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Resumo
As redes de computadores cresceram nas u´ltimas de´cadas em diversidade e comple-
xidade, sempre procurando manter um n´ıvel elevado de qualidade na comunicac¸a˜o.
Atualmente existe uma variedade de ferramentas para a gesta˜o de redes que cobrem de
forma completa ou parcial as diferentes etapas do ciclo de vida dessas redes. Dadas a
dimensa˜o e heterogeneidade dessas redes, o seu desenvolvimento e operac¸a˜o sa˜o tarefas
que envolvem um nu´mero crescente de ferramentas, o que induz a uma maior com-
plexidade. Ale´m do mais, a maior parte das ferramentas existentes sa˜o independentes
e incompat´ıveis, tornando a tarefa dos arquitetos e dos gestores de redes mais dif´ıcil.
Dessa forma, e´ identificada a necessidade de uma abstrac¸a˜o ou abordagem gene´rica que
permita a interoperabilidade entre diferentes ferramentas/ambientes de rede de forma
a facilitar e otimizar a sua gesta˜o.
O trabalho apresentado nesta tese introduz a proposta e a implementac¸a˜o de uma fra-
mework para a integrac¸a˜o de diferentes ferramentas heteroge´neas de rede dando suporte
a` criac¸a˜o de um ambiente de gesta˜o que cubra o ciclo de vida de uma rede de comu-
nicac¸a˜o. A interoperabilidade proporcionada pela framework e´ implementada atrave´s
da proposta de uma nova linguagem para a descric¸a˜o de redes e de todos os seus com-
ponentes, incluindo a informac¸a˜o da topologia e dos contextos onde a rede pode existir.
As demais contribuic¸o˜es desta tese esta˜o relacionadas com (i) a implementac¸a˜o de algu-
mas ferramentas de gesta˜o para dar suporte a` construc¸a˜o de cena´rios de rede utilizando
a linguagem proposta, e (ii) a modelac¸a˜o de va´rios cena´rios de rede com tecnologias
diferentes, incluindo aspetos de Qualidade de Servic¸o, para a validac¸a˜o da utilizac¸a˜o da
framework proposta para proporcionar a interoperabilidade entre diferentes ferramentas
de gesta˜o de redes.
A linguagem proposta para a descric¸a˜o de redes preocupou-se com a descric¸a˜o dos
cena´rios de rede dando suporte a`s diferentes fases da existeˆncia dessa rede, desde o seu
projeto ate´ a sua operac¸a˜o, manutenc¸a˜o e atualizac¸a˜o. Uma vantagem desta aborda-
gem e´ permitir a coexisteˆncia de diversas informac¸o˜es de utilizac¸a˜o da rede numa u´nica
descric¸a˜o, mantendo cada uma independente das restantes, o que promove a compati-
bilidade e a reutilizac¸a˜o das informac¸o˜es de forma direta entre as ferramentas, ultra-
passando assim a principal limitac¸a˜o detetada nas linguagens e ferramentas existentes
e reforc¸ando as possibilidades de interoperabilidade.
Palavras-chave: gesta˜o de redes, linguagem de descric¸a˜o de redes, XML, simulac¸a˜o
de redes, network simulator 2, network simulator 3, ambientes virtuais

Abstract
Computer networks have grown in recent decades in diversity and complexity, always
trying to maintain a high level of quality in the communication. Currently there is a
variety of management tools covering completely or partially the different stages of the
networks’ life cycle. Given the size and heterogeneity of these networks, their develop-
ment and operation are tasks that involve a growing number of tools, which leads to a
further complexity. Moreover, most of the existing tools are independent and incompa-
tible, making the tasks of network architects and managers more difficult. Therefore,
there is a clear lack of an abstraction or generic approach to enable interoperability
between different tools/network environments in order to facilitate and optimize their
management.
The work presented in this thesis introduces the proposal and implementation of a
framework for the integration of different heterogeneous network tools supporting the
creation of a management environment that covers the life cycle of a communication
network. The interoperability provided by the framework is implemented through the
proposal of a new language to describe a network and all its components, including
information about the topology and the operational context of the network. Further
contributions of this thesis are related to (i) the implementation of several management
tools to support the construction of network scenarios using the proposed language,
and (ii) the modeling of several network scenarios with different technologies, including
Quality of Service aspects, to validate the use of the proposed framework and to provide
interoperability between different network management tools.
The proposed language for describing networks is able to represent completely network
scenarios supporting the different phases of its life cycle, from the design to operation,
maintenance and upgrade. One advantage of this approach is to allow the coexistence of
different information about the network utilization in a single description, keeping each
one independent from each other, promoting the compatibility and reuse of information
directly between tools, overcoming the major limitation identified in existing languages
and tools, and promoting interoperability.
Keywords: network management, network description language, XML, network simu-
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As redes de computadores na˜o apenas cresceram em nu´mero nas u´ltimas de´cadas, mas tambe´m em
diversidade e complexidade. Os variados dispositivos de rede e locais onde se espera a existeˆncia de
uma rede, e de prefereˆncia conectada a` Internet, levaram ao aparecimento de muitas tecnologias de
rede. Estas sa˜o muito distintas umas das outras, mas, essencialmente, todas foram desenvolvidas
de forma a suportar maiores velocidades a uma cada vez maior distaˆncia, sempre procurando
manter um n´ıvel elevado de qualidade na comunicac¸a˜o. Esta afirmac¸a˜o podera´ ser aplicada a redes
tradicionais e a novas redes, sejam elas com fios ou sem fios.
A boa operac¸a˜o de uma qualquer rede de comunicac¸a˜o depende da existeˆncia de ferramentas de
suporte que agreguem e mantenham informac¸a˜o detalhada do seu estado. Algumas ferramentas,
com funcionalidades espec´ıficas, podem ajustar o funcionamento da rede de forma que esta possa
cumprir com os objetivos particulares trac¸ados pelos seus responsa´veis. Num momento anterior,
durante o projeto da rede, houve outras ferramentas que suportaram o trabalho do arquiteto de
rede, permitindo-lhe escolher todos os componentes de forma a respeitar os requisitos definidos para
a sua futura rede. Durante a operac¸a˜o da rede, o administrador tem ainda a preocupac¸a˜o com a
sua atualizac¸a˜o, seja em termos de dimensa˜o, seja em termos de novos servic¸os que devera´ suportar.
Nesse momento, mais uma vez, o responsa´vel conta com ferramentas de rede para cumprir as suas
tarefas, e, consequentemente, garantir o bom funcionamento da rede. Os trabalhos apresentados
em [62, 122, 146, 172, 223] descrevem muitas ferramentas de redes presentes em va´rios domı´nios
apontados nesta tese e verifica-se que o seu nu´mero e diversidade na˜o teˆm parado de aumentar.
Assim, o desenvolvimento, a operac¸a˜o e a manutenc¸a˜o das redes de dados, pela dimensa˜o e
heterogeneidade destas, sa˜o tarefas que envolvem um nu´mero crescente de ferramentas. Estas
induzem, nas va´rias tarefas, uma maior complexidade. As ferramentas de suporte em cada uma
das fases ou em cada uma das tarefas sa˜o, em muitos dos casos, independentes e incompat´ıveis,
tornando a tarefa dos arquitetos e dos gestores de redes mais dif´ıcil. No caso de um gestor de
rede ser questionado sobre a possibilidade de a sua infraestrutura ter de suportar novos servic¸os,
este podera´ necessitar de utilizar novas ferramentas para conseguir determinar se a rede sob a sua
responsabilidade e´ adequada ou se necessita de alguma atualizac¸a˜o. Nesse caso, tera´ de descrever
novamente a rede e as suas caracter´ısticas para uma nova ferramenta e podera´ enta˜o avaliar a
inclusa˜o dos novos servic¸os. As ferramentas teˆm por vezes especificac¸o˜es variadas para cada um dos
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objetos de rede necessa´rios e podera˜o permitir, ou na˜o, a descric¸a˜o similar da rede. Da mesma forma,
ainda e´ prova´vel que os objetos de rede de uma ferramenta na˜o existam em outra ferramenta, sendo
enta˜o necessa´rio optar por objetos semelhantes que representem convenientemente as entidades da
rede real. Estas dificuldades tornam complexa a realizac¸a˜o de uma ana´lise detalhada e fidedigna de
uma rede para diversos cena´rios de operac¸a˜o. O trabalho apresentado em [10] destaca a necessidade
de plataformas novas e avanc¸adas para o teste e validac¸a˜o de novas soluc¸o˜es para a Internet.
Ale´m das limitac¸o˜es das ferramentas, outro aspeto tambe´m importante e´ a aptida˜o dos utili-
zadores nas mais variadas ferramentas. Devido a`s caracter´ısticas do domı´nio das redes, no caso
de problemas complexos a aprendizagem da utilizac¸a˜o de uma ferramenta pode ser longa. Os
trabalhos [43, 211] referem o tempo demorado que e´ necessa´rio para compreender a linguagem de
uma determinada ferramenta. Se ainda for necessa´rio utilizar va´rias ferramentas que na˜o partilhem
informac¸o˜es entre si, enta˜o a ana´lise da rede pode ainda ser mais demorada e complexa.
Uma forma de abordar estas dificuldades para a gesta˜o das redes e´ via a utilizac¸a˜o alargada
de linguagens/ontologias comuns entre as ferramentas. A informac¸a˜o mais relevante de uma rede
e´ a sua topologia, onde sa˜o identificados todos os objetos de rede e as suas relac¸o˜es. Mas outras
informac¸o˜es sa˜o ainda necessa´rias durante a operac¸a˜o de uma rede. Algumas sera˜o espec´ıficas a
um determinado domı´nio, como a informac¸a˜o para a execuc¸a˜o de uma simulac¸a˜o de uma rede, ou
a uma tecnologia, como a marcac¸a˜o de pacotes. Estes exemplos expo˜em o aˆmbito alargado das
necessidades de descric¸a˜o para uma rede.
Dessa forma, e´ identificada a utilidade de uma abstrac¸a˜o que permita a construc¸a˜o da descric¸a˜o
de uma rede numa ferramenta e a sua reutilizac¸a˜o por outras ferramentas de forma, o mais poss´ıvel,
direta. A possibilidade de repetir uma determinada ana´lise de uma rede numa ferramenta e/ou
plataforma diferente permitira´ ao utilizador confirmar, ou na˜o, as concluso˜es obtidas inicialmente,
mas em ambos os casos a possibilidade de ter informac¸o˜es diferentes sobre a mesma rede permitira´
uma melhor fundamentac¸a˜o sobre os resultados do seu funcionamento. No entanto, tal e´ raramente
poss´ıvel devido a` pouca interoperabilidade existente entre ferramentas. A maior dificuldade – a
aprendizagem das linguagens das va´rias ferramentas – e´ poss´ıvel de ultrapassar, mas requer tempo,
o que por vezes na˜o e´ via´vel dentro dos objetivos de alguns projetos.
Apesar de existirem algumas normas para a descric¸a˜o de redes, como o Network Configura-
tion (NETConf) [78] e o Common Information Model (CIM) [69], a sua utilizac¸a˜o fora dos seus
domı´nios na˜o e´ poss´ıvel por a sua extensibilidade ser reduzida. Tal deve-se a` sua especificidade
num determinado tipo de rede e/ou tecnologia e que dificulta a sua reutilizac¸a˜o por ferramentas
para outros tipos de redes e ambientes.
Surge enta˜o assim a necessidade de uma linguagem gene´rica para a descric¸a˜o de cena´rios de
rede que consiga representar detalhadamente todos os pormenores de uma qualquer rede e essa
descric¸a˜o possa ser utilizada por diferentes ferramentas/ambientes, de forma a facilitar a gesta˜o de
uma rede.
1.2 Objetivos da tese
A realizac¸a˜o deste projeto situou-se no domı´nio de gesta˜o de redes e na procura de mecanismos e
processos para a simplificac¸a˜o da utilizac¸a˜o de diferentes ferramentas de redes por parte dos mais
variados utilizadores, desde aqueles que se esta˜o a iniciar no domı´nio das redes aos mais experientes
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no contato com diversas tecnologias de rede.
A abordagem proposta consistiu na integrac¸a˜o de algumas das ferramentas mais utilizadas
pela comunidade de redes com novas bibliotecas de co´digo e ferramentas. Para isso, foi necessa´rio o
estudo, a ana´lise e a detec¸a˜o das principais dificuldades na gesta˜o de redes com as atuais ferramentas
e, em seguida, a proposta de um grupo de componentes que permitam resolver e/ou minimizar
essas limitac¸o˜es. Os componentes obtidos desse esforc¸o devem permitir, comparativamente a`s
ferramentas existentes, um processo de gesta˜o de redes mais fia´vel, eficiente e simplificado. Assim,
os principais objetivos desta tese sa˜o:
• A promoc¸a˜o da interoperabilidade entre ferramentas de diversos domı´nios de rede, em especial
as ferramentas do domı´nio da simulac¸a˜o de redes, e que suportem as redes com fios, as redes
sem fios e as redes com Qualidade de Servic¸o. Neste objetivo, o aspeto fundamental e´ fornecer
aos utilizadores um conjunto de ferramentas simples que o ajudem na execuc¸a˜o de ana´lises
avanc¸adas sobre um determinado cena´rio de rede;
• A proposta de uma estrutura de dados que inclua todos os objetos de rede atuais e futuros,
e que permita, de forma simples e completa, englobar as informac¸o˜es de rede contidas nas
ferramentas de rede atuais e futuras. Ale´m de ajudar a atingir o objetivo anterior, permitira´
ainda a organizac¸a˜o dos dados das redes e das suas ana´lises, realizadas pelas ferramentas, de
forma mais eficiente, e;
• A verificac¸a˜o dos componentes desenvolvidos em ambientes reais com utilizadores atrave´s de
diferentes experieˆncias de forma a garantir resultados variados e completos que validem o
trabalho desenvolvido.
1.3 Contribuic¸o˜es desta tese
A partir dos objetivos gene´ricos propostos, as principais contribuic¸o˜es desta tese sa˜o as seguintes:
• A proposta e a implementac¸a˜o de uma nova framework para a integrac¸a˜o de ferramentas de
rede, estruturada em treˆs camadas de forma a categorizar e organizar as suas funcionalidades.
Ale´m de incluir ferramentas de rede ja´ utilizadas pela comunidade de investigac¸a˜o, foram
ainda adicionadas na framework duas novas ferramentas para a modelac¸a˜o de cena´rios de rede,
com particular eˆnfase na simulac¸a˜o de redes de dados. A framework e´ uma proposta para a
criac¸a˜o de um ambiente de gesta˜o que suporte o ciclo de vida de uma rede de comunicac¸a˜o;
• A proposta de uma nova linguagem para a descric¸a˜o de redes e de todos os seus componentes,
incluindo a informac¸a˜o da topologia e dos contextos onde a rede pode existir. A linguagem
foi desenhada com base em treˆs caracter´ısticas fundamentais: simplicidade, permitindo que
um humano ou ma´quina a possa compreender e utilizar; extensibilidade, estando inclu´ıda a
possibilidade de adicionar novos objetos e caracter´ısticas; e, independeˆncia, na˜o estar limi-
tada a uma ferramenta ou domı´nio de rede, podendo as suas descric¸o˜es serem utilizadas por
entidades variadas;
• A proposta de uma metodologia para a integrac¸a˜o de todos os componentes, ferramentas e
linguagem, na framework e para realizac¸a˜o de operac¸o˜es variadas sobre uma qualquer rede.
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Destaca-se, primeiro, a construc¸a˜o e a validac¸a˜o das descric¸o˜es de cena´rios de rede na lin-
guagem NSDL e, depois, a transformac¸a˜o para outras linguagens /ferramentas e execuc¸a˜o de
ana´lises;
• O domı´nio da simulac¸a˜o de redes foi escolhido para as primeiras implementac¸o˜es da framework
e sua validac¸a˜o. Assim, para os simuladores Network Simulator 2 (NS2) e Network Simulator
3 (NS3), foram definidos os objetos necessa´rios para a construc¸a˜o de cena´rios na linguagem
NSDL e as bibliotecas de co´digo para a transformac¸a˜o para as linguagens nativas dos simula-
dores. Ale´m das redes tradicionais, e no caso do NS2, implementaram-se as bibliotecas para
o suporte a redes com Qualidade de Servic¸o. No aˆmbito do NS3 foram implementadas as
bibliotecas para o suporte a`s redes sem fios, e;
• A integrac¸a˜o da Framework NSDL em ambientes virtualizados. Mantendo ainda o enfoque
na simulac¸a˜o de redes, foram desenvolvidas as bibliotecas para a traduc¸a˜o de descric¸o˜es de
redes NSDL para a execuc¸a˜o de simulac¸o˜es de redes em ambientes virtualizados, procurando
obter avaliac¸o˜es de redes mais pro´ximas da realidade.
1.4 Notac¸o˜es
Nesta tese utilizam-se por vezes termos gene´ricos que podem levar a interpretac¸o˜es variadas. De
seguida sa˜o apresentadas algumas das convenc¸o˜es que se utilizaram na redac¸a˜o desta tese de forma
a clarificar a sua utilizac¸a˜o.
Um ’cena´rio de rede’ ou ’cena´rio’ ou ’rede’ referem sempre todos os aspetos de uma rede de
dados, desde os seus objetos ate´ ao seu contexto de operac¸a˜o. Quando e´ necessa´rio referir um
cena´rio de rede espec´ıfico, por exemplo, de uma simulac¸a˜o, usa-se a forma ’cena´rio de simulac¸a˜o’
ou ’simulac¸a˜o’ e, neste caso, pretende-se apenas referir os dados de configurac¸a˜o de uma simulac¸a˜o
para a rede.
O termo ’domı´nio’ de rede e´ tambe´m usado de formas diversas nesta tese. Um domı´nio de rede
e´ usado para englobar os objetos de rede de um determinado espac¸o e que partilham um conjunto
de regras. Por exemplo, podem pertencer a` mesma rede IP e ter ainda subdomı´nios. Nesta tese
o termo ’domı´nio’ sera´ usado de uma forma mais abrangente e simples, indicando objetos de rede
relacionados, como o domı´nio dos no´s de uma determinada tecnologia, como no caso da Qualidade
de Servic¸o e a arquitetura dos Servic¸os Diferenciados (DiffServ), com os no´s DiffServ designados
por domı´nio DiffServ.
O estilo <elemento> indica um elemento XML. O estilo @id indica um atributo. As refereˆncias
a palavras ou partes de co´digo de diversos exemplos surgem no formato de letra co´digo. As ferra-
mentas e linguagens sa˜o sempre referidas em ita´lico, exceto quando utilizadas siglas em maiu´sculas.
1.5 Organizac¸a˜o da Tese
Ale´m deste cap´ıtulo, esta tese esta´ organizada em sete outros cap´ıtulos, cada um descrito breve-
mente de seguida:
Cap´ıtulo 2: Estado da Arte – inclui o levantamento, a ana´lise e a comparac¸a˜o das principais
ferramentas de gesta˜o de redes e das linguagens encontradas para a descric¸a˜o de redes de
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dados. Procuraram-se as principais caracter´ısticas e sa˜o identificadas as principais limitac¸o˜es
em cada grupo;
Cap´ıtulo 3: Framework NSDL – neste cap´ıtulo e´ descrita a framework proposta para o domı´nio
das redes de dados e, mais especificamente, para o contexto da simulac¸a˜o. Cada uma das
aplicac¸o˜es e das bibliotecas de co´digo da framework, sejam as ja´ existentes, bem como as
que foram desenvolvidas no aˆmbito deste projeto, sa˜o apresentadas conjuntamente com as
funcionalidades que trazem para a framework ;
Cap´ıtulo 4: Network Scenarios Description Language (NSDL) – e´ feita a proposta de uma nova
linguagem para a descric¸a˜o de redes, a Network Scenarios Description Language (NSDL).
Seguindo a estrutura da linguagem, e´ apresentada, primeiro, a forma de descrever os objetos
de uma qualquer rede de comunicac¸o˜es e, por u´ltimo, sa˜o apresentados alguns dos cena´rios
onde esta descric¸a˜o ja´ e´ utilizada;
Cap´ıtulo 5: Implementac¸a˜o NSDL de Redes com Qualidade de Servic¸o com NS2 – apresenta um
caso de estudo da integrac¸a˜o do simulador de rede Network Simulator 2 na Framework NSDL.
E´ descrito o processo de integrac¸a˜o da ferramenta na framework e sa˜o expostos alguns casos
de estudo que serviram de validac¸a˜o para a implementac¸a˜o. Foi dada uma maior eˆnfase a
alguns cena´rios de rede com Qualidade de Servic¸o;
Cap´ıtulo 6: Redes Sem Fios com o Network Simulator 3 – este cap´ıtulo tem uma estrutura similar
ao Cap´ıtulo 5, mas aplicada a` ferramenta Network Simulator 3. Os cena´rios destacados na
integrac¸a˜o do simulador na framework foram os cena´rios das redes sem fios, em particular
as redes WiMAX e LTE. Sa˜o ainda discutidos alguns aspetos sobre a interoperabilidade de
cena´rios entre os simuladores Network Simulator 2 e Network Simulator 3 ;
Cap´ıtulo 7: Simulac¸a˜o de Redes em Ambientes Virtuais – descreve a integrac¸a˜o de ambientes
virtuais na Framework NSDL. Sa˜o apresentados alguns casos de estudo sobre a implementac¸a˜o
de cena´rios de rede em ambientes virtuais a partir da Framework NSDL, e;
Cap´ıtulo 8: Concluso˜es e Perspetivas – este cap´ıtulo finaliza esta tese com as concluso˜es finais
sobre todo o projeto, um suma´rio das principais contribuic¸o˜es e algumas das linhas de inves-







No cap´ıtulo anterior foram apresentados o enquadramento e a motivac¸a˜o deste trabalho, focando
na necessidade de ferramentas cada vez mais complexas para a resoluc¸a˜o dos problemas das redes
de dados atuais. Um dos problemas identificados e´ a ineficieˆncia na gesta˜o de redes dada a falta
de interoperabilidade entre as ferramentas heteroge´neas existentes. Uma poss´ıvel soluc¸a˜o para
esse problema seria a possibilidade de reutilizac¸a˜o de informac¸a˜o de uma ferramenta numa outra
ferramenta diferente, conseguindo assim uma otimizac¸a˜o na gesta˜o e uma melhor qualidade da
informac¸a˜o sobre o funcionamento de uma determinada rede. No aˆmbito deste problema, este
cap´ıtulo apresenta as principais ferramentas de gesta˜o de rede existentes e va´rias das linguagens e
ontologias utilizadas para descrever uma rede e seus componentes.
A primeira parte deste cap´ıtulo debruc¸a-se sobre as ferramentas para a gesta˜o e ana´lise de redes
de comunicac¸a˜o e que, em alguns casos, foram integradas no desenvolvimento deste trabalho. Estas
permitem compreender melhor muitas das tarefas para a administrac¸a˜o de uma rede, desde as mais
simples, como catalogar os equipamentos, ate´ a`s mais complexas e avanc¸adas, como avaliac¸a˜o de
desempenho. A ana´lise a`s ferramentas detetou algumas limitac¸o˜es no processo de gesta˜o.
Outro tema muito relevante para este trabalho foi a descric¸a˜o de redes de dados, principalmente
quais as linguagens e ontologias utilizadas para a caraterizac¸a˜o da rede. De forma similar a`s
ferramentas, as diversas linguagens encontradas sa˜o detalhadas e comparadas, esperando que dessa
ana´lise se destaquem os princ´ıpios mais importantes na definic¸a˜o de uma linguagem. De forma
complementar, sa˜o ainda apresentadas algumas das frameworks onde sa˜o utilizadas algumas dessas
linguagens.
Este cap´ıtulo esta´ organizado na seguinte forma: a secc¸a˜o 2.2 introduz o to´pico da gesta˜o das
redes, as suas arquiteturas principais e propostas mais recentes. A secc¸a˜o 2.3 apresenta, por grupos,
algumas das ferramentas mais utilizadas para a gesta˜o e ana´lise das redes. A secc¸a˜o 2.4 aborda
o tema da descric¸a˜o de redes, quais as principais propostas existentes, as suas caracter´ısticas e os
problemas mais comuns. Por fim, a secc¸a˜o 2.5 apresenta as concluso˜es do estudo feito sobre as
ferramentas e as linguagens de redes.
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2.2 Gesta˜o de Redes de Computadores
As redes de nova gerac¸a˜o, com e sem fios, trazem novas abordagens e tecnologias para a conecti-
vidade entre terminais heteroge´neos, e ira˜o coexistir com muitas atuais redes por muitos anos. A
procura por processos de gesta˜o mais eficientes e eficazes e´ uma das a´reas da investigac¸a˜o das redes
sempre presente e cada vez mais necessa´ria para garantir o bom funcionamento e aproveitamento
das redes de comunicac¸a˜o. De seguida sa˜o apresentadas algumas das arquiteturas tradicionais e
algumas das propostas mais recentes para a gesta˜o de redes de comunicac¸a˜o.
As arquiteturas de Gesta˜o OSI [125] e Telecomunication Management Network (TMN) [129]
representam as abordagens tradicionais para a gesta˜o de redes uma vez que sa˜o normas maduras e
aceites por muitas entidades da a´rea das redes.
Os princ´ıpios para a gesta˜o de redes da organizac¸a˜o OSI/ISO sa˜o definidos em dois documentos:
o OSI Management Framework [124] e o OSI Systems Management [126]. Ambos surgem apo´s o
OSI Basic Reference Model [125] onde foi enquadrada a gesta˜o da rede na arquitetura de camadas
definida pela OSI e adicionadas algumas definic¸o˜es iniciais para a gesta˜o de redes. Ambos refinaram
e clarificaram os diversos componentes presentes no documento anterior, destacando-se a clarificac¸a˜o
das a´reas funcionais, a troca de informac¸a˜o de gesta˜o e a gesta˜o da informac¸a˜o.
As a´reas funcionais, designadas como FCAPS, do acro´nimo de Fault, Configuration, Accounting,
Performance and Security, definidas para a gesta˜o foram as seguintes [124]:
• Falhas: agrega o conjunto de func¸o˜es e visam a detec¸a˜o, isolamento e correc¸a˜o de erros
durante a operac¸a˜o de uma rede. Os erros poss´ıveis sa˜o: desenho, implementac¸a˜o, sobrecarga,
distu´rbios externos e longevidade da rede;
• Configurac¸a˜o: engloba o conjunto de func¸o˜es que registam as configurac¸o˜es atuais, registas
as alterac¸o˜es nas configurac¸o˜es; identifica os componentes de rede, inicia e encerra sistemas
de rede e altera os paraˆmetros de rede;
• Contabilidade: sa˜o as func¸o˜es que permitem cobrar e identificar custos pela utilizac¸a˜o dos
recursos da rede. Pode ainda ter func¸o˜es para informar o utilizador sobre a sua utilizac¸a˜o da
rede e impor limites de utilizac¸a˜o;
• Desempenho: e´ responsa´vel pela otimizac¸a˜o da Qualidade de Servic¸o (QoS) da rede. Ne-
cessita recolher dados de utilizac¸a˜o e da configurac¸a˜o da rede de forma a obter informac¸a˜o
estat´ıstica da rede e aferir sobre o desempenho da rede ao longo do tempo, e;
• Seguranc¸a: envolve as func¸o˜es usadas pelo administrador de forma a prevenir o uso ina-
dequado e na˜o autorizado da rede. A gesta˜o das chaves de rede, a gesta˜o das firewalls e a
criac¸a˜o de listagens de seguranc¸a sa˜o exemplos de atividades de seguranc¸a.
Os protocolos e func¸o˜es para a troca de informac¸a˜o de gesta˜o de uma rede foram previstos de
treˆs formas: sistemas, camadas e protocolos. A primeira forma envolve informac¸o˜es de gesta˜o geral
do sistema, na˜o estando restrito a uma parte ou subsistema da rede. E´ a forma preferencial, mas
na˜o e´ a u´nica utilizada. A segunda, inicialmente designado como application, lida com os servic¸os,
func¸o˜es e protocolos de cada camada de rede, suportado nos protocolos das camadas inferiores. A
u´ltima forma esta´ relacionada com cada instaˆncia de comunicac¸a˜o e associada a um determinado
protocolo.
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A gesta˜o da informac¸a˜o (de Management Information Base) e´ a base de dados onde toda
a informac¸a˜o pertinente para a gesta˜o da rede reside. Conceptualmente organizada de forma
hiera´rquica, inclui os objetos a gerir (traduzido de Managed Object) da rede e toda a informac¸a˜o
de gesta˜o associada a esses objetos.
A Telecomunication Management Network (TMN) foi introduzida pela organizac¸a˜o Internatio-
nal Telecommunication Union, sector de normalizac¸o˜es para as Telecomunicac¸o˜es (ITU-T) e os seus
principais conceitos e elementos esta˜o definidos na famı´lia de recomendac¸o˜es M.3000, com eˆnfase
na recomendac¸a˜o M.3010 [129]. Ao contra´rio da Gesta˜o OSI onde existe uma arquitetura global
u´nica, a TMN define treˆs arquiteturas para a gesta˜o de uma rede:
• Funcional: onde esta˜o descritas as func¸o˜es de gesta˜o;
• F´ısica; onde esta´ definida a forma de implementac¸a˜o das func¸o˜es de gesta˜o nos equipamentos
f´ısicos, e;
• Informac¸a˜o: a partir de um dado momento a colaborac¸a˜o com o grupo de Gesta˜o OSI levou
a serem seguidos os mesmos princ´ıpios desse grupo para gesta˜o da informac¸a˜o.
De seguida apresentam-se algumas abordagens existentes para a gesta˜o das redes.
2.2.1 Abordagens para a Gesta˜o de Redes
As arquiteturas apresentadas nesta secc¸a˜o destacam-se dadas as alterac¸o˜es significativas na forma
de estruturar a gesta˜o e controlo das redes, relativamente a`s arquiteturas tradicionais (OSI e TMN).
Assim, as arquiteturas a apresentar de seguida sa˜o a 4D, a Maestro e a In-Network Managment.
A arquitetura 4D [99, 284] propo˜e uma redefinic¸a˜o completa da gesta˜o e controlo da Internet,
na˜o considerando adequada qualquer abordagem que estenda as func¸o˜es de gesta˜o atuais, por tal
tornar cada vez mais complexo o desenho atual das redes. Esta contribuic¸a˜o e´ uma sequeˆncia das
ideias propostas no trabalho [60] e a ideia principal e´ separar a lo´gica da decisa˜o sobre a rede, ou
quais os requisitos definidos para a rede, dos protocolos subjacentes que ira˜o garantir a operac¸a˜o
da rede cumprindo os seus objetivos. Conduz tambe´m a uma abordagem centralizada da gesta˜o,
contra´ria a outras abordagens mais tradicionais onde a gesta˜o e´ realizada de forma distribu´ıda,
suportada em diferentes protocolos de rede.
A arquitetura 4D toma o seu nome da existeˆncia de 4 componentes: Decisa˜o, Disseminac¸a˜o,
Descoberta e Dados. A camada de Decisa˜o e´ responsa´vel por todas as deciso˜es para o controlo da
rede, como abrangeˆncia, balanceamento de carga, controlo de acesso, seguranc¸a e configurac¸a˜o de
interfaces. A camada de Disseminac¸a˜o garante comunicac¸o˜es eficientes entre os equipamentos de
rede e os elementos de decisa˜o. A camada de Descoberta pesquisa e identifica todos os elementos
da rede. A camada de Dados gera cada um dos pacotes baseado no estado definido na camada de
Decisa˜o. Este estado inclui as tabelas de encaminhamento, os filtros de pacotes, o agendamento, a
gesta˜o das filas, os tu´neis e a traduc¸a˜o de enderec¸os.
A arquitetura 4D busca as seguintes vantagens: maior robustez e seguranc¸a, acomodar mais ade-
quadamente a heterogeneidade presentes nos ambientes de rede, e, por u´ltimo, facilitar a evoluc¸a˜o
e inovac¸a˜o das redes.
Uma extensa˜o ao modelo 4D surge com o Complexity Oblivious Network Management (CON-
Man) [18], reconhecendo as vantagens da sua estrutura, mas sendo mais flex´ıvel e abrangente nas
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func¸o˜es de gesta˜o. Tem como objetivos conseguir desenhar redes: autoconfigura´veis para mini-
mizar o erro humano, que tenham validac¸o˜es cont´ınuas a`s configurac¸o˜es de forma a cumprirem
os objetivos da rede, que suportem interfaces de gesta˜o seguindo normas abstratas, e, operem so-
bre especificac¸o˜es declarativas, ou seja, instruc¸o˜es de alto n´ıvel que sera˜o depois convertidas para
implementac¸o˜es de baixo-n´ıvel.
Com uma diferente abordagem, mas partilhando o princ´ıpio de na˜o evoluir os me´todos tradi-
cionais de gesta˜o tal como o 4D e CONMan, surge a proposta Maestro [36, 37]. Este trabalho
propo˜e para a gesta˜o e controlo das redes os princ´ıpios dos sistemas operativos, onde num ambi-
ente unificado existira˜o aplicac¸o˜es para o controlo dos elementos da rede e que orquestram todo o
funcionamento da rede. O ambiente Maestro fornece um interface para a implementac¸a˜o modular
de componentes que acedera˜o e modificara˜o o estado da rede. E´ tambe´m responsa´vel por manter a
consisteˆncia dos estados de rede entre os diversos componentes ativos. Ou seja, e´ uma plataforma
para o controlo de rede automa´tico e programa´vel (Java) atrave´s de aplicac¸o˜es modulares [38].
A plataforma Maestro tem sido testada conjuntamente com o projeto OpenFlow [170]. Neste e´
proposto para os switchs da rede um interface normalizado para a manipulac¸a˜o das tabelas internas
de encaminhamento, colocando num controlador externo a complexidade e as deciso˜es de gesta˜o.
Enquanto as arquiteturas 4D e Maestro centralizam a gesta˜o de uma rede, com algumas di-
ferenc¸as na flexibilidade com que o fazem, a proposta In-Network Managment (INM) [73, 88] e´
uma arquitetura que coloca em todos os elementos de uma rede alguma capacidade de gesta˜o e,
atrave´s da colaborac¸a˜o entre eles, visa conseguir uma gesta˜o eficiente e eficaz da rede. As diferentes
capacidades, ou funcionalidades, de gesta˜o sa˜o embebidas em cada componente de rede sa˜o orga-
nizadas da seguinte forma [206]: inerente – indica as func¸o˜es de gesta˜o inerentes a` pro´pria lo´gica
componente; integrada – as func¸o˜es de gesta˜o integram o componente, mas sa˜o independentes da
lo´gica do componente; e, externa – sa˜o as func¸o˜es de gesta˜o localizadas em outro no´ de rede.
A principal vantagem que a arquitetura INM procura atingir e´ ser muito escala´vel, comparati-
vamente a arquiteturas centralizadas. A limitac¸a˜o desta soluc¸a˜o esta´ na dificuldade em definir os
interfaces abstratos gene´ricos para a gesta˜o. Ainda outra dificuldade presente surge na conversa˜o
de pol´ıticas de gesta˜o globais para uma realidade de gesta˜o distribu´ıda.
Surgem ainda algumas reflexo˜es sobre os desafios e dificuldades para a gesta˜o de redes modernas.
Em [9] sa˜o indicados alguns dos desafios para a gesta˜o da Internet, como: o aparecimento de novas
tecnologias, como o OpenFlow, e a sua gesta˜o; conseguir uma gesta˜o escala´vel, mas mantendo uma
rigorosa gesta˜o dos estados da rede; novos mecanismos para a automac¸a˜o das func¸o˜es de gesta˜o ;
e, acesso facilitado a dados de configurac¸a˜o e da operac¸a˜o da rede de forma a reforc¸ar a validac¸a˜o
dos me´todos de gesta˜o. O trabalho apresentado em [247] reflete sobre outros aspetos das novas
redes, como enquadrar na gesta˜o da Internet as zonas de rede sem gesta˜o e a dificuldade em manter
a gesta˜o escala´vel. Neste trabalho e´ feita a proposta de dois planos para a gesta˜o: Informac¸a˜o e
Conhecimento, onde o primeiro aborda os elementos para a aquisic¸a˜o da informac¸a˜o e o segundo e´
responsa´vel pela ana´lise da informac¸a˜o.
Nesta secc¸a˜o foram apresentadas as principais soluc¸o˜es para a gesta˜o de redes tradicionais e
futura Internet. As abordagens tradicionais teˆm sido adequadas em muitos ambientes, mas com
grandes limitac¸o˜es em termos de automatizac¸a˜o, suporte para a implementac¸a˜o de pol´ıticas globais
dinaˆmicas e gesta˜o das falhas. As abordagens mais recentes propo˜em atrave´s de novas arquiteturas
e filosofias de gesta˜o simplificar e agilizar a gesta˜o de redes cada vez mais complexas. Algumas
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mais extremas em termos de centralizac¸a˜o, como a 4D, ou, no lado oposto, distribuindo por muitos
componentes da rede a gesta˜o, como a INM, existe ainda a Maestro como soluc¸a˜o interme´dia para
a gesta˜o das redes.
A tarefa de manter uma rede a operar corretamente e´ a responsabilidade principal de um
administrador de rede. Em qualquer arquitetura de gesta˜o as ferramentas de rede sera˜o sempre
fundamentais para apoiar o administrador a realizar as func¸o˜es que garantem a operac¸a˜o adequada
da rede. Na pro´xima secc¸a˜o sa˜o discutidas algumas das ferramentas mais utilizadas para a gesta˜o
de redes.
2.3 Ferramentas de Gesta˜o de Redes
A gesta˜o de uma rede realizada no aˆmbito de uma determinada arquitetura envolve um conjunto
de atividades, me´todos, procedimentos e ferramentas para a sua administrac¸a˜o, operac¸a˜o e manu-
tenc¸a˜o. Qualquer que seja a arquitetura, o nu´mero de tarefas e´ normalmente grande e, entre elas,
existem algumas muito complexas e/ou demoradas de realizar. Ale´m da dificuldade em realizar
manualmente as tarefas, sem o apoio de ferramentas a probabilidade de cometer erros ou omisso˜es
nas configurac¸o˜es e´ maior [39, 53]. Como exemplo de tarefas temos o mapeamento, o controlo,
a manutenc¸a˜o, a monitorizac¸a˜o e a seguranc¸a da rede. Numa rede de me´dia ou grande dimensa˜o
qualquer uma destas tarefas na˜o pode ser executada unicamente pelo administrador e este necessita
do apoio de ferramentas que incluam funcionalidades de suporte que o ajudem a realizar todos os
passos requeridos para gerir convenientemente a sua rede.
A forma mais tradicional de agrupar as ferramentas podera´ ser feita seguindo os grupos de a´reas
funcionais indicadas para a arquitetura da OSI. Assim, e seguindo o acro´nimo FCAPS, teremos
ferramentas para a gesta˜o das falhas, das configurac¸o˜es, da contabilizac¸a˜o, do desempenho e da
seguranc¸a. No entanto, grande parte das ferramentas pesquisadas durante este trabalho conteˆm
func¸o˜es associadas a va´rias a´reas funcionais, na˜o sendo assim simples a sua organizac¸a˜o seguindo
este princ´ıpio. Por vezes encontram-se ferramentas para operac¸o˜es espec´ıficas e de aˆmbito limitado
(e.g., descoberta de componentes de rede) e ferramentas gene´ricas com muitas das func¸o˜es de gesta˜o
da rede, incluindo todas (ou quase todas) as a´reas. Como seria de esperar, outras ferramentas
aglomeram func¸o˜es de apenas algumas das a´reas funcionais. Como exemplo de alguns tipos de
ferramentas de rede comuns podemos indicar: a gerac¸a˜o de topologias, a gerac¸a˜o de tra´fego, a
gesta˜o de redes, a monitorizac¸a˜o, a seguranc¸a, a simulac¸a˜o, e a visualizac¸a˜o.
Assim, e para enquadrar cada uma das ferramentas apresentadas neste cap´ıtulo, foram esco-
lhidas treˆs categorias consideradas representativas das tarefas principais da gesta˜o de redes. As
categorias sa˜o as seguintes: Modelac¸a˜o, Monitorizac¸a˜o e Simulac¸a˜o.
E´ poss´ıvel considerar que a variedade de ferramentas e de a´reas da gesta˜o da rede presentes
nas diversas arquiteturas permitiriam a escolha de outras categorias, em nu´mero e significado, mas
sempre aproximadas das indicadas. As categorias apresentadas sa˜o, para o autor deste documento,
representativas das func¸o˜es mais importantes e comuns no domı´nio da gesta˜o das redes e compo˜em
uma divisa˜o simples e fa´cil de compreender.




A Modelac¸a˜o de uma rede envolve a identificac¸a˜o dos objetos de uma rede e dos seus paraˆmetros,
bem como das relac¸o˜es que existem entre os va´rios objetos. O resultado desta atividade e´ uma base
de dados com as entidades presentes numa rede e a informac¸a˜o de como elas esta˜o interligadas,
permitindo conhecer o mais fielmente poss´ıvel o fluxo de informac¸a˜o. A estrutura dos no´s, e as
suas ligac¸o˜es, revelam a topologia f´ısica da rede, mas a interac¸a˜o entre as aplicac¸o˜es e protocolos
fazem emergir outras topologias, neste caso, lo´gicas. Pode ainda incluir outros dados relacionados
com a operac¸a˜o da rede, como os eventos que podera˜o ocorrer (por exemplo, ativar/desativar um
equipamento num dado instante).
Portanto, as ferramentas de Modelac¸a˜o servem para criar uma base de dados de objetos que
representem os componentes da rede, bem como de toda a informac¸a˜o necessa´ria para a sua con-
figurac¸a˜o. De forma complementar, podem ser usadas ferramentas automa´ticas que procurem na
rede todos os elementos e as suas caracter´ısticas, bem como as ferramentas que permitam ao ad-
ministrador visualizar graficamente a topologia da rede e consultar os seus componentes. Uma
u´ltima funcionalidade importante dessas ferramentas e´ o utilizador poder interagir com elas para
editar/adicionar objetos e configurac¸o˜es. Estas ferramentas podem ser usadas sobre uma rede ja´
existente e a operar e/ou sobre uma rede ainda na˜o constru´ıda, podendo estar em fase de desenho
e ana´lise.
O processo de Modelac¸a˜o pode ser realizado manualmente pelo administrador da rede onde ele
identifica e carateriza todos os equipamentos de uma rede ou pode obter o apoio de ferramentas
neste processo. As ferramentas apresentadas de seguida esta˜o divididas em treˆs grupos: ambientes
gra´ficos, geradores de topologias e descoberta da rede.
Os ambientes gra´ficos para a Modelac¸a˜o de uma rede sa˜o programas que permitem construir uma
rede a partir de uma base de dados de objetos. A partir destes objetos o utilizador constro´i a sua
rede e realiza toda a sua configurac¸a˜o/parametrizac¸a˜o. De seguida sa˜o apresentadas as aplicac¸o˜es
Opnet Modeler [156] e NS2 Scenarios Generator (NSG2) [280], como exemplos de ferramentas para
a modelac¸a˜o de redes para a simulac¸a˜o. A escolha desta a´rea deve-se a esta ter ferramentas muito
poderosas e que permitem a manipulac¸a˜o de muitos objetos e parametrizac¸o˜es longas e complexas.
Sera˜o tambe´m apresentadas duas ferramentas que na˜o pertencem ao domı´nio de redes, mas que
permitem a descric¸a˜o de uma rede, o Visio [174] e Dia [67].
O Opnet Modeler esta´ integrado na plataforma de simulac¸a˜o de eventos discretos Opnet (des-
crito na secc¸a˜o 2.3.3) e e´ um ambiente completo para a descric¸a˜o de muitos componentes das redes,
como as topologias de rede em diversos meios f´ısicos, os interfaces de rede, os protocolos de todas
as camadas e ainda muitas aplicac¸o˜es. A capacidade de parametrizac¸a˜o dos objetos esta´ relacio-
nada com a capacidade do simulador Opnet, mas e´ bastante alargada e permite a simulac¸a˜o de,
praticamente, todos os tipos de redes.
O NSG2 e´ uma ferramenta para a modelac¸a˜o de cena´rios de simulac¸a˜o para o simulador de
redes Network Simulator 2 (NS2) - descrito em detalhe na secc¸a˜o 5.2 - e e´ baseada na linguagem
Java. Os objetos dispon´ıveis para o utilizador permitem a definic¸a˜o flex´ıvel de redes com fios e
sem fios, mas a quantidade de objetos e´ pequena e as configurac¸o˜es dispon´ıveis sa˜o limitadas. A`
semelhanc¸a da ferramenta Opnet Modeler para o Opnet, o NSG2 apenas gera simulac¸o˜es para o
NS2.
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(a) Opnet Modeler (b) NSG2
Figura 2.1: Ambientes gra´ficos das ferramentas para a Modelac¸a˜o de redes
A Figura 2.1 apresenta os ambientes do Opnet Modeler (2.1(a)) e NSG2 (2.1(b)) e, apesar das
diferenc¸as de funcionalidades e possibilidades entre ambos, o processo de construc¸a˜o de uma rede
e´ similar.
Um diferente grupo de ferramentas que tambe´m permite a descric¸a˜o de redes inclui as aplicac¸o˜es
Visio e Dia. Ambas permitem, num ambiente gra´fico poderoso, a construc¸a˜o de base de dados de
objetos gene´ricos e relacionamentos entre eles. Ambas conteˆm grupos de objetos para as redes de
computadores e, apesar de permitirem apenas descric¸o˜es simples, podem ser estendidas com mais
objetos e paraˆmetros. Sa˜o independentes de outras ferramentas de redes, mas o seu formato esta´
bem documentado e permitem a implementac¸a˜o de conversores para diferentes ferramentas. Sa˜o
aplicac¸o˜es para o Desktop, mas tambe´m ja´ existem ferramentas similares a operar na Internet, como
o Gliffy [97].
Um grupo diferente de ferramentas sa˜o os Geradores de Topologia. Estas ferramentas permitem
a construc¸a˜o ra´pida de redes seguindo diferentes modelos bem definidos e que capturam o com-
portamento de uma determinada rede. Permitem tanto a construc¸a˜o de rede com pouco no´s como
redes com muitos milhares de no´s. Este u´ltimo processo seria demorado se fosse feito manualmente.
Os geradores de topologias sa˜o usados principalmente para a investigac¸a˜o de novos protocolos e
componentes de rede.
O gerador BRITE [171] e´ um dos mais usados por ter a capacidade de gerar topologias para
alguns dos simuladores mais usados (NS2, OMNet++, J-SIM, SSFNET, descritos na secc¸a˜o 2.3.3).
O BRITE agrega um nu´mero grande de modelos de topologias conhecidos e, assim, espera conseguir
topologias que representem o mais aproximadamente a atual Internet. Ale´m de um ambiente gra´fico
para a configurac¸a˜o dos modelos, uma funcionalidade importante do BRITE e´ a capacidade de
reconhecer os formatos de outros geradores de topologias e poder traduzi-los para o seu formato,
agregando assim muitas funcionalidades.
Apesar do BRITE ser dos geradores mais usados, outras ferramentas teˆm surgido com o
propo´sito de ultrapassar algumas das suas limitac¸o˜es. Os trabalhos apresentados em [52] e [161]
permitem de uma forma escala´vel gerar cena´rios de muito maior dimensa˜o (milho˜es de no´s) e mais
realistas, oferecendo uma melhor representac¸a˜o da Internet. Outras abordagens mais espec´ıficas
geram topologias mais fidedignas relativamente a um componente da rede. O trabalho descrito
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em [255] apresenta uma melhor modelac¸a˜o das relac¸o˜es entre domı´nio a n´ıvel do encaminhamento,
baseado em casos reais, e que permitira´ uma avaliac¸a˜o mais real de muitos protocolos. Uma a´rea
emergente sa˜o as redes de sensores sem fios e no projeto desenvolvido em [40] os autores propo˜em
um gerador de topologias para estas redes que captura as suas principais caracter´ısticas e onde e´
poss´ıvel adicionar os paraˆmetros mais relevantes, como aspetos da energia.
Por u´ltimo nesta secc¸a˜o, a descoberta automa´tica dos equipamentos e das topologias das redes
a operar apoia o administrador no processo de conhecer detalhadamente as caracter´ısticas da sua
rede. Atrave´s de diferentes me´todos, normalmente baseados nos protocolos de rede Internet Con-
trol Message Protocol (ICMP) [216] e Simple Network Management Protocol (SNMP) [105], estas
ferramentas pesquisam toda a rede e recolhem informac¸o˜es sobre todos os equipamentos e do seu
estado.
A aplicac¸a˜o Network Mapper (Nmap) [160, 190] usa pacotes IP de uma forma flex´ıvel para
encontrar os no´s da rede, quais os servic¸os ativos nesses no´s, os seus sistemas operativos e muitas
outras caracter´ısticas. Existem ainda outras ferramentas semelhantes ao Nmap com maior ou menor
enfoque em determinados detalhes da descoberta de caracter´ısticas de uma rede e que incluem
algumas ferramentas profissionais como o Nessus [233] e o Open View [292], ou ainda ferramentas
espec´ıficas para certos tipos de rede como o trabalho de [24] para a descoberta de topologias em
redes locais.
Um grupo recente de ferramentas tem tido um foco particular nas redes sem fios. Os projetos
Netstumbler [175], Netsurveyor [183] e Kismet [135] identificam ativamente ou passivamente as ca-
racter´ısticas das redes sem fios (Wi-Fi) num determinado espac¸o, e determinam quais os protocolos
de seguranc¸a a ser utilizados e outros paraˆmetros que determinam o grau de seguranc¸a/inseguranc¸a
na operac¸a˜o de determinada rede.
Surgem ainda por vezes ferramentas de um grupo diferente, mas importante para a gesta˜o de
redes e sa˜o as ferramentas de visualizac¸a˜o. Por serem, em parte, redundantes com as ferramentas
apresentados nos ambientes gra´ficos na˜o tiveram um destaque nesta secc¸a˜o. Mas e´ importante referir
que muitas ferramentas, como o BRITE, geram ficheiros de texto apenas e na˜o tem aplicac¸o˜es para
a visualizac¸a˜o das redes geradas. Os projetos Open Graph Viz [23] o aiSee [8] e o Flare [106]
sa˜o exemplos de ferramentas para a visualizac¸a˜o de redes de qualquer tipo e podem complementar
muitas das ferramentas de redes.
Um administrador conhecendo corretamente e de forma ampla os objetos da sua rede pode
enta˜o avanc¸ar para um grupo de tarefas diferente, e tambe´m fundamentais, manter a rede a operar
com o mı´nimo de falhas e de forma eficiente. A secc¸a˜o seguinte apresenta as ferramentas para a
monitorizac¸a˜o.
2.3.2 Monitorizac¸a˜o
A Monitorizac¸a˜o inclui as ferramentas que ira˜o continuamente verificar o funcionamento da rede e
gerar alertas quando surgirem falhas e/ou problemas de rede. Tambe´m ira˜o obter o estado da rede
em todos os momentos e guarda´-lo em histo´rico, bem como as configurac¸o˜es e os eventos ocorridos.
Estas ferramentas apoiam o administrador a cumprir a tarefa de manter a rede ativa e a operar
como determinado nos seus requisitos.
A Monitorizac¸a˜o de uma rede inclui todas as tarefas que visam garantir o bom funcionamento de
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(a) Nagios (b) Zabbix
Figura 2.2: Ferramentas para a Monitorizac¸a˜o de redes
uma rede de uma forma cont´ınua. O agente monitor, constantemente, verifica todos os componentes
da rede e comprova a sua boa operac¸a˜o ou na˜o. Pode, de forma automa´tica ou apo´s comando do
administrador, atuar sobre a rede que esta´ a vigiar quando surgem os mais diversos eventos. Pode
tambe´m gerar informac¸a˜o para a otimizac¸a˜o do funcionamento e ainda prevenir problemas futuros.
A Monitorizac¸a˜o e´, por vezes, apenas referida como responsa´vel pela recolha dos dados do
funcionamento da rede, como por exemplo quais os protocolos, servic¸os e aplicac¸o˜es ativas e qual
o seu estado. Nesta secc¸a˜o, para ale´m dessa responsabilidade, a Monitorizac¸a˜o foi ainda entendida
como responsa´vel por gerar alertas, respostas e relato´rios, apoio a` manutenc¸a˜o e ao planeamento
da rede.
As ferramentas de Monitorizac¸a˜o existentes sa˜o muito numerosas e uma lista mantida em [62]
destaca-se por ter uma descric¸a˜o sucinta e atualizada de um grande nu´mero de ferramentas criadas
desde 1996, e com apontadores para mais informac¸a˜o sobre cada uma delas. As ferramentas de
monitorizac¸a˜o apresentadas de seguida foram escolhidas por inclu´ırem as tarefas indicadas e por
surgirem em diferentes comparac¸o˜es como projetos completos e de qualidade para a gesta˜o das redes.
Um primeiro grupo de ferramentas abrange plataformas de monitorizac¸a˜o, ou seja, ferramentas
que incluem muitas funcionalidades e apoiam todas, ou quase todas, as tarefas referidas para a
monitorizac¸a˜o de redes. O segundo grupo de ferramentas inclui exemplos que se destacam na
realizac¸a˜o de um grupo mais restrito de tarefas de monitorizac¸a˜o.
A plataforma Nagios [104, 128, 178], apresentada na Figura 2.2(a), e´ uma das plataformas mais
utilizadas para monitorizac¸a˜o de redes. Engloba todas as tarefas de monitorizac¸a˜o ja´ referidas e
ainda inclui ferramentas avanc¸adas para a visualizac¸a˜o global de toda a infraestrutura e/ou dos
detalhes de cada componente. O sistema de alertas e´ muito flex´ıvel, permitindo rapidamente
detetar as falhas e notificar o administrador quando algo esta´ fora de limites predefinidos. Pode
ainda tomar medidas automa´ticas para reativar os servic¸os. Os relato´rios de estado permitem obter
muitas informac¸o˜es, como por exemplo sobre os Service Level Agreements (SLA) acordados para a
rede, e mante´m um histo´rico completo sobre a atividade da rede.
A arquitetura da plataforma permite que a adic¸a˜o de novos componentes seja simples, garan-
tindo que a plataforma se mantenha atualizada na tarefa de monitorizac¸a˜o. Atrave´s desta ferra-
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menta e´ simples aos administradores adicionarem novas regras de monitorizac¸a˜o utilizando va´rios
me´todos, como uma linguagem declarativa ou uma linguagem de programac¸a˜o comum e ainda
atrave´s de um ambiente gra´fico. A grande comunidade de utilizadores partilha conhecimento,
experieˆncias e muitos componentes, garantindo a um administrador suporte extenso e ra´pido na
utilizac¸a˜o da plataforma. A plataforma e´ escala´vel, suportando a monitorizac¸a˜o de milhares de
no´s.
A plataforma Zabbix [198, 252, 264], apresentada na Figura 2.2(b), e´ tambe´m uma soluc¸a˜o com
muitas funcionalidades para a gesta˜o de redes. Permite a monitorizac¸a˜o de muitos tipos de equi-
pamentos e de servic¸os. Conte´m bibliotecas de co´digo avanc¸adas para a descoberta automa´tica de
objetos, permitindo descobrir muitas das suas caracter´ısticas. Mante´m uma arquitetura descentra-
lizada para a monitorizac¸a˜o, mas a administrac¸a˜o e´ simples e centralizada. Os agentes monitores
sa˜o instalados nos equipamentos e mantera˜o uma base de dados local com todas as informac¸o˜es
da operac¸a˜o deste. No caso de na˜o ser poss´ıvel a instalac¸a˜o, o Zabbix usa os me´todos comuns,
como o SNMP, e comandos ping, traceroute, etc., para verificar o estado dos servic¸os e do hardware
de um determinado equipamento. A administrac¸a˜o pode ser feita num ambiente multiutilizador,
oferecendo a possibilidade de divisa˜o de tarefas na monitorizac¸a˜o.
O Nagios e Zabbix sa˜o plataformas da comunidade de software livre e sem custos de aquisic¸a˜o,
pelo menos para as verso˜es base. O modelo de nego´cios e´ baseado na prestac¸a˜o de servic¸os de
suporte e de desenvolvimento de componentes espec´ıficos para os seus clientes. As ferramentas
Spiceworks [249] e Ganglia [168, 169, 236] sa˜o exemplos de outras ferramentas de monitorizac¸a˜o de
software livre que, de forma geral, oferecem o mesmo tipo de servic¸os a um administrador de rede
que o Nagios e Zabbix, mas destacam-se numa ou va´rias caracter´ısticas.
O Spiceworks ale´m das func¸o˜es de monitorizac¸a˜o da rede conte´m funcionalidades avanc¸adas
para o inventa´rio, para o processo de aquisic¸a˜o de equipamento e para o apoio a utilizadores
(helpdesk). Integra tambe´m no software facilidades para interac¸a˜o e colaborac¸a˜o com a comunidade
de utilizadores da ferramenta.
O Ganglia e´ um software especializado para a monitorizac¸a˜o de sistemas de computac¸a˜o de alta
velocidade, como clusters e grids de computadores. E´ muito escala´vel, mantendo uma estrutura
rica de monitorizac¸a˜o sem exigir muitos recursos a n´ıvel de processamento ao sistema grac¸as a
estrutura de dados e algoritmos eficientes. Utiliza linguagens normalizadas para a representac¸a˜o
de dados e para a sua portabilidade de forma compacta com as linguagens XML [268] e XDR [76],
respetivamente.
Ainda no grupo de plataformas de monitorizac¸a˜o surgem muitas opc¸o˜es comerciais. Estes
projetos, em comparac¸a˜o com os de software livre, sa˜o mais completos, simples de utilizar e com
melhor documentac¸a˜o. O suporte, profissional e sob contratos comerciais, e´ normalmente mais
ra´pido e competente. As plataformas Bigbrother4 (BB4) [219] e Zenoss [290] sa˜o dois exemplos de
plataformas de monitorizac¸a˜o comerciais.
Ainda como ferramentas para a monitorizac¸a˜o de redes, temos ainda ferramentas especializadas
na apresentac¸a˜o do estado da rede ao longo do tempo, mostrando a largura de banda de uma
determinada ligac¸a˜o ou o n´ıvel do processador de um equipamento. A ferramenta Cacti [150,
258], apresentada na Figura 2.3(a), tem como objetivo principal a ana´lise de dados e permitir a
construc¸a˜o de gra´ficos complexos sobre esses dados. Conte´m mo´dulos para a aquisic¸a˜o de dados
das redes e, sobre esses dados, permite a um administrador conhecer de forma avanc¸ada o estado
16
Ferramentas de Gesta˜o de Redes
(a) Cacti (b) Wireshark
Figura 2.3: Ecra˜s das ferramentas Cacti e Wireshark
e comportamento da sua rede.
Por fim, uma u´ltima atividade, a captura de pacotes, e´ mais uma te´cnica para um administrador
poder conhecer em detalhe a sua rede. A ferramenta Wireshark [50, 238], apresentada na Figura
2.3(b), e´, talvez, a mais conhecida para essa atividade e permite a ana´lise dos pacotes de rede.
Consegue capturar o tra´fego de redes com fios e sem fios de forma simples e permite ana´lises deta-
lhadas sobre todo o tra´fego a circular na rede. E´ uma ferramenta u´til por permitir ao administrador
compreender a causa de problemas comuns da rede, como perdas de conectividade, dificuldades em
contactar o servidor de DNS e/ou baixa velocidade da rede. A ferramenta ja´ inclui muitos filtros
para as ana´lises mais frequentes e ainda permite a adic¸a˜o de novos filtros de captura definidos pelos
administradores. Para a tarefa de ana´lise da rede ainda tem func¸o˜es gra´ficas para a visualizac¸a˜o
do tra´fego capturado e possibilidade de gerar diversos tipos de relato´rios.
Uma primeira divisa˜o nas ferramentas de monitorizac¸a˜o mais completas surge no seu licencia-
mento. Os primeiros exemplos sa˜o aplicac¸o˜es open source – Nagios, Zabbix e Ganglia – e podem
ser utilizadas por qualquer administrador sem restric¸o˜es. O segundo grupo sa˜o ferramentas co-
merciais – BB4 e Zenoss – onde e´ necessa´rio existir um contrato de licenciamento para poderem
ser utilizadas. Apesar de existirem diferenc¸as nas funcionalidades, o nu´cleo principal das func¸o˜es
de monitorizac¸a˜o esta˜o presentes em todas as ferramentas. A maior diferenc¸a entre ferramentas
foca-se no suporte que e´ prestado, mais ou menos profissional e com tempo de resposta previs´ıvel,
na utilizac¸a˜o da ferramenta e no apoio ao processo de gesta˜o da rede.
A visualizac¸a˜o e ana´lise do funcionamento da rede e´ um componente presente em todas as
ferramentas, mas existem proposta mais ricas, como as ferramentas Cacti e Multi Router Traffic
Grapher (MRTG) [195], que oferecem funcionalidades avanc¸adas para essas tarefas. Por fim, o
Wireshark e´ uma ferramenta distinta das anteriores porque permite obter novas perspetivas sobre o
estado e funcionamento da rede, principalmente nos fluxos existentes e nas configurac¸o˜es detalhadas
dos protocolos que esta˜o a ser utilizados.
Uma caracter´ıstica procurada nas ferramentas foram as possibilidades de importac¸a˜o e ex-
portac¸a˜o de dados e configurac¸o˜es. Cada ferramenta tem as suas pro´prias bases de dados e na˜o
permitem a interoperabilidade com outras ferramentas. A u´nica refereˆncia de exportac¸a˜o surge
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apenas em contexto de atualizac¸a˜o de verso˜es, ou seja, a transfereˆncia de informac¸o˜es de uma fer-
ramenta para outra de uma versa˜o superior. Caso um administrador opte por mudar de ferramenta
de monitorizac¸a˜o tera´ de desenvolver um processo para a conversa˜o de dados, ou a opc¸a˜o e´ perder
todo o histo´rico de dados e de configurac¸o˜es da rede.
As ferramentas de monitorizac¸a˜o permitem recolher informac¸o˜es sobre o funcionamento da rede
e atuar de forma a manter o seu funcionamento dentro dos paraˆmetros definidos pela administrac¸a˜o
da rede. A informac¸a˜o dispon´ıvel permite tambe´m realizar projec¸o˜es sobre o futuro funcionamento
da rede ou ajudar a compreender o que podera´ acontecer se ocorrer alguma alterac¸a˜o (adic¸a˜o de
nova zona ou enta˜o novas aplicac¸o˜es), mas em ambas as situac¸o˜es este tipo de ferramentas apenas
podera´ fornecer informac¸o˜es limitadas. Para procurar conhecer a rede de forma mais avanc¸ada,
principalmente em cena´rios ainda na˜o existentes, surge o grupo de ferramentas de simulac¸a˜o. De
seguida sa˜o apresentadas algumas dessas ferramentas.
2.3.3 Simulac¸a˜o
A modelac¸a˜o e a ana´lise de uma simulac¸a˜o sobre um sistema f´ısico envolvem o processo de criac¸a˜o e
de experimentac¸a˜o de modelos matema´ticos computorizados que representem esse sistema [56]. As
redes de dados sa˜o um exemplo de um domı´nio onde a simulac¸a˜o tem sido extensivamente usada
para o teste de novos componentes e para a melhoria da eficieˆncia na sua utilizac¸a˜o. Assim, o
uso de simulac¸a˜o permite: obter um maior conhecimento dos detalhes da operac¸a˜o de um sistema,
desenvolver pol´ıticas de utilizac¸a˜o para melhorar o desempenho, teste de novos conceitos antes
da implementac¸a˜o, e, obter informac¸a˜o sem causar interfereˆncia no sistema real [208]. Ale´m das
caracter´ısticas ja´ referidas, as vantagens da utilizac¸a˜o de simulac¸a˜o, sa˜o, segundo o discutido em
[56]: experimentac¸a˜o em tempo reduzido, diminuic¸a˜o dos requisitos anal´ıticos e demonstrac¸a˜o dos
modelos facilitada.
Os simuladores de rede permitem ana´lises muito ricas e variadas sobre as mais diversas redes,
estejam estas em funcionamento ou ainda em desenvolvimento. Sa˜o um me´todo muito importante
para conhecer em detalhe a operac¸a˜o dos componentes de uma rede e sa˜o muito utilizadas por va´rias
comunidades relacionadas com as redes, de onde se destaca a comunidade de investigac¸a˜o. Mas,
apesar das vantagens enunciadas, surgem ainda algumas du´vidas na sua utilizac¸a˜o. O trabalho
apresentado em [207] revela as limitac¸o˜es e as incorrec¸o˜es na utilizac¸a˜o de gerador de nu´meros
pseudoaleato´rios e na ana´lise dos resultados das simulac¸o˜es, colocando em causa a credibilidade de
muitos trabalhos baseados em simulac¸o˜es. Em [146] sa˜o indicadas as dificuldades na repetic¸a˜o das
simulac¸o˜es devido a existirem poucas informac¸o˜es sobre os simuladores ou mesmo a` impossibilidade
de os utilizar, aos desvios na inicializac¸a˜o da simulac¸a˜o com preju´ızo sobre a identificac¸a˜o da
estabilidade do sistema a simular, e, por u´ltimo, as du´vidas sobre a credibilidade das ana´lises
estat´ısticas que sustentam os resultados. Assim, o seu uso devera´ ser sempre bem ponderado. Em
[110] os autores analisam as principais limitac¸o˜es de anteriores simuladores e indicam uma nova
abordagem no desenvolvimento de um novo simulador, onde se incluem um conjunto de processos
simples e transparentes para a documentac¸a˜o das simulac¸o˜es.
O grupo Simulac¸a˜o agrega as ferramentas que permitem ana´lises detalhadas ao funcionamento
da rede em diferentes domı´nios, como o balanceamento da carga, a seguranc¸a e o tratamento de
fluxos espec´ıficos. Sa˜o indicadas apenas as ferramentas que permitem simular uma determinada
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configurac¸a˜o de rede ou sequeˆncia de eventos. Ale´m da construc¸a˜o detalhada de todo o cena´rio
de simulac¸a˜o, considera-se relevante a possibilidade de poderem ser utilizados os dados adquiridos
pelas ferramentas da Monitorizac¸a˜o ou as configurac¸o˜es definidas pelas ferramentas de Modelac¸a˜o.
Assim, pela relevaˆncia que estas aplicac¸o˜es teˆm no domı´nio das redes e pela flexibilidade que
possuem para a ana´lise de diferentes aspetos do funcionamento de uma rede ou de um seu compo-
nente, o tipo de ferramentas escolhido para ser detalhado nesta secc¸a˜o foi o simulador de redes, em
particular, de eventos discretos.
O nu´mero de simuladores desenvolvidos nos u´ltimos anos e´ demasiado grande e efetuar uma
descric¸a˜o detalhada de todos necessitaria de um espac¸o diferente do concedido neste documento.
Apenas esta˜o presentes as ferramentas cujo objetivo e´ a simulac¸a˜o de redes de dados. Foram
ignoradas muitas ferramentas para redes espec´ıficas, como as redes de sensores sem fios e as redes
veiculares, ambas como redes emergentes nos u´ltimos anos, optando-se por focar o trabalho em
ferramentas indicadas como gene´ricas para a simulac¸a˜o de um qualquer tipo de rede. Algumas
das ferramentas mais usadas para simular rede de sensores sem fios sa˜o listadas e comparadas nos
trabalhos de [75, 122]. De forma similar, o trabalho de [244] apresenta alguns dos simuladores mais
utilizados para avaliar as redes sem fios veiculares. Segue-se enta˜o a apresentac¸a˜o dos simuladores.
O Integrated MUltiprotocol Network Emulator/Simulator (IMUNES) [288] e´ um simulador base-
ado no nu´cleo do sistema operativo FreeBSD [92], onde sa˜o criados mu´ltiplos no´s e ligac¸o˜es virtuais
podendo formar as mais diversas topologias. Uma caracter´ıstica importante dos no´s virtuais e´
terem as mesmas possibilidades oferecidas pelo nu´cleo real, permitindo assim simulac¸o˜es pro´ximas
do ambiente real, quer a n´ıvel da rede quer a n´ıvel das aplicac¸o˜es.
O simulador J-Sim (inicialmente JavaSim) [257] e´ um ambiente de simulac¸a˜o que utiliza a
linguagem Java e e´ baseado em componentes auto´nomos. E´ complementada com linguagens de
scripting para descrever as simulac¸o˜es, destacando-se o Tcl [15] com o Jacl. Dispo˜e de modelos
para os objetos mais comuns da arquitetura Internet, algumas arquiteturas de QoS e redes de
sensores sem fios [130].
O JiST/Swans e´ um simulador baseado na linguagem Java e esta´ dividido em dois componentes.
O Java in Simulation Time (JiST) [21] e´ um simulador de eventos discretos de alto desempenho
que funciona sobre uma ma´quina virtual Java. O Scalable Wireless Ad hoc Network Simulator
(Swans) [22] esta´ organizado num conjunto de componentes de software independentes e que pode
ser composto para formar redes sem fios e redes de sensores sem fios. Os autores destacam a sua
eficieˆncia e desempenho na simulac¸a˜o de redes de grande dimensa˜o, comparativamente a outros
simuladores semelhantes [20].
O NCTuns [274] e´ um simulador/emulador baseado no nu´cleo do Linux e que permite a si-
mulac¸a˜o de muitos tipos de redes. A te´cnica usada pelo simulador e´ designada de kernel re-entering
[273] e permite o uso dos recursos do nu´cleo do Linux, permitindo criar simulac¸o˜es sobre os compo-
nentes reais de um sistema operativo como as camadas protocolares de rede, as aplicac¸o˜es e outros
utilita´rios para a configurac¸a˜o, monitorizac¸a˜o e ana´lise de resultados e estat´ısticas.
O Network Simulator 2 (NS2) [34] e´ um dos simuladores mais usados para investigac¸a˜o. Uma
das suas principais caracter´ısticas e´ a utilizac¸a˜o de duas linguagens, C++ [251] e Object-oriented
Tool Command Language (OTcl) [279], me´todo designado por split-programming, para a construc¸a˜o
de simulac¸o˜es. A programac¸a˜o das atividades de baixo-n´ıvel, onde e´ necessa´ria rapidez, e´ feita
com o C++, destacando-se o tratamento do encaminhamento de pacotes e o protocolo TCP. As
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operac¸o˜es de alto-n´ıvel, como obter estat´ısticas sobre a simulac¸a˜o e a modelac¸a˜o de falhas nas
ligac¸o˜es, e´ feita recorrendo ao OTcl. O grande nu´mero de modelos presente no simulador permite
a simulac¸a˜o de cena´rios para muitas das redes atuais. Muitos dos modelos sa˜o contribuic¸o˜es dos
pro´prios utilizadores do NS2.
O Network Simulator 3 (NS3) e´ uma evoluc¸a˜o do NS2, mas numa nova arquitetura de software,
na˜o existindo compatibilidade entre as descric¸o˜es de cena´rios de ambos os simuladores. Os princ´ıpios
da arquitetura do NS3 sa˜o: a escalabilidade, a extensibilidade, a modularidade, a emulac¸a˜o, o
desenho claro e a boa documentac¸a˜o [110]. Utiliza apenas uma linguagem, o C++, usado em toda
a simulac¸a˜o. Existe a possibilidade, opcional, da utilizac¸a˜o de uma segunda linguagem apenas para
a descric¸a˜o de simulac¸o˜es, o Python [218]. Uma caracter´ıstica tambe´m importante no NS3 e´ o
realismo, ou seja, o desenho do simulador deve aproximar-se das redes e dos objetos de rede reais.
O simulador OMNeT++ e´ um ambiente de simulac¸a˜o de eventos discretos, utilizando uma
arquitetura de componentes para os seus modelos [262, 263]. Utiliza a linguagem C++ para a
construc¸a˜o dos modelos e utiliza a linguagem de alto-n´ıvel NEtwork Description (NED) [261] para
definic¸a˜o de componentes maiores e modelos. Destacam-se no OMNet++ as ferramentas gra´ficas
para as tarefas de simulac¸a˜o (baseado no IDE Eclipse [74]) e a possibilidade de integrac¸a˜o do nu´cleo
do simulador em outras aplicac¸o˜es.
O Optimized Network Engineering Tools (Opnet) Modeler e´ uma ferramenta comercial para a
simulac¸a˜o de redes. Dispo˜e de ambiente gra´fico com muitas funcionalidades, entre as quais, um
ambiente para o desenvolvimento de modelos para todos os tipos de redes e tecnologias. Afirma-se
como o motor de execuc¸a˜o de simulac¸o˜es discretas mais ra´pido entre outros simuladores semelhantes
[156].
O simulador QualNet [184], sucessor do simulador GloMoSim [289], e´ uma ferramenta comercial
capaz de prever com um grande n´ıvel de precisa˜o o desempenho de redes com fios, redes sem fios
e redes h´ıbridas. As suas principais vantagens sa˜o [149]: modelos para redes sem fios bons e
atualizados, implementac¸a˜o simples de novos protocolos, comparac¸a˜o de protocolos de diferentes
camadas, bom ambiente gra´fico para modelac¸a˜o ra´pida, e, escala´vel. Inclui ja´ modelos para muitos
objetos de redes e tecnologias.
O SSFNet [286] e´ uma colec¸a˜o de componentes Java para a modelac¸a˜o e simulac¸a˜o de protocolos
para a Internet e tem como granularidade o pacote IP. A modelac¸a˜o das camadas de ligac¸a˜o e f´ısica e´
poss´ıvel em componentes separados. A arquitetura do SSFNet inclui o Domain Modeling Language
(DML) [68] para a configurac¸a˜o dos modelos, o SSFNet conte´m os modelos de rede e o Scalable
Simulation Framework (SSF) e´ o simulador de eventos discretos desenhado com o objetivo de ser
escala´vel e suportar simulac¸o˜es de grandes redes.
A importaˆncia dos simuladores neste trabalho foi grande e, por essa raza˜o, a comparac¸a˜o entre
eles e´ feita de forma mais detalhada. O me´todo escolhido para comparar os simuladores foi a
construc¸a˜o de uma tabela com as caracter´ısticas mais relevantes de cada um deles e, assim, obter
uma visa˜o geral de todas as ferramentas. A dimensa˜o dos dados obrigou a dividir a sua apresentac¸a˜o
em duas tabelas, as Tabelas 2.1 e 2.2. Estas resumem muitas das caracter´ısticas das ferramentas
ja´ apontadas na secc¸a˜o anterior e, de forma a aperfeic¸oar a avaliac¸a˜o comparativa entre as va´rias
ferramentas, foram ainda adicionadas outras informac¸o˜es sobre cada simulador. A apresentac¸a˜o
dos dados inclu´ıdos nas tabelas sera´ feita coluna a coluna.
A coluna ’Licenc¸a’ indica dois tipos de caracter´ısticas: o tipo de liberdade de utilizac¸a˜o das
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bibliotecas e o seu custo. A informac¸a˜o ’Soft. Livre’ (software livre) indica que o co´digo fonte
esta´ dispon´ıvel para os utilizadores. Os simuladores sem mais nenhuma informac¸a˜o ale´m desta
sa˜o simuladores sem custos de aquisic¸a˜o. Os simuladores cuja licenc¸a tenham a indicac¸a˜o ’Com.’
(comerciais) sa˜o aplicac¸o˜es cuja aquisic¸a˜o envolve custos. A informac¸a˜o ’Acad’ indica os softwares
com licenc¸as acade´micas, ou seja, sem custos, ou custos reduzidos, quando utilizado para fins de
ensino/investigac¸a˜o na˜o comercial.
A coluna de ’Estado’ indica a data do lanc¸amento da u´ltima versa˜o e/ou atualizac¸a˜o. Esta
informac¸a˜o indica a maturidade e interesse na aplicac¸a˜o. A coluna de ’Sistemas Operativos’ indica
as plataformas onde a aplicac¸a˜o pode ser executada. Verifica-se que a maioria pode ser executada
nas plataformas mais conhecidas.
As colunas ’Arquitetura’ e ’Linguagem’ esta˜o relacionadas e indicam o me´todo e as ferramentas
utilizadas no desenvolvimento dos simuladores e das simulac¸o˜es. Aqui existem treˆs grandes grupos:
• as entidades/componentes, apesar da terminologia distinta, indicam uma forma similar de
construir descric¸a˜o de simulac¸a˜o e seus componentes;
• o grupos dos simuladores orientados-ao-objeto, esta˜o associados a linguagens orientadas ao
objeto, Java e C++, e;
• os simuladores kernel re-entering, caracter´ıstica cujo objetivo e´ a execuc¸a˜o de simulac¸o˜es com
uma maior proximidade a` realidade.
A coluna ’Te´cnica’ mostra uma similitude entre todos os simuladores. O processo de selec¸a˜o
de ferramentas partiu das ferramentas presentes em outros trabalhos de uma forma mais esparsa.
A caracter´ıstica de ’Eventos Discretos’ presente em quase todos os simuladores revela uma a´rea da
simulac¸a˜o comum aos simuladores de rede e revela a opc¸a˜o da maioria dos trabalhos em manter as












































































































A coluna ’Utilizac¸a˜o’ apresenta, para a maioria dos casos, o uso do simulador no aˆmbito de
projetos de ensino e de investigac¸a˜o. Existe ainda uma utilizac¸a˜o no aˆmbito militar, principalmente
associado a uma empresa.
A Tabela 2.2 apresenta um conjunto diferente de caracter´ısticas, mais pro´ximo das func¸o˜es e
aplicac¸o˜es inclu´ıdas em cada simulador.
A primeira coluna de caracter´ısticas indica se o simulador tambe´m pode ser executado como
emulador. Muitos deles conteˆm esta funcionalidade e, neste caso, a execuc¸a˜o da ferramenta tambe´m
pode interagir com uma rede real, recebendo e enviando pacotes, enriquecendo a simulac¸a˜o com
dados reais.
A coluna ’Gerador Tra´fego’ indica, resumidamente, as aplicac¸o˜es ou geradores de tra´fego. As
aplicac¸o˜es mais comuns esta˜o presentes em todos os simuladores, variando apenas a quantidade
entre eles. Esta e´ uma caracter´ıstica importante e necessitaria de uma avaliac¸a˜o mais detalhada,
mas o propo´sito alargado desta comparac¸a˜o levou a uma apresentac¸a˜o resumida das capacidades
de cada simulador, esperando-se que as diferenc¸as apontadas sejam suficientes para clarificar as
potencialidades de cada simulador neste caso.
A coluna ’Gerador Topologia’ indica se o simulador conte´m bibliotecas para a gerac¸a˜o de dife-
rentes topologias. A maioria apenas permite a construc¸a˜o de topologias manualmente, mas algumas
conteˆm bibliotecas pro´prias para a gerac¸a˜o de topologia, importante principalmente na construc¸a˜o
de topologias com muitos no´s. Alguns simuladores teˆm ferramentas externas para a gerac¸a˜o de
topologia, mas estas ferramentas adicionam mais uma fase de aprendizagem no processo de si-
mulac¸a˜o.
A coluna ’Ambiente Gra´fico’ indica para cada simulador a existeˆncia, ou na˜o, de ferramentas
com ambientes gra´fico para a modelac¸a˜o, execuc¸a˜o e ana´lise/visualizac¸a˜o das simulac¸o˜es. Apesar
de existirem simuladores com bons ambientes gra´ficos, alguns na˜o teˆm nenhum ou teˆm ambientes
gra´ficos com muitas limitac¸o˜es.
22
Ferramentas de Gesta˜o de Redes
Tabela 2.3: Nu´mero de publicac¸o˜es de cada simulador desde janeiro de 2010 a agosto de 2012
Simulador Termos Pesquisados Totais
IMUNES imunes 7
J-Sim j-sim 465
JiST/Swans jist, jist & swans 272
NCTuns nctuns 96
Network Simulator 2 ns2, ns-2 6327
Network Simulator 3 ns3, ns-3 1086
OMNeT++ omnet 861
Opnet Modeler opnet 1247
QualNet qualnet 538
SSFNet ssfnet 60
A coluna ’Extensibilidade’ procurou conhecer para cada simulador as facilidades e a clareza
para a adic¸a˜o de novos elementos e tecnologias de rede. Os dados apresentados foram obtidos
atrave´s da consulta da documentac¸a˜o dos autores das ferramentas.
Por fim, a coluna ’Redes’ identifica as redes suportadas por cada simulador. Esta informac¸a˜o
foi obtida pelas informac¸o˜es dadas por cada equipa de desenvolvimento e pelos autores de trabalhos
que utilizaram o simulador.
Ale´m da ana´lise a`s caracter´ısticas, uma abordagem tambe´m escolhida para selecionar os simula-
dores foi a quantificac¸a˜o da sua utilizac¸a˜o por parte da comunidade de investigac¸a˜o. Uma pesquisa
feita aos reposito´rios ACM Digital Library (ACM) [3], IEEE Xplorer (IEEE) [114] e SpringerLink
[250] permitiu obter os dados apresentados na Tabela 2.3.
Os valores apresentados na tabela indicam, de forma destacada, o NS2 como o simulador mais
referenciado, e, muito provavelmente, o mais utilizado. A ana´lise realizada em [172] foi feita apenas
para redes sem fios, mas vai no mesmo sentido e coloca os simuladores da Tabela 2.3 com mais
publicac¸o˜es como os simuladores mais utilizados. Excetua-se o NS3, que na˜o foi inclu´ıdo nesse
trabalho. Em termos de possibilidades, os quatro simuladores mais referidos sa˜o semelhantes, ou
seja, permitem a simulac¸a˜o de muitos tipos de redes e sa˜o flex´ıveis e extens´ıveis para a adic¸a˜o
de novos componentes. O Opnet Modeler diferencia-se dos restantes treˆs por ser uma ferramenta
comercial. O NS3, apesar do nome, na˜o e´ uma evoluc¸a˜o do NS2, logo na˜o permite a simulac¸a˜o de
cena´rios de rede do NS2. O simulador OMNet++ foi ainda considerado por ser uma ferramenta
que inclui uma boa base para a integrac¸a˜o de ambientes gra´ficos e por tambe´m suportar muitos
tipos de redes.
Os projetos de software livre sa˜o, normalmente, mais usados em ambiente de investigac¸a˜o.
Ale´m do baixo custo, a flexibilidade da sua licenc¸a permite que possa ser usado livremente tanto
em ambientes acade´micos como em projetos com as empresas. Apesar de poss´ıvel a utilizac¸a˜o de
alguns simuladores comerciais nas universidades por um custo baixo, existem algumas limitac¸o˜es
no seu uso que condicionam o que pode ser simulado. Os simuladores NS2, Opnet Modeler, NS3
e OMNet++ sa˜o dos mais utilizados na investigac¸a˜o na a´rea das redes de telecomunicac¸o˜es e, de
entre estes, o Opnet Modeler e´ o u´nico software proprieta´rio/comercial.
Os softwares Opnet Modeler e Qualnet sa˜o aqueles que teˆm o melhor conjunto de ferramenta
e suporte ao desenvolvimento de simulac¸o˜es. As ferramentas para o desenvolvimento de novos
modelos, as bibliotecas de modelos, e as ferramentas de ana´lise e visualizac¸a˜o esta˜o bem integradas
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e suportam o utilizador em todo o processo de criac¸a˜o/ana´lise de um cena´rio de rede. O OMNet++
e´ o u´nico exemplo pro´ximo destas ferramentas no grupo das ferramentas software livre, tendo um
ambiente gra´fico para muitas das suas funcionalidades. As restantes ferramentas sa˜o, nestes aspetos,
inferiores e, dependendo da ferramenta, podem conter uma ou va´rias ferramentas auxiliares, mas
pouco integradas entre elas.
Os softwares livres, de onde se destaca o NS2, teˆm como grande vantagem permitirem aceder
a todo o seu co´digo. Um utilizador ale´m de poder adicionar novos modelos, pode ainda modificar
todo o nu´cleo do simulador da forma a ajustar-se ao seu projeto. Principalmente para investigac¸a˜o
de novos protocolos e aplicac¸o˜es de rede, e devido a esta caracter´ıstica, os softwares livres teˆm sido
preferidos, apesar do esforc¸o necessa´rio para os compreender e utilizar.
Alguns dos simuladores destacam-se no suporte a problemas espec´ıficos da simulac¸a˜o de re-
des, como a simulac¸a˜o de redes de grande dimensa˜o e a fiabilidade dos modelos. Os simuladores
Jist/SWANS e SSFNet suportam as simulac¸o˜es de grandes redes, mantendo baixos os requisitos
de processamento e memo´ria. Esta e´ uma limitac¸a˜o muito apontada a simuladores mais usados.
Os simuladores IMUNES e NCTUNS, que utilizam a te´cnica kernel-reentering, procuram obter si-
mulac¸o˜es cujos resultados sejam mais pro´ximos da realidade, na˜o usando modelos, mas as pro´prias
bibliotecas do sistema operativo para a execuc¸a˜o da simulac¸a˜o.
Esta secc¸a˜o procurou apresentar uma visa˜o abrangente das ferramentas de rede mais utilizadas
ou representativas de uma determinada tarefa de gesta˜o. Muitas ferramentas na˜o foram conside-
radas, ja´ que o objetivo deste trabalho na˜o e´ indicar todas as categorias poss´ıveis. As ferramentas
escolhidas visam apresentar as principais funcionalidades utilizadas pelos administradores na gesta˜o
de uma rede. Uma dificuldade inicial foi o enquadramento das ferramentas, por vezes dif´ıcil pelo
nu´mero de func¸o˜es que cada uma continha. Na˜o sera´ dif´ıcil encontrar listas que incluem como fer-
ramenta de monitorizac¸a˜o uma ferramenta apresentada na modelac¸a˜o, mas tal deve-se a poderem
ser utilizadas de forma muito flex´ıvel. A separac¸a˜o acabou por ser feita na funcionalidade principal
pela qual sa˜o conhecidas. Um exemplo desta mistura e´ o Nmap apresentada como ferramenta de
modelac¸a˜o, mas muito usada tambe´m para monitorizac¸a˜o.
Apesar de a gesta˜o de rede, em rigor, na˜o envolver os equipamentos terminais, a maioria das
ferramentas apresentadas inclui a gesta˜o dos servic¸os e outros aspetos do sistema de informac¸a˜o a
operar sobre a rede. Assim, e mesmo sendo uma responsabilidade diferente, a gesta˜o dos sistemas
informa´ticos compete, total ou parcialmente, tambe´m ao administrador da rede e por isso muitas
das ferramentas foram desenhadas para realizar a gesta˜o de ambos os sistemas. As comparac¸o˜es,
mais ou menos detalhadas, realizadas nesta secc¸a˜o propuseram-se a mostrar as principais diferenc¸as
entre as ferramentas. Por vezes foi nas funcionalidades oferecidas, outras vezes nas razo˜es porque
sa˜o escolhidas para la´ das funcionalidades base. Desde facilidade de utilizac¸a˜o, apoio profissional
ou mesmo alguma funcionalidade em particular, um administrador em processo de escolha de uma
ferramenta, ou de va´rias, na˜o tem uma tarefa simples. Este devera´ procurar um equil´ıbrio entre
o custo imediato ou custo indireto (por necessitar de mais tempo para obter resultados) e o seu
conhecimento ou necessidade de apoio externo.
Apesar dos diferentes objetivos e caracter´ısticas de todas as ferramentas apresentadas, alguns
detalhes merecem algum destaque. O protocolo SNMP e´ utilizado por muitas das ferramentas e o
seu formato de dados e´ o u´nico formato referido em praticamente todas as ferramentas. A excec¸a˜o
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esta´ apenas no gerador de topologias BRITE que, ale´m seu pro´prio formato, tambe´m importava e
exportava dados de outras ferramentas.
A visa˜o da gesta˜o de redes como um ciclo onde va´rias ferramentas va˜o sendo utilizadas levaria
a pensar que uma linguagem deveria sobressair para transportar a informac¸a˜o da rede de uma
ferramenta para outra, mas isso e´ uma realidade que na˜o existe. Algumas ferramentas sa˜o muito
abrangentes, mas nenhuma cobre todo o ciclo de vida de uma rede, desde o seu desenho, a` sua
implementac¸a˜o e operac¸a˜o e, apo´s, a`s tarefas de manutenc¸a˜o e atualizac¸a˜o. Na pro´xima secc¸a˜o sa˜o
apresentadas algumas das linguagens utilizadas para descrever redes em diversos ambientes.
2.4 Descric¸a˜o de Redes de Dados
A maioria das ferramentas de redes utiliza uma linguagem para descrever as redes que suporta
e interage. O uso de tal linguagem pode ser transparente para os utilizadores da ferramentas se
existirem ferramentas gra´ficas que facilitem a criac¸a˜o, edic¸a˜o e execuc¸a˜o de comandos sobre os
objetos de rede. Mas nem sempre esse e´ o caso e, nessa situac¸a˜o, os utilizadores teˆm de conhecer a
linguagem de forma a poderem descrever toda a rede ou a poderem adicionar ou editar algum dos
seus objetos. Nesta secc¸a˜o sa˜o apresentadas as linguagens encontradas para a descric¸a˜o de redes
de dados.
2.4.1 Apresentac¸a˜o das Linguagens
Os exemplos de linguagens para a descric¸a˜o dos mais variados aspetos de uma rede sa˜o muitos
e diversos. O foco principal do estudo apresentado nesta secc¸a˜o foi colocado nas linguagens que
permitem a descric¸a˜o da topologia e dos objetos da rede. Tambe´m importante foi procurar lingua-
gens que permitissem incorporar novos objetos e informac¸o˜es diversas sobre a utilizac¸a˜o da rede.
Apresentam-se de seguida, as principais linguagens existentes na literatura com essas caracter´ısticas.
A linguagem ANother Modelling Language (ANML) [139] suporta a descric¸a˜o de redes hiera´r-
quicas, a reutilizac¸a˜o de componentes e a sua validac¸a˜o. E´ utilizada no contexto da simulac¸a˜o de
redes e utiliza a linguagem Domain Modeling Language (DML) [197] para a definic¸a˜o dos elementos
Schema, Database e Models. Os Schemas servem para definir a estrutura e as restric¸o˜es dos
componentes de rede que podem ser criados. A extensa˜o de linguagem e´ simples e e´ feita atrave´s
de novos Schemas. As Databases servem como reposito´rios de componentes. Por fim, os Models
definem o cena´rio de simulac¸a˜o apontando para os componentes e databases necessa´rias.
A Language for Network Meta-Description based on XML (LNMet-X) [221] utiliza no´s, ligac¸o˜es,
agentes e tra´fegos para a descric¸a˜o de topologias de rede. Permite ainda a descric¸a˜o de eventos
que podem ocorrer durante a execuc¸a˜o da simulac¸a˜o de rede. A LNMet-X integra a Framework
NeDaSE [222] e a sua descric¸a˜o esta´ relacionada com os objetos do simulador ns-2, utilizado nessa
framework.
A Network Description Language (NDL) [259] e´ uma linguagem para a descric¸a˜o de redes o´ticas
h´ıbridas e visa a partilha de informac¸a˜o de topologia entre domı´nios administrativos. O NDL utiliza
treˆs classes para identificar os recursos de rede: Location, Device e Interface; e seis propriedades
para definir as relac¸o˜es entre as classes, entre outras informac¸o˜es: locatedAt, hasInterface, connec-
tedTo, description, name e switchTo. A notac¸a˜o utilizada para realizar as descric¸o˜es e´ o Resource
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Description Format/XML (RDF/XML) [271]. A linguagem foi alargada pelos seus autores em 2010
com novas classes e propriedades [260].
O trabalho Network Design Markup Language (NDML+) [159] descreve muitos dos aspetos
relacionados com uma rede de dados. Na˜o apenas descreve os seus objetos e topologias, mas tambe´m
conte´m informac¸a˜o para a gesta˜o, para o teste e para os ca´lculos dos custos de implementac¸a˜o.
Focado principalmente para redes com/sem fios locais e de banda larga. Faz parte da Framework
Candy [158] (secc¸a˜o 2.4.3).
A NEtwork Description (NED) [261] e´ uma linguagem para a descric¸a˜o de topologias para si-
muladores de eventos discretos. E´ muito flex´ıvel, na medida que permite a construc¸a˜o dos mais
diversos tipos de objetos de rede. A estrutura do NED e´ baseada em mo´dulos arranjados hierar-
quicamente e que trocam mensagens entre si. O mo´dulo de topo, designado por System Module,
conte´m sub-mo´dulos, sem limites em termos de sub-mo´dulos aninhados. O elemento base e´ o Simple
Module e e´ onde se encontram os algoritmos dos modelos que se pretendem representar. Um mo´dulo
pode ter paraˆmetros para definir o seu comportamento e para configurar a topologia. Atrave´s de
Gates sa˜o definidos os pontos de entrada e sa´ıda de mensagens e, por fim, as ligac¸o˜es definem a
interligac¸a˜o entre os va´rios mo´dulos. E´ a linguagem utilizada pelo simulador OMNeT++.
A Network Modeling Language (Netml) [6] e´ uma linguagem para fomentar a partilha de des-
cric¸o˜es de redes entre diferentes utilizadores. Os objetos de rede incluem os no´s, as ligac¸o˜es e os
fluxos de tra´fego. Os algoritmos associados a` linguagem permitem a ana´lise de disponibilidade, de
perdas, de encaminhamento, de fluxos de tra´fego e dimensionamento de ligac¸o˜es. Associado a` lin-
guagem existe uma ferramenta on-line para a ana´lise e desenho de redes entre diferentes utilizadores
[5].
A RElational Network Description Language (RENDL) [79], implementa a descric¸a˜o de sistemas
de rede atrave´s de entidades e das suas relac¸o˜es. Segue o formalismo de Backus-Naur (BNF) [141]
para a definic¸a˜o das entidades e relac¸o˜es. As entidades sa˜o os mais variados componentes de rede,
organizados seguindo a arquitetura de rede TCP/IP. As relac¸o˜es sa˜o interac¸o˜es entre os componentes
de rede, divididas em relac¸o˜es horizontais - para os componentes em diferentes no´s, mas no mesmo
n´ıvel de rede, e.g., duas aplicac¸o˜es; e em relac¸o˜es verticais - para as ligac¸o˜es entre componentes de
camadas adjacentes no mesmo no´. O RENDL integra a Framework NSDF e tem como propo´sito a
monitorizac¸a˜o e ana´lise de ambientes de seguranc¸a de redes.
A linguagem proposta em [44] (XMLbNSDL) visa a descric¸a˜o de cena´rios de simulac¸a˜o, su-
portada pela linguagem XML [268]. A estrutura da linguagem divide-se na topologia da rede, na
descric¸a˜o do tra´fego e nos comandos para a simulac¸a˜o. Os objetos mais importantes sa˜o o node, o
link e o Autonomous System (AS). Este u´ltimo serve para representar redes de grande dimensa˜o.
Faz parte de uma framework para a simulac¸a˜o de redes sobre a Internet e onde se inclui o simulador
NS2.
Antes de proceder a um estudo comparativo das linguagens apresentadas, e´ importante citar
as linguagens que foram encontradas mas que na˜o foram inclu´ıdas na comparac¸a˜o. Sa˜o tambe´m
indicadas as razo˜es da sua na˜o inclusa˜o.
No domı´nio da gesta˜o das redes surgem algumas normas para a descric¸a˜o de objetos de redes.
O mais conhecido e utilizado e´ o Simple Network Management Protocol (SNMP) [105] e´ um mo-
delo de informac¸a˜o para a gesta˜o de redes normalizado pelo IETF, onde os dados da rede esta˜o
distribu´ıdos pelos va´rios objetos. Apesar de terem sido previstas muitas operac¸o˜es para o SNMP,
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apenas a monitorizac¸a˜o tem sido largamente usada, na˜o sendo utilizada a componente de confi-
gurac¸a˜o devido a implementac¸o˜es distintas dos fabricantes de equipamentos, levando a uma falta
de interoperabilidade.
A linguagem YANG [27] permite a modelac¸a˜o de dados para as duas camadas superiores do
protocolo Network Configuration (NETConf) [78]. Este u´ltimo providencia os mecanismos para a
instalar, manipular e retirar configurac¸o˜es de dispositivos de rede. A YANG permite a descric¸a˜o
de dados para a configurac¸a˜o e guarda de informac¸o˜es de estado dos dispositivos de rede.
Existe ainda o Common Information Model (CIM) [69], da organizac¸a˜o Distributed Manage-
ment Task Force (DMTF). E´ um modelo de informac¸a˜o para a descric¸a˜o de informac¸a˜o de gesta˜o
de aplicac¸o˜es, equipamentos e redes. Na˜o esta´ associada a nenhuma implementac¸a˜o particular, pro-
curando ser independente de qualquer fabricante. As suas descric¸o˜es permitem a interoperabilidade
da informac¸a˜o de gesta˜o entre objetos de rede.
Apesar de todos estes projetos se terem tornado normas, e serem largamente usadas pela
indu´stria, as suas caracter´ısticas apontam para uma utilizac¸a˜o apenas no domı´nio da gesta˜o ope-
racional de uma rede, na˜o sendo simples a adaptac¸a˜o das suas descric¸o˜es para outros domı´nios de
rede, como, por exemplo, a simulac¸a˜o.
Ainda no aˆmbito de linguagens de descric¸a˜o no domı´nio das redes, existem muitos outros exem-
plos. Sa˜o indicadas de seguida algumas dessas linguagens tendo cada uma um propo´sito particular
sobre as redes: a Network Resource Description Language (NRDL) [42] permite indicar os servic¸os
disponibilizados por cada recurso de rede e suporta a descric¸a˜o de redes orientadas ao servic¸o (de
service oriented networking); o Simulation Experiment Description Markup Language (SED-ML)
[137] permite descrever experimentos de simulac¸a˜o e procura simplificar a sua portabilidade entre
diferentes ambientes de simulac¸a˜o; o NETwork Protocol Description Language (NetPDL) [232] visa
a descric¸a˜o dos protocolos da camada 2 a` camada 7 OSI; e, o projeto Language for Embedded
Networked Sensing (LENS) [133] define um ontologia semaˆntica para a descric¸a˜o de recursos em
redes de sensores sem fios.
Poderiam ainda ser indicadas muitas outras linguagens, demonstrando o grande interesse neste
me´todo para a explorac¸a˜o de a´reas e problemas das redes. Os exemplos visaram mostrar que
existem linguagens com um foco espec´ıfico num aspeto das redes. O NRDL para a descric¸a˜o de
servic¸os, o SED-ML para a descric¸a˜o de experimentos de simulac¸a˜o, o NetPDL para a descric¸a˜o
de protocolos e, por fim, o LENS para a descric¸a˜o de redes de sensores com fios. Por apontarem
para um domı´nio muito espec´ıfico, estas linguagens tambe´m na˜o foram inclu´ıdas na comparac¸a˜o
apresentada nesta secc¸a˜o.
Um u´ltimo grupo de linguagens na˜o apresentadas sa˜o as linguagens gene´ricas de programac¸a˜o.
Por exemplo, para os simuladores NS2 e NS3, sa˜o utilizadas as linguagens OTcl e C++, respeti-
vamente. O foco do trabalho foi em linguagens de descric¸a˜o de redes, onde os objetos e as suas
propriedades sa˜o definidos, em abstrac¸o˜es de alto n´ıvel. Este tipo de linguagem na˜o inclui a in-
formac¸a˜o sobre a implementac¸a˜o dos objetos para uma determinada ferramenta. Ao contra´rio,
as linguagens gene´ricas de programac¸a˜o sa˜o linguagens que especificam todos os pormenores da
sua execuc¸a˜o. Sendo a interoperabilidade de ferramentas um princ´ıpio deste trabalho, o caminho
das linguagens gene´ricas de programac¸a˜o na˜o foi escolhido por na˜o ser simples, ou poss´ıvel, para
prosseguir a interoperabilidade entre ferramentas de rede.
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2.4.2 Estudo Comparativo das linguagens
O me´todo para realizar a avaliac¸a˜o a`s diversas linguagens e´ similar ao escolhido para a comparac¸a˜o
dos simuladores de redes. Assim, na Tabela 2.4 esta˜o inseridas as caracter´ısticas de cada uma
das linguagens apresentadas no primeiro grupo, ou seja, dedicadas ao suporte da representac¸a˜o de
topologias e objetos de rede gene´ricos.
De igual forma a`s ferramentas de simulac¸a˜o, a ana´lise das linguagens e´ realizada seguindo a
sequeˆncia das colunas. Assim, pelas primeiras duas colunas, verifica-se que apenas as linguagens
NDL, NDML+ e NED se mante´m ativas. As primeiras duas sa˜o projetos recentes, comparativa-
mente aos restantes. A NED demonstra uma longevidade que se destaca das restantes. Tal deve-se
ao sucesso do simulador onde e´ usada, o OMNet++. A forma de obter os dados apresentados nesta
coluna para os restantes projetos foi pesquisando s´ıtios da Internet, publicac¸o˜es ou documentos que
mostrassem a sua utilizac¸a˜o, mas nada foi encontrado e por isso foram marcadas como inativas ou,
pelo menos, podemos concluir que o seu desenvolvimento esta´ estagnado. Algumas esta˜o associadas
a ferramentas cujo uso ja´ e´ pequeno ou inexistente e, assim, a linguagem seguiu um fim similar e e´
pouco utilizada.
A ferramenta e/ou framework associada a cada linguagem e´, na quase totalidade dos casos,
distinta. A excec¸a˜o esta´ nas linguagens Netml, XMLbNSDL e NDML+ que teˆm em comum a
utilizac¸a˜o do simulador NS2 nas respetivas frameworks. Tambe´m aqui o simulador NS2 destaca-se
como ferramenta presente no maior nu´mero de projetos.
O XML destaca-se como linguagem mais utilizada para suportar as descric¸o˜es das redes, mas
outras, como o DML, RDF/XML, BNF tambe´m sa˜o utilizadas. A linguagem NED e´ a u´nica que
tem uma sintaxe pro´pria para a definic¸a˜o das descric¸o˜es. A escolha maiorita´ria do XML deve-se
a este ter como vantagens e caracter´ısticas [231, 232]: a existeˆncia de muitas ferramentas para
editar e validar descric¸o˜es em XML, a traduc¸a˜o simples para sistemas de base de dados, englobar
linguagens para transformac¸a˜o e pesquisa de estruturas XML, extens´ıvel e, muito importante, a
sua estrutura e´ compreens´ıvel por humanos. Tem como desvantagem principal a grande dimensa˜o
dos ficheiros XML, comparativamente a outras linguagens [231].
Os objetos de rede presentes em cada linguagem sa˜o bastante distintos. Os elementos mais
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comuns sa˜o o no´ e a ligac¸a˜o, sendo por vezes referidos com outros termos – device para os no´s e
interface e nic para as ligac¸o˜es. Algumas linguagens, como o ANML, o NED, o RENDL, utilizam
formas particulares de referir objetos de rede e as relac¸o˜es entre eles. Os objetos de rede referem-
se a equipamentos e seus componentes, e surgem referidos como mo´dulos e entidades. As relac¸o˜es
entre eles podem sem as ligac¸o˜es f´ısicas entre no´s e/ou ligac¸o˜es lo´gicas entre objetos de determinada
camada.
A a´rea de cada uma das linguagens aponta, essencialmente, para os domı´nios da gesta˜o e da
simulac¸a˜o de redes. Estas foram as a´reas pesquisadas e, as linguagens apresentadas, que refletem
essa restric¸a˜o. Neste aspeto na˜o ha´, verdadeiramente, uma separac¸a˜o se considerarmos que os
algoritmos de todas as linguagens, ou seja, as ferramentas associadas, realizam uma ana´lise a` rede
e produzem resultados a serem utilizados pelo utilizador/administrador.
Por fim, na u´ltima coluna da Tabela 2.4, surgem os requisitos mais comuns na definic¸a˜o de
uma linguagem e estes sa˜o a simplicidade e a extensibilidade, ou seja, a facilidade em utilizar e
compreender a linguagem e permitir a adic¸a˜o de novos elementos e componentes, respetivamente.
A atribuic¸a˜o do termo simplicidade foi feita a`s caracter´ısticas ’flexibilidade’, ’expressiva’, ’com-
preens´ıvel por humano’, ’simples’ e ’clareza’. Estas na˜o teˆm, certamente, significados ideˆnticos,
mas o sentido da sua apresentac¸a˜o foi compreendido como apontando para uma linguagem fa´cil de
utilizar por utilizadores inexperientes e cujo conteu´do fosse simples de compreender. No caso da
extensibilidade foi feita a associac¸a˜o direta a ’extens´ıvel’.
Outra caracter´ıstica relevante e destacada por diferentes autores foi a independeˆncia a` fer-
ramenta (’independente’), cujo significado alude a` possibilidade da descric¸a˜o contida na lingua-
gem poder ser lida e utilizada por diferentes ferramentas. Os termos ’reutiliza´vel’, ’interopera´vel’,
’porta´vel’ e ’partilha’ teˆm significados que apontam no mesmo sentido, reforc¸ando este requisito.
Outro aspeto identificado nesta lista de requisitos refere-se ao n´ıvel de abstrac¸a˜o, ou seja, a lingua-
gem ter a capacidade de representar os objetos de rede muito simples e tambe´m as redes grandes
e/ou complexas (’expressiva’, ’granular’ e ’redes grandes e complexas’).
As restantes caracter´ısticas apenas surgem uma vez e sa˜o as seguintes: ’distribu´ıda’ indica a
possibilidade de manter em diferente locais a descric¸a˜o da rede; ’hiera´rquica’, indicando a estrutura
para a descric¸a˜o da rede; e, ’traduc¸a˜o simples’ que refere o n´ıvel de esforc¸o para a implementac¸a˜o
da conversa˜o entre formatos.
Atrave´s deste estudo foi poss´ıvel verificar que as linguagens ANML, NED e RENDL sa˜o as
u´nicas que definem objetos abstratos ba´sicos, permitindo a definic¸a˜o de qualquer objeto a partir
deles. Os elementos simples que formam as estruturas sa˜o: no caso do ANML os Models; no caso
do NED os ’mo´dulos’ e ’sub-mo´dulos’; e, no caso do RENDL as entidades e as relac¸o˜es.
Contrariamente, em diferentes graus, esta˜o a maioria das linguagens, contendo definic¸o˜es para
os objetos das redes de algumas das redes atuais. A NDL para as redes o´ticas e as XMLbNSDL,
Netml e LNMet-X para a simulac¸a˜o sa˜o todas elas exemplos de linguagens utilizadas em projetos
espec´ıficos e a sua extensa˜o ou utilizac¸a˜o em outros domı´nios de rede na˜o e´ simples e direta. A
linguagem NDML+ e´ a u´nica utilizada em muitos domı´nios das redes, como a gesta˜o e a simulac¸a˜o,
mas apenas para algumas tecnologias como a Ethernet e o Wi-Fi .
De todas as linguagens, o NDL e´ a u´nica a integrar um esforc¸o de normalizac¸a˜o junto da
organizac¸a˜o Open Grid Forum (OGF) [196]. O grupo de trabalho designa-se por Network Mark-
Up Language Working Group (NML-WG) [191] e tem como propo´sito normalizar uma ontologia e
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uma estrutura para a descric¸a˜o de redes. A linguagem NDL ainda e´ usada na Infrastructure and
Network Description Language (INDL) [95] para a descric¸a˜o de infraestruturas de computac¸a˜o. O
foco mante´m-se igualmente no desenvolvimento de uma estrutura distribu´ıda de descric¸a˜o de rede
o´ticas h´ıbridas, com informac¸a˜o sobre os recursos f´ısicos e sobre as redes que os interconectam.
O estudo das linguagens apresentadas permitiu identificar as caracter´ısticas mais relevantes
para qualquer linguagem de descric¸a˜o das redes. De entre essas caracter´ısticas esta˜o a simplicidade
das descric¸o˜es e a possibilidade de adicionar novos elementos. Tambe´m relevante, e´ obter uma
linguagem independente de uma qualquer ferramenta, ou seja, que possa ser utilizada por uma
qualquer ferramenta de rede.
Considerando os requisitos identificados, apesar de visarem uma utilizac¸a˜o alargada, nenhuma
das linguagens estudadas foi integrada em mais nenhum projeto ale´m do projeto que a criou. Uma
das razo˜es da na˜o adoc¸a˜o dessas linguagens de uma forma mais abrangente deve-se ao facto de
elas serem orientadas ao domı´nio de aplicac¸a˜o, dificultando a sua portabilidade para problemas
diferentes.
Por exemplo, algumas linguagens descrevem a informac¸a˜o de domı´nio, como a simulac¸a˜o, e a
informac¸a˜o dos objetos de rede de forma integrada. Considerando que seja necessa´rio exportar
essa descric¸a˜o para outro domı´nio (ou ferramenta), toda a informac¸a˜o de domı´nio (simulac¸a˜o)
e de objetos devera˜o tambe´m ser transportadas por fazer parte da estrutura, o que podera´ na˜o
ser requerido e levantar alguma confusa˜o na descric¸a˜o quando adicionada a informac¸a˜o do novo
domı´nio.
Os trabalhos apresentados em [138, 241, 272, 287] sa˜o relacionados a linguagens de descric¸a˜o
propostas nos u´ltimos anos para diferentes a´reas das redes. A na˜o inclusa˜o destes trabalhos mais
recentes na Tabela 2.4 deve-se a, essencialmente, proporem novamente linguagens orientadas a um
determinado domı´nio de rede e/ou esta˜o relacionadas com uma determinada ferramenta, impedindo
uma utilizac¸a˜o mais alargada da informac¸a˜o que conteˆm.
Na secc¸a˜o seguinte sa˜o apresentadas algumas das frameworks da a´rea de redes e que utilizam
algumas destas linguagens.
2.4.3 Frameworks para a Gesta˜o de Redes
As frameworks de rede sa˜o estruturas que, ale´m de uma abstrac¸a˜o para a descric¸a˜o de redes, ja´
incluem um conjunto de ferramentas e processos para a ana´lise e gesta˜o dos mais diversos aspetos
de uma rede. Algumas das ferramentas apresentadas na secc¸a˜o 2.3 podem ser consideradas tambe´m
frameworks, por agregarem va´rias ferramentas e me´todos no seu funcionamento. Como exemplo,
o NS2 agrega o Network AniMator (NAM) [80], o xGraph [281]; o NS3 ja´ inclui o NetAnim [228]
e o Pyviz [48]; e, o OMNet++ , sendo um ambiente mais integrado, tambe´m integra algumas
bibliotecas diversas e ferramentas com diferentes propo´sitos. Nesta secc¸a˜o sa˜o introduzidos alguns
projetos cujos resultados esta˜o relacionados com a integrac¸a˜o de ferramentas de diferentes grupos
de desenvolvimento.
Uma primeira contribuic¸a˜o e´ a Framework Computer-Aided Network Design Utility (CANDY)
[157, 158]. Baseada na linguagem Java, inclui um grupo de ferramentas e a linguagem NDML+
para o desenho e gesta˜o integrada de redes. A Figura 2.4 apresenta a arquitetura e muitos dos seus
componentes.
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Fig.1: CANDY Framework 
Figura 2.4: Arquitetura da Framework CANDY, retirado de [158]
Com a Framework CANDY um utilizador pode desenhar uma rede sobre uma planta de um
edif´ıcio e realizar uma ana´lise ao seu futuro funcionamento. Essa framework ainda apoia o ad-
ministrador a escolher as tecnologias a implementar na rede, a desenhar o sistema de cablagem e
constelac¸a˜o de Pontos de Acesso Sem Fios, e a encontrar os equipamentos ativos (de encaminha-
mento) mais adequados. Permite ainda indicar dados comerciais e financeiros e avaliar o custo
aproximado da rede.
Ale´m de algumas bibliotecas pro´prias para a ana´lise da topologia e dos custos, o simulador NS2
ainda e´ utilizado para avaliac¸a˜o da capacidade e desempenho da rede. Uma u´ltima funcionalidade
integrada na framework e´ o apoio a` criac¸a˜o da documentac¸a˜o do projeto, permitindo a adic¸a˜o das
mais variadas informac¸o˜es sobre a rede. As tecnologias de rede suportadas sa˜o as redes IEEE 802.3
Ethernet, IEEE 802.11 WLAN e IEEE 802.16 WiMAX.
Um projeto num domı´nio diferente e´ a Framework Network Design and Simulation Environment
(NeDaSE) [222]. Esta framework integra um grupo de ferramentas para o suporte a um ambiente de
simulac¸a˜o de redes. A Figura 2.5 apresenta as ferramentas/componentes principais da Framework
NeDaSE.
Ale´m das diferentes ferramentas de rede, a framework conte´m no seu centro a linguagem
LMNeT-X. Na sua versa˜o dois, as ferramentas sa˜o as seguintes: DEsign Tool Lite (Delite) [35]
que permite, graficamente, desenhar e visualizar redes simples, o Boston University Representative
Internet Topology gEnerator (BRITE) [171] para a gerac¸a˜o de topologias de rede, e os simulado-
res NS2 e Glomosim ja´ apresentados na secc¸a˜o 2.3. A linguagem LMNeT-X serve como ponto
interme´dio para converter as descric¸o˜es de uma ferramenta no formato de outra ferramenta.
Ainda, as linguagens RENDL e XMLbNSDL esta˜o integradas em diferentes frameworks, mas
com propo´sitos mais espec´ıficos e em ambiente mais simples e com menos ferramentas. A linguagem
RENDL faz parte da Framework NSDF [79] e visa a descric¸a˜o completa de redes no contexto da
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Figura 2.5: Ferramentas da Framework NeDaSE, retirado de [222]
avaliac¸a˜o das suas falhas e omisso˜es em termos de seguranc¸a. A` linguagem XMLbNSDL junta-se
ao simulador NS2 para a simplificac¸a˜o na construc¸a˜o de simulac¸o˜es de redes.
O elemento comum em todas as frameworks e´ a presenc¸a de uma linguagem central para a
guarda e transporte das descric¸o˜es da rede entre ferramentas. Em todas iden ificou-se o requisito
de extensibilidade no sentido de acomodar novas ferramentas e possibilidade de descric¸a˜o de no-
vas redes. No entanto, praticamente todas as lingua ens esta˜o muito ligadas a uma ferramenta
em particular. As linguagens ANML, LMNeT-X, Netml e XMLbNSDL, apesar de se declararem
linguagens interopera´veis, efletem, em muito, os objetos e as caracter´ısticas do NS2. A NDL e
a NED foram definidas para aplicac¸o˜es espec´ıficas e apenas procuram descrever o contexto dos
domı´nios dessas aplicac¸o˜es. Por fim, apenas o NDML+, da Framework CANDY, separa as diver-
sas descric¸o˜es e podera´ permitir acomodar informac¸o˜es para diferentes domı´nios, mas na˜o e´ muito
flex´ıvel para acomodar novos objetos de redes. A consulta ao seu modelo Entidade-Relac¸a˜o mostra
que as definic¸o˜es de topologia sa˜o limitadas e apenas suportam al umas tecnologias de rede e na˜o
e´ simples a sua extensa˜o.
Baseado nas linguagens estudadas, e´ poss´ıvel constatar que na proposta de uma nova linguagem
na˜o e´ simples determinar qual o ponto de equil´ıbrio entre uma linguagem muito gene´rica e uma lin-
guagem espec´ıfica para uma determinada a´rea. Os objetivos funcionais da linguagem determinara˜o
sempre as diretivas a seguir, no entanto, para obter uma linguagem que seja utilizada por muitas
ferramentas, sera´ necessa´rio encontrar uma estrutura gene´rica, sem deixar de ser expressiva.
No entanto, mesmo que algumas linguagens tenham muitas semelhanc¸as, a opc¸a˜o dos seus
autores foi definir uma nova estrutura, em vez de reutilizar uma ja´ existente. A prova´vel raza˜o
para isso, deve ser dada a especificidade de cada linguagem e a sua aplicac¸a˜o. As contribuic¸o˜es
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existentes na literatura apresentam, apenas em poucos casos, comparac¸o˜es com outras linguagens
e a fundamentac¸a˜o para a sua criac¸a˜o na˜o e´ expl´ıcita.
As secc¸o˜es anteriores tiveram como objetivo apresentar as tecnologias que servem de contexto,
ou que integraram, o trabalho descrito no resto deste documento. Para terminar, sa˜o apresentadas
as concluso˜es sobre o estudo realizado e descrito neste cap´ıtulo.
2.5 Concluso˜es
O nu´mero de ferramentas de rede existentes e´ bastante grande e durante o levantamento bibli-
ogra´fico foi necessa´rio selecionar um grupo que inclu´ısse as mais utilizadas para realizar a ana´lise
e gesta˜o das redes. A pesquisa das linguagens para descrever as redes e para descreverem alguns
tipos de ana´lise sobre essas redes foi importante para entender os esforc¸os ja´ feitos para suportar a
interoperabilidade de informac¸o˜es das redes entre diferentes ferramentas e domı´nios de utilizac¸a˜o.
A comparac¸a˜o das ferramentas na˜o e´ uma tarefa simples, devido a` sua diversidade e a`s suas
caracter´ısticas. Sem uma clara definic¸a˜o de requisitos iniciais todo o processo sera´ sempre incerto
e limitado. No domı´nio dos simuladores os trabalhos apresentados em [57, 276] comparam diversas
ferramentas e em ambos a primeira conclusa˜o e´ o reconhecimento da mesma dificuldade. Outra
conclusa˜o presente, tambe´m importante e complementar, e´ que a adequabilidade de cada ferramenta
esta´ muito relacionada com o ambiente de aplicac¸a˜o e, consequentemente, e´ dif´ıcil atribuir a uma
a condic¸a˜o de melhor ferramenta de uma forma global. A comparac¸a˜o das ferramentas dos outros
grupos revelou-se igualmente complexa e com concluso˜es semelhantes.
A dificuldade em utilizar algumas ferramentas e´ tambe´m um aspeto que sobressai. As ferramen-
tas apresentadas obrigam a utilizadores menos experimentados longas curvas de aprendizagem, seja
para conhecer todas as possibilidades de configurac¸a˜o gra´fica, seja a pra´tica com uma linguagem de
programac¸a˜o. Ambas as dificuldades foram apontadas em especial no ambiente dos simuladores,
visto que a presenc¸a de ambiente gra´ficos que suportem o processo de descric¸a˜o de uma rede e
execuc¸a˜o de uma simulac¸a˜o na˜o e´ uma realidade em muitos deles. Esta barreira e´ assim ainda um
entrave a uma maior utilizac¸a˜o deste me´todo para a ana´lise e avaliac¸a˜o das redes de dados.
Sobre as linguagens para a descric¸a˜o de ambientes de rede, um primeiro fato foi o grande
nu´mero de exemplos encontrados. Os trabalhos apresentados na Tabela 2.4, e muitos outros que
foram encontrados mas que se optou por na˜o incluir por razo˜es ja´ expostas, integraram projetos de
redes onde a regra foi cada um criar a sua linguagem de descric¸a˜o (proprieta´ria). A` parte do domı´nio
de gesta˜o, na˜o foram encontrados exemplos de reutilizac¸a˜o total ou parcial de uma linguagem. Os
autores na˜o detalham muito sobre esse aspeto, mas, na opinia˜o do autor desta tese, tal deve-se a`
variedade de objetivos e de pontos de ana´lise de cada projeto, tendo a linguagem, normalmente,
um papel menos relevante. Assim, as linguagens propostas tendem a ser simples e adequadas para
um determinado projeto, mas dif´ıceis de reutilizar ou ajustar a um projeto muito distinto. Devido
a` similaridade entre muitas ferramentas de rede, a compatibilidade entre as descric¸o˜es seria muito
u´til para ajudar os utilizadores a aprofundar o entendimento sobre o funcionamento da sua rede.
Foram identificadas muitas caracter´ısticas comuns a muitas linguagens. A construc¸a˜o da to-
pologia e´ uma tarefa que necessita de objetos muito precisos e, neste caso, na˜o seria complicado
usar uma qualquer linguagem para esse fim. A grande diferenc¸a esta´ na variedade de objetos, ale´m
do no´ e da ligac¸a˜o, que algumas linguagens teˆm, tornando a sua descric¸a˜o mais rica, mas tambe´m
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menos interopera´vel. A forma como os diferentes objetos de rede se relacionam, tambe´m distinta
entre linguagens, dificulta ainda mais a reutilizac¸a˜o de descric¸o˜es.
As caracter´ısticas que mais se destacaram para uma qualquer linguagem de descric¸a˜o das redes
foram: a simplicidade, a extensibilidade e a independeˆncia. No entanto, as linguagens apresen-
tadas na˜o apresentam verdadeiramente todas essas caracter´ısticas. Sobre a simplicidade na˜o ha´
comenta´rios, mas a extensibilidade apenas surge em dois projetos – NDL e NDML+ – e apenas
dentro da equipa original de desenvolvimento. A independeˆncia podera´ ser aferida pelo nu´mero de
projetos distintos a utilizar uma mesma linguagem, e verificou-se que todas as linguagens apenas
sa˜o utilizadas em um projeto. Este fato mostra, de verdade, a pouca independeˆncia das linguagens,
apesar de muitas terem esse requisito como princ´ıpio de desenho.
Os cap´ıtulos 3 e 4 propo˜em uma nova framework de ferramentas de redes e uma nova lingua-
gem, respetivamente. A framework pretende agregar ferramentas distintas que se complementem
no objetivo de fornecer um conjunto de funcionalidades completas para a ana´lise das redes de dados
em diferentes domı´nios. Sera´ necessa´rio encontrar ferramentas com um determinado conjunto de
funcionalidades e desenvolver novas ferramentas que respondam a`s limitac¸o˜es encontradas. A lin-
guagem servira´ como elemento central de suporte a` interoperabilidade entre as va´rias ferramentas,
procurando implementar os princ´ıpios de simplicidade, extensibilidade e independeˆncia. O conhe-
cimento adquirido na revisa˜o das linguagens existentes devera´ ser utilizado de forma a ser proposta





O desenvolvimento das aplicac¸o˜es de rede segue, na maioria dos casos, os me´todos usados para a
criac¸a˜o de aplicac¸o˜es simples e isoladas. Apesar de estes serem adequados para pequenos projetos,
normalmente com um tempo de utilizac¸a˜o curto e limitado [90], as aplicac¸o˜es desenvolvidas teˆm
como principais desvantagens a sua dif´ıcil manutenc¸a˜o e fraca extensibilidade [91].
Nesse sentido, a existeˆncia de um me´todo que facilite a criac¸a˜o e extensa˜o de aplicac¸o˜es de rede
podera´ facilitar no futuro a utilizac¸a˜o integrada de va´rias ferramentas num projeto de rede. Ale´m
das vantagens para o desenvolvimento, permitira´ ainda uma gesta˜o mais otimizada e eficiente
dessa rede por via da extensa˜o do nu´mero de ferramentas que podera˜o ser usadas. Assim, essa
estrutura deve proporcionar a interoperabilidade entre as diferentes ferramentas de gesta˜o existentes
permitindo a troca de dados entre elas e facilitando o desenvolvimento e a utilizac¸a˜o de aplicac¸o˜es
e ferramentas de rede.
Este cap´ıtulo descreve a proposta de uma nova estrutura com essas caracter´ısticas, a Framework
NSDL, cujo principal objetivo e´ proporcionar uma infra-estrutura de integrac¸a˜o para facilitar e
otimizar a gesta˜o e ana´lise de redes atrave´s de um conjunto de mecanismos que suportem a intero-
perabilidade entre diferentes ferramentas de rede, existentes ou a desenvolver. O resto do cap´ıtulo
esta´ organizado da seguinte forma: na secc¸a˜o 3.2, os conceitos principais, as caracter´ısticas, as
func¸o˜es, as vantagens e as desvantagens de frameworks de uma forma gene´rica; na secc¸a˜o 3.3 sa˜o
discutidos os objetivos, caracter´ısticas e vantagens da Framework NSDL, bem com cada uma das
suas camadas; na secc¸a˜o 3.4 e´ apresentada a arquitetura de componentes da Framework NSDL. Na
secc¸a˜o 3.5 sera˜o apresentadas algumas concluso˜es deste cap´ıtulo.
3.2 Frameworks
O conceito de framework1, partindo de uma definic¸a˜o gene´rica presente no diciona´rio, surge como
uma ’estrutura de suporte ou de enquadramento’ ou, de outra forma, ’um esqueleto que serve
como base para a construc¸a˜o de algo’ [83]. No contexto do desenvolvimento de aplicac¸o˜es, e´ ’um
conjunto de aplicativos (como classes, objetos e componentes) que colaboram para suportar uma
1Os termos em portugueˆs encontrados como traduc¸a˜o para framework foram ’moldura’ e ’arcabouc¸o’. Nenhum
foi considerado adequado, e nem o seu uso e´ corrente, por isso e assim, optou-se por manter o termo original em
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Figura 3.1: Exemplo de uma framework multiplataforma
arquitetura reutiliza´vel para uma famı´lia de aplicac¸o˜es relacionadas’ [132], ou, ainda de uma outra
forma, tambe´m se pode designar como uma aplicac¸a˜o gene´rica que suporta a criac¸a˜o de outras
aplicac¸o˜es dentro uma mesma famı´lia.
O conceito de famı´lias de aplicac¸o˜es dentro de uma framework implica a existeˆncia de um con-
junto de caracter´ısticas comuns entre todas as aplicac¸o˜es. A existeˆncia de outras caracter´ısticas,
pro´prias de uma dada aplicac¸a˜o ou de grupo de aplicac¸o˜es, tambe´m esta´ contemplado [243]. Por-
tanto, o programador de uma aplicac¸a˜o pode avanc¸ar na implementac¸a˜o dos requisitos espec´ıficos da
sua aplicac¸a˜o, confiando no desenvolvimento realizado pelos restantes programadores da framework
para obter uma aplicac¸a˜o completa.
Um exemplo de um caso vantajoso da utilizac¸a˜o deste me´todo e´ o desenvolvimento de aplicac¸o˜es
multiplataforma, ou seja, podem ser executadas em diferentes sistemas operativos, designadas por
aplicac¸o˜es porta´teis ou porta´veis. Neste caso, um grupo desenvolve uma aplicac¸a˜o sobre uma
framework enquanto outro ou outros grupos teˆm a responsabilidade de implementar a framework
em diferentes sistemas operativos. Assim, a aplicac¸a˜o pode ser executada em todos os diferentes
sistemas operativos onde existe uma implementac¸a˜o da framework, de forma similar. A Figura 3.1
ilustra a estrutura descrita.
Os criadores das aplicac¸o˜es (App 1.. App n) na˜o necessitariam conhecer os detalhes dos sis-
temas operativos, apenas necessitariam conhecer os servic¸os fornecidos pela framework. A equipa
responsa´vel pela framework define os servic¸os para as aplicac¸o˜es e implementam as bibliotecas ne-
cessa´rias em cada um dos sistemas operativos. Cada novo servic¸o adicionado a` framework, permite
a criac¸a˜o de novas func¸o˜es nas aplicac¸o˜es. A complexidade do trabalho da equipa da framework fica
em grande parte escondida dos programadores de aplicac¸o˜es. Como exemplos de tecnologias en-
quadradas neste exemplo sa˜o as linguagens Java e Corba , ambas padro˜es abertos (open standards)
que suportam, respetivamente, a portabilidade e a comunicac¸a˜o de e entre aplicac¸o˜es.
3.2.1 Vantagens e Desvantagens das frameworks
Assim, uma primeira vantagem no uso de uma framework para a criac¸a˜o de aplicac¸o˜es e´ permi-
tir o desenvolvimento com foco nas caracter´ısticas espec´ıficas dessa aplicac¸a˜o, evitando o tempo
necessa´rio para a construc¸a˜o da infraestrutura, tambe´m necessa´ria, para o funcionamento dessa
mesma aplicac¸a˜o [16].
No entanto, o programador tera´ de inteirar-se das caracter´ısticas da framework antes de iniciar o
36
Frameworks
desenvolvimento da sua aplicac¸a˜o. Um dos requisitos principais para uma framework de qualidade
e´ a existeˆncia de uma documentac¸a˜o completa e atualizada, isto para conduzir o programador a
uma ra´pida compreensa˜o da sua arquitetura e dos passos necessa´rios para iniciar o desenvolvimento
da aplicac¸a˜o da forma mais correta e eficaz [243].
Ale´m da vantagem ja´ referida (ganho de tempo no desenvolvimento de novas aplicac¸o˜es) tambe´m
outras podem ser referidas [132, 242, 243]:
• Uma maior fiabilidade a` nova aplicac¸a˜o devido a` reutilizac¸a˜o do co´digo da framework que ja´
foi desenvolvido e testado, e a reduc¸a˜o do esforc¸o no teste e do tempo de desenvolvimento;
• Melhoria nas te´cnicas de programac¸a˜o, visto ser necessa´rio seguir as regras definidas pela
framework, normalmente baseada em boas pra´ticas de programac¸a˜o, como a utilizac¸a˜o de
padro˜es de desenho [90] e de novas ferramentas de programac¸a˜o, e;
• A atualizac¸a˜o da framework pode adicionar novas funcionalidades, melhorias de desempenho
e de qualidade a` aplicac¸a˜o sem requerer a intervenc¸a˜o do utilizador da framework.
Apesar das vantagens enunciadas, a utilizac¸a˜o das frameworks tambe´m e´ condicionada por algu-
mas limitac¸o˜es e podera´, para o desenvolvimento de aplicac¸o˜es, representar algumas desvantagens,
como por exemplo [132, 242, 243]:
• A criac¸a˜o de uma nova framework, em comparac¸a˜o com o desenvolvimento de uma aplicac¸a˜o
isolada, e´ mais complexa, demorada e, consequentemente, mais onerosa;
• A utilizac¸a˜o de uma framework implica a sua aprendizagem e esta e´, normalmente, longa. A
sua utilizac¸a˜o deve ser, por isso, avaliada em termos de tempo e custo, comparativamente a
criar uma aplicac¸a˜o isolada para o projeto, e;
• A complexidade da framework tende a aumentar com o tempo, tornando-se mais exigente a
sua utilizac¸a˜o, principalmente para novos utilizadores.
Para concluir, uma framework visa proporcionar uma estrutura lo´gica para agregar um con-
junto de componentes de software fortemente relacionados, e, nesse contexto, desenvolveu-se o
to´pico de frameworks de software como estruturas que permitem a criac¸a˜o de aplicac¸o˜es sobre
uma base comum. No entanto, este conceito difere da proposta de uma plataforma, que designa a
implementac¸a˜o de um componente de software para o suporte a` criac¸a˜o e execuc¸a˜o de aplicac¸o˜es,
envolvendo uma integrac¸a˜o mais importante entre as aplicac¸o˜es desenvolvidas em diferentes n´ıveis
(e.g.: base de dados, interface, proxy ou todos os componentes)[235].
Os trabalhos apresentados na secc¸a˜o 2.3 sa˜o, na sua maioria, aplicac¸o˜es espec´ıficas com o
propo´sito de executar um conjunto de tarefas relacionadas com um domı´nio da a´rea de redes.
Por exemplo, os simuladores Network Simulator 2 (NS2) [34] e Network Simulator 3 (NS3) [110]
servem para a simulac¸a˜o, avaliac¸a˜o e validac¸a˜o de redes. Ainda no domı´nio das redes, as ferra-
mentas Network Mapper (nmap) [160] e Multi Router Traffic Grapher (MRTG) [195] monitorizam
diferentes paraˆmetros da rede e apoiam o administrador a configurar adequadamente a rede. Ale´m
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Figura 3.2: Estrutura em treˆs camadas – de topo, central e de base - da Framework NSDL
de uma rede e/ou tecnologia, e.g., os trabalhos HEterogeneous Grooming Optical Network Simulator
(Hegons) de [177] e Plataforma de Configurac¸a˜o e Monitorizac¸a˜o de QoS numa Rede Diffserv [176].
Sobre estes u´ltimos, o primeiro trabalho realiza simplesmente a avaliac¸a˜o de algoritmos de encami-
nhamento e atribuic¸a˜o de comprimentos de onda no domı´nio das redes o´ticas. O segundo trabalho
foca-se na simulac¸a˜o de um cena´rio de rede com suporte a` arquitetura Servic¸os Diferenciados, sobre
o simulador NS2.
Dada a heterogeneidade de ferramentas de rede existentes, e, consequente, a grande variedade
de formatos de dados utilizados por essas ferramentas, a questa˜o base abordada nesse trabalho de
tese e´ a proposta de uma soluc¸a˜o que permita a sua interoperabilidade. Portanto, a proposta neste
projeto e´ a integrac¸a˜o de um conjunto de aplicac¸o˜es (algumas ja´ existentes e outras desenvolvidas
de raiz) e de processos de validac¸a˜o e transformac¸a˜o, para dar suporte aos grupos de trabalho na
a´rea das redes de dados a interligar funcionalidades e dados entre as va´rias ferramentas existentes
e/ou a desenvolver, designando o projeto como Framework NSDL.
Na secc¸a˜o seguinte e´ apresentada a Framework NSDL, uma proposta para o suporte a` intero-
perabilidade de aplicac¸o˜es no domı´nio das redes de dados.
3.3 Framework NSDL
A estrutura proposta neste trabalho designa-se por Framework NSDL, adiante designada por fra-
mework apenas, e engloba um conjunto de aplicac¸o˜es e de bibliotecas com o propo´sito de apoiar
diferentes tarefas no domı´nio das redes de dados. Mais concretamente, a framework e´ uma base para
a integrac¸a˜o e para o desenvolvimento de diferentes ferramentas de rede. As aplicac¸o˜es servem para
realizar as tarefas de modelac¸a˜o, monitorizac¸a˜o, execuc¸a˜o, visualizac¸a˜o, ana´lise das redes, entre ou-
tras. Nas bibliotecas encontram-se os componentes necessa´rios para definir, validar e transformar
os dados de rede de forma a serem utilizados pelas diferentes ferramentas da framework.
O objetivo principal da Framework NSDL e´ propor uma estrutura onde diferentes aplicac¸o˜es
de rede possam ser integradas e onde existam mecanismos que suportem a interoperabilidade entre
essas mesmas aplicac¸o˜es. A framework devera´ na˜o apenas acomodar as aplicac¸o˜es atuais mas
tambe´m outras aplicac¸o˜es a desenvolver ou integrar futuramente.
A Framework NSDL foi definida em treˆs camadas, como apresentado na Figura 3.2, e a cada
uma delas foi imputado um conjunto espec´ıfico de funcionalidades e, consequentemente, aplicac¸o˜es.
Observe que a definic¸a˜o da framework em treˆs camadas torna a estrutura simples de compreender
e associa a cada uma das camadas um grande grupo de aplicac¸o˜es e/ou funcionalidades. A escolha
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das treˆs camadas surge do estudo realizado no cap´ıtulo 2 e apo´s a avaliac¸a˜o de muitas ferramentas de
rede. A diversidade de domı´nios e tecnologias de rede torna a categorizac¸a˜o complexa, mas o grupo
de tarefas a desenvolver em cada um destes grupos na˜o e´ muito diferente. Os objetos e paraˆmetros
envolvidos em cada grupo sera˜o diferentes, mas a rede e´ a mesma e envolve em grande parte os
mesmos objetos nos va´rios domı´nios. Por exemplo, numa simulac¸a˜o, entre muitos paraˆmetros,
sera˜o importantes as taxas de transmissa˜o e os atrasos, enquanto na gesta˜o da seguranc¸a sera˜o
importantes os servic¸os ativos e as regras de filtragens. Em ambos sera´ descrita a mesma topologia
e aplicac¸o˜es ativas e, portanto, devera´ ser simples reutilizar o esforc¸o, pelo menos parcial, de
construc¸a˜o de uma rede e da informac¸a˜o sobre esta de um domı´nio para o outro.
Considerou-se que para o primeiro grupo de ferramentas se deveria agregar as tarefas do utili-
zador. As tarefas comuns sa˜o a utilizac¸a˜o de uma ferramenta gra´fica para a edic¸a˜o, configurac¸a˜o
e visualizac¸a˜o de uma rede, seus objetos e estados. Um segundo grupo engloba as tarefas feitas
de forma automa´tica por diversas ferramentas, onde, normalmente, na˜o e´ necessa´ria a intervenc¸a˜o
do utilizador. A rede e´ avaliada e, sobre essa tarefa, sa˜o produzidas informac¸o˜es que sera˜o usadas
por outras ferramentas e tambe´m pelo utilizador. Por fim, considerou-se adequado a separac¸a˜o
destes grupos atrave´s de uma camada interme´dia onde toda a informac¸a˜o pudesse ser mantida e
esta permitisse a interoperabilidade entre as diversas ferramentas de uma ou de ambas as camadas.
As pro´ximas secc¸o˜es apresentam cada uma dessas camadas e, apo´s, segue-se a descric¸a˜o de
todos os restantes elementos necessa´rios para a implementac¸a˜o da framework e que constituem a
arquitetura dos componentes.
3.3.1 Camada de Topo – Interfaces Gra´ficos
A camada de topo inclui as aplicac¸o˜es que permitem a interac¸a˜o entre o utilizador e os cena´rios
de rede. As tarefas englobadas na interac¸a˜o sa˜o (1) definir todas as caracter´ısticas da rede e,
quando poss´ıvel, invocar as funcionalidades disponibilizadas por outras ferramentas, normalmente,
das camadas inferiores e (2) visualizar os cena´rios de rede e analisar os resultados da execuc¸a˜o
realizada por uma ferramenta da camada de base. Alguns exemplos de func¸o˜es desta camada
para a primeira forma de interac¸a˜o incluem: a caraterizac¸a˜o dos objetos de rede, a edic¸a˜o e a
construc¸a˜o da topologia e o agendamento de eventos. Na segunda forma de interac¸a˜o encontra-se
a visualizac¸a˜o das redes e dos seus dados, e.g., para as tarefas de monitorizac¸a˜o de uma rede e a
ana´lise dos resultados da execuc¸a˜o de uma simulac¸a˜o.
As aplicac¸o˜es apresentadas na secc¸a˜o 2.3 teˆm, em alguns casos, as suas pro´prias interfaces
gra´ficas, como o Opnet Modeler ou o Cacti, no entanto um grande nu´mero de ferramentas apenas
permite ao utilizador a definic¸a˜o de redes e suas caracter´ısticas atrave´s de editores de texto simples,
como os casos do JiST/SWANS e do GloMoSim, ou atrave´s de interfaces gra´ficos limitados, como
o NS2. A Tabela 2.2 apresenta algumas das ferramentas existentes incluindo aquelas com ou sem
interface gra´ficas.
As ferramentas de Modelac¸a˜o apresentadas na secc¸a˜o 2.3.1 sera˜o aquelas que podera˜o pertencer
a esta camada da framework. As ferramentas de Monitorizac¸a˜o apresentadas na secc¸a˜o 2.3.2
tambe´m podera˜o se encaixar nesta camada da framework, mas apenas nas a´reas das func¸o˜es de
descoberta e visualizac¸a˜o de redes. As restantes funcionalidades ficaram associadas a` camada de
base da framework, a apresentar na secc¸a˜o 3.3.3.
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(a) Visual Network Simulator (VNS) (b) Visual Network Descriptor (VND)
Figura 3.3: Ferramentas para a visualizac¸a˜o e edic¸a˜o de cena´rios de rede
De forma a ilustrar as ferramentas desta camada, discutiremos a seguir as caracter´ısticas de
algumas contribuic¸o˜es realizadas e tambe´m adotadas para a camada de topo, no aˆmbito da Fra-
mework NSDL.
Uma primeira contribuic¸a˜o para este trabalho foi a ferramenta Visual Network Simulator (VNS)
[166], realizada no aˆmbito do trabalho de Mestrado em Engenharia de Telecomunicac¸o˜es e Redes
por Ricardo Pla´cido [215], realizado na Universidade da Madeira com coorientac¸a˜o do autor desta
tese, e cujo objetivo e´ permitir a construc¸a˜o gra´fica de redes com fios, com suporte a arquitetura
de Servic¸os Diferenciados (DiffServ) [28] e realizar a sua simulac¸a˜o no simulador NS2. A Figura
3.3(a) ilustra um exemplo de uma rede definida com a ferramenta.
Com o VNS, o utilizador pode adicionar os no´s pretendidos para a sua rede e adicionar a cada um
deles os agentes e as aplicac¸o˜es dispon´ıveis no NS2. Para os agentes esta˜o dispon´ıveis os protocolos
TCP e UDP, bem como algumas das variantes do TCP, o UDP sink e NULL. As aplicac¸o˜es
dispon´ıveis sa˜o FTP, CBR e Exponential. A implementac¸a˜o da arquitetura DiffServ contempla a
criac¸a˜o de dois encaminhadores, de borda e de nu´cleo, ale´m dos mecanismos reguladores de tra´fego
no DiffServ: o policiador e o marcador para os encaminhadores de borda, e o agendamento para os
encaminhadores de nu´cleo para implementar os per hop behaviours’ (phb’s). Devido a definic¸o˜es do
NS2, as configurac¸o˜es referidas esta˜o associadas a`s ligac¸o˜es, ou seja, numa ligac¸a˜o simples entre um
encaminhador de borda e um de nu´cleo sa˜o implementados os mecanismos associados aos elementos
de borda, e numa ligac¸a˜o entre um encaminhador de nu´cleo e um encaminhador de borda ou de
nu´cleo sa˜o implementados os mecanismos associados aos elementos do nu´cleo.
Apesar de ja´ existirem outros ambientes gra´ficos para o NS2, como o Network AniMator (NAM)
[80], o NS2 Scenarios Generator (NSG2) [280] e o Network Simulation By Mouse (NSBM) [278],
apenas dois permitiam a descric¸a˜o de cena´rios com QoS [176] e [291], mas, no caso do primeiro,
apenas para uma rede pre´-definida e no caso do segundo, a sua utilizac¸a˜o na˜o era gratuita. O VNS
ultrapassa as limitac¸o˜es detetadas, permitindo configurar os encaminhadores de borda e os enca-
minhadores de nu´cleo para uma qualquer rede, estando apenas restrito a`s limitac¸o˜es do simulador.
O VNS, apesar de pre´vio a` Framework NSDL, e´ uma ferramenta enquadrada na camada de
topo e pode ser utilizada para a definic¸a˜o de cena´rios de simulac¸a˜o de redes com fios a serem usados
principalmente com o NS2. Podera´ ser usado, no caso de redes simples, com outras ferramentas
de simulac¸a˜o e/ou de gesta˜o atrave´s da exportac¸a˜o de cena´rios para essas ferramentas, mas na˜o foi
validado para esse fim.
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(a) Network AniMator (NAM) (b) Live Simulation visualizer (PyViz)
Figura 3.4: Ferramentas para a animac¸a˜o de simulac¸o˜es de rede
Uma segunda ferramenta desenvolvida para esta camada e com o fim de suportar de raiz a
Framework NSDL e´ o Visual Network Descriptor (VND), realizada no aˆmbito do trabalho de
Mestrado em Engenharia Informa´tica do aluno Jesu´ıno Azevedo, realizado tambe´m na Universidade
da Madeira [13]. A ferramenta foi desenvolvida para o ambiente da Internet, facilitando o seu uso
por muitos utilizadores. Uma das principais caracter´ısticas e´ a possibilidade de inserir, de uma
forma muito dinaˆmica, os mais variados objetos de rede, atuais e futuros. Esta e´ uma funcionalidade
importante para garantir a extensibilidade da ferramenta. A Figura 3.3(b) ilustra um exemplo de
uma rede definida com a ferramenta VND.
A ferramenta ainda permite, antes da criac¸a˜o de cena´rios de rede, ao seu utilizador carregar
o conjunto de objetos de rede do seu domı´nio de interesse, e.g., objetos das redes com fios, sem
fios, de uma arquitetura de rede particular, ou, ainda, um qualquer grupo de objetos presentes
na sua rede. Desta forma, o utilizador na˜o tera´ de percorrer longas listas com todos os objetos
de rede dispon´ıveis e ja´ definidos, tornando mais simples a construc¸a˜o de cena´rios de redes. Apo´s
esse passo, a rede pode ser integralmente constru´ıda e configurada, bem como a informac¸a˜o sobre
aspetos da configurac¸a˜o para um determinado cena´rio. No caso dos cena´rios, as configurac¸o˜es para
a execuc¸a˜o de simulac¸o˜es e o com posicionamento dos objetos no espac¸o para a visualizac¸a˜o da rede
sa˜o as duas configurac¸o˜es dispon´ıveis.
A ferramenta VND, ale´m de levar para o ambiente da Internet a construc¸a˜o de cena´rios de rede,
permitiu a construc¸a˜o de cena´rios de rede sem fios, caracter´ıstica na˜o presente na ferramenta VNS.
As redes sem fios testadas no VND foram rede Wi-Fi, WiMAX e LTE e este trabalho, bem como
a utilizac¸a˜o do simulador de redes NS3, sera´ descrito em detalhe no cap´ıtulo 6.
Ainda na visualizac¸a˜o de redes, mas com a caracter´ıstica espec´ıfica de permitir visualizac¸o˜es
dinaˆmicas, esta˜o as ferramentas de animac¸a˜o. Na˜o foram criadas novas ferramentas mas usadas
aquelas inclu´ıdas em projetos ja´ existentes. No caso da simulac¸a˜o com a aplicac¸a˜o NS2 foi utilizado
o NAM, apresentado na Figura 3.4(a).
O NAM e´ usado apo´s a execuc¸a˜o de simulac¸o˜es e usa um formato pro´prio de dados que lhe
permite reproduzir muitos dos eventos da simulac¸a˜o. Permite ainda visualizar, de forma simples,
gra´ficos de alguns dos paraˆmetros associados aos no´s e a`s ligac¸o˜es da rede, e, identificar o posici-
onamento e estado de um ou va´rios dos pacotes gerados durante a simulac¸a˜o. O NAM tambe´m
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Figura 3.5: Exemplo de um gra´fico criado utilizando o xGraph
pode ainda ser usado para criar a topologia de rede, mas de forma muito limitada. Um dos limites
e´ disponibilizar apenas os paraˆmetros mais usados e comuns que esta˜o previstos nas opc¸o˜es da
aplicac¸a˜o. Outro limite e´ a frequeˆncia de erros na aplicac¸a˜o.
O apoio ao projeto sobre o simulador de rede NS3, na parte da visualizac¸a˜o da simulac¸a˜o,
foi feito com a ferramenta PyViz [47] (Figura 3.4(b)). Esta ferramenta permite a animac¸a˜o de
simulac¸o˜es em tempo real e pode tambe´m ser usada para ajudar na depurac¸a˜o do co´digo de uma
simulac¸a˜o. A ferramenta permite visualizar a topologia da rede, a perda de pacotes e muitas outras
informac¸o˜es de estado dos objetos presentes na rede.
A u´ltima categoria de ferramentas definidas para esta camada sa˜o as ferramentas para realizar
a ana´lise da rede, ou seja, as ferramentas com os dados resultantes de uma execuc¸a˜o de uma
ou va´rias tarefas sobre a rede. O exemplo mais claro sa˜o os dados obtidos apo´s uma simulac¸a˜o,
normalmente no formato de uma matriz, com a informac¸a˜o de todos os eventos ocorridos durante a
execuc¸a˜o ou um subconjunto de eventos determinado pelo utilizador, neste caso, com o intento de
avaliar de uma forma mais restrita o funcionamento da sua rede. Na˜o foram constru´ıdas nenhumas
ferramentas novas para estas tarefas, mas integraram-se algumas ferramentas existentes. No caso
das simulac¸o˜es para a aplicac¸a˜o NS2, foram usadas as linguagens AWK [7] e Tcl [15] para retirar
todos os resultados pretendidos sobre a matriz de dados, como me´dias, contagens e tempos sobre
os mais variados paraˆmetros, e, a ferramenta xGraph [281], apresentado um exemplo na Figura 3.5,
para a visualizac¸a˜o de diferentes paraˆmetros no formato gra´fico com duas dimenso˜es.
No caso da aplicac¸a˜o NS3 foi utilizada a ferramenta Wireshark [50] para a ana´lise do tra´fego
gerado durante a simulac¸a˜o (apresentada na Figura 2.3(b)). Este e´ um analisador de protocolos
para redes reais e permite a captura e ana´lise do tra´fego de va´rios tipos de redes. As redes Ethernet
sa˜o suportadas pela versa˜o do Wireshark de todos os sistemas operativos, mas, para Linux [256]
apenas, tambe´m sa˜o suportados muitos outros tipos de rede, entre eles, Asynchronous Transfer
Mode (ATM) [103] e Frame Relay [100]. O NS3 inclui a funcionalidade de exportac¸a˜o do resultado
da simulac¸a˜o no formato de dados do Wireshark (formato pcap (Packet Capture)) e, com base
nesses dados podem ser feitas todas as ana´lises a` simulac¸a˜o usando as funcionalidades de algumas
ferramenta utilizadas para a ana´lise de redes reais.
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3.3.2 Camada Central – Linguagem de descric¸a˜o de redes
A camada central e´ onde se encontram os componentes nucleares para a integrac¸a˜o das ferramentas
e e´ nesta camada que esta˜o (1) definidas as representac¸o˜es dos dados a serem utilizados pelas va´rias
ferramentas da framework e (2) onde se encontram os componentes para realizar a validac¸a˜o dos
ficheiros com as descric¸o˜es das redes, a transformac¸a˜o para o formato das diferentes ferramentas,
caso necessa´rio, e outras func¸o˜es para execuc¸o˜es sobre a rede.
O componente basilar da Framework NSDL encontra-se nesta camada e e´ a linguagem NSDL,
acro´nimo que tem origem em Network Scenario Description Language. Esta linguagem foi dese-
nhada para suportar a descric¸a˜o de redes de dados e a informac¸a˜o dos cena´rios onde estas possam
operar. As caracter´ısticas principais desta linguagem sa˜o:
• Simplicidade: obtida por meio de uma estrutura intuitiva e com informac¸a˜o clara que permita
aos utilizadores humanos, e na˜o apenas ’ma´quinas’, um ra´pido entendimento e capacidade de
edic¸a˜o;
• Flexibilidade: para a descric¸a˜o de redes simples e de redes mais complexas, prevendo ainda
o uso de descric¸o˜es com diferentes n´ıveis de abstrac¸a˜o para a mesma rede, e:
• Extensibilidade: permitindo de forma clara e simples a inclusa˜o de novos objetos de rede e
novos cena´rios de utilizac¸a˜o.
Num ficheiro com o formato NSDL esta˜o presentes a descric¸a˜o da rede e a descric¸a˜o dos cena´rios
onde a rede opera e e´ avaliada. A descric¸a˜o da rede de dados inclui os detalhes dos seus objetos, como
por exemplo, os no´s, as ligac¸o˜es entre os no´s, as aplicac¸o˜es, e outros objetos de rede. A descric¸a˜o do
(ou dos) cena´rio(s) da rede detalha a informac¸a˜o sobre o seu funcionamento nesse contexto, como
por exemplo, no caso de uma simulac¸a˜o devera´ incluir a durac¸a˜o e outros paraˆmetros globais, os
eventos pretendidos pelo utilizador para a simulac¸a˜o, e, a definic¸a˜o dos objetos sobre os quais se
pretendem obter dados e, consequentemente, os resultados para consultar.
Como foi poss´ıvel concluir a partir do desenvolvimento do cap´ıtulo 2, a falta de interoperabili-
dade entre as ferramentas de redes e´ devida a` existeˆncia de um formato proprieta´rio utilizado por
cada uma dessas ferramentas, que em geral na˜o e´ partilhado pelos demais projetos, na˜o apenas
dentro de um domı´nio de rede, mas tambe´m entre diferentes domı´nios de rede. De outra forma,
nenhuma linguagem para representar a rede e as suas caracter´ısticas e´ usada de forma alargada
em diferentes domı´nios, havendo apenas algumas a serem usadas de forma restrita num domı´nio,
destacando apenas o protocolo SNMP [49] para a gesta˜o como formato de dados utilizado de forma
alargada, mas com muitas limitac¸o˜es. A separac¸a˜o das informac¸o˜es de domı´nio e´ uma das propostas
da linguagem, mantidas sobre uma mesma estrutura de rede.
A linguagem NSDL tem como objetivo principal suportar a interoperabilidade das diferentes
ferramentas e/ou funcionalidades existentes nas camadas de topo e de base. A caracter´ıstica prin-
cipal da linguagem que permite a interoperabilidade e´ a sua estrutura. A descric¸a˜o da rede, ou
seja dos objetos de rede e das suas relac¸o˜es, esta´ separada da descric¸a˜o dos seus cena´rios onde essa
rede pode operar. Assim, va´rios cena´rios podem ser associados a uma mesma rede, permitindo que
va´rias ferramentas possam executar sob a mesma rede as mais variadas func¸o˜es, mantendo-se toda
a informac¸a˜o englobada no mesmo ficheiro, mas hierarquicamente organizada e a informac¸a˜o de
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cada cena´rio separada. O elemento da estrutura onde e´ feita a descric¸a˜o da rede sera´ utilizado por
todas as ferramentas e todas devera˜o respeitar e compreender o seu significado. A especificac¸a˜o da
informac¸a˜o de cada ferramenta ou domı´nio ficara´ num elemento espec´ıfico da descric¸a˜o. E, sendo
a informac¸a˜o de cada ferramenta distinta, na linguagem NSDL e´ tambe´m proposta uma estrutura
comum simples para todas as ferramentas de forma a manter alguma proximidade entre descric¸o˜es
e, consequentemente, a facilitar a compreensa˜o da informac¸a˜o de diferentes domı´nios. O detalhe
e a fundamentac¸a˜o completa da estrutura da linguagem NSDL sa˜o apresentados em detalhe no
cap´ıtulo 4.
Os restantes componentes desta camada sa˜o as Application programming interface’s (API’s)
que implementam as func¸o˜es de suporte e de ligac¸a˜o entre componentes da framework. O primeiro
componente e´ a ’Validac¸a˜o’ e, como o pro´prio nome indica, permite verificar a correc¸a˜o de uma
descric¸a˜o de um cena´rio de rede perante a estrutura e regras do formato NSDL. A linguagem
utilizada para definir a estrutura e as regras de construc¸a˜o e´ o XML Schema (XSD) [269]. Um
segundo componente e´ a ’Transformac¸a˜o’ e este converte um cena´rio NSDL para o formato de uma
ferramenta espec´ıfica. A linguagem utilizada para conversa˜o e´ a Extensible Stylesheet Language
Family (XSL), em particular a XSL Transformations (XSLT) [270]. No caso das ferramentas que
utilizam nativamente o formato NSDL, destes dois componentes, apenas a ’Validac¸a˜o’ sera´ utilizado.
3.3.3 Camada de Base – Execuc¸a˜o de tarefas sobre a rede
A base da framework inclui as aplicac¸o˜es que executam alguma tarefa sobre as redes e permitem
obter dados e informac¸o˜es diversas.
Sobre a execuc¸a˜o, uma ou va´rias func¸o˜es sa˜o invocadas sobre as ferramentas desta camada
e decorre enta˜o um processamento que, sem intervenc¸a˜o do utilizador, nos permite obter uma
avaliac¸a˜o e ana´lise de um cena´rio de utilizac¸a˜o da rede. A caracter´ıstica diferenciadora desta
camada em relac¸a˜o, principalmente, a` camada de topo e´ a na˜o interac¸a˜o com o utilizador. Como
exemplo, em diferentes domı´nios, temos os simuladores de rede e as func¸o˜es de colec¸a˜o de dados para
monitorizac¸a˜o da operac¸a˜o de redes reais, ambos com funcionamento auto´nomo dos utilizadores,
exceto, certamente, na sua definic¸a˜o e configurac¸a˜o.
Sobre os dados e as informac¸o˜es obtidas, uma primeira forma comum sa˜o as matrizes de resul-
tados que incluem a informac¸a˜o de todos, ou parte, dos objetos presentes na rede durante o tempo
de simulac¸a˜o e que servem para calcular os mais variados paraˆmetros que caraterizam o compor-
tamento da rede, como por exemplo, taxas de erros, nu´mero de pacotes perdidos, entre muitos
outros ca´lculos poss´ıveis. Tambe´m e´ comum obter como resultado uma matriz com informac¸a˜o que
possibilite rever a simulac¸a˜o, podendo avaliar graficamente o comportamento da rede e dos seus
objetos sob a forma de uma animac¸a˜o.
Um facto determinante para a existeˆncia desta camada e´ a existeˆncia de um grande nu´mero de
ferramentas que na˜o possuem qualquer interface gra´fica, mas que desempenham func¸o˜es relevantes
para uma rede. No trabalho [223] sa˜o apresentadas algumas ferramentas de rede sem qualquer
interface gra´fica, ou com interfaces gra´ficas muito limitadas, e estas sa˜o exemplos de ferramentas
que poderiam beneficiar com as funcionalidades disponibilizadas por outras ferramentas, caso fosse










































Figura 3.6: Arquitetura dos componentes NSDL ja´ implementados e definidos
3.4 Arquitetura da framework
Os elementos referidos nas secc¸o˜es anteriores, desde ferramentas a bibliotecas de func¸o˜es, existentes
em cada camada da Framework NSDL sa˜o apresentados na Figura 3.6. As interac¸o˜es entre camadas
sa˜o variadas e, as principais, esta˜o representadas nessa figura. A camada de topo podera´ ler e editar
ficheiros XML e as descric¸o˜es guardadas em bases de dados. A camada de topo podera´ tambe´m
invocar as funcionalidades da camada central, solicitando uma validac¸a˜o, uma transformac¸a˜o ou
mesmo uma simulac¸a˜o. Neste u´ltimo caso podera´ aceder, apo´s a execuc¸a˜o da simulac¸a˜o, a resultados
em diferentes formatos, produzindo gra´ficos e/ou animac¸o˜es.
A camada central recebe os pedidos da camada de topo e realiza uma determinada func¸a˜o. Na
framework, ao receber um pedido de simulac¸a˜o, primeiro realiza a validac¸a˜o e transformac¸a˜o, e,
por u´ltimo, depois envia o cena´rio com a descric¸a˜o da simulac¸a˜o para a ferramenta escolhida. Ja´
se encontra inclu´ıda na framework a func¸a˜o de Virtualizac¸a˜o para a realizac¸a˜o de tarefas sobre
ambientes virtuais. Apesar de na˜o existir ligac¸a˜o, a Virtualizac¸a˜o tambe´m envolve a validac¸a˜o e
transformac¸a˜o. Uma u´ltima interac¸a˜o nesta camada surge com os dados. Futuras func¸o˜es podera˜o
incluir a avaliac¸a˜o de diferentes descric¸o˜es de rede com o objetivo de realizar estudos comparativos
entre diferentes cena´rios para melhor compreender algum(s) aspeto particular da(s) rede(s).
A camada de base recebe os pedidos para a execuc¸a˜o de uma determinada tarefa e para uma
determinada ferramenta. Como ja´ referido, desta execuc¸a˜o resultara´ um ou va´rios ficheiros com os
dados da simulac¸a˜o para consulta e/ou animac¸a˜o.
As camadas de topo e de base incluem as ferramentas de rede atuais e, eventualmente, algumas
das aplicac¸o˜es a desenvolver no futuro. As categorias de ferramentas encontradas sa˜o muito diversas,
desde por tipo de rede, espec´ıficas a` tecnologia, ou, por grupo de funcionalidades. A forma escolhida
para enquadrar cada ferramenta numa camada foi pelo grau de interac¸a˜o do utilizador em cada
uma das ferramentas. Assim, as ferramentas com interface gra´fica e onde o utilizador interve´m
constantemente ao desempenhar as suas tarefas sa˜o colocadas na camada de topo. As ferramentas
sem interface gra´fica e onde o utilizador espera pela execuc¸a˜o de uma certa func¸a˜o e onde a sua
capacidade de intervenc¸a˜o e´ baixa ou nula, pertencem a` camada de base.
O caso de estudo seguido na Figura 3.6, a simulac¸a˜o, esta´ dividido em definic¸a˜o do cena´rio,
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execuc¸a˜o da simulac¸a˜o e visualizac¸a˜o dos resultados. A primeira e a u´ltima tarefa envolvem ferra-
mentas e o utilizador; a tarefa interme´dia envolve somente as definic¸o˜es ja´ constru´ıdas e o simulador.
Existem algumas ferramentas que permitem interac¸a˜o durante a execuc¸a˜o, como o PyViz, mas sa˜o
pouco comuns e, por isso, na˜o sa˜o consideradas como fundamentais para a definic¸a˜o da framework.
O ambiente de simulac¸a˜o acabou por validar a escolha das funcionalidades para as camadas da
framework, primeiro, pelas funcionalidades identificadas nesse cena´rio, segundo, pelas ferramentas
estudadas e, posteriormente, integradas na framework proposta.
Um segundo ambiente, explorado em menor grau, foi o da gesta˜o de redes, mas rapidamente
se encontraram ferramentas que, seguindo esta classificac¸a˜o, se encaixavam na framework. Por
exemplo, a ferramenta tcpdump [131], sem interface gra´fica, permite capturar pacotes numa rede
e o resultado dessa captura pode ser analisado na ferramenta Wireshark, ja´ com interface gra´fica.
Ainda com o tcpdump, podem ser executadas capturas de pacotes que servira˜o como entrada de
tra´fego em simuladores de rede.
Apesar desta divisa˜o, tambe´m foi poss´ıvel encontrar aplicac¸o˜es com funcionalidades das duas
camadas. Os simuladores de rede OMNET++ [262] e NS2 sa˜o exemplos desse tipo de aplicac¸o˜es e
ambos teˆm componentes gra´ficos para a edic¸a˜o e visualizac¸a˜o de algumas caracter´ısticas da rede,
ou seja, uma funcionalidade da camada de topo, e executam simulac¸o˜es, que apo´s arranque, na˜o
teˆm intervenc¸a˜o do utilizador, uma funcionalidade da camada de base. Nesta fase, a framework ja´
integra um conjunto de ferramentas do ambiente de simulac¸a˜o e outras para a edic¸a˜o e configurac¸a˜o
de redes, mas e´ intenc¸a˜o da equipa de desenvolvimento obter uma aplicac¸a˜o que agregue todas as
funcionalidades suportadas pelas framework. A aplicac¸a˜o VND ja´ e´ um primeiro resultado e onde
se espera que venha a ser adicionado o suporte a` ana´lise e visualizac¸a˜o de resultados, oferecendo
assim uma opc¸a˜o ao xGraph e ao Wireshark.
A interoperabilidade conseguida atrave´s da Framework NSDL e´ muito diversa devido a` presenc¸a
de variadas ferramentas com mu´ltiplas func¸o˜es. Com o propo´sito de clarificar essa interoperabili-
dade foi categorizada a sua separac¸a˜o em dois tipos, ou formas, de interoperabilidade: horizontal e
vertical.
A interoperabilidade horizontal surge entre as ferramentas e as func¸o˜es da mesma camada. A
vantagem conseguida nesta interoperabilidade e´ a realizac¸a˜o de uma mesma operac¸a˜o, mas numa
ferramenta diferente, permitindo, por exemplo, a repetic¸a˜o da edic¸a˜o ou da avaliac¸a˜o de um deter-
minado cena´rio de rede. Na camada de topo temos va´rias ferramentas para a visualizac¸a˜o de uma
rede e dos seus cena´rios, e, nesse caso, podemos encontrar em cada ferramenta uma funcionalidade
diferente e/ou u´nica em relac¸a˜o a`s restantes para a especificac¸a˜o e visualizac¸a˜o do cena´rio de rede.
Na camada de base, seguindo o caso de estudo Simulac¸a˜o, o mesmo cena´rio de rede podera´ ser
avaliado em diferentes simuladores conseguindo uma confirmac¸a˜o dos resultados ou um conjunto
de dados novos para aprofundar a ana´lise a` rede.
A interoperabilidade vertical envolve a utilizac¸a˜o de ferramentas com diferentes objetivos, per-
mitindo uma ana´lise da rede num novo cena´rio. Havendo uma descric¸a˜o de um cena´rio de rede,
podemos facilmente avaliar a rede para um cena´rio diferente. Um exemplo e´ existir uma descric¸a˜o
de uma rede num cena´rio para a sua gesta˜o, com todos os seus objetos e paraˆmetros de funci-
onamento. Sobre essa rede, podemos acrescentar a informac¸a˜o necessa´ria para uma simulac¸a˜o e
conhecer o seu comportamento nesse cena´rio.
As duas formas de interoperabilidade podem ser associadas permitindo obter para uma de-
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terminada rede uma maior e melhor informac¸a˜o sobre o seu funcionamento e apresentando novas
possibilidades de utilizac¸a˜o. Esperam-se diferentes vantagens com cada tipo de interoperabilidade:
o aprofundamento do conhecimento sobre o funcionamento da rede obte´m-se principalmente com
a interoperabilidade horizontal; e, o alargamento das opc¸o˜es e possibilidades de utilizac¸a˜o da rede,
com a interoperabilidade vertical.
A u´ltima secc¸a˜o deste cap´ıtulo apresenta algumas concluso˜es sobre a definic¸a˜o da Framework
NSDL.
3.5 Concluso˜es
A a´rea das telecomunicac¸o˜es, e em particular a a´rea das redes de dados, foi identificada pelos
programadores de aplicac¸o˜es como um domı´nio complexo onde, tradicionalmente, na˜o existem
frameworks de qualidade [243]. A pra´tica mostra que estes programadores iniciam o ciclo de
desenvolvimento de novas aplicac¸o˜es com bibliotecas novas e na˜o reutilizam algum do co´digo ja´
existente.
A grande diversidade de ferramentas para as mais diversas tarefas na a´rea das redes de da-
dos requer estruturas abrangentes e integradoras. Apo´s o estudo das ferramentas de redes e suas
caracter´ısticas, foi proposta a Framework NSDL que visa ultrapassar um problema apontado recor-
rentemente pela comunidade de utilizadores: a interoperabilidade entre ferramentas. A estrutura
da framework em treˆs camadas pretende que seja simples a integrac¸a˜o de ferramentas com ca-
racter´ısticas muito diferentes. A sua camada central sera´ responsa´vel pelas tarefas de validar e
converter os dados entre os va´rios formatos das va´rias ferramentas e direcionar novas ferramentas
para a adoc¸a˜o de um formato comum, a linguagem NSDL.
As frameworks apresentadas na secc¸a˜o 2.4.3 permitem aos seus utilizadores a integrac¸a˜o de di-
versas funcionalidades na a´rea da gesta˜o de redes, obtendo alguma interoperabilidade. A framework
CANDY ainda apresenta um conjunto de funcionalidades alargada, mas sobre um conjunto res-
trito de tipos de rede. A framework NeDaSe e´ um projeto menos abrangente e apenas se foca na
simulac¸a˜o de redes. A Framework NSDL procura na˜o ter esses limites e foi definida para suportar
qualquer tipo de domı´nio de rede e de ferramentas. A sua estrutura simples em treˆs camadas
permite uma divisa˜o clara das funcionalidades ba´sicas necessa´rias no suporte a`s redes e e´ tambe´m
poss´ıvel a integrac¸a˜o de funcionalidades para qualquer domı´nio de rede, seja por interme´dio de
novas ferramentas desse domı´nio ou mesmo de objetos de rede.
Como referido neste cap´ıtulo, o componente central da framework proposta e´ a linguagem
NSDL, fundamental no suporte de todas as interac¸o˜es entre ferramentas e entre o utilizador. A
sua simplicidade deve facilitar a sua adoc¸a˜o, mas na˜o devera´ deixar de ser flex´ıvel para suportar
descric¸o˜es mais complexas e futuras evoluc¸o˜es das redes de dados. O cap´ıtulo 4 descreve em detalhe








A descric¸a˜o, ou definic¸a˜o, de redes e´ um to´pico abordado nos mais diferentes domı´nios e com os
mais variados objetivos. Na matema´tica e nas cieˆncias da computac¸a˜o existe uma forma comum e
simples de representar uma rede e e´ recorrendo aos grafos [29]. Estes sa˜o estruturas constitu´ıdas,
basicamente, por dois tipos de entidades: os ve´rtices, por vezes referidos como no´s ou ainda pontos,
e as arestas, por vezes referidas como linhas. A sua aplicac¸a˜o e´ extensa, e, no domı´nio das cieˆncias
da computac¸a˜o, os grafos sa˜o usados para descrever ”redes de comunicac¸a˜o, a organizac¸a˜o da
informac¸a˜o, os dispositivos computacionais”entre outros [225]. Um exemplo claro da sua utilizac¸a˜o
e´ na descric¸a˜o de estruturas de informac¸a˜o como os s´ıtios da Internet. Nestes, as pa´ginas sa˜o
representadas como ve´rtices e as ligac¸o˜es entre elas sa˜o representadas como arestas. A teoria de
grafos desenvolveu algoritmos para os mais variados fins, sendo o problema mais referido aquele
que procura encontrar o caminho mais curto entre dois no´s.
A linguagem a apresentar neste cap´ıtulo visa a representac¸a˜o de um tipo de redes, as redes de
comunicac¸a˜o. Os objetos existentes nestas redes, pela sua especificidade, necessitam de estruturas
complexas para a sua representac¸a˜o. O uso dos grafos, ou seja, os no´s e as arestas, devido a` sua
simplicidade na˜o foi considerada a estrutura mais adequada para aglomerar todas as caracter´ısticas
das entidades que se pretendem representar pore´m, todos os seus princ´ıpios e muitos dos seus
algoritmos podem e sa˜o utilizados no domı´nio das redes.
A proposta de uma nova linguagem para o domı´nio das redes, ale´m da representac¸a˜o da pro´pria
rede, visa tambe´m a representac¸a˜o de outras informac¸o˜es relacionadas com a rede, nomeadamente,
o ambiente em que ela opera ou e´ analisada, adiante referida como os cena´rios de rede. Para
clarificar, a representac¸a˜o da rede inclui a informac¸a˜o dos objetos existentes na rede, as relac¸o˜es
entre eles e as suas caracter´ısticas. A representac¸a˜o dos cena´rios de rede adicionara´ uma ou va´rias
dimenso˜es de informac¸a˜o a` descric¸a˜o da rede, acrescentando detalhe sobre a utilizac¸a˜o ou a operac¸a˜o
da rede num determinado contexto, com fins de gesta˜o, avaliac¸a˜o e/ou teste. Como exemplos de
informac¸o˜es a serem adicionadas a` rede temos, por exemplo, os dados necessa´rios para a execuc¸a˜o
de uma simulac¸a˜o de rede, ou ainda, os paraˆmetros necessa´rios para instalar a rede num ambiente
virtual para posterior operac¸a˜o ou teste.
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(a) Estrutura base do NSDL
1 <xs:element name="nsdl" >
2 <xs:complexType>
3 <xs:sequence>





(b) XML Schema da estrutura base do NSDL
Figura 4.1: Estrutura base de um ficheiro NSDL
O resto deste cap´ıtulo detalhara´ as caracter´ısticas da linguagem proposta e dos dados que
pretendem conter na sua descric¸a˜o. A secc¸a˜o 4.2 apresenta a estrutura base de uma descric¸a˜o e
os elementos comuns a todos os objetos. A secc¸a˜o 4.3 descreve os elementos que fara˜o parte da
descric¸a˜o da topologia da rede. A secc¸a˜o 4.4 apresenta os cena´rios que contera˜o informac¸a˜o extra
sobre a rede. Na secc¸a˜o 4.5 e´ explicada a estrutura para a organizac¸a˜o das especificac¸o˜es NSDL.
Por fim, em 4.6 sa˜o apresentadas algumas concluso˜es sobre a linguagem NSDL.
4.2 Estrutura da Linguagem NSDL
A nova linguagem proposta neste cap´ıtulo designa-se por Network Scenarios Description Language
(NSDL) e, como referido na introduc¸a˜o, visa suportar a descric¸a˜o de uma qualquer rede de comu-
nicac¸a˜o, seja esta simples com apenas alguns objetos de redes, como redes de grande dimensa˜o com
muitos e variados objetos. O estudo das linguagens realizado no cap´ıtulo Estado da Arte procurou
destacar as caracter´ısticas mais importantes numa linguagem para a descric¸a˜o de redes de comu-
nicac¸a˜o, tendo sido conclu´ıdo que sobressa´ıam a simplicidade, extensibilidade e independeˆncia. A
linguagem NSDL procurou seguir estes princ´ıpios ao longo da sua definic¸a˜o de forma a poder se
considerar uma soluc¸a˜o para a interoperabilidade entre ferramentas de rede.
Uma primeira caracter´ıstica da estrutura da NSDL e´ a divisa˜o dos dados da rede em dois grandes
grupos: <network> e <scenarios>. O elemento <network> inclui os objetos de rede comuns, como
o <node>, o <link>, a <application>, o <protocol> e o <interface>. Um objeto menos comum,
mas que tambe´m esta´ presente na NSDL e´ o <domain>. No elemento <scenarios> estara˜o os
componentes dos cena´rios de rede, como por exemplo, os cena´rios de simulac¸a˜o e/ou os cena´rios
de visualizac¸a˜o. Os primeiros na descric¸a˜o de experieˆncias de simulac¸a˜o sobre a rede definida, os
segundos para a configurac¸a˜o da visualizac¸a˜o da rede em ambientes gra´ficos. A Figura 4.1 ilustra
o elemento raiz, <nsdl>, e os elementos base, <network> e <scenarios>, existentes em todas as
descric¸o˜es feitas com a linguagem NSDL, como uma imagem - Figura 4.1(a) - e como um co´digo no
formato XML Schema - Figura 4.1(b). Como forma de estruturar a apresentac¸a˜o da linguagem, a
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fundamentac¸a˜o e definic¸a˜o de todos e cada um destes elementos e´ deixada para as secc¸o˜es seguintes.
A apresentac¸a˜o dos restantes objetos da NSDL sera´ feita de uma forma similar a` utilizada
para descrever a sua estrutura base, atrave´s da apresentac¸a˜o da figura da estrutura do objeto e
a da sua definic¸a˜o em XML Schema. A descric¸a˜o de alguns elementos, pela sua dimensa˜o, sera´
complementada com uma tabela com o detalhe dos seus atributos e elementos.
Apesar de haver uma traduc¸a˜o exata para cada um dos objetos da linguagem referidos neste
cap´ıtulo, os termos que definem os objetos sera˜o apresentados em ingleˆs por serem utilizados como
palavras reservadas na construc¸a˜o da linguagem.
4.2.1 Objeto NSDL
Em termos de implementac¸a˜o, a linguagem NSDL tem como elemento base o objeto NSDL, adiante
tratado como object, e, assim, todos os objetos da rede, ou um qualquer objeto pertencente a um
cena´rio, sa˜o identificados e caraterizados a partir da mesma estrutura base. A linguagem foi definida
de forma a ser flex´ıvel e permitir acomodar os mais diversos objetos de rede. Ainda, de forma
a assegurar a consisteˆncia na definic¸a˜o dos objetos existentes num cena´rio de rede NSDL e para,
consequentemente, na˜o limitar a interoperabilidade entre diferentes cena´rios, foi necessa´rio garantir
uma estrutura comum mı´nima e alguns princ´ıpios de desenho para proporcionar a consisteˆncia na
definic¸a˜o dos objetos existentes num atual ou futuro cena´rio de rede NSDL.
As informac¸o˜es presentes neste objeto providenciam a identificac¸a˜o un´ıvoca de qualquer objeto
num cena´rio e permitem a adic¸a˜o de mais algumas caracter´ısticas. Um elemento presente no object
e´ o <active> e conte´m o estado do objeto no aˆmbito do cena´rio em termos de estar ativo ou
inativo. Os atributos e elementos do objeto NSDL, designado por type nsdlobject, sa˜o apresentados
na Figura 4.2.
De entre os atributos e os elementos apresentados, apenas o atributo @id e´ obrigato´rio. Os
restantes dados apenas sera˜o preenchidos se o utilizador o pretender. Na Figura 4.2(a) e´ apresen-
tada uma representac¸a˜o do objeto com os seus atributos e elementos. Na Figura 4.2(b) temos a
representac¸a˜o desse mesmo objeto em XML Schema. As propriedades de cada um dos elementos e
atributos sa˜o apresentadas na tabela 4.1.
Todos os atributos e os elementos sa˜o de um tipo de dados particular mas, no caso do elemento
<metadata> este elemento e´ a base para uma estrutura de informac¸a˜o mais complexa. A metadata,
ou metadados, ou ainda meta-informac¸a˜o, conte´m dados sobre os dados, ou seja, a` descric¸a˜o ja´
realizada sobre o cena´rio de rede NSDL podem ser adicionadas informac¸o˜es sobre essa mesma
descric¸a˜o. Exemplos de dados para os metadados sa˜o as informac¸o˜es de autoria, de data de criac¸a˜o
e modificac¸a˜o, os direitos de utilizac¸a˜o – <copyright> – entre muitos outros dados. A importaˆncia









@id Sim 1 ID Sim Identificador u´nico para cada objeto
active Na˜o 0..1 Booleano Na˜o Estado inicial do objeto, ativo por omissa˜o
name Na˜o 0..1 Texto Na˜o Designac¸a˜o do objeto
notes Na˜o 0..1 Texto Na˜o Descric¸a˜o do objeto
metadata Na˜o 0..1 metadados Na˜o Dados complementares sobre o objeto
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(a) Estrutura de object
1 <xs:complexType name="type_nsdlobject">
2 <xs:attribute ref="id" use="required"/>
3 <xs:sequence minOccurs="0">
4 <xs:element ref="active" minOccurs="0" maxOccurs="1"/>
5 <xs:elem nt ref="name" minOccurs="0" maxOccurs="1"/>
6 <xs:element ref="notes" minOccurs="0" maxOccurs="1"/>
7 <xs:element ref="metadata" minOccurs="0" maxOccurs="1"/>
8 </xs:sequence>
9 </xs:complexType>
(b) XML Schema da estrutura de object
Figura 4.2: Objeto base NSDL, comum a todos os objetos NSDL
da informac¸a˜o contida nos metadados surge nas facilidades que proporciona na criac¸a˜o, na gesta˜o
e na partilha dos recursos que descreve [246]. No aˆmbito deste trabalho estas facilidades na˜o
foram implementadas, optando-se apenas pela definic¸a˜o de uma estrutura simples com as seguintes
informac¸o˜es: t´ıtulo, descric¸a˜o, autor, data de criac¸a˜o, e, direitos de utilizac¸a˜o.
A apresentac¸a˜o dos restantes objetos da linguagem NSDL sera´ feita de uma forma similar a`
utilizada para descrever o object.
4.3 Network
O elemento <network>, como o nome indica, conte´m a descric¸a˜o da rede, mais especificamente a
descric¸a˜o e as caracter´ısticas dos objetos que formam a rede, como os no´s e as ligac¸o˜es entre eles, e
muitos outros objetos presente numa rede. Ale´m da descric¸a˜o da rede, em <network> existem dois
elementos, <templates> e <views>, que ajudam e simplificam a tarefa de descrever uma rede.
O elemento <network> e´ obrigato´rio, logo, a sua auseˆncia numa descric¸a˜o NSDL na˜o e´ poss´ıvel.
Os cena´rios sa˜o sempre definidos genericamente, mas implicam a existeˆncia de refereˆncias para
objetos da rede. Assim, na˜o faria sentido, por exemplo, permitir a existeˆncia de cena´rios sem
obrigar a presenc¸a de uma rede. A Figura 4.3 apresenta os elementos que fazem parte do elemento
<network>.
O elemento <objects> e´ o componente principal da descric¸a˜o de rede visto ser neste ponto
da estrutura onde estara˜o todos os objetos de rede. E´ um elemento obrigato´rio conjuntamente
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4 <xs:element name="templates" minOccurs="0"/>
5 <xs:element name="objects"/>




(b) XML Schema da estrutura de <network>
Figura 4.3: Elemento <network>, conte´m os objetos da rede e a sua descric¸a˜o
com <nsdl> e <network> numa descric¸a˜o NSDL. O elemento <templates> conte´m objetos de
rede gene´ricos que podem ser invocados pelos objetos de <objects>, atrave´s do atributo @template
(detalhado posteriormente). O elemento <views> permite a definic¸a˜o de grupos de objetos de rede
para organizar, por exemplo, a rede por domı´nios e para a refereˆncia de mu´ltiplos objetos pelos
cena´rios. Devido a` sua importaˆncia, faremos a descric¸a˜o dos <objects> primeiro, e, apo´s, sera˜o
apresentadas as caracter´ısticas e a importaˆncia dos <templates> e das <views>.
4.3.1 Elemento <objects>
O elemento <objects> contempla os objetos presentes na rede a descrever. Os objetos inclu´ıdos
neste elemento sa˜o objetos concretos e esta˜o relacionados com os equipamentos ou as configurac¸o˜es
que constituem a rede. A refereˆncia a esta relac¸a˜o entre objetos da descric¸a˜o e objetos concretos
e´ feito com o propo´sito de clarificar e fazer a distinc¸a˜o com os objetos inclu´ıdos nos <templates>
que, neste caso, sa˜o objetos gene´ricos para apoio a` descric¸a˜o do cena´rio, ou seja, na˜o teˆm qualquer
ligac¸a˜o a um objeto real.
Os objetos de rede definidos inicialmente para a NSDL foram seis: <node>, <link>, <domain>,
<application>, <protocol> e <interface>. A escolha deste conjunto de objetos em particular surge,
essencialmente, de duas influeˆncias:
• A primeira influeˆncia aponta para o estudo das va´rias linguagens de descric¸a˜o existentes para
as redes e, consequentemente, para o conjunto de objetos que foi encontrado nas diferentes
linguagens. O <node> e o <link> sa˜o os elementos comuns em todas as linguagens. Os
outros objetos surgem nas diversas linguagens de uma forma mais pontual. Por vezes existem
como objetos, outras vezes as suas propriedades incluem-se nas propriedades de outro ob-
jeto, normalmente o <node>. Como exemplo, e´ comum encontrar dados sobre <protocol> e
<application> dentro de um<node>, sem qualquer separac¸a˜o, como a linguagem XMLbNSDL
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[44], e;
• A segunda influeˆncia surge dos equipamentos de rede e terminais reais. A linguagem repre-
senta de uma forma ana´loga a` realidade os equipamentos e os seus componentes internos. Um
exemplo de algo em falta em muitas das linguagens e´ o interface, mas este existe em todos os
equipamentos de rede reais.
A NSDL procura ser uma linguagem simples de compreender, aproximando-se o mais poss´ıvel
da realidade, e sem deixar de possibilitar a descric¸a˜o detalhada de um cena´rio de rede. O conjunto
de objetos proposto engloba a maioria dos elementos presentes numa qualquer rede e a sua inclusa˜o
numa descric¸a˜o de rede e´ simples e feita numa estrutura clara. Se for necessa´rio suportar um maior
detalhe na caraterizac¸a˜o da rede, os objetos podem ser estendidos com novos objetos e com outras
caracter´ısticas.
Nas secc¸o˜es seguintes sera´ feita uma descric¸a˜o mais detalhada de cada um dos objetos. Segue-se
uma breve apresentac¸a˜o de algumas das suas caracter´ısticas:
• O node e o link sa˜o os objetos basilares; esta˜o presentes em todas as linguagens de descric¸a˜o de
redes, seja no domı´nio das redes de comunicac¸a˜o, seja em outros tipos de redes, e descrevem,
respetivamente, os equipamentos ativos de rede e as ligac¸o˜es entre eles, e;
• O domain permite incluir num cena´rio de rede um objeto que representa uma rede especifica
e/ou, se necessa´rio, complexa, como por exemplo a Internet. Podem, assim, coexistir numa
descric¸a˜o objetos como diferentes n´ıveis de abstrac¸a˜o.
Os restantes treˆs objetos teˆm a particularidade de existirem apenas dentro do <node>, ou de
uma qualquer extensa˜o sua. Entre estes treˆs objetos existem tambe´m algumas relac¸o˜es, nomea-
damente: entre a <application> e <protocol>, e; entre <protocol> e <interface>. Na primeira
relac¸a˜o implica que uma <application> pode estar ligada a um <protocol>, na segunda temos um
<protocol> que pode estar ligado a um <interface>. Na descric¸a˜o detalhada dos objetos sera˜o
indicados exemplos da utilizac¸a˜o e da importaˆncia destas relac¸o˜es. Os objetos sa˜o apresentados
sucintamente de seguida:
• O elemento <application> permite incluir na descric¸a˜o da rede uma aplicac¸a˜o que pode gerar,
receber ou encaminhar tra´fego, e.g., o FTP e o Telnet, nas suas componentes cliente e servidor;
• O <protocol>, como o nome indica, permite adicionar a` descric¸a˜o da rede as definic¸o˜es dos
protocolos presentes na rede, e.g., o protocolo IP ou o Routing Information Protocol (RIP),
e;
• O objeto <interface> serve para a descric¸a˜o das placas de rede que interligam um node a
uma rede. Podem, em alguns casos, serem ideˆnticos ao <link>. Por exemplo: dois node’s
ligados por um link ou dois nodes onde cada um tem um interface tera´ o mesmo significado.
No entanto, e no caso das redes sem fios, os interfaces sa˜o necessa´rios para incluir na rede
um no´ sem fios, visto que o link na˜o foi definido para esses cena´rios.
As caracter´ısticas de cada objeto, ale´m das comuns a todos eles e ja´ descritas na secc¸a˜o 4.2.1, sa˜o
a selec¸a˜o do conjunto de informac¸o˜es que constituem um denominador comum entre os objetos de
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(a) Estrutura de um <node>





6 <xs:choice maxOccurs="unbounded" minOccurs="0">
7 <xs:element ref="application" minOccurs="0"/>
8 <xs:element ref="protocol" minOccurs="0"/>





(b) XML Schema da estrutura de um <node>
Figura 4.4: Elemento <node> com todos os elementos e atributos incluindo os objetos application,
protocol e interface
um dado tipo. Por exemplo, veremos no objeto <link> que uma das suas propriedades e´ a largura
de banda (bandwith), visto ser uma propriedade que existe em todos os tipos de ligac¸o˜es. Outras
propriedades, mais espec´ıficas num objeto de rede, na˜o devem ser inclu´ıdas no objeto base mas sim
numa extensa˜o (especializac¸a˜o) particular desse objeto base. Um exemplo sa˜o as propriedades de
Qualidade de Servic¸o (QoS) que existem em no´s definidos para suportar essas soluc¸o˜es, mas que
na˜o sa˜o gene´ricas, logo na˜o devem estar no objeto <node>. Para este exemplo em concreto pode
ser indicado o objeto <dscorenode> – no´ de nu´cleo para a arquitetura de Servic¸os Diferenciados, a
ser apresentado na secc¸a˜o 5.5 – que e´ um <node>, mas foi estendido para conter, entre outras, as
propriedades para a definic¸a˜o de pol´ıticas de agendamento (scheduling) do tra´fego da rede.
Os objetos de rede, ale´m de serem um objeto NSDL, recebem dois novos atributos: @template
e @object. O primeiro, como o nome indica ira´ associar um objeto espec´ıfico a um objeto gene´rico
que devera´ existir no elemento <templates>. O segundo atributo define o tipo de objeto de rede
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que cada objeto constitui. Ainda sobre @object, esta informac¸a˜o e´ desnecessa´ria para os objetos
base por ser o mesmo valor que a designac¸a˜o do elemento (elemento <node> e @object node),
mas e´ importante existir nas extenso˜es para simplificar a implementac¸a˜o das transformac¸o˜es entre
linguagens e apoiar na validac¸a˜o de cena´rios. Tambe´m, por vezes, este atributo tambe´m clarifica
num ficheiro NSDL qual o tipo de objeto que esta´ a ser descrito. Na Figura 4.4(a) sa˜o apresentados
estes atributos. A utilizac¸a˜o de um qualquer destes atributos e´ opcional.
Nas subsec¸o˜es seguintes sera˜o apresentados em maior detalhe cada um dos objetos de base
definidos para a linguagem NSDL.
Elemento <node>
O elemento <node> no contexto das redes de comunicac¸a˜o representa os equipamentos ativos.
Ale´m das caracter´ısticas de qualquer objeto, apresentadas na Figura 4.4 nos elementos type object
e type nsdlobject, o <node> pode conter as <application>, <protocol> e <interface> que pretende-
rem. O <node>, apesar de fundamental na construc¸a˜o de uma topologia de rede, na˜o tem muita
informac¸a˜o pro´pria. Algumas extenso˜es (ou especializac¸o˜es) do node ja´ definidas, como router,
switch e access point, ja´ adicionam mais algumas informac¸o˜es na descric¸a˜o de uma rede, no entanto
mantendo a simplicidade do node.
Ale´m da importaˆncia para a topologia, o node conte´m os objetos application, protocol e interface
e sa˜o estes que introduzem e interagem com o tra´fego existente na rede. Um node pode incluir
qualquer nu´mero destes objetos.
Na secc¸a˜o 4.5 sa˜o apresentados todas as extenso˜es ja´ definidas para o node. Algumas das
extenso˜es mais relevantes do node sera˜o tambe´m demonstradas na secc¸a˜o 5.5 e, neste caso, apre-
sentara˜o diversos componentes para a implementac¸a˜o de cena´rios com Qualidade de Servic¸o.
Elemento <link>
O elemento <link> implementa a conexa˜o entre dois nodes de uma rede. Para que o tra´fego possa
ser conduzido diretamente de um node para outro, devera´ existir, pelo menos, um link entre eles.
A Figura 4.5 apresenta a estrutura de um link em NSDL.
Ale´m dos dados base de um objeto, o<link> tem como elemento principal o elemento<connection>.
Este conte´m os atributos @source e @destination, e aqui sa˜o guardadas as informac¸o˜es que relaci-
onam dois node’s numa rede. Ale´m deste elemento, e atributos, o <link> ainda tem o <type>,
<bandwidth>, <delay> e <loss>. A tabela 4.2 conte´m toda a descric¸a˜o destes componentes do
link.
O elemento <type> especifica o tipo de ligac¸a˜o em termos de sentidos do tra´fego. No caso de
’simplex ’ refere-se apenas a tra´fego a circular do no´ de origem para o no´ de destino (ambos definidos
em <connection>) e no caso de ’duplex ’ em ambos os sentidos (nesse caso @source e @destination
apenas identificam os node’s sem indicar um sentido para o tra´fego). Os treˆs elementos restantes,
<bandwidth>, <delay> e <loss>, permitem indicar os valores de caracter´ısticas ba´sicas de rede: a
velocidade, o atraso e a taxa de perdas na ligac¸a˜o.
Na secc¸a˜o 4.5 sa˜o apresentados as extenso˜es ja´ definidas para o link e que incluem alguns tipos
de ligac¸o˜es mais comuns nas redes atuais.
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(a) Estrutura de um <link>












13 <xs:element name="type" minOccurs="0"/>
14 <xs:element name="bandwidth" minOccurs="0"/>
15 <xs:element name="delay" minOccurs="0"/>





(b) XML Schema da estrutura de um <link>
Figura 4.5: Elemento <link>, objeto para interligar os no´s de uma rede









connection Sim 1 Estrutura Sim
Estrutura para guardar a origem e destino da
ligac¸a˜o
@source Sim 1 ID Sim Identificador do no´ origem
@destination Sim 1 ID Sim Identificador do no´ de destino
type Na˜o 0..1 linkType Sim Tipo de ligac¸a˜o, simplex ou duplex
bandwidth Na˜o 0..1 Texto Sim Largura de banda em bits por segundo
delay Na˜o 0..1 Texto Sim Atraso em segundos
loss Na˜o 0..1 Texto Sim Perda em percentagem
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(a) Estrutura de um <domain>




5 <xs:ex ension base="type_object">
6 <xs:sequence minOccurs="0">
7 <xs:element name="bandwidth" minOccurs="0"/>
8 <xs:element name="delay" minOccurs="0"/>





(b) XML Schema da estrutura de um <domain>
Figura 4.6: Elemento <domain>, objeto h´ıbrido que permite integrar na rede uma abstrac¸a˜o de
uma rede
Elemento <domain>
O domain e´ um objeto h´ıbrido e que na˜o tem correspondeˆncia direta com um objeto concreto. O
seu objetivo e´ representar uma rede, ou uma tecnologia, de uma forma simples. A refereˆncia a ser
um objeto h´ıbrido deve-se a poder ser referenciado, ou ligado, por link’s, tal e qual um node, mas
tambe´m conte´m propriedades de um link, como a largura de banda e o atraso. Ou seja, um domain
e´ uma mistura de propriedades de um node e de um link. A Figura 4.6 apresenta o elemento
<domain>, e a sua estrutura em XML Schema.
Na linguagem NSDL, o domain e´ um dos principais responsa´veis pela capacidade de abstrac¸a˜o.
Uma descric¸a˜o de uma qualquer rede pode ser realizada especificando todos os objetos de uma
forma precisa, mas, se necessitarmos de uma representac¸a˜o simplificada dessa rede o objeto domain
pode ser usado para obter um modelo de toda essa rede.
Os elementos do objeto base domain, sendo iguais ao link, na˜o sera˜o apresentados em tabela. O
<domain> pode ainda ser estendido como <qos> e <diffserv>, podendo enta˜o incluir um conjunto
muito variado de propriedades. Na secc¸a˜o 4.5 sa˜o apresentados as extenso˜es ja´ definidas para o
domain.
Elemento <interface>
O elemento <interface> serve para adicionar placas de rede aos cena´rios de rede e e´ responsa´vel
pela transfereˆncia de mensagens entre os nodes. Este pode ser das mais variadas tecnologias, sejam
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(a) Estrutura de um <interface>






7 <xs:element name="type" minOccurs="0"/>
8 <xs:element name="bandwidth" minOccurs="0"/>
9 <xs:element name="delay" minOccurs="0"/>
10 <xs:element minOccurs="0" name="loss"/>





(b) XML Schema da estrutura de um <interface>
Figura 4.7: Elemento <interface>, representa as placas de rede existentes nos no´s de uma rede
elas com fios e/ou sem fios. Como ja´ referido na secc¸a˜o 4.3.1, o interface pode, se forem utilizadas
algumas configurac¸o˜es de rede com fios, ter um significado igual ao link. No caso das redes sem fios,
a representac¸a˜o prevista na NSDL e´ conseguida apenas com o interface. A Figura 4.7 apresenta a
estrutura de um interface.
O interface base apresentado na Figura 4.7 tem as mesmas propriedades do link, exceto no
elemento <linkedto>, este presente em interface, e no elemento <connection>, apenas presente no
link. O elemento <linkedto> permite a refereˆncia – ligac¸a˜o – a outro interface. O interface apenas
pode ser adicionado dentro de um node, ou dentro de uma qualquer extensa˜o do node.
Na secc¸a˜o 4.5 sa˜o apresentados as extenso˜es ja´ definidas para o interface, de destacar os inter-
faces para a representac¸a˜o de redes sem fios.
Elemento <protocol>
O elemento <protocol> tem como objetivo adicionar a` rede a informac¸a˜o dos protocolos de rede
presentes no cena´rio a construir. O <protocol>, a` semelhanc¸a do <interface>, apenas pode ser
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(a) Estrutura de um <protocol>















(b) XML Schema da estrutura de um <protocol>
Figura 4.8: Elemento <protocol>, permite adicionar dados de um protocolo a uma rede
inserido num node. Os objetos interface e application da NSDL surgem para definir as carac-
ter´ısticas de rede das camadas de topo e de base de uma arquitetura de rede. O protocol pretende
suportar todas as restantes caracter´ısticas, ou seja, objetos, entre estas duas camadas, independen-
temente da arquitetura de rede. Um fator para esta definic¸a˜o menos aprofundada do protocol esta´
na preocupac¸a˜o da NSDL em manter nos objetos base uma grande simplicidade para permitir a
sua utilizac¸a˜o por utilizadores inexperientes. Um utilizador comum tem sobre uma rede a percec¸a˜o
da existeˆncia de aplicac¸o˜es. Tem tambe´m, em menor grau, a percec¸a˜o da existeˆncia de placas e
ligac¸o˜es. Ja´ no caso do protocolo, e ainda nesta perspetiva, este e´ um componente, normalmente,
transparente ou desconhecido para o utilizador.
Se nos restantes objetos conseguiu-se, em variados graus, apontar um conjunto de propriedades
comuns para definir cada objeto base, no caso do protocol tal definic¸a˜o na˜o foi poss´ıvel devido ao









tcpiplayer Na˜o 0..1 Texto Sim Camada de rede na arquitetura TCP/IP
isolayer Na˜o 0..1 Texto Sim Camada de rede na arquitetura OSI
Interface.id Na˜o 0..1 ID Na˜o Ligac¸a˜o para um interface
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role Na˜o 0..1 Texto Sim Define o comportamento, server, client ou peer
rate Na˜o 0..1 Texto Sim Taxa de transmissa˜o em bits por segundo
packetsize Na˜o 0..1 Texto Sim Dimensa˜o do pacote em bytes
src.app Na˜o 0..1 ID Na˜o Identificac¸a˜o da aplicac¸a˜o de origem, se cliente
dst.app Na˜o 0..1 ID Na˜o
Identificac¸a˜o da aplicac¸a˜o de destino, se servi-
dor
protocol.id Na˜o 0..1 ID Sim
Identificac¸a˜o do protocolo que suporta a
aplicac¸a˜o
nu´mero elevado de protocolos, e a` sua variedade em cada uma das diversas camadas protocolares.
A estrutura do objeto base protocol, apresentado na Figura 4.8, ficou assim reduzida a um con-
junto pequeno de elementos, deixando para cada uma das suas extenso˜es os elementos e atributos
associados aos protocolos. Na tabela 4.3 sa˜o apresentados os elementos e atributos do <protocol>
em detalhe.
Os elementos <tcpiplayer> e <isolayer> podem ser adicionados a` descric¸a˜o do protocolo e defi-
nem qual a camada onde esta´ o protocolo, dentro da arquitetura escolhida. Ambos sa˜o opcionais e
permitem, principalmente no caso de novos protocolos ou protocolos menos comuns, dar a conhecer
a utilizadores menos experientes a camada em que o protocolo opera. O elemento <interface.id>
permite a ligac¸a˜o entre protocol’s e interface’s. Como exemplo, as configurac¸o˜es do enderec¸o IP de
um node, no caso de existir apenas um interface ou link, na˜o obrigam a nenhuma associac¸a˜o com
um interface mas, no caso de existirem dois ou mais interface’s, a configurac¸a˜o de um enderec¸o IP,
sem refereˆncia ao interface, e´ amb´ıgua, sendo portanto necessa´ria a associac¸a˜o a um interface.
Na secc¸a˜o 4.5 sa˜o apresentados as extenso˜es ja´ definidas para o <protocol>.
Elemento <application>
A <application> e´ o objeto NSDL mais pro´ximo do utilizador e e´ o objeto gerador da maioria do
tra´fego a circular na rede. Os pacotes de rede que na˜o sa˜o perdidos e/ou descartados pela rede
sera˜o recebidos por application’s tambe´m. O objeto base application mante´m apenas os elementos
necessa´rios para caraterizar uma aplicac¸a˜o gene´rica. Este objeto tem ja´ definido na linguagem
NSDL muitas extenso˜es para permitir a descric¸a˜o de redes com servidores web, servidores de fichei-
ros, entre outras aplicac¸o˜es. A Figura 4.9 apresenta a estrutura do objeto aplication. Os elementos
do objeto application sa˜o apresentados em detalhe na tabela 4.4.
O elemento <role> carateriza o tipo de comportamento da <application>. Os elementos <rate>
e <packetsize> definem a taxa e o tamanho do pacote, respetivamente. O <src.app> e <dst.app>
identificam os objetos application a que esta˜o ligados, normalmente apenas um, mas e´ poss´ıvel,
no caso de uma application mais complexa, este poder ser servidor e cliente ao mesmo tempo. O
elemento <protocol.id> permite indicar qual o protocolo que suporta a aplicac¸a˜o. Por omissa˜o as
application teˆm um determinado protocol, mas pode ser alterado ou necessa´rio configurar de forma
particular o protocol. Um exemplo poss´ıvel e´ alterar o protocol por omissa˜o da aplicac¸a˜o FTP, o
TCP, pelo protocol UDP.
Na secc¸a˜o 4.5 sa˜o apresentados as extenso˜es ja´ definidas para a <application>.
Apesar de poderem ser usados os objetos base, na maioria dos cena´rios desenvolvidos a utilizac¸a˜o
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(a) Estrutura de uma <application>






7 <xs:element name="role" minOccurs="0"/>
8 <xs:element name="rate" minOccurs="0"/>
9 <xs:element name="packetsize" minOccurs="0"/>
10 <xs:element name="src.app" minOccurs="0"/>
11 <xs:element name="dst.app" minOccurs="0"/>





(b) XML Schema da estrutura de uma <application>




































13 <computer id="computer1" template="templPC"/>








Figura 4.10: Co´digo de exemplo de utilizac¸a˜o dos templates
de extenso˜es e´ muito mais usual por permitir representac¸o˜es mais fidedignas. Mas a compreensa˜o
da base de construc¸a˜o dos objetos considerou-se fundamental para a compreensa˜o da linguagem
NSDL. Nos cap´ıtulos 5, 6 e 7 sa˜o apresentadas implementac¸o˜es da linguagem para diversos cena´rios
de rede e onde surgem novos objetos, extenso˜es destes objetos base.
De seguida, da´-se sequeˆncia a` apresentac¸a˜o de outros componentes da linguagem NSDL, os
<templates>.
4.3.2 Elemento <templates>
A construc¸a˜o de cena´rios de rede envolve frequentemente a definic¸a˜o de um nu´mero elevado de
objetos de rede. A definic¸a˜o individualizada de cada um deles e´ sempre poss´ıvel, mas e´ comum
acontecer em diversos cena´rios a utilizac¸a˜o de grandes quantidades de objetos, todos com pro-
priedades comuns. Como exemplo, nas redes de sensores sem fios e´ normal existirem dezenas ou
centenas de nodes com as mesmas caracter´ısticas, alterando-se apenas entre eles a sua posic¸a˜o e a
sua identificac¸a˜o. Outro exemplo e´ nas redes empresariais com um nu´mero elevado de computa-
dores cliente, todos com as mesmas caracter´ısticas (com o mesmo sistema operativo, navegadores,
entre outras aplicac¸o˜es).
Os templates, no aˆmbito da NSDL, permitem definir objetos gene´ricos com configurac¸o˜es es-
pec´ıficas que podem ser reutilizados sem limites. Um utilizador, recorrendo a um dos exemplos do
para´grafo anterior, pode definir um computer (extensa˜o de node) no elemento <templates>, e confi-
gura´-lo de forma completa (interfaces e applications). A cada objeto computer adicionado na rede,
dentro do elemento <objects>, pode ser definido o atributo @template apontando para o objeto
criado nos templates, e, assim, o objeto herda todas as configurac¸o˜es do objeto gene´rico. As Figuras
4.10(a) e 4.10(b) apresentam duas descric¸o˜es ideˆnticas, respetivamente sem e com templates.
A utilizac¸a˜o dos templates na˜o invalida a especificac¸a˜o particular de um objeto, mesmo que
ligado a um objeto template. Todas as caracter´ısticas redefinidas no objeto em <objects> preva-
63

























No caso de existir um elemento 
no objeto e no template, o 
valor do objeto prevalece
Figura 4.11: Processo para inserir as descric¸o˜es completas no objeto que tem ligac¸o˜es com um
template
lecem sobre as definic¸o˜es feita nos <templates>. Na Figura 4.10(b) o objeto <computer> com a
identificac¸a˜o computer2 tem uma application http/client, na˜o apresentada, mas inclu´ıda por estar
este objeto associado a um template, e, contrariamente ao template, tem um enderec¸o IP versa˜o 4
esta´tico, na˜o recebendo por isso a configurac¸a˜o automa´tica via o protocolo de configurac¸a˜o dinaˆmica
de hosts (DHCP) associada ao template.
O processo de traduc¸a˜o do co´digo com templates em descric¸o˜es completas e´ feito recorrendo a
uma implementac¸a˜o recursiva. Isto e´ poss´ıvel devido a` NSDL ser, essencialmente, uma descric¸a˜o
estruturada em a´rvore. Na Figura 4.11 esta´ o fluxograma simplificado do processo aplicado a cada
objeto para obter a descric¸a˜o completa.
O processo aplica-se a todos os objetos e ao encontrar objetos com refereˆncia para os templates
copia as caracter´ısticas. Ao encontrar um objeto dentro de outro objeto, invoca para esse objeto
novamente a func¸a˜o atual. O uso deste processo na˜o e´ obrigato´rio e devera´ ser usado apenas quando
necessa´rio. Uma descric¸a˜o e´ sempre va´lida, quer seja na forma mais curta recorrendo a templates,
quer seja na forma mais completa sem os templates. O processo apresentado serve para os objetos
base apresentados neste cap´ıtulo e para uma qualquer extensa˜o desses objetos.
A importaˆncia e a utilidade deste passo no processo de transformac¸a˜o entre uma descric¸a˜o
NSDL e qualquer outra descric¸a˜o de cena´rios de rede esta´ na simplificac¸a˜o obtida. Assim, um
processo de transformac¸a˜o apenas necessita definir a transformac¸a˜o de cada objeto completo e na˜o
a transformac¸a˜o do objeto completo e do template do objeto. Como ambas as descric¸o˜es, com e
sem templates, sa˜o ideˆnticas e existe um processo de traduc¸a˜o entre elas, a transformac¸a˜o apenas
necessita ser implementada para um dos casos, normalmente a versa˜o sem templates.
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A desvantagem na utilizac¸a˜o deste processo de traduc¸a˜o de template para o objeto esta´ no
tempo longo de processamento da descric¸a˜o. O processo de traduc¸a˜o dos templates cobre todos os
elementos de todos os objetos e, para cena´rios grandes, pode tornar o processo de transformac¸a˜o
mais demorado.
A secc¸a˜o seguinte apresenta outra funcionalidade para ajudar a simplificar e reforc¸ar as des-
cric¸o˜es NSDL, oo elemento <views>.
4.3.3 Elemento <views>
Um cena´rio de rede pode conter um nu´mero pequeno ou um nu´mero bastante elevado de objetos.
Uma funcionalidade relevante na descric¸a˜o de recursos de rede e´ a possibilidade de relacionar os
objetos de uma forma independente a`s relac¸o˜es criadas na descric¸a˜o da rede definida em objects.
Como exemplo, podemos apontar numa rede os equipamentos e as ligac¸o˜es de uma certa a´rea. Outro
exemplo, e´ reunir os objetos existentes ao longo de um determinado caminho de rede. Existindo
a possibilidade de criar um conjunto de objetos, as ac¸o˜es que se pretendam fazer sobre os objetos
do conjunto podem ser declaradas apenas uma u´nica vez, simplificando a descric¸a˜o das ac¸o˜es. A
atualizac¸a˜o de um paraˆmetro, como por exemplo o atraso de uma ligac¸a˜o, pode ser declarado objeto
a objeto ou, existindo um grupo com essas ligac¸o˜es, a alterac¸a˜o podera´ ser aplicada sobre o grupo,
reduzindo a declarac¸a˜o da ac¸a˜o para apenas uma linha, em vez de tantas linhas quantas ligac¸o˜es.
Assim, o agrupamento de objetos de uma rede e´ uma funcionalidade importante e e´ conseguida
atrave´s do elemento <views>.
De notar que os exemplos apresentados referem-se a ac¸o˜es a incluir nos cena´rios (secc¸a˜o 4.4). A
descric¸a˜o da rede realizada no elemento <objects> apenas permite um valor para cada paraˆmetro,
ou seja, no global apresenta o estado da rede num dado momento, normalmente, o estado inicial da
rede. A Figura 4.12 apresenta a estrutura de suporte a` criac¸a˜o de grupos numa descric¸a˜o NSDL.
O elemento <views> permite a inclusa˜o de qualquer nu´mero de conjuntos numa descric¸a˜o. O
elemento <set> e´ onde sa˜o indicados os objetos do conjunto e este elemento tem como base o
objeto NSDL. Para identificar os objetos do grupo, o elemento <listobjects> serve como raiz para
os elementos <objectid>, que conteˆm a refereˆncia para os objetos selecionados de <objects>.
O elemento <views> acrescenta informac¸a˜o para a organizac¸a˜o da rede, no entanto, conside-
rando apenas o contexto de <network>, na˜o adiciona mais nenhuma informac¸a˜o. A sua principal
utilidade surge na associac¸a˜o com os cena´rios, ou seja, com a utilizac¸a˜o da rede num contexto
particular. O exemplo descrito anteriormente mostra a simplificac¸a˜o da reconfigurac¸a˜o de parte de
uma rede – os links – para, por exemplo, um cena´rio de gesta˜o. Mas muitos outros cena´rios fazem
uso desta facilidade, por exemplo:
• na simulac¸a˜o, ale´m de reconfigurac¸a˜o de mu´ltiplos objetos, podem-se usar, durante a execuc¸a˜o
de uma simulac¸a˜o, os grupos de objetos para a posterior ana´lise e visualizac¸a˜o dos resultados
de forma agregada (apresentado no cap´ıtulo 5 e 6), e;
• na visualizac¸a˜o, podemos construir apresentac¸o˜es gra´ficas das redes organizadas a partir dos
grupos criados, por exemplo, colorir de forma ideˆntica objetos do mesmo grupo.
O elemento <views> apenas permite a identificac¸a˜o de grupos de objetos de rede, mas a sua
utilizac¸a˜o nos cena´rios pode ser muito variada, visando a simplificac¸a˜o de muitas ac¸o˜es a realizar
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(a) Estrutura de <views>
1 ...
2 <xs:element name="views" minOccurs="0">
3 <xs:complexType>
4 <xs:choice maxOccurs="unbounded" minOccurs="0">










15 <xs:element minOccurs="1" name="listobjects">
16 <xs:complexType>
17 <xs:sequence>









(b) XML Schema da estrutura de <views>




Com o elemento <views> concluiu-se a apresentac¸a˜o de <network>, onde e´ definida a rede com
todos os seus objetos e propriedades. Resumidamente, em <network> podem ser inclu´ıdos objetos
gene´ricos de rede usando <templates>, onde e´ descrita de forma completa a rede objeto a objeto,
e, caso necessa´rio, para definir grupos de objetos pode-se dispor do elemento <views>.
Na pro´xima secc¸a˜o e´ apresentado o componente complementar a <network> numa descric¸a˜o
NSDL, o elemento <scenarios>. Este elemento e´ usado para adicionar informac¸a˜o de contexto de
utilizac¸a˜o ou operac¸a˜o da rede.
4.4 Cena´rios
Os cena´rios de uma descric¸a˜o NSDL sa˜o uma das principais contribuic¸o˜es deste trabalho. A adic¸a˜o
de informac¸a˜o de contexto, e por contexto deve-se entender um ambiente de operac¸a˜o e/ou uti-
lizac¸a˜o da rede, e´, na quase totalidade das linguagens apresentadas na secc¸a˜o 2.4, intercalada
com a informac¸a˜o da rede. Nas linguagens onde a informac¸a˜o de rede e´ independente de outras
informac¸o˜es, o aˆmbito de utilizac¸a˜o e´ muito limitado.
As ferramentas inclu´ıdas nas categorias de Modelac¸a˜o, Monitorizac¸a˜o e Simulac¸a˜o, e apre-
sentadas na secc¸a˜o 2.3, sa˜o muito variadas em termos de funcionalidades e de objetivos, e, mais
importante para este projeto, os formatos de dados de todas estas ferramentas, que realizam a
descric¸a˜o das redes e dos seus domı´nios, sa˜o muito diversos e, pelo menos de uma forma direta, in-
compat´ıveis. Na˜o foi encontrada nenhuma ferramenta que partilhasse total ou parcialmente as suas
informac¸o˜es de rede e existem apenas algumas ferramentas que conteˆm mo´dulos para a exportac¸a˜o
e/ou importac¸a˜o de parte das descric¸o˜es de outras ferramentas, via conversa˜o de dados.
As razo˜es desta realidade podem dever-se a (1) foco de cada trabalho em problemas/domı´nios
de rede espec´ıficos e desinteresse no trabalho realizado em outros domı´nios, e (2) pouco interesse
em interligar ferramentas. Em geral, (1) a maioria dos trabalhos sa˜o feitos no aˆmbito de projetos
acade´micos de mestrado e/ou doutoramento, levando na maioria dos casos a ciclos de vida do
projeto bastantes curtos ou de utilizac¸a˜o muito espec´ıfica, como o J-Sim [134] ou o TOolbox for
Traffic Engineering Methods (TOTEM) [151] para a Engenharia de Tra´fego. Da mesma forma,
tambe´m (2) existem as ferramentas de grande abrangeˆncia em termos de objetos e domı´nios de rede
que, pela sua dimensa˜o e complexidade, na˜o tornam simples a definic¸a˜o de uma base de objetos
e definic¸o˜es que seja reutiliza´vel por outras ferramentas, como o Network Simulator 2 [34] para
a simulac¸a˜o e o Network Mapper [160] para a gesta˜o de redes. Uma u´ltima raza˜o, na˜o explorada
no aˆmbito deste projeto, pode ser o interesse em proteger uma certa ferramenta/formato, seja por
fatores comerciais, seja pela na˜o necessidade em alterar os me´todos e formatos usados.
A atual dificuldade em reutilizar, ou interligar, as diferentes ferramentas de redes, devido a`
falta de um formato aceite de forma abrangente, tambe´m e´ identificada por alguns grupos de
investigac¸a˜o [188, 211]. Os cena´rios em NSDL permitem agregar, sem limite, a informac¸a˜o de
mu´ltiplos ambientes de operac¸a˜o da rede, e, consequentemente, de ferramentas de rede, concedendo
a todos eles uma clara e simples forma de refereˆncia sobre os objetos da rede. Nas secc¸o˜es seguintes
e´ detalhada cada um dos seus elementos e explicada a sua estrutura.
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Figura 4.13: Estrutura base para a definic¸a˜o de cena´rios em NSDL









groupofscenarios Na˜o 0..n Estrutura Na˜o
Nome do grupo de cena´rios, simulations ou vi-
sualizations
scenarios Sim 0..n Estrutura Na˜o Nome do scenario
general Sim 0..1 Estrutura Sim Configurac¸o˜es gerais do cena´rio
description Sim 0..1 Estrutura Sim
Configurac¸o˜es diversas sobre objetos da rede
do cena´rio
objects Na˜o 0..1 Estrutura Sim Configurac¸o˜es particulares sobre os objetos
events Na˜o 0..1 Estrutura Sim Configurac¸a˜o de eventos para o cena´rio
outputs Na˜o 0..1 Estrutura Sim Configurac¸a˜o de resultados para o cena´rio
4.4.1 Estrutura base dos cena´rios NSDL
A` semelhanc¸a de muitos outros componentes da linguagem NSDL, os cena´rios seguem uma estru-
tura semelhante de forma a apoiar a interoperabilidade da linguagem. A Figura 4.13 apresenta
os elementos que constituem essa estrutura base gene´rica para a definic¸a˜o de todos os cena´rios
espec´ıficos em NSDL.
Um qualquer cena´rio e´ um objeto e, portanto, herda as propriedades do objeto NSDL. Ale´m
do conjunto de elementos herdados, a restante estrutura de um cena´rio sera´, normalmente, muito
distinta de um outro cena´rio. Por exemplo, os dados de configurac¸a˜o para a gesta˜o de uma rede
sera˜o sempre muitos diferentes dos dados de configurac¸a˜o de uma simulac¸a˜o. Os cena´rios definidos
no decorrer do projeto NSDL – visualizac¸a˜o e simulac¸a˜o – na˜o teˆm entre eles muitos elementos em
comum e, assim, foi apenas definida uma estrutura base e alguns elementos adicionais que devem,
sempre que poss´ıvel, ser usados para garantir estruturas o mais semelhantes poss´ıvel.
A tabela 4.5 apresenta os detalhes de todos os elementos presentes na estrutura apresentada na
Figura 4.13. Alguns dos elementos, nomeadamente <objects>, <events> e <outputs>, teˆm uma
estrutura pro´pria, mas sera˜o apresentados apenas nos cena´rios particulares em que participam.
Os termos groupofscenarios e scenarios na˜o sa˜o os termos exatos. Devem ser substitu´ıdos pela
designac¸a˜o escolhida para o grupo de cena´rios e para o cena´rio. Como exemplo, para um cena´rio
de simulac¸o˜es foram escolhidos os termos simulations, para guardar as informac¸o˜es de todas as
simulac¸o˜es de um cena´rio de rede; e, simulation, para guardar as informac¸o˜es de uma simulac¸a˜o em
particular. Apesar de ser poss´ıvel criar diversos grupos de cena´rios, um grupo particular apenas
pode existir uma vez. Dentro do grupo na˜o ha´ nu´mero limite para o elemento <simulation>.
O elemento<general> conte´m as configurac¸o˜es gene´ricas do cena´rio. Excetuando as informac¸o˜es
68
Cena´rios
Figura 4.14: Estrutura de base para a descric¸a˜o da visualizac¸a˜o dos objetos e da rede
dos objetos da rede, que teˆm um elemento pro´prio nos cena´rios, o elemento <general> pode conter
todo o tipo de configurac¸o˜es globais para a descric¸a˜o do cena´rio. Um exemplo de um paraˆmetro
existente neste elemento e´ o<duration>, pertencente ao cena´rio simulation, e que significa a durac¸a˜o
de uma simulac¸a˜o. Refere-se a algo global ao cena´rio e nunca particular a um objeto ou grupo de
objetos.
O elemento <description> recebe as configurac¸o˜es do cena´rio relacionadas com os objetos de
rede. Os grupos definidos foram os <objects>, <events> e <outputs>. O <objects> visa permitir
adicionar propriedades a um objeto qualquer da rede. Um exemplo de utilizac¸a˜o e´ apresentado no
cena´rio 4.4.2 e adiciona informac¸o˜es para a apresentac¸a˜o gra´fica dos objetos e da rede. O elemento
<events> permite incluir ac¸o˜es sobre a rede em tempos determinados. Como exemplo, pode ser
a alterac¸a˜o de uma propriedade, do estado de um objeto ou espoletar uma ac¸a˜o. Ja´ o elemento
<outputs> permite definir filtros e formatos para os resultados de uma simulac¸a˜o ou execuc¸a˜o sobre
a rede. Os elementos <events> e <outputs> sa˜o detalhados no cena´rio 4.4.3.
Os elementos <groupofscenarios>, <scenarios>, <general> e <description> existem na descric¸a˜o
de qualquer cena´rio. Os elementos <objects>, <events> e <outputs>, bem como outros que possam
vir a ser definidos, existem apenas nos cena´rios onde se aplicam. De forma a ilustrar a utilizac¸a˜o
do elemento <scenarios>, as secc¸o˜es 4.4.2 e 4.4.3 descrevem a implementac¸a˜o de dois grupos de
cena´rios para a linguagem NSDL.
4.4.2 Visualizac¸a˜o
O cena´rio visualizations foi criado com o objetivo de permitir a apresentac¸a˜o das redes e dos
seus objetos no contexto de um ambiente gra´fico. A informac¸a˜o guardada neste cena´rio permite
posicionar no espac¸o e associar objetos gra´ficos a cada um dos objetos da rede. A Figura 4.14
apresenta a estrutura do cena´rio visualization.
A estrutura do cena´rio da Figura 4.14 segue a estrutura dos cena´rios e, assim, no elemento gene-
ral esta˜o os elementos gerais para a apresentac¸a˜o gra´fica, como uma imagem de fundo (<bg.image>),
e a distaˆncia da visualizac¸a˜o (<init.zoom>). Em <description> existe a possibilidade de caraterizar
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Figura 4.15: Estrutura base para a descric¸a˜o de simulac¸o˜es de rede
graficamente cada objeto. Os elementos obrigato´rios sa˜o as coordenadas em treˆs dimenso˜es pre-
sentes nos elementos <x.position>, <y.position> e <z.position>. Outras caracter´ısticas permitidas
para os objetos de rede sa˜o <image>, <color> e <zoom>, para associar a cada objeto uma imagem,
uma cor e uma dimensa˜o, respetivamente.
A estrutura definida pode ainda ser melhorada com a inclusa˜o de outros elementos que carate-
rizem mais detalhadamente os objetos e que permitam interfaces amiga´veis para a apresentac¸a˜o e
compreensa˜o da rede.
Na secc¸a˜o seguinte e´ apresentado um cena´rio de rede com um propo´sito diferente, a simulac¸a˜o
de redes.
4.4.3 Simulac¸a˜o
O cena´rio simulations, como o nome indica, pretende conter as definic¸o˜es para suportar a descric¸a˜o
de simulac¸o˜es de redes. A descric¸a˜o da simulac¸a˜o de uma rede deve conter os objetos da rede e
permitir ao utilizador definir a forma como a rede ira´ operar. A operac¸a˜o da rede define-se atrave´s
de um estado inicial e por alterac¸o˜es provocadas em momentos determinados de forma a obter a
informac¸a˜o pretendida sobre o funcionamento da rede. O estado inicial e´, essencialmente, definido
no elemento <network>, descrito na secc¸a˜o 4.3, mas no cena´rio de simulac¸a˜o esse estado pode ser
atualizado.
O elemento <simulation> segue a estrutura de base dos cena´rios em NSDL e, assim, conte´m
70
Cena´rios
o elemento <general> com os dados gerais da simulac¸a˜o e outros elementos espec´ıficos para uma
simulac¸a˜o, como os eventos e os resultados. A Figura 4.15 apresenta a estrutura base para a
descric¸a˜o de uma simulac¸a˜o em NSDL.
O elemento <general> conte´m informac¸o˜es gerais do cena´rio que, neste caso, sa˜o os dados
para a configurac¸a˜o geral da simulac¸a˜o. Os elementos inclu´ıdos neste elemento foram escolhidos
pela sua importaˆncia numa descric¸a˜o qualquer de uma simulac¸a˜o. Assim, o primeiro elemento
descrito e´ o <duration> que define o tempo de durac¸a˜o da simulac¸a˜o recorrendo, de forma simples,
ao elemento <time> ou por interme´dio da definic¸a˜o de uma condic¸a˜o de paragem inclu´ıda no
elemento <condition>. O elemento <randnumbers> permite indicar uma func¸a˜o para gerac¸a˜o de
nu´meros aleato´rios. Conte´m o elemento <function> e o valor da sua varia´vel de base no elemento
<seed>. O elemento <runs> permite alterar o nu´mero de execuc¸o˜es consecutivas da simulac¸a˜o.
O u´ltimo elemento de <general>, <simulator>, conte´m a designac¸a˜o do simulador a usar. Com
excec¸a˜o do elemento <duration>, que e´ obrigato´rio, todos os elementos sa˜o opcionais. Se esses
valores na˜o forem explicitados, os valores a serem considerados sera˜o aqueles indicados por defeito
em cada ferramenta. Diferentes extenso˜es para mu´ltiplos ambientes e ferramentas de simulac¸a˜o
podera˜o obrigar a` inclusa˜o de um maior nu´mero de paraˆmetros gerais para uma simulac¸a˜o.
O elemento <events>, permite criar uma lista de eventos da simulac¸a˜o definida pelo utiliza-
dor. Os eventos do utilizador passam pela ativac¸a˜o ou desativac¸a˜o de objetos e pela alterac¸a˜o
de paraˆmetros dos objetos. Como base, cada elemento <event> conte´m um apontador para um
objeto, ja´ definido em <network> (no atributo @objectid) e o momento da simulac¸a˜o em que o
evento devera´ ocorrer (no atributo @time). O evento pode tanto ser sobre um objeto u´nico ou sobre
um grupo de objetos, neste u´ltimo caso recorrendo a`s <views>. A definic¸a˜o das caracter´ısticas do
evento e´ feita no elemento <parameter> e, mais precisamente, nos seus atributos @name e @value.
Em @name e´ indicado o elemento que se pretende alterar, por exemplo o atraso de uma ligac¸a˜o ou
mesmo a sua largura de banda. O atributo @value serve para conter o valor do paraˆmetro.
Ale´m de objetos, @name tambe´m pode indicar uma ac¸a˜o gene´rica sobre o objeto e, para esse
fim, devera´ conter o termo ’action’. Neste caso, @value pode apenas tomar os valores ’start ’, ’stop’
e ’pause’. Uma u´ltima possibilidade de utilizac¸a˜o do elemento <parameter> e´ indicar ’script ’ em
@name e em @value descrever um conjunto de instruc¸o˜es a ser inclu´ıdo na simulac¸a˜o. Este co´digo
permite a inclusa˜o de ac¸o˜es muito variadas a ocorrer num dado momento da simulac¸a˜o. Como
nota, os termos indicados entre ’ ’ pertencem a um conjunto de palavras reservadas, e estas na˜o
podem ser usadas na criac¸a˜o de objetos, seja nos elementos seja nos atributos.
O elemento <outputs> permite escolher quais os resultados a obter apo´s a simulac¸a˜o e quais
os seus respetivos formatos. Sa˜o poss´ıveis mu´ltiplos resultados, cada um definido num elemento
output, e na sua definic¸a˜o ocorre, primeiro, os atributos @outputid e @format a identificar, respeti-
vamente, o grupo de dados e o seu formato. Os formatos poss´ıveis sa˜o dependentes da ferramenta
que sera´ utilizada. Na sequeˆncia, esta˜o os elementos <path> e <filename> indicando o local e o
nome do ficheiro que ira´ conter os dados. Por u´ltimo, o elemento <filter> permite descrever os
filtros a serem aplicados aos dados extra´ıdos da execuc¸a˜o da simulac¸a˜o. Desta forma, permite-se
a guarda dos dados referentes ao objeto, ou objetos por interme´dio das <views>, que se pretende
avaliar. O filtro permite apontar para um objeto e para paraˆmetros de um objeto. Como exemplo
de ambas as situac¸o˜es, podemos obter todo o tra´fego que passou num determinado link – objeto –
ou podemos conhecer apenas o valor da taxa de transfereˆncia (throughput) ocorrido nesse mesmo
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Figura 4.16: Perfil NSDL base com os objetos iniciais
link indicando para isso, ale´m do objeto, o elemento <bandwitdh>.
A proposta da linguagem NSDL para descrever redes e´ feita atrave´s dos elementos <network> e
<scenarios>. Sendo poss´ıvel a extensa˜o dos objetos existentes em cada um dos elementos, o nu´mero
total de elementos a gerir pode-se tornar muito grande e variado. A gesta˜o e a organizac¸a˜o desse
nu´mero crescente de elementos sa˜o conseguidas utilizando um u´ltimo componente da linguagem e
que e´ designado por perfil. A sua apresentac¸a˜o e´ feita na secc¸a˜o seguinte.
4.5 Perfis da linguagem NSDL
A descric¸a˜o de redes usando o grupo de objetos definidos na base da linguagem NSDL e´ simples
devido ao pequeno nu´mero de objetos e cena´rios. Atrave´s da experieˆncia obtida na utilizac¸a˜o da
linguagem e da framework foi inicialmente constatado que a gesta˜o do reposito´rio de objetos definido
no aˆmbito da linguagem era conseguida sem grande dificuldade. O alargamento da linguagem
NSDL, poss´ıvel atrave´s da criac¸a˜o de extenso˜es aos objetos base e pela definic¸a˜o de novos cena´rios,
tornou a gesta˜o dos seus objetos mais complexa. Assim, para apoiar a organizac¸a˜o dos objetos
NSDL foi definido um novo componente que agrega um conjunto de objetos de rede e/ou de cena´rios
relacionados, designado por ’perfil’.
Os perfis podem ser definidos com base em duas categorias: perfil de objetos e perfil de cena´rios.
Um perfil de objetos, como o nome indica, serve apenas para conter os objetos de rede. O perfil
de cena´rios e´ um perfil que conte´m um grupo de objetos de rede, ja´ associado a um contexto de
execuc¸a˜o, ou seja, a pelo menos um cena´rio. Uma caracter´ıstica tambe´m presente nos perfis e´ a
possibilidade de um perfil poder complementar outro perfil. Isto e´, integrar outro perfil e, assim,
simplificar a estruturac¸a˜o de um grande nu´mero de objetos.
Um exemplo da integrac¸a˜o de perfis surge na criac¸a˜o de uma ferramenta e no desenvolvimento
de novas verso˜es. A primeira versa˜o da ferramenta tera´ um perfil NSDL particular e com o apare-
cimento de novas verso˜es sa˜o criados novos perfis, sempre integrando os anteriores o que simplifica
a tarefa de definic¸a˜o de novos perfis. Havendo a reutilizac¸a˜o dos perfis, existe tambe´m uma maior
garantia de compatibilidade entre as diferentes verso˜es da ferramenta. A Figura 4.16 apresenta
o perfil base, e este e´ constitu´ıdo pelos objetos base definidos no aˆmbito da linguagem NSDL e
pelo cena´rio de visualizac¸a˜o. Outros perfis podera˜o ser criados a partir do perfil base, mas podera˜o
tambe´m ser criados perfis mais simples, por exemplo, com o node e o link apenas, que sa˜o os objetos
mı´nimos para a descric¸a˜o de cena´rios de rede mais simples.




















































Figura 4.17: Perfil com grande parte dos objetos ja´ definidos para a linguagem NSDL
palmente a simplicidade e a interoperabilidade. Um utilizador da framework ao adicionar uma nova
ferramenta pode criar todos os objetos e cena´rios necessa´rios de raiz, ou seja, podera´ definir novos
objetos de rede e seus respetivos cena´rios. Caso encontre um perfil ja´ definido e adequado (parcial-
mente ou integralmente) a`s suas necessidades, podera´ utiliza´-lo completamente ou enta˜o integra´-lo
no seu novo perfil. Em ambas as situac¸o˜es, as descric¸o˜es de cena´rios de rede que construir com
base nesse perfil tera˜o de forma completa, ou pelo menos de forma parcial, a possibilidade de serem
utilizados em diversas ferramentas, conseguindo, deste modo, um elevado grau de compatibilidade
entre as ferramentas. O co´digo completo das definic¸o˜es dos objetos que foram apresentados neste
cap´ıtulo, e que constituem o perfil base, pode ser consultado no Apeˆndice A.
A Figura 4.17 apresenta muitas extenso˜es de objetos ja´ criadas no aˆmbito da linguagem NSDL
e, ale´m dos cena´rios ja´ referidos neste cap´ıtulo, simulation e visualization, tambe´m identifica outros
cena´rios previstos no aˆmbito da Framework NSDL.
Os perfis revelaram-se essenciais para a Framework NSDL pelo suporte providenciado na de-
finic¸a˜o de uma organizac¸a˜o clara dos seus objetos e por facilitarem a integrac¸a˜o de novos cena´rios.
A gesta˜o das extenso˜es da framework seria muito trabalhosa sem um mecanismo como o perfil.
Outra consequeˆncia da sua inexisteˆncia seria o aparecimento de mu´ltiplos objetos similares que
sem a possibilidade de os relacionar, comprometeria a interoperabilidade entre ferramentas.
Com os perfis finda a parte do cap´ıtulo reservado a` apresentac¸a˜o da linguagem NSDL e dos
seus componentes. Seguindo a pro´pria estrutura da linguagem foram identificados: primeiro, os
objetos de rede; depois, os cena´rios de rede criados; terminando a apresentac¸a˜o com os perfis da
linguagem. Na pro´xima secc¸a˜o sera˜o apresentadas as concluso˜es sobre a linguagem NSDL.
4.6 Concluso˜es
A principal limitac¸a˜o encontrada nas linguagens de descric¸a˜o existentes foi a dificuldade em estas
serem reutilizadas entre diferentes ferramentas e/ou domı´nio de rede. A proposta de uma nova
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linguagem, a NSDL, foi a opc¸a˜o considerada adequada para facilitar a interoperabilidade entre
ferramentas de rede. Um princ´ıpio seguido na linguagem NSDL foi a existeˆncia de dois elementos
para organizar a informac¸a˜o de um cena´rio de rede. A topologia de rede e as caracter´ısticas dos
objetos de rede sa˜o colocados sob <network>. As informac¸o˜es sobre uma ou va´rias determinadas
perspetivas ou contextos de gesta˜o e operac¸a˜o da rede sa˜o colocadas em <scenarios>.
A separac¸a˜o criada entre os elementos <network> e <scenarios>, mais do que uma forma simples
de organizac¸a˜o, visa garantir uma melhor interoperabilidade entre ferramentas de rede ao n´ıvel da
inclusa˜o e construc¸a˜o de cena´rios de rede. Os objetos de rede definidos procuram ser simples e
relacionados com os componentes de rede reais e, assim, devera˜o ser facilmente interpretados por
uma qualquer ferramenta de rede ou utilizador. Portanto, numa primeira abordagem, procurou-se
atingir uma interoperabilidade o mais extensa e alargada poss´ıvel. A descric¸a˜o detalhada de um
qualquer objeto ou domı´nio rede e´ tambe´m poss´ıvel atrave´s da definic¸a˜o de novos objetos e/ou da
construc¸a˜o de extenso˜es dos objetos ja´ existentes. Esta devera´ ser feita com algum cuidado para
na˜o comprometer e dificultar a interoperabilidade.
Os cena´rios sera˜o responsa´veis pela descric¸a˜o de diferentes caracter´ısticas, como o ambiente
envolvente da rede, das interac¸o˜es com os utilizadores e de outros requisitos ou informac¸o˜es que se
pretendam sobre essa rede. A consulta e edic¸a˜o de cena´rios de rede espec´ıficos apenas sera´ poss´ıvel
por ferramentas desses domı´nios e/ou ferramentas com propo´sitos semelhantes. A separac¸a˜o das es-
truturas tem tambe´m como vantagem a flexibilidade, isto porque permite a criac¸a˜o e a manutenc¸a˜o
de diferentes descric¸o˜es de cena´rios para a mesma rede.
A linguagem NSDL, ale´m da estrutura com todos os objetos e cena´rios apresentados, inclui
ainda um u´ltimo componente para a organizac¸a˜o de grupos de elementos NSDL: o perfil. Surge
como mais um componente para reforc¸ar a interoperabilidade. O perfil simplifica a tarefa inicial
de utilizac¸a˜o da NSDL e permite guiar o crescimento da linguagem de uma forma mais controlada,
orientando os utilizadores para a reutilizac¸a˜o de objetos e cena´rios.
A linguagem NSDL integra muitas das caracter´ısticas ja´ presentes em outras linguagens. Os
principais objetos e caracter´ısticas na˜o sa˜o elementos inovadores, mas a divisa˜o proposta para o
cena´rio de rede e alguns dos objetos, como o domı´nio e, com algumas excec¸o˜es, o interface, na˜o
existem nas outras linguagens. O foco deste trabalho foi a interoperabilidade entre ferramentas
de rede e, para atingir esse fim, as descric¸o˜es dos objetos de rede sa˜o independentes de uma
qualquer ferramenta, algo tambe´m na˜o observado nas linguagens estudadas. Outros componentes
da linguagem, como os templates, views e perfis, facilitam a utilizac¸a˜o da linguagem na construc¸a˜o
de cena´rios complexos e variados. Espera-se assim conseguir uma linguagem simples, flex´ıvel e
abrangente na descric¸a˜o de redes de comunicac¸a˜o.
O resto desta tese apresenta algumas das implementac¸o˜es e testes feitos a` linguagem NSDL. Os
cap´ıtulos 5 e 6 apresentam a extensa˜o da linguagem, e da Framework NSDL, para os simuladores
Network Simulator 2 e Network Simulator 3, respetivamente. O cap´ıtulo 7 estende a linguagem




Implementac¸a˜o NSDL de Redes com
Qualidade de Servic¸o com NS2
5.1 Introduc¸a˜o
A primeira aplicac¸a˜o integrada da Framework NSDL foi o simulador de redes Network Simulator 2
(NS2) e a sua escolha deveu-se, principalmente, a este ser um dos simuladores de rede mais usados
para o teste e para a validac¸a˜o de novos componentes para as redes de dados pelas comunidades
de investigac¸a˜o e desenvolvimento da a´rea das redes. Ale´m da sua grande utilizac¸a˜o, uma segunda
raza˜o para a sua escolha foi tambe´m procurar utilizar a framework para ultrapassar algumas das
suas limitac¸o˜es. Uma das limitac¸o˜es detetada foi a dificuldade em ser utilizado por utilizadores
pouco experientes, sobretudo para a especificac¸a˜o de cena´rios de redes com Qualidade de Servic¸o
(QoS), mais especificadamente para a arquitetura de Servic¸os Diferenciados (DiffServ). Assim, o
trabalho apresentado neste cap´ıtulo detalha o processo de integrac¸a˜o do NS2 na Framework NSDL,
dando uma atenc¸a˜o particular aos objetos da arquitetura DiffServ.
A organizac¸a˜o do resto do cap´ıtulo e´ detalhada de seguida. A secc¸a˜o 5.2 apresenta as principais
caracter´ısticas e aspetos da realizac¸a˜o de simulac¸o˜es de redes no NS2. Na secc¸a˜o 5.3 e´ apresentada
uma visa˜o geral da arquitetura DiffServ e os seus componentes principais. E´ feita ainda uma
breve comparac¸a˜o com outra arquitetura, os Servic¸os Integrados, e sa˜o apresentadas as principais
vantagens e desvantagens da sua utilizac¸a˜o. Segue-se, na secc¸a˜o 5.4, a apresentac¸a˜o do detalhe
da implementac¸a˜o dos routers de borda e de nu´cleo para a arquitetura DiffServ no simulador
NS2. A definic¸a˜o em NSDL dos demais objetos da arquitetura de DiffServ e´ enta˜o detalhada
na secc¸a˜o 5.5, apresentando a relac¸a˜o entre a especificac¸a˜o dos objetos DiffServ em NS2 e os
objetos suportados pela Framework NSDL. A transformac¸a˜o dos cena´rios definidos em NSDL para
a linguagem utilizada pelo NS2 e´ apresentada na secc¸a˜o 5.6. Nesta secc¸a˜o e´ aprofundada a estrutura
de cada uma das linguagens e mostrado como estas se relacionam. Os testes feitos a` implementac¸a˜o
e a` utilizac¸a˜o do NS2 com a Framework NSDL por um grupo de utilizadores sa˜o descritos na secc¸a˜o
5.7 e sa˜o apresentados os principais resultados dessa utilizac¸a˜o. Na secc¸a˜o 5.8 sa˜o apresentadas as
concluso˜es deste cap´ıtulo, destacando os principais resultados obtidos do desenvolvimento do perfil
NS2.
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Componentes do NS2













Figura 5.1: Arquitetura do Network Simulator 2
5.2 Network Simulator 2
O Network Simulator 2 (NS2) e´ um simulador de redes orientados ao objeto e de eventos discretos.
Surgem em 1989 as primeiras verso˜es do NS2 como variante do simulador REAL [136] e, em
1995, sob o projeto Virtual InterNetwork Testbed (VINT) da Defense Advanced Research Projects
Agency (DARPA) sa˜o feitos os maiores desenvolvimentos do seu nu´cleo e os principais modelos
de rede [34]. A DARPA mante´m a gesta˜o do desenvolvimento e atualizac¸a˜o do simulador, mas
e´ grac¸as a uma comunidade grande de utilizadores e contribuidores que tornam o NS2 num dos
simuladores mais utilizados para a investigac¸a˜o e desenvolvimento de tecnologias de rede [34, 146].
Ale´m de ser usado principalmente nas a´reas referidas, o NS2 e´ tambe´m usado no ensino de redes
de computadores [45, 203, 220].
O NS2 foi constru´ıdo de forma a permitir a simulac¸a˜o dos mais variados tipos de redes. Cobre
um grande nu´mero de aplicac¸o˜es, de tipos de redes, de objetos de rede e de modelos de tra´fego.
De entre muitas possibilidades, as simulac¸o˜es no NS2 podem incluir, por exemplo, os seguintes
elementos [15]:
• Os protocolos de transporte TCP, UDP e RTP;
• A gerac¸a˜o de comportamentos de tra´fego FTP, Telnet, Web, CBR e VBR;
• Os mecanismos de gesta˜o de fila DropTail, RED e CBQ;
• O algoritmo de encaminhamento Dijkstra;
• Os algoritmos de agendamento Fair Queuing, Deficit Round Robin e First-in First-out ;
• As redes com fios e as redes sem fios (locais e sate´lite);
• O multicast e protocolos da camada MAC para Local Area Networks, e;
• Diversas tecnologias como o GRPS, o IPv6 mo´vel, o RSRV, o MPLS e as redes Ad-hoc.
A lista na˜o esta´ completa e muitos outros exemplos de objetos e tecnologias de rede podem
ser simulados. A Figura 5.1 apresenta a arquitetura do NS2 com os seus principais componentes.
O co´digo OTcl conte´m todos os objetos de rede e as suas propriedades, as relac¸o˜es entre eles e

















Figura 5.2: Processo de utilizac¸a˜o do NS2, adaptado de [220]
e executa a simulac¸a˜o produzindo resultados em diversos formatos. Os formatos implementados
permitem a validac¸a˜o e avaliac¸a˜o da simulac¸a˜o atrave´s de dois formatos:
• O ficheiro trace, contendo o registo de todos os eventos ocorridos durante a simulac¸a˜o. A
ana´lise deste ficheiro permite obter estat´ısticas variadas e a construc¸a˜o de gra´ficos para a
visualizac¸a˜o dos mais variados aspetos da simulac¸a˜o. Este u´ltimo e´ exemplificado com o
componente xGraph [281] na Figura 5.1, utilita´rio Unix/Linux externo ao NS2 mas utilizado
no aˆmbito deste, e;
• O ficheiro animac¸a˜o, conte´m a informac¸a˜o dos eventos que permitem a apresentac¸a˜o da si-
mulac¸a˜o sob a forma de uma animac¸a˜o na ferramenta Network ANimator (NAM) [80].
O NS2 utiliza duas linguagens para a construc¸a˜o de simulac¸o˜es: o C++ e o Object-oriented
Tool Command Language (OTcl) [279]. Ambas sa˜o orientadas ao objeto, mas teˆm no NS2 pape´is
distintos. O C++ e´ uma linguagem que necessita ser compilada (lento), mas a sua execuc¸a˜o e´
ra´pida. O OTcl e´ uma linguagem interpretada (flex´ıvel), mas mais lenta que o C++. O uso
equilibrado das duas linguagens permite a construc¸a˜o eficiente de simulac¸o˜es no NS2. A execuc¸a˜o
de simulac¸o˜es com muitos objetos obriga a ter em considerac¸a˜o a linguagem C++ por questo˜es de
desempenho. A execuc¸a˜o de simulac¸o˜es mais simples pode ser descrita apenas recorrendo ao OTcl,
permitindo muitas alterac¸o˜es para cada repetic¸a˜o da simulac¸a˜o [127].
O C++ e´ usado no nu´cleo do NS2 para a escrita do conjunto de primitivas de simulac¸a˜o que
necessitam de grande desempenho, como o agendamento dos eventos e os componentes de rede base,
de forma a reduzir os tempos de processamento dos pacotes e dos eventos. Os objetos compilados a
partir do co´digo C++ sa˜o ligados ao interpretador OTcl por interme´dio da criac¸a˜o de objetos OTcl
ideˆnticos, tendo as mesmas func¸o˜es e varia´veis oferecidas pelo objeto C++. Assim, o controlo
dos objetos C++ e´ feito pelos objetos OTcl. A Figura 5.1 apresenta a ligac¸a˜o entre os objetos
C++ e OTcl, concretizada na pra´tica pela linguagem TCL with CLasses (TclCL). Existe ainda a
possibilidade de existirem objetos C++ e OTcl sem qualquer ligac¸a˜o. Os primeiros devido a na˜o
ser necessa´rio o seu controlo na simulac¸a˜o. Os segundos por iniciativa do utilizador para criarem
um componente na˜o existente no nu´cleo do simulador.
A Figura 5.2 apresenta o processo de utilizac¸a˜o do NS2 para o desenvolvimento de simulac¸o˜es.
O processo mais curto, indicado a linha tracejada na Figura 5.2, e´ o processo utilizado para a
realizac¸a˜o de simulac¸o˜es com os objetos ja´ dispon´ıveis no simulador. Os utilizadores criam um
script OTcl, executam a simulac¸a˜o e avaliam os resultados. Podera˜o, se necessa´rio, retificar o
script OTcl e repetir o processo ate´ cumprirem os objetivos da simulac¸a˜o.
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O processo mais longo apresentado na Figura 5.2 adiciona a criac¸a˜o dos novos objetos C++
(ou novos objetos de rede) e a recompilac¸a˜o do NS2. Apo´s a realizac¸a˜o do resto do processo ate´
a` avaliac¸a˜o dos resultados, o utilizador podera´ apenas retificar o OTcl ou reiniciara´ o processo
modificando a classe C++.
A vantagem principal do NS2 e´ sua grande base de utilizadores e que, em muitos casos, con-
tribu´ıram com novos objetos para o simulador. Este fato deu ao NS2 a possibilidade de simular
muitos tipos de redes e, consequentemente, um maior interesse por parte de outros utilizadores. A
opc¸a˜o de duas linguagens, apesar de tornar mais complexa a sua utilizac¸a˜o para novos utilizadores,
na˜o impediu a sua utilizac¸a˜o na maioria dos trabalhos de investigac¸a˜o publicados, por exemplo, nas
atas da confereˆncia ACM International Symposium on Mobile Ad Hoc Networking and Computing
(MobiHoc) [146].
O NS2 tem ainda capacidades de emulac¸a˜o, ou seja, o simulador pode ser integrado e interagir
com uma rede real [144, 163] e existem tambe´m alguns projetos para o desenvolvimento de com-
ponentes para a implementac¸a˜o de simulac¸o˜es paralelas e distribu´ıdas com o NS2 [226, 229, 282].
5.3 Arquitetura de Servic¸os Diferenciados
As redes de dados constru´ıdas nas u´ltimas de´cadas proporcionaram, fundamentalmente, aos seus
utilizadores um servic¸o padra˜o, cujo caracter´ıstica principal era a preocupac¸a˜o na entrega correta
dos dados, usando para isso uma ou va´rias rotas de entre as dispon´ıveis entre o emissor e receptor
dos dados e reenvio de informac¸a˜o em caso de perdas ou erros. O protocolo de transporte TCP
(Transport Control Protocol) [217] e´ um dos principais exemplos da implementac¸a˜o desse conceito.
O servic¸o disponibilizado para os utilizadores destas redes ficou assim conhecido como ’melhor-
esforc¸o’, do ingleˆs best-effort. Dessa forma, os dados a transmitir sa˜o entregues de uma forma fia´vel
e o mais rapidamente poss´ıvel, mas, em termos pra´ticos, sem qualquer garantia concreta em termos
de largura de banda, lateˆncia, taxa de erros e/ou de perdas.
A entrega fia´vel dos dados e´ suficiente para as aplicac¸o˜es tradicionais, como o e-mail, a trans-
fereˆncia de ficheiros e/ou o Telnet, mas, para aplicac¸o˜es com requisitos temporais, como as emisso˜es
e as confereˆncias de a´udio e v´ıdeo, tal na˜o e´ suficiente. Estas aplicac¸o˜es sa˜o mais exigentes em ter-
mos de largura de banda e mais sens´ıveis em termos lateˆncia e taxa de perdas. Assim, emergem
na de´cada de 90 duas arquiteturas para a Qualidade de Servic¸o (QoS) em rede de comunicac¸a˜o,
com princ´ıpios distintos, que, sobre as redes de dados tradicionais, implementam mecanismos para
a melhoria do servic¸o dado aos utilizadores, principalmente na garantia de um tratamento mais
previs´ıvel para os seus fluxos de dados.
A primeira arquitetura de QoS designou-se por Servic¸os Integrados (IntServ) [32] e utiliza o
princ´ıpio da reserva dos recursos, ou seja, anterior ao envio dos dados, existe um processo de reserva
de recursos em todos os equipamentos existentes na rota, tendo por base as caracter´ısticas do fluxo
a enviar e os requisitos do servic¸o e/ou utilizador. O processo de reserva utiliza um protocolo de
sinalizac¸a˜o para o efeito e, associado aos IntServ, surge o protocolo Resource Reservation Protocol
(RSVP) [33] para realizar essa tarefa. No caso do processo de reserva terminar em sucesso, os dados
sa˜o enta˜o enviados pela rota reservada, esperando obter da rede o tratamento pedido em termos
de largura de banda e atraso. No caso de, pelo menos, um equipamento da rota na˜o confirmar a
reserva, enta˜o o processo falha e os dados apenas podem ser enviados numa base de best-effort.
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A arquitetura IntServ adicionou ao tra´fego a circular nas redes de dados uma caracter´ıstica
nova, ale´m da entrega fia´vel: a possibilidade de este circular na rede com garantias em termos de
largura de banda, de atraso e de perdas. Outras vantagens desta arquitetura sa˜o [165]:
• A sua flexibilidade, permitindo a diferentes fluxos com diferentes requisitos poderem ter
tratamentos distintos ao atravessar a rede;
• Darem aos operadores das redes um mecanismo que permitia oferecer aos clientes va´rios n´ıveis
de servic¸o e, com isso, aumentarem as suas receitas, e;
• Suportarem um modelo lado-a-lado (end-to-end), onde as aplicac¸o˜es podem requisitar um
servic¸o a` rede para funcionarem de forma correta.
A grande limitac¸a˜o dos IntServ e´ a sua escalabilidade, ou seja, a reserva de alguns fluxos e´
facilmente conseguida mas, num ambiente como a Internet, onde existe um grande nu´mero de
fluxos, a gesta˜o das reservas torna-se muito complexa. A tarefa de manter a informac¸a˜o de estado
de cada uma das reservas e´ crescente com o aumento de fluxos, exigindo ao no´ uma maior quantidade
de recursos, em termos de desempenho e de quantidade de memo´ria. Em redes locais o uso dos
IntServ e´ considerado via´vel, mas na Internet, pela sua dimensa˜o e heterogeneidade, tal na˜o e´
poss´ıvel.
A segunda arquitetura para a QoS sa˜o os Servic¸os Diferenciados (DiffServ) [28]. A sua carac-
ter´ıstica principal e´ a utilizac¸a˜o de mecanismos de provisionamento nas redes para a gesta˜o de um
conjunto limitado de fluxos, designados por classes de tra´fego. Ao contra´rio de IntServ, que e´ base-
ada na reserva dos recursos de rede para cada fluxo de dados, DiffServ prepara os recursos da rede
para o suporte a apenas algumas classes de tra´fego e garantem a marcac¸a˜o dos fluxos individuais
de dados na sua origem ou na entrada do domı´nio de rede DiffServ de forma a pertencerem a uma
das classes suportadas. Ou seja, em DiffServ o tratamento e´ feito por grupo de fluxos, ou classe, e
na˜o por fluxo individual, como em IntServ.
Uma raza˜o forte para o aparecimento de DiffServ foi de forma a colmatar a limitac¸a˜o de esca-
labilidade presente em IntServ em redes de grande dimensa˜o ou com um grande nu´mero de fluxos
de dados. Os recursos necessa´rios para gerir um nu´mero pequeno de classes de tra´fego sa˜o muito
menores que no caso de IntServ e tornam DiffServ uma soluc¸a˜o adequada para redes de grande
dimensa˜o, como a Internet. Outras tarefas, mais complexas e exigentes, como classificac¸a˜o e poli-
ciamento da utilizac¸a˜o da rede, esta˜o implementadas, mas apenas nos limites (borda) das redes. A
maior simplicidade em cada no´ do interior da rede visa um encaminhamento ra´pido, obtendo-se,
previsivelmente, um melhor desempenho da rede, comparativamente a IntServ.
O tratamento dado ao tra´fego de cada classe em cada no´ e´ designado por Per-Hop Behaviour
(phb). A utilizac¸a˜o dos phb’s permite a inexisteˆncia de estados para cada fluxo de dados individual.
Cada pacote que chega ao no´s e´ identificado por um co´digo de 6 bits colocado no campo Type of
Service do cabec¸alho Internet Protocol (IP) que se designa por DiffServ Codepoint (DSCP) [186].
Por consulta ao DSCP no pacote, o phb’s e´ identificado e´ o pacote e´ direcionado para a fila respetiva
onde sera´ tratado da forma que estiver definida para a sua classe. As propriedades que constituem
um dado tratamento sa˜o a prioridade (relativa a outros phb’s) e/ou atraso e probabilidade de
descarte em caso de congesta˜o da rede. Os mecanismos utilizados sa˜o as filas, ou dito de outra
forma, a gesta˜o das filas e uso de pol´ıticas diversas para o agendamento de pacotes.
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Figura 5.3: Componentes do condicionamento de tra´fego a` entrada de um domı´nio DiffServ
Os componentes, ou mecanismos, pertencentes a` arquitetura DiffServ podem ser agrupados em
dois grupos, estando cada grupo relacionado com um conjunto de no´s. Assim, as funcionalidades
de identificac¸a˜o/classificac¸a˜o e condicionamento dos fluxos ocorrem nos limites da rede e sa˜o da
responsabilidade dos no´s de entrada e sa´ıda da rede, designados por no´s de borda. As func¸o˜es de
encaminhamento de cada pacote baseado no tratamento definido para a sua classe a sa˜o imple-
mentadas nos no´s interiores da rede ou no´s de nu´cleo. Nas secc¸o˜es seguintes sa˜o apresentadas as
func¸o˜es de cada um dos no´s.
5.3.1 Func¸o˜es dos no´s de borda
Os no´s de borda esta˜o nos limites da rede e referem-se aos no´s onde os fluxos de dados da˜o entrada
e/ou sa´ıda da rede. Estes conceitos de entrada e sa´ıda dependem da existeˆncia de um sentido
corrente para o fluxo de dados, mas se tal na˜o acontecer, enta˜o os significados sa˜o dinaˆmicos, ou
seja, um no´ pode ser entrada na rede para um fluxo e ser sa´ıda de rede para outro fluxo. As
func¸o˜es principais e que sera˜o apresentadas no aˆmbito de DiffServ sa˜o func¸o˜es na entrada da rede,
e como a distinc¸a˜o entre o papel de entrada e sa´ıda na˜o e´ fundamental, por razo˜es de clareza, sera˜o
identificados, simplesmente, como no´s de borda.
E´ responsabilidade dos no´s de borda realizar o condicionamento do tra´fego que entra na rede. O
condicionamento passa por aceitar e marcar (ou na˜o) o tra´fego que entra na rede e por ajusta´-lo aos
contratos de servic¸o definidos previamente. A concretizac¸a˜o do condicionamento tem como primeira
func¸a˜o a classificac¸a˜o de cada pacote num determinado agregado. Esta classificac¸a˜o baseia-se num
conjunto de cinco componentes presentes nos cabec¸alhos dos protocolos TCP e IP: os enderec¸os
de origem e destino, as portas de origem e destino e o protocolo; este conjunto e´ referido como
5-tuples. De seguida e´ invocada a func¸a˜o de medida que mante´m informac¸a˜o de tra´fego para cada
fluxo e determina se o pacote atual esta´ dentro dos paraˆmetros definidos no Service Level Agreement
(SLA)1, considerando-o enta˜o ’in-profile’, ou, caso contra´rio, ’out-of-profile’. A marcac¸a˜o e´ enta˜o
realizada atribuindo o DSCP adequado ao pacote. No caso do pacote ja´ estar marcado pode saltar
a marcac¸a˜o ou, devido a estar ’out-of-profile’, pode ser remarcado. Por u´ltimo, o pacote podera´ ser
moldado, atrave´s de tampo˜es – buffers – de forma a alcanc¸ar a taxa definida no SLA, ou mesmo
ser descartado. Estes dois casos ocorrem com diferentes probabilidades e apenas nos momentos de
congesta˜o na rede [25]. A Figura 5.3 apresenta os componentes descritos.
1 O SLA e´ um contrato entre um cliente e um fornecedor de servic¸os e, no contexto dos DiffServ, especifica o tipo
de tratamento recebido pelos fluxos de tra´fego do cliente ao passarem pela rede do fornecedor de servic¸os.
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Neste momento, os pacotes entram no nu´cleo da rede onde recebera´ o tratamento adequado ao
seu agregado.
5.3.2 Func¸o˜es dos no´s de nu´cleo
O nu´cleo da rede devera´ ser eficiente no encaminhamento dos pacotes que la´ transitam e, assim,
cada salto – ou hop – de um no´ para o seguinte devera´ ser feito no menor tempo poss´ıvel. A
avaliac¸a˜o de cada pacote ocorre pela consulta ao DSCP e, por esse facto, considera-se muito mais
expedito que a consulta aos 5-tuples realizada no caso de IntServ.
A cada DSCP corresponde um phb, significando uma fila e uma prioridade espec´ıfica em relac¸a˜o
aos restantes agregados de fluxos. Esta diferenc¸a nos recursos de cada no´ de nu´cleo concretiza
diferentes tratamentos para cada pacote a circular na rede, em termos de largura de banda, atraso,
variac¸a˜o do atraso e perdas. O nu´mero poss´ıvel de phb’s e´ grande e, de forma a coordenar a
sua implementac¸a˜o em muitos no´s de nu´cleo, duas classes de servic¸os foram normalizadas: os
Servic¸os Expeditos (EF, de Expedited Forwarding) [65] e os Servic¸os Assegurados (AF, de Assured
Forwarding) [107].
Os AF pretendem fornecer uma gama variada de servic¸os melhores que o comum best-effort,
ou seja, va´rios n´ıveis de atraso, variac¸a˜o do atraso e perdas, adequados a diferentes necessidades
e, normalmente, surge associado a tra´fego mais ela´stico, ou seja, a um tra´fego que tolera algum
atraso e/ou perdas.
Os EF pretendem suportar os fluxos que requerem servic¸os com um n´ıvel baixo de perdas,
atrasos mı´nimos e com pequenas variac¸o˜es no atraso [14]. Um exemplo de aplicac¸a˜o dos EF e´ no
transporte de dados em tempo real, como uma confereˆncia a´udio. A gama de valores poss´ıveis para
os AF e´ bastante maior que para os EF.
O tra´fego best-effort na˜o tera´ qualquer tratamento espec´ıfico e ser-lhe-a´ aplicado um tratamento
mais simples e designado como Default Forwarding (DF). Podera´ ser-lhe garantida alguma largura
de banda, mas os pacotes desta classe podera˜o ser perdidos, reordenados, duplicados ou atrasados
aleatoriamente.
A configurac¸a˜o dos phb’s de um domı´nio podera´ ser feita de duas formas: esta´tica e dinaˆmica.
No caso da configurac¸a˜o esta´tica, a rede e´ planeada com base em padro˜es de tra´fego previstos e, em
cada no´, sa˜o definidos os phb’s adequados. E´ um me´todo simples, mas pouco flex´ıvel, sendo pouco
adequado para redes com padro˜es de tra´fego varia´veis e imprevistos. A configurac¸a˜o dinaˆmica
baseia-se na utilizac¸a˜o de te´cnicas de gesta˜o da rede que monitorizam e atualizam os phb’s de
forma a manter a rede num n´ıvel de uso pro´ximo dos seus objetivos. O trabalho apresentado em
[187] e´ um exemplo de uma implementac¸a˜o de uma arquitetura de gesta˜o de um domı´nio DiffServ
recorrendo a uma entidade central com func¸o˜es de administrac¸a˜o, designada por Bandwitdh Broker
(BB). O BB conte´m, sobre a rede, as pol´ıticas de funcionamento e o registo dos n´ıveis de utilizac¸a˜o
de cada um dos fluxos e, na recepc¸a˜o de novos pedidos de tra´fego, reorganiza a rede, respeitando
as pol´ıticas e os fluxos existentes.
5.3.3 Vantagens e desvantagens
A arquitetura DiffServ funciona no princ´ıpio de provisionamento da rede com base nos dados
estat´ısticos previstos ou atuais da rede e na implementac¸a˜o de tratamentos diferenciados em termos
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relativos, ou seja, um fluxo sera´ mais priorita´rio e recebera´ um melhor tratamento que outro fluxo,
no caso de congesta˜o da rede. As principais vantagens deste mecanismo de gesta˜o de uma rede sa˜o:
• Escalabilidade: no facto de ser apenas necessa´rio em qualquer no´ da rede manter um
conjunto limitado de informac¸o˜es, ou seja, o estado de cada uma das classes e na˜o o estado
de cada fluxo. Esta caracter´ıstica permite que DiffServ possa ser implementada em redes de
grande dimensa˜o, como a Internet;
• Otimizac¸a˜o da rede: a agregac¸a˜o de tra´fego permite uma utilizac¸a˜o mais eficiente da rede,
permitindo mais fluxos e uma maior utilizac¸a˜o dos recursos, e;
• Rapidez: o envio de dados pode-se iniciar de imediato, na˜o requerendo um processo de
admissa˜o. Apo´s a configurac¸a˜o do policiamento no no´ de borda, para que este reconhec¸a o
fluxo, todas as sesso˜es de dados desse fluxo podem ocorrer sem atrasos.
As vantagens de DiffServ sa˜o, em grande parte, as desvantagens de IntServ e e´ normal que assim
seja visto que foram desenhados, essencialmente, para oferecer um servic¸o para os contextos onde
IntServ na˜o e´ uma soluc¸a˜o adequada. No entanto, DiffServ tambe´m tem algumas desvantagens que
impedem uma utilizac¸a˜o mais alargada desta arquitetura e que sa˜o:
• Sem garantias r´ıgidas: pode oferecer garantias estat´ısticas, mas dif´ıcil de garantir um certo
valor para o atraso ou perda no caso de uma grande congesta˜o na rede a um qualquer fluxo;
• Pouco flex´ıvel: a diferenciac¸a˜o de tra´fego esta´ sempre limitada a um determinado nu´mero
de classes, e esse facto podera´ ser relevante em alguns contextos, e;
• Sem suporte lado-a-lado (end-to-end): e´ uma arquitetura adequada para as redes de
nu´cleo, onde se realiza a gesta˜o de fluxos agregados, mas que na˜o suporta o servic¸o entre a
origem e o destino do fluxo, fundamental para algumas aplicac¸o˜es exigentes em termos um
ou va´rios paraˆmetros de rede (largura de banda e/ou atraso, por exemplo).
DiffServ, foco principal desta secc¸a˜o, surge enta˜o como uma opc¸a˜o mais adequada em termos de
escalabilidade e otimizac¸a˜o da rede, mas menos apropriado no tratamento de fluxos individuais, em
ambos os casos relativamente a` IntServ. De forma complementar a esta secc¸a˜o, sera˜o apresentadas,
brevemente, mais alguns to´picos relevantes na a´rea de QoS.
Uma tecnologia muito importante, e posterior a`s duas arquiteturas ja´ referidas, para a QoS e´
o Multi Protocol Label Switch (MPLS) [234] e tem como objetivo o encaminhamento ra´pido dos
pacotes surgindo como uma convergeˆncia entre o ambiente sem ligac¸a˜o do IP e os circuitos virtuais
da tecnologia Asynchronous Transfer Mode (ATM) [275]. O MPLS oferece aos ambientes IP um
paradigma mais simples de encaminhamento, por interme´dio da adic¸a˜o de um cabec¸alho MPLS aos
pacotes IP, e, mecanismos para o estabelecimento de caminhos expl´ıcitos na rede, com o propo´sito de
suportar servic¸os mais complexos e com requisitos variados. O MPLS surge como uma tecnologia
fundamental para a aplicac¸a˜o de conceitos avanc¸ados para a gesta˜o de redes, designados como
Engenharia de Tra´fego (TE, de Traffic Engeneering). A TE tem como propo´sito a aplicac¸a˜o de
princ´ıpios cient´ıficos e tecnolo´gicos para a medic¸a˜o, caraterizac¸a˜o, modelac¸a˜o e controlo de tra´fego
[12]. O balanceamento do tra´fego por diferentes caminhos como forma de utilizac¸a˜o otimizada de
uma rede e´ um exemplo do uso das tecnologias MPLS e TE.
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A existeˆncia de cena´rios de rede com requisitos mais complexos levou a` necessidade, e ao
aparecimento, de diferentes abordagens para o problema da QoS. Os trabalhos [26, 85, 86], atrave´s
de abordagens h´ıbridas, juntam algumas das arquiteturas e tecnologias para soluc¸o˜es mais flex´ıveis
e ajustadas a diferentes cena´rios, mas tambe´m com um grau crescente de complexidade. Em [165]
as diversas opc¸o˜es sa˜o apresentadas e e´ realizada uma ana´lise comparativa. Ale´m das redes com
fios, tambe´m sa˜o apresentadas contribuic¸o˜es para a QoS no domı´nio das redes de sensores sem-fios.
Como citado anteriormente, uma vez que o NS2 ja´ vem sendo utilizado amplamente tanto na
academia como na indu´stria [31, 182, 282], sobretudo em relac¸a˜o a` implementac¸a˜o de cena´rios de
rede DiffServ, a escolha desta ferramenta veio ao encontro da necessidade de validac¸a˜o da proposta
da Framework NSDL dada a maturidade de NS2 e dos cena´rios existentes para os testes realizados
com essa framework.
5.4 Servic¸os Diferenciados no Network Simulator 2
Nesta secc¸a˜o e´ realizada uma breve apresentac¸a˜o dos componentes de NS2 que implementam a
arquitetura DiffServ.
A implementac¸a˜o dos componentes principais de DiffServ no NS2 foi realizada pela companhia
Nortel Networks (NN) [164]. O objeto escolhido para a execuc¸a˜o das funcionalidades da arquitetura
foi a fila (Queue), associado a`s ligac¸o˜es (link ’s) entre os no´s. As pol´ıticas de fila dispon´ıveis sa˜o o
DropTail [113], Class Based Queueing (CBQ) [162] e Random Early Detection (RED) [87], sendo
a u´ltima a base escolhida para construc¸a˜o de um mecanismo que suportasse mu´ltiplas filas f´ısicas,
filas virtuais e as diversas configurac¸o˜es necessa´rias para a diferenciac¸a˜o de tra´fego.
Assim, nesta secc¸a˜o sera´ introduzido primeiro o RED para a gesta˜o das filas. De seguida sera˜o
discutidas as funcionalidades associadas aos no´s de borda e, de seguida, as func¸o˜es dos no´s de
nu´cleo.
5.4.1 Gesta˜o das Filas
Os algoritmos para a gesta˜o de uma fila de pacotes sa˜o variados e, no NS2 existem diversas opc¸o˜es.
No caso da implementac¸a˜o dos DiffServ, a NN optou por utilizar o Random Early Detection (RED)
[87] por o considerar ajustado para a implementac¸o˜es dos mecanismos de prioridade e descarte dos
AF.
O RED e´ um algoritmo para a minimizac¸a˜o da congesta˜o em no´s da rede, mais precisamente em
routers. E´ um substituto ao algoritmo Drop Tail, cujo funcionamento se baseia em aceitar pacotes
enquanto tiver recursos e a proceder ao seu descarte mal esses recursos se esgotem. O Drop Tail e´
muito usado devido a` sua simplicidade e robustez, mas na˜o assegura um tratamento justo a alguns
fluxos e pode provocar a sincronizac¸a˜o global dos fluxos [113].
A atuac¸a˜o do RED passa pela detec¸a˜o da congesta˜o antes de realmente surgir, capturando
alguns dos seus sinais pre´vios. Tendo por base o princ´ıpio de que uma fila grande ao longo do
tempo e´ sinal de congesta˜o na rede, o descarte e/ou marcac¸a˜o dos pacotes pode ocorrer antes de
a fila estar realmente cheia, sinalizando assim as fontes de tra´fego e, previsivelmente, minimizar
a congesta˜o e o descarte de pacotes. O valor usado para a detec¸a˜o da congesta˜o e´ o tamanho
me´dio da fila. Assim, a operac¸a˜o do RED toma treˆs comportamentos distintos, mediante o grau
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Figura 5.4: Comportamento do Random Early Detection (RED)
de congesta˜o na rede, ou seja, mediante a alterac¸a˜o do tamanho me´dio da fila (TMF). De seguida
e´ descrito cada um dos comportamentos aplicados a um pacote:
• Operac¸a˜o normal da rede: o TMF e´ inferior ao paraˆmetro Minimum Threshold (minth),
implica o na˜o descarte e/ou a na˜o marcac¸a˜o do pacote;
• Evitar o congestionamento da rede: o TMF e´ superior ao minth, mas inferior ao Ma-
ximum Threshold (maxth), implica o descarte e/ou marcac¸a˜o do pacote com probabilidade
varia´vel entre zero e um determinado valor de probabilidade ma´ximo de descarte, Maxdrop, e;
• Controlo da congesta˜o: o TMF e´ superior ao maxth, implica o descarte e /ou marcac¸a˜o
do pacote.
A Figura 5.4 apresenta o gra´fico de operac¸a˜o do RED descrita. A implementac¸a˜o do RED nos
DiffServ/NS2 acontece associando uma fila f´ısica de pacotes a uma classe AF e usando diversas filas
virtuais para cada uma das prioridades dentro da classe AF [164]. A configurac¸a˜o dos paraˆmetros
RED com valores distintos para cada fila virtual causa um nu´mero de descarte de pacotes diferente
em cada uma das filas. Como exemplo, o tra´fego pertencente a uma classe AF e o tra´fego best-effort
tera˜o dois co´digos diferentes. O primeiro tera´ valores de minth e maxth superiores ao segundo,
levando a` entrada do tra´fego AF mais tardiamente na zona de congestionamento e de prova´vel
descarte.
O objeto NS2 utilizado para implementar as pol´ıticas de gesta˜o das filas na arquitetura DiffServ
e´ o dsREDQueue e e´ uma extensa˜o do objeto REDQueue, por sua vez, ja´ uma extensa˜o de Queue.
Este objeto tem todos os paraˆmetros para configurar as funcionalidades dos routers de borda e de
nu´cleo. A caracter´ıstica principal do RED para a diferenciac¸a˜o de tra´fego esta´ presente na forma
de estruturar as filas. No caso do NS2, foi criado dois tipos de filas para o RED: a fila f´ısica e
a fila virtual. A fila f´ısica recebe va´rias classes de tra´fego e esta´ relacionada com as pol´ıticas de
agendamento (a apresentar na secc¸a˜o 5.5.1). As filas virtuais sa˜o responsa´veis pela implementac¸a˜o
de diferentes tratamentos a um determinado grupo de pacotes. A estrutura de uma fila completa
e´ apresentada na Figura 5.5.
O limite ao nu´mero de filas f´ısicas e virtuais no NS2 e´ de quatro e treˆs, respetivamente. A
estrutura de fila apresentada na Figura 5.5 e´ uma configurac¸a˜o poss´ıvel. Neste exemplo existe uma
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Figura 5.5: Estrutura de uma fila f´ısica, contendo treˆs filas virtuais com diferentes paraˆmetros
fila f´ısica com treˆs filas virtuais. O nu´mero de filas virtuais e´, por vezes, referido como o nu´mero
de precedeˆncias da fila f´ısica. A entrada numa fila virtual particular acontece quando surge um
pacote marcado com o co´digo associado a essa fila virtual. Os comportamentos de cada fila virtual
sa˜o configurados recorrendo aos paraˆmetros minth, maxth e Maxdrop.
5.4.2 Func¸o˜es dos routers de borda
As responsabilidades do router de borda sa˜o a classificac¸a˜o, a marcac¸a˜o e policiamento de cada pa-
cote. No caso do NS2, o objeto definido para realizar essas func¸o˜es e´ o edgeQueue e e´ uma extensa˜o
do dsREDQueue. Ale´m da responsabilidade de gesta˜o das filas, herdada do objeto dsREDQueue,
o edgeQueue tem a responsabilidade de marcar e policiar os fluxos de tra´fego. O NS2 realiza estas
func¸o˜es atrave´s da classe Policy.
A classificac¸a˜o de cada fluxo e´ feita por interme´dio da identificac¸a˜o dos seus no´s origem e
destino, pertencendo assim todo o tra´fego entre esses dois pontos ao mesmo agregado. O agregado
e´ enta˜o policiado recorrendo a um policiador e tendo por base uma taxa de transfereˆncia ma´xima,
e outros paraˆmetros dependentes do policiador.
O funcionamento gene´rico dos policiadores baseia-se no uso de dois co´digos: o primeiro, de-
signado de co´digo inicial, marca o tra´fego dentro do perfil previamente definido para o agregado,
e o segundo co´digo para marcar o tra´fego fora do perfil (In e Out profile). Alguns policiadores
podem operar com 3 co´digos, existindo enta˜o mais um n´ıvel para diferenciar o tra´fego. Associado
a cada policiador existe um medidor, responsa´vel pela atualizac¸a˜o das varia´veis de estado usadas
pelo policiador para verificar se o pacote recebido esta´ dentro ou fora do perfil.
Os policiadores dispon´ıveis no NS2, com os seus paraˆmetros, sa˜o os seguintes [164]:
• Time Sliding Window Two Color Marker (TSW2CM), usa uma taxa combinada de dados –
Committed information rate (CIR) – e duas precedeˆncias, sendo a menos priorita´ria usada
quando o CIR e´ ultrapassado [59];
• Time Sliding Window Three Color Marker (TSW3CM), usa um CIR, uma taxa de pico de
dados – Peak information rate (PIR) – e treˆs precedeˆncias. A precedeˆncia interme´dia e´ usada
quando o CIR e´ ultrapassado e a precedeˆncia menor e´ usada quando o PIR e´ ultrapassado
[82];
• Token Bucket, usa o CIR e uma rajada combinada de dados – Committed burst size (CBS) –
e duas precedeˆncias. A precedeˆncia menor e´ usada num pacote se, aquando da sua recepc¸a˜o,
o balde esta´ vazio [253];
• Single Rate Three Color Marker (srTCM), usa o CIR, o CBS para colocar o pacote numa de
treˆs precedeˆncias, detalhado em [108], e;
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Tabela 5.1: Lista de paraˆmetros do NS2 para policiamento de tra´fego
Paraˆmetro Observac¸o˜es Policiador(es)
Source node ID Identificador do no´ de origem Todos
Destination node ID Identificador do no´ de destino Todos
Policer type Designac¸a˜o do policiador de tra´fego Todos
Meter type Medidor de tra´fego Todos
Initial code point Co´digo inicial Todos
CIR Committed information rate Todos
CBS Committed burst size TokenBucket, srTCM e trTCM
EBS Excess burst size srTCM
PIR Peak information rate TSW3CM e trTCM
PBS Peak burst size trTCM
C bucket Committed bucket
E bucket Excess bucket
P bucket Peak bucket
Arrival time of last packet Tempo de chegada do u´ltimo pacote
Average sending rate Taxa me´dia de envio
TSW window length Janela para os policiadores TSW TSW2CM e TSW3CM
• Two Rate Three Color Marker (trTCM), usa o CIR, o CBS, o PIR, e a dimensa˜o da rajada
de pico – Peak burst size (PBS) – para escolher entre duas precedeˆncias, como descrito em
[109].
A Tabela 5.1 apresenta os paraˆmetros dispon´ıveis no NS2 para os policiadores. Um policiador
espec´ıfico podera´ apenas usar alguns desses paraˆmetros. A gesta˜o das filas numa rede real e´
realizada no node. Ou seja, um pacote entra no no´ e´ encaminhado e, posteriormente, tratado
mediante a carga e paraˆmetros de uma certa fila. No NS2 o objeto fila (queue) esta´ implementado
no link e, no caso particular dos DiffServ, necessita da definic¸a˜o de ligac¸o˜es unidirecionais, ou seja,
link’s simplex. As func¸o˜es de borda devem ser associadas aos link ’s que partem de um router edge
para um router core. A Figura 5.6 conte´m um extrato de um co´digo OTcl de uma simulac¸a˜o de
rede com DiffServ e, neste co´digo, e´ apresentada a implementac¸a˜o dos comandos que realizam as
func¸o˜es de borda num router edge.
Apesar da limitac¸a˜o na classificac¸a˜o do tra´fego, os comandos da implementac¸a˜o Nortel Networks
permitem caracterizar bastante bem todas as func¸o˜es de borda de uma rede DiffServ. Existem
muitos outros componentes que podem ainda ser implementados, como os Bandwith Brokers, mas os
componentes ja´ descritos permitem construir simulac¸o˜es com diferenciac¸a˜o de tra´fego. A explicac¸a˜o
detalhada das funcionalidades presentes na Figura 5.6 podem ser consultadas no Anexo B.1.
5.4.3 Func¸o˜es dos routers de nu´cleo
As func¸o˜es no nu´cleo de uma rede DiffServ servem para encaminhar de forma expedita os pacotes,
mas tambe´m de forma diferenciada. O objeto dsREDQueue conte´m os mecanismos ja´ descritos na
secc¸a˜o 5.4.1 para a criac¸a˜o e gesta˜o das filas. O mecanismo ainda na˜o descrito e´ o agendamento de
pacotes (scheduling), ou seja, as regras para a selec¸a˜o da fila de onde saira´ o pro´ximo pacote.
Os algoritmos de agendamento dispon´ıveis no contexto do NS2/DiffServ sa˜o os seguintes [192]:
• Round Robin (RR), e´ o algoritmo por omissa˜o e retira pacotes de todas as filas f´ısicas de
forma igual, independente do tamanho da fila e/ou qualquer prioridade de tra´fego, passando
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1 $ns simplex-link $edge $core 10Mb 10ms dsRED/edge
2 ...
3 set fEdCo [[$ns link $edge $core] queue]
4 ...
5 $fEdCo set numQueues_ 2
6 $fEdCo setNumPrec 1
7 $fEdCo addPolicyEntry [$srvA id] [$cltA id] TSW2CM 10 100000
8 $fEdCo addPolicyEntry [$srvB id] [$cltB id] TSW2CM 0 500000
9 $fEdCo addPolicerEntry TSW2CM 10 0;
10 $fEdCo addPolicerEntry TSW2CM 0 0
11 $fEdCo configQ 0 0 5 15 0.3
12 $fEdCo configQ 1 0 15 30 0.7
13 $fEdCo addPHBEntry 10 0 0





Figura 5.6: Extrato de co´digo Tcl para a configurac¸a˜o das func¸o˜es de borda
de fila em fila circular e regularmente. Na˜o existe, verdadeiramente, diferenciac¸a˜o de tra´fego
a este n´ıvel;
• Weighted Round Robin (WRR), e´ uma extensa˜o ao RR e permite adicionar diferentes pesos a
cada fila, definindo um valor em termos de nu´mero de pacotes ou bytes que ira´ retirar de cada
fila num dado momento. As filas de maior peso tera˜o mais pacotes servidos relativamente a`s
restantes. Este algoritmo ja´ permite descriminar o tra´fego a este n´ıvel e, por passar por todas
as filas, permite que os pacotes das filas de menor peso sejam tambe´m atendidos;
• Weighted Interleaved Round Robin (WIRR), e´ uma extensa˜o ao WRR e onde se manteˆm a
filosofia de pesos para cada fila, mas a regra de passagem de uma fila para a seguinte e´ feito
de forma distinta. Tem como objetivo servir as filas de forma mais equilibrada, e;
• Priority Queuing (PRI), atribui um valor de prioridade a cada fila f´ısica. As filas de maior
prioridade tera˜o os seus pacotes colocados na rede rapidamente, permitindo a estas manter
baixos valores de atraso e variac¸a˜o do atraso. Pode conduzir a grandes atrasos aos pacotes
das filas de menor prioridade, visto que apenas sera˜o servidos apo´s as filas de maior prioridade
estarem vazias.
O RR, o WRR e o WIRR sa˜o, normalmente, associados a cena´rios com classes AF. O PRI e´,
normalmente, utilizado para cena´rio onde existe uma classe EF. Ale´m do algoritmo de agendamento,
o nu´mero de filas, os paraˆmetros do RED e a forma como e´ classificado o tra´fego, sa˜o todos
responsa´veis pelo n´ıvel de diferenciac¸a˜o obtido. E´ pouco prova´vel obter um determinado tratamento
a partir da configurac¸a˜o e/ou utilizac¸a˜o de apenas um componente. O trabalho de [153] apresenta
uma comparac¸a˜o dos diversos algoritmos para diferentes contextos de rede.
O trabalho apresentado em [145] apresenta um grupo de outros algoritmos de agendamento,
nomeadamente WFQ, WF2Q+, SCFQ, SFQ, e LLQ; que podem ser adicionados e utilizados nas
simulac¸o˜es realizadas com o NS2.
Ale´m dos comandos para o preenchimento das tabelas de policiamento, a implementac¸a˜o da
Nortel Networks ainda incluiu func¸o˜es para conhecer o conteu´do da tabela de pol´ıticas, o estado
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1 $ns simplex-link $core $edge 10Mb 10ms dsRED/core
2 ...
3 set fCoEd [[$ns link $core $edge] queue]
4 ...
5 $fCoEd set numQueues 2
6 $fCoEd setNumPrec 1
7 $fCoEd setSchedularMode WRR
8 $fCoEd addQueueWeights 0 2.5
9 $fCoEd addQueueWeights 1 7.5
10 $fCoEd addPHBEntry 10 0 0
11 $fCoEd addPHBEntry 0 1 0
12 $fCoEd configQ 0 0 10 20 0.25
13 $fCoEd configQ 1 0 20 40 0.75
Figura 5.7: Extracto de co´digo Tcl para a configurac¸a˜o das func¸o˜es de nu´cleo
dos paraˆmetros do Token Bucket e para obter as estat´ısticas de cada classe em cada momento de
uma simulac¸a˜o.
A Figura 5.7 apresenta um extrato de co´digo para o tra´fego num no´ de nu´cleo. Como ja´ referido
antes, estas configurac¸o˜es sa˜o implementadas num link simplex, mas, neste caso, do no´ de core para
outro no´ (edge ou core). No exemplo e´ apresentado de um no´ core para um no´ edge. A explicac¸a˜o
detalhada das funcionalidades presentes Figura 5.7 podem ser consultadas no Anexo B.2.
A descric¸a˜o feita refere alguma similaridade entre a implementac¸a˜o das func¸o˜es de borda e
de nu´cleo. Os comandos para as configurac¸o˜es das filas utilizam os mesmos comandos e podem
ate´ ter os mesmos valores, mas, no caso dos valores, estes na˜o teˆm de ser iguais. De no´ para no´
podem existir diferentes fluxos e, consequentemente, diferente nu´mero de filas e configurac¸o˜es. Nos
cena´rios mais simples, a opc¸a˜o e´ replicar as configurac¸o˜es das filas por todas as ligac¸o˜es, mas tal
na˜o e´ obrigato´rio.
Na pro´xima secc¸a˜o e´ realizada a apresentac¸a˜o da estrutura dos objetos DiffServ suportados na
linguagem NSDL.
5.5 Servic¸os Diferenciados em NSDL
A representac¸a˜o de qualquer objeto de rede na linguagem NSDL segue o princ´ıpio de ser o mais
abstrato poss´ıvel e, principalmente, na˜o estar relacionado com nenhuma ferramenta particular. A
definic¸a˜o proposta de seguida foi orientada, essencialmente, na descric¸a˜o realizada em [28]. Os
objetos definidos foram o no´ de borda e o no´ de nu´cleo, <dsegdenode> e <dscorenode> respetiva-
mente.
O no´ de borda fara´ a classificac¸a˜o, marcac¸a˜o e policiamento. O no´ de nu´cleo sera´ responsa´vel
pelo encaminhamento diferenciado. Ambos os objetos sa˜o extenso˜es do elemento <router>.
5.5.1 No´ de borda DiffServ da NSDL
A definic¸a˜o do no´ de borda DiffServ na NSDL permite a inclusa˜o de va´rias entradas, uma para
cada fluxo a integrar na rede como tra´fego diferenciado. A entrada define o tra´fego para uma dada
classe e faz a sua gesta˜o na entrada da rede. A Figura 5.8 apresenta a estrutura deste objeto na
NSDL.
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file:/C:/Users/utilizador/My%20Documents/Dropbox/_PhD/200910%20NSDL%20R%26D%20Files/XML%20files/schemas/nsdl_nodes.xsd <oXygen/> XML Editor

























































Figura 5.8: Estrutura de um no´ de borda DiffServ da NSDL
Um primeiro elemento, <marker>, realiza a marcac¸a˜o dos pacotes usando os 5-tuples, que foram
adaptados para a NSDL: no´s e aplicac¸o˜es de origem e destino e o protocolo. Cada pacote com estes
paraˆmetros, todos ou parte deles, a atravessar o no´ de borda e´ marcado com um determinado DSCP
– <phb.code> no co´digo. O elemento <policer> concretiza a gesta˜o de cada fluxo optando pelo
policiador adequado para a implementac¸a˜o do policiamento do fluxo.
No caso particular da utilizac¸a˜o do NS2, a marcac¸a˜o apenas e´ feita recorrendo aos no´s de origem
e destino. No caso dos policiadores, na Figura 5.8 esta˜o apresentados aqueles que sa˜o suportados
pelo NS2.
5.5.2 No´ de nu´cleo DiffServ da NSDL
A estrutura do no´ de nu´cleo DiffServ na NSDL conte´m dois elementos na sua raiz: a configurac¸a˜o dos
per-hop behaviours, <phbs>, e a pol´ıtica de agendamento, especificada no elemento <scheduler>.
A Figura 5.9 apresenta a estrutura do no´ de nu´cleo.
A configurac¸a˜o de cada fila e´ feita a partir dos valores colocados em cada entrada do elemento
<phbs>. Os elementos <max> e <min> e <precedence> sa˜o os paraˆmetros minth, maxth e Maxdrop
do RED, respetivamente.
A implementac¸a˜o das filas no NS2, dividida em filas f´ısicas e virtuais, na˜o permite uma ligac¸a˜o
direta entre os phb’s e uma fila f´ısica/virtual particular. A opc¸a˜o de adicionar um elemento ex-
tra para conter essa informac¸a˜o, que e´ espec´ıfica de uma ferramenta, vai contra o princ´ıpio de
independeˆncia da NSDL. Assim escolheu-se, para solucionar esta questa˜o, seguir os co´digos nor-
malizados para os AF, EF e DF, ou seja, o utilizador ao configurar um cena´rio devera´ escolher
apenas de entre os co´digos destas classes. Nesta tarefa, uma ferramenta gra´fica podera´ conter ja´ os
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Figura 5.9: Estrutura do no´ de nu´cleo DiffServ da NSDL





























Figura 5.10: Objectos de rede NSDL que integram o perfil NS2
valores corretos e apoiar o utilizador na escolha dos phb’s. No caso de surgirem valores diferentes,
estes sera˜o enquadrados no servic¸o/classe mais pro´ximo, ate´ ao limite de filas permitido no NS2.
O nu´mero de filas f´ısicas e virtuais para o co´digo OTcl e´ calculado mediante o phb’s existentes.
5.5.3 Perfil NS2 na NSDL
O perfil permite-nos saber quais os cena´rios que podem ser definidos para um dado contexto, neste
caso indica-nos quais os tipos de redes que podem ser simuladas no NS2. A Figura 5.10 apresenta
todos os objetos e perfis que constituem o perfil NS2.
O perfil NS2 integra, primeiro, os cinco objetos base da NSDL (perfil base), os objetos base
TCP/IP ja´ definidos e ainda os dois objetos DiffServ apresentados nas secc¸o˜es anteriores. Os
cena´rios sa˜o a Visualizac¸a˜o e a Simulac¸a˜o. Este perfil na˜o refere todos os objetos que o NS2
suporta, mas os objetos que o NS2 suporta e que ja´ esta˜o definidos na NSDL.
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A importaˆncia do perfil surge na contribuic¸a˜o feita para a interoperabilidade entre ferramentas.
O grau de interoperabilidade entre diferentes ferramentas pode ser obtido cruzando os seus perfis.
Um perfil deve integrar os objetos cuja validac¸a˜o e traduc¸a˜o ja´ foi constru´ıda e testada. Assim, o
resultado da intersec¸a˜o de dois perfis dara´ o grau de interoperabilidade entre as ferramentas. Um
cena´rio espec´ıfico podera´ ser completamente compat´ıvel entre duas ferramentas, caso os objetos que
integre estejam presentes em ambos os perfis das ferramentas. Ale´m de permitir aferir do grau de
interoperabilidade, o uso de perfis permite encaminhar os criadores de objetos para a reutilizac¸a˜o
e/ou extensa˜o de definic¸o˜es, promovendo assim interoperabilidade.
E´ poss´ıvel e simples alargar o nu´mero de objetos de um perfil, bastando adicionar a especificac¸a˜o
do objeto em termos de elementos que o constituem e as regras de traduc¸a˜o para a linguagem da
ferramenta, neste caso o OTcl. Na pro´xima secc¸a˜o e´ descrito este processo.
5.6 Transformac¸a˜o de cena´rios NSDL para NS2
A gerac¸a˜o de simulac¸o˜es para a ferramenta NS2 e´ feita a partir das estruturas XML definidas para
a NSDL. Em alguns casos a conversa˜o e´ simples e direta, como por exemplo os no´s, em outros casos
a conversa˜o obriga a` ana´lise de mu´ltiplos objetos NSDL para o ca´lculo dos dados a gerar para a
linguagem do NS2.
A estrutura base de uma simulac¸a˜o em NS2 e´ apresentada na pro´xima secc¸a˜o para, na secc¸a˜o
5.6.2, descrever a conversa˜o detalhada dos objetos do perfil NS2 da NSDL para o simulador e, na
secc¸a˜o 5.6.3, discutir a transformac¸a˜o dos objetos DiffServ.
5.6.1 Estrutura de uma simulac¸a˜o NS2
O NS2 permite duas linguagens para a especificac¸a˜o de objetos e de cena´rios de simulac¸a˜o. A
primeira linguagem, o C++, e´ utilizada, essencialmente, para a criac¸a˜o de modelos – objetos –
para o simulador e esta´ no nu´cleo de toda a ferramenta. Pode tambe´m ser usada para especificar
simulac¸o˜es, mas e´ pouco comum esta utilizac¸a˜o pela sua baixa flexibilidade (necessita de compilar
toda a aplicac¸a˜o por cada alterac¸a˜o no co´digo). A importaˆncia do C++ e´ suportar a execuc¸a˜o
eficiente da simulac¸a˜o.
A segunda linguagem e´ o OTcl e e´ usada para configurar a simulac¸a˜o que o utilizador quer
realizar e serve como frontend para a parte da ferramenta desenvolvida em C++. A descric¸a˜o do
cena´rio de simulac¸a˜o e´, de forma simples, a definic¸a˜o da topologia de rede e dos eventos que o
utilizador pretende para o seu cena´rio. Sendo o OTcl uma linguagem de programac¸a˜o gene´rica e
muito flex´ıvel, esta tambe´m permite a especificac¸a˜o de objetos complexos, mas, neste contexto, na˜o
e´ usada normalmente para este fim. E´ a opc¸a˜o mais comum para a descric¸a˜o de simulac¸o˜es no NS2,
ligando-se aos objetos ja´ constru´ıdos e compilados em C++. Sendo o co´digo OTcl interpretado, a
sua alterac¸a˜o na˜o obriga a` compilac¸a˜o de toda a aplicac¸a˜o. E´ menos eficiente, comparativamente
ao C++, mas compensa com a flexibilidade permitida ao criador de simulac¸o˜es. A linguagem OTcl
foi a escolhida no aˆmbito deste trabalho para o intercaˆmbio da descric¸a˜o de cena´rios de rede entre
diferentes ferramentas.
A Figura 5.11 ilustra, a` esquerda, uma estrutura NSDL gene´rica e, a` direita, extratos de co´digo
OTcl para uma simulac¸a˜o a executar sobre a rede apresentada na parte superior da imagem, uma
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rede simples com dois no´s e uma ligac¸a˜o. A ana´lise da documentac¸a˜o da ferramenta e a consulta
de muitos exemplos – reais e de teste – conduziram a` identificac¸a˜o de um padra˜o comum para a
codificac¸a˜o.
As ligac¸o˜es entre a estrutura NSDL e o co´digo OTcl da Figura 5.11 demonstram quais os
elementos necessa´rios para a criac¸a˜o de cada um dos grupos de co´digo comuns. Mantendo presente
a Figura 5.11, de seguida e´ listado e descrito cada um desses grupos:
• Paraˆmetros iniciais: incluem as definic¸o˜es iniciais e os dados globais da simulac¸a˜o, como
por exemplo, as varia´veis globais e a alterac¸a˜o dos valores por omissa˜o da simulac¸a˜o;
• Topologia: cria os no´s e as ligac¸o˜es entre eles. Permite a parametrizac¸a˜o detalhada de todas
as caracter´ısticas destes dois objetos, como por exemplo, a largura de banda de uma ligac¸a˜o
e a apareˆncia de um no´ na ferramenta de animac¸a˜o NAM;
• Gerac¸a˜o de tra´fego: cria as aplicac¸o˜es, responsa´veis pela gerac¸a˜o do tra´fego, e os agentes
para o transporte desse mesmo tra´fego pela rede. A implementac¸a˜o completa deste grupo
de objetos apenas pode acontecer apo´s a criac¸a˜o dos no´s devido a` ligac¸a˜o dos agentes de
transporte com os no´s. Como exemplos de aplicac¸o˜es e agentes temos o FTP e o TCP,
respetivamente;
• Eventos: lista de eventos definidos pelo utilizador para a simulac¸a˜o. A linguagem permite
a definic¸a˜o de muitos tipos eventos, sendo os mais comuns o arranque e paragem da gerac¸a˜o
de tra´fego (aplicac¸o˜es), a alterac¸a˜o das propriedades dos objetos (desativar uma ligac¸a˜o,
alterac¸a˜o de uma largura de banda, e muitos outras). Deve ser feita apenas apo´s a criac¸a˜o
de todos os objetos, ja´ que a maioria dos eventos refere um ou va´rios objetos;
• Resultados: define a forma de construc¸a˜o dos resultados da simulac¸a˜o. No caso do NS2, de
raiz, permite dois formatos. O primeiro sa˜o matrizes de eventos da simulac¸a˜o, onde todos
os eventos que ocorrem sa˜o guardados, como por exemplo: a criac¸a˜o de um pacote, a sa´ıda
do pacote de um no´, a entrada do pacote em outro no´, e, o poss´ıvel descarte de pacote.
O segundo formato permite a criac¸a˜o de um ficheiro de dados para posterior animac¸a˜o da
simulac¸a˜o pela ferramenta NAM. O utilizador pode ainda gerar os resultados da simulac¸a˜o
da forma que lhe for mais adequada, tendo no entanto que desenvolver o co´digo necessa´rio
para esse fim, e;
• Te´rmino: incluir no cena´rio o co´digo necessa´rio para definir um ponto de paragem da si-
mulac¸a˜o. A forma mais comum e´ indicar um momento temporal espec´ıfico para o te´rmino da
simulac¸a˜o, mas pode ser criado co´digo que avalie continuamente a simulac¸a˜o e que a termine
apo´s ser atingida uma certa condic¸a˜o, como por exemplo: a quantidade de tra´fego num no´
ou o nu´mero de pacotes perdidos numa ligac¸a˜o.
A linguagem OTcl e´ flex´ıvel o suficiente para a criac¸a˜o de uma simulac¸a˜o bastante complexa
e espec´ıfica, mas, no caso do projeto NSDL, apenas foram especificadas as transformac¸o˜es para o
perfil apresentado. De seguida sa˜o referidas func¸o˜es que implementam a transformac¸a˜o do XML
em OTcl.
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Figura 5.11: Esquema de transformac¸a˜o de um cena´rio NSDL em co´digo para a ferramenta NS2
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Figura 5.12: Sequeˆncia de transformac¸a˜o de um cena´rio NSDL para uma simulac¸a˜o NS2
5.6.2 Metodologia para a Transformac¸a˜o
A transformac¸a˜o de um cena´rio NSDL numa simulac¸a˜o para o NS2 foi estruturada em treˆs passos:
a validac¸a˜o, a pre´-transformac¸a˜o e a transformac¸a˜o. A Figura 5.12 apresenta a sequeˆncia e mais
alguns componentes do processo.
O passo Validac¸a˜o verifica se a estrutura do ficheiro NSDL esta´ correta, baseando-se nos objetos
e nas regras definidas para o perfil. A implementac¸a˜o da operac¸a˜o e´ feita por interme´dio de uma
aplicac¸a˜o ’validadora’ (XSD validator) que recebe, primeiro, o ficheiro com as definic¸o˜es do perfil,
sob a forma de um ficheiro XSD (XML Schema) e, segundo, o ficheiro XML com o cena´rio de rede
no formato NSDL. As operac¸o˜es de validac¸a˜o avaliam os elementos do cena´rio e as suas propriedades
com as definic¸o˜es do perfil e executam outras func¸o˜es do perfil para garantir que os dados do cena´rio
sa˜o coerentes. Ambas sa˜o definidas em XML Schemas.
Ale´m da verificac¸a˜o da estrutura do cena´rio, neste passo tambe´m e´ gerada uma lista de entradas
com informac¸a˜o de cada erro e/ou aviso detetado para futura depurac¸a˜o do cena´rio. Os erros
distinguem-se dos avisos no efeito que teˆm sobre a execuc¸a˜o da simulac¸a˜o. Um erro e´ uma situac¸a˜o
que na˜o permitira´ a correta execuc¸a˜o do cena´rio, como um objeto na˜o existente no perfil ou o valor
de uma propriedade fora dos limites. Um aviso e´ uma situac¸a˜o que podera´ permitir a execuc¸a˜o
correta do cena´rio, mas que, dependendo de diversos fatores, podera´ causar erros ou execuc¸o˜es
imprevistas e, como tal, devera´ ser verificado pelo criador do cena´rio.
O passo de Pre´-transformac¸a˜o tem como propo´sito facilitar o processo de transformac¸a˜o. A pri-
meira func¸a˜o, Templates, verifica se no cena´rio existem elementos em <templates> e, caso existam,
carrega/atualiza os objetos do elemento <network> com os dados dos <templates>. No futuro, po-
dera˜o ser criadas transformac¸o˜es para objetos definidos nos <templates>, mas tal na˜o foi realizado
nesta fase, ou seja, apenas existem transformac¸o˜es para os objetos da rede. As razo˜es desta func¸a˜o
e a forma como esta´ implementada esta˜o apresentadas na secc¸a˜o 4.3.2.
A segunda func¸a˜o, Helpers, permite contornar algumas das limitac¸o˜es do XSL em termos de
facilidade de programac¸a˜o, desempenho e func¸o˜es na˜o implementadas. A criac¸a˜o e alterac¸a˜o de
varia´veis, a realizac¸a˜o de ciclos e invocac¸a˜o de procedimentos sa˜o funcionalidades comuns e presentes
em qualquer linguagem de programac¸a˜o gene´rica. No caso do XSL, estas funcionalidades existem,
mas de forma limitada e obrigam a` utilizac¸a˜o de muitas linhas de co´digo para realizar func¸o˜es
simples, com preju´ızo para o desempenho do processo de transformac¸a˜o.
Um exemplo e´ a execuc¸a˜o de expresso˜es dinaˆmicas XPath, ou seja, realizar uma pesquisa medi-
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Figura 5.13: Hierarquia de ficheiros utilizados no processo de transformac¸a˜o de um cena´rio NSDL
para um ficheiro OTcl
ante um valor de um elemento ou atributo presente no documento XML. Nas implementac¸o˜es base
de XSL Transformations (XSLT) esse valor tem de existir no co´digo XSL, ou seja, o programador
teria de conhecer um valor antes de existir o ficheiro XML que o conte´m, o que e´, naturalmente,
imposs´ıvel. A forma utilizada para contornar a situac¸a˜o e´ programando toda a pesquisa, mas, em
cena´rios grandes, tal pode tomar muito tempo. Uma outra forma de resolver este problema seria
utilizar diferentes processadores da linguagem XSLT, que visam essencialmente, contornar as suas
limitac¸o˜es, como por exemplo o Saxon [240].
O componente Helpers e´ uma concessa˜o na Framework NSDL, visto ser o u´nico componente
a na˜o utilizar nenhuma linguagem da famı´lia XML. Pode ser escolhida uma linguagem de pro-
gramac¸a˜o qualquer e, para esta fase do projeto, foi escolhida a linguagem php [213] devido a ter
sido implementada uma plataforma Web para a validac¸a˜o e traduc¸a˜o de cena´rio NSDL em php.
Por u´ltimo, o passo mais relevante desta secc¸a˜o, a Transformac¸a˜o. A Figura 5.12 apenas refere
a passagem de um ficheiro XML para um ficheiro OTcl, mas a func¸o˜es realizadas e a sequeˆncia
de implementac¸a˜o sa˜o dados importantes para perceber todas as caracter´ısticas da transformac¸a˜o.
A Figura 5.13 apresenta a hierarquia dos ficheiros XSL (EXtensible Stylesheet Language) que sa˜o
utilizados em todo o processo de transformac¸a˜o.
O ficheiro no topo da hierarquia e´ responsa´vel por conter as instruc¸o˜es iniciais do processo
de transformac¸a˜o e por chamar todos os ficheiros necessa´rios. Seguindo a estrutura da pro´pria
NSDL, cada ficheiro da transformac¸a˜o NSDL para NS2 definido esta´ relacionado com cada objeto
NSDL, como no caso da transformac¸a˜o dos no´s, e das suas extenso˜es, que esta˜o definidas no ficheiro
ns2 nsdl nodes.xsl. Todos os restantes objetos e cena´rios seguem esta regra, exceto dois ficheiros
particulares. O primeiro, ns2 nsdl defaults.xsl, guarda os valores por omissa˜o de cada varia´vel
do NS2. O segundo, ns2 nsdl links diffserv.xsl, conte´m o co´digo espec´ıfico para a implementac¸a˜o
dos Diffserv e, como no NS2, sa˜o implementados nas ligac¸o˜es, optou-se por manter essa relac¸a˜o
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1 cliente [$ns2 node]
2 $cliente label cliente_web
3 ...
(b) Linguagem OTcl/NS2







7 <xsl:text>set </xsl:text><xsl:value-of select="@id" />
8 <xsl:text> [$</xsl:text><xsl:value-of select="$ns2.nsdl" />
9 <xsl:text> node]</xsl:text><xsl:value-of select="$lb.n"/>
10 <xsl:choose>
11 <xsl:when test="name">
12 <xsl:text>$</xsl:text><xsl:value-of select="@id" />




17 <xsl:text>$</xsl:text><xsl:value-of select="@id" />






Figura 5.15: Co´digo XSL que define a transformac¸a˜o de um no´ NSDL para um no´ NS2
estendendo os links base com os links DiffServ em NS2.
A maior complexidade no processo de transformac¸a˜o foi relacionar os elementos da estrutura
NSDL com os objetos da estrutura OTcl. Em muitos dos casos a traduc¸a˜o de um objeto particular e´
simples e direta, gerando-se o co´digo para a criac¸a˜o do objeto em OTcl e recorrendo a`s propriedade
do objeto NSDL para carregar os valores necessa´rios em OTcl. A Figura 5.14(a) apresenta a
estrutura de um no´ NSDL e a Figura 5.14(b) o seu equivalente em OTcl. Para complementar, a
Figura 5.15 apresenta o co´digo XSL que concretiza a transformac¸a˜o do no´ NSDL para NS2.
O valor do atributo @id na descric¸a˜o NSDL (Figura 5.14(a)) serve para definir a varia´vel cliente
em OTcl (Figura 5.14(b)) e o valor contido no elemento <nome> e´ atribu´ıdo a` propriedade label
de um node OTcl. O co´digo XSL da transformac¸a˜o, Figura 5.15, foi organizado com um primeiro
comando template do XSL e este invoca um segundo template XSL, callBasicNode, onde esta´ a
gerac¸a˜o do co´digo para o no´. A raza˜o dos dois passos esta´ na reutilizac¸a˜o do co´digo conseguida,
importante por existirem muitas caracter´ısticas em comum entre o <node> e os objetos que sa˜o
suas extenso˜es, como o <computer> ou o <router>.
Apesar do exemplo anterior apresentar uma transformac¸a˜o muito simples, muitos outros objetos
em OTcl na˜o sa˜o criados de uma forma ta˜o direta e independente. A gerac¸a˜o do co´digo completo
para a configurac¸a˜o de uma aplicac¸a˜o servidor e de um seu cliente e´ um exemplo dos casos menos
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Figura 5.16: Sequeˆncia utilizada para a transformac¸a˜o de elementos NSDL numa simulac¸a˜o NS2
simples. No co´digo simulador NS2, a aplicac¸a˜o opera sob um agente e este por sua vez existe quando
associado a um no´. A configurac¸a˜o dos no´s e´ independente de outros objetos, mas a configurac¸a˜o
dos agentes apenas pode ser feita apo´s a criac¸a˜o dos no´s e a configurac¸a˜o das aplicac¸o˜es apenas
apo´s as configurac¸o˜es dos agentes e dos no´s de origem e destino da aplicac¸a˜o.
A sequeˆncia apresentada na secc¸a˜o 5.6.1 ja´ separa a topologia – com a criac¸a˜o dos no´s e das
ligac¸o˜es – da criac¸a˜o das aplicac¸o˜es e agentes – gerac¸a˜o de tra´fego. Assim, e para equiparar as
estruturas das descric¸o˜es de cada linguagem foi necessa´rio seguir uma sequeˆncia particular e que
esta´ apresentada na Figura 5.16.
As fases 1 a 8 implementam a topologia, sendo os primeiros passos usados para inserir os
paraˆmetros iniciais da simulac¸a˜o e, depois, mais precisamente nas fases 3 a 8, acontece a gerac¸a˜o
do co´digo dos objetos no´, protocolo, domı´nio e ligac¸a˜o. Na fase 3 sa˜o criados os no´s e na fase 4
os protocolos (agentes para o NS2). Como a ligac¸a˜o entre agentes do NS2 obriga a ambos estarem
criados, o processo volta ao no´, e consequente protocolo, ate´ todos estarem definidos, mas, por
opc¸a˜o, ainda na˜o e´ implementada nesta fase a ligac¸a˜o entre agentes, ou seja, entre origem e destino
do tra´fego.
Seguem-se os domı´nios, fase 6, e, para o te´rmino da topologia, as ligac¸o˜es e os interfaces. Estes
objetos apenas podem ser criados apo´s os no´s e os domı´nios o terem sido. Na NSDL os interfaces
podem ter ligac¸o˜es aos protocolos para, por exemplo, definir o enderec¸o IP associado a um interface.
Mas, no NS2, o objeto interface em redes com fios na˜o existe e o enderec¸amento dispon´ıvel baseia-
se apenas nos co´digos gerados na interpretac¸a˜o do OTcl. Poderia ser retirado o objeto interface
do perfil NS2 e, assim, contornar esta situac¸a˜o, mas optou-se por manter o interface no perfil e
equiparar a transformac¸a˜o para um link NS2. Esta soluc¸a˜o garante uma utilizac¸a˜o coerente dos
interfaces nos cena´rios com fios do NS2 e, como vantagem, evita-se a retirada de um objeto base de
um perfil, o que poderia comprometer fortemente a interoperabilidade das ferramentas que usassem
esse perfil. Outra raza˜o para manter o interface no perfil NS2 deve-se a` sua necessidade para os
cena´rios de rede sem fios, um tipo de redes a apresentar Cap´ıtulo 6.
A fase 9 gera o co´digo para criar as aplicac¸o˜es, ligando-as aos protocolos/agentes criados na
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1 #Create simulator object
2 set ns [new Simulator]
3 ...
4 #Create nodes
5 set cliente [$ns node]
6 ...
7 #Configs for NAM
8 $cliente label ’cliente’
9 $cliente X_ 200
10 $cliente Y_ 100
11 $cliente Z_ 0
12 $cliente color blue
13 ...
14 #Rest of simulation
(b) Linguagem OTcl/NS2
Figura 5.17: Co´digo para a visualizac¸a˜o de um objeto em duas linguagens
fase 4, e enta˜o conclui a ligac¸a˜o entre os agentes origem e destino. Assim, e seguindo a sequeˆncia
apresentada, a gerac¸a˜o das aplicac¸o˜es e´ conseguida sem erros de interpretac¸a˜o do NS2.
Os passos finais, fases 10 a 13, teˆm como objetivo a gerac¸a˜o do co´digo para construir os va´rios
cena´rios especificados para o NS2. A fase 10 e´ a declarac¸a˜o dos valores para a visualizac¸a˜o da
topologia na ferramenta NAM. Os valores permitem colocar cada no´ numa posic¸a˜o espec´ıfica,
apontada pelas coordenadas XYZ, e ainda referir alguns atributos (cor e forma). As Figuras 5.17(a)
e 5.17(b), linhas 7 a 12, apresentam um exemplo dos dados para a configurac¸a˜o da visualizac¸a˜o de
um no´ (cliente) em NSDL e em OTcl, respetivamente.
Por fim, as fases 11 a 13 esta˜o relacionadas com o cena´rio de simulac¸a˜o NSDL e implementam
a configurac¸a˜o dos resultados, dos eventos e dos paraˆmetros finais da simulac¸a˜o, respetivamente.
As Figuras 5.18(a) e 5.18(b) apresentam um exemplo de parte um cena´rio de simulac¸a˜o com a
codificac¸a˜o em NSDL e em NS2 para a especificac¸a˜o dos eventos e dos resultados.
Os eventos descrito nas linhas 4 a 11 do exemplo da Figura 5.18(a) configuram o arranque e
a paragem de um servidor FTP, nos instantes 0 e 5 da simulac¸a˜o, respetivamente. As linhas 12 e
13 da Figura 5.18(b) sa˜o as mesmas ac¸o˜es, mas agora em OTcl. Os eventos podem ainda permitir
ativar e desativar objetos de rede e alterar os valores dos seus paraˆmetros.
Os resultados em NSDL sa˜o configurados nas linhas 12 a 15 da Figura 5.18(a) e nas linhas
15 a 20 das Figuras 5.18(b) surge o equivalente em OTcl. O exemplo apresentado dos resultados
tem como consequeˆncia a captura ficheiros de texto de todos os eventos, nos formatos de trace e
de animac¸a˜o. Existe a possibilidade de acrescentar a`s configurac¸o˜es de resultados diversos filtros,
e estes permitem reduzir os resultados para apenas os eventos de um ou va´rios objetos da rede.
Outro tipo de configurac¸a˜o poss´ıvel para os resultados e´ a indicac¸a˜o da execuc¸a˜o de uma ana´lise de
alguns dados durante a simulac¸a˜o e apresentar os resultados calculados de, por exemplo, pacotes
perdidos, largura de banda ocupada e os diferentes atrasos (mı´nimo, ma´ximo, me´dio e a variac¸a˜o).
A conclusa˜o da apresentac¸a˜o da transformac¸a˜o dos cena´rios NSDL para NS2 esta´ ainda incom-
pleta, restando os objetos DiffServ. A pro´xima subsec¸a˜o detalha os passos necessa´rios para essa
tarefa.
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5 <event objectid="ftpS" time="0.0">
6 <parameter name="action" value="start"/>
7 </event>
8 <event objectid=" ftpS" time="5.0">




13 <output outputid="main" format="trace"/>





1 #Create a simulator object
2 set ns [new Simulator]
3 ...
4 #Create nodes, links and agents
5 ...
6 #Setup a FTP over TCP connection
7 set ftpS [new Application/FTP]
8 $ftpS attach-agent $tcp
9 $ftpS set type_ FTP
10 ...
11 #Configure application start and stop
12 $ns at 0.00 "$ftpS start"
13 $ns at 5.00 "$ftpS stop"
14 ...
15 #Open the trace file
16 set tracefile [open main.tr w]
17 $ns trace-all $tracefile
18 #Open the NAM trace file
19 set namfile [open anim.nam w]
20 $ns namtrace-all $namfile
21 ...
22 #Finish the simulation after 10 seconds
23 $ns at 10.0 "finish"
24 #Run the simulation
25 $ns run
(b) Linguagem OTcl/NS2
Figura 5.18: Configurac¸a˜o de eventos e resultados num cena´rio de simulac¸a˜o em duas linguagens
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Figura 5.19: Co´digo NSDL para criar um no´ de borda DiffServ
1 $fEdCo set numQueues_ 2
2 $fEdCo setNumPrec 2
3 $fEdCo addPolicyEntry [$server id][$client id] TokenBucket 10 1000000 3000
4 $fEdCo addPolicerEntry TokenBucket 10 12
5 $fEdCo addPHBEntry 0 0 0
6 $fEdCo addPHBEntry 10 1 0
7 $fEdCo addPHBEntry 12 1 1
8 $fEdCo configQ 0 0 0 10 1.00
9 $fEdCo configQ 1 0 10 20 0.2
10 $fEdCo configQ 1 1 20 30 0.5
Figura 5.20: Co´digo NS2 para definir as pol´ıticas de um link DiffServ
5.6.3 Transformac¸a˜o dos objetos NSDL/DiffServ
O processo de transformac¸a˜o para estes objetos envolve algumas especifidades uma vez que, na
NSDL, e´ representado um no´ (de borda ou de nu´cleo), e, no NS2, duas ligac¸o˜es, ou seja, os
paraˆmetros DiffServ do no´ sera˜o colocados em duas ligac¸o˜es simplex no NS2. O ficheiro que conte´m
a especificac¸a˜o da transformac¸a˜o esta´ na Figura 5.13 e podemos verificar que e´ uma extensa˜o das
ligac¸o˜es (ficheiro ns2 nsdl links diffserv.xsl).
Optou-se por configurar em NSDL todos os paraˆmetros de uma arquitetura DiffServ nos routers
de borda e nu´cleo, como descrito em [28] e tambe´m por ser a abstrac¸a˜o mais pro´xima da realidade
pra´tica. O ajuste do cena´rio a` estrutura do co´digo do NS2 e´ da responsabilidade do processo de
transformac¸a˜o e e´, dessa forma, transparente para o criador do cena´rio NSDL. A transformac¸a˜o de
um objeto DiffServ NSDL, neste caso um no´ de borda, e´ apresentada nas Figuras 5.19 e 5.20 onde
sa˜o apresentados os co´digos em ambos os formatos.
A Figura 5.19 tem um no´ de borda descrito em NSDL. A sua estrutura ja´ foi apresentada na
secc¸a˜o 5.5.1. Na Figura 5.20 encontra-se o co´digo para a marcac¸a˜o e policiamento de um fluxo de
tra´fego entre o server e client para a ferramenta NS2. Os detalhes do seu conteu´do sa˜o descritos
no Apeˆndice B.1.
A Figura 5.21 apresenta a abordagem necessa´ria para gerac¸a˜o do co´digo dos objetos DiffServ
e e´ executada para cada ligac¸a˜o que exista no cena´rio. A linha tracejada mostra o caminho do
processo no caso de um no´ de borda, este exemplo, que surge referido como ’Edge to Core’ devido
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Figura 5.21: Abordagem necessa´ria para a gerac¸a˜o do co´digo de um no´ DiffServ
ao sentido real que a ligac¸a˜o tera´ no NS2.
A abordagem apresentada esta´ simplificada e, em cada func¸a˜o, existem diversos ca´lculos para
determinar quais os valores que devem ser colocados em cada paraˆmetro. De seguida, cada uma
dessas func¸o˜es e´ apresentada em termos de funcionamento e objetivos:
Determinar phb’s: sa˜o pesquisados nos objetos DiffServ ligados pelo link todos os phb’s definidos
e e´ preenchida uma matriz. Esta permitira´ calcular o nu´mero de filas f´ısicas e filas virtuais e,
em termos de co´digo OTcl, resultara´ nas linhas 1 e 2 da Figura 5.20;
Configurar Pol´ıticas: e´ responsa´vel por gerar os valores para as linhas que realizam a marcac¸a˜o e
o policiamento dos fluxos, fazendo, para isso, a avaliac¸a˜o de cada elemento<entry>. Resultara´
nas linhas 3 e 4 da Figura 5.20;
Criar as definic¸o˜es dos phb’s: partindo dos co´digos normalizados para as classes AF, EF e
DF, e´ associado a cada phb uma fila. Apo´s esta associac¸a˜o, sa˜o configurados os paraˆmetros
RED de cada uma das filas. O co´digo gerado e´ o presente nas linhas 5 a 10 da Figura 5.20, e;
Adicionar ao cena´rio: todas as configurac¸o˜es anteriores sa˜o, nesta fase, geradas sob a forma de
XML e estas sa˜o adicionadas ao cena´rio NSDL no objeto respetivo. A pro´xima fase, que e´
onde se concretiza a transformac¸a˜o, e´ que verdadeiramente gera o OTcl. Mas, apo´s este passo,
a transformac¸a˜o e´ simples e passa apenas por uma correspondeˆncia direta entre a estrutura
adicionada e o co´digo OTcl.
A func¸a˜o presente na Figura 5.21 e na˜o descrita na lista anterior e´ a configurac¸a˜o do scheduler.
Esta func¸a˜o apenas se aplica a`s ligac¸o˜es que partem de um no´ de nu´cleo (core to edge e core to core)
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e e´ responsa´vel pela configurac¸a˜o dos algoritmos de agendamento. Apesar de esta ser uma func¸a˜o
muito diferente da configurac¸a˜o das pol´ıticas, o princ´ıpio de transformac¸a˜o e´ muito semelhante ao
ja´ apresentado para o no´ de borda. Mais detalhes sobre o processo de transformac¸a˜o do scheduler
pode ser encontrado no Anexo B.2.
A pro´xima secc¸a˜o descreve os testes realizados para validar os va´rios componentes da Framework
NSDL com o NS2.
5.7 Validac¸a˜o do uso de NSDL para NS2
A validac¸a˜o da Framework NSDL e do seu perfil NS2 foi definida sob duas vertentes. A primeira
procurou verificar o funcionamento correto e a representatividade da Framework NSDL e passou
pela criac¸a˜o do maior nu´mero de redes distintas e pela sua verificac¸a˜o com diferentes ferramentas.
O objetivo principal foi a detec¸a˜o de falhas nas ferramentas criadas, nos cena´rios constru´ıdos e
nas transformac¸o˜es geradas. A segunda vertente pediu aos criadores de cena´rios em NSDL e NS2
a opinia˜o sobre a criac¸a˜o de cena´rios manualmente nas duas linguagens e sobre a utilizac¸a˜o da
ferramenta para a gerac¸a˜o de co´digo. Procurou-se, a partir do ponto de vista do utilizador, aferir
sobre a relevaˆncia e a utilidade da Framework NSDL e do perfil NS2.
Os testes ocorreram ao longo de dois segundos semestres de dois anos letivos do curso Mestrado
em Telecomunicac¸o˜es e Redes, da Universidade da Madeira, e os alunos da cadeira Tecnologias
Avanc¸adas de Redes foram os escolhidos devido a terem no seu programa o desenvolvimento de
simulac¸o˜es com o NS2.
As pro´ximas duas secc¸o˜es apresentam alguns dados e resultados sobre os dois processos de
validac¸a˜o.
5.7.1 Avaliac¸a˜o das bibliotecas de co´digo e das ferramentas
A disciplina Tecnologias Avanc¸adas de Redes inclui no seu programa um cap´ıtulo sobre a Qualidade
de Servic¸o e uma secc¸a˜o reservada aos Servic¸os Diferenciados. A componente pra´tica da disciplina,
ministrada pelo autor desta tese, e´ feita sobre o simulador NS2 e, a´ı, pede-se aos alunos que
aprendam durante o semestre a construir, executar e avaliar simulac¸o˜es de redes de dados.
A componente pra´tica envolve a aprendizagem do simulador NS2, mais particularmente a lin-
guagem OTcl. Sa˜o tambe´m utilizadas outras ferramentas do NS2, como o NAM para as animac¸o˜es
das simulac¸o˜es e a linguagem AWK para a codificac¸a˜o e ca´lculos de dados para a apresentac¸a˜o de
gra´ficos com o xGraph. O contato com o simulador comec¸a com cena´rios simples, e sa˜o realizados
testes de ligac¸a˜o e de encaminhamento. No decorrer do semestre sa˜o inseridos outros problemas
que envolvem a compreensa˜o de mecanismos basilares das redes, como os protocolos de transporte
e a gesta˜o das filas, e, no u´ltimo terc¸o do semestre, apresentam-se os objetos do NS2 que permitem
simular a diferenciac¸a˜o de tra´fego.
A avaliac¸a˜o da parte pra´tica e´ feita por interme´dio de dois projetos e, em ambos, e´ pedido ao
aluno/grupo que definam um cena´rio de simulac¸a˜o em OTcl, concretizem a sua execuc¸a˜o no NS2 e
fac¸am a ana´lise cr´ıtica dos seus resultados.
A introduc¸a˜o da Framework NSDL na disciplina surge apenas na parte pra´tica. Os alunos
tomam contato com a linguagem e sua estrutura, e sa˜o apresentadas as ferramentas que permitem
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Tabela 5.2: Tabela com os indicadores obtidos
Indicador Valor
Nu´mero Total de Submisso˜es 1557
Nu´mero de submisso˜es u´nicas 171
Nu´mero de submisso˜es/cena´rio 9,1
Nu´mero de erros/cena´rio ate´ 10 bytes 53%
Nu´mero de erros/cena´rio ate´ 100 bytes 73%
Nu´mero de erros por cena´rio (10 bytes) 4,8
Relac¸a˜o tamanho NSDL/OTcl 233%
Dimensa˜o do maior ficheiro 112.379 B
editar o co´digo XML e transformar os cena´rios de rede em co´digo OTcl. Nesta fase na˜o foi imple-
mentada a func¸a˜o que permite fechar o ciclo, ou seja, executar a simulac¸a˜o, obrigando os alunos
a realizar esse u´ltimo passo manualmente. Os valores que sera˜o referidos nos para´grafos seguintes
esta˜o sintetizados na Tabela 5.2.
Sobre a edic¸a˜o dos cena´rios os resultados foram muito diversos devido a` utilizac¸a˜o de muitas
ferramentas. Inicialmente apenas era poss´ıvel a edic¸a˜o com diferentes editores de texto ou de XML
convencionais e os alunos do primeiro semestre identificaram como principal lacuna a morosidade
em criar o co´digo XML. No segundo semestre ja´ foi utilizada a ferramenta VND (apresentada na
secc¸a˜o 3.3.1) e este ambiente gra´fico trouxe a` framework uma grande facilidade para a gerac¸a˜o de
cena´rios em XML.
Durante a avaliac¸a˜o da NSDL, foram submetidos para validac¸a˜o e transformac¸a˜o 1557 cena´rios
va´lidos em termos de XML. Houve um nu´mero maior de submisso˜es, mas foram retiradas deste
valor por serem ficheiros na˜o XML ou apresentarem erros diversos, e, em ambas as situac¸o˜es,
consideraram-se na˜o relevantes para a verificac¸a˜o do processo de validac¸a˜o e transformac¸a˜o da
NSDL.
A filtragem da lista de submisso˜es por nome do ficheiro, data e tamanho permitiu-nos detetar
que das 1557 submisso˜es, 171 podem ser consideradas como submisso˜es u´nicas, ou seja, sa˜o cena´rios
de rede u´nicos. Os paraˆmetros da filtragem apresentados foram escolhidos de forma a procurar
identificar o nu´mero correto de cena´rios distintos. Inicialmente a filtragem foi feita apenas pelo
nome do ficheiro e o resultado foi um nu´mero inferior de cena´rios: 107. Mas, apo´s alguma ana´lise,
detetou-se que certos nomes foram usados repetidamente, como por exemplo, ”TAR”ou ”NSDL”, e,
em alguns casos, tambe´m as datas e os tamanhos eram muito diferentes, mostrando que o nu´mero
de cena´rios era diferente e maior. Como exemplo, os nomes referidos foram usados em anos letivos
diferentes, e, consultando os ficheiros, confirmou-se que eram redes diferentes.
Um segundo valor retirado dos dois indicadores anteriores e´ a me´dia de submisso˜es por cena´rio
ate´ este estar terminado e que e´ de 9-10, aproximadamente. Uma componente importante relacio-
nada com este nu´mero era distinguir quantas vezes a submissa˜o foi feita por erro ou por adic¸a˜o de
novos elementos. A submissa˜o em consequeˆncia de existirem novos elementos nos cena´rios na˜o e´
relevante nesta ana´lise mas, o valor de submisso˜es devido a erro indica-nos uma maior, ou menor,
dificuldade na criac¸a˜o de cena´rios NSDL. Na˜o houve o registo de nenhum dado com esse indicador
e apenas indiretamente foi poss´ıvel ser obtido. A forma encontrada passou, primeiro, por retirar
as submisso˜es iniciais de cada cena´rio e, depois, avaliar as diferenc¸as nos tamanhos dos ficheiros
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pertencentes ao mesmo cena´rio. Definiu-se que nenhuma ou uma pequena diferenc¸a (zero a alguns
bytes) indicam um erro; e que grandes diferenc¸as, da ordem das dezenas de bytes ou maior, indi-
cam a adic¸a˜o de novos elementos. Este me´todo e´ pouco preciso e podera´ ter uma margem de erro
grande, mas foi o u´nico poss´ıvel nesta fase. O valor encontrado de ficheiros com alterac¸o˜es de 0 a 10
bytes foi de 821, ou seja, uma taxa de erro de 53%. Este valor podera´ subir ate´ aos 70% se o limite
superior for de 100 bytes na ana´lise a`s diferenc¸as entre ficheiros. Daqui e´ poss´ıvel concluir que,
sendo metade das submisso˜es para corrigir erros, o processo de edic¸a˜o ou a estrutura da linguagem
ainda apresentam algumas dificuldades. E´ tambe´m relevante enquadrar este valor no nu´mero final
de submisso˜es por cena´rio, ou seja, este valor implica um nu´mero baixo de submisso˜es para obter
o cena´rio correto e final (4-5, aproximadamente) devido a erro.
Os erros referidos no para´grafo anterior devem-se, na sua grande maioria, a pequenas falhas na
construc¸a˜o dos cena´rios, mas foram tambe´m detetados dois tipos de erros presentes no processo de
validac¸a˜o e transformac¸a˜o. O primeiro tipo de erro, o mais simples, implicava alguma lacuna ou
falha na estrutura e/ou no processo de transformac¸a˜o. O acompanhamento feito aos utilizadores
pela equipa de desenvolvimento da Framework NSDL permitiu detetar rapidamente muitos destes
erros e, na grande maioria das situac¸o˜es, a sua correc¸a˜o foi simples. O maior desafio estava na
detec¸a˜o e apenas poderia ser ultrapassado se a variedade de cena´rios fosse tal que testasse todas as
opc¸o˜es poss´ıveis para os cena´rios de rede. Os nu´meros indicados anteriormente para as submisso˜es e
cena´rios distintos garantem que a probabilidade do aparecimento de erro sera´ baixa para as u´ltimas
verso˜es dos objetos definidos.
Um segundo tipo de erro, mais complexo, envolve a definic¸a˜o da estrutura dos objetos e a sua
adequac¸a˜o a`s ferramentas. O erro na˜o ocorre na validac¸a˜o e na transformac¸a˜o, mas sim na execuc¸a˜o
do OTcl. Nesta situac¸a˜o temos dois casos: a sintaxe do OTcl esta´ incorreta e a simulac¸a˜o na˜o se
concretiza, e; a sintaxe esta´ correta, mas a simulac¸a˜o na˜o ocorre da forma esperada. A detec¸a˜o do
primeiro caso e´ simples, visto que o simulador informara´ o utilizador. A detec¸a˜o do segundo caso
e´ mais complicada e apenas acontece apo´s avaliac¸a˜o dos resultados da simulac¸a˜o. A verificac¸a˜o
da execuc¸a˜o da simulac¸a˜o da forma esperada e da coereˆncia dos resultados tera´ de ser feita pelo
utilizador. A maior preocupac¸a˜o apo´s o desenvolvimento das bibliotecas de co´digo NSDL, neste
caso para o NS2, foi realizar o maior nu´mero de testes com os utilizadores para serem detetados os
erros que ainda estivessem no co´digo. O projeto de TAR, envolvendo os componentes dos DiffServ e
um nu´mero razoa´vel de alunos, permitiu testar grande parte das opc¸o˜es e, apo´s pequenas correc¸o˜es,
conseguir confirmar a gerac¸a˜o de cena´rios corretos e coerentes.
Um u´ltimo dado do processo de transformac¸a˜o esta´ relacionado com a dimensa˜o das descric¸o˜es.
O ficheiro XML e´ bastante maior que o OTcl, mais precisamente, 2.3 vezes maior. E´ conhecida
a caracter´ıstica do XML que conduz a ficheiros maiores para a descric¸a˜o dos seus dados. Podera´
ser uma limitac¸a˜o em termos de escalabilidade, mas para os cena´rios testados, a dimensa˜o do
ficheiro nunca foi um entrave ao bom funcionamento. Os dados de uma simulac¸a˜o simples sa˜o da
ordem das dezenas ou centenas de MBytes. Um ficheiro para a descric¸a˜o de um cena´rio sa˜o da
ordem dos KBytes (o maior encontrado tinha pouco mais de 100Kbytes). Os cena´rios de grande
dimensa˜o podera˜o a partir de certo ponto atrasar um pouco algumas func¸o˜es, mas, durante os
testes realizados, na˜o houve qualquer problema em nenhum dos cena´rios.
Esta secc¸a˜o apresentou alguns dos dados encontrados no teste da Framework NSDL pelos seus
criadores. A pro´xima secc¸a˜o apresenta os resultados de um inque´rito aos seus utilizadores.
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Figura 5.22: Indicadores sobre os conhecimentos dos to´picos envolvidos nos projetos de Tecnologias
Avanc¸adas de Redes
5.7.2 Inque´rito aos utilizadores da framework
Os testes de funcionamento permitiram detetar e corrigir muitos erros do desenvolvimento das bibli-
otecas da Framework NSDL. O retorno de informac¸o˜es por parte dos alunos acelerou a correc¸a˜o das
bibliotecas com falhas. O outro momento de participac¸a˜o por parte dos alunos ocorreu no preen-
chimento de um inque´rito e foi igualmente importante para receber informac¸o˜es sobre a relevaˆncia,
facilidade de utilizac¸a˜o e comparac¸a˜o com outras ferramentas.
O objetivo do inque´rito foi determinar qual a facilidade/dificuldade na utilizac¸a˜o da NSDL
por parte dos utilizadores e procurar comparar a criac¸a˜o de cena´rio na NSDL e no NS2. Atrave´s
de questo˜es sobre o uso dos va´rios objetos comuns de cada linguagem, como o no´, a ligac¸a˜o, a
aplicac¸a˜o, os eventos, entre outros, procurou-se tambe´m confirmar se os objetos mais complexos,
seriam efetivamente os objetos mais dif´ıceis de utilizar.
O inque´rito foi respondido por 21 alunos, de dois anos letivos. O nu´mero de alunos de 09/10
foi 18. O nu´mero de alunos de 10/11 foi 3. Os resultados apresentados abaixo resultam dos dados
de todos os inque´ritos. Houve uma diferenc¸a grande nos resultados de ambos os anos, mas como
um deles tem apenas 3 alunos, a sua influeˆncia nos resultados finais e´ pequena. Na reflexa˜o aos
inque´ritos apresentada nos para´grafos seguintes e onde se considera relevante a diferenc¸a, tal fato
e´ indicado. O inque´rito pode ser consultado no apeˆndice C.
O inque´rito foi desenhado em diferentes secc¸o˜es, tendo cada qual um propo´sito mais espec´ıfico.
De seguida apresentam-se cada uma das cinco secc¸o˜es do inque´rito.
Conhecimentos pre´vios: os projetos de TAR envolvem o conhecimento de diferentes tecnologias
e conceito de base. Procurou-se enta˜o saber quais as principais dificuldades dos alunos,
principalmente para procurar relacionar com os resultados do resto de inque´rito. A auseˆncia
de bases mı´nimas em um ou va´rios dos to´picos poderia levar a resultados muito fracos e a na˜o
se atingirem os mı´nimos de cada projeto. A Figura 5.22 apresenta os valores para as questo˜es
sobre os conhecimentos pre´vios, onde o valor um significa muito pouco conhecimento e o valor
cinco bastante conhecimento.
Como nota adicional, este inque´rito foi realizado no final da disciplina de TAR mas esta
questa˜o procura saber qual o n´ıvel de conhecimento adquirido pelos alunos em alguns to´picos
antes do funcionamento da disciplina.
Os resultados mostram o fraco conhecimento dos alunos nos diversos to´picos no in´ıcio de
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(b) Projetos com a linguagem NSDL
Figura 5.23: Nı´veis de dificuldade na utilizac¸a˜o dos objetos em ambos os projetos
TAR. Os to´picos de QoS e DiffServ ja´ tinham sido apresentados anteriormente, mas de forma
superficial. As linguagens OTcl e XML eram pouco conhecidas, e menos conhecida a primeira.
O to´pico Simulac¸a˜o (de redes) obteve o resultado mais elevado. Tal era esperado devido
a existirem nos programas de disciplinas anteriores a TAR diferentes ferramentas para a
construc¸a˜o e simulac¸a˜o de redes, e.g., o Packet Tracer.
Apesar de os resultados na˜o serem positivos, ambos os projetos foram conclu´ıdos por todos
os alunos. A apresentac¸a˜o dos to´picos durante a disciplina e o esforc¸o dos alunos foram
suficientes, ultrapassando a limitac¸a˜o inicial nos conhecimentos.
Utilizac¸a˜o do NS2/OTcl : Neste grupo de questo˜es abordou-se a construc¸a˜o de cena´rios de
simulac¸a˜o com a linguagem OTcl. O primeiro projeto, mais simples, utilizava objetos comuns
de rede. O segundo projeto, ale´m dos objetos do primeiro projeto, utilizava objetos DiffServ
e mais detalhe na ana´lise dos resultados. A Figura 5.23 apresenta os valores apontados pelos
alunos na utilizac¸a˜o de diferentes componentes da linguagem em ambos os projetos. A gama
de valores das respostas permitida aos alunos variou de um a cinco. O valor mı´nimo indica
muita facilidade na utilizac¸a˜o de um determinado objeto e o valor ma´ximo considera bastante
complexa a configurac¸a˜o desse objeto.
Uma primeira nota e´ a proximidade dos valores entre o primeiro e o segundo projeto, sendo
o grau de complexidade e de quantidade de trabalho de ambos muito diferentes. Deduz-se
que, apesar das dificuldades iniciais aquando do primeiro projeto, as dificuldades com os
cena´rios mais complexos durante o segundo projeto na˜o foram, em termos relativos, maiores,
diminuindo mesmo em alguns casos (aplicac¸o˜es e estat´ısticas/resultados). O valor ’Geral’
refere-se a uma questa˜o sobre a generalidade dos objetos e, neste caso, obte´m o mesmo
resultado em ambos os projetos. Como esperado, a programac¸a˜o das estat´ısticas/resultados
da simulac¸a˜o e´ o componente mais complexo de criar. A criac¸a˜o dos no´s e ligac¸o˜es sa˜o os
objetos mais simples de configurar.
Utilizac¸a˜o da NSDL: as questo˜es sobre a NSDL versaram sobre os mesmos componentes do
grupo anterior, para efeitos de comparac¸a˜o, e ainda sobre outros objetos apenas existentes
na NSDL (templates, views e scenarios). A Figura 5.23(b) apresenta os resultados da NSDL,
mas apenas para os elementos comuns a ambas as linguagens e onde os valores um a cinco
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teˆm o mesmo significado descrito para os resultados do OTcl (Figura 5.23(a)).
Os resultados foram muito semelhantes aos obtidos para o OTcl. Ambas as curvas, primeiro
e segundo projeto, esta˜o pro´ximas, creˆ-se, pelas mesmas razo˜es verificadas no OTcl. A u´nica
diferenc¸a e´ uma tendeˆncia de maior facilidade no segundo projeto de NSDL (quatro objetos
mais simples de definir no segundo projeto de NSDL versus treˆs objetos no OTcl). Os
componentes mais simples e complexos repetem-se com os do OTcl, e este era o resultado
esperado. Ou seja, no geral na˜o se encontram diferenc¸as grandes entre ambas as linguagens
exceto na me´dia global dos seus valores, 2.6 para o OTcl e 2.3 para a NSDL, o que indica
uma maior facilidade na utilizac¸a˜o da NSDL, mas pouco pronunciada, sendo por isso pouco
relevante. Em ambos os casos, a grande maioria dos alunos usou editores de texto simples e
pode estar nesse facto a proximidade de resultados. Enquanto para o OTcl na˜o ha´ ambientes
gra´ficos, para a NSDL e´ esperado que a introduc¸a˜o de ambientes gra´ficos permita uma mais
simples construc¸a˜o de cena´rios.
Neste ponto existe uma diferenc¸a de algum relevo nos resultados dos inque´ritos de ambos os
anos, mas, se forem retirados os inque´ritos do ano letivo 10/11 (3 inque´ritos), as diferenc¸as
mante´m-se iguais, apenas apresenta os valores globais mais baixos, 2.4 para o OTcl e 2.0 para
a NSDL. Ou seja, apesar de resultados um pouco diferentes, as concluso˜es sa˜o as mesmas. Os
valores dos elementos NSDL na˜o existentes no OTcl – templates, views e scenarios – tiveram
valores pro´ximos da me´dia global ja´ apresentada, indicando portanto, uma facilidade/com-
plexidade similar com a configurac¸a˜o dos restantes objetos. Estes componentes teˆm ainda
a caracter´ıstica de terem sido os menos usados, ou seja, enquanto para os restantes objetos
houve a indicac¸a˜o da sua utilizac¸a˜o por todos os alunos, estes foram usados apenas por parte
dos alunos.
Uma opc¸a˜o presente em todas as questo˜es destes u´ltimos dois grupos e´ ’na˜o utilizou’. Ser-
viu para identificar os componentes mais e menos utilizados. No OTcl essa opc¸a˜o foi se-
lecionada apenas 0,8% das vezes, ou seja, quase nunca e por isso sem qualquer efeito na
avaliac¸a˜o do OTcl. No caso da NSDL a opc¸a˜o ’na˜o utilizou’ foi selecionada 11% das vezes
e a sua escolha concentrou-se muito em apenas alguns componentes (templates, views e es-
tat´ısticas/resultados). Os elementos <templates> e <views> sa˜o opcionais e, por isso, a sua
na˜o utilizac¸a˜o por alguns alunos na˜o e´ inesperada (25% dos alunos na˜o usaram estes com-
ponentes). O componente estat´ısticas/resultados permitia poucas opc¸o˜es e por isso acabou
tambe´m por ser pouco utilizado (38% dos alunos na˜o definiram as estat´ısticas). Pela sua
importaˆncia no ciclo de uma simulac¸a˜o, este componente devera´ ser revisto e aprofundado
em verso˜es futuras.
Ainda no grupo de questo˜es da NSDL, os alunos foram questionados sobre a utilidade dos
componentes da NSDL na˜o existentes no OTcl. Apesar de no para´grafo anterior se referir que
parte dos alunos na˜o usou alguns dos objetos NSDL, a opinia˜o dos alunos foi muito favora´vel
a` sua existeˆncia para a descric¸a˜o de redes de dados. A Figura 5.24 apresenta os valores
para cada um dos componentes. Destaca-se ainda o valor muito positivo dado a ’Mu´ltiplos
Cena´rios’ por este elemento ser uma das caracter´ısticas principais da Framework NSDL.
Comparac¸a˜o das linguagens: esta secc¸a˜o pediu aos alunos para compararem diretamente
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Figura 5.24: Utilidade e relevaˆncia de componentes existentes apenas na NSDLDados
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Figura 5.25: Facilidade de utilizac¸a˜o de cada uma das linguagens e para cada objeto
ambas as linguagens, objeto a objeto. O objetivo deste grupo de questo˜es era confirmar os
resultados obtidos anteriormente. A Figura 5.25 apresenta os valores que indicam para cada
objeto qual foi a linguagem considerada mais simples de usar.
Sendo a gama de valores entre um e cinco, onde um indica mais facilidade do OTcl e cinco
mais facilidade da NSDL, pode-se considerar o valor treˆs como indicador de igual dificul-
dade/facilidade para as duas linguagens. Os no´s e as estat´ısticas/resultados esta˜o abaixo
de treˆs, indicando uma maior facilidade do OTcl. No caso dos no´s deve-se a ser o objeto
mais simples do OTcl, onde a sua definic¸a˜o e´ simples e muito curta. O resultado das es-
tat´ısticas/resultados deve-se a este componente na NSDL na˜o permitir muitas opc¸o˜es, sendo
por isso pouco escolhida.
Os restantes objetos tiveram uma certa tendeˆncia para a NSDL, mas sem grande intensidade.
Na˜o e´ um resultado inesperado e vai ao encontro das concluso˜es retiradas anteriormente no
que se refere a` utilizac¸a˜o dos objetos.
Uso de duas linguagens: O u´ltimo grupo de questo˜es procurou saber qual o resultado da
utilizac¸a˜o de duas linguagens na aprendizagem dos conceitos e to´picos de TAR.
O resultado foi no geral positivo, em particular para a simulac¸a˜o de redes, o to´pico explorado
durante as aulas pra´ticas com as duas linguagens. O tempo despendido a compreender as
duas linguagens talvez seja a raza˜o por estes resultados na˜o serem melhores.
A explorac¸a˜o do mesmo cena´rio por duas ferramentas leva a um menor aprofundamento visto
ser necessa´rio repetir certas tarefas, diminuindo a possibilidade de explorar opc¸o˜es mais com-















Figura 5.26: Opinia˜o sobre a aprendizagem dos to´picos de TAR com uso de duas linguagens para
a simulac¸a˜o de redes
de alguns conceitos, visto as duas linguagens serem muito diferentes e, assim, apresentarem o
mesmo conceito sobre diferentes perspectivas, o que foi um fato com os objetos da arquitetura
DiffServ.
No final do inque´rito, pediu-se aos alunos, numa caixa de texto aberto, que adicionassem
qualquer opinia˜o sobre a NSDL e o seu uso em TAR. Apenas 8 alunos (aproximadamente
40%) escreveram um comenta´rio neste espac¸o. Os comenta´rios positivos foram 4, e destacam
a simplicidade e a abstrac¸a˜o da NSDL como principais vantagens. Os comenta´rios negativos,
tambe´m 4, apontam algumas limitac¸o˜es nas ferramentas disponibilizadas que conduzem a
muito trabalho, a pouca documentac¸a˜o com exemplos de cena´rios feitos em NSDL, e, os
erros ainda encontrados na linguagem, que se esperava um pouco mais madura. Alguns
comenta´rios sa˜o esperados, outros da˜o indicac¸o˜es importantes sobre quais os pro´ximos passos
para a ferramenta, de onde se destaca uma melhor documentac¸a˜o para ajudar a` adoc¸a˜o da
NSDL.
A possibilidade de ter um grande nu´mero de utilizadores a experimentar e a testar a linguagem
NSDL foi muito vantajoso para este projeto. Permitiu detetar erros e lacunas nas definic¸o˜es dos
objetos que, de outra forma, seria pouco prova´vel detetar. E as opinio˜es dadas no inque´rito permi-
tiram obter dados importantes sobre a utilizac¸a˜o e relevaˆncia da NSDL para a simulac¸a˜o de redes,
com e sem QoS, e sobre a construc¸a˜o de descric¸o˜es de redes.
Na secc¸a˜o seguinte este cap´ıtulo e´ terminado com algumas concluso˜es do trabalho realizado na
aplicac¸a˜o da Framework NSDL ao simulador de redes NS2.
5.8 Concluso˜es
A implementac¸a˜o do perfil NS2 em termos de validac¸a˜o e transformac¸a˜o foi um projeto importante
para a Framework NSDL, visto ter sido a sua primeira utilizac¸a˜o de uma forma mais abrangente
e ter ocorrido num contexto pra´tico relevante. A abrangeˆncia do desenvolvimento em termos
de objetos e componentes para a simulac¸a˜o na ferramenta NS2 cumpriu com os seus objetivos
iniciais, conseguindo-se no final uma ferramenta completa para a edic¸a˜o, execuc¸a˜o e visualizac¸a˜o
de simulac¸o˜es no simulador NS2. A sua validac¸a˜o e teste por muitos utilizadores permitiu detetar e
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corrigir muitos erros e limitac¸o˜es presentes nas bibliotecas para a validac¸a˜o e para a transformac¸a˜o,
e obter uma versa˜o funcional da framework.
A escolha dos DiffServ revelou-se adequada visto ter obrigado a` definic¸a˜o de cena´rios bastante
mais complexos que as redes com fios comuns e, assim, testar os princ´ıpios de concec¸a˜o da Fra-
mework NSDL de uma forma mais alargada e aprofundada. A definic¸a˜o em NSDL dos objetos
DiffServ foi um desafio grande e conseguir implementar a sua transformac¸a˜o para o NS2 foi uma
tarefa complexa. As ferramentas relacionadas com suporte ao DiffServ apresentam limitac¸o˜es, que
a framework ultrapassa, e de onde se destaca a possibilidade de descrever cena´rios DiffServ mais
pro´ximos da realidade. Algumas das ferramentas encontradas permitem simular cena´rios DiffServ,
mas apenas para cena´rios pre´-definidos [66, 176] ou limitadas em termos de parametrizac¸a˜o.
A estrutura para a validac¸a˜o e para a transformac¸a˜o segue uma organizac¸a˜o hiera´rquica. Sendo
ambas as estruturas implementadas em linguagens da famı´lia do XML, a proximidade em termos
de manipulac¸a˜o e compreensa˜o permitiu simplificar todo o processo. Trouxe algumas limitac¸o˜es e
surgiram alguns problemas, que seriam resolvidos de forma simples por linguagens de programac¸a˜o
gene´ricas, mas, na grande maioria dos casos, permitiu definir para a linguagem NSDL as estruturas
de validac¸a˜o completas e as regras necessa´rias para a transformac¸a˜o de um cena´rio. A validac¸a˜o
esta´ implementada apenas em XML Schemas (XSD) e a linguagem suporta todas as caracter´ısticas
e regras necessa´rias para a descric¸a˜o das mais variadas redes. A transformac¸a˜o, apesar de maiori-
tariamente implementada em XSL Transformations, ja´ foi um pouco mais problema´tica devido a
limitac¸o˜es da linguagem e tambe´m a diferenc¸as nos interpretadores (parsers) que produziam, por ve-
zes, resultados distintos para os mesmos cena´rios. Obrigou a algumas adaptac¸o˜es e excec¸o˜es, como
por exemplo, o mo´dulo helpers, mas, em futuras verso˜es, estas limitac¸o˜es podera˜o ser ultrapassadas.
A gerac¸a˜o automa´tica de co´digo implementada na˜o cobre todos os cena´rios de rede poss´ıveis no
simulador NS2, no entanto, avaliando a documentac¸a˜o e os exemplos que serviram de base para o
trabalho, o nu´mero de cena´rios poss´ıvel de transformac¸a˜o para o perfil NS2 e´ bastante abrangente.
Os cena´rios com fios podem ser constru´ıdos em NSDL com um nu´mero praticamente ilimitados
de objetos. No caso dos DiffServ a descric¸a˜o permitida pela NSDL ultrapassa as capacidades do
NS2, aceitando a descric¸a˜o de cena´rio muito mais complexos, de entre va´rios casos, por exemplo,
na dimensa˜o da tabela de policiamento e no nu´mero de filas suportadas.
Os alunos de TAR, ao terem conhecimento do simulador NS2, permitiram aprofundar o teste da
Framework NSDL criando e convertendo cena´rios para o NS2. Muitos dos erros e das faltas foram
corrigidos devido ao seu empenho na utilizac¸a˜o da framework. Apo´s a utilizac¸a˜o, as opinio˜es dos
alunos deixadas num inque´rito permitiram detetar os pontos fortes e fracos da framework e assim
melhor significativamente a sua qualidade. Destaca-se o apontar das dificuldades em criar cena´rios
em ambientes na˜o gra´ficos e ficar a conhecer os objetos mais simples e mais dif´ıceis de configurar.
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Redes Sem Fios com o Network
Simulator 3
6.1 Introduc¸a˜o
Os avanc¸os te´cnicos atingidos nos u´ltimos anos sobre as redes sem fios levam estas a ocupar cada
vez mais um espac¸o nas opc¸o˜es de conectividade entre os diversos equipamentos existentes. A
funcionalidade de uma operac¸a˜o sem fios e a flexibilidade em conseguir rapidamente providenciar
ligac¸a˜o em locais particulares sa˜o duas das razo˜es para a adoc¸a˜o cada vez maior das tecnologias de
conectividade sem fios.
O simulador de redes Network Simulator 3 (NS3) permite a simulac¸a˜o de redes com e sem fios e
foi escolhido como ferramenta para ilustrar a integrac¸a˜o proporcionada pela NSDL para o domı´nio
das redes sem fios. Foram tambe´m implementadas as bibliotecas para a simulac¸a˜o de redes com
fios simples, mas, neste cap´ıtulo, e´ dado destaque a` implementac¸a˜o de simulac¸o˜es de redes sem fios,
nomeadamente Wi-Fi, WiMAX e LTE.
De seguida descreve-se a organizac¸a˜o do resto do cap´ıtulo. A secc¸a˜o 6.2 introduz o simulador de
redes Network Simulator 3. A secc¸a˜o 6.3 apresenta as tecnologias de redes sem fios implementadas
na Framework NSDL. A secc¸a˜o 6.4 introduz os objetos definidos na NSDL para representar as
redes sem fios. A secc¸a˜o 6.5 apresenta alguns casos de estudo utilizando os simuladores Network
Simulator 2 e Network Simulator 3. Por fim, na secc¸a˜o 6.6 sa˜o apresentadas as concluso˜es da
implementac¸a˜o deste projeto.
6.2 Network Simulator 3
O Network Simulator 2 (NS2) deixou de ter, a partir de 2004, projetos dedicados para o seu de-
senvolvimento e atualizac¸a˜o. No entanto, um grupo de investigac¸a˜o envolvendo a Universidade
de Washington, o Georgia Institute of Technology, o ICSI Center for Internet Research, com a
colaborac¸a˜o do grupo de investigac¸a˜o Planete do INRIA Sophia-Antipolis, submeteram a financi-
amento de um projeto para uma evoluc¸a˜o ao NS2 designada por Network Simulator 3 (NS3), um
novo simulador de eventos discretos para a investigac¸a˜o e o ensino de redes de computadores. No
aˆmbito deste projeto ainda foi prevista a continuidade do suporte ao NS2.
Os objetivos gerais do NS3 manteˆm algumas caracter´ısticas do NS2, como ser software livre
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Figura 6.1: Mo´dulos do simulador NS3
e de distribuic¸a˜o gratuita, com eˆnfase no desenvolvimento pela sua comunidade de utilizadores.
Importante tambe´m no NS3 foi na˜o repetir as limitac¸o˜es do NS2, principalmente em termos de
escalabilidade, extensibilidade, modularidade e emulac¸a˜o. A organizac¸a˜o e a existeˆncia de docu-
mentac¸a˜o completa e atualizada e´ outro dos objetivos para o projeto [110].
O NS3 utiliza a linguagem C++ para a implementac¸a˜o do nu´cleo e dos modelos, e tambe´m para
a descric¸a˜o da simulac¸a˜o. A utilizac¸a˜o de uma linguagem apenas visa simplificar a utilizac¸a˜o do
NS3 e, mais importante, facilitar a depurac¸a˜o das simulac¸o˜es. A simulac¸a˜o e´ assim um programa
C++ que e´ compilado e executado. De forma opcional, e´ poss´ıvel utilizar a linguagem Python
[218]. O uso das linguagens de programac¸a˜o gene´ricas permite incorporar todas as suas vantagens
no desenvolvimento de simulac¸o˜es. O sistema Waf [179], uma framework baseada em Python, e´
utilizado para a configurac¸a˜o, compilac¸a˜o e instalac¸a˜o das aplicac¸o˜es.
Ale´m do NS2, o NS3 foi buscar conceitos, e co´digo, aos simuladores Georgia Tech Network Si-
mulator (GTNets) [227] e ao Yet Another Network Simulator (YANS) [148]. Ao primeiro, GTNets,
deve-se a melhor escalabilidade para a simulac¸a˜o de grandes redes [276]. Ao YANS devem-se muitos
modelos para as redes sem fios. O sistema utilizado para a documentac¸a˜o completa do simulador
e´ o Doxygen [71]. O NS3 esta´ organizado em mo´dulos da forma apresentada na Figura 6.1.
O mo´dulo ’core’ conte´m as bibliotecas C++ para a simplificac¸a˜o da programac¸a˜o, para a gesta˜o
dos eventos, o agendamento e o ca´lculo do tempo da simulac¸a˜o. Os mo´dulos cinza conteˆm os va´rios
modelos para os diversos objetos de redes. O mo´dulo ’network ’ conte´m as classes base, como
o Node, NetDevice, enderec¸amento (IPv4, MAC, entre outras), filas e sockets. Conte´m ainda a
manipulac¸a˜o dos pacotes (tags e cabec¸alhos) e dos seus formatos para exportac¸a˜o (pcap e ASCII).
Os mo´dulos ’core’ e ’network ’ formam uma base para a simulac¸a˜o de um qualquer tipo de rede,
na˜o apenas Internet [110].
O mo´dulo ’mobility ’ conte´m os modelos de mobilidade esta´tico, aleato´rio, entre outros. Os
restantes mo´dulos cinza conteˆm muitos e diversos modelos de protocolos, aplicac¸o˜es, dispositivos,
propagac¸a˜o, entre outros. Estes u´ltimos sa˜o independentes dos mo´dulos ’network ’, ou seja, podem
ser usados em va´rios tipos de redes.
O mo´dulo ’helper ’ permite invocar todos os objetos dos restantes mo´dulos de forma mais simples,
encapsulando muitos dos detalhes, e programar em C++, ou Python, a simulac¸a˜o pretendida. No
caso de a simulac¸a˜o ser descrita em Python, esta e´ convertida automaticamente para C++ atrave´s
do projeto Python Bindings Generator [46].
O NS3 tem como objetos fundamentais para a descric¸a˜o de topologias de rede os seguintes
elementos:
















Figura 6.2: Estrutura de uma simulac¸a˜o com o Network Simulator 3
memo´ria, processador e interfaces de entrada e sa´ıda;
• Application, responsa´vel pela gerac¸a˜o e consumo de pacotes e instalado num Node e pode
interagir com diversas camadas de rede;
• NetDevice, e´ uma placa de rede que pode ser ligada a um interface de entrada e sa´ıda de um
Node, e;
• Channel, uma ligac¸a˜o f´ısica entre mu´ltiplos NetDevice’s.
Na escolha dos objetos fundamentais houve a preocupac¸a˜o de representar os objetos comuns
utilizados pelos utilizadores num sistema de comunicac¸a˜o de dados reais.
O projeto base do NS3 na˜o inclui o desenvolvimento de interfaces gra´ficos para construir, depu-
rar, executar e visualizar simulac¸o˜es, deixando para terceiros o desenvolvimento desses componentes
[110]. O s´ıtio da Internet do NS3 apresenta va´rias ferramentas gra´ficas para a realizac¸a˜o de diversas
tarefas do ciclo de simulac¸a˜o: a ferramenta NS3 Generator [277] permite a gerac¸a˜o de co´digo C++
a partir de um ambiente de drag-and-drop; a ferramenta NetAnim [228] realiza a animac¸a˜o da
simulac¸a˜o a partir de ficheiros XML constru´ıdos durante a execuc¸a˜o da simulac¸a˜o; e, o PyViz [48]
apresenta a topologia e a dinaˆmica da rede durante a simulac¸a˜o, ou seja, em tempo real. Apesar
de ja´ permitirem a realizac¸a˜o de muitas tarefas, as ferramentas ainda teˆm poucas funcionalidades,
principalmente para a configurac¸a˜o de cena´rios de simulac¸a˜o.
A Figura 6.2 apresenta a estrutura de uma simulac¸a˜o com o NS3, e algumas das ferramentas
gra´ficas que permitem ja´ realizar algumas func¸o˜es.
O processo de simulac¸a˜o no NS3 na˜o e´ muito distinto do processo necessa´rio em outros simula-
dores. O primeiro passo, descric¸a˜o da simulac¸a˜o, pode ser dividido em treˆs fases: Criar a Topologia,
escolher os Modelos e fazer as Configurac¸o˜es. A ferramenta NS3 Generator permite realizar a des-
cric¸a˜o das redes e a configurac¸a˜o de alguns objetos graficamente e gera automaticamente o co´digo
C++; A escolha dos modelos em cada objeto enriquece a rede com os componentes que ira˜o operar
sobre a rede; Por fim, e´ realizada a configurac¸a˜o complementar da simulac¸a˜o como os valores dos
atributos, modificac¸a˜o dos valores por defeito e os varia´veis globais/ambiente.
O passo ’Execuc¸a˜o’ compila e executa o co´digo C++ com a simulac¸a˜o. O uso de apenas uma
linguagem simplifica, se necessa´rio, a depurac¸a˜o do co´digo para a detec¸a˜o e correc¸a˜o de falhas na
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simulac¸a˜o. Nesta fase pode ainda ser usada a emulac¸a˜o, integrando dados de redes reais e em
funcionamento no ambiente do simulador. A aplicac¸a˜o PyViz permite visualizar graficamente o
decorrer da simulac¸a˜o.
Os u´ltimos passos, Animac¸a˜o e Ana´lise, permitem, po´s-simulac¸a˜o, visualizar sob a forma de
uma animac¸a˜o todos os eventos da simulac¸a˜o com a ferramenta NetAnim, e analisar os dados da
simulac¸a˜o de uma forma semelhante a` ana´lise de uma rede real, recorrendo a um analisador de
pacotes, o Wireshark [50], ou a formatos e ferramentas do utilizador. Se existir a necessidade de
reformular algum aspeto da simulac¸a˜o, o processo retorna ao um ponto anterior e e´ modificado
o co´digo. Pode ser ainda repetida a simulac¸a˜o, mas de forma independente, para reforc¸ar os
resultados, atrave´s da alterac¸a˜o de alguma das varia´veis.
As principais vantagens do NS3 relativamente a outros simuladores e, principalmente, ao NS2 e´
a sua escalabilidade [276] e a sua arquitetura de desenvolvimento que permite uma melhor qualidade
do co´digo existente [89]. Surge assim como um simulador em crescente utilizac¸a˜o, em consequeˆncia
de ter conseguido agregar as melhores caracter´ısticas de outros trabalhos e ter procurado manter a
comunidade do NS2 com a utilizac¸a˜o de alguns dos seus modelos. A falta de ferramentas gra´ficas
flex´ıveis e completas para a descric¸a˜o de simulac¸o˜es e´ a principal lacuna apontada ao NS3.
No aˆmbito do trabalho desta tese foi implementado um processo para a construc¸a˜o de topologias
para as redes sem fios e para a gerac¸a˜o do co´digo C++ para o NS3. A pro´xima secc¸a˜o apresenta
algumas das redes sem fios implementadas.
6.3 Redes Sem Fios
Como o pro´prio nome indica, as redes sem fios caraterizam-se pela inexisteˆncia de qualquer cabo
para a comunicac¸a˜o entre os seus no´s. Em substituic¸a˜o, as tecnologias utilizadas para a transmissa˜o
das mensagens entre os equipamentos sa˜o as ondas de radio, as ondas de infravermelhos e/ou os
raios laser. A classificac¸a˜o mais utilizada para diferenciar as redes sem fios e´ baseada na distaˆncia
entre os seus no´s e, a cada grupo, e´, normalmente, associado um conjunto de tecnologias ajustadas
em termos de distaˆncia e de velocidade de transmissa˜o requeridas por cada cena´rio. As classificac¸o˜es
criadas sa˜o as seguintes:
• Redes Sem Fios Pessoais (Wireless Personal Area Network – WPAN): sa˜o redes onde os
seus equipamentos operam pro´ximos uns dos outros, na ordem dos poucos metros (ma´ximo
10 metros), e pretende-se que a comunicac¸a˜o na˜o seja detetada a partir dessas distaˆncias.
Alguns exemplos das tecnologias que suportam as redes WPAN esta˜o na famı´lia da norma
802.15 do Institute of Electrical and Electronics Engineers (IEEE) e sa˜o o Bluetooth [115] e
o ZigBee [116];
• Redes Sem Fios Locais (Wireless Local Area Networks - WLAN): Sa˜o das redes sem fios mais
comuns e permitem a comunicac¸a˜o entre os equipamentos a grande velocidade (11-54+ Mbps)
e a distaˆncias ate´ algumas centenas de metros. A norma IEEE 802.11/Wi-Fi [117] descreve
todas as caracter´ısticas necessa´rias para a implementac¸a˜o destas redes;
• Redes Sem Fios Metropolitanas (Wireless Metropolitan Area Network - WMAN): Sa˜o redes
com a´reas superiores a`s WLAN e podem abranger uma cidade e/ou um grande campus de
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uma universidade. Sa˜o tambe´m usadas para a interligac¸a˜o de WLAN’s ou LAN’s e designadas
como redes de Banda Larga Sem Fios (Wireless Broadband). As suas caracter´ısticas esta˜o
definidas na norma IEEE 802.16 e o nome comum que tem sido utilizado para a referir e´
”WiMAX”, a partir do termo Worldwide Interoperability for Microwave Access do grupo
WiMAX Forum Industry Alliance [77, 205], e;
• Redes Sem Fios de Longa Distaˆncia (Wireless Wide Area Network - WWAN): sa˜o as comuns
redes celulares utilizadas para a comunicac¸a˜o com telemo´veis e, mais recentemente, com os
telemo´veis de u´ltima gerac¸a˜o (vulgo smartphones). Inclui as tecnologias Global System for
Mobile Communications (GSM) [101], Universal Mobile Telecommunication Systems (UMTS)
[2], Long-Term Evolution (LTE) [1, 239] e WiMAX. Esta u´ltima ja´ surge nas WMAN, mas
algumas melhorias permitiram a sua operac¸a˜o a distaˆncias superiores, colocando o WiMAX
tambe´m neste grupo.
As redes com fios sa˜o ainda a principal opc¸a˜o para muitos ambientes de redes, principalmente
se for necessa´rio ter comunicac¸o˜es de alta velocidade e grande fiabilidade. No entanto, as atuais
redes sem fios, apresentam ja´ muitas vantagens, de onde se destacam [94]:
• Mobilidade: o utilizador pode operar sobre a rede em diferentes pontos da organizac¸a˜o, na˜o
estando fixo aos pontos onde pode ligar o seu equipamento a` rede com fios;
• Facilidade e rapidez de instalac¸a˜o: a instalac¸a˜o de redes com fios e´ justificada, por
exemplo, em situac¸o˜es de dif´ıcil instalac¸a˜o, como em edif´ıcios histo´ricos, onde colocar cabos
em paredes/cha˜os sem calhas te´cnicas e´ dispendioso e ineste´tico. As redes sem fios permitem
levar as redes de dados a esses espac¸os facilmente;
• Flexibilidade: ale´m da mobilidade ja´ referida, existe a mobilidade para outras organizac¸o˜es,
e a facilidade em expandir a rede (escalabilidade), e;
• Custo: na˜o sempre, mas em alguns casos os custos de uma soluc¸a˜o sem fios sa˜o inferiores.
Apesar das vantagens indicadas, as redes sem fios apresentam ainda as seguintes limitac¸o˜es
comparativamente a`s redes com fios:
• Velocidade: a velocidade de uma rede com fios comum (fast-ethernet) e´ bastante superior e
com menos interfereˆncias do meio ambiente;
• Seguranc¸a: os ataques poss´ıveis a uma infraestrutura sem fios sa˜o em maior nu´mero e mais
simples (escuta, bloqueio e desvio), e;
• Configurac¸a˜o: normalmente mais complexa de configurar e de manter que uma rede com
fios.
A extensa˜o da Framework NSDL para as redes sem fios teve nesta primeira fase um aluno de
mestrado, Jorge Sousa, envolvido durante o per´ıodo de 10 meses [248]. A ferramenta escolhida
para testar as descric¸o˜es NSDL de redes sem fios foi o simulador Network Simulator 3 (NS3)
devido a` sua crescente utilizac¸a˜o no domı´nio das redes sem fios e por ja´ conter muitos modelos para
estas redes. Assim, foi realizada neste projeto a implementac¸a˜o da extensa˜o da Framework NSDL
com as tecnologias Wi-Fi, WiMAX e LTE. De seguida e´ feita uma introduc¸a˜o a cada uma dessas
tecnologias, destacando os objetos mais comuns em cada uma delas.
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802.11a (1999) 5 ate´ 54 120
802.11b (1999) 2.4 ate´ 11 140
802.11g (2003) 2.4 ate´ 54 140
802.11n (2009) 2.4/5 150 a 300 250
802.11ac (2014) 5 433 a 6930 ?
6.3.1 Redes IEEE 802.11/Wi-Fi
A norma 802.11 do IEEE, tambe´m conhecida pelo termo Wi-Fi (de Wireless Fidelity), surge em
1997 e ja´ teve desde esse ano incrementos diversos para acomodar novos requisitos e melhoramento
te´cnicos. As redes Wi-Fi sa˜o hoje uma das opc¸o˜es mais utilizadas, quer no ambiente dome´stico
quer no ambiente empresarial. E´ simples a ligac¸a˜o de um computador, fixo ou porta´til, a redes sem
fios dome´sticas, empresariais e mesmo pu´blicas, para a partilha de ficheiros, acesso a servic¸o e/ou
a` Internet.
A primeira norma previa velocidades de transmissa˜o de 1 e 2 Mbps. Entre muitas melhorias
ao longo dos anos, uma importante atualizac¸a˜o da norma surge em 2009 e esta adicionou novas
te´cnicas para conseguir uma maior velocidade, ate´ aos 300 Mbps, e de alcance de transmissa˜o,
ate´ aos 250 metros. Em 2012 surgiu o documento mais recente da norma, sem grandes alterac¸o˜es
te´cnicas e mais focado na junc¸a˜o das informac¸o˜es presentes nas diversas atualizac¸o˜es, obtendo assim
um documento com toda a informac¸a˜o atualizada [119]. A Tabela 6.1 apresenta as caracter´ısticas
mais relevantes de algumas das normas da famı´lia 802.11 [94, 120].
A u´ltima linha da Tabela 6.1 apresenta a norma 802.11ac, ainda em versa˜o de trabalho (draft)
e a ratificar em 2014 [121], que pretende especificar redes sem fios, dentro da famı´lia das redes
802.11, com velocidades de transmissa˜o a partir dos 433Mbps [120]. Resumidamente, introduz
novas funcionalidades na camada F´ısica e melhora a camada de Controlo do Acesso ao Meio (MAC,
de medium access control), comparativamente a` norma anterior, o 802.11n [199].
Ale´m das normas para a camada f´ısica apresentadas na Tabela 6.1, existem ainda outras normas
com outros propo´sitos, e.g., a norma 802.11e define os aspetos relacionados com a Qualidade de
Servic¸o (QoS) nestas redes; a norma 802.11i especifica os mecanismos de seguranc¸a e autenticac¸a˜o;
e, a norma 802.11s especifica as configurac¸o˜es para a construc¸a˜o de redes Mesh. Ale´m destes
aspetos, existe ainda a definic¸a˜o das questo˜es do roaming, as definic¸o˜es regionais para a Europa e
para o Japa˜o, a gesta˜o de diferentes elementos, a comunicac¸a˜o entre ve´ıculos, entre outros.
Os componentes principais de uma rede 802.11 esta˜o apresentados na Figura 6.3 e teˆm as
seguintes caracter´ısticas:
• Estac¸a˜o: as redes sa˜o feitas para permitir a comunicac¸a˜o entre estac¸o˜es, logo, as estac¸o˜es
sa˜o equipamentos com placas de rede sem fios. Estes equipamentos podem ser fixos ou
mo´veis e como exemplos destes equipamentos temos desde o computador pessoal comum, aos
computadores porta´teis e os telemo´veis de u´ltima gerac¸a˜o (smartphone);
• Pontos de Acesso (Access Points – AP): em certas redes servem como elemento in-











Figura 6.3: Componentes de uma rede 802.11
adaptando a trama da rede 802.11 para o formato adequado a` outra rede. Realizam ainda
muitas outras func¸o˜es, como a configurac¸a˜o da estac¸a˜o, o controlo de admissa˜o e a QoS;
• Meio de Transmissa˜o: meio f´ısico por onde se movem as tramas de estac¸a˜o para estac¸a˜o.
Existem diferentes mecanismos definidos para a camada f´ısica que podem ser utilizadas e que
suportam o 802.11 MAC, e;
• Sistema de Distribuic¸a˜o: sa˜o as redes de backbone e realizam a interligac¸a˜o de diferentes
Access Points. A norma na˜o define nenhum sistema particular para realizar esta func¸a˜o, mas
a rede Ethernet tem sido a opc¸a˜o mais comum para este fim.
Numa rede 802.11 ao grupo de estac¸o˜es que comunicam entre si e´ designado como o Basic Service
Set (BSS) e operam numa Basic Service Area (BSA). Os BSS podem ser organizados em dois tipos



































Figura 6.4: Tipos de organizac¸a˜o dos BSS’s
O BSS Independente apresentado na Figura 6.4(a) apenas tem estac¸o˜es e qualquer uma pode
comunicar com outra, desde que esteja ao seu alcance. Este tipo de redes e´ tipicamente usado
para ligac¸o˜es de curta durac¸a˜o e para comunicac¸o˜es pontuais, como uma partilha de um ficheiro
num dado momento apenas entre dois ou mais intervenientes. Sa˜o tambe´m designadas como redes
Ad-Hoc.
A Figura 6.4(b) apresenta um BSS Infraestrutura e, neste caso, ja´ temos um AP que opera
como ponto central para todas as comunicac¸o˜es entre as estac¸o˜es do BSS. A comunicac¸a˜o de uma
trama entre duas estac¸o˜es passara´ sempre pelo AP, tornando a comunicac¸a˜o mais lenta, mas com
as seguintes vantagens:
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Figura 6.5: Arquitetura simplificada de uma rede WiMAX
• Distaˆncia: definida na˜o pelo alcance entre as estac¸o˜es, mas entre as estac¸o˜es e o AP, permi-
tindo assim a comunicac¸a˜o entre estac¸o˜es distantes entre si, e;
• Poupanc¸a de energia: a existeˆncia de AP’s permite a poupanc¸a de energia a`s estac¸o˜es.
Um AP, detetando que uma estac¸a˜o desligou o transmissor, pode guardar as suas tramas
e concretizar a sua entrega apenas quando a estac¸a˜o ficar ativa e iniciar a transmissa˜o de
tramas para o AP.
Os BSS podem cobrir as a´reas de um escrito´rio ou ambiente dome´stico, mas sa˜o incapazes
de alcanc¸ar a´reas maiores. A cobertura de a´reas maiores e´ feita atrave´s da interligac¸a˜o de BSS
recorrendo a um Servic¸o de Distribuic¸a˜o e essa nova estrutura designa-se por Extended Service Set
(ESS). Os AP’s numa ESS operam de forma coordenada de tal forma que um router que queira
comunicar com uma estac¸a˜o, apenas necessita conhecer o seu enderec¸o MAC, ficando para a ESS
determinar a que AP ela esta´ associada.
As redes 802.11 conteˆm ainda muitos outros pormenores mas, tendo presente o aˆmbito deste
trabalho, apenas e´ feita a apresentac¸a˜o dos elementos principais.
6.3.2 Redes WiMAX (IEEE 802.16)
As redes WiMAX (de Worldwide Interoperability for Microwave Access) oferecem um servic¸o dis-
tinto de outras redes sem fios em termos de velocidade e cobertura. Primeiro, procuram obter as
velocidades pro´ximas daquelas atingidas pelas redes Wi-Fi e, segundo, conseguir distaˆncias de co-
municac¸a˜o e os mecanismos de QoS poss´ıveis nas redes mo´veis 3G/celulares. A norma 802.16-2004
foi definida para a ligac¸a˜o sem fios de estac¸o˜es fixas e permite velocidades de 72Mbps ate´ distaˆncias
de 50Km. A norma 802.16e-2005 define as caracter´ısticas para a ligac¸a˜o de estac¸o˜es mo´veis e sa˜o
poss´ıveis distaˆncias de 5 a 15 Km, com velocidades ate´ 40 Mbps [205].
A norma 802.16 utiliza te´cnicas de ra´dio avanc¸adas para as camadas PHY e MAC para obter
uma grande eficieˆncia na utilizac¸a˜o do espectro de frequeˆncias e para um maior controlo da QoS.
Uma importante caracter´ıstica e´ a sua arquitetura completamente baseada no protocolo IP, acom-
panhada tambe´m com a possibilidade de operac¸a˜o simples (plug and play) e multivendedor. Em
consequeˆncia, estas caracter´ısticas permitem diferentes utilizac¸o˜es e diferentes modelos de servic¸o
[81].
Ale´m dos equipamentos dos utilizadores, designados por Subscriber Station (SS), existem ainda
outros componentes numa rede WiMAX. A Figura 6.5 apresenta uma arquitetura simplificada da
rede WiMAX, e as ligac¸o˜es entre os seus elementos [142].
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A Base Terminal Station (BTS) pode ser um equipamento fixo ou mo´vel, instalado dentro ou
fora de um edif´ıcio e garante a comunicac¸a˜o ra´dio entre as SS e entre estas e o resto do sistema.
Realiza tambe´m o encaminhamento das mensagens das SS para os restantes componentes ou para
outras redes.
A Access Service Network (ASN) inclui as SS e as BTS e a sua principal func¸a˜o e´ providenciar
o acesso ra´dio aos SS e encaminhar as mensagens de autenticac¸a˜o, autorizac¸a˜o e contabilidade
(accounting) para os n´ıveis superiores, ou seja, para o Connectivity Service Network (CSN). E´
tambe´m um ponto de agregac¸a˜o de tra´fego das BTS e onde se realizam as func¸o˜es comuns a todas
as BTS. A mobilidade de uma SS entre BTS dentro da mesma ASN, ou ASN’s sob o mesmo CSN,
e´ gerida ao n´ıvel da ASN e transparente para o CSN. Sa˜o mantidas as configurac¸o˜es IP e geridas
as ligac¸o˜es de downlink e uplink do SS para a nova BTS.
O CSN e´ responsa´vel pelas func¸o˜es de rede que garantem a conectividade IP entre as SS. De
entre as diversas func¸o˜es do CSN temos a traduc¸a˜o de enderec¸os, o registo dos SS locais e externos,
a autenticac¸a˜o e o armazenamento dos registos das chamadas. O CSN e´ tambe´m responsa´vel por
garantir que o uso da rede por parte dos seus subscritores cumpre com o definido no seu perfil e
realizar as func¸o˜es de controlo de admissa˜o. A gesta˜o das ligac¸o˜es com outros operadores de redes
WiMAX, e na˜o so´, e´ gerida tambe´m no CSN.
A ligac¸a˜o existente entre a SS e o CSN e´ uma ligac¸a˜o lo´gica e esta´ associada a`s func¸o˜es de
autenticac¸a˜o, autorizac¸a˜o, configurac¸a˜o IP e mobilidade. As func¸o˜es entre o ASN e CSN sa˜o a
autenticac¸a˜o, a autorizac¸a˜o, a contabilidade, a gesta˜o das pol´ıticas de utilizac¸a˜o e a gesta˜o da
mobilidade.
O WiMAX e´ identificado tambe´m como uma tecnologia sem fios 4G por ser um poss´ıvel sucessor
a`s tecnologias Wi-Fi e 3G, limitadas essencialmente pelas fracas possibilidades de gesta˜o da QoS
e de limitada cobertura [285]. Na pro´xima secc¸a˜o apresenta-se uma tecnologia com caracter´ısticas
semelhantes, mas com uma origem distinta, o Long-Term Evolution.
6.3.3 Redes Long-Term Evolution
A tecnologia Long-Term Evolution (LTE) pertence a` famı´lia das tecnologias Universal Mobile Te-
lecommunications System (UMTS) e foi uma das primeiras tecnologias de banda larga a baseada
em Orthogonal frequency-division multiplexing (OFDM). Uma importante caracter´ıstica do LTE
e´ manter a compatibilidade com outras tecnologias de redes mo´veis, como o Global System for
Mobile Communications (GSM) e o High Speed Packet Access (HSPA), algo na˜o poss´ıvel no Wi-
MAX. A versa˜o 8 da norma LTE permite taxas de transmissa˜o ate´ aos 300 Mbps para downlink
e 75 Mbps para uplink e permite uma operac¸a˜o flex´ıvel da largura de banda ate´ aos 20 MHz. A
versa˜o 10, conhecida como LTE-Advanced (LTE-A), vem, por um lado, aumentar as taxas e o
alcance da transmissa˜o, e, por outro, baixar a lateˆncia, conseguindo assim uma melhor experieˆncia
na utilizac¸a˜o da rede por parte dos seus utilizadores [96].
Um conceito tambe´m relevante nas redes LTE e´ o portador Evolved Packet System (EPS bearer)
que suporta o tra´fego IP da gateway de uma rede IP ate´ ao equipamento do utilizador (User
Equipment – UE). O bearer e´ um fluxo de pacotes IP com uma determinada QoS entre estes dois
equipamentos. Um fluxo de Voz Sobre IP (VoIP) tera´ um bearer com paraˆmetros que permitam
uma largura de banda mı´nima e um atraso ma´ximo ajustado aos requisitos deste tipo de tra´fego.
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Figura 6.6: Arquitetura simplificada de uma rede LTE
Um fluxo FTP podera´ ter um bearer sem paraˆmetros de QoS, recebendo assim um servic¸o best-
effort. A Figura 6.6 apresenta a arquitetura simplificada de uma rede LTE, com os componentes
relevantes no aˆmbito deste projeto.
O equipamento do utilizador e´ designado como UE e a estac¸a˜o de ligac¸a˜o ao resto da rede
e´ o eNodeB (eNB). Ambos estes equipamentos fazem parte da rede de acesso. Os componentes
principais da rede de nu´cleo apresentados na Figura 6.6 sa˜o o Serving Gateway (S-GW), PDN
Gateway (P-GW) e Servic¸os IP. De seguida sa˜o apresentadas, resumidamente, as func¸o˜es principais
destes componentes, referindo ainda alguns dos outros componentes lo´gicos tambe´m presentes na
rede de nu´cleo [202].
O S-GW e´ o ponto por onde sa˜o transferidos todos os pacotes IP e serve de aˆncora para a
mobilidade local dos bearers quando os UE’s se movem entre eNB’s. O S-GW guarda a
informac¸a˜o dos bearers quando a estac¸a˜o esta´ idle e os pacotes para downlink e realiza, ainda,
algumas func¸o˜es administrativas para contabilidade (volume de dados enviados e recebidos).
O P-GW e´ responsa´vel pela alocac¸a˜o de enderec¸os IP para as UE’s e pela implementac¸a˜o da QoS.
Executa a filtragem do tra´fego downlink dos pacotes IP para os diferentes bearers, baseado
em modelos de tra´fego.
O Mobility Management Entity (MME) e´ responsa´vel pela sinalizac¸a˜o entre o UE e a rede de
nu´cleo. Envolve as func¸o˜es relacionadas com a gesta˜o dos bearers (estabelecimento, manu-
tenc¸a˜o e te´rmino) e func¸o˜es relacionadas com a gesta˜o da ligac¸a˜o (estabelecimento e segu-
ranc¸a).
O Home Subscriber Server (HSS) conte´m as informac¸o˜es do utilizador em termos de perfil de QoS,
os PDN’s a que se pode ligar e as restric¸o˜es de roaming. Mante´m tambe´m, dinamicamente,
outras informac¸o˜es do utilizador, como o MME ao qual esta´ no momento ligado. Pode ainda
conter outros dados para a autenticac¸a˜o dos utilizadores, como as chaves de seguranc¸a.
O Policy Control and Charging Rules Funtion (PCRF) coopera com o P-GW em termos de QoS,
atribuindo as autorizac¸o˜es sob a forma de identificadores de classe QoS e taxas de transmissa˜o
para um dado fluxo, de acordo com o perfil do subscritor.
Esta secc¸a˜o pretendeu apresentar as caracter´ısticas e componentes principais de cada uma das
tecnologias utilizadas no projeto NSDL. Na secc¸a˜o seguinte sera´ apresentada a representac¸a˜o NSDL
dos objetos das redes sem fios ja´ presentes no simulador NS3.
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Figura 6.7: Extensa˜o do perfil base com os objetos das redes sem fios
6.4 Representac¸a˜o de Redes Sem Fios NS3 em NSDL
O trabalho descrito nesta secc¸a˜o apresenta a definic¸a˜o de objetos para as redes sem fios na lin-
guagem NSDL. Os objetos definidos procuraram capturar as caracter´ısticas principais dos objetos
reais e fazer o seu enquadramento nos objetos disponibilizados pela linguagem NSDL. Procurou-se
manter a sua caracterizac¸a˜o pro´xima das especificac¸o˜es gerais, mas houve tambe´m a necessidade
de haver uma aproximac¸a˜o a` ferramenta onde estes objetos seriam usados, o simulador NS3. Seria
deseja´vel manter as definic¸o˜es independentes da ferramenta, mas, a partir de determinado n´ıvel de
especificac¸a˜o, o esforc¸o e´ dif´ıcil, deixando ao responsa´vel da especificac¸a˜o o dever de procurar um
equil´ıbrio entre manter a especificac¸a˜o geral ou muito pro´xima a` ferramenta. No caso do trabalho
apresentado de seguida, houve alguma proximidade com o simulador e, assim, a especificac¸a˜o dos
objetos em NSDL segue as suas potencialidades, e, claro, tambe´m as suas limitac¸o˜es.
6.4.1 Extensa˜o ao perfil base NSDL
O perfil base foi estendido de forma a conter os objetos identificados nas redes sem fios apresentadas
na secc¸a˜o anterior. A Figura 6.7 apresenta os objetos adicionados ao perfil base e ao perfil TCP/IP
no aˆmbito deste projeto. A contribuic¸a˜o esta´ representada no perfil ’Objetos Sem Fios’ e em
algumas adic¸o˜es aos ’Objetos de Base TCP/IP’, e que sa˜o referidas nesta secc¸a˜o.
Os no´s adicionados, e presentes na coluna mais a` esquerda da Figura 6.7, sa˜o os equipamentos
principais de cada uma das rede sem fios. Na˜o conteˆm funcionalidades, mas e´ onde sera˜o inseridos
os restantes objetos que definem cada equipamento, nomeadamente os interfaces. Em cada tipo de
rede sem fios existe uma estac¸a˜o e um equipamento central responsa´vel pela comunicac¸a˜o entre as
estac¸o˜es, e.g., BaseStation e SubscriberStation para as redes WiMAX.
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Na coluna seguinte surgem as ligac¸o˜es com as extenso˜es definidas para cada uma das redes. Nas
redes Wi-Fi surge o YansChannel, de Yet Another Network Simulator e adaptado para o NS3 por
[148]. Este modelo permite-nos simular o efeito de propagac¸a˜o de um canal de comunicac¸a˜o sem fios
numa rede 802.11, com um determinado modelo de perdas (friis, cost231, jakes, random, rayground,
logdistance, logdistance3, nakagami, fixedrss, matrix ou ainda range) e outro de atraso (constant
ou random) a definir pelo utilizador. De forma semelhante, o trabalho de [84] oferece ao NS3 um
modelo para um canal de transmissa˜o virtual para as redes WiMAX e designa-se de WimaxChannel.
Neste objeto o utilizador pode escolher entre os diversos modelos de perdas definidos pelo autor
(friis, cost231, random ou logdistance). Por fim, para os link ’s surge o SpectrumChannel para as
rede LTE e tem os mesmos paraˆmetros de configurac¸a˜o que as redes WiMAX, atraso (random ou
constant) e perdas (lte).
A n´ıvel das aplicac¸o˜es, coluna seguinte, na˜o foi adicionado nenhum objeto novo. E´ normal que
assim seja, visto que a abordagem a`s redes sem fios se foca nas camadas f´ısica e de ligac¸a˜o.
A coluna dos protocolos na˜o tem nenhum objeto na zona das redes sem fios, mas foram adicio-
nados alguns protocolos para o encaminhamento de pacotes para redes Ad-Hoc mo´veis (MANET’s).
Os protocolos foram os seguintes:
• Ad hoc On-Demand Distance Vector (AODV): permite o encaminhamento de mensagens entre
no´s mo´veis determinando os caminhos quando necessa´rio e mantendo a informac¸a˜o apenas
do pro´ximo salto (hop) para cada destino e na˜o da rota completa. Periodicamente refresca a
lista dos seus vizinhos [210];
• Destination-Sequenced Distance Vector (DSDV): mante´m ativamente em tabela a informac¸a˜o
do estado de toda a rede a n´ıvel dos no´s e das ligac¸o˜es e usa como me´trica a contagem dos
saltos entre origem e destino. Em [180] e´ feita a sua implementac¸a˜o para o simulador NS3;
• Dynamic Nix-Vector Routing (Nix-Vector): baseado no protocolo de encaminhamento para
redes com fios NIx-Vector (NV) [230] que cria ı´ndices de vizinhos (neighour index ) como
forma de simplificac¸a˜o das tabelas de encaminhamentos, em termos de tamanho, poupando
espac¸o de armazenamento. O Nix-Vector realiza eficientemente a validac¸a˜o das rotas antes
de estas serem usadas, mante´m um reduzido nu´mero de rotas por destino e o cabec¸alho de
encaminhamento e´ menor. Assim, os seus autores apontam-no como um protocolo esta´vel,
bastante escala´vel em termos de dimensa˜o da rede, mobilidade e volume de tra´fego [152], e;
• Optimized Link State Routing Protocol (OLSR): semelhante ao DSDV, e´ um dos protoco-
los mais usados com o NS3. O conceito chave neste protocolo e´ a utilizac¸a˜o de multipoint
relay (MPR). Estes no´s sa˜o selecionados de entre todos os no´s para realizarem a difusa˜o
(broadcast) no processo de flooding, reduzindo a carga na rede causada por estas mensagens,
comparativamente a outros protocolos onde todos os no´s participam neste processo [61].
Por fim, a extensa˜o da NSDL para as redes sem fios concluiu com os interfaces. Estes objetos
sa˜o os mais relevantes por incorporarem as func¸o˜es das camadas f´ısica e de ligac¸a˜o destas redes,
ponto fulcral na maioria das arquiteturas de redes sem fios. De seguida, e a` semelhanc¸a de outros
cap´ıtulos, sa˜o apresentados os interfaces de uma forma mais detalhada e para cada uma das redes.
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Figura 6.8: Especificac¸a˜o principal de um interface para redes Wi-Fi
6.4.2 Objetos das Redes Wi-Fi
Os modelos implementados no simulador NS3 para as redes Wi-Fi, ou 802.11, permitem simular os
seguintes aspetos destas redes [194]: redes 802.11 nos modos ad-hoc e infraestrutura; as camadas
f´ısicas para as normas 802.11a, 802.11b e 802.11g; elementos de QoS (802.11e); diversos modelos de
perdas e atraso na propagac¸a˜o do sinal; diversos algoritmos para o controlo da taxa de transmissa˜o;
e, redes Mesh (802.11s).
As redes Wi-Fi conteˆm dois tipos de no´s: a estac¸a˜o e o AP. O interface que devera´ ser adicionado
a cada no´ de um determinado tipo e´ o mesmo, havendo diferenciac¸a˜o num paraˆmetro para o tipo.
A Figura 6.8 apresenta os elementos principais.
De seguida detalham-se os diversos elementos do interface <wlan802.11>:
<standard> Define qual a norma a que pertence o interface. Os valores poss´ıveis sa˜o: 80211a,
80211b, 80211g, 80211 10Mhz, 80211 5Mhz ou holland ;
<wifi.physical> Conte´m a configurac¸a˜o dos paraˆmetros da camada f´ısica (transmissa˜o e recec¸a˜o
do sinal) e a ligac¸a˜o para o canal de comunicac¸a˜o Yans apresentado na secc¸a˜o anterior;
<nonqoswifi> ou <qoswifi> Os dois paraˆmetros referidos configuram a componente de gesta˜o
dos fluxos de dados e sa˜o, em grande parte, iguais. Apenas um pode ser selecionado em cada
interface e estes paraˆmetros, primeiro, definem o tipo de no´, ou responsabilidade do no´, e
podem se definir como Access Point (AP), Non Access Point (STA) e Ad-Hoc Point (Adhoc).
A distinc¸a˜o entre STA e Adhoc esta´ no modo de cada um, sendo Infraestrutura no caso do
STA e Independente para o Adhoc. E em segundo, conteˆm os elementos para a configurac¸a˜o
de acesso ao meio (MAC). No caso de o interface ter ativa a caracter´ıstica de QoS, deve ser
usado o elemento <qoswifi>, e neste existem ainda os seguintes elementos para classificar o
tra´fego em quatro classes: voz, v´ıdeo, best-effort e background, e;
<remote.station.manager> Permite gerir e manter informac¸a˜o de estado sobre a estac¸a˜o e apenas
para o modo infraestrutura. Esta informac¸a˜o permite selecionar os paraˆmetros de transmissa˜o
de cada pacote. Conte´m tambe´m a possibilidade de selecionar e configurar um algoritmo para
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Figura 6.9: Especificac¸a˜o principal de um interface para redes WiMAX
o controlo da taxa de transmissa˜o, de entre os seguintes: Automatic Rate FallBack (ARF),
Adaptative Automatic Rate Fallback Algorithm (AARF), Efficient Collision Detection for
Auto Rate Fallback Algorithm (AARF-CD), Adaptive Multi Rate Retry (AMRR), Collision-
Aware Rate Adaptation (CARA), ConstantRate, Ideal, Rate control algorithm developed by
Atsushi Onoe (ONOE), e, Robust Rate Adaptation Algorithm (RRAA).
6.4.3 Objetos das Redes WiMAX
Os modelos implementados no simulador NS3 para as redes WiMAX, ou 802.16, teˆm as seguintes
funcionalidades [84, 123]: uma real´ıstica e escala´vel modelac¸a˜o da camada f´ısica e do canal; um
classificador de pacotes para a camada de convergeˆncia IP; agendamento eficiente para uplink e
downlink ; suporte a servic¸os de multicast e broadcast ; e, rastreamento dos pacotes para ana´lise e
avaliac¸a˜o.
As redes WiMAX conteˆm dois tipos de no´s: Base Station (BTS) e Subscriber Station (SS). O
interface a ser adicionado a cada no´ desta rede e´ o mesmo, permitindo a diferenciac¸a˜o num elemento
pro´prio para o tipo (<type>). A Figura 6.9 apresenta todos os restantes elementos principais.
Ale´m do<type>, temos ainda os seguintes elementos na definic¸a˜o de um interface <wlan802.16>
ou WiMAX:
<scheduler.type> a implementac¸a˜o do WiMAX no NS3 tem as seguintes pol´ıticas de agendamento
para uplink e downlink : simples e baseada em prioridades (SIMPLE), real-time polling service
(RTPS) e, por u´ltimo e apenas para uplink, migration-based (MBQOS);
<modulation.type> o tipo de modulac¸a˜o para as ondas ra´dio e´ apenas aplica´vel a`s SS e pode ser
de entre um dos seguintes valores: Binary Phase Shift Keying (bpsk 12), Quadrature Phase
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Shift Keying (qpsk 34), e Quadrature Amplitude Modulation (qam16 12, qam16 34, qam64 23
e qam64 34), e;
<service.flow> e´ o fluxo, unidirecional, de pacotes gerido com configurac¸o˜es de QoS, como por
exemplo a prioridade, a taxa e agendamento. E´ composto pelos elementos <direction>,
que define se o fluxo e´ uplink ou downlink ; o elemento <scheduler.type>, que se aplica aos
fluxos; o elemento <ipcs.classifier>, um classificador baseado nos 5-Tuples, e; o elemento
<service.qos>, que define os paraˆmetros de QoS para o fluxo, como a taxa de transmissa˜o, o
atraso e a variac¸a˜o do atraso.
6.4.4 Objetos das Redes LTE
Os modelos implementados no simulador NS3 para as redes LTE permitem avaliar os seguintes as-
petos destas redes [193]: gesta˜o dos recursos ra´dio, agendamento de pacotes com QoS, coordenac¸a˜o
das interfereˆncias Inter-cell, e, acesso ao espectro dinaˆmico. Os requisitos considerados na definic¸a˜o
dos modelos LTE no NS3 para cumprir a avaliac¸a˜o apontada teˆm em conta:
• a n´ıvel ra´dio, a granularidade do modelo vai ate´ ao n´ıvel do Resource Block para modelar
com precisa˜o o agendamento de pacotes e a interfereˆncia Inter-Cell;
• o simulador deve permitir dezenas de eNB’s e centenas de EU’s, na˜o permitindo a modelac¸a˜o
ate´ ao n´ıvel do s´ımbolo, exigente em termos computacionais e que permitira apenas um eNB
e alguns EU’s;
• possibilidade de ter diferentes ce´lulas, com diferentes frequeˆncias portadoras e larguras de
banda, e;
• ter em conta alguns aspetos da implementac¸a˜o real das pol´ıticas de agendamento e do tra-
tamento dos pacotes IP em pacotes da camada Radio Link Control, aproximando assim os
modelos das implementac¸o˜es reais.
As redes LTE conteˆm dois tipos de no´s: User Equipment (UE) e enhanced NodeB (eNB). O
interface que devera´ ser adicionado a cada no´ de um determinado tipo e´ o mesmo, havendo diferen-
ciac¸a˜o num paraˆmetro para o tipo. A Figura 6.10 apresenta os elementos principais contemplados.
Ale´m do <type>, temos os seguintes elementos na definic¸a˜o de um interface <lte>:
<lte.physical> apenas permite a associac¸a˜o para os canais de comunicac¸a˜o ja´ apresentados nas
ligac¸o˜es com o SpectrumChannel, e;
<enb.id> aponta para o identificador do enhanced NodeB ;
<radio.bearer> e´ composto pelos elementos <direction>, que define se o fluxo e´ uplink ou down-
link; o <bearer.type>, que permite indicar o tipo de portadora para o sinal; o <ipcs.classifier>,
como classificador do pacote e baseado nos 5-Tuples; e, o elemento <bearer.qos>, que permite
ao utilizador configurar alguns paraˆmetros de QoS.
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Figura 6.10: Especificac¸a˜o principal de um interface para redes LTE










Figura 6.11: XML Schema com as regras de validac¸a˜o de um no´
6.4.5 Validac¸a˜o e Transformac¸a˜o NSDL/NS3
A validac¸a˜o de cada um dos cena´rios de redes sem fios e´ feita por interme´dio de um conjunto de
ficheiros XML Schemas (XSD). Cruzando ambas as estruturas, cena´rio e validac¸a˜o, e´ verificado,
para o primeiro, a sua correc¸a˜o detetando eventuais lacunas e/ou erros. O autor utilizou os ficheiros
XSD ja´ criados para a Framework NSDL e para o projeto com o NS2 e adicionou os objetos do
perfil NS3. A figura 6.11 apresenta um extrato da validac¸a˜o de um objeto NSDL, neste caso um
computador.
As Figuras 6.8, 6.9 e 6.10 representam graficamente as estruturas de validac¸a˜o para cada objeto
e podem ser representadas num co´digo semelhante ao da Figura 6.11. Devido a` dimensa˜o da
estrutura de qualquer um dos objetos referidos, optou-se por colocar um exemplo de um objeto
mais simples, um computador.
A transformac¸a˜o e´ realizada com ficheiros XSL Transformation, e, apesar de ser novamente
usada a estrutura de transformac¸a˜o do NS2, neste caso foi necessa´rio adaptar todo o co´digo para
realizar a transformac¸a˜o para a linguagem utilizada pelo NS3, o C++. A linguagem de cada
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1 <!-- Tratamento dos No’s -->
2 <xsl:template match="node">
3 <xsl:value-of select="$lb.n"/> <!-- line break -->
4 <xsl:text>/* *** Node </xsl:text> <!-- Comenta’rio -->
5 <xsl:value-of select="@id" />
6 <xsl:text> *** */</xsl:text>
7 <xsl:value-of select="$lb.n"/>
8 <xsl:text>Ptr%Node$ </xsl:text>
9 <xsl:value-of select="@id" /> <!-- varia’vel/no -->
10 <xsl:text> = CreateObject%Node$ (); </xsl:text>
11 <xsl:value-of select="$lb.n"/>
12 <xsl:text>/**** Getting node Ipv4 ***/ </xsl:text>
13 <xsl:value-of select="$lb.n"/>
14 <xsl:text>Ptr%Ipv4$ Ipv4</xsl:text> <!-- enderecar -->
15 <xsl:value-of select="@id" />
16 <xsl:text> = </xsl:text>
17 <xsl:value-of select="@id" />
18 <xsl:text>-$GetObject%Ipv4$ (); </xsl:text>
19 <xsl:value-of select="$lb.n"/> <!-- line break -->
20 </xsl:template>
Figura 6.12: XSL Transformation com as regras de transformac¸a˜o de um no´
simulador e´ distinta e na˜o e´ fa´cil conseguir algum tipo de reutilizac¸a˜o de co´digo por estes terem
sintaxes e semaˆnticas muito diferentes. Portanto, o processo seguido para a construc¸a˜o das regras
de transformac¸a˜o foi o mesmo do projeto NS2, mas o co´digo criado e´ novo e espec´ıfico para o NS3.
A Figura 6.12 apresenta um extrato de co´digo para a transformac¸a˜o de uma descric¸a˜o NSDL para
NS3.
O co´digo da Figura 6.12 recebe um elemento XML <node> e, com o seu atributo @id, constro´i
as linhas de co´digo NS3 que definem um no´ e o seu enderec¸o IP versa˜o 4. O resultado de um
processo de transformac¸a˜o pode ser visualizado na Figura 6.16, linhas 1 e 34.
Deste modo, a estrutura de validac¸a˜o e de transformac¸a˜o seguida na extensa˜o da NSDL para o
NS3 e´ semelhante a` ja´ utilizada na Framework NSDL. Os componentes completos sa˜o apresentados
na Figura 6.13 aos quais foram adotados os princ´ıpios da arquitetura Model-View-Controller (MVC)
[224] para organizar todas as func¸o˜es e todos os ficheiros.
A Figura 6.13 apresenta no Modelo (Model) todos os ficheiros necessa´rios para a validac¸a˜o
(*.xsd) e os ficheiros envolvidos na transformac¸a˜o (*.xsl). As func¸o˜es presentes nas restantes com-
ponentes (Controller e View) permitem ao utilizador aceder a`s pa´ginas para a submissa˜o do cena´rio
e invocar a validac¸a˜o e transformac¸a˜o desse mesmo cena´rio.
A transformac¸a˜o de um elemento XML (ou objeto de rede NSDL) para uma linguagem par-
ticular, como ja´ referido na secc¸a˜o 5.6 na˜o e´ uma tarefa complexa. Varia muito de objeto para
objeto e pode ser simples e direta ou enta˜o necessitar se relacionar com outros objetos e proceder a
alguns ca´lculos. A tarefa onde e´ necessa´ria mais atenc¸a˜o e´ na estruturac¸a˜o da sequeˆncia de criac¸a˜o
de co´digo, tendo presente a globalidade dos elementos necessa´rios e na˜o trocando a ordem em que
estes devem/podem surgir. Assim, para realizar a transformac¸a˜o de um cena´rio NSDL para um
script NS3 foram definidos os seguintes passos:
1. Inclusa˜o das bibliotecas C++ necessa´rias para o cena´rio a construir;
2. Instanciac¸a˜o de Helpers necessa´rios para o cena´rio;
3. Definic¸a˜o das portas t´ıpicas usadas pelas aplicac¸o˜es no NS3;
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Figura 6.13: Arquitetura de componentes para a validac¸a˜o e transformac¸a˜o NSDL/NS3 [248]
4. Instanciac¸a˜o dos no´s e suas caracter´ısticas;
5. Associac¸a˜o do mo´dulo Internet e encaminhamento globais;
6. Criac¸a˜o das ligac¸o˜es;
7. Definic¸a˜o dos interfaces;
8. Enderec¸amento IP (versa˜o 4 e 6) dos no´s;
9. Definic¸a˜o e agendamento das aplicac¸o˜es (servidor e cliente);
10. Configurac¸a˜o global da simulac¸a˜o;
11. Configurac¸a˜o global do cena´rio de visualizac¸a˜o e dos modelos de mobilidade, e;
12. Configurac¸a˜o dos ficheiros de resultados.
O procedimento normal foi o apresentado, mas para alguns cena´rios espec´ıficos, podem existir
mais alguns passos interme´dios. Por exemplo, os Service Flows e os Radio Bearers das redes
WiMAX e LTE, respetivamente, sa˜o adicionados apo´s o passo 11.
Apo´s a correta validac¸a˜o e´ executada a transformac¸a˜o que produz o ficheiro C++. Este ficheiro
e´ depois utilizado pelo NS3 para desenvolver a simulac¸a˜o descrita nele e produzira´ outros ficheiros
com os resultados. No Apeˆndice D pode ser consultada uma descric¸a˜o NSDL de uma rede e o
resultado da sua transformac¸a˜o para uma descric¸a˜o C++ para o NS3 seguindo os passos descritos.





















Figura 6.14: Topologia de rede dos cena´rios WiMAX e LTE [167]
6.5 Casos de estudo
O perfil apresentado na Figura 6.7 mostra todas as redes e objetos poss´ıveis de integrar em cena´rios
NSDL. Os cena´rios escolhidos para exemplificar o uso da framework foram uma rede WiMAX, uma
rede LTE e cena´rios de redes com fios. A escolha procurou ser suficientemente abrangente para o
espac¸o deste cap´ıtulo. No caso do WiMAX e LTE estes sa˜o apresentados conjuntamente e e´ realizada
uma comparac¸a˜o entre si. No caso do cena´rio de redes com fios, sa˜o usados dois simuladores, o
NS2 e o NS3.
6.5.1 Exemplo Redes WiMAX e LTE
O caso de estudo apresentado nesta secc¸a˜o procurou, a partir de uma estrutura semelhante no
formato NSDL, criar duas simulac¸o˜es, uma com cada uma das redes e com os paraˆmetros os mais
pro´ximos poss´ıveis para, assim, comparar os modelos de cada tecnologia no simulador de redes
NS3. A topologia de rede escolhida pode ser visualizada na Figura 6.14.
A rede e´ composta por nove no´s, tendo o no´ central a responsabilidade de encaminhar todo o
tra´fego entre as restantes estac¸o˜es. O no´ central assume o papel de Base Station ou eNodeB e os
restantes no´s representam as Subscriber Station ou os User Equipment para as redes WiMAX e
LTE, respetivamente.
Os link ’s da rede WiMAX foram configurados com OFDM (classe OfdmWimaxChannel) e os
link’s da rede LTE foram configurados com Single Spectrum Model (classe SingleModelSpectrum-
Channel). Em ambas as configurac¸o˜es foram aplicados os paraˆmetros por omissa˜o. O exemplo de
co´digo presente na Figura 6.15 apresenta um extrato de uma descric¸a˜o NSDL de uma rede WiMAX
e o resultado da sua transformac¸a˜o para co´digo C++ e´ apresentado na Figura 6.16.
Comec¸ando pela Figura 6.15, os objetos escolhidos sa˜o o no´ (@id’s node4 e node5 ), o protocolo
IP (@id ipv4node3 ) e o interface (@id’s wimaxN4 e wimaxN5 ). Em NS3 basta indicar o enderec¸o
da rede do protocolo IP uma vez e e´ poss´ıvel configurar os enderec¸os de rede de todos os no´s
automaticamente com base nessa informac¸a˜o. Os interfaces, neste contexto, acabam por ser os
elementos mais importantes e conteˆm a informac¸a˜o do tipo de equipamento, do agendamento e da
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Figura 6.15: Descric¸a˜o NSDL parcial de um cena´rio de rede WiMAX
modulac¸a˜o.
Na Figura 6.16 esta´ o co´digo C++ para a especificac¸a˜o destes objetos. As linhas 1 e 2 apenas
criam os no´s, depois surge a configurac¸a˜o dos interfaces, linhas 5 a 24) e podemos verificar que o
esquema de modelac¸a˜o por omissa˜o e´ o OFDM (linhas 10 e 21: SIMPLE PHY TYPE OFDM), por
na˜o ter sido referido na descric¸a˜o NSDL. No final do exemplo, linhas 32 a 35, surge a configurac¸a˜o do
enderec¸o da rede e, automaticamente, depois a atribuic¸a˜o dos enderec¸os para cada no´. A descric¸a˜o
completa deste cena´rio de rede WiMAX em NSDL e a sua transformac¸a˜o para o co´digo C++ para
uma simulac¸a˜o no NS3 pode ser vista no Apeˆndice D.
No momento da criac¸a˜o destes testes haviam algumas limitac¸o˜es nos modelos do WiMAX [84]
e LTE [214] no NS3, nomeadamente:
• Nas redes WiMAX existe apenas um Service Flow por SS, obrigando a apenas uma aplicac¸a˜o
em cada SS, e;
• Nas redes LTE, apenas o agendamento de downlink esta´ implementado, logo na˜o e´ poss´ıvel
testar fluxos do UE para o eNB, permitindo apenas a existeˆncia de aplicac¸o˜es no eNB. Esta
limitac¸a˜o obriga a uma ana´lise cuidada dos resultados por criar uma distinc¸a˜o grande entre
os cena´rios. O cena´rio WiMAX tera´ dois saltos entre os servidores e clientes e o cena´rio LTE
tera´ apenas um salto entre servidor e clientes.
O cena´rio tem treˆs servidores e treˆs clientes e definiu-se o in´ıcio da gerac¸a˜o de tra´fego TCP aos
0,2 segundos e a gerac¸a˜o de tra´fego UDP aos 0,6 segundos. Aos 10 segundos termina a gerac¸a˜o de
todo o tra´fego e aos 12 termina a simulac¸a˜o. A Figura 6.17 conte´m os gra´ficos para a largura de
banda e atraso de ambos os cena´rios.
Ale´m destes resultados, foi ainda feita a contagem dos pacotes perdidos durante a simulac¸a˜o.
O LTE na˜o apresentou perdas pore´m o WiMAX teve 54% dos pacotes perdidos. Apesar de os
resultados do LTE apresentarem um melhor desempenho, o que esta´ de acordo com os outros
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1 Ptr<Node> node4 = CreateObject<Node> (); /* *** Node node4 *** */
2 Ptr<Node> node5 = CreateObject<Node> (); /* *** Node node5 *** */
3 (...)
4 /***** Interfaces Setting *****/
5 Ipv4InterfaceContainer iwimaxN4;
6 Ipv6InterfaceContainer iwimaxN4v6;
7 WimaxHelper::SchedulerType wimaxN4scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
8 NetDeviceContainer dnode4d = wimax.Install ( NodeContainer (node4) ,
9 WimaxHelper::DEVICE_TYPE_BASE_STATION ,
10 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN4scheduler);
11
12 Ptr<BaseStationNetDevice> node4BS
13 node4BS = dnode4d.Get(0) ->GetObject<BaseStationNetDevice> ();
14
15 /***** Interfaces Setting *****/
16 Ipv4InterfaceContainer iwimaxN5;
17 Ipv6InterfaceContainer iwimaxN5v6;
18 WimaxHelper::SchedulerType wimaxN5scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
19 NetDeviceContainer dnode5d = wimax.Install ( NodeContainer (node5) ,
20 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
21 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN5scheduler);
22
23 Ptr<SubscriberStationNetDevice> node5SS
24 node5SS = dnode5d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
25
26 /***** Modulation Type Setting *****/
27 node5SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 )
28
29 (...)
30 /*** Protocol creation ***/
31 /*** WiMAX Ipv4 Addressing ***/
32 Ipv4AddressHelper ipv4node3;
33 ipv4node3.SetBase("10.1.4.0", "255.255.255.0");
34 iwimaxN4 = ipv4node3.Assign(dnode4d);
35 iwimaxN5 = ipv4node3.Assign(dnode5d);
36 (...)



















































































Figura 6.17: Gra´ficos comparativos entre o cena´rio WiMAX e LTE
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Figura 6.18: Cena´rio de redes com fios simulado nos simuladores NS2 e NS3
estudos comparativos [17], as limitac¸o˜es dos modelos NS3 na˜o permitem no momento do estudo
aceitar como concludentes estes resultados entre as tecnologias. Os trabalhos [173, 189] propo˜em
um modelo mais completo para a simulac¸a˜o das redes LTE no NS3.
Foram feitas diversas variac¸o˜es ao teste descrito para conhecer um pouco mais dos modelos
WiMAX e LTE do NS3 e esses testes podem ser consultados em [248]. Uma diferente perspetiva
deste trabalho, tambe´m muito importante para a Framework NSDL, era confirmar a correta gerac¸a˜o
de co´digo C++ para simulac¸o˜es com redes sem fios e esse aspeto foi conseguido para as dezenas de
cena´rios testados.
6.5.2 Rede com Fios em NS2 e NS3
O objetivo deste cap´ıtulo foi abordar as redes sem fios no NS3, mas, para conseguir fazeˆ-lo, foi
necessa´rio implementar muitos componentes de base das redes e entre eles, os objetos das redes
com fios. Sendo um dos objetivos principais da framework a interoperabilidade, aproveitou-se a
oportunidade para utilizar duas ferramentas similares para simularem o mesmo cena´rio.
Assim, o cena´rio de rede com fios serviu para um teste a` interoperabilidade da Framework
NSDL. Foram constru´ıdos diferentes cena´rios em NSDL e transformados em co´digos NS2 e NS3.
Ou seja, a mesma descric¸a˜o de rede foi transformada em dois co´digos distintos, cada qual para uma
ferramenta particular.
Um dos cena´rios criados e simulado nas duas ferramentas de simulac¸a˜o e´ o apresentado na
Figura 6.18. A rede apresentada na Figura 6.18 procura mostrar o grau de complexidade testada
na gerac¸a˜o de cena´rios de rede. Existem mu´ltiplas aplicac¸o˜es, protocolos e no´s, todos ligados de
forma variada e com paraˆmetros distintos. Tambe´m, como princ´ıpio para a comparac¸a˜o, optou-se
por adicionar o mı´nimo de paraˆmetros na criac¸a˜o dos objetos, conduzindo assim os simuladores a
utilizarem os seus valores internos por omissa˜o para os mais variados paraˆmetros.
Os resultados obtidos acabaram por conduzir a valores muito diferentes de largura de banda,
atraso e perdas, o que, de in´ıcio, se pensaria que na˜o poderia acontecer por estas serem simulac¸o˜es
sobre a mesma rede. Mas, sendo os nu´cleos dos simuladores e seus modelos de rede diferentes, os
resultados distintos na˜o sa˜o inesperados. Seria necessa´rio avaliar paraˆmetro a paraˆmetro, modelo
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a modelo dispon´ıvel e encontrar a maior proximidade poss´ıvel entre cena´rios para avaliar correta-
mente, mas esse na˜o era o objetivo do trabalho.
Mais uma vez, o fundamental era confirmar que a gerac¸a˜o de co´digo OTcl e C++ era correta e
permitia executar simulac¸o˜es nas ferramentas respetivas. Todos os cena´rios avaliados e os resultados
obtidos podem ser conhecidos em [248].
Na pro´xima sa˜o apresentadas algumas concluso˜es deste cap´ıtulo.
6.6 Concluso˜es
A utilizac¸a˜o da Framework NSDL para propor uma abordagem a` criac¸a˜o de cena´rios de simulac¸a˜o
no NS3 foi bem conseguida neste projeto. Demonstrou-se a possibilidade de criar diversos cena´rios
de redes em ambientes gra´ficos integrados na framework e, em sequeˆncia, realizar a sua execuc¸a˜o
no simulador NS3.
Os novos objetos NSDL criados permitem caraterizar corretamente os objetos do NS3 e, com
eles, criar as mais variadas simulac¸o˜es. Para o tempo de trabalho dispon´ıvel para este projeto, o
nu´mero de redes coberta foi bastante maior que o esperado. O planeamento foi feito para integrar
as redes Wi-Fi e Mesh, mas no final conseguiu-se incluir tambe´m as redes WiMAX e LTE.
A construc¸a˜o das estruturas de validac¸a˜o e transformac¸a˜o para o NS3 foi realizada seguindo
os mesmos processos ja´ utilizados para construir as outras estruturas da Framework NSDL. A
validac¸a˜o e´ feita tendo por base o estudo das redes e conclui-se com a especificac¸a˜o dos objetos
e das suas caracter´ısticas em XML Schemas. A transformac¸a˜o e´ definida a partir do co´digo da
ferramenta e, nesta implementac¸a˜o, a estrutura de XSL Transformations usada para o NS2 foi
facilmente adaptada para o NS3. Foram necessa´rias diversas semanas para se obter o co´digo gerado
automaticamente. Contudo, a quantidade de objetos e redes cobertas mostram que a estrutura
reutilizada foi adequada e conseguiu-se uma ra´pida extensa˜o da framework para algumas redes sem
fios e para uma nova ferramenta, o simulador NS3.
Uma validac¸a˜o importante para as novas bibliotecas da framework era a sua correc¸a˜o na trans-
formac¸a˜o para a linguagem do simulador. A variedade de tecnologias e topologias testadas com
sucesso garantem a sua boa implementac¸a˜o, na˜o apenas para as redes sem fios, mas tambe´m para
redes com fios. Os casos de estudo procuraram demonstrar com alguns exemplos a variedade e
complexidade de cena´rios que podem ser descritos em NSDL e traduzidos para os simuladores NS2
e NS3.
A u´nica opc¸a˜o ainda a ser melhor refletida foi a de alargar a quantidade de redes dispon´ıveis
para o NS3 o que levou a ser escolhido o caminho da simplificac¸a˜o na definic¸a˜o dos novos objetos.
Observou-se que estes foram constru´ıdos, principalmente, com base nas caracter´ısticas do NS3
e menos nas caracter´ısticas gene´ricas das tecnologias. Em conclusa˜o, a maioria dos paraˆmetros
dos objetos das redes sem fios sa˜o os paraˆmetros dispon´ıveis nos modelos destes objetos no NS3.
Portanto, teria sido prefer´ıvel ter definic¸o˜es menos dependentes das ferramentas, mesmo que isso
implicasse a criac¸a˜o de menos objetos de rede. Por esse fato, a reutilizac¸a˜o dos novos objetos em
outras ferramentas podera´ colocar em causa a interoperabilidade da framework.
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Cap´ıtulo 7
Simulac¸a˜o de Redes em Ambientes
Virtuais
7.1 Introduc¸a˜o
A ana´lise e validac¸a˜o completa de novos protocolos ou elementos de uma rede de dados sa˜o con-
seguidas na sua integralidade implementando esses componentes numa rede real (contrariamente
a`s aproximac¸o˜es obtidas atrave´s de me´todos como a modelagem anal´ıtica ou a simulac¸a˜o). As li-
mitac¸o˜es em utilizar tal opc¸a˜o, como o custo e a complexidade na replicac¸a˜o de problemas em redes
existentes, sa˜o suficientemente importantes para que este me´todo seja preterido, pelo menos numa
fase inicial do projeto de redes. A utilizac¸a˜o de ferramentas de simulac¸a˜o permite descrever os
objetos existentes nas redes e todos os eventos que nelas ocorrem, ale´m de proporcionar resultados
o mais aproximado o poss´ıvel do real, por essas razo˜es a simulac¸a˜o tem sido a opc¸a˜o mais utilizada
na otimizac¸a˜o e implementac¸a˜o de projetos de redes [147].
O trabalho realizado neste projeto visa aproximar os ambientes de simulac¸a˜o com os ambientes
reais de uma rede, e assim conseguir resultados mais pro´ximos dos ambientes de rede reais. O
me´todo usado consiste em criar uma rede real, com todos os eventos pretendidos para testar um
protocolo e/ou tecnologia de rede, atrave´s de um ambiente virtual. As plataformas de virtualizac¸a˜o
atuais permitem muita flexibilidade na criac¸a˜o de no´s e ligac¸o˜es e podem ser adicionados a maioria
dos sistemas operativos e as arquiteturas de computac¸a˜o utilizadas nas redes comuns.
Este cap´ıtulo apresenta, no aˆmbito da Framework NSDL, o desenvolvimento de bibliotecas para
a gerac¸a˜o de co´digo que permitem configurar e implementar um cena´rio de redes (atrave´s da criac¸a˜o
dos no´s, das suas ligac¸o˜es, aplicac¸o˜es e os eventos necessa´rios), tirando proveito da interoperabili-
dade proporcionada por NSDL, de forma a realizar testes reais de redes, mas em ambientes virtuais.
Os resultados apresentados neste cap´ıtulo foram realizados no aˆmbito do trabalho de Mestrado em
Engenharia Informa´tica da aluna Joana Arau´jo [11], que foi co-orientada pelo autor desta tese.
O cap´ıtulo esta´ organizado da seguinte forma. A secc¸a˜o 7.2 introduz o to´pico de ambientes
virtualizados e apresenta a plataforma utilizada neste projeto. De seguida, na secc¸a˜o 7.3, apresenta
os objetos usados e os componentes adicionados a` Framework NSDL. A secc¸a˜o 7.4 apresenta um
caso de estudo que permitiu testar a gerac¸a˜o do co´digo. Por fim, na secc¸a˜o 7.5, sa˜o apresentadas
algumas concluso˜es.
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Figura 7.1: Elementos principais de um sistema de ma´quinas virtuais
7.2 Ambientes Virtualizados
A virtualizac¸a˜o e´ uma te´cnica que existe ha´ algumas de´cadas [98], no entanto nos u´ltimos anos
comec¸ou a ser utilizada de forma alargada para a substituic¸a˜o de servidores e computadores reais
e, por isso, ainda apresenta muitos desafios.
Os componentes que podem ser virtualizados sa˜o muitos e variados e, nesta secc¸a˜o, sera´ apre-
sentada uma introduc¸a˜o a` virtualizac¸a˜o de computadores e, em particular, a` virtualizac¸a˜o de redes.
7.2.1 Virtualizac¸a˜o de computadores
Os computadores modernos teˆm capacidade suficiente para suportar a execuc¸a˜o de va´rios sistemas
operativos simultaneamente. A forma mais comum de o realizar e´ a rave´s da virtualizac¸a˜o, ou seja,
da criac¸a˜o de mecanismos que permitam que o hardware de um computador possa ser partilhado
em tempo real por va´rios sistemas operativos. Na virtualizac¸a˜o e´ criada uma abstrac¸a˜o de hardware
para cada sistema operativo, designada por ’ma´quina virtual’ (VM), onde existe a ilusa˜o de acesso
aos recursos de hardware de forma exclusiva [63].
O responsa´vel pela criac¸a˜o da abstrac¸a˜o de hardware e´ um software designado como Monitor de
Ma´quinas Virtuais, ou simplesmente hypervisor. Este software realiza todas as func¸o˜es de gesta˜o
das estruturas do hardware, como a gesta˜o da memo´ria, a gesta˜o dos dispositivos de entrada e sa´ıda,
e gesta˜o dos controladores para o acesso direto a` memo´ria. A Figura 7.1 apresenta a estrutura de
um sistemas de VMs.
O hypervisor fornece enta˜o, a cada VM, um ambiente completo para a sua execuc¸a˜o. Existem
algumas diferenc¸as entre hypervisors [63]:
• Virtualizac¸a˜o Emulada: nesta forma de virtualizac¸a˜o, os recursos f´ısicos sa˜o completamente
emulados em software, particularmente as instruc¸o˜es do processador. O hypervisor recebe
todas as chamadas que o sistema operativo realiza sobre o hardware virtualizado e, apo´s
algumas validac¸o˜es, repete o comando sobre o hardware real. Uma grande desvantagem deste
me´todo e´ a penalizac¸a˜o que ocorre em termos de desempenho, e;
• Para-Virtualizac¸a˜o: a virtualizac¸a˜o aqui e´ conseguida construindo uma abstrac¸a˜o similar,
mas na˜o ideˆntica, ao hardware real. Cada instaˆncia de um sistema operativo requer diferentes
recursos e estes podem ser obtidos junto do hypervisor. Esta colaborac¸a˜o entre a VM e o
hypervisor permite uma melhor utilizac¸a˜o do hardware e um melhor desempenho das VM’s.
Este me´todo, conjuntamente com as inovac¸o˜es conseguidas nas arquiteturas dos processadores
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para suporte da virtualizac¸a˜o, permite grandes ganhos de desempenho na virtualizac¸a˜o.
Ainda sobre a Figura 7.1, os sistemas operativos e as aplicac¸o˜es sa˜o os elementos tradicionais
de software presentes num sistema computacional. A utilizac¸a˜o de virtualizac¸a˜o, principalmente
em ambientes empresariais, procura atingir duas vantagens importantes [143]:
• Reduc¸a˜o de custos: conseguida devido a` colocac¸a˜o do mesmo conjunto de servic¸os mas num
menor nu´mero de servidores, comparativamente a um ambiente na˜o virtualizado, e tambe´m
por conseguir uma diminuic¸a˜o no consumo energe´tico, e;
• Melhorias de gesta˜o: e´ poss´ıvel realizar algumas tarefas, como migrac¸o˜es e atualizac¸o˜es, de
forma transparente para os utilizadores. Na˜o e´ necessa´rio desligar as ma´quinas para usar
novos equipamentos, bastando agora apenas a sua migrac¸a˜o para esses equipamentos sem
interromper o servic¸o. Em servidores na˜o virtualizados e´ complexo realizar algo semelhante.
Ainda existem algumas dificuldades e barreiras para a utilizac¸a˜o da virtualizac¸a˜o de forma mais
alargada e que sa˜o [143]:
• Desempenho: comparativamente a um sistema na˜o virtualizado, um sistema virtualizado com
as mesmas caracter´ısticas tem um desempenho inferior. Uma raza˜o para isto deve-se ao facto
de que neste momento todo o software e hardware sa˜o ainda desenhados para um contexto
de funcionamento na˜o virtual. Um exemplo e´ o acesso aos discos r´ıgidos, ra´pido num sistema
normal, mas, potencialmente, mais demorado e/ou complexo num sistema virtual;
• Dificuldades na gesta˜o: a gesta˜o de um nu´mero de servidores normais e´ igual a` gesta˜o do
mesmo nu´mero de servidores virtualizados. A estes u´ltimos ainda acresce a gesta˜o do hyper-
visor que os suporta. Outro aspeto sa˜o os interfaces gra´ficos (GUIs) para a gesta˜o. Estes
sa˜o suficientes para algumas dezenas de ma´quinas, mas desadequados para realidades com
centenas ou milhares de ma´quinas. Apesar de alguns ganhos em algumas tarefas, globalmente
a gesta˜o ainda e´ mais trabalhosa e complexa;
• Escala: os softwares de virtualizac¸a˜o teˆm limitac¸o˜es de escala, sendo pouco adequados para
ambientes onde e´ necessa´rio ter um nu´mero grande de sistemas. Sendo uma das vantagens
da virtualizac¸a˜o a gesta˜o centralizada dos servidores, esta limitac¸a˜o obriga a construir dife-
rentes sistemas e diferentes ambientes de gesta˜o e, em consequeˆncia, aumentando novamente
a dificuldade na gesta˜o;
• Interoperabilidade: a realidade mostra a coexisteˆncia de sistemas virtualizados (por vezes dis-
tintos) com sistemas na˜o virtualizados. Cada um tem a sua forma de configurac¸a˜o, descric¸a˜o,
API’s, bem como o seu conjunto de ferramentas de gesta˜o, assim, criando ’ilhas’ de gesta˜o.
A integrac¸a˜o dos diversos sistemas na˜o e´ poss´ıvel, aumentando a complexidade na operac¸a˜o
do sistema global da empresa, e;
• Resoluc¸a˜o de problemas: A estrutura tenolo´gica comum nas empresas conte´m os servidores,
o armazenamento e os equipamentos de rede. Um problema neste ambiente e´, normalmente,
mais simples de detetar, de identificar a sua fonte e de encontrar uma poss´ıvel resoluc¸a˜o. Em
ambientes virtualizados esta estrutura esta´ completamente integrada em apenas uma ma´quina
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Figura 7.2: Ambiente de redes virtuais, adaptado de [55]
f´ısica e, na ocorreˆncia de problemas, a sua detec¸a˜o e correc¸a˜o e´ muito mais complexa por
obrigar a` consulta das informac¸o˜es dos diferentes elementos.
A virtualizac¸a˜o apresenta ainda muitas limitac¸o˜es, mas na maioria estas surgem devido a` vir-
tualizac¸a˜o ser uma tecnologia com poucos anos de utilizac¸a˜o alargada. O desenvolvimento de
ferramentas e de ambientes de virtualizac¸a˜o necessitam ultrapassar um conjunto de problemas par-
ticulares a estes sistemas [72]. No mais a virtualizac¸a˜o obriga a um esforc¸o muito grande para a sua
administrac¸a˜o e quando surgirem as ferramentas que facilitem a gesta˜o e promovam a integrac¸a˜o e
interoperabilidade entre sistemas distintos, muitas das desvantagens podera˜o ser minimizadas.
7.2.2 Virtualizac¸a˜o de redes
Ale´m da possibilidade de virtualizar ma´quinas individuais, e´ tambe´m poss´ıvel a virtualizac¸a˜o de
redes. Esta forma de virtualizac¸a˜o e´ conseguida colocando sobre uma infraestrutura de rede f´ısica
real um conjunto de redes virtuais. Esta forma de organizac¸a˜o separa os servic¸os associados a
uma entidade, o fornecedor de servic¸os de Internet (Internet Service Providers – ISP), em dois
componentes e, normalmente, relacionados com duas entidades: o fornecedor da infraestrutura (In-
fraestructure Providers – InPs), responsa´vel pela gesta˜o da infraestrutura f´ısica, e o fornecedor de
servic¸os (Service Providers – SPs), criador de servic¸os agregando os recursos de mu´ltiplos InPs e
fornecendo servic¸os fim-a-fim. De forma ana´loga a`s VMs, mu´ltiplas redes virtuais podem coexistir
sobre a mesma infraestrutura f´ısica, isoladas umas das outras. O propo´sito principal desta orga-
nizac¸a˜o e´ procurar criar servic¸os que ultrapassem algumas das limitac¸o˜es encontradas na Internet
tradicional [54]. A Figura 7.2 apresenta um conjunto de redes virtuais sobre uma rede f´ısica.
A Figura 7.2 apresenta na sua parte inferior dois fornecedores de infraestrutura (FIe1 e FIe2).
Sobre essas duas infraestruturas surgem duas redes virtuais (RV1 e RV2), cada qual com um
conjunto de no´s e ligac¸o˜es virtuais e que sa˜o um subconjunto de no´s e ligac¸o˜es da rede f´ısica.
Um no´ virtual tem uma relac¸a˜o direta com um no´ f´ısico. Uma ligac¸a˜o virtual pode ligar dois no´s
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virtuais por interme´dio de va´rias ligac¸o˜es e no´s f´ısicos. Os fornecedores de servic¸os (FSe1 e FSe2)
sa˜o responsa´veis pela criac¸a˜o das redes virtuais de forma a fornecerem servic¸os fim-a-fim entre os
utilizadores finais (U1, U2 e U3).
Os projetos para a virtualizac¸a˜o de redes sa˜o baseados num subconjunto de quatro tecnologias
ja´ existentes nas redes atuais e que permitem a coexisteˆncia de mu´ltiplas redes no mesmo meio
f´ısico, e sa˜o as seguintes:
• Virtual Local Area Network (VLAN): sa˜o entidades lo´gicas relacionadas e que pertencem
ao mesmo domı´nio de difusa˜o. Normalmente sa˜o da camada 2 e uma trama ira´ conter um
indicador, VLAN ID, que define a que rede a trama pertence [118];
• Virtual Private Network (VPN): e´ uma rede privada a operar sob uma rede pu´blica, como a
Internet, e onde o tra´fego privado e´ separado e protegido do restante tra´fego. Uma VPN pode
ser implementada em diversas camadas de rede pois existem tecnologias em cada camada de
rede para esse fim. O tipo de rede, o n´ıvel de desempenho e a seguranc¸a sa˜o os paraˆmetros
analisados e que conduzem a` escolha do tipo de VPN a implementar [54];
• Redes ativas e programa´veis: na˜o sa˜o redes virtualizadas, mas a maioria dos projetos de
virtualizac¸a˜o de redes baseia-se no princ´ıpio de programac¸a˜o para a coexisteˆncia de diferentes
redes. A programac¸a˜o e´ responsa´vel por manter ambientes isolados para evitar conflitos e
instabilidade nas redes [41], e;
• Overlay Networks: e´ uma rede virtual com uma topologia virtual pro´pria constru´ıda sobre
uma rede f´ısica. Sa˜o redes criadas na camada de aplicac¸a˜o e na˜o teˆm restric¸o˜es geogra´ficas.
As suas vantagens sa˜o a flexibilidade e a capacidade de adaptac¸a˜o a mudanc¸as na rede f´ısica.
Teˆm sido usadas na abordagem de problemas relacionados com o encaminhamento de dados
na Internet, o fornecimento de servic¸os de multicast, a garantia de QoS, a seguranc¸a, a
distribuic¸a˜o de conteu´dos, a partilha de ficheiros e o armazenamento [54, 254].
A implementac¸a˜o apresentada no resto deste cap´ıtulo procurou utilizar as possibilidades exis-
tentes para a virtualizac¸a˜o de computadores, com as suas aplicac¸o˜es, e das ligac¸o˜es para as comu-
nicac¸o˜es entre VMs. A virtualizac¸a˜o dos computadores e´ mais direta, sendo a criac¸a˜o de VMs a
base do funcionamento das plataformas de virtualizac¸a˜o. A virtualizac¸a˜o das ligac¸o˜es e´ tambe´m
poss´ıvel na plataforma, criando ligac¸o˜es entre ma´quinas de um mesmo domı´nio e isolando as comu-
nicac¸o˜es de ma´quinas de outros domı´nios. Para interligar os domı´nios foi necessa´rio adicionar um
componente (descrito na secc¸a˜o 7.4) para realizar as func¸o˜es de encaminhamento e de seguranc¸a.
Existem ainda outras formas de virtualizac¸a˜o de recursos computacionais [237], como o arma-
zenamento e as aplicac¸o˜es, mas por na˜o terem sido abordados neste projeto na˜o sa˜o referidos nesta
secc¸a˜o.
De seguida e´ apresentado o hypervisor utilizado no aˆmbito deste projeto.
7.2.3 XenServer R©
O XenServer e´ uma plataforma para a virtualizac¸a˜o de servidores, desenvolvido pela empresa Citrix
Systems, Inc. [58]. O XenServer e´ baseado no Xen hypervisor desenvolvido pela Computer Labo-
ratory da Universidade de Cambridge. Sendo um hypervisor do tipo para-virtualizac¸a˜o destacou-se
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Figura 7.3: Arquitetura do XenServer
pelo desempenho das suas VMs, pro´ximo de uma ma´quina nativa [19]. A Figura 7.3 apresenta os
componentes de um servidor XenServer.
As VMs (LinuxR©, AppleR©1 e MicrosoftR©) acedem ao hardware atrave´s do hypervisor. Os
interfaces Xen Console, XenCenter e comandos XenServer permitem ao administrador realizar
todas as tarefas necessa´rias para gerir o servidor. A concretizac¸a˜o da gesta˜o do XenServer e´ feita
no componente Control Domain (Dom0), um domı´nio privilegiado usado para gerir outros domı´nios
e as pol´ıticas de atribuic¸a˜o de recursos [102].
Ale´m da virtualizac¸a˜o de ma´quinas com a arquitetura x86, o XenServer tem ainda suporte
para muitas outras funcionalidades, das quais se destacam: a recuperac¸a˜o ra´pida em caso de falha,
o armazenamento integrado (para a replicac¸a˜o dos dados, de-duplicac¸a˜o, imagem e clonagem), a
associac¸a˜o de recursos v´ıdeo a`s VMs para aumento do desempenho gra´fico, as ferramentas para
a conversa˜o de VMs, e, o XenMotion (consegue a migrac¸o˜es de VMs entre servidores mantendo
ativa a VM). As func¸o˜es referidas fazem parte da versa˜o gratuita e de utilizac¸a˜o livre, utilizada
neste projeto. As restantes funcionalidades presentes no XenServer fazem parte de verso˜es mais
avanc¸adas do servidor e envolvem ja´ algum custo.
Ale´m do Xen hypervisor, existem outras ferramentas semelhantes para a virtualizac¸a˜o. O con-
corrente mais pro´ximo em termos de funcionalidades e aˆmbito e´ o VMware vSphere [265]. Existem
ainda o Hyper-V [112], o KVM [140], o Parallels [204], mas sa˜o menos usados e sendo focada a sua
utilizac¸a˜o num determinado sistema operativo, respetivamente, o Windows R©, o Linux e o Mac OS
XR©.
Determinar a melhor plataforma pode ser complexo, ja´ que alguns elementos e funcionalidades
sa˜o melhores numa plataforma e outros elementos melhores em outra plataforma. Comparando ape-
nas o Xen com o vSphere, a caracter´ıstica principal do vSphere e´ ser do tipo virtualizac¸a˜o emulada,
1A arquitetura de processadores implementada e´ a da famı´lia x86. Apesar do sistema operativo Mac OS X se
basear nessa arquitetura, existem algumas restric¸o˜es no seu licenciamento e que permitem a criac¸a˜o de VMs Mac OS
X apenas sobre hardware da Apple.
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Figura 7.4: Objetos e cena´rio do perfil de virtualizac¸a˜o da Framework NSDL
ou full virtualization, ou seja, neste caso e´ utilizada uma te´cnica que combina a execuc¸a˜o direta e a
traduc¸a˜o dos bina´rios [4]. O trabalho apresentado em [209] realiza um estudo de comparativo onde
se comprova o melhor desempenho do vSphere nesse contexto. Da mesma forma, esse estudo vem
de encontro dos resultados apresentados em [19] onde se mostra que o Xen tem, em contexto de
para-virtualizac¸a˜o, um desempenho muito pro´ximo da ma´quina nativa. Os trabalhos introduzidos
em [51, 212, 283] apresentam outras ana´lises e comparac¸o˜es entre estes, e outros, hypervisors.
A secc¸a˜o seguinte apresenta a forma encontrada de integrar os ambientes virtuais na Framework
NSDL.
7.3 Representac¸a˜o de Ambientes Virtualizados em NSDL
O objetivo deste projeto foi a realizac¸a˜o da virtualizac¸a˜o automa´tica de cena´rios de rede descritos
em NSDL. Uma vez que a simulac¸a˜o de cena´rios de rede ja´ foi realizada e integrada com a Fra-
mework NSDL, foi poss´ıvel a reutilizac¸a˜o de muitos objetos de outros ambientes de simulac¸a˜o para
a descric¸a˜o destes cena´rios.
A escolha dos elementos para a virtualizac¸a˜o de cena´rios de rede foi a tarefa mais complexa uma
vez que o leque de objetos existentes no ambiente real e pass´ıveis de serem descritos e´ amplo. Assim,
nesta secc¸a˜o sa˜o apresentados os sistemas operativos, aplicac¸o˜es e outros componentes escolhidos
para serem integrados na Framework NSDL.
7.3.1 Perfil NSDL/Ambientes Virtualizados
O perfil criado no aˆmbito deste projeto inclui os objetos necessa´rios para a realizac¸a˜o de simulac¸o˜es.
Como previsto, os objetos identificados sa˜o alguns dos objetos que permitem a sua execuc¸a˜o em
ambientes virtualizados em um primeiro momento, de forma a validar a proposta do trabalho a ser
realizado. A Figura 7.4 apresenta esses objetos.
Como cena´rio para este perfil seria esperado ter um cena´rio designado de <Virtualizac¸a˜o>, ou
algo semelhante, no entanto, foi escolhido um cena´rio ja´ existente, o <simulation>. A criac¸a˜o de
um cena´rio espec´ıfico para uma dada ferramenta e´ justificada se houverem caracter´ısticas pro´prias
desse cena´rio para representar. Neste projecto apenas se pretendia implementar simulac¸o˜es e,
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assim, a utilizac¸a˜o do cena´rio <simulation> foi suficiente, na˜o sendo obrigato´ria a criac¸a˜o de um
cena´rio pro´prio. A evoluc¸a˜o deste projeto podera´ conduzir a` criac¸a˜o de um cena´rio relacionado
com aspectos pertencentes apenas a` virtualizac¸a˜o, e.g., gesta˜o de VMs, e enta˜o, nesse momento,
sera´ necessa´ria a definic¸a˜o de um novo cena´rio.
Os objetos deste perfil sa˜o, essencialmente, os objetos ja´ utilizados no perfil base TCP/IP.
Assim, pretendeu-se utilizar os objetos comuns de uma rede real, portanto, os no´s, aplicac¸o˜es,
protocolos e interfaces que surgem sa˜o os esperados. Os pormenores da implementac¸a˜o de cada
objeto na plataforma virtual sa˜o descritos nas subsec¸o˜es seguintes.
7.3.2 Caracter´ısticas dos no´s
Os no´s existentes neste perfil sa˜o o <computer> e o <router>. O <computer> toma o papel
comum de um computador de trabalho e podem ser executadas as aplicac¸o˜es servidor e/ou cliente.
O <router> serve para encaminhar o tra´fego entre as redes de VMs de domı´nios distintos, tal como
num ambiente real.
O sistema operativo escolhido para o <computer> e para o <node> foi o Linux, e mais preci-
samente a distribuic¸a˜o OpenSuSE 11 [200]. Ale´m de ser um sistema operativo comum, o Linux
tambe´m foi escolhido pela sua flexibilidade na configurac¸a˜o dos interfaces e protocolos. O Linux
permite nativamente a ligac¸a˜o remota via Telnet e, por isso, foi a aplicac¸a˜o escolhida para a con-
figurac¸a˜o completa do computador. Apesar das limitac¸o˜es do Telnet em termos de seguranc¸a na˜o
ha´ qualquer problema neste contexto devido ao isolamento que existe entre o ambiente de virtua-
lizac¸a˜o e as outras redes. E, se necessa´rio, existe a opc¸a˜o de criar ligac¸o˜es cifradas para o envio das
configurac¸o˜es no Linux [93].
A VM escolhida como <router> foi o Vyatta [267]. Este conte´m as funcionalidades necessa´rias
para o projeto, como o encaminhamento de pacotes, e ainda suporta as func¸o˜es de VPNs, de
firewall, de detec¸a˜o de intrusa˜o e de filtragem na camada de aplicac¸a˜o [245]. Ale´m de permitir
realizar outros projetos no futuro, e´ escala´vel e foi desenhado de forma a suportar eficientemente
as func¸o˜es de rede em ambientes virtualizados.
Como citado anteriormente, as implementac¸o˜es de <computer> e o <router> sa˜o sistemas
baseados em Linux. A plataforma de virtualizac¸a˜o XenServer tambe´m e´ um sistema Linux. Esta
caracter´ıstica comum em todos os sistemas permitiu simplificar a criac¸a˜o do co´digo por ser apenas
necessa´ria uma linguagem. O co´digo para configurar os <computer> e o <router>, as VMs, o
XenServer, e a ma´quina real, e´ o mesmo, o shell script [185] complementado com a extensa˜o Expect
[154, 155]. O shell script e´ uma linguagem que permite a invocac¸a˜o de comandos de um sistema
operativo da famı´lia Unix/Linux e conte´m algumas estruturas de programac¸a˜o gene´ricas. Permite
a execuc¸a˜o de muitas tarefas sobre o sistema, como manipulac¸a˜o de ficheiros, execuc¸a˜o de programa
e direcionamento de texto. O Expect e´ uma extensa˜o ao Tcl [201] e permite a automatizac¸a˜o de
aplicac¸o˜es interativas no ambiente de uma shell. Como exemplo, o Expect pode automatizar e
testar as aplicac¸o˜es FTP, Telnet, passwd e rlogin.
7.3.3 Caracter´ısticas das aplicac¸o˜es
De forma a testar o tra´fego a circular na rede foi necessa´rio a utilizac¸a˜o de um gerador de tra´fego
que reproduza corretamente o comportamento de diversas aplicac¸o˜es. Uma opc¸a˜o e´ ter as aplicac¸o˜es
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Figura 7.5: Arquitetura da plataforma de gerac¸a˜o de pacotes D-ITG
reais, mas a automatizac¸a˜o da sua execuc¸a˜o e´ complexa uma vez que a maioria delas na˜o tem uma
API simples e uniforme para a sua gesta˜o. Outra opc¸a˜o era utilizar um gerador de tra´fego que
contemplasse as aplicac¸o˜es necessa´rias e que, de forma flex´ıvel, permitisse os ajustes pretendidos
para a simulac¸a˜o.
A opc¸a˜o seguida foi a segunda, um gerador de tra´fego, devido a` sua simplicidade e flexibilidade,
permitindo a gerac¸a˜o de padro˜es de tra´fego diversos. Os requisitos mı´nimos para os geradores de
tra´fego a pesquisar eram os seguintes: funcionar em modo linha de comando; poder ser executado
em Linux; e, operar sobre os protocolos mais conhecidos da arquitetura TCP/IP. De entre os
geradores encontrados, apresentam-se de seguidas os geradores que foram analisados:
• Nemesis [181]: e´ uma ferramenta para a linha de comando que permite a criac¸a˜o e injec¸a˜o
de pacotes numa rede. E´ adequado para o teste de sistemas de detec¸a˜o de intrusa˜o, firewalls,
protocolos da camada IP, entre outros, e;
• D-ITG [30]: o Distributed Internet Traffic Generator (D-ITG) e´ uma plataforma capaz de
produzir tra´fego ao n´ıvel do pacote replicando com precisa˜o os processos estoca´sticos das
varia´veis aleato´rias para o IDT (Inter Departure Time) e para o tamanho do pacote. E´
poss´ıvel gerar tra´fego IPv4 e IPv6 e das camadas de rede, transporte e aplicac¸a˜o.
Ambos teˆm as caracter´ısticas requeridas e teˆm funcionalidades semelhantes, cobrindo os proto-
colos mais conhecidos. O D-ITG foi o gerador de tra´fego escolhido no aˆmbito deste trabalho devido
a suportar um maior nu´mero de protocolos. Outras caracter´ısticas do D-ITG que tambe´m con-
tribu´ıram para a sua escolha foram: uma melhor documentac¸a˜o e suporte; uma maior divulgac¸a˜o
na comunidade cient´ıfica, e; uma longevidade maior e atualizac¸o˜es mais recentes do projeto. Uma
lista alargada de ferramentas semelhantes e uma comparac¸a˜o de funcionalidades com o D-ITG pode
ser obtida em [64].
Os componentes do D-ITG e as suas relac¸o˜es esta˜o apresentados na Figura 7.5. A func¸a˜o de
cada um dos componentes e´ descrita de seguida:
ITGSend componente responsa´vel pelo envio dos pacotes. E´ neste componente que se definem
os paraˆmetros para a gerac¸a˜o de tra´fego. Tambe´m suporta o envio de mu´ltiplos fluxos de
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1 ITGRecv
2
3 ITGSend -a 10.0.0.2 -sp 9400 -rp 9500 -C 100 -c 500 -t 20000 -x recv log file
4
5 cat script_file
6 -a 10.0.0.2 -rp 10001 VoIP -x G.711.2 -h RTP -VAD
7 -a 10.0.0.3 -rp 10002 Telnet
8 -a 10.0.0.3 -rp 10003 DNS
9 ITGSend script_file -l sender log file
Figura 7.6: Exemplo de comandos para a gerac¸a˜o de tra´fego no D-ITG
tra´fego;
ITGRecv componente para onde se dirige o tra´fego gerado. Consegue receber o tra´fego de
mu´ltiplos emissores;
ITGLog processo que recebe e armazena as informac¸o˜es de log do emissor e receptor;
ITGDec executa´vel que analisa os resultados (logs) obtidos durante o processo de gerac¸a˜o de
tra´fego. Alguns dos valores obtidos com a ana´lise incluem o atraso, a variac¸a˜o do atraso, e
os pacotes perdidos, e;
ITManager componente que permite o envio de comandos para o controlar o ITGSend. Pode
realizar o controlo de va´rios ITGsend e fazer a coordenac¸a˜o da gerac¸a˜o de tra´fego de uma rede
inteira.
O D-ITG e´ bastante poderoso e a variedade de paraˆmetros permitidos sa˜o bastante abrangentes
para a definic¸a˜o de muitos tipos de tra´fego. A Figura 7.6 apresenta alguns exemplos de comandos
para a gerac¸a˜o de tra´fego.
A linha 1 apenas indica o primeiro passo, que devera´ ser ativar a recepc¸a˜o do tra´fego. Sem a
sua inicializac¸a˜o, a gerac¸a˜o de tra´fego falha. O host destino, que ira´ surgir nas linhas seguintes,
deve ser o host onde o ITGRecv esta´ a funcionar.
O comando na linha 3 ira´ gerar um tra´fego UDP (escolhido por omissa˜o) com um IDT entre
pacotes constante (’-C 100’) e tamanho de pacotes constante (’-c 500’). E´ direcionado ao host com
o enderec¸o 10.0.0.2 (’-a’) e a` sua porta 9500 (’-rp’). Por fim, a durac¸a˜o e´ de 20.000 milissegundos
(’–t 20000’) e o nome do ficheiro de resultados, a gerar do lado do recetor, e´ indicado apo´s a opc¸a˜o
’-x’.
As linhas 5 a 8 criam um ficheiro de texto que pode ser usado para, em cada linha, conter os
paraˆmetros de diferentes fluxos de tra´fego em termos de caracter´ısticas e de destinos. A linha 9
e´ o comando para a gerac¸a˜o de tra´fego, invocando o ficheiro ja´ referido com a configurac¸a˜o dos
fluxos. O paraˆmetro ’-a’ indica-nos o destino e verifica-se que existem dois hosts como destinata´rios
dos tra´fego. O tipo de tra´fego e´ facilmente identificado, por ser indicado o seu nome diretamente
(VoIP, Telnet e DNS). Ale´m da porta de destino, ’-rp’, no caso do VoIP sa˜o ainda adicionados mais
alguns paraˆmetros: ’-x’ indica o codificador de a´udio usado, ’-h’ o protocolo de transporte usado,
e, ’-VAD’ ativa a detec¸a˜o de atividade a´udio.
Os exemplos apresentados procuraram representar as possibilidades oferecidas pelo gerador de
tra´fego D-ITG.
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Figura 7.7: Arquitetura de componentes da virtualizac¸a˜o da Framework NSDL
7.3.4 Caracter´ısticas dos Protocolos e Interfaces
As caracter´ısticas dos objetos dos grupos <protocol> e <interface> sa˜o as mesmas que estes ja´
tinham no perfil base TCP/IP. As VMs ja´ conteˆm todos os componentes necessa´rios destes grupos
e apenas falta a sua correta configurac¸a˜o. Os protocolos <ipv4> e <ipv6> associam-se a um
interface e definem qual o seu enderec¸o de rede e gateway. A escolha de um interface, <ethernet>
ou <fast-ethernet>, permite definir a largura de banda da ligac¸a˜o da VM nesse interface. O <tcp>,
<udp> sa˜o ligados a`s aplicac¸o˜es e definem o protocolo de transporte a ser usado pelo tra´fego gerado
pela aplicac¸a˜o. As opc¸o˜es dispon´ıveis cobrem as configurac¸o˜es esperadas num computador ligado
a uma rede real.
Os protocolos e os interfaces sa˜o configurados nas VMs, mas no caso do interface, a adic¸a˜o
de algumas pol´ıticas de utilizac¸a˜o sa˜o feitas no XenServer, mas especificamente no componente
vSwitch [266]. Este componente e´ um switch virtual que permite controlar o fluxo de dados que
entra e sai de uma VM.
7.3.5 Arquitetura para a virtualizac¸a˜o baseada na Framework NSDL
A orquestrac¸a˜o de todo o sistema de forma a sua execuc¸a˜o decorrer dentro do esperado e´ a tarefa
mais complexa. Nesta fase implementaram-se todos os processos de criac¸a˜o e execuc¸a˜o de cada
componente de uma forma simples. Foram envolvidas algumas das ferramentas da Framework
NSDL e o servidor XenServer. A Figura 7.7 apresenta os componentes para a implementac¸a˜o da
virtualizac¸a˜o e das relac¸o˜es entre eles.
O processo de realizac¸a˜o de uma simulac¸a˜o inicia-se com a construc¸a˜o do cena´rio em NSDL. A
ferramenta VND foi escolhida para essa tarefa e gerou o ficheiro XML com o cena´rio. As bibliotecas
para a validac¸a˜o e, principalmente, para o mapeamento presentes na plataforma web do projeto
NSDL produzem o shell script que conte´m todos os comandos necessa´rios para a simulac¸a˜o no
ambiente virtualizado. Na Figura 7.7 estas tarefas esta˜o enquadradas no bloco azul.
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O segundo passo, bloco rosa na Figura 7.7, acontece no XenServer e inicia-se apo´s a recec¸a˜o
do shell script. E´ despoletado o processo de criac¸a˜o e configurac¸a˜o das VMs e das ligac¸o˜es entre
elas. Os componentes sob o bloco transparente sa˜o os objetos virtuais criados para a execuc¸a˜o
da simulac¸a˜o. Logo de seguida inicia-se a gerac¸a˜o de tra´fego que tem a durac¸a˜o definida pelo
utilizador.
A ma´quina Monitor tem um papel central na simulac¸a˜o. A criac¸a˜o das VMs e´ feita pelo
XenServer (u´nica possibilidade). A configurac¸a˜o das VMs e´ feita via linha de comandos e apo´s a
ligac¸a˜o por Telnet. O XenServer poderia fazer essa tarefa, mas isso implicava ter as VMs na sua
rede. Como o acesso ao XenServer e´ feito via rede, esse fato implicava colocar as VMs tambe´m
na rede real, uma opc¸a˜o que se pretendia evitar para na˜o existir a possibilidade de conflito entre o
tra´fego real e o tra´fego do ambiente virtual.
A soluc¸a˜o deste problema foi conseguida criando uma ma´quina para a gesta˜o da simulac¸a˜o,
designada por Monitor. O Monitor tem duas placas de rede, uma para a ligac¸a˜o com o XenServer,
outra placa para a ligac¸a˜o a`s VMs. O tra´fego de cada rede esta´ isolado e na˜o ha´ regras de encami-
nhamento que permitam interligar as redes. E´ o Monitor que faz a ligac¸a˜o Telnet para cada VM e
executa os comandos para a sua configurac¸a˜o.
Apo´s a simulac¸a˜o, o Monitor recebe os resultados gerados nas VMs e analisa os seus conteu´dos,
apresentando apo´s o resultado dessa avaliac¸a˜o. Os valores obtidos sa˜o aqueles ja´ referidos para
o ITGDec. O ambiente de execuc¸a˜o e´ virtual, mas os dados gerados sa˜o iguais aos dados que
se obteriam numa rede real. Assim, e´ simples inserir outras ferramentas para a complementar a
ana´lise do tra´fego, e um exemplo de ferramenta e´ o Wireshark ja´ descrito na secc¸a˜o 2.3.3.
Como referido no in´ıcio da secc¸a˜o, em termos de criac¸a˜o e configurac¸a˜o de VMs o processo ainda
e´ muito simples. A sincronizac¸a˜o de cada passo esta´ feita com um tempo de intervalo suficiente para
que tudo decorra sem falhas. A criac¸a˜o de uma VM e´ ra´pida, mas a sua inicializac¸a˜o e configurac¸a˜o
completa leva algum tempo (1-2 minutos). Se houver muitas ma´quinas na simulac¸a˜o este passo
inicial pode ser muito demorado. O modelo de eventos necessita de melhorias para permitir o
encadeamento mais flex´ıvel de todas as ac¸o˜es da simulac¸a˜o, independentemente do equipamento
em que seja executado.
A secc¸a˜o seguinte ira´ apresentar algumas das redes virtualizadas no aˆmbito deste projeto.
7.4 Caso de estudo
Os testes necessa´rios para validar as bibliotecas foram variados e, nesta secc¸a˜o, e´ apresentado o
cena´rio com o maior nu´mero de VMs. O hardware disponibilizado para o projeto (computador
com processador iCore 5, velocidade 2GHz, disco r´ıgido de 320GB e 8GB de memo´ria) permitiu
criar 7 VMs Linux, cada uma com 512MB de RAM. Nas subsec¸o˜es seguintes sa˜o apresentadas as
caracter´ısticas dos objetos do cena´rio e a sua representac¸a˜o em NSDL e em shell script.
7.4.1 Topologia e Ma´quinas Virtuais
A topologia de rede escolhida e´ a topologia comum em muitos cena´rios de simulac¸a˜o. Designa-se
por dumbbell e serve para a avaliar o efeito de congesta˜o numa ligac¸a˜o partilhada por muitos no´s.
Um lado da rede conte´m os no´s geradores de tra´fego e o outro lado os no´s clientes, ou recetores de
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Figura 7.9: Descric¸a˜o de um computador em NSDL
tra´fego. A interligac¸a˜o e´ realizada atrave´s de uma rede simples com um ou dois routers (dois neste
caso). A figura 7.8 apresenta a topologia criada com a ferramenta VND.
Os computadores sa˜o ma´quinas Linux completas, mas sem ambiente gra´fico para poupar re-
cursos. Para este projeto foram criadas diversas VMs para servirem como template, ou seja, um
<computer> em NSDL tera´ uma VM correspondente no XenServer. No caso de se pretender testar
diferentes sistemas operativos, na NSDL sera´ necessa´rio adicionar o elemento <os> e indicar o
sistema pretendido. Nessa situac¸a˜o, a criac¸a˜o da VM e´ realizada a partir de um template diferente.
Por omissa˜o as VM utilizam Linux.
Os routers sa˜o ma´quinas Vyatta e todo o processo de criac¸a˜o e configurac¸a˜o sa˜o semelhantes
por estas serem tambe´m ma´quinas Linux. O encaminhamento do tra´fego entre redes e´ gerido
automaticamente pelo Vyatta.
A Figura 7.9 apresenta a representac¸a˜o do computador em NSDL, com os seus objetos: aplicac¸a˜o
CBR, protocolo IPv4 e interface Fast-Ethernet. Esta descric¸a˜o servira´ de base para demonstrar o
processo de transformac¸a˜o para o shell script.
A criac¸a˜o de uma VM e´ feita por um processo de clonagem, bastante mais ra´pido que gerar
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1 xe vm-clone vm="SUSE 11_Clone" new-name-label=CompA
2 xe vm-start vm=CompA
3 ...
4 xe vm-shutdown vm=CompA
5 xe vm-uninstall vm=CompA
Figura 7.10: Criac¸a˜o, arranque e te´rmino de uma ma´quina virtual
1 ITGRecv
2 ...
3 ITGSend -a 192.168.2.20 -sp 9400 -rp 9500 -C 100 -c 500 -t 20000 -x logs.txt
Figura 7.11: Comandos para a recec¸a˜o e emissa˜o de tra´fego
uma ma´quina nova de raiz. Em poucos instantes esta´ dispon´ıvel uma ma´quina completa para ser
utilizada. A Figura 7.10 apresenta os comando para a gesta˜o de uma ma´quina virtual. Estes
comandos sa˜o invocados no XenServer.
A linha 1 da Figura 7.10 conte´m o comando para a criac¸a˜o de uma nova ma´quina virtual a
partir da ma´quina ”SUSE 11 Clone”designada por ”CompA”. Neste ponto a ma´quina ja´ existe no
XenServer, mas ainda na˜o esta´ operacional. O comando da linha 2 inicia a VM.
A criac¸a˜o e te´rmino de ma´quinas na˜o e´ um processo complexo. E´ necessa´rio ter tanto templates
como nodes previstos na NSDL. Apo´s a realizac¸a˜o da simulac¸a˜o e a obtenc¸a˜o de todos os resultados
as ma´quinas podem ser apagadas, libertando recursos do servidor. As linhas 4 e 5 da Figura 7.10
conteˆm os comandos para desligar e para apagar a VM, respetivamente.
Se todas as ma´quinas fossem criadas em sequeˆncia, surgiria um grupo de ma´quinas com as
mesmas configurac¸o˜es. No caso dos paraˆmetros da rede, existiria um conflito de enderec¸os e a rede
ficaria insta´vel e/ou inoperacional. Assim, apo´s a criac¸a˜o e arranque da ma´quina, e´ necessa´rio
aceder a` ma´quina e especificar as configurac¸o˜es de rede (pro´xima secc¸a˜o).
A criac¸a˜o dos routers e´ feita pela clonagem de um template da ma´quina Vyatta. A configurac¸a˜o
das suas placas de rede e´ feita de forma similar a` descrita para o computador.
7.4.2 Aplicac¸o˜es
A gerac¸a˜o de tra´fego e´ feita por interme´dio da aplicac¸a˜o D-ITG, descrita na secc¸a˜o 7.3.3. De
partida, ja´ se encontram instalados todos os seus componentes nos templates do XenServer e,
assim, esta˜o dispon´ıveis em todas as ma´quinas virtuais criadas a partir desses templates. A Figura
7.11 conte´m o comando para recec¸a˜o e emissa˜o de tra´fego da aplicac¸a˜o descrita nas linhas 5 a 10
da Figura 7.9.
A aplicac¸a˜o <cbr> utiliza o protocolo UDP por omissa˜o, e tal carater´ıstica e´ igual no D-ITG.
A linha 1 apresenta o comando para a recec¸a˜o do tra´fego do lado do cliente. As restantes opc¸o˜es
para a sua execuc¸a˜o do lado do servidor (ITGSend) sa˜o obtidas da seguinte forma:
- a : enderec¸o IP do recetor. E´ obtido pesquisando o enderec¸o IP da ma´quina onde se encontra a
aplicac¸a˜o cliente com o @id ’CompCcbr’ indicada em <dst.app> (linha 8);
- sp e rp : portas das aplicac¸o˜es. Na˜o sendo indicadas, sa˜o usados os valores por omissa˜o;
- C : IDT e e´ obtido a partir do elemento <interval>;
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1 # Telnet ao no criado





7 # Configurar o interface para o novo IP
8 expect "linux:~ #"
9 send "ifconfig eth0 192.168.2.10 netmask 255.255.255.0 \r"
10 (...)
Figura 7.12: Configurac¸a˜o do interface
1 xe vif-param-set uuid=<vif_uuid> qos_algorithm_type=ratelimit
2 xe vif-param-set uuid=<vif_uuid> qos_algorithm_params:kbps=100000
Figura 7.13: Definir limites a` largura de banda dispon´ıvel
- c : tamanho do pacote e e´ obtido a partir do elemento <packetsize>;
- t : durac¸a˜o em milissegundos para o envio de pacotes. E´ obtido a partir dos eventos da aplicac¸a˜o
presentes no elemento <simulation>, e;
- x : ficheiro com os resultados. E´ obtido a partir das definic¸o˜es feitas em <output> do elemento
<simulation>.
7.4.3 Protocolos e Interfaces
A configurac¸a˜o dos interfaces surge apo´s a ma´quina ter sido criada e inicializada. As linhas 11
a 18 da Figura 7.9 conteˆm as definic¸o˜es para o interface e para o seu enderec¸amento em NSDL.
O enderec¸o e´ obtido atrave´s dos dados presentes no protocolo <ipv4>. Os protocolos teˆm neste
ambiente, pelo menos para os objetos escolhidos, uma func¸a˜o complementar na configurac¸a˜o. A
Figura 7.12 apresenta os comando shell script para acesso a` VM e para a configurac¸a˜o do interface.
O in´ıcio dos comandos teˆm send ou expect e sa˜o os componentes do Tcl/Expect que permitem
esperar por um dado momento da execuc¸a˜o da ma´quina (expect) e enviar comandos para a shell
(send). O acesso a` VM e´ feito via Telnet e e´ usado um enderec¸o gene´rico configurado no template
(linhas 2 a 6 da Figura 7.12). Apo´s o acesso e´ reconfigurada a rede para o enderec¸o definido no
cena´rio NSDL (linhas 8 e 9 da Figura 7.12).
Os interfaces, por omissa˜o, utilizam os recursos configurados e dispon´ıveis no XenServer. As
placas f´ısicas disponibilizam uma largura de banda de 1000Mbps, logo as ma´quinas virtuais teˆm,
teoricamente, acesso a essa taxa de transmissa˜o de forma partilhada. Para limitar o tra´fego de uma
VM podemos indicar a taxa ma´xima de transmissa˜o. A Figura 7.13 apresenta os comandos para
realizar essa func¸a˜o.
A largura de banda definida na linha 17 da Figura 7.9 esta´ assim mapeada nas linhas da Figura
7.13. Sa˜o ainda necessa´rios, previamente, mais alguns passos para obter o identificador da placa
de rede virtual (vif uuid). Estes comandos sa˜o invocados no XenServer.
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Figura 7.14: Consola com os resultados de uma simulac¸a˜o
Tabela 7.1: Resultados da execuc¸a˜o de uma aplicac¸a˜o num ambiente virtual
Descric¸a˜o Valor
Nu´mero de Fluxos 1
Durac¸a˜o 19,989984 seg
Nu´mero de pacotes 2000
Atraso mı´nimo 0,387580 seg
Atraso ma´ximo 0,395155 seg
Atraso me´dio 0,387607 seg
Variac¸a˜o me´dia do atraso 0,000012 seg
Desvio Padra˜o do atraso 0,000169 seg
Bytes recebidos 1.000.000
Taxa me´dia de transmissa˜o 400,200420 Kbps
Taxa me´dia de pacotes 100,050105 pcts/seg
Pacotes perdidos 0% (0 pcts)
Tamanho me´dio dos bursts de perdas 0 pcts
7.4.4 Resultados
A ma´quina monitor e´ responsa´vel por obter e agregar todos os resultados constru´ıdos. No final do
tempo de simulac¸a˜o acede a`s VMs e copia todos os ficheiros de resultados criados. Apenas apo´s a
boa conclusa˜o desse passo se deve proceder ao encerramento e a` destruic¸a˜o das VMs da simulac¸a˜o.
A Figura 7.14 apresenta uma consola com os resultados obtidos na ma´quina monitor.
O bloco central da imagem mostra o ecra˜ do monitor com a impressa˜o dos resultados da execuc¸a˜o
de uma aplicac¸a˜o. Podemos verificar no bloco da esquerda as diversas VMs criadas (CompA-E e
Router1-2) e os templates que lhe deram origem (’SUSE 11 Clone’ e ’vyatta’). Neste momento as
VMs esta˜o inativas e apenas a ma´quina monitor esta´ a funcionar. Nesta situac¸a˜o foi definido apagar
as ma´quinas manualmente, mas, se requerido, as ma´quinas poderiam ter ja´ sido apagadas. O bloco
central da Figura 7.14 resulta da ana´lise do ficheiro ’logs.txt’ atrave´s da ferramenta ITGDec. Os
valores, pouco vis´ıveis na imagem, sa˜o apresentados na Tabela 7.1.
A maioria dos resultados apresenta os valores esperados. Os resultados para o atraso sa˜o normais
e na˜o existiu qualquer perda de pacotes. As taxas me´dias de transmissa˜o e de pacotes acabaram
por ter os valores previstos, considerando os valores dos paraˆmetros na descric¸a˜o.
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Os resultados mais importantes nesta fase foram a confirmac¸a˜o da correta gerac¸a˜o do co´digo e
a sua execuc¸a˜o no XenServer. As redes testadas foram corretamente implementadas e produziram
resultados va´lidos sobre a execuc¸a˜o das aplicac¸o˜es. Todos os cena´rios testados e todos os resultados
obtidos podem ser consultados em [11].
No entanto, a implementac¸a˜o para a virtualizac¸a˜o ainda na˜o permite a correta sincronizac¸a˜o
entre as ma´quinas de forma a permitir uma gesta˜o mais complexa dos eventos a partir do monitor.
Neste momento todas as aplicac¸o˜es iniciam-se ao mesmo tempo (aproximadamente) e na˜o esta´
implementado o recomec¸o da gerac¸a˜o de tra´fego apo´s a primeira vez. Os modelos de eventos de
simuladores comuns incluem o in´ıcio, fim e execuc¸a˜o paralela de mu´ltiplas aplicac¸o˜es. Num ambiente
de mu´ltiplas ma´quinas virtuais e´ simples ter va´rias execuc¸o˜es paralelas, mas a sua sincronizac¸a˜o e´
complexa e necessita um esforc¸o complementar para ser atingido. Para os cena´rios testados este
aspeto na˜o trouxe nenhuma limitac¸a˜o, mas a criac¸a˜o de cena´rio de teste mais complexos na˜o podem
ser realizados sem esses componentes.
Na pro´xima secc¸a˜o sa˜o apresentadas as concluso˜es deste cap´ıtulo.
7.5 Concluso˜es
A utilizac¸a˜o de ambientes virtualizados revelou-se muito interessante devido a` flexibilidade que ja´
permite na criac¸a˜o de cena´rios de rede. A replicac¸a˜o de uma rede real de forma fiel e´ assim poss´ıvel
e as possibilidades de execuc¸a˜o e ana´lise sa˜o as mesmas de uma rede a operar num ambiente normal.
O uso do Xen hypervisor revelou-se muito motivante pelo grande conjunto de funcionalidades para
a gesta˜o de ma´quinas virtuais. No contexto deste projeto outros hypervisors poderiam ser usados,
permitido uma implementac¸a˜o com igual abrangeˆncia e resultados, mas o XenServer revelou-se
adequado para o suporte a`s simulac¸o˜es, simples de utilizar e bem documentado.
O propo´sito principal deste projeto foi a gesta˜o de ma´quinas virtuais para a execuc¸a˜o de si-
mulac¸o˜es simples a partir das suas respetivas descric¸o˜es NSDL e esse objetivo foi conseguido, prin-
cipalmente, atrave´s de ma´quinas Linux e do gerador de tra´fego D-ITG. Foram utilizados muitos
objetos ja´ existentes na framewok NSDL e implementadas as bibliotecas para a transformac¸a˜o de
uma descric¸a˜o NSDL num shell script.
Os resultados conseguidos foram satisfato´rios, mas, em termos de criac¸a˜o e configurac¸a˜o de
VM’s, o processo e´ ainda simples. A sincronizac¸a˜o de cada passo esta´ feita com um tempo de
intervalo suficiente para que tudo decorra sem falhas. Por exemplo, a criac¸a˜o de uma VM e´ ra´pida,
mas a sua inicializac¸a˜o e configurac¸a˜o completa leva algum tempo (1-2 minutos). Se houver muitas
ma´quinas na simulac¸a˜o este passo inicial pode ser muito demorado. Sobre o modelo de eventos,
este ainda necessita de melhorias de forma a conseguir um encadeamento mais flex´ıvel para todas
as ac¸o˜es da simulac¸a˜o, como o arranque e te´rmino de diferentes aplicac¸o˜es.
O objetivo mais importante deste projeto era a integrac¸a˜o de um novo domı´nio de redes na
Framework NSDL. Os objetos de rede que ja´ existiam na linguagem NSDL foram reutilizados e
na˜o foi necessa´rio criar nenhum objeto novo. Esse fato demonstra que se conseguiu alargar as
funcionalidades da framework, preservando a interoperabilidade entre ferramentas. Os cena´rios
testados poderiam, sem alterac¸o˜es, ser executados nos simuladores presentes nos cap´ıtulos 5 e 6.
Outra grande mais-valia deste projeto foi a abertura proporcionada para novas a´reas de estudo,
principalmente para a gesta˜o de redes e sistemas. O foco ate´ ao momento foi o uso da framework
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no domı´nio da simulac¸a˜o, mas, a a´rea da gesta˜o das ma´quinas virtuais engloba muitas tarefas e
ainda conte´m muitos desafios. Um deles e´ a criac¸a˜o de interfaces gra´ficos para apoio a` gesta˜o de
domı´nios virtuais de grande dimensa˜o [143], e, neste momento, a Framework NSDL pode surgir




O trabalho apresentado nesta tese foi realizado no domı´nio da gesta˜o de redes. Foi realizado o
estudo e ana´lise de muitas das ferramentas de rede existentes, suas principais limitac¸o˜es e como
a sua utilizac¸a˜o pode ser simplificada de forma a auxiliar a gesta˜o de redes. As secc¸o˜es seguintes
concluem este trabalho e esta˜o organizadas da seguinte forma: primeiro, e´ realizada uma ana´lise
aos resultados obtidos, e, por fim, sa˜o indicadas algumas linhas poss´ıveis para trabalhos futuros.
8.1 Ana´lise do trabalho realizado
O trabalho apresentado nesta tese procurou contribuir para a a´rea de gesta˜o e projeto de redes,
proporcionando uma soluc¸a˜o para viabilizar a interoperabilidade entre ferramentas de rede e, assim,
otimizar a tarefa do gestor de redes. As ferramentas de rede apresentadas no cap´ıtulo 2 raramente
permitem repetir e/ou complementar a ana´lise realizada sobre uma determinada rede com uma
outra ferramenta, sem ser necessa´rio repetir o esforc¸o a descrever as caracter´ısticas da rede. As
ferramentas encontradas que sa˜o excec¸o˜es a esta regra, ou seja, que admitem dados de outras
ferramentas, continham poucas funcionalidades, na˜o podendo assim serem consideradas adequadas
para a ana´lise alargada de uma rede.
A dificuldade em se determinar uma abstrac¸a˜o que permita a descric¸a˜o completa e gene´rica
das caracter´ısticas de redes e todas as suas operac¸o˜es e´ um to´pico importante que, sendo ultra-
passado, permitira´ ao gestor de rede conhecer e melhorar o funcionamento das redes de sua res-
ponsabilidade. As linguagens pesquisadas, e apresentadas tambe´m no cap´ıtulo 2, apenas permitem
representar algumas das caracter´ısticas de uma rede e foram consideradas como pouco extens´ıveis
e independentes, sendo dif´ıcil a sua utilizam na descric¸a˜o de redes diferentes.
A resoluc¸a˜o dos problemas encontrados nesta tese foi enquadrada em treˆs elementos, ou fases,
fundamentais de desenvolvimento: uma framework onde se integrassem todas as ferramentas ne-
cessa´rias e me´todos para a sua integrac¸a˜o, uma nova linguagem para a descric¸a˜o completa de redes
de dados, e, por fim a validac¸a˜o da framework e da linguagem em diferentes ferramentas e domı´nios
de rede. Em termos gerais, a framework desenvolvida permite a utilizac¸a˜o de ferramentas inde-
pendentes, mas complementares na o´tica da gesta˜o de rede, e providencia a sua interoperabilidade
de uma forma simplificada para os seus utilizadores. Uma opc¸a˜o diferente seria o desenvolvimento
de uma ferramenta de raiz para realizar todas as funcionalidades necessa´rias mas, a dimensa˜o e
nu´mero das tarefas para a gesta˜o de redes torna esta tarefa muito longa e, exceto para grande
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equipas de desenvolvimento, muito dif´ıcil de ser conseguida. As ferramentas de rede encontradas
durante este projeto, por regra, incluem trabalhos e/ou bibliotecas ja´ existentes e desenvolvidas
anteriormente e, essa caracter´ıstica, foi tambe´m uma das abordagens escolhidas para este projeto.
Foi assim enta˜o poss´ıvel obter uma framework com um conjunto de funcionalidades alargadas no
per´ıodo de tempo deste projeto.
A Framework NSDL desenvolvida neste trabalho propo˜e uma estrutura em treˆs camadas para
organizar as ferramentas para a gesta˜o das redes. A camada de topo integra as ferramentas que
realizam o interface com o utilizador, como as ferramentas gra´ficas para a modelac¸a˜o e visualizac¸a˜o
de redes. A camada central e´ responsa´vel pela interoperabilidade e realiza essa func¸a˜o atrave´s
da utilizac¸a˜o de uma estrutura de dados comum que devera´ ser usada pelas ferramentas de rede.
Fornece ainda as func¸o˜es para a transformac¸a˜o de dados para as ferramentas que na˜o utilizem
nativamente a linguagem adotada pela framework. A camada de base conte´m as ferramentas que
realizam as mais variadas tarefas a pedido do utilizador ou de forma automa´tica, na˜o havendo
durante a execuc¸a˜o, normalmente, interac¸a˜o com os utilizadores. A estrutura proposta procura
suportar qualquer tipo de rede e de ferramenta, servindo como orientac¸a˜o para a estruturac¸a˜o de
funcionalidades para a gesta˜o de redes.
As frameworks [157, 222] estudadas sa˜o utilizadas em problemas espec´ıficos e a sua extensa˜o para
outros problemas de redes na˜o e´ simples. A Framework NSDL, validada no domı´nio da simulac¸a˜o,
foi definida tendo como princ´ıpio facilitar a integrac¸a˜o de ferramentas com os mais variados objetivos
para os mais diversos domı´nio das redes. Um qualquer grupo de desenvolvimento pode utilizar a
framework, adicionando novas funcionalidades e/ou utilizando alguma das ferramentas ja´ integradas
na framework.
A linguagem proposta para a descric¸a˜o de redes, Network Scenarios Description Language
(NSDL), preocupou-se na˜o apenas com a descric¸a˜o das topologias de redes e os atributos dos
objetos, mas tambe´m com as va´rias fases da existeˆncia de uma rede, desde o seu projeto ate´ a
sua operac¸a˜o, manutenc¸a˜o e atualizac¸a˜o. A descric¸a˜o de cada grupo de informac¸a˜o e´ realizada de
forma independente e esta e´ uma caracter´ıstica u´nica na linguagem NSDL, sendo que nas restantes
linguagens apresentadas a informac¸a˜o da topologia e do domı´nio de utilizac¸a˜o esta˜o agregadas.
Uma vantagem importante desta abordagem e´ permitir a coexisteˆncia de diversas informac¸o˜es de
utilizac¸a˜o sobre uma mesma rede numa u´nica descric¸a˜o, mas mantendo cada uma independente
das restantes.
O suporte a` descric¸a˜o de redes e´ ainda complementado com os elementos <templates> e
<views>. Os <templates> sa˜o u´teis na descric¸a˜o de redes com muitos objetos ideˆnticos. As
<views> permitem, de forma flex´ıvel, a organizac¸a˜o dos objetos presentes numa descric¸a˜o de rede.
Outro componente importante da linguagem sa˜o os perfis e este serve para agrupar os elementos da
linguagem necessa´rio para um determinado contexto ou domı´nio. O propo´sito deste componente e´
facilitar aos utilizadores a utilizac¸a˜o da framework, oferecendo-lhes apenas os objetos necessa´rios,
e, mais importante, facilitar a interoperabilidade entre ferramentas. As descric¸o˜es realizadas sob o
mesmo perfil devera˜o ser compat´ıveis e a sua reutilizac¸a˜o sera´ direta entre ferramentas.
A linguagem proposta procura ser simples e flex´ıvel mas sem deixar de permitir descric¸o˜es de-
talhadas. E´ muito extens´ıvel, de forma a acomodar novos objetos, redes e cena´rios, ultrapassando
a principal limitac¸a˜o detetada nas linguagens existentes e reforc¸ando as possibilidades de intero-
perabilidade. Ale´m da separac¸a˜o da informac¸a˜o da topologia da dos cena´rios, a linguagem NSDL
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ainda possui diversos elementos novos e na˜o presentes em outras linguagens, como os templates, as
views e os perfis.
O primeiro trabalho desenvolvido foi a selec¸a˜o de um conjunto de ferramentas para suportar um
domı´nio da ana´lise de redes, a simulac¸a˜o. Apesar de existirem simuladores largamente usados na
validac¸a˜o e no teste de tecnologias existentes e novas, a sua utilizac¸a˜o na˜o e´ simples e obriga a longos
per´ıodos de aprendizagem. As suas linguagens para a descric¸a˜o de um cena´rio de simulac¸a˜o sa˜o,
ou esta˜o pro´ximas de, linguagens de programac¸a˜o gene´ricas e na˜o existem componentes gra´ficos na
maioria das aplicac¸o˜es para algumas, ou qualquer uma, das suas func¸o˜es. A melhoria do processo
de construc¸a˜o de descric¸o˜es de simulac¸o˜es de rede passou enta˜o pelo desenvolvimento de duas
ferramentas gra´ficas e intuitivas para apoiar o utilizador do simulador a construir descric¸o˜es.
As aplicac¸o˜es desenvolvidas, Visual Network Simulator (VNS) e Visual Network Descriptor
(VND), foram projetos para o apoio a` modelac¸a˜o de cena´rios de rede heteroge´neos, respetivamente
para ambiente desktop e online. Em ambas houve a preocupac¸a˜o em suportar na˜o apenas as
redes com fios tradicionais, ja´ suportadas em ferramentas semelhantes, mas apoiar a descric¸a˜o
de outras redes. O VNS destaca-se no suporte a` descric¸a˜o flex´ıvel de redes com Qualidade de
Servic¸o, mais especificamente a arquitetura de Servic¸os Diferenciados. No caso do VND, as redes
suportadas sa˜o as redes sem fios, nomeadamente as redes Wi-Fi, WiMAX e LTE, e em ambiente
online. Os utilizadores dos simuladores Network Simulator 2 e Network Simulator 3 podem assim,
rapidamente, descrever e executar simulac¸o˜es, sem necessidade de aprenderem as linguagens nativas
das ferramentas. Algumas das funcionalidades implementadas apenas existem nestas ferramentas,
como a construc¸a˜o de cena´rios DiffServ flex´ıveis e a possibilidade de construir descric¸o˜es online.
As restantes ferramentas escolhidas e utilizadas permitiram realizar as func¸o˜es necessa´rias para
todo o processo de simulac¸a˜o de um cena´rio de rede, tratando-se das ferramentas ja´ existentes e
normalmente utilizadas em conjunto com cada simulador. A utilizac¸a˜o de todas estas ferramentas
em conjunto de uma forma coordenada foi realizada grac¸as a` interoperabilidade proporcionada pela
Framework NSDL.
A integrac¸a˜o do simulador Network Simulator 2 (NS2) agregou valor a`s funcionalidades da
Framework NSDL, permitindo a simulac¸a˜o de redes de dados tradicionais e das redes com Qualidade
de Servic¸o (QoS) com um dos simuladores mais utilizados pela comunidade das redes. A eˆnfase
deste trabalho foi a implementac¸a˜o dos objetos das redes de Servic¸os Diferenciados (DiffServ) e,
dessa forma a framework permite a construc¸a˜o, numa ferramenta gra´fica online, cena´rios de rede
DiffServ, algo na˜o poss´ıvel em nenhuma outra ferramenta para o NS2.
A extensa˜o da linguagem para os objetos DiffServ foi baseada na norma que define a arquitetura
DiffServ [28]. O perfil DiffServ na linguagem e´ assim independente de qualquer ferramenta, maximi-
zando a interoperabilidade de descric¸o˜es de redes com objetos DiffServ. Caso fosse seguida a opc¸a˜o
de especificar os objetos seguindo apenas a implementac¸a˜o do NS2, a reutilizac¸a˜o de uma descric¸a˜o
NSDL em outra ferramenta poderia na˜o ser poss´ıvel. A traduc¸a˜o implementada dos cena´rios des-
critos em NSDL para o co´digo do NS2 apenas esta´ limitada pelas caracter´ısticas do NS2, sendo que
nem todos os dados da descric¸a˜o podem ser mapeados, como por exemplo, a marcac¸a˜o de pacotes
na NSDL e´ baseada nos 5-tuples, mas, no NS2, apenas e´ usada a informac¸a˜o do no´ de origem e de
destino. A soluc¸a˜o desta situac¸a˜o passaria pela atualizac¸a˜o do NS2 para suporte aos 5-tuples.
O projeto com o NS2, ale´m de ter permitido a simulac¸a˜o de diferentes redes, teve a aplicac¸a˜o
da Framework NSDL num ambiente dida´tico e onde houve a participac¸a˜o de um grupo de alunos.
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A estes foi pedida a realizac¸a˜o de simulac¸o˜es com ambas as linguagens, OTcl e NSDL, e, no final,
o preenchimento de um inque´rito onde foram questionados sobre o processo de simulac¸a˜o com
cada linguagem. Uma das principais concluso˜es retiradas da comparac¸a˜o entre as descric¸o˜es OTcl,
nativa do NS2, e XML, proposta pela Framework NSDL, e´ que em ambos os casos os utilizadores
tiveram dificuldades semelhantes para criar as descric¸o˜es dos cena´rios de simulac¸a˜o. Os utilizadores,
estando a ter o primeiro contato com a simulac¸a˜o com o NS2, referiram a importaˆncia em ter existido
um ambiente gra´fico que facilitasse todo o processo (apenas dispon´ıvel para segundo grupo, mais
pequeno). No geral, os resultados obtidos atrave´s da experieˆncia de utilizac¸a˜o e do resultado do
inque´rito mostram a existeˆncia de interesse e de muitas vantagens em utilizar uma framework com
estas caracter´ısticas.
A adic¸a˜o do Network Simulator 3 (NS3) possibilitou a validac¸a˜o da Framework NSDL com
uma nova classe de simulador, mais flex´ıvel e expressiva, uma vez que esta ferramenta consegue
simular uma gama diferente de tecnologias e domı´nios de redes. Em particular, foram definidas e
implementadas algumas tecnologias de rede sem fios na linguagem NSDL, como as redes Wi-Fi,
Mesh, WiMAX e LTE. Uma limitac¸a˜o grande do simulador NS3 era a inexisteˆncia de ambientes
gra´ficos ricos para a descric¸a˜o de redes e, utilizando as ferramentas gra´ficas da Framework NSDL,
foi poss´ıvel oferecer aos seus utilizadores uma nova forma de especificarem as simulac¸o˜es com este
simulador.
Um aspeto importante da implementac¸a˜o das bibliotecas para o NS3, foi a maior proximidade
entre as caracter´ısticas dos objetos do simulador e as definic¸o˜es dos objetos da NSDL. Apesar
de garantir a boa operac¸a˜o do simulador na framework, podem surgir eventuais limitac¸o˜es na
interoperabilidade das descric¸o˜es devido a alguns objetos serem u´nicos ao NS3. Mas a grande
maioria dos objetos implementados e testados sa˜o comuns a muitas das ferramentas e, pelo menos
para esses, na˜o ha´ dificuldade em serem utilizados em diferentes simuladores.
As simulac¸o˜es realizadas com as redes sem fios permitiram testar e melhorar as novas biblio-
tecas desenvolvidas para framework, mas o trabalho foi ainda complementado com a execuc¸a˜o de
simulac¸o˜es de redes iguais nos dois simuladores ja´ integrados na framework, demostrando a capaci-
dade desta em efetuar ana´lises mais ricas sobre uma determinada rede. A execuc¸a˜o de simulac¸o˜es
em diferentes simuladores era apenas poss´ıvel se o utilizador fosse experiente nas va´rias linguagens,
algo pouco comum na comunidade de simulac¸a˜o [211]. Com a Framework NSDL, os utilizadores
apenas necessitam conhecer uma linguagem, a NSDL, ou mesmo utilizarem diretamente uma fer-
ramenta gra´fica para criar o seu cena´rio de redes, e contar com as bibliotecas da framework para a
obtenc¸a˜o do co´digo nativo de cada simulador.
Como contribuic¸a˜o de novos domı´nios para a framework, foi ainda apresentado um u´ltimo pro-
jeto que a estendeu a framework para a sua aplicac¸a˜o aos ambientes virtualizados. Os componentes
selecionados e desenvolvidos permitem, a partir de uma descric¸a˜o de rede NSDL, invocar a criac¸a˜o
de ma´quinas virtuais numa plataforma de virtualizac¸a˜o e desencadear todos os eventos definidos
para a realizac¸a˜o de testes e validac¸o˜es das aplicac¸o˜es, protocolos e equipamentos. Ale´m de estender
a framework para um novo domı´nio, procurou-se tambe´m obter uma nova forma de testar as redes
de computadores mais pro´xima da realidade.
O problema principal nos simuladores discretos e´ a validade dos seus modelos e, consequen-
temente, a qualidade dos seus resultados [147] e, a vantagem de um ambiente virtual e´ que as
implementac¸o˜es de alguns objetos sa˜o ideˆnticas a`s reais, como as aplicac¸o˜es e as camadas proto-
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colares de rede numa ma´quina virtualizada. Assim, a operac¸a˜o de uma rede em ambiente real e a
sua simulac¸a˜o num ambiente virtual, produz resultados semelhantes.
No entanto, as ferramentas para a gesta˜o de ambientes virtuais sa˜o ainda limitadas [143], co-
locando a Framework NSDL como uma opc¸a˜o poss´ıvel para a implementac¸a˜o de novas func¸o˜es de
gesta˜o neste domı´nio.
Uma preocupac¸a˜o no in´ıcio do projeto foi conhecer qual o tempo necessa´rio para a integrac¸a˜o
de cada ferramenta ou domı´nio de rede na framework. O desenvolvimento das bibliotecas para o
NS2 foi demorado devido a ter servido como base para testar e refinar os processos de definic¸a˜o dos
objetos e de criac¸a˜o das bibliotecas de transformac¸a˜o, e como tal na˜o pode ser usado como base de
durac¸a˜o normal de um projeto. Apo´s a conclusa˜o da primeira versa˜o mais esta´vel da framework,
foi enta˜o considerado fundamental repetir o processo para diferentes domı´nios e, de prefereˆncia,
com utilizadores inexperientes com a NSDL de forma a avaliar (1) a facilidade/dificuldade na
compreensa˜o da Framework NSDL e (2) qual o tempo necessa´rio para conseguir desenvolver a
extensa˜o da framework para novos domı´nios.
Os projetos com o simulador NS3 e com os Ambientes Virtualizados foram implementados com
alunos de mestrado, aos quais o autor deste trabalho deu apoio e suporte para a compreensa˜o dos
componentes da framework. Em ambos os casos considerou-se que os trabalhos foram executados
num tempo pequeno, comparativamente ao projeto do NS2. A compreensa˜o e desenvolvimento
das bibliotecas na˜o levou mais de 2-3 meses e foram ainda necessa´rios mais 2-3 meses para a
compreensa˜o da ferramenta e testes das bibliotecas de traduc¸a˜o. Ambos os alunos na˜o tinham
experieˆncia no domı´nio que estavam a trabalhar e, portanto, foi ainda necessa´rio tempo para essa
aprendizagem. A durac¸a˜o de um trabalho de mestrado, aproximadamente 10 meses, foi suficiente
para obter implementac¸o˜es alargadas das ferramentas e que corresponderam a`s expetativas iniciais
propostas nos trabalhos.
Apesar de terem sido realizados e apresentados apenas dois trabalhos, a experieˆncia serviu para
consolidar a percec¸a˜o do autor que os processos definidos sa˜o simples e possibilitam a integrac¸a˜o
de uma nova ferramenta na framework num intervalo de tempo na˜o muito longo. E´ evidente que
este tempo esta´ sempre dependente da ferramenta, dos domı´nios de rede que se pretendem cobrir,
da complexidade dos cena´rios que se querem testar e da experieˆncia dos utilizadores nas va´rias
tecnologias envolvidas.
Assim, e no geral, ficou demonstrado que o processo criado, bem como as ferramentas e as bibli-
otecas desenvolvidas, foi adequado para o ambiente de simulac¸a˜o de redes e pode ser replicado para
outros domı´nios. Conseguiu-se em poucas semanas, com utilizadores sem experieˆncia relevante na
a´rea das redes, replicar o processo para novos simuladores. A arquitetura simples e a estrutura clara
da framework/linguagem permitiram o desenvolvimento para diferentes ferramentas e ambientes
de uma forma ra´pida e eficaz.
A utilizac¸a˜o da Framework NSDL foi ainda validada no ensino de disciplinas da a´rea das redes.
Com a framework, o foco da aprendizagem e´ na rede, nos seus objetos e paraˆmetros e menos na
linguagem programac¸a˜o do simulador. A existeˆncia de um reposito´rio de cena´rios permitira´ a
realizac¸a˜o de diferentes experimentos de rede e pode servir de base para os projetos desenvolvidos
nas aulas. A flexibilidade da linguagem permite muitos testes e variac¸o˜es a`s simulac¸o˜es rapidamente,
dando tempo para o aluno compreender de forma mais clara o funcionamento da rede. Na pro´xima




Os trabalhos futuros podem ser divididos em duas categorias: framework e linguagem. O desen-
volvimento da framework devera´ passar pela integrac¸a˜o de um conjunto maior de ferramentas,
principalmente para a ana´lise e visualizac¸a˜o de resultados. Os simuladores utilizados permitem
ja´ a simulac¸a˜o de muitos cena´rios, mas ainda impo˜em aos utilizadores um esforc¸o grande para a
ana´lise dos seus resultados. As ferramentas propostas por [111, 272] sa˜o opc¸o˜es interessantes para
complementar a framework, melhorando as possibilidades oferecidas por esta na verificac¸a˜o dos
resultados das simulac¸o˜es e na compreensa˜o do funcionamento e estado da rede.
No sentido inverso, as ferramentas de rede tambe´m podem utilizar a framework para comple-
mentar as suas funcionalidades. Qualquer ferramenta sem interface gra´fico podera´ usar o VND e
as bibliotecas da NSDL e incluir essa funcionalidade na sua estrutura. Sera´ importante melhorar a
documentac¸a˜o e divulgac¸a˜o do trabalho de forma a motivar outras equipas de investigac¸a˜o da a´rea
das redes na utilizac¸a˜o da Framework NSDL.
Do ponto de vista da linguagem, uma primeira abordagem e´ utilizar a linguagem NSDL para
descrever novos tipos de rede. As redes de sensores sem fios, por exemplo, teˆm sido amplamente
desenvolvidas e verifica-se, a` semelhanc¸a de outros domı´nios de redes, a existeˆncia de mu´ltiplas e
distintas ferramentas [122]. A NSDL devera´ ser testada como opc¸a˜o para descrever os objetos deste
tipo de redes e ser utilizada nestas ferramentas de forma a facilitar a utilizac¸a˜o e a construc¸a˜o de
ana´lises sobre este tipo de redes. E´ tambe´m crescente o interesse na utilizac¸a˜o de ambiente virtuais
para os mais variados fins e o trabalho de [70] propo˜e uma descric¸a˜o cuidada do no´ virtual e cremos
que a NSDL podera´ complementar com os restantes elementos da rede e, mais importante, para
a descric¸a˜o dos cena´rios poss´ıveis nas diversas plataformas de virtualizac¸a˜o. Vale a pena referir, a
colaborac¸a˜o da Universidade da Madeira com a Universidade Salvador (UNIFACS), Bahia-Brasil,
na realizac¸a˜o da aplicac¸a˜o da Framework NSDL a outros domı´nios e tipos de redes, tais como
OpenFlow [170] e MPLS [86], abordando aspetos de Qualidade de Servic¸o e Engenharia de Tra´fego,
atrave´s dos trabalhos em andamento de alunos de mestrado da UNIFACS.
A proposta de uma nova linguagem e framework procurou atender a algumas limitac¸o˜es que exis-
tem na interoperabilidade de muitos projetos, de pequena e grande dimensa˜o, em muitos domı´nios
da gesta˜o das redes. A possibilidade de reutilizar trabalhos anteriores e/ou repetir ana´lises sa˜o
funcionalidades sempre procuradas e importantes para agilizar qualquer processo de desenvolvi-
mento e/ou de implementac¸a˜o, seja nas redes atuais, seja nas redes futuras. A Framework NSDL,
incluindo as ferramentas e, principalmente, a linguagem de descric¸a˜o, visa facilitar esse processo
aos intervenientes no domı´nio das redes. Os trabalhos apresentados procuraram confirmar a exe-
quibilidade de um projeto com estas caracter´ısticas e demonstrar as vantagens que podem existir
para o domı´nio das redes. Os va´rios domı´nios de rede e as mu´ltiplas ferramentas integrados com su-
cesso na framework, pela sua abrangeˆncia, confirmam que e´ poss´ıvel aprofundar o conhecimento de
uma rede sem ser necessa´rio aprender novas linguagens e ferramentas. Necessitara´ ainda de algum
trabalho e, principalmente, divulgac¸a˜o para obter uma aceitac¸a˜o mais ampla, mas os princ´ıpios
e as implementac¸o˜es ja´ realizadas, apresentadas e detalhadas ao longo desta tese, ja´ permitem a
execuc¸a˜o de muitas tarefas no domı´nio da gesta˜o de redes.
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XML Schemas do perfil base da
linguagem NSDL
O co´digo apresentado neste apeˆndice e´ o conteu´do dos ficheiros principais para a definic¸a˜o dos
objetos da linguagem NSDL. A Figura A.1 apresenta graficamente a arquitetura de ficheiros para













Figura A.1: Arquitetura de ficheiros XML Schemas para a definic¸a˜o da linguagem NSDL
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XML Schemas do perfil base da linguagem NSDL
A.1 Ficheiro nsdl main.xsd





6 Date: 1th quarter 2010
7 Name: nsdl_main.xsd
8 Purpose:
9 This is the root schema to validate a standard NSDL file.
10 The first lines shows the other included files to provide the complete validation.
11














26 <xs:element name="templates" minOccurs="0">
27 <xs:complexType>
28 <xs:choice maxOccurs="unbounded" minOccurs="0">
29 <xs:element ref="node" minOccurs="0"/>
30 <xs:element ref="link" minOccurs="0"/>
31 <xs:element ref="domain" minOccurs="0"/>
32 <xs:element ref="interface" minOccurs="0"/>
33 <xs:element ref="protocol" minOccurs="0"/>






40 <xs:choice minOccurs="0" maxOccurs="unbounded">
41 <xs:element ref="node" minOccurs="0"/>
42 <xs:element ref="link" minOccurs="0"/>




47 <xs:element name="views" minOccurs="0">
48 <xs:complexType>
49 <xs:choice maxOccurs="unbounded" minOccurs="0">












































A.2 Ficheiro nsdl datatypes.xsd





6 Date: 2th quarter 2010
7 Name: nsdl_datatypes.xsd
8 Purpose:
9 This is the schema that contains the available datatypes to all NSDL schemas.
10
11 Can be used to execute an extended validation on a nsdl file.
12
13 Updates:
14 15/Mar/2011: Adition of an attribute to base object -> base
15 -->
16
17 <xs:attribute name="id" type="nsdlID"/>
18 <xs:attribute name="object" type="baseObjects"/>
19 <xs:element name="name" type="xs:string"/>
20 <xs:element name="notes" type="xs:string"/>




25 <xs:minLength value="2" />
























































































A.3 Ficheiro nsdl objects.xsd







6 Date: 1th quarter 2010
7 Name: nsdl_objects.xsd
8 Purpose:
9 This is the schema to validate the objects of a standard NSDL file.
10 The first lines shows the other included files to provide the complete validation.
11 Each file pointed contains the particular basic object file validation rules.
12
13 Can be used to execute an extended validation on a nsdl file.
14 Updates:
15













29 <!-- Declaration of objects for the ’objects’ and ’templates’ -->
30 <xs:element name="node" type="type_node"/>
31 <xs:element name="link" type="type_link"/>
32 <xs:element name="domain" type="type_domain"/>
33 <xs:element name="interface" type="type_interface"/>
34 <xs:element name="protocol" type="type_protocol"/>
35 <xs:element name="application" type="type_application"/>
36
37 <!-- Definition of the general object -->
38 <xs:element name="metadata" type="type_metadata"/>
39
40 <xs:complexType name="type_nsdlobject">
41 <xs:attribute ref="id" use="required"/>
42 <xs:sequence minOccurs="0">
43 <xs:element ref="active" minOccurs="0" maxOccurs="1"/>
44 <xs:element ref="name" minOccurs="0" maxOccurs="1"/>
45 <xs:element ref="notes" minOccurs="0" maxOccurs="1"/>




















66 <xs:element name="title" type="xs:string"/>
67 <xs:element minOccurs="0" name="description" type="xs:string"/>
68 <xs:element name="author" maxOccurs="1" type="xs:string"/>
69 <xs:element minOccurs="0" name="created" type="xs:dateTime"/>





75 <!-- Types for the views -->
76 <xs:element name="set" type="type_set"/>
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82 <xs:element minOccurs="1" name="listobjects">
83 <xs:complexType>
84 <xs:sequence>









94 <!-- Types for the objects and templates -->




99 <xs:choice maxOccurs="unbounded" minOccurs="0">
100 <xs:element ref="application" minOccurs="0"/>
101 <xs:element ref="protocol" minOccurs="0"/>










112 <xs:element name="connection" minOccurs="0">
113 <xs:complexType>
114 <xs:attribute name="source" type="xs:IDREF"/>
115 <xs:attribute name="destination" type="xs:IDREF"/>
116 </xs:complexType>
117 </xs:element>
118 <xs:element name="type" type="linkType" minOccurs="0"/>
119 <xs:element name="bandwidth" minOccurs="0"/>
120 <xs:element name="delay" minOccurs="0"/>










131 <xs:element name="bandwidth" minOccurs="0"/>
132 <xs:element name="delay" minOccurs="0"/>










143 <xs:element name="type" type="linkType" minOccurs="0"/>
144 <xs:element name="bandwidth" minOccurs="0"/>
145 <xs:element name="delay" minOccurs="0"/>
146 <xs:element minOccurs="0" name="loss"/>













158 <xs:element name="tcpiplayer" minOccurs="0"/>
159 <xs:element minOccurs="0" name="isolayer"/>
160 </xs:choice>










171 <xs:element name="role" minOccurs="0" type="roleType"> </xs:element>
172 <xs:element name="rate" minOccurs="0"/>
173 <xs:element name="packetsize" minOccurs="0"/>
174 <xs:element name="src.app" maxOccurs="unbounded" minOccurs="0" type="xs:IDREF"/>
175 <xs:element name="dst.app" maxOccurs="unbounded" minOccurs="0" type="xs:IDREF"/>
176 <xs:element minOccurs="0" name="protocol.id" type="xs:IDREF"/>







A.4 Ficheiro nsdl scenarios.xsd









10 This is the schema that lists the already defined scenarios in NSDL.
11 Each file pointed contains the particular basic scenario file validation rules.
12







A.5 Ficheiro nsdl scn simulation.xsd
1 <?xml version="1.0" encoding="UTF-8"?>
2 <xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">





8 <xs:choice maxOccurs="unbounded" minOccurs="0">
9 <xs:element ref="simulation" minOccurs="0"/>
187






















31 <xs:element name="randnumbers" minOccurs="0">
32 <xs:complexType>
33 <xs:sequence minOccurs="0">
34 <xs:element minOccurs="0" name="function"/>




39 <xs:element name="runs" minOccurs="0"/>














54 <xs:element minOccurs="0" name="outputs" maxOccurs="unbounded">
55 <xs:complexType>
56 <xs:sequence>
57 <xs:element maxOccurs="unbounded" name="output">
58 <xs:complexType>
59 <xs:sequence>
60 <xs:element name="path" minOccurs="0"/>
61 <xs:element name="filename" minOccurs="0"/>










72 <xs:attribute name="outputid" use="required"/>

































A.6 Ficheiro nsdl scn visualization.xsd







8 <xs:choice maxOccurs="unbounded" minOccurs="0">











20 <xs:element name="general" minOccurs="0">
21 <xs:complexType>
22 <xs:sequence minOccurs="0">
23 <xs:element name="bg.image" minOccurs="0"/>
















40 <xs:element name="image" minOccurs="0"/>
41 <xs:element minOccurs="0" name="color"/>
42 <xs:element minOccurs="0" name="zoom"/>
43 </xs:sequence>


















Co´digo OTcl para descrever no´s
DiffServ para o NS2
B.1 Configurac¸a˜o das func¸o˜es de borda
A Figura B.1 conte´m todas as func¸o˜es utilizadas para a configurac¸a˜o de borda num domı´nio de
Servic¸os Diferenciados (DiffServ). A implementac¸a˜o destas func¸o˜es e´ realizada numa ligac¸a˜o simplex
entre o no´ de borda e um no´ de nu´cleo.
1 $ns simplex-link $edge $core 10Mb 10ms dsRED/edge
2 ...
3 set fEdCo [[$ns link $edge $core] queue]
4 ...
5 $fEdCo set numQueues_ 2
6 $fEdCo setNumPrec 1
7 $fEdCo addPolicyEntry [$srvA id] [$cltA id] TSW2CM 10 100000
8 $fEdCo addPolicyEntry [$srvB id] [$cltB id] TSW2CM 0 500000
9 $fEdCo addPolicerEntry TSW2CM 10 0;
10 $fEdCo addPolicerEntry TSW2CM 0 0
11 $fEdCo configQ 0 0 5 15 0.3
12 $fEdCo configQ 1 0 15 30 0.7
13 $fEdCo addPHBEntry 10 0 0





Figura B.1: Extrato de co´digo Tcl para a configurac¸a˜o das func¸o˜es de borda
A linha 1 apresenta a definic¸a˜o da ligac¸a˜o entre os no´s $edge e $core. A criac¸a˜o dos no´s foi
omitida na figura por ser simples e na˜o contribuir para o entendimento das func¸o˜es de borda. A
linha 3 cria a fila $fEdCo, associada ao link da linha 1. A definic¸a˜o dos DiffServ, func¸o˜es de borda,
e´ feita a partir da linha 5. Nas linhas 5 e 6 temos a definic¸a˜o das filas f´ısicas (numQueues) e virtuais
(setNumPrec). No NS2 na˜o e´ poss´ıvel especificar um nu´mero de filas virtuais diferente para cada
fila f´ısica. Este facto pode levar a serem definidas mais filas que as necessa´rias, mas em termos de
operac¸a˜o na˜o causa nenhuma diferenc¸a, apenas limita por vezes a opc¸a˜o de organizac¸a˜o das filas.
Apo´s a definic¸a˜o das filas, nas linhas 7 e 8 sa˜o realizadas duas func¸o˜es de borda simultaneamente:
a marcac¸a˜o e o policiamento. O tra´fego entre os no´s $srvA e $cltA e´ marcado com o co´digo 10 e
policiado com um CIR de 100Kb. O tra´fego entre os no´s $srvB e $cltB e´ marcado com o co´digo
0 e policiado com um CIR de 500Kb. No caso do o CIR ser ultrapassado, medido pelo algoritmo
TSW2CM, o tra´fego e´ remarcado. A linha 9 mostra a remarcac¸a˜o do tra´fego com o co´digo 10 para
191
Co´digo OTcl para descrever no´s DiffServ para o NS2
o co´digo 0. A linha 10 remarca com o mesmo valor (na˜o tem efeito, mas e´ necessa´rio para efeito
de co´digo OTcl).
A configurac¸a˜o das duas filas e´ feita nas linhas 11 e 12. Na linha 11 os valores ’0 0’ indicam
a fila f´ısica 1 e a fila virtual 1 da fila f´ısica 1. Os valores 5, 15 e 0.3 sa˜o os paraˆmetros minth,
maxth e Maxdrop, respetivamente. A configurac¸a˜o na linha 12 segue a mesma estrutura. Por fim, a
cada fila e´ feita a associac¸a˜o do DSCP correspondente. As linhas 13 e 14 conteˆm os comandos que
relacionam os co´digos 10 e 0 com cada uma das filas.
As linhas 16-18 na˜o sa˜o comandos para a configurac¸a˜o, mas para a consulta aos valores guar-
dados nas estruturas de dados do NS2 relacionados com as configurac¸o˜es DiffServ. As treˆs tabelas
apresentam, de forma agrupada, as configurac¸o˜es que existem para uma dada fila (apontada pela
varia´vel no in´ıcio de cada linha) e podem servir para detetar configurac¸o˜es incorretas.
B.2 Configurac¸a˜o das func¸o˜es de nu´cleo
A Figura B.2 conte´m todas as func¸o˜es utilizadas para a configurac¸a˜o de nu´cleo num domı´nio de
Servic¸os Diferenciados (DiffServ). A implementac¸a˜o destas func¸o˜es e´ realizada numa ligac¸a˜o simplex
entre o no´ de nu´cleo e um no´ de nu´cleo e/ou de borda.
1 $ns simplex-link $core $edge 10Mb 10ms dsRED/core
2 ...
3 set fCoEd [[$ns link $core $edge] queue]
4 ...
5 $fCoEd set numQueues 2
6 $fCoEd setNumPrec 1
7 $fCoEd setSchedularMode WRR
8 $fCoEd addQueueWeights 0 2.5
9 $fCoEd addQueueWeights 1 7.5
10 $fCoEd addPHBEntry 10 0 0
11 $fCoEd addPHBEntry 0 1 0
12 $fCoEd configQ 0 0 10 20 0.25
13 $fCoEd configQ 1 0 20 40 0.75
Figura B.2: Extracto de co´digo Tcl para a configurac¸a˜o das func¸o˜es de nu´cleo
As linhas 1-6 teˆm o mesmo objetivo das linhas 1-6 das func¸o˜es de borda. Na linha 1 surge a
criac¸a˜o da ligac¸a˜o. Na linha 3 e´ criada a fila para o link. Nas linhas 5 e 6 sa˜o criadas as filas f´ısicas
e virtuais.
Na linha 7 ja´ temos a caraterizac¸a˜o de func¸a˜o apenas do no´ de nu´cleo, e que e´ o agendamento,
WRR neste caso. Nas linhas 8 e 9 temos a definic¸a˜o dos pesos de cada fila f´ısica, comprovado pela
identificac¸a˜o da fila feita apenas por um valor. Ou seja, o agendamento apenas e´ realizado entre
filas f´ısicas. As restantes linhas teˆm configurac¸o˜es com os mesmos propo´sitos ja´ descritos para o
extrato de co´digo da Figura B.2, mas com valores diferentes. Nas linhas 10 e 11 temos a associac¸a˜o
dos phb’s a`s filas f´ısicas e virtuais. Nas linhas 12 e 13 temos a configurac¸a˜o das filas virtuais.
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Utilização de Network Scenarios Description Language 
Inquérito no âmbito da disciplina Tecnologias Avançadas de Redes 
 
O objectivo deste inquérito é, relativamente à linguagem NSDL, (i) avaliar o grau de compreensão adquirido e (ii) quais 
as suas vantagens e desvantagens comparativamente à linguagem de programação Tcl, usada pelo Network Simulator 2. 
 
O inquérito seguinte é anónimo e é realizado pelo conjunto dos alunos da disciplina Tecnologias Avançadas de Redes, 
ano lectivo de 2009/2010. 
 
Após aceder ao inquérito terá de o preencher completamente, visto não lhe ser permitido voltar a preencher ou 
completar. Em itálico e à direita em cada questão, está a indicação do significado de cada valor numérico. 
 
Muito obrigado! 
  As questões desta secção procuram conhecer qual o grau do seu contacto com um conjunto 
de matérias previamente a Tecnologias Avançadas de Redes. 
1 Identifique na seguinte tabela quais os seus conhecimentos prévios em... 
Varia de "1 = Muito Poucos" até "5 = Bastantes". O valor intermédio é "3 = Alguns". 
 
1 2 3 4 5 
Qualidade de Serviço       
Serviços Diferenciados      
Simulação de redes       
Tcl/OTcl       
XML       
 
  As questões desta secção são relativas à linguagem usada pelo Network Simulator 2, o 
Tcl/OTcl. 
2 Identifique na seguinte tabela, para cada tarefa, o grau de dificuldade no PRIMEIRO projecto para 
criar em Tcl... 




1 2 3 4 5 
... os nós (computadores, routers)        
... as ligações (simplex, duplex)        
... as aplicações (e os agentes)        
... as topologias (os objectos em geral)       
... os eventos da simulação        
... as estatísticas e os resultados        
... todos os componentes no geral        
 
3 Identifique na seguinte tabela, para cada tarefa, o grau de dificuldade no SEGUNDO projecto para 
criar em Tcl... 




1 2 3 4 5 
... os nós (computadores, routers)        
... as ligações (simplex, duplex)        
... as aplicações (e os agentes)        
... as topologias (os objectos em geral)       
... os eventos da simulação        
... as estatísticas e os resultados        
... todos os componentes no geral        
 
  
  As questões desta secção são relativas à linguagem Network Scenarios Description 
Language. 
4 Identifique na seguinte tabela, para cada tarefa, o grau de dificuldade no PRIMEIRO projecto para 
criar em NSDL... 




1 2 3 4 5 
... os nós (computadores, routers)        
... as ligações (simplex, duplex)        
... as aplicações (e protocolos)        
... os templates        
... as views        
... as topologias (os objectos em geral)        
... os eventos da simulação        
... as estatísticas e os resultados        
... os cenários (Visualização e Simulação)        
... todos os componentes no geral        
 
5 Identifique na seguinte tabela, para cada tarefa, o grau de dificuldade no SEGUNDO projecto para 
criar em NSDL... 




1 2 3 4 5 
... os nós (computadores, routers)        
... as ligações (simplex, duplex)        
... as aplicações (e protocolos)        
... os templates        
... as views        
... as topologias (os objectos em geral)        
... os eventos da simulação        
... as estatísticas e os resultados        
... os cenários (Visualização e Simulação)        
... todos os componentes no geral        
 
6 Qual é, na sua opinião, a utilidade dos seguintes aspectos e componentes presentes no NSDL para 
representar as redes de computadores... 
Varia de "1 = Pouco Útil" até "5 = Muito Útil". O valor intermédio é "3 = Alguma Utilidade". 
 
1 2 3 4 5 
Templates para os objectos de rede       
Views para os objectos de rede       
Separação entre a rede e os cenários       
Possível múltiplos cenários       
 
  
  As questões desta secção referem-se a ambas as linguagens. 
7 Para cada um dos aspectos abaixo, indique qual a linguagem onde foi MAIS SIMPLES definir... 
Varia de "1 = Claramente no Tcl" até "5 = Claramente no NSDL". O valor intermédio é "3 = Igual Dificuldade". 
 
+Tcl 2 3 4 +NSDL 
... os nós (computadores, routers)       
... as ligações (simplex, duplex)       
... as aplicações (e protocolos)       
... as topologias (os objectos em geral)       
... os cenários (Visualização e Simulação)       
... os eventos da simulação       
... as estatísticas e os resultados       
 
8 Na sua opinião, uso de duas linguagens no âmbito de TAR foi para a compreensão... 
Varia de "1 = Pouco Útil" até "5 = Muito Útil". O valor intermédio é "3 = Alguma Utilidade". 
 
1 2 3 4 5 
... dos mecanismos de QoS       
... da simulação de redes       
... da simulação de redes com QoS      
... do tópico descrição de redes       
 
9 Na caixa de texto seguinte pode deixar todas as suas opiniões e observações sobre o uso NSDL em TAR 
e sobre o próprio NSDL. 
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Apeˆndice D
Co´digo completo de um cena´rio
WiMAX
O co´digo neste apeˆndice apresenta um cena´rio de simulac¸a˜o completo com objetos da rede sem fios
WiMAX. Sa˜o apresentados os co´digos nos formatos NSDL e C++ (para o NS3). A rede descrita
neste cena´rio pode ser visualizada na Figura 6.14.
D.1 Co´digo no formato NSDL/XML































































































































































































































































































280 <event objectid="ftp1Server" time="0.2">
281 <parameter name="action" value="Start"/>
282 </event>
283 <event objectid="ftp2Server" time="0.2">
284 <parameter name="action" value="Start"/>
285 </event>
286 <event objectid="pareto1Server" time="0.6">
287 <parameter name="action" value="Start"/>
288 </event>
289 <event objectid="cbr1Server" time="0.6">
290 <parameter name="action" value="Start"/>
291 </event>
292 <event objectid="ftp1Server" time="10.0">
293 <parameter name="action" value="Stop"/>
294 </event>
295 <event objectid="ftp2Server" time="10.0">
296 <parameter name="action" value="Stop"/>
297 </event>
298 <event objectid="pareto1Server" time="10.0">
299 <parameter name="action" value="Stop"/>
300 </event>
301 <event objectid="cbr1Server" time="10.0">












D.2 Co´digo na linguagem C++




















































51 using namespace ns3;
52 NS_LOG_COMPONENT_DEFINE ("My_NS3_Scenario");
53 /***** Standard header for NS3 programs *****/
54 static uint32_t m_bytesTotal;
55 static void
56 Throughput (){ // in Mbps calculated every 0.2s
57 Time time = Simulator::Now ();
58 double mbps = (((m_bytesTotal * 8.0) / 1000000)/0.2);
59 cout << time.GetSeconds() << " " << mbps << endl;
60 m_bytesTotal = 0;
61 Simulator::Schedule (Seconds (0.2), &Throughput);
62 }
63 void SendPacket( std::string context, Ptr<const Packet> p) {
64 m_bytesTotal += p->GetSize ();
65 }
66 void ReceivedPacket (std::string context, Ptr<const Packet> p, const
67 Address& addr) {
68 m_bytesTotal += p->GetSize ();
69 }
70 void DevTxTrace (std::string context, Ptr<const Packet> p) {
71 Time time = Simulator::Now ();
72 cout << time.GetSeconds() << " TX Packet " << "ID: " << p->GetUid() << endl;
73 }
74 void DevRxTrace (std::string context, Ptr<const Packet> p, const
75 Address& addr) {
76 Time time = Simulator::Now ();
77 cout << time.GetSeconds() << " RX Packet " << "ID: " << p->GetUid() << endl;
78 }
79 int main (int argc, char *argv[]){
80 CommandLine cmd;
81 bool enableFlowMonitor = true;
82 bool verbose = false;
83 bool verboseLTE = false;
84 cmd.AddValue ("verbose", "turn on all WimaxNetDevice log components", verbose);
85 cmd.AddValue ("verboseLTE", "turn on all LteNetDevice log components", verboseLTE);
86 cmd.AddValue("EnableMonitor", "Enable Flow Monitor", enableFlowMonitor);
87 cmd.Parse (argc, argv);
88 // Enabling Packet Metadata avoids further errors in ascii recording files
89 ns3::PacketMetadata::Enable ();
90 WimaxHelper wimax;
91 // CONFIGURE DL and UL SUB CHANNELS
92 // Define a list of sub channels for the downlink
93 std::vector<int> dlSubChannels;
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94 for (int i = 0; i < 25; i++){ dlSubChannels.push_back (i); }
95 // Define a list of sub channels for the uplink
96 std::vector<int> ulSubChannels;
97 for (int i = 50; i < 100; i++){ulSubChannels.push_back (i);}
98
99 /***** Definition of ports to use on Applications *****/
100 NS_LOG_INFO ("Create Applications.");
101
102 Ptr<Node> node0 = CreateObject<Node> (); /* *** Node node0 *** */
103 Ptr<Ipv4> Ipv4node0 = node0->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
104 Ptr<Ipv6> Ipv6node0 = node0->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
105
106 Ptr<Node> node1 = CreateObject<Node> (); /* *** Node node1 *** */
107 Ptr<Ipv4> Ipv4node1 = node1->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
108 Ptr<Ipv6> Ipv6node1 = node1->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
109
110 Ptr<Node> node2 = CreateObject<Node> (); /* *** Node node2 *** */
111 Ptr<Ipv4> Ipv4node2 = node2->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
112 Ptr<Ipv6> Ipv6node2 = node2->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
113
114 Ptr<Node> node3 = CreateObject<Node> (); /* *** Node node3 *** */
115 Ptr<Ipv4> Ipv4node3 = node3->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
116 Ptr<Ipv6> Ipv6node3 = node3->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
117
118 Ptr<Node> node4 = CreateObject<Node> (); /* *** Node node4 *** */
119 Ptr<Ipv4> Ipv4node4 = node4->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
120 Ptr<Ipv6> Ipv6node4 = node4->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
121
122 Ptr<Node> node5 = CreateObject<Node> (); /* *** Node node5 *** */
123 Ptr<Ipv4> Ipv4node5 = node5->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
124 Ptr<Ipv6> Ipv6node5 = node5->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
125
126 Ptr<Node> node6 = CreateObject<Node> (); /* *** Node node6 *** */
127 Ptr<Ipv4> Ipv4node6 = node6->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
128 Ptr<Ipv6> Ipv6node6 = node6->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
129
130 Ptr<Node> node7 = CreateObject<Node> (); /* *** Node node7 *** */
131 Ptr<Ipv4> Ipv4node7 = node7->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
132 Ptr<Ipv6> Ipv6node7 = node7->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
133
134 Ptr<Node> node8 = CreateObject<Node> (); /* *** Node node8 *** */
135 Ptr<Ipv4> Ipv4node8 = node8->GetObject<Ipv4> (); /**** Getting node ready with Ipv4 ***/
136 Ptr<Ipv6> Ipv6node8 = node8->GetObject<Ipv6> (); /**** Getting node ready with Ipv6 ***/
137




142 wimaxLink = CreateObject<SimpleOfdmWimaxChannel> ();
143
144 /***** Interfaces Setting *****/
145 Ipv4InterfaceContainer iwimaxN0;
146 Ipv6InterfaceContainer iwimaxN0v6;
147 WimaxHelper::SchedulerType wimaxN0scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
148 NetDeviceContainer dnode0d = wimax.Install ( NodeContainer (node0) ,
149 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
150 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN0scheduler);
151 Ptr<SubscriberStationNetDevice> node0SS;
152 node0SS = dnode0d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
153 /***** Modulation Type Setting *****/
154 node0SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
155
156 /***** Interfaces Setting *****/
157 Ipv4InterfaceContainer iwimaxN1;
158 Ipv6InterfaceContainer iwimaxN1v6;
159 WimaxHelper::SchedulerType wimaxN1scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
160 NetDeviceContainer dnode1d = wimax.Install ( NodeContainer (node1) ,
161 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
162 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN1scheduler);
163 Ptr<SubscriberStationNetDevice> node1SS;
164 node1SS = dnode1d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
165 /***** Modulation Type Setting *****/
166 node1SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
167
205
Co´digo completo de um cena´rio WiMAX
168 /***** Interfaces Setting *****/
169 Ipv4InterfaceContainer iwimaxN2;
170 Ipv6InterfaceContainer iwimaxN2v6;
171 WimaxHelper::SchedulerType wimaxN2scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
172 NetDeviceContainer dnode2d = wimax.Install ( NodeContainer (node2) ,
173 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
174 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN2scheduler);
175 Ptr<SubscriberStationNetDevice> node2SS;
176 node2SS = dnode2d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
177 /***** Modulation Type Setting *****/
178 node2SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
179
180 /***** Interfaces Setting *****/
181 Ipv4InterfaceContainer iwimaxN3;
182 Ipv6InterfaceContainer iwimaxN3v6;
183 WimaxHelper::SchedulerType wimaxN3scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
184 NetDeviceContainer dnode3d = wimax.Install ( NodeContainer (node3) ,
185 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
186 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN3scheduler);
187 Ptr<SubscriberStationNetDevice> node3SS;
188 node3SS = dnode3d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
189 /***** Modulation Type Setting *****/
190 node3SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
191
192 /***** Interfaces Setting *****/
193 Ipv4InterfaceContainer iwimaxN4;
194 Ipv6InterfaceContainer iwimaxN4v6;
195 WimaxHelper::SchedulerType wimaxN4scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
196 NetDeviceContainer dnode4d = wimax.Install ( NodeContainer (node4) ,
197 WimaxHelper::DEVICE_TYPE_BASE_STATION ,
198 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN4scheduler);
199 Ptr<BaseStationNetDevice> node4BS;
200 node4BS = dnode4d.Get(0) ->GetObject<BaseStationNetDevice> ();
201
202 /***** Interfaces Setting *****/
203 Ipv4InterfaceContainer iwimaxN5;
204 Ipv6InterfaceContainer iwimaxN5v6;
205 WimaxHelper::SchedulerType wimaxN5scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
206 NetDeviceContainer dnode5d = wimax.Install ( NodeContainer (node5) ,
207 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
208 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN5scheduler);
209 Ptr<SubscriberStationNetDevice> node5SS;
210 node5SS = dnode5d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
211 /***** Modulation Type Setting *****/
212 node5SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
213
214 /***** Interfaces Setting *****/
215 Ipv4InterfaceContainer iwimaxN6;
216 Ipv6InterfaceContainer iwimaxN6v6;
217 WimaxHelper::SchedulerType wimaxN6scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
218 NetDeviceContainer dnode6d = wimax.Install ( NodeContainer (node6) ,
219 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
220 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN6scheduler);
221 Ptr<SubscriberStationNetDevice> node6SS;
222 node6SS = dnode6d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
223 /***** Modulation Type Setting *****/
224 node6SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
225
226 /***** Interfaces Setting *****/
227 Ipv4InterfaceContainer iwimaxN7;
228 Ipv6InterfaceContainer iwimaxN7v6;
229 WimaxHelper::SchedulerType wimaxN7scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
230 NetDeviceContainer dnode7d = wimax.Install ( NodeContainer (node7) ,
231 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
232 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN7scheduler);
233 Ptr<SubscriberStationNetDevice> node7SS;
234 node7SS = dnode7d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
235 /***** Modulation Type Setting *****/
236 node7SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
237
238 /***** Interfaces Setting *****/
239 Ipv4InterfaceContainer iwimaxN8;
240 Ipv6InterfaceContainer iwimaxN8v6;
241 WimaxHelper::SchedulerType wimaxN8scheduler = WimaxHelper::SCHED_TYPE_SIMPLE;
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242 NetDeviceContainer dnode8d = wimax.Install ( NodeContainer (node8) ,
243 WimaxHelper::DEVICE_TYPE_SUBSCRIBER_STATION ,
244 WimaxHelper::SIMPLE_PHY_TYPE_OFDM , wimaxN8scheduler);
245 Ptr<SubscriberStationNetDevice> node8SS;
246 node8SS = dnode8d.Get(0) ->GetObject<SubscriberStationNetDevice> ();
247 /***** Modulation Type Setting *****/
248 node8SS->SetModulationType (WimaxPhy::MODULATION_TYPE_QAM16_12 );
249 if (verbose){
250 wimax.EnableLogComponents (); // Turn on all wimax logging
251 }
252 if (verboseLTE){
253 lte.EnableLogComponents (); // Turn on all lte logging
254 }
255 /*** Protocol creation ***/
256 /*** WiMAX Ipv4 Addressing ***/
257 Ipv4AddressHelper ipv4node3;
258 ipv4node3.SetBase("10.1.4.0", "255.255.255.0");
259 iwimaxN4 = ipv4node3.Assign(dnode4d);iwimaxN0 = ipv4node3.Assign(dnode0d);
260 iwimaxN1 = ipv4node3.Assign(dnode1d);iwimaxN2 = ipv4node3.Assign(dnode2d);
261 iwimaxN3 = ipv4node3.Assign(dnode3d);iwimaxN5 = ipv4node3.Assign(dnode5d);
262 iwimaxN6 = ipv4node3.Assign(dnode6d);iwimaxN7 = ipv4node3.Assign(dnode7d);
263 iwimaxN8 = ipv4node3.Assign(dnode8d);
264
265 /** Application creation **
266 ****************************/
267 /* *** Application "cbr1Server"(node0) to "cbr1Client" *** */
268 OnOffHelper onoffcbr1Server ("ns3::UdpSocketFactory",
269 InetSocketAddress (iwimaxN2.GetAddress(0), 100));
270 onoffcbr1Server.SetAttribute ("OnTime", RandomVariableValue (ConstantVariable (1)));
271 onoffcbr1Server.SetAttribute ("OffTime", RandomVariableValue (ConstantVariable (0)));
272 ApplicationContainer appscbr1Server = onoffcbr1Server.Install (node0);
273 appscbr1Server.Start (Seconds (0.6)); appscbr1Server.Stop (Seconds (10.0));
274
275 /** Application creation **
276 ****************************/
277 /* *** Application "ftp2Server"(node1) to "ftp2Client" *** */
278 OnOffHelper onoffftp2Server ("ns3::TcpSocketFactory",
279 InetSocketAddress (iwimaxN7.GetAddress(0), 200));
280 onoffftp2Server.SetAttribute ("OnTime", RandomVariableValue (ConstantVariable (1)));
281 onoffftp2Server.SetAttribute ("OffTime", RandomVariableValue (ConstantVariable (0)));
282 ApplicationContainer appsftp2Server = onoffftp2Server.Install (node1);
283 appsftp2Server.Start (Seconds (0.2)); appsftp2Server.Stop (Seconds (10.0));
284
285 /** Application creation **
286 ****************************/
287 /* *** Application "ftp1Server"(node3) to "ftp1Client" *** */
288 OnOffHelper onoffftp1Server ("ns3::TcpSocketFactory",
289 InetSocketAddress (iwimaxN8.GetAddress(0), 300));
290 onoffftp1Server.SetAttribute ("OnTime", RandomVariableValue (ConstantVariable (1)));
291 onoffftp1Server.SetAttribute ("OffTime", RandomVariableValue (ConstantVariable (0)));
292 ApplicationContainer appsftp1Server = onoffftp1Server.Install (node3);
293 appsftp1Server.Start (Seconds (0.2)); appsftp1Server.Stop (Seconds (10.0));
294
295 /** Application creation **
296 ****************************/
297 /* *** Application "pareto1Server"(node5) to "pareto1Client" *** */
298 OnOffHelper onoffpareto1Server ("ns3::UdpSocketFactory",
299 InetSocketAddress (iwimaxN6.GetAddress(0), 400));
300 onoffpareto1Server.SetAttribute ("OnTime", RandomVariableValue (ParetoVariable (1,2)));
301 onoffpareto1Server.SetAttribute ("OffTime", RandomVariableValue (ParetoVariable (1,2)));
302 ApplicationContainer appspareto1Server = onoffpareto1Server.Install (node5);
303 appspareto1Server.Start (Seconds (0.6)); appspareto1Server.Stop (Seconds (10.0));
304
305 /** Sink Creation **
306 ****************************/
307 /* *** Receiver of application "cbr1Server" at node2 *** */
308 PacketSinkHelper sinkcbr1Servernode2 ("ns3::UdpSocketFactory",
309 InetSocketAddress (Ipv4Address::GetAny (), 100));
310 appscbr1Server = sinkcbr1Servernode2.Install (node2);
311 appscbr1Server.Start (Seconds (0.6)); appscbr1Server.Stop (Seconds (10.0));
312
313 /** Sink Creation **
314 ****************************/
315 /* *** Receiver of application "pareto1Server" at node6 *** */
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316 PacketSinkHelper sinkpareto1Servernode6 ("ns3::UdpSocketFactory",
317 InetSocketAddress (Ipv4Address::GetAny (), 400));
318 appspareto1Server = sinkpareto1Servernode6.Install (node6);
319 appspareto1Server.Start (Seconds (0.6)); appspareto1Server.Stop (Seconds (10.0));
320
321 /** Sink Creation **
322 ****************************/
323 /* *** Receiver of application "ftp2Server" at node7 *** */
324 PacketSinkHelper sinkftp2Servernode7 ("ns3::TcpSocketFactory",
325 InetSocketAddress (Ipv4Address::GetAny (), 200));
326 appsftp2Server = sinkftp2Servernode7.Install (node7);
327 appsftp2Server.Start (Seconds (0.2)); appsftp2Server.Stop (Seconds (10.0));
328
329 /** Sink Creation **
330 ****************************/
331 /* *** Receiver of application "ftp1Server" at node8 *** */
332 PacketSinkHelper sinkftp1Servernode8 ("ns3::TcpSocketFactory",
333 InetSocketAddress (Ipv4Address::GetAny (), 300));
334 appsftp1Server = sinkftp1Servernode8.Install (node8);
335 appsftp1Server.Start (Seconds (0.2));
336 appsftp1Server.Stop (Seconds (10.0));
337 std::string context1 = "/NodeList/*/DeviceList/*/Phy/State/RxOk";
338 std::string context2 = "/NodeList/*/DeviceList/*/$ns3::BaseStationNetDevice/";
339 std::string context5 = "/NodeList/*/DeviceList/*/$ns3::BaseStationNetDevice/BSTx"; // Works
340 std::string context4 = "/NodeList/*/ApplicationList/*/$ns3::PacketSink/Rx"; // Works
341 std::string context41 = "/NodeList/6/ApplicationList/*/$ns3::PacketSink/Rx"; // Works







349 Ipv4Mask ("255.255.255.255"),Ipv4Address ("0.0.0.0"),
350 Ipv4Mask ("0.0.0.0"),0,65000,100,100,17,1);





356 Ipv4Mask ("255.255.255.255"),Ipv4Address ("0.0.0.0"),
357 Ipv4Mask ("0.0.0.0"), 0,65000,200,200,6,2);




362 IpcsClassifierRecord DownwimaxN2100 (Ipv4Address ("0.0.0.0"),
363 Ipv4Mask ("0.0.0.0"),iwimaxN2.GetAddress(0),
364 Ipv4Mask ("255.255.255.255"),0,65000,100,100,17,1);





370 Ipv4Mask ("255.255.255.255"),Ipv4Address ("0.0.0.0"),
371 Ipv4Mask ("0.0.0.0"),0,65000,300,300,6,2);





377 Ipv4Mask ("255.255.255.255"),Ipv4Address ("0.0.0.0"),
378 Ipv4Mask ("0.0.0.0"),0,65000,400,400,17,1);




383 IpcsClassifierRecord DownwimaxN6400 (Ipv4Address ("0.0.0.0"),
384 Ipv4Mask ("0.0.0.0"),iwimaxN6.GetAddress(0),
385 Ipv4Mask ("255.255.255.255"),0,65000,400,400,17,1);
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390 IpcsClassifierRecord DownwimaxN7200 (Ipv4Address ("0.0.0.0"),
391 Ipv4Mask ("0.0.0.0"),iwimaxN7.GetAddress(0),
392 Ipv4Mask ("255.255.255.255"),0,65000,200,200,6,2);




397 IpcsClassifierRecord DownwimaxN8300 (Ipv4Address ("0.0.0.0"),
398 Ipv4Mask ("0.0.0.0"),iwimaxN8.GetAddress(0),
399 Ipv4Mask ("255.255.255.255"),0,65000,300,300,6,2);




404 /** Definitions to the visualization ******************************************/
405 /** Objects Position ***********************************/
406 MobilityHelper mobility;
407 Ptr<ListPositionAllocator> positionAlloc = CreateObject<ListPositionAllocator> ();
408 mobility.SetPositionAllocator (positionAlloc);
409 //nodes will move with constant speed
410 mobility.SetMobilityModel ("ns3::ConstantVelocityMobilityModel");
411 positionAlloc->Add (Vector (10, 5, 0)); // node0 node position
412 positionAlloc->Add (Vector (50, 5, 0)); // node1 node position
413 positionAlloc->Add (Vector (130, 5, 0)); // node2 node position
414 positionAlloc->Add (Vector (5, 50, 0)); // node3 node position
415 positionAlloc->Add (Vector (50, 50, 0)); // node4 node position
416 positionAlloc->Add (Vector (90, 50, 0)); // node5 node position
417 positionAlloc->Add (Vector (10, 90, 0)); // node6 node position
418 positionAlloc->Add (Vector (50, 90, 0)); // node7 node position
419 positionAlloc->Add (Vector (130, 90, 0)); // node8 node position
420 mobility.Install (node0); mobility.Install (node1);
421 mobility.Install (node2); mobility.Install (node3);
422 mobility.Install (node4); mobility.Install (node5);
423 mobility.Install (node6); mobility.Install (node7);
424 mobility.Install (node8);
425
426 /***** Definition of Ascii for trace events *****/
427 AsciiTraceHelper ascii;
428
429 /** Definitions to the output **
430 *********************************/
431 /***** Flow Monitor Definition and Visualization with PyViz *****/
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Interoperabilidade e Otimização da Gestão de Redes
com a Framework NSDL
TESE DE DOUTORAMENTO
DIMENSÕES: 45 X 29,7 cm
PAPEL: COUCHÊ MATE 350 GRAMAS
IMPRESSÃO: 4 CORES (CMYK)
ACABAMENTO: LAMINAÇÃO MATE
NOTA*
Caso a lombada tenha um tamanho inferior a 2 cm de largura, o logótipo institucional da UMa terá de rodar 90º ,
para que não perca a sua legibilidade|identidade.
Caso a lombada tenha menos de 1,5 cm até 0,7 cm de largura o laoyut da mesma passa a ser aquele que consta
no lado direito da folha. 
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