INTRODUCTION
Clustering is the process of distinguishing and classifying physical or abstract objects according to the similarity between them. Traditional clustering algorithms can be divided into two categories: unsupervised clustering and semi-supervised clustering. The algorithms that make use of unlabeled data and available labeled patterns are termed semi-supervised clustering algorithms [1] . The clustering task has been applied in several problems, such as biological information processing [2] , text processing [3] , image processing [4] and edge detection [5] . Furthermore, the semi-supervised clustering algorithms can be divided into two types according to the use of the different ways of monitoring information: 1) pairwise constraint [5, 6, 7] ; 2) label information of the sample data [8, 9, 10] . The development of semi-supervised clustering based on label information of the sample data is as follows. Pedrycz [9] firstly proposed semi-supervised fuzzy c-means clustering based on label information of the sample data in 1997, which successfully used the labeled samples information. In 2004, Zhang et al. [11] retained the objective function from the FCM but replaced the Euclidean distance metric with a Gaussian Kernel-based one. And only unlabeled patterns undergo supervised learning, which means the labeled patterns never gets updated. In 2008, Li [12] proposed an improved algorithm to avoid the redundant unsupervised learning of labeled patterns in Pedrycz. In 2009, ENDO et al. [13] trained both labeled and unlabeled patterns in both unsupervised and supervised fashion, and the supervised training function was entropy-regularized. Most improved algorithms are based on the classic semi-supervised FCM algorithm proposed by Pedrycz. However, the probability constraints of membership in semi-supervised FCM makes it sensitive to noise and exceptions points, which will affect the clustering performance seriously. In this paper, we propose a semi-supervised PCM algorithm based on PCM [14] by using a small amount of labeled information. The algorithm ignores restricted condition of membership, making the membership value of noise and outliners tend to be smaller value and enhancing the noise immunity of the clustering process.
In the meantime, because sPCM algorithm abandons constraint condition of membership, making each cluster has no contact with each other, which leads to identical clusters. The idea of central distance maximization which makes the distance between each cluster center is as far as possible is introduced in sPCM to avoid the identical cluster. The experiments show that proposed sPCM algorithm has a better clustering performance and robustness compared to the semi-supervised FCM algorithm.
II. THE IDEA OF MAXIMIZED CENTRAL DISTANCE
Making the distance between different cluster centers as far as possible can avoid identical clusters in iterative phase, which is the main meaning of the idea of maximized central distance. Fig.2-1 shows the conceptual of maximized central distance. The objective function of maximized central distance is: Take account the full use of a small number of labeled information and to avoid the coincident cluster problem, we present semi-supervised possibilistic fuzzy c-means clustering algorithm based on maximized central distance to improve the performance of clustering.
The objective function of sPCM can be described as follows:
where the fuzzy weighted index 2 = m , α denotes a scaling factor used to maintain the balance between supervised and unsupervised component, β is the coefficient of center maximization item, i η is a penalty factor. In (3-1), the first two items are PCM items, the third item is semi-supervised item, and the last item denotes maximized central distance.
Minimizing the objective function by Lagrangian multipliers, the updating equation of membership and cluster center can be expressed by: ( 1)
where
The algorithm of sPCM is described as follows. 
IV. EXPERIMENTAL RESULTS
In this section, numerical experiments are conducted on artificial and UCI standard data sets to investigate the performance of sPCM. The rand index (RI) and the normalized mutual information (NMI) are used for revaluating the performance of the proposed sPCM algorithm. Both RI and NMI take the value within the interval between 0 and 1. The higher the values, the better the clustering performance [15] . In order to reflect the fairness of the comparison, we fixed the parameters used in our experiments as follows: the maximal number of iterations t_max=100, parameter m=2, 
A. Experimental analysis of noise immunity
In order to support that the proposed algorithm has overcome the noise sensitivity of sFCM, we conduct an example with a simple artificial data set. We denote { } 
, m=2, the number of cluster C=2. Figure 4-1 shows the distribution of original data set 12 X . Table 4-1 shows how outliner and noise point affect partitions found by sFCM and sPCM. It can be seen from x and noise point 12 x assigned by sFCM are both 0.50. This significantly affects the estimation of the cluster centers. The proposed sPCM algorithm gives very low memberships for the two points of 11 circumvented the counterintuitive results just displayed. As a result, the cluster centers are virtually unchanged. From the analysis above, sPCM prototypes are less influenced by the noise and outliners than sFCM.
B. UCI datasets
The performance of the proposed sPCM algorithm has been evaluated and compared with four clustering algorithms using two UCI datasets. Iris data set contains 150 samples with 3 classes, and each sample has 4 feature values. Glass data set contains 214 samples with 3 classes, and each sample has 10 feature values. The parameters are set as:
. Table 4 -3 shows the performance comparison of four algorithms on Iris and Glass datasets, and the number of labeled patterns is 0.1 of the total number of patterns. Table 4 Table 4 -3 shows the performance comparison of four algorithms on Iris and Glass datasets. The clustering accuracy of semi-supervised sFCM and sPCM is much higher than unsupervised FCM and PCM due to the guiding role of a small amount of labeled information. By introducing the idea of center maximization, which makes distance between each class as far as possible, the performance of the sPCM is superior than sFCM and also effectively avoids identical clusters. α , but its clustering accuracy never exceeds sPCM. Fig. 4-6(a) shows the clustering accuracy under different number of labeled data on Iris dataset. The clustering performance of sFCM is lower than sPCM with increasing of the number of labeled patterns in the most cases, and the clustering performance begins to stabilize with increasing of the number of labeled patterns. Fig. 4-6(b) shows the clustering accuracy under different number of labeled data on Glass dataset. The clustering performance of sFCM is higher than sPCM when the number of labeled patterns is zero. With increasing of the number of labeled patterns, the clustering performance of sPCM gradually exceeds sFCM, and the clustering accuracy tends to stabilize when the number of labeled patterns increased to a certain amount.
V. CONCLUSIONS
In practical applications, most of the datasets can get a small amount of labeled information easily. Many studies have shown that a small amount of labeled information is very valuable in guiding the clustering in the semi-supervised algorithms. Thus, a novel semi-supervised PCM algorithm sPCM is proposed in this paper. However, sPCM still prone to generate the coincident clusters like PCM. Introducing the idea of maximized central distance has successfully avoided above weaknesses. The experimental results indicate that the proposed sPCM algorithm has better clustering performance and is more robust than sFCM algorithm when the data set contains noise points and outliners. Even if for the data set without noise points and outliners, sPCM algorithm still has the same clustering performance as sFCM algorithm. Most data sets in real-world applications in the presence of noise and outliners, which verifies the proposed algorithm is more applicable. However, the run time of sPCM has increased, how to eliminate the weakness to gain better clustering results have not been solved yet.
