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REDUCIBILITY OF WCE OPERATORS ON L2(F)
Y. ESTAREMI
Abstract. In this paper we characterize the closed subspaces of
L2(F) that reduce the operators of the form EAMu, in which A is a
σ- subalgebra of F . We show that L2(A) reducesEAMu if and only
if EA(χA) = χA on the support of E
A(|u|2), where A ∈ F . Also,
some necessary and sufficient conditions are provided for L2(B) to
reduces EAMu, for the σ- subalgebra B of F .
1. Introduction
Let (X,F , µ) be a complete σ-finite measure space. For any sub-
σ-finite algebra A ⊆ F , the L2-space L2(X,A, µ|A) is abbreviated by
L2(A), and its norm is denoted by ‖.‖2. All comparisons between two
functions or two sets are to be interpreted as holding up to a µ-null
set. The support of a measurable function f is defined as S(f) =
{x ∈ X ; f(x) 6= 0}. We denote the vector space of all equivalence
classes of almost everywhere finite valued measurable functions onX by
L0(F). For a sub-σ-finite algebra A ⊆ F , the conditional expectation
operator associated with A is the mapping f → EAf , defined for all
non-negative measurable function f as well as for all f ∈ L2(F), where
EAf , by the Radon-Nikodym theorem, is the unique A-measurable
function satisfying ∫
A
fdµ =
∫
A
EAfdµ, ∀A ∈ A.
As an operator on L2(F), EA is idempotent and EA(L2(F)) = L2(A).
This operator will play a major role in our work.
Composition of conditional expectation operators and multiplication
operators appear often in the study of other operators such as multi-
plication operators and weighted composition operators. Specifically,
in [9], S.-T. C. Moy characterized all operators on Lp of the form
f → EA(fg) for g in Lq with EA(|g|) bounded. And R. G. Douglas, [1],
analyzed positive projections on L1 and many of his characterizations
are in terms of combinations of multiplication operators and conditional
expectations. Also, P.G. Dodds, C.B. Huijsmans and B. De Pagter,
[2], extended these characterizations to the setting of function ideals
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and vector lattices. Some other people studied weighted conditional
expectation operators on measurable function spaces in [6, 7, 8] and
references therein. Moreover, we investigated some classic properties
of weighted conditional expectation operators of the form MwE
AMu
on Lp spaces in [3, 4, 5]. In this paper we characterize reducible closed
subspaces of L2(F) for the weighted conditional expectation operators
of the form EAMu.
2. Reducibility of WCE operators
Throughout this section we assume that u ∈ D(EA) := {f ∈ L0(F) :
EA(|f |) ∈ L0(A)}. Now we recall the definition of weighted conditional
expectation operators on L2(F).
Definition 2.1. Let (X,F , µ) be a σ-finite measure space and let A
be a σ-subalgebra of F such that (X,A, µA) is also σ-finite. Let E
A be
the conditional expectation operator relative to A. If u ∈ L0(F) such
that uf is conditionable and EA(uf) ∈ L2(F) for all f ∈ D ⊆ L2(F),
where D is a linear subspace, then the corresponding weighted condi-
tional expectation (or briefly WCE) operator is the linear transforma-
tion EAMu : D → L
2(F) defined by f → EA(uf).
For a bounded WCE operator T = EAMu on the Hilbert space L
2(F)
we have
T ∗ =Mu¯E
A, T ∗T =Mu¯E
AMu, TT
∗ = EAMEA(|u|2).
In this section we will be concerned with the reducibility of the WCE
operators of the form EAMu. Recall that an operator T on a Hilbert
space H is reducible if there is a proper closed subspace M of H, other
that {0} and H, for which TM ⊆ M and T ∗M ⊆ M . In this case we
say that M reduces T . Equivalently, M reduces T if and only if the
orthogonal projection P onto M commutes with T . We shall make use
of the fact that if a projection commutes with T , then it commutes
with any polynomial in T and T ∗. Now we have the next proposition.
Proposition 2.2. Let T = EAMu be a bounded operator on L
2(F),
M ⊆ L2(F) be a subspace such that reduces EAMu and P be the or-
thogonal projection onto M . Then we have the followings:
(a) EA(uPf) = PEA(uf) for every f ∈ L2(F).
(b) u¯EA(Pf) = P (u¯EA(f)) for every f ∈ L2(F).
(c) EA(|u|2)EA(Pf) = PEA(EA(|u|2)f) for every f ∈ L2(F).
(d) u¯EA(uPf) = P (u¯EA(uf)) for every f ∈ L2(F).
(e) P (EA(|u|2)EA(uf)) = EA(|u|2)P (EA(uf)) for every f ∈ L2(F).
3Proof. The items (a), (b), (c) and (d) follow from the fact that P
commute with T , T ∗, TT ∗ and T ∗T , respectively. By applying T to
the equation in item (c) we get the item (e). 
Now by using Proposition 2.2 we give a necessary and sufficient con-
ditions under which the subspace L2(A) reduces EAMu for A ∈ F .
Theorem 2.3. Let EAMu be bounded on L
2(F) and A ∈ F . Then
L2(A) reduces EAMu if and only if E
A(χA) = χA on S(E
A(|u|2)).
Proof. If L2(A) reduces EAMu, then by the Proposition 2.2 part (c)
we have EA(|u|2)EA(χAf) = E
A(|u|2)χAE
A(f) for all f ∈ L2(F). Let
{Fn} be a sequence in F increasing to X with µ(Fn) < ∞, and put
fn = χFn . Then fn ∈ L
2(F) and fn ↑ 1, hence E
A(fn) ↑ 1 and
EA(χAfn) ↑ E
A(χA). Thus we get that E
A(|u|2)EA(χA) = E
A(|u|2)χA
and so EA(χA) = χA on S(E
A(|u|2)). Now we prove the converse,
let EA(χA) = χA on S(E
A(|u|2)). By conditional type Holder in-
equality we have that S(EA(uf)) ⊆ S(EA(|u|2)) and S(EA(χA)uf) ⊆
S(EA(|u|2)) for all f ∈ L2(F). Therefore we have
χAE
A(uf) = EA(EA(χA)uf) = E
A(χAuf),
this completes the proof. 
Let B ⊆ F be a σ- subalgebra. In the next theorem we give a
sufficient condition under which the subspace L2(B) reduces EAMu.
Theorem 2.4. Let EAMu be bounded on L
2(F). Then for every σ-
subalgebra B ⊆ F such that B ⊆ A or A ⊆ B and u is B-measurable,
the subspace L2(B) reduces EAMu.
Proof. If we decompose L2(F) as a direct sum L2(B) ⊕ K(EB), then
the corresponding block matrix of EAMu is as follow:
EAMu =
(
EBEAMuE
B EBEAMu(I − E
B)
(I −EB)EAMuE
B (I −EB)EAMu(I − E
B)
)
.
If B ⊆ A or A ⊆ B, then in both cases we have EBEA = EAEB. Hence
we get that
EBEAMu(I − E
B) = EA(EBMu − E
BMuE
B).
Since u is B-measurable, then we have EBEAMu(I−E
B) = 0. Similarly
we have (I − EB)EAMuE
B = 0. These imply that L2(B) reduces
EAMu. 
Let A,B ⊆ F be σ-sub algebras. In the next theorem we determine
the relation between A and B if L2(B) reduces EAMu and the converse.
Theorem 2.5. Let EAMu be bounded on L
2(F). Then we have the
followings:
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(a) If B ⊆ F is a sigma subalgebra such that EBEA = EB∩A and u
is B-measurable, then the subspace L2(B) reduces EAMu.
(b) If L2(B) reduces EAMu, then E
BEAf = EAEBf for every f ∈
L2(S(EA(|u|2))) and u is B-measurable.
(c) If S(EA(|u|2)) = X, then L2(B) reduces EAMu if and only if
EBEA = EB∩A and u is B-measurable.
Proof. (a) The condition EBEA = EB∩A implies that EBEA = EAEB.
Hence by the same method of Theorem 2.4 we get the result.
(b) Suppose that L2(B) reduces EAMu. Then by Proposition 2.2
part (b) we have EBMu¯E
A =Mu¯E
AEB. Let {Fn} be a sequence in F
increasing to X with µ(Fn) <∞, and put fn = χFn. Then fn ∈ L
2(F)
and fn ↑ 1, hence E
A(fn) ↑ 1. These observations shows that u¯ should
be B-measurable. Similarly by Proposition 2.2 part (c) we get that
EA(|u|2) is B- measurable. Again by part (c) of Proposition 2.2 we get
that EBEAf = EAEBf for every f ∈ L2(S(EA(|u|2))).
(c) It is a direct consequence of parts (a) and (b).

Here we find a σ-subalgebra B of A such that L2(B) reduces EAMu.
Theorem 2.6. Let A ⊆ F be a σ-algebra and EAMu be a bounded
operator on L2(F). Then there exists a σ-subalgebra B ⊆ F such that
L2(B) reduces EAMu.
Proof. Let B be the σ-algebra generated by the sets in u−1(C) ∪ A,
in which C is the σ-algebra of C such that u : (X,F) → (C, C) is
measurable. If u is A-measurable, then B ⊆ A and if u is not A-
measurable, then A ⊆ B. In both cases we have EAEB = EBEA = EA
and u is B-measurable. Hence by Theorem 2.4 we get that L2(B)
reduces EAMu. 
Now we recall a fundamental lemma from general operator theory.
Lemma 2.7. Let (X,F , µ) be a finite measure space, T ∈ B(L2(F))
and S be a closed operator on L2(F). If T = S on a dense subset of
L2(F), then S is bounded and T = S.
A ∗-subalgebra of B(L2(F)) is called a Von Neumann algebra on the
Hilbert space L2(F) if it is closed in strong operator topology (SOT).
Now we get a Von Neumann algebra of WCE operators in the next
theorem.
Theorem 2.8. If (X,F , µ) is a finite measure space and A ⊂ F is a
σ-subalgebra, then W = {EAMg : g ∈ L
∞(A)} is a unital commutative
Von Neumann algebra with unit EA.
5Proof. It is easy to see that W is a self-adjoint operator subalgebra
of B(H). Then we only need to prove W is strongly closed. Let
{EAMuα}α ⊆ W and T ∈ B(L
2(F)) such that ‖EA(uαf)−T (f)‖L2 →
0 for all f ∈ L2(F). Hence for the constant function 1 we have
‖uα − T (1)‖L2 → 0 and so T (1) is A-measurable. Also, for every
f ∈ L∞(F) and α we have
‖T (1)EA(f)− T (f)‖L2 ≤ ‖T (1)E
A(f)−EA(uαf)‖L2 + ‖E
A(uαf)− T (f)‖L2
≤ ‖T (1)− uα‖L2‖f‖∞ + ‖E
A(uαf)− T (f)‖L2.
This implies that T = EAMT (1) on L
∞(F). Since L∞(F) is dense in
L2(F) and EAMT (1) is closed, then by Lemma 2.7 we get that E
AMT (1)
is bounded and T = EAMT (1). Therefore W is strongly closed and
consequently is a unital commutative Von Neumann algebra with unit
EA. 
Let M be a closed subspace of L2(F) that reduces EAMu. Let B0
be the σ- subalgebra generated by {f−1(C) : f ∈ M} ∪ u−1(C), B1 be
the σ-algebra generated by {f−1(C) : f ∈ M} ∪ u−1(C) ∪ A and B2 be
the σ-algebra generated by {f−1(C) : f ∈ M} ∪ A. Then B0 ⊆ B1,
M ⊆ L2(B0) ⊆ L
2(B1) and the subspaces L
2(B0), L
2(B1) are reduc-
ing subspaces for EAMu. Also, we have B0 ⊆ B2 ⊆ B1, if u is A-
measurable, moreover L2(B2) reduces E
AMu.
In the sequel we provide some necessary and sufficient conditions for
a reducing subspace to be of the form L2(A) or L2(B).
Theorem 2.9. Let (X,F , µ) be a finite measure space, M ⊆ L2(F) be
a reducing subspace for EAMu, P be the orthogonal projection onto M
and p = P (1). Then there exists a σ- algebra M⊆ A such that L2(M)
reduces EAMu and the followings hold:
(a) If S(EA(|u|2)) = X, then Pf = EA(p)f , for all f ∈ L2(M).
(b) If M = L2(A) for some A ∈ F , then M is equal to the σ- algebra
generated by AA, in which AA = {B ∈ A : A ∩B ∈ A}.
(c) If M = A, then EA(M) = f.L2(A) ⊆ L1(S(f)), for some
f ∈ L2(A).
(d) L2(M) ⊆M if and only if 1 ∈ M .
(e) L2(M) ⊆M⊥ if and only if 1 ∈M⊥.
Proof. Put
W = {EAMg : g ∈ L
∞(A), EAMgP = PE
AMg}.
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It is easy to see that W is a Von Neumann subalgebra of {EAMg :
g ∈ L∞(A)}. Let
M0 = {A ∈ A : E
AMχA ∈ W}.
Easily we have that ∅ ∈ M0 and A∩B ∈M0, for all A,B ∈M0. Also
we have W = {EAMg : g ∈ L
∞(M0)}. If we put M = M0 ∪ {X},
thenM is a σ- subalgebra of A. Also,M0 is a σ- algebra when E
AP =
PEA, in this case we set M =M0. In general we suppose that M is
the σ- algebra generated by M0. Now we show that L
2(M) reduces
EAMu, for this, it suffices to show that L
∞(M0) reduces E
AMu. Let
g ∈ L∞(M0) and f ∈ L
2(F). Then
EAMEA(u)gPf = E
AMuE
AMgPf
= EAMuPE
AMgf
= PEAMuPE
AMgf
= PEAMEA(u)gf.
Also we have
PEAMugf = PE
AMgE
AMuf
= EAMgPE
AMuf
= EAMgE
AMuPf
= EAMugPf.
By these observations we get that L∞(M0) is invariant under E
AMu
and MuE
A. Hence we get that L∞(M) reduces EAMu. Consequently,
L2(M) reduces EAMu
Also for f ∈ L2(M0) we have
P (f) = PEA(f.1)
= PEAMf (1)
= EAMfP (1)
= f.EA(P (1))
=MEA(P (1))(f).
Hence we have (a).
(b) Suppose that M = L2(A) for some A ∈ F . Then P = MχA and
M0 = {B ∈ A : A∩B ∈ A} = AA. ThusM is equal to the σ- algebra
generated by AA.
(c) IfM = A, then by part (a) for every f ∈ L2(A) we have P (f) =
EA(p)f . Also, for every B ∈ A \ {X} we have B ∈ M0 and so for all
7f ∈ L2(F),
EA(χBP (f)) = P (E
A(χBf)) = E
A(p)χBE
A(f).
This implies that EAP (f) = EA(p)EA(f) for all f ∈ L2(F). Therefore
EA(M) = EA(p).L2(A).
(d) If L2(M) ⊆ M , then 1 ∈ L2(M) ⊆ M . Conversely, if 1 ∈ M ,
then p = P (1) = 1 and so EA(p) = EA(1) = 1. Hence by (a) we get
that P (f) = f for all f ∈ L2(M). This means that L2(M) ⊆ M .
(e) If L2(M) ⊆M⊥, then 1 ∈ L2(M) ⊆M⊥. Conversely, if 1 ∈M⊥,
then p = P (1) = 0 and so P (f) = 0.f , for all f ∈ L2(M). This implies
that L2(M) ⊆M⊥.

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