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精度は 76%であった一方で、代表的な従来手法の一つである一般化 Hough 変換(GHT)を用いた物体認識精度は 53%
であり、優位性のある結果が得られた。この結果は、本システムが、未知の物体に対しても精度の高い認識が可能であ
ることを示している。 
第７章は、結論である。研究成果を総括するとともに、今後の課題について述べ、その上で、本研究における根本と
なる考え方である、脳研究を工学的に応用する意義について説明を加えている。本研究の今後の課題は、「様々な形
状を持つ物体」の認識である。本研究により、認識対象となる物体形状の情報が不完全であっても、そうした不完全な物
体形状情報を用いて、画像内に含まれる物体を認識することが可能となった。ただ、このためには、物体の形状が不完
全であっても事前に知られていることが必要であり、複雑な三次元構造を持つ物体や、時々刻々と形状を変化させる動
物など、状況によって形状そのものが変化する物体をどのように認識するかに関する理解は未だ進んでいない。形状
が自由に変化する物体を認識する(意味理解する)ためには、認識対象となる物体と周囲との関係性、さらに、対象を観
測する主体との関係性によって規定される「文脈」が規定される必要があるが、文脈はまた、それを構成する物体の意
味が規定されない状況では規定することができない。このため、物体の意味理解は不良設定問題の構造を持つ。従っ
て、形状の変化が起こる物体を認識するためには、本質的には、こうした不良設定問題を解決する必要がある。しかし
ながら、物体の形状の変化に関し、その時系列パターンや空間パターンといった情報を用いることによって、不良設定
問題を解決することなく、物体の認識を実施するモデルを構築できる可能性は残されている。拠って、本研究は、今後
はこうした物体に関する時系列パターンや空間パターンを用いた物体形状変化のモデル構築により、様々な形状を持
つ物体の認識にアプローチしていく予定である。さらに、本章後半では、脳研究を工学的に応用する意義について説
明を加えている。第５章、第６章において示したように、本論文で提案したモデルを用いることで、認識対象物体に関す
るデータベースを構築することなく、対象物体を認識することが可能である。しかしながら、一般的に、物体認識に関す
る課題は、状況や課題を限定すれば、解決可能な課題がほとんどである。第５章、第６章で実施した有効性検証試験に
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対しても、これらの試験に特化するのであれば、より物体認識精度の高い物体認識モデルを構築することは可能である
と考えられる。一方、脳や生命は、自らが存在する無限定な環境において、自らのおかれる状況を「限定する」ことにより、
環境に適応し、生存している。こうした無限定環境において状況を限定していく仕組みは、脳や生命の根幹をなす「適
応」のメカニズムであると考えられるが、未だ工学的には十分に実現されているとは言い難い。これに対し、本研究は、
「制約条件を持たない二枚の画像から、画像内の物体に関する事前知識を用いずに、『類似する形状』を抽出する」こと
に成功し、無限定環境における物体認識の理解を進めることに貢献した。こうした無限定環境で状況を限定していく仕
組みは、脳科学的にも十分に理解されていないのみならず、工学的にも実現されているとは言い難く、こうした仕組み
の理解深耕は、脳科学、工学の双方の側面において価値があると考えられる。 
以上、本研究では、人間の大脳視覚野のように柔軟な形態情報処理を目指した物体認識に関するモデルを提案
し、本モデルの妥当性の検証と実環境下における有用性の検討を行うとともに、本モデルの有効性を定量的に示
すことに成功した。この成果は、物体を認識する仕組みに関し、脳科学、工学の双方の側面から重要な指針とな
ると考えられる。 
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