The variational auto-encoder (VAE) model is a popular method to learn at once a generative model and embeddings for data living in a highdimensional space. In the real world, many datasets may be assumed to be hierarchically structured. Traditionally, VAEs use a Euclidean latent space, but tree-like structures cannot be efficiently embedded in such spaces as opposed to hyperbolic spaces with negative curvature. We therefore endow VAEs with a Poincaré ball model of hyperbolic geometry and derive the necessary methods to work with two main Gaussian generalisations on that space. We empirically show better generalisation to unseen data than the Euclidean counterpart, and can qualitatively and quantitatively better recover hierarchical structures.
INTRODUCTION
Learning useful representation from unlabelled raw sensory observations, which are often high-dimensional, is a problem of significant importance in machine learning. Variational auto-encoders (VAEs) (Kingma and Welling, 2013; Rezende et al., 2014) are a popular approach to this; they are probabilistic generative models composed of an encoder stochastically embedding observations in a low dimensional latent space Z, and a decoder generating observations x ∈ X from encodings z ∈ Z. After training, the encodings constitute a low-dimensional representation Figure 1 : A regular tree isometrically embedded in the Poincaré disc. Red curves are same length geodesics, i.e. "straight lines". of the original raw observations, which can be used as features for a downstream task (e.g. Huang and LeCun, 2006; Coates et al., 2011) or be interpretable for their own sake. VAEs are therefore of interest for representation learning (Bengio et al., 2013) , a field which aims to learn good representations, e.g. interpretable representations, ones yielding better generalisation, or ones useful as a pre-processing task.
It can be argued that in many domains data should be represented hierarchically. For example, in cognitive science it is widely accepted that human beings organise object categories hierarchically (e.g. Roy et al., 2006; Collins and Quillian, 1969; Keil, 1979) . In biology, the theory of evolution (Darwin, 1859) implies that features of living organisms are related in a hierarchical manner given by the evolutionary tree. Unsurprisingly, explicitly incorporating hierarchical structure in probabilistic models has been a long-running research topic (e.g. Duda et al., 2000; Heller and Ghahramani, 2005) .
This earlier work has tended to use trees as data structures to represent hierarchies. Recently, hyperbolic spaces have been proposed as an alternative approach to learn hierarchical representations from textual and graph-structured data (Nickel and Kiela, 2017) . Hyperbolic spaces can be thought of as continuous versions of trees or vice versa, as illustrated in Figure 1 . Hence, trees can be embedded with arbitrarily low error into the Poincaré disc model of hyperbolic geometry (Sarkar, 2012) . The exponential growth of the Poincaré surface area with respect to its radius is also related with the exponential growth of leaves in a tree with respect to its depth. Further, these spaces are smooth, enabling the use of deep learning approaches which rely on differentiability.
Hence we suggest that a VAE endowed with a hyperbolic latent space will be more capable at representing and discovering hierarchies. This is what we consider in this work. Our goals are twofold; (a) learn a latent representation that is interpretable in terms of hierarchical relationships among the observations, (b) yield a more "compact" (than its Euclidean counterpart) representation for low dimensional latent spaces -therefore yielding better reconstructions -for data having such an underlying hierarchical structure. Our main contributions are as follow:
1. We propose efficient and reparametrisable sampling schemes, as well as calculate the probability density functions, for two main isotropic Gaussian generalisations defined on the Poincaré ball, namely the maximum-entropy and wrapped normal distributions. These are the required ingredients for learning our VAEs. 2. We empirically demonstrate that endowing a VAE with a Poincaré ball latent space can be beneficial in terms of model generalisation and can yield more interpretable representations.
Our work fits well with a surge in interest of combining hyperbolic geometry and VAEs. Of these, it related most strongly to the concurrent and very recent works of Ovinnikov (2018) ; Grattarola et al. (2018) ; Nagano et al. (2019) . Our approach varies from the first two articles by considering a VAE framework where we maximise a lower bound on the marginal likelihood, as opposed to respectively a Wasserstein and an adversarial auto-encoder setting. It also differs from Nagano et al. (2019) by considering the maximum entropy normal generalisation along with the wrapped normal, and by designing a decoder which takes into account the latent space geometry. We discuss these works in more detail in Section 4.
The remainder of this paper is organized as follows: In Section 2, we briefly review Riemannian geometry and the Poincaré ball model of hyperbolic geometry. In Section 3, we introduce our Poincaré VAE model, and discuss its design and how it can be trained. Sections 4 discusses related works, and Section 5 empirically assesses the performance of our model on a synthetic dataset generated from a branching diffusion process, as well as on MNIST. Finally, Section 6 concludes with a discussion and future works.
THE POINCARÉ BALL MODEL OF HYPERBOLIC GEOMETRY

REVIEW OF RIEMANNIAN GEOMETRY
A real, smooth manifold M is a collection of real vectors x, which is locally similar to a linear space. At each point x of the manifold M is defined a real vector space of the same dimensionality as M, called the tangent space in x: T x M. Intuitively, it contains all the possible directions in which one can tangentially pass through x. For each point x of the manifold, the metric tensor g(x) defines an inner product on the associated tangent space: ·, · x :
A Riemannian manifold is then defined as a tuple (M, g) (Petersen, 2006) .
The metric tensor gives local notions of angle, length of curves, surface area and volume, from which global quantities can be derived by integrating local contributions. A norm is induced by the inner product on T x M:
v. An infinitesimal volume element is induced on each tangent space T x M, and thus a measure dM(x) = |G(x)|dx on the manifold, with dx being the Lebesgue measure.
The length of a curve γ : t → γ(t) ∈ M is given by
The concept of straight lines can then be generalised to geodesics, which are constant speed curves giving the shortest path between pairs of points x, y of the manifold: γ * = arg min L(γ) with γ(0) = x, γ(1) = y and γ (t) γ(t) = 1. A global distance is thus induced on M given by d M (x, y) = inf L(γ). Endowing M with that distance consequently defines a metric space (M, d M ). The concept of moving along a "straight" curve with constant velocity is given by the exponential map.
In particular, there is a unique unit speed geodesic γ satisfying γ(0) = x with initial tangent vector γ (0) = v. The corresponding exponential map is then defined by exp x (v) = γ(1), as illustrated on Figure 2 . The logarithm map is the inverse log x = exp −1
x : M → T x M. For geodesically complete manifolds, such as the Poincaré ball, exp x is well-defined on the full tangent space T x M.
THE HYPERBOLIC SPACE
From a historical perspective, hyperbolic geometry was created in the first half of the nineteenth century in the midst of attempts to understand Euclid's axiomatic basis for geometry (Coxeter, 1942) . It is one type of nonEuclidean geometry, the one that discards Euclid's fifth postulate (or parallel postulate) to replace it with the following one: Given a line and a point not on it, there is more than one line going through the given point that is parallel to the given line.
In contrast with the hypersphere S d and the Euclidean space R d , the hyperbolic space H d can be constructed using various isomorphic models (none of which is prevalent), among them the hyperboloid model, the BeltramiKlein model, the Poincaré half-plane model and the Poincaré ball (Beltrami, 1868 ) which we will be relying on.
Intuitively, hyperbolic spaces can be thought of as continuous versions of trees or vice versa, trees can be thought of as "discrete hyperbolic spaces", as illustrated in Figure  1 . Indeed, trees can be embedded with arbitrarily low distortion 1 into the Poincaré disc (Sarkar, 2012) . In contrast, Bourgain's theorem (Linial et al., 1994) shows that the Euclidean space is unable to obtain comparably low distortion for trees -even using an unbounded number of dimensions. This type of structure is naturally suited with hyperbolic spaces since the volume and surface area grow exponentially with their radius.
THE POINCARÉ BALL
The d-dimensional Poincaré ball B d c is a model of the hyperbolic space H d with curvature c. Throughout the paper we will denote the Euclidean norm and inner product 1 Global metric for graph embeddings, measuring relative difference between pairwise distances in the embedding space and in the original space, the best distortion being 0. respectively by · and ·, · . The Poincaré ball metric tensor is a conformal 2 one, given by
where λ 
The framework of gyrovector spaces provides a nonassociative algebraic formalism for hyperbolic geometry, analogous to the vector space structure of Euclidean geometry (Ungar, 2008) . The Möbius addition of x and y in B d c is defined as
One recovers the Euclidean addition of two vectors in R d as c → 0. Building on that framework, Ganea et al. (2018) derived closed-form formulations for the exponential map √ cλ c
THE POINCARÉ VAE
We consider the problem of mapping an empirical observations distribution to a lower dimensional Poincaré ball B d c , as well as learning a map from this latent space Z = B d c to the observation space X . Building on the VAE framework, this Poincaré-VAE model, or P c -VAE for short, only differs by the choice of prior distribution p(·) and posterior distribution q φ (·|x) which are defined on B d c , and by the encoder g φ and decoder f θ maps which take into account the geometry of the latent space. Their parameters {θ, φ} are learned by maximising the evidence lower bound (ELBO). Hyperbolic geometry is in a sense an extrapolation of Euclidean geometry. Hence our model can also be seen as a generalisation of a usual Euclidean VAE that we denote by N -VAE, i.e. P c -VAE 
PRIOR AND VARIATIONAL POSTERIOR
DISTRIBUTIONS
In order to parametrise distributions on the Poincaré ball, we consider two main generalisations of normal distributions. A more detailed review of Gaussian generalisations on manifold can be found in Appendix B.1.
Riemannian normal
One generalisation is the distribution maximising entropy with a given expectation and variance (Said et al., 2014; Pennec, 2006; Hauberg, 2018) , often called Riemannian normal distribution, with density w.r.t the metric induced measure dM, given by
with σ > 0 a dispersion parameter, µ ∈ B d c the Fréchet expectation 3 , and Z R the normalising constant derived in Appendix B.7, given by Wrapped normal Another generalisation is to consider a normal distribution on the tangent space T µ M at the expectation µ and then to pushforward this measure via the exponential map back on the manifold. That distribution is often referred as a wrapped normal distribution, and has been used in auto-encoder frameworks with other manifolds (Grattarola et al., 2018; Nagano et al., 2019; Falorsi et al., 2018) . Samples x ∈ B d c are by definition obtained as
Its pdf is given by (details given in Appendix B.3)
The standard normal distribution is recovered for both generalisations as c → 0. We discuss the pros and
Figure 4: Samples from Riemannian normal distributions with different expectations µ (black crosses) and distortions σ.
cons of those two distributions in Appendix B.1. We refer to both as hyperbolic normal distributions with pdf
Hence, the prior distribution is chosen to be a hyperbolic normal distribution with mean zero,
, and the variational family to be
ENCODER AND DECODER ARCHITEC-TURE
We make use of two neural networks, a decoder f θ and an encoder g φ , to respectively parametrise the likelihood p(·|f θ (z)) : Z → P(X ) and the variational posterior q(·|g φ (x)) : X → P(Z) ∈ Q. The input of f θ and the output of g φ need to respect the hyperbolic geometry of Z. In the following we describe appropriate choices for the first layer of the decoder and the last layer of the encoder respecting the geometry.
Decoder In the Euclidean case, an affine transformation can be written in the form f a,b (x) = a, x − b , with orientation and offset parameters a, b ∈ R d . This can be rewritten in the form
is the decision hyperplane. The third term refers to the distance between x and the decision hyperplane H 
The decision boundary H c a,b is called a called gyroplanes and is a semi-hypersphere orthogonal to the Poincaré ball's boundary as illustrated on Figure 3 . The decoder's first layer is a concatenation of such operators, which are then fed to a standard neural network.
Encoder The encoder g φ outputs a Fréchet expectation µ ∈ B d c and a distortion σ ∈ R * + which parametrise the hyperbolic variational posterior. We classically constrain σ via a Softplus parametrisation. The Fréchet expectation is obtained as the image of the exponential map exp 0 .
TRAINING
We follow a standard variational approach by deriving a lower bound on the marginal likelihood, which is then optimised using the reparametrisation trick. The two non trivial parts in our setting is to reparametrise the variational family and to compute log densities.
Objective The evidence lower bound (ELBO) can readily be extended for Riemannian latent spaces by applying Jensen's inequality w.r.t. dM (see Appendix A) yielding
The densities have been derived earlier in Equations 11 and 14. Hence we can compute an unbiased estimate of L M (x; θ, φ) with Monte carlo (MC) samples. In the following paragraphs, we describe a reparametrisable sampling scheme for both hyperbolic normal distributions.
Algorithm 1 Hyperbolic normal sampling scheme
Let's g be a piecewise exponential proposal 5:
while sample r not accepted do 6:
else Reject sample r 9:
end if 10:
end while 11:
Sampling In the Euclidean setting, by working in polar coordinates, an isotropic normal distribution centred at µ can be described by a directional vector α uniformly distributed on the hypersphere and a univariate radius r = d E (µ, x) following a Chi-squared distribution. In the Poincaré ball we can rely on a similar representation, through a hyperbolic polar change of coordinates given by
The direction α is still uniformly distributed on the hypersphere and for the wrapped normal, the radius r = d
while for the Riemannian normal its density is given by (derivations given in Appendix B.4)
This density can efficiently be sampled with a piecewise exponential distribution proposal which makes use of the log-concavity. The Riemannian normal sampling scheme is not directly affected by dimensionality since the radius is a uni-dimensional variable. Full sampling schemes are described in Algorithm 1 and Appendix B.8.
Reparametrisation Using the exponential map reparametrisation (Eq 5), gradients ∇ µ x can straightforwardly be computed. Gradients with respect to the dispersion ∇ σ x are readily available for the wrapped normal using the reparametrisation of the Gaussian distribution. For the Riemannian normal, we additionally rely on an implicit reparametrisation (Figurnov et al., 2018) of ρ R via its cdf F R (r|σ).
RELATED WORK
In the Bayesian Nonparametric's literature, explicitly modelling the hierarchical structure of data has been a long-going trend (Teh et al., 2008; Heller and Ghahramani, 2005; Griffiths et al., 2004; Ghahramani et al., 2010; Larsen et al., 2001; Salakhutdinov et al., 2011) . The discreteness of trees used in such models makes learning difficult, whereas performing optimisation in a continuous hyperbolic space is an attracive alternative.
Embedding graphs in hyperbolic spaces has been empirically shown Kiela, 2017, 2018; Chamberlain et al., 2017) to yield a more efficient representation compared to Euclidean spaces, especially for low dimensions. Similarly, word embeddings have been shown to potentially gain from hyperbolic geometry (Tifrea et al., 2018) .
De Sa et al. (2018) studied the trade-offs of tree embeddings in the Poincaré disc.
VAEs with non Euclidean latent space have first been explored by Davidson et al. (2018) , endowing the latent space with a hyperspherical geometry, and parametrising variational posteriors with Von-Mises Fisher distributions. Still, in the VAE setting, Lie groups as latent space have been proposed by Falorsi et al. (2018) , where embedding rotational structure through the SO(3) group is given a particular focus.
Independent works recently considered endowing autoencoders (AEs) latent space with a hyperbolic geometry in order to yield a hierarchical representation. Grattarola et al. (2018) considered constant curvature manifolds (CCMs) (i.e. hyperspherical, Euclidean and hyperboloid models) as latent space within an adversarial auto-encoder. So as to be able to rely on generic neural networks, the encoder is regularised to make its outputs close to the manifold. On the counterpart, the encoder and decoder architectures are thus not tailored to take into account the geometry of the latent space. Embeddings are regularised towards the prior distribution via a discriminator, which requires the design and training of an extra neural network.
Ovinnikov (2018) Ganea et al. (2018) , is used to parametrise the decoder.
Recently, Nagano et al. (2019) proposed to use a wrapped normal distribution to model uncertainty on the hyperboloid model of hyperbolic space. They derive its pdf and a reparametrisable sampling scheme, allowing such a distribution to be used in a variational learning framework. They apply this wrapped normal distribution to stochastically embed graphs and to parametrise the variational family in VAEs.
Distributions defined on manifolds are of interest to model uncertainty of data living on such spaces (either intrinsically or assumed to), e.g. directional statistics (Ley and Verdebout, 2017; Mardia and Jupp, 2009 ). Pennec (2006) proposed a generalisation of the normal distribution based on the maximisation of the entropy knowing the mean and covariance, often referred as Riemannian normal. Such a distribution is used in the Poincaré halfplane as a hyper-prior distribution on a mean and standard deviation parameters of a univariate normal (Said et al., 2014) . The author derived the normalising constant (for dimension 2) and proposed an algorithm for computing maximum likelihood estimates. It is also mentioned in Ovinnikov (2018) on the Poincaré ball, yet their proposed sampling scheme yield a different distribution due to the linear reparametrisation of the dispersion. Hauberg (2018) derived an efficient sampling scheme and the normalising constant for the Riemannian normal defined on the hypersphere. Another major class of manifold distributions are wrapped distributions, i.e. push-forward of distributions defined on a tangent space. The wrapped normal is a particular case where a normal distribution is considered in the tangent space. Such a class of distribution has been used in an auto-encoder framework on the hyperboloid model (of hyperbolic geometry) (Grattarola et al., 2018; Nagano et al., 2019) and on Lie groups .
EXPERIMENTS
We implemented our model and ran our experiments within the automatic differentiation framework PyTorch (Paszke et al., 2017) . We will release the code imminently. Experimental details are fully described in Appendix C. 
BRANCHING DIFFUSION PROCESS
To test our P c -VAE model on data with underlying hierarchical structure, we generate a synthetic dataset from a branching diffusion process. Nodes y i ∈ R n are normally distributed with mean given by their parent and with unit variance. At every node, 5 observations (x i,1 , . . . , x i,5 ) are sampled from a normal distribution with mean given by the node y i and variance 1/5. Models are trained on the vector representations (x 1 , . . . , x N ), hence do not have access to the true hierarchical representation. We restrict ourselves to the Poincaré disc B Table 1 shows that the P c -VAE outperforms its Euclidean counterpart in terms of test marginal likelihood. As expected, we observe that as the curvature c decreases, the performance of the N -VAE is recovered. Also, we noticed that increasing the prior distribution distortion σ 0 helped embeddings to lie closer to the border, and as a consequence improved generalisation performance. Figure 5 shows that a hierarchical structure is learned by both models, yet P c -VAE's latent representation may be qualitatively more pleasing. Extra qualitative plots can be found in Figures 7, 8 and 9 in Appendix.
MNIST
The MNIST dataset (LeCun and Cortes, 2010) contains 60,000 training and 10,000 test images of ten handwritten digits (zero to nine), with 28x28 pixels. We empirically test whether a notion of hierarchy exists in those handwritten digits and whether our model can take advantage of such potential structure. We also assess potential differences in performance between P -VAEs using Riemannian and wrapped hyperbolic normal distributions. Table 3 shows that our model outperforms its Euclidean counterpart, especially for low latent dimensions. This can be interpreted through an information bottleneck perspective; as the latent dimensionality increases, the pressure on the embeddings quality decreases, hence the gain from the hyperbolic geometry is reduced. Such a result is in line with empirical observations from Nickel and Kiela (2017) . Also, it appears that the Riemannian normal distribution achieves slightly better results than the wrapped normal on that dataset. Yet, our current implementation of the Riemannian normal gets unstable as the curvature and the dimensionality increase.
We explore the learned latent representations of the trained P -VAE and N -VAE models in Figure 6 . Our P -VAE produces a clearer partitioning of the digits, in groupings of {4, 7, 9}, {0, 6}, {2, 3, 5, 8} and {1}, with right-slanting {5, 8} being placed separately from the non-slanting ones. Recall that distances become further towards the edge of the Poincaré ball. Similar groupings appear in the N -VAE representation, though the clusterings are perhaps qualitatively more mixed. We quantitatively assess the quality of the learned representations by training a classifier which maps embeddings to digit labels. Table 2 shows that the embeddings learned by our P -VAE model yield on average an 2% increase in accuracy over the digits. The full confusion matrices are shown in Figure 10 in Appendix. 
DISCUSSION
In this paper we have explored VAEs with a Poincaré ball latent space. We derived the necessary ingredients for training such VAEs, namely efficient and reparametrisable sampling schemes, along with probability density functions, for the maximum-entropy and wrapped isotropic normal distributions defined on the Poincaré ball. We empirically demonstrated that endowing a VAE with a Poincaré ball latent space can be beneficial in terms of model generalisation and can yield more interpretable representations if the data has hierarchical structure.
There are a number of interesting future directions. It would be interesting to consider principled ways of assessing whether a given dataset has an underlying hierarchical structure. In the same way that topological data analysis (Pascucci et al., 2011) try to discover the topologies that underlie datasets, it would be interesting to consider methods to discover the underlying geometries. Finally, it would be interesting to extend our derivations for sam- pling schemes and probability density functions for the Riemannian normal distribution to non-isotropic cases, and to explore implementations that are more numerically stable in higher dimensions. 
B HYPERBOLIC NORMAL DISTRI-
BUTIONS B.1 PROBABILITY MEASURES ON RIEMAN-NIAN MANIFOLDS
Probability measures and random vectors can be defined on Riemannian manifolds so as to model uncertainty on non-Euclidean spaces (Pennec, 2006) . The Riemannian metric G(x) induces an infinitesimal volume element on each tangent space T x M, and thus a measure on the manifold,
with dx being the Lebesgue measure. Random vectors x ∈ M would natural be characterised by the RadonNikodym derivative of a measure ν w.r.t. the Riemannian measure dM(·)
Since the normal distribution plays such a canonical role in statistics, generalising it to manifold is of interest. Given a Fréchet expectation µ ∈ M -defined as minimisers of σ
-and a dispersion parameter γ > 0 (which is not necessarily equal to the standard deviation), several properties should be verified by such generalised normal distributions. Such a distribution should tend towards a delta function at µ when σ → 0 and to an (improper for non-compact) uniform distribution when σ → ∞. Also, as the curvature tends to 0, one should recover the vanilla normal distribution. Hereby, we review three often used generalisations of the normal distribution, which have different theoretical and computational advantages.
Maximum entropy normal The property that Pennec (2006) takes for granted is the maximization of the entropy knowing the mean and the covariance matrix, yielding in the isotropic setting to
with d M being the Riemannian distance on the manifold induced by the tensor metric. The maximum entropy property arises often in physics. Such a formulationsometimes referred as Riemannian Normal distribution -is used by Said et al. (2014) in the Poincaré half-plane, or by Hauberg (2018) in the hypersphere S d . Sampling from such distributions and computing the normalising constant -especially in the anisotropic setting -is usually challenging.
Wrapped normal Another generalisation is defined by taking the image by the exponential of a Gaussian distribution on the tangent space centered at the mean value. Such a distribution has been referred as wrapped, push-forward, exp-map or tangential normal distribution. Sampling is straightforward, since to obtain a sample x on can perform the following scheme
The pdf is then readily available through the change of variable formula if one can compute the Jacobian of the exponential map (or its inverse). Hence such a distribution is attractive from a computational perspective. Grattarola et al. (2018) and Nagano et al. (2019) rely on such a distribution defined on the hyperboloid model. Wrapped distributions (not necessarily normal) are often encountered in the directional statistics (Ley and Verdebout, 2017; Hauberg, 2018) .
Restricted normal What is more, for manifold embedded in a vector space, one can consider the restriction of a normal distribution pdf to the manifold. This yield the Von Mises distribution on S 1 and the Von Mises-Fisher distribution on S d and on the Stiefel manifold (Hauberg, 2018) . Such distributions hence consider a flat metric instead of the true manifold metric.
B.2 MAXIMUM ENTROPY HYPERBOLIC NORMAL DISTRIBUTIONS
In the Poincaré ball B d c , the maximum entropy generalisation of the normal distribution from Eq 9 yield
Such a pdf can be computed pointwise once Z R is known, which we derive in Appendix B.7. A harder task it to efficiently obtain samples from such a distribution. We show in Appendix B.5 that reparametrising that distribution through the exponential map exp 
We rely on adaptive rejection sampling (R. Gilks and Wild, 1992) to tackle that density as described in Appendix B.8.
B.3 WRAPPED HYPERBOLIC NORMAL DIS-TRIBUTIONS
The wrapped normal distribution considers a normal distribution in the tangent space
As a consequence, the pdf of that distribution is given by
with Z W the normalising constant of a vanilla multivariate normal distribution.
Indeed, plugging this pdf in the expression derived in Appendix yield the expected result. As c and σ get smaller (resp. bigger), the wrapped normal pdf gets closer (resp. further) to the Riemannian normal pdf.
B.4 HYPERBOLIC POLAR COORDINATES
Euclidean polar coordinates (or hyperspherical coordinate in d > 2), express points x ∈ R d through a radius r ≥ 0 and a direction α ∈ S d−1 such that x = rα. Yet, one could choose another pole (or reference point) µ = 0 such that x = µ + rα. Consequently, r = d E (µ, x). An analogous change of variables can also be constructed in Riemannian manifolds relying on the exponential map as a generalisation of the addition operator. Given a pole µ ∈ B d c , the point of hyperbolic polar coordinates x = (r, α) is defined as the point at distance r ≥ 0 of µ and lying on the geodesic with initial direction α ∈ S d−1 . Hence
Below we derive the expression of the Poincaré ball metric in such hyperbolic polar coordinate, for the specific setting where µ = 0: x = exp c 0 ( r 2 α). Switching to Euclidean polar coordinate yield
, with γ being the geodesic joining 0 and x. Since such a geodesic is the segment [0, x], we have
into Eq 15 yield
Below we remind the result for the general setting where µ = 0. In an orthonormal basis of T µ B -the hyperbolic polar coordinate leads to the following expression of the matrix of the metric (Chevallier et al., 2015 )
Hence
The fact that the length element ds
and equivalently the metric G only depends on the radius on hyperbolic polar coordinate, is a consequence of the hyperbolic space's isotropy.
B.5 PROBABILITY DENSITY FUNCTION By integrating the density
plugging the hyperbolic normal density f , with the hyper-
Hence, with the hyperbolic polar change of coordinates, 
The vanilla Gaussian density is recovered as c → 0 since
By expanding the sinh term using the binomial formula, we get
B.6 CUMULATIVE DENSITY FUNCTION
Integrating the expended density of Eq (20) yields
with Φ :
, the cumulative distribution function of a standard normal distribution.
B.7 NORMALISATION CONSTANT
As shown in Appendix B.4 -by using hyperbolic polar coordinate -the density of the hyperbolic normal distribution factorises between a hyperbolic radius r and a direction α, thus
We know that the surface area of the d − 1-dimensional hypersphere with radius 1 is given by
Also, taking the limit
Note that by the antisymmetry of erf, one can simplify Eq 24 with a sum over d/2 terms. Also, computing such a sum is much more stable by relying on the log sum exp trick.
For the special case of c = 1 and d = 2 we recover the formula given in Said et al. (2014) 
B.8 SAMPLING
In this section we detail the sampling scheme that we use for the Riemannian normal distribution N
along with a reparametrisation allowing to compute gradients with respect to the parameters µ and σ.
Reparametrisation Analogously to the Box-Muller transform (Box and Muller, 1958) for sampling random variables normally distributed, one can make use of hyperbolic polar coordinate to get a factorized density derived in Appendix B.5. We indeed rely on the reparametrisation of
given by
with the direction α being uniformly distributed on the d − 1 hypersphere,
and the hyperbolic radius r having a derivative w.r.t. Lebesgue being
Such a density is not a well-known distribution and its cumulative density function does not seem analytically invertible. We therefore rely on a rejection sampling. Yet the difficulty is to find a proposal and derive a tight enough bound such that the acceptance rate behaves well with σ, c and d. We solve that issue by making use of the log concavity of the density as described below.
Sampling challenges due to the hyperbolic geometry Several properties of the Euclidean space do not generalise to the hyperbolic setting, unfortunately hardening the task of obtaining samples from Riemannian normal distributions. First, one can factorise a normal density through the space's dimensions -thanks to to the Pythagorean theorem -hence allowing to divide the task on several subspaces and then concatenate the samples. Such a property does not extend to the hyperbolic geometry, thus seemingly preventing us from focusing on 2-dimensional samples. Second, in Euclidean geometry, the polar radius r is distributed according to ρ W (r) =
2σ 2 r d−1 , making it easy by a linear change of variable to take into account different scaling values. The non-linearity of sinh prevent us from using such a simple change of variable.
Computing gradients with respect to parameters So as to compute gradients of samples x with respect to the parameters µ and σ of samples of a hyperbolic distributions, we respectively rely on the reparametrisation given by Eq 26 for ∇ µ x, and on an implicit reparametrisation (Figurnov et al., 2018) of r for ∇ σ x.
We have x = exp c µ r λ c µ α with α ∼ U(S d−1 ) and r ∼ ρ R (·). Hence,
with v = r λ c µ α (actually) independent of µ, and
with ∇ σ (r) computed via the implicit reparametrisation given by
Adaptive Rejection Sampling Hence we make use of the log-concavity of ρ R by relying a piecewise exponential distribution proposal from adaptive rejection sampling (ARS) (R. Gilks and Wild, 1992) . Such a proposal automatically adapt itself with the parameters σ, c and d. Even though N B d c is defined on a d-dimensional manifold, ρ R is a univariate distribution hence the sampling scheme is not directly affected by dimensionality.
The difficulty in ARS is to choose the initial set of points to construct the piecewise exponential proposal. To do so, we first compute the mean m = E r∼ρ R [r] and standard deviation s = V r∼ρ R [r] 1/2 of the targeted distribution. Then we choose a grid η = (η 1 , . . . , η K ) = (linspace(η max , η min , K/2), linspace(η min , η max , K/2)). Eventually, we set the initial points (x 1 , . . . , x K ) to x k = m + η k * min(s, 0.95 * m/η max ). For our experiments we chose η min = .1, η max = 3, K = 20.
We do not adapt the proposal within the rejection sampling since we empirically found it unnecessary.
C EXPERIMENTAL DETAILS
In this section we give more details on the datasets, architecture designs and optimisation schemes used for the experimental results given in Section 5.
C.1 SYNTHETIC BRANCHING DIFFUSION PROCESS
Generation Nodes (y 1 , . . . , y N ) ∈ R n of the branching diffusion process are sampled as follow
∀i ∈ 1, . . . , N with π(i) being the index of the ith node's ancestor and d(i) its depth. Then, noisy observations are sampled for each node x i ,
The root x 0 is set to 0 for simplicity. The observation dimension is set to n = 50. The dataset (x i,j ) i,j is centered and normalised to have unit variance. Thus, the choice of variance σ 2 0 does not matter and it is set to σ 0 = 1. The number of noisy observations is set to J = 5, and its variance to σ 2 j = σ 2 0 /5 = 1/5. The depth is set to 6 and the branching factor to 2.
Architectures Both N -VAE and P c -VAE decoders parametrise the mean of the unit variance Gaussian likelihood N (·|f θ (z), 1). Their encoders parametrise the mean and the log-variance of respectively an isotropic normal distribution N (·|g φ (z)) and an isotropic hyperbolic normal distribution N B d c (·|g φ (z)). The N -VAE's encoder and decoder are composed of 2 Fully-Connected layers with a ReLU activation in between, as summed up in Tables 4 and 5 . The P c -VAE's design is similar, the differences being that the decoder's output is mapped to manifold via the exponential map exp c 0 , and the decoder's first layer is made of gyroplane units presented in Section 3.2, as summarised in Tables 6 and 7 . Observations live in X = R 50 and the latent space dimensionality d is set to d = 2. The synthetic datasets are generated as described in Section 5, then centered and normalised to unit variance. There are then randomly split into training and testing datasets with a proportion 0.7.
Optimisation Gyroplanes offset b ∈ B d c are only implicitly parametrised to live in the manifold, by projecting Hence, all parameters {θ, φ} of the model explicitly live in Euclidean spaces which means that usual optimisation schemes can be applied. We therefore rely on Adam optimiser (Kingma and Ba, 2014) with parameters β 1 = 0.9, β 2 = 0.999 and a constant learning rate set to 1e − 3. Models are trained with mini-batches of size 64 for 1000 epochs. The ELBO is approximated with a MC estimate with K = 1.
C.2 MNIST DIGITS
Architectures The architectures used for the encoder and the decoder for Mnist are similar to the ones used for the Synthetic Branching Diffusion Process. They differ by the dimensions of the observation space (X = R 28×28 ) and hidden space. The output of the first fully connected layer is here equal to 600. The latent space dimensionality d is set to 2, 5, 10 and 20 respectively. The bias of the decoder's last layer is set to the average value of digits (for each pixel).
The architectures used for the classifier are similar than the decoder architectures, the only difference being the output dimensionality (10 labels). We initialise the classifier's first layer with decoder's first layer weights. Then the classifier is trained to minimise the cross entropy for 5 epochs, with mini-batches of size 64 and a constant learning rate of 1e−3.
Optimisation We set the prior distribution's distortion to σ = 1. We rely on Adam optimiser with parameters β 1 = 0.9, β 2 = 0.999 and a constant learning rate of 5e −4 . Models are trained with mini-batches of size 128 for 80 epochs. Figure 7 shows latent representations of P c -VAEs with different curvatures. With "small" curvatures, we observe that embeddings lie close the center of the ball, where the geometry is close to be Euclidean.
D MORE EXPERIMENTAL QUALITA-TIVE RESULTS
Similarly as Figure 7 , Figure 8 illustrates the learned latent representations of P c -VAE with decreasing curvatures c, by highlighting the leaned gyroplanes of the decoder. 
