Abstract: People in developed countries are living longer, and this has resulted in the prevalence of age-related diseases like Alzheimer's and dementia. Many believe that the early detection of neurodegenerative diseases will provide a much more sustainable framework for dealing with age-related diseases in the future. This paper considers this idea and proposes a new classifier fusion strategy that combines classification algorithms and rules (voting, product, mean, median, maximum and minimum) to measure specific behaviours in people suffering with neurodegenerative diseases. More specifically, the fusion strategy analyses the stride-to-stride intervals in gait and its correlation with neurological functions. This approach is compared with base level classifiers (a single classification algorithm) using a set of feature vectors associated with gait patterns obtained from neurodegenerative patients and healthy people. The results show that the fusion strategy improves classification. Our experiments successfully show that a fusion strategy generates better results and classifies subjects more accurately than base level classifiers.
Introduction
Advances in medicine and healthier lifestyle choices are allowing people to live longer (Sierpina and Kreitzer, 2012) . However, as this shift continues, so does an increase in age-related neurodegenerative diseases, such as Alzheimer's and dementia (Hou and Pakkenberg, 2012) . Currently, treating neurodegenerative diseases, places considerable pressure on national healthcare systems (Hampel et al., 2011) . Many believe that significant increases will be unsustainable (Harvey et al., 2012) . The solution is not obvious; however, approaches centred on early detection, and management is likely to yield some interesting results. Nonetheless, early detection of neurodegenerative diseases is still a major unresolved and significant area of concern for national healthcare services, globally. Neurodegenerative diseases are one of the leading causes of death, even in developed countries. A progressive central nervous system disorder leads towards severe neurodegenerative diseases like Alzheimer's, Parkinson's, Huntington's, and amyotrophic lateral sclerosis (ALS). Due to the insidious onset and gradual progression of pathological changes, it is crucial to divide the evolution of neurodegenerative diseases into different stages in order to detect symptoms earlier.
One possible approach is to build on the advances made in eHealth systems to improve the detection, diagnoses and treatment of such diseases to support disease management and integrated care strategies (Gillespie, 2000) . This will allow physicians to incorporate information and communication technologies into the decision-making process to enhance the diagnosis of such diseases and inform treatment strategies (Buchtela et al., 2004) . The research agenda is timely, given that conclusive diagnosis of these diseases is currently only possible posthumously, by direct examination of the affected brain tissue after the death of a patient (Turner, 2003) . Compounding the problem further, obvious symptoms of neurodegenerative diseases are only visible during the advanced stages of the illness (i.e., gait impairment) when no possible cure is available. This often leaves the patient in a miserable condition awaiting his or her death. Clearly, new approaches are required to detect the early onset of symptoms associated with such diseases to either prevent or mitigate disease progression (Plant et al., 2011) .
Researchers suggest that classification algorithms might provide a platform for achieving this (Davatzikos et al., 2011) . Statistics (Wan et al., 2012) , large-scale data analysis (Sakai et al., 2013) and visual analytics (Andrienko et al., 2007) , have changed the way we view the instrumentation of human behaviour and the environments we live in. It is now possible to measure many more aspects of human behaviour that includes human physiology and gait. These rich data sources provide the basis for understanding long-term changes and correlations between dependent and independent variables associated with medical and healthcare outcomes, including the well-being of individuals. A great deal can be learnt from advances in data processing that have already been made within many other domains and how they can be applied to the early detection of neurodegenerative diseases.
At a basic level, it allows individual patterns or features within the data to be explicitly associated with particular diseases. For example, abnormal and chaotic body movements caused by damage to neurons can be associated with Huntington's disease. At a more advanced level, the similarities between different neurodegenerative diseases need to be clearly defined. This will allow a patient's unique needs to be considered when deciding on appropriate treatments. While, having similar characteristics, different neurological diseases cause atrophy in different parts of the brain; Huntington's disease causes damage to the caudate, Parkinson's damages the substantia nigra, and ALS damages the lower motor and pyramidal neurons, resulting in severe damage to body movement. Furthermore, there is a need to take into account other features directly related to diseases such as age, gender and so on. Clearly, focusing on a single correlation is unlikely to identify a particular neurodegenerative disease. Solutions that are designed to make correlations between multiple patterns or features within the data are likely to be particularly effective in identifying specific neurodegenerative diseases.
The remainder of this paper is structured as follows: Section 2 discusses the major neurodegenerative diseases that are affecting older people. This includes Huntington's disease, Alzheimer's, Parkinson's disease and ALS. Section 3 describes classification algorithms (mathematical models for extracting patterns and features from the data) and their current use in neurodegenerative disease research. Section 4 describes the classifier fusion strategy posited in this research work. Section 5 analyses the potential of the approach discussed in the paper and makes suggestions for future work before concluding the paper in Section 6.
Neurodegenerative diseases
Neurodegenerative disease is an umbrella term used to describe medical conditions that directly affect the neurons within the brain (Meriggi et al., 2011) . These include Parkinson's, Alzheimer's, Huntington's, and ALS among others. Patients suffering with these kinds of disease, experience a cognitive decline over a long period and symptoms include gait abnormalities; problems with speech, and memory loss due to progressive cognitive deterioration (Harter et al., 2002) . Given the fact that people are now living longer, neurodegenerative diseases have become more prevalent in developed countries and this is placing a major economic burden on health care services. For example, in 2005 it was estimated to cost USD 315 billion to treat the 29.3 million people suffering with dementia (Wimo et al., 2007) . In 2009 it was estimated to cost USD 422 billion to treat 34 million people with dementia around the world (Wimo et al., 2010) . To gain a better understanding of neurodegenerative diseases it is worth considering some of these diseases in more detail.
Alzheimer's, Parkinson's, Huntington's and ALS
Alzheimer's is the most well-known of the neurodegenerative diseases and the one that poses the greatest growing challenge among the aging population (Abbott, 2011) . The results from a recent survey showed that while cancer and heart disease have typically been the top priorities in healthcare, Alzheimer's has become just as important during recent years (Barker, 2011) . Alzheimer's is a disease that affects memory, thinking and behaviour. The changes within the brain that accompany these symptoms are toxic proteins (amyloid beta -Aβ) referred to as 'tangles' and 'plaques' (Kennard, 2006) . These pathological neurofibrillary tangles accumulate in the entorhinal cortex and hippocampus parts of the brain, used for short and long-term memory (Armstrong et al., 1996) . Neuroscientists have researched that in order to keep the memory alive the communication between these two parts is essential, were any compromises often leads to memory disturbance and eventually memory loss (Braak and Braak, 1991) . The occurrence of tangles has so far proven incurable and irreversible. The exact cause is unknown and there is no evidence to suggest whether the disease or the build-up of proteins is the root cause.
Parkinson's is another neurodegenerative disease, first described by James Parkinson in 1817 Parkinson in (2002 . More than 2% of the population over 65 years of age and between 5 and 20 people in every 100,000 is affected by the disease each year, indicating its prevalence and incidence rate linked with aging (Allain et al., 2008) . According to a UK health economic report, the total cost of care for each patient, per year in the UK was £5993 (Findley et al., 2003) . The disease is characterised by a dopaminergic deterioration of the nerve cells in the substantia nigra (Beck, 2012) -the part of the brain responsible for the production of 'dopamine' -a neurotransmitter used to regulate rewards and movements within different parts of the body. The degenerative process begins at the base of the brain that leads to the destruction of olfactory bulbs, followed by the lower brain stem and subsequently nerve cells in the susbstantia nigra and mid brain (Hou and Lai, 2007) . As the disease progresses, it eventually destroys the limbic system and the frontal neocortex resulting in cognitive and psychiatric symptoms and decline.
Huntington's disease is a type of dementia related to Alzheimer's disease. Huntington's disease is less common than Alzheimer's and Parkinson's, and was first discovered by George Huntington in 1872. It is a devastating degenerative neuropsychiatric disorder (Dufrasne et al., 2011 ) that affects 8 out of 10,000 people in Caucasian populations (Langbehn et al., 2004) . The PolyQ part of the brain contains the Huntington's gene with 11-34 repeated sections of glutamine -responsible for the production of a cytoplasmics protein called Huntington. When the PolyQ region generates more sections of glutamine, a mutant Huntington protein is produced, which is the actual cause of Huntington's disease (Neela and Rangarajan, 2011) . This disease is an incurable hyperkinetic motor disorder. The primary symptoms of this disease are jerky and shaky movements called chorea (Wang et al., 2010) . So far, no preventive measures have been discovered for this fatal disease.
Lastly, ALS is a neurodegenerative disease known, as Lou Gehrig's disease. This disease is a degenerative disease that affects the lower and upper motor neurons. This is a male dominant disease that is mostly seen in individuals between the age of 40 and 70 years of age (Kasi et al., 2009 ). This disease, manifests itself as either sporadic or familial, and affects an estimated 0.4 to 1.8 per 100,000, uniformly throughout the world (Gros-Louis et al., 2006) . The actual cause of this disease is a mutant gene called superoxide dismutase (SODI) that affects the motor neurons [responsible for voluntary movement of the muscles (Dugdale, 2010) ] in the brain. The toxicity in cerebrospinal fluid (CSF) is also considered a cause of neuron degeneration (Matías-Guiu et al., 2010) . Common symptoms are a weakness in the arm and leg muscles followed by a severe attack in the chest muscles, leaving patients unable to breathe (Madarame et al., 2008) .
This section has provided a brief discussion on the most common neurodegenerative diseases, more details can be found in the following references (A.s. Association, 2012; Prediger et al., 2012) .
Symptoms and causes
Despite the complex nature of neurodegenerative diseases, the starting point is retrogenesis. This stage shows early signs cholinergic system malfunction in the basal forebrain. As the disease progresses, it eventually affects the entorhinal cortex and the Hippocampus part of the brain causing damage to short and long-term memory (Rogers et al., 2006) . Further atrophy in the affected area of the cerebral cortex leads to speech loss, damage to sensory neurons, and the inability to reason. Symptoms may include enhanced memory loss, attention loss, difficulties recognising family members, getting dressed and movement.
Furthermore, there is a close relationship between neurodegeneration and toxic proteins (Selkoe, 1994) . The accumulation of pathological neurofibrillary plaques and tangles develop in the entorhinal cortex and hippocampus parts of the brain. These proteins play a pathogenic role in the progression of neurodegenerative diseases, which results in neuron degeneration and cognitive impairment. Neuroscientists argue that damage between the entorhinal cortex, and the hippocampus leads to memory loss (Braak and Braak, 1991) .
Abnormality in gait is another symptom that has a strong correlation with cognitive impairment. Zhu and Henry (2012) argue that a healthy gait pattern requires input not only from the neurological system associated with motor and sensory neurons but also from cortical processes, such as judgment, planning and a spatial awareness. In other words, it is generally agreed that gait disturbances are closely related to disturbances in cortico-cortical and cortico-subcortical connections, e.g., frontal connections with the parietal and frontal lobes and the basal ganglia, respectively (Hebert et al., 2001) .
In this paper, abnormality in gait is the key feature considered. Neurophysiological changes associated with aging affects the locomotor system's ability to generate stride-interval correlations (Hausdorff et al., 1997) . Therefore, analysing correlations between stride intervals and neurological functions provides an important marker for detecting the onset of neurological diseases. Force sensitive switches placed inside each subject's shoe are used to measure the stride intervals (Hausdorff et al., 1997) . The output received from these switches provides a measure of the force applied to the floor. The signal was sampled at 300 Hz and stored in a lightweight, ankle-worn recorder. Subsequently, the recorded signal was automatically analysed to determine initial contact time and, hence, the stride intervals (the time from initial contact, typically heel strike, to the next initial contact of the same foot) for each gait cycle of the walk.
List of potential features for neurodegenerative diseases
In addition to retrogenesis, toxic proteins and gait abnormality, as mentioned earlier, there are some other potential features that can play a significant role in the early detection of neurodegenerative diseases. For instance, Alzheimer's disease has three major effects on electroencephalogram (EEG): slowing of the EEG, reduce complexity of the EEG signals and perturbations in the EEG signals (Dauwels et al., 2010) . Different synchrony measurement techniques are substantially employed to detect any perturbation in EEG of Alzheimer's patients and healthy subjects. Some of these techniques are Pearson correlation coefficient (Dauwels et al., 2008) , magnitude and phase coherence (Jelles et al., 2008) , granger causality (Dauwels et al., 2008) , phase synchrony (Stam et al., 2007) . Along the same lines, other imaging modalities can also be considered for the early detection of Alzheimer's. For instance, magnetic resonance imaging (MRI) is used to measure the volume of specific brain area, such as hippocampus (Babiloni et al., 2009) . Diffusion tensor imaging (DTI) is an emerging non-invasive technology to visualise subcortical fibre tracts. Transcranial magnetic stimulation (TMI) is used to evoke electrical response in the brain which ultimately helps to examine the degree and progression of dementia (Dauwels et al., 2010) .
Classification algorithms for neurodegenerative diseases
Several methods have been proposed and used for detection of neurodegenerative diseases. Most approaches focus on cognitive decline, biomarkers, and direct analysis of metabolites or genes (Woon et al., 2007) . However, in recent years, early detection and neuroimaging techniques (Wang et al., 2006) , including genetic analysis, are techniques that are commonly used (Tanzi and Bertram, 2001 ) to detect potentially life-threatening diseases like cancer, cystic fibrosis, and neurological diseases (Iram et al., 2011) . Mini-mental score evaluation (MMSE) and symptom's quantification are other well-known techniques commonly used to diagnose neurodegenerative diseases (van der Hiele et al., 2007) . Nonetheless, the use of computer algorithms and visualisation techniques are considered fundamental to support the early detection process. One example of this is the common spatial patterns (CSP) algorithm proposed by Woon et al. (2007) that has been successfully used to study some of the diseases for example Alzheimer's. CSP is one of the algorithms which belongs to an adverse class of algorithms known as blind source separation (BSS) (Vialatte et al., 2005) , incorporates significant properties of class labelling and dimensionality reduction. Moreover, this classification algorithm performs signal separation to rank and order the relevant separated components found within the data (Woon et al., 2007) .
Due to high inter-subject variability between neurodegenerative patients, from mild-to-moderate and from moderate-to-severe, it is difficult to determine the appropriate features to classify data accurately. This problem is further exacerbated when a large number of patients are used. However, Latchoumane et al. (2008) have addressed this issue by analysing EEG signals using multi-way array decomposition (MAD), which is a supervised learning process for evaluating multidimensional and multivariate data like EEG (Latchoumane et al., 2012) . The MAD approach analyses time, frequency, and electrode signal domains simultaneously. This technique has also been used by Acar et al. (2007) in studies on epileptic seizures. The parallel factor analysis (PARFAC) model has also been used to extract the multilinear interaction between groups, frequency, and space in EEG signals (Latchoumane et al., 2008) . The PARAFAC model is associated with the multilinear version of the bilinear factor models (Andersson and Bro, 2000) . This technique is useful for analysing spatial-frequency characteristics for correct classification of subjects.
Multi-layer perceptrons (MLP) and probabilistic neural networks (PNNs) have featured widely in research to process and analyse medical datasets (Mantzaris et al., 2008) . MLPs are feed-forward networks that work with back-propagation learning rules (Tafeit and Reibnegger, 2005) . PNNs are similar to MLPs in that they are feed-forward networks that consist of three layers; an input layer, radial basis layer, and a competitive layer. This type of feed-forward network operates using the Parzen's probabilistic density function (PDF) (Parzen, 1962) . In terms of overall performance, PNN networks perform slightly better than PML networks.
The primary goal of such algorithms is to extract meaning from potentially huge amounts of data. In other words, to characterise features associated with particular neurodegenerative diseases. This has led to a great deal of work in feature extraction within medical datasets. One example of this is the discrete cosine transform (DCT) algorithm that decreases the number of features and the computation time when processing signals (Banaie et al., 2011) . DCT is used to calculate the trapped zone, under the curve, in special bands. These are described as features and used to evaluate different classifiers for neurodegenerative diseases like Huntington's disease, Parkinson's disease and ALS. The results show that the quadratic Bayes normal classifier is better at identifying different neurodegenerative diseases compared to others. However, they have only evaluated this approach using two feature datasets (Banaie et al., 2011) .
Similar algorithms have been used to predict heart disease using decision trees, naïve Bayes and neural networks (Palaniappan and Awang, 2008) . The results show that using the lift chart for prediction and non-prediction, the naïve Bayes algorithm predicted more heart disease patients than both the neural network and decision tree approaches. While these are interesting results, only three data mining techniques were compared. A much wider study is required to determine whether other techniques work better. Joshi et al. have performed such a study where different data mining techniques are compared (Orozco et al., 2006) . Using data collected from patients suffering with Alzheimer's, Joshi et al. were able to identify the various stages of Alzheimer's using machine learning, neural networks, multilayer perceptrons, including the coactive neuro-fuzzy inference system (CANFIS) and genetic algorithms. The results showed that CANFIS produced the best classification accuracy result (99.55%) as compare to C4.5 (a decision tree algorithm).
Other algorithms, such as dissimilarity-based classification techniques, have proven to be very useful for analysing medical datasets. For example, algorithms, such as the k-nearest neighbour classifier (k-NN), and Linear and Quadratic normal density-based classifiers, have been extensively used to classify seismic signals (Orozco et al., 2006) . Nonetheless, the results have shown that Bayesian (normal density-based) classifiers outperform the k-NN classifier, when a large number of prototypes are provided.
A new approach in classification research, that has not been fully explored, is the idea of fusing classifiers together. Estimates of posterior class probabilities are improved when multiple classifiers are considered in parallel (Alexandre et al., 2011) . Combining classifiers in a treelike structure, using weighted averages (Woloszynski and Kurzynski, 2008) , is useful for analysing real-time datasets. Fusing classifiers together in this way has already been successfully used within other domains, such as the identification and classification of remotely sensed images (Mejdoubi et al., 2011) . Clearly, these studies show that the accuracy and computational time of individual classifiers can potentially be improved when classifiers are combined (Ponti and Papa, 2011) .
While these approaches provide obvious benefits, current applications for classifying medical data are still lacking consistency in terms of revealing hidden significant information, especially from real-time clinical data. The main limitation with the approaches described is that they only consider a small number of classifiers. Furthermore, many of them fail to include relevant and important features, such as age and gender that can have a significant impact on results. Moreover, overall accuracy depends on a single set of variables while other variables could potentially have more impact on the performance evaluation (Knauer and Meffert, 2009 ). The approach posited in this paper considers all renowned classification algorithms and uses a large-scale feature set. Each variable in the array has its own significant relationship with the progression of specific diseases. Moreover, rather than relying on base-level classifiers, a new strategy is described based on the fusion of classifiers. In this way, it is possible to explore any new dimensions that may emerge from the results.
Proposed scheme
In this paper, we aim to expand on the techniques and ideas described in this section to provide new tools that can be used by medical practitioners to support early detection of neurodegenerative diseases. The new approach will allow medical practitioners to view real-time results from datasets containing symptomatic information collected from patients at risk or showing early signs of neurodegenerative disease. In the following section, we describe a possible scheme for achieving this. Using a multidisciplinary approach, the successful advances presented above are incorporated into a classifier fusion strategy. The proposed scheme illustrates how new perspectives can be applied to early detection procedures in neurodegenerative diseases, by combining state-of-the-art classification algorithms.
A classifier fusion strategy to improve the early detection of neurodegenerative diseases
As we have seen, several classification algorithms are used to identify symptoms and determine correlations between behaviour and neurodegenerative diseases. These include CSP algorithms, MLP, PNNs among others. These algorithms are used to mine data contained in large datasets relating to patients suffering with neurodegenerative diseases. They also help medical practitioners to elicit information about particular features of the symptoms associated with particular diseases. Classification algorithms are important vehicles for achieving this however, clinicians are vital to support the final diagnosis and decision-making process. The goal is to provide a sophisticated and potentially powerful tool that improves the early detection, diagnosis and treatment of neurodegenerative diseases.
Approach overview
The design goals provide the system requirements for a suitable scheme as described in this section. The principle goals are as follows:
• access industry recognised gait datasets (note that this paper only considers one symptom or indicator as a biomarker to detect the occurrence of neurodegenerative diseases) for classification • a classification fusion strategy that combines state-of-the-art classifiers to improve early detection • a system for medical practitioners that provides real-time symptomatic data and analysis of neurodegenerative diseases to support diagnosis and treatment strategies.
The discussion so far has highlighted a number of ways to classify features within datasets. While these do provide obvious benefits, there is still scope to improve the overall accuracy of classification. Our proposed method provides a possible scheme that explains how the design goals have been incorporated within the scheme and highlights the novelty of our approach.
Classifier fusion strategy
The classifier fusion strategy posited in this paper incorporates several distinct processes; data gathering, feature extraction, and feature evaluation, as illustrated in Figure 1 . Combining these processes provides a system for processing gait data to support the early detection of specific neurodegenerative diseases. Industry led datasets with toolsets designed for processing large biomedical data are used to provide a solution for the early detection of neurodegenerative diseases that performs better than several well-known approaches. Using this unique configuration, new toolsets are provided for real-time symptomatic data analysis of neurodegenerative diseases to support diagnosis and treatment strategies. Working with good datasets is a key requirement within the classifier fusion strategy. It allows data about real people, who may or may not have a neurodegenerative disease, to be used to train and test the approach. For example, gait data collected from normal people and those suffering with Alzheimer's can be used to define features and test the success of detection using a combined dataset that contains the two sets of data. Processing industry led biomedical datasets has proven to be very successful in computational data analysis with current medical conditions (Lai et al., 2009 ). However, many of these tools only consider individual algorithms. Addressing this limitation is important to allow comprehensive studies across different data using a combination of algorithms to increase predictive capabilities at the detection stage. The following sections describe the data collection, features extraction and feature evaluation processes in more detail.
Data gathering
In this study, gait data for healthy subjects and patients suffering with Huntington's, Parkinson's and ALS, extracted from physionet datasets, are used . The data contains data for 16 healthy control subjects (14 females, 2 males), 15 Huntington's (9 females, 6 males), 15 Parkinson's patients (5 females, 10 males), and 13 patients suffering with ALS (3 females, 10 males). The patients suffering with a neurodegenerative disease all have movement problems and are at the final stages of the disease. The dataset contains data on the left and right foot stride signals after each millisecond with a total time period of 10 seconds. The raw data were collected using force-sensitive resistors, with the output roughly proportional to the force under the foot. Stride-to-stride measures of footfall contact times were derived from these signals . For the subjects with Parkinson's disease, the severity of the disease is calculated using a Hohn and Yahr score (1.5 ≤ severity ≤ 4). Higher scores indicate advanced stages of the disease. For the subjects with Huntington's disease, the severity of the disease is calculated using a functional capacity measure (1 ≤ severity ≤ 12). Lower scores indicate advanced functional impairment. For the subjects with ALS, the measure used is the time since the onset of the disease (1 ≤ severity ≤ 54). For the control subjects, an arbitrary '0' is used as a placeholder. These are the only severity measures considered in this study.
Eight input variables are used for all the classifiers used in the fusion strategy. Within the datasets other clinical information for each subject, including age, gender, height, weight, walking speed, a measure of disease severity or duration and BMI is considered to improve the accuracy and reliability of the classification results. In order to get an equal number of subjects in each dataset, simulated data has been used that range between the minimum and maximum values for each feature. The resulting dataset is an 80 × 8 matrix, i.e., 20 Huntington patients, 20 Parkinson patients, 20 ALS patients, and finally 20 healthy people, all containing the 8 variables (feature set).
Data preprocessing and feature extraction
Building on the dataset defined in the previous section the dimensionality of the matrix is reduced to produce a set of feature vectors. This is commonly referred to as feature extraction. This process is crucial to classify signals accurately. This process also removes erroneously recorded signals caused by sensor malfunction and noise that can have a negative effect on signal classification. This process can be defined using the following mathematical formula and the process is illustrated in Figure 2 .
where I(t) is the data retrieved from the data source, that is mapped to some signal S(t) and the inherited noise found in the signal is defined as N(t). Consequently, the filtered value can be defined as the signal S(t) -the noise value N(t). As a preprocessing step, relevant features are extracted from integrated data. After completing this stage, all extracted features are meaningful and ready for classification. In this study, 3,000 'motion vector' values for left and right foot strides of each subject were extracted over a 10-second period. The mean values obtained from the motion vectors are used to eliminate erroneously recorded data. 
Imbalanced datasets
Learning from imbalanced datasets is an important and controversial topic that is addressed in this paper. These kinds of datasets usually generate biased results (Ghanem et al., 2010) . For instance, imagine a medical dataset with 50 true positive values (majority class) and 20 true negative values (minority class). If half is selected for training and the remainder for testing (25 healthy and 10 sick persons), we find that the accuracy is 90%. The result suggests that the classifier performs reasonably well. However, what happens, when all the positive values are accurately identified and only five out of the ten negative values. In this situation, the classifier is more sensitive to detecting the majority class patterns but less sensitive to detecting the minority class patterns. This is caused because the training data is imbalanced. In other words, the classifier concludes that five out of the ten unhealthy people are healthy when this is not the case. These kinds of results ultimately cause more destruction if data comes from real time environments, such as biomedical, genetics, radar signals, intrusion detection, risk management and credit card scoring (Ganji et al., 2010) .
Resampling datasets
In order to solve the imbalanced dataset problem it is necessary to resample datasets. Different resampling techniques are available to achieve this, that include under sampling and over sampling (Fernández et al., 2008) . Under sampling is a technique where we reduce the number of patterns within the majority class dataset to make it equivalent to other classes. In over sampling, more data is generated within the minority class. In the study posited in this paper, there are a short number of datasets for each class. Consequently, over sampling is used, which is shown in Figure 3 .
There are eight features in each class, which include signals for the right foot, signals for the left foot, age, height, weight, BMI factor, time, and walking speed. For each variable, the minimum and maximum values are calculated. Then random pseudo numbers between these values are generated to produce 20 equal patterns for each class. 
Feature classification
The dataset containing the eight features described in the previous section provides the feature sets required to diagnose neurodegenerative diseases accurately. More specifically this dataset is used to select a classifier, train it, test it and finally evaluate the result to determine if the correct classification is performed.
The computation is directly proportional to the number of features considered in the dataset. Figure 4 demonstrates a scatter plot using only three selected features and shows the complexity of classification of gait patterns for each subject. In this instance, Feature 1 and Feature 2 are associated with 'right and left foot movement signals' while Feature 3 represents 'age', which is considered an important factor in disease progression. Using the defined feature set, several classifiers have been evaluated for consideration in the final classifier fusion strategy. The principle goal is to use classifiers that perform the best. The classifiers considered are the, linear discriminant classifier (ldc), quadratic discriminant classifier (qdc) and the quadratic Bayes normal classifier (udc) for density-based classification. For linear classification, an additional four classifiers are selected, which are the logistic linear (loglc), Fisher's (fisherc), nearest means (nmc) and the polynomial (polyc). A linear classifier predicts the class labels based on a weighted linear combination of features or the pre-defined variables. The Parzen (parzenc), decision tree (treec), support vector machine (svc) and k-nearest neighbour (knnc) classifiers have been selected for non-linear classification of our datasets. The results produced by all eleven classifiers are illustrated in Figure 5 . The results illustrated in Figure 5 were evaluated using a confusion matrix table to determine the performance of each classifier. In this instance, the confusion matrix technique was used to determine the distribution of errors across all classes. The estimate of the classifier is calculated as the trace of the matrix divided by the total number of entries. Additional information that a confusion matrix provides is the point where misclassification occurs. This shows the true positive, false positive, true negative and false negative values. Diagonal elements show the performance of the classifier while off-diagonal elements represent the errors. The accuracy of each classifier is represented as a percentage and is illustrated in Figure 6 .
Fusion classifier selection
Building on the previous set of results described previously, this section considers the three best performing classifiers for inclusion in the fusion classifier strategy. From the eleven classifiers tested the linear discriminant classifier (ldc), quadratic Bayes normal classifier (udc) and the Parzen classifier (parzenc) provide the best results with their accuracy in percentage being 62.5%, 65% and 60%, respectively. These base classifiers were selected and included in the fusion strategy. Figure 6 describes the scenario and illustrates the simulated results obtained during the evaluation of gait signals using the eleven base-level classifiers. The results obtained from the three best performing classifiers are stored in a single array, and their error rates are computed. The mean error rate for the three classifiers is 0.42. The same three classifiers are then combined into a cell array using six different rules. The mean error rate for the combined classifiers is 0.40, which is slightly less than the mean of the base-level classifiers.
Implementation
The base classifier evaluation and fusion classifier strategy was implemented using MATLAB. The code in Figure 7 begins by dividing the dataset into four classes (Huntington's, Parkinson's, ALS and healthy persons). Each class is assigned a label (1 for healthy, 2 for Huntington's, 3 for Parkinson's and 4 for ALS). Following the division of the dataset, it is randomly split into two equal parts; 50% for training the classifier and the rest are used for testing. Three untrained classifiers (w1 = ldc, w2 = udc and w3 = parzenc) are combined without rules into an array (w) were w = {w1, w2, w3}. The simultaneous training of a set of untrained classifiers is done using the training dataset and this results in a cell array (v) containing the trained classifiers. The results for each of the classifiers are illustrated in Figure 8 . The results for the classifier fusion strategy with combining rules are illustrated in Figure 10 . 
Evaluation
This section presents the results for experiments performed on the fusion classifier strategy. In this paper, the multiclass receiver operating characteristic (ROC) analysis (Landgrebe and Duin, 2007) technique is used. This technique is useful for analysing several different classes, in our case four different classes. First, the classifiers are evaluated in MATLAB using the 'testc' routine, which provides several performance estimates for a trained classifier on a test dataset. The mean value produced by the test results for individual classifiers is 0.42, which is an error rate. In comparison, the mean value for combined classifiers is 0.40, which is obtained by combining different classification rules. This has clearly shown that the combined classification technique works better than the individual use of classifiers. Moreover, the results depict that the voting combination rule works more efficiently than other combining rules used. Using the voting combination rule, the prediction of the base-level classifiers is combined according to a static voting scheme, which does not change when changes to the training set are made (Todorovski and Dzeroski, 2003) . Figure 11 shows the results of the ROC analysis for the base-level classifiers, where the 'quadratic normal Bayes classifier' shows the least error rate compared to all other classifiers. In this case, Error I represents the 'false positive' values, while Error II presents the 'false negative' Values that show the system's failure to predict any disease and label the objects as healthy persons. As it can be noticed from Figure 11 , the uncorrelated Quadratic Bayes Normal classifier generated less errors and produce better classification when benchmarked with the Bayes Normal-1 and Parzen Classifiers. This is because quadratic Bayes normal classifier (Bayes normal-U) uses uncorrelated variables (Duin et al., 2009) . Figure 12 shows the results when classifiers are combined using various combining rule algorithms that include the product, the mean, the median, the maximum, the minimum and the voting combining rules. As shown in Figure 12 , the best result that produces the least error is the 'voting combiner' with a value of 35.0%. This is closely followed by the 'product combiner', 'mean combiner' and 'maximum combiner'. While other rules like 'median combiner' and 'minimum combiner' are showing 45.0% and 47.5% error respectively. Most of the literature surveyed only considers skewed datasets, where the number of healthy and diseased persons is not equal. This ultimately generates a biased result due to the dominating effect of the majority class. Even the ROC curves are hard to compare using different classifiers for different misclassification costs and class distribution. We have analysed an equal number of objects for each class to avoid misclassification.
Secondly, our research work has focused on eight variables (features) as input for our classifiers unlike previous work where only left and right feet signals are considered. Neurodegenerative diseases are more common in males as compared to females and they are closely linked to the age of the person. Therefore, we have also considered gender and age variables to produce results that are more reliable. Moreover, we have also considered the stage of the disease, patients walking speed and time that are other important input variables.
Conclusions and future work
Neurodegenerative diseases are chronic, irreversible, life threatening and incurable diseases. Accurate recognition of diseases in relation to patterns is still a big challenge in the field of brain informatics and neuro computing. Moreover, the advanced symptoms of almost all neurological diseases are the same. For example, gait abnormality is common across most neurodegenerative diseases. Consequently, during the later stages of a disease it is important to make correct correlations between symptoms and the type of disease to tailor treatments. In this paper, we begin to address this problem using an automated non-invasive fusion classification technique with different combining rules. Eleven classification techniques were initially evaluated using a confusion matrix and the best performing classifiers were selected and used in the classifier fusion strategy. Using ROC analysis, we compared the base-level classifiers (linear discriminant classifier, quadratic Bayes normal classifier and Parzen classifier) and the fusion classifier strategy posited in this paper. The results show that our approach performed better than base-level classifiers. Furthermore, the results show that the classifier fusion strategy generates better results when combined using the 'voting rule'.
Future work will consider the application of the proposed novel technique on large datasets with more significant and promising set of features. Although, this research work has successfully substantiated the theory of gait relation with neurological disorders, great deal of work is required to prove the conjecture of neuronal destruction by some noxious proteins. A plausible augmentation is the multi-way analysis of EEG signals from spatial-spectral and temporal perspectives.
