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Block resampling methods are useful for nonparametrically approximating the
sampling distributions of statistics from dependent data. Much research has focused
on weakly dependent time processes and understanding the large-sample properties
of block subsampling (and bootstrap) methods, which has helped to inform imple-
mentation through the choice of the best block sizes, particularly for inference about
sample means (as a prototypical statistic). However, relatively little is known about
resampling performance and best block sizes under strong- or long-range time de-
pendence. We consider a broad class of strongly dependent and possibly non-linear
time series, which are formed by a transformation of a stationary long-memory Gaus-
sian series. We determine the estimation error and best block sizes for subsampling
(or block bootstrap) variance estimation of the sample mean from such processes. Ex-
plicit expressions are given for the bias and variance of block subsampling/bootstrap
estimators with overlapping or non-overlapping blocks, which depend intricately
amount of non-linearity in the time series as well as a strong dependence coefficient.
In contrast, for weakly dependent time series, bias/variance properties of subsam-
pling/bootstrap estimators are completely invariant to the degree of non-linearity in
the time series (i.e., a non-issue), and overlapping blocks always induce better per-
formance than non-overlapping blocks regardless of the exact block length choice.
However, neither of these aspects remains true for transformation-based long mem-
ory time series and, perhaps surprisingly, any amount of non-linearity in the time
series destroys advantages of overlapping blocks.
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Let {Zt} be a mean zero, unit variance, stationary Gaussian time series with covariances
γZ(k) = Cov (Z0, Zk) satisfying
γZ(k) ∼ C0k−α (1)
as k → ∞ for some 0 < α < 1 and C0 > 0, where the notation f (k) ∼ g(k) means that
f (k)/g(k) → 1 as k → ∞. Two such processes, as we will show, include FARIMA(0, d, 0)
processes and Fractional Gaussian Noise.









for 0 < d < 1/2 and {εt} a white noise process with unit variance.





Γ(k− d + 1) . (3)
Using Stirling’s formula Γ(k) ∼
√
2πe−(k−1)(k − 1)k−1/2, as k → ∞ (see, e.g., Durrett




−(k+a−1)(k + a− 1)k+a−1/2
e−(k+b−1)(k + b− 1)k+b−1/2
(4)
= eb−a
[(k + a− 1)k(k + a− 1)a−1/2
(k + b− 1)k(k + b− 1)b−1/2
(5)
= eb−a
[(k + a− 1)/k]kkk[(k + a− 1)/k]a−1/2ka−1/2
[(k + b− 1)/k]kkk[(k + b− 1)/k]b−1/2kb−1/2
(6)
= eb−aka−b
[1 + (a− 1)/k]k[1 + (a− 1)/k]a−1/2












Γ(k− d + 1) ∼ ck
2d−1 = ck−(1−2d) (10)
hence a FARIMA(0, d, 0) has parameter α = 1− 2d ∈ (0, 1).
The second model we will consider is fractional Gaussian noise. First, we define fractional
Brownian motion: a fractional Brownian motion (Dieker, 2004) BH = {BH(t) : t ∈ [0, ∞)}
with H ∈ (0, 1) (known as the Hurst parameter) satisfies the following properties:
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• BH(t) has stationary increments,





= t2H for t ≥ 0,
• BH(t) is normally distributed for t ≥ 0.
It follows that the covariance function is given by

















































s2H + t2H − (s− t)2H
]
(15)
for s, t ≥ 0. Then, the time series {Zt} given by Zt = BH(t + 1) − BH(t) for t ∈ Z is
fractional Gaussian noise (FGN). Clearly E [Zt] = 0, and we also have
Cov (Zt, Zt+k) = Cov (BH(t + 1)− BH(t), BH(t + k + 1)− BH(t + k)) (16)










































where we write h(x) = (1− x)2H + (1 + x)2H − 2. We perform a Taylor expansion about
the origin to obtain
h(x) = 2H(2H − 1)x2 + O(x4) (22)
















∼ H(2H − 1)k2H−2 (24)
= H(2H − 1)k−2(1−H) (25)
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< ∞ holds for a standard normal variable Z0. In

















2 , k = 0, 1, 2, . . . (27)
and corresponding coefficients Jk ≡ E [G(Z0)Hk(Z0)], k = 0, 1, 2 . . . . The first few Her-
mite polynomials are given by H0(z) = 1, H1(z) = z, H2(z) = z2− 1, H3(z) = z3− 3z, for






2/2 dx = n!δmn (28)
where δmn is the Kronecker delta (equal to 1 if m = n and 0 if m 6= n), hence with m =








2/2 dx = 0!δk0 = 0. (29)
Let µ ≡ E [G(Z0)] = J0 denote the mean of G(Z0). Define the Hermite rank of G(·) as
m ≡ min{k ≥ 1 : Jk 6= 0}. (30)
To avoid degenerate processes, we may assume that Var [G(Z0)] > 0 so that the above set
is non-empty and m ∈ [1, ∞) is a finite positive integer.
The target processes of interest are defined as Xt ≡ G(Zt) with respect to a stationary
Gaussian series {Zt} with covariances as in (1) with 0 < α < 1/m. Such processes {Xt}
are said to exhibit strong or long-range dependence (LRD) due to the fact that the partial




|r(k)| ∝ n1−αm (31)
as n → ∞ where 0 < αm < 1. The decay depends on the Hermite rank m of the trans-
formation G(·), as well as the long-memory parameter α ∈ (0, 1). This represents one
common formulation of strong dependence where the partial covariance sums diverge as
n → ∞ (cf. sec. 4, Doukhan et al. (2002); Beran (1994), p. 42; Robinson (1995), p. 1634);
other equivalences between the form covariance decay (1) and the behavior of partial co-
variance sums are given by Taqqu (1975). In contrast, weakly dependent series often have
covariances r(k) decaying rapidly to zero such that ∑∞k=1 |r(k)| < ∞ holds.
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For studying the block bootstrap, it is also helpful to directly characterize the impact of
LRD on the behavior of a sample mean’s variance. Suppose X1, . . . , Xn is an observed
time stretch from the transformed Gaussian series {Xt ≡ G(Zt)}, having sample mean




, the LRD behavior of {Xt} (as connected
to the partial covariance sums (31) entails that
lim
n→∞




(1− αm)(2− αm) > 0 (32)




of the sample mean de-
cays at a slower rate O(n−αm) as n → ∞ than the typical O(n−1) rate under weak depen-
dence (i.e., αm ∈ (0,1)).
1.2 Block Subsampling and Resampling of Sample Mean under LRD
Let ` < n denote an integer block length and let B(i, `) = (Xi, . . . ,Xi+`−1) denote a data
block of length ` with starting point 1 ≤ i ≤ n − ` + 1. A block bootstrap “rendition”
of the original series X1, . . . , Xn follows by independently resampling b ≡ bn/`c blocks
with replacement from a collection of length ` blocks and concatenating these. Resam-
pling from the collection {B(i, `) : i = 1, . . . , n − ` + 1} of overlapping (OL) blocks
yields the moving block bootstrap (MBB) (Künsch (1989), Liu and Singh (1992)), while
resampling from non-overlapping (NOL) blocks {B(1 + `(i− 1), `) : i = 1, . . . , b} gives
the non-overlapping block bootstrap (NBB) (Carlstein, 1986). While mechanically dif-
ferent than the block bootstrap, subsampling (Politis and Romano, 1994) can likewise be
applied to appropriate sampling distributions based on the same OL or NOL block collec-
tions as MBB/NBB. For estimating the variance of a sample mean Xn, both subsampling
and block bootstrap produce the same estimator, which is provided next.


















where above Xi,` = ∑i+`−1j=i Xj/` denotes the sample average of the ith data block B(i, `)
(or subsample) of length `, for i = 1, . . . , n− `+ 1. The variance estimator is defined by
making analogs or copies of the statistic nαm/2(Xn−µ) on the data blocks as {`αm/2(Xi,`−










when `,n are sufficiently large. The NOL subsampling (or NBB) vari-
ance estimator is analogously defined by the non-overlapping blocks B(1+(i− 1)`, `) for












using corresponding NOL block averages X1+(i−1)`,`, i = 1, . . . , b.
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Note that Lahiri (1993) studied distributional estimation of block bootstrap for long-
memory, transformed Gaussian time series, but did not consider bias and variance prop-
erties of variance estimators. Lahiri (1999) considered the latter properties, but only for
weakly dependent time series which differ considerably from the following results under
long-memory, as explained next.
2 Block subsampling/bootstrap distributional results





a block variance estimator V̂`,αm,OL or V̂`,αm,NOL.
In what follows, we require an extended notion of the Hermite rank of G(·) when defining
Xt ≡ G(Zt) = ∑∞k=0 Jk/k! · Hk(Zt), for Jk = E [G(Z0)Hk(Z0)], k ≥ 1. Define the first
Hermite rank of G(·) as
m1 ≡ min{k > 0 : Jk 6= 0}, (35)
which corresponds to the usual Hermite rank m = m1 of G(·), and define the second
Hermite rank of G(·) as
m2 ≡ min{k > m = m1 : Jk 6= 0}, (36)
which corresponds to the next highest non-zero coefficient in the Hermite expansion ((1))
of G(·). In other words, m2 is the Hermite rank of Xt − µ− JmHm(Zt)/m! or the Hermite
rank of remainder upon removing the mean and first Hermite rank term from Xt = G(Zt).
If the set {k > m : Jk 6= 0} is empty, we define m2 = ∞. In what follows, lower values
of the second Hermite rank m2 ∈ [m + 1,∞] shall entail greater impacts on the perfor-
mance of resampling estimators (e.g., bias), due to a combination of dependence and
non-linearity in the time series {Xt = G(Zt)}.
2.1 Large-sample bias properties
Bias expansions require a more detailed form of the LRD covariances than (1) and we
suppose that
γZ(k) ≡ Cov (Z0, Zk) = C0k−α(1 + L(k)), k > 0, (37)
holds for some α ∈ (0, 1/m) and C0 > 0 (again γZ(0) = 1), where L(·) is a slowing
varying function such that |L(k)| = O(k−τ) holds for some τ > 1 − αm (where again
αm ∈ (0,1)). For Gaussian FARIMA (i.e., α = 1− 2d ∈ (0,1)) and FGN (i.e., α = 2(1−
H) ∈ (0,1)) processes {Zt}, one may verify that (37) holds with τ = 1 for any α ∈ (0, 1)
and m ≥ 1. This covariance form (37) is also similar to one of Giraitis et al. (1999) who
examined variance-type estimators of the long-memory coefficient αm ∈ (0,1).
Theorem 1 Suppose {Xt ≡ G(Zt)} is defined by transformation G(·) : R→ R of a stationary
Gaussian process {Zt} satisfying (37) with memory exponent α ∈ (0, 1/m), where G(·) has
Hermite rank m and 2nd order Hermite rank m2 > m. Let V̂`,αm denote either V̂`,αm,OL or V̂`,αm,NOL




based on X1, . . . , Xn. If `−1 + `/n → 0
5
as n → ∞, then the bias of V̂`,αm follows along cases depending on the 2nd order Hermite rank
m2:













(1 + o(1)) (38)












































(1 + o(1)) (40)
for B1 ≡ 2J2m2C
m2
0 /[m2!(1−m2α)(2−m2α)] ∈ (0,∞).













(1 + o(1)) . (41)
To better understand the above bias result, it is helpful to first consider the case of of a
purely linear-Gaussian time series Xt = Zt, corresponding to G(x) = x, m = 1 and m2 =






















with an order that depends only on the memory exponent α of the process {Zt}. In fact,
this same bias expression also holds when Xt is long-memory and linear but non-Gaussian,
that is, when Xt = Zt for a stationary process {Zt} satisfying the same slow covariance
decay (37) (with α ∈ (0,1) or m = 1 there) but is linear Zt = ∑∞k=−∞ bkεt−k in terms of
iid mean-zero innovations {εt} that are potentially non-Gaussian (involving filter coeffi-
cients ∑ b2k < ∞); see Kim and Nordman (2011)). However, more generally, a non-linear
transformation G(·) of a LRD Gaussian process {Zt} creates rather dramatic impacts on
the performance of subsampling variance estimators, and the main bias component (in








which depends heavily on the 2nd order Hermite rank m2 > m of the transformed series
Xt ≡ G(Zt) as a type of non-linearity measure for {Xt} and, in particular, how this value
m2 compares to the memory exponent α ∈ (0,1/m) of the subordinated process {Zt}.
Note that small values of m2 that satisfy 1/α > m2 always induce worse or larger biases
O(`−(m2−m)α) compared to the “best” possible bias O(`−(1−αm)) that always occurs in the
extreme case that m2 = ∞ (or, equivalently, when there are no terms in the Hermite expan-
sion of G(·) beyond the first rank m). Hence, for transformed Gaussian series Xt = G(Zt),
the bias depends intricately of the structure of the transformation itself (through m2 > m)
as well as the underlying memory exponent α (or αm). Furthermore, under LRD, the bias
properties of the block-based variance estimators are quite different from the weakly de-
pendent time series. In the latter case, both OL and NOL blocks produce estimators with
the same large-sample bias O(1/`), which is smaller than the best possible bias under
long-memory here given by O(1/`1−αm) (and bias (43)) can again be potentially larger
under LRD depending on the second Hermite rank m2).
2.2 Large-sample variance properties
To next establish the variance of block resampling variance estimators, we require a condi-
tion from Taqqu (1977) in order to determine fourth order moments E [Xt1 Xt2 Xt3 Xt4 ] from
transformations Xt = G(Zt) of LRD Gaussian processes {Zt}. In particular, it is natural to
consider expressing such moments through expansions Xt = G(Zt) = ∑∞k=0 Jk/k! ·Hk(Zt)









< ∞ is finite if and only if ∑∞k=0 J
2
k /k! < ∞. For higher-









< ∞ and perform expansions of E [Xt1 Xt2 Xt3 Xt4 ] (cf. Definition
3.2 of Taqqu (1977)). In particular, we shall use the condition “G ∈ G4(1)” from Taqqu
(1977) for simplicity. (More generally, Definition 3.2 of Taqqu (1977) considers a condition
G ∈ G4(ε) with some ε ∈ (0,1] in order to perform moment expansions, which requires a
covariance bound supk 6=0 |Cov (Z0, Zk) | ≤ ε. When ε ∈ (0, 1/3) holds, then this is known
to be sufficient for G ∈ G4(ε) for the given ε (Taqqu (1977), Proposition 3.1). However,
we use ε = 1 to allow for the most generality on the covariance structure of the un-




k! < ∞; see Taqqu (1977)).
To state the large-sample variance properties of block resampling estimators V̂`,αm,OL or
V̂`,αm,NOL in Theorem 2 next, we require some proportionality constants. As a function of








(1− α)(1− 2α)(1 + α− αm)(2 + α− αm) (44)
depending on v∞,αm ≡ 2J2mCm0 /[m!(1− mα)(2− mα)] from (31). Due to the appearance
of Jm+1 in λα,m, note that, by definition, λα,m = 0 if m2 6= m + 1 where m, m2 are the
first and second order Hermite ranks of G(·); λα,m > 0 alternatively follows when m2 =
m + 1. As a function of α ∈ (0, 1) and the type of resampling blocks (OL/NOL), define a
7
proportionality constant aα,OL/NOL ≡
8
(1− α)2(2− α)2 ×

1 +
(2− α)2(2α2 + 3α− 1)
4(1− 2α)(3− 2α) −
Γ2(3− α)
Γ(4− 2α) if 0 < α < 1/2, OL or NOL




g2α(x) if 1/2 < α < 1, NOL
∫ ∞
−∞
g2α(x)dx if 1/2 < α < 1, OL
(45)
where Γ(·) denotes the gamma function and gα(x) ≡ (|x+ 1|2−α− 2|x|2−α + |x− 1|2−α)/2,
x ∈ R. In the definition of aα,OL/NOL, note g2α(x) is summable/integrable when α ∈ (1/2,1)
since gα(x) ∼ (2− α)(1− α)x−α/2 as x → ∞.
Theorem 2 Suppose {Xt ≡ G(Zt)} is defined by transformation G(·) : R→ R of a stationary
Gaussian process {Zt} satisfying (1) with constant C0 > 0 and memory exponent α ∈ (0,1/m),
where G has Hermite rank m, second-order Hermite rank m2 > m, and also G ∈ G4(1). Let




based on X1, . . . , Xn. If `−1 + `/n→ 0 as n→ ∞, then the variance of V̂`,αm follows along cases
depending on the Hermite rank m and constants λα,m ≥ 0, φα,m > 0, aα > 0 (44):













(1 + o(1)) + r`,n,m,m2,α. (46)















[log `]I(α=1/2) (1 + o(1))+ r`,n,m,m2,α.
(47)
Both cases involve a remainder (using an indicator function I(·)) given by










and λα,m = 0 if and only if m2 6= m + 1.
Remark: The remainder above r`,n,m,m2,α is smaller order than the squared bias of a block
resampling estimator, as given in Theorem 1, and so is inconsequential to overall estima-
tion error. The remainder is also identically zero r`,n,m,m2,α = 0 if the second order Hermite
rank m2 = ∞ or when there are no terms in the Hermite expansion of G(·) beyond the
Hermite rank m.
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Theorem 2 shows that there is a dichotomy depending on the Hermite rank m of G(·).
Surprisingly, the simple condition of the Hermite rank m > 1 exceeding 1 implies that the





involving the memory exponent α ∈ (0,1/m) though not the exact value
of the rank m itself. This is because, with transformed Gaussian processes Xt = G(Zt),
higher order moments and cumulants in the underlying series {Zt} contribute substan-
tially to the variance behavior of block resampling estimators. An additional implication
of m > 1 is that there will be no asymptotic difference between the variance of OL/NOL
block resampling estimators, V̂`,αm,OL or V̂`,αm,NOL, and, consequently, there exists no ad-
vantage to using OL blocks in large samples whenever the long-memory process {Xt}
has a Hermite rank m > 1. This aspect differs dramatically from the weak dependence
setting, where OL blocks add benefit specifically by reducing the variance of V̂`,αm,OL by a
factor of 2/3 compared to the variance of V̂`,αm,NOL, which is true essentially regardless of
the block length ` used; see Lahiri (1999, 2003). However, under LRD, a large-sample per-
formance difference between estimators V̂`,αm,OL or V̂`,αm,NOL only emerges if the Hermite
rank is m = 1 with α ∈ (1/2,1) (i.e., a weakest form of strong-dependence here) and if
the block length ` is appropriately large (e.g., larger than nmax{1−α,1/2}); in which case, OL









g2α(x) ∈ (2/3,1) (49)
that depends on α ∈ (1/2, 1), where limα↓1/2 Cα = 1 (no OL block advantage in vari-




Simulations were performed using R 3.6.3 with Java OpenJDK 11. Code is provided in
the appendix, and is also available at the public GitLab repository located at https://gi
tlab.com/millerchangym/statistics-creative-component-final.
3.1.1 Mathematical Background








with {εt} iid standard normal random variables. To avoid overflow, we write
Γ(j + d)
Γ(j + 1)Γ(d)
= exp [ln Γ(j + d)− ln Γ(j + 1)− ln Γ(d)] . (51)
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Regarding the pth Hermite polynomial Hp, for the purpose of simulation, we use the








For simulation of FGN {Z1, Z2, . . . , Zn}, we use the simFGN.fft provided in the longmemo
(Beran et al., 2020) R package used to implement the procedure given in Paxson (1998).
Note that the parameter H of the simFGN.fft function is H satisfying α = 2(1− H), so
given α, one must use H = 1− α/2. For purposes of simulation, another function was
written to call simFGN.fft with α as a parameter, as opposed to H.
We simulated M such processes {Z1, . . . , Zn} either FARIMA(0, d, 0) or FGN. For each
of these M processes, we transformed such processes to yield Xt = Hp(Zt) for each
t = 1, 2, . . . , n, chosen so that αp < 1, with α a positive integer multiple of 0.1. We then
calculated the simulated squared bias, variance, and MSE of both V̂`,αp,OL and V̂`,αp,NOL
for each of these M processes for ` = 1, 2, . . . , L. Simulation graphs are presented in the
Appendix.
3.1.2 Computing Background
Using R, M = 5000 FARIMA and FGN processes each of size n = 3000 were simulated
using the code in the File Generation R Code section, stored as binary files to allow for
fast I/O into Java for each value of α and p in the set
{(α, p) : α = 0.1j; p = 1, 2, 3, 4; j = 1, 2, ..., 9; αp < 1}. (53)
These data were then stored in an Amazon S3 bucket. We then ran an Amazon EC2
c5d.24xlarge instance with OpenJDK 11 (Java 11) in Ubuntu 18.04, providing 48 CPU cores
with two threads per core. The javac compiler was then used to compile a Java program
(see Java code) to calculate V̂`,αp,OL and V̂`,αp,NOL for ` = 1, 2, . . . , 3000, as well as means
for each sample. The Java program was then used to process each binary file, taking ad-
vantage of parallel computing capabilities, and outputted three files in a binary format:
one file each for the calculations of V̂`,αp,OL and V̂`,αp,NOL for each sample and block length,
and one for the means of each sample. We then used the code in the Graph-Generation
R Code section to calculate simulated squared bias, variance, and MSE for each block
length, block type (MBB/NBB), model (FARIMA or FGN), α, and p.
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3.2 Discussion
We begin by assessing optimal block sizes based on minimum MSE. We define the minimum-
MSE or optimal block size to be the smallest block size at which the minimum MSE is









































Figure 1. Optimal block sizes based on minimum MSE against the degree of the Hermite
polynomial.
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With respect to αp, as αp increases, FARIMA tends to increase in minimum-MSE block









































Figure 2. Optimal block sizes based on minimum MSE against αp.
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We also observe that despite FARIMA and FGN both exhibit LRD, they tend to exhibit
different behaviors when looking at their MSEs against block size. For example, consider
the FARIMA and FGN processes with p = 1 and α = 0.1. As the block size increases, the
FARIMA process MSE decreases to a minimum and then increases, but the FGN process
MSE, for the most part, decreases as the block size increases, with the FGN MSE minimum
occurring at a block size of size 3000. The MSEs for both of these processes consistently
behaves this way with p = 1 and α = 0.1, 0.2, . . . , 0.9.
mbb nbb










Figure 3. Graph of MSE of FARIMA process with p = 1 and α = 0.1 against block size.
mbb nbb









Figure 4. Graph of MSE of fractional Gaussian process with p = 1 and α = 0.1 against
block size.
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For p = 2, the FARIMA process curve behaves very similarly as when p = 1. However,
the FGN process minimum-MSE block sizes are attained at smaller block sizes than when
p = 1.
Block Type p α Optimal Block Size
NBB 2 0.1 1460
NBB 2 0.2 1373
NBB 2 0.3 1322
NBB 2 0.4 1277
MBB 2 0.1 1568
MBB 2 0.2 1440
MBB 2 0.3 1302
MBB 2 0.4 1144
Table 1. Minimum-MSE block sizes for FGN with p = 2.
mbb nbb
























Figure 6. Graph of mean-squared error of fractional Gaussian process with p = 2 and
α = 0.1 against block size.
With p fixed, minimum-MSE block sizes tend to increase as α increases with the FARIMA
model, and decrease with the FGN model.
Block Type Model Type p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
MBB FARIMA 1 61 138 219 292 374 439 507 571 649
MBB FARIMA 2 63 139 229 281 - - - - -
MBB FARIMA 3 66 141 235 - - - - - -
MBB FARIMA 4 67 145 - - - - - - -
MBB FARIMA 5 66 - - - - - - - -
MBB FARIMA 6 67 - - - - - - - -
MBB FARIMA 7 72 - - - - - - - -
MBB FARIMA 8 75 - - - - - - - -
MBB FARIMA 9 77 - - - - - - - -
MBB FGN 1 3000 3000 3000 3000 3000 3000 3000 3000 3000
MBB FGN 2 1568 1440 1302 1144 - - - - -
MBB FGN 3 1226 89 1 - - - - - -
MBB FGN 4 625 1 - - - - - - -
MBB FGN 5 323 - - - - - - - -
MBB FGN 6 284 - - - - - - - -
MBB FGN 7 156 - - - - - - - -
MBB FGN 8 123 - - - - - - - -
MBB FGN 9 87 - - - - - - - -
Table 2. Minimum-MSE block sizes based on p and α based on MBB.
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Block Type Model Type p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
NBB FARIMA 1 131 268 376 600 750 618 750 751 1000
NBB FARIMA 2 150 300 376 429 - - - - -
NBB FARIMA 3 150 333 429 - - - - - -
NBB FARIMA 4 150 333 - - - - - - -
NBB FARIMA 5 150 - - - - - - - -
NBB FARIMA 6 150 - - - - - - - -
NBB FARIMA 7 150 - - - - - - - -
NBB FARIMA 8 150 - - - - - - - -
NBB FARIMA 9 150 - - - - - - - -
NBB FGN 1 1501 1501 1501 1501 1501 1501 1501 1501 1501
NBB FGN 2 1460 1373 1322 1277 - - - - -
NBB FGN 3 1162 125 1 - - - - - -
NBB FGN 4 1000 1 - - - - - - -
NBB FGN 5 600 - - - - - - - -
NBB FGN 6 500 - - - - - - - -
NBB FGN 7 214 - - - - - - - -
NBB FGN 8 214 - - - - - - - -
NBB FGN 9 200 - - - - - - - -
Table 3. Minimum-MSE block sizes based on p and α based on NBB.
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For p = 1, the results for NBB and MBB estimation of the sample mean for the FARIMA
process show that MBB and NBB perform very similarly (observe the y-axis ranges from
−2 to 1). Given p fixed, as α increases, differences are more pronounced. With α fixed,
































MSE Squared bias Variance
Figure 7. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α ∈ {0.1, 0.2, . . . , 0.9}, p = 1, and L = 3000.
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For p = 1, the results for NBB and MBB estimation of the sample mean for the FGN
process show a wider difference than those for the FARIMA process. However, similar to
the FARIMA process, differences are more pronounced as p increases for α fixed and as α































MSE Squared bias Variance
Figure 8. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α ∈ {0.1, 0.2, . . . , 0.9}, p = 1, and L = 3000.
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4 Conclusion
Given the results of the simulation study, long-memory time series can have counter-
intuitive properties. For example, longer blocks can be optimal for estimating sample
mean variance when the dependence strength decreases (i.e., as α increases). There is
also a question of whether or not a sample size of 3000 is sufficiently large to illustrate
the large-sample theory for block bootstrap variance estimation. One might need huge
sample sizes for FARIMA/FGN processes or perform further modification of covariance
structures (rather than strictly FARIMA/FGN). Paricularly if we aim for larger samples,


























MSE Squared bias Variance
Figure 9. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly



























MSE Squared bias Variance
Figure 10. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly





















MSE Squared bias Variance
Figure 11. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. The MSE and squared bias are nearly identical. We use





















MSE Squared bias Variance
Figure 12. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. The MSE and squared bias are nearly identical. We use





















MSE Squared bias Variance
Figure 13. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly



















MSE Squared bias Variance
Figure 14. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly





















MSE Squared bias Variance
Figure 15. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. The MSE and squared bias are nearly identical. We use



















MSE Squared bias Variance
Figure 16. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. The MSE and squared bias are nearly identical. We use
M = 5000, n = 3000, α ∈ {0.1, 0.2, . . . , 0.4}, p = 2, and L = 3000.
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MSE Squared bias Variance
Figure 17. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α ∈ {0.1, 0.2, 0.3}, p = 3, and L = 3000.
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MSE Squared bias Variance
Figure 18. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α ∈ {0.1, 0.2, 0.3}, p = 3, and L = 3000.
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MSE Squared bias Variance
Figure 19. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. The MSE and squared bias are nearly identical. We use
M = 5000, n = 3000, α ∈ {0.1, 0.2, 0.3}, p = 3, and L = 3000.
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MSE Squared bias Variance
Figure 20. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. The MSE and squared bias are nearly identical. We use
M = 5000, n = 3000, α ∈ {0.1, 0.2, 0.3}, p = 3, and L = 3000.
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MSE Squared bias Variance
Figure 21. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α ∈ {0.1, 0.2}, p = 4, and L = 3000.
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MSE Squared bias Variance
Figure 22. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α ∈ {0.1, 0.2}, p = 4, and L = 3000.
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MSE Squared bias Variance
Figure 23. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α ∈ {0.1, 0.2}, p = 4, and L = 3000.
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MSE Squared bias Variance
Figure 24. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α ∈ {0.1, 0.2}, p = 4, and L = 3000.
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MSE Squared bias Variance
Figure 25. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 5, and L = 3000.
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MSE Squared bias Variance
Figure 26. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 5, and L = 3000.
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MSE Squared bias Variance
Figure 27. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 5, and L = 3000.
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MSE Squared bias Variance
Figure 28. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 5, and L = 3000.
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MSE Squared bias Variance
Figure 29. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 6, and L = 3000.
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MSE Squared bias Variance
Figure 30. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 6, and L = 3000.
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MSE Squared bias Variance
Figure 31. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 6, and L = 3000.
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MSE Squared bias Variance
Figure 32. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 6, and L = 3000.
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MSE Squared bias Variance
Figure 33. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 7, and L = 3000.
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MSE Squared bias Variance
Figure 34. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 7, and L = 3000.
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MSE Squared bias Variance
Figure 35. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 7, and L = 3000.
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MSE Squared bias Variance
Figure 36. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 7, and L = 3000.
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MSE Squared bias Variance
Figure 37. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 8, and L = 3000.
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MSE Squared bias Variance
Figure 38. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 8, and L = 3000.
38
0.1











MSE Squared bias Variance
Figure 39. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 8, and L = 3000.
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MSE Squared bias Variance
Figure 40. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 8, and L = 3000.
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MSE Squared bias Variance
Figure 41. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 9, and L = 3000.
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MSE Squared bias Variance
Figure 42. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FARIMA(0, d, 0) data. The MSE and squared bias are nearly
identical. We use M = 5000, n = 3000, α = 0.1, p = 9, and L = 3000.
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MSE Squared bias Variance
Figure 43. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using NBB (non-overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,
n = 3000, α = 0.1, p = 9, and L = 3000.
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MSE Squared bias Variance
Figure 44. Estimates of the MSE, squared-bias, and variance values of the sample mean
for various values of α using MBB (overlapping) blocks with simulated
Hermite-transformed FGN. All three metrics are nearly identical. We use M = 5000,






























MSE Squared bias Variance
Figure 45. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use



























MSE Squared bias Variance
Figure 46. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α ∈ {0.1, 0.2, . . . , 0.4}, p = 2, and L = 3000.
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MSE Squared bias Variance
Figure 47. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α ∈ {0.1, 0.2, 0.3}, p = 3, and L = 3000.
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MSE Squared bias Variance
Figure 48. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α ∈ {0.1, 0.2, 0.3}, p = 3, and L = 3000.
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MSE Squared bias Variance
Figure 49. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α ∈ {0.1, 0.2}, p = 4, and L = 3000.
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MSE Squared bias Variance
Figure 50. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α ∈ {0.1, 0.2}, p = 4, and L = 3000.
45
0.1



















MSE Squared bias Variance
Figure 51. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α = 0.1, p = 5, and L = 3000.
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MSE Squared bias Variance
Figure 52. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α = 0.1, p = 5, and L = 3000.
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MSE Squared bias Variance
Figure 53. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α = 0.1, p = 6, and L = 3000.
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MSE Squared bias Variance
Figure 54. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α = 0.1, p = 6, and L = 3000.
47
0.1



















MSE Squared bias Variance
Figure 55. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α = 0.1, p = 7, and L = 3000.
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MSE Squared bias Variance
Figure 56. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α = 0.1, p = 7, and L = 3000.
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MSE Squared bias Variance
Figure 57. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α = 0.1, p = 8, and L = 3000.
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MSE Squared bias Variance
Figure 58. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α = 0.1, p = 8, and L = 3000.
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MSE Squared bias Variance
Figure 59. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed
FARIMA(0, d, 0) data. The MSE and squared bias differences are nearly identical. We use
M = 5000, n = 3000, α = 0.1, p = 9, and L = 3000.
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MSE Squared bias Variance
Figure 60. MBB minus NBB differences of the MSE, squared-bias, and variance values of
the sample mean for various values of α with simulated Hermite-transformed FGN. We
use M = 5000, n = 3000, α = 0.1, p = 9, and L = 3000.
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# farima: simulate a FARIMA(0, d, 0) process of length n.
# Parameters:
# - alpha: the long memory parameter, equal to 1 - 2d
# - n: the length of the time series
farima <- function(alpha, n) {
d <- (1 - alpha)/2
X <- rnorm(n, mean = 0, sd = 1)
X <- cumsum( X * exp( lgamma(1:n - 1 + d) - lgamma(1:n) - lgamma(d) ) )
return(X)
}
# fgn: simulate fractional gaussian noise
# Parameters:
# - alpha: the long memory parameter
# - n: the length of the time series
fgn <- function(alpha, n) {
return(simFGN.fft(n, 1 - alpha/2))
}
create_data_files <- function(M, n, alpha) {














farima_file <- file(farima_file_name, "wb")
fgn_file <- file(fgn_file_name, "wb")















graph_df <- function(M, n, k, alpha_fixed, p,
block_type = c("mbb", "nbb"),
model_type = c("farima", "fgn")) {





















block_file_con <- file(block_file_name, "rb")
means_file_con <- file(means_file_name, "rb")
block_file <- readBin(block_file_con, what = "numeric", endian = "big",
n = M * k)




block_file <- matrix(block_file, nrow = M, ncol = n, byrow = TRUE)
theta <- alpha_fixed * p
sample_mean_var <- var(means_file) * n^(theta)
block_size_means <- colMeans(block_file)
block_size_vars <- apply(X = block_file, MARGIN = 2, FUN = var)
















show_integers <- function(x) {
ifelse(as.integer(x / 1000) == x / 1000,
round(x / 1000, 0), "")
}
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generate_graphs <- function(out, hermite_rank, block, model,
l, L, ylimits = NULL, ybreaks = NULL) {
temp <- out %>%
filter(block_type == block & model_type == model)
firstupper <- function(x) {
substr(x, 1, 1) <- toupper(substr(x, 1, 1))
return(x)
}
temp <- temp %>%
gather(key = "metric", value = "value",
-block_type, -model_type,
-M, -n, -p, -alpha, -block_size) %>%
as.data.frame() %>%
mutate(label = gsub("_", " ", firstupper(metric))) %>%
mutate(label = case_when(
label == "Mse" ~ "MSE",
TRUE ~ label
))
temp <- temp %>% filter(p == hermite_rank)
p <- ggplot(temp, aes(x = block_size, y = log(value),
color = label)) +
facet_wrap(~alpha) +
geom_point(size = 2) +
theme_bw() +
labs(color = "") +
xlab("Block size (thousands)") +
ylab("log(value)") +
scale_x_discrete(limits = l:L,
breaks = seq(l, L, 500),





panel.spacing = unit(2, "lines"))
# if (!all(is.null(ylimits))) {
# p <- scale_x_continuous(limits = ylimits,





M <- 5000 # number of samples
n <- 3000 # sample size
alpha <- seq(0.1, 0.9, 0.1) # the long-memory parameter
k <- 3000 # the maximum block size












public class BlockBootstrap {
// Sum of a subarray, based on B(x, i, L) -- i is one-indexing
public static double sum(double[] x, int i, int L) {
double s = 0;
int hi = i + L;
while (i < hi) {





public static double mean(double[] x, int i, int L) {
return sum(x, i, L)/((double) L);
}
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// Compute MBB mean
public static double mbbMu(double[] x, int L) {
return IntStream.range(0, x.length - L + 1)
.parallel()




// Compute MBB variance
public static double mbbVariance(double[] x, int L, double alpha) {
double mu = mbbMu(x, L);
double lAlph = Math.pow(L, alpha);
return IntStream.range(0, x.length - L + 1)
.parallel()




// Compute NBB mean
public static double nbbMu(double[] x, int L) {
int b = x.length / L;
double muOut = 0;
for (int i = 0; i < b; i++)
muOut += mean(x, 1 + ((i + 1) - 1) * L, L);
return muOut / ((double) b);
}
// Compute NBB variance
public static double nbbVariance(double[] x, int L, double alpha) {
double mu = nbbMu(x, L);
int b = x.length / L;
double varSum = 0;
for (int i = 0; i < b; i++)
varSum += Math.pow(mean(x, 1 + ((i + 1) - 1) * L, L) - mu, 2);




public static double factorial(int x) {





public static double H(double x, int p) {
double out = 0;
for (int i = 0; i < (p / 2) + 1; i++) {
out += Math.pow(-1, i) * Math.pow(x, p - (2 * i)) /





public static double[] rowMeans(double[][] x, int nrows, int ncols) {
double[] means = new double[nrows];
for (int i = 0; i < nrows; i++) {




public static void duration(long start, long end) {
System.out.println("Total execution time: " + (((double)(end - start))/60000) +
" minutes");
}
public static void main(String[] argv) throws InterruptedException, IOException
{
System.out.println("Begin program... ");
final long init = System.currentTimeMillis();
// argv[0] is the file input name
// argv[1] is the MBB file output name
// argv[2] is the NBB file output name
// argv[3] is the number of rows (each an individual sample)
// argv[4] is the number of columns (for the length of the time series)
// argv[5] is the maximum desired block length
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// argv[6] is p, in the Hermite polynomial H_p(x)
// argv[7] is alpha, the long-memory parameter, in (0, 1)
// argv[8] is the means file name
// argv[9] is the (inclusive) first row
// argv[10] is the (exclusive) last row
DataInputStream fileIn = new DataInputStream(new BufferedInputStream(new
FileInputStream(argv[0])));
RandomAccessFile fileOutMBB = new RandomAccessFile(argv[1], "rw");
RandomAccessFile fileOutNBB = new RandomAccessFile(argv[2], "rw");
RandomAccessFile fileOutMean = new RandomAccessFile(argv[8], "rw");
Scanner scnr = new Scanner(fileIn);
// These variables are taken from the command line, but are inputted here for
ease of use.
int rows = Integer.parseInt(argv[3]);
int cols = Integer.parseInt(argv[4]);
int maxBlockSize = Integer.parseInt(argv[5]);
int p = Integer.parseInt(argv[6]);
int firstRow = Integer.parseInt(argv[9]);
int lastRow = Integer.parseInt(argv[10]);
double alpha = Double.parseDouble(argv[7]);
double[][] oldSeries = new double[rows][cols];
FileChannel outFSMBBChan = fileOutMBB.getChannel();
FileChannel outFSNBBChan = fileOutNBB.getChannel();
FileChannel outFSmeanChan = fileOutMean.getChannel();
// double is 8 bytes
ByteBuffer outFSMBB = outFSMBBChan.map(FileChannel.MapMode.READ_WRITE, 0, 8 *
(lastRow - firstRow) * maxBlockSize);
ByteBuffer outFSNBB = outFSNBBChan.map(FileChannel.MapMode.READ_WRITE, 0, 8 *
(lastRow - firstRow) * maxBlockSize);
ByteBuffer outFSmean = outFSmeanChan.map(FileChannel.MapMode.READ_WRITE, 0, 8 *
rows);
// read in the file, and perform the H_p(x) transformation
for (int i = 0; i < rows; i++) {





double[][] timeSeries = IntStream.range(0, rows)
.parallel()
.mapToObj(i -> IntStream.range(0, cols)
.parallel()




double[] sampleMeans = rowMeans(timeSeries, rows, cols);




double[][] outNBB = IntStream.range(firstRow, lastRow)
.parallel()
.mapToObj(j -> IntStream.range(0, maxBlockSize)
.parallel()
.mapToDouble(m -> (nbbVariance(timeSeries[j], m + 1, alpha)))
.toArray()
).toArray(double[][]::new);
double[][] outMBB = IntStream.range(firstRow, lastRow)
.parallel()
.mapToObj(j -> IntStream.range(0, maxBlockSize)
.parallel()
.mapToDouble(m -> (mbbVariance(timeSeries[j], m + 1, alpha)))
.toArray()
).toArray(double[][]::new);
for (int j = firstRow; j < lastRow; j++) {
















5.5 Graph-Generation R Code
block_type <- c("nbb", "mbb")
model_type <- c("farima", "fgn")
count = 1
for (i in 1:length(block_type)) {
for (j in 1:length(model_type)) {
for (a in 1:length(alpha)) {
temp <- graph_df(M, n, k, alpha[a], p,
block_type = block_type[i],
model_type = model_type[j])




out <- rbind(out, temp)
rm(temp)
}
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