The Curriculum-Based Course Timetabling (CB-CTT) problem involves the task of scheduling lectures of courses to classrooms, considering teacher availability, a specified curricula, and a set of constraints. In the Polytechnic University of Victoria (PUV), Mexico, the CB-CTT problem occurs with the additional constraints that the courses must be assigned to teachers and that a teacher cannot teach more than one course in the same curriculum. This document proposes a methodology to solve this special case CB-CTT problem. The main contributions derived from the research are: (a) the solution of the special case of the CB-CTT problem; (b) the use of a Simulated Annealing based methodology, which relaxes the problem into three simpler subproblems (the assignment, distribution, and scheduling of courses), to reduce the search space and speed up the construction of a solution; and (c) the solution of a real world instance using the proposed methodology. The results show that the approach can construct solutions for the problem in the PUV in a few minutes, and of a similar quality to those manually constructed in a couple of weeks.
Introduction
The Curriculum-Based Course Timetabling (CB-CTT) is a problem that appears at the beginning of each term in many universities. To solve this problem, different constraints must be taken into account, and they can vary depending on the considered particular case. Mainly, the constraints are associated with the availability of classrooms, or teachers, or with the number of classes to be assigned, etc. The general case of this problem is NP-complete [5] , which means that trying to find the optimal solution involves the consumption of great amount of computational resources. Despite of its complexity, it has been tackled with many approximated strategies over the years [8] .
At the Polytechnic University of Victoria (PUV), the CB-CTT problem involves a complex combination of hard and soft constraints that occur at the beginning of each term. Currently, the problem is solved manually by the program directors, requiring several weeks to get an initial solution based on existing data. This solution may be adjusted using common sense and knowledge of the situation.
This work presents a methodology based on the use of a meta-heuristic for the solution of the special case of the CB-CTT problem at the PUV, which includes the constraint that no teacher can teach more than one course per curriculum. In addition, an analysis of different implementations of the meta-heuristics is presented based on the use of different evaluation functions.
The main contributions derived from the research are: (a) the formal definition of a special case of the CB-CTT problem that, to the best of our knowledge, do not completely match its more general definition [4] ; and (b) a novel approach to solve the problem, which separates the problem in three subproblems (the assignment of courses to teachers, the distribution of the courses over the days of a week, and the daily schedule of the courses), such that this relaxation makes it easier to solve. It is important to point out that the approach reduces the time to construct the schedules from 2 weeks to a couple of minutes.
The remaining of this article is organized in the following way: Sect. 2 formally defines the problem under study in this article. Section 3 presents the work on scheduling problem solution related to the research presented. Section 4 shows the methodology proposed, which includes the model for the solution, and the definition of its elements based on a Simulated Annealing (SA) approach. Section 5 shows the results of the experiments performed over an instance taken from the PUV. Finally, Sect. 6 presents the conclusions derived from the research.
University Timetabling problem
Anthony Wren [18] defines the scheduling problem (SP) as the arrangement of objects into a pattern in time or space in such a way that some goals are achieved, or nearly achieved, and that constraints on the way objects may be arranged are satisfied or nearly satisfied. This problem is common, and it is related with the timetables that are daily performed in human life.
One important task that involves the SP is the construction of timetables to organize teachers, lectures of courses, and classrooms in a University. For example, in the particular case of the PUV, it is required that the lectures of each course must have assigned a teacher and a classroom, according to a specific set of constraints. The construction of a timetable for this activity takes over 15 days; and it must be done at least three times a year at the beginning of each term.
This section specifies the problem at the PUV, and presents a formal definition for it.
Problem description
The timetabling problem that is found at the PUV represents a special case of the CB-CTT [7] . Taking into account that the timetable for the problem at PUV is scheduled in a weekly basis, the following basic elements are defined:
Days and Timeslots Each week has 5 days. Each day is split in a fixed number of non overlapping timeslots, which are equal to all the days.
Courses and Teachers Each course consists of a fixed number of lectures (also denoted as classes) to be scheduled during the week. The course is taught by a teacher. Each teacher specifies an availability chart, i.e., a daily set of the timeslots in which a lecture must be assigned to him/her.
Rooms or Classrooms
There is a fixed number of classrooms in which the lectures must be scheduled.
Curricula or Groups A curriculum is a group of courses such that any pair of them cannot be schedule at the same time, because they share common students.
Idle Timeslots One unassigned timeslot between two assigned timeslots in a curriculum daily schedule, or a teacher availability chart, is considered an idle timeslot (or IT).
A feasible timetable for the PUV is one in which all lectures have been scheduled at a timeslot and a classroom, so that the hard constraints {H 1 , . . . , H 4 } are satisfied. In addition, a feasible timetable satisfying the four hard constraints incurs a penalty cost for the violations of any of the four soft constraints {S 1 , . . . , S 4 }. Then, the objective of the CB-CTT problem is to minimize the number of soft constraint violations in a feasible solution. According with the information presented, the specialized case of the CB-CTT problem identified in the PUV can be seen as the solution of the following particular problems: (a) the assignment of courses to teachers; (b) the scheduling of the lectures during a week; (c) the scheduling of teacher timetables; and (d) the assignment of classrooms. The main difference with other CB-CTT formulations relies on the relaxation of the constraints, while no classroom capacity is considered in this problem, it considers the assignment To avoid any confusion, the following section presents the mathematical formulation for this problem, which will be named from now on as PUV-CBCTT problem.
Problem formulation of PUV-CBCTT
The PUV-CBCTT problem consists of the sets C, T, P, R. The set C = {c 1 , c 2 , . . . , c n } corresponds to the courses. The Table 1 .
Having in mind the previous data, the PUV-CBCTT problem can be defined as the problem of finding a timetabling array M of size w × d × p, where each cell m i, j,k , for 1 ≤ i ≤ w and 1 ≤ j ≤ d and 1 ≤ k ≤ p contains a tuple (cl u,l , t v ) ∈ T × C, subject to:
where
where cl u,l stands for the lecture l of the course u; C : m i, j,k → c v is a function that obtains the course v assigned to timeslot k of day j in classroom i; CR : m i, j,k → cr v is a function that obtains the curriculum v associated with the lecture l of the course u assigned to the classroom i, in the day j, and the timeslot k; T : m i, j,k → t v is a function that obtains the teacher v associated to that lecture; I dle is a function that determines the number of timeslots without any lecture assigned per curriculum or teacher; and RM → v is a function that returns the number v of unused classrooms.
For the purpose of this research, the strategy that is developed searches the hierarchically minimization of the three elements I dle(R), I dle(T ), R(M). The main reason for such objective function is that it allows the study of the individual importance of each element in the solution of the PUV-CBCTT problem.
Related work
Several authors, among them, Schaerf [13] and Werra [16] , believe that the Timetabling problem (TTP) cannot be completely automated. The reasons they give are two: a timetable is not easily shown in an automated system, and on the other hand, as the search space is enormous, human intervention may be useful to guide the search to directions that the system alone would not easily go. Due to these reasons, most systems allow human intervention to adjust the final solution, and are called interactive timetabling.
Werra [16] formally explains several TTP problems and presents their respective formulations. He also describes the most important research in which graph theory is applied. For the purpose of this research, the remaining of this section presents some of the most representative works of the CB-CTT problem that has been developed in the recent years.
Lu and Hao [7] show an approach based on Tabu Search that solves the more general case of the CB-CTT. In this problem, a set of lectures must be assigned into a weekly timetable. The hard constraints considered are related with those taken into account in this research, with the only exception of the covering constraint, i.e., the problem studied does not involve the assignment of courses to teachers.
Almilli [2] reports the use of a hybrid strategy for the solution of the Educational Timetabling problem. The approach combines SA and Genetic algorithms to solve a problem where the entities considered were courses, classrooms, students, and timeslots. This problem differs from the case of the CB-CTT in which several constraints are not considered, e.g., the inner problem does not consider the assignment of teachers to courses and classrooms, or the availability of teachers.
Pothitos et al. [9] describe the course timetabling problem in a similar way than Lu and Hao do in [7] . The strategy followed to solve such problem consists in mapping it to the domain of a Constraint Satisfaction Problem (CSP) instance. There, a CSP solver is used to build a solution. The considered problem in that work also lacks the assignment of courses to teachers in its definition.
Abdullah et al. [1] present the solution of a similar CB-CTT problem like the one presented here. One of the slight differences is that it does not include the assignment of courses to teachers. The algorithm used was a combination of the Great-Deluge strategy and an electromagnetism-like mechanism.
Finally, the more recent approach presented by Rues-Maw and Hsiao [12] describes the use of a Particle Swarm Optimization approach for the solution of another variation of the course timetabling problem. This case of the CB-CTT includes tighter constraints, not considered for the special case at the PUV. In addition, the constraint involving teachers and the curricula is not taken into account in the work of Rues-Maw and Hsiao.
In summary, all the revised articles related with this research do not involve the constraint where a teacher cannot teach more than one course in the same curriculum. Because of that, the present document bases its study on the solution of that special case of the CB-CTT problem, which includes the commented constraint.
The next section shows the methodology followed to solve the special case of the CB-CTT problem at the PUV.
Methodology
The solution proposed to solve the PUV-CBCTT is outlined in Fig. 1 . Basically, the problem is relaxed in the following three subproblems: (a) the assignment of courses to teachers; (b) the distribution of the lectures during the week; and (c) the scheduling of classrooms to courses, according with the availability of the teachers. These subproblems are detailed in the remaining of this section.
Solving the assignment of courses to teachers
The subproblem of assigning courses to teachers can be defined as follows. Given the set of courses C, the set of teachers T , and the set CT of tuples (c, t) (which denotes that a course c can be taught by a teacher t); is it possible to match courses and teachers such that the constraints of the studied CB-CTT problem holds? The complexity of the search space for the most general case of this problem is
The approximated solution of this first subproblem is based on the solution of an instance of the maximum match- ing problem (MMP) [11] , as is depicted in the Table 2a . Firstly, through lines 1-9, a bipartite graph B is built; it represents as nodes the courses and teachers, and as edges the possibility that a teacher teaches a specific course. After that, from lines 11-15, the MMP is solved over the graph instance B, and the matching S is returned. The edges in S are the matches produced by the solution of the MMP strategy; these edges are the assignments, and are removed from E. Then, the invalid edges, i.e., those involving teachers that cannot teach any more courses, are also removed and a new iteration is performed, to assign other missing courses. This process is iterated until every course has a teacher assigned to it, i.e., when |E| = 0. Table 2b shows a graphical example of the solution of this subproblem. The run-time complexity for the worst case scenario of this algorithm is O(max_courses · (|C| + |T |) 3 ), where max_courses is the maximum number of course assigned to a teacher.
Distribution of the classes during the week
The second subproblem to be solved in the methodology proposed is the distribution of lectures during the week based on the constraints that define the studied CB-CTT problem. For this purpose, the MMP problem is also used. Firstly, lets consider the sets C, and T described in the previous Table 2 Example of the solution of the assignment of courses to teachers subproblem, the set CL where each element cl i represents the lectures of the course i, and the set W = {d 1 , d 2 , . . . , d n } containing the days of the week. Also lets consider that there are |R| available classrooms, each having p timeslots to be assigned. This subproblem is related to the three-dimensional matching problem [5] , and the complexity of its search space is O(2 H ·|R|·|W | ), where H = ∀i∈CL |cl i |.
The algorithm used to distribute the lectures follows a greedy approach. Firstly, it tries to fill the first day of the week with as much lectures as it is possible. Then, it proceeds in this way in the next days. The algorithm shown in Table  3 summarizes this process. The process InvalidEdges assures that each course has at most two lectures assigned per day. The run-time complexity of this algorithm is O(|W | · (H + |R|) 3 ), because for each considered day, a bipartite matching problem must be solved. pg Note that in this step is ignored the availability chart, i.e., the set of timeslots in which each professor is available; therefore, this task is performed in the following phase, the schedule construction step, using the SA approach.
Solving the scheduling problem per day of class
The last and final step of the methodology of solution involves the final construction of the schedule, which programs classes to classrooms and available timeslots. The constraints to be Table 3 Algorithm to distribute lectures during the week
16. E ← E− InvalidEdges considered to this point are: (a) a teacher can not teach two classes at the same time; (b) a classroom can not be assigned to two classes at the same time; (c) a group can not have two classes at the same time; and (d) the teachers must be scheduled in the timeslots preferred by them.
To solve this last subproblem, the SA meta heuristic was used [6] . This algorithm requires the definition of the follow- Table 4 Example of the matrix M representing a schedule of the CB-CTT problem studied in this paper ing elements: (a) a model of the solution; (b) an initial solution; (c) a neighborhood function; (d) an evaluation function; and (e) the algorithm parameters initial temperature T i , final temperature T f , cooling factor α, and length of the Markov chain L. A detailed description of these elements is presented in the remaining of this section.
Solution representation
To implement the SA, the solution for the CB-CTT problem was represented as a two-dimensional matrix M, where its rows indicate the classrooms, its columns the different timeslots to be considered, and the values of each cell will contain a tuple T = (T, G, C), representing the teacher, group, and class to be taught there. An example of this representation can be seen in Table 4 .
In the remaining of the document, the values to be scheduled will be called tuples, and denoted by T = (T, G, C), and represented by the three elements: teacher, group, class.
Initial solution
The construction of an initial solution follows a simple greedy heuristic, it searches for the first available timeslot in a classroom to assign a tuple T . The assignment of classroom and timeslots was done in increasing order in both cases, taking into account first the classroom and navigating through the different timeslots in it. In this phase, the constraint involves a maximum number of classroom is relaxed, allowing a greater number of classrooms, such that it is always possible to construct an initial solution. Then, it is expected to minimize this number during the construction phase.
Neighborhood function
The neighborhood function also followed a simple strategy; it was based on the roulette rule, which randomly chooses a teacher or a group having idle time. Once that the teacher/group is selected, their minimum m and maximum M timeslots are located in the cells of the matrix M (that contains the actual solution). After that, a greedy search is performed to identify the couple (r, p), where m < p < M and r is a classroom that minimizes the idle time when M r, p is exchanged with M m, p or M M, p .
Evaluation function
The purpose of the study in this research is to analyze the performance of the SA when using different evaluation functions. To do that, a set of different evaluation functions were proposed, each of them measuring the objective values in the CB-CTT problem, minimizing the number of classrooms, minimizing the idle time of teachers, and minimizing the idle time of groups, where idle stands for the number of free hours. The evaluation functions proposed favor a previously established priority between the three objective exposed; these 
Priority order is: groups, classrooms, and teachers
Priority order is: teachers, classrooms, and groups
Priority order is: classrooms, teachers, and groups
GTC
Priority order is: groups, teachers, and classrooms
Priority order is: teachers, groups, and classrooms
ALL
There is no priority order Table 5 . The selection of a hierarchically combined set of functions makes it possible to use a given obtained solution as initial solution of another execution of the approach; this methodology has advantage over weighting functions in which specific priority results can be achieved from them. The meaning of the nomenclature is: |I C | is the number of classrooms required to do the assignment, and max I C is the maximum number of existing classrooms. |I T | is the idle time of the teachers; where max I T represents a value that exceeds the worst case scenario in the assignment of timeslots to teacher classes. |I G | is the idle time of the groups; hence, max I G represents a value that exceeds the worst case scenario of idle time in groups. Finally, the factor F is a large enough value which in combination with the maximum among max I C , max I T , max I G avoid that one of the objectives of interest affects the others.
Simulated annealing parameters
The parameters of the SA algorithm considered in this research were the initial and final temperatures (denoted by T i , and T f , respectively), the cooling factor α, and the length of the Markov chain L. The values considered were taken from the literature [15, 17] and are shown in Table 6 .
Experimental results
Fine-tuning of parameters is the process of adjusting the parameters of an algorithm to solve a problem. For the purpose of adjusting and measuring the performance of the SA, a methodology based on Covering Arrays, as described in [10] is followed.
A covering array (CA) [3, 14] is an array M of size N × k consisting of N vectors of length k with entries from {0, 1, . . . , v1} (v is the size of the alphabet) such that every one of the v t possible vectors of size t occurs at least once in every possible selection of t elements from the vectors. The parameter t is referred to as the covering strength.
The experimental design followed is based on a instance β of the CB-CTT problem, a CA (N ; t, k, v) to study the effect of the interaction between parameters of the SA approach, and a set of different evaluation functions, described previously. In the experiment, the performance in terms of the quality of the solution of the SA approach, and the time spent to find it, were measured for each different configuration derived from the CA and the evaluation functions. Then, they were compared to identify the best evaluation function for the approach. For this purpose, each configuration was used to solve the instance 31 times, and the minimum, maximum, and average values of the performance were obtained.
The most relevant characteristics of the instance of the CB-CTT problem are described in Table 7 .
The CA shown in Table 8 was used. The number of columns k is 4, each of them representing one of the parameters of the SA. The number of rows is 9, a set of combinations that cover all the different pair of values derived from the parameters, which, as defined in [3] , represents a level of interaction t = 2. This characteristic allowed to reduce the number of test cases to minimize the time involved in the experimentation. The symbol−means that the factor F was not necessary in the evaluation function. The time given is measured in milliseconds. The bold configurations are the best for each evaluation function A summary of the results derived from the experimental design are shown in Table 9 . The number of evaluation functions required is of L at each iteration of the algorithm. There the time is presented in milliseconds. Also, it is presented the average quality of the solution obtained by each of the configurations tested. To understand the value of the evaluation function, the factor F is given; each evaluation function (with the only exception of ALL) has a priority in the minimization of the objectives: number of classrooms, idle time of teachers, and idle time of groups. Given a value C resulting from the evaluation of one of those functions, information corresponding to each element can be inferred from it, e.g., in the case of CGT, dividing C by F, and obtaining the integer part of the result gives the number of classrooms used (because this is the leading priority, the number of classrooms); by obtaining the module of the integer part of C by F, the idle time of groups (the second term of priority) can be obtained; and finally, the fractional part corresponds to the percentage of the total of hours of the teachers that are in idle time. The remaining functions can be understood in a similar fashion, considering the value of F, and the priority specified for each of them.
According with the results presented in Table 9 , the expected outcome from each evaluation function was achieved, i.e., the hierarchical minimization of the entities considered. The summary of the objectives achieved is the following: (a) the maximum average time required was around 28.706 s, in the configuration (TGC, 8) , meaning that the construction of a solution was performed in less than a minute; (b) the minimum number of classrooms in which the schedule was programmed was of 6, which represents the use of a bit more of the 30 % of the available classrooms, and was achieved by evaluation functions CGT, CTG; (c) the idle time of teachers was reduced to 0 when using the functions TGC or TCG; and, (d) the idle time of groups was also reduced to 0 with the functions GCT, GTC. Figure 2 summarizes the behavior of the best configurations for each evaluation function. These configurations were chosen because they minimize the different objectives in a balanced fashion, with a clear reduction in the priority value. Some of them quickly improve the initial solution, i.e., GTC, TGC, but maintain the same solution along the process. Others have a smoother curve, but achieving also good results at the end, i.e., CTG, GCT. Note that the convergence to a final solution by the SA varies from a flat curve, to a smoother one. The first type of curve presented in Fig. 2c , e, and f is mainly due to the number of iterations being small (they were 100), to improve the quality of the initial solution. On the other hand, the smoothest curve appears when no priority is specified, i.e., when all the entities have the same weight. In the latter case, the algorithm searches for a solution without minimizing a particular entity. It can be seen as a search without a specific purpose, which in turn will lead to a wide diversification of the achieved solution.
Conclusions
The research presented in this document involves the solution of a special case of the CB-CTT, which can be found in the Polytechnic PUV, in Mexico, and has not been completely addressed in the literature. The special case of the CB-CTT problem involved the inclusion of the constraint of not assigning a teacher to more than one course per curriculum, and the solution of the task that assigns courses to teachers. In this document, it is shown a formal definition for the problem.
The solution for the CB-CTT problem follows a novel strategy based on a SA approach, and in the relaxation of the main problem into three simpler subproblems. This relaxation reduces the search space, making it easier to find a solution. The reported results show the effectiveness of the approach to find a solution for the real case instance considered.
In addition, the performance of the SA was analyzed in different scenarios, each scenario involved the use of a different evaluation function which hierarchically organized a set of goals involving the minimization of: (a) classrooms used, (b) idle time of teachers, and (c) idle time of students (related to curricula). As expected, the performance of the SA varied according with the objective pursued.
Finally, the results shown an improvement in the time required for the construction, reducing it from over 2 weeks (necessary for a manual construction), to less than 1 min.
Future work in this research contemplates a post processing of the solution, e.g., using as initial solution of the SA a solution already constructed by it. Taking into account that a single run hierarchically minimizes one of three objectives, feeding the SA with one of these solutions can make further improvements, because minimizing a different goal could produce a reduced noise over the initial solution.
