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Abstract
Tests for the supremacy of a multinomial cell probability are developed. The tested null hypothesis
states that a particular cell of interest is not more probable than all others. Rejection of this null
leads to the conclusion that the cell of interest has a strictly greater probability than all other cells.
The null hypothesis constrains the multinomial probability vector to a non-convex region that is a
union of closed convex cones. The likelihood ratio test for this problem is derived and shown to
be equivalent to an intersection-union test. The least favorable configuration of the multinomial
probability vector in the null parameter space is derived, and the limiting null distribution of the
test statistic that is stochastically greatest is shown to be a mixture of point mass at zero and a
chi-square distribution with a single degree of freedom. Asymptotic and valid finite-sample testing
procedures are proposed and examined via a simulation study and the analysis of two data sets.
The proposed procedures are extended to test whether the cell with the largest observed frequency
is uniquely most probable. An equivalence between a likelihood ratio test for this problem and a
union-intersection test is demonstrated.
Key words: chi-bar-square distribution, cone, discrete-choice experiments, intersection-union test,
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multiple comparisons with the best, order restricted inference, preference testing, selection, union-
intersection test.
1. Introduction
In experiments or surveys with a multinomial response, it is often desirable to know whether a
specific cell probability is larger than all others. For example, a candidate for elected office will
wish to know whether he or she is leading a race given survey data where each respondent chooses
one of multiple candidates. A company that has developed a new or improved version of a product
will wish to know whether their product is the favorite of consumers based on a preference test in
which consumers choose one favorite from multiple competing products. An exam evaluator may
wish to know whether the correct answer to a multiple-choice question is selected more often than
any other based on a sample of exam results. These and other scenarios involve situations where
– prior to data collection – there is interest in knowing whether one particular multinomial cell
probability is larger than all others. This paper presents tests that can be used to directly address
this question.
Our main results are closely related to the order restricted inference literature on estimation
and testing of a multinomial probability vector p. Chacko (1966) derived the maximum likelihood
estimator of p subject to a simple order restriction (e.g., p1 ≤ · · · ≤ pk) and obtained the asymp-
totic null distribution of a chi-square-type statistic for testing p1 = · · · = pk against the simple
order. Robertson (1978) generalized the work of Chacko (1966) to include estimation of p subject
to the restriction p ∈ C, where C is a closed convex cone in IRk. For a specified multinomial prob-
ability vector q ∈ C, Robertson (1978) also established the likelihood ratio tests of p = q versus
p ∈ C \{q} and p ∈ C versus p /∈ C. As we will illustrate, the likelihood ratio test for our problem
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is similar to the latter test of Robertson (1978) except that our null hypothesis does not constrain p
to a closed convex cone but rather to a finite union of closed convex cones that is not convex.
When testing a null hypothesis that constrains the parameter to a union of sets, an Intersection-
Union Test (IUT) is a natural approach. The concept of an IUT – named by Gleser (1973) –
can be traced back to Lehmann (1952). Berger (1982) proposed the use of IUTs for acceptance
sampling problems, and Berger and Hsu (1996) studied IUTs in the context of bioequivalence trials.
Useful introductions to IUTs and more extensive references to the relevant literature are included
in Berger (1997) and Sections 5.3 and 9.2 of Silvapulle and Sen (2005). We will demonstrate that
the likelihood ratio test for our problem is an IUT. Furthermore, we will present other IUTs that
could be used as alternatives to the likelihood ratio test.
Our proposed procedures can be extended to test whether the cell with the largest observed
frequency is uniquely most probable. For this test, it is not necessary to specify the cell of interest
prior to observing the data. Rather, the cell with the largest frequency is automatically tested for
superiority over all other cell probabilities. This test can be viewed as a multinomial analog of
the “test for the best” procedures that follow from Hsu’s (1981, 1984) pioneering work on simul-
taneous confidence intervals for multiple comparisons with the “best” of k location parameters
estimated from k independent samples. Our work is very similar to Berry (2001) who developed
a likelihood ratio test for the existence of a uniquely most probable multinomial cell. We develop
a union-intersection test (UIT) that is equivalent to the likelihood ratio test and can be used to
determine whether the cell with the largest observed frequency is uniquely most probable.
Our paper is organized as follows. In Section 2, we use ideas from order restricted inference to
determine a closed-form expression for the likelihood ratio test statistic. Furthermore, we derive
the asymptotic null distribution of the likelihood ratio test statistic and establish an appropriate
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reference null distribution by determining the least favorable limiting null distribution, i.e., the
distribution that is stochastically largest among all possible limiting null distributions. In Section
3, we show that the likelihood ratio test is an IUT and propose other IUTs for testing our null hy-
pothesis. We evaluate the performance of our proposed tests through simulation in Section 4 and
illustrate their use on example data sets in Section 5. In Section 6, we consider the related prob-
lem of testing whether the cell with the largest observed frequency is uniquely most probable and
discuss the relationships between our proposed approach and existing work. The paper concludes
with a brief summary.
2. The Likelihood Ratio Test for the Supremacy of a Multinomial Cell Probability
Suppose X = (X1, . . . , Xk)′ has a multinomial distribution with n trials and cell probabilities
p1, . . . , pk. The parameter p = (p1, . . . , pk)′ lies in the set P of vectors of order k whose compo-
nents are nonnegative and sum to one. We wish to test
H0 : pk ≤ max{p1, . . . , pk−1} vs. HA : pk > max{p1, . . . , pk−1}. (1)
The null and alternative portions of the parameter space P are depicted in Figure 1 for the case of
k = 3. Henceforth, it will convenient to stretch our notation slightly and use H0 to denote both the
null hypothesis and the set of vectors in P that satisfy the null hypothesis.
Let pˆj = Xj/n so that pˆ ≡ (pˆ1, . . . , pˆk)′ denotes the unrestricted maximizer of the multinomial
likelihood function L(p) = n!
X1!···Xk!
∏k
j=1 p
Xj
j . To establish the likelihood ratio test of H0 vs. HA,
we seek a maximizer of L(p) over p ∈ H0 or, equivalently, a maximizer of
log λ(p) ≡
k∑
j=1
Xk log(pj/pˆj)
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over p ∈ H0, where 0 times any logarithm is taken as 0 in the definition of log λ(p) and log λ(p) =
−∞ for p /∈ P .
Note that H0 may be written as
H0 : p ∈
k−1⋃
j=1
Cj where Cj ≡ {p : pk ≤ pj} for j = 1, . . . , k − 1. (2)
Each Cj is a closed convex cone corresponding to what Robertson, Wright, and Dykstra (1988)
refer to as a partial order. However, the union of these sets is neither a cone nor convex, and the
resulting order restriction on p is of a different character than those typically considered in order
restricted inference. Nonetheless, results from the order restricted inference literature are useful
for addressing the problem. It follows from Example 1.5.7 of Robertson et al. (1988) that, for
each j = 1, . . . , k− 1, the multinomial likelihood is maximized over Cj by pˆ(j) = (pˆ(j)1 , . . . , pˆ(j)k )′,
where, for i = 1, . . . , k,
pˆ
(j)
i =

pˆi if i /∈ {j, k} or if pˆk ≤ pˆj ,
(pˆj + pˆk)/2 otherwise.
Thus, pˆ(j) is simply the unrestricted maximum likelihood estimator if pˆk ≤ pˆj , or the unrestricted
maximum likelihood estimator with pˆj and pˆk each replaced by the average (pˆj + pˆk)/2 when
pˆk > pˆj . For example, if X = (2, 4, 1, 3)′, then pˆ
(2) = (.2, .4, .1, .3)′ and pˆ(3) = (.2, .4, .2, .2)′. It
follows that the multinomial likelihood or, equivalently, λ(p) is maximized over p ∈ ⋃k−1j=1 Cj by
some vector in the set {pˆ(1), . . . , pˆ(k−1)}. Now note that
log λ(pˆ(j)) =

0 if pˆk ≤ pˆj ,
Xj log
(
Xj+Xk
2Xj
)
+Xk log
(
Xj+Xk
2Xk
)
otherwise.
(3)
Straightforward differentiation shows that x log
(
x+y
2x
)
+y log
(
x+y
2y
)
is an increasing function of x
for 0 ≤ x < y. Thus, pˆ(j) maximizes the multinomial likelihood subject to the restriction imposed
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by H0 whenever j is such that Xj = M ≡ max{X1, . . . , Xk−1}. We will use p˜ to denote any
such maximizing vector. Figure 1 depicts an example value for pˆ and the corresponding value of
p˜. Note that, because of the possibility of ties, the maximum likelihood estimator of p under H0
is not necessarily unique, but the value of the likelihood ratio test statistic (−2 log likelihood) is
unique and is given by
Tn =

0 if Xk ≤M ,
2
[
M log
(
2M
M+Xk
)
+Xk log
(
2Xk
M+Xk
)]
if Xk > M .
(4)
2.1. The Asymptotic Null Distribution of the Likelihood Ratio Test Statistic
We now derive the asymptotic distribution of Tn for p satisfying H0. First note that if pk < pj for
some j = 1, . . . , k − 1, then Tn converges to 0 almost surely as n goes to infinity because of the
almost sure convergence of pˆ to p. The more interesting case occurs when p is on the boundary
of H0, i.e., when pk = max{p1, . . . , pk−1} which we will denote by p ∈ ∂H0. As in Section 2
of Berry (2001) and in the proofs of Theorems 5.2.1 and 5.2.2 in Robertson, Wright, and Dykstra
(1988), a second-order Taylor series expansion of the logarithm function yields
2
[
M log
(
2M
M +Xk
)
+Xk log
(
2Xk
M +Xk
)]
= 2M
[(
M
n
− Xk
n
)
/2
M
n
+
{(
M
n
− Xk
n
)
/2
}2
2a2n
]
+ 2Xk
[(
Xk
n
− M
n
)
/2
Xk
n
+
{(
Xk
n
− M
n
)
/2
}2
2b2n
]
= n
(
M
n
− Xk
n
)2(
M
na2n
+
Xk
nb2n
)
/4, (5)
where an is between M/n and (M + Xk)/(2n) and bn is between (M + Xk)/(2n) and Xk/n.
For p ∈ ∂H0, pˆ a.s.→ p implies that M/n, Xk/n, an, and bn each converge almost surely to pk. It
follows that (5) has the same limiting distribution as n (M/n−Xk/n)2 /(2pk) for p ∈ ∂H0. For a
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geometric interpretation of this random variable, note that (M/n−Xk/n)2 /2 = ||pˆ− p˜||2, which
is, for example, the squared length of the dashed line segment in Figure 1.
Now note that
√
n
(
M
n
− Xk
n
)
/
√
2pk = max
{√
n (pˆj − pˆk) /
√
2pk : j = 1, . . . , k − 1
}
. (6)
Because pˆ converges to p almost surely, (6) has the same limiting distribution as
max
{√
n (pˆj − pˆk) /
√
2pk : j < k, pj = pk
}
(7)
for p ∈ ∂H0. Because
√
n(pˆ−p) converges in distribution to N(0, diag(p)−pp′), (7) converges
in distribution to MZ ≡ max{Z1, . . . , Zh}, where h is the number of j < k such that pj = pk and
Z ≡ (Z1, . . . , Zh)′ ∼ Nh(0, 12I + 12J) with I the h× h identity matrix and J the h× h matrix of
ones. This result combined with the definition of Tn in (4) yields the following theorem.
Theorem 1. For p ∈ ∂H0, the likelihood ratio test statistic Tn converges in distribution to the
random variableM2Z1(MZ < 0), whereMZ is the largest component of a Nh(0,
1
2
I + 1
2
J) vector
and 1(·) denotes the indicator function.
2.2. The Least Favorable Asymptotic Null Distribution of the Likelihood Ratio Test Statistic
The asymptotic distribution of Tn under the null hypothesis is not fixed but instead will depend on
the true value of p ∈ H0. To establish an approximate significance level α likelihood ratio test, we
seek a critical value tα such that
sup
p∈H0
lim
n→∞
Pp(Tn ≥ tα) ≤ α,
where Pp(·) denotes the probability distribution when the true parameter is p. As noted in the
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previous section, Tn converges almost surely to 0 for p ∈ H0 \ ∂H0. Thus, it is sufficient to
consider the supremum over p ∈ ∂H0. By Theorem 1, the asymptotic distribution Tn for p ∈ ∂H0
depends only on h, the number of j < k such that pj = pk. For any t ≥ 0,
P{M2Z1(MZ < 0) ≥ t} = P (MZ ≤ −
√
t) ≤ Φ(−√t), (8)
where Φ(·) denotes the standard normal cumulative distribution function. For h = 1, MZ ∼
N(0, 1) so that the upper bound in (8) is attained. Thus, we have established that the least favor-
able asymptotic null distribution is that of the random variable M2Z1(MZ < 0) when h = 1. The
distribution of this random variable is easily seen to be an equal mixture of unit mass at zero and
a χ2 distribution with 1 degree of freedom. This distribution is known as a chi-bar-square distri-
bution in order restricted inference literature (see, for example, Robertson et al. 1988). We have
established the following theorem.
Theorem 2. For any t ∈ IR,
sup
p∈H0
lim
n→∞
Pp(Tn ≥ t) = 1
2
1(t ≤ 0) + 1
2
P (χ21 ≥ t),
where χ21 is a χ
2 random variable with 1 degree of freedom.
The following corollary is a simple consequence of Theorem 2 and provides a critical value for
an approximate significance level α test of H0 vs. HA.
Corollary. For α ∈ (0, 1/2),
sup
p∈H0
lim
n→∞
Pp{Tn ≥ χ21(1− 2α)} = α,
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where χ21(1− 2α) denotes the 1− 2α quantile of a χ2 distribution with 1 degree of freedom.
Thus, for sufficiently large n, an approximate significance level α likelihood ratio test of H0
vs. HA rejects H0 if and only if Tn ≥ χ21(1 − 2α). The approximate p-value for the test is given
by P (χ21 ≥ Tn|Tn)/2, where χ21 denotes a χ2 random variable with 1 degree of freedom that is
independent of Tn.
3. Intersection Union Tests for the Supremacy of a Multinomial Cell Probability
Berger (1997) recommends the IUT method when a null parameter space is naturally expressed as
a union, as in our expression (2). To establish an IUT for our problem, we simply test H0j : p ∈ Cj
vs. HAj : p /∈ Cj for each j = 1, . . . , k − 1. We reject H0 at level α if and only if H0j is rejected
at level α for all j = 1, . . . , k − 1. This approach provides a level-α test of H0 by Theorem 1 of
Berger (1982), Theorem 15.1.1 in Berger (1997), or Proposition 5.3.1 in Silvapulle and Sen (2005).
As a natural starting point, consider an IUT based on asymptotic size-α likelihood ratio tests
of H0j for j = 1, . . . , k − 1. By the work in Section 2, the likelihood ratio statistic for testing
H0j is given by Lj ≡ −2 log λ(pˆ(j)), where λ(pˆ(j)) is as defined in (3) for j = 1, . . . , k − 1.
Furthermore, for any j = 1, . . . , k − 1; it is straightforward to show that the asymptotic size-α
test of H0j rejects H0j if and only if Lj ≥ χ21(1 − 2α). Because x log
(
x+y
2x
)
+ y log
(
x+y
2y
)
is
an increasing function of x for 0 ≤ x < y, the smallest of these statistics is obtained for any j
such that Xj = M ≡ max{X1, . . . , Xk−1}. It follows that min{Lj : j = 1, . . . , k − 1} = Tn
and that the asymptotic size-α IUT for testing H0 that is based on likelihood ratio tests of H0j for
j = 1, . . . , k − 1 rejects H0 if and only if Tn ≥ χ21(1 − 2α). Hence, the IUT is the same as the
likelihood ratio test established in Section 2.
Note that for testing problems in which the sample size is fixed, Theorem 15.2.1 of Berger
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(1997) provides sufficient conditions for the size-α likelihood ratio test to be the same as the
IUT based on individual size-α likelihood ratio tests. Although Berger’s theorem is not directly
applicable in our case, it is easy to establish an asymptotic version of the theorem that covers our
special case by making simple adjustments to the proofs in Berger (1982) and Berger (1997).
Rather than using likelihood ratio tests to form an IUT, we can construct an IUT of H0 using
alternative procedures for testing H0j for j = 1, . . . , k − 1. For example, score tests or Wald tests
could be used to test each H0j . For each j = 1, . . . , k − 1, the score and Wald test statistics are
Sj =
n{(pˆk − pˆj)+}2
pˆk + pˆj
and Wj =
n{(pˆk − pˆj)+}2
pˆk + pˆj − (pˆk − pˆj)2 ,
respectively, where (x)+ = x if x > 0 and 0 otherwise. The asymptotic size-α likelihood ratio,
score, and Wald tests each reject H0j if and only if the test statistic (Lj, Sj, or Wj) exceeds χ2(1−
2α). The tests are asymptotically equivalent when pj = pk but are not equivalent in general. The
question of which test to use is similar to the issue discussed by Robbins (1977) and Eberhardt
and Fligner (1977) for comparing the success probabilities of two independent binomial random
variables. Note that Sj ≤ Wj with strict inequality whenever pˆj < pˆk. Thus, the Wald test is more
powerful than the score test. We investigate the finite-sample performance of these tests through
simulations presented in Section 4.
In addition to the asymptotic IUTs for testing H0, we consider a finite-sample level-α IUT
based on conditional tests of H0j for each j = 1, . . . , k − 1. Note that when p ∈ ∂H0j = {p :
pj = pk}, the conditional distribution of Xk, given Xj + Xk = mj , is Binomial(mj, 1/2). Thus,
a p-value for testing H0j that is valid for all n is P (Bj ≥ xk), where Bj ∼ Binomial(mj, 1/2)
and xk denotes the observed value of Xk. Thus, the corresponding IUT rejects H0 at level α if and
only if max{P (Bj ≥ xk) : j = 1, . . . , k − 1} ≤ α or, equivalently, if and only if P (B ≥ xk) ≤ α
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where B ∼ Binomial(m, 1/2) with m = max{x1, . . . , xk−1}+ xk.
4. A Simulation Study
We conducted a simulation study to evaluate the finite-sample performance of our proposed testing
procedures. We considered significance level α = 0.05 tests with n = 50, 200, and 1000 for
various choices of p in the null (Table 1) and the alternative (Table 2) parameter spaces. For each
simulation setting, 100,000 replications were used to estimate the type I error rates and powers in
Tables 1 and 2, respectively. Thus, each standard error is bounded above by 0.0016. For symmetry
of presentation, we used k = 5, but note that in many cases some components of the vector p are
0, which is equivalent to considering choices of k < 5.
The results in Table 1 show that the type I error rates of the proposed testing procedures are at
or below nominal levels for most of the scenarios studied. The largest type I error rate relative to
the nominal level occurred for the case of p = (0, 0, 0, 1/2, 1/2)′ and n = 50, where the estimated
type I error rate was 0.059 for the likelihood ratio test and the asymptotic IUTs. Although this is
significantly above the nominal level based on 100,000 simulation replications, it is not alarmingly
high from a practical standpoint. Note that the actual type I error rates appear to be substantially
lower than the nominal levels when more than two cells are tied for the highest probability (h ≥
2). This is consistent with the results of Section 2 which show that such vectors p are not least
favorable in H0. As predicted by the analytical work in Section 2.2, type I error rates are closer to
nominal (especially for larger sample sizes) for least favorable vectors p with h = 1. The type I
error rates for the IUT based on conditional tests are guaranteed to be bounded above by 0.05, and
in many cases, the simulation results suggest that the actual type I error rates are substantially less
than 0.05 and less than the type I error rates of the asymptotic procedures.
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The results in Table 2 illustrate the power characteristics of the proposed procedures. Power
increases with sample size n and the distance of p from H0, which is given by the discrepancy
between pk and M . The asymptotic procedures tend to be more powerful than the IUT based on
conditional tests. The IUT based on Wald tests seems to hold a very slight power advantage over
the IUT based on likelihood ratio tests or score tests, though the differences among these asymp-
totic procedures appears practically inconsequential.
5. Example Data Analysis
In this section, we present a brief example analysis for each of two data sets. The first data set
served as the motivation for this work. The second is simply readily available data that shows the
utility of the method for examining a scientific question regarding voter behavior. As noted in the
Introduction, the proposed method has application in many other areas.
5.1. An Investigation of Parent-Child Resemblance
To objectively investigate commonly made claims of striking resemblance between parents and
infant children, Nettleton and Froelich (2008) conducted a study to determine whether the resem-
blance between a mother and her infant daughter was stronger than the resemblance between the
mother and each of three unrelated babies. Study participants were presented with a photograph
of the mother along with the photographs of four babies including the daughter of the mother.
Participants were asked to guess which of the four babies was the daughter.
The multinomial response vector was X = (12, 14, 43, 54)′, where the fourth cell represents
the number of correct guesses among the total of 123 responses. If participants were guessing
randomly in such a way that each baby would be equally likely to be selected, we would ex-
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pect approximately 30.75 subjects to select each baby. The observed vector deviates significantly
from that expectation. More specifically, the probability of 54 or more correct guesses under the
“equally likely” model is about 0.0000038. This provides some evidence of resemblance between
mother and child. However, to claim that the mother looks more like her own child than any of
the other three babies, we should test H0 vs. HA and find in favor of the alternative. Based on
X = (12, 14, 43, 54)′, the p-values for our asymptotic tests are each approximately 0.13, and the
p-value for the IUT based on conditional tests is approximately 0.15. These results provide only
very weak evidence in favor of the alternative hypothesis.
5.2. An Investigation of the Effect of Candidate Ballot Order on Election Results
Brook and Upton (1974) studied the effect of candidate ballot order on the results of local govern-
ment elections in England and Whales. They considered a sample of 948 combinations of political
party and ward in which exactly three candidates within a single party were running for election.
Within a particular such party/ward combination, the results of voting were summarized by a per-
mutation of the letters a, b, and c. In their notation, the permutation abc denotes the case where the
first candidate listed on the ballot received the most votes, followed by the second candidate on the
ballot, followed by the third candidate. Similarly, bca denotes the case where the second candidate
on the ballot received the most votes and the first candidate on ballot the least. Other permutations
are defined analogously. The counts for permutations abc, acb, bac, bca, cab, and cba were 232,
136, 174, 151, 114, and 141, respectively.
Brook and Upton hypothesized that the permutation abc – in which the final order of votes
matches the order of the names on the ballot – may be more likely than any other when many
voters have little information to distinguish candidates within their preferred party. We can test for
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evidence in favor of this hypothesis by considering the counts as a multinomial response vector
and conducting a test of H0 vs. HA with cell abc corresponding to k = 6. The p-values for all
four of our testing procedures were 0.002 when rounded to the third decimal place. This provides
strong evidence in favor of the hypothesis that the final order of votes is more likely to match the
ballot order than any other.
6. Testing whether the cell with the largest observed frequency is uniquely most probable
This paper has focused on testing whether one particular multinomial cell – chosen prior to observ-
ingX – is more probable than all others. In some cases, special interest in a particular multinomial
cell may arise only after observing that it is most frequent in the multinomial vector X . For ex-
ample, suppose that there were no a priori interest in permutation abc in the voter data discussed
in Section 5.2. After seeing the election results for the 948 party/ward combinations, it would be
natural to wonder if permutation abc was more probable than all other permutations.
To address the question with an asymptotic testing procedure, we need only consider the case
where multiple cells are tied for the largest probability. Without loss of generality, suppose p =
(p1, . . . , pk−h−1, p, . . . , p)′ for some h > 0 where pj < p for all j = 1, . . . , k − h − 1. For all
j = 1, . . . , k, let T (j)n denote the statistic Tn in (4) obtained by exchanging labels on the jth and kth
cells. Define T ∗n = max{T (j)n : j = 1, . . . , k} so that T ∗n is simply the value of Tn that is obtained
14
by defining the cell with the largest observed frequency to be the kth. It follows that
lim
n→∞
Pp(T
∗
n ≥ t) = lim
n→∞
k∑
j=k−h
Pp(T
∗
n ≥ t|T ∗n = T (j)n )Pp(T ∗n = T (j)n )
= lim
n→∞
k∑
j=k−h
Pp(T
∗
n ≥ t|T ∗n = T (k)n )
1
h+ 1
= lim
n→∞
Pp(T
∗
n ≥ t|T ∗n = T (k)n )
= lim
n→∞
Pp(Tn ≥ t|pˆk > pˆj ∀ j = k − h, . . . , k − 1)
= P (M2Z ≥ t|MZ < 0), (9)
where the last equality follows from the same argument used to establish Theorem 1.
Now for any t > 0,
P (M2Z ≥ t|MZ < 0) ≤ P (Z2 ≥ t|Z < 0) = P (Z2 ≥ t) = P (χ21 ≥ t), (10)
where Z ∼ N(0, 1) and χ21 is a χ2 random variable with 1 degree of freedom. When h = 1,
MZ ∼ N(0, 1) and the upper bound in (10) is obtained. Combining this result with (9) yields the
following theorem.
Theorem 3. Suppose h + 1 elements of the vector p are equal to one another and strictly greater
than all other elements of p for some h > 0. Then for all α ∈ (0, 1),
lim
n→∞
Pp{T ∗n ≥ χ21(1− α)} ≤ α,
where χ21(1−α) denotes the 1−α quantile of a χ2 distribution with 1 degree of freedom. Further-
more, equality holds if h = 1.
It follows from Theorem 3 that an asymptotic α-level test can be obtained by concluding
that the cell with the largest observed frequency is uniquely most probable if and only if T ∗n ≥
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χ21(1 − α). If we use this procedure to test whether the cell associated with permutation abc is
uniquely most probable for the voter data, we obtain a p-value of approximately 0.004, which is
simply twice the p-value obtained in Section 5 where our interest in testing cell abc was assumed
to exist prior to observing X .
6.1. Relationship to the likelihood ratio test for the existence of a uniquely most probable cell
As remarked in the Introduction, our results are very closely related to the work of Berry (2001).
Berry considered a likelihood ratio test for the existence of a uniquely most probable cell. Berry
showed that the asymptotic rejection region of his likelihood ratio test is (using our notation) of
the form (h + 1)P (Z1 ≥
√
t, . . . , Zh ≥
√
t). Our test statistic T ∗n is easily seen to be identical to
Berry’s test statistic given in equation (3) of Berry (2001). Furthermore, our result in equation (9)
can be rewritten as
lim
n→∞
Pp(T
∗
n ≥ t) = P (M2Z ≥ t|MZ < 0)
= P (M2Z ≥ t,MZ < 0)/P (MZ < 0)
= P (Z1 ≤ −
√
t, . . . , Zh ≤ −
√
t)/P (Z1 < 0, . . . , Zh < 0)
= (h+ 1)P (Z1 ≥
√
t, . . . , Zh ≥
√
t),
where the last equality can be proved by noting that
P (Z1 < 0, . . . , Zh < 0) = P (Y1 − Yh+1 < 0, . . . , Yh − Yh+1 < 0)
= P (Y1 < Yh+1, . . . , Yh < Yh+1)
= P (Yh+1 = max{Y1, . . . , Yh+1}) = 1
h+ 1
,
where Y1, . . . , Yh+1 are independent and identically distributed normal random variables with mean
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0 and variance 1/2. Thus, the main results of Berry (2001) are equivalent to results that we obtained
in Section 6.
Berry claimed that rejection of his null hypothesis implies the existence of a uniquely most
probable cell whose identity is unknown. In contrast, we claim that the cell with the highest esti-
mated probability may be declared uniquely most probable when T ∗n exceeds χ
2(1 − α) and that
the asymptotic probability of an incorrect selection will be no larger than α when applying this
procedure. To see why it is safe to make this additional claim, simply note that the asymptotic
probability of incorrect selection is 0 when a uniquely most probable cell exists.
6.2. Relationship between the Likelihood Ratio Test and a Union-Intersection Test
In this subsection, we show that our proposed testing procedure for identifying a uniquely most
probable cell can be viewed as a Union-Intersection Test (UIT). UITs are closely related to IUTs
and have a long history that dates back to at least Roy (1953). A contemporary review is provided
by Silvapulle and Sen (2005). UITs are potentially useful when the null parameter space can be
written as an intersection of component null parameter spaces whose corresponding component
null hypotheses are relatively straightforward to test individually. Because the null corresponding
to the intersection must be false if any component null hypothesis is false, the rejection region of
an UIT is the union of rejection regions for tests of the component null hypotheses.
In our case, note that the null hypothesis of no uniquely most probable cell can be written as
H0 : p ∈
k⋂
j=1
Uj, where Uj ≡
⋃
j′ 6=j
{p : pj ≤ pj′} for j = 1, . . . , k. (11)
Consider the component null hypotheses H(j)0 : p ∈ Uj , defined for j = 1, . . . , k. Note that H(k)0
is precisely the null hypothesis (2). Thus, the work in Sections 2 and 3 of this paper provides like-
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lihood ratio tests and IUTs, respectively, that can be used to test each component null hypothesis.
In particular, if we choose the likelihood ratio test or, equivalently, the IUT based on likelihood
ratio tests to test H(j)0 , we reject H
(j)
0 for large values of T
(j)
n . Thus, the corresponding UIT re-
jects H0 in (11) if any one of the statistics T
(1)
n , . . . , T
(k)
n is sufficiently large or, equivalently, if
max{T (j)n : j = 1, . . . , k} = T ∗n is sufficiently large. Thus, the test that we proposed at the begin-
ning of Section 6 is a UIT. More specifically, it is a UIT for which each component null hypothesis
is tested with an IUT.
6.3. Relationship to the classic and modern selection literature
The problems that we have considered are similar to problems studied in the classic selection
literature (see, for example, Gupta and Panchapakesan 1979). Two primary formulations of the
selection problem have been investigated extensively. In the indifference zone formulation, interest
rests on determining the sample size necessary for the most probable multinomial cell to have
the largest observed frequency with probability at least 1 − α, given that the largest multinomial
cell probability is larger than the next largest by an additive (or multiplicative) factor δ. This
formulation is not so relevant for our problem because we must be concerned with the situation in
which multiple cells are tied for the largest cell probability.
The second major formulation of the selection problem is known as the probability of correct
selection formulation. The goal is to determine a set of cells that contains the most probable cell
with probability at least 1 − α. In principle, this type of selection procedure could be used to
declare that the cell with the largest observed frequency is uniquely most probable if the selected
set contains only one cell. Unfortunately, if multiple cells are tied for the largest probability, it is
typically assumed that one of the top cells is arbitrarily designated the “best” so that selection of
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only that “best” cell is considered correct even though other cells may be equally probable (Gupta
and Panchapakesan 1979, pp. 10–11). Converting such a selection procedure into a test could result
in a testing procedure with a higher than nominal type I error rate when multiple cells are tied for
the largest probability.
More recent work on selection by Ng and Panchapakesan (2007) provides a method for testing
whether the cell first to reach a specified count in sequential multinomial sampling has a larger
success probability than all others. More specifically, Ng and Panchapakesan consider sequentially
drawing independent observations, each distributed as Multinomial(1; p1, . . . , pk), until the total
count in any cell first reaches a pre-specified valueQ. Using the difference betweenQ and the next
largest observed cell count as a statistic for testing whether the first cell to reachQ is uniquely most
probable, Ng and Panchapakesan (2007) show how to compute a p-value from a single integral
involving the gamma distribution. The problem that we have addressed in Section 6 can be viewed
as the fixed-sample-size analog of this sequential analysis problem.
Ng and Panchapakesan (2007) utilized some key results from Gutmann and Maymin (1987)
who considered the problem of determining whether the population with the largest sample mean
has the uniquely largest population mean in the context of independent samples from k normal
populations. Our problem is the natural analog of this problem for the case of multinomial sam-
pling.
Other recent work has considered selection of the “best treatment” in more general settings
and with a focus on decision-theoretic properties of selection rules. Some examples include
Abughalous and Bansal (1995) on selection of the one-parameter exponential family with the
largest mean, Bansal and Gupta (1997) on selection of the best treatment in the normal general
linear model, and Bansal and Miescke (2006) on selection in the framework of generalized linear
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models. The focus of this research is on determining experimental designs for which selection
rules can be obtained that are Bayes rules with respect to given loss functions and priors on model
parameters. Although this work is general in scope, it is not directly applicable to our multinomial
problem.
7. Conclusion
We have developed the likelihood ratio test and four IUTs for testing whether a specified multi-
nomial cell probability is larger than all others. We have shown that the likelihood ratio test is
equivalent to the IUT based on likelihood ratio tests of relatively simple component null hypothe-
ses. We have also demonstrated that Berry’s (2001) likelihood ratio test for the existence of a
uniquely most probable cell is equivalent to a UIT whose component null hypotheses are tested
with IUTs. Although most of our proposed testing procedures are asymptotic, we have presented
an IUT based on conditional tests that is valid – regardless of sample size – for testing whether a
specified cell probability is larger than all others. Our simulations suggest that the asymptotic pro-
cedures are preferred for moderate to large sample sizes, but the the IUT based on conditional tests
is a useful option when a small sample size casts doubt on the validity of the asymptotic procedures.
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Table 1. Type I error rates of the nominal 0.05-level likelihood ratio test (LRT) and intersection
union tests based on likelihood ratio tests (LRT), Wald tests (IUTWald), score tests (IUTscore), and
conditional tests (IUTcond.) for various sample sizes (n) and null parameter configurations. Val-
ues are estimated from 100,000 replications; thus, each standard error is bounded above by 0.0016.
p1 p2 p3 p4 p5 n LRT IUTWald IUTscore IUTcond.
0 0 0 1/2 1/2 50 0.059 0.059 0.059 0.032
0 0 1/3 1/3 1/3 0.009 0.013 0.009 0.007
0 0 1/5 2/5 2/5 0.045 0.050 0.044 0.033
0 1/4 1/4 1/4 1/4 0.004 0.005 0.004 0.002
0 1/7 2/7 2/7 2/7 0.010 0.012 0.010 0.006
0 1/6 1/6 1/3 1/3 0.039 0.044 0.039 0.027
1/5 1/5 1/5 1/5 1/5 0.002 0.002 0.002 0.001
1/9 2/9 2/9 2/9 2/9 0.004 0.005 0.004 0.002
1/8 1/8 1/4 1/4 1/4 0.010 0.011 0.010 0.006
1/7 1/7 1/7 2/7 2/7 0.033 0.038 0.033 0.022
0 0 0 1/2 1/2 200 0.052 0.052 0.052 0.038
0 0 1/3 1/3 1/3 0.013 0.013 0.012 0.010
0 0 1/5 2/5 2/5 0.051 0.052 0.050 0.042
0 1/4 1/4 1/4 1/4 0.005 0.005 0.004 0.003
0 1/7 2/7 2/7 2/7 0.012 0.012 0.011 0.009
0 1/6 1/6 1/3 1/3 0.051 0.052 0.051 0.042
1/5 1/5 1/5 1/5 1/5 0.002 0.002 0.002 0.001
1/9 2/9 2/9 2/9 2/9 0.004 0.004 0.004 0.003
1/8 1/8 1/4 1/4 1/4 0.012 0.012 0.011 0.008
1/7 1/7 1/7 2/7 2/7 0.050 0.050 0.049 0.041
0 0 0 1/2 1/2 1000 0.046 0.053 0.046 0.046
0 0 1/3 1/3 1/3 0.012 0.012 0.012 0.011
0 0 1/5 2/5 2/5 0.050 0.051 0.050 0.047
0 1/4 1/4 1/4 1/4 0.005 0.005 0.005 0.004
0 1/7 2/7 2/7 2/7 0.012 0.012 0.012 0.011
0 1/6 1/6 1/3 1/3 0.050 0.050 0.050 0.046
1/5 1/5 1/5 1/5 1/5 0.002 0.002 0.002 0.002
1/9 2/9 2/9 2/9 2/9 0.005 0.005 0.005 0.004
1/8 1/8 1/4 1/4 1/4 0.012 0.012 0.012 0.010
1/7 1/7 1/7 2/7 2/7 0.050 0.051 0.050 0.046
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Table 2. Powers of the 0.05-level likelihood ratio test (LRT) and intersection union tests based
on likelihood ratio tests (LRT), Wald tests (IUTWald), score tests (IUTscore), and conditional tests
(IUTcond.) for various sample sizes (n) and alternative parameter configurations. Values are esti-
mated from 100,000 replications; thus, each standard error is bounded above by 0.0016.
p1 p2 p3 p4 p5 n LRT IUTWald IUTscore IUTcond.
.00 .00 .00 .45 .55 50 0.199 0.199 0.199 0.128
.00 .00 .00 .35 .65 0.725 0.725 0.725 0.621
.00 .00 .30 .30 .40 0.085 0.102 0.085 0.070
.00 .00 .20 .20 .60 0.919 0.926 0.917 0.893
.00 .10 .10 .35 .45 0.196 0.206 0.194 0.158
.00 .10 .10 .25 .55 0.784 0.795 0.781 0.736
.00 .10 .10 .15 .65 0.996 0.997 0.996 0.994
.10 .10 .10 .30 .40 0.209 0.223 0.209 0.168
.10 .10 .10 .20 .50 0.827 0.841 0.827 0.783
.10 .10 .10 .10 .60 0.997 0.997 0.997 0.995
.00 .00 .00 .45 .55 200 0.418 0.418 0.418 0.364
.00 .00 .00 .35 .65 0.997 0.997 0.997 0.995
.00 .00 .30 .30 .40 0.363 0.363 0.359 0.327
.00 .00 .20 .20 .60 1.000 1.000 1.000 1.000
.00 .10 .10 .35 .45 0.477 0.480 0.472 0.443
.00 .10 .10 .25 .55 0.999 0.999 0.999 0.999
.00 .10 .10 .15 .65 1.000 1.000 1.000 1.000
.10 .10 .10 .30 .40 0.521 0.524 0.519 0.484
.10 .10 .10 .20 .50 1.000 1.000 1.000 1.000
.10 .10 .10 .10 .60 1.000 1.000 1.000 1.000
.00 .00 .00 .45 .55 1000 0.932 0.939 0.932 0.932
.00 .00 .00 .35 .65 1.000 1.000 1.000 1.000
.00 .00 .30 .30 .40 0.972 0.972 0.972 0.969
.00 .00 .20 .20 .60 1.000 1.000 1.000 1.000
.00 .10 .10 .35 .45 0.971 0.972 0.971 0.969
.00 .10 .10 .25 .55 1.000 1.000 1.000 1.000
.00 .10 .10 .15 .65 1.000 1.000 1.000 1.000
.10 .10 .10 .30 .40 0.984 0.984 0.984 0.983
.10 .10 .10 .20 .50 1.000 1.000 1.000 1.000
.10 .10 .10 .10 .60 1.000 1.000 1.000 1.000
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Figure 1: Barycentric plot of the parameter space P partitioned into the null (H0) and alternative
(HA) subsets for the case of k = 3. Those unfamiliar with the barycentric representation may
wish to interpret it as a view of the parameter space looking from the origin in IR3 toward the point
(1/3, 1/3, 1/3). An example maximum likelihood estimator of p (denoted pˆ) is plotted along with
the corresponding maximum likelihood estimator of p subject to the restriction imposed by H0
(denoted p˜).
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