Classification based on the One-vs-One decomposition strategy has shown a high quality for addressing those problems with multiple classes, even if the learning model enables the discrimination among several concepts. The main phase of the pairwise learning is the decision process, where the outputs of the binary classifiers are combined to give a single output. Recently, it has been shown that standard decision techniques do not take into account the influence of the non-competent classifiers, i.e. those that were not trained using the class of the query example, and this can deteriorate the performance of the model. In accordance with the former, a "Dynamic Classifier Selection" for the Onevs-One approach was proposed to alleviate this issue. It basically consists of finding those classifiers whose outputs are closest to the input example, and thus remove those ones which are not related with it. In this work, we want to analyse the goodness for the former approach using a fuzzy-type baseline classifier. Experimental results show that there is in fact a significant leap in the global performance when this model is applied, both versus the standard fuzzy rule based classification system, and the One-vs-One learning approach.
Introduction
Classification is one of the most studied problems in machine learning and data mining [1] . It is a task that, from a supervised learning point of view, consists of inducing a mapping which allows to determine the class of a new pattern from a set of attributes. Most commonly used classifiers in Data Mining are intrinsically designed to deal with binary-class problems. However, multi-class problems are usually more difficult, since the complexity of finding the decision boundaries increases.
In this context, decomposition strategies [2] can be used to transform the original multi-class problem into binary subsets, which are easier to discriminate. The classifiers use to face the binary problems are referred to as base learners or base classifiers of the ensemble [3] . Even when these base classifiers are able to cope with multi-class problems, it has been shown that the use of binarization techniques allows the enhancement of the performance from the standard case [4, 5] .
This contribution makes use of the extension of linguistic Fuzzy Rule Based Classification Systems (FRBCSs) [6] for a multi-classifier model by means of the One-vs-One (OVO) strategy [7] . This approach divides the original problem in as many pairs of classes as possible, ignoring the examples that do not belong to the related classes. Then, a single classifier is learnt for each binary-problem, and the outputs of these classifiers are finally combined in order to obtain the final class label for a given instance [4] .
In order to aggregate the output for all binary classifiers, the simplest and most widely used method in pairwise learning is applying a "Weighted Voting" (WV) [8] so that the final class is assigned by taking the maximum vote among the summation of the scores for the binary classifiers associated to the same class.
The previous procedure has an inherent problem: all base classifiers will be fired for a given instance, even when they are not related with its output class. Therefore, these classifiers will submit an erroneous score that can be regarded as noise in the aggregation phase. This case is better known as the "noncompetent classifiers problem" [8] , which can mislead the correct labeling of the query example.
A simple yet effective way to overcome this problem, is to use a novel aggregation strategy based on Dynamic Classifier Selection (DCS) [9, 10] , which could reduce the number of non-competent classifiers in the classification phase. This procedure analyzes the neighbourhood of the example prior to the decision step, and removes the output for those classifiers whose related class are "far enough" in the input space area. This new scheme is known as dynamic OVO [11] , and it has shown to successfully improve the behaviour of the standard OVO approach for standard baseline classifiers.
The success of FRBCSs, among other Soft Com-puting techniques, is related to their smoothness when defining the borderline areas in complex problems [12] , as well as their good interpretability due to the usage of linguistic variables, which are easier to understand for the experts or end-users [13] . In this contribution we aim at investigating whether the use of the dynamic OVO can enhance the performance with respect to the original FRBCS and the OVO approach, using the Chi et al.'s method [14] as baseline classifier. Specifically, we will show that this combination between both techniques may result on a more positive synergy, leading to a higher gap in the results when contrasted versus those shown by any other type of classifiers from the specialized literature (as shown in [11] ). The experiments carried out include a set of nineteen real-world problems from the KEEL data-set repository [15] . In addition to the usage of the standard accuracy rate to evaluate the performance of the classifiers, we include the kappa measure [16] accounting for the balance among the prediction of all classes. Finally, the comparisons among the results obtained are contrasted using the proper statistical tests [17, 18] .
This contribution is arranged as follows. In Section 2, we provide a brief introduction to FRBCSs and the OVO learning scheme. Next, Section 3 describes the approach that overcomes the noncompetent problem in an OVO scheme, i.e. the dynamic OVO. In Section 4, the experimental analysis is carried out. Finally, Section 5 concludes the paper.
Preliminaries: Fuzzy Rule Based Classification Systems and Pairwise Learning
This section introduces the main features of FRBCS (Subsection 2.1). Then, we recall the basis of OVO strategy and its simplest aggregation (Subsection 2.2), which will be later used to explain the DCS scheme.
A short overview on FRBCS
Any classification problem consists of m training patterns (1) where R j is the label of the jth rule, x = (x 1 , . . . , x n ) is an n-dimensional pattern vector, A ji is an antecedent fuzzy set, C j is a class label, and RW j is the rule weight [19] . We use triangular membership functions as antecedent fuzzy sets.
When a new pattern x p is selected for classification, then the steps of the fuzzy reasoning method are as follows:
1. Matching degree, that is, the strength of activation of the if-part for all rules in the Rule Base with the pattern x p . In order to carry out this computation, a conjunction operator γ shall be applied. This operator is used to combine the membership degrees for every variable of the example, which were obtained by means of the µ function. Traditionally, a T-norm is selected for this purpose, although any aggregation operator can be employed [20] :
2. Association degree. To compute the association degree of the pattern x p with the M classes according to each rule in the Rule Base.
To this end, a combination operator h is applied in order to combine the matching degree with the rule weight (RW). In our case, this association degree only refers to the consequent class of the rule (i.e. k = Class(R j )).
3. Pattern classification soundness degree for all classes. We use an aggregation function f , which combines the positive degrees of association calculated in the previous step.
4. Classification. We apply a decision function F over the soundness degree of the system for the pattern classification for all classes. This function will determine the class label l corresponding to the maximum value.
Where L denotes the number of rules in the Rule Base and M the number of classes of the problem.
Fuzzy learning methods are the basis to build a FRBCS. The algorithm used in this work is the method proposed in [14] , that we have called the Chi et al.'s rule generation.
To generate the fuzzy rule base this FRBCSs design method determines the relationship between the variables of the problem and establishes an association between the space of the features and the space of the classes by means of the following steps:
Establishment of the linguistic partitions.
Once the domain of variation of each feature A i is determined, the fuzzy partitions are computed. This is carried out by means of triangular homogenous partitions within the range of the variable.
Generation of a fuzzy rule for each example
To do this is necessary:
2.1 To compute the matching degree µ(x p ) of the example to the different fuzzy regions using a conjunction operator (usually modeled with a minimum or product T-norm). 2.2 To assign the example x p to the fuzzy region with the greatest membership degree. 2.3 To generate a rule for the example, whose antecedent is determined by the selected fuzzy region and whose consequent is the label of class of the example. 2.4 To compute the rule weight.
Decomposition strategies: One-vs-One
The use of decomposition strategies in multiclassification has shown to be of great interest in the research community [2, 4] , including FRBCS [21, 22, 20] . The main idea for this learning scheme is to address a multiple classes problem by means of binary classifiers, following a divide and conquer paradigm. Finally, when a new example arrives the system, output is obtained by combining the confidence degrees of each single classifier. Therefore, the way the decision process is carried out has a strong influence in the classification performance [4] .
OVO [7] and One-vs-All [23] decompositions are known to be the most common approaches. The former consists of learning a binary classifier to discern between each pair of classes, whereas the latter constructs a binary classifier to separate each single class from all other classes. Between both approaches, OVO is the most extended scheme, established by default in several widely used software tools [24, 25, 26] .
OVO divides a m-class problem into m(m − 1)/2 independent binary subproblems by contrasting all classes among them, each of which is learnt by a single classifier. In the classification stage, the input instance is presented to all classifiers, so that each one of them outputs a confidence degree r ij and r ji ∈ [0, 1] in favor of their couple of classes C i and C j (usually r ji = 1 − r ij ). Then, these confidence degrees are set within a score-matrix:
Different aggregations have been developed in order to compute the final class [4] . The simplest aggregation, yet powerful is the voting strategy, where each classifier votes for its predicted class, and the class obtaining the largest number of votes is predicted. However, in this work we aim to benefit from the features of fuzzy classifiers and to make use of the framework of fuzzy preference relations for classification [27] . In this scheme, the classification problem is translated into a decision making problem for determining the output among all predictions for the binary classifiers. Specifically, in this paper we consider the use of a maximal NonDominance Criterion (ND) [21] for the final decision process. This method predicts the class which is less dominated by all the remaining classes:
where r ′ ji corresponds to the normalized and strict score-matrix.
Dynamic Classifier Selection for One-vs-One Strategy
The OVO approach has shown to be a very powerful strategy to improve the accuracy in multiple class problems, even when the baseline classifier can cope with them. However, since all binary classifiers always give an output score for a query instance, those values which are not directly related with the actual class of the instance may lead to noise in the decision process, and therefore to an erroneous classification. This is known as the "non-competence classifier problem" [8] , and addressing this issue can lead to the enhancement of the final system. The main hitch is that we cannot know a priori which are the competent classifiers for a given instance, but we can restrict the score matrix for a small subset of classes to whom membership is more probable. In the same way as in other DCS methods [28] , we consider to use the neighbors of the instance to be classified in order to decide whether a classifier may be competent or not. The dynamic OVO procedure is composed of the steps shown in Algorithm 1.
In summary, this process carries out a preselection of the most-likely classes of the example among a large number of neighbors (k = 3 · m), trying to provide a good trade-off between including enough "similar" classes and removing noncompetent classifiers. Using the former value of k, it is quite improbable that the correct class is removed from the score-matrix and, even if that was the case, then we may be coping with an outlier or rare instance, so that the original OVO scheme would not predict it properly. The case of 6 · m as a limit for the search procedure, which is hardly ever reached, is established aiming to not extend this search excessively in such rare cases.
Finally, any aggregation mechanism can be used to decide over the new post-processed score-matrix. Nevertheless, the original dynamic OVO procedure has shown a more robust behaviour when the WV return R ◃ Standard OVO approach 13: end if 14: end procedure strategy is selected [11] . For this reason, we will include the combination of both WV and dynamic OVO mechanisms in our experimental study. We must recall that for the standard OVO approach, the ND criterion has been selected due to its robustness for FRBCSs.
The use of this approach has just a small computational load related to the use of the kNN classifier. Specifically, its complexity is of O(n · m), with m being the number of classes and n the number of examples in the training set.
In order to have a better understanding of the features of dynamic OVO, an illustrative example for the working procedure of this approach can be found at [11] .
Experimental Study
In this section we will show the study of the performance for the Dynamic OVO approach in FRBCSs. The quality of this proposed methodology will be contrasted versus both the standard fuzzy learning algorithm and the OVO scheme.
In order to do so, we will first introduce the parameters used for the learning stage (Subsection 4.1). Then, we will describe the benchmark problems and the evaluation methodology (Subsection 4.2). Finally, we will present the experimental results and a brief discussion stressing the main findings achieved from this analysis (Subsection 4.3).
Base classifier and parameters
We consider the Chi et al.'s fuzzy rule learning [14] as base classifier to study the validity of the DCS methodology (Dynamic OVO aggregation). The confidences used in the score-matrices are obtained from the output values of the fuzzy inference in each class (step (4) of fuzzy reasoning method in Section 2.1). The configuration parameters considered are shown in Table 1 , which are common for all problems, which is the default parameters' setting included in KEEL software [24] used to develop the experiments. As we have mentioned, in this contribution, we make use of the ND criterion as the most representative aggregation for FRBCS in OVO, as shown in [21] . Finally, with respect to the DCS, we use the Euclidean distance to find the neighbors of the instance (except when the data-set contains nominal values where we use the Heterogeneous Value Difference Metric, HVDM), and we will make use of the WV aggregation instead of ND, as it has shown a higher performance in a general framework [11] .
Data-sets and classifiers' evaluation
We have used twenty data-sets from KEEL data-set repository [15] , so that the same data partitions can used by other researchers. Additionally, instead of the commonly used cross-validation, and in order to correct the dataset shift [29, 30, 31] , (training and test data do not follow the same distribution), we will use a recently published partitioning procedure called Distribution Optimally Balanced Cross Validation [32] . Table 2 summarizes the properties of these datasets. They comprise a number of situations, from totally balanced data-sets to highly imbalanced ones, besides the different number of classes. Some of the largest data-sets (page-blocks, penbased, satimage, shuttle and thyroid) were stratified sampled at 10% in order to reduce the computational time required for training. In the case of missing values (autos and cleveland), we removed those instances from the data-set before doing the partitions. Finally, we will consider both the accuracy rate and the kappa metric to evaluate the performance of the classifiers.
In order to carry out the comparison of the classifiers appropriately, non-parametric tests should be considered, according to the recommendations for contrasting the results in Soft Computing approaches made in [17, 18] . In this contribution, we will consider the Friedman Aligned test for both computing the ranking of the algorithms according to its performance, and the p-value that determines significant differences among the results. Then, we will proceed with a Holm non-parametric statistical procedure for 1 · n comparisons, obtaining the adjusted p-value (APV) associated with each comparison, which represents the lowest level of significance of a hypothesis that results in a rejection. Additionally, in order to perform comparisons between Balance  625  4  4  0  3  Contraceptive  1473  9  9  0  3  Hayes-roth  132  4  4  0  3  Iris  150  4  4  0  3  NewThyroid  215  5  5  0  3  Tae  151  5  5  0  3  Thyroid  720  21  21  0  3  Wine  178  13  13  0  3  Vehicle  846  18  18  0  4  Cleveland  297  13  13  0  5  Page-blocks  548  10  10  0  5  Shuttle  2175  9  9  0  5  Autos  159  25  15  10  6  Glass  214  9  9  0  7  Satimage  643  36  36  0  7  Segment  2310  19  19  0  7  Ecoli  336  7  7  0  8  Penbased  1100  16  16  0  10  Yeast  1484  8  8  0  10  Vowel  990  13  13  0  11 two algorithms, we will use the Wilcoxon paired signed-rank test [33] . Any interested reader can find additional information on the thematic website http://sci2s.ugr.es/sicidm/, where software for the application of the statistical tests is provided.
Experimental results and analysis
The results from the experimentation are shown in Tables 3 and 4 for the accuracy and the kappa metrics respectively. From these tables of results, we observe that the pairwise learning approach improves the behaviour of the original fuzzy classifier. Additionally, we must stress the quality of the dynamic OVO scheme, as it excels over both the standard fuzzy algorithm and the OVO methodology according to accuracy (13 of 20 datasets) and kappa (14 of 20 datasets) metrics. When we contrast the individual results for each performance measure we observe that there is a clear correlation between both of them, thus providing a stronger support to the findings extracted. Finally, regarding the kappa metric we must point out that there are two specific problems in which we improve the results versus the standard FRBCS with respect to accuracy case, i.e. thyroid and page-blocks; this is due to the fact that dynamic OVO achieves a more balanced classification among all classes, instead of focusing on the majority class examples, as the former problems are inherently imbalanced. In order to complement our experimental study, we proceed with a statistical analysis to stress the superiority of the dynamic OVO approach. With this aim, we compute the Friedman Aligned p-values in accuracy and kappa, which are near to zero (6.3849E −4 and 6.6709E −4 respectively), which means that there are significant differences among the results.4 Therefore, we may run a Holm posthoc test in order to detect which algorithms are outperformed by the control method, that is, the dynamic OVO approach (it achieves the highest rank in both cases). The results of the test are shown in Table 5 . Additionally, in Table 6 we perform a Wilcoxon test to contrast the behaviour between OVO and dynamic OVO. Observing the results of the tests, the superiority of dynamic OVO outstands. Whereas both accuracy and kappa are improved, rejecting the null hypotheses of equivalence with low p-values. 
Concluding remarks
In this contribution, we have presented a study that show the success on the use of a DCS procedure to improve the behaviour of FRBCS in an OVO learning procedure. The idea behind this approach is to overcome the non-competent classifiers problem that is present in the decision process of the multiclassification. Specifically, this approach simplifies the final score-matrix by removing those classifiers whose learned classes are "far-away" from the query instance.
The good behaviour of this methodology, despite its simplicity, has been shown by means of a complete experimental study with a wide number of multi-class problems, and it has been contrasted with two different metric of performance, i.e. standard accuracy and kappa. Therefore, we must put emphasis in the positive synergy between both schemes, i.e. fuzzy learning and dynamic OVO, as it has enabled to improve the results in a high percentage, both regarding the standard FRBCS and the OVO methodology.
In the future, several works remain to be addressed. Among them, we must analyse the scalability of the dynamic OVO methodology must be studied. Clustering-based competence should also be studied in this framework, as well as different ways of DCS procedures.
