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ABSTRACT 
There are over 2,000 known historic shipwrecks located in the northern Gulf of 
Mexico which are ecological and cultural resources that support the diversity of life 
found in the deep-sea when they become artificial reefs. Spilled crude oil and chemical 
dispersant from the Deepwater Horizon (DWH) spill may have impacted the preservation 
of deep-sea historic shipwrecks and their microbiomes if they are located in areas where 
oil and dispersant were deposited on the seafloor. Oil potentially accelerates corrosion of 
metal through a biologically-mediated process called microbially-induced corrosion 
(MIC). Introduction of spill contaminants may accelerate MIC on shipwreck hulls, which 
may place the integrity of historic shipwrecks at risk. The effects of this process can be 
studied through laboratory and field experiments to provide understanding of the biofilm 
formation and metal corrosion processes under oiled and un-oiled scenarios. Elucidating 
the mechanisms of MIC through metagenomics will help fill the knowledge gap of the 
interaction between abiotic corrosion and biologically-mediated processes that potentially 
accelerate corrosion on metal surfaces. Results presented here may lead to a better 
understanding of how the DWH spill impacted shipwreck materials and other marine 
metal infrastructure. 
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CHAPTER I – ALTERED BIOFILM COMMUNITIES AND CARBON STEEL 
METAL LOSS AS A RESULT OF EXPOSURE TO SPILL CONTAMINANTS 
1.1 Introduction 
1.1.1 Microbial Interactions with Spill Contaminants in the Marine Environment. 
 Following the DWH spill in 2010, many studies have explored the response of 
microorganisms to spill contaminants. Hydrocarbon-degrading phylotypes belonging to 
the Deltaproteobacteria and Gammaproteobacteria classes were observed in the water 
column and microorganisms associated with pelagic degradation of Macondo source oil 
(MC-252 oil) within the plume include the genera Pseudomonas, Pseudoalteromonas, 
Marinobacter, Colwellia, and Roseobacter (Chakraborty et al., 2012, Valentine et al., 
2014). Diverse hydrocarbon-degrading phylotypes within microbiomes can be enriched 
after exposure to petroleum compounds, and then return to their pre-spill community 
composition after an oil spill event (Kleindienst et al., 2016, Seidel et al., 2016, Simister 
et al., 2016). The amount of oil metabolized by bacteria depends on the petroleum 
compounds present, as the composition of oil is highly variable (Pi et al., 2017). 
 Approximately seven million liters of Corexit 9500A was used during the spill, 
with  approximately three million liters applied directly to the wellhead at 1500 m in the 
deep subsurface environment (Seidel et al., 2016). Dispersant is used during oil spills to 
reduce the formation of thick oil slicks in an attempt to mitigate the exposure and toxic 
effects of oil to organisms in the marine environment. However, dispersant increases the 
solubility of oil compounds in water by breaking up the oil droplets, thus potentially 
increasing the bioavailability or the toxicity of oil to microorganisms (Bælum et al., 
2012, Brakstad et al., 2015, Seidel et al., 2016). There is lack of consensus in the 
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literature concerning dispersant-enhanced oil degradation by microorganisms. Some 
studies support the hypothesis that dispersant addition accelerates hydrocarbon 
degradation (Bælum et al., 2012, Brakstad et al., 2015) while other studies are 
contradictive by reporting that dispersant application has a negative effect or no effect on 
the growth of microorganisms (Kleindienst et al., 2015, Seidel et al., 2016, Pi et al., 
2017). In some cases, phylotypes that degrade oil are outcompeted by phylotypes that 
degrade dispersant (Kleindienst et al., 2015, Pi et al., 2017). Evidence shows that spill 
contaminants alter aquatic microbiomes. When spill contaminants are released into the 
deep-sea environment, the diversity of microorganisms responds to the environmental 
change by altering their microbiome. This has consequences for biofilm formation and 
metal corrosion on artificial reef structures, such as shipwreck hulls, in the deep sea. 
Therefore, it is inferred that spill contaminants may affect marine biofilms attached to 
shipwreck hulls and other structures within the fallout plume that extend upward into the 
pelagic habitat. 
1.1.2 Marine Biofilms. 
 A biofilm is a community of cells and extracellular polymeric substances (EPS) 
attached to a solid substrate (Garrett et al., 2008). Different biological, chemical, and 
physical features determine a biofilm’s spatial organization, resiliency, and intra-species 
communication and interaction (Garrett et al., 2008, Brauer et al., 2015). The steps of 
biofilm formation include initial attachment and formation of a conditioning layer, 
reversible adhesion, irreversible adhesion, population growth, and the stationary growth 
phase where the biofilm becomes mature (Garrett et al., 2008). Microorganisms that form 
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biofilms create a matrix of EPS, which aid in attachment and recruitment of other 
microorganisms and provide protection and nutrition to the microbiome.  
 A mature biofilm is difficult to define because there is lack of consensus in the 
literature. Biofilms are mature when they are able to continuously shed planktonic 
bacteria and other biofilm products. In the context of mono-culture biofilms, several 
studies have defined a mature biofilm at different lengths of time. Pseudomonas 
aeruginosa is a known biofilm-former, which can form mature biofilms in one to seven 
days (Teitzel & Parsek, 2003, Barraud et al., 2006, Nithya et al., 2010). Biofilm 
community composition may be different in different environments due to varying 
environmental parameters, including temperature, light, salinity, and pressure (Traverso 
& Canepa, 2014). According to Acuna et al. (2006), biofilms have the highest biomass 
and are structurally more complex on day 20, and viable bacterial cells have the highest 
abundance on day 15. Another study by (Bermont‐Bouis et al., 2007) states that the 
maximum species diversity in a developed biofilm on carbon steel occurs after one month 
of incubation. In summary, the term “mature biofilm” is subjective and dependent on the 
research question being asked.   
 The formation of marine biofilms in the deep-sea environment is understudied. 
One study conducted in surface water of the Irish Sea used cotton yarn as an attachment 
substrate for biofilms (Edwards et al., 2010). That work showed that biofilms were 
heterogenous in terms of dominant phylotypes affiliated with the Gammaproteobacteria 
class and Bacteroidetes phylum contributing to the microbiome. Another study took 
biofilm samples from ship hulls at the Norfolk Naval Station in Virginia following a 
seven-month deployment. This group demonstrated that biofilm richness and diversity 
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increased with immersion time, and also Gammaproteobacteria and Bacteroidetes to be 
dominant contributors to the microbiome (Leary et al., 2014). In the context of metal 
corrosion, a mature biofilm is one that can provide anoxic environments to support the 
growth of anaerobic microorganisms (McBeth & Emerson, 2016). Studies in the marine 
environment suggest that biofilms take longer to mature (Leary et al., 2014).  
1.1.3 Microbially-Induced Corrosion. 
MIC is a biologically-mediated process in which bacteria enhance the conditions 
for corrosion on a metal surface (McBeth et al., 2011). More specifically, bacteria form a 
biofilm at the metal surface, which can either accelerate the corrosion rate or act as a 
protective layer. MIC is a widespread problem and causes economic damage; its effects 
on oil and gas industries cost several billion dollars annually (Bermont‐Bouis et al., 2007, 
Enning & Garrelfs, 2014). The most widespread material used in maritime infrastructure 
is carbon steel, which is prone to corrosion. Modern and World War-II era ship hulls are 
constructed from carbon steel, making it the model material of choice for this study 
(McBeth et al., 2011). 
 The process of corrosion on metal is a redox system (Lee et al., 2013). The early 
stages of corrosion are controlled by the reduction of dissolved oxygen from the water 
column to the metal surface, also known as the aerobic period (Lanneluc et al., 2015). 
The last phase of the aerobic period is controlled by diffusion of oxygen through the 
corrosion product layer. The dissolution of steel produces iron ions while simultaneously 
the reduction of oxygen produces hydroxide ions, and the accumulation of these ions at 
the metal and water interface leads to a rapid buildup and formation of a solid phase. 
Once all of the oxygen is used up, the anaerobic period begins; as the anaerobic period 
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continues, the corrosion rate is determined by transport of nutrients and oxygen through 
the corrosion product layer (Lanneluc et al., 2015). On carbon steel, the main reaction is 
Fe (II) being transformed to Fe (III); this forms a rust layer which becomes the inner part 
of the corrosion product layer (Lee et al., 2013). In theory, this corrosion process can 
continue indefinitely, but it slows down as the rust layer grows. The rust layer makes 
diffusion difficult as oxygen needs to be transported in and Fe (II) needs to be transported 
out. However, in a system with moving water the corrosion rate increases because 
oxygen has better access to the metal surface.  
 MIC involves the coupling of corrosion and microbiological processes but the 
biological mechanisms are not well understood, and there are currently no models for 
predicting MIC under different environmental conditions (Little & Lee, 2014). 
Accordingly, research to help elucidate MIC should include molecular methods to 
discover the functional genes of bacteria that are responsible for MIC (Bond et al., 2002, 
Bermont‐Bouis et al., 2007, Enning et al., 2012, AlAbbas et al., 2013, Enning & 
Garrelfs, 2014). Some key genes that are indicative of the MIC process include genes for 
cell motility, surface-associated cytochromes, biofilm formation, oil degradation, and 
sulfate reduction. It is unknown whether the formation of biofilms on metal surfaces 
accelerate corrosion or inhibit it (Zarasvand & Rai, 2014). 
1.1.4 Iron-Oxidizing and Iron-Reducing Bacteria. 
 Iron-oxidizing bacteria (IOB) require a microaerophilic environment to function. 
If there is too much oxygen present then abiotic processes will utilize all of the oxygen 
and deplete the supply before IOB can use it (McBeth & Emerson, 2016). IOB oxidize Fe 
(II) to Fe (III) and use the end products for energy. Oxidation of metals occurs outside of 
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the cytoplasm of IOB, but iron oxides, the byproducts of iron oxidation, are toxic to the 
cell (Lee et al., 2013). To alleviate this, IOB use surface-associated electron transfer 
proteins to ensure that cells are not encased in iron oxides. The result is orange-colored 
stalks and sheaths that are the visible result of IOB producing extracellular organic matter 
to capture metal oxides and other deposits. On carbon steel surfaces, this is seen as a 
thick outer layer of light brown and orange deposits that are loosely adhered to the metal 
surface (Lee et al., 2013, Brauer et al., 2015). Iron cycling on metal surfaces is the result 
of the symbiotic relationship between IOB and iron-reducing bacteria (IRB) (Lee et al., 
2013). Because of iron cycling, iron is processed at a higher rate during MIC than simple 
abiotic processes, resulting in pitting of the metal surface.  
 A new class of bacteria, the Zetaproteobacteria, has been discovered in recent 
years (Emerson & Moyer, 2002). Few studies have observed Zetaproteobacteria in the 
context of MIC, but it is suggested that Zetaproteobacteria are part of a successional 
colonization pattern in the process of MIC (McBeth et al., 2011). IOB are present on 
metal surfaces and have roles in the process of MIC including colonization and iron 
cycling, but they do not cause an increase in corrosion rate for carbon steel. It is 
suggested that higher corrosion rates occur in the presence of both IOB and sulfate-
reducing bacteria (SRB) (Xu et al., 2008, Little et al., 2012). 
1.1.5 Sulfate-Reducing Bacteria. 
 Sulfate-reducing bacteria (SRB) are ubiquitous in marine environments, including 
the water column and sediments, but are only metabolically active under anoxic 
conditions (Lanneluc et al., 2015). SRB reduce sulfate to hydrogen sulfide, a toxic 
metabolite to many microorganisms including SRB because it bonds with the iron in 
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cytochromes and blocks respiration. Sulfur cycling occurs when sulfate is reduced to 
hydrogen sulfide, which occurs in anaerobic niches of an environment, and then 
hydrogen sulfide is oxidized back to sulfate. Hydrogen sulfide is also a reducing agent, 
and in the presence of iron it forms iron sulfides which are highly corrosive to carbon 
steel (AlAbbas et al., 2013). Iron sulfides increase the cathodic ability of the metal and 
impart a protective effect to the metal surface by producing a protective iron sulfide film 
that limits diffusion of oxidized iron from the metal surface to the surrounding 
environment (Enning & Garrelfs, 2014). However, if the hydrogen sulfide layer is 
brushed away from the metal surface, the metal is exposed to more oxygen from the 
water column. The corrosion rate is increased and the result is pitting of the metal 
surface, referred to as sulfide pitting (Little et al., 2008).  
 The SRB are the dominant phylotypes involved in MIC, and higher corrosion 
rates are seen on surfaces that are colonized by SRB biofilms (Axelsen & Rogne, 1998, 
Bermont‐Bouis et al., 2007, Beech & Campbell, 2008, Landoulsi et al., 2008, Little et al., 
2008, Cheng et al., 2009, Enning et al., 2012, AlAbbas et al., 2013, Enning & Garrelfs, 
2014, Vigneron et al., 2016). In biofilms incubated for eight months, SRB were dominant 
on mature, corroding biofilms that developed on immersed metal surfaces (Bermont‐
Bouis et al., 2007). Enterobacteriaceae were observed as more dominant among the 
cultivatable strains. In a review of corrosion of stainless steels in natural waters by 
(Landoulsi et al., 2008), the mechanisms of anaerobic MIC are not well defined because 
the passive layer at the biofilm interface is highly complex.  
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1.1.6 Oil and MIC. 
The effects of oil on microbially-induced corrosion are not well documented. Oil 
serves as an additional source of carbon and sulfur to anaerobic microorganisms, which 
can extract these elements from oil compounds and use them for nutrition and energy 
(Aktas et al., 2010). Oil also creates a coating on the metal surface, which decreases the 
diffusion of oxygen to the underlying layers. As mentioned previously, both aerobic 
bacteria and abiotic corrosion processes use available oxygen; once oxygen is exhausted, 
biofilms turn anaerobic and provide a niche for anaerobic bacteria (Little et al., 2008). In 
the presence of oil, oil-degrading bacteria may consume oil and respire oxygen at faster 
rates (Pi et al., 2017). This accelerates creation of anaerobic microenvironments, which 
may subsequently accelerate MIC (Little et al., 2008).  
 The influence of oil in the MIC process in tandem with SRB is an issue because 
degradation and pitting of pipe infrastructure is a financial and safety concern for the oil 
and gas industry (AlAbbas et al., 2013). It is estimated that more than 20% of pipeline 
failures are due in part to the damaging mechanisms of microorganisms. The few studies 
that have correlated oil exposure to MIC observed that there was more extensive pitting 
of the metal surface in the presence of oil compounds (Aktas et al., 2010, Lyles et al., 
2014, Vigneron et al., 2016, Aktas et al., 2017). Understanding the effects of oil on metal 
corrosion may be a step towards elucidating the mechanisms that contribute to MIC of 
carbon steel.  
 Few studies have assessed the impact of spill contaminants to the microbiomes of 
historic shipwrecks in the northern Gulf of Mexico. To provide a better understanding of 
biofilms in the deep-sea and their interaction with oil spill-associated contaminants, the 
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proposed study will characterize the microbiome structure of biofilms, and metal loss and 
metal pitting on the surfaces of carbon steel disks following addition of spill 
contaminants in a laboratory microcosm.  
1.2 Methods 
1.2.1 Laboratory Microcosm. 
 Carbon steel was chosen to model metal corrosion because it is commonly used in 
the construction of both World War-II era and modern ship hulls (Church et al., 2009). 
Carbon steel can range in carbon content and elemental composition, but for this study 
CSDs made from C1020 mild carbon steel were used for direct comparison between 
microcosm samples and field experiments. CSDs were obtained from Metal Samples 
Company with measurements of 1/16” thick and .624” diameter with an as-mill finish. 
Alloys of the metal are reported in ranges, and although sulfur and phosphorous are 
impurities, they are unintentionally added during the fabrication process. “Max” refers to 
the maximum amount of the impurity that is allowed in the carbon steel and “balance” 
refers to the main element in the alloy. 
 CSD assembly followed the protocol of (Lee et al., 2004, Lee et al., 2005). CSDs 
were coated in vacuum grease and centered inside of a plastic mount (1.25 in diameter) 
with the exposure side face down. The vacuum grease prevents intrusion of epoxy onto 
the exposure side of the CSD, which would inhibit corrosion and biofilm attachment on 
the exposed side of the CSD during the experiment. Epoxy was mixed using a 2:1 ratio, 
with two parts epoxy resin to one part epoxy hardener (Buehler, Lake Bluff, IL). Epoxy 
was cured for 24 hours and CSDs were removed from plastic cups. Before placement in 
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the microcosms, the grease was wiped from the metal exposed side of the CSD and any 
excess epoxy trimmed using a scalpel. 
 CSDs were secured using waterproof, 100% silicon sealant (Silicone Max, all 
purpose) into biofilm monitoring platforms (BMPs) (6.5 in outer diameter by 11 in high) 
constructed from grey schedule 80 polyvinyl chloride (PVC) pipe (Commercial Industrial 
Supply, Rockhill, SC). A drill press was used to drill three rows of six holes (1.25 in 
diameter) around the circumference of each of 12 PVC towers. Extra holes (1.25 in 
diameter) were drilled around the bottom of each BMP to allow for water flow and to 
reduce vortex formation in the microcosm. BMPs were placed into each of 12 opaque, 
chemical-resistant, five-gallon acid neutralization tanks (Chem-Tainer) with lids and 
sealed with a gasket and two clamps to exclude ambient light. 
 Seawater was collected on June 15th, 2017, from the Anona shipwreck at an 
approximate depth of 1200 meters in Mississippi Canyon in the northern Gulf of Mexico. 
Anona was chosen to provide sample water for this experiment because it is a deep wreck 
and provides a representative deep-sea microbiome for biofilm colonization experiments. 
It is located in an area described by Hamdan et al. (2018) to be ‘moderately impacted’ by 
the DWH spill. However, due to its situation within an area that experienced a protracted 
period of surface oiling, there are sediment porosity data, total petroleum hydrocarbon 
(TPH) data, and polycyclic aromatic hydrocarbon (PAH) data collected near the wreck 
that suggest it is relatively unaffected by the Deepwater Horizon spill (Hamdan et al., 
2018). Water was collected in 12-L Niskin bottles attached to a conductivity, 
temperature, and depth (CTD) Rosette aboard cruise PS17-26 on the R/V Point Sur. 
Immediately upon recovery of the CTD on deck, water samples were transferred by short 
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lengths of tubing (Masterflex) into thirteen, 20-L polycarbonate carboys (Nalgene). 
Carboys were triple rinsed with Milli-Q water and autoclaved at 120° C before use. All 
carboys and tubing used for water collection were triple rinsed with sample water before 
collection. Carboys were stored in an industrial refrigerator shipboard at 4° C until 
transfer to a cold room held at 4° C at the University of Southern Mississippi (USM) on 
June 16th, 2017. To obtain the required volume of water for the experiment, three CTD 
casts were needed. Samples were collected ~10 meters above the seafloor, as indicated by 
the altimeter on the CTD. Data collected from the sensors attached to the CTD from the 
three casts (Table 1.1) indicates that the temperature, oxygen saturation, and salinity 
values of the water column during water collection were of similar values. According to 
the altimeter, each cast collected water at similar depths. Because of these similar values, 
the collected seawater was not homogenized before addition into microcosms. 
 Seawater was stored in the carboys for seven days before experiment initiation. 
Water was kept in the dark in a cold room at a constant temperature of 4° C (+/- 0.5°). 
During this time, the microbiome in the carboys may have experienced an exponential 
increase in bacterial growth due to the bottle effect. The bottle effect occurs when 
planktonic microorganisms are kept in an enclosed container (Zobell & Anderson, 1936). 
Macromolecules, such as proteins and polysaccharides, are absorbed from the water, a 
polar substance, to the walls of the container, a nonpolar surface. This attracts bacteria 
from the water column, which utilize these energetically favorable substrates, and may 
result in an exponential increase in microbial biomass. However, using the largest 
container available mitigates the bottle effect, which is why 20 L carboys were used to 
store the seawater (Hamdan & Jonas, 2006). 
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 Twelve individual 5L microcosms were assigned into four treatments, each 
represented by three replicates: control, oil, dispersant, and dispersed oil. For the 
remainder of this study, control samples are referred to as CM, oil (HEWAF) samples are 
referred to as OM, dispersant samples are referred to as DM, and dispersed oil (CEWAF) 
samples are referred to as ODM. A thirteenth tank held 16 L of extra seawater at the 
beginning of the experiment and was used for high-energy water-accommodated fraction 
(HEWAF) and chemically-enhanced water-accommodated fraction (CEWAF) protocols, 
and for water replacement during HEWAF, dispersant, and CEWAF additions at two 
weeks. The microcosms were set up in a cold room in the marine environmental research 
laboratory (MERL), maintained at 4C (+/- 0.5°), and kept in the dark to simulate in situ 
conditions, except pressure. Simulating the pressure of the deep-sea environment would 
require using a barometric chamber, which was not feasible for this project. Each biofilm 
monitoring platform (BMP) held 16 CSDs. Two CSDs were sacrificed from each tank 
every two weeks during the 14-week duration of the experiment for use in microbiome 
analyses and metal loss measurements.  
 The BMPs, stir bars, and all tank parts including the lid and gasket, were acid 
washed with hydrochloric acid and triple rinsed with Milli-Q water before use in 
microcosms. Tanks were triple rinsed with sample water from Anona and filled with an 
equal volume of 16 L using a 4000 mL beaker that was also triple rinsed with seawater. 
Tanks were placed on stir plates, stir bars were added to the center of each tank, and all 
stir plates were turned on to an approximate speed of 620 rpm. Each tank was sealed 
using the tank lid, gasket, and two clamps. 
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 HEWAF and CEWAF were used to simulate a spill contamination event 
commensurate with what might have been experienced in situ during the DWH spill 
(Incardona et al., 2013). The shipwreck U-166 and, likely, Anona at one point were 
exposed to seafloor plume conditions (Hamdan et al., 2018), so HEWAF and CEWAF 
protocols were used to simulate those conditions in the microcosm. HEWAF was 
prepared using the protocol described by (Incardona et al., 2013). This procedure was 
conducted in duplicates of 2 L each, to obtain a total stock of 4 L of HEWAF. Briefly, 2 
L of seawater and Macondo source oil (1.9837g, 1.9873g) obtained from the Griffitt lab 
were added to an industrial multiple speed blender using a gas-tight syringe and blended 
on low speed for 30 seconds. HEWAF was transferred to a separatory funnel and allowed 
to settle for 1 hour. This procedure was repeated to make a second, 2 L amount of 
HEWAF. Following the 1 hour settling period, approximately 100 mL was drained from 
the bottom of each funnel to avoid settled oil, and both funnels of HEWAF drained into a 
10 L glass jar and homogenized. Care was taken to not drain the top oil slick from each 
funnel in order to avoid adding concentrated oil to the stock solution. 1 L of HEWAF was 
refrigerated in a 1 L amber bottle for PAH analysis by gas chromatography paired with 
mass spectrometry (GC-MS) done by Dr. Ashli Brown at the Mississippi State Chemical 
Laboratory.  
 CEWAF preparation followed the protocol described previously by (Forth et al., 
2017). Briefly, 2 L of seawater was added to each of two, 2 L aspirator bottles. Bottles 
were set on a stir plate and stirred at 200 rpm of greater to create a 25% vortex in the 
water column. Macondo source oil (1.9989g, 1.9922g) was added to the bottles using a 
gas-tight syringe. Stir plates were turned down to 85 rpm and Corexit 9500A (17.3 µL in 
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each) was added using a gas-tight syringe. Bottles were kept stirring for 18-24 hours and 
then allowed to settle for 3-6 hours. Approximately 20 mL were drained from the bottom 
before draining both CEWAFs into a 10 L glass jar and homogenizing. Care was taken to 
not drain the top oil slick from each aspirator bottle. 1 L of CEWAF was refrigerated in a 
1 L amber bottle for PAH analysis.  
 The dispersant addition was prepared volumetrically in seawater from tank 13. A 
concentrated stock solution (0.80 mg) was prepared in 80ml of seawater in triplicate. The 
entire 80ml volume was transferred to the treatment tanks, with rinsing, to provide a final 
concentration in the tank of 0.05 mg L-1.  
 Prior to addition into microcosms, the HEWAF and CEWAF stock solutions were 
stored in the cold room for 1 hour to allow fractions to acclimate to in situ conditions, so 
as to not increase the temperature in the tanks. Oil was added as a HEWAF to the 
microcosm tanks instead of direct addition because the microcosm samples should be 
comparable to the field samples, which experienced exposure to four-year-old spill 
contaminants. Exactly 80 mL of water was removed from all tanks, including the control, 
and replaced with appropriate treatment (HEWAF, CEWAF or dispersant) or water from 
tank 13 (control). Each tank was sealed after addition as described above, and between 
sampling events, to minimize volatilization of hydrocarbons. 
 Water samples and CSDs were sampled every two weeks. The original 
experimental design included maintaining and sampling the microcosms for 16 weeks. 
However, a power outage occurred during Hurricane Nate, on October 8th, 2017. The 
microcosms remained cold, but were without power, and consequently ceased mixing for 
an estimated period of 6-7 hours. Accordingly, the last sampling event was abandoned, 
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and the microcosms were terminated at 14 weeks. Dissolved oxygen was measured prior 
to each sampling event as a percent saturation and in mg/L using a dissolved oxygen 
(DO) probe (YSI, model 58). Temperature was also measured using the DO probe, which 
includes a thermometer. Salinity was measured using a handheld digital refractometer 
(Atago). Exactly 150 mL of water from each tank was collected and filtered through 
Millipore Sterivex filters (Millipore, Billerica, MA, USA) according to Hamdan et al. 
2013. Each treatment had its own tubing unit for water collection. Tubing units were 
flushed with approximately 2 L of deionized water before use, flushed with 2 L between 
replicate tanks, and flushed with 2 L following water collection. Sterivex filters were 
stored at -80° until the conclusion of the microcosm, when DNA was extracted and 
quantitated. 
 Two CSDs were harvested from each tank every two weeks using stainless steel 
channel locks that were acid washed, triple rinsed with Milli-Q water, and rinsed with 
ethanol. Between sample collection in each tank, channel locks were rinsed with ethanol 
and rinsed with deionized (DI) water to prevent bacterial transfer between tanks. All 
CSDs were stored at -80°C until the conclusion of the experiment. One replicate CSD 
was kept at USM for molecular biological analyses, and one replicate CSD was kept for 
metal loss and pit depth analyses by way of ElectroScan environmental scanning electron 
microscopy (ESEM) at the Naval Research Laboratory at Stennis Space Center (NRL-
SSC) (Lee et al., 2004). For fluorescence measurements, 3.5 mL of water was collected 
from each tank at every sampling time point and stored in glass scintillation vials filled 
with 3.5 mL of 100% ethanol for sample preservation. Fluorescence was measured to 
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monitor the degradation of contaminants over time in the microcosms. Vials were stored 
at 4°C until analysis. 
 For each tank, two replicate samples were prepared for fluorescence reading using 
a spectrophotometer. Fluorescence readings measured the PAH degradation of oil and 
dispersant in the treatment tanks to monitor the loss of volatile compounds from each 
tank over the course of the experiment. This is especially important for the control tank, 
as it served as the basis for comparison to the treatment tanks. Exactly 3.5 mL of water 
was collected from each tank into a 7 mL glass scintillation vial using a P1000 pipet 
(Eppendorf) and stored at 4° C for analysis. Briefly, scintillation vials were vortexed, 
sonicated for three minutes, and each sample pipetted evenly into two, 1.5 mL centrifuge 
tubes (Eppendorf). Samples were centrifuged at 10000 g for ten minutes. Samples were 
loaded individually into a 1 mL quartz cuvette and read by the spectrophotometer at an 
excitation of 270 nm wavelength and an emission of 380 nm wavelength. Excess sample 
was stored at 4°C for up to seven days.  
1.2.2 Metal Loss and Metal Pitting Analysis. 
To calculate mass loss as a result of contaminant addition, CSDs from each of 3 
replicate tanks representing each treatment at each sampling time point were removed 
from the epoxy mounts, acid cleaned following ASTM Standard G1-03 (2003) and 
weighed. To construct digital 3-D images, a Nanovea (Irvine, CA) non-contact optical 
profiler was used with a 3.5m pen, and the images were analyzed to calculate maximum 
pit depth. 
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1.2.3 DNA Extraction and Quantitation.  
 The surface of CSDs were scraped with a flame-sterilized blunt-ended spatula to 
collect the corrosion products which were placed into pre-weighed lysing matrix E tubes 
for DNA extraction from the FastDNA Spin Kit for Soil (MP Biomedicals LLC, Santa 
Ana, CA, USA). For water samples, filter cartridges were cracked using flame-sterilized 
pliers and removed, peeled, and placed into pre-weighed lysing matrix tubes for DNA 
extraction using flame-sterilized scalpels and tweezers (Hamdan et al., 2013). 
 Genomic DNA was extracted from CSD products, including biofilms, using the 
manufacturer’s protocol of the BIO 101 FastDNA Spin Kit (MP Biomedicals, LLC, Santa 
Ana, CA, USA). Some changes to the protocol from a modified version described 
previously by Hamdan et al. (2013) were followed for this analysis. For DNA extraction 
from corrosion products, bovine serum albumin (BSA) was added prior to the sodium 
phosphate and MT buffers to prevent competitive binding of iron to the DNA in the 
samples (Salerno et al., 2018). DNA extraction from water samples followed the same 
protocol, except no BSA was added. All samples were processed once on the FastPrep 
instrument at 4.5 meters/second for 45 seconds to homogenize the sample and lyse cells. 
Undiluted extracted and purified DNA was stored at -20°C for short-term storage or at -
80°C for long-term storage. The total extracted DNA (ng/mL) from each sample was 
quantified following the manufacturer’s protocol using the Qubit 2.0 Fluorometric 
Quantitation system (Invitrogen, Carlsbad, CA, USA). A NanoDrop spectrophotometer 
(ThermoFisher, Waltham, MA, USA) was used to assess the quantity and purity of total 
extracted DNA (ng/mL) following the manufacturer’s protocol. Samples were plated on a 
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96-well plate (20 µl of sample per well) for 16S rRNA gene amplification and 
sequencing. 
1.2.4 16S rRNA Gene Amplification and Sequencing. 
For 16S gene amplification and sequencing, plated samples were analyzed at the 
Centre for Comparative Genomics and Evolutionary Bioinformatics (CGEB) at the 
Integrated Microbiome Resource (IMR) at Dalhousie University in Nova Scotia, Canada. 
The protocols for polymerase chain reaction (PCR) amplification and 16S rRNA 
sequencing were taken from Comeau et al. (2011). For each sample, PCR reactions were 
run in duplicate and the reactions contained: 1X HF buffer (NEB), 200 µM of each dNTP 
(Feldan Bio), 0.4 mg/mL BSA (Fermentas), 0.2 µM of each primer (Invitrogen), 1 U of 
Phusion High-Fidelity DNA polymerase (NEB), and ~1-3 µL of template DNA. Gene 
amplification targeted the V6-V8 variable region for bacteria using the fusion primer set 
B969F (ACGCGHNRAACCTTACC) and BA1406R (ACGGGCRGTGWGTRCAA). 
The bacterial 16S rRNA gene contains nine variable regions, but this study used the 
primers mentioned above to target the V6-V8 region because it can distinguish between 
bacterial and archaeal phylotypes (Starke et al., 2014). As opposed to the Earth 
Microbiome Project (EMP) primers which can over- or underestimate common marine 
taxa, such as SAR11, these primers are also able to provide more accurate estimates of 
the marine microbial community and can distinguish a higher resolution of taxa (Parada 
et al., 2016). Archaea will not be included in this work but are still part of the Gulf of 
Mexico – shipwreck corrosion, hydrocarbon exposure, microbiology, and archaeology 
(GOM – SCHEMA) project. A maximum of 380 samples were run by multiplexing. 
Briefly, DNA fragments from each sample were attached to an identifying barcode 
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sequence and then pooled and sequenced together (Meyer & Kircher, 2010). Barcode 
sequences are necessary for de-multiplexing, or differentiating the reads for individual 
samples. This process saves time and use of reagents while still producing high quality 
data. The PCR cycling conditions included a 30 s cycle of initial denaturation at 98°C, 30 
cycles of denaturation for 10 s at 98°C, annealing for 30 s at 55°C, extension for 30 s at 
72°C, and final extension for 5 minutes at 72°C. PCR products were verified by running 
an Invitrogen 96-well E-gel to make sure that the PCR reactions were successful. Any 
failed reactions were re-amplified using optimized PCR conditions. PCR reactions from 
the same samples were pooled together, cleaned, and normalized using the Invitrogen 
SequalPrep 96-well Plate Kit. Finally, all samples (maximum of 380) were pooled 
together to create one library, which was quantified using a fluorometer before 
sequencing. Amplicon samples were loaded onto the Illumina MiSeq (San Diego, CA, 
USA) platform, which generated paired-end sequences of 300 base pairs. Sequences were 
sent to USM for analysis using a previously developed bioinformatics pipeline. 
1.2.5 16S Bioinformatics Analysis. 
Sequences obtained from IMR were analyzed using a bioinformatics pipeline 
generated with quantitative insights into microbial ecology (QIIME) (Edgar, 2013). First, 
paired-end sequence files were merged into one file in UPARSE and the quality of the 
merged sequences was checked. Sequences with less than 0.5 total expected errors were 
kept. The expected error for each read is calculated by the sum of its Phred scores and 
then rounding down to the nearest integer. Merged sequences were de-replicated, which 
means that replicate sequences of the same phylotype, which are a result of 
methodological error, were removed. OTUs were picked using an open reference method 
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and the GreenGenes database by a clustering algorithm (UCLUST). Sequences were 
assigned taxonomy in QIIME based on a 97% similarity using the GreenGenes database. 
Singletons were included so that the analysis does not exclude any rare or novel taxa 
within the data. A mapping file was created and validated. The OTU table was sorted to 
the species level in order of decreasing abundance. Taxa were summarized through plots 
in QIIME to obtain sequence counts. The results of this analysis were used to determine 
if there were outliers in the data set from the samples, based on community composition 
differences. These results also determined if the replicates were similar enough to pool 
together for metagenome sequencing based on statistical similarity to each other. These 
data were also used to compare communities across treatments and source populations. 
1.2.6 Statistical Analysis. 
In the program Quantitative Insights into Microbial Ecology (QIIME), an OTU 
table was constructed down to the phylotype level and was used to generate a similarity 
matrix based on Bray-Curtis dissimilarities. From the results of QIIME, bar charts were 
created down to the class (L3) and species (L7) level to show the phylotype composition 
of biofilm samples. Shannon diversity was also run in QIIME. To detect sequence count 
outliers in the dataset, total sequence counts were imported to R and the Median Absolute 
Deviation (MAD) method (Leys et al., 2013) was used to detect and remove outliers 
based on a distribution of total sequence counts for each sample in the dataset before 
executing downstream analyses. The MAD method uses the median to determine how 
spread out a dataset is and can be used with normal or non-normal data. Based on a 
distribution of total sequence counts, samples with too high or too low total sequence 
counts were flagged as outliers and removed from the dataset before performing any 
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downstream analyses. For this dataset, the samples W02OM03 and W06OM02 were 
detected as outliers because the total sequence count was too low and were removed. The 
Plymouth Routines in Multivariate Ecological Research (PRIMER) software v 6 with 
PERMANOVA+ v. 1.0.3 (PRIMER-E Ltd., Plymouth, UK) was used to perform a 
multivariate analysis on the data. Briefly, sequence relative abundance data was square 
root transformed to balance the common and rare phylotypes in the dataset, and Bray-
Curtis similarities were calculated to discover how similar the microbiome communities 
were to each other. Clustering of samples used a hierarchical clustering analysis 
(CLUSTER) to group samples into groups that form clusters at a similarity level of 70%. 
Non-metric multi-dimensional scaling (NMDS) 2-dimensional ordination plots were 
constructed from Bray-Curtis dissimilarities to visually represent the relationships 
between samples. Analysis of similarity (ANOSIM) was used together with 
permutational analysis of variance (PERMANOVA) to interrogate differences between 
multiple variables of the microcosm (e.g. time and treatment) using ranked dissimilarity 
values and raw dissimilarity values, respectively. A PERMANOVA test, including an 
interaction term, was created using a two-way crossed design, and analyses were run with 
9999 permutations, type III (partial) sum of squares, permutations of residuals under a 
mixed model, and fixed effects sum to zero (Clarke & Warwick, 2001, Clarke & Gorley, 
2006). A canonical analysis of principal coordinates (CAP) plot was created by treatment 
and clustered to 70% similarity. 
1.3 Results 
 In the microcosm tanks, the temperature was held constant for the duration of the 
experiment and did not deviate beyond one degree (Figure 1.1). Fluorescence 
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measurements were taken biweekly to monitor the attenuation of polycyclic aromatic 
hydrocarbons (PAHs) in the treatment tanks. The HEWAF treatment tanks had an 
average fluorescence of 120 relative fluorescent units (RFUs) at week 2, and quickly 
degraded to approximately 35 RFUs by the week 4 sampling time point (Figure 1.2). 
The CSDs in the dispersed oil treatment had the greatest mass loss while the 
dispersant treatment CSDs had the least mass loss (Figure 1.3). Similarly, the dispersed 
oil treatment CSDs had the greatest average pit depth by week 14, and CSDs from the 
dispersant treatment had the least average pit depth (Table 1.2). From week 2 through 
week 14, pit depth analysis of CSDs shows an increase of pit depth across time, as 
measured in micrometers, and increased corrosion across the surfaces of the CSDs 
(Figure 1.4).  
An overarching progression in microbial communities was observed. At the class 
level, Gamma- and Epsilonproteobacteria decreased in all samples over time while 
Alphaproteobacteria increased (Figures 1.5, 1.6). Saprospirae (phylum Bacteroidetes) 
were prominent at weeks 6, 8, and 10, but decreased at weeks 12 and 14. Flavobacteriia 
(phylum Bacteroidetes) were notable at week 8 and increased in abundance through week 
14.  
Regardless of treatment, both of the bar charts demonstrate that the taxonomic 
composition of the samples becomes more diverse over time (Figures 1.7, 1.8). At the 
species level, the Colwelliaceae family was dominant in all week 2 samples and then 
gradually decreased over the time course of the experiment. Alteromonadaceae were 
present in the week 2 samples, but this family was substantially more present after 
treatment addition at 4 weeks and increased during the experiment. The genus Arcobacter 
 23 
was present in all samples but was present in greater abundances following treatment 
addition at week 4. Interestingly, Pseudomonadaceae constituted 10-30% of dispersed oil 
samples beginning at the week 6 time point. The genus Thalassospira, which belongs to 
the Alphaproteobacteria family, was most prevalent in the week 4 samples and then 
decreases over time. The Rhodobacteraceae family showed up at week 8 and increased to 
~10% of taxa abundance by week 14, excluding the dispersed oil samples. Another genus 
of the Rhodobacterales, Maricaulis, was present in the week 10, week 12, and week 14 
samples, but especially in the dispersant samples. An analysis of Shannon diversity in 
QIIME confirmed that biofilm diversity increases in all samples and treatments over the 
course of the experiment (Table 1.3, 1.4).  
 A nMDS plot created from a square root transformed, Bray-Curtis similarity 
matrix with a cluster overlay at 70% similarity revealed that all of the T = 2 samples 
cluster together, indicating a similar starting point for all samples (Figure 1.9). The 
nMDS revealed both time progression and treatment effects of the samples. A canonical 
analysis of principal coordinates (CAP) was created for all samples by treatment and 
showed that the dispersant and dispersed oil treatments were distinguishable from the 
control and oil treatments (Figure 1.10).  
 A pairwise analysis of similarity (ANOSIM) between time points demonstrated 
that the week 2 time point was dissimilar from all other time points (Table 1.5, 1.6). 
Weeks 4 and 6 are also highly dissimilar from weeks 10, 12, and 14. Pairs of time points 
that were similar to each other was weeks 8 and 10, weeks 10 and 12, and weeks 12 and 
14. In a pairwise ANOSIM analysis between treatments, the dispersed oil treatments were 
dissimilar from each of the 3 other treatments (control, oil, dispersant).  
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 A permutational multivariate analysis of variance (PERMANOVA) determined if 
there was a significant interaction effect of time and treatment together (Table 1.7). 
While the interaction term was not significant (p = 0.99), each independent term (time, 
treatment) was highly statistically significant (p = 0.0001). Pairwise PERMANOVA tests 
uncovered significant differences within each of the factors. All comparisons between 
time points were significant (p < 0.05) except for comparisons of weeks 8 and 10, weeks 
10 and 12, and weeks 12 and 14. Pairwise tests between treatment groups returned 
significant (p < 0.05) differences, except for the comparison between dispersant and oil 
treatments. Based on PERMANOVA and ANOSIM analyses, the dispersed oil treatment 
microbiome was most distinct from all of the other treatment groups.  
1.4 Discussion 
 Corrosion of carbon steel pipes, specifically localized corrosion, is a serious 
concern for the oil and gas industry (Lee et al., 2013, AlAbbas et al., 2013). As opposed 
to uniform corrosion, where the metal surface corrodes at the same rate, localized 
corrosion causes pitting of the metal surface and can lead to extensive damage of marine 
metal infrastructure, including shipwrecks. The combination of mass loss and pit depth 
data of the CSDs from the microcosm show that uniform corrosion begins at week 2 and 
progresses to localized corrosion by week 14.  
Little is known about biofilm community succession in the deep biosphere, 
especially in response to environmental perturbations (Jiao et al., 2017). Observed 
changes in taxa abundance as a result of exposure to contaminants in lab experiments, 
such as crude oil and dispersant, could inform how the bacterial community within a 
biofilm might be altered by contaminants in situ. 
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 The Epsilonproteobacteria are a class of chemolithoautotrophic bacteria that are 
able to oxidize sulfur and reduce nitrate (Lormières & Oger, 2017). They have been 
shown to inhabit and dominant hydrothermal vent environments, where they thrive in the 
presence of oil (Sogin et al., 2006, Lormières & Oger, 2017). Epsilonproteobacteria 
likely do not metabolize the organic matter constituent of oil; instead, they likely oxidize 
the sulfur compounds in crude oil (Hubert et al., 2012). The 16S data shows that 
Epsilonproteobacteria were 5-14% abundant in all samples at week 2, before any 
treatment addition. Following treatment addition at week 4, control samples showed a 
continual decrease in abundance over time, while the treatment samples showed an 
increase, and then a gradual decrease. Epsilonproteobacteria had the highest abundance in 
the oiled treatments, particularly during weeks 4 and 6 (24% and 35%, respectively) 
when the oil fractions were the least degraded, suggesting a response to oil.  
  Studies conducted using laboratory microcosms to monitor the response of 
bacterial communities to oil exposure have revealed patterns of community succession 
based on phylogeny (Bælum et al., 2012, Brakstad et al., 2015, Hu et al., 2017). 
Gammaproteobacteria are typically the first class to respond to hydrocarbon exposure, 
followed by a community shift towards Alphaproteobacteria as hydrocarbons are 
biodegraded (Jiménez et al., 2011, Rampadarath et al., 2017). This shift was evident 
within the 16S data; however, the shift occurred faster in the control samples as opposed 
to the treated samples, indicating that Gammaproteobacteria are occupied with degrading 
the compounds present in crude oil and dispersant.  
 The abundance of Betaproteobacteria has been shown to decline when the 
population encounters salinity, even though this class is present and metabolically active 
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in freshwater environments (Alonso-Sáez et al., 2014). The 16S data corroborates this 
observation and shows Betaproteobacteria to be <1% abundant in all treatments and at all 
time points. It is also surprising that the Deltaproteobacteria were <1% abundant as well, 
which means that this class was not sourced from the water collected at the Anona 
shipwreck for this experiment (1200 m). 
 A closer look at the 16S data at the species level reveals that, while the 
Gammaproteobacteria decreased over time, two OTUs were dominant. Colwelliaceae 
comprise the majority (80-91%) of the community at week 2, but after treatment addition, 
the Alteromonadaceae became the dominant OTU within the Gammaproteobacteria. The 
literature shows that Colwelliaceae are indigenous in deep sea water and are typically the 
first to respond to perturbations in the environment (Mason et al., 2014, Valentine et al., 
2014). Although there was a clear shift in taxa at week 4, the shift was present in all 
treatments, so this is most likely a time effect rather than a treatment effect. Shannon 
diversity revealed that all samples became more diverse over 14 weeks, but the dispersant 
treatment showed the least increase in diversity. Other studies also show that treatment of 
microbial communities with chemical dispersants can repress community diversity, and 
may also inhibit growth of indigenous, oil-degrading phylotypes (Campeão et al., 2017, 
Salerno et al., 2018).  
 The abundance of Pseudomonadaceae was indistinct in all samples (<1%) except 
within the dispersed oil treatments, when they became 14% abundant at week 6 and 
increased to 22% abundant at 14 weeks. Previous studies have found Pseudomonadaceae 
to be among the dominant taxa associated with oil biodegradation (Simister et al., 2016, 
Campeão et al., 2017). One study that examined the effect of oil droplet size on taxa 
 27 
abundance and oil biodegradation rates observed Pseudomonas in high abundance, along 
with Pelagibacter, Colwellia, and Xanthomonas (Brakstad et al., 2015). The pattern of 
increased abundance in the dispersed oil treatments in this dataset suggests that dispersed 
oil in the form of a chemically-enhanced water accommodated fraction (CEWAF) may 
make oil compounds more accessible for bacteria to degrade.  
 Thalassospira, a genus within the class Alphaproteobacteria, has recently been 
found to degrade polycyclic aromatic hydrocarbons (PAHs) (Kodama et al., 2008). Even 
though this genus peaked at week 4 and then decreased during the experiment, it was also 
present in the control samples and thus cannot be directly linked to degradation of 
hydrocarbons or dispersant.  
 Two OTUs associated with families from different phyla, Flavobacteraceae 
(phylum Bacteroidetes) and Rhodobacteraceae (phylum Proteobacteria) showed a 
noticeable increase in abundance from week 8 onwards. Although Flavobacteraceae 
increase in all samples, the control samples show the greatest increase. Previous studies 
have observed that this family does not show up until later in time course experiments 
with oil exposure (Wang et al., 2016, Campeão et al., 2017). In a comparative genomics 
study, Tully et al. (2014) observed that Flavobacteraceae have genes related to cell 
attachment and polymer degradation, which support a particle-associated lifestyle. The 
appearance of this group later in the experiment suggests that biofilm maturation had 
been reached. Hu et al. (2017) also observed a late phase appearance of both 
Flavobacteraceae and Rhodobacteraceae in a time course experiment with oil exposure, 
suggesting that these OTUs may be involved in the degradation of more recalcitrant oil 
compounds. Interestingly, Rhodobacteraceae showed low abundance in dispersed oil 
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treatments (<1%) as compared to other treatments (2-9%). The dispersed oil treatments 
also showed a high abundance of Pseudomonadaceae from week 8 onwards (18-22%), 
suggesting that these OTUs may be competing for the same resources in the presence of 
dispersed oil.  
Although the PERMANOVA analysis did not reveal a significant interaction 
between time and treatment, each factor alone was highly statistically significant (p < 
0.0001). Pair-wise comparisons among treatments showed that the dispersed oil 
treatments were statistically significantly different from the control (p < 0.0001), oil 
treatment (p < 0.0001), and the dispersant treatment (p < 0.0002). CAP analysis 
corroborated this observation by visually demonstrating a distinct separation of the 
dispersed oil treatments. As opposed to unconstrained ordination methods such as non-
metric multidimensional scaling, which visualize broad patterns across the entire data 
cloud, CAP analysis uses constrained ordination to identify differences in the location of 
data points by drawing an axis through the data cloud which best separates the groups. 
The dispersed oil and dispersant samples are clearly separated from the other treatments, 
which shows that these treatments have a sustained change in biofilm biodiversity. The 
control and oil samples appear to have the same communities, as the data points for these 
treatment groups overlap, likely because natural seawater from the Gulf of Mexico is 
primed to degrade and tolerate oil exposure, which may explain why these communities 
appear similar to each other in community composition in this exposure microcosm. 
The community composition of the biofilms and the corrosion on the CSD 
surfaces show a response to spill contaminant exposure. Both dispersant and dispersed oil 
have different but sustained impacts to the microbiome composition of biofilms and the 
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metal loss of carbon steel. Dispersant is not only toxic to some indigenous populations of 
bacteria (Hamdan & Fulmer, 2011), but dispersed oil droplets increase the solubility of 
oil in water, which may also increase the toxicity of dispersed oil to marine 
microorganisms (Seidel et al., 2016). A significant community shift in this treatment 
underscores a key microbiome response to dispersed oil in deep sea water. In the 
dispersed oil treatment, both the taxonomy and metal loss results reveal similar biofilm 
responses to this treatment, suggesting that dispersed oil is more damaging to marine 
biofilms on metal surfaces in the deep sea than previously thought. 
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Table 1.1  
Table of CTD depth profiles collected on the R/V Point Sur in June 2017.  
CTD cast Depth of 
collection (m) 
Temperature 
(°C) 
O2 saturation 
(%) 
Salinity in 
practical 
salinity units 
(PSU) 
CTD 11 1253.21 4.55 61.56 34.95 
CTD 12 1253.03 4.56 61.62 34.96 
CTD 13 1251.79 4.56 61.28 34.95 
 
Depth, temperature, oxygen saturation, and salinity collected from the sensors on the CTD indicated that each CTD cast was collected 
under the same conditions, therefore the water was not homogenized before addition into microcosm tanks at the beginning of the 
experiment. 
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Table 1.2   
Table of averaged maximum pit depths of CSDs in microcosm experiment.  
Week Treatment Averaged maximum pit 
depth (µm) 
2 Control 128.67 
4 Control 123.00 
6 Control 76.00 
8 Control 90.85 
10 Control 148.00 
12 Control 173.33 
14 Control 276.67 
2 Oil 110.50 
4 Oil 153.07 
6 Oil 109.00 
8 Oil 193.00 
10 Oil 152.33 
12 Oil 167.00 
14 Oil 182.33 
2 Dispersant 98.20 
4 Dispersant 195.67 
6 Dispersant 163.00 
8 Dispersant 155.50 
10 Dispersant 151.33 
12 Dispersant 142.00 
14 Dispersant 174.33 
2 Dispersed Oil 139.73 
4 Dispersed Oil 130.33 
6 Dispersed Oil 133.00 
8 Dispersed Oil 154.33 
10 Dispersed Oil 162.33 
12 Dispersed Oil 163.00 
14 Dispersed Oil 300.00 
Pit depths were determined by an analysis using a Nanovea optical profiler 3-D pen. Pit depths were averaged by week and treatment 
to show an increase of average pit depth over time in the experiment.
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Table 1.3  
Descriptive statistics for 16S rRNA gene sequencing data from microcosm samples.  
Sample Total 
sequence 
counts 
OTUs Shannon 
Diversity 
Good's 
Coverage 
Index 
W02CM01 19840 31 2.10 1.00 
W02CM02 23242 45 2.08 1.00 
W02CM03 22630 52 1.40 1.00 
W02DM01 19642 46 1.82 1.00 
W02DM02 23205 50 2.21 1.00 
W02DM03 27970 58 1.96 1.00 
W02ODM01 26349 60 1.54 1.00 
W02ODM02 27362 53 1.49 1.00 
W02ODM03 23974 49 1.87 1.00 
W02OM01 19078 45 1.75 1.00 
W02OM02 21083 45 1.63 1.00 
W02OM03 13273 53 1.94 1.00 
W04CM01 31834 45 3.00 1.00 
W04CM02 25574 39 2.92 1.00 
W04CM03 25605 53 2.76 1.00 
W04DM01 23200 42 2.47 1.00 
W04DM02 31523 37 2.96 1.00 
W04DM03 29930 48 3.13 1.00 
W04ODM01 27863 44 2.59 1.00 
W04ODM02 28998 54 2.14 1.00 
W04ODM03 32473 41 3.04 1.00 
W04OM01 30768 45 3.00 1.00 
W04OM02 19808 43 2.89 1.00 
W04OM03 27999 39 2.78 1.00 
W06CM01 38987 43 2.44 1.00 
W06CM02 29699 41 2.98 1.00 
W06CM03 15625 31 3.32 1.00 
W06DM01 36448 58 2.97 1.00 
W06DM02 36397 55 3.14 1.00 
W06DM03 36805 51 3.12 1.00 
W06ODM01 28447 44 3.55 1.00 
W06ODM02 25928 48 3.07 1.00 
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Table 1.3 
Continued 
 
W06ODM03 38575 46 3.12 1.00 
W06OM01 42314 45 2.45 1.00 
W06OM02 2285 21 3.13 0.98 
W06OM03 42985 45 2.37 1.00 
W08CM01 42774 54 2.88 1.00 
W08CM02 41203 53 3.48 1.00 
W08CM03 28020 47 3.96 1.00 
W08DM01 16218 57 3.83 0.99 
W08DM02 26188 52 3.16 1.00 
W08DM03 30527 46 3.51 1.00 
W08ODM01 22863 45 3.64 1.00 
W08ODM02 28189 54 3.70 1.00 
W08ODM03 37649 58 3.65 1.00 
W08OM01 44154 39 2.99 1.00 
W08OM02 22714 45 3.48 1.00 
W08OM03 23810 48 2.84 1.00 
W10CM01 28910 48 3.34 1.00 
W10CM02 29874 52 4.01 1.00 
W10CM03 19190 45 4.29 1.00 
W10DM01 26584 63 4.49 1.00 
W10DM02 39579 68 3.53 1.00 
W10DM03 25956 56 4.08 1.00 
W10ODM01 29237 49 3.91 1.00 
W10ODM02 26346 64 3.86 1.00 
W10ODM03 24524 56 3.85 1.00 
W10OM01 30555 55 3.36 1.00 
W10OM02 26813 55 4.00 1.00 
W10OM03 27329 59 3.88 1.00 
W12CM01 35148 63 3.98 1.00 
W12CM02 27986 64 4.29 1.00 
W12CM03 25045 57 4.46 1.00 
W12DM01 22184 62 4.45 1.00 
W12DM02 28469 73 3.53 1.00 
W12DM03 35335 62 4.16 1.00 
W12ODM01 29904 60 4.22 1.00 
W12ODM02 28843 68 4.03 1.00 
W12ODM03 44655 73 4.30 1.00 
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W12OM01 34379 55 3.66 1.00 
W12OM02 30069 64 4.27 1.00 
W12OM03 25072 50 4.44 1.00 
W14CM01 24429 61 4.12 1.00 
W14CM02 21656 56 4.45 1.00 
W14CM03 23668 61 4.49 0.99 
W14DM01 24437 68 4.42 1.00 
W14DM02 22786 71 3.48 1.00 
W14DM03 24341 61 4.24 1.00 
W14ODM01 26866 63 4.24 1.00 
W14ODM02 24363 60 4.02 1.00 
W14ODM03 22797 62 4.52 1.00 
W14OM01 29078 60 3.69 1.00 
W14OM02 30104 62 4.37 1.00 
W14OM03 23510 60 4.97 0.99 
In sample names, W = week of sampling, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, and ODM = 
dispersed oil microcosm.
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Table 1.4  
Averaged Shannon diversity values for taxa of 16S microcosm samples. 
Week Control Oil Dispersant 
Dispersed 
Oil 
2 1.86 1.77 2.00 1.63 
4 2.89 2.89 2.86 2.59 
6 2.91 2.65 3.08 3.24 
8 3.44 3.10 3.50 3.66 
10 3.88 3.75 4.03 3.87 
12 4.25 4.12 4.05 4.18 
14 4.36 4.34 4.04 4.26 
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Table 1.5   
Analysis of similarity (ANOSIM) pairwise tests conducted on biofilm samples from 
microcosm to determine differences between week groups for 16S data.  
Groups R Statistic Significance 
Level (%) 
2, 4 0.757 0.1 
2, 6 0.944 0.1 
2, 8 0.98 0.1 
2, 10 1 0.1 
2, 12 1 0.1 
2, 14 1 0.1 
4, 6 0.247 6 
4, 8 0.741 0.2 
4, 10 0.917 0.1 
4, 12 1 0.1 
4, 14 0.991 0.1 
6, 8 0.085 28.1 
6, 10 0.489 0.1 
6, 12 0.777 0.1 
6, 14 0.899 0.1 
8, 10 -0.167 86.6 
8, 12 0.185 13 
8, 14 0.435 0.7 
10, 12 -0.194 88.2 
10, 14 -0.037 54.9 
12, 14 -0.231 92 
Sample statistic (Global R): 0.575 
  
Significance level of sample statistic: 0.1% 
 
Number of permutations: 999 (Random sample from a large number) 
Groups represent the week of the experiment.
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Table 1.6   
Analysis of similarity (ANOSIM) pairwise tests conducted on biofilm samples from 
microcosm to determine differences between treatment groups for 16S data.  
Groups R Statistic Significance 
Level (%) 
C, D 0.016 43.2 
C, DO 0.365 0.2 
C, O -0.032 60.5 
D, DO 0.418 0.1 
D, O -0.026 60.3 
DO, O 0.541 0.1 
Sample statistic (Global R): 0.189 
  
Significance level of sample statistic: 0.3% 
 
Number of permutations: 999 (Random sample from a large number) 
In the groups column, C = control, O = oil, D = dispersant, and DO = dispersed oil. 
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Table 1.7   
Results of permutational analysis of variance (PERMANOVA) analysis on 16S data from 
biofilm samples in microcosm.  
Groups P (perm) 
Unique 
perms P (MC) 
2,4 0.0001 9941 0.0001 
2,6 0.0001 9949 0.0001 
2,8 0.0001 9941 0.0001 
2,10 0.0001 9936 0.0001 
2,12 0.0001 9939 0.0001 
2,14 0.0001 9937 0.0001 
4,6 0.0112 9944 0.0109 
4,8 0.0004 9958 0.0001 
4,10 0.0001 9956 0.0001 
4,12 0.0001 9938 0.0001 
4,14 0.0001 9939 0.0001 
6,8 0.0089 9936 0.013 
6,10 0.0001 9937 0.0002 
6,12 0.0001 9941 0.0001 
6,14 0.0001 9956 0.0001 
8,10 0.1464 9948 0.1651 
8,12 0.0006 9935 0.0023 
8,14 0.0002 9942 0.0001 
10,12 0.3051 9932 0.3082 
10,14 0.0259 9930 0.0323 
12,14 0.7764 9946 0.7422 
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Table 1.7 
Continued 
 
CM,DM 0.0116 9947 0.0153 
CM,ODM 0.0001 9942 0.0002 
CM,OM 0.0285 9957 0.0346 
DM,ODM 0.0002 9944 0.0001 
DM,OM 0.0631 9946 0.0634 
ODM,OM 0.0001 9950 0.0001 
Transform: square root   
          
Resemblance: Bray-Curtis       
Sum of squares type: Type III       
Fixed effects sum to zero for mixed terms      
Permutation method: Permutation of residuals under a reduced model    
Number of permutations: 9999           
Under “Groups”, numbers represent week of sample, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, 
and ODM = dispersed oil microcosm.
  
Figure 1.1 Average temperature of the cold room (°C) for the duration of the experiment.  
CM represents control tanks, OM represents oil tanks, DM represents dispersant tanks, and ODM represents dispersed oil tanks. The temperature does not deviate beyond one degree during the 
experiment.
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5
7.0
2 4 6 8 10 12 14
Te
m
p
 (
d
e
gr
ee
s 
C
)
Time (weeks)
Temperature Over Time
CM
OM
DM
ODM
  
Figure 1.2 Average fluorescence in relative fluorescence units (RFUs) of the treatments in the microcosm tanks for the duration of the 
experiment.  
CM represents control tanks, OM represents oil tanks, DM represents dispersant tanks, and ODM represents dispersed oil tanks. The HEWAF in the oil tanks degrade quickly from week 2 to week 4.  
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Figure 1.3 Total mass loss from carbon steel disks (CSDs) in microcosm over time, from week 2 through week 14.  
Each marker on the graph represents the averaged value of 3 replicates. CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. For the R2 
values on the graph, ODM = 0.9368, CM = 0.9208, OM = 0.9619, DM = 0.6558. The dispersed oil treatment (ODM) shows the greatest mass loss while the dispersant treatment (DM) shows the least 
mass loss.  
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Figure 1.4 Images of pit depths of carbon steel disks (CSDs) from microcosm as measured by a Nanovea 3-D optical profiler.  
The top row shows a representative sample from each treatment of the first sampling time point, week 2. The bottom row shows a representative sample from each treatment of the last sampling time 
point, week 14. Pit depths are measured in micrometers, and color scales are specific to each image.  
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Figure 1.5 Replicate averages (n = 3) of biofilm taxa at the class level (L3) from microcosm carbon steel disks (CSDs).  
In sample names, W = week of sample, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. 
  
 
Figure 1.6 Individual replicates (n = 3) of biofilm taxa at the class level (L3) from microcosm carbon steel disks (CSDs).  
In sample names, W = week of sample, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. Numbers at end of sample names denote 
replicate number of sample.
  
Figure 1.7 Replicate averages (n = 3) of biofilm taxa at the species level (L7) from microcosm carbon steel disks (CSDs).  
In sample names, W = week of sample, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm.
  
Figure 1.8 Individual replicates (n = 3) of biofilm taxa at the species level (L7) from microcosm carbon steel disks (CSDs).  
In sample names, W = week of sample, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. Numbers at end of sample names denote 
replicate number of sample.
  
Figure 1.9 Non-metric multidimensional scaling (nMDS) plot of 16S taxa from microcosm.  
An OTU relative abundance table was loaded to PRIMER, square root transformed, and the nMDS plot was created based on Bray Curtis similarity. The legend represents treatments, where C = control 
microcosm, O = oil microcosm, D = dispersant microcosm, DO = dispersed oil microcosm. Numbers on plot represent week of sample.
  
Figure 1.10 Canonical analysis of principal coordinates (CAP) for 16S taxa from microcosm by treatment.  
CAP graph was created from an OTU relative abundance table that was square root transformed and based on Bray Curtis similarity. Legend represents treatments of microcosm, where CM = control 
microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm.
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CHAPTER II – LABORATORY MICROCOSMS REVEAL BIOFILM FUNCTIONAL 
POTENTIAL BETWEEN TWO DIFFERENT SOURCE WATER POPULATIONS 
2.1 Introduction 
 Following the 2010 Deepwater Horizon spill, oil plumes were detected at depths 
of 1000-1300 m at distances up to 16 km surrounding the wellhead until it was capped 
(Valentine et al., 2014, Gao et al., 2015). In an effort to mitigate the oil release, 
approximately seven million liters of COREXIT EC9500A was applied at the surface and 
at the wellhead (Kleindienst et al., 2016). Because of this oil plume in deep waters, it is 
estimated that 4-31% of total oil released from the wellhead was sequestered to the 
seafloor, at estimated depths of 1300-1700 m on the continental slope (Valentine et al. 
2014). A recent study by Hamdan et al. (2018) revealed that sediment cores collected in 
2014 within the acute footprint (~16 km) of the spill had a reddish-brown, gelatinous 
surface layer and high porosity (~90%), suggesting that fallout from the spill may still be 
present near the wellhead.  
Spilled crude oil and dispersant may have impacted the preservation of deep-sea 
historic shipwrecks and their microbiomes if they are located in areas where oil and 
dispersant were deposited on the seafloor. Historic shipwrecks and other built structures 
on the seafloor act as artificial reefs which are capable of supporting and sustaining the 
vast biodiversity that is found in the deep ocean. Besides having ecological importance, 
these shipwrecks are also unseen war graves and are pieces of WWII history resting on 
the seafloor that should be preserved to the greatest extent. The biological basis of this 
preservation is marine biofilms, which begin to colonize and grow almost immediately 
upon submerged structures. The microorganisms that form these biofilms are capable of 
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recruiting a diverse community of microorganisms as well as acquiring nutrients, which 
over time attracts larger fauna and transforms the sunken structure into an artificial reef. 
However, the introduction of spill-associated compounds to areas hosting historic 
shipwrecks may threaten marine biofilms inhabiting them, potentially leading to 
compositional and functional changes that impact their preservation.  
Biofilm formation in the deep sea and the effects of spill contaminants on biofilm 
microbiomes colonized on steel surfaces is not well understood. This can be studied 
through laboratory microcosms to provide understanding of these processes under oiled 
and un-oiled scenarios. One of the first studies to address this knowledge gap used 
surface seawater in a microcosm amended with crude oil, dispersant, and dispersed oil to 
discover how metal infrastructure in the marine environment may be threatened by 
anthropogenic changes, such as oil spills (Salerno et al., 2018). The results indicated that 
exposure to the aforementioned contaminants may immediately induce changes to the 
biodiversity and metabolic functions of bacteria inhabiting marine biofilms.  
Oil potentially accelerates corrosion of metal through a biologically-mediated 
process called microbially-induced corrosion (MIC). MIC is a known and widespread 
problem in the oil and gas industry, which causes economic damage of several billion 
dollars annually (Bermont‐Bouis et al., 2007, Enning & Garrelfs, 2014). However, the 
effects of dispersant and dispersed oil on metal corrosion are unknown (Little & Lee, 
2014). Carbon steel is often the material of choice to study MIC because much of marine 
infrastructure is constructed from carbon steel, including both modern and WW II-era 
ship hulls (McBeth et al., 2011). Carbon steel coupons are used in the microcosms 
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presented in this study to discover how marine biofilms and MIC are linked through 
biological and corrosion processes.   
MIC is not a defined mechanism, but a process by which bacteria enhance 
conditions for corrosion on a metal surface. Specific groups of bacteria, such as iron-
oxidizing bacteria (IOB), iron-reducing bacteria (IRB), and sulfate-reducing bacteria 
(SRB), have been extensively studied in context with MIC processes in shallow water 
marine environments (Beech & Campbell, 2008, Little et al., 2012, McBeth & Emerson, 
2016, Vigneron et al., 2016). Carbon steel is susceptible to corrosion because it is an 
alloy that contains mostly iron (99%). IOB and IRB work in tandem to cycle iron on 
metal surfaces and are able to use the end products for energy. However, their 
metabolism may cause pitting of metal surfaces, known as localized corrosion. SRB also 
cause surface pitting, because their metabolism produces hydrogen sulfides (AlAbbas et 
al., 2013). A previous study suggests that MIC is accelerated in the presence of oil, as a 
result of oil-degrading bacteria (Little et al., 2008, Pi et al., 2017).  
 Metagenome sequencing of microorganisms in a community can provide insight 
on the abundance of functional genes in addition to taxa abundance, to imply the 
capabilities of that microbiome in an environment. In recent years, a few studies have 
characterized metagenomes isolated from deep sea sediment and hydrothermal vent 
communities (Brazelton & Baross, 2009, Håvelsrud et al., 2011, He et al., 2013). One 
study sequenced the metagenomes of hydrocarbon-degrading bacteria isolated from 
contaminated sea surface and plume samples and found an abundance of pathways 
related to hydrocarbon degradation, virulence and transport, stress, and motility 
(Dombrowski et al., 2016). Other functions that are associated with corrosion include 
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heavy metal resistance, biofilm formation, antibiotics and toxicity resistance, and sulfur 
and nitrogen metabolism (Gomez-Alvarez et al., 2012, Drewniak et al., 2016). However, 
no studies to date have analyzed metagenomes of marine biofilms associated with MIC 
located in shipwreck habitats. Elucidating the mechanisms of MIC through 
metagenomics will help fill the knowledge gap of the interaction between abiotic 
corrosion and biologically-mediated processes that potentially accelerate corrosion on 
metal surfaces. Accordingly, the goal of this study it to evaluate the functional potential 
of microorganisms sourced from surface seawater and from deep seawater by analyzing 
the metagenomes of biofilm microbiomes from samples collected on the surfaces of 
CSDs following addition of spill contaminants in two laboratory microcosm experiments.  
2.2 Methods 
2.2.1 Laboratory Microcosm. 
 Two laboratory microcosm experiments were carried out under different 
conditions for the purposes of this study. Both experiments used carbon steel disks 
(CSDs) to model metal corrosion and to provide surfaces for biofilm growth. CSDs were 
made from C1020 mild carbon steel and were supplied by Metal Samples Company 
(Munford, AL). CSDs measured .624” in diameter and were 1/16” thick, with an as-mill 
finish. EpoThin 2 epoxy (Buehler, Lake Bluff, IL) was used to mount coupons with one 
face exposed, following the protocol of Lee et al. (2004, 2005). CSDs were secured in 
plastic PVC towers using 100% waterproof silicon sealant, and PVC towers were placed 
in experimental tanks.  
 For the first experiment, surface seawater was collected from the Naval Research 
Laboratory Key West pier (Key West, Florida, USA) and shipped to George Mason 
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University. Water was stored for 1 week in a cold room maintained at 4°C (+/- 0.4) 
before filling each of four, 25-L experimental tanks. Each tank received 16 L of seawater 
and was kept covered on a stir plate to keep the water continuously circulating. 
Measurements of salinity, temperature, and dissolved oxygen were obtained weekly for 
the duration of the 16-week experiment. After acclimating for 2 weeks, tanks were 
amended with crude oil (Louisiana sweet crude, 5 mg/L), chemical dispersant (Corexit 
EC9500, 0.05 mg/L), dispersed oil (5 mg/L crude oil + 0.05 mg/L dispersant) or no 
treatment (control). Concentrations of crude oil and dispersant were calculated from a 
review of published data and from data obtained from the NOAA Office of Response and 
Restoration’s Environmental Response Management Application database (ERMA – 
gomex.erma.noaa.gov). CSDs were sacrificed biweekly (n = 2) to collect biofilm samples 
and stored in a -80°C freezer in sterile plastic containers. Week 2 samples were collected 
before treatment addition to microcosms. One CSD from each time point was reserved 
for genetic analysis, and one CSD was shipped to the U.S. Naval Research Laboratory 
(Stennis Space Center, Mississippi, USA) for mass loss, pit depth, and EDS analysis.  
 For the second experiment, deep seawater (~1200 m) was collected from the 
Anona shipwreck using a conductivity, temperature, and depth (CTD) rosette on cruise 
PS17-26 on the R/V Point Sur. Seawater was collected into thirteen, 20-L polycarbonate 
carboys and transferred to a 4°C (+/- 0.5) cold room at the University of Southern 
Mississippi. Each of 12 experimental tanks (4 treatments, 3 replicates each) were filled 
with 16 L of seawater and were maintained in the cold room at 4°C, covered, in the dark, 
and on stir plates for continuous circulation. Measurements of salinity, temperature, and 
dissolved oxygen were taken every week during the 14-week experiment. Following 2 
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weeks of acclimation, tanks were amended with crude oil using a high-energy water-
accommodated fraction (HEWAF, 80 mL), diluted chemical dispersant (Corexit EC9500, 
0.05 mg/L), dispersed oil using a chemically-enhanced water-accommodated fraction 
(CEWAF, 80 mL), or no treatment (control). HEWAF and CEWAF were made following 
the protocols detailed in chapter 1. CSDs (n = 2) were sacrificed biweekly from each of 
the 12 tanks and stored frozen at -80°C. One CSD was kept for microbiome analyses and 
one CSD was reserved for mass loss and pit depth measurements at NRL-SSC. 
 For both microcosm experiments, control samples are referred to as CM, oil 
samples are referred to as OM, dispersant samples are referred to as DM, and dispersed 
oil samples are referred to as ODM.   
2.2.2 DNA Extraction and Quantitation. 
 Biofilms and corrosion products were removed from the surfaces of CSDs using a 
flame-sterilized spatula and collected into pre-weighed lysing matrix E tubes for DNA 
extraction (MP Biomedicals, LLC, Santa Ana, CA, USA). Genomic DNA was extracted 
following a modified version of the manufacturer’s protocol of the BIO 101 FastDNA 
Spin Kit previously described by Hamdan et al. (2013). Bovine serum albumin (BSA) 
was added prior to extraction of DNA from corrosion biofilms to prevent competitive 
binding of iron to DNA (Salerno et al. 2018). Purified, undiluted extracted DNA was 
stored frozen at -80°C. Quantitation of total extracted DNA (ng/mL) followed the 
manufacturer’s protocol for the Qubit 2.0 Fluorometric Quantitation system (Invitrogen, 
Carlsbad, CA, USA) to assess the quantity, and a NanoDrop spectrophotometer 
(ThermoFisher, Waltham, MA, USA) was used to assess the purity.  
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2.2.3 Metagenome Amplification and Sequencing. 
 Prior to metagenome sequencing at the Integrated Microbiome Resource (IMR) 
facility at Dalhousie University (Halifax, Nova Scotia, Canada), biofilm samples from the 
deep seawater microcosm were pooled, including 1 pooled sample from week 2, as a 
control sample, and pooled samples from each treatment for weeks 4, 8, 12, and 14 for a 
total of 17 metagenome samples. Pooling was based on community similarity as 
determined by statistical analysis of 16S sequences, including total sequence counts and 
Shannon diversity. Briefly, samples with low sequence counts or outliers based on total 
sequence count across the dataset were detected by the Median Absolute Deviation 
(MAD) method in R (Leys et al., 2013) and removed from further downstream analysis. 
Wet lab protocols were carried out as described in Comeau et al (2011). At IMR, DNA 
libraries were prepared with the Nextera XT Library Preparation Kit (Illumina Inc.) 
modified to use the Just-a-Plate  96 PCR Purification and Normalization Kit (Charm 
Biotech). Sequencing was performed on an Illumina NextSeq 550, generating 150 bp, 
paired-end sequences. 
2.2.4 Metagenome Bioinformatics Analysis. 
 Analysis of metagenomes followed the Microbiome Helper (Comeau et al., 2017) 
procedure. Raw sequences were quality filtered (Andrews, 2010), assembled into paired-
end reads (Zhang et al., 2013), trimmed (Bolger et al., 2014), and screened for 
contaminants (Langmead & Salzberg, 2012). MetaPHlAn2 was used to assign taxonomy 
(Truong et al., 2015). Phylogenetic trees were created to the genus level in GraPhlAn to 
visualize and compare communities, based on MetaPHlAn2 results (Asnicar et al., 2015). 
To construct the cladograms, taxa with <0.01% abundance were excluded from the plot, 
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and taxa >1% abundance in the sample were annotated on the tree. HUMAnN2 was used 
to profile genes and gene families using the UniRef90 database and regrouped using 
KEGG Orthology (KO) annotations. Associated pathways abundance was annotated 
using the MetaCyc Metabolic Pathway database (Abubucker et al., 2012). 
2.2.5 Statistical Analysis. 
 An OTU table from the MetaPHlAn2 results of samples from both microcosm 
experiments was imported to PRIMER (v.6.13, PRIMER-E Ltd., Plymouth, UK). Bray-
Curtis dissimilarities were calculated, hierarchical clustering (CLUSTER) illustrated 
similarity based on the group average linkage, and a non-metric multidimensional scaling 
(NMDS) plot was constructed to visualize differences in community structure. A pair-
wise PERMANOVA was performed on the taxonomy profiles to discover significant 
differences between the same treatments of different microcosm experiments. Shannon 
diversity of the taxonomy from the metagenome sequences was calculated in QIIME.  
 Gene abundance tables were generated by HUMAnN2 in units of reads per 
kilobase (RPK) which accounts for gene length, and then regrouped by KOs. To account 
for sequencing depth, gene tables were normalized to copies per million (CoPM) using 
the humann2_renorm_table script. This method is a type of total sum scaling (TSS) 
where the samples are constrained to sum to 1 million, which is convenient for large gene 
tables. A combined gene abundance table for both microcosm experiments was imported 
to PRIMER, and a CLUSTER analysis and an NMDS plot were generated based on 
Bray-Curtis dissimilarities. Differential abundance analysis was carried out using the 
Workflow Hub for Automated Metagenomic Exploration (WHAM!) to discover 
differentially abundant genes (DAGs) between the microcosm experiments. The analysis 
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is based on the ANOVA-Like Differential Expression (ALDEx2) method which performs 
multiple testing corrections and also accounts for the microbiome composition and 
within-condition variation present in metagenomic data based on a combination of effect 
size and statistical significance (Devlin et al., 2018). A variance filter removes dataset 
features (genes) with low variance to reduce the false discovery rate (FDR). A filter of 
0.5 was chosen for this dataset since the abundance table had already been normalized 
prior to import. Differential abundance is calculated by a combination of the effect size 
and the statistical significance to increase the statistical power. For this study, a 
significance level of 0.05 (p < 0.05) and effect size of 1.0 were chosen. 
The default output of HUMAnN2 gene and pathway abundance tables are in reads 
per kilobase (RPK), which corrects for gene length. However, this does not correct for 
sequencing depth, so it is recommended that the researcher renormalize the abundance 
tables by either relative abundance or copies per million (CoPM) to correct for 
differences in sequencing depth before carrying out downstream analyses. For this study, 
gene abundance tables were regrouped from UniRef90 gene families to KEGG orthology 
(KO) based on a literature review of databases used for annotating abundance features in 
metagenome studies. Effect size is a measure of the magnitude of an effect and is 
important for ensuring that the significance of biological data is relevant (Segata et al., 
2011). By nature, metagenome data is high-dimensional and often noisy, making it 
difficult to obtain results that are robust and have high statistical power. Using a 
combination of effect size and statistical significance is crucial to ensure that the results 
of metagenome studies are consistent, interpretable, and replicable (Segata et al., 2011, 
Mallick et al., 2017). The effect sizes used for this study were selected based on 
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distributions of differentially abundant features observed in the datasets, with the goal of 
including biologically relevant results while still maintaining statistical power. 
2.3 Results 
 The taxonomy analysis in MetaPhlAn2 shows a greater number of OTUs 
observed in the surface water microcosm across all treatments as compared to the deep 
water microcosm (Table 2.1). Average Shannon diversity was higher in the surface water 
microcosm treatments, with the highest average diversity observed in the oil treatment. A 
nMDS plot was created based on a Bray-Curtis dissimilarity matrix, and the results 
revealed distinct separation between communities in the two experiments across all 
treatments, highlighting that the starting communities in both were distinct (Figure 2.1). 
In addition, control samples clustered away from other treatments in their respective 
microcosms. A pair-wise PERMANOVA between the same treatments of different 
experiments returned statistically significant p-values (p < 0.02), and the dispersant 
treatment was the most similar between experiments (Table 2.2). 
 Communities in both experiments were dominated by the phylum Proteobacteria, 
and the phylum Bacteroidetes was present in surface water microcosms (1-3%) but not 
abundant in deep water microcosms (Figures 2.2, 2.3, Table 2.3). At the class level, 
communities were comprised of Gammaproteobacteria, Alphaproteobacteria, and 
Epsilonproteobacteria. Gammaproteobacteria were highly dominant in deep water 
microcosms (>90%), and less dominant in surface water microcosms (52-81%). 
Epsilonproteobacteria were not abundant in surface water microcosms (<1%) and were 
barely present in deep water microcosms (1-2%) except the dispersed oil treatment. 
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Alphaproteobacteria were more abundant in surface water microcosms (16-45%) than 
deep water microcosms (1-2%).  
 At the genus and phylotype level (L6/L7) in the surface water microcosms, Vibrio 
was present in only the control (1%). Marinomonas was observed in the oil and 
dispersant treatments (9%, 4%) but not the control and dispersed oil. Methylophaga was 
present in all treatments (1-2%) except the control. Abundant species that may contribute 
to driving community differences include Pseudoalteromonas agarivorans (5-7%), 
Pseudoalteromonas haloplanktis (8-27%), and Marinobacter algicola (1-3%). The deep 
water microcosms had a high abundance of Marinobacter (59-85%) mostly attributed to 
the genus algicola (Figure 2.3, Table 2.3). Arcobacter was present in the oil and 
dispersant treatments (1-2%), and Pseudomonas pelagia was abundant only in the 
dispersed oil treatment (30%). Colwellia was present in all treatments (1-4%), and this 
abundance was attributed to Colwellia psychrerythraea in control and dispersant 
treatments. In the dispersed oil treatment, a phylotype from the Alteromonadales order, 
Glaciecola psychrophila, was abundant (1%). The genus Methylophaga, from the 
Piscirickettsiaceae family, was only present in the control (1%). Between the two 
experiments, the surface water microcosms had genera not present in the deep water 
microcosm, including Shewanella and Pseudoalteromonas. Colwellia were not abundant 
in the surface water microcosms. Although Marinobacter were present in all treatments, 
the deep water microcosms had a much higher abundance. 
 Functional profiles of metagenomes were analyzed using HUMAnN2, which 
resulted in abundance tables of gene families and pathways. The default unit from 
HUMAnN2, reads per kilobase (RPKs), were renormalized to copies per million (CoPM). 
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Pathway abundance was annotated according to the MetaCyc database (HUMAnN2 
default). Gene family abundances were regrouped and renamed according to KEGG 
orthology (KO). The surface water metagenomes had a greater number of total assigned 
reads from gene families to KOs (900,000 – 1,000,000) as compared to deep water 
metagenomes (200,000 – 300,000) (Table 2.1). A nMDS plotted in PRIMER revealed 
that the two experiments have distinct functional profiles, based on a Bray-Curtis 
dissimilarity matrix of gene abundances (Figure 2.4).  
 Differentially abundant pathways were calculated and visualized using WHAM!, 
a web-based application for exploring and querying metagenome sequence output. Based 
on a distribution of the datasets, a variance filter of 0.5 was used to filter low variance 
features, and differential abundance was calculated based on a combination of p-value (p 
< 0.05) and effect size (1.50). In surface water metagenomes, 18 differentially abundant 
pathways were discovered, and grouped to MetaCyc pathway classes of biosynthesis, 
respiration, and degradation/utilization/assimilation (Table 2.4, Figure 2.5). The majority 
of these pathways classified as biosynthesis pathways, and had greater abundance in the 
control samples, and one dispersed oil sample (week 12). In the deep water microcosm 
experiment, four differentially abundant pathways were discovered using the same 
variance filter and parameters as above. All pathways were related to 
degradation/utilization/assimilation. Toluene degradation pathways had greater 
abundance in all oil samples, half of the control samples, and one dispersed oil sample 
(Table 2.5, Figure 2.6). A denitrification pathway had less counts in the week 4 
dispersant sample and greater counts in the week 2 control sample.  
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 Differentially abundant KOs were also analyzed in WHAM! with a variance filter 
of 0.5 and using parameters of p < 0.05 and an effect size of 1.75 based on distributions 
of the data. In the surface water microcosm experiment, differentially abundant KOs (n = 
44) grouped to KEGG pathways of membrane transport, translation, signaling and 
cellular processes, transcription, quorum sensing, replication, metabolism, sulfur 
metabolism, and biofilm formation (Table 2.6, Figure 2.7). A suite of MSHA proteins 
(mshD, mshC, mshO, mshP) related to biofilm formation and cell signaling had greater 
abundance in the dispersant treatment and less abundance in the dispersed oil treatment. 
A biofilm formation gene, pilG, which is part of a two-component response system, 
showed an overall increase in abundance over time in all treatments. The cysC gene, 
which is part of a sulfur metabolism pathway, also showed an overall increase in 
abundance over time. An iron transport gene had greater abundance in oil and dispersant 
treatments as compared to the week 2 samples, and a ferredoxin gene had the highest 
counts in the control and dispersed oil treatments. These genes were not differentially 
abundant but were still statistically significant. 
 In the deep water microcosm experiment, differentially abundant KOs (n = 23) 
grouped to KEGG pathways of cell motility, signal transduction, signaling and cellular 
processes, transcription, quorum sensing, replication/replication and repair, metabolism, 
sulfur metabolism, and transport (Table 2.7, Figure 2.8). Two cell motility proteins, fliS 
and mcp, had less abundance in the week 8 – week 14 dispersed oil samples relative to all 
other samples. In addition to mcp, another two-component system protein, narL, had 
greater abundance in all oil samples and the week 2 control sample. A quorum sensing 
zinc uptake regulator (zur) had less counts in later dispersed oil samples. Two sulfur 
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metabolism proteins involved in a sulfonate transport system, ssuA and ssuC, both had 
greater abundance in the oil samples. One protein implicated in aromatic compounds 
degradation, hcaD, had greater abundance in oil samples but was absent in dispersed oil 
samples.  
2.4 Discussion 
 The goal of this study was to discover if taxonomically distinct communities 
harbor similar functional potential by analyzing the metagenomes of samples collected 
from two different microcosm experiments, one using surface seawater and one using 
deep seawater. According to Baas-Becking and Beijerinck, “everything is everywhere, 
but, the environment selects” (De Wit & Bouvier, 2006). This hypothesis, first proposed 
in the 1930s, explains that the distributions of different microbial populations on Earth 
are the result of unique environmental parameters combined with unlimited dispersal. A 
recent study investigated global patterns of bacterial beta-diversity in two realms, pelagic 
and benthic, and a number of ecosystems including coastal water, deep open ocean water, 
and hydrothermal vents. They discovered that, based on the number of samples, 
sequences, and OTUs, that microbial communities between pelagic and benthic habitats 
were vastly different as a result of physical, biological, and chemical parameters, 
including water column mixing, temperature, sunlight, freshwater proportion, and 
nutrient and organic matter input (Zinger et al., 2011). For this study, it is expected that 
microbial communities will be taxonomically distinct from one another, because 
microorganisms in surface water collected in Key West, FL have access to sunlight, 
warmer temperatures, and more abundant nutrients as opposed to microbial communities 
from the deep water Anona shipwreck site (~1200 m), which thrive under pressure, 
 75 
complete darkness, and cold (4°C) water temperatures. In support of this hypothesis, 
analysis of metagenome taxonomy revealed a greater number of observed OTUs and a 
greater average alpha diversity in surface water metagenomes. The nMDS plot also 
demonstrates that the microbial community structures between the two experiments are 
completely different from one another.  
 At the class level, both experiments are dominated by Gamma- and 
Alphaproteobacteria. However, Alphaproteobacteria are only 1-2% abundant in deep 
water as compared to 16-45% abundant in surface water. Zinger et al. (2011) discovered 
that Alphaproteobacteria were the most dominant class in pelagic realm samples while 
Gammaproteobacteria were the most dominant in benthic realm samples. This may be 
explained by OTUs in each class which are indigenous to each environment, for example, 
the SAR11 clade in Alphaproteobacteria and the Colwellia genus in 
Gammaproteobacteria (Biers et al., 2009, Valentine et al., 2014). Interestingly, 
Epsilonproteobacteria are absent from surface water communities, but are 1-2% abundant 
in deep water communities. Previous studies have shown that this class is mostly 
chemolithoautotrophic bacteria found in hydrothermal vent environments that are able to 
thrive in cold and dark marine environments and can also oxidize the sulfur compounds 
in oil (Sogin et al., 2006, Zinger et al., 2011, Hubert et al., 2012).  
 Investigation of metagenome taxonomy at the genus and phylum levels may 
reveal specific OTUs that possibly contribute to driving community differences. The 
genus Marinobacter is widespread and indigenous to the deep ocean and may play a role 
in global biogeochemical cycles (Handley & Lloyd, 2013). Marinobacter have been 
widely studied and are known to degrade polycyclic aromatic hydrocarbons (PAHs) (Hu 
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et al., 2017). However, there is lack of consensus in the literature on their response to 
exposure to dispersed oil. One study that investigated the response of indigenous bacteria 
to Macondo oil demonstrated that oil and dispersant is toxic to Marinobacter, but also 
suggested that Marinobacter may grow in the presence of only chemical dispersants 
(Wang et al., 2016). A year later, Tremblay et al. (2017) showed that Marinobacter 
increased in the presence of dispersed oil. In this study, Marinobacter dominate the deep 
water communities, suggesting that this native deep water genus thrives when exposed to 
oil, dispersant, and dispersed oil in a laboratory controlled microcosm experiment.  
 Another genus, Colwellia, is native to cold and deep marine environments and is 
also known to degrade hydrocarbons (Techtmann et al., 2016). Colwellia were also 
dominant in the fallout plume of oil during and after the Deepwater Horizon spill 
(Valentine et al., 2014). This genus was absent from surface water communities and 
present in small abundance in deep water communities (1-4%). In the deep water 
microcosms, Colwellia abundance was attributed to the psycherythraea species in the 
control and dispersant treatments. A recent study of Colwellia metagenomes 
demonstrated that this species, although isolated from a deep sea basin, has the ability to 
adapt to local conditions (Techtmann et al., 2016). This study corroborates previous 
studies because the abundance of Colwellia in all deep water treatments suggests that it is 
not disturbed by exposure to spill contaminants in a lab setting.  
 Other OTUs that are implicated in hydrocarbon degradation, including aromatics, 
are Marinomonas, Glaciecola, Arcobacter, and Pseudoalteromonas (Brakstad et al., 
2015, Ribicic et al., 2018). Interestingly, Marinomonas and Pseudoalteromonas were 
only observed in surface water populations while Glaciecola and Arcobacter were only 
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observed in the deep water communities. Since microcosms in both experiments were 
exposed to the same spill contaminants, it is possible that very different taxa may show 
similar responses to hydrocarbon and chemical dispersant exposure. The genus 
Shewanella, also only observed in the surface water communities, is a marine bacterium 
capable of using iron as a terminal electron acceptor for respiration and may play a role in 
iron uptake and transport (Dong et al., 2017).   
Pathway abundance output from HUMAnN2 was also renormalized from RPKs to 
CoPM to correct for sequencing depth. HUMAnN2 uses the MetaCyc database to come 
up with a set of pathways that explain observed reactions in the community, and the 
abundance value reflects the number of complete copies of the pathway in the 
community. In the surface water microcosm, the majority of differentially abundant 
pathways were biosynthesis pathways, and the majority of differentially abundant genes 
were related to metabolism, particularly metabolism of amino acids. A recent study of the 
metagenomes of microorganisms residing in situ in surface seawater and deep seawater 
observed that biosynthesis of amino acids was significantly enriched in deep water 
samples, where nutrients are scarce (Li et al., 2018). Amino acid metabolism is essential 
to synthesize proteins; however, microorganisms in a closed system may experience a 
limited source of nutrients. The large number of biosynthesis pathways in this study may 
reflect the results of past studies, which state that amino acid metabolism is an energy-
preserving mechanism that bacteria use when faced with oligotrophic conditions 
(Gianoulis et al., 2009, Li et al., 2018).  
Denitrification and toluene degradation pathways were differentially abundant in 
the deep water microcosms. Previous studies have observed nitrogen metabolism 
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pathways and genes in deep water samples, likely due to the absence of light and the 
depletion of oxygen at depth (Louca et al., 2016, Li et al., 2018). Toluene degradation 
pathways are observed in deep water oil and dispersed oil samples, which is expected. 
The prevalence of natural oil seeps in the Gulf of Mexico leads to bacterial communities 
that are primed to degrade hydrocarbons and use oil compounds as sources of carbon and 
energy (Tremblay et al., 2017). Oil degradation pathways are expected in this study as a 
result of addition of crude oil and dispersed crude oil to microcosms, but the bacterial 
communities isolated from deep seawater may already have the ability to not only 
tolerate, but also thrive in oiled conditions.  
In general, the patterns of differentially abundant genes (DAGs) between the two 
experiments show that most DAGs are upregulated in the surface water dispersed oil 
treatment, while most DAGs in the deep water dispersed oil treatment are downregulated. 
Notably, one iron transport system protein is differentially abundant and upregulated in 
the surface water oil treatment, while 3 other iron transport proteins are significant, with a 
higher abundance in surface water oil and dispersant treatments. Iron is an essential 
element for electron transport in the cell, however, it has low bioavailability in the 
world’s oceans (Toulza et al., 2012). A recent study demonstrated that oil exposure may 
increase corrosion of carbon steel (Salerno et al., 2018), so it is possible that the 
upregulated iron transport genes observed in this study are the result of oil-accelerated 
corrosion of carbon steel. In the deep water microcosm experiment, no DAGs were 
related to iron transport, but 2 sulfur metabolism genes, ssuA and ssuC, had the highest 
abundance in the oil treatment. Sulfur metabolism has been previously observed in deep 
water samples, particularly by the class Epsilonproteobacteria, which are 
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chemolithoautotrophic and able to metabolize the sulfur compounds in oil (Sogin et al., 
2006, Louca et al., 2016).  
Quorum sensing is a method of cell to cell signaling that bacteria use to 
communicate with each other and is important in the biofilm formation process when a 
community of microorganisms are working together to recruit and build their 
environment (Mangwani et al., 2016). Exopolysaccharides (EPS) are produced by 
bacterial cells and are a crucial component of biofilm formation because EPS provides a 
3-D matrix that serves as a protective and nutritive substrate for cell attachment. Due to 
their emulsifying property, EPS has also been shown to increase the solubility of 
hydrocarbons. Out of the DAGs from both experiments, a quorum sensing gene (zur) was 
higher in the deep water samples while a suite of biofilm formation and signaling genes 
(mshD, mshC, mshO, mshP) were higher in the surface water microcosm (Table 2.8, 
Figure 2.10). In conjunction with biofilm formation genes, surface water DAGs also 
revealed higher proportions of metabolism genes, membrane transport genes, and genes 
related to cellular growth, such as replication, transcription, and translation genes. 
Although the effects of spill contaminant exposure on the abundance of individual genes 
is unclear, it is obvious that marine bacteria can more easily form biofilms in surface 
waters, likely as a function of temperature, access to nutrients, and other physicochemical 
parameters (Edwards et al., 2010, Mangwani et al., 2016). Conversely, deep water DAGs 
had a higher proportion of genes related to signal transduction, cell motility, and cell 
transport. Previous studies on the metagenomes of oil-degrading bacteria have discovered 
that these bacteria have the ability to move towards an oil source by using a chemo-
attractant, such as hydrocarbon compounds (Mason et al., 2014, Dombrowski et al., 
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2016). With the high proportion of indigenous oil-degrading bacteria in the deep water 
samples, it is possible that the metagenome functional profiles are reflecting bacterial 
motility in response to hydrocarbon exposure.  
As a result, gaining insight into the metabolic profiles of microorganisms has 
raised new questions in the field of microbial ecology, particularly related to functional 
redundancy (Louca et al., 2018). A few recent studies have proposed that the assembly of 
microbial communities in ecological habitats is determined by functional traits, as 
opposed to taxonomic assembly, thereby promoting the idea of functional redundancy 
(Burke et al., 2011, Martiny et al., 2015, Louca et al., 2016, Nie et al., 2016). One of 
these groups has also suggested that the assembly of microbial communities is strongly 
influenced by physical, chemical, and biological parameters, and so function and 
taxonomy must be “decoupled” from one another (Louca et al., 2016). Conversely, 
Galand et al. (2018) refutes functional redundancy by proposing that different taxonomic 
profiles also have different functional profiles, based on the observation that shifting the 
taxonomic profile resulted in a shifted functional profile. The goal of this study was to 
discover functional redundancy between two microcosm experiments. While some DAGs 
grouped to the same general KEGG pathways, there were no specific genes that were 
observed as differentially abundant in both experiments. Distinct taxonomic composition 
between the experiments also resulted in distinct functional profiles, which suggests that 
taxonomy is determined by functional traits of a microbial community, and genes and 
pathways are strongly influenced by environmental parameters. This interpretation is 
supported by a recent study, which observed that microbial communities from different 
environments do not always exhibit functional redundancy (Louca et al., 2016).  
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Table 2.1  
Descriptive statistics for metagenome sequences of surface water and deep water 
microcosms.  
Microcosm 
Water Type 
Treatment Observed 
OTUs 
(Metaphlan) 
Shannon 
Diversity 
(taxa) 
Total 
assigned 
reads to 
KOs 
(CoPM) 
Surface Control 13 3.23 924996 
Surface Control 35 4.02 929025 
Surface Control 49 4.28 931435 
Surface Control 47 4.11 933145 
Surface Control 49 4.08 933571 
Deep Control 30 3.70 460110 
Deep Control 16 3.30 334836 
Deep Control 16 3.25 330595 
Deep Control 21 3.37 337641 
Deep Control 34 3.53 340276 
Surface Oil 16 3.27 925901 
Surface Oil 36 4.26 925972 
Surface Oil 45 4.49 930053 
Surface Oil 46 4.44 929490 
Surface Oil 44 4.38 929344 
Deep Oil 25 3.58 357799 
Deep Oil 21 3.37 334488 
Deep Oil 23 3.38 332117 
Deep Oil 29 3.39 333669 
Surface Dispersant 16 3.27 924310 
Surface Dispersant 32 3.90 925251 
Surface Dispersant 51 4.34 925244 
Surface Dispersant 49 4.32 925654 
Surface Dispersant 45 4.27 924849 
Deep Dispersant 25 3.50 365336 
Deep Dispersant 22 3.37 327673 
Deep Dispersant 23 3.34 336484 
Deep Dispersant 26 3.43 344204 
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Surface 
Dispersed 
Oil 17 3.23 929755 
Surface 
Dispersed 
Oil 36 4.08 931026 
Surface 
Dispersed 
Oil 46 4.27 934634 
Surface 
Dispersed 
Oil 39 3.84 941619 
Surface 
Dispersed 
Oil 46 4.21 936049 
Deep 
Dispersed 
Oil 23 3.41 339303 
Deep 
Dispersed 
Oil 21 3.75 208885 
Deep 
Dispersed 
Oil 29 3.86 220239 
Deep 
Dispersed 
Oil 27 3.83 204597 
Samples are ordered by water type, then by treatment. Observed OTUs and Shannon diversity were calculated by QIIME from 
Metaphlan2 data. Total assigned reads are shown in copies per million (CoPM) from HUMAnN2 data. 
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Table 2.2  
Results of pair-wise permutational analysis of variance (PERMANOVA) between 
taxonomy of two microcosm experiments.  
Treatment P-value Average similarity 
between groups 
SW_CM, DW_CM 0.0087 45.265 
SW_OM, DW_OM 0.0175 42.996 
SW_DM, DW_DM 0.0078 52.036 
SW_ODM, DW_ODM 0.0169 45.068 
In the treatment column, SW = surface water, DW = deep water, CM = control microcosm, OM = oil microcosm, DM = dispersant 
microcosm, ODM = dispersed oil microcosm.
  
Table 2.3  
Taxa greater than 1% in abundance in surface water and deep water microcosms.  
Sample Name Taxonomy 
Average relative 
abundance 
Surface Control Gammaproteobacteria 52.02% 
 Alphaproteobacteria 45.03% 
 Gammaproteobacteria; Alteromonadales 44.56% 
 Alphaproteobacteria; Rhodobacterales 44.45% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae; Sulfitobacter 43.98% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 37.48% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas 17.69% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_haloplanktis 11.41% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_agarivorans 5.71% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae 5.17% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 4.96% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 2.99% 
 Gammaproteobacteria; Oceanospirillales 2.61% 
 Gammaproteobacteria; Pseudomonadales 2.14% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae 2.06% 
 Phylum Bacteroidetes 1.95% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae 1.88% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae; Pseudomonas 1.83% 
 Gammaproteobacteria; Alteromonadales; Shewanellaceae; Shewanella 1.79% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 1.73% 
 Gammaproteobacteria; Alteromonadales; Shewanellaceae; Shewanella; Shewanella_baltica 1.41% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae; Dokdonia; Dokdonia_donghaensis 1.35% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae 1.21% 
 Gammaproteobacteria; Vibrionales; Vibrionaceae 1.09% 
 Gammaproteobacteria; Vibrionales; Vibrionaceae; Vibrio 1.07% 
   
  
Table 2.3 
Continued 
Deep Control Gammaproteobacteria 96.20% 
 Gammaproteobacteria; Alteromonadales 90.17% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae 72.87% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 72.77% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 46.80% 
 Gammaproteobacteria; Alteromonadales; Colwelliaceae; Colwellia 13.77% 
 Gammaproteobacteria; Oceanospirillales 3.73% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 3.45% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 2.93% 
 Gammaproteobacteria; Alteromonadales; Colwelliaceae; Colwellia; Colwellia_psychrerythraea 2.69% 
 Alphaproteobacteria 1.36% 
 Epsilonproteobacteria 1.25% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae; Methylophaga 1.25% 
 Epsilonproteobacteria; Campylobacterales 1.05% 
Surface Oil Gammaproteobacteria 61.98% 
 Gammaproteobacteria; Alteromonadales 43.95% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 40.53% 
 Alphaproteobacteria 25.77% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 25.56% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae; Sulfitobacter 25.23% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas 21.26% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_haloplanktis 15.48% 
 Gammaproteobacteria; Oceanospirillales 10.30% 
 Gammaproteobacteria; Oceanospirillales; Oceanospirillaceae; Marinomonas 8.89% 
 Gammaproteobacteria; Pseudomonadales 6.05% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae 5.49% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae; Pseudomonas 5.38% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_agarivorans 5.08% 
 Phylum Bacteroidetes 2.62% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae 2.54% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae; Dokdonia 1.93% 
  
Table 2.3 
Continued  Flavobacteriia; Flavobacteriales; Flavobacteriaceae; Dokdonia; Dokdonia_donghaensis 1.93% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae 1.78% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 1.63% 
 Gammaproteobacteria; Alteromonadales; Shewanellaceae; Shewanella 1.42% 
 Gammaproteobacteria; Thiotrichales 1.33% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 1.32% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae 1.32% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae; Methylophaga 1.21% 
Deep Oil Gammaproteobacteria 95.09% 
 Gammaproteobacteria; Alteromonadales 89.18% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 84.36% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 56.66% 
 Gammaproteobacteria; Oceanospirillales 4.62% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 4.49% 
 Gammaproteobacteria; Alteromonadales; Colwelliaceae; Colwellia 3.65% 
 Epsilonproteobacteria 2.32% 
 Epsilonproteobacteria; Campylobacterales 2.11% 
 Epsilonproteobacteria; Campylobacterales; Campylobacteraceae; Arcobacter 1.96% 
 Alphaproteobacteria 1.90% 
 Alphaproteobacteria; Rhodobacterales 1.18% 
Surface Dispersant Gammaproteobacteria 81.20% 
 Gammaproteobacteria; Alteromonadales 70.26% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 63.20% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas 35.47% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_haloplanktis 27.43% 
 Alphaproteobacteria 16.25% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 15.91% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae; Sulfitobacter 15.39% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_agarivorans 6.84% 
 Gammaproteobacteria; Oceanospirillales 6.81% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae 5.02% 
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 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 4.49% 
 Gammaproteobacteria; Oceanospirillales; Oceanospirillaceae; Marinomonas 3.53% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 3.09% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 2.32% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae 1.93% 
 Gammaproteobacteria; Pseudomonadales 1.88% 
 Gammaproteobacteria; Alteromonadales; Shewanellaceae; Shewanella 1.88% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae 1.78% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae; Methylophaga 1.75% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae; Pseudomonas 1.70% 
 Phylum Bacteroidetes 1.55% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae 1.51% 
Deep Dispersant Gammaproteobacteria 96.22% 
 Gammaproteobacteria; Alteromonadales 90.10% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 84.85% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 53.61% 
 Gammaproteobacteria; Oceanospirillales 4.37% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 4.11% 
 Gammaproteobacteria; Alteromonadales; Colwelliaceae; Colwellia 4.01% 
 Alphaproteobacteria 1.58% 
 Epsilonproteobacteria 1.48% 
 Epsilonproteobacteria; Campylobacterales 1.29% 
 Epsilonproteobacteria; Campylobacterales; Campylobacteraceae; Arcobacter 1.15% 
 Gammaproteobacteria; Alteromonadales; Colwelliaceae; Colwellia; Colwellia_psychrerythraea 1.02% 
Surface Dispersed 
Oil Gammaproteobacteria 55.67% 
 Gammaproteobacteria; Alteromonadales 42.25% 
 Alphaproteobacteria 41.32% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 40.84% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae; Sulfitobacter 40.21% 
  
Table 2.3 
Continued   
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 38.16% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas 15.33% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_haloplanktis 8.06% 
 Gammaproteobacteria; Pseudomonadales 7.97% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae 7.19% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae; Pseudomonas 6.98% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_agarivorans 6.17% 
 Gammaproteobacteria; Oceanospirillales 3.30% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae 2.54% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 2.35% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 2.32% 
 Phylum Bacteroidetes 1.54% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae 1.43% 
 Gammaproteobacteria; Alteromonadales; Shewanellaceae; Shewanella 1.38% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 1.35% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae 1.30% 
 Gammaproteobacteria; Thiotrichales; Piscirickettsiaceae; Methylophaga 1.15% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae; Pseudoalteromonas; Pseudoalteromonas_undina 1.02% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae; Dokdonia; Dokdonia_donghaensis 1.00% 
Deep Dispersed Oil Gammaproteobacteria 97.58% 
 Gammaproteobacteria; Alteromonadales 63.33% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter 58.51% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Marinobacter; Marinobacter_algicola 38.55% 
 Gammaproteobacteria; Pseudomonadales 30.24% 
 Gammaproteobacteria; Pseudomonadales; Pseudomonadaceae; Pseudomonas; Pseudomonas_pelagia 30.06% 
 Gammaproteobacteria; Oceanospirillales 3.22% 
 Gammaproteobacteria; Oceanospirillales; Halomonadaceae; Halomonas 3.03% 
 Gammaproteobacteria; Alteromonadales; Colwelliaceae; Colwellia 2.12% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Glaciecola 1.36% 
 Gammaproteobacteria; Alteromonadales; Alteromonadaceae; Glaciecola; Glaciecola_psychrophila 1.31% 
 Alphaproteobacteria 1.28% 
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 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 1.07% 
Percentages are the average relative abundance of each taxa from each treatment over all included time points of the experiment. All samples represent data pooled across sampling weeks 2, 4, 8, 12, 14.
  
Table 2.4  
HUMAnN2 pathway abundance (MetaCyc) for surface water microcosm samples.  
Superpathway (MetaCyc) Pathway (MetaCyc) CM02 CM04 CM08 CM12 CM14 
Degradation/Utilization/Assimilation _unsaturated__even_numbered_fatty_acid__beta__oxidation 0 940 855 1124 869 
Biosynthesis superpathway_of_purine_nucleotides_de_novo_biosynthesis_I 1491 3793 5077 6327 4705 
Biosynthesis superpathway_of_pyrimidine_deoxyribonucleotides_de_novo_biosynthesis 3803 8835 12113 15161 11457 
Biosynthesis L_arginine_biosynthesis_II__acetyl_cycle_ 715 1838 3136 3513 3223 
Biosynthesis L_arginine_biosynthesis_III__via_N_acetyl_L_citrulline_ 335 1272 1559 1910 1329 
Biosynthesis L_isoleucine_biosynthesis_IV 1156 2521 3518 4417 3376 
Biosynthesis superpathway_of_pyrimidine_nucleobases_salvage 7665 8284 8585 8767 8000 
Biosynthesis L_arginine_biosynthesis_I__via_L_ornithine_ 7005 8278 8361 8889 9004 
Biosynthesis UMP_biosynthesis 6647 8850 9177 9560 9704 
Biosynthesis superpathway_of_5_aminoimidazole_ribonucleotide_biosynthesis 8243 9238 9018 9949 10037 
Biosynthesis 5_aminoimidazole_ribonucleotide_biosynthesis_II 8243 9238 9018 9949 10037 
Biosynthesis guanosine_ribonucleotides_de_novo_biosynthesis 8512 8656 8996 10519 9698 
Biosynthesis pyrimidine_deoxyribonucleotide_phosphorylation 6485 7111 7601 8374 7658 
Biosynthesis heme_biosynthesis_I_aerobic_ 5245 7332 7706 8539 8563 
Respiration aerobic_respiration_I__cytochrome_c_ 4497 9211 11132 13131 13426 
Biosynthesis L_valine_biosynthesis 12514 13152 14441 15735 16507 
Biosynthesis tetrapyrrole_biosynthesis_II__from_glycine_ 3903 4822 5426 5749 6127 
Respiration aerobic_respiration_II__cytochrome_c___yeast_ 4177 6158 7595 8485 8814 
Superpathway (MetaCyc) Pathway (MetaCyc) OM02 OM04 OM08 OM12 OM14 
Degradation/Utilization/Assimilation _unsaturated__even_numbered_fatty_acid__beta__oxidation 469 2376 1177 4234 3983 
Biosynthesis superpathway_of_purine_nucleotides_de_novo_biosynthesis_I 2049 7722 7018 11924 12875 
Biosynthesis superpathway_of_pyrimidine_deoxyribonucleotides_de_novo_biosynthesis 4831 17180 15880 27638 29835 
Biosynthesis L_arginine_biosynthesis_II__acetyl_cycle_ 842 3626 3758 4639 5361 
Biosynthesis L_arginine_biosynthesis_III__via_N_acetyl_L_citrulline_ 658 2993 2587 4067 4395 
Biosynthesis L_isoleucine_biosynthesis_IV 1391 4729 4431 7857 8480 
Biosynthesis superpathway_of_pyrimidine_nucleobases_salvage 7116 7254 7341 6951 7201 
Biosynthesis L_arginine_biosynthesis_I__via_L_ornithine_ 6993 6993 7622 6725 6756 
Biosynthesis UMP_biosynthesis 7110 7456 8235 7826 8054 
Biosynthesis superpathway_of_5_aminoimidazole_ribonucleotide_biosynthesis 7794 7338 7944 7459 7414 
Biosynthesis 5_aminoimidazole_ribonucleotide_biosynthesis_II 7794 7338 7944 7459 7414 
Biosynthesis guanosine_ribonucleotides_de_novo_biosynthesis 7614 7170 7846 7786 7922 
Biosynthesis pyrimidine_deoxyribonucleotide_phosphorylation 6586 5865 5916 5982 6268 
Biosynthesis heme_biosynthesis_I_aerobic_ 5350 5957 6984 6166 6392 
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Respiration aerobic_respiration_I__cytochrome_c_ 4265 5657 8632 10322 11256 
Biosynthesis L_valine_biosynthesis 12053 11144 12153 11701 12644 
Biosynthesis tetrapyrrole_biosynthesis_II__from_glycine_ 3534 2591 4485 3887 4054 
Respiration aerobic_respiration_II__cytochrome_c___yeast_ 3730 3571 5174 4163 5652 
Superpathway (MetaCyc) Pathway (MetaCyc) DM02 DM04 DM08 DM12 DM14 
Degradation/Utilization/Assimilation _unsaturated__even_numbered_fatty_acid__beta__oxidation 727 996 713 889 1737 
Biosynthesis superpathway_of_purine_nucleotides_de_novo_biosynthesis_I 1676 3455 4516 5607 8866 
Biosynthesis superpathway_of_pyrimidine_deoxyribonucleotides_de_novo_biosynthesis 3854 7675 10630 13349 20958 
Biosynthesis L_arginine_biosynthesis_II__acetyl_cycle_ 827 1737 2549 3026 4003 
Biosynthesis L_arginine_biosynthesis_III__via_N_acetyl_L_citrulline_ 587 1345 1459 1736 2820 
Biosynthesis L_isoleucine_biosynthesis_IV 1089 2110 3057 3871 6046 
Biosynthesis superpathway_of_pyrimidine_nucleobases_salvage 6717 6238 6854 6770 6288 
Biosynthesis L_arginine_biosynthesis_I__via_L_ornithine_ 7158 6921 6868 6622 6521 
Biosynthesis UMP_biosynthesis 7162 7198 7635 7337 6975 
Biosynthesis superpathway_of_5_aminoimidazole_ribonucleotide_biosynthesis 7922 7293 7455 6861 6885 
Biosynthesis 5_aminoimidazole_ribonucleotide_biosynthesis_II 7922 7293 7455 6861 6885 
Biosynthesis guanosine_ribonucleotides_de_novo_biosynthesis 7803 6721 7367 7435 8083 
Biosynthesis pyrimidine_deoxyribonucleotide_phosphorylation 6497 5864 6385 6632 6158 
Biosynthesis heme_biosynthesis_I_aerobic_ 5488 5826 7097 6909 6144 
Respiration aerobic_respiration_I__cytochrome_c_ 5280 6408 8885 9141 9261 
Biosynthesis L_valine_biosynthesis 10752 11024 11689 11321 11444 
Biosynthesis tetrapyrrole_biosynthesis_II__from_glycine_ 4538 3641 4442 4593 3532 
Respiration aerobic_respiration_II__cytochrome_c___yeast_ 4649 4969 5153 5482 4514 
Superpathway (MetaCyc) Pathway (MetaCyc) ODM02 ODM04 ODM08 ODM12 ODM14 
Degradation/Utilization/Assimilation _unsaturated__even_numbered_fatty_acid__beta__oxidation 772 1674 1569 1779 5417 
Biosynthesis superpathway_of_purine_nucleotides_de_novo_biosynthesis_I 3271 6178 7353 7664 14330 
Biosynthesis superpathway_of_pyrimidine_deoxyribonucleotides_de_novo_biosynthesis 7623 14454 17675 18218 32804 
Biosynthesis L_arginine_biosynthesis_II__acetyl_cycle_ 1576 2680 3639 4218 5526 
Biosynthesis L_arginine_biosynthesis_III__via_N_acetyl_L_citrulline_ 1095 2040 2192 2387 5093 
Biosynthesis L_isoleucine_biosynthesis_IV 2176 4138 5161 5277 9237 
Biosynthesis superpathway_of_pyrimidine_nucleobases_salvage 7322 7525 8180 9911 7606 
Biosynthesis L_arginine_biosynthesis_I__via_L_ornithine_ 6967 7307 7652 9836 6599 
Biosynthesis UMP_biosynthesis 6777 7458 8580 11059 8345 
Biosynthesis superpathway_of_5_aminoimidazole_ribonucleotide_biosynthesis 8472 8334 8587 11517 8173 
Biosynthesis 5_aminoimidazole_ribonucleotide_biosynthesis_II 8472 8334 8587 11517 8173 
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Biosynthesis guanosine_ribonucleotides_de_novo_biosynthesis 9007 7795 8798 10418 8635 
Biosynthesis pyrimidine_deoxyribonucleotide_phosphorylation 6088 5722 7427 8305 6556 
Biosynthesis heme_biosynthesis_I_aerobic_ 4620 5759 7516 8940 6373 
Respiration aerobic_respiration_I__cytochrome_c_ 3532 7989 11757 14488 11761 
Biosynthesis L_valine_biosynthesis 12124 12581 13407 17431 12995 
Biosynthesis tetrapyrrole_biosynthesis_II__from_glycine_ 2564 3645 4712 7121 4154 
Respiration aerobic_respiration_II__cytochrome_c___yeast_ 3299 5575 6120 9203 5391 
p < 0.05; ES = 1.5; Variance filter = 0.5; Values = Copies per million (CoPM)      
 
HUMAnN2 output provided the pathway, and then the MetaCyc database was used to group the pathway to a super pathway. In the sample names, CM = control microcosm, OM = oil microcosm, DM 
= dispersant microcosm, ODM = dispersed oil microcosm. The numbers at the end of sample names indicate week of sampling. Values in table represent copies per million (CoPM) of the pathway in 
each sample. 
                    
  
Table 2.5   
HUMAnN2 pathway abundance (MetaCyc) for deep water microcosm samples.  
Superpathway (MetaCyc) Pathway (MetaCyc) CM02 CM04 CM08 CM12 CM14 
Degradation/Utilization/Assimilation nitrate_reduction_I__denitrification_ 8320 1436 1085 944 1238 
Degradation/Utilization/Assimilation Calvin_Benson_Bassham_cycle 3469 3963 3745 5570 6085 
Degradation/Utilization/Assimilation toluene_degradation_II__aerobic___via_4_methylcatechol_ 2760 3553 0 0 1961 
Degradation/Utilization/Assimilation toluene_degradation_I__aerobic___via_o_cresol_ 2760 3553 0 0 1961 
Superpathway (MetaCyc) Pathway (MetaCyc) OM04 OM08 OM12 OM14  
Degradation/Utilization/Assimilation nitrate_reduction_I__denitrification_ 2380 1213 1102 1257  
Degradation/Utilization/Assimilation Calvin_Benson_Bassham_cycle 4157 3772 4136 4256  
Degradation/Utilization/Assimilation toluene_degradation_II__aerobic___via_4_methylcatechol_ 3052 3170 2875 2674  
Degradation/Utilization/Assimilation toluene_degradation_I__aerobic___via_o_cresol_ 3052 3170 2875 2674  
Superpathway (MetaCyc) Pathway (MetaCyc) DM04 DM08 DM12 DM14  
Degradation/Utilization/Assimilation nitrate_reduction_I__denitrification_ 45 1373 795 869  
Degradation/Utilization/Assimilation Calvin_Benson_Bassham_cycle 16976 3377 3838 3927  
Degradation/Utilization/Assimilation toluene_degradation_II__aerobic___via_4_methylcatechol_ 0 0 0 0  
Degradation/Utilization/Assimilation toluene_degradation_I__aerobic___via_o_cresol_ 0 0 0 0  
Superpathway (MetaCyc) Pathway (MetaCyc) ODM04 ODM08 ODM12 ODM14  
Degradation/Utilization/Assimilation nitrate_reduction_I__denitrification_ 2144 3611 2153 1447  
Degradation/Utilization/Assimilation Calvin_Benson_Bassham_cycle 4797 4692 4845 4681  
Degradation/Utilization/Assimilation toluene_degradation_II__aerobic___via_4_methylcatechol_ 3181 0 0 0  
Degradation/Utilization/Assimilation toluene_degradation_I__aerobic___via_o_cresol_ 3181 0 0 0  
p < 0.05, ES = 1.5, variance filter = 0.5, Values = Copies per million (CoPM)      
 
HUMAnN2 output provided the pathway, and then the MetaCyc database was used to group the pathway to a super pathway. In the sample names, CM = control microcosm, OM = oil microcosm, DM 
= dispersant microcosm, ODM = dispersed oil microcosm. The numbers at the end of sample names indicate week of sampling. Values in table represent copies per million (CoPM) of the pathway in 
each sample.
  
Table 2.6   
HUMAnN2 gene abundance (KEGG Orthology) for surface water microcosm samples.  
KEGG Pathway Gene Protein (KO) 
Gene 
Name CM02 CM04 CM08 CM12 CM14 
Membrane Transport glycine_betaine_proline_transport_system_permease_protein proW 12 297 244 266 158 
Quorum Sensing putrescine_transport_system_permease_protein potI/potH 5 200 139 140 164 
Metabolism phosphoribosylglycinamide_formyltransferase_2_EC_2_1_2_2_ purT 20 139 208 277 235 
Translation glutaminyl_tRNA_synthetase_EC_6_1_1_18_ glnS 113 269 405 343 326 
Metabolism protease_IV sppA 113 268 386 286 346 
Translation ribosomal_RNA_large_subunit_methyltransferase_L n/a 100 136 211 225 261 
Replication DNA_topoisomerase_I n/a 123 181 348 372 279 
Metabolism aconitate_hydratase_EC_4_2_1_3_ acnA 142 254 365 385 391 
Metabolism GTP_pyrophosphokinase_EC_2_7_6_5_ relA 119 133 204 98 146 
Metabolism phenylalanyl_tRNA_synthetase_beta_chain_EC_6_1_1_20_ pheT 116 84 201 229 160 
Signaling and cellular processes periplasmic_mercuric_ion_binding_protein merP 290 311 185 251 326 
Transcription MerR_family_transcriptional_regulator_mercuric_resistance_operon merR 385 399 240 275 221 
Sulfur Metabolism adenylylsulfate_kinase_EC_2_7_1_25_ cysC 155 225 362 316 358 
Metabolism 6_phosphofructokinase_1_EC_2_7_1_11_ pfkA 110 231 362 388 377 
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 93 270 266 517 451 
Membrane Transport heme_exporter_protein_C ccmC 90 260 429 539 368 
Biofilm formation twitching_motility_two_component_system_response_regulator_PilG pilG 124 189 296 634 412 
Metabolism aconitate_hydratase_2_2_methylisocitrate_dehydratase_EC_4_2_1_3_4_2_1_99_ acnB 155 199 352 391 375 
Metabolism NAD_P_transhydrogenase_subunit_alpha_EC_1_6_1_2_ pntA 238 394 375 376 389 
Metabolism Na_transporting_NADH_ubiquinone_oxidoreductase_subunit_B nqrB 189 334 549 525 552 
Transcription transcription_elongation_factor_GreA greA 79 262 418 406 467 
Signaling and Cellular Processes type_I_restriction_enzyme_M_protein hsdM 141 293 447 643 470 
Metabolism glutaconate_CoA_transferase_subunit_A_EC_2_8_3_12_ gctA 173 218 271 298 345 
Biofilm Formation MSHA_pilin_protein_MshD mshD 140 99 118 118 149 
Biofilm Formation MSHA_pilin_protein_MshC mshC 196 148 159 114 199 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshO mshO 129 94 119 87 118 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshP mshP 174 81 84 72 105 
Transcription transcriptional_repressor_NrdR nrdR 350 1019 1351 1397 1641 
Metabolism succinyl_CoA_synthetase_alpha_subunit_EC_6_2_1_5_ sucD 404 1053 1320 1809 1831 
Membrane Transport sorbitol_mannitol_transport_system_permease_protein smoF/smoG 505 1556 1616 2194 2232 
Translation large_subunit_ribosomal_protein_L33 rpmG 372 1949 1211 1826 1816 
Metabolism F_type_H_transporting_ATPase_subunit_beta_EC_3_6_3_14_ atpD 930 1691 1862 2202 2115 
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Metabolism DNA_directed_RNA_polymerase_subunit_alpha_EC_2_7_7_6_ rpoA 917 1554 1681 2237 2261 
Metabolism tryptophan_synthase_beta_chain_EC_4_2_1_20_ trpB 0 41 0 5 41 
Translation small_subunit_ribosomal_protein_S8 rpsH 938 1481 1872 1848 2124 
Translation large_subunit_ribosomal_protein_L20 rplT 730 1520 1648 1982 1999 
Translation large_subunit_ribosomal_protein_L14 rplN 967 1492 1948 2566 2425 
Metabolism ferredoxin n/a 855 1462 1676 1645 1905 
Replication and Repair transposase n/a 756 1351 1449 2120 1654 
Membrane Transport iron_complex_transport_system_substrate_binding_protein n/a 368 619 811 850 796 
Transcription AraC_family_transcriptional_regulator_ethanolamine_operon eutR 0 33 22 0 0 
Membrane Transport trehalose_maltose_transport_system_permease_protein thuF/thuG 0 0 0 0 0 
Membrane Transport oligogalacturonide_transport_system_permease_protein togM/togN 0 0 0 0 0 
Signaling and Cellular Processes multiple_sugar_transport_system_substrate_binding_protein n/a 0 61 28 32 0 
KEGG Pathway Gene Protein (KO) 
Gene 
Name OM02 OM04 OM08 OM12 OM14 
Membrane Transport glycine_betaine_proline_transport_system_permease_protein proW 12 335 314 279 216 
Quorum Sensing putrescine_transport_system_permease_protein potI/potH 99 488 454 413 341 
Metabolism phosphoribosylglycinamide_formyltransferase_2_EC_2_1_2_2_ purT 24 40 80 112 83 
Translation glutaminyl_tRNA_synthetase_EC_6_1_1_18_ glnS 149 348 359 366 274 
Metabolism protease_IV sppA 148 240 274 295 337 
Translation ribosomal_RNA_large_subunit_methyltransferase_L n/a 153 301 341 373 430 
Replication DNA_topoisomerase_I n/a 106 140 300 383 431 
Metabolism aconitate_hydratase_EC_4_2_1_3_ acnA 234 160 204 365 456 
Metabolism GTP_pyrophosphokinase_EC_2_7_6_5_ relA 160 132 207 182 203 
Metabolism phenylalanyl_tRNA_synthetase_beta_chain_EC_6_1_1_20_ pheT 124 97 137 283 357 
Signaling and cellular processes periplasmic_mercuric_ion_binding_protein merP 412 196 163 187 275 
Transcription MerR_family_transcriptional_regulator_mercuric_resistance_operon merR 515 224 180 171 251 
Sulfur Metabolism adenylylsulfate_kinase_EC_2_7_1_25_ cysC 249 131 124 287 274 
Metabolism 6_phosphofructokinase_1_EC_2_7_1_11_ pfkA 128 91 136 159 139 
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 139 259 276 282 235 
Membrane Transport heme_exporter_protein_C ccmC 72 283 267 264 177 
Biofilm formation twitching_motility_two_component_system_response_regulator_PilG pilG 126 95 163 326 400 
Metabolism aconitate_hydratase_2_2_methylisocitrate_dehydratase_EC_4_2_1_3_4_2_1_99_ acnB 205 107 147 241 360 
Metabolism NAD_P_transhydrogenase_subunit_alpha_EC_1_6_1_2_ pntA 240 766 707 478 430 
Metabolism Na_transporting_NADH_ubiquinone_oxidoreductase_subunit_B nqrB 258 363 512 553 474 
Transcription transcription_elongation_factor_GreA greA 146 340 400 388 466 
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Signaling and Cellular Processes type_I_restriction_enzyme_M_protein hsdM 170 317 318 379 334 
Metabolism glutaconate_CoA_transferase_subunit_A_EC_2_8_3_12_ gctA 584 748 706 592 541 
Biofilm Formation MSHA_pilin_protein_MshD mshD 315 139 101 100 63 
Biofilm Formation MSHA_pilin_protein_MshC mshC 300 94 134 73 152 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshO mshO 240 104 93 108 84 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshP mshP 286 163 135 105 85 
Transcription transcriptional_repressor_NrdR nrdR 352 513 929 785 758 
Metabolism succinyl_CoA_synthetase_alpha_subunit_EC_6_2_1_5_ sucD 518 527 913 719 763 
Membrane Transport sorbitol_mannitol_transport_system_permease_protein smoF/smoG 359 687 1179 630 565 
Translation large_subunit_ribosomal_protein_L33 rpmG 617 1823 822 1468 886 
Metabolism F_type_H_transporting_ATPase_subunit_beta_EC_3_6_3_14_ atpD 918 965 1344 1099 1113 
Metabolism DNA_directed_RNA_polymerase_subunit_alpha_EC_2_7_7_6_ rpoA 864 925 1409 1370 1316 
Metabolism tryptophan_synthase_beta_chain_EC_4_2_1_20_ trpB 4 10 42 30 53 
Translation small_subunit_ribosomal_protein_S8 rpsH 703 718 1210 1100 1187 
Translation large_subunit_ribosomal_protein_L20 rplT 698 644 1127 1062 980 
Translation large_subunit_ribosomal_protein_L14 rplN 1016 974 1328 1552 1743 
Metabolism ferredoxin n/a 634 1035 1261 814 1180 
Replication and Repair transposase n/a 467 874 1195 795 676 
Membrane Transport iron_complex_transport_system_substrate_binding_protein n/a 395 1944 1676 1156 921 
Transcription AraC_family_transcriptional_regulator_ethanolamine_operon eutR 9 388 299 161 62 
Membrane Transport trehalose_maltose_transport_system_permease_protein thuF/thuG 20 386 304 182 91 
Membrane Transport oligogalacturonide_transport_system_permease_protein togM/togN 9 476 316 175 111 
Signaling and Cellular Processes multiple_sugar_transport_system_substrate_binding_protein n/a 0 264 172 120 83 
KEGG Pathway Gene Protein (KO) 
Gene 
Name DM02 DM04 DM08 DM12 DM14 
Membrane Transport glycine_betaine_proline_transport_system_permease_protein proW 33 109 168 86 104 
Quorum Sensing putrescine_transport_system_permease_protein potI/potH 52 174 195 127 158 
Metabolism phosphoribosylglycinamide_formyltransferase_2_EC_2_1_2_2_ purT 31 45 50 72 117 
Translation glutaminyl_tRNA_synthetase_EC_6_1_1_18_ glnS 121 196 265 191 160 
Metabolism protease_IV sppA 106 161 287 245 269 
Translation ribosomal_RNA_large_subunit_methyltransferase_L n/a 126 177 266 245 243 
Replication DNA_topoisomerase_I n/a 105 119 185 212 234 
Metabolism aconitate_hydratase_EC_4_2_1_3_ acnA 166 189 229 214 308 
Metabolism GTP_pyrophosphokinase_EC_2_7_6_5_ relA 165 181 187 134 131 
Metabolism phenylalanyl_tRNA_synthetase_beta_chain_EC_6_1_1_20_ pheT 111 104 151 201 230 
Signaling and cellular processes periplasmic_mercuric_ion_binding_protein merP 61 85 140 151 151 
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Transcription MerR_family_transcriptional_regulator_mercuric_resistance_operon merR 87 131 114 145 185 
Sulfur Metabolism adenylylsulfate_kinase_EC_2_7_1_25_ cysC 109 135 211 223 280 
Metabolism 6_phosphofructokinase_1_EC_2_7_1_11_ pfkA 84 94 162 140 164 
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 42 111 174 188 226 
Membrane Transport heme_exporter_protein_C ccmC 60 167 163 213 235 
Biofilm formation twitching_motility_two_component_system_response_regulator_PilG pilG 44 82 161 237 336 
Metabolism aconitate_hydratase_2_2_methylisocitrate_dehydratase_EC_4_2_1_3_4_2_1_99_ acnB 48 63 164 196 226 
Metabolism NAD_P_transhydrogenase_subunit_alpha_EC_1_6_1_2_ pntA 93 337 365 276 266 
Metabolism Na_transporting_NADH_ubiquinone_oxidoreductase_subunit_B nqrB 190 300 419 401 393 
Transcription transcription_elongation_factor_GreA greA 129 174 287 298 316 
Signaling and Cellular Processes type_I_restriction_enzyme_M_protein hsdM 147 264 276 286 249 
Metabolism glutaconate_CoA_transferase_subunit_A_EC_2_8_3_12_ gctA 428 541 580 573 620 
Biofilm Formation MSHA_pilin_protein_MshD mshD 282 252 192 227 251 
Biofilm Formation MSHA_pilin_protein_MshC mshC 286 329 269 276 212 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshO mshO 286 201 184 201 186 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshP mshP 282 239 226 262 220 
Transcription transcriptional_repressor_NrdR nrdR 512 544 643 700 769 
Metabolism succinyl_CoA_synthetase_alpha_subunit_EC_6_2_1_5_ sucD 293 536 688 672 585 
Membrane Transport sorbitol_mannitol_transport_system_permease_protein smoF/smoG 343 590 784 564 279 
Translation large_subunit_ribosomal_protein_L33 rpmG 474 481 521 735 611 
Metabolism F_type_H_transporting_ATPase_subunit_beta_EC_3_6_3_14_ atpD 776 1009 1211 1094 1024 
Metabolism DNA_directed_RNA_polymerase_subunit_alpha_EC_2_7_7_6_ rpoA 819 942 1121 1095 1052 
Metabolism tryptophan_synthase_beta_chain_EC_4_2_1_20_ trpB 3 22 18 22 27 
Translation small_subunit_ribosomal_protein_S8 rpsH 782 978 1157 908 879 
Translation large_subunit_ribosomal_protein_L20 rplT 703 875 1098 1032 778 
Translation large_subunit_ribosomal_protein_L14 rplN 923 937 1209 1243 1092 
Metabolism ferredoxin n/a 658 991 1269 1091 923 
Replication and Repair transposase n/a 655 1054 1093 1748 925 
Membrane Transport iron_complex_transport_system_substrate_binding_protein n/a 409 1067 1198 1027 1010 
Transcription AraC_family_transcriptional_regulator_ethanolamine_operon eutR 0 49 62 27 20 
Membrane Transport trehalose_maltose_transport_system_permease_protein thuF/thuG 0 132 152 105 31 
Membrane Transport oligogalacturonide_transport_system_permease_protein togM/togN 0 123 127 63 49 
Signaling and Cellular Processes multiple_sugar_transport_system_substrate_binding_protein n/a 0 63 99 59 20 
KEGG Pathway Gene Protein (KO) 
Gene 
Name ODM02 ODM04 ODM08 ODM12 ODM14 
Membrane Transport glycine_betaine_proline_transport_system_permease_protein proW 97 256 180 252 183 
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Quorum Sensing putrescine_transport_system_permease_protein potI/potH 53 139 209 208 297 
Metabolism phosphoribosylglycinamide_formyltransferase_2_EC_2_1_2_2_ purT 51 112 187 234 163 
Translation glutaminyl_tRNA_synthetase_EC_6_1_1_18_ glnS 192 401 522 327 343 
Metabolism protease_IV sppA 149 271 360 335 357 
Translation ribosomal_RNA_large_subunit_methyltransferase_L n/a 185 210 384 436 472 
Replication DNA_topoisomerase_I n/a 220 378 478 539 567 
Metabolism aconitate_hydratase_EC_4_2_1_3_ acnA 327 409 516 617 728 
Metabolism GTP_pyrophosphokinase_EC_2_7_6_5_ relA 238 398 398 364 296 
Metabolism phenylalanyl_tRNA_synthetase_beta_chain_EC_6_1_1_20_ pheT 168 256 339 365 363 
Signaling and cellular processes periplasmic_mercuric_ion_binding_protein merP 623 403 244 450 453 
Transcription MerR_family_transcriptional_regulator_mercuric_resistance_operon merR 474 407 378 522 395 
Sulfur Metabolism adenylylsulfate_kinase_EC_2_7_1_25_ cysC 187 289 399 298 261 
Metabolism 6_phosphofructokinase_1_EC_2_7_1_11_ pfkA 150 292 333 251 229 
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 136 196 250 382 470 
Membrane Transport heme_exporter_protein_C ccmC 165 279 306 500 373 
Biofilm formation twitching_motility_two_component_system_response_regulator_PilG pilG 200 270 435 635 452 
Metabolism aconitate_hydratase_2_2_methylisocitrate_dehydratase_EC_4_2_1_3_4_2_1_99_ acnB 258 254 385 470 428 
Metabolism NAD_P_transhydrogenase_subunit_alpha_EC_1_6_1_2_ pntA 334 501 445 556 523 
Metabolism Na_transporting_NADH_ubiquinone_oxidoreductase_subunit_B nqrB 338 509 643 562 661 
Transcription transcription_elongation_factor_GreA greA 250 331 461 566 563 
Signaling and Cellular Processes type_I_restriction_enzyme_M_protein hsdM 313 587 523 432 290 
Metabolism glutaconate_CoA_transferase_subunit_A_EC_2_8_3_12_ gctA 232 187 209 410 320 
Biofilm Formation MSHA_pilin_protein_MshD mshD 0 12 24 0 0 
Biofilm Formation MSHA_pilin_protein_MshC mshC 6 17 4 0 0 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshO mshO 0 8 18 20 0 
Signaling and Cellular Processes MSHA_biogenesis_protein_MshP mshP 0 15 34 39 82 
Transcription transcriptional_repressor_NrdR nrdR 361 806 1269 2297 984 
Metabolism succinyl_CoA_synthetase_alpha_subunit_EC_6_2_1_5_ sucD 527 891 1426 2359 1217 
Membrane Transport sorbitol_mannitol_transport_system_permease_protein smoF/smoG 646 888 1500 3297 713 
Translation large_subunit_ribosomal_protein_L33 rpmG 363 1428 1955 2929 1327 
Metabolism F_type_H_transporting_ATPase_subunit_beta_EC_3_6_3_14_ atpD 1111 1459 1731 2706 1410 
Metabolism DNA_directed_RNA_polymerase_subunit_alpha_EC_2_7_7_6_ rpoA 1059 1377 1886 2917 1729 
Metabolism tryptophan_synthase_beta_chain_EC_4_2_1_20_ trpB 22 40 45 31 48 
Translation small_subunit_ribosomal_protein_S8 rpsH 838 1281 1961 2556 1479 
Translation large_subunit_ribosomal_protein_L20 rplT 1057 1200 1698 3292 1341 
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Translation large_subunit_ribosomal_protein_L14 rplN 1189 1617 2021 2941 2138 
Metabolism ferredoxin n/a 608 1156 1683 2810 1126 
Replication and Repair transposase n/a 934 907 1257 2682 1263 
Membrane Transport iron_complex_transport_system_substrate_binding_protein n/a 285 379 679 599 547 
Transcription AraC_family_transcriptional_regulator_ethanolamine_operon eutR 0 0 0 0 0 
Membrane Transport trehalose_maltose_transport_system_permease_protein thuF/thuG 0 0 0 7 13 
Membrane Transport oligogalacturonide_transport_system_permease_protein togM/togN 0 44 30 0 0 
Signaling and Cellular Processes multiple_sugar_transport_system_substrate_binding_protein n/a 0 0 24 31 0 
p < 0.05; ES = 1.75; Variance filter = 0.5; Values = Copies per million (CoPM) 
 
HUMAnN2 output provided the gene abundance using the UniRef90 database. The gene abundance table was regrouped by KEGG and renormalized by copies per million (CoPM). The KEGG database 
was used to group the gene to a KEGG pathway. In the sample names, CM = control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. The numbers at 
the end of sample names indicate week of sampling. Values in table represent copies per million (CoPM) of the pathway in each sample. 
                     
  
Table 2.7   
HUMAnN2 gene abundance (KEGG Orthology) for deep water microcosm samples.  
KEGG Pathway Gene Protein (KO) 
Gene 
Name CM02 CM04 CM08 CM12 CM14 
Replication and 
Repair holliday_junction_DNA_helicase_RuvA_EC_3_6_4_12_ ruvA 792 553 566 582 625 
Cell Motility flagellar_protein_FliS fliS 328 303 351 294 269 
Metabolism guanine_deaminase_EC_3_5_4_3_ guaD 116 315 296 262 251 
Metabolism ureidoglycolate_lyase_EC_4_3_2_3_ allA 128 290 295 241 213 
Signal 
Transduction 
(Two-component 
system) multidrug_efflux_pump n/a 514 167 145 157 164 
Metabolism K_do2_lipid_IVA_lauroyltransferase_EC_2_3_1_241_ 
lpxL, 
htrB 328 383 314 347 360 
Quorum Sensing Fur_family_transcriptional_regulator_zinc_uptake_regulator zur 357 397 349 371 341 
Metabolism fumarate_hydratase_class_I_EC_4_2_1_2_ fumA 441 550 549 609 552 
Metabolism GMP_synthase_glutamine_hydrolysing_EC_6_3_5_2_ guaA 733 325 316 342 360 
Signaling and 
Cellular Processes 
(Apoptosis) peroxiredoxin_alkyl_hydroperoxide_reductase_subunit_C_EC_1_11_1_15_ ahpC 936 427 356 426 400 
Cell Motility 
(Two-component 
system) methyl_accepting_chemotaxis_protein mcp 712 840 821 780 814 
Metabolism pyrroloquinoline_quinone_biosynthesis_protein_D pqqD 35 335 332 279 322 
Transcription MarR_family_transcriptional_regulator_transcriptional_regulator_for_hemolysin slyA 11 381 298 289 274 
Metabolism 
(Xenobiotics 
degradation) muconolactone_D_isomerase_EC_5_3_3_4_ catC 18 272 283 200 609 
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 10 126 110 151 154 
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_substrate_binding_protein ssuA 9 189 185 169 165 
Signal 
Transduction 
(Two-component 
system) Cu_I_Ag_I_efflux_system_membrane_protein_CusA_SilA 
cusA, 
silA 277 71 72 76 114 
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_permease_protein ssuC 137 81 82 75 86 
 
 NADH_quinone_oxidoreductase_subunit_B_EC_1_6_5_3_ nuoB 130 49 23 39 64 
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Metabolism 
(Oxidative 
phosphorylation) 
Replication and 
Repair transposase n/a 64 44 65 100 153 
Signaling and 
Cellular Processes 
(Two-component 
system) two_component_system_NarL_family_sensor_kinase narL 184 24 16 4 14 
Transport simple_sugar_transport_system_permease_protein n/a 0 0 0 5 19 
Metabolism 
(Degradation of 
aromatic 
compounds) 3_phenylpropionate_trans_cinnamate_dioxygenase_ferredoxin_reductase_component_EC_1_18_1_3_ hcaD 0 0 0 9 6 
KEGG Pathway Gene Protein (KO) 
Gene 
Name OM04 OM08 OM12 OM14  
Replication and 
Repair holliday_junction_DNA_helicase_RuvA_EC_3_6_4_12_ ruvA 567 586 588 575  
Cell Motility flagellar_protein_FliS fliS 186 246 231 206  
Metabolism guanine_deaminase_EC_3_5_4_3_ guaD 365 358 322 314  
Metabolism ureidoglycolate_lyase_EC_4_3_2_3_ allA 372 308 280 352  
Signal 
Transduction 
(Two-component 
system) multidrug_efflux_pump n/a 229 204 179 173  
Metabolism K_do2_lipid_IVA_lauroyltransferase_EC_2_3_1_241_ 
lpxL, 
htrB 305 292 302 303  
Quorum Sensing Fur_family_transcriptional_regulator_zinc_uptake_regulator zur 298 369 326 268  
Metabolism fumarate_hydratase_class_I_EC_4_2_1_2_ fumA 583 581 600 587  
Metabolism GMP_synthase_glutamine_hydrolysing_EC_6_3_5_2_ guaA 411 315 333 341  
Signaling and 
Cellular Processes 
(Apoptosis) peroxiredoxin_alkyl_hydroperoxide_reductase_subunit_C_EC_1_11_1_15_ ahpC 572 443 357 415  
Cell Motility 
(Two-component 
system) methyl_accepting_chemotaxis_protein mcp 876 839 768 760  
Metabolism pyrroloquinoline_quinone_biosynthesis_protein_D pqqD 265 298 267 265  
Transcription MarR_family_transcriptional_regulator_transcriptional_regulator_for_hemolysin slyA 419 458 389 370  
 muconolactone_D_isomerase_EC_5_3_3_4_ catC 166 163 164 217  
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Metabolism 
(Xenobiotics 
degradation) 
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 156 197 153 154  
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_substrate_binding_protein ssuA 344 368 298 308  
Signal 
Transduction 
(Two-component 
system) Cu_I_Ag_I_efflux_system_membrane_protein_CusA_SilA 
cusA, 
silA 189 144 122 120  
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_permease_protein ssuC 189 197 155 138  
Metabolism 
(Oxidative 
phosphorylation) NADH_quinone_oxidoreductase_subunit_B_EC_1_6_5_3_ nuoB 192 125 92 97  
Replication and 
Repair transposase n/a 210 191 232 235  
Signaling and 
Cellular Processes 
(Two-component 
system) two_component_system_NarL_family_sensor_kinase narL 153 116 85 89  
Transport simple_sugar_transport_system_permease_protein n/a 84 92 76 87  
Metabolism 
(Degradation of 
aromatic 
compounds) 3_phenylpropionate_trans_cinnamate_dioxygenase_ferredoxin_reductase_component_EC_1_18_1_3_ hcaD 134 160 118 114  
KEGG Pathway Gene Protein (KO) 
Gene 
Name DM04 DM08 DM12 DM14  
Replication and 
Repair holliday_junction_DNA_helicase_RuvA_EC_3_6_4_12_ ruvA 602 551 591 610  
Cell Motility flagellar_protein_FliS fliS 247 320 220 245  
Metabolism guanine_deaminase_EC_3_5_4_3_ guaD 293 275 278 233  
Metabolism ureidoglycolate_lyase_EC_4_3_2_3_ allA 256 248 255 250  
Signal 
Transduction 
(Two-component 
system) multidrug_efflux_pump n/a 271 166 194 228  
Metabolism K_do2_lipid_IVA_lauroyltransferase_EC_2_3_1_241_ 
lpxL, 
htrB 378 322 323 365  
Quorum Sensing Fur_family_transcriptional_regulator_zinc_uptake_regulator zur 375 314 297 339  
Metabolism fumarate_hydratase_class_I_EC_4_2_1_2_ fumA 579 529 568 606  
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Metabolism GMP_synthase_glutamine_hydrolysing_EC_6_3_5_2_ guaA 451 350 345 373  
Signaling and 
Cellular Processes 
(Apoptosis) peroxiredoxin_alkyl_hydroperoxide_reductase_subunit_C_EC_1_11_1_15_ ahpC 625 488 445 451  
Cell Motility 
(Two-component 
system) methyl_accepting_chemotaxis_protein mcp 823 840 817 775  
Metabolism pyrroloquinoline_quinone_biosynthesis_protein_D pqqD 365 278 461 314  
Transcription MarR_family_transcriptional_regulator_transcriptional_regulator_for_hemolysin slyA 267 303 289 353  
Metabolism 
(Xenobiotics 
degradation) muconolactone_D_isomerase_EC_5_3_3_4_ catC 294 325 222 248  
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 140 129 154 132  
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_substrate_binding_protein ssuA 152 158 175 168  
Signal 
Transduction 
(Two-component 
system) Cu_I_Ag_I_efflux_system_membrane_protein_CusA_SilA 
cusA, 
silA 125 93 85 110  
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_permease_protein ssuC 110 79 75 50  
Metabolism 
(Oxidative 
phosphorylation) NADH_quinone_oxidoreductase_subunit_B_EC_1_6_5_3_ nuoB 131 57 100 139  
Replication and 
Repair transposase n/a 52 64 96 101  
Signaling and 
Cellular Processes 
(Two-component 
system) two_component_system_NarL_family_sensor_kinase narL 62 22 17 25  
Transport simple_sugar_transport_system_permease_protein n/a 0 9 7 13  
Metabolism 
(Degradation of 
aromatic 
compounds) 3_phenylpropionate_trans_cinnamate_dioxygenase_ferredoxin_reductase_component_EC_1_18_1_3_ hcaD 0 4 14 12  
KEGG Pathway Gene Protein (KO) 
Gene 
Name ODM04 ODM08 ODM12 ODM14  
Replication and 
Repair holliday_junction_DNA_helicase_RuvA_EC_3_6_4_12_ ruvA 565 347 375 358  
Cell Motility flagellar_protein_FliS fliS 305 165 173 178  
Metabolism guanine_deaminase_EC_3_5_4_3_ guaD 282 172 182 140  
  
Table 2.7 
Continued 
 
Metabolism ureidoglycolate_lyase_EC_4_3_2_3_ allA 254 144 155 161  
Signal 
Transduction 
(Two-component 
system) multidrug_efflux_pump n/a 175 95 88 78  
Metabolism K_do2_lipid_IVA_lauroyltransferase_EC_2_3_1_241_ 
lpxL, 
htrB 353 193 187 178  
Quorum Sensing Fur_family_transcriptional_regulator_zinc_uptake_regulator zur 349 205 210 186  
Metabolism fumarate_hydratase_class_I_EC_4_2_1_2_ fumA 537 306 339 331  
Metabolism GMP_synthase_glutamine_hydrolysing_EC_6_3_5_2_ guaA 347 198 188 194  
Signaling and 
Cellular Processes 
(Apoptosis) peroxiredoxin_alkyl_hydroperoxide_reductase_subunit_C_EC_1_11_1_15_ ahpC 473 258 241 237  
Cell Motility 
(Two-component 
system) methyl_accepting_chemotaxis_protein mcp 821 462 456 469  
Metabolism pyrroloquinoline_quinone_biosynthesis_protein_D pqqD 259 130 123 106  
Transcription MarR_family_transcriptional_regulator_transcriptional_regulator_for_hemolysin slyA 308 161 191 130  
Metabolism 
(Xenobiotics 
degradation) muconolactone_D_isomerase_EC_5_3_3_4_ catC 321 251 182 182  
Metabolism L_ectoine_synthase_EC_4_2_1_108_ ectC 105 50 48 55  
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_substrate_binding_protein ssuA 169 96 94 91  
Signal 
Transduction 
(Two-component 
system) Cu_I_Ag_I_efflux_system_membrane_protein_CusA_SilA 
cusA, 
silA 88 47 56 65  
Sulfur Metabolism sulfonate_nitrate_taurine_transport_system_permease_protein ssuC 72 36 34 35  
Metabolism 
(Oxidative 
phosphorylation) NADH_quinone_oxidoreductase_subunit_B_EC_1_6_5_3_ nuoB 55 21 44 38  
Replication and 
Repair transposase n/a 64 51 87 67  
Signaling and 
Cellular Processes 
(Two-component 
system) two_component_system_NarL_family_sensor_kinase narL 35 17 17 13  
Transport simple_sugar_transport_system_permease_protein n/a 6 92 79 96  
  
Table 2.7 
Continued 
 
Metabolism 
(Degradation of 
aromatic 
compounds) 3_phenylpropionate_trans_cinnamate_dioxygenase_ferredoxin_reductase_component_EC_1_18_1_3_ hcaD 0 0 0 0  
p < 0.05; ES = 1.75; Variance filter = 0.5; Values = Copies per million (CoPM) 
 
HUMAnN2 output provided the gene abundance using the UniRef90 database. The gene abundance table was regrouped by KEGG and 
renormalized by copies per million (CoPM). The KEGG database was used to group the gene to a KEGG pathway. In the sample names, CM = 
control microcosm, OM = oil microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. The numbers at the end of sample names 
indicate week of sampling. Values in table represent copies per million (CoPM) of the pathway in each sample. 
         
  
Table 2.8   
KEGG pathway abundances from differentially abundant genes from surface water and deep water microcosms.  
 
 From the gene abundance tables, pathways of each gene were grouped together for comparison. Values in table are in copies per million (CoPM). In sample names, CM = control microcosm, OM = oil 
microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. Numbers at end of sample names indicate week of sampling. 
KEGG Pathway- Surface CM02 CM04 CM08 CM12 CM14 OM02 OM04 OM08 OM12 OM14 DM02 DM04 DM08 DM12 DM14 ODM02 ODM04 ODM08 ODM12 ODM14
Membrane Transport 975 2732 3100 3849 3554 867 4111 4056 2686 2081 845 2188 2592 2058 1708 1193 1846 2695 4655 1829
Translation 3220 6847 7295 8790 8951 3336 4808 5187 5921 5500 3129 3644 4516 4354 3763 3824 6137 8541 12481 7100
Signaling and Cellular Processes 734 840 863 1085 1019 1108 1044 881 899 861 776 852 925 959 826 936 1013 843 972 825
Signal Transduction 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Transcription 814 1713 2031 2078 2329 1022 1465 1808 1505 1537 728 898 1106 1170 1290 1085 1544 2108 3385 1942
Quorum Sensing 5 200 139 140 164 99 488 454 413 341 52 174 195 127 158 53 139 209 208 297
Replication 879 1532 1797 2492 1933 573 1014 1495 1178 1107 760 1173 1278 1960 1159 1154 1285 1735 3221 1830
Metabolism 4574 8325 10078 11668 11920 5182 6465 8355 7574 8040 4013 5626 7075 6614 6561 5708 8308 10836 15369 10068
Sulfur Metabolism 155 225 362 316 358 249 131 124 287 274 109 135 211 223 280 187 289 399 298 261
Biofilm Formation 460 436 573 866 760 741 328 398 499 615 612 663 622 740 799 206 299 463 635 452
Cell Motility 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cell Transport 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
KEGG Pathway- Deep CM02 CM04 CM08 CM12 CM14 no data OM04 OM08 OM12 OM14 no data DM04 DM08 DM12 DM14 no data ODM04 ODM08 ODM12 ODM14
Membrane Transport 0 0 0 0 0 no data 0 0 0 0 no data 0 0 0 0 no data 0 0 0 0
Translation 0 0 0 0 0 no data 0 0 0 0 no data 0 0 0 0 no data 0 0 0 0
Signaling and Cellular Processes 1120 451 372 430 414 no data 725 559 442 504 no data 687 510 462 476 no data 508 275 258 250
Signal Transduction 791 238 217 233 278 no data 418 348 301 293 no data 396 259 279 338 no data 263 142 144 143
Transcription 11 381 298 289 274 no data 419 458 389 370 no data 267 303 289 353 no data 308 161 191 130
Quorum Sensing 357 397 349 371 341 no data 298 369 326 268 no data 375 314 297 339 no data 349 205 210 186
Replication 856 597 631 682 778 no data 777 777 820 810 no data 654 615 687 711 no data 629 398 462 425
Metabolism 1939 2645 2518 2479 2891 no data 2949 2797 2631 2744 no data 2887 2517 2720 2672 no data 2513 1465 1448 1385
Sulfur Metabolism 146 270 267 244 251 no data 533 565 453 446 no data 262 237 250 218 no data 241 132 128 126
Biofilm Formation 0 0 0 0 0 no data 0 0 0 0 no data 0 0 0 0 no data 0 0 0 0
Cell Motility 1040 1143 1172 1074 1083 no data 1062 1085 999 966 no data 1070 1160 1037 1020 no data 1126 627 629 647
Cell Transport 0 0 0 5 19 no data 84 92 76 87 no data 0 9 7 13 no data 6 92 79 96
  
Figure 2.1 Non-metric multidimensional scaling (nMDS) plot of metagenome taxa from surface and deep water microcosms.  
An OTU table of relative abundance from Metaphlan2 was imported to PRIMER, and the nMDS was created based on Bray-Curtis similarity. The legend represents each microcosm, where the light 
blue triangles labeled SW = surface water microcosms, and dark blue circles labeled DW = deep water microcosms. For the sample names on the plot, CM = control microcosm, OM = oil microcosm, 
DM = dispersant microcosm, ODM = dispersed oil microcosm. Numbers represent week of sampling.   
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Figure 2.2  Cladograms of metagenome taxa in surface water microcosm by treatment.  
Taxa in each treatment cladogram is the average relative abundance from weeks 2, 4, 8, 12, and 14 of surface water microcosm. 
Shaded bubbles represent percentage of abundance and colors represent taxonomic groups. 
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Figure 2.3 Cladograms of metagenome 
taxa in deep water microcosm by treatment.  
Taxa in each treatment cladogram is the average relative abundance from weeks 2, 4, 8, 12, and 14 of deep water microcosm. Shaded 
bubbles represent percentage of abundance and colors represent taxonomic groups.  
  
Figure 2.4 Non-metric multidimensional scaling (nMDS) plot of metagenome gene function from surface and deep water microcosms.  
A gene abundance table (in copies per million) from HUMAnN2 was imported to PRIMER, and the nMDS was created based on Bray-Curtis similarity. The legend represents each microcosm, where 
the light blue triangles labeled SW = surface water microcosm, and dark blue circles labeled DW = deep water microcosm. For the sample names on the plot, CM = control microcosm, OM = oil 
microcosm, DM = dispersant microcosm, ODM = dispersed oil microcosm. Numbers represent week of sampling.   
SW 
DW 
  
Figure 2.5 MetaCyc pathway abundance in surface water microcosm metagenome samples.  
Heatmap represents weeks 2, 4, 8, 12, and 14 samples. Color scale represents relative abundance of pathway copies in each sample. The majority of pathways are related to biosynthesis, and 
biosynthesis pathways have greater counts in the control treatment as opposed to the other treatments. 
 
MetaCyc Pathway Abundance- Surface Water MicrocosmP < 0.05
Effect Size = 1.50
Variance filter = 0.5
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Figure 2.6 MetaCyc pathway abundance in deep water microcosm metagenome samples.  
Heatmap represents weeks 2, 4, 8, 12, and 14 samples. For the deep water microcosm metagenome samples, week 2 samples were pooled together (T = 2). Color scale represents relative abundance of 
pathway copies in each sample. All pathways are grouped to degradation/utilization/assimilation pathways. 
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Figure 2.7 KEGG gene abundance in surface water microcosm metagenome samples.  
Heatmap represents weeks 2, 4, 8, 12, and 14 samples. Color scale represents relative abundance of gene copies in each sample. There is a high proportion of differentially abundant genes that group to 
pathways of metabolism, membrane transport, and cellular growth. 
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Figure 2.8 KEGG gene abundance in deep water microcosm metagenome samples.  
Heatmap represents weeks 2, 4, 8, 12, and 14 samples. For the deep water microcosm metagenome samples, week 2 samples were pooled together (T = 2). Color scale represents relative abundance of 
gene copies in each sample. Most differentially abundant genes have decreased abundance in the dispersed oil treatment. 
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Figure 2.9  Relative abundance of iron transport system proteins in surface water metagenome microcosm samples.  
Columns represent time points, including weeks 2, 4, 8, 12, and 14. Color scale represents relative abundance of gene (protein) copies in each sample. Iron transport genes have a greater abundance in 
the oil treatment as compared to the other treatments. 
Figure 2.14. Iron transport system proteins in surface water microcosm. 
  
Figure 2.10 KEGG pathway abundances from differentially abundant genes from metagenome samples of surface water and deep 
water microcosms.  
From the gene abundance tables, pathways of each gene were grouped together for comparison. Color scale represents relative abundance of gene copies in each sample.
Figure 2.13. KEGG pathway abundances from differentially abundant genes from both microcosms.
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CHAPTER III – COMPARISON OF MICROCOSM EXPERIMENTS TO FIELD 
EXPERIMENTS: DIFFERENT COMMUNITIES WITH SIMILAR FUNCTIONAL 
POTENTIAL? 
3.1 Introduction 
3.1.1 Microbial Communities in the Deep Sea. 
 The deep ocean environment hosts an array of microorganisms that have the 
ability to survive and proliferate under extreme conditions, such as no light, high 
pressure, and few nutrients. Less than 1% of these microorganisms can be cultured, so 
culture-independent techniques are used to understand the interactions and dynamics of 
these deep-sea communities (He et al., 2013). Following the Deepwater Horizon spill, 
Mason et al. (2014) found that Colwellia, an indigenous deep-sea species, was not only 
found in the deep-sea plume, but bloomed in the presence of oil. Near an oil-immersed 
chimney in the deep ocean, Deltaproteobacteria were found to be abundant, specifically 
sulfate-reducing bacteria (SRB), likely because they have the ability to degrade refractory 
organic matter (He et al., 2013). Other SRB belonging to the class Epsilonproteobacteria 
have also recently been discovered to inhabit hydrothermal vents and may be important 
to both deep and shallow marine ecosystems (Sogin et al., 2006). Besides 
Deltaproteobacteria, both Gamma- and Alphaproteobacteria are dominant classes in the 
North Atlantic deep waters.  
 Within the Gammaproteobacteria, 2 genera are commonly found in the deep-sea: 
Halomonas and Marinobacter (Kaye et al., 2011). Halomonas are halophilic, adapted to 
cold conditions, and have been associated with sulfide deposits, which are the end 
products of sulfate reduction. Marinobacter have been shown to degrade hydrocarbons, 
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including alkanes, monoaromatic hydrocarbons, and polycyclic aromatic hydrocarbons 
(PAHs) (Brakstad et al., 2015). However, Marinobacter do not survive in the presence of 
chemical dispersant (Hamdan & Fulmer, 2011).  
 Recent studies suggest that a new class of iron-oxidizing bacteria (IOB), the 
Zetaproteobacteria, are involved in iron cycling in the marine environment and can 
produce iron oxides; however, little is known about this class (Rubin-Blum et al., 2014, 
Emerson et al., 2015, Field et al., 2015, Scott et al., 2015, Field et al., 2016, Henri et al., 
2016, Mumford et al., 2016). Most studies have addressed Zetaproteobacteria in marine 
sediment and water (Rubin-Blum et al., 2014, Emerson et al., 2015, Field et al., 2015, 
Field et al., 2016). Zetaproteobacteria were initially discovered through culture-
independent studies since they are not able to be cultured due to their highly specialized 
nature (McBeth et al., 2011, Scott et al., 2015). Zetaproteobacteria are widely distributed 
and may contribute to deep ocean chemosynthetic primary production because they 
appear to be restricted to environments that are iron-rich.  
3.1.2 Shipwrecks as Artificial Reefs. 
In the deep waters of the Gulf of Mexico, shipwreck hulls serve as substrates for 
attachment of biofilms. Non-polar substances in the water column, such as lipids and 
proteins, adhere to a non-polar surface, such as a metal shipwreck hull. As the biofilm 
develops and grows, it attracts other bacteria and microfauna, which eventually attracts 
macrofauna such as crustaceans and fish. Throughout this process, the shipwreck 
becomes an artificial reef and its own functioning ecosystem. In the event of an oil spill 
or some other anthropogenic change, this ecosystem can be altered and potentially even 
damaged by the presence of spill contaminants (Salerno et al., 2018). Exposure to spill 
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contaminants such as crude oil and chemical dispersant may impact the preservation of 
historic shipwrecks due to the effects of microbially-induced corrosion (MIC). 
3.1.3 Background of Historic Shipwreck Study Sites. 
The historic shipwreck sites that are included in this work are U-166, Anona, and 
Halo (Figure 3.1). These wrecks were chosen based on a combination of factors, 
including proximity to the Macondo wellhead, water depths in the deep biosphere 
(greater than 200 m), availability of pre-spill archaeological data, similar dates that each 
sank, proximity away from known natural seeps, and hull type (Church et al., 2009). All 
three shipwrecks are World War-II era, metal-hulled vessels. Ship hulls built during the 
World War-II era were constructed of carbon steel, which is why carbon steel is the 
material of choice for this work. The acute footprint of the spill is defined as an area ~16 
km southwest of the wellhead. U-166 is a German U-boat sunk in 1942 in approximately 
1450 meters of water. U-166 is located within the acute footprint and was exposed to spill 
contaminants (Hamdan et al., 2018), which classifies it as a “heavily impacted” site for 
this study. Anona is a steam yacht sunk in 1944 at an approximate depth of 1250 m. 
Anona is northeast of the Macondo wellhead but the amount of exposure of this wreck to 
spill contaminants is unclear, although it was likely oiled at some point, classifying the 
site as “moderately impacted”. Finally, Halo is an oil tanker sunk in 1942 at 
approximately 140 m (Church et al., 2009). The vessel was torpedoed while transporting 
crude oil (Church et al., 2009), however the crude oil is buried beneath ~16 cm of 
sediment (Hamdan et al., 2018). Halo’s location is west of the spill area and not impacted 
by DWH oil. While crude oil from the vessel was released during site formation, it is 
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constrained in deeper layers, so it is unlikely to interfere with experiments used in this 
study, and thus is considered a reference site. 
3.1.4 Functional Redundancy in Bacterial Communities. 
Metagenomics is a new tool that has recently been developed to probe the 
functional potential of a community of microorganisms. Metagenomic sequences are 
analyzed to understand the gene abundance that a group of bacteria possess within a 
given sample. The gene abundance gives an insight into what the community is doing, in 
addition to which species are present. A study of community composition and functional 
genes presented the novel idea that the functional traits of a community, as opposed to the 
species abundance, dictates the community diversity (Burke et al., 2011). In concurrence 
with this study, Nie et al. (2016) analyzed metagenomes from a bacterial community in 
an oil reservoir and proposed that environmental parameters can select for specific 
functions, and these functions determine the assemblage of taxa in the community. 
However, Galand and colleagues (2018) challenged this idea by the discovery that within 
their metagenome sequences, richness of bacterial communities correlated with richness 
of the functional traits. To understand if functional redundancy occurs between 
completely different communities of microorganisms, this study compared the results of 
laboratory microcosms from 2 habitats (surface and deep marine water) to the results of a 
field experiment. The aim of this study was to inform on the potential in situ effects of oil 
spills on shipwreck preservation, and address if functional or taxonomic redundancy was 
observed between the deep water microcosm experiment and the field experiment under 
similar environmental challenges. 
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3.2 Methods 
3.2.1 Field Experiment. 
Biofilm monitoring platforms (BMPs) were deployed at approximately 2 meters 
from the Anona, Halo, and U-166 wrecks via the remotely operated vehicle (ROV) 
Global Explorer on cruise PE14-15 in March of 2014. One BMP from each site was 
recovered on cruise PE15-02 in July of 2014 (Table 3.1).  
 CSDs prepared identical to the method used for microcosms were installed in 
BMPs constructed of PVC pipe. PVC pipe sections were six inches in outer diameter and 
the CSDs were installed in duplicate at the top, middle, and base of each BMP for a total 
of 30 CSDs per BMP (6 CSDs collected per shipwreck site). The BMPs were retrieved 
from the seafloor using the 7-function manipulator arm on the ROV and placed in PVC 
recovery tubes on the ROV tray attached at 45° to protect the surfaces of CSDs during 
ascent. CSDs were aseptically removed from BMPs shipboard and stored in sterile plastic 
containers at -80° C at the lab for further analysis. One replicate CSD was kept at George 
Mason University, and then transferred to USM, and other replicate CSDs were sent to 
NRL-SCC for metal loss and pitting analysis. 
3.2.2 DNA Extraction and Quantitation. 
Surface material was collected from CSDs from field experiments and DNA was 
extracted following a modified version of the BIO 101 FastDNA Spin Kit (MP 
Biomedicals, LLC, Santa Ana, CA, USA) protocol described elsewhere (Salerno et al., 
2018). Bovine serum albumin (BSA) was added prior to addition of other reagents in the 
protocol to prevent iron in the corrosion products from competitively binding to the 
DNA. The Qubit 2.0 Fluorometric Quantitation system (Invitrogen, Carlsbad, CA, USA) 
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was used to assess the quantity of the undiluted, total extracted DNA (ng/mL). To assess 
the purity of the total extracted DNA (ng/mL), a NanoDrop spectrophotometer 
(ThermoFisher, Waltham, MA, USA) was used following the manufacturer’s protocol. 
3.2.3 16S rRNA Gene Amplification and Sequencing. 
Total extracted DNA from CSD biofilm samples of field experiments was 
submitted for 16S rRNA gene amplicon sequencing at the Integrated Microbiome 
Resource (IMR) facility located at Dalhousie University (Halifax, Nova Scotia, Canada). 
DNA was sequenced on the Illumina MiSeq platform (Illumina Inc., San Diego, CA, 
USA) following previously described protocols (Comeau et al., 2011, Salerno et al., 
2018). Primer sets B969F/BA1406 and A956F/A1401R were used to target the V6-V8 
variable regions of the 16S rRNA gene for bacteria and archaea, respectively. 
3.2.4 16S Bioinformatics Analysis. 
Bacterial and archaeal sequences obtained from field experiments were analyzed 
using a pipeline generated by Quantitative Insights into Microbial Ecology (QIIME) 
(Caporaso et al., 2010) and UPARSE (Edgar, 2013), described in Salerno et al. (2018). 
Initial steps included the merging of paired-end sequences, which were then quality 
filtered and dereplicated. Operational taxonomic units (OTUs) were generated from 
unique sequences, and OTUs were assigned at >97% similarity after chimeric sequences 
were removed. The GreenGenes reference database (v 13.8) (DeSantis et al., 2006) and 
UCLUST were used to assign taxonomy to the OTU abundance table. Archaeal sequence 
counts at the majority of the sites (4 of 5) were very low and were excluded from 
downstream analysis. 
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3.2.5 Metagenome Amplification and Sequencing. 
Metagenomes from field experiment samples were sequenced at the CGEB-IMR 
at Dalhousie University in Nova Scotia, Canada. Replicate 16S samples from the 
corrosion experiments at each of the shipwrecks were pooled together before 
metagenome sequencing based on how similar the communities are, and on an 
insignificant difference in DNA concentration (ng/mL) between replicate 16S samples as 
determined by DNA quantification by Qubit and NanoDrop. The wet lab protocols were 
followed as described in (Comeau et al., 2011). Briefly, ~1 ng of template DNA was used 
to prepare the metagenomes using the Illumina Nextera XT kit. Custom Illumina primers, 
which include Illumina Nextera adaptors, were used (Comeau et al., 2017). PCR 
reactions were run in duplicate and the reactions contained: 1X HF buffer (NEB), 200 
µM of each dNTP (Feldan Bio), 0.4 mg/mL BSA (Fermentas), 0.2 µM of each primer 
(Invitrogen), 1 U of Phusion High-Fidelity DNA polymerase (NEB), and ~1-3 µL of 
template DNA (Comeau et al., 2011). The PCR cycling conditions included a 30 s cycle 
of initial denaturation at 98°C, 30 cycles of denaturation for 10 s at 98°C, annealing for 
30 s at 55°C, extension for 30 s at 72°C, and final extension for 5 minutes at 72°C. PCR 
products were verified by running an Invitrogen 96-well E-gel to make sure that the PCR 
reactions were successful. Any failed reactions were re-amplified using optimized PCR 
conditions. PCR reactions from the same samples were pooled together, cleaned, and 
normalized using the Invitrogen SequalPrep 96-well Plate Kit. Finally, all samples 
(maximum of 380) were attached to a unique barcode sequence and pooled together to 
create one library, which was quantified using a fluorometer before sequencing. 
Amplicon samples were multiplexed and loaded onto the Illumina NextSeq 550 platform. 
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NextSeq generated 150 base pair sequences and up to ~400 million raw reads which were 
sent to USM for analysis using a bioinformatics pipeline. 
3.2.6 Metagenome Bioinformatics Analysis. 
 Raw sequences from field experiment samples were obtained from IMR and 
analyzed using a bioinformatics pipeline that incorporates steps from the Microbiome 
Helper (Comeau et al., 2017) standard operating procedure for metagenomes. Lab tools 
and tutorials were used from the BioBakery virtual environment platform generated by 
the Huttenhower laboratory. To begin, multiple lanes of sequencing were concatenated 
together. FastQC was used to manually inspect the quality of the sequences; specifically 
the quality of each of the base calls in the read (Andrews, 2010). The FastQC report is 
also used to determine where to trim bases in future steps. Paired-end reads were stitched 
together using the paired-end read merger (PEAR) (Zhang et al., 2013). Trimmomatic 
trimmed bases under specified quality values and discarded reads under user-specified 
length after trimming to remove sequences of low quality (Bolger et al., 2014). Bowtie2 
filtered out contaminant sequences (Langmead & Salzberg, 2012). MetaPHlAn2 assigned 
microbial taxonomic composition as the first step of HUMAnN 2, which profiled 
microbial gene families using the UniRef90 database, and pathway abundance and 
pathway coverage using the MetaCyc Metabolic Pathway database (Abubucker et al., 
2012). For additional functional analysis, the assembled, screened, and trimmed reads 
were aligned to a DIAMOND database which was created using the UniRef90 protein 
blast database (Buchfink et al., 2014). Following alignment with DIAMOND, reads were 
imported to the Metagenome Analyzer (MEGAN) v 6.11.1 and compared to each other 
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by taxonomy using the NCBI database and by function using the SEED database (Huson 
et al., 2016).  
3.2.7 Statistical Analysis. 
A table of absolute gene counts from the metagenome samples was exported from 
MEGAN and imported to R. The EdgeR package was used to calculate library sizes and 
normalization factors for all samples prior to differential abundance analysis. Assigned 
reads were summed in MEGAN, and Shannon diversity was calculated in QIIME.  
 Metagenome sequences were normalized using the relative log expression (RLE) 
method in the DESeq2 package in R (Love et al., 2014) and the trimmed mean of M-
values (TMM) method in the EdgeR package in R (Robinson & Oshlack, 2010). To 
accurately fit a negative binomial model to the dataset in EdgeR, the biological 
coefficient of variation (BCV) was estimated for the dataset prior to statistical analysis. A 
test for differential gene abundance analysis was conducted in DESeq2 by calculating the 
p-value and log fold change value between the reference and moderately impacted sites, 
and between the reference and heavily impacted sites. Differential abundance in EdgeR 
served as a check of DESeq2 results, and was run on reference sites against impacted 
sites, which gave a table of the top 10 differentially abundant genes (DAGs) based on a 
counts per million (CoPM) conversion to correct for library size differences. EdgeR was 
used to generate a table of the top 20 variable genes between all sites based on the 
variance of each gene at each site.  
3.2.8 Metal Loss. 
To obtain weight loss measurements from field experiment samples, CSDs were 
weighed before being used in the construction of in situ experiments, which included 
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mounting in epoxy and placement on the seafloor. Following collection from field 
experiments, CSDs were extracted from epoxy and acid cleaned following the ASTM 
Standard G1-03 (2003) procedure to remove all corrosion products. From each field site, 
4 CSDs were weighed to obtain post-exposure weight loss as a result of incubation on the 
seafloor. Metal loss data from the deep water microcosm samples from chapter 1 was 
also included in this chapter for a comparative analysis. 
3.3 Results 
 Overall, Ewing Bank had the largest library size and the largest number of 
assigned reads in MEGAN (Table 3.2). Metagenome taxonomy was analyzed in 
MetaPhlAn2. Cladograms were created by including taxa greater than 0.01% in 
abundance, and taxa greater than 1% in abundance were annotated (Figure 3.2). The 
cladograms corroborate Anona as the most diverse site, however, the analysis indicates 
that metagenomes at Halo are the least diverse. All sites were dominated by 
Zetaproteobacteria (2-63%) and Epsilonproteobacteria (20-91%) (Table 3.3). Unlike 
other locations, Betaproteobacteria were present in Mica samples. Sulfurimonas 
dominated metagenomes at all sites. The species gotlandica accounted for partial 
abundance of Sulfurimonas at Halo and U-166. The order Rhodobacterales which 
includes the Roseobacter, known for biofilm formation and potential oil degradation, was 
abundant at Anona, Ewing Bank, Halo, and U-166. The Alteromonadales, which includes 
the family Pseudoalteromonadaceae, associated with oil degradation, accounted for 3-8% 
of metagenomes at all sites except Halo. A genus of the Flavobacteriia family, 
Cellulophaga, was observed in small abundance (2%) only at Anona.  
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 Although the microcosm metagenome taxa were dominated by Gamma- and 
Alphaproteobacteria, the field samples had some similar taxa to those observed in the 
deep water microcosm. The order Alteromonadales was present in all three experiments, 
however, its abundance was attributed mainly to Marinobacter in the deep water 
microcosm samples as opposed to the abundance of the Pseudoalteromonadaceae in the 
surface water microcosm and the field samples (Figures 2.2, 2.3). Rhodobacterales was 
observed at all field sites except Halo and was also present in all surface water 
microcosm samples, and the deep water oil sample. Campylobacterales, an order under 
the Epsilonproteobacteria class, was present in small abundances in all deep water 
microcosm samples except the dispersed oil treatment, and was also present in all of the 
field samples at high abundances. Interestingly, while Zetaproteobacteria dominated field 
sample taxa, this class was completely absent from any of the microcosm taxa.  
Heatmaps were used to compare gene family abundance between sites. The 
highest gene counts, as revealed by MEGAN, were classified to housekeeping families 
including amino acids and derivatives, carbohydrates, cofactors, vitamins, prosthetic 
groups, pigments, and protein metabolism (Figure 3.3). Mica had higher counts of genes 
clustering to iron acquisition and metabolism and motility and chemotaxis relative to 
other sites. Sulfur metabolism counts were elevated at Halo and Mica, and nitrogen 
metabolism and respiration were highest at Halo. Ewing Bank and Halo showed the 
highest count of membrane transport genes. Anona and U-166 had the highest count of 
genes involved in metabolism of aromatic compounds. In the deep water microcosm, 
grouping of KOs to KEGG pathways revealed that several KOs are part of a two-
component system, including the genes narL, cusA, silA, mcp, and a multidrug efflux 
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pump (Table 2.7, Figure 2.8). All of these genes have the greatest abundance in the week 
2 sample except for mcp. The multidrug efflux pump is downregulated in the dispersed 
oil, and cusA, silA, and narL are downregulated in the week 4 through week 14 control 
samples and all of the dispersed oil samples. Sulfur metabolism DAGs were most 
abundant in the oil treatment. Overall, DAGs that grouped to pathways of cell motility, 
cell transport, and signal transduction were greater in the deep water microcosm as 
compared to the surface water microcosm (Figures 2.9, 2.11).  
 The analysis for differentially abundant genes (DAGs) was conducted across site 
types in DESeq2 (Table 3.4). The comparison of reference vs. moderately impacted 
revealed significant differences in the abundance of protein hydE, quinone-reactive 
Ni/Fe-hydrogenase small chain precursor, periplasmic nitrate reductase component napL, 
two-component response regulator creC, and quinone-reactive Ni/Fe-hydrogenase large 
chain. Only one gene, the two-component response regulator creC, was significantly 
different in the comparison of reference to heavily impacted sites. Metagenome absolute 
sequence counts were analyzed in EdgeR to test the robustness of DAG observations 
from DESeq2 in site to site comparisons (Table 3.5. A table of the top 20 most variable 
genes across samples was generated (Table 3.6) by calculating the variance for each gene 
in the dataset, and then creating a new matrix to display the 20 most variable genes in all 
samples. A negative log fold change value indicates that the gene had higher counts at the 
reference sites, while a positive value reflects a higher gene count at impacted sites. 
Variable genes of interest are metal-dependent hydrolase involved in phosphonate 
metabolism, motility accessory factor, and flagellar transcriptional activator flhC. The 
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only statistically significant (p < 0.05) DAG with a low FDR value (FDR < 0.05) was the 
two-component response regulator creC. 
Metal loss was estimated by weight difference at all sites (Figure 3.4). The 
average metal loss was lowest at Halo, and highest at U-166 and Mica. Areas of metal 
loss on the deck of the U-166 were tracked using still images collected in 2003, 2009, and 
2013. An area on the port side of the U-166 stern wreckage (Figure 3.5A, area 1) 
measured 57.9 x 25.7 in 2003. By 2009 it widened along the port side gap 4.5 cm. In 
2013 the gap widened an additional 9.8 cm in only four years. Another breach in the deck 
(Figure 3.5A, area 2) on the starboard side measured 47.3 cm at the widest in 2003. In 
2009, a 5.2 cm wide portion of the starboard edge had deteriorated away and in 2013 an 
additional 24.5 x 5.5 cm section along the portside edge disappeared. The full extent of 
deterioration is unknown, as the section was covered in a layer of sediment in 2013 not 
observed previously. Aft of area 2 an additional previously undetected area of 
deterioration (area 4) was found in 2013. Areas of deck deterioration were also imaged 
aft of the 37 mm gun (Figure 3.5B) first in 2003. The deterioration expanded by 2009 and 
new holes were observed that were not present in 2003. In 2013 these areas continued to 
widen, and additional holes not present in 2009 were found. A 5 cm hole first observed in 
2003, had no change in size in 2009. By 2013, metal deterioration had expanded the hole 
to more than twice its initial size.  
3.4 Discussion 
The Zetaproteobacteria class of iron-oxidizing marine bacteria are widely 
distributed in the deep ocean (McBeth et al., 2011, Singer et al., 2011, McBeth & 
Emerson, 2016). The first genome of a Zetaproteobacterium, Mariprofundus 
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ferrooxydans PV-1, sequenced in 2011, revealed Zetaproteobacteria to have the ability to 
rapidly detect and respond to environmental stimuli (Singer et al., 2011). Comparative 
metagenomics with other marine iron-oxidizing bacteria indicate Zetaproteobacteria 
genes potentially involved in signal transduction, response regulation, and heavy metal 
resistance. In the current study, Zetaproteobacteria were present at all sites, and were 
abundant at Anona, Ewing Bank, and U-166 suggesting their tolerance to oil residues. 
Field et al. (2015) also observed that Zetaproteobacteria are sensitive to fluctuating 
oxygen conditions and are able to acquire nitrogen at depth, which may explain their 
absence in all of the deep water microcosm samples (Figure 2.3). The absence of 
Zetaproteobacteria in the deep water microcosm samples may also be explained by the 
absence of sediment in the experimental tanks. Epsilonproteobacteria are 
chemolithoautotrophic bacteria that thrive in cold and dark marine environments (Zinger 
et al., 2011). They have been found near hydrothermal vent environments, where they are 
able to metabolize sulfur compounds. This class dominates the field samples and is 
present in small abundances in the deep water microcosm samples, suggesting that these 
bacteria thrive best in the natural environment. Whereas the Gamma- and 
Alphaproteobacteria dominate the communities of the deep water microcosm samples, 
the Epsilon- and Zetaproteobacteria dominate the communities of the field experiment 
samples. 
Formation of biofilms in the marine environment assist in the survival, adaptation, 
and propagation of bacteria (Awan et al., 2018). In some cases, formation is enhanced 
after introduction of sub-lethal stress or nutritional-stress factors in the environment. The 
impacts of oil spills result in alterations to microbial communities in the marine 
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environment (Joye et al., 2016, Hamdan et al., 2018). Hamdan et al. (2018) demonstrated 
that residual spill contaminants remained at U-166 at the time BMPs were deployed and 
recovered, and that impacts to sediment microbiomes were evident at moderately and 
heavily impacted sites. The presence of residual oil may promote bacterial growth and 
enhance biofilm formation, indicating a community response under adverse 
environmental conditions (Dombrowski et al., 2016, Awan et al., 2018). Previous studies 
have shown the Alteromonadales to be early and dominant colonizers of marine biofilms 
(Arora & Boon, 2012, Dombrowski et al., 2016, Rampadarath et al., 2017). Some 
Alteromonas spp. protect biofilms against contaminants. Metagenome taxonomy data 
shows that Alteromonadales account for 3-8% of the bacterial community at all sites 
except Halo, partially attributed to the Pseudoalteromonadaceae family. However, 
Alteromonadales is dominated by Marinobacter in the deep water microcosm samples, a 
genus which is indigenous to deep waters in the Gulf of Mexico (Figure 2.3) (Handley & 
Lloyd, 2013). While Alteromonadales metagenome sequence abundance was elevated at 
the Ewing Bank shipwreck, a reference site, the diversity of this order was reduced at 
both reference sites relative to impacted sites, suggesting spill residues may encourage 
diversity of Alteromonadales. The deep water microcosm samples corroborate this 
observation because Marinobacter is 84-85% abundant in the deep water oil and 
dispersant samples, even though there has been debate about whether this genus tolerates 
or thrives under exposure to crude oil and chemical dispersants (Wang et al., 2016, 
Tremblay et al., 2017). Rhodobacterales are known to degrade hydrocarbons and reside 
in biofilm communities (Sanli et al., 2015, Hu et al., 2017). Their abundance in the field 
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sites except at Halo, all of the surface water microcosm samples, and the deep water 
microcosm oil treatment suggests their involvement in both of these processes.  
Bacterial chemotaxis and motility genes play significant roles in biofilm 
formation, maturation, and dispersal (Awan et al., 2018). Flagellar formation and 
regulation genes help bacteria swim towards nutrient sources and detect and adhere to 
surfaces (Li & Wang, 2011). They may also assist in identifying stressful conditions and 
escape through detachment and relocation to more favorable conditions (Singer et al., 
2011). The table of the top 20 variable genes between all sites identified the flagellar 
transcriptional activator flhC gene as more variable, and generally more prevalent at 
impacted sites compared to reference sites. These differences in variation and prevalence 
of the flhC gene may be indicative of a response by biofilm community members to 
escape unfavorable environmental conditions. Bacteria in the deep sea possess 2 flagellar 
systems that assist their survival in this environment (Eloe et al., 2008). The lateral 
flagella tends to be present in deep sea bacteria, yet absent in surface-related bacteria 
(Qin et al., 2011). Although a treatment effect on individual differentially abundant genes 
is unclear in the deep water microcosm samples, the DAGs from the field experiment 
have a higher abundance of DAGs that group to pathways of cell motility, transport, and 
signal transduction. These results and the high variation of chemotaxis genes in the field 
samples indicate that bacteria in the deep sea have the ability to move toward sources of 
nutrients (potentially oil) and form and maintain biofilms.  
Many bacteria can detect and respond to changes in the environment using the 
widespread two-component system (TCS) (Arora & Boon, 2012, Awan et al., 2018). 
TCS are frequently deployed as a defense and stress response mechanism, where the cell 
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detects stimuli and responds through various processes (e.g., quorum sensing, light 
detection, and chemotaxis). The first component of this system is a sensor kinase which 
detects an environmental change outside of the cell and relays it to the second 
component, the response regulator, which regulates translation in response to stimuli, and 
can change the shape, motility, or proteins produced within the cell. Some environmental 
changes, including oil spills, may result in a temporary or permanent change in local 
conditions, and thus bacterial stress responses are a result of alterations to bacterial 
machinery (Awan et al., 2018). The differential abundance analysis in both DESeq2 and 
EdgeR returned creC as significantly down-regulated in reference sites compared to the 
moderately impacted site (p = 0.043) and heavily impacted sites (p = 0.003), possibly due 
to the absence of oil at the reference sites. In the deep water microcosm experiment, 
DAGs that are part of two-component systems are narL, cusA, silA, mcp, and a multidrug 
efflux pump, which were all downregulated in the dispersed oil treatment (Figure 2.8, 
Table 2.7). The gene narL, as well as other genes involved in two-component systems, 
have been documented at deep sea hydrothermal vents, and are also associated with cell 
attachment (Purcell et al., 2007, He et al., 2013). The main function of two-component 
systems in bacteria is signal transduction in the cell, so these systems are heavily tied to 
gene expression, and may also assist cells in transitioning to a stationary phase 
(Mitrophanov & Groisman, 2008). Both creC, the DAG in the field samples, and the two-
component system set of DAGs in the deep water microcosm indicate that dispersed oil 
and other spill contaminants in the environment may have a negative impact on the 
ability of bacterial cells in the deep sea to relay signals, express genes, and respond to 
environmental stressors. Fewer counts of the creC gene at impacted sites in the field 
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experiment and in the dispersed oil treatment of the deep water microcosm experiment 
suggest that this stress response system may be impaired as a result of contaminant 
exposure. Inability to respond to stressful conditions, such as oil spills, suggests that 
biofilms in the deep sea may be impacted exposure to dispersed oil.   
 One goals of this study was to expand understanding of how oil on the seafloor 
impacts preservation of historic shipwrecks, and potentially enhances MIC. In a previous 
work using CSDs in a microcosm study, Salerno et al. (2018) observed greater metal loss 
after exposure to oil, likely attributed to MIC resulting from sulfur metabolism and the 
production of corrosive metabolites. While this study does not provide evidence of 
enhanced sulfur metabolism at impacted sites, greater metal loss on CSDs at U-166 was 
observed relative to other locations. Similarly, the metal loss and pit depth data from the 
deep water microcosm samples demonstrate that the greatest metal loss as a result of 
corrosion processes, was observed in the dispersed oil treatment. Hamdan et al. (2018), 
provides definitive evidence of oil residues from the spill in sediment collected around U-
166. At the time of BMP collection at U-166, high resolution images of the shipwreck 
were obtained to compare with images from 2003 and 2009, prior to the spill. These 
images are relevant to MIC studies. Over a decade of progressive deterioration has been 
observed on the aft deck and conning tower of U-166 (Figure 3.5). On the aft deck, areas 
of corrosion on the steel hull first observed in 2003, expanded to a greater degree during 
a shorter interval (2009-2013) after the spill than compared to before (2003-2009) (Figure 
3.5A). The deck of the conning tower shows continuous deterioration over 10 years, with 
new holes in 2013 (Figure 3.5B) and a doubling in size of existing holes from 2009 -
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2013. In both areas, sediment not observed previously covered sections where new holes 
were emerging, possibly resulting from sedimentation after the spill.  
 This study reveals increased connectivity between sediment and carbon steel 
biofilm microbiomes in spill impacted areas. This connectivity may lead to changing 
functional interactions between biofilms and steel surfaces in the marine environment, 
possibly leading to oil induced MIC. Future studies are needed to continue to probe the 
interaction between oil spills and the functional capability of bacteria in marine biofilms. 
Exposure of shipwreck surfaces to residual contaminants, particularly dispersed oil, has 
the potential to alter biofilm taxonomy, functional potential, and corrosion processes, 
thereby placing the preservation and biodiversity of historic structures in the deep sea at 
risk. 
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Table 3.1  
Deployment and recovery dates of field experiments. 
Site Distance 
from 
wreck (m) 
Date 
deployed 
Date 
recovered 
In situ 
incubation 
time (days) 
Anona 2 3/20/14 7/16/14 118 
Halo 2 3/15/14 7/24/14 131 
U-166 2 3/19/14 7/21/14 124 
 
  
Table 3.2  
Descriptive statistics for metagenomes of biofilm samples. 
Site Name  Depth Site Type* Library 
size 
(EdgeR) 
Normalization 
factor 
(EdgeR) 
Asigned 
reads 
(MEGAN) 
Shannon 
Diversity 
Anona 1250 
Moderately 
Impacted 939519 1.08 289012 3.26 
Ewing 
Bank 600 Reference 1887290 0.89 521803 2.89 
Halo 140 Reference 963531 1.02 283768 2.38 
Mica 800 
Heavily 
Impacted 479433 1.01 113286 2.57 
U-166 1450 
Heavily 
Impacted 1150673 1.01 315283 2.92 
*See Hamdan et al. 2018 for information on Deepwater Horizon impacts to sites, descriptions and information on prior surveys 
 
  
Table 3.3  
Taxa greater than 1% in abundance in field metagenome samples.  
Sample Name Taxonomy 
Average 
relative 
abundance 
Anona Zetaproteobacteria 44.79% 
 Epsilonproteobacteria 24.87% 
 Epsilonproteobacteria; Campylobacterales 24.31% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas 24.11% 
 Alphaproteobacteria 10.81% 
 Gammaproteobacteria 8.24% 
 Alphaproteobacteria; Rhizobiales 7.13% 
 Alphaproteobacteria; Rhizobiales; Bartonellaceae; Bartonella 6.76% 
 Gammaproteobacteria; Alteromonadales 6.34% 
 Phylum Bacteroidetes 5.81% 
 Flavobacteriia; Flavobacteriales 5.39% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae 5.35% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 5.06% 
 Alphaproteobacteria; Rhodobacterales 3.15% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 3.05% 
 Betaproteobacteria 2.56% 
 Betaproteobacteria; Gallionellales; Gallionellaceae 2.46% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae; Cellulophaga 2.18% 
 Flavobacteriia; Flavobacteriales; Flavobacteriaceae; Gillisia 1.36% 
 Gammaproteobacteria; Pseudomonadales 1.05% 
  
Table 3.3 
Continued   
Ewing Bank Zetaproteobacteria 62.75% 
 Epsilonproteobacteria 20.08% 
 Epsilonproteobacteria; Campylobacterales 19.90% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas 19.67% 
 Gammaproteobacteria 10.09% 
 Gammaproteobacteria; Alteromonadales 8.92% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 7.89% 
 Alphaproteobacteria 5.98% 
 Alphaproteobacteria; Rhizobiales 4.15% 
 Alphaproteobacteria; Rhizobiales; Bartonellaceae; Bartonella 4.15% 
 Alphaproteobacteria; Rhodobacterales 1.81% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 1.79% 
Halo Epsilonproteobacteria 90.74% 
 Epsilonproteobacteria; Campylobacterales 90.72% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas 90.58% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas; Sulfurimonas_gotlandica 7.79% 
 Alphaproteobacteria 4.72% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 2.27% 
 Alphaproteobacteria; Rhizobiales 2.18% 
 Alphaproteobacteria; Rhizobiales; Bartonellaceae; Bartonella 2.00% 
 Gammaproteobacteria 1.80% 
 Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae; Roseobacter 1.69% 
 Zetaproteobacteria 1.57% 
 Gammaproteobacteria; Chromatiales; Ectothiorhodospiraceae; Spiribacter 1.05% 
Mica Epsilonproteobacteria 79.37% 
  
 
Table 3.3 Continued 
 
Epsilonproteobacteria; Campylobacterales 78.73% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas 77.89% 
 Zetaproteobacteria 8.41% 
 Betaproteobacteria 5.56% 
 Gammaproteobacteria 5.43% 
 Gammaproteobacteria; Alteromonadales 5.22% 
 Betaproteobacteria; Gallionellales; Gallionellaceae 4.93% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 4.62% 
U166 Epsilonproteobacteria 58.13% 
 Epsilonproteobacteria; Campylobacterales 57.36% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas 56.93% 
 Zetaproteobacteria 30.52% 
 Gammaproteobacteria 5.25% 
 Gammaproteobacteria; Alteromonadales 4.62% 
 Alphaproteobacteria 4.10% 
 Epsilonproteobacteria; Campylobacterales; Helicobacteraceae; Sulfurimonas; Sulfurimonas_gotlandica 3.66% 
 Gammaproteobacteria; Alteromonadales; Pseudoalteromonadaceae 3.47% 
 Alphaproteobacteria; Rhizobiales 2.80% 
 Alphaproteobacteria; Rhizobiales; Bartonellaceae; Bartonella 2.75% 
 Alphaproteobacteria; Rhodobacterales 1.29% 
  Alphaproteobacteria; Rhodobacterales; Rhodobacteraceae 1.25% 
 
Percentages are the average relative abundance of each taxa from each site pooled sample.
  
Table 3.4  
Statistically significant (p < 0.05) Differentially Abundant Genes (DAGs) from differential abundance analysis in DESeq2.  
Gene Name Site Comparison Avg. Count 
- Reference 
Avg. Count - 
Moderate (M) 
or Heavy (H) 
log2 
Fold 
Change 
Adj. P-
value 
Quinone-reactive Ni/Fe-hydrogenase large 
chain (EC 1.12.5.1) Reference to Moderately Impacted 1170.1 21.1 (M) -6.1 0.00 
Quinone-reactive Ni/Fe-hydrogenase small 
chain precursor (EC 1.12.5.1) Reference to Moderately Impacted 505.3 3.2 (M) -8.0 0.00 
Two-component response regulator CreC Reference to Moderately Impacted 327.6 5.9 (M) -6.3 0.04 
Two-component response regulator CreC Reference to Heavily Impacted 327.6 4.9 (H) -6.2 0.00 
Protein hydE Reference to Moderately Impacted 293.8 0.5 (M) -10.7 0.01 
Periplasmic nitrate reductase component 
NapL Reference to Moderately Impacted 231.4 1.4 (M) -7.9 0.01 
Samples were grouped according to site type (reference, moderately impacted, or heavily impacted).
  
Table 3.5  
Top 10 Differentially Abundant Genes (DAGs) from analysis in EdgeR.  
Gene logFC logCPM PValue FDR 
Two-component response regulator CreC -6.02 7.05 0.00 0.01 
Nitrate ABC transporter, nitrate-binding protein -1.87 9.19 0.00 0.08 
Potassium channel protein 1 (MjK1) 5.45 3.82 0.00 0.08 
Nitrate ABC transporter, permease protein -1.99 8.45 0.00 0.24 
StbE replicon stabilization toxin 3.77 4.71 0.00 0.24 
Sorbitol-6-phosphate 2-dehydrogenase (EC 1.1.1.140) 4.10 5.45 0.00 0.24 
Positive regulator of L-idonate catabolism 4.80 3.28 0.00 0.26 
Indolepyruvate oxidoreductase subunit IorA (EC 1.2.7.8) -2.71 6.77 0.00 0.26 
Dihydroneopterin triphosphate pyrophosphohydolase type 2 6.66 3.07 0.00 0.26 
Indolepyruvate oxidoreductase subunit IorB (EC 1.2.7.8) -3.24 4.20 0.00 0.31 
Read counts of genes were converted to counts per million (CPM) to correct for differences in library size. Differential abundance analysis was run on reference sites against impacted sites. A negative 
log fold change value represents a higher abundance of the gene at reference sites while a positive value represents higher gene abundance at impacted sites.
  
Table 3.6  
Top 20 variable genes between metagenome samples after differential abundance analysis in EdgeR.  
Gene Anona Ewing Bank Halo Mica U166 
Nitrogenase FeMo-cofactor scaffold and assembly protein NifE -2.12 -0.40 7.09 8.02 3.63 
Protein hydE -2.12 3.43 9.11 5.65 6.54 
Nitrogenase FeMo-cofactor scaffold and assembly protein NifN -2.12 0.36 7.16 7.47 2.65 
Mll9366 protein 4.01 -2.12 7.96 7.92 4.27 
Nitrogenase (molybdenum-iron) reductase and maturation protein NifH 0.37 -2.12 7.08 6.84 3.52 
Rubredoxin-oxygen oxidoreductase 1.23 -0.40 8.35 7.84 5.63 
NADH-dependent butanol dehydrogenase B (EC 1.1.1.-) 5.58 -2.12 1.20 -2.12 5.71 
Hypothetical oxidoreductase YqhD (EC 1.1.-.-) 6.92 5.93 -2.12 6.11 7.06 
Nitrogenase (molybdenum-iron) alpha chain (EC 1.18.6.1) 2.47 -0.40 8.40 8.21 4.61 
Metal-dependent hydrolase involved in phosphonate metabolism 3.91 2.16 7.74 -2.12 5.47 
Motility accessory factor -2.12 0.36 6.20 -2.12 3.29 
Predicted functional analog of homoserine kinase (EC 2.7.1.-) -2.12 0.36 6.65 1.21 -2.12 
Phosphonates transport ATP-binding protein PhnL 3.81 0.36 6.79 -2.12 4.85 
Flagellar transcriptional activator FlhC 4.35 -2.12 -2.12 5.39 0.13 
Quinoprotein alcohol dehydrogenase -2.12 6.10 6.12 2.69 5.53 
Collagen-like surface protein 6.18 1.23 -2.12 2.69 -2.12 
Nitrogenase FeMo-cofactor carrier protein NifX -2.12 -0.40 5.05 5.59 0.13 
tRNA nucleotidyltransferase, A-adding (EC 2.7.7.25) 2.93 -2.12 7.07 1.21 0.13 
Sirohydrochlorin cobaltochelatase CbiK (EC 4.99.1.3) 1.77 -2.12 4.81 7.04 2.44 
Heterodisulfide reductase, subunit A/methylviologen reducing hydrogenase, subunit delta 0.37 -0.40 6.84 2.13 -2.12 
Variance of each gene in samples is calculated based on its relative abundance in all other samples. A positive value reflects greater abundance relative to other samples and a negative value reflects 
lesser abundance relative to other samples.
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Figure 3.1 Study sites in the northern Gulf of Mexico, and location of the Macondo 
wellhead. 
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Figure 3.2 Biofilm taxonomy from metagenome sequences of pooled replicate samples.  
Shaded bubbles represent percentage of abundance and colors represent taxonomic groups. 
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Figure 3.3 MEGAN heatmaps of functional gene families classified using the SEED 
database. (A) Heatmap by count of gene reads in each family. Light colors represent 
smaller counts while dark colors represent larger counts. (B) SEED profile of gene 
families normalized by Z-score. 
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Figure 3.4 Metal loss (g) of carbon steel coupons over the duration of the experiment. 
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Figure 3.5 Metal deterioration on the deck of the U-166. (A) Deterioration in U-166’s aft 
deck from 2003, 2009, and 2013.  (Upper) 2009 and 2013 image showing section of the 
deck, and (Lower) 2003 photo with 2009 (Blue) and 2013 (Red) shown as hatched 
overlay. (B) Deterioration on the deck of U-166’s conning tower. (Upper) 2003 and 2009 
images, and (Lower) prior images shown as hatched overlay of 2013 image. 
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