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Abstract 
Application mapping is one among the most important dimensions of Network-on-Chip (NoC). Integer Linear programming 
(ILP) is one of the static mapping methods, to find optimum communication cost with larger computational time. To address this 
issue, cluster based mapping using KL algorithm has been introduced which performs poorly at partitioning cut degree. Based on 
these studies, we propose modified cluster mapping technique using tailor made algorithm for MPEG4 benchmark and Depth 
First Search (DFS) for PIP benchmark to optimize the communication cost based on ILP method. The performance and 
efficiency of proposed methodology was verified with the experiments conducted in different benchmarks in NoC. Experimental 
results show a 3.8% communication cost reduction for MPEG4 and 3.0% communication cost reduction for PIP benchmark.   
© 2015 The Authors.Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of RAEREST 2016. 
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1. Introduction 
Rapid technological advancements has made it possible to integrate various components in board level to a single 
chip by means of System on Chip (SoC), which makes the system more complex [1]. In order to reduce the 
complexity of the system, a new paradigm called NoC with point to point link router architecture was proposed in 
[2, 3] which improvise the performance of system components like through put and power consumption.  
Application mapping is one of the important research areas in NoC which maps the cores of applications against 
the standard topology to improve the overall system performance [4].Application mapping with mesh based 
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topology has been a well aware NP hard problem [5]. To address this issue, several methods are proposed in [6-10], 
with various objective functions such as energy, communication cost and power. The alternative mapping 
techniques such as CastNet [8], fast branch and bound algorithm [4] do not provide optimum mapping for mesh 
architecture. CGMAP [10], performs mapping based on genetic algorithm and it does not provide optimal mapping. 
ILP method is one among the best solution for mapping among several alternatives [11, 13-15]. ILP is designed 
based on simplex linear programming methods explained in [12]. The ILP problems are formulated to minimize 
communication cost by considering the number of hops with larger computation time.  
In order to overcome this issue, cluster based ILP formulation using KL algorithm was proposed in [15]. To 
partition the Core Graph (CG) into two clusters with minimum cut degree, results lesser computation time. At the 
same time, the cut degree of KL algorithm [16] is very high for MPEG4 [17] benchmark. To address this issue, we 
replace the KL algorithm with tailor made partitioning algorithm in [17] any optimization method along with cluster 
based ILP formulation which gives minimum cut degree with reduced communication cost. At the same time, this 
approach offer better results for Directed Cyclic Graph (DCG) but not for Directed Acyclic Graphs (DAG). So for 
DAG (PIP benchmark [4]), another efficient algorithm called Depth First Search (DFS) is proposed to achieve 
minimum communication cost [17]. 
2. NoC and Graph Theory 
In this section basic relation between graph theory and NoC are explained for the easy understanding of 
application mapping. CG is mainly used to map the given applications to standard topology like mesh architecture 
which is named as Topology Graph (TG). 
Definition 1.  A CG is a graph G (V, E) where each vertex vi V represents a task in the core and each edge eij E 
represents a dependency between two tasks (two cores) vi and vj.  The data transfer between vi and vj is the weight wij 
for all eij and is given in bits per sec.  Fig. 1(a) shows an example CG which represents the bench mark of PIP [4].  
 Definition 2.  A TG is a graph D(M,Q) where each node mi   M denote a tile in the topology and each edge qij      Q denotes a physical link qij in between mi and mj.  Fig.1(b) shows an example TG with 8 tiles connected in 4 x 2 
mesh fashion. The application mapping between CG and TG is done with the following condition. 
         
To find a one to one mapping with the function F:V → M from CG to TG with minimum communication cost 
 
 
 
(2) 
 
3. Related Work 
Communication cost minimization in NoC being addressed by two different views (i) ILP Formulation and (ii) 
cluster based application mapping with K L Algorithm.  
3.1 ILP Formulation 
ILP is formulated with a linear objective function by the help of linear functions acting as constraints [11, 15]. 
The solution of ILP problem is always limited to integers. Table 1 gives the constant terms and variables used in ILP 
formulations.  
A binary variable D i,x,y is considered to indicate task i is mapped to a tile in co-ordinates (x, y). Eq. (4), 
indicates that every task i is mapped to every tile and one task can be mapped to single tile.   
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Table1. Constraints and variables used in formulations 
Constants 
variables 
Definitions 
N The number of tasks (i.e. nodes) in input CTG  
wi,j The communication weight between tasks i and j in CG 
Xdim The size of the mesh architecture in x dimension 
Ydim The size of the mesh architecture in y dimension D i,x,y Binary variable D i,x,y =1 if task i is mapped to the tile in the coordinates (x,y). Otherwise   D i,x,y =0 
Xi,j,a Binary variable Xi,j,a=1, if the distance in x dimension between tasks i and j is equal to a. Otherwise 
Xi,j,a=0 
Yi,j,b Binary variable Yi,j,b=1, if the distance in x dimension between tasks i and j is equal to a. Otherwise 
yi,j,b=0 
Xcost The total communication cost of the network in x dimension 
Ycost The total communication cost of the network in y dimension 
 
From Eq. (3), the minimum number of hops between two tasks vi and vj mapped on the mesh is calculated. 
The Manhattan distance gives the minimum number of hops between two tiles. 
 
 
For calculating communication cost with minimum number of hops between two tasks vi and vj are to be 
calculated by random mapping on mesh. Manhattan distance between two binary variables Xi,j,a and Yi,j,b are 
considered between two tasks in x & y dimension. An example, from Fig.1 (a) tasks v2 and v1 mapped with tiles (0,1) 
and (2,1) in Fig.1(b).  The values of variables X2,1,2 and Y2,1,0  became 1 with a = 2 and b=0.  The sum of the variables 
a and b values gives Manhattan distance.  Eq. (5) and (6) are used to determine a and b (for x and y dimension) for 
each pair of tasks. 
 
The total communication cost in x and y dimension is calculated by Eq. (7) and (8).  
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Fig. 1. (a) CG of PIP Benchmark [4]; (b) TG with mesh topology (4 × 2) 
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According to Eq. (9), ILP based method provides optimum results for mapping problems. On the other side, when 
the number of cores in CG increases, the computation time also increases. So this method is limited to smaller group 
of CG. To address this issue, a cluster based application mapping using KL algorithm is introduced. 
3.2 Cluster based application mapping with K L algorithm 
In Cluster based mapping method there are 3 steps. First step, Mesh Partitioning in which the TG is decomposed 
equally into sub meshes. In the second step the graph is partitioned into small clusters by using suitable partitioning 
algorithm called Graph Clustering. In third step ILP is applied to map each cluster to each sub mesh and each 
mapping is merged to find the final solution.  
Mesh partitioning. The designer inputs the Xdim and Ydim (mesh dimensions) input values such that |V| ≤ |T| = 
Xdim × Ydim in to the system. At the initial stage the mesh M is cut into two sub meshes as M1 and M2 and 
continuously cuts sub meshes until each partition has at most t tiles [15]. The cutting is done based on the conditions 
in Eq. (10)-(12). The stopping criteria for tiles t is a predefined value. Fig.2 (a) shows mesh partition procedure on 4 
x 3 mesh structure for MPEG4. In this the mesh M with 12 tiles is cut according to the Eq. (10) - (12) in x direction.  
  Xdim  = [ Xdim/2 ]    
 
 
(10) 
  Xdim2 = Xdim – Xdim1 
 
(11) 
 Ydim1 = Ydim 2 = Ydim 
 
(12) 
After cut, 1 x Ydim sized dummy mesh P1 is placed between two sub meshes as in Fig.2 (b). Co-ordinates are also 
updated after dummy tile insertion.  The stopping criteria for partitioning are decided by Eq. (13). 
             
 
 
(13) 
 
Fig. 2. Mesh partitioning example (a) Mesh partitioning at initial stage; (b) Mesh partitioning at final stage with dummy tiles added. 
   Graph clustering. The given CG (Fig.3(a)) is divided into clusters till each cluster has nodes less than tiles of 
corresponding sub mesh which helps to give two clusters as GA and GB. Then cut degree denoted by d(GA,GB) [15] 
is calculated for CG. If the Eq. (14) is not satisfied, K L algorithm is used to reduce cut degree.  
In K L algorithm we swap two free nodes based on their total gain as explained in [16]. Fig 3(b) is the example of 
MPEG4 benchmark partitioned using KL Algorithm. 
Mapping and merging. ILP formulation is applied to each partitioning after dummy node insertion. This 
modified ILP is applied to each part, maps each cluster to each mesh and dummy nodes to dummy tiles.  After 
mapping the dummy node and dummy tiles are removed. This method overcomes the limitation of ILP by taking 
less computation time.  But the cut degree for KL algorithms is very high [10] i.e., 7 for MPEG4 shown in Fig.3 (b). 
So we propose alternative partitioning method to reduce cut size. 
        d(GA,GB)≤ |D| = Ydim. (14) 
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4. Proposed Methodology. 
This paper adopts the tailor made algorithm proposed in [17] for partitioning of CG rather than KL 
Algorithm to reduce the cut degree. This method is only applicable for DCGs since it creates orphan nodes during 
the partitioning of DAGs.  
Definition3. DCG is a directed cyclic graph where path starts and ends at the same vertex (i.e. it has cycles). 
Definition4. DAG is a directed acyclic graph where no path starts and ends at the same vertex (i.e. it has no cycles). 
 4.1Cluster based mapping with tailor made algorithm 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The proposed partitioning method adopts the cluster based mapping for partitioning of CG. The partitioned 
CG is connected with dummy nodes which is equal to the values of cut degree. The main idea behind this 
partitioning algorithm is to partition the graph into two separate partitions based on connected nodes and semi-
connected nodes.  
x Connected nodes: nodes that have direct communication paths.   
x Semi-connected nodes: nodes that can communicate through an intermediate node. 
A redundancy cancelation and reﬁnement steps are performed at the end to generate the ﬁnal partitions. The 
proposed algorithm for partitioning consists of six main steps and can be explained by the ﬂowchart shown in Fig. 4. 
Fig. 3. (a) MPEG4 [17];  (b) MPEG4 after partitioning with K L algorithm [17]. 
Fig. 4. Flowchart shows the modified cluster mapping method using Tailor Made algorithm. 
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The steps of tailor made algorithm are explained below with the help of MPEG4 benchmark as an example in Fig.6 
(a).  
Step 1: Traffic distribution (O ) matrix (TDM) from CG 
From CG, TDM is generated where O ij is the average number of packets associated with each edge (Fig.5 
(a)).  
 
 
 
 
 
 
 
 
 
 
 
 
Step 2:  Representation of adjacency matrix (A). 
 Connected nodes of CG represented by adjacency matrix [18] which is denoted by A= [aij].The entries of the A 
matrix becomes 1if there is any connected nodes in the CG (Fig.5 (b)). The A matrix is always symmetric. The 
resulting A matrix contains redundant entries because of self loops and multiple passes through a node entry.  
Step 3: Generation of the      matrix [17]. 
       matrix is made up of the dot product of the ith row and the jth column of the A matrix. The entries of the        
matrix become 1if there is any semi connected nodes in the CG. Then calculate       = [ ijaˆ ] matrix. 
Step 4: Calculation of the Disconnectivity matrix (D) [17]. 
  The D matrix is generated to represent nodes that are not directly or semi-connected. The entries of the D 
matrix becomes 1 if there is any nodes that are not directly or semi-connected in the CG.  
Step 5: Partitioning of CG based on the D matrix. 
The given CG is partitioned based on entries of D matrix. The nodes vi and vj are assigned to different partitions 
if dij =1. 
Step 6: Redundancy cancelation and Refinement. 
The redundancy calculation process is performed to remove the redundant nodes from the partitioned CG. A 
node is assigned to one of the two partitions if the traffic density between this node and other nodes in this partition 
is greater than the other one. Finally, a reﬁnement process is performed to check if a node vi has any connections 
with other nodes in its current partition whereas it is connected to other nodes in another partition (orphan node). 
Based on the verification, orphan nodes are moved to completely partitioned side. The final partitioned figure after 
partitioning, redundancy cancellation and refinement of MPEG4 is shown in Fig. 6(a).  
 Now the CG is partitioned into clusters using tailor made algorithm with minimum cut degree.  After partitioning 
of graph, meshes are provided at two sides of partitioned graph as per the requirement.  The dummy tiles are 
introduced between sub meshes according to the number of dummy nodes with GA and GB. In Fig.6(b) P1 
represents the dummy tiles. Then ILP is applied to find optimum solution as in the previous case. 
4.2. Cluster based mapping based on Depth First Search (DFS) algorithm 
In this paper, we have found that tailor made partitioning algorithm is more flexible for DCG and it performs 
poorly at DAG. To overcome this issue we are using topological sorting method like DFS for DAG to do an initial 
mapping. The DAGs comprise a very important class of graphs that play a major role in graph applications. Depth 
First Search (DFS) is a systematic way of visiting the nodes of either a directed or an undirected graph. It comprises 
the main part of many graph algorithms [19]. 
Aˆ
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Fig. 5.(a) TDM; (b)A matrix  
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DFS initially selects a vertex v and then it chooses an incident edge (v, w), searches depth in graph for all 
possibilities [19].  Then it examines the incident nodes at several times and goes depth till no other path exists when 
all edges are explored. Then algorithm back trace to explore edges which v was find.  Some times in a CG, exploring 
all vertices connected to a given vertex is a difficult task. The adjacency list representation is a better choice in such 
case. It consists of an array that contains all elements as the number of vertices in a graph [20].  Now the given CG 
is equally partitioned into clusters using DFS. This forms two clusters as GA and GB as shown in Fig.7 (a). Add 
dummy nodes to the clusters to join them at the cutting edges as explained in the previous section. Mesh partitioning 
(Fig.7 (b)) is also same as in the previous section. 
 
 
Fig. 7.(a) Partitioning of PIP benchmark using DFS[4]; (b) Mesh partitioning. 
5. Experimental Results 
To validate the efficiency of proposed methodology various experiments are performed to analyze the cut degree 
and communication cost and compared with previous methods. The experimental results are discussed in the 
following subsections. At the end, cut degree and communication cost and compared among the proposed method 
and existing method.  
5.1Communication Cost. 
This section validates the communication cost through an experimental study conducted on different benchmarks 
in NoC like MPEG4 and PIP. The results are given in Table 2. Calculation of communication cost is done using 
MATLAB R 2014b TM.  
Table 2. Experimental results-Communication cost 
Benchmarks ILP(bits per 
sec) 
Cluster Based Mapping (bits per sec) 
KL Algorithm Tailor made algorithm DFS 
MPEG 4 3567 3567 3428 - 
PIP 640 640 - 448 
By analysis of the table2, MPEG4 with tailor made algorithm is showing 3.8% communication cost minimization 
while the KL algorithm and ILP gets same value for MPEG4. The PIP with DFS is showing 3.0% communication 
cost minimization while the KL algorithm and ILP gets same value for PIP also. 
Fig. 6. (a) MPEG4 CG after partitioning with Tailor Made algorithm [17];  (b) Mesh partitioning for MPEG4. 
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5.2 Cut Degree. 
We tested the partitioning algorithms in cluster mapping to analyze the cut degree of MPEG4 and PIP 
benchmarks. The results are given in Table 3.  
Table 3. Experimental results- Cut degree 
      From the analysis, the tailor made algorithm offers a minimum cut degree for MPEG4 as 2 compared with KL 
algorithm. 
6. Conclusion and Future Work 
A new cluster mapping method is adopted to reduce communication cost and cut degree. Tailor made algorithm 
and DFS are applied with cluster based mapping for partitioning to reduce communication cost and performance is 
analyzed. From the analysis we found that PIP benchmarks has minimum communication cost for DFS algorithm 
and MPEG4 benchmarks has minimum communication cost for tailor made algorithm. The tailor made algorithm is 
better than K L algorithm for cut degree. 
In future this work is planned to be extended for multi objective function minimization by adopting metaheuristic 
search methods along with cluster based mapping. 
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