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 
Abstract—A signal with discrete frequency components, has a 
zero bispectrum if no linear combination of the frequencies 
equals one of the frequency components. We introduce fractional 
bispectrum in which for such signals the fractional bispectrum is 
nonzero. It is shown that fractional bispectrum has the same 
property as bispectrum for Gaussian signals: the fractional 
bispectrum of a zero mean Gaussian signal is zero; therefore it 
can be used to eliminate or reduce the Gaussian noise.  
 
Index Terms—Bispectrum, Fractional bispectrum, Gaussian 
signal, higher order spectra. 
 
I. INTRODUCTION 
HE bispectrum is defined as the Fourier transform of the 
third order cumulant or moment of a stationary signal
1
.  
The bispectrum has some useful property. One of these 
properties is that the bispectrum of a stationary Gaussian 
signal with zero mean is zero; therefore if a signal is 
contaminated with a Gaussian noise, the bispectrum of the 
signal removes or reduces the effect of the noise. More 
precisely, if the signal is zero-mean and is independent of 
zero-mean Gaussian noise, then the effect of noise will be 
eliminated. Interestingly, a signal can be reconstructed 
uniquely from its bispectrum [1]; although there are some 
exception for the unique reconstruction of the signal. For 
example the bispectrum is insensitive to shift; i.e. the 
bispectrum of a signal is the same of the bispectrum of the 
shifted version of the same signal. Therefore it is possible to 
remove or reduce the amount of the noise using the 
bispectrum.  
Another property of the bispectrum is preservation of the 
phase; bispectrum can be used to extract the phase information 
[2], [3] which is lost in Power Spectrum. In addition, the 
bispectrum can be used to reconstruct the amplitude of the 
Fourier transform of the signal [4]; therefore the signal can be 
reconstructed from its bispectrum. 
One application of the bispectrum is for system 
identification [5] by computing the impulse response of an 
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1 The definition is given as both the Fourier transform of the moment [7] or 
cumulant [8]. For a stationary stochastic signal with zero mean, the moment 
and cumulant are equal.  
LTI system using bispectrum. Speckle noise reduction is 
another application for bispectrum [6]; the multiplicative 
speckle noise first is converted to additive noise using 
logarithm and by assuming that the logarithm of speckle noise 
is estimated with an independent Gaussian noise, the speckle 
noise is reduced.  
For a stationary signal with zero mean the third order moment 
and cumulant are the same and are defined as 
 
𝐶(𝜌, 𝜏) = 𝐸{𝑥(𝑡 + 𝜌)𝑥(𝑡 + 𝜏)𝑥(𝑡)} (1)  
 
where 𝐸{. } shows the expected value.  
The Fourier transform of cumulant is defined as bispectrum 
 
𝑆(𝑢, 𝜈) = 𝔉{𝐶(𝜌, 𝜏)} = 𝔉{𝐸{𝑥(𝑡 + 𝜌)𝑥(𝑡 + 𝜏)𝑥(𝑡)}} (2)  
 
where 𝔉{. } shows the Fourier transform.  
We adopt the definition of Lohmann and Wirnitzer [2] for the 
cumulant as follows 
 
𝑅(𝜌, 𝜏) = ∫ 𝑥(𝑡 + 𝜌)𝑥(𝑡 + 𝜏)𝑥(𝑡)𝑑𝑡
+∞
−∞
 
(3)  
 
Where 𝑥(𝑡) is an instance of the stochastic process 𝐱(𝑡) and 
𝑅(𝜌, 𝜏) is an estimation of the cumulant of 𝐱(𝑡).  
Therefore the bispectrum can be calculated as 
 
𝑆(𝑢, 𝜈) = 𝔉{𝑅(𝜌, 𝜏)} = ∬ 𝑅(𝜌, 𝜏)𝑒−𝑖2𝜋(𝑢𝜌+𝜈𝜏)𝑑𝜌𝑑𝜏
+∞
−∞
=∭ 𝑥(𝑡 + 𝜌)
+∞
−∞
 
𝑥(𝑡 + 𝜏)𝑥(𝑡)𝑒−𝑖2𝜋(𝑢𝜌+𝜈𝜏)𝑑𝑡𝑑𝜌𝑑𝜏 
= ∫ (∫ 𝑥(𝑡 + 𝜌)𝑒−𝑖2𝜋𝑢(𝑡+𝜌)𝑑𝜌
+∞
−∞
)
+∞
−∞
 
(∫ 𝑥(𝑡 + 𝜏)𝑒−𝑖2𝜋𝜈(𝑡+𝜏)𝑑𝜏
+∞
−∞
) 𝑥(𝑡)𝑒−𝑖2𝜋𝑡(−𝑢−𝜈)𝑑𝑡 
= 𝑋(𝑢)𝑋(𝜈)𝑋(−𝑢 − 𝜈) (4)  
 
where 𝑋(. ) is the Fourier transform of the signal 𝑥(. ). 
For a real signal 𝑋(−𝑢) = 𝑋∗(𝑢) and therefore the bispectrum 
can be written as 
 
  𝑆(𝑢, 𝜈) = 𝑋(𝑢)𝑋(𝜈)𝑋(−𝑢 − 𝜈) = 𝑋(𝑢)𝑋(𝜈)𝑋∗(𝑢 +
𝜈) (5)  
 
As it is seen in (5), in order for bispectrum to be nonzero 
there should be nonzero components at frequency 𝑢 = f1, 
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v = f2 and u + v = f1 + f2 for some frequencies. If such 
combination did not exist the bispectrum of the signal would 
be zero. For example, the bispectrum of a pure sinusoidal 
signal is zero. Also the bispectrum of the combination of two 
sinusoidal signals is zero if the frequency of one signal is not 
twice as the frequency of the other one.  
Obviously, in most cases the signals have zero bispectrum 
and the benefits of the bispectrum cannot be sought. It is in 
fact desirable to have nonzero bispectrum even if the 
frequencies do not satisfy the required relation. This happens, 
for example, where the signal is the combination of two laser 
sources in which the wavelength of one of the laser sources is 
not exactly twice as the other’s form a new signal (which is 
very probable). In this letter we describe a technique that 
expands the application of the bispectrum. 
We introduce fractional bispectrum and show that the 
function holds the very attractive property of bispectrum since 
for a zero mean Gaussian signal, the fractional bispectrum is 
zero. We define the fractional bispectrum as 
 
𝐹(𝑢, 𝜈, 𝑘) = 𝑋(𝑢)𝑋(𝜈)𝑋(−𝑢 − 𝑘𝜈)
= 𝑋(𝑢)𝑋(𝜈)𝑋∗(𝑢 + 𝑘𝜈) (6)  
 
where 𝑘 ∈ ℝ. As it is seen, the bispectrum is a special case 
of fractional bispectrum where 𝑘 = 1.  
As it was mentioned above, the bispectrum of a Gaussian 
signal is zero; therefore if a signal has additive Gaussian noise, 
by using the bispectrum, the effect of Gaussian noise will be 
removed or reduced. We will show below that this is true for 
fractional bispectrum, too. To show that the fractional 
bispectrum of a Gaussian signal with zero mean is zero, it 
suffices to show that the inverse Fourier transform of the 
fractional bispectrum is a third order statistics, and since the 
third and higher order statistics of a Gaussian signal is zero, 
therefore for the Gaussian signal with zero mean, the 
fractional bispectrum will be zero.  
The inverse Fourier transform of fractional bispectrum is 
calculated as 
𝑅𝐹(𝜌, 𝜏, 𝑘) = 𝔉
−1{𝐹(𝑢, 𝜈, 𝑘)}
= ∬ 𝐹(𝑢, 𝜈, 𝑘)𝑒𝑖2𝜋(𝑢𝜌+𝜈𝜏)𝑑𝑢𝑑𝜈
+∞
−∞
= ∬ 𝑋(𝑢)𝑋(𝜈)𝑋(−𝑢 − 𝑘𝜈)𝑒𝑖2𝜋(𝑢𝜌+𝜈𝜏)𝑑𝑢𝑑𝜈
+∞
−∞
= ∬ ∫ 𝑥(𝑡1)𝑒
−𝑖2𝜋𝑢𝑡1𝑑𝑡1
+∞
−∞
∫ 𝑥(𝑡2)𝑒
−𝑖2𝜋𝜈𝑡2𝑑𝑡2
+∞
−∞
+∞
−∞
 
∫ 𝑥(𝑡3)𝑒
−𝑖2𝜋(−𝑢−𝑘𝜈)𝑡3𝑑𝑡3
+∞
−∞
𝑒𝑖2𝜋(𝑢𝜌+𝜈𝜏)𝑑𝑢𝑑𝜈 
= ∭𝑥(𝑡1)𝑥(𝑡2)𝑥(𝑡3) ∫ 𝑒
𝑖2𝜋𝑢(𝜌+𝑡3−𝑡1)𝑑𝑢
+∞
−∞
+∞
−∞
 
∫ 𝑒𝑖2𝜋𝜈(𝜏+𝑘𝑡3−𝑡2)𝑑𝜈
+∞
−∞
𝑑𝑡1𝑑𝑡2𝑑𝑡3 
(7)  
= ∭𝑥(𝑡1)𝑥(𝑡2)𝑥(𝑡3)𝛿(𝜌 + 𝑡3 − 𝑡1)
+∞
−∞
 
𝛿(𝜏 + 𝑘𝑡3 − 𝑡2)𝑑𝑡1𝑑𝑡2𝑑𝑡3 
= ∫ 𝑥(𝜌 + 𝑡3)𝑥(𝜏 + 𝑘𝑡3)𝑥(𝑡3)𝑑𝑡3
+∞
−∞
 
 
 
Therefore 
 
𝑅𝐹(𝜌, 𝜏, 𝑘) = ∫ 𝑥(𝜌 + 𝑡)𝑥(𝜏 + 𝑘𝑡)𝑥(𝑡)𝑑𝑡
+∞
−∞
= 𝐸{𝑥(𝜌 + 𝑡)𝑥(𝜏 + 𝑘𝑡)𝑥(𝑡)} 
 (8)  
 
Since ρ, τ, and 𝑡 are independent variables; the RF(ρ, τ, k) 
is a scaled and shifted function of R(ρ, τ); and since for a 
Gaussian signal with zero mean R(ρ, τ) = 0, therefore for the 
Gaussian signal with zero mean RF(ρ, τ, k) = 0, and as a 
result   F(u, ν, k) = 𝔉{RF(ρ, τ)} = 0. 
It is worth to mention that in practice, since the signal 𝑥(𝑡) 
is one instance of a zero mean Gaussian stochastic process and 
the R(ρ, τ) is an estimation of the cumulant, the fractional 
bispectrum of a signal 𝑥(𝑡) might not be zero, but would be a 
small value and as a result by using the fractional bispectrum 
function, the zero mean Gaussian noise would be reduced 
instead of being eliminated.  
To summarize, we have introduced the fractional 
bispectrum transformation, as a generalization of bispectrum 
transformation. The fractional bispectrum is useful in 
situations that the bispectrum of the signal is zero, while there 
are some set of nonzero frequency components of  {𝑢, 𝜈, 𝑢 +
𝑘𝜈} for some 𝑘 ∈ ℝ. This situation happens, for example, 
when the signal comprised of two sinusoidal signals where the 
frequency of one sinusoidal signal is not twice of other. 
Another example is where the signal is a bandpass signal and 
the highest nonzero frequency component is smaller than the 
twice of the lowest nonzero frequency component. In both 
cases the bispectrum of the signal is zero, while the fractional 
bispectrum would be nonzero by choosing the proper value for 
𝑘. Fractional bispectrum has the advantages offered by the 
bispectrum transformation but strict limitation related to 
bispectrum is no longer applied. 
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