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Abstract
We show that affine coordinate subspaces of dimension at least two in Euclidean space
are of Khintchine type for divergence. For affine coordinate subspaces of dimension
one, we prove a result which depends on the dual Diophantine type of the base point
of the subspace. These results provide evidence for the conjecture that all affine
subspaces of Euclidean space are of Khintchine type for divergence. We also prove a
partial analogue regarding the Hausdorff measure theory.
Furthermore, we obtain various results relating weighted Diophantine approxima-
tion and Dirichlet improvability. In particular, we show that weighted badly approx-
imable vectors are weighted Dirichlet improvable, thus generalising a result by Dav-
enport and Schmidt. We also provide a relation between non-singularity and twisted
inhomogeneous approximation. This extends a result of Shapira to the weighted case.
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“And the mercy seat is waiting
And I think my head is burning
And in a way I’m yearning
To be done with all this measuring of truth
An eye for an eye
And a tooth for a tooth
And anyway there was no proof
Nor a motive why”
- Nick Cave, 1988
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Chapter 1
Introduction
The most fundamental problem in Diophantine approximation is the characterisation
of points in Euclidean space Rn as to how well they can be approximated by rational
points. Obviously, the set Qn is dense in Rn and so for a given α = (α1, . . . , αn) in
Rn we can find infinitely many rational points contained in an arbitrarily small ball
around α. On the other hand, this requires considering rationals with arbitrarily large
denominators, which gives rise to the idea of relating the quality of approximation to
the size of the denominator. More formally, given α ∈ Rn, we are looking for solutions
q ∈ N to the inequality
‖ qα ‖< ψ(q), (1.1)
where
‖ x ‖= min
z∈Zn
{|x− z|} = min
z∈Zn
{
max
1≤j≤n
{|xj − zj |}
}
denotes the distance from a point x ∈ Rn to the nearest integer z = (z1, . . . , zn) ∈ Zn
and ψ : R → R is a positive real-valued function. It is readily seen that for any
α ∈ Rn\Qn and q ∈ N, we can find p = (p1, . . . , pn) ∈ Zn with
∣∣∣∣αj − pjq
∣∣∣∣ < 12q , (1 ≤ j ≤ n)
and so any q ∈ N is a solution to (1.1) if ψ is taken to be constant to 1/2. Hence, we
will want to consider functions ψ which tend to zero with growing q. It is also worth
9
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noting that the case of α = a/b ∈ Qn with a ∈ Zn and b ∈ N is of little interest as
‖ qα ‖ is equal to zero when q is a multiple of b and bounded from below by 1/b,
otherwise. It follows that we will restrict our attention to irrational points.
1.1 Basic metric properties of simultaneous
Diophantine approximation
The first fundamental result in Diophantine approximation was proved by Dirichlet
and is a consequence of the pigeonhole principle, a rather simple, but powerful concept.
Pigeonhole Principle. If m objects are placed into n boxes, where m > n, then at
least one of the boxes contains at least two objects.
Theorem 1.1 (Dirichlet, 1842). For any α ∈ R and Q ∈ N, there exist integers p and
q, such that ∣∣∣∣α− pq
∣∣∣∣ < 1qQ and 1 ≤ q ≤ Q.
Proof. Let ⌊x⌋ = max{z ∈ Z : z ≤ x} and {x} = x − ⌊x⌋ denote the integer and
fractional part of a real number x, respectively. For any x ∈ R, we have 0 ≤ {x} < 1
and so the Q+1 numbers {0α}, {α}, {2α}, . . . , {Qα} are all contained in the half-open
unit interval [0, 1). We can divide this interval into Q disjoint subintervals of the form
[u/Q, (u+ 1)/Q), u ∈ {0, 1, . . . , Q− 1}.
Hence, by the Pigeonhole Principle, one of these intervals contains two points
{q1α}, {q2α} with q1 < q2 ∈ {0, 1, . . . , Q} and it follows that
|{q2α} − {q1α}| < 1
Q
.
As {qkα} = qkα− pk with pk = ⌊qkα⌋ for k = 1, 2, this implies
|{q2α} − {q1α}| = |(q2α− p2)− (q1α− p1)| = |(q2 − q1)α− (p2 − p1)|
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and so letting q = q2 − q1 and p = p2 − p1 we have found integers p and q, with
1 ≤ q ≤ Q, satisfying
|qα− p| < 1
Q
,
or, in other words, ∣∣∣∣α− pq
∣∣∣∣ < 1qQ.
There is a higher-dimensional analogue to Dirichlet’s Theorem concerning the ap-
proximation of points α ∈ Rn by rational points (p/q) = (p1/q, . . . , pn/q) ∈ Zn × N.
Theorem 1.2 (Dirichlet). For any α = (α1, . . . , αn) ∈ Rn and Q ∈ N, there exist
p = (p1, . . . , pn) ∈ Zn and q ∈ N, such that
max
1≤j≤n
∣∣∣∣αj − pjq
∣∣∣∣ < 1qQ1/n and 1 ≤ q ≤ Q. (1.2)
We will skip the proof for now, but the statement can be easily obtained as a
consequence of Minkowski’s Theorem for systems of linear forms, which will be a later
topic, see Section 1.5. Of course, whenever q ≤ Q is a solution to (1.2), it will also
satisfy the same equation with Q = q. This, and the fact that that ‖ qα ‖ is bounded
away from zero for any given q ∈ N and α ∈ Rn\Qn, gives rise to the following
corollary.
Corollary 1.3. Let α ∈ Rn. There exist infinitely many q ∈ N satisfying
‖ qα ‖< 1
q1/n
. (1.3)
Remark. Corollary 1.3 is trivially true for rational points. If α = (a/b) ∈ Qn, then
‖ qα ‖= 0 for any q ∈ N of the form q = kb with k ∈ N.
We note that inequality (1.3) has the form ‖ qα ‖< ψ(q) as introduced above with
ψ(q) = q−1/n. We would like to extend this concept to a suitable class of functions.
A positive-valued decreasing function ψ : R+ → R+ is called an approximating func-
tion. Given such a function ψ, we look at the set of points in In = [0, 1]n which are
simultaneously ψ-approximable.
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Namely, this is the set
Wn(ψ) = {α ∈ In :‖ qα ‖< ψ(q) infinitely often} , (1.4)
where infinitely often means that the inequality holds for infinitely many q ∈ N. If
n = 1, we simply write W (ψ). An often occurring case is when the approximating
function ψ has the form ψ(q) = q−τ for τ > 0. In this case we speak of simultaneously
τ -approximable points and denote the corresponding set by Wn(τ).
Remark. The restriction to the unit cube In is purely for simplicity and does not
affect the generality of results. This is due to the fact that the fractional part of the
product qα does not depend on the integer part of α and thus we have that
‖ qα ‖=‖ q(α+ k) ‖
for any integer vector k ∈ Zn. In other words, α is ψ-approximable if and only if any
element of the set α+ Zn is ψ-approximable.
Remark. Simultaneous approximation is one of the two main types of Diophantine
approximation, the other one being dual approximation. In the dual case, points in
Rm are approximated by rational hyperplanes of the form
{q · x = p : (p, q) ∈ Z× Zm \ {0}},
where q · x = q1x1 + · · · + qmxm is the standard scalar product in Rm. Given an
approximating function ψ, one can define the set of dually ψ-approximable points as
WDm (ψ) = {α ∈ Rm : ‖q ·α‖ < ψ(|q|) infinitely often}.
Clearly, when n = m = 1, the sets W (ψ) and WD(ψ) coincide. The two approxi-
mation problems are also closely connected in higher dimension. Of course we can
combine the two forms and this leads to a system of linear forms. Famous results
like the Khintchine–Groshev Theorem or Minkowski’s Theorem (see Theorem 1.26)
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are formulated in a generality which allows us to deduce both simultaneous and dual
statements. Theorem 3.3, one of the main results in Chapter 3, is dependent on
dual approximation properties, and in Section 3.3 we will make use of a transference
principle relating the two types of approximation. Other than this, we will not be
concerned with dual approximation and refer the reader to [Cas57] or [BBDV09] for a
more extensive theory.
Dirichlet’s Theorem tells us that Wn(1/n) = I
n. Since (1.4) requires infinitely
many solutions, we can conclude that Wn(ψ) = I
n for any function ψ which eventually
dominates q−1/n. However, Theorem 1.2 by itself cannot reveal anything more about
functions not falling in this category. To make further progress, we start by noting
that Wn(ψ) can be a written as a so-called lim sup set. Given a countable collection
of sets (Ak)k∈N, we denote by
lim sup
k→∞
Ak :=
∞⋂
l=1
∞⋃
k=l
Ak
the set of points contained in infinitely many of the Ak. In our case, let
An(ψ, q) =
⋃
|p|≤q
B
(
p
q
,
ψ(q)
q
)
∩ In,
where (p/q) = (p1/q, . . . , pn/q) ∈ Qn and B(x, r) is the ball of radius r with respect
to max-norm centred at x ∈ Rn. As always, |p| = max{|p1|, . . . , |pn|} and the index
|p| ≤ q means that the union runs over all integer vectors p satisfying this condition.
It follows directly from definition (1.4) that
Wn(ψ) = lim sup
q→∞
An(ψ, q).
The structure of lim sup sets proves to be very useful when trying to investigate the
measure theoretic properties ofWn(ψ) with respect to n-dimensional Lebesgue measure
λn. In fact, it directly fits the requirements for the convergence part of the Borel–
Cantelli Lemma, a fundamental result in probability theory.
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Lemma 1.4 (Borel–Cantelli). Let (Ω, m) be a finite measure space and let (Ak)k∈N be
a collection of m-measurable subsets of Ω. Then
∞∑
k=1
m(Ak) <∞ ⇒ m
(
lim sup
k→∞
Ak
)
= 0.
Clearly, In with measure λn is a finite measure space and we get
λn(An(ψ, q)) = λn

 ⋃
|p|≤q
B
(
p
q
,
ψ(q)
q
)
∩ In


≤
∑
|p|≤q
λn
(
B
(
p
q
,
ψ(q)
q
)
∩ In
)
=
∑
|p|≤q
λn
(
B
(
p
q
,
ψ(q)
q
))
= 2nqn
ψ(q)n
qn
= 2nψ(q)n,
where we can do the shift in summation to compensate for the portions of balls outside
In. Equality holds whenever the balls contained in Wn(ψ, q) are not overlapping, i.e.
for ψ(q) < 1/2, which will always be satisfied in our considerations. Lemma 1.4 implies
that
λn(Wn(ψ)) = 0 if
∞∑
q=1
ψ(q)n <∞. (1.5)
Observe that in the above argument we have not made use of the fact that ψ is
monotonic.
It is much more work to obtain a converse statement to (1.5). Divergence is not
enough to satisfy the converse version of the Borel–Cantelli Lemma, the sets in question
are also required to be pairwise independent. For example, consider the sets of the
form Ak = [0,
1
k
] with k ∈ N. It is easily seen that
∞∑
k=1
λ(Ak) =
∞∑
k=1
1
k
=∞,
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where in the one-dimensional case we just write λ for the Lebesgue measure λ1. How-
ever, as we are dealing with a collection of nested intervals, it follows that
lim sup
k→∞
Ak = lim
k→∞
Ak = {0},
which is a null-set with respect to Lebesgue measure. Similar overlaps occur between
the sets An(ψ, q), from which Wn(ψ) is constructed and so pairwise independence is
not satisfied in our case. There is a proof using the notion of quasi-independence on
average (see [BRV] for an outline of the proof), but originally the following statement
was proved by Khintchine using methods of classical measure and integration theory
[Khi24].
Theorem 1.5 (Khintchine, 1924). Let ψ be an approximating function. Then
λn(Wn(ψ)) =


1 if
∞∑
q=1
ψ(q)n =∞,
0 if
∞∑
q=1
ψ(q)n <∞.
We will not present a proof here, but later we will show how Khintchine’s Theorem
can be obtained as a consequence of ubiquity theory. See Section 2.4.
Remark. As mentioned above, the convergence part of Theorem 1.5 does not need
the function ψ to be decreasing. In fact, it has been shown by Gallagher that even
for the divergence part this assumption can be removed if n ≥ 2 [Gal65]. This is
an important improvement of Khintchine’s Theorem and will be vital to our proof of
Theorem 3.2.
However, monotonicity of ψ is essential when n = 1. In 1941, Duffin and Schaeffer
proved the existence of a non-monotonic function ϑ : R+ → R+, for which the sum∑
q∈N ϑ(q) diverges, but λ(W (ϑ)) = 0 [DS41]. The construction of ϑ uses the following
facts. For any square-free positive integer N , and s > 0,
∑
q∈N, q|N
q =
∏
p∈P, p|N
(1 + p) (1.6)
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and ∏
p∈P
(1 + p−s) =
ζ(s)
ζ(2s)
, (1.7)
where P ⊂ N is the set of prime numbers. Here, ζ denotes the Riemann zeta function,
which on our domain of interest is defined by the infinite series
ζ(s) :=
∞∑
k=1
k−s =
1
1s
+
1
2s
+
1
3s
+ · · · .
The value ζ(1) is the limit of the harmonic series, which diverges, whereas ζ(2) takes
the finite value π2/6. Therefore, (1.7) implies that
∏
p∈P
(1 + p−1) =
ζ(1)
ζ(2)
=∞.
Thus, we can find a sequence of square-free positive integers (Ni)i∈N such that Ni and
Nj are coprime whenever i 6= j and which satisfy
∏
p∈P, p|Ni
(1 + p−1) > 2i + 1. (1.8)
We define the function ϑ on the positive integers by
ϑ(q) :=


2−i−1 q
Ni
if q > 1 and q|Ni for some i,
0 otherwise.
As above, let
A(ϑ, q) =
q⋃
p=0
B
(
p
q
,
ϑ(q)
q
)
∩ I.
If q divides Ni, then A(ϑ, q) ⊆ A(ϑ,Ni), since
ϑ(q)
q
= 2−i−1
q
qNi
=
2−i−1
Ni
=
ϑ(Ni)
Ni
for any divisor q of Ni. Hence,
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⋃
q∈N, q|Ni
A(ϑ, q) = A(ϑ,Ni)
and so
λ

 ⋃
q∈N, q|Ni
A(ϑ, q)

 = λ (A(ϑ,Ni)) = 2ϑ(Ni) = 2−i.
By definition
W (ϑ) = lim sup
q→∞
A(ϑ, q) = lim sup
i→∞
A(ϑ,Ni)
and, moreover, we have that
∞∑
i=1
m(A(ϑ,Ni)) =
∞∑
i=1
2−i = 1 <∞.
Thus, the Borel–Cantelli Lemma implies that
λ(W (ϑ)) = 0.
On the other hand, using the equations (1.6) and (1.8), we can show that
∞∑
q=1
ϑ(q) =
∞∑
i=1
2−i−1
1
Ni
∑
q>1, q|Ni
q
=
∞∑
i=1
2−i−1
1
Ni

 ∏
p∈P, p|Ni
(1 + p)− 1


=
∞∑
i=1
2−i−1
1
Ni

 ∏
p∈P, p|Ni
(1 + p−1)p− 1


>
∞∑
i=1
2−i−1
1
Ni
(
(2i + 1)Ni − 1
)
>
∞∑
i=1
2−i−1
1
Ni
2iNi
=
∞∑
i=1
2−1 =∞.
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In the same paper, Duffin and Schaeffer also discuss a variation of Khintchine’s The-
orem for arbitrary positive functions ψ. The inequality ‖qα‖ < ψ(q) implies the
existence of an integer p satisfying
∣∣∣∣α− pq
∣∣∣∣ < ψ(q)q . (1.9)
We can uniquely fix the rational point p/q to the approximation error ψ(q)/q by requir-
ing gcd(p, q) = 1. Let W ′(ψ) denote the set of points α in I for which inequality (1.9)
holds for infinitely many coprime pairs (p, q) ∈ Z × N. Clearly, W ′(ψ) ⊆ W (ψ). The
Borel–Cantelli Lemma directly implies that
λ(W ′(ψ)) = 0 if
∞∑
q=1
ϕ(q)
ψ(q)
q
<∞,
where ϕ is the Euler totient function, i.e.
ϕ(q) := |{k ∈ N : 1 ≤ k ≤ q and (k, q) = 1}| .
Conjecture 1.6 (Duffin–Schaeffer, 1941). For any positive real-valued function ψ,
λ(W ′(ψ)) = 1 if
∞∑
q=1
ϕ(q)
ψ(q)
q
=∞.
Duffin and Schaeffer proved the following weaker version of their conjecture.
Theorem 1.7. Conjecture 1.6 holds under the additional assumption that
lim sup
k→∞
(
k∑
q=1
ϕ(q)
ψ(q)
q
)(
k∑
q=1
ψ(q)
)−1
> 0. (1.10)
Theorem 1.7 will be referred to as the Duffin–Schaeffer Theorem.
Remark. The Duffin–Schaeffer conjecture is one of the most important and difficult
open problems in Diophantine approximation. Various partial results have been estab-
lished (see [Har98] or [Spr79]) and Gallagher’s “0−1 law” shows thatW ′(ψ) has either
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zero or full measure [Gal61]. Conjecture 1.6 and Khintchine’s Theorem are equivalent
in the case when ψ is monotonic.
It is also worth noting that while ϑ as defined above is a counterexample to
Khintchine’s Theorem without monotonicity, it is not a counterexample to the Duffin–
Schaeffer conjecture. Indeed, using the fact that
∑
q|N ϕ(q) = N , we see that
∞∑
q=1
ϕ(q)
ϑ(q)
q
=
∞∑
i=1
2−i−1
1
Ni
∑
q>1, q|Ni
ϕ(q)
<
∞∑
i=1
2−i−1
1
Ni
Ni
=
∞∑
i=1
2−i−1 =
1
2
<∞.
Turning back to Khintchine’s Theorem, as a direct consequence we get that Corol-
lary 1.3 is optimal in the sense that almost no α ∈ In is τ -approximable for τ > 1/n.
On the other hand, if we define a collection of approximating functions (ψk)k∈N by
ψk : q 7→ ψk(q) := 1
k
q−
1
n , (1.11)
then almost all α ∈ In are ψk-approximable for any k ∈ N. We call a point α ∈ In
badly approximable if there exists a k ∈ N such that α /∈ Wn(ψk) and we denote the
set of badly approximable points in In by Badn. For simplicity, we will write Bad for
Bad1. In other words, Badn is the set of points α ∈ In, for which
lim inf
q→∞
q1/n ‖ qα ‖> 0.
Khintchine’s Theorem immediately implies the following.
Theorem 1.8. λn(Badn) = 0.
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Proof. We define an approximating function ψ by
ψ(q) :=
1
(q log q)1/n
.
For any k ∈ N, there exists a Q(k) ∈ N such that
ψk(q) =
1
k
q−1/n >
1
(log q)1/n
q−1/n = ψ(q)
for all q ≥ Q(k) and thus Wn(ψ) ⊆Wn(ψk) for all k ∈ N. This implies that
Badn =
∞⋃
k=1
(In \Wn(ψk)) ⊆ In \Wn(ψ).
Now, observe that
∞∑
q=1
ψ(q)n =
∞∑
q=1
1
q log q
=∞,
and hence, by Khintchine’s Theorem, λn(ψ) = 1 and so, in turn, λn(Badn) = 0.
A priori, the set Badn could be empty. However, while being a null set with respect
to Lesbesgue measure λn, Badn is maximal with respect to Hausdorff dimension (see
Section 1.2 for the definition).
Theorem 1.9. dim(Badn) = n.
In dimension one, Theorem 1.9 was proved by Jarn´ık using a Cantor set construc-
tion [Jar28]. The proof for arbitrary dimensions was done by Schmidt within the more
general context of Schmidt games and winning sets [Sch66]. A concise account of
both methods can be found in [BRV]. The sets of badly approximable numbers are
of great importance in Diophantine approximation and have been studied thoroughly.
In particular, in the one-dimensional case they can be completely characterised using
the theory of continued fractions.
Chapter 1. Introduction 21
Any number α ∈ R can be written as an iterated fraction of the form
α = a0 +
1
a1 +
1
a2 +
1
a3 +
1
. . .
with a0 ∈ Z and ak ∈ N for k ≥ 1. For simplicity, we usually prefer the notation
α = [ao; a1, a2, a3, . . . ].
The numbers ai, i ∈ N, are called the partial quotients of the continued fraction. The
first entry is the integral part of α and so our usual restriction to α ∈ I corresponds
to only considering continued fractions with a0 = 0. Clearly, rational numbers are
represented by finite length continued fractions. On the other hand, every irrational
number α ∈ I has a unique infinite continued fraction expansion. Given a number
α /∈ Q and k ∈ N, we define the k-th convergent of α by
pk
qk
:= [ao; a1, a2, a3, . . . , ak].
The convergents have very useful properties. They provide explicit solutions to the
inequality in Corollary 1.3. That is,
∣∣∣∣α− pnqn
∣∣∣∣ < 1q2n for all n ∈ N.
Furthermore, they are also so-called best approximates. This means, given 1 ≤ q < qn,
any rational p
q
satisfies ∣∣∣∣α− pnqn
∣∣∣∣ <
∣∣∣∣α− pq
∣∣∣∣ .
For the proofs of these facts and an extensive account of the theory on continued
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fractions, see [HW38] or [Khi64]. Coming back to badly approximable numbers, we
know the following to be true.
Theorem 1.10. Let α ∈ In \ Q with continued fraction expansion [0; a0, a1, a2, . . . ].
Then
α ∈ Bad ⇐⇒ ∃ M =M(α) ≥ 1 s.t. ai ≤M for all i ∈ N.
In other words, Bad consists exactly of the numbers whose continued fractions
have bounded partial quotients. In particular, this implies that quadratic irrationals
are in Bad, since they are precisely the numbers with a periodic continued fraction
expansion. It is widely believed that no higher degree algebraic irrationals are badly
approximable, but this has not been verified for any single number. In Section 1.5
we will introduce a more general class of badly approximable numbers and we will
show later how being badly approximable implies good approximation behaviour with
regard to twisted Diophantine approximation. See Theorem 1.22 and Theorem 4.8.
Corollary 1.3 shows that all numbers are ψ1-approximable, with ψk as defined in
(1.11). In other words, this means that the complement ofWn(ψ1) is empty. Letting k
grow, Khintchine’s Theorem tells us that Wn(ψk) still has full measure for any k ∈ N,
but the complement might be non-empty. In dimension one, Hurwitz first showed that
I \W (ψ3) 6= ∅,
implying the existence of badly approximable numbers [Hur91]. Asymptotically, as k
tends to infinity, this complement will contain all the badly approximable numbers.
This example shows the limitations of Theorem 1.5. Being purely a zero-one law it
cannot illustrate the difference between those exceptional sets. Even more importantly,
let 1/n < τ1 < τ2. Then, clearly
Wn(τ2) ⊆Wn(τ1),
but
λn(Wn(τ1)) = λn(Wn(τ2)) = 0.
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From a heuristic point of view, one would expect Wn(τ2) to be strictly smaller than
Wn(τ1), but Khintchine’s Theorem is not powerful enough to verify this claim. Hence,
we need some finer means to distinguish the sizes of Lebesgue null-sets. This leads us
to the concepts of Hausdorff measure and dimension.
1.2 Hausdorff measures and dimension
and Jarn´ık’s Theorem
The definition of Hausdorff measures involves several steps. First, a dimension function
f : R+ → R+ is a left-continuous monotonic function such that
lim
t→0
f(t) = 0. (1.12)
Let A be a subset of Rn. Then, given a real number ρ > 0, a ρ-cover of A is a countable
collection {Ak}k∈N of subsets of Rn such that
A ⊆
∞⋃
k=1
Ak
and
dk = d(Ak) < ρ for all k ∈ N,
where the diameter of a set B ⊂ Rn is given by
d(B) := sup{|x− y| : x,y ∈ B}.
Let
Hfρ(A) = inf
∞∑
k=1
f(d(Ak)),
where the infimum is taken over all ρ-covers of A.
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As ρ decreases, the class of possible ρ-covers for A is reduced and thusHfρ increases.
Hence, the limit
Hf (A) = lim
ρ→0
Hfρ(A)
exists and is either finite or equal to +∞. Hf(A) is called the Hausdorff f -measure of
A. In the case that f(t) = ts with s > 0, the measure Hf is called the s-dimensional
Hausdorff measure and denoted by Hs. This definition can be extended to s = 0, even
though the function
f : t 7→ t0 = 1 for all t ∈ R+
does not satisfy condition (1.12). It is easily verified that H0(A) is the cardinality of
A and for s ∈ N, Hs is a constant multiple of the s-dimensional Lebesgue measure on
Rs. Importantly, this means their notions of null sets and full measure coincide. It is
also worth noting that Hg(A) = 0 if
Hf (A) <∞ and lim
t→0
g(t)
f(t)
= 0.
In particular, unless A is finite, this shows there exists a unique s0 where Hs(A) drops
from infinity to zero, i.e.
Hs(A) =


∞ if s < s0,
0 if s > s0.
This critical point is called the Hausdorff dimension of A. Formally,
dimA = inf{s > 0 : Hs(A) = 0}.
If dimA = s, then Hs(A) may be zero or infinite or satisfy 0 < Hs(A) < ∞. For
example, a ball in Rn has finite measure Hn. Often it is easier to find the dimension
of a set than to obtain the actual measure at the critical value. Showing dimA = s is
usually done by proving dimA ≤ s and dimA ≥ s separately. In most cases the upper
bound is more easily attained since it is enough to provide specific covers as ρ → 0,
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whereas for the lower bound we need to show no other sequence of covers could lead
to a smaller limit.
For more details on Hausdorff measure and dimension as well as related notions
and constructions, see [Fal03] and [Mat95]. A standard example for a non-integral
dimensional subset of R is the middle third Cantor set C. The set C is constructed by
removing the middle third from the unit interval I = [0, 1] ⊂ R and then successively
removing the middle third from all the resulting intervals. This means that after the
first iteration the resulting set consists of the intervals
[
0, 1
3
]
and
[
2
3
, 1
]
, after removing
the middle thirds of those intervals the next set comprises the intervals
[
0, 1
9
]
,
[
2
9
, 1
3
]
,[
2
3
, 7
9
]
and
[
8
9
, 1
]
. Continuing in the same fashion the k-th step leaves 2k disjoint
intervals of length 3−k. We will refer to them as level k intervals and the Cantor set
is the resulting infinite limit or infinite intersection of this process. It is possible to
describe C in explicit ways, for example as all the numbers in the unit interval with a
3-adic expansion which does not contain the digit 1; i.e. if we write any α ∈ I as
α =
∞∑
k=0
ak3
−k, ak ∈ {0, 1, 2} for all k ∈ N,
then C comprises exactly the numbers which have a representation with ak 6= 1 for all
k. This is true since the k-th step of the process above removes precisely the numbers
where ak is the first coefficient equal to one.
Lemma 1.11 (Example 2.7. of [Fal03]). Let s = log 2
log 3
. Then the Cantor set satisfies
dimC = s. Furthermore, Hs(C) = 1.
Proof. As the level k intervals are a collection of 2k intervals of length 3−k covering C,
it is natural to use those sets as a 3−k-cover of C. We directly see that
Hs3−k(C) ≤ 2k3−ks = 1,
which implies Hs ≤ 1 by letting k →∞ and thus it follows that dimC ≤ s.
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To prove that Hs(C) ≥ 1
2
, we will show that
∑
i∈J
dsi ≥
1
2
= 3−s (1.13)
for any cover U = {Uj}j∈J of C with dj = d(Uj). Clearly, we can assume all the Uj to
be intervals and the compactness of C implies the existence of a finite subcover of U .
Hence, by choosing the closure of those intervals, it is enough to prove (1.13) when U
is a finite collection of closed subintervals of [0, 1]. For each j ∈ J , let k be the unique
integer such that
3−(k+1) ≤ dj < 3−k. (1.14)
Then Uj can intersect at most one of the level k intervals since all those intervals lie
at least 3−k apart. Let l ≥ k, then by the l-th iteration any level k interval has been
replaced by 2l−k level l intervals and hence Uj can intersect at most
2l−k = 2l3−sk ≤ 2l3sdsj
intervals of level l where the last inequality is due to (1.14). We can choose l large
enough such that 3−(l+1) ≤ dk holds for all k ∈ J and then, since U is a cover of C
and hence the Uk intersect all 2
l level l intervals, it follows that
2l ≤
∑
j∈J
2l3sdsj
which reduces to (1.13).
Remark. This proof actually shows that 1
2
≤ Hs(C) ≤ 1. Proving that the upper
bound is sharp requires a little more effort and will be omitted here.
Turning back to the lim sup set of ψ-approximable points, we can make use of its
structure similarly to the above example to obtain an upper bound for dimWn(ψ).
For simplicity we will stick to the case n = 1. Recall that
W (ψ) = lim sup
q→∞
A(ψ, q),
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where
A(ψ, q) =
⋃
0≤p≤q
B
(
p
q
,
ψ(q)
q
)
∩ I.
For each t ∈ N, the balls contained in the sets A(ψ, q) with q ≥ t form a cover of
W (ψ). Let ρ > 0. Assuming that ψ is monotonic and ψ(q) < 1 for q large enough,
ρ > 2ψ(t)/t holds for t large enough. Fixing such a t, the balls contained in the
collection {A(ψ, q)}q≥t form a ρ-cover of W (ψ). It follows that
Hs(W (ψ)) ≤ 2s
∞∑
q=t
q
(
ψ(q)
q
)s
= 2s
∞∑
q=t
q1−sψ(q)s → 0
as t→∞ (i.e. as ρ→ 0) if the sum ∑q∈N q1−sψ(q)s converges. It can be shown with
some extra effort that one can remove the monotonicity condition, giving us a Haus-
dorff measure analogue of the convergence part of Khintchine’s Theorem. Formally:
Lemma 1.12. Let ψ : R+ → R+ be a function and s > 0. Then
Hs(W (ψ)) = 0 if
∞∑
q=1
q1−sψ(q)s <∞.
If we let ψ(q) = q−τ with τ > 1 and s > 2
τ+1
, we see that
∞∑
q=1
q1−sψ(q)s =
∞∑
q=1
q1−s(1+τ) ≤
∞∑
q=1
q−1 <∞,
and so Hs(W (τ)) = 0 for s > 2
τ+1
. For τ > 1, this shows that dimW (τ) ≤ 2
τ+1
.
This result relies on the lim sup nature of W (ψ) and proves the easier half of the
Jarn´ık–Besicovitch Theorem.
Theorem 1.13 (Jarn´ık–Besicovitch). Let τ > 1
n
. Then
dim(Wn(τ)) =
n+ 1
τ + 1
.
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Theorem 1.13 was proved independently and with different methods by Jarn´ık in
1929 and Besicovitch in 1934 [Jar29], [Bes34]. This confirms the intuition that given
τ1 < τ2, Wn(τ2) is strictly smaller than Wn(τ1). However, it is not able to provide us
with the measure Hs(Wn(τ)) at the critical exponent and it can only deal with func-
tions of the form ψ(q) = q−τ . These gaps were subsequently filled by Jarn´ık [Jar31].
Theorem 1.14 (Jarn´ık, 1931). Let ψ be an approximating function and s ∈ (0, n).
Then
Hs(Wn(ψ)) =


∞ if
∞∑
q=1
qn−sψ(q)s =∞,
0 if
∞∑
q=1
qn−sψ(q)s <∞.
Remark. Here we have to exclude the case when s = n since Khintchine’s Theorem
shows that
Hn(Wn(ψ)) = Hn(In) <∞ if
∞∑
q=1
ψ(q)n =∞.
It is worth noting that the original statement required a stronger monotonicity con-
dition and other additional conditions were imposed on ψ. Those restrictions were
removed in [BDV06]. Again, ψ being monotonic is only needed for the divergence
case.
As an immediate consequence of Theorem 1.14, we can generalise Theorem 1.13 to
arbitrary approximation functions.
Corollary 1.15. Let ψ be an approximating function. Then
dim(Wn(ψ)) = inf
{
s > 0 :
∞∑
q=1
qn−sψ(q)s <∞
}
.
Moreover, Hs(Wn(τ)) =∞, where s = n+1τ+1 .
As with Khintchine’s Theorem, we will see how Jarn´ık’s Theorem can be derived
from ubiquity theory. However, it can also be deduced as a consequence of Khint-
chine’s Theorem using the Mass Transference Principle, which in turn implies we can
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completely remove the monotonicity condition if n ≥ 2. Before we go to that proof,
we notice that we can combine the statements of Khintchine and Jarn´ık by making
use of the fact that
Hs(In) =


∞ if s < n,
C(n) if s = n,
where C(n) is a constant only depending on n since Hn is a constant multiple of λn.
This gives rise to the following concise theorem, which describes the measure theoretic
behaviour of Wn(ψ).
Theorem 1.16 (Khintchine–Jarn´ık). Let ψ be an approximating function and s ∈
(0, n]. Then
Hs(Wn(ψ)) =


Hs(In) if
∞∑
q=1
qn−sψ(q)s =∞,
0 if
∞∑
q=1
qn−sψ(q)s <∞.
This notation allows us to get rid of the problem when s = n and illustrates
how closely the Theorems of Khintchine and Jarn´ık are related. While one could
think of the Hausdorff theory as a subtle refinement of the Lebesgue measure theory,
the following section shows how the Hausdorff theory can actually be derived as a
consequence of the Lebesgue theory.
1.3 The Mass Transference Principle
In this section, we describe a general principle that allows us to deduce Jarn´ık’s The-
orem from Khintchine’s Theorem. Let (Ω, d) be a locally compact metric space and
suppose there exist constants
δ > 0, 0 < c1 < 1 < c2 <∞, and r0 > 0,
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such that the inequalities
c1r
δ < Hδ(B(x, r)) < c2rδ (1.15)
are satisfied for any ball B(x, r) ⊂ Ω with x ∈ Ω and r < r0. We have only defined
Hausdorff measures and dimension for Rn, but the theory can be extended to arbitrary
metric spaces (see [Fal03], [Mat95]). It follows from (1.15) that
0 < Hδ(Ω) ≤ ∞ and dimΩ = δ.
Now, given a dimension function f and a ball B = B(x, r) ⊂ Ω, we define the scaled
balls
Bf = B
(
x, f(r)
1
δ
)
and Bs = B
(
x, r
s
δ
)
in the special case where f(r) = rs for some s > 0, respectively. Clearly, B = Bδ.
When, dealing with lim sup sets in Ω, the Mass Transference Principle allows us to
derive Hf -measure theoretic results from statements concerning Hδ-measure. In the
‘typical’ case where δ = n ∈ N and Ω = Rn this means we can transform Lebesgue
measure theoretic statements to results on Hausdorff measures. The following has
been established by Beresnevich and Velani in 2006. The complete theory and proofs
can be found in [BV06].
Theorem 1.17 (Mass Transference Principle). Let {Bk}k∈N be a sequence of balls in
Ω with r(Bk) → 0 as k → ∞. Let f be a dimension function such that t−δf(t) is
monotonic. For any ball B ⊂ Ω with Hδ(B) > 0,
if Hδ
(
B ∩ lim sup
k→∞
Bfk
)
= Hδ(B), (1.16)
then Hf
(
B ∩ lim sup
k→∞
Bδk
)
= Hf(B).
It is worth noting that Theorem 1.17 has no monotonicity requirements on the
radii of balls and even the condition that r(Bk) → 0 as k → ∞ is simply of cosmetic
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nature. Before showing how the Mass Transference Principle can be used to deduce
Jarn´ık’s Theorem from Khintchine’s Theorem, we will prove the Jarn´ık–Besicovitch
Theorem as a consequence of Dirichlet’s Theorem.
Proof of Theorem 1.13. Let ψ(q) = q−τ for τ > 1/n. This means, given q ∈ N, we are
dealing with balls of radius r = q−(τ+1) centred at rational points p/q. Corollary 1.3
of Dirichlet’s Theorem states that for any α ∈ Rn there are infinitely many rational
points p/q, q ∈ N, satisfying
∣∣∣∣α− pq
∣∣∣∣ < q−(1+ 1n).
Letting s = n+1
τ+1
, we see that
r
s
n =
(
q−(τ+1)
) n+1
n(τ+1) =
(
q−(τ+1)
) 1+1/n
τ+1 = q−(1+
1
n
)
and thus (1.16) is satisfied with f(r) = rs. This imples that dimWn(τ) ≥ s. The
upper bound follows easily using the Borel–Cantelli Lemma.
Remark. This actually proves more than just Theorem 1.13. We have also showed
that Hs(Wn(τ)) = ∞, a fact we were previously only able to deduce once Jarn´ık’s
Theorem was established. We note that we will also apply the Mass Transference
Principle to a similar setting to complete the proof of Theorem 3.4 in Section 3.5.
Remark. In the following proof and later throughout the text, we will be using the
Vinogradov symbol ≪. Given two real-valued functions f and g, f(q) ≪ g(q) means
there exist positive constants c and Q such that f(q) ≤ cg(q) for all q ≥ Q. When
applied to infinite sums,
∞∑
q=1
f(q)≪
∞∑
q=1
g(q) :⇐⇒
Q∑
q=1
f(q) ≤ c
Q∑
q=1
g(q)
for a constant c and all Q large enough.
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Proof of Jarn´ık’s Theorem modulo Khintchine’s Theorem. Without loss of generality
we can assume that ψ(q)/q → 0 as q → ∞. Otherwise, Wn(ψ) = In and obviously
Hs(Wn(ψ)) = ∞ for any s < n. Hence, the decay condition on the radii in Theorem
1.17 is satisfied. With respect to the above setup, (Ω, d) is the unit cube In equipped
with the supremum norm, δ = n and f(r) = rs with s ∈ (0, n). We assume that∑
q∈N q
n−sψ(q)s =∞. Letting
ϑ(q) =
(
qn−sψ(q)s
) 1
n = q1−
s
nψ(q)
s
n ,
we see that
∑
q∈N ϑ(q)
n =∞. For now, we suppose that either ϑ is decreasing or that
n ≥ 2. Hence, Khintchine’s Theorem implies that
Hn (B ∩Wn(ϑ)) = Hn(B)
for any ball B in Rn. Here we are dealing with a lim sup set of balls with radii
r(Bsk) = ϑ(q)/q = q
−s/nψ(q)s/n for some q ∈ N and thus the Mass Transference
Principle tell us that
Hs
(
B ∩ lim sup
k→∞
Bnk
)
= Hs(B),
where r(Bnk ) = q
−1ψ(q) for q ∈ N. Those are exactly the balls that contribute to the
lim sup set Wn(ψ) and thus Hs(Wn(ψ)) =∞.
In the case where n = 1 and ϑ is non-monotonic, we will make use of the Duffin–
Schaeffer Theorem (see Theorem 1.7). For any q ∈ N, there is an integer k ≥ 0 such
that q ∈ (2k−1, 2k]. As both q1−s and ψ(q) are monotonic functions, we see that
ϑ(q) = q1−sψ(q)s
≤ (2k)1−s ψ (2k−1)s
= 21−s
(
2k−1
)1−s
ψ
(
2k−1
)s
.
There are 2k−1 integers in the interval q ∈ (2k−1, 2k] and, using a shift in summation,
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this shows that
∞∑
q=1
ϑ(q)≪
∞∑
k=1
(
2k
)2−s
ψ
(
2k
)s
.
On the other hand, the monotonicity of the functions q1−s and ψ(q) also gives us the
lower bound
ϑ(q)
ϕ(q)
q
= q1−sψ(q)s
ϕ(q)
q
≥ (2k−1)1−s ψ (2k)s ϕ(q)
q
= 2s−1
(
2k
)1−s
ψ
(
2k
)s ϕ(q)
q
.
This implies that
∞∑
q=1
ϑ(q)
ϕ(q)
q
≫
∞∑
k=1
(
2k
)1−s
ψ
(
2k
)s ∑
2k−1<q≤2k
ϕ(q)
q
≫
∞∑
k=1
(
2k
)2−s
ψ
(
2k
)s
≫
∞∑
q=1
ϑ(q),
where we use the fact that the Euler totient function ϕ satisfies
Q∑
q=1
ϕ(q)
q
=
6
π2
Q+O(logQ).
For a proof of this property, see [HW38, Theorem 111]. Thus, the function ϕ satisfies
the condition (1.10) and, as
∑
q∈N ϑ(q) = ∞, the Duffin–Schaeffer Theorem implies
that λ(W ′(ϑ)) = 1. The rest of the argument works as in the previous case, which
completes the proof of the divergence part of Jarn´ık’s Theorem. The convergence part
follows directly from the n-dimensional analogue of Lemma 1.12.
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1.4 Inhomogeneous approximation:
standard and twisted case
We introduced simultaneous Diophantine approximation as the study of rational points
p/q ∈ Qn lying close to our point of consideration α ∈ Rn. However, already from
the identity ‖ qα ‖< ψ(q) we can obtain another point of view to characterise this
problem. We take a point α ∈ Rn and want to investigate how close its natural
multiples get to integers in Zn, or in other words, how closely their fractional parts
{qα} = ({qα1}, . . . , {qαn}) approach points in the set {0, 1}n ⊂ Rn. Essentially, this
corresponds to rotations of the torus Tn = Rn/Zn by the angle α ∈ Rn and to the
question of how often the trajectory of the point 0 under this action returns to a small
neighbourhood of the origin. We will mostly stay clear of this dynamical point of view,
but a formal introduction as well as many far reaching consequences can be found in
[EW11].
All of what we have done so far focusses on approximation of the origin. However,
we might as well fix any point γ = (γ1, . . . , γ1) ∈ In and investigate how close we
can get with terms of the form {qα}, where q is in N. Formally speaking, given an
approximating function ψ and a point γ ∈ In, let
Wn(ψ,γ) = {α ∈ In :‖ qα− γ ‖< ψ(q) infinitely often}
denote the inhomogeneous set of ψ-approximable points in In. Hence, a point α is in
Wn(ψ,γ) if there exist infinitely many ‘shifted’ rational points
p− γ
q
=
(
p1 − γ1
q
, . . . ,
pn − γn
q
)
, q ∈ N, pj ∈ Z for j ∈ {1, . . . , n}
such that the inequalities ∣∣∣∣αj − (pj − γj)q
∣∣∣∣ < ψ(q)q
are simultaneously satisfied for all j ∈ {1, . . . , n}. As above, when ψ has the form
ψ(q) = q−τ with τ > 0, we write Wn(τ,γ) for Wn(ψ,γ). Of course, in the case
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where γ = 0, we are dealing with the classical homogeneous theory concerning the
sets Wn(ψ) and Wn(τ), respectively. The analogue of Khintchine’s Theorem with a
fixed inhomogeneous constant γ ∈ In has been proved by Szu¨sz [Szu¨58]. From this
result we can deduce a Jarn´ık type statement using the Mass Transference Principle.
The proof is identical to the homogeneous case, we simply consider balls with shifted
centres. Thus, we obtain the following generalisation of Theorem 1.16. Originally, the
part where s ∈ (0, n) was proved by Schmidt using classical methods [Sch64].
Theorem 1.18 (Inhomogeneous Khintchine–Jarn´ık). Let ψ be an approximating func-
tion, γ ∈ In and s ∈ (0, n]. Then
Hs(Wn(ψ,γ)) =


Hs(In) if
∞∑
q=1
qn−sψ(q)s =∞,
0 if
∞∑
q=1
qn−sψ(q)s <∞.
Remark 1.19. Theorem 1.18 shows that given any inhomogeneous constant γ, we
obtain the same measure theoretic statements for Wn(ψ,γ) as in the homogeneous
case. However, the inhomogeneous analogue to Dirichlet’s Theorem is not true for
arbitrary γ ∈ In. Even stronger, Cassels showed the following [Cas57, Chapter III,
Theorem III].
Theorem 1.20. Let ψ be a positive real-valued function with ψ(q) → 0 as q → ∞.
Then, there exist α /∈ Q and γ ∈ R such that the system
‖qα− γ‖ < ψ(Q), 1 ≤ q ≤ Q
has no integer solution q for infinitely many Q ∈ N.
Obviously, for any α ∈ Q the sequence ({qα})q∈N only takes finitely many distinct
values and so cannot approximate any other points. Hence, the irrationality of α is
a central part of this result. Still, Theorem 1.20 is not a big impediment. For any
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irrational α and real γ there are infinitely many q ∈ N satisfying
‖qα− γ‖ < 1 + ε√
5q
,
where ε > 0 can be chosen arbitrarily small [Khi46]. The result in higher dimensions
looks slightly different. Cassels proved the existence of α and γ in In such that the
inequality
max
1≤j≤n
‖qαj − γj‖ < Cq−1/n (1.17)
has only finitely many solutions q ∈ N for arbitrarily large C > 0. Namely, such a γ
exists for singular α, a notion which will be introduced in Chapter 4 and coincides
with rational points if and only if n = 1. For the precise statement involving (1.17),
see Theorem 4.16.
As well as fixing the inhomogeneous constant γ ∈ In and investigating properties
of Wn(ψ, γ), we can also consider a converse point of view. Given a fixed α ∈ In, we
would like to know the distribution of the sequence ({qα})q∈N inside In. Concretely,
given an approximating function ψ and α ∈ In, we are interested in the set
Wαn (ψ) = {γ ∈ In : ‖qα− γ‖ < ψ(q) infinitely often} .
As above, when ψ has the form ψ(q) = q−τ with τ > 0, we write Wαn (τ) for W
α
n (ψ).
This situation is slightly different from the previously considered theory. Given q, we
are dealing with a single ball of radius ψ(q) centred at {qα} rather than having q balls
of size ψ(q)/q around (shifted) rational points. Still, the total measures for each q are
identical and so the Borel–Cantelli Lemma tells us that
λn (W
α
n (ψ)) = 0 if
∞∑
q=1
ψ(q)n <∞. (1.18)
The converse situation is a bit more complicated. A point α = (α1, . . . , αn) ∈ In is
called totally irrational if the numbers 1, α1, . . . , αn are linearly independent over Q.
If α is not totally irrational, then the elements of ({qα})q∈N are contained in a finite
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union of Q-linear subspaces of Rn intersected with In and so λn (W
α
n (ψ)) = 0 for any
approximation function ψ. On the other hand, it is known that the sequence ({qα})q∈N
is equidistributed in In when α is totally irrational [Wey16]. Roughly speaking, this
means that for any ball B ∈ In, the asymptotic proportion of elements of ({qα})q∈N
contained in B equals λn(B). However, having this property is still not strong enough
to guarantee λn (W
α
n (ψ)) = 1 for any approximating function ψ with
∑
q∈N ψ(q)
n =∞.
To see this, define the set of twisted ψ-approximable points as
W×n (ψ) = {α ∈ In : λn(Wαn (ψ)) = 1} .
The twisted analogue to Khintchine’s Theorem was proved by Kurzweil among
other results in his fundamental paper on inhomogeneous Diophantine approximation
[Kur55].
Theorem 1.21 (Twisted Khintchine). Let ψ be an approximating function. Then we
have
λn(W
×
n (ψ)) = 1 if
∞∑
q=1
ψ(q)n =∞
and
W×n (ψ) = ∅ if
∞∑
q=1
ψ(q)n <∞.
Remark. Of course, the convergence part of Theorem 1.21 simply follows from (1.18),
which is a consequence of the Borel–Cantelli Lemma, and the divergence part is the
main achievement. It is worth noting that for this problem there is no Jarn´ık type
theory since W×n (ψ) either has full measure or is the empty set.
Remarkably, Kurzweil also proved the following identity, establishing a deep con-
nection between homogeneous and twisted inhomogeneous Diophantine Approxima-
tion.
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Theorem 1.22 (Kurzweil). Denote by Ψ∞n the set of all approximating functions ψ
such that
∑
ψ(q)n =∞. Then,
⋂
ψ∈Ψ∞n
W×n (ψ) = Badn.
Rewritten in a contrapositive way, Theorem 1.22 tells us that
α /∈ Badn ⇐⇒ ∃ ψ ∈ Ψ∞n such that λn (Wαn (ψ)) < 1,
where the choice of the exceptional ψ might depend on α.
Remark. The original version of Theorem 1.22 was stated in a different and more
general fashion than above. This might be a reason why the result and its significance
were somewhat overlooked for a long period of time. However, in recent years the work
of Kurzweil has become a focal point in Diophantine approximation and advances were
made in different directions by Fayad [Fay06], Kim [Kim07], [FK16], Tseng [Tse08],
Chaika [Cha11] and Simmons [Sim15]. An important extension due to Harrap will be
discussed shortly.
1.5 Weighted Diophantine approximation:
standard and twisted case
While so far we have only been concerned with equidistant approximation, i.e. lim sup
sets built from balls around rational points (or indeed ‘shifted’ rational points in the
case of inhomogeneous approximation) according to the max-norm, we can also vary
this approach by applying different weights to different coordinate directions. In the
following, an n-tuple i = (i1, . . . , in) ∈ Rn satisfying
0 ≤ ij ≤ 1, (1 ≤ j ≤ n) (1.19)
and
i1 + i2 + · · ·+ in = 1 (1.20)
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will be called a weight vector. We will consider simultaneous approximation with
respect to rectangles given by a weight vector i rather than balls given by max-norm.
In this case we have the following generalisation of Dirichlet’s Theorem.
Theorem 1.23 (Weighted Dirichlet). Let i ∈ Rn be a weight vector. Then, for any
α ∈ Rn and Q ∈ N, there exists q ∈ N, q ≤ Q such that
‖ qαj ‖< Q−ij , (1 ≤ j ≤ n). (1.21)
Analogously to Corollary 1.3 in the non-weighted case, Theorem 1.23 immediately
implies the following.
Corollary 1.24. Let i ∈ Rn be a weight vector. Then, for any α ∈ Rn there exist
infinitely many q ∈ N such that
max
1≤j≤n
qij ‖ qαj ‖< 1.
Theorem 1.23 shows that we have
max
{‖ qα1 ‖1/i1 , . . . , ‖ qαn ‖1/in} < Q−1,
which illustrates that instead of a cube given by max-norm, we are dealing with an
n-dimensional rectangle, the side lengths of which are scaled by the powers ij . Note
that while the shape of this rectangle depends on the weight vector i, the conditions
(1.19) and (1.20) ensure that the volume is the same for any choice of i. The proof of
Theorem 1.23 follows from a surprisingly simple geometric observation by Minkowski.
Theorem 1.25 (Minkowski’s Convex Body Theorem). Let K be a bounded convex set
in Rm, symmetric about 0, i.e. x ∈ K ⇔ −x ∈ K. Assume that either λm(K) > 2m
or that K is closed and λm(K) ≥ 2m. Then K contains an integer point z 6= 0.
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Proof. We will follow the argument given by Schmidt [Sch75]. Suppose thatK satisfies
λm(K) > 2
m. For q ∈ N, define
Zq(K) =
{
p
q
=
(
p1
q
, . . . ,
pm
q
)
∈ K : p ∈ Zm
}
.
Then it follows that
lim
q→∞
#Zq(K)
qmλm(K)
= 1
and thus we have
#Zq(K) > q
m2m = (2q)m
for q large enough. There are 2q different residue classes modulo 2q and every point in
Zq(K) has m coordinates, so there must be two distinct points p/q and p˜/q in Zq(K)
satisfying
pj ≡ p˜j mod 2q, (1 ≤ j ≤ m). (1.22)
By symmetry, −p˜/q ∈ K and by convexity,
z =
1
2
p
q
+
1
2
−p˜
q
=
p− p˜
2q
∈ K.
Clearly, z 6= 0 and (1.22) shows that z is contained in Zn, which completes the proof.
The case when K is closed and λm(K) = 2
m can be reduced to the case when
λm(K) > 2
m. K and Zm \K are closed disjoint subsets of Rm. Since Rm is a normal
space, K is contained in an open neighbourhood K ′ satisfying K ′ ∩ (Zm \ K) = ∅.
Clearly, K ′ can be assumed to be convex and symmetric about zero. It follows that
λm(K
′) > λm(K) = 2
m and so, by the previous case, K ′ contains a non-zero integer
point z, which must be contained in K.
We now use Theorem 1.25 to deduce the following fundamental theorem in the
geometry of numbers.
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Theorem 1.26 (Minkowski’s Linear Forms Theorem). Given m ∈ N, suppose that
aj,k with 1 ≤ j, k ≤ m, are real numbers with determinant det(aj,k) = ±1 and let
A1, . . . , Am be positive real numbers with product A1A2 · · ·Am = 1. Then, there exists
an integer point z = (z1, . . . , zm) ∈ Zm \ {0} such that the inequalities
|aj,1z1 + · · ·+ aj,mzm| < A1, (1 ≤ j ≤ m− 1)
and |am,1z1 + · · ·+ am,mzm| ≤ Am
(1.23)
are satisfied simultaneously.
Proof. Denote the linear forms in question by
Lj(x) = aj,1x1 + · · ·+ aj,mxm, (1 ≤ j ≤ m)
and let
L˜j(x) =
1
Aj
Lj(x), (1 ≤ j ≤ m).
Then (1.23) can be rewritten as
|L˜j(x)| < 1, (1 ≤ j ≤ m− 1)
and |L˜m(x)| ≤ 1.
This modified system of linear forms still has determinant det(a˜j,k) = ±1, so we can
restrict ourselves to the case when A1 = · · · = Am = 1. The set K ⊂ Rn of all x ∈ Rn
satisfying
|Lj(x)| ≤ 1, (1 ≤ j ≤ m)
is the image of the closed unit cube In under a linear transformation of determinant ±1
and thus K is a closed parallelepiped, symmetric about 0 with volume λm(K) = 2
m.
By Theorem 1.25, there is an integer point z 6= 0 contained in K.
To get inequality for the first m − 1 linear forms, we need to slightly modify this
argument.
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For each ε > 0, the system of inequalities
|Lj(x)| < 1, (1 ≤ j ≤ m− 1)
and |Lm(x)| ≤ 1 + ε.
defines a symmetric parallelepiped Kε of volume λm(Kε) = 2
m(1 + ε) > 2m. By
Theorem 1.25, there is an integer point zε 6= 0 contained in Kε. For ε < 1, all the
sets Kε will be contained in K1. As a bounded body, K1 only contains finitely many
integer points and so there must be a sequence (εk)k∈N tending to zero as k →∞, such
that all the zεk are the same, say z. On letting k → ∞ we see that z must satisfy
(1.23).
We will often refer to this result simply as Minkowski’s Theorem. Theorem 1.23
follows from Theorem 1.26 by setting m = n+1 and the following choice of coefficients:
aj,1 = αj, aj,j+1 = −1, Aj = Q−ij , (1 ≤ q ≤ n),
an+1,1 = 1, An+1 = Q
and all the other coefficients aj,k = 0. The special case where A1 = · · · = An = Q1/n
proves the original version of Dirichlet’s Theorem.
Analogously to the standard theory in Section 1.1, we can define the class of si-
multaneously (i, ψ)-approximable numbers in In as
Wn(i, ψ) =
{
α ∈ In : max
1≤j≤n
ψ(q)−ij ‖ qαj ‖< 1 infinitely often
}
,
where ψ is an approximating function and i = (i1, . . . , in) is a weight vector. Observe
that, by Corollary 1.24, Wn(i, ψ) = I
n for ψ = q−1 and any weight vector i. More
generally, Khintchine himself extended his classical result from i = (1/n, . . . , 1/n) to
arbitrary weight vectors [Khi26a].
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Theorem 1.27 (Weighted Khintchine). Let ψ be an approximating function and i an
n-dimensional weight vector. Then
λn(Wn(i, ψ)) =


1 if
∞∑
q=1
ψ(q) =∞,
0 if
∞∑
q=1
ψ(q) <∞.
Remark. When n = 1, then i = 1 is the only 1-dimensional weight vector and so this
is just Khintchine’s Theorem for R. For n ≥ 2, we get the classical result by choosing
i = (1/n, . . . , 1/n). Note that in this formulation the exponent within the sum does
not depend on n. This is simply because the condition ‖qαj‖ < ψ(q) has been replaced
by ‖qαj‖ < ψ(q)ij and these powers satisfy i1+ · · ·+ in = 1. For n ≥ 2 we can drop the
monotonicity assumption on ψ in accordance with the previously developed theory.
Analogously to the non-weighted case we can introduce the problem of twisted
Diophantine Approximation. For any fixed α ∈ Rn, let
Wαn (i, ψ) =
{
β ∈ In : max
1≤j≤n
ψ(q)−ij ‖ qαj − βj ‖< 1 infinitely often
}
and
W×n (i, ψ) = {α ∈ In : λn (Wαn (i, ψ)) = 1} .
As for the previous results, the Borel–Cantelli Lemma implies that λn(W
α
n (i, ψ)) = 0 if∑
q∈N ψ(q) <∞, independent of the choice of α. As for non-weighted approximation,
it follows that in this case the setW×n (i, ψ) will be empty. This gives us the convergence
part for a Khintchine-type result. The divergence part was proved by Harrap in a
recent paper [Har12].
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Theorem 1.28 (Weighted Twisted Khintchine). Let ψ be an approximating function.
Then we have
λn(W
×
n (i, ψ)) = 1 if
∞∑
q=1
ψ(q) =∞
and
W×n (i, ψ) = ∅ if
∞∑
q=1
ψ(q) <∞.
In the same paper, Harrap also extended Kurzweil’s Theorem to the more general
setting of arbitrary weight vectors, giving us the following result.
Theorem 1.29 (Weighted Kurzweil). Denote by Ψ∞ the set of all approximating
functions ψ such that
∑
q∈N ψ(q) =∞. Then, for any weight vector i ∈ In,
⋂
ψ∈Ψ∞
W×n (i, ψ)) = Badn(i).
The set Badn(i) mentioned here is the natural generalisation of Badn to the
setting of weighted Diophantine Approximation. Corollary 1.24 states that for any
weight vector i and α ∈ Rn there are infinitely many integers q satisfying
‖qαj‖ < q−ij , (1 ≤ j ≤ n). (1.24)
Analogously to the basic theory in Section 1.1, we can ask if we still get infinitely many
solutions q for (1.24) if we multiply the right-hand side by a constant factor c < 1. If
this is not true for arbitrarily small constants, we call α i-badly approximable or say
α ∈ Badn(i). More formally,
α ∈ Badn(i) ⇔ lim inf
q→∞
max
1≤j≤n
qij‖qαj‖ > 0.
Of course, the set Badn(1/n, . . . , 1/n) is simply the previously introduced Badn.
As one would expect, these more general sets Badn(i) have many of the proper-
ties of Badn. As in the non-weighted case, we can use Theorem 1.27 to show that
λn(Badn(i)) = 0 for any weight vector i ∈ Rn. The proof is completely analogous to
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Theorem 1.9 and will be skipped here. Regarding the dimension theory, Pollington
and Velani showed in [PV02] that dimBadn(i) = n for any weight vector i. Special
interest has been taken in the intersection of sets of the form Bad2(i), in particular
the following famous conjecture of Schmidt [Sch83].
Conjecture 1.30 (Schmidt, 1983). Let i, j be in I with i+ j = 1. Then,
Bad2(i, j) ∩Bad2(j, i) 6= ∅. (1.25)
Remark. To be exact, Schmidt formulated Conjecture 1.30 for the pair i = 1/3 and
j = 2/3, but, of course, the question is relevant for any choice of weight vector.
The proof of Schmidt’s Conjecture was part of a fairly recent paper by Badziahin,
Pollington and Velani [BPV11]. In fact, they established the following much more
general result.
Theorem 1.31. Let (i, j)k∈N be a sequence of two-dimensional weight vectors in I
2
and assume that
lim inf
k→∞
min{ik, jk} > 0. (1.26)
Then,
∞⋂
k=1
Bad2(ik, jk) 6= ∅. (1.27)
In particular, condition (1.26) is trivially satisfied for any finite sequence of weight
vectors, which proves (1.25). It was later shown by An that (1.27) still holds without
requiring condition (1.26) [An13]. He actually proved the stronger condition that
Bad2(i, j) is winning in the sense of Schmidt games. Theorem 1.31 was subsequently
extended to arbitrary dimensions by Beresnevich [Ber15]. As in dimension two, the
higher dimensional analogue originally required a condition on the weights. This
condition was removed by Yang [Yan]. However, the question of winning is still open
in higher dimensions. Schmidt’s Conjecture is closely related to one of the most famous
and deepest open problems in Diophantine approximation.
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Conjecture 1.32 (Littlewood, 1930s). For any pair (α, β) ∈ I2,
lim inf
q→∞
q‖qα‖‖qβ‖ = 0. (1.28)
It is easily seen that a counterexample to Schmidt’s Conjecture would have implied
the truth of Littlewood’s Conjecture. Indeed, assume there exists a weight vector (i, j)
such that
Bad2(i, j) ∩Bad2(j, i) = ∅.
Then, any element of I2 is either not contained in Bad2(i, j) or not in Bad2(j, i). Fix
(α, β) ∈ I2 and assume without loss of generality that (α, β) /∈ Bad2(i, j). This means
that for any ε > 0, there are infinitely many q ∈ N satisfying
max{‖qα‖i, ‖qβ‖j} < εq−1.
Making use of the fact that ‖·‖ is always less than one, we see that there are infinitely
many q ∈ N, for which
q‖qα‖‖qβ‖ = q‖qα‖i‖qα‖j‖qβ‖j‖qβ‖i
< q‖qα‖i‖qβ‖j
< qmax{‖qα‖i, ‖qβ‖j}
< ε
and since ε was chosen arbitrarily small, this implies that
lim inf
q→∞
q‖qα‖‖qβ‖ = 0.
Even more generally, suppose that
⋂
(i,j)
Bad2(i, j) = ∅, (1.29)
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where the intersection runs over all two-dimensional weight vectors. By the same
argument this would immediately imply Littlewood’s Conjecture. However, there is
no indication why (1.29) should be true and proving its negation would not shine any
new light on Littlewood’s Conjecture.
Despite having been studied for many decades, Littlewood’s Conjecture has not
been solved yet. However, many partial results have been obtained. It is easily seen
that any pair (α, β) not satisfying (1.28) requires both α and β to be badly approx-
imable. Suppose α /∈ Bad. Then, for any ε > 0, there exist infinitely many q ∈ N
such that q‖qα‖ < ε, and since ‖qβ‖ < 1 for any q ∈ N, it follows that
q‖qα‖‖qβ‖ < q‖qα‖ < ε
infinitely often, which implies (1.28). Hence, we can restrict our attention to badly
approximable pairs, in which case the following statement was proved by Pollington
and Velani [PV00].
Theorem 1.33. Let α ∈ Bad. Then
dim
({
β ∈ Bad : lim inf
q→∞
q log q‖qα‖‖qβ‖ = 0
})
= 1.
Note that the points in Theorem 1.33 satisfy an even stronger property than (1.28).
In fact, this is true for any α and almost all β ∈ I. Khintchine’s Theorem tell us that
lim inf
q→∞
q log q‖qβ‖ = 0
for almost all β ∈ I and ‖qα‖ is bounded from above by 1 for any q ∈ N. Regarding
potential counterexamples to Littlewood’s Conjecture, Einsiedler, Katok and Linden-
strauss proved the following fundamental result [EKL06].
Theorem 1.34.
dim
({
(α, β) ∈ I2 : lim inf
q→∞
q‖qα‖‖qβ‖ > 0
})
= 0.
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Remark. An analogue to Littlewood’s Conjecture can be formulated for arbitrary
dimensions. Namely, given a point α = (α1, . . . , αn) ∈ In, we can ask whether
lim inf
q→∞
q
n∏
j=1
‖qαj‖ = 0. (1.30)
However, this question is of limited interest when n 6= 2. In the one-dimensional case,
the set of exceptions to (1.30) is simply equal to Bad. Furthermore, when n ≥ 3, any
counterexample to (1.30) must satisfy
lim inf
q→∞
q‖qαj‖‖qαk‖ > 0
whenever j 6= k and thus proving Littlewood’s Conjecture would immediately imply
the higher-dimensional analogue.
1.6 Outlook
In Chapter 2 we will introduce the concept of ubiquity and give proofs for the clas-
sical theorems of Khintchine and Jarn´ık. Moreover, this will provide us with tools to
advance these basic results to the more specific setting of affine coordinate subspaces.
The Khintchine–Jarn´ık Theorem is very powerful in the sense that it allows us to
determineHs(Wn(ψ)) for any given approximating function ψ and s ∈ (0, n]. However,
it does not reveal which exact points are ψ-approximable or not. In particular, if we
consider a set A ⊂ In with Hs(A) = 0, knowing Hs(Wn(ψ)) will not tell us anything
about the intersection Wn(ψ) ∩ A. This set could be all of A, a non-trivial subset of
A, or even the empty set. In Chapter 3 we will develop a theory for the case when
the set in question is an affine coordinate subspace, i.e. a subset of In for which one
or more coordinates are fixed. Theorems 3.2 and 3.3 are the main results for the
Khintchine-type theory and Theorem 3.4 is a partial analogue regarding the Hausdorff
theory. These results strengthen the classical theory in a new and natural manner.
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In Chapter 4 we will define i-Dirichlet improvable vectors as the points in Rn
for which Theorem 1.23 still holds if the right-hand side of (1.21) is multiplied by a
constant c < 1. If this is possible for c arbitrarily small, we call a point i-singular.
Much research has been done when i = (1/n, . . . , 1/n), but less so in the weighted
case. We will show that i-badly approximable vectors are i-Dirichlet improvable, thus
extending a result by Davenport and Schmidt to the weighted case. The second main
result of Chapter 4 shows that non-i-singular vectors α are well suited for weighted
twisted approximation in the following sense: For any ε > 0 and ψ(q) = εq−1, the set
Wαn (i, ψ) has full Lebesgue measure λn. This generalises a theorem of Shapira.
Chapter 2
Ubiquity Theory
This chapter serves to introduce the concept of ubiquity and how it can be used to
prove results similar to the theorems of Khintchine and Jarn´ık. In fact, we are able to
derive those classical statements directly from results in ubiquity theory, see Section
2.4. The main theorems in Section 2.3 are formulated for the general setting of a
compact metric space equipped with a probability measure. This includes the typical
case of the unit interval In equipped with the Lebesgue measure λn, but it also shows
how Diophantine approximation can be interpreted in a wider sense. On the other
hand, we can use ubiquity theory to gain new insight exactly for this very specific
classical setting, as it allows us to work around the limitations of the Khintchine–
Jarn´ık Theorem, see Chapter 3.
Throughout this chapter we will completely follow the theory presented in [BDV06],
which means that all the definitions and results including some proofs are taken from
[BDV06] without any major modifications. However, we omit most of the proofs and
we only adopt those parts which are relevant to our problems. While developing the
theory we show how it connects to the main concepts and results of Chapter 1. For
simplicity we limit the strict derivation of these illustrations to the one-dimensional
case. Still, the multi-dimensional case can usually be done in an analogous fashion
through minor adjustments, as we remark throughout the text. The content of this
chapter is based on [Su¨e13, Chapter 3] but has been fully revised and heavily modified.
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2.1 The basic problem
Let (Ω, d) be a compact metric space equipped with a non-atomic probability measure
m. An atom is a measurable set of positive measure which contains no subset of
smaller but positive measure and non-atomic means that there exist no atoms in Ω
with respect to the measure m. Let
R := {Rα ⊆ Ω : α ∈ J}
be a collection of subsets of Ω indexed by an infinite but countable set J , called the
resonant sets. Furthermore, let
β : J → R+, α 7→ βα
be a positive function on J , which we will refer to as the weight function. We also
endow this function with the condition that the set {α ∈ J : βα < k} has finite
cardinality for any positive k. For a subset A of Ω, we define
∆(A, δ) := {x ∈ Ω : d(x,A) < δ}
where d(x,A) = inf{d(x, a) : a ∈ A}. Hence, ∆(A, δ) is the δ-neighbourhood of A.
Given a decreasing, positive valued function ϕ : R+ → R+, let
Λ(ϕ) := {x ∈ Ω : x ∈ ∆(Rα, ϕ(βα)) for infinitely many α ∈ J}.
The definition of Λ(ϕ) reveals its nature as a lim sup set. This is more formally
shown when we use a different construction. For n ∈ N and a fixed k > 1, we define
∆(ϕ, n) :=
⋃
α∈Jk(n)
∆(Rα, ϕ(βα)),
where
Jk(n) := {α ∈ J : kn−1 < βα ≤ kn}.
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By the condition on the weight function β, the set Jk(n) is finite for any given values
of k and n. Thus, Λ(ϕ) is the set of points in Ω lying in infinitely many of the sets
∆(ϕ, n) and we get the identity
Λ(ϕ) = lim sup
n→∞
∆(ϕ, n) =
∞⋂
m=1
∞⋃
n=m
∆(ϕ, n).
As in Chapter 1, we are now interested in determining the measure theoretic properties
of the set Λ(ϕ). Since we are dealing with a lim sup set in a probability space, the
Borel–Cantelli Lemma (see Lemma 1.4) directly implies that m (Λ(ϕ)) = 0 if
∞∑
n=1
m (∆(ϕ, n)) <∞. (2.1)
Obtaining a converse statement is much more intricate. This is done by the first
main theorem in Section 2.3 under mild conditions on the measure m. Assuming a
diverging sum condition as well as a ‘global ubiquity’ hypothesis, Theorem 2.2 shows
that Λ(ϕ) has strictly positive m measure. Moreover, replacing ‘global ubiquity’ by
the stronger ‘local ubiquity’ condition implies that Λ(ϕ) has full measure, which gives
us a Khintchine-type statement for this more general setting.
Regarding the case when (2.1) is satisfied, the lim sup set Λ(ϕ) is a null-set with
respect to the ambient measure m. However, as in Section 1.2, we can rely on the
Hausdorff measures Hf to obtain a finer means for investigating the size of Λ(ϕ). The
problem of determining Hf(Λ(ϕ)) is much more subtle than the one regarding m-
measure and imposes stronger conditions on the measure m as well as mild conditions
on the dimension function f . Assuming an ‘f -volume’ divergent sum condition and a
‘local ubiquity’ hypothesis, Theorem 2.3 implies that Hf(Λ(ϕ)) = ∞. It is often the
case that one can obtain a converse statement where convergence of the ‘f -volume’
sum implies that Hf (Λ(ϕ)) = 0. Then, Hf (Λ(ϕ)) satisfies a ‘zero-infinity’ law. In
particular, this is satisfied for the Hausdorff s-measures Hs, allowing us to deduce the
Hausdorff dimension of Λ(ϕ).
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As a particular example, our set of interest, the set Wn(ψ) of ψ-approximable
points in In can be expressed in the form Λ(ϕ) with ϕ(q) = ψ(q)/q by choosing
Ω = [0, 1]n, J = {(p, q) ∈ Zn × N : 0 ≤ |p| ≤ q},
α = (p, q) ∈ J, βα = q, and Rα = p
q
.
(2.2)
As usual, d is the metric induced by the max-norm, and we get
∆(Rα, ϕ(βα)) = B
(
p
q
, ϕ(q)
)
.
Hence, in this case the resonant sets are rational points p/q ∈ Qn and the associated
sets ∆(Rα, ϕ(βα)) are balls centred at those points. It follows that
∆(ϕ,m) =
⋃
km−1<q≤km
⋃
0≤|p|≤q
B
(
p
q
, ϕ(q)
)
and
Wn(ψ) = lim sup
m→∞
∆(ϕ,m).
This is basically the same characterisation as obtained in Chapter 1. Here we just take
the union over all q in the range (km−1, km) in one step instead of doing it for each
q separately. The slight inconvenience of having to deal with the the function ψ(q)/q
instead of ψ itself is due to our definition ofWn(ψ). The statements in ubiquity theory
are more easily formulated using conditions of the form |α− p/q| while we generally
prefer the notation ‖qα− p‖. However, this is easily adjusted.
Thus, the basic problems in simultaneous Diophantine approximation of determin-
ing λn(Wn(ψ)) orHs(Wn(ψ)) are covered by this more general problem of investigating
the measure theoretic properties of a lim sup set Λ(ϕ).
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2.2 Ubiquitous systems
Let l = (ln)n∈N and u = (un)n∈N be positive increasing sequences such that eventually
ln < ln+1 ≤ un and lim
n→∞
ln =∞.
For obvious reasons, l and u will be referred to as the lower sequence and upper
sequence, respectively. Now, given a positive, decreasing function ϕ, we define
∆ul (ϕ, n) =
⋃
α∈Jul (n)
∆(Rα, ϕ(βα)),
where
Jul (n) = {α ∈ J : ln < βα ≤ un}.
Again, the condition bestowed upon the weight function βα provides finiteness of any
fixed set Jul (n) and, since ln tends to infinity, we get
Λ(ϕ) = lim sup
n→∞
∆ul (ϕ, n) =
∞⋂
m=1
∞⋃
n=m
∆ul (ϕ, n),
independent of the choice of sequences l and u.
Recall that our space Ω is equipped with a probability measure m. Throughout
the whole discussion we need to assume some conditions on the measure m . Firstly,
any open ball centred at any arbitrary point in Ω has strictly positive measure and
secondly, the measure m is doubling. That means there exists a constant C ≥ 1 such
that
m(B(x, 2r)) ≤ Cm(B(x, r))
for any point x ∈ Ω. This allows us to maintain control over the measure while
shrinking or blowing up balls in Ω. Furthermore, it implies that
m(B(x, tr)) ≤ C(t)m(B(x, r))
for any t > 1, where C(t) is an increasing function, which does not depend on x or
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r and satisfies C(2k) ≤ Ck. In the case that m is doubling we will also refer to the
measure space (Ω, d,m) as doubling.
We need to introduce two more properties of the measure m, which are not very
restrictive but will be needed in the problems of determining m(Λ(ϕ)) and Hf(Λ(ϕ)),
respectively. For the first problem, we want to assure that balls of the same radius
have roughly the same measure when they are centred at points contained in resonant
sets Rα with all α belonging to the same set J
u
l (n) for some n.
(M1) There exist constants a, b, r0 > 0, which only depend on the sequences l
and u, such that for any c ∈ Rα, c′ ∈ Rα′ with α, α′ ∈ Jul (n) and r ≤ r0
a ≤ m(B(c, r))
m(B(c′, r))
≤ b.
When considering the Hausdorff measure problem we need a stronger condition.
Namely, we want that the measure of any ball centred at a point in Ω is proportional
to a fixed power of its radius.
(M2) There exist constants a, b, r0 > 0 and δ ≥ 0 such that for any x ∈ Ω and
r ≤ r0
arδ ≤ m(B(x, r)) ≤ brδ.
Such measures are often referred to as Ahlfors regular measures. Without loss of
generality we can choose 0 < a < 1 < b. Obviously, the condition (M2) implies (M1)
with constants a/b, b/a and r0, independent of the choice of l and u. Moreover, the
condition (M2) implies that dimΩ = δ.
Remark. In addition to (M1) and (M2), the original paper [BDV06] also introduces
the so-called intersection conditions (IC). These conditions control the intersection
of resonant sets Rα with balls centred at points contained in resonant sets. The
intersection conditions are trivially satisfied when the resonant sets are points. We
are only interested in this case and thus will not state the conditions (IC). It is worth
noting that this also simplifies the conditions within the main theorems and their
corollaries in Section 2.3.
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Now all the preliminaries are given and we are able to define the notion of a
ubiquitous system. For this, let ρ be a function with lim
r→∞
ρ(r) = 0 and let
∆ul (ρ, n) =
⋃
α∈Jul (n)
∆(Rα, ρ(un)).
In accordance with the following definitions, ρ will be called the ubiquitous function.
Let B = B(x, r) be an arbitrary ball with centre x in Ω and radius r ≤ r0, where r0
is given by either (M1) or (M2). Suppose there exist a function ρ, sequences l and u
and an absolute constant κ > 0 such that
m(B ∩∆ul (ρ, n)) > κm(B) for n ≥ n0(B). (2.3)
Then the pair (R, β) is called a local m-ubiquitous system relative to (ρ, l, u). Suppose
there exist a function ρ, sequences l and u and an absolute constant κ > 0 such
that for n ≥ n0, (2.3) is satisfied for B = Ω. Then the pair (R, β) is called a global
m-ubiquitous system relative to (ρ, l, u).
Since m is a probability measure, in the global case the condition (2.3) simply
reduces to m(∆ul (ρ, n)) ≥ κ. Here, all we require is that the sets ∆ul (ρ, n), n ≥ n0
cover a certain ratio of the whole space Ω with respect to the measure m. In the local
case the same property is required to hold for any small enough ball. Clearly this
condition is much stronger and it can be easily seen that local ubiquity implies global
ubiquity. Simply take an arbitrary ball B centered at x ∈ Ω with radius ≤ r0. Then
for n sufficiently large
m(∆ul (ρ, n)) ≥ m(B ∩∆ul (ρ, n)) ≥ κm(B) =: κ1 > 0.
Hence, local ubiquity with constant κ implies global ubiquity with a constant κ1,
0 < κ1 ≤ κ. The converse is not true in general. However, there is a simple and very
useful condition under which global ubiquity implies local ubiquity. Namely, if
lim
n→∞
m(∆ul (ρ, n)) = 1 = m(Ω).
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This can be seen as follows. Suppose we have a global m-ubiquitous system and let
B ⊆ Ω be an arbitrary ball with m(B) = ε > 0 (the statement holds trivially for any
null set). For n sufficiently large, we get
m(∆ul (ρ, n)) > m(Ω)−
ε
2
,
and thus
m(B ∩∆ul (ρ, n)) >
ε
2
,
which shows local m-ubiquity.
To establish the inequality (2.3) in either case of ubiquity, we do not need the
presence of the lower sequence l. To show this, assume for n ≥ n0 the modified
inequality
m
(
B ∩
⋃
α∈J :βα≤un
∆(Rα, ρ(un))
)
≥ κm(B) (2.4)
is satisfied. Now let t ∈ N. Since lim
r→∞
ρ(r) = 0 there exists nt ∈ N such that for n ≥ nt
we have
m
(
B ∩
⋃
α∈J :βα≤t
∆(Rα, ρ(un))
)
<
1
2
κm(B).
Without loss of generality we have nt+1 ≥ nt + 1 and hence for every n ∈ N there
is exactly one t = t(n) such that n lies in the interval [nt(n), nt(n)+1). Thus the lower
sequence l defined by ln = t(n) is increasing and diverging and for n ≥ n0 we have
m(B ∩∆ul (ρ, n)) = m
(
B ∩
⋃
α∈J :ln<βα≤un
∆(Rα, ρ(un))
)
≥ 1
2
κm(B)
which shows (R, β) is a local m-ubiquitous system relative to (ρ, l, u). Hence whenever
(2.4) is satisfied we know there exists a sequence l such that we get ubiquity relative
to (ρ, l, u). It is also worth noting and easy to see that ubiquity relative to (ρ, l, u)
implies ubiquity relative to (ρ, l, s) for any subsequence s of u.
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In the case where we deal with the set W (ψ) of one-dimensional ψ-approximable
points, the considered measure m is simply the one-dimensional Lebesgue measure λ,
which satisfies condition (M2) with δ = 1. A direct application of Dirichlet’s Theorem
(see Theorem 1.2) yields the following statement.
Lemma 2.1. There exists a constant k > 1 such that the pair (R, β) defined in (2.2)
is a local m-ubiquitous system relative to (ρ, l, u) for ln+1 = un = k
n and ρ : t→ kt−2.
Proof. Let A = [a, b] ⊂ I = [0, 1]. By Dirichlet’s Theorem, for any x ∈ A and for any
kn > 1 there are coprime integers p and q with 1 ≤ q ≤ kn such that
∣∣∣∣x− pq
∣∣∣∣ < 1qkn .
Clearly, p/q has to lie in the interval
[
a− 1
q
, b+ 1
q
]
which implies
aq − 1 ≤ p ≤ bq + 1.
Hence, for a fixed q there exist at most λ(A)q + 3 possible values of p satisfying the
above inequality. For n large enough it follows that
λ

A ∩ ⋃
q≤kn−1
⋃
0≤p≤q
B
(
p
q
,
1
qkn
) ≤ ∑
q≤kn−1
2
qkn
(λ(A)q + 3)
= 2
∑
q≤kn−1
(
λ(A)
kn
+
3
qkn
)
=
2
k
λ(A) + 6
∑
q≤kn−1
1
qkn
≤ 3
k
λ(A)
since the last sum tends to zero for n→∞. If we take k ≥ 6, we get
λ

A ∩ ⋃
kn−1<q≤kn
⋃
0≤p≤q
B
(
p
q
,
k
k2n
) ≥ λ(A)− 3
k
λ(A) ≥ 1
2
λ(A).
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The divergence parts of the theorems of Jarn´ık and Khintchine will be an immediate
consequence of Lemma 2.1 and the main theorems of the ubiquity theory, which we
state in the next section.
Remark. In the n-dimensional case, when dealing with the n-dimensional Lebesgue
measure λn of Wn(ψ), the condition (M2) is satisfied with δ = n. The same proof
as above with adjusted constants tells us that (R, β) is a local λn-ubiquitous system
relative to (ρ, l, u) for lm+1 = um = k
m and ρ : t → kt−(1+ 1n), where the difference in
exponent is due to Dirichlet’s Theorem.
2.3 The main theorems
Next we state the main theorems of ubiquity theory. While we do not present any
proofs here, it is worth mentioning that the main parts of [BDV06] serve to prove
those results. Once the theorems are established, both the theorems of Khintchine
and Jarn´ık are rather simple consequences, which illustrates the power of this theory.
We start with some notation. Let m be a measure satisfying the condition (M1)
with respect to the sequences l and u. By Bn(r) we denote a generic ball of radius r
centred at a point of a resonant set Rα with α ∈ Jul (n). The condition (M1) ensures
that for any ball B(c, r) with c ∈ Rα and α ∈ Jul (n) we have m(B(c, r)) ≍ m(Bn(r)).
Theorem 2.2. Let (Ω, d) be a compact metric space equipped with a probability mea-
sure m satisfying condition (M1) with respect to lower and upper sequences l and u.
Suppose that (R, β) is a global m-ubiquitous system relative to (ρ, l, u) and that ϕ is
an approximating function. Furthermore, either assume that
lim sup
n→∞
ϕ(un)
ρ(un)
> 0
or assume that both
∞∑
n=1
m(Bn(ϕ(un)))
m(Bn(ρ(un)))
=∞
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and for Q sufficiently large
Q−1∑
s=1
1
m(Bs(ρ(us)))
∑
s+1≤t≤Q:
ϕ(us)<ρ(ut)
m(Bt(ϕ(ut)))≪
(
Q∑
n=1
m(Bn(ϕ(un)))
m(Bn(ρ(un)))
)2
.
Then, m(Λ(ϕ)) > 0. In addition, if any open subset of Ω is m-measurable and (R, β)
is locally m-ubiquitous relative to (ρ, l, u), then m(Λ(ϕ)) = 1.
Before we are able to state the Hausdorff measure analogue of Theorem 2.2 we need
to introduce one more definition. Given a sequence u, a positive real-valued function h
is said to be u-regular if there exists a constant λ ∈ (0, 1) such that for n large enough
the inequality
h(un+1) ≤ λh(un)
is satisfied where λ is independent of n but may depend on u. If h is u-regular then
the function h is eventually strictly decreasing along the sequence u. Furthermore,
u-regularity implies s-regularity for any subsequence s of u.
Theorem 2.3. Let (Ω, d) be a compact metric space equipped with a probability mea-
sure m satisfying condition (M2). Suppose that (R, β) is a locally m-ubiquitous system
relative to (ρ, l, u) and that ϕ is an approximating function. Let f be a dimension func-
tion such that r−δf(r) → ∞ as r → 0 and such that r−δf(r) is decreasing. Let g be
the real, positive function given by
g(r) = f(ϕ(r))ρ(r)−δ, and G = lim sup
n→∞
g(un).
• Suppose that G = 0 and that ρ is u-regular. Then,
Hf(Λ(ϕ)) =∞ if
∞∑
n=1
g(un) =∞. (2.5)
• Suppose that 0 < G ≤ ∞. Then, Hf(Λ(ϕ)) =∞.
Remark. Since the condition (M2) is independent of both the sequences l and u
and, as shown above, the sequence l is irrelevant for establishing ubiquity, results like
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Theorem 2.3 do not require mention of the sequence l. However, the condition (M1)
clearly depends on l and u and hence statements like Theorem 2.2 rely on the used
sequences and l cannot be dropped from the preconditions.
2.3.1 Corollaries
In [BDV06], multiple corollaries are stated for both Theorem 2.2 and Theorem 2.3.
These corollaries mainly illustrate how we get stronger results when certain restrictions
hold. Most of the restrictions are naturally satisfied for typical applications, which
makes the corollaries especially useful.
For Theorem 2.2 we state a corollary which applies if the considered measure does
not only satisfy condition (M1), but also condition (M2).
Corollary 2.4. Let (Ω, d) be a compact metric space equipped with a probability mea-
sure m satisfying condition (M2). Suppose that (R, β) is a global m-ubiquitous system
relative to (ρ, l, u) and that ϕ is an approximating function. Moreover, assume that
either ϕ or ρ is u-regular and that
∞∑
n=1
(
ϕ(un)
ρ(un)
)δ
=∞.
Then m(Λ(ϕ)) > 0. If in addition any open subset of Ω is m-measurable and (R, β)
is locally m-ubiquitous relative to (ρ, l, u), then m(Λ(ϕ)) = 1.
Remark. By choosing the right sequence u, the additional requirement that the func-
tion ϕ is u-regular is easily satisfied in the classical example of ψ-approximability with
ϕ(q) = ψ(q)/q . Hence, this corollary is particularly useful as it allows us to prove
the divergence case of Khintchine’s Theorem. Furthermore, Corollary 2.4 will be vital
in the proof of Theorem 3.3, a Khintchine-type result for affine coordinate subspaces
(see Section 3.4).
Next we turn to subsequent results of Theorem 2.3. While Theorem 2.3 itself is
all we need to complete the proof of Jarn´ık’s Theorem, the following statement is
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formulated in a slightly simpler way and will be referred to in the proof of Theorem
3.4, a partial Jarn´ık-type analogue to Theorems 3.2 and 3.3.
Corollary 2.5. Let (Ω, d) be a compact metric space equipped with a probability mea-
sure m satisfying condition (M2). Suppose that (R, β) is a locally m-ubiquitous system
relative to (ρ, l, u) and that ϕ is an approximating function. For 0 < s < δ, define
g(r) = ϕ(r)sρ(r)−δ, and G = lim sup
n→∞
g(un).
• Suppose that G = 0 and that either ϕ or ρ is u-regular. Then
Hs(Λ(ϕ)) =∞ if
∞∑
n=1
g(un) =∞.
• Suppose that 0 < G ≤ ∞. Then Hs(Λ(ϕ)) =∞.
Note that Corollary 2.5 only applies to Hausdorff s-measures rather than the more
general class of measures Hf . This means that the growth conditions on the dimension
function in Theorem 2.3 are trivially satisfied and allows us to weaken the regularity
condition on ρ. As a consequence of the second part of Corollary 2.5 we obtain the
following dimension formulae for Λ(ϕ).
Corollary 2.6. Let (Ω, d) be a compact metric space equipped with a probability mea-
sure m satisfying condition (M2). Suppose that (R, β) is a locally m-ubiquitous system
relative to (ρ, l, u) and that ϕ is an approximating function.
• If lim
n→∞
ϕ(un)/ρ(un) = 0, then
dimΛ(ϕ) ≥ σδ, where σ := lim sup
n→∞
log ρ(un)
logϕ(un)
.
Furthermore, if lim inf
n→∞
ρ(un)/ϕ(un)
σ <∞, then Hσδ(Λ(ϕ)) =∞.
• If lim sup
n→∞
ϕ(un)/ρ(un) > 0, then 0 < Hδ(Λ(ϕ)) <∞ and so dimΛ(ϕ) = δ.
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2.4 The classical results
Next we show how we can derive the divergence parts of the theorems of Khintchine
and Jarn´ık as consequences of Lemma 2.1 and the statements above. We will also
make use of the following observation.
Lemma 2.7 (Cauchy condensation test). Let φ : R+ → R+ be a positive decreasing
function and let k > 1. Then
∞∑
q=1
φ(q) =∞ ⇐⇒
∞∑
n=1
knφ(kn) =∞. (2.6)
Proof. Fix an integer k > 1. Any q ∈ N is contained in an interval of the form
[kn, kn−1) with 0 ≤ n ∈ Z. The function φ is decreasing, hence
φ(kn) ≥ φ(q) ≥ φ(kn+1).
The interval [kn, kn−1) contains
kn+1 − kn = kn(k − 1) = kn+1
(
1− 1
k
)
integer points. Thus, we get upper and lower bounds for
∑
q∈N φ(q) by
(k − 1)
∞∑
n=0
knφ(kn) =
∞∑
n=0
(kn+1 − kn)φ(kn)
≥
∞∑
q=1
φ(q)
≥
∞∑
n=0
(kn+1 − kn)φ(kn+1) =
(
1− 1
k
) ∞∑
n=1
knφ(kn).
The addition of the term φ(1) to the first series does not affect whether the sum
converges or diverges. Hence, the sum
∑
q∈N φ(q) is essentially bounded from above
and below by constant multiples of
∑
k∈N k
nφ(kn), which implies (2.6).
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Remark. Note that the argument above only proves (2.6) for integers k. However, it
can easily be extended to any real number k > 1 by making use of the fact that
∞∑
q=1
φ(q) =∞ ⇐⇒
∞∫
t=1
φ(t) =∞
for any positive decreasing function φ and by splitting the integral domain into intervals
of the form [kn, kn−1) as above.
Now we can turn to the proof of the divergence case of Khintchine’s Theorem in
the one-dimensional case, see Theorem 1.5.
Corollary 2.8. Let W (ψ) be the set of ψ-approximable points in [0, 1]. Then
λ(W (ψ)) = 1 if
∞∑
q=1
ψ(q) =∞.
Proof. Remember that in Lemma 2.1 we have established that the pair (R, β) defined
in (2.2) is locally ubiquitous with respect to (ρ, l, u), where ln+1 = un = k
n and
ρ : r → kr−2. Clearly, ρ is u-regular, so we can apply Corollary 2.4 to ϕ(q) = ψ(q)/q.
This tells us that m(W (ψ)) = 1, if
k
∞∑
n=1
ψ(kn)k2n
kn
= k
∞∑
n=1
ψ(kn)kn =∞.
Now the statement directly follows by applying Lemma 2.7.
Remark. In the n-dimensional case, by adjusting ρ and δ appropriately, we get in an
analogous fashion that λn(W (ψ)) = 1 if
kn
∞∑
l=1
ψ(kl)n
((
kl
)1+ 1
n
)n
kln
= kn
∞∑
l=1
ψ(kl)nkl =∞,
which by Lemma 2.7 is equivalent to
∑
q∈N ϕ(q)
n =∞.
This proves the divergence part of Khintchine’s Theorem for arbitrary dimensions
and hence completes the proof of the theorem since we already obtained the conver-
gence part in Chapter 1.
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The divergence part of Jarn´ık’s Theorem follows directly from Theorem 2.3. Note
that we will not differ between the two cases G = 0 and G > 0 since the function ρ is
u-regular and G > 0 obviously implies divergence in (2.5).
Corollary 2.9. Let W (ψ) be the set of ψ-approximable points in [0, 1] and s ∈ (0, 1).
Then
Hs(W (ψ)) =∞ if
∞∑
q=1
q1−sψ(q)s =∞.
Proof. We apply Theorem 2.3 to the situation where ϕ(q) = ψ(q)/q, δ = 1, un = k
n,
the u-regular ubiquitous function is ρ : r → kr−2 and the dimension function is given
by r → rs. Since s < 1, the function r → rs−1 is decreasing and diverges for r → 0.
We get that
g(r) = kψ(r)sr2/rs
and hence, Hs(W (ψ)) =∞, if
k
∞∑
n=1
ψ(kn)sk2n
kns
= k
∞∑
n=1
, ψ(kn)s(kn)1−skn =∞
which again due to Lemma 2.7 is exactly the case when
∑
q∈N q
1−sψ(q)s =∞.
This completes the proof of Jarn´ık’s Theorem in dimension 1. In the n-dimensional
case it can be established analogously that Hs(W (ψ)) =∞ for s ∈ (0, n) if
k
∞∑
l=1
ψ(kl)sk(n+1)l
kls
= k
∞∑
l=1
ψ(kl)s(kl)n−skl =∞,
which happens precisely when
∑
q∈N q
n−sψ(q)s diverges.
Remark. These proofs illustrate how easily both the theorems of Khintchine and
Jarn´ık follow once the major theorems of ubiquity theory are established. Note that
Jarn´ık’s Theorem can be directly deduced from Khintchine’s Theorem using the Mass
Transference Principle as shown in Section 1.3. Indeed, given the Mass Transference
Principle, the real power of ubiquity is that it enables us to establish Khintchine type
theorems with respect to the ambient measure.
Chapter 3
Rational approximation of affine
coordinate subspaces of Euclidean
space
Khintchine’s Theorem is sufficient to determine the Lebesgue measure λn(Wn(ψ)) for
any given approximating function ψ, but it fails to answer more specific questions
arising in a natural manner. For instance, if we consider an approximating function
ψ such that
∑
q∈N ψ(q)
2 = ∞, we know that almost every pair (α, β) ∈ I2 is ψ-
approximable. Now we would like to know what happens if we fix the coordinate α.
Is it still true that almost every pair (α, β) ∈ {α} × I is ψ-approximable? Essentially
this means we want to obtain a one-dimensional Lebesgue measure statement from a
two-dimensional setting. Khintchine’s Theorem implies that
λ ({α} × I ∩W2(ψ)) = 1 for λ-almost all α ∈ I.
However, given any fixed α ∈ I, the set {α} × I is a null-set with respect to two-
dimensional Lebesgue measure and so, a priori, we cannot say anything about the
intersection {α}×I∩W2(ψ). This consideration is easily extended to higher dimensions.
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3.1 Preliminaries and the main results
We want to investigate the following question. Let ℓ and m be positive integers with
ℓ +m = n, and let ψ be an approximating function. Fix α ∈ Iℓ and define the fibre
above α by
Fαn := {α} × Im ⊂ In.
Then, is it true that
λm(F
α
n ∩Wn(ψ)) =


1, if
∞∑
q=1
ψ(q)n =∞
0, if
∞∑
q=1
ψ(q)n <∞
? (3.1)
Upon choosing a rational vector α, it is easily established that the convergence part
of (3.1) cannot be true. To see this, fix α = a/b ∈ Q with b ∈ N. Dirichlet’s Theorem
implies that for any β ∈ I there exist infinitely many q ∈ N such that ‖qβ‖ < 1/q.
Hence,
‖bqα‖ = 0 < b
2
bq
= ψ(bq)
and
‖bqβ‖ < b
q
=
b2
bq
= ψ(bq),
where ψ : N → R+ is the approximating function given by ψ(q) = b2/q. This shows
that every point (α, β) in the set Fα2 = {α} × I ⊂ R2 is ψ-approximable and thus
λ(Fα2 ∩W2(ψ)) = 1.
On the other hand, ψ satisfies
∞∑
q=1
ψ(q)2 =
∞∑
q=1
b4q−2 <∞.
Analogous examples work for any choice of n and ℓ. This shows it is worth treating
the two sides of the problem separately. We will concentrate on the divergence side.
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A similar argument to above shows that any rational vector α satisfies the divergence
part of (3.1). Again, for simplicity we will just consider the case when n = 2 and
α = a/b ∈ Q. Assume that ψ is an approximating function satisfying∑q∈N ψ(q)2 =∞
and define the function ψ¯ by
ψ¯(q) =
ψ(bq)
b
.
Clearly, monotonicity of ψ implies monotonicity of ψ¯ and it follows that
∞∑
q=1
ψ¯(q) =
∞∑
q=1
ψ(bq)
b
=
1
b2
∞∑
q=1
bψ(bq)
≥ 1
b2
∞∑
q=1
ψ(bq) + ψ(bq + 1) + · · ·+ ψ(bq + b− 1)
=
1
b2
∞∑
q=b
ψ(q) =∞.
Hence, by Khintchine’s Theorem, almost every β ∈ I is ψ¯ approximable. This implies
that there are infinitely many q ∈ N satisfying ‖qβ‖ < ψ¯(q) and thus
‖bqβ‖ ≤ b‖qβ‖ < bψ¯(q) = bψ(q)
b
= ψ(bq)
for infinitely many q ∈ N. On the other hand, ‖bqα‖ = 0 < ψ(bq) for any q ∈ N and
so for almost every β ∈ I the pair (α, β) is ψ-approximable.
Remark. Note that the above argument only make use of the property that∑
q∈N ψ(q) = ∞ rather than the stronger assumption that
∑
q∈N ψ(q)
2 = ∞. This
argument extends to arbitrary dimensions and illustrates that picking a rational vec-
tor α = a/b ∈ Qℓ essentially reduces the problem of Diophantine approximation
within Fαn to the m-dimensional case of Khintchine’s Theorem. Throughout the rest
of this chapter we will assume that α /∈ Qℓ.
An affine coordinate subspace {α} ×Rm ⊆ Rn is said to be of Khintchine type for
divergence if Fαn satisfies the divergence case of (3.1), i.e. if for any approximating
function ψ : R→ R+ such that∑q∈N ψ(q)n diverges, almost every point on {α}×Rm
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is ψ-approximable. Intuitively, {α} × Rm is of Khintchine type for divergence if its
typical points behave like the typical points of Lebesgue measure with respect to the
divergence case of Khintchine’s theorem. The recent article [Ram15] addresses the
issue for certain affine coordinate hyperplanes in Rn, where n ≥ 3. There, sufficient
conditions are given for a hyperplane to be of Khintchine type for divergence. However,
the techniques of [Ram15] are not capable of handling subspaces of codimension greater
than one, nor those of large Diophantine type. Here, we overcome these difficulties by
taking a different approach. We show that affine coordinate subspaces of dimension
at least two are of Khintchine type for divergence, and we make substantial progress
on the one-dimensional case. All of the following, unless otherwise noted, is joint work
with Ramı´rez and Simmons [RSS17].
Remark. The question (3.1) can also be extended to other types of manifolds. A man-
ifold M ⊂ Rn is called non-degenerate if it is sufficiently curved to deviate from any
hyperplane. Clearly, this differs from the case of affine (coordinate) subspaces, which
are often referred to as degenerate manifolds. It is widely believed that non-degeneracy
is the right criterion for a manifold to be endowed with to allow a Khintchine-type
theorem for M∩Wn(ψ) in both the convergence and divergence case (see [BRV] for
more background information).
Conjecture 3.1. Let M be a d-dimensional non-degenerate submanifold of Rn, let
µd be the normalised d-dimensional Lebesgue measure induced on M and let ψ be an
approximating function. Then
µd(M∩Wn(ψ)) =


1, if
∞∑
q=1
ψ(q)n =∞,
0, if
∞∑
q=1
ψ(q)n <∞.
(3.2)
The following list shows the various contributions that have been made towards
Conjecture 3.1.
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• Extremal manifolds. A submanifold M of Rn is called extremal if
µd(M∩Wn(τ)) = 0 for all τ > 1
n
.
Note that M ∩ Wn(τ) = M for τ ≤ 1/n by Dirichlet’s Theorem. Hence, a
manifold is extremal if and only if (3.2) holds for any approximation function ψ
of the form ψ : q 7→ q−τ . Kleinbock and Margulis proved that any non-degenerate
submanifold M of Rn is extremal [KM98].
• Planar curves. Conjecture 3.1 is true whenM is a non-degenerate planar curve,
i.e. when n = 2 and d = 1. The convergence part of (3.2) was established in
[VV06] and strengthened in [BZ10]. The divergence part was proved in [BDV07].
• Beyond planar curves The divergence case of Conjecture 3.1 is true for analytic
non-degenerate submanifolds of Rn [Ber12] as well as non-degenerate curves and
manifolds that can be ‘fibred’ into such curves [BVVZ]. This category includes
non-degenerate manifolds which are smooth but not necessarily analytic. The
convergence case has been shown to be true for non-degenerate manifolds of
high enough dimension d relative to n [BVVZ17], [Sim]. Earlier work proved the
convergence part of Conjecture 3.1 for manifolds satisfying a geometric curvature
condition [DRV91].
Coming back to the present problem, we prove the following:
Theorem 3.2. Every affine coordinate subspace of Euclidean space of dimension at
least two is of Khintchine type for divergence.
Remark. Combining Theorem 3.2 with Fubini’s theorem shows that every submani-
fold of Euclidean space which is foliated by affine coordinate subspaces of dimension
at least two is of Khintchine type for divergence. For example, given a, b, c ∈ R with
(a, b) 6= (0, 0), the three-dimensional affine subspace
{(x, y, z, w) : ax+ by = c} ⊆ R4
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is of Khintchine type for divergence, being foliated by the two-dimensional affine co-
ordinate subspaces {(x, y)× R2 : x, y ∈ R, ax+ by = c}.
The reason for the restriction to subspaces of dimension at least two is that Gal-
lagher’s Theorem is used in the proof. Recall that this removes the monotonicity
condition from Khintchine’s Theorem, but only in dimension two and higher. Regard-
ing one-dimensional affine coordinate subspaces, we have the following theorem.
Theorem 3.3. Consider a one-dimensional affine coordinate subspace {α}×R ⊆ Rn,
where α ∈ Rn−1.
(i) If the dual Diophantine type of α is strictly greater than n, then {α} × R is
contained in the set of very well approximable vectors
VWAn = {x : ∃ε > 0 ∃∞q ∈ N ‖qx‖ < q−1/n−ε}.
(ii) If the dual Diophantine type of α is strictly less than n, then {α} × R is of
Khintchine type for divergence.
Here the dual Diophantine type of a point α ∈ Rℓ is the number
τD(α) = sup
{
τ ∈ R+ : ‖q ·α‖ < |q|−τ for i.m. q ∈ Zℓ\{0}} . (3.3)
Remark. The inclusion {α} × R ⊆ VWAd in part (i) is philosophically “almost as
good” as being of Khintchine type for divergence, since it implies that for sufficiently
“nice” functions ψ : N → R+ such that ∑q∈N ψ(q)n diverges, almost every point on
{α} × R is ψ-approximable. For example, call a function ψ good if for each c > 0, we
have either ψ(q) ≥ q−c for all q sufficiently large or ψ(q) ≤ q−c for all q sufficiently
large. Then by the comparison test, if ψ is a good function such that
∑
q∈N ψ(q)
n
diverges, then for all ε > 0, we have ψ(q) ≥ q−1/n−ε for all q sufficiently large and
thus, by Theorem 3.3(i), every point of {α}×R is ψ-approximable. The class of good
functions includes the class of Hardy L-functions (those that can be written using the
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symbols +,−,×,÷, exp, and log together with constants and the identity function),
see [Har71, Chapter III] or [AvdD05] for further discussion and examples.
Taken together, parts (i) and (ii) of Theorem 3.3 imply that if ψ is a Hardy L-
function such that
∑
q∈N ψ(q)
n diverges, and if α ∈ In−1 is a vector whose dual Dio-
phantine type is not exactly equal to d, then almost every point of {α} × R ⊆ Rd is
ψ-approximable. This situation is somewhat frustrating, since it seems strange that
points in In−1 with dual Diophantine type exactly equal to n should have any special
properties (as opposed to those with dual Diophantine type (n − 1), which are the
“not very well approximable” points). However, it seems to be impossible to handle
these points using our techniques.
Even if
∑
q∈N ψ(q)
n converges, we might be interested in the set of ψ-approximable
points. Jarn´ık’s Theorem gives us a means to determine the Hausdorff s-measure of
Wn(ψ) for any given s < n as well as its Hausdorff dimension. Still, as in the above
case, given a base point α in Iℓ, we cannot say much about the intersection Fαn∩Wn(ψ).
Clearly, we are only interested in base points α ∈ Wℓ(ψ), as otherwise no point in
α × Im can be ψ-approximable. Focussing on the case where ψ is a monomial of the
form ψ(q) = q−τ , we have proved the following result:
Theorem 3.4. Let ℓ,m ∈ N with ℓ+m = n and α ∈ Wℓ(τ) ⊂ Iℓ and define
sαn (τ) := dim(F
α
n ∩Wn(τ)).
Then
sαn (τ) ≥ sℓn(τ) :=


m if τ ≤ 1
n
,
n+ 1
τ + 1
− ℓ if 1
n
< τ ≤ 1
ℓ
,
m
τ + 1
if τ >
1
ℓ
.
Furthermore, Hsℓn(τ)(Fαn ∩Wn(τ)) = Hsℓn(τ)(Im).
We will show that for most base points α ∈ Wℓ(τ) we get the exact dimension
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result
sαn (τ) = s
ℓ
n(τ).
In the first case, where τ ≤ 1/n, Theorem 3.4 is trivially true with sαn (τ) = m for
all α ∈ Iℓ. This follows directly from Dirichlet’s Theorem. In the second case, where
1/n < τ ≤ 1/ℓ, we still have Wℓ(τ) = Iℓ, so we can consider any α ∈ Iℓ. In the third
case, where τ > 1/ℓ, the set of suitable base points Wℓ(τ) is a proper subset of I
ℓ of
dimension ℓ+1
τ+1
, satisfying
H ℓ+1τ+1 (Wℓ(τ)) =∞,
by Jarn´ık’s Theorem. In both of the latter cases there are base points α ∈ Wℓ(τ),
for which sαn (τ) > s
ℓ
n(τ). However, this set of exceptions is “small” as shown by the
following result.
Corollary 3.5. If 1/n < τ ≤ 1/ℓ, then the collection of points α ∈ Iℓ such that
sαn = dim(F
α
n ∩Wn(τ)) >
n+ 1
τ + 1
− ℓ (3.4)
is a null-set with respect to the Lebesgue measure λℓ. If τ > 1/ℓ, then the collection of
points α ∈ Iℓ such that sαn (τ) > mτ+1 is a zero set with respect to the measure H
ℓ+1
τ+1 .
We will prove Corollary 3.5 in Section 3.5.1. We have not investigated the set of
exceptions any further, but it trivially includes rational points and, depending on τ ,
points with rational dependencies between different coordinates.
3.2 Proof of Theorem 3.2:
Subspaces of dimension at least two
Consider an affine coordinate subspace {α}×Rm, where α ∈ Iℓ and ℓ+m = n. Given
a non-increasing function ψ : N→ R+, for each M,N with M < N let
Qψ(M,N) := |{M < q ≤ N : ‖qα‖ < ψ(N)}| ,
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and write Qψ(N) := Qψ(0, N). Since any real number δ > 0 may be thought of as a
constant function, the expression Qδ(M,N) makes sense.
Lemma 3.6. For all N ∈ N,
Qδ(N) = |{q ∈ N : ‖qα‖ < δ, q ≤ N}| ≥ Nδℓ − 1.
Proof. Let
Qδ(N) = {q ∈ N : ‖qα‖ < δ, q ≤ N} ,
so that Qδ(N) = |Qδ(N)|. We first claim that Qδ(N) ≥ Q δ
2
,γ(N)− 1 for any γ ∈ Rℓ
and N ∈ N, where
Qδ,γ(N) := {q ∈ N : ‖qα+ γ‖ < δ, q ≤ N}
and Qδ,γ(N) = |Qδ,γ(N)|. Simply notice that if q1 < q2 ∈ Q δ
2
,γ(N), then, by the
triangle inequality, q2 − q1 ∈ Qδ(N). Therefore, letting q0 = minQ δ
2
,γ(N), we have
that
Q δ
2
,γ(N)− q0 :=
{
q − q0 : q ∈ Q δ
2
,γ(N)
}
⊆ Qδ(N) ∪ {0},
which implies that
Qδ(N) ≥ Qδ/2,γ(N)− 1.
Now we show that for any N ∈ N there is some γ such that Q δ
2
,γ(N) ≥ Nδℓ.
Notice that
∫
Tℓ
Q δ
2
,γ(N) dγ =
∫
Tℓ
N∑
q=1
1
(− δ2 ,
δ
2)
ℓ(qx+ γ) dγ = Nδℓ,
where Tℓ = Rℓ/Zℓ is the ℓ-dimensional torus and 1 is the characteristic function.
Therefore, Q δ
2
,γ(N) must take some value ≥ Nδℓ at some γ. Combining this with the
previous paragraph proves the lemma.
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Lemma 3.7. Let α ∈ Iℓ and m ∈ N with ℓ+m = n. Suppose that ψ : N→ R+ is an
approximating function such that
∑
q∈N ψ(q)
n diverges. Then,
∑
‖qα‖<ψ(q)
ψ(q)m =∞. (3.5)
Remark. The index ‖qα‖ < ψ(q) in the above sum is short for “q ∈ N, ‖qα‖ < ψ(q)”
and will be used throughout this chapter.
Proof. We may assume without loss of generality that ψ is a step function of the form
ψ(q) = 2−kq where kq ∈ N. Indeed, given any ψ as in the theorem statement, we
can let kq = ⌈− log2 ψ(q)⌉ and replace ψ(q) with 2−kq . For any q ∈ N, we will have
reduced ψ(q) by no more than a factor of 1
2
, hence preserving the divergence of the
series
∑
q∈N ψ(q)
n. On the other hand, since this modified function is less than the old
ψ, divergence of (3.5) for the new function implies divergence of (3.5) for the old ψ.
Now,
∑
‖qα‖<ψ(q)
ψ(q)m ≥
∑
k∈N
ψ(2k)m
∣∣{2k−1 < q ≤ 2k : ‖qα‖ < ψ(2k)}∣∣
=
∑
k∈N
ψ(2k)mQ(2k−1, 2k)
=
∑
k∈N
∑
j≥k
(
ψ(2j)m − ψ(2j+1)m)Q(2k−1, 2k)
=
∑
j∈N
(
ψ(2j)m − ψ(2j+1)m) j∑
k=1
Q(2k−1, 2k)
≥
∑
j∈N
(
ψ(2j)m − ψ(2j+1)m)Q(2j)
≥
∑
j∈N
(
ψ(2j)m − ψ(2j+1)m) [2jψ(2j)ℓ − 1] (by Lemma 3.6)
= −ψ(2)m +
∑
j∈N
(
ψ(2j)m − ψ(2j+1)m) 2jψ(2j)ℓ.
Let (jd)
∞
d=1 be the sequence indexing the set {j ∈ N : k2j 6= k2j+1} in increasing order.
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Then we have
ψ(2jd)m − ψ(2jd+1)m ≫ ψ(2jd)m,
and hence,
∑
j∈N
(
ψ(2j)m − ψ(2j+1)m) 2jψ(2j)ℓ ≫∑
d∈N
2jdψ(2jd)m+ℓ
≫
∑
d∈N

 jd∑
k=jd−1+1
2k

ψ(2jd)n
=
∑
k∈N
2kψ(2k)n,
which diverges by Cauchy’s condensation test (see Lemma 2.7).
Proof of Theorem 3.2. Suppose that m ≥ 2. Then, by Lemma 3.7, we can apply
Gallagher’s extension of Khintchine’s theorem [Gal65] to the function
ψα(q) =


ψ(q) if ‖qα‖ < ψ(q),
0 otherwise,
(3.6)
and get that {α} × Rm is of Khintchine type for divergence. But α ∈ Iℓ was chosen
arbitrarily, and applying permutation matrices does not affect whether a manifold is
of Khintchine type for divergence. This completes the proof.
3.3 Proof of Theorem 3.3(i):
Base points of high Diophantine type
The proof of Theorem 3.3(i) is based on the following standard fact, which can be
found for example in [Cas57, Theorem V.IV]:
Khintchine’s transference principle. Let α ∈ Id and define the numbers
ωD = ωD(α) = sup
{
ω ∈ R+ : ‖〈q,α〉‖ ≤ |q|−(n+ω) for i.m. q ∈ Zn\{0}}
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and
ωS = ωS(α) = sup
{
ω ∈ R+ : ‖qα‖ ≤ q−(1+ω)/n for i.m. q ∈ N} .
Then
ωD
n2 + (n− 1)ωD ≤ ωS ≤ ωD,
where the cases ωD =∞ and ωS =∞ should be interpreted in the obvious way.
Note that ωD is related to the dual Diophantine type τD defined in (3.3) via the
formula τD(x) = ωD(x) + n.
Proof of Theorem 3.3(i). We fix α = (α1, . . . , αn−1) ∈ In−1 such that τD(α) > n, and
we consider a point (α, β) ∈ {α} × R. It is clear from (3.3) that τD(α, β) ≥ τD(α),
so τD(α, β) > n and thus ωD(α, β) > 0. Then, by Khintchine’s transference principle,
ωS(α, β) > 0, i.e. (α, β) ∈ VWAn.
3.4 Proof of Theorem 3.3(ii):
Base points of low Diophantine type
We start by stating a result of Cassels’ [Cas50], which will be used in the proof.
Theorem 3.8 (Cassels). Let (φ(i))i∈N be any sequence of non-negative numbers and
let (qi)i∈N be any sequence of integers. Then ‖ qiα ‖< φ(i) has infinitely many solutions
either for almost all or for almost no α ∈ R.
Remark. Theorem 3.8 is also known as Cassels’ “0-1 law”. Gallagher’s “0-1 law”,
which was referred to in Chapter 1, is an extension of Theorem 3.8 to the coprime
setting of the Duffin–Schaeffer Conjecture, see Conjecture 1.6.
We will also need to make use of a property of lattices. Let Λ = Λ(A) = AZm ⊂ Rm
be a full-rank lattice generated by A ∈ Rm×m satisfying detA 6= 0. For j ∈ {1, . . . , m},
we define the j-th successive minimum of Λ as
µj = µj(Λ) := inf
{
r > 0 : Λ ∩ B¯(0, r) contains j linearly independent vectors} ,
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where B¯ denotes a closed ball. Clearly, 0 < µ1 ≤ µ2 ≤ · · · ≤ µm < ∞. Furthermore,
let the Dirichlet fundamental domain of Λ centred at 0 be defined as
D = {r ∈ Rm : dist(r,Λ) = dist(r, 0) = |r|}.
Then the following holds.
Lemma 3.9. Suppose that D 6⊆ Bm(0, R). Then the last successive minimum of Λ
satisfies µm ≥ R/m.
Proof. Assume that µm < R/m. As D 6⊆ Bm(0, R), there exists x ∈ D with |x| > R.
Since x ∈ D, it follows that B¯(x, R)∩Λ = ∅. There arem linearly independent vectors
v1, . . . , vm ∈ Λ satisfying |v1| = µ1, . . . , |vm| = µm. These vectors span Rm and so we
can write
x = s1v1 + · · ·+ smvm, with sj ∈ R, (1 ≤ j ≤ m).
Let
z = ⌊s1⌋v1 + · · ·+ ⌊sm⌋vm ∈ Λ.
It follows that
|x− z| =
∣∣∣∣∣
m∑
j=1
(sj − ⌊sj⌋)vj
∣∣∣∣∣ ≤
m∑
j=1
|vj| ≤ R
and so z ∈ B¯(x, R) ∩ Λ, which is a contradiction.
Remark 3.10. The lower bound µm ≥ R/m is not optimal, but for our purposes we
only need the fact that µm ≥ cR for some constant c > 0 which does not depend on
the lattice Λ.
Now to the proof of Theorem 3.3(ii). Let ψ : R → R+ be non-increasing and
such that
∑
q∈N ψ(q)
n diverges. Our goal here is to use the ideas of ubiquity theory
introduced in Chapter 2 to show that almost every point on {α} × R ⊆ Rn is ψ-
approximable, where α ∈ Rn−1 has been fixed with dual Diophantine type strictly less
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than n. The ubiquity approach begins with the fact that for any N ∈ N such that
N−1/(n−1) < ψ(N) < 1, (3.7)
we have
[0, 1] ⊆
⋃
q≤N
‖qα‖<ψ(N)
q⋃
p=0
B
(
p
q
,
2
qNψ(N)n−1
)
, (3.8)
which is a simple consequence of Minkowski’s theorem. The basic aim is to show that
a significant proportion of the measure of the above double-union set is represented
by integers q that are closer to N than to 0. Specifically, we must show that for some
k ≥ 2, the following three conditions hold:
(U) In accordance with the theory presented in Chapter 2, we define the following
objects:
J = {(p, q) ∈ Z× N : ‖qα‖ < ψ(q)}, R(p,q) = {p/q} ((p, q) ∈ J),
R = {R(p,q) : (p, q) ∈ J}, β(p,q) = q ((p, q) ∈ J),
lj = k
j−1 (j ∈ N), uj = kj (j ∈ N).
Furthermore, we define the function ρ : N→ R+ by
ρ(q) =
c
q2ψ(q)n−1
,
where c > 0 will be chosen later. Then the pair (R, β) forms a global ubiquitous
system with respect to the triple (ρ, l, u). This means that there is some κ > 0
such that
λ

[0, 1] ∩ ⋃
kj−1<q≤kj
‖qα‖<ψ(kj)
q⋃
p=0
B
(
p
q
,
c
k2jψ(kj)n−1
) ≥ κ
for all j sufficiently large.
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(R) The function ϕ(q) = ψ(q)/q is u-regular, meaning that there is some constant
c < 1 such that ϕ(kj+1) ≤ cϕ(kj) for all j sufficiently large.
(D) The sum
∑
j∈N
ϕ(kj)
ρ(kj)
diverges.
Then Corollary 2.4 will imply that the set of ψα-approximable numbers (see (3.6)) in R
has positive measure, and Theorem 3.8 will imply that it has full measure. Since the set
of ψα-approximable numbers is just the set of y ∈ R for which (α, y) is ψ-approximable,
this will show that the set of ψ-approximable points on the line {α}×R ⊆ Rn has full
one-dimensional Lebesgue measure. The following lemma establishes (R) and (D).
Lemma 3.11. If ψ : R → R+ is non-increasing, then (R) holds. Furthermore, if∑
q∈N ψ(q)
n diverges, then (D) holds.
Proof. In the first place, we have
ϕ(kj+1)
ϕ(kj)
=
ψ(kj+1)
kψ(kj)
≤ 1
k
,
which proves (R). For (D),
∑
j∈N
ϕ(kj)
ρ(kj)
=
∑
j∈N
kjψ(kj)n,
which diverges by Cauchy’s condensation test.
The challenge then is to establish (U).
Lemma 3.12. Let ψ : R → R+ be non-increasing such that (3.7) holds for all suf-
ficiently large N . Assume that for all k ≥ 2 there exists jk ≥ 1 such that, for all
j ≥ jk, ∣∣{0 < q ≤ kj−1 : ‖qα‖ < ψ(kj)}∣∣≪ kj−1ψ(kj)d−1,
where the implied constant in ≪ is assumed to be independent of k. Then (U) holds
for some k ≥ 2.
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Proof. For all k ≥ 2 and j ≥ jk, we have
λ

[0, 1] ∩ ⋃
q≤kj−1
‖qα‖<ψ(kj)
q⋃
p=0
B
(
p
q
,
2
qkjψ(kj)d−1
) ≤ ∑
q≤kj−1
‖qα‖<ψ(kj)
4
kjψ(kj)d−1
≪ 1
k
·
After choosing k to be larger than the implied constant in the “≪” comparison, we
see that the left hand side is ≤ 1− κ < 1 for some κ > 0.
Combining this with (3.8), we see that for all j ≥ jk large enough so that (3.7)
holds for N = kj, we have
λ

[0, 1] ∩ ⋃
kj−1<q≤kj
‖qα‖<ψ(kj)
q⋃
p=0
B
(
p
q
,
2
qkjψ(kj)d−1
) ≥ κ > 0,
and this implies (U) with c = 2k.
Thus the goal is to show that the conditions of Lemma 3.12 are satisfied. The
one-dimensional case of the following lemma was originally proven by Beresnevich,
Haynes, and Velani using a continued fraction argument [BHV].
Lemma 3.13. Fix α ∈ Rℓ and τ > τD(α). Then for all N sufficiently large and for
all δ ≥ N−1/τ , we have
|{q ∈ N : ‖qα‖ < δ, q < N}| ≤ 4ℓ+1Nδℓ. (3.9)
Proof. Consider the lattice Λ = gtuαZ
ℓ+1, where
gt =

 et/ℓIℓ
e−t

 ,
uα =

 Iℓ −α
1

 ,
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and where t is chosen so that R := et/ℓδ = e−tN , i.e.
t =
log(N/δ)
1 + 1/ℓ
.
Let r = (p1, . . . , pℓ, q) ∈ Zℓ+1. Then
gtuαr = (e
t/ℓ(p1 + qα1), . . . , e
t/ℓ(pℓ + qαℓ), e
−tq),
and so (3.9) can be rewritten as
|{r ∈ Λ : |r| < R}| ≤ (4R)ℓ+1.
Let D be the Dirichlet fundamental domain for Λ centred at 0, i.e.
D = {r ∈ Rℓ+1 : dist(r,Λ) = dist(r, 0) = |r|}.
Since Λ is unimodular, D is of volume 1, so
|{r ∈ Λ : |r| < R}| = λℓ+1

 ⋃
r∈Λ
|r|<R
(r +D)


≤∗ λℓ+1(Bℓ+1(0, 2R)) = (4R)ℓ+1,
where the starred inequality is true as long as D ⊆ Bℓ+1(0, R). So we need to show
that D ⊆ Bℓ+1(0, R) assuming that N is large enough.
Suppose that D 6⊆ Bℓ+1(0, R). Then, by Lemma 3.9, the last successive minimum
of Λ is ≫ R, so by [Cas97, Theorem VIII.5.VI], some point s in the dual lattice
Λ∗ = {s ∈ Rℓ+1 : r · s ∈ Z for all r ∈ Λ}
satisfies 0 < |s| ≪ R−1. Given a lattice Λ(A), its dual lattice is generated by the
inverse transpose of A and so we can write s = g′tu
′
α
(q, p) for some p ∈ Z, q ∈ Zℓ,
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where g′t and u
′
α
denote the inverse transposes of gt and uα, respectively. Then the
inequality |s| ≪ R−1 becomes
e−t/ℓ|q| ≪ R−1
et|〈q,α〉+ p| ≪ R−1
i.e.
|q| ≪ δ−1
|〈q,α〉+ p| ≪ N−1.
Since δ ≥ N−1/τ , we get
|〈q,α〉+ p| ≪ δτ ≪ |q|−τ . (3.10)
Because τ > τD(α), there are only finitely many pairs (p, q) satisfying (3.10). Hence,
for all sufficiently large N , we have D ⊆ Bℓ+1(0, R) and thus (3.9) holds.
From this we can deduce the following consequence.
Corollary 3.14. Let α ∈ In−1 be of dual Diophantine type τD(α) < n and suppose
that, for any ε > 0, we have ψ(q) ≥ q−1/n−ε for all q sufficiently large. Then, for any
k ≥ 2 and ℓ ∈ Z, we have
∣∣{0 < q ≤ kj+ℓ : ‖qα‖ < ψ(kj)}∣∣≪ kj+ℓψ(kj)n−1
for j large enough.
Proof. We show that for large enough j we are in a situation where we can apply
Lemma 3.13 with N = kj+ℓ and δ = ψ(kj). Since τD < n we can choose τ ∈ (τD, n)
and then, for all large enough j,
N−1/τ = k−(j+ℓ)/τ < ψ(kj);
hence Lemma 3.13 applies.
Armed with Corollary 3.14, we are now ready to finish the proof.
Proof of Theorem 3.3(ii). Let α ∈ In−1 be a point whose dual Diophantine type is
strictly less than n, and let ψ : N → R+ be a non-increasing function such that
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∑
q∈N ψ(q)
n diverges. Furthermore, assume that, for every ε > 0, the inequality
1 > ψ(q) ≥ q−1/n−ε (3.11)
holds for all sufficiently large q. Then, by Corollary 3.14, we satisfy all the parts
of Lemma 3.12, so there exists k ≥ 2 such that (U) holds. Thus, by the argument
given earlier, we can use Corollary 2.4 to conclude that almost every point on the line
{α} × R ⊆ Rn is ψ-approximable.
We now show that assumption (3.11) can be made without loss of generality. If
ψ(q) ≥ 1 for all q, then all points are ψ-approximable and the theorem is trivial. If
ψ(q) < 1 for some q, then, by monotonicity, ψ(q) < 1 for all q sufficiently large. So
we just need to show that the assumption ψ(q) ≥ q−1/n−ε can be made without loss of
generality. Let
φ(q) = (q(log q)2)−1/n
and define the function
ψ(q) = max{ψ(q), φ(q)}.
Then ψ satisfies our assumptions and, therefore, almost every point on {α} × R is
ψ-approximable. Corollary 3.14 implies that
∑
‖qα‖<φ(q)
φ(q) ≤
∑
j∈N
φ(2j)
∣∣{0 < q ≤ 2j+1 : ‖qα‖ < φ(2j)}∣∣
≪
∑
j∈N
2j+1φ(2j)n,
which converges because
∑
q∈N φ(q)
n does. Hence, almost every point on {α} × R is
not φ-approximable. But every ψ-approximable point which is not φ-approximable is
ψ-approximable. Therefore, the set of ψ-approximable points on the line {α}×R ⊆ Rn
is of full measure, and the theorem is proved.
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3.5 Proof of Theorem 3.4
As mentioned previously, the first case follows directly from Dirichlet’s Theorem, so
the two latter cases are left to prove. Let α ∈ Wℓ(τ) and
Q(α, τ) = {q ∈ N :‖ qα ‖< q−τ} .
This is an infinite set, so it can be written as an increasing sequence (qi)i∈N. The
collection Q = ⋃i∈NQi of sets
Qi :=
{
p
q
∈ Zm × N : 0 < q ≤ qi, ‖ qα ‖< q−τi
}
⊆ [0, 1]m, i ∈ N,
forms a locally λm-ubiquitous system with respect to the infinite increasing sequence
(qi)i∈N, the weight function β(p/q) = q and the function ρ(q) = q
−1. This follows
directly from the fact that the intervals of the form
(
k
qi
,
k + 1
qi
)
, k ∈ {0, 1, . . . , k − 1},
or their multi-dimensional analogues, respectively, cover Im. We do not know the
growth rate of the sequence (qi)i∈N for an arbitrary α. However, as long as we can
guarantee
G = lim sup
i→∞
g(ui) > 0, where g(r) = ϕ(r)
sρ(r)−δ,
we still get full Hs-measure for Fαn ∩Wn(ψ) by Corollary 2.5. In our case, we have
ϕ(r) = ψ(r)/r and δ = m. Thus, we get
g(qi) =
(
ψ(qi)
qi
)s
ρ(qi)
−m = q
(−τ−1)s+m
i ,
and if s ≤ m
τ+1
= sℓn(τ), then G ≥ 1. Hence, we have shown that
Hs(Fαn ∩Wn(ψ)) =∞
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for s ≤ sℓn(τ) and thus
sαn(τ) ≥ sℓn(τ) =
m
τ + 1
for α ∈ Wℓ(τ), which proves the third case of Theorem 3.4.
Remark. This dimension result was already proved by the author in [Su¨e13]. Corol-
lary 2.6 was used for the conclusion instead of Corollary 2.5 and so the statement
regarding Hausdorff sℓn(τ)-measure was missing. The remaining case was mentioned
as a conjecture in [Su¨e13], but no progress towards a proof had been made.
It is worth noting that the above argument does not depend on the choice of τ .
However, this fact is not sufficient to prove the second case as
n + 1
τ + 1
− ℓ > m
τ + 1
for τ ∈
(
1
n
,
1
ℓ
)
.
For this case we will need to use the Mass Transference Principle (see Theorem 1.17).
A similar argument can be found in [BLVV]. By Minkowski’s Theorem (see Theo-
rem 1.26), for any β ∈ Im there are infinitely many numbers q ∈ N simultaneously
satisfying
‖ qαi ‖< q−τ , (1 ≤ i ≤ ℓ)
and
‖ qβj ‖< q−(
1−ℓτ
m ), (1 ≤ j ≤ m).
In other words, for any β ∈ Im there are infinitely many numbers q in the intersection
Q(α, τ) ∩ Q
(
β,
1− ℓτ
m
)
.
Switching to the language of Theorem 1.17, this tells us that for any ball B ⊂ Im, we
get
Hm
(
B ∩ lim sup
k→∞
B
(m+1−ℓττ+1 )
k
)
= Hm(B)
where Bk runs over all balls of radius q
−(τ+1) centered at points p
q
∈ Zm × Q(α, τ).
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Applying the Mass Transference Principle shows that
Hs
(
B ∩ lim sup
k→∞
Bk
)
= Hs(B) =∞,
where
s =
m+ 1− ℓτ
τ + 1
=
n− ℓ+ 1− ℓτ
τ + 1
=
n + 1− ℓ(τ + 1)
τ + 1
=
n+ 1
τ + 1
− ℓ.
Thus, the set of β ∈ Im, for which there are infinitely many numbers q ∈ Q(α, τ)
with ‖ qβ ‖< q−τ , has full Hs-measure. Equivalently, the set of (α,β) ∈ Fαn which
are τ -approximable has full Hs-measure for s = n+1
τ+1
− ℓ, which finishes the proof of
Theorem 3.4.
3.5.1 Proof of Corollary 3.5
Corollary 3.5 is a consequence of the Jarn´ık-Besicovitch Theorem applied to both
Wn(τ) and Wm(τ) and the following Theorem (7.11 in [Fal03]), which provides a
measure formula for fibres above a base set.
Theorem 3.15. Let F be a subset of In = Iℓ × Im and let E be any subset of Iℓ. Let
s, t ≥ 0 and suppose there is a constant c such that
Ht(F ∩ Fn
α
) ≥ c
for all α ∈ E. Then
Hs+t(F ) ≥ bcHs(E),
where b > 0 only depends on s and t.
Reformulated as a statement about Hausdorff dimension, Theorem 3.15 can be
interpreted as follows.
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Corollary 3.16. Let F be a subset of In = Iℓ × Im and let E be any subset of Iℓ.
Suppose that
dim(F ∩ Fn
α
) ≥ s
for all α ∈ E. Then
dim(F ) ≥ dim(E) + s.
Equipped with Corollary 3.16 we are ready to prove Corollary 3.5.
Proof of Corollary 3.5. Let 1
n
< τ ≤ 1
ℓ
and ε = 1
k
for k ∈ Z+. Then the set Iℓk(τ) of
α ∈ Iℓ such that
sαn (τ) ≥
n+ 1
τ + 1
− ℓ+ ε
is a set of dimension less than ℓ. Indeed, if it had dimension at least ℓ, then the union
over all the sets Fαn ∩Wn(τ) would be a set of dimension strictly greater than
ℓ+
n + 1
τ + 1
− ℓ+ ε = n+ 1
τ + 1
+ ε > dimWn(τ),
by the slicing formula for product-like sets given in Corollary 3.16. However, this
is not possible due to the monotonicity property of Hausdorff dimension. Hence,
dim Iℓk(τ) < ℓ, and, in particular,
λℓ(I
ℓ
k(τ)) = 0.
Now, the set of α ∈ Iℓ satisfying (3.4) is the countable union over all sets Iℓk(τ) with
k ∈ Z+ and hence also a zero set with respect to λℓ. The second case works completely
analogously.
Chapter 4
Dirichlet improvability and singular
vectors
We recall that the notion of a weight vector was introduced in Section 1.5 and that
given any weight vector i ∈ Rn and Q ∈ N, Theorem 1.23 states that the system of
inequalities given by
‖qαj‖ < Q−ij , j ∈ {1, . . . , n},
has a non-zero integer solution q ≤ Q. We will say that α ∈ Rn is i-Dirichlet improv-
able or α ∈ Dn(i) if there exists a positive constant c < 1 such that the system of
inequalities
‖qαj‖ < cQ−ij , j ∈ {1, . . . , n}, (4.1)
has a non-zero integer solution q ≤ Q for all Q large enough. If this is true for c
arbitrarily small, then we call α i-singular or we say α ∈ Sn(i). We omit the i in
both notations in the case where i = (1/n, . . . , 1/n), i.e. when we are dealing with
an improved version of the classical non-weighted theorem by Dirichlet. In dimension
one, we simply denote the sets in question by D and S, respectively. Of course, in this
case, the only choice of weight vector is i = 1.
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4.1 Background and our results
Khintchine introduced the notion of singular vectors in the 1920s [Khi26b]. He showed
in the one-dimensional case that the rationals are the only singular numbers. This is
a direct consequence of the following statement.
Lemma 4.1. Let α be a real number. Assume there exists Q0 = Q0(α) such that for
each integer Q ≥ Q0 there exist p = p(Q) ∈ Z and q = q(Q) ∈ N satisfying q ≤ Q and
|qα− p| < 1
3Q
. (4.2)
Then, α is rational and p/q = α for each Q ≥ Q0.
Proof. We use a slightly modified version of an argument from [Wal]. Assume that
Q ≥ Q0 and that p and q are the integers satisfying (4.2). Moreover, denote by p′ and
q′ the integers such that
|q′α− p′| < 1
3(Q+ 1)
and 1 ≤ q′ ≤ Q+ 1.
We want to show that p/q = p′/q′. The integer qp′ − q′p satisfies
|qp′ − q′p| = |q(p′ − q′α) + q′(qα− p)|
≤ |q(p′ − q′α)|+ |q′(qα− p)|
<
Q
3(Q+ 1)
+
Q+ 1
3Q
<
1
3
+
2
3
= 1,
hence it vanishes. This implies that qp′ = q′p and thus the rational number p/q = p′/q′
does not depend on Q ≥ Q0. On the other hand,
lim
Q→∞
p(Q)
q(Q)
= α,
which shows that α = p/q.
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Remark. The constant 1/3 in (4.2) is not optimal. In fact, Lemma 4.1 is proved
with the constant 1/2 in both [Khi26b] and [Wal]. However, Khintchine’s argument
uses results about the convergents of continued fractions and Waldschmidt defines a
slightly stronger form of Dirichlet improvability, requiring that the solution in (4.1)
satisfies the strict inequality q < Q.
On the other hand, it is easily seen that any rational a/b is singular. Indeed, for
any c > 0 and for Q ≥ b, the choice of q = b trivially satisfies (4.1).
Davenport and Schmidt were the first to introduce the set D and proved that
α ∈ R \ Q is Dirichlet improvable if and only if α is badly approximable [DS70a].
Their argument relies on the theory of continued fractions. This completes the one-
dimensional theory.
Theorem 4.2. S = Q and D \ S = Bad.
The situation in higher dimensions is more intricate. It is straightforward to show
that points on any rational hyperplane are singular. Hence, dimSn ∈ [n− 1, n]. Also,
on utilising the Borel–Cantelli Lemma it can be verified that the set Sn has zero
n-dimensional Lebesgue measure [Cas57, Chapter V, §7]. However, by means of a
geometric argument, Khintchine proved the existence of totally irrational vectors con-
tained in Sn for n ≥ 2 [Khi26b]. Furthermore, in a recent groundbreaking paper,
Cheung showed that the Hausdorff dimension of S2 is equal to 4/3 [Che11] and later
Cheung and Chevallier extended this result to arbitrary dimensions [CC16].
Theorem 4.3 (Cheung–Chevallier). For n ≥ 2,
dimSn = n
2
n + 1
.
Significantly, this shows that Sn is much bigger than the set of rationally depen-
dent vectors, which is only of dimension n− 1. These articles make use of dynamical
methods. Previously, and through a classical approach, partial results towards estab-
lishing dimSn had been made by Baker [Bak77], [Bak92] and Rynne [Ryn90]. Regard-
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ing Dirichlet improvable vectors, Davenport and Schmidt showed that λn(Dn) = 0
[DS70b]. They also proved the following result [DS70a].
Theorem 4.4 (Davenport–Schmidt). Badn ⊂ Dn.
Remark. As an immediate consequence of Theorem 4.4 we see that dimDn = n.
All of these results concern the standard set-up and until recently very little re-
search had been done for the weighted case. However, in a very recent article [LSST],
Liao, Shi, Solan and Tamam have managed to extend Cheung’s two-dimensional result
to general weight vectors.
Theorem 4.5. Let i = (i1, i2) be a weight vector. Then
dimS2(i) = 2− 1
1 + max{i1, i2} .
Before stating our results, we recall the definition of the set Badn(i) for arbitrary
weight vectors i:
α ∈ Badn(i) ⇐⇒ lim inf
q→∞
max
1≤j≤n
qij‖qαj‖ > 0.
We start by extending the above theorem of Davenport and Schmidt to the weighted
case:
Theorem 4.6. Badn(i) ⊆ Dn(i).
Remark. Clearly, no badly approximable vector can be singular, so we know that
Badn(i) and Sn(i) are disjoint. Interestingly, apart from the trivial case n = 1, it
is not currently known if the sets Dn \ (Badn ∪ Sn) or their weighted analogues are
empty.
Our second main result will show that non-singular vectors are well-suited for
twisted inhomogeneous approximation. The following non-weighted result has been
proved by Shapira using dynamical methods [Sha13].
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Theorem 4.7 (Shapira). Let α /∈ Sn. Then for almost all β ∈ In,
lim inf
q→∞
q1/n max
1≤j≤n
‖qαj − βj‖ = 0.
We extend Shapira’s result to general weight vectors. Our approach is classical.
Theorem 4.8. Let α /∈ Sn(i). Then, for almost all β ∈ In,
lim inf
q→∞
max
1≤j≤n
qij‖qαj − βj‖ = 0.
Remark. Another way to state Theorem 4.8 is by using the notation introduced in
Section 1.5. Given ε > 0, let ψε(q) = εq
−1. Then, for any α /∈ Sn(i) and for any
ε > 0, the set Wαn (i, ψε) has full Lebesgue measure λn. Hence,
In \ Sn(i) ⊂
⋂
ε>0
W×n (i, ψε).
4.2 Preliminary results
In this section we introduce various auxiliary statements which will be used to prove
Theorems 4.6 and 4.8.
4.2.1 Results needed to prove Theorem 4.6.
Hajo´s proved the following statement for systems of linear forms [Haj41]:
Theorem 4.9 (Hajo´s). Let L1, . . . , Lm be m-dimensional linear forms given by
Lj(x) = aj,1x1 + · · ·+ aj,mxm, (1 ≤ j ≤ m),
with real coefficients aj,k, 1 ≤ j, k ≤ m. Assume the system of linear forms has
determinant det(aj,k) = ±1 and they satisfy
max {|L1(x)|, . . . , |Lm(x)|} ≥ 1 (4.3)
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for all integer vectors x = (x1, . . . , xm) 6= 0 ∈ Zm. Then, one of the linear forms has
only integer coefficients.
Any matrix A = (aj,k) ∈ Rm×m satisfying detA 6= 0 gives rise to a full-rank lattice
Λ(A) = {Az : z ∈ Zm} .
Two lattices Λ(A1) and Λ(A2) are identical if and only if there exists a unimodular
matrix B ∈ Zm×m such that A1 = A2B. This implies that
Λ(A) = Λ(AB)
for any matrix B ∈ Zm×m with detB = ±1. Clearly, Az = AB(B−1z) and thus,
turning back to the linear forms defined through A, we see that
Lj(x) =
∞∑
k=1
aj,kxk =
∞∑
k=1
(ab)j,kyk = L
′
j(y), (1 ≤ j ≤ m),
where we perform a change of variables, substituting y for B−1x, and where (ab)j,k
denotes the entries of AB. Importantly, any non-zero integer vector y is the image
of a non-zero integer vector x under the multiplication by B−1. Hence, rather than
investigating L1(x), . . . , Lm(x) for x ∈ Zm×m \ {0}, we can consider a modified col-
lection of linear forms L′1(y), . . . , L
′
m(y) at integer vectors y 6= 0. This will prove to
be very useful.
For our purpose, we will need the following corollary of Theorem 4.9.
Corollary 4.10. Let L1, . . . , Lm be given as in Theorem 4.9. After a possible permuta-
tion π of the linear forms Lj, there is an integral linear transformation of determinant
±1 from the variables x1, . . . , xm to y1, . . . , ym, such that in the new variables yℓ the
linear forms have lower triangular form and all diagonal elements are equal to 1.
In other words, we get
Lπ−1(j)(x) = φj,1y1 + · · ·+ φj,j−1yj−1 + yj, (1 ≤ j ≤ m),
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with all further coefficients being 0. According to Hajo´s, Theorem 4.9 and Corol-
lary 4.10 are equivalent. However, he does not provide a proof for this equivalence, so
we will give the details.
Proof. The main difficulty is to show that Theorem 4.10 follows from Theorem 4.9.
We will assume that Theorem 4.9 implies that the first linear form has only integer
entries. Then, we need to show the following: Given a unimodular matrix A ∈ Rm×m
with a1,1, . . . , a1,m ∈ Z satisfying |Ax| ≥ 1 for all x ∈ Zm\{0}, there exists a matrix
B ∈ Zm×m with determinant ±1 such that AB has lower triangular form with all
diagonal entries equal to 1. Corollary 4.10 is trivially true for m = 1, so, by induction,
it is sufficient to show that we can choose B in such a way that AB has first row
entries
ab1,1 = 1, ab1,2 = · · · = ab1,m = 0,
since then we can apply the statement to the matrix
AB∗ = (abj,k)
m
j,k=2 ∈ R(m−1)×(m−1),
which satisfies detAB∗ = detAB = ±1. We do this in two steps. First we show that
we can get AB with first row entries
ab1,1 = gcd(a1,1, . . . , a1,m), ab1,2 = · · · = ab1,m = 0
and then we conclude that gcd(a1,1, . . . , a1,m) = 1.
Multiplying A by the diagonal matrix B0 with bi,i = sgn(a1,i) gives us a matrix
AB0 with only positive entries in the first row and then our plan is to emulate the
Euclidean algorithm. We take the last two entries of the first row of AB0 (if non-zero)
and keep on subtracting the lesser entry from the greater one until the two of them
are equal to gcd(a1,m−1, a1,m) and zero. If needed we then swap those entries such that
the latter one equals zero.
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The subtractions correspond to multiplication on the right by matrices of the form


Im−2
1 0
−1 1

 or


Im−2
1 −1
0 1

 ,
respectively. Swapping is done via multiplication by a matrix of the form


Im−2
0 1
1 0

 .
We are only interested in the entries of the first row and thus are not concerned how
these multiplications affect the other rows. We then continue analogously by doing
the same procedure for the next two non-zero entries of the first row, and so on, using
adjusted multiplication matrices. Any such operation is done via multiplication by a
matrix of determinant ±1 and in the end we get a matrix AB with first row entries as
desired.
Finally, it is easy to see that gcd(a1,1, . . . , a1,m) = 1. Assume this is not the case.
Then, it follows that
| detAB∗| = 1/ gcd(a1,1, . . . , a1,m) < 1.
Hence, by Minkowski’s Theorem (see Theorem 1.26), there exists a non-zero vector
z∗ ∈ Zm−1 such that 0 < |AB∗z∗| < 1. Let z = (0, z∗). It follows that 0 < |ABz| < 1,
contradicting the assumption (4.3).
Now we show that Corollary 4.10 implies Theorem 4.9. Let AB be as given above.
The matrix B−1 has only integer entries and so the same is true for the first row of
A = ABB−1.
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We also need to make use of another property of lattices. Given a full-rank lattice
Λ = Λ(A) ⊂ Rm, for j ∈ {1, . . . , m} we define its j-th successive minimum as
µj = µj(Λ) := inf
{
r > 0 : Λ ∩ B¯(0, r) contains j linearly independent vectors} ,
where B¯ denotes a closed ball. Clearly, 0 < µ1 ≤ µ2 ≤ · · · ≤ µm < ∞. Furthermore,
Minkowski proved the following fundamental theorem.
Theorem 4.11 (Minkowski’s Second Theorem).
2n
n!
detA ≤
m∏
j=1
µj ≤ 2n detA.
In particular, Theorem 4.11 implies that if we have a lower bound µ1 > ε > 0, then
all the successive minima are uniformly bounded by µj < 2
nε−(m−1) detA.
4.2.2 Results needed to prove Theorem 4.8
We will be using the following standard result in measure theory.
Theorem 4.12 (Lebesgue Density Theorem). Let µ be a Radon measure on Rn. If
A ⊂ Rn is µ-measurable, then the limit
lim
r→∞
µ (A ∩Br(x))
µ (Br(x))
(4.4)
exists and equals 1 for µ-almost all x ∈ A and equals 0 for µ-almost all x ∈ Rm\{A}.
Theorem 4.12 can be found in [Har98]. Importantly, it does not depend on the
choice of metric, so we can apply it to the distance d as defined below. In our case,
the measure µ is simply the Lebesgue measure λn.
Given a vector i = (i1, . . . , in) ∈ In, let imin := min
1≤j≤n
ij . Then i¯j :=
imin
ij
≤ 1 for
1 ≤ j ≤ n and so dj(u, v) := |u− v|i¯j is a metric on R for 1 ≤ j ≤ n. Thus,
d(x,y) := max
1≤j≤n
dj(xj , yj) (4.5)
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is a metric on Rn. We will refer to balls with respect to the metric d as d-balls and
denote by Bdr (x) a d-ball centred at x ∈ Rn of radius r. The following generalisation
of a result in [BV08] from balls with respect to max-norm to d-balls will be used to
prove Theorem 4.8. For better readability within the proof, we will use the notation | · |
to refer to the n-dimensional Lebesgue measure λn of a set.
Theorem 4.13. Let (Ak)k∈N be a sequence of d-balls in R
n with |Ak| → 0 as k →∞.
Let (Uk)k∈N be a sequence of Lebesgue measurable sets such that Uk ⊂ Ak for all k.
Assume that, for some c > 0, |Uk| > c|Ak| for all k. Then the sets
U = lim sup
k→∞
Uk :=
∞⋂
j=1
∞⋃
k=j
Uk and A = lim sup
k→∞
Ak :=
∞⋂
j=1
∞⋃
k=j
Ak
have the same Lebesgue measure.
Remark. Given a constant c > 0, we already know from the weighted version of
Khintchine’s Theorem that the sets Wn(i, ψ) and Wn(i, cψ) have the same Lebesgue
measure (see Theorem 1.27). Theorem 4.13 implies that this property is shared by
more general lim sup sets.
Proof. Let Uj :=
⋃
k≥j Uk and Cj := A\Uj. Then Uj ⊃ Uj+1 and Cj ⊂ Cj+1. Define
C := A\U = A\
∞⋂
j=1
Uj =
∞⋃
j=1
(A\Uj) =
∞⋃
j=1
Cj .
We are to show that C has measure zero or, equivalently, that every Cj has measure
zero.
Assume the contrary. Then there is an ℓ ∈ N such that |Cℓ| > 0 and therefore there
is a density point x0 of Cℓ, i.e. a point x0 for which the limit in (4.4) is equal to 1.
Since x0 ∈ A, we know that x0 ∈ Ajk for a sequence (jk)k∈N. As |Ajk | tends to zero,
we can conclude that
|Cℓ ∩Ajk | ∼ |Ajk|, as k →∞, (4.6)
which is shown by the following considerations.
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If Ajk is a d-ball of radius rjk containing x0, then Ajk will be contained in a d-ball
Bd2rjk
(x0). Indeed, doubling the radius corresponds to extending the j-th side length
by the factor
21/¯ij = 2
ij
imin ≥ 2, j ∈ {1, . . . , n}.
Comparing Lesbegue measures, it follows that
|Bd2rjk (x0)|
|Ajk|
= 2s, where s :=
n∑
j=1
ij
imin
, (4.7)
and thus
|Bd2rjk (x0)\Ajk|
|Bd2rjk (x0)|
= 1− 1
2s
, (4.8)
since Ajk is fully contained in B
d
2rjk
(x0). The Lebesgue density theorem tells us that
for any ε > 0 and δ small enough,
|Cℓ ∩Bdδ (x0)|
|Bdδ (x0)|
> 1− ε. (4.9)
Combining the identities (4.7), (4.8) and (4.9), we see that
|Cℓ ∩ Ajk |
|Ajk |
=
|Cℓ ∩ Ajk |
|Bd2rjk (x0)|
|Bd2rjk (x0)|
|Ajk |
≥
|Cℓ ∩Bd2rjk (x0)| − |B
d
2rjk
(x0)\Ajk|
|Bd2rjk (x0)|
|Bd2rjk (x0)|
|Ajk |
=
( |Cℓ ∩Bd2rjk (x0)|
|Bd2rjk (x0)|
−
|Bd2rjk (x0)\Ajk|
|Bd2rjk (x0)|
) |Bd2rjk (x0)|
|Ajk|
>
(
1− ε−
(
1− 1
2s
))
2s
= 1− 2sε, for rjk small enough.
The value of ε can be chosen to be arbitrarily small by (4.9). Hence, this quotient
tends to 1 as k →∞, which proves (4.6).
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Since Cj ⊃ Cℓ for all j ≥ ℓ, it follows that
|Cjk ∩ Ajk | ∼ |Ajk | as k →∞. (4.10)
On the other hand, by definition, Cjk ∩ Ujk = ∅. Using that |Uk| > c|Ak| for all k, we
get that
|Ajk | ≥ |Ujk |+ |Cjk ∩ Ajk | ≥ c|Ajk |+ |Cjk ∩Ajk |,
and thus
|Cjk ∩Ajk | < (1− c)|Ajk |
for k sufficiently large. This is a contradiction to (4.10). Thus, every set Cj has zero
Lebesgue measure, which completes the proof.
The final auxiliary result is due to Cassels [Cas57]. It relates homogeneous and
inhomogeneous approximation properties of linear forms.
Theorem 4.14. Let L1, . . . , Lℓ be linear forms in the ℓ variables z = (z1, . . . , zℓ) given
by
Lk(z) = ak,1z1 + · · ·+ ak,lzl, (1 ≤ k ≤ ℓ),
with real coefficients ak,j, 1 ≤ k, j ≤ ℓ. Assume the system of linear forms has deter-
minant ∆ = det(ak,j) 6= 0 and suppose that the only integer solution of
max
1≤k≤ℓ
|Lk(z)| < 1 (4.11)
is z = 0. Then, for all real vectors γ = (γ1, . . . , γℓ) ∈ Iℓ, there are integer solutions of
max
1≤k≤ℓ
|Lk(z)− γk| < 1
2
(⌊|∆|⌋+ 1),
where ⌊·⌋ denotes the integer part of a real number.
Essentially, Theorem 4.14 tells us the following. If the values of a collection of linear
forms taken at integer points are bounded away from 0, then these linear forms can
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uniformly approximate any inhomogeneous constant γ. This will be used to deduce
twisted approximation properties of non-singular vectors, see Theorem 4.15.
4.3 Proof of Theorem 4.6
We will show that any vector not contained in Dn(i) cannot be badly approximable. If
α = (α1, . . . , αn) is not in Dn(i), then for any c < 1 there exists an infinite sequence of
integers Q such that (4.1) has no solution q < Q. This implies that there is a sequence
(Qk)k∈N such that
‖qαj‖ > (1− 1
2k
)Q
−ij
k
for all q ≤ Qk and some j ∈ {1, . . . , n}. In other words, we have
max
{
Q−1k q, Q
i1
k |qα1 + p1|, . . . , Qink |qαn + pn|
}
> 1− 1
2k
(4.12)
for all integers q, p1, . . . , pn not all equal to 0. The n + 1 linear forms
Q−1k q, Q
i1
k (qα1 + p1), . . . , Q
in
k (qαn + pn)
define a lattice of determinant 1 in (n + 1)-dimensional space. By (4.12), this lattice
has no non-zero point within distance 1/2 of the origin. By Theorem 4.11, such a
lattice has a basis of n+1 points, the coordinates of which are all bounded from above
by a numerical constant. This implies that there exists a linear transformation with
integral coefficients and determinant 1 from q, p1, . . . , pn to x0, . . . , xn such that


Q−1k q = θ
(k)
0,0x0 + θ
(k)
0,1x1 + · · ·+ θ(k)0,nxn,
Qi1k (qα1 + p1) = θ
(k)
1,0x0 + θ
(k)
1,1x1 + · · ·+ θ(k)1,nxn,
...
Qink (qαn + pn) = θ
(k)
n,0x0 + θ
(k)
n,1x1 + · · ·+ θ(k)n,nxn,
(4.13)
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where the absolute values of the θ
(k)
ℓ,m are bounded by a uniform constant C for all
ℓ,m, k. The transformations depend on k, but, for each k, the determinant of (θ
(k)
ℓ,m)
is equal to 1. Define the matrices Θk = (θ
(k)
ℓ,m) for k ∈ N. The sequence (Θk)k∈N is
contained in a compact subset of SLn(R). This implies there is a subsequence (κ) of
values of (k)k∈N such that (Θκ)κ converges to an element of SLn(R). We denote this
limit by Θ = (θℓ,m) and get the linear forms


X0 = θ0,0x0 + θ0,1x1 + · · ·+ θ0,nxn
X1 = θ1,0x0 + θ1,1x1 + · · ·+ θ1,nxn
...
Xn = θn,0x0 + θn,1x1 + · · ·+ θn,nxn
(4.14)
of determinant 1 with the property that
max {|X0|, |X1|, . . . , |Xn|} ≥ 1
for all integer vectors (x0, . . . , xn) 6= (0, . . . , 0). Indeed, if there was a non-zero tuple
(x∗0, . . . , x
∗
n) satisfying
max {|X0|, |X1|, . . . , |Xn|} < 1,
then putting (x∗0, . . . , x
∗
n) in (4.13) would violate (4.12) for large enough values of k.
By Corollary 4.10, after a possible integral transformation of determinant ±1, we get
Xπ−1(ℓ) = φℓ0y0 + φℓ1y1 + · · ·+ yℓ, (0 ≤ ℓ ≤ n),
with all other coefficients being equal to zero. Independent of the permutation π, it is
always possible to satisfy either
X0 = 0 or X1 = · · · = Xn = 0
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with the non-zero integer vector
(y0, . . . , yn−1, yn) = (0, . . . , 0, 1).
Hence, the same is true of the linear forms in (4.14) with integers x0, . . . , xn not all
equal to 0. On substituting these into (4.13), we obtain, for any ε > 0 on taking k
sufficiently large, either a solution of
Q−1k q < C1, Q
i1
k |qα1 + p1| < ε, . . . , Qink |qαn + pn| < ε,
with C1 independent of ε, or a solution to
Q−1k q < ε, Q
i1
k |qα1 + p1| < C1, . . . , Qink |qαn + pn| < C1.
In the first case, substituting Nk for C1Qk shows the existence of q ∈ N such that
qij‖qαj‖ ≤ N ijk ‖qαj‖ < εC ij1 ≤ εC1, (1 ≤ j ≤ n).
In the second case, substituting Nk for εQk gives us a q ∈ N satisfying
qij‖qαj‖ ≤ N ijk ‖qαj‖ < εijC1 ≤ εiminC1, (1 ≤ j ≤ n).
The constant ε > 0 was chosen to be arbitrarily small. Hence, in both cases, α cannot
be i-badly approximable. This completes the proof of Theorem 4.6.
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4.4 Proof of Theorem 4.8
Theorem 4.13 is the main ingredient used in the proof of Theorem 4.8. Hence, we
start by preparing the ground for applying 4.13.
If α = (α1, . . . , αn) is not in Sn(i), then there exists an ε(α) ∈ (0, 1) such that the
equation
‖qαj‖ < ε(α)Q−ijk , j ∈ {1, . . . , n}
has no integer solution q ≤ Qk for an infinite increasing sequence (Qk)k∈N. In other
words, there is a sequence (Qk)k∈N such that ‖qαj‖ > ε(α)Q−ijk for some j ∈ {1, . . . , n}
for each q ≤ Qk. This implies that
max
{
Q−1k q, ε(α)
−1Qi1k |qα1 + p1|, . . . , ε(α)−1Qink |qαn + pn|
} ≥ 1 (4.15)
for all integers q, p1, . . . , pn not all equal to 0.
For any fixed Qk, the n+ 1 linear forms appearing in (4.15) in the n+ 1 variables
q, p1, . . . , pn form a system of linear forms of determinant ε(α)
−n satisfying condition
(4.11). Hence, by Theorem 4.14, for any Qk and any γ = (γ1, . . . , γn) ∈ In, there exists
a non-zero integer vector (q, p1, . . . , pn) satisfying
max
{
Q−1k q, ε(α)Q
i1
k
∣∣∣∣qα1 + p1 − γ1ε(α)
∣∣∣∣ , . . . , ε(α)Qink
∣∣∣∣qαn + pn − γnε(α)
∣∣∣∣
}
< δ,
where δ = 1
2
(⌊|ε(α)−n|⌋+1). Substituting Q˜k for δQk and γ˜j for γj/ε(α) implies that
there exists a positive integer solution q to the system of inequalities
‖qαj − γ˜j‖ < δ1+ijε(α)Q˜−ijk , (1 ≤ j ≤ n),
q < Q˜k.
By letting
C(α) = max
1≤j≤n
δ1+ijε(α),
we have proved the following statement.
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Theorem 4.15. Let α /∈ Sn(i). Then, all β ∈ In are uniformly i-approximable by the
sequence (qα)q∈N, i.e. there exists a constant C(α) > 0 such that for all β ∈ In there
are infinitely many q ∈ N satisfying
max
1≤j≤n
qij‖qαj − βj‖ < C(α).
In other words, every point β ∈ In is contained in infinitely many sets of the form
n∏
j=1
[qαj − pj − C(α)q−ij , qαj − pj + C(α)q−ij ].
These sets are not d-balls, but, if we extend them slightly, we get that
∞⋂
k=1
∞⋃
q=k

 ⋃
|p|<q
Aα
p,q

 = In, (4.16)
where our lim sup set is built from the sets
Aα
p,q :=
n∏
j=1
[qαj − pj − C(α)
ij
imin q−ij , qαj − pj + C(α)
ij
imin q−ij ] (4.17)
with q ∈ N and p ∈ Zn. By setting r(α, q) = C(α)q−imin it follows that
Aαp,q = B
d
r(α,q)(qα− p).
Indeed, if we recall the definition of the metric d given in (4.5), we see that
dj(u, v) ≤ C(α)q−imin ⇔ |u− v|i¯j ≤ C(α)q−imin
⇔ |u− v| ≤ (C(α)q−imin)
ij
imin
⇔ |u− v| ≤ C(α)
ij
imin q−ij .
As we are dealing with a countable collection of d-balls of the form Aα
p,q, it is possible
to rewrite them as a sequence (Ak)k∈N and (4.16) is equivalent to the statement that
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lim sup
k→∞
Ak = I
n.
This means we are in a situation where we can apply Theorem 4.13.
Proof of Theorem 4.8. We are to show that, for any given ε > 0, the lim sup set
∞⋂
k=1
∞⋃
q=k

 ⋃
|p|<q
Uα
p,q(ε)


has full Lebesgue measure, where
Uα
p,q(ε) =
n∏
j=1
[qαj − pj − εq−ij , qαj − pj + εq−ij ].
For ε small enough, any such set Uα
p,q(ε) is contained in a set A
α
p,q as defined by (4.17).
Furthermore,
|Uα
p,q(ε)|
|Aα
p,q|
=
2nεnq−1
2nC(α)
n∑
j=1
ij
imin q−1
=
εn
C(α)s
,
a ratio which does not depend on p or q. Thus the conditions for Theorem 4.13 are
satisfied and using (4.16) we can conclude that
∣∣∣∣∣∣
∞⋂
k=1
∞⋃
q=k

 ⋃
|p|<q
Uα
p,q(ε)


∣∣∣∣∣∣ =
∣∣∣∣∣∣
∞⋂
k=1
∞⋃
q=k

 ⋃
|p|<q
Aα
p,q


∣∣∣∣∣∣ = 1.
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4.5 Future development
It is worth noting that Theorem 4.15 has been shown to be a statement of equivalence
in the non-weighted case.
Theorem 4.16 (Theorem V.XIII in [Cas57]). Let α ∈ In. Then, α is non-singular if
and only if all β ∈ In are uniformly approximable by the sequence (qα)q∈N, i.e. there
exists a constant C(α) > 0 such that for all β ∈ In there are infinitely many q ∈ N
satisfying
max
1≤j≤n
‖qαj − βj‖ < C(α)q−1/n.
This is shown through the construction of a vector β ∈ In for which the inequality
max
1≤j≤n
‖qαj − βj‖ < Cq−1/n
has only finitely many solutions q ∈ N for any given constant C > 0. This also implies
that there is no analogous statement to Dirichlet’s Theorem for an arbitrary inhomo-
geneous constant, as discussed in Remark 1.19. We are confident that Theorem 4.16
can be extended to the weighted case. So far we have not finalised a proof.
Another interesting question in both the standard and weighted case is whether
Theorem 4.8 is actually true if and only if α is non-singular. This would be a strength-
ening of Theorem 4.16 and give us the following Kurzweil-type statement:
Conjecture 4.17. For ε > 0, denote by ψε the approximating function given by
ψε(q) = εq
−1. Then ⋂
ε>0
W×n (i, ψε) = I
n \ Sn(i).
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