Γ-Convergence of external approximations in boundary value problems involving the bi-Laplacian  by Davini, Cesare
Journal of Computational and Applied Mathematics 140 (2002) 185–208
www.elsevier.com/locate/cam
-Convergence of external approximations in boundary value
problems involving the bi-Laplacian
Cesare Davini
Dipartimento di Ingegneria Civile, via delle Scienze 208, Udine 33100, Italy
Received 11 September 2000; received in revised form 2 June 2001
Abstract
In addition to the various uses it was introduced for, the theory of -convergence o.ers a rather natural setting for
discussing and developing nonorthodox approximation methods for variational problems. For certain boundary value prob-
lems involving the bi-Laplacian, sequences of discrete functionals are here de1ned and are shown to -converge to
the corresponding functionals of the continuous problems. The minimizers of the discrete functionals provide converg-
ing approximations to the solution of the limit problem in question. Thus, we obtain approximation schemes that are
nonconforming, but direct, and that can be treated by current algorithms for symmetric and positive de1nite functionals.
The class of problems considered in this paper includes the Stokes problem in 5uid dynamics, the loading problem
of 2-D-isotropic elastostatics, and some boundary value problems of the Kirchho.–Love theory of plates. Also discussed
is an extension of the discretization method that seems suitable for treating more general boundary value problems of
elastic plates, but whose convergence is conditional to a conjecture that remains to be proved. A relevant application to
the so-called Babu9ska paradox is presented. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 65N12; 65N30; 46N10
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1. Introduction
In this paper, I discuss nonconforming approximations for some boundary value problems of the
form:
@2u=f on  ⊂ R2;
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B0u= g0 on 9;
B1u= g1 on 9; (1.1)
where B0 and B1 are suitable boundary operators. The problems described in (1.1) have played
a signi1cant role in the evolution of the theory of 1nite elements. Numerical applications, in fact,
made it clear rather soon that the so-called conforming methods had serious drawbacks when dealing
with them. So, it can be said that the aforementioned class of problems substantially contributed
to the development of alternative techniques, which are now well established (see e.g. [18,3]). The
following analysis adopts a point of view di.erent from that of these well established techniques.
Con1ning attention to certain problems of type (1.1), I start from their variational formulation and
de1ne sequences of discrete functionals that are shown to -converge in the H 1 weak topology
(in fact, strongly in H 1) to the corresponding functional associated with the original problem. It
follows from the general properties of -convergence that the minima of those discrete functionals
converge to the solution of the limit problem in question. In particular, since setting the problems
in H 1 spaces allows jumps in the 1rst derivatives, we naturally obtain approximation schemes that
are nonconforming, but direct, and that can be treated by the customary algorithms for symmetric
and positive de1nite functionals.
The present paper covers the biharmonic problem, with its various physical interpretations, and a
mild variation of it that applies to the Kirchho.–Love plates. In all cases, the approximation method
is based on the introduction of a discrete version of the Laplacian operator which is well de1ned for
piecewise-aHne functions in C0(). The method is then closely related to a technique 1rst proposed
by Glowinski [12] and independently studied by Davini and Pitacco [10]. While Glowinski developed
his idea in the framework of the stream function–vorticity approach to the Stokes problem of 5uid
dynamics and was mainly in5uenced by views proper of the mixed methods, Davini and Pitacco
focused their study on the equilibrium of elastic plates. Following a geometrical viewpoint, they
proposed generalized notions of mean and Gaussian curvature that carries over to polyhedra. They
then de1ned a direct nonconforming approximation scheme where the discontinuities of the 1rst
derivatives are taken into account by means of a suitable generalization of the energy functional.
The method was called the lumped strain method (LSM). Even if in some circumstances this method
turns out to be no di.erent than the approximation technique proposed by Glowinski, the underlying
ideas are di.erent.
Applications of LSM were given by Suraci [20]. The central question of providing error estimates
was treated by Davini and Pitacco [11] for the biharmonic problem. Here our attention is focused
instead on the connection of LSM with the theory of -convergence.
Looking at LSM in the light of -convergence provides papers [9] and [10] with a unifying point
of view and discloses central ideas behind these. It also underlines the constructive role that the
sequential characterization of -convergence (introduced by De Giorgi and the Italian school) may
have in suggesting approximation schemes. This is clearly seen in [10], where the discrete functionals
are de1ned in such a way that the existence of a recovery sequence is guaranteed a priori, in a sense,
while the second inequality required for -convergence (the so-called lim-inf inequality) follows in
a straight-forward manner. These terms are made precise in Section 3.
The lumped strain method has points of contact with various other approaches in the vast literature
on 1nite elements. For the biharmonic problem, for instance, the connection with the primal mixed
formulation by Ciarlet and Raviart [7] was discussed in [11]. There is also a natural link with the
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so-called co-volume methods that are characterized by the introduction of pairs of dual meshes. The
co-volume methods have been extensively used in practical 5uid dynamics, but their study under
the mathematical viewpoint is relatively recent. A comparison with them is outside the scope of
the present paper, but one comment is in order. For the sake of illustration, let us consider the
works by Nicolaides [15], who analyzes a MAC type discretization of div–curl systems occurring in
various branches of physics, and by Chou and Vassilevski [4], who delineate a general co-volume
framework for second order elliptic problems. In both cases, the problem is reduced to the form of
a 1rst order di.erential system and a discretization of the operators div grad and curl is obtained
by averaging them over either the primal or the dual domains. The biharmonic problem I consider
below is the potential formulation of some of the problems covered by those analyses. However, the
discretization of the Laplacian is derived from a generalization of the integration by part formula,
rather than from averaging operations. In particular, the construction of a dual mesh loses much of
its importance, as it will become clear. On the other hand, the generalization of the Green’s formula
allows us to work from the onset with functions of rather weak regularity for a di.erential problem
involving the fourth order derivatives. Of course, the comparison would deserve closer attention, but
it seems to me that the proposed view may o.er a natural setting for discussing and developing
co-volume methods.
2. Discretization of the functional:
∫
(@v)
2 dx
In connection with (1.1) we consider variational problems of the type
F(u)= min
v∈H 2E
F(v); (2.1)
where F is the functional de1ned by
F(v):=
∫

(@v)2 dx + G(v)− 2〈f; v〉: (2.2)
Here G is a suitable functional depending on the boundary operators and H 2E ⊂ H 2() is the aHne
subset of functions satisfying prescribed Dirichlet boundary conditions. In the following, we assume
that  ⊂ R2 is an open bounded domain with smooth boundary and that f∈H−1(). As for the
boundary conditions, we shall consider two cases:
H 2E =H
2() ∩ H 10 ();
and
H 2E =H
2
0 ()
which, with a terminology taken from the theory of plates, we shall refer to as the simple support
case and the clamping case, respectively. For approximation purposes, our aim is to construct a
sequence of functionals Fh de1ned in discrete spaces that -converge to F in a suitable topology.
Let us introduce a sequence of triangulations Th = {Tj}j=1; :::;Ph that are regular in the sense of
Ciarlet [5], i.e., they satisfy the condition that the ratio between h = inf j supS{diam(S); S a disk
contained in Tj} and h=supj{diam(Tj)} is bounded away from zero by a constant independent
of h. Here, the elements of Th are triangles with vertices (the nodes of the mesh) denoted by
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Fig. 1. Discretization of the domain.
xi; i=1; 2; : : : ; Nh (see Fig. 1). We call Th the primal mesh and denote by Ih the set where the
indices of the internal nodes take values and by Bh the corresponding set for the boundary nodes.
We have then that
Ih ∪Bh =Nh with Nh:={1; 2; : : : ; Nh}:
Furthermore, we require that the polygons
h =
◦⋃
Tj∈Th
Tj
be contained in  and spread over  from inside, i.e., for every compact set K ⊂ ; K be contained
in h for small enough h. This is suHcient for most of our scopes in what follows. However, in
order to cope with boundary terms, at some point we shall use an error estimate that requires us
to be more speci1c about the way how the polygons h approximate . We shall assume that
dist(9h; 9)=O(h2). In particular, it follows that the boundary of h tends to become parallel to
9.
Let us also introduce a sequence of dual meshes Tˆh = {Tˆ i}i=1; :::;Kh consisting of disjoint polygonal
domains Tˆ i such that each Tˆ i contains the node xi; as shown in Fig. 1, where the dual elements are
drawn with dashed lines. We shall assume that the dual meshes are also regular and that
h =
◦⋃
Tˆ i∈Tˆh
Tˆ i:
Let Xh be the space of functions which are aHne on Tj and continuous on h (brie5y, the
polyhedral functions over Th), and let X0h ⊂ Xh denote the subspace of functions that vanish
on 9h. We regard X0h as a subspace of H 10 () by extending the functions to zero in  \h.
Furthermore, let us denote by ’ˆi ∈Xh the polyhedral splines de1ned by the condition that ’ˆi(xj)= ij
for i; j=1; : : : ; Nh.
In dealing with the clamping conditions (and only for that case) we need to assume that the area
of the dual elements Tˆ i be equal to one-third of that of the union of the primal triangles meeting at
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the node xi. This amounts to require that
|Tˆ i|=
∫
h
’ˆi dx: (2.3)
Let us call (2.3) Assumption (H0). Dual meshes obtained by connecting the center of mass of the
primal triangles with the midpoints of the respective sides ful1l the requirement; VoronoQR meshes
generally do not. There is of course a variety of other choices that guarantee this property, but we
do not need to indulge on this point because no construction of any dual mesh is really necessary,
as it will be clear later.
To start with, let us consider the discretization of the functional:∫

(@v)2 dx; v∈H 2E: (2.4)
Denoting with an upper hat polyhedral functions, let vˆ∈X0h be a polyhedral function, regarded as
extended to the whole R2 in the obvious way, and denote by @vˆ its distributional Laplacian. Then,
via an extension of the duality to test functions in H 1() by density, we have that
〈@vˆ; qˆ〉=−
∫
h
∇vˆ · ∇qˆ dx ∀qˆ∈Xh: (2.5)
By observing that qˆ=
∑
i∈Nh qˆ(xi)’ˆi; formula (2.5) becomes
〈@vˆ; qˆ〉=−
∑
i∈Nh
(∫
h
∇vˆ · ∇’ˆi dx
)
qˆ(xi) ∀qˆ∈Xh: (2.6)
Thus, as far as polyhedral test functions are involved, the distributional Laplacian of vˆ acts as a
measure with masses − ∫h ∇vˆ · ∇’ˆi dx concentrated at the nodes of Th.
Let us de1ne the generalized Laplacian of a polyhedral function vˆ in Tˆ i as∫
−ˆ
T i
@vˆ dx:=− 1|Tˆ i|
∫
h
∇vˆ · ∇’ˆi dx (2.7)
and introduce the simple function on  de1ned by
@hvˆ:=
∑
i∈Ih∪BSh
(∫
−ˆ
T i
@vˆ dx
)
Tˆ i ; (2.8)
where Tˆ i(·) is the characteristic function of Tˆ i and BSh =Bh, for the clamping boundary conditions,
and BSh = ∅ for the simple support case. Accordingly, let us consider the sequence of functionals
on H 10 ():
Jh(v):=


∑
i∈Ih∪BSh
(∫
−
Tˆ i
@vˆ dx
)2
|Tˆ i|; v∈X0h;
+∞; v∈H 10 ()\X0h
(2.9)
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or, with an abuse of notation,
Jh(v)=
∑
i∈Ih∪BSh
(∫
−ˆ
T i
@v dx
)2
|Tˆ i|+ X0h(v); v∈H 10 (); (2.10)
where the symbol X0h(·) denotes the indicator function of X0h.
If H 10 () is endowed with the weak topology, the main theorem to be proved in the next section
is the following:
Theorem 1. The sequence {Jh(·)} -converges to J (·):
(wH 1)− lim
h
Jh = J; (2.11)
with the functional J (·) de2ned by
J (v):=


∫

(@v)2 dx for v∈H 2E;
+∞ for v∈H 10 ()\H 2E:
(2.12)
Remark 1. With de1nition (2.7), the following discrete Green’s formula:∫
h
∇vˆ · ∇qˆdx=−
∑
i∈Nh
(∫
−ˆ
T i
@vˆ dx
)
qˆ(xi)|Tˆ i| ∀qˆ; vˆ∈Xh (2.13)
holds true. 1 For the generalization of the Laplacian operator to the polyhedral functions, Davini
and Pitacco [10] gave a somewhat di.erent motivation that applies when the boundary of the Tˆ i’s
intersects at the midpoints the edges of the primal triangles concurring at xi. It is then possible to
show that we have
−
∫
h
∇vˆ · ∇’ˆi dx=
∫
9Tˆ i
vˆ; n dt:
So, by observing that for v∈W 2;1(), the Green’s formula yields∫
Tˆ i
@v dx=
∫
9Tˆ i
v;n dt;
a comparison of the terms on the right-hand sides of these two equations suggests that −1=|Tˆ i|
∫
h
∇vˆ·
∇’ˆi dx should be looked upon as the mean value of the Laplacian on Tˆ i. This recourse to the average
of the Laplacian on the dual elements links LSM to the co-volume approaches, but constrains us to
make use of mediane dual tessellations. In fact, formula (2.13) is all that is needed in what follows
and it follows directly from de1nition (2.7).
1 It is worth noticing that no contribution from the boundary nodes appears in this formula if qˆ∈X0h. When qˆ does not
belong to X0h, the boundary contribution is directly included in our de1nition (2.7) of the generalized Laplacian.
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3. -convergence of the functionals Jh
The proof of Theorem 1 follows from some preliminary lemmas.
Lemma 2. The functionals Jh are equi-coercive in H 10 (); that is:
∃c¿ 0; independent of h: Jh(v)¿ c‖v‖21 ∀v∈H 10 (): (3.1)
Proof. Since Jh takes the value +∞ in H 10 ()\X0h, it is enough to consider the case where vˆ∈X0h.
From (2.7) it follows that∫
h
|∇vˆ|2 dx =
∑
i∈Nh
(
(−)
∫
−ˆ
T i
@vˆ dx
)
vˆ(xi)|Tˆ i|=
∑
i∈Ih
(
(−)
∫
−ˆ
T i
@vˆ dx
)
vˆ(xi)|Tˆ i|
6

∑
i∈Ih
(∫
−ˆ
T i
@vˆ dx
)2
|Tˆ i|


1=2
∑
i∈Ih
|vˆ(xi)|2|Tˆ i|


1=2
;
where we have taken into account that vˆ(xi)= 0 for i∈Bh and made use of the Cauchy–Schwarz
inequality. Since it can be proved that the quadratic form (
∑
i |vˆ(xi)|2|Tˆ i|)1=2 de1nes in Xh a norm
uniformly equivalent to the L2 norm, from the PoincarTe inequality it follows that(∫

|∇vˆ|2 dx
)1=2
6 cP(Jh(vˆ))1=2;
which is inequality (3.1).
In particular, as H 10 () is re5exive and the Jh are equi-coercive, the sequential characterization of
-convergence applies:
(wH 1)− limh Jh = J if and only if the following conditions are satis2ed:
i: ∀v∈H 10 () and ∀{vh} ⊂ H 10 (); vh *
H 1()
v: J (v)6 lim inf
h
Jh(vh);
ii: ∀v∈H 10 (); ∃{vh} ⊂ H 10 (); vh *
H 1()
v: J (v)¿ lim sup
h
Jh(vh):
I refer to the book by Dal Maso [8] for more details. Let us call the two requirements the lim-inf
inequality and the recovery sequence condition, respectively.
The following lemma establishes a compactness property. The idea behind this lemma is basically
due to Glowinski [12], but our statement and proof are di.erent.
Lemma 3. If {vˆh} ⊂ X0h is such that vˆh*
H 1
v∗; and lim inf h Jh(vˆh)¡+∞; then
v∗ ∈H 2E (3.2)
and; by possibly passing to a subsequence;
@hvˆh*
L2
@v∗: (3.3)
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Proof. Let q∈D(), with supp q ⊂ h, and let rhq denote the Xh-interpolation of q de1ned by:
rhq∈Xh, with rhq(xi)= q(xi). Then,
〈@v∗; q〉=−
∫

∇v∗ · ∇q dx
=−
∫
h
∇vˆh · ∇rhq dx −
∫
h
∇vˆh · ∇(q− rhq) dx −
∫

∇(v∗ − vˆh) · ∇q dx;
where the last two integrals on the right-hand side are in1nitesimal with h, because rhq → q and
vˆh * v∗ in H 1(), and the 1rst integral can be written as
−
∫
h
∇vˆh · ∇rhq dx=
∑
i∈Ih
(∫
−ˆ
T i
@vˆ dx
)
q(xi)|Tˆ i|
by recalling the discrete Green’s formula (2.13) and the fact that q(xi)= 0 on 9h. Therefore, by
applying the Cauchy–Schwarz inequality, we obtain
|〈@v∗; q〉|6

∑
i∈Ih
(∫
−ˆ
T i
@vˆ dx
)2
|Tˆ i|


1=2
∑
i∈Ih
|q(xi)|2|Tˆ i|


1=2
+ o(1): (3.4)
By passing to the limit it follows that
|〈@v∗; q〉|6
(
lim inf
h
Jh(vˆh)
)1=2
‖q‖0 ∀q∈D(): (3.5)
Inequality (3.5) implies that @v∗ ∈L2(). Hence, as v∗ ∈H 10 () and 9 is smooth, by the regu-
larity theory we conclude from @v∗ ∈L2() that
v∗ ∈H 2() ∩ H 10 ():
Thus, for the simple support case the 1rst part of the lemma is proved.
For the clamping condition, we still have to show that v∗; n vanishes at the boundary. Let q∈C∞( U).
By the Green’s formula and by using the same manipulation as above, we get∫
9
v∗; nq=
∫

@v∗q dx +
∫

∇v∗ · ∇q dx
=
∫

@v∗q dx +
∫
h
∇vˆh · ∇rhq dx + o(1);
where now
∫
h
∇vˆh · ∇rhq dx=−

∑
i∈Nh
(∫
−ˆ
T i
@vˆ dx
)
q(xi)|Tˆ i|

 :
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Note that here the sum runs over all the nodes because the q(xi) need not vanish on 9h. It follows
that
∣∣∣∣
∫
9
v∗; nq
∣∣∣∣6
((
lim inf
h
Jh(vˆh)
)1=2
+ ‖@v∗‖0
)
‖q‖0:
Then, by density,
∣∣∣∣
∫
9
v∗; nq
∣∣∣∣6
((
lim inf
h
Jh(vˆh)
)1=2
+ ‖@v∗‖0
)
‖q‖0 ∀q∈H 1():
This implies that v∗; n =0 on 9 because, for every q∈H 1(), it is always possible to construct a
sequence {qk} such that q− qk ∈H 10 () and qk→
L2
0. Thus,
v∗ ∈H 20 ():
Let us now prove (3.3). Note that, if lim inf h Jh(vˆh)¡ +∞, from the equality Jh(vˆh)= ‖@hvˆh‖0
it follows that there is a subsequence such that suph ‖@hvˆh‖0 ¡ + ∞. By {vˆh} we refer to this
subsequence in what follows. For every q∈D(), let qˆh be its Ritz approximation in X0h and write∫

(@v∗ −@hvˆh)q dx=
∫

(@v∗ −@hvˆh)(q− qˆh) dx +
∫

(@v∗ −@hvˆh)qˆh dx:
By recalling the de1nition of @hvˆh and after an integration by parts, the second integral on the
right-hand side becomes
∫

(@v∗ −@hvˆh)qˆh dx=−
∫
h
∇v∗ · ∇qˆh dx −
∑
i∈Nh
{(∫
−ˆ
T i
@vˆh dx
)∫
Tˆ i
qˆh dx
}
;
where, if we set qˆh = qˆh(xi) +∇qˆh(x) · (x − xi) in each Tˆ i, we 1nd that
∑
i∈Nh
{(∫
−ˆ
T i
@vˆh dx
)∫
Tˆ i
qˆh dx
}
=
∑
i∈Nh
{(∫
−ˆ
T i
@vˆh dx
)
qˆh(xi)|Tˆ i|
}
+
∑
i∈Nh
{∫
Tˆ i
@hvˆh∇qˆh · (x − xi) dx
}
:
Thence, recalling that
∑
i∈Nh
{(∫
−ˆ
T i
@vˆh dx
)
qˆh(xi)|Tˆ i|
}
=−
∫
h
∇vˆh · ∇qˆh dx
194 C. Davini / Journal of Computational and Applied Mathematics 140 (2002) 185–208
because of Eq. (2.13), it follows that∫

(@v∗ −@hvˆh) q dx=
∫

(@v∗ −@hvˆh) (q− qˆh) dx
+
∫
h
(∇vˆh −∇v∗) · ∇qˆh dx −
∑
i∈Nh
{∫
Tˆ i
@hvˆh∇qˆh · (x − xi) dx
}
:
As vˆh*
H 1
v∗ and ‖@hvˆh‖0 ¡+∞, it follows that all the integrals on the right-hand side tend to zero
because qˆh → q in the H 1-norm. Then,
lim
h
∫

(@v∗ −@hvˆh)q dx=0 ∀q∈D();
which proves the thesis.
Finally, the following lemma holds true.
Lemma 4. Let the primary meshes satisfy Assumption (H0) and de2ne the projection from L2()
into the space of the simple functions:
Rh( ):=
∑
i∈Nh
∫
h
 ’ˆi dx∫
h
’ˆi dx
Tˆ i : (3.6)
Then;
‖Rh( )−  ‖0;h6 ch | |1; ∀ ∈H 1(); (3.7)
where the constant c is independent of h.
The proof of this lemma is given in Proposition 6 of [11] and makes use of a classical result in
the theory of approximation; see Ciarlet [6], Theorem 15:3. Note that the convergence is maintained
even when the sum is restricted to the internal nodes:∑
i∈Ih
∫
h
 ’ˆi dx∫
h
’ˆi dx
Tˆ i→L2  ∀ ∈H
1(): (3.8)
We shall use this property in the proof of Theorem 1 below.
Proof of Theorem 1. Let us consider the lim-inf inequality 1rst. If lim inf h Jh(vˆh)= +∞, the in-
equality is obviously satis1ed. Let us consider a sequence {vh} such that lim inf h Jh(vh) is 1nite and
vh*
H 1
v with v∈H 10 (). By possibly passing to a subsequence, we can assume that vh ∈X0h and repeat
the argument of Lemma 3 to conclude that v∈H 2E and inequality (3.5) holds true. In particular, from
J (v)1=2 = ‖@v‖0 = sup
q∈L2()
〈@v; q〉
‖q‖0 ;
it follows that
J (v)6 lim inf
h
Jh(vh);
which is the inequality to be proved.
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Let us consider the second inequality. Again, the requirement is trivially satis1ed if v ∈ H 2E . Let
v∈H 2E and consider the problem
min
wˆ∈X0h
∫

|@v−@hwˆ|2 dx: (3.9)
The solution vˆh of problem (3.9) is characterized by the stationary condition 2∑
i∈Ih∪B.h
(∫
−ˆ
T i
@v dx −@hvˆh(xi)
)
@hwˆ(xi)|Tˆ i|=0 ∀wˆ∈X0h (3.10)
which, by direct computation, yields∫

|@v|2 dx¿ Jh(vˆh): (3.11)
Hence, Jh(vˆh) is bounded from above. From the coerciveness of Jh and Lemma 3 it follows that, by
possibly passing to a subsequence, which we still denote by {vˆh} there exists v∗ ∈H 2E such that
vˆh*
H 1
v∗ and @hvˆh*
L2
@v∗: (3.12)
Let us 1rst consider the simple support case, where the sum in (3.10) runs over the internal nodes
only. By de1nition (2.7) the generalized Laplacian of wˆ at the nodes of the mesh is given by
|Tˆ i|@hwˆ(xi)=−
∑
j∈Ih
(∫

∇’ˆj · ∇’ˆi dx
)
wˆ(xj); i∈Nh: (3.13)
If we restrict our attention to the internal nodes
|Tˆ i|@hwˆ(xi)=−
∑
j∈Ih
(∫

∇’ˆj · ∇’ˆi dx
)
wˆ(xj); i∈Ih (3.14)
and interpret (3.14) as a system of equations in the unknowns wˆ(xj), we see that it has a unique
solution for every assignment of the generalized Laplacian @hwˆ(xi), because the square matrix
Cji:=
∫
∇’ˆj · ∇’ˆi dx; i; j∈Ih, is strictly positive. Accordingly, the stationary condition yields
@hvˆh(xi)=
∫
−ˆ
T i
@v dx i∈Ih; (3.15)
because the values of @hwˆ(xi) can be arbitrarily chosen. By recalling (2.8), Eq. (3.15) implies that
@hvˆh*
L2
@v. On the other hand, ‖@hvˆh‖06 ‖@v‖0 by Jensen’s inequality. Thus, @hvˆh→
L2
@v. It follows
from (3.12) that @v∗=@v and thence that
v∗= v: (3.16)
So, Eqs. (3:16) (3:12)1 and (3:11), {vˆh} is a recovery sequence.
The clamping case is less straightforward, because the stationary condition involves the values of
the generalized Laplacian calculated at the boundary nodes and these, in turn, depend through the
2 It is interesting to notice that this is the constraint equation of the primal mixed formulation of LSM studied by
Davini and Pitacco.
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solution of system (3.14) on the values the generalized Laplacian takes at the internal nodes. So, an
estimate of the corresponding boundary terms is needed.
Let  ∈D() and let  ˆ h ∈X0h be its Ritz projection in X0h de1ned by the condition∫

(∇ −∇ ˆ h) · ∇qˆ dx=0 ∀qˆ∈X0h: (3.17)
By Eq. (2.13), Assumption (H0) and Eq. (3.17), it turns out that the generalized Laplacian at the
internal nodes is given by
@h ˆ h(xi)=
∫
 @ ’ˆi dx∫
 ’ˆi dx
for i∈Ih: (3.18)
These values determine uniquely @h ˆ h(xi) at the boundary nodes and thence the simple function
@h ˆ h:=
∑
i∈Nh
@h ˆ h(xi)Tˆ i :
Note that for small enough h the support of  is contained in h \
⋃
j∈Bh Tj. So,∫
 @ ’ˆi dx∫
 ’ˆi dx
=0 for i∈Bh: (3.19)
If we then denote by
◦
@h ˆ h:=
∑
i∈Ih
@h ˆ h(xi)Tˆ i
the restriction of @h ˆ h to the set of the internal dual elements:
◦
h:=
⋃
i∈Ih Tˆ i, it follows that
◦
@h ˆ h =Rh(@ ): (3.20)
Then, from the remark following Lemma 4, we have that
◦
@h ˆ h→
L2
@ ; (3.21)
while
@h ˆ h*
L2
@ : (3.22)
Let us choose wˆ=  ˆ h in the stationary condition (3.10). Then,∫
◦

h
@hvˆh@h ˆ h dx +
∫
\◦
h
@hvˆh@h ˆ h dx=
∫

(@v)h@h ˆ h dx; (3.23)
with
(@v)h:=
∑
i∈Nh
(∫
−ˆ
T i
@v dx
)
Tˆ i :
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Note that (@v)h→
L2
@v, because (@v)h*
L2
and ‖(@v)h‖06 ‖@v‖0 by Jensen’s inequality. It follows
from this, (3.12) and (3.21) that
lim
h
∫
◦

h
@hvˆh@h ˆ h dx=
∫

@v∗@ dx;
lim
h
∫

(@v)h@h ˆ h dx=
∫

@v@ dx: (3.24)
Let us now consider the term
∫
\◦h @hvˆh@h ˆ h dx in Eq. (3.23). By recalling the de1nition of the
generalized Laplacian at a node xi, we can write this term in the form∣∣∣∣∣∣
∫
\◦
h
@hvˆh@h ˆ h dx
∣∣∣∣∣∣=
∣∣∣∣∣∣
∑
i∈Bh
(
@hvˆh(xi)
∫

∇ ˆ h · ∇’ˆi dx
)∣∣∣∣∣∣ : (3.25)
A uniform estimate by Nitsche [16], namely
| −  ˆ h|1;∞6 ch ln h| |2;∞;
implies that the following inequality
|∇ ˆ h|6 ch ln h| |2;∞ (3.26)
holds true in \ ◦h provided that supp  ⊂ ◦h. Therefore, taking account of Eq. (3.26) in Eq. (3.25)
yields ∣∣∣∣∣∣
∫
\◦
h
@hvˆh@h ˆ h dx
∣∣∣∣∣∣6 ch ln h
∑
i∈Bh
|@hvˆh(xi)|1h |supp ’ˆi|: (3.27)
Hence,∣∣∣∣∣∣
∫
\◦
h
@hvˆh@h ˆ h dx
∣∣∣∣∣∣6 ch ln h

∑
i∈Bh
|@hvˆh(xi)|2|Tˆ i|


1=2
∑
i∈Bh
1
h2
|Tˆ i|


1=2
;
where
∑
i∈Bh |@hvˆh(xi)|2|Tˆ i|6 Jh(vˆh)¡J (v) because of (3.11), and
∑
i∈Bh 1=h
2|Tˆ i|6 ch−1. There-
fore, we get the estimate∣∣∣∣∣∣
∫
\◦
h
@hvˆh@h ˆ h dx
∣∣∣∣∣∣6 ch1=2 ln h;
which implies
lim
h
∫
\◦
h
@hvˆh@h ˆ h dx=0: (3.28)
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By using (3.24) and (3.28) in (3.23), we conclude by density that∫

@v∗@ dx=
∫

@v@ dx ∀ ∈H 20 (): (3.29)
Thus, again, @v∗=@v. Since both v∗ and v belong to H 10 (), we conclude that v∗= v and the proof
is completed.
Remark 2. A few remarks on the theorems proved in this section are important. Looking at the
proof of Lemma 3 makes it clear that one does not need to pass to a subsequence in order to have
that @hvˆh*
L2
v∗ if suph Jh(vˆh)¡+∞.
It is also clear from a straightforward application of the Green’s formula and repeating an argument
used in Lemma 3 that
vˆh→
H 1
v∗;
when vˆh*
H 1
v∗ and @hvˆh*
L2
v∗. In particular, this property applies to the recovery sequences de1ned
in Theorem 1. Since the minimizers of the discrete functionals to be considered in the following
section constitute a recovery sequence for the minimizer of the limit functional, this implies that
their convergence is in fact strong in the H 1 norm. We shall be more speci1c on this in the next
section.
4. Some consequences
Let us brie5y review some problems in the class described by (2.2), for which the previous results
apply.
As a 1rst example, consider the case where
F(v)= J (v)− 2〈f; v〉 (4.1)
with H 2E =H
2
0 (). Since the function 〈f; ·〉 :H 10 () → R is continuous in the weak topology by
de1nition, it follows from Theorem 6:21 in [8] that the sequence of functionals
Fh(v) := Jh(v)− 2〈f; v〉; v∈H 10 () (4.2)
-converges to F. Here, the functionals Fh are equi-coercive and their -limit F has a unique
minimum. From one of the key properties of -convergence [8, Theorems 7:8 and 7:24], it follows
that
min
v∈H 10
F(v)= lim
h
min
v∈H 10
Fh(v) (4.3)
and, also, that
uh*
H 1
u; (4.4)
u and uh being the (unique) minimizers of F and Fh, respectively. In fact, uh→
H 1
u, as we noticed
in Remark 2. Therefore, the uh can be used to approximate u. To calculate them, a sequence of
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discrete unconstrained minimum problems for the quadratic functions Fh have to be solved and we
can use standard techniques to do it.
The Stokes problem of 5uid dynamics considered by Glowinski [12] 1ts the above format, v being
is the stream function. So does the 2-D problem of isotropic elastostatics under loading device. In the
latter instance, the variational formulation is derived from the complementary minimum principle,
once the stress function is written in the form w= v + v0, with v0 describing any stress 1eld in
equilibrium with the applied forces. Here, the method provides an approximation to the equilibrium
solution by means of singular stress 1elds that vanish everywhere except along the sides of the
primal triangles, where they simulate a system of interaction forces acting between the nodes of the
mesh. When mechanically interpreted, this amounts to approximating the given plane elastic body
(a slab, in fact) by an equivalent sequence of trusses. Thus, the technique evokes a route from
continuum to discrete that is usually traversed the other way round in more traditional applications
of -convergence.
The anisotropic version of this problem was considered by Angelillo et al. [1], who adapted the
argument of Davini and Pitacco [11] to prove convergence. By analogy, they called their technique
the lumped stress method (LSM), adopting the same acronym, but with a dual meaning. Angelillo’s
paper also discusses various aspects and computational features of the technique.
Unlike the paper by Glowinski, where he took f∈L2() so that the solution is eventually in
H 4(), and assumed that the mesh satis1ed a suitable geometrical condition, here no such regularity
is required. We just use Assumption (H0) and the hypothesis that f∈H−1(). Both assumptions can
probably be relaxed by re1ning the analysis, but I have not explored this. For instance, a numerical
example [11] based on the choice of VoronoQR dual elements seems to indicate that the restriction on
the area of the dual elements could perhaps be eliminated.
Some equilibrium problems in the bending of the Kirchho.–Love plates also fall within this
setting. In this case the total energy F is given by
F(v)=
∫

((@v)2 + c det∇2v) dx − 2〈f; v〉; (4.5)
which is a functional of form (2.2) with
G(v)= c
∫

det @2v dx:
The terms @v and det ∇2v in the integrand are the mean curvature and the Gaussian curvature of
the plate (more precisely, their linearized versions for small de5ections), respectively. With the usual
bounds for the Poisson ratio, c is a material constant that takes value in the interval (−4;−1). In
particular, it is easily checked that the integrand in (4.5) is strictly positive for −4¡c¡− 1.
Let us call the quantity
∫
 det∇2v dx the total Gaussian curvature of the bended plate. As shown
in Theorem 1 of [10], the following formula:∫

det∇2v dx= 1
2
〈/01(v;1); 2; v;0〉H 1=2(9); v∈H 2(); (4.6)
holds true, where /01 is the 2-D Ricci symbol and v;0; v;1 and (·); 2 denote the traces of the partial
derivatives of v with respect to Cartesian coordinates and the distributional derivative with respect
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to the arc length along 9, respectively. The expression 〈·; ·〉H 1=2(9) stands for the canonical pairing
between H−1=2(9) and H 1=2(9), i.e., the extension of the scalar product in L2(9) to this pair of
spaces. In particular, formula (4.6) shows that G(v) is a null Lagrangian determined by the boundary
data.
Note that equality (4.6) holds true for any domain with Lipschitz boundary. So, the expression
on the right-hand side can be used for calculating the total Gaussian curvature of any reasonable
portion of the plate. We shall make use of this in the next section.
From (4.6) it turns out that G vanishes identically in the following instances: (a) for clamped
plates; and, (b) for simply supported polygonal plates. The former is a direct consequence of the
vanishing of the trace of ∇v for every v∈H 20 (); the latter is less straightforward and the reader
is referred to Lemma 2:2:2 of [13] for a proof. Therefore, F reduces to the form (4.1) in both
cases.
Notice that the regularity result we used in the proof of Lemma 3 remains valid for convex
polygonal domains. Hence, if we assume that the polygon is convex, we can conclude from the
analysis of Section 3 that
Fh→

F
also in case (b), with Fh again given by (4.2).
A proof of the convergence of LSM for convex polygonal plates simply supported at the boundary
was given in [10]. The present paper puts LSM in a di.erent perspective, o.ering an alternative
proof.
Although in the above cases, the plate problem and the biharmonic problem have the same vari-
ational formulation and can be treated similarly, they are di.erent problems. For instance, bending
moments in the plate are in5uenced by the value of the constitutive constant c and there is no way
to evaluate them by using LSM in the form presented so far. In fact, by using Eq. (4.6), Davini and
Pitacco [10] worked out a discretization of the total Gaussian curvature that leads to a more speci1c
approximation scheme. Various numerical tests suggest that the scheme converges for rather general
boundary conditions and geometry of the plate. Thus, although there is no proof of convergence yet,
I believe that it is worth closing this paper with a discussion of that proposal in a conditional form.
In the next section, I shall sketch how the proposed discretization for the plate problem 1ts
with the framework of -convergence. Before doing so, let us recall some results that support this
expectation.
In order to provide a numerical example, Davini and Pitacco [10] applied the LSM to the case
of a rhombic plate simply supported and uniformly loaded (Fig. 2). This is considered a benchmark
problem to test the accuracy of the 1nite element methods, because the presence of a singularity
in the bending moments concentrated at the obtuse corners [14] often causes an early deterioration
of the performance of the 1nite element algorithms, as pointed out by Robinson [19]. Following
Pogorelov [17] and making use of (4.6), the authors introduced a generalization of the Gaussian
curvature that applies to the polyhedral functions. They calculated accordingly the (generalized)
average Gaussian and mean curvatures over the dual elements and thence the principal curvatures
and bending moments. Some results of the analysis are shown in Figs. 3 and 4.
In Fig. 3, the errors in the higher bending moment at the center of the plate are compared with
those calculated by Robinson for various kinds of 1nite elements. The 1gure plots the error versus
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Fig. 2. The rhombic plate and two examples of meshes. (N indicates the number of internal nodes.)
Fig. 3. Error on the bending moment at the center of the plate, evaluated with respect to Morley’s solution, versus the
degrees of freedom of various discrete models.
the number of degrees of freedom (which coincides with the number of internal nodes for LSM);
the errors are calculated with respect to the series solution given by Morley truncated at the eighth
term.
In Fig. 4, the principal bending moments along the shortest diagonal calculated by implementing
LSM with a 32×32 mesh are compared with those of Morley’s solution truncated at the third order.
Since the generalized Gaussian curvature turns out to be a Dirac measure supported at the nodes of
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Fig. 4. Principal bending moments along the shortest diagonal.
the mesh, the use of a homogeneous dual mesh in evaluating the averages certainly plays a role in
the outcome, but the agreement between the two is doubtless amazing.
5. Discretization of the total Gaussian curvature. Babuska’s paradox
Formula (4.6) holds for every Lipschitz subdomain ! ⊆  and v∈H 2():∫
!
det∇2v dx= 1
2
〈/01(v;1); 2; v;0〉H 1=2(9!) v∈H 2(): (5.1)
The right-hand side can be seen to represent the area with sign of the region bounded by the image
of 9! into R2 under the (linearized) Gauss map: ∇v : → R2.
For a polyhedral function, the values of the partial derivatives along 9! are well de1ned, and their
tangential derivative turns out to be a Dirac measure supported at the points where 9! intersects the
sides of the primal mesh. However, by the Hadamard lemma, it is possible to see that the expression
on the right-hand side of (5.1) remains meaningful and can be used to extend the notion of total
Gaussian curvature to the polyhedral functions.
Namely, if we denote the intersection points between 9! and the sides of the primal mesh by
Rt; t=1; 2; : : : and imagine orienting 9! counterclockwise, this yields∫
!
det∇2vˆh dx:=12
∑
t
/01vˆh;0(R−t )vˆh;1(R
+
t ); vˆh ∈Xh(): (5.2)
The expression on the right-hand side of (5.2) describes the area of a polygon whose vertices
are the endpoints of the vectors representing the gradient of vˆh at the various facets traversed by
9!. Thus, de1nition (5.2) maintains the geometrical meaning of formula (5.1). This is the way
Pogorelov generalized the notion of Gaussian curvature to polyhedra. If one adopts it, the total
Gaussian curvature turns out to be a measure supported at the primal nodes with a weight, at each
node, given by the right-hand side of Eq. (5.2).
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For de1niteness, let us restrict our attention to simply supported plates and to domains with smooth
boundary. 3
By a density argument, from Eq. (4.6) it can be proved that∫

det∇2v dx=− 1
2
∫
9
4v2; n d2; ∀v∈H 2() ∩ H 10 (); (5.3)
where 4 is the curvature of 9 (negative if the center of curvature is on the opposite side with
respect to the outward normal) and 2 is the arc length measured from some origin on 9. Therefore,
the total Gaussian curvature depends continuously on the trace of v;n in the norm of L2(9). Since it
can be shown that vk *
H 2()
v implies that (vk); n *
H 1=2(9)
v;n and the embedding of H 1=2(9) into L2(9)
is compact, from Eq. (5.3) it follows
Lemma 5. The total Gaussian curvature is continuous in H 2()∩H 10 () with respect to the weak
topology:
{vk}; v in H 2() ∩ H 10 (); vk*
H 2
v ⇒ lim
k
∫

det∇2vk dx=
∫

det∇2v dx: (5.4)
In particular, Lemma 5 implies that the functional
∫
 det∇2v dx attains both its minimum and
maximum in every weakly compact set.
The previous lemma suggests that we should look at the discretization of the total Gaussian
curvature in like terms. Lemma 3, and in particular our Remark 2, introduces a notion of sequential
convergence in a H 2-like topology for sequences of piecewise aHne functions. Namely, whenever
a sequence {vˆh} ⊂ X0h is such that vˆh*
H 1
v and suph Jh(vˆh)¡+∞; then
v∈H 2() ∩ H 10 (); vˆh*
H 1
v and @hvˆh*
L2
@v:
If we recall that ‖@(·)‖0 and ‖(·)‖2 are equivalent norms in H 2() ∩H 10 (); this strongly reminds
us of weak convergence in that space.
Motivated by these considerations, we explore the consequences of the following conjecture.
Conjecture 6. If {vˆh} ⊂ X0h and v∈H 10 () are such that vˆh*
H 1
v and suph Jh(vˆh)¡+∞; then
lim
h
∫
◦
h
det∇2vˆh dx=
∫

det∇2v dx; (5.5)
where
◦
h =
⋃
i∈Ih Tˆ i.
Let us de1ne the functionals
J(v):=J (v) + G(v); (5.6)
3 In fact, a Lipschitz domain with a piecewise-smooth boundary consisting of a 1nite number of arcs would be enough
for what follows.
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with
G(v):=

 c
∫

det∇2v dx for v∈H 2() ∩ H 10 ();
+∞ for v∈H 10 ()\H 2() ∩ H 10 ();
(5.7)
and
Jh(v):=Jh(v) + Gh(v); (5.8)
with
Gh(v):=


c
∫
◦

h
det∇2vˆ dx for vˆ ≡ v∈X0h;
+∞ for v∈H 10 ()\X0h:
(5.9)
Here, −4 ¡ c ¡ −1.
Theorem 7. Let mh be de2ned as
mh:= min
Jh(v)=1
Jh(v): (5.10)
Then;
lim inf
h
mh ¿ 0: (5.11)
Proof. We proceed by contradiction. As the discrete unit ball {v∈H 10 (): Jh(v)= 1} is contained
in X0h and thence compact, there is at least one minimizer of Jh in problem (5.10). Call it uˆ h and
let us assume that inequality (5.11) be violated. Then, there should be a subsequence {uˆ hk} such
that
lim inf
h
mh = lim
hk
Jhk (uˆ hk )6 0: (5.12)
For convenience, we avoid to relabel the subsequence hereafter. For each h; introduce the functions
de1ned by the condition
u˜ h ∈H 10 (): @u˜ h =@huˆ h (in the distributional sense); (5.13)
with @huˆ h =
∑
i∈Ih(−
∫
Tˆ i
@uˆ h dx)Tˆ i according to formula (2.8). As ‖@huˆ h‖20 = Jh(uˆ h)= 1; by the
regularity theory it turns out that u˜ h ∈H 2() ∩ H 10 () and also, trivially, that J (u˜ h)= 1. Thus, by
the coerciveness of J there is a (not relabeled) subsequence {u˜ h} and u∈H 2()∩H 10 () such that
u˜ h*
H 2
u: (5.14)
It follows that
u˜ h→
H 1
u: (5.15)
In particular, from Lemma 5, we also have that
lim
h
∫

det∇2u˜ h dx=
∫

det∇2u dx: (5.16)
C. Davini / Journal of Computational and Applied Mathematics 140 (2002) 185–208 205
With slightly di.erent notation, problem (5.13) coincides with that considered by Davini and
Pitacco [10, formula (3.16)]. They called the function u˜ h the regularization of uˆ h and proved that
‖uˆ h − u˜ h‖H 1 ¡0h for some constant 0; see [10, Theorem 2]. Therefore, from Eq. (5.15) it follows
that
u˜ h→
H 1
u: (5.17)
Thus, as Jh(uˆ h)= 1; Conjecture 6 applies. Thence from the conjecture and Eq. (5.16) we deduce
that
lim
h
Gh(uˆ h)=G(u)= lim
h
G(u˜ h): (5.18)
By recalling that Jh(uˆ h)= J (u˜ h)= 1; Eqs. (5.12) and (5.18) yield
0¿ lim inf
h
mh = lim
h
(Jh(uˆ h) + Gh(uˆ h))
= lim
h
(J (u˜ h) + G(u˜ h))¿ inf
J (v)=1
J(v): (5.19)
As the unit ball {v∈H 2() ∪ H 10 (): J (v)= 1} is compact with respect to the weak topology, by
Lemma 5 the functional J(v) in (5.19) has a minimizer. If we call it w and take into account that
the strain energy of the plate is strictly positive for −4¡c¡− 1; we get the contradiction
0¿ lim inf
h
mh¿J(w)¿ 0; (5.20)
which proves the thesis.
Let 6 := lim inf
h
mh. For small enough h; Jh(v) is greater than 6=2 on the unit ball, with 6¿ 0.
By recalling that Jh is a quadratic and homogeneous functional, it follows that
Jh(v)¿
6
2
Jh(v) ∀v∈H 10 (): (5.21)
So, by Lemma 2, the functionals Jh are equi-coercive in H 10 () and the sequential characterization
of -convergence applies.
A straightforward repetition of Theorem 1 yields the following theorem:
Theorem 8. The sequence {Jh}(wH 1)–converges to J.
Proof. Again, the lim-inf inequality is obviously satis1ed if lim inf hJh(vh)=+∞. Let {vh} ⊂ H 10 ()
and v be such that vh *
H 1
v and lim inf hJh(vh)¡+∞. Then, it is possible to extract a subsequence
{vˆhk}, which is obviously contained in X0h, such that
lim
hk
Jhk (vˆhk )= lim infh
Jh(vh)¡+∞:
In particular, suphk Jhk (vˆhk )¡ + ∞. So, Conjecture 6 applies to this subsequence and thence
limhkGhk (vˆhk )=G(v). It follows that
lim inf
h
Jh(vh) = lim
hk
Jhk (vˆhk )= limhk
Jhk (vˆhk ) + limhk
Ghk (vˆhk )
¿ J (v) + G(v) ≡ J(v):
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As to the existence of a recovery sequence, there is nothing to prove if v ∈ H 2() ∩ H 10 (). If
this is not the case, for any chosen v we can construct polyhedral functions that satisfy (3.15) and
arrive at a sequence vˆh ∈X0h such that vˆh *
H 1
v and J (v)¿ Jh(vˆh). Accordingly, we can write
J(v)¿ Jh(vˆh) + Gh(vˆh) + (G(v)− Gh(vˆh))
and, since Gh(vˆh)→ G(v), we get
J(v)¿ lim sup
h
Jh(vˆh): (5.22)
This concludes the proof.
Contingent upon the validity of Conjecture 6, we can use the minimizers of the functionals
Fh(·)= Jh(·) + Gh(·)− 2〈f; ·〉 to approximate the equilibrium solution of a simply supported plate
under the distributed transverse load f. An extensive application of this version of LSM was given
by Suraci in his thesis [20]. There a detailed account of the computational burden involved is also
given and compared with that required by various conforming 1nite elements.
Let us end this paper by applying the LSM to a case that has given rise to a curious paradox
known as Babuska’s paradox (cf. [2]). It concerns the approximation of a simply supported circular
plate, uniformly loaded, by means of a sequence of regular polygonal plates inscribed in the circle,
also simply supported and uniformly loaded. Rather surprisingly, the solutions for the polygons do
not converge to that for the circle. The di.erence is quite substantial. For instance, for a Poisson ratio
7=0:3, the normalized transverse displacement at the center of the plate is 4:347E−2 for the circle,
whereas from numerical evaluations [20] the limit displacement for the polygonal plates is 3:199E−2.
Various authors have tried to explain the discrepancy as an inadequacy of the mathematical model
to picture reality near the boundary, but this is not really relevant here.
Eq. (5.3) shows that the total Gaussian curvature depends on the curvature of 9. Thus, it makes
clear that the passage from the circle to the polygons cannot be regarded as a small perturbation for
the problem at hand, and this discloses the source of the paradox. In fact, for functions belonging
to H 2() ∩ H 10 () the total Gaussian curvature vanishes identically when  is a polygon, whereas
it does not when  is a smooth domain.
Taking account of the Gaussian curvature in the generalized sense in the LSM seems to avoid
this diHculty and to yield convergent approximations. The following tables contain the results of
numerical tests related to the question.
Table 1 shows the normalized displacement at the center of a circular plate calculated by LSM.
Note that, for each mesh Th; h is a regular polygon inscribed in the circle, but both the number
of sides of the polygon and the degrees of freedom of the 1nite element model vary when h tends
to zero. Therefore, the numerical solution at each step should not be regarded as an approximation
of that of the corresponding simply supported polygonal plate.
To illustrate the role of the Gaussian curvature, the LSM has been implemented without including
Gh in the objective functional; cf. Table 2. The results provide clues that the solutions converge to
the paradoxical one.
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Table 1
Displacement at the center vs. degrees of freedom
DOF uc approx. uc exact
— — 4:3476 E− 2
414 4:306 E− 2
857 4:318 E− 2
1600 4:402 E− 2
3600 4:380 E− 2
4600 4:370 E− 2
Table 2
Displacement at the center vs. degrees of freedom in the paradoxical case
DOF uc approx. uc paradox.
— — 3:199 E− 2
414 3:149 E− 2
857 3:172 E− 2
1600 3:206 E− 2
3600 3:208 E− 2
4600 3:204 E− 2
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