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ABST RACT  
 
Unsupervised shadow removal aims to learn a non-linear function to map the original image from shadow domain to non-shadow 
domain in the absence of paired shadow and non-shadow data. In this paper, we develop a simple yet efficient target-consistency 
generative adversarial network (TC-GAN) for the shadow removal task in the unsupervised manner. Compared with the 
bidirectional mapping in cycle-consistency GAN based methods for shadow removal, TC-GAN tries to learn a one-sided 
mapping to cast shadow images into shadow-free ones. With the proposed target-consistency constraint, the correlations between 
shadow images and the output shadow-free image are strictly confined. Extensive comparison experiments results show that TC-
GAN outperforms the state-of-the-art unsupervised shadow removal methods by 14.9% in terms of FID and 31.5% in terms of 
KID. It is rather remarkable that TC-GAN achieves comparable performance with supervised shadow removal methods. 
1. Introduction 
Shadow removal is a task to remove shadows from the 
shadowed image while maintaining the content and illumination 
consistency between non-shadow area and the removed 
shadowed region. The task is usually applied to nature images, 
which is quite challenging due to the environmental non-
idealities such as illumination variations, occlusion etc. 
Although recent machine learning based shadow removal 
methods [1][2][3][4], especially those using deep neural network 
[5][6][7][8], have achieved remarkable performance, the shadow 
features and the removal operation are learned from the paired 
shadow removal datasets in the supervised manner. In practice, 
high quality paired shadow and non-shadow images are difficult 
and costly to obtain. The shadow images are therefore acquired 
by artificially masking some shadowless regions of the original 
images, which is then taken as the corresponding shadow free 
labels. Using this artificial masking, however, would only cover 
limit shadow patterns, the learned shadow removal models are 
hence with weak generalization ability for real world shadow 
removal. Furthermore, there are differences between the actual 
non-shadow natural image and non-shadow label due to the 
deviation of camera position and illumination variations. 
Comparatively, the unpaired natural scene images that contain 
shadows and non-shadow images, are easy to be acquired. This 
allows us to collect a large number of shadow images and 
mismatched non-shadow images with variety scenes. However, 
due to the lack of supervision with corresponding non-shadow 
labels, the unsupervised shadow removal is more challenging 
than the supervised approach, and the few existing works cannot 
achieve satisfactory results. 
In this work, we will focus on shadow removal problem in an 
unsupervised manner, and transform original image with shadow 
regions to shadow-free image by learning an effective mapping 
network without paired data. Formally, denote 𝐷𝑋 as a set of real 
images with shadow and 𝐷𝑌 as a set of real non-shadow images, 
for a shadow image 𝑥 in the shadow domain 𝐷𝑋, we are aiming to 
train a mapping network 𝐺 , which translates 𝑥  to non-shadow 
domain 𝐷𝑌 in the absence of paired data.  
It has been shown that the recent popular adversarial learning 
[9] could be an effective method for supervised shadow removal 
[5][10][11]. Adversarial learning aims to learn a non-linear 
mapping network through restricting the output shadow-free 
images to be indistinguishable from the non-shadow domain 
images. However, this constraint is inadequate for unsupervised 
shadow removal so that network is prone to collapse during 
training [12]. The cycle-consistency assumption [12][13][14] for 
adversarial learning is then proposed to make up the deficiency 
of vanilla adversarial network. The adversarial training with 
cycle-consistency constraint is achieved through an additional 
inverse mapping network capable of translating the image from 
target domain back to input domain, and provide supervision 
through the cycle-consistency loss of input image and 
reconstructed images produced by inverse mapping network.  
The cycle-consistency constraint can be easily implemented in 
the shadow removal task. However, we noticed that such good-
quality cycle-consistency mechanism is unsuitable to our shadow 
removal assumption. An intuitive example is shown in Figure 
1(a). We denote the mapping network from shadow domain to 
non-shadow domain as 𝐺𝑋2𝑌 and the inverse mapping network as 
𝐺𝑌2𝑋. When we input two images of different shadows (different 
in shadow positions, strength or shape, etc.) with the same 
background, the cycle-consistency helps the output of 𝐺𝑌2𝑋 to be 
as consistent as possible with the input image (shown by the red 
dotted lines). And since 𝐺𝑌2𝑋  is a deterministic network in the 
forward phase, for two different output images, it requires two 
different input shadow images. Therefore, the cycle-consistency 
constraint hopes that two images of different shadows with the 
same background will have a different output after 𝐺𝑋2𝑌 . The 
reason why the cycle-consistency constraint does not conform to 
the shadow removal assumption is that for two shadow images 
with the same background, shadow removal assumption believes 
that the corresponding shadow-free image should be consistent. 
In addition, for the shadow removal problem, the mapping from 
the shadow domain to non-shadow domain is irreversible, since 
the shadow domain often contains a larger distribution space than 
the non-shadow domain. In order to solve this contradiction, one 
simple idea is not to adopt the reverse mapping from non-shadow 
domain to shadow domain, but to directly constrain the 
consistency in the non-shadow domain. An intuitive example is 
shown in Figure 1(b).    
Unlike the cycle-consistency constraint based model, we do 
not use 𝐺𝑌2𝑋 to reconstruct the image that from the non-shadow 
domain back to the shadow domain, but only use one-sided 
mapping network. At the same time, in order to explicitly 
constrain the fact that different shadow images with the same 
background correspond to the same shadow-free image, we apply 
consistency constraint on different shadow images with the same 
background input to 𝐺𝑋2𝑌 . In this paper, we refer to this 
consistency constraint as the target-consistency constraint. The 
target-consistency constraint conforms to the shadow removal 
assumption and can provide supervision for the training process. 
It should be noted that since our dataset does not contain 
image pairs with different shadow images in the same 
background, the above-mentioned target-consistency network 
cannot be directly used for training. However, if we have two 
shadow images that corresponding to the same shadow-free 
image, the target-consistency can be used. To this end, we have 
modified the structure of the network and finally present a target-
consistency generative adversarial network (TC-GAN) for 
unsupervised shadow removal. As shown in Figure 1(c), we use 
two mapping networks 𝐺𝐴 and 𝐺𝐵  with different parameters. 
These two networks receive the same shadow image as input, and 
output the corresponding shadow-free image independently. 
When the parameters of 𝐺𝐴 and 𝐺𝐵  are different at any time 
during training process, they will encode the same input image 
into different feature representations and decode them into the 
same shadow-free image. Then, during the training process, the 
shadow-free images generated by 𝐺𝐴 and 𝐺𝐵  are constrained to 
Figure 1. Comparison of cycle-consistency constraint (a) and target-
consistency constraint (b and c). The red dotted lines denote the unsupervised 
constraint. 
achieve target-consistency loss to provide supervision for the 
training. We use adversarial learning [9] to optimize our model, 
and for each mapping network 𝐺𝐴 and 𝐺𝐵 , there is a 
corresponding discriminator 𝐷𝐴 and 𝐷𝐵 . In order to ensure that 
the parameters of 𝐺𝐴and 𝐺𝐵 are different at all times during the 
training process, we initialize two networks with different 
parameters before training. Meanwhile, different non-shadow 
labels are provided for different discriminators in each training 
iteration.  
From another perspective, since the constraint of adversarial 
learning is quiet inadequate, any slight random perturbation is 
acceptable to the discriminator. So the model can easily collapse 
and the output shadow-free image may exist some artifacts, 
which affects the quality the image seriously [14]. Therefore, we 
hope that the model can avoid unnecessary random disturbances 
in the mapping process as much as possible, which requires 
additional supervision for the model. The target-consistency loss 
is an ideal constraint method. It suppresses the random 
disturbance during the mapping by supervising each other 
between two independent mapping networks, so that the one-to-
one mapping form shadow domain to non-shadow domain can be 
strictly performed, which also meets the requirements of shadow 
removal assumption. It is worth mentioning that the network 
structure of our TC-GAN is similar to recent proposed DML 
model [16] at the first glance, but our model has a totally 
different idea and optimization strategies.  
To our best knowledge, TC-GAN is the first method that uses 
one-sided generative adversarial network for unsupervised 
shadow removal, and compared with supervise-based approaches, 
TC-GAN does not require paired data for training. We conducted 
sufficient experiments on ISTD and USR shadow removal 
datasets, quantitative and qualitative comparison with the state-
of-the-art approaches demonstrate the effectiveness of our 
method, and our TC-GAN can even achieve a comparable 
performance with supervised methods. 
2. Related Work 
2.1. Shadow Removal 
Typical conventional shadow removal methods remove 
shadows in terms of gradient domain manipulation [17][18][19], 
shadow illumination and color transfer [3][20][21][22], and 
accurate shadow matte [1][2][23]. Recently, deep learning based 
methods are widely used for shadow removal tasks with paired 
shadow and non-shadow image datasets [5][10][11][24][25]. Qu 
et al. [12] proposed an end-to-end multi-context embedding 
network to integrate high-level semantic context for shadow 
removal. Hu et al. [6] presented a deep neural network for 
shadow detection and removal by analyzing the spatial image 
context in a direction-aware manner. Wang et al. [8] proposed a 
stacked conditional generative adversarial network to jointly 
learn shadow detection and shadow removal. In addition, there 
are very few methods learning to remove shadow in an 
unsupervised manner, Hu et al. [26] present a mask guided 
generative adversarial network for shadow removal based on 
unpaired shadow and non-shadow images, which aims to avoid 
tedious annotations and obtain more diverse training samples. 
2.2. Generative Adversarial Network 
Generative adversarial networks [9] are powerful generative 
models, which learn a generator and a discriminator jointly such 
that the generator produces realistic images that confuse the 
discriminator [27][28][29]. Many tasks have recently been 
developed based on deep convolutional GANs and achieved 
impressive results, e.g., text to image synthesis [30][31], image 
super-resolution [32][33], style transfer [34][35], domain 
adaptation [36][37] and image translation [14][38][39]. 
2.3. Unpaired Image-to-Image Translation 
The unpaired image-to-image translation learns the domain 
mapping function without the requirement of paired training data. 
Recently, CycleGAN [12], DiscoGAN [13] and DualGAN [14] 
are proposed to jointly learning a bijection by enforcing cycle 
consistency to help to produce convincing mappings. Since then, 
many subsequent methods have been proposed to improve the 
cycle-consistency constraint [40][41][42][43]. In addition, many 
attention-based methods have also been proposed and achieved 
remarkable performance for unpaired image-to-image translation 
[44][45][46][47]. Furthermore, Benaim and Wolf [48] proposed a 
one-sided unsupervised mapping network which maintaining the 
distances between samples within domains, and Fu et al. [49] 
develop a geometry-consistent generative adversarial network to 
perform one-sided unsupervised image-to-image translation. 
3. Methodology 
3.1. Shadow Removal Formulation 
Since shadow image and the corresponding non-shadow label 
only differ in local illumination and brightness generally, 
following many existing methods [5][25][26], we propose to 
derive shadow-free images by generating shadow residuals of 
Figure 2. An illustration of our target-consistency generative adversarial network (TC-GAN). TC-GAN is composed of two generators (𝑮𝑨 and 𝑮𝑩) in the 
encoder-decoder structure and two discriminators ( 𝑫𝑨 and 𝑫𝑩 ). It takes a shadow image as input and outputs the shadow-free target from 𝑮𝑨  and 
𝑮𝑩independently, and then a pre-trained model selection classifier from model selection module (MSM) determines the final output of the network (the pink 
rectangle in the figure). 
shadow images and adding them to the input shadow images 
instead of generate shadow-free images directly, i.e.: 
 𝐼𝑓 = 𝐼𝑠 + 𝐺𝑟𝑒𝑠(𝐼𝑠), (1) 
where 𝐼𝑠 , 𝐼𝑓  , 𝐺𝑟𝑒𝑠(𝐼𝑠) denotes the input shadow image, output 
shadow-free image and shadow residual respectively. It should be 
noted that in order to make the non-redundant description, the 
expression 𝐼𝑓 = 𝐺(𝐼𝑠) is used in the rest of our paper to simplify 
the above-mentioned process without compromising contextual 
understanding. 
3.2. Target Consistency Generative Adversarial Network 
The overall structure of the proposed target-consistency 
generative adversarial network (TC-GAN) is shown in Figure 2. 
TC-GAN contains two generators (denoted by 𝐺𝐴 and 𝐺𝐵 ) and 
discriminators (denoted by 𝐷𝐴 and 𝐷𝐵 ) with exactly the same 
structure. 𝐺𝐴and 𝐺𝐵 receive an identical shadow image x ∈ 𝐷𝑋 as 
input image, and then output the corresponding shadow-free 
target 𝐺𝐴(𝑥) and 𝐺𝐵(𝑥) independently. We design several 
components in the network, and in the following paragraphs, we 
will describe the details on these major components and highlight 
their novelties. 
3.2 .1 .  Model  Se lect ion  Module (MSM)  
Since both 𝐺𝐴and 𝐺𝐵 are output the target shadow-free image, 
the model have to decide which image to be used as the final 
output during the test phase. Apparently, fixing 𝐺𝐴(𝑥) or 𝐺𝐵(𝑥) 
as the final output of the model is not an optimal choice, since the 
optimal generator may be different for different samples. 
However, the scores produced by two independent discriminators 
cannot be directly compared. To this end, we design a model 
selection module (MSM) to render dynamic model selection for 
each sample inference. Specifically, as shown in Figure 2, the 
model selection module is composed of a model selection 
classifier, which is a pre-trained shadow/non-shadow binary 
classifier and its output scalar is used to represent the probability 
that the input image is a shadow-free image. We use the shadow 
and non-shadow images in the dataset to train this model 
selection classifier in advance, and keep the model parameters 
fixed during the training of 𝐺𝐴 and 𝐺𝐵 . Hence, for a shadow 
image x ∈ 𝐷𝑋, we obtain the final shadow-free output ?̅? by the 
following formula: 
 ?̅? = {
𝐺𝐴(𝑥);    if 𝑀𝑆𝑀(𝐺𝐴(𝑥)) ≥ 𝑀𝑆𝑀(𝐺𝐵(𝑥))
𝐺𝐵(𝑥);    if 𝑀𝑆𝑀(𝐺𝐴(𝑥)) < 𝑀𝑆𝑀(𝐺𝐵(𝑥))
 (2) 
3.2 .2 .  Adversaria l  Constrain t  
Since 𝐺𝐴and 𝐺𝐵  share the same network structure, taking 𝐺𝐴 
as an example, the adversarial constraint [9] enforces generator 
𝐺𝐴 and discriminator 𝐷𝐴  to jointly optimize the adversarial loss 
ℒ𝑔𝑎𝑛(𝐺𝐴, 𝐷𝐴). Specifically, let 𝑝(𝑋)and 𝑝(𝑌) represent the data 
distribution of shadow domain 𝐷𝑋  and non-shadow domain 𝐷𝑌 , 
the adversarial loss ℒ𝑔𝑎𝑛(𝐺𝐴, 𝐷𝐴)can be expressed as: 
 
ℒ𝑔𝑎𝑛(𝐺𝐴, 𝐷𝐴) = 𝔼𝑦1~𝑝(𝑌)[𝑙𝑜𝑔𝐷𝐴(𝑦1)] 
                                 +𝔼𝑥~𝑝(𝑋)[𝑙𝑜𝑔 (1 − 𝐷𝐴(𝐺𝐴(𝑥)))] 
(3) 
In other words, 𝐺𝐴 aims to minimize adversarial loss so that 
𝐷𝐴will annotate the output from 𝐺𝐴 as a sample submit to non-
shadow domain data distribution 𝑝(𝑌). By contrast,𝐷𝐴 aims to 
maximize the adversarial loss to distinguish real non-shadow 
images from generated fake images. 𝐺𝐴 and 𝐷𝐴 are trained 
alternately to optimize the adversarial loss, and finally converge 
to Nash equilibrium [9]. For 𝐺𝐵 and 𝐷𝐵 , in the same form as 
ℒ𝑔𝑎𝑛(𝐺𝐴, 𝐷𝐴), the adversarial loss ℒ𝑔𝑎𝑛(𝐺𝐵, 𝐷𝐵)can be expressed 
as: 
 
ℒ𝑔𝑎𝑛(𝐺𝐵, 𝐷𝐵) = 𝔼𝑦2~𝑝(𝑌)[𝑙𝑜𝑔𝐷𝐵(𝑦2)] 
+𝔼𝑥~𝑝(𝑋)[𝑙𝑜𝑔 (1 − 𝐷𝐵(𝐺𝐵(𝑥)))] 
(4) 
 
It should be noted that since we provide different non-shadow 
labels for different discriminators during training, we use 𝑦1and 
𝑦2in the formula to reflect this. 
3.2 .3 .  Target  Cons is tenc y Const rain t  
With adversarial loss alone for training may lead the mapping 
to be highly under-constrained, and degrade the quality of output 
images [14]. Therefore, we propose a target-consistency 
constraint to ensure the correlation between the shadow image 
and the output shadow-free image. Specifically, a shadow image 
𝑥 ∈ 𝐷𝑋  is provided to 𝐺𝐴 and 𝐺𝐵  respectively, and the output 
target of 𝐺𝐴(𝑥) and 𝐺𝐵(𝑥) is restricted to be as close as possible 
according to the target-consistency constraint, i.e.: 
 ℒ𝑡𝑐(𝐺𝐴, 𝐺𝐵) = 𝔼𝑥~𝑝(𝑋)[‖𝐺𝐴(𝑥) − 𝐺𝐵(𝑥)‖1]. 
(5) 
Compared with cycle-consistency loss, target-consistency loss 
restricts the output shadow-free target directly, which reduces the 
random disturbance of the output and links it and input image 
tightly. The shadow removal assumption believes that the 
missing information from the shadow area can be guided by the 
non-shadow area, so there is only one unique shadow free image 
corresponding to a certain shadow image. The target-consistency 
constraint embodies the characteristics of such strict deterministic 
mapping, while the cycle-consistency constraint allowed to 
contain random information that is independent of the shadow 
domain since it restricts the image mapped to the non-shadow 
domain indirectly by constraining the image after two reciprocal 
mappings of the input image. Therefore, as far as shadow 
removal task is concerned, target-consistency constraint is more 
suitable than cycle consistency constraint. 
3.2 .4 .  Fully  Ob ject ive  
By using target-consistency constraint during training, our 
TC-GAN can be trained by learning a good mapping from 
shadow domain to non-shadow domain. In addition, we leverage 
the identity loss [50] to preserve the colour composition between 
the input and output image [12]. Hence, for a non-shadow 
domain image 𝑦 ∈ 𝐷𝑌, we hope that the generators 𝐺𝐴and 𝐺𝐵 can 
output it as it is. The identity loss of 𝐺𝐴 and 𝐺𝐵 are described as: 
 ℒ𝑖𝑑𝑡(𝐺𝐴) = 𝔼𝑦1~𝑝(𝑌)[‖𝐺𝐴(𝑦1) − 𝑦1‖1] 
(6) 
 ℒ𝑖𝑑𝑡(𝐺𝐵) = 𝔼𝑦2~𝑝(𝑌)[‖𝐺𝐵(𝑦2) − 𝑦2‖1] 
(7) 
In summary, the final loss function for our TC-GAN is a 
weighted sum of the adversarial loss, target-consistency loss, and 
identity loss: 
 
ℒ𝑡𝑐𝑔𝑎𝑛(𝐺𝐴, 𝐺𝐵, 𝐷𝐴 , 𝐷𝐵) = 
𝜆1 (ℒ𝑔𝑎𝑛(𝐺𝐴, 𝐷𝐴) + ℒ𝑔𝑎𝑛(𝐺𝐵, 𝐷𝐵)) 
                    +𝜆2 ∙ ℒ𝑡𝑐(𝐺𝐴, 𝐺𝐵) 
                    +𝜆3(ℒ𝑖𝑑𝑡(𝐺𝐴) + ℒ𝑖𝑑𝑡(𝐺𝐵)), 
(8) 
where 𝜆1 ,𝜆2 and 𝜆3 are trade-off hyperparameters to weight the 
contribution of ℒ𝑔𝑎𝑛 ,ℒ𝑡𝑐  and ℒ𝑖𝑑𝑡 . We empirically set 𝜆1 ,𝜆2and 
𝜆3 as 1, 40, and 5 respectively in all the experiments and the 
negative log likelihood objective is replaced with a more stable 
and effective least-square loss for adversarial loss [28]. Finally, 
we optimize the whole network in a minimax manner: 
 𝑎𝑟𝑔 min
𝐺𝐴,𝐺𝐵
max
𝐷𝐴,𝐷𝐵
ℒ𝑡𝑐𝑔𝑎𝑛(𝐺𝐴, 𝐺𝐵, 𝐷𝐴 , 𝐷𝐵) (9) 
3.3. Model Structure and Implementation Details 
3 .3 .1 .  Model  S tructure  
The overall framework of our TC-GAN is illustrated in Figure 
2. We follow the architecture of generator and discriminator 
designed by CycleGAN [12]. Specifically, the generator 𝐺𝐴and 
𝐺𝐵 are standard encoder-decoder, which contains three stride 2 
convolution layers, nine residual blocks [51] and three stride 2 
deconvolution layers, each convolution and deconvolution layer 
is followed by an instance normalization and ReLU activation 
function. The discriminator 𝐷𝐴 and 𝐷𝐵  distinguish image at the 
patch level following PatchGANs [14]. Our discriminator 
contains four stride 2 convolution layers, each followed by an 
instance normalization and Leaky ReLU activation function with 
slope of 0.2. The model selection binary classifier in model 
selection module (MSM) is consistent with the network structure 
of the discriminator 𝐷𝐴and 𝐷𝐵. 
3.3 .2 .  Implementa t ion  Detai ls  
We use the Adam solver [52] with a basic learning rate of 
0.0002 and the first and second momentum values are 0.5 and 
0.999 respectively to optimize our network. The parameters in all 
the generators and discriminators are random initialized. We train 
our network in a total of 200 epochs with a mini-batch size of 
one and fix the learning rate for the first 100epochs then 
gradually reduce it to zero with a linear decay rate in the next 100 
epochs. The input image size is 256 ×256 for all the experiments, 
and we scale the images form the dataset to  286 ×286 and 
randomly cropped to 256 ×256 for data argumentation. Lastly, 
we built our model on PyTorch library and trained in a computer 
with a single NVIDIA GTX1080Ti GPU. 
We use the same image size, optimizer and data 
argumentation strategy as mentioned above to train the binary 
classifier in model selection module (MSM). The training lasted 
50 epochs in total with a basic learning rate of 0.001, and finally 
reached about 91% accuracy. 
4. Experiments 
4.1. Shadow Removal Datasets and Evaluation Metrics 
4 .1 .1 .  ISTD Dataset  
ISTD dataset [8] is a widely used dataset for shadow removal. 
It contains 1330 training triplets of shadow image, non-shadow 
image and binary shadow mask and 540 testing triplets. As 
aforementioned, due to the inconsistency of camera exposure and 
background movement, the non-shadow labels in this supervised 
shadow removal dataset are not exactly match the corresponding 
shadow images, and this will introduce the error for shadow 
removal methods. Two intuitive examples on the ISTD dataset 
are shown in Figure 3. In general, the shadow image and its 
corresponding non-shadow label, actually, should be completely 
consistent in the non-shadow area. However, the example in the 
first row of Figure 3 shows that there exists a significant 
difference in illumination of the non-shadow area between 
shadow and shadow-free image. And the second row of Figure 3 
shows the deviation of the position on the non-shadow 
background, for example, the clouds in the sky and the yellow 
balloon in the upper right corner. 
4.1 .2 .  USR Dataset  
USR [26] is a brand new unsupervised shadow removal 
dataset that contains 2445 shadow images (1956 for training and 
489 for testing) and 1770 unpaired non-shadow images. USR 
dataset contains a large variety of scenes with shadows cast by 
various kinds of objects, e.g., trees, buildings, traffic signs, 
persons, etc. It should be noted that since the USR is an unpaired 
shadow removal dataset, we do not know the non-shadow labels 
for the testing shadow images. 
4.1 .3 .  Evalua t ion  Metr ics  
We followed the recent works [5][6][7][8] to evaluate shadow 
removal performance on ISTD paired dataset by computing the 
root mean-square-error (RMSE) for the different areas between 
the ground truth and predicted shadow-free images in LAB 
colour space. In general, smaller RMSE indicates better 
performance. In addition, on USR unpaired dataset, due to the 
lack of corresponding ground truth for shadow images, we use 
the recently proposed Fréchet Inception Distance (FID) [53] and 
Kernel Inception Distance (KID) [54] for quantitative evaluation. 
FID computes the Wasserstein-2 distance between multi-variate 
Gaussians fitted to data embedded into a feature space, and KID 
computes the squared Maximum Mean Discrepancy between the 
feature representations of real and generated images. For both 
FID and KID, smaller is better. 
4.2. Experiments on USR dataset 
Table 1. User study results on the USR dataset. For this metric, higher is 
better. 
Methods Stage-I Rating 
(mean & std.) 
Stage-II Rating 
(mean & std.) GAN-alone [14] 2.85±1.65 2.31±1.96 
DistanceGAN [48] 3.04±1.73 2.67±2.18 
CycleGAN [12] 
 
4.36±2.02 3.94±1.82 
U-GAT-IT [44] 4.12±2.21 3.99±1.58 
AttentionGAN [46] 4.21±2.51 3.28±2.78 
MaskShadowGAN [26] 4.51±1.49 3.46±1.57 
TC-GAN (ours) 5.91±1.35 6.66±1.62 
Under the condition of unsupervised learning, there are not 
many models that we can compare with, since many existing 
models require supervised dataset for training and we will 
compare with them on the ISTD supervised dataset in Section 4.3. 
In this section, we compare our TC-GAN with the 
MaskShadowGAN [26], which is the state-of-the-art 
unsupervised shadow removal methods. In addition, we also 
compare our TC-GAN with same latest proposed unpaired 
image-to-image translation models. Specifically, following 
Figure 3. Two mismatched examples on ISTD dataset. From left to right, the 
columns are shadow images, ground truth and histograms of non-shadow 
areas. 
models are trained on the USR dataset using the official source 
code and training hyper-parameters: GAN_alone (Pix2Pix [14] 
model without paired supervision), DistanceGAN [48], 
CycleGAN [12], U-GAT-IT [44] and AttentionGAN [46]. It 
should be noted that in order to make a fair comparison, we 
generate shadow residual for all the generators as described in 
Section 3.1, and finally add it to the input shadow image to 
obtain the shadow-free output.  
4.2 .1 .  Quali ta t ive Evalua t ion  
For qualitative evaluation, we conduct a two-stage user study 
to evaluate the performance of shadow removal on USR dataset. 
Specifically, we subjective study 10 participants in different ages 
and genders, and for each participant in Stage-I, we randomly 
select 10 shadow images from the USR testing set and obtain a 
total of 70 shadow-free images generated by GAN-alone, 
DistanceGAN, CycleGAN, U-GAT-IT, AttentionGAN, Mask-
ShadowGAN and our TC-GAN. Afterwards, we asked the 
participant to rate the 70 shadow-free images in a scale from 1 
(bad quality) to 10 (good quality). In Stage-II, we randomly 
select another 10 shadow images and performed the same 
operations as Stage-I but provide participant with the shadow 
images that corresponding to the 70 shadow-free images. In 
general, Stage-I aims to evaluate the quality of the shadow-free 
images generated by different models, while Stage-II aims to 
evaluate the visual effect of shadow removal for different models 
on the input shadow images. 
In total, we obtained 100 ratings (10 participants ×10 images) 
per method in both Stage-I and Stage-II respectively. We 
calculated the mean and standard deviation of these ratings and 
summarized the results in Table 1. As can be seen that our TC-
GAN achieves the highest rating performance in both Stage-I and 
Stage-II. Besides, although the cycle-consistency base models 
(CycleGAN, U-GAT-IT, AttentionGAN, Mask-ShadowGAN) 
can achieve an improvement performance compared with vanilla 
GANs, they are not as good as our TC-GAN with target- 
consistency constraint. In addition, since the target consistency 
constraint that maintains the correlation between the input 
shadow image and generated shadow-free image, our TC-GAN 
also shows a greater advantage in the Stage-II. 
4.2 .2 .  Quanti ta t ive Evalua t ion  
For quantitative evaluation, we calculate the FID and KID 
scores for all compared models. Besides, in order to evaluate the 
correlation between the input shadow image and generated 
shadow-free target, we also calculated the RMSE of the non-
shadow area between them. Specifically, we use the BDRAR 
method [55] and its open source pre-trained model to obtain the 
shadow mask for the shadow image, and a smaller RMSE score 
represents a better match between shadow image and the output 
shadow-free image, which means the model change less to non-
shadow regions. 
Table 2. Quantitative results on the USR dataset. For FID, KID 
(KID×100±std.×100) and RMSE metrics, lower is better. 
Methods FID [15] KID [4] RMSE 
GAN-alone [14] 108.4338 2.9889±0.4872 20.5989 
DistanceGAN [48] 103.8114 2.7214±0.4888 14.5482 
CycleGAN [12]  
 
85.9422 2.4699±0.4858 12.7868 
U-GAT-IT [44] 95.6675 2.7124±0.4447 10.8764 
AttentionGAN [46] 95.1523 2.8461±0.4816 4.3253 
MaskShadowGAN[26] 85.0228 2.4096±0.4568 12.8541 
TC-GAN (ours) 72.3522 1.6503±0.4548 10.5271 
The evaluation results of all models are shown in Table 2, and 
our TC-GAN get the smallest FID and KID score compared with 
all models. Moreover, we present the visual comparison of 
shadow removal results on USR dataset in Figure 4. It should be 
noted that since AttentionGAN directly copies the pixels of the 
input shadow image to the output shadow-free image, it can 
obtain a relative lower RMSE score. However, the results of FID 
and KID score indicate that AttentionGAN may fail in removing 
shadow samples effectively, which can be seen from Figure 4. In 
addition, it can be observed from Figure 4 that due to the lack of 
sufficient constraint, the generated image of GAN_alone and 
DistanceGAN (the second the third columns) contains many 
random perturbations and artifacts, and this is likely to indicate 
Figure 4. Visual comparison of shadow removal results on the USR dataset. 
that the model collapsed during training. Columns 4 to 6 in 
Figure 4 are the results of cycle-consistency based models. We 
observe that the output of these models more or less retain the 
information of the shadow region, which leads to the failure of 
shadow removal. This is because the assumption of cycle-
consistency constraint hopes that the generated shadow-free 
image can be reconstructed to a shadow image without any 
additional information supplementation, therefore, the generated 
shadow-free image must contain shadow information. 
MaskShadowGAN (columns 7) can provide mask guidance for 
shadow areas in reverse mapping, so that the generated shadow-
free image does not need to contain information about the 
shadow position. However, due to the lack of guidance on other 
conditions such as shadow intensity, the shadow-free image 
generated by MaskShadowGAN have large colour differences.  
Our TC-GAN solves the above problems by using one-sided 
mapping with target-consistency loss. The target-consistency 
constraint reduces the random disturbance in the mapping 
process and the changes to non-shadow regions and the use of 
one-sided mapping can make the model do not need to solve the 
problem of missing information in the reverse mapping. It can be 
seen from the last column of Figure 4 that our TC-GAN can 
completely remove shadow regions while keeping the non-
shadow area unchanged. 
4.3. Experiments on ISTD dataset 
Table 3. RMSE results for different methods on ISTD dataset. Abbreviations: 
S (shadow area), N (non-shadow area), A (entire image) and N-I (compared 
with non-shadow area of input image). 
Methods S N A N-I 
Gong et al. [56] 14.98 7.29 8.53 --- 
Guo et al. [2] 18.95 7.46 9.3 --- 
Yang et al. [4] 18.92 14.83 15.63 --- 
ST-CGAN [8] 10.33 6.93 7.43 7.45 
DSC [6] 9.22 6.39 6.67 6.61 
TC-GAN (ours) 11.49 5.91 6.85 6.29 
We also compare our TC-GAN with supervised methods on 
ISTD dataset. Many baseline and advanced shadow removal 
methods on ISTD dataset are take into comparison as well, 
including Gong et al. [56], Guo et al. [2], Yang et al. [4], ST-
CGAN [8]  and DSC [6] . We obtained their result directly from 
the authors and in order to make a fair comparison, we scale the 
size of the testing images to 256 × 256 via Cubic Spline 
Interpolation. It should be noted that since the ISTD dataset 
contains additional binary shadow masks, we only use a subset of 
shadow images and non-shadow images for training. In addition, 
since TC-GAN training without the information about the binary 
shadow mask from the ISTD dataset, we have not compared with 
more methods that use full ISTD for training. We calculate the 
RMSE between the generated shadow-free image and ground 
truth in shadow area (S), non-shadow area (N) and the entire 
image (A) respectively. In addition, considering that the non-
shadow labels in the ISTD dataset contain noises, we further 
directly calculate the RMSE of the generated image and the input 
shadow image in non-shadow area (N-I), which can better reflect 
the performance of different methods. 
 All evaluation results are summarized in Table 3, and it 
should be noted that compared with other supervised methods, 
TC-GAN does not use the paired supervision in ISTD dataset. 
Specifically, we disrupt the paired order of shadow images and 
non-shadow images during training TC-GAN, and used random 
cropping to avoid pixel matching between any two shadow image 
and non-shadow image in the dataset. As shown in Table 3, our 
TC-GAN achieves comparable performance to the supervised 
methods without paired supervision, especially in non-shadow 
areas, due to the use of target-consistency constraint, TC-GAN 
can even achieve better performance than supervised model.  
Figure 5 illustrates the visual comparison of shadow removal 
results on ISTD dataset. It can be seen that due to the noise of 
training labels, the supervised methods usually cannot remove 
shadow perfectly (the first and second rows) or keep the non-
shadow areas unchanged (the third and fourth rows). 
Comparatively, TC-GAN effectively removes the shadow sand 
retain the content and illumination in non-shadow areas 
simultaneously, even if the paired data are not used for training. 
Figure 5. Visual comparison of shadow removal results on the USR dataset. 
5. Conclusion 
In this work, we propose a novel target consistency generative 
adversarial network, named TC-GAN, for unsupervised shadow 
removal. Our TC-GAN uses target consistency constraint to learn 
a one-sided mapping from shadow to non-free domain, which 
ensure the correlation between the generated shadow-free target 
and input shadow image. In experiment, the proposed TC-GAN 
is compared with many supervised and state-of-the-art 
unsupervised shadow removal methods, and both quantitative 
and qualitative evaluation demonstrate the effectiveness of our 
method. In the future, we plan to apply TC-GAN to more shadow 
scene tasks, such as shadow detection and shadow removal in 
video, etc. 
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