ABSTRACT. We study Steinberg algebras constructed from ample Hausdorff groupoids over commutative integral domains with identity. We reconstruct (graded) groupoids from (graded) Steinberg algebras and use this to characterise when there is a diagonalpreserving (graded) isomorphism between two (graded) Steinberg algebras. We apply this characterisation to groupoids of directed graphs in order to study diagonalpreserving (graded) isomorphisms of Leavitt path algebras and * -isomorphisms of graph C * -algebras.
INTRODUCTION
Steinberg algebras, introduced in [30] and independently in [17] , are algebraic analogues of groupoid C * -algebras. The class of Steinberg algebras includes for instance discrete inverse semigroup algebras (see for example [30] ), Kumjian-Pask algebras (see for example [20] ), and Leavitt path algebras (see for example [21] ). Steinberg algebras have recently attracted a great deal of attention (see for instance [3, 14, 15, 16, 18, 31, 32] ).
For an ample Hausdorff groupoid G and a ring R with identity, the Steinberg algebra A R (G ) is the convolution algebra of locally constant functions from G to R. When R = C, the Steinberg algebra A C (G ) is a dense subalgebra of the groupoid C * -algebra C * (G ). The algebra of locally constant functions from the unit space G 0 of G to R is a commutative subalgebra of A R (G ), called the diagonal and denoted D R (G ). If Γ is a discrete group, then any continuous cocycle (i.e., a groupoid homomorphism) c : G → Γ induces a Γ-grading of A R (G ).
We show that for a commutative integral domain with identity R, an ample Hausdorff groupoid G , a discrete group Γ, and a continuous cocycle c : G → Γ satisfying a mild condition, the groupoid G and the cocycle c can be recovered from the Steinberg algebra A R (G ), its diagonal subalgebra D R (G ), and the Γ-grading of A R (G ). It follows that if G 1 and G 2 are two ample Hausdorff groupoids and c 1 : G 1 → Γ and c 2 : G 2 → Γ are continuous cocycles satisfying the aforementioned condition, then there is a Γ-graded isomorphism φ : A R (G 1 ) → A R (G 2 ) satisfying φ (D R (G 1 )) = D R (G 2 ) (we call such an isomorphism diagonal-preserving), if and only if there is a topological groupoid isomorphism ψ : G 1 → G 2 such that c 2 • ψ = c 1 .
It is worth noting that we only need the ring structure of A R (G ) and D R (G ) to recover G . It follows that we only need a diagonal-preserving Γ-graded ring-isomorphism φ : A R (G 1 ) → A R (G 2 ) in order to conclude that G 1 and G 2 are isomorphic as graded topological groupoids. On the other hand, if G 1 and G 2 are isomorphic as graded topological groupoids, then it follows that A R (G 1 ) and A R (G 2 ) are isomorphic as * -algebras by a diagonal-preserving isomorphism. Thus, if there is a diagonal-preserving Γ-graded ring-isomorphism between A R (G 1 ) and A R (G 2 ), then there is also a diagonal-preserving Γ-graded * -algebra-isomorphism between A R (G 1 ) and A R (G 2 ).
If we let Γ be the trivial group, then the cocycles and the gradings also become trivial, and our result then says that two groupoids G 1 and G 2 belonging to a large class of ample Hausdorff groupoids, which contains all topologically principal ample Hausdorff groupoids and any ample Hausdorff groupoid all of whose isotropy subgroups are either free groups or free abelian groups, are isomorphic if and only if there is a diagonalpreserving isomorphism between A R (G 1 ) and A R (G 2 ).
Motivation and historical background.
When G is the graph groupoid G E of a directed graph E, the Steinberg algebra A R (G E ) is precisely the Leavitt path algebra L R (E), and the diagonal subalgebra D R (G E ) is precisely the diagonal subalgebra D R (E) of L R (E) ( [17, Remark 4.4 
] and [21, Example 3.2]).
Working with the Steinberg algebra model of a Leavitt path algebra, Brown, Clark and an Huef showed in [6] that if E is a row-finite directed graph without sinks (sources using their convention) and R is a commutative integral domain with identity, then the graph groupoid G E can be reconstructed from the data (L R (E), D R (E)) ([6, Theorem 4.9]). They used this reconstruction result to show that, for row-finite directed graphs without sinks, there is a diagonal-preserving * -isomorphism between Leavitt path algebras if and only if there is an isomorphism between the corresponding graph groupoiods ([6, Theorem 6.2]), and deduced that this is equivalent to there being a diagonal-preserving isomorphism between the corresponding graph C * -algebras ( [6, Corollary 6.3] ).
Ara, Bosa, Hazrat and Sims showed in [3] that if G is an ample Hausdorff groupoid equipped with a cocycle whose kernel is topologically principal, and R is a commutative integral domain with identity, then G can be reconstructed from the data (A R (G ), D R (G )) ([3, Corollary 3.11]). They used this reconstruction result to show that there is a diagonalpreserving graded isomorphism of Steinberg algebras if and only if there is a cocyclepreserving isomorphism between the corresponding groupoids ([3, Theorem 3.1]). By applying this to graph groupoids, they deduced, among many other interesting results, that, for directed graphs in which every cycle has an exit, there is a diagonal-preserving isomorphism between Leavitt path algebras if and only if there is a diagonal-preserving * -isomorphism between the corresponding graph C * -algebras ([3, Corollary 4.4]).
Presentation of the results.
In this paper, we use techniques and ideas of [3] and [6] to extend [3, Theorem 3 .1] to a larger class of ample Hausdorff groupoids by significantly relaxing the assumption that the kernel of the cocycle is topologically principal (Theorem 3.1). We also prove a "stabilised version" of this result (Theorem 3.11) and by combining this with [12, Theorem 3.2] we are able to relate groupoid equivalence and Kakutani equivalence with diagonal-preserving isomorphism of stabilised Steinberg algebras (Corollary 3.12). We also discuss how diagonal-preserving graded isomorphisms of Steinberg algebras are related to actions of inverse semigroups (Corollary 3.14). All of these results hold for arbitrary ample Hausdorff groupoids G and cocycles c : G → Γ with values in a discrete group, satisfying a mild condition, which in particular is satisfied if there is a dense subset X ⊆ G 0 of the unit space of G such that c −1 (e) ∩ G x x (where G x x is the isotropy group) is a free or free abelian group for all x ∈ X (for Corollary 3.12 we also require that G 0 be σ -compact). In particular, these results hold for the groupoid of an arbitrary directed graph, the groupoid of a finitely-aligned higherrank graph, the groupoid of a partial action of a free or a free abelian group on a totally disconnected locally compact Hausdorff space, and many tight groupoids of inverse semigroups (see Remark 3.3) .
In the second half of the paper, we apply our results to the groupoids of directed graphs in order to strengthen [3, Corollary 4.4 [9, Corollary 6.4] , and to obtain Leavitt path algebra versions of the results of [11] . In particular, we show that if R is a commutative integral domain with identity and E and F are arbitrary directed graph, then there is a diagonal-preserving isomorphism between L R (E) and L R (F) if and only if the graph groupoids G E and G F are isomorphic (Corollary 4.2). By [7] , the latter condition is equivalent to the existence of a diagonal-preserving isomorphism between the graph C * -algebras C * (E) and C * (F), and by [5] , it is also equivalent to the existence of an orbit equivalence from E to F that preserves isolated eventually periodic points. We also show that there is a diagonalpreserving isomorphism between the stabilised Leavitt path algebras L R (E) ⊗ M ∞ (R) and L R (F) ⊗ M ∞ (R) if and only if the groupoids G E and G F are groupoid equivalent (Corollary 4.8). By [12] , the latter condition is equivalent to G E and G F being Kakutani equivalent, and to the existence of a diagonal-preserving isomorphism between the stabilised graph C * -algebras C * (E) ⊗ K and C * (F) ⊗ K . It is shown in [9] that if E and F are finite and have no sinks or sources, then the latter condition is equivalent to the two-sided edge shifts of E and F being flow equivalent. In this case, we also prove, by using [11] , that if L R (E) and L R (F) are equipped with the standard Z-grading, then there is a diagonal-preserving graded isomorphism between the stabilised Leavitt path algebras L R (E) ⊗ M ∞ (R) and L R (F) ⊗ M ∞ (R) if and only if the two-sided edge shifts of E and F are conjugate (Corollary 4.7).
AMPLE HAUSDORFF GROUPOIDS AND THEIR STEINBERG ALGEBRAS
For the benefit of the reader, we recall in this section the definitions of ample Hausdorff groupoids and Steinberg algebras. This is standard and can be found in many other papers, for example [3] and [6] .
Ample Hausdorff groupoids.
A groupoid is a small category G with inverses. The unit space G 0 of G is the collection of identity morphisms. That is, G 0 = {ηη −1 : η ∈ G }. The range map r : G → G 0 is given by r(η) := ηη −1 and the source map s : G → G 0 is given by s(η) = η −1 η. We say a pair (α, β ) ∈ G × G is composable is s(α) = r(β ), and denote by G 2 the collection of all composable pairs.
For U,V ⊆ G , we write UV := {αβ : α ∈ U, β ∈ V, and s(α) = r(β )}. For U ⊆ G , we write U −1 := {η −1 : η ∈ U }. Given units x, y ∈ G 0 , we write G x := s −1 (x), G y = r −1 (y), and G x y := G x G y . Note that G x x is a group called the isotropy group for x ∈ G 0 . We say that G is a Hausdorff groupoid if it has a Hausdorff topology under which the range, source and inverse maps are continuous, and the composition map is continuous with respect to the subspace topology on G 2 ⊆ G × G . We say that G is étale if the range and source maps are each local homeomorphisms. If G is étale, then G 0 is clopen in G . We say that G is ample if it is étale and G 0 has a basis consisting of compact open sets. A bisection is a subset U ⊆ G such that the range and source maps restrict to homeomoprhisms from U onto open subsets of G 0 . If G is ample, then it admits a basis consisting of compact open bisections.
Let Γ be a discrete group. A continuous cocycle c is a continuous homomorphism from G to Γ (that is, c carries composition in G to the group operation in Γ).
An isomorphism of Hausdorff groupoids φ : G → H is a homeomorphism from G to H that carries units to units, preserves the range and source maps, and satisfies φ (αβ ) = φ (α)φ (β ) for all composable pairs (α, β ) ∈ G 2 . The uniqueness of inverses implies that φ (α −1 ) = φ (α) −1 for α ∈ G .
2.2. Steinberg algebras. Let R be a commutative ring with identity and G an ample Hausdorff groupoid. The Steinberg algebra A R (G ) of G is the collection of locally constant R-valued functions on G with compact support with pointwise addition, and
Denote by S G the collection of all compact open bisections of G . Note that A R (G ) = span R {1 U : U ∈ S G } by [30, Proposition 4.3] , and 1
Let Γ be a discrete group and c :
We write D R (G ) := A R (G 0 ) for the commutative algebra of locally constant compactly supported functions from G 0 to R under pointwise operations. Since G 0 is clopen there is an embedding ι :
With this embedding we regard D R (G ) as a commutative subalgebra of A R (G ) and call it the diagonal of A R (G ). When R is a commutative integral domain, we have that
For ample Hausdorff groupoids G 1 and G 2 and continuous cocycles c 1 :
If R is a * -ring (i.e., R comes with an involution r → r * that is also a ring automorphism), then A R (G ) is a * -algebra with the involution f → f * defined by f * (η) = ( f (η −1 )) * for f ∈ A R (G ) and η ∈ G . We assume throughout the paper that every ring R is a * -ring (the involution could be the identity map).
RECOVERING
In this section we strengthen [3, Theorem 3.1] by significantly relaxing the assumption that c −1 (e) and d −1 (e) are topologically principal (Theorem 3.1). We also prove a "stabilised version" of Theorem 3.1 (Theorem 3.11). By combining this with [12, Theorem 3 .2], we relate groupoid equivalence and Kakutani equivalence with diagonalpreserving isomorphisms of stabilised Steinberg algebras (Corollary 3.12). We end the section by relating diagonal-preserving graded isomorphisms of Steinberg algebras with actions of inverse semigroups (Corollary 3.14).
Let R be a commutative integral domain with identity 1 and G a group with identity e. The group-ring RG of G is defined by RG := {∑ n i=1 r i g i : r i ∈ R, g i ∈ G}. An element a ∈ RG is a unit if there exist b, c ∈ RG such that ab = 1 = ca. A unit is trivial if it has the form ug for some u ∈ R and g ∈ G. Througout this section we will work with groups G that have the property that the group-ring RG has no zero-divisors and only trivial units. A group G is indexed if there is a homomorphism γ : G → Q + such that γ(G) = {0}. A group G is indicable throughout if every subgroup H ⊆ G such that H = {e} is indexed. For example, free groups and free Abelian groups are indicable throughout. If G is indicable througout, then RG has no zero-divisors and only trivial units ([25, Theorem 12 and Theorem 13]). Notice that if H is a subgroup of G, and RG has no zero-divisors and only trivial units, then RH has no zero-divisors and only trivial units.
In this section we prove the following theorem.
Theorem 3.1. Let R be a commutative integral domain with identity and let Γ be a discrete group. For i = 1, 2, let G i be an ample Hausdorff groupoid and c i : G i → Γ a continuous cocycle such that there is a dense subset X i ⊆ G 0 i such that the group-ring R(c
x ) has no zero-divisors and only trivial units for all x ∈ X i . The following are equivalent.
(1) There is an isomorphism ψ :
There is a diagonal-preserving graded * -algebra-isomorphism between A R (G 1 ) and A R (G 2 ). (3) There is a diagonal-preserving graded ring-isomorphism between A R (G 1 ) and A R (G 2 ).
It is perhaps worth mentioning that if Γ is the trivial group, then the cocycles c i and the gradings of A R (G i ) are trivial, and we obtain the following corollary from Theorem 3.1.
Corollary 3.2. Let R be a commutative integral domain with identity. For i = 1, 2, let G i be an ample Hausdorff groupoid such that there is a dense subset X i ⊆ G 0 i such that the group-ring R((G i ) x x ) has no zero-divisors and only trivial units for all x ∈ X i . The following are equivalent.
(1) G 1 and G 2 are isomorphic. (2) There is a diagonal-preserving * -algebra-isomorphism between A R (G 1 ) and
There is a diagonal-preserving ring-isomorphism between A R (G 1 ) and A R (G 2 ). For a commutative integral domain R with identity and a discrete group Γ, let C (R,Γ) be the class of pairs (G , c), where G is an ample Hausdorff groupoid and c is a continuous cocycle from G to Γ such that there is a dense subset X ⊆ G 0 such that the group-ring R(c −1 (e) ∩ (G ) x x ) has no zero-divisors and only trivial units for all x ∈ X . Theorem 3.1 then says that for
, there is a diagonal-preserving graded isomorphism between A R (G 1 ) and A R (G 2 ) if and only if there is an isomorphism ψ :
Remark 3.3. Let R be any commutative integral domain with identity and Γ any discrete group. The following pairs belong to C (R,Γ) .
• The pair (G E , c), where G E is the groupoid of a directed graph E (see for example [5, 7, 8, 11, 13, 21] ) and c is any continuous cocycle from G E to Γ (see the proof of Theorem 4.1); • the pair (G Λ , c), where G Λ is the groupoid of a finitely-aligned higher-rank graph Λ (see for example [20, 36] ) and c is any continuous cocycle from G Λ to Γ; • the pair (G tight (T ), c), where G tight (T ) is the tight groupoid constructed from a Boolean dynamical system in [10] , and c is any continuous cocycle from
, where G θ is the groupoid constructed in [1] from a partial action θ of a discrete group G on a totally disconnect locally compact Hausdorff space X , and c φ : G θ → Γ is the cocycle induced by a group homomorphism φ : G → Γ such that the group-ring R(ker φ ) has no zero-divisors and only trivial units; • the pair (G tight (S ), c φ ), where G tight (S ) is the tight groupoid of an E * -unitary inverse semigroup (see [23, 24] ), and c φ is the cocycle induced by a homomorphism φ : S → Γ such that there is a dense subset X ⊆Ê tight such that the groupring R(G x ), where G x is the group {[s, x] ∈ G tight (S ) : φ (s) = e, θ s (x) = x}, has no zero-divisors and only trivial units for all x ∈ X .
The implication (1) =⇒ (2) in Theorem 3.1 follows easily from the definitions of A R (G ), D R (G ) and the grading on A R (G ), and the implication (2) =⇒ (3) is obvious. Our strategy for proving (3) =⇒ (1) is similar to the strategy used to prove [6, Theorem 6.2]. For (G , c) ∈ C (R,Γ) , we construct from A R (G ) and D R (G ) a graded ample Hausdorff groupoid W G such that W G is isomorphic to G (Proposition 3.6), and then show that a diagonal-preserving graded ring-isomorphism between A R (G 1 ) and A R (G 2 ) induces a graded isomorphism between W G 1 and W G 2 (Proposition 3.10). Since we are working with isomorphisms that are not necessarily * -isomorphisms, and since we also need to recover the grading of G given by the cocycle c, we use a definition of normalisers similar to the one used in [3] instead of the definition used in [6] .
3.1. The normalisers of D R (G ). In the following, R is a commutative integral domain with identity, Γ is a discrete group, and (G , c) ∈ C (R,Γ) .
and mnm = m and nmn = n. We denote the set of normalisers N R (G ) and let
(2): Using arguments similar to those used in the previous paragraph, one can show
Since supp(n) is a union of a finite number of compact open bisections, it follows that there is a finite set F of mutually disjoint compact open subsets of r(supp(n)) such that U∈F U = r(supp(n)), and such that r(s −1 ({x}) ∩ supp(n)) ∩U consist of at most one point for each x ∈ s(supp(n)) and each U ∈ F.
Let x ∈ r(supp(m)) = s(supp(n)) and suppose the group-ring R(c −1 (e) ∩ G x x ) has no zero-divisors and only trivial units. Since ∑ U∈F m1 U n = m1 s(supp(m)) n = mn = 1 s(supp(n)) , it follows that there is a unique U x ∈ F such that x ∈ s(supp(n) ∩ r −1 (U x )). Let y be the unique point in r(s −1 ({x})∩supp(n))∩U x . Let E n := {η ∈ supp(n) : s(η) = x, r(η) = y}, let E m := {ζ ∈ supp(m) : s(ζ ) = y, r(ζ ) = x} and choose an η 0 ∈ E n . Then η −1 0 η, ζ η 0 ∈ c −1 (e) ∩ G x x for η ∈ E n and ζ ∈ E m . It follows that a := ∑ η∈E n n(η)η
Thus, b is the inverse of a in R(c −1 (e) ∩G x x ). Since R(c −1 (e) ∩G x x ) only has trivial units, it follows that there is an η n ∈ E n and an ζ m ∈ E m such that n(η) = m(ζ ) = 0 for all η ∈ E n \ {η n } and all ζ ∈ E m \ {ζ m }, and η −1 n = ζ m . Thus, η n is the only η ∈ supp(n) such that s(η) = x and r(η) ∈ U x , and ζ m is the only ζ ∈ supp(m) such that r(ζ ) = x and s(η) ∈ U x . A similar argument, using that R(c −1 (e) ∩ G x x ) has no zero-divisors, shows that if U ∈ F \ {U x }, then there is no η ∈ supp(n) such that s(η) = x and r(η) ∈ U , and no ζ ∈ supp(m) such that r(ζ ) = x and s(η) ∈ U .
We have shown that if x ∈ r(supp(m)) = s(supp(n)) and the group-ring R(c −1 (e) ∩ G x x ) has no zero-divisors and only trivial units, then there is a unique η ∈ supp(n) such that s(η) = n, and a unique ζ ∈ supp(m) such that r(ζ ) = x. Since there is a dense subset X ⊆ G 0 such that the group-ring R(c −1 (e) ∩ G x x ) has no zero-divisors and only trivial units for all x ∈ X , and since supp(m) and supp(n) are each the union of a finite number of compact open bisections, it follows that for every x ∈ r(supp(m)) = s(supp(n)) there is a unique η ∈ supp(n) such that s(η) = n, and a unique ζ ∈ supp(m) such that r(ζ ) = x. That is, the restriction of r to supp(m) and the restriction of s to supp(n) are injective. In a similar way one can show that the restriction of s to supp(m) and the restriction of r to supp(n) are injective. Thus, supp(m) and supp(n) are compact open bisections contained in c −1 (g) and c −1 (g −1 ), respectively.
(3): Since mn = 1 s(supp(n)) = 1 r(supp(m)) and nm = 1 s(supp(m)) = 1 r(supp(n)) , and since supp(m) and supp(n) are bisections, it follows that supp(n) = supp(m) −1 .
3.2.
The groupoid W G . For a commutative integral domain R with identity, a discrete group Γ, and (G , c) ∈ C (R,Γ) , we construct from A R (G ) and D R (G ), a graded groupoid W G which is isomorphic to G .
If A ⊆ G is an open bisection, then we let α A denote the homeomorphism from s(A) to r(A) given by α A (s(η)) = r(η) for η ∈ A. Proposition 3.6. Let R be a commutative integral domain with identity, Γ a discrete group, and (G , c) ∈ C (R,Γ) .
(1) There is an equivalence relation ∼ on
There is a bijection ψ G :
g and x ∈ s(supp(m)), and such that
. Then η 1 and η 2 are composable if and only if
It is easy to check that ∼ is an equivalence relation on 2 ) ) and U ⊆ G 0 is a compact open neighbourhood of x. Then supp(m 1 ) and supp(n 2 ) are bisections and supp(n 2 ) = supp(m 2 ) −1 by Lemma 3.5. Since
(4) We have that η 1 , η 2 ∈ G are composable if and only if x 1 = s(η 1 ) = r(η 2 ) = α supp(m 2 ) (x 2 ). We also have that
and that
Remark 3.7. If follows from Proposition 3.6 that if we equip W G with a partiallydefined product given by
] → g, and the topology generated by subsets of the form {[((m, n), g, x)] ∈ W G : supp(m) ⊆ A} where A ⊆ c −1 (g) is a compact open bisection, then W G is a Γ-graded ample Hausdorff groupoid which is isomorphic to G .
3.3.
A homeomorphism of unit spaces. We now generalise [6, Proposition 5.2] and show that a diagonal-preserving ring-isomorphism of Steinberg algebras induces a homeomorphism of the unit spaces of the groupoids.
Let R be a commutative integral domain with identity and G an ample Hausdorff groupoid. Then B(G ) := {p ∈ D R (G ) : p 2 = p} is a Boolean algebra with p ∨ q = p + q − pq, p ∧ q = pq and p ≤ q if and only if pq = p. Recall that a filter of a Boolean algebra B is a subset U of B such that p, q ∈ U =⇒ p ∧q ∈ U and p ∈ U , p ≤ q =⇒ q ∈ U , and that an ultra filter is a filter U that does not contain the zero element of B and has the property that U ⊆ U ′ =⇒ U = U ′ for any other filter U ′ that does not contain the zero element. Let B(G ) * := {U ⊆ B(G ) : U is an ultrafilter} equipped with the topology generated by the subbasic open sets N p := {U ∈ B(G ) * : p ∈ U } for p ∈ B(G ).
Proposition 3.8. Let R be a commutative integral domain with identity and let G be an ample Hausdorff groupoid. Define ρ G : Fix x ∈ G 0 . It is routine to check that ρ G (x) is a filter. We check that it is an ultrafilter. Suppose U is a filter such that 0 ∈ U and ρ G (x) ⊆ U . It suffices to show that U ⊆ ρ G (x). Suppose p ∈ U and let C := supp(p).
Since compact open sets separate points in G 0 , it follows that ρ G is injective. Arguments identitcal to the ones used in the proof of [6, Proposition 5.1] show that for U ∈ B(G ) * , the intersection 1 L ∈U L is a singleton {x} ⊆ G 0 , that ρ G is surjective with inverse given by ρ −1 G (U ) = x, and that ρ G is continuous.
Proposition 3.9. Let R be a commutative integral domain with identity and let G 1 and G 2 be ample Hausdorff groupoids. If φ :
Proof. The isomorphism φ restricts to an isomorphism from the Boolean algebra B(G 1 ) onto B(G 2 ), and induces a homeomorphismφ :
Arguments identical to the ones used to prove [6, Proposition 5.2 and Lemma 5.3] show that φ * satisfies the desired property.
3.4. Proof of Theorem 3.1. To prove Theorem 3.1, we use Proposition 3.9 to show that a diagonal-preserving graded ring-isomorphism of Steinberg algebras A R (G 1 ) ∼ = A R (G 2 ) induces a graded isomorphism of the groupoids W G 1 and W G 2 .
Proposition 3.10. Let R be a commutative integral domain with identity, Γ a discrete group, and (G 1 , c 1 
for g ∈ Γ, (m, n) ∈ N R (G 1 ) g and x ∈ supp(m).
Proof. Our proof follows the proof of [6,
. Then x 1 = x 2 and there is a compact open neighbourhood U ⊆ G 1 of x 1 such that m 1 
] is clearly an inverse for Φ, so Φ is a bijection.
The topology on W G is generated by basic open sets Z((m, n), g,
Finally, we check that Φ is a homomorphism. We have that m1 U n(α supp(m) (x)) = 1 U (x) for any compact open subset U of s(supp(m)), so
Using this at the fourth equality, we calculate
Proof of Theorem 3.1.
(1) =⇒ (2): Suppose that ψ :
Then there is a graded * -algebra-isomorphism φ : (3): Any diagonal-preserving graded * -algebra-isomorphism between A R (G 1 ) and A R (G 2 ) is also a diagonal-preserving graded ring-isomorphism between A R (G 1 ) and 
is an isomorphism from G 1 onto G 2 such that c 2 • ψ = c 1 .
3.5. Diagonal-preserving stable isomorphisms of Steinberg algebras. We present a "stabilised version" of Theorem 3.1 and an analogue of [12, Corollary 4.5].
As in [12] , we write R for the full countable equivalence relation N × N regarded as a discrete principal groupoid with unit space N. If G is an ample Hausdorff groupoid, then the product groupoid G × R is also ample and Hausdorff. If c is a continuous cocycle from G to a discrete group Γ, then we letc denote the continuous cocycle from G × R to Γ given byc(η, ξ ) = c(η).
If R is a ring with identity, then we write M ∞ (R) for the ring of finitely supported, countable infinite square matrices over R, and D ∞ (R) for the abelian subring of M ∞ (R) consisting of diagonal matrices. For ample Hausdorff groupoids G 1 and G 2 , we say that an isomorphism φ :
If there is a Γ-
Theorem 3.11. Let R be a commutative integral domain with identity, let Γ be a discrete group, and let (G 1 , c 1 ), (G 2 , c 2 ) ∈ C (R,Γ) . The following are equivalent.
There is a diagonal-preserving graded * -algebra-isomorphism between
Proof. There is a diagonal-preserving graded * -algebra-isomorphism between A R (G i × R) and A R (G i ) ⊗ M ∞ (R) for i ∈ {1, 2}. The result therefore follows from Theorem 3.1.
If X is a subset of G 0 , then we let G | X := s −1 (X ) ∩r −1 (X ), and say that X is G -full (or just full) if r(s −1 (X )) = G 0 . Two ample groupoids G 1 and G 2 are Kakutani equivalent if, for i = 1, 2, there is a G i -full clopen subset X i ⊆ G 0 i such that G 1 | X 1 and G 2 | X 2 are isomorphic (see [12] and [27] ). We say that G 1 and G 2 are groupoid equivalent if there is a G 1 -G 2 equivalence in the sense of [28, Definition 2.1]. For a ring A, we denote by M(A) the multiplier ring of A (see for example [4] ).
Corollary 3.12. Let R be a commutative integral domain with identity. For i = 1, 2, let G i be an ample Hausdorff groupoid such that G 0 i is σ -compact and such that there is a dense subset X i ⊆ G 0 I such that the group-ring R(c
has no zero-divisors and only trivial units for all x ∈ X i . The following are equivalent.
(1) The groupoids G 1 and G 2 are Kakutani equivalent. 
, and a ring-isomorphism φ :
Proof. The equivalence of (1)- (4) is proved in [12, Theorem 3.2] , and the equivalence of (4), (5), and (6) follows from Theorem 3.11 by letting Γ be the trivial group. That (1), (7), and (8) Remark 3.13. It is natural to ask if there is a "graded version" of Corollary 3.12. We have not been able to prove such a result.
3.6. Diagonal-preserving isomorphisms of Steinberg algebras and actions of inverse semigroups. We end this section with a corollary which might be useful if one wants to obtain results similar to those in the next section for systems, other than directed graphs, from which one can construct an ample Hausdorff groupoid.
Recall that if G is an ample Hausdorff groupoid, and A is a compact open bisection of G , then we denote by α A the homeomorphism from s(A) to r(A) given by α A (s(η)) = r(η) for η ∈ A. If c is a cocycle from G to a discrete group Γ, then we let S c G denote the inverse semigroup of compact open bisections A of G such that c(A) is a singleton (such sets are called homogeneous in [3] ). We letc : S c G → Γ be the map given byc(A) = g for A ∈ S c G with A ⊆ c −1 (g). For A ∈ S c G and x ∈ s(A), let η (A,x) denote the unique element η ∈ A for which s(η) = x. Then the map A → η (A,x) induces a group isomorphism from {A ∈ S c G :
x where ≈ is the equivalence relation given by A 1 ≈ A 2 if there is a compact open neighbourhood U of x in G 0 such that {η ∈ A 1 : s(η) ∈ U } = {η ∈ A 2 : s(η) ∈ U }. It is therefore possible to decide if (G , c) ∈ C (R,Γ) from S c G and its action on G 0 alone.
Corollary 3.14. Let R be a commutative integral domain with identity, let Γ be a discrete group, and let (G 1 , c 1 ), (G 2 , c 2 ) ∈ C (R,Γ) . The following are equivalent.
(1) There is a diagonal-preserving graded * -algebra-isomorphism between A R (G 1 ) and A R (G 2 ). (2) There is a diagonal-preserving graded ring-isomorphism between A R (G 1 ) and
and a homeomorphism h : G 0 1 → G 0 2 such that s(τ(A)) = h(s(A)), r(τ(A)) = h(r(A)), and α τ(A) (h(x)) = h(α A (x)) for A ∈ S c 1 G 1 and x ∈ s(A).
Proof. The equivalence of (1), (2) , and (3) 4.1. Diagonal-preserving graded isomorphisms of graph algebras. For a directed graph E and a unital ring R, we let G E denote the groupoid of E (see for example [5, 7, 8, 11, 13, 21] ), C * (E) the C * -algebra of E (see for example [2, 5, 7, 8, 11, 29, 35] 
the Leavitt path R-algebra of E (see for example [6, 8, 34] ), and D R (E) for the * -subalgebra span R {µµ * : µ ∈ E * } of L R (E). We say that an isomorphism between two Leavitt path algebras L R (E) and
, and that a * -isomorphism between two graph algebras C * (E) and
Recall that we are assuming that R comes with an involution r → r * that is also a ring automorphism (the involution could be the identity map). The involution extends to an involution on L R (E) given by rµν * → r * νµ * for r ∈ R and µ, ν ∈ E * , making L R (E) a * -algebra. A unital * -subring of C is a subring K of C that is closed under complex conjugation and contains 1. The involution on K is then given by complex conjugation. As in [8] , we say that a unital * -subring K of C is kind if λ 0 , λ 1 , . . . , λ n ∈ K satisfying λ 0 = ∑ n i=0 |λ i | 2 implies that λ 1 = · · · = λ n = 0. For example, Z is a kind unital * -subring of C. According to [8, Corollary 6] , if K is a kind unital * -subring K of C, then any
Let E be a directed graph, and let k : E 1 → R be a function. Then k extends to a function k : E * → R given by k(v) = 0 for v ∈ E 0 and k(e 1 . . . e n ) = k(e 1 ) + · · · + k(e n ) for e 1 . . . e n ∈ E n , n ≥ 1. We then get a continuous cocycle c k :
t (s e ) = e ik(e)t s e for e ∈ E 1 . From Theorem 3.1 we get the following strengthening of [11, Theorem 3.1].
Theorem 4.1. Let E and F be directed graphs and k : E 1 → R and l : F 1 → R functions. Let R be a commutative integral domain with identity and K a kind unital * -subring of C. The following are equivalent.
One easily checks that these isomorphisms are * -algebra-isomorphisms.
x is either trivial or isomorphic to the group of integers, so is indicable throughout. It follows that the group-ring R(c −1
x ) has no zero-divisors and only trivial units by [25, Theorem 12 and Theorem 13] . Similarly, the group-ring R(c
x ) has no zero-divisors and only trivial units for all x ∈ G 0 F . The equivalence of (1), (2), and (3) now follows from Theorem 3.1 since G E and G F are ample Hausdorff groupoids.
(1) ⇐⇒ (4): It follows from [8, Corollary 6] that any * -ring-isomorphism φ :
(1) ⇐⇒ (5) is proved in [11, Theorem 3.1].
4.2.
Orbit equivalence of graphs. For a directed graph E, we let ∂ E denote the boundary path space of E (see for example [5, 7, 8, 11, 13, 35] ), and P E the pseudogroup of E (see [5, 7] ). Notice that ∂ E is homeomorphic to the unit space of G E . If we identify ∂ E and G 0 E by this homeomorphism, then the pseudogroup P E is equal to the pseudogroup {α A : A is an open bisection of G E }. A point x ∈ ∂ E is eventually periodic if there are n, p ∈ N with p > 0 such that σ n+p E (x) = σ n E (x) where σ E : ∂ E ≥1 → ∂ E is the shift map (see for example [7] ). An orbit equivalence between two directed graphs E and F is a homeomorphism h : ∂ E → ∂ F for which there are continuous maps k, l : [7, Definition 3.1] ). A homeomorphism h : ∂ E → ∂ F is said to preserve isolated eventually periodic points (or just preserve periodic points) if x ∈ ∂ E is an isolated eventually periodic point if and only if h(x) ∈ ∂ F is an isolated eventually periodic point (see [5, Definition 3.2] and [13] ).
By letting the functions k : E 1 → R and l : Corollary 4.2. Let E and F be directed graphs and let R be a commutative integral domain with identity and K a kind unital * -subring of C. The following are equivalent.
(1) The groupoids G E and G F are isomorphic.
(2) There is a diagonal-preserving * -algebra-isomorphism between L R (E) and L R (F). (3) There is a diagonal-preserving ring-isomorphism between L R (E) and L R (F). (4) There is a * -ring-isomorphism between L K (E) and L K (F). (5) There is a diagonal-preserving * -isomorphism between C * (E) and C * (F).
Proof. The equivalence of (1)- (5) follows from an application of Theorem 4.1 with k : E 1 → R and l : F 1 → R constantly equal to 0. (1) and (5) are each equivalent to each of the following two conditions.
(6) There is a homeomorphism h : ∂ E → ∂ F such that {h • α • h −1 : α ∈ P E } = P F , and such that if x ∈ ∂ E is isolated, then x is eventually periodic if and only if h(x) ∈ ∂ F is eventually periodic. (7) There is an orbit equivalence from E to F that preserves isolated eventually periodic points. It follows from [13, Corollary 4.6] and the discussion right before [13, Proposition 3.1] that if either E and F each satisfy condition (L) (i.e., every cycle in E and every cycle in F have an exit), or E and F each have only finitely many vertices and no sinks, then any homeomorphism h : ∂ E → ∂ F automatically preserves isolated periodic points. 4.3. Eventual conjugacy of graphs. Let E be a directed graph. If the function k : E 1 → R is constanly equal to 1, then Γ k = Z and the cocycle c k : G E → Z is the standard cocycle (x, n, y) → n which we denote by c E . The corresponding grading of L R (E) is the usual Z-grading, where L R (E) n = {µν * : µ, ν ∈ E * , |µ| − |ν| = n}, and the corresponding action γ E,k : R → Aut(C * (E)) satisfies γ E,k t = λ E e it for all t ∈ R, where λ E is the standard gauge action of T on C * (E).
As in [11] (see also [26] ), we say that two directed graphs E and F are eventually conjugate if there exist a homeomorphism h from ∂ E to ∂ F and continuous maps k :
Notice that if h : ∂ E → ∂ F is a conjugacy in the sense that σ F (h(x)) = h(σ E (x)) for all x ∈ ∂ E ≥1 , then h is an eventual conjugacy (in this case we can take k and k ′ to be constantly equal to 0). Corollary 4.5. Let E and F be directed graphs and let R be a commutative integral domain with identity and K a kind unital * -subring of C. The following are equivalent.
(1) The graphs E and F are eventually conjugate. (2) There is an isomorphism ψ :
Proof. The equivalence of (1), (2) and (5) (2)- (5) follows from Theorem 4.1 by letting k : E 1 → R and l : F 1 → R be constantly equal to 1.
4.4.
Diagonal-preserving graded stable isomorphisms of graph algebras. Here we present and prove a "stabilised version" of Theorem 4.1, giving a strengthening of [11, Theorem 3.3] .
We denote by K the compact operators on ℓ 2 (N), and by C the maximal abelian subalgebra of K consisting of diagonal operators. We say that an isomorphism φ :
, and that a * -isomorphism φ :
As in [12] , for a directed graph E, we denote by SE the graph obtained by attaching a head . . . e 3,v e 2,v e 1,v to every vertex v ∈ E 0 (see [33, Definition 4.2] ). For a function k : E 1 → R, we letk : (SE) 1 → R be the function given byk(e) = k(e) for e ∈ E 1 , and k(e i,v ) = 0 for v ∈ E 0 and i = 1, 2, . . .. Theorem 4.6. Let E and F be directed graphs and k : E 1 → R and l : F 1 → R functions. Let R be a commutative integral domain with identity and K a kind unital * -subring of C. The following are equivalent.
Proof. It is shown in [12, Lemma 4.1] that there is an isomorphism χ E :
An argument similar to the one used to prove the equivalence of (1)- (4) of Theorem 4.1, using Theorem 3.11 instead of Theorem 3.1, shows that (1)-(4) are equivalent. The equivalence of (1) and (5) is proved in [11, Theorem 3.3] .
4.5. Two-sided conjugacy and flow equivalence of finite graphs. For a finite directed graph E with no sinks or sources, we define X E to be the two-sided edge shift
and r(x n ) = s(x n+1 ) for all n ∈ Z} equipped with the induced topology of the product topology of (E 1 ) Z (where each copy of E 1 is given the discrete topology), and we let σ E : X E → X E be the homeomorphism given by (σ E (x)) n = x n+1 for x = (x n ) i∈Z ∈ X E . If E and F are finite directed graph E with no sinks or sources, then a conjugacy from X E to X F is a homeomorphism φ : X E → X F such that σ F • φ = φ • σ E . The shift spaces X E and X F are said to be conjugate if there is a conjugacy from X E to X F .
For a directed graph E, we denote by k E the map from (SE) 1 to R given by k E (e) = 1 for e ∈ E 1 , and k E (e i,v ) = 0 for v ∈ E 0 and i = 1, 2, . . .. Corollary 4.7. Let E and F be directed graphs and let R be a commutative integral domain with identity and K a kind unital * -subring of C. The following are equivalent.
There is a diagonal-preserving ring-isomorphism φ :
There is a * -ring-isomorphism φ :
There is a diagonal-preserving * -isomorphism φ :
Suppose that E and F are finite directed graphs with no sinks or sources. Then (1)- (5) are equivalent to the following.
(6) The two-sided edge shifts X E and X F are conjugate.
Proof. Applying Theorem 4.6 to the functions k : E 1 → R and l : F 1 → R that are constanly equal to 1 shows that (1)- (5) are equivalent. The equivalence of (1) and (6), when E and F are finite directed graphs with no sinks or sources, is proved in [11, Theorem 5.1].
Corollary 4.8. Let E and F be directed graphs, let R be a commutative integral domain with identity and K a kind unital * -subring of C. The following are equivalent.
(1) The groupoids G SE and G SF are isomorphic.
(2) There is a diagonal-preserving * -algebra-isomorphism between L R (SE) and L R (SF). (3) There is a diagonal-preserving ring-isomorphism between L R (SE) and L R (SF). (4) There is a * -ring-isomorphism between L K (SE) and L K (SF). (5) There is a diagonal-preserving * -isomorphism between C * (SE) and C * (SF). (6) There is a diagonal-preserving * -algebra-isomorphism between L R (E) ⊗M ∞ (R) and L R (F) ⊗ M ∞ (R). (7) There is a diagonal-preserving ring-isomorphism between L R (E) ⊗ M ∞ (R) and L R (F) ⊗ M ∞ (R). (8) There is a * -ring-isomorphism between L K (E) ⊗ M ∞ (K) and L K (F) ⊗ M ∞ (K). (9) There is a diagonal-preserving * -isomorphism between C * (E) ⊗ K and C * (F) ⊗ K .
Proof. The equivalence of (1)- (5) follows from Theorem 4.1 by letting k : E 1 → R and l : F 1 → R be constantly equal to 0, and the equivalence of (1) and (6)- (9) follows from Theorem 4.6 by letting k : E 1 → R and l : F 1 → R be constantly equal to 0.
Remark 4.9. By Remark 4.3, condition (1) is equivalent to the following.
(10) There is an orbit equivalence between SE and SF that preserves isolated periodic points.
Moreover, it follows from [13, Corollary 4.6] and the discussion right before [13, Proposition 3.1] that if either E and F each satisfy condition (L) (i.e., every cycle in E and every cycle in F have an exit), or E and F each have only finitely many vertices and no sinks, then any orbit equivalence between SE and SF automatically preserves isolated periodic points.
It follows from Corollary 3.12 that (6) and (7) are each equivalent to each of the following four conditions.
(11) The groupoids G E × R and G E × R are isomorphic. (12) The groupoids G E and G F are Kakutani equivalent. (13) The groupoids G E and G F are groupoid equivalent. (14) There are idempotents p E ∈ D R (E) and p F ∈ D R (F) such that p E is full in L R (E) and p F is full in L R (F), and a ring-isomorphism φ :
By [12, Corollary 4.5], condition (12) is equivalent to each of the following two conditions.
(15) There are projections p E ∈ D R (E) and p F ∈ D R (F) such that p E is full in L R (E) and p F is full in L R (F), and a * -algebra-isomorphism φ : p E L R (E)p E → p F L R (F)p F such that φ (p E D R (E)) = p F D R (F). (16) There are projections p E ∈ D(E) and p F ∈ D(F) such that p E is full in C * (E) and p F is full in C * (F), and a * -isomorphism φ : p E C * (E)p E → p F C * (F)p F such that φ (p E D(E)) = p F D(F). [12, Corollary 4.9] that the following condition implies (11) . (18) The graphs E and F are move equivalent as defined in [29] . If E and F are finite and have no sinks or sources, then it follows from [9, Corollary 6.4] that conditions (11) and (18) are equivalent and are also equivalent to the following condition.
(19) The shifts X E and X F are flow equivalent. 
