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Abstract
We study QCD hard processes at scales of order k2 ≫ Λ2 in the limit in
which the beta-function coefficient b is taken to be small, but α¯s(k
2) is kept
fixed. The (nonperturbative) Pomeron is exponentially suppressed in this
limit, making it possible to define purely perturbative high-energy Green’s
functions. The hard Pomeron exponent acquires diffusion and running cou-
pling corrections which can be expanded in the b parameter and turn out
to be dependent on the effective coupling bα¯2sY . We provide a general setup
for this b-expansion and we calculate the first few terms both analytically
and numerically.
1 Introduction
High energy hard scattering has received considerable attention in recent years, due to
the increase with the squared center-of-mass energy s of the experimental cross section
seen at HERA [1]. The analysis of high energy QCD [2] shows that, at leading log s
level in which αs is considered to be frozen, the cross section is power behaved, and its
exponent ωs = α¯sχm ≡ αsNcπ χm is provided by the saddle-point χm of the characteristic
function χ(γ) of the BFKL kernel.
When higher order corrections are taken into account [3], the theoretical analysis
changes conceptually, because of running coupling effects and of higher loop contribu-
tions to the kernel. First of all, ωs = α¯s(t)χm becomes t-dependent (where t = ln k
2/Λ2
and k is the momentum of the hard probe) and is no longer related to the leading sin-
gularity in the ω-plane. Furthermore, the fact that α¯s(t) becomes larger at small values
of k2 = O(Λ2) causes the existence of bound states (isolated, or in some cases dense
ω singularities) so that the leading one, the Pomeron ωIP, becomes crucially dependent
on the strong coupling region and thus on the soft physics. The question then arises of
what one can really compute and measure in a perturbative QCD approach.
It is a common belief that the “hard Pomeron” exponent is actually measurable in
two-scale hard processes (for example the two jet production in hadronic collisions [4],
the forward jet/π0 production in deep inelastic scattering [5] or the γ∗(k)γ∗(k0) → X
process [6]) in which for sufficiently large k2, k20 ≫ Λ2, the cross section is roughly
determined by the exponent ωs, evaluated at some average scale kk0. It is also believed,
though, that diffusion corrections [7, 8, 9] to this exponent are to be expected, and that
for sufficiently large Y ≡ ln s
kk0
the asymptotic, nonperturbative Pomeron ωIP takes
over.
The interplay of the hard Pomeron regime (large k2’s) with the Pomeron one (large
Y ) has been the subject of intensive studies [10, 11], mostly dealing with running
coupling effects and diffusion corrections. Recently, it has been pointed out [12, 13] for
various BFKL-type models that the transition to the Pomeron regime is more like a
sudden tunneling phenomenon rather than a slow diffusion process. A key result of this
analysis is that for k ≃ k0 ≫ Λ, the hard Pomeron behaviour dominates if ωs(kk0)Y is
large but not too large, its critical value being of the order of t¯, if ωIP ≃ χmbt¯ parametrises
the size of the Pomeron exponent (t¯ is the scale at which α¯s(t) is regularized). Thus,
the puzzling question arises again: is there really room for an observable hard Pomeron
regime?
Some source of optimism comes from the fact that the physical Pomeron of soft
physics is indeed rather weak (the exponent is around 0.08 in most estimates [14]).
Thus if ωIP is such a Pomeron, the effective critical value of ωsY may be sufficiently
large for the hard Pomeron to be seen. It is true that, the physical Pomeron is a
complicated unitarity effect which turns out to be weak and approximately factorized
for well studied [15] but not well understood reasons. However, the trend of subleading
corrections [3] is that of reducing the high-energy exponents and the diffusion coefficient,
and this presumably slows down the onset of the nonperturbative behaviour as well.
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A different way of studying the problem, motivated in the present paper, relies
on a somewhat different, but crucial observation (Sec. 2). The size of the tunneling
probability at scale t = ln k2/Λ2 is easily seen to be of the order exp[− 1
bα¯s(t)
g(α¯s(t))],
where b is the beta-function coefficient which determines the running of the coupling
α¯s(t) = 1/bt, and g(α¯s(t)) is a function whose exact form depends on the nature of
the problem being studied. Therefore, in the formal limit b → 0 with α¯s taken to be
fixed there is no tunneling to the Pomeron and only the hard Pomeron survives. In this
paper, we take advantage of the Pomeron suppression for b → 0 in order to study the
perturbative part of the gluon Green function by expanding it in the b parameter both
analytically and numerically. It turns out, that in BFKL-type models b plays the role
of ~ in a semiclassical expansion, and thus the above observation is actually the basis
for a full calculation of the Green’s function exponent which allows to find the diffusion
corrections to the hard Pomeron in a systematic way (Sec. 3).
We stress the point that we are expanding in b the gluon Green function with
two hard scales (t,t0 ≫ 1) by keeping α¯s(t) and possibly α¯s(t0) fixed, we are not
expanding the renormalization group logarithms themselves. Therefore, our expansion
is somewhat different from previous related expansions of the Green’s function [7, 8, 9]
and from analogous expansions applied to the collinear factorization limit [16, 17]. We
also stress that our expansion concerns the perturbative part of the gluon Green’s
function, the Pomeron one being exponentially suppressed as stated before. Here a
technical point arises: how to define such perturbative part? We argue in Sec.3 that
the customary [10] double γ representation can be given a precise perturbative meaning
in a general BFKL-type model, apart from the intrinsic renormalon ambiguities, which
come from the Landau-pole regularisation and are suppressed like ∼ exp(− 1
bα¯s(t)
). We
thus overcome the difficulties found in Ref. [8] for the principal value prescription, by
a careful choice of the integration contours.
The b-expansion provides a hierarchy of diffusion corrections to the Green’s function
exponent for t ≃ t0 depending on the parameter z = 12b2α¯2sχmχ
′′
mα¯
2
sY
2, introduced in
Ref. [18], and which turns out to be of the order b2. For z ≪ 1 or ωsY ≪ t we recover
the well known [7, 8, 9] α¯5sY
3 terms, and we compute new ∼ α¯4sY 2 and α¯3sY diffusion
corrections which change the normalisation and the exponent at order b2 (Sec.3). The
estimate of the Y 3 and Y 2 terms is confirmed by the numerical methods (Sec.5), which
could be extended to the realistic model [19] with the purpose of resumming subleading
effects, as in the improved equation [20], or in the alternative approaches [21, 22, 23,
24, 25]. We are also able to evaluate the convergence radius zc of the above series,
and the large z behaviour which turns out to be oscillatory [18] and is actually masked
by the onset of the asymptotic Pomeron. An amusing result is an essentially explicit
evaluation of the perturbative Green’s function for the Airy diffusion model (Sec.4)
which improves the estimates of Ref. [18].
Another application of the b-expansion is in the numerical determination of high-
energy Green’s functions. Current practice in numerical solutions of the small-x evo-
lution equations (see for example [26, 27]) is to evaluate a perturbative result with an
infrared regularised coupling (e.g. with a cutoff) and then define the perturbatively
accessible region in Y as that insensitive to the choice of regularisation. While physi-
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cally intuitive, this approach has two significant disadvantages. Firstly the choice of a
particular set of regularisation schemes is quite subjective. Secondly the formal limit
on the perturbative region is determined by tunneling, i.e. Ymax ∼ 1/αs(t0), whereas
perturbative predictions can in principle be made up to values of Y of order 1/α2s(t0).
As is discussed in section 5, the b-expansion offers a solution to both these problems.
The overall picture emerging from this work is that the hard Pomeron and its
corrections can be properly defined in the b-expansion, and its features can be found
either numerically or analytically at semiclassical level in a precise way. Beyond this
level of accuracy some ill-defined exponentially suppressed terms come in which are
nonperturbative in both b and α¯s and among them the asymptotic Pomeron itself. It
is not known whether the size of such contributions may be hinted at or restricted on
the basis of perturbative arguments.
2 Hard Pomeron vs Pomeron in the perturbative
regime
The basic problem of small xQCD is to determine the gluon Green’s functionG(Y ; t, t0),
where the logarithmic variables Y = log s/kk0, t = log k
2/Λ2 and t0 = log k0
2/Λ2 are
related to the center-of-mass energy
√
s and to the transverse momenta of the gluons k,
k0 (k = |k|, k0 = |k0|) and Λ is a QCD parameter. In BFKL-type models, the function
G satisfies the following evolution equation
∂
∂Y
G(Y ; t, t0) = K ⊗G
G(0; t, t0) = δ(t− t0) , (1)
where K is a kernel in t-space. It is well known [2] that, at leading level in log s, the
kernel K(t, t′) = α¯sK0(t− t′), is scale invariant with symmetric characteristic function
α¯sχ0(γ) = α¯sχ0(1− γ), so that the high-energy exponent of Eq. (1) becomes
ωIP = ω
0
s = α¯smax
σ∈R
χ0(
1
2
+ iσ) = α¯sχ0(
1
2
), α¯s =
Ncαs
π
. (2)
Therefore, in the LLA this exponent is both the leading singularity in the ω plane
(conjugated to Y ) and the saddle point value of the characteristic function χ. For not
too large values of t− t0, a good approximation of G is provided by the diffusion model
G(Y ; t, t0) ≃ 1√
4πD0ω0sY
exp
(
ω0sY −
(t− t0)2
4D0ω0sY
)
, D0 =
1
2
χ′′0(1/2)
χ0(1/2)
. (3)
When subleading corrections in log s are evaluated [3] running coupling and higher
loop corrections come into play. The kernel K is no longer scale invariant — being
dependent on α¯s(t) in a essential way — and may have, besides the continuum spectrum,
a discrete one whose maximum eigenvalue is ωIP. Furthermore, the fact that α¯s(t)
becomes stronger at small values of k2 ≃ O(Λ2) favours the diffusion towards small
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t values, so that eventually the asymptotic exponent in Y, that is ωIP, is crucially
dependent on the soft physics. The magnitude of ωIP will then depend on the details of
the physical regularisation of α¯s(t) adopted in the region around the Landau pole. We
shall refer for definiteness to kernels of the slightly asymmetrical form1
K = α¯s(t)K˜(t− t′) (4)
where α¯s(t) embodies the strong coupling boundary condition below some scale t¯ and
K˜ is scale invariant.
On the other hand it is still believed that, when t and t0 are fixed by the experimental
probes to be sufficiently large (for example in scattering of two highly virtual photons)
the diffusion to low t′s is suppressed and the s dependence is basically power-like and
t-dependent
G(Y ; t, t0) ≃ 1√
4πDωs(
t+t0
2
)Y
exp
(
ωs(
t+ t0
2
)Y + corrections
)
, Y & t, t0 ≫ 1 ,
(5)
where the exponent ωs(t) is now perturbatively calculable. It should be noted however
that ωs(t) is no longer a singularity in the ω plane in that case.
Some insight into the interplay of ωs(t) and ωIP is gained [18] in simplified models
like the Airy diffusion model [28] or collinear models [12] in which the gluon Green’s
function in ω space is factorized for a kernel K of the form (4) as follows
Gω(t, t0) = t0
ω
(
Fω(t)F˜ω(t0)Θ(t− t0) + t←→ t0
)
, (6)
where Fω(t) is the (right) regular solution for t → ∞ of the stationary homogeneous
diffusion equation (ω − K)F = 0, and t0F˜(t0) is instead the (left) regular one for
t0 → −∞ (k20 → 0). In such models the strong coupling boundary condition on F˜ω
determines it in the form
F˜ω(t0) = F Iω(t0) + S(ω)Fω(t0), (7)
where F I is now an irregular solution for t0 → ∞ and the reflection coefficient S(ω)
carries the leading spectral singularities of the problem, in particular the Pomeron
singularity ωIP. By using the decomposition (7) of F˜ into its perturbative and nonper-
turbative components in representation (6) we obtain the following general expression
for the gluon Green’s function
G(Y ; t, t0) =
∫
dω
2πi
eωY
t0
ω
[
Fω(t)F Iω(t0) + S(ω)Fω(t)Fω(t0)
]
, t > t0 . (8)
1This form is a standard one for a solution based on the γ-representation (Mellin transform), and
can be shown to be sufficiently general with the approach of the ω-expansion [20] in which K˜ is taken
to be dependent on the variable ω, conjugated to Y .
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This expression is interpreted as a decomposition into perturbative and nonperturbative
part of the gluon Green’s function
G(Y ; t, t0) = Gpert(Y ; t, t0) + GP(Y ; t, t0) . (9)
The second term on the right hand side of Eqs. (8) and (9) defines the Pomeron con-
tribution at Y →∞
GP(Y ; t, t0) ≃ R exp(ωIPY ) FωIP(t) FωIP(t0)
t0
ωIP
, (10)
where we set R = ResωIPS(ω). For instance, in the case of the Airy diffusion model
with cutoff at t = t¯, R is roughly estimated [13] to be equal R = ∆ωIP/ξ0[Ai
′(−ξ0)]2,
on the basis of the bound state condition Ai(−ξ0) = 0, with ∆ωIP = ωs(t¯)− ωIP ≃
≃ [√Dbα¯s(t¯)]2/3ωIP, where D = χ′′m/2χm.
Result (10) suggests an estimate of the Pomeron contribution on the basis of the γ
representation of the regular solution
Fω(t) =
∫
dγ
2πi
e(γ−1/2)t−
1
bω
X(γ) , (11)
where we have used
α¯s(t) =
1
bt
, b = 11/12 . (12)
This representation was argued to be valid [20] in the perturbative regime t, (bω)−1 ≫ 1
for kernels of type (4) for which X ′(γ) = χ(γ) is the characteristic function of K˜, and
can be extended to the case of more general kernels in the framework of ω-expansion.
Suppose now, that besides bα¯s(t) ≃ 1t , bωIP also is a small parameter. This is possible in
a realistic case (that is b ∼ O(1)), if, for some reason ωIP itself is small (weak Pomeron)
and is also possible in the case of fixed ωIP in the limit of b → 0, i.e. in the small
b-expansion being considered here. Then, one can estimate the magnitude of FωIP from
the saddle point condition applied to (11)
bωIPt = χ(
1
2
− p) (13)
which implicitly defines p(bωIPt) and yields
FωIP(t) ≃ exp
(
− 1
bωIP
∫ bωIPt
χm
p(x)dx
)√
bωIP
−2πχ′[p(bωIPt)] , χm = χ(1/2), (14)
where we have used the relation
p(bωIPt) bt +
1
ωIP
X(
1
2
− p(bωIPt)) = 1
ωIP
∫ bωIPt
χm
p(x)dx . (15)
6
Because of the decomposition (9) and of the perturbative behaviour (5) we obtain
the estimate
GP(Y ; t, t)
Gpert(Y ; t, t)
≃ btR|χ′(γ¯)|ωIP
√
DωsY
π
exp
[
(ωIP − ωs(t))Y − 2
bωIP
∫ bωIPt
χm
p(x)dx
]
. (16)
In other words, the Pomeron is potentially leading for Y →∞ because ωIP > ωs(t)
for t≫ 1, but is exponentially suppressed with the hard scale parameter t. We notice
that the suppression exponent is dependent on the parameter bωIPt = ωIP/α¯s, and also
on the model being considered (implying a different solution for p(x) from (13)), but is
always of the form
1
bα¯s(t)
g(α¯s(t)), (17)
(the ωIP dependence is implicit in g). For instance in the case of the Airy diffusion
model we get
x = χm[1 +Dp(x)
2] −→ p(x) = 1√
D
√
x
χm
− 1 . (18)
Therefore in the limit bωIPt≫ 1 we get the suppression factor
exp
[
− 4
3bα¯s
√
ωIP
Dωs(t)
]
∼ exp[−const t3/2] , (19)
with the function g ∼ const/√α¯s. On the other hand in the collinear model with
χ(γ) = 1/(γ(1− γ)) one obtains
x =
1
1
4
− p(x)2 −→ p(x) =
√
1
4
− x , (20)
which yields the suppression factor of the form,
exp[− 1
bα¯s
] ≃ exp(−t), g ∼ const . (21)
We conclude that, at large values of t, the transition probability to the Pomeron
behaviour is typical of a tunneling phenomenon and is of the general form
exp
(
− 1
bα¯s
g(α¯s)
)
. (22)
so that the b parameter at fixed values of α¯s plays a role of ~ in a semiclassical approach
in quantum mechanics.
A better insight into the tunneling phenomenon is gained in the simple example of
the Airy diffusion model which is obtained by expanding the kernel eigenvalue into the
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second order in γ. By using this approximation, the evolution equation (1) takes the
form
∂
∂Y
G(Y ; t, t0) = ωs(t)
[
1 + D
∂2
∂t2
]
G(Y ; t, t0). (23)
We make then the following change of variables
x = b
∫ t dt√
ωs(t)D
, (24)
which in this case results in
x =
2
3
(bt)3/2√
Dχm
. (25)
Making use of (24,25) and performing additionally the transformation G = x−
1
6 Gˆ one
can recast Eq. (23) into the Schroedinger-like diffusion equation
− ∂
∂Y
Gˆ =
[
pˆ2 + V (x)
]
Gˆ , (26)
where now the rapidity Y is interpreted as the imaginary time and pˆ ≡ ib ∂
∂x
is the
“momentum” variable conjugated to x. The potential V (x) has the following form
V (x) = −ωs[t(x)]− 5
36
b2
1
x2
, (27)
and is basically provided by the −ωs[t(x)] part dependent on the running coupling α¯s(t),
apart from the quantum corrections proportional to b2.
In this interpretation, which differs slightly from the ω-dependent ones discussed
previously [12], the non-perturbative parameter ωIP is directly given by the lowest energy
state in the stationary equation corresponding to (26), whose potential is pictured in
Fig. 1. Therefore the barrier is directly that arising at energy −ωIP by the fact that
ωs(t) decreases to zero at large values of t(x). Both the binding of the Pomeron and
its suppression at large values of t are provided by the running of α¯s(t) which implies
that the strong coupling region is much more “attractive” than the weak coupling one.
The detailed estimate of ωIP depends crucially on the shape of the potential well for
small values of t which instead is provided by specifying the strong coupling behaviour
of ωs(t) and α¯s(t). For instance in the case of the cut-off prescription (Fig. 1)
α¯s(t) = Θ(t− t¯) 1
bt
, (28)
one requires the solution to vanish at the boundary t¯,
F˜ωIP(t¯) = 0 . (29)
The suppression factor on the other hand is basically provided by the perturbative
regime and by Eq. (16) in the semiclassical approximation.
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Figure 1: Shape of the potential V (x) in Schroedinger-like equation from the diffusion
model with running coupling, Eq. (26). Solid line: leading term −ωs(t(x)); dotted line:
leading term + quantum corrections − 5
36
b2
x2
. The dashed line illustrates the boundary
x(t¯) at which one has specified the regularisation of α¯s(t).
In the potential-like interpretation above, the Pomeron contribution to the Green’s
function corresponds to the lowest lying bound state and nearby ones (which are so-
lutions to the homogenous equation) and the perturbative contribution roughly cor-
responds to the continuum of positive energies, yielding singularities at Reω ≤ 0, see
Fig.2. This decomposition is however not unique (neither was (7), because of ambigu-
ities in the definition of the irregular solution F Iω). In fact, subleading bound states,
ωb < ωP, see Fig. 2 can be incorporated into the perturbative part also, depending
on the size of ωs(t) . Since they are still suppressed by exp(− 1bα¯s(t) ) factors, like the
Pomeron, they appear to play a role similar to renormalon ambiguities in QCD pertur-
bation theory. The important point is that the whole Green’s function is well defined,
given the strong coupling boundary condition, as is also the Pomeron contribution,
provided by the lowest energy bound state −ωIP in the potential V (x).
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Figure 2: Schematic representation of the states in an arbitrary potential well. The
continuum, which corresponds to Re ω < 0, is the perturbative part; ωIP is the lowest
lying bound state corresponding to the Pomeron; ωb denotes the subleading (discrete or
continuum) bound states.
3 Perturbative Green’s function and its b-expansion
We have just understood on the basis of a few solvable examples, that the gluon Green’s
function can be decomposed (in a non-unique way) into a perturbative part, which gives
the ωs(t) exponent, Eq. (5) at large values of t, and a Pomeron part which is leading
for Y → ∞, but is suppressed by the tunneling factor (16) at large t’s. We shall now
analyse a similar decomposition in the more general case of a BFKL model with running
coupling, in which K has the form (4) where K˜ is a scale invariant kernel with eigenvalue
function χ(γ). It is known [10] that for such a model, a formal solution for the Green’s
function in the perturbative regime is provided by the double γ-representation
Gω(t, t0) =
∫ c+i∞
c−i∞
dγ
2πi
∫ c(∞)
γ
dγ0 t0
ω
exp
[
(γ − 1
2
)t− (γ0 − 1
2
)t0 − 1
bω
X(γ) +
1
bω
X(γ0)
]
(30)
This expression should be used with care for several reasons. Firstly it is a formal
solution of Eq. (1) with running coupling α¯s(t) = 1/bt which diverges at t = 0 (Landau
pole). Thus it may be acceptable for t, t0 ≫ t¯ only, where t¯ parametrizes the boundary
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of the strong coupling region, when α¯s(t) departs from the perturbative expression 1/bt.
Furthermore, the representation (30) has an essential singularity at ω = 0. Therefore,
the Pomeron singularity ωIP > 0 arising from the regularisation of the strong coupling is
not obviously included in this representation. Finally, the definition (30) is ambiguous
also, because the convergence path of the γ0 contour is not specified for γ0 →∞. Any
further specification will represent the addition of a single γ-representation (11), that is
a solution of the homogenous equation (1) (as is the Pomeron). Given these questions
we shall first provide a more rigorous definition of the perturbative part of the gluon
Green’s function.
3.1 Relation of the double-γ representation to the spectrum
We start considering the double γ representation (30) in the context of the principal
value regularisation of the Landau pole in Eq. (4). Such regularisation was already
considered in Ref. [8] and was shown to result in a continuous ω spectrum, with ω
having all real values from −∞ to +∞. This seems paradoxical at first sight, but is
actually hardly surprising, since in such a case the strong coupling constant α¯s(t) is not
positive definite and is unbounded. Since we actually aim at a physical Landau pole
regularisation in which α¯s(t) keeps its positivity and is bounded, we should properly
handle in Eq. (30) the contribution of the positive end of the ω-spectrum, which is an
artifact of the principal value regularisation.
Let us recall [8] that, in the analytical principal value regularisation2
P
(
1
t
)
=
1
2
(
1
t + iǫ
+
1
t− iǫ
)
(31)
the eigenfunctions in γ = 1
2
+ iν space of the kernel (4) take the form
Fω(γ) = exp[− 1
bω
X(γ)] ,
F¯ω(γ0) = − χ(γ0)
2πbω2
exp[
1
bω
X(γ0)] , (32)
where we have used the representation t = −∂γ to derive the (right) eigenfunctions,
and the conjugate (left) eigenfunctions due to the asymmetrical role of the coupling in
Eq. (4), are defined by F¯ω(γ0) = − ∂γ02πωF∗ω(γ0) and satisfy the delta-function normalisa-
tion (F¯ω,Fω′) = δ(ω − ω′). As a consequence, the Green’s function Gω = (ω − K)−1
satisfies the spectral representation
Gω(γ, γ0) =
∫ +∞
−∞
dω′
ω − ω′ Fω′(γ) F¯ω′(γ0) , (33)
2Other prescriptions may lead to different results. For instance taking a sharp cutoff
P (t) = 1tΘ(|t| − ǫ) separates the Hilbert space into the positive-t and negative-t eigenfunctions, with
a distortion which, for large t values, is again O
(
exp(− 1bα¯s(t) )
)
.
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where the variables γ = 1/2 + iν and γ0 = 1/2 + iν0 run along the Re γ = 1/2 axis. In
order to evaluate the integral (33) we shall distort the ω′ contour so as to go to Im ω′ > 0
(Im ω′ < 0) for ν0 > ν (ν > ν0). We have to additionally assume that χm < 0, so that
i(X(γ0)−X(γ)) has always the sign of ν0− ν. The case χm > 0 will then be treated by
analytical continuation. The result of this contour integration in Eq. (33) reads then
Gω(γ, γ0) = − 1
ω
∂
∂γ0
{
ǫω(ν0 − ν) exp
[
1
bω
(X(γ0)−X(γ))
]}
, (34)
with
ǫω(ν0 − ν) =
{
Θ(ν0 − ν), Im ω > 0
−Θ(ν − ν0), Im ω < 0 . (35)
Then, by performing a Fourier transform to t-space, it is straightforward to derive
from the expression (34) the double γ-representation of Eq. (38) with the additional
constraint that the contour c(∞) is chosen so as to make Re (γ0 − γ)/ω > 0.
It is now important to realise that the positive ω spectrum in (33) is strongly
dependent on the details of the regularisation procedure around the Landau pole of
the running coupling α¯s(t). In fact, if one assumes that χm < 0 and α¯s(t) is frozen
for t < t¯ where t¯ is large and negative, one realises that the spectrum has a gap for
0 < ω < χm/(bt¯). The simplest way to see it is by using the Schroedinger picture of
Ref. [29], in which the eigenfunctions are solutions with negative energy χm in the linear
potential3 ∼ bωt plotted in Fig.3. We need in fact that the potential depth |bωt¯| > |χm|
for the continuum to begin. Because of the gap, the Green function Gω(t, t0) can
be continued analytically in the whole cut ω-plane, while the eigenfunctions and the
expression (34) will be only slightly distorted for t, t0 > 0 if −t¯≫ 1. Therefore we can
define, see Fig.4
Gpert(Y ; t, t0) =
∫ ǫ+i∞
ǫ−i∞
dω
2πi
Gω(t, t0)eωY =


∫ 0
−∞ dω
′eω
′YFω′(t)F¯ω′(t0), (Y > 0)
− ∫∞
ωm
dω′eω
′YFω′(t)F¯ω′(t0), (Y < 0)
(36)
This expression cuts off the (Pomeron-like) positive ω spectrum completely and
yields an asymptotically decreasing function for both positive and negative Y ’s (recall
that χm < 0). Furthermore, for |t¯| ≫ 1, one can use (34) and therefore the double
γ representation (30) in order to estimate it. We have thus achieved our goal, that
was to show that the double γ representation, with the ω-contour running over the
imaginary axis, is an acceptable definition of the perturbative part Gpert(Y ; t, t0). In
fact, while the negative ω spectrum with large eigenfunctions in the large t≫ 1 regime
is weakly dependent on the regularisation procedure, the positive ω spectrum strongly
depends on it but it is completely cut off by the ω integral being used. Since the ω > 0
eigenfunctions are large in the t < 0 regime, changing the regularisation procedure to
3Strictly speaking, this picture applies to eigenfunctions in the Airy regime of large t, 1bω with
(bω)1/3(t− χmbω ) kept fixed. That’s enough to hint the spectral properties we need.
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Figure 3: Plot of the linear potential bωt with freezing below t¯. χm has here the inter-
pretation of the energy in the Schroedinger-like problem. Dashed lines correspond to the
principle value regularisation of the running coupling.
a physical one will now affect the perturbative part only through the tunneling from
t < 0 to t > 0 . Such effect is suppressed as ∼ exp[−1/(bα¯s(t))] for |t| ≫ 1, as was the
Pomeron in the estimate in Sec.2.
In other words, we propose to define the perturbative Green’s function by the ω-
contour over the imaginary axis in Eq. (36) in the double γ representation with χm < 0
(followed by the analytic continuation to χm > 0). This is an acceptable definition and
cuts off the positive ω-spectrum in the principal value regularisation, to be replaced
by the Pomeron one in the physical case. However there is an intrinsic, renormalon-
like ambiguity in such a definition due to the fact that the strong coupling boundary
condition still distorts the perturbative eigenfunctions by terms which are of the relative
order ∼ exp[−1/(bα¯s(t))].
3.2 b-expansion and diffusion corrections
We have just shown that the gluon Green’s function for the kernel (4) with a physical
regularisation of α¯s(t), can be written as,
G(Y ; t, t0) = Gpert(Y ; t, t0) + GP(Y ; t, t0) , (37)
13
ωFigure 4: Spectrum of ω values with a gap and the corresponding contour for the per-
turbative Green’s function.
where we propose to take
Gpert(Y ; t, t0) ≃
∫
dω
2πi
eωY
t0
ω
∫ c+i∞
c−i∞
dγ
2πi
∫ c(∞)
0
dδe(γ−1/2)t−(γ+δ−1/2)t0−
1
bω
X(γ)+ 1
bω
X(γ+δ),
(38)
and c(∞) is a proper specification of the δ contour with Re δ
ω
> 0 . As was mentioned in
the previous subsection this decomposition is not unique, but here we focus on properties
of the perturbative expression (38) which are independent of renormalon ambiguities.
Let us now evaluate (38) in the regime in which t, t0, 1/bω, ωY are all large param-
eters. One way of looking at it is to let b → 0 with α¯s(t), α¯s(t0) and bY kept fixed,
which is the b-expansion we are investigating. This allows us to perform a saddle point
estimate of the exponent in (38) for any ω value. It also ensures that the Pomeron
contribution is strongly suppressed by the tunneling factor4 (22). In such a regime we
obtain the saddle point conditions
bω¯t = χ(γ¯)
bω¯t0 = χ(γ¯ + δ¯)
bω¯2Y = X(γ¯ + δ¯)−X(γ¯) .
(39)
For instance, if we take t0 = t and we use the (anti)symmetry of χ(γ) (X(γ)) for
γ ↔ 1− γ, we can define γ¯ = 1
2
− p¯ with the equations
δ¯ = 2p¯
bω¯t = χ(
1
2
− p¯)
bω¯2Y = −2X(1
2
− p¯) = 2X(1
2
+ p¯) , (40)
4In particular regimes of the Y and t parameters the present perturbative estimates are still valid
for b = O(1) but the Pomeron suppression is not strong and contaminates the perturbative behaviour.
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Figure 5: Plot of the g(p¯) function (42) in the case of collinear model χ(γ) = 1
γ(1−γ) .
and the saddle point exponent of (38) becomes
E(Y ; t, t0) = ω¯Y − 2p¯t+ 2
bω¯
X(
1
2
+ p¯) = ω¯Y − 2
bω¯
∫ bω¯t
χm
p(x)dx , (41)
where we have again used the integration by parts, analogous to (15). Insight into the
behaviour of (41) is obtained by eliminating ω¯ in Eq. (40), to get (ω0s(t) = χm/bt )
ω¯ =
χ(1
2
− p¯)
bt
,
ζ ≡ χmY
bt2
=
2X(1
2
+ p¯)χm
χ2(1
2
− p¯) = g(p¯) . (42)
We see, Fig. 5, that for any given value of parameter ζ = ω0s(t)Y/t = bα¯sω
0
sY fixed by
both energy and scale, there is a value of p¯ which in turn determines the saddle point
ω¯ = α¯s(t)χ(
1
2
− p¯[ζ ]). When ζ ≪ 1 is a small parameter, the solution of (42) is driven
towards the minimum of χ , corresponding to p¯ = 0. The other solution with p¯ ≃ 1/2
(γ¯ ≃ 0) is instead subleading and unstable and is thus discarded. By expanding the
eigenvalue function χ around the minimum we obtain,
ζ ≃ 2p¯ 1 +
1
3
Dp¯2
(1 +Dp¯2)2
≃ 2p¯(1− 5
3
Dp¯2 +
7
3
D2p¯4 − 9
5!
χ
(4)
m
χm
p¯4 + · · · )
p¯ ≃ ζ
2
(1 +
5
12
Dζ2 +
3
8
D2ζ4 +
9
80
χ
(4)
m
4!χm
ζ4 + · · · )
ω¯ = ω0s(t)(1 +D
ζ2
4
+
5
24
D2ζ4 +
1
16
χ
(4)
m
4!χm
ζ4 + · · · ) , (43)
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and the saddle point exponent (41) becomes
E(Y ; t, t) = 2
[
χ(
1
2
− p¯)Y
bt
− p¯t
]
= ω0s(t)Y
[
1 +
1
12
Dζ2 +
1
24
D2ζ4 +
1
120
χ
(4)
m
χm
(
ζ
2
)4
+ · · ·
]
.
(44)
The result (44) exhibits the existence of a power series in the parameter z = Dζ2,
previously emphasised [18] in the context of the Airy model. The first correction of
this series yields the term ∼ D(ω0sY )3/t2 found in various papers, for example see
[7, 8, 9]. Further corrections, subleading in Y , come from integrating the fluctuations
around the saddle point (40). The fluctuation matrix has two positive and one negative
eigenvalue, roughly corresponding to γ and ω fluctuations along the imaginary axis and
to δ fluctuations along the real axis (see Appendix A). As a result one obtains the
following normalisation factor
N(t, Y ) =
√
bω¯
−4πχ′(γ¯)
1√
1 + χ
′(γ¯)
χm
ζ
=
1√
4πDω0(t)Y
(1 + aDζ2 + · · · )
with
a =
5
12
− 1
24
χmχ
(4)
m
(χ′′m)
2
(45)
which shows further dependence on z = Dζ2, of the type ∼ Y 2. From higher order
fluctuations one finds also further subleading corrections with linear dependence on Y .
In appendix B we show how to obtain them in the specific case of the Airy diffusion
model (see Sec. 4). In the BFKL case the term linear in Y is calculated in [19] and
provides the shift
δω(2)s Y =
1
12
(bα¯s)
2Dω0sY
[
15
4
− 7
4
χmχ
(4)
m
χ′′2m
− 1
4
χ2mχ
(4)2
m
χ′′4m
+
1
8
χ2mχ
(6)
m
χ′′3m
]
, (46)
to the hard Pomeron exponent due to the diffusion corrections.
Let us note that the saddle point (42) can also be studied for ζ = O(1) and 0 <
p¯ < 1
2
. Due to the expansion of χ around γ = 1
2
and to the collinear behaviour
χ(γ) ≃ 1
γ
+ 1
1−γ + · · · , the function g(p¯) in the r.h.s of (42) is nonnegative and vanishes
for both p¯ → 0 (g(p¯) ∼ cp¯) and for p¯ → 1
2
, ( g(p¯) ∼ (p¯ − 1/2)2 log(p¯ − 1/2)), see
Fig. 5. Therefore it has a maximum at some value of p¯ = pc. Correspondingly, for
ζ ≥ ζc = g(p¯c) , the saddle point(s) become complex conjugate, and the exponent
E(ωY, ζ) acquires a branch point. In the case of BFKL the critical value ζc ≃ 0.264.
Such behaviour was hinted at in [18] and is here shown to be quite general.
To summarize, we have shown that the perturbative Green’s function in the b-
expansion takes the form
Gpert(Y ; t, t0) ≃ n(ζ, t/t0)
2
√
πDω0s(t)Y
exp[ω0s(t) Y E(ζ, t/t0)] , (47)
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Figure 6: Upper plot: the saddle point solution ω¯(t) as a function of t for the collinear
model. Lower plot: saddle point solutions γ¯(t) (dashed line) and γ¯0(t) (solid line) . The
parameters are : b = 1, rapidity Y = 5 and scale t0 = 15.
where ζ = ω0s(t0)Y/t0 and for t = t0,
n(ζ) = 1 + aDζ2 + . . . , E(ζ) = 1 + 1
12
Dζ2 + . . . , (48)
are given by power series in ζ with convergence radius ζc which is equal to the maximum
of the function g(p¯), see Fig. 5. Note that the exponent in Eq. (47) is O (1
b
)
at fixed
values of bY , α¯s(t) and ζ , while the normalisation is O (1) and the fluctuations are
O (bn), n ≥ 1, as is natural from the role of b as a semiclassical expansion parameter.
The above presented analysis can be easily extended to the case of different scales
t > t0, in order to reproduce the collinear limit. The exact solution to the set of
equations (39) is rather complicated to be found analytically for the general case of
non-equal scales; it can be however easily solved numerically. In Fig. 6 we show the
solution for the ω¯, γ¯ and γ¯0 = γ¯+δ in the case of the collinear model χ(γ) = 1/(γ(1−γ))
as a function of scale t starting from t = t0. The saddle point exponent ω¯ first decreases
with t, then has a minimum ω¯m = ω
(0)
s (t0) at certain tm and then increases. The solution
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Figure 7: Function g(γ¯0; t, t0) from Eq. (51) plotted versus γ¯0 for different values of t:
15, 15.2, 15.5, 16, 18, 20. The value of the maximum increases with increasing t. The
dotted line represents the value of the parameter ζ = χmY/(bt
2
0). The parameters are
the same as in Fig. 6.
for the γ¯0 starts from the value γ¯0 > 1/2 but then moves towards zero as the γ¯ also does.
The point at which γ¯0(tm) = 1/2 is exactly the minimum of the saddle point exponent
ω¯(t). In the regime when t≫ t0 ≫ 1, both solutions tend to zero (γ¯, γ¯0 → 0) and one
can recover the correct asymptotic behaviour by making the collinear approximation in
(39)
bω¯t ≃ 1
γ¯
, bω¯t0 ≃ 1
γ¯0
bω¯2Y ≃ ln γ¯0
γ¯
≃ ln t
t0
(49)
which gives
ω¯ ≃
√
1
bY
ln
t
t0
and E(Y ; t, t0) ≃ 2
√
1
b
Y ln
t
t0
. (50)
18
The function g(p¯) is generalised in this case too, and depends additionally on t and
t0
g(γ¯0; t, t0) ≡ χmγ¯20(1− γ¯0)2 ln

 γ¯0
1− γ¯0
1
2
+
√
t0
t
√
(γ¯0 − 1/2)2 + ∆t4t0 )
1
2
−
√
t0
t
√
(γ¯0 − 1/2)2 + ∆t4t0 )

 , (51)
where we have defined ∆t ≡ t− t0. In Fig. 7 we show it as a function of γ¯0 for different
values of the scales t and t0. Again the value of the parameter ζ = χmY/(bt
2
0) =
g(γ¯0, t, t0) will determine the solutions for the γ¯0 and the related quantities. The solution
will be given by the lower value of γ¯0 and it will quickly pass 1/2 and shift towards 0
with increasing asymmetry ∆t. The maximum of the curves g(γ¯0; t, t0) also increases
with ∆t which means that in the collinear situation when t ≫ t0 ≫ 1 one has a real
solution for quite large positive ζ and that the critical value ζc ∼ ln t/t0. Note, however
that due to the peculiar shape of the function g(γ¯0; t, t0) (Fig. 7) for ζ → 0+ both γ¯
and γ¯0 drift towards zero, as in Eq. (49), and that the exponent in Eq. (50) implies a
singular behaviour of the exponent function E in Eq. (47)
E(ζ, t/t0) ≃ 2
√
log t/t0
χmζ
, ζ = ωs(t)Y/t0 . (52)
Therefore, for t > t0, the exponent function E is no longer a power series in ζ around
ζ = 0, but should be rather expanded around some nontrivial value of ζ (like ζ =
g(1
2
; t, t0), for which γ¯0 ≃ 12), so as to stay away from both ζ = 0 and ζ = ζc.
On the other hand, if (t − t0)/t0 = bα¯s(t0)∆t ≪ 1 the exponent in Eq. (50) takes
up the double log DGLAP form ∼ 2√Y α¯s(t0)∆t with frozen coupling (one cannot
distinguish α¯s(t) from α¯s(t0) for such values of ∆t). Since this expression is finite at
fixed α¯s(t0)Y , one can still perform an expansion of the exponent in b in this small ∆t
regime, as proposed for a numerical procedure in Sec.5.
4 Explicit Green’s function in the diffusion model
The diffusion model with running coupling of Eq. (23) has been discussed in the liter-
ature [28] in various ways, starting from its equivalence [29] with a Schroedinger-like
problem in t space. We reconsider it here with a purpose of providing a representation
for it which makes the b-expansion and the evaluation of diffusion corrections quite
explicit.
We start from Eq. (38), with χm < 0 and with the specification of the δ contour
provided by Eq. (34), according to which Re(δ/ω) should be positive. The exponent in
(38) in the case of the diffusion model has the following form
E := ωY + (γ − 1/2)∆t− δt0 + δχm
bω
+
1
2
δχ′′m
bω
(γ − 1/2)2 + 1
2
δ2χ′′m
bω
(γ − 1/2) + 1
6
χ′′m
bω
δ3 .
(53)
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We notice that, since X(γ) is cubic in γ for the diffusion model, X(γ + δ) − X(γ)
is quadratic in γ, with coefficient of the quadratic term given by 1
2
χ′′mδ
bω
, which has a
positive real part. Therefore the γ integral, at fixed ω and δ/ω, converges along the
imaginary axis and can be done explicitly to yield
Gpert(Y ; t, t0) =
∫
dωeωY
2πi
∫ ∞
0
dx
√
bt0
2πχ′′m
exp
[
− x2(ωt+ t0
2t0
− α0χm) + Ωω
2x6
4
− (∆t)
2bt0
2χ′′mx2
]
(54)
where we have introduced the variables
x2 =
δt0
ω
, ∆t = t− t0 , Ω(t0) = 1
6
χ′′m
bt0t20
, α¯0 =
1
bt0
. (55)
Surprisingly enough, the ω dependence of the exponent in Eq. (54) is still quadratic at
fixed x2 ∼ δ/ω, with positive coefficient of the quadratic term. Therefore the ω integral
converges along the imaginary axis and can be done explicitly to yield
Gpert(Y ; t, t0) =
∫ ∞
0
dx
x3
√
πχ′′m
√
bt0
2πΩ(t0)
exp
[
− (Y − x
2 t+t0
2t0
)2
Ω(t0)x6
+
χmx
2
bt0
− (∆t)
2bt0
2χ′′mx2
]
,
(56)
where we recall that the x integral converges because we have set χm < 0 . Finally, by
introducing the new integration variable ξ = |Y |
x2
2t0
t+t0
, we obtain (t˜ ≡ t+t0
2
)
Gpert(Y ; t, t0) =
t0
t˜
∫ ∞
0
dξ√
2πχ′′mα¯s(t˜)|Y |
1√
πΩ(t˜)|Y |
× exp
[
− ξ(ξ ∓ 1)
2
Ω(t˜)|Y | +
ωs(t˜)|Y |
ξ
− (∆t)
2ξ
2χ′′mα¯s(t˜)|Y |
]
(57)
where ωs(t˜) =
χm
bt˜
< 0 and the −(+) sign holds according to whether Y > 0 (Y < 0).
Several features of Eq. (57) are worth noting. First, the solution decreases for
|Y | → ∞ in both directions, as expected from Eq. (36), but more strongly for Y → −∞.
Secondly, it satisfies the following boundary condition
G(Y = 0+; t, t0)−G(Y = 0−; t, t0) = δ(t− t0) , (58)
but the Y = 0− contribution is non-vanishing. As a matter of fact we have
G(Y = 0+; t, t0) =
∫ ∞
0
dξ δ(
√
ξ(t− t0)) δ(
√
ξ(ξ − 1)) = 2δ(t− t0)
G(Y = 0−; t, t0) =
∫ ∞
0
dξ δ(
√
ξ(t− t0)) δ(
√
ξ(ξ + 1)) = δ(t− t0) , (59)
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and this means, according to Eq. (36), that the projector over the negative (positive)
spectrum is 2(-1) in this case. Third, apart from the overall t0/t˜ factor(due to the
asymmetrical role of the running coupling in the kernel), the t and t0 dependence occurs
mostly through the parameter t˜ = t+t0
2
corresponding to the scale kk0 for the hard
process. Finally, the b-dependence is nicely summarized by introducing the parameter
z = b2α¯s(t˜)
2χmχ
′′
m
2
(α¯s(t˜)Y )
2 = 3Ω(t˜)ωsY
2 , (60)
in terms of which Eq. (57) reads
Gpert(Y ; t, t0) =
t0
t˜
∫ ∞
0
dξ
2π
√
D |z|/3 exp
{
ωs(t˜)|Y |
[
ξ(ξ ∓ 1)2
(−z)/3 +
(
∆t
2t˜
)2
ξ
(−z) +
1
ξ
]}
(61)
for Y > 0 (Y < 0) respectively. This equation provides the almost explicit representa-
tion of G we were looking for.
Before analyzing Eq. (61) in more detail, let us consider the analytic continuation
of Eq. (57) to the positive values of χm. Only the ξ = 0 region of the integral is
affected. In this case the contour in the ξ-complex plane has to be distorted so as to
reach the end point ξ = 0 from the Re ξ < 0 region, and this can be done in several
ways, see Fig.8. Since the measure of the small ξ region vanishes, this contribution is
not expected to introduce sizeable ambiguities, which are roughly given by solutions of
the homogeneous equation with ω = 0.
The large positive Y behaviour of Eq. (61) at fixed value of z is determined by the
saddle point
f(ξ,
∆t
t
) = ξ2
[
(3ξ − 1)3(ξ − 1) +
(
∆t
2t˜
)2]
= −z . (62)
For z < 0 (χm < 0) there are four saddle points, the leading one being close to ξ = 1.
For z > 0 (χm > 0) the saddle points close to ξ = 0 (contributing to the completeness
relation) become complex and two real ones remain. The leading one at ξ¯ ≃ 1 − ǫ for
∆t≪ t˜ and z ≪ 1 is equal to
ξ¯ ≃ 1− 1
6
(
z(t˜) +
7
12
z(t˜)2 +
(
∆t
2t˜
)2)
, (63)
and yields the exponent
E(Y ; t, t0) = ωs(t˜)Y
[
1 +
z(t˜)
12
+
z(t˜)2
24
−
(
∆t
2t˜
)2(
1
z(t˜)
+
1
6
)
+ . . .
]
, (64)
thus confirming the results of Ref. [18] and generalizing them to arbitrary scale depen-
dence.
By taking into account the fluctuations around the saddle point we can also obtain
the ∼ Y 2 corrections (apart from the already known ∼ Y 3 ones of Eq. (64)). It turns
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Figure 8: A possible continuation to χm > 0 of the contour in the ξ plane for the integral
(61) representing the perturbative solution of the Green’s function in the diffusion model.
out that by considering the third order derivative of the exponent in (61) one can also
identify the correction linear in ∼ Y which corresponds to the second order shift of
ωs(t). The details of the calculation are provided in appendix B and yield the result
δω
(2)
s Y =
5
32
(bα¯s)
2α¯sχ
′′
mY , which reproduces the first term of (46).
The importance of the parameter z(t˜) is confirmed by the above procedure. In fact,
above some critical value zc(∆t/t˜) the saddle points collide and become complex, imply-
ing a singularity of the saddle point evaluation and thus a change of regime occurring
for ωs(t)Y ≃ t˜√D
√
zc. The critical value of zc is
∆t
t˜
-dependent and ranges from 1
2
(1
2
+
√
3
3
)
for ∆t = 0 to zc = 0 for
∆t
2t˜
= 1, (t0 ≪ t). This has to be contrasted with the results
for the case of collinear model (see subsection 3.2 and discussion about Eq. (51)) where
the critical value of zc is always positive and has the asymptotic behaviour zc ∼ ln2 t/t0
for t ≫ t0 ≫ 1. The fact that zc = 0 for the Airy model in the collinear regime just
means that this approximation is no longer valid. In fact the validity of Airy model is
strongly limited to small values of ∆t . Finally, for z ≫ 1, the complex saddle points
at ξ = ± 1√
3
(e±iπ z)1/4 dominate the exponents, which become in that case
E±(Y ; t, t0) =
4√
3
ωs(t˜)Y z
− 1
4 e∓
ipi
4 =
4√
3
√
Y χm/b
D1/4
e∓
ipi
4 , (65)
thus implying an unphysical oscillatory behaviour for ωs(t)Y ≫ t˜, as already discussed
in [18].
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Figure 9: Plot of the “saddle point” function f(ξ,∆t/t˜ = 0) versus ξ, (62). The dotted
line represents the value of −z variable, (60). The intersection points define the saddle
point solutions for the exponent in solution (61).
5 Numerical results
In addition to the analytical studies carried out above, it is also possible to examine
the b-expansion from a numerical point of view. There are two main purposes to this.
One is to examine the structure of the b-expansion somewhat more generally, be it at
higher order, or in the context of more general kernels.
The other aim is to establish a way of numerically defining ‘purely perturbative’
predictions for high-energy scattering, as well as the potential domain of validity of these
predictions. While for leading-order BFKL calculations this is not strictly necessary
given the analytical tools at our disposition, when including higher-order corrections,
numerical methods may represent a more practical approach.
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5.1 Numerical b-expansion
The BFKL equation (1) for the gluon Green’s function can be written in rapidity and
transverse momentum space as
dG(Y ; t, t0)
dY
=
∫
d2~q
πq2
α¯s(X)
[
k
k′
G(Y ; ln k′2, t0)−G(Y ; t, t0)Θ(k − q)
]
,
k2 = et ,
k′ = |~k + ~q| ,
(66)
where the scale X of the coupling may be t (as has been the case so far in this article) or
ln q2, or some other combination of scales in the problem. The gluon Green’s function
is defined with the following initial condition:
G(0; t, t0) = δ(t− t0) . (67)
To determine the b-expansion of G, we carry out several numerical evolutions of the
initial condition, each time with a different (small) value of b. For arbitrary b, the
coupling is defined such that α¯s(t0) is independent of b:
α¯bs(t) =
α¯s(t0)
1 + (t− t0)bα¯s(t0) . (68)
Typically we use b values of −nδb,−(n−1)δb, . . . , nδb with δb of order 0.01 and n = 3.
The smallness of δb ensures the absence of non-perturbative tunneling contributions,
since they are suppressed by a factor exp[− 1|b|α¯s(t0)g(α¯s)]. The use of negative b’s may
seem surprising, but actually Eq. (68) is valid for any sign of b, and the γ-representation
also, provided one replaces t0 by α¯
−1
s (t0)/b. One then considers the b-expansion for
lnG(Y ; t, t0),
lnG(Y ; t, t0) =
∑
i=0
biℓi(Y ; t− t0, α¯s(t0)) . (69)
where we assume that t − t0 ≪ t0. Expression (69) corresponds to the series in
Eq. (48) for the normalisation and exponent functions in terms of the parameter
ζ = bα¯s(t0)ωs(t0)Y . We note that this numerical b-expansion differs slightly from the
analytical b-expansion discussed earlier. In particular while previously the expansion
was performed with αs(t0), αs(t) and bY fixed, here it is αs(t0), t− t0 and αs(t0)Y that
are kept fixed.
In the approximation that for the small b-values being considered, lnG is well rep-
resented by a truncation of the series (69) at term i = 2n, it is straightforward to
determine the ℓi. Thus with n = 3 we are able to determine terms in the expansion up
to ℓ6. Formally the error on the determination of the ℓi from neglected terms is of or-
der (nδb)2n+1−iℓ2n+1, though it can be larger if there is significant cancellation between
terms.5
5In practice numerical rounding errors are also important and contribute at the level of ǫ/δbi, where
ǫ is the relative machine accuracy. The trade-off between these two sources of error determines the
optimal value of δb.
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In a number of the figures that follow we will actually consider the effective exponent
ωeff(Y ; t0, t0) ≡ d
dY
lnG(Y ; t0, t0) (70)
rather than the Green’s function itself — the use of ωeff facilitates the identification of
the Y -dependence of certain of the ℓi, and ωeff can itself also be expanded in powers of
b,
ωeff =
∑
i=0
biωeff ,i . (71)
Figure 10 shows the ωeff,i for evolution with scale t and α¯s(t0) = 0.1. This low value of
αs has been chosen so as to have a value of ωs(t0) ≃ 0.277, close to that expected for the
more physical α¯s(t0) ≃ 0.2 once one takes into account NLL corrections. Odd powers
of b have zero coefficient, due to the b ↔ −b symmetry of Eq. (47), which in turn is
due to the γ ↔ 1 − γ symmetry of the BFKL eigenvalue function and eigenfunctions,
Eq. (32).
0
0.05
0.1
0.15
0 5 10 15 20
ω
e
ff,
i
Y
Uses α−s(t)
O(b6)
O(b4)
anl. O(b2)
O(b2)
-0.008
-0.006
-0.004
-0.002
0 10 20 30 40 50 60 70 80
ω
e
ff,
2 
 
[fu
ll r
es
ult
 - a
na
lyt
ica
l]
Y
Uses α−s(t)
lower precision
higher precision
Figure 10: Left: terms in the b-expansion of ωeff(Y ; t0, t0) up to order b
6, and addition-
ally the asymptotic analytical prediction for the b2 term (b2α5sY
2 and b2α4sY contribu-
tions). Right: the difference between the full numerical result for the b2 term and the
asymptotic analytical result at lower and higher numerical precisions. In both cases
α¯s(t0) = 0.1.
The O (b2) term in the left-hand plot illustrates the characteristic Y 2 dependence
expected from Eq. (44) (due to the derivative the contribution b2α5sY
3 to lnG gives a
contribution proportional to Y 2 in ωeff ,2). It is compared to the sum of the analytically
determined b2α5sY
2 and b2α4sY terms and asymptotically one sees a good agreement.
The right-hand plot shows the difference between the full numerical and partial ana-
lytical determination of ωeff ,2 and one sees that it is consistent asymptotically with a
constant term, which equals to δω
(2)
s /b2 ≃ −0.002491 from Eq. (46). The two curves in
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the right-hand plot have been determined with numerical evolutions of different accu-
racies so as to illustrate the numerical stability of the procedure. The differences visible
at smaller Y values are a consequence of sensitivity to the different approximations
(widths) of the initial delta-function in t.
The left-hand plot also shows the ωeff,4 and ωeff,6 terms. While at low Y they are
suppressed, they grow much faster with Y (as Y 4 and Y 6 respectively) and quickly
dominate over the ωeff,2 term. Of course, they are suppressed in Eq. (71) by a power
of b also. But if we take b = O (1), then the ζ parameter in Eq. (42) is sizeable, and
the importance of higher order terms increases with Y , meaning that the series (71) is
slowly converging, because of nonanalyticity at ζ = ζc. This point will be discussed in
more detail below and determines the perturbatively accessible range of Y for BFKL
predictions.
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Figure 11: The difference between ωeff,i(Y ; t0, t0) for the case of a coupling that runs as
α¯s(ln q
2) and one that runs as α¯s(t). Shown for α¯s(t0) = 0.1.
It is also of interest to examine what happens to the evolution when αs is evaluated
not at scale t but at ln q2, which is favoured by the NLL corrections to the BFKL equa-
tion [3]. The differences in the ωeff,i between these two options are shown in figure 11.
This figure has been generated with a Gaussian (∝ e−(t−t0)2/2) initial condition as op-
posed to a delta-function, because with a delta-function, at small Y one finds spuriously
large contributions enhanced by logarithms of the ‘width’ of the delta-function.
With αs(ln q
2) one loses the b ↔ −b symmetry of the evolution and both odd and
even powers of b are present. At orders b and b2 the effect of changing from αs(t) to
αs(ln q
2) is simply to modify ωeff by a constant — essentially the dynamics which led
to the asymptotic Y -dependence in figure 10 is independent of what scale one chooses
for αs. The constant shift is trivially ∆ = −ω0s bω
0
s
2
at order b, and contains both scale
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changing and diffusion effects at order b2. It is only at order b3 and beyond that Y -
dependence starts to appear, and one sees a form of mixing between the shift in ωeff
which appears at relative order bω0s due to the scale αs(ln q
2) and the dynamical effects
which arise for any choice of scale at relative order (bα¯sY )
2. This is reflected in the fact
that the order b3 and b4 terms have a leading Y 2 dependence, while the b5 and b6 terms
have a leading Y 4 dependence.
5.2 Pure perturbative predictions
One application of the b-expansion is that of extracting ‘purely perturbative’ numerical
predictions.
One of the most common ways of obtaining BFKL predictions including running
coupling is to solve Eq. (66) (or its analogues with various forms of higher-order correc-
tion) with a regularised running coupling, see for example [26, 27] . A measure of the
perturbative uncertainty on the prediction can then be made by comparing different
regularisations and seeing how they affect the Green’s function.
This is illustrated in Fig. 12a, which shows the Green’s function evaluated by direct
numerical solution of Eq. (66) with two different regularisations of the coupling: in one
the coupling is set to zero for t < t¯ where α¯s(t¯) = 0.5, while in the other t¯ is defined
by α¯s(t¯) = 0.25. In this and other plots in this section, we use αs(ln q
2) and the initial
condition is a Gaussian rather than a delta-function so as to have sensible behaviour
for G at small Y .
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Figure 12: (a) the BFKL Green’s function evaluated with two regularisation of αs, a
cutoff when α¯s = 0.50 and a cutoff when α¯s = 0.25; (b) the Green’s function evaluated
by truncating the sum Eq. (69) at various orders.
At small and moderate Y there is good agreement between the two curves, but
beyond a certain point they no longer coincide, and one may deem this to be the limit
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of the perturbative prediction. However we could quite easily have chosen a different
set of regularisations to compare to (e.g. with a coupling that freezes below t¯) and
one would have come to a different conclusion about the point where non-perturbative
effects become important; it is difficult to make a strong case for one regularisation
scheme as opposed to another.
A second point is that for small values of αs(t0), in the numerical calculation the
transition to the non-perturbative regime comes about by tunneling [12, 13], which
places a limit on the maximum accessible rapidity, Ymax, that scales as 1/αs(t0). How-
ever there are arguments that suggest that in the real world (as opposed to a numerical
solution of a linear BFKL equation) effects such as unitarity [30, 31], or the fact that
the Pomeron is soft, will eliminate or suppress tunneling. In such a situation the true
non-perturbative limit on the maximum rapidity is believed to scale as 1/α2s(t0) [18].
There is however a problem of how practically to calculate a Green’s function beyond
the tunneling point.
The b-expansion offers a solution to both these problems. The question of how to
determine the rapidity where perturbation theory breaks down reduces to that of estab-
lishing when the series expansion in b stops converging. This is illustrated in Fig. 12b.
One eliminates in this way the need for a subjective decision about a regularisation of
the coupling. It is still necessary to decide where to truncate the series, but one has an
analytical understanding of the properties of the series and the mathematical tools in
such a case are well-established.
The problem of tunneling is also eliminated, because a truncated perturbative expan-
sion in powers of b will not reproduce a non-perturbative e1/bαs factor.6 The maximum
perturbative rapidity in the b-expansion is therefore expected to behave precisely as
discussed in [18], namely to scale as 1/α2s(t0).
These ideas can be tested by considering a series of evolutions for different αs(t0)
values. In each case one establishes a maximum accessible rapidity, Ymax, in two ways:
1. by examining when two non-perturbative regularisations lead to answers which
differ by more than a certain threshold;
2. by examining when the difference between different truncations of the b-expansion
differ by the same threshold.
In the first case we take the two regularisations used for Fig. 12a, while in the second
case we take truncations at order b3 and b4. We define the threshold as being when
| lnGa/Gb| = 0.2, where Ga,b are the Green’s function for the different regularisations
or truncations.
The results are shown in Fig. 13. There is a clear linear dependence on α¯−1s (t0)
for the case of the non-perturbative regularisation, a clear sign of tunneling being the
relevant mechanism. In the b-expansion Ymax rises much more rapidly, in a manner quite
6One may wonder whether tunneling might manifest itself in the series expansion through some form
of renormalon behaviour — it is difficult to answer this question properly without going to inaccessibly
high orders in b. As is shown below however, in practice this issue does not seem to arise.
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Figure 13: The maximum perturbatively accessible value of Y , as a function of 1/α¯s(t0),
determined by comparing different non-perturbative regularisations of αs, or different
truncations of the b-expansion.
compatible with a proportionality to α¯−2s (t0). We note that the value of coefficient in
front of α¯−2s (t0), of the order of 0.1, is in perfect agreement with the prediction based
on the critical value ζc = 0.26413 found in Sec. 3.2, which yields Y =
ζc
bχm
α¯−2s (t0) ≃
0.104 α¯−2s (t0).
Some comments are in order. For the case of nearly leading-log BFKL evolution
that has been studied here, one could equally well have performed a normal expansion
in powers of αs for fixed αsY apart from the need of the Pomeron suppression. Indeed,
it turns out that (for t = t0) the b
iℓi are functions only of αsY and bαs, and one can
therefore rewrite the expansion for lnG as
lnG ≡
∑
i=0
(bα¯s)
iλi(αsY ) (72)
with λi(αsY ) = ℓi/α
i
s = (αsY )
i+1ci + (αsY )
idi + . . . , (i ≥ 1). From the point of view
of Eq. (47) the highest Y powers in λi ∼ (αsY )i+1 correspond to the exponent function,
the next-highest ones (∼ (αsY )i) to the normalisation, and lower ones to higher order
fluctuations. Therefore, the b-expansion is needed to suppress the Pomeron, but is
actually in one-to-one correspondence with an expansion in αs at fixed αsY .
For next-to-leading-logarithmic (and NnLL) evolution the situation is different. As is
well known, the series convergence in αs is extremely poor, because of several problems
stemming essentially from large collinearly enhanced terms. To carry out an expansion
in αs for fixed αsY is therefore almost doomed to failure. The b-expansion will on the
other hand be much more stable because at each order in b one will effectively be able to
29
resum collinearly-enhanced terms αns (αsY )
m, in analogy with what is done in [20, 32].
The detailed behaviour is currently under investigation [19].
It is important keep in mind that after accounting for higher-order effects, the
numerical values in figures such as Fig. 13 will be significantly altered, because on the
one hand the diffusion coefficient is known to be very different at higher orders [3],
and the tunneling behaviour is also expected to be numerically substantially modified.
Nevertheless, we expect the qualitative features of that figure to persist.
Finally, one potential practical limitation of the b expansion is the case when t and
t0 are different, leading to the need for a collinear resummation. In such a case, as
mentioned in Sec.3.2, in the regime where t− t0 ≪ t0, the coefficients of the b expansion
will be enhanced by powers of (t − t0), and though the series may still be formally
convergent, it is not clear whether it will be practical to include a sufficient number
of terms for the convergence to be reached. To establish this point requires further
investigation.
6 Conclusions
In this paper we have studied the properties of the gluon Green’s function in the case
of the small-x evolution equation with running coupling. In general the solution can
be decomposed into perturbative — hard Pomeron and non-perturbative — Pomeron
components. The hard Pomeron is then governed by the perturbatively calculable
saddle point exponent ωs(t) which is modified by the corrections due to running coupling
effects. The non-perturbative part has instead a true singularity ωIP which is leading at
large values of rapidity since ωIP > ωs(t). The Pomeron part is however suppressed at
large values of t by a tunneling factor which has a universal form of exp[−1/(bα¯s)g(α¯s)].
As a simple illustration, in the Airy diffusion model the Pomeron singularity is the lowest
lying energy state of the potential in the Schroedinger-like problem. The perturbative
part corresponds then to the continuum of states at Reω < 0. The decomposition into
perturbative and non-perturbative parts is however non unique in the sense that some
subleading bound states ωb < ωIP can be included in the perturbative part of the gluon
Green’s function and are similar to a renormalon ambiguity.
Starting from this qualitative picture, we introduced the b → 0, α¯s fixed limit in
which the Pomeron is suppressed, in order to study the properties of the perturbative
part Gpert(Y ; t, t0). By applying the b expansion we obtained the saddle point expo-
nent and the diffusion corrections. We showed that apart from the well known ∼ α¯5sY 3
corrections there are further subleading ones of type ∼ Y 2 and ∼ Y . The latter con-
stitutes a second order ωs shift, which adds up to dynamical corrections of the same
order b2α¯2sY coming from subleading corrections to the kernel. We have investigated in
particular a scale change in the running coupling [19]. We found out that this pertur-
bative expansion is controlled by the parameter z = 1
2
(bα¯s)
2(ωsY )
2χ
′′
m and is valid for
z ≪ 1. Outside this regime, when z & 1, the perturbative solution starts to oscillate
and the non-perturbative Pomeron takes over. Thus the genuine hard Pomeron part
of the gluon Green’s function which is governed by ωs(t) can be studied phenomeno-
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logically at large values of t and moderate rapidities, in the limited regime where the
non-perturbative part is strongly suppressed.
Additional NLL corrections are going to change the picture of diffusion and tun-
neling in a quantitative way. For example the so called kinematical constraint [33],
incorporated in some resummations of subleading corrections [19] can be shown to in-
crease the rapidity where tunneling occurs by about t − t0; the proportionately larger
effect of higher-order corrections at larger values of αs will also delay the onset of tun-
neling, by reducing the non-perturbative Pomeron exponent. Both these effects can be
expected to widen the window for phenomenological tests of the purely perturbative
hard Pomeron. It should be also remarked that unitarity effects can in principle change
significantly the phenomenon of tunneling. It was noticed in [30, 31] that in the case
of the non-linear small x evolution equation [34, 35], the generation of the saturation
scale Qs(x) leads to the suppression of diffusion into the low scales k < Qs(x) and the
distribution of the momenta is driven towards the perturbative regime. More detailed
theoretical studies of these phenomena are thus needed.
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Appendix A: Calculation of the fluctuations
The fluctuation matrix is obtained by taking the second derivatives with respect to γ, δ
and ω of the exponent
E(γ, δ, ω) = ωY + (γ − 1/2)t− (γ + δ − 1/2)t0 − 1
bω
X(γ) +
1
bω
X(γ + δ) (A.1)
in the double-γ representation Eq. (38). It reads as follows:
1
bω¯


−2χ′(γ¯) −χ′(γ¯) 0
−χ′(γ¯) −χ′(γ¯) −bt
0 −bt 2bY

 (A.2)
where we have made use of the relations (40). The secular equation reads then(
2χ′(γ¯)
bω¯
+ λ
)(
χ′(γ¯)
bω¯
+ λ
)(
2Y
ω¯
− λ
)
+
+
(
2χ′(γ¯)
bω¯
+ λ
)(
t
ω¯
)2
+
(
χ′(γ¯)
bω¯
)2(
λ− 2Y
ω¯
)
= 0 . (A.3)
31
By looking at the separate terms in Eq. (A.3) it turns out that the sum and product
of the eigenvalues have the following form (χ′(γ¯) < 0)
λ1 + λ2 + λ3 = −3χ
′(γ¯)
bω¯
+
2Y
ω¯
> 0
λ1λ2λ3 =
2χ′(γ¯)
(bω¯)3
[(bt)2 + bY χ′(γ¯)] < 0 , (A.4)
which means that we have two positive eigenvalues and one negative - provided that
(b t)2 > −χ′(γ¯) b Y . (A.5)
Since we have bY = ζ(bt)2/χm, the condition (A.5) is equivalent to χm > −ζχ′(γ¯) and
holds as long as ζ is a small parameter. Two positive eigenvalues correspond thus to
fluctuations along the two imaginary axes and the negative eigenvalue to the fluctuation
along the real axis in Eq. (38). After performing the integrations we obtain the following
overall normalisation factor (using (A.4))
N(t, Y ) =
1
(2π)2
t0
ω¯
(2π)3/2
1√−λ1λ2λ3
=
√
bω¯
−4πχ′(γ¯)
1√
1 + χ
′(γ¯)
χm
ζ
. (A.6)
From (A.6) we can derive the subleading ∼ Y 2 corrections. To this aim we expand,
using (43), ω¯ and χ′(γ¯) in ζ as follows
ω¯ = ωs(t)(1 +D
ζ2
4
) + . . .
χ′(γ¯ =
1
2
− p¯) = −p¯ χ′′(1/2)− 1
3!
p¯3 χ(4)(1/2) =
= −ζ
2
(1 +
5
12
Dζ2)
[
χ′′(1/2) +
1
3!
(
ζ
2
)2
χ(4)(1/2)
]
+ . . . , (A.7)
with D = χ
′′
m/(2χm). Inserting (A.7) into (A.6) gives
N(t, Y ) =
√
bωs
2πζχ′′m
(1 +
1
8
Dζ2)(1− 5
24
Dζ2)(1− 1
48
χ
(4)
m
χ′′m
)(1 +
1
2
Dζ2) =
=
√
1
4πDωsY
[
1 +Dζ2
(
5
12
− 1
24
χ
(4)
m χm
(χ′′m)
2
)]
. (A.8)
Appendix B: Calculation of Y 2 and Y terms in the
Airy approximation
We show here how to obtain the quadratic ∼ Y 2 and linear ∼ Y corrections to the
saddle point exponent ωs(t) in the case of the Airy diffusion model. We start from the
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exponent in the expression (61)
E = ωs(t˜)|Y |
[
ξ(ξ − 1)2
(−z)/3 +
(
∆t
2t˜
)2
ξ
(−z) +
1
ξ
]
, (B.1)
and consider the expansion around the saddle point ξ¯ defined by equation (62). We
obtain
E = a0 + a1∆ξ +
1
2
a2(∆ξ)
2 +
1
3!
a3(∆ξ)
3 + . . . , (B.2)
where we defined
an ≡ ∂
nE
∂ξn
∣∣∣∣
ξ=ξ¯
, (B.3)
and
∆ξ ≡ ξ − ξ¯ . (B.4)
For simplicity we take ∆t
2t˜
= 0. The saddle point condition a1 = 0 results in equation
(62) which at small values of z has a solution (63) ξ¯ = 1 − 1
6
z . The term a0 instead
provides the leading exponent ωs. The second derivative evaluated at ξ¯ reads then
a2 = 2ωsY
[−3(3ξ¯ − 2)
z
+
1
ξ¯2
]
, (B.5)
and the third one
a3 = −6ωsY
[
3ξ¯
z
+
1
ξ¯4
]
. (B.6)
We then expand the exponential in the following form
e
1
2
a2(∆ξ)2+
1
3!
a3(∆ξ)3 ≃ e 12a2(∆ξ)2 [1 + 1
3!
a3(∆ξ)
3 +
1
2
(a3
3!
)2
(∆ξ)6 ] . (B.7)
By integrating over ∆ξ the expression (B.7) we arrive at the following result√
2π
a2
(
1 +
15
16
23a23
(3!)2a32
)
. (B.8)
The first term in (B.8) i.e. the factor
√
2π/a2 comes from the second order fluctu-
ation and together with normalisation in (61) gives the following overall normalisation
factor to Gpert(Y ; t, t0) and the Y
2 term
1
2π
√
D|z|/3
√
π
ωsY
[
−3
z
(3ξ¯ − 2) + 1
ξ¯2
] ≃ 1√
4πDωsY
1√
1− 5
6
z
≃
≃ 1√
4πDωsY
(1 +
5
12
z) , (B.9)
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which checks with the first term ∼ Dζ2 in Eq. (A.8) (due to the Airy approximation
we will not reproduce the second term with higher order derivatives).
The second term provides in turn the linear term in Y
15
16
23a23
(3!)2a32
≃ 15
16
(
3ωsY
z
)2(
z
3ωsY
)3
=
5
16
z
ωsY
=
5
32
(bα¯s)
2α¯sχ
′′
mY , (B.10)
which is a second order shift to the saddle point value ωs(t). The (∆ξ)
4 term in (B.7)
can be safely neglected since it is of the subleading order (bα¯s)
4.
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