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Povzetek
Naslov: Porazdeljeno spremljanje izvajanja v arhitekturi mikrostoritev
Avtor: Domen Jericˇ
Razvoj aplikacij v arhitekturi mikrostoritev prinasˇa ogromno prednosti,
hkrati pa tudi nekaj novih izzivov. Enega izmed glavnih izzivov predstavlja
spremljanje izvajanja. S spremljanjem izvajanja lahko bolje razumemo delo-
vanje sistema, odkrijemo razloge za napake in vzroke za pocˇasno delovanje
aplikacije. V diplomski nalogi smo preucˇili razlicˇne pristope za spremljanje
izvajanja, pri cˇemer smo se osredotocˇili na porazdeljeno sledenje. Ogledali
smo si razlicˇne sisteme in nacˇine za instrumentacijo aplikacij s porazdelje-
nim sledenjem. Razvili smo razsˇiritev za odprtokodno ogrodje KumuluzEE –
KumuluzEE OpenTracing. Razsˇiritev razvijalcem omogocˇa, da JAX-RS mi-
krostoritve enostavno opremijo s funkcionalnostjo porazdeljenega sledenja.
Uporabnost razvite razsˇiritve smo prikazali na prakticˇnem primeru.
Kljucˇne besede: mikrostoritve, spremljanje izvajanja, porazdeljeno slede-
nje, Jaeger, Zipkin, MicroProfile, OpenTracing, KumuluzEE.

Abstract
Title: Distributed tracing in microservices architecture
Author: Domen Jericˇ
Microservices architecture brings many advantages over traditional mono-
lithic architectures. Along with the advantages there come new challenges.
One of the main challenges is observability. Observability enables us to bet-
ter understand system behaviour, resolve errors and analyze performance
bottlenecks. In the diploma thesis we studied different approaches for ap-
plication observability. The main focus of this thesis was distributed trac-
ing. We looked at different systems and ways to instrument microservices
with distributed tracing. We developed an extension for the KumuluzEE
framework – KumuluzEE OpenTracing. Extension enables us to instrument
JAX-RS microservices with distributed tracing, which we later demonstrate
on a practical example.






V zadnjih letih se pri razvoju aplikacij pojavljajo zahteve po visoki skalabil-
nosti in agilnosti razvoja. Kot posledica teh zahtev se je v praksi uveljavil
razvoj aplikacij v arhitekturi mikrostoritev. Gradnja aplikacij v tej arhitek-
turi prinasˇa ogromno prednosti, prinasˇa pa tudi nekaj novih izzivov. Enega
izmed njih predstavlja spremljanje izvajanja. S spremljanjem izvajanja lahko
bolje razumemo delovanje aplikacije, odkrijemo razloge za napake in vzroke
za pocˇasno delovanje aplikacije. Za ucˇinkovito spremljanje izvajanja se v
praksi uporablja vecˇ pristopov. Nekateri so se uporabljali zˇe v tradicionalnih
– monolitnih – arhitekturah, nekateri pristopi pa so se pojavili z uveljavitvijo
arhitekture mikrostoritev.
V arhitekturi mikrostoritev se zahtevek izvaja preko vecˇ mikrostoritev po
omrezˇju. Obstojecˇi pristopi za spremljanje izvajanja nam prikazˇejo le celoten
cˇas izvajanja in sˇtevilo izvedb zahtevka, kar pa nam za ucˇinkovit nadzor nad
aplikacijami v arhitekturi mikrostoritev ne zadosˇcˇa. Dnevniˇski zapisi, ki jih
belezˇimo v aplikaciji, so porazdeljeni po vecˇ mestih – tezˇko jih povezˇemo z
izvedbo dolocˇenega zahtevka. V praksi se kot resˇitev za nasˇtete probleme
uveljavlja porazdeljeno sledenje. Resˇitev nam omogocˇa spremljanje poteka
zahtevka preko posameznih mikrostoritev, analizo cˇasa izvajanja posameznih
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akcij ter analizo odvisnosti mikrostoritev. V diplomski nalogi bomo poraz-
deljeno sledenje podrobneje preucˇili in ga primerjali z ostalimi pristopi za
spremljanje izvajanja.
1.2 Cilji
Prvi cilj diplomske naloge predstavlja pregled specifik spremljanja izvajanja
v arhitekturi mikrostoritev, pri cˇemer se osredotocˇimo na pristop porazde-
ljenega sledenja. Drugi, glavni cilj pa predstavlja implementacija razsˇiritve
za porazdeljeno sledenje za ogrodje KumuluzEE ter izdelava prakticˇnega pri-
mera, ki bo prikazal delovanje razvite razsˇiritve.
1.3 Struktura diplomske naloge
V drugem poglavju pregledamo tradicionalne pristope razvoja aplikacij in
jih primerjamo z arhitekturo mikrostoritev. Pregledamo tudi prednosti in
izzive, ki jih prinasˇa arhitektura mikrostoritev. Na koncu drugega poglavja si
ogledamo arhitekturo cloud-native. V tretjem poglavju si ogledamo razlicˇne
pristope spremljanja izvajanja. Podrobneje preucˇimo pristop porazdeljenega
sledenja in ga primerjamo z ostalimi pristopi.
V cˇetrtem poglavju si ogledamo sisteme za porazdeljeno sledenje. Po-
drobneje si ogledamo sistema Jaeger in Zipkin, dva izmed najbolj popularnih
samo-gostujocˇih sistemov za porazdeljeno sledenje. V petem poglavju pre-
gledamo specifikacijo MicroProfile OpenTracing, po kateri kateri smo razvili
razsˇiritev.
Sledi poglavje s pregledom razvoja in arhitekture razsˇiritve KumuluzEE
OpenTracing. V zadnjem poglavju pa si ogledamo predstavitev delovanja
razsˇiritve na primeru Java aplikacije.
Poglavje 2
Arhitektura mikrostoritev
V tem poglavju si bomo ogledali arhitekturo mikrostoritev ter primerjali
nacˇin razvoja mikrostoritev s tradicionalnimi pristopi. Ogledali si bomo tudi,
kaksˇne izzive nam prinasˇa razvoj aplikacij v arhitekturi mikrostoritev.
2.1 Tradicionalni pristopi razvoja aplikacij
Pod tradicionalne pristope razvoja aplikacij spada gradnja monolitnih apli-
kacij. Za aplikacijo recˇemo, da je grajena v monolitni arhitekturi, ko se
komponente – dostop do podatkov in uporabniˇski vmesnik – izvajajo v istem
procesu, na istem sistemu [24]. Prednosti tega pristopa so enostavnost ra-
zvoja, testiranja in namestitve aplikacije. Aplikacije v tej arhitekturi lahko
enostavno skaliramo tako, da dodajamo dodatne instance celotne aplikacije
za iznacˇevalnik obremenitve (angl. load balancer).
Slabost tega pristopa je, da vzdrzˇevanje aplikacije z ogromno kolicˇino kode
postane otezˇeno. Ker so posamezne komponente velikokrat mocˇno sklopljene,
je potrebno vecˇ rocˇnega testiranja. Dodatna tezˇava monolitnih aplikacij je
zanesljivost – hrosˇcˇ v enem modulu lahko porusˇi celotno aplikacijo. Pri
monolitnih aplikacijah smo omejeni tudi pri vkljucˇevanju novih tehnologij –
spremembe vplivajo na delovanje celotne aplikacije. V monolitni arhitekturi
prav tako ne moremo skalirati vsake komponente posebej, kot je to mogocˇe
3
4 Domen Jericˇ
v arhitekturi mikrostoritev [34].
2.2 Mikrostoritve
Mikrostoritve so v zadnjih nekaj letih postale zelo priljubljen nacˇin razvoja
aplikacij. Aplikacije, grajene v arhitekturi mikrostoritev, so sestavljene iz
manjˇsih, samostojnih gradnikov – mikrostoritev. Mikrostoritve obicˇajno
tecˇejo na razlicˇnih racˇunalniˇskih procesih, komunikacija med njimi poteka
po omrezˇju. Pri razvoju aplikacije v arhitekturi mikrostoritev moramo biti
pozorni na to, da so posamezne mikrostoritve sˇibko sklopljene – med njimi
ni odvisnosti, vsaka mikrostoritev tecˇe sama zase [15].
Vsaka mikrostoritev ima svojo podatkovno bazo. Prednost tega je, da
pri vsaki mikrostoritvi lahko izberemo tip baze, ki najbolj ustreza potre-
bam dolocˇene mikrostoritve. Ta pristop sicer lahko privede do podvajanja
podatkov, ampak nam omogocˇa sˇibko sklopljenost mikrostoritev.
Ker komunikacija med mikrostoritvami poteka po omrezˇju, prav tako ni-
smo omejeni z uporabo tehnologij. Za vsako mikrostoritev torej lahko upo-
rabimo tehnologije, ki najbolj ustrezajo delu, ki ga mikrostoritev opravlja.
Ker so mikrostoritve sˇibko sklopljene, lahko na njih delajo locˇene ekipe, mi-
krostoritve lahko med sabo neodvisno posodabljamo. Povecˇa se produktiv-
nost razvoja, ker posamezna mikrostoritev izvaja samo eno samo nalogo,
kar omogocˇa hitrejˇse razumevanje delovanja. Posamezne mikrostoritve se
zazˇenejo hitreje, kot velika monolitna aplikacija, kar prav tako pohitri ra-
zvoj in namestitev aplikacije. Posamezne mikrostoritve lahko skaliramo po
potrebi, neodvisno od ostalih mikrostoritev, lahko jih enostavno in hitro testi-
ramo. Aplikacije v arhitekturi mikrostoritev so bolj zanesljive od monolitnih
– hrosˇcˇ v eni mikrostoritvi ne bo porusˇil vseh ostalih mikrostoritev [33].
Diplomska naloga 5
2.3 Izzivi arhitekture mikrostoritev
Seveda z dodatnimi prednostmi pridejo tudi dolocˇeni izzivi. Pri razvoju
moramo dodatno poskrbeti za ravnanje z napakami na mikrostoritvah. Cˇe
smo se v monolitni arhitekturi lahko zanesli na to, da bomo odgovor neke
komponente zagotovo dobili, moramo tukaj poskrbeti za vse scenarije, ki se
lahko zgodijo ob napaki na neki mikrostoritvi. Uposˇtevati moramo tudi, da
lahko pride do latence in da smo pri velikosti zahtevkov omejeni s pasovno
sˇirino.
V primerih, ko imamo aplikacijo sestavljeno iz velikega sˇtevila mikrosto-
ritev (lahko tudi sto in vecˇ), postane otezˇeno razumevanje delovanja aplika-
cije kot celote. Zˇelimo imeti nadzor nad delovanjem posameznih mikrosto-
ritev, kot tudi aplikacije kot celote, da lahko razumemo napake in razloge
za pocˇasno delovanje aplikacije. Te izzive resˇujemo s spremljanjem izvaja-
nja (angl. observability), ki se mu bomo podrobneje posvetili v naslednjih
poglavjih diplomske naloge.
Dodaten izziv predstavljajo poslovne transakcije, ki morajo v arhitek-
turi mikrostoritev posodobiti zapise v vecˇ bazah v razlicˇnih mikrostoritvah.
Ta problem v arhitekturi mikrostoritev obicˇajno resˇujemo z vzdrzˇevanjem
eventuelne konsistentnosti.
V arhitekturi mikrostoritev je prav tako bolj zahtevna implementacija
sprememb v vecˇ mikrostoritvah hkrati. Pri monolitnih aplikacijah smo lahko
preprosto naredili spremembe v vecˇ modulih in aplikacija je bila pripravljena
za posodobitev. V arhitekturi mikrostoritev se je taksˇnih sprememb potrebno
lotiti sistematicˇno in natacˇno nacˇrtovati vsako taksˇno posodobitev [19].
Dodatna kompleksnost se pojavi tudi pri namestitvi mikrostoritev. V
arhitekturi mikrostoritev ima vsaka mikrostoritev poljubno sˇtevilo instanc,
vsaka instanca mora biti posebej konfigurirana itd. Za uspesˇno delovanje
pri taksˇni stopnji kompleksnosti moramo imeti avtomatizirano namestitev in
skaliranje aplikacij [19, 16]. To nam omogocˇajo vsebniki (angl. containers)
in sistemi za orkestracijo (Kubernetes, Docker Swarm).
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2.4 Arhitektura cloud-native
Arhitektura cloud-native oznacˇuje nacˇin razvoja aplikacij, ki maksimalno
izkoriˇscˇa prednosti racˇunalniˇstva v oblaku. Namen arhitekture cloud-native
je povecˇati hitrost razvoja (zmanjˇsati cˇas od ideje do aplikacije v produkciji),
povecˇati skalabilnost ter zmanjˇsati strosˇke obratovanja aplikacij [29].
Glavni elementi razvoja aplikacij v arhitekturi cloud-native so [29, 13]:
• DevOps – Sodelovanje med razvijalci in sistemskimi inzˇenirji z na-
menom neprekinjenega zagotavljanja programske opreme (CI, CD), ki
resˇuje izzive uporabnikov.
• Infrastruktura – Uporaba “vse kot storitev” (IaaS/PaaS/SaaS)
omogocˇa avtomatsko skalabilnost in odpornost na napake.
• Mikrostoritve – Mikrostoritve kot nacˇin razvoja aplikacij. Pomembna
je sˇibka sklopljenost, kar omogocˇa, da med seboj neodvisno namestimo,
posodabljamo in skaliramo posamezne mikrostoritve.
• Vsebniki – Pakiranje mikrostoritev v vsebnike. Omogocˇa horizontalno
skalabilnost, enostavno testiranje in namestitev mikrostoritev.
Za doseganje vecˇje prepoznavnosti arhitekture cloud-native je bila usta-
novljena fundacija Cloud Native Computing Foundation (CNCF). Fundacija
gosti pomembne projekte za razvoj arhitektur cloud-native (kot npr. Kuber-
netes, Prometheus, OpenTracing, Jaeger itd.). CNCF predstavlja nevtralno
srediˇscˇe za sodelovanje med razvijalci, koncˇnimi uporabniki in ponudniki. Je




V tem poglavju si bomo ogledali razlicˇne pristope spremljanja izvajanja apli-
kacij. Pri tem se bomo osredotocˇili na porazdeljeno sledenje in ga primerjali
z ostalimi pristopi za spremljanje izvajanja.
3.1 Spremljanje izvajanja
Spremljanje izvajanja razvijalcem in sistemskim inzˇenirjem (DevOps)
omogocˇa nadzor nad izvajanjem aplikacij. Pomaga nam razumeti delova-
nje aplikacije ter omogocˇa dostop do kriticˇnih informacij, ko se v aplikaciji
pojavijo napake ali je odzivnost aplikacije slabsˇa [18].
3.1.1 Razlogi za spremljanje izvajanja
Za spremljanje izvajanja obstaja vecˇ razlogov. V aplikacijah se bodo tudi
po obsezˇnih testiranjih sˇe vedno pojavile napake. S spremljanjem izvajanja
zˇelimo izboljˇsati stabilnost aplikacije. Pomaga nam pri hitrejˇsem odkrivanju
razlogov za napake in analizi pocˇasnega delovanja aplikacije. Ob napaki, ali
ko metrike padejo izven pricˇakovanih rangov, je potrebno cˇimprej nekoga
obvestiti, da aplikacija ne deluje oz. da bo kmalu prenehala delovati [40].
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V velikih aplikacijah, ki so lahko sestavljene tudi iz vecˇ kot sto mikro-
storitev, je razumevanje aplikacije kot celote otezˇeno. V tem primeru nam
spremljanje izvajanja pomaga pri razumevanju delovanja – npr. porazdeljeno
sledenje nam prikazˇe potek zahtevka preko posameznih mikrostoritev in ana-
lizo odvisnosti med mikrostoritvami. Podrobneje se bomo temu pristopu
posvetili v posebnem podpoglavju.
Eden izmed razlogov za spremljanje izvajanja je tudi izboljˇsanje stabil-
nosti aplikacije na dolgi rok. S spremljanjem izvajanja skozi cˇas pridobimo
podatke, ki nam lahko pomagajo izboljˇsati stabilnost aplikacije. V podat-
kih lahko najdemo vzorce pojavljanja napak in jih povezˇemo z dogodki kot
npr. namestitev ali posodobitev aplikacije. Kot primer bi lahko ugotovili, da
se 30 % vseh napak zgodi v cˇasu nalaganja posodobitev aplikacije. Iz tega
lahko sklepamo, da bo potrebno izboljˇsati proces posodabljanja aplikacije.
S primerjavo podatkov skozi cˇas lahko delamo tudi analize kot npr. “Ali
spletna stran deluje pocˇasneje kot prejˇsnji teden?”, “Kako velika je baza in
kako hitro raste?” itd. Analiziramo lahko tudi dogodke, kot npr. “Kaj se je
sˇe zgodilo v cˇasu, ko se je povecˇala latenca na neki mikrostoritvi?” [35].
Spremljanje izvajanja je potrebno tudi iz vidika pogodbe SLA. Cˇe ne
spremljamo metrik sistema, ne moremo vedeti, ali smo ugodili zapisani do-
segljivosti aplikacije v pogodbi ali ne [40].
Pomembno komponento spremljanja izvajanja predstavljajo nadzorne
plosˇcˇe. Na nadzornih plosˇcˇah se prikazujejo glavne metrike sistema. Glavne
metrike sistema vkljucˇujejo latenco (cˇas za dokoncˇanje zahtevka), promet
(koliko zahtevkov trenutno sprejema mikrostoritev – npr. sˇt HTTP zah-
tevkov na sekundo), procent napak (kako pogosto se dogajajo napake na
mikrostoritvah) in saturacijo (koliko je mikrostoritev zasedena – I/O, CPE,
RAM) [7, 23].
3.1.2 Nacˇini spremljanja izvajanja
Poznamo dva nacˇina za spremljanje izvajanja. Izvajanje lahko spremljamo
od zunaj (angl. black-box monitoring) ali od znotraj (angl. white-box moni-
Diplomska naloga 9
toring). Ko spremljamo izvajanje od zunaj, testiramo z namenom razumeva-
nja, kako mikrostoritev vidi uporabnik. Izvajanje od zunaj opisuje simptome
problemov, ne dejanskih vzrokov zanje. Vprasˇanja na katera nam odgovarja,
so npr.:
• Ali je mikrostoritev dosegljiva?
• Ali se mikrostoritev na zahtevke odziva po pricˇakovanjih?
• Ali so mikrostoritve, ki jih trenutna mikrostoritev potrebuje za delova-
nje, dosegljive?
Ko spremljamo izvajanje od znotraj, spremljamo dnevniˇske zapise mikrosto-
ritve, metrike, vmesnike kot npr. JVM profiling interface itd.
V praksi se je v preteklosti za obvesˇcˇanje o napakah uporabljalo predvsem
spremljanje od zunaj. Danes ta trend upada, ker iz spremljanja izvajanja od
znotraj lahko dobimo bolj smiselna obvestila o napakah. Spremljanje izvaja-
nja od zunaj pa se sˇe vedno uporablja v primerih, ko spremljanje izvajanja
od znotraj ni mozˇno (npr. spremljanje platforme IaaS). [37, 35].
3.1.3 Spremljanje izvajanja v razlicˇnih arhitekturah
V monolitni arhitekturi za spremljanje izvajanja zadosˇcˇa zˇe spremljanje
osnovnih merik ter pregled dnevniˇskih zapisov. Iz belezˇenja dnevniˇskih za-
pisov, ki jih razvijalci vstavijo v kodo, lahko dolocˇimo razlog za napako. Iz
metrik lahko ugotovimo razloge za pocˇasno delovanje aplikacije.
V arhitekturi mikrostoritev pa samo spremljanje dnevniˇskih zapisov in
osnovnih metrik ne zadosˇcˇa vecˇ. Aplikacije so v tej arhitekturi zgrajene
iz mnozˇice manjˇsih mikrostoritev, med katerimi poteka komunikacija po
omrezˇju. Tu pa naletimo na tezˇavo. Z obstojecˇimi pristopi ne moremo spre-
mljati izvajanja poteka zahtevka preko posameznih mikrostoritev. Posledica
tega pa je, da ne moremo ugotoviti, katera mikrostoritev na poti zahtevka
nam upocˇasnjuje delovanje aplikacije ali javlja napako.
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Taksˇnim sistemom je torej potrebno prilagoditi nacˇin spremljanja izva-
janja. Za spremljanje metrik moramo imeti nacˇin za agregacijo metrik in-
stanc posamezne mikrostoritve (za izris na nadzornih plosˇcˇah mikrostoritev,
obvesˇcˇanje o napakah itd.). Za belezˇenje dnevniˇskih zapisov potrebujemo
centralno voden sistem, ki nam bo omogocˇal njihovo agregacijo. Tem in
vecˇ ostalim pristopom se bomo bolj podrobno posvetili v poglavju 3.5. Za
belezˇenje sledi izvajanja pa se pojavi nov koncept – porazdeljeno sledenje.
[38, 20].
3.2 Sledenje
Sledenje (angl. tracing) je ena izmed temeljnih praks spremljanja izvaja-
nja aplikacij. Cilj sledenja je, da iz uporabnikovih akcij ugotovimo, katere
operacije se izvedejo znotraj aplikacije. Pri sledenju uporabnikove akcije
povezˇemo s poslanimi zahtevki. Znotraj aplikacije belezˇimo potek izvajanja
po operacijah in cˇase izvajanja posameznih operacij. Iz zapisov, povezanih z
zahtevkom, zgradimo sled, ki hrani pot izvajanja zahtevka skozi komponente
aplikacije.
Sled se ob koncˇani izvedbi zahtevka posˇlje v zunanji sistem za spremljanje
izvajanja (sistemi APM). V uporabniˇskem vmesniku sistema je potek zah-
tevka znotraj aplikacije graficˇno prikazan. To nam omogocˇa, da v primeru
napake ali pocˇasnega delovanja lazˇje in hitreje identificiramo problematicˇno
komponento [11]. Implementacija opisanega pristopa je v monolitnih arhi-
tekturah enostavna. Vse, kar moramo storiti je, da v aplikacijo vkljucˇimo
knjizˇnice ponudnika sistema APM. Avtomatska instrumentacija bo poskrbela
za sledenje zahtevkov po celotni aplikaciji. Popularni ponudniki te resˇitve so
New Relic, AppDynamics in Dynatrace.
V arhitekturi mikrostoritev pa je implementacija sledenja zahtevnejˇsa. V
naslednjem podpoglavju si bomo ogledali specifike in nacˇine za implementa-
cijo sledenja v arhitekturi mikrostoritev.
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3.3 Porazdeljeno sledenje
Porazdeljeno sledenje (angl. distributed tracing) nam omogocˇa pregled po-
teka zahtevkov, ki se izvajajo preko vecˇ mikrostoritev. Potek izvajanja zah-
tevka opisuje struktura, imenovana sled (angl. trace). Zbiranje podatkov v
obliki sledi nam omogocˇi boljˇse razumevanje zˇivljenjskega cikla zahtevka. Z
razumevanjem zˇivljenjskega cikla zahtevka lahko razhrosˇcˇujemo zahtevke, ki
potekajo preko vecˇ mikrostoritev. Tako lahko hitreje odkrijemo, katera ope-
racija v dolocˇeni mikrostoritvi na poti zahtevka je vzrok za pocˇasen odziv
oz. povecˇano porabljanje virov [39]. Z analiziranjem sledi lahko ugotovimo,
kaksˇen je bil potek zahtevka, ki je privedel do napake.
Sled si lahko predstavljamo kot usmerjen aciklicˇni graf. Posamezna tocˇka
v grafu se imenuje razpon (angl. span) in oznacˇuje osnovno enoto dela. V
razpon lahko zapiˇsemo oznake, ki nam ob napakah olajˇsajo filtriranje zah-
tevkov glede na vrsto napake. Dodamo lahko tudi dnevniˇske zapise, ki nam
pomagajo pri iskanju razlogov za napake.
Dodatno lahko zbiramo sˇe demografske podatke o uporabnikih in o upo-
rabi aplikacije. Ti podatki so koristni tudi prodaji in podpori uporabnikom.
Prodaja in produktni vodje lahko sprejemajo boljˇse odlocˇitve, ker iz zbranih
podatkov lahko analizirajo, na kaksˇne nacˇine se aplikacija uporablja. Pod-
pora uporabnikom lahko iz zbranih sledi ugotovi, kaksˇen postopek pripelje
do napake in bolje pomaga uporabnikom. Eno izmed specifikacij za imple-
mentacijo porazdeljenega sledenja si podrobneje ogledamo v poglavju 3.4.
Porazdeljeno sledenje predstavlja pomemben del arhitekture cloud-native.
V arhitekturi cloud-native za ucˇinkovito spremljanje izvajanja potrebujemo
visoko skalabilne sisteme za porazdeljeno sledenje. Ti sistemi nam omogocˇajo
razumevanje delovanja aplikacij, ki so lahko sestavljene tudi iz vecˇ sto mi-
krostoritev [47]. Z razumevanjem delovanja aplikacij pridobimo na agilnosti
razvoja, aplikacije je lazˇje vzdrzˇevati. To je tudi eden izmed ciljev CNCF. V
CNCF sta trenutno vcˇlanjena dva odprtokodna projekta iz podrocˇja poraz-




Za belezˇenje sledi izvajanja v arhitekturi mikrostoritev je potrebno mikro-
storitve opremiti z implementacijo porazdeljenega sledenja. Implementacija
je sestavljena iz dveh delov. Prvi del predstavlja implementacija propagacije
konteksta razpona med mikrostoritvami in instrumentacija kode mikrosto-
ritve s porazdeljenim sledenjem. Drugi del implementacije pa predstavlja
porocˇanje sledi v sistem za porazdeljeno sledenje.
V prvem delu implementacije vsak zunanji zahtevek opremimo z unika-
tnim identifikatorjem. Ta identifikator nato posˇiljamo naprej vsem strori-
tvam, ki se izvedejo na poti izvajanja tega zahtevka [31]. Znotraj posa-
mezne mikrostoritve identificiramo vstopno in izstopno tocˇko. Tocˇki pred-
stavljata filter vhodnih oz. odhodnih zahtevkov. V vstopni tocˇki ekstrahi-
ramo podatke konteksta razpona iz prejetega zahtevka. Znotraj posamezne
mikrostoritve lahko v sled izvajanja zapiˇsemo oznake, ki nam ob napakah
olajˇsajo filtriranje zahtevkov glede na vrsto napake. V sled lahko dodamo
tudi dnevniˇske zapise, ki nam pomagajo pri iskanju razlogov za napake. V
izstopni tocˇki v zahtevek vkljucˇimo podatke konteksta razpona.
Tak nacˇin implementacije nam omogocˇa, da s porazdeljenim sledenjem
opremimo mikrostoritve neodvisno od programskega jezika ali ogrodja, v
katerem so mikrostoritve implementirane. Za Javo EE obstaja specifikacija
MicroProfile OpenTracing, ki definira nacˇine implementacije porazdeljenega
sledenja v JAX-RS mikrostoritve. Specifikacijo si bomo podrobneje ogledali
v poglavju 5.
V drugem delu implementacije odjemalca ponudnika zbrane podatke asin-
hrono v ozadju posˇilja v zbiralnik sledi (angl. trace collector) sistema za
porazdeljeno sledenje. Drugemu delu se bomo bolj natancˇno posvetili v po-
glavju 4, ker se implementacije razlicˇnih ponudnikov sistemov med seboj
razlikujejo.
Za samo implementacijo porazdeljenega sledenja v aplikacije imajo po-
nudniki sistemov za porazdeljeno sledenje na voljo knjizˇnice za razlicˇne pro-
gramske jezike. Tezˇava nastane, ko bi zˇeleli ponudnika zamenjati. Posamezni
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API-ji namrecˇ med seboj niso kompatibilni – ob menjavi ponudnika bi morali
spreminjati kodo aplikacije.
Kot resˇitev se pojavi projekt OpenTracing, ki omogocˇa, da v projekt
vkljucˇimo implementacijo porazdeljenega sledenja, brez da bi se pri tem ve-
zali na ponudnika. OpenTracing definira specifikacijo in API-je za sled, raz-
pone in prenasˇanje konteksta razpona. Mikrostoritev lahko instrumentiramo
z OpenTracing API-ji, od izbranega ponudnika v mikrostoritev vkljucˇimo
le odjemalca, ki je kompatibilen z OpenTracing API-ji. Na ta nacˇin lahko
ob morebitni menjavi ponudnika v mikrostoritvi zamenjamo samo odjemalca,
instrumentacijske kode v mikrostoritvi nam ni potrebno spreminjati. Podrob-
neje se bomo OpenTracing specifikaciji posvetili v naslednjem podpoglavju.
Implementacija porazdeljenega sledenja v obstojecˇo infrastrukturo je
lahko zahtevna. Vsako mikrostoritev na poti zahtevka moramo opremiti
s kodo za propagacijo konteksta razpona. Za boljˇse razumevanje poteka zah-
tevka znotraj posamezne mikrostoritve je potrebno znotraj operacij ustvariti
razpone ter jih opremiti z oznakami in dnevniˇskimi zapisi.
Dodatno tezˇavo pri implementaciji porazdeljenega sledenja predstavljajo
ogrodja oz. knjizˇnice, na katerih imamo zgrajeno mikrostoritev. Nekatera
ogrodja oz. knjizˇnice imajo zˇe implementirano funkcionalnost porazdeljenega
sledenja. V primeru, da ogrodje oz. knjizˇnica tega sˇe ne ponuja, bomo
morali za implementacijo poskrbeti sami. Implementacija postane sˇe posebej
problematicˇna, kjer so mikrostoritve zgrajene v razlicˇnih programskih jezikih.
Najbolj uspesˇna pri implementaciji porazdeljenega sledenja so podjetja, ki za
gradnjo mikrostoritev po celotnem podjetju uporabljajo enake programske
jezike oz. ogrodja [39].
Z uveljavitvijo servisnih mrezˇ (angl. service mesh) se je pojavil doda-
ten nacˇin za implementacijo porazdeljenega sledenja v obstojecˇe arhitekture.
Funkcionalnost porazdeljenega sledenja lahko implementiramo zˇe na nivoju
servisne mrezˇe. Pri tem posamezne mikrostoritve na poti zahtevka obravna-
vamo kot cˇrno sˇkatlo. Poskrbeti moramo samo, da mikrostoritve posredujejo
glavo zahtevkov, v kateri se propagirajo kontekstni podatki za sledenje. Na
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ta nacˇin lahko v obstojecˇo infrastrukturo vkljucˇimo funkcionalnost porazde-
ljenega sledenja z najmanj sprememinjanja kode [39].
3.4 Projekt OpenTracing
OpenTracing je projekt, ki specificira standardiziran API ter ogrodja (angl.
frameworks) in knjizˇnice (angl. libraries) za integracijo porazdeljenega slede-
nja v aplikacije. Razvijalcem omogocˇa, da v projekt vkljucˇijo implementacijo
porazdeljenega sledenja, brez da bi se pri tem vezali na dolocˇenega ponudnika.
Ponudniki (sistemi za porazdeljeno sledenje), ki trenutno podpirajo Open-
Tracing API so Jaeger, LightStep, Instana, Apache SkyWalking, inspectIt,
stagemonitor in datadog. OpenTracing API je trenutno na voljo za jezike
Java, Go, JavaScript, Python, Ruby, PHP, Objective C, C++ in C# [11].
3.4.1 Povzetek specifikacije
Osnovno enoto v podatkovnem modelu projekta OpenTracing predstavlja
razpon. Skupek razponov tvori strukturo, imenovano sled. Sled si lahko
predstavljamo tudi kot usmerjen aciklicˇen graf, sestavljen iz razponov, pove-
zave med njimi se imenujejo reference (angl. references). Reference so lahko
tipa “otrok od” (angl. ChildOf) ali tipa “sledi iz” (angl. FollowsFrom). Obe
referenci se nanasˇata na direktno povezavo med starsˇem (angl. parent span)
in otrokom (angl. child span) v grafu razponov [10].
Na sliki 3.1 lahko vidimo primer sledi, prikazane glede na cˇas. Sled je
sestavljena iz sˇestih razponov. Razpon A je korenski razpon (angl. root
span). Ima dva otroka – referenca “otrok od A” – razpon B in razpon D.
Razpon B ima enega otroka – razpon C. Razpon D ima prav tako enega
otroka – razpon E. Razpon F ima referenco tipa “sledi iz” na razpon E.
Prikaz sledi v grafu lahko vidimo na sliki 3.2.
Vsak razpon vkljucˇuje naslednje podatke [10]:
• ime operacije – Primer: “GET: /orders”
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Slika 3.1: Primer sledi s sˇestimi razponi.
Slika 3.2: Prikaz sledi v grafu.
• zacˇetno in koncˇno cˇasovno oznako (angl. start and finish timestamp)
• mnozˇica oznak (angl. tags) – Oznake so pari podatkov v obliki
kljucˇ:vrednost (angl. key:value). Omogocˇajo nam dodajanje podatkov,
po katerih lahko filtriramo in v razpon dodamo dodatne informacije.
Primer: {“component”: “jaxrs”}
• mnozˇica dnevniˇskih zapisov (angl. logs) – Dnevniˇski zapisi so podatki
oblike kljucˇ:vrednost (angl. key:value). Omogocˇajo nam, da v raz-
pon dodamo dodatne informacije, ki bi bile lahko uporabne pri raz-
hrosˇcˇevanju in za zapis ostalih informacij, vezanih na razpon. Primer:
{“error”: “ Service unavailable.”}
• SpanContext – Kontekst razpona. Prenasˇa podatke med procesi.
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Primer: { “trace id”: “AAA123”, “span id”: “BBB456”, “ba-
ggage items”: { “custom item”: “My custom item” } }.
• Prtljaga (angl. baggage) – V kontekst razpona lahko dodamo prtljago.
Prtljaga je uporabna, ko zˇelimo do podatkov dostopati po vsej sledi
izvajanja. Pozorni pa moramo biti na velikost, saj se propagira z vsakim
poslanim zahtevkom.
OpenTracing API omogocˇa, da je naenkrat v niti (angl. thread) aktiven
samo en razpon, imenuje se aktiven razpon (angl. active span). Nadzor nad
aktivnostjo razponov je prepusˇcˇen dosegu (angl. scope) [9].
3.4.2 Sledilniki
Kot smo zapisali zˇe v zacˇetku tega poglavja, nam OpenTracing ponuja, da
v projekt vkljucˇimo implementacijo porazdeljenega sledenja, brez da bi se
vezali na dolocˇenega ponudnika. Potrebujemo sˇe resˇitev, ki nam bo zbrane
sledi posˇiljala v zbiralnik sledi (angl. trace collector) izbranega ponudnika.
To nam omogocˇajo t.i. sledilniki (angl. tracers). Sledilniki so del implemen-
tacije odjemalca sistema za porazdeljeno sledenje. Omogocˇajo nam ustvarja-
nje razponov, dostopanje do aktivnega razpona in posˇiljanje konteksta preko
razlicˇnih protokolov. Bolj natancˇno se jim bomo posvetili v prakticˇnem delu
diplomske naloge.
3.5 Ostali pristopi za spremljanje izvajanja
V arhitekturi mikrostoritev se poleg porazdeljenega sledenja uporablja vecˇ
ostalih pristopov za ucˇinkovito spremljanje izvajanja. V tem podpoglavju si
bomo ogledali agregacijo dnevniˇskih zapisov (angl. log aggregation), prever-
janje vitalnosti mikrostoritev (angl. health checks), metrike mikrostoritev
(angl. service metrics) ter belezˇenje revizijske sledi (angl. audit logging).
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3.5.1 Agregacija dnevniˇskih zapisov
V arhitekturi mikrostoritev se dnevniˇski zapisi (angl. logs) belezˇijo pri vsaki
instanci mikrostoritve posebej. Cˇe bi zˇeleli ugotoviti, kje se je dolocˇena
napaka zgodila, bi morali pregledati ogromno dnevniˇskih datotek (angl. log
files). Zˇeleli bi imeti pregled nad vsemi zapisi na enem mestu za lazˇjo analizo
in iskanje po podatkih. To nam omogocˇajo sistemi za agregacijo dnevniˇskih
zapisov.
Taksˇni sistemi zapise iz vecˇ mest zdruzˇijo in indeksirajo, kar nam omogocˇi
hitro ter semanticˇno smiselno iskanje. Omogocˇajo nam tako pregled zapisov
v realnem cˇasu, kot tudi analiziranje trendov. Med najbolj popularnimi
resˇitvami danes je ELK – platforma, ki jo sestavljajo Elasticsearch, Logstash
in Kibana. Vse tri resˇitve razvija in vzdrzˇuje Elastic. Logstash je sistem, ki
sprejme podatke jih transformira in nalozˇi v shrambo, kot npr. Elasticsearch.
Elasticsearch je porazdeljen iskalni stroj (angl. search engine), Kibana pa
orodje za vizualizacijo [38, 5, 14].
3.5.2 Metrike mikrostoritev
Metrike se uporabljajo za izris na nadzornih plosˇcˇah mikrostoritev
in obvesˇcˇanje o napakah ali upocˇasnjenem delovanju v realnem cˇasu.
Obvesˇcˇanje o napakah je kriticˇnega pomena za zagotavljanje dosegljivosti
mikrostoritve in zmanjˇsevanje cˇasa okvare (angl. downtime) [38]. Delimo jih






• povezave na bazo.
18 Domen Jericˇ
Glavne metrike mikrostoritev so [17]:




• delovanje koncˇnih tocˇk,
• odzivi koncˇnih tocˇk,
• odzivni cˇasi koncˇnih tocˇk,
• odjemalci,
• napake in izjeme,
• odvisnosti.
Cˇe bi morali izbrati sˇtiri izmed teh metrik, bi po porocˇanju Google SRE
ekipe morali meriti latenco (cˇas za dokoncˇanje zahtevka), promet (koliko
zahtevkov trenutno sprejema mikrostoritev – npr. sˇt. HTTP zahtevkov na
sekundo), procent napak (kako pogosto se dogajajo napake na mikrostori-
tvah) in saturacijo (koliko je mikrostoritev zasedena – I/O, CPE, RAM)
[35].
3.5.3 Preverjanje vitalnosti mikrostoritev
V arhitekturi mikrostoritev se vcˇasih zgodi, da je neka mikrostoritev zagnana,
vendar ni zmozˇna sprejemati zahtevkov. To lahko preverjamo tako, da v
mikrostoritev dodamo koncˇno tocˇko za preverjanje vitalnosti, ki bo vracˇala
vitalnost te mikrostoritve.
Na tej koncˇni tocˇki vracˇamo podatke, kot so [4]:
• Ali se mikrostoritev na zahtevke odziva po pricˇakovanjih?
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• Ali so vse mikrostoritve, ki jih trenutna mikrostoritev potrebuje za
delovanje, dosegljive?
• Preveri, cˇe zaledne mikrostoritve zares delujejo z izvedbo “end-to-end”
transakcije.
Koncˇno tocˇko za preverjanje vitalnosti periodicˇno klicˇe npr. uravnalnik pro-
meta (angl. load balancer), ki v primeru nedelovanja instance preusmeri
promet na delujocˇe instance. Prav tako to koncˇno tocˇko lahko periodicˇno
klicˇe resˇitev za spremljanje izvajanja (angl. monitoring service), ki v pri-
meru nedelovanja posˇlje opozorilo [4, 32].
3.5.4 Belezˇenje revizijske sledi
Belezˇenje revizijske sledi (angl. audit logging) nam pomaga pri razumeva-
nju obnasˇanja uporabnikov. Ko se pri uporabniku pojavi napaka, je podpori
uporabnikom, kot tudi razvijalcem zelo uporabno, cˇe lahko ugotovijo, kaksˇen
je bil postopek uporabe aplikacije, ki je privedel do te napake. Zelo zanesljiv
nacˇin za belezˇenje revizijske sledi je pretakanje dogodkov (angl. event sour-
cing) [30]. S tem pristopom je mozˇno vsako akcijo, ki jo je uporabnik naredil
v aplikaciji, ponoviti kot zaporedje dogodkov.
3.6 Primerjava in ugotovitve
V arhitekturi mikrostoritev se pojavi ogromno novih izzivov, ki jih v tradici-
onalnih arhitekturah nismo poznali. Enega izmed vecˇjih izzivov predstavlja
spremljanje izvajanja, ki je kriticˇnega pomena za zagotavljanje dosegljivosti
mikrostoritve. V tem poglavju smo pregledali resˇitve, ki nam omogocˇajo
ucˇinkovito spremljanje izvajanja v arhitekturi mikrostoritev – porazdeljeno
sledenje, agregacija dnevniˇskih zapisov, metrike, preverjanje vitalnosti mi-
krostoritev ter belezˇenje revizijske sledi.
Porazdeljeno sledenje nam omogocˇa pregled poteka zahtevka preko po-
sameznih mikrostoritev. Iz tega lahko ugotovimo, kaksˇne so odvisnosti med
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posameznimi mikrostoritvami in katera mikrostoritev na poti zahtevka nam
upocˇasnjuje delovanje aplikacije ali javlja napako. Z dodajanjem demograf-
skih podatkov o uporabnikih lahko delamo analize, ki koristijo tako prodaji,
produktnim vodjem kot tudi podpori uporabnikom.
Agregacija dnevniˇskih zapisov nam omogocˇa, da imamo na enem mestu
dostop do zapisov iz celotne aplikacije. Omogocˇa nam tako pregled zapisov v
realnem cˇasu, kot tudi analiziranje trendov. Metrike mikrostoritev se upora-
bljajo predvsem za prikaz na nadzornih plosˇcˇah in obvesˇcˇanje o napakah ali
upocˇasnjenem delovanju. Preverjanje vitalnosti mikrostoritev se predvsem
uporablja za periodicˇno preverjanje dosegljivosti in delovanja mikrostoritve.
Belezˇenje revizijske sledi nam omogocˇa, da lahko vsako akcijo, ki jo je izve-
del uporabnik, reproduciramo – ugotovimo, kaksˇen je bil postopek uporabe
aplikacije, ki je privedel do napake.
Vsi opisani nacˇin spremljanja izvajanja so komplementarni. Pomagajo
nam lazˇje in hitreje odkriti in razresˇiti napake, ko se pojavijo. Omogocˇajo
nam, da so aplikacije bolj stabilne, da so izpadi cˇim krajˇsi. Iz podatkov, ki jih
zbiramo z razlicˇnimi pristopi, lahko odkrijemo nova spoznanja o uporabnikih,




V prejˇsnjem poglavju smo videli, da je implementacija porazdeljenega slede-
nja sestavljena iz dveh delov. Najprej moramo z implementacijo porazdelje-
nega sledenja opremiti mikrostoritve, te pa porocˇajo sledi v zunanji sistem.
Sistemi za porazdeljeno sledenje se danes vecˇinoma zgledujejo po sistemu
Dapper, razvitem pri Googlu [36]. Sestavljeni so iz zalednega dela, ki shra-
njuje sledi, ki jih posˇiljajo mikrostoritve, in uporabniˇskega vmesnika, ki sledi
graficˇno prikazuje.
Sisteme delimo na samo-gostujocˇe (angl. self-hosted) in zunanje-
storitvene (SaaS). Med najbolj prepoznavnimi samo-gostujocˇimi sistemi so
Jaeger, Zipkin, AppDash, med najbolj prepoznavni zunanje-storitveni sis-
temi pa so Google Stackdriver Trace, AWS X-Ray, Datadog, New Relic,
LightStep. V tem poglavju se bomo osredotocˇili na samo-gostujocˇe sisteme.
Opisali in primerjali bomo sistema Jaeger in Zipkin, dva izmed najbolj po-




Jaeger je odprtokoden sistem za porazdeljeno sledenje, razvit pri podjetju
Uber Technologies. Arhitekturno se zgleduje po sistemih Dapper in Zipkin.
Sistem zˇe od samega zacˇetka podpira OpenTracing specifikacijo, enako kot
OpenTracing je tudi Jaeger eden izmed projektov CNCF [22]. Sistem je vi-
soko skalabilen, nima ene same tocˇke odpovedi. Razvit je v programskem
jeziku Go. Podpira vecˇ zalednih sistemov za shranjevanje podatkov – Cas-
sandra, Elasticsearch, Apache Kafka in shranjevanje v spominu za testiranje.
Sistem omogocˇa izvoz metrik v sisteme za spremljanje aplikacij kot npr. Pro-
metheus. Zdruzˇljiv je s sistemom Zipkin, sprejema sledi v Zipkin formatih,
podpira tudi starejˇse Zipkin knjizˇnice [45].
Sistem resˇuje naslednje probleme [45]:
• spremljanje porazdeljenih transakcij,
• optimizacija latence in hitrosti delovanja,
• analiza glavnih vzrokov za napake in pocˇasno delovanje,
• analiza odvisnosti med mikrostoritvami,
• prenasˇanje porazdeljenega konteksta.
4.1.1 Uporabniˇski vmesnik
Uporabniˇski vmesnik je zgrajen s popularnim ogrodjem React. Vmesnik je
zgrajen tako, da lahko brez tezˇav sprejme ogromne kolicˇine podatkov. V
vmesniku lahko filtriramo glede na mikrostoritev, oznake, cˇas izvajanja itd.
Na sliki 4.1 lahko vidimo primer prikaza sledi v sistemu Jaeger.
4.1.2 Arhitektura
V tem poglavju si bomo podrobneje ogledali arhitekturo sistema Jaeger. Na
sliki 4.2 lahko vidimo posamezne komponente sistema. Integracija porazde-
ljenega sledenja v aplikacijo poteka tako, da najprej aplikacijo opremimo z
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Slika 4.1: Primer prikaza sledi v sistemu Jaeger. Vir: [45]
OpenTracing knjizˇnicami za izbran programski jezik. Posamezna mikrostori-
tev na vstopni tocˇki zahtevka ustvari nov razpon, v izstopni tocˇki pa razpon
zakljucˇi in ustvari kontekst razpona (SpanContext) z identifikatorji za raz-
pon, sled in morebitno prtljago. Kontekst se nato propagira z zahtevkom na
naslednjo mikrostoritev na poti izvajanja zahtevkov.
Komponenta Jaeger odjemalec (jaeger-client) razpone s celotnimi podatki
asinhrono v ozadju po protokolu UDP posˇilja Jaeger agentu (jaeger-agent).
Agent je skriti omrezˇni proces, izvaja se lokalno pri gostitelju oz. v vsebniku.
Naloga agenta je, da sprejema razpone, jih zdruzˇi po vecˇ skupaj in posˇilja
naprej v zbiralnik (angl. collector).
Zbiralnik sprejema sledi, ki jih posˇiljajo agenti, in jih posˇilja skozi procesni
cevovod (angl. processing pipeline). Cevovod validira sledi, jih indeksira,
izvede transformacije in jih shrani v izbran sistem za shranjevanje podatkov
(Cassandra, Elasticsearch ali Apache Kafka).
Komponenta Ingester nam ob uporabi Apache Kafka za shranjevanje po-
datkov omogocˇa, da podatke beremo iz Kafke in jih zapisujemo v Cassandro
ali Elasticsearch. To je uporabno za gradnjo poprocesnih podatkovnih cevo-
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Slika 4.2: Komponente v sistemu jaeger. Vir: [42]
vodov.
Sistem nam omogocˇa visoko skalabilnost. Ker so zbiralniki brezstanjski
(angl. stateless), jih lahko zaganjamo vecˇ hkrati. Agent se lahko povezˇe na
iznacˇevalnik obremenitve (angl. load balancer) zbiralnikov ali na staticˇen
seznam naslovov zbiralnikov [42, 44].
4.1.3 Vzorcˇenje
Vzorcˇenje pri porazdeljenem sledenju izvajamo, ker zˇelimo zmanjˇsati strosˇke
hrambe podatkov, zmanjˇsati kolicˇino hranjenih podatkov in zmanjˇsati
kolicˇino podatkov, ki se prenasˇajo med agentom in zbiralnikom.
Jaeger odjemalec generira vse sledi, vzorcˇi pa jih samo dolocˇen procent.
Procent in nacˇin vzorcˇenja lahko nastavimo v konfiguraciji, privzeta vrednost
pa je 0.1 %, kar pomeni, da je v vzorcu 1 na 1000 sledi.
Jaeger implementira vnaprejˇsnje konsistentno vzorcˇenje, kar pomeni, da
bo prva mikrostoritev na poti zahtevka ustvarila sled, Jaeger odjemalec prve
mikrostoritve pa bo odlocˇil, ali se bo sled vzorcˇila, ali ne. Preostale mikro-
storitve na poti zahtevka bodo uposˇtevale odlocˇitev prve mikrostoritve. Na
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ta nacˇin nam je zagotovljeno, da se bodo v sledi, ki jo vzorcˇimo zabelezˇili vsi
razponi [46].
Za vzorcˇenje so nam na voljo naslednji nacˇini [46]:
• konstantno – Vzorcˇevalnik (angl. sampler) se za vse sledi odlocˇi enako.
Lahko vzorcˇi vse sledi ali nobene.
• probabilisticˇno – Vzorcˇevalnik dela nakljucˇno vzorcˇenje z nastavljeno
verjetnostjo.
• omejevalno – Vzorcˇevalnik uporablja omejitev, da zagotovi, da se sledi
belezˇijo z dolocˇeno konstantno mero. Npr. lahko nastavimo omejitev
5 sledi na sekundo.
• oddaljeno – Odjemalec prepusti odlocˇitev agentu, kaksˇen nacˇin se upo-
rabi za dolocˇeno mikrostoritev. Nacˇin vzorcˇenja lahko dolocˇamo v cen-
tralni konfiguraciji, ali dinamicˇno (prilagodljivo vzorcˇenje).
Prilagodljivo vzorcˇenje
Pri nacˇinih vzorcˇenja, opisanih zgoraj, je tezˇava, da imajo nekatere koncˇne
tocˇke lahko veliko prometa, druge zelo malo. S pristopi vzorcˇenja, opisanimi
zgoraj, je velika verjetnost, da koncˇnih tocˇk z majhnim prometom sploh ne bi
dobili v vzorec. Druga tezˇava je, da individualne mikrostoritve ne uposˇtevajo
ostalih mikrostoritev, preko katerih gre zahtevek. Na neki mikrostoritvi lahko
dolocˇimo zelo nizko probabilisticˇno vrednost vzorcˇenja, vendar, cˇe je na poti
zahtevka kaksˇna mikrostoritev, na katero se sprozˇi veliko zahtevkov, lahko zˇe
nizka vrednost vzorcˇenja poplavi sistem sledenja. Resˇitev za opisani tezˇavi
je prilagodljivo vzorcˇenje.
Prilagodljivo vzorcˇenje je sestavljeno iz dveh delov. Prvi del resˇitve je,
da se vzorcˇenje izvaja glede na koncˇno tocˇko (angl. endpoint), ne samo
na mikrostoritev. Drugi del resˇitve pa je, da se lahko dolocˇi zagotovljeno
minimalno mero vzorcˇenja. To pomeni, da bo v vzorec vedno priˇslo N sledi
na sekundo, vse sledi za tem pa se bo vzorcˇilo z dolocˇeno verjetnostjo. Resˇitev
je trenutno sˇe v fazi razvoja [46].
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4.2 Zipkin
Zipkin je odprtokoden sistem za porazdeljeno sledenje, razvit pri podjetju
Twitter. Arhitekturno sta si s sistemom Jaeger zelo podobna, saj se oba
zgledujeta po sistemu Dapper. Zipkin je razvit v programskem jeziku Java.
Za shrambo podatkov omogocˇa uporabo sistemov Cassandra, Elasticsearch,
MySQL in shranjevanje v pomnilnik za testiranje [25].
4.2.1 Arhitektura
Integracija porazdeljenega sledenja v aplikacijo poteka podobno, kot pri
sistemu Jaeger. V aplikacijo moramo torej dodati knjizˇnico, ki nam bo
omogocˇila ustvarjanje razponov, sledi in porocˇanje v Zipkin. V Javi lahko
uporabimo knjizˇnico Brave, ki jo razvijajo v ekipi OpenZipkin. Cˇe pa zˇelimo
v prihodnosti enostavno zamenjati ponudnika, lahko aplikacijo opremimo z
OpenTracing knjizˇnico v kombinaciji z Jaeger-Zipkin odjemalcem. Podrob-
neje se bomo posvetili OpenZipkin instrumentaciji, ker smo o OpenTracing
knjizˇnici podrobno pisali zˇe v prejˇsnjih poglavjih.
Na sliki 4.3 lahko vidimo komponente sistema Zipkin. Posamezna mikro-
storitev na vstopni tocˇki ustvari razpon, zabelezˇi oznake, zacˇeten cˇas ter doda
identifikatorje za razpon in sled v glavo zahtevka. Na izstopni tocˇki se v raz-
pon zabelezˇi koncˇni cˇas. Po vrnjenem zahtevku porocˇevalec (angl. reporter)
v ozadju asinhrono prenasˇa razpone v Zipkin zbiralnik (angl. collector). Sledi
se v zbiralnik prenasˇajo po enem izmed protokolov (HTTP/Kafka/Scribe).
Zbiralnik nato validira, shrani in indeksira podatke v izbranem podatkovnem
sistemu (Cassandra/Elasticsearch/pomnilnik) [25].
V uporabniˇskem vmesniku lahko pregledamo sledi in odvisnosti med mi-
krostoritvami. API komponenta nam omogocˇa, da lahko v vmesniku filtri-
ramo in sortiramo sledi glede na dolzˇino sledi, anotacije in cˇas izvedbe [27].
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Slika 4.3: Komponente v sistemu Zipkin. Vir: [25]
4.2.2 Vzorcˇenje
Zipkin nam ponuja nastavitev probabilisticˇnega vzorcˇenja glede na koncˇno
tocˇko (angl. endpoint). Vzorcˇenje lahko nastavimo tudi na zbiralniku –
lahko nastavimo procent sledi, ki naj jih zbiralnik shrani. Privzeto Zipkin
instrumentacija zabelezˇi vsak zahtevek [26].
4.3 Primerjava
Sistema Jaeger in Zipkin sta visoko skalabilna in pripravljena za uporabo v
produkciji. Oba sistema, kot tudi vecˇina ostalih sistemov, ki smo jih nasˇteli v
zacˇetku poglavja, sta kompatibilna z OpenTracing specifikacijo. Cˇe aplikacijo
opremimo z OpenTracing knjizˇnicami za belezˇenje sledi izvajanja, bomo v
prihodnosti enostavno lahko zamenjali ponudnika. Vse, kar bo potrebno
storiti, je, da bomo zamenjali odjemalca in popravili konfiguracijo. Koda v
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aplikaciji bo ostala nespremenjena, sledi pa se bodo belezˇile v sistem novega
ponudnika.
Jaeger nam ponuja vecˇ mozˇnosti za izvoz podatkov za nadaljne procesi-
ranje (Apache Kafka) in vecˇ mozˇnosti vzorcˇenja. Poleg OpenTracing API-
jev nam za enostaven prehod iz sistema Zipkin omogocˇa, da uporabimo kar
OpenZipkin knjizˇnice. Primerjavo sistemov lahko vidimo tudi v tabeli 4.1.
Namesto sistemov Jaeger in Zipkin bi lahko za porazdeljeno sledenje upo-
rabili katerega izmed zunanje-storitvenih sistemov. Zunanje-storitveni sis-
temi so vecˇinoma APM sistemi, ki omogocˇajo celostno spremljanje izvajanja
aplikacij v arhitekturi cloud-native. Omogocˇajo gradnjo nadzornih plosˇcˇ s
prikazom metrik, analizo poteka zahtevkov in transakcij, pregled dnevniˇskih
zapisov, pregled napak, opozarjanje ob napakah, profiliranje kode itd.
Glavna prednost uporabe celovitih sistemov je vsekakor ta, da imamo
vse informacije o stanju aplikacije na enem mestu. Slabost tega pristopa pa
je, da se vezˇemo na dolocˇenega ponudnika – menjava je lahko tezˇavna. Ob
izbiri ponudnika moramo biti pozorni, da uporablja standardne knjizˇnice
(npr. OpenTracing za porazdeljeno sledenje), da bomo ponudnika lahko
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V tem poglavju si bomo ogledali platformo Eclipse MicroProfile in specifika-
cijo MicroProfile OpenTracing.
5.1 Eclipse MicroProfile
V zadnjih nekaj letih je Java EE postala vse bolj stabilna, kar se je poznalo
na manj pogostih izdajah. V tem cˇasu so se pojavili novi pristopi k razvoju
programske opreme – arhitektura mikrostoritev. Z manj pogostimi izdajami
Java EE ni vecˇ mogla zadostiti potrebam industrije. To je bil glavni razlog
za nastanek platforme, optimizirane za razvoj aplikacij v arhitekturi mikro-
storitev – Eclipse MicroProfile.
Platformo sestavlja vecˇ specifikacij za razvoj poslovnih Java aplikacij v
arhitekturi mikrostoritev – metrike (angl. metrics), preverjanje vitalnosti
(angl. health checks), dopustnost napak (angl. fault tolerance), porazde-
ljeno sledenje (angl. distributed tracing) itd. Z uporabo platforme lahko
uporabljamo najnovejˇse cloud-native tehnologije, neodvisno od ponudnikov




5.2 Eclipse MicroProfile OpenTracing
Specifikacija MicroProfile OpenTracing definira obnasˇanje in API za dosto-
panje do OpenTracing sledilnika v JAX-RS aplikacijah. V specifikaciji je
definiran nacˇin ustvarjanja razponov ob vstopu oz. izstopu iz aplikacije.
Specifikacija definira tudi imena operacij razponov in vecˇ nacˇinov, kako lahko
dolocˇeno koncˇno tocˇko izlocˇimo iz sledenja.
Specifikacija je narejena tako, da omogocˇa enostavno vkljucˇitev v zˇe ob-
stojecˇe arhitekture mikrostoritev. Definira dva nacˇina delovanja – brez do-
dajanja dodatne kode v aplikacijo in z eksplicitno instrumentacijo [28].
5.2.1 Porazdeljeno sledenje brez dodajanja dodatne
kode
Implementacija specifikacije mora omogocˇati, da se funkcionalnost porazde-
ljenega sledenja doda v aplikacijo brez dodajanja dodatne kode. Poleg tega
naj omogocˇa, da razvijalci lahko dodajo funkcionalnost brez, da bi vedeli,
kateri izmed sistemov za porazdeljeno sledenje se bo uporabljal v produkciji
[28].
Zahteve za sledenje brez dodajanja dodatne kode [28]:
• Sledilniki – Vsaka aplikacija bo imela svojo instanco sledilnika (angl.
tracer), ki mora biti dostopen po celotni aplikaciji. Med sledilniki lahko
izbiramo v zunanji konfiguraciji, brez spreminjanja kode aplikacije.
• Ustvarjanje razponov za vhodne zahtevke – Ob vhodnem zahtevku na
aplikacijo se iz konteksta razpona izvozijo podatki o sledi in razponu,
cˇe ta obstaja. Ustvari se nov razpon – otrok razpona, ki smo ga prejeli
preko konteksta razpona.
• Ustvarjanje razponov za odhodne zahtevke – Ko iz mikrostoritve
posˇljemo zahtevek npr. na neko drugo mikrostoritev, se ustvari nov
razpon, kot otrok trenutnega. V kontekst razpona se zapiˇsejo podatki,
razpon se koncˇa ob prejetem odzivu.
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Nazivi operacij vhodnih zahtevkov
Za nazive vhodnih zahtevkov sta na voljo dve mozˇnosti za naziv operacij [28]:
1. razred-metoda (angl. class-method) – privzeti naziv
<HTTP metoda>:<naziv paketa>.<naziv razreda>.<naziv
metode>
2. HTTP pot (angl. HTTP path)
<HTTP metoda>:<vrednost anotacije @Path na razredu koncˇne
tocˇke>/<vrednost anotacije @Path na metodi koncˇne tocˇke>
Nastavitev je mozˇno nastaviti v MicroProfile konfiguraciji pod kljucˇem
mp.opentracing.server.operation-name-provider.
Oznake vhodnih zahtevkov
Razponi, ki bodo ustvarjeni ob vhodnem zahtevku, bodo vsebovali naslednje
oznake [28]:




• Tags.COMPONENT = "jaxrs"
• Tags.ERROR - Oznaka se doda, cˇe se je zgodila napaka na
strezˇniku (kode 5xx). Poleg tega se zapisˇe tudi
dnevnisˇki zapis oblike {event=error,
error.object=<Instanca objekta napake>}
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Nazivi operacij odhodnih zahtevkov
Privzeti naziv izhodne operacije je:
<HTTP metoda>
Oznake odhodnih zahtevkov
Razponi, ki bodo ustvarjeni ob odhodnem zahtevku, bodo vsebovali naslednje
oznake [28]:




• Tags.COMPONENT = "jaxrs"
• Tags.ERROR - Oznaka se doda, cˇe se je zgodila napaka na
odjemalcu (kode 4xx). Poleg tega se zapisˇe tudi
dnevnisˇki zapis oblike {event=error,
error.object=<Instanca objekta napake>}
Onemogocˇanje strezˇniˇskega dela sledenja
Sledenje lahko onemogocˇimo za dolocˇene poti v aplikaciji. V MicroProfile
konfiguraciji mp.opentracing.server.skip-pattern nastavimo vrednost
kljucˇa v obliki java.util.regex.Pattern.Koncˇne tocˇke specifikacij Micro-
Profile Health, MicroProfile Metrics, MicroProfile OpenAPI so vedno iz-
kljucˇene iz sledenja. Ta konfiguracija ne onemogocˇi sledenja odhodnih zah-
tevkov, tudi, cˇe je koncˇna tocˇka, na kateri se izvede zahtevek, onemogocˇena
[28].
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5.2.2 Porazdeljeno sledenje z eksplicitno instrumenta-
cijo
Za eksplicitno kreiranje razponov je na voljo anotacija @Traced. Anotacijo
lahko dodamo na razred ali metodo.
Anotacija @Traced
Anotacija @Traced ima dva argumenta [28]:
1. value=[true|false] – S tem argumentom lahko dolocˇimo, da se za
dolocˇeno metodo ne ustvari razpon – nastavimo value=false.To ne
onemogocˇi sledenja odhodnih zahtevkov, ki se izvedejo znotraj metode.
Privzeto je nastavljena vrednost value=true.
2. operationName="<NazivOperacije>" – S tem argumentom lahko na-
stavimo naziv razpona. Za JAX-RS metode je privzeto nastavljen naziv
opisan v poglavju 5.2.1.
Dostop do sledilnika
Po celotni aplikaciji naj bo mozˇen dostop do konfiguriranega sledilnika
preko vstavljanja odvisnosti (CDI). Preko sledilnika lahko v aktiven razpon
dodajamo oznake, dnevniˇske zapise in prtljago.
V tem poglavju smo si podrobneje ogledali specifikacijo MicroProfile




Prakticˇni del – razvoj modula
za OpenTracing
V prejˇsnjih poglavjih smo pregledali porazdeljeno sledenje iz teoreticˇnega
vidika. Glavni del diplomske naloge pa predstavlja prakticˇni del – razvoj
razsˇiritve za porazdeljeno sledenje za ogrodje KumuluzEE, ki se mu bomo
podrobneje posvetili v tem poglavju. Ogledali si bomo arhitekturo razsˇiritve,
kaj razsˇiritev omogocˇa ter kako deluje.
6.1 Opis razsˇiritve
V okviru diplomske naloge smo razvili OpenTracing razsˇiritev za ogrodje
KumuluzEE. KumuluzEE je odprtokodno ogrodje, ki omogocˇa razvoj mikro-
storitev z uporabo programskega jezika Java in specifikacij Jave EE. Mikro-
storitve, grajene z ogrodjem KumuluzEE, so optimizirane za hiter zagon in
majhno velikost. Ogrodje prav tako ponuja vecˇ razsˇiritev za razvoj cloud-
native aplikacij kot npr. konfiguracija, odkrivanje mikrostoritev, belezˇenje
dnevniˇskih zapisov, metrike, varnost itd. [3].
OpenTracing razsˇiritev smo implementirali po specifikaciji MicroProfile
OpenTracing, uporabili smo OpenTracing knjizˇnice. Pri implementaciji smo
se zgledovali po najboljˇsih praksah za instrumentacijo ogrodja z OpenTracing
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API-ji [12]. Razsˇiritev je odprtokodna, dostopna je na Github repozitoriju
[1].
Z dodajanjem razsˇiritve v JAX-RS aplikacijo, razvito z ogrodjem Kumu-
luzEE, lahko omogocˇimo funkcionalnost porazdeljenega sledenja. Razsˇiritev
podpira izvoz sledi v sistem Jaeger.
6.2 Arhitektura razsˇiritve
Razsˇiritev je sestavljena iz dveh Maven modulov – glavni (core) in Jaeger
modul. Za taksˇno strukturo smo se odlocˇili, ker zˇelimo, da se v prihodnosti
lahko enostavno doda podporo za dodatne sledilnike.
6.2.1 Glavni modul
Glavni modul predstavlja implementacijo specifikacije MicroProfile Open-
Tracing. Zacˇeli bomo s pregledom implementacije strezˇniˇskega dela sledenja.
Strezˇniˇski del sledenja
Ustvarili smo JAX-RS filter na vstopni tocˇki aplikacije in Servlet filter na
izstopni tocˇki. Na vstopni tocˇki najprej preverimo, ali je vstopna tocˇka one-
mogocˇena za sledenje v konfiguraciji in cˇe je bila onemogocˇena v kodi z
anotacijo @Traced.V tem primeru prekinemo z izvajanjem filtra – zahtevek
se ne bo sledil.
V nadaljevanju v filtru ustvarimo nov razpon. Iz vhodnega zahtevka
ekstrahiramo kontekst razpona (SpanContext), in cˇe ti obstajajo, trenutni
razpon nastavimo kot otroka vhodnemu. Nastavimo oznake po specifikaciji in
zacˇnemo z izvajanjem novo ustvarjenega razpona. Potek je viden v izseku 6.1.
1 SpanContext parentSpan = t r a c e r . e x t r a c t ( Format . B u i l t i n .
HTTP HEADERS,
2 new ServerHeaderExtractAdapter ( requestContext . getHeaders
( ) ) ) ;
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3 spanBui lder = t r a c e r . bui ldSpan ( operationName ) . ignoreAct iveSpan ( )
;
4
5 i f ( parentSpan != n u l l ) {
6 spanBui lder = spanBui lder . asChildOf ( parentSpan ) ;
7 }
8
9 spanBui lder = spanBui lder
10 . withTag ( Tags .SPAN KIND. getKey ( ) , Tags .SPAN KIND SERVER)
11 . withTag ( Tags .HTTP METHOD. getKey ( ) , requestContext .
getMethod ( ) )
12 . withTag ( Tags .HTTP URL. getKey ( ) ,
13 requestContext . g e t U r i In f o ( ) . getRequestUri ( ) .
t oS t r i ng ( ) )
14 . withTag ( Tags .COMPONENT. getKey ( ) , ” j a x r s ” ) ;
15
16 // Za dostop do razpona v f i l t r u odz iva ( S e r v l e t Response f i l t e r
)
17 requestContext . s e tProper ty (CommonUtil .OPENTRACING SPAN TITLE,
18 spanBui lder . s t a r t A c t i v e ( t rue ) . span ( ) ) ;
Izsek 6.1: Ustvarjanje razpona ob vhodnem zahtevku [1]
Drugi del strezˇniˇskega sledenja predstavlja Servlet filter. V tem filtru se
razpon zakljucˇi. Cˇe je med izvajanjem priˇslo do napake na strezˇniku (napake
5xx), dodamo potrebne oznake in ustvarimo dnevniˇski zapis (prikazano v
izseku 6.2).
1 Span span = ( Span ) r eques t . g e tAt t r ibute ( CommonUtil .
OPENTRACING SPAN TITLE) ;
2
3 i f ( span == n u l l ) {
4 re turn ;
5 }
6
7 HttpServletResponse httpResponse = ( HttpServletResponse )
re sponse ;
8




11 i f ( httpResponse . ge tStatus ( ) >= 500) {
12 SpanErrorLogger . addExceptionLogs ( span , e ) ;
13 }
14
15 span . f i n i s h ( ) ;
Izsek 6.2: Odzivni Servlet filter [1]
Sledenje odjemalca
Podprli smo sledenje zahtevkov JAX-RS odjemalca. Podobno kot pri
strezˇniˇskem delu smo tudi tukaj ustvarili dva filtra. Prvi se izvede pred
izvedbo zahtevka, drugi, ko dobimo odziv. V prvem filtru nastavimo oznake,
in v zahtevek vstavimo kontekst razpona (SpanContext). To lahko vidimo v
izseku 6.3.
1 Tracer . SpanBuilder spanBui lder = t r a c e r . bui ldSpan ( requestContext
. getMethod ( ) )
2 . ignoreAct iveSpan ( )
3 . asChildOf ( t r a c e r . act iveSpan ( ) )
4 . withTag ( Tags .SPAN KIND. getKey ( ) , Tags . SPAN KIND CLIENT)
5 . withTag ( Tags .HTTP METHOD. getKey ( ) , requestContext .
getMethod ( ) )
6 . withTag ( Tags .HTTP URL. getKey ( ) , u r i != n u l l ? u r i .
toURL ( ) . t oS t r i ng ( ) : ”” )
7 . withTag ( Tags .COMPONENT. getKey ( ) , ” j a x r s ” )
8 . withTag ( Tags .PEER PORT. getKey ( ) , u r i != n u l l ? u r i .
getPort ( ) : 0)
9 . withTag ( Tags .PEER HOSTNAME. getKey ( ) , u r i != n u l l ? u r i .
getHost ( ) : ”” ) ;
10
11 Span span = spanBui lder . s t a r t ( ) ;
12
13 t r a c e r . i n j e c t ( span . context ( ) , Format . B u i l t i n .HTTP HEADERS, new
Cl ientHeader In jectAdapter ( requestContext . getHeaders ( ) ) ) ;
14
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15 // Za dostop do razpona v f i l t r u odz iva ( C l i en t Response f i l t e r )
16 requestContext . s e tProper ty (CommonUtil .OPENTRACING SPAN TITLE,
span ) ;
Izsek 6.3: Ustvarjanje razpona ob odhodnem zahtevku [1]
V odzivnem filtru 6.4 zakljucˇimo razpon in vanj zapiˇsemo oznake in
dnevniˇske zapise, cˇe se je zgodila napaka na odjemalcu (napake 4xx).
1 Span span = ( Span ) requestContext . getProperty (CommonUtil .
OPENTRACING SPAN TITLE) ;
2 span . setTag ( Tags .HTTP STATUS. getKey ( ) , responseContext . ge tStatus
( ) ) ;
3
4 i f ( responseContext . ge tSta tus ( ) >= 400) {
5 SpanErrorLogger . addExceptionLogs ( span , IOUt i l s . t oS t r i ng (
responseContext . getEntityStream ( ) , ”UTF−8” ) ) ;
6 }
7
8 span . f i n i s h ( ) ;
Izsek 6.4: Odzivni filter odjemalca [1]
Sledenje z eksplicitno instrumentacijo
Za eksplicitno sledenje smo implementirali anotacijo @Traced, ki jo lahko
dodamo na razred ali metodo. Naredili smo prestreznik Traced (TracedIn-
terceptor), prikazan v izseku 6.5. V prestrezniku zacˇnemo nov razpon in
izvedemo metodo. Cˇe se je v metodi zgodila napaka, to napako zabelezˇimo v
razpon in ga zakljucˇimo. V izseku lahko vidimo, kako lahko znotraj razsˇiritve
kot tudi v aplikaciji dostopamo do konfiguriranega sledilnika.
1 @Interceptor
2 @Traced
3 @Prior i ty ( I n t e r c e p t o r . P r i o r i t y .APPLICATION)
4 pub l i c c l a s s TracedInte rceptor {
5
6 @Inject




10 OperationNameUtil operationNameUti l ;
11
12 @Inject
13 Tracer t r a c e r ; // dostopanje do s l e d i l n i k a − CDI
14
15 p r i v a t e s t a t i c f i n a l Logger LOG = Logger . getLogger (
TracedInte rceptor . c l a s s . getName ( ) ) ;
16
17 @AroundInvoke
18 pub l i c Object t r a c e ( Invocat ionContext context ) throws
Exception {
19 Pattern sk ipPatte rn = t rac e rCon f i g . getSk ipPattern ( ) ;
20 ContainerRequestContext requestContext =
RequestContextHolder . getRequestContext ( ) ;
21
22 /∗∗ Ne izvedemo s l eden ja , ce j e s l e d e n j e te koncne tocke
onemogoceno v kodi
23 ∗ ( @Traced ( f a l s e ) ) a l i onemogoceno v k o n f i g u r a c i j i a l i
ce
24 ∗ j e metoda JAX−RS koncna tocka .
25 ∗/
26 i f ( E x p l i c i t T r a c i n g U t i l . t r a c ingD i sab l ed ( context ) | |
27 requestContext != n u l l && E x p l i c i t T r a c i n g U t i l .
pathMatchesSkipPattern ( requestContext . g e tU r i I n f o ( ) ,
sk ipPatte rn ) | |
28 E x p l i c i t T r a c i n g U t i l . isJaxRsResourceMethod ( context .
getMethod ( ) ) ) {
29 re turn context . proceed ( ) ;
30 }
31
32 Span parentSpan = t r a c e r . act iveSpan ( ) ;
33 St r ing operationName = operationNameUti l .
operat ionNameExpl ic i tTrac ing ( requestContext , context ) ;
34
35 t ry ( Scope scope = t r a c e r . bui ldSpan ( operationName ) .
asChildOf ( parentSpan ) . s t a r t A c t i v e ( t rue ) ) {
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36
37 Object toReturn = n u l l ;
38 // izvedemo metodo , in ujamemo morebitne napake
39 t ry {
40 toReturn = context . proceed ( ) ;
41 } catch ( Exception e ) {




45 re turn toReturn ;
46 } catch ( Exception except ion ) {
47 LOG. log ( Level .SEVERE, ” Exception occured when t ry ing
to c r e a t e method span . ” , except ion ) ;
48 }
49
50 re turn context . proceed ( ) ;
51 }
52 }
Izsek 6.5: Implementacija Traced anotacije (TracedInterceptor) [1]
6.2.2 Jaeger modul
V Jaeger modulu preberemo konfiguracijo in inicializiramo Jaeger sledilnik.
Za konfiguracijo sledilnika uporabimo razsˇiritev ogrodja KumuluzEE Micro-
Profile Config.
6.2.3 Konfiguracija
Modul KumuluzEE MicroProfile Config nam omogocˇa branje konfiguracije iz
sistemskih lastnosti, okoljskih spremenljivk in konfiguracijskih datotek. V iz-
seku 6.6 lahko vidimo primer konfiguracije razsˇiritve kumuluzee-opentracing
za Jaeger sledilnik. Nastavitve samega sledenja (iz MicroProfile specifikacije)
nastavimo kot prikazano v izseku 6.7. V obeh primerih konfiguracije smo v
komentarje poleg vredosti zapisali pomen posamezne nastavitve. Konfigu-
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racija ni obvezna. Cˇe razsˇiritev vkljucˇimo v projekt brez konfiguracije, bo
delovala s privzetimi vrednostmi, napisanimi spodaj.
1 kumuluzee :
2 opentrac ing :
3 j a e g e r :
4 s e r v i c e−name : KumuluzEE p r o j e c t # Ime m i k r o s t o r i t v e . Ce ne
nastavimo tega k l j u c a se bo uporab i l a vrednost , zap i sana v
k l jucu kumuluzee . name
5 agent−host : l o c a l h o s t # p r i v z e t g o s t i t e l j Jaeger agenta
6 agent−port : 5775 # p r i v z e t vhod Jaeger agenta
7 endpoint : / api / t r a c e s # koncna tocka s l e d i
8 auth−token : authToken # zeton , k i ga pos le jmo kot ” Bearer ”
na koncno tocko
9 username : username # uporabnisko ime , k i se uporabi kot ”
Bas ic ” a v t e n t i k a c i j a na koncni t o c k i
10 password : password # ges lo , k i se uporabi kot ” Basic ”
a v t e n t i k a c i j a na koncni t o c k i
11 r e p o r t e r :
12 log−spans : t rue # a l i naj poroceva l e c b e l e z i razpone
13 max−queue−s i z e : 10000 # maksimalna v e l i k o s t v r s t e
poroceva l ca
14 f l u sh−i n t e r v a l : 1000 # i n t e r v a l za sp lakovanje
poroceva l ca (ms)
15 tags : key1=val1 , key2=val2 # oznake , k i se dodajo v vsak
razpon
16 sampler :
17 type : const # p r i v z e t t i p vzorcen ja
18 param : 1 # p r i v z e t parameter vzorcen ja
19 manager−host−port : http :// l o c a l h o s t :5775 # Naslov do
odda l j enega vzorceva ln ika , ce ga uporabljamo
20 propagat ion : j a e g e r # t i p propagac i j e konteksta ( j a e g e r
a l i b3 )
21 t race id −128 b i t : t rue # a l i naj bo i d e n t i f i k a t o r s l e d i 128
b i t n i . V pr ihodno s t i bo to p r i v z e t a vrednost , trenutno j e
p r i v z e t o 64 b i t .
Izsek 6.6: Primer konfiguracije sledilnika [1, 43].
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1 mp:
2 opentrac ing :
3 s e r v e r :
4 operat ion−name−prov ide r : http−path # nacin poimenovanja
imen s t r e z n i s k i h o p e r a c i j
5 skip−pattern : / openapi . ∗ | / hea l th .∗ # kate re po t i v JAX−RS
a p l i k a c i j i naj se i z l o c i j o i z s l e d e n j a
Izsek 6.7: Primer konfiguracije sledenja (nastavitve iz MicroProfile
specifikacije [1, 28])
6.2.4 Inicializacija Jaeger sledilnika
Inicialicializacijo Jaeger sledilnika naredimo preko konfiguracijskega objekta
io.jaegertracing.Configuration.V objekt zapiˇsemo vrednosti, ki smo jih
prebrali s konfiguracijskim modulom. S konfiguracijskim objektom lahko
nato ustvarimo sledilnik tipa io.opentracing.Tracer. Na koncu sˇe nasta-
vimo globalni sledilnik (GlobalTracer), ki je uporaben v primeru, da uporab-
nik ne more uporabiti CDI za vkljucˇitev sledilnika. Primer inicializacije je
viden v izseku 6.8.
1 Conf igurat ion . SamplerConf igurat ion samplerConf ig = new
Conf igurat ion . SamplerConf igurat ion ( )
2 . withType ( t rac ingCon f i g . getSamplerType ( ) )
3 . withParam ( t rac ingCon f i g . getSamplerParam ( ) ) ;
4
5 Conf igurat ion . SenderConf igurat ion senderConf ig = new
Conf igurat ion . SenderConf igurat ion ( )
6 . withAgentHost ( t r a c ingCon f i g . getAgentHost ( ) )
7 . withAgentPort ( t r a c ingCon f i g . getAgentPort ( ) ) ;
8
9 Conf igurat ion . ReporterConf igurat ion r epo r t e rCon f i g = new
Conf igurat ion . Reporte rConf igurat ion ( )
10 . withLogSpans ( t rac ingCon f i g . reporterWithLogSpans ( ) )
11 . w i thF lush Inte rva l ( t r a c ingCon f i g .
r epor t e rWithF lushInte rva l ( ) )
12 . withMaxQueueSize ( t ra c ingCon f i g . reporterWithQueueSize ( ) )
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13 . withSender ( t ra c ingCon f i g . reporterWithSenderConf ig ( ) ) ;
14
15 Tracer t r a c e r = new Conf igurat ion ( t ra c ingCon f i g . getServiceName ( )
) . withSampler ( samplerConf ig ) . withReporter ( r epo r t e rCon f i g ) .
getTracer ( ) ;
16
17 GlobalTracer . r e g i s t e r ( t r a c e r ) ;
Izsek 6.8: Primer inicializacije Jaeger sledilnika
6.3 Pregled delovanja razsˇiritve
V tem poglavju bomo povzeli delovanje razsˇiritve, ki smo jo podrobneje opi-
sovali v prejˇsnjih podpoglavjih.
Slika 6.1: Graficˇni prikaz delovanja razsˇiritve KumuluzEE OpenTracing.
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Na sliki 6.1 je prikazana vkljucˇitev komponente v sistem z dvema Kumulu-
zEE mikrostoritvama. V obeh mikrostoritvah imamo vkljucˇeno komponento
kumuluzee-opentracing-jaeger[1], ki implementira specifikacijo MicroProfile
OpenTracing ter porocˇa sledi v sistem Jaeger.
Odjemalec posˇlje zahtevek na API prehod, ki ga usmeri na eno izmed
razporozˇljivih instanc prve mikrostoritve. V prvi mikrostoritvi se zacˇne iz-
vajati filter vhodnih zahtevkov (JAX-RS Request filter). V filtru se zacˇne
izvajati nov razpon. Iz glave prejetega zahtevka se ekstrahirajo podatki o
sledi, cˇe ta obstaja. Trenutni razpon se nastavi kot otrok prejetega razpona.
Po izvedbi filtra se zazˇene klicana JAX-RS koncˇna tocˇka. Med izvajanjem
te tocˇke lahko v JAX-RS metodi ali v zrnih, ki jih metoda klicˇe, dodamo
anotacije @Traced, ki nam ustvarijo dodatne razpone znotraj posamezne
mikrostoritve.
Po celotni aplikaciji lahko dostopamo do aktivnega sledilnika preko CDI.
V metodah lahko preko aktivnega sledilnika v aktivni razpon dodajamo po-
ljubne oznake, dnevniˇske zapise in prtljago. Prtljaga je lahko uporabna, cˇe
zˇelimo do dolocˇenih podatkov imeti dostop kjerkoli na poti zahtevka. Po-
zorni pa moramo biti na njeno velikost, saj se propagira z vsemi poslanimi
zahtevki.
Iz prve mikrostoritve nato klicˇemo naslednjo mikrostoritev, ki je prav
tako opremljena z OpenTracing razsˇiritvijo. Ob uporabi JAX-RS odjemalca
se v glavo zahtevka avtomatsko dodajo podatki o sledi, aktivnem razponu in
prtljaga. Nadaljnje izvajanje druge mikrostoritve poteka enako kot pri prvi
mikrostoritvi.
Nazadnje se izvede sˇe Servlet filter, v katerem se razpon zakljucˇi. Do-
dajo se morebitne oznake, cˇe je med izvedbo koncˇne tocˇke priˇslo do napake.
Razpon (imena operacij, oznake, pripadajocˇi dnevniˇski zapisi) se v ozadju




sledenja na primeru Java
aplikacije
V tem poglavju si bomo delovanje komponente KumuluzEE OpenTracing
ogledali sˇe na prakticˇnem primeru. Postavili smo dve mikrostoritvi – kupci
(customers) in narocˇila (orders). Mikrostoritvi uporabljata ogrodje Kumulu-
zEE in implementirata enostaven REST API. Aplikacija je zasnovana, da z
zahtevkom GET /customers/{id}/orders na mikrostoritev kupci lahko pri-
dobimo njihova narocˇila iz mikrostoritve narocˇila. Celotna koda primera kot
tudi navodila so objavljena na GitHub repozitoriju [2].
7.1 Postavitev JAX-RS mikrostoritev
Ustvarimo dva KumuluzEE projekta – kupci (customers) in narocˇila (orders).
V projekta dodamo odvisnosti CDI, Jetty Servlet ter JAX-RS Jersey. V
obeh mikrostoritvah implementiramo REST API – naredimo CRUD metode
za upravljanje z kupci oz. narocˇili. Namesto uporabe podatkovne baze v
nasˇem primeru entitete shranujemo kar v ArrayList.
Sedaj lahko upravljamo s kupci in narocˇili posebej. Da bi prikazali
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uporabnost porazdeljenega sledenja, v mikrostoritvi customers implemen-
tiramo zrno CustomersBean, v katerem bomo naredili GET zahtevek na
mikrostoritev orders.Primer je prikazan v izseku 7.1.
1 @RequestScoped
2 pub l i c c l a s s CustomersBean {
3
4 p r i v a t e C l i en t ht tpCl i en t ;
5
6 @PostConstruct
7 p r i v a t e void i n i t ( ) {
8 ht tpCl i en t = Cl i en tBu i l d e r . newBuilder ( ) ;
9 }
10
11 pub l i c Response getOrders ( ) {
12 t ry {
13 re turn ht tpCl i en t
14 . t a r g e t ( ” http :// l o c a l h o s t :3001/ v1/ orde r s ” )
15 . r eque s t ( )
16 . get ( ) ;
17 } catch (
18 WebApplicationException | Process ingExcept ion e ) {




Izsek 7.1: Zrno CustomersBean [2]
Dodamo tudi dodatno koncˇno tocˇko s potjo {customerId}/orders v ra-




Do sedaj smo naredili dve mikrostoritvi, ki implementirata CRUD operacije
nad kupci in narocˇili. Dodali smo tudi zrno, iz katerega naredimo zahtevek
za pridobivanje narocˇil uporabnika. V tem poglavju bomo v mikrostoritvi
dodali instrumentacijo porazdeljenega sledenja.
V pom.xml moramo dodati odvisnost za razsˇiritev kumuluzee-
opentracing-jaeger (izsek 7.2).
1 <dependency>
2 <groupId>com . kumuluz . ee . opentrac ing</ groupId>
3 <a r t i f a c t I d>kumuluzee−opentrac ing−j a e g e r</ a r t i f a c t I d>
4 <ve r s i on>t r e n u t n a v e r z i j a</ ve r s i o n>
5 </dependency>
Izsek 7.2: Vkljucˇitev kumuluzee-opentracing-jaeger razsˇiritve v pom.xml
Dodamo sˇe konfiguracijo za obe mikrostoritvi (prikazano v izsekih 7.3
in 7.4). Mikrostoritev customers zaganjamo na vhodu 3000, mikrostoritev
orders pa na vhodu 3001.
1 kumuluzee :
2 name : Customers Mic ro s e rv i c e
3 s e r v e r :
4 http :
5 port : 3000
6 opentrac ing :
7 j a e g e r :
8 agent−host : l o c a l h o s t
9 agent−port : 5775
10 mp:
11 opentrac ing :
12 s e r v e r :
13 operat ion−name−prov ide r : http−path
Izsek 7.3: Konfiguracija mikrostoritve customers
1 kumuluzee :
2 name : Orders Mic ro s e rv i c e
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3 s e r v e r :
4 http :
5 port : 3001
6 opentrac ing :
7 j a e g e r :
8 agent−host : l o c a l h o s t
9 agent−port : 5775
10 mp:
11 opentrac ing :
12 s e r v e r :
13 operat ion−name−prov ide r : c l a s s−method
Izsek 7.4: Konfiguracija mikrostoritve orders
Sedaj nam deluje porocˇanje strezˇniˇskih razponov. Cˇe zˇelimo omogocˇiti
sˇe sledenje odhodnih zahtevkov, moramo v metodi init() v zrnu
CustomersBean popraviti inicializacijo JAX-RS odjemalca (izsek 7.5).
1 @PostConstruct
2 p r i v a t e void i n i t ( ) {
3 ht tpCl i en t = Cl i en tTrac ingReg i s t r a r
4 . c o n f i g u r e ( C l i en tBu i l d e r . newBuilder ( ) )
5 . bu i ld ( ) ;
6 }
Izsek 7.5: Sledenje odhodnih zahtevkov [2]
Mikrostoritvi lahko opremimo sˇe z anotacijami @Traced. V primeru smo
anotacijo z nastavljenim imenom operacije dodali na metodo getOrders()
v mikrostoritvi customers in na metodo getAllOrders() v mikrostoritvi
orders. V teh dveh metodah smo zabelezˇili nekaj dnevniˇskih zapisov in
dodali oznake. To je prikazano v izseku 7.6.
1 @Inject
2 Tracer con f i guredTrace r ; // dostop do ko n f i g u r i r an e ga s l e d i l n i k a
3
4 @GET
5 @Traced ( operationName = ”GET a l l o rde r s ” ) // spremenimo p r i v z e t o
ime razpona
6 pub l i c Response getAl lOrders ( ) {
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7 con f i guredTrace r . act iveSpan ( ) . l og ( ” Gett ing a l l o rde r s . . . ” ) ;
// dodamo dnevn i sk i z ap i s v akt iven razpon
8 con f i guredTrace r . act iveSpan ( ) . setTag ( ” te s t−tag ” , ” Test tag
value ” ) ; // dodamo oznako v akt iven razpon
9 List<Order> orde r s = Database . getOrders ( ) ;
10 con f i guredTrace r . act iveSpan ( ) . l og ( ”Got ”+ orde r s . s i z e ( ) + ”
orde r s . ” ) ;
11 re turn Response . ok ( o rde r s ) . bu i ld ( ) ;
12 }
Izsek 7.6: Primer dodajanja oznak in dnevniˇskih zapisov [2]
Sedaj lahko zazˇenemo sistem Jaeger. V nasˇem primeru smo uporabili
docker vsebnik (izsek 7.7).
1 docker run −d −p 5775:5775/ udp −p 16686:16686 j a e g e r t r a c i n g / a l l−
in−one : l a t e s t
Izsek 7.7: Zagon sistema Jaeger kot Docker vsebnik
Izvedemo zahtevek GET http://localhost:3000/v1/customers/1/orders.
Sled pa si lahko ogledamo v Jaeger konzoli, privzeto dostopni na
http://localhost:16686/ (prikazano na sliki 7.1).
Slika 7.1: Prikaz sledi prakticˇnega primera v sistemu Jaeger.
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7.3 Evalvacija
S prakticˇnim primerom smo prikazali, kako enostavno lahko mikrostoritve,
narejene z ogrodjem KumuluzEE, opremimo s funkcionalnostjo porazdelje-
nega sledenja. Razsˇiritev je razvita z OpenTracing knjizˇnicami, kar pomeni,
da nismo vezani na ponudnika. Cˇe bi zˇeleli menjati ponudnika, ne potre-
bujemo spreminjati kode aplikacije, ampak samo popravimo konfiguracijo.
Razsˇiritev je razvita modularno, da se v prihodnosti lahko enostavno doda
podporo za ostale sisteme porazdeljenega sledenja.
Poglavje 8
Zakljucˇek
Arhitektura mikrostoritev nam prinasˇa dolocˇene prednosti, kot tudi nekaj
novih izzivov. V okviru diplomske naloge smo se posvetili izzivu spremlja-
nja izvajanja. Pregledali smo vecˇ komplementarnih pristopov, s katerimi
lahko ucˇinkovito nadzorujemo izvajanje aplikacije. Podrobneje smo preucˇili
pristop porazdeljenega sledenja, ki nam omogocˇa, da sledimo izvajanju zah-
tevka preko posameznih mikrostoritev, povezˇemo dnevniˇske zapise in oznake
z zahtevkom. Vse to nam omogocˇa ucˇinkovito odkrivanje vzrokov za napake,
pregled izvedbene poti zahtevka, analizo odvisnosti med mikrostoritvami itd.
Ogledali smo si sistema Jaeger in Zipkin, pregledali posamezne kompo-
nente, arhitekturo in nacˇine vzorcˇenja obeh sistemov. Pregledali smo speci-
fikacijo MicroProfile OpenTracing, ki definira obnasˇanje in API vmesnike za
dostop do OpenTracing sledilnika v JAX-RS aplikacijah.
V okviru prakticˇnega dela diplomske naloge smo zasnovali in implementi-
rali razsˇiritev za porazdeljeno sledenje za ogrodje KumuluzEE. Razsˇiritev je
zgrajena modularno, kar omogocˇa enostaven nadaljni razvoj in vzdrzˇevanje.
Glavni del razsˇiritve predstavlja implementacija specifikacije MicroProfile
OpenTracing. Poleg glavnega modula smo implementirali sˇe modul za
porocˇanje sledi v sistem Jaeger. Razsˇiritev je odprtokodna, objavljena je
na Github repozitoriju [1].
Nazadnje smo razvili sˇe prakticˇni primer za namen predstavitve delova-
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nja razvite razsˇiritve. V ogrodju KumuluzEE smo postavili dve mikrostori-
tvi, med katerima smo posˇiljali zahtevke. V obe mikrostoritvi smo vkljucˇili
razvito razsˇiritev in si ogledali sledi v sistemu Jaeger. S primerom smo pri-
kazali uporabnost razsˇiritve v praksi. Videli smo, kako enostavno je mogocˇe
mikrostoritve, razvite z ogrodjem KumuluzEE, opremiti s funkcionalnostjo
porazdeljenega sledenja.
Spremljanje izvajanja predstavlja nepogresˇljiv sestavni del aplikacij.
Omogocˇa nam, da bolje razumemo delovanje aplikacije kot celote, lazˇje od-
krijemo vzroke za napake in pocˇasnejˇse delovanje. V okviru diplomske naloge
smo z razvojem razsˇiritve razvijalcem KumuluzEE mikrostoritev omogocˇili,





[1] KumuluzEE OpenTracing. Dosegljivo: https://github.com/kumuluz/
kumuluzee-opentracing, 2019. [Dostopano 12. 1. 2019].
[2] KumuluzEE OpenTracing Sample. Dosegljivo: https://github.
com/kumuluz/kumuluzee-samples/tree/master/kumuluzee-
opentracing, 2019. [Dostopano 12. 1. 2019].
[3] What is KumuluzEE. Dosegljivo: https://ee.kumuluz.com/, 2019.
[Dostopano 7. 1. 2019].
[4] Peter Arijs. Monitoring Microservices With Health Checks . Dose-
gljivo: https://dzone.com/articles/monitoring-microservices-
with-health-checks, 2018. [Dostopano 3. 1. 2019].
[5] Dan Barker. 3 open source log aggregation tools. Dose-
gljivo: https://opensource.com/article/18/9/open-source-log-
aggregation-tools, 2018. [Dostopano 3. 1. 2019].
[6] Daniel Berman. Zipkin vs. Jaeger: Getting Started With Tracing . Dose-
gljivo: https://dzone.com/articles/zipkin-vs-jaeger-getting-
started-with-tracing, 2019. [Dostopano 30. 1. 2019].
[7] Stephen J. Bigelow. distributed tracing . Dosegljivo: https:
//searchitoperations.techtarget.com/definition/distributed-
tracing, 2018. [Dostopano 29. 12. 2018].
59
60 Domen Jericˇ
[8] CNCF. Cloud Native Computing Foundation (CNCF). Dose-
gljivo: https://www.crunchbase.com/organization/cloud-native-
computing-foundation, 2017. [Dostopano 6. 2. 2019].
[9] OpenTracing Specification Council. Scopes and Threading. Dosegljivo:
https://opentracing.io/docs/overview/scopes-and-threading/,
2018. [Dostopano 29. 12. 2018].
[10] OpenTracing Specification Council. The OpenTracing Semantic Specifi-
cation. Dosegljivo: https://opentracing.io/specification/, 2018.
[Dostopano 29. 12. 2018].
[11] OpenTracing Specification Council. What is Distributed Tra-
cing? Dosegljivo: https://opentracing.io/docs/overview/what-
is-tracing/, 2018. [Dostopano 29. 12. 2018].
[12] OpenTracing Specification Council. Instrumenting frameworks.
Dosegljivo: https://opentracing.io/docs/best-practices/
instrumenting-frameworks, 2019. [Dostopano 8. 1. 2019].
[13] Anne Currie. What is Cloud Native? Dosegljivo: https://container-
solutions.com/what-is-cloud-native/, 2017. [Dostopano 6. 2.
2019].
[14] Erik Dietrich. What Is Log Aggregation and How Does It Help You?
Dosegljivo: https://blog.scalyr.com/2017/08/log-aggregation-
help/, 2018. [Dostopano 3. 1. 2019].
[15] Namiot Dmitry and Sneps-Sneppe Manfred. On micro-services archi-
tecture. International Journal of Open Information Technologies, 2(9),
2014.
[16] Martin Fowler. Microservice Trade-Offs. Dosegljivo: https:
//martinfowler.com/articles/microservice-trade-offs.html,
2015. [Dostopano 27. 12. 2018].
Diplomska naloga 61
[17] Susan J. Fowler. Production-Ready Microservices., chapter 6. Monito-
ring - Key Metrics. O’Reilly Media, Inc., 2016.
[18] Zach Jory. Observability, or Knowing What Your Microservices Are Do-
ing . Dosegljivo: https://dzone.com/articles/observability-or-
quotknowing-what-your-microservic, 2019. [Dostopano 30. 1. 2019].
[19] Anton Kharenko. Monolithic vs. Microservices Architecture.
Dosegljivo: https://articles.microservices.com/monolithic-vs-
microservices-architecture-5c4848858f59, 2015. [Dostopano 27.
12. 2018].
[20] Juraci Paixa˜o Kro¨hling. Distributed tracing in a microservices world.
Dosegljivo: https://opensource.com/article/18/9/distributed-
tracing-microservices-world, 2018. [Dostopano 29. 12. 2018].
[21] Jean-Louis Monteiro. What is Eclipse MicroProfile? Dosegljivo: https:
//www.tomitribe.com/blog/what-is-eclipse-microprofile/,
2018. [Dostopano 5. 1. 2019].
[22] Cloud native computing foundation. Projects. Dosegljivo: https://
www.cncf.io/, 2019. [Dostopano 4. 1. 2019].
[23] Netsil. The 4 Golden Signals of API Health and Performance in Cloud-
Native Applications. Dosegljivo: https://blog.netsil.com/the-
4-golden-signals-of-api-health-and-performance-in-cloud-
native-applications-a6e87526e74, 2016. [Dostopano 29. 12. 2018].
[24] Kris Nova. What is a monolithic application? Dosegljivo:
https://blog.heptio.com/what-is-a-monolithic-application-
e375f5ad5ecb, 2015. [Dostopano 27. 12. 2018].
[25] Ekipa OpenZikin. Architecture. Dosegljivo: https://zipkin.io/
pages/architecture.html, 2019. [Dostopano 4. 1. 2019].
62 Domen Jericˇ
[26] Ekipa OpenZikin. Sampling Policy. Dosegljivo: https://github.com/
openzipkin/brave/tree/master/instrumentation/http#sampling-
policy, 2019. [Dostopano 4. 1. 2019].
[27] Ekipa OpenZikin. Zipkin. Dosegljivo: https://zipkin.io, 2019. [Do-
stopano 4. 1. 2019].
[28] Steve Fontes Felix Wong Doychin Denkov Bondzhev Pavol Loffay, Ke-
vin Grigorenko. Eclipse MicroProfile OpenTracing. Dosegljivo: https:
//github.com/eclipse/microprofile-opentracing/blob/master/
spec/src/main/asciidoc/microprofile-opentracing.asciidoc,
2019. [Dostopano 7. 1. 2019].
[29] Pivotal. Cloud native apps. Dosegljivo: https://pivotal.io/cloud-
native, 2019. [Dostopano 6. 2. 2019].
[30] Chris Richardson. Pattern: Audit logging. Dosegljivo:
https://microservices.io/patterns/observability/audit-
logging.html, 2018. [Dostopano 3. 1. 2019].
[31] Chris Richardson. Pattern: Distributed tracing. Dosegljivo: https:
//microservices.io/patterns/observability/distributed-
tracing.html, 2018. [Dostopano 29. 12. 2018].
[32] Chris Richardson. Pattern: Health Check API. Dosegljivo:
https://microservices.io/patterns/observability/health-
check-api.html, 2018. [Dostopano 3. 1. 2019].
[33] Chris Richardson. Pattern: Microservice Architecture. Dose-
gljivo: https://microservices.io/patterns/microservices.html,
2018. [Dostopano 28. 12. 2018].
[34] Chris Richardson. Pattern: Monolithic Architecture. Dosegljivo:
https://microservices.io/patterns/monolithic.html, 2018. [Do-
stopano 27. 12. 2018].
Diplomska naloga 63
[35] Niall Richard Murphy David K. Rensin Kent Kawahara Rob Ewaschuk,
Betsy Beyer and Stephen Thorne. Site Reliability Engineering, chapter
Monitoring Distributed Systems. O’Reilly Media, Inc., 2016.
[36] Benjamin H. Sigelman, Luiz Andre´ Barroso, Mike Burrows, Pat Ste-
phenson, Manoj Plakal, Donald Beaver, Saul Jaspan, and Chandan
Shanbhag. Dapper, a large-scale distributed systems tracing infrastruc-
ture. Technical report, Google, Inc., 2010.
[37] Cindy Sridharan. Distributed Systems Observability, chapter 2. Monito-
ring and Observability - Blackbox and Whitebox Monitoring. O’Reilly
Media, Inc., 2018.
[38] Cindy Sridharan. Distributed Systems Observability, chapter 4. The
Three Pillars of Observability. O’Reilly Media, Inc., 2018.
[39] Cindy Sridharan. Monitoring in the time of Cloud Native. Dose-
gljivo: https://medium.com/@copyconstruct/monitoring-in-the-
time-of-cloud-native-c87c7a5bfa3e, 2019. [Dostopano 30. 1. 2019].
[40] Dave Swersky. The Hows, Whys and Whats of Monitoring Micro-
services. Dosegljivo: https://thenewstack.io/the-hows-whys-and-
whats-of-monitoring-microservices/, 2018. [Dostopano 29. 12.
2018].
[41] Alex Theedom. MicroProfile: 5 Things You Need to Know . Dose-
gljivo: https://dzone.com/articles/microprofile-5-things-you-
need-to-know, 2017. [Dostopano 5. 1. 2019].
[42] Jaeger tracing. Architecture. Dosegljivo: https://www.
jaegertracing.io/docs/1.8/architecture/, 2019. [Dostopano
4. 1. 2019].




2019. [Dostopano 12. 1. 2019].
[44] Jaeger tracing. Deployment. Dosegljivo: https://www.
jaegertracing.io/docs/1.8/deployment/, 2019. [Dostopano 4.
1. 2019].
[45] Jaeger tracing. Jaeger documentation. Dosegljivo: https://www.
jaegertracing.io/docs/1.8/, 2019. [Dostopano 4. 1. 2019].
[46] Jaeger tracing. Sampling. Dosegljivo: https://www.jaegertracing.
io/docs/1.8/deployment/, 2019. [Dostopano 4. 1. 2019].
[47] Natasha Woods. CNCF Hosts Jaeger. Dosegljivo: https://www.cncf.
io/blog/2017/09/13/cncf-hosts-jaeger/#, 2019. [Dostopano 30. 1.
2019].
