















Timo Tossavainen: Biosignaalien tiivist

aminen





Tutkimuksessa arvioitiin useiden eri tiivistysmenetelmien soveltuvuutta Helsin-














ta varten ja biosignaalit viev

at muihin mittauksiin verrattuna paljon tilaa. Tallen-












































an jokin approksimaatio. Alueen






































a tutkittiin universaalikoodausta, sanakirjamenetel-
mi

a LZ77 ja LZW, Human-koodausta ja aritmeettista koodausta. Parhaat tulok-
set saavutettiin aritmeettisella koodauksella ja tutkimuksen aikana kehitetyll

a uu-













a tutkittiin skalaarikvantisointia, dierentiaalista pulssikoodimodulaa-
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an jatkotutkimuksia varten. Biosignaalit ovat mit-













































an tiedonsiirto- ja tallennuskapasiteettia. Tiivist

amisen



































menetelmien soveltuvuutta Helsingin yliopistollisen keskussairaalan otoneurologi-



















at voidaan jakaa tiivistetyst

a datasta rekonstruoi-































olliset tuottavat jonkin approksi-








































an samalla tasolla parhaiden tunnettujen menetelmien
kanssa. Aiempiin biosignaaleiden tiivistyksest

a saatuihin tuloksiin verrattuna tu-
lokset olivat vertailukelpoisia ja joissain tapauksissa hieman parempiakin. Parhai-
ten toimivilla menetelmill





















a sovellettiin tunnettuja skalaarikvantisointia, dieren-
tiaalista pulssikoodimodulaatiota ja muunnoskoodausta. Parhaat tiivistystulokset











a ja kehitettiin uusi kvan-
tisointimenetelm
























a olennosta mitattua signaalia. Ihmisen ta-
































at sovellukset ovat signaalien arkis-





tapauksissa mittausten arkistointi saattaa olla my






at yhteenvedon aiemmasta tutkimuksesta EKG:n tapauksessa ja Antoniol













a tutkimuksessa kartoitettiin tiivitysmenetelmien toimivuutta uudentyyp-
pisten biosignaalien tapauksessa. Tutkimusmateriaalina oli 69 Helsingin yliopistol-









a: 22 sakaadia, 18 sinimuotoista signaalia, 15 vestibulo-
okulaarista reeksi

a ja 14 nystagmusta.
Signaalit mitataan kolmella tavallisella ihoelektrodilla potilaan ohimoilta ja ot-































sen signaalin tapauksessa piste liikkuu sulavasti vaakatasossa. Kummassakaan ta-
pauksessa potilaan ei pit








an liikkumisen ajat ja kohteet on satunnaistettu ja sinimuotoiseen signaaliin





















































a mittauksista; testiaineistossa mittausten pituus oli 20, 60 tai




ain vastaa silmien liikett






a vasemmalle; vaaka-akseli on aika ja pystyakseli katseen kul-
ma vaakasuunnassa. Kuvassa 2.1 on sakaadimittauksia; kuvan alin signaali on tut-





kohinaa. Kuvassa 2.3 on vestibulo-okulaarisen reeksisignaalin mittauksia. Mitat-























































a on luultavasti Menieren tauti. Diagnoosia varten signaaleista mitataan
mm. silm

anliikkeiden nopeutta ja tarkkuutta. [19]
Signaalit on n

























oinen toiminta ja verkko-






akyy mitatun signaalin spektriss

a 50 Hz:n
ja sen kanssa harmonisessa suhteessa olevien taajuuksien kohdalla. Sit

a ei voida
suodattaa pois, koska osa tarvittavasta informaatiosta on samalla kaistalla. Osa
korkeamman taajuuden kohinasta suodatetaan yleens











































teellisesti kiinnostavat parametrit hyvin [20, 21, 22]. Suodatuksen vaikutusta sig-
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a purkamaan takaisin alkuper

















edut ovat tiedontallennuskapasiteetin tarpeen pieneneminen ja tiedonsiirtokapasi-













































ahes kaikessa datassa on redundanssia,










a. Algoritmin tehokkuus riip-








a jollekin datalle spesi algoritmi
tuottaa paremman tuloksen kuin geneerinen algoritmi. Teoreettisen pohjan tiedon
tiivist

amiselle antaa Shannonin informaatioteoria [33], jonka menetelmill

a voidaan














a (lossless, noiseless) algoritmeilla purettu data on ident-
tinen alkuper







a (lossy) algoritmeilla dekoodattu data







jako on niiden toiminnan perusteella: staattiset algoritmit toimivat aina samoin ja








































nen sellaisenaan on perusedellytys monille sovelluksille; esimerkiksi ohjelmien tiivis-
tyksess

a yhdenkin bitin virhe voi johtaa siihen, ett




































































a tunnetuimpia ovat kokonaislukujen erilai-
siin esityksiin perustuvat universaalikoodit [7, 38], sanakirjamenetelm

at LZ77 [44]
ja LZW [41], optimaalisen etuliitekoodin tuottava Human-koodaus ja viime ai-
koina paljon huomiota saanut informaatioteoreettisesti optimaalinen aritmeettinen






















a algoritmeista tarkastellaan tiivistyssuhteen lis

















a koodisanan heti, kun sy

otteen






































3.1 Aakkostot, merkit ja merkkijonot
Tiivistysalgoritmi kuvaa sanoman l

ahdeaakkostolta kohdeaakkostolle. Jotta sanoma
voitaisiin rekonstruoida tiivistetyst

a tiedosta, on kuvauksen oltava injektio, ts. jo-
































































2 ; i = 1; : : : ; m: (3.2)




an j!j = m. Merkkijonojen x = x
i
; i = 1; : : : ; m ja
y = y
j














































arellinen merkkijono yli l

ahdeaakkoston. Merkkijonoja vertaillaan







a 3.1.3 Merkkijono ! on merkkijonon x etuliite (prex) ! @ x, jos









a 3.1.4 Merkkijono ! on merkkijonon x loppuliite (suÆx) ! A x, jos




Claude. E. Shannonin alunperin vuonna 1948 julkaisemasta kommunikaatiota koske-






















































 Kohde, jolle sanoma on tarkoitettu.
Sanoma valitaan mahdollisten sanomien joukosta. Niill

a voi olla merkitys; sanomat
voivat viitata maailman olioihin tai k

asitteisiin. Shannonin teoria ei kuitenkaan koske
kommunikaation semanttista puolta.
Kommunikaation ongelmana on rekonstruoida jossain paikassa sanoma, joka on


























ahde tuottaa sanoman merkki merkilt


















Jos aiemmilla tapahtumilla ei ole vaikutusta seuraavaan tapahtumaan puhu-



































ahteelle on yhdistetylle tapahtumalle voimassa
p(i; j) = p(i)p(j): (3.4)

























tuottaa tapahtuman. Esimerkiksi ensimm













p(i; j) = p(jji)p(i): (3.5)
Kyseisess















































































Kuva 3.2: Markovin prosesseja.
Y
p(Y jX) A B C
A 0 0.4 0.6
X B 0.5 0.3 0.2
C 0 0.5 0.5
Taulukko 3.1: Kuvan 3.2 oikeanpuoleisen graan matriisi.
Esimerkki 3.2.1 Markovin prosesseja havainnollistetaan usein graaen avulla. Ku-
vassa 3.2 on kuvattu kaksi erilaista Markovin prosessia. Vasemmalla oleva graa









oisyydet ovat p(X = A) = 0:5, p(X =




































a 3.2.1 Jos X on tapahtuma, jonka mahdolliset vaihtoehdot ovat fx
i
g,












a k voidaan valita halutun yksik

on mukaan. Kun k = 2 informaation mittayk-
sikk

o on bitti, kun k = 10 mittayksikk

o on desimaaliluku. Joskus kantalukuna on e,
14




a (natural units tai \nats"). [33]



















































1. H on jatkuva.






= 1=n, on H monotonisesti kasvava n:n funk-
tio.






























































oseksi. Entropia H on nolla,




























avarmuutta. Jos tapahtumia on n kappaletta, niin maksimissaan entropia on











teeseen liittyy eniten ep















































a 3.2.3 Olkoot X ja Y tapahtumia, joista X:n vaihtoehdot ovat fx
i
g
ja Y :n vaihtoehdot fy
j










; Y = y
j
) log p(X = x
i
; Y = y
j
): (3.13)













; Y = y
j
); (3.14)


















H(X; Y )  H(X) +H(Y ): (3.16)
Yht

asuuruus on voimassa vain silloin, kun tapahtumat X ja Y ovat riippumattomia
eli p(X = x
i
; Y = y
j











a 3.2.4 Jos kaksi tapahtumaa eiv






oisyys Y :n arvolle y
j









































yhdistetyn tapahtuman X = x
i














; Y = y
j




) = H(X; Y ) H(X):
(3.18)
Ehdolliselle entropialle voidaan osoittaa, ett

a on aina voimassa
H(Y )  H(Y jX): (3.19)
Siis tieto X:st











































tilan S = s
i
entropia ja Y on tapah-

















Data koostuu informaatiosta ja redundanssista. Redundanssi on nimens

a mukai-


























































ahteen, joka voi tuottaa n tapahtumaa, redundanssi R on
R = logn H; (3.21)
miss

a H on l

ahteen entropia. [33]

































































aytyminen muuttaa Markovin prosessi-mallista tilastollisesti riippumattomaksi mal-
liksi ja koodata optimaalisesti riippumattoman mallin tuottamat tapahtumat. Op-
17

























a pienempi on l






Universaalikoodauksessa ei tarvitse tuntea l























arjestysnumero koodataan jollain yksinkertaisella koodilla.








a H on l





ovat vakioita. Koodia sanotaan asymptootti-
sesti optimaaliseksi, jos c
1







a esitetyt koodit ovat staattisia ja yksiselitteisesti puret-




a samalle merkille tuotetaan aina sama
esitys. Monien koodien yksik

asitteisyys perustuu siihen, ett

a koodisanan pituus saa-























a koodin loppuosan pituus.
[7]
Koodien toteutus on laskennallisesti tehokasta ja varsinkin parametroituja uni-
versaaleja koodeja soveltamalla saadaan hyvi

a tiivistystuloksia. Esimerkiksi Howar-
din ja Vitterin progressiivisessa FELICS-kuvantiivistysalgoritmissa [17] on k

aytetty











a koodeja, jotka sopivat ep

atasaisesti jakautuneille kokonaisluvuille.























a n = 0, kun x = 0, ja n = blog
2











a. Saatu koodi on lyhyempi pienille kokonaisluvuille ja pidempi
suurille. Taulukossa 3.2 on esitetty -koodit luvuille 0 : : : 14; pisteell

a osoitetaan
koodin loogisten osien v

alit.
x (x) x (x) x (x)
0 0 5 111.0.01 10 1111.0.010
1 1.0 6 111.0.10 11 1111.0.011
2 11.0.0 7 111.0.11 12 1111.0.100
3 11.0.1 8 1111.0.000 13 1111.0.101
4 111.0.00 9 1111.0.001 14 1111.0.110
Taulukko 3.2: Lukujen 0 : : : 14 -koodit.
3.3.2 Æ-koodi
Toinen Eliasin koodi, Æ, on asymptoottisesti optimaalinen; se muodostetaan koodaa-

























































an S. W. Golombilta. Howardin ja Vit-













a parametrin avulla sopiviksi erilaisille jakaumille. Golomb-koodi Gol(x; k) pa-
































os k:n suhteen on aina k:ta pienempi,






a lukujen 0; : : : ; k   1 esitt

amiseen vaihtele-

























a Rice-koodi toimii my

os
hyvin eksponentiaalisesti jakautuneille luvuille. Sen etuna -koodiin on se, ettei
koodin pituus kasva yht

a nopeasti. Rice-koodi on parametroitu, joten se voidaan
sovittaa l

ahteen jakaumalle sopivaksi. Itseasiassa Rice-koodi on Golomb-koodin eri-
koistapaus, jossa Golomb-koodin parametri on rajattu kahden potenssiksi. Luvun x














a m = bx=2
k













a etuosan 1-bittien j










a; toisaalta Golomb-koodissa on tihe












a tarkemmin. Taulukossa 3.3 on esitettyn

a Rice-koodeja eri parametrin
arvoilla.
x Rice(x; 0) Rice(x; 1) Rice(x; 2) Rice(x; 3)
0 0 0.0 0.00 0.000
1 1.0 0.1 0.01 0.001
2 11.0 1.0.0 0.10 0.010
3 111.0 1.0.1 0.11 0.011
4 1111.0 11.0.0 1.0.00 0.100
5 11111.0 11.0.1 1.0.01 0.101
6 111111.0 111.0.0 1.0.10 0.110
7 1111111.0 111.0.1 1.0.11 0.111
8 11111111.0 1111.0.0 11.0.00 1.0.000







a eksponentiaalinen Golomb-koodi toimii hyvin eksponen-





a on vain k

aytetty eksponentiaalisesti kasvavia jakajia. Koodi















a m = blog
2
xc   k, jos blog
2
xc  k tai 0, jos blog
2







ariesityksen k + m + 1 alinta bitti










a tapauksessa hieman huonompi kuin Golomb-koodi, mutta jos koodin
parametria ennustetaan, niin ennustuksessa tehty virhe ei aiheuta suurta tappiota
tiivistyksess

a. Eksponentiaalisia Golomb-koodeja on esitetty taulukossa 3.4. [38]
Alunperin Golomb- ja eksponentiaalinen Golomb-koodi kehitettiin bittivektorien



























x exp-Gol(x; 0) exp-Gol(x; 1) exp-Gol(x; 2) exp-Gol(x; 3)
0 0 0.0 0.00 0.000
1 1.0.0 0.1 0.01 0.001
2 1.0.1 1.0.00 0.10 0.010
3 11.0.00 1.0.01 0.11 0.011
4 11.0.01 1.0.10 1.0.000 0.100
5 11.0.10 1.0.11 1.0.001 0.101
6 11.0.11 11.0.000 1.0.010 0.110
7 111.0.000 11.0.001 1.0.011 0.111
8 111.0.001 11.0.010 1.0.100 1.0.0000






asitellyt koodit toimivat vain positiivisille kokonaisluvuille. Usein joudutaan
koodaamaan my

os negatiivisia lukuja. Etumerkillisten lukujen k

asittelyyn on useita
tapoja, joista voidaan valita paras erilaisille jakaumille.
21






























a nollan koodi on lyhyempi kuin muiden.




a positiivisten sekaan. Koodataan 2x  1, kun




an parittomilla luvuilla ja
negatiiviset parillisilla, n

ain saadaan positiivisille luvuille lyhyempi koodi kuin ne-












a on kirjallisuudessa k














asittelyn eri tavat on otettu mukaan
koodin mukautumisstrategioihin.
3.3.7 Mukautuvat universaalit koodit
Kehitin yksinkertaisen menetelm






merkkien jakaumassa on paikallisia eroja. Menetelm

an ideana on jakaa sy

ote loh-






a on aina yksi para-
metroitu koodi.
Algoritmissa 1 esitetty menetelm

a on helppo toteuttaa. Optimaalisen parametrin
etsimist

a voidaan tehostaa huomaamalla, ett

a puskurin koodatun esityksen pituus


















a optimaalisesta parametrista ja edet

a aina suuntaan, jossa puskurin koodatun
esityksen pituus on pienempi. Vaikka kokonaisuutena menetelm







































at koodin pituudet k do









, jolla puskurin koodattu esityksen pituus on lyhin.



















aisten juoksujen pituuksien laskentaan ja juoksujen korvaamiseen nii-
den pituudella. Juoksujen pituudet koodataan sopivalla koodilla (esimerkiksi joku







kuvaformaatissa ja faxeissa, joissa yhden v








































a sellainen koodisanojen joukko,







taan. Shannon ja Fano julkaisivat toisistaan riippumatta algoritmit ongelman ratkai-
semiseksi. Ratkaisu ei kuitenkaan ole paras mahdollinen. Algoritmit poikkesivat hie-









ariesityksiin ja Fanon joukkoihin jakamiseen. Lopputuloksena saadun koodin
tehokkuus on kuitenkin molemmissa tapauksissa sama. Yksinkertaisuuden vuoksi
esit







Algoritmi 2 Fanon algoritmi, FANO(, !)



























1: if jj > 1 then



























D. A. Human kehitti vuonna 1952 kokoavan menetelm

an, jolla voidaan muodos-













oisyydet ovat 1=2:n potensseja on Humanin algoritmin











a etuliitekoodilla on seuraavat ominai-
suudet:






































vat toisistaan vain koodisanan viimeisen merkin osalta.
Todistus: ks. [11, s. 270]
















arisen etuliitekoodin vaatimukset. Itseasiassa teoreema 3.6.1 antaa tarvittavat














































aminen muodostaa yhden koodipuun solmun (ks. kuva 3.3). Humanin
algoritmi voidaan toteuttaa aikavaatimuksella O(n logn).













a vastaavaan lehtisolmuun. Vasem-






a ja oikean 1-bitill

a. Koodi on aina yk-
sik







an solmulla, johon liittyy merkki, ei ole
alipuita. Koodi puretaan siten, ett
















Esimerkki 3.6.1 Kuvassa 3.3 on esitetty koodin muodostaminen aakkostolle fA;










Algoritmi 3 Humanin algoritmi
Alkuehto:  on l

ahdeaakkosto.
1: while jj > 1 do

































































































Kuva 3.3: Human-koodin muodostaminen.
25
0.15, 0.2, 0.25 ja 0.3. Merkin A koodisanaksi saadaan 010 ja merkin B koodisa-
naksi 011. Voidaan todeta, ett









a monissa tunnetuissa tiivistysohjelmissa; usein se





massa bzip2 on Human yhdistetty Burrows-Wheeler-muunnokseen [4]. Muissa yh-
teyksiss

a on yhdistetty my








sinkin tehokkaamman aritmeettisen koodauksen tilalla, koska siihen ei liity samoja
patenttiongelmia kuin aritmeettiseen koodaukseen. Toisaalta algoritmi on huomat-
tavasti helpompi toteuttaa kuin aritmeettinen koodaus ja sen tuottamaa staattista






Lempel ja Ziv ovat kehitt








at (dictionary method) LZ77 [44] ja LZ78 [45], joista paranne-





















otteen sanat korvataan viittauksella





a. Molemmat merkkijonon sovittamiseen perustuvat me-
netelm

at ovat varsin suosittuja ja toimivia; niiden esittelyn j

alkeen merkkijononso-
































a sellaista merkkijonoa, joka on identtinen seu-
raavaksi koodattavan sy



































an saamaan mahdollisimman suureksi, p on koodaajan nykyinen paik-
ka ja l sovituksen pituus. Yleens































vituksen pituuden verran. Muussa tapauksessa koodataan osoitin rajatun alueen
















a LZ77:ssa [44] koodattiin aina osoitin ja yksi sovituksen j

alkeinen


















































an tilaa verrattuna merkin koodaamiseen sellaisenaan. Pienin
sovituksen pituus riippuu koodaajan parametreista. LZSS on esitetty Algorimissa 4.
Esimerkki 3.7.1 Koodataan merkkijono ABCABDCAB LZSS-algoritmilla. Algo-


























































seuraava koodi. Jos kyseess






muutoin puretaan merkki, joka oli koodattu. Purkaminen onnistuu, koska kaikki
data, johon viitataan, on purettu ennen viittausta.
Algoritmi olettaa, ett

















































on; voidaanhan sovituksen pituus kooda-
ta jollain universaalikoodilla. Yleens




















a suurin osa so-
vituksista on lyhyit












a huomattavasti parempaan tii-






a tunnetuissa tiivistysohjelmissa (esi-
merkiksi zip).
Algoritmi 4 LZSS-koodaus








ote, I ikkunan pituus jaM sovituksen




; kun i  0, ovat
jotain sopivia arvoja (esim. 0).
1: j := 1:
2: while j  n do
3: Etsi pisin sellainen merkkijono ! = a
p I
: : : a
p+k I
, p = 0; : : : ; (I   1); k =
0; : : : ;M , ett

a ! @ a
j
: : : a
N
.
4: if ! =  then
5: Koodaa merkki a
j
, j := j + 1.
6: else






















a dataa, rakennetaan LZW:ss






a kutsutaan dynaamisen sanakirjan menetelm

aksi






a mm. tunnetussa GIF-tiedostoformaa-






a rajoittaa Unisysin patentti.
























dausta, vaan pystyy dynaamisesti sopeutumaan siihen koodauksen aikana. Sopivalle
l



























on toteutuksen ongelmia ja ratkaisuja.
28











a lohkoista muodostetaan sanakirja. Lohkoksi vali-
taan aina pisin sanakirjassa esiintyv






































































Alkuehto:  on l





















4: i := jj:
5: j := 1:
6: while j  n do
7: Etsi pisin sellainen sanakirjaan kuuluva sana !, ett

a ! @ a
j
: : : a
n
.
8: j := j + j!j.





a sanakirjaan sana !a
j
indeksiin i.
11: i := i + 1:
12: end while


































atty sanakirjaan sana !a ja tulostettu sanan !
indeksi. Aluksi sanakirja on f0; 1g. Toisen merkin kohdalla ensimm

ainen tuntematon
merkki on 1, koska sanaa 01 ei l

oydy sanakirjasta. Pisin sovittunut sana oli 0, joten




















atyn sanan viimeinen merk-




ainen merkki. Ominaisuutta tarvitaan ti-
lanteessa, jossa purkaja saa sy







ote Tulos Sanakirja J

asennys
0 0, 1 0?
1 0 0, 1, 01 01,1?
1 1 0, 1, 01, 11 11,1?
0 1 0, 1, 01, 11, 10 10,0?
0 0 0, 1, 01, 11, 10, 00 00,0?
1 0, 1, 01, 11, 10, 00 01?
1 2 0, 1, 01, 11, 10, 00, 011 011, 1?
0 0, 1, 01, 11, 10, 00, 011 10?
0 4 0, 1, 01, 11, 10, 00, 011, 100 100, 0?
1 0, 1, 01, 11, 10, 00, 011, 100 01?
EOF 2 0, 1, 01, 11, 10, 00, 011, 100 01
Taulukko 3.6: Esimerkki LZW-koodauksesta






an merkkijonon !. Purkamista jat-








a sanakirjaan sana !a, joka muodos-
tetaan edellisest














a a. Purkaja voi saada sy














a koodaaja on jo lis

annyt sanan sanakirjaan, mutta purkaja










a kirjainta. Ongelma il-




a x on yksitt

ainen merkki
ja ! joko tyhj

a tai sellainen merkkijono, ett

a x! on jo sanakirjassa. Tilanteen rat-





ainen kirjain on purettavan merkkijonon viimeinen,
n

ain ongelma on ratkaistu. [41]




a ongelmaa ja sen ratkaisua on havainnol-









a. Kun purkaja saa sy












ainen-ominaisuutta ja otetaan sen viimeiseksi kirjai-
meksi edellisella kierroksella puretun sanan (indeksi 0) ensimm

ainen merkki 0.






a tallettaa sanakirjaan jokaista merkki-
jonoa sellaisenaan, koska ne veisiv

at liikaa tilaa ja merkkijonojen etsimisest

a tulisi






ain puuhun siten, ett

a jokainen pol-











ote Tulos Sanakirja J

asennys
0 0, 1 0?
0 0 0, 1, 00 00, 0?
0 0, 1, 00 00?
0 2 0, 1, 00, 000 000, 0?
0 0, 1, 00, 000 00?
0 0, 1, 00, 000 000?




ote Tulos Sanakirja J

asennys
0 0 0, 1, 0? 0, 0?
2 00 0, 1, 00(LF ), 00? 00, 0?














a on helpompaa etsi

a pisin sovitus, kos-









an tietorakenteen avulla saadaan algoritmin aikavaatimus
lineaariseksi sy

otteen pituuden suhteen, olettaen, ett

a oikean lapsisolmun valinta
voidaan tehd

a vakioajassa. Kuvassa 3.4 on esitetty toteutuksen tietorakenteen tila


















































pohjautuva aritmeettinen koodaus on teoreettisesti optimaalinen; se saavuttaa ai-





















at Witten et al. [43] vuonna 1987, jonka j

alkeen arit-

















Kuva 3.4: LZW toteutuksen tietorakenne.
[10] ratkoo mukautuvaan aritmeettiseen koodaukseen liittyvi



















Kuva 3.5: Puhdas aritmeettinen koodaus.

























































a I = [a; b) ja koodattavaa lukua
vastaa v

alin [0; 1) jaossa v




















a I = [a; b) ja se on lukenut luvun x 2
32


























koston merkki, jota kyseinen v

ali vastaa.
Esimerkki 3.9.1 Koodausta on havainnollistettu kuvassa 3.5, jossa on aakkostona






a p(A) = 0:2, p(B) = 0:3 ja p(C) = 0:5.
V





a A vastaa v















merkki C on koodattava v






aleiksi saadaan [0:5; 0:6), [0:6; 0:75) ja [0:7; 1:0). Seuraava merkki on A, jolloin on
koodattava v























arkein aritmeettisen koodaajan etu on sen joustavuus: se erottaa l

ahteen ti-
lastollisen mallin koodaajasta t











merkiksi Human-koodaajasta mallin erottaminen on l

ahes mahdotonta. Aritmeet-






a kuin voisi helposti luulla;
Human-koodikin on useissa tapauksissa l

ahes optimaalista. Suurin ero Human-


























































vain laadukkaiden tilastollisten mallien avulla. [16]
Suurin aritmeettisen koodaajan ongelma on sen hitaus, t

ayden tarkkuuden arit-
meettinen koodaaja on hitaampi kuin Human- tai Ziv-Lempel-koodaus. Toinen
koodaajan ongelma on se, ettei sit

a voida toteuttaa rinnakkaislaskennan avulla, kos-
ka seuraava koodisana riippuu edellisen koodatun merkin vaikutuksesta koodaajan







































an tarkkaa laskentatarkkuutta. Tarkkuuden tarve kasvaa
koko ajan koodattavan viestin kasvaessa. Witten et al. [43] esittiv

at yksinkertai-


















ase kasvamaan liian suureksi. Koodaajan tilan tal-
lentamiseksi tarvitaan vain 3 lukua (yl


































aliin [1=4; 3=4), niin seuraavan koodattavan
bitin j














alkeen laajentaa kaksinkertaiseksi laajentamalla lineaarisesti suurem-
pi v

ali, jolle se kuului v



















a, joiden arvo on p

















point number) eli lukuv





















oin lukua 1=2 vastaisi 2
16


































































































avulla. Koodaajan tilaksi alussa asetetaan L := 0 ja
R := 2
b 1









alkeen kirjoitetaan c kappaletta bittej






aisen bitin kanssa, ja loput bitit sellaisenaan. Purkajan tilaksi alustetaan R :=
2
b 1






a tiedostosta. Purkaminen tapahtuu



























on toteutuksen aiheuttamat menetykset optimaaliseen ratkaisuun ver-






ali [0; 1) skaalataan kokonaislu-
kuv











a kohti on pienempi





























Taulukossa on merkkien esiintymien kertym

afunktio; funktio voi olla joko todellinen tai arvioitu.
34
Algoritmi 6 Aritmeettinen koodaus
Alkuehto: I = [l; h) on koodattava v

ali kumulatiivisessa frekvenssitaulukossa ja t














ali on [l=t; h=t)). Koo-














1: r := R=t.
2: L := L+ rl.
3: if h < t then
4: R := r(h  l).
5: else
6: R := R  rl.
7: end if
8: while R  2
b 1
do
9: if L+R  2
b 1
then
10: Tulosta 0-bitti ja c kpl 1-bittej

a.
11: c := 0.
12: else if L  2
b 1
then
13: L := L  2
b 1
.
14: Tulosta 1-bitti ja c kpl 0-bittej

a.
15: c := 0.
16: else
17: L := L  2
b 2
.
18: c := c+ 1.
19: end if
20: L := 2L.
21: R := 2R.
22: end while
Algoritmi 7 Kohdefrekvenssin purkaminen
























1: r := R=t;
2: return minft  1; D=rg.
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Algoritmi 8 Aritmeettinen dekoodaus
Alkuehto: I = [l; h) on edellisell

a kierroksella koodattu v

ali kumulatiivisessa frek-




























1: D := D   rl.
2: if h < t then
3: R := r(h  l).
4: else
5: R := R  rl.
6: end if
7: while R  2
b 2
do
8: R := 2R.






antyy t merkin mittaisen sy






8t=(N ln 2) + lgN + 7 bitti

a. [16]
Aritmeettisesta koodauksesta saadaan helposti mukautuva, koska koodaaja ja




a. Ongelmaksi muodostuu siis kumu-




















alin etsiminen ja kohdefrekvenssin v

alin etsiminen voidaan












aminen on paljon tutkittu digitaalisen signaalink

asittelyn alue. Vii-







asittelytieteen osa-alue, jonka tavoitteena on muokata signaaleita sovel-
luksesta riippuvalla tavalla. Usein on kyse signaalin vahvistamisesta, kohinan pois-

















diskreettien signaaleiden tapauksessa. Taylor [37] keskittyy suodatinten suunnitte-
luun ja antaa hyv













































a ovat skalaarikvantisointi, die-
rentiaalinen pulssikoodimodulaatio ja muunnoskoodaus. Viimeaikoina ovat huomio-























at signaalin fyysiseksi arvoksi, joka muuttuu





yhden tai useamman muuttujan funktiona. Esimerkiksi x(t) = 2t on signaali, joka
muuttuu lineaarisesti ajan funktiona. Signaalit voivat olla moniulotteisia; esimer-
kiksi kuvat voidaan tulkita kaksiulotteisiksi signaaleiksi. Signaalilla voi my

os olla










Jatkuvat signaalit ovat jatkuvien muuttujien funktioita ja diskreetit signaalit dis-














aytteistetty signaali kvantisoidaan (quantization) ja lopuksi kvantisoin-
nin tulos koodataan. Kun puhutaan fyysisist

a signaaleista, koko prosessia kutsutaan
















x(n) = x(nT ); n 2 Z; (4.2)
miss













on 1=T . Dis-






















alien tiheys saadaan nk. n








































a tarkasti vain signaa-


























at Nyquistin taajuuden, tai tapahtuu laskostumista







a signaalissa. Jotta tarkasteltava
informaatio s











Digitaaliseen muotoon signaali saadaan kvantisoimalla:
y(n) = Q[x(n)]; (4.3)
miss

a Q on kvantisointioperaatio. Kvantisoinnin j















an arvoja eli kvantisoinnissa muutetaan signaalin arvoalue diskree-


















at operaatiot ovat skalaarilla kertominen (4.4),
yhteenlasku (4.5), kertolasku (4.6) ja siirto ajassa (4.7):













x(n) = x(n+ k); k 2 Z: (4.7)
1





















ain (4.9). (upsampling, downsampling) [30]:
y(m) = x(n) " k;m = n=k; ja (4.8)

















1; n = 0






1; n  0
































oin signaalin sanotaan olevan esitettyn











a 4.1.1 Diskreetin ep

ajaksollisen signaalin x(n) Fourier-muunnos X(!)
on




















jx(n)j <1. Diskreetin signaalin Fourier-muunnos on 2-jaksollinen, ts.




a signaalin eritaajuisten ja -vaiheisten






















































a T on lineaarinen ja ajasta riippumaton (linear time










































a T on LTI, voidaan se t

aydellisesti kuvata impulssivasteen (impulse


















an T impulssivaste on









































a T sanotaan kausaaliseksi, jos


































an vaste mielivaltaiseen signaaliin x(n) saadaan helposti selville
jakamalla x(n) komponentteihin, jotka koostuvat siirretyist

a ja skaalatuista impuls-
40






























y(n) = x(n)  h(n): (4.22)
















a ovat lineaariset suodattimet. Ne jaetaan kahteen luok-








































ovat nollia, niin suodatinta kutsutaan liukuvan keskiarvon suodatti-






. Jos kertoimet a
i
ovat
nollia, niin suodatinta kutsutaan autoregressiiviseksi (AR). Silloin, kun suodattimel-
la on kumpiakin kertoimia, sit

a kutsutaan autoregressiiviseksi liukuvaksi keskiarvoksi















a AR-suodatin on all-
pole-suodatin, MA on all-zero-suodatin ja ARMA:a voidaan kutsua rekursiiviseksi
suodattimeksi. Yleens


















a ei aina pid

a paikkaansa. Toisaalta jos kertoimet
b
j
























a niiden taajuusvaste. Taajuus-
vasteella tarkoitetaan vaikutusta eri taajuuksien sinimuotoisiin signaaleihin (tar-
2
mm. transversal lter, all-zero -lter, ei-rekursiivinen suodatin
41
kemmin ottaen kompleksisiin eksponentiaalifunktioihin). LTI-systeemin vaste sini-
aaltosignaaliin on aina saman taajuuden siniaaltosignaali, jonka vaihe ja amplitu-
di ovat mahdollisesti muuttuneet. Taajuusvaste siis tarkoittaa systeemin vastetta













(esim. kohinaa) esiintyy tietyll

a kaistalla ja tarvittava informaatio on eri kaistalla,


























osuodatin, joka vaimentaa jonkin taajuuden alittavia signaalin kom-





tuta; suunnittelua on k

asitelty kattavasti kirjallisuudessa [6, 13, 24, 26, 28, 30, 37].
Suodatinalgoritmit toimivat yleens






os tilastollisesti, jolloin signaali oletetaan stokasti-




















a E[x] tarkoittaa x:n odotusarvoa.
Monesti oletetaan, ett






















(l) = E[x(n)y(n  l)] = E[x(n + l)y(n)]; l = 0;1;2; : : : (4.24)











a 4.1.8 Signaalin x(n) autokorrelaatiofunktio on
r
xx



























































ollisen tiivistyksen tapauksessa tiivistyksen laatua voidaan objektiivisesti
42
mitata virheen itseisarvon keskiarvon (mean absolute error, MAE), keskineli

ovirheen





(normalized root mean squared error, NRMSE) avulla. Usein biosignaaleja koske-




















a ja x^(n) tiivis-
tetyst






























































masta mittamaalla eroja sovelluksen suorituskyvyss








































at muita ominaisuuksia. Laadukkaan tuloksen saavuttami-



























































































Yksi tunnetuimmista signaalin tiivistyksen menetelmist

a on dierentiaalinen pulssi-
koodimodulaatio (dierential pulse code modulation, DPCM). Sit

a on sovellettu mm.
puheen tiivistykseen. Menetelm





























Koodaus voidaan kuvata muodossa
e(n) = x(n)  x^(n); (4.29)
miss





a ennustettu x(n) arvo. DPCM-koodaaja on ku-
vattuna signaalivuokaavion avulla kuvassa 4.1. Alkuper





x(n) = x^(n) + e(n): (4.30)






a on ennustajan P

































































a ennustusvirhe soveltuu paremmin yksinkertaisen entropian koodaajan,



















a, miten ennuste x^(n) muodostetaan.
Yksinkertaisin ennustusmenetelm

a, nk. nollannen asteen ennustaja (zero order pre-




ayte on sama kuin edellinen.
x^(n) = x(n  1): (4.31)
ZOP:ia hieman monimutkaisempi ensimm

aisen asteen ennustaja (rst order
predictor, FOP) seuraa suoraa viivaa, eli se olettaa, ett









x^(n) = x(n  1) + (x(n  1)  x(n  2)) = 2x(n  1)  x(n  2): (4.32)
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a, jolla voidaan konstruoida sopivia ennustajia tilanteesta
























a FOP voivat huonossa tapauksessa pahentaa tilannetta.
4.3.1 Levinson-Durbin-algoritmi
Levinson ja Durbin kehittiv
















oleva ennustaja sen autokorrelaatiofunktion avulla [28]. M tarkoittaa ennustajan
muistin kokoa. Itseasiassa ennustaja saadaan \ep

asuorasti" minimoimalla ennustus-
virhesuodattimen ulostulon varianssi. MSE-mieless

a optimaalista ennustajaa suun-
46














































sen ratkaisusta saadaan optimaaliset kertoimet ennustajalle







a on helppo huomata, ett





a ei saa olla





























































































































































































































































































































on oikea puoli ylint

a alkiota







arisen prosessin autokorrelaatiomatriisi R
xx
on symmetrinen ja nk.

















oiden ratkaisu voidaan ra-
kentaa ratkaisemalla ensin pienemm




















































































































































































































































Seuraava ratkaisu tarvitsee arvoa 
 
1







































































































































































































a apuna ennustajaa suunniteltaessa. Kertoimia K
i
sanotaan heijastusker-





alisen suoran riippuvuuden. PARCOR-kertoimien avulla voidaan my

os toteuttaa









on esitetty optimaalisen ennustajan kertoimet, mutta algoritmikuvauksessa kertoi-
met a
i
ovat yksinkertaisuuden vuoksi optimaalisen ennustusvirhesuodattimen ker-













. Ennustusvirhesuodattimen ja ennustajan yhteytt

a on havainnollistettu ku-

































(m+ 1) := 1
6: for i = 1; : : : ; m+ 1 do
7: a
i





























on tilanteissa prosessit eiv

at kuiten-












a mukautuvia ennustajia. Yksin-










ariselle prosessille voidaan suunnitella optimaalinen ennustaja my

os opetta-





















































an mm. neurolaskennassa. [13, 14]



























































































Vastaavasti ennustusvirhe e(n) voidaan kirjoittaa seuraavasti:





an (gradient descent) ideana on seurata gradien-













a kertoimien funktiona, syntynytt

a funktiota kutsutaan virhepinnaksi.
Virhepinnalla on yksik

asitteinen minimi ja se muistuttaa kulhoa M +1-ulotteisessa
avaruudessa. Gradienttivektori osoittaa aina funktion suurimpaan kasvuun p

ain, jo-
ten korjataan jokaisella kierroksella paikkaa juuri p

ainvastaiseen suuntaan; minimi
saavutetaan, kun gradienttivektori on 0. Tulkitaan kertoimien arvot pisteeksi M-
ulotteisessa avaruudessa. Vektori a(n) on kertoimien arvo kierroksella n. Kertoimien
p








a(n + 1) = a(n) +
1
2
[ r(n)] = a(n) + E[e(n)x(n  1)]; (4.57)
miss

a  on nk. askelkokoparametri tai oppimisnopeusparametri. Parametrin  arvo
vaikuttaa algoritmin konvergoimisnopeuteen. Liian suuri :n arvo johtaa ylikorjauk-
seen (pahimmassa tapauksessa ep
















a sellaisenaan, koska virhepinnan





















r(n) =  2e(n)x(n   1): (4.58)
Gradientin estimaatin odotusarvo on itse gradientti. LMS-algoritmi voidaan ilmaista
muodossa





r(n)] = a(n) + e(n)x(n  1): (4.59)
On osoitettu, ett

































a. Optimaalinen kerroinvektori muuttuu ajan muka-







































os muita versioita LMS-algoritmista. Yksi niist

a on Nagu-






















a(n+ 1) = a(n) +










an algoritmin stabiilisuusongelmat, kun vektori x(n)









ehdottivat Bitmead ja Anderson vuonna 1980. Normalisoidulle LMS:lle konvergens-
siehto (ilman vakiota ) on yksinkertaisempi:
0 <  < 2: (4.62)
Tutkimuksessa k

aytettiin mukautuvana ennustajana my

os Least Squares Lattice-
algoritmia (LSL), jonka johtamisessa ei ole tehty approksimaatioita. LSL konvergoi
eritt

ain nopeasti verrattuna LMS-algoritmiin ja sen konvergointinopeus ei juuri-




























a signaalin tiivistyksen menetelmist

























arjestelmien osana. Kvantisoinnin ideana on harventaa sig-




















a. Suurin ongelma kvantisoinnissa on valita arvot, jotka poistetaan, ja uu-













ote ja tulos ovat skalaareita. Skalaarikvantisoinnin voidaan ajatella approk-
simoivan jotain lukujoukkoa sit

a harvemmalla lukujoukolla. Toinen kvantisoinnin
muoto, vektorikvantisointi, approksimoi vektorijoukkoa harvemmalla vektorijoukol-
la. Kvantisoijien suunnitteluun k






















; : : : ; y
N
g  R (4.63)





















Kvantisoija kuvaa jokaisen sy

otearvon jollekin koodikirjan arvolle. Skalaarikvan-
tisoijaan kuuluu my

os R:n jako N :n soluun tai atomiin R
i
















































































































Usein ylin ja alin solu ovat nk. ylikuormitussoluja (overload cell), jolloin niihin kuu-




a alimman solun tapauksessa
ja alarajaa suurempia ylimm










a kuvauksena: koodaajana E : R ! I, miss

a
I = f1; 2; 3; : : : ; Ng, ja purkajana D, miss













ovirheen keskiarvolla, MSE, tai signaali-kvantisointikohina-suhteella, SQNR.
Kvantisoijan suunnitteleminen jollekin datalle, jonka jakauma tunnetaan, vaatii
sek

a optimaalisen reaalilukujen jaon ett

a optimaalisen rekonstruktiopisteiden suun-













a nk. Lloydin iteraation (kohdat 2. ja 3.). Algoritmin koh-
dassa 2. valitaan soluun ne luvut, joiden et

aisyys metriikalla d mitattuna on lyhin
solun rekonstruktioarvosta; kohdassa 3. korjataan rekonstruktioarvoja optimaalisik-
si soluun n







Algoritmi 10 Lloydin algoritmi
1: Aloita jostakin koodikirjasta C
1
, m := 1.











= fx : d(x; y
i
)  d(x; y
j
); kaikilla i 6= jg;
miss

a d(x; y) on jokin metriikka.





























a kierroksesta, lopeta. Jos ei, m := m+ 1 ja mene kohtaan 2.





















a lukuja ja on peruuttamaton ep

alineaarinen operaatio.







a. Toisaalta usein kvantisoija joudutaan











































































i(n) = E(x(n)  x^(nj~x(n  1); ~x(n  2); : : : ; ~x(n M))); (4.67)
e^(n) = D(i(n)) ja (4.68)
~x(n) = x^(n) + e^(n) (4.69)



















P on kvantisoinnissa k








soijan indeksien muodostama signaali i(n). Vastaavasti rekonstruktio muodostetaan
seuraavasti:
~x(n) = D(i(n)) + x^(nj~x(n  1); ~x(n  2); : : : ; ~x(n M))): (4.70)
















aiselle datalle x(n) suunniteltua ennustajaa, koska sig-
naalin ~x(n) arvojen v

aliset riippuvuudet ovat suurinpiirtein samat kuin alkuper

aisen









heelle suunniteltua kvantisoijaa, koska kvantisoidusta signaalista ennustava ennus-


































an hyviin tuloksiin matalilla tiivistyssuhteilla, mut-
ta sill










































a, jossa signaali muutetaan toiseen











y = Tx; (4.71)
miss



































nen vektori voidaan rekonstruoida.










tarkoittaa konjugaattitranspoosia. Jos muunnosmatriisi T on reaalinen,




















a jjxjj tarkoittaa vektorin euklidista pituutta. Ortogonaalisen muun-
noksen muunnosmatriisin rivej

a kutsutaan kantafunktioiksi ja niiden muodostamaa








a dekompositio, jolla tarkoi-
tetaan sy

otteen jakamista komponentteihin, jotka ovat skaalattuja muunnoksen kan-
tafunktioita. Periaatteessa sy

otteen voidaan ajatella olevan aluksi esitettyn

a stan-







aisen vektorin informaatio on esitettyn

a muunnetussa
muodossa sen paremmin muunnoskoodaus toimii. Tiivis esitys muunnoskoodauk-
sessa tarkoittaa informaation keskittymist

a muunnetun vektorin yksitt

aisiin alkioi-













a esitys olisi jotenkin tiivimpi kuin alkuper

ainen. Oikeas-
taan voidaan ajatella, ett












kannan avulla. Ei voida olla varmoja, ett

a kanta on sellainen, joka esitt

aisi vektorin
tiiviisti. Muunnoskoodauksella on kuitenkin muita etuja. Informaatio voidaan saada
















an, mille kaistalle tarvittava informaatio


















a eri tavoin kertoimille;













a, jossa karsitaan muunnoksen kertoimia niiden itseisar-
vojen suuruuksien perusteella. Kertoimet, joiden itseisarvo on jotain rajaa pienempi,
poistetaan kokonaan. Kynnyst

amisen raja voidaan valita monella eri tavalla. Yksin-
kertaisin menetelm
























a tiivistyssuhdetta, mutta ei laatua.
[12]












































a on siis koodattava jokaisella kierroksella ai-
emmin merkityksett















muunnosten tapauksessa on kehitetty erilaisia menetelmi






















































a valitut komponentit tulevat sel-


















a signaalissa. Kehittelin Saidin ja Pearlmanin artikke-











aisten approksimaatioiden kvantisoinnin variantti on kuvat-
tu Algoritmissa 11. Algoritmin ideana on kirjoittaa ensin merkitsevimm

at bitit ja




an merkitseviin. Kerroin on merkitsev










a rajaa lasketaan kierroksittain. Aluksi mer-
kitsevyyden rajaksi asetetaan 2
b
(eli x on merkitsev





a b on vekto-
rin itseisarvoltaan suurimman kertoimen ylimm










a kierroksella koodataan kaikkien niiden











an merkitsevien listaan. Seuraavilla kierroksilla kirjoitetaan ensin
merkitsevien kertoimien seuraava bitti (rivit 5-7), lasketaan merkitsevyyden rajaa


























































nollan koodaaminen redundanttia. Kun huomataan, ett

a juoksu jatkuu listan lop-








a muutama bitti koodaamalla pienin sellaisen -koodin al-

















a klusteroituneen bittivektorin koodauk-
59
sena.


















a synkronoituina, jotta voidaan koodata useita vektoreita
samaan tiedostoon. Menetelm

an kompleksisuus on O(mn), miss

a n on koodattavan

















a on merkitsevien kertoimien siirt

aminen toiseen















an tilaa uusien mer-
kitsevien kertoimien sijainnin esityksess

a. Kertoimien tarkentamisella ennen uusien
merkitsevien bittien etsimist





























































atty kertoimen merkitsevyyden perusteella tai vektorikvantisointia.
4.6.2 Diskreetti Fourier-muunnos





signaalin toistensa kanssa taajuuksiltaan harmonisessa suhteessa olevien siniaalto-

















an suodattamiseen nk. nopeassa konvoluutios-




a yhteenvedon DFT:n sovelluksista. Tiedon









an vaihtoehtojaan heikompi monissa tiedontiivistyssovelluksissa.


















































ote. S on merkitsevien kertoimien lista ja I merkityksett

omien








. Koodaus voidaan lo-





















3: Tulosta b 1-bitti

a ja 0-bitti.
4: while b  0 do





j:n b:s bitti. fMerkitsevien kertoimien tarkennus.g
7: end for
8: if b  0 and lista I ei ole tyhj

a then
9: if listan I ensimm

ainen alkio on merkitsev

a then
10: Tulosta 1-bitti. fLista I alkaa merkitsevien juoksulla.g
11: Etsi ensimm

aisen merkitsevien kertoimien juoksun pituus l.








13: Koodaa juoksun kerrointen merkkibitit.
14: Siirr

a juoksun kertoimet listasta I listaan S.
15: else









19: Koodaa seuraava merkityksett

omien kertoimien juoksun pituus l kuten
kohdassa 12.
















































ot on tarkoitettu N -jaksollisille signaa-
leille. Niit












a signaalin analysointiin pilkkomalla se N -pituisiin loh-
koihin, jolloin DFT olettaa, ett












ot on esitetty muodos-

























DFT tuottaa N -pituisista reaaliarvoisista sy

otevektoreista N -pituisen komplek-
siarvoisen vektorin. Tiedon tiivistyksen kannalta kertoimien kahdentuminen ei ole
toivottavaa: Onneksi reaalidatan DFT noudattelee symmetriaa, jonka avulla voi-
daan poistaa puolet kertoimista. Jos sy

ote on reaalinen, DFT:ll

a on voimassa
X(!) = Re [X( !)]  Im [X( !)] ; (4.77)



















ote on reaalinen. [30]











a DFT ei sellaisenaan sovi ainakaan reaaliaikasovelluksiin. Coo-
ley ja Tukey julkaisivat vuonna 1965 algoritmin, joka tunnetaan nopeana Fourier-

















































kompleksisuudeltaan) nopeammin kuin alkuper

ainen FFT. Nopeita FFT-algoritmeja
5




asitelty kattavasti kirjallisuudessa [5, 11, 26, 30]. Yleens

a FFT toimii vain vek-
toreille, joiden koko on jotenkin rajattu; yleisin rajoitus on se, ett

a vektorin koon
on oltava kahden potenssi. [3]
4.6.3 Hartley-muunnos
Hartley-muunnos (Hartley Transform) on muokattu DFT, joka toimii vain reaalilu-






































Hartley-muunnoksen aikavaatimus nopealla hajoita ja hallitse-algoritmilla toteutet-
tuna on O(n logn).
4.6.4 Diskreetti kosinimuunnos




















an mm. tunnetuissa kuvan ja videon
tiivistysmenetelmiss

a JPEG ja MPEG. DCT:n muunnettu versio (Modied Discrete


































































Naiivi DCT-toteutus toimii ajassa O(n
2
), mutta DCT voidaan laskea FFT:n
avulla ja sille voidaan my

os johtaa nopea algoritmi, jolloin muunnoksen aikavaatimus
63
on O(n logn). [37]
4.6.5 Walsh-Hadamard-muunnos
Walsh-Hadamard-muunnos (Walsh-Hadamard Transform, WHT) on varsin yksin-



























































a (zero crossing) [37]. Nopealla algoritmilla WHT voidaan laskea ajas-
sa O(n logn); algoritmi muistuttaa hyvin l

aheisesti radix-2 FFT-algoritmia. Esit

an
nopeista algoritmeista vain johtamani nopean Walsh-Hadamard-muunnoksen pai-
kallaan (in-place). Muiden muunnosten nopeat versiot on esitetty kirjallisuudessa
[3, 37, 40].
4.6.6 Aalloke- ja aaltopaketti-muunnokset






















a. Diskreetin Fourier-muunnoksen ongelma on
se, ett





a, joiden kesto on pienempi kuin ikkunan pi-
tuus. Aallokkeet (wavelets) voivat analysoida signaaleja monella eri skaalalla; aallo-
keanalyysiss

a taajuusalueen ja aika-alueen erottelukyky vaihtelee skaalan mukaan.
Matalataajuisten tapahtumien taajuus erotetaan tarkasti, mutta tapahtuma-aika
ep

atarkasti. Korkeataajuiset tapahtumat erotetaan ajan suhteen tarkasti, mutta nii-
den taajuus ep







Algoritmi 12 Nopea Walsh-Hadamard-muunnos paikallaan




; : : : ; x
N 1











a datan skaalaamattoman Walsh-Hadamard-muunnoksen.
1: koko := log
2
(N)  1:
2: for i := 0 to koko do





4: for k := 0 to 2
i
do






















Aallokemuunnosten teoria on saanut alkunsa 1940-luvulla; Gabor julkaisi vuon-









sovelluksissa aallokkeita on k

aytetty vasta 1980-luvulla. Aallokemuunnosten etu pe-
rinteisiin muunnoksiin n














































an yhden funktion ,

aitiaallokkeen (mother





















an kokonaisluvuilla ja skaalataan kahden potensseilla.















osuodatin H tuottaa N -pituisesta sy

otesignaalista









































a informaatiota, koska suodattimet






















an vektoreina, koska niiden
avulla on helpompi havainnollistaa aallokedekomposition toimintaa. [12]
Diskreetti










































: : : h
M







: : : g
M







: : : h
M







: : : g
M









: : : h
M






: : : g
M




































at signaalin lopun ymp













aiheuttaa omat ongelmansa, joihin palataan my

ohemmin. Aallokemuunnoksen yksi




































































































































josta saadaan taas kaksi uutta signaalia. Menettely








lille s haluttuun resoluutioon asti. Yleens






















osuodatettuun signaaliin viitataan nimell


















a d, jne. Kahdeksan luvun


















































































































































































































































































































osignaalin kertominen matriisilla T
DWT
.











ain nopea; sen kompleksisuus on lineaarinen sy

otteen koon










aytteen mittaista aallokesuodatinta. [29]
Aaltopakettimenetelmiss

a (wavelet packet) muunnosta jatketaan haluttuun re-












































an toiminta perustuu siihen, ett

a signaali s hajotetaan suodattamal-
la yhdell

a kierroksella signaaleiksi ss ja ds ja se voidaan rekonstruoida signaaleista
ss ja ds. Signaalit ss ja ds voidaan edelleen rekursiivisesti rekonstruoida signaaleis-



















amisen kannalta paras kombinaatio suodatuksia. Aallokesuodatti-
mista voidaan siis johtaa useita erilaisia muunnoksia ja varsinainen aallokemuunnos
























































































































































a, jolla voidaan mitata mahdollisten kan-









an nk. additiivista informaatiokustannusfunktiota (ad-












































































































































a 4.6.1 Olkoon fx
i
g reaalilukujono. M : fx
i
g ! R on additiivinen
































a signaali tarkkuudella .
2. Keskittyminen `
p


































a tarvittaessa log 0 = 0.
Informaatiokustannuksen M suhteen optimaalinen kanta (ts. kanta, joka mi-







aripuun, jossa jokaiseen solmuun liittyy vaihtelevan mit-
tainen signaali. Siirtyminen vanhemmasta lapsisolmuun vastaa yht

a aallokemuun-



















osignaalin. Puun juurisolmussa on alkuper

ainen signaali. Aloitetaan alimmista sol-











alle tasolle ja lasketaan sen solmujen informaatiokustannus. Jos solmun
69





an solmu. Asetetaan solmun kustannukseksi minimi sen lasten
yhteenlasketusta kustannuksesta ja sen omasta kustannuksesta. Menettely

a jatke-
taan, kunnes tullaan puun juureen. Optimaaliseen kantaan kuuluvat puussa ylimm

at
merkityt solmut. Aikavaatimukseksi aaltopakettimuunnokselle saadaan O(n logn).
[42]
4.6.7 Muunnoskoodauksen ongelmia













akyy muunnoksilla, joiden kan-





























a useisiin muunnoskertoimiin. Kun kertoimia karsitaan, niin ep

a-









toisiaan. Ongelman ratkaisemiseksi voidaan esimerkiksi ottaa muunnos suuremmas-




























ta saatavilla olevaa valmiita toteutuksia, koska se olisi vaikeuttanut menetelmien



























Yritin sijoittaa kaikki tiivistysmenetelm



















a jotain interaktiivisempaa ja dynaamista kielt

a
kehitykseen, koska tavoitteena ei ollut laskennallinen nopeus, vaan useiden eri me-














losten mittaamisen automatisoin t
























a on ilmoitettu niiden saavuttaman tiivistyssuhteen kes-
kiarvo 
CR

























a vertailin ennustusvirheen MAE:n ja MSE:n avulla. Tulok-
sissa niist










kossa 5.1 esitetyt tulokset on mitattu signaaleilla, jotka olivat suodattamattomia.






os vain pieni ero. En-
nustajien tekem






signaaleilla ZOP:n tulos oli 9.6, jolloin voidaan sanoa, ettei mukautuvilla ennusta-






a etua suodatettujen sig-













aille signaaleille hyvin ja ett
















































ZOP 18.9 18.9 1416 2730
FOP 27.7 29.7 3148 6365
LD(1) 18.9 18.8 1412 2719
LD(3) 18.3 17.7 1279 2413
LD(5) 17.3 16.1 1146 2227
NLMS(1) 20.5 19.4 1788 2890
NLMS(3) 20.4 18.6 1616 2716
NLMS(5) 19.9 17.6 1523 2620
NLMS(7) 19.7 17.4 1491 2593
NLMS(15) 18.8 16.5 1381 2490
LSL(1) 19.3 18.9 1496 2735
LSL(3) 18.3 17.7 1354 2435
LSL(5) 17.1 16.1 1208 2265
LSL(7) 16.7 15.8 1168 2226
LSL(15) 15.9 15.0 1089 2139






















a verrattuna staattiseen en-










luvun itseisarvon kasvaessa. L

ahteen jakauma DPCM:n j

alkeen on juuri t

allainen.
Ennen ennustusta jakauma on l























a (ks. kuvat 4.3, s. 44, ja 4.4, s. 45). Tulokset
universaalikoodeilla on esitetty taulukossa 5.2.
Menetelm





-koodi ZOP 1:79 0:50
exp-Golomb-koodi (k=2) ZOP 2:08 0:54
-koodi x ZOP 2:31 0:82
exp-Golomb-koodi (k=2) x ZOP 2:45 0:54
Taulukko 5.2: Universaalikoodien tuloksia.
Sanakirjamenetelmill








Toisaalta LZW toimi hyvin ilman DPCM:a; ilmeisesti syyn

a oli se, ett

a LZW ra-

































kovin hyvin. Sanakirjamenetelmien tulokset on esitetty taulukossa 5.3.
Menetelm





LZSS - 0:98 0:06
LZSS ZOP 1:02 0:13
LZSS x - 1:03 0:12
LZSS x ZOP 1:14 0:14
LZW - 1.22 0.21
LZW ZOP 1:87 0:57
LZW x - 1.27 0.25
LZW x ZOP 2:26 0:7




















a, jolloin ne tarvitsivat
hyv



















tallettaa Human-koodin tapauksessa koodipuu ja aritmeettisen koodin tapauksessa
v



































Human - 1:14 0:18
Human ZOP 2:27 0:57
Human x - 1:10 0:17
Human x ZOP 2:65 0:71
Aritmeettinen koodaus - 1:22 0:13
Aritmeettinen koodaus ZOP 2:29 0:53
Aritmeettinen koodaus x - 1:19 0:12
Aritmeettinen koodaus x ZOP 2:68 0:71
Taulukko 5.4: Human- ja aritmeettisen koodauksen tulokset.
Mukautuvat universaalikoodit pystyv

at mukautumaan ennustajien tekemien vir-
73







at ovat toteutukseltaan yksinkertaisia ja laskennallisesti tehokkai-
ta. Testeiss








dien tulokset on esitetty taulukossa 5.5.
Menetelm





Mukautuva exp-Golomb - 1:13 0:09
Mukautuva exp-Golomb ZOP 2:23 0:53
Mukautuva exp-Golomb x - 1:14 0:09
Mukautuva exp-Golomb x ZOP 2:64 0:65
Mukautuva Rice - 1:14 0:09
Mukautuva Rice ZOP 2:29 0:55
Mukautuva Rice x - 1:14 0:10
Mukautuva Rice x ZOP 2:70 0:69








Tulokset DPCM:lla olivat huomattavasti parempia kuin ilman DPCM:ia; tulokset















an \konehuone", mutta sen varsinainen

alykkyys piilee ti-










































sissa. Staattinen aritmeettinen koodaus ja Human-koodaus tarvitsevat koodauk-


























a koskevassa tutkimuksessa [23] vastaavil-
la menetelmill





a 13 bitin resoluution EKG-














olleet mukana Kosken tutkimuksessa.












Aritmeettinen koodaus ZOP 2:29 0:53
Mukautuva Rice ZOP 2:29 0:55
Human ZOP 2:27 0:57
Mukautuva exp-Golomb ZOP 2:23 0:53
exp-Golomb-koodi ZOP 2:08 0:54
LZW ZOP 1:87 0:57
LZSS ZOP 1:02 0:13
Mukautuva Rice x ZOP 2:70 0:69
Aritmeettinen koodaus x ZOP 2:68 0:71
Human x ZOP 2:65 0:71
Mukautuva exp-Golomb x ZOP 2:64 0:65
exp-Golomb-koodi (k=2) x ZOP 2:45 0:54
-koodi x ZOP 2:31 0:82
LZW x ZOP 2:26 0:7




























aytteenottotaajuuksien ero on suuri ja voisi kuvitella, ett

a 20-kanavainen signaali,































a jotain virhemetriikkaa. Menetelmi








aytettiin metriikoina MAE:ia, MSE:ia ja NRMSE:ia. Tulok-




























aysin pysty karakterisoimaan rekonstruktion laatua, esit

an muuta-







ainen signaalin lohko on esitetty kuvassa 5.1.




assyt laadullisesti kovin hyviin

















a kliinisiin tarkoituksiin. Menetelm

a on yksin-




a vertailun vuoksi. Skalaarikvanti-



















a on edelleen riippuvuuksia. Kuvassa 5.3 on esitetty skalaarikvantisoinnin re-
konstruktioita. Kvantisointi suoritettiin 64:ll

a (CR = 2.2, NRMSE = 0.2), 32:lla
(CR = 2.6, NRMSE = 0.03), 16:lla (CR = 3.2, NRMSE = 0.06) ja 8:lla (CR = 4.3,









512 1.40 0.9 3.3 0.002
256 1.60 1.9 9.8 0.003
128 1.84 3.9 32.0 0.006
64 2.15 7.8 113.2 0.013
32 2.58 15.3 429.0 0.026
16 3.23 29.6 1623.0 0.050
8 4.3 59.2 6594.0 0.100
4 6.47 132.0 34700.0 0.220





ollisen DPCM:n ennustajana k

aytettiin ZOP:ia ja kvantisoija suunnitel-
tiin Lloydin algoritmilla ZOP:n alkuper
























atasoinen DPCM on jo selke

asti laadultaan huonom-





DPCM:n tulokset on esitetty taulukossa 5.8. Skalaarikvantisoinnin ja DPCM:n tu-
loksista on yhteenveto kuvassa 5.3.




































20000 20500 21000 21500 22000 22500 23000 23500 24000
Pgvasa02.dat (8)
























a alas ovat CR = 2.7 ja NRMSE = 0.01, CR = 3.2 ja NRMSE = 0.02, CR
= 4.5 ja NRMSE = 0.04 ja CR = 6.8 ja NRMSE = 0.07. Rekonstruktiot ovat var-








































64 2.16 0.9 63.7 0.004
32 2.59 1.7 89.1 0.007
16 3.24 3.0 127.9 0.009
8 4.32 5.1 217.6 0.014




















aytteen lohkoihin. Kullekin lohkolle tehtiin muunnos ja siit





































20000 20500 21000 21500 22000 22500 23000 23500 24000
Pgvasa02.dat (4)








a kertoimia. Kynnystetty data koodattiin lopuksi tiedostoon aritmeettisella
koodauksella. Muunnosten v

















os mukana tiivistystuloksissa. Aalloke- ja aaltopakettimuun-
noksissa k

aytin aallokkeena Daubechies-4-aalloketta [12]. Muunnosten tehoon voi-









a. Kvantiilikynnystettyjen muunnosten tulokset on
esitetty taulukoissa 5.9-5.13 ja yhteenveto niist

a on esitetty kuvassa 5.5.




a tiivistyssuhteilla Hartley-muunnosta lu-





muita muunnoksia hieman parempi pienill

a tiivistyssuhteilla; syy on luultavasti se,
ett

a muunnoksen ulostulo sopii paremmin aritmeettisen koodaajan koodattavaksi
kuin muiden muunnosten. Pienill

a tiivistyssuhteilla aaltopakettimuunnos on hie-




a oli odotettavaa, sill

a onhan se teknises-









a aaltopakettimuunnos tarvitsee sivuinformaatiota puun
rakenteesta ja signaalin informaatio on luultavasti keskittynyt matalille taajuuksille,
jolloin aallokemuunnos tehoaa siihen hyvin.
Kuvissa 5.6 ja 5.7 on esitetty kvantiilikynnystyksen ja muunnoskoodauksen re-







a alas ovat CR = 2.2 ja NRMSE = 0.03, CR = 7.2 ja
NRMSE = 0.09, CR = 12.7 ja NRMSE = 0.10 ja CR = 23.1 ja NRMSE = 0.15.
Vastaavasti kosinimuunnoksella arvot olivat CR = 2.3 ja NRMSE = 0.03, CR = 7.6
ja NRMSE = 0.09, CR = 12.7 ja NRMSE = 0.11 ja CR = 23.1 ja NRMSE = 0.12.








aisten approksimaatioiden kvantisointi toimii huomattavan paljon parem-
min kuin kvantiilikynnyst

aminen. Tulokset on esitetty taulukoissa 5.14-5.17 ja yh-












a kohti (bits per




















a Walsh-Hadamard-muunnoksen tuottamat arvot sopivat paremmin arit-
meettiselle koodaukselle. Toinen mahdollinen syy on se, ett

a koska Walsh-Hadamard-
muunnoksen tuottamat komponentit eiv

at ole muunnoksen kantafunktioiden nollan-
1










60% 2.7 8.2 395.7 0.021
70% 3.3 10.3 682.5 0.028
80% 4.4 13.3 1212.0 0.038
90% 7.3 19.3 2564.0 0.055
95% 12.4 28.4 4943.0 0.077
97% 18.0 38.0 7813.0 0.098
98% 24.0 28.0 11200.0 0.118
99% 38.5 74.0 22000.0 0.166











60% 3.1 4.7 89.4 0.009
80% 4.8 8.5 282.7 0.017
90% 7.9 12.1 570.6 0.023
95% 13.0 16.8 1064.0 0.033
97% 18.5 22.5 1762.0 0.045
98% 24.5 29.5 2931.0 0.059
99% 38.8 49.5 8503.0 0.098











60% 8.1 8.32 157.6 0.018
90% 10.9 16.2 913.2 0.031
95% 16.8 25.5 2411.0 0.05
97% 24.0 35.5 5228.0 0.07
98% 31.9 50.5 9809.0 0.10
99% 51.0 80.5 25480.0 0.16











70% 3.8 7.36 185.5 0.014
80% 4.9 9.8 326.2 0.018
90% 7.7 13.74 651.0 0.026
95% 12.4 19.3 1288.0 0.038
97% 17.9 29.5 3012.0 0.059
98% 23.9 42.0 7029.0 0.091
99% 38.6 78.3 24530.0 0.166












60% 3.1 4.9 80.8 0.009
70% 3.7 6.6 146.4 0.013
80% 4.8 9.0 267.3 0.017
90% 7.4 7.4 557.5 0.024
95% 11.8 18.5 1151.0 0.036
97% 16.5 28.0 2725.0 0.057
98% 21.5 40.2 6327.0 0.087
99% 32.7 74.3 21570.0 0.157




























































20000 20500 21000 21500 22000 22500 23000 23500 24000
Pgvasa02.dat (98%)




































20000 20500 21000 21500 22000 22500 23000 23500 24000
Pgvasa02.dat (98%)


























































aisten approksimaatioiden kvantisoinnin variantti ei toimi niin hyvin. DCT osoit-












ja aalloke- ja kosinimuunnoksen rekonstruktioita. Aallokemuunnoksen tiivistysuh-






a alas ovat CR = 4.3 ja NRMSE = 0.04, CR = 8.6 ja
NRMSE = 0.08, CR = 18.3 ja NRMSE = 0.11 ja CR = 25.4 ja NRMSE = 0.12.
Vastaavat arvot kosinimuunnokselle ovat CR = 4.3 ja NRMSE = 0.04, CR = 8.6 ja

















Muunnoskoodaus osoittautui testatuista menetelmist

a parhaaksi ja muunnoksista









aisten approksimaatioiden kvantisointi on selv

asti parempi kuin kvantiilikynnyst

a-










6.5 3.4 6.0 179.0 0.023
4.0 3.7 8.4 256.9 0.025
3.0 4.4 11.6 412.7 0.028
2.0 6.4 16.3 814.2 0.034
1.5 8.5 20.3 1333.0 0.41
1.0 12.8 28.3 2729.0 0.056
0.7 18.1 38.9 5473.0 0.078
0.5 25.0 53.7 10530.0 0.106
0.3 41.6 87.5 26860.0 0.167









6.5 2.1 1.06 3.2 0.002
4.0 3.2 3.6 44.1 0.007
3.0 4.3 5.4 108.2 0.011
2.0 6.4 8.0 240.9 0.016
1.5 8.5 9.7 364.3 0.019
1.0 12.2 12.2 570.0 0.024
0.7 18.2 14.7 815.7 0.029
0.5 25.3 18.0 1187.0 0.036
0.3 41.9 27.5 2508.0 0.055









6.5 2.1 1.2 4.0 0.002
5.0 2.6 2.6 19.8 0.005
4.0 3.2 4.2 54.4 0.008
3.0 4.3 6.6 135.3 0.012
2.0 6.4 9.8 302.6 0.018
1.5 8.5 11.9 455.9 0.022
1.0 12.8 15.3 758.3 0.029
0.7 18.2 19.6 1194.0 0.038
0.5 25.2 26.8 2256.0 0.054
0.3 41.6 45.9 7412.0 0.096




































20000 20500 21000 21500 22000 22500 23000 23500 24000
Pgvasa02.dat (0.5 BPS)




































20000 20500 21000 21500 22000 22500 23000 23500 24000
Pgvasa02.dat (0.5 BPS)










6.5 2.1 1.2 3.8 0.002
5.0 2.6 2.5 18.7 0.005
4.0 3.2 4.0 50.2 0.008
3.0 4.2 6.3 121.7 0.012
2.0 6.2 9.3 273.7 0.017
1.5 8.2 11.4 414.6 0.021
1.0 12.1 14.6 688.3 0.028
0.7 16.9 19.0 1122.0 0.036
0.5 22.8 26.4 2186.0 0.053
0.3 35.5 45.4 7271.0 0.095
Taulukko 5.17: Aaltopakettimuunnoksen ja SAQ:n tulokset.
on vertailukelpoinen muunnoskoodien kanssa.




at yhteenvedon aiemmasta tiivistystutkimuksesta
EKG:n tapauksessa. Tulosten vertailu on vaikeaa, koska joissakin tutkimuksissa ei
tuloksissa esitetty virhett

a sopivalla virhemetriikkalla. Verrattuna niihin menetel-




an tutkimuksen muunnoskoodaus huo-
mattavasti parempia tuloksia. On muistettava, ett

a kyse on erilaisista signaaleista
ja eri n




















aytettiin muunnoksen koodaamiseen EZW-
koodaajaa (embedded zerotree wavelet), joka on suunniteltu ottamaan huomioon


















akin tutkimuksessa. Vaikka aaltopakettimuun-


















aisten approksimaatioiden kvantisoinnin variantilla ovat hieman parempia.
Osaltaan asiaan vaikuttaa se, ett

a Hiltonin tutkimuksessa tulokset esitettiin MIT-










Tutkimuksessa saavutettiin muiden biosignaaleiden tiivistyksen tuloksiin verrattuna
hyvi














































ollisen tiivistyksen tapauksessa ei tehty sovelluskohtaista arviointia laadus-































a arvoja. Jotkut arvot ovat
herkki





















































a empiiriisesti tai asetettava niin tiukaksi, ett

a objektiivi-
nen virhemetriikka pakottaa laadun hyv

aksi.
Jatkossa tutkimuksen aikana kehitettyille ja toteutetuille menetelmille on tar-
koitus tehd

a yksityiskohtainen virheanalyysi kuuloher

atevastesignaaleiden (auditory
brainstem response, ABR) tapauksessa, jossa tutkitaan nimenomaan sit

a, kuinka hy-
vin objektiivisia virhemetriikoita voidaan soveltaa laadunarvioinnissa. Toinen jat-
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