Abstract: This note develops an alternative view of the classic Nerode equivalence idea and illustrates how it simplifies the application of the concept in a variety of circumstances
Introduction
The Nerode equivalence theorem [4] is a classic result of finite automata theory. In this note we present a new view of this idea. Regular languages can be defined from a generation-oriented point of view by regular expressions (from which they draw their name), or from a recognition-oriented point of view by finite state automata. Nerode equivalence provides an elegant intrinsic characterization of this fundamental collection of formal languages that is complimentary to both these viewpoints. Numerous texts cover the essentials of this theory (e.g., [2, 3] ), and we repeat only the bare necessities of this material here. The intention of this presentation is to provide a conceptually simpler exposition of the Nerode equivalence idea and the characterization of the regular languages that it develops. In formal languages, we have a pre-determined finite alphabet of symbols denoted by Σ, and we consider the collection of strings (or finite sequences), Σ*, over this alphabet. We write ε for the null string and Σ + denotes Σ*-{ε}. A language L is simply a subset L⊆Σ*. A language is regular if it can be described by a regular expression (or recognized by a finite automaton) -see the previously cited references for these definitions. Nerode equivalence is defined as follows: Definition 1: Given a language L⊆Σ*, strings x,y∈Σ* are Nerode-equivalent (with respect to L) provided that for all strings z∈Σ*, xz∈L if and only if yz∈L.
Nerode-equivalence is easily shown to be an equivalence relation over Σ*. The equivalence class of a string x∈Σ* is the set {y∈Σ* | x is Nerode-equivalent to y}. In the definition of Nerode-equivalence, the explicit universal quantification over the infinite set of strings z∈Σ* often makes determination of equivalence classes challenging. Since finding these classes is the crucial point in applying this equivalence, this is an unfortunate drawback of this formulation.
It is well known that any equivalence relation partitions Σ* into a collection of non-empty, disjoint subsets, the equivalence classes, whose union is Σ*. The number of distinct equivalence classes of an equivalence relation is called its index, and may be finite or infinite. The famous intrinsic characterization of the regular languages captured by this idea is given in Theorem 1 (Nerode) : a language L⊆Σ* is regular if and only if the corresponding Nerode-equivalence relation has finite index.
A proof of this renowned result can be found in many sources, including those cited previously. In the next section, we provide an orientation that we find conceptually simpler and more practical to apply.
The L-equivalence relation
The alternative view we present makes use of the idea of "language quotient", a less commonly used formal language operation. We use only a restricted version of this operation, where one of the operands is a single string rather than a language -for the general definition see [2, 3] .
Definition 2: for x∈Σ* and L⊆Σ* the left-quotient of L by x is x\L = {y∈Σ* | xy∈L}.
This left-quotient definition avoids explicit universal quantification, and is a reasonably intuitive (partial) inverse to the very familiar string concatenation operation. It provides the basis we need for relating strings. The L-equivalence definition replaces the explicit universal quantification of Nerode-equivalence with the quotient idea. For each language L, L-equivalence is an equivalence relation and its properties and their determination are the main point of this note. The index of this equivalence relation is clearly the number of distinct quotient languages. Therefore without actually determining the L-equivalence classes themselves we can determine its index by counting the distinct quotient languages. This observation simplifies L-equivalence analysis and makes it a more intuitive analysis tool. Note that while the equivalence classes under L-equivalence (or any equivalence relation) are disjoint, the distinct quotient languages need not be. Finally, the key point is that as an equivalence relation, Lequivalence is identical to Nerode-equivalence! We illustrate equivalence class analysis using the L-equivalence idea on a first example..
Example 1
Take Σ = {0,1} and let L = {x∈Σ * | exactly two of the last four letters of x is '1'}. This is an example for which it is challenging to prove regularity by demonstrating an acceptor or a regular expression. Try it if you need convincing. And the language generalizes by considering n of the ending 2n letters, so if L is not sufficiently challenging to suit you, try using the last eight or ten letters -an acceptor or regular expression solution becomes roughly four times as messy each time two more letters are added.
On the other hand, it is quite easy to demonstrate that L is regular using L-equivalence. We can easily see that any string of length five or more, say wabcd where w∈Σ + and a,b,c,d∈Σ, is L-equivalent to a string of length four, namely abcd. This is true since x∈wabcd\L if and only if wabcdx∈L if and only if abcdx∈L (only the last four letters matter) if and only if x∈abcd\L. Hence there are no more equivalence classes than there are strings of length four or less, and so by Theorems 1 and 2, L is regular. Notice that we are able to reach this conclusion without determining the classes themselves. Also, this proof is essentially unchanged if we consider the last eight, ten, or whatever letters.
While the proof of the Nerode theorem using this quotient language point of view is an immediate corollary of Theorems 1 and 2, we also include a direct proof. The proof from this new perspective is aided by the following results from [1] .
Theorem 3 (Brzozowski): Let L⊆Σ*, x,y∈Σ*, and x\L = y\L. Then Conversely, suppose that L-equivalence has finite index. Then the collection of distinct quotient languages x\L for x∈Σ* is finite. We take this finite collection as our state set and define a deterministic finite automaton to recognize L. Let A = (S, Σ, δ, s 0 , R), where S = {x\L | x∈Σ*}, s 0 = ε\L, R = {x\L | x∈L}, and δ(x\L, λ) = xλ\L. It must be noted that in the definitions of R and δ, we may have distinct x,y∈Σ* for which x\L = y\L -in fact, since there are finitely many quotient languages, there must be cases for which this happens. To affirm that A has a meaningful definition, we need to be assured that an arbitrary selection of an "alias" x to name such a quotient language could not introduce uncertainty into these definitions. By Theorem 3(a), R is unaffected by such a choice, and by Theorem 3(b), δ is also unchanged. Since A is well-defined, a direct application of the definition of δ shows that if x∈Σ*, then δ(s 0 , x) = δ(ε\L, x) = x\L and so x∈L if and only if x∈L(A). Thus L = L(A) and L is regular.
As the proof of Theorem 4 shows, the determination of the quotient languages is synonymous with the determination of the states of an acceptor, and the transitions are also readily expressed by knowledge of these sets.
Further Examples
Another primary application of equivalence class analysis is when we wish to argue that a language is not regular. We provide an example to illustrate the relative ease of the application to such cases as well.
Example 2
For this example, take Σ = {0,1} and let L = {0 p 1 q | p,q≥1 and gcd(p,q)=1}, a non-regular language sometimes noted as resistant to a Pumping Lemma proof ('gcd' refers to the greatest common divisor of integers). To determine the index of L-equivalence, we must consider left-quotient by each of the strings in Σ*. However, to demonstrate that the index is infinite, we may not need to explicitly consider every quotient. Consider two distinct prime numbers p and q. Then 1 q ∈0 p \L since 0 p 1 q ∈L. However, 1 q ∉0 q \L since 0 q 1 q ∉L (i.e., gcd(q,q)=q>1). Hence 0 p and 0 q are not L-equivalent, and since there are infinitely many distinct primes, there are infinitely many distinct L-equivalence classes, and by Theorems 1 and 2, L is not regular.
Our final example is representative of cases where we may be unsure whether a language is regular or not. A characteristic of Nerode-equivalence is that we can initiate an investigation of the nature of the equivalence classes without a preconceived conclusion about the regularity of the language.
Example 3
Take Σ = {0,1} and let L = 0*1* ∪ {(1*0) n (0*1) n | n≥0}. Uncertainty about the regularity of this language arises from its two components. The unbounded "counting" that appears in the second component of the language raises a suspicion that the language is not regular, but inclusion of troublesome strings such as 0 n 1 n is surmounted by the regular subset 0*1*.
To settle the issue, consider strings x∈L that begin with '1' and contain at least one '0'. For any such string x∈{(1*0) n (0*1) n | n≥0}. Hence x=y0z1 for some strings y and z, and the number of '0's in y is equal to the number of '1's in z. This means that for each such string x, there is a unique point where it splits into the prefix y0∈(1*0) n and the suffix z1∈(0*1) n -any point to the left would either increase the number of '1's in the suffix or decrease the number of '0's in the prefix (or both), and any point to the right would similarly cause an imbalance. Then consider any two strings (10) p and (10) q where p>q.
We see that 1 p ∈((10) p \L) but 1 p ∉((10) q \L) since (10) q 1 p ∉L. Therefore no two of these quotient languages are the same, giving L an infinite index showing it is not regular.
Conclusion
This note provides an alternative methodology that significantly eases the analysis of regularity by taking a new view of Nerode-equivalence. The ability to more readily determine the nature of these classes enhances this theoretical characterization as a useful practical tool in the study of regular languages.
