This paper presents a novel, wearable navigation system for visually impaired and blind pedestrians that combines a global positioning system (GPS) for user outdoor localization and tactile-foot stimulation for information presentation. Real-time GPS data provided by a smartphone are processed by dedicated navigation software to determine the directions to a destination. Navigational directions are then encoded as vibrations and conveyed to the user via a tactile display that inserts into the shoe. The experimental results showed that users were capable of recognizing with high accuracy the tactile feedback provided to their feet. The preliminary tests conducted in outdoor locations involved two blind users who were guided along 380-420 m predetermined pathways, while sharing the space with other pedestrians and facing typical urban obstacles. The subjects successfully reached the target destinations. The results suggest that the proposed system enhances independent, safe navigation of blind pedestrians and show the potential of tactile-foot stimulation in assistive devices.
Introduction
Navigation assistive technology for visually impaired and blind people has been an active subject of study for decades.
Two different processes of human mobility have been identified for navigation assistive system design: sensing of the immediate environment and orientation during travel [1] . While the former refers to the gathering of spatial information for obstacle (or any other travel obstruction) detection, the latter involves the update of the traveler's location in a route and the continuous guidance to reach a destination.
Systems that address one or both navigation processes can be found in the literature. Examples of obstacle detection systems can be tracked back to the 1970s when sonar technology was at its peak [2, 3] . A short while later, sonar systems evolved to ultrasonic sensors, improving the measurement accuracy of the distance to an obstacle [4, 5] . Laser telemeters have also been explored to detect obstacles ahead of a user [6, 7] . More recently, video cameras and image sensors together with computer vision techniques have been employed to find obstacles and clear paths in images from the nearby space [8, 9] .
Examples of localization and guidance can be distinguished into two categories: outdoor and indoor navigation. Currently, there is no single technology that can offer a solution for both. Most outdoor navigation assistive systems use global positioning systems (GPS) for the traveler's localization and have made outdoor navigation much easier for blind pedestrians. The main drawback of GPS is that satellite signals become significantly weaker in indoor environments as buildings block the line of sight between the satellite and the receiver. Solutions for indoor settings have explored beacon-based approaches that use cameras [10, 11] , infrared sensors [12, 13] , radio frequency identification (RFID) tags [14, 15] , wireless communication devices [16, 17] , computer-aided design (CAD) maps [18] , among others. The main challenge of the beacon approach is to install a dedicated network that efficiently covers the traveler's entire path.
Despite intensive research and the variety of technological approaches, navigation assistive devices have not yet become common, and user acceptance is, in fact, quite low. Several fundamental shortcomings can be found in both obstacle detection and localization systems [19] :
(1) Obstacle detection technologies involve complex, continuous, and time-consuming operations; environment scanning requires the user to actively scan the environment. The gathered information must be analyzed before making a decision-constant activity and cognitive effort that reduces walking speed and quickly fatigues the user. (2) They provide acoustic feedback. Blind people rely on hearing environmental cues for key navigation tasks, such as awareness, orientation, mobility, and safety. A system providing continuous acoustic feedback might distract the user from the environment. While obstacle detection systems typically provide different frequency tones to indicate the distance to an object, localization systems provide spoken voice commands to guide the pedestrian along a path. (3) Long learning and training times are required to master most navigation assistive systems. Blind people invest non-negligible time to get used to the device and understand fully the system's feedback, which is certainly frustrating and discouraging. (4) They are still burdensome and conspicuous as portable or wearable devices, which are essential needs for blind pedestrians.
These shortcomings limit navigation assistive devices from attaining significant and perceivable improvements in comparison with primary aids (e.g., white cane and guide dog).
The white cane and the guide dog are the most popular and longstanding navigational aids for blind pedestrians. The white cane is multifunctional, reliable, cheap, compact, and lightweight. The guide dog is a very capable and reliable travel aid for leading blind people around obstacles. It also becomes a friend and companion. Furthermore, both are the icons of a blind pedestrian, which is useful for getting assistance from other pedestrians.
Some limitations of the white cane involve a limited range of scanning (1-2 m) and no overhanging obstacle detection, while the constant care and high cost of guide dogs may not suit every blind pedestrian. Unfortunately, both the white cane and guide dog are only meant for obstacle detection and still need to be complemented with another device that addresses the orientation process [20] .
Decades of research and a wide assortment of academic prototypes and commercial products have shown that any attempt to replace the primary aids in the obstacle detection task has failed. One should wonder if it would be more pertinent to design complementary systems to the primary aids rather than to keep trying to replace them. This paper introduces a novel outdoor navigation assistive system that is a complement to the primary aids by trusting them with the immediate environment sensing. Localization is conducted by GPS data provided by a smartphone, which are processed in the context of spatial databases for the computation of optimal routes of travel. Guidance is achieved by mechanotactile sensations that the system delivers to the foot to identify the navigational directions to follow. This device addresses the four aforementioned major challenges of navigation assistive devices: (1) the obstacle detection process is conducted through the traditional and successful haptic feedback provided by the white cane or dog; (2) tactile feedback is used to prevent user distraction from the environment; (3) such tactile feedback is simple, fast to understand, and provides small amounts of meaningful information, which reduces learning and training times; and (4) the system is totally wearable.
The rest of the paper is organized as follows: Section 2 reviews relevant related work on complete navigation assistive systems integrating GPS and audio and haptic feedback. Section 3 presents a technical overview of the proposed system, while Section 4 presents a set of experiments that demonstrate the effectiveness of the prototype and the initial feasibility of the approach. Finally, the Conclusion summarizes the main contributions and gives future work perspectives.
Related Work
The idea of exploiting GPS to assist the navigation of blind pedestrians was first introduced in the mid-1980s by Collins [21] and Loomis [22] . In these works, conceptual designs of navigation assistive systems based on GPS were independently proposed. In particular, the latter work established the functional modules of such systems (see Figure 1 ): a GPS receiver that calculates the traveler's position (longitude/latitude/altitude); a geographic information system (GIS) comprised of the system software that captures, stores, manipulates, and analyzes the GPS coordinates; and the interface for presenting the information to the user. Brusnighan conducted the first experimental evaluation of GPS for assisting localization of blind pedestrians [23] . Guidance was provided via verbal instructions. However, poor positioning due to nascent GPS technology inhibited any practical application.
Commercial products exploiting GPS and verbal instructions through speech synthesizers also appeared upon the development of GPS. The Strider (1994), the Atlas (1995), the GPS-talk (2000), and the BrailleNote (2001), all Sendero Group products, included in their GISs detailed digital maps of United States (US) cities with streets and points of interests and provided verbal instructions for traveling to desired destinations [24] . Improvement upon Sendero GPS technology has continued over the past decade. The most recent product, the Seeing Eye GPS, is a GPS/GIS application for mobile phones. A similar product from HumanWare Group is the Trekker Breeze [25] , a handheld talking GPS/GIS, which includes information on street names, landmarks, points of interest, and public services around the pedestrian's location.
Endeavors to make cities more accessible to blind pedestrians have also explored GPS and speech interfaces. The e-Adept project aims to implement in the city of Stockholm a digital network with information on paths, sidewalks, signs, stairs, and many other features to enhance the navigation of blind and disabled people [26] . In Finland, the NOPPA project uses GPS, a mobile phone, and an information server to provide door-to-door guidance for both blind and sighted users taking public transportation [27] . Navigation guidance using verbal instructions has been studied in several research projects [28] [29] [30] [31] [32] , exploring different hardware architectures and GIS approaches. Most of these systems have been validated from a strictly technical point of view.
Tactile feedback has also been examined to assist the navigation and wayfinding of blind people.
Zelek presented in [33] a prototype of tactile gloves to augment "the white cane and guide dog" approach to assist the navigation of blind pedestrians. Pielot introduced in [34] the PocketNavigator, an Android application for smartphones that uses vibrotactile feedback to provide pedestrian navigational information. Similarly, Jacob designed an Android-based application that uses web-service routing algorithms to provide navigational information through the vibrations of the smartphone [35] . Pielot's Tactile Wayfinder consists of a torso belt display that provides directions through vibrotactile feedback [36] . Schirmer introduced in [37] a device consisting of a pair of actuators that stimulate the ankle with vibrations encoding directions provided by a smartphone. Spiers compared [38] GPS navigation with two haptic modalities: vibrotactile and shape-changing with two novel interfaces, the Cricket and Animotus. Both modalities successfully guided test users to the target destination. However, information displayed by the shape-changing interface proved to be faster to understand. Meier investigated in [39] vibrotactile feedback at five different body locations by reconstructing tactile display designs available in the literature, such as a sock bandage, a wristband, a belt, a foot-sole matrix display, and a side wall shoe. The last prototype was further evaluated in smartphone-based GPS navigation test by normally sighted users not wearing a blindfold.
This short review shows that GPS-haptics navigation has been considered for assisting blind pedestrians for quite some time. However, most of the haptic user interfaces reviewed require constant hand interaction either for receiving the system's feedback or for carrying the device. This has two shortcomings: (1) users get quickly tired of hand-holding a device during walking and (2) busy hands limit the use of the primary aids. In this paper, we propose a novel, wearable user interface for the foot that addresses this issue by supporting hands-free interaction.
System Description
The assistive device reported in this paper was designed to facilitate blind pedestrian outdoor navigation and follows the three-module concept of Figure 1 . Commercial hardware components and software modules were used to implement a fully operational prototype with special attention on wearability, reliability, efficiency, and low cost.
Localization and Guidance
The operation principle and main components of the proposed system are shown in Figure 2a . Modern smartphones containing GPS, a digital compass, accelerometers, inertial sensors, and connectivity capabilities have become ideal candidates for portable computing applications [40] . Nowadays, they are the simplest and most common solutions for GPS receiver modules. In this current prototype, a smartphone (Samsung Galaxy S5 running Android 4.4.2) was used for user GPS coordinate and orientation acquisition. Using the smartphone's internet connectivity, the user's geospatial information is transmitted to a cloud server as a data sentence. Upon reception, the server constructs a text file containing longitude, latitude, and orientation and discards other information, such as time, altitude, number of satellites, etc. The smartphone updates the server at 5 Hz, which extensively covers any walking speed.
A remote computer accesses the server's text file via internet and locates the user in a locally running spatial database. The GIS used is OpenStreetMap [41] . A dedicated script links to the YOURS application programming interface (API) [42] , an open source route planner, to compute the shortest pedestrian route to a previously chosen destination. The route waypoints are returned from YOURS, and they are placed and stored in the GIS. Directions to the destination are processed locally. The GIS no longer needs to communicate with the route planner API unless a route recalculation is necessary.
Directions are translated to actuator commands, which are transmitted via radiofrequency (RF) to an electronic module that the user carries with him/her. Finally, signals are interpreted by a microcontroller, which sets the actuators in the tactile display. Figure 2b illustrates how a blind pedestrian would use the device. Though it would be possible to implement the full navigation software as an Android application and have it all running in a smartphone, the cloud server and the remote station provide a more flexible option at this moment for participant monitoring, system debugging, and concept validation.
User Interface
A vibrotactile interface provides the user with navigational directions to reach a destination. The main novelty of this approach is that directions are conveyed via tactile foot-stimulation.
Based on the physiology of the plantar surface of the foot [43] , a tactile interface consisting of a four-point array of actuators was conceived to stimulate the fast adapting type I (FAI) mechanoreceptors sensitive to low frequency vibrotactile stimulation on the medial, lateral, and tibial plantar areas (Figure 3a) . Figure 3b shows the prototype developed. This device integrates four vibrating actuators in a commercial, inexpensive foam shoe insole. Actuators provide axial forces up to 13 mN and vibrating frequencies between 10 and 55 Hz. Each actuator can be independently controlled with a specific vibrating frequency command. Dots of an epoxy paste cover the actuators' entire upper surfaces and ensure a 133 mm 2 contact surface with the foot sole. Vibrations are correctly transmitted through the dots, while the absorption characteristics of the foam prevent them from having an expanding vibration effect throughout the insole.
The tactile display is meant to be used on the right foot, and it is completely wearable (Figure 3c ). Note that battery, RF transmission module, and control circuitry are all embedded in an electronic module that the user carries comfortably attached to the ankle. Experimental tests revealed a 6 h continuous operation of the device, and a 200-m communication distance range with the controlling computer. Note that the tactile display is further inserted into the shoe, and the electronic module can be covered by the user's clothing, thus becoming an inconspicuous, visually unnoticeable assistive device.
This device is the third version of tactile interfaces for the foot that we have developed. It integrates technological and tactile rendering improvements of the two previous prototypes [44, 45] .
Evaluation
Preliminary experiments were carried out to evaluate the system's performance. Prior to testing outdoor navigation, the user interface was first verified as being able to transmit discernible tactile information. This section presents the two evaluation stages of the prototype.
Experiment I: Direction Recognition
The purpose of the first experiment was to determine whether a group of voluntary subjects could recognize navigational instructions displayed to their feet.
Study Participants and Experimental Procedure
A total of 20 undergraduate students (5 women and 15 men) at Panamericana University (Mexico) took part in the experiment. Their ages varied between 18 and 24 years with an average of 20.5. All participants were normally sighted. None of them had any known tactile sensory or cognitive deficit. All provided their informed consent before participating according to the university ethics guidelines.
During the experiment, the subjects were comfortably seated wearing the user interface on the right foot. For hygiene, all subjects were wearing socks. Prior to the experiment, they were totally unaware of the details and purpose of the test. General instructions about the task were comprehensively given. A short familiarization time with the user interface was granted. During this time, the participants tested different actuator vibration frequencies and had the opportunity to choose the preferred one. All 20 subjects chose 55 Hz, the actuators' maximum vibration frequency.
A laboratory assistant operated the remote computer and sent commands to the user interface. The smartphone, cloud server, and navigation software were not required for this experiment.
Method
Each contact pin of the user interface represents a navigational direction: go 'forward' (F), go 'backward' (B), turn 'left' (L), and turn 'right' (R). A navigational direction was displayed as follows (t1-t5): three consecutive vibrations in the correct contact pin, then one vibration in the opposite contact pin, and again a vibration in the correct contact pin. Figure 4a shows, for example, the codification for 'forward'. Note that the contact pin F vibrates three times, then pin B once, and again pin F. Figure 4b presents the corresponding vibrotactile pattern showing the set times for the contact pins. A fifth pattern representing 'stop' (S) was displayed as the well-known pattern for SMS alerts in mobile phones: two consecutive vibrations, then a pause, and again two consecutive vibrations.A set of 20 directions was presented to the subjects in one trial. In this set, each direction was randomly displayed four times. The subjects were asked to report the direction perceived with no time restriction. Upon request, they could have the vibrating pattern refreshed on the interface.
Results
The results obtained are presented in the confusion matrix in Table 1 . The average recognition rates were 100%, 97.78%, 88.89%, 90%, and 100% for F, B, L, R, and S, respectively. Note the high recognition rates. These are due to an optimized tactile rendering approach that tackles two perception issues identified in previous experiments: (1) Missed vibrations: the first three vibrations prevent users from missing a vibration (because of distraction, performing another activity, etc.) and failing at direction identification; and (2) Inaccurate discrimination: the fourth vibration points to the opposite direction. This provides a reliable reference to identify points of vibration when users cannot accurately distinguish which actuator is actually vibrating. The fifth vibration allows reconfirming of the correct direction. Displaying both correct and opposite directions in the same tactile pattern actually eases their recognition [45] .
Experiment II: Outdoor Navigation
The two main purposes of the second experiment were to evaluate the performance of the navigation system in outdoor environments and to determine whether blind pedestrians could successfully arrive at a destination with the assistance provided by the prototype.
Study Participants and Experimental Procedure
This experiment complies with Panamericana University ethics guidelines concerning human test subjects.
Two blind subjects participated in this experiment. Both were male adults aged 31 and 35. The younger subject (subject A) was congenitally blind, while the older (subject B) developed retinitis pigmentosa in early infancy. Due to the severe loss of vision [46] , subject B is considered legally blind. None of them reported any known impairment in tactile sensory or cognitive functions. Both are considered expert white cane users as they reported more than 10 years of experience.
Two urban environments in the city of Aguascalientes, Mexico were chosen for the experiment. For safety reasons, they were carefully selected for exhibiting low vehicle traffic. Static and dynamic obstacles caused by objects and other people were present in both locations. Starting and finishing points representing 380-420 m distances were fixed prior to the test.
During the test the remote computer was placed inside a slow-moving vehicle, which kept a comprehensive distance from the subject to ensure RF transmission at all times. A human assistant walked 10 m ahead of the subject with the sole purpose of previewing/intervening in any unexpected risky situation.
All system components of Figure 2a were tested in this experiment.
Method
Prior to the test, both subjects completed experiment I in their own homes to get used to the navigational directions provided by the user interface. The results were considered satisfactory.
The subjects were then transferred by car from their respective homes to the chosen environments. They were totally naive about the locations. The subjects were asked to move according to the pattern felt. They were asked to use the white cane as they would do normally in a common walk. They were requested to raise their hand if they felt lost at some point or if they needed the navigational instruction refreshed on the interface. In that case, a route recalculation would be performed, and new instructions would be generated. They had no time restrictions in which to complete the test. They were aware that an assistant was nearby and that they could terminate the test at any time if they felt uncomfortable.
For both subjects, GPS coordinates and navigation times were registered in the GIS.
Results
The proposed environments and the paths followed by the test subjects are shown in Figure 5 . Both subjects successfully completed the task with no errors. The task in environment 1 (E-1) consisted of guiding the subjects along a 380 m pathway from a random street point to a church (Figure 5a ). A set of 11 directions was communicated for this purpose. The task in environment 2 (E-2) consisted of guiding the subjects along a 420 m pathway from a close road to a park's corner (Figure 5b) . A set of 17 directions was communicated regarding the route. Table 2 compares the navigation times of both subjects. Note that the difference in performance is negligible. Figure 6 compares the average walking speeds of the subjects during the test. Speeds from 1.08 to 1.19 m/s were observed. The average walking speed of a normally sighted person is 1.4 m/s [47] , which suggests that the navigation system does not reduce walking pace. The subjects' navigation was performed on sidewalks except when crossing streets. Typical urban obstacles, such as street poles, trees, trash bins, and other people, were encountered and overcome using the white cane. A natural fearless walking could be observed during navigation together with firm doubtless post-instruction movements.
An approximate 2-4 m resolution of the GPS longitude/latitude data provided by the smartphone was observed during the test. Its impact on navigation was quantified by calculating the path efficiency (defined as the ratio between the length of the path actually traversed versus the length of the optimal path) for each path section bounded by two waypoints where the user received directional instructions. Figure 5c ,d show these waypoints for both outdoor environments, while Table 3 summarizes the calculated path efficiencies for all path sections. Note that high path efficiency rates were obtained by the subjects. Again, similar performances were observed.
Despite these high scores, GPS resolution could eventually confuse users, mostly at street corners. Figure 7 illustrates this situation: when instructed to turn, users could encounter a wall. Turning would be possible a few steps beyond. During the experiments, it was observed that subjects were initially confused by the GPS imprecisions, but with the aid of the white cane, they quickly learned to manage the situation fairly well.
After the test, the subjects stated the intuitiveness of the information displayed and the low cognitive load demanded (navigational directions were displayed only when an action was required. Most of the journey the user interface did not display any information). They also stated that there was no point in displaying 'turn left or right' and then 'forward', because it can be deduced that after turning one continues forward. This is true in all cases; the directions in E-1 can be further reduced to 7, while the E-2 path can be completed by displaying only 12 directions.
The results are undoubtedly encouraging. They confirm that the prototype and its modules are operational and suggest that it is feasible to exploit GPS and tactile-foot stimulation for assisting outdoor navigation of blind pedestrians.
Conclusions
Ubiquitous and wearable computing have ignited a new type of human-computer interaction with palpable applications in e-commerce, consumer electronics, business, education, and healthcare, among others. Assistive technology can benefit from these ubiquitous computing resources to improve the quality of life of people in need.
In this context, this paper has presented the design, implementation, and experimental evaluation of a novel navigation assistive device for blind pedestrians based on GPS and tactile feedback.
The device is intended to be used as a localization and guidance system complementary to the primary aids. Its approach relies on the haptic feedback provided by the white cane and the guide dog for detecting obstacles along a route.
For user localization in an outdoor environment, the approach exploits the GPS coordinates provided by a smartphone. Guidance to a destination is achieved by dedicated navigation software that processes the GPS data and computes the optimal route of travel. Directions to a destination are conveyed to the user via an on-shoe tactile display. The aim of this system is to enhance outdoor navigation of visually impaired and blind people with a truly wearable, inconspicuous, reliable, and low-cost device.
The prototype was evaluated in two stages. The first one verified the interface's ability to transmit tactile information to the user, and the user's comprehension level to this feedback. The results showed very high recognition rates, which suggests that the information displayed is intuitive and fast to understand. The second stage evaluated both the system and subjects' performances in real outdoor urban environments. The results showed that the system is capable of guiding users from a starting point to a destination by providing the pertinent directional instructions.
The prototype reported in this paper was recently featured by the BBC Horizons Series. Similar navigation experiments and blind users' testimonials can be seen in this documentary program [48] .
Future work will focus on the implementation of an Android application that fully runs in the smartphone, integrating the GIS and the route planner, and that generates the instructions for the tactile display. Figure 8 shows the proposed architecture. Note that a high-sensitivity GPS external chipset receiver will be used to increase the smartphone's position accuracy to the one-meter or sub-meter level (enhancement technologies to the GPS, such as differential GPS and satellite-based augmentation system (SBAS) will be evaluated as well). The RF module will be replaced by a Bluetooth one so that the smartphone can set directly the actuators in the tactile display. An embedded system is expected to replace the microcontroller. The cloud server and the remote station will no longer be essential modules of the system. However, they are expected to continue operating as they could be useful for the user's relatives or caretakers. Remote monitoring undoubtedly increasers the user's safety and his/her family's peace of mind. Author Contributions: R.V. and E.P. conceived the system and designed the experiments. P.R. contributed to the tests with normally sighted and blind subjects. M.C. analyzed the data and advised on all aspects related to the GPS. N.I.G. and A.L.-E. validated the experimental results and reviewed the paper. R.V. wrote the paper.
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