This paper provides a rigorous asymptotic treatment of new and existing asymptotically valid Conditional Moment testing procedures of the Constant Conditional Correlation assumption in a multivariate GARCH model. Full and partial Quasi Maximum Likelihood Estimation frameworks are considered, as is the robustness of these tests to non-normality. In particular, the asymptotic validity of the LM procedure proposed by Tse (2000) is analyzed and new asymptotically robust versions of this test are proposed for both estimation frameworks. A Monte Carlo study suggests that a robust Tse test procedure exhibits good size and power properties, unlike the original variant which exhibits size distortion under non-normality.
1 (e.g., Bollerslev (1990) , Longin and Solnik (1995) and Bera and Kim (2002) ).
1 Tse's (2000) procedure, unlike the information matrix test approach of Bera and Kim (2002) , can be applied to high-dimensional data but it is predicated on a Full Quasi Maximum Likelihood Estimation (FQMLE) approach, together with an explicit assumption of normality when constructing the test statistic.
This paper addresses four inferential issues that emerge from Tse (2000) : (i) Tse's Outer Product of the Gradient (OPG) version of the LM test is only guaranteed to be asymptotically valid under an explicit normality assumption.
(ii) Even under normality the OPG variant of a LM test may demonstrate relatively poor …nite sample performance; see, for example, Davidson and MacKinnon (1983) , Bera and McKenzie (1986) , Orme (1990) , Chesher and Spady (1991) . ( Estimation (PQMLE) approach, where the volatility parameters in each equation are …rst estimated using a univariate GARCH speci…cation and, second, the correlation parameters are then estimated using these …rst-stage volatility parameter estimates (see Engle and Sheppard (2008) , Hafner, Dijk and Franses (2005) , Billio, Caporin and Gobbo (2006) , among others); however, within this PQMLE framework, there appears to be no available test of the CCC assumption.
Thus, we propose, and provide a rigorous analysis of, asymptotically valid and non-normality robust tests of the CCC assumption, based on a Conditional Moment (CM) approach. These tests will be robust in the sense that their asymptotic validity does not depend on normality (unlike Tse (2002) ); but they do require moment conditions which ensure standard asymptotic inferences can be applied.
Such tests can be employed following either FQMLE or PQMLE and robust versions of Tse's test are given particular attention. The required derivations require some straightforward, yet tedious, algebraic results but lead to robust tests that are easy to implement. In our Monte Carlo study, with a moderate number of assets/time-series (N = 5), these tests demonstrate satisfactory size properties in most cases. Furthermore, whilst not addressed analytically, the Monte Carlo study also sheds some light on the robustness of the various test statistics to GARCH misspeci…cations in the individual volatility (GARCH) equations. From the panoply of procedures we consider, a robust version of Tse's LM test exhibits very good size and power properties under a variety of Data Generation Processes (DGPs).
The rest of this paper is organized as follows. The model, FQMLE, PQMLE and Tse's original LM test are reviewed in Section 2. In Section 3, a class of CM parametric tests is described, for both estimation frameworks, and robust variants proposed. This is extended in Section 4 to provide robust versions of Tse's LM test that can be employed following either FQMLE or PQMLE. Section 5 reports the …ndings of a Monte Carlo study and Section 6 concludes. The analysis follows standard …rst order asymptotic theory, but to avoid obfuscating the main issues, technical (but fairly standard) assumptions and proofs of the main results are relegated to an Appendix; with more detailed and exhaustive proofs provided in an accompanying freely available on-line paper, Shadat and Orme (2015) , which also contains additional information concerning the Monte Carlo experiments undertaken.
The following notation is employed: the vec (:) operator stacks the N columns of a (M N 
The CCC Model and Tse' s LM Test
We consider the following standard CCC-GARCH linear regression speci…cation y it = w 0 it ' i + " it ; i = 1; :::; N t = 1; :::; T;
(1) to model the (N 1) time-series vector y t = fy it g, with T large and N …xed/small, where w it = (y 0 i;t 1 ; d 0 it ) 0 is the (K 1) vector of regressor variables, containing current and lagged exogenous variables (d it ), and lagged dependent variables (y i;t 1 ) and ' i < K is an unknown vector of regression parameters. The volatility in the (N 1) error vector " t = f" it g has a GARCH(p; q) speci…cation of h it = i0 + P q k=1 ik " 2 i;t k + P p j=1 ij h i;t j with i = ( i0 ; i1 ; :::; iq ; i1 ; :::; ip ) 0 < K being an unknown vector of volatility parameters. The CCC model is described by
where the 0t are independently and identically distributed (iid) random vectors, with E [ 0t ] = 0 and To be more precise about the parameterization employed, de…ne i = (' it ' i " it (' i ) with h it h it ( i ); D t D t ( ), and H t H t (!):
0 denote the true parameter vector, with 0 = vecl( 0 ), we have " 0t = " t ( 0 );
where F t 1 = (" 0;t 1 ; " 0;t 2 ; :::):
3 Following Berkes, Horváth and Kokoszka (2003) and Ling and McAleer (2003) , and given Assumption A3(i)(ii), the process for h it has the representation h 1 it = P 1 l=0 il a i;t l ; where, for all i; a it = i0 + P q k=1 ik " 2 i;t k and il = P p j=1 ij i;l j with is = 0; s < 0; i0 = 1; il > 0; l > 0; and 0 < P 1 l=0 il = 1
The coe¢ cients, il ; decay exponentially fast, and there exist constants K > 0 and 0 < < 1; independent of !; such that il K l , for all i: Then, Assumption A in the Appendix, ensures the identi…ability, stationarity and ergodicity of the process fy it; " 0it ; h 0it g ;
where h 0it h 1 it ( i0 ) ; see Ling and McAleer (2003) .
In the subsequent analyses, three alternative "transformed" error vectors are employed: volatility adjusted errors ( t ), "fully" standardized errors ( t ) and (Tse's) transformed standardized errors (" t ).
These are, respectively,
with
the estimated counterparts of (3)-(5) will be denoted^ t t (^ );^ t t (!);" t " t (!) and similarly^ it ;^ it and" it : Finally, where there is no ambiguity, this form of notation will be adopted for general functions of parameters m t (!); so that
FQMLE and PQMLE Framework
Given (1) and (2), the quasi-conditional log-likelihood per observation, t; is given by
However, the observed l t (!) is constructed conditional on available pre-sample values, because h it needs to be constructed recursively given initial values, " + i0 = " 2 i0 ; :::; " 2 i;1 q ; h i0 ; :::; h i;1 p 0 . In order 3 Given the context, there should be no confusion between the random vector " 0t ; which has elements " 0it ; and the elements of "t; denoted " it ; i = 1; :::; N; t = 1; ::::; T: 4 to simplify the algebra and asymptotic theory, it is assumed (in addition) that the required pre-sample observations on w it are also available and that h it = 0 for all i and t 0: The simpli…cations derive from the fact that h it can then be expressed as h it = P t 1 l=0 il a i;t l ; t = 1; :::; T; but the processes h it and l t (!) will not be stationary ergodic sequences. Replacing h it by h 1 it in l t (!); throughout, provides an unobserved but stationary and ergodic loglikelihood sequence
Then, with N …nite and letting T ! 1; and under Assumptions A and B1, B2 described in the Appendix,!
; where
are both …nite and positive de…nite and
That is to say, employing the recursively constructed h it (rather than the "true"
but unobserved h 1 it ) makes no di¤erence asymptotically.
Adopting a PQMLE approach, and following Engle (2002) , we can write
where
is the average log-likelihood for the i th univariate GARCH regression model (1) and l C t (!) models the CCC structure. This a¤ords a two-stage PQMLE procedure where at stage one we obtain~ i = arg max i 1 T P T t=1 l it ( i ), the consistent univariate GARCH QML estimators. Equivalently,~ = arg max L T ( ); which satis…es g T (~ ) = 0; where
For the second stage, we employ all the …rst stage PQML estimator~ to obtain~ = arg max L C T (~ ; ); which satis…es P T t=1 " it" jt ~ ij = 0; j < i; where 1 = ij : The resulting PQML estimator, ~ ij = 0; j < i: Even without this alternative parameterization, it is still the case that the simple estimator~ ij = 1 T P T t=1~ it~ jt ; j < i will be consistent for the true correlation parameter value, and this will be the estimator, together with~ i ; that we shall employ in the PQMLE framework. Moreover, it turns out that the limit distributions of the various test indicators that we shall consider, obtained from PQMLE, are not in ‡uenced by this choice of~ and this leads to the construction of relatively simple asymptotically valid test statistics. Thus, we just need the separate limit distributions of p
and Assumptions A and B1, B2, in the Appendix, imply
where the (block diagonal) matrix 4 Note, that this is not the same start-up scheme employed by either Ling and McAleer (2003) , who choose " Berkes et al (2003) , or Francq and Zakoian (2004) . In practice, and for all inferential procedures described in this paper, any constant value can be chosen for " + i0 ; in order to generate h it , t = 1; :::; T . 5 Hafner and Herwartz (2008) provided an analytical expression for the asymptotic variance of the PQML estimator, for both the CCC and DCC models.
are both …nite and positive de…nite, and g
it ; see, e.g., Halunga and Orme (2009, Theorem 1 
where^ is a T N + N (N 1) 2 matrix, with rows equal to (ĝ
denotes the Hadamard product, and T is the (T 1) column vector of ones. 7 Under the usual regularity
The notation d LM T is used to emphasize that (6) is constructed from! and cannot be implemented directly using!. Furthermore, the OPG construction advocated by Tse (2000) may be sensitive to non-normality, and some evidence for this is provided by Tse (2000, Section 5) . In the next section we develop a Conditional Moment (CM) testing framework of the CCC assumption which accommodates Tse's Test. This framework provides, in Section 4, non-normality robust Tse test procedures for both the FQMLE and PQMLE cases. However, for this particular choice of test variables, i;t 1 j;t 1 ; a stronger moment condition of E j" 0it j 8 < 1 for all i; t, is then required in order to justify the asymptotic validity of these robust tests.
A Class of Asymptotically Valid CM Test Procedures
If the CCC speci…cation is correct, then E 0t
correspond to the individual GARCH (or volatility) speci…cations, whereas the o¤ -diagonal elements correspond to the CCC assumption. Also due to the symmetry there are 1 2 N (N + 1) independent (distinct) restrictions in this moment condition; i.e., E J 0t jF t 1 = 0; where
0 ; the superscript J indicating joint testing of both the CCC and of the individual 6 Here, cross-products of lagged standardised "residuals", are employed as "test variables" which is feasible using the LM principle and, since this "alternative" is an arti…cial device simply employed to construct a test statistic, Silvennoinen and Teräsvirta (2009) 6 volatility speci…cations. The typical element of this moment condition can be written as E 0;it 0;jt 0;ij jF t 1 = 0; i j; i = 2; :::; N:
When the underlying moment restriction is (7), the ensuing test will be referred as the Full CM (FCM) test and can be treated as a joint misspeci…cation test of the complete MGARCH error speci…cation.
If we are only interested in testing the CCC assumption, the moment condition is E C 0t jF t 1 = 0;
0 and the superscript C denotes testing only the CCC assumption; i.e., E 0;it 0;jt 0;ij jF t 1 = 0; i > j; i = 2; :::; N:
The ensuing test based on (8) will be referred to as the CCC CM (CCM) test.
The implication of (7) is that misspeci…cation tests of the CCC model can be constructed as tests of the following moment conditions
where the (q ij 1) vector r ij;t (! 0 ) is a F t 1 measurable function, possibly depending upon the processes h 0it and h 0jt : 8 A CM test indicator vector can then be constructed, up to a knowledge of !; as m T (!) = 1 T P T t=1 m t (!) with the vector m t (!) constructed from the "stacked" sub-vectors m ij;t (!) = ( it jt ij )r ij;t = ij;t r ij;t ; (q ij 1)
where ij;t = ( it jt ij ); a scalar, and r ij;t r ij;t ( In the former case, this will be denoted m
, where q J = P i j q ij ; whilst in the latter case it will be m 8 Although F t 1 measurable, we write r ij;t in de…ning r ij;t (! 0 ) rather than, say, r ij;t 1 : This is consistent with the usual notation h 0it ; which is also F t 1 measurable.
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Tse's LM test can be interpreted as a test of the moment condition E vecl " 0t "
where " t is given in (5). Since " t "
, where k is the k th column of 1 and
2 N (N + 1) duplication matrix. 9 Exploiting the properties of D N , we can write
; say, and
Since 0 kl J t is a scalar, the (k; l) th element of a Tse (LM test) indicator employing arbitrary test variables, kl;t ; (q kl 1), with indices (k; l) ordered according to s C N ; can be expressed as
where m 
Tse's original test, Section 2.2, kl;t = k;t 1 l;t 1 , and q kl = 1:
To construct asymptotically valid CM tests of the CCC hypothesis we need to establish the limit distributions of the test indicator vectors. This is done in the following two sections for both the FQMLE and PQMLE cases, for which we need to introduce some more notation. Let 
Tests based on FQMLE
An asymptotically valid 2 test statistic, and test procedure, is justi…ed by the following results:
Proposition 1 Suppose Assumptions A and B, as described in the Appendix, hold. Then, =
is …nite; and,
where dg(A) forms the diagonal matrix from the diagonal elements of the square matrix A; see Magnus and Neudecker (1986) .
8
(ii) 2. If r ij;t is a scalar, with r t being either r ;
; and I q is the (q q) identity matrix:
In the case of m 
The modi…cation is obvious for m C T (!) and simply removes all B ii blocks, and in the special case that r t is the same vector of test variables employed for all i; j; then
From Proposition 2, and provided V is positive de…nite, the general form of the test statistic iŝ
which has a limit 2 q distribution, under the null, whereV T is any consistent estimator for V :
To construct asymptotically valid test statistics we need consistent estimators for V : In doing so, we consider the cases of Gaussian and non-Gaussian distributions, respectively, for the fully standardized error process, 0t : The …rst case provides the well-known OPG covariance matrix estimator, denoted
For the more general case, we develop a non-normality robust procedure, in the similar spirit of Wooldridge (1990) 10 , built on a robust variance-covariance matrix estimator denotedV
: This estimator will be robust in the sense that its consistency asymptotic does not depend on normality, but it does require moment conditions which ensure standard asymptotic inferences can be applied. 1 0 Similar approach was employed by Halunga and Orme (2009) .
The OPG-FQMLE Test
(ii) and (iv), Lemma 1 implies that a consistent estimator for is
However, under the additional assumption of normality, 0t N (0; I N ) ; the generalized IM inequality holds (Newey, 1985) so that consistent estimators of J 0 and B 0 will be T 1Ĝ 0Ĝ and T 1Ĝ 0M ; respectively: In this case, a consistent estimator for V can be obtained aŝ
This provides the well-known OPG form formulation of (12) aŝ
which is simply of the form T R 2 u ; where R 2 u is the (uncentred) R 2 coe¢ cient following a regression of T onÛ :
The Robust-FQMLE Test
Here we construct a (non-normality) robust estimator for V = A 0 A 0 0 ; noting from above that
= o p (1), but without necessarily assuming normality. A robust estimator for A 0 requires robust estimators of
The strategy for construction of such estimators follows, e.g., Nakatani and Teräsvirta (2009) : de…ne the matrix J T (!); which is constructed as
but, once conditional expectations have been taken, !
the same way. We introduce the following additional notation:
identity matrix, and e ij = vecl((1 ij ) e i e 0 j ); so that e ii is a vector of zeros, for all i = 1; :::; N ; E N is the N 2 N matrix; with columns e i e i and L N is the (N 
Then we have the following result:
Proposition 3 Under the Assumptions of Proposition 6, in the Appendix
and both J 0 and J T (!) are positive de…nite.
(ii) B T (!) B 0 = o p (1); where, in the case of m J T (!); B T (!) can be expressed in (vertically-stacked)
"block-row" form, as follows
and the B ijT (!) are ordered by (i; j) according to s J N with
We express B T (!) in this way since it then become transparent how it is modi…ed if, for a particular = o p (1); we obtain the following consistent robust estimatorV
Tests based on (18) will be referred as the robust FQMLE tests and denoted asŜ (r) T . De…ningŴ (r) =Û Â (r)0 ; and noting thatŴ
Tests based on PQMLE
As discussed in section 2.1, the PQML estimators of the i are~ i = arg max i 1 T P T t=1 l it ( i ), i.e., the consistent univariate GARCH QML estimators; and the constant correlations are estimated as
jt ; a function of~ ; with~ ii 1: Therefore, the CCM test indicator m
where r ijT (!) 
However, note that
Thus, in general, we consider the test indicator m T (!) = 
where ij (! 0 ) = E r 1 ij;t !=!0 and ij (! 0 ) < 1; by Assumption B4 in the Appendix.
The following justi…es an asymptotically valid 2 test statistic, and procedure, based on p T m T (!) :
Proposition 4 Suppose, as described in the Appendix, Assumptions A and B, with B1 and B2, appropriately strengthened for the particular choice of r ij;t ; hold. Then,
Remark 2 Again, for the choice of test variables r ij;t = "i;t 1"j;t 1 p hi;t 1 p hj;t 1 we will require E j" 0it j 8 < 1:
In the case of m Some specials cases emerge, however, for either m
1. If r t is the same vector of test variables employed for all i; j; so that ij
2. If r ij;t is a scalar, let t = r ij;t (! 0 ) ij (! 0 ) ; (N N ) and de…ne r t (! 0 ) to be either 
Proposition 5 Under the assumptions of Proposition 4, and provided is positive de…nite,
In the case of m J T (!); for example, B 0 is block partitioned as B 0 = [B 0;ij ] ; with blocks B 0;ij , stacked (vertically) for i j; i changing faster than j; and given by
The modi…cation is obvious for m C T (!) and simply removes all B 0;ii blocks from B 0 :
From Proposition 5, and provided V is positive de…nite, the general form of the test statistic is (20) and (21), respectively. As earlier,Ṽ
will denote OPG and robust variance-covariance matrix estimators, respectively, that we might use forṼ T :
The OPG-PQMLE Test
De…ne the (T q) matrix M M (!) to have rows m 0 t (!) with the understanding thatM M (!) :
; respectively. 11 Then, G and G 13 implies that
; whilst the blocks of B 0 are
It then follows that, from Lemma 1, 6 and 7, in the Appendix, consistent estimators J 0 and B 0 can be obtained as diag T
and T 1M 0G ; respectively. Therefore, under normality, a consistent estimator for V = A A 0 can be obtained as
where the matrixÃ
; the test statistic can be expressed in a T R 2 u form, but this time
The Robust-PQMLE Test
To construct a robust (to non-normality) test of (22), …rst note that B T (!) (the robust estimator for B 0 )
can be obtained using the results of Proposition 3, but replacingr ij;t byr ij;t r ijT (!); the demeaned test variables. Thus, if e R ij is the (T q ij ) matrix having rows (r ij;t r ijT (!)) 0 ; t = 1; :::; T; then B T (!)
can be expressed in "block form", but with a typical block now being Combining the above two results, we obtain the following expression for the robust consistent variance
. Tests based on this estimator will be referred as the robust PQMLE test and will be denoted asS (r)
T and can be constructed as
whereW (r) =ŨÃ (r)0 :
Summary
For each of the FCM and CCM test statistics, and depending on the estimation framework and construction of the variance-covariance matrix, we have a total of eight test statistics, namely, 
see eqn (27) where the hat and tilde represent FQMLE and PQMLE, respectively, the superscript J and C denote FCM and CCM test, respectively, and the superscript o and r signify OPG and robust variance estimator.
OPG and Robust Tse LM Tests
From (11), it was noted that m 2 N (N + 1) 1); is a joint FCM test indicator vector. Whilst test variables kl;t , (q kl 1) ; are used for the FQMLE case, for the PQMLE case the strategy of using de-meaned test variables, kl;t kl;t ; is maintained in order to construct a "modi…ed" Tse test.
As a consequence of Proposition 2 it is clear that an asymptotically valid 2 1 Tse statistic designed to test only the (k; l) th equations for constant correlation, using a vector or test variables^ ij;t ; can be constructed as
where eitherV
can be employed, with the latter providing robustness to non-normality. 
the desired test statistic can be constructed as follows (with the …rst being just Tse's original statistic): (14) giving an equivalent expression to (6) as
The Robust-FQMLE Tse test statistic, d LM (r)
T . (18) andŜ
ObtainÂ
3. The OPG-PQMLE Tse test statistic, g LM
T as in (24) giving
The Robust-FQMLE Tse test statistic, g LM (r)
T . (25), but where e R ij is replaced by e R (kl) ; (T q kl ) ; having rows (~ kl;t e kl;T ): Then constructṼ
using (26) andŜ LM (r) T as in (27) giving
The above derivations also make it transparent how to construct a joint Tse test of a subset of the constant conditional correlations, rather than for all 1 2 N (N 1): However, if all 1 2 N (N 1) constant conditional correlations are to be tested, the derivations in the proof of Proposition 3 (see Shadat and Orme, 2015) imply that D T (!) and D T (!) can expressed as
T 2 N (N 1) q C with kl ; (T q kl ) having rows kl;t ; t = 1; :::; T; whilst
T 2 N (N 1) q C with kl ; (T q kl ) having rows kl;t kl;t ; t = 1; :::; T:
Monte Carlo Evidence
In this section, we present Monte Carlo evidence on the …nite sample behaviour of the 12, for both FQMLE and PQMLE procedures, for N = 5 equations: the 8 CM tests described in Table 1 and the 4 Tse "LM" tests described in (28)
-(31). The parameter values for the null and alternative Data
Generating Processes (DGPs), where possible, are taken from the existing literature (e.g., Engle and Ng (1993) , Tse (2000) , Lundbergh and Teräsvirta (2002) , Halunga and Orme (2009) ). For each experiment, two series of 1200 and 700 data realizations were generated with the …rst 200 observations being discarded to avoid initialization e¤ects, yielding sample sizes of T = 1000 and 500; respectively. Each model is replicated and estimated, 10; 000 times (to obtain empirical signi…cance levels) and 2000 times (for robustness to non-normality and power experiments).
In practice, however, there is likely to be considerable uncertainty about the precise form of misspeci…cation in the MGARCH CCC structure and so that any "selected" alternative may often be misspeci…ed, leading to an "incorrect" set of test variables. Thus, the primary purpose of the Monte Carlo study, here, is to compare the …nite sample performance (empirical signi…cance levels, robustness and power) of the various tests, each constructed with a common set of test variables, in order to see if a ranking emerges. Following Tse (2000) , the common scalar test variable employed for this purpose for is r ij;t (!) = i;t 1 j;t 1 , although in a demeaned form following PQMLE. 12 All simulation experiments are conducted in GAUSS programming language.
Empirical Signi…cance Levels
We employ AR(1)-CCC-GARCH (1,1) DGP for N = 5 as our null model; viz.,
; 5 with ii = 1:
Three experiments are considered E1, E2 and E3 (and the true parameter vectors employed are given in Table A1 of Shadat and Orme (2015) ). These provide models with relatively low (ranging 
) tend to over-reject, for all DGPs, even with T = 1000 (particularlyŜ
) are much superior. Interestingly, the OPG-PQMLE tests ( g LM
) perform better than the corresponding OPG-FQMLE tests, although,S
are still oversized. However, the empirical signi…cance levels of their robust counterparts, both FQMLE and PQMLE and including d LM T ; are reasonably close to the nominal size of 5%, even when T = 500. Second, in the case of experiments with mixed and high correlation structure (E2 and E3), the size distortions of OPG-FQMLE tests are relatively higher compared to the low correlation structure whilst the robust version of these statistics appears to correct this size distortion. On the other hand, the rejection rates for OPG-PQMLE tests under low correlation structure (E1), in particular forS
; are higher than for E2 and E3, although their robust version again corrects this deformity.
The …nding from these experiments that size performance depends on correlation is in line with that of Tse (2000) where the Monte Carlo experiments were performed for N = 2. Third, with 0t t(6) all
) over-reject under all correlation structures, but this distortion is more severe in high and mixed correlation models. In particular, Tse's original LM test
T ) is very sensitive to departures from normality. The robust-FQMLE version of all tests reduces the over-rejection rate substantially. The empirical signi…cance levels of the robust versions of Tse's test (particularly g LM In summary: the OPG-FCM tests over-reject; all test statistics perform better in low correlation experiments; in general, the robust versions of tests perform better than the OPG; and, in particular,Tse's modi…ed robust PQMLE test and the robust CCM PQMLE tests (i.e., g LM
) provide quite reliable signi…cance levels. All robust tests provide signi…cant size correction under non-normal errors.
Robustness to Misspeci…ed Univariate Volatility
In total,we consider 12 experiments (M1a-M1c, M2a-M2c, M3a-M3c and M4a-M4c), each within the regression context to investigate, via Monte Carlo simulation, the impact of violations in the univariate GARCH speci…cation, but when the true correlation structure for 0t is constant with Gaussian error.
The conditional mean parameters and the correlation structures remain the same as those previously employed, as detailed in Table A1 of Shadat and Orme (2015) . For M1, M2 and M3 the univariate volatility speci…cations of all …ve variables are governed by the GJR, higher order GARCH (i.e., GARCH(2,2)) and the EGARCH models, respectively whereas for M4 all 5 variables are subject to volatility spillover via an ECCC model. The su¢ x a, b or c associated with these experiments indicate low, mixed and high correlation structure, respectively, for . Speci…cally, we employ the following DGPs, for i = 1; :::; 5 :
with parameter vectors, for each i; 2. M2 (GARCH(2; 2)): The GARCH parameters for the ECCC model remain the same as AR(1)-CCC-GARCH (1,1) null model.
Although EGARCH and ECCC models are not formally within GARCH family of alternatives, as the other DGPs considered here, they represent alternative misspeci…cations of volatility not captured by GJR and GARCH(2,2). In order to conserve space, we report in Table 3 only the results for experiments M1 (GJR) and M3 (EGARCH), since the results for M2 (GARCH(2; 2)) and M4 (ECCC) are qualitatively similar to M1 (GJR), but summarise the main …ndings for all experiments. Full results are provided in Shadat and Orme (2015) . Rejection frequencies are based on both the 5% empirical and nominal critical values (with the latter in the parenthesis) and with 2000 replications where the data are generated with normal errors; i.e., in the former case, and for each test procedure, "sizeadjusted" rejection frequencies are reported, calculated using the empirical critical value that delivers a 5% signi…cance level for the simulations reported in Section 5.1. All robust tests and PQMLE-OPG tests are relatively insensitive to GJR, GARCH(2,2) and ECCC volatility spillover DGPs and for all correlation structures; except joint testsS
under the GARCH(2; 2) DGP. On the other hand, the FQMLE-OPG versions, particularlyŜ
J(o) T
; over-reject the null of CCC and the over-rejection is substantially higher when we use the nominal signi…cance level. Since the FCM test indicator entails the volatility moment condition, these tests display some power when this moment condition is violated.
In case of the EGARCH alternative, all tests, although to a much lesser extent d LM T ; are quite sensitive to the volatility misspec…cations embodied in M3b and M3c (i.e., with mixed and high correlation). In these cases, all tests over-reject signi…cantly the null of CCC and the rejection rates are similar for both empirical and nominal signi…cance level. However, for M3a (low correlation), all the robust tests are less sensitive to univariate conditional variance misspeci…cation.
Power Results
To examine power, we consider three types of MGARCH models with time varying correlations. The AR(1) conditional mean speci…cation, and parameters, remain as in (32) but now we examine three alternative speci…cations for the conditional variance matrix H t = V ar (" t jF t 1 ). The …rst is Engle's (2002) DCC-GARCH(1,1) model where the dynamic correlation matrix, t ; is given as 
where a and b are nonnegative scalar parameters, satisfying a + b 1, and t 1 is the 5 5 sample correlation matrix of t 1 ; ; t 5 and its (i; j) th element is given by:
Finally we consider the BEKK model of Engle and Kroner (1995) ,
In the following experiments the diagonal BEKK (DBEKK) model is employed where the parameter matrices A B and B B are 5 5 diagonal matrices.
Seven experiments are considered: P1, P2 and P3 follow the DCC DGP (33), P4 and P5 follow VC DGP (34) and remaining two, P6 and P7, follow the DBEKK DGP (35). In all cases, the individual volatility speci…cation for all variables is retained from earlier size experiment, whilst for the DCC and VC DGPs the constant matrix is set to the previously de…ned mixed correlation structure (see Section 5.1). The remaining true parameter vectors are given in Shadat and Orme (2015) .
Again, to conserve space, we only report detailed results for the DCC DGP, P1-P3, but summarise the main …ndings for all experiments. Full results are provided in Shadat and Orme (2015) . Table 4 presents the size-adjusted power (and nominal) results with 2000 replications, based on a 5% empirical (respectively nominal) critical values and the data are generated assuming normality. As a measure of the variability of the conditional correlation coe¢ cients, in experiments P1 to P7, we also report in Shadat and Orme (2015) the average, maximum and minimum values of the true conditional correlation coe¢ cients across the 2000 Monte Carlo replications of each T = 1000 sample.
When the true DGP is the DCC, P3 has the largest variability in correlations followed by P2 and P1; i.e., variability increases as e increases and e decreases. In general, the FCM tests are found to have higher power in all three DCC experiments. However, as the variability in correlation decreases power decreases. The Tse and CCM tests also exhibit good power properties: even with T = 500, and all tests have high power especially for the P2 and P3 DGPs. In case of the VC and BEKK DGPs the conclusions are quite similar. P5 and P7 have larger variability in correlations than P4 and P6, respectively, and the performance of all the tests re ‡ect that.
Although the OPG-FQMLE tests exhibit higher nominal power, in terms of the size-adjusted power the robust-FQMLE and robust-PQMLE versions of these do not cost much in this respect, especially in view of the lack of robustness to non-normality of the former.
Concluding Remarks
In this paper, we have considered a set of asymptotically valid Conditional Moment (CM) tests designed to assess a constant correlation assumption and/or the individual GARCH speci…cations in a MGARCH model. In particular, we consider both the FQMLE and PQMLE framework for the CCC model, noting that there is very little in the existing literature for the latter case. These tests are very easy to implement and include OPG versions -a popular variant in the applied literature but whose asymptotic validity is based on an assumption of normality -and non-normality robust versions. In so doing, we also provide a simple expression for a consistent estimator for the hessian in the FQMLE framework.
Our approach accommodates Tse's (2000) LM test, originally proposed as a OPG-FQMLE type test, so that we are able to provide the PQMLE and robust version of this popular test, as well.
We examine the …nite sample performance of these asymptotically valid tests via a small Monte Carlo study, with N = 5 time series rather than the usual bivariate model, which indicates that, in general, all tests have empirical signi…cance levels that are reasonably close to the nominal value of 5% but that the robust versions are slightly preferred, even under normality. It also appears that, under the null, whilst the degree of univariate volatility persistence has little detrimental e¤ect, low correlation is associated with better empirical signi…cance levels. As anticipated, though, under non-normality (but otherwise correct model speci…cation), the robust version of any particular test exhibits far superior …nite sample behaviour relative to its OPG variant with all OPG-FQMLE tests over-rejecting. Interestingly, the OPG-PQMLE based tests exhibit more robustness than the corresponding OPG-FQMLE tests. When the GARCH error assumption of the null model is violated by introducing a volatility spillover e¤ect the Monte Carlo evidence suggests that there is little impact on empirical signi…cance levels. When there is no volatility spillover but simply one GARCH equation misspeci…ed, and a high correlation structure, all tests experience increased empirical rejection rates. This is especially true in the case of the EGARCH alternative with the FCM tests (which test jointly the individual volatility speci…cations and the CCC assumption) being most sensitive, as one might expect. However, an important result that emerges for applied workers is that although Tse's original FQMLE test is also a¤ected, as it employs all the indicators of the FCM tests, the modi…ed and robust PQMLE version developed in this paper appears to be much less sensitive to univariate volatility misspeci…cation.
Turning to power, which depends on the variability of the true correlation parameter, it is found that Tse's test and FCM tests have good power, with the former being slightly more powerful, even in models with less dispersed correlations. Furthermore, for both the Tse and FCM tests, there is comparability across both FQMLE and PQMLE frameworks. Disappointingly, the CCM tests (designed only to assess the CCC assumption) show comparatively lower power -particularly in models with less dispersed correlations.
In conclusion, when testing the assumption CCC there appears to be little di¤erence between the FQMLE and PQMLE approach and, in both cases, non-normality robust versions of the tests exhibit reasonable …nite sample behaviour under the null. However, within the panoply of procedures considered and with a common choice of test variable, the robust version of the Tse's test, both for the FQMLE and PQMLE, has very good empirical signi…cance level and power properties and would appear to recommend itself, although it is not entirely robust, in general, to misspeci…ed volatility.
Appendix: Assumptions and Proofs
Unless stated otherwise all de…nitions are as in the main text, the Euclidean norm of a matrix A is denoted kAk = p tr(A 0 A); and the properties of h it and h 1 it ; as discussed in Halunga and Orme (2009, Appendix) , are exploited. Whilst only brie ‡y discussed in this Appendix, exhaustive proofs of all results are provided (freely on-line) in Shadat and Orme (2015) .
As employed, for example, in Ling and McAleer (2003) , Berkes, Horváth and Kokoszka (2003) and Halunga and Orme (2009) , the following assumptions ensure the identi…ability, stationarity and ergodicity of the above process. 
i1p L p = 0; i1p 6 = 0; p known, lie outside the unit circle, for all i.
A3 (i) All the roots of 1 A i (z) B i (z) = 0 lie outside the unit circle.
(ii) The parameter space is constrained such that 0 < min i;l f il g max i;l f il g < ; l = 1; :::; p + q + 1; where and are independent of !. (iii) The polynomials A i (z) and 1 B i (z) are coprimes: Ling and McAleer (2003) , for example, required that E " 6 0t < 1 to ensure asymptotic normality of the QML estimator in the ARMA-GARCH model. This is also su¢ cient here, but with additional moment restrictions on d it and the test variables r ij;t ; as follows:
B2 E h kd it k 6 i < 1; for all i; t:
r ij;t = O(1); at most, for all i; j; t and l = 0; 1:
2 < 1 for all i; j; t; and l = 0; 1; 2:
< 1; at most, for all i; j; t and l = 0; 1:
Remark 3 (i) A1, A2, B1 and B2 imply that E sup ! j" it j 6 < 1 uniformly in i; t; where " it = " 0it w 0 it (' i ' i0 ) ; and also that E jy it j 6 < 1 for all i; t; so that E h kw it k 6 i < 1; for all i; t.
(ii) Extensions of Halunga and Orme (2009, Proposition 4) imply that B3-B5 also hold with z it replacing r ij;t . (iii) Assumptions A, B1 and B2 are su¢ cient to establish the consistency and asymptotic normality of both the FQMLE and PQMLE, and the consistency of variance estimators based on an OPG formulation. (iv) Depending on the choice of r ij;t ; B1 and B2 may need strengthening, in view of the demands of B4, in order to establish both the asymptotic normality of our test indicators and the consistency of the various asymptotic variance estimators employed in constructing the 2 test statistics.
Case 1 For r ij;t = "i;t 1"j;t 1
, B3-B5 hold provided B1 and B2 are replaced by B1* E j" 0it j 8 < 1 for all i; t:
Proof. This follows from similar arguments to those employed by Halunga and Orme (2009) . We …rst establish some preliminary results that will be of use later.
Lemma 1 Let fx t g T t=1 be a sample of stationary ergodic random variables, such that the random vector functions w t (!) w(x t ; !) and z t (!) z(x t ; !); t = 1; :::; T; satisfy
(ii) If E sup ! kw(x; !)k 2 < 1; where ! 2 a compact set, then (in addition)
Proof. Follows from the properties of sup, the triangle inequality and Cauchy-Schwartz.
Remark 4 Under the conditions of Lemma 1,
…nite. Then, by a Uniform Law of Large Numbers and the triangle inequality, for any! ! 0 = o p (1);
Proposition 6 Under Assumptions A and B1, B2:
(ii)
In addition, and adding B3 and B4:
Proof.
(i) The scores are
The result follows from the arguments employed by Halunga and Orme (2009) .
(ii) From (36),
Employing similar analysis to that of Halunga and Orme (2009) , it can be shown that E [R jT ] = o(1); j = 1; 2; and the result follows by Markov's Inequality. The result that
ij )r 1 ij;t 2 < 1; for i; j; which it is by B4.
(iv) Similar to (ii), 1 p T P T t=1 E sup ! km it , (1 K + K ) ; forming the diagonal blocks, and f I T F: Thus J T (!) is positive de…-nite providedẐ has full rank of N (K + K ). Consistency of J T (!) follows from, e.g., Ling and McAleer (2003) and is veri…ed in Orme and Shadat (2015) .
(ii) B 0 = E [@m (ii)
(iv) 1 p T P T t=1 kn Table 2 : CCC Models: Empirical Signi…cance Levels against 5% nominal level AR(1)-CCC-GARCH(1,1) DGP E1 E2 E3 T=500 T=1000 T=500 T=1000 T=500 T=1000
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