I. INTRODUCTION
At present, there are a lot of wireless applications that are implemented over the MTWAL [1] WiMAX [2] [3] network at ITRI, for example, video conferencing, pocket channel (IP camera in mobile phone), Zuii TV (Internet TV with channel-based AD insertion) and finally the IP video surveillance applications that we participate in. Here the IP video surveillance applications to be described in this paper are disaster-field WiMAX command system, IP-cam surveillance system, and WiMAX mobile surveillance system. In this paper, we give a simple introduction to the above mentioned IP video surveillance applications. With the growth of video surveillance, some applications like video surveillance on vehicle [4] , surveillance over CDMA cellular networks [5] , and home security based on ZigBee [6] are in fact faced the problem of bandwidth limitation under several circumstances. Here WiMAX can enhance the IP video surveillance services to have better wireless network coverage and higher data throughput.
As shown in figure 1 [1] , it is a diagram of the deployment for the MTWAL WiMAX base stations, and there are totally six base stations in the Hsinchu area of Taiwan, which are deployed along the Guang Fu road, the Chung Hsing road and inside the ITRI Hsinchu campus. The base stations are managed by an ASN (Access Service Network) [7] [8] gateway, whose function is to build a connection between the WiMAX client and a base station in the physical layer, and then send a client request to a CSN (Connectivity Service Network) [7] [8] .
Here MTWAL provides an open space for experimentation and demonstration. Everyone interesting in developing and testing WiMAX-related technologies could use the WiMAX network offered by MTWAL. 
II. DISASTER-FIELD WIMAX COMMAND SYSTEM
Reasons to improve traditional disaster-field command systems include: First, to enhance the current disasterfield command system of Taiwan government to be able to support variety of diverse requirements. Second, to integrate new technologies into the command system in order to set up a new communication architecture. Third, to further raise the efficiency of the command system in order to lower the risk during fire-fighting missions. Fourth, if real-time video and audio information in the disaster fields is sent back to a commander, the commander could refer to more real-time information, and then could provide better instructions to the fire fighters. Based on the reasons above, we decide to develop a new WiMAX-based disaster-field command system to upgrade the current command system. The disaster-field WiMAX command system consists of the following five subsystems: the disaster-field video and audio subsystem, the member physical and environment detection subsystem (implemented as a module connected to the first subsystem), the WiMAX fire-fighting communication subsystem, the on-site command subsystem, and the rear service management subsystem. The total system architecture is shown in Figure 2 , and here the authors are actually participated in the development of the disaster-field video and audio subsystem and the member physical and environment detection subsystem.
The disaster-field video and audio subsystem provides a set of WiMAX-based equipments mounted on a fire man. The equipments integrate the video, bi-directional audio, and data communications. The aim is to deliver the real-time fire field video to commander outside and also provides bi-directional voice communications simultaneously. We divide the disaster-field video and audio subsystem into five devices: head video and audio device, interactive audio device, video delivery device, video and audio transmission interface module, and member physical and environment detection module (in fact another subsystem). The system architecture of the disaster-field video and audio subsystem is shown in Figure 3 .
The head video and audio device is to integrate the camera, earphone, and microphone on the helmet for a fire man, and it provides the capabilities of capturing the fire field video as well as bi-directional audio communication. Because fire fighters work in high temperature environments, the devices that are exposed outside must adopt temperature-resistant materials; for example, the camera's temperature-resistant degree is 120 ℃, and the cooling vest for fire fighters is also made by temperature-resistant material. The function of the interactive audio device is encoding, decoding and delivery for audio voice data. The codec of audio is G.711 [9] u-law PCM (Pulse Code Modulation, PCM). The sampling rate is 8 KHz, and it takes 64Kbps bandwidth for bi-directional voice communication. Hence, in comparison to the conventional systems, the current disaster-field command systems can provide high quality audio communication by digitalizing the audio data. Besides, the session control protocol for audio (VoIP) is SIP (Session Initial Protocol, SIP) [10] [11], which is a signaling protocol widely used for controlling multimedia communication sessions such as voice and video calls over Internet Protocol (IP). The protocol can be used for creating, modifying and terminating two-party (unicast) or multiparty (multicast) sessions consisting of one or several media streams. In addition, the voice-based media transmission protocol is RTP [12] over UDP. Consequently, conference call function is also enabled to provide interactive communication for a predefined group that includes fire fighters and the commander. The function of the video delivery device is to deliver a sequence of real-time images captured from a fire field. The captured video is also delivered after digitalizing and compressing for not only saving transmission bandwidth, but also be beneficial for further processing and storage. The video core processor is a highly integrated [13] H.264/MPEG-4/JPEG SoC solution targeting for Internet digital video applications, especially for IP surveillance and IPTV station applications. With the pure hardwired video codec architecture, the processing power of the 450MHz ARM CPU can be used for not only the computation of video encoding and decoding, but also image analysis in intelligent surveillance applications. The operation system of the video delivery device is embedded Linux for exploiting its ready-to-use capability in networking and also for its system stability.
The video and audio transmission interface module has two Ethernet ports. One is connected to the interactive audio device. Another is connected to the video delivery device. Both of the interfaces between the two devices and the transmission interface module are MII [14] (Media Independent Interface, MII) that is the interface standard between physical layer and MAC layer of networking. The mission of video and audio transmission interface module is to deliver packetized video and audio packets over a WiMAX network. Here the core processor is a high performance, 32-bit RISC microcontroller which supports most of the popular 32-bit RTOS. For the similar reason abovementioned, Linux is also installed in this device. Besides the two Ethernet ports, a WiMAX port is provided by the video and audio transmission interface module. Here a USB-based WiMAX CPE (Customer-Provided Equipment) is selected for connecting a remote WiMAX base station. The network processor in this module is mainly for performing the NAT function in order to separate the IP network private to the disaster-field video and audio subsystem and the external WiMAX-based IP network, where a dedicated IP address is assign to each fire fighter to facilitate the management of the fire fighters by the commander in the back-end. The function of the member physical and environment detection module is a subsystem to protect the safety of fire fighters. In this module, the detection pieces (sensors) are pasted on fire fighters, and the signals detected by sensors are sent by RF modules. Then, the received RF signals are converted to RS-232 signals, and finally relayed into the main board of the disaster-field video and audio subsystem. For fire fighters, here heartbeat and body temperature are continuously monitored. Besides, gas concentrations are the main target for environment detection in the disaster-fields, and this part of the module is also connected to main board by a RS-232 line. Here CO, CO2, and HC are the gas to be detected. Figure 4 contains some real photos of a fire fighter who wears the disaster-field video and audio subsystem. The left part of Figure 4 is pictured from the front side, where it can be observed that the fire fighter wears a cooling vest, and it could keep the body temperature of the fire fighter in the range from 20℃ to 30 for ℃ about 3 hours. In the normal case, this protection time duration is sufficient for most fire accidents. Here a special pocket is provided in the back of cooling vest, as shown in the right part of Figure 4 . A mother board that is the core of the disaster-field video and audio subsystem is designed to be placed inside the pocket, so that it can be carried by the fire fighter easily. Besides, a helmet is for protecting the head of the fire fighter, and a camera is mounted in the helmet by a clamp. Therefore, the images captured and sent by the camera of the fire fighters are almost equal to the fire fighter's eye view. In addition, a microphone and an earphone are hooked on the fire fighter's ear. Since fire fighters are used to carry a lot of fire-fighting tools with them, they almost have no more efforts to manually dial a call to the commander or to manually operate a complicated device. Therefore, we design a "Push To Talk" button in front of the chest. When the calling bell is ringing, a fire fighter can push the button to answer the call directly. After turning on the abovementioned disaster-field video and audio subsystem, the real-time video of the disaster-field is sent back to the command subsystem or the rear service management subsystem through WiMAX networks. The on-site command subsystem is shown in Figure 5 , and it consists of three components: a WiMAX CPE, a server, and an IPBX (IP Private Branch eXchange. WiMAX CPE is the interface between the server and WiMAX base stations for accessing the data from the disaster-field video and audio subsystem. The server is the core of management system, and its function is to preview the real-time videos sent back by the fire fighters. According to the videos of the disaster-field, the commander can refer more information and give better instructions to fire fighters. Besides, the commander could communicate with the fire fighters by a soft phone installed inside the server. The function of IPBX is to manage the phone call among a predefined group, such as member register, conference call, mixer, etc. It makes the phone calls simple to be operated and maintained. The screenshot of the management software of the command subsystem is shown in figure 6 . In this example, four tiled viewing windows correspond to four cameras of fire fighters are shown. For efficiently using the capacity of WiMAX networks, the bandwidth for each real-time video is set to 256 Kbps. Besides, for bidirectional voice call, the audio bandwidth for each fire fighter is assigned to 64 Kbps for down stream and 64 Kbps up stream.
Through WiMAX networks, the dynamic deployment of the disaster-field video and audio subsystem and the on-site command subsystem can be easily, and the communications among the abovementioned subsystems can also be efficient. According to the experiences of our prototype system deployed in the MTWAL, we suggest that WiMAX is a good solution for disaster or fire field where to seize every minute and second is necessary.
III. IP-CAM VIDEO SURVEILLANCE
The way to set up traditional analog cameras is by building cable lines. Through the cable lines, video signal captured by CCD (Charge-Coupled Device) camera is delivered to a control center. However, the deployment of cable lines is limited by both distance and the impact of terrain and surface features. In contrast, IP cameras are relatively simple for installation. Through a video server that converts analog video signals into IP-based video format, back-end storage devices or control equipments can be placed in local or even in remote networks. Through the network connections, the captured real-time videos are able to be sent back. The IP-based approach enables the camera video data to be managed in a centralized way. Since the range of cell coverage of WiMAX is large and the wide bandwidth access nature of WiMAX, it is very suitable for the deployment of IP cameras, especially for avoiding the impact of topography or the place where network line is not easy to reach, such as remote home care, and military surveillance. The IP camera demo application deployed in the ITRI MTWAL is composed by setting up sixteen cameras, and it can be divided into four service scenarios, as shown in Figure 7 . The first one is for the traffic information of the entry gates of ITRI campus. The security guards or other employees of ITRI are able to monitor the traffic flow at any time. The second one is for monitoring the parking areas in the ITRI campus, so that the ITRI employees can know the status of each parking area in order to decide the preferred parking area. The third one is for laboratory monitoring in order to prevent thieves to steal important instruments. The fourth one is for restaurant information. Through the cameras, we can understand the current situation (e.g., crowded or not) of the central restaurant of the ITRI campus.
The networking structure of the application is shown in Figure 8 . The camera is CCD-based and generates analog video signal, which goes through cable lines to a video server for translating the received analog signals into an IP-based digital video stream. Then, the video server connects to the nearest network equipment, and also can be accessed through the MTWAL WiMAX network. In addition, the video server also provides a password-based authentication scheme. An end user can use any webbased terminal device (e.g. portable devices or PC) along with a WiMAX CPE to connect to the video server. After passing the authentication procedure, the real-time videos captured by the analog camera can be delivered to the terminal device. Here the bandwidth required for each camera after digitization is 128 Kbps in the case of frame rate 10 FPS. Therefore, the bandwidth required for each scenario in Figure 7 is about 512 Kbps, and the total bandwidth required for the sixteen cameras is about 2Mbps. 
IV. WIMAX MOBILE SURVEILLANCE SYSTEM
In the abovementioned IP-cam surveillance application, the cameras are deployed in a fixed manner, but there are other camera applications where the camera is mounted on a moving vehicle, such as cash transport van safety system, police on duty recording system, and disaster field video return system, etc. Since the cameras are movable, WiMAX technology is a good candidate for supporting this type of application services. Figure 9 shows the networking architecture of the WiMAX mobile surveillance system running in the ITRI campus. The WiMAX mobile surveillance system is built on a medium-sized bus. A CCD night vision camera and a thermal imaging camera are mounted on a rotatable base on the top of this bus. A video server inside the bus converts the analog signals of the two IP cameras into digitalize IP video streams, and delivers the IP video streams through the WiMAX CPE over the bus. In addition, since the two cameras also support PTZ (Pan / Tilt / Zoom) function, the video server also provides a web-based remote control function, which allows end users to remotely control the view angle of the two cameras. As shown in Figure 10 , the resolution of the IP video sent by the surveillance bus is 720x480, and the frame rate is about 20 FPS. In the web-based user interface, the left side next to the video is the PTZ buttons, which can be activated after the authentication procedure for an end user. Besides the PTZ buttons, the PTZ actions can also follow some predefined rules. If the "auto focus" button is selected, the two cameras will roll by themselves according the predefined rules.
In the Hsinchu area of Taiwan, six WiMAX base stations of the ITRI MTWAL were deployed along the main roadway near by the ITRI Hsinchu campus (i.e. the country road 122 shown in Figure 11 ). In order to realize whether the downloading of the surveillance videos is smooth enough when the bus is drive on the road, we design a drive test along the main roads with WiMAX network coverage. Figure 11 is the map for the drive test in the Hsinchu area. The test line from point A to point B (the A-B line) is along the county road 122 (i.e., the Chung Hsing road and the Guang Fu road), which is one of the main roadway across both the Hsinchu county and the Hsinchu city from east to west. Hence, the speed of the test bus cannot be very fast there, and the vehicle speed could be up to about 40~60 Km/h. In contrast, since the test line from point C to point D (the C-D line) is on a high way, the vehicle speed can be up to about 80~100 Km/h.
In the first test mode, the output bandwidth of the digitized video captured by the cameras is assigned to be 512 Kbps. In this test, the quality of the received video is good for both the A-B line and the C-D line, and the frame to frame transitions of the received videos are also quite smooth. The only perceived problem that causes the interruption of the video transmission is due to the connection broken of the MTWAL WiMAX network. This is because the test bus is moved into the bad angle of WiMAX base stations. However, the video transmission still can be set up automatically in a few seconds when the WiMAX signal returns. In the second test mode, the bandwidth allocated for camera video transmission is 1
Mbps. In this test, for both the A-B line and the C-D line, the video quality is degraded because of the dropping of video frames. In the third test mode, instead of real-time streaming, we choose to download stored video stream files from the video server over the bus. Here we found that the peak download speed can be up to 4 Mbps or higher, but the playback of stream is still smooth for the video with 1 Mbps bit rate. Therefore, if the captured video streams do not have to be send back immediately, with proper buffering design and adequate bandwidth allocation in WiMAX networks, file-based delivery could offer better video display quality then real-time streaming delivery. However, if actually real-time monitoring of the captured video is necessary, the bit rate of the captured videos has to be lower in order to archive smooth video display quality. 
V. CONCLUSION
In this paper, we introduce three IP video surveillance applications available at the ITRI MTWAL. In addition to the three video surveillance applications, WiMAX wireless broadband technology also can be applied in other security systems, home care in remote areas, handheld entertainment sharing, video conference, and so on. In fact, ITRI MTWAL is designed to accommodate and test these possible WiMAX applications. In the recent years, since globe disasters become more frequent and more severe, the applications on disaster-field are new WiMAX topics worthy for further research. With the wide-range coverage and high throughput of WiMAX, if a WiMAX network can be deployed in an ad-hoc and autonomous way, it can be a good candidate of the communication interface in the disaster-field where communication infrastructures were broken seriously.
In recent years, as a result of rapid progressing of the video compression, object detection, and broadband access network technologies, as well as the standardization effort in industry, IP-based video surveillance systems are predicted to become commodities in the future. In addition, with the improvement of living standards and safety awareness, the market demand on surveillance systems is also growing rapidly. At present, WiMAX is a promising technology to provide a large scale network for video applications. It can be predicted that in the next few years, kinds of WiMAX-based service will be implemented around the world. With the extensive growth of video applications, network bandwidth usage will also be increased rapidly. This may cause the saturation of the current WiMAX network design, and will also degrade the video service quality. Hence, how to evolve the current design of the WiMAX networks to fit the future requirements on large-scale video-based applications is an important research topic. 
