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Zusammenfassung Das Cutting sticks-Problem ist ein NP-vollsta¨ndiges Problem
mit Anwendungspotenzialen im Bereich der Logistik. Es werden grundlegende De-
finitionen fu¨r die Behandlung sowie bisherige Ansa¨tze zur Lo¨sung des Problems
aufgearbeitet und durch einige neue Aussagen erga¨nzt. Insbesondere stehen Ideen
fu¨r eine algorithmische Lo¨sung des Problems bzw. von Varianten des Problems im
Fokus.
Schlu¨sselwo¨rter: Cutting sticks-Problem, Mengenpartionierungsproblem, Teilsum-
menaufteilung
1 Problemstellung



















ist die Folge der Dreieckszahlen, die sich als Summen der Zahlen von 1 bis n ergeben.






eine Folge von Teilmengen T
j




































gelten muss. Fu¨r den speziellen Fall t
j
= t = const, 1 ≤ j ≤ k, gilt
∆
n
= k · t (1.2)





















, . . . , t
k
)-Partitionierung von [n ]. Analog sprechen wir im spezeillen Fall t
j
= t =
const, 1 ≤ j ≤ k, von einer (k, t)-Partition von∆
n
bzw. von einer (k, t)-Partitionierung von
[n ].
Fu¨r die weiteren Betrchtungen beno¨tigen wir noch die Teilermengen von natu¨rlichen Zahlen.
Fu¨rm ∈ N sei
D
(∗)
(m) = {x ∈ N | x |m}


















∈ P und α
r




fu¨r 1 ≤ r ≤ s− 1, heißt (kanonische)











· . . . · p
βs
s
∣∣∣ 0 ≤ βr ≤ αr , 1 ≤ r ≤ s}
1.1 Das allgemeine Problem
Das Cutting sticks-Problem ist gegeben durch die La¨ngen t
1
, . . . , t
k
∈ N von k Sta¨ben (engl.
sticks), die eine Mindestla¨nge von n haben, d.h. es ist, t
j







gilt. Die Frage ist, ob die gegebenen Sta¨be in n Teile geschnitten werden ko¨nnen, die die
La¨ngen von 1 bis n haben.










, 1 ≤ j ≤ k, die La¨ngen der Teilsta¨be von t
j
enthalten, dann gilt T
j










= ∅ fu¨r 1 ≤ i, j ≤ k und






die obigen Eigenschaften (i) – (iii). Damit
ist das Cutting sticks-Problem a¨quivalent zu folgendem Mengen-Partitionierungssproblem:
Existiert eine (k; t
1
, . . . , t
k
)-Partitionierung von [n ]?
Dies ist ein NP-hartes Entscheidungsproblem. In Fu und Hu (1992) wird gezeigt, dass es fu¨r
k, l, t ∈ N mit 0 < l ≤ ∆
n




eine (k; t, t+1, . . . , t+ k− 2, l)-
Partition von ∆
n
und eine entsprechende Partitionierung von [n ] gibt. Chen et al. (2005)
beweisen, dass es eine (k, t
1
, . . . , t
k













fu¨r 1 ≤ j ≤ k − 1 sowie t
k−1
≥ n ist. In Kapitel 3 wird ein 0/1- Programm fu¨r die
Lo¨sung allgemeiner Partitionierungsprobleme angegeben.
Neben der Entscheidungsvariante kann man sich auch fu¨r folgende Optimierungsvariante in-
teressieren: Gegeben seien die La¨ngen t1 , . . . , tk , bestimme das kleinste t, so dass die Menge
[ t ] in k Teilmengen T
1
, . . . , T
k






fu¨r 1 ≤ j ≤ k
ist. In Jagadish (2015) werden polynomielle Approximationen mit konstanter Gu¨te fu¨r dieses
Minimierungsproblem angegeben.
1.2 Ein spezielles Problem
In dieser Arbeit betrachten wir nur die Entscheidungsvariante und zwar zuna¨chst fu¨r das
spezielle Cutting sticks-Problem. Bei diesem haben alle Sta¨be dieselben La¨ngen:
t
j
= t = const, 1 ≤ j ≤ k
A¨quivalent dazu ist das folgende Mengen-Partition(ierung)sproblem: Existiert eine (k, t)-
Partition von∆
n
, und existiert eine (k, t)-Partitionierung von [n ]mit∆
n
= k · t. Wir schlie-
ßen im Folgenden den trivialen Fall k = 1 aus.
In Kapitel 2 zeigen wir, dass fu¨r alle n ∈ N (k, t)-Partitionen von∆
n
existieren. DesWeiteren
geben wir einen Algorithmus an, der zu jedem n alle diese k und t berechnet; und wir geben
einen Algorithmus an, der zu einer (k, t)-Partition von∆
n
eine (k, t)-Partitionierung von [n ]
berechnet. Im Allgemeinen haben (k, t)-Partitionen von ∆
n
mehrere (k, t)-Partionierungen





= {1, 6}, T
3
= {2, 5}, T
4
= {3, 4}, wa¨hrend es fu¨r die (2, 14)-Partition
unter anderem die folgenden beiden Partitionierungen von [ 7 ] gibt:
T
1
= {1, 6, 7} T ′
1
= {1, 2, 4, 7}
T
2
= {2, 3, 4, 5} T ′
2
= {3, 5, 6}
Wir werden Fa¨lle charakterisieren, fu¨r die es zu einer (k, t)-Partition von ∆
n
genau eine
(k, t)-Partitionierung von [n ] gibt.
Im Kapitel 3 geben wir, wie bereits oben erwa¨hnt, ein 0/1-Programm zur Lo¨sung aller Cutting
sticks-Probleme an. Kapitel 4 fasst die Ergebnisse dieser Arbeit zusammen und gibt Hinweise
auf weitere Ansa¨tze zur effizienten Lo¨sung von Partion(ierung)sproblemen, d.h. insbesondere
zur Berechnung von Partitionierungen von [n ].
2 Lo¨sungen fu¨r das spezielle Problem
In Straight und Schillo (1979) wird der folgende Satz gezeigt.
Satz 2.1 Existieren zu n ∈ N zwei Zahlen k, t ∈ N mit t ≥ n und ∆
n
= k · t, dann existiert
eine (k, t)-Partition von ∆
n
. ✷
In Ando et al. (1990) wird von der Anforderung∆
n
= k · t abgewichen und gezeigt, dass die






= t fu¨r 1 ≤ j ≤ k zerlegt
werden kann, wenn k(2k − 1) ≤ k · t ≤ ∆
n
ist.
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Wir zeigen zuna¨chst, dass es fu¨r alle n ∈ N (k, t)-Partitionen von ∆
n
gibt, und wir geben
alle mo¨glichen Paare (k, t) dazu an. Wir untersuchen dann, fu¨r welche (k, t)-Partitionen von
∆
n
genau eine Partitionierung von [n ] existiert. Des Weiteren stellen wir einen Algorithmus








von [n ] bestimmt.
2.1 Allgemeine Existenz von Partitionen und Partitionierungen
Lemma 2.1 Zu jedem n ∈ N existieren k
n
∈ N und t
n
∈ U+ mit tn ≥ n und ∆n = kn · tn .
Beweis Wir betrachten fu¨r n ∈ N die beiden mo¨glichen Fa¨lle (1) n ∈ G
+




Zu (1): Es existiert k
n


















= n+ 1 > n.
Zu (2): Es ist n+ 1 ∈ G
+
mit n ≥ 1. So existiert k
n

















= n ≥ n.
Damit ist fu¨r beide Fa¨lle die Behauptung gezeigt. ✷
Es folgt unmittelbar
Korollar 2.1 Fu¨r jedes n ∈ N existiert eine (k, t)-Partition von ∆
n
. ✷
Das folgende Lemma gibt fu¨r jedes n eine unmittelbar bestimmbare Partition von∆
n
an.
























, n ∈ G+
n+1
2













n+ 1, n ∈ G
+





















· (n+ 1), n ∈ G+
n+1
2
· n, n ∈ U
+

 = ∆n , n ∈ N
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)-Partition zu jedem ∆
n
existiert. ✷



















von [n ] an.
Korollar 2.2 a) Fu¨r n ∈ U+ ist









-Partitionierung von [n ].
b) Fu¨r n ∈ G+ ist
T
i









-Partitionierung von [n ]. ✷
Mit obigen Lemmata und Korollaren kann der Satz 2.1 von Straight und Schillo (1979) ver-
allgemeinert werden.
Satz 2.2 Fu¨r jede natu¨rliche Zahl n ∈ N existiert eine (k, t)-Partition von ∆
n
und eine
(k, t)-Partitionierung von [n ]. ✷
Bemerkung 2.1 Wir nennen die eindeutigen Partitionierungen von Korollar 2.2 Gauß-Parti-
tionierung, denn hier werden die Elemente von [n ] ha¨lftig aufsteigend und ha¨lftig absteigend
u¨bereinandergelegt, was an die vom jungen Gauß u¨berlieferte Geschichte u¨ber die Berech-
nung der Summe der Zahlen von 1 bis n erinnert:
Fu¨r n ∈ U
+





. . . T
i
. . . T
n+1
2
n n− 1 . . . n− i+ 1 . . . n+1
2
0 1 . . . i− 1 . . . n−1
2







. . . T
i
. . . Tn
2
n n− 1 . . . n− i+ 1 . . . n+2
2
1 2 . . . i . . . n
2
darstellen.
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Im Folgenden geben wir eine rekursive Vorschrift zur Konstruktion der Gauß-Partitionierun-
gen von [n ], n ≥ 1, an. Dabei bezeichnen wir mit T
[n ]
j
die j-te Teilmenge der Partitionierung









Mit diesem Rekursionsanfang ergibt sich fu¨r






















































2.2 Berechnung aller Partitionen
Im Allgemeinen gibt es fu¨r jedes n mehrere Paare k, t ∈ N mit t ≥ n und ∆
n
= k · t. Dazu
verwenden wir die Faktorisierung von ∆
n
. So gilt z.B.
∆
20
= 210 = 2 · 3 · 5 · 7
Aus dieser Faktorisierung folgt, dass genau die Partitionen
(2, 105), (3, 70), (5, 42), (6, 35), (7, 30), (10, 21) (2.1)
von ∆20 existieren; und fu¨r n = 15 gilt
∆
15
= 120 = 2
3
· 3 · 5
womit genau die Partitionen
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∣∣∣∣ ∆nx ≥ n
}
✷
























ist. Als weitere mo¨gliche Werte fu¨r t kommen nur die echten
Teiler von ∆
n
gro¨ßer n infrage. Damit ergibt sich das folgende Lemma.
Lemma 2.4 a) Fu¨r n ∈ U
+















) | n ≤ x < ∆
n
}

















Fu¨r zwei Partitionen (k, t) und (k′, t′) von ∆
n
gilt k · t = ∆
n
und k′ · t′ = ∆
n
. Je zwei
Partitionen (k, t) und (k′, t′) von∆
n
stehen also in der Beziehung k · t = k′ · t′. Daraus folgt
unmittelbar
Lemma 2.5 a) Sei (k, t) eine Partition von∆
n
und k′ ein Teiler von t sowie t′ = k · t
k′
, dann
ist auch (k′, t′) eine Partition von ∆
n
.
b) Sei (k, t) eine Partition von ∆
n
und k′ ein Teiler von k und t′ = k
k′
· t, dann ist auch
(k′, t′) eine Partition von ∆
n
. ✷
Dieses Lemma ist die Grundlage fu¨r den Algorithmus 1, der aus den aus Lemma 2.2 und












fu¨r n ∈ G+ alle
weiteren Partitionen fu¨r ∆
n
berechnet.
2.3 Berechnung von Partitionierungen








von [n ] berechnet. Er basiert auf der folgenden Idee:
1. SeiN die Teilmenge von [n ], die noch nicht zugeteilt ist, d.h. am Anfang istN = [n ].
2. T
j
wird in der Reihenfolge j = 1, 2, . . . , k wie folgt befu¨llt: Nehme aus N die noch
jeweils gro¨ßte Zahl, so dass die Summe der Zahlen in T
j
kleiner gleich t bleibt.
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procedure CUTTINGSTICKS1(int n)
if n+ 1 ∈ P then
k = n
2
; t = n+ 1
write (k, t)









if odd(n) then k = n+1
2
; t = n
else k = n
2
; t = n+ 1
end if
write (k, t)
k′ = gro¨ßter echter Teiler von t echt kleiner k
while k′ 6= 1 do









Algorithmus 1: Berechnet alle Partitionen (k, t) von ∆
n
.
Beispiel 2.1 Die Anwendung des Algorithmus auf die Eingaben n = 20, k = 6 und t = 35












= {14, 13, 8}
T
5
= {12, 11, 10, 2}
T
6
= {9, 7, 6, 5, 4, 3, 1}
✷
Wir betrachten im Folgenden die Mengen T
j
als Folgen, in denen die Elemente absteigend










soll so aufgeza¨hlt werden, dass x
jr
> x
jr+1 , 1 ≤ r < kj , gilt (im obigen Beispiel sind die
Mengen so aufgeza¨hlt).
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procedure CUTTINGSTICKS2(int n, k, t)
if k · t = ∆
n
then
N = [n ]









































Folgendes Lemma ha¨lt wesentliche Eigenschaften der von Algorithmus 2 erzeugten Partitio-
nierungen fest.
Lemma 2.6 Die zur Eingabe n, k, t mit k · t = ∆
n
















i1 > xj1 fu¨r 1 ≤ i < j ≤ k;
























, dann muss x ∈ T ′
i
sein.
Beweis (1.1) Als erste wird die Menge T
1
gefu¨llt. Da t ≥ n ist und ausN noch kein Element
entnommen wurde, also n = maxN zu diesem Zeitpunkt ist, kommt das Element n in die
Menge T
1










, 1 ≤ j ≤ k, die Menge der Elemente, die nach dem j-ten
Durchlauf der Schleife noch in N enthalten sind. Offensichtlich gilt maxN
j
< n ≤ t fu¨r
1 ≤ j ≤ k − 1. Damit ist x
j+1,1 = maxNj . Tj+1 erha¨lt also als erstes Element das aktuell
gro¨ßte Element aus der verbliebenen Menge N ; alle weiteren Elemente in T
j+1 sind kleiner.
Mit (1.1) und (1.2) ist die Eigenschaft (1) gezeigt.




, 1 ≤ j ≤ k − 1, ist, womit auch
die Eigenschaft (2) gezeigt ist.









while not fertig do
if ∃ i, j ∈ {1, . . . , k} : i < j, T ′ ⊆ T
i
, T ′′ ⊆ T
j










− T ′′) ∪ T ′




Algorithmus 3: Transformation einer Partitionierung, so dass sie Eigenschaft (3) von
Lemma 2.6 erfu¨llt.





















ist, so ko¨nnen diese untereinander ausgetauscht wer-
den. Dadurch, dass der Algorithmus Elemente in absteigender Reihenfolge aus N und somit
immer die gro¨ßtmo¨gliche Zahl x ∈ N auswa¨hlt und in T
i








Der Algorithmus wa¨hlt grundsa¨tzlich die gro¨ßte vorhandene Zahl x aus, die in die aktuelle
Teilmenge T
i
passt. Wenn x passt, dann wu¨rde auch eine Teilmenge aus N passen, welche
dieselbe Summe besitzt wie x. Es folgt, dass der Algorithmus die Zahl x in T
i
legt, anstatt
eine summengleiche Teilmenge zu nehmen. Genau so verha¨lt es sich, wenn eine Teilmenge
T ′
i


















Durchlaufen des Algorithmus wird dieses x vor allen anderen der sich in der Vereinigungs-
menge befindlichen Elementen genommen und somit T
i
zugeordnet. Daraus folgt Eigenschaft
(3). ✷
Das na¨chste Lemma besagt, dass zu einer (k, t)-Partition von ∆
n
immer eine (k, t)-Partitio-
nierung von [n ] existiert, welche die Eigenschaften (1) – (3) aus Lemma 2.6 besitzt.
Lemma 2.7 Sei (k, t) eine Partition von ∆
n






von [n ], welche die Eigenschaften (1) – (3) aus Lemma 2.6 besitzt.







von [n ]. Die Mengen T
j
, 1 ≤ j ≤ k, ko¨nnen
als absteigend sortierte Folgen betrachtet werden. Daraus ergibt sich offensichtlich die erste
Eigenschaft von Aussage (1) in Lemma 2.6. Des Weiteren kann die Indexierung der Teilmen-
gen T
j
absteigend gema¨ß ihrer maximalen Elemente vorgenommen werden, womit die zweite
Eigenschaft von Aussage (1) und Aussage (2) von Lemma 2.6 erfu¨llt sind.
Wenn die Partitionierung Eigenschaft (3) nicht erfu¨llt, dann wenden wir auf diese Algorith-
mus 3 an. Solange Eigenschaft (3) nicht fu¨r alle Mengen T
j
, 1 ≤ j ≤ k, erfu¨llt ist, werden
die dafu¨r verantwortlichen Teilmengen dieser Mengen ausgetauscht. ✷
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Aus den beiden Lemmata 2.6 und 2.7 folgt:
Satz 2.3 Der Algorithmus 2 ist korrekt. ✷
3 Lo¨sen des allgemeinen Problems durch ein 0/1-Programm
In diesem Kapitel betrachten wir das allgemeine Cutting sticks-Problem als Optimierungs-
problem, und wir geben ein 0/1-Programm (LP) an, mit dem es gelo¨st werden kann. Das
heißt, wir wollen fu¨r gegebene n, k, t1 , . . . , tk ∈ N mit tj ≥ n fu¨r 1 ≤ j ≤ k mithilfe
eines LP eine (k; t
1
, . . . , t
k
)-Partitionierung von [n ] berechnen. Dabei mu¨ssen natu¨rlich die








Wir fu¨hren dazu bina¨re Variablen x
ij





1, i ∈ T
j
0, i /∈ T
j









angibt, ob i ∈
[n ] Element der Teilmenge T
j
ist.








Sie maximiert die Summe der genommenen Elemente aus [n ]. Da jede Zahl aus [n ] laut
Definition des Problems exakt einmal genommen werden muss und somit einer Teilmenge
zugeordnet wird, ist das Maximum dieser Zielfunktion grundsa¨tzlich die Dreieckszahl ∆
n
von n.
Dabei mu¨ssen folgende Nebenbedingungen eingehalten werden:







, denn die Summe der Elemente






















Wir haben also insgesamt n+ k + 1 Nebenbedingungen.
Wir zeigen an einem – aus darstellungstechnischen Gru¨nden – sehr kleinen Beispiel die Be-
rechnung einer Partitionierung mithilfe des obigen LP.
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Beispiel 3.1 Wir wa¨hlen n = 5, k = 2, sowie die Teilmengensummen t
1
= 9 und t
2
= 6.
Die zu maximierende Zielfunktion ist




+ 2 · x
21
+ 3 · x
31
+ 4 · x
41





+ 2 · x
22
+ 3 · x
32
+ 4 · x
42

















































Durch die Anwendung eines ganzzahligen LP-Solvers erhalten wir die folgende bina¨re Matrix
X =
(
0 0 0 1 1
1 1 1 0 0
)






= {1, 2, 3}
Die Berechnung weiterer, gro¨ßerer Partitionierungen mithilfe des obigen LP erfolgte korrekt
und effizient. ✷
4 Zusammenfassung und Ausblick
Wir haben in diesem Papier eine Einfu¨hrung in das Cutting sticks-Problem, welches wir ma-
thematisch als Mengen-Partitionierungsproblem formulieren, gegeben. Dabei wird gezeigt,
dass es fu¨r das spezielle Problem mit konstanten Summen t in den k Teilmengen zu je-
dem n ∈ N eine (k, t)-Partition von ∆
n
sowie eine (k, t)-Partitionierung von [n ] gibt.
Fu¨r eine Reihe von Spezialfa¨llen haben wir unmittelbar Partitionierungen angeben ko¨nnen.
Des Weiteren haben wir Algorithmen angegeben fu¨r die Berechnung aller (k, t)-Partitionen
von ∆
n
bzw. fu¨r die Berechnung einer (k, t)-Partitionierung von [n ] und deren Korrektheit
nachgewiesen. Außerdem haben wir ein 0/1-Programm zur Berechnung von (k; t1 , . . . , tk)-
Partitionierungen von [n ] angegeben.
Bei all diesen Betrachtungen und Algorithmen haben wir deren Komplexita¨t vernachla¨ssigt.
Da das betrachtete Problem im Allgemeinen NP-hart ist, sind die Algorithmen nicht effi-
zient. Es stellt sich die Frage, ob – neben den in diesem Papier betrachteten – weitere Spezi-
alfa¨lle oder Teilklassen von Problemen charakterisiert werden ko¨nnen, die effizient lo¨sbar
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sind. Eine Idee ist z.B. den (einfachen) Fall der Gauß-Partitionierung (siehe Bemerkung
2.1) auch bei anderen Fa¨llen auszunutzen. Betrachten wir als Beispiel n = 20 mit der
(5, 42)-Partition von ∆20 = 210. Wir ko¨nnen die Teilmengensumme 42 aufteilen in 42 =
20 + 22, und wir erzeugen dann zuna¨chst anstelle der (5, 42)-Partitionierung von [ 20 ] eine
(9; 20, 20, 20, 20, 22, 22, 22, 22, 42)-Partitionierung, weil wir fu¨r die Teilmengensummen 20
bzw. 22 leicht Gauß-Partitionierungen finden ko¨nnen:
20 20 20 20 22 22 22 22 42
20 19 18 17 16 15 14 13 12




Es ist klar, dass, wenn fu¨r alle Teilmengen mit der Summe 20 und allen mit der Summe
22 eine Gauß-Aufteilung gefunden wird, die restlichen Zahlen als Summe die urspru¨ngliche
Teilmengensumme 42 ergeben mu¨ssen. Aus der gefundenen Partitionierung kann jetzt leicht
eine Partitionierung fu¨r die urspru¨ngliche (5, 42)-Partition bestimmt werden, na¨mlich durch
Vereinigung jeweils einer der Mengen mit der Summe 20 und einer mit der Summe 22:
T
1
= {6, 16, 20}
T
2
= {1, 7, 15, 19}
T
3
= {2, 8, 14, 18}
T
4
= {3, 9, 13, 17}
T
5
= {4, 5, 10, 11, 12}
Allgemein ist die Idee, fu¨r den Fall, dass t ≥ 2n ist, t aufzusplitten in t = n · y + z mit
n ≤ z < 2n und damit eine(
(y + 1) · (k − 1) + 1; t
1,1




, . . . , t
k−1,1













n, 1 ≤ j ≤ y
z, j = y + 1




Wir wissen, dass es fu¨r die t
ij
= n, 1 ≤ i ≤ k − 1, 1 ≤ j ≤ y, eine Gauß-Partitionierung
gibt. Falls diese auch fu¨r die t
iy+1 = z, 1 ≤ i ≤ k − 1, existieren, haben wir insgesamt
einfach eine Lo¨sung fu¨r (4.1) gefunden, die fu¨r die Bestimmung einer (k, t)-Partitionierung
geeignet vereinigt werden kann.
Es bleibt zu untersuchen, fu¨r welche Fa¨lle dieser Ansatz fu¨r eine effiziente Berechnung einer
(k, t)-Partitionierung von [n ] genutzt werden kann. Des Weiteren kann man versuchen, die
LITERATUR 14
Probleminstanzen in Klassen einzuteilen, so dass mo¨glicherweise Klassen entstehen, deren
Instanzen effizient gelo¨st werden ko¨nnen. Wenn man eindeutige Charakterisierungen findet,
kann man versuchen, die schwierigen Instanzen mit Ansa¨tzen wie Randomisierung oder mit
Heuristiken zu lo¨sen.
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