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Abstract
A method based on the kinetics of crystal growth has been developed and applied to the computation
of three-dimensional microstructure in austenite-matensite steels. The model takes into account the
phenomenological theory of martensite crystallography which can predict the shape and orientations
of martensite precisely. The interaction energy based on the plastic work model is taken into account
to compute the variant selection in an austenitic stainless steel and formation of martensite under ex-
ternally applied stress. This method is programmed in C++ and visualized with an in-house software
AcaVisual. This model is able to deal with every circumstance where the shape deformation due to
martensitic transformation is defined, provided that detailed crystallographic data is available.
To further investigate the processing-microstructure-property relationship in strong steel, a low
carbon steel has been selected to study its microstructure and property evolution under various pro-
cessing conditions. It is found that the interlamellar spacing increases as the number of pulses in-
creases. The addition of energy change due to electropulsing to the interfacial energy is thought to be
responsible for the increase in the spacing. It is noted that after a critical number of applied pulses,
the interlamellar spacing remains invariant to the further electropulsing. Mechanical properties are
examined as functions of the number of pulses and interlamellar spacing. It is shown that softening
occurs after 1000 times of current pulses which is attributed to the spheroidisation of the lamellar
structure. The present work also reports the experimental observation of electropulse-induced mi-
crostructural evolution in a ferritic-pearlitic steel at ambient temperature. Electropulsing treatment
leads to the formation of new cementite plates aligned with the current direction. These effects are
attributed to the reduction of the system free energy. It was thought that the enhancement of carbon
diffusivity, the generation of vacancies, and the reduction of electrical resistance under electropulsing
are factors that cannot be neglected.
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Chapter 1
Introduction
Thermomechanical processing is the development of microstructure during deformation and associ-
ated annealing treatments. This is a very important in the commercial production of steels. Marten-
sitic steels are among strong steels and shares some characteristics with ferritic, but boasts higher
levels of carbon. This means that they can be tempered and hardened and are thus useful in situations
where the strength of the steel is more important than its resistance to corrosion. The microstructure
of martensitic steels have been the subject of extensive research and many mathematical modelling
have been proposed to simulate this microstructure. However, new simulation techniques that can
realistically predict the microstructure of steels during themomechanical processing while decreasing
the computation expense is always necessary. One of the aims of this thesis is, thus, to develop a
new simulation method to tackle this problem. An effort has, also, been made to complement the
analytical and modelling technique that is reported in the current work with experimental studies.
For this purpose, another type of strong steels, ferritic-peralitic steel, was chosen. Pearlite with its
composite-like structure of ductile ferrite and high-strength cementite is the base, or substantial struc-
tural constituent of many high strength steels. It was also the aim of the current work to study and
develop a more effective. lower cost and resource conservation technology than conventional ther-
momechanical processes, in order to refine the microstructure of ferritic-perlitic steel and improve
its mechanical properties. Electropusling treatment, as an important instantaneous high energy input
processing technique, attracts a lot of attention from materials scientists and engineers due to its high
efficiency in refining the microstructure and improving mechanical properties of alloys. The current
work aims at investigating the potency of electropulsing treatment as a new processing method for
refining and improving the strength and ductility of strong steels.
If a steel is quenched rapidly from the austenite phase, a diffusionless transformation may occur
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which causes the formation of martensite. This type of transformation is called displacive transfor-
mation. The transformation is accompanied with dilatational and shear strains of about 0.03 and 0.22-
0.26, respectively [1, 2]. In some cases, there is a few percent of retained austenite. In martensitic
transformation the individual atomic movement is less than one interatomic spacing. Furthermore,
it is well known that various thermomechanical processing conditions (TMPC) could greatly affect
the microstructure and alter the properties of materials. Because of the technological importance of
martensitic steels, a simulation which could describe the microstructure and texture precisely during
the transformation as well as after various plastic deformations seems to be necessary. A seminal
part of the work presented in this thesis is, therefore, dedicated to deducing a mathematical algorithm
based on the kinetics of transformation and phenomenological theory of martensite crystallography
in order to develop a model for 3D simulation of martensitic microstructure. An effort has been made
to model this transformation in both a stress-free condition and under an externally applied system of
stresses. The crystallography and kinetics of martensitic transformation are studied in details in the
first part of chapter two (literature review) as well as chapter three. The method and computational
simulation of this type of transformation are discussed in chapter four where the simulation results
are, also, presented.
As has been mentioned earlier, electropulsing can be a unique treatment in order to tailor the
microstructure of materials. Seeking for new simulation methods that are able to predict the evolution
of microstructure of strong steels after various thermomechanical processing along with investigating
the effect of electropulsing treatment on the microstructure of strong steels are, thus, the main focus
of the current research. This unique treatment that is more efficient than conventional processes in
refining the microstructure of strong steels, can be very beneficial to steel industry. The aim of this
research is, then, to develop these both paths alongside each other, i.e. the development of a method
that can simulate the microstructural evolution of strong steels during thermomechanical processing
as well as exploring the application of electropulsing treatment to strong steels. Electropulsing is an
add-on thermomechanical process which is able to profoundly affect the microstructure of material
and consequently alters its properties. A comprehensive review of the application of electropulsing
on metallic materials is presented in the second part of chapter two. A 0.14 wt % carbon frritic-
pearlitic steels was chosen in order to investigate the effect of this treatment on the microstructure and
mechanical properties of strong steels. The experimental results are presented in chapter five. This
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could provide qualitative information that can be integrated with an appropriate simulation technique
such as phase field to provide an in depth insight into the dynamics of electropulsing treatment.
The previously reported models based on phase field technique which have been proposed for
the martensitic transformation is now briefly discussed. Phase field modelling is mainly based on
Ginzburg-Landau theory which is basically a phenomenological theory for second order phase trans-
formations. The derivation of the equations which describe the evolution of the phase field parameters
is normally done using the kinetics of transformations and thermodynamics principles while the mate-
rials specific properties are introduced into the models using phenomenological variables derived from
experimental and theoretical data. To describe the microstructure, sets of conserved and uncoserved
parameters are first defined. These field parameters are continuous over the interfaces and can sep-
arate the neighbourhood structures. The temporal and spatial evolution of such field parameters are
usually controlled using two different equations: the Cahn-Hilliard nonlinear diffusion equation [3]
and the Ginzburg-Landau relaxation equation [4]. Introduction of various thermodynamics and kinet-
ics principles makes phase field modelling capable of predicting complex microstructure. However,
phase field modelling could be sometimes mathematically cumbersome. As a consequence, the need
for a fast computational method which could describe the martensitic microstructure precisely is felt.
One of the main aims of chapter two is to explain the phenomenological theory of martensite
crystallography which can predict the shape and crystallographic orientations of martensite precisely.
The most important characteristic of martensitic transformation is its shape deformation. This de-
formation possesses the characteristic of invariant-plane strain (IPS) [1]. Throughout this chapter, it
will be shown that the combination of Bain strain and a rigid body rotation produces an invariant-line
strain (ILS). However, the deformation due to martensitic transformation possesses the characteristic
of invariant-plane strain (IPS) [1]. This problem (the inconsistency between experimentally observed
shape deformation and the lattice strain) can be resolved by the application of the phenomenological
theory of martensite crystallography.
In the third chapter, the kinetics of martensitic transformations including the empirical equation
describing the volume fraction of martensite during transformation, the influence of alloying elements
on the Ms temperature and the nucleation rate of martensite plates in both isothermal and continuous
cooling are discussed. If an external system of stresses is applied, variant selection occur. The extent
of variant selection depends on the mechanical free energy whose magnitude, in turn, depends on the
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orientation of the variant. During variant selection, those variants whose transformation strains com-
ply with the applied stress are favoured. Since the martensitic transformation is a plastic deformation,
the plastic model of Patel and Cohen [5] has been employed in the model to determine the interaction
energy between applied stress and martensite plates. This plastic model will be also discussed in
detail in chapter three. Finally, these effects as well as the theory of martensite crystallography are
programmed into C++ Language and 3D simulated results are presented. This method is much faster
than phase field model while its mathematical form is also simple.
The computational method proposed in this thesis is capable of simulating the martensitic trans-
formation in a polycrystalline austenite. The possible improvements that could be made to the current
code is discussed in the same chapter. It is noted that such a 3D simulated microstructure could be
employed to deduce various microstructural parameters such as the fraction of interfaces and to pre-
dict the mechanical properties. Various deformations have been considered in the model, namely,
plain strain, axissymmetry tension, axisymmetry compression and simple shear. The microstructures
after the mentioned deformations have been, also, simulated. Finally, a mathematical formula has
been proposed to predict the mechanical properties after various thermomechanical processing condi-
tions. The numerical results have been compared with experimental results and shown to be in good
agreement.
Other parts of this thesis are dedicated to the effect of electric current on the evolution of mi-
crostructure of a strong steel at the ambient temperature as well as high temperatures, where the
diffusion of both interstitial and substitutional atoms are easier. It is well-known that the electric po-
tential difference acting on a metal causes the free electrons to drift from low electrical potential to
high electrical potential. During this process, the electrons are scattered by the atomic cores. Such an
effect leads to unsymmetrical distribution of electrons around dislocations generating a net electro-
magnetic force. This force can produce electromigration. The second part of chapter two describes
the phenomenological description of electromigration. The nature of the force which involves ”elec-
tron wind” and ”electrostatic” is discussed. The electrostatic force acts on the moving ion while the
electron wind force represents the interaction between moving charge carriers which is in general the
larger component of electromigration[6]. A review of the previously reported data is, also, presented
in order to explain the effects of electric current (both alternating and direct currents, the effect of fre-
quency and current density) on the solid-state phase transformations and microstructural evolutions
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in various alloying systems.
The electropulsing treatment has been carried out for a 0.14 wt.%C ferritic-pearlitic steel and the
experimental results are presented in chapter 5. The effects of electropulsing on the microstructure,
i.e. interlamellar spacing and electropulse-induced microstructural evolution, are rationalized using
the free energy change due to the treatment. It is shown that electric current pulses tend to configure
the structure in a way to lower its resistance. This effect is believed to be the main reason for occur-
rence of such phenomena. It was the aim of these series of experiments to provide information that
can be used for the modelling of the evolution of microstructure and mechanical properties of strong
steels during such a unique thermomechanical processing.
Final chapter of the thesis summarizes the findings of the current work and discusses how to fur-
ther develop the computational method for modelling the microstructure evolution of strong steels
during such a unique thermomechanical processing as electropulsing. It will be shown that elec-
tropulsing at different temperatures, i.e. room temperature or a higher temperature in austenite field,
may result in various microstructures. As our understanding of the mechanisms by which the elec-
tropulsing affects the microstructure is very limited, this treatment could be further investigated to
discover how various treatment parameters, such as different frequency, duration or current density
may change the evolutions of microstructure and morphologies. Such experimental data could provide
important input data for computer simulations of 3D simulation of microstructure after the treatment.
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Chapter 2
Literature review
2.1 Martensite crystallography
Martensitic transformation in steels normally occurs in an athermal manner, during cooling in a tem-
perature range that can be accurately determined for different steels. When the martensitic transfor-
mation occurs, the austenite transforms to martensite through a shape change which is an invariant-
plane strain (IPS) [1]. Interestingly, the rate of martensitic transformation can reach the speed of
sound in metals. The main purpose of this chapter is to consider some of the characteristic of marten-
sitic transformation including its crystallography, and to examine how the external stresses affect the
transformation.
In the last few decades, the phase field modelling has been used as a powerful computational
method for predicting morphological and microstructural evolution in martensitic phase transforma-
tion. Different models have been put forward by various groups of scientists, for instance, Falk [22]
proposed a one dimensional model for martensitic phase transformation and exploited the shear strain
as the order parameter. Barsch and Krumhansl [18, 25] derived governing equation for proper marten-
sitic phase transformation through Ginzburg-Landau theory. Saxena et al. [16] and Rasmussen et al.
[26] worked with dimensionless and scaled local deviatoric strains as order parameter, Ahluwalia et
al. [28] introduced a polycrystal model based on the continuum elasticity. Cui et al. [29] proposed
a two dimensional model for generic hexagonal to orthorhombic phase transformation, Shchyglo et
al. [30] suggested a systematic way to construct the Landau free energy function in NiTi and NiTiCu
shape memory alloys. Wang and Khachaturyan [31] proposed a realistic three-dimensional phase
field simulation for the generic improper cubic to tetragonal transformation in a single constrained
crystal. Li et al. [33] presented a model to predict the precipitation of rhombohedral in a cubic
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matrix in Ti11Ni14. Artemev et al. [36] studied the effect of external stress on martensitic phase
transformation and shown that external stresses increase the production of those variants which are
favoured by applied stresses. Artemev et al. [32] also suggested a model for proper martensitic trans-
formation and simulated two different types of cubic to tetragonal transformation. Jin et al. [37]
presented a phase field model for the cubic to trigonal transformation in AuCd alloy. Yamanaka et
al. [43] suggested an elastoplastic model to simulate cubic to tetragonal transformation for an elastic
perfectly plastic material. Recently, Levitas et al. developed the Ginzburg-Landau theory for proper
martensitic phase transformation in various aspects. They proposed their model in three papers: in the
first paper [50], 2-3-4 polynomial for thermal part of Gibbs energy was used and the transformation
strain was coupled with the order parameter through a 2-3-4 polynomial or quadratic; in the sec-
ond paper [53], the austenite-martensite Landau model was developed to cover martensite-martensite
transformations; and in the third paper [21], it is shown that the 2-3-4-5 polynomial is not the only
Landau potential that could be used and alternative Landau potentials were introduced, notably the
2-4-6 polynomial in the Cartesian coordinate system, and two potentials in the hyperspherical coor-
dinate system. All these researches among others have revealed the huge capabilities of phase field
modelling in predicting the microstructure evolutions at mesoscale. However, this method could be
sometimes mathematically cumbersome. Therefore, the need for fast computational methods for the
simulation of the microstructure evolution is becoming important.
2.2 Shape deformation
Apart from the obvious crystallographic dependence of martensite plate, another feature of the mi-
crostructure is the habit plane. The habit plane is a plane common to both austenite and martensite
in which all directions and angular separations in the plane are undistorted during the transformation.
Since the habit plane remains crystalline with no change in the relative position of atoms, the marten-
sitic transformation must take place by a homogeneous shear parallel to the plane. 4% expansion
associated with the transformation implies that dilatation normal to the habit plane is necessary. A
strain of this type consisting of a shear parallel to the habit plane plus a dilatation perpendicular to the
habit plane is termed Invariant-plane strain (IPS). Such a shape deformation is schematically shown
in Fig. 2.1. In this figure, the squares represent the shape before deformation and parameters δ, S
and m are the magnitudes of the dilatational strain, shear strain and total displacement, respectively.
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It has been known for some time that S ' 0.22− 0.26 and δ = 0.03 [2]. z1 and z3 corresponds to the
unit vector parallel to the shear component of deformation and normal to the habit plane, respectively.
Fig.2.1a represents the pure dilatational deformation and the shape change due to this invariant-plane
strain gives the volume change associated with the transformation.
Fig.2.1b illustrates a simple shear IPS resulting in no volume change. This particular IPS is similar
to a situation when a dislocation shears a crystal plane. In Fig.2.1c, the general IPS is shown which
includes both a volume change and a shear. Now, if we assume that d is a unit vector in the direction
of displacements, md represents the displacement vector which can be factorised as md = sz1 + δz3
[1]. As it is evident from the magnitudes of dilatation and shear components of transformation strain,
they are much larger than elastic strains in a tensile test (order of 10−3) and therefore such a large
deformation significantly affect the microstructure and properties of material.
Martensite forms in 24 crystallographic variants in each austenite grain. The chemical driving
force ∆G which depends on the composition and transformation temperature applies to all the vari-
ants equally. Generally, each variant has an equal chance of existence. The variant selection occurs
if the transformation develops under the externally applied system of stresses. Since martensitic
transformation is a deformation, an externally applied stress will favour those variants that comply
with the stress and as a result variant selection occurs [5]. The interactions between martensite and
these stresses affect the mechanical free energy of the individual variants depending on their crystal-
lographic orientation and will produce an energy which adds to the chemical driving force. Variant
selection occurs when the interaction energy is large enough compared to the chemical free energy
∆G [57, 58].
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(a) uniaxial tension
(b) simple shear
(c) general IPS
Figure 2.1: Three kinds of invariant-plane strains [1].
Different approaches have been used to calculate the interaction energy U between applied stress
and the transformation strain. Humbert et al. [58] used a method based on the elasticity theory rather
than the plastic model of Patel and Cohen [5]. However, since the transformation strain is plastic,
the plastic work explained in Ref [5] gives the correct value of interaction energy [57]. This will be
discussed later in chapter 4. According to Patel and Cohen, the interaction energy between the applied
stress and martensitic transformation can be simply described as:
U = σN × δ + τ × s (2.1)
where σN and τ are the normal component of stress and corresponding resolved shear stress on
the habit plane in the shear direction, δ and s represent the dilatational and corresponding shear strains
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due to martensitic transformation, respectively.
Figure 2.2: Resolution of the applied stress σA.
Fig.2.2 shows the resolution of applied stress σA. As it is shown, both normal stress σN and
shear stress τ act on the habit plane. τmax is the maximum shear stress on the habit plane and τ is
determined by resolving τmax in the direction of shear displacement of the shape deformation. This
direction is denoted by the vector d. It is to be noted that the direction of d is slightly different
from the displacement vector of the IPS, which has an additional dilatational component [2]. When
the normal stress is tensile, σ is positive, while the compressive stress makes its numerical value
negative. The shear component of the stress is always positive during uniaxial loading [5]. This
implies that shear stresses will always aid the transformation while the normal stress may stimulate
the martensitic transformation if it is tensile, or oppose it in the case that this component of stress is
compressive.
2.3 Phenomenological theory of martensite crystallography
In 1924, Bain showed how the BCT structure could be constructed from the FCC lattice with the min-
imum change in strain to the parent structure. However, Bain strain is proved to be insufficient to rep-
resent the crystallographic change during transformation [1, 2, 93]. Bowles and Mackenzie [59, 60]
resolved this problem by proposing the phenomenological theory of martensite crystallography. As it
has been mention earlier, martensite reaction is accompanied by a dilatational and a shear strain, but
the shear component of strain is generally cancelled on a macroscopic scale when various variants of
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martensite form. The orientation relationship between austenite and martensite was frequently con-
sidered to follow Kurdjumov-Sachs (KS) or Nishiyama-Wasserman (NW)[61, 62, 63, 64], but it is
now well established that the true relationship must be irrational in order to result in an invariant-line
between the parent and product structures [59, 60, 1, 65]. Although this irrational relation slightly
differs from the KS or NW orientations, it is vital because the invariant-line is required for the occur-
rence of martensitic transformation [1]. Invariant-line will be discussed later in this chapter and the
theory that is able to describe it will be presented.
2.3.1 Definition of a basis
Fig.2.3 shows a unit cell of austenite formed by the three right handed orthogonal vectors a1, a2 and
a3 each of which with the magnitude of aγ , the lattice parameter of austenite. This reference frame
is called an orthogonal basis and is in a particular case where all these three unit vectors are mutually
perpendicular. The notations used in this thesis are due to Bowles and Mackenzie [59]. ’A’ refers to
an orthonormal basis and ’A∗’ represents its corresponding reciprocal basis. In an orthonormal basis,
any row vector p = (p1, p2, p3) can be represented as (p; A) and any column vector d = [d1, d2, d3]
is expressed as [A;d]. For a detailed description of the notations, the reader is referred to Ref.[1].
The coordinate transformation matrix can be expressed by a 3× 3 matrix which will be denoted
hereafter as (B J A). Such a matrix transforms the components of vectors referred to the A basis to
those in the B basis. For example, the components of a column vector u can be transformed between
such bases using by the application of (B J A) as follows:
[B;u] = (B J A)[A;u] (2.2)
The inverse and transpose matrices of (B J A) is expressed as (A J B) and (B J′ A). Any deforma-
tion in the austenite reference frame can be represented as (γ S γ). Because the deformation matrix
does not lead to any change of basis, the basis symbol is the same in the both side of S. Rotation can
be, similarly, expressed as (γ J γ).
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Figure 2.3: An unit cell of FCC crystal.
2.3.2 Invariant-line strain
It is well-known that the lattice deformation in a displacive transformation has to have an invariant
line, so that the Bain strain has to be combined with an appropriate rigid body rotation in order to
characterize the total lattice deformation. This explains why the experimentally observed orientation
relationships between austenite and martensite does not agree with K-S relationship. It is, then, essen-
tial for the α′/γ interface to be glissile [1] to produce an invariant line. A line is called invariant when
it is undistorted and unrotated by the invariant-line strain (ILS). The need to contain an invariant line
in the α′/γ interface implies that the Bain strain does not in itself constitute the total transformation
strain, which can be factorized into the Bain strain and a suitable rigid body rotation. It is this total
deformation that defines the final orientation relationship although the Bain strain accomplishes the
total FCC to BCC lattice change [1]. It has to be noted that the Bain strain and the rigid body rotation
are not physically distinct. The following factorization of the total transformation strain is merely a
mathematical convenience. Fig.2.4 illustrates that a FCC unit cell can also be represented as a BCT
structure. However, expansion along b1 and b2 and a compression along the b3 axis are required in
order to obtain the martensite cell lattice (BCC). This transformation from a BCT lattice to a BCC
cell is called Bain strain (γ B γ).
If a sphere shown in Fig.2.5a represents the austenite unit cell, after Bain strain it will be, then,
distorted to an ellipsoid with two axes expanded (by≈ 12%) and the third axis contracted (by≈ 20%).
12
After Bain distortion, Fig2.5b, the only vectors that are not extended or contracted are A′B′ and C ′D′.
However, these two lines are rotated by an angle θ and they are not invariant. This clearly shows that
Bain strain on its own does not fulfil the requirements of leaving an invariant line. Hence, the key
to the crystallographic theory of martensitic transformation is to consider an additional rigid body
rotation which leaves the initial and final line C′D′ unextended and undistorted. This is schematically
illustrated in Fig.2.5c. The overall deformation involving the Bain strain plus a rigid body rotation
can be expressed as:
(γ S γ) = (γ B γ)(γ J γ) (2.3)
However, the combination of the Bain strain and rigid body rotation is not a pure strain because
the principal axes are now rotated to new positions a′i.
It is often necessary to represent invariant-plane strains in a crystallographic basis. This can be
done by the similarity transformation law [1]. To factorize the invariant plane strain, consider an
austenite grain with sample axes which are represented by an orthonormal set of basis vectors [γ; a1],
[γ, a2], and [γ, a3]. The real basis is referred to as ’γ’ and its corresponding reciprocal basis is defined
using the basis symbol ’γ∗’. If (S J γ) represents the co-ordinate transformation from the basis γ to
S, we have:
(S Pi S) = (S J γ)(γ Pi γ)(γ J S) (2.4)
By expansion of this equation, the IPS can be represented by a 3 × 3 matrix (γ P γ) such that
[1, 59, 66]:
(γ P γ) =

1 +md1p1 md1p2 md1p3
md2p1 1 +md2p2 md2p3
md3p1 md3p2 1 +md3p3
 (2.5)
where [γ; d] = [d1, d2, d3] are the components of d in the γ basis, a unit vector which points toward
the direction of the displacement. [p, γ∗] are the component of the unit invariant-plane normal in the
γ∗ basis (normal to the habit plane). m stands for the magnitude of the shape deformation. Eq.2.5 can
be simplified as:
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(γ P γ) = I +m[γ; d](p; γ∗) (2.6)
(a)
(b)
(c)
Figure 2.4: (a) Austenite unit cell (b) Relationships between FCC and BCT cells of austenite (c)
Deformation due to Bain strain which transforms a BCT unit cell (green) to BCC cell (orange)
However, lattice transformation strain (γ S γ) which is an invariant line strain does not match
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with the observed shape deformation (γ P γ). This problem has been addressed with the help of
the phenomenological theory of martensite crystallography. Fig.2.6a represents the austenite crystal.
During the martensitic transformation, the shape of austenite crystal changes to that of Fig.2.6b. This
transformation is an invariant-plane strain which leads to the correct shape but wrong structure as an
IPS cannot transform FCC austenite to martensite structure [1].
(a) (b)
(c)
Figure 2.5: (a) and (b) Bain distortion is shown by the pure deformation in compressing a sphere
elastically to the shape of an oblate ellipsoid. This deformation consists of two expansion axes and
one contraction axis (c) represents the ILS achieved by the combination of Bain strain and the rigid
body rotation.
To obtain the correct crystal structure another IPS is required to change the intermediate structure
of Fig.2.6b to BCC martensite shown in Fig2.6c. If we assume that this second IPS ((γ Q γ) has a
magnitude of ’n’ acting in the unit direction [γ; e] on a plane with unit normal (q; γ∗), then we have:
(γ Q γ) = I + n[γ; e](q; γ∗) (2.7)
Clearly, the combination of two IPSs results in an invariant-line strain, i.e. (F P F)(F Q F) leaves
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an invariant line.
Figure 2.6: Schematic illustration of the phenomenological theory of martensite [1].
The second IPS, (γ Q γ), must be selected in such a way that the final ILS be equal to (γ S γ),
which is the required ILS for the transformation from FCC structure to BCC martensite. However,
such a combination leads to a wrong shape because of an extra shape deformation resulted from
the second IPS. Hence, the shape change due to (γ Q γ) needs to be cancelled without causing any
change in the structure. Such a transformation is possible through a lattice-invariant, a deformation
which does not change the symmetry and the dimensions of the parent unit cell [59, 60, 93]. Thus, to
obtain the correct shape and correct structure (Fig.2.6d,e) an inhomogeneous lattice-invariant such as
twinning or slip is required. As (γ Q γ) must not leads to any volume change, any dilatational strain
is entirely ascribed to (γ P γ). It is worth to mention that the determinant of a given deformation
matrix gives the ratio of the volume after deformation to the total volume: det(γ P γ) = det(γ S γ)
[1].
We are now able to summarize the theory of martensite as follows:
(γ S γ) = (γ J γ)(γ B γ) = (γ P γ)(γ Q γ) (2.8)
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2.3.3 Mathematical factorisation of invariant-line strain
It might be of interest if we look at this problem from the mathematical point of view. Bowles and
Mackenzie [59, 60] derived the mathematical expression for invariant-line strain for the first time. An
ILS can be characterized by the presence of an invariant line [γ;xi] and an invariant normal (ni; γ∗)
such that:
(γ S γ)[γ;xi] = [γ;xi] (2.9)
and
(ni; γ
∗)(γ S γ)−1 = (ni; γ∗) (2.10)
Consider a plane with plane normal (p2; γ∗) which contains the line [γ; xi]. The displacement of
all the vectors on this plane can be obtained by an invariant-plane strain on another plane which also
contains [γ; xi] with a plane normal (p1; γ∗). Assuming [γ; y2] to be a definite vector on the plane with
normal (p2; γ∗), we can, then, conclude that:
(p2; γ
∗)[γ; y2] = (p2; γ∗)[γ; xi] = 0 (2.11)
Now, we can express any vector on the plane (p2; γ∗) as x = ay2 + bxi where x, y2 and xi are all
column vectors.The displacement of vector x due to the invariant-line strain is given by:
Sx− x = a[Sy2 − y2] + b[Sxi − xi] = a[Sy2 − y2] (2.12)
Eq.2.12 shows that the displacement direction is identical for any vector x on the plane (p2; γ∗).
Moreover, because [ni; γ∗][Sx− x] = 0, the displacement of the vectors on the plane (p2; γ∗) lies in
the plane with the normal [ni; γ∗]. An invariant-plane strain on the plane (p1; γ∗) due to invariant-line
strain,(γ S γ) is given by:
(γ P1 γ) = I + k[Sy2 − y2](p1; γ∗) (2.13)
If a = k(p1; γ∗)[ay2 + bxi] = (p1; γ∗), then the displacement of the vector [γ;x] due to the ILS
(γ S γ), and IPS (γ P1 γ) is identical. Since the plane (p1; γ∗) is distinct from the plane (p2; γ∗),
then we have (p1; γ∗)[γ; y2] 6= 0. Therefore, a unique value exist for k for all the vectors x. The
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invariant-plane strain on the plane (p1; γ∗) can, thus, be expressed as:
(γ P1 γ) = I + [Sy2 − y2](p1; γ∗)/((p1; γ∗)y2) (2.14)
The invariant plane generated from the plane (p2; γ∗) due to invariant-line strain can be expressed
as: (p2; γ∗)(γ P1 γ)−1. Now, consider a vector [γ, y1] distinct from [γ;xi] to be any vector on the
plane (p1; γ∗). The IPS on this plane has to transform all the vectors to their final positions. Such an
IPS can be expressed as:
(γ P2 γ) = I + [Sy1 − y1](p2; γ∗)/((p2; γ∗)S−1y1) (2.15)
Consequently, one can factorise the invariant-line strain as:
(γ P1 γ) = {I + [Sy2 − y2](p1; γ∗)/((p1; γ∗)y2)}
{I + [Sy1 − y1](p2; γ∗)/((p2; γ∗)S−1y1)}
(2.16)
It is, thus, mathematically proven that any invariant-line strain can be factorized into two invariant-
plane strains. This mathematical factorization of ILS is employed in computational simulation that
will be discussed in chapter four.
2.4 Orientation relationship between austenite and martensite
It is well known that there exist 24 variants of martensite for example according to Kurdjumov-Sachs
orientation relationship. Therefore, it is of importance to define the crystallographic relationship
(α J γ) between the product martensite and the parent austenite. If (γ S γ) represents the total trans-
formation strain then we have [1]:
(α J γ)(γ S γ) = (α C γ) (2.17)
where (α C γ) represents the Bain correspondence matrix. The matrix representing orientation
relationship can thus be expressed as:
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(α J γ) = (α C γ)(γ S γ)−1 (2.18)
For instance, the Bain correspondence matrix in the austenite reference frame can be shown to be:
(α C γ) =

1 1 0
1 1 0
0 0 1
 (2.19)
The 24 (α J γ) matrices, can be determined by multipying (α J γ) with each of the symmetry
matrices in turn. Each (α J γ) is associated with a variant of the habit plane and displacement vectors.
2.5 Variant selection
2.5.1 Stress-induced transformation texture
It is well established that the crystallographic texture of materials can be determined by measuring
the intensities of diffracted X-rays in pole figures [67]. Texture in rolled sheets, for instance, is
usually expressed as {hkl} < uvw > indicating the {hkl} planes is parallel to the sheet surface and
the rolling direction lies parallel to the < uvw > direction. However, the texture is usually more
complex containing many components i, each of which with a weighting factor λi indicating the
relative intensity of that particular component:
n∑
i=1
λi{hkl} < uvw > (2.20)
200 pole figure is usually used for visualizing texture components. For example, Fig.2.7 a,b
demonstrates the position of a 200 pole figure relative to the rolling (RD) and traverse (TD) direc-
tions for some well known deformation or recrystallization components of martensite and austenite
respectively.
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(a)
(b)
Figure 2.7: 200 pole figures illustrating the position of components for (a) martensite and (b) asutenite
[68].
As it is shown in Fig.2.7, the {332}α′ < 113 >α′ component of martensite is produced from
{110}γ < 112 >γ , while {113}α′ < 110 >α′ forms from austenite with {112}γ < 111 >γ texture.
It is also noted that {110}α′ < 011 >α′ component is derived from the Cube component of austenite
which is {100}γ < 001 >γ [68].
2.5.2 Transformation texture formed from strained austenite
Variant selection plays a key role in the formation of transformation texture. The chemical driving
force which depends on the composition and transformation temperature applies to all the 24 variants
of martensite equally. Therefore, each variant has an equal chance of existence. However, since
martensitic transformation is a deformation, an externally applied stress will favour those variants
that comply with the stress and as a result variant selection occurs [5]. For instance, Gey et al. [69] in
their analysis of an austenitic stainless steel
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Figure 2.8: (a) The experimental pole figure showing Cube textured austenite (b) The experimental
α′ martensite variants produced from Cube type deformation texture in austenite (c) The simulated
results of martensite texture formed from the Cube type deformation texture without considering
variant selection [69].
discovered that not all the 24 martensitic variants form during transformation under tensile
deformation.
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Figure 2.9: (a) The experimental pole figure showing Goss textured austenite (b) The experimental
α′ martensite variants produced from Goss type deformation texture in austenite (c) The simulated
results of martensite texture formed from the Cube type deformation texture without considering
variant selection [69].
They demonstrated the selection of particular variants by comparing the measured pole figure with
calculated pole figures for all 24 crystallographic variants of martensite. Fig.2.8a and 2.9a demon-
strate the experimentally measured Cube and Goss texture components of austenite while Fig.2.8b,c
and Fig.2.9b,c represent the subsequent martensite texture due to those components. Comparing the
experimentally determined transformation texture (Fig.2.8b and 2.9b) with the calculated martensitic
texture without imposing variant selection (Fig.2.8c and 2.9c) clearly shows that variant selection
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results in a stronger texture.
2.5.3 Variant Selection models
Various variant selection models have been proposed with different groups of scientists. These models
include: shape deformation model, Bokros-Parker (BP) model, Twinning-Shear (TS) model, and
Bain-Strain (BS) model. Each of these variant-selection models is now discussed.
Shape deformation model: Patel and Cohen [5] proposed an equation to determine the inter-
action energy between a martensite plate and the externally applied stress (Eq.2.1). As the angle
between the plane normal and the applied stress imposing on the habit plane differs for each marten-
site variant, the values of σN and τ vary for various variants resulting in a distinct value of ∆Gmech.
Variants with the greater values of ∆Gmech have the greater chance of existence. This model is appli-
cable when the value of the applied stress is less than the yield strength of austenite. However, it can
be shown that this model is also appropriate in the plastic region.
Bokros-Parker (BP) Model: Bokros and Parker [71] studied the plastically deformed single
crystals of Fe-Ni, and found that the martensite variants with habit planes roughly perpendicular to
the active slip systems have the greater possibility of forming. They, thus, proposed that there exists
an interaction between the habit plane variants and slip planes. This was later supported by Durlu et
al [72]. This phenomenon was explained by the generation of anisotropic dislocation structures which
intervene the growth of martensite plates. Recently, it was shown by Chatterjee et al. [73] that such
an effect becomes prominent at larger strains.
Twinning-Shear (TS) model: In a study of the double shear mechanism of martensite crystal-
lography, Higo et al. [74] proposed that the first shear forming during the martensitic transformation
is the one which is affected by the externally applied stress. They argued that the first shear in
{111}γ < 111 >γ direction is responsible for the initiation of martensitic transformation. Their re-
sults were in agreement with the mechanism for martensite formation proposed by Bogers and Burger
[75]. The Bogers and Burger’s mechanism was based on dislocation movement and addressed the ori-
entation relationship between austenite and martensite using the dislocation movement mechanism on
appropriate slip planes. Other scientists also developed their models based on this concept [76, 77].
This theory was able to predict the orientation relationship correctly. However, it fails to describe the
habit plane and shape deformation matrix which are necessary for the transformation.
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Bain-Strain (BS) model: This was proposed by Furubayashi et al. [78, 79]. This model was
based on the interaction between Bain strain and the externally applied stress. They studied the
three Bain variants in martensite and argued that a compressive stress which is applied in the [100]γ
compression axis encourages the growth of those variants originated from [100]γ Bain distribution.
This model is only applicable to transformation occurring during rolling and after rolling.
Furubayashi et al. [78] simulated the Cu-type rolling textured austenite to martensite and com-
pared the calculated results with experiment in a Fe-Ni steel. Comparing the experimental texture,
Fig.2.10, with the calculated texture based on Bokros-Parker model (Fig.2.10b) and model predic-
tion according to TS theory, we can conclude that Twinning-Shear model is more successful than
Bokros-Parker theory texture prediction.
Figure 2.10: (a) The experimental pole figure showing martensite texture produced from Cu-type
textured austenite (b) Simulation results based on BP model (c) Simulation results based on TS model.
[69].
Fig.2.11 compares the experimental textures with calculated results based on BS theory. As it
is evident from this figures, Bain-Strain model produced the more accurate texture than the models
discussed so far. However, Bain orientation deviates by 9.7◦ and 11.0◦ from Nishiyama-Wasserman
and Kurdjumov-Sachs orientation relationships. Moreover, the total deformation due to the formation
of martensite is ignored by both BS and TS models. There models, thus, may fail if the transformation
strain is required.
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Figure 2.11: The experimental pole figure showing martensite texture produced from Cu-type textured
austenite (a) after rolling (b) texture during. Simulation results based on BS model (c) after rolling
(d) texture during rolling. [69].
Furubayashi et al. did not provide a comparison between the shape deformation model with
other theories. However, as this model exploits the total deformation of martensite transformation,
it can be implemented in order to predict the transformation texture more accurately. Kundu et al.
[57, 80, 81] used the combination of crystallographic theory and interaction energy calculated based
on the Patel-Cohen theory, and reliably predicted the overall texture due to martensitic transforma-
tion. Fig.2.12 shows a comparison between predicted results and the experimental one. Their model
used a self-consistent crystallographic data set in order to define each martensite plate and employed
the interaction energy given by Eq.2.1. Their simulation was successful in predicting the overall
transformation texture which develops in particular components of the textured austenite. However,
the detailed intensities may not be accurate since it was not clear how the transformed fraction and
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interaction energy could be related.
Figure 2.12: The experimental pole figure showing martensite texture produced from Cu-type textured
austenite (a) after rolling (b) texture during. Simulation results based on BS model (c) after rolling
(d) texture during rolling. [69].
2.6 Electric current pulses and phase transformations
It is well known that phase transformations can be controlled by imposing various environmental
conditions on the system. Electropulsing is one of the treatments that reportedly alters the kinetics
of phase transformations in steels by adding an extra energy to the system free energy. Hereafter, the
term electromigration is used to represent the kinetics of electropulse on metals [6].
The first systematic study on the electromigration theory was done by Seith and Wever [105].
Their study provided the first evidence regarding the nature of driving force for electromigration.
Their observations in Hume-Rothery alloys showed that the momentum exchange with the charge
carriers, such as electrons and holes, provides an important driving force for electromigration. He,
thus, proposed that the electron wind force plays a key role in inducing mass motion. Later, this
concept was formulated by Fiks [106] and Huntington and Grone [74]. For a comprehensive review
of this period, the reader is referred to the reviews by Huntington [6], and Ho and Kwok [108].
The technological aspects of electromigration appeared to be rather minor for several decades.
However, it has recently proved to be a very useful and effective technique for producing novel mi-
crostructures. In the last few decades, electropulsing treatment has been the subject of intensive
researches. The aim of this chapter is , firstly, to provide a formal background for describing electro-
migration theory and secondly to explore the effect of the electric current on the thermodynamics and
the kinetics of various solid state phase transformations. Although the formulation is formal, it would
be useful in clarifying the nature of electromigration force resulted from the interaction of the charge
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carriers and moving atoms.
2.6.1 Phenomenological description of electromigration
The effective driving force due to electromigration can be expressed:
Feff = |e|Z∗E (2.21)
where |e| stands for the absolute value of electronic charge, and E is the electric field. Z∗ is a pa-
rameter representing the effective valence. Basically, Z∗ describes the strength of the electromigration
effect and includes the electrostatic and electron wind effects. It follows [6]:
Z∗ = Ze + Zw (2.22)
Ze stands for electrostatic force and its value equals to that of the ion’s nominal valence, and Zw
represents the electron wind force. In general, the electron wind force has a larger contribution to the
overall driving force than electrostatic force.
Electron wind force
The first attempt to theorize the electromigration was made by Fiks [106] and Huntington and Grone
[107]. Their theory was simple in formalism and is called the ballistic model. This model was based
on the collision between the charge carriers and the jumping atoms of the metal. The wind force
calculated from the momentum per unit time which is transferred through the collisions of the current
carrying charges and moving atoms can be described as follows [6]:
Zw = neλeσe (2.23)
where ne is the electron density. λe is the mean free path between collisions and is the product
of the average velocity of electrons (ve) and relaxation time (τe). σe represents the atom’s cross
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section for collision with the electrons. This formulation was later developed in order to cover the
contribution from the positive holes as follows [109]:
Zw = −neλeσe + nhλhσh (2.24)
Note that the negative sign is a convention to define the different contribution of electrons and
positive holes into the electron wind force. The treatment by Huntington and Grone considers the
change of the electric states resulted from electron-ion collision. It describes the transition from an
initial to a final state of the scattered electrons using a probability matrix. In a subsequent modifica-
tion, the pseudomomentum (the momentum of the electron plus lattice) was considered rather than
the momentum of the electron as a free particle to take into account the scattering of the holes [110].
It was also emphasized that the force is not a constant quantity during diffusion jump. Therefore, the
calculation of the force on the ion was obtained by integrating the transition matrix over the jumping
path of the moving atom. They added a parameter of specific defect resistivity to incorporate the
non-interstitial type of motion, i.e. the jumping process of the substitutional atom at the saddle point.
The final result expresses the effective charge due to wind force as:
Zw = −z(ρd
nd
)(
N
ρ
)
|m∗|
m∗
(2.25)
where z is the electron-atom ratio. The ratio between the specific resistivity between ρd/Nd of
the moving defect and ρ/N of the lattice atom describes a measure of the electron-ion scattering
during the jumping process. It is to be noted that the value of ρd/Nd is different for various jumping
mechanisms.
The first calculation of the driving force based on quantum mechanics was proposed by Bosvieux
and Friedel [111]. In their model, the electron wind force was calculated by determining the direct
electrostatic force imposed by the electron charge density on the bare ion in the presence of the electric
field [108]. On this basis, the electron wind force can be expressed as:
Fwi =
∫
n(r)(− ∂Vb
∂Ri
)d3r (2.26)
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where n(r) represents the actual electron density under a condition where the electric field and
impurity present. Vb stands for the bare impurity potential located at position Ri. The electric field
effects, i.e. the modification of wavefunction due to the charge polarization and the displacement of
Fermi surface because of current flow, were assumed to be independent. These effects were deter-
mined using a self-consistent, time-independent perturbation method [108].
Comparing the Bosvieux-Fridel approach with ballistic model, one can conclude that although
the calculation of wind force based on the former using first-order perturbation theory is in essen-
tial agreement with the predictions of the latter, it considers the force imposed by the asymmetric
distribution in the surrendering of an impurity which is neglected in the ballistic approach. The
Bosvieux-Fridel model can, thus, be used to determine the wind force for real metals. It has been,
also, suggested that the total charge density n(r) resulting from the interaction between current car-
rying charges and the impurity and its neighbourhood, may be an important factor for understanding
electromigration in grain boundaries [108].
Electrostatic force
The calculation of the direct electrostatic action of the electric field has been subjected to some con-
troversy [112]. This controversy mainly arises from the shielding by the electronic fluid. Moreover,
since the effect of Ze is much smaller than that of Zw it requires very sensitive experiments to reveal
its influence. A nonquantum mechanical calculation by Huntington [113] revealed that the electro-
static force exerted on the moving atom is not affected by the shielding of the conduction electrons
due to the fact that the ion’s motion does not lead to any net displacement of the conduction electrons.
For a sophisticated quantum mechanical approach, the reader is referred to Ref. [114].
Irreversible thermodynamics
Huntington [6] treated the forced motion due to electromigration in a metal with several interacting
components in an abstract formulation within the framework of irreversible thermodynamics. The
outline of this formalism is presented in this section.
In a multicomponent system, the phenomenological equations for the motion of the atoms and the
current carrying charges near equilibrium can be expressed as [6]:
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Ji = −T−1
∑
j
Lij∇(µj + qjφ)− T−1Lieqe∇φ (2.27a)
Je = −T−1
∑
j
Lej∇(µj + qjφ)− T−1Leeqe∇φ (2.27b)
where L’s are the phenomenological coefficients of transport theory. The diagonal members are
related to the diffusion coefficients of the ith element except for Lee which involves the conductivity.
The non-diagonal elements include the correlation effects and divide into two types: Lij describes
the effect on the atomic jumps of the ith component because of the atomic jumps of the jth component.
According to Eq. 2.27 Lij not only affects the diffusion process through acting on the chemical
potential µj but also alters the electromigration process which relates to the electrical potential qjφ.
Lie is related to the interaction between the moving atom and the electrons, and hence, forms the
electron wind force which is often associated with the electrostatic force on the moving atom (qi∇φ)
resulting in the electromigration driving force.
Imposing the mass conservation condition, i.e.
∑
j Ji = 0 and mechanical equilibrium condition,
i.e.
∑
j∇(µj + qjφ) = 0 reduces the number of independent coefficients Lij . Moreover from the
balance between the vacancies and the mass transport of the moving atoms, we have:
Jv = −
∑
i
Ji (2.28)
Applying this condition enables us to transfer Eq.2.27a and b from the laboratory reference frame-
work to the lattice reference framework to track the mass transport in electromigration. This method
is widely used in measurement and is called the vacancy flux method [6]. Now the system is under
mechanical equilibrium and applying Onsager relation yields Lij = Lji. These simplifications pro-
vide a formal basis to determine the electromigration in a multicomponent system. For the application
of this treatment to several cases, the reader is referred to Ref.[6].
2.6.2 Diffusional solid state phase transformations under electric current flow
Electropulsing treatment has been shown to affect various solid state phase transformations such as
the formation of intermetallic compound, precipitation of both interstitial and substitutional solutes,
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crystallization of amorphous alloys and recrystallization and grain growth of cold worked metals. In
each transformation, the magnitude and sign of the electropulsing effect depends on the constituent
alloying elements and prior treatment of materials as well as the electropulsing parameters such as the
density and frequency of the current. In diffusion-controlled transformations, the electromigration is
thought to be an important factor that significantly alters the kinetics of transformations. According
to Nernst-Einstein equation, the atomic drift flux which takes place with the application of an electric
potential to a material can be expressed as [115]:
φ =
ND
kT
Z∗eρj (2.29)
where N is the atomic density, D the diffusion coefficient, ρ the resistivity and j the current
density. Eq. 2.29 is actually derived from the thermodynamic of irreversible processes that has
been discussed in previous section. This equation is another form of formulating the proportionality
between flux and corresponding force. In general, the atoms migrate from cathode to anode leading
to an extra concentration of vacancies around the cathode and an aggregation of atoms near the anode.
Such a distribution causes a back force due to the chemical potential gradient ∂(µa−µa)/∂x such that
µa and µv stand for the chemical potentials of atoms and vacancies, respectively [115]. It follows:
fb = −Ω∂σ
∂x
(2.30)
where Ω and ∂σ
∂x
are the atomic volume and the stress gradient, respectively. Eq.2.30 implies that
a back stress in electromigration may affect the atomic flux [116, 117, 118, 119]. The total atomic
flux can be determined by subtracting Eq.2.30 from Eq.2.29:
φ =
ND
kT
(Z∗eρj −Ω∂σ
∂x
) (2.31)
Conrad [115] studied the effect of a compressive stress of 25 MPa to an aluminium strip under
treatment with a current density of 106 Acm−2 at 200◦C (Fig.2.13). He showed that such a compres-
sive gradient retards the atomic flux while a tensile stress accelerates it.
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Figure 2.13: Effect of a compressive stress gradient on the atomic flux. [115].
During diffusional transformations, a chemical potential gradient is always exists due to the com-
position gradient which is given by:
µc = kT∂ln
ni
∂x
(2.32)
where ni represents the concentration of the solute. Adding Eq.2.32 to Eq.2.30 yields the total
flux which takes into account:
φ =
ND
kT
(Z∗eρj + kT∂ln
ni
∂x
−Ω∂σ
∂x
) (2.33)
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Intermetallic compound formation
Chen et al. [120, 121, 122] studied the effect of a direct electric current with the density of 103Acm−2
on the formation of intermetallic compounds in various alloying systems including Al/Ni, Sn/Ni,
Sn/Cu, and Sn/Ag. Their investigations showed that the thickness of compounds was affected by
the electric current. They also found that the variation in thickness depended on the direction of
electric current flow as shown in Fig.2.15. Moreover, this effect became greater with an increase in
the current density and with annealing time. Such an effect was attributed to the fact that the value of
electromigration component in Eq.2.33 was higher than that of chemical potential component.
Precipitation of substitutional and interstitial solutes
Substitutional solutes
Koppenaal et al. [123] considered the effect of a direct electric current on a Al-4 wt.% Cu alloy.
Fig.2.16 and 2.17 are taken from their investigation illustrating a current of 103Acm−2 increased the
precipitation rate linearly with current density with a critical value greater than 1× 103Acm−2. It was,
also, noted that the influence of electric current reduced after the early stages of precipitation process.
The dashed lines in Fig. 2.17 represent the results according to Onorera and Hirano [124]. Moreover,
it was reported that the application of alternating electric current with a frequency of 25 Hz during
precipitation process caused the ageing treatment to retard whereas a current of 100 Hz resulted in no
significant change. The influence of electric current with density less than 103Acm−2 was investigated
by Onodera and Hirano [124]. This investigation showed that the precipitation rate increased with the
current linearly, however, for the current density smaller than that used in Koppenaal and Simone’s
investigation, the current somewhat decelerated the precipitation process.
The decelerating of ageing process with j < 103Acm−2 had a minimum magnitude at 75◦C. while
the acceleration of ageing process with j > 103Acm−2 had a maximum magnitude at this same tem-
perature. In another work, Onodera et al. [125] reported that a direct current of 2790Acm−2 applied
to a Al-12 wt.% Zn aged at 30− 40◦C retard the precipitation rate as demonstrated in Fig.2.18.
Shine and Herd [126] studied the influence of a current of 106Acm−2 on the precipitation process
in Al-4 wt.% Cu thin films at 200◦C. They reported that the ageing process was retarded by the
application of the electric current. These results suggested that a variety of factors such as current
density, the precipitation stage during which the treatment is performed and the ageing temperature
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dramatically alter the sign and magnitude of the effect of the current on the precipitation process.
Clearly, the mechanism through which the current affects the substitutional precipitation is com-
plex. It can be anticipated that various factors including the alloying system, the ageing time and
temperature and the current density and its frequency are important, the variation in each may result
in a different precipitation process. Moreover, the role of chemical gradient and internal stress gener-
ated by the precipitate besides the electromigration cannot be neglected. Onodera and his co-workers
suggested that the enhancement of vacancies mobility due to electromigration towards grain bound-
aries may responsible for this phenomenon [125]. Furthermore, the electric field generated by the
current reduces the energy barriers leading to an increase in the precipitation rate [115].
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(a)
(b)
Figure 2.14: Effect of a direct electric current on the thickness of compound layers after in Al/Ni
couples (a) without electric current (b) with the application of current with a density of 103Acm−2
Liu et al. [120].
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Figure 2.15: The thickness of Sn/Ni couples as a function of square root of annealing time at 200◦C
for three different conditions. From [121, 122].
Figure 2.16: The change in the resistivity of a Cu-4 wt.% Cu alloy as a function of ageing time at
75◦C.. After Koppenaal et al. [123].
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Figure 2.17: The decrease in the resistivity of a Al-4 wt.% Cu alloy as a function of current density.
Data points are from Ref.[123] while the dashed lines are taken from Ref.[124].
Figure 2.18: The ratio ρaged
ρquenched
as a function of ageing time with and without the application of dc
electric current. From [125].
Interstitial solutes
Erdmann-Jesnitzer and his colleagues [127] investigated the effect of electric current on a low carbon
steel. Their results are shown in Fig. 2.19. According to these figures, the application of a dc
current with a density of 103A/cm2 enhances the quench ageing while an alternating current with a
frequency of 50 Hz retards it. In a subsequent study, it was shown that deceleration effect occurred at
a critical frequency [128]. According to Campbell and Conrad, the critical frequency increased with
the temperature and was the same as the jump frequency of carbon atoms in α-iron.
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(a)
(b)
Figure 2.19: Effect of a dc electric current on the interstitial precipitation of a low alloy steel at 80◦C
(a)the change in resistence as a function of ageing time with j = 0 and j = 1.1× 103A/cm2 (b) the
change in the specific resistivity as a function of ageing time with j = 0 and j = 1.1× 103A/cm2.
[127]
The effective valence Z∗ for carbon atom has been shown to be +4 [115]. It has been found that
carbon atoms can electromigrate with the application of a current density of ∼ 10Acm−2 which is in
good agreement with Eq. 10 [115]. Hence, it can be anticipated that the electromigration plays a key
role in enhancement of the precipitation rate with dc current in α-iron.
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Figure 2.20: The variation of maximum Knoop hardness of a low carbon steel versus the frequency
of a ac electric current with a density of 103A/cm2 aged at 60,80 and 100◦C. [128]
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Figure 2.21: The variations of the critical frequency vc and of the ratio of ageing temperature Ta/the
time to reach peak hardness tp as a function of the ageing temperature. [128]
On the other hand, the retarding effect due to an alternating electric current with a frequency equal
to the jump frequency of carbon was attributed to the role played by vacancies. Moreover, vacancies
play a key role in the precipitation mechanism since they are good nucleation sites for the carbide
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precipitate [172]. Moreover, it is known that a binding energy of 0.4 eV exists between vacancies
and carbon atoms. On this basis, It was proposed that an alternating electric current may decrease
the mobility of vacancy-carbon complex or might move the quenched-in vacancies towards grain
boundaries [115].
Effect of electric current on crystallization
Takemoto et al. [131, 132, 133] reported that a direct current with a density larger than 103A/cm2
accelerates the structural relaxation as well as crystallization in rapidly quenched amorphous alloys.
They also found that the direct current results in an increase in the value of Young’s modulus of the
material.
Figure 2.22: Effect of electric current on the crystallization in an amorphous Cu50Ti50. the dash lines
indicate the curve under electric current of 4.3× 103A/cm2. The curve (1) is related to 580 K, (2)
600 K, (3) 611 K and (4) 619 K. [133]
Their results for an amorphous Cu50Ti50 alloy are shown in Fig. 2.22. It is to be noted that the
direct current reduces the required time for initiation of crystallization. This effect is more prominent
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at higher annealing temperatures. It was also found that a direct current leads to a decrease in the
final size of the recrystallized grain which in turn increases the fracture strain. Their calculation
showed that the number of atoms involved in the collective motion under electric current is an order
of magnitude of 102 − 103. Such a large number of atoms was thus thought to be the reason for the
accelerated crystallization.
Effect of electric current on dislocation and recrystallization
Xu et al [134] studied the effect of a continuous direct current with a density of 103A/cm2 on a
cold worked α-Ti and found that it accelerated the recrystallization creating finer grain size after
recrystallization. It was also reported that the degree of coarsening increased with current density at
higher annealing temperatures.
Conrad and co-workers [135, 136, 137, 138, 139] studied the effect of electric current pulses with
a density of 105A/cm2 and duration of 100µs on a variety of alloys including Cu, Al and Ni3Al. They
reported that the electropulse accelerated the recrystallization while the subsequent grain growth was
retarded. The effect of electropulsing was larger at the beginning of recrystallization. It was, thus,
proposed that the major effect of electropulsing was on the nucleation rate. Fig. 2.23 shows the vari-
ations of Vickers hardness as a function of annealing time for both without and with electric current
pulses with j = 8× 104A/cm2, tp = 90µs, νp = 2Hz for a 50% cold drawn cu wire recrystallized at
538 K.
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Figure 2.23: Effect of electric current pulses on the recrystallization of a cold worked Cu wire. [138]
They also found that electropulsing primarily increased the pre-exponential factor of the Arrhenius
equation while resulting in little change in the activation energy. It was attributed to the increase in the
frequency of the atoms participated in the thermally-activated process. The increase in the activation
entropy instead of the barrier height could also lead to the same result [139]. A finer grain size was
observed in the samples treated by electropulsing. The magnitude of the influence of electropulsing
on the grain size increased with frequency due to the less relaxation time available for the structure
between pulses. It was noted that the impurity level and the degree of prior cold work reduced the
effect of current pulses on the recrystallization rate. The retarding effect of electropulsing on the
subsequent grain growth was independent of pulse duration and the number of pulses per second.
Conrad et al. studied the recrystallized structure under TEM and reported that the electropulsing led
to a remarkable reduction in dislocation density.
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Figure 2.24: The reciprocal of the time required for half of total drop in hardness as a function of the
reciprocal of the annealing temperature in cold worked Cu. Curves for both with and without electric
current pulses are shown. [139]
This was explained by the increased mobility of dislocations generated by electric current pulses
[140]. The retarding effect was also attributed to the lower dislocation density in the electropulsed
samples. Lower dislocations density provides smaller amount of driving force and thus leads to a
reduction in growth rate.
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Figure 2.25: The log-log graph showing the grain growth rate as a function of the grain size D for a
22% cold drawn Cu. The plots for both with and without electropulsing are shown. [139]
Zhou et al. [142] reported that electropulsing results in finer grainer size, lower dislocation density
in a recrystallized 67% cold worked brass (Fig. 2.26). Their results were in accord with Conrad and
his colleagues’ observations. Similar results were, also, reported by Ding et al [143] for a low carbon
steel wire.
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(a)
(b)
Figure 2.26: The microstructure of cold worked brass for (a) annealing at 650◦C without electropuls-
ing and (b) annealing at 650◦C with electropulsing. [142]
2.6.3 Microstructural evolution
Zhang et al. [144] reported that a single electropulse of 2.63× 109A/cm2 with duration of 110µs
in a cold worked α-Cu(Zn) alloy led to the formation of nanostructures. TEM studies showed that
the nano phases were α-Cu(Zn) and β′-(CuZn) (Fig.2.27). They repeated the experiment for different
alloy system and obtained the similar results, e.g. nanosized γ-Fe in a low carbon steel, nanosized α-
Al in superduralumin, and oriented nanosized TiC in a TiC/NiCr cermet. The nanostructure formation
was attributed to various factors such as high-rate heating, thermal stress, reduced thermodynamic
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energy barriers and high-rate electron wind. It was also reported that various low energy dislocation
configuration and stacking faults formed in the α-Cu(Zn) alloy as well as cermet. The electrical
energy and the difference in the resistivity of various configurations generated by electric current
pulses were thought to be responsible for the formation of low-energy dislocation configuration.
Qin et al. [145] reported that the application of one electric current pulse at room temperature
led to the formation of nanosize ∼ 30nm cementite particles in a deformed pearlitic steel (Fig.2.28).
The mechanism through which the spheroidization occurred was attributed to the reduction of total
interface area resulting in a decrease in the system free energy. The reduction of resistivity was also
interpreted as the high conductive phase is encouraged to form during electropulsing. It was also
noted that structural relaxation occurred by the application of electric pulse. It was in accord with the
decrease in the value of resistivity.
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Figure 2.27: The formation of nanostructure in the H62 copper alloy through the application of elec-
tropulsing (a) The bright-field TEM, (b) dark-field TEM, and (c) HRTEM. [144].
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Figure 2.28: SEM micrographs showing the evolution of microstructure in a pearlitic steel (a) without
(b) with electropulse of 9.61× 109A/m2.
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2.7 Summary
Discovering new simulation techniques that are able to predict the microstructural evolution during
various thermomechanical processing seems to be necessary. While unique thermomechanical pro-
cessing that is more efficient than conventional processes, and has the ability to refine the microstruc-
ture of strong steels and to enhance their mechanical properties, can be very beneficial to industry.
The aim of the present work is to develop these both paths alongside each other.
In this chapter, the importance of shape deformation has been discussed in details. It is shown that
the phenomenological theory of martensite crystallography can be used to link all features of marten-
sitic transformation mathematically. Clearly, this theory can be employed to simulate the evolution of
transformation. The variant selection models proposed by a variety of scientists have been explained
and the critical assessment of their work has been presented.
An overview of electromigration in metals is, also, presented. Electromigration is the background
theory for electropulsing treatment. The basic nature of the force including the concepts of electron
wind and direct electrostatic are explained. The thermodynamic formulation of electromigration are
discussed. A variety of investigations of this phenomenon is presented.
Also, the practical aspect of electropulsing has been reviewed. The effect of electric current pulses
on various solid state phase transformations are discussed. It has been understood that an electric cur-
rent with a density of> 103 may accelerate or retard the transformations, depending on the magnitude
of the current density, its frequency, the alloy system and prior treatment of the materials. In general,
Electropulsing appears to enhance the nucleation rate and to decrease the dislocations density. The
mechanisms through which an electric current may affect the transformations are discussed. Vari-
ous factors such as the migration of vacancies and the internal stresses are also considered to play
important roles. The mechanism of the microstructural evolution of various alloy systems under
electropulsing are discussed. It has been anticipated that the change in system free energy due to
electropulsing is the reason for this phenomenon. The results to date reveals the electropulsing as a
promising treatment for reducing the temperature during crystallization or recrystallization and for
achieving better properties.
In the next chapter, the microstructural and kinetics effect during the transformation will be dis-
cussed in details. A computational method will, then, be presented which takes the kinetics of marten-
sitic transformation as well as the phenomenological theory of martensite into account. The 3D results
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for both stress free condition and under externally applied stresses will be presented.
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Chapter 3
Crystallography and kinetics of martensitic
transformation
Displacive transformation are accompanied by the strain consisting of a volume and a shear com-
ponent. The shear component is Usually invisible in a transformation during which all the possible
variants form, since they tend to cancel their shear component. However, If the transformation takes
place under the influence of an external system of stresses, some of the variants have a greater prob-
ability of formation and this leads to a texture owing to the greater contribution of shear strain to the
macroscopic shape.
Crystallographic data which is justified by the theory of martensite [82], are employed to compute
the interaction energy between the transformation products and the external stresses. This interaction
energy leads to the bias during the formation of martensite since compliant variants are favoured.
This chapter begins with a self-consistent crystallographic description of the transformation strain.
The kinetics of martensitic transformation is also discussed. Finally, the criteria for variant selection
employed in the model is presented. This chapter provides the reader with the background theory that
is used for the mathematical modelling.
3.1 Crystallography
Consider a crystal sample of austenite which is subjected to external stresses. Using the notation due
to Bowles and Mackenzie, the sample axes can be define by an orthonormal (mutually perpendicular
and of unit magnitude) set of basis vectors [γ; a1], [γ; a2] and [γ; a3], where γ is a basis symbol
referring to austenite.
Fig. 3.1a shows an arbitrary vector u traversing an austenite grain before transformation. ∆u
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indicates its intercept with the austenite grain which will transform to martensite. Because of the
transformation, the vector u becomes a new vector v (a new vector generated as a result of the trans-
formation and in the deformed austenite) as illustrated in Fig.3.1b. The components of this new vector
can be determined as follows [57]:
v = P∆u+ (u−∆u) (3.1)
Figure 3.1: The formation of an initial vector u due to the formation of martensite. (a) an austenite
grain prior to transformation, with the ultimate location of a plate of martensite marked. (b) generation
of a new vector v due to the martensitic transformation
The change in shape caused by the formation of a particular martensite plate i in an austenite grain,
(γ Pi γ) ≡ Pi is known from the crystallographic theory developed for martensite [59, 83]. Knowing
this deformation, it is possible to deduce the remaining 23 matrices for a grain of austenite in the
sample frame of reference using symmetry operations. Each can be formulated using a similarity
transformation as follows:
(S Pi S) = (S J γ)(γ Pi γ)(γ J S) (3.2)
where the matrix (S J γ) refer to rotation relating the grain of austenite to the sample axes, and
(γ J S) indicates the inverse of this rotation matrix. In such a way, one is able to calculate the
components of vector v in the reference frame of the sample.
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3.2 Kinetics of martensitic transformation
3.2.1 Volume fraction of martensite
To understand the martensitic transformation, it is necessary to determine the volume fraction of
martensite fα′ transformed during cooling or under applied stress. The fraction of martensite that
forms at any temperature increases with the under cooling below the martensite start temperature.
Many researchers have studied the relationship between the martensite volume fraction and the quench-
ing temperature. The first empirical equation was proposed by Harris and Cohen [84] which is called
power relationship and is given by:
fα′ = 1− 6.95× 10−15[455− (Ms − T )]5.32 (3.3)
where Ms is the martensite start temperature at which, in the free stress condition, martensite
plates first transformed during cooling from the austenite region. T is the quenching temperature
in degrees Kelvin. Koistinen and Marburger [85] also studied the volume fraction of martensite
formed below Ms. They prepared various iron carbon alloys by vacuum melting and measured the
Ms temperature by the technique introduced by Digges [88] and Greninger [89]. They then austenite
the alloys and quenched them to different known temperatures. The amount of retained austenite
was determined by X-ray diffraction. They plotted the results for various samples logarithmically
against (Ms−T ) (Fig.3.2) and proposed another empirical relationship which is called the exponential
relationship as:
fα′ = 1− exp[β(Ms − T )] (3.4)
where β is approximately equal to a constant of -0.011 K−1 for the martensitic transformation in
steels of which the carbon weight content is less than 1.1% [86, 87].
This equation is the most widely used equation for determining the martensite fraction below Ms.
They compared their results with that of Harris and Cohen [84] for a variety of steels and have shown
that their proposed equation can predict the austenite volume fraction more accurately.
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Figure 3.2: A comparison between the power relationship proposed by Harris and Cohen and the
exponential relationship derived by Koistinen and Marburger. [85].
It was later shown by Magee [90] that an exponential equation similar to the Eq.3.4 can be deduced
using martensite nucleation theory. In his model, it was assumed that the number of new plates per
unit volume is linearly proportional to the chemical driving force:
fα′ = 1− exp[ϕV∆SA→M(Ms − T )] (3.5)
where ϕ is the proportionality constant and V refers to the average volume of the newly formed
martensite plates. ∆SA→M represents the entropy change at the transition. However the evolution of
the martensite volume fraction is different from the above equations if the austenite grain is plastically
deformed prior to transformation [91].
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3.2.2 Justification of Koistinen-Marburger relationship
The amount of martensite that forms at any temperature increases with the under cooling below Ms,
i.e. the difference in free energy per unit volume between the parent and the product phases which is
negative below the martensite start temperature. Assume that the number of newly formed martensite
plates dN at any temperature is proportional to the free energy change during martensitic transforma-
tion ∆Gγ→α′ , then we have:
dN = −ϕd∆Gγ→α′ (3.6)
The change in the martensite volume fraction, dfα′ , can be related to the number of newly formed
plates per unit volume Nv by:
dfα′ = V dNv (3.7)
Also, we know that:
dNv = (1− fα′)dN (3.8)
and
d∆Gγ→α
′
=
d∆Gγ→α
′
V
dT
dT (3.9)
Substituting Eq.3.8 and 3.9 into Eq.3.6, we get:
ln(1− fα′) = V ϕ(d∆G
γ→α′
V
dT
)(Ms − T ) (3.10)
On rearranging Eq.3.10 we get:
f = 1− exp[V ϕ(d∆G
γ→α′
V
dT
)(Ms − T )] (3.11)
Comparing Eq.3.11 with Eq.3.4, it can be said that the parameter β in the Koistinen-Marburger
equation is related to the Gibbs free energy difference between the parent austenite phase and the
product martensite phase. β is then given by:
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β = V ϕ(
d∆Gγ→α
′
V
dT
) (3.12)
which is Magee’s empirical relationship. V is usually assumed to remain constant during the
transformation [93].
3.2.3 Effect of alloying elements
It is well known that most alloying elements lower the Ms temperature, except for cobalt and alu-
minium [95]. However, the interstitial atoms have a much more profound effect than the metallic
solutes. For example, 1 wt% of carbon reduces the martensite finish temperature, Mf by over 300◦C.
The steels with carbon content more than 0.7 wt% have the Mf temperature below room temperature
and therefore will often contain remarkable amount of retained austenite. Ms can be estimated as
follows (concentrations in wt. %)[95]:
Ms(
◦C) = 539− 423(%C)− 30.4(%Mn)− 17.7(%Ni)− 12.1(%Cr)− 7.5(%Mo) (3.13)
This is an empirical relationship due to Andrews [95, 96].
3.2.4 Transformation in the presence of applied stress
Under externally applied stresses,Ms has been found to increase by 70 ◦C [97]. It has been discovered
that the shape of martensite formed under external load varies at different temperatures (Fig.3.3) [97].
It has been found that the shape becomes irregular and smaller in size at higher temperatures.
Fig. 3.4 illustrates that applied stresses accelerate the isothermal reaction kinetics (at 173 K) due
to increasing the nucleation rate. Durlu [72] studied the effect of plastic strain on the transformation
kinetics in a Fe-Ni-C alloy. He found that the martensite plates form in parallel groups in an austenite
grain. It was also discovered that an increase in plastic strain results in an increase in the number of
parallel packets. This is an evidence that variant selection occurs during martensitic transformation
from plastically strained austenite.
Patel and Cohen [5] studied the effect of applied stress on the temperature (Ms). They considered
transformation under three different conditions: uniaxial tension, uniaxial compression, and hydro-
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static pressure and concluded that external stress contributes to the free energy change altering theMs
temperature. Their results are summarized in Table. 1.
Figure 3.3: Microstructure of martensite in a Fe-32Ni-0.017C (wt%) tensile tested to failure at (a) -70
◦C (b) -50 ◦C (c) -30 ◦C and (d) 0 ◦C. [97].
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Figure 3.4: Effect of stress on the transformation kinetics in a Fe-. [98].
Stress system Uniaxial tension Uniaxial compression Hydrostatic pressure
dMs
dσ
+0.15◦K/1 MPa +0.10◦K/1 MPa −0.05◦K/1 MPa
Table 3.1: Effect of applied stress on the Ms temperature after Patel and Cohen [5].
Interestingly, Ms is raised by compression, since the shear strain is much larger than dilatational
strain and contributes more effectively than the (negative) compressive normal component which
opposes it. In tension, both shear and (positive) normal components of stress aids the transformation
and thus the temperature Ms is raised even more. Ms is lowered by hydrostatic pressure, since this
stress system opposes the transformation. All these three conditions of applied systems of stresses
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are included in the computer program. However, the results only for an austenitic stainless steel are
presented in the section 5 due to the lack of a complete set of data. The role of the interaction energy
and the procedure to calculate the normal and shear components of the external stress are explained
in section 5.2 where the numerical results for variant selection are presented. The volume fraction of
martensite is used in this computation as a stopping condition.
3.3 Nucleation rate
3.3.1 Isothermal transformation
Pati and Cohen used quantitative metallographic techniques to evaluate nucleation rates during isother-
mal martensitic transformation [99, 100]. They measured the nucleation rate directly from experimen-
tal calculations of the number of martensitic plates per unit test volume (Nv) and the mean volume
plates (v) and proposed the following equation:
N˙ =
dNv
dt
1
1− f (3.14)
where f is the volume fraction of martensite and can be easily determined by counting the number
of lattice points which are occupied by martensite plates. Fig.3.5 shows the experimental transforma-
tion curves for Fe-24Ni-3Mn alloy together with the curves computed from Eq.3.13. dNv
dt
is the slope
of the plot of Nv as a function of transformation time. Therefore, having the plot of (Nv) against
transformation time for any steel, the nucleation rate at any instant can be obtained. As it is well-
known, the nucleation rate increases considerably during the initial part of the transformation due to
autocatalysis (martensite plates (products) are also reactants and catalysts in the same transformation)
and then reduces during later stages.
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Figure 3.5: A comparison between the experimental curves for martensite fraction with those calcu-
lated from quantitative metallographic data. [100].
3.3.2 Continuous cooling
In general, the Ms temperature is affected by various factors including chemical compositions [96]
and nucleation rate. Gao et al. [101] studied the effect of austenizing temperature as well as cool-
ing rate on the martensite-start temperature for a high Cr ferritic steel [102]. Fig.3.6 shows the Ms
temperature plotted against asutenizing temperature at various cooling rates. It is noted that the Ms
temperatures for the steel austenized at higher temperature 1150◦C are higher than that for that aust-
enized at lower temperature 900◦C. They have attributed this effect to the increase in austenite grain
size due to the higher austenizing temperature. Larger austenite grains promote martensite transfor-
mation. It can also be understood that higher cooling rates leads to lower Ms. This is due the fact that
martensitic transformation could be restrained by an increase in cooling rate resulting in a decrease
in the Ms temperatures.
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Figure 3.6: Experimental results showing Ms as a function of cooling rate. [101].
Fig.3.7 shows the volume fraction of martensite as a function of cooling rate at two different
austenizing temperatures. As shown in this figure, the temperature range during which the reaction
occurs increases with an increase in the cooling rate. It is also noted that the nucleation rate for the
sample austenized at 1150◦C is slower than that for the sample asutenized at 900◦C. Gao et al. argued
that the interface velocity of martensite plates reduces with an increase in the cooling rate leading to
a larger temperature range during which the reaction takes place (Table.3.2). It has been also found
that higher austenizing temperatures decrease the velocity of interface.
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(a)
(b)
Figure 3.7: The effect of cooling rate on the volume fraction of martensite in a 9Cr-1.7W-0.4Mo-Co
ferritic steel austenized at (a) 900◦C and (b) 1150◦C followed by cooling at different rates. [101]
Parameter Austenizing temperature (◦C) Cooling rate (◦C/min)
10 20 30 40
v0 (m/s)
900 1.25× 10−5 2.01× 10−6 1.9× 10−6 6.46× 10−7
1150 8.77× 10−7 9.23× 10−8 4.38× 10−9 1.25× 10−9
Table 3.2: Effect of cooling rate on the velocity of martensite interface. [101].
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Considering continuous nucleation, the number of new martensite plates per unit volume at the
temperature T can be determined as [101]:
N = −dN
dT
(Ms − T ) (3.15)
Nucleation rate, dN
dT
, can be approximated during continuous cooling for a certain cooling rate. It
follows:
dN
dT
=
β
V
(3.16)
where β is the parameter in the Koistinen and Marburger equation as discussed above. V is the
mean volume of martensite plates. According to Eq.3.14, it can be understood that V is a constant for
a certain cooling rate and can be expressed as [101]:
V =
4
3
pir2C (3.17)
This gives a disk-like shape where C is the thickness. Krauss et al. [94] have shown that the
growth velocity of martensite plates in length is more rapid than that in width direction during con-
tinuous cooling. From their discussion, it can be understood that the width is also a constant and the
nucleation rate is only affected by the mean length of martensite plates.
3.4 Methodology for variant selection
During the shape deformation, an external stress will favour a martensite plate that complies with the
stress. The applied stresses can be expressed as a 3× 3 tensor σlm. The traction t describing the state
of stress on the habit plane can be obtained by multiplying σlm by the unit normal to the martensite
habit plane. As it has been mentioned earlier, the interaction energy can be expressed by Eq.2.1. The
stress component normal to the habit plane σN and the shear stress resolved on the habit plane τ can
be obtained by resolving the traction t as follows:
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σN = |t|cos{θ}
τ = |t|cos{β}cos{ϕ}
(3.18)
where θ is the angle between the t and the unit normal to the habit plane, β the angle between
the direction of the maximum resolved shear stress and t, ϕ the angle between the direction of shear
for the favourite martensite plate and the direction of maximum resolved shear stress. |t| refers to the
magnitude of t. Variants that have positive interaction energies U > 0 can grow during transformation
and vice versa.
Humbert et al. [58] calculated the crystallographic texture of an austentic stainless steel trans-
formed into BCC martensite in two stages. They assumed that the austenite first evolved to −
martensite (hexagonal closed packed) which eventually transformed into α′-martensite. However,
Kundu et al. [80] have recently reported that in deformed austenitic stainless steels, it is not necessary
to calculate the transformation texture in two stages.
The stress normal to the habit plane can be calculated by resolving the traction stress on the habit
plane as follows:
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(a)
(b)
Figure 3.8: (a) Shape deformation due to martensitic transformation (austenite is shaded blue) and (b)
state of stress on the martensite habit plane .
σN = σt.p
τ = (σt − σN).e
(3.19)
where e is the unit vector in the direction of shear and p is the unit normal to the habit plane
(Fig.3.8). The traction stress for a given system of stresses can be described as:
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σt =

σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33


P1
P2
P3
 (3.20)
For a uniaxial stress (σ11 = σ) on γ, the traction stress tensor can be calculated as follows:
σt =

σ 0 0
0 0 0
0 0 0


P1
P2
P3
 (3.21)
From Eq.3.19, we have:
σN = σt.p = (p1 p2 p3)[σp1 0 ] = σp21
and
τ = (σt − σN).e =


σP1
0
0
−

σp31
σp21p2
σp21p3

 [e1 e2 e3] = σp1e1
(3.22)
Since σN||p, we get σN = σp21p.
U = δσp21 + sσp1e1
= σp1[δp1 + se1]
≡ md1p1σ
(3.23)
Humbert et al. [58] used a method based on the elasticity theory rather than the plastic model of
Patel and Cohen [5]. If the shape deformation for any martensite reaction is an IPS, then it can be
expressed by Eq.2.5. Humbert et al. calculated the strain tensor as follows:
ij =
(γ P γ) + (γ P′ γ)
2
− I (3.24)
where (γ P′ γ) is the transpose of the matrix (γ P γ). Consequently, the strain tensor can be
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written as:
ij =

md1p1 (md1p2 +md2p1)/2 (md1p3 +md3p1)/2
(md1p1 +md2p1)/s md2p2 (md3p2 +md2p3)/2
(md1p3 +md3p1)/2 (md3p2 +md2p3)/2 md3p3
 (3.25)
Considering a uniaxial stress, the interaction energy using this approach is:
E =
1
2
md1p1σ (3.26)
Comparing Eq.3.26 with Eq.3.23, we can conclude that although both methods give the same
ranking of U , elasticity theory gives an incorrect value for the interaction energy by a factor of 2 [81].
This is due to the fact that the strain associated with martensitic transformation is plastic. Table3.3
shows the interaction energies associated with austenite to hexagonal closed packed martensite for
σ=200 MPa and austenite orientation of [128.99◦ 48.27◦ 24.27◦].As it is evident from this table, the
value of interaction energies according to Humbert et al. differs by a factor of 2 from that according
to Patel and Cohen. A positive value of interaction energy means that the variant associated with that
energy is favoured by the applied stress and vice versa.
Variant number Plane and direction of shear Interaction energy (MJm−3) [58] Interaction energy (MJm−3)[5]
1 (111)[121] -0.77 -1.54
2 (111)[112] 7.54 15.09
3 (111)[211] -6.78 -13.55
4 (111)[211] -11.58 -23.17
5 (111)[112] -5.64 -11.28
6 (111)[121] 17.23 34.45
7 (111)[112] 12.37 24.75
8 (111)[112] -2.12 -4.23
9 (111)[211] -10.26 -20.51
10 (111)[211] 0.13 0.27
11 (111)[112] -0.1 -0.2
12 (111)[121] -0.04 -0.07
Table 3.3: Comparison between the calculated values of interaction energy according to Humber et
al. [58] and Patel and Cohen [5].
The total free energy available for the martensitic transformation consists of chemical and me-
chanical components. The mechanical free energy is zero during the stress free transformation:
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∆G = ∆Gchem + δGmech (3.27)
Fig. 3.9 compares the ratio of ∆Gmech
∆G
with the number of most favoured variants allowed to form
in three different steels, namely a pressure vessel steel, a low-temperature bainitic steel and a high-
silicon steel. Clearly, there is strong relationship between ∆Gmech
∆G
and the transformed variants in each
of the austenite grains. It would be, therefore, reasonable to assume that the variants with larger ratio
of ∆Gmech
∆G
have the greater possibility to form.
Figure 3.9: The ratio of ∆Gmech
∆G
against the number of variants formed for various steels. [93].
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Chapter 4
Computational simulation of martensitic microstructure
setcounterequation0
Phenomenological theory of martensite crystallography as well as the kinetics of the transfor-
mation has been used to simulate the 3D realistic microstructure of martensitic steels. This model
is also integrated with the deformation theory in order to simulate the various plastic deformations.
This model enables us to derive qualitative information such the volume fraction of martensite and
plates length before and after plastic deformation. This qualitative data can then be used to predict
the mechanical properties of martensitic steels.
Mathematical models explained in chapter three have been programmed to simulate the marten-
sitic transformation. The microstructure of martensite is, firstly, computed when no external stress is
applied. For this, a set of crystallography data is deduced using the theory of martensite and employed
in calculations.
The variant selection occurs if the transformation develops under the externally applied system of
stresses. The interactions between martensite and these stresses change the mechanical free energy
of the individual variants depending on their crystallographic orientation and will produce an energy
which adds to the chemical driving force. Variant selection occurs when the interaction energy is
large enough compared to the chemical free energy ∆G [57, 58].
During the transformation under an external system of stresses, the same method as used in
Ref.[57] is employed. A set of crystallographic data for an austenitic stainless steel is used to pro-
gramme the growth of martensitic variants in an individual austenite grain. This theory is consistent
with all the experimentally observed features of the martensitic transformation [1, 59, 82, 83].
Through the present work, it is assumed that the material is free from defects. However, the
real materials always have defects which play a significant role in the evolution of martensitic mi-
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crostructure. Also in the present computation, the stress or strain interactions between plates are not
accounted for. The presented model can be used for modelling the martensitic transformation in steels
as an alternative method for phase filed method. This model is mathematically simpler and is able to
compute the microstructure much faster than phase field method. The proposed model benefits from
using the phenomenological theory of martensite crystallography which describes the crystallography
and shape of martensite plates correctly.
4.1 Computer programs
The following subsections describe the subroutines that are written in C++ to simulate the 3D mi-
crostructure of martensite.
4.1.1 Subroutine 1
The purpose of this subroutine is to calculate habit plane and displacement direction during displacive
transformation. It also calculates the orientation relationship matrix between gamma and the ferrite
phase.
This program takes the lattice parameters of ferrite (2.882) and austenite (3.619091), the corre-
spondence matrix, lattice invariant plane and lattice invariant directions as the inputs. It follows the
phenomenological theory of martensite crystallography and calculates the crystallographic set for any
transformation.
Parameters
• HAB: Double precision array of dimension 24× 3, Matrix that stores 24 habit planes.
• DIR: Double precision array of dimension 24×3. Matrix that stores 24 displacement directions
for 24 variants of martensite.
• G A: Double precision array of dimension 72×3. It contains 24 matrix representing orientation
relationship between martensite and austenite, following Bowles and MacKenzie notation can
be written as (γJα).
• A G: Double precision array of dimension 72×3. It contains 24 matrix representing orientation
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relationship between martensite and austenite, following Bowles and MacKenzie notation can
be written as (αJγ).
• COR MAT: Double precision array of dimension 3× 3. This is the correspondence matrix.
• BA: Double precision array of dimension 3× 3. Matrix represents the bain strain.
• ILS: Double precision array of dimension 3×3. This matrix represents the invariant line strain.
• R MAT:Double precision array of dimension 3× 3. This matrix represents rigid body rotation.
• LIP: Double precision array of dimension 3 × 1. Stores the indices of the plane for lattice
invariant deformation.
• LID: Double precision array of dimension 1 × 3. Stores the indices of the direction for lattice
invariant deformation.
4.1.2 Subroutine 2
The aim of this program is to calculate the transformation strain when austenite transforms into
martensite. This program has the inputs consisting of the habit planes, displacement direction and
the crystallographic orientation relationship between various gamma grains. It assumes three unit
vectors in the principle directions of the applied stress. It calculates the interaction energies for each
variant in every grain and rank all the variants according to the interaction energies. Assuming n num-
ber (n vary from 1 to 24) of variants forming in each grain it allows the unit vectors to get deformed
by the shape deformation matrix of each variant. The final vector is calculated. The ratio between the
final and initial length of the vectors give the strain. User can change the number of grains and amount
of martensite. The additional parameters included in this subroutine compared with subroutine 1 are:
• STR TEN: Double precision array of dimension 3 × 3. This matrix stores stress tensor of the
applied stress in the crystal axis.
• TRAN MAT: Double precision array of dimension 3 × 3. Rotational matrix representing the
orientation relationship between any austenite grain with the sample axis.
• SHEAR, VOLUME STR, TOTAL STR: Double precision matrices. The shear, volume and
total strain associated with any martensite variant.
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4.1.3 subroutine 3
The calculation of the crystallographic texture obtained when austenite transforms into martensite is
the aim of this code. The austenite itself can be also textured.
This program has the inputs consisting of the habit planes, displacement direction and the crystal-
lographic orientation (γJα). It first calculates the angle theta (between applied stress and habit plane
normal) and beta (between the maximum shear stress and the shear stress component resolved on the
habit plane). Then it calculates the mechanical free energy available for each martensite variant. It
also measures the angle between trace of habit plane on the plane of observations with the applied
stress direction. It must be noted that by default the sample X-Y plane is taken to be the plane of ob-
servations. The plot is made with respect to the principle sample axis which are taken as (100),(010)
and (001). This program plots the martensite plates evolution and also the habit planes active. User
can simulate as many variants as favourable. The first element of stress tensor is considered to be
200.0.
4.2 Computation of three dimensional microstructure
Crystal growth by means of reconstructive transformation obeys a scaling law. The scaling factor
can be derived from the Ficks law for diffusive growth. The growth of the martensite phase obeys
a scaling law which differs from diffusion-controlled transformations due to the displacive nature of
the transformation. An ellipsoidal martensite plate forms with various growth velocities along the
different axial direction, i.e., v = vx = vy = vzη [1, 101]. It follows:
−→vα = vsxˆ+ vsyˆ + ηvszˆ (4.1)
where vs is the speed of sound in steels and η ' δs = 0.05 [1]. δ is the uniaxial dilatation. s is the
shear strain due to martensitic transformation. Hence, the grain size is related to the growth time in
the format:
dα = λα(nˆ)t (4.2)
where the coefficient λα(nˆ) is anisotropic. The homogeneous nucleation can be simulated by ran-
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dom selection of growth centres. The location of growth centres in heterogeneous nucleation can be
simulated by multiplying a random function with a weight function. For instance, it is assume that the
dislocations are present within the microstructure. Such locations within the computational domain
have greater weight function. The number of growth centres is calculated according to the experimen-
tal specified mean grain size. For example, a computational logic frame with volume LxLyLz should
contain LxLyLz/d3 growth centres.
Eq.4.1 is defined in the coordinates fixed to an α grain. The α coordinates, the γ coordinates, and
the sample coordinates are denoted by [α; vα], [γ; vα],and [sample; vα], respectively. The transforma-
tion from one coordinate system to another can be determined according to crystallographic theory
explained in section 2. It follows:
[γ; vα] = (γ J α)[α; vα] (4.3)
[sample; vα] = (sample J γ)(γ J α)[α; vα] (4.4)
where the transformation (γJα) is available for many steels. α phase has 24 variants due to
cubic symmetry and the coherence/semi-coherence of the interface between α and γ phases. When
considering a displacive transformation such as martensite the crystallographic set includes shape
deformation, habit plane, as well as orientation relationships. This set is mathematically related and
should be considered while computing the microstructure of martensite [59, 82, 83]. The set of data
which are used in stress free transformation is summarised in table 4.1 . Martensite plates grow
from multiple centre within the grid. The lattice points at the sides and edges of the grid are not
part of the domain and are just there to contain the system domain. The growth of a martensite
plate is halted by internal boundaries such as grain boundaries (the walls of simulation domain) and
collision with another plate, as these are high energy barrier that martensite plates cannot cross or
nucleate. This kinetic description of α crystal growth has been programmed by C++ language. The
computation of a microstructure represented by 200 × 200 × 200 lattice points using an ordinary
desktop takes about 20 minutes. The numerical result has been plotted by an in-house visualization
software AcaVisual, and the numerical results according to this crystallographic data are shown in Fig.
4.2. This computer program is applicable to any other scenario provided that habit plane, coordinate
transformation matrix (γ Jα), and shape deformation matrix (γ J γ) are available. Kurdjumov-Sachs
or Nishiyama-Wasserman orientation relationships are widely used in the calculation of texture [104].
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However, it is now well-known that the true orientation relationships must be irrational in order to
lead to the existence of an invariant line between the parent and product lattices. Invariant line is an
essential requirement for the martensitic transformation [1, 59, 82, 83].
habit plane (0.197162 0.796841 0.571115)
coordinate transformation matrix (γJα)
 0.582598 −0.856546 −0.029884−0.552752 0.576725 0.084736
−0.019285 −0.134804 0.791698

Shape deformation matrix (γPγ)
 0.990134 −0.039875 −0.0285790.032037 1.129478 0.092800
−0.028583 −0.115519 0.917205

Table 4.1: Crystallographic data set for stress free martensitic transformation [1].
Fig.4.1 shows the growth of a few martensite plates and autocatalysis phenomenon at the begin-
ning of the transformation (after 100 time steps). The number of added nuclei is, then, decreased
during subsequent time steps as the transformation progresses.
Fig. 4.2a demonstrates a numerical result of growing α phase within a γ grain in homogeneous
nucleation. In heterogeneous nucleation where the surface of γ grain has a greater chance than that
inside the grain, the numerical result is demonstrated in Fig. 4.2b. The different colours correspond
to the different crystal orientations. The grain morphology of α phase is very similar to that in
experimental observation. The crystallographic relationship between α grains and their parent γ grain
follows theoretical definition precisely.
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Figure 4.1: The increase in the nucleation rate during initial part of transformation (autocatalysis).
The calculated three-dimensional microstructure can be analysed quantitatively. Fig. 4.3 demon-
strates schematically the different types of interfaces. The computer program can determine the vol-
ume fraction of γ − α interfaces between every two variants of martensite as well as that between
martensite and austenite simply through counting the number of lattice points that each interface
occupies.
76
(a)
(b)
Figure 4.2: Numerical results for the growth of α grains within a γ grain with (a) homogeneous
nucleation and (b) heterogeneous nucleation (each colour represents a crystallographic variant of
martensite). The numerical results are for a condition where no external stresses are applied.
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Figure 4.3: Schematic diagram for information extraction.
Fig. 4.4 shows the results for an austenitic stainless steel that is studied in Ref. [58]. The values
of the interaction energies for the same austenite grain orientation are calculated using the procedure
describe in Ref. [1]. Table 4.2 summarizes the crystallographic data that has been used for simulation
of the martensitic transformation under applied stress.
habit plane (−0.183989 0.596344 − 0.781359)
coordinate transformation matrix (γJα)
 0.579356 0.542586 0.1025370.014470 0.133650 −0.788984
0.029429 −0.095386 1.124979

Shape deformation matrix (γPγ)
 0.991342 0.028064 −0.0367700.028064 0.909040 0.119180
0.029429 −0.095386 1.124979

Table 4.2: Crystallographic set used in the computation of variants selection. This data set is obtained
from Ref. [80].
As can be seen in this figure, not all 24 variants of martensite are formed. The assumption here,
was that only those variants that have positive interaction energies U > 0 can grow during transfor-
mation. This assumption was applied for the calculation of crystallographic texture of martensitic
and bainitic transformation [57, 80, 81], and correctly predict the locations where intensities in pole
figures are expected.
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Figure 4.4: Missing variants due to applied external stress.
This simulation can be applied to any martensitic steel to model the 3D microstructure. However,
such a computation requires both the mechanical and chemical free energies defining the martensite
transformation as well as a detailed set of crystallographic data that for the martensitic transformation
which includes the habit plane, the shape deformation and the orientation relationships.
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4.3 Three dimensional martensitic microstructure with multiple austen-
ite grains
In the present work the growth of martensite plates has been simulated in one austenite grain. How-
ever, the code is capable of developing to cover the growth of martensite in polycrystalline austenite.
The relationship between the sample and the crystal frame of reference can be determined using
Euler angles φ1, φ and φ2 [57]. The sample reference has to be rotated by these three angles to
coincide with that of crystal. The rotation matrix that relates the frames is expressed as:

cosφ1cosφ2 − sinφ1cosφsinφ2 sinφ1cosφ2 + cosφ1cosφsinφ2 sinφsinφ2
−cosφ1sinφ2 − sinφ1cosφcosφ2 −sinφ1sinφ2 + cosφ1cosφcosφ2 sinφcosφ2
sinφ1sinφ cosφ1sinφ cosφ
 (4.5)
A random number generator has been used in order to assign the values of the angles φ1 and φ2
and the value of cosφ. In such a way a random set of austenite grains can be generated.
The growth of γ grain from liquid steel via solidification or from ferrite via heat treatment is
controlled by diffusion. Crystal growth by means of reconstructive transformation obeys a scaling
law. The scaling factor can be derived straightforwardly from the Ficks law of diffusion and mass
conservation at interface. The grain size is related to the growth time in a format of
dγ = λγt
1
2 (4.6)
where λγ is a coefficient dependent on the diffusivity. The homogeneous nucleation can be sim-
ulated by random selection of growth centres. The location of growth centres in heterogeneous nu-
cleation can be simulated by multiplying a random function with weight function. The number of
growth centres is calculated according to the experimental specified mean grain size. The formation
of γ phase steel is therefore progressed with selection of growth centres followed by isotropic growth
of each grain with a growth rate of−→vγ = λγt−0.5nˆ until it touches another grain, where nˆ is the normal
direction to the grain surface. The orientation of a γ grain is set randomly. This kinetic description of
γ crystal growth has been programmed by C++ language. The numerical results are demonstrated in
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Fig.4.5. The different colours correspond to different crystal orientations.
In order to simulate the growth of martensite plates in many austenite grains, the vector u defined
in Fig.3.1 traverses a polycrystalline sample of γ and the Eq.3.1 must be generalized as following
[93]:
v =
n∑
k=1
24∑
j=1
Pkj∆u
k
j + (u−
n∑
k=1
24∑
j=1
∆ukj ) (4.7)
where k = 1 . . . n stands for n austenite grains traversed by u, and j = 1 . . . 24 is the 24 variants of
martensite in each austenite grain. Consider a martensite plate j in austenite grain k, The deformation
produced by this particular plate, (γk Pj γk) ≡ Pkj can be determined using the crystallographic theory
developed for martensite [59]. Similar to the simulation for one austenite grain, the remaining 23
crystallographic variants can be determined using symmetry operations. The 24 variants in the sample
frame of reference can be thus expressed as:
(S Pkj S) = (S R γk)(γk Pj γk)(γk R S) (4.8)
where (S R γk) represents the rotation matrix converting the basis vectors of the kth γ grain to
the sample axes, and (γk R S) represents the inverse of such a rotation matrix. In such a way, the
computation described in Eq.3.1 can be carried out in the reference frame of the sample.
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(a)
(b)
Figure 4.5: The morphologies of γ in 200 × 200 × 200 lattices (a) 50 austenite grains (b) 1000 γ
grains.
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4.3.1 Effect of austenite grain size on the Ms temperature
To model the martensitic transformation in polycrystalline austenite, it is necessary to take into ac-
count the effect of austenite grain size on the kinetics of transformation. Experimental evidence shows
the dependence ofMs on the austenite grain size [175]. Recently, Yang and Bhadeshia [175] proposed
quantitative framework which can be used to determine the martensite-start temperature as a function
of γ grain size. The relationship was derived based on previously published data and expressed as:
Ms − T = 1
b
ln[
1
aVγ
{exp(− ln(1− f)
m
)− 1}+ 1] (4.9)
where a and b are empirical fitting constant, Vγ is the average austenite grain volume and m is the
aspect ratio of the martensite plate which can be assumed to be 0.05 [175]. In this way, the kinetics
of transformation can be considered in the modelling.
4.3.2 Effect of strain fields between martensite plates
The model can be also developed to cover a situation where crystallographic texture produced by
transformation of textured austenite is affected by the nature of transformation. It is well known for
example, that the formation of one plate will trigger that of another which accommodates the shape
deformation of the first plate. This will influence the development of the structure beyond the simple
impingement that the visualisation software implements. Such transformations where the stress field
of one plate stimulates another that would accommodate are, for example, burst martensitic transfor-
mations, shape memory martensite in steels and butterfly martensite. Various mechanisms have been
proposed by different scientists to explain the variant selection during the martensitic transformation
in a stress free condition [64]:
• Geometrical shape of the deformed austenite grain or subgrain structure.
• Active slip systems in austenite phase resulting in preferential nucleation of the martensite.
• Interactions between strains associated with transformation and residual stresses.
83
4.4 Prediction of mechanical properties
The model presented in this thesis has the capacity to develop in order to predict the mechanical
properties based on the simulated microstructure. The austenite (γ)-martensite (α′) dual-phase steels
consist of bulk phases (i.e. γ phase and α′ phase) and interfaces (i.e. γ − γ, α′ − α′ and γ − α′
interfaces). Its yield strength can be described by a rule of mixture as
σ = σγb f
γ
b + σ
γγ
i f
γγ
i + σ
α′
b f
α′
b + σ
α′α′
i f
α′α′
i + σ
γα′
i f
γα′
i (4.10)
where σ is the yield strength and f is the volume fraction. The sub-index b and i represent the bulk-
phase and interface, respectively. The super-index denotes the name of the phase or interface. The
first two terms at the right hand side (RHS) of Eq. 4.10 concern only the microstructure of γ phase
and hence can be represented by σγfγ , where σγ represents the yield strength a steel containing 100%
γ phase and represents the fraction of γ phase in γ − α′ dual phase steels. A steel with 100% γ phase
polycrystalline has its yield strength described by the Hall Petch relationship as follows [176]:
σγ = σγ0 + k
γd−0.5γ (4.11)
where σγ0 is friction stress, k
γ is a constant, and dγ is the mean grain size. The contribution from
the γ − γ interface to yield strength is represented by the 2nd term at RHS of Eq.4.10. The 3rd and
4th terms at RHS of Eq.4.10 refers to α′ phase and hence is represented by σα′fα′ , where fα′ is
the volume fraction of α′ phase in γ − α′ dual phase steels. α′ grain has a morphology of thin plate
lath. Langford-Cohen relationship is found best suitable for single phase steels of this microstructure
[177]:
σα
′
= σα
′
0 + k
α′d−0.5α′ (4.12)
where dα′ is the mean lath size. kα
′ is a constant. σα′0 is a friction stress and is dependent on
the materials constitutions and the thermomechanical processing. Substituting Eqs.4.12 and 4.11 into
4.10, one has:
σ = σγfγ + σα
′
fα
′
+ σγα
′
fγα
′
(4.13)
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Eq.4.13 is similar to the rule of mixture for two-phase composites. Application of Eq.4.13 requires
the strength σγα′ and fraction fγα′ of γ−α′ interface. The latter requires quantitative characterization
of the realistic three-dimensional microstructure.
4.4.1 Plastic deformation after transformation
From the plastic deformation after transformation, the microstructure evolution has been calculated
by transforming the location of every lattice points according to the homogeneous theory [174].
Figure 4.6: Microstructure evolution under plain strain deformation: (a)before deformation, (b) 1
pass, (c) 2 passes and (d) 3 passes.

v1
v2
v3
 =

S11 S12 S13
S21 S22 S23
S31 σ32 S33


u1
u2
u3
 (4.14)
Deformation non-zero elements of S
Plain strain deformation S11 × S33 = 1 S22 = 1
Axisymmetric tension S22 = S33 = 1√S11
Axisymmetric compression S11 = S22 = 1√S33
Simple shear S11 = S22 = S33 = 1 S13 6= 0
Table 4.3: Matrix elements for various deformations after Qin [174].
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where S is called the deformation matrix. The elements of S take different values to represent
various types of deformation. These values are summarized in Table. 3. For example, the plain
strain deformation has non-zero elements S11 × S33 = S22 = 1. Fig.4.6 presents a simulated γ − α′
grain under plain strain deformation for 3 times. Developing such a thermomechanical processing
for polycrystalline austenite provides the sufficient data to exploit in order to predict the mechanical
properties after various deformations.
4.5 Summary
It has been shown that a strong correlation exists between the proportion of the driving force attributed
to mechanical free energy and the number of variants selected during the transformation. It has been
shown that when transformation takes place under the externally applied stress, the variant selection
criteria follows the theory given by Patel and Cohen [12]. Patel and Cohen method correctly considers
the transformation as plastic and can be employed to compute the interaction energies. On the other
hand, the Humbert et al. method treats the transformation as elastic and gives the values of interaction
energies incorrectly by a factor of 2.
A method is presented for modelling the three dimensional microstructure of martensite both in
a transformation without an external system of applied stresses and in the presence of the external
stresses. The method is based on the kinetics of crystal growth and precisely follows crystallographic
theory introduced by Bowles and MacKenzi. Through this work, it is assumed that the materials struc-
ture is free from defects. For the sake of simplicity, the interactions between strain fields of martensite
plates are not considered in the present model. The method is programmed in C++ and visualized with
an in-house software MatVisual. Indeed, it is able to deal with every circumstance where the shape
deformation due to martensitic transformation is defined, provided that detailed crystallographic data
is available.
This programme is also extended to transformation in an austenitic steel under external load,
where variant selection occurs. The computer program calculates the mechanical free energy which
is the interaction energy between martensite and applied stress and allows only those variants with
positive U to grow. This criterion was previously employed and was able to accurately predict the
location of intensities in pole figure. The program is, then, able to deal with a variety of complexities
including various starting austenite textures and different states of externally applied stress.
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This simulation exploits the kinetics of martensitic transformation as well as the phenomenolog-
ical theory of martensite crystallography which can describe the crystallographic orientations and
shape of martensite correctly.
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Chapter 5
Electropulsing-induced microstructural evolution in a
ferritic-pearlitic steel
As has been discussed in chapter two, the electropulsing treatment has characteristics such as fast
heating, composite electromagnetic force, reduced thermokinetics potential barrier, and high-speed
electron impact. It has been reported that the application of electropulsing could affect precipitation
behaviour of precipitated phase in solid state metal [146], thermodynamics and dynamical condition
of carbide precipitation [147], the microstructure evolution of solid state metallic materials [148], the
strength of the diffusing capacity of carbon atom [149], the nucleation potential barrier and nucleation
rate of graphite [150]. It has been also reported that electropulsing has the capacity to induce new
phases and new microstructure formations [145], and to remove inclusions in molten steel [151].
It is believed that the application of electropulsing accelerates solid-state phase transformations in
many systems. It has been reported that electropulsing could cause a dramatic increase in diffusion
coefficient in Cu-Zn alloys [142]. Furthermore, in highly deformed pearlitic steel, Samuel et al. [152]
have reported that high intensity electropulsing introduces changes into microstructure and hardness
values and enhances the diffusion coefficient. However, the effect of electropulsing treatment on the
interlamellar spacing has not been previously reported in the literature.
The aim of the present chapter is to explain the effect of electropulsing on the interlamellar spac-
ing. Mechanical testing has been conducted to investigate the effect of the current pulses on the
hardness, yield strength, UTS, and elongation.
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5.1 Experimental procedure
5.1.1 Material and electropulsing
The steel used in this work had a composition (in wt%) of 0.14 C-1.0 Si- 2.1 Mn-0.03 Al-0.025
Nb. The steel was rolled at 800◦C to a sheet with 2.64 mm thickness and then chilled slowly in
furnace. The microstructure at ambient temperature was coarse-grained (> 1µm) ferrite and little
cementite. Flat samples were cut as 2-mm long, 3.5-mm wide, and 2.64-mm thick in the middle
section of the samples; the length of the two ends of samples was much longer than that of middle
part (each was about 14-mm) and the two ends were completely covered by copper electrodes during
the electropulsing treatment. Electropulsing was performed under ambient conditions by an Avtech
AV-108F-B-P Current Pulser which converts the direct current into pulsed current Fig.5.1. The direct
current power source has a standard output power of 80 watts and standard output electric potential
of 20 volts. The pulse width, peak current intensity, pulse frequency and pulse trigger mode are
programmable. The testing sample was connected with two copper electrodes from both ends to
form a current circuit. No external stress might occur if there was a current-induced temperature
rise because both sample and electrodes were hold freely rather than fixed to certain positions. The
waveform of electropulsing was detected in situ by a digital storage oscilloscope TDS3012. All the
pulses applied in this work were chosen to have 20µs pulse width and 1.018× 107A/m2 peak current
density. Four different samples were electropulsed at these conditions each of which with a different
number of pulses, namely 100, 500, 1000, 5000 pulses. The temperature was measured by a K-type
thermocouple (diameter, 0.08 mm) attached to a sample at its middle most section. The temperature
rise due to electropulsing was less than 5◦C and thus is negligible.
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Figure 5.1: Connection arrangement for the electropulsing treatment.
5.1.2 Microstructure characterisation
The microstructure of the samples before and after electropulsing treatment were characterised by
a LEO Gemini 1525 high resolution field emission gun scanning electron microscope (FEGSEM)
operated at 5kV. The equipment was fitted with Oxford instruments INCA energy dispersive and
wavelength dispersive x-ray spectrometers. The samples for scanning electron microscopy (SEM)
observations were prepared by the conventional method using diamond pastes and etched in 2% nital
etching solution. The volume fraction of phases was determined using a point counting technique
and was measured to be 84.5%. Fig.5.2 shows the typical micrograph that has been used in volume
fraction measurements. It was done through 30 randomly selected fields at a magnification of ×100
in the optical microscope. The interlamellar spacing of pearlitic structure was measured by an FE-
SEM technique as described in Ref. [153]. On average, 50 pearlite colonies were characterized for
calculating the interlamellar spacing using this technique.
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5.1.3 Mechanical properties
The Vickers hardness was measured using a Zwick digital 3103 IRHD Micro Compact Hardness
Tester employing 10-kg load for a dwell time of 10 s. Tensile testing was carried out using Zwick/Roell
tensile testing machine at strain rate of 10−3/s. The machine was fitted with testing software testX-
pert II. Yield stress (0.2% proof stress), UTS and percent elongation were directly recorded from the
results displayed by the computer.
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(a)
(b)
(c)
Figure 5.2: Optical micrograph of samples (a) before EP, (b) after 1000 pulses, (c) after 5000 pulses.
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5.2 Results
5.2.1 Microstructural evolution
The microstructural characterisation of the steel samples, unelectropulsed and electropulsed with dif-
ferent number of pulses, has shown the presence of ferrite and pearlite phases. Fig.5.4 shows the
typical SEM micrograph of various samples under study and clearly demonstrates the presence of
pearlite colonies in the ferrite network. The volume fraction of ferrite during the experiment was con-
stant and measured to be 84.5%, and the rest of the volume is occupied by pearlite. The variation of
interlamellar spacing with number of electric current pulses is summarized Fig.5.3. The interlamellar
spacing was found to increase with increasing the number of pulses. Fig.5.6 clearly demonstrates an
increase in spacing after 1000 electric current pulses.
Figure 5.3: The effect of electropulsing treatment on the interlamellar spacing (S) of the pearlite
colonies.
Fig.5.5a demonstrates the scanning electron microscopy of the unelectropulsed specimen. Mi-
crostructure consists of ferrite and closed-packed plates of cementite. The lamellae are randomly
distributed into the ferrite matrix and the directions of plates do not show any preference. The inter-
lamellar spacing was measured to be 52 nm.
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(a)
(b)
(c)
(d)
Figure 5.4: SEM micrograph of samples (a) before EP, (b) after 100 pulses, (c) after 500 pulses, (d)
after 1000 pulses.
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After 100 electric current pulses, the overall microstructural change was insignificant (Fig.5.5b).
However, as it is evident from Fig.5.6, the interlamellar spacing of pearlite is increased. For this
sample on average, the increase in the interlamellar spacing of pearlite was measured to be 96 nm.
Moreover, the spheroidization of lamellar structure occurred as it can be seen on the top right of
Fig.5.5b. After 1000 pulses, there is a remarkable change in microstructure (Fig.5.5c). The nodules
were mostly aligned with the current direction and those which were not parallel to the direction of
electric current were fragmented.
Figure 5.5: SEM micrographs showing the microstructural evolution during electropulsing treatment.
(a) The specimen before the treatment (b) 100 pulses (c) 1000 pulses (the red arrow shows the the
current direction).
Electropulsing treatment also resulted in spheroidization of cementite plate after a certain number
of pulses (i.e. 1000 pulses), as shown in Fig.5.7. As can be seen in this figure, fine spheroidal particles
have been distributed along the previously continuous length of the lamellar structure.
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(a)
(b)
Figure 5.6: Interlamellar spacing of pearlite (a) before EP and (b) after 1000 pulses.
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Figure 5.7: Globular cementite particles uniformly distributed throughout the ferrite matrix.
5.2.2 Precipitation free zone (PFZ)
Niobium is one of the elements that forms a strong carbide. It is usually used in order to control
the austenite grain size during the thermomechanical processing of microalloyed steels. Fig. 5.8
demonstrates the EDX analysis of the sample treated by 1000 electric pulses. The dark area at a grain
boundary (spectrum 8) shows that a precipitation free zone (PFZ) has been formed after electropuls-
ing, while the adjacent location inside the grain (spectrum 4) indicates that there exists niobium car-
bide. Such a phenomenon has not been observed in the as-received sample. Other PFZs are indicated
by arrows in the micrograph shown in Fig. 5.8.
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Figure 5.8: Precipitation free zone formed by electropulsing.
5.2.3 Electropulse-driven inclusion dissolution in the hot rolled steel at room
temperature
The SEM image of the as-received sample demonstrates a significant amount of white particles. EDS
analysis, as demonstrated in Fig.5.9, indicates that the white particles are CaO and MnS non-metallic
inclusions. After the electropulsing treatment, the amount and also the size of the white particles
are significantly reduced. This implies that the passing electrical current in the steel enhances the
dissolution of the non-metallic inclusions, as that show in Fig. 5.10.
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Figure 5.9: The EDS analysis reveals the existence of O, Ca, S and Mn elements
(a) (b)
(c) (d)
Figure 5.10: The evolution of inclusions in a) as-received sample, b) after 20 electropulses, c) after
100 electropulses, and d) after 1000 electropulses.
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5.2.4 Mechanical Properties
The stress-strain curves for the samples are presented in Fig. 5.11. The Vickers hardness and yield
strength of the samples are plotted as functions of the number of current pulses and the square root
of interlamellar spacing in Fig. 5.12 and 5.13, respectively. It is evident from these figures that both
hardness and yield strength decrease with an increase in the number of electropulses (Fig. 5.12a and
5.13a). However, the effect of electropulsing on the values of hardness and yield strength lessens after
100 electric current pulses. It has been frequently reported in the literature [159, 160, 161, 162, 163,
164, 165] that hardness and yield stress follow a Hall-Petch type relationship as follows:
Hv = H0 +KHS
−1/2 (5.1)
σy = σ0 +KyS
−1/2 (5.2)
where S is the interlamellar spacing Hv, H0,σy, and σ0 are the Vickers hardness, the hardness
of the ferrite with infinite mean free path of growth, yield strength of the material, and the internal
friction strength of the ferrite with infinite mean free path, respectively. KH andKy are the dislocation
locking constant during hardness measurement and yielding, respectively.
From the plots in Fig. 5.12b and 5.13b, intercepts and slopes were calculated and the following
empirical relationships were deduced:
Hv = 148.36 + 0.6062S
−1/2 (5.3)
σy = 403.86 + 1.1429S
−1/2 (5.4)
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Figure 5.11: Stress-strain curves for the samples, blue: before electropulsing, red: after 20 pulses,
green: after 100 pulses and purple: after 1000 pulses.
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(a)
(b)
Figure 5.12: Graph representing the hardness as a function of (a) the number of electric current pulses
and (b) and the square root of the interlamellar spacing of pearlite, S.
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(a)
(b)
Figure 5.13: Graph showing the yield stress as a function of (a) the number of electric current pulses
and (b) and the square root of the interlamellar spacing of pearlite, S.
Fig. 5.14a and b show the variation in UTS as functions of the number of electric current pulses
and S−1/2. UTS plot against the square root of spacing (5.14a) follows the linear fashion similar to
the hardness and yield strength. Fig. 5.14b shows that the treatment after 100 pulses results in little
change in the value of UTS. The following Hall-Petch type of relationship was obtained for UTS:
UTS = 582.57 + 0.8187S−1/2 (5.5)
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(a)
(b)
Figure 5.14: The variations of the UTS as a function of (a) the number of electric current pulses and
(b) the square root of the interlamellar spacing of pearlite, S.
Fig. 5.15a represents the change in percent elongation as a function of the number of current
pulses. Electropulsing causes a sharp increase in the value of elongation. However, after 100 pulses,
further treatment results in gradual change of the percent elongation. Fig. 5.15b illustrates the vari-
ation of elongation as a function of the square root of interlamellar spacing. The percent elongation
decreases with increasing S−1/2 in a linear fashion.
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(a)
(b)
Figure 5.15: The changes of the percent elongation as a function of (a) the number of electric current
pulses and (b) the square root of the interlamellar spacing of pearlite, S.
5.3 Mechanisms
5.3.1 Effect of electropulsing on the microstructure
The steel studied in this investigation consists of pearlite surrounded by the ferrite network. The size
of the interlamellar spacing of pearlite was found to increase as the number of electric current pulses
was increased. In general, the interlamellar spacing is affected by the transformation temperature and
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the interface energy between ferrite and cementite σα/θ [166]. The relationships between interlamellar
spacing and temperature and interface energy can be express as [167, 95]:
S ∝ TE
TE − T =
1
1− T
TE
(5.6)
and
S ∝ σα/θ (5.7)
The increase in the interlamellar spacing of pearlite with the number of pulses can be, then, at-
tributed to a reduction in eutectoid temperature TE or an increase in interface energy, or both simul-
taneously. Liu et al.[147] recently reported that electropulsing treatment can increase the speed of
the precipitation of grain boundary as well as reducing the peak temperature of transformation. In
other words, the grain boundary carbides can precipitate at lower transformation temperature, and as
a result interlamellar spacing could increase. Another explanation could be presented according to
classical thermodynamics as follows: pearlite transformation can be summarized as γ → α + Fe3C.
According to Zener [167], the free energy G, available to form a volume of pearlite of depth δ and
interlamellar spacing S growing unidirectionally in the x-direction is [95]:
G = ∆H(
TE − T
TE
)Sδdxρ (5.8)
where ∆H is the latent heat of transformation. The formation of this new volume of pearlite
results in the formation of new ferrite and cementite interfaces and therefore causes an increase in
interfacial energy with a value of 2σδdx, where σ is the interfacial energy per unit area. Growth of the
lamellae can only take place if the decrease in energy resulted from the transformation compensates
the increase in the interfacial energy [95]:
∆H(
TE − T
TE
)Sρ = 2σ (5.9)
The free energy change due to a change in distribution of the current during electropulsing treat-
ment can also be expressed as follows [168]:
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∆GEP = µ0gξ(σ1, σ2)j
2∆V (5.10)
where µ0 is the magnetic permeability in vacuum, g is a positive geometric factor for coarse grain
materials, j is the current density, ∆V is the volume of the phase formed during transformation, and
ξ(σ1, σ2) is a factor depending on the electrical properties of the phases and can be defined as [170]:
ξ(σ1, σ2) =
σ2 − σ1
σ1 + 2σ2
(5.11)
where σ1 and σ2 are the electrical conductivity of ferrite cementite, respectively. Since the elec-
trical resistivity of cementite is much larger than that of ferrite due to its high carbon and low iron
composition, ξ(σ1, σ2) > 0. Therefore, ∆GEP > 0 according to Eq.5.10. When current pulses are
applied, this free energy which is a positive value will be added to the interfacial energy:
∆H(
TE − T
TE
)Sρ = 2σ + ∆GEP (5.12)
Eq.5.12 shows the relationship between the interlamellar spacing and interfacial energy as well
as the extra free energy due to the electropulsing treatment. As a result, the interlamellar spacing S
will increase to compensate the additional energy barrier ∆GEP . The graph of S−1/2 as a function
of the number of pulses (Fig.5.16) shows a rapid decrease followed by reaching a certain value (i.e.
S−1/2 = 63 mm−1/2, S = 251 nm) after which further treatment results in little change in the value
of spacing. If we assume that the above discussion is true, we can conclude that energy change due
to electropulsing was not enough to cause further increase in the value of interlamellar spacing.
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Figure 5.16: The variation of the root square of the interlamellar of spacing as a function of the
number of electric current pulses.
Thermodynamic calculations show that the electropulsing treatment encourages a structural evo-
lution in materials towards the state with lower electrical resistance [168]. Since the geometric mor-
phology of the phases and their spatial configurations affect the electrical resistivity of the steel [151],
electropulsing tends to configure the structure in a way through which the electrical resistivity be-
comes lower. This could be used to explain the dissolution of inclusion into the bulk. Since inclu-
sions have higher resistance than the bulk material, passing electric current generates local heat in
them. Such an event causes the inlusions to dissolve into the bulk. This is schematically shown in
Fig.5.17. In the steel under study, the electrical resistivity of cementite (ρc) is much larger than that of
ferrite (ρf ) due to its high carbon and low iron composition. In addition, the interconnected cementite
plates increases the overall electrical resistivity of the steel. Fig.5.17a schematically illustrates the
microstructure of unelectropulsed sample with a total resistance of Ra = ρCLS , where L is the total
length of the sample and S is the cross section area. After electropulsing, Fig.10b, the total electrical
resistance can be approximated as Rb = ρFLSgap , where Sgap is the gap area between the fragmentated
plates. As shown in Fig. 5.17, the value of Sgap in Fig.5.17d is larger than that of Sgap in Fig.5.17d.
Hence, it can be concluded that Ra > Rb > Rc > Rd. Fragmentation of the lamellae and formation
of discontinuous spherical cementite particles, therefore, promotes the formation of more percolation
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routines within the ferrite network. Electric current pulses make the cementite lamellar to break into
small spheres and force the phases to arrange as illustrated in Fig.5.17d in order to decrease the total
electrical resistivity.
Figure 5.17: Schematic diagram illustrating various configurations of pearlite microstructure.
In the classical theory of electropulse-induced microstructure transformation, electric current con-
tributes an extra term to the system free energy ∆Ge [168]. Electric current pulses passing through a
material introduces a free energy Ge which can be expressed as following [151, 45]:
Ge = − µ
8pi
∫ −→
j (r).
−→
j (r′)
|r − r′| drdr
′ (5.13)
where r and r′ are two different positions in space.
−→
j (r) and
−→
j (r′) are the current densities
at position r and r′, respectively. µ is the magnetic permeability. The configuration of the lamellar
structure strongly affects the electric current distribution as its electrical resistivity is much higher
than that of ferrite. Hence, various configuration of the lamellar structure corresponds to different
free energy Ge. When a cementite plate breaks into the smaller pieces altering the current distribution
from
−→
j1 (r) to
−→
j2 (r), the associated free energy change can be expressed as [151, 45]:
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∆Ge =
µ
8pi
∫ ∫ −→
j1 (r)
−→
j1 (r
′)−−→j2 (r)−→j2 (r′)
|r − r′| d
3rd3r′ (5.14)
∆Ge will be negative when the electrical resistivity of new microstructure is less than that of
the original microstructure and vice versa. This theory has been applied to explain the electropulse-
promoted Goss-texture in silicon steels [169]. Moreover, quantitative calculations of ∆Ge reveal
the important roles that it plays in interfacial reactions, precipitations and recrystallizations [115],
inclusion segregation [45], and phase transformation [171]. This theory can be, also, used to explain
the electropulse-induced microstructural evolution in the steel under study. When an electric current
is passing through this ferritic-pearlitic, some plates are oriented in a way that their lowest resistivity
direction is aligned with the current direction but other are not. Those plates with their smallest
resistivity direction not aligned with the current flow direction will adjust their orientation in order to
minimize the free energy associated with electric current. The free energy difference is the driving
force for the alignment of cementite plates. Because the cementite possesses larger resistivity than
that of ferrite, the value of ∆Ge, reduces as the cementite plates are fragmented. Formation of the
new plates aligned with electric current can decrease this value even more since in this configuration,
the collision between electrons and nodules will be at its lowest level.
5.3.2 Spheroidisation of cementite plates
Macroscopically, the electropulsing treatment is able to configure the conductive phases to a state
with maximum percolation effect. In the case of steel under study, the cementite phase has a larger
electrical resistivity than ferrite. In addition to cementite having high carbon and low iron concen-
tration, the lamellar interconnected cementite plates make the electrical resistivity of cementite phase
large. Fragmentation of the lamellae and formation of discontinuous spherical cementite particles,
therefore, allow the formation of more percolation routines within the ferrite matrix. Consequently,
Electropulse causes the cementite lamellar to break into small spheres in order to decrease the electric
current associated system free energy. Moreover, high dislocation density and high stored energy re-
sulting from rolling provide the high electromigration and enable carbon to diffuse rapidly and help to
accomplish the kinetic requirement, i.e. the diffusion of carbon and substitutional elements within the
matrix. The Nernst-Einstein equation Eq.2.29 describes the atomic drift flux due to the application
of electric currents to a material. The effective valence (Z∗) for carbon atom has been shown to be
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+4 [115]. It has been found that carbon atoms can electromigrate with the application of a current
density of ∼ 10Acm−2 which is in good agreement with Eq. 10 [115]. Moreover, vacancies play a
key role in the precipitation mechanism since they are good nucleation sites for the carbide precipitate
[172]. A study of hot deformation of eutetoid plain carbon steel shows that the spheroidisation kinet-
ics was accelerated as much as 106 times compared to static annealing [173]. Under electropulsing
treatment, the local rapid rise of the temperature generates huge amount of vacancies which are orig-
inated from dislocations, interphase and grain boundaries [152]. Ultimately, the generated vacancies
electromigrate into grains and causes the enhanced diffusion.
Niobium carbide precipitate
Niobium is usually added to steel in order to control the microstructure and thus to improve the me-
chanical properties by forming micro- and nano-sized niobium carbide particles. It has been already
reported that electropulsing may enhance or retard precipitation processes through various mecha-
nisms [146]. As is evident from Fig. 5.8, a few PFZs have been formed after treatment. As vacancies
act as very good nucleation sites for precipitation, the formation of PFZs can be attributed to the
removal of vacancies to sinks such as grain boundaries.
5.3.3 Effect of electropulsing treatment on mechanical properties
Similar trends were found in all of the mechanical property graphs, namely hardness, yield strength,
UTS, and elongation, when they are plotted as a function of the number of electric pulses.The decrease
in these value could be due to various mechanisms such as the formation of PFZs as well as the
increase in interlamellar spacing.
As it has been mentioned earlier the hardness and the yield strength of the steel do not follow a
linear fashion with the root square of interlamellar spacing. The slopes of these graphs change after
1000 pulses. After such a number of applied pulses, a more rapid reduction in the values of hardness
and yield strength occur. In general, the plastic deformation is always associated with the movement
of dislocations. When the interlamellar spacing is large, dislocations have enough space to move
freely within the matrix. This results in greater deformation and ultimately lower UTS value at larger
interlamellar spacing values. However, the variation of UTS with S−1/2 also shows the similar trend
as hardness and yield strength, which is a sharper reduction in its value after 1000 electric current
111
pulses. These phenomena can be attributed to the subsequent softening due to the spheroidization of
lamellar structure occurred after the number of electric current pulses reaching 1000 times [152].
5.4 Effect of electropulsing parameters on the evolution of microstruc-
ture
It has been shown that the application of electropulsing could result in microstructural evolution.
In some cases, for example, the formation of intermetallic compounds, the electromigration can be
employed to explain the transformation. However, in some other cases such as precipitation, the ap-
plication of electric current may enhance or retard the precipitation rate. The factors that are believed
to be important appear to be the effect of current on quenched-in vacancies and its frequency and
density. In such cases, the simple electromigration theory cannot explain these effects and our un-
derstanding of the mechanisms by which these effects on the microstructure take place is still very
incomplete.
5.4.1 Electropulsing treatment at room temperature
For instance, Fig.5.20 shows the microstructure of the steel with the same composition as previously
mentioned, but after 30000 pulses. As can be seen in this figure, the structure has been aligned with
the electric current direction. This is with accord with the previous results reported in chapter 6.
However, the morphology of ferrite grains are completely different (Fig.5.20b). Such a morphology
has not been reported in the literature. EBSD analysis for this particular specimen has shown that this
newly formed phase is ferrite but with a new morphology. Such a phenomenon cannot be interpreted
simply through existing theories and requires further investigations both experimental and theoretical,
and thus, could be the subject of a future research.
5.4.2 Electropulsing at elevated temperatures
Electropulsing treatment has been also repeated for two samples with the same dimensions as 30
mm(longitudinal length) × 3.42 mm (width) × 2.64 mm (thickness) during continuous cooling at a
rate of 20◦C in a furnace at 800◦C to room temperature. One sample has been electropulsed while
the other one has not. The electropulsing parameters were the same as in previous experiments. The
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microstructures of the samples were examined using optical microscope and scanning electron micro-
scope. The images from optical microscope are presented in Fig.5.19 for different resolutions. The
left column is for the sample without electropulsing and the right column is for the sample underwent
electropulsing treatment. Fig.5.21 and 5.22 show the microstructure of electropulsed sample and un-
electropulsed specimen, respectively. As it is evident from these figures, the microstructures for these
two specimens are completely different.
113
114
Figure 5.19: Optical microscope reveals the effect of electropulsing on the microstructure evolution at
elevated temperature. The left column images are for the sample without connecting to electropulsing.
The right column images are for the sample underwent electropulsing treatment. The pulse electric
current density is 5.33× 107A/m2. The pulse frequency is 1 Hz and the pulse duration is 20µs. The
annealing time for both samples are 1 minute.
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(a)
(b)
Figure 5.20: SEM micrograph of a 0.14% C steel after 30000 pulses a) the structure is aligned towards
electric current flow (the same result as the treatment with lesser number of pulses and b) the new
morphology of ferrite after 30000 electric current pulses.
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(a)
(b)
Figure 5.21: SEM micrograph of a 0.14% C steel with electric current pulses cooled at 800◦C to the
room temperature a) this micrograph again shows that the structure aligned itself with the direction
of electric current pulses and b) higher magnification micrograph illustrating the elongation of grains
in a direction parallel to the electric current flow.
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(a)
(b)
Figure 5.22: SEM micrograph of a 0.14% C steel without electric current pulses cooled at 800◦C to
the room temperature a) the grains are randomly distributed without any preferences b) higher magni-
fication micrograph illustrating that the structure of the sample without undergoing the treatment has
a totally different morphology.
The dark phases in Figs. 5.19 are with microstructure characteristics of the phases formed in dis-
placive transformation. Without electropulsing, a large chuck of the dark phase is formed throughout
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the samples. The morphology is irregular but showing a certain degree of faceting. After electropuls-
ing treatment, the dark phase is much smaller in size and close to spherical. The direction of the
electric current is found parallel to aligns of the dark particles. This is in line with the observation
identified in room temperature application of the electropulsing.
The grains as well as lamellar structure have been formed in the direction of electric current pulses
in the electropulsed sample. This phenomenon can be explained by the electromigration theory and
the fact that the new configuration has lower resistivity, since the grain boundaries and the inter-
connected lamellar structure are the main sources contributing to the total resistance of the sample.
Therefore, they form in a such way through which the resistivity reduces. However, electropulsing
treatment has led to a new morphology which is totally different from the ones tested at room temper-
ature. EDS analysis also shows that segregation occurred during the treatment (Fig.5.23). As can be
seen in Fig.5.23 one area is Mn-rich (Fig5.23a) while another one is Sn-rich (Fig.5.23b). These addi-
tional effects of electropulsing on the microstructure could be also explained by the electromigration
theory, i.e. the effect of electromigration on different substitutional atoms varies depending on their
jumping frequencies and mobility and the electric current frequency. However, a precise description
of this phenomenon needs accurate thermomechanical calculations.
5.4.3 Electropulsing-induced crystal rotation
Figures 5.24 and 5.25 demonstrates the EBSD results for the samples tested at room temperature.
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(a)
(b)
Figure 5.23: SEM micrograph of a 0.14% C steel without electric current pulses cooled at 800◦C to
the room temperature.
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(a)
(b)
Figure 5.24: SEM micrograph of a 0.14% C steel without electric current pulses cooled at 800◦C to
the room temperature. 121
(a)
(b)
(c)
(d)
Figure 5.25: The pole figure of the sample a) before and after b)the electropulse treatment with 20
pulses c) the electropulse treatment with 50 pulses and d) electropulse treatment with 100 pulses.
Figure 5.24a is the microstructure of the sample without electropulsing treatment. Figure 5.24b
is the microstructure of the samples after 20 electropulses passing through the samples. The thick
black lines represent the grain boundaries. The thin black lines are the sub-grain boundaries. The
differences between the sub-grain boundary and the unsolved pixels are the continued and closed
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lines rather than scattered dots. The major differences between Figure 5.24a and 5.24b are twofold,
namely the significant appearance of sub-grain boundaries and the larger mean grain size in Figure
5.24b than 5.24a. The sub-grain boundaries separate adjacent domains with slightly different colours.
EBSD analysis reveals some 1-3 degrees of misorientation across the sub-grain boundaries. The
grain-boundaries separate adjacent domains with significant colour differences. As shown in Fig.
5.25, the change reflects the electropulse-induced crystal rotation. It is not known at this stage whether
the crystal rotation is due to the internal-stress release or due to the anisotropic electrical conductivity.
It is well-known that the crystal rotation and occurrence of the sub-grain boundary happens fre-
quently in the cold worked steels. However, such a stress-induced phenomenon accompanies with
the increment of materials strength. In the present work, the crystal rotation and appearance of the
sub-grain boundary are accompanied by a reduction of the internal stress. This implies that the ob-
served crystal rotation in the present work was not due to current-induced pinch effect. Otherwise
the pinch would behave the same way as other mechanical stress and would increase the materials
strength. Furthermore, the experiments in the present work have not involved any cold deformation
or external stress. The free hold sample in the electropulsing treatment has avoided the occurrence of
the internal stress caused by restricted thermal expansion. The machine works during the preparation
of the samples are identical for all the samples and therefore cannot cause the occurrence of sub-grain
boundaries otherwise they would appear in Fig.5.24a as well. The temperature rising due to ohmic
heating is small ∼ 5◦C.
It is well-known that some crystallographic directions possess smaller resistivity than other di-
rections. Those crystals with their smallest resistivity direction not lined up with the current flow
direction will, thus, adjust their orientation during the electropulsing in order to minimize the free
energy associated with electric current. The free energy difference is the driving force for crystal
rotation. However, it is not always possible to rotate a whole grain toward its lowest free energy
direction. Part of the grain instead of whole grain might rotate as long as the reduced free energy
can compensate the formation of the sub-grain boundary. This causes the appearance of the sub-grain
boundary and the appearance of the more random crystal orientation. This investigations, however,
requires further investigations. For example, a specific area of an unelectropulsed should examined
by EBSD analysis. Various electropulsing with different parameters (i.e. various numbers of pulses,
various frequencies) should be, then, performed on the specimen and the effect of electric current on
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the microstructure should be studied by re-examining the marked area using EBSD analysis. In this
way, qualitative data could be produced and more accurate explanation can be given.
5.5 Summary
Electropulsing treatment was applied to a hot-rolled 0.14 wt.%C steel. It is found that the interlamellar
spacing of pearlite increases with an increase in the number of current pulses applied to the samples.
This is attributed to the energy change due to electropulsing which adds to interfacial energy resulting
in an increase in the spacing of lamellar structure. The rate of increase in the interlamellar spacing
reduces at a certain number of pulses after which further electropulsing results in little change in the
spacing of plates. The insufficient energy generated by electropulsing is postulated to be the cause of
this phenomenon.
Moreover, electropulsing treatment caused spheroidization in the lamellar structure after 1000
times of pulses. This results in a substantial softening of the samples. This softening is believed to be
the reason for the change in the slope of mechanical properties graphs and the faster reduction in their
values. Further electropulsing results in the formation of cementite plates in the direction of electric
current as to reduce the system free energy to its lowest level.
Finally, electropulsing shows a very promising treatment that can be manipulated to generate var-
ious interlamellar spacing to achieve different microstructure depending on the mechanical properties
required. These results can provide qualitative information for subsequent experimental work. More-
over, the experimental data can be, also, employed in order to model the microstructural evolution of
this type of strong steels.
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Chapter 6
Conclusions and future work
1. The significance of shape deformation has been explained in detail. It has been discussed
that the phenomenological theory of martensite crystallography can be used to link all features
of martensitic transformation mathematically. This theory can be employed to simulate the
realistic evolution of transformation. The variant selection models proposed by a variety of
scientists have been explained and the critical assessment of their work has been presented.
Patel and Cohen method correctly considers the transformation as plastic and can be employed
to compute the interaction energies.
2. A method is presented for modelling the three dimensional microstructure of martensite both
in a transformation without an external system of applied stresses and in the presence of the
external stresses. The method employs the kinetics of crystal growth and precisely follows
crystallographic theory introduced by Bowles and MacKenzi.
3. The results for 3D simulation of austenite has been presented. The method through which the
current code could be developed in order to cover the martensite microstructure in polycrys-
talline austenite has been discussed. The effect of austenite grain size on the Ms temperature
as well as the interactions between strain fields of pairs or clusters of martensite could be, also,
introduced into the computer programme to generate a more realistic microstructure.
4. An approach for simulation of various deformations, e.g. plain strain, has been introduced. This
could be employed to deduce qualitative microstructural data such as the change in the interface
area after each deformation. Such data will enable us to predict the mechanical properties using
a modified rule of mixture.
5. In the present work, the effect of temperature during the simulated plastic deformation has not
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been considered. Thus, the present model can be modified to take into account the effect of
temperature gradient on the microstructural evolution during various deformations.
6. The present model can be, also, further developed when combined with thermodynamics databases.
CALPHAD is based on free-energy minimization and can predict the equilibrium properties of
alloys. The present model has an advantage over CALPHAD as it is a method for dealing with
kinetics and in particular microstructural evolution in strong steels. Therefore, the combina-
tion of thermodynamics database with the current model would provide a complete software
package for simulating the microstructure of martensitic steels.
7. Electropulsing treatment was applied to a hot-rolled 0.14 wt.%C steel at both ambient and
elevated temperatures. It is discovered that spacing of pearlite plates increases with an increase
in the number of electric current pulses applied to the material. This effect is attributed to
the energy change due to electropulsing which adds to interfacial energy during transformation
resulting in an increase in the spacing of lamellar structure. It has been also observed that
electropulsing causes spheroidization in the lamellar structure after 1000 pulses. This results in
a substantial softening of the samples. This effect along with the formation of PFZs are believed
to be the reason for the change in the slope of mechanical properties graphs and the faster
reduction in their values. Interestingly, electropulsing results in the microstructural evolution
and the formation of cementite plates aligned with the electric current direction as to reduce the
system free energy to its lowest level.
8. The effect of electropulsing on the microstructural evolution at room temperature and a contin-
uous cooling in a furnace at 800◦C has been discussed. Various experiments have been carried
out in order to examine the mechanism by which these effects occur. It has been discovered that
an electropulsing treatment with 30000 number of pulses has led to the production of a novel
microstructure of ferrite.
9. We have observed current-induced crystal lattice rotation and found the rotation is toward a
certain orientation. The rotation is accompanied with the change of texture and coarsening of
the microstructure. The rotation is different from the stress-induced crystal rotation because the
current-driven rotation does not increase the materials strength.
10. All the above explanations have the potential to be the subjects of new studies. Moreover, the
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simultaneous application of electric and magnetic fields could also be studied and its effects on
various solid state phase transformation such as precipitation could be investigated.
11. Electropulsing as an instantaneous high energy input technique can be employed to enhance the
plastic strain by reducing the forming stress and through increasing the dislocation mobility. In
addition, the enhancement of atomic diffusion resulting from temperature stress due to elec-
tropulsing treatment can be manipulated for healing microcracks and improving the plasticity.
However, little is known about the kinetic effect of electropulsing on the mobility of dislo-
cation as well as atomic diffusion. Therefore, in-situ observation of electropulsing treatment
could a be useful method in order to provide qualitative data about the kinetics of electropulsing
treatment.
12. Currently, scientists’ understanding of the effect of electropulsing on the kinetics of transforma-
tion is very limited. Digital image correlation (DIC) technique has demonstrated its importance
and flexibility in high precision, non-contact and full field optical measurement. The use of DIC
technique during the electropulsing treatment would, thus, provide useful information about the
dynamics of the electropulsing treatment. This information if integrated with a suitable mod-
elling technique such as phase field or molecular dynamics could provide a new insight into the
effect of electric current pulses on the kinetics of transformations.
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