The Karjan irrigation project of Gujarat in Western India faces an acute shortage of irrigation water during the non-monsoon seasons. Improper water management in the area may result in reduced yields and hence low net incomes to the farmers. Optimal cropping pattern models were developed under different constrained environments using the improved versions of Jaya algorithm (JA) and teaching learning based optimization (TLBO) algorithm by incorporating the elitist concept, namely EJA and ETLBO, to maximize the net annual benefits. The advantages of EJA and ETLBO are that they do not require any algorithm-specific parameters and only need common controlling parameters, such as population size and number of iterations. Two different models of maximum and average cropping patterns were developed. Different elite sizes were tested with various combinations. The results of EJA and ETLBO were compared, and whether the improved version of the algorithm will enhance the results was checked. Moreover, the findings were compared with those of the linear programming (LP) model. It was observed that maximum net benefits were obtained by EJA for both the models. The results demonstrate a substantial gain in the cultivation of banana, cotton, sugarcane, and groundnuts. Based on the results, it is concluded that EJA outperforms ETLBO, JA, TLBO, and LP.
Introduction
Due to the alarming population growth, water demand is increasing in both the domestic and agricultural sectors. To maintain food production, it is important to provide adequate water for irrigation (Garg and Dadhich 2014) . In recent decades, numerous dams have been built. However, because of high investment necessities and land acquisition problems, it is becoming impossible to launch more and more water resource projects (Adeyemo and Otieno 2010) . Therefore, irrigation demands need to be managed sustainably from the existing water resources. Especially in India, this issue is important in view of the alarming water insufficiency (Garg and Dadhich 2014) . Thus, the allocation of water resources wisely and effectively is turning out to be all the more pertinent. In order to do so, proper planning and management of available resources are required for matching with the optimal cropping pattern.
The conventional optimization techniques that have been widely employed in the optimal cropping patterns are linear programming (LP) (Paul et al. 2000) , nonlinear programming (NLP) and dynamic programming (DP) (Ghahraman and Sepaskhah 2002) . Sethi et al. (2002) used deterministic linear programming (DLP) to calculate the optimal cropping pattern. Furthermore, to dispense with the stochastic nature of the variables ( (Sreenivasan and Vedula 1996; Azaiez et al. 2005 ) applied change constraints linear programming (CCLP) to optimize the stochastic nature of the cropping pattern. Jothiprakash et al. (2011) utilized CCLP based model comprising nine different dependable inflows, namely 50, 55, 60, 65, 70, 75, 80, 80, and 90% to optimize the cropping pattern.
Nonetheless, these techniques have their own limitations in spite of the numerous advantages in solving optimization problems (Kumar and Yadav 2018) . LP works when the objective function and the constraints are in a linear form and unable to deal with uncertainty problems (Hosseini-Moghari et al. 2015) . Owing to the rigorous mathematics involved in its development and high computation time, NLP has not been widely used (Singh 2012b) . DP suffers when the scale of the problem increases and requires more memory; the program is also known as the curse of dimensionality (Ming et al. 2015) . Besides, these techniques are often unable to provide a globally optimal solution.
To overcome the limitations of conventional techniques, advanced optimization algorithms have been introduced, such as heuristic, metaheuristic, and evolutionary algorithms. Different researchers have applied advanced optimization algorithms to optimize cropping patterns, for example, genetic algorithms (GA) (Yang et al. 2009 ), fuzzy programming (Li et al. 2017) , particle swarm optimization (PSO) (Luo et al. 2015) , and differential evolutions (DE) (Adeyemo and Otieno 2010) .
The existing heuristic, metaheuristic, and evolutionary algorithms have a few shortcomings. The limitation of the existing algorithms is that they require the tuning of algorithm-specific parameters. The most commonly used optimization technique is GA, but it demands the tuning of mutation and crossover probability, operator selection, etc. NSGA-II requires crossover and mutation probability, real-time parameters etc. DE needs the scaling factor and crossover rate. PSO requires inertia weight, social, and cognitive parameters. Artificial bee colony (ABC) demands the number of bees such as the scout, employed, and onlooker bees. Harmony search algorithm (HSA) calls for the rate of harmony memory consideration, number of improvisations, etc. The above-mentioned factors are known as the algorithm-specific parameters that need to be tuned apart from the common control parameters such as population size and number of iterations. The performance of the algorithms is very much dependent on these parameters. If proper tuning is not done, it affects the overall performance. Apart from these, other advanced optimization algorithms such as ant colony optimization (ACO), krill herd algorithm (KHA), cuckoo optimization algorithm (COA), imperialist competitive algorithm (ICA), weed optimization algorithm (WOA), improve bat algorithm (IBA), shark algorithm, etc. also necessitate their own algorithm-specific parameters. Therefore, it is important to come up with a new algorithm that is free from these prerequisites. The paper proposes two latest advanced optimization algorithms devoid of algorithm-specific parameters, that is, teaching learning based optimization (TLBO) algorithm, Jaya algorithm (JA), and their improved versions, thereby reducing the user's burden.
TLBO is a nature-inspired evolutionary algorithm developed by (Rao et al. 2011; Rao and Patel 2012) and is based on human behaviour. It has been applied in truss structure (Baghlani et al. 2017 ) and electrical discharge machining (Mohanty et al. 2018) . JA was recently developed by Venkata Rao (2016) based on the principle that the solution should move towards the best and avoid the worst. It has been applied in power point tracking (Huang et al. 2018) , and sclerosis identification . JA and TLBO can be improved by modification and hybridization of the algorithms. Certain modifications can be done by incorporating elitist, self-adoptive, binary, enhanced based, non-dominated, and chaotic concepts. In the present study, elitist Jaya algorithm (EJA) and elitist teaching learning based optimization (ETLBO) are proposed for the optimal cropping pattern. The elitist concept has been applied in many of the evolutionary algorithms and a similar one has been utilized in JA and TLBO. The idea is to replace the worst solution with the elite solution before running the next iteration. The elite size depends on the number of worst solution replacements. Elitism helps to preserve the best solutions from generation to generation. The concept helps in moving faster towards a better solution; thus, the best individuals are never lost (Venkata Rao 2016) .
The objective of the present study is to perform, a comparative analysis of EJA and ETLBO for the Karjan irrigation scheme. To derive an optimal cropping pattern and to maximize the net annual benefits considering a 75% dependable inflow. The performances of EJA and ETLBO have been compared with JA, TLBO, and LP models. An attempt has been made to check whether the elitist concept will improve the results over the ordinary JA and TLBO. The next section describes the study area and data collection.
Study Area and Data Collection
The Karjan River is one of the major left bank tributaries of the Narmada River in India. It originates from the Satpura hills and meets Narmada in the Rajpipla city of Gujarat. The total length of the river is 96.55 km. The Karjan dam is constructed near the Jitgadh village in the Nandod Taluka of Narmada district at a latitude of 21 0 49 ′ N and longitude of 73 0 32 ′ E. The Karjan reservoir was primarily designed for irrigation purpose and later, hydropower generation was added. The total length of the dam is 911.11 m and the maximum elevation is 119.70 m. The dam consists of nine radial gates. The overall catchment area of the dam site is 1403.78 km 2 , of which 1372.70 km 2 lies in the Gujarat state and the remaining 31.08 km 2 in the state of Maharashtra. The irrigation project has two-canal systems, that is left bank main canal (LBMC) and right bank main canal (RBMC), which are divided into 12 and 4 zones, and having cropping area of 39,585 ha and 11,412 ha, respectively. For more details regarding the salient features of the Karjan dam and line map, please refer to Table S1 and Fig. S1 (Supplementary material).
The following data pertaining to the Karjan River were collected from the state water data centre of Gandhinagar district; such as storage capacity; evaporation losses; overflow for 18 years; inflow for 17 years, and canal carrying capacity. Actual cropping patterns for 12 years, from 1999 to 2011, were collected for both the canals. Apart from these data on surface water and net irrigation, water demands were also gathered for each crop. The following section describes the objective function and constraints.
Methodology

Elitist Teaching Learning Based Optimization (ETLBO) Algorithm
TLBO is a population based optimization algorithm developed from human behaviour. It mimics the teaching-learning process, wherein the teachers teach and the students learn. A strong dependency is required between the teachers and the students to obtain good results. Every student tries to learn from the teacher and improve the result. Apart from the teacher-student interaction, the students interact with each other in the class and try to enhance their performance. The process of TLBO is divided into teaching and learning phases. In elitist-TLBO, at the end of the learner phase, the worst solution is replaced with the elitist solution.
The following are the steps to run the ETLBO algorithm. Let f(Z) be the objective function to be maximized or minimized.
Step 1: The population size p (number of students in a class), number of iterations (termination criteria), and the elite size are decided. Initial solutions are randomly generated using the formula presented in Eq.
(1). From the list of corresponding objective functions, the best solution is identified, which is taken as minimum for the minimization problem and maximum for the maximization problem.
where L = lower bound on the variable; U = upper bound on the variable; r = random number between [0, 1].
Step 2: Teaching phase: Here the teacher attempts to improve the results of the class using the difference mean method and the formula presented in Eq. (2).
where Z best = best solution (teacher); Z mean = mean of all the students; r = random number between [0, 1].
Step 3: The old solutions are modified using Eq. (3).
where Z new and Z old are the modified and old solutions, respectively. The better function value obtained using Z new and Z old is selected for the next step. Z old, i is the updated solution, and the same process is repeated up to the p th candidate in the population.
Step 4: The second phase is the learning phase in which, the students interact randomly with each other to increase their knowledge. For illustration, let us take Z old, 1 and Z old, 2 as two random learners, where Z old, 1 interacts with Z old, 2 . Then, two conditions can occur, which are presented in Eqs. (4) and (5).
Step 5: The better functional value obtained using Z new, i and Z old, 1 is selected. The same process is carried out up to the p th candidate in the population.
Step 6: At the end of the learner phase, the elite solution is identified and selected. The worst solution is replaced with the elite solution. If any duplicate solution is present, then it is necessary to modify it as it can otherwise, get trapped in local optima. Mutation in randomly selected dimensions was used to modify the duplicate solution before proceeding to the next iterations.
Step 7: Steps 1 to 6 complete the first iteration. The algorithm is stopped if the maximum number of generations is accomplished, otherwise it repeats itself. The flowchart of the ETLBO algorithm is presented in Fig. S2 (Supplementary material).
Elitist-Jaya Algorithm (EJA)
Jaya algorithm (JA) works on the principle of getting close to a better solution by avoiding failure. JA has only one phase, and it is quite simple to apply when compared with TLBO. EJA is similar to the other metaheuristic algorithms, and the elitism concept is applied in the iterations.
The following are the steps to be followed to run the EJA. Let f(Z) be the objective function to be maximized or minimized.
Step 1: Initialization: The first step is similar to the other random search algorithms, that is deciding the population size, the number of iterations, and the elite size. The initial solutions are generated between the lower and upper bounds of the variables.
Step 2: The best and the worst solutions are identified from the population.
Step 3: Let Z v, p, i be the v th variable (i.e. v = 1, 2, … . . , d) for the p th candidate (i.e. population size p = 1, 2 … . . , n ) during the i th iteration, where, d is the number of design variables and n is the number of candidate solutions. The modified solution is expressed as per Eq. (6).
where Z new, v, p, i is the new updated variable, Z v, best, i is the best solution, and Z v, worst, i is the worst solution. R 1, v, i and R 2, v, i are the two random numbers generated between [0,1]. The term R 1, v, i (Z v, best, i − |Z v, p, i | ) helps the solution to move towards the best solution, and the term
aids the solution in circumventing the worst solution.
Step 4: A better functional value between Z new, v, p, i and Z v, p, i is selected for the particular candidate, and the same process is repeated up to the p th candidate in the population. The accepted candidates and the corresponding functional values are stored.
Step 5: The elite solutions (best solutions) are identified and selected. In EJA, the greedy selection process is adapted to update the solution. The worst solution is replaced with the elite solutions randomly. If any duplicate solution is present, the parameters are randomly selected from the remaining solution in order to avoid the local optima.
Step 6: Steps 1 to 5 complete the first iteration. If the maximum number of generations is accomplished, the algorithm is stopped, otherwise it repeats itself. The following section presents the mathematical formulation of the study. The flowchart of the EJA is presented in Fig. S3 (Supplementary material).
Mathematical Models
Objective Function
The main objective of the research is to maximize the net benefits over a year in two cropping seasons, and it is expressed in Eq. (7).
where Max NB= maximum net benefits in Indian Rupees ( ); ak, ar, ap and at are the areas allocated to the crops in zones 1 to 4 during the Kharif season, rabi season, annual crop and biannual crops in the RBMC, in ha, respectively; bk, br, bp and bt are the areas allocated to crops in zones 5 to 16 during the Kharif season, rabi season, annual crop and biannual crop in the LBMC, in ha, respectively. It should be noted, that the corresponding areas for the annual and biannual crops refer to the durations for both the seasons. The annual and biannual cropping areas are equal in both times of the year. C 1 , C 2 … . . C 9 are the cost coefficients of the crops assuming full irrigation and are proposed upon deducting the labor and fertilizer costs from the gross benefits. The net benefit is estimated assuming that the farmers (or their family members) perform the labor work by themselves, and that it is not outsourced.
Constraints
The objective function depends on a set of constraints as listed below:
Water Allocation
The water releases from the reservoir should be more than the crops' requirement. Mathematically, the constraint is expressed using the efficiencies of the surface water system. 
where NIR 1, t and NIR 2, t = net irrigation requirement of the groundnut and wheat crops during the months t = 1, 2 … .6 and t = 7, 8 … .12; z = number of zones; time t = 1 refers to the month of June, t = 2 refers to the month of July, and so on; η s = efficiencies of the surface water system; R zt and L zt are the releases towards RBMC and LBMC, respectively; ak 1 and bk 1 are the areas allocated to groundnut crops in RBMC and LBMC, respectively; ar 2 and br 2 are the areas allocated to wheat crops in RBMC and LBMC, respectively. The other crops are also prepared in a similar manner during the two cropping seasons.
Crop Area Constraints
The cropping area should be 'equal to' or 'less than' the maximum cultivable area and should be 'equal to' or 'more than' the minimum cultivable area available for the irrigation. For the right bank main canal:
ak 1 ≥a z;1;min ð13Þ
For the left bank main canal:
bk 1 ≥b z;1;min ð15Þ
The terms a z, 1, max and a z, 1, min are the maximum and minimum total cultivable command areas in RBMC for groundnut crops in zone z = 1, 2 … … 4. The terms b z, 1, max and b z, 1, min are the maximum and minimum total cultivable command areas in LBMC for groundnut crops in zone z = 5, 6 … .16. The cultivable command areas for the other crops are also similarly calculated.
Storage Constraints
The storage capacity of the reservoir should not be lesser than or greater than the minimum and maximum capacities of the reservoir at any given time t.
where S t, min and S t, max are the minimum and maximum storage capacities observed in 18 years at any time t in million meter cube (MM 3 ) and S t is the final storage at any time t in MM 3 .
Canal Capacity Constraints
The canal carrying capacity needs to be maintained 'equal to' or 'less than' the minimum and maximum storage capacities at any time period t = 1, 2 … .12. The releases from the dam to the canal are expresesed in Eqs. (17) and (18).
where CC t = canal carrying capacity for t month in MM 3 . The maximum and minimum carrying capacities for RBMC are 11.4 MM 3 and 9 MM 3 and those of LBMC are 43.54 MM 3 and 32.4 MM 3 , respectively.
Evaporation Constraints
The evaporation constraints are calculated based on the relationship between the initial and final reservoir storage (Jothiprakash et al. 2011) and are expressed in Eq. (19).
The monthly linear regression models are developed using the actual data of evaporation volume and average storage. The graph is plotted between StþStþ1 ð Þ 2 and E t using OriginPro software 8.5 for each month. The regression coefficients a t and b t for various months, based on the statistical parameter r, are obtained from the plot. Here E t = evaporation loss from the reservoir at any time t in MM 3 ; the terms S t and S t + 1 are the final storage capacities at t and t + 1, respectively in MM 3 . The observed statistical parameter and regression coefficients are represented in Table 1 .
Continuity Constraints
The continuity constraints are applied based on the inflow and outflow relationships and are mathematically expressed in Eq. 20.
where the terms I t and Ovf t are the dependable inflows into the reservoir and the outflows from the reservoir during the t month, in MM 3 .
Dependable Inflow
Eight different dependable inflows are developed using 17 years of available historical inflow data. The relationship between the rainfall magnitude and its probability of exceedance is obtained by frequency analysis. The probability of inflow exceedance is calculated using the Weibull method (Subramanya 2013) .
where P= probability of an event, N= number of years of available record, m = order number in descending order of magnitude, for example, 75% dependable annual rainfall with probability of exceedance P = 0.75 and return period T = 1/P.
Overflow Constraints
Overflow constraints are provided to spill off the extra water from the dam. If no overflow conditions are provided, the model will spill water even when the reservoir has less storage capacity.
where Ovf t > 0; S max = maximum storage capacity observed in 18 years. The next section describes the results and discussion. The coding of EJA, ETLBO, JA and TLBO were performed with MATLAB R2014b software, for LP the LINGO 17 software was used, and for statistical parameter and plots Origin-Pro software 8.5 were used. With a system configuration of Intel® core™ i7-7700, @3.60 GHz, installed ram 8.00 GP, system type 64-bit. Bold values indicate the optimal result in ETLBO1, EJA1, ETLBO2, and EJA2
Results and Discussion
Two different models were developed based on the actual cropping pattern of the Karjan irrigation scheme, namely the maximum and average cropping patterns. The objective of the present study is to obtain an optimal cropping pattern for maximizing the net benefits. The ETLBO algorithm and EJA were used for optimization. Different combinations of population size (viz. 10, 20, 30, 50, 75 , and 100), number of iterations (viz. 10, 20, 35, 50, 80, and 100) and elite size (viz. 0, 2, 4, 6, and 8) were employed to check the performance of ETLBO algorithm and EJA. Elite size zero implies that the algorithm works as ordinary TLBO and JA. The accuracy of the algorithms were checked with TLBO, JA and LP. The lower and upper bounds of the variables were obtained from the actual data. The dependable annual inflows were calculated from the annual probability distribution and the corresponding year's data were considered in the model. Seventeen years of available historical data were utilized to identify nine different inflow levels, namely 50, 55, 60, 65, 75, 80, 85 , and 90% using the Weibull formula. The different dependability inflows for the annual inflow levels are shown in Fig. S4 (Supplementary material) . It was observed that 95% of rainfall occurs from June to October. Hence, the probability of June to October inflow plays a more important role in the operation of the reservoir than, the annual probability. Out of these values, 75%, dependable inflow was considered for the study.
Analysis of Net Benefits
As stated earlier, the two models were prepared using the objective function and its constraints. The models were named as model-1 maximum cropping pattern (EJA1, ETLBO1, JA1, TLBO1 and LP1) and model-2 average cropping pattern (EJA2, ETLBO2, JA2, TLBO2 and LP2). Their comparison was done among EJA1, ETLBO1, JA1, TLBO1 and LP1 for model 1 and EJA2, ETLBO2, JA2, TLBO2 and LP2 for model-2. The net benefits were expressed in Indian Rupees ($1 = 63.96). The EJA and ETLBO performed better for population sizes of 30 and 50, respectively, when compared with the other combinations. reveals the net benefits resulting from EJA1 and ETLBO1 for different elite sizes, over 30 independent runs. Table 2(b), present the net benefits derived from ETLBO2 and EJA2 for different elite sizes, over 30 independent runs. In both cases, the elite size 4 yielded better results than the other elite sizes. It was also inferred that as the number of iterations increased, the net benefits also improved. However, the benefits did not change much after the 80th iteration in most of the elite sizes. Table 3 compares the net benefits derived from EJA, ETLBO, JA, TLBO and LP as well as the real income for both the models. In model-1, EJA1 was 8.33%, 0.04%, 0.58% and 0.002% better than LP1, ETLBO1, TLBO1 and JA1, respectively, while in model-2, EJA2 was 1.23%, 0.093%, 0.14% and 0.004% better than LP2, ETLBO2, TLBO2 and JA2, respectively. It was observed that in both the models, EJA outperformed ETLBO, JA, TLBO and LP. When the results of EJA1 and EJA2 were compared with the real income generated during 2010 and 2011, it was found that EJA1 was 67.37% and 65.72% better than 2010 and 2011 net benefits, respectively. EJA2 was 10.98% and 6.46% better than 2010 and 2011 net benefits, respectively. Figure 1a and b portray the convergence of the ETLBO algorithm and EJA for both the models with the elite size 4. It was observed that EJA has a better and faster convergence property then ETLBO. Figure 2a shows the box plot of model-1 derived for EJA1, ETLBO1, JA1, and TLBO1 and Fig. 2b displays the box plot of model-2 derived for EJA2, ETLBO2, JA2, and TLBO2. It was observed from the models that the variation of results for EJA and JA were less when compared with ETLBO and TLBO. The maximum error in the distribution of results was observed in TLBO for both the models.
Total Cropping Area
The cultivated areas of different crops for model-1 and model-2 are furnished in Table 4 (a) and (b) for elite size 4. The areas suggested for model-1 by EJA1, ETLBO1, and LP1 were 20,598 ha, 20,595 ha, and 15,670 ha, respectively, while those indicated for model-2 by EJA2, ETLBO2, and LP2 were 8713 ha, 8712 ha and 8620 ha, respectively. The optimal cropping area obtained using ETLBO1, EJA1, and LP1 for both the canals are presented in Table 4 (a). The areas calculated for sugarcane, vegetables, and castor in the RBMC by ETLBO1 and EJA1 were 20.74%, 93.27%, and 3.5% higher when compared with LP1. In the LBMC, the cropping areas estimated for sugarcane, millets, and vegetables by ETLBO1 and EJA1 were 48.35%, 98.40%, and 94.30% greater when compared with LP1, respectively. Besides, for groundnut, the area obtained by EJA1 was 1.18% higher than that derived by ETLBO1. The optimal cropping areas determined using ETLBO2, EJA2, and LP2 for both the canals are presented in Table 4 (b). In the RBMC, the cropping areas assessed for the pulses by ETLBO2 and EJA2 were 73.71% higher than that obtained by LP2. The areas calculated by LP2 were 14.19% and 1.43% higher for the millets upon comparison with EJA2 and ETLBO2, respectively. In the LBMC, the cropping areas gauged by ETLBO2 for vegetables were 73.04% and 72.38% lesser when compared with EJA2 and LP2, respectively. Hence, the cropping area has increased and the net benefits have been directly enhanced upon using EJA. ETLBO algorithm and LP yielded inferior results for both the models.
Optimal Cropping Pattern
The optimal cropping patterns, obtained from model-1 and model-2, were compared with the actual patterns of 2010 and 2011 for both the canals. In 2010, Fig. 3a LBMC, it was observed that banana, wheat, cotton, and castor areas were augmented by 82.17%, 46.35%, 89.88%, and Bold values indicate the optimal result 37.31% respectively using EJA1, ETLBO1, and LP1. In Fig. 3b RBMC, it was observed that banana, wheat, and cotton areas were raised by 72.40%, 72.53%, and 85.16%, respectively, by using EJA1, ETLBO1, and LP1. Similarly, in 2011, Fig. 3c LBMC, it was noted that banana, wheat, cotton, and castor areas were improved by 92.39%, 60.93%, 91.77% and 84.46% respectively with EJA1, ETLBO1 and LP1. In Fig. 3d RBMC, it was seen that banana, wheat, and cotton areas were enhanced by 67.28%, 78.49%, and 67.06% respectively with the aid of EJA1, ETLBO1, and LP1. Since the types of crops that were cultivated in both the canals were identical, the results were also similar, except for the cultivated area. The major difference of EJA1 and ETLBO1 from LP1 was that the cropping areas for the former algorithms were higher for sugarcane, vegetables, and millets. As a result, the net benefits obtained by EJA1 and ETLBO1 were more pronounced when compared with LP1.
Conclusions
In this research, algorithm free from internal parameters, that is elitist-JA and elitist-TLBO have been employed to optimize the cropping patterns of the Karjan reservoir. The results were compared with JA, TLBO and LP model to check whether the improved version of the algorithms will provide enhanced results. The following conclusions are drawn from the present study. For model-1, the results indicated that the cultivated areas suggested by EJA1 and ETLBO1 in the RBMC for sugarcane, vegetables, and castor were 20.74%, 93.27% and 3.5% superior when compared with LP1. In the LBMC, the cropping area obtained by EJA1 and ETLBO1 for sugarcane, millets, and vegetables were 48.35%, 98.40% and 94.30% greater upon comparison with LP1. Similarly, the cropping area of groundnut suggested by EJA1 was 1.18% vaster than that specified by ETLBO1.
In model-2, the cultivated areas given by EJA2 and ETLBO2 in the RBMC for pulses were 73.71% greater when compared with LP2, whereas the area specified by LP2 for millets were 14.19% and 1.43% more than that obtained by EJA2 and ETLBO2. In the LBMC, the cropping area calculated by ETLBO2 for vegetables were 73.04% and 72.38% lesser when compared with EJA2 and LP2. The cropping area has a direct effect on the net benefits. In both, the models, the EJA and ETLBO cropping areas were similar but higher than LP. Thus, greater net benefits could be derived by using EJA and ETLBO.
The optimal cropping patterns derived using EJA1, ETLBO1, and LP1 have led to a significant increase in the yield of banana, wheat, cotton, and castor, which in turn has offered greater net benefits when compared with EJA2, ETLBO2, LP2, and the actual conditions. Further, EJA1 and ETLBO1 resulted in better net benefit because of the superior production of sugarcane, vegetables, and millets than that obtained with LP1.
The net benefits of EJA1 in model-1 were 8.33%, 0.04%, 0.58% and 0.002% better than LP1, ETLBO1, TLBO1 and JA1, respectively, and the net benefits of EJA2 were 1.23%, 0.093%, 0.14% and 0.004% better than LP2, ETLBO2, TLBO2 and JA2, respectively. Thus, EJA outperformed ETLBO, JA, TLBO and LP. Hence, elitist-JA is suitable to obtain maximum net benefit for the cropping problem, and it can be applied for other water resources issues.
