Introduction
The successive over-relaxation method, or abbreviated, the SOR method, suggested by FRANKEL Ell and YOUNG [2] , has come to be much used for the solution of certain classes of systems of linear algebraic equations, especially those which are obtained when partial differential equations are approximated by difference equations. For the cases which are most important in practice, conditions for the convergence of the SOR method may be deduced from a theorem of YOUNG (E6], p. 98). In a recent publication [10] , VARGA gave a generalization of YOUNG'S theorem, to matrices with a cyclic property. The present paper carries the generalization still a bit further in the same direction, at the same time using a method of proof which is coordinate-free and thus not restricted to finite-dimensionai spaces.
Our result is contained in theorem 2, while theorem t is a version of a result in the Frobenius-Romanovsky theory of non-negative matrices (E71, I8]), which is used in the proof of theorem 2. These results were stated in Elll.
Suppose that (1)
A ~=d is the system to be solved, where x and d are vectors in an n-dimensional vector space R and A is an n • matrix which we assume to l~e nonsingular. The last assumption is made for convenience; it is not strictly necessary, since the SOR method may also be used when d = 0 and A of rank n --t. (CARLSSON & ELLDIN [3] , KJELLBERG ~4]). We also assume that none of the diagonal elements of A is zero. The system (1) can then be written:
where B=E--S-IA, d'=S-ld and S is the diagonal matrix formed by the diagonal elements of A. (E is the identity transformation).
The diagonal elements of B are zero and we may write B = L+ U where L is the lower triangular matrix and U is the upper triangular matrix. The SOR method is defined by the formula
in which co is a real number @0, and x ~ x I ..... x m, ... are successive approximations to the solution vector x. The formula (3) defines x '~+1 as the result of a linear transformation applied to xm: where
A variation of the SOR method, called "block relaxation" has also been studied (ARMs, GATES & ZONDEK [5] ). This method may also be defined by formula (3), if we give the letters B, L and U a slightly different meaning. The matrix A is partitioned into sub-matrices, with square diagonal sub-matrices, and instead of assuming that the diagonal elements of A shall be 4=0, we now assume that these diagonal sub-matrices are non-singular, and denote by S the matrix which they form. After these modifications the matrix B is defined as in formula (2); it now has zero diagonal sub-matrices in the same partitioning. The work which follows will apply in the block relaxation case, which obviously contains the original formulation as a special case.
As is well known, the linear iterative process defined by (4) converges when the spectral radius o(T) of the operator T(o)) is </. Its limit is the unique solution of the system x = T(co) x + d" which is the same as the solution of the system (2).
The convergence is "essentially geometric", and the number of iteration steps thus roughly proportional to logl/o(T). In fact YOUNG [61 defines this function to be the rate of convergence.
A theorem on cyclic operators
From the Frobenius-Romanovsky theory of non-negative matrices we quote the following theorem (which applies also when the matrix in question is not non-negative). Theorem 1. Let R be a vector space, which is the direct sum of p non-empty vector spaces ul, u 2 ..... up. Let the bounded linear operator B from R to R have the property (6) B u i ( ui-~ (i = l, 2 ..... p ; i + 1 i:~ interpreted modulo p).
Let e be a p-th root of unity and suppose that t~ is an eigen-value of B. Then e/, is also an eigen-value of B. For the proof, see ROMANOVSKY [8, p. 162ff.] .
