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Abstract
We examine the valuation of American put options by a semi-analytical method, and obtain the prior
estimate and the convergence of the approximate solution. Our proofs are based on the embedding theorem
in Sobolev space and the theory of functional analysis, in particular, the theory of weak compactness.
The results in this paper theoretically confirm empirical observations that these methods are accurate and
computationally efficient.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Based on a “local no arbitrage” assumption, Black and Scholes [4] and Merton [17] developed
the theory that is well known as the Black–Scholes formula, which can be applied to derive a
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since been widely applied to value options and other derivatives (for example, see Kwok [14],
Schwartz [21] and Willmott [24]). A similar solution can be obtained for American calls on non-
dividend-paying stocks since they are not rationally exercised early. On the other hand, American
puts cannot be valued in closed form because they may be exercised early for optimal profit
making (Geske and Johnson [10], Huang et al. [12], MacMillan [16], Parkinson [20], Tilly [22]
and Villeneuve [23]). Unfortunately, the vast majority of listed options are of the American style
and are thus subject to early exercises. This poses a major challenge in mathematical finance to
find an efficient solution for the American option pricing problem.
Mathematically, the non-availability of an analytic solution for American options results from
the difficulty in obtaining a simple expression for the optimal exercise boundary. The optimal
exercise boundary of an American option is an unknown function to be determined together with
the solution to the valuation problem. Here an exercise boundary consists of a time path of critical
stock prices at which early exercises occur. This difficulty has attracted efforts trying in different
directions to resolve it, including analytic approximation, numerical computation, and the so-
called semi-analytic methods. Naturally, an immediate question for each of these approaches is
whether it converges to the exact solution (for which a closed form is not available).
Though empirical and simulation results often show good supporting evidence, convergence
has been difficult to theoretically prove for numerical methods and semi-analytic methods. Based
on special properties of put and call options, Jaillet et al. [13] have been able to provide a
complete justification of Brennan–Schwartz algorithm, a finite element approach (Brennan and
Schwartz [5]), for valuation of American put options.
In this work, we follow the analytical method of lines of Carr and Faguet [8], and prove
the convergence of the approximate solution. Though our results are obtained for the analytical
method of lines, convergence can also be proved for the randomization method of Carr [7].
Moreover, the results in this paper are still valid for the approximate solution of other American
options such as those in Meyer [18], Meyer and Van der Hoek [19].
The analytic method of lines of Carr and Faguet is a semi-analytic method that combines
analytic approximation and numerical computation. Analytic approximation methods usually
bypass the difficulty of directly solving the general problem by restricting the solution space
in exchange of a closed form solution. Numerical methods, on the other hand, usually rely on
discretizing both time and space and then solving the resulting finite problem numerically. The
analytical methods of lines by Carr and Faguet [8] discretizes the problem along the time axis
and transforms the problem into an ordinary differential equation problem with a free boundary
(at each fixed time value). The solution is obtained by solving each time level in the closed form
and determining the coefficients through boundary conditions.
Consider the price of a put option P(S, t) that satisfies the Black–Scholes partial differentiable
equation (PDE)
1
2
σ 2S2PSS(S, t) + rSPS(S, t) − rP (S, t) + Pt (S, t) = 0, t ∈ (0, T ), (1.1)
where r > 0 is the constant riskless interest rate, σ > 0 is the constant volatility rate, S is the
underlying asset price, T is the given expiration date, and t is the time variable. This is a back-
ward partial differential equation. We may take a transformation (time to maturity) τ = T − t to
change Eq. (1.1) into the usual forward second-order partial differential equation
1
σ 2S2PSS(S, τ ) + rSPS(S, τ ) − rP (S, τ ) = Pτ (S, τ ), τ ∈ (0, T ). (1.2)2
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conditions:

P(S,0) = (X − S)+,
P (S(τ), τ ) = X − S(τ),
PS(S(τ), τ ) = −1,
P (∞, τ ) = 0,
(1.3)
where X > 0 is the constant strike price, S(τ) is the unknown exercise boundary. For this reason
the problem (1.2)–(1.3) is usually referred to as a free boundary problem.
Equation (1.2) on its own is a simple linear partial differential equation. However, since the
initial-boundary value conditions (1.3) are not linear, the problem (1.2) with initial-boundary
conditions (1.3) is non-linear. Its solution cannot have a closed form similar to the solution for
the problem of European option pricing. The intrinsic difficulty for the valuation of American
options lies on the unknown free boundaries associated with the early exercise feature, which
renders the parabolic problem non-linear. Therefore, it is widely acknowledged that an analyt-
ical formula does not exist for the value of an American option where early exercise may be
optimal.
In the analytic method of lines of Carr and Faguet [8], the time variable in Eq. (1.2) is
discretized. At each fixed time level, the problem (1.2)–(1.3) is changed into a free boundary
problem of an ordinary differential equation on the underlying asset price variable S. Then the
closed form option pricing formula can be obtained for each of them. The coefficients in these
closed form solutions can in turn be determined by continuity of these functions at the time
boundary, starting from the first level. It has been observed that numerical results indicate that
the approximation is both accurate and computationally efficient. However, solutions obtained
from the two methods are still approximate solutions and not exact solutions for the problem
(1.2)–(1.3). Then a natural question is that: to what extent does this kind of semi-analytical so-
lution approach approximately the exact solution to the problem (1.2)–(1.3)? Can it converge to
the exact solution? This question is not only important in theory, but also is valuable in practice.
However, there are some difficulties to rigorously prove the convergence of the approximate so-
lution to the American put option price. For example, it is known that the unknown boundary
S(τ) for an American option has the following asymptotic behavior (Barleo et al. [2]):
S(τ) ∼ X
(
1 − σ
√
τ log
1
τ
)
, when τ → 0.
So S′(τ ), θ = ∂P (S,τ)
∂τ
and Γ = ∂2P(S,τ)
∂S2
have a singularity when S → X and τ → 0. But the
convergence of the approximate solution strongly depends on θ and Γ of the exact solution for
the American put option. To overcome this difficulty of the singularity, our convergence result is
based on a concept of weak convergence in the study of functional analysis (see, e.g., Adams [1]
and Loins [15]). Using this weak convergence result, we are able to derive the strong convergence
result through a mathematical result in Sobolev space.
In Section 2 and Appendices A and B we present the analytical method of lines and some
mathematical preliminaries for our proof. Section 3 shows a prior estimate on the approximate
solution provided by the analytical method of lines. Section 4 proves the convergence of the
approximate solution. Section 5 concludes the paper with remarks.
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The main line of thought in the analytical method of lines is that, when the time differen-
tial ∂P (S,τ)
∂τ
is replaced by the time difference P(S,n∆τ)−P(S,(n−1)∆τ)
∆τ
, the problem (1.2)–(1.3) is
transformed into a free boundary problem of an ordinary differential equation for the variable S
at some time layer (τ = n∆τ ). This is a linear ordinary differential equation with the free bound-
ary value, thus the solution to the ordinary differential equation at every layer can be represented
by a closed form. Because of this feature, this type of method is called a semi-analytical method.
Let ∆τ = T
N+1 (N = 1,2, . . .) be the length of difference step in the direction τ . Then Pn(S)
approximates the solution P(S, τ) of the problem (1.2)–(1.3) at the time τ = n∆τ , and Sn ap-
proximates the boundary value S at the time τ = n∆τ . Thus the approximate equation of the
corresponding equation (1.2) is
Pn(S) − Pn−1(S)
∆τ
= 1
2
σ 2S2PnSS(S) + rSP nS (S) − rP n(S),
n = 1, . . . ,N, S ∈ (Sn,∞), (2.1)
and the approximate relation of the corresponding initial-boundary value conditions (1.3) is

P 0(S) = (X − S)+, S ∈ (Sn,∞),
P n(Sn) = X − Sn,
P nS (S
n) = −1,
P n(∞) = 0.
(2.2)
We can solve the problem (2.1)–(2.2) “layerwise” from n = 1 to n = N , then obtain the
representation of (P n(S), Sn) given in Appendix A.
For simplicity of calculation, we take the transformation as follows:

S = Xey or y = log S
X
, S > 0,
y(τ ) = log S(τ)
X
, yn = log Sn
X
,
P (y, τ ) = 1
X
P (Xey, τ ), P n(y) = 1
X
Pn(Xey).
(2.3)
We also write P(y, τ ) and Pn(y) as P(y, τ ) and Pn(y), respectively. Thus the problems
(1.2)–(1.3) and (2.1)–(2.2) are transformed into the following form:
Pτ (y, τ ) = LP(y, τ ), y ∈
(
y(τ),∞), τ ∈ (0, T ), (2.4)

P(y,0) = (1 − ey)+, y ∈ (y(τ ),∞),
P (y(τ ), τ ) = 1 − ey(τ), τ ∈ (0, T ),
Py(y(τ ), τ ) = −ey(τ), τ ∈ (0, T ),
P (∞, τ ) = 0, τ ∈ (0, T ),
(2.5)
and
Pn(y) − ∆τLPn(y) = Pn−1(y), y ∈ (yn,∞), (2.6)

P 0(y) = (1 − ey)+, y ∈ (yn,∞),
P n(yn) = 1 − eyn,
P ny (y
n) = −eyn,
n
(2.7)P (∞) = 0,
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L= 1
2
σ 2
∂2
∂y2
+
(
r − 1
2
σ 2
)
∂
∂y
− r, (2.8)
which is a constant coefficients second-order partial differential operator.
In addition, we define
Pn(y) = 1 − ey, y ∈ (y(∞), yn), (2.9)
thus Pn(y) ∈ H 1(y(∞),∞) (the definition for the function space H 1(y(∞),∞) is in Appen-
dix B).
From Carr and Faguet [8], we then have
y(∞) = log S(∞)
X
= − log
(
1 + σ
2
2r
)
. (2.10)
3. Prior estimate
In order to obtain the convergence of the approximate solution sequences {Pn(y)} and
{yn} of the problem (2.6)–(2.7), we consider the prior estimate of them.1 Our ideas are as
follows. From the problem (2.6)–(2.7) and the definition (2.9), we establish a uniform up-
per bound independent of n in the function space H 1(y(∞),∞) of Pn(y) ∈ H 1(y(∞),∞),
that is, ‖Pn(·)‖H 1(y(∞),∞)  C. In the next section, we obtain some subsequence of {Pn(y)}
(which we still denote as {Pn(y)}) which weakly converges to some function P˜ (y, τ ) in the
space H 1(y(∞),∞) from the theory in functional analysis. According to the compactness
of the Sobolev embedding theorem, we can choose some subsequence of {Pn(y)} (which we
still denote as {Pn(y)}) again such that Pn(y) uniformly converges to P˜ (y, τ ) in the space
C(y(∞),∞), that is,
lim
n→∞
∥∥Pn(y) − P˜ (y, τ )∥∥
C(y(∞),∞) = 0.
Finally, we show that the limit function P˜ (y, τ ) is the generalized solution to the problem (2.4)–
(2.5) (the definition of the generalized solution is in Appendix B).
Now we make the estimate for ‖Pn(y)‖L2(y(∞),∞). Multiplying the two sides of (2.6) by
Pn(y), then integrating on the interval (yn,∞), we have
∞∫
yn
[
Pn(y) − ∆τLPn(y)]Pn(y)dy =
∞∫
yn
P n−1(y)P n(y) dy. (3.1)
First, we consider the left-hand side of the relation (3.1),
1 From theoretical methodology, we should be able to obtain the estimate from the representation {Pn(y)} directly from
(2.4) and (2.5). But that would be a tedious and difficult task. Instead, we obtain a concise estimate from the problem
(2.6)–(2.7).
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yn
LPn(y)P n(y) dy = − 1
2
σ 2
∥∥Pny ∥∥2L2(yn,∞) − r∥∥Pn∥∥2L2(yn,∞)
+ 1
2
σ 2
[
Pny (y)P
n(y)
]∣∣∞
yn
+ 1
2
(
r − 1
2
σ 2
)[
Pn(y)
]2∣∣∞
yn
.
Substituting it into the relation (3.1) and using the Cauchy inequality, we then have
∥∥Pn∥∥2
L2(yn,∞) + ∆τ
[
1
2
σ 2
∥∥Pny ∥∥2L2(yn,∞) + r∥∥Pn∥∥2L2(yn,∞) + 12
(
r + 1
2
σ 2
)(
1 − eyn)2]

∥∥Pn∥∥
L2(yn,∞)
∥∥Pn−1∥∥
L2(yn,∞) +
1
2
σ 2∆τey
n(
1 − eyn). (3.2)
As we know, yn ∈ (− log(1 + σ 2/2r),0) from Carr and Faguet [8], then we obtain the estimate∥∥Pn∥∥2
L2(yn,∞) 
∥∥Pn∥∥
L2(yn,∞)
∥∥Pn−1∥∥
L2(yn,∞) + ∆τC(r, σ ). (3.3)
The constant C(r,σ ) on the right-hand side is independent of n, and we write it as C in the
following context. Therefore,∥∥Pn∥∥
L2(yn,∞) 
∥∥Pn−1∥∥
L2(yn,∞) + ∆τC 
∥∥P 0∥∥
L2(yn,∞) + n∆τC

∥∥(1 − ey)+∥∥
L2(yn,∞) + CT  C(1 + T ).
Taking account of the definition (2.9), we then have the estimate∥∥Pn∥∥
L2(y(∞),∞)  C. (3.4)
Next, we obtain the estimate for ‖Pny ‖L2(y(∞),∞). Multiplying the two sides of (2.6) by
−Pnyy(y), and then integrating on the interval (yn,∞), we have
−
∞∫
yn
[
Pn(y) − ∆τLPn(y)]Pnyy(y) dy = −
∞∫
yn
P n−1(y)P nyy(y) dy. (3.5)
We consider the left-hand side of the relation (3.5),
∞∫
yn
LPn(y)P nyy(y) dy =
1
2
σ 2
∥∥Pnyy∥∥2L2(yn,∞) + r∥∥Pny ∥∥2L2(yn,∞)
− rP n(y)P ny (y)|∞yn +
1
2
(
r − 1
2
σ 2
)[
Pny (y)
]2∣∣∞
yn
, (3.6)
and
−
∞∫
yn
P n(y)P nyy(y) dy =
∥∥Pny ∥∥2L2(yn,∞) − Pn(y)P ny (y)|∞yn
= ∥∥Pny ∥∥2L2(yn,∞) − eyn(1 − eyn). (3.7)
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−
∞∫
yn
P n−1(y)P nyy(y) dy 
∥∥Pn−1y ∥∥L2(yn,∞)∥∥Pny ∥∥L2(yn,∞) − eyn(1 − eyn). (3.8)
Summing up (3.5)–(3.8), we then have
∥∥Pny ∥∥2L2(yn,∞) + ∆τ
[
1
2
σ 2
∥∥Pnyy∥∥2L2(yn,∞) + r∥∥Pny ∥∥2L2(yn,∞)
]

∥∥Pny ∥∥L2(yn,∞)∥∥Pn−1y ∥∥L2(yn,∞) + ∆τ
[
1
2
(
r − 1
2
σ 2
)
e2y
n + reyn(1 − eyn)]

∥∥Pny ∥∥L2(yn,∞)∥∥Pn−1y ∥∥L2(yn,∞) + ∆τC. (3.9)
Therefore,∥∥Pny ∥∥L2(yn,∞)  ∥∥Pn−1y ∥∥L2(yn,∞) + ∆τC  ∥∥P 0y ∥∥L2(yn,∞) + n∆τC

∥∥(1 − ey)+
y
∥∥
L2(yn,∞) + CT  C(1 + T ).
Taking (2.9) into account, we then have∥∥Pny ∥∥L2(y(∞),∞) C. (3.10)
Summing up (3.4) and (3.10), we then have
Theorem 1. For the approximate solution Pn(y) to problem (2.6)–(2.7), the estimation∥∥Pn∥∥
H 1(y(∞),∞)  C
is valid.
4. Convergence
First, we note a simple fact: for any τ ∈ (0, T ), there exists a sequence {n∆τ }, such that
limn→∞ n∆τ = τ for fixed T , where ∆τ = TN+1 and n = 0,1, . . . ,N .
Theorem 1 shows that the sequence {Pn(y)} in the function space H 1(y(∞),∞) is uni-
formly bounded on n. From the theory of functional analysis (Adams [1]), for any τ ∈
(0, T ), there exists a subsequence (we also denote as {Pn(y)}) and a function P˜ (y, τ ) ∈
L∞((0, T );H 1(y(∞),∞)), such that, the sequence {Pn(y)} weakly converges to P˜ (y, τ ) in
H 1(y(∞),∞), that is,
lim
n→∞
∞∫
y(∞)
P n(y)φ(y) dy =
∞∫
y(∞)
P˜ (y, τ )φ(y) dy for all φ ∈ H 1(y(∞),∞). (4.1)
According to the compactness of embedding theorem of Sobolev space (Adams [1]), we can
choose some subsequence of {Pn(y)} (which we also denote as {Pn(y)}) again such that {Pn(y)}
strongly converges to P˜ (y, τ ) in C(y(∞),∞), that is,
lim
∥∥Pn(y) − P˜ (y, τ )∥∥
C(y(∞),∞) = 0. (4.2)n→∞
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lim
n→∞P
n
(
yn
)= P˜ (y˜(τ ), τ),
and then,
lim
n→∞y
n = y˜(τ ),
where y˜(τ ) is a function of τ in (y(∞),∞). In fact,
lim
n→∞P
n
(
yn
)= lim
n→∞ 1 − e
yn = 1 − ey˜(τ ) = P˜ (y˜(τ ), τ).
We next prove that the limit function P˜ (y, τ ) is the generalized solution P(y, τ ) to the prob-
lem (2.4)–(2.5). It is well known that, for the solution P(y, τ ) to the problem (2.4)–(2.5), for any
y ∈ (y(τ ),∞) and sufficiently small ∆τ , there is a positive real number ε > 0, such that∣∣∣∣P(y,n∆τ) − P(y, (n − 1)∆τ)∆τ − Pτ (y,n∆τ)
∣∣∣∣< ε,
then ∣∣∣∣P(y,n∆τ) − P(y, (n − 1)∆τ)∆τ −LP(y,n∆τ)
∣∣∣∣< ε. (4.3)
We assume y˜(τ )  y(τ). Then, for sufficiently large n, yn  y(τ) (our result can be also
proved in the setting y(τ) y˜(τ )). Let Qn(y) = Pn(y)−P(y,n∆τ). Due to the problem (2.6)–
(2.7), the definition (2.9) and the relation (4.3), for any y ∈ (y(τ ),∞) and sufficiently small ∆τ ,
we see
Qn(y) − Qn−1(y)
∆τ
= LQn(y) + o(1). (4.4)
Note the following fact:
Q0(y) = P 0(y) − P(y,0) = 0 (4.5)
and
Qn(y) = 0, y ∈ [y(∞), y(τ )].
We can form the estimate for ‖Qn‖L2(y(∞),∞) and ‖Qny‖L2(y(∞),∞) by using the method of
Section 3. Multiplying the two sides of the relation (4.4) by Qn(y), and integrating on the interval
(yn,∞), we get∥∥Qn∥∥
L2(y(∞),∞) = o(1). (4.6)
Multiplying the two sides of the relation (4.4) by Qnyy(y), and integrating on the interval (yn,∞),
we have∥∥Qny∥∥L2(y(∞),∞) = o(1). (4.7)
Clearly, the relations (4.6) and (4.7) imply
lim
n→∞
∥∥Qn∥∥
H 1(y(∞),∞) = 0, (4.8)
that is,
lim Pn(y) = lim P(y,n∆τ) = P(y, τ ) in H 1(y(∞),∞).
n→∞ n→∞
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P˜ (y, τ ) = P(y, τ ) for all (y, τ ) ∈ (y(∞),∞) × (0, T ),
P˜y(y, τ ) = Py(y, τ ) almost everywhere in (y(∞),∞) × (0, T ).
(4.9)
Finally, we prove that P
n(y)−Pn−1(y)
∆τ
weakly converges to Pτ (y, τ ). That is, for any φ(y) ∈
H 10 (y(τ ),∞),
lim
n→∞
∞∫
y(τ)
P n(y) − Pn−1(y)
∆τ
φ(y)dy =
∞∫
y(τ)
Pτ (y, τ )φ(y) dy.
In fact, for any φ(y) ∈ H 10 (y(τ ),∞) and sufficiently large n, we have
∞∫
y(τ)
Qn(y) − Qn−1(y)
∆τ
φ(y)dy
=
∞∫
y(τ)
LQn(y)φ(y) dy + o(1)
∞∫
y(τ)
φ(y) dy
=
∞∫
y(τ)
[
−1
2
σ 2Qny(y)φy(y) +
(
r − 1
2
σ 2
)
Qny(y)φ(y) − rQn(y)φ(y)
]
dy + o(1).
(4.10)
The first term of the right-hand side of the relation (4.10) is o(1) from the relation (4.8), thus
lim
n→∞
∞∫
y(τ)
Qn(y) − Qn−1(y)
∆τ
φ(y)dy = 0,
then
lim
n→∞
∞∫
y(τ)
P n(y) − Pn−1(y)
∆τ
φ(y)dy = lim
n→∞
∞∫
y(τ)
P (y,n∆τ) − P(y, (n − 1)∆τ)
∆τ
φ(y)dy
=
∞∫
y(τ)
Pτ (y, τ )φ(y) dy. (4.11)
The relation (4.11) implies that, for any τ ∈ (0, T ), Pn(y)−Pn−1(y)
∆τ
weakly converges to Pτ (y, τ )
in L2(y(τ ),∞). Summing up the relations (4.9) and (4.11), we then have:
Theorem 2. The limit function P˜ (y, τ ) of the solution sequence {Pn(y)} of problem (2.6) is the
generalized solution P(y, τ ) of problem (2.4), that is, P˜ (y, τ ) satisfies integral equation (B.2),
and limn→∞ yn = y(τ).
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It has been widely acknowledged that there cannot be a closed form solution for the American
option pricing problem in a Black–Scholes analysis. A lot of effort have been made to approxi-
mate the solution using numerical, semi-analytic and analytic approaches. Though empirical and
simulation results have been reported to yield favorable performance for some, no rigorous con-
vergence proof has been established for all of them (Barone-Adesi and Whaley [3], Broadie [6],
Geske and Johnson [10], Grant et al. [11], Huang et al. [12], MacMillan [16], Parkinson [20],
and Tilly [22]). In this work, we apply techniques developed in functional analysis to prove the
convergence of the analytic method of lines by Carr and Faguet [8] (or equivalently, the ran-
domization method of Carr [7]), a semi-analytic method observed to be efficient and accurate in
empirical testing.
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Appendix A
This appendix collects the results of analytical method of lines (Carr and Faguet [8]) for
the American put option price Pn(S), and the exercise boundary Sn, at an arbitrary time layer
τ = n∆τ , n = 1, . . . ,N , ∆τ = T
N+1 . The general formula of the analytical method of lines for
the American put option will be given by solving an ordinary differential equation with the free
boundary:

Pn(S) − ∆τLPn(S) = Pn−1(S), S ∈ (Sn,∞),
P n(Sn) = 1 − Sn,
P nS (S
n) = −1,
P n(∞) = 0,
(A.1)
where the operator L= 12σ 2S2 ∂
2
∂S2
+ rS ∂
∂S
− r .
Let2

R = 11+r∆τ , α = 12 − rσ 2 + ρ2 , β = 12 − rσ 2 − ρ2 ,
ρ = 2
√( 1
2 + rσ 2
)2 + 1
σ 2∆τ
,
θj (S,ρ) =∑ji=1 (−1)i+ji!ρ2j−i [(2j−2−ij−2 )− (2j−2−ij )] logi S, j = 1, . . . , n − 1.
(A.2)
Then we have
Pn(S) =


πn0 (S) + An0Sα + Bn0 Sβ, 1 S ∞,
πn1 (S) + An1Sα + Bn1 Sβ, S1  S  1,
· · ·
πnn (S) + AnnSα + BnnSβ, Sn  S  Sn−1,
2 To implement (A.2), note (−1−1)= 0, (−11 )= −1, (10)= 1, (12)= 0, (00)= 0, (02)= 0. See Carr and Faguet [8].
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Sn =
[
β(R − 1)
ρAnn
] 1
α
.
Here
πn0 (S) =
n−1∑
j=1
[ −2
σ 2∆τ
]j
B
n−j
0 S
βθi(S,−ρ),
πni (S) = Rn−i+1 +
n−1∑
j=1
[ −2
σ 2∆τ
]j [
A
n−j
i S
αθj (S,ρ) + Bn−ji Sβθi(S,−ρ)
]
,
i = 1, . . . , n + 1,
and
An0 = 0, Ani = Ani−1 +
β∆πni (S
i−1) − Si−1[∆πni ]′(Si−1)
ρ(Si−1)α
,
where ∆πni (S) = πni (S) − πni−1(S), i = 1, . . . , n.
In particular, at the first time layer τ = ∆τ , the problem is to solve the following ordinary
differential equation
P 1(S) − ∆τLP 1(S) = (1 − S)+, S ∈ (S1,∞),
with the boundary conditions

P 1(S1) = 1 − S1,
P 1S (S
1) = −1,
P 1(∞) = 0.
The solutions P 1(S) and S1 are
P 1(S) =
{
π10 (S) + A10Sα + B10Sβ, 1 S ∞,
π11 (S) + A11Sα + B11Sβ, S1  S  1,
(A.3)
and
S1 =
[
β(R − 1)
ρA11
] 1
α
,
where π10 (S) = 0, π11 (S) = R and π12 (S) = 1 − S, with R, α and β given by (A.2) and A10 = 0,
A11 = βRρ .
Appendix B
In this appendix, we will introduce some concepts about function space, strong convergence,
weak convergence and generalized solution to the problem (1.2)–(1.3), etc.
Suppose f (x) is a real function defined on the interval (a, b) ⊆ (−∞,∞). Let us provide
some definitions of function spaces needed in this paper as
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{
f (x)
∣∣∣∣∣
b∫
a
f 2(x) dx < ∞
}
,
H l(a, b) =
{
f (x)
∣∣∣∣ ∂αf (x)∂xα ∈ L2(a, b), α = 0, . . . , l
}
,
where l is a positive integer, the notation ∂
αf (x)
∂xα
is the generalized derivative of f (x), i.e., for
any φ(x) ∈ C∞0 (a, b),
b∫
a
∂α
∂xα
f (x)φ(x) dx = (−1)α
b∫
a
f (x)
∂αφ(x)
∂xα
dx
and
H 0(a, b) = L2(a, b),
H l0(a, b) =
{
f (x) ∈ Hl(a, b) ∣∣ support f (x) ⊆ (a, b)}.
The function space Hl(a, b) or Hl0(a, b) is the so-called Sobolev space, and it is also a Hilbert
space, so we can introduce the inner product in the space Hl(a, b) or Hl0(a, b) so that, for any f
and g ∈ Hl(a, b) or Hl0(a, b),
(f, g)(a,b),l ≡
l∑
α=0
(f, g)(a,b),α ≡
l∑
α=0
b∫
a
∂αf (x)
∂xα
∂αg(x)
∂xα
dx
and the norm in the space Hl(a, b) or Hl0(a, b) is
‖f ‖Hl(a,b) ≡ (f,f )
1
2
(a,b),l
≡
[
l∑
α=0
b∫
a
∣∣∣∣∂αf (x)∂xα
∣∣∣∣
2
dx
] 1
2
.
Finally, we give three important definitions from Adams [1] and Loins [15] as follows.
Definition B.1 (Strong convergence). Suppose {f n(x)} is a function sequence in the space
Hl(a, b) or Hl0(a, b), and a function f (x) ∈ Hl(a, b) or Hl0(a, b), we say f n(x) strongly con-
verges to f (x) means that
lim
n→∞
∥∥f n(x) − f (x)∥∥
Hl(a,b)
= 0.
Definition B.2 (Weak convergence). Suppose {f n(x)} is a function sequence in the space
Hl(a, b) or Hl0(a, b), and a function f (x) ∈ Hl(a, b) or Hl0(a, b), we say f n(x) weakly con-
verges to f (x) means that, for any φ(x) ∈ Hl(a, b) or Hl0(a, b),
lim
n→∞
b∫
a
f n(x)φ(x) dx =
b∫
a
f (x)φ(x) dx. (B.1)
Definition B.3 (Generalized solution). Suppose the function P(y, τ ) ∈ H 1((y(τ ),∞)× (0, T )),
for any τ ∈ (0, T ), satisfies, for any φ(y) ∈ H 1(y(τ ),∞),0
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y(τ)
Pτ (y, τ )φ(y) dy
=
∞∫
y(τ)
[
−1
2
σ 2Py(y, τ )φy(y) +
(
r − 1
2
σ 2
)
Py(y, τ )φ(y) − rP (y, τ )φ(y)
]
dy (B.2)
then we say P(y, τ ) is a generalized solution to the problem (1.2)–(1.3). Here the function space
H 1
((
y(τ),∞)× (0, T ))
= {f (y, τ ) ∣∣ f (y, τ ), fy(y, τ ), fτ (y, τ ) ∈ L2((y(τ),∞)× (0, T ))}.
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