Abstract: Early detection of skin cancer through improved techniques and innovative technologies has the greatest potential for significantly reducing both morbidity and mortality associated with this disease. In this paper, an effective framework of a CAD (Computer-Aided Diagnosis) system for melanoma skin cancer is developed mainly by application of an SVM (Support Vector Machine) model on an optimized set of HOG (Histogram of Oriented Gradient) based descriptors of skin lesions. Experimental results obtained by applying the presented methodology on a large, publicly accessible dataset of dermoscopy images demonstrate that the proposed framework is a strong contender for the state-of-the-art alternatives by achieving high levels of sensitivity, specificity, and accuracy (98.21%, 96.43% and 97.32%, respectively), without sacrificing computational soundness.
Introduction
The National Cancer Institute (NCI) reported that melanoma is the most common form of cancer in adults ages 25 to 29. Moreover, it is estimated that there will be 76,380 new cases of melanoma and 10,130 deaths in 2016 [1] . Although melanoma, the most deadly type of skin cancer, is the fourth most common cancer and accounts for only 4% of all skin cancers, it is particularly responsible for the most deaths of all skin cancers, with nearly 9000 people dying from it each year. It has been further pointed out that approximately over 80% of all skin cancer related deaths are accounted for by melanoma. It is therefore vital that melanoma be diagnosed and treated as early as possible in order to be cured successfully. On the other hand, if the melanoma is not treated quickly and removed timely, it penetrates, and, like some other cancers, can grow deeper into the skin and spread to other parts of the body. The consequences of a late diagnosis of melanoma are very significant in terms of personal health, medical procedures and costs.
The Skin Cancer Foundation (SCF) recently reported that melanoma is the most serious form of skin cancer because it is more likely to spread to other parts of the body. Once melanoma spreads beyond the skin to other parts of the body, it becomes hard to treat. However, early detection saves lives. Research shows that when melanoma is recognized and treated in its early stages, it is nearly 100% curable. Without early treatment, the cancer can advance, spread and be fatal. Today, it is well documented that there is seemingly every reason to believe that melanoma cells originate from the presence of melanocytes in any body part. Therefore, it might seem beyond mere chance that melanocytes are the precursors of melanoma. It is a well-known fact that excessive sunlight exposure is a well-known risk factor for melanoma and generally environmental exposure of skin to ultraviolet (UV) radiation (e.g., UV-A and -B radiation) provides a strong determinant of melanoma risk, which increases substantially with prolonged exposure and more intense exposure.
Epiluminescence Microscopy (ELM), also known as dermoscopy or dermatoscopy [2] , which is currently used to supplement the traditional clinical diagnosis is a noninvasive, in vivo clinical examination technique in which oil immersion and optical magnification are used to make the epidermis translucent and to allow the visual examination of sub surface structures of the skin. However, for experienced users, ELM is viewed as more accurate than clinical examination for the diagnosis of melanoma in pigmented skin lesions. Despite the detection rate of melanoma from dermoscopy being significantly higher than that achieved from unaided observation, the diagnostic accuracy of dermoscopy depends in large part on the training of the dermatologist.
Differential diagnosis of melanoma from melanocytic nevi is not straightforward and is often considered as particularly clinically challenging for skin cancer specialists, especially in the early stages. Even when using dermoscopy for diagnosis, the accuracy of melanoma diagnosis by expert dermatologists [3] is estimated to be within no more than 75%-84%, which is still considered to be rather far from satisfaction for diagnostic purposes. This greatly motivates the recent growing interest in diagnostics techniques for computer-assisted analysis of lesion images, which can instead be efficiently and effectively applied.
Despite the fundamental fact that no computer or machine has yet achieved human intelligence, relatively simple computer vision algorithms can be used to efficiently extract different types of pertinent information (such as texture features) from the image data in a robust and reliable manner, which might not be discernible by human vision. Perusal of the general clinical literature reveals that numerous algorithms and methodologies have been proposed by medical researchers and clinicians for the classification of malignant lesions using dermoscopy images. Some highly prevailing examples of these methodologies are the Pattern Analysis [4] , ABCD rule [5] , Menzies method [6] , and 7-point checklist [7] . Most of the proposed techniques require automatic segmentation processes that turn out to be severely ill-posed and thus extremely challenging, due to the great diversity of tumor intensities, the ambiguity of boundaries between tumors and surrounding normal skin tissues, and the irregularity of the highly varying structure of the tumour cells, where dermoscopy views of histological tissues show structures mostly arranged in a variety of patterns.
A computer-vision based system, commonly called a computer aided diagnosis (CAD) system, for diagnosis or prognosis of skin cancer (e.g., melanoma) usually involves three major steps: (i) preprocessing and lesion segmentation; (ii) feature extraction and selection; and (iii) lesion classification. The only prerequisite of the first step is the acquisition of the skin lesion image. The patients can capture images of their skin lesions using smart phone cameras. The task of preprocessing relates to the noise filtering such as removal of salt-and-pepper noise and image enhancement. Afterwards, lesion segmentation is applied. During this step, the main aim is the precise separation of the skin lesion from the surrounding healthy skin in order to isolate only the region of interest (ROI).
During the step of feature extraction, a set of relevant dermoscopic features similar to those visually recognized by expert dermatologists such as asymmetry, border irregularity, color, differential structures, etc. is determined and extracted from the segmented lesion region to accurately characterize a melanoma lesion. Due to its low computational and implementation complexities, the diagnostic algorithm using the ABCD rule of dermoscopy is widely employed for efficient feature extraction in numerous computer-aided melanoma detection systems. Moreover, the ABCD rule based algorithm proved to be very much effective due to its comparative advantage in the plethora of a wide range of promising features extracted from a melanoma lesion. Finally, the features extracted from skin lesions are fed into the feature classification module in order to classify skin lesions into one of two distinct categories: cancerous or benign, by simply comparing the feature parameters with the predefined thresholds.
The remainder of the paper is structured as follows. The subsequent section presents previous work related to the paper subject. The general framework and details of the proposed approach are given in Section 3. Then, in Section 4, the experiments and evaluation results are reported and discussed. Finally, some conclusion remarks and possible future research directions are given in Section 5.
Related Work
In recent years, the incidence of skin cancer cases has continued to escalate rapidly and the condition now affects millions of people worldwide, mainly due to the prolonged exposure to harmful ultraviolet radiation. Over the past two decades or so, many researchers in the fields of computer vision and medical image analysis have been attracted to develop high performance automatic techniques for skin cancer detection from dermoscopic images [8, 9] . Accurate skin lesion segmentation plays a crucial role in automated early skin cancer detection and diagnosis systems. For the segmentation of skin lesions presented in dermoscopic images, there are three major approaches: namely, manual, semi-automatic, and fully automatic boundary based methods. Examination of the relevant literature on medical image segmentation suggests that a combination of fundamental low-level image attributes such as color, texture, shape, etc. provides a robust set of visual features for fully automatic skin lesion segmentation.
There is an abundance of literature that details a wide range of image segmentation approaches and methodologies including, but not limited to, methods employing histogram thresholding [10, 11] , clustering [12, 13] , active contours [14, 15] , edge detection [16, 17] , graph theory [18] , and probabilistic modeling [19, 20] . Successful application of these methods, either individually or in combination, is expected to achieve optimum segmentation accuracy while maintaining the robustness to noise [21, 22] . The features aforementioned have been extensively used in a wide variety of both very early and recent approaches for medical image segmentation [23, 24] .
In [10] , a color space analysis and a global histogram thresholding based method for automatic border detection in dermoscopy image analysis is proposed, where a competitive performance in detecting the borders of melanoma lesions has been achieved. Also related, but in a slightly different vein, is [24] . In this work, a methodological approach to the classification of dermoscopy images is proposed, where a Euclidean distance transform based technique for the extraction of color and texture features is employed to split a given dermoscopy image into a series of clinically relevant regions. The most common approach to identifying the physical characteristics of melanoma is a rule referred to as ABCD skin cancer. As mentioned earlier, due to its effectiveness and simplicity, the ABCD rule is used by most computer-assisted diagnosis systems to classify melanomas. The findings suggest that, among all the physical characteristics of melanoma (i.e., asymmetry, border irregularity, color, and diameter), asymmetry is the most prominent for the clinical diagnosis of skin lesions [5] . In a similar vein, a number of research works have been conducted with a focus on quantifying asymmetry in skin lesions. For instance, in [25] , Ng et al. use fuzzy borders as well as geometrical measurements of skin lesions (e.g., symmetric distance and circularity) to determine the asymmetry of skin lesion. Another related work is [26] , where the circularity index is introduced as a measure of border irregularity in dermoscopy images to classify skin lesions. An elaborated overview of the most important implementations of advanced computer vision systems available in the literature for skin lesions characterization is provided in [23] . Moreover, as a key part of this work, the authors have presented a detailed comparison of the performance of multiple classifiers specifically developed for skin lesion diagnosis.
Proposed Methodology
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Skin Lesion Segmentation
As stated earlier, the main purpose of the first step in computer-aided diagnosis of melanoma is the isolation of the skin lesion (i.e., lesion region of interest) from the surrounding healthy skin. Due to the limitations of capturing devices and/or improper environmental illumination conditions, acquired images are likely to suffer from poor contrast and high noise levels [27] . Therefore, it is necessary to enhance the image contrast and reduce the noise levels to increase image quality. Generally, the principal objective of image enhancement is to modify attributes of a given image so that it can be more suitable for subsequent tasks of segmentation and feature extraction. In primary image processing, images are often preprocessed by filtering techniques such as smoothing, edge enhancement, noise reduction, binarization, etc.
For the current task, due to extraneous artifacts such as skin lines, air bubbles and hair that appear in almost every image, dermoscopy images are obligatorily enhanced by filtering the noise occurring during intrusion of small hairs, scars in the human skin. This process is twofold. The first step is a simple 2D smoothing filter. This is achieved by smoothing the histogram of the input image using the band pass filtering to detect the spike regions in the histogram. The second one is connected with dark and thick hairs that need to be unpainted before the following processes of segmentation and local feature extraction. Moreover, the preprocessing involves the image resizing and contrast and brightness adjustment to compensate the non-uniform illumination in input images. To do this, histogram equalization as a contrast enhancement technique based on a histogram of the image is applied. There are various contrast enhancement techniques proposed as an extension of the traditional histogram equalization such as power constrained contrast enhancement, dynamic range compression, color model conversion, gamma correction and channel division methodologies.
For segmentation of skin lesions in the input image, our approach involves iterative automatic thresholding and masking operations, which are applied to the enhanced skin lesion images.
The procedure begins with applying the standard Otsu method [28] for automatic thresholding segmentation for each of R, G and B channel in the input image. Then, binary masks are generated for the detected structures of each color channel and a majority logic function is applied to individual color channels to produce a preliminary segmented lesion mask. It is important to emphasize that the three-channel masking procedure is used here to improve the overall segmentation quality. The application of the segmentation procedure is likely to result in a segmented image with very small blobs which are not the skin lesions, commonly called an over-segmented image. To cope with this problem, a common solution is to employ morphological area-opening [29] on the over-segmented image, which is used for choosing markers to avoid over-segmentation. Finally, the final segmented region that contains only the skin lesion can be determined by smoothing the binary image using an iterative median filter procedure with a series of gradually decreasing filter sizes (i.e., 7 × 7, 5 × 5 and 3 × 3).
Moreover, in order to avoid detecting extremely small non skin lesions and to prevent confusing isolated artifacts with objects of interest, we take extra precautions by applying two further filters in order to guarantee that it corresponds to the skin lesion of interest. First, an adaptive morphological open-close filter is iteratively applied to the resulting binary image to erase objects that are too small from the binary image, while maintaining the shape and size of large objects. This filter is preferentially realized by a cascade of erosion and dilation operations, using locally adaptive structuring elements.
As a second filter, the so-called size filter is employed to remove objects that are less than a specified size. Once applying the size filter, almost all spurious objects with a size less than 5% of the image size are removed from the binary image. However, after filtering out all unwanted image elements and isolated artifacts, all of the contours are identified by applying a modified Canny edge detector [30] to the image to extract high contrast contours with edges having particular "preferred" orientations. Assuming that the skin lesion of interest represents the largest contour, it is easily extracted and isolated as the contour having the largest area (see Figure 2) . As is obvious from the figure, the proposed approach is capable of producing very precise segmentation of the skin lesion from the surrounding healthy skin. 
Feature Extraction
Due to their robustness to varying illumination and local geometric transformations and simplicity in implementation, HOG [31] features have been widely adopted (and are still being adopted) by many successful object detectors such as faces, pedestrians, and vehicles. Broadly speaking, HOG are constructed typically by imitating the visual information processing in the brain, and their features have proven to be an effective way of describing local object appearances and shapes by their distribution of intensity gradients or edge directions. In this section, we explain how to extract the local HOG features from the skin lesion region. In the process of HOG feature extraction, these features are computed by taking orientation histograms of edge intensity in a local lesion region. For realizing this purpose, two computation units are locally defined, namely cell and block. Typically, the cell size is 8 × 8 pixels, and each block contains 2 × 2 cells (i.e., 16 × 16 pixels) for each HOG feature. Since the HOG detector depends on the window overlap principle by default, the HOG blocks typically overlap such that each cell contributes more than once to the final feature descriptor. Adjacent neighboring blocks overlap by eight pixels both horizontally and vertically.
To extract HOG features, we compute orientations of local image gradient at each pixel located at coordinate (x, y). To realize this goal, we first need to calculate the magnitude ρ(x, y) and direction γ(x, y), which are mathematically formulated as follows:
where L x and L y are the first-order Gaussian derivatives of the image patch luminance I in the x-and y-directions, respectively, which are computed for scale parameter σ as follows:
where * denotes 2D discrete convolution. Then, we discretize γ into a fixed number of gradient orientation bins (e.g., nine bins). For every pixel in the orientation image, a histogram of orientations is constructed over a cell (i.e., local spatial window) such that each pixel in the cell votes for a gradient orientation bin with a vote proportional to the gradient magnitude ρ at that pixel (see Figure 3 ). More formally, the weight of each pixel denoted by α can be computed as follows:
where b is the bin to which γ belongs and n indicates the total number of bins. For reducing aliasing, we increment both values of two neighboring bins as The weighted votesγ are then accumulated into orientation bins over local spatial regions, so called cells. In this work, we use normalized histograms as feature descriptors to represent a skin lesion object or texture. In fulfillment of this purpose, we construct a normalized histogram for each block by combining all histograms belonging to that block that consists of four cells. The normalization process is formulated as follows:υ
where i indicates the vector index running from 1 to 36 (4 cells × 9 bins), υ i is a vector corresponding to a combined histogram for a given block, 36, and ε is a small positive constant used to avoid division by zero. Figure 4 shows sample 2D plots for the HOG-based descriptor of the features extracted from three segmented skin lesions, where, from top to bottom, the first two dermoscopy images contain malignant melanoma, while the last one contains benign lesions. As suggested by the figure, the general curve behavior of HOG-based descriptors for the skin lesions containing malignant melanoma is remarkably similar in both shape and magnitude.
(a) (b) Figure 4 . Sample 2D plots for the HOG based descriptor of the features extracted from three segmented skin lesion images: (a) original skin lesion image; (b) HOG-based descriptor; from top to bottom, the first two dermoscopy images contain malignant melanoma, while the last one contains benign lesions.
Skin Lesion Classification
In this section, we describe details of the feature classification module that we employed in our automatic skin lesion malignance detection system to yield the final detection results. The main purpose of the classification module is to classify a given pigmented skin lesion into one of the two classes (melanoma versus non melanoma lesions), depending on the features extracted from the given skin lesion. The classification module is primarily based on the availability of a set of previously labeled or classified skin lesions. In this case, this set of pigmented skin lesions is termed the training set and the resulting learning strategy is supervised learning.
For the automatic classification of pigmented skin lesions, there are numerous reliable classification methods [32] [33] [34] [35] [36] developed in literature with the aid of learning algorithms, such as Naïve Bayesian (NB), k-Nearest Neighbor (k-NN), Support Vector Machines (SVMs), Neural Networks (NNs), Conditional Random Fields (CRFs), etc. In this work, the current task of skin lesion detection is formulated as a typical binary classification problem, where there are two classes for skin lesions, and the ultimate goal is to assign an appropriate diagnostic class label (malignant melanoma or benign pigmented) to each skin lesion in dermatoscopic images.
There are numerous supervised learning algorithms [37] [38] [39] by which a skin lesion malignance detector can be trained. Due to its outstanding generalization capability and reputation of being a highly accurate paradigm, an SVM classier [40] is employed in the current detection framework. As a very effective method for universal purpose pattern recognition, SVM has been proposed by Vapnik [41, 42] , which is characterized by a substantial resistance to overfitting, a long-standing and inherent problem for several supervised learning algorithms (e.g., neural networks and decision trees). This great feature of SVM is principally attributable to the fact that SVM employs the structural risk minimization principle rather than the empirical risk minimization principle, which minimizes the upper bound on the generalization error.
Originally, the standard SVMs were designed for dichotomic classification problems (i.e., binary classification problems with two classes). Thus, the ultimate objective of the SVM learning is to find the optimal dichotomic hyperplane that can maximize the margin (the largest separation) of two classes. In the pursuit of this objective, on each side of this hyperplane, two parallel hyperplanes are constructed. Then, SVM attempts to find the separating hyperplane that maximizes the distance between the two parallel hyperplanes. Intuitively, a good separation is accomplished by the hyperplane having the largest distance (see Figure 5) . Hence, the larger the margin, the lower the generalization error of the classifier. More formally, let D = {(x i , y i ) | x i ∈ R d , y i ∈ {−1, +1}} be a training dataset. Coretes and Vapnik stated in their paper [43] that this problem is best addressed by allowing some examples to violate the margin constraints. These potential violations are formulated using some positive slack variables ξ i and a penalty parameter C ≥ 0 that penalize the margin violations. Thus, the optimal separating hyperplane is determined by solving the following Quadratic Programming (QP) problem:
subject to Geometrically, β ∈ R d is a vector going through the center and is perpendicular to the separating hyperplane. The offset parameter β 0 is added to allow the margin to increase, and to not force the hyperplane to pass through the origin that restricts the solution. For computational purposes, it is more convenient to solve SVM in its dual formulation. This can be accomplished by forming the Lagrangian and then optimizing over the Lagrange multiplier α. The resulting decision function has weight vector β = ∑ i α i x i y i , 0 ≤ α i ≤ C. The instances x i with α i > 0 are called support vectors, as they uniquely define the maximum margin hyperplane. In the presented approach, two classes of skin lesions are created. An SVM classifier with the radial basis function (RBF) kernel and default parameters is trained using the local features extracted from the skin lesion images in the training dataset. An advantage of using an RBF kernel over the other kernels, such as the linear kernel, is that it restricts training data to lie in specified boundaries. Another advantage is that it has fewer numerical difficulties. Finally, in the test phase, a test unseen skin lesion sample is given to the trained SVM model for classification, based on the extracted local features.
Simulations and Results Analysis
In this section, the simulation results are presented in order to demonstrate the performance of our proposed detector of malignant melanoma. To evaluate the performance of our detection system, several experiments have been carried out on a relatively large dataset consisting of a total of 224 digital dermoscopy images acquired from atlases of dermoscopy and collected from various medical sites (http://www2.fc.up.pt/addi and http://www.dermoscopic.blogspot.com). All of the images in the collection are provided in high resolution JPEG format and RGB color space, exhibiting a 24-bit color depth with a spatial resolution ranging from approximately 689 × 554 down to 352 × 240. The diagnosis distribution of the cases is as follows: 112 of them are benign nevus and the rest of the images are malignant melanoma cases. All samples of the cases were obtained by biopsy or excision and diagnosed by histopathology. Figure 6 presents a sample of skin lesions of melanoma from the used data. In terms of validation, in this work, our proposed method is evaluated using k-fold cross validation and the leave-one-patient-out technique in order to assess thoroughly the achieved performance. In fulfillment of this purpose, the image samples are randomly divided into two independent subsets, i.e., the training set and the test set. For four-fold cross-validation, as a rule, three-fourths of all the images are used for learning (or training) the SVM model and the remaining one-fourth of images are used for testing purposes. The procedure is repeated several times such that each image instance is used exactly once for testing in the end. A key point worthy of mentioning here is that the leave-one-out technique has the potential to be an efficient and reliable validation procedure for small datasets.
Another important point deemed worthy of highlighting is that, for HOG features computation, the extracted region of skin lesion is converted to the grayscale image level and resized to 64 × 64 pixels, as it proved to perform best in our experiments. Note that the HOG features are not only invariant to changes in illuminations or shadowing, but also nearly invariant against translations and rotations if the translations or rotations are much smaller than that of the local spatial and orientation bin sizes. Hence, they have proved to be robust, fast, and applicable to numerous detection and classification tasks.
For performance evaluation, the results obtained by the proposed technique are quantitatively assessed in terms of three commonly used performance indices, namely, sensitivity (SN), specificity (SP) and accuracy (AC). The three indices are defined as follows. Sensitivity (also called true positive rate or recall) generally measures the proportion of positives that are correctly identified as such (e.g., the percentage of samples that are correctly identified as having the disease). Briefly, sensitivity refers to the ability to positively identify the case with melanoma, i.e.,
Specificity (also called true negative rate) is the likelihood that a non-diseased patient has a negative test result, i.e.,
In other words, the specificity of a test refers to how well a test identifies patients who do not have a disease. In general, accuracy is the probability that a randomly chosen instance (positive or negative, relevant or irrelevant) will be correct. More specifically, accuracy is the probability that the diagnostic test yields the correct determination, i.e., it is estimated as follows:
where: TP (True Positives) = correctly classified positive cases, TN (True Negative) = correctly classified negative cases, FP (False Positives) = incorrectly classified negative cases, FN (False Negative) = incorrectly classified positive cases. Table 1 shows the results of sensitivity, specificity, and accuracy of the proposed system for melanoma detection. Table 1 . Results of sensitivity (SN), specificity (SP), and accuracy (AC) for the proposed system for melanoma detection. The data reported in the above table merit the following interesting observations. The first most remarkable result is that the proposed method achieves values of 98.21%, 96.43% and 97.32% for overall sensitivity, specificity, and accuracy, respectively, which are quite encouraging and comparable with those of other recent contemporary methods. Recall that, generally, intuition suggests that high values of evaluation indices (i.e., sensitivity, specificity, and accuracy) and low computational demands lead to the feasibility of the application of the proposed approach in real time. On a closer inspection of the results in the above table, one can clearly see that the vast majority of cases of malignant melanoma are correctly diagnosed with quite a high accuracy rate, while, only in two cases, benign lesions are misdiagnosed as malignant melanoma. Moreover, it should be emphasised that it is an experimentally established fact that the extracted local HOG features not only have a great potential to promote the quantitative discrimination between normal skin and melanoma, but they also turn out to be quite robust to various types of melanoma skin cancer. In general, we conclude that the experimental results show supporting evidence that the proposed framework is useful for improving the performance of the early detection of melanoma skin cancer, without sacrificing its real-time guarantees.
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In order to quantify the performance of the proposed approach, an experimental comparison of our method to several state-of-the-art baselines [44, 45] is provided. A summary of this comparison is presented in Table 2 . In light of this comparison, it is pointed out that the proposed method is competitive with existing state-of-the-art methods, while maintaining desired real-time performance. It is worthwhile to mention that the first method [44] has been tested for a total of only 20 samples, whereas the other method [45] has been tested for a total of 102 samples. In addition, they have used similar experimental setups. Thus, the comparison seems to be meaningful. As a final point, in this work, all of the algorithms were implemented in Microsoft Visual Studio 2013 with OpenCV Vision Library version 3.0 for the graphical processing functions. All tests and evaluations were performed on a PC with an Intel(R) Core(TM) i7 CPU -3.07 GHz processor, 4GB RAM, running a Windows 7 Professional 64-bit operating system. As it might be expected, the testing results show that the presented detection system performs stably, achieving near real-time performance on image sizes of VGA (640 × 480) due to the use of optimized algorithmic implementations in OpenCV library in combination with custom C++ functions. Elgamal [44] 100.0 95.00 97.00 Sheha et al. [45] 92.30 91.60 92.00
Conclusions
In this paper, we have proposed an effective framework of a CAD system for melanoma skin cancer mainly by application of an SVM model on an optimized set of HOG-based descriptors of skin lesions. Evaluations on a large dataset of dermoscopic images have demonstrated that the proposed framework exhibits superior performance over two recent state-of-the-art alternatives in terms of performance indices of sensitivity, specificity and accuracy by achieving 98.21%, 96.43%, and 97.32%, respectively, without losing real-time compliance. Directions for future work will be two-fold. On one hand, we intend to further expand the approach to allow the SVM classifier to recognize several different types of melanoma cells. On the other hand, we will explore the potential of combining both color and texture features for melanoma classification.
