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Abstract
The existence of positive periodic solutions is proved for the higher order singular differential
equation
x(n) + an−1x(n−1) + · · · + a1x′ + a0(t)
x
= e(t) (0.1)
and for some generalizations, including a class of differential systems with singular cyclic feedback.
 2003 Elsevier Inc. All rights reserved.
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1. A scalar problem
Let us consider the nth order periodic boundary value problem{
x(n) + an−1x(n−1) + · · · + a1x ′ + a0f (t, x)= e(t),
x(0)= x(T ), x ′(0)= x ′(T ), . . . , x(n−1)(0)= x(n−1)(T ), (1.1)
where n 2 and T > 0 are fixed. We assume that
(h0) a0, a1, . . . , an−1 are real constants, with a0 = 0, f : [0, T ] × R+ → R satisfies the
L1-Carathéodory conditions and e ∈L1(0, T ;R) is such that ∫ T0 e(t) dt = 0.
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mean a function x ∈Wn,1(0, T ;R), with minx > 0, which satisfies the equation in (1.1)
a.e. on [0, T ] and the periodicity conditions.
We are concerned with the existence of solutions of (1.1) in the case where f exhibits
a singularity at x = 0, i.e., f (t, x)→∞, in some sense, as x → 0+. Since f is an L1-
Carathéodory function, a (weakly) singular behaviour with respect to t is allowed as well.
A large number of works devoted to the study of this problem, for second order equations,
appeared in the last fifteen years, after the seminal paper of Lazer and Solimini [9]. We refer
to the lecture note of Mawhin [11], as well as to the recent dissertation of Bonheure [2],
for a comprehensive bibliography on this subject. Yet, to the best of our knowledge, up to
now higher order equations with singular nonlinearities seem to have not been considered.
Here, we concentrate our attention on this case. Therefore, we implicitly understand that
n 3 in (1.1), even though our statements are valid when n= 2 too. However, in this frame
sharper results are known (see, e.g., [2]). We also mention, for completeness, that periodic
solutions of first order equations with singularities are discussed in [4].
In order to state our existence theorem, we further suppose that
(h1) the algebraic equation rn−1 + an−1rn−2 + · · · + a1 = 0 has no root of the form
ik(2π/T ) for any nonzero integer k;
(h2) there exist functions α,β ∈L1(0, T ;R) such that α(t) 0, β(t) 0 and
f (t, x) α(t)x + β(t)
for a.e. t ∈ [0, T ] and every x > 0;
(h3) there exist a function γ ∈ L1(0, T ;R) and a constant d1 > 0 such that
f (t, x) γ (t)
for a.e. t ∈ [0, T ] and every x  d1 and
T∫
0
(
lim inf
x→+∞f (t, x)
)
dt > 0;
(h4) there exist a function δ ∈ L1(0, T ;R) and a constant d2 > 0 such that
f (t, x) δ(t)
for a.e. t ∈ [0, T ] and every 0 < x  d2 and
T∫
0
(
lim sup
x→0+
f (t, x)
)
dt < 0;
(h5) there exist a continuous function g :R+ →R and a constant d3 > 0 such that
f−(t, x) g(x) 0
for a.e. t ∈ [0, T ] and every 0 < x  d3 and
1∫
g(x) dx =+∞.0
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(1.1) has at least one solution, provided ‖α‖L1 < α0.
Remarks.
• Few comments about the assumptions considered above are in order. Condition (h1)
means that the eigenspace associated with the eigenvalue 0 of the linear differential
operator
dn
dtn
+ an−1 d
n−1
dtn−1
+ · · · + a1 d
dt
,
with periodic boundary conditions on [0, T ], is made by constant functions. Condi-
tion (h2), with ‖α‖L1 small enough, prevents a too much strong interaction of the
nonlinear term a0f at +∞ with the remainder of the spectrum, although a crossing
is allowed of some, and even all, positive, or negative, eigenvalues. Conditions (h3)
and (h4) are conditions of the Landesman, Lazer and Leach type with respect to the
eigenvalue 0. Condition (h5) is similar to condition (SF) considered in [2, Section 1.4]
when n= 2 and a0 > 0. It will be clear from the proof the precise (technical) role these
conditions play for producing positive solutions of (1.1).
• As usual, if ∫ T0 e(t) dt = 0, one substitutes f (t, x) with f (t, x)− (1/T ) ∫ T0 a−10 e(t) dt
and e with e− (1/T ) ∫ T0 e(t) dt .• The Landesman, Lazer and Leach condition (h3) can be replaced by the following sign
condition:
there exists a constant d > 0 such that
f (t, x) 0
for a.e. t ∈ [0, T ] and every x  d .
A similar statement concerning assumption (h4) is true as well.
• The constant α0 can be easily estimated in some situations. For instance, if |a0| = 1,
a1 = · · · = an−1 = 0, then α0  1/T n−1.
• If f is autonomous, i.e., f (t, x)= f (x), then there are cases, corresponding to special
configurations of the coefficients a1, . . . , an−1, where condition (h2) can be dropped.
This happens, in particular, when n is odd and a1 = · · · = an−1 = 0, or n is even,
a1 = · · · = ak−1 = ak+1 = · · · = an−1 = 0 and ak = 0 for some odd k ∈ {1, . . . , n− 1}.
In other situations, where some form of the maximum, or antimaximum, principle
holds, condition (h5) can be relaxed, by using the upper and lower solutions method as
in [12, Section 3].
• A dependence of f on the derivatives x ′, . . . , x(n−1) can be allowed provided the above
conditions are assumed to hold uniformly with respect to the corresponding variables.
• Singular equations with constant delay as
x(n) + an−1x(n−1) + · · · + a1x ′ + a0f
(
t, x(· − τ ))= e(t)
can be dealt with by a similar technique.
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x(n) ± 1
tλ
(
xµ − 1
xν
)
= e(t)
for any n 2, λ,µ ∈ ]0,1[, ν  1 and e ∈ L1(0, T ;R).
2. A vector problem
We turn to the study of a vector counterpart of problem (1.1). Let us consider the fol-
lowing nth order differential system in RN :{
x(n) +An−1x(n−1) + · · · +A1x ′ +A0f (t, x)= e(t),
x(0)= x(T ), x ′(0)= x ′(T ), . . . , x(n−1)(0)= x(n−1)(T ), (2.1)
where n 2 and T > 0 are fixed. We assume that
(H0) A0,A1, . . . ,An−1 areN×N real constant matrices, with A0 nonsingular, f : [0, T ]×
(R+)N → RN satisfies the L1-Carathéodory conditions and e ∈ L1(0, T ;RN) is
such that
∫ T
0 e(t) dt = 0.
By a solution of (2.1), we mean a function x ∈Wn,1(0, T ;RN), with minxi > 0 for each
i ∈ {1, . . . ,N}, which satisfies the equation in (2.1) a.e. on [0, T ] and the periodicity con-
ditions.
Systems of second order differential equations with singularities have been extensively
studied (see, e.g., [1,5–8,14,15] and references therein), but again higher order systems
seem to have never been considered. The type of singular nonlinearities we are going to
consider are modelled on the functions
fi(t, x)= ai(t)
x
νi
i
+
N∑
j=1
bij (t)xj ,
with νi  1, ai ∈ L1(0, T ;R), bij ∈ L1(0, T ;R) for i, j = 1, . . . ,N . Since A0 can be a
permutation matrix, differential systems with singular cyclic feedback, as the Hamiltonian-
like systems discussed in [5] for n=N = 2, are included in (2.1). Periodic solutions of first
order differential systems of cyclic feedback type have recently been studied in [3] (see also
references included therein).
We further suppose that
(H1) all solutions of{
x(n) +An−1x(n−1) + · · · +A1x ′ = 0,
x(0)= x(T ), x ′(0)= x ′(T ), . . . , x(n−1)(0)= x(n−1)(T )
are constant;
(H2) there exist functions α,β ∈ L1(0, T ;RN) such that, for each i ∈ {1, . . . ,N}, αi(t)
 0, βi(t) 0 and
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for a.e. t ∈ [0, T ] and every x ∈ (R+)N ;
(H3) there exist a function γ ∈ L1(0, T ;RN) and a constant d1 > 0 such that, for each
i ∈ {1, . . . ,N},
fi(t, x) γi(t)
for a.e. t ∈ [0, T ] and every x ∈ (R+)N , with xi  d1, and
T∫
0
γi(t) dt > 0;
(H4) there exist a function δ ∈ L1(0, T ;RN) and a constant d2 > 0 such that, for each
i ∈ {1, . . . ,N},
fi(t, x) δi(t)
for a.e. t ∈ [0, T ] and every x ∈ (R+)N , with xi  d2 and
T∫
0
δi(t) dt < 0;
(H5) there exists a function G : (R+)N →R of class C1 such that, for each i ∈ {1, . . . ,N},
f−i (t, x) ∂xiG(x) 0
for a.e. t ∈ [0, T ] and every x ∈ (R+)N and
lim
xi→0+
∂xiG(x)=+∞ and lim
xi→0+
G(x)=−∞,
uniformly with respect to (x1, . . . , xi−1, xi+1, . . . , xN) ∈ (R+)N−1.
Theorem 2.1. Assume (H0)–(H5). Then, there exists a constant α0 > 0 such that problem
(2.1) has at least one solution, provided ‖α‖L1 < α0.
Remarks.
• If ∫ T0 e(t) dt = 0, one substitutes f (t, x) with f (t, x)− (1/T ) ∫ T0 A−10 e(t) dt and e
with e− (1/T ) ∫ T0 e(t) dt .• The Landesman, Lazer and Leach type condition (H3) can be replaced by the sign
condition:
there exists a constant d > 0 such that, for each i ∈ {1, . . . ,N},
fi(t, x) 0
for a.e. t ∈ [0, T ] and every x ∈ (R+)N , with xi  d .
A similar statement concerning assumption (H4) is true as well. Variants and general-
izations of these conditions can be found in [13].
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Proof of Theorem 2.1. We will use the following result, which is based on Mawhin’s
coincidence degree theory and easily follows from [10, Theorem IV.13].
In the sequel, it is convenient to suppose that any function defined on [0, T [ has been
extended by T -periodicity to the whole of R.
Lemma 3.1. Assume (H0) and (H1). Suppose that there are constants r,R, with 0 < r < R,
such that, setting O = ]r,R[N , the following conditions hold:
(i) for each λ ∈ ]0,1[, any possible solution x of{
x(n) +An−1x(n−1) + · · · +A1x ′ + λA0f (t, x)= λe(t),
x(0)= x(T ), x ′(0)= x ′(T ), . . . , x(n−1)(0)= x(n−1)(T ), (3.1)
satisfies x(t) ∈O for every t ;
(ii) ∫ T0 A0f (t, x) dt = 0 for every x ∈ ∂O;
(iii) deg(∫ T0 A0f (t, ·) dt,O,0) = 0.
Then, problem (2.1) has at least one solution x , with x(t) ∈ O¯ for every t .
In order to apply this lemma, we are looking for constants r,R such that (i)–(iii) hold.
The proof makes use of some ideas from [2,5,16].
Step 1. Verification of condition (i).
Let x be a solution of (3.1), for some λ ∈ ]0,1]. Averaging Eq. (3.1) on [0, T ], we obtain
T∫
0
A0f (t, x) dt = 0.
Since A0 is nonsingular, we have, for each i ∈ {1, . . . ,N},
T∫
0
fi(t, x) dt = 0 (3.2)
and hence, using condition (H2),
T∫
0
fi(t, x)
−dt =
T∫
0
fi(t, x)
+ dt 
T∫
0
αi(t)
∥∥x(t)∥∥dt +
T∫
0
βi(t) dt
 ‖αi‖L1‖x‖∞ + ‖βi‖L1 .
Accordingly, we get∥∥f (·, x)∥∥
L1  2
√
N
(‖α‖L1‖x‖∞ + ‖β‖L1). (3.3)
Since we assumed n  2, condition (H1) guarantees the existence of a constant η > 0
such that
η‖x ′‖∞  ‖x(n) +An−1x(n−1) + · · · +A1x ′‖L1 (3.4)
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x(n−1)(T ). Accordingly, by (3.1), (3.3) and (3.4), we obtain
η‖x ′‖∞  2
√
N ‖A0‖
(‖α‖L1‖x‖∞ + ‖β‖L1)+ ‖e‖L1 . (3.5)
Claim 1. There is a constant ρ > 0, independent of x and λ, such that
minxi  ρ (3.6)
for every i ∈ {1, . . . ,N}.
Proof. Assume by contradiction that there are a sequence (xn)n of solutions of (3.1), with
λ= λn, and an index i ∈ {1, . . . ,N} such that
min(xn)i →+∞.
Using (3.2), (H3) and Fatou’s lemma, we get
0 = lim inf
n→+∞
T∫
0
fi(t, xn) dt 
T∫
0
(
lim inf
n→+∞fi(t, xn)
)
dt 
T∫
0
γi(t) dt > 0.
Hence, (3.6) follows. ✷
Claim 2. There is a constant R > 0, independent of x and λ, such that
maxxi < R (3.7)
for every i ∈ {1, . . . ,N}.
Proof. Combining (3.5) and (3.6) yields, by standard inequalities,
η‖x ′‖∞  2
√
N ‖A0‖‖α‖L1‖x‖∞ + 2
√
N ‖A0‖‖β‖L1 + ‖e‖L1
N‖A0‖‖α‖L1T ‖x ′‖∞ + 2N‖A0‖‖α‖L1ρ + 2
√
N ‖A0‖β‖L1 + ‖e‖L1 .
Taking ‖α‖L1 < α0 := (NT ‖A0‖)−1η, we conclude that there is a constant c1 > 0, inde-
pendent of x and λ, such that
‖x ′‖∞  c1. (3.8)
Conditions (3.6) and (3.8) then provide the existence of a constant R > 0, independent of
x and λ, such that (3.7) holds. ✷
Conditions (3.3) and (3.7) imply the existence of a constant c2, independent of x and λ,
such that∥∥f (·, x)∥∥
L1  c2. (3.9)
Claim 3. There is a constant σ > 0, independent of x and λ, such that
maxxi  σ (3.10)
for every i ∈ {1, . . . ,N}.
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λ= λn, and an index i ∈ {1, . . . ,N} such that
max(xn)i → 0.
Using (3.2), (H4) and Fatou’s lemma again, we get
0 = lim sup
n→+∞
T∫
0
fi(t, xn) dt 
T∫
0
(
lim sup
n→+∞
fi(t, xn)
)
dt 
T∫
0
δi(t) dt < 0.
Hence, (3.10) follows. ✷
Claim 4. There is a constant τ > 0, independent of x and λ, such that for some t¯ ,
xi(t¯ ) τ (3.11)
for every i ∈ {1, . . . ,N}.
Proof. We know from Claim 3 that maxxi  σ for each i ∈ {1, . . . ,N}. If minxi < σ/2
for at most one index i ∈ {1, . . . ,N}, the conclusion follows taking τ = σ/2 and t¯ such that
xi(t¯ )= maxxi . Otherwise there exist indexes i1, i2 ∈ {1, . . . ,N}, with i1 = i2, such that
minxi1 <
σ
2
and minxi2 <
σ
2
.
Let us set σ1 = σ . Moreover, let t1, t2, with t1 < t2 < t1 + T , be such that xi1(t1)= σ1/2,
xi1(t2)= σ1 and σ1/2 < xi1(t) < σ1 for every t ∈ ]t1, t2[. By (3.8), we get
σ1
2
= ∣∣xi1(t1)− xi1(t2)∣∣ ‖x ′i1‖∞|t1 − t2| c1|t1 − t2|
and therefore
|t1 − t2| σ12c1 . (3.12)
Moreover, from (3.9), it follows
t2∫
t1
f−i2 (t, x) dt  c2. (3.13)
According to (H5), we can pick σ2 > 0, with σ2 < σ1/2, such that
f−i2 (t, x) > 2
c1c2
σ1
(3.14)
for a.e. t and every x ∈ (R+)N , with xi2 < σ2. Note that σ2 is independent of x and λ. If it
were xi2(t) < σ2 for every t ∈ [t1, t2], we should get, from (3.13), (3.12) and (3.14),
c2 
t2∫
f−i2 (t, x) dt > 2
c1c2
σ1
(t2 − t1) c2,
t1
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xi2(t) σ2.
Now, two cases may occur: either xi2(t) σ2/2 for every t ∈ [t1, t2], or xi2(t) < σ2/2 for
some t ∈ [t1, t2]. In the former case, we set t3 = t1 and t4 = t2. In the latter case, we can
find points t3, t4 ∈ [t1, t2], with, e.g., t3 < t4, such that xi2(t3) = σ2/2, xi2(t4) = σ2 and
σ2/2 < xi2(t) < σ2 for every t ∈ ]t3, t4[. In both cases, we have
xi1(t), xi2(t)
σ2
2
for every t ∈ [t3, t4]. If, for each i ∈ {1, . . . ,N}, xi(t)  σ2/2 for every t ∈ [t3, t4], the
conclusion follows taking τ = σ2/2 and any t¯ ∈ [t3, t4]. Otherwise, there exists an index
i3 ∈ {1, . . . ,N}, with i3 = i1, i2, such that
xi3(t) <
σ2
2
for some t ∈ [t3, t4]. Arguing as above, we see that
|t3 − t4| σ22c1
and
t4∫
t3
f−i3 (t, x) dt  c2.
According to (H5), we can pick σ3 > 0, with σ3 < σ2/2, such that
f−i3 (t, x) > 2
c1c2
σ2
for a.e. t and every x ∈ (R+)N , with xi3 < σ3. Note that σ3 is independent of x and λ.
Therefore, we conclude, as above, that there exists a point t ∈ [t3, t4] such that
xi3(t) σ3.
Hence, we can find points t5, t6 ∈ [t3, t4] (⊂ [t1, t2]), with t5 < t6, such that
xi1(t), xi2(t), xi3(t)
σ3
2
for every t ∈ [t5, t6]. Possibly iterating this argument a finite number of times, we get the
conclusion. ✷
Claim 5. There is a constant r > 0, independent of x and λ, such that
minxi > r (3.15)
for every i ∈ {1, . . . ,N}.
Proof. By (H5), we can take r ∈ ]0, τ [ such that
−G(x) > c1c2 +max
{∣∣G(x)∣∣ | x ∈ [τ,R]N} (3.16)
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there is a solution x such that minxi < r for some i ∈ {1, . . . ,N}. Let tˆ be a point such that
xi(tˆ )= minxi . According to Claim 4, there is t¯ such that x(t¯ ) ∈ [τ,R]N . We can suppose
that tˆ < t¯ . Hence, we have by (3.8), (3.9) and (H5),
G
(
x(t¯ )
)−G(x(tˆ ))=
t¯∫
tˆ
N∑
j=1
∂xjG(x)x
′
j dt 
t¯∫
tˆ
N∑
j=1
∂xjG(x)|x ′j |dt

t¯∫
tˆ
N∑
j=1
f−j (t, x)|x ′j |dt 
t¯∫
tˆ
N∑
j=1
∣∣fj (t, x)∣∣|x ′j |dt

∥∥f (·, x)∥∥
L1‖x ′‖∞  c1c2.
This yields a contradiction with (3.16). ✷
We can therefore conclude that there are constants r,R, with 0 < r < R, such that,
setting O = ]r,R[N , every solution x of (3.1), for any λ ∈ ]0,1[, satisfies x(t) ∈ O for
all t , i.e., condition (i) holds.
Step 2. Verification of conditions (ii) and (iii).
Without loss of generality, we can suppose that the constants r and R, we found in the
preceding step, can be, respectively, chosen larger than d1 and smaller that d2. Accordingly,
by conditions (H3) and (H4), we get, for every x ∈ ∂O and each i ∈ {1, . . . ,N},
T∫
0
fi(t, x) dt < 0 if xi = r
and
T∫
0
fi(t, x) dt > 0 if xi =R.
This implies that
T∫
0
f (t, x) dt = 0
for every x ∈ ∂O and
deg
( T∫
0
f (t, ·),O,0
)
= 0.
Hence, A0 being nonsingular, we obtain
T∫
A0f (t, x) dt = 00
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deg
( T∫
0
A0f (t, ·),O,0
)
= 0.
Therefore, conditions (ii) and (iii) hold.
The conclusions of Theorem 2.1 then follow from Lemma 3.1. ✷
Proof of Theorem 1.1. We have only to observe that, from the proofs of Claims 1 and 3
above, it follows that (H3) and (H4) can be, respectively, replaced by the Landesman, Lazer
and Leach conditions (h3) and (h4). Moreover, since in the one-dimensional case Claim 4 is
just a restatement of Claim 3, we conclude that in this frame condition (H5) can be relaxed
to (h5). ✷
References
[1] A. Ambrosetti, V. Coti Zelati, Periodic Solutions of Singular Lagrangian Systems, in: Progr. Nonlinear
Differential Equations Appl., Vol. 10, Birkhäuser, Boston, MA, 1993.
[2] D. Bonheure, Second order periodic boundary value problems with singularities, Mémoire de DEA,
Louvain-la-Neuve, 2001.
[3] A. Capietto, D. Qian, F. Zanolin, Periodic solutions for differential systems of cyclic feedback type, Differ-
ential Equations Dynam. Systems 7 (1999) 99–120.
[4] M. Cherpion, C. De Coster, Existence of solutions for first order singular problems, Proc. Amer. Math.
Soc. 128 (2000) 1779–1791.
[5] M.A. del Pino, R. Manàsevich, T -periodic solutions for a second order system with singular nonlinearities,
Differential Integral Equations 8 (1995) 1873–1883.
[6] A. Fonda, Periodic solutions of a conservative system of differential equations with a singularity of repulsive
type, Nonlinear Anal. 24 (1995) 667–676.
[7] W.B. Gordon, Conservative dynamical systems involving strong forces, Trans. Amer. Math. Soc. 204 (1975)
113–135.
[8] P. Habets, L. Sanchez, Periodic solutions of dissipative dynamical systems with singular potentials, Differ-
ential Integral Equations 3 (1990) 1139–1149.
[9] A.C. Lazer, S. Solimini, On periodic solutions of nonlinear differential equations with singularities, Proc.
Amer. Math. Soc. 99 (1987) 109–114.
[10] J. Mawhin, Topological Degree Methods in Nonlinear Boundary Value Problems, CBMS Regional Conf.
Ser. in Math., Vol. 40, American Mathematical Society, Providence, RI, 1979.
[11] J. Mawhin, Topological degree and boundary value problems for nonlinear differential equations, in: M. Furi,
P. Zecca (Eds.), Topological Methods for Ordinary Differential Equations, Montecatini Terme, 1991, Lecture
Notes in Mathematics, Vol. 1537, Springer, Berlin, 1993, pp. 74–142.
[12] F.I. Njoku, P. Omari, Stability properties of periodic solutions of a Duffing equation in the presence of lower
and upper solutions, Appl. Math. Comput. 135 (2003) 471–490.
[13] P. Omari, F. Zanolin, On forced nonlinear oscillations in nth order differential systems with geometric con-
ditions, Nonlinear Anal. 8 (1984) 723–748.
[14] S. Solimini, On forced dynamical systems with a singularity of repulsive type, Nonlinear Anal. 14 (1990)
489–500.
[15] P. Torres, F. Zanolin, Periodic motion of a system of two or three charged particles, J. Math. Anal. Appl. 250
(2000) 387–405.
[16] J. Ward, Asymptotic conditions for periodic solutions of ordinary differential equations, Proc. Amer. Math.
Soc. 81 (1981) 415–420.
