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Abstract. The application of one of the modifications of the penalty function method (the interior point method) com-
bined with the Kuhn-Tucker condition for optimization of characteristics of the cargo ship with restricted service area 
has been discussed. The expediency of renunciation of the classical penalty function method and the application of 
the interior point method associated with the introduction of slack variables is proved. Various ways of transforming 
the initial constrained extremal problem into the unconstrained one (solving the barrier problem) are considered. To 
solve the unconstrained optimization problem, the Newton method is used. Methods of the approximate determina-
tion of the Hessian matrix are discussed. Recommendations based on a large number of numerical experiments are 
given regarding the choice of coefficients used in the optimization algorithm. Recommendations on transforming the 
Lagrangian function if it is necessary are also given. The results of optimization calculations are given and analyzed.
Keywords: optimization of ship characteristics, interior point method, Kuhn-Tucker condition.
Аннотация. Рассмотрено применение одной из модификаций метода штрафных функций (метода внутренней 
точки) в сочетании с условием Куна–Таккера для оптимизации характеристик грузового судна ограниченного 
района плавания.
Ключевые слова: оптимизация характеристик судна; метод внутренней точки; условие Куна-Таккера.
Анотація. Розглянуто застосування однієї з модифікацій методу штрафних функцій (методу внутрішньої 
точки) разом з умовою Куна–Таккера для оптимізації характеристики вантажного судна обмеженого району 
плавання.
Ключові слова: оптимізація елементів судна; метод внутрішньої точки; умова Куна–Таккера.
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ПОСТАНОВКА ПРОБЛЕМЫ
Задача оптимизации главных характеристик про-
ектируемого судна решается с использованием чис-
ленных нелинейных алгоритмов оптимизации в два 
этапа. Первый этап – преобразование оптимизаци-
онной задачи, содержащей ограничения, в задачу без 
ограничений.  Для этой цели применяются методы 
внешних и внутренних штрафных функций, а также 
метод модифицированных функций Лагранжа. Метод 
внутренних штрафных функций предусматривает 
введение так называемых фиктивных переменных, 
тогда как разновидность этого метода носит название 
«метод внутренней точки» (Interior Point Method). Во 
всех перечисленных случаях полученная таким обра-
зом новая оптимизируемая функция включает в себя 
как исходную целевую функцию, так и все ограни-
чения. Она строится с таким расчетом, чтобы нару-
шение ограничений в процессе оптимизации резко 
отдаляло ее значение от оптимума, и тогда оптималь-
ное решение окажется одновременно и допустимым 
(удовлетворяющим всем ограничениям).
Второй этап представляет собой  поиск точки оп-
тимума в безусловной (не содержащей ограничений) 
оптимизационной задаче. Для этой цели, как извест-
но, применяются три группы методов: методы нуле-
вого, первого и второго порядка. 
Методы внутренних штрафных функций, не 
предусматривающие введения фиктивных перемен-
ных,  широко использовались в задачах нелинейного 
программирования в 1960-х годах. Однако их при-
менение для линейного программирования даже не 
рассматривалось, поскольку здесь считалось един-
ственно возможным применение симплекс-метода, 
который позволяет получить оптимальное решение 
линейной задачи в конечном виде. В 1970-х гг. методы 
внутренних штрафных функций были заменены более 
эффективным методом модифицированных функций 
Лагранжа. После этого до начала 1980-х годов методы 
внутренних штрафных функций считались в значи-
тельной степени потерявшими актуальность. 
Однако в 1984 г. Кармаркар [7] применил для ре-
шения задачи линейного программирования модифи-
цированный численный метод внутренних штрафных 
функций, связанный с введением фиктивных неиз-
вестных (метод внутренней точки). Этот метод ока-
зался  во много раз быстрее симплекс-метода. Он стал 
использоваться и в задаче  нелинейного программи-
рования. В сочетании с применением методов второ-
го порядка для решения задач безусловной оптимиза-
ции этот метод считается в настоящее время наиболее 
эффективным. 
В то же время автору неизвестны примеры приме-
нения данных методов в задачах оптимального проек-
тирования судов. Решение задачи оптимизации глав-
ных характеристик грузового судна ограниченного 
района плавания на основе метода внутренней точки 
в сочетании с применением методов второго порядка 
является решаемой в данной работе проблемой.
АНАЛИЗ ПОСЛЕДНИХ ИССЛЕДОВАНИЙ  
И ПУБЛИКАЦИЙ
Пример применения стандартного метода штраф-
ных функций для оптимизации характеристик судна-
контейнеровоза приведен в [1]. Использование более 
эффективной в вычислительном отношении моди-
фикации метода штрафных функций – метода вну-
тренней точки – для решения задачи линейного про-
граммирования рассмотрено в [7]. Применение этого 
же метода в задаче нелинейного программирования 
рассмотрено в [2–4, 8]. Однако автору неизвестны 
примеры практического использования этого метода 
в задаче оптимизации характеристик проектируемого 
судна.
ЦЕЛЬЮ РАБОТЫ является обоснование при-
менения метода внутренней точки в задаче оптимиза-
ции главных характеристик судна.
ИЗЛОЖЕНИЕ ОСНОВНОГО МАТЕРИАЛА
Задача оптимального проектирования судов отно-
сится к классу задач нелинейного программирования 
и формулируется таким образом:
)(minarg
д
0 XFX XX  ;
дX  :   hi( X ) = 0, i = 1, ..., k;             (1)
gj( X ) < 0, j = 1, ..., m;
где X  – вектор оптимизируемых переменных; дX  – 
допустимые (удовлетворяющие всем ограничени-
ям) значения вектора оптимизируемых переменных; 
)(XF  – целевая функция (прибыль в течение срока 
службы); )(Xhi  и  )(Xg j  – ограничения в виде ра-
венств и неравенств, приведенные к безразмерному 
виду; k, m – количества ограничений типа равенств 
и типа неравенств соответственно.
В данной задаче SvHTBLX ,,,,,}{ δ= , где L, B, T, H, δ, 
vs – длина, ширина, осадка, высота борта, коэффици-
ент общей полноты и скорость полного хода в узлах 
проектируемого грузового судна ограниченного рай-
она плавания. Суть метода штрафных функций состо-
ит в том, что задача (1) трансформируется к виду
])(,)(,[)({minarg0 XgXhXFXFX jiX ∆+=
,
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где )(XF  – то же, что и в (1), а ])(,)(,[ XgXhXF ji∆  есть 
и функция X , )(Xhi , и )(Xg j  (штрафная надбавка).
В литературе известен ряд предложений по вы-
бору штрафной надбавки ])(,)(,[ XgXhXF ji∆ . Одно из таких предложений было использовано при опти-
мизации характеристик судов-контейнеровозов в [1]. 









где μ – штрафной коэффициент.
Иногда штрафная функция, принятая в этой фор-
ме, носит название барьерная функция [2, 3, 7], а за-
дача поиска оптимального решения по этому мето-
ду – барьерная задача или барьерная проблема.
Однако такая модификация метода внутренних 
штрафных функций не является достаточно эффек-
тивной. Перейдем к такой модификации указанного 
метода, которая связана с введением фиктивных не-
известных и носит название метод внутренней точ-
ки. В этом случае в задаче (1) ограничения типа не-
равенств преобразуются в ограничения типа равенств 
путем введения вектора фиктивных неизвестных 
),...,,(}{, 21 msssSS =  и вводится новый вектор подле-
жащих определению величин SXZ ∪= . Тогда эта за-
дача трансформируется к виду
д









:дZ     0)( =Xhi , i = 1,..., k;                  (2)
0)( =Zv j , j = 1,..., m;
sj > 0, j = 1,..., m;
;)()(:,1 jjj sXgZvmj +=∈∀ .
Далее задача (2) преобразуется в задачу безуслов-
ной оптимизации, когда минимизируется  функция 
Лагранжа ),,( µΛ= ZLL FF  вида
);,,(minarg
д
0   ZLZ FZZ  
( ) ( ) ;,)(,)(,,, VHF ZVZHZZL λ+λ+µΦ=µλ      (3)
;...,,1,)(})({ kiXhXH i ==  ,...,,1,)(})({ mjZvZV j ==
где VH Λ∪Λ=Λ  – вектор множителей Лагранжа;
kiihH ...,,1,}{ =λ=Λ  и ....,,1,}{ mjjgG =λ=Λ
После преобразования в безусловную оптимиза-
ционную задачу для поиска оптимума будем исполь-
зовать метод Ньютона.
Условие оптимума первого порядка (модифици-
рованное условие Куна–Таккера) для барьерной про-
блемы (2) записывается в виде 
( ) ( ) ( ) ;0=Λ+Λ+∇ GTGHTH xAXAXF
;0=µ−Λ eS G                                (4)















































































































































































 – матрица Якоби це-
левой функции (1); S  – диагональная матрица фик-
тивных переменных, элементы которой, отличные 
от 0 и расположенные на главной диагонали, есть 
компоненты вектора S ; ΛG – диагональная матрица 
множителей Лагранжа, элементы которой, отличные 
от 0 и расположенные на главной диагонали, есть 
компоненты вектора GΛ ; HΛ , }{ HΛ = (λh1, ..., λhk)
T – 
вектор множителей Лагранжа для ограничений типа 
равенств; GΛ , }{ GΛ = (λg1, ..., λgm)
T – вектор множите-
лей Лагранжа для ограничений типа неравенств; I – 
единичная матрица; )(XAH , )(XAG  – матрицы Якоби 
функций ограничений – равенств h( X ) и ограниче-
ний – неравенств g( X ).
Таким образом, применив условия оптимально-
сти Куна–Таккера к задаче (3), получили систему не-
линейных алгебраических уравнений (4) относитель-
но компонент вектора искомых оптимальных главных 
неизвестных 0XX = , а также компонент сопутствую-
щих векторов фиктивных неизвестных S  и множи-
телей Лагранжа GH ΛΛ , . Эта система может быть 
решена одним из известных численных методов – на-
пример, методом Ньютона, которым и воспользуемся 
далее.
При использовании метода Ньютона на каждом 
шаге определяются компоненты вектора направления 
поиска ),,,(}{, ghsx ppppPP = . Эти компоненты нахо-
дятся из соотношения вида:
( ) ( )
( )
( )
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 e = (1, …,1)T,
где I  – единичная матрица размерности m×m; Fxx L
2∇  – 
матрица Гессе функции Лагранжа LF (3).
Тогда следующая – (i+1)-я итерация по каждой из 
компонент векторов GHSX ΛΛ ,,,  определяется в за-
висимости от значений этих компонент на предыду-
























Шаги по переменным Ss j ∈  и Gjg Λ∈λ  – величи-
ны αs, αλ определяются в два этапа. На первом этапе 
вычисляются величины maxsα  и maxλα  в виде
( ] ( ){ };1:1,0maxmax sps ss τ−≥α+∈α=α
( ] ( ){ };1:1,0maxmax ggg p λτ−≥α+λ∈α=αλ .
Здесь значение параметра τ, который определяет-
ся путeм численного эксперимента и заключен в пре-
делах  0 < τ < 1, будет 0,995. 
На втором этапе для определения maxsα , maxλα  будем использовать рекуррентный алгоритм поиска в форме
],0( maxss α∈α ,   ,],0( maxλλ α∈α .                  (8)
Условие (7) позволяет избежать быстрого прибли-
жения к нулю компонент векторов S  и GΛ .
Алгоритм метода внутренней точки представлен 








Решить (5): (px,ps,ph,pg) 
 
Вычислить ( 1kX , 1kS , 1,  kh , 1,  kg )  
по (6) 
 
Вычислить αs, αλ по (7) и (8)  
 
μk+1 = μk, k = k + 1 
E( kZ ; μk) ≤ εμ 
μk = σ.μk, εμ = σ.εμ  
E( kZ ;0) ≤ εfTol 
X  ≤ εxTol 
 
Выбрать 0Х , 0S >0, μ0 > 0, εμ, ε
fTol, 






Рис. 1. Блок-схема реализации метода внутренней точки
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В качестве критерия завершения процесса 
оптимизации используем соотношение вида 
);( µZE  < εμ, где );( µZE  определяется по фор-
муле















Здесь через ⋅  обозначена  евклидова норма.
Далее рассмотрим некоторые дополнительные 
вычислительные аспекты алгоритма метода внутрен-
них точек, а именно: 
– вычисление матрицы Гессе в каждой итерации; 
– определение длины шага;
– схему выбора барьерных параметров. 
Для решения системы (5) необходимо в каждой 
итерации вычислить матрицу Гессе функции Лагран-
жа. Такая операция связана со значительными затра-
тами машинного времени. Вместо нее будем исполь-
зовать приближенно аппроксимируемую матрицу 
Гессе, которая обновляется в каждой итерации. 
Для обновления матрицы Гессе применяют-
ся методы DFP (Davidson-Fletcher-Powell), BFGS 
(Broyden-Fletcher-Goldfarb-Shanno). Метод DFP до-
статочно эффективен, но вскоре он был заменен ме-
тодом BFGS, который в настоящее время считается 
самым эффективным из всех методов обновления ма-
трицы Гессе [8]. 
В соответствии с методом BFGS обратная матри-








В этих формулах обозначено:
k – номер шага итерационного процесса при вы-
полнении оптимизации;
Bk – матрица Гессе в предыдущей (k-й) итерации;
Hk – обратная матрица Гессе в предыдущей (k-й) 
итерации;
δk = xk+1 – xk – приращение переменных при пере-
ходе от k-й к (k+1)-й итерации;
kkk FFy ∇−∇= +1   –  прирашение градиента целевой функции при переходе от k-й к (k+1)-й итерации;
If  – едини́чная ма́трица размерностью  n×n.
На втором этапе длина шага выбирается таким 
образом, чтобы обеспечить достаточное уменьше-
ние так называемой «оценочной функции» φν(ν), где 
ν > 0 – параметр штрафа. Аналитическое выражение 
для выбора длины шага на втором этапе есть
( ) ( ) ( )zksTkzsTk pZDZpZ ;ímaxímaxí ϕααη+ϕ≤αα+ϕ ,
где Dφν( kX ; pz) – производная функции φν по 












Оценочная функция φν(ν) определяется по формуле




При этом ( )Zµϕ  есть  барьерная (штрафная) 
функция в соотношении (2), а величина ν обновляет-
ся в каждой итерации, чтобы pz было направлением 
спуска для функции φν. Правило обновления ν было 
рассмотрено в [6].
По результатам выполненных численных экспе-
риментов можно принять αТ = 1; η = 10
–4. Тогда длина 
шага определяется по формуле .maxsTs αα=α
Выбор коэффициента штрафа. Правила выбора 
коэффициента штрафа для данного случая были рас-
смотрены в [5]. Однако в указанных работах исполь-
зуется ряд параметров, практический выбор которых 
затруднителен. Поэтому в данной работе вместо 
указанных рекомендаций была применена следую-
щая схема: если последняя барьерная проблема была 
решена менее чем за три итерации, то μk+1= μk/100, 
в противном случае μk+1 = μk/5.
Далее с использованием описанного выше алго-
ритма была разработана программа RSAVShip опти-
мизации главных характеристик грузовых судов огра-
ниченного района плавания в среде языка програм-
мирования MATLAB. 
Таблица 1. Результат оптимизации грузового судна дедвейтом 6500 т
Параметр Прототип
Оптимальный вариант
№ 1 № 2 № 3
Длина между перпендикулярами L, м 95,900 102,114 104,325 107,237
Ширина B, м 17,000 14,588 14,904 15,32
Высота борта D, м 8,800 9,319 9,509 8,185
Осадка d, м 6,900 7,294 7,452 6,500
Коэффициент общей полноты δ 0,740 0,733 0,699 0,761
Эксплуатационная скорость Vs, уз 12,0 10,0 12,0 12,0
Водоизмещение Δ,т 8532,4 8165,5 8300,4 8331,3
Грузоподъемность, т 6414,7 6445,2 6424,2 6416,5
Мощность ГД, кВт 2114,6 988,7 1842,3 2062,9
Начальная метацентрическая высота h0, м 1,902 0,729 0,745 1,532
Период бортовой качки, с 9,576 12,814 12,919 9,434
Отношение h0/B 0,112 0,050 0,050 0,100
Угол максимума, град 39,78 38,60 39,82 38,34
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Результаты применения программы показаны 
в табл. 1. Первый оптимальный вариант соответству-
ет случаю ограничения нижнего предела эксплуата-
ционной скорости судна величиной 10 уз, второй ва-
риант – 12 уз, а третий – введению ограничения на 
осадку, которая не должна быть более 6,5 м.
ВЫВОДЫ
1. Программа для оптимизации главных характе-
ристик RSAVShip разработана на основе метода вну-
тренней точки с применением метода модифицирован-
ных множителей Лагранжа и метода второго порядка.
2. Применение методов обновления матрицы Гес-
се функции Лагранжа путем замены этой функции ее 
приближенным значением позволило сократить объ-
ем и время вычислений. 
3. Для определения необходимых для сходимо-
сти оптимизационного процесса коэффициентов 
штрафа рекомендуется: при решении барьерной 
проблемы менее чем за три итерации принимать 
значение коэффициента штрафа для следующей 




№ 1 № 2 № 3
Плечо при угле максимума, м 1,02 0,59 0,65 0,84
Угол заката, град 89,22 86,86 87,76 88,18
Площадь ДСО* от 0 до 40, м⋅рад 0,453 0,247 0,265 0,375
Площадь ДСО от 0 до 30, м⋅рад 0,278 0,145 0,155 0,231
Площадь ДСО от 30 до 40, м⋅рад 0,175 0,102 0,110 0,145
Критерий погоды 1,38 1,48 1,50 1,36
Число круговых рейсов в год 19,071 17,803 19,086 19,105
Ходовое время в одном круговом рейсе, дни 6,652 7,959 6,638 6,620
Стояночное время в одном круговом рейсе, дни 11,7 11,70 11,70 11,7
Стоимость постройки, млн долл. США 6,057 5,18 5,808 5,950
Ежегодные затраты, млн долл. США 2,288 1,863 2,201 2,272
Суммарная перевозимая масса груза за год, тыс. т 244,7 229,5 245,2 245,2
Приведенные затраты, долл./(т⋅миль) 5,50E-03 4,78E-03 5,28E-03 5,45E-03
Суммарная прибыль, млн долл. США 1,732 7,546 3,764 2,265
*ДСО – диаграмма статической остойчивости.
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