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Abstract
For the large sparse saddle point problems, Bai et al. recently studied a class of parameterized inexact Uza-
wa (PIU) methods [Z.-Z. Bai, B.N. Parlett, Z.-Q. Wang. On generalized successive overrelaxation methods for
augmented linear systems, Numer. Math. 102 (2005) 1–38]. For a special case that the (1, 1)-block is solved
exactly, they determined the convergence domain and computed the optimal iteration parameters and the
corresponding optimal convergence factor for the induced method. In this paper, we develop these methods
to the large sparse generalized saddle point problems. For the obtained parameterized inexact Uzawa method,
we prove its convergence under suitable restrictions on the iteration parameters. In particular, we determine
its quasi-optimal iteration parameters and the corresponding quasi-optimal convergence factor for the saddle
point problems. Furthermore, this PIU method is generalized to obtain a framework of accelerated variants of
the parameterized inexact Uzawa methods for solving both symmetric and nonsymmetric generalized saddle
point problems by using the techniques of vector extrapolation, matrix relaxation and inexact iteration.
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1. Introduction
Let A ∈ Rm×m be a symmetric positive definite matrix, C ∈ Rn×n be a symmetric positive
semidefinite matrix, and B ∈ Rm×n be a matrix of full column rank, where m  n. Denote by
BT the transpose of the matrix B. Then the generalized saddle point problem is of the form(
A B
BT −C
)(
x
y
)
=
(
b
q
)
, (1.1)
where b ∈ Rm and q ∈ Rn are two given vectors. This class of problems arises in many areas of
scientific computing and engineering applications, see [1,17,11,8,7].
For the special case C = 0, i.e.,(
A B
BT 0
)(
x
y
)
=
(
b
q
)
, (1.2)
by using the techniques of matrix relaxation [27,3,9,2,4,24] and inexact iteration [28,29,5,6,25],
Bai et al. [8] established and studied the following parameterized inexact Uzawa (PIU) method
for solving the corresponding saddle point problems.
Method 1.1 (The PIU method for saddle point problem [8]). Let P ∈ Rm×m and Q ∈ Rn×n be
symmetric positive definite matrices. Given initial vectorsx(0) ∈ Rm andy(0) ∈ Rn, and two relax-
ation factors ω, τ with ω, τ /= 0. For k = 0, 1, 2, . . . until the iteration sequence {(x(k)T , y(k)T)T}
converges to the exact solution of the saddle point problem (1.2), compute{
x(k+1) = x(k) + ωP−1(b − Ax(k) − By(k)),
y(k+1) = y(k) + τQ−1(BTx(k+1) − q).
Here, Q is an approximate (or preconditioning) matrix of the approximated Schur complement
matrix BTP−1B.
In addition, they described the property of the eigenvalues of this PIU iteration matrix. In
particular, when P = A they derived sufficient and necessary convergence conditions, and deter-
mined the optimal iteration parameters as well as the corresponding optimal convergence factor,
for the PIU method, see also [21,19]. However, the more practical case P /= A was not discussed
there.
In fact, if the iteration parameters ω and τ in Method 1.1 are changing with respect to k
at each iteration step, i.e., ω = ωk and τ = τk , we then obtain the dynamically parameterized
inexact Uzawa (DPIU) method discussed in Hu and Zou [20], where the authors called this
method as the Uzawa algorithm with variable relaxation parameters and derived a formula for
dynamically computing ωk and τk by utilizing the currently available iteration information, under
some restriction on the preconditioning matrix P .
In this paper, we extend Method 1.1 to the generalized saddle point problem (1.1). For the
correspondingly obtained parameterized inexact Uzawa method, we derive sufficient conditions
for guaranteeing its convergence. In addition, we determine its quasi-optimal iteration parameters
and the corresponding quasi-optimal convergence factor for the special case C = 0, i.e., the saddle
point problem (1.2). Moreover, by using the techniques of vector extrapolation, matrix relaxation
and inexact iteration, the PIU method is further extended to obtain a framework of accelerated
parameterized inexact Uzawa (APIU) methods for solving both symmetric and nonsymmetric
generalized saddle point problems.
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The paper is organized as follows. After describing the PIU method and establishing the
basic convergence theorem in Section 2, we determine the quasi-optimal iteration parameters and
compute the corresponding quasi-optimal convergence factor in Section 3. In Section 4, a general
framework of the APIU methods is described and analyzed for both symmetric and nonsymmetric
generalized saddle point problems and, finally, in Section 5, some brief concluding remarks are
given.
2. The PIU method
For the coefficient matrix of the generalized saddle point problem (1.1), we make the following
splitting
A ≡
(
A B
−BT C
)
= D−L−U,
where
D =
(
P 0
0 Q
)
, L =
(
0 0
BT 0
)
, U =
(
P − A −B
0 Q − C
)
and P ∈ Rm×m and Q ∈ Rn×n are prescribed symmetric positive definite matrices. Let ω and τ
be two nonzero reals, Im ∈ Rm×m and In ∈ Rn×n be the m-by-m and the n-by-n identity matrices,
respectively, and
 =
(
ωIm 0
0 τIn
)
.
Then we consider the following parameterized inexact Uzawa iteration scheme for solving the
generalized saddle point problem (1.1):(
x(k+1)
y(k+1)
)
= (D− L)−1[(I − )D+ U]
(
x(k)
y(k)
)
+ (D− L)−1
(
b
−q
)
or equivalently,(
x(k+1)
y(k+1)
)
=H(ω, τ)
(
x(k)
y(k)
)
+M(ω, τ)−1
(
b
−q
)
, (2.1)
where I is the identity matrix,
H(ω, τ) ≡ (D− L)−1[(I − )D+ U]
=
(
I − ωP−1A −ωP−1B
τQ−1BT(I − ωP−1A) I − τQ−1(C + ωBTP−1B)
)
(2.2)
and
M(ω, τ) ≡ −1(D− L) =
( 1
ω
P 0
−BT 1
τ
Q
)
. (2.3)
Substantially, (2.1) defines a generalized and modified block successive overrelaxation iteration
scheme for solving the generalized saddle point problem (1.1), see [5,6,8].
More precisely, we have the following algorithmic description of this PIU method.
Method 2.1 (The PIU method for generalized saddle point problem). Let P ∈ Rm×m and Q ∈
Rn×n be symmetric positive definite matrices. Given initial vectors x(0) ∈ Rm and y(0) ∈ Rn, and
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two relaxation factors ω, τ /= 0. For k = 0, 1, 2, . . . until the iteration sequence {(x(k)T , y(k)T)T}
converges to the exact solution of the generalized saddle point problem (1.1), compute{
x(k+1) = x(k) + ωP−1(b − Ax(k) − By(k)),
y(k+1) = y(k) + τQ−1(BTx(k+1) − Cy(k) − q).
Here, Q is an approximate (or preconditioning) matrix of the approximated Schur complement
matrix BTP−1B + C.
Evidently, when C = 0 Method 2.1 reduces to Method 1.1; and when C /= 0, if P = A and
ω = 1 then Method 2.1 gives the preconditioned Uzawa algorithm [15,8], and if P /= A and
ω = τ = 1 then it yields the inexact Uzawa algorithm [15,10,8]. We remark that here we have
described in detail the basic skills and strategies about the algorithmic construction behind Method
2.1, although this method was recently presented in Cao [13], where a simple but strict convergence
condition was given, by using different approaches, see (2.24) and also [12].
Let
N(ω, τ) ≡M(ω, τ) −A =
( 1
ω
P − A −B
0 1
τ
Q − C
)
. (2.4)
Then
A =M(ω, τ) −N(ω, τ) (2.5)
defines a splitting of the coefficient matrixA of the generalized saddle point problem (1.1), and
the PIU method can also be induced by the matrix splitting (2.5). Easily, we see that
H(ω, τ) =M(ω, τ)−1N(ω, τ) (2.6)
is the iteration matrix of the PIU method. See also (2.2). Therefore, the PIU method is convergent
if and only if the spectral radius of the matrixH(ω, τ), defined in (2.6) or (2.2), is less than one,
i.e., ρ(H(ω, τ)) < 1. See [27,30,18].
The following theorem characterizes the property about the eigenpairs of the matrixH(ω, τ).
Theorem 2.1. Let A ∈ Rm×m, P ∈ Rm×m and Q ∈ Rn×n be symmetric positive definite, and
B ∈ Rm×n be of full column rank, with m  n. Assume that λ is an eigenvalue of the iteration
matrixH(ω, τ) and z = (x∗, y∗)∗ ∈ Cm+n, with x ∈ Cm and y ∈ Cn being two complex vectors,
is the corresponding eigenvector. Denote by
η := η(x) = x
∗Ax
x∗Px
and μ := μ(x) = x
∗BQ−1BTx
x∗Px
. (2.7)
Then
(a) when C = 0, λ satisfies the quadratic equation
λ2 + (ηω − 2 + μωτ)λ + (1 − ηω) = 0; (2.8)
(b) when C = δQ with δ /= 0 a real constant,1 either λ = 1 − δτ or λ satisfies the quadratic
equation
λ2 + [ηω − (2 − δτ) + μωτ ]λ + (1 − δτ)(1 − ηω) = 0. (2.9)
1 Here and in the sequel, the requirement C = δQ with δ /= 0 means that C is symmetric positive definite.
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Proof. Evidently, from (2.6) we have
N(ω, τ)z = λM(ω, τ)z.
Hence, it follows from (2.3) and (2.4) that⎧⎪⎨⎪⎩
(
1
ω
P − A
)
x − By = λ
ω
Px,(
1
τ
Q − C
)
y = −λBTx + λ
τ
Qy
or equivalently,{
(1 − λ)Px − ωAx = ωBy,
((λ − 1)Q + τC)y = τλBTx. (2.10)
We can assert that λ /= 1 and x /= 0. Otherwise, if λ = 1 then the two equalities in (2.10) reduce
to
−Ax = By and Cy = BTx
or
x = −A−1By and Cy = BTx,
respectively. Therefore,
Cy = BT(−A−1By) = −BTA−1By
or
(C + BTA−1B)y = 0.
Because C + BTA−1B is a symmetric positive definite matrix, this equality implies y = 0 and,
thereby, x = −A−1By = 0. This shows z = 0, a contradiction to the assumption that z is an
eigenvector. In addition, if x = 0 then the two equalities in (2.10) reduce to
By = 0 and [(λ − 1)Q + τC]y = 0,
respectively. Because B is a matrix of full column rank, By = 0 implies y = 0. This again shows
z = 0, a contradiction to the assumption that z is an eigenvector.
It follows from x /= 0 that x∗Px /= 0. Hence, the quantities η(x) and μ(x) introduced in (2.7)
are well defined.
We first verify (a). As C = 0, (2.10) reduces to{
(1 − λ)Px − ωAx = ωBy,
(λ − 1)Qy = τλBTx. (2.11)
Recalling that λ /= 1, from the second equality in (2.11) we get
y = τλ
λ − 1 · Q
−1BTx.
By substituting this relationship into the first equality in (2.11) we get
(1 − λ)Px − ωAx = ωτλ
λ − 1 · BQ
−1BTx
or in other words,
(λ − 1)2Px + (λ − 1)ωAx + ωτλBQ−1BTx = 0.
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Now, after rearranging we immediately obtain
λ2Px + λ(ωA − 2P + ωτBQ−1BT)x + (P − ωA)x = 0.
Noticing that x /= 0 and x∗Px /= 0, after first premultiplying x∗ and then dividing x∗Px on both
sides of the above equality, we easily know that λ is a root of the quadratic equation (2.8).
Now, we turn to verify (b). As C = δQ and δ /= 0, (2.10) reduces to{
(1 − λ)Px − ωAx = ωBy,
(λ − 1 + δτ)Qy = τλBTx. (2.12)
If λ /= 1 − τδ, from the second equality in (2.12) we get
y = τλ
λ − 1 + δτ · Q
−1BTx.
By substituting this relationship into the first equality in (2.12) we get
(1 − λ)Px − ωAx = ωτλ
λ − 1 + δτ · BQ
−1BTx
or in other words,
(λ − 1)(λ − 1 + δτ)Px + (λ − 1 + δτ)ωAx + ωτλBQ−1BTx = 0.
Now, after rearranging we immediately obtain
λ2Px + λ(ωA − (2 − δτ)P + ωτBQ−1BT)x + (1 − δτ)(P − ωA)x = 0.
Noticing that x /= 0 and x∗Px /= 0, after first premultiplying x∗ and then dividing x∗Px on both
sides of the above equality, we easily know that λ is a root of the quadratic equation (2.9).
On the other hand, if λ = 1 − δτ , then (2.12) reduces to{
δτPx − ωAx = ωBy,
(1 − δτ)BTx = 0. (2.13)
For δτ = 1 or λ = 0, from the first equality in (2.13) we obtain
x = ωP−1(Ax + By).
It then follows that
BTx = ωBTP−1(Ax + By).
Hence,
y = 1
ω
(BTP−1B)−1(BTx − ωBTP−1Ax)
= (BTP−1B)−1BT
(
1
ω
I − P−1A
)
x.
By substituting this expression into the first equality in (2.13) and noticing that δτ = 1, we know
that
Px − ωAx = ωB(BTP−1B)−1BT
(
1
ω
I − P−1A
)
x
or
[P − B(BTP−1B)−1BT](I − ωP−1A)x = 0.
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This investigation shows that the corresponding eigenvector satisfies{
x ∈ null([P − B(BTP−1B)−1BT](I − ωP−1A)),
y = (BTP−1B)−1BT
(
1
ω
I − P−1A
)
x.
(2.14)
Here and in the sequel, null(·) is used to represent the null space of the corresponding matrix. For
δτ /= 1, from (2.13) we obtain{
δτPx − ωAx = ωBy,
BTx = 0
or equivalently,
x = ω
δτ
P−1(Ax + By) and BTx = 0.
It follows that
0 = BTx = ω
δτ
BTP−1(Ax + By).
Hence, the corresponding eigenvector satisfies
y = −(BTP−1B)−1BTP−1Ax and x ∈ null(BT). (2.15)
The above analysis shows that for the eigenvalues of the iteration matrix H(ω, τ) of the form
λ = 1 − δτ , the corresponding eigenvectors are either of the form (2.14) if δτ = 1 or of the form
(2.15) if δτ /= 1. Up to now, the proof has been completed. 
Let ηmin and ηmax be the smallest and the largest eigenvalues of the matrix P−1A, and μmin and
μmax be the smallest and the largest eigenvalues of the matrixJ = Q−1BTP−1B, respectively.
Denote by σ(·) the spectrum of the corresponding matrix. Then the functions η(x) and μ(x)
defined in (2.7) satisfy
(i) ηmin = minx∈Cm\{0} η(x), ηmax = maxx∈Cm\{0} η(x) and ηmin  η(x)  ηmax (∀x ∈ Cm \
{0});
(ii) for x ∈ null(BT), μ(x) = 0; and
(iii) for x /∈ null(BT), μmin =minx∈Cm\null(BT) μ(x), μmax =maxx∈Cm\null(BT) μ(x) and μmin
μ(x)  μmax (∀x ∈ Cm \ null(BT)).
In fact, (i) and (ii) are trivial, and (iii) holds as
μmin = min
x∈Cm\null(BT)
μ(x) = min{λ /= 0|λ ∈ σ(P− 12 BQ−1BTP− 12 )} = min σ(J)
and
μmax = max
x∈Cm\null(BT)
μ(x) = max{λ /= 0|λ ∈ σ(P− 12 BQ−1BTP− 12 )} = max σ(J).
Based on Theorem 2.1, we can establish the following theorem which presents sufficient
conditions for guaranteeing the convergence of the PIU method.
Theorem 2.2. Let A ∈ Rm×m, P ∈ Rm×m and Q ∈ Rn×n be symmetric positive definite, and
B ∈ Rm×n be of full column rank, with m  n. Then the PIU method is convergent, provided
that
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(a) when C = 0, ω satisfies 0 < ω < 2
ηmax
and τ satisfies the condition
0 < τ <
2(2 − ηmaxω)
μmaxω
;
(b) when C = δQ with δ /= 0 a real constant, ω satisfies 0 < ω < 2
ηmax
and τ satisfies either
of the following two conditions:
(b1) for δ > 0,
0 < τ <
2
δ
and τ [2δ + (μmax − δηmax)ω] < 2(2 − ηmaxω);
(b2) for δ < 0,
2
δ
< τ < 0 and τ [2δ + (μmin − δηmax)ω] < 2(2 − ηmaxω).
Proof. From (2.8) and (2.9) we know that for C = 0, if μ = 0 then λ = 1 − ηω; and for C = δQ,
if μ = 0 then either λ = 1 − ηω or λ = 1 − δτ .
It follows from the result in [30, pp. 171–172] that when C = 0, λ = 1 − ηω as well as both
roots λ of the real quadratic equation (2.8) satisfy |λ| < 1 if and only if
|1 − ηω| < 1 and |ηω − 2 + μτω| < 2 − ηω; (2.16)
and when C = δQ, λ = 1 − ηω, λ = 1 − δτ as well as both roots λ of the real quadratic equation
(2.9) satisfy |λ| < 1 if and only if
|1 − ηω| < 1, |1 − δτ | < 1 and |ηω − (2 − δτ) + μτω| < 1 + (1 − δτ)(1 − ηω).
(2.17)
By straightforwardly solving (2.16) we immediately obtain (a). However, the solution of (2.17)
is more involved and is demonstrated in the following.
Easily, (2.17) can be simplified to
0 < ηω < 2, 0 < δτ < 2 (2.18)
and
μτ + ηδτ > 0, 2δτ + μωτ < 4 + η(δτ − 2)ω. (2.19)
Hence, for δ > 0, from (2.18) we get
0 < ω <
2
ηmax
and 0 < τ <
2
δ
(2.20)
and from (2.19) we get
2δτ + μmaxωτ < 4 + ηmax(δτ − 2)ω. (2.21)
By combining (2.20) and (2.21) we immediately obtain the constraints in (b1). On the other hand,
for δ < 0, from (2.18) we get
0 < ω <
2
ηmax
and
2
δ
< τ < 0 (2.22)
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and from (2.19) we get
2δτ + μminωτ < 4 + ηmax(δτ − 2)ω. (2.23)
By combining (2.22) and (2.23) we immediately obtain the constraints in (b2). 
We remark that in [13] Cao has derived the following convergence domain for the PIU method:
ηmin  1, 0 < ω <
1
3η2max
and 0 < τ <
1
4ηmax
. (2.24)
Obviously, this domain is only a small subset of the domains described in Theorem 2.2(b).
Furthermore, from the quadratic equations (2.8) and (2.9) , we can easily get the following
properties about the eigenvalues of the PIU iteration matrixH(ω, τ).
Corollary 2.1. Let A ∈ Rm×m, P ∈ Rm×m and Q ∈ Rn×n be symmetric positive definite, and
B ∈ Rm×n be of full column rank, with m  n. Assume that λ is an eigenvalue of the iteration
matrixH(ω, τ) and z = (x∗, y∗)∗ ∈ Cm+n, with x ∈ Cm and y ∈ Cn being two complex vectors,
is the corresponding eigenvector. Then x /= 0 and it holds that
(a) when C = 0,
λ = 1
2
(
2 − ω(η + μτ) ±
√
[2 − ω(η + μτ)]2 − 4(1 − ηω)
)
, (2.25)
in particular, λ = 1 − ηω for μ = 0;
(b) when C = δQ with δ /= 0 a real constant,
λ = 1
2
(
(2−δτ) − ω(η + μτ)±
√
[(2 − δτ) − ω(η + μτ)]2 − 4(1 − δτ)(1 − ηω)
)
,
(2.26)
in particular, λ = 1 − ηω and λ = 1 − δτ for μ = 0.
We should point out that the PIU splitting matrixM(ω, τ) defined in (2.3) can be alternatively
used to precondition the Krylov subspace iteration methods for solving the generalized saddle
point problem (1.1), see [14,23,16,26]; and Theorem 2.2 holds even if ηmin and ηmax are the lower
and the upper bounds of the eigenvalues of the matrix P−1A, and μmin and μmax are those of the
matrixJ, respectively.
3. The quasi-optimal iteration parameters
From (2.25) and (2.26) in Corollary 2.1 we easily see that the eigenvalues λ of the PIU
iteration matrixH(ω, τ) are actually functions of ω, τ and η(x), μ(x), where x ∈ Cm are such
that z = (x∗, y∗)∗ ∈ Cm+n are the corresponding eigenvectors. That is to say, in general we have
the functional expressions
λ = ϕ(ω, τ, η(x), μ(x)).
As a result, we can define the continuous spectral radius of the PIU iteration matrixH(ω, τ) as
ρc(H(ω, τ)) := max
x∈Cm
|ϕ(ω, τ, η(x), μ(x))|.
Z.-Z. Bai, Z.-Q. Wang / Linear Algebra and its Applications 428 (2008) 2900–2932 2909
Obviously, it holds that
ρ(H(ω, τ))  ρc(H(ω, τ)).
Unfortunately, computing ρc(H(ω, τ)) is very complicated and almost impossible, as both η(x)
and μ(x) are dependent on the variable x. Instead, we can consider η and μ as independent
variables and define the quasi-spectral radius 
(H(ω, τ)) of the PIU iteration matrixH(ω, τ)
as follows:

(H(ω, τ)) := max{|ϕ(ω, τ, η, μ)||η ∈ [ηmin, ηmax], μ ∈ [μmin, μmax] ∪ {0}}. (3.1)
Consequently, the quasi-optimal iteration parameters are defined by
{ωopt, τopt} := argminω,τ>0
(H(ω, τ)) (3.2)
and the corresponding quasi-optimal convergence factor is given by 
(H(ωopt, τopt)). Evidently,
it holds that
ρ(H(ω, τ))  ρc(H(ω, τ))  
(H(ω, τ)).
So, the quasi-optimal iteration parameters actually minimize an upper bound of the exact spectral
radius of the PIU iteration matrix.
In this section, we determine the quasi-optimal iteration parameters ωopt and τopt defined
in (3.2) and the corresponding quasi-optimal convergence factor 
(H(ωopt, τopt)) for the PIU
method for the case C = 0. The determinations of ωopt, τopt and 
(H(ωopt, τopt)) for the more
general case C = δQ (δ /= 0 is a given real constant) are more complicated and difficult, and will
be discussed in a forthcoming paper.
Our strategy for computing the quasi-spectral radius 
(H(ω, τ)) defined in (3.1) essentially
consists of two steps: first, for any fixed η ∈ [ηmin, ηmax], compute

(η)(H(ω, τ)) := max{|ϕ(ω, τ, η, μ)||μ ∈ [μmin, μmax] ∪ {0}} (3.3)
and then, compute

(H(ω, τ)) := max{
(η)(H(ω, τ))|η ∈ [ηmin, ηmax]}. (3.4)
The case C = 0 can be discussed by utilizing parameter transform and Theorem 4.1 in [8]. Let
ω¯ = ηω and τ¯ = τ/η.
Then the quadratic equation in (2.8) can be rewritten as
λ2 + (ω¯ − 2 + μω¯τ¯ )λ + (1 − ω¯) = 0,
which has the solutions
λ = 1
2
(
2 − ω¯ − μω¯τ¯ ±
√
(2 − ω¯ − μω¯τ¯ )2 − 4(1 − ω¯)
)
.
By making use of Theorem 4.1 in [8] we can straightforwardly obtain the following conclusions:
(i) when τ¯  1√
μminμmax
, it holds that

(η)(H(ω, τ)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
√
1 − ω¯ for 0 < ω¯ < ω¯(η)− (τ¯ ),
1
2
(
2 − ω¯ − τ¯ ω¯μmin +
√
(2 − ω¯ − τ¯ ω¯μmin)2 − 4(1 − ω¯)
)
for ω¯(η)− (τ¯ )  ω¯  ω¯
(η)
o (τ¯ ),
1
2
(
τ¯ ω¯μmax + ω¯ − 2 +
√
(τ¯ ω¯μmax + ω¯ − 2)2 − 4(1 − ω¯)
)
for ω¯(η)o (τ¯ ) < ω¯ < 2; and
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(ii) when 1√
μminμmax
< τ¯ <
2(2−ω¯)
ω¯μmax
, it holds that
ρ(η)(H(ω, τ)) =
⎧⎪⎨⎪⎩
√
1 − ω¯ for 0 < ω¯ < ω¯(η)+ (τ¯ ),
1
2
(
τ¯ ω¯μmax + ω¯ − 2 +
√
(τ¯ ω¯μmax + ω¯ − 2)2 − 4(1 − ω¯)
)
for ω¯(η)+ (τ¯ )  ω¯ < 2,
where
ω¯
(η)
− (τ¯ ) =
4τ¯μmin
(1 + τ¯μmin)2 , ω¯
(η)
+ (τ¯ ) =
4τ¯μmax
(1 + τ¯μmax)2
and
ω¯(η)o (τ¯ ) =
4
τ¯ (μmin + μmax) + 2 .
Define functions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f¯
(η)
1 (ω¯, τ¯ , μmin) := 12
(
2 − ω¯ − τ¯ ω¯μmin +
√
(2 − ω¯ − τ¯ ω¯μmin)2 − 4(1 − ω¯)
)
for ω¯(η)− (τ¯ )  ω¯  ω¯
(η)
o (τ¯ ) and τ¯  1√μminμmax ;
f¯
(η)
2 (ω¯, τ¯ , μmax) := 12
(
τ¯ ω¯μmax + ω¯ − 2 +
√
(τ¯ ω¯μmax + ω¯ − 2)2 − 4(1 − ω¯)
)
for ω¯(η)o (τ¯ ) < ω¯ < 2 and τ¯  1√μminμmax
or for ω¯(η)+ (τ¯ )  ω¯ < 2 and 1√μminμmax < τ¯ <
2(2−ω¯)
ω¯μmax
;
g¯(η)(ω¯) := √1 − ω¯ for 0 < ω¯ < ω¯(η)− (τ¯ ) and τ¯  1√μminμmax
or for 0 < ω¯ < ω¯(η)+ (τ¯ ) and 1√μminμmax < τ¯ <
2(2−ω¯)
ω¯μmax
.
Then, from the proof process of Theorem 4.1 in [8] we know that the following facts hold true:
(F1) ω¯(η)− (τ¯ ) is the intersection point of the curves g¯(η)(ω¯) and f¯ (η)1 (ω¯, τ¯ , μmin), ω¯(η)+ (τ¯ ) is the
intersection point of the curves g¯(η)(ω¯) and f¯ (η)2 (ω¯, τ¯ , μmax), and ω¯
(η)
o (τ¯ ) is the intersection
point of the curves f¯ (η)1 (ω¯, τ¯ , μmin) and f¯
(η)
2 (ω¯, τ¯ , μmax);
(F2) with respect to ω¯, g¯(η)(ω¯) is a monotonically decreasing function, and both f¯ (η)1 (ω¯, τ¯ , μmin)
and f¯ (η)2 (ω¯, τ¯ , μmax) are monotonically increasing functions;
(F3) τ̂ = 1√μminμmax is such that
ω¯
(η)
− (̂τ ) = ω¯(η)+ (̂τ ) = ω¯(η)o (̂τ )
and it holds that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
2 − ω¯ − τ¯ ω¯μmin > 0 and (2 − ω¯ − τ¯ ω¯μmin)2 − 4(1 − ω¯) > 0
for ω¯(η)− (τ¯ )  ω¯  ω¯
(η)
o (τ¯ ) and τ¯  1√μminμmax ;
τ¯ ω¯μmax + ω¯ − 2 > 0 and (τ¯ ω¯μmax + ω¯ − 2)2 − 4(1 − ω¯) > 0
for ω¯(η)o (τ¯ ) < ω¯ < 2 and τ¯  1√μminμmax
or for ω¯(η)+ (τ¯ )  ω¯ < 2 and 1√μminμmax < τ¯ <
2(2−ω¯)
ω¯μmax
.
After recovering the parameters ω¯ and τ¯ into the original ones ω and τ by the substitutions ω¯ =
ηω and τ¯ = τ/η, we can express the functions g¯(η)(ω¯), f¯ (η)1 (ω¯, τ¯ , μmin) and f¯ (η)2 (ω¯, τ¯ , μmax) as
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f
(η)
1 (ω, τ, μmin) := f¯ (η)1 (ω¯, τ¯ , μmin)
= 12
(
2 − ηω − τωμmin +
√
(2 − ηω − τωμmin)2 − 4(1 − ηω)
)
for ω(η)− (τ )  ω  ω
(η)
o (τ ) and τ  η√μminμmax ;
f
(η)
2 (ω, τ, μmax) := f¯ (η)2 (ω¯, τ¯ , μmax)
= 12
(
τωμmax + ηω − 2 +
√
(τωμmax + ηω − 2)2 − 4(1 − ηω)
)
for ω(η)o (τ ) < ω < 2ηmax and τ 
η√
μminμmax
or for ω(η)+ (τ )  ω < 2ηmax and
η√
μminμmax
< τ <
2(2−ηω)
ωμmax
;
g(η)(ω) := g¯(η)(ω¯) = √1 − ηω
for 0 < ω < ω(η)− (τ ) and τ  η√μminμmax
or for 0 < ω < ω(η)+ (τ ) and
η√
μminμmax
< τ <
2(2−ηω)
ωμmax
,
where
ω
(η)
− (τ ) =
4τμmin
(η + τμmin)2 , ω
(η)
+ (τ ) =
4τμmax
(η + τμmax)2
and
ω(η)o (τ ) =
4
τ(μmin + μmax) + 2η .
Therefore, the quantity 
(η)(H(ω, τ)) defined by (3.3) is given as follows:
(1) when τ  η√
μminμmax
, it holds that

(η)(H(ω, τ)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g(η)(ω) ≡ √1 − ηω for 0 < ω < ω(η)− (τ ),
f
(η)
1 (ω, τ, μmin)
≡ 12
(
2 − ηω − τωμmin +
√
(2 − ηω − τωμmin)2 − 4(1 − ηω)
)
for ω(η)− (τ )  ω  ω
(η)
o (τ ),
f
(η)
2 (ω, τ, μmax)
≡ 12
(
τωμmax + ηω − 2 +
√
(τωμmax + ηω − 2)2 − 4(1 − ηω)
)
for ω(η)o (τ ) < ω < 2ηmax ; and
(3.5)
(2) when η√
μminμmax
< τ <
2(2−ηω)
ωμmax
, it holds that

(η)(H(ω, τ)) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
g(η)(ω) ≡ √1 − ηω for 0 < ω < ω(η)+ (τ ),
f
(η)
2 (ω, τ, μmax)
≡ 12
(
τωμmax + ηω − 2 +
√
(τωμmax + ηω − 2)2 − 4(1 − ηω)
)
for ω(η)+ (τ )  ω < 2ηmax .
(3.6)
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With concrete computations, we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
df
(η)
1 (ω,τ,μmin)
dη = −ω2
(
1 − ηω+τωμmin√
(2−ηω−τωμmin)2−4(1−ηω)
)
> 0
for ω(η)− (τ )  ω  ω
(η)
o (τ ) and τ  η√μminμmax ;
df
(η)
2 (ω,τ,μmax)
dη = ω2
(
1 + ηω+τωμmax√
(τωμmax+ηω−2)2−4(1−ηω)
)
> 0
for ω(η)o (τ ) < ω < 2ηmax and τ 
η√
μminμmax
or for ω(η)+ (τ )  ω < 2ηmax and
η√
μminμmax
< τ <
2(2−ηω)
ωμmax
;
dg(η)(ω)
dη = − ω2√1−ηω < 0
for 0 < ω < ω(η)− (τ ) and τ  η√μminμmax
or for 0 < ω < ω(η)+ (τ ) and
η√
μminμmax
< τ <
2(2−ηω)
ωμmax
.
It follows that, within the corresponding definition intervals, g(η)(ω) is monotonically decreasing
and both f (η)1 (ω, τ, μmin) and f
(η)
2 (ω, τ, μmax) are monotonically increasing with respect to η.
Hence,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g(ω) := maxη∈[ηmin,ηmax] g(η)(ω) =
√
1 − ηminω,
f1(ω, τ, μmin) := maxη∈[ηmin,ηmax] f (η)1 (ω, τ, μmin)
= 12
(
2 − ηmaxω − τωμmin
+ √(2 − ηmaxω − τωμmin)2 − 4(1 − ηmaxω)),
f2(ω, τ, μmax) := maxη∈[ηmin,ηmax] f (η)2 (ω, τ, μmax)
= 12
(
τωμmax + ηmaxω − 2
+ √(τωμmax + ηmaxω − 2)2 − 4(1 − ηmaxω)).
Let ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ω−(τ ) = (ηmax+τμmin)2−(ηmin−ηmax)2+4τμminηmin2ηmin(ηmax+τμmin)2
− |ηmin−τμmin|
√
(ηmin−2ηmax)2+τμmin(τμmin−6ηmin+4ηmax)
2ηmin(ηmax+τμmin)2 ,
ω+(τ ) = (ηmax+τμmax)2−(ηmin−ηmax)2+4τμmaxηmin2ηmin(ηmax+τμmin)2
− |ηmin−τμmax|
√
(ηmin−2ηmax)2+τμmax(τμmax−6ηmin+4ηmax)
2ηmin(ηmax+τμmax)2 ,
ωo(τ ) = 4τ(μmin+μmax)+2ηmax .
(3.7)
Then we see that the intersection point of g(ω) and f1(ω, τ, μmin) is ω−(τ ), the intersection
point of g(ω) and f2(ω, τ, μmax) is ω+(τ ), and the intersection point of f1(ω, τ, μmin) and
f2(ω, τ, μmax) is ωo(τ). Moreover, for τo a positive root of the cubic equation
τ 3 + aτ 2 + bτ + c = 0 (3.8)
such that ωo(τo) = ω+(τo), where
a = 2(ηmax − 2ηmin)
μmin + μmax , b =
ηmin(ηmin − 2ηmax)
μminμmax
and c = 2η
2
minηmax
μminμmax(μmin + μmax) ,
(3.9)
we have
ω−(τo) = ω+(τo) = ωo(τo).
Z.-Z. Bai, Z.-Q. Wang / Linear Algebra and its Applications 428 (2008) 2900–2932 2913
Here we remark that cubic equations (3.8) and (3.9) have exactly one negative root and two
positive roots, and only one of the two positive roots can satisfy ω−(τo) = ω+(τo), see Lemma
A.1 in Appendix A.
From (F2) we easily see that g(ω) is monotonically decreasing and both f1(ω, τ, μmin)
and f2(ω, τ, μmax) are monotonically increasing with respect to ω. Therefore, the quantity

(H(ω, τ)) defined by (3.4), and the quasi-optimal iteration parameters and the corresponding
quasi-optimal convergence factor for Method 2.1 can be demonstrated as follows.
Theorem 3.1. Consider the PIU method for the saddle point problem (1.2). Let A ∈ Rm×m, P ∈
Rm×m and Q ∈ Rn×n be symmetric positive definite, and B ∈ Rm×n be of full column rank, with
m  n. Denote the smallest and the largest eigenvalues of the matrix P−1A by ηmin and ηmax,
and those of the matrixJ = Q−1BTP−1B by μmin and μmax, respectively. Then
(a) when τ  τo, it holds that

(H(ω, τ)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g(ω) ≡ √1 − ηminω for 0 < ω < ω−(τ ),
f1(ω, τ, μmin) ≡ 12
(
2 − ηmaxω − τωμmin
+ √(2 − ηmaxω − τωμmin)2 − 4(1 − ηmaxω))
for ω−(τ )  ω  ωo(τ),
f2(ω, τ, μmax) ≡ 12
(
τωμmax + ηmaxω − 2
+ √(τωμmax + ηmaxω − 2)2 − 4(1 − ηmaxω))
for ωo(τ) < ω < 2ηmax ; and
(b) when τo < τ < 2(2−ηmaxω)ωμmax , it holds that

(H(ω, τ)) =
⎧⎪⎪⎨⎪⎪⎩
g(ω) ≡ √1 − ηminω for 0 < ω < ω+(τ ),
f2(ω, τ, μmax) ≡ 12
(
τωμmax + ηmaxω − 2
+ √(τωμmax + ηmaxω − 2)2 − 4(1 − ηmaxω))
for ω+(τ )  ω < 2ηmax .
Moreover, the quasi-optimal iteration parameters ωopt and τopt are given by
ωopt = 4
(μmin + μmax)τo + 2ηmax and τopt = τo,
and the corresponding quasi-optimal convergence factor of the PIU method is
ρ(H(ωopt, τopt)) =
√
1 − 4ηmin
(μmin + μmax)τo + 2ηmax .
Here, τo is a positive root of cubic equations (3.8) and (3.9) such that ωo(τo) = ω+(τo), with
ωo(τ) and ω+(τ ) being defined in (3.7).
Proof. We proceed the proof by investigating the two cases: (a) 0 < τ  τo and (b) τ  τo.
Case (a): 0 < τ  τo. For this case, from the proof of Lemma A.1 we know that ω+(τ ) 
ωo(τ). Moreover, we assert that ω−(τ )  ω+(τ ). Otherwise, assume that ω−(τ ) > ω+(τ ). De-
fine
f (ω) := f2(ω, τ, μmax) − f1(ω, τ, μmin).
Then, by recalling that g(ω) is monotonically decreasing while f1(ω, τ, μmin) and f2(ω, τ, μmax)
are monotonically increasing with respect to ω, as well as that ω−(τ ) is the intersection point of
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g(ω) with f1(ω, τ, μmin) and ω+(τ ) is the intersection point of g(ω) with f2(ω, τ, μmax), we
can obtain
f (ω−(τ )) = f2(ω−(τ ), τ, μmax) − f1(ω−(τ ), τ, μmin)
 f2(ω+(τ ), τ, μmax) − f1(ω−(τ ), τ, μmin)
= g(ω+(τ )) − f1(ω−(τ ), τ, μmin)
 g(ω−(τ )) − f1(ω−(τ ), τ, μmin) = 0
and
f (ω+(τ )) = f2(ω+(τ ), τ, μmax) − f1(ω+(τ ), τ, μmin)
= g(ω+(τ )) − f1(ω+(τ ), τ, μmin)
 g(ω−(τ )) − f1(ω+(τ ), τ, μmin)
= f1(ω−(τ ), τ, μmin) − f1(ω+(τ ), τ, μmin)  0.
Since ωo(τ) is the only positive intersection point of f1(ω, τ, μmin) with f2(ω, τ, μmax), or in
other words, the only positive root of the equation f (ω) = 0, it must hold that ωo(τ)  ω−(τ ) 
ω+(τ ). It then follows that f (ω)  0 for 0  ω  ωo(τ) and f (ω)  0 for ω  ωo(τ). Moreover,
by straightforward computations we have
f1(ω, τ, μmin) > f2(ω, τ, μmax)
when ω < ωo(τ). Hence, f (ω) < 0 for ω < ωo(τ), which is a contradiction. Therefore, ω−(τ ) 
ω+(τ ). Hence,
ω−(τ )  ω+(τ )  ωo(τ).
By making use of the definition of 
(η)(H(ω, τ)) given in (3.5) and considering the monotone
property of the functions f1(ω, τ, μmin), f2(ω, τ, μmax) and g(ω) with respect to ω again, we
obtain
ρ(H(ω, τ)) =
⎧⎨⎩
g(ω) for 0 < ω < ω−(τ ),
f1(ω, τ, μmin) for ω−(τ )  ω  ωo(τ),
f2(ω, τ, μmax) for ωo(τ) < ω < 2ηmax .
See the left picture in Fig. 1 and also Fig. 2. It then follows that
ω−(τ ) = argminωρ(H(ω, τ)) and ρ(H(ω−(τ ), τ )) =
√
1 − ηminω−(τ )
for any fixed τ . Obviously, ρ(H(ω−(τ ), τ )) attains its minimum when ω−(τ ) attains its maxi-
mum.
In addition, we can demonstrate that ω−(τ ) is a monotonically increasing function with respect
to τ . In fact, by straightforward computations we have
f1(ω, τ, μmin)
τ
= −ωμmin
2
(
1 + (2 − ηmaxω − τωμmin)√
(2 − ηmaxω − τωμmin)2 − 4(1 − ηmaxω)
)
and
f1(ω, τ, μmin)
τ
< 0
for ω−(τ )  ω  ωo(τ). Hence, f1(ω, τ, μmin) is monotonically decreasing with respect to τ
when ω−(τ )  ω  ωo(τ) and 0 < τ  τo. It follows that, for any τa and τb such that 0 < τa 
τb  τo,
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Fig. 1. Curves of the functionsf1(ω, τ, μmin) (solid: —),f2(ω, τ, μmax) (dashed: - - -), g(ω) (dotted: · · ·) and g(ηmax)(ω)
(dash-dotted: – · – ·) versus ω for the cases 0  τ  τo (left) and τ  τo (right).
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Fig. 2. Curves of the functionsf1(ω, τ, μmin) (solid: —),f2(ω, τ, μmax) (dashed: - - -), g(ω) (dotted: · · ·) and g(ηmax)(ω)
(dash-dotted: – · – ·) versus ω for the case τ = τo.
f1(ω−(τb), τa, μmin)  f1(ω−(τb), τb, μmin) = g(ω−(τb))
holds. Because, for any fixed τa ∈ (0, τo], f1(ω, τa, μmin)  g(ω) if and only if ω  ω−(τa), we
know that ω−(τb)  ω−(τa). That is to say, ω−(τ ) is monotonically increasing with respect to τ .
Consequently, ω−(τ ) attains its maximum at τ = τo.
Hence, for this case, the quasi-optimal iteration parameters are given by
τ
(1)
opt = τo and ω(1)opt = ω−(τo) = ω+(τo) = ωo(τo),
and the corresponding quasi-optimal convergence factor is
ρ(H(ω
(1)
opt, τ
(1)
opt )) =
√
1 − ηminωo(τo).
Case (b): τ  τo. For this case, from the proof of Lemma A.1 we know that ω+(τ )  ωo(τ).
Moreover, we assert that ω−(τ )  ω+(τ ). Otherwise, assume that ω−(τ ) < ω+(τ ). Define
f (ω) := f2(ω, τ, μmax) − f1(ω, τ, μmin).
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Then, by recalling that g(ω) is monotonically decreasing while f1(ω, τ, μmin) and f2(ω, τ, μmax)
are monotonically increasing with respect to ω, as well as that ω−(τ ) is the intersection point of
g(ω) with f1(ω, τ, μmin) and ω+(τ ) is the intersection point of g(ω) with f2(ω, τ, μmax), we
can obtain
f (ω−(τ )) = f2(ω−(τ ), τ, μmax) − f1(ω−(τ ), τ, μmin)
 f2(ω+(τ ), τ, μmax) − f1(ω−(τ ), τ, μmin)
= g(ω+(τ )) − f1(ω−(τ ), τ, μmin)
 g(ω−(τ )) − f1(ω−(τ ), τ, μmin) = 0
and
f (ω+(τ )) = f2(ω+(τ ), τ, μmax) − f1(ω+(τ ), τ, μmin)
= g(ω+(τ )) − f1(ω+(τ ), τ, μmin)
 g(ω−(τ )) − f1(ω+(τ ), τ, μmin)
= f1(ω−(τ ), τ, μmin) − f1(ω+(τ ), τ, μmin)0.
Since ωo(τ) is the only positive intersection point of f1(ω, τ, μmin) with f2(ω, τ, μmax), or in
other words, the only positive root of the equation f (ω) = 0, it must hold that ωo(τ)  ω−(τ ).
It then follows that f (ω)  0 for 0  ω  ωo(τ) and f (ω)  0 for ω  ωo(τ). Moreover, by
straightforward computations we have
f1(ω, τ, μmin) < f2(ω, τ, μmax)
when ω > ωo(τ). Hence, f (ω) > 0 for ω > ωo(τ), which is a contradiction. Therefore, ω−(τ ) 
ω+(τ ). Hence,
ωo(τ)  ω+(τ )  ω−(τ ).
By making use of the definition of 
(η)(H(ω, τ)) given in (3.6) and considering the monotone
property of the functions f1(ω, τ, μmin), f2(ω, τ, μmax) and g(ω) with respect to ω again, we
obtain
ρ(H(ω, τ)) =
{
g(ω) for 0 < ω < ω+(τ ),
f2(ω, τ, μmax) for ω+(τ )  ω < 2ηmax .
See the right picture in Fig. 1 and also Fig. 2. It then follows that
ω+(τ ) = argminωρ(H(ω, τ)) and ρ(H(ω+(τ ), τ )) =
√
1 − ηminω+(τ )
for any fixed τ . Obviously, ρ(H(ω+(τ ), τ )) attains its minimum when ω+(τ ) attains its maxi-
mum.
In addition, we can demonstrate that ω+(τ ) is a monotonically decreasing function with respect
to τ . In fact, by straightforward computations we have
f2(ω, τ, μmax)
τ
= ωμmax
2
(
1 + (τωμmax + ηmaxω − 2)√
(τωμmax + ηmaxω − 2)2 − 4(1 − ηmaxω)
)
and
f2(ω, τ, μmax)
τ
> 0
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for ω+(τ ) < ω < 2ηmax . Hence, f2(ω, τ, μmax) is monotonically increasing with respect to τ
when ω+(τ ) < ω < 2ηmax and τ  τo. It follows that, for any τa and τb such that τo  τa 
τb,
f2(ω+(τa), τb, μmax)  f2(ω+(τa), τa, μmax) = g(ω+(τa))
holds. Because, for any fixed τb satisfying τb  τo, f2(ω, τb, μmax)  g(ω) if and only if ω 
ω+(τb), we know that ω+(τa)  ω+(τb). That is to say, ω+(τ ) is monotonically decreasing with
respect to τ . Consequently, ω+(τ ) attains its maximum at τ = τo.
Hence, for this case, the quasi-optimal iteration parameters are given by
τ
(2)
opt = τo and ω(2)opt = ω+(τo) = ω−(τo) = ωo(τo),
and the corresponding quasi-optimal convergence factor is
ρ(H(ω
(2)
opt, τ
(2)
opt )) =
√
1 − ηminωo(τo).
Now, summarizing cases (a) and (b), we obtain that the quasi-optimal iteration parameters
are
τopt = τo and ωopt = ωo(τo) = 4
(μmin + μmax)τo + 2ηmax
and the corresponding quasi-optimal convergence factor of the PIU method is
ρ(H(ωopt, τopt)) =
√
1 − ηminωo(τo) =
√
1 − 4ηmin
(μmin + μmax)τo + 2ηmax . 
Evidently, when P = A, it holds that ηmin = ηmax = 1, and Theorem 3.1 automatically reduces
to the results demonstrated in [8].
Method 2.1 becomes an inexact variant of the SOR-like method for solving the generalized
saddle point problem (1.1) when τ = ω, see [19,8]. For this inexact SOR-like method, based on
the special case τ = ω of Theorem 2.1, similarly to the demonstration of Theorem 2.2 we can
derive the following sufficient conditions for guaranteeing its convergence.
Theorem 3.2. Let A ∈ Rm×m, P ∈ Rm×m and Q ∈ Rn×n be symmetric positive definite, and
B ∈ Rm×n be of full column rank, with m  n. Then the inexact SOR method is convergent,
provided that
(a) when C = 0, ω satisfies
0 < ω <
4√
η2max + 4μmax + ηmax
;
(b) when C = δQ with δ /= 0 a real constant, ω and τ satisfy either of the following conditions:
(b1) for δ > 0, either{
0 < ω  1
δ
, δηminω2 − (δ + ηmin)ω < 0,
δηmaxω
2 − (δ + ηmax)ω + 2 > 0, (δηmax − μmax)ω2 − 2(δ + ηmax)ω + 4 > 0
or{ 1
δ
< ω  2
δ
, δηmaxω
2 − (δ + ηmax)ω < 0,
δηminω2 − (δ + ηmin)ω + 2 > 0, (δηmax − μmax)ω2 − 2(δ + ηmax)ω + 4 > 0
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or{
ω > 2
δ
, δηmaxω
2 − (δ + ηmax)ω < 0,
δηminω2 − (δ + ηmin)ω + 2 > 0, (δηmin − μmax)ω2 − 2(δ + ηmin)ω + 4 > 0;
(b2) for − ηmaxμmin < δ < 0, either{
ω > 0, δηminω2 − (δ + ηmin)ω < 0,
δηmaxω
2 − (δ + ηmax)ω + 2 > 0, (δηmax − μmax)ω2 − 2(δ + ηmax)ω + 4 > 0
or{ 1
δ
 ω < 0, δηmaxω2 − (δ + ηmax)ω < 0,
δηminω2 − (δ + ηmin)ω + 2 > 0, (δηmin − μmax)ω2 − 2(δ + ηmin)ω + 4 > 0
or{ 2
δ
 ω < 1
δ
, δηminω2 − (δ + ηmin)ω < 0,
δηmaxω
2 − (δ + ηmax)ω + 2 > 0, (δηmin − μmax)ω2 − 2(δ + ηmin)ω + 4 > 0
or{
ω < 2
δ
, δηminω2 − (δ + ηmin)ω < 0,
δηmaxω
2 − (δ + ηmax)ω + 2 > 0, (δηmax − μmax)ω2 − 2(δ + ηmax)ω + 4 > 0.
Moreover, based on the special case τ = ω of Corollary 2.1, similarly to the demonstration
of Theorem 3.1 we can derive the quantity 
(H(ω)) := 
(H(ω, ω)) defined by (3.4), and the
quasi-optimal iteration parameter and the corresponding quasi-optimal convergence factor for the
above-mentioned inexact SOR-like method for solving the saddle point problem (1.2) as follows.
Theorem 3.3. Consider the inexact SOR-like method for the saddle point problem (1.2). Let
A ∈ Rm×m, P ∈ Rm×m and Q ∈ Rn×n be symmetric positive definite, and B ∈ Rm×n be of full
column rank, with m  n. Denote the smallest and the largest eigenvalues of the matrix P−1A
by ηmin and ηmax, and those of the matrix J = Q−1BTP−1B by μmin and μmax, respectively.
Define
ωmax = 4√
η2max + 4μmax + ηmax
and introduce functions f1(ω), f2(ω) and g(ω) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f1(ω) = 12
(
2 − ηmaxω − μminω2 + ω
√
(ωμmin + ηmax)2 − 4μmin
)
for μmin < 14η2max and 0 < ω  (μmin, ηmax)
or for 14η2max  μmin < η2max and (μmin, ηmax) < ω  (μmin, ηmax),
f2(ω) = 12
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for μmax > η2max and (μmax, ηmax) < ω < ωmax
or for μmax < η2max and (μmax, ηmax) < ω < ωmax,
g(ω) = √1 − ηminω
for μmin > 14η2min and 0 < ω  (μmin, ηmin),
where
(μ, η) = 2
√
μ − η
μ
and (μ, η) =
√
η2 + 8μ − η
2μ
.
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Let
ωo = 4√
η2max + 4(μmin + μmax) + ηmax
be the intersection point of the curves f1(ω) and f2(ω), ω− be the intersection point of the curves
f1(ω) and g(ω),2 and ω+ be the intersection point of the curves f2(ω) and g(ω)3; see the proof
of this fact given in Lemma A.2 in Appendix A. In addition, define

o = f1(ωo) = f2(ωo), 
− = g(ω−) and 
+ = g(ω+).
Then
(a) when 0 < μmin  14η2min, it holds that
ρ(H(ω)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
2
(
2 − ηmaxω − μminω2 + ω
√
(ωμmin + ηmax)2 − 4μmin
)
for 0 < ω  ωo,
1
2
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for ωo < ω < ωmax.
Moreover, the quasi-optimal iteration parameter ωopt is given by ωopt = ωo, and the corre-
sponding quasi-optimal convergence factor of the inexact SOR-like method isρ(H(ωopt)) =

o;
(b) when 14η2min < μmin  14η2max,
(b1) if 14η2min < μmin  14 (2ηminηmax − η2min), it holds that
ρ(H(ω)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
2
(
2 − ηmaxω − μminω2 + ω
√
(ωμmin + ηmax)2 − 4μmin
)
for 0 < ω  ωo,
1
2
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for ωo < ω < ωmax.
Moreover, the quasi-optimal iteration parameter ωopt is given by ωopt = ωo, and the
corresponding quasi-optimal convergence factor of the inexact SOR-like method is
ρ(H(ωopt)) = 
o;
(b2) if 14 (2ηminηmax − η2min) < μmin  14η2max and ω− < ω+ < ωo, it holds that
ρ(H(ω)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
√
1 − ηminω
for 0 < ω  ω−,
1
2
(
2 − ηmaxω − μminω2 + ω
√
(ωμmin + ηmax)2 − 4μmin
)
for ω− < ω  ωo,
1
2
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for ωo < ω < ωmax.
2 ω− is a positive root of the cubic equation μ2minηminω3 + (2ηminηmax − μmin)μminω2 + (ηminη2max −
2μminηmax − 4μminηmin)ω + (η2min − 2ηminηmax + 4μmin) = 0 when this equation exists a positive root.3 ω+ is a positive root of the cubic equation μ2maxηminω3 + (2ηminηmax − μmax)μmaxω2 + (ηminη2max −
2μmaxηmax − 4μmaxηmin)ω + (η2min − 2ηminηmax + 4μmax) = 0 when this equation exists a positive root.
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Moreover, the quasi-optimal iteration parameter ωopt is given by ωopt = ωo, and the
corresponding quasi-optimal convergence factor of the inexact SOR-like method is
ρ(H(ωopt)) = 
o;
(b3) if 14 (2ηminηmax − η2min) < μmin  14η2max and ωo  ω+  ω−, it holds that
ρ(H(ω)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
1 − ηminω
for 0 < ω  ω+,
1
2
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for ω+ < ω < ωmax.
Moreover, the quasi-optimal iteration parameter ωopt is given by ωopt = ω+, and the
corresponding quasi-optimal convergence factor of the inexact SOR-like method is
ρ(H(ωopt)) = 
+;
(c) when μmin > 14η2max, it holds that
(c1) if ω− < ω+ < ωo, it holds that
ρ(H(ω)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
√
1 − ηminω
for 0 < ω  ω−,
1
2
(
2 − ηmaxω − μminω2 + ω
√
(ωμmin + ηmax)2 − 4μmin
)
for ω− < ω  ωo,
1
2
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for ωo < ω < ωmax.
Moreover, the quasi-optimal iteration parameter ωopt is given by
ωopt =
{
ω− for 
− < 
o,
ωo for 
o < 
−,
and the corresponding quasi-optimal convergence factor of the inexact SOR-like
method is ρ(H(ωopt)) = min{
−, 
o};
(c2) if ω+  ω−, it holds that
ρ(H(ω)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
1 − ηminω
for 0 < ω  ω+,
1
2
(
μmaxω
2 + ηmaxω − 2 + ω
√
(ωμmax + ηmax)2 − 4μmax
)
for ω+ < ω < ωmax.
Moreover, the quasi-optimal iteration parameter ωopt is given by ωopt = ω+, and the
corresponding quasi-optimal convergence factor of the inexact SOR-like method is
ρ(H(ωopt)) = 
+.
We remark that the proof of Theorem 3.3 is analogous to that of Theorem 3.1, with a technical
application of Theorem 6.1 in [8].
In addition, for the case (b1), the condition 14η2min < μmin  14 (2ηminηmax − η2min) implies
that ω+ < ωo. In fact, for this case, it holds that f1(ω) > g(ω) for ∀ω ∈ (0, ωmax). In particular,
we have f1(ω+) > g(ω+) = f2(ω+). Because f1(ω) is monotonically decreasing and f2(ω) is
monotonically increasing with respect to ω, and f1(ωo) = f2(ωo), we immediately know that
ω+ < ωo.
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We should point out that Theorems 3.1–3.3 hold even if ηmin and ηmax are the lower and the
upper bounds of the eigenvalues of the matrix P−1A, and μmin and μmax are those of the matrix
J, respectively.
In actual applications, the values of ηmin, ηmax, μmin and μmax are often problem-dependent,
and they may be well estimated by making use of some basic and simple numerical algorithms for
computing the smallest and the largest eigenvalues of a symmetric positive definite matrix; see,
e.g., [18]. In this way, good approximations to the quasi-optimal iteration parameters involved in
the PIU as well as in the inexact SOR methods can be practically computed.
4. Further generalizations
When A /= AT, the system of linear equations(
A B
BT −C
)(
x
y
)
=
(
b
q
)
(4.1)
with A ∈ Rm×m being nonsingular, C ∈ Rn×n being symmetric positive semidefinite, B ∈ Rm×n
being of full column rank andm  n, is called the nonsymmetric generalized saddle point problem.
It follows that this nonsymmetric generalized saddle point problem has a unique solution when
the symmetric part
S(A) = 1
2
(A + AT)
of A is positive semidefinite and
null(S(A)) ∩ null(BT) = {0}.
By using the techniques of vector extrapolation, matrix relaxation and inexact iteration, we can
further extend the PIU method to obtain a general framework of the relaxed splitting iterative
methods for solving the nonsymmetric generalized saddle point problem (4.1).
To this end, we let P ∈ Rm×m and Q ∈ Rn×n be prescribed nonsingular matrices such that
P ≈ A and Q ≈ BTP−1B + C, and  and  be given parameter matrices of the forms
 =
(
ωIm 0
0 τIn
)
and  =
(
Im 0
0 γ In
)
with ω, τ ,  and γ being nonzero reals. For the coefficient matrix of the generalized saddle point
problem (4.1), we make the splitting
A ≡
(
A B
−BT C
)
= D−L−U,
where
D =
(
P 0
0 Q
)
, L =
(
0 0
BT 0
)
, U =
(
P − A −B
0 Q − C
)
and consider the following relaxed iteration scheme, called as the accelerated parameterized
inexact Uzawa (APIU) method:(
x(k+1)
y(k+1)
)
= (D− L)−1[(I − )D+ (− )L+ U]
(
x(k)
y(k)
)
+ (D− L)−1
(
b
−q
)
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or equivalently,(
x(k+1)
y(k+1)
)
=T(ω, τ, γ )
(
x(k)
y(k)
)
+F(ω, τ, γ )−1
(
b
−q
)
,
where
T(ω, τ, γ ) ≡(D− L)−1[(I − )D+ (− )L+ U]
=
(
I − ωP−1A −ωP−1B
Q−1BT(τI − ωγP−1A) I − τQ−1C − ωγQ−1BTP−1B
)
(4.2)
and
F(ω, τ, γ ) ≡ −1(D− L) =
( 1
ω
P 0
− γ
τ
BT 1
τ
Q
)
.
Note that the matricesT(ω, τ, γ ) andF(ω, τ, γ ) are independent of . Hence, the APIU iteration
scheme does not involve this parameter. Consequently, the above derivation process of the APIU
iteration method can be equivalently proceeded by taking  = 0. Substantially, the APIU method
is a generalized and modified block accelerated overrelaxation iteration scheme for solving the
generalized saddle point problem (1.1), see [3,4].
More precisely, we have the following algorithmic description of this APIU method.
Method 4.1 (The APIU method). Let P ∈ Rm×m and Q ∈ Rn×n be nonsingular matrices. Given
initial vectors x(0) ∈ Rm and y(0) ∈ Rn, and three relaxation factors ω, τ, γ with ω, τ /= 0. For
k = 0, 1, 2, . . . until the iteration sequence {(x(k)T , y(k)T)T} is convergent, compute{
x(k+1) = x(k) + ωP−1(b − Ax(k) − By(k)),
y(k+1) = y(k) + τQ−1(BTx(k) − Cy(k) − q) + γQ−1BT(x(k+1) − x(k)).
Here, Q is an approximate (preconditioning) matrix of the approximated Schur complement
matrix BTP−1B + C.
Method 4.1 is a three-parameter generalization of Method 2.1, and it can cover an extensive
class of known as well as new iteration schemes for solving the symmetric and the nonsymmetric
generalized saddle point problems. In addition, by comparing the algorithmic structures of the
APIU method and the PIU method, we easily see that both methods have exactly the same
computational complexity.
Let
G(ω, τ, γ ) ≡F(ω, τ, γ ) −A =
( 1
ω
P − A −B(
1 − γ
τ
)
BT 1
τ
Q − C
)
.
Then
A =F(ω, τ, γ ) − G(ω, τ, γ ) (4.3)
defines a splitting of the coefficient matrix A of the nonsymmetric generalized saddle point
problem (4.1), and the APIU method can also be induced by the matrix splitting (4.3). Easily, we
see that
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T(ω, τ, γ ) =F(ω, τ, γ )−1G(ω, τ, γ ) (4.4)
is the iteration matrix of the APIU method. See also (4.2). Therefore, the APIU method is con-
vergent if and only if the spectral radius of the matrixT(ω, τ, γ ), defined in (4.4) or (4.2), is less
than one, i.e., ρ(T(ω, τ, γ )) < 1.
Exactly following the proof process of Theorem 2.1, we can derive the following property
about the eigenvalues of the matrixT(ω, τ, γ ).
Theorem 4.1. Let A ∈ Rm×m be nonsingular, C ∈ Rn×n be symmetric positive semidefinite and
B ∈ Rm×n be of full column rank such that null(S(A)) ∩ null(BT) = {0}, with m  n. Let P ∈
Rm×m and Q ∈ Rn×n be nonsingular. Let λ be an eigenvalue of the iteration matrixT(ω, τ, γ )
and z = (x∗, y∗)∗ ∈ Cm+n, with x ∈ Cm and y ∈ Cn being two complex vectors, be the corre-
sponding eigenvector. Assume that x∗Px /= 0 and denote by
η := η(x) = x
∗Ax
x∗Px
and μ := μ(x) = x
∗BQ−1BTx
x∗Px
.
Then
(a) when C = 0, λ satisfies the quadratic equation
λ2 + (ηω − 2 + μωγ )λ + (1 − ηω + μω(τ − γ )) = 0; (4.5)
(b) when C = δQ with δ /= 0 a real constant, either λ = 1 − δτ or λ satisfies the quadratic
equation
λ2 + [ηω − (2 − δτ) + μωγ ]λ + (1 − δτ)(1 − ηω) + μω(τ − γ ) = 0. (4.6)
Based on Theorem 4.1, we can establish the convergence theorems for Method 4.1 for the
nonsymmetric generalized saddle point problem (4.1). To this end, we denote by K = P−1A
and J = Q−1BTP−1B, and the generalized ranges of values of the matrix pairs (A, P ) and
(BQ−1BT, P ) by DK and D˜J, respectively, i.e.,
DK =
{
η := α + ıβ = x
∗Ax
x∗Px
| x∗Px /= 0, x ∈ Cm
}
and
D˜J =
{
μ := ξ + ıχ = x
∗BQ−1BTx
x∗Px
| x∗Px /= 0, x ∈ Cm
}
.
Define DJ = D˜J \ {0}.
Theorem 4.2. Let A ∈ Rm×m be nonsingular, C ∈ Rn×n be symmetric positive semidefinite and
B ∈ Rm×n be of full column rank such that null(S(A)) ∩ null(BT) = {0}, with m  n. Let P ∈
Rm×m and Q ∈ Rn×n be nonsingular matrices. Consider the convergence domain of the APIU
method for the nonsymmetric generalized saddle point problem (4.1) with C = 0.
(i) When A,P and Q are symmetric positive definite, we denote the smallest and the largest
eigenvalues of the matrixK by ηmin and ηmax, and those of the matrixJ by μmin and μmax,
respectively. Then the APIU method is convergent if the iteration parameter ω satisfies
0 < ω < 2
ηmax
and the iteration parameters τ and γ satisfy
2924 Z.-Z. Bai, Z.-Q. Wang / Linear Algebra and its Applications 428 (2008) 2900–2932
0 < τ <
4
μmaxω
+ 2(ηmin − ηmax)
μmax
and
τ − ηmin
μmax
< γ <
τ
2
+ 2 − ηmaxω
μmaxω
;
(ii) When A is nonsymmetric positive definite (i.e.,S(A) is symmetric positive definite), and
P and Q are symmetric positive definite, we denote by αmin = min{α|α + ıβ ∈ DK}, and
the smallest and the largest eigenvalues of the matrix J by μmin and μmax, respectively.
Then the APIU method is convergent if the iteration parameter γ satisfies γ > − αmin
μmax
and
the iteration parameters τ and ω satisfy 0 < τ < αmin
μmax
+ γ and
0 < ω < min
μ∈[μmin,μmax]
η=α+ıβ∈DK
{
4[(τ − γ )μ − α]2
(2α + (2γ − τ)μ)[(τ − γ )2μ2 − 2(τ − γ )μα + |η|2]
}
;
(iii) When A,P and Q are nonsingular and nonsymmetric such that the matrix K = P−1A
is positive definite, the APIU method is convergent if the iteration parameters ω, τ and γ
satisfy
0 < ω < min
η=α+ıβ∈DK
μ=ξ+ıχ∈DJ
{
2[α − (τ − γ )ξ ]
(τ − γ )2|μ|2 + |η|2 − 2(τ − γ )(αξ + βχ)
}
and
max
η=α+ıβ∈DK
μ=ξ+ıχ∈DJ
{(τ − γ )ξ − α} < 0 and min
η=α+ıβ∈DK
μ=ξ+ıχ∈DJ
{
τ(θ2ω
2 + θ1ω + θ0)
}
< 0,
where⎧⎨⎩
θ0 = 4χ2τ,
θ1 = −4[(ξ(τ − γ )2 + αγ )|μ|2 + (ξ(γ − 2τ) + α)(αξ + βχ)],
θ2 = [2(αξ + βχ) + (2γ − τ)|μ|2][(γ − τ)2|μ|2 + 2(αξ + βχ)(γ − τ) + |η|2].
Proof. For a given quadratic equation
λ2 + φλ + ψ = 0,
we know that both of its roots have modulus less than one if and only if
|ψ | < 1 and |φ| < 1 + ψ,
when both φ and ψ are reals (see, e.g., [30, pp. 171–172]), and
|ψ | < 1 and |φ − φ∗ψ | + |ψ |2 < 1
when either φ or ψ is complex (see, e.g., [22]), where φ∗ denotes the conjugate complex of φ.
From (4.5) we easily see that λ = 1 − ωη when μ = 0. Hence, λ = 1 − ωη as well as both
roots λ of the real quadratic equation (4.5) corresponding to the case μ /= 0 satisfy |λ| < 1 if and
only if⎧⎨⎩
|1 − ηω| < 1,
|1 − ηω + μω(τ − γ )| < 1,
|ηω − 2 + μωγ | < 2 − ηω + μω(τ − γ )
(4.7)
when both η and μ are reals, and
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|1 − ωη| < 1,
|1 − ηω + μω(τ − γ )| < 1,
|ηω − 2 + μωγ − (η∗ω − 2 + μ∗ωγ )(1 − ηω + μω(τ − γ ))|
+|1 − ηω + μω(τ − γ )|2 < 1
(4.8)
when either η or μ is a complex.
Note that DJ = [μmin, μmax] when both P and Q are symmetric positive definite matrices.
By straightforwardly solving (4.7) and (4.8) we immediately obtain the convergence domains of
the APIU method. 
We remark that for the case that the matrices A, P and Q are symmetric positive definite, the
quasi-optimal iteration parameters as well as the corresponding quasi-optimal convergence factor
for the APIU method can be computed by making use of Theorem 4.1. For the length of the paper,
these results will be reported in a forthcoming paper.
Theorem 4.3. Let A ∈ Rm×m be nonsingular, C ∈ Rn×n be symmetric positive semidefinite
and B ∈ Rm×n be of full column rank such that null(S(A)) ∩ null(BT) = {0}, with m  n.
Let P ∈ Rm×m and Q ∈ Rn×n be nonsingular matrices. Consider the convergence domain of
the APIU method for the nonsymmetric generalized saddle point problem (4.1) with C = δQ
(δ /= 0).
(i) When A,P and Q are symmetric positive definite, we denote the smallest and the largest
eigenvalues of the matrix K by ηmin and ηmax, and those of the matrix J by μmin and
μmax, respectively. Then the APIU method is convergent if
δ > 0 or δ < −μmax
ηmin
and the iteration parameters ω, τ and γ satisfy
(i1) when 0 < δτ < 1,
0 < ω < min
{
2
ηmax
,
4
δ(2ηmin − ηmax)τ + μmaxτ + 2(ηmax − ηmin)
}
and
τ + (1 − δτ)(1 − ηminω) − 1
μmaxω
< γ <
(2 − ηmaxω)(2 − δτ) + μmaxωτ
2μmaxω
and
(i2) when 1  δτ < 2,
0 < ω < min
{
2
ηmax
,
4
δηmaxτ + μmaxτ
}
and
τ + (1 − δτ)(1 − ηmaxω) − 1
μmaxω
< γ <
(2 − ηmaxω)(2 − δτ) + μmaxωτ
2μmaxω
;
(ii) When A is nonsymmetric positive definite (i.e.,S(A) is symmetric positive definite), and
P and Q are symmetric positive definite, we denote by αmin = min{α|α + ıβ ∈ DK},
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and the smallest and the largest eigenvalues of the matrix J by μmin and μmax, respec-
tively. Then the APIU method is convergent if the iteration parameters ω, τ and γ satisfy
0 < δτ < 2, 0 < ω < minη=α+ıβ∈DK
{
2α
|η|2
}
, and
max
η=α+ıβ∈DK
μ∈[μmin,μmax]
{θ2ω2 + θ1ω + θ0} < 0 and max
η=α+ıβ∈DK
μ∈[μmin,μmax]
{f (ω, τ, γ ;α, β, ξ, χ)} < 0,
where⎧⎨⎩
θ0 = δτ(δτ − 2),
θ1 = 2(1 − δτ)[μ(τ − γ ) − α(1 − δτ)],
θ2 = (1 − δτ)2|η|2 − 2αμ(1 − δτ)(τ − γ ) + μ2(τ − γ )2
and
f (ω, τ, γ ;α, β, ξ, χ)
= β2ω[δτ(2 − δτ) + μωτ(1 − δγ )]2 − {[δ(1 − δτ)|η|2 + (γ − τ)|μ|2
+ αμ(1 + δγ − 2δτ)]τω + δτ 2(μ + αδ)} · {[(δτ − 1)(2 − δτ)|η|2
− (γ − τ)(2γ − τ)|μ|2 + (3τ − 4γ + 3δτγ − 2δτ 2)αμ)]ω2
+ [4μ(γ − τ) − 4δμτγ + 3δμτ 2 + α(δτ − 2)(3δτ − 2)]ω + 2δτ(2 − δτ)};
(iii) When A,P and Q are nonsingular and nonsymmetric such that the matrix K = P−1A
is positive definite, the APIU method is convergent if the iteration parameters ω, τ and γ
satisfy 0 < δτ < 2, 0 < ω < minη=α+ıβ∈DK
{
2α
|η|2
}
, and
max
η=α+ıβ∈DK
μ=ξ+ıχ∈DJ
{θ2ω2 + θ1ω + θ0} < 0 and max
η=α+ıβ∈DK
μ=ξ+ıχ∈DJ
{f (ω, τ, γ ;α, β, ξ, χ)} < 0,
where⎧⎨⎩
θ0 = δτ(δτ − 2),
θ1 = 2(1 − δτ)[ξ(τ − γ ) − α(1 − δτ)],
θ2 = (1 − δτ)2|η|2 − 2(αξ + βχ)μ(1 − δτ)(τ − γ ) + μ2(τ − γ )2
and
f (ω, τ, γ ;α, β, ξ, χ) = ω[τ(χ + δβ)(2 − δτ) − ωτ(1 − δγ )(αχ − βξ)]2
− {[δ(1 − δτ)|η|2 + (γ − τ)|μ|2
+ (αξ + βχ)(1 + δγ − 2δτ)]τω + δτ 2(ξ + αδ)}
× {[(δτ − 1)(2 − δτ)|η|2 − (γ − τ)(2γ − τ)|μ|2
+ (3τ − 4γ + 3δτγ − 2δτ 2)(αξ + βχ)]ω2
+ [4ξ(γ − τ) − 4δξτγ + 3δξτ 2 + α(δτ − 2)(3δτ − 2)]ω
+ 2δτ(2 − δτ)}.
Proof. Based on (4.6), the proof can be fulfilled analogously to that of Theorem 4.2 with only
slight and technical modifications. 
We remark that Theorems 4.2 and 4.3 hold even if ηmin and ηmax are the lower and the upper
bounds of the eigenvalues of the matrixK when both P and A are symmetric positive definite,
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and μmin and μmax are those of the matrixJwhen both P and Q are symmetric positive definite,
respectively. Moreover, all the above discussions can be easily extended to the generalized saddle
point problems in the complex space.
5. Concluding remarks
We have studied the convergence conditions for the parameterized inexact Uzawa (PIU)
method for solving the large sparse generalized saddle point problems, and exactly computed the
quasi-optimal iteration parameters and the corresponding quasi-optimal convergence factor about
the PIU method for the saddle point problems. This PIU method is a two-parameter generalization
of the inexact Uzawa (IU) method. Theoretically, the asymptotic convergence rate of the quasi-
optimal PIU method is faster than that of the quasi-optimal IU method, however, both methods
have the same computational complexity. Therefore, in actual applications, the PIU method may
exhibit higher computing efficiency than the IU method. Furthermore, by generalizing the PIU
method we have obtained a general framework of the accelerated splitting iterative methods,
called as the accelerated parameterized inexact Uzawa (APIU) method, which may possibly
yield considerably more practical and effective iterative solvers for the symmetric as well as
the nonsymmetric generalized saddle point problems. In addition, both PIU and APIU methods
may provide feasible and efficient preconditioners for the Krylov subspace iteration methods for
solving this class of problems.
Appendix A
Lemma A.1. Let a, b and c be defined in (3.9) and consider cubic equation (3.8). Then (3.8) has
exactly three real roots τ1, τ2 and τ3, which satisfy τ1 < 0 < τ2  τ3.
Moreover, for ω+(τ ) and ωo(τ) defined in (3.7), the equation ω+(τ ) = ωo(τ) has only one
positive root τo ∈ {τ2, τ3}. Such a τo satisfies ω−(τo) = ω+(τo) = ωo(τo).
Proof. According to the definitions of ω+(τ ) and ωo(τ) in (3.7), after direct computations we
have
ω+(τ ) − ωo(τ) = (ηmax + τμmax)
2 − (ηmin − ηmax)2 + 4τμmaxηmin
2ηmin(ηmax + τμmax)2
− |ηmin − τμmax|
√
(ηmin − 2ηmax)2 + τμmax(τμmax − 6ηmin + 4ηmax)
2ηmin(ηmax + τμmax)2
− 4
τ(μmin + μmax) + 2ηmax
:= ϕ(τ)
2ηmin(ηmax + τμmax)2[τ(μmin + μmax) + 2ηmax] ,
where
ϕ(τ) := [τ(μmin + μmax) + 2ηmax] · [(ηmax + τμmax)2 − (ηmin − ηmax)2 + 4τμmaxηmin
− |ηmin − τμmax|
√
(ηmin − 2ηmax)2 + τμmax(τμmax − 6ηmin + 4ηmax)]
− 8ηmin(ηmax + τμmax)2.
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After straightforward operations, we know that all zero points of the polynomial ϕ(τ) are included
in the set {τ1, τ2, τ3} of the roots of cubic equations (3.8) and (3.9).
Let t = τ + 13 a. Then (3.8) can be simply reformulated as
t3 + pt + q = 0, (A.1)
where
p = b − 1
3
a2 and q = c − 1
3
ab + 2
27
a3. (A.2)
The discriminant of cubic equations (A.1) and (A.2) is given by
=
(q
2
)2 + (p
3
)3
= − 1
27(μmin + μmax)4μ3minμ3max
× {(μmax − μmin)2η2min[η2min(2ηmax − ηmin)3(μmax − μmin)2
+ 4(ηmin + ηmax)3(ηmax − ηmin)μminμmax]}.
Evidently,  < 0. Hence, cubic equations (A.1) and (A.2) has three real roots t1, t2 and t3. It
then follows that cubic equations (3.8) and (3.9) have three real roots τj = tj − 13 a (j = 1, 2, 3).
Therefore, the real zero points of the polynomial ϕ(τ) must be included in the set {τ1, τ2, τ3}.
Without loss of generality, we assume that τ1  τ2  τ3. Then from the relationships between
the roots and the coefficients of cubic equations (3.8) and (3.9), we have
τ1 + τ2 + τ3 = −a, τ1τ2 + τ2τ3 + τ1τ3 = b and τ1τ2τ3 = −c.
This implies that the locations of τ1, τ2 and τ3 must satisfy either τ1 < 0 < τ2  τ3 or τ1  τ2 
τ3 < 0. Noticing that
ω+(τ ) − ωo(τ)|τ→−∞ < 0, ω+(τ ) − ωo(τ)|τ=0 < 0 and
ω+(τ ) − ωo(τ)|τ→+∞ > 0,
we see that the location τ1  τ2  τ3 < 0 is impossible. So, τ1, τ2 and τ3 must locate as τ1 < 0 <
τ2  τ3. Moreover, we can verify that there exists only one τo ∈ {τ2, τ3} such that ω+(τ ) − ωo(τ)
changes sign at τo, i.e.,{
ω+(τ ) − ωo(τ)0 if 0 < τ  τo,
ω+(τ ) − ωo(τ) > 0 if τ > τo.
Therefore, there exists only one τo ∈ {τ2, τ3} such that ω+(τo) = ωo(τo). We can further verify
that such a τo must satisfy ω−(τo) = ω+(τo) = ωo(τo). 
In actual applications, the formulas of ω+(τ ) and ωo(τ) are readily available. After obtaining
the two positive roots τ2 and τ3 of cubic equations (3.8) and (3.9) via those of cubic equations
(A.1) and (A.2), we can determine the required τo by checking the values of ω+(τj ) and ωo(τj )
(j = 2, 3).
Lemma A.2. Let the functions f1(ω), f2(ω) and g(ω) be defined as in Theorem 3.3. Then,
(a) the two curves f1(ω) and g(ω) do not intersect when 0 < μmin < 14 (2ηminηmax − η2min),
and they have exactly one intersection point ω− when μmin  14 (2ηminηmax − η2min);(b) the two curves f2(ω) and g(ω) have exactly one intersection point ω+.
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Proof. We first prove (a). To this end, we introduce the function
f
(η)
1 (ω, μ) =
1
2
(
2 − ηω − μω2 +
√
(2 − ηω − μω2)2 − 4(1 − ηω)
)
,
where ω ∈ (0,(μ, η)] for μ < η24 and ω ∈ ((μ, η),(μ, η)] for η
2
4  μ  η2, with the two
functions (μ, η) and (μ, η) being defined in Theorem 3.3. Then, it holds that
f1(ω) = f (ηmax)1 (ω, μmin) = maxη∈[ηmin,ηmax]
μ∈[μmin,μmax]
f
(η)
1 (ω, μ).
Note that the derivatives of f1(ω) and g(ω) at ω = 0 are given, respectively, by{
f1(ω)
ω |ω=0 = 12 (−ηmax +
√
η2max − 4μmin),
g(ω)
ω |ω=0 = − 12ηmin
and the equation f1(ω) = g(ω) can be written in the cubic polynomial form
μ2minηminω
3 + (2ηminηmax − μmin)μminω2
+ (ηminη2max − 2μminηmax − 4μminηmin)ω + (η2min − 2ηminηmax + 4μmin) = 0. (A.3)
Here, we should point out that the roots of Eq. (A.3) are not necessarily those of the equation
f1(ω) = g(ω).
Now, we consider the intersection points of the curves f1(ω) and g(ω) according to the fol-
lowing four cases.
Case (i). μmin  14ηmin. For this case, both f1(ω) and f
(ηmin)
1 (ω, μmin) are well defined on the
interval [0, ωmax], and it holds that
f1(ω) > f
(ηmin)
1 (ω, μmin)  g(ω)
for all ω ∈ (0, ωmax). This obviously shows that the curves f1(ω) and g(ω) have no intersection
point on (0, ωmax).
Case (ii). 14η2min < μmin  14 (2ηminηmax − η2min). For this case, we can further extend the
definition domain of f1(ω) such that it is well defined on the interval [0, ωmax). It follows that
f
(ηmin)
1 (ω, μmin) is well defined on the interval [(μmin, ηmin), ωmax). Also, it holds that
f1((μmin, ηmin)) > f
(ηmin)
1 ((μmin, ηmin), μmin) = g((μmin, ηmin)).
When μmin < 14 (2ηminηmax − η2min), it holds that f1(0) = g(0) = 0 and f ′1(0) > g′(0). There-
fore, there exists an ε˜ > 0 such that for any ω˜ ∈ (0, ε˜) it holds that f1(ω˜) > g(ω˜). If the curves
f1(ω) and g(ω) have one intersection point, then it must be a positive root of cubic equation (A.3).
Denote the three roots of Eq. (A.3) as ω1, ω2 and ω3, and without loss of generality, assume that
they have the ordering ω1  ω2  ω3. Because
ω1ω2ω3 = −η
2
min − 2ηminηmax + 4μmin
μ2minηmin
> 0
and
ω1 + ω2 + ω3 = −2ηminηmax − μmin
μ2minηmin
< 0,
we know that Eq. (A.3) has only one positive rootω3. It then follows that the three roots of Eq. (A.3)
admit the ordering ω1  ω2 < 0 < ω3. Evidently, only ω3 has the possibility to be an intersection
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point of the curves f1(ω) and g(ω). Recalling that f1(ω˜) > g(ω˜) and f1((μmax, ηmax)) >
g((μmax, ηmax)), we know that the number of the intersection point of f1(ω) and g(ω) on
the interval (0,(μmax, ηmax)) must be either zero or two. Hence, ω3 is not an intersection
point of f1(ω) and g(ω). This shows that f1(ω) and g(ω) does not intersect on the interval
(0,(μmax, ηmax)). By noticing that
f1(ω) > f
(ηmin)(ω, μmin) > g(ω)
holds on the interval [(μmin, ηmin), ωmax), we can conclude that the curves f1(ω) and g(ω)
have no intersection point.
When μmin = 14 (2ηminηmax − η2min), because f ′1(0) = g′(0), f1′′(0) > 0 and g′′(0) < 0, there
exists an ε˜ > 0 such that for any ω˜ ∈ (0, ε˜) it holds thatf1(ω˜) > g(ω˜). Now, Eq. (A.3) degenerates
to a quadratic equation which has at most one positive root. Similarly to the above discussion, we
can conclude that the curves f1(ω) and g(ω) have no intersection point.
Case (iii). 14 (2ηminηmax − η2min) < μmin  14η2max. For this case, we can further extend the
definition domain of f1(ω) such that it is well defined on the interval [0, ωmax). It then follows
that f (ηmin)1 (ω, μmin) is well defined on the interval [(μmin, ηmin), ωmax). Also, it holds that
f1((μmin, ηmin)) > f
(ηmin)((μmin, ηmin), μmin) = g((μmin, ηmin)).
When μmin > 14 (2ηminηmax − η2min), it holds that f1(0) = g(0) and f ′1(0) < g′(0). Therefore,
there exists an ε˜ > 0 such that for any ω˜ ∈ (0, ε˜) it holds that f1(ω˜) < g(ω˜). If the curves f1(ω)
and g(ω) have one intersection point, then it must be a positive root of cubic equation (A.3).
Denote the three roots of Eq. (A.3) as ω1, ω2 and ω3, and without loss of generality, assume that
they have the ordering ω1  ω2  ω3. Because
ω1ω2ω3 = −η
2
min − 2ηminηmax + 4μmin
μ2minηmin
< 0,
we know that Eq. (A.3) has at most two positive roots, say ω2 and ω3. Recalling that f1(ω˜) < g(ω˜)
and f1((μmin, ηmin)) > g((μmin, ηmin)), we know that the number of the intersection points
of f1(ω) and g(ω) in the interval (0,(μmax, ηmax)] must be either one or three. Hence, the
curves f1(ω) and g(ω) have exactly one intersection point, denoted as ω−, on this interval.4 By
noticing that
f1(ω) > f
(ηmin)
1 (ω, μmin) > g(ω)
holds on the interval [(μmin, ηmin), ωmax), we can conclude that the curves f1(ω) and g(ω)
have exactly one intersection point.
Case (iv). μmin > 14μ2max. For this case, we can further extend the definition domain of
f1(ω) such that it is well defined on the interval [(μmin, ηmax), ωmax). It then follows that
f
(ηmin)
1 (ω, μmin) is well defined on the interval [(μmin, ηmin), ωmax). Also, it holds that
f1((μmin, ηmax)) =
√
1 −(μmin, ηmax)ηmax < g((μmin, ηmax))
and
f1((μmin, ηmin)) > f
(ηmin)
1 ((μmin, ηmin), μmin) = g((μmin, ηmin)).
Now, similarly to Case (iii), we can conclude that the curves f1(ω) and g(ω) have exactly one
intersection point.
4 ω− is one of the positive roots of cubic equation (A.3). In actual applications, the roots of Eq. (A.3) can be easily
calculated, and ω− can be determined by checking the relationship f1(ω−) = g(ω−).
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We now turn to verify (b). Obviously, we can further extend the definition domain of f2(ω)
such that it is well defined on the interval [(μmax, ωmax), ωmax). Also, it holds that
f2((μmax, ηmax)) =
√
1 − ηmax(μmax, ηmax) < g((μmax, ηmax))
and
f2(ωmax) = 1 > g(ωmax).
It then follows from the mean value theorem that there must exist a positive real ω+ on the interval
((μmax, ωmax), ωmax) such that f2(ω+) = g(ω+). Considering the monotonicity of f2(ω) and
g(ω), we immediately know that ω+ is the only intersection point of f2(ω) and g(ω). 
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