Abstract. We develop and compare multilevel algorithms for solving constrained nonlinear variational problems via interior point methods. Several equivalent formulations of the linear systems arising at each iteration of the interior point method are compared from the point of view of conditioning and iterative solution. Furthermore, we show how a multilevel continuation strategy can be used to obtain good initial guesses ("hot starts") for each nonlinear iteration. Some minimal surface and volume-constrained image registration problems are used to illustrate the various approaches.
where u ∈ R n and c denotes a differentiable mapping from R n to R m incorporating the constraints (n ≥ m) and the objective function J : R n −→ R is assumed to be a discretization of a (generally nonlinear) functional J involving a differential operator defined on an appropriate Banach space X . The optimization problem is assumed to be discretized on a "sufficiently fine" grid; the discrete problem (1.1) is the "fine grid problem," and we assume it is possible to generate coarser problems by some coarsening process (either rediscretization or Galerkin-type coarsening). For simplicity, we assume that the underlying grid used to discretize the problem is uniform with spacing h and that the discretization is of order h p , for some p ≥ 1; the uniformity assumption, however, is not essential and can be relaxed. As a motivation and illustration of this work, we consider the following two model problems. (1.2c)
Upon consistent discretization we obtain
3b)
where u h is the cell-centered discretization of u, D j are difference matrices that approximate the derivatives in the j th direction on the cell edges, A j are the averaging matrices that average edge quantities into cell centers, and e = [1, . . . , 1] .
This problem has been intensively studied in literature, both theoretically and computationally; see, e.g., [13] for existence and uniqueness results. From the optimization point of view, this first example is a simple bound constrained minimization problem. Although interior point methods can be successfully applied to this problem, there already are highly effective methods; see, e.g., [1, 14, 25] and the references therein. For more general, possibly nonlinear constraints, this is not the case. As an illustration, consider the following example. (
1.4c)
Here D is a distance function between two images and β > 0 is a trade-off parameter; see e.g., [18, 17] ). Upon consistent discretization we obtain
5b)
where u h is the nodal discretization of u, A h is a discretization of the vector Laplacian, and B h is a discretization of the divergence.
While we focus here on these two model problems, our goal is more general. Namely, we aim to develop efficient methods for nonlinear variational problems with inequality constraints. Also, our methods are not limited to two-dimensional problems. In the three-dimensional case, the discrete optimization problem can easily have several millions of unknowns and constraints. Standard optimization software is often unsuitable for such large-scale problems, and in many cases fails to produce a solution. Hence, there is a need for new optimization algorithms and software for the solution of such problems. Similar to many other large-scale problems which evolve from PDEs, it is difficult to develop a general toolbox for the solution of all problems. Nevertheless, it is possible to devise techniques that perform reasonably well for large classes of applications and to develop numerical algorithms that can be very effective on a particular set of problems. Here, we consider problems with the following characteristics:
A1 The Hessian J uu (or its approximations) can be thought of as a discretization of a self-adjoint, elliptic partial differential operator. A2 The Jacobian of the constraints has full rank and represents a lower order differential operator than the Hessian of the objective function. Such problems arise in many areas of science and engineering. Assumptions A1-A2 above imply that the main contribution to the coefficient matrix of the linear system that is solved at each iteration of an interior point method comes from the objective function, and is to be found in the (1,1) block. Furthermore, the fact that J uu is a discretization of an elliptic operator suggests that we should be able to develop efficient multigrid methods for the unconstrained problem J(u) = min. Remark 1.1. Throughout the paper we make the assumption that J uu (or its approximation used in the actual code) is symmetric and positive definite (SPD). We note that this assumption is satisfied for the Hessians arising from Examples 1 and 2.
Optimization techniques for the solution of problems with inequality constraints can be roughly divided into two main groups; active set methods and interior point methods (IP) [24, 30] . Currently, there is a lack of scalable iterative linear algebra techniques for IP methods. As a result, using IP methods can be inefficient. However, it is well known that the rate of convergence of IP methods is usually better than that of active set methods; see [19] and [24, Chapter 14] . This motivates us to explore iterative methods and preconditioners for IP methods. In particular, we would like to use scalable techniques from numerical PDEs, such as multigrid and multilevel methods.
In the rest of this paper we discuss a multilevel approach for the solution of problem (1.1a)-(1.1b). In section 2 we briefly review an inexact Newton method for the solution of the problem on a single grid. Some convergence results are given in section 3. In section 4 we describe multigrid and iterative solvers for the solution of the linear problems that arise at each outer iteration. In section 5 we describe how to use multilevel continuation (grid sequencing) with interior point methods, in particular, how to adapt the log barrier parameter to the grid. In section 6 we perform numerical experiments that compare the effectiveness of our methods. Finally, in section 7 we summarize our findings.
2. An inexact Newton framework. To solve problem (1.1) we consider interior point methods with a log barrier term. We follow the work of [2] for the application of inexact Newton methods within interior point algorithms.
We begin by posing the problem as an equality-constrained optimization problem with a logarithmic barrier term:
where c : R n −→ R m (with n ≥ m), z ∈ R m is a slack variable, log(z) is the vector whose ith component is log(z i ), µ is the barrier parameter, and e = [1,
where λ is a vector of Lagrange multipliers. The Euler-Lagrange equations associated with the Lagrangian are:
where denotes the componentwise (Hadamard) product, J u is the Jacobian of J, and c u is the Jacobian of c, which is assumed to have full rank; in the case of simple bound constraints (Example 1), it is c u ≡ I. Note that if we set the barrier parameter µ equal to zero we obtain the classical KKT conditions for the constrained optimization problem; see [24] .
Using a Newton-type method for the solution of system (2.3) we obtain a sequence of linear systems of the form
where Z = diag(z) and Λ = diag(λ). Here J uu stands for the Hessian of J or some approximation of it and T corresponds to the curvature of the constraints. As is often the case in large-scale problems, assuming that J uu is SPD, we can drop T . This approximation is especially justified if T tends to give negative curvature. It is possible to show [16, 4] that this approximation corresponds to a Gauss-Newton method. From here on, we let T (u, λ) = 0 in (2.4). In a truncated Newton method, each system is solved approximately rather than "exactly." The (nonlinear) solution is then updated using some globalization technique (e.g., a line search) so as to ensure positivity of λ and z, and the next (outer) iteration is carried out. The overall procedure is outlined in Algorithm 1 below.
Algorithm 1 Inexact-Newton method for constrained optimization:
initialize {u, λ, z} ← {u 0 , λ 0 , z 0 } and the barrier parameter µ 0 ; select η > 0 while true do compute r 1 , r 2 , r 3 approximately solve (2.4) with tolerance tol ≤ ηλ z % (see [5] ) use an Armijo line search to accept/reject step test for termination evaluate µ k+1 end while
There are two key components that need to be addressed in order to make this solution process an effective one. First, a good linear solver is needed and second, a good strategy to evaluate µ at each iteration is required. These two components are far from trivial. The linear system is highly ill conditioned, nonsymmetric and indefinite, and the choice of µ has been the topic of several recent papers; see, e.g., [1, 6, 23] . In the next section we discuss properties of the discrete optimization problem. Next, we discuss the solution of the linear system. Subsequently, in section 5 we show that it is possible to use a multilevel strategy where we solve increasingly finer problems. In other words, we successively refine the mesh as the outer IP iteration progresses. Unlike the inexact Newton method described above, we keep the log barrier parameter µ fixed for each optimization problem, and decrease µ in tandem with the mesh size.
3. Convergence results. In this section we derive an estimate (bound) on the total number of Newton iterations in terms of the discretization parameter h. Consider the minimization problem
Here J is a convex functional defined on the Banach space X and c : X −→ Y represents an inequality constraint, where Y is an ordered Banach space. We also assume that upon discretization, we obtain a discrete optimization problem of the form
where J : R n −→ R is convex and self-concordant [5] , and each component c i of c h : R n −→ R m is convex. This conditon is often satisfied in practice; for instance, it holds for both examples (1.2)-(1.4). We consider a sequence of minimizers of the primal problem
and drive µ k to 0 at some rate. The following lemmas are proved in [24] and [5] . Lemma 3.1. For a fixed µ, let u h be the minimizer of M h (u h , µ) and let u 0 h be the minimizer of (3.2). Then
The quantity µn is referred to as the duality gap. A direct byproduct of the duality gap is that it is easy to estimate the final µ that is needed to attain a prescribed accuracy.
Lemma 3.2. Assume that a prescribed accuracy ε > 0 is given, and that µ is decreased geometrically with a constant γ > 1, that is, µ k+1 = γ −1 µ k . The total number N b of barrier problems to be solved is
Next, we need to estimate the number of Newton iterations needed per optimization problem. This is summarized in the following lemma.
Lemma 3.3. Assume that M h in (3.3) is self-concordant. Then the number N N of Newton iterations needed to minimize M h within ε when starting at the minimizer of M h (u h , µ k−1 ) is bounded by
where α 1 and α 2 are moderate constants. The last piece in the puzzle is the transition between two grids. Once again, the following result holds under the self-concordance assumption.
Lemma 3.4. Let h and H, with 0 < h < H, be given. For a fixed µ k , let v k H be the minimizer of M H (u H , µ k ) and assume that
Assume also that v k h is the minimizer of M h (u h , µ k ) and that
Then the number N of Newton iterations needed for the minimization of M h starting atv k h is bounded by
where α 1 and α 2 are the constants in Lemma 3.3.
We note that the last result is rather unsatisfactory, since H is often of the form H = ch for some constant c > 1, hence the upper bound grows like h −2 . Using these results, however, we can derive a better estimate for the total number of Newton iterations needed to attain a prescribed accuracy.
First, assuming that no multilevel strategy is used, the total number of Newton iterations is bounded by
To put this expression into the context of a discretized optimization problem we assume that we work in 2D and that n = 1 h 2 . We also assume that our discretization is O(h 2 ) accurate and therefore we choose ε = h 2 . The foregoing bound becomes
This bound is apparently still unsatisfactory, because the total number of Newton iterations grows like h −2 . It is possible to obtain a better bound by choosing γ as a function of h. So let γ = 1 + h p and recall that for h small,
We obtain
If we choose p = 1 we obtain the bound
When using a multilevel strategy one typically starts with µ 0 = (2h) 4 . This gives a slightly better estimate:
Hence, the total number of Newton iterations grows at worst like h −1 . Of course, the above estimate is just an upper bound, and better convergence rates may be observed in practice. In particular, it is not necessary to take µ 0 = (2h)
4 ; see section 6.
Remark 3.5. It is important to note that if we fix µ for all grids then, under suitable smoothness assumptions on the solution, the usual mesh independence theorem for Newton's method holds [8] . The growth in the number of iterations occurs because we demand more accurate results for a sequence of decreasing values of h. In practice, mesh-independence may also fail to occur when one of the field variables (here, the Lagrange multiplier) is discontinuous at the solution; see, for instance, the discussion in [20] .
4. Multigrid methods for the linear system. In this section we examine several alternative approaches to solving the linear systems arising at each step of the IP method.
4.1. Alternative linear system formulations. It is possible to reformulate the linear system (2.4) to be solved at each IP iteration in several ways. While mathematically equivalent, these forms are computationally quite different. Such formulations have been proposed before in the literature; here, however, we pay special attention to those problem features that are peculiar to PDE-type problems. First, we can simply try solving the original system (2.4). The main advantage of this system is that as long as strict complementarity holds, vanishing z i and λ i do not have too much of an adverse effect on its conditioning. However, the disadvantage of this system is that it is large and nonsymmetric. The following simple lemma shows that the last difficulty can be circumvented, at least in principle, by an appropriate diagonal scaling.
Lemma 4.1. The coefficient matrix in (2.4) is similar to a real symmetric indefinite matrix, hence it has real spectrum. There are exactly n + m positive and m negative eigenvalues.
Proof. It is immediate to verify that
where we have used the fact that Z 
we have that
Hence, the original matrix is similar to a symmetric matrix which is congruent to a block diagonal matrix with blocks
The first matrix is indefinite with n positive and m negative eigenvalues, whereas the second one is SPD, hence it has m positive eigenvalues. It follows that the original matrix has n + m positive and m negative eigenvalues.
The foregoing lemma implies that we can use, in principle, symmetric Krylov subspace methods such as MINRES [26] or SQMR [11] for solving the linear system arising at each IP step. These methods require less storage compared with a nonsymmetric solver like GMRES [27] . In practice, however, the diagonal scaling used in Lemma 4.1 may not be advisable numerically. Furthermore, a nonsymmetric Krylov solver becomes necessary if the preconditioner used is nonsymmetric. We note that preconditioning is absolutely essential, since iterative methods without preconditioning are ineffective and tend to stagnate or converge very slowly when applied to (2.4). In section 4.2 we shall describe an effective multigrid method which can be used as a preconditioner for the solution of this system.
As an alternative to solving the original system (or its symmetrized version), it is also possible to reduce the size of the system and to make it symmetric by means of one step of block Gaussian elimination. Elimination of δz from the original equations leads to the partially reduced system
Note that δz can be readily obtained once δu and δλ have been computed. The system matrix in (4.1) is symmetric indefinite, with n positive and m negative eigenvalues. Most optimization algorithms further eliminate δλ to obtain the fully reduced (n × n) system
leading to a third formulation of the linear subproblem. Note that the coefficient matrix in (4.2) is SPD, hence we can use the preconditioned conjugate gradient (PCG) method to solve (4.2). Below we propose using one V-cycle of a multigrid method as a preconditioner. Once δu has been computed, both δz and δλ are easily obtained. Assuming strict complementarity holds, it is often observed that while the original system (2.4) can be relatively well conditioned (compared to the unconstrained problem), the reduced systems (4.1) and (4.2) are usually highly ill conditioned. The main reason for this problem is the complementarity condition (2.3c). This condition implies that as the outer IP iteration approaches the solution, either z i or λ i are close to zero. In cases where strict complementarity holds, there is no redundancy, and either z i ≈ 0 and λ i 0 or vice versa. Therefore, near convergence (i.e., in the later IP iterations) the matrix Z −1 Λ contains very large and very small entries, making the system highly ill conditioned. It has been advocated that the above ill conditioning is "benign" to the overall optimization routine [29] . However, ill-conditioning is a source of difficulties when considering large-scale problems, for which iterative methods are required in order to solve the linear systems that arise at each (outer) iteration. Typically, ill-conditioning causes slow convergence of the inner iterative linear solver.
There are three approaches to obtain a well conditioned system. First, and most simple, is to solve the original system (2.4) without the elimination of unknowns.
A second approach is to use partial elimination on (2.4). Let D = Λ −1 Z. Then D has very large and very small entries. Since D is diagonal, it is easy to partition D into two matrices D 1 and D 2 where D 1 has entries which are smaller than 1 (say) and D 2 has entries that are larger than 1. As we get closer to the solution, the entries of D 2 tend to infinity while the entries of D 1 tend to 0. We can now reorder system
where (c u ) 1 and (c u ) 2 consist of different rows of the Jacobian c u corresponding to the different variables, and g 1 and g 2 contain the corresponding components of r 2 −Λ −1 r 3 . Eliminating δλ 2 , i.e., the unknowns associated with the large matrix entries, we obtain
Although the system (4.4) does not suffer from the ill conditioning induced by small λ i or z i , it is still indefinite and requires special methods for its solution. In this paper we experiment with block preconditioners for saddle point problems; see [3] for details. We mention that a similar partitioning of diagonal entries into small and large ones can be found, for instance, in [12] . A third approach to obtain a well conditioned system is by a simple rescaling. Note that the system (4.1) is equivalent to the system
which (assuming strict complementary) is also well conditioned. Note that the scaling preserves the symmetry of the system. On the other hand, recovering δλ from the solution of (4.5) requires scaling the second component by Λ 1 2 . Since Λ 1 2 will contain some large entries as the IP iteration approaches the solution, this may lead to severe amplification of any errors contained in the computed approximation to δλ, with adverse effects on the overall solution process. For this reason, we only consider system (4.4).
While the original system (2.4) and the partially reduced system (4.4) do not involve very large entries, they can still provide a challenge when the matrices arise from the discretization of partial differential operators. Although their conditioning is typically much better than for the other reduced systems, they can still be rather ill conditioned. The main difficulty is that, as a rule, the conditioning of the discretized PDEs deteriorates as the grid becomes finer. Therefore, even if the problem is well scaled, it can still be ill conditioned. This observation motivates us to develop a multigrid method and preconditioners for the solution of the linear system.
Multigrid.
While it is possible at least in principle to develop multigrid methods for each of the above linear systems, our strategy is to focus on three main systems. First, we develop a multigrid method for the fully coupled unreduced system (2.4). Next, we discuss a multigrid method for the fully reduced and ill conditioned system (4.2). This is by far the most commonly solved system for such problems and it is instructive to compare and observe the effect of the ill conditioning on multigrid methods. Finally, we make an attempt to develop preconditioners based on multigrid for the partially reduced system (4.4). A potential advantage of this approach is that we are able to work with a multigrid method for the J uu block which may be readily available for many problems where the Hessian is a discretization of a secondorder elliptic PDE. We mention that multigrid methods for PDE-related constrained optimization problems have been developed by Bank et al. in [1] . See also the recent survey by Gräser and Kornhuber in [14] for work on multigrid methods for obstacle problems, although not in the framework of IP methods.
Before describing our multigrid method, we make a simple but important observation about the variables z and λ. Although these variables have an obvious algebraic interpretation, in our examples they also have interpretation as grid functions. Assuming for example a cell-centered finite volume discretization of c(u) = u − b in Example 1, it is easy to see that both z and λ are defined at precisely the same spatial locations as the primal variable u. For more complicated constraints such as the ones in Example 2, however, one has also to consider the Jacobian of the constraint operator and its discretization. This matrix will generally be rectangular (non-square), hence u, z and λ will generally belong to different spaces. This will generally increase the complexity of a coupled multigrid approach, at least to some extent.
4.2.1.
The h-ellipticity of the systems. Following [28] we say that a system Au = b arising from the discretization of a PDE is h-elliptic if its symbolÃ satisfies
where ρ is a constant independent of h and T high is the range of high grid frequencies. For regular coarsening,
For an effective multigrid method to be feasible, we need to have an h-elliptic system; see [28, page 121] . The h-ellipticity property can be established only for smooth coefficients and therefore, in the context of IP methods, it offers only limited insight into the algorithm as we get close to the minimum. Nevertheless, it can be indicative of the behavior of our algorithm in the initial stages of the iteration.
For problems with simple bound constraints on the unknowns, like the one in Example 1, h-ellipticity can be easily established as follows. Let J uu denote the operator corresponding to the second variation of the functional J . Assuming that the discretization J uu of the differential operator J uu is h-elliptic, we have the following result.
Proposition 4.2. Let J uu (θ) be the symbol of J uu and assume that it is helliptic. Then the system (2.4) is also h-elliptic.
Proof. The symbol of the system (2.4) is the matrix
where ζ > 0 and η > 0 are "frozen" coefficients. The absolute value of the determinant is therefore
and that J uu (θ) > 0 for −π ≤ θ < π. Therefore, we also have
This completes the proof. The above lemma implies that if we can derive an effective multigrid solver for systems with J uu , we should also be able to derive an effective multigrid method for the systems that arise from the constrained problem. The only problem with this view is that we assumed that we freeze the coefficients. Such assumption is grossly incorrect close to the solution where λ and z vary in magnitude. However, the effectiveness of a multigrid scheme can be ascertained empirically by means of numerical experiments.
Remark 4.3. It is important to note that for simple model problems like Example 1, the h-ellipticity of the system immediately follows from the h-ellipticity of J uu . However, for general constraints this is not as trivial. In fact, special attention is needed to make sure that the system is h-elliptic for more general constraints.
Multigrid components.
Here we give a brief discussion of the basic ingredients of the multigrid schemes used in the paper. We have chosen to use a simple geometric multigrid approach. This may not be the best choice for problems with jumping coefficients [28] , but it is straightforward to implement. It is possible to derive more sophisticated (and more expensive) multigrid methods for a class of more difficult problems with jumping coefficients [21] .
Smoothing: Since we are assuming that J uu is h-elliptic, we can use pointwise relaxation for the smoothing of the reduced system (4.2). For the coupled system (2.4) we consider "box" smoothers in which unknowns associated with a particular cell are relaxed simultaneously. Here we have used Symmetric Gauss-Seidel (SGS) for the reduced system and block SGS for the full system. Prolongation/Restriction: We have used simple linear prolongation for u, λ and z. The restriction is chosen to be the transpose of the prolongation and we use Galerkin coarse grid operators throughout.
The above is combined to form a standard V-cycle for the solution of either the fully reduced system (4.2) or the full system (2.4).
4.3.
Solving the partially reduced system. While it is straightforward to develop multigrid methods for the systems (4.2) and (2.4), it is more difficult to develop such a method for system (4.4). The problem is that while δλ can be easily interpreted as a grid function (with natural prolongation, restriction and coarsening) the variables δλ 1 involve only part of this set. Therefore, it is more difficult to construct such operations. We have chosen to consider algebraic preconditioners for this system where the multigrid V-cycle for the reduced system is part of the preconditioner.
Motivated by the work of [10] (see also [3] ) we consider a block preconditioner of the form
where
Here A need not be an explicitly formed matrix; rather, a prescription is given for computing (or approximating) the action of the linear operator A −1 on a given vector. For instance, we can use one or more V-cycles of the standard multigrid method previously discussed. It is less straightforward to find a good choice of the approximate Schur complement S or of its inverse S −1 . Here we describe a possible approach. First, since the entries of D 1 are small, we drop them altogether from the approximation.
For the minimal surface problem (Example 1) (c u ) 1 = I 1 , which is a matrix consisting of a subset of rows of the identity matrix. In this case, we note that the Moore-Penrose inverse of I 1 is just
and therefore we choose S −1 as
2 I 2 )I 1 , which has very low set-up and application costs. The above preconditioner is used within a MINRES iteration [26] .
Multilevel continuation.
In the previous sections we discussed the solution of the constrained optimization problem on a single grid; auxiliary coarse grids were used only in the solution of the linear subproblems arising at each outer IP iteration. However, a general framework for nonlinear PDE problems can and should involve solution on multiple grids. The advantage of such approach is that we are able to obtain a good initial guess for the fine grid problem by solving coarse grid problems. Since the coarse grid problems can be solved cheaply, it is possible to quickly find an approximate solution to the fine grid problem; using this approximate solution as an initial guess, only a few iterations are needed to achieve convergence. However, the use of interior point methods in a multilevel framework is difficult. The problem is that in order to solve the coarse grid problems accurately we need to decrease the barrier parameter µ to (approximately) 0. Moreover, using the coarse grid solution on a finer grid is difficult. The reason is that after interpolation, the points in the interpolated solution are not always interior to the feasibility domain, or they may be very close to the boundary of the domain. Thus, it is hard to use information about the active set in a multilevel method. Such information is often referred to as a "hot start"; it is a crucial part of every active set nonlinear programming package (see for example [7] ).
Nevertheless, PDE-related optimization problems are different from general constrained optimization problems. The main difference is that the objective functions that we need to minimize are obtained from the discretization of differential operators and as such they are inherently inaccurate (i.e., approximate). Thus, in the context of optimization with PDEs, we are willing to tolerate errors in the solution of the optimization problem that are up to h p where h is the grid size and p is the accuracy of our discretization. Therefore, for most PDE optimization problems there is no need to reduce µ beyond some threshold which depends on h. The idea of stabilizing a numerically ill conditioned problem by adding a small O(h p ) term is a fundamental principle in numerical analysis. For example, artificial viscosity is often added to unstable methods for hyperbolic PDEs [22] and artificial compressibility is added to unstable discretizations of the Stokes problem [15] .
Similar to [1] , in this work we simply choose µ = µ(h) = h p . We then envision a process where a grid continuation approach is used to solve the nonlinear problem. For a given (coarse) grid size H we use µ = µ(H) which is rather large and therefore terminate the iteration far away from the boundary. We then interpolate the solution to a finer grid h and start the computation with µ(h), and get closer to the boundary. A sketch of the process is shown in Figure 5 .1. Using the theorem in [24, page 514] we can see that the error in the solution is also of order h p and therefore the solution on each grid is acceptable within the discretization error. Using interior point methods in this fashion we get better conditioned problems to solve and we can expect to converge quickly. Furthermore, since µ is O(h p ) we can modify the line search so as to guarantee that our points are all interior and we are able to use "hot starts" at each outer iteration. Another advantage of this approach is that at least for coarse grids, we avoid some of the notorious ill conditioning of the systems that arise from interior point methods.
6. Numerical experiments. We have used two examples to demonstrate the concepts in this work. First, the minimal surface problem has been studied. This problem is well understood and there are many good algorithms to solve it: in particular, approaches for bound constrained optimization based on projected gradient/Newton method. Our focus here is not on competing with other algorithms, but on using this relatively simple problem as a test problem for our approach. The second example is the registration problem, where the constraint is no longer a simple bound. In this case simple projection methods do not work well, whereas interior point methods can be quite efficient.
6.1. The minimal surface problem. Recall that in the minimal surface problem (Example 1) we seek a function u that lies above a function b (the "obstacle") and minimizes the energy functional defined in (1.2). In this section we present the results of numerical experiments with the minimal surface problem for a few different choices of the obstacle function b and domain Ω, described below.
• Non-smooth obstacle: This is a frequently used test problem; see, for instance, Example 17 in [9] . , which approximate the derivatives on the cell edges in the x 1 and x 2 directions, respectively, to discretize the gradient ∇u. Finally, we define averaging matrices A 1 and A 2 to average cell edge quantities into cell centers. Then we can write the discrete formulation of the minimal surface problem in the form (1.3).
We can extend the cell-centered discretization to the multiply connected domain, condensing D 1 and D 2 to exclude points inside Ω 0 , the "hole" in the domain. Note that, in the case of the multiply connected domain, the vectors u and b are of length less than N 2 to account for the area removed from the unit square domain. Next, the inexact Newton algorithm described in Algorithm 1 is used to solve the discrete constrained optimization problem. Note that, using the above finite differencing approach, it is possible to perform a direct computation of the Jacobian J u and of the Hessian J uu . Indeed, the Jacobian and the Hessian can be written by computing first
and then setting
It is worth noting that the matrix J + uu is SPD everywhere and that it approximates a differential operator of the form J + uu ≈ −∇ · (σ(u)∇). Furthermore, note that σ(u) may not vary smoothly if ∇u is large. Note also that J − uu tends to make the Hessian "less positive definite" (more nearly singular) far from the solution. This is the reason why most algorithms for solving problems with similar operators ignore this term. Nevertheless, since we use a multilevel approach, we are able to stay close to the minimum and use the full Hessian in our experiments. 6.1.1. Computational results. We begin by comparing the multilevel continuation approach with the one-grid approach, where the one-grid approach only computes the solution to the fine grid problem. Next, we experiment with each of the three formulations (2.4), (4.2), and (4.4) of the linear system, using different solvers and preconditioners appropriate for each system. We examine the linear system solvers and preconditioners by testing their performance at each Newton (outer) iteration, using the fairly stringent stopping criterion of r k 2 < 10 −8 r 0 2 , where r k is the residual of the linear system (2.4), (4.2), or (4.4) , at the k th linear (inner) iteration.
6.1.2. Experiments with multilevel continuation. Consider the multilevel continuation approach which uses a coarse grid solution as an approximation to a fine grid solution. To illustrate the effects of multilevel continuation, consider the example of solving the problem with the non-smooth obstacle function defined in (6.1). We solve the minimal surface problem on a 16 × 16, 32 × 32, 64 × 64, and 128 × 128 grid, moving from a coarse level to a fine level once the coarse grid problem is solved to a relative tolerance of 10 −3 . In other words, at the j-th Newton iteration, we calculate the 2-norm of the gradient of the Lagrangian (defined in (2.2)), say R j 2 , and we stop the coarse grid algorithm if R j 2 < 10 −3 R 0 2 . The barrier parameter µ is set to µ(h) = h p , where p is the accuracy of the discretization, as described in section 5. Here, p = 2. We choose the feasible solution u(x 1 , x 2 ) = 5 sin(πx 1 ) sin(πx 2 ) as the initial guess, and we solve the full system (4.1) using GMRES preconditioned with one V-cycle of the multigrid method described in section 4.2.
To demonstrate the results of multilevel continuation, Figure 6 .2 displays the solution on different grids. Recall that multilevel methods use the interpolated solution on a coarser grid as the initial guess on a finer grid. Table 6 .1 displays Newton iteration counts on each grid using the multilevel continuation method described in section 5. Observe that a slight increase in Newton iterations occurs as we refine the grid. This is likely due to the fact that we are solving a slightly different optimization problem on each grid. In particular, we choose the barrier parameter µ to be dependent on the grid size h (to wit, µ = h 2 ), causing the problem to change when the grid changes.
If we do not apply a multilevel continuation method, and instead solve the problem exclusively on the 128 × 128 grid, convergence cannot be achieved within 300 Newton iterations. It is clear that a multilevel method is crucial for this problem. The coarse grid problems are significantly less expensive to solve, and the residual on the first Newton iteration on the 128 × 128 grid after multilevel continuation is already less than 10 −4 . Applying multilevel continuation, we have transformed a method that fails to compute a solution into a powerful method for this problem. Figure 6 .3 displays the 2-norm of the relative residual of the system (2.4) at each of the outer iterations for different levels. We see that by using coarse grids we are able to reduce the relative 2-norm of the residual of the fine grid to less than 10 −4 . Very similar results were obtained when using multilevel continuation on the two other minimal surface problems (smooth obstacle and multiply connected domain). The results are summarized in Table 6 .1.
6.1.3. Experiments with the full system. Now we turn to techniques to solve the linear system arising at each Newton iteration. Consider solving the full system (2.4) at each Newton iteration in the process of solving the minimal surface problem in each of our three examples. We applied GMRES without restarting, preconditioned using one multigrid V-cycle. Recall that we choose to apply simple geometric multigrid, with block SGS as the smoother and linear prolongation and restriction. Also, we set the stopping criterion so that GMRES stops when the relative residual of the linear system (2.4) reaches a low tolerance of 10 −8 . As a result, an exact Newton method is essentially carried out, ensuring in theory that that the outer convergence is quadratic. While we can expect quadratic outer convergence, setting a low inner tolerance leads to a more expensive linear system solve. Table 6 .1 displays GMRES iteration counts when solving the full system (2.4). We show GMRES iteration counts at the first Newton iteration, the last Newton iteration, and the average number of GMRES iteration counts per Newton iteration. All three examples, described in section 6, are included. Clearly, the multigrid preconditioner for the full system is an effective approach for solving the minimal surface problem. A slight increase in the number of iterations is observed; however, for this particular problem this is expected. Notice that the matrix J uu is a discretization of an operator of the form ∇ · σ ∇ where, towards convergence, σ contains jumps. Thus, any purely geometric multigrid is expected to produce similar results.
6.1.4. Experiments with the fully reduced system. Next, consider solving the fully reduced system (4.2). In this case, the linear system we solve at each Newton Table 6 .1 Newton and GMRES iteration counts for the three obstacle problems. Full GMRES with a multigrid preconditioner is used to solve the full system (2.4). Stopping tolerances are 10 −5 for Newton and 10 −8 for GMRES.
iteration is SPD. We can therefore apply efficient solvers like the conjugate gradient method. In our experiments we use the preconditioned conjugate gradient method with one V-cycle of multigrid as the preconditioner. Once again, we choose simple geometric multigrid, with an SGS smoother and linear prolongation and restriction. Table 6 .2 Newton and PCG iteration counts for the three obstacle problems. PCG with a multigrid preconditioner is used to solve the full system (4.2). Stopping tolerances are 10 −5 for Newton and 10 −8 for PCG.
We still set the linear solver tolerance to 10 −8 , which (in theory) guarantees quadratic Newton convergence at the expense of accurate linear system solves. Table 6 .2 displays PCG iteration counts when solving the fully reduced system (4.2) for each of the three examples. Like before, we show PCG iteration counts at the first Newton iteration and the last Newton iteration, as well as the average number of PCG iteration counts per Newton iteration. As in the case of the full system, the simple geometric multigrid solver proves to be an effective method for the minimal surface problem. We still experience an increase in the linear solver iteration count as the grid is refined, which can again be explained by the jumping coefficients in the Hessian J uu .
Comparing Tables 6.1 and 6 .2, we can see that the iteration counts for the linear system solver are similar in both approaches. However, experimentation indicates that the fully reduced system approach is significantly faster (by an order of about 10) than the full system approach in terms of CPU time for the minimal surface problem examples. While rigorous testing with highly optimized code has not been performed, we expect the fully reduced system approach to be the optimal approach in terms of iteration counts and CPU time.
6.1.5. Experiments with the partially reduced system. Finally, consider solving the partially reduced system (4.4) on the problem with the non-smooth obstacle function, (6.1). Observe that the coefficient matrix is symmetric and indefinite. A natural choice of solver for systems of this type is the Krylov subspace method MINRES [26] . Attempting MINRES on (4.4) without preconditioning we cannot obtain convergence to a relative linear system residual tolerance of 10 −8 within 1000 iterations on the 128 × 128 grid. Hence, preconditioning is essential in the solution of such systems. We performed some experiments with the block preconditioner (4.6) proposed in section 4.3. This approach did not perform satisfactorily. We experienced slow convergence of the Krylov solver using (4.6) as the preconditioner, even with exact solves for the (1, 1)-block. This implies that we have a poor approximation with the (2, 2)-block, which involves the Schur complement. A better approximation to the Schur complement is clearly needed in order to make this approach competitive with the other approaches based on solving the full system and the fully reduced system. Interestingly, a rather crude technique produced the most successful results for the partially reduced system. We performed a symmetric diagonal scaling of the coefficient matrix in (4.4), followed by an incomplete LU factorization with a drop tolerance of 10 −2 , applied as a preconditioner for GMRES. For the final Newton iteration on the 128 × 128 grid, this preconditioned GMRES approach converged to a tolerance of 10 −3 in 17 iterations, and converged to a tolerance of 10 −8 in 57 iterations. Unfortunately, approaches involving incomplete LU factorizations do not scale well as h → 0, and therefore this approach for solving the partially reduced system cannot be recommended for larger problems or higher dimensional domains.
As in the experiments with the non-smooth obstacle example, the partially reduced method did not fare well on the problems with the smooth obstacle function or the multiply connected domain. Very similar iteration counts and output occurred with all three example minimal surface problems.
Examining all of our numerical results, we can draw some conclusions about solution techniques for the minimal surface problem and similar ones. First, a multilevel approach can and should be applied to bound constrained optimization problems involving objective functions with differential operators. We are able to avoid the problem that arises from multilevel continuation in interior point methods by allowing the barrier parameter µ to be dependent on the accuracy of the discretization. In this way, we achieve significant cost reduction when using coarser grid information on a finer grid problem.
The linear system solver experiments led to conclusions about the different approaches considered in this work. We obtained low iteration counts and good scalability when we applied GMRES to the full system (2.4) with a multigrid preconditioner, as well as when we applied PCG to the fully reduced system (4.2) with a multigrid preconditioner. We conclude from experimentation that the fully reduced system approach is optimal in terms of both iteration counts and CPU time. We have yet to find a preconditioning technique to solve the partially reduced system (4.4) efficiently.
6.2. Volume-constrained registration. In the registration problem (1.5) the unknown quantity is a vector field u = [u 1 , u 2 ]. It is important to note that the problem is akin to the Stokes problem and therefore a similar discretization is required [28] . To this end we use a staggered orthogonal grid for the components of u where u 1 is associated with the x edges of each cell and u 2 is associated with the y edges of each cell, as shown in Figure 6 .4 (see [17] for a detailed discussion of the discretization). This leads to the compact discretization of the constraint
where B h is the discrete equivalent of the divergence operator. Similarly, the gradient is discretized by short differences and we obtain the discrete problem (1.5). Since the problem is nonlinear due to the term D h (u h ), we build a linear approximation to D h and study the constrained quadratic problem with a random starting vector. A random starting vector generates a rather erratic right-hand side to the system and thus truly puts our iterative linear solver to the test. In our test problem, β = 10 −3 . The choice of η, µ, and the stopping tolerances are the same as in the case of the obstacle problem. Table 6 .3 Iteration counts for the volume-constrained problem on different grids. Full GMRES with multigrid preconditioner is applied to system (2.4).
To efficiently solve the linear system at each iteration we use a multigrid method. Developing a multigrid method for the reduced problems presents a serious challenge. This is because after some of the unknowns are eliminated, the remaining unknowns can end up on a regular mesh with "holes." Thus, for this application the full system (2.4) is not only better conditioned, it is also easier to deal with from a multigrid perspective. Hence, we only report results for (2.4).
As for any multigrid algorithm, we require a smoother for the problem. It is important to note that since the unknowns do not reside in the same location, simple, point-wise smoothing is not advised [28] . Therefore, similar to many applications in Computational Fluid Dynamics (CFD), we use a Vanka-like smoother where each cell in the computational grid is relaxed sequentially [28] . Consider the cell in Figure 6 .4. This cell has 6 variables associated to it. In a Vanka-like smoother we relax all these unknowns simultaneously by solving a 6 × 6 linear system. We use simple linear interpolation and Galerkin coarsening.
In Table 6 .3 we record the number of iterations needed for each grid. One can see that the number of Newton iterations stays bounded (it actually decreases as the mesh is refined), while the multigrid solver shows a very slow growth in the number of iterations as h → 0. The combined effect is an essentially mesh-independent behavior of the solver.
Since u is a vector field we plot in Figure 6 .5 the constraint, divu (which is a scalar field), on each of the meshes. compared a number of techniques for the solution of the linear systems that arise at each interior point iteration. We have demonstrated that an appropriate multilevel continuation in µ can dramatically improve the results of an interior point algorithm.
For the simpler case of bound constraints (as in the minimal surface problems), solving the fully reduced system with a multigrid-preconditioned conjugate gradient method proved to be the most efficient approach in terms of CPU time. The second best approach was solving the full system (2.4) with GMRES preconditioned with a multigrid method with symmetric block Gauss-Seidel ("box") smoothing. A preconditioner for the partially reduced system did not prove to be as efficient and further work is required in order to obtain better approximations to the Schur complement.
For the case of more complicated constraints (as in the volume-constrained registration problem), excellent results were obtained solving the full linear system (2.4) with GMRES preconditioned by a multigrid method with Vanka-like smoothing. This is appropriate since the primal variable in this problem is the discretization of a vector field, akin to the velocity field in CFD. On the other hand, the development of efficient multigrid solvers for the reduced systems remains a challenge.
