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Abstract
The partition function of the SO(4)- or Spin(4)-symmetric Euclidean Barrett–Crane
model can be understood as a sum over all quantized geometries of a given triangulation
of a four-manifold. In the original formulation, the variables of the model are balanced
representations of SO(4) which describe the quantized areas of the triangles. We present
an exact duality transformation for the full quantum theory and reformulate the model in
terms of new variables which can be understood as variables conjugate to the quantized
areas. The new variables are pairs of S3-values associated to the tetrahedra. These S3-
variables parameterize the hyperplanes spanned by the tetrahedra (locally embedded in
R
4), and the fact that there is a pair of variables for each tetrahedron can be viewed as a
consequence of an SO(4)-valued parallel transport along the edges dual to the tetrahedra.
We reconstruct the parallel transport of which only the action of SO(4) on S3 is physically
relevant and rewrite the Barrett–Crane model as an SO(4) lattice BF -theory living on
the 2-complex dual to the triangulation subject to suitable constraints whose form we
derive at the quantum level. Our reformulation of the Barrett–Crane model in terms of
continuous variables is suitable for the application of various analytical and numerical
techniques familiar from Statistical Mechanics.
PACS: 04.60.Nc
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1 Introduction
Spin foam models have been proposed as candidates for a quantum theory of space-time
geometry [1–5] and therefore form candidates for a quantum theory of gravity. Spin foam
models also play a central role in the construction of invariants of piecewise-linear three- and
∗e-mail: H.Pfeiffer@damtp.cam.ac.uk
1
2 1 INTRODUCTION
four-manifolds [6, 7]. They arise as the models that are strong-weak dual to non-Abelian
lattice gauge theory [8, 9] and form a possible starting point for the generalization of gauge
theories from Lie groups to quantum groups [10, 11]. For reviews on the subject, see, for
example [12,13].
A spin foam [5] whose symmetry group is a compact Lie group G, is an abstract oriented
2-complex consisting of faces, edges and vertices, together with a colouring of the faces with
representations of G and a colouring of the edges with compatible intertwiners (representation
morphisms) of G. A spin foam model is a discrete model in the framework of Statistical
Mechanics whose partition function is a sum over spin foams each of which is assigned a
Boltzmann weight. If the Boltzmann weight factors into contributions for each vertex, edge
and face, these factors are usually called vertex, edge and face amplitudes.
Barrett, Crane and Baez [4, 5, 14] have developed a particular spin foam model whose
partition function can be understood as the sum over all quantized Euclidean geometries that
can be assigned to a given triangulation of a four-manifold. The spin foam model is usually
defined on the 2-complex dual to that triangulation. Several versions of this model are studied
in the literature [15–17] which differ in their Boltzmann weights (amplitudes), in particular in
their edge amplitudes. Some of the models are formulated on a fixed 2-complex while others
include a sum over 2-complexes. In the following, we call all these models Barrett–Crane
models.
In this article, we study a generalized version which encompasses all interesting choices
of amplitudes, but we restrict ourselves to a fixed 2-complex. The partition function of our
model is a sum over all possible assignments of balanced irreducible representations of the
Lie group SO(4) to the faces. The balanced representations are of the form V ⊗ V where
V is an irreducible representation of SU(2). They are also called the simple representations.
Each edge is then assigned a unique intertwiner, the Barrett–Crane intertwiner [4]. We allow
quite generic edge and face amplitudes, but the vertex amplitude is always the generalized
10j-symbol [4, 5] consisting of one Barrett–Crane intertwiner for each edge attached to the
vertex.
We make use of the fact that the Barrett–Crane intertwiner can be written in terms
of an integral over the sphere S3 [18, 19] and of the techniques familiar from the duality
transformation for non-Abelian lattice gauge theory [8, 10] and derive a dual expression for
the partition function of the Barrett–Crane model in which the fundamental variables are
pairs of S3-values associated to the edges. The partition sum is then given by an integral
over S3 for each of these variables.
Provided that the edge amplitude of the original model is of a particular form, the dual
model has local interactions, its Boltzmann weight factors into one contribution for each face,
and it depends on the S3-variables at the edges in the boundary of that face.
This reformulation of the Barrett–Crane model has the following geometric interpretation
if the 2-complex is chosen to be dual to a triangulation of a four-manifold. The S3-variables
are then associated to the tetrahedra. They parameterize the (normalized) normal vectors of
the hyperplanes spanned by the tetrahedra where the tetrahedra are locally embedded in R4.
The factorized Boltzmann weight provides an interaction term for each triangle so that the
interaction depends on the S3-values associated to all tetrahedra that contain the triangle in
their boundaries.
However, there are two S3-values associated to each tetrahedron one of which belongs to
either one of the two four-simplices that contain the tetrahedron in their boundaries. This
suggests that there exists an SO(4)-valued parallel transport along the tetrahedron which
3maps the first S3-value to the second one. However, this parallel transport is defined only up
to elements of SO(4) that stabilize the first of the S3-values. Following this idea, we show
that the Barrett–Crane model can be obtained from SO(4) lattice BF -theory (the SO(4)
Ooguri model [20,21]) if we impose a constraint at the quantum level by averaging over this
stabilizer in a suitable way. This means that of the SO(4)-valued parallel transport only the
action of SO(4) on S3 is physically relevant.
Finally, we consider the Boltzmann weight of the dual formulation of the Barrett–Crane
model and list possible face and edge amplitudes for which the partition function is well
defined (not just divergent). We outline how one can analyze this model in the context of
Statistical Mechanics, for example in order to study its ground state and fluctuations around
it. In addition, one can expect that the dual formulation of the Barrett–Crane model is well
suited for numerical studies.
The present article is organized as follows. In Section 2, we review some mathemati-
cal background material on the algebra of representation functions of a compact Lie group,
we construct the spherical functions of S3, and we introduce our notation for abstract 2-
complexes. The Barrett–Crane model and SO(4) lattice BF -theory are introduced in Sec-
tion 3. In Section 4, we present the duality transformation for the Barrett–Crane model in
detail and show how this model is related to SO(4) lattice BF -theory subject to a suitable
constraint. We also discuss its geometric interpretation and the possible choices of face and
edge amplitudes. Section 5 finally contains our concluding comments.
Note added: The Barrett–Crane model is often understood as a path integral in the ‘real
time’ picture, i.e. using an integrand of the form exp(iS) for some action S. However, Baez and
Christensen [22] have shown that for the common choices of edge amplitudes, the integrand
of the partition function is always positive so that the path integral admits an interpretation
in the framework of Statistical Mechanics in terms of probabilities. In this article, we use the
language of Statistical Mechanics.
2 Preliminaries
In this section, we briefly summarize definitions and some basic statements related to the
algebra of representation functions Calg(G) of G where G is a compact Lie group. Further-
more, we describe the spherical functions of S3 and present our notation for the SO(4) and
SU(2) × SU(2) actions on S3. More background material and most of the proofs can be
found, for example, in [23, 24]. Finally, we introduce the 2-complexes that we employ in our
definition of the Barrett–Crane model and in the duality transformation.
2.1 The Hopf algebra of representation functions
Let G be a compact Lie group. We denote finite-dimensional complex vector spaces on which
G is represented by Vρ and by ρ : G→ AutVρ the corresponding group homomorphisms. Since
each finite-dimensional complex representation of G is equivalent to a unitary representation,
we select a set R˜ containing one unitary representation of G for each equivalence class of
finite-dimensional representations. The tensor product, the direct sum and taking the dual
are supposed to be closed operations on this set. This amounts to a particular choice of
representation isomorphisms ρ1⊗ ρ2 ↔ ρ3 etc., ρj ∈ R˜, which is implicit in our formulas. We
furthermore denote by R ⊆ R˜ the subset of irreducible representations.
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For a representation ρ ∈ R˜, the dual representation is denoted by ρ∗, and the dual vector
space of Vρ by V
∗
ρ . The dual representation is given by ρ
∗ : G 7→ AutV ∗ρ , where
ρ∗(g) : V ∗ρ → V ∗ρ , η 7→ η ◦ ρ(g−1), (2.1)
i.e. (ρ∗(g)η)(v) = η(ρ(g−1)v) for all v ∈ Vρ. There exists a one-dimensional ‘trivial’ represen-
tation of G which is denoted by V[1] ∼= C.
For the unitary representations Vρ, ρ ∈ R˜, we have standard (sesquilinear) scalar products
〈·; ·〉 and orthonormal bases {vj}j. For each basis {vj}j of Vρ, there exists a dual basis {ηj}j
of V ∗ρ so that η
j(vk) = 〈vj ; vk〉, and V ∗ρ possesses a scalar product such that
〈
ηj ; ηk
〉
= ηk(vj),
1 ≤ j, k ≤ dimVρ.
The complex-valued functions
t(ρ)η,v : G→ C, g 7→ η(ρ(g)v), (2.2)
where ρ ∈ R˜, v ∈ Vρ and η ∈ V ∗ρ , are called the representation functions of G. They form a
commutative and associative unital algebra over C,
Calg(G) := { t(ρ)η,v : ρ ∈ R˜, v ∈ Vρ, η ∈ V ∗ρ }, (2.3)
whose operations are given by
(t(ρ)η,v + t
(σ)
ϑ,w)(g) := t
(ρ⊕σ)
η+ϑ,v+w(g), (2.4a)
(t(ρ)η,v · t(σ)ϑ,w)(g) := t(ρ⊗σ)η⊗ϑ,v⊗w(g), (2.4b)
where ρ, σ ∈ R˜, v ∈ Vρ, w ∈ Vσ, η ∈ V ∗ρ , ϑ ∈ V ∗σ and g ∈ G. The zero element of Calg(G) is
given by t
[1]
0,0(g) = 0 and its unit element by t
[1]
η,v(g) = 1.
The algebra Calg(G) is furthermore equipped with a Hopf algebra structure employing the
coproduct ∆: Calg(G) → Calg(G) ⊗ Calg(G) ∼= Calg(G ×G), the co-unit ε : Calg(G) → C and
the antipode S : Calg(G)→ Calg(G) which are defined by
∆t(ρ)η,v(g, h) := t
(ρ)
η,v(g · h), (2.5a)
εt(ρ)η,v := t
(ρ)
η,v(e), (2.5b)
St(ρ)η,v(g) := t
(ρ)
η,v(g
−1), (2.5c)
for ρ ∈ R˜, v ∈ Vρ, η ∈ V ∗ρ and g, h ∈ G. Here e ∈ G denotes the group unit.
In the standard orthonormal bases, the representation functions are given by the coeffi-
cients of representation matrices,
t(ρ)mn(g) = η
m(ρ(g)vn) = 〈vm; ρ(g)vn〉 = ρ(g)mn, (2.6)
so that the coproduct corresponds to the matrix product,
∆t(ρ)mn(g, h) =
dimVρ∑
j=1
t
(ρ)
mj(g)t
(ρ)
jn (h) =
dimVρ∑
j=1
ρ(g)mjρ(h)jn, (2.7)
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while the antipode refers to the inverse matrix, St
(ρ)
mn(g) = (ρ(g)
−1)mn, and the co-unit
describes the coefficients of the unit matrix, εt
(ρ)
mn = δmn. Furthermore, the antipode relates
a representation to its dual,
St(ρ)mn(g) = η
m(ρ(g)−1vn) = (ρ
∗(g)ηm)(vn) = 〈ηn; ρ∗(g)ηm〉 = t(ρ∗)nm (g), (2.8)
which, in the case of unitary ρ, is just the conjugate representation because on the other hand
St
(ρ)
mn(g) = ρ(g)nm = t
(ρ)
nm(g). Here the bar denotes complex conjugation.
2.2 Peter–Weyl decomposition and theorem
The structure of the algebra Calg(G) can be understood if Calg(G) is considered as a repre-
sentation of G×G by combined left and right translation of the function argument,
(G×G) ×Calg(G)→ Calg(G), ((g1, g2), f) 7→ (h 7→ f(g−11 hg2)). (2.9)
It can then be decomposed into its irreducible components as a representation of G×G.
Theorem 2.1 (Peter–Weyl decomposition). Let G be a compact Lie group.
1. There is an isomorphism
Calg(G) ∼=
⊕
ρ∈R
(Vρ ⊗ V ∗ρ ), (2.10)
of representations of G × G. Here the direct sum runs over the equivalence classes of
finite-dimensional irreducible representations of G. The direct summands Vρ ⊗ V ∗ρ are
irreducible as representations of G×G.
2. The direct sum in (2.10) is orthogonal with respect to the L2-scalar product on Calg(G)
which is formed using the Haar measure of G on the left hand side, and using the
standard scalar products on the right hand side, namely〈
t(ρ)η,v; t
(σ)
ϑ,w
〉
L2
:=
∫
G
t
(ρ)
η,v(g) · t(σ)ϑ,w(g) dg =
1
dimVρ
δρσ〈η;ϑ〉 〈v;w〉 , (2.11)
where ρ, σ ∈ R are irreducible. The Haar measure is denoted by ∫
G
dg and normalized
so that
∫
G
dg = 1.
Corollary 2.2. Each representation function f ∈ Calg(G) can be decomposed according
to (2.10),
f(g) =
∑
ρ∈R
dimVρ∑
m,n=1
f̂ (ρ)mn t
(ρ)
mn(g), where f̂
(ρ)
mn = dimVρ
∫
G
t
(ρ)
mn(g)f(g) dg. (2.12)
The analytical aspects of Calg(G) can now be stated.
Theorem 2.3 (Peter–Weyl Theorem). Let G be a compact Lie group. Then Calg(G) is
dense in L2(G) with respect to the L2 norm.
We use the Peter–Weyl theorem in order to complete Calg(G) with respect to the L
2 norm
to L2(G). Functions f ∈ L2(G) then correspond to square summable series in (2.12). These
series are therefore invariant under a reordering of summands, and their limits commute with
group integrations. We make use of these invariances in the duality transformation.
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2.3 Character decomposition
The characters of G are the algebraic class functions, i.e. those functions f ∈ Calg(G) that
satisfy f(hgh−1) = f(g) for all g, h ∈ G.
Proposition 2.4. For class functions f ∈ Calg(G), the Peter–Weyl decomposition (2.12)
specializes to the character decomposition
f(g) =
∑
ρ∈R
χ(ρ)(g) f̂ρ, where f̂ρ =
∫
G
χ(ρ)(g)f(g) dg. (2.13)
Here
χ(ρ) :=
dimVρ∑
n=1
t(ρ)nn (2.14)
denotes the character of the representation ρ ∈ R˜. For irreducible ρ, σ ∈ R, the orthogonality
relation (2.11) implies,
〈
χ(ρ);χ(σ)
〉
L2
=
∫
G
χ(ρ)(g)χ(σ)(g) dg = δρσ . (2.15)
The formal δ-element,
δ(g) :=
∑
ρ∈R
dimVρ · χ(ρ)(g), (2.16)
satisfies for all f ∈ Calg(G), ∫
G
f(g)δ(gh−1) dg = f(h). (2.17)
2.4 Diagrams
In order to present the partition function of lattice gauge theory both in the original formu-
lation using group integrations and in the dual formulation [8, 10] as a spin foam model, we
define a particular intertwiner [11] based on the Haar measure.
Definition 2.5. Let G be a compact Lie group and ρ1, . . . , ρr ∈ R, r ∈ N, be finite-
dimensional irreducible representations of G. The Haar intertwiner,
T :
r⊗
ℓ=1
Vρℓ →
r⊗
ℓ=1
Vρℓ , (2.18a)
is defined by its matrix elements,
Tm1m2...mr ;n1n2...nr :=
∫
G
t(ρ1)m1n1(g)t
(ρ2)
m2n2
(g) · · · t(ρr)mrnr(g) dg. (2.18b)
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Figure 1: Diagrams to visualize the index structure in the calculation of group
integrals. (a) The identity map of Vρ; (b) a representation function t
(ρ)
mn; (c) a
product of representation functions t
(ρ1)
m1n1 · · · t(ρr)mrnr ; (d) the Haar intertwiner.
Lemma 2.6. The Haar intertwiner T of (2.18) satisfies for all h ∈ G,
T =
∫
G
(ρ1(g) ⊗ · · · ⊗ ρr(g)) dg, (2.19)
T = (ρ1(h) ⊗ · · · ⊗ ρr(h)) ◦ T = T ◦ (ρ1(h) ⊗ · · · ⊗ ρr(h)), (2.20)
T ◦ T = T (2.21)
The first equation is just the definition while the second and third are consequences of the
left-right translation invariance of the Haar measure. In particular, T forms a morphism of
representations of G.
In the subsequent sections, the Haar intertwiner will appear in rather complicated calcu-
lations. It is therefore convenient to introduce diagrams that visualize the structure of the
indices in these formulas (Figure 1).
The diagrams are read from top to bottom. We draw directed lines which are labelled
with irreducible representations ρ ∈ R of G. If the arrow points down, the line denotes the
identity map of Vρ, Figure 1(a). If the arrow points up, it refers to the identity map of the
dual representation V ∗ρ . A representation function t
(ρ)
mn is denoted by a box with an incoming
and an outgoing line (b), and a product of representation functions by boxes placed next to
each other (c). The Haar intertwiner is visualized by the box labelled T in (d).
2.5 Spherical functions of S3
We construct the spherical functions of S3 from the identification S3 ∼= SU(2), i.e. we can
make use of the representations functions of SU(2). The finite-dimensional irreducible repre-
sentations of SU(2) are characterized by half-integers j ∈ 12N0. We write Vj, dimVj = 2j+1,
for the irreducible representations. Using the Peter–Weyl decomposition (2.12), we can give
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a basis for Calg(SU (2)),
{ t(j)mn : SU(2)→ C : j ∈
1
2
N0, 1 ≤ m,n ≤ 2j + 1 }. (2.22)
In particular, we obtain the (algebraic) spherical functions of S3 from the identification
S3 ∼= SU(2) as
H(j)mn : S
3 → C, g 7→ t(j)mn(g), (2.23)
for j ∈ 12N0 and 1 ≤ m,n ≤ 2j + 1.
We also wish to describe the transitive actions of SO(4) and Spin(4) ∼= SU(2) × SU(2)
on S3 for which the stabilizer of a point g ∈ S3 is SO(3) or SU(2), respectively. Writing
2× 2 complex matrices with the usual properties for the elements of SU(2), we obtain SO(3)
as the quotient SO(3) := SU(2)/Z2 where Z2 := {−1,1} ≤ SU(2) and SO(4) := (SU(2) ×
SU(2))/Z2 where Z2 := {(1,1), (−1,−1)} ≤ SU(2) × SU(2). The relevant actions are the
following.
Proposition 2.7. The map
(SU (2)× SU(2)) × S3 → S3, ((g1, g2), g) 7→ (g1, g2) ∗ g := g1gg−12 , (2.24)
is a transitive group action. The stabilizer of a point g ∈ S3 is given by
StabSU(2)×SU(2)(g) := { (ghg−1, h) : h ∈ SU(2) }, (2.25)
and forms a subgroup of SU(2) × SU(2) via the inclusion
ı′g : SU(2) →֒ SU(2) × SU(2), h 7→ (ghg−1, h). (2.26)
The action ∗ on S3 is well defined for the quotient SO(4) ∼= (SU(2) × SU(2))/Z2 in which
case the stabilizer is isomorphic to SO(3) and given by the inclusion
ıg : SO(3) →֒ SO(4), h 7→ (ghg−1, h), (2.27)
which we have written down for representatives.
Corollary 2.8. The algebra of spherical functions Calg(S
3) forms a representation of SU(2)×
SU(2) by translation of the function argument,
(SU(2) × SU(2)) × Calg(S3)→ Calg(S3), ((g1, g2), f) 7→
(
g 7→ f((g1, g2) ∗ g) = f(g1gg−12 ))
)
,
(2.28)
which also gives rise to a representation of SO(4) ∼= (SU(2)× SU(2))/Z2.
The decomposition of Calg(S
3) into irreducible representations of SU(2)×SU (2) coincides
with the Peter–Weyl decomposition (2.10) of SU(2),
Calg(S
3) ∼=SU(2)×SU(2)
⊕
j∈ 1
2
N0
(Vj ⊗ V ∗j ), (2.29)
where the direct summand Vj ⊗ V ∗j for a given j has the basis
{H(j)m1m2 : 1 ≤ m1,m2 ≤ 2j + 1 }. (2.30)
In our notation, the spherical functions H
(j)
mn therefore transform as the coefficients of a vector
in Vj ⊗ V ∗j ∼= HomSU(2)(Vj , Vj).
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Furthermore, the Haar measure of SU(2) provides an integral over S3 with the desired
translation invariance under the SO(4)-action.
Proposition 2.9. Let f ∈ Calg(S3) and (g1, g2) ∈ SU(2) × SU(2). Then the integral over
S3, obtained from the Haar measure of SU(2) under the identification S3 ∼= SU(2), satisfies∫
S3
f(g) dg =
∫
S3
f((g1, g2) ∗ g) dg. (2.31)
There is a scalar product on Calg(S
3),
〈f1, f2〉 :=
∫
S3
f1(g)f2(g) dg, (2.32)
with respect to which the spherical functions are orthogonal,〈
H(j)mn,H
(k)
pq
〉
=
1
2j + 1
δjkδmpδnq, (2.33)
where j, k ∈ 12N0 and 1 ≤ m,n ≤ 2j + 1, 1 ≤ p, q ≤ 2k + 1.
We also construct the algebras of functions on SU(2)×SU(2) and SO(4). We denote the
irreducible representations of SU(2) × SU(2) by pairs (j1, j2) of half-integers j1, j2 ∈ 12N0.
They are of the form V(j1,j2) = Vj1⊗Vj2. A basis for the algebra Calg(SU(2)×SU(2)) is given
by the functions
t(j1,j2)m1m2,n1n2 : SU(2)× SU(2)→ C, (g1, g2) 7→ t(j1)m1n1(g1) · t(j2)m2n2(g2), (2.34)
where j1, j2 ∈ 12N0, 1 ≤ mℓ, nℓ ≤ 2jℓ + 1. It is known that the functions t
(j1,j2)
m1m2,n1n2 are well
defined on SO(4) ∼= (SU (2)×SU(2))/Z2 if and only if j1+j2 ∈ N0, i.e. if in V(j1,j2) = Vj1⊗Vj2
either both factors are even- or both are odd-dimensional. Therefore t
(j1,j2)
m1m2,n1n2 ∈ Calg(SO(4))
if and only if j1 + j2 ∈ N0.
Usually, the spherical functions of S3 are constructed as the functions on SO(4)/SO(3),
i.e. as the functions on SO(4) that are constant on cosets of SO(3) [23]. There exist repre-
sentation functions t
(j1,j2)
mn,pq ∈ Calg(SO(4)) that are constant on these cosets only if j1 = j2,
i.e. in the class-1 representations of SO(4) with respect to SO(3). These are the balanced
representations V(j,j) = Vj ⊗ Vj.
Our spherical functions (2.23), however, transform as the coefficients of vectors in V(j,j∗) =
Vj ⊗ V ∗j . Recall that for SU(2), there exist isomorphisms of representations Vj ∼= V ∗j (which
we have not explicitly constructed) which can be applied to the right tensor factor in order
to relate our spherical functions to the standard construction.
2.6 Two-complexes
In order to define lattice gauge theory and the Barrett–Crane model, we need essentially an
abstract oriented 2-complex. This is a collection of faces, edges and vertices together with a
boundary relation specifying which edges are contained in the boundary of a given face, etc..
For the partition function of lattice gauge theory, we require a formulation which explicitly
describes the cyclic ordering of the edges in the boundary of a given face. This is achieved
by the following definition of a 2-complex with cyclic structure.
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∂3f ∂2f
∂1f
∂+e
∂−e
e
Figure 2: The maps ∂±, ∂j and εj and the conditions (2.36). Here N(f) = 3,
ε1f = +1, ε2f = +1 and ε3f = (−1).
Definition 2.10. A finite 2-complex with cyclic structure (V,E, F ) consists of finite sets V
(vertices), E (edges) and F (faces) together with maps
∂+ : E → V, (end point of an edge) (2.35a)
∂− : E → V, (starting point of an edge) (2.35b)
N : F → N, (number of edges in the boundary of a face) (2.35c)
∂j : F → E, (the j-th edge in the boundary of a face) (2.35d)
εj : F → {−1,+1}, (its orientation) (2.35e)
so that
∂−εjf∂jf = ∂εj+1f∂j+1f, 1 ≤ j ≤ N(f)− 1, (2.36a)
∂−εN(f)f∂N(f)f = ∂ε1f∂1f, (2.36b)
for all f ∈ F .
Remark 2.11. 1. The conditions (2.36) state that the edges in the boundary of a face
f ∈ F are in cyclic ordering from ∂N(f)f to ∂1f where one encounters the edges with
a relative orientation given by εjf , see Figure 2. Observe that (2.36) contains combi-
natorial information similar to the condition ∂ ◦ ∂ = 0 on the boundary operator ∂ in
Abelian simplicial homology.
2. For the existence of the partition functions in the following sections, we require that the
2-complexes have only a finite number of vertices, edges and faces.
In the subsequent calculations, it is convenient to use the following abbreviations.
Definition 2.12. Let (V,E, F ) denote a finite combinatorial 2-complex with cyclic structure.
For a given edge e ∈ E, the sets
e+ := {f ∈ F : e = ∂jf, εjf = (+1) for some j, 1 ≤ j ≤ N(f)}, (2.37a)
e− := {f ∈ F : e = ∂jf, εjf = (−1) for some j, 1 ≤ j ≤ N(f)}, (2.37b)
contain all faces that have the edge e in their boundary with positive (+) or negative (−)
orientation, and we write δe := e+ ∪ e−. For a given face f ∈ F , the set
f0 := {v ∈ V : v = ∂−∂jf for some j, 1 ≤ j ≤ N(f)}, (2.38)
11
denotes all vertices that belong to the boundary of the face f . Finally, the sets
f+ := {e ∈ E : e = ∂jf, εjf = (+1) for some j, 1 ≤ j ≤ N(f)}, (2.39a)
f− := {e ∈ E : e = ∂jf, εjf = (−1) for some j, 1 ≤ j ≤ N(f)}, (2.39b)
contain all edges in the boundary of the face f that occur with positive (+) or negative (−)
orientation, and ∂f := f+∪f−. Finally, for a given face f ∈ F , v+(f) denotes the edge e ∈ ∂f
for which v = ∂+e, and similarly, v−(f) the edge e ∈ ∂f for which v = ∂−e.
Remark 2.13. Given any triangulation of a four-manifold, we can construct a 2-complex
with cyclic structure that is combinatorially dual to the triangulation. The vertices V are the
four-simplices of the triangulation, the edges E the tetrahedra and the faces F the triangles.
An edge is contained in the boundary of a given face whenever the corresponding tetrahedron
contains the triangle in its boundary, etc.. A cyclic structure can then be constructed by
induction. In particular, if the triangulation contains only finitely many four-simplices, we
obtain a finite 2-complex with cyclic structure.
3 The Barrett–Crane model
When we present the definition of the Barrett–Crane model [4, 5], we wish to emphasize its
structural similarity to lattice gauge theory with pure gauge fields, in particular to SO(4)
lattice BF -theory. Therefore we recall the two formulations of lattice gauge theory, the
original one using group integrations and the dual formulation [8, 10] as a spin foam model
before we present the definition of the class of Barrett–Crane models which we consider in
this article.
3.1 Lattice gauge theory
For more background on lattice gauge theory, we refer the reader to text books such as [25,26].
The partition function of lattice gauge theory can be formulated on any 2-complex with cyclic
structure as follows.
Definition 3.1. Let G be a compact Lie group and (V,E, F ) be a finite 2-complex with
cyclic structure. The partition function of lattice gauge theory is defined as
Z =
(∏
e∈E
∫
G
dge
) ∏
f∈F
w(gf ), gf := g
ε1f
∂1f
· · · gεN(f)f∂N(f)f . (3.1)
Here w : G → R is the local Boltzmann weight which is required to be a positive and L2-
integrable class function of G that satisfies w(g−1) = w(g).
Remark 3.2. 1. Our notation in (3.1) means that there is one integral
∫
G
dg for each
edge e ∈ E. We use this notation very often for integrals and sums in the subsequent
calculations.
2. The partition function of lattice gauge theory is an integral over the group G for each
edge of the 2-complex so that the set of configurations is GE . The Boltzmann weight
is calculated for each face where gf denotes the ordered product of group elements
assigned to the edges in the boundary of the face. This is the place where the cyclic
structure of the 2-complex enters the definition.
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(a) (b)
e
Figure 3: An edge e ∈ E in the boundary of three faces, two triangles and one
quadrilateral. (a) Equation (3.3) contains one Haar intertwiner for each edge.
The intertwiners are represented by the boxes as in Figure 1(d), and the diagram
indicates how to contract the indices. (b) The contraction of indices in the Barrett–
Crane model (3.10). The full dots represent the Barrett–Crane intertwiners (3.6).
We have omitted all arrows in both diagrams (a) and (b).
3. The value of the partition function is independent of the choice of cyclic structure. The
starting point for the cyclic numbering of edges in the boundary of a face does not
matter because the Boltzmann weight is given by a class function and thus invariant
under cyclic permutation of the factors of gf . Reversal of the orientation is also a
symmetry because it replaces gf by g
−1
f .
4. For lattice Yang–Mills theory, the Boltzmann weight is given by w(g) = exp(−s(g)) in
terms of the Euclidean action s : G→ R. For lattice BF -theory [21], however, we have
w(g) = δ(g). For a generic Lie group G and a generic 2-complex, the partition function
is therefore not well defined.
The Boltzmann weight of lattice gauge theory is invariant under local gauge transformations.
Lemma 3.3. Let h : V → G, v 7→ hv associate a group element to each vertex. The Boltz-
mann weight w(gf ) is invariant under the local gauge transformations,
GE → GE , ge 7→ h∂+e · ge · h−1∂−e. (3.2)
Proof. In order to prove this invariance, one has to make use of the conditions (2.36) and of
the fact that w is a class function.
There exists a dual formulation of lattice gauge theory in which the partition function is
no longer given by group integrals but rather by sums over representations and intertwiners [8,
10,11], so that it forms a spin foam model. We present a definition of the dual model which
coincides with an intermediate step in [8,10] and directly corresponds to the diagrammatical
formulation of [11].
3.2 The Barrett–Crane intertwiner 13
Theorem 3.4. Let G be a compact Lie group and (V,E, F ) be a finite 2-complex with cyclic
structure. The partition function of lattice gauge theory (3.1) is equal to
Z =
(∏
f∈F
∑
ρf∈R
)(∏
f∈F
ŵρf
)(∏
f∈F
∏
v∈f0
dimVρf∑
n(f,v)=1
)
×
∏
e∈E
T
(e)
n(f, ∂+e) . . .︸ ︷︷ ︸
f∈e+
n(f, ∂+e) . . .︸ ︷︷ ︸
f∈e−
;n(f, ∂−e) . . .︸ ︷︷ ︸
f∈e+
n(f, ∂−e) . . .︸ ︷︷ ︸
f∈e−
, (3.3)
where T (e) denotes the Haar intertwiner (2.18) for the following representations,
T (e) :
(⊗
f∈e+
Vρf
)
⊗
(⊗
f∈e−
V ∗ρf
)
→
(⊗
f∈e+
Vρf
)
⊗
(⊗
f∈e−
V ∗ρf
)
. (3.4)
We require here that the ordering of tensor factors parameterized by f ∈ e± agrees with the
ordering of indices in (3.3). The coefficients ŵρ are the coefficients of the character expansion
of the Boltzmann weight,
ŵρ =
∫
G
χ(ρ)(g)w(g) dg. (3.5)
Remark 3.5. 1. The dual form of the partition function is a sum over all colourings of
faces f ∈ F with irreducible representations ρ ∈ R of G. There is a Haar intertwiner
T (e) assigned to each edge e ∈ E, and under the sum we have a weight ŵρ for each face.
The sums over the indices n(f, v) for each face f ∈ F and each vertex v ∈ f0 in the
boundary of the face, contract the indices of the Haar intertwiners. This is illustrated
in Figure 3(a).
2. For lattice BF -theory, we have ŵρ = dimVρ, i.e. the sums do not converge. In particular,
for G = SU(2) and a 2-complex that is dual to a given triangulation of a four-manifold,
we obtain the Ooguri model [20] whose SO(4) version we will consider later.
3. For lattice Yang–Mills theory, the transformation relating (3.1) to (3.3) is a strong-weak
or high temperature-low temperature duality transformation [8,9]. This is a consequence
of the fact that the character expansion of the Boltzmann weight has many similarities
to Fourier decomposition and maps a Boltzmann weight with a wide peak to a function
with a narrow peak and conversely.
3.2 The Barrett–Crane intertwiner
The Barrett–Crane model has close similarities to the spin foam model dual to SO(4) lattice
BF -theory. We obtain the Barrett–Crane model starting from the partition function (3.3) if
we restrict the sum over irreducible representations to the balanced representations of SO(4).
Furthermore, we have to replace the Haar intertwiner of (3.3) by a pair of Barrett–Crane
intertwiners.
Following Barrett, Freidel and Krasnov [18, 19], the Barrett–Crane intertwiner can be
written as an integral over S3.
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Definition 3.6. Let V(jℓ,j∗ℓ ) and V(kℓ,k
∗
ℓ
), jℓ, kℓ ∈ 12N0, denote balanced irreducible represen-
tations of SO(4) whose right tensor factor has been dualized. The Barrett–Crane intertwiner
I :
r⊗
ℓ=1
V(jℓ,j∗ℓ )
→
s⊗
ℓ=1
V(kℓ,k∗ℓ )
, (3.6a)
is defined in terms of the matrix elements,
I(m1n1)... ;(p1q1)... :=
∫
S3
H
(j1)
p1q1(x) · · ·H(jr)prqr(x)H(k1)m1n1(x) · · ·H(ks)msns(x) dx, (3.6b)
of the intertwiner
C→
( r⊗
ℓ=1
V ∗(jℓ,j∗ℓ )
)
⊗
( s⊗
ℓ=1
V(kℓ,k∗ℓ )
)
. (3.7)
Here the identification HomSO(4)(U,W ) ∼= HomSO(4)(C, U∗⊗W ) was used as well as the fact
that H
(j)
pq = H
(j∗)
pq and V ∗(j,j∗)
∼= V ∗j ⊗ V ∗j ∗. The index pairs (pℓqℓ) therefore correspond to the
tensor factors V(jℓ,j∗ℓ )
of the domain of I while the (mℓnℓ) belong to the image V(kℓ,k∗ℓ )
.
Lemma 3.7. The map I defined by (3.6) is a morphism of representations of SO(4).
Proof. The action of SO(4) is given by the action of SU(2) × SU(2) in (2.28). If we write
SU(2) ∼= S3 for the range of the integral,
I(m1n1)... ;(p1q1)... :=
∫
SU(2)
t
(j∗1 )
p1q1(g) · · · t(j
∗
r )
prqr
(g)t(k1)m1n1(g) · · · t(ks)msns(g) dg, (3.8)
this action corresponds to SU(2) left-right translation of all function arguments which is an
invariance of the Haar measure of SU(2).
3.3 Definition of the model
The Barrett–Crane model can now be defined by an expression similar to the dual of lattice
gauge theory (Theorem 3.4) in which the Haar intertwiner is replaced by a pair of Barrett–
Crane intertwiners, one associated to each vertex of the given edge. These two Barrett–Crane
intertwiners are ‘independent’ which corresponds to the first version of the model proposed
in [4].
Definition 3.8. Let (V,E, F ) denote a finite 2-complex with cyclic structure, let ŵj ∈ C,
j ∈ 12N0, be a face amplitude and
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
) ∈ C, (3.9)
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j1 j1j2 j2
k1 k1k2 k2
=
(b)
T
I
I
. . . k5
j5. . .j1
k1
j1 . . . j5
k1 . . . k5
(−)
(a)
(+)
I I
j2 j
∗
3 j1 j2
k1 k2 k2k1
j1
j3
=
(c)
Figure 4: (a) Replacing the SO(4) Haar intertwiner by a pair of Barrett–Crane
intertwiners (3.6). The lines labelled j represent balanced irreducible representa-
tions V(j,j∗) of SO(4). (b) Commutativity of the algebra of spherical functions.
(c) Relation of the conjugate spherical function with the dual representation.
jf ∈ 12N0, an edge amplitude. The Barrett–Crane model is defined by the partition function,
Z =
(∏
f∈F
∑
jf∈
1
2
N0
)(∏
f∈F
ŵjf
)(∏
e∈E
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
)
)(∏
f∈F
∏
v∈f0
2jf+1∑
n(f,v)=1
2jf+1∑
m(f,v)=1
)
(3.10)
×
∏
e∈E
I
(+,e)
(n(f,∂+e)m(f,∂+e))...︸ ︷︷ ︸
f∈e+
;(n(f,∂+e)m(f,∂+e))...︸ ︷︷ ︸
f∈e−
· I(−,e)(n(f,∂−e)m(f,∂−e))...︸ ︷︷ ︸
f∈e−
;(n(f,∂−e)m(f,∂−e))...︸ ︷︷ ︸
f∈e+
.
Here I(+,e)... and I
(−,e)
... , e ∈ E, denote the coefficients of the Barrett–Crane intertwiners (3.6),
I(+,e) :
⊗
f∈e−
V(jf ,j∗f )
→
⊗
f∈e+
V(jf ,j∗f )
, (3.11a)
I(−,e) :
⊗
f∈e+
V(jf ,j∗f )
→
⊗
f∈e−
V(jf ,j∗f )
, (3.11b)
where V(j,j∗) = Vj ⊗ V ∗j are balanced irreducible representations of SO(4) whose right factors
have been dualized.
Remark 3.9. 1. The partition function (3.10) can be described in words as follows. The
faces f ∈ F are coloured in all possible ways with representations V(j,j∗) = Vj ⊗ V ∗j , j ∈
1
2N0, of SO(4). There is an amplitude ŵjf for each face and an amplitude A(e)(jf , . . . )
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(c)
j1j2 j2j3j1 j3
k1 k2 k1 k2
I I
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j1 j2
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Figure 5: (a) Trivalent vertices represent the recoupling coefficients of the spherical
functions. (b) Commutativity of the algebra. (c) Linearity of the integral. (d)
The orthogonality relation for spherical functions.
for each edge which can depend on the representations at all faces f ∈ δe. Each edge
e ∈ E is labelled with a pair of Barrett–Crane intertwiners I(+,e) and I(−,e), each
one associated to one vertex, and the vector indices (here pairs (m,n) for Vj ⊗ V ∗j ) are
contracted precisely as in the spin foam model dual to lattice gauge theory (Theorem 3.4
and Figure 3(a)). Figure 4(a) visualizes the replacement of the SO(4) Haar intertwiner
T by the pair of Barrett–Crane intertwiners I. The contraction of the indices in the
Barrett–Crane model is illustrated in Figure 3(b). In this figure, we denote the Barrett–
Crane intertwiners by the full dots, a simplification which we justify below.
2. The face amplitude is usually chosen to be ŵj = dimV(j,j∗) = (2j + 1)
2 while there are
various edge amplitudes proposed in the literature [5, 15–17]. We leave the amplitudes
unspecified here and discuss the question of the convergence of the partition function
later in Section 4.4.
3. For all balanced irreducible representations Vj⊗Vj of SU(2)×SU (2), we have identified
the tensor factor corresponding to the right SU(2) by its dual. Our model still agrees
with the original proposal [4] since the corresponding isomorphism appears in each
representation of SO(4), i.e. in each line in Figure 3(b), together with its inverse in such
a way that they cancel. We have, however, obtained a considerable technical advantage
with this construction as we can now use the spherical functions of Section 2.5 which
agree with the representation functions of SU(2).
3.4 Properties of the Barrett–Crane intertwiner
In this section, we comment on a number of properties of the Barrett–Crane intertwiner (3.6)
and translate some results of [18] into our language. This intertwiner is visualized by the
box diagrams labelled I in Figure 4(a). Each line carries a label j ∈ 12N0 and symbolizes the
representation Vj ⊗ V ∗j of SU(2)×SU (2) if the arrow points down and the dual representation
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TI
(b)
=
j j j
(a)
=
Figure 6: (a) Expressing representations V(j,j∗) = Vj ⊗ V ∗j of SO(4) as a tensor
product of representations of SU(2). The tensor factor corresponding to the right
SU(2) is drawn as a dotted line. (b) The Barrett–Crane intertwiner as an SU(2)
integral (3.13a).
(Vj ⊗ V ∗j )∗ if the arrow points up.
Commutativity of the algebra Calg(S
3) gives rise to rules such as the one depicted in
Figure 4(b). If we use H
(j)
mn = H
(j∗)
mn in the integrand, we obtain rules as in Figure 4(c). The
lines can therefore be freely moved around the diagram, and what matters is only whether
the arrows point towards or away from the box. Therefore, in Figure 3(b), it is sufficient to
draw full dots with incoming or outgoing lines for the Barrett–Crane intertwiners. Note that
each arrow can be reversed if at the same time the representation label j is replaced by its
dual j∗.
We can make use of the fact that Calg(S
3) forms an algebra for which the spherical
functions provide a basis (Corollary 2.8), therefore,
H(j1)m1n1 ·H(j2)m2n2 =
∑
k∈ 1
2
N0
2k+1∑
p,q=1
√
2k + 1
(2j1 + 1)(2j2 + 1)
· c(j1j2;k)m1n1,m2n2;pq ·H(k)pq , (3.12a)
H
(j1)
m1n1 ·H(j2)m2n2 =
∑
k∈ 1
2
N0
2k+1∑
p,q=1
√
2k + 1
(2j1 + 1)(2j2 + 1)
· c(j1j2;k)m1n1,m2n2;pq ·H(k)pq , (3.12b)
for j1, j2 ∈ 12N0 and 1 ≤ mℓ, nℓ ≤ 2jℓ+1, with uniquely determined coefficients c
(j1j2;k)
m1n1,m2n2;pq ∈
C. This is illustrated in Figure 5(a). Rules such as the one depicted in diagram (b) follow from
the commutativity of the algebra. Linearity of the integral implies rules as in diagram (c),
and the orthogonality of spherical functions (2.33) finally leads to diagram (d).
These rules can be used in order to decompose the Barrett–Crane intertwiner into a
tree diagram involving only three-valent vertices [18]. For each line connecting two vertices,
the corresponding indices are contracted, and we sum over all representations of the form
Vj ⊗ V ∗j for each internal edge. Obviously, all possible decompositions into trees evaluate to
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I
I
j1 j1
T
T
= =
T
(2)
(1)
Figure 7: Calculation in order to determine the normalization of the Barrett–
Crane intertwiner (3.6). The Barrett–Crane intertwiner is denoted by the boxes
labelled I while the boxes T represent the SU(2) Haar intertwiner. In the first
step, we have used (3.13a) (Figure 6(b)), and in the second step the projector
property (2.21) of the Haar intertwiner.
the same intertwiner (3.6) [18]. This is the property that was originally required in [4, 27].
We emphasize that we here use the intertwiner in the form involving the spherical functions
H
(j)
mn whose orthogonality relation (2.33) involves a denominator of 2j + 1. The normalized
basis vectors of Calg(S
3) are therefore
√
2j + 1 ·H(j)mn.
Furthermore, we can employ the identification of the S3-integral of spherical functions
with the SU(2)-integral of representation functions (Proposition 2.9) and express the Barrett–
Crane intertwiner as an SU(2) integral,∫
S3
H
(j1)
p1q1(x) · · ·H(jr)prqr(x) ·H(k1)m1n1(x) · · ·H(ks)msns(x) dx
=
∫
SU(2)
t
(j∗1 )
p1q1(g) · · · t(j
∗
r )
prqr
(g) · t(k1)m1n1(g) · · · t(ks)msns(g) dg, (3.13a)
so that we find
I(m1n1)... ;(p1q1)... = Tp1...m1... ;q1...n1..., (3.13b)
where T is the SU(2) Haar intertwiner,
T :
( s⊗
ℓ=1
Vkℓ
)
⊗
( r⊗
ℓ=1
V ∗jℓ
)
→
( s⊗
ℓ=1
Vkℓ
)
⊗
( r⊗
ℓ=1
V ∗jℓ
)
. (3.14)
This relation is shown in Figure 6. In diagram (a), the representations V(j,j∗) ∼= Vj ⊗ V ∗j
of SO(4) are split into their tensor factors as representations of SU(2)×SU(2) where we have
dualized all right factors. Diagram (b) visualizes (3.13).
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Finally, we show that the Barrett–Crane intertwiner of Definition 3.6 agrees with the
unnormalized intertwiner in the terminology of [15]. Therefore we consider the intertwiners
I(1) : C → V(j1,j∗1 ) ⊗ · · · ⊗ V(j4,j∗4 ) and I(2) : V(j1,j∗1 ) ⊗ · · · ⊗ V(j4,j∗4 ) → C for a four-fold tensor
product and compute
2j1+1∑
m1,n1=1
· · ·
2j4+1∑
m4,n4=1
I
(1)
(m1n1)···(m4n4)
· I(2)(m1n1)...(m4n4)
=
∫
SU(2)
χ(j1)(g)χ(j2)(g)χ(j3)(g)χ(j4)(g) dg
= dimHomSU(2)(Vj1 ⊗ Vj2 , Vj3 ⊗ Vj4). (3.15)
This calculation is illustrated in Figure 7. A comparison shows that our Barrett–Crane inter-
twiner agrees with the unnormalized one of [15]. If we wish to use a different normalization
and multiply our intertwiner by a factor, we can always absorb this factor into the edge am-
plitude A(e). We emphasize that the Barrett–Crane intertwiner for given representations is
unique only up to normalization [27], but that the relative weight of different representations
is not determined. We demonstrate in Section 4.4 that the physical properties of the model
are affected by the choice of normalization.
4 Dual variables for the Barrett–Crane model
4.1 The duality transformation
We can employ the integral presentation of the Barrett–Crane intertwiner (3.6) in order to
introduce S3-variables into the Barrett–Crane model. It is possible to derive a transformation
similar to the reversed direction of the duality transformation for lattice gauge theory in order
to promote the new S3-values to the configuration variables of the partition function.
First we make use of the integral presentation of the Barrett–Crane intertwiner,
I
(+,e)
n(f,∂+e)m(f,∂+e)...︸ ︷︷ ︸
f∈e+
;n(f,∂+e)m(f,∂+e)...︸ ︷︷ ︸
f∈e−
· I(−,e)
n(f,∂−e)m(f,∂−e)...︸ ︷︷ ︸
f∈e−
;n(f,∂−e)m(f,∂−e)...︸ ︷︷ ︸
f∈e+
=
∫
SU(2)
t
(jf )
n(f,∂+e)m(f,∂+e)
(g) · · ·︸ ︷︷ ︸
f∈e+
t
(j∗
f
)
n(f,∂+e)m(f,∂+e)
(g) · · ·︸ ︷︷ ︸
f∈e−
dg
×
∫
SU(2)
t
(jf )
n(f,∂−e)m(f,∂−e)
(g) · · ·︸ ︷︷ ︸
f∈e−
t
(j∗
f
)
n(f,∂−e)m(f,∂−e)
(g) · · ·︸ ︷︷ ︸
f∈e+
dg. (4.1)
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We insert this expression into the partition function (3.10) and move all integrals to the left,
Z =
(∏
e∈E
∫
SU(2)
dg(+)e
∫
SU(2)
dg(−)e
)(∏
f∈F
∑
jf∈
1
2
N0
)(∏
f∈F
ŵjf
)(∏
e∈E
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
)
)
×
(∏
f∈F
∏
v∈f0
2jf+1∑
n(f,v)=1
2jf+1∑
m(f,v)=1
)
×
∏
e∈E
[( ∏
f∈e−
t
(jf )
m(f,∂+e)n(f,∂+e)
(g(+)e
−1
) · t(jf )
n(f,∂−e)m(f,∂−e)
(g(−)e )
)
( ∏
f∈e+
t
(jf )
n(f,∂+e)m(f,∂+e)
(g(+)e ) · t(jf )m(f,∂−e)n(f,∂−e)(g
(−)
e
−1
)
)]
. (4.2)
Here we have also employed the antipode (2.8) in order to remove dual representations in
favour of inverse group elements.
Keeping the similarity with lattice gauge theory in mind, we try to factor the integrand
into one contribution for each face. Therefore, we sort the products in the above expression
by face rather than by edge. This step is almost entirely hidden in our notation,
Z =
(∏
e∈E
∫
SU(2)
dg(+)e
∫
SU(2)
dg(−)e
)(∏
f∈F
∑
jf∈
1
2
N0
)(∏
f∈F
ŵjf
)(∏
e∈E
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
)
)
×
(∏
f∈F
∏
v∈f0
2jf+1∑
n(f,v)=1
2jf+1∑
m(f,v)=1
)
×
∏
f∈F
[(∏
e∈f−
t
(jf )
m(f,∂+e)n(f,∂+e)
(g(+)e
−1
) · t(jf )
n(f,∂−e)m(f,∂−e)
(g(−)e )
)
(∏
e∈f+
t
(jf )
n(f,∂+e)m(f,∂+e)
(g(+)e ) · t(jf )m(f,∂−e)n(f,∂−e)(g
(−)
e
−1
)
)]
. (4.3)
The structure of the integrand becomes clearer if we re-introduce the cyclic ordering of edges
in the boundary of each face,
Z =
(∏
e∈E
∫
SU(2)
dg(+)e
∫
SU(2)
dg(−)e
)(∏
f∈F
∑
jf∈
1
2
N0
)(∏
e∈E
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
)
)
×
∏
f∈F
[
ŵjf
∏
v∈f0
2jf+1∑
n(v)=1
2jf+1∑
m(v)=1
N(f)∏
k=1
tm(∂−εk∂kf)n(∂−εk∂kf)(g
(εkf)
∂kf
−1
) · tn(∂εk∂kf)m(∂εk∂kf)(g
(εkf)
∂kf
)
]
. (4.4)
Recall that the cyclic structure of the edges around a face is described by the conditions (2.36).
We notice that in the last product in (4.4), both indices of the second t
(j)
nm of each factor are
contracted with the indices of the first t
(j)
nm of the following factor and so on.
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We therefore shift the factors of the product by a single t
(j)
nm. Now the indices n(v) and
m(v) occur only in a single factor,
Z =
(∏
e∈E
∫
SU(2)
dg(+)e
∫
SU(2)
dg(−)e
)(∏
f∈F
∑
jf∈
1
2
N0
)(∏
e∈E
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
)
)
×
∏
f∈F
[
ŵjf
∏
v∈f0
2jf+1∑
n=1
2jf+1∑
m=1
t
(jf )
nm (g
(+)
v+(f)
) t
(jf )
mn (g
(−)
v−(f)
−1
)
]
, (4.5)
where v+(f) denotes the edge in the boundary of the face f ∈ F for which v = ∂+e, etc.. The
last expression involves just a group character. We arrive at the following result.
Theorem 4.1 (Dual variables). Let (V,E, F ) be a finite 2-complex with cyclic structure,
let ŵj ∈ C, j ∈ 12N0, be a face amplitude and A(e)(jf , . . . ) denote an edge amplitude,
jf ∈ 12N0. The partition function of the Barrett–Crane model (3.10) is equal to the following
expression,
Z =
(∏
e∈E
∫
SU(2)
dg(+)e
∫
SU(2)
dg(−)e
)(∏
f∈F
∑
jf∈
1
2
N0
)(∏
e∈E
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
)
)
×
∏
f∈F
[
ŵjf
∏
v∈f0
χ(jf )(g
(+)
v+(f)
· g(−)
v−(f)
−1
)
]
. (4.6)
If the edge amplitude factors into one contribution for each face attached to the edge,
A(e)(jf , . . .︸ ︷︷ ︸
f∈δe
) =
∏
f∈δe
v̂jf , (4.7)
v̂jf ∈ C, this can be written as
Z =
(∏
e∈E
∫
SU(2)
dg(+)e
∫
SU(2)
dg(−)e
) ∏
f∈F
f(g
(+)
∂1f
, g
(−)
∂1f
, g
(+)
∂2f
, g
(−)
∂2f
, . . . , g
(+)
∂N(f)f
, g
(−)
∂N(f)f
), (4.8a)
where
f(g
(+)
1 , g
(−)
1 , . . . ) =
∑
j∈ 1
2
N0
ŵj v̂
|∂f |
j χ
(j)(g
(+)
2 g
(−)
1
−1
)χ(j)(g
(+)
3 g
(−)
2
−1
) · · ·χ(j)(g(+)1 g(−)k
−1
).
(4.8b)
Remark 4.2. 1. The partition function (4.6) describes a system in Statistical Mechanics
whose variables are pairs of SU(2) values (g
(+)
e , g
(−)
e ) attached to each edge e ∈ E. For
a generic edge amplitude A(e), the Boltzmann weight under the partition sum forms a
non-local expression.
2. If the edge amplitude factorizes into one contribution per face, the Boltzmann weight
factorizes into a product over all faces (4.8a). The factor f(g
(+)
1 , g
(−)
1 , . . . , g
(+)
k , g
(−)
k )
for each face f ∈ F depends on the group elements at all edges in the boundary of
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Figure 8: (a) The tetrahedra sharing a common triangle (‘exploded’ drawing).
The solid polygon denotes the corresponding dual face. A pair of S3-variables
(dots) is associated to each tetrahedron. The interaction term for this triangle
depends on some characters (χ) calculated for each pair of neighbouring tetrahedra
(pairs of solid lines). However, each tetrahedron contributes with different S3-
values (+) or (−) depending on the neighbour. There is therefore some parallel
transport associated to the tetrahedra (dashed lines). (b) The five tetrahedra in
the boundary of a given four-simplex. This diagram visualizes all characters that
are calculated for the weights associated to the various triangles. Each pair of
lines belongs to one of the 10 triangles involved in the four-simplex and coincides
with a pair of lines in diagram (a) when (a) is drawn for that triangle.
f , but only through the characters χ(j)(g
(+)
ℓ+1 · g(−)ℓ
−1
) for each pair of group elements
(g
(+)
ℓ+1, g
(−)
ℓ ) that are associated to neighbouring edges. Although this interaction is
considerably more complicated than just a nearest neighbour interaction, it is still local
in the sense that there is one contribution for each face, and the interaction term for a
given face relies only on data associated to the nearby edges.
3. We discuss the properties of the Boltzmann weight f(g
(+)
1 , g
(−)
1 , . . . ) and the possible
choices for the amplitudes wj and A(e) in Section 4.4.
4. Equation (4.6) is an intermediate step in the transformation in which both types of
variables are present, the old representation numbers and the new group variables.
4.2 Geometric interpretation
In this section, we restrict ourselves to the case in which the interactions are local, i.e. to
the situation in which the edge amplitude factorizes according to (4.7). We consider a 2-
complex (V,E, F ) that is dual to a given triangulation of a four-manifold. For more general
2-complexes dual to a generic cellular decomposition, the interpretation has to be generalized
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accordingly.
Using the identification SU(2) ∼= S3, the partition function (4.8a) suggests the following
geometric interpretation. The variables of the model are the pairs of S3-values associated
to the tetrahedra of the triangulation. An oriented tetrahedron, embedded in R4, spans an
oriented hyperplane which can be parameterized by its (normalized) normal vector, i.e. by a
point in S3 ⊂ R4.
The partition function contains an interaction term f(g
(+)
1 , g
(−)
1 , . . . ) for each triangle.
The interaction depends on the S3-values for all tetrahedra that contain the triangle in their
boundaries. Recall that the characters of SU(2) are given by
χ(j)(g) =
sin((2j + 1)ϕ)
sin(ϕ)
, (4.9)
where ϕ denotes the polar angle on S3 ∼= SU(2). The interaction therefore depends only on
the relative angles between the normal vectors of each pair of neighbouring tetrahedra, the
so-called dihedral angles. Two tetrahedra are neighbours with respect to a given triangle if
they are contained in the boundary of the same 4-simplex (this is the same as saying that on
the dual 2-complex, two neighbouring edges contain a common vertex, but expressed in the
language of the original triangulation).
However, there is the complication that each tetrahedron carries two S3-variables, g
(+)
e
and g
(−)
e . For a given triangle, each of these values is involved in the interaction term: the first
variable, g
(+)
e , in association with one neighbour and the second variable, g
(−)
e , with the other
one, see Figure 8(a). The tetrahedron dual to e therefore contributes with different S3-values
g
(+)
e and g
(−)
e depending on the four-simplex in which the interaction takes place. It is thus
plausible to conjecture that there is some parallel transport associated to the tetrahedra which
contains the information of how g
(−)
e is rotated to g
(+)
e when we transit from one four-simplex
along a tetrahedron to a neighbouring four-simplex. The obvious candidate for the parallel
transport is the transitive SO(4)-action on S3 for which the SO(4) element is, however, only
defined up to an element in the stabilizer of a given point on S3. In Section 4.3, we reconstruct
the SO(4) parallel transport, and our intuition about the ambiguity due to the stabilizer is
shown to be correct.
The weight (4.8b) resembles the character decomposition of a function on SU(2)×SU (2)
where the character decomposition can be understood as a generalization of Fourier expansion.
Because of the geometric picture, the S3-variables have a natural interpretation1 as variables
conjugate to the representations labelling the faces — conjugate in the sense of the quantum
mechanical uncertainty relation.
If we suppose that the partition function can be interpreted as the trace over a suitable
Hilbert space, there are two pictures for the Barrett–Crane model in analogy to position and
momentum basis in Quantum Mechanics: In the original formulation, the partition function
is a sum over all possible quantized areas associated to the triangles where the areas are
determined by the balanced irreducible representation of SO(4) [5,14]. If we are in a quantum
state with definite areas of the triangles, the directions of the tetrahedra in R4 which are
represented by the S3-variables and the corresponding dihedral angles, would be maximally
uncertain.
1This interpretation was suggested by D. Oriti. Further work on the geometric interpretation at the classical
and at the quantum level is in progress [28].
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In addition to this ‘area basis’ we also have a ‘direction basis’ which is given by the dual
partition sum. The dual partition sum is the integral over all possible S3-directions of the
tetrahedra. In a quantum state with definite directions, however, we would expect a maximal
uncertainty of the quantized areas assigned to the triangles.
4.3 The gauge theory picture
We have conjectured above that it is possible to find the parallel transports of an SO(4)
connection which, for each edge e ∈ E, map the first S3-variable g(−)e to the second one
g
(+)
e . This would mean that the Barrett–Crane model has some properties of an SO(4) gauge
theory and therefore enjoys the corresponding local symmetry. A suitable notion of local
SO(4) symmetry is the invariance of the Boltzmann weight under a transformation which
takes an arbitrary SO(4) element for each vertex v ∈ V and transforms each edge variable
(g
(+)
e , g
(−)
e ) depending on the group elements that have been chosen for the two vertices.
Proposition 4.3. Let h : V → SO(4), v 7→ (hv, h˜v) define a generating function. Here
(hv , h˜v) ∈ SU(2) × SU(2) represents a class of SO(4) ∼= (SU (2) × SU(2))/Z2. The Barrett–
Crane model (4.8a) is invariant under the local transformations,
g(+)e 7→ h∂+e · g(+)e · h˜−1∂+e, (4.10a)
g(−)e 7→ h∂−e · g(−)e · h˜−1∂−e. (4.10b)
By Proposition 2.7, this transformation involves the action of SO(4) on S3 for each of the
S3-variables at the given edge.
Proof. For a given face f ∈ F and a vertex v ∈ f0, the transformation reads
g
(+)
v+(f)
7→ hv · g(+)v+(f) · h˜
−1
v , (4.11a)
g
(−)
v−(f)
7→ hv · g(−)v−(f) · h˜
−1
v , (4.11b)
so that χ(j)(g
(+)
v+(f)
· g(−)
v−(f)
−1
) is invariant.
It is now possible to reconstruct SO(4) parallel transports from the pairs of S3-values.
Therefore we recall that the action of SO(4) on S3 given in Proposition 2.7 is transitive, i.e.
for two points g1, g2 ∈ S3, there exists a (g1, g2) ∈ SO(4) such that
(g1, g2) ∗ g2 = g1. (4.12a)
Of course, we cannot see elements in the stabilizer of g2. Therefore for any h ∈ SO(3), the
action is,
((g1, g2) · ıg2(h)) ∗ g2 = ((g1, g2) · (g2hg−12 , h)) ∗ g2 = g1. (4.12b)
We wish to start with an SO(4) gauge theory and then impose the condition that elements
from these stabilizers are irrelevant. In other words, we wish to describe an SO(4) gauge
theory of which only the action of the parallel transport on S3 is physically relevant.
Technically, the key idea is to consider a representation function of SO(4) whose argument
is the SO(4) element (g1, g2) and to average over the stabilizer as parameterized in (4.12b).
The result of the averaging is indeed a product of two spherical functions on S3 ∼= SU(2)
with arguments g2 and g1, respectively.
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Lemma 4.4. Let t
(jj′∗)
mn,pq ∈ Calg(SO(4)) and (g1, g2) ∈ SO(4). Then∫
SO(3)
t(jj
′∗)
mn,pq((g1, g2) · ıg2(h)) dh =
δjj′
2j + 1
t(j)mn(g1) · t(j
∗)
pq (g2). (4.13)
Remark 4.5. 1. If we integrate (4.13) over SO(4), the right hand side of this equation
factorizes into two SU(2) ∼= S3 integrals.
2. The above lemma crucially makes use of the special relations among S3, SU(2) and
SO(4). In particular, in higher dimensional generalizations [19,29], we would still have
SO(N + 1)/SO(N) ∼= SN , but the right hand side of (4.13) would no longer factorize.
3. The averaging over the stabilizer automatically singles out the balanced irreducible
representations of SO(4) for which j = j′.
4. The map
Calg(SO(4))→ Calg(SO(4)), t(jj′
∗)
mn,pq(g1, g2) 7→
∫
SO(3)
t(jj
′∗)
mn,pq((g1, g2) · ıg2(h)) dh, (4.14)
is a projector.
5. In Lemma 4.4, we can replace SO(4) by Spin(4) ∼= SU(2) × SU(2) in which case the
stabilizer is SU(2). The lemma is still satisfied. In particular, each balanced irreducible
representation of Spin(4) is also a representation of SO(4).
Lemma 4.4 suggests that it should be possible to start with an SO(4) lattice gauge theory
and then to apply the averaging over the stabilizer in order to restrict the partition function
to the balanced irreducible representations and at the same time split the SO(4) integral
of the Haar intertwiner into the pair of independent S3-integrals in the definition of the
Barrett–Crane intertwiner.
In the remainder of this section, we prove that the Barrett–Crane model is indeed obtained
from lattice SO(4) BF -theory by applying Lemma 4.4 in a suitable manner to the integrand
of the partition function. We therefore confirm that the Barrett–Crane model agrees with
SO(4) BF -theory subject to constraints [30] whose form we derive at the quantum level.
We wish to apply the averaging procedure of Lemma 4.4 to the SO(4) Haar inter-
twiner (2.18b) in order to obtain the Barrett–Crane intertwiner (3.6b) together with the
balancing (simplicity) condition j = j′. Obviously, we need one averaging per edge and per
face attached to that edge, namely one averaging for each representation function in the Haar
intertwiner.
We therefore introduce the exploded configurations of lattice gauge theory which provide
several copies of each edge variable so that we have separate variables attaining the same
value for all faces attached to a given edge.
Definition 4.6. Let (V,E, F ) be a finite 2-complex with cyclic structure.
1. We define the explosion map
X : SO(4)E 7→ SO(4)E×F , {ge}e∈E 7→ {g(e,f)}(e,f)∈E×F , (4.15)
so that g(e,f) = ge. The elements of the set SO(4)
E×F are called the exploded configu-
rations.
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2. The simplicity constraint,
P : Calg(SO(4)
E×F )→ Calg(SO(4)E×F ), (4.16a)
is defined by specifying its image on a basis of the tensor product Calg(SO(4)
E×F ) ∼=⊗
(e,f)∈E×F Calg(SO(4)), namely for each (e, f) ∈ E × F ,
t(jj
′∗)
mn,pq(g
(+)
(e,f), g
(−)
(e,f)) 7→ v̂j (2j + 1)
∫
SU(2)
t(jj
′∗)
mn,pq
(
(g
(+)
(e,f), g
(−)
(e,f)) · ıg(−)
(e,f)
(h)
)
dh
= v̂jδjj′ t
(j)
mn(g
(+)
(e,f)) · t(j
∗)
pq (g
(−)
(e,f)). (4.16b)
3. Given any local Boltzmann weight w : SO(4) → R, the exploded Boltzmann weight
W˜ : SO(4)E×F → R, is defined as,
W˜ ({g(e,f)}(e,f)∈E×F ) :=
∏
f∈F
w(gε1f(∂1f,f)g
ε2f
(∂2f,f)
· · · gεN(f)f(∂N(f)f,f)). (4.17)
We have absorbed the edge amplitude in its factorized form (4.7) into the definition of
the simplicity constraint (4.16).
The partition function of SO(4) lattice gauge theory can, of course, be written in terms
of the exploded configurations.
Proposition 4.7. Let (V,E, F ) be a finite 2-complex with cyclic structure. The partition
function of SO(4) lattice gauge theory on (V,E, F ) with Boltzmann weight w : SO(4) → R
is equal to
Z =
(∏
e∈E
∫
SO(4)
dge
)
(W˜ ◦X)({ge}e∈E). (4.18)
We can now state our theorem about the reformulation of the Barrett–Crane model as an
SO(4) lattice gauge theory that is subject to the simplicity constraint.
Theorem 4.8 (Gauge theory picture). Let (V,E, F ) be a finite 2-complex with cyclic
structure. The partition function of SO(4) lattice gauge theory on the exploded configura-
tions, subject to the simplicity constraint (4.16),
Z =
(∏
e∈E
∫
SO(4)
dge
)
(P (W˜ ) ◦X)({ge}e∈E), (4.19)
agrees with the Barrett–Crane model (3.10) for face amplitudes,
ŵj =
∫
SO(4)
χ(j,j
∗)(g)w(g) dg, (4.20)
that are the coefficients of the SO(4) character expansion of the Boltzmann weight for the
balanced irreducible representations. The edge amplitudes are of the factorized form (4.7).
In particular, for SO(4) lattice BF -theory, i.e. w(g) = δ(g), we obtain the Barrett–Crane
model with ŵj = (2j + 1)
2. For edge amplitudes (4.7) with coefficients v̂j = 1/(2j + 1), the
simplicity constraint forms a projector.
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Proof. First we consider the Boltzmann weight W˜ on the exploded configurations and carry
out the duality transformation for lattice gauge theory until the analogue of (3.3) for the
exploded configurations has been reached. We move all integrals from the Haar intertwiners
to the left of the expression and obtain the following integrand,
W˜ ({g(e,f)}(e,f)∈E×F ) =
(∏
f∈F
∑
jf ,j
′
f
∈ 1
2
N0
jf+j
′
f
∈N0
)(∏
f∈F
ŵ(jf j′f
∗)
)(∏
f∈F
∏
v∈f0
2jf+1∑
n(f,v)=1
2j′
f
+1∑
m(f,v)=1
)
×
∏
e∈E
( ∏
f∈e+
t
(jf j
′
f
∗)
n(f,∂+e)m(f,∂+e),n(f,∂−e)m(f,∂−e)
(g(e,f))
×
∏
f∈e−
t
(j∗
f
j′
f
)
n(f,∂+e)m(f,∂+e),n(f,∂−e)m(f,∂−e)
(g(e,f))
)
. (4.21)
Applying the simplicity constraint (4.16), we find
(P (W˜ ))({g(e,f)}(e,f)∈E×F )
=
(∏
f∈F
∑
jf∈
1
2
N0
)(∏
f∈F
ŵ(jf j∗f )
)(∏
e∈E
∏
f∈δe
v̂jf
)(∏
f∈F
∏
v∈f0
2jf+1∑
n(f,v)=1
2jf+1∑
m(f,v)=1
)
×
∏
e∈E
( ∏
f∈e+
t
(jf )
n(f,∂+e)m(f,∂+e)
(g
(+)
(e,f))t
(jf )
n(f,∂−e)m(f,∂−e)
(g
(−)
(e,f))
∏
f∈e−
t
(jf )
n(f,∂+e)m(f,∂+e)
(g
(+)
(e,f))t
(jf )
n(f,∂−e)m(f,∂−e)
(g
(−)
(e,f))
)
, (4.22)
where we write g(e,f) = (g
(+)
(e,f), g
(−)
(e,f)) for the SO(4) variables of the exploded configurations.
Setting g(e,f) = ge, we can integrate over SO(4) for each edge and obtain two independent
SU(2) integrals over g
(+)
e and g
(−)
e per edge. The result agrees with (4.2).
Remark 4.9. 1. In a similar way, we could implement more general edge amplitudes into
the simplicity constraint even if they do not factorize. However, the condition that the
simplicity constraint forms a projector, singles out a particular edge amplitude. In this
case the amplitude factorizes (equation (4.7)), and v̂j = 1/(2j + 1).
2. In the entire discussion, we can replace SO(4) by Spin(4) ∼= SU(2)× SU(2) and at the
same time SO(3) by SU(2). Passing to the covering does not change any result.
3. The Boltzmann weight (4.8b) in the dual formulation of the Barrett–Crane model is
obtained from the Boltzmann weight of lattice gauge theory by applying the simplicity
constraint. This means in particular that
f(g
(+)
1 , g
(−)
1 , g
(+)
2 , g
(−)
2 , . . . , g
(+)
k , g
(−)
k ) (4.23)
=
∫
SO(3)×···×SO(3)
w
(
(g
(+)
1 , g
(−)
1 ) · ıg(−)1 (h1) · · · (g
(+)
k , g
(−)
k ) · ıg(−)
k
(hk)
)
dh1 · · · dhk,
where (g
(+)
j , g
(−)
j ) ∈ SU(2) × SU(2) denote representatives in SO(4) ∼= (SU(2) ×
SU(2))/Z2.
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It is no coincidence that the derivation of the group theory picture in the present section
closely resembles the reversed direction of the construction of Oriti and Williams [17]. Our
result which was motivated by the idea that there is an SO(4) parallel transport associated to
the tetrahedra (dual edges), turns out to agree with a ‘trivial gluing’ in [17]. In [17], a certain
prescription for the gluing of four-simplices is employed in order to extend the geometrical
constraints on a single four-simplex [4] to the entire triangulation. Different ways of imposing
the constraints in the gluing procedure would give rise to different edge amplitudes [28]. In
our formulation, the edge amplitude v̂j in (4.16) looks a bit artificial. For our choice of the
constraint, only one amplitude seems to be natural, namely the case in which P is a projector.
In order to implement the constraints differently in the gluing procedure, one would have to
change the constraint P and perhaps also the combinatorics of the explosion map and would
then recover a preferred edge amplitude from the requirement that P forms a projector.
The results of [17] demonstrate that there exist alternative constraint maps P that have a
particular geometric interpretation and that give rise to different edge amplitudes. Further
work on these matters is in progress [28].
4.4 Regularizing the Boltzmann weight
The reformulation of the Barrett–Crane model in terms of continuous variables presented
in Theorem 4.1, offers a framework in which one can study the ground state of the model
and small fluctuations around it, and which is also well suited for numerical studies. In this
section, we sketch some central ideas and also comment on the question of which amplitudes
ŵj and A(e) are admissible in the partition function (3.10).
The amplitudes ŵj and A(e) are not fixed from geometric considerations [4]. The simplest
choice is,
ŵj = dimVj ⊗ V ∗j = (2j + 1)2, A(e) = 1. (4.24)
In this case the Boltzmann weight (4.8b) behaves similarly to a δ-function whose arguments
are the products g
(+)
ℓ+1 · g(−)ℓ
−1
. If the two S3-values of each pair agree, the weight (4.8b)
diverges because limϕ→0 χ
(j)(ϕ) = 2j +1. On the other hand, a simple numerical calculation
suggests that the weight is very small (i.e. grows with j only much more slowly than the peak
at ϕ = 0) whenever there is a pair of S3-variables whose values do not agree.
In order to obtain a first intuition, consider Figure 8 and assume that the Boltzmann
weight vanishes whenever two S3-variables (dots) that form a pair in one of the characters
(pair of solid lines) are not aligned. According to the structure of double lines in Figure 8(b),
there exists a vanishing weight unless all five S3-values agree. The four-simplices would
therefore be rigid, and the hyperplanes of all five tetrahedra in the boundary of a given four-
simplex would have to be aligned. This is geometrically a very degenerate configuration in
which the four-simplex has zero four-volume. In addition, there is no relation between the
S3-values assigned to different four-simplices. If we transit from one four-simplex along a
tetrahedron to a neighbouring four-simplex and imagine that the change in S3-value is given
by a parallel transport along the (edge dual to the) tetrahedron, then there is no restriction
on that parallel transport.
However, these arguments are not quite correct because we did not precisely quantify the
value of the total Boltzmann weight if we multiply very large (if ϕ = 0) and very small (if
some other ϕ 6= 0) numbers. We therefore have to regularize the weight function. This can
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be done, for example, by a non-trivial edge amplitude A(e) or by introducing a one parameter
family of functions that tends to the degenerate face amplitude in a suitable ‘limit’. Obvious
choices of amplitudes are the following.
Lemma 4.10. Let ŵj ∈ C denote the face amplitudes, let v̂j ∈ C define the factorized edge
amplitude (4.7), and
fk(ϕ0, . . . , ϕk) =
∑
j∈ 1
2
N0
ŵj v̂
k
j
k∏
ℓ=1
sin((2j + 1)ϕℓ)
sin(ϕℓ)
(4.25)
denote the Boltzmann weight (4.8b) for a k-gon, expressed in terms of the dihedral angles
ϕℓ ∈ [−π, π) on S3.
1. For ŵj = (2j + 1)
2 and v̂j = 1 or v̂j = 1/(2j + 1), the series does not converge if all
ϕj = 0.
2. If ŵj = (2j + 1)
2 and v̂j = 1/(2j + 1)
2, then fk, k ≥ 2, converges pointwise for all ϕℓ
because the characters are bounded, | sin(nϕ)/ sin(ϕ)| ≤ n for all ϕ.
3. If ŵj = (2j + 1)
2 exp(− j(j+1)
β
) and v̂j = 1 or v̂j = 1/(2j+1), then fk converges pointwise
for all ϕℓ and any β > 0.
Furthermore, a simple numerical calculation suggests that fk is strictly positive only in
case (3) provided that v̂j = 1/(2j + 1), and that in the cases (2) and (3), the function fk has
a unique maximum when all ϕℓ = 0. Both choices (2) and (3) yield a non-trivial shape of
the function fk. Therefore the four-simplices will be not exactly rigid and degenerate, and
there will be a non-trivial interaction between the four-simplices mediated by the Boltzmann
weights for each triangle.
In order to obtain a well-defined partition function (4.8a), it is sufficient that the integrand
is an L2 function of the SU(2)-variables. However, for numerical studies and also for an
intuitive understanding, it is useful to have a pointwise convergent series (4.25) so that we
can always compare the function values for different angles ϕj .
If we insist on a strictly positive and regular Boltzmann weight function and on the
projector property of the simplicity constraint, choice (3) with v̂j = 1/(2j + 1) for which the
ŵj are given by the character expansion coefficients (4.20) of the SO(4) heat kernel action
(for one of the Casimir operators) [25, 26], deserves to be studied in greater detail. In this
case, there exists a limit β → ∞ in which the Boltzmann weight tends to the degenerate
weight ŵj = (2j + 1)
2 of the Barrett–Crane model.
Choice (3) therefore defines a generalized Barrett–Crane model with a bare ‘inverse tem-
perature’ β = 1/g20 or with a bare ‘coupling constant’ g0. This regularized model provides
a framework in which one could study the classical ground state, i.e. the configuration of
maximal probability, and small fluctuations around it. The Boltzmann weight (4.8b) has a
non-trivial shape, and it makes sense to ask the question of whether the interaction terms for
the triangles can be responsible for long range correlations. A perturbative analysis would
correspond to an asymptotic expansion around β →∞ which is precisely the interesting case.
In the model with generic β, the configurations of the spin foam formulation of the Barrett–
Crane model correspond to the coefficients of the strong coupling expansion, i.e. of an ex-
pansion for small β, similarly to the situation in lattice gauge theory [8, 9]. At strong bare
coupling, the configurations for small representations dominate.
30 5 CONCLUSION
At this point, some warnings are appropriate. The reformulation of the Barrett–Crane
model (4.8a) might exhibit significant non-perturbative effects. For all choices of amplitudes
ŵj and v̂j discussed above, the classical ground state, i.e. the state of maximal probability, is
the configuration in which all tetrahedra of a given four-simplex are aligned. This configura-
tion is geometrically degenerate and spans only a zero four-volume, so that one would need
quantum effects in order to regularize the degeneracy and to provide a proper four-volume.
This in turn means that the typical configurations one would find in the path integral, are
‘far away’ from the classical ground state. Confinement in pure SU(3) gauge theory is a
famous example for such a non-classical behaviour. In this case, perturbation theory cannot
be expected to describe the quantum system correctly because it is an expansion around the
wrong vacuum.
The new parameter β and maybe the freedom to choose different edge amplitudes, also
raise the question of whether and how we have to renormalize the model. From the above
considerations, one might conjecture that the Barrett–Crane model had to be renormalized
along the lines of lattice gauge theory.
The choice of a triangulation or of a dual 2-complex for a given smooth manifold would
correspond to a choice of coordinates, and the triangulation had to be ‘fine’ enough, i.e. had to
contain sufficiently many simplices, for the aspects we wish to study. An interesting question
is certainly whether there exist long range correlations which would arise from local degrees of
freedom of the model and correspond in some sense to the Euclidean analogue of the graviton.
Long range is here referred to in a combinatorial sense, i.e. variables that are separated by
many simplices should still be correlated. Provided that such long range effective degrees of
freedom exist, several scenarios are conceivable.
First, we might have to tune or fine-tune β or the edge amplitude in order to obtain an
infinite or at least a very large correlation length. Alternatively the model could be, at least
for some range of parameters, in a Coulomb like phase and exhibit correlations that decay
with the reciprocal distance (again in the combinatorial sense). This would provide a scenario
in which there are always long range correlations and which is largely insensitive to the choice
of parameters.
After one has finally understood the spectrum of correlation lengths of the model in a
combinatorial sense of ‘length’, one would have to reconstruct metric information from the
data provided by the model so that, say in a suitable ‘classical’ limit, the combinatorial
correlations could be interpreted as correlation functions with respect to a metric distance.
It is an interesting question how a fundamental length scale might arise in such an approach.
Finally, we mention that two versions of the Barrett–Crane model, [15] with normalized
intertwiner, and [16, 17], have edge amplitudes that do not factorize. In this case, the dual
model (4.6) has a non-local Boltzmann weight, and the classical ground state is no longer
obvious and might even have better properties. This is a second possibility, besides quantum
effects, how one could avoid the degenerate ground state. A more detailed study of the
possible edge amplitudes of the dual model is in preparation.
5 Conclusion
We have presented a reformulation of the Euclidean Barrett–Crane model in terms of dual
S3-variables. The new variables have a geometric interpretation and can be understood as
variables conjugate to the quantized areas.
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The fact that the dual model can be phrased in terms of continuous variables, prepares
the ground for the application of a variety of analytical and numerical techniques. Interesting
are in particular the question of how the degenerate classical ground state can be regularized,
maybe by quantum effects, maybe by a non-local Boltzmann weight for the dual model
or maybe only if we introduce a cosmological constant or couple gravity to matter. Also
important is the question of which correlations are relevant in the dual model.
The possible choices of edge amplitudes and regularization parameters β raise the question
of whether and how one has to renormalize the theory. On the one hand, the model is not
immediately triangulation independent, so that some refinement or sum over triangulations
will be necessary. On the other hand, the result (however this will be achieved) is expected
to be background independent. This requires an entirely new interpretation of the renor-
malization procedure as opposed to what is familiar from the context of lattice gauge theory
and Statistical Mechanics. We are confident that the reformulation presented here offers a
framework in which these questions can be approached.
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