Abstract-Bayesian optimization is proposed for automatic learning of optimal controller parameters from experimental data. A probabilistic description (a Gaussian process) is used to model the unknown function from controller parameters to a user-defined cost. The probabilistic model is updated with data, which is obtained by testing a set of parameters on the physical system and evaluating the cost. In order to learn fast, the Bayesian optimization algorithm selects the next parameters to evaluate in a systematic way, for example, by maximizing information gain about the optimum. The algorithm thus iteratively finds the globally optimal parameters with only few experiments. Taking throttle valve control as a representative industrial control example, the proposed auto-tuning method is shown to outperform manual calibration: it consistently achieves better performance with a low number of experiments. The proposed auto-tuning framework is flexible and can handle different control structures and objectives.
I. INTRODUCTION
The need for tuning of controller parameters is ubiquitous in industry. Virtually every controller involves a number of parameters whose proper choice is critical for performance. However, the process of finding good parameters is often expensive, for example, consuming significant time from the operator or engineer. Because tuning controllers manually is tedious and involved, controllers often operate at low performance or not at all (see [1] and references therein). The strong need for automatic controller tuning algorithms is thus apparent.
An ideal auto-tuner combines the following characteristics: it is versatile (i.e., applies to various control structures), globally optimal (finds the best controller), and data efficient (requires little experimental time on the plant). Most existing methods meet some, but not all of these objectives. Classical automatic tuning methods [2] , [3] target simple, typically single-loop controller structures such as PID control. While optimization-based techniques such as gradient-based approaches (e.g., [4] , [5] and references therein) or evolutionary search [6] are applicable to general controller tuning problems in principle, they yield only local optimality in the This work was supported in part by IAV GmbH, the Max Planck Society, and the Cyber Valley initiative.
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In this article, we propose Bayesian optimization (BO) for automatic controller tuning (see Fig. 1 ) and develop a framework for automatic learning of controller parameters that combines the above desiderata. With this framework, an optimal controller is obtained from only few experiments and without the need for a process model. BO employs a probabilistic description (typically, a Gaussian process [7] ) of the underlying unknown objective function, i.e., the map of control parameters to the user-specified control objective. The Bayesian treatment allows for a principled combination of prior problem knowledge with experimental data. The probabilistic description of the objective function captures, in each iteration, the current information about the tuning problem gathered from previous evaluations and prior knowledge. This information is used to select the next experiment in a systematic way, for example, to maximize the information gain from each experiment in order to find the optimal controller with few evaluations. Even though some key ideas date back to the 50s and 60s [8] , [9] , BO has only recently gained a lot of popularity in the machine learning community empowered by today's computational power and novel efficient algorithms (see [10] for a recent overview).
We demonstrate the capability of BO for automatic and data-efficient tuning on a typical industrial controller. We consider control of a throttle valve using active disturbance rejection control (ADRC) [11] as the control structure. Throttle valve control is a relevant problem in automotive industry since good controller parameters are crucial for performance Accepted final version. To appear in IEEE Transactions on Control Systems Technology. c 2018 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works. and safety, and those need to be tuned for each application. ADRC is a favorable controller structure in practice, because it is often intuitive and straightforward to tune for a human. Nonetheless, we show herein that BO outperforms human controller tuning: BO achieves on par or better performance than hand tuning with only around ten experimental evaluations.
Contributions: In detail, this article makes the following main contributions: 1) Proposal of Bayesian optimization for automatic tuning of controller parameters; 2) Development of a controller learning framework, which combines BO with ADRC and thus achieves an effective balance between exploiting prior structural knowledge (esp. dynamic system order) and learning from data; 3) Experimental demonstration of superior learning results (compared to hand tuning) with an extremely low number of samples; and 4) Evaluation of the proposed learning approach under different types of control objectives (e.g., response speed, robustness). In view of 1) and 2): Even though we apply two different BO algorithms and cost functionals in our experiments to demonstrate the adequacy of the proposed tuning method, it is not our goal to systematically compare different BO algorithms against each other. Rather, we deliberately choose dissimilar algorithms (cf. Sec. III-C and Sec. III-D) and functionals (Sec. VI-A) to empirically strengthen the claims in 1) and 2). The comparison of different BO algorithms is an active research topic (e.g., [12] , [13] ) and beyond the scope of this article.
Related work: First algorithms for automatic controller tuning appeared in the 70s and 80s with the advent and success of computer-based control in industry [3] . Classical tuning methods mainly focus on step-response analysis or relay tuning; see [2] , [3] for overviews. While these methods aim at simple computational schemes, today's computer technology allows for considering powerful machine learning methods for controller tuning. BO falls into this category.
The problem of controller tuning is intimately connected to that of reinforcement learning (RL) [14] , [15] . In the RL context, the problem herein can be characterized as episodic policy search with a continuous state-action space and a known reward (or cost) function.
In both automatic tuning and RL, one distinguishes direct (model-free) and indirect (model-based) methods [2] , [14] . While in direct methods, controller parameters are directly adjusted from closed-loop data, indirect methods first build a dynamical model from data, which then serves as the basis for obtaining controller parameters. While model-based methods can be beneficial, e.g., in terms of data-efficiency, they strongly rely on the learned model accurately capturing the true dynamics, which by itself is a challenging problem [16] . The method herein is direct, thus sidestepping the potential difficulties of model learning. Notwithstanding, we do include relevant dynamics parameters (poles of an approximate linear model) in the parametric tuning procedure, which facilitates the learning process. Recent methods on indirect tuning [16] - [19] leverage the same probabilistic learning framework (GPs) as the one used herein. Whereas these methods train a GP dynamics model from data, we use a GP to capture the underlying objective function.
BO for controller learning has recently also been suggested in [12] , [20] , [21] , which include successful demonstrations in laboratory experiments. A discrete event controller is optimized for a walking robot in [12] , and state-feedback controllers are tuned in [20] for a quadrotor and in [21] for a humanoid robot balancing a pole. Herein, we present results of applying BO for a typical control problem in the automotive industry (throttle valve control) and consider two types of control objectives, different from those in [12] , [20] , [21] . The proposed controller learning framework, which combines BO with ADRC, is different from the controllers in the mentioned references.
An alternative for direct controller tuning is virtual reference feedback tuning (VRFT), which aims at obtaining controller parameters from just one experiment. VRFT was originally developed for linear systems [22] with extensions to nonlinear single-input-single-output systems in [23] . This approach is based on specifying the control objective by means of a reference model. In contrast, the approach herein can handle general control objectives, and the consideration of multiinput-multi-output systems makes no difference. Other alternatives for direct tuning include gradient-based approaches [4] , [5] , which rely on differentiability assumptions not needed here. Unlike most tuning methods from the field of adaptive control, BO tuning does also not require a convex parametrization. Evolutionary search [6] does not rely on differentiability and convexity assumptions either, but usually requires an impractically large number of evaluations.
Auto-tuning for throttle valve control is also considered in [24] - [26] , for example. In [24] , a tuning routine dedicated to throttle valve control is developed, which is based on a special identification procedure of relevant process parameters. Direct tuning of a fuzzy-PID controller via an evolutionary search algorithm is proposed in [25] . Bischoff et al. [26] consider auto-tuning of throttle valve control via stochastic learning techniques similar to those herein. They apply the indirect/model-based method [17] , which employs GPs for learning dynamics models.
II. LEARNING CONTROL PROBLEM
We consider an uncertain nonlinear dynamic systeṁ
where x(t) ∈ R n is the state, u(t) ∈ R nu the control input, y(t) ∈ R ny the measured output, and d(t) ∈ R n d represents some general disturbance (e.g., process disturbance, sensor noise). In the general learning control problem, f , h, x, and d are unknown. In the throttle valve example (Sec. IV), we exploit some structural knowledge about f and h, while the complete dynamics remain unknown.
We seek an output-feedback controller to track a reference r(t) ∈ R nr with the system output y(t); that is,
where the controller π can itself have internal states. The controller is parametrized by θ from some compact domain D ⊂ R N . Given a controller structure π, we seek parameters θ min that optimize a given control objective such as minimizing overshoot, a quadratic cost, or maximizing a robustness measure. Generically, the control objective can be expressed as a cost functional L of input u, output y, and reference r, for example, a quadratic cost
with the Euclidean norm · . Other examples are discussed in Sec. VI. For a given set of parameters θ, the closed-loop response is determined through (1), (2) , and (3). The definition of a cost functional L thus fixes the function J that maps parameters θ to cost values,
We can then state tuning of the controller (3) as an optimization problem: find parameters θ min ∈ D such that
Existence of a minimum θ min is assumed, although, in general, there may be more than one solution. While the functional L is obviously known (it is specified by the designer), the function (5) is not, because the dynamic system (1) and (2) is unknown. We can sample J by performing an experiment on the system and evaluating L from data u, y, and r recorded over a suitable horizon. However, this sampling procedure is typically expensive (e.g., involving monetary cost, operator time, or causing system wear and tear), which permits only few experiments and makes the optimization (6) challenging. What is more, the samples of J are typically uncertain, for example, because of noisy sensor data. In addition, the objective function is generally nonconvex and no gradients are readily available, even in the case where J is differentiable. We thus need an optimization algorithm capable of dealing with these challenges.
III. DATA-EFFICIENT BAYESIAN OPTIMIZATION
Bayesian optimization (BO) denotes a class of algorithms for black-box global optimization problems in which data collection is expensive [9] and thus, only few evaluations are possible. To deal with scarce data, BO (i) assumes a probabilistic prior about the objective function and (ii) chooses wisely the next combination of parameters to try on the system according to a pre-established acquisition function.
In this section, we first introduce Gaussian processes, a probabilistic framework that allows for non-parametric regression (function approximation) on the unknown objective function. Second, we briefly introduce BO, and how it can be applied to the learning control problem presented in Sec. II. Finally, we focus on two specific BO algorithms: Entropy search [27] , and expected improvement [28] .
A. Gaussian Processes (GPs)
In this part, we give a brief introduction of GPs. Readers interested in a detailed explanation are referred to [7] .
We use GPs to model the unknown cost function (5) and to make probabilistic predictions about the cost function values at unobserved locations θ. A GP over J is then defined as a collection of random variables J(θ), any finite number of which have a joint Gaussian distribution. GPs are considered a non-parametric probabilistic regression tool since no assumption is made on the parametric structure of J.
For a closed-loop experiment in (1) and (2), with controller parameters θ i , we model noisy observations of (5) aŝ
with ε i ∼ N (0, σ 2 n ). Prior knowledge about J can be included in the Gaussian process regression model through a prior mean function m : D → R, and a covariance function k :
defines the covariance between two stochastic function values J(θ) and J(θ ). The covariance function k, which is also called kernel, encodes prior assumptions, e.g., about smoothness and rate of change of J.
We can predict the performance of a closed-loop experiment with controller parameters θ, by computing its mean µ(θ) and variance σ 2 (θ) conditioned on a set of N past observations
where z and k(θ) are column vectors with entries
n , i, j ∈ {1, . . . , N }, and δ ij is the Kronecker delta.
The covariance function k depends on a set of parameters, e.g., lengthscales and prior signal variance, which can be chosen to determine the shape of the functions that k encodes. These, combined with the variance of the evaluation noise σ 2 n , are typically called hyperparameters of the GP. Alternative to specifying fixed hyperparameters, they can be estimated from data via marginal likelihood maximization [7] . Also, hyperparameter treatment has been addressed in [29] and [30] , where the acquisition function is marginalized over hyperparameters using Markov Chain Monte Carlo methods. Fig. 2 exemplifies a Gaussian process in a one dimensional regression problem, before observing any data. The prior mean function m is assumed to be zero. The colored surface represents the prior signal variance as two standard deviations. After observing five data points, we can compute the Gaussian posterior, as shown in Fig. 3 .
B. Bayesian optimization (BO)
BO uses the GP model of the objective function to systematically select next function evaluations in order to find the global minimum efficiently. Next, we discuss the main steps taken by a Bayesian optimizer at each iteration. The acquisition function α : D → R takes into account the posterior after observations (Fig. 3) to suggest a location to acquire a new data point. That is, the next parameters θ next are selected by maximizing the acquisition function as
While querying the objective function J requires an expensive physical experiment, querying α involves executing an algorithm, usually computationally cheap. Thus, the problem (10) can be solved using gradient-free or gradient-based optimization methods that require many function queries. Fig. 4 (bottom) shows the acquisition function computed using the posterior GP model conditioned on the observed data. The next parameters θ next , selected at the maximum of α, are used to perform a new experiment. Its outcome is then used to update the GP model, and to recompute α in the next iteration. This procedure is repeated until a suitable stopping criterion is satisfied. In our experiments, we terminate the search after a fixed number of evaluations. What differentiates one BO algorithm from the other is the nature of the acquisition function. One of the most widely used is expected improvement (EI) [28] , which selects θ next in order to improve over the solution found so far. A more recent algorithm is entropy search (ES) [27] , which chooses θ next as the most informative location about the global minimum. Other popular BO algorithms include probability of improvement (PI) [31] and upper confidence bound (GP-UCB) [32] , which are discussed and compared in [10] . Whereas the tuning problem (6) is agnostic to the selected BO method, its outcome (e.g., incurred number of experiments) may differ from one another. Since the aforementioned methods are stochastic optimizers, the repeatability of their final outcome is affected by a number of aspects. For instance, ES requires internal numerical approximations that are realized by sampling from distributions, which can influence the decisions made at each iteration, and thus, its outcome. In addition, the data itself is affected by noise, which obviously impacts the GP posterior (and thus BO decision), as well as the outcome of hyperparameter optimization (both, if done in advance or online).
However, despite these sources of randomness, BO is able to quantify uncertainty and thus systematically address controller tuning in this stochastic setting. We are interested in these methods as tools to improve hand tuning of controllers (with less experimental effort), which will face stochasticity in the data likewise, and may be considered even less repeatable when comparing across different engineers.
In this work, the controller parameters are learned using the ES and EI methods, which are briefly introduced next. Readers interested in details are referred to [27] and [28] respectively.
C. Expected improvement (EI)
This criterion seeks next evaluations where we expect the objective function to improve most over the lowest cost function value η collected so far. The acquisition function is defined as α(θ) = E [max (0, η − J(θ))], which can be analytically solved [28] as
where Φ is the standard Gaussian cumulative density function, φ is the standard Gaussian probability density function, and z(θ) = (η − µ(θ))/σ(θ), with µ(θ) and σ(θ) computed from (8) and (9) respectively.
D. Entropy search (ES)
Contrary to other methods (like EI, PI or GP-UCB), ES explicitly approximates a probability distribution about the location of the minimum at each iteration, and computes its entropy, i.e., information about the minimum. Then, the next location is selected where the expected information increment is maximal, i.e., where we expect to gain most information about the minimum. Finally, the global minimum is estimated for the current iteration. These procedures can be divided in three steps, which we explain next on an abstract level; for details, we refer to the original paper [27] .
1) Distribution about the location of the minimum: ES models the knowledge about the location of the global minimum with a probability density p min such that
There are cases in which (12) cannot be strictly defined as a probability density. However, this is a minor issue in practice, as ES needs to approximate (12) as a probability distribution p min to make it computationally tractable. We definep min on an irregular grid over D, which puts higher resolution in regions more likely to contain the minimum (see [27] for details).
2) Acquisition function: In order to estimate the information that ES has gathered about the minimum location, the distributionp min is compared to the uniform distribution u by means of the Kullback-Leibler divergence (relative entropy)
The intuition behind this choice is that the uniform distribution contains no information about the location of the minimum (Hp min = 0), while a very peaked distribution in one location yields large positive values for Hp min . Therefore, Hp min ≥ 0 is used as a measure of how much we know about the minimum location.
We are not interested in Hp min per se, but in how much this information would increase if we did an experiment on a new location θ . Because we cannot know the exact outcome of this experiment at θ beforehand, we have to commit to its expected value, which is feasible using the GP model (see Sec. III-A). We define the expected change in entropy at an unobserved location θ as
where q min (θ ) depends implicitly on θ and represents a new distribution about the minimum if we had evaluated at location θ . Since the distribution over the minimum q min (θ ) adds a hypothetical new point to the set of collected observations, it contains a larger amount of information thanp min , which implies α(θ ) ≥ 0. A more detailed definition of (14) can be found in [27, Sec. 2.6]. The acquisition function in Fig. 4 corresponds to an intermediate stage of ES, where the next point is selected by maximizing α as detailed in (10).
3) Global minimum computation: After collecting a new data point, the estimate for the global minimum is found at the minimum of the GP posterior mean. This can be done using local methods with sufficient random restarts, as the GP gradients can be analytically computed.
IV. THROTTLE VALVE CONTROL
Throttle plate controllers are of importance in the automotive industry, where they are used to control the amount of air flowing into the engine's intake manifold. This is especially true for gasoline engines, as the fresh air in the cylinders has to be carefully balanced against the amount of fuel injected into the system to minimize harmful exhaust gas components. Therefore, the need to tune a throttle plate controller is a recurring theme, which has to be revisited anytime a new throttle plate model is used.
A. System description
The throttle plate consists of a mechanical and an electric part. The electric part includes a DC motor, connected to the throttle plate itself via a transmission. The mechanical part consists of an actual plate attached to two springs with different stiffness and rest positions, resulting in a switching nonlinearity T s and a second-order nonlinear differential equation of the forṁ
where x 1 is the opening angle, c a throttle plate parameter, T f a term representing friction, u the voltage input for the DC motor, and d an external disturbance.
While it is possible to give an (approximate) analytic expression of T s , this is not necessary for the proposed autotuning approach. The nonlinear friction term T f is usually difficult to model accurately. The term T s induces a switching behavior due to different spring stiffnesses and rest positions. The switching behavior and the nonlinear friction pose two main challenges of throttle plate control.
B. Control objectives
The main control objectives for throttle plates are speed and minimal overshoot. These goals were also considered in the indirect RL framework in [26] .
Speed is important in automotive applications because the throttle plate controls the air flow into the engines intake manifold and, for gasoline engines, the amount of fuel injected into the system must usually be proportional to the amount of fresh air. Thus, the amount of fresh air has a critical impact on the (maximal) engine power. A fast throttle plate control is therefore an essential prerequisite for a quickly responding vehicle. The measure for speed used in our experiments is the T 90 -time of the system; that is, the average time that the closed-loop system needs to decrease the absolute control error by 90% (on a step input).
Minimal overshoot is critical near the systems boundaries for safety reasons and, for the rest of the systems domain, it is desirable for reasons of efficiency and/or comfort.
Secondary control objectives include robustness, low noise amplification, and disturbance rejection.
C. Experimental Setup
The experimental setup used in our experiments consists of a throttle plate, a MicroAutoBox (DS1401), a half-bridge for the DC gain, and required periphery such as power supply; see Fig. 5 . Communication between Matlab and the DS1401 is implemented using the dSPACE ASAM XIL API. The sampling frequency is set to 1kHz. 
V. CONTROLLER STRUCTURE
In this section, we describe the controller used in the throttle valve application, which is an ADRC (active disturbance rejection control) controller, and discuss the reasons for choosing this structure. We will not discuss the general theory of ADRC since there are already several papers with that aim (i.e. [11] ; also see [33] for the discussion of ADRC of a two-mass spring).
The key idea of ADRC is to combine all unknown parts of the system (15) into the total disturbance
where a ∈ R
2
, and then design an observer-based feedback controller for the extended systeṁ
The observer is hence used to estimate the state x and the total disturbance ψ. In theory, the term a T x in Equation (17) can be set to zero by choosing a = 0. This would result in a chain of integrators acting on the control signal u and the estimated disturbancê ψ. Since the system (17) is used for the construction of the observer and the controller, using a = 0 enables us to use a linear approximation of the system, resulting in better observer and controller performance (at the cost of additional optimization variables). In our experiments, we have found the inclusion of a into (17) critical for performance.
The nominal system (i.e., (17) with ψ ≡ 0) is not necessarily a good approximation of the full system decribed in (15) , even if the BO optimization produced good results. Rather, the optimization will choose a to support the desired control goals, in the form of the cost functional J. Thus, "errors" in the nominal model are acceptable, or even beneficial, if they help to minimize J.
A. Extended state-observer design
In the physical experiments, we used a linear Luenberger observer constructed via pole placement for the extended system (17) . The observer computes estimatesx andψ of the physical state x and total disturbance ψ in (17) .
Pole placement ensures that the observer is stable and has preassigned nominal dynamics. For practical reasons, we used one (real) optimization variable for all observer poles P obs , thus all observers have a triple pole at the same stable location. Other choices are clearly conceivable and do not affect the proposed auto-tuning framework except for possibly increasing the number of parameters.
It is possible to allow for a more general observer structure (e.g., a nonlinear one), and such a structure might be beneficial for performance. Since the performance of the test system was satisfactory with the assumptions we made, we did not pursue this direction further.
B. State-feedback controller for nominal system
We design the control matrix K ctr for the nominal system ((17) with ψ ≡ 0) via pole placement, in an analogous way as for the observer. This adds the closed-loop poles P ctr to the list of optimization variables. We also add a constant pre-amplification v (calculated to yield a DC gain of one from reference to output, not optimized by BO), yielding the equation u = K ctrx + vr, wherex is the estimated system state.
As for the observer, we set all desired poles P ctr to the same value in the physical experiment. Thus, the discussion regarding more complex structures equally applies here.
C. The full controller
The full ADRC controller is given by the extended state observer and the following state-feedback law:
where sat : R → R, x → sign(x) min(|x|, 1) is a saturation term, introduced to capture the boundedness of the system input. For the throttle valve controller, we thus have the following tuning parameters: θ = (a, P obs , P ctr ).
D. ADRC and throttle plate control
The decision for ADRC as throttle plate controller over, for example, more typical PID controller structures was made independently of this work. One main reason is to lessen the effort needed for manual calibration in practice, as is pointed out below. BO tuning can be applied to other controller structures likewise (see related work in Sec. I).
The ADRC control structure is straightforward to tune for humans because of the clear cause-effect relationship of the parameters to the closed-loop behavior: The pole location of the observer determines the speed at which the nonlinear part is estimated and compensated; a too fast pole introduces high frequency modeling errors (due to ψ not being constant) and suffers from sensor noise amplification, whereas a too slow pole will leave the nonlinearities uncompensated at mid to high frequencies. The pole location of the controller determines the overall speed of the closed loop (with obvious limitations from noise and input saturation). Such an intuitive understanding of cause-effect relationships of the parametrization is critical for manual tuning. It is well known [2] that even the tuning of PID controllers is more often than not beyond human capabilities due to its parametrization's non-convex nature. Tuning higher order controllers with unclear cause-effect relationships of the parameters to the closed loop (e.g., tuning the coefficients of the numerator and denominator polynomials of a linear controller) is completely beyond human capabilities when one is left to trial and error.
As with any control method, stability in the presence of sufficiently high uncertanties cannot be guaranteed. In this case, ψ may be considered an uncertainty of a certain (nonlinear) dynamics, wheras the observer assumes this to be a constant value. While stability is guaranteed under this assumption (ψ ≡ const), and there is some robustness to the violation of this assumption, a general stability proof for arbitrary uncertainties cannot be given.
In essence, this means that ADRC is suitable for systems whose dynamics are close enough to being integrator chains (which is the case for a throttle plate). To summarize, the reasons for choosing this controller structure are:
• This controller structure is well-suited for manual tuning.
• We can use a simple nominal model (in our case: linear, second order, no zeros) to tune the nominal controller and observer, as the nonlinearities will be handled by the extended state. This of course depends critically on the actual system. As the experiments show, the control structure works well in this instance, and one might expect it to generalize to "similar" systems.
• Using pole placement, this control structure leaves few parameters to tune, which is beneficial for the performance of BO algorithms.
• Since we are using a static control matrix K ctr , the controller itself does not have any internal states. Therefore, and because the observer uses the saturated input, windup causes no problems for this control structure.
VI. DESIGN OF LEARNING EXPERIMENTS
In this section, we discuss the remaining design choices for applying the proposed tuning algorithm, such as choice of hyperparameters (including kernel functions) and cost functionals.
The number of iterations for each BO-tuning experiment was set to ten; that is, BO was given a budget of ten experimental evaluations to find the best controller. All measured data was filtered with a sixth order, non-causal, zero-phase Butterworth filter.
A. Choice of functionals
In our experiments, we compared two functionals, J heur and J norm , a heuristic and system norm functional. Each of these was tested with both ES (Sec. III-D) and the Matlab implementation of BO with EI aquisition function (Sec. III-C). 1) The heuristic functional: This functional was constructed directly from the goal of speed with minimal overshoot. The overshoots and T 90 -times are calculated via the (controlled) systems response to a reference signal consisting of a series of steps. Each step was held for 2 seconds, and each series of steps lasted 2 minutes. The measured overshoot on step i is denoted by h i , and the measured T 90 -time on step i by T 90,i . The heuristic functional is defined by
The T 90 -time corresponds to system speed (a design goal), and may seem redundant, as we have a parameter P ctr corresponding to the desired nominal system speed. However, we did not want to make the assumption that these two values are equivalent because the actual system is quite different from the nominal one.
2) The system norm functional: The idea behind this functional is to use standard system norms, as well as a speed term to allow for a tradeoff between robustness, speed, and overshoot. For a detailed discussion of system norms, we refer the reader to standard control theory literature, e.g. [34] .
The reference for each experiment was a chirp signal with frequencies ranging between 0.1 Hz and 30 Hz and an amplitude of 20
• centered around 25
• . Under these circumstances, the system behaves approximately like a linear system, and thus several well-known system norms can be defined.
The throttle plate position signal and reference are used to calculate an approximation of the systems sensitivity S and closed-loop transfer function T (cf. Fig. 6 ). In the figure, one can clearly see that the system was not excited beyond 30 Hz. It is important to stress that we do not fit a system here -we merely apply Fast Fourier Transformation (FFT).
For the system norm functional, we used the H ∞ norm of the senstivity ||S|| ∞ to provide a measure of robustness, the H 2 -norm of the transfer function ||T || 2 to bound the overshoot, is a speed term that decreases very slowly for large values of f s . The system norm functional is thus defined as
B. Hyperparameters
The GP prior used in the BO framework depends on a set of hyperparameters, as explained in Sec. III-A. Although it is possible to estimate them from data during the experiments, we decided to fix them for the ES method (Sec. III-D). Matlab's implementation of EI (Sec. III-C) always employs the ardmatern52-Kernel (see [7] for a definition of kernels) and its built-in hyperparameter optimization.
The hyperparameters for ES were generated via maximum likelihood on a set of ten prior measurements. Out of a small set of standard kernels, the ardSE and the ardRQKernel led to the best results in the case of the heuristic and system norm functional, respectively. Therefore, the results discussed in Sec. VII correspond to that choice. Even though the kernels that produced the best results in our experiment were differentiable, the general approach does not depend on the differentiability of the cost functional J. Thus, nondifferentiable kernels like a γ-exponential kernel (for γ < 2) are equally applicable. Table I shows the hyperparameters used for the experiments. Instead of the parameters a = (a 1 , a 2 ) in (17), we use two (real, stable) poles P 1 and P 2 , and instead of P obs and P ctr , we use the T exp(-6) -times T obs and T set , respectively. For any variable x, we denote the lengthscale hyperparameter corresponding to x by l x . We note that, according to the preliminary measurements, the lengthscale l P1 for the system norm functional is so large that the value of P 1 is not expected to have a significant effect on the (GP approximation to) the functional J norm .
C. Safety bounds
The following safety bounds on the parameters θ ensure that parameter combinations cannot harm the hardware: ; that is, one slow and one fast pole. Since this is effectively a box constraint, and the controller parameters θ are the optimization variables, these constraints provide no additional difficulty for the chosen optimizers.
VII. EXPERIMENTAL RESULTS
This section reports the experimental results of applying BO auto-tuning for the throttle valve controller. In addition to discussing achieved performance with respect to the main objectives (19) and (20), we also consider the secondary objectives (see Sec. IV-B).
As mentioned in the introduction, these results are meant to empirically strengthen the claim that BO is an adequate solution to the proposed tuning problem. Our goal is not to systematically compare the different instances of BO (ES and EI) against each other, but to contrast these with manual tuning.
Even though we only list one set of results for each experiment, we have conducted some of the tuning experiments several times. We did not find any problems with repeatability due to the stochasticity of the optimization. On the other hand, there was a notable dependency on the correct choice of hyperparameters (including the kernels) as discussed in Sec. III-B.
A. Controllers tuned with the heuristic functional Table II shows the achieved values of the main control objectives for three different algorithms: manual tuning by a domain expert (including system identification), ES (Sec. III-D) and (the Matlab implementation of) EI (Sec. III-C), for the heuristic functional J heur .
A typical series of small steps and one large step for the controller tuned with ES is shown in Figure 7 -for this plot, the measured values were not filtered.
The results for the two controllers tuned via BO are comparable. They outperform the nominal controller in both main control objectives. Corresponding to the estimated noise levels for the functionals, the difference between manual tuning and BO is statistically significant. We chose the following measures for the secondary control objectives (see Sec. IV-B):
• Robustness is measured as the inverse of the H ∞ -norm of the sensitivity (calculated as described in Sec. VI).
For this application, we consider any value above 0.6 sufficient.
• Noise is measured as the mean of the standard deviation of the output of the controlled system at set points 0 • , 10 • , ... , 60
• . Due to the nonlinearity of the system, it is impossible to give just one number that describes noise amplification, which necessitates measurements at different set points.
• T dist is the duration of disturbance rejection, for a controlled environment set to an angle of 30
• . The disturbance took the form of a step of height 0.7.
• h dist is the height of the overshoot that the disturbance produced. The obtained values of the secondary objectives are shown in Table III . They indicate that all controllers have a sufficient robustness measure. The noise standard deviation is comparable over the different controllers, and disturbance rejection is acceptable in all cases.
The results with BO tuning are better than what is obtained with manual tuning by an expert using system identification and validation measurements. The obtained controller parameters are thus suitable for an industrial application (albeit additional aspects such as safety would also need to be investigated before an actual application, which is not the focus herein).
B. Controllers tuned with the system norm functional
Tables IV and V show the corresponding values for the controllers tuned with the system norm functional J norm . The numbers indicate that both optimization algorithms have traded robustness for speed. Nonetheless, the robustness measure is kept above the threshold of 0.6. While the H 2 -norm can be used to bound the overshoot (assuming a finite settling time), this bound is generally not tight. Thus, in general, using the H 2 -norm (as in the system norm functional) will not have the same effect as penalizing the overshoot directly (as in the heuristic functional). Consequently, the different tuning experiments (J norm vs. J heur ) are not directly comparable.
These experiments have shown that it is also possible to define and optimize controllers based on a more systemtheoretic viewpoint using system norms like H 2 and H ∞ in combination with BO. In particular, this shows that the approach to parameter tuning presented in this paper does not necessarily lead to a "black box" system since useful control-theoretic characteristics (such as robustness) can be incorporated into the learning algorithm.
C. Discussion
The presented experiments show that the proposed tuning method yields competitive results compared to manual tuning. Apart from the quality of the results as measured by the cost functional, we consider the following aspects relevant advantages of the proposed BO auto-tuning.
Structured approach: The proposed method follows the same steps regardless of the system being tuned, or the person tuning it. Furthermore, with BO, it is clear why and where a measurement was taken (and can be documented accordingly). With manual tuning, the steps taken and the parameters evaluated depend on the engineer, and the choices might not be easily understood and retraced in hindsight.
Tuning times: The tuning time of the reported experiments was less than one hour for J heur and roughly one hour for J norm , including validation measurements. In the case of ES, this included ten measurements for hyperparameter optimization. In the case of the Matlab implementation of EI, the hyperparameters were estimated online, which further decreased the tuning times. In comparison, the time required for manual tuning is highly subjective, but for the specific case herein, the engineer spent significantly more time on identification measurements than the BO algorithm spent on measurements during the complete tuning process including validation measurements. The manual tuning of the ADRC required, in particular, system identification (for the model used in the observer), selection of appropriate excitation signals, and tuning of remaining controller and observer parameters. For BO, no explicit system identification step is required and no specific excitation signals need to be chosen. It can take some time to find an appropriate cost functional, however. BO parameter learning will involve a similar workflow also for other controller structures; thus, we expect it to be generally advantageous over manual tuning in terms of time.
Generalization: We expect the BO tuning process to generalize well to similar systems, for example, when controllers for several throttle valves are to be tuned in succession. This will yield significant time savings as the BO tuning can be executed with no or minimal changes for different throttle valves.
Different functionals:
We have empirically shown that the BO tuning process can handle widely different functionals and thus control objectives. This is relevant in industrial practice, for example, if some requirements change after an initial tuning. The same setup with an adapted functional can be applied, and the measurements taken before the change are able to serve as prior information for the GP model of the cost function (and for hyperparameter estimation).
Transferability: In general, manual tuning requires some intuition about the dynamic system and the parameters. In contrast, the BO process is easily transferable between engineers because the assumptions are explicitly programmed into the BO code (via the choice of functional, hyperparameters, kernels, etc.).
VIII. CONCLUDING REMARKS
Direct automatic controller tuning via Bayesian optimization (BO) is proposed herein. The developed framework is applicable to diverse controller tuning problems (e.g., different controller structures, and objectives) and has been shown to be highly data-efficient; competitive throttle valve controllers were obtained from only about ten trials.
Fundamentally, in data-based optimization or tuning, no guarantee for (global) optimality can be given without prior assumptions. If the objective function can potentially vary arbitrarily, one cannot give any reliable estimate about its shape and thus its minimum. Gaussian process (GP) models, as employed herein, allow for specifying properties of the objective function via a probabilistic prior. Under such a model, BO can reason about function minima in a probabilistic sense, which is used here to effectively choose next evaluation points and address global optimization problems.
In addition to the GP prior, we also leverage elementary process knowledge in the presented approach. In the ADRC structure, a crude dynamics model, which essentially includes knowledge of the system order only, is combined with an observer to capture unmodeled nonlinear dynamics and disturbances. The key parameters (dynamics poles, controller and observer gain) are learned from experimental data via BO. This combination of ADRC with BO thus provides a very flexible structure that strikes a meaningful balance between physical knowledge and learning from data. The approach is flexible in that additional process knowledge could be included (e.g., partially known dynamics), or omitted (e.g., no dynamics poles). We thus expect this approach to be effective for a large class of practical control problems.
BO is an active area of research and is becoming increasingly popular in diverse application areas (see [10] ). This article is the first to demonstrate the potential of BO for automatic controller tuning in industry. Current and future research concerns improving sample-efficiency by exploiting multiple information sources [35] , design of problem-specific kernels [36] , and extensions to high-dimensional problems. These all aim at making BO controller tuning an even more powerful practical tool.
