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EXISTENCE, UNIQUENESS AND STABILITY OF SEMI-LINEAR ROUGH
PARTIAL DIFFERENTIAL EQUATIONS
PETER K. FRIZ, TORSTEIN NILSSEN, AND WILHELM STANNAT
Abstract. We prove well-posedness and rough path stability of a class of linear and semi-linear
rough PDE’s on Rd using the variational approach. This includes well-posedness of (possibly
degenerate) linear rough PDE’s in Lp(Rd), and then – based on a new method – energy estimates
for non-degenerate linear rough PDE’s. We accomplish this by controlling the energy in a properly
chosen weighted L2-space, where the weight is given as a solution of an associated backward
equation. These estimates then allow us to extend well-posedness for linear rough PDE’s to
semi-linear perturbations.
1. Introduction
In this paper we use the variational approach to prove well-posedness for a class of linear and
semi-linear rough PDE’s on Rd of the following type,
(1.1) dut = [Lut + F (ut)] dt+ ΓutdWt , u0 ∈ Lp(Rd) ,
where L and Γ are (linear) differential operators of second (resp. first) order as detailed in (2.1),(2.2)
below, W a (geometric) rough path and, with focus on the L2-scale a Lipschitz non-linearity of the
form
F : H1(Rd)→ L2(Rd) ,
which allows for non-linear dependence on ∇u. Integrated in time, the above equation reads
ut − us =
∫ t
s
[Lur + F (ur)] dr +
∫ t
s
ΓurdWr,
provided u is sufficiently regular (in space) such as to make Lu,Γu and F (u) meaningful, and
provided the last term makes sense as rough integral. Since we do not expect our solutions to be
regular in space, Lu and Γu are understood in the weak sense. More precisely, (1.1) means that,
for all s < t, on some time horizon [0, T ],
(ut, φ)− (us, φ) =
∫ t
s
[(ur, L
∗φ) + (F (ur), φ)] dr +
∫ t
s
(ur,Γ
∗φ)dWr ,
for suitable test functions φ. We will use a non-degeneracy condition on L to define F (u) and the
last term is a real valued rough integral. Note that the rough integral will be defined as having the
local expansion
(1.2)
∫ t
s
(ur,Γ
∗φ)dWr ≃ (us,Γ∗φ)(Wt −Ws) + (us,Γ∗Γ∗φ)
∫ t
s
(Wr −Ws)dWr.
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Let us first consider the linear case, that is
(1.3) dut = Lutdt+ ΓutdWt, u0 ∈ Lp(Rd).
This setting already contains the model problem dut = ∆utdt+ V · ∇u(t)dWt, with u0 = u0(x) ∈
L2(Rd) and a vector field V = V (x), studied in [3], subsequently analyzed in detail in [9] with
general second (resp. first) linear differential operators. Our methods are different, and we are
instead able to adapt the rough path Feynman-Kac representation (cf. [2], [7]) in terms of the
diffusion process with generator L and Γ as well as the rough signal W. In contrast to [2], we here
consider the solution u and the expansion (1.2) as functions in an appropriate Sobolev-space rather
than pointwise.
To show uniqueness, we introduce the corresponding backward equation
(1.4) − dvt = L∗vtdt+ Γ∗vtdWt, vT ∈ Lq(Rd),
which again admits a rough path Feynman-Kac representation. Using a duality argument,
(1.5)
∫
Rd
uT (x)vT (x)dx =
∫
Rd
u0(x)v0(x)dx ,
then allows us to infer uniqueness of the forward equation (1.3) from existence of the backward
equation (1.4), and vice versa. We shall frequently jump between the two equations (1.3) and
(1.4) whenever one equation is more convenient. Note that this analysis is valid also when L is
degenerate.
In the case that where L is non-degenerate, we specialize to the L2-scale, and obtain energy
estimates, similar to these of [3, 9], but with different methods. It will not surprise readers familiar
with Feynman-Kac theory for PDE’s, that we require more regularity assumption than what a
pure PDE approach (including [9]) requires. In turn, our construction yields fine-information about
the stochastic characteristics in term of hybrid rough / Itô diffusions, enables us solve an open
problem in the afore-mentioned works concerning the rough path stability in the natural function
space where the solutions live. That is, by a direct analysis of the Feynman-Kac formula and a
corresponding Lyapunov function, we can show continuity of the solution map as function from
geometric rough path space Cαg ([0, T ]), with “Brownian” roughness α ∈ (1/3, 1/2], into
C([0, T ];L2(Rd)) ∩ L2([0, T ];W 1,2(Rd)).
equipped with its natural Banach structure. (This is in contrast to [9, Thm. 2] where compactness
argument lead to some sub-optimal spaces in the continuity statement.)
On a technical level, we rely on the existence of a suitable weight function f = ft(x), given as
the solution of an associated backward rough PDE, such that
(1.6) d(u2t , ft) = −(|σ∇ut|2, ft)dt
where σ is a square root of the diffusion matrix and we note that there is no rough path term. In
addition we show that f is bounded away from 0 and ∞ which allow us to infer from (1.6) the
energy estimates for variational solutions. We note that a similar technique was applied in [11] to
obtain energy estimates for a class of rough PDE’s of Burgers type.
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With this precise linear solution theory in place, we then develop a novel (two-parameter) semi-
group view which contains the effect of the rough driver. This allows for semi-linear perturbations,
taking a mild solution point of view, with the appealing feature that we can deal with semi-linear
rough PDE’s essentially by semi-group methods, without further direct input from rough path
analysis.
More specifically, we show well-posedness of the semi-linear rough PDE (1.1) by introducing the
mild formulation
(1.7) ut = P
W
0t u0 +
∫ t
0
PWst F (us)ds
where PWst g the solution of (1.3) at time t when started at time s in g ∈ L2(Rd). Well-posedness of
(1.7) is shown using a standard fix point argument. Due to a technical difficulty (which could be
avoided by working with p-variation paths instead of Hölder continuous paths) we only prove that
the formulation (1.1) implies the formulation (1.7) and not the converse implication. This however,
is enough to show well-posedness of (1.1), since we can use rough path continuity to show existence
of a solution to (1.1). Uniqueness follows immediately from the well-posedness of (1.7).
A crucial step in our analysis underlying (1.5), (1.6) and then (1.1) =⇒ (1.7) relies on a product
formula for rough evolutions in Banach-spaces, see Lemma 6.
To the best of our knowledge, semi-linear rough PDE’s of the type (1.3) have not been considered
in the variational setting in the literature so far. In the linear case, the recent works [1] (resp. [3])
consider the case L = 0 (resp. L = ∆) and Γ of pure transport type and use an intricate doubling
of the variables argument and a rough version of the Gronwall lemma, first introduced in [3], to
obtain energy estimates. Using these techniques, the work [9] study the forward equation in (1.3)
in divergence form under optimal conditions on the coefficients in the drift term.
2. Notation and definitions
For T > 0 we define ∆([0, T ]) := {(s, t) ∈ [0, T ]2 : s < t}. For a Banach space E, a mapping
g : ∆([0, T ])→ E will be said to be α-Hölder continuous provided
‖g‖α := sup
(s,t)∈∆([0,T ])
|gst|
|t− s|α <∞.
We denote by Cα2 ([0, T ];E) the space of all α-Hölder continuous functions equipped with the above
semi-norm. We let Cα([0, T ];E) the set of all f : [0, T ] → E such that δf ∈ Cα2 ([0, T ];E) where
we have defined the increment δfst := ft − fs. The second order increment for a mapping g :
∆([0, T ])→ E is by somewhat abusive notation defined by δgsθt := gst − gθt − gsθ.
We shall work with the usual Sobolev spaces Wn,p(Rd) with norm denoted ‖ · ‖n,p, and for
simplicity we denote by Hn := Wn,2(Rd) with norm ‖ · ‖n := ‖ · ‖n,2. For smooth and compactly
supported functions f and g on Rd, denote by (f, g) =
∫
Rd
f(x)g(x)dx and by the same bracket the
extension of the bi-linear mapping
(·, ·) : (Wn,p(Rd))∗ ×Wn,p(Rd)→ R.
Moreover, when q is such that q−1 + p−1 = 1, we write W−n,q(Rd) := (Wn,p(Rd))∗.
We consider the following second order operator
(2.1) Lφ(x) =
1
2
σi,k(x)σj,k(x)∂i∂jφ(x) + bj(x)∂jφ(x) + c(x)φ(x)
4 PETER K. FRIZ, TORSTEIN NILSSEN, AND WILHELM STANNAT
and the first order operator
(2.2) Γjφ(x) = βnj (x)∂nφ(x) + γj(x)φ(x).
Here, and for the rest of the paper we use the convention of summation over repeated indices.
The formal adjoints of these operators are given by
L∗φ(x) =
1
2
σi,k(x)σj,k(x)∂i∂jφ(x) + b˜j(x)∂jφ(x) + c˜(x)φ(x)
and
Γj,∗φ(x) = −βnj (x)∂nφ(x) + γ˜j(x)φ(x),
where
(2.3)
b˜j(x) = ∂i(σi,k(x)σj,k(x)) − bj(x), c˜(x) = 12∂i∂j(σi,k(x)σj,k(x)) − ∂jbj(x) + c(x)
γ˜j(x) = γk(x) − ∂nβnj (x).
Given a smooth e-dimensional path W = (W 1, . . .W e), we can define
(2.4) Wi,jst :=
∫ t
s
δW isrW˙
j
r dr.
In the case of a irregular path of, e.g. a sample path of the Brownian motion, the above definition
does not make sense, since W is not differentiable but only α-Hölder continuous for α arbitrarily
close to 1/2. In that case, however, we could choose to define the integration
∫
W idW j as e.g. as
an Itô integral or a Stratonovich integral. One can then show that for almost all sample paths of
the Brownian motion, W ∈ C2α2 ([0, T ];Re×e) and we have the so-called Chen’s relation
(2.5) δWi,jsθt := W
i,j
st −Wi,jθt −Wi,jsθ = δW isθδW jθt.
Motivated by the above, we will say that W = (W,W) ∈ Cα([0, T ];Re) × C2α2 ([0, T ];Re×e) for
α ∈ (13 , 12 ) is a rough path provided (2.5) holds. Denote C α([0, T ];Re) the set of all rough paths and
by ‖W‖α := ‖W‖α+
√
‖W‖2α the induced metric. We shall say that W is a geometric rough path
if there exists a sequence, W (n), of smooth paths such that if W(n) defined by (2.4) with W (n)
instead of W , we have that W(n) → W with respect to the metric ‖ · ‖α. We denote by C αg the
subset of all geometric rough paths, and notice that they satisfy the following symmetry
W
i,j
st +W
j,i
st = δW
i
stδW
j
st.
Indeed, it is enough to notice that this is satisfied for any smooth path, and then take the limit in
the rough path metric.
We shall use the notion of a controlled rough path as first introduced in [8].
Definition 1 (Controlled path). A pair of functions
Y : [0, T ]→ E and Y ′ : [0, T ]→ Ee
is said to be controlled by W in E provided
|δYst − (Y ′s )iW ist| . |t− s|2α and |δY ′st| . |t− s|α.
We denote by ‖(Y, Y ′)‖α,W ;E the infimum over all constants such that the above analytic bounds
hold, and by D2αW ([0, T ];E) the linear space of all such pairs (Y, Y
′), which we equip with the semi-
norm ‖(·, ·′)‖α,W ;E. We shall sometimes refer to Y ′ as the Gubinelli-derivative.
Remark 2. The statement "controlled by W in E" is not standard, but it allows us to differentiate
between the strong and weak solutions, by letting E be either Lp(Rd) or W−3,p(Rd) respectively.
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The main technical tool for constructing integrals w.r.t. rough paths is the following result. For
a proof, see e.g. [7].
Lemma 3 (Sewing lemma). Assume G : ∆([0, T ]) → E be such that |δGsθt| ≤ K|t − s|α for
some α > 1. Then there exists a unique pair I : [0, T ]→ E and I♮ : ∆([0, T ])→ E satisfying
δIst = Gst + I
♮
st
where |I♮st| ≤ KCα|t − s|α where Cα depends only on α. Moreover, if |Gst| . |t − s|β we have
|Ist| . |t− s|β.
For a controlled path we may define the rough path integral of u w.r.t. W as follows; define the
local expansion G ∈ Ee with components
Gjst := YsW
j
st + (Y
′
s )
i
W
i,j
st .
Using Chen’s relation (2.5) we have
δGjsθt = −
(
δYsθ − (Y ′s )iW isθ
)
W jθt − (δY ′sθ)iWi,jθt
so that
|δGsθt| ≤ 2‖(Y, Y ′)‖α,W ;E‖W‖α|t− s|3α.
By Lemma 3 there exists a unique path I with values in Ee such that
δIst = Gst + I
♮
st
and we have
|I♮st| ≤ Cα‖(Y, Y ′)‖α,W ;E‖W‖α|t− s|3α.
Definition 4. We denote by
∫ ·
0
(Y, Y ′)rdWr the path I obtained in the above way, called the rough
path integral of Y against W .
Remark 5. For a continuous linear mapping T : E → F we have
T (
∫ ·
0
(Y, Y ′)rdWr) =
∫ ·
0
(TY, TY ′)rdWr
where
TY : [0, T ]→ F and TY ′ : [0, T ]→ F e
is defined by (T (Y ′))i = T ((Y ′)i).
In particular, if for some Banach space V
Y : [0, T ]→ V ∗ and Y ′ : [0, T ]→ (V ∗)e
satisfies
|δYst(φ)− (Y ′s )i(φ)W ist| . |φ|V |t− s|2α and |δ(Y ′)ist(φ)| . |t− s|α|φ|V
for all φ ∈ V we may define the rough path integral ∫ ·
0
(Y, Y ′)rdWr : [0, T ] → (V ∗)e as the unique
function satisfying
|
∫ t
s
(Y, Y ′)rdW
j
r(φ) − Ys(φ)W jst − (Y ′s )j,i(φ)Wj,ist | . |φ|V |t− s|3α
The following lemma is the main technical tool of the paper. It replaces the tensorization
argument in [1], [3] and [9].
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Lemma 6. Assume u : [0, T ]→ E∗ satisfies
ut = u0 +
∫ t
0
Ardr +
∫ t
0
(Br, B
′
r)dWr
for some A ∈ L2([0, T ];E∗) and (B,B′) = (Bj , (B′)j) controlled by W in E∗, and we have set∫ t
0
(Br, B
′
r)dWr :=
∫ t
0
((Br)
j , (B′r)
j)dWjr.
Moreover, assume f : [0, T ]→ E satisfies
ft = f0 +
∫ t
0
Krdr +
∫ t
0
(Nr, N
′
r)dWr
for some K ∈ L2([0, T ];E) and (N,N ′) = (N j , (N ′)j) controlled by W in E. In addition, we
assume that u (respectively f) is controlled by W in E∗ (respectively E).
Then, if W is a geometric rough path we have
ut(ft) = us(fs) +
∫ t
s
Ar(fr) + ur(Kr)dr +
∫ t
s
(Mr,M
′
r)dWr
where
M jt = (B
j
t , ft) + (ut, N
j
t ) (M
′
t)
j,i = ((B′t)
j,i, ft) + 2(B
j
t , N
i
t ) + (ut, (N
′
t)
j,i).
Proof. Assume for simplicity that A = K = 0. By definition of u, it is the unique path [0, T ]→ E∗
such that
u♮st(φ) := δust(φ) −
[
Bjs(φ)W
j
st + (B
′
s)
j,i(φ)Wi,jst
]
satisfies |u♮st(φ)| . |t− s|3α|φ|. Moreover, by assumption we have
u♭st := δust −BjsW jst ∈ C2α2 ([0, T ];E∗)
Similarly f is the unique path f : [0, T ]→ E such that
f ♮st := δfst −
[
N jsW
j
st + (N
′
s)
j,i
W
i,j
st
]
satisfies |f ♮st| . |t− s|3α, and by assumption we have
f ♭st := δfst −N jsW jst ∈ C2α2 ([0, T ];E).
Algebraic manipulations give
δu(f)st = δust(fs) + us(δfst) + δust(δfst)
= Bjs(fs)W
j
st + (B
′
s)
j,i(fs)W
i,j
st + u
♮
st(fs) + us(N
j
s )W
j
st + us((N
′
s)
j,i)Wi,jst + us(f
♮
st)
+ (u♭st +B
j
sW
j
st)(f
♭
st +N
i
sW
i
st)
=
[
Bjs(fs) + us(N
j
s )
]
W jst +
[
(B′s)
j,i(fs) + us((N
′
s)
j,i) + 2Bjs(N
i
s)
]
W
i,j
st + u(f)
♮
st
where we have used that W is geometric and we have defined
u(f)♮st := us(f
♮
st) + u
♮
st(fs) +B
j
s(f
♭
st)W
j
st + u
♭
st(N
j
s )W
j
st
It is easy to see that we have |u(f)♮st| . |t − s|3α. Since 3α > 1, the result follows from the
uniqueness of Lemma 3. 
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With a definition of the rough integral at hand we can go on to define the notion of a solution
to our main equations.
Definition 7 (Backward RPDE solution). Given an α-Hölder rough path W = (W,W), α ∈
(1/3, 1/2] we say that u ∈ C([0, T ],W 3,p(Rd)) is a regular backward solution to{
−dut = Lutdt+ ΓiutdWit
uT ∈W 3,p(Rd),
provided (Γiu,−ΓiΓju) is controlled by W in Lp(Rd) and if the following holds as equality in Lp(Rd)
ut = uT +
∫ T
t
Lusds+
∫ T
t
ΓiusdW
i
s.
We say that u ∈ C([0, T ], Lp(Rd)) is an analytically weak solution if (Γiu,−ΓiΓju) is controlled
by W in W−3,p(Rd) and the following equality holds in W−3,p(Rd)
ut = uT +
∫ T
t
Lusds+
∫ T
t
ΓiusdW
i
s.
Equivalently, for all φ ∈ W 3,q(Rd)
(ut, φ) = (uT , φ) +
∫ T
t
(us, L
∗φ)ds +
∫ T
t
(us,Γ
i,∗φ)dWis.
Definition 8 (Forward RPDE solution). Given an α-Hölder rough path W = (W,W), α ∈
(1/3, 1/2], we say that v ∈ C([0, T ];W 3,p(Rd)) is a regular forward solution to{
dvt = L
∗vtdt+ Γ
i,∗vtdW
i
t
v0 ∈W 3,p(Rd),
provided (Γiv,ΓiΓjv) is controlled by W in Lp(Rd) and the following holds as equality in Lp(Rd)
vt = v0 +
∫ t
0
L∗vsds+
∫ t
0
Γi,∗vsdW
i
s.
Equivalently, for all ϕ ∈ Lq(Rd),
(vt, ϕ) = (v0, ϕ) +
∫ t
0
(L∗vs, ϕ)ds+
∫ t
0
(Γi,∗vs, ϕ)dW
i
s.
We say that v ∈ C([0, T ], Lp(Rd)) is an analytically weak solution if (Γiv,ΓiΓjv) is controlled by
W in W−3,p(Rd) and the following equality holds in W−3,p(Rd)
vt = v0 +
∫ t
0
L∗vsds+
∫ t
0
Γi,∗vsdW
i
s.
Equivalently, for all φ ∈ W 3,q(Rd)
(vt, φ) = (v0, φ) +
∫ t
0
(vs, Lφ)ds+
∫ t
0
(vs,Γ
iφ)dWis.
Remark 9. Given a backward RPDE solution, driven by (Wt) with terminal data uT , it is easy
to see that vt := uT−t solves a forward RPDE solution driven by (WT−t) and initial data v0 = uT .
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3. Well-posedness of linear equations
We denote by X the solution of
(3.1) dXt = σ(Xt)dBt + b(Xt)dt+ β(Xt)dWt.
The main objective of this section is to prove that
(3.2) u(t, x) = E(t,x)
[
g(XT ) exp
{∫ T
t
c(Xr)dr +
∫ T
t
γ(Xs)dWs
}]
is a solution to the backward equation
−dut = Lutdt+ ΓiutdWit, uT = g.
We will show that when g ∈ Lp(Rd) (respectively g ∈ W 3,p(Rd)) the above expressions yield
a weak solution (respectively regular solution). When W is a smooth path, this is already well
known, and we will prove the result by showing that (Γiu,−ΓjΓiu) is controlled byW inW−3,p(Rd)
(respectively Lp(Rd)) as well as using the rough path stability of the controlled spaces.
A step towards this goal is to consider the diffusion X as a solution to the rough differential
equation
(3.3) dXt = b(Xt)dt+ Vj(Xt)dZ
j
t
where we have defined the dB + e-dimensional rough path Z = (Z,Z) where
Zt =
(
Bt
Wt
)
and Zst =
(
Bt
∫ t
s BsrdWr∫ t
s WsrdBr Wst
)
and Vi = σi for i = 1, . . . , dB and Vi = βi for i = dB+1, . . . d+e. Above, the term
∫ t
s W
i
srdB
j
r is the
Wiener integral of the deterministic functionW is·, and we define
∫ t
s B
i
srdW
j
r := B
i
stW
j
st−
∫ t
s W
j
srdB
i
r.
For more details, see [4]. We will denote by Φ the flow generated by (3.3).
3.1. Weak solutions.
Theorem 10. Assume σi,k, βj ∈ C3b (Rd), bj, γj , c ∈ C1b (Rd). Given g ∈ Lp(Rd), the Feynman-Kac
formula (3.2) yields an analytically weak backward RPDE solution u.
Proof. For simplicity we assume b = c = γ = 0.
We start by showing that u is a well defined element of Lp(Rd). Define the random variable
J := supx |det(∇Φ−1t,T (x))|. From Lemma 37 and Proposition 35 we know that E[J ] <∞. We write∫
|ut(x)|pdx =
∫
|E[g(Φt,T (x))]|p dx =
∫ ∣∣∣∣E
[
g(Φt,T (x))J
1/p
J1/p
]∣∣∣∣
p
dx ≤ E[J ]
∫
E
[ |g(Φt,T (x))|p
J
]
dx
= E[J ]E
[∫ |g(Φt,T (x))|p
J
dx
]
= E[J ]E
[∫ |g(y)|p
J
|det(∇Φ−1t,T (y))|dy
]
≤ E[J ]
∫
|g(y)|pdy,
where we have used Hölder’s inequality and J−1|det(∇Φ−1t,T (y))| ≤ 1. The mapping g 7→ u is linear
and continuous on Lp(Rd), giving
(3.4) sup
t∈[0,T ]
‖ut‖p,0 ≤ C‖g‖0,p.
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We now show that (Γju,−ΓjΓiu) is controlled byW inW−3,p(Rd). Fix φ ∈W 3,q(Rd) and notice
that Γj,∗φ ∈ W 2,q(Rd). By Lemma 39 we see that∫
g(Φ·,T (x))Γ
j,∗φ(x)dx =
∫
g(y)Γj,∗φ(Φ−1·,T (y))det(∇Φ−1·,T (y))dy
and ∫
g(y)(Γi,∗Γj,∗φ)(Φ−1·,T (y))det(∇Φ−1·,T (y))dy
is P -a.s. controlled by Z = (B,W ) in R and we have the estimate
∥∥( ∫ g(y)Γj,∗φ(Φ−1·,T (y))det(∇Φ−1·,T (y))dy,
∫
g(y)(div(ViΓ
j,∗φ)(Φ−1·,T (y))det(∇Φ−1·,T (y))dy
)∥∥
α,Z;R
≤ C‖g‖0,p‖φ‖3,q exp{CN[0,T ](Z)}(1 + ‖Z‖α)k.
Written explicitly, we have
∣∣δ( ∫ g(y)Γj,∗φ(Φ−1·,T (y))det(∇Φ−1·,T (y))dy)st −
∫
g(y)(div(σiΓ
j,∗φ)(Φ−1t,T (y))det(∇Φ−1t,T (y))dyBist
−
∫
g(y)(div(βiΓ
j,∗φ)(Φ−1t,T (y))det(∇Φ−1t,T (y))dyW ist
∣∣
≤ C‖g‖0,p‖φ‖3,q exp{CN[0,T ](Z)}(1 + ‖Z‖α)k|t− s|2α.
Using the above, independence of Brownian increments and the fact that Γi,∗ψ = −div(βiψ) we get
∣∣δ(E[ ∫ g(y)Γj,∗φ(Φ−1·,T (y))det(∇Φ−1·,T (y))dy])st +
∫
g(y)E
[
(Γi,∗Γj,∗φ)(Φ−1t,T (y))det(∇Φ−1·,T (y))
]
dyW ist
∣∣
≤ C‖g‖0,p‖φ‖3,qE
[
exp{CN[0,T ](Z)}(1 + ‖Z‖α)k
]|t− s|2α,
which proves that (Γiu,−ΓjΓiu) is controlled by W in W−3,p(Rd).
To see that u is an analytically weak solution we argue by rough path continuity. In fact, for W
smooth it is well known that u is an analytically weak solution of
−∂tu = Lut + ΓjutW˙t.
The continuity W 7→ u from C αg to W−3,p(Rd) equipped with the weak*- topology is clear; by
density it suffices to take φ ∈ C∞c (Rd) and show the continuity W 7→ (ut, φ). The latter is equal to∫
E[g(Φt,T (x))]φ(x)dx = E
[∫
g(Φt,T (x))φ(x)dx
]
=
∫
g(y)E
[
φ(Φ−1t,T (y))det(∇Φ−1t,T (y))
]
dy
which is continuous w.r.t. W. We can then take the limit in every term in the equation, using
rough path stability to see that u indeed satisfies the equation. 
3.2. Regular solutions.
Theorem 11. Assume σi,k, βj , γj ∈ C6b (Rd), bj , c ∈ C4b (Rd). Given g ∈ W 3,p(Rd), the Feynman-
Kac formula (3.2) yields a regular backward RPDE solution.
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Proof. Assume for simplicity that γj = bj = c = 0. We start by showing that u is a well defined
element of W 3,p(Rd). To see that u ∈ W 1,p(Rd) write ∇ut(x) = E[∇g(Φt,T (x))∇Φt,T (x)]. With
the notation of the proof of Theorem 10 we write∫
Rd
|∇ut(x)|pdx =
∫
Rd
∣∣∣∣E
[∇g(Φt,T (x))∇Φt,T (x)J1/p
J1/p
]∣∣∣∣
p
dx
≤ sup
x∈Rd
E[|∇Φt,T (x)|pJ ]E
[∫
Rd
|∇g(Φt,T (x))|p
J
dx
]
.
The latter factor can be bounded in the same way as in the proof of Theorem 10. From Proposition
36 and Lemma 37 the first factor is also bounded.
By the assumptions on σi,k, βj , γj , bj, c the flow map x 7→ Φt,T (x) is C3b (Rd), and by iterating
the above we can show that ut ∈W 3,p(Rd). Details are left to the reader.
To see that u is controlled by W in Lp(Rd) we notice that we have
(Φ·,T ,−∇Φ·,TV ) ∈ D2αZ ([0, T ];L∞(Rd))
and
(∇Φ·,T ,−∇2Φ·,TV −∇Φ·,T∇V ) ∈ D2αZ ([0, T ];L∞(Rd))
see [2, Lemma 32]. Moreover,
∇ut(x) = E[∇g(Φt,T (x))∇Φt,T (x)]
so that by Lemma 33 we have
(∇g(Φ·,T )∇Φ·,T ,−∇ [∇g(Φ·,T )∇Φ·,TV ]) ∈ D2αZ ([0, T ];Lp(Rd)).
Written explicitly,∥∥δ (∇g(Φ·,T )∇Φ·,T )st +∇ [∇g(Φs,T )∇Φs,TVj ]Zjst∥∥Lp
≤ C exp{CN[0,T ](Z)}(1 + ‖Z‖α)k‖g‖3,p|t− s|2α.
Integrated against βiφ ∈ Lq(Rd) gives∣∣ ∫ βi(x)δ (∇g(Φ·,T )(x)∇Φ·,T (x))st φ(x)dx +
∫
βi(x)∇ [∇g(Φs,T (x))∇Φs,T (x)σj(x)]Bjst
+
∫
βi(x)∇ [∇g(Φs,T (x))∇Φs,T (x)βj(x)]W jst
∣∣
≤ C exp{CN[0,T ](Z)}(1 + ‖Z‖α)k‖g‖p,3‖φ‖0,q|t− s|2α.
Using the above, independence of Brownian increments and the fact that Γiψ = βi∇ψ we get∣∣ ∫ δ(Γiu)st(x)φ(x)dx +
∫
Γj(Γius)(x)φ(x)dxW
j
st
∣∣
≤ CE [exp{CN[0,T ](Z)}(1 + ‖Z‖α)k] ‖g‖3,p‖φ‖0,q|t− s|2α.
The proof that u in fact satisfies the equation is similar as in the proof of Theorem 10. 
We end this section with an ad-hoc result that will be needed to use Lemma 6.
Proposition 12. Assume σi,k, βj , γj ∈ C6b (Rd), bj , c ∈ C4b (Rd). Given g ∈ W 6,p(Rd), the
Feynman-Kac formula (3.2) yields a regular backward RPDE solution with values in W 3,p(Rd),
the rough integral is an element of W 3,p(Rd) and the solution is controlled by W in W 3,p(Rd).
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Proof. The proof is similar to the proof of Theorem 11, we only need to check that (Γiu,−ΓiΓju)
is controlled by W in W 3,p(Rd). The result follows from the same argument as in Theorem 11
coupled with Lemma 31. 
3.3. Uniqueness. In this section we prove the uniqueness of the solutions for a certain class of
coefficients. The proof is based on a duality trick; existence of the solution to the backward problem
plus existence of a solution to the forward problem couple with the product formula, Lemma 6,
gives uniqueness via a standard trick.
Given g = uT ∈ Lp(Rd), we show uniqueness of weak solutions to the backward RPDE
(ut, φ) = (g, φ) +
∫ T
t
(ur, L
∗φ)dr +
∫ T
t
(ur,Γ
j,∗φ)dWjr, 0 ≤ t ≤ T.
for φ ∈W 3,q(Rd).
Theorem 13. Assume σi,k, βj , γj ∈ C6b (Rd), bj, c ∈ C4b (Rd). Given uT ∈ Lp(Rd), there exists a
unique analytically weak backward RPDE solution u. A similar result holds in the forward case.
Proof. Since the equation is linear, it is enough to prove that the only solution to
−dut = Lutdt+ ΓjutdWjt uT = 0,
is the trivial solution u = 0. For simplicity we show that u0 = 0.
For φ ∈ W 6,q(Rd), denote by v the regular forward solution to
dvt = L
∗vtdt+ Γ
j,∗vtdW
j
t v0 = ϕ,
as constructed in Proposition 12. It is clear that u is controlled by W in W−2,p(Rd), and conse-
quently also in W−3,p(Rd).
From Lemma 6 we get that
uT (vT ) = u0(ϕ) +
∫ T
0
(ut, L
∗vt)− (Lut, vt)dt+
∫ T
0
(Mr,M
′
r)dWr
where
M jt = −(Γjut, vt) + (ut,Γj,∗vt) = 0 (M ′t)j,i = (ΓjΓiut, vt)− 2(Γiut,Γj,∗vt) + (ut,Γi,∗Γj,∗vt) = 0.
The bounded variation term is obviously equal to 0, which gives
0 = u0(ϕ)
for all ϕ ∈W 6,q(Rd) which implies that u0 = 0 in Lp(Rd). 
4. Energy estimates
In this section we use a new method, first introduced in [11], to find energy estimates. The
method relies on finding a set of suitable space-time test functions that equilibrate the energy of
the noise in the system. We assume u is a weak solution to the forward equation
dut = Lut + Γ
iutdW
i, u0 = g ∈ L2(Rd).
The main result of this section is the following.
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Theorem 14. Suppose σi,k, γj , β
n
j ∈ C6b (Rd) and bj , c ∈ C4b (Rd). Moreover, assume the following
non degeneracy condition
(4.1) λ|ξ|2 ≤ σi,kσj,kξjξi
for some constant λ > 0.
Then u ∈ C([0, T ];L2(Rd)) ∩ L2([0, T ];H1), and the following energy inequality holds
(4.2) sup
t∈[0,T ]
‖ut‖20 +
∫ T
0
‖∇ur‖20dr ≤ C‖g‖20,
where C can be chosen uniformly in bounded sets of W and depends on λ as well as σi,k, γj , β
n
j ∈
C6b (R
d) and bj, c ∈ C4b (Rd).
The strategy of the proof is as follows. First we prove Theorem 14 for g smooth. Then, since
the solution is actually a regular solution, we may use Lemma 6 to multiply the solution by itself
and obtain an equation for u2. We then again use the product formula, Lemma 6, and a solution
to a backward problem defined on W 3,∞(Rd) to transform the equation for u2 into an expression
without a rough path integral term. This method replaces the so-called "Rough Gronwall" in [3],
[9].
Since the estimate in Theorem 14 is uniform in ‖g‖0 we use the stability g 7→ u in L2(Rd) to
extend to any g ∈ L2(Rd).
Lemma 15. Suppose g ∈ C∞(Rd) ∩ L2(Rd) and σi,k, γj , βnj ∈ C6b (Rd) and bj , c ∈ C4b (Rd). Then
u2 satisfies
du2t = 2utLutdt+ 2utΓ
iutdW
i
t
on (W 3,∞(Rd))∗, i.e. for any φ ∈W 3,∞(Rd) it holds that
(u2t , φ) = (u
2
0, φ) + 2
∫ t
0
(Lur, φur)dr + 2
∫ t
0
(Mr,M
′
r)(φ)dWr
where
M jt (φ) = (Γ
jut, φut) (M
′
t)
j,i(φ) = (ΓiΓjut, φut) + (Γ
iut, φΓ
jut).
Proof. Since g is smooth we know that
ut = g +
∫ t
0
Lurdr +
∫ t
0
ΓjurdW
j
r
holds on H3. Since W 3,∞(Rd) is a multiplier on H3 we have from Remark 5 that
φut = φg +
∫ t
0
φLurdr +
∫ t
0
φΓjurdW
j
r
in H3 for all φ ∈ W 3,∞(Rd). Using Lemma 6 we get
(ut, φut) = (g, φg) + 2
∫ t
0
(Lur, φur)dr + 2
∫ t
0
(Mr,M
′
r)dWr
where
M jt (φ) = (Γ
jut, φut) (M
′
t)
j,i(φ) = (ΓiΓjut, φut) + (Γ
iut, φΓ
jut).

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Let us write this expression more explicitly. Straightforward computations gives
2(Lu, uφ) =− (∂ju∂iu, σi,kσj,kφ) + 2(u2, ∂j∂i(σi,kσj,kφ))− (u2, ∂j(bjφ)) + 2(cu2, φ)
and
2(Γjur, φur) = (β
n
j ∂nu, uφ) + (γju, uφ) = −(u2, ∂n(βnj φ)) + 2(u2, γjφ),
which gives us the equation for u2t :
(u2t , φ) =(u
2
0, φ) +
∫ t
0
−(∂jur∂iur, σi,kσj,kφ) + (u2r, ∂j∂i(σi,kσj,kφ)) − (u2r, ∂j(bjφ)) + 2(cu2r, φ)dr
+
∫ t
0
(u2r,−∂n(βnj φ) + 2γjφ)dWjr .(4.3)
We proceed to find a suitable transformation that allows us to find the energy of the solution u.
Lemma 16. Assume σi,k, γj, β
n
j ∈ C6b (Rd) and bj , c ∈ C4b (Rd). Then there exists a solution to the
backward equation
(4.4) dfr = [−∂j∂i(σi,kσj,kfr)− ∂j(bjfr) + 2cfr] dr +
[−∂n(βnj fr) + 2γjfr] dWjr
with final condition ft = 1 in W
3,∞(Rd). Moreover, there exists a constant m > 0 such that
m−1 ≤ fr(x) ≤ m
for almost all r, x.
Proof. Assume for simplicity that bj = c = 0. Existence of a solution to equation (4.4) is already
proven in [2]. In fact, it is shown that the solution is in C4b (R
d) and the solution is given by
fr(x) = E
(r,x)
[
exp
{∫ t
r
2c˜(Xs)ds+
∫ t
r
2γj(Xs)− divβj(Xs)dWjs
}]
where
dXs = b˜(Xs)ds+
√
2σ(Xs)dBs + β(Xs)dWs,
and we recall the notation (2.3).
The upper bound, fr(x) ≤ m is already proved in [2]. For the lower bound we argue as follows:
for any random variable, F , Jensen’s inequality gives
(E[exp{−F}])−1 ≤ E[exp{F}],
thus, the lower bound is proved if we can show that
f˜r(x) := E
(r,x)
[
exp
{
−
∫ t
r
2c˜(Xs)ds−
∫ t
r
2γj(Xs)− divβ(Xs)dWjs
}]
is bounded above. This follows by the same way as for the upper bound of f . 
Using the above lemma we will transform (4.3) into an equation where we can easily find the
energy estimates. This step should be thought of as the equivalent of the rough Gronwall lemma
in [3], and fr(x) above as the correct rough exponential to prove this estimate.
Proposition 17. Assume g is smooth. Then the energy estimate of Theorem 14 hold.
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Proof. Using Lemma 6 applied to u2 and f as taking values in (W 3,∞(Rd))∗ and W 3,∞(Rd) respec-
tively, we get
(u2t , 1) = (u
2
0, f0)−
∫ t
0
(σi,kσj,k∂jur, ∂iurfr).
Using the upper and lower bounds on f we get
‖ut‖2L2 + λm−1
∫ t
0
‖∇ur‖2L2dr ≤ u2t (1) +
∫ t
0
(σi,kσj,k∂jur, ∂iurfr)dr = (u
2
0, f0) ≤ m‖u0‖2L2
where we have used λ|ξ|2 ≤ σi,kσj,kξjξi. 
We are now ready to finish the proof of Theorem 14.
Proof of Theorem 14. Let g ∈ L2(Rd), and choose gn ∈ C∞c (Rd) such that gn → g in L2(Rd)
and denote by un the sequence of solutions corresponding to the initial condition gn. Since the
equation is linear, un − um is a solution to the same equation with the initial condition replaced
by gn − gm. From Proposition 17 we see that un is a Cauchy sequence in the Banach space
C([0, T ];L2(Rd))∩L2([0, T ];H1). Denote by u its limit in these spaces, which from the stability in
Theorem 10 gives that the solution u also satisfies (4.2). 
5. Rough path stability
In this section we prove that the solution of the backward equation
−dut = Lut + ΓiutdWi, uT = g ∈ L2(Rd),
is continuous in C([0, T ];L2(Rd)) ∩ L2([0, T ];H1) under the non-degeneracy condition (4.1). We
prove this by direct analysis of the Feynman-Kac formula as follows.
Supposing first that the final condition g is continuous and arguing by rough path stability for
RDE’s we get continuity of the mapping W 7→ E[g(Φt,T (x)]. This means that the main challenge
to prove the desired stability is to show that one can use dominated convergence to conclude
lim
W→W˜
∫
Rd
(E[g(Φt,T (x))] − E[g(Φ˜t,T (x))])2dx = 0.
To do this we show that, uniformly in the rough path metric, we have control on the spread of the
mass of the Markov semi-group as follows.
Lemma 18. Define the function V (x) = e−|x|. Then we have∫
Rd
sup
‖W‖α≤M, t∈[0,T ]
E[V (Φt,T (x))]dx <∞.
In fact, there exists a constant C such that
sup
‖W‖α≤M, t∈[0,T ]
E[V (Φt,T (x))] ≤ Ce−|x|.
Proof. From [5, Lemma 4, Corollary 3] we have |Φt,T (x) − x| ≤ C(1 + N[0,T ](Z)) (see Definition
34).
Using −|Φt,T (x)| ≤ −|x|+ |x− Φt,T (x)| we get
E[exp{−|Φt,T (x)|}] ≤ e−|x|E[exp{|Φt,T (x) − x|}] ≤ e−|x|E[exp{C(1 +N[0,T ](Z))}].
The result follows immediately since N[0,T ](Z) has Gaussian tails uniformly over bounded sets
of W, see Proposition 36.
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
We start by showing continuity in L2(Rd). Notice that we do not use the non degeneracy
condition (4.1) for this result.
Theorem 19. Assume σi,k, βj ∈ C3b (Rd), bj , γj , c ∈ C1b (Rd). Then the solution map
L2(Rd)× C αg → C([0, T ];L2(Rd))
(g,W) 7→ u
is continuous.
Proof. Step 1: we first fix g ∈ Cc(Rd) and show the rough path stability W 7→ u. By the rough
path stability W 7→ Φt,T (x) we have that
lim
W→W˜
sup
t∈[0,T ]
(E[g(Φt,T (x))] − E[g(Φ˜t,T (x))])2 = 0.
Thus, to show that
lim
W→W˜
∫
Rd
sup
t∈[0,T ]
(E[g(Φt,T (x))] − E[g(Φ˜t,T (x))])2dx = 0
it is enough to show that we may use dominated convergence. Since g has compact support, it is
clear that e|x|g(x) is uniformly bounded in x. We get
E[g(Φt,T (x))] = E[g(Φt,T (x)) exp{|Φt,T (x)|} exp{−|Φt,T (x)|}]
≤ ‖e|·|g(·)‖∞E[exp{−|Φt,T (x)|}]
≤ ‖e|·|g(·)‖∞C exp{−|x|}.
Step 2: Let g, g˜ ∈ L2(Rd) and ǫ > 0. Choose gǫ, g˜ǫ ∈ Cc(Rd) such that
‖g − gǫ‖0 ≤ ǫ, ‖g˜ − g˜ǫ‖0 ≤ ǫ and ‖gǫ − g˜ǫ‖0 ≤ ‖g − g˜‖0.
Since the mapping g 7→ u is linear, we get from (3.4) that
sup
t∈[0,T ]
∫
Rd
(E[g(Φt,T (x))] − E[gǫ(Φt,T (x))])2 dx ≤ Cǫ2,
sup
t∈[0,T ]
∫
Rd
(
E[gǫ(Φ˜t,T (x))]− E[g˜ǫ(Φ˜t,T (x))]
)2
dx ≤ C‖g − g˜‖20.
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This gives
lim
W→W˜
sup
t∈[0,T ]
∫
Rd
(E[g(Φt,T (x))] − E[g˜(Φ˜t,T (x))])2dx
. lim
W→W˜
sup
t∈[0,T ]
∫
Rd
(E[g(Φt,T (x))] − E[gǫ(Φt,T (x))])2dx
lim
W→W˜
sup
t∈[0,T ]
∫
Rd
(E[gǫ(Φt,T (x))] − E[gǫ(Φ˜t,T (x))])2dx
+ lim
W→W˜
∫
Rd
sup
t∈[0,T ]
(E[gǫ(Φ˜t,T (x))] − E[g˜ǫ(Φ˜t,T (x))])2dx
+ lim
W→W˜
sup
t∈[0,T ]
∫
Rd
(E[g˜ǫ(Φ˜t,T (x))] − E[g˜(Φ˜t,T (x))])2dx
≤ 2Cǫ2 + C‖g − g˜‖20.
Since ǫ was arbitrary, the result follows. 
Theorem 20. Suppose σi,k, γj , β
n
j ∈ C6b (Rd), bj, c ∈ C4b (Rd) as well as the non degeneracy condi-
tion (4.1). Then the solution map
L2(Rd)× C αg → L2([0, T ];H1)
(g,W) 7→ u
is continuous.
Proof. The proof is similar to the proof of Theorem 19, except we will use the energy estimates
(4.2) instead of (3.4).
Step 1: we first fix g ∈ C1c (Rd) and show the rough path stability W 7→ u. We have
∇ut(x) = E[∇g(Φt,T (x))∇Φt,T (x)]
By the rough path stability W 7→ Φt,T (x) and W 7→ ∇Φt,T (x) we have that
lim
W→W˜
sup
t
(E[∇g(Φt,T (x))∇Φt,T (x)] − E[∇g(Φ˜t,T (x))∇Φ˜t,T (x)])2 = 0.
Thus, to show that
lim
W→W˜
∫ T
0
∫
Rd
(E[∇g(Φt,T (x))∇Φt,T (x)]− E[∇g(Φ˜t,T (x))∇Φ˜t,T (x)])2dxdt = 0
it is enough to show that we may use dominated convergence. Since g has compact support, it is
clear that e|x||∇g(x)|2 is uniformly bounded in x. We get
E[∇g(Φt,T (x))∇Φt,T (x)]2 ≤ E[|∇g(Φt,T (x))|2]E[|∇Φt,T (x)|2]
≤ E[|∇g(Φt,T (x))|2 exp{|Φt,T (x)|} exp{−|Φt,T (x)|}]E[|∇Φt,T (x)|2]
≤ ‖e|·||∇g(·)|2‖∞E[exp{−|Φt,T (x)|}]E[|∇Φt,T (x)|2]
≤ ‖e|·||∇g(·)|2‖∞C exp{−|x|}.
Step 2: Let g, g˜ ∈ L2(Rd) and ǫ > 0. Choose gǫ, g˜ǫ ∈ C1c (Rd) as in the proof of Theorem 19.
Define the functions
uǫt(x) = E[gǫ(Φt,T (x))], u˜
ǫ
t(x) = E[g˜ǫ(Φt,T (x))] and v
ǫ
t (x) = E[gǫ(Φ˜t,T (x))].
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Since the equation is linear, we get from Theorem 14 that∫ T
0
‖∇ut −∇uǫt‖20dt ≤ Cǫ2,
∫ T
0
‖∇u˜t −∇u˜ǫt‖20dt ≤ Cǫ2
and ∫ T
0
‖∇vǫt −∇u˜ǫt‖20dt ≤ C‖g − g˜‖20.
This gives
lim
W→W˜
∫ T
0
‖∇ut −∇u˜t‖20dt . lim
W→W˜
∫ T
0
‖∇ut −∇uǫt‖20dt+ lim
W→W˜
∫ T
0
‖∇uǫt −∇vǫt‖20dt
+ lim
W→W˜
∫ T
0
‖∇vǫt −∇u˜ǫt‖20dt+ lim
W→W˜
∫ T
0
‖∇u˜ǫt −∇u˜t‖20dt
≤ 2Cǫ2 + C‖g − g˜‖20.
Since ǫ was arbitrary, the result follows. 
Remark 21. We note from the proofs of Theorem 19 and Theorem 20 that we have a Lipschitz-type
continuity in the initial condition g.
6. Semi-linear perturbation
In this section we study the semi-linear equation
(6.1) dut = (Lut + F (ut)] dt+ Γ
iutdW
i
t, u0 = g ∈ L2(Rd)
for some non-linearity F : H1 → L2(Rd). A solution to (6.1) is defined in a similar way as the
analytically weak solution in Definition 8, except we need more regularity on the solution to make
sense of F (u).
Definition 22. We say that u ∈ C([0, T ];L2(Rd)) ∩ L2([0, T ];H1) is an analytically weak solution
to (6.1) if (Γiu,ΓiΓju) is controlled by W in H−3 and for all φ ∈ H3 we have
(ut, φ) = (u0, φ) +
∫ t
0
(us, L
∗φ) + (F (us), φ)ds+
∫ t
0
(us,Γ
i,∗φ)dWis.
The rest of this section is devoted to proving the following well-posedness result.
Theorem 23. Suppose σi,k, γj , β
n
j ∈ C6b (Rd), bj, c ∈ C4b (Rd) as well as the non degeneracy condi-
tion
λ|ξ|2 ≤ σi,kσj,kξjξi.
Assume the non linearity is Lipschitz, from H1 to L2(Rd), i.e.
(6.2) ‖F (u)− F (v)‖0 . ‖u− v‖1, ∀u, v ∈ H1.
Then there exists a unique solution to (6.1).
Uniqueness and existence will be proven separately, in Proposition 26 and Proposition 27, re-
spectively.
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The proof will be based on Duhamel’s principle, i.e. in the mild formulation of the equation.
The twist is that we will consider the two parameter semi-group generated by the diffusive and the
rough terms. More precisely, if we denote by PWs· the operator
L2(Rd)→ C([s, T ];L2(Rd)) ∩ L2([s, T ];H1)
g 7→ v
where v denotes the solution to (6.1) with F = 0 starting at time s in g. The Duhamel’s principle
in the classical setting then tells us that an equivalent formulation of (6.1) is given by
(6.3) ut = P
W
0t g +
∫ t
0
PWst F (us)ds
in L2(Rd). As soon as PW is defined, the notion of solution to the above equation, as well as its
well-posedness, will be standard.
Definition 24. A mapping u ∈ C([0, T ];L2(Rd)) is a solution to (6.3) provided u ∈ L2([0, T ];H1)
and the equality (6.3) holds in C([0, T ];L2(Rd)).
We start by showing well-posedness of (6.3).
Proposition 25. Retain the assumptions of Theorem 23. Then there exists a unique solution of
the mild formulation, equation (6.3).
Proof. We set up a contraction mapping on the space
X = C([0, T ];L2(Rd)) ∩ L2([0, T ];H1),
via Ξ : X → X as
Ξ(u)t = P
W
0t u0 +
∫ t
0
PWst F (us)ds,
where the initial condition u0 is fixed. We first show that Ξ is well defined. From Theorem 14 we
get PW0· u0 ∈ X . Moreover, it is clear that we have
∫ ·
0 P
W
s· F (us)ds ∈ C([0, T ];L2(Rd)), and we have
the bound
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
PWst F (us)ds
∥∥∥∥
0
≤ sup
t∈[0,T ]
∫ t
0
∥∥PWst F (us)∥∥0 ds . sup
t∈[0,T ]
∫ t
0
‖F (us)‖0 ds
≤ T 1/2
(∫ T
0
‖F (us)‖20 ds
)1/2
≤ T 1/2
(∫ T
0
(1 + ‖us‖21)ds
)1/2
To see that Ξ also takes values in L2([0, T ];H1), consider∫ T
0
∥∥∥∥∇
∫ t
0
PWst F (us)ds
∥∥∥∥
2
0
dt ≤
∫ T
0
t
∫ t
0
‖∇PWst F (us)‖20dsdt ≤ T
∫ T
0
∫ T
t
‖∇PWst F (us)‖20dtds
. T
∫ T
0
‖F (us)‖20dt . T (1 +
∫ T
0
‖us‖21ds)
Finally, to see that Ξ is a contraction, we write for u, v ∈ X using similar computations as above
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
PWst (F (us)− F (vs))ds
∥∥∥∥
0
. T 1/2
(∫ T
0
‖us − vs‖21)ds
)1/2
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and ∫ T
0
∥∥∥∥∇
∫ t
0
PWst (F (us)− F (vs))ds
∥∥∥∥
2
0
dt . T
∫ T
0
‖F (us)− F (vs)‖20dt . T
∫ T
0
‖us − vs‖21ds
which shows that
‖Ξ(u)− Ξ(v)‖X . T 1/2‖u− v‖X .
It follows that Ξ is a contraction mapping with a unique fix point provided T is small enough. It
is now standard to extend the solution on a general time interval [0, T ] by iteration. 
We go on to show that a variational solution, (6.1), is a solution to (6.3).
Proposition 26. Assume σi,k, γj , β
n
j ∈ C6b (Rd), bj , c ∈ C4b (Rd). Then a solution to (6.1) is a
solution to (6.3). In particular, using Proposition 25, solutions to (6.1) are unique.
Proof. With Lemma 6 this is straightforward. Assume u is a solution to (6.1). Let φ ∈ C∞c (Rd)
and denote by v the backward solution to
−dvs = L∗vsds+ Γj,∗vsdWjs, vt = φ.
From Lemma 6, similarly as in the proof of Theorem 13, we get
(ut, vt) = (u0, v0) +
∫ t
0
(F (∇us), vs)ds
and by noticing that we may write vs = P
W,∗
st φ where P
W,∗
st is the adjoint of P
W
st , we get
(ut, φ) = (u0, P
W,∗
0t φ) +
∫ t
0
(F (us), P
W,∗
st φ)ds
= (PW0,t u0, φ) +
∫ t
0
(PWst F (us), φ)ds.
Since φ was arbitrary in C∞c (R
d) the result follows. 
Note that even though we do not prove equivalence of the two definitions, the one implication is
enough to show well-posedness of (6.1). Indeed, since we have shown that (6.1) implies (6.3) this
immediately gives uniqueness of (6.1).
To show existence of a solution to (6.1) we argue by rough path continuity. For a smooth path
the formulations are classically equivalent. To take the limit in the approximation we shall use a
compactness criterion also used in [11]. The computations below will show precisely the missing
ingredient to show that the definitions are equivalent and also hint at how this could be solved, see
Remark 28.
Proposition 27. Under the assumptions of Theorem 23 there exists a solution to (6.1).
Proof. Assume first that W is smooth. With the notation of the previous proposition, notice first
that similar (but easier) computations as in the proof of Theorem 11 shows that for φ ∈ H1 we
have
(6.4) ‖δ(PW,∗r· φ)st − PW,∗rs Γi,∗φW ist‖0 . |t− s|2α‖φ‖1.
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Since W is smooth, u satisfies (6.3), which gives that for any φ ∈ H1
(δust, φ) = (δ(P
W
0· g)st, φ) +
∫ s
0
(δ(PWr· F (ur))st, φ)dr +
∫ t
s
(PWrt F (ur), φ)dr
= (g, δ(PW,∗0· φ)st) +
∫ s
0
(F (ur), δ(P
W,∗
r· φ)st)dr +
∫ t
s
(PWrt F (ur), φ)dr.(6.5)
From (6.4) we get∣∣∣(g, δ(PW,∗0· φ)st)− (g, PW,∗0s Γi,∗φ)W ist∣∣∣ . |t− s|2α‖φ‖1‖g‖0,
∫ s
0
∣∣(F (ur), δ(PW,∗r· φ)st)− (F (ur), PW,∗rs Γi,∗φ)W ist∣∣ ds . |t− s|2α‖φ‖1
∫ s
0
‖F (ur)‖0dr.
and
(6.6)
∣∣∣∣
∫ t
s
(PWrt F (ur), φ)dr
∣∣∣∣ ≤
(∫ t
s
‖F (ur)‖20dr
)1/2
(t− s)1/2 .
(
1 +
∫ T
0
‖ur‖21dr
)1/2
(t− s)1/2
uniformly in the rough path metric. This shows that
(6.7) sup
‖W‖α≤M
‖δust‖−1 .
(
1 +
∫ T
0
‖ur‖21dr
)1/2
|t− s|1/2.
This shows that uniformly over bounded sets of ‖W‖α, the solution u remains in a bounded set
of
C([0, T ];L2(Rd)) ∩ L2([0, T ];H1) ∩ C1/2([0, T ];H−1)
which is compactly embedded into
L2([0, T ];L2(K)) ∩C([0, T ];L2(K)w)
for any compact K ⊂ Rd, see e.g. [11, Lemma A.1]. In the above we have denoted by L2(K)w the
usual L2 space equipped with its weak topology.
Now, for any geometric rough path W, we take a sequence Wn of smooth paths converging to
W in the rough path metric. Then the sequence of corresponding solution un is relatively compact
in L2([0, T ];L2(K)) ∩ C([0, T ];L2(K)w). We may thus take a sub-sequence converging to u and
taking the limit in the equation (6.1) we obtain a solution. See [11, Theorem 4.2] for precise details.

Remark 28. We note that in order to show that a solution to (6.3) is controlled by W in H−1, one
would proceed as in the above proof up to (6.6). However, the estimate in (6.6) is not enough to show
that the term
∫ t
s
PWrt F (ur)dr showing up in the expansion (6.5) is a remainder in H
−1 in the sense
of controlled paths, see Definition 1. One could circumvent this by introducing p-variation spaces
which would give a direct approach to show that the mild and variational formulations actually are
equivalent.
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7. Appendix
The main objective of the appendix is to develop the theory of controlled rough paths for com-
positions by Lp(Rd)-functions needed for the paper. This is not possible for a general controlled
path (Y, Y ′) ∈ D2αZ ([0, T ];C(Rd;Rd)) without some sort of non-degeneracy condition on the spatial
variable. Indeed, assume e.g. (Y, Y ′) = (Z, I) is constant in space. Then for any g 6= 0,∫
g(Y )pdx =∞,
so that there is no hope in giving meaning to (g(Y ), g(Y )′) = (g(Y ),∇g(Y )Y ′) ∈ D2αZ ([0, T ];Lp(Rd)).
We introduce the appropriate notion of non-degeneracy which prevent this situation.
Definition 29. We shall say that a controlled path (Y, Y ′) ∈ D2αZ ([0, T ];C(Rd;Rd) is C1-non-
degenerate provided Y is actually C1(Rd;Rd)-valued and
(7.1) ζ(Y ) := inf
s,t∈[0,T ],x∈Rd,θ∈[0,1]
det(∇(Ys(x) + θδYst(x))) > 0.
Lemma 30. Let g ∈ W 2,p(Rd) and assume (Y, Y ′) ∈ D2αZ ([0, T ];Cb(Rd;Rd)) satisfies ζ(Y ) > 0.
Then we have
(g(Y ), ∇g(Y )Y ′) ∈ D2αZ ([0, T ];Lp(Rd))
with the bound
‖(g(Y ),∇g(Y )Y ′)‖α,Z;Lp(Rd) ≤ Cζ(Y )−1/p(1 + ‖Z‖α)2(‖Y ′0‖∞ + ‖(Y, Y ′)‖α,Z;Cb(Rd;Rd))2|g|2,p
Proof. We begin by showing the estimates for smooth g, and the general case will follow by taking
approximations.
Notice first that y 7→ g(Yt(y)) is a well defined element of Lp(Rd);∫
g(Yt(y))
pdy =
∫
g(x)pdet(∇Yt(x))−1dx ≤ ζ(Y )−1
∫
g(x)pdx(7.2)
where we have used det(∇Yt(x)) ≥ ζ(Y ).
For the Gubinelli derivative, we consider
δ (∇g(Y·(y))Y ′· (y))st = δ(∇g(Y·(y)))stY ′s (y) +∇g(Yt(y))δY ′st(y).
For the first term we write
δ(∇g(Y·(y)))stY ′s (y) =
∫ 1
0
∇2g(Ys(y) + θδYst(y))dθδYst(y)Y ′s (y)
which gives∫
|δ(∇g(Y·(y)))st|p|Y ′s (y)|pdy ≤ |Y ′(y)|p∞
∫ 1
0
∫
|∇2g(Ys(y) + θδYst(y))δYst(y)|pdydθ
≤ |t− s|pα(‖Y ′0‖Cb(Rd;Rd) + Tα‖Y ′‖α)2pζ(Y )−1‖∇2g‖p0,p,
where we have used
(7.3) |Y ′t (y)| ≤ |Y ′t (y)− Y ′0(y)|+ |Y ′0(y)| ≤ Tα‖Y ′‖α + |Y ′0(y)|.
For the second term use the bound
sup
y∈Rd
‖Y ′(y)‖pα|t− s|pα
∫
|∇g(Y·(y))|pdy ≤ ‖(Y, Y ′)‖pα,Z;Cb(Rd;Rd)ζ(Y )
−1‖∇g‖p0,p|t− s|pα.
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For the remainder we use Taylor’s formula
g(x)− g(y) = ∇g(y)(x− y) +
∫ 1
0
∇2g(y + θ(x − y))(1− θ)dθ(x − y)⊗2
to get
δg(Y·(y))st = ∇g(Ys(y))δYst(y) +
∫ 1
0
∇2g(Ys(y) + θδYst(y))(1 − θ)dθ(δYst(y))⊗2
= ∇g(Ys(y))Y ′s (y)δZst +∇g(Ys(y)) (δYst(y)− Y ′s (y)δZst)
+
∫ 1
0
∇2g(Ys(y) + θδYst(y))(1 − θ)dθ(δYst(y))⊗2.
For the second term we use the bound∫
|∇g(Ys(y)) (δYst(y)− Y ′s (y)δZst) |pdy ≤ |t− s|2pα sup
y∈Rd
‖δY (y)− Y ′(y)δZ‖p2α
∫
|∇g(Y·(y))|pdy
≤ |t− s|2pα‖(Y, Y ′)‖p
α,Z;Cb(Rd;Rd)
ζ(Y )−1
∫
|∇g(x)|pdx.
For the last term we use the bound∫ ∫ 1
0
|∇2g(Ys(y) + θδYst(y))(1 − θ)(δYst(y))⊗2|pdθdy
≤ |t− s|2pα sup
y∈Rd
‖Y (y)‖2pα
∫ 1
0
∫
|∇2g(Ys(y) + θδYst(y))|pdy(1− θ)2dθ
≤ |t− s|2pα sup
y∈Rd
‖Y (y)‖2pα
∫ 1
0
∫
|∇2g(x)|pdet(∇(Ys(x) + θδYst(x)))−1dydθ
≤ |t− s|2pα sup
y∈Rd
‖Y (y)‖2pα ζ(Y )−1‖∇2g‖p0,p.
As in (7.3) we have
‖Y (y)‖α ≤ sup
t∈[0,T ]
|Y ′t (y)|‖Z‖α + ‖δY − Y ′δZ‖2α ≤ (|Y ′0 (y)|+ Tα‖Y ′(y)‖α)‖Z‖α + ‖δY − Y ′δZ‖2α
≤ (|Y ′0(y)|+ ‖(Y, Y ′)‖α,Z;Cb(Rd;Rd)) (Tα‖Z‖α + 1).
For general g ∈ W 2,p(Rd), take a smooth approximation gn such that gn → g in W 2,p(Rd). The
condition (7.1) allows us to take the Lp(Rd)-limit in all the expressions above, e.g.∫
|(gn − g)(Yt(y))|pdy ≤ ζ(Y )−1
∫
|gn(x)− g(x)|pdx→ 0
and ∫ ∣∣∣∣
∫ 1
0
∇2(gn − g)(Ys(y) + θδYst(y))dθ
∣∣∣∣
p
dy ≤
∫ 1
0
∫ ∣∣∇2(gn − g)(Ys(y) + θδYst(y))∣∣p dydθ
≤ ζ(Y )−1
∫
|∇2gn(x) −∇2g(x)|pdx→ 0.

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For technical reasons, in Theorem 13 and Lemma 15 we shall need also to construct the rough
path integral as an W 3,p(Rd)-valued object. This necessitates more regularity on the coefficients.
The proof follows from a tedious generalization of Lemma 30.
Lemma 31. Let g ∈ W 5,p(Rd) and assume (Y, Y ′) ∈ D2αZ ([0, T ];C3b (Rd;Rd)) satisfies ζ(Y ) > 0.
Then we have
(g(Y ), ∇g(Y )Y ′) ∈ D2αZ ([0, T ];W 3,p(Rd))
with the bound
‖(g(Y ),∇g(Y )Y ′)‖α,Z;W 3,p(Rd) ≤ Cζ(Y )−1/p(1 + ‖Z‖α)2
× (1 + ‖Y ′0‖C3b (Rd) + ‖(Y, Y
′)‖α,Z;C3
b
(Rd))
2‖g‖5,p.
Proof. From Lemma 30 we know that for any h ∈ Lq(Rd) we have
|(δg(Y )st −∇g(Ys)Y ′sδZst, h)| . |t− s|2α‖g‖2,p‖h‖0,qζ(Y )−1/p(1 + ‖Z‖α)2
× (1 + ‖Y ′0‖Cb(Rd) + ‖(Y, Y ′)‖α,Z;Cb(Rd))2.(7.4)
Replacing h by ∇h in the above inner product we get(∇(δg(Y )st −∇g(Ys)Y ′sδZst), h) = ((δ∇g(Y )∇Y )st −∇2g(Ys)∇Ys ⊗ Y ′sδZst −∇g(Ys)∇Y ′sδZst, h)
=
(
(δ∇g(Y )st −∇2g(Ys)Y ′sδZst)∇Ys +∇g(Ys)(δ∇Yst −∇Y ′sδZst) + δ∇g(Y )stδ∇Yst, h
)
≤ ‖∇Y ‖∞‖δ∇g(Y )st −∇2g(Ys)Y ′sδZst‖0,p‖h‖0,q
+ ‖∇g(Ys)‖0,p‖h‖0,q‖δYst − Y ′sδZst‖C1b (Rd) + ‖δYst‖C1b (Rd)‖δ∇g(Y )st‖0,p‖h‖0,q
The first term can be bounded using Lemma 30. The second term is bounded by the assumption
that (Y, Y ′) is controlled in C3b (R
d). The last term is bounded by Lemma 30;
‖δ∇g(Y )st‖0,p ≤ ‖δ∇g(Y )st −∇2g(Ys)Y ′sδZst‖0,p + ‖∇2g(Ys)Y ′sδZst‖0,p
≤ ‖(∇g(Y ),∇2g(Y )Y ′)‖α,Z;Lp(Rd)|t− s|2α
+ ‖∇2g(Ys)‖0,p‖Y ′s‖Cb(Rd:Rd)‖Z‖α|t− s|α
. ‖g‖3,pζ(Y )−1/2(1 + ‖Z‖α)2(1 + ‖Y ′0‖Cb(Rd) + ‖(Y, Y ′)‖α,Z;Cb(Rd))2|t− s|α
giving
‖∇(δg(Y )st −∇g(Ys)Y ′sδZst)‖0,p
.‖g‖3,pζ(Y )−1/p(1 + ‖Z‖α)2(1 + ‖Y ′0‖C1b (Rd) + ‖(Y, Y
′)‖α,Z;C1
b
(Rd))
2|t− s|α.
Similarly we get
‖∇(δ(∇g(Y )Y ′)st‖0,p . ‖g‖3,pζ(Y )−1/2(1 + ‖Z‖α)2(1 + ‖Y ′0‖C1b (Rd) + ‖(Y, Y
′)‖α,Z;C1
b
(Rd))
2|t− s|α,
which shows that
‖(g(Y ),∇g(Y )Y ′)‖α,Z;W 1,p(Rd) ≤ Cζ(Y )−1/p(1+‖Z‖α)2(1+‖Y ′0‖C1b (Rd)+‖(Y, Y
′)‖α,Z;C1
b
(Rd))
2‖g‖3,p.
The general statement is proved using similar, though more involved computations, and is left
to the interested reader. 
It is straightforward to see that the space D2αZ ([0, T ];L(E)) acts as a multiplier on D2αZ ([0, T ];E)
in the following way:
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Lemma 32. For (G,G′) ∈ D2αZ ([0, T ];E) and (A,A′) ∈ D2αZ ([0, T ];L(E)) we have (AG,AG′ +
A′G) ∈ D2αZ ([0, T ];E) with bounds
(7.5)
‖(AG,AG′ +A′G)‖α,Z;E ≤ (‖A′0‖L(E) + ‖(A,A′)‖α,Z;L(E))(‖G′0‖E + ‖(G,G′)‖α,Z;E)(1 + ‖Z‖α)2.
Combined with Lemma 30 we get the following.
Corollary 33. Assume (Y, Y ′) ∈ D2αZ ([0, T ];C1b (Rd;Rd)) satisfies ζ(Y ) > 0 and (A,A′) ∈ D2αZ ([0, T ];L∞(Rd)).
For any g ∈W 2,p(Rd) we have
(g(Y )A,∇g(Y )Y ′A+ g(Y )A′) ∈ D2αZ ([0, T ];Lp(Rd))
with the bound
‖(g(Y )A,∇g(Y )Y ′A+ g(Y )A′)‖α,Z;Lp ≤ Cζ(Y )−1/p(1 + ‖Z‖α)4(‖A′0‖L∞ + ‖(A,A′)‖α,Z;L∞(Rd))
× (‖Y ′0‖∞ + ‖(Y, Y ′)‖α,Z;Cb(Rd;Rd))2‖g‖2,p
We shall show that the uniform bounds in (7.1) holds for flows generated by RDE’s.
Definition 34. For a rough path Z denote by ‖Z‖p−var,[s,t] the homogeneous p-variation norm of
Z over [s, t]. Define inductively
τ0 = s
τi+1 := inf{u : ‖Z‖p−var,[τi,u] ≥ 1, τi < u ≤ t} ∧ t
and finally
N[s,t](Z) := sup{n ∈ N : τn < t}.
We shall need the following fact about N[s,t](Z). For a proof, see [4], [2, Lemma 36].
Proposition 35. For an α-Hölder (deterministic) rough path W = (W,W), define the α-Hölder
rough path joint lift Z(W) = (Z,Z) where
Zt =
(
Bt
Wt
)
and Zst =
(
Bt
∫ t
s BsrdWr∫ t
s WsrdBr Wst
)
.
Then the random variable
sup
‖Z‖α≤M
N[0,T ](Z(W))
has Gaussian tails. Moreover, we have the continuity
E[‖Z(W)− Z(W˜)‖pα] . ‖W − W˜‖pα.
We remark that for the rough path constructed above, the random variable ‖Z‖pp−var does not
have Gaussian tails, which makes it an ill-suited norm for studying linear RDE’s under expectations.
However, the next result show how N[0,T ](Z) is an appropriate tool for these equations.
Proposition 36. Assume Z is an α-Hölder geometric rough path, α ∈ (13 , 12 ).
(1) For a collection of vector fields V = (Vi)
e
i=1 in C
3
b (R
d), there exists a unique solution
(Y, Y ′) = (Y, V (Y )) to the RDE
dY = V (Y )dZ
which satisfies
‖(Y, Y ′)‖α,Z ≤ C(1 + ‖Z‖α)3,
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and
‖Y ‖ 1
α
−var ≤ C(1 +N[0,T ](Z)).
For proofs, see [7, Proposition 8.3] and [5, Lemma 4, Corollary 3] respectively.
(2) For a collection of affine vector fields V = (Vi)
e
i=1, i.e. Vi(x) = Aix + bi, there exists a
unique solution (Y, Y ′) = (Y, V (Y )) to the RDE
dY = V (Y )dZ
which satisfies
‖Y ‖α ≤ C(1 + |y0|)‖Z‖α exp{CN[0,T ](Z)}
and
‖(Y, Y ′)‖Z,α ≤ C exp{CN[0,T ](Z)}(‖Z‖2α ∨ ‖Z‖3α).
For a proof, see [2, Lemma 26].
Lemma 37. Denote by Ψ the flow generated by the RDE
dΨs,t(x) = V (Ψs,t(x))dZt Ψs,s(x) = x.
Then there exists C > 0 such that we have
C−1 exp{−CN[0,T ](Z)} ≤ det(∇Ψ−1t,T (x)) ≤ C exp{CN[0,T ](Z)}
Proof. The inverse flow and the Jacobian satisfies (see e.g. [2, Lemma 27])
dΨ−1T−t,T (y) = Vi(Ψ
−1
T−t,T (y))d
←−
Z
i
t Ψ
−1
T,T (y) = y
and
d∇Ψ−1T−t,T (y) = ∇Vi(Ψ−1T−t,T (y))∇Ψ−1T−t,T (y)d
←−
Z
i
t ∇Ψ−1T,T (y) = Id×d.
Denote by Dt := det(∇Ψ−1T−t,T (y)). Then by the Rough Ito formula, since det(·) : Rd×d → R has
derivative at A equal to det(A)Tr(A−1M) for det(A) 6= 0, we get
dDt = DtTr
(
(∇Ψ−1T−t,T (y))−1∇Vi(Ψ−1T−t,T (y))∇Ψ−1T−t,T (y)
)
d
←−
Z
i
t
= Dt(divVi)(Ψ
−1
T−t,T (y))d
←−
Z
i
t
where we have used Tr(AB) = Tr(BA).
From [2, Lemma 26] we get
‖D‖α,[0,T ] ≤ C‖Z‖α,[0,T ] exp{CN[0,T ](Z)}.
We clearly have D0 = 1 and so
|Dt| ≤ |Dt −D0|+ 1 ≤ Tα‖D‖α,[0,T ] + 1 ≤ C‖Z‖α,[0,T ] exp{CN[0,T ](Z)}
provided C is large enough. To see the reversed inequality, notice that D−1 solves
dD−1t = −D−1t (divVi)(Ψ−1T−t,T (y))d
←−
Z
i
t,
so that |Dt|−1 ≤ C‖Z‖α,[0,T ] exp{CN[0,T ](Z)} by similar reasoning as above. 
Lemma 38. Suppose (Y, Y ′) = (Y (x), Y (x)′) = (ΨT−·,T (x)
−1, V (ΨT−·,T (x)
−1)) where Ψ is the
flow of the RDE dΨ = V (Ψ)dZ. Then (7.1) holds. More specifically, the exists C > 0 such that
C exp{−CN[0,T ](Z)} ≤ inf
s,t∈[0,T ],x∈Rd,θ∈[0,1]
det(∇(Ys(x) + θδYst(x))).
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Proof. For any θ0 > 0 we have
inf
s,t∈[0,T ],x∈Rd,θ∈[0,1]
det(∇(Ys(x) + θδYst(x)))
= inf
s,t∈[0,T ],x∈Rd,θ∈[0,θ0]
det(∇(Ys(x) + θδYst(x)))
∨ inf
s,t∈[0,T ],x∈Rd,θ∈[θ0,1]
det(∇(Ys(x) + θδYst(x))).
Step 1: We first choose θ0 such that
(7.6) inf
s,t∈[0,T ],x∈Rd,θ∈[0,θ0]
det(∇(Ys(x) + θδYst(x))) ≥ C
2
exp{−CN[0,T ](Z)}.
To do this, notice first that by Lemma 37 we have
inf
s∈[0,T ],x∈Rd
det(∇Ys(x)) ≥ C exp{−CN[0,T ](Z)}.
Moreover, we know that δ∇Y : [0, T ]2 × Rd → Rd×d is a bounded and continuous map. Assume
now that (7.6) does not holds, which means that there exists (sn, tn, xn, θn) ∈ [0, T ]2 × Rd × [0, 1]
with limn θn = 0 such that
det(∇(Ysn(xn) + θnδYsntn(xn))) ≤
C
2
exp{−CN[0,T ](Z)} +
1
n
By the boundedness of δ∇Y we have for a sub-sequence that limk∇Ysnk (xnk) = M ∈ Rd×d and
limk δ∇Ysnk tnk (xnk) = N ∈ Rd×d. By the continuity of the determinant we get
C
2
exp{−CN[0,T ](Z)} ≥ lim
k
det(∇(Ysnk (xnk) + θnkδYsnk tnk (xnk ))) = det(M)
= lim
k
det(∇Ysnk (xnk)) ≥ infs∈[0,T ],x∈Rd det(∇Ys(x)) ≥ C exp{−CN[0,T ](Z)}
which is a contradiction.
Step 2: We show that for any θ0 > 0 we have
inf
s,t∈[0,T ],x∈Rd,θ∈[θ0,1]
det(∇(Ys(x) + θδYst(x))) ≥ C
2
exp{−CN[0,T ](Z)}.
For fixed θ define Y s,θt := Ys + θδYst, for t ≥ s so that
dY s,θt = Vθ,j(Y
s,θ
t )d
←−
Z jt , Y
s,θ
s = Ys
where Vθ(y) := θV (Ys + θ
−1(y − Ys)). As in the proof of the previous lemma, we get
det(∇Y s,θt ) = det(∇Ys) exp
{
tr
(∫ t
0
∇Vθ,j(Y s,θr )dZjr
)}
= det(∇Ys) exp
{∫ t
0
div(Vθ,j)(Y
s,θ
r )dZ
j
r
}
.
Since Vθ is bounded in C
3(Rd) uniformly in θ ∈ [θ0, 1], the result follows. 
Lemma 39. If Ψt,s(x) is the flow of the RDE
dΨt,s(x) = V (Ψt,s(x))dZs, Ψt,t(x) = x
then for any g ∈W 2,p(Rd) the pair(
g(Ψ−1·,T (·))det(∇Ψ−1·,T (·)), div(gVj)(Ψ−1·,T )det(∇Ψ−1·,T )
)
∈ D2αZ ([0, T ];Lp(Rd))
and we have the estimate
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∥∥(g(Ψ−1·,T )det(∇Ψ−1·,T ), div(gVj)(Ψ−1·,T )det(∇Ψ−1·,T ))∥∥α,Z;Lp(Rd)
≤ C exp{CN[0,T ](Z)}(1 + ‖Z‖α)k(1 + ‖V ‖∞)2‖g‖2,p
for some constants C and k.
Proof. Since Ψ−1T−·,T (y) satisfies the equation
dsΨ
−1
T−s,T (y) = V (Ψ
−1
T−s,T (y))dZT−s.
If we define A := g(Ψ−1T−·,T ) and (A
′)j = ∇g(Ψ−1T−·,T )Vj(Ψ−1T−·,T ) we have by Lemma 30 that
(A,A′) ∈ D2α←−
Z
([0, T ];Lp(Rd))
where
←−
Z t := ZT−t.
Moreover, with Br := det(∇Ψ−1T−r,T ) and (B′r)j = det(∇Ψ−1T−r,T )div(Vj)(Ψ−1r,T ) we have
(B,B′) ∈ D2α←−
Z
([0, T ];L∞(Rd)).
Notice now that
Ar(B
′
r)
j + (A′r)
jBr = div(gVj)(Ψ
−1
T−r,T )det(∇Ψ−1T−r,T )
By Corollary 33 we have(
g(Ψ−1T−·,T )det(∇Ψ−1T−·,T ), div(gVj)(Ψ−1T−·,T )det(∇Ψ−1T−·,T )
)
∈ D2α←−
Z
([0, T ];Lp(Rd)),
and if we reverse the time we get by [2, Lemma 30]
∥∥(g(Ψ−1·,T )det(∇Ψ−1·,T ), div(gVj)(Ψ−1·,T )det(∇Ψ−1·,T ))∥∥α,Z;Lp(Rd)
≤ ‖
(
g(Ψ−1T−·,T )det(∇Ψ−1T−·,T ), div(gVj)(Ψ−1T−·,T )det(∇Ψ−1T−·,T )
)
‖
α,
←−
Z ;Lp(Rd)
(1 + ‖Z‖α)
≤ C exp{CN[0,T ](Z)}(1 + ‖Z‖α)k
× (‖B′0‖L∞(Rd) + ‖(B,B′)‖α,Z;L∞(Rd))(‖V ‖∞ + ‖(Ψ−1T−·,T , V (Ψ−1T−·,T ))‖α,Z)2‖g‖2,p
≤ C exp{CN[0,T ](Z)}(1 + ‖Z‖α)k
× (1 + exp{CN[0,T ](Z)}(‖Z‖2α ∨ ‖Z‖3α)(‖V ‖∞ + (1 + ‖Z‖α)3)2‖g‖2,p
≤ C exp{CN[0,T ](Z)}(1 + ‖Z‖α)k(1 + ‖V ‖∞)2‖g‖2,p.
Above the constants C and k may vary from line to line.

References
[1] I. Bailleul and M. Gubinelli. Unbounded rough drivers. Annales Mathématiques de la Faculté des Sciences de
Toulouse, 26(4) (2017).
[2] J. Diehl, P. Friz and W. Stannat. Stochastic Partial Differential equations: a Rough Paths View. Annales
Mathématiques de la Faculté des Sciences de Toulouse, 26(4) (2017).
[3] A. Deya, M. Gubinelli, M. Hofmanova, S. Tindel. A priori estimates for rough PDEs with application to rough
conservation laws. arXiv preprint: arXiv:1604.00437 (2016).
[4] J. Diehl, H. Oberhauser and S. Riedel. A Lévy area between Brownian motion and rough paths with applications
to robust nonlinear filtering and rough partial differential equations. Stochastic Process. Appl., 125(1):161-181,
2015. doi:10.1016/j.spa.2014.08.005.
28 PETER K. FRIZ, TORSTEIN NILSSEN, AND WILHELM STANNAT
[5] P. Friz and S. Riedel. Integrability of (non-) linear rough differential equations and integrals. Stochastic Analysis
and Applications, 31(2):336–358, 2013.
[6] P. Friz and N. Victoir.Multidimensional stochastic processes as rough paths: theory and applications. Cambridge
Studies in Advanced Mathematics, 120. Cambridge University Press, Cambridge, 2010.
[7] P. Friz and M. Hairer. A Course on Rough Paths: With an Introduction to Regularity Structures, Springer
UTX Series, 2014.
[8] Gubinelli, M.: Controlling rough paths. Journal of Functional Analysis, Volume 216, Issue 1, 1 November 2004,
Pages 86-140.
[9] A. Hocquet and M. Hofmanova. An energy method for rough partial differential equations. Journal of Differential
Equations Volume 265, Issue 4, 15 August 2018, Pages 1407-1466.
[10] M. Hofmanova, J-M. Leahy, T. Nilssen. Navier-Stokes Equations Perturbed by a Rough Transport Noise. arXiv
preprint: arXiv:1710.08093 (2017).
[11] A. Hocquet, T. Nilssen and W. Stannat. Generalized Burgers equation with rough transport noise. arXiv
preprint: https://arxiv.org/abs/1804.01335 (2018).
TU Berlin, Institut für Mathematik, MA 7-2, Strasse des 17. Juni 136, 10623 Berlin, Germany,
and, Weierstrass-Institut für Angewandte Analysis und Stochastik, Mohrenstrasse 39, 10117 Berlin,
Germany. Financial support by the DFG via Research Unit FOR 2402 is gratefully acknowledged.
E-mail address: friz@math.tu-berlin.de, friz@wias-berlin.de
TU Berlin, Institut für Mathematik, MA 7-2, Strasse des 17. Juni 136, 10623 Berlin, Germany.
Financial support by the DFG via Research Unit FOR 2402 is gratefully acknowledged.
E-mail address: nilssen@math.tu-berlin.de
TU Berlin, Institut für Mathematik, MA 7-2, Strasse des 17. Juni 136, 10623 Berlin, Germany.
Financial support by the DFG via Research Unit FOR 2402 is gratefully acknowledged.
E-mail address: stannat@math.tu-berlin.de
