De quoi parle ce Tweet? Résumer Wikipédia pour contextualiser des microblogs by Deveaud, Romain & Boudin, Florian
De quoi parle ce Tweet? Re´sumer Wikipe´dia pour
contextualiser des microblogs
Romain Deveaud, Florian Boudin
To cite this version:
Romain Deveaud, Florian Boudin. De quoi parle ce Tweet? Re´sumer Wikipe´dia pour con-
textualiser des microblogs. Revue I3 - Information Interaction Intelligence, Ce´padue`s, 2014,
pp.37-56. <hal-01096926>
HAL Id: hal-01096926
https://hal.archives-ouvertes.fr/hal-01096926
Submitted on 18 Dec 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Titre ouvrage :
De quoi parle ce Tweet ? Re´sumer Wikipe´dia pour contextualiser des microblogs
Nom de(s) auteur(s) :
— Romain Deveaud, University of Glasgow, UK, (romain.deveaud@glasgow.ac.
uk)
— Florian Boudin, LINA - UMR CNRS 6241, Universite´ de Nantes, France, (florian.
boudin@univ-nantes.fr)
Re´sume´ :
Les re´seaux sociaux sont au centre des communications sur internet et une grande par-
tie des e´changes communautaires se fait a` travers eux. Parmi eux, l’apparition de Twitter a
donne´ lieu a` la cre´ation d’un nouveau type de partage d’informations ou` les messages sont li-
mite´s a` 140 caracte`res. Les utilisateurs de ce re´seau s’expriment donc succinctement, souvent
en temps re´el a` partir d’un smartphone, et la teneur des messages peut parfois eˆtre difficile
a` comprendre sans contexte. Nous proposons dans cet article une me´thode permettant de
contextualiser automatiquement des Tweets en utilisant des informations provenant directe-
ment de l’encyclope´die en ligne Wikipe´dia, avec comme but final de re´pondre a` la question :
≪ De quoi parle ce Tweet ? ≫. Nous traitons ce proble`me comme une approche de re´sume´
automatique ou` le texte a` re´sumer est compose´ d’articles Wikipe´dia lie´s aux diffe´rentes in-
formations exprime´es dans un Tweet. Nous explorons l’influence de diffe´rentes me´thodes
de recherche d’articles lie´s aux Tweets, ainsi que de plusieurs caracte´ristiques utiles pour la
se´lection des phrases formant le contexte. Nous e´valuons notre approche en utilisant la col-
lection de la taˆche Tweet Contextualization d’INEX 2012 et donnons un aperc¸u sur ce qui
caracte´rise une phrase importante pour de´terminer le contexte d’un Tweet.
Mots cle´s :
Contexte informatif, re´sume´ par extraction, Twitter, Wikipe´dia
Page des mentions le´gales
1 Introduction
La grande de´mocratisation de l’acce`s a` internet et l’ave`nement des smartphones ont
change´ le paysage virtuel et la nature des e´changes entre les personnes. L’information n’at-
tend plus force´ment d’eˆtre trouve´e par quelqu’un ayant un besoin pre´cis, elle vient directe-
ment a` nous. Au centre de ce phe´nome`ne, les re´seaux sociaux sont un me´dia privile´gie´ pour
la diffusion de contenu a` grande e´chelle [2]. Les utilisateurs sont relie´s par des connections
de natures diverses (professionnelles, personnelles, publicitaires...) et s’e´changent des infor-
mations en temps re´el sur le monde qui les entoure. Twitter fait partie de ces re´seaux sociaux
et favorise des e´changes de messages tre`s courts. Quand il se connecte a` Twitter, l’utilisateur
doit re´pondre a` la question ≪Quoi de neuf ? ≫. La re´ponse a` cette question doit faire moins
de 140 caracte`res et est appele´e un Tweet. De par sa taille, un Tweet est naturellement ambigu
et souvent sous-spe´cifie´, ce qui peut rendre la compre´hen-sion complique´e pour une personne
ne posse´dant pas le contexte approprie´. Ce contexte peut eˆtre forme´ de phrases re´cupe´re´es sur
le Web (ou toute autre source) et re´unies afin d’e´clairer les lecteurs d’un Tweet sur sa nature
et sur les concepts informatifs mis en jeu.
Des travaux similaires ont cherche´ a` comprendre les informations lie´es aux Tweets et
a` de´couvrir plusieurs formes de contextes, aussi en extrayant leurs entite´s nomme´es [21], en
liant les Tweets a` une base de connaissance [16] ou les regroupant sous forme de groupements
the´matiques [14]. Toutes ces approches pre´sentent ne´anmoins le de´savantage de laisser l’uti-
lisateur chercher par lui-meˆme les informations lie´es aux Tweets qui auront e´te´ identifie´es. De
son coˆte´, l’approche de´taille´e dans cet article pre´sente directement a` l’utilisateur un contexte
lisible et informatif, forme´ a` partir de phrases extraites de Wikipe´dia. Notre approche de la
contextualisation met en jeu successivement des techniques de Recherche d’Information (RI)
et de re´sume´ automatique. Tout d’abord, nous cherchons a` ame´liorer la compre´hension du
Tweet en re´cupe´rant des articles Wikipe´dia pertinents par rapport a` celui-ci. Ces derniers sont
susceptibles de contenir des passages informatifs pour la construction du contexte du Tweet.
Ensuite, nous conside´rons la formation du contexte comme une taˆche de re´sume´ automatique
multi-document, ou` il s’agit de re´sumer les articles Wikipe´dia retourne´s.
Nous e´valuons les performances de l’approche propose´e en utilisant l’ensemble de don-
ne´es issu de la taˆche Tweet Contextualization d’INEX [22], qui propose un cadre expe´rimental
permettant d’e´valuer la contextualisation de Tweets re´alise´e a` l’aide de phrases issues de
Wikipe´dia. Les re´sultats expe´rimentaux montrent que notre approche est robuste, et obtient
les seconds meilleurs re´sultats sur les donne´es de l’anne´e 2012 et les meilleurs re´sultats
sur les donne´es de l’anne´e 2013. De plus, les organisateurs de cette taˆche ont e´galement
e´value´ manuellement la lisibilite´ des contextes propose´s par les participants. Nous reportons
ces re´sultats de lisibilite´ concernant l’e´dition 2013, ou` notre approche obtient les seconds
meilleurs re´sultats.
2 Travaux pre´ce´dents
Le proble`me de contextualisation de messages courts est e´mergent et se situe aux conflu-
ents de la Recherche d’Information (RI) cible´e et du re´sume´ automatique. Twitter est habituel-
lement utilise´ comme une source d’informations re´centes [23], a` partir de laquelle des articles
journalistiques traitant de sujets ≪ chauds ≫ peuvent eˆtre recommande´s [6]. Diffe´rentes ap-
proches ont propose´ des solutions pour pallier au proble`me d’ambiguite´ inhe´rent aux Tweets,
soit en de´tectant les entite´s nomme´es pre´sentes [21], en liant les Tweets a` une base de connais-
sances [16] ou en formant des groupement the´matiques [14].
Ces approches souffrent ne´anmoins d’un manque d’accessibilite´ et de lisibilite´ pour les
utilisateurs. La taˆche Tweet Contextualization de la campagne d’e´valuation INEX 2012 est
la premie`re a` proposer un cadre d’e´valuation formel pour ce type de proble´matique, et a e´te´
suivie par de nombreux participants. Ceux-ci doivent, pour un ensemble de Tweets donne´s,
fournir des contextes constitue´s de phrases issues d’une e´dition fixe´e de Wikipe´dia. Les ap-
proches notables se sont base´es sur de la recherche et de l’extraction de passages en utilisant
des algorithmes de mode´lisation the´matique [13], ou sur des traitements syntaxiques et sur
une reconnaissance des entite´s nomme´es dans les phrases candidates [11]. Notre approche
est par contre la seule a` combiner des techniques de RI, pour de´couvrir le contexte du Tweet,
avec des techniques de re´sume´ automatique, pour extraire les informations les plus saillantes
sur ce contexte.
Dans la meˆme veine, une nouvelle taˆche de Temporal Summarization a fait son apparition
a` TREC lors de l’e´dition 2013 [1]. Le but est ici de produire des re´sume´s e´voquant des
e´ve´nements majeurs (ouragans, e´lections...) qui de plus devront eˆtre cohe´rents d’un point de
vue chronologique.
Au cours de la dernie`re de´cennie, de nombreux chercheurs se sont penche´s sur la proble´-
matique du re´sume´ automatique. La quasi-totalite´ des approches propose´es recourent a` des
me´thodes d’extraction ou` il s’agit d’identifier les unite´s textuelles, le plus souvent des phrases,
les plus importantes des documents. Les phrases les plus saillantes sont ensuite assemble´es
pour ge´ne´rer le re´sume´.
De nombreuses me´thodes ont e´te´ utilise´es pour e´valuer l’importance des phrases, e.g. [3,
20]. Parmi elles, les me´thodes base´es sur les mode`les de graphes [18] donnent de bons
re´sultats. L’ide´e est de repre´senter le texte sous la forme d’un graphe d’unite´s textuelles
(phrases) inter-connecte´es par des relations de similarite´. Des algorithmes d’ordonnancement
tels que PAGERANK [19] sont ensuite utilise´s pour se´lectionner les phrases les plus centrales
dans le graphe.
Le re´sume´ automatique oriente´ [9] est probablement la taˆche qui se rapproche le plus
de la contextualisation automatique. Il s’agit de ge´ne´rer un re´sume´ re´pondant a` un besoin
utilisateur exprime´ sous la forme d’une requeˆte. Une grande partie des approches propose´es
reposent sur des me´thodes de re´sume´ automatique existantes et y ajoutent divers crite`res de
pertinence par rapport a` la requeˆte, e.g. [5]. Parmi les diffe´rentes me´thodes utilise´es pour esti-
mer la pertinence des phrases, plusieurs mode`les issus de la RI donnent de bons re´sultats [25].
3 Recherche de phrases candidates
contextuelles issues de Wikipe´dia
Pour tout le reste de cet article, nous de´finissons le contexte d’un Tweet comme e´tant
un ensemble de phrases issues de Wikipe´dia, dont la longueur total n’exce`de pas 500 mots
afin de pouvoir eˆtre affiche´ sur un e´cran de te´le´phone portable. Notre approche est constitue´e
de deux e´tapes principales : une recherche d’articles Wikipe´dia contenant des informations
lie´es au Tweet (extension du Tweet), puis un re´sume´ de ces articles permettant d’extraire les
phrases les plus saillante afin de construire le contexte. Nous pre´sentons dans cette section
les diffe´rentes e´tapes que nous mettons en jeu pour former ce contexte, qui sont illustre´es par
la Figure 1.
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FIGURE 1 – Me´thodologie de contextualisation d’un Tweet a` partir de Wikipe´dia.
3.1 Interpre´tation des #HashTags et formatage des Tweets
La premie`re e´tape que nous effectuons consiste a` appliquer un ensemble de pre´-traitements
aux Tweets. Il s’agit de formater le contenu de ces derniers en vue de l’e´tape de recherche
d’information.
Le symbole #, appele´ hashtag ou mot-die`se en franc¸ais, est un caracte`re utilise´ pour
pre´fixer les mots-cle´s dans les Tweets. Les hashtags permettent de cate´goriser les Tweets en
sujets de discussion. Les utilisateurs emploient les hashtags avant un mot-cle´ ou une phrase
pertinente (sans espace) de leurs Tweets. Ils agissent comme un moyen de cate´gorisation et
d’e´tiquetage et sont ainsi des marqueurs d’informations importantes directement fournis par
l’auteur. Ce sont e´galement des marqueurs importants diverses taˆches, comme la de´tection
des sentiments [10]. Il semble donc logique de privile´gier leur utilisation dans le cadre d’une
re´cupe´ration d’articles Wikipe´dia lie´s a` un Tweet.
La principale difficulte´ avec l’utilisation des hashtags vient du fait qu’ils sont pour la plu-
part compose´s de plusieurs mots concate´ne´s. Pour re´soudre ce proble`me, nous avons utilise´
un algorithme de segmentation automatique de mots base´ sur celui pre´sente´ dans le cha-
pitre ≪Natural Language Corpus Data≫ du livre ≪Beautiful Data≫ [24]. Nous calculons le
de´coupage le plus probable d’un hashtag a` l’aide des probabilite´s d’apparition d’unigrammes
et de bigrammes au sein du corpus Bing N-Gram 1. Ainsi, chaque hashtag pre´sent dans le
Tweet initial est remplace´ par sa version de´coupe´e.
Twitter e´tant un re´seau social, l’interaction entre les utilisateurs est au centre de son
fonctionnement. Ainsi, un Tweet peut contenir diffe´rentes mentions destine´es a` d’autres per-
sonnes, comme par exemple une re´ponse ou un retweet. Un Tweet re´ponse commence par un
@ suivi du pseudonyme d’un (ou plusieurs) utilisateur(s). Cela permet notamment de cre´er
une discussion spontane´e entre plusieurs personnes. Les expe´riences pre´liminaires que nous
avons mene´es ont montre´ que les pseudonymes n’avaient aucune influence positive sur la
re´cupe´ration d’articles Wikipe´dia, et pouvaient de´grader les re´sultats dans certains cas. Nous
avons donc fait le choix de les supprimer. Quant au retweet, il consiste a` reposter le Tweet
d’une autre personne. Parfois les utilisateurs tapent RT au de´but d’un Tweet pour indiquer
qu’ils repostent le contenu d’un autre utilisateur. Ce n’est pas une commande ou une fonction
officielle de Twitter, mais cela signifie qu’ils citent le Tweet d’un autre utilisateur. Ne´anmoins
ces diffe´rentes mentions n’apportent rien au contenu informatif du Tweet, nous supprimons
1. http://web-ngram.research.microsoft.com/info/
donc simplement les deux lettres RT lorsqu’elle apparaissent. Les mots outils sont e´galement
supprime´s en utilisant la liste standard INQUERY fournie avec le syste`me de recherche d’in-
formation Indri 2. La sortie finale de cette e´tape de formatage est un Tweet nettoye´, sans
mots-outils, ni hashtags colle´s, ni mentions inutiles.
3.2 Recherche d’articles Wikipe´dia
La se´lection d’articles Wikipe´dia apportant des informations contextuelles par rapport a`
un Tweet est une e´tape cruciale pour trouver les phrases qui vont former le contexte. Nous
pre´sentons dans cette section les diffe´rentes me´thodes de recherche documentaire que nous
utilisons dans nos expe´riences.
3.2.1 Mode`le de base
L’une des approches standard de la recherche d’information par mode`le de langue se
fait avec un mode`le de vraisemblance de la requeˆte. Ce mode`le mesure la probabilite´ que la
requeˆte puisse eˆtre ge´ne´re´e a` partir d’un document donne´, ainsi les documents sont ordonne´s
en se basant sur cette probabilite´. Soit θD le mode`le de langue estime´ en se basant sur un
document D, le score d’appariement entre D et une requeˆte T est de´fini par la probabilite´
conditionnelle suivante :
P (T |θD) =
∏
t∈T
fT (t,D) (1)
Un des points importants dans le parame´trage des approches par mode`le de langue est
le lissage des probabilite´s nulles. Dans ce travail, θD est lisse´ en utilisant le lissage de Diri-
chlet [26], on a donc :
fT (t,D) =
c(t,D) + µ · P (t|C)
|D|+ µ
(2)
ou` c(t,D) est le nombre d’occurrences du mot t dans le documentD. C repre´sente la collec-
tion de documents et µ est le parame`tre du lissage de Dirichlet (nous fixons µ = 2500 tout
au long de cet article).
Une des limitations e´vidente de l’approche par unigramme est qu’elle ne tient pas compte
des de´pendances ou des relations qu’il peut y avoir entre deux termes adjacents dans la
requeˆte. Le mode`le MRF (Markov Random Field) [17] est une ge´ne´ralisation de l’approche
par mode`le de langue et re´soud spe´cifiquement ce proble`me. L’intuition derrie`re ce mode`le
est que des mots adjacents de la requeˆte sont susceptibles de se retrouver proches dans les
documents pertinents. Trois diffe´rents types de de´pendances sont conside´re´s :
1. l’inde´pendance des termes de la requeˆte (ce qui revient a` un mode`le de langue standard
prenant en compte uniquement les unigrammes),
2. l’apparition exacte de bigrammes de la requeˆte,
3. et l’apparition de bigrammes de la requeˆte dans un ordre non de´fini au sein d’une
feneˆtre de mots.
Le mode`le propose deux fonctions supple´mentaires, analogue a` fT , pour deux autres
types de de´pendances qui agissent sur les bigrammes de la requeˆte. La fonction fO(qi, qi+1, D)
conside`re la correspondance exacte de deux mots adjacents de la requeˆte. Elle est de´note´e par
2. http://www.lemurproject.org/indri
l’indice O. La seconde est de´note´e par l’indice U et conside`re la correspondance non or-
donne´e de deux mots au sein d’une feneˆtre de 8 unite´s lexicales.
Finalement, le score d’un article Wikipe´diaD par rapport a` un Tweet formate´ T est donne´
par la fonction suivante :
sMRF (T , D) = λT
∏
t∈T
fT (t,D) + λO
|T |−1∏
i=1
fO(ti, ti+1, D) +
λU
|T |−1∏
i=1
fU (ti, ti+1, D) (3)
ou` λT , λO et λU sont des parame`tres libres dont la somme est e´gale a` 1. Dans nos expe´riences
nous fixons ces parame`tres en suivant les recommandations des auteurs (λT = 0, 85, λO =
0, 10 et λU = 0, 05) [17].
3.2.2 Inte´gration de hashtags
Nous avons vu pre´ce´demment que les hashtags pouvaient eˆtre conside´re´s comme des
requeˆtes courtes, une sorte d’abre´viation du Tweet. Conside´rons le Tweet T suivant :
≪ #physician #jobs Colon Rectal Surgeon Needed Locums or Perm
http://t.co/nnkchYhSKz≫
Le sujet principal est correctement repre´sente´ par un ensemble de hashtagsHT = {“physician”,
“jobs”}. Le reste des mots du Tweet sert a` spe´cifier les de´tails de l’emploi en question. Nous
pouvons ainsi conside´rer cet ensemble de hashtags comme une simplification du Tweet ou
encore une expression des informations les plus importantes. Un paralle`le peut e´galement eˆtre
fait avec les topics de TREC qui sont traditionnellement compose´s d’une requeˆte courte (2 a`
5 mots-cle´s) et d’une description plus de´taille´e du besoin d’information (pouvant comprendre
plusieurs phrases).
Nous introduisons donc les hashtags de fac¸on explicite dans la fonction de score des
articles Wikipe´dia de notre syste`me. Soient un Tweet T et ses hashtags HT , le score d’un
article Wikipe´dia D est donne´ par :
s(T , HT , D) = α sMRF (HT , D) + (1− α) sMRF (T , D) (4)
Le parame`tre α permet de calibrer l’importance donne´e aux hashtags seuls dans la requeˆte.
Nous nous plac¸ons dans le cadre d’une contextualisation en temps re´el, et la nature tre`s
he´te´roge`ne des Tweets ne nous semble pas adapte´e pour effectuer un apprentissage a priori de
ce parame`tre. De plus, les hashtags peuvent avoir une utilite´ parfois tre`s limite´e voire nulle,
comme dans l’exemple suivant :
≪ U Just Heard “Hard To Believe” by @andydavis on the @mtv Teen Mom 2
Finale go 2 http://t.co/iwb2JuL8 for info #ihearditonMTV≫
Dans ce cas-ci, ≪ I heard it on MTV ≫ est une phrase d’accroche de type publicitaire et
n’apporte rien pour la compre´hension du Tweet. L’importance des hashtags est donc elle
aussi contextuelle et de´pend de leur pouvoir discriminant. Nous choisissons d’estimer ce
pouvoir discriminant en calculant un score de clarte´ [7]. Ce score est en re´alite´ la divergence
de Kullback-Leibler entre le mode`le de langue de l’ensemble de hashtags et le mode`le de
langue de la collection C d’articles Wikipe´dia :
α =
∑
w∈V
P (w|HT ) log
P (w|HT )
P (w|C)
(5)
ou` V repre´sente le vocabulaire. Le mode`le de langue des hashtags est estime´ par retour de
pertinence simule´ :
P (w|HT ) =
∑
D∈R
P (w|D)P (D|HT ) (6)
Nous utilisons pour cela une approche standard de retour de pertinence simule´. Celle-
ci consiste a` re´cupe´rer l’ensemble R constitue´ des 5 premiers documents 3 de la collection
C renvoye´s pour la requeˆte HT . Dans le mode`le des hashtags, la probabilite´ P (D|HT ) est
estime´e en appliquant le the´ore`me de Bayes : P (D|HT ) =
P (HT |D)P (D)
P (HT )
, ou` la probabilite´
P (D) est e´gale a` ze´ro pour les documents qui ne contiennent aucun mot de la requeˆte et ou`
la probabilite´ P (HT ) est constante (donc ignore´e). Plus les documents utilise´s pour estimer
le mode`le de langue des hashtags sont homoge`nes, plus la divergence de Kullback-Leibler
augmente. Ainsi le parame`tre α permet de quantifier a` quel point les hashtags sont pre´cis et
a` quel point ils permettent de se´lectionner des documents distincts du reste de la collection.
Seuls 23% des Tweets utilise´s dans l’e´valuation officielle de la taˆche Tweet Contextualiza-
tion d’INEX 2012 contiennent des hashtags. Lorsqu’il n’y en a pas, nous fixons logiquement
α = 0 dans l’e´quation (4).
4 Choix des phrases et formation du
contexte
Pour un Tweet donne´, nous se´lectionnons les n articles Wikipe´dia les plus pertinents
selon l’e´quation 4. Chaque article est de´coupe´ en phrases en utilisant la me´thode PUNKT de
de´tection de changement de phrases mise en œuvre dans la boıˆte a` outils nltk 4.
Dans ce travail nous fixons n = 5, et toutes les phrases de ces articles sont conside´re´es
comme des phrases candidates. Nous calculons ensuite diffe´rentes caracte´ristiques pour cha-
cune de ces phrases qui nous permettrons de les classer et, ainsi, de former le contexte. Nous
de´taillons ces caracte´ristiques dans la section ci-dessous.
Pour pouvoir eˆtre compre´hensible dans un cas d’utilisation mobile (sur un smartphone
par exemple), le contexte doit avoir une taille limite´e. Les recommandations de la taˆche Tweet
Contextualization d’INEX fixent la taille limite du contexte a` 500 mots. Dans cette section,
nous pre´sentons la me´thode que nous utilisons pour se´lectionner les phrases candidates les
plus pertinentes et ge´ne´rer le contexte.
4.1 Caracte´ristiques des phrases
Plusieurs caracte´ristiques entrent en compte lors de la se´lection des phrases candidates.
Ces dernie`res peuvent eˆtre regroupe´es en quatre cate´gories :
3. Nous avons expe´rimente´ plusieurs nombres de documents sur les donne´es d’entraıˆnement, et nous n’avons
observe´ que peu de variance dans l’estimation de α.
4. http://nltk.org/
1. Importance de la phrase vis-a`-vis du document d’ou` elle provient
2. Pertinence de la phrase par rapport au Tweet (y compris les hashtags)
3. Pertinence de la phrase par rapport a` une page web dont l’URL est dans le Tweet
4. Pertinence du document d’ou` provient la phrase par rapport au Tweet
Nous avons spe´cifiquement choisi ces types de caracte´ristiques car elles sont commune´-
ment utilise´es dans le domaine du re´sume´ automatique. Bien qu’un tre`s grand nombre d’autres
caracte´ristiques pourrait eˆtre calcule´, nous laissons ces e´volutions pour de futurs travaux.
Nous de´taillons et justifions dans cette section le calcul des diffe´rentes caracte´ristiques que
nous utilisons ensuite pour ordonner les phrases par importance et former le contexte. Nous
rappelons quelques notations de´ja` utilise´es dans cet article et nous en introduisons de nou-
velles dans le tableau suivant :
T un tweet nettoye´
HT les hashtags du Tweet T
UT l’URL pre´sente dans le Tweet T
S une phrase candidate
Les caracte´ristiques de´crites ci-dessous sont largement base´es sur le calcul de mesures de
recouvrement et de similarite´ cosinus entre une phrase candidate S = {m1,m2, ...,mi} et
un Tweet T = {m1,m2, ...,mj}. Soit | • | le cardinal de l’ensemble •, le recouvrement en
mots est donne´ par :
recouvrement(T , S) =
|S ∩ T |
min(|S|, |T |)
(7)
Aussi, soient ~S et ~T les repre´sentations vectorielles de S et T , et ||~•|| la norme du vecteur
~•, la similarite´ cosinus est donne´e par :
cosinus(T , S) =
~S · ~T√
||~S|| ||~T ||
(8)
Les mesures de´crites pre´ce´demment sont calcule´es a` partir des repre´senta-tions lexi-
cales nettoye´es des phrases et des Tweets. Nous supprimons les mots outils et appliquons le
me´thode de racinisation (stemming) des mots de Porter, et ce uniquement afin de calculer les
diffe´rentes caracte´ristiques. La repre´sentation des Tweets utilise´e pour effectuer la recherche
d’article Wikipe´dia n’utilise pas de racinisation.
4.1.1 Importance de la phrase dans le document
L’importance d’une phrase par rapport au document dans lequel elle apparaıˆt est estime´e
avec la me´thode TextRank [18]. Chaque document est repre´sente´ sous la forme d’un graphe
ponde´re´ non dirige´ G dans lequel les noeuds V correspondent aux phrases, et les areˆtes E
sont de´finies en fonction d’une mesure de similarite´. Cette mesure de´termine le nombre de
mots communs entre les deux phrases, les mots outils ayant e´te´ au pre´alable supprime´s et
les mots restants stemme´s avec l’algorithme de Porter. Pour e´viter de favoriser les phrases
longues, cette valeur est normalise´e par les longueurs des phrases. Soit #(m,S) le nombre
d’occurrences du mot m dans la phrase S, la similarite´ entre les phrases Si et Sj est de´finie
par :
Sim(Si, Sj) =
∑
m∈Si∪Sj
#(m,Si) + #(m,Sj)
log(|Si|) + log(|Sj |)
(9)
L’importance d’une phrase est e´value´e en tenant compte de l’inte´gralite´ du graphe. Nous
utilisons une adaptation de l’algorithme PAGERANK [19] qui inclut les poids des areˆtes. Le
score de chaque sommet Vi est calcule´ ite´rati-vement jusqu’a` la convergence par :
p(Vi) = (1− d) + d×
∑
Vj∈voisins(Vi)
Sim(Si, Sj)∑
Vk∈voisins(Vj)
Sim(Sk, Si)
p(Vj) (10)
ou` d est un≪ facteur d’amortissement≫ (typiquement dans l’intervalle [0.8, 0.9]) et voisins(Vi)
repre´sente l’ensemble des nœuds connecte´s a` Vi. Le score de la phrase S correspond au score
du nœud qui la repre´sente dans le graphe.
c1 = p(S)
4.1.2 Pertinence de la phrase par rapport au Tweet
Intuitivement, les indicateurs de pertinence devraient eˆtre les plus importants pour se´lec-
tionner des phrases donnant des informations contextuelles par rapport au Tweet. Le recou-
vrement et la similarite´ cosinus entre un Tweet T et une phrase candidate S sont les premie`res
caracte´ristiques que nous avons mis en place.
c2 = recouvrement(T , S) c3 = cosinus(T , S)
Tout en gardant la logique de l’utilisation des hashtags, nous calculons le recouvrement
et la similarite´ cosinus entre chaque phrase et l’ensemble des hashtags du Tweet.
c4 = recouvrement(HT , S) c5 = cosinus(HT , S)
4.1.3 Pertinence de la phrase par rapport a` une page web
Les Tweets contiennent parfois des URLs, liens pointant vers des pages web porteuses
d’informations contextuelles. Nous utilisons le meˆme type de mesure que pre´ce´demment et
nous calculons ainsi le recouvrement et la similarite´ cosinus entre une phrase candidate et le
titre titre(UT ) de la page web.
c6 = recouvrement
(
titre(UT ), S
)
c7 = cosinus
(
titre(UT ), S
)
De la meˆme fac¸on, nous calculons ces deux mesures entre le contenu entier page(UT ) de
la page web et une phrase candidate.
c8 = recouvrement
(
page(UT ), S
)
c9 = cosinus
(
page(UT ), S
)
4.1.4 Pertinence du document par rapport au Tweet
Les articles Wikipe´dia a` partir desquels les phrases candidates sont extraites ont des im-
portances contextuelles diffe´rentes par rapport a` un Tweet donne´. Ainsi, une phrase provenant
d’un article bien classe´ a plus de chance d’eˆtre importante qu’une phrase provenant d’un ar-
ticle mal classe´. Pour capturer ce comportement, nous de´finissons la dernie`re caracte´ristique
comme e´tant le score d’un document par rapport a` un Tweet et ses hashtags, normalise´ sur
l’ensemble R de tous les documents renvoye´s :
c10 =
s(T , HT , D)∑
D′∈R s(T , HT , D
′)
4.1.5 Score final d’une phrase candidate
Le score d’importance de chaque phrase candidate est obtenu par la combinaison line´aire
des scores des crite`res pre´sente´s ci-dessus.
score =
∑
x
log(cx + 1) (11)
N’ayant pas d’ensemble d’entraıˆnement conse´quent, nous n’avons pas pu ponde´rer les diffe´-
rentes caracte´ristiques dans la premie`re version de notre syste`me. Nous pre´sentons ne´anmoins
cette e´volution en Section 5.4.
4.2 Ge´ne´ration du contexte
Le contexte d’un Tweet est ge´ne´re´ par assemblage des phrases candidates les plus im-
portantes. Il est cependant possible que le contexte ainsi obtenu contienne plusieurs phrases
redondantes, ce qui de´grade a` la fois sa lisibilite´ et son contenu informatif. Pour re´soudre ce
proble`me, nous ajoutons une e´tape supple´mentaire lors de la ge´ne´ration des contextes.
Nous ge´ne´rons tous les contextes possibles a` partir des combinaisons desN phrases ayant
les meilleurs scores, en veillant a` ce que le nombre total de mots soit optimal (i.e. en dessous
du seuil de 500 mots et qu’il soit impossible d’ajouter une autre phrase sans de´passer ce
seuil). La valeur N est fixe´e empiriquement au nombre minimum de phrases de meilleurs
scores pour atteindre 500 mots, plus quatre phrases. Le contexte retenu au final est celui
posse´dant le score global le plus e´leve´, ce score e´tant calcule´ comme le produit du score de
la diversite´ du re´sume´, estime´ par le nombre de n-grammes diffe´rents, et de la somme des
scores des phrases.
Afin d’ame´liorer la lisibilite´ du contexte ge´ne´re´, l’ordre original du document est conserve´
si deux phrases sont extraites a` partir d’un meˆme document.
5 E´valuation et discussion
Cette section de´bute par la description de la collection de test que nous utilisons. Nous
pre´sentons ensuite dans la Section 5.2 les re´sultats de notre me´thode de contextualisation
en re´-utilisant les donne´es de l’e´dition 2012 de la taˆche Tweet Contextualization d’INEX,
et nous analysons dans la Section 5.3 l’importance des diffe´rentes caracte´ristiques dans le
processus de se´lection des phrases candidates. Nous e´tendons notre e´valuation en reportant et
en analysant dans la Section 5.4 les re´sultats officiels de notre participation a` l’e´dition 2013
de cette meˆme taˆche, incluant notamment l’e´valuation de lisibilite´ (non reproductible).
5.1 Cadre expe´rimental
Nous utilisons dans un premier temps la collection de test de la taˆche Tweet Contextua-
lization d’INEX 2012 pour nos expe´rimentations ainsi que les diffe´rentes donne´es mises a`
disposition par les organisateurs [22]. La collection de documents Wikipe´dia est base´e sur
une capture de la version anglaise de l’encyclope´die en ligne datant de Novembre 2011 et
comprend 3 691 092 articles. Nous avons indexe´ cette collection avec le moteur de recherche
libre Indri en supprimant les mots-outils pre´sents dans la liste INQUERY. Une racinisation
le´ge`re des mots est e´galement applique´e par l’algorithme de Krovetz. Celle-ci est diffe´rente
de la racinisation de Porter e´voque´e dans la Section 4.1, qui elle n’e´tait applique´es qu’aux
phrases avant le calcul des diffe´rentes caracte´ristiques.
La collection de test comprend au total 1126 Tweets pour lesquels un syste`me doit pro-
duire un contexte. Cependant, nous n’utilisons que le sous-ensemble de 63 Tweets pour les-
quels des jugements de pertinence ont e´te´ re´alise´s. Ces jugements ont e´te´ ge´ne´re´s par un
processus de groupement des dix premie`res phrases des contextes de tous les participants qui
ont ensuite e´te´ juge´es manuellement par les organisateurs.
Lors de l’e´dition 2013, les organisateurs ont actualise´ la collection Wikipe´dia en pre-
nant une capture datant de Novembre 2012, et ont propose´ un nouvel ensemble de Tweets a`
contextualiser. Un ensemble de 1721 Tweets a e´te´ fourni aux participants, dont 120 ont e´te´
annote´s et donc e´value´s. Pour l’e´dition 2013, les organisateurs ont explicitement introduit un
plus grand nombre de Tweets contenant des hashtags. Les re´sultats que nous pre´sentons dans
les sections suivantes sont issus d’expe´riences re´alise´es a posteriori concernant la collection
2012 (Sections 5.2 et 5.3), et d’une participation a` la compe´tition concernant la collection
2013 (Section 5.4).
La mesure d’e´valuation de´veloppe´e pour cette taˆche ne prend pas en compte les exemples
ne´gatifs, seules les phrases juge´es pertinentes ont e´te´ conserve´es. Les jugements sont donc
un ensemble de phrases directement issues de Wikipe´dia et juge´es pertinentes par les organi-
sateurs en fonction de leur importance contextuelle par rapport a` un Tweet. Certains Tweets
peuvent ainsi avoir un contexte de re´fe´rence compose´ d’un grand nombre de phrases, tandis
que d’autres peuvent en avoir un nombre tre`s re´duit. Ces diffe´rences de taille ainsi que le
fait qu’une seule re´fe´rence soit disponible pour chaque Tweet empeˆchent l’utilisation de la
mesure classique ROUGE [15] pour l’e´valuation des contextes. Les organisateurs ont donc
propose´ une mesure d’e´valuation qui calcule une divergence entre le contexte produit et les
phrases juge´es pertinentes [4, 22]. Elle peut prendre en compte des unigrammes stricts, des
bigrammes ou des bigrammes avec possibilite´ d’insertion. La mesure principale utilise´e pour
de´partager les syste`mes est la troisie`me (≪Bigrammes a` trous≫).
5.2 Re´sultats de contextualisation
Nous reportons dans le tableau 1 les re´sultats de contextualisation pour trois me´thodes de
recherche d’articles Wikipe´dia pre´sente´es dans la section 3 : l’approche standard par mode`le
de langue pour la RI (e´quation 1, note´e QL), l’approche MRF (e´quation 3) et l’approche
mixant MRF pour le Tweet et pour ses hashtags (e´quation 4, note´eMRFH). Les scores e´tant
calcule´s en tant que divergences, les scores les plus bas correspondent aux syste`mes les plus
performants.
Unigrammes Bigrammes Bigrammes a` trous
QL 0.7967 0.8923 0.8940
MRF 0.7883 0.8851 0.8865
MRFH 0.7872 0.8815 0.8839
1er INEX 2012 0.7734 0.8616 0.8623
3e INEX 2012 0.7909 0.8920 0.8938
TABLE 1 – Re´sultats de contextualisation pour les 3 diffe´rents algorithmes de RI et l’ensemble
des caracte´ristiques pour l’attribution des scores.
Nous remarquons que les re´sultats sont relativement proches et qu’il n’y a pas de diffe´rence
significative entre les trois approches. Ne´anmoins l’approche qui conside`re les hashtags dans
la fonction de score des documents obtient les meilleurs re´sultats (avec p = 0.17 pour un
t-test entre QL et MRFH). Les faibles diffe´rences observe´es entre les me´thodes sont sans
doute dues a` la relative similarite´ entre les mode`les de RI, meˆme si l’on voit que l’utilisation
de hashtags ame´liore sensiblement les scores. Il est ne´anmoins difficile de tirer des conclu-
sions de´finitives e´tant donne´ que seuls 23% des Tweets utilise´s pour l’e´valuation contiennent
au moins un hashtag. Nous reportons pour information les re´sultats officiels du meilleur
syste`me [8] 5, ainsi que les re´sultats du troisie`me syste`me (nous e´tions classe´s seconds) Ce
dernier pre´sente des performances similaires a` notre approche de base QL. Graˆce a` l’analyse
de´taille´e de l’influence des diffe´rentes caracte´ristiques propose´e en section 5.3, nous avons
pu e´tablir que la borne supe´rieure de notre syste`me e´tait de 0.8824 ce qui est encore loin du
meilleur score. Cependant, il n’y a pas de diffe´rence statistiquement significative entre notre
approcheMRFH et le meilleur syste`me d’INEX 2012.
Apre`s de longues discussions avec les organisateurs, nous faisons l’hypothe`se que cette
grande diffe´rence de score peut eˆtre due a` deux biais lors de l’e´valuation. Le premier se situe
lors de la constitution des jugements : pour chaque Tweet, uniquement les dix premie`res
phrases de chaque syste`me sont conside´re´es pour eˆtre ensuite juge´es manuellement. Or, un
des buts de cette taˆche e´tant la lisibilite´, les phrases les plus informatives ne se trouvent pas
force´ment en de´but de contexte pour pouvoir favoriser la cohe´rence globale et l’enchaıˆnement
des phrases. Le deuxie`me biais peut se situer au sein de la mesure d’e´valuation elle-meˆme, qui
ne posse`de pas de composante visant a` pe´naliser les phrases non pertinentes. Ainsi, remplir
le contexte avec des phrases tre`s diverses permet d’obtenir des meilleurs scores que de faire
attention a` ne pas ajouter de phrases de´gradant la cohe´rence du contexte.
Pour illustrer ces biais, nous pre´sentons dans la figure 2 un Tweet ainsi que le contexte
produit par notre me´thode qui a obtenu un score nul lors de notre e´valuation. Or, meˆme si ce
contexte n’est a` l’e´vidence pas parfait, il apporte tout de meˆme des informations contextuelles
sur le Tweet. On peut en effet apprendre que Van Gogh e´tait un peintre et que “The Starry
Night” est une de ses compositions, et dont le style transparaıˆt sur d’autres de ses peintures.
Malgre´ tout, notre approche pre´sente de bonnes performances qui, comme nous allons le
voir dans la Section 5.4, permettent d’obtenir des re´sultats e´tat-de-l’art pour l’e´dition 2013
de la taˆche Tweet Contextualization. Il est e´galement a` noter que si les re´sultats obtenus par
5. A` l’heure ou` nous e´crivons ces lignes, les auteurs n’ont toujours pas publie´ de descriptif de leur approche nous
permettant de faire une comparaison comple`te.
≪ Very cool ! An interactive animation of van Gogh’s “The Starry Night”
http ://t.co/ErJCPObh (thanks @juliaxgulia)≫
Vincent van Gogh painted at least 18 paintings of“olive trees”, mostly in Saint-
Re´my in 1889. The olive tree paintings had special significance for Van Gogh.
One painting, “Olive Trees in a Mountainous Landscape (with the Alpilles in the
Background)”, a complement to “The Starry Night”, symbolized the divine. In
both “The Starry Night” and his olive tree paintings, Van Gogh used the intense
blue of the sky to symbolize the “divine and infinite presence” of Jesus. ...
FIGURE 2 – Les premie`res phrases d’un contexte produit par notre me´thode pour lequel la
mesure d’e´valuation a attribue´ un score nul.
notre me´thode lors de la campagne INEX ne sont pas les meilleurs, notre approche est celle
qui apporte le meilleur compromis entre informativite´ et lisibilite´. Ne´anmoins l’e´valuation
de lisibilite´, qui a e´te´ faite manuellement, n’est pas reproductible et le travail pre´sente´ dans
cet article est diffe´rent de celui re´alise´ pour INEX, nous ne pouvons donc pas reporter de
re´sultats pour le jeu de donne´es de l’anne´e 2012. Nous reportons ne´anmoins des re´sultats de
lisibilite´, obtenus a` partir du jeu de donne´es de l’anne´e 2013, en Section 5.4.
5.3 Importance des diffe´rentes caracte´ristiques
En l’e´tat, les caracte´ristiques calcule´es pour chacune des phrases candidates ont toutes la
meˆme importance dans le score final attribue´ a` une phrase. Nous proposons dans cette section
une analyse de leur importance sur les Tweets de l’anne´e 2012. Bien e´videmment, les chiffres
pre´sente´s ici ne nous ont pas servi a` parame´trer notre syste`me, et les re´sultats pre´sente´s dans
la section pre´ce´dente ne tiennent pas compte de ces poids.
En principe, nous pourrions utiliser n’importe quelle me´thode d’apprentissage pour ap-
prendre les poids optimaux. Ici, nous utilisons un mode`le de re´gression logistique. Ainsi,
nous calculons toutes les caracte´ristiques pre´sente´es dans la section 4.1 pour chacune des
phrases extraites et nous les lions a` leur pertinence r ∈ {0, 1}. La variable r peut ainsi eˆtre
vue comme une mesure de la contribution totale de toutes les caracte´ristiques utilise´es dans
le mode`le et est habituellement de´finie comme r = w¯x¯. Spe´cifiquement, x¯ est un vecteur
de valeurs nume´riques repre´sentant les caracte´ristiques, et w¯ repre´sente l’ensemble des poids
relatifs de chaque caracte´ristique. Un poids positif signifie que la caracte´ristique correspon-
dante ame´liore la probabilite´ d’obtenir r, un poids ne´gatif signifie qu’elle la de´grade.
Nous pouvons observer dans le tableau 2 que les caracte´ristiques les plus significatives
pour estimer la pertinence d’une phrase ne sont pas ou peu lie´es au Tweet. En effet, le Tex-
tRank ne concerne que l’importance de la phrase par rapport aux autres phrases du document,
et le score du document est un score global. Le Tweet n’intervient dans ces cas qu’au mo-
ment de la recherche des articles. Le recouvrement et la similarite´ cosinus entre le Tweet
et une phrase sont e´galement des marqueurs de pertinence. E´tonnamment, les hashtags ont
une influence parfois ne´gative et ge´ne´ralement ale´atoire, tout comme les titres des pages web
pointe´es par les URLs. Mais comme nous l’avons dit dans la section pre´ce´dente, les hash-
tags sont tre`s peu nombreux dans les Tweets utilise´s pour l’e´valuation, ce qui peut expliquer
ce comportement ale´atoire. Enfin, seule la similarite´ cosinus entre une phrase et le contenu
d’une page web semble eˆtre faiblement significative.
Caracte´ristique Nom Valeur (wx) Significativite´
c1 TextRank 8.996 p < 2−16
c2 Recouvrement Tweet 2.496 p = 2.38−6
c3 Cosine Tweet 5.849 p = 4−15
c4 Recouvrement hashtags −2.051 p = 0.1368
c5 Cosine hashtags 0.671 p = 0.3074
c6 Recouvrement titre URL 1.373 p = 0.2719
c7 Cosine titre URL 0.788 p = 0.6287
c8 Recouvrement page URL 0.543 p = 0.4337
c9 Cosine page URL 10.374 p = 0.0195
c10 Score document 0.782 p < 2−16
TABLE 2 – Valeurs optimales des poids des caracte´ristiques calcule´es pour les phrases can-
didates.
Globalement, une phrase apporte des informations contextuelles par rapport a` un Tweet
si elle contient les meˆmes mots que celui-ci, si elle apparaıˆt dans un document pertinent, et si
elle fait partie des phrases les plus importantes de ce dernier.
5.4 E´valuation e´tendue et lisibilite´
Les expe´riences pre´ce´dentes, mene´es sur la collection 2012 de la taˆche Tweet Contex-
tualization, nous ont permis d’identifier les caracte´ristiques saillantes d’une phrase apportant
des informations contextuelles par rapport a` un Tweet. Dans cette section, nous reportons
les re´sultats de notre participation a` l’e´dition 2013 de cette meˆme taˆche. Le corpus d’ar-
ticles Wikipe´dia n’a pas change´ entre les deux anne´es, mais un nouvel ensemble de Tweets
a` contextualiser a e´te´ fourni. Ceux-ci ont e´te´ explicitement se´lectionne´s pour leur diversite´, y
compris dans l’utilisation des hashtags.
Nous avons mene´ des expe´rimentations avec trois variantes du syste`meMRFH :
— MRFH-all-notrain, qui utilise toutes les caracte´ristiques pre´sente´es en Section 4.1,
mais sans prendre en compte les valeurs optimales de leur poids (voir Tableau 2). Cela
correspond au mode`leMRFH e´value´ dans la section pre´ce´dente.
— MRFH-title-only-notrain, qui lui ne conside`re que les caracte´ristiques c2 et c3, uni-
quement lie´es au texte du Tweet.
— MRFH-all-train, qui utilise toutes les caracte´ristiques ainsi que leurs poids appris sur
en utilisant les Tweets de la collection 2012.
Le score d’une phrase suivant cette dernie`re approche est calcule´ selon :
score =
∑
x
log(wx · cx + 1) (12)
ou` les poids wx sont pris directement du Tableau 2.
Nous reportons les re´sultats officiels des 10 syste`mes qui ont obtenu les meilleurs re´sultats
d’informativite´ pour l’anne´e 2013 dans le Tableau 3. La mesure d’e´valuation e´tant toujours
une divergence, les scores les plus bas sont les meilleurs. Nous observons que les trois
variantes de notre approche obtiennent respectivement les 1e`re, 2nde, et 6e`me places, ce qui
confirme les re´sultats prometteurs obtenus dans la section pre´ce´dente. Un plus grand nombre
Unigrammes Bigrammes Bigrammes a` trous
MRFH-all-notrain 0.8861 0.8810 0.7820
MRFH-title-only-notrain 0.8943 0.8908 0.7939
275 0.8969 0.8924 0.8061
273 0.8973 0.8921 0.8004
274 0.8974 0.8922 0.8009
MRFH-all-train 0.8998 0.8969 0.7987
254 0.9242 0.9229 0.8331
276 0.9301 0.9270 0.8169
270 0.9397 0.9365 0.8481
267 0.9468 0.9444 0.8838
TABLE 3 – Re´sultats officiels de contextualisation pour l’e´dition 2013 de la taˆche Tweet
Contextualisation (10 meilleurs syste`mes). Les noms des autres participants ont e´te´ anony-
mise´s.
de hashtags ont e´te´ introduits dans les Tweets de l’e´dition 2013, ces re´sultats confirment donc
que leur utilisation comme des e´le´ments a` part entie`re pour re´cupe´rer les articles Wikipe´dia
est indispensable.
Nous pouvons faire deux remarques particulie`rement inte´ressantes par rapport aux re´sultats
de nos syste`mes. Premie`rement, apprendre les poids des caracte´ristiques s’est trouve´ eˆtre
handicapant pour la se´lection des phrases. En effet, les deux syste`mes obtenant les meilleurs
re´sultats utilisent des poids identiques pour toutes les caracte´ristiques. Nous pensons que cela
est principalement duˆ au changement de nature des Tweets entre les deux anne´es. Deuxie`me-
ment, nous pouvons voir que le deuxie`me meilleur syste`me n’utilise que deux caracte´ristiques
pour classer les Tweets, et que celles-ci sont uniquement lie´es a` leur texte. Cela confirme l’im-
portance des caracte´ristiques c2 et c3, de´ja` identifie´ dans le Tableau 2. De plus, ce re´sultat est
prometteur car il montre que notre mode`le de recherche d’article Wikipe´dia est suffisamment
robuste pour effectuer un filtrage de qualite´, re´duisant alors la ne´cessite´ d’un lourd travail de
traitement des phrases candidates.
La taˆche Tweet Contextualisation e´value e´galement la lisibilite´ des contextes produits.
Ne´anmoins, c’est une e´valuation manuelle qui n’est re´alise´e qu’une seule fois par des asses-
seurs, nous n’avions donc pas pu reporter ses re´sultats pour l’anne´e 2012. Nous reportons
cependant l’e´valuation de lisibilite´ de l’anne´e 2013 pour les 10 meilleurs syste`mes dans le
Tableau 4. La lisibilite´ est e´value´e selon 4 crite`res [22], qui sont ensuite moyenne´s :
— Pertinence : juge si les phrases ont un sens au sein de leur contexte (i.e. apre`s avoir lu
les autres phrases dans le meˆme contexte).
— Nouveaute´ : e´value la capacite´ du contexte a` ne pas contenir trop d’informations re-
dondantes.
— Justesse : e´value la re´solution d’anaphores au sein du contexte.
— Syntaxe : e´value les proble`mes syntaxiques.
Notre syste`me MRFH-all-notrain n’obtient pas les meilleurs re´sultats, mais reste tre`s
proche du premier. Il est toutefois inte´ressant de noter que la me´thode heuristique de´taille´e
dans la Section 4.2 permet d’e´liminer les phrases redondantes et d’obtenir les meilleurs scores
en terme de Nouveaute´. L’e´valuation de lisibilite´ semble ne´anmoins eˆtre tre`s de´pendante de
Moyenne Pertinence Nouveaute´ Justesse Syntaxe
275 72.44% 76.64% 67.30% 74.52% 75.50%
MRFH-all-notrain 72.13% 74.24% 71.98% 70.78% 73.62%
274 71.71% 74.66% 68.84% 71.78% 74.50%
273 71.35% 75.52% 67.88% 71.20% 74.96%
MRFH-all-train 69.54% 72.18% 65.48% 70.96% 72.18%
254 67.46% 73.30% 61.52% 68.94% 71.92%
MRFH-title-only-notrain 65.97% 68.36% 64.52% 66.04% 67.34%
276 49.72% 52.08% 45.84% 51.24% 52.08%
267 46.72% 50.54% 40.90% 49.56% 49.70%
270 44.17% 46.84% 41.20% 45.30% 46.00%
TABLE 4 – Re´sultats officiels de lisibilite´ pour l’e´dition 2013 de la taˆche Tweet Contualiza-
tion (10 meilleurs syste`mes).
l’annotateur. En effet, les trois variantes que nous e´valuons se basent sur le meˆme mode`le de
recherche d’articles Wikipe´dia et ne diffe`rent que sur les phrases se´lectionne´es. Meˆme lors de
cette se´lection, la diffe´rence entre les valeurs des caracte´-ristiques reste assez faibles, ce qui
implique que les contextes ge´ne´re´s sont relativement similaires (c’est d’ailleurs ce que l’on
voit dans le Tableau 3, ou` nos deux meilleures approches sont tre`s similaires et obtiennent
des re´sultats tre`s proches). Ainsi, il semble assez peu probable que d’aussi grandes diffe´-
rences en lisibilite´ puissent eˆtre observe´es, a` moins que les trois syste`mes aient e´te´ e´value´s
par des assesseurs diffe´rents. Pour les futures e´ditions de la taˆche Tweet Contextualization,
nous pensons que les organisateurs pourraient faire e´valuer la lisibilite´ de chaque contexte
par plusieurs assesseurs. Le report de chiffres tels que les accords inter-annotateurs pourrait
ainsi grandement aider l’analyse de ces re´sultats.
6 Conclusion
Nous avons pre´sente´ dans cet article une premie`re approche pour la contextualisation
de messages courts, qui a obtenu respectivement les deuxie`mes et premie`res places lors des
e´ditions 2012 et 2013 de la taˆche Tweet Contextualization d’INEX. De plus cette approche
a obtenu des re´sultats de lisibilite´ tre`s satisfaisants meˆme si elle ne prenait pas explicitement
ce crite`re en compte. Les re´sultats de nos expe´riences sugge`rent que l’utilisation des hash-
tags pre´sents dans les Tweets aide a` la recherche d’articles Wikipe´dia qui contiennent des
phrases apportant des informations contextuelles. En examinant l’influence des diffe´rentes
caracte´ristiques calcule´es sur les phrases, nous avons trouve´ que les phrases centrales des
articles Wikipe´dia re´cupe´re´s en utilisant le Tweet comme requeˆte sont les meilleures can-
didates pour la ge´ne´ration des contextes. Les mesures de similarite´ entre les phrases et les
Tweets sont e´galement des indicateurs fiables.
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