Rule learning is one of the most popular types of machine-learning approaches, which typically follow two main strategies: 'divide and conquer' and 'separate and conquer'. The former strategy is aimed at induction of rules in the form of a decision tree, whereas the latter one is aimed at direct induction of if-then rules. Due to the case that the divide and conquer strategy could result in the replicated sub-tree problem, which not only leads to overfitting but also increases the computational complexity in classifying unseen instances, researchers have thus been motivated to develop rule learning approaches through the separate and conquer strategy. In this paper, we focus on investigation of the Prism algorithm, since it is a representative one that follows the separate and conquer strategy, and is aimed at learning a set of rules for each class in the setting of granular computing, where each class (referred to as target class) is viewed as a granule. The Prism algorithm shows highly comparable performance to the most popular algorithms, such as ID3 and C4.5, which follow the divide and conquer strategy. However, due to the need to learn a rule set for each class, Prism usually produces very complex rule-based classifiers. In real applications, there are many problems that involve one target class only, so it is not necessary to learn a rule set for each class, i.e., only a set of rules for the target class needs to be learned and a default rule is used to indicate the case of non-target classes. To address the above issues of Prism, we propose a new version of the algorithm referred to as PrismSTC, where 'STC' stands for 'single target class'. Our experimental results show that PrismSTC leads to production of simpler rule-based classifiers without loss of accuracy in comparison with Prism. PrismSTC also demonstrates sufficiently good performance comparing with C4.5.
Introduction
Rule learning is one of the most popular types of machine learning approaches, which can be achieved through two strategies, namely 'divide and conquer' and 'separate and conquer'. The former strategy is aimed at learning rules that are represented in the form of a decision tree, so this strategy is also referred to as 'top-down induction of decision trees (TDIDT)'. The latter strategy is aimed at learning if-then rules directly from training data, so this strategy is also referred to as 'covering approach'. In the rest of the paper, we refer to TDIDT as decision tree learning and to the covering approach as rule learning.
As discussed in Liu and Cocea (2018b) and Cendrowska (1987) , the main difference between decision tree learning and rule learning is in terms of their strategy of specializing a rule through appending rule terms. In particular, decision tree learning is attribute oriented, i.e., it is aimed at selecting an attribute for labelling each non-leaf node and several branches are then split from this node towards growing each branch of the tree. In this context, each branch of a decision tree can be converted into a rule and the growth of different branches (specializing different rules) are in parallel. In contrast, rule learning is attribute-value oriented, i.e., it is aimed at selecting an attribute-value pair towards specializing a rule. In addition, rules are learned sequentially, which means that the learning of one rule cannot start until the completion of learning of the previous rule. In addition, rules may not necessarily fit into a tree structure.
Popular algorithms of decision tree learning include ID3 (Quinlan 1986 ) and C4.5 (Quinlan 1993) . As argued in Cendrowska (1987) , decision tree learning is likely to result in the replicated sub-tree problem, which could not only lead to overfitting of training data but also increase the computational complexity for a rule-based classifier to classify unseen instances, due to the production of a large number of complex rules with many redundant terms. To address the above issue, researchers have been motivated to develop rule-learning algorithms, such as Prism (Cendrowska 1987) .
In this paper, we explore further the significance of the rule-learning strategy in comparison with decision tree learning and highlight some granular computing perspectives of the Prism algorithm. Furthermore, we identify some limitations of Prism and propose a new version of this algorithm (referred to as PrismSTC) in the setting of granular computing. The contributions of this paper include that PrismSTC leads to a reduction of complexity without loss of accuracy in comparison with Prism and that the Prism-STC shows sufficiently good performance of classification in comparison with C4.5 (the most popular algorithm of decision tree learning).
The rest of this paper is organized as follows: Sect. 2 provides an overview of decision tree learning and rule-learning methods. In Sect. 3, we describe the procedure of PrismSTC and justify its significance from the perspectives of granular computing and machine learning. In Sect. 4, we report an experimental study and compare PrismSTC with Prism as well as C4.5 in terms of their performance and complexity (i.e., number of rules and terms). In Sect. 5, we summarize the contributions of this paper and suggest further directions for this research area towards further advances in rule learning.
Related work
Decision tree learning has been used as a popular approach of machine learning in various application areas, due to the fact that decision tree models are represented in a white box manner. In other words, decision tree models are so transparent that people can clearly identify how outputs are mapped from inputs (Liu et al. 2015 (Liu et al. , 2016c . In practice, applications of decision tree learning are extensive and varied, such as text classification (Khan et al. 2015) , biomedicine (Tayefi et al. 2017) , intelligent tutoring systems (Crockett et al. 2017 ) and transient stability assessment (Rahmatian et al. 2017) .
In terms of algorithmic development, decision tree learning has been highly competitive and technically sound, since the ID3 algorithm was developed by Quinlan (1986) with very good performance especially on the chess end games dataset (Quinlan 1983) . However, the ID3 algorithm cannot deal with continuous attributes without discretization of the attributes. To be capable of learning directly from continuous attributes, the C4.5 algorithm was developed as an extension of ID3 for effectively dealing with continuous attributes and replacing missing values (Quinlan 1993 (Quinlan , 1996 . Further to C4.5, a commercial version of decision tree learning algorithm was developed, which is referred to as C5.0 (Kuhn and Johnson 2013) .
Decision tree learning methods were extended through the use of pruning methods and a comparison of different pruning methods was made in Esposito et al. (1995) . In addition, decision tree learning methods have also been used in the context of ensemble learning (Liu et al. 2016a) for increasing the overall accuracy of classification, such as random forests (Breiman 2001) and gradient boosted trees (Ogutu et al. 2011) , which are based on Bagging (Breiman 1996) and Boosting (Freund and Schapire 1996) . Over the last decade, decision tree learning methods have also been extended in other different ways. One way is through incorporating cost functions into heuristics for attribute selection towards minimizing the risk of incorrect classification. Some more recent work has been presented in Zhao and Li (2017) , Min and Zhu (2012) , and Li et al. (2015) . Another popular way of extending decision tree learning methods is through fuzzification of continuous attributes towards the generation of fuzzy decision trees, which is essentially based on fuzzy set theory (Zadeh 1965) . Some more recent studies have been reported in Lertworaprachaya et al. (2014) , Altay and Cinar (2016) , and Lertworaprachaya et al. (2010) .
The nature of decision tree learning is to generate a set of non-overlapping rules, which constrains that these rules must have at least one common attribute to make the rules fit in a tree structure. Due to the above constraint, decision tree learning often results in complex trees being generated and difficulty for people to understand the information extracted from the trees (Furnkranz 1999) . To simplify decision trees, Quinlan investigated the use of pruning methods (Quinlan 1987) , such as reduced error pruning (Elomaa and Kriinen 2001) . However, even if decision trees are simplified using pruning methods, it is still difficult to avoid the case that decision trees are too cumbersome, complex and inscrutable to provide insight into a domain for people to use as knowledge (Quinlan 1993; Furnkranz 1999) . In addition, complex decision trees are more likely to overfit training data than simple trees (Furnkranz 1999) . On the other hand, Cendrowska (1987) pointed out that the nature of decision tree learning may result in the replicated subtree problem due to the constraint that rules must have at least one common attribute to represent these rules in a tree structure, i.e., rules that have no common attribute cannot fit in a tree structure. It is also mentioned in Cendrowska (1987) that the replicated subtree problem may result in the need to examine the whole tree for extracting rules about a single classification in the worst case, which makes it difficult to manipulate for expert systems.
Algorithm 1: Prism Algorithm (Liu et al., 2016b) Input : a training set T , a subset T ⊆ T , an attribute set AS, an instance t ∈ T , dimensionality d, an attribute A x , an attribute value v xm , class C i , number of classes n, max-probability p max Output: a rule set RS, a result set of instances T " covered by a rule R ∈ RS To overcome the replicated subtree problem, the Prism algorithm (Cendrowska 1987) has been developed, which has led to the motivation for developing rule learning methods through the separate and conquer strategy. A comprehensive review of rule-learning methods can be found in Furnkranz (1999) . As illustrated in Algorithm 1, the nature of the Prism algorithm is to select a target class, and then to learn a rule by selecting attribute-value pairs iteratively for specializing this rule, until all the instances covered by this rule belong to the target class. However, it is generally unknown whether the selected target class can lead to the generation of a highquality rule. In fact, the separate and conquer strategy involves the learning of rules on a sequential basis, i.e., the learning of a rule must not start until the learning of the last rule is completed. In this context, the outcome of learning one rule impacts greatly on the outcome of learning the next rule. In the case of the Prism algorithm, the selected target class may not be suitable for learning a high quality rule, and even leads to the generation of an inconsistent rule, which means that the instances covered by this rule belong to different classes (Liu and Gegov 2016; Liu et al. 2016b ). In addition, the learning of the subsequent rules would be impacted greatly, due to the unexpected outcome that the last rule learned is inconsistent.
The Prism algorithm introduced in Cendrowska (1987) is designed to simply keep selecting the same class as the target class towards learning a set of rules, all of which are assigned this class as the rule consequent, and then repeat the same procedure by having another class as the target class for learning a different set of rules. The above design is based on the assumption that all the classes are important, i.e., the classification task is to detect features of each class in the setting of pattern recognition, such as human activities recognition, where each class represents an activity and it is needed to identify features that can recognize any of these classes. In real applications, it is not always necessary to select each of the classes as the target class in turn for learning rules, since it is very possible that only one or some but not all of the classes are of interest. Some examples of such applications are provided in Sect. 3 for justification.
Granular computing-based rule learning
In this section, we propose a variant of the Prism algorithm referred to as PrismSTC, where 'STC' stands for 'single target class'. In particular, we describe the procedure of the Prism-STC algorithm and show how it is different from the original version of Prism. We also justify how the PrismSTC algorithm shows granular computing perspectives and argue the significance of this algorithm from machine-learning perspectives.
Procedure of PrismSTC
The procedure of the PrismSTC algorithm is illustrated in Algorithm 2, which is essentially to select an attribute-value pair that has the maximum posterior probability given a target class, as illustrated in Eq. 1.
where A i represents an attribute and i is the index of this attribute; v j represents a value of the attribute A i and j is the index of the attribute value v j . In addition, F(A i = v j , class = TC) denotes the joint frequency that not only an instance meets the condition A i = v j but also belongs to the target class TC, whereas F(A i = v j ) denotes the independent frequency that an instance meets the condi-
Algorithm 2: PrismSTC Algorithm
Input : a training set T , a subset T ⊆ T , an attribute set AS, an instance t ∈ T , dimensionality d, an attribute A x , an attribute value v xm , the target class T C, max-probability p max Output: a rule set RS, a result set of instances T " covered by a rule R ∈ RS 
RS= RS ∪ {R}; T = T -T ";
18 end
We also provide an illustrative example using the contact lenses dataset (Cendrowska 1987 ) detailed in Table 1 . For the age attribute, the values 1, 2 and 3 represent 'young', 'pre-presbyopic' and 'presbyopic', respectively. For the spectacle-prescrip attribute, the values 1 and 2 represent 'myope' and 'hypermetrope', respectively. For the astigmatism attribute, the values 1 and 2 represent 'no' and 'yes', respectively. For the tear-prod-rate attribute, the two values 1 and 2 represent 'reduced' and 'normal', respectively. In addition, the three classes ('hard lenses', 'soft lenses' and 'no lenses') relating to contact lenses are expressed as 1, 2 and 3, respectively. In this illustration, we choose the 'no lenses' (3) class as the target class.
According to Table 1 , we can get a frequency table for each attribute, i.e., we have four frequency tables for the four attributes: 'age' (see Table 2 ), 'spectacle-prescrip' (see Table 3 ), 'astigmatism' (see Table 4 ) and 'tear-prodrate' (see Table 5 ).
Based on the frequency tables, the conditional probabilities for each attribute-value pair of each attribute can be calculated. We display these here for ease of explanation-in the normal course of the algorithm the probabilities would be calculated when needed, not in advance.
According to Table 2 , we can derive the conditional probability for each of the three values of attribute 'age', towards the target class 'no lenses'(3). According to Table 3 , we can derive the conditional probability for each of the two values of attribute 'spectacle-prescrip', towards the target class.
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P(class = 3|spectacle-prescrip = 1 ) = 7 12
P(class = 3|spectacle-prescrip = 2 ) = 8 12
According to Table 4 , we can derive the conditional probability for each of the two values of attribute 'astigmatism', towards the target class. P(class = 3|astigmatism = 1 ) = 7 12 P(class = 3|astigmatism = 2 ) = 8 12
According to Table 5 , we can derive the conditional probability for each of the two values of attribute 'tear-prod-rate', towards the target class.
P(class = 3|tear-prod-rate = 1 ) = 12 12 P(class = 3|tear-prod-rate = 2 ) =
12
Since the attribute-value pair (tear-prod-rate = 1) has the maximum conditional probability, i.e., P(class = 3|tear-prodrate = 1 ) = 1 , it is selected and appended into the first rule being learned as a rule term. In addition, the conditional probability has been equal to 1, so it indicates that there is no uncertainty any more towards classifying instances covered by the current rule and the learning of the first rule is thus complete. The first rule is finally expressed as: if tear-prodrate= 1 then class = 3. Following the completion of learning the first rule, all the 12 instances with the attribute-value pair tear-prod-rate = 1 are deleted from the training set, and the learning of the second rule is started on the reduced training set.
The main difference between the original Prism algorithm and PrismSTC is that the original one needs to have each class selected in turn as the target class towards learning a set of rules, as illustrated in Algorithm 1. For example, the contact lenses dataset involves three classes, so it is needed to repeat three times the above learning process (illustrated for PrismSTC) for learning three sets of rules respectively for the three classes.
Justification
The design of the Prism algorithm is essentially in the setting of granular computing, which is a paradigm of information processing (Yao 2005b) . From philosophical perspectives, granular computing is a way of structured thinking (Yao 2005b) . From practical perspectives, it is adopted as a way of structured problem solving (Yao 2005b) .
In general, granular computing is achieved through two operations, namely granulation and organization (Yao 2005a) . The former operation is aimed at decomposition of a whole into different parts, whereas the latter operation is aimed at integrating several parts into a whole. In computer science, the concepts of granulation and organization have been popularly used to achieve the top-down and bottomup approaches, respectively .
In granulation and organization, the main aim is to deal with granules and granularity (Pedrycz 2011; Pedrycz and Chen 2011 , 2015a , b, 2016 , which are two main concepts of granular computing. A granule generally represents a large particle, which consists of smaller particles that can form a larger unit. In the setting of the Prism rule-learning algorithm, each class is selected as the target class in turn towards learning a set of rules for this class. In this context, for each class, a set of rules are learned, and the sets of rules for all these classes make up a rule-based classifier learned from a training set. From this point of view, a rule based classifier can be treated as a granule in the top level of granularity, and each set of rules learned for a specific class would be treated as a granule (sub-classifier) in the second level of granularity. In addition, each class can also be viewed as a granule in the second level of granularity, corresponding to a rule set (sub-classifier).
In real applications, there are many examples of binary classification that only involve one target class. For example, cyberbullying detection only involves two classes ('yes' and 'no') , and the aim is just to detect if a text message contains abusive behaviours (Zhao et al. 2016; Reynolds et al. 2011) , i.e., people are only interested to identify any features of abusive languages from text messages. From this point of view, it is not necessary to learn a set of rules for both classes. Instead, only a set of rules for the 'yes' class needs to be learned from training data, and the rule-based classifier would classify an instance (text message) to the 'no' class by default, unless any rules fire implying that some features of abusive languages have been detected from this instance. From machine-learning perspectives, the design of the PrismSTC algorithm would lead to the production of simpler rule-based classifiers by means of a smaller number of simpler rules, which can not only result in reduction of computational complexity in classifying unseen instances but also avoid overfitting of training data, in comparison with the Prism algorithm. Moreover, in some application areas such as cyberbullying detection, it is the natural case that training data is highly imbalanced, where the target class is the minority class with a very low weight (less than 10% of the whole training data) (Reynolds et al. 2011 ). Since PrismSTC is aimed at learning a set of rules from the target (minority) class only, the rule-based classifier would be much less sensitive to the class imbalance problem, i.e., the classifier is not likely to be biased on the majority class.
Experiments, results and discussion
In this section, we report an experimental study conducted using 12 datasets from the UCI repository (Lichman 2013) . The characteristics of the datasets are shown in Table 6 . In particular, all the datasets are for binary classification tasks, and the aim of the experimental study is to investigate the impact on classification accuracy and model complexity, when learning a set of rules only for one of the two classes, in comparison with learning two sets of rules respectively for the two classes. In other words, we aim to show that the model complexity is reduced significantly, but the classification accuracy is not lost, when only one class is selected as the target class for rule learning.
In this experimental study, we compare PrismSTC with Prism as well as C4.5. In terms of classification accuracy, each dataset is randomly partitioned into a training set and a test set in the ratio of 70:30. The experiment on each dataset is repeated 100 times in terms of the data partitioning, and the average accuracy is taken for comparative validation. The classification accuracy is measured according to Eq. 2, and Eq. 3 shows that the error rate is the complement to 1 of Accuracy. Both measures involve TP, TN, FP and FN, which stand for true-positive rate, true-negative rate, false-positive rate and false-negative rate, respectively, and positive and negative represent two classes in a classification task. In terms of model complexity, each whole dataset is used to train a rule-based classifier (model) towards counting the rules and rule terms, for comparison of models trained using different algorithms.
The results on classification accuracy are shown in Table 7 . In particular, PrismSTC1 and PrismSTC2 represent that class 1 and class 2 are selected as the target classes, respectively. On some datasets, class 1 is the minority class and class 2 is the majority class, but some other datasets show the opposite situation. The details about the frequency distribution between the two classes are available in Table 6 .
The results shown in Table 7 indicate that the performance of PrismSTC is highly comparable or even better than the one of Prism in 10 out of 12 cases, no matter which one of the two classes is selected as the target class. On the 'ionosphere' and 'labor' datasets, the performance is somewhat lower when the majority class is selected as the target class. However, when the minority class is used as the target class, the performance is very similar to the one of Prism. The main reason behind the phenomenon is likely that the attributes involved in the two datasets are more relevant for the minority class than for the majority class. In comparison with C4.5, the performance of PrismSTC is also sufficiently good. In particular, there are 5 out of 12 cases that Prism-STC1 performs marginally worse than C4.5, i.e., PrismSTC1 shows better or the same performance as C4.5 in all the other cases. Similarly, there are only 3 out of 12 cases that Prism-STC2 performs marginally worse than C4.5, except for the case of the 'ionosphere' dataset.
The results also show that the classification performance is usually better when the minority class is selected instead of the majority class for learning a set of rules. For example, on the 'breast-cancer', 'breast-w', 'credit-a', 'ionosphere' and 'labor' data sets, class 1 is the minority class, and the performance is better when it is selected instead of class 2 as the target class. Also, on the 'kr-vs-kp' dataset, class 2 is the minority class, and the performance is higher when it is selected instead of class 1 as the target class. On the other hand, on the 'credit-g', 'cylinder-bands', 'diabetes' and 'hepatitis' datasets, the performance is just marginally worse when the minority class is selected for rule learning. The above phenomenon is highly expected in practice, since the target class is likely to be the minority class in a dataset in various application areas, such as cyberbullying detection, as mentioned in Sect. 3.2.
The results on model complexity are shown in Table 8 . In particular, the results show that the complexity of the rulebased classifier is equal to the sum of the ones of PrismSTC1 and PrismSTC2 in all the 12 cases, which is consistent with our justification given in Sect. 3.2 from granular computing perspective. In other words, the classifiers trained respectively using PrismSTC1 and PrismSTC2 are essentially the sub-classifiers of the classifier trained using Prism. In comparison with C4.5, PrismSTC produces a smaller number of simpler rules in 11 out of the 12 cases, no matter which one of the two classes is selected as the target class.
The results shown in Table 8 also indicate that the rulebased classifier learned from the instances of the minority class is usually simpler than the classifier learned from the instances of the majority class, with an exception on the vote dataset. Although it is normally expected to occur that learning from instances of the minority class leads to production of a simpler model, the nature of the Prism algorithm (as well as PrismSTC) could lead to the opposite case, when the attributes involved in a data set are highly relevant for the majority class but are less relevant or irrelevant for the minority class. In other words, as illustrated in Sect. 3.1, the nature of Prism-based rule learning is to select iteratively an attribute-value pair that is highly relevant for the target class towards specializing a rule. If some highly relevant attribute-value pairs are found, the rule learning could be completed with a smaller number of iterations, leading to the -g  359  2262  310  882  179  499  131  383  Cylinder-bands  430  432  310  312  153  153  157  159  Diabetes  22  120  223  680  128  375  95  305  Hepatitis  16  81  30  51  11  22  19  29  Ionosphere  18  121  39  92  14  19  25  73  kr-vs-kp  43  379  101  387  53  229  48  158  Labor  13  44  12  15  4  5  8  10  Mushroom  25  67  27  34  15  20  12  14  Vote  19  97  27  88  13  38  14  50 production of a smaller number of simpler rules, where each rule covers a larger number of training instances.
Conclusions
In this paper, we identified some limitations of the Prism algorithm and proposed its variant referred to as Prism-STC. We conducted an experimental study for comparing PrismSTC with Prism as well as C4.5 in terms of their performance. The experimental results show that PrismSTC leads to a reduction of model complexity without loss of classification accuracy in comparison with the other two algorithms.
In addition, another contribution of this paper is an indepth analysis of Prism-based rule learning from the perspectives of both granular computing and machine learning. The reduction of model complexity without loss of classification accuracy through using the proposed PrismSTC algorithm is also beneficial and helpful towards speeding up the process of classifying unseen instances in practical applications.
In future, we will investigate the use of PrismSTC in some real applications, such as cyberbullying detection, where the data collected typically involve only one target class and the minority class is usually the target class. In addition, we will investigate the adoption of Prism-based rule learning for multi-class classification tasks. In particular, we will identify more effective ways for the selection of the target class for learning each single rule of as high quality as possible, in the setting of granular computing Liu and Cocea 2018a; Liu et al. 2016d; Ahmad and Pedrycz 2017) . Furthermore, it is worth to adopt fuzzy set theory for fuzzification of continuous attributes (Chen 1996; Chen et al. 2014; Mendel et al. 2006; Lee and Chen 2008; Chen and Lee 2010) for improving the quality of rules, and employ optimization techniques for searching an optimal set of rules in terms of rule quality (Chen and Chung 2006; Tsai et al. 2008 Tsai et al. , 2012 .
