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Condition-based maintenance strategies need to be adopted as distance-to-
shore and water depth increase in the offshore wind industry. The aim of the 
research presented herein is to develop advance structural health monitoring 
strategies that enhance the condition-based maintenance of offshore wind 
turbine support structures. The focus is on the selection of technologies, the 
implementation process, the analysis of the asset’s structural response under 
complex loading, the economic justification for structural health monitoring 
implementation and the effective structural health monitoring data analysis. 
Research activities consist of the provision of a comprehensive study for 
structural health monitoring technologies’ utilisation in the offshore wind 
industry. This is followed by parametric structural modelling, simulation and 
validation of an operational offshore wind turbine tower, support structure and 
soil-structure interaction, using commercial software. The evaluation of the 
asset’s response under complex loading subject to design changes and failure 
mechanisms is also undertaken. A combination of existing and newly developed 
methodologies is deployed for the effective data management of structural 
health monitoring systems and validated with industrial data for the case of 
strain monitoring. These include unsupervised learning algorithms (neural 
networks), deterministic and probabilistic methods for noise cleansing and 
missing data imputation. Guidelines for the structural health monitoring 
implementation from design stage of a wind farm are proposed and applied to a 
baseline scenario. This is utilised to assess the economic impact that structural 
health monitoring has in the lifecycle of the assets.  The achieved results show 
that the implementation of structural health monitoring in offshore wind turbine 
following the Statistical Pattern Recognition paradigm and the proposed 
guidelines has the potential to reduce the Operational Expenditure. This 
reduction is much greater than the cost associated with the implementation of 
these systems. Monitoring from the commissioning of the assets is crucial for 
the system’s calibration and establishing thresholds. The developed noise 
cleansing and missing data imputation methodologies can successfully be 
employed together to produce more complete low-disturbed datasets.  
ii 
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1.1 Background and motivation 
For the past couple of decades the concept of global warming and climate 
change has progressively soaked into society. Climate change constitutes a 
global challenge and therefore needs to be battled globally and united, as 
emissions threaten the environment regardless of where they have been 
produced. In order to slow down climate change, 196 countries adopted the 
Paris Agreement at the COP21 in Paris on 12 December 2015 [1]. Before this 
took place, the European Union had already set renewable energy targets for all 
Member States back in 2006 [2]. These targets were recently reviewed in June 
2018 and raised to 32% of the European Union’s final energy consumption by 
2030, up from the previous goal of 27% [3].  
The Levelised Cost of Electricity (LCoE) represents the total lifecycle costs of 
producing a unit of power using a specific technology [4]. The LCoE of a Wind 
Farm (WF) is driven by its design, fabrication, installation and commissioning 
costs, wind resource at that location, type of Offshore Wind Turbine (OWT) 
concept used, Operation and Maintenance (O&M) costs and the expected 
service life of the project [5]. Other factors influencing LCoE are the capacity 
factor and the weighted average cost of capital (WACC), which is the cost of 
debt, the equity premium of the investors, and the share of debt and equity in a 
project [5]. Reducing the LCoE of offshore wind farms (OWF) will attract higher 
investments to the industry. An increase in investment for the construction of 
new OWF will contribute to the achievement of EU targets and accelerate the 
technology’s development producing further LCoE reductions [6].  
Recently, there has been a rapid growth in offshore wind (OW) projects with 
regards to turbine size, capacity, increased number of turbines within projects, 
etc [5]. Distance-to-shore and water depth are also progressively increasing as 
can be appreciated in Figure 1-1 [5], leading to higher complexity in access, 
O&M [7]. O&M is estimated to account for 25%–30% of total OWF project 
lifecycle costs [8]. The reduction of operational expenditure (OPEX) is crucial for 
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the OW energy industry to make the produced electricity price-competitive with 
non-renewable sources and maintain the same growth-rate of the past few 
years. For this reason, strategies are being put in place to allow the deployment 
of larger WF further offshore and to focus in reducing the LCoE through the 
optimisation of the O&M activities. Distance-to-shore is an important factor in 
asset integrity management because, as distance increases, so do failures ’ cost 
implications and time to repair, which directly impacts loss of production.  
 





Structural Health Monitoring/Condition Monitoring (SHM/CM) systems can be 
employed to mitigate the risks arising from the increment of distance-to-shore, 
hence the increase in attention towards them over the past few years. SHM are 
utilised to detect and alert of anomalous structural responses indicating 
changes in the condition of the structures. Early detection of these phenomena 
enables the shut-down of the affected asset for further root cause analysis of 
the developed failure mechanism. Furthermore, a repair/mitigation strategy can 
be put in place, reducing time to repair and production losses. Despite all the 
benefits, Structural Health Monitoring Systems (SHMS) have only started to be 
implemented holistically in the past few years. SHMS were originally used to 
monitor assets where damages were suspected or had already developed.  
SHM/CM systems have already been widely used in other industries or even in 
some OWT’s subsystems, such as generators and gearboxes. However, 
strategies for advance SHM of other OWT elements, like the support structure 
(SS), still need to be developed. This involves the creation and/or improvement 
of methodologies that aid the selection, implementation, collection, economic 
justification and data management of SHMS in OWT SS in order to draw 
conclusions of their condition. This constitutes the research gap identified and 
addressed throughout this project. 
It should be noted that, within the context of this work, a differentiation between 
SHM and CM has been made, being SHM referred to the monitoring of 
structural components of a WT (ie. foundation, transition piece (TP), tower, etc.) 
and CM referred to the monitoring of mechanical and rotating components in 
the nacelle of the WT (ie. shafts, generator, transformer, etc.). 
Furthermore, within the context of this work, the term “strategies” has been 
understood as: “the actions or procedures used to contribute towards the 





1.2 Aim and Objectives 
The aim of this research is to develop advance structural health monitoring 
strategies that enhance the condition-based inspection and maintenance of 
offshore wind turbine support structures. The focus is on the selection of 
technologies to be employed, the sequence of tasks to be carried out for the 
implementation of these technologies, the understanding of the structural 
response of the asset under complex loading, the economic justification for 
such implementation and how structural health monitoring data is managed and 
analysed effectively.  
In order to achieve this aim there are six different objectives to accomplish: 
Objective I:     Conduct a detailed review of structural health monitoring 
technologies and their application in offshore wind turbines. 
Provision of a comprehensive study of the utilisation of 
structural health monitoring technologies in the offshore wind 
industry. 
Objective II: Develop a parametric finite element model of an offshore wind 
turbine support structure and validate it with data from an 
operational wind farm. 
Objective III:  Evaluate an offshore wind turbine support structure’s response 
under complex loading in order to understand how design 
changes and failure mechanisms affect the structure’s 
condition. 
Objective IV:  Formulate a framework for the effective data management of 
structural health monitoring systems for offshore wind turbine 
support structures and validate it for a real case study utilising 
industrial data.  
Objective V:  Create guidelines for the implementation of structural health 
monitoring systems from the design stage of a wind farm.  
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Objective VI:  Evaluate the economic impact that of the implementation of 
structural health monitoring systems in offshore wind farm 
support structures through the proposed guidelines. 
 
1.3 Novelty and linkage of project outputs 
In order to reach the objectives established for this research project, a number 
of contributions have been made to the scientific body of knowledge. These 
have been reported in four peer-reviewed journal publications.  
The scope of this research project is very broad. Due to time and resources 
(data) limitations, not every aspect of the scope has been explored during this 
project. Figure 1-2 shows the linkage of project outputs and the scope 
limitations of this project. For further details about scope limitations refer to 
Section 6, where these have been discussed.  
The implementation of SHMS in OWT can contribute to the development of 
condition-based inspection and maintenance strategies by the collection of data 
used to assess the integrity of the assets. The enhancement of these 
procedures may lead to reducing costs of WT inspection, avoiding unnecessary 
replacement/ repair of components, discovering design weaknesses before 
failure, improving the availability of the WF while preventing WTs overloading. 
All these aspects are linked to OPEX and LCoE reduction and maximisation of 
the WF’s return of investment (RoI), therefore contributing towards achieving 
United Kingdom׳s 2030 and 2050 renewable energy targets. The 
implementation of SHM technologies is done effectively by the application of the 
four stages of the Statistical Pattern Recognition (SPR) paradigm, adapted to 
the OW industry. These four stages were investigated throughout this project 
(some in more detail than others) and case studies were developed, when 
appropriate, with industrial data combined with academically/public data. 
A detailed literature review of the different SHM technologies applicable to OWT 
was carried out with the aim to understand how their data is collected and how it 
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needs to be handled, pre-processed, analysed and interpreted. The Statistical 
Pattern Recognition Paradigm was chosen as the best approach for the 
implementation of damage detection strategies. However, this paradigm still 
had to be adapted to the OW industry. This adaptation was carried out and 
published in the form of Publication 1 in the journal of Renewable and 
Sustainable Energy Reviews [9], which fulfils Objective I.  
In order to accomplish Objective IV, where a framework for data management is 
to be developed and validated, a better understanding of the asset’s response 
under complex loading is required. To this purpose, a parametric FE model of 
an OWT SS was developed in Abaqus Computer-Aided Engineering (CAE) and 
validated with real static data from an offshore wind operator (Objective III). In 
the FE model, key design parameters (KDPs) can be directly modified in the 
code to assess their effect on the structure’s behaviour. The model consists of: 
monopile (MP) foundation, TP, grouted connection (GC), tower and soil-
structure interaction. 
This model was published at the International Journal of Marine Energy and 
constitutes Publication 2 [10]. In it, the structure’s response to complex loading 
was analysed (via static, buckling and modal analyses) in four case studies and 
the different KDPs that impact design, scaling-up and O&M activities of OWT 
SS were identified. The aim of two of the analyses is determining how different 
geometry variations will affect the structural integrity of the unit. Case A 
investigates how the TP’s and GC’s length influences the structural integrity. 
Case B evaluated the effect of size and number of stoppers in the TP, keeping 
a constant volume of steel. Another case study was developed to assess the 
structure’s response to scour development, which is a common failure 
mechanism of OWT. The evaluation of the effect in the OWT’s SS integrity of 
the design changes and failure mechanisms presented in these four case 
studies fulfilled Objective III. Finally, a fourth case study analysing the effect that 
marine growth has in the structural integrity of the units was also developed 
during this research project. This piece of work was presented in the 
International Conference of Marine Structures, celebrated in Lisbon in May 
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2017. As this case study was presented as a conference paper, it has not been 
included as a Chapter in this EngD thesis. Further details of this piece of work 
can be found in Section 6. 
A good understanding of how geometrical modifications to the structure will 
affect its structural integrity and end of life is important to adapt these structures 
to harsher environments further from shore and to develop an appropriate SHM 
Strategy to keep the units in operation. Through the combination of FE models 
and SHM activities (such as smart loads management and smart scheduling of 
inspections) high-confidence integrity assessment of the offshore assets can be 
carried out with the aim of reducing CAPEX and OPEX as much as possible, 
while increasing power production. This is discussed in Publication 4, where an 
economic feasibility study of SHM implementation is performed and the 
importance of updating the Finite Element Analysis (FEA) models with data 
from SHMS is emphasised. 
In order to fulfil Objective IV, a systematic methodology for data 
synchronisation, normalisation, cleansing and missing data imputation (MDI) 
was proposed for SHMS of OWT and implemented to the particular case of 
strain monitoring. This methodology is presented in a journal paper published in 
the Journal of Ocean Engineering [11], which constitutes Publication 3. Also in 
this piece of work, the aforementioned methodology is validated with industrial 
data from three different turbines. MDI was applied to cleansed and non-
cleansed datasets for these three operating wind turbines in the Irish Sea, 
proving that data cleansing enhances the accuracy in the imputation of missing 
data. Fatigue was calculated for four different scenarios: without 
cleansing/without MDI, without cleansing/with MDI, with cleansing/without MDI 






Figure 1-2 Interconnections of the project outputs 
Publication 2
Parametric FEA modelling of 
OWT support structures
Publication 1
SHM of OWTs: A review 
through the Statistical Pattern 
Recognition Paradigm
Publication 3
Data Management for structural 
integrity assessment of OWT 
support structures: data cleansing 





Understanding the assets’ response under 
complex loading is necessary for 
developing a framework for effective data 
management of OWTs.
The paradigm adapted in 
Publication 1 was utilised to 
develop a methodology for 
data analysis of SHMS. 
Thus, two case studies were 
performed for the particular 
case of strain monitoring.
Publication 4
Guidelines and cost-benefit analysis of 
structural health monitoring 
implementation in offshore wind turbine 
support structures
Understanding the asset’s 
response to complex loading 
and failure mechanisms is 
necessary for developing SHM 
and inspection strategies.
The data management 
framework needs guidelines 
to aid its implementation in 
OWTs. Furthermore, in 
order to be justified, this 
implementation needs to 




Parametric FEA modelling 
is an important tool to 
enable the implementation 
of SHMS in OWTs.
- Not all verifications were done.
- No dynamic analysis carried out.
- Strength of grout material not 
verified in Case A
- Inspection reductions were estimated, not based on 
failure rates.
- Reliability of SHMS not considered.
- Value of information not accounted for
- Noise thresholds only calibrated for 2 
variables: wind speed and wind direction.
- Limited fatigue estimations as 
extrapolation of stresses not carried out.
- Misused term “correlation”. 
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Publication 4 aims to unify the different contributions of previous publications, 
fulfilling Objectives V and VI [12]. This is achieved by developing guidelines for 
the holistic implementation of SHMS from the design stages of a WF and 
demonstrating that the implementation of SHMS following these guidelines is 
economically justified. As part of these guidelines, a SHM strategy and an 
Inspection strategy were prepared and their cost quantified. A cost-benefit 
analysis of the implementation of the SHM strategy and Inspection strategy for 
a baseline case (10% instrumented assets) and three other scenarios with 20%, 
30% and 50% of instrumented assets is presented. The reduction in the number 
of inspections throughout the service life based on the SHM implementation 
percentage was estimated for the three scenarios, which constitutes the main 
limitation of this study. Furthermore, a sensitivity analysis is also conducted to 
evaluate the effects of SHM hardware cost and the time spent in completing the 
inspections on OPEX and CAPEX of the WF. 
1.4 Outline of the Thesis 
The structure of this doctoral thesis with a brief description of the content of 
each chapter is detailed below and follows the sequence of Figure 1-3: 
o Chapter 1 comprises the background and motivation of this research project, 
the aims and objectives and an overview of the contribution to science and 
how the publications are linked with these aims and objectives.  
o Chapter 2 offers a detailed  literature review of the different types of SHMS 
for OWT. The purpose is to understand how these could enhance O&M 
activities, how their data is collected and how it needs to be handled, pre-
processed, analysed and interpreted. The SPR paradigm is adapted to the 
OW industry.  
o Chapter 3 presents the parametric FE model developed for the structural 
analysis of OWT SS. This constitutes the first academic 3D tool, validated 
with industrial data. This tool enhances the understanding of the asset’s 
response to complex loading and different failure mechanisms, which 
improves SHMS design. As discussed in Chapter 5, once SHM data is 
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recovered from offshore, it can be utilised to calibrate the structural model 
and assess the structural integrity status of the asset. 
o Chapter 4  presents the developed and validated framework for effective 
data management of SHMS of OWT applied to strain monitoring. 
Methodologies and results of the three last stages of the SPR paradigm are 
presented here utilising real strain data from an OWF.  
o Chapter 5 develops guidelines for the implementation of SHMS to OWT SS 
in an efficient manner. It also verifies the positive economic impact of SHM 
implementation in OPEX.  
o Chapter 6 presents a general discussion of all the work done through the 
course of this research linking all the chapters together.  
o Chapter 7 deals with concluding remarks, contributions to existing 
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Analysis of SHMS 







No dynamic analysis 
performed
Not all load cases 
verified
Strength of grout material 
not verified for Case A
Noise thresholds only 
calibrated for 2 variables
No extrapolation of 
stresses carried out
Inspection reductions not 
based on failure rates
Reliability of SHMS not 
considered
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Offshore Wind has recently become a profitable renewable energy source due 
to the remarkable development it has experienced in Europe over the last 
decade. In this paper, a review of Structural Health Monitoring Systems (SHMS) 
for Offshore Wind Turbines (OWT) has been carried out considering the topic 
as a Statistical Pattern Recognition (SPR) problem. Therefore, each one of the 
stages of this paradigm has been reviewed focusing on OWT application. These 
stages are: Operational Evaluation; Data Acquisition, Normalization and 
Cleansing; Feature Extraction and Information Condensation; and Statistical 
Model Development. It is expected that optimizing each stage, SHMS can 
contribute to the development of efficient Condition-Based Maintenance 
Strategies. Optimizing this strategy will help reduce labor costs of OWT's 
inspection, avoid unnecessary maintenance, identify design weaknesses before 
failure, improve the availability of power production while preventing wind 
turbines' overloading, therefore, maximizing the investments' return. In the 
forthcoming years, a growing interest in Structural Health Monitoring (SHM) 
technologies for OWT is expected, enhancing the potential of Offshore Wind 
Farm (OWF) deployments further offshore. Increasing efficiency in operational 
management (OM) will contribute towards achieving United Kingdom's 2020 
and 2050 targets, through ultimately reducing Levelised Cost of Electricity 
(LCoE). 
Keywords: Offshore wind turbines, Structural health monitoring, Statistical 








Over the past 15 years, Wind Energy has experienced a remarkable growth in 
the Europe. While in 2000 wind energy contributed 2.4% of the European 
Union’s electricity demand, by 2015 this percentage raised to 11.4%, or in 
absolute numbers, 12.9 GW of installed capacity became 141.6 GW [13]. This 
rapid development is not only due to the targets set by the European Union in 
2006 for all Member States [13], but also due to the scalability of wind energy 
with units of larger capacity been deployed in larger farms, further offshore [14]. 
According to Renewable UK, OW has officially become the most profitable 
renewable energy source since it can produce more renewable energy than all 
of the other sources combined [15]. In Europe, including sites under 
construction, there are 84 OWF in 11 countries as of the end of 2015. 
Furthermore, 3,230 turbines are installed and operational, reaching a 
cumulative installed capacity of 11,027 MW. In 2015 only, a grid-connected 
capacity of 3,019 MW, was added, accounting for almost double of the capacity 
added in 2014 [16]. Moreover, due to the increased deployment of 4–6 MW 
turbines in 2015, the average OWT size became 4.2 MW, constituting a 13% 
increase over 2014. 
Considering wind energy as a mature technology, allows developers and 
operators to gain confidence to include this energy technology within their 
mainstream portfolios. Increasing availability of farms and reliability of units, 
decreasing unscheduled maintenance and eliminating unexpected catastrophic 
failures are the targets that attract focus towards deploying the next generation 
of Wind Farms (WF). SHMS can contribute significantly towards enhancing 
OWT's profitability, reliability and sustainability through more systematic OM 
approaches. SHM represents the procedure of implementing a damage 
detection strategy for engineering infrastructures related to aerospace, civil and 
mechanical engineering [17], being damage referring to the variations in 
material and/or geometric properties of these systems [18]. Some of the most 
known structural damage roots causes are: moisture absorption, fatigue, wind 
gusts [19], thermal stress, corrosion [20], fire and lightning strikes [21]. Usually, 
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there are two critical aspects that influence SHMS development: the sensing 
technology (and the associated signal analysis), and the interpretation algorithm 
[22] Damage identification is performed through five similar disciplines [23]: 
SHM, Condition Monitoring (CM) [24], Non-Destructive Evaluation [25], 
Statistical Process Control [26], and Damage Prognosis [27,28]. Apart from the 
CM of rotating machines, SHM for OWT remains a research topic which is 
slowly getting into the field deployment stage. This is due to the early stage of 
the technology's deployment, the additional challenge that offshore 
environments pose to these technologies, and associated costs to operators for 
hardware installation and data processing 
Farrar and Sohn [29] were the first to introduce the SPR paradigm in the SHM 
field. This methodology follows four stages: 
1) Operational evaluation: This stage aims to set the boundaries of the problem 
by replying to four questions concerning the implementation of the Damage 
Identification Facility. Questions are related to: the motivation and economic 
justification for implementing the SHMS, the different Systems’ damage 
definitions, the Environmental and Operational Conditions (EOC) in which the 
SHMS are used, and the data acquisition limitations in the operational 
environment. 
2) Data acquisition, normalization and cleansing: Data Acquisition refers to the 
selection of the excitation methods, type, quantity and location of sensors, and 
the data acquisition/storage/transmittal hardware [30]. Data Normalization is 
another crucial aspect for the Damage Identification Process, as there are 
numerous conditions in which measurements can be taken [31]. Therefore, this 
Normalization constitutes the procedure of separating variations in sensor 
readings produced by damage, from those produced by the variation in EOC. 
Data cleansing is the procedure of selecting data which is passing on to or 
rejecting from the Feature Selection procedure [32]. Two examples of Data 
Cleansing processes are filtering and resampling, which constitute Signal 
Processing Techniques [33]. 
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3) Feature extraction and information condensation: This is the aspect of the 
SHMS that attracts most attention, as these features allow the distinction 
between damaged and non-damaged structures [34,35]. Data Condensation is 
essential when analogue feature sets acquired along the structure's lifetime are 
envisioned. Due to the extraction of data from a structure during long periods of 
time, robust data reduction techniques have to be developed to preserve 
feature sensitivity to the changes of interest. 
4) Statistical model development: It is related with the implementation of the 
algorithms that work with the extracted features and calculate the extent of the 
damage to the structure. These algorithms can be divided into two categories 
that are shown in Figure 2-1. All of these algorithms assess statistical 
distributions of the measured or derived features, to enhance the damage 
identification process [36–38]. 
 
Figure 2-1 Algorithms classification for Statistical Model Development 
This publication presents a comprehensive review of SHMS of OWT following 
the process of the SPR paradigm. The paper has been divided in eight sections. 
In Section 2.2, a comprehensive review of the SHMS for OWT is carried out, 
presenting the history and evolution of SHMS and the different technologies that 
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can be employed to Offshore Wind (OW). Each one of the abovementioned 
framework's stages has been reviewed in greater detail focusing on OWT 
applications (Sections 2.3–2.6). Discussions of the capabilities and limitations of 
SHMS, the most used methods in the OW industry and current technology gaps 
are presented in Section 2.7, followed by conclusions in Section 2.8. 
2.2 Structural Health Monitoring Systems for Offshore Wind 
Turbines 
2.2.1 History and Evolution 
The identification of changes in the dynamic response of systems has been 
carried out qualitatively, since practice has introduced tools by employing 
acoustic techniques [39,40]. Lately the emergence of SHM techniques has 
come together with the evolution, miniaturization and cost reduction of digital 
computing hardware [23]. Depending on the sector, this evolution took place 
sooner or later. For example, CM systems for rotating machines constituted one 
of the first developed systems, whilst SHMS for the OW industry are currently 
an emerging research topic. Nowadays, CM of rotating machines constitutes 
the most prosperous application of SHM Technology in terms of profitability, 
reliability and level of development. The failure identification process is based 
on pattern recognition related to displacement, velocity or acceleration time 
histories, commonly located at one point on the housing or shafts of the 
machinery during standard-operating conditions and start-up or shut-down 
transients [41]. Commercial software integrated with measurement hardware is 
marketed to help the user systematically apply this technology to the operating 
equipment [23]. These facts mentioned above, supposed the transition of 
SHMS in this field from a research topic to a common industry practice. A good 
example of this is the US Navy's Integrated Condition Assessment System [42]. 
The aerospace sector started studying the use of vibration-based Damage 
Identification during the late 70 s and early 80 s in conjunction with the 
development of the space shuttle programs [23]. That effort carried out on other 
applications that are being investigated for the National Aeronautics and Space 
Administration's Space Station [17]. Some of the most widely used technologies 
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in this field are: fastener monitoring [43], blade tip clearance [44], and fatigue 
monitoring. The Civil Engineering community has researched on vibration-
based Damage Identification of bridges and buildings since the 80s [45,46]. 
This research is currently being applied to offshore structures due to the 
similarities across industries. 
During the 70 s and 80 s, the Oil and Gas industry carried out extensive 
research to develop vibration-based damage identification techniques for 
offshore platforms [47]. Related to this technique, one of the research objectives 
was the detection of near-failing drilling equipment and the prevention of 
expensive oil pumps from becoming inoperable [48]. Unfortunately, most efforts 
were not successful, as this problem is fundamentally different to that of the 
rotating machines due to the impossibility of predicting where damage will occur 
and the structure's inaccessibility for data acquisition purposes. Besides, 
numerous practical issues were found apart from measurement acquisition 
difficulties, occasioned by platform noise, instrumentation difficulties in hostile 
environments, changing mass caused by marine growth (MG), varying fluid 
storage levels, temporal variability of foundation conditions and the inability of 
wave motion to excite higher vibration modes [23]. However, different 
applications could finally overcome these issues and be implemented. For 
example, fatigue gauges are commonly employed for fatigue monitoring by 
measuring the crack-growth proportional to the cumulative fatigue damage for 
welded joints [49]. This approach was reviewed by [50] and [51]. Another 
example was presented in [52], where different techniques for corrosion 
monitoring were introduced and the application of flexible ultrasonic thin-film 
piezoelectric transducer arrays was described. Lastly, [53] suggests a 
methodology to enhance the reliability of SHM for flexible risers, which are 
widely used in offshore oil exploration facilities and are essentially composite 
structures consisting of several metal armours and polymeric layers. 
Most of the WF are either at the beginning or in the middle of their service life 
and, currently, the trend is to build these WFs much further offshore. Therefore, 
special consideration due to extreme weather conditions and complex 
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dynamics, such as sensor tolerance and endurance, data acquisition and 
transmission, among others, have to be accounted for [54–56]. As this sector 
grows, business economics currently demands management of Capital 
Expenditure and Operational Expenditure (CAPEX and OPEX) [57]. For 
example, considering a 750 kW turbine with an expected 20-year service life, 
the operations and maintenance (O&M) costs account for between 25% and 
30% of the overall energy generation cost or 75–90% of the investment costs 
[58]. Some of the technologies employed in OW differ from those employed by 
the civil or the oil and gas industries in aspects of accessibility, severity of the 
environmental conditions and more complex loading due to excessive 
operational loads. Due to these differences, further development and research 
in these technologies has been prioritized in the past years aiming to adapt 
them to OW applications. In order to make wind power price-competitive with 
other sources of energy, some of the performance indicators, such as 
availability, reliability, efficiency and integrity of turbines, still have to be 
improved [57]. In the following section, a review of the current SHM techniques 
used in the OW industry is presented. 
2.2.2 SHM technologies 
SHMS of OWT are becoming very much in demand now that WTs are growing 
in size and OWF are being developed further from the coasts. In order to 
decrease the power generation costs and therefore, the LCoE, Wind Turbine 
(WT) mass of components need to be optimized without compromising the 
structure's integrity. This can be achieved through making the turbines more 
structurally flexible, which directly affects their modal parameters, i.e. the 
resonance frequency [59]. Another important aspect is that inspection and 
maintenance for OWT is considerably more expensive than for onshore ones. 
Therefore, SHMS which are able to predict structural changes are becoming 
crucial to diminish O&M costs and to assess the remaining lifetime of these 
structures. An example of a good application of SHMS to an onshore WT is 
presented in [60], where a life-cycle management framework for online 
monitoring and performance assessment is applied to WT. 
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SHM has become a useful method to enhance OM and optimize maintenance 
activities of modern infrastructure [47], as the information gathered can be 
employed in the development of a tailored, condition-based maintenance 
program [61]. This program aims to reduce the necessary downtime due to 
components inspection, prevent unnecessary failures, avoid unnecessary 
replacements, and improve availability. Furthermore, due to the capacity of 
monitoring the structure's integrity, design improvements can be implemented 
such as selection of lighter blades that will enhance performance with less 
conservative margins of safety [62] and which will adapt quicker to the wind's 
variability, generating more energy [63]. 
General reviews of SHM can be found in [64] and [65,66] where assessment of 
the different methodologies was carried out. SHM techniques for WT were 
reviewed by [67], however, the majority of the review was dedicated to bridges 
and civil infrastructures. A wide overview of how the EOC affects SHM 
techniques and the normalization of the data that needs to be carried out for 
compensating these variations is given in [37]. A discussion between SHM and 
CM costs can be found in [68]. 
Within this section, the different SHM techniques and especially those suitable 
for OWT blades, tower and foundation, are explained. 
2.2.2.1 Acoustic emission monitoring 
Failure mechanisms such as cracking, excessive deformation, debonding, 
delamination, impacts, crushing, among others, all provoke transient changes in 
stored elastic energy in particular points of a structure. This energy release can 
be effectively used to monitor WTs and, particularly, their blades. As Ciang 
mentioned in [17], Acoustic Emission (AE) is a very effective technique that 
detects damage mechanism  up to the microscale. However, this technique is 
less effective when it comes to damage characterization and assessment in the 
case that an appropriate algorithm is not available. Complex damage 
mechanisms in WT blades have been better understood since AE monitoring 
was carried out in a blade during loading, enhancing the ability to assess 
damage during testing [69–71]. Also during a certification test, the damaged 
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area due to cracking in the blade was located due to the sound of the cracking 
mechanism [70]. Fatigue tests can also be monitored, as [72] presents; such as 
the sound produced due to stress released waves or energy dissipation using 
piezoelectric sensors [73,74]. 
AE signals are defined by their amplitude and energy [75]. As [73] explains, AE 
events will occur around a particular point, at a structure under certain loading. 
That particular point will be the one at which the structure will fail at some point, 
being the feature extremely useful in locating the failure. Even though most of 
the relevant literature is related to tests in WT blades, a few cases explain how 
the technique could be applied to a WT blade during operation [76], by using a 
broadband radio to send the AE data from the rotating frame to the ground with 
no signal resolution loss. Even though the previously collected data had 
acceptable levels of noise in low to moderate wind speeds, verification of the 
fact that the noise does not increase with wind speeds and the feasibility of 
those signals to be filtered, has to be assessed. 
2.2.2.2 Thermal imaging method 
This method aims to detect defects or anomalies in the material beneath the 
surface and it is based on the subsurface's temperature gradients. Thermal 
imaging can be applied to a WT blade by installing infrared cameras [63]. 
Irregularity of or damage to material is detected due to a change in the thermal 
diffusivity. Moreover, this technique can be divided in two categories depending 
on the thermal excitation method used: active or passive. The passive thermal 
imaging method aims to investigate materials at different temperatures, other 
than the ambient, and therefore, it is not normally used in SHMS of OWT; the 
active approach has an external stimulus source (i.e. optical flash lamps, or 
heat lamps). 
A particular type of active thermal imaging method is called the thermoelastic 
stress method and it is based on the thermoelastic effect, which consists of the 
change in temperature of an elastic solid produced by a change of stress [64]. 
As explained in [77], in the damaged or abnormal region, different heat 
conduction, higher acoustical damping, and stress concentration take place. 
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This technique has been proven to be useful in WT blades fatigue tests [75,78], 
as stress concentrations during the test can be observed before damage in the 
surface is appreciated. A promising variation of this methodology involves 
applying high power ultrasounds [79], or oscillating stresses with a mechanical 
shaker, to the surface that is being tested [80]. This technique is called vibro-
thermographic and is able to locate and assess crack dimensions, as [81] 
states. Furthermore, it can be used for assessing voids and stress 
concentration in composites. Nevertheless, this method has the potential to 
become a promising SHM technique for WTs, and more research needs to be 
carried out in order to reduce the sensitivity to temperature variations [75]. 
2.2.2.3 Ultrasonic methods 
Ultrasound is a method commonly used for assessing the inner structures of 
solid objects [82]. It has also turned out to be very useful with composite 
structures. The basic principle of this technique is that ultrasonic waves, emitted 
by a transmitter, pass through the tested material and are reflected and/or mode 
converted by a flaw or anomaly. This modified signal is picked up by a receiver 
once it has passed through the material (if not reflected). In the simplest 
arrangement, transmitter and receiver are placed on opposite surfaces of the 
material [83]. The aim of this technique is to reveal planar cracks that take place 
perpendicularly to the sound wave propagation direction [84]. An advantage of 
this method is that it can detect cracks of just a few millimeters in length. 
2.2.2.4 Fatigue and modal properties monitoring 
Fatigue and modal properties monitoring are among the most important SHM 
techniques for OWT structures, as the consequences of structural damage may 
be catastrophic. These methods are very simple to implement on structures of 
any size as they are based on another CM technique, which is the most mature 
and successful methodology for rotating machinery monitoring; the vibration-
based inspection method [47,85]. 
Modal properties monitoring is based on the principle that modal parameters, 
such as resonance frequency, damping coefficient and modal curvatures, 
among others, experience certain variations due to a change in different 
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physical properties (i.e. reduction in mass or stiffness) [86,87]. Due to these 
changes, the structure is considered to be damaged; that damage being 
identifiable by comparison between the structure's modal parameters before 
and after an event. In other words, due to the fact that modal properties 
changes are considered as damage indicators, this SHM technique is 
categorised as a pattern recognition problem [66]. 
Accelerometers are often installed on a wind turbine (WT) to analyze the 
structure's dynamic response by studying its mode shapes. Other analyses that 
can be carried out by accelerometers are curvature mode shapes and wavelet 
maps. These analyses are particularly relevant when they are carried out in 
service conditions [88]. However, performing these analyses accurately to a full 
scale OWT during operation is extremely difficult due to the high number of 
uncertainties which the offshore environment presents [59] and, therefore, 
special effort has been given to solve this issue in the past years [89]. One 
reason that makes this analysis difficult is the fact that wind and wave loading 
applied to the structure cannot be measured accurately in a continuous manner. 
This introduces the difficulty of having to employ Operational Modal Analysis 
(OMA) for calculating the modal parameters based on the assumption that the 
structure is subjected to unknown random loads [90–93]. OMA methods are 
based on the principle that in the analyzed time interval, the system is linear 
and does not vary with time. One issue pointed out in [94], is that most of the 
research regarding data variability due to changes in EOC was carried out in 
laboratories, where basic signal processing techniques were enough to solve 
the damage detection problem [95]. Unfortunately, these techniques are not 
considered enough to be employed in an OWT during operation. 
Scour effect on the natural frequency of OWT was studied in [96], where it was 
proved that while scour increases, the natural frequencies of the support 
structure, and therefore the WT, decrease. This phenomenon represents a 
threat for the turbine as the natural frequency gets closer to the rotor's 
frequency of rotation [59]. Therefore, continuous monitoring of WTs’ dynamics 
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variations due to scour is recommended as it is expected to be a useful tool for 
developing maintenance plans regarding scour protection [96]. 
Another type of modal monitoring called resistance-based damage detection 
method has been found to be revolutionary due to the fact that it has the 
capability of detecting local damage. It uses piezoelectric materials which, by 
monitoring their electrical impedance, can detect the presence of structural 
damage. According to [83], only local response of the structure will be 
transmitted to the sensor in case the excitation frequency is big enough. 
Damage detection using this monitoring technique has been proven to be 
effective in different types of structures, including composite structures [97,98]. 
2.2.2.5 Strain monitoring 
Strain monitoring is the technique that detects microscopic length variations in a 
component at pre-established locations, which does not necessarily mean 
damage detection. However, these length variations are known to be directly 
related to stresses and loads applied to the material [99]. Due to the fact that 
total deformations of large components, i.e. WT blades, are large because they 
are the sum of all the local deformations, they give no indication of local 
damage. For that reason, strain sensors have to be positioned at points of 
particular interest, where large deformations are expected. This limits their 
applicability to overall component damage sensing applications [100]. Strain 
monitoring has been proven to be useful in continuous operational WT 
monitoring as it was successfully employed in a 4.5 MW turbine [101]. However, 
in order to predict WT failures in blades, tower and foundation, prior knowledge 
of their component's stress field is required so that sensors can be mounted on 
critical areas.  
Another SHM technology for strain monitoring is the strain memory alloys 
method, which relies on an irreversible crystallographic transformation for their 
smart properties. The transformation consists of the change, due to the strain, 
from one crystal state to another. The parent austenitic crystal structure is 
paramagnetic, while the product martensitic phase is ferromagnetic. Any SHMS 
related to this group of smart materials is considered as a passive system, as 
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both full-time power supply and data storage facilities are not necessary. 
Instead, power is only needed during the sensor's interrogation, being the 
actual reading stored within the sensor element itself [102]. 
2.3 Operational Evaluation 
2.3.1 Offshore wind turbines damage definition and detection 
Damage definition constitutes a very important stage of the SPR paradigm as 
the boundaries of the problem are defined within it. Moreover, damage features 
have high variability among fields and structures. Therefore, identification of 
damage causes, consequences and features must be carried out at the 
beginning of any SHMS design phase. Several risk analysis techniques can be 
employed. Failure Mode, Effects and Criticality Analysis is considered one of 
the most widely used technique for this purpose [103,104]. Different reviews of 
OWT failure modes have been made in [17,58,105]. 
One of the main concerns regarding OWT damage detection is to identify the 
best way to detect structural damage. Usually the change in modal properties is 
used for this purpose [47]. However determining the best methodology 
constitutes a much broader field than what can be expected at first sight, as 
numerous different choices are available. Proof of this is the review of damage 
detection methods through the change in modal properties presented in [65]. 
The relevant method are: natural frequency based methods [106], mode shape 
based methods [106–110], mode shape curvature based methods [111–115], 
strain mode shape based methods [85,116–120], dynamically measured 
flexibility based methods [121–123], and neural network based methods [124–
129]. 
Damage definition in OWT blades is closely related to the one that anisotropic 
reinforced laminated composites have. Delamination is one of the most 
common in composites [130], which is responsible for causing stiffness 
reduction, variation in resonant frequency, and decrease in buckling capacity. 
Such defects might be caused by poor process control during manufacturing, 
impact loading, or other hazardous service environments [40]. There are many 
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other failure mechanisms for carbon–fiber composites, such as fiber breakage, 
matrix cracking, fiber splitting, and delamination, as listed in [131]. 
The most likely failure mechanisms that an OWT's tower and foundation can 
experience are corrosion and fatigue due to combined wind and wave loading 
[132]. Failure of these structures due to the accelerated fatigue produced by the 
increase of stresses, when natural frequencies are found to be similar to the 
rotor's frequency, can lead to catastrophic consequences which must be 
avoided. This phenomenon, known as resonance, has to be dealt early in the 
design stage of these structures taking into account all operation stages through 
a structure's service life [133]. In the particular case of pile-foundations, 
scouring and reduction in the foundation's integrity over time can be 
problematic. Scour reduces the fundamental structural resonances of the SS. 
Therefore, it can be considered a damage indicator as it can be correlated to a 
change in the natural frequency of the tower and an increase in the fatigue 
damage [93,96,134]. 
2.3.2 Variation in environmental and operational conditions 
According to [135], the system's integrity state is a stochastic function of the 
initial system's integrity (quality), influenced by the acting loads (e.g. extreme 
loads, cyclic loads, environmental conditions). Even though a structure is 
considered to be damaged when at least one of its physical properties (mass, 
stiffness, etc.) varies, changes in EOC might induce variations in these 
properties without necessarily meaning that damage exists. In fact, in the 
majority of the situations, it is extremely difficult to assess whether or not EOC 
cause sensitive variations in the SHMS measurements [136]. For this reason, 
this topic has been recognized as an important issue in SHMS and has been 
identified as a key concern across the research community [29]. 
SHMS for OWT are particularly relevant in the design phase, during shipping, 
installation and operation. The application of SHMS in harsh environments is a 
particularly challenging task. The reasons are not only because these systems 
need to be prepared to withstand the severity of the environment for a long 
period, and the ease of installation, ruggedness and reliability of equipment is 
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essential in providing key information about the SS’s structural integrity, but also 
because OWFs are being developed further than ever before from coasts, 
which is making their OM critical [137]. 
The consequences that the variations in the EOC have on the dynamic behavior 
of structures have been assessed in different studies [40,138]. For example, a 
statistical methodology that propagates variability in measured Frequency 
response function data and calculates the level of uncertainty of the modal 
properties is explained in [139]. A good example of the effect of the variation in 
the EOC is presented in [94], where the turbulence suffered by the rotor 
affected the operational WT Control System. Other important factors that 
strongly influence SHMS signals are extreme events, such as earthquakes. 
SHM technologies are known to have an accurate characterization of input 
excitations. Seismic excitations are transient in nature, constituting an issue that 
limits the performance of most SHMS due to the fact that these technologies 
are based on the stationary stochastic-excitation assumption [40]. Further 
information regarding this issue can be found in [140]. To conclude, any 
methodology employed has to be able to distinguish between EOC that affect 
signals and damage features in order to allow the SHMS to detect only 
damages in the structure. 
2.4 Data acquisition, normalisation and cleansing 
2.4.1 Sensor types 
As previously mentioned, SHMS for OWT can be used to detect damage in 
blades, tower and SS. This section aims to introduce the different types of 
sensors and technologies and in which subsystem these are used. From the top 
to the base of the OWT, blades constitute a difficult element to integrate SHMS 
due to the high variety of failure modes that can develop, the high strains they 
experience, the fact that they are rotating components, and the high variability 
in their operating conditions [94]. 
Different sensors can be used in blades, as confirmed by different reviews 
[141]. Two approaches are followed: active and passive sensing technologies, 
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whereby active sensing, but not passive, needs an external excitation [94]. 
Tower and foundation constitute two key elements of OWT as they are not 
replaceable unless a significant cost is assumed. These are components that, 
once the turbine is installed, should sustain associated loads and their partial 
failure would carry catastrophic consequences. Therefore, early in the design 
stage, the intended turbine's service life and the possibility of extending it or 
repowering it with a new nacelle, must be taken into account [142]. 
Furthermore, due to the difficulty and sensitivity of fatigue analysis, SHMS 
should be installed in order to be able to verify the accuracy of the design 
calculations and implement an optimal OM Strategy. These SHMS will mainly 
consist of fatigue and modal properties monitoring (such as resonance 
frequency or modal curvatures), corrosion and scour monitoring. It should be 
noted that regarding SHMS for operating WTs, not much progress has been 
made in developing robust applications, especially for OWT blades [143]. 
Some of the methods that were introduced in Section 2.2 [143–146] include 
vibration monitoring-based methods (accelerometers, piezo or micro-
electromechanical systems (MEMS)), strain (strain gauge or fiber optic cables), 
ultrasonic waves which are widely applied in composite structures (piezoelectric 
transducer), As (usually barrel sensors), impedance techniques, laser 
vibrometry, impedance tomography, thermography (infrared cameras), laser 
ultrasound, nanosensors, and buckling health monitoring. The necessary 
sensors for implementation of these techniques are described below. 
Structural dynamic responses are usually monitored by embedded strain 
gauges, piezoceramics or accelerometers [147]. Accelerometers are relatively 
simple devices whereby the operating principle is the comparison of the 
acceleration they experience with the acceleration due to gravity. They are 
commonly provided as MEMS which are very small devices with computing 
capability. These devices are commonly used for modal parameters and 
vibration monitoring of blades, tower and foundation of the WT. There are 
various types of accelerometers available, such as piezoelectric, optical, laser, 
capacitive, and servo. The selection of an accelerometer for a specific 
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application depends on a number of factors, such as amplitude and frequency 
range of the response, sensitivity, resolution, etc. [49]. The SHM of civil 
engineering structures using plastic optical-fiber based accelerometers for 
estimating the natural frequencies by measuring the dynamic response was 
carried out in [148]. Other types of sensors that can be used to analyze modal 
parameters are piezoelectric patches, which were used in [63] at critical 
locations with the aim of comparing their natural frequency. Velocimeters, on 
the other hand, operate based on a principle similar to interferometry. In SHM 
these devices are primarily used to measure displacement by integrating 
acceleration or velocity measurements of the structural members they are 
attached to [149]. 
Two popular sensor groups exist for the purpose of strain measurement: 
traditional electrical and relatively modern fiber optic [99]. Electrical strain 
gauges have become so widely applied that they dominate the entire field 
except for special applications. They are, along with electrical resistances, the 
most popular types of sensors [150], closely followed by Fiber Bragg Grating 
(FBG) sensors, which recently have experienced considerable improvements 
[151]. 
Several types of electrical sensors are available on the market, including 
capacitance, inductance, semiconductor and resistance. Each is sensitive to a 
differing electrical property [150]. Resistance strain gauges record the 
resistance variation of an electrically conductive wire relative to displacement. 
This resistance variation occurs due to a change in the cross sectional area and 
length of the wire as the specimen is elongated. Electrical resistances are 
generally used for identifying cracks in composite materials and joints. The most 
suitable material for monitoring using this method is carbon fiber polymermatrix 
composites as their electrical properties are affected by structural damage. This 
material is commonly used due to its strong, super-elastic, and piezoresistive 
properties [152]. These sensors can also be used for identifying failures in 
conductive bolted joints. A novel method for analyzing the structural health of 
alumina nanocomposites, by the change in electrical conductivities after 
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indentation, is proposed in [153]. The utility of the electrical resistance method 
for locating barely visible impact damage in carbon fiber composite structures 
was explained in [154]. 
Piezoelectric materials, when subjected to stress, produce an electric field and 
vice versa when subjected to an electric field. Furthermore, changes in the 
fundamental properties of the structure, such as mass, stiffness and damping, 
directly make the mechanical impedance vary, this variation being a clear 
damage indicator [155]. Damage detection using changes in the 
electromechanical impedance of piezoelectric wafer active sensors can easily 
be done by attaching them to the structure [156]. 
Even though piezoelectric materials are the most common sensor type for 
stress monitoring, there are many other sensors that can also be applied to this 
aim, such as: thin film sensors, piezoelectric composite materials, rolling 
sensors, and optic-based sensors [83]. However, an important drawback of this 
technology is temperature and ambient vibrations effects in the piezoelectric 
sensors’ performance in composites, as explained in [40]. Temperature effect in 
blades must be compensated in the results, as they are made from this 
material. In fact, [157] explained how a rise in temperature and vibrations can 
jeopardise the detection of the delamination caused by impacts. Other common 
drawbacks that strain gauges might experience are described in [99]: 
nonlinearity, hysteresis and zero shift due to cold work [150]. 
Cracks and displacements can also be monitored by fiber-optic sensors which 
usually include: spectrometric, interferometric or intensity-modulated. An optical 
fiber is a glass or plastic fiber designed to guide light along its length. Moreover, 
FBGs were also proved to be useful as a corrosion transducer and temperature 
sensor simply by adding a metal coating to one segment of the fiber [158]; as a 
pH-sensitive corrosion detector [159] and good at delamination identification 
[160]. Furthermore, fiber-optic sensors are employed in SHMS for OWT in 
various forms: 
1) Plastic fiber-optics can be attached, for example, to the blade of a WT to 
measure loads it bears. This measurement is carried out by the reduction of the 
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light source's power that takes place in the plastic fiber-optic depending on the 
strain to which it is subjected [161]. This concept is used to sense strains in a 
structure. When loads increase, the measured optical power is reduced being 
damage detectable. This is due to the fact that the normalized optical power 
decreases linearly as the strain increases, and drastically once the crack 
density in a composite laminate specimen increases [161]. 
2) FBG is made by illuminating the core of an optical fiber with a spatially 
varying pattern of intense Ultraviolet laser lights that have sufficient energy to 
break the highly stable silicon–oxygen bonds, which will raise, to some degree, 
the refractive index [162]. Although the main use of FBG consists of measuring 
strains crack evolution [161], impact damage can be detected by distributing 
FBG over the structure [163,164]. 
3) Optical fuses transversally positioned in laminated composites have been 
proven to be useful in damage detection [165]. For example, if short length 
optical fibers are embedded through the thickness of a graphite/epoxy laminate 
during the manufacturing process, the fibers act as optical fuses, which will 
break in areas of low energy impact damage [166]. 
2.4.2 Data collection and storage 
It is widely recognized that data acquisition is a complex, tedious and costly 
process [167]. The recent development of wireless monitoring has brought a big 
advance in SHM and infrastructure asset management as it integrates wireless 
communications and mobile computing with sensors. The result is a more 
economic sensor platform that has three functions: acquisition of structural 
response data, local interrogation of collected measurement data, and wireless 
transmission of that data or analysis results to a Wireless Sensor Network 
(WSN), which comprises other wireless sensing units [46]. As explained in 
[168], a WSN is composed of four mean stages: communication, data 
acquisition, processing, and fusion stages. Moreover, WSNs encompass many 
fields: wireless communication, network technology, integrated circuits, sensor 
technology, MEMS, among many others. WSNs are composed of data 
acquisition systems which have numerous design parameters: a number of 
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channels, a maximum sampling rate, and resolution, among others; a 
computational core, where all the data acquired are stored and which possess 
processing capabilities; and the wireless communication channel. 
A real WSN application is presented in [167], where three WTs (instrumented 
with WSN) proved their efficacy in operational conditions. While in the first 
turbine instrumented, the aim was to prove the accuracy in the collection and 
transmission of vibrational data from the turbine's tower, in the second turbine 
instrumented, several strain gauges were also included at its base. In both 
turbines, wireless communication channels’ performance was assessed and 
their data was used for offline output-only towers modal analysis. 
The acquired data from WTs contains key features for future developments in 
the wind energy Industry. For that reason, operators are now appreciating the 
importance of investing in SHMS [169]. However, even though monitoring has 
many proven advantages, it is expensive and its costs are one of the causes 
why only a few operational turbines have extensive sensor instrumentation 
[167],. An assumption usually made, is that traditional cable based monitoring 
systems are cheaper and easier to install. Nevertheless, this technology is not 
only more costly to install, but also introduces difficulties in the installation 
process due to the cables. On the contrary, wireless sensors are substantially 
cheaper and easier to install than traditional cable-based systems [170]. In the 
case of turbine blades, wireless communication eliminates the necessity of 
moving data through a slip ring interface, which is difficult and costly. 
Wireless sensors are not, exactly, cable-based sensor replacements; without 
wires, wireless sensors usually depend on internally stored power for operation. 
Inefficient use of wireless sensors will deplete this precious energy source 
rapidly, making frequent battery replacement necessary. Among the three 
different types of WSN topologies (Star, Cluster tree, and Mesh [168]) there are 
several important issues for WSN use in SHMS. These were summarized in 
[167], as follows: compatibility issues between different types of sensors, their 
sampling frequencies, the problem of transmission bandwidth and real-time 
ability variance, the selection of a wireless transmission frequency, topology 
 
38 
choice, data fusion method, and the contrast between the energy consumption 
requirements of different applications to that of each different device. 
Even though WSN have been proven to be applicable to OWFs [80], their major 
disadvantage is that high amount of power is needed by the sensors, which had 
been tried to be diminished with an increased interest in data telemetry with 
energy harvesting [171,172]. In order to provide enough power to the sensors 
without using batteries, piezoelectric, thermoelectric and photovoltaic energy 
harvesting techniques were assessed in [173], on a cross section of a CX-100 
WT blade. The aim was to determine the feasibility of powering individual nodes 
that would compose the sensor network. In another study [174], a 4-channel AE 
wireless node was powered by structural vibration and wind energy harvesting 
modules. 
2.4.3 Data normalisation and cleansing 
The ability to normalize the measured data with respect to varying EOC is a key 
aspect of SHMS in order to avoid false positive indications of damage [31]. One 
example of the when the normalization process needs to be carried out to the 
measured inputs is when modal parameters are being extracted. Two strategies 
can be employed for normalizing these data: when the EOC are available and 
are not available. 
The most important aspect regarding accuracy of data normalization comes 
with the damage sensitive features that must be extracted from these data. 
Those damage sensitive features must not be lost or diluted by the 
normalization process. There are different data normalization techniques. Some 
examples are: the subtraction of the mean value of a measured time history for 
direct current off-sets removal from the signal, the division by the standard 
deviation of the signal for normalizing varying amplitudes in the signal, curve 
fitting of analytical forms of the frequency response function to measured 
frequency response functions in experimental modal analysis, among others. If 
the structure is linear, this normalization procedure removes the influence of the 
input from the parameter estimation procedure. 
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Data normalization constitutes a very important part of the damage identification 
process as it affects significantly Neural Network (NN) performance [175]. Even 
though not all sources of variability in the data acquisition mechanism can be 
eliminated, they need to be identified and minimized as much as possible [176]. 
Therefore, appropriate measurements need to be carried out in order that such 
sources of variability can be statistically quantified [31]. An example of data 
normalization in OWT is explained in [177], where a non-linear regression 
model was used to perform data normalization in real-life data obtained from the 
Monopile (MP) structure of an OWT. Further research on this topic will be 
carried out in the future as, in order to achieve successful SHM goals, data 
normalization procedures need to be able to discriminate whether measurement 
variations are motivated by damage in the structure, or by changes in the EOCs 
[178]. 
Data cleansing is the procedure of selectively choosing data to pass on or to 
reject from the feature selection process or, in other words, is the procedure of 
selectively discarding data that might not represent the system's behavior [32]. 
Data cleansing is a difficult process due to the fact that it is commonly based on 
experts’ knowledge gained in previous data acquisition processes. An example 
of data cleansing could be when a sensor is discovered to be loose and, 
therefore, based on the judgment of the experts; the measurements carried out 
by that sensor are not accurate and can jeopardise the accuracy of the data set. 
For this reason, the whole set might be discarded from the feature selection 
process. Signal processing techniques, such as filtering and resampling, can 
also be thought of as data cleansing procedures [37,46,179,180]. 
2.5 Feature extraction and information condensation 
Feature extraction constitutes the methodology that refers to the identification of 
the damage sensitive physical characteristics. It is usually determined by the 
data obtained from the structure and is application specific [181]. Many methods 
can be used for damage feature identification, the most basic one being 
comparison of SHMS output data with similar data obtained when the same 
structure has experienced a damaging event. This methodology is based on the 
 
40 
fact that damaging events have already occurred. Another process for feature 
identification is the numeric simulation of the damaged system's response to 
postulated inputs, which is currently the most used technique in several 
industries, e.g. the automotive industry. Another option for recognizing these 
sensitive features would be testing the structure or a representative specimen in 
a laboratory, introducing the expected damage. Damage-accumulation testing, 
during which structural components of the system under study are subjected to 
a realistic loading, can be used also to identify appropriate features [40]. As 
Farrar and Worden explain in [32], this methodology might involve induced-
damage testing, fatigue testing, corrosion growth or temperature cycling to 
accumulate certain types of damage. As such, numerous articles in this theme 
issue are devoted to the feature extraction portion of SHM [33,34,182,183]. 
Data condensation constitutes an inherent part of the feature extraction 
procedure. The different types and quantity of sensors needed to make any 
SHMS work efficiently and accurately usually produce huge amounts of data. 
Therefore, data condensation is, most of the time, a necessary stage occurring 
before the analysis of the extracted data through the statistical models. One 
possibility of data condensation is to summarize all the damage sensitive 
features into feature vectors of small dimension. This constitutes an accurate 
way of estimating the feature's statistical distribution [40]. Moreover, data 
condensation is not only beneficial due to the savings in computational power, 
but also necessary in case of comparisons of many data sets over the lifetime 
of the structure. Even though the more data condensation is achieved, the more 
computational power is saved; the sensitivity of the chosen features to the 
structural changes under a certain level of variability in the EOC has to be 
ensured by the employment of robust data reduction techniques (such as, 
principal components analysis [184], discriminant analysis [185], regression 
analysis [186], etc. [187]).  
Another option for data condensation in AE is proposed in several studies such 
as [17,188]. This technique is based on the use of Structural Neural Systems, a 
highly distributed sensor concept that mimics the signal processing in the 
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biological neural system [62]. This methodology is employed in situations when 
a great level of accuracy in the damage evaluation is needed, as both the 
number of sensors and the amount of power needed for condensing and 
processing the data increase considerably. Moreover, an improvement in this 
technology is presented in [189] by the connection in series or array pattern of 
multiple piezoceramic patches. This connection decreases the amount of 
channels necessary for data collection of AEs or high strains. 
2.6 Statistical Model Development 
Statistical model development is the Pattern Recognition section that addresses 
the applicability of the algorithms that operate on the extracted features, 
identifying and quantifying damage in a structure. There are two main types of 
algorithms: supervised and unsupervised learning [23–25]. These categories of 
algorithms correspond to SHMS that do contain and do not contain data from 
the damaged structure, respectively. Supervised learning approaches are 
preferable, as by their application, damage can be classified and quantified, 
while damage identification is the further level of damage, according to Rytter's 
damage states of a system [190], that unsupervised learning algorithms allow 
[40]. 
2.6.1 Supervised Learning 
When supervised learning approaches are employed, very high demand of data 
is associated with them, as data from every conceivable damage situation must 
be available [191]. The two possible sources of damage data come from: 
physics-based modelling (i.e. from Finite Element Analysis (FEA)), and 
experiments. Difficulty in obtaining these data in some fields jeopardises the 
applicability of this approach (e.g. aviation). Moreover, to accumulate enough 
training data, copies of the system of interest that can be intentionally damaged 
in different ways, might be necessary. The different analyses that can be 




2.6.1.1 Response Surface Analysis 
Response surface analysis obtains the approximation relationship between the 
resonance frequencies and other damage parameters (i.e. damage location, 
and size). An example of this technique is explained in [192], where damages 
were satisfactorily identified in beams and plates made of carbon fiber 
reinforced plastic. The technique was applied to data simulated in analytical 
models. Nevertheless, the applicability of this technique, experimentally, is low 
as numerous data from various damage conditions are required. 
2.6.1.2 Fisher’s Discriminant 
This method introduces a linear transformation of the original multivariate 
distributions into univariate distributions whose means are as far apart as 
possible, while the variances of those transformed distributions are as small as 
possible [40]. It was satisfactorily applied in [18] where linear and quadratic 
discrimination methodologies were implemented to measurements taken from a 
concrete bridge column subjected to static and dynamic testing. No relevant 
applications of this methodology have been found for OW; however in [193] a 
new co-training algorithm based on modified Fisher's linear discriminant 
analysis was proposed for semi-supervised learning, which is meant to be very 
useful in applications such as brain-computer interface design. 
2.6.1.3 Neural Networks (NN) 
Neural Networks (NN) are commonly used in SHMS for identifying, locating, 
and quantifying damage in structures. This methodology is nowadays very well 
known as substantial textbooks and monograph accounts exist [194]. NN are 
the group of statistical learning models inspired by biological NN. The reason 
NN are extremely useful in SHM applications is the fact that they are used to 
estimate or approximate functions that can depend on a large number of inputs 
and are generally unknown [190]. 
Some of the studies that have employed NN in the past for assessing structural 
damage include: the evaluation of two NNs for damage assessment, namely the 
Multilayer Perceptron Network and the Radial Basis Function Network [195]; 
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and the damage detection and location in a numerical simulation of a two-
dimensional truss structure by using a feed-forward NN [184]. Other studies 
employed NN for assessing the integrity of bridges as the auto-associative NN 
employed in [196,197] where NN were trained with FEA data of the bridge. 
NNs were also used for structural damage detection in plate truss structures, 
where damage was assessed by evaluating different learning rates, network 
types, reduction techniques of network topologies, and dimension analysis 
[198]. Different reports [124,199,200] assess the benefits and drawbacks of 
using sensors and NN to detect impact in composite materials, which could be a 
possibility for SHM of OWT blades. 
2.6.1.4 Genetic Algorithms  
Ruotolo and Surace did most of the research related to this field between 1996 
and 2001 [201–204]. In 1997 they formulated a problem for choosing the 
location and depth of cracks in beams employing measured modal parameters, 
which afterwards will be optimized by a genetic algorithm [203,205]. 
Nevertheless, there are some practical issues because, as the structure's 
complexity increases either size or geometry, the optimization becomes 
prohibitive [40]. The same authors carried out a similar study in 1998 where 
genetic algorithms, simulated annealing, and eigensensitivity analyses were 
compared in order to identify several damage scenarios in a FEA of a frame 
structure [206]. Similar studies were carried out in [207] for detecting damage in 
a composite beam.  
2.6.1.5 Support Vector Machine 
Support Vector Machines constitute a powerful framework for general 
classification and regression problems; as many different types of discriminant 
functions, such as linear, nonlinear, neural network, and radial-basis 
discriminant functions, can be put in this tool with no real modifications [208]. 
While in [209], a Support Vector Machines is applied to damage classification 
problems in ball bearings and truss structures, in [178], nonlinear principal 
component analysis based on the unsupervised support vector machine is 
introduced and incorporated for data normalization. 
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2.6.2 Unsupervised Learning 
Unsupervised learning constitutes an alternative to Supervised Learning when 
no damage state data is available. However, the drawback of the unsupervised 
learning algorithms is that they can only be used for detection and possibly 
locating the damage [210]. For that reason, they have perhaps received less 
attention than Supervised Learning approaches. A common type of 
unsupervised learning algorithms is known as novelty detection or anomaly 
detection method [211–213]. The idea of novelty detection is that only training 
data from the normal EOC of the structure or system are used to establish the 
diagnostic. To do so, a model of the normal EOC is created with the aim of 
comparing it with the one made with the newly acquired data. When significant 
deviations are detected, the algorithm indicates novelty, which means that the 
system has departed from the normal condition and, therefore, acquired 
damage. Unsupervised learning algorithms can be roughly categorized into 
three groups, namely Control Chart Analysis, Outlier Detection, and Neural 
Networks (NN). 
2.6.2.1 Control Chart Analysis 
This methodology continuously monitors the features extracted from the 
measurements, for anomalies. When the observations fluctuate outside the 
control limits, the monitoring system alarms the abnormality of the system's 
condition [40]. In [18], Control Chart Analysis for monitoring a reinforced 
concrete bridge column was used. It has also been frequently used for process 
control of chemical plants, manufacturing facilities, and nuclear power plants. 
2.6.2.2 Outlier Detection 
Outlier, or novelty detection, is the primary class of algorithms applied in 
unsupervised learning applications. These algorithms assess statistical 
distributions of the measured or derived features to enhance the damage 
identification process [214]. When applied in an unsupervised learning mode, 
statistical models are typically used to answer questions regarding the 
existence and location of damage. When applied in a supervised learning mode 
and coupled with analytical models, the statistical procedures can be used to 
 
45 
better determine the type of damage, the extent of damage and remaining 
useful life (RUL) of the structure. The statistical models are also used to 
minimize false indications of damage (both false-positive and false-negative), as 
these are undesirable.  
Outlier detection methodologies use changes in the rank of a matrix as a 
damage indicator [206]. Firstly, a matrix is composed by putting the feature 
vectors in columns, measured during various EOC of a structure, without any 
damage state. Singular value decomposition is used to estimate the rank of this 
matrix. After that, the same matrix is increased by adding an additional column 
containing a new feature vector, this time corresponding to a potential damage 
state of the structure. In case this new feature vector corresponds to a damaged 
structure, it will be independent from the previously measured vectors and, 
therefore, the rank of the matrix will increase [215]. 
The basic principle of novelty detection is that a model of the system is built 
using training data only acquired from normal EOC of the structure. While the 
monitoring of the structure takes place, newly acquired data are compared with 
the model. In the case that significant deviations are found, the algorithm 
indicates novelty, which means that the system has deviated from the normal 
condition and, therefore, is damaged [216]. Three different novelty indices to 
detect damage in composite plates where introduced in [217]. Thus, a 
stochastic subspace approach to determine damage existence in a structure 
was used in [218]. 
2.6.2.3 Neural Networks 
NNs in the Unsupervised Learning mode work in the same way as in the 
Supervised, apart from the fact that no data from damaging events are 
available. A good example is the adaptive NN model proposed in [219]. In the 
model, data obtained from FEA simulations are used to train the NN; being the 
modal parameters from the FEA simulations used as inputs. The NN output will 
consist of structural parameters. Once modal parameters from the actual 
structure become available, the NN is used to calculate the associated 
structural parameters. Finally, the FEA model is updated using these new 
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structural parameters, calculating the associated modal parameters. Training 
will stop when the measured modal parameters are acceptably not so different 
from those calculated from the FEA model. In [220] a discussion of delamination 
detection within composites applying a similar methodology can be found. Good 
agreement between experimental and analytical results was achieved. In [221], 
synthetic damage patterns are introduced in the FEA models. These models’ 
structural responses to the damage patterns are calculated, analyzed, and 
archived in a “damage catalogue” which was used for posterior deteriorations 
and damage assessment of the WT structure, in near-real time. The most 
recent NN application to WT blades is explained in [95], where the different NN 
types that can be used are identified. 
2.7 Discussion 
Previous sections have reviewed the different SHM technologies that could be 
employed for OWT. A summary of related critical aspects, such as cost-
effectiveness, capabilities and limitations can be found in Table 2-1, based on a 
structured survey aiming to map current practice within the industry. Responses 
have indicated high levels of interest and engagement in this topic obtaining 
responses from multiple industrial stakeholders including sensor providers, 
equipment providers, consultancies and designers, and developers/operators. 
Some of the conclusions derived from the data collection process can be 
summarized below: 
 First generation of WF were equipped with sensors after their 
deployment. The technologies mostly used were strain and fatigue and 
modal properties monitoring. 
 The percentage of instrumented turbines within a WF is between 3% and 
12%, showing a wide discrepancy in best practice. 
 Strain gauges, accelerometers and inclinometers are the technologies 
mostly used for SHM. Linear Variable Differential Transducer (LVDTs) 
are of interest as they can measure displacements with high reliability 
and accuracy, however at the expense of cost. 
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 To date, natural frequency analysis is considered to be the most 
commonly applied practice for detecting deviations from the design intent 
in WT foundations, as other techniques are either very expensive, low 
maturity or of low accuracy.  
 Fiber optics technology for strain measurement is considered a 
promising future technology due to the numerous benefits it brings. 
However, this option has not been costed or implemented in any case 
and installation needs to be carefully assessed. 
 A necessity of the development of new methodologies to collect, review, 
purify and analyze the data collected by CM and SHM solutions has 








Technology Capabilities Limitations 
Acoustic Emission 
Monitoring 
Type of sensors:  
- Piezoelectric Transducers 
 
 Very effective detecting failure mechanisms up to 
microscale. 
 Allows a simple, rapid and cost-effective inspection or 
monitoring of a structure. 
 Good response at low frequencies. 
 Multifunctional character of piezoelectric sensors. 
 
 Limited application offshore 
 Variable damage characterization and assessment 
effectiveness depending on the algorithm. 
 Optimization of data processing needed as it still takes up 
much time and computational effort. 
 High sensitivity to background noise. 
 AE systems can only qualitatively gauge how much 
damage is contained in a structure. 
 Determining acoustic signature of the structure is very 
difficult 
Thermal Imaging Method 
Type of sensors: 
- Impedance tomography 




 Cost effective. 
 Trials using drones are currently being conducted, 
which will detect cracks up to 0.3mm based on 
technology limitations, avoid the necessity of having 
personnel inside the turbine and be even more cost 
effective. Moreover, time required would be less than 
traditional sensors. 
 
 Limited implementation in offshore structures.  
 Camera resolution for detecting cracks 
 Laborious Image processing 




Ultrasonic Methods  
Type of sensors: 
- Piezoelectric Transducers 
 
 It is sensitive to both surface and subsurface 
discontinuities. 
 The depth of penetration for flaw detection or 
measurement is superior to other NDT methods. 
 Only single-sided access is needed when the pulse-
echo technique is used. 
 It is highly accurate in determining reflector position 
and estimating size and shape. 
 Minimal preparation is required. 
 Electronic equipment provides instantaneous results. 
 Detailed images can be produced with automated 
systems. 
 It has other uses, such as thickness measurement, in 
addition to flaw detection. 
  
 Surface must be accessible to transmit ultrasound. 
 Skill and training required is more extensive than other 
methods. 
 Coupling medium to promote the transfer of sound energy 
into the test specimen is required. 
 Difficulty of inspection of rough, irregular, very small, 
exceptionally thin or not homogeneous materials. 
 Difficulty of inspection of cast iron and other coarse 
grained materials. 
 Linear defects oriented parallel to the sound beam may 
go undetected. 
 Reference standards are required for both equipment 
calibration and the characterization of flaws. 
Fatigue and Modal 
Properties Monitoring 
Type of sensors: 
- Accelerometers. 
- MEMS. 




 High reliability, mature technology 
 Easy installation.  
 There are many different techniques available for this 
purpose. 
 Recent developments in Operational Modal Analysis 
solve some limitations. 
 Stable performance. 
 
 Difficult analysis in operating conditions. 
 High number of uncertainties when applied in the offshore 
environment. 
 Environmental and Operational Conditions changes have 
to be accounted in the results. 
 Difficulties in wind and wave loads measuring. 
Strain Monitoring 
Type of sensors: 




- Fiber optic cables. 
- Fiber Bragg Grating 
(FBG). 
 
 Easy installation process once appropriate training has 
been undertaken. 
 Mature technology. 
 Optical fiber might be the future of strain monitoring as 
it is less prone to fatigue, eliminates wiring issues and 
allows more points to be monitored with the same 
cable. 
 
 Not very robust system. 
 The installation is very sensitive to misalignments.  
 Reduced service life. 
 Distance between the sensor and the Data Acquisition 
System influences accuracy and limits sensor location. 
 Mechanical properties limitations 





In this publication, a review of the SPR paradigm for SHMS for OWT was carried 
out. It is expected that by the assessment of each one of the stages present in this 
paradigm, SHMS can contribute in the development of an appropriate Condition 
Based Maintenance Strategy. The optimization of this strategy will lead to reducing 
labor costs of WT inspection, preventing unnecessary replacement of components, 
discovering design weaknesses before failure, improving the availability of power 
while preventing WTs overloading, and maximizing return in WF investments [50]. 
Increasing efficiency in OM will contribute towards achieving United Kingdom's 
2020 and 2050 targets, through ultimately reducing the LCoE [222]. 
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Parametric Finite Element Analysis (FEA) modelling is a powerful design tool often 
used for Offshore Wind (OW). It is so effective because Key Design Parameters 
(KDPs) can be modified directly within the python code, to assess their effect on 
the structure’s integrity, saving time and resources. A parametric FEA model of an 
Offshore Wind Turbine (OWT) support structure (SS) (consisting of MP, soil-
structure interaction, transition piece (TP), Grouted Connection (GC) and tower) 
has been developed and validated. Furthermore, the different KDPs that impact on 
the design and scaling-up of OWT SS were identified. The aim of the analyses is 
determining how different geometry variations will affect the structural integrity of 
the unit and if these could contribute to the turbine’s scale-up by either modifying 
the structure’s modal properties, improving its structural integrity, or reducing 
capital expenditure (CAPEX). To do so, three design cases, assessing different 
KDPs, have been developed and presented. Case A investigated how the TP’s and 
GC’s length influences the structural integrity. Case B evaluated the effect of size 
and number of stoppers in the TP, keeping a constant volume of steel; and Case C 
assessed the structure’s response to scour development. It is expected that this 
paper will provide useful information in the conceptual design and scale-up of OWT 
SS, helping in the understanding of how KDPs can affect not only the structure’s 
health, but also its CAPEX.  
 
Keywords: offshore wind turbines; structural health monitoring; key design 






In 2007 the European Union set particular and challenging goals to all Member 
States, establishing that by 2020 the United Kingdom (UK) must produce 15% of 
its energy consumption from renewable energy sources. Wind energy is probably 
the most promising technology contributing to decarbonisation within the UK; in 
fact, its growth over the last decade confirms this. According to Renewable UK 
[15], 1.4 GW were installed offshore in 2015 in the UK, making the total Wind 
Energy capacity 13.3 GW. In other words, wind energy alone provides more 
renewable electricity than all other sources combined. 
According to [223], OW deployment could reach 20-55 GW by 2050. Nowadays 
and for the next few years mature fixed-bottom technology will dominate, exploiting 
shallow and close-shore sites, which can be installed at low cost. Beyond 20 GW, 
fixed-bottom turbines will be forced to move further from shore to access suitably 
shallow waters, creating numerous challenges. Floating wind (FW) would mitigate 
some of these challenges, making deep water sites close to shore suitable. In fact, 
a contribution between 8 and 16 GW of floating is expected if the 40GW of OW 
deployment is reached. Despite all the advantages, FW technology has yet to be 
demonstrated at large scale and to face the challenge of driving costs down. A 
number of cost projections suggest that FW can reach cost parity with fixed-bottom 
during the 2020s if adequate support is provided by government. Another study 
[224] suggests that leading FW concepts could achieve a Levelised Cost of 
Electricity (LCoE) of £85-95/MWh in large-scale commercial projects, with further 
cost reduction possible over time.  
This trend in increasing Wind Farm (WF) capacity will not only be maintained in the 
following years, but also a progressive increase in OWT size is expected [14]. 
OWT capacity has grown by 41.1% from 2010 to 2015. In 2015, the average 
capacity of new OWT installed was 4.2 MW, a significant increase from 3.0 MW in 
2010, reflecting a period of continuous development in turbine technology to 




will be followed by the gradual introduction of 6-8 MW turbines closer towards 2018 
[16].  
With this rapid growth in capacity and size, the scale-up of OWT presents some 
issues that need to be assessed. A couple of these are the interference between 
the structure’s modal frequencies, with the rotor and environmental excitations and 
the trade-off between the increase in power and its economic cost. Designing OWT 
is challenging due to the dynamic sensitivity of the structures.  The reason is the 
proximity of these structures’ natural frequencies to those of the wind, wave and 1P 
(rotor frequency) and 3P (blade shadowing frequency) [225]. Typically a soft-stiff 
design where the structure’s frequency is between 1P and 3P would be targeted. 
Nevertheless, this gap is very small, which may result in a design prone to dynamic 
amplification of responses [226]. This enhances the fatigue damage and reduces 
the intended design life [227]. Furthermore, bigger, more efficient turbines will help 
drive costs down 30% by 2020 [228], which will help OW to compete with more 
conventional energy sources. An example of this is the recently upgraded V164-8.0 
MW OWT, which enables an 8 MW platform to reach 9 MW depending on specific 
site conditions. It set a new record for power production at Østerild, generating 
216,000 kWh over a 24 hour period. Torben Hvid Larsen, MHI Vestas CTO stated 
that this OWT will play an integral part in enabling the OW industry to drive LCoE 
down. 
A trade-off between durability of structures and the CAPEX costs needs to be 
made. Durability is the resistance to age-related deterioration, in particular 
corrosion and fatigue due to operational and environmental loads. Certain 
structures have less structural redundancy or may be inherently designed to resist 
higher stresses [229]. CAPEX is taken to mean an expenditure whose benefit 
extends beyond one year, and refers here to the costs associated with building and 
installing the plant. CAPEX mostly comprises material and labour costs for 
turbines, foundations, and inter-array cabling, but also includes construction 




and 14% of the CAPEX will be spent on turbine and foundation costs respectively, 
in offshore projects. Cost modelling of OWT constitutes a broad field; however, it is 
safe to say that by bringing the cost of the turbine and foundation down and not 
posing additional difficulty in installation and manufacturing, CAPEX will decrease 
[232]. This reduction in CAPEX will have a positive impact in the LCoE, which 
represents the Key Performance Indicator (KPI) that allows OW to be compared to 
other, more conventional, energy sources. Wind energy and its further growth is 
hindered by wind’s intermittent nature. Moreover, increasing OW generation 
influences the reliability of electric power grids. Thus, there is a demand for new 
technical units providing ancillary services. Non-dispatchable renewable energy 
sources can be balanced by energy storage devices [233]. Despite near future 
levels of curtailment and intermittency, will not exclusively refinance additional 
storage but can aid reducing offshore connection charges representing around 
20% of total CAPEX costs [234]. The design and control of OWT require in-depth 
analysis in order to ascertain their energy capabilities and operation boundaries.  
Today, as OW is considered to be a relatively mature technology, operators are 
progressively feeling more comfortable with it and are willing to balance structural 
risks with a CAPEX reduction. The use of design methods and standards, and their 
combination with high fidelity FEA modelling, is considered a powerful and cost 
effective tool in the design of offshore structures. This paper identifies KDPs for the 
design and scale-up of OWT SS and analyses the potential impact that the 
implementation of engineering design decisions in these KDPs, will suppose 





3.2 Design Provisions and parametric modelling of offshore wind 
turbine monopile structures 
3.2.1 Key Design Parameters of OWT support structures 
The KDPs of OWT SS are identified through analysis of the relationships among its 
structural behaviour and economic parameters. Main input data to the model 
comprise parameters related to the environmental and site conditions, mainly 
related to the wind, wave and hydrodynamic loads. These will influence the WT’s 
geometry and material properties, which constitute the KDPs of the model. These 
KDPs can be modified for cost optimisation, or scale-up the OWT SS which, 
combined with the scale-up of the OWT’s rotor size, can be used to capture more 
wind. The effects of wind turbine (WT) size on the aerodynamic characteristics of a 
rotor blade were examined by [235], using CFD simulation. KDPs directly affect the 
KPIs of the system such as LCoE, capacity, availability, etc. For example, a 
minimum stiffness and thickness (KDPs) are necessary to meet structural integrity 
requirements, in order to operate at nominal capacity (KPI) [227,236–238].  
Environmental conditions play an important role in the design of OWT SS, and a 
detailed study needs to be conducted in order to assess wind speed ranges, 
turbulence level, main wind and wave directions and how the structure will behave 
under their different interactions. Mean water level also plays an important role as 
the hydrostatic pressure can contribute towards stabilising the structure but also 
can pose design complications when moving to deep waters.  
Since foundations constitute the pillars that sustain the whole structure, site 
investigation is crucial. Soil layer composition, depth and material properties, such 
as their strength, together with the environmental conditions, will determine the 




conditions, but also by the environmental excitations that will strongly determine 
the dynamics of the structure.  
Although for a given rotor and nacelle dimensions, the weight and thrust force 
(KDPs) cannot be optimised from a structural point of view, their efficiency 
(aerodynamics combined with pitch and yaw control mechanisms) will make an 
impact on the turbine’s power production (KPI). Moreover, environmental 
conditions will also have an impact on this matter. Additionally, for optimised power 
production that accelerates the RoI, a minimum tower length needs to be reached. 
Tower length, diameter and thickness are connected to ensure that not only safety 
limits (Ultimate Limit State (ULS), Fatigue Limit State (FLS) and buckling) are 
maintained, but also that enough stiffness is achieved so that natural frequencies 
are within the safety limits (1P and 3P frequencies), ensuring no resonance occurs. 
Furthermore, the TP is a crucial part that interconnects the tower and the MP. Its 
KDPs would be the diameter and thickness, which need to be compatible with 
those of the tower and foundation. Thus, the number, size and volume of stoppers, 
which are the contact point between the TP and the MP, will strongly depend on 
the load excitations. Moreover, these KDPs can also influence the modal 
frequencies of the structure and become a dangerous risk in the event of extreme 
loading, leading to the loss of one or more of these stoppers; therefore, the 
structural integrity of the unit will be strongly compromised. Lastly, the TP’s length 
and the volume of the stoppers could be optimised in terms of stiffness, natural 
frequencies and mass. Mass reduction is an important aspect of WTs’ design as it 
can strongly affect CAPEX and therefore the LCoE of a project. The soil-structure 
interaction constitutes an important aspect of OWT SS design. Soil profile 
properties make an important impact on the foundation’s KDPs, which will vary 




constitute the main KDPs of Monopile (MP) foundations. However, other KDPs, 
such as joints in jacket structures, flooded members and Marine Growth, among 
others, would have to be considered for other foundation types [239]. 
3.2.2 Geometry 
This study analyses how different variations of the geometry can contribute to the 
scalability and CAPEX reduction of OWT SS. The reference site is located in the 
North of the UK. The reference turbine used for this analysis consists of a 3.6MW 
Siemens turbine, connected to an 80m tower, a TP and is sustained by a MP 
foundation. The MP is 31m long and is embedded 18m into the soil and 
submerged 11m into the ocean.  Figure 3-1a shows a schematic of the OWT SS 
3D model. The TP (Figure 3-1b) is 24m in length and joins together the MP and the 
tower.  Six stoppers located in the internal surface of the TP, would allow it to rest 
on top of the MP. The GC, located between the TP and the MP, is used for the 
appropriate transmission of loads and stresses. This assembly can be seen in 
Figures 3-1c and d. The OWT SS was modelled using Abaqus, which is a widely 
used FEA software. 
            
      a)             b)                       c)                           d) 
Figure 3-1      a) Assembly of OWT SS   b) TP   c) Stoppers within TP 





3.2.3.1 Structural Components 
MP, TP, stoppers and the tower are made of steel S355 with a density of 7850 
kg/m3, a Young’s modulus of 210 GPa, a Poisson’s ratio of 0.3 and a nominal yield 
strength of 355 MPa. The GC’s material properties are characterised by a density 
of 2740 kg/m3, a Young’s modulus of 88 GPa, a Poisson’s ratio of 0.19 and friction 
coefficient of 0.6 [240]. 
3.2.3.2 Soil Profile 
Apart from the OWT SS, an important part of the detailed parametric model is 
composed by the soil-structure interaction, which is a design factor of critical 
importance for the structural response of the pile-monopile-tower assembly. 
Paradoxically, the soil-structure interaction is an aspect often not considered in 
OWT SS modelling [239]. The soil profile considered in this analysis consists of 
one layer of sand and three layers of clay. Composition of soil profiles strongly 
depends on the geographical emplacement; the soil profile utilised in this analysis 
corresponds to that of the North West of the UK. Table 3-1 shows the profile’s soil 
parameters used in the simulations, which are based on site measurements. 
Winkler’s approach was used to represent the soil profile. This method is wide ly 
used to model the soil-structure interaction by replacing the elastic soil medium 
with closely spaced and independent elastic springs [241,242]. Furthermore, it is 
recommended by DNV-GL [227], where the stiffness of the linear springs used in 
the Winkler’s approach, is calculated from the p-y curves [243]. This method is 
used for the design of horizontal loaded piles by the American Petroleum Institute 
(API) code [236], and calculates the lateral soil resistance (p) as a function of 
lateral soil displacement (y). This empirical method is based on test results of 




conditions, although other factors such as layered soils or the space between piles 
have considerable influence [244] [245]. 
where 𝛾′ is the submerged unit weight, 𝑆𝑢is the undrained shear strength, δ is the 
characteristic interface friction angle, ф is the characteristic angle of internal 
friction, E is the Young’s modulus, 𝜀50  is the strain which occurs at one-half of the 
maximum stress in the laboratory undrained compression test, 𝑡𝑐  is the unit skin 
friction under compression, 𝑡𝑡 is the unit skin friction under tension and q is the unit 
tip resistance under compression.  
Table 3-1 Soil properties based on site measurements 
Depth (m) 
 
ɣ' Su δ ɸ E ε50 tc tt q 
 







11 0 37 42 22.7 0 8 8 1.1 
5.4 
 
11 0 37 42 33.3 0 25.9 25.9 3.7 
8.0 
 







10 750 0 0 300 0.2 220.7 220.7 6.8 
11.0 
 
10 750 0 0 300 0.2 229.1 229.1 6.8 
13.0 
 
10 575 0 0 230 0.2 198.0 198.0 5.2 
18.0 
 
10 800 0 0 320 0.1 273.1 273.1 7.2 
Although this approach is widely used and recommended in design standards, it 
was developed for up to 2m diameter piles [246]. Therefore, pile deformations 
might be underestimated [247]. Although a cyclic version of the p-y curve was 
introduced in [248], it is neither cycle nor amplitude dependent, and provides only a 
lower bound on the soil-pile lateral stiffness. This shortcoming is overcome in [249] 
by the utilisation of the quasi-static p-y degradation model of [250]. Continuum 




where the soil is modelled as a large volume. This approach is more accurate 
when dynamic studies are carried out; however, it also requires significantly more 
computational resources. Therefore, for the iterative process required for this 
paper, a more computationally intensive approach was considered beyond the 
scope of the aims set to this publication. Besides, as steel is an elastic material, 
the relationship between its stresses and deformations is linear, making Winkler’s 
approach accurate enough for the purpose of this study.  
3.2.4 Mesh Sensitivity Analysis 
A mesh sensitivity analysis was performed in order keep a balance between the 
computational time of the simulations and the accuracy of the results.  In the 
process, it was found that the structure’s eigenfrequencies were especially 
sensitive to the size of the mesh. After the analysis, a mesh size of 0.1m was found 
to be adequately accurate as results had already converged. This mesh size will 
therefore save unnecessary computational time in comparison to a further mesh 
refinement of 0.05m.  
3.2.5 Validation 
This model has been validated by comparing the results of the modal analysis of 
both the structure and the tower, against data from the reference OWT. Among 
these data, it was specified that the eigenfrequencies of the system and the tower 
must be within the range of 0.275-0.320Hz and around 0.506Hz respectively.  
Results of the modal analysis can be seen in Table 3-2, where it can be 
appreciated that the first eigenfrequency of the model is within this range that 
typically represents the 3P frequency of the rotor.  Moreover, the eigenfrequency of 
the tower is 0.533Hz, which represents a 5.3% of relative difference from the one 




internal platforms and secondary steel assets have not been included in the 
simulation. 
Table 3-2 Validation of eigenfrequencies: System and Tower 
 
FEA Model Real Data 
Tower 0.533Hz 0.506Hz 
System 0.291Hz 0.275-0.320Hz 
 
3.3 Load Calculations for Offshore Wind Turbine Support 
Structures 
The design’s environmental conditions approach followed in this study, is based on 
the use of the highest extreme conditions likely to occur in a return period of 50 
years [251,252] for ULS and buckling limit states and normal operating conditions 
for the FLS limit state, which are introduced in Section 3.4. Wind, wave and current 
loads are manually calculated under this premise and then introduced in the FEA 
parametric model. Although many load cases need to be considered for the design, 
according to the above mentioned standards, the structure needs to be able to 
withstand the simultaneous combination of these three loads, acting in the same 
direction, which is considered the worst static load case scenario.  
3.3.1 Wind 
For representation of wind climate, a distinction is made between normal and 
extreme wind conditions. The former generally concern cyclic structural loading 
conditions, which are important for fatigue assessment, while the latter are wind 
conditions that can lead to extreme loads, which might lead to the collapse of the 
structure due to excessive loading. Accurate estimation of the occurrence of 




and balance between safety considerations and “over-design” of the structure 
[253]. Both normal and extreme wind conditions used in this analysis were 
calculated in accordance with IEC 61400-1 [251], and are summarised in Table 3-
3.  
Table 3-3 Normal and extreme wind parameters 
Subject Issue Unit Value 
Normal Conditions 
Mean air density, ρ kg/m
3
 1.23 
Mean wind speed (80m), Vav e m/s 8.4 
Maximum flow inclination deg 0 
Extreme Conditions 
Air density at extreme wind, ρe kg/m
3
 1.225 
Maximum wind speed at hub height, Vmax m/s 45.2 
Calculating wind loads along the structure can be done applying the following 
formula: 









  3-1 
where 𝑧0 is the roughness coefficient, which can be taken from [227]. Once the 
wind speed profile has been generated, the force in the horizontal direction 




∗ 𝐶𝐷 ∗ 𝜌𝑒 ∗ (𝑉𝑚𝑎𝑥)
2 ∗ 𝐴 ∗ cos𝛼 3-2 
 where:  
CD = drag coefficient of a cylinder in the case of the tower and TP and a 
plate in the case of the nacelle. Blades are not taken into consideration in 
this study. 




𝛼 = inclination angle of the wind with the horizontal axis 
3.3.2 Wave 
Wave loading is another environmental load that influences the structural integrity 
of OWT SS. Wave forces are calculated using Morrison’s Equation, which is 
composed of two terms, representing the inertia and drag [254]. These terms can 
be identified by the inertia and drag coefficients (Cm and CD respectively). 













𝑈 = undisturbed fluid velocity 
𝑑𝑈
𝑑𝑡
  = acceleration of the fluid 
𝜌  = water density 
𝐷 = diameter of the cylinder 
As explained at the beginning of this section, the design wave approach is based 
on the use of the highest wave likely to occur in a given return period (50 years in 
this case). Waves are characterised in terms of height (H) and wave period (T). 
These parameters are summarised in Table 3-4 and were estimated at the offshore 
emplacement where the turbine is installed in the North of the UK.  
Table 3-4 Summary of extreme metocean conditions 
Return period Water level LAT Hs Hmax Tz Tpeak 
(years) (m) (m) (m) (s) (s) 
1 10.05 4.90 9.2 9.8 13.5 
10 10.48 5.90 11.0 11.5 14.8 
50 10.93 6.60 12.1 12.7 15.5 
where Hs is the significant wave height, Hmax is the maximum wave height, Tz is the 




In order to calculate the wave’s velocity and acceleration, linear wave theory for 
shallow water was employed. Airy wave theory was developed by the 
mathematician and astronomer G.B. Airy in 1845. This wave theory is summarised 
in the Airy velocity potential formula: 
Ф(𝑥,𝑦, 𝑡) = −𝑎𝑐 
cosh𝑘(𝑦 + 𝑑)
sinh(𝑘 + 𝑑)
 cos(𝑘𝑥 −𝑤𝑡) 3-4 
where: 
𝑎 = amplitude (m) 
𝑐 = celerity (m/s) 
𝑘 = wave number 
𝑑 = depth 
𝑥, 𝑦 = horizontal and vertical coordinates 
𝑤 = wave frequency 
𝑡 = time 
From the Airy velocity potential, the fluid’s velocity (𝑈(𝑥, 𝑡)) and acceleration 














 cos(𝑤𝑡− 𝑘𝑥) 
3-6 
After the fluid’s velocity and acceleration are calculated, the wave loads can be 
calculated from Morrison’s Equation. Mass and drag coefficients, Cm and CD, are 
usually estimated according to the offshore standards [227] by firstly, deriving the 
drag coefficient for steady-state flow (CDS) from Equation 3-7, then reading off the 
wake amplification factor (ψ(Kc/CDS)), which depends on the Keulegan-Carpenter 









   
        0.65                              𝑓𝑜𝑟 𝑘 𝐷⁄ < 10−4     (𝑠𝑚𝑜𝑜𝑡ℎ)
29 + 4 log10(𝑘 𝐷⁄ )
20
              𝑓𝑜𝑟 10−4 < 𝑘 𝐷⁄ < 10−2             









) = 1.2     from [255]  3-9 
𝐶𝐷 = 𝐶𝐷𝑆 ∗ ψ(
𝐾𝑐
𝐶𝐷𝑆
) = 0.78 3-10 
𝐶𝑚 = 𝑚𝑎𝑥{2.0 − 0.044 (𝐾𝑐 −3); 1.6 − (𝐶𝐷𝑆 −0.65)} = 1.6 
3-11 
 
3.3.3 Tidal and current induced loads 
Tidal currents and wind driven currents are two environmental loads that even 
though they do not represent major hazards to the structure’s integrity in shallow 
waters, they contribute to other major excitations such as those produced by the 
wind and waves. The tidal current profile can be represented as the current speed 
(𝑣 (𝑧)) at distance z, from still water level (positive upwards), which is the 
exponential variation of the current at still water level 𝑣0  through the distance to the 
top of the water column z.  






               𝑓𝑜𝑟 𝑧 ≤ 0 3-12 
where h is the water depth.  
The extreme tidal current takes place approximately at mean water level, with zero 




be modelled as a constant over depth current. Wind driven currents are due to 
wind imposed shear forces on the water surface and are, therefore, likely to be 
oriented in the same direction as the wind. The wind driven current at the sea 
surface is estimated in accordance with IEC61400-3 [252], as: 
𝑈𝑤𝑖𝑛𝑑 ≈ 0.01 𝑈1ℎ,10𝑚𝑖𝑛  3-13 
where 𝑈1ℎ,10𝑚𝑖𝑛  is the hourly mean at 10m height.  
3.3.4 Hydrostatic Pressure 
Hydrostatic pressure is referred to as the pressure of the water column applied to 
the submerged parts of the MP and TP. It can be calculated from a control volume 
analysis of an infinitesimally small cube of fluid and simplified, as density and 
gravity are constant through depth. 
𝑝(𝑧) − 𝑝(𝑧0) =
1
𝐴
 ∫ 𝑑𝑧 ′  
𝑧
𝑧0





𝑝(𝑧) = pressure at a given height z 
𝑝(𝑧0) = pressure at z0, which is the top of the water column  
Therefore 𝑝(𝑧0) = 𝑝𝑎𝑡𝑚  
𝜌 = water density (kg/m3) 
𝑔 = gravity (m/s2) 
ℎ = (𝑧 − 𝑧0) = height of the liquid column between the test volume and the 
zero reference point of the pressure  
3.3.5 Nacelle’s and Rotor’s weight 
Since the nacelle’s and rotor’s (composed of the hub and blades) detailed 




concentrated or distributed masses in order to be able to reproduce accurately the 
OWT’s structural behaviour. According to [256], there is no need to model the 
blades due to the fact that, aside from the mass added to the tower top, parked 
and feathered blades have minimal impact on the natural frequency of OWT. The 
nacelle’s and rotor’s weights are 125 and 95 tons respectively, which makes a total 
of 220 tons that are accounted as a cylinder three metres high and with the same 
diameter as the top of the tower. The density was increased accordingly in order to 
account for the total weight. The nacelle’s and rotor’s weights were found in the 
official Siemens SWT-107 3.6 MW brochure [257].  
3.4 Limit States Formulation 
Structural integrity of the system is checked according to DNV-OS-J101 [227], 
which is the most widely used standard in the design of OWT. According to this 
standard, four limit states have to be considered in the design: ULS, FLS, 
Accidental Limit State and Serviceability Limit State. The modifications in the 
design carried out in the design cases considered were checked upon ULS and 
FLS. Accidental Limit State was not considered as this limit state is used for the 
assessment of structural damage in the structure, caused by accidental loads or to 
re-assess the ultimate resistance and structural integrity after damage. Similarly, 
Serviceability Limit State was not taken into account as it considers tolerance 
criteria applicable to normal use of the OWT SS. Furthermore, the structural 
performance of the system was also checked upon buckling and natural 
frequencies.  
3.4.1 ULS 
ULS analysis is carried out considering extreme environmental conditions the worst 
case scenario for a 50 year return period. This is when wind, wave, tides and wind 




factor to be used when different loads are combined to form the design load is 1.35 
[227]. This load factor is also applicable in operational loading; however, as an 
extreme loading case is being considered, the turbine cannot be operating due to 
safety reasons. Therefore, parked conditions apply. 
In Section 3.3, extreme loads were calculated with a load factor of 1.35. From the 
combination of these loads, the utilisation factors are derived. Table 3-5 shows the 
Maximum Utilisation Rates (MUR) and therefore the Maximum Stresses Allowed 
(MSA) for the MP and the TP in the baseline case, which will be use to assess the 
loss or gain of the structural integrity of the different design cases considered. 
MUR and MSA are related by the following expression: 
 





FLS refers to the cumulative damage in the structure due to cyclic loads. The 
fatigue design of OWT SS is governed by dynamic responses from simultaneous 
aerodynamic and hydrodynamic loads [258]. The structure must be able to resist 
expected fatigue loads, which may occur during temporary and operational design 
conditions. The load factor in the FLS is 1.0 for all load categories [227]. Normal 
sea state conditions (significant wave height and peak spectral period) were used 





MP  TP 
MUR (%) MSA (MPa)  MUR (%) MSA (MPa) 




for the calculation of wave loading [252]. Wind loads were taken from [259], where 
the fatigue thrust load for the tower of a 3.6MW OWT with 100m hub height are 
143kN.  
The two most commonly used fatigue assessment techniques are the stress life 
(S–N) approach and the fracture mechanics approach. The S–N curve approach is 
the one recommended by standards [227] and [252]. A review of the currently used 
S–N curves is provided in [260]. Furthermore, the equivalent stress range ∆𝑆 can 
be determined from the parametric FEA model subjected to the previously 
mentioned fatigue loads. Having obtained the equivalent stress range, the number 
of loading cycles to crack initiation can then be determined from the S–N curve in 
Equation 3-16: 
  
where A is the intercept, m is the slope of the S–N curve in the log–log plot.  
The selection of the S–N curve plays a massive role in the results obtained. These 
are generally classified in: air, seawater with adequate cathodic protection or free 
corrosion conditions, and are taken from DNV-RP-C203 “Fatigue Strength 
Analyses of Offshore Steel Structures” [261]. Offshore structures are prone to 
corrosion development due to the harsh marine environment, which leads to 
significant levels of damage to the structures and hence a reduction in service life 
[20]. For that reason, curve D in seawater with adequate cathodic protection is 
used in service life calculations. 
 





Buckling is a failure mechanism, to which slender structures are prone. It is caused 
by a bifurcation of static equilibrium equations solution [262]. Buckling is 
characterised by the sudden failure of a structural member subjected to high 
compressive stress. During this phenomenon, the compressive stress at the point 
of failure is less than the ultimate compressive stress of the material. When the 
applied load is increased on a slender structure, such as a column, there is the 
possibility that it becomes large enough to cause the structure to lose its stability 
and buckle. Any further load will cause significant and somewhat unpredictable 
deformations, possibly leading to complete loss of the member's load-carrying 
capacity. 
Eigenvalue linear buckling analysis is generally used to estimate the critical 
buckling load of the analysed structure. The buckling loads are calculated relative 
to the base state of the structure, which can include preloads (e.g., bolt preload). In 
an eigenvalue buckling problem we search for the loads for which the model 
stiffness matrix becomes singular, so that the problem has non-trivial solutions 
[263]. The buckling stability of shell structures is often checked according to DNV-
RP-C202 [237] or Eurocode 3/ EN 1993-1-1 [264] and Eurocode 3/ EN 1993-1-6 
[265]; in this analysis Abaqus Computer-Aided Engineering (CAE) is used to 
assess it. 
3.4.4 Natural Frequencies 
Resonance is a phenomenon in which a vibrating system or external forces (in this 
case environmental and operational loads experienced by the OWT SS) drive 
another system to oscillate with greater amplitude at a specific 
preferential frequency. These amplified oscillations produce higher than expected 




crack initiation, and generally a decrease in the fatigue life of the structure. 
Furthermore, the fact that wave loading and the turbine’s operating loads are cyclic 
loads, makes the design of these structures particularly difficult. 
A classic aspect of good structural design lies in optimizing stiffness-to-mass ratio 
through material and shape choices. Natural frequencies’ sensitivity analyses are 
carried out for the different case studies with the aim of detecting patterns of 
change in the characteristic natural frequencies of the structure that could 
potentially be employed for its scale-up or to monitor a particular failure 
mechanism.  
Modal frequencies monitoring is a common Structural Health Monitoring (SHM) 
technique implemented in OWT that identifies their modal frequencies whose 
deviations are a damage symptom [266]. This is carried out by the installation of 
accelerometers either in the nacelle of the turbine or along the tower and SS. 
However, because the wind and wave loading applied to the structure cannot be 
measured accurately in a continuous manner, Operational Modal Analysis (OMA) 
needs to be employed. This technique allows identification of the resonance 
frequencies every 10 min without any human interaction [267] based on the 
assumption that the structure is subjected to unknown random loads [59,268]. 
3.5 Sensitivity Analysis and Results 
In Section 3.2.1, a number of KDPs of OWT SS were identified. In this section, 
three KDPs have been chosen based on their preliminary capacity of impacting on 
the design of OWT SS in terms of scaling-up and CAPEX reduction. The cases 
considered in this study are: TP’s and GC’s length, effect of size and number of 





3.5.1 Design Case A: TP’s and GC’s length 
Case study A checks the sensitivity of the length of the TP and GC, which 
comprises from where the stoppers are assembled, to the bottom of the TP.  The 
grout, not only enhances the correct transmission of loads and stresses from the 
TP to the MP, but also contributes to the accurate positioning of the two 
components. In the baseline turbine this length is 7.8m. Variations of one and two 
metres have both been added and subtracted from this baseline length of 7.8m to 
complete the analysis. 
Depending on the variation in the natural frequencies of the OWT, once it has been 
scaled-up to a bigger turbine, modifications to its geometry can be applied to 
intentionally increase or decrease the turbine’s natural frequency. Furthermore, 
savings or additions in material will make an economic impact on the CAPEX, as 
the cost of materials is an important driver [230], [231] and [232]. To that aim, 
sensitivity analyses of natural frequencies, ULS, FLS and buckling checks have 
also been carried out. The benefit of these checks is not only to scale-up the 
turbine (ensuring the health of the structure), but also to potentially save a 
considerable amount of material and therefore money.  
Table 3-6 shows the variation in the first six natural frequencies. From this 
sensitivity analysis it can be appreciated that the variation of the first two natural 
frequencies, which are those that are dangerously close to the 1P and 3P rotor 
frequencies, is low. This suggests that reducing the TP’s and GC’s length will not 
necessarily enhance scalability, as natural frequencies change at a low rate. 
However, this brings up the possibility of saving materials and therefore reduce 
CAPEX. In order to be able to do that, ULS, FLS and buckling checks will have to 






Table 3-6 Case A: Percentage of variation of modal frequencies 
Modal frequencies 
Transition Piece Length 
5.8 m 6.8 m 7.8 m 8.8 m 9.8 m 
1 -1.01% -0.52% 0.29089 Hz 0.54% 1.10% 
2 -1.05% -0.54% 0.29615 Hz 7.41% 7.75% 
3 0.84% 0.39% 1.6776 Hz -0.35% -0.65% 
4 0.77% 0.36% 1.7211 Hz -7.30% -7.90% 
5 -1.17% -0.53% 1.9516 Hz 0.41% 0.75% 
6 -1.11% -0.50% 2.0637 Hz 0.40% 0.71% 
Tables 3-7 and 3-8 present the results from the ULS and buckling checks, being 
the buckling frequency for a particular load combination, the inverse of the 
utilization factor for the structure to buckle. Table 3-7 shows that no major changes 
in the MUR occur due to this length variation. Moreover, buckling frequency does 
not change due to this length reduction, although it has a slight tendency to 
decrease when the length of the TP is increased. These results show in the case of 
the TP length reduction (5.8m and 6.8m), that because of the decrease in the 
weight of material, an increase in the buckling frequency could be expected. The 
lack of variation in results suggests that this reduction must have been 
compensated by a loss of support produced by a reduction of the GC length. 
Table 3-7 Case A: ULS check: MURs (%) of the OWT SS 
MUR (%) 
Transition Piece’s  Length 
5.8 m 6.8 m 7.8 m 8.8 m 9.8 m 





Table 3-8 Case A: buckling check 
The FLS check shows no rise in the effective stress range (∆𝑆), when the TP’s and 
GC’s lengths are reduced. This indicates that fatigue life will be maintained and 
therefore, as ULS and buckling checks also allowed it, almost 20 tons of material 
could be saved and therefore material costs will be reduced.  
Table 3-9 Case A: FLS analysis 
Transition Piece’s Length 
TP length 5.8 m 6.8 m 7.8 m 8.8 m 9.8 m 
∆𝑆 (MPa) 33.9 33.9 33.9 34.5 35.0 
Fatigue life (yr) 32.9 33.0 33.1 29.9 28.1 
 
3.5.2 Design Case B: Effect of size and number of stoppers 
Case study B evaluates the effect of adding or suppressing stoppers in the integrity 
of the structure and its natural frequencies. The six stoppers of the reference 
turbine were increased to eight and 12 and then decreased to four. The volume of 
steel utilised in the stoppers is continuous, therefore modification in the number of 
stoppers necessarily implies a variation in the stopper dimensions. This 
assumption implies that no cost in materials will be added or saved and the results 
will just impact on the integrity of the structure. Table 3-10 shows the stoppers’ 
dimensions. As can be observed below, the dimensions of the stopper’s base (B2) 
TP 21.84% 22.17% 22.39% 22.60% 22.76% 
Buckling frequency (Hz) 
Transition Piece’s Length 
5.8 m 6.8 m 7.8 m 8.8 m 9.8 m 




have been maintained in all cases. This is due to the fact that the relative position 
between the TP and the MP does not change throughout Design Case B.  




Number of Stoppers 
4 6 8 12 
B1 0.02 0.02 0.02 0.02 
B2 0.21 0.21 0.21 0.21 
H1 0.20 0.18 0.17 0.15 
t 0.407 0.316 0.290 0.260 
H2 0.50 0.42 0.33 0.23 
From the frequencies’ sensitivity analysis (see Table 3-11), the large variation that 
the number and distribution of stoppers produces in the natural frequencies can be 
observed. A dramatic drop in the natural frequencies occurs when just four 
stoppers are used, making the first two frequencies fall into the boundaries of 
resonance with the rotor frequencies. In the case of eight stoppers, a slight drop 
also occurs, although not as severe as for the four stoppers. This sensitivity 
analysis shows that the distribution of stoppers every 90 and 45 degrees produces 
a drop in natural frequencies, as opposed to 60 and 30 degrees distribution, as 
these frequencies are higher for a TP with six and 12 stoppers than for four and 
eight. 
From the buckling analysis (Table 3-12) it is clear that the four stopper distribution 
is not a safe alternative, due not only to its first two natural frequencies being very 
close to resonance, but also to the moderate reduction of the buckling frequency 




spent in the stoppers, the OWT SS can take 1.12 times the extreme loads instead 
of 1.53 times. This will compromise the integrity of the structure. Furthermore, 
buckling would take place between the TP and MP, which is not the case in the six, 
eight and 12 stopper distributions. The eight stopper distribution slightly improves 
the buckling capacity, which is marginally reduced in the 12 stopper distribution. 
Nevertheless, this reduction is within reasonable limits that do not threaten the 
integrity of the structure. 
Table 3-11 Case B: sensitivity analysis of modal frequencies 
 
Table 3-12 Case B: buckling analysis 
Buckling frequency (Hz) 
4 Stoppers 6 Stoppers 8 Stoppers 12 Stoppers 
1.12 1.53 1.55 1.50 
 
Results of the ULS analysis are summarised in Table 3-13. The four stopper 
distribution is again characterised by bad results, showing much higher MURs than 
the six stopper configuration, which are very close to the yielding point of the steel 
Case B: Stopper Configuration 
Mode 4 Stoppers 6 Stoppers 8 Stoppers 12 Stoppers 
1 -17.11% 0.29089 Hz -1.54% 0.11% 
2 -17.61% 0.29615 Hz -0.93% 0.11% 
3 -5.07 1.6776 Hz -2.24 0.12% 
4 -5.18% 1.7211 Hz -1.53% 0.12% 
5 -5.38% 1.9516 Hz 0.16% 0.16% 




and therefore, not safe. The eight and 12 stopper configurations appear to 
considerably improve the MURs for both the MP and the TP. 
Table 3-13 Case B: ULS check: MURs (%) of the OWT SS 
MUR (%) 
Stopper Configuration 
4 Stoppers 6 Stoppers 8 Stoppers 12 Stoppers 
MP 81.42% 64.73% 58.54% 54.57% 
TP 96.99% 22.39% 8.67% 8.86% 
In the fatigue check, the four stopper configuration presents similar results to the 
other structural checks performed, with an increase in ∆𝑆 of 42.5%, which makes a 
considerable reduction in service life. Other configurations results, shown in Table 
3-14, present a non-existent or very low rise (1.8%) in ∆𝑆 of the eight and 12 
stopper configurations, in comparison to the six stopper’s, respectively.  
Table 3-14 Case B: FLS analysis 
Stopper Configuration 
No. of stoppers 4 Stoppers 6 Stoppers 8 Stoppers 12 Stoppers 
∆𝑆 (MPa) 48.3 33.9 33.9 34.5 
Service life (yr) 5.6 33.1 32.8 30.2 
 
3.5.3 Design Case C: scour development 
Case study C assesses the effect that scour development has not only on the 
natural frequencies of the structure, but also on its integrity. Scour is one of the 
biggest issues currently being faced by operators. This phenomenon occurs 
around the foundations of structures when these are placed into a marine 




structure itself, different changes affect the natural flow regime at the sea bed 
around the foundation, which lead to increased sediment mobility [269]. Depending 
on the foundation type and the environmental conditions, scour depths of several 
metres around the OWT SS could be observed even within short periods [270].  
Rambabu et al. [271] stated that the fluid flow, geometry of foundation and seabed 
conditions are the governing factors for seabed scouring. The characteristics of 
fluid flow include the current velocity, Reynolds number of the model and Froude 
number of the flow. Therefore, for different foundation types, different scouring 
patterns will develop [272]. The scour development around MP structures has been 
studied extensively for the foundation of OWT in the past few decades [273]. 
This design case was selected in order to make a structural analysis of how the 
whole OWT SS will be affected by scour development. This FEA model includes 
not only the tower of the OWT, which is the common focus of FEA modelling [53-
57]; but also the SS and MP-soil interaction with multi-layered soil composed of 
layers of both clay and sand, which is not present in most of the studies, due to the 
difficulty of modelling sand layers [247,279,280]. However, this analysis does not 
take into account the process or the mechanism of the scour development, as it is 
considered beyond the scope of this study. Therefore, the structural analysis 
carried out in this publication assumes the scour has already developed. These 
analyses were carried out by recalculating the value of the springs’ stiffness used 
to model the soil, assuming that the first one, two and three meters of soil had 
disappeared due to the scour process.   
From previous research, a significant impact on the structure’s integrity was 
anticipated because as scour develops, a lesser percentage of the MP is 




to resonance. Table 3-15 corroborates this prediction; however, surprisingly, not for 
the first natural frequency. As can be observed, changes in the natural frequencies 
occur mainly in the second and fourth modes. Because the first and the second 
natural frequencies are very close to each other, the fact that there is significant 
variation in the second mode still poses a threat to the structure. 
It seemed reasonable to believe that as scour develops, the MP’s MUR would 
increase, due to the loss of support from the soil. However, results do not show 
significant changes in MURs (Table 3-16), which remain practically unaltered. 
Furthermore, the more the scour is developed, the lower buckling capacity the 
OWT SS presents (Table 3-17), which could become a threat to its integrity if the 
process continues, although the capacity remains within safety limits in this design 
case. 
Table 3-15 Case C: sensitivity analysis of modal frequencies 
Case C: Scour Development 
Mode No Scour 1m Scour 2m Scour 3m Scour 
1 0.29037 Hz 0.00% 0.00% 0.00% 
2 0.29594 Hz -0.42% -0.74% -0.97% 
3 1.6755 Hz 0.00% 0.00% 0.00% 
4 1.7203 Hz -0.57% -1.02% 1.34% 
5 1.9519 Hz 0.00% -0.01% -0.02% 
6 2.0642 Hz 0.00% 0.00% 0.00% 
Table 3-16 Case C: ULS check: MURs (%) of the OWT SS 
MUR (%) 
Scour Development 
No Scour 1m Scour 2m Scour 3m Scour 
MP 64.73% 64.74% 64.75% 64.76% 




Table 3-17 Case C: buckling analysis 
Buckling frequency (Hz) 
No Scour 1m Scour 2m Scour 3m Scour 
1.53 1.51 1.46 1.43 
 
Furthermore, Table 3-18 shows how scour development increases the stress 
range, making the service life of the OWT SS shorter. It is also worth bearing in 
mind that particular soil types with low cohesion will be more prone to scour 
development, which can be a quick phenomenon if it is not mitigated. Furthermore, 
given the moderate rate of change (7.7%, 11.2% and 23.6% in 1m, 2m and 3m 
scour respectively) of the stress range that scour produces, special effort should be 
put either into frequent and costly inspections, or into scour mitigation and 
prevention measures. Additionally, it is recommended to take account of the scour 
development into the reliability assessment of OWT SS, providing more accurate 
reliability assessment results for reliability-based inspection of OWT SS.  
Table 3-18 Case C: FLS analysis 
Scour Development 
Level of Scour No Scour 1m Scour 2m Scour 3m Scour 
∆𝑆 (MPa) 33.9 36.5 37.7 41.9 
Service life (yr) 33.1 22.7 19.3 11.4 
 
3.6 Discussion 
Case A was proved to be effective in materials cost reduction but not in modal 
frequencies control. The reduction in length of the TP and GC of the OWT SS 
produced low variation in modal frequencies, which will be reduced within safety 




modifications, a lower safety factor could be employed in the future for TP and GC 
design, reducing their length. As a consequence, material costs could be reduced, 
as more than 20 tons of steel could be removed per turbine.  
No material reduction is allowed in Case B due to the constant volume of steel 
employed in the stoppers. However, the interest in this case study remains in its 
potential to decrease the fatigue damage and to improve the buckling capacity and 
MUR of the OWT SS just by changing the number (and therefore the dimensions) 
of the stoppers and their distribution. Within this case study, it was proved that the 
distribution of the stoppers plays an important role in the structural integrity of the 
unit. Besides the fact that the four stopper distribution was not structurally safe in 
terms of natural frequency, stability, buckling capacity and fatigue life, results show 
that eight stopper distribution produces a minor decrease in natural frequencies 
(between 0.1% and 1.5% depending on the mode), and a moderate and major 
decrease in the MP’s and TP’s MUR (9.6% and 86% respectively). Furthermore, 
the stress range remains almost equal to the baseline’s. These results show that, 
although the eight stopper configuration fails in the enhancement of fatigue life, it 
has a very positive effect on the structure’s behaviour against extreme loads.  
Although the results for the 12 stopper distribution are generally good, (minor rise 
(between 0.1% and 0.4%) in natural frequencies, minor reduction in buckling 
capacity without safety repercussion and great improvement (15.7% and 86% 
respectively) in the MP’s and TP’s MURs, the cost of installation (welding to the 
TP) will inevitably be higher and take longer to be completed. Therefore, special 
consideration of this rise in costs and the benefits to the turbine’s structural 
integrity, will have to be considered. Furthermore, FLS results present a slight 
increase in the stress range, which leads to a reduction in the service life from 33.1 




Case C highlights the importance of scour monitoring and the impact that its 
development can have on the structure’s integrity [96]. From the natural 
frequencies’ sensitivity analysis it can be concluded that, although the first mode 
does not present variation due to scour, modes two and four could potentially be 
used to detect the development of this phenomenon. The behaviour of the 
structure against extreme loading is not compromised due to scour development, 
presenting a minimal increase in the MP’s and TP’s MURs. A remarkable reduction 
of 6.5% in the buckling capacity takes place when the scour reaches 3m. 
Furthermore, given the moderately high rate of change (7.7%, 11.2% and 23.6% in 
1m, 2m and 3m scour respectively) of the stress range  and therefore expected 
service life (from 33.1 to 22.7, 19.3 and 11.4 years, respectively) that scour 
produces, special effort should be put either into frequent and costly inspections, or 
into scour mitigation and prevention measures. 
The design of scour protection should be integrated into the foundations’ design 
[281]. In order to carry out an effective design, sediment properties, seabed's 
geotechnical composition, environmental conditions and turbine specifications, 
among others, have to be taken into account and must accurately predict the 
maximum scour that would occur in the absence of this protection [282]. 
3.7 Conclusion 
A good understanding of how geometrical modifications to the structure will affect 
its structural integrity and end of life is vital to adapt these structures to harsher 
environments further from shore [142]. To this end, a sensitivity analysis of three 
KDPs of OWT SS was carried out, in order to analyse whether these KDPs could 
contribute to the turbine’s scale–up by either modifying its modal properties, 
improving structural integrity, or saving in CAPEX. Three case studies were 




B: stoppers optimisation and Case C: scour development. The following 
conclusions can be drawn from the present study: 
 A reduction in the TP’s and GC’s length was proven to maintain the 
structure’s integrity within safety limits. Therefore, although reducing the TP 
and GC’s length will not necessarily enhance their scaling-up, due to the 
minimal change in natural frequencies, it will save almost 20 tons of steel 
per turbine. This measure will provide a considerable reduction in CAPEX, 
when applied to all the units within a WF.  
 Increasing the number of stoppers while maintaining the volume of steel, 
was proven to have a positive impact on the structure’s integrity for both the 
eight and the 12 stopper configurations. However, as cost of installation 
(welding the stoppers to the TP) will inevitably be higher and take longer to 
be completed, special consideration of the trade-off between this rise in 
costs and the benefits to the structural integrity, will have to be made. The 
eight stopper configuration may constitute a good compromise between the 
six and 12 stopper configurations without reducing the expected service life 
of the structure.  
 Scour is one of the biggest issues currently being faced by operators, which 
was proven to compromise the buckling capacity and fatigue life of OWT 
SS. Modes two and four showed special sensitivity to the development of 
this phenomenon. For that reason it is believed that Integrity Monitoring 
could become a good alternative to monitor them in order to detect and 
control this phenomenon. However, before the installation of the 
instrumentation, no overlapping between failure mechanisms, that would 
also affect modal properties, must be ensured in order to avoid misleading 
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Structural Health Monitoring (SHM) and Condition Monitoring (CM) Systems are 
currently utilised to collect data from Offshore Wind Turbines (OWT), to enhance 
the accurate estimation of their operational performance. However, industry 
accepted practices for effectively managing the information that these systems 
provide have not been widely established yet. This paper presents a four-step 
methodological framework for the effective data management of  Structural Health 
Monitoring Systems (SHMS) of OWTs and illustrates its applicability in real-time 
continuous data collected from three operational units, with the aim of utilising 
more complete and accurate datasets for fatigue life assessment of SS. Firstly, a 
time-efficient synchronisation method that enables the continuous monitoring of 
these systems is presented, followed by a novel approach to noise cleansing and 
the posterior Missing Data Imputation (MDI). By the implementation of these 
techniques those data-points containing excessive noise are removed from the 
dataset (Step 2), advanced numerical tools are employed to regenerate missing 
data (Step 3) and fatigue is estimated for the results of these two methodologies 
(Step 4). Results show that after cleansing, missing data can be imputed with an 
average absolute error of 2.1%, while this error is kept within the [+15.2% to 
−11.0%] range in 95% of cases. Furthermore, only 0.15% of the imputed data fell 
outside the noise thresholds. Fatigue is found to be underestimated both, when 
data cleansing does not take place and when it takes place but MDI does not. This 
makes this novel methodology an enhancement to conventional structural integrity 
assessment techniques that do not employ continuous datasets in their analyses. 
 
Keywords: Structural health monitoring (SHM), offshore wind, data synchronisation, 





SHMS have become relevant in the last decade for the OM of OWT due to their 
damage detection and continuous fatigue life assessment capabilities. Operation 
and Maintenance (O&M) related costs are a significant contributor to the Levelised 
Cost of Electricity (LCoE) [283–285]. While in the past SHMS were installed as a 
way to abide by the German regulations (imposing a 10% of assets instrumented 
across an Offshore Wind Farm (OWF)) and not exploited to their full potential, 
nowadays operators have realized how these technologies could result in an 
increase in electricity production and thereby a reduction in LCoE [286,287]. Over 
the past decades, many researchers from the SHM community have developed an 
extensive amount of methods based on a variety of physically interpretable 
structural features [288]. At this point in time there is no widely accepted practice 
with respect to the specification of monitoring systems, as industry is still exploring 
WTs' potential, making every Wind Farm (WF) different in terms of technologies 
implemented, number and location of the sensors, redundancies, etc. Most of 
these fatigue assessment methods rely on collected data from either 
accelerometers, strain gauges or the combination of both from selected 
instrumented units [9,142]. Numerous authors have carried out different ways of 
analysing SHMS’ data – for example, a vibration-based damage localization and 
quantification method, based on natural frequencies and mode shapes extracted 
by means of Operational Modal Analysis (OMA) combined with Finite Element 
Analysis (FEA) of the test structure [288].  
Another approach to fatigue assessment is by the extrapolation of the dynamic 
behaviour of OWTs from a limited set of sensors. Existing monitoring strategies for 
monopiles are based on physical models or artificial intelligence [289]. Model-
based time-domain algorithms require accelerometers and sometimes strain 




response parameters, such as acceleration or strain, of the whole structure for 
different operational regimes. This was carried out by employing Kalman filters 
[290,291], joint input-state estimation [292] and modal expansion algorithms [292–
294]. Even though accelerometers might be placed in the WT's nacelle for 
Supervisory Control and Data Acquisition (SCADA) or CM purposes, they are not 
so often placed at different levels of the SS, unless there is a particular interest in 
its vibration monitoring. However, installing these accelerometers at different levels 
of the turbine is more expensive. Besides, accelerometers alone do not cover all 
the necessary frequencies needed for modal expansion algorithms as [292] 
explains, making strain gauges also necessary. Furthermore, sometimes WTs are 
only instrumented with strain gauges, especially those commissioned more than 
five years ago. 
Most fatigue-sensitive spots (called hot spots) in OWTs are inaccessible for direct 
measurements, i.e. at welds or mudline [295]. Different methods have been utilised 
to accurately predict the structure's response at these important locations where 
strain gauges cannot be installed. This is achieved by combining measurements 
from sub-optimal locations with FEA [10,289,294–296], to extrapolate to the critical 
locations.  
Sometimes datasets at accessible locations are not complete due to failure in 
acquiring or recording the data, full storage space, high noise, etc. The issue of 
limited information due to limited availability of operational data could be mitigated 
by these FEAs. This hypothesis has been supported in different articles, where 
accurate load estimation is believed to be best carried out with data driven models 
requiring only a short period of mechanical strain measurements [297]. However, 
this approach of using incomplete SHM datasets is questionable, not only for 




uncertainty in the estimations and wasting costly SHM data that could potentially 
be utilised for damage detection and quantification strategies. 
As mentioned earlier, OMA introduces uncertainty in the estimations. According to 
Banfi and Carassale, the available mathematical OMA techniques have the 
common feature that the unmeasured excitation is modelled as a random process 
specified by some probabilistic models [298]. In practical applications, the length of 
the measurement is limited and the probabilistic model adopted to represent the 
excitation does not necessarily apply. This, together with measurement errors, 
leads to uncertainties of a different nature that affect the estimation of the modal 
parameters. Finally, it seems impractical to install multiple sensors and dedicate 
resources to analysing their measurements, without obtaining a long-term view of 
how the system behaves and degrades. 
Noise is inherent to data acquisition. Signals in realistic applications are inevitably 
contaminated with measurement noise, as well as other sorts of variabilities and 
uncertainties, such as calibration issues, transmission or de-synchronisation 
between the real and the recorded time-stamp. As a result, the SHM features 
extracted from the contaminated data, such as damage equivalent loads (DELs), 
power spectrum and frequency response function, are also noisy [299,300]. 
Uncertainty could contaminate the extracted SHM features dramatically if the data 
quality is poor, and thereby causes ambiguity in interpreting the features [301]. 
Usually the uncertainty will raise false alarms in the damage detection, i.e. non-
damage-induced feature deviation from the undamaged baseline. Therefore, noise 
identification and quantification in SHMS′ data should not be ignored and, ideally, 
should take place before fatigue assessment. Besides, a systematic approach to 
the effective data management of these SHMS installed in OWTs’ prior fatigue 




This paper aims to develop a methodological framework for the effective data 
management of SHMS of OWTs by addressing the issues of missing data and 
noise in the acquired data, which influence the effective fatigue assessment of 
Offshore Wind (OW) energy assets. This is achieved through a four-step process 
(including synchronisation, cleansing, imputation and fatigue assessment) that 
enables the continuous analysis of the unit's structural integrity and remaining 
service life throughout the years, as highlighted in Figure 4-1. This novel 
framework is implemented by utilising real and continuously monitored, 50 Hz 
strain data collected from three different OWTs currently in operation, for over three 
years. These turbines were instrumented with SHMS during their commissioning. 
Therefore, it is assumed that no previous fatigue damage from the commissioning 
phase was undertaken by the turbine without being captured and that the 
noise/calibration error present in the measurements, used to derive the dynamic 





Figure 4-1 Framework for the effective data management of SHMS of OWT 
This article highlights the importance of appropriate data handling of SHMS for the 
continuous fatigue assessment of an OWT's SS. The four-stage methodology 
proposed in Figure 4-1 is implemented in Section 4.2 and its results discussed in 
Section 4.3. After data synchronisation takes place, noise cleansing and MDI are 
applied. Their efficiency for the better assessment of the structure's integrity is 
analysed in Section 4.3, where the impact that noise cleansing has in the accuracy 
of MDI is shown. During the noise cleansing stage, the inherent dynamic 
relationships between different parts of the support structure (SS) are derived and 
those dynamic responses significantly deviating from them are cleansed. In the 
third stage, missing data present in these datasets is imputed for both the non-
cleansed and the cleansed scenarios. The accuracy of the imputation is shown by 




















estimated for four different scenarios: without cleansing/without MDI, without 
cleansing/with MDI, with cleansing/without MDI and with cleansing/with MDI. 
Results show that the proposed data management framework could help the OW 
industry to derive more accurate fatigue life estimations to help push the 
boundaries of current operational periods and make the technology more 
competitive by reducing its LCoE.  
4.2 Development of a framework for data management of offshore 
wind applications 
4.2.1 Data Synchronisation 
Modern WTs are equipped with sophisticated SCADA control systems, spreading, 
on a 10 min time basis, a vast amount of information, including: details on the wind 
flow and meteorological conditions, on turbine alignment to the wind, on the 
conversion of wind kinetic energy into active power, on the vibrational and 
mechanical status of the machine, on thermal conditions at relevant parts of the 
turbines, and so on [302]. SHMS′ data are physically collected from time to time (at 
the discretion of the operator) from the OWT as the local storage capacity is 
limited. This often coincides with regular inspection activities. Once data have been 
collected, environmental data (from both SCADA and metmast) are synchronised 
by having one measurement for each time-step. Typically, wind measurements are 
recorded every 10 min, and metmast measurements every 30 min. As a result, two 
synchronisation approaches could be considered: every 10 min by keeping wave 
measurements constant for the 30-min interval or every 30 min by averaging wind 
conditions. In this analysis the 10-min interval dataset is chosen as wind is 
considered to be the environmental factor contributing most to the overall loading 
that the structure is subject to, in comparison to wave's loading. Therefore, by 




would typically need to be temperature normalized. Each strain gauge that required 
compensation has an associated temperature channel and set of apparent strain 
coefficients. Therefore, the temperature compensated strain would be the actual 
measured strain minus the apparent strain, which depends on the temperature and 
the sensor material properties. The apparent strain (𝜀𝐴) is calculated as:  
𝜀𝐴 = 𝐶0 + (𝐶1 ∗ 𝑇) + (𝐶2 ∗ 𝑇
2) + (𝐶3 ∗ 𝑇
3) + (𝐶4 ∗ 𝑇
4) 4-1 
where 𝑇 is the value of the temperature (°C) and 𝐶0 to 𝐶4 are the coefficients for the 
gauge batch. 
The length of the dataset also needs to be reduced as handling 50 Hz strain data is 
neither time- nor cost-efficient. Furthermore, its synchronisation with environmental 
conditions would be problematic as there would be 30,000 strain measurements 
per each 10-min measurement of environmental conditions. A solution to this issue 
consists of the calculation of the DELs for 10-min intervals [303–305]. DELs are 
equivalent to the single load that would cause the same damage than the 
cumulative effect of the loads for the established interval, which in this case is 10 
or 30 min. The expression is calculated with the following formula [303–305]: 









where 𝑛𝑖 is the current cycle, 𝜎𝑖 is the stress range, 𝑁eq is a fixed number of cycles 
and m is the slope of the S-N curve. Values for 𝑁eq and m can be obtained from 
standards such as the volume dedicated to fatigue design of offshore steel 
structures from DNVGL-RP-C203 [306]. Once the DELs are calculated, resulting in 
a single dataset containing 18 months of continuous data, strain data can be 




previously synchronised at the same frequency than the strain data). The result is 
a single dataset containing SCADA, environmental (wind, wave and generator's 
active power) and strain data for every 10 min. Any redundant data will be 
identified and removed during this process, reducing the length of the dataset and 
avoiding double-counting fatigue cycles. 
4.2.2 Data Cleansing 
Before these datasets can be used for fatigue analysis and following the Statistical 
Pattern Recognition (SPR) Paradigm (for more information see [9]), data cleansing 
must take place. In the OW energy context, cleansing is understood as two 
phenomena: 
- The removal of abnormal data, which are believed to be abnormal not due 
to damage, but due to external conditions, i.e. the malfunctioning of a 
sensor. 
- Removal of noisy data. This occurs when sensors record noisy 
measurements.  
Strain gauges generally record noisy measurements in the presence of electric 
and/or magnetic fields, which can superimpose electrical noise on the 
measurement signals. If not controlled, the noise can lead to inaccurate results and 
incorrect interpretation of the strain signals [307]. Even though sensors for SHM of 
OWT SS are placed way below the nacelle and therefore not exposed to their 
electric and magnetic fields, interferences could occur if they are placed close to 
the J-tube in the transition piece (TP). Other noise sources that could potentially 
introduce noise in the train measurements are: transformers, relays, generators, 
rotating equipment, radio transmitters, electrical storms, poor insulation of the 
sensor during installation, transient vibrations, etc. In summary, any electrical 




causing noise in strain gage circuits. In general, the higher the voltage or current 
level, and the closer the strain gage circuit to the electrical device, the greater will 
be the induced noise [307]. It is difficult to know if a sensor is recording noise and 
how much the magnitude of this noise is individually, but due to the embedded 
redundancy in the SHMS, the relative noise can be accounted for by comparing the 
readings of two correlated sensors at each time-stamp.  
The concept of correlating sensors lies in the premise that, depending on wind 
direction, different pairs of sensors will exhibit behaviour of a similar trend. This is 
illustrated in Figure 4-2 and 4-3. While in Figure 4-2, for that particular day, sensors 
A and C were correlated and therefore, exhibit the same trend in DELs 
measurements (even though there is some offset between them), Figure 4-3 
shows that these same two sensors (A and C) were not exhibiting the same trend 
on another day when the wind direction did not make them in correlation. When 
two sensors are not in correlation at a particular moment, it does not necessarily 
mean that there is noise in their measurements. It only implies that the parts of the 
SS where these two sensors are placed are not experiencing physically the same 
trend of stress, and therefore, sensors are not measuring the same trend of strains 
(for a particular direction). This correlation between sensors allows us to 
understand the offset between DELs measurements when two sensors are in 
correlation and therefore, it can be employed to cleanse the dataset whenever the 






Figure 4-2 Low level of noise: Sensors in perfect correlation 
 
Figure 4-3 Unknown level of noise: Sensors not in correlation 
In this paper, we propose a novel approach for noise identification and removal. 
For that approach, analysis of the sensors that are in correlation for particular 
intervals, depending on the wind direction, is carried out. The term “correlation” is 
understood to be two sensors following the same behaviour or trend in 




Initially, in order to determine which sensors are in correlation at different wind 
directions, the dataset was divided into 20deg intervals (18 in total) and DELs were 
plotted for each wind direction angle (see Figure 4-4 where DELs from different 
sensors are plotted). As it can be appreciated in this figure, sensors 1 and 3 seem 
to be following a similar uniform trend in Orientation 2 (between 20 and 40 deg of 
wind direction); however, for Orientation 15 (280–300 deg) it seems that their 
measurements are much more distorted. This procedure was repeated several 
times to find which sensors would correlate at each Orientation. 
Nevertheless, these graphs do not show precisely the differences between sensor 
readings and their evolution. For this reason they are not an accurate way of 
determining whether a new point would be within reasonable limits of noise. To 
solve that, noise thresholds have to be defined in a way that, when the noise level 
of a particular measurement happens to fall above a predefined threshold, the 






Figure 4-4 Sensors 1 and 3 in full and not complete correlation (above and below 
respectively) 
Noise thresholds are determined by calculating the difference between two 
sensors' measurements, for all wind directions. The value of this difference tends 
to be a stable value or offset, which may be zero when the pair of sensors are in 
perfect correlation. This means that, even if the difference (the offset) is constant 
around a certain value (statistical distribution's mean value), the standard deviation 
would be significantly lower whenever the sensors are in correlation and higher 
when they are not. In order to be exhaustive, all possible sensor combinations for 
20 to 40 deg 




each one of the 18 orientations were analysed. For each orientation there is a total 
possible number of combinations ‘C’ of: 




‘n’ being the number of sensors, which in this case is eight. Afterwards, a normal 
distribution was fitted to all computed values of the 28 sensor combinations for 
every orientation. The mean of the normal distribution determines the offset 
between the measurements. This offset constitutes the difference between 
dynamic responses of the two sensors of the combination being analysed. The 
best indicator of the correlation between two sensors is the standard deviation of 
the difference between their measurements. The smaller this is, the more 
correlated these measurements are, as this means that these sensors' 
measurements follow a more similar trend. In order to automatize data cleansing 
throughout the life of a structure, firstly the noise thresholds need to be set. This 
would be achieved by analysing the correlation between sensors for small intervals 
of wind direction right at the beginning of the operation of the analysed asset. Five 
degree intervals were selected for this purpose for two reasons in order to not only 
to capture the slightest variability of these correlations with enough accuracy but 
also to have enough data-points to posteriorly define the polynomials that will 
constitute the noise thresholds.  
In order to define the noise thresholds, the dataset is divided into intervals 
according to wind direction, which results in a total of 72 intervals (360/5=72). Also, 
for each data-point the 28 sensor combinations are computed. If for each sensor 
combination (among 28 possible combinations), the mean and standard deviation 
at all orientations (72) are plotted into a graph, and a polynomial is fitted into the 




Figure 4-5, where the mean value (blue line) and mean value plus and minus the 
standard deviations (black dashed lines) of the difference between sensors’ 
readings, every five degrees, are plotted. Fifth order polynomials were fitted to the 
points. The order of these polynomials was determined after the optimisation of the 
fitting error was carried out. Figure 4-5 shows the particular case of the sensor 2–6 
combination. 
 
Figure 4-5 Sensor 2-6 noise thresholds 
Furthermore, the two red polynomials represent a 20% noise allowance. This noise 
allowance is set to be 20% of the standard deviation at each orientation. For each 
new measurement, if the deviation of the difference between sensors’ 
measurements is higher or lower than the thresholds (red lines), the data-point is 




Figure 4-5, the mean value of the difference in DELs measured by sensors 2 and 6 
is shown in blue. This difference is:   
∆𝐷𝐸𝐿𝑠2−6 = 𝐷𝐸𝐿𝑠2 −𝐷𝐸𝐿𝑠6 4-4 
This mean value represents the offset of the measurements due to both the 
measurement of different physical states of the structure and difference in 
calibration when these sensors were installed. The closer that ∆𝐷𝐸𝐿𝑠2−6 for a 
particular data-point gets to the mean, for a given wind direction, the less noise this 
sensor’s readings will have. A certain noise or variation in ∆𝐷𝐸𝐿𝑠2−6 will still be 
expected and its magnitude will be dependent upon the level of correlation these 
two sensors experience throughout the wind directions. This is measured by the 
standard deviation, which determines how spread the values are in a normal 
distribution and accounts for 95% of the values (99.7% within 3 standard deviations 
of the mean). The closer that the 𝑚𝑒𝑎𝑛 −
+ 𝑆𝑡𝑑. 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 is to zero, the more 
correlated the sensors are and, therefore, the more similar trend of measurements 
these will record.  
When a dataset is cleansed, the 28 different sensor relationships (at each time-
step) are computed. Thus, the wind direction is used to extract the upper and lower 
noise thresholds for each combination, which will be compared to the computed 
values of the combinations. A noise matrix will be filled for each data-point of the 
set. Whenever the computed value is within the established thresholds, a 1 would 
be filled in the noise matrix. If the measured difference of values falls outside the 
thresholds, the noise in the measurement is considered ‘too high’. Therefore a 0 




































∆𝐷𝐸𝐿𝑠7−1 ∆𝐷𝐸𝐿𝑠7−2 ∆𝐷𝐸𝐿𝑠7−3 ∆𝐷𝐸𝐿𝑠7−4 ∆𝐷𝐸𝐿𝑠7−5 ∆𝐷𝐸𝐿𝑠7−6 ∆𝐷𝐸𝐿𝑠7−7 ∆𝐷𝐸𝐿𝑠7−8











where the relationships between the same sensor are not considered (the 
difference is zero by definition). Therefore these are marked as NAN (“Not A 
Number”) in the matrix below. Furthermore, inverse relationships are considered as 
if the first sensor of the difference is always the lowest number (i.e. ∆𝐷𝐸𝐿𝑠2−1will 
never be computed because it has similar characteristics to ∆𝐷𝐸𝐿𝑠1−2, therefore 
∆𝐷𝐸𝐿𝑠2−1 is substituted for ∆𝐷𝐸𝐿𝑠1−2  in the matrix). This procedure makes the 
matrix symmetric, which facilitates the procedure of determining which of the 
sensors for a particular combination is the one presenting noise (or if both are). 









𝑁𝐴𝑁 1− 2 1 − 3
1− 2 𝑁𝐴𝑁 2 − 3
1 − 3 2− 3 𝑁𝐴𝑁
    
1 − 4 1 − 5
2− 4 2− 5
3− 4 3− 5
    
1 − 6 1 − 7 1 − 8
2− 6 2− 7 2 − 8
3− 6 3− 7 3 − 8
1− 4 2 − 4 3− 4
1− 5 2 − 5 3− 5
1− 6 2 − 6 3− 6
 
    𝑁𝐴𝑁 4 − 5
    4 − 5 𝑁𝐴𝑁
    4 − 6 5 − 6
    
4 − 6 4 − 7 4− 8
5 − 6 5− 7 5− 8
𝑁𝐴𝑁 6− 7 6− 8
1− 7 2− 7 3 − 7 4 − 7 5− 7 6− 7 𝑁𝐴𝑁 7 − 8









Note: For clarity, the matrix above only shows the sensors’ combinations. 
When a dataset is being cleansed, the 28 different sensors’ relationships at each 
time-step are computed and compared to the noise thresholds to determine 
whether or not the noise they present is admissible or not (admissible=1, 
inadmissible=0). For each time-step, the noise matrix will be filled in binary. Once 




combination is checked whenever noise is detected for that particular combination. 
For example, if the combination 1–2 (shown in red in Figure 4-6) has noise, either 
sensor 1, sensor 2, or even both of them, could have noise. The criteria used to 
decide which one or if both of the sensors have noise is to check the overall 
performance of the sensors at a given time-step. Therefore, for this case all the 
relationships involving sensor 1 (first row) and sensor 2 (second column) are 
checked with three potential outcomes: 
- Majority of sensor 1’s combinations have noise but not sensor 2’s 
combinations (sum(NoiseMatrix(1,:)>=4). Therefore, sensor 1’s value is 
deleted due to excessive noise, but not sensor 2’s value. 
- Majority of sensor 2’s combinations have noise but not sensor 1’s 
combinations (sum(NoiseMatrix(:,2)>=4). Therefore, sensor 1’s value is 
deleted due to excessive noise, but not sensor 2’s value. 
- Both sensors’ combinations have noise (sum(NoiseMatrix(1,:)>=4 && 










𝑁𝐴𝑁 𝟏 − 𝟐 1 − 3
1− 2 𝑁𝐴𝑁 2 − 3
1 − 3 2 − 3 𝑁𝐴𝑁
    
1 − 4 1 − 5
2 − 4 2− 5
3 − 4 3− 5
    
1 − 6 1 − 7 1 − 8
2− 6 2− 7 2 − 8
3− 6 3− 7 3 − 8
1− 4 2 − 4 3 − 4
1− 5 2 − 5 3 − 5
1− 6 2 − 6 3 − 6
 
    𝑁𝐴𝑁 4 − 5
    4− 5 𝑁𝐴𝑁
    4− 6 5 − 6
    
4 − 6 4 − 7 4− 8
5 − 6 5− 7 5− 8
𝑁𝐴𝑁 6− 7 6− 8
1− 7 2− 7 3 − 7 4 − 7 5− 7 6− 7 𝑁𝐴𝑁 7− 8
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4.2.3 Missing Data Imputation 
After noise is removed, data is checked using the criterion of completeness, 
making sure that information is not corrupted. Missing data is a challenge faced in 
almost every empirical analysis but especially in engineering applications 
employing sensing technologies. These technologies are by no means infallible as 
they can present different types of failure modes in the data collection. Some of 
these are: calibration, noise, transmission and data storing issues, and also those 
related to the reliability and failure mechanisms of the data acquisition system 
(composed of the sensing technologies, transmission and storage of the 
measurements). Current practice in the OW industry would ignore the missing data 
and select reduced intervals of complete time series that are believed to be 
representative, to carry out their analysis. This approach is practical for time-
consuming studies; however, precious data are discarded in the process. Having 
complete datasets free of noise would, without doubt, enhance the confidence in 
the fatigue life analysis and allow more realistic remaining service life estimations. 
An effective way of dealing with missing data from SHMS of OWTs is through 
employing artificial Neural Networks (NN). This method was chosen as the best 
approach due to its applicability, accuracy and consistency with the analytic 
software used for other data management activities during this project [308–310]. 
Other relevant methods for MDI are: mean imputation [311], K-nearest neighbour, 
Maximum Likelihood [52,312,313] and Multiple Imputation methods [314,315].  





Figure 4-7 Missing Data Imputation Framework 
In order to train the ANN, input and output matrices need to be specified. This 
process might seem trivial but often one of the most recurrent issues with SHM is 
the excess of non-necessary data and how to determine which data should/should 
not be analysed. For this application the relevant input variables include: wind 
speed, wind direction, generator active power, significant wave height and wave 
direction. Output data is constituted by the eight sensors previously utilised for data 
cleansing. These sensors are located at the TP of the turbines. Once the input 
matrices for each dataset are created, the statistical distributions of each input are 
derived. As can be appreciated from Figure 4-8, normal, Rayleigh and kernel 
distributions were fitted to the inputs – kernel distribution being the best fit, among 
others, to the available empirical data. A kernel distribution is a nonparametric 
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representation of the probability density function of a random variable [316]. Kernel 
distributions are used when a parametric distribution cannot properly describe the 
data, also when assumptions about the distribution of the data are better to be 
avoided. Kernel distributions are defined by a smoothing function and a bandwidth 
value, which control the smoothness of the resulting density curve. 
Furthermore, from the initial dataset, a similar percentage to the one of the data 
removed during the cleansing would be deleted from both the original and the 
cleansed datasets. These removed data are imputed with the ANNs described later 
and their results compared to the originals in order to assess the level of 












4.2.4 Fatigue Assessment 
The ultimate aim of this framework is to develop a data management tool that 
supports fatigue calculations for SS of OWT. In order to do so, data cleansing and 
MDI techniques were applied to real SHM data from three WTs, obtained from a 
continuous monitoring campaign. Therefore, the fatigue that these three turbines 
are subject to during the monitoring campaign, is assessed for the four possible 
scenarios, as summarised in Figure 4-9. An initial dataset without any other 
manipulation than eliminating missing data, is used for Case A (without 
cleansing/without MDI scenario). Case A is utilised to train the Artificial neural 
networks (NN) mentioned in Section 4.2.3, which imputes the missing data from 
the original dataset, constituting Case B (without cleansing/with MDI scenario). 
 
Figure 4-9 Scenarios for fatigue assessment 
On the other hand, Case C (with cleansing/without MDI scenario) is made when 
data are cleansed and missing data removed from the dataset afterwards. This has 
the implication that only high quality data (without noise) are used for the 






















diminishes the confidence in the remaining service life estimations. Lastly, Case D 
(with cleansing/with MDI scenario) is made by employing Case C's dataset to train 
an ANN, which imputes the previously removed missing data after the cleansing 
took place. 
The two most commonly used fatigue assessment techniques are the stress life 
(S–N) approach and the fracture mechanics approach [10]. The S–N curve 
approach is the one recommended by DNV and IEC standards (see [255] and 
[252]) due to its straight forward implementation. A review of the currently used S–
N curves is provided in [260]. Furthermore, the equivalent stress range ΔS is 
determined from the four different datasets, previously mentioned, by calculating 
the DEL of the whole dataset in the same way as in Section 4.3.1. Having obtained 
the equivalent stress range, the number of loading cycles to crack initiation, in 
Equation 4-7, can then be determined from the S–N curve, expressed as: 
log𝑁 = 𝐴 − log∆𝑆 4-7 
where A is the intercept ‘m’ in the slope of the S–N curve in the log–log plot . 
The selection of the S–N curve plays a massive role in the results obtained. These 
are generally classified in air, seawater with adequate cathodic protection or free 
corrosion conditions, and are taken from DNV-RP-C203 ‘‘Fatigue Strength 
Analyses of Offshore Steel Structures” [261]. Offshore structures are prone to 
corrosion development due to the harsh marine environment, which leads to 
significant levels of damage to the structures and hence a reduction in service life 
[20]. For that reason, curve D in seawater with adequate cathodic protection is 




4.3 Results and Discussion 
In this Section, the results of the analyses described in Section 4.2 are presented. 
This analysis was performed on three WTs from the same OWF, which from now 
on are called ‘Turbines 1, 2 and 3’ for clarity purposes. Metocean, SCADA and 
strain data were available for the three turbines and synchronised, as explained in 
the previous section, before the data cleansing started. Also, all the data-points 
where the turbine should have been in operation (wind speeds of 4–25 m/s), but 
according to SCADA was shut down, were deleted from the dataset. This deletion 
is carried out so these non-operational intervals do not affect the data cleansing 
process. Figure 4-10 shows how this filtered dataset follows the power curve.  
 
Figure 4-10 Filtered dataset follows power curve 






















4.3.1 Data Cleansing 
In order to capture the dynamic response of each turbine better, the synchronised 
datasets are divided into five intervals of wind speed. These intervals consist of 
three operational and two not-operational regimes (0–4 m/s and>25 m/s being the 
intervals of the non-operational regime and 4–11 m/s, 11–18 m/s and 18–25 m/s 
the intervals of the operational regime). This approach was chosen as it provides a 
good compromise between capturing well the behaviour of the turbines and having 
enough data in each interval for the statistical analysis. The interval corresponding 
to wind speed greater than 25 m/s had to be discarded due to the lack of samples, 
which made the statistical analysis of this interval not possible. The only data-point 
of this interval remained ‘uncleansed’ in the final dataset, as it was impossible to 
determine whether it had noise or not. Therefore, the assumption of no noise 
present in this data-point was made. 
During the analysis, the different polynomials, which constitute the noise thresholds 
for each interval for each one of the 28 sensor combinations, are extracted. Figure 
4-11a and b shows an example of how these different noise thresholds may look, 
while Figure 4-11a shows the great level of physical correlation that sensors 1–2 
have for low wind speeds (0–4 m/s) with a very steady mean and standard 
deviation values. A constant mean value of difference between sensors implies 
that these sensors are physically exposed to the same type of physical excitations, 
as the average offset between these sensors does not have significant variation 
across the different wind directions. A constant value of the standard deviation 
implies that the pair of sensors is continuously correlated, as the deviation of their 
sensor readings from the mean value (definition of standard deviation) is constant 
across wind directions; Figure 4-11b shows a different situation, where the 




similar to a sinusoidal wave. Furthermore, the standard deviation also exhibits a 
higher degree of variation than in Figure 4-11a, by reaching local maximums in the 
valleys of the mean distribution and local minimums at the hills of the mean value 
distribution. 
 
Figure 4-11 Noise Thresholds for 0-4 m/s.      a) Sensors 1-2       b) Sensors 3-7 
The noise thresholds are set to be 20% of the standard deviation of the difference 
between sensors. Although this percentage might seem high, it was set to be a 
reasonable trade-off between cleansing excessive noise and capturing diversions 
from the expected behaviour of the asset that could potentially lead to an 
acceleration of fatigue damage. Excessive cleansing would result in the removal of 
expected phenomena such as vibrations and sudden excitations that could locally 
affect the turbine (wind gusts, local impact of waves, propagation effects, or even 
localized damage). This percentage ensures that not too much data are discarded 
for further analysis; however, it may vary depending on the level of risk that each 
operator is willing to take. Figure 4-12 shows the percentage of deleted data for 
each sensor, at the three turbines and for the different wind classes, which 
correspond to the operational regimes previously mentioned (1: 0–4 m/s, 2: 4–11 









4.3.2 Missing Data Imputation 
After data cleansing has taken place, the missing data from the reduced but more 
accurate datasets are imputed with the aim of obtaining more complete datasets 
for the fatigue assessment. Artificial neural networks (NN) with different structures 
are developed to perform this imputation and to determine whether the imputation 
becomes more accurate due to the data cleansing. Therefore, following the MDI 
framework, the three filtered and cleansed datasets from Turbines 1, 2 and 3 were 
used as inputs and outputs to train the artificial NNs. The artificial NN employed 
was a two-layer feedforward network, with a sigmoid transfer function in the hidden 
layer and a linear transfer function in the output layer. The number of hidden 
neurons was optimised for each turbine. After the training was done, a removed 
from each sensor of both the original and the already cleansed datasets. A record 
of these randomly deleted data was kept for later on, when computing the deviation 
of the prediction from the real value (verification process). 
Three different algorithms for  artificial NN training were utilised: Scaled Conjugate 
Gradient, Levenberg-Marquardt and Bayesian Normalisation. Levenberg-
Marquardt is recommended by [316] for most problems, but for some noisy and 
small problems Bayesian Normalisation can take longer but obtain a better solution 
[317,318]. For large problems, however, Scaled Conjugate Gradient is 
recommended as it uses gradient calculations which are more memory efficient 
than the Jacobian calculations the other two algorithms use [319]. Finally 
Levenberg-Marquardt was chosen for outperforming the others in terms of Error 
(minimum squared error (MSE) and residuals (R)), training performance, 
regression, number of iterations and training time needed. Figure 4-13 and 4-14 










Figure 4-14 ANN's Regression plots for Turbine 1 
Missing data were imputed through a number of stochastic input values to the 
ANN. A problem often presented in artificial NN is overfitting. Overfitting occurs 
when the network has memorized the training examples, but has not learned to 
generalize to new situations. This could be the case when the performance on the 




in this case would be reducing the number of neurons. An example of overfitting 
can be the artificial NN employing 1000 neurons for Turbine 2, where the error is 
considerably higher than that of the 400 neurons artificial NN (see Figure 4-16). In 
order to avoid overfitting but optimise the results, the best performing architectures 
were chosen for each turbine. These were the 200, 400 and 1000 neurons for 
Turbines 1, 2 and 3 respectively. The following figures show the performance of 
the different artificial NN architectures for both with and without cleansing cases 
(see Figure 4-15, 4-16 and 4-17). 
 




















Figure 4-17 Artificial NN Selection with (above) & without (below) Data Cleansing: 
Turbine 3 
Another aspect noticed during the cleansing process of Turbine 3 was that all 
measurements from sensor 8 were compromised as they appeared to be two 
orders of magnitude lower than the expected values. Therefore, the level of 
mismatching in the MDI is not surprising. Furthermore, the results of Turbine 3 
show that for no apparent reason, axial sensors 1, 3, 5 and 7 present a higher 
challenge for the imputation, which appears to be mitigated with the cleansing, but 





Figure 4-18 Missing Data Imputation comparison for Turbines 1, 2 and 3 respectively 
Figure 4-18 represents a comparison between the best performing ANNs trained 
with and without cleansed data for the three turbines. This figure shows that MDI is 
performed more efficiently after data cleansing has taken place, as this reduces not 
only the mean error of the imputation, but also the standard deviation of this error. 
Thus, for the few cases where the mean imputation error of the dataset with 




8; Turbine 2: Sensors 7 and 8), the absolute error is still smaller with data 
cleansing. 
When the comparison of the performance is made (see Figure 4-19), results show 
that the average absolute error is 2.1%. Furthermore, in 95% of the cases (i.e.±2 
standard deviations) the error is within the range [+15.2%−11.0%]. This estimation 
was carried out by averaging mean value and standard deviation errors across the 
eight sensors for the three turbines (excluding Sensor 8 from Turbine 3 as 
mentioned before). Besides, Turbine 3 presents the highest challenge to input data 
to, having standard deviations that exceed the 20% of error in the imputation. 
 
Figure 4-19 Comparison of Missing Data Imputation results between turbines 
Furthermore, the errors presented in this section were calculated from the 
difference between the imputation and the exact value of DELs. Nevertheless, 
errors reduce considerably by checking when the imputed values are within the 




Table 4-1 Imputation Error within Noise Thresholds 
Imputation Error within Noise Thresholds 
Data Cleansing Turbine 1 Turbine 2 Turbine 3 
YES 0.05 % 0.16 % 0.24 % 
NO 5.28 % 10.51 % 32.17 % 
4.3.3 Fatigue Assessment 
Fatigue assessment constitutes the last step of the proposed methodology and the 
fundamental reason for its development. This section analyses the effect that data 
cleansing and MDI have on the current fatigue damage estimation. Fatigue 
assessment is normally based on uncomplete datasets, hence being able to 
impute missing data enhances the confidence in residual fatigue life estimations, 
as the number of samples increases and can become more accurate. However, 
this imputation needs to be precise by not introducing noise or amplifying biases in 
the estimations. Data cleansing is key in keeping noise away from the datasets. 
Figure 4-20, 4-21 and 4-22 show, for each of the three turbines under 
consideration, the effect that the four different combinations of cleansing and MDI 
scenarios have in fatigue calculations. This analysis takes Case D as its baseline, 
due to the positive results obtained in the previous section where missing data 
were proven to be imputed to the exact real value with an average absolute error of 
2.1% and within the range of [+15.2%−11.0%], for 95% of the times. 
According to Figures 4-20 and 4-22, fatigue is underestimated when data cleansing 
and MDI are not performed. This can be appreciated, especially in Case A (without 
cleansing/without MDI) and Case B (without cleansing/with MDI). The cause is 
believed to be an excess of noise, which contributes to the collection of lower 




When data cleansing is not carried out but the MDI is, there is occasional 
overestimation of stresses (see Case B, sensors 1 and 6 in Figure 4-20 and 
sensors 3 and 5 in Figure 4-21). The reason is that the noise is picked up in the 
algorithm and reproduced, making the cumulative effect to considerably increase 
the overall fatigue of the structure. On the opposite side, Case C, where data 
cleansing is carried out but MDI is not, is found to underestimate fatigue for the 
three turbines. The explanation for this phenomenon is the dramatic reduction in 
the number of samples considered for the fatigue calculation (see Table 4-2). 
 













Figure 4-22 Fatigue scenarios: Turbine 3 
The underestimation of fatigue when data cleansing is not carried out is particularly 
concerning. The implications of the underestimation of fatigue loads may seem 
small at this stage; however, these estimations have been made after two years of 
operation and at not critical locations. This means that while the difference in 
fatigue damage is currently not an issue, after ten years of operation it could make 
a difference to the remaining service life calculations, when an underestimated 
stress range is introduced in the S-N curve. Furthermore, sensors are not installed 




5–10 times smaller than they could be at hot-spots [10]. The underestimation of 
fatigue could potentially make a big impact at these hot-spots and in the remaining 
service life of the structure. 
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4.4 Conclusion 
In this study, a framework for the effective data management of SHMS was 
developed enabling the continuous analysis of OWT’ structural integrity throughout 
the life cycle. The synchronisation between environmental data (SCADA and 
metocean) and real, continuously monitored, 50 Hz strain data collected from three 
different OWTs currently in operation in the Irish Sea, led to datasets over three 
years long; however, these three datasets were incomplete. Noise cleansing and 
MDI were carried out with the purpose of determining their benefits in continuous 
fatigue assessment of OWT. 
Two scenarios were considered for each WT: with and without noise cleansing. 
Our results confirmed that in those cases where data cleansing was carried out, 
the average imputation error was about 2.1%. Furthermore, in 95% of the cases 
the error was within the range [+15.2%−11.0%]. The results indicated that noise 
cleansing and MDI could successfully be employed together to produce more 




was estimated for the four different cases, namely (i) without cleansing/without MDI 
(Case A), (ii) without cleansing/with MDI (Case B), (iii) with cleansing/without MDI 
(Case C), and (iv) with cleansing/with MDI (Case D). Results showed that for the 
wind turbines 1 and 3, fatigue was underestimated when data cleansing had not 
been performed. The cause is believed to be an excess of noise, which contributes 
to the collection of more uniform cycles of fatigue. In Case C, where data cleansing 
was carried out but MDI was not, fatigue was found to be underestimated for all the 
three turbines. Also, there was an overestimation of fatigue in some sensors when 
data cleansing was not carried out but MDI was. The reason is that the noise is 
picked up in the MDI algorithm and reproduced, making the cumulative effect to 
considerably increase the overall fatigue of the structure. 
Currently, fatigue analyses are often performed based on incomplete datasets. The 
methodology presented in this research provides the possibility of enhancing the 
confidence in fatigue life estimations by increasing the length of the datasets 
through firstly, data cleansing and secondly, MDI. The results obtained validate our 
two novel methodologies, making it a suitable tool for better evaluation of OWT’ 
structural integrity. We are exploring some opportunities to implement the 
proposed approaches in the wind energy sector with the aim of deriving more 
accurate fatigue life estimations to help push the boundaries of current operational 
periods and make the technology more competitive by reducing its LCoE. Further 
work could potentially focus on accounting for the degradation in the accuracy of 
sensor readings (increase in noise) across the years, comparing different periods 
across the life of a windfarm. A comparison between the performance of the 
proposed artificial NN method and some other techniques such as random forest, 
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Abstract: This paper investigates how the implementation of Structural Health 
Monitoring Systems (SHMS) in the support structures (SS) of Offshore Wind 
Turbines (OWT) affects Capital and Operational Expenditure (CAPEX and OPEX) 
of Offshore Wind Farms (OWF). In order to determine the added value of Structural 
Health Monitoring (SHM), the balance between the reduction in OPEX and the 
increase in CAPEX is evaluated. In this paper, guidelines for SHM implementation 
in OWF are developed and applied to a baseline scenario. The application of these 
guidelines consist of a review of present regulations in the United Kingdom and 
Germany, the development of SHM strategy, where the first stage of the Statistical 
Pattern Recognition (SPR) paradigm is explored, failure modes that can be 
monitored are identified, and SHM technologies and sensor distributions within the 
turbines are described for a baseline scenario. Furthermore, an inspection strategy 
where the different structural inspections to be carried out above and below water 
is also developed, together with an inspection plan for the lifetime of the structures, 
for the aforementioned baseline scenario. Once the guidelines have been followed 
and the SHM and inspection strategies developed, a cost-benefit analysis is 
performed on the baseline case (10% instrumented assets) and three other 
scenarios with 20%, 30% and 50% of instrumented assets. Finally, a sensitivity 
analysis is conducted to evaluate the effects of SHM hardware cost and the time 
spent in completing the inspections on OPEX and CAPEX of the Wind Farm (WF). 
The results show that SHM hardware cost increases CAPEX significantly, however 
this increase is much lower than the reduction in OPEX caused by SHM. The 
results also show that an increase in the percentage of instrumented assets will 






Keywords: Offshore wind; Structural Health Monitoring (SHM), Offshore 
inspection; guidelines; Cost-benefit analysis; Operational expenditure (OPEX), 




5.1 Introduction  
Over the past 15 years, wind energy has experienced a remarkable growth in 
Europe. This is partially due to the long-term goal set by the European Commission 
(EC) to lower greenhouse gas emissions by 80–95% by 2050, compared to levels 
in the 1990’s. This target has had significant implications for renewable energy 
development, which has experienced a rapid growth in the past few years. Wind 
power technologies (including onshore and offshore) play a crucial role in reaching 
Europe’s renewable energy targets. The Offshore Wind (OW) industry in Europe is 
moving fast to being a mainstream supplier of low-carbon electricity [320]. In 2017 
alone, about 3150 MW new OW power capacity was connected to the grid. This is 
twice more than in 2016 and 13% higher than in 2015, which was until now the 
record year for OW power installation [7]. This rapid development is not only due to 
the targets set by the EC in 2006 for all Member States [13], but also due to the 
scalability of wind energy with units of larger capacity been deployed in larger 
farms, further offshore [14]. 
The United Kingdom (U.K.) currently has 36 large WF, generating 20.8 TWh of 
electricity, which supplies on average 6.2% of the nation’s electricity demand [321]. 
Furthermore, by the end of 2017, 2923 turbines were either operational or under 
construction, reaching a cumulative installed capacity of 5.83 GW, which will soon 
reach 10.4 GW once turbines being commissioned are energised [321]. Moreover, 
in February 2018 the 7 GW milestone was reached, which highlights the industry’s 
progression. With all this growth taking place, areas close to shore and with good 
wind resource are running out and WF tend to be developed further from shore, 
which usually implies deeper waters. As was reported by WindEurope [7], the 
average water depth of OWF with grid connections in 2017 was 27.5 m, whereas 
the average distance-to-shore was 41 km.  
A key factor in the rapid development of the OW industry is the substantial 
reduction in the Levelised Cost of Electricity (LCoE) experienced in the past few 
years, which enhanced and stimulated investors’ interest in the industry. In 2013, 
the LCoE for OW energy was €140/MWh [322], but over the last few years this has 




bid of €49.9/MWh in 2016 for the Kriegers Flak project set a record LCoE forecast 
of €40/MWh [323]. In order to achieve and maintain the expected cost reductions 
and ensure the cost-competitiveness of OW in the energy sector, OW operators 
are currently investigating ways to optimise CAPEX and OPEX, which will lead to 
an LCoE reduction. An alternative route to reduce OPEX, and subsequently LCoE, 
is through the optimisation of the inspection and maintenance strategies. This 
optimisation is carried out by switching periodic or risk-based inspection regimes to 
a condition-based regime. In order to do so, periodic inspections can be postponed 
or directly taken out of the scope of works whenever the condition of the assets is 
proven to be appropriate. SHMS are currently the best approach to gain 
confidence in the assets’ integrity without actually deploying offshore. Furthermore, 
depending on the country, regulations about inspection regimes and monitoring of 
offshore assets may differ. 
Today, a few technical guidelines for SHM exist and these are mainly focused on 
civil infrastructure, such as bridges [324]. These were developed and published by 
national or international scientific or technical organizations [325–329]. In the OW 
field, Germanischer Lloyd — one of the leading certification organizations — 
published a guideline for the certification of Condition Monitoring (CM) systems for 
WT [330]. This guideline focusses mainly on the rotating parts of an OWT (CM 
Systems), but also includes requirements for SHM of the SS. Nevertheless, 
guidelines for SHM implementation in a holistic way constitute a research gap in 
the academic literature. For the sake of clarity, a distinction needs to be made 
between “guidelines for the implementation of SHM technologies” and “guidelines 
for SHM implementation”. The former refers to the process of determining how a 
particular technology would be applied into a given turbine. It will involve different 
aspects, such as the number of sensors, where these sensors will be located, their 
distribution, redundancies, number of channels for the data acquisition unit (DAU), 
the data transmission system and data storage, among others. The latter refers to 
the integration of different SHM technologies to optimise the structural integrity of 
an asset holistically and the understanding of the environmental and geographic 




with this asset. It involves the development of a SHM strategy that increases 
confidence in the structural integrity of the assets as a whole, complying with local 
legislation and aiming for an economic benefit.  
This paper aims to deliver guidelines for the correct SHM implementation to the SS 
of a baseline OWF. An increase in implementation of these systems will enhance 
operators’ confidence in the structural integrity of OWT SS and reduce the number 
of inspections they need during their lifetime. An example of the application of 
these guidelines is also provided for the baseline scenario, which is employed later 
in Section 5.3. An economic analysis is performed for the baseline WF to evaluate 
the benefits of SHM implementation in terms of reduction in OPEX, based on the 
previously developed guidelines. Furthermore, a comparison is made between the 
achieved OPEX reduction and the incurred cost of SHM implementation. The 
organisation of this paper is as follows. Section 5.2 presents the guidelines for 
SHM implementation, which when installed from the beginning of the operation on 
the WF, could be used to adopt a condition-based inspection strategy for reducing 
OPEX. In Section 5.3, a cost-benefit analysis of the impact of SHMS 
implementation in OPEX reduction is carried out based on the applied guidelines 
developed in Section 5.2. These results are presented and discussed in Section 
5.4 and followed by general conclusions in Section 5.5. 
5.2 Guidelines for structural integrity monitoring of offshore wind 
turbine support structures 
This section presents the process to be followed for the implementation of SHMS 
in OWF’s SS from the design stage. The reason why SHM needs to be considered 
early during design is to consistently capture the loading conditions of the turbines 
throughout the life of the structures (not only operational life, but also during the 
installation-energisation and stop-of production and decommissioning) and to 
determine whether the structural integrity of the units is as good as expected, or if 
anything is compromising it. SHM not only provides confidence in the condition-




integrity evaluation process of the assets in order to obtain certification and permits 
from governmental authorities. If SHMS are designed, installed and their data 
analysed appropriately, OPEX could be reduced, even though their implementation 
would have a slight increase in CAPEX associated with the commissioning stage. 
Nevertheless, this increase in CAPEX would be justified by the higher decrease in 
OPEX experienced throughout the operational life of the units. The proposed 
guidelines for SHM implementation consist of five stages: 
I. To obtain a clear understanding of the legislation regulating the territory 
where the OWF will be developed. 
II. To perform an analysis of the design drivers and challenges (i.e., sand 
banks that make the structures prone to scour development or a high tidal 
range that compromises accessibility) and failure mechanisms expected for 
the preferred design concept. 
III. To develop a SHM strategy based on the failure mechanisms that can be 
monitored. 
IV. To develop an inspection strategy that takes into consideration points I, II, 
and III and that becomes an economic justification for SHM 
implementation. 
V. To verify the economic feasibility of the proposed SHM strategy 
implementation. If the SHM implementation does not achieve a higher 
OPEX reduction than the associated CAPEX increase, either the SHM and 
inspection strategies should be reconsidered, or an alternative justification 
for the aforementioned implementation should be found (ie., an OWF is 
already in operation and SHMS are being implemented after there is the 
risk of a failure mechanism occurring). 
In the following subsections, the different stages of the SHM implementation 




inspection and maintenance of OW assets in the United Kingdom and Germany 
are reviewed (Section 5.2.1). A methodology for the development of a SHM 
strategy at a WF level is presented (Section 5.2.2), and an inspection strategy for a 
baseline scenario is provided (Section 5.2.3) for the posterior cost-benefit analysis 
carried out in Section 5.3. 
5.2.1 Regulations and standards 
In the offshore industries, operations often take place within the limits of territorial 
waters and a state’s Exclusive Economic Zone (EEZ). Legislative frameworks that 
are applicable to OW assets depend on the coastal state in whose waters they are 
installed. All states regulate the activities on their EEZ, however, international law 
must also be observed. The United Kingdom and Germany have been chosen as 
examples of the two European countries with the highest installed wind power 
capacity in 2017 [7]. The regulations concerning inspection and maintenance of 
OW assets in these two countries have been reviewed and compared below. 
In the United Kingdom, The Department for Energy and Climate Change [331] has 
overall responsibility for offshore energy projects, though some responsibilities in 
England and Wales are delegated to the Marine Management Organisation and 
powers are devolved to the Scottish Executive for Scottish projects. The Maritime 
and Coastguard Agency (MCA), as an executive agency of the Department for 
Transport and the Health and Safety Executives of Great Britain and Northern 
Ireland, hold the main responsibilities for Health and Safety (H&S) regulations in 
the United Kingdom’s OW industry. While floating structures are regulated by the 
MCA, fixed-bottom structures on the U.K. continental shelf are regulated by the 
Health and Safety Executive of Great Britain. 
In terms of inspection requirements, there is no entity or regulatory body imposing 
periodic inspection intervals. It is up to the operator to take care of the integrity of 
its assets. However, in order to get the appropriate insurance, the assets need to 
be certified by a certification body (i.e., DNV GL (Det Norske Veritas Germanischer 




been designed, inspected and maintained following best practices and regulations 
(when applicable) must be provided to these certification authorities by the 
operators. 
In contrast to the United Kingdom, Germany has a more complicated process for 
obtaining the consent for installation and operation of OWF. The Bundesamt für 
Seeschifffahrt und Hydrographie (BSH) [332] is the regulating authority for OW 
projects in German waters. All inspection and maintenance performed on the OW 
assets (WT, substation, array cables, onshore base and port, etc.) must be done in 
accordance with the requirements set out in the corresponding standards in their 
current version, as well as current state-of-the-art requirements for certification. 
BSH standards are listed in Table 5-1. 




Standard document Ref 
BSH 
Minimum requirements concerning the constructive design of 
offshore structures within the EEZ 
[333] 
Design of offshore wind turbines [334] 
Minimum requirements for geotechnical surveys and investigations 
into offshore wind energy structures, offshore stations and power 
cables. 
[335] 
Investigation of the impacts of OWT on the marine environment 
(StUK4) 
[336] 
One of the key requirements imposed by the BSH for the development of OW 
projects is that the design of these projects is certified by a certification authority 
(e.g. DNVGL, Lloyds Register, etc.). In order to acquire this certification some 
technical codes of practice that shall be taken into account in the design and 




Table 5-2 Technical standards for the design and operation of OWF 
Standard 
document 
Regulated subject Ref 
ISO 19901-6 
Petroleum and natural gas industries – Specific requirements for 
offshore structures, Part 6: marine operations 
[337] 
ISO 19905-1 
Petroleum and natural gas industries – Site-specific assessment of 
mobile offshore units – Part 1: Jack-ups 
[338] 
ISO/DIS 29400 
Ships and marine technology – Offshore wind energy – Port and 
marine operations 
[339] 
EN 1990 Basis of structural design [340] 
EN 1997 Eurocode 7: Geotechnical design [341] 
EN 1993 Eurocode 3: Design of steel structures [265] 
DNV-OS-H101 DNV offshore standard – marine operations, general [342] 
GL-IV-7 
GL rules for the certification and construction, IV industrial services, 
Part 7: Offshore substations 
[343] 
GL-IV-6 
GL rules for the certification and construction, IV industrial services, 
part 6: Offshore technology 
[344] 
API RP-2A-WSD 
American Petroleum Institute, Recommended Practice – Planning, 




GL rules and guidelines, IV industrial services, Part 2 Guideline for the 
certification of offshore wind turbines 
[346] 
DNV-OS-J101 DNV offshore standard – Design of offshore wind turbine structures [255] 
DNV-OS-J201 DNV offshore standard – Offshore substations for wind farms [347] 
Furthermore, there are two special consent approvals to be obtained. These 
concern the inspection and maintenance regimes of the Grouted Connection (GC) 
in both the offshore substation and WT. Maintenance of the equipment installed on 




manufacturer’s recommendations and particular warranty conditions, as well as 
any applicable statutory requirement related to the certification of the equipment as 
listed below. Nevertheless, as this paper is focused on OW assets’ SS, inspection 
and maintenance of this equipment is considered out of scope. Aside from the 
standards listed above, the Periodic Inspection Concept needs to meet the 
outstanding conditions from the certification reports. These conditions are: 
Table 5-3 Minimum requirements for the periodic inspection of SS according to the 
BSH [8] 
Test object Test basis and intervals 
Functionality of the anodes or 
impressed-current system 
During the first 2 years: annually 
After the first 2 years: depending on the condition 
(recommended every 4 years) 
Substructure: welded seams (subject 
to cyclic loads), intactness of the 
surface of the structural elements 
In accordance to the life cycle calculations and 
inspection plan 
Composition of the seabed surface, 
scouring 
During the first 2 years: annually 
After the first 2 years: depending on the condition 
(recommended every 4 years) 
Corrosion protection (visual 
inspection): 
 Underwater area of the 
structure 
 Alternating load 
 Underwater area of the 
substructure 
 Operational structure (SS) 
 
 Depending on the condition (recommended 
every 4 years) 
 Depending on the condition (recommended 
every 2 years) 
 Depending on the condition (recommended 
every 4 years) 
 Depending on the condition (recommended 
every 4 years) 
Operational structure: welded seams 
(subject to cyclic loads), bolts 





The areas and locations to be subjected to periodical inspections are to be 
selected based on a risk-based prioritisation. Based on standard recommendations 
[34], the interval between inspections of critical items should not exceed one year. 
For less critical items, longer intervals are acceptable. All the structural assets 
should be inspected at least once every five-year period. This could be taken as 
one single inspection in that period, or as the inspection of a certain percent of the 
total number of assets on a regular basis. The latter is considered a more sensible 
approach, as it enables the operator to have a continuous record of the integrity of 
the structural assets, e.g., 20% of OWT foundations on an annual basis. 
Ultimately, the risk-based SHM of the structural assets shall be used to reduce the 
scope of structural inspections in some cases, upon demonstration of the 
appropriate integrity level of the assets. These methods are meant to be employed 
for the entire operational life of the SS, modifying the scope of inspections and their 
periodicity, based on the findings and real condition of the assets. These periodic 
inspections shall provide evidence that the SS continues to comply with the design 
assumptions and that findings and observations are within the operational limits. If 
the periodical inspections or continuous SHM on selected locations reveal that 
degradation mechanisms are not developing as expected, unscheduled 
inspections or remedial works may be required. Unscheduled activities can be also 
triggered following an incident or event likely to have affected the structural 
integrity. 
5.2.2 SHM strategy 
As previously mentioned, the SHM strategy for the through-life of an OWF should, 
ideally, be built during the design stage. This means that while some design 
milestones are settled (foundation type, pile depth, stiffness, natural frequency, 




design and to optimise the inspection intervals. The way SHMS are designed and 
implemented follows the SPR paradigm, which is widely used across different 
industries for the implementation of damage detection strategies [23,348]. This 
paradigm was initially introduced in the SHM field by Farrar and Sohn [349] and 
later on adapted to the OW industry by Martinez-Luengo et al. [11,266]. The SPR 
paradigm consists of four stages, which are intensively described in [266]. These 
stages are presented in Figure 5-1.  
 
Figure 5-1 Statistical Pattern Recognition stages 
Operational evaluation is the first stage of the SPR paradigm and the one to be 
approached first during the design stage, as it sets the boundaries of the damage 
identification problem. This subsection focuses on the operational evaluation stage 
in order to give an example of the process and set the basis of the cost-benefit 
analysis carried out in Section 5.3. This stage aims to answer four questions 
concerning the implementation of the damage detection strategies. These 

















A. The motivation and economic justification for implementing the SHMS: while 
the motivation for the implementation of SHMS is to gain certainty in the 
structural integrity of the monitored assets, extend the service life and increase 
the WF revenue, the economic justification is covered in the next Section with 
the cost-benefit analysis. 
B. The different systems’ damage definitions. 
C. The Environmental and Operational Conditions (EOC) in which the SHMS 
are used. 
Operational evaluation, which is often disregarded in the literature, is crucial for the 
development of SHM strategies. It identifies the different failure mechanisms that 
are potentially worth monitoring and establishes damage thresholds. These 
damage thresholds are later employed to determine whether something is 
compromising the structural integrity of the assets, and therefore an unscheduled 
inspection is required to verify the extent of the damage and potentially carry out 
repair works, or everything is behaving as expected, and therefore a future 
scheduled inspection may not be required. The EOC in which the SHMS are 
operating also needs to be set in the operational evaluation stage (part C), as 
depending on the technologies employed, issues may arise with the damage 
sensitive features obtained (i.e., modal analysis).  
In order to perform the operational evaluation, the basis for the next section’s cost-
benefit analysis needs to be set. For this purpose, a baseline scenario for an OWF 
is defined. The main characteristics of this baseline case are given in Table 5-4.  
Based on these characteristics, the failure modes of the SS (foundation, GC and 
transition piece (TP)) are identified. After the failure mode identification, those 
failure modes that could potentially be monitored are analysed and their condition-
based inspection strategy is optimised [142]. Table 5-5 shows the effect that these 





Table 5-4 WF baseline scenario and EOC 
Characteristic Unit Value 
Number of WTs - 100 




Average distance to port km 50 
Average water depth m 30 
Foundation type - Monopile 
Number of offshore substations - 1 
Average wind speed m/s 10.0 m/s (at hub height) 
Tidal conditions s 0.5m (HAT to LAT) 
50 year wave m 6.5 
Current m/s 1.0 
Number of export cables - 1 
 
Table 5-5 Failure modes of offshore wind turbine support structures and their 
effects on structure integrity. 
Failure 
mode 







Accelerated fatigue YES Accelerometers and/or strain gauges 
Cracks in 
welds 
Accelerated fatigue YES Accelerometers and/or strain gauges 
Corrosion 
Loss of material leading to 
over-utilisation 
YES 






Corrosion and modification 
of modal properties and 
loading conditions 
NO 
Could be monitored by accelerometers 
but difficult to estimate the root cause 
of the modification in natural 
frequencies. Therefore it deems not 
worth monitoring 
Scour 
Loss of bearing capacity 
and modification of modal 
frequencies 
YES 
Accelerometers (not first mode), 
cameras or sonar 
GC 
displacement 
Loss of structural integrity YES 





Accelerated fatigue can lead to collapse of the structure before its 
decommissioning, which is the reason why some OWF were intentionally 
overdesigned. However, this overdesign implies a potential loss of revenue due to 
the decommissioning of an asset that may still be able to operate safely. 
Maximising return of investment (RoI) while optimising LCoE through the asset’s 
life extension could be achieved when the structural integrity of the aforementioned 
asset is well known. This is when continuous SHM becomes necessary. Fatigue 
and modal property monitoring are among the most important SHM techniques for 
SS of OWF, as the consequences of structural damage may be catastrophic. 
Modal properties can be monitored though the variation that modal parameters, 
such as resonance frequency, damping coefficient and modal curvatures, among 
others, experience with the change in different physical properties (i.e., reduction in 
mass or stiffness) [23,349]. In order to carry out modal property monitoring and 
analyse the structure's dynamic response, several accelerometers must be 
installed [266]. Operational Modal Analysis allows modal parameters in operational 
conditions to be estimated based only on vibration responses, without measuring 
the excitation forces [59,350]. 
Corrosion is one of the failure modes that most compromises the integrity of the SS 
of OWT, as it attacks any unprotected metal surface. This failure mechanism can 
be avoided by the protection of these surfaces in contact with the sea water [20]. 
Contact between dissimilar metals must also be avoided to prevent galvanic 
corrosion. This is achieved by the introduction of isolating elements and washers 
between the two metals [351]. The corrosion protection system of the SS of OWT 
comprises corrosion allowance, paint coating and cathodic protection by means of 
sacrificial anodes (SACP) or impressed currents corrsion protection (ICCP). All 
primary steelwork surfaces of the Monopile (MP) and TP, the secondary steelwork 
and the main access platform elements are coated according to ISO 12944 [352]. 
The SACP consists of stand-off sacrificial anodes made of Al-Zn-In, cast onto a 
steel insert, which are welded onto the MP structure. Corrosion is generally not 
monitored, although it can be done via ICCP. ICCP is an innovative method where 




potential in the water [353]. Therefore, the use of an external power supply enables 
the operator (who must be constantly monitoring the voltage requirement) to adapt 
the current to the voltage requirements at any time. ICCP also generates 
significantly higher current output with fewer, longer lasting anodes than a 
conventional SACP system [353]. The main benefit ICCP possess is that anode 
depletion can be monitored and controlled. Therefore, the chances of failure of the 
cathodic protection of the asset are minimised [354]. 
ICCP costs are complicated to estimate. For that reason, ICCP has not been 
included in the SHM strategy for the baseline scenario of the cost-benefit analysis 
presented in Section 5.3. Only SACP, coating and corrosion allowances have been 
utilised for the corrosion protection of the assets. Typically, MPs are designed with 
the intent of preventing internal corrosion, as wall thickness (and therefore CAPEX) 
would significantly increase if corrosion allowance was to be provided internally as 
well as externally. A way of preventing internal corrosion would be by sealing the 
internal compartments to eliminate the influence of oxygen and corrosive 
substances [355]. However, in the case of MPs, this sealing strategy is challenged 
in several areas: 
 The sealing around the cable entry and exit. 
 The edges around the post-mounted airtight platform sealing the upper 
part of the MP. 
 The GC between the MP and TP. 
Due to these challenges, corrosion protection inside the MP for this case study will 
be carried out by the implementation of SACP as opposed to coating, as SACP 
systems can be easily designed to last for the whole life of the structure (including 
decommissioning), whereas the expected lifetime of the coating is usually around 
15 years. 
One of the main challenges in the design and operation of OWT arises from the 
uncertainty of maximum scour depth around their foundations. Scour action can 




risk for OWF developments [356]. However, real-time scour data is currently not 
being collected by operators due to the lack of available instrumentation and 
monitoring techniques. New scour monitoring technologies for OWT installations 
are currently being investigated [10,357,358].  
GC displacement is a dangerous failure mechanism as it compromises the overall 
integrity of the OWT SS but also the ability of the turbine to produce electricity. GC 
displacement occurs when the axial capacity of the connection between the grout 
and the TP or the grout and the MP is insufficient, leading to a relative 
displacement between these elements and ultimately to the TP sliding down the 
MP to the seabed. The cause of the lack of axial capacity potentially stems from a 
number of possible failure modes, which are described and analysed in [359]. GC 
displacement can be easily detected by the use of displacement sensors (i.e., 
LVDT), indicating loss of capacity in the GC. The extent of the loss of axial capacity 
can also be determined by the installation of strain gauges in the stoppers of the 
TP. These stoppers are used temporarily during the installation of the TP. In the 
event that there is a loss of axial capacity, the TP would slide down until its 
stoppers rest on the MP and carry some, or all, of the axial and bending loads from 
the WT, which would be captured by the strain gauges. 
According to BSH regulations, 10% of the SS in any German WF must be 
equipped with permanent SHMS or CM Systems. These systems should be 
planned in accordance to the risk identification and prioritisation previously carried 
out. Other aspects to be taken into account in the selection of the locations to be 
monitored include: 
 Even monitoring of different structures within the OWF. Sometimes in an 
OWF not all the turbines have the same design or even the same 
manufacturer. This may occur when there is a high variation of water depths 
across the OWF, or a very high number or assets to be commissioned. 
Therefore, enough assets within each group of structures must be monitored 
in order to be able to ascertain whether SHM data represents a single 




 Minimisation of the potential loss of production due to failure and 
consequent turned-off turbines close to the offshore substation, affecting the 
whole production of the array. 
 Maximum water depth location due to highest seabed stresses produced by 
wave loading. 
 Critical locations in accordance to manufacturing or installation deviations. 
Sometimes fabrication and installation do not happen as expected. When 
deviations occur, a better assessment of the asset’s integrity is 
recommended. Aside from the requirement specified in BSH standards, a 
higher number of assets may be equipped with permanent SHMS or CM 
Systems if deemed necessary. 
Ideally all turbines (or as many as possible) should have the same SHMS or CM 
Systems installed so that conclusions and trends can be derived across the WF 
[11]. These SHMS or CM Syestems must be reliable and have a relatively high 
service life. They should also be able to collect data for long time periods without 
the necessity of inspection and maintenance on site. Therefore, sufficient 
redundancy shall be provided at the hardware, the software and the data storage. 
For the SHM systems, Table 5-6 details the necessary hardware to be installed. 
This SHMS strategy is comprised of acceleration, inclination and temperature 
sensors. Ten out of the 100 locations have the base case SHMS complemented by 
strain gauges. This arrangement of sensors serves to evaluate the dynamic and 





Table 5-6 SHM strategy: number, type and hardware location 





2D accelerometer 3 
Top of TP, 2/3 of Tower height and 
Top of Tower 
30 
2D inclinometer 1 Top of TP 10 
Displacement sensor 
(LVDT) 
3 Bottom of TP at the stoppers 30 
Strain gauges 12 
4 sensors per level: Top of TP 
(external), bottom TP (stoppers), 
top of MP 
120 
Temperature sensor 3 Top and Bottom of TP 30 
Data acquisition unit 1 Inside TP 10 
 
5.2.3 Inspection strategy 
A structural inspection strategy for the SS service life at the WF level is developed 
in this subsection, following the requirements of the BSH. BSH legislation has been 
chosen as it is more restrictive than the one applying in the United Kingdom. This 
inspection strategy is fundamentally divided into two types of work—above water 
and below water—which is strongly related to the three different types of periodical 
inspections described in DNVGL-ST-0126 [360]. This division concerns the 
different personnel, equipment and logistics needed. The following activities are 




5.2.3.1 Above water 
General visual inspection (GVI) of primary and secondary steel: The aim of this 




is above water. This involves a general inspection passing around the MP and 
access systems from a crew transfer vessel (CTV). The objective is to identify any 
obvious mechanical, fatigue or corrosion damage. These damages could be 
manifested as cracks, plastic deformation, buckling, denting, generalised galvanic 
corrosion, pitting, dents in the coatings or excessive Marine Growth (MG). Once 
the access systems have been cleared, the personnel must check the main access 
platform and TP. 
Close visual inspection (CVI) of primary and secondary steel: The aim of this 
inspection is to detect corrosion or fatigue damage in the inspected areas of the 
TP, main access platform and access systems above water and determine whether 
non-destructive testing (NDT) would be necessary to inspect any of the welds. This 
inspection is carried out closer to the structure (at a meter distance), therefore 
detecting smaller defects.  
Detailed Visual Inspection (DVI) of primary and secondary steel: The aim of this 
inspection is to determine the extent of fatigue damage when cracks are detected 
at pre-selected welds. In order to achieve that, NDT is employed. This inspection is 
carried out as a reactive measure when there is either a strong suspicion, or 
evidence of fatigue damage being present at welds.  
5.2.3.2 Below water 
Subsea GVI of primary and secondary steel: The aim of this inspection is to 
provide a general overview of the integrity of the part of the SS that is below water, 
in the same way than for the above water. This inspection can be carried out by 
divers or by a remotely operated vehicle (ROV).  
Subsea CVI of primary and secondary steel: The aim of this inspection is to identify 




and determine whether NDT would be necessary to inspect any of the welds. This 
inspection is carried out at a meter distance. For these analyses, MG cleaning as 
well as good visibility and environmental conditions are required. The necessary 
equipment to carry out this inspection is an ROV, a water jet to clean the MG, a 
length measuring device and a camera to document findings. 
Subsea DVI of primary and secondary steel: The aim of this inspection is to 
determine the extent of fatigue damage when cracks have been detected at pre-
selected welds using NDT techniques. This inspection would be carried out as a 
reactive measure when there is either a strong suspicion, or evidence of fatigue 
damage being present at welds.  
CVI of the GC: The aim of this inspection is to assess the integrity of the GC 
between the TP and the MP. Eight o-clock positions around the circumference of 
the bottom of the GC will be inspected and measurements of the level of the grout 
with regards to the bottom of the TP, taken. Any evidence of grout material loss or 
surface crack shall be reported. This inspection will be carried out by divers or an 
ROV. 
Marine growth survey: The aim of this inspection is to estimate the coverage, 
thickness and type of MG colonisation on the MP and sacrificial anodes and to 
compare its thickness against the one assumed in the design basis. Loading 
issues that could potentially arise from a significant deviation between the 
measurements and the design assumptions must be established [361]. Any MG 
formations on structural parts accessed by personnel, i.e., boat landings and 
access ladders, must be removed. This activity will be carried out either by divers 




Cathodic protection survey: The aim of this inspection is to confirm if there is 
adequate global cathodic protection from the water table to the seabed. Potential 
readings are to be made to every anode. Two methodologies can be followed to 
perform these readings: proximity readings using a reference electrode and contact 
readings. Both of these methods consist of a cathodic protection probe to be 
mounted on an ROV. No cleaning of MG needs to be performed during this task as 
this would disturb the measurements to be taken. 
Scour survey: The aim of this inspection is to monitor changes in the seabed 
topology around the MP foundation to account for both local and global scour. 
Seafloor objects and debris close to the structure must be identified and removed. 
Two different methods can be used: Multi Beam Echo Sounder Bathymetry Survey 
and Side Scan Sonar Survey. 
5.3 Cost-Benefit analysis  
This Section investigates the potential impact that implementation of the SHM 
strategy presented in Section 5.2.2 will have on OPEX and the reduction of LCoE. 
For this reason, the variation in the scope of works of the inspection and 
maintenance plan throughout the life of the WF is estimated for three different 
scenarios (optimistic, average and pessimistic). For these scenarios, the reduction 
in OPEX of the OWF achieved by SHMS is assessed. OPEX accounts for any 
necessary expense incurred in the inspection, Operation and Maintenance (O&M) 
of the offshore assets. OPEX usually consists of fixed costs that do not depend on 
the WF uptime and variable costs that depend on the time the WF operates [362]. 
Operations represent activities associated with high-level management of the plant, 
whereas inspection and maintenance are the tasks that entitle more effort, cost 
and risk. Inspection and maintenance can be preventive (carried out proactively 
before the system or component fails) or corrective (carried out once there has 
already been a failure that needs repair/replacing or the suspicion this failure is/will 




time to perform due to planning and logistics, the acquisition of spare parts, 
complexity of the repair and weather downtime. The longer these take to be 
performed, the higher the degradation of the system and the loss of production will 
be. One of the benefits of SHMS is that early onset of failures can potentially be 
detected, sometimes enabling preventive maintenance to be carried out, and other 
times enabling the mitigation of the consequences of such failures.  
Inspection is the process where the assets are verified to be fit for purpose. For SS 
of OWT, these inspections check that none of the failure modes described in Table 
5-5 pose a risk to the integrity of the structure. Offshore inspections are costly due 
to a number of factors, but mainly due to difficulties in the accessibility of the 
assets. That is the reason why relying on SHMS as an identification and diagnosis 
tool for failure mechanisms could help operators reduce the number of these 
inspections, and therefore OPEX. This Section calculates the potential saving in 
OPEX achieved by implementation of the SHM strategy in SS of OWF. 
5.3.1 Scenarios 
The main benefit of SHMS is that these systems, when applied effectively, can 
detect early stages of failure mechanisms being developed in the assets. The 
ability to react quickly to SHMS alarms helps mitigate these failure mechanisms 
and enables operators to have greater confidence in the structural integrity of their 
assets. This principle is explored in this section, where the added value of the 
implementation of SHMS in WTs is calculated. For this, the scenario presented in 
Section 5.2.2, where according to BSH only 10% of the assets are instrumented, is 
chosen as the baseline case. Furthermore, three other scenarios, including 20%, 
30%, and 50% of instrumented assets, are considered. For all the scenarios, the 
inspection frequency is estimated depending on the number of instrumented 
assets, which is related to the operator’s confidence in the structural integrity of 
their assets. It should be noted that this confidence in the integrity status of the 
assets can be influenced by a number of factors, such as the global safety factor 
considered in their design, the operator’s experience in OW O&M activities and the 




The above-mentioned scenarios are presented in Table 5-7, where the number of 
inspections performed on each one of the assets during their service life is 
specified following BSH regulations. This implies that for some of the activities, all 
the assets must be inspected in the first couple of years, with the interval between 
inspections able to be increased afterwards. Also, a higher number of instrumented 
turbines implies an increase in CAPEX due to the extra instrumentation and 
installation. The aim of this section is to calculate the added value of the 
implementation of SHMS in SS of OWF. This is achieved by the comparison of the 
reduction in OPEX versus the increase in CAPEX due to the implementation of 








Table 5-7 Scenarios of SHM implementation 
Activity 
Baseline Scenario Scenario 1 Scenario 2 Scenario 3 
SHMS in 





























































Seabed scour survey 


















100% the 2 
first years 
and then 5% 
every year 
3.15 


































100% the 2 
first years 
and then 5% 
every year 
3.15 


























































5.3.2 CAPEX increase due to SHM implementation 
This sub-section evaluates the increase in CAPEX costs (∆𝐶𝐴𝑃𝐸𝑋) incurred due to 
implementation of the SHM strategy under three scenarios of 20%, 30% and 50% 
of instrumented assets. The cost of implementation of the SHM strategy (𝜑𝑆𝐻𝑀 ) is 
given by: 
∆𝐶𝐴𝑃𝐸𝑋 = 𝜑𝑆𝐻𝑀 = 𝜑𝐻 +𝜑𝑉 + 𝜑𝐼 +𝜑𝑀 + 𝜑𝑃𝑀  5-1 
Hardware costs (𝜑𝐻 ) are related to the sensors, cabling, and DAUs required for the 
implementation of these systems. The cost of the necessary hardware for applying 
the SHM strategy (developed in Section 5.2.2) to the Baseline case under the 
scenarios 1, 2 and 3 is detailed in Table 5-8.  













2D Accelerometer 3 621.5 [363,364] 30 36000 
2D Inclinometer 1 661.5 [365,366] 10 10000 
Displacement sensor 
(LVDT) 
3 167.5 [367,368] 30 6450 
Strain gauges 12 105.25 [369,370] 120 12000 
Temperature Sensor 3 182.25 [371,372] 30 4200 
DAU 1 6988.5 [373,374] 10 115000 
Installation and calibration cost (𝜑𝐼 ) is another cost incurred by the implementation 
of SHMS. This cost account for installation and calibration activities that are 
typically subcontracted to either the hardware supplier or a service provider. 
Personnel costs are also accounted by 𝜑𝐼 . When third parties are involved, there 




cost (𝜑𝑀 ), vessel cost (𝜑𝑉 ), and project management costs (𝜑𝑃𝑀 ). 𝜑𝑀  is related to 
the cost incurred by the third party for travelling personnel and transporting goods 
for the duration of the works. This is highly variable with the duration of the 
installation, the number of personnel taking part in the works and the geographic 
location of the WF. Table 5-9 shows the number of people considered to take part 
in the installation of the hardware. 𝜑𝐼  and 𝜑𝑀  are estimated by using the following 
equations: 





Depending on the nature of the monitoring campaign, the installation could be 
carried out either onshore or offshore. Typically, performing the same type of work 
could be up to ten times more expensive if performed offshore rather than onshore 
[8]. Therefore, given the fact that these systems are implemented from the 
commissioning stage, their installation would be carried out onshore. Therefore, no 
𝜑𝑉  is incurred this time.  
Table 5-9 Mobilisation / demobilisation costs for the different scenarios 
Scenario People Days Cost (k€) 
Baseline 4 10 14 
Scenario 1 8 10 28 
Scenario 2 12 10 42 
Scenario 3 20 10 70 
𝜑𝑃𝑀  is related to all administration and coordination activities to make the 
installation of the SHMS possible. These costs tend to vary depending on the 
supplier and therefore have been estimated from the following formula extracted 
from [375]: 





5.3.3 OPEX reduction due to SHM implementation 
This sub-section investigates the reduction in OPEX achieved by implementation of 
the SHMS strategy. As the number of instrumented turbines increases, the 
knowledge and certainty about the structural integrity of the assets also rise. This 
enables the operators to reduce number of inspections carried out ono the assets 
throughout their service life. It is believed that the decrease in OPEX due to the 
reduction in the number of inspections exceeds the increase in CAPEX due to the 
cost associated with instrumenting the units. In this sub-section, the OPEX 
reduction due to SHM implementation is calculated. Inspection costs are influenced 
by the following aspects: 
- Cost of accessibility (𝜑𝐴): how many turbines can be inspected in a day 
depending on the type of inspection to be carried out, type of vessel to be 
used (𝜑𝑉), commuting time to the WF and back, fuel consumption of the 
vessels, price of fuel, etc. 
- Equipment costs depending on each activity (𝜑𝐸). 
- Personnel costs (𝜑𝑃): how many people intervene, their daily rate and their 
shifting patterns. 
- Project management costs (𝜑𝑃𝑀 ): to account for logistics organization and 
reporting. 
Accessibility has a great influence on the cost of inspections. Depending on where 
the activity is carried out (above water or below water), a certain type of vessel is 
employed. Typically, there are two options: CTV and service vessel (SV). CTVs are 
designed to be efficient and effective. They are specially designed to work in the 
OW sector. CTVs are generally small aluminium catamarans employed to transfer 
personnel in and out offshore sites on a daily basis [376]. Their carrying capacity is 
usually 12 crew, which will do 12hr shifts, meaning that the CTV would come back 
to port by the end of the day. Transit speeds range between 15 and 30 knots [376]. 




come generally equipped with Sidescan Sonar and/or Multibeam Echosounder. 
They are employed for subsea operations as generally CTVs do not have the 
capability of launching an ROV or enough dynamic positioning redundancies to 
keep still during the ROV operation. These vessels have a capacity of around 10 
passengers and they perform 24hr operation, which means that they would only 
come back to port approximately once every two weeks [377]. They are bigger and 
slower than CTVs with cruising speeds around the 20 knots when they are half-
loaded [378]. Table 5-10 shows mobilization / demobilisation costs and daily rates 
for both CTVs and SVs.  
Table 5-10 Vessel costs 
Vessel cost (𝝋𝑽) CTV SV Reference 
mob / demob (€) 0 70000 
[286] 
day rate (€/day) 3700 5000 
Regarding the amount of turbines that can be inspected in a day, the actual 
number not only depends on the inspection to be carried out, but also on the transit 
time to the site for above water works and on the transit time between turbines for 
both above and below water works. These transfers have been estimated and are 
shown in Table 5-11. Table 5-12 shows equipment costs and their daily rates for 
inspection of SS in OWF.  
Table 5-11 Equipment costs 
Average transit time to OWF (hr) 1.5 
Average transit time to turbine (hr) 0.25 
Average fuel consumption (L/ Nautical Mile) 25 
Average cost of fuel (€/L) 0.6 
 
Table 5-12 Average transit times and cost 
Equipment cost (𝝋𝑬) Day rates (€/day) Source 
Mechanical toolkit 50 
[379] 
ROV 2750 
measuring toolkit 500 
NDT equipment 700 




Table 5-13 shows the estimation of time that each one of the inspections takes, 
and the number of turbines that can be inspected by the end of the day. It must be 
noted that this time is subject to variations depending on the details of inspection 
activities, technicians’ experience, environmental conditions, etc. Table 5-13 shows 
the amount of personnel required for each inspection and the necessary equipment 
to be deployed. It should be noted that “solo working” is not permitted due to H&S 
considerations. Also, to account for the 24hr works below water without returning to 
port for periods of sometimes up to two weeks, the working crew would be on 
average of 10 passengers [381].  Personnel salary highly depends on the project, 
geographic location and qualifications. In [286], personnel salary (𝜑𝑃) is reported to 
be of 270£/day (around 310€/day), however, from the authors’ point of view, this 
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Subsea GVI of 
primary and 
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SV 10 24 2 ROV 9 
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SV 10 24 7 
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5.3.4 Sensitivity analysis 
Inspection costs are subject to uncertainties due to the large number of factors and 
stakeholders involved in these activities. To this aim, a sensitivity analysis is 
performed to evaluate the effect of two factors on CAPEX and OPEX. These two 
factors are: cost of SHM hardware and inspection time. Nowadays, various sensors 
with a range of prices are available in the OW energy market. Table 5-14 presents 
an optimistic, average and pessimistic range of hardware prices. As it can be 
observed, for a sensor with similar specifications, there might be up to 100% 
increase in price due to slight modifications in its design. The effect of these 
fluctuations on the increase of CAPEX due to the instrumentation of a higher 
percentage of assets is investigated.  
Table 5-14 Sensitivity analysis of hardware price 
Sensor type 
Unit price (€) 
(optimistic) 
Unit price (€) 
(average) 
Unit price (€) 
(pessimistic) 
2D Accelerometer 160 621.5 1083 
2D Inclinometer 293 661.5 1030 
Displacement sensor (LVDT) 95 167.5 240 
Strain gauges 43 105.25 167.5 
Temperature sensor 110.5 182.25 254 
DAU 1037 6988.5 12940 
Inspection time is another variable aspect that strongly influences the cost of 
inspection campaigns. Inspection time is susceptible to weather conditions, sea 
state, technicians’ experience, condition of the asset, etc. An increase in inspection 
time leads to an increase in the number of offshore days within a campaign. This 
may seem not crucial however, this time-increase has other associated costs such 
as: deploying of a vessel, personnel, and equipment offshore. Furthermore, 
inspection times may vary depending on the supplier performing the activities. A 
30% weather downtime has been considered in these analyses. Table 5-15 shows 
the optimistic, average and pessimistic scenarios used for the sensitivity analysis 
of this case study and how the increase or decrease in time to perform the different 


















GVI of primary and 
secondary steelwork 
1 1.5 2 8 6 5 
CVI of primary and 
secondary steelwork 
1.5 2.5 3.5 6 4 3 
DVI of primary and 
secondary steelwork 
3 4 5 3 3 2 
Seabed scour survey 1 1.75 2.5 17 11 8 
Subsea marine growth 
survey 
1 1.5 2 17 13 10 
Cathodic protection 
potential survey 
2 3 4 10 7 5 
CVI of the GC 1 2 3 17 10 7 
Subsea GVI of primary 
and secondary steelwork 
1 2 3 17 10 7 
Subsea CVI of primary and 
secondary steelwork 
6 7 8 4 3 3 
Subsea DVI of primary and 
secondary steelwork 
4 6 8 5 4 3 
 
5.4 Results and discussion 
In this Section, the results of the cost-benefit analysis are reported. The aim is to 
quantify the added value of SHMS when implemented from the installation of the 
OWF. The total CAPEX is £1.68 billion (around €1.87 billion), while the annual 
OPEX was estimated £56.6 million (around €63 million) [286]. With the 
implementation of SHM, Table 5-16 shows the CAPEX increase due to the SHM 
implementation for the baseline scenario and scenarios 1, 2 and 3. Furthermore, 
the results of the sensitivity analysis performed with regards to the highly variable 
hardware prices are given in Table 5-16. As it can be appreciated, the hardware 
cost variation plays an important role in the overall cost of implementation and 




“optimistic scenario 3” (SHMS in 30% of the assets) is 25% cheaper than an 
“average Baseline scenario” (SHMS in 10% of the assets).  
Table 5-16 SHMS cost and CAPEX % for hardware sensitivity analysis 
Scenario 
SHM cost and hardware cost sensitivity analysis 
Optimistic Average Pessimistic 







Baseline 0.04 0.003 0.16 0.009 0.28 0.016 
Scenario 1 0.08 0.006 0.32 0.019 0.55 0.031 
Scenario 2 0.12 0.009 0.48 0.028 0.83 0.047 
Scenario 3 0.20 0.014 0.79 0.046 1.39 0.078 
These results suggest that hardware selection and acquisition constitutes a very 
important aspect of SHM implementation. Figures 5-2, 5-3 and 5-4 show the 
amount of increase in CAPEX due to SHM implementation in Scenario 3 for three 
cases of optimistic, average and pessimistic hardware costs respectively. As can 
be seen in the figures, the cost of SHM implementation accounts for a small 
proportion of the total CAPEX. 
 
Figure 5-2 CAPEX increase due to SHM implementation in scenario 3, optimistic 





Figure 5-3 CAPEX increase due to SHM implementation in scenario 3, average case 
of hardware costs 
 
Figure 5-4 CAPEX increase due to SHM implementation in scenario 3, pessimistic 
case of hardware costs 
Overall, it can be concluded that the percentage of CAPEX increase when SHMS 
are installed onshore is less than 0.1% of the CAPEX. The quantification of the 
OPEX percentage dedicated to structural inspections of the assets throughout their 
lifetime is given in Table 5-17 and is graphically shown in Figure 5-5. The results of 
the sensitivity analysis performed on the effect of inspection time in the cost of 





Table 5-17 Lifetime inspection costs and inspection-time sensitivity analysis for 
Baseline case, Scenario 1, 2 and 3 
Scenario 
Inspection time sensitivity analysis 
Optimistic Average Pessimistic 
Cost (M€) OPEX % Cost (M€) OPEX % Cost (M€) OPEX % 
Baseline 15.6 1.2 19.9 1.6 24.4 1.9 
Scenario 1 13.1 1.0 16.8 1.3 20.5 1.6 
Scenario 2 9.5 0.8 12.1 1.0 14.9 1.2 
Scenario 3 3.8 0.3 4.9 0.4 6.1 0.5 
 
 
Figure 5-5 Graphical comparison of lifetime cost of structural inspections under 
different scenarios 
Furthermore, Table 5-18 shows the OPEX percentage reduction in terms of 
structural inspection costs for the three cases of optimistic, average and 
pessimistic inspection time under different SHM implementation scenarios when 
compared to the baseline case. Even though the percentages are low (below 2%), 




account scheduled inspections but unscheduled maintenance was ignored, which 
given their often urgent nature will increase OPEX considerably. The reason why 
unscheduled maintenance has not been considered in the study is the lack of 
available data in the literature.  
Table 5-18 Lifetime OPEX reduction due to SHM implementation and inspection time 
Scenario 
OPEX reduction for different inspection-time scenarios 
Optimistic Average Pessimistic 
 M€ %  M€ %  M€ % 
Scenario 1 2.5 0.2 3.2 0.3 3.9 0.3 
Scenario 2 6.1 0.5 7.8 0.6 9.5 0.8 
Scenario 3 11.8 0.9 15.0 1.2 18.3 1.5 
 
Figure 5-6 Lifetime OPEX reduction from baseline case 
Table 5-18 and Figure 5-6 show the reduction of OPEX due to the implementation 
of SHMS in the WF. Furthermore, Figure 5-6 presents graphically how the lifetime 
cost of each one of the different inspections decreases with the number of times 
such inspections are performed to all the assets in their lifetime. This is related to 




implementation enhanced the confidence in the structural integrity of the assets, 
enabling a smaller frequency of inspection. Thus, in Figure 5-7, while average 
inspection-time scenarios are represented by different symbols in the legend, 
optimistic and pessimistic scenarios are shown by dashed lines. These optimistic 
and pessimistic inspection-time scenarios represent the upper and lower bound of 
the cost interval, respectively. Furthermore, Figure 5-7 shows the cost reduction 
when the number of lifetime inspections is reduced due to SHM implementation. 
Slope change between above/below water inspections can be observed.  
Lastly, Table 5-19 summarizes the increase in CAPEX versus the decrease in 
OPEX that different SHM implementation scenarios have for the optimistic, 
average and pessimistic cases of both sensitivity analyses for SHM hardware cost 
and inspection time. As can be appreciated, SHM implementation makes sense in 
all of the cases, as the OPEX reduction is much higher than the CAPEX increase 
due to the implementation of the SHMS. From Table 5-19 it can be concluded that 
the added value of SHM implementation ranges from 1.93–18.11 M€ for the 
presented scenarios and sensitivity analyses. Therefore, it can be concluded that 
SHM implementation can help WF operators reduce LCoE and maximise RoI. 
 














Inspection-time sensitivity analysis 

























3.87 Average 0.32 0.32 0.32 







9.51 Average 0.48 0.48 0.48 







18.31 Average 0.79 0.79 0.79 
Pessimistic 1.39 1.39 1.39 
5.5 Conclusions 
In this paper, guidelines for the implementation of an SHMS were developed and 
applied to a case study. SHMS, when installed from the beginning of operation of 
the WF, can be used to adopt a condition-based inspection strategy for reducing 
OPEX. The regulations to be adhered to for the specific cases of the United 
Kingdom and Germany were extensively described and then the process to be 
followed by operators for the development of a SHM strategy together with an 
inspection strategy was explained and applied to a baseline case study. This 
baseline case study was used to perform the economic analysis of the benefits of 
SHMS implementation in the reduction of OPEX based on the developed 
guidelines.  
Results back up the hypothesis that when implemented from the beginning of the 
service life, SHMS help WF operators reduce the number of necessary inspections 
required, thereby reducing OPEX. This reduction was found to be much greater 




hardware selection and acquisition constitute a very important aspect of SHM 
implementation, whilst this cost remains significantly lower than the total CAPEX. 
Thus, the percentage of CAPEX increase due to SHMS implementation remains 
less than 0.1% of CAPEX, whereas the percentage of OPEX reduction is estimated 
to be in the 0.2–1.5% range. Finally, the added value of SHM implementation was 
estimated to be between 1.93–18.11 M€ for the presented scenarios and sensitivity 
analyses. 
An aspect that has not been taken into account due to the high variability and lack 
of economic data available was the unscheduled inspections and repairs in the 
structure of the OWT. The main benefit and the reason why inspections are 
scheduled less often when SHMS are implemented is that these systems are able 
to detect and sometimes predict failures. Therefore, by the implementation of these 
systems, unscheduled repairs with a subsequent loss of production are less likely 
to occur, which would be translated into a further reduction in OPEX. This idea is 
expected to be researched in further works. 
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6 GENERAL DISCUSSION AND LIMITATIONS 
In the past years Offshore Wind (OW) Energy has become a mature technology 
able to compete with non-renewable sources and a significant contributor to the 
reduction of CO2 emissions [382]. OW has rapidly reduced costs, which enables it 
to play a central role in Europe’s power mix going forward, as from the 14th of June 
2018 the European Parliament and Member States agreed to increase the 
European Union’s renewable energy target for 2030 to 32% with a possibility for 
upward revision in 2023 [383].  
With this agreement the European Union stays in the race for Global 
competitiveness on renewables, which gives developers and operators confidence 
to include this technology within their mainstream portfolios. Combating Climate 
Change also encourages developers and operators to keep investing in improving 
Offshore Wind’s (OW)’s technology readiness. In order to do so, there are few 
challenges to overcome. Increasing availability of farms and reliability of units, 
decreasing scheduled and unscheduled inspection and maintenance, eliminating 
unexpected catastrophic failures and extending operational lives of the assets, are 
some of the targets that attract focus towards deploying the next generation of WF 
[384]. Meeting these targets and at the same time reducing Levelised Cost of 
Electricity (LCoE) are the biggest challenges OW aims to achieve [384]. In order to 
do so, both Capital Expenditure and Operational Expenditure (CAPEX and OPEX) 
need to be optimised. Structural Health Monitoring (SHM) contributes to increasing 
confidence in the monitoring performance of the assets against certain failure 
modes and reducing the necessary inspections to be carried out in the Offshore 
Wind Farm (OWF) throughout the lifetime.  
Structural Health Monitoring Systems (SHMS) have become a useful method to 
enhance OM and enhance inspection and maintenance activities, as the 
information gathered can be employed in the development of a tailored condition-
based inspection and maintenance program. This aims to reduce the necessary 
downtime and inspection cost (number of offshore visits), prevent repairs and 




A detailed review of SHM technologies for Offshore Wind Turbines (OWT) and how 
these could enhance inspection and maintenance activities is presented in Chapter 
2 (Publication 1). The aim of this review is to understand how SHM data is 
collected and how it needs to be handled, pre-processed, analysed and 
interpreted. Furthermore, technological implementation of SHMS was investigated 
through the adaptation of the Statistical Pattern Recognition (SPR) paradigm to the 
OW Industry.  The SPR paradigm’s stages are:  
I. Operational evaluation 
II. Data acquisition, normalisation and cleansing 
III. Feature extraction and information condensation 
IV. Statistical model development 
All SPR paradigm’s stages can be applied to every SHM technology however, 
these do not always have the same impact on them. Furthermore, these stages are 
not a linear sequence, which means that, depending on the application, each one 
of the stages will take place in different order. This is shown in Chapter 4 
(Publication 3), where information condensation and synchronisation take place 
before cleansing, for the particular case of strain monitoring. 
The ability to normalise the measured data with respect to varying Environmental 
and Operational Conditions (EOC) is a key aspect of a SHMS in order to avoid 
false positive indications of damage. The most important aspect regarding 
accuracy of data normalisation comes with the damage sensitive features that 
must be extracted from these data. Those damage sensitive features must not be 
lost or diluted by the normalisation process. Even though not all sources of 
variability in the data acquisition mechanism can be eliminated, they need to be 
identified and minimised as much as possible.  
An example of the variable impact that each one of the SPR paradigm’s stages has 
in the different SHM technologies manifests with data normalisation. Whereas data 
normalisation is an important and difficult process in vibration monitoring, having to 




monitoring, where the only variable to normalise against is temperature (as 
explained in Publication 3). 
Data cleansing is the procedure of selectively choosing data to pass-on or to reject 
from the feature selection process. In other words, data cleansing is the procedure 
of selectively discarding data that might not represent the system’s behaviour. In 
Chapter 2 (Publication 1), the difficulty in performing data cleansing was placed in 
the fact that this process is commonly based on experts’ knowledge gained in 
previous data acquisition processes. By the identification of outliers, experts should 
be able to determine whether these are noise-free measurements, and therefore 
utilised in future assessments; or if these measurements contain a level of noise 
higher than the allowable and therefore should be erased from the dataset. This 
process was investigated in Chapter 4 (Publication 3), where a novel data 
cleansing methodology was developed with real SHM data for the particular case 
of continuous strain monitoring. This new methodology could potentially enable 
operators to rely less on expert’s experience for data cleansing and more on the 
data analysis.  
As part of this methodology the relationships between multiple sensor responses to 
complex cyclic loading were established according to wind speed and wind 
direction. An important limitation of this work is in the fact that only these two 
variables were used to derive the aforementioned relationships, leaving the 
influence of other important variables, such as turbulence, wave height, direction 
and period, out of these relationships. Including these variables in the proposed 
methodology would not require much computational effort, however, it would 
considerably increase the amount of data required and also make more difficult the 
visualisation of the resulting “noise thresholds” and the definition of noise due to 
the high number of variables. 
These sensor relationships at the beginning of the operational life of the turbine 
were set as the baseline behaviour. The reason why this is carried out right after 
the turbine’s commissioning is because this is when the calibration of the systems 
takes place. The sensors are therefore meant to record the most accurate readings 




future measurements and establish changes in the structure’s behaviour. These 
changes may be punctual (due to a sudden change in the environmental conditions 
or an specific operational configuration), or permanent (due to a permanent change 
in loading conditions or modal conditions, like stiffness). The effect that the 
aforementioned limitation (of not considering all environmental variables to set the 
baseline behaviour) has in the percentage of data removal due to noise is high. 
Currently this percentage can reach between 15-30% in some cases. This 
percentage is deemed to be higher than expected in some cases and could 
potentially be labelling good data as “noisy” due to the lack of relationships with 
other variables in the methodology. Future work could potentially focus in including 
the rest of environmental variables in the methodology in order to reduce the 
percentage of removed data. 
As concluded in Chapter 4 (Publication 3), this procedure could be beneficial not 
only for removing noise sources and improving missing data imputation at a later 
stage, but also in identifying outliers. In this chapter, two scenarios were 
considered for three different turbines: with and without noise cleansing. For those 
cases where data cleansing had been performed, the average imputation error was 
2.1%. Furthermore, in the 95% of cases the error is within the range [+15.2% to –
11.0%]. These results are fairly positive considering the high variability of EOC at 
an OWF. Results from the applied methodologies of noise cleansing and Missing 
Data Imputation (MDI) to strain monitoring data indicate that these techniques 
could successfully be employed together to produce more complete datasets 
containing real low-disturbed strain data. 
Before SHM started to be extensively used in the OW industry, fatigue estimations 
where extrapolated from a relatively small time-series dataset of strain 
measurements. Nowadays sensors tend to be left offshore for longer periods, if not 
for the whole service life of the asset, and therefore much longer datasets are 
collected. Due to this extensive data extraction, robust data reduction techniques 
have to be developed to preserve feature sensitivity to the changes of interest. 
Data condensation constitutes an inherent part of the Feature Extraction 
procedure. The different types and quantity of sensors needed in order to make 




condensation is, most of the times, a necessary stage occurring before the 
analysis of the extracted data through the statistical models. However, a smart 
trade-off between data condensation and loss of information must always be 
maintained. 
In the particular case of fatigue analysis through strain monitoring, collected 
information comes always in the form of time series of strains at the points where 
the strain gauges are placed. Generally, the time series are collected at high 
frequencies (i.e. 50Hz) and processed into condensed formats. These processed 
formats lose information as condensation takes place. Loss of information is 
always risky in engineering as it may lead to miscalculations in service life 
estimations. In order to deal with information loss, three approaches could be 
followed: 
- Smart data fusion: SHM data needs to be synchronised with environmental 
conditions/Supervisory Control and Data Acquisition (SCADA) data at the 
beginning of the data assessment. Data is generally collected at different 
frequencies and therefore, the ability to appropriately synchronise all of them 
will reduce information loss. An example of smart data fusion can be found in 
Chapter 4 (Publication 3) where 50Hz strain measurements were 
synchronised with 30 min wave data and 10 min SCADA data. 
- More conservative designs: are common practice utilised to counteract 
information loss and the uncertainties this produces. This may lead to over-
dimensioned structures, which have a negative impact on CAPEX and make 
OW less competitive in comparison to other energy sources.  
- Missing data imputation (MDI): can be an effective mitigation strategy to 
information loss produced not only by data reduction, but also by data 
cleansing or potential issues in data collection. Provided that MDI is carried 
out effectively, reproducing the data accurately, it enhances the confidence in 
fatigue life estimations, as these are based in much longer datasets. Chapter 
4 (Publication 3) developed a methodology for the MDI of strain monitoring 
data in OWT. This chapter argues that the accuracy in the missing data 




However, this increase in accuracy may be also influenced by the sometimes 
high percentage of data removed through cleansing.  
Fatigue estimations were carried out for four different cases: 
1) Case A: without cleansing/without MDI 
2) Case B: without cleansing/with MDI  
3) Case C: with cleansing/without MDI  
4)  Case D: with cleansing/with MDI  
Results showed: 
o In Case A and B, when data cleansing did not take place, fatigue was 
underestimated in Turbines 1 and 3. The reason of this underestimation 
being an excess of noise contributing to the collection of more uniform 
cycles of fatigue. 
o In Case C, when data cleansing took place but MDI did not, fatigue was 
again underestimated for Turbines 1, 2 and 3.  
o In Case B, when data cleansing did not take place but MDI did, fatigue 
was overestimated in some sensors. The reason of this overestimation is 
the replication of noise by the MDI algorithm, making the cumulative 
effect to considerably increase the overall fatigue of the structure. 
Another scope limitation of this project is the fatigue estimation in other critical 
locations through the extrapolation of stresses. This task was not carried out due to 
time constraints, but also due to the fact that it has already been given attention by 
other sources. For more information regarding extrapolation of strain 
measurements in OWTs, please refer to the following articles [385–388]. 
Finally, it should be noted that the term “correlation” used in Chapter 4, is not the 
most appropriate term to be used in the context that has been used, as it can be 
easily mistaken by the traditional “correlation” term used in a linear model with an 
offset and a slope. In Chapter 4, “correlation” is evaluated by the standard 
deviation of the difference between sensor readings. Therefore, this is closer to a 
measurement of “equality”. Equality constitutes a particular case of correlation, as, 




whereas correlation in a linear model would be defined as any slope and offset and 
measured by a correlation coefficient.  
Aiming to understand the response of OW monopile support structures (SS) to 
complex loading, a parametric FEA model was developed and validated with the 
SHM data provided by an offshore wind operator. This validation is shown in 
Chapter 3, where the natural frequencies of the whole turbine and just the tower 
obtained through modal analysis were validated with the industrial data provided by 
the sponsor.  
Despite the fact that the parametric FEA model developed and validated in Chapter 
3 was fairly complete, not all verifications were done. For example, all the analyses 
performed were either static or model and there was no dynamic analysis carried 
out. Also, several of the load cases detailed in [252] were not modelled, (i.e, the 
load case with extreme load effects under normal operation). This constitutes the 
main limitation of the resented parametric FEA model. Despite this limitation, the 
model provided an understanding of how OWT SS behave, which was useful later 
on during the project. Furthermore, the PYTHON coding of the model could be 
developed further to perform dynamic analyses. 
The understanding obtained from this parametric model was used in the analysis of 
some of the SPR paradigm’s stages. From this model, Key Design Parameters 
were identified and two of them (Case A and B from Publication 2) were assessed 
to see their influence in the structural integrity of the OWT. These two case studies 
aimed to reduce CAPEX costs either by lowering the amount of steel needed in the 
turbines or by controlling their natural frequencies and stability. Furthermore, 
another two case studies were developed to understand failure mechanisms 
affecting OWT: scour development and marine growth.  
Case C from Chapter 3 (Publication 2) studied the effect of scour development. 
The fourth case study assesses the effect of marine growth in the structural 
integrity of OWTs. The focus of the analysis is to determine how different growth 
rates and patterns of zonation of MG affect the structural integrity of the system. 
This case study was developed and presented in the Marine Structures 




this is a conference paper, it has not been included as a core contribution to the 
thesis (as a chapter). Instead it shall be considered as a “Complimentary 
Publication”. For further details about this case study, please refer to Appendix A. 
Results from Case A, B and C showed:  
o Case A was effective in materials cost reduction but not in modal 
frequencies control. The reduction in transition piece’s (TP) and Grouted 
Connection’s (GC) length of the OWT SS produced low variation in modal 
frequencies, which would be reduced within safety limits. According to the 
results, Ultimate Limit State, Fatigue Limit State and buckling were not 
compromised by these length modifications in the grouted connection and 
TP, so a lower safety factor could be employed in the future for TP and GC 
design, reducing their length. As a consequence, material costs could be 
reduced, as more than 20 tons of steel could be removed per turbine. 
However, an important aspect of the design of grouted connections that was 
not verified during this analysis is the resistance of the grout material to the 
increased loading due to the length reduction in grouted connection. This 
constitutes an important limitation of the case study. Furthermore, different 
failure modes of the grouted connection could have potentially been 
considered, such as the debonding of grout from the monopile or the TP.  
o Case B involved a constant volume of steel to be employed in the stoppers, 
changing their number, dimensions and distribution. Results showed that the 
distribution of the stoppers plays a critical role in the structural integrity of 
the unit and therefore strain and/or vibration monitoring is recommended for 
design verification due to the criticality of the transmission of loads from the 
TP to the MP, through the GC.  
o Case C studied the structural response of an OWT SS to scour 
development. Results showed the significant detrimental impact that scour 
can have on the structure’s integrity. This detrimental impact of scour on 
natural frequencies and buckling capacity has a negative effect on the 
structure’s fatigue life. For that reason, scour development should be 




o Natural frequencies monitoring of scour might be possible, as shown in 
Publication 2. Although the first natural frequency mode does not detect 
scour development, modes two and four could potentially be used to this 
purpose.  
Through the understanding of how failure mechanisms develop, monitoring and 
mitigation strategies can be applied early on in the service life or even from the 
assets’ commissioning, keeping OPEX costs down. Understanding and identifying 
failure and damage modes is a crucial part of the holistic implementation of SHMS 
in OWT SS and also the first stage of the SPR paradigm: operational evaluation. 
As discussed in Chapter 5 (Publication 4), operational evaluation needs to be 
approached from the design phase of a Wind Farm (WF). Guidelines for SHM 
design and implementation were developed and presented. These guidelines are 
based on the SPR paradigm’s stages and contribute to the development of efficient 
SHM and inspection strategies. Through the optimisation of these two strategies, 
CAPEX and OPEX can be reduced, making OW a more competitive technology.  
An economic analysis was carried out with the aim to assess the benefits of SHM 
implementation in terms of reduction in OPEX based on the implementation of the 
previously developed guidelines for the baseline OWF. For this analysis, the 
reduction in required inspections due to the implementation of SHMS was not 
based in failure rates, but estimated. This estimation was carried out due to the 
unavailability of data detailing how these failure rates would evolve due to SHM 
implementation. This estimation constitutes a limitation of the economic analysis, 
but also constitutes a potential topic for future work.  
After the aforementioned economic analysis, a comparison was made between the 
achieved OPEX reduction and the incurred cost of SHM implementation. Results 
validated the hypothesis of SHM implementation aiding the reduction of OPEX and 
necessary visits to the assets when carried out from the beginning of service life. 
This reduction is found to be much higher than the cost of implementation of the 
SHMS: the percentage of CAPEX increase due to SHMS implementation remains 
less than 0.1% of CAPEX, whereas the percentage of OPEX reduction is estimated 




found to be positive with higher added value associate with an increase in 
percentage of SHM implementation. This is estimated to be between 1.93 -18.11 
M€ for the presented scenarios and sensitivity analyses. The results of the cost-
benefit analysis performed show the added value that SHM has in lowering OPEX 
costs through the reduction of planned inspection and maintenance.  
Something not considered in this analysis is the added value that could be 
achieved through the early detection and prevention of damages, which would 
reduce unplanned offshore works and make OPEX savings much higher than the 
current forecasted values. Another aspect not considered is the effect of the 
reliability of the SHMS, which has not been modelled in Chapter 5. This is related 
to the amount of false positives or false negatives in the SHM technology. False 
positive occurs when the SHMS identify that the conditions for a damage to be 
present, have been wrongly recorded. If the rate of false positives is high, the use 
of SHMS could lead to performing more inspections than without using SHMS. 
Thus, false negative occurs when damage has happened and the SHMS have not 
been able to identify it. A high rate of false negatives (low damage detection rate) 
would translate in damages been disregarded for longer periods of time and more 
failure failures could be seen compared to the scenario with higher number of 
inspections.  
The reason why the reliability of SHMS has not been modelled is due to the lack of 
data regarding the performance of these systems. This constitutes one of the 
limitations of Chapter 5, which could potentially be explored in the future, when 
reliability data of SHMS is available.  
If explored in the future, it would have to build on the findings from “The COST 
Action TU1402 on Quantifying the Value of SHM”. This EU-funded project aims to 
develop and describe a theoretical framework, together with methods, tools, 
guidelines, examples and educational activities, for the quantification of the value 
of information from SHM, even before its implementation [389,390].  
Operational evaluation is the first stage of the SPR paradigm adapted to the OW 
Idustry in Chapter 2 (Publication 1). This stage needs to be approached first during 




this stage, the motivation and economic justification for SHM implementation are 
investigated and agreed. While the motivation for SHM implementation is to 
increase confidence in the structural condition of the monitored assets, extend the 
service life and increase the WF revenue, the economic justification is to reduce 
OPEX and LCoE in order to make OW a more competitive source of energy. 
Another aspect of Operational Evaluation is the investigation of the systems’ 
damage definitions. This task was performed partially in Chapter 5 (Publication 4), 
where the different failure modes that can potentially be monitored by SHMS, were 
identified. However, a more thorough investigation was carried out in Publication 2, 
where a parametric Finite Element (FE) model of an OWT SS was developed and 
validated with industrial data. The understanding of asset’s structural response 
help the investigation of the other stages of the SPR paradigm, which led to 
Publication 3. 
In Chapter 4 (Publication 3) a framework for the effective data management of 
SHMS is presented and implemented in a real case study for the particular case of 
strain monitoring. Stages two, three and four of the SPR are combined in order to 
develop methodologies for data synchronisation, data cleansing and MDI. The 
results obtained from this case study indicate that the developed methodologies 
can enhance data management of SHMS of OWT. These results combined with 
added value of SHM implementation due to OPEX reduction, indicate the suitability 
of SHMS to make the OW industry price-competitive with non-renewable sources 
and keep growing at the same rate of the past few years. 
Next Chapter summarises the conclusions extracted from the work presented in 
this EngD thesis, the contribution to knowledge of the work developed for the 
fulfilment of the aim and objectives and the recommendations for future research 





7 GENERAL CONCLUSION AND RECOMMENDATIONS 
7.1 Summary 
The aim of this research is to develop advance structural health monitoring 
strategies that enhance the condition-based inspection and maintenance of 
offshore wind turbine support structures. The focus is on the selection of 
technologies to be employed, the sequence of tasks to be carried out for the 
implementation of these technologies, the understanding of the structural response 
of the asset under complex loading, the economic justification for such 
implementation and how Structural Health Monitoring (SHM) data is managed and 
analysed effectively. This aim was achieved by meeting the objectives set in 
Section 1.2: 
Objective I:     Conduct a detailed review of SHM technologies and their 
application in Offshore Wind Turbines (OWT). Provision of a 
comprehensive study of the utilisation of SHM technologies in the 
Offshore Wind (OW) Industry. 
Objective II: Develop a parametric Finite Element (FE) model of an OWT 
support structure and validate it with data from an operational 
wind farm. 
Objective III:  Evaluate an OWT support structure’s response under complex 
loading in order to understand how design changes and failure 
mechanisms affect the structure’s condition. 
Objective IV:  Formulate a framework for the effective data management of 
Structural Health Monitoring Systems (SHMS) for OWT support 
structures and validate it for a real case study utilising industrial 
data.  
Objective V:  Create guidelines for the implementation of SHMS from the 




Objective VI:  Evaluate the economic impact that of the implementation of 
SHMS in Offshore Wind Farm (OWF) support structures through 
the proposed guidelines. 
To meet the established aim and objectives, this EngD project employed a number 
of engineering methods that ranged from structural modelling and simulation using 
commercial software (Abaqus Computer-Aided Engineering (CAE)), unsupervised 
learning algorithms (NN), deterministic and probabilistic methods for SHM data 
analysis and the cost-benefit analysis. The main conclusion drawn from this EngD 
project is that the implementation of SHMS in OWT, when carried out effectively 
following the Statistical Pattern Recognition (SPR) paradigm (technology 
implementation) and the guidelines developed in Chapter 5 (holistic 
implementation), has the potential to reduce Operational Expenditure (OPEX).  
As mentioned in Chapter 1 and discussed in Chapter 6, the scope of this research 
project was too broad for the duration and resources of the project. For that reason 
there are some limitations in it. These were shown in Figure 1-2 and discussed in 
Section 6. 
Some key findings of the project are: 
 The four stages of the SPR paradigm are not consecutive, or a sequence, 
which means that depending on the application, each one of the stages can 
take place in different order. 
 While the first generation of WFs was equipped with SHMS after their 
deployment, nowadays installation of SHM hardware will preferably be 
carried out onshore before offshore installation of the assets. This reduces 
the installation costs and allows monitoring the structures from the 
beginning of their service life. 
 Strain and modal properties monitoring continue to be the most used SHM 
techniques.  
 In order to apply some of the SPR paradigm stages, parametric FE 
modelling was identified as an appropriate tool to understand the response 





 From the parametric FE model validated with industrial data:  
o Case A was effective in materials cost reduction but not in modal 
frequencies control. The reduction in transition piece transition 
piece’s (TP) and Grouted Connection’s (GC) length of the OWT SS 
produced low variation in modal frequencies, which would be reduced 
within safety limits. According to the results, Ultimate Limit State, 
Fatigue Limit State and buckling were not compromised by these 
modifications in the grouted connection and TP, so a lower safety 
factor could be employed in the future for TP and GC design, 
reducing their length. As a consequence, material costs could be 
reduced, as more than 20 tons of steel could be removed per turbine. 
As explained in Section 6, this case study does not verify the 
resistance of the grout material to the increased loading due to the 
length reduction in grouted connection, which constitutes a limitation 
of the case study. 
o Case B involved a constant volume of steel to be employed in the 
stoppers, changing their number, dimensions and distribution. 
Results showed that the distribution of the stoppers plays a critical 
role in the structural integrity of the unit and therefore strain and/or 
vibration monitoring is recommended for design verification due to the 
criticality of the transmission of loads from the TP to the MP, through 
the GC.  
o Case C studied the structural response of an OWT SS to scour 
development. Results showed the significant detrimental impact that 
scour can have on the structure’s integrity. This detrimental impact of 
scour on natural frequencies and buckling capacity has a negative 
effect on the structure’s fatigue life. For that reason, scour 
development should be prevented, monitored, or accounted by the 
design.  
o Natural frequencies monitoring of scour might be possible, as shown 




detect scour development, modes two and four could potentially be 
used to this purpose.  
 Effective data management of SHMS requires a wide understanding of the 
asset’s response under complex loading and the location and distribution of 
the monitoring hardware. 
 Monitoring from the beginning of service life enhances data cleansing and 
Missing Data Imputation (MDI). The ability to calibrate SHM thresholds with 
an undamaged scenario (unless the asset has not been manufactured, 
transported and installed correctly) is crucial for the post-processing of SHM 
data throughout the lifetime of the structure.  
 Regarding the two scenarios considered for each turbine in Chapter 4 (with 
and without noise cleansing), for those cases where data cleansing had 
been performed, the average imputation error was 2.1%. Furthermore, in 
the 95% of cases the imputation error is within the range [+15.2%   –11.0%]. 
These results are fairly positive considering the high variability of 
Environmental and Operational Conditions (EOC) at an OWF. However, this 
increase in accuracy may be also influenced by the, sometimes high, 
percentage of data removed through cleansing. 
 Results from the applied methodologies of noise cleansing and MDI to strain 
monitoring data indicate that these techniques can successfully be 
employed together to produce more complete datasets containing real low-
disturbed strain data. Results could possibly be improved if the influence of 
other important variables, such as turbulence, wave height, direction and 
period, were utilised for defining the noise thresholds for data cleansing. 
Including these variables would calibrate noise thresholds better and could 
potentially avoid considering “good data” as noisy data. As discussed in 
Section 6, including all these variables would considerably increase the 
amount of data required and also make more difficult the visualisation of the 
resulting “noise thresholds” and the definition of noise due to the high 




 For the four different cases where fatigue was estimated (without 
cleansing/without MDI (Case A), without cleansing/with MDI (Case B), with 
cleansing/without MDI (Case C) and with cleansing/with MDI (Case D)): 
o When data cleansing did not take place, fatigue could be 
underestimated in Turbines 1 and 3. The reason of this 
underestimation being an excess of noise contributing to the 
collection of more uniform cycles of fatigue. 
o When data cleansing took place but MDI did not, fatigue could be 
again underestimated for Turbines 1, 2 and 3.  
o When data cleansing did not take place but MDI did, fatigue could be 
overestimated in some sensors. The reason of this overestimation is 
the replication of noise by the MDI algorithm, making the cumulative 
effect to considerably increase the overall fatigue of the structure. 
 The data synchronisation, cleansing and MDI methodologies developed in 
Chapter 4 increase the confidence in fatigue life estimations by increasing 
the length of the datasets employed, as opposed to the incomplete datasets 
currently utilised.  
 In Chapter 5, guidelines for the implementation of SHMS from the design 
stage of a WF based on the SPR paradigm’s stages contribute to the 
development of efficient SHM and inspection strategies. The application of 
these guidelines from the installation of the assets was verified to save both 
Capital Expenditure and Operational Expenditure (CAPEX and OPEX), as 
offshore installation is considerably more expensive than onshore 
installation (CAPEX savings) and the number of inspections throughout the 
lifetime of the assets can potentially be reduced due to the increased 
confidence in the assets’ structural integrity (OPEX savings). 
 After utilising the guidelines for developing a SHM and inspection strategy 
for the baseline WF in Chapter 5, an economic analysis was carried out to 
verify the benefits of SHM implementation. The reduction in OPEX based on 
the developed guidelines was quantified.  
 Hardware selection and acquisition was proven to be an important factor in 




 The results of the cost-benefit analysis aforementioned back-up the 
hypothesis that, when implemented from the beginning of the service life, 
SHMS help WF operators reduce the number of necessary inspections 
required, thereby reducing OPEX.  
 OPEX reduction was found to be much greater than the cost associated with 
the implementation of these systems. The percentage of CAPEX increase 
due to SHMS implementation was quantified to be less than 0.1% of 
CAPEX, whereas the percentage of OPEX reduction was estimated to be in 
the 0.2-1.5% range. The added value of SHM implementation was 
estimated to be between 1.93 -18.11 M€ for the presented scenarios and 
sensitivity analyses. As explained in Section 6, for this analysis, the 
reduction in required inspections due to the implementation of SHMS was 
not based in failure rates, but estimated. This estimation was carried out due 
to the unavailability of data detailing how these failure rates would evolve 
due to SHM implementation. This estimation constitutes a limitation of the 
economic analysis, but also constitutes a potential topic for future work. 
7.2 Contribution to knowledge 
Throughout this EngD project research was conducted with the purpose of fulfilling 
the six objectives detailed in Section 1.2. Table 7-1 summarises the contribution to 
knowledge of this project with regards to novelty, scientific soundness and value of 
each research objective. The contents provided in Table 7-1 are discussed in 










Objective Novelty Scientific Soundness Value / Stakeholder 
I) Provision of a detailed 
review of SHM 
technologies and their 
application in OWT. 
     Comprehensive study of 
the implementation of 
SHM technologies in the 
OW Industry. 
- Interpretation and adaptation of the SPR 
paradigm to the offshore wind industry. 
 
- Provision of capabilities and limitations of 
the SHM technologies utilised in offshore 
wind. 
 
- First technology mapping of SHM practices 
conducted to industrial stakeholders. 
- Application of an existing, 
industry- and research-proven 
paradigm to a new industry. 
 
- Involvement of key industrial 
stakeholders. 
 
- Based on thorough literature 
review and experience from 
similar industries. 
- Relevant for a wide community (WT 
OEMs, developers, operators, 
investors, academia, CM Systems 
developers and providers, equipment 
suppliers).  
 
- A more comprehensive way for the 
technological implementation of 
SHMS. 
II) Develop a parametric FE 
model of an OWT 
support structure and 
validate it with data from 
an operational wind farm. 
- First parametric FE model in the field. 
 
- High-detail FE model combining all the 
elements of an OWT support structure 
including the soil-structure interaction, as a 
first. 
 
- Provision of Key Design Parameters of 
OWT support structures. 
- Combination of existing tools 
and methodologies for a new 
problem. 
 
- Structural modelling and 
simulation using commercial 
software (Abaqus CAE). 
 
- Verification of methodology and 
results through involvement of 
industrial stakeholders. 
 
- High level of disclosed information 
with regards to the modelling and 
load calculation. 
 
- Methodological contribution to the 
academic community in offshore 








Objective Novelty Scientific Soundness Value / Stakeholder 
III) Evaluation of an OWT 
support structure’ 
response under complex 
loading in order to 
understand how design 
changes and failure 
mechanisms affect the 
structure’s integrity. 
- Quantification of impact of design changes 
in the structural integrity of OWT support 
structures. Two case studies. 
 
- Quantification of the effect that two failure 
modes have changes in the structural 
integrity of OWT support structure: scour 
development and marine growth 
development. 
 
- Development of an understanding of the 
structure’s response, which aided data 
analysis afterwards. 
 
- Use of validated and verified 
methods for assessing the 
impact quantitatively.  
 
- Combination of existing tools 
and method for a quantifying 
the impact of the case studies. 
 
- Quantified results that can be used in 
design of OWT support structures 
and in the development of an SHM 
strategy. 
IV) Formulation of a 
framework for the 
effective data 
management of SHMS 
for OWT support 
structures. Validation of 
the framework for a real 
case study utilising 
industrial data. 
- First of its kind research in the field. 
 
- Provision of a methodology for data 
synchronisation of environmental conditions 
and strain measurements. 
 
- Provision and validation of a methodology 
for noise identification and removal in strain 
data. 
 
- Incorporation of noise criteria for strain 
measurements. 
 
- Provision and validation of a methodology 
for missing data imputation. 
 
- Quantification of potential implications 
towards accuracy in fatigue assessment of 
OWT support structures. 
- Use of the previously 
developed parametric model to 
obtain an understanding of the 
structure’s response.  
 
- Combination of existing tools 
and methods for a new 
problem. 
 
- Use of unsupervised learning 
algorithms (Neural Networks) to 
perform missing data 
imputation. 
- Provision of a sound methodology for 
data cleansing that can still be used 
in case that the allowable noise 
threshold is updated. 
 
- The data cleansing methodology 
enables operators to rely less on 
experts for data cleansing and more 
on the data analysis. 
 
- Provision of a sound methodology for 
missing data imputation. 
 
- Methodological contribution both for 
academia and industry about 






Objective Novelty Scientific Soundness Value / Stakeholder 
V)  Provision of guidelines 
for the implementation of 
SHMS from the design 
stage of a WF 
- First guidelines for the holistic implementation 
of SHM technologies in the field. 
 
- Provision of a methodologies for the 
development of SHM and inspection strategies 
in the offshore wind industry, as a first. 
 
- Detailed comprehensive review of legal 
inspection requirements in UK and Germany.  
- Extensive and comprehensive 
literature review for the 
development of the guidelines 
and their application into the 
baseline case.  
- Significant insight into offshore 
inspection planning and logistics. 
 
- Provision of sound guidelines for the 
holistic SHM implementation that may 
be applied in other industries. 
 
- Relevant for a wide community (WT 
operators, investors, academia, CM 
Systems developers, maintenance 
providers and  equipment providers) 
VI) Quantification of the 
economic impact that the 
implementation of SHMS 
in OWT support 
structures through the 
proposed guidelines. 
- First of its kind research in that field. 
  
- Quantification of SHM implementation cost at 
a Wind Farm level, as a first. 
 
- Quantification of OPEX reduction due to SHM 
implementation in an offshore wind farm, as a 
first. 
- Extensive and comprehensive 
literature review for data 
acquisition. 
 
- Liaison with industry experts to 
perform the quantification of costs 
and develop an understanding of 
time implications.   
- High level of disclosed information. 
 
- Economic justification of SHM 
implementation provided, which can 
be applied in other locations/systems 
and even in other industries. 
 
- Relevant for a wide community (WT 
operators, investors, academia, CM 
Systems developers, maintenance 
providers and  equipment providers) 





7.3 Recommendations for future work  
The work carried out during this EngD project has significantly contributed to the 
scientific body of knowledge of SHM of OWT, which is proven via the project 
outputs published in four high impact factor peer-reviewed journal papers. Despite 
these contributions, the scope of this reseach project was too broad for the 
available time and resources. For that reason, numerous topics could have been 
explored further, or differently.  
Previous sections of this thesis have described some of the limitations related to 
the works undertaken in the project however, there are also some topics not 
previously described in detail in the thesis that could also been expanded in the 
future. This section presents these limitations encountered as part of this work and 
possible future paths for research in these areas. 
7.3.1 Confidence in SHM and model updating 
Chapter 5 proved that the implementation of SHMS has a significant impact in 
reduction of OPEX through the reduction of number of inspections during life time 
of SS in OWF. The reason why inspection frequencies can be reduced is that 
through the monitoring of the structure’s condition, more confidence in the 
structural integrity of the assets can be obtained. This confidence in the structural 
integrty of the assets is gained by the analysis of the monitored data obtained from 
the structures.  
Holistic monitoring is carried out by combining data from the different sensors 
installed to reproduce the structure’s response under certain loadings. This 
process involves post-processing SHM data with the aim to accurately evaluate the 
system’s response over time under real site conditions. FE models can be used as 
part of the data post-processing. The FE models used at the design stage would 
be updated based on the results from SHM data and the measured EOC in order 
to develop dynamic models that truly represent the behaviour of the SS. These 
updates are carried out by adapting the model parameters, such as materials, 
flexural and spring stiffness, masses, inertia moments, etc. of the individual 




compared to the actual behaviour of the structure and refined as much as possible, 
so eventually they would almost mimic its behaviour. This practice is called “digital 
twin” and it is currently carried out by different consultancy companies in the 
sector. Some examples are: WindGEMINI, developed by DNV GL’s wind energy 
experts [391], the Veristar AIM3D Digital Twin, which is a colaboration between 
Bureau Veritas (BV) and Offshore Renewable Energy (ORE) Catapult. This will be 
tested at ORE Catapult’s 7MW Levenmouth Offshore Wind Demonstration Turbine 
in Fife, Scotland [392]. But GE is not behind with their Predix Platform and the first 
Wind Farm Twin [393]. 
As these private companies are not likely to share their software and methods, the 
research gap of developing the first academic digital twin built with free software is 
still required to be investigated in order to keep research centres familiar with the 
state-of-the-art in the OW industry. 
7.3.2 Optimisation of O&M through inspections and SHM 
 Chapter 4 justified that the implementation of SHM in OWT SS is 
economically beneficial, as it reduced OPEX in OWF. This OPEX reduction 
was purely quantified by the reduction of planned maintenance activities. 
However, the quantification of OPEX savings, due to SHM implementation, 
in unscheduled inspections and repairs has not been carried out during this 
project due to the lack economic data available. The reason why inspections 
can be scheduled less often when SHMS are implemented is that these 
systems are able to detect changes in the structure’s behaviour that alert 
and sometimes predict changes in the condition of the structure. Therefore, 
by the implementation of these systems, unscheduled repairs with a 
subsequent loss of production are less likely to occur, which would be 
translated into a further reduction in OPEX.  
 
 Drones for visual inspections. At the moment, visual inspections of OWT 
support structures are carried out by people. The main challenge associated 
to these inspections is accessibility. This can manifest in the ability of 




parts of the asset for the visual inspection (outside handrails or underneath 
the access platform). The transfer process from the Crew Transfer Vessel 
(CTV) to the turbine is commonly done by the vessel pushing onto the boat 
landing and personnel moving from the edge of the vessel to the access 
ladder and climbing up to the access platform. This process can only be 
undertaken when the environmental conditions are below a certain 
threshold. Carrying out visual inspections with drones will eliminate these 
challenges, as drones can be piloted from the CTV without the need of 
personnel accessing difficult areas of the structure via rope access or even 
the need of transferring personnel to the asset. Drone inspection has a the 
potential of great reduction of OPEX through the decrease in time for visual 
inspections, increase availability and decrease Health and Safety risk for 
personnel. However, further developments in image pattern recognition for 
corrosion identification are yet to be developed. Furthermore, as drones are 
piloted from a vessel subject to wave motion, motion sickness of the pilots 
must be prevented.  
7.3.3 SHM data analysis 
Future work in the SHM field could potentially focus on accounting for the 
degradation in the accuracy of sensor readings (increase in noise) across the 
years, comparing different periods across the life of a windfarm. Furthermore, 
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Offshore Wind Turbine support structures are invariably subject to colonisation by 
marine organisms, which are not spatially or temporally linear. Marine Growth 
varies based on location and season, and with structural and material 
characteristics. MG is a major consideration for engineers. As organisms settle on 
the structure they may increase surface roughness and cross-sectional area, 
altering drag and inertia coefficients and increasing hydrodynamic loading. 
Furthermore, the added mass from MG also influences structural integrity. As such, 
there is considerable uncertainty surrounding the response of OWTs to MG, as this 
phenomenon is often overlooked in FEA modelling. This paper uses the parametric 
FEA model of an OWT support structure developed in (Martinez-Luengo, Kolios, 
and Wang 2017) to analyse how different growth rates and patterns of zonation of 





























Appendix B The damage equivalent load calculation 
using rainflow counting 
In Section 4.2.1 a 50Hz strain dataset was reduced to 10min damage equivalent 
loads dataset. This process is necessary to synchronise this dataset with the 
environmental conditions (i.e., 30,000 strain measurements per each 10-min 
measurement of environmental conditions).  
The first stage is to transform strain recordings into stresses. Hooke’s Law for 
continuous elastic materials is used to this purpose: 
𝜎 =  𝐸 ∗ ɛ 
 
where: 
- σ is the bending stress in MPa,  
- E = 200GPa, being the Young’s Modulus for the steel 
- ϵ being the strain measurements in microstrains 
After the stresses are obtained, a solution to this synchronisation issue consists in 
the calculating the Damage Equivalent Loads (DELs) for 10-min intervals [303–
305]. DELs represent the single load that would cause the same damage than the 
cumulative effect of the loads for the established interval (10min in this case). The 
expression is calculated with the following formula [303–305]: 










-  𝑛𝑖 is the current cycle,  
- 𝜎𝑖 is the stress range,  
- 𝑁eq is a fixed number of cycles 
- m is the slope of the S-N curve representing the conditions of the material 




Values for 𝑁eq and m can be obtained from standards such as the volume 
dedicated to fatigue design of offshore steel structures from DNVGL-RP-C203 
[306]. Values used were: 𝑁eq = 10
7, and m = 5. 
Equation 4-2 is based on the Rainflow-counting algorithm, which is used to 
translate the recorded strains into fatigue. Based on the linear Palmgren-Miner’s 
rule, the rainflow-counting algorithm was developed by Tatsuo Endo and M. 
Matsuishi in 1968. While not being the only cycle-counting algorithm, it can be 
argued that is the most popular among the most widely used cycle-counting 
algorithms present at the ASTM E 1049-85 standard.  
To apply Rainflow Counting algorithm, an open source coded version of it 
developed for MATLAB by Adam Nieslony was used. This code is a small MATLAB 
Toolbox that allows for fatigue life assessment based on ASTME 1049-85. 
standard. This code was integrated in the MATLAB codes developed for data 
synchronisation, cleansing and missing data imputation activities so it would 
automatically provide the stress amplitudes (𝜎𝑖) and the accumulated cycles (𝑛𝑖) 
for each of them. 
DELs every 10min would therefore be calculated by applying Equation 4-2 for the 
stresses and cycles counted for those 10min using the Rainflow counting 
algorithm. 
𝐷𝐸𝐿 = ( ∑
𝑛𝑖𝜎𝑖
5
107
𝑖−1
)
1
5
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