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Abstract— Vision and voice are two vital keys for
agents’ interaction and learning. In this paper, we present
a novel indoor navigation model called Memory Vision-
Voice Indoor Navigation (MVV-IN), which receives voice
commands and analyzes multimodal information of vi-
sual observation in order to enhance robots’ environment
understanding. We make use of single RGB images
taken by a first-view monocular camera. We also apply
a self-attention mechanism to keep the agent focusing
on key areas. Memory is important for the agent to
avoid repeating certain tasks unnecessarily and in order
for it to adapt adequately to new scenes, therefore,
we make use of meta-learning. We have experimented
with various functional features extracted from visual
observation. Comparative experiments prove that our
methods outperform state-of-the-art baselines.
I. INTRODUCTION
Indoor navigation is an indispensable ability of mo-
bile robotic systems to operate on daily tasks. In order
to fulfill various missions, it is imperative for the indoor
mobile robot to be able to realize highly efficient
search, plus location and approach tasks in restricted
circumstances [1] [2]. The above capabilities are con-
ducive to a lot of practical applications, enabling higher
living standards and enhancing human competence.
For instance, such capabilities would enable personal
assistant and hazard-extinguishing robots to operate
more efficiently under indoor circumstances.
Aiming to make a leap forward in the field of
navigation models, many in-depth reinforcement learn-
ing (RL) methods have been put forward [3] [4] [5].
Some people describe these as the Partially Observable
Markov Decision Process (POMDP) and end-to-end
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Fig. 1. Two demos of semantic segmentation, depth
estimation and object detection from visual observation.
Semantic segmentation can identify walkable areas,
walls and obstacles, while object detection recognizes
targets and depth estimation predicts the distance of all
of the above.
policy learning approaches, which are used to connect
observation and movements [6] [7] [8] [9] [10]. Yet,
for all that, RL algorithms frequently suffer from data
hunger for training. A large array of 3D synthetic
environments have been created to resolve this issue
but the trained models sometimes are unworkable in
practical application [11] due to the fact that they
struggle to adapt to varied circumstances [12] [13].
There is an inherent chaos in daily life, which
deserves our attention. For new daily missions, people
are able to find solutions within a relatively short time
by applying meta-skills acquired from multiple past
activities and experiences. This phenomenon provides
an inspiring analogy with the present RL-oriented nav-
igation approaches. Human beings are born with the
innate ability to transfer prior knowledge, to learn new
skills from experience and to apply them to a variety
of missions freely. We aim for machines and robots to
be equipped with similar capacities.
Bearing this in mind, we focus on meta-learning
[14] [15] and transfer learning [16] [17]. The former
can realize efficient learning with a reduced amounts
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of data, while the latter could facilitate the learning
of new tasks via the application of knowledge already
acquired from relevant familiar activities. In contrast,
those other representative meta-learning approaches
[14] [15] require large amounts of manually designed
missions, which is unfeasible for embodied agents.
In this paper, we introduce a novel RL unsupervised
method, capable of generating various missions. As
mentioned, we call the proposed method, the Mem-
ory Vision-Voice Indoor Navigation (MVV-IN). In our
design, the agent could acquire transferable meta-skills
proficiently so, as to cope with new situations by apply-
ing meta-skills to navigate them. As Fig. 1 shows, our
model uses multi-modal aggregation, which integrates
voice target information into the network and also
integrates spatial and semantic information obtained
by monocular vision. In addition, we apply advanced
attention mechanisms to the agent’s perception of the
object region, so that the same can focus on important
objects. The model includes memory able to remember
short and even long-term states, so, as to avoid the
loss of important relevant information. We perform
our experiments in various settings and experimental
results show that the method significantly outperforms
the baseline in all of the metrics and in inference speed.
In summary, contributions of our work include: (a) a
proposal of a new navigation task combining vision and
voice, (b) the feeding and aggregation of multimodal
visual information into the navigation network, (c) the
proposal of region self-attention in visual environment
understanding and navigation, (d) robust experimental
proof that multimodal visual information improves sig-
nificantly the navigation performance.
II. RELATED WORK
The advancement of computer vision has opened the
door to considerable effort directed to use deep-learning
approaches for indoor navigation. [4] has created a
type of indoor navigation, in which the mobile robot
is provided with the image of its object; [13] has
solved difficulties in indoor navigation via the training
of a dual mapper and planner model; [12] accelerates
RL training of indoor navigation under the auspices
of loop closure detection; [18] added a topological
map to his study of indoor navigation missions; [19]
devised a deep RL model that could realize autonomous
supervision for navigation; [20] anticipated navigation
strategies by means of target inspectors and semantic
segmentation models;and [21] [22] have integrated the
semantic information to improve the generalization for
unseen settings. All the above perspectives of research
have provided reference to our studies.
Our approach differs from others in the specific
updated parameters used during navigation and the
ways to achieve it. Applications as autonomous drive
[23], map-oriented city navigation [24] and gameplay
[25] have been probed into learning-centered naviga-
tion. In addition, language-training-based navigation
has been studied [26] [27] [28]. In our paper, we aim
at applying meta-learning to navigate new scenes more
successfully.
III. OUR APPROACH
A. Task Definition
Vision-Voice Navigation task. Given a command by
voice V , e.g. “Please move to the television”, our goal
is to navigate in a room. The agent should start from a
random location l0 and use only RGB pictures taken by
monocular camera from the first perspective. Inspired
from Seq2Seq (Sequence-to-Sequence) [29] model, we
formulate the vision-voice task tmvv−in ∈ Tmvv−in as
a tuple tmvv−in = (V, l0, r0), where r0 is the random
starting orientation. Generally, the MVV-IN system
receives the voice signal V as well as a sequence of
images I = (I0, ..., Iq) when the agent interacts with
the environment, and carries out a sequence of actions
as policy P = (a0, ..., aq) after q+1 steps, where a ∈ A
and A is a set of actions the agent can perform. The
system estimates the probability:
P (P|V, l0, r0) =
q∏
i=0
P (ai|V, a<i, I<i) (1)
where I<i and a<i represents all the visual observations
and issued actions before the ith step. The issued
proposal P with the highest estimate should be able
to reach the target object with the minimum steps.
Meta-learning task. Meta-learning is to learn how
to train a model. We need to train and test the model for
visual-voice navigation separately under various scenes
(rooms). A complete training and testing process is
called a meta learning task. Formally, suppose there
are q scenes in total, we define a set of scenes S =
{s0, ...sq}, so the meta-learning task τml ∈ Tml can be
denoted by the tuple τml = (s, tmvv−in), where s ∈ S
and tmvv−in is the MVV-IN task we defined earlier.
We divide S into two disjoint sets Str and Ste, for the
training tasks Ttr and Tte respectively. Our task is to let
the model find the initialization parameter values that
are good for training and testing in all different scenes.
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Fig. 2. The pipeline of our proposed MVV-IN system. The current visual observation is input to different encoders
to extract different features, like RGB feature and depth feature. After multi-processors, aggregatable tensors (A-
Tensor) converted from those features and word embedding, are aggregated and inputted to the memory network.
According to its internal state, the memory cell outputs an action policy and its value, like ”Move Forward by
0.25m”, which will be executed by the agent.
B. Model Design
Our model is modified from the baseline SAVN
[3] architecture, which can be described with encoder-
decoder [30] architecture, as shown in Fig. 2. Encoder
can be divided into two types: auditory encoder and vi-
sual encoder. Both of their output needs to be converted
into A-tensor through the processors. Compared with
the original network structure, the main contribution of
our paper is the design of multi-processor, which can
realize multi-modal fusion and attention mechanism.
The auditory encoder is to recognize the object target
from the speech voice. It consists of two parts, one is
language recognition module, the other is target extrac-
tion module. The first is responsible for translating the
language into the text, while the second is responsible
for extracting the target o ∈ O from the text according
to the given rules.
The visual encoder is to mine the deep information
of visual observation and extract specific feature from
it. We use several different visual analysis decoders to
extract different visual features. These features include
general RGB feature F (RGB), semantic segmentation
feature F (s), depth feature F (d), and object region fea-
ture F (o). At the meantime, object region-box proposals
B(o) are also predicted and aggregated in our model.
As Fig. 2 shows, our visual module contain the visual
encoder as well as the multi-processor, which is to
convert the feature of image into an aggregable tensor
(A-Tensor). Those A-Tensors is to be mix together
and condensed into an embedding using multimodal
aggregation. Formally, the embedding obtained by the
multimodal aggregation method can be denoted as:
ei = γ(F
(RGB)
i , F
(s)
i , F
(d)
i , F
(o)
i , B
(o)) (2)
The decoder takes the responsibility of memory. So
we utilize memory network as decoder, whose mission
is to choose the action with the maximal probability at
step i under the condition (hi, ei, ai−1) and the network
parameters, where hi is the stored hidden state.
C. Multimodal Aggregation
Vision and hearing are two different modal percep-
tions. At the same time, information from a variety of
different modalities can be analyzed from the visual
observation. So how to deal with multi-modal data and
aggregate them together is a key consideration for our
model.
Before aggregation, we need to convert these differ-
ent features into A-Tensors, as shown in Fig. 3. The
details of the various visual feature encoders will be
introduced in the experimental part.
Since the value distribution and shape of each feature
are different, we adopt different modules as the multi-
processors to handle different forms of weighted feature
maps. Suppose we need to deal with a feature map
F = [fi0,i1,...,it ]d0×d1...×dt ∈ Rd0×d1...×dt whose shape
is a t-dimensional vector (d0, d1, .., dt) ∈ Nt.
In the case of t = 0, the feature map is a d0-
dimensional vector, then the linear layer is more suit-
able for the conversion module. Then the k-channel
aggregatable tensor converted from the vector is given
by:
T = ReLU(F ·WLinear +BLinear) (3)
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Fig. 3. Multi-processors and multimodal aggregation.
where WLinear ∈ Rd0×k, B ∈ Rk and the rectified
linear unit (ReLU) is adopted as the activation function.
When t = 2 or t = 3, and if this feature map F
has planar texture characteristics, shape characteristics
and spatial relationship characteristics, we can use the
convolution layers to further extract those characteris-
tics which is helpful to the navigation system. The case
of t = 2 can be regard as a special situation of t = 3
where d0 = 1. We consider the d0 dimension as the
channel, then A-Tensor is obtained through one or more
convolutional layers on the remaining two dimensions:
T = ReLU(G
(µ)
Conv(F )) (4)
where G(µ)Conv denotes µ-layer convolutional structure.
In the initialization of these convolution layers, the
weight is multiplied by a scaling factor due to the use
of ReLU, which is recommended as
√
2.
Notation. Denote the set of of natural numbers, n-
dimensional real vector space and n × n dimensional
real matrix space by N, Rn and Rn×n.
To aggregate all those A-Tensors, we concatenate
them and input them into a pointwise convolution layer,
as shown in the Fig. 3. We reshape the output of
this convolution layer to a vector to obtain the final
embedding e .
D. Region Attention Module
When people are walking or driving, they often see
only local areas in the picture, such as obstacles, target
objects, etc., which will affect the next action. We use
the self-attention mechanism to select those areas in the
observation which the agent really cares about during
the navigation steps. The region attention dynamically
attends on the region features to form a high-level
impression of the visual content and feeds it to the
memory network for decoding.
The self-attention mechanism allows the inputs to
interact with each other and find out who they should
pay more attention to. In our region attention mod-
ule, we use a double-layer linear layer to obtain the
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Fig. 4. The self-attention module for region features.
attention scores. As shown in Fig. 4, the softmaxed
attention scores for each input is multiplied with its
corresponding value.
E. Learning Objective
The MVV-IN system optimize network parameters
with two objective loss functions, one is called interac-
tion loss Lint and the another is navigation loss Lnav.
Our meta-learning approach is based on MAML [15]
algorithm, which optimize the network parameters on
a huge set of tasks Ttr. Each task τtr ∈ Ttr has a tiny
meta-training dataset and meta-validation dataset. In
our navigation task, agent is designed to be continually
learning as it interacts with the environment. So the
meta-training dataset is defined as the observed images,
hidden states and the issued actions for the first k
steps of the agent’s trajectory, denoted by Dintτtr =
(I<k, h<k, a<k) according the section A, while the the
meta-validation dataset is Dnavτtr , which represents the
counterparts for the remainder of the trajectory.
During this interaction process, our algorithm mod-
ifies the navigation policy to minimize the interaction
loss Lint, which is a self-supervised loss. In order to
assist the agent to learn this objective, we structure
a convectional neural network parameterized by φ to
compute it, which is denoted by Lφint. This network
is trained to imitate the Lnav, which is navigation
loss defined with a reward for finding the object and
a punishment for taking a step. Then the training
objective for our MVV-IN system is given by:
argmax
θ,φ
∑
τtr∈Ttr
Lnav(θ − ψ∇θLφint(θ,Dintτtr ),Dnavτtr )
(5)
where the network parameters θ is optimized and
updated to θ − ψ∇θLφint(θ,Dintτtr ) after k steps with
respect to the self-supervised loss.
IV. EXPERIMENTS AND RESULTS
We articulate our experiments details and results in
the following sections.
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Fig. 5. Comparison with baseline in a sample navigation task: ”Move to the sink”.
A. Experiment Setup
Dataset. We evaluated the performance of our MVV-
IN system and its variants on the SAVN dataset using
the AI2-THOR environment [31], which includes 4
different room types. Each room type provides 30 room
instances. We use 20 rooms for training, 5 rooms for
validation and testing respectively in each room type.
We perform inference for 1000 difference tasks (50 for
each room).
Auditory encoder. To transfer voice to text, we
use a novel open source speech recognition model
called wav2letter++ [32]. Next, to obtain the target
from the command, we use the NLTK package (Natural
Language Toolkit) [33] to recognize the noun word in
the text.
Memory network. Following the multimodal aggre-
gation, the output is then flattened from the shape of
(64, 7, 7) to a 64-dimentional vector, and given as input
to a Long Short-Term Memory (LSTM) cell [34]. The
hidden state size of LSTM is set to 512.
Target objects. We use the same target objects as
SAVN [3]. In different room types, the target object
set O is different. For example, in a kitchen, there
are cooking utensils, such as a toaster and microwave,
while in a bathroom, there are washing and body care
supplies, like toilet paper and a liquid soap bottle. We
embed the word of the target object with GloVe [35].
Actions. The action set A includes three movement-
rotation commands, two camera commands and one
”Done” signal. The movement-rotation commands are
”Move Ahead”, ”Rotate Left” and ”Rotate Right”, and
the camera commands are ”Look Down” and ”Look
Up”. The horizontal rotation occurs in steps of 45
degrees while the camera commands change the first-
person camera incline angle by 30 degrees. Whether
the agent completes a navigation task successfully or
not, depends on whether, when the ”Done’ signal is
raised, the target object is within 1 meter of the agent
and within its field of view.
Training objective. The navigation loss function
Lnav is defined with a reward of 5 for finding the object
and a punishment -0.01 for taking a step. During the
back propagation, Stochastic Gradient Descent (SGD)
is used for the interaction gradient updates while Adam
is adopted for navigation gradients.
B. Multimodal Feature Extraction and Conversion
Four different visual encoders are used to generate
the corresponding visual features from the robot camera
observation, as follows:
RGB feature. We use the ResNet-18 [36] pretrained
on ImageNet to extract a general image feature from the
conv5 4 layer. The shape of this feature is (512, 7, 7).
Segmentation feature. We employ Deeplab [37]
to extract segmentation features. Specifically, the
feature dimension of the last convolution layer is
(2048, 38, 38). We average its second and third dimen-
sions to get a 2048 dimensional vector.
Depth feature. MonoDepth [38] is adopted for depth
features. Trained on Cityscapes [39] and KITTI [40],
the depth feature map is extracted with a shape of
(384, 512).
Region proposal and feature. Faster-RCNN de-
tector [41] with ResNeXt-101 backbone [42] is used
for region proposal and feature extraction [23]. The
detector is pretrained on Visual Genome [43], and the
region features are extracted from the fc6 layer. We
select the 7 object regions with the highest confidence
value, which are not background, each region feature
is a 2048 dimensional vector. At the same time, we
also consider to input the region proposal (position and
size) into the network, which can be recorded as a 4-
dimensional vector.
To fuse the aforementioned features into A-Tensors,
we applied different processors for each feature, whose
architectures are illustrated in the Table I. RGB, depth
and segmentation features all use convolution layers
in their conversion, while others use linear layers. For
Feature Type Dim(In) Layer(s)
Dim
(Out)
RGB 512 1× 1 conv, 1× 1 stride 64
Segmentation 2048 FC 64
Depth 1
3× 3 conv, 3× 3 stride;
3× 3 conv, 2× 3 stride;
3× 3 conv, 2× 3 stride;
3× 3 conv, 2× 1 stride;
3× 3 conv, 2× 2 stride
64
Region (Feature) 2048 FC; Self-Attention 64
Region (Proposal) 4 FC 10
Target 300 FC 64
Action 6 FC 10
TABLE I. The architecture settings of multi-processors
in our experiments.
the A-Tensors of 7 regions, we use the self-attention
mechanism to calculate the attention scores.
C. Evaluation Metrics
To evaluate our model, we use two metrics that
illustrate the superiority of our method: 1. success rate;
and 2. success weighted by path length (SPL). Suppose
that N is the number of episodes, Si, Li and Pi denotes
a binary indicator of success, the path length and the
optimal trajectory length at episode i in that scene.
Then, the success rate is defined as 1N
∑N
i=1 Si, while
the SPL is defined as 1N
∑N
i=1 Si
Li
max(Li,Pi)
.
D. Quantitative Results
To compare the performance, we perform inference
for 1000 different episodes (250 for each room type)
for evaluation. Table II illustrates the validation results
of our various approaches versus the baseline method’s
results (SAVN). In all of these experiments, the specific
feature is aggregated with the feature of general RGB
as well as target word embedding. We provide results
for all targets All and a subset of targets whose optimal
trajectory length L is greater than 5.
From these metrics results, we can see that all of our
methods outperform the baseline, which only uses RGB
feature. Experiments show that using self-attention in
region feature aggregation can improve the success rate
and SPL for All’. At the same time, the highest SPL for
L ≥ 5’ can be obtained by feeding the region proposal
of object recognition into the network. In general,
the best performance is provided by aggregating the
features of RGB, segmentation, and region together.
E. Qualitative Demonstrations
A sample navigation task is shown in Fig. 5. We
have marked the top three regions of the self-attention
All L ≥ 5
SPL Success SPL Success
Baseline - SAVN 13.86 40.20 12.27 25.25
Segmentation 15.52 45.50 12.46 27.24
Depth 14.85 43.40 12.69 26.41
Region (Feature) 15.26 46.00 12.03 28.07
Region (Feature)
with Self-Attention 16.04 46.50 12.02 27.74
Region (Proposal) 15.55 46.10 13.83 29.57
Segmentation
+ Region (Proposal) 17.04 47.00 14.86 30.90
Segmentation
+ Region (Feature) 17.27 48.70 13.63 30.90
TABLE II. Quantitative results (%).
score. The light green box is the one where the agent’s
attention is most focused on, as it has the highest self-
attention score. It can be seen that without attention
(using the baseline method), the agent loses direction
and cannot recognize the target ”sink” using the base-
line method, while our method can quickly help the
agent discover and locate the target and judge whether
there are obstacles in front.
Note that except for the region corresponding to
the target, the attention scores of other regions are
fairly low. In addition, the scores of the two ”sink”
regions are both 0.5 when they first appear. As the agent
approaches step by step, the score of the region corre-
sponding to the nearest sink is higher. This illustrates
how, by using region attention module, our MVV-IN
system can effectively find the closest target object.
More details are shown in the accompanying video:
https://youtu.be/sO_TIKu0TPk.
F. Time Efficiency and Abolition Study
As shown in Fig. 6, aggregating the depth feature
into the network, the region features together with the
corresponding proposals, or the segmentation feature
together with region proposals (or features with self-
attention), all can reduce the inference time during
the test. All the above experiments were performed on
NVIDIA 2080 Ti GPUs.
Comparing the total time in Fig. 6, we find that
it is faster for inference to introduce the feature and
proposal of the region into our network than if any
of them would be introduced separately. Similarly, Ta-
ble II shows that adding both segmentation and region
features achieves a better performance than adding
one of them separately. All our models of variations
outperform the baseline, which uses only RGB features.
This illustrates the effectiveness of multimodal aggre-
00.5
1
1.0E+00 1.1E+01 2.1E+01 3.1E+01 4.1E+01 5.1E+01T
o
ta
l 
T
im
e 
fo
r 
In
fe
re
n
ce
 
Training Steps
Step Baseline (SAVN) Segmentation
Region (Proposal) Region (Feature) Depth
Region (Feat. + Proposal) Seg. + Region (Feat. with Attn.) Seg. + Region (Proposal)
Fig. 6. Total inference time curve for evaluation. The
solid line indicates that two features are aggregated into
the network together.
gation, including various visual information for indoor
navigation.
V. CONCLUSION
In this study, we present a novel Memory Vision-
Voice Indoor Navigation (MVV-IN) system. We use
multimodal visual info to facilitate the environment’s
understanding in navigation systems, using only a
monocular camera. Meta-learning technology is used
during training so that our model is more robust to
unseen scenes and novel tasks. We use extensive ex-
periments to evaluate our method and demonstrate that
it is competitive to the existing best approaches. Exper-
imental results show that the proposed method achieves
a higher success rate, SPL, and inference speed than the
state-of-the-art baseline. In the future, we will evaluate
the learning performance of our approach in real-world
environments using a programmable mobile robot.
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