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Abstract 
Improving methods for the order of convergence of iteration functions are given. Using these methods new third or 
fourth-order root-finding methods for a single equation with a multiple root are derived. Numerical examples are given. 
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1. Acceleration of convergence 
Let q~(z) be a real or complex function with ~b(~)= ~. If there exists a natural number p and a 
nonzero constant C such that 
lim q~(z) - ~ _ C, 
-~-~ (z - ~)p 
then q~(z) is called to be of order p at ~, or of order p. In other words, there exists a continuous 
function r/(z) at ~ such that 
4,(z) = ~ + n(z)(z - ~)P, ~(~) # o. (1) 
It is known that if ~b(z) is of order p ~> 2 and is continuously differentiable atc(, then the modified 
iteration function 
• (z ) :  ~(z)  - l~ ' ( z ) [ z  - ~(z)] (2 )  
is of order at least p + 1 (see [3]). In this section we extend this fact. 
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Theorem 1. Let c~(z) and tk(z) be iteration functions of  order p( >~ 1) and q( > 1) at ~, respectively. 
Suppose that ok(z) is continuously differentiable and ~(z) is continuous at ~. Then the iteration 
function 
q~(z) = ~b(z) - l~b'(z)[z - ¢(z)] (3) 
P 
is o f  order at least p + 1. 
Proof, Since ~b(z) can be expressed in the form (1), we have 
ok'(z) = prl(Z)(Z - ~)p-1 + q'(z)(z - cO p. 
By the assumption ~b(z) can be represented as 
~(z) = ~ + p(z)(z - ~)q, p(~) # o. 
Substituting in (3) by means of these equalities, we obtain 
{ ~ + ( -~ ' (z )  + ~(z)p(z))(z - ~)p+' + O((z - ~)~+2) 
• (z) = 
- ~ ' (z ) (z -  ~)p+l+ o((~- ~)p+q-') 
We have thus proved the theorem. [] 
If we set ~k(z):= ~(z) in formula (3), then by solving for ~(z) we have 
z - q~(z )  
~(z) =z  1 - ~b'(z)" 
For formula (4) the next theorem is known (see [3]). 
if q = 2, 
if q~>3. 
(4) 
Theorem 2. Suppose that an iteration function ~p(z) is of  order p( >>, 1 ) and is continuously differ- 
entiable at ~. I f  dp'(~) ¢ p, then the iteration function 
z - ok(z) 
• ( z )=z  1 - ~4~'(z) 
is of  order at least p + 1. 
2. Application to a single equation with a multiple root 
2.1. Some known methods for multiple zeros 
Let f ( z )  be a sufficiently many times differentiable function. Let ~ be an m-fold (m > 1) root of 
a single equation f ( z )= 0. We shall use the following notation: 
u = u(z) - f ( z )  Ai = As(z ) _ f(J)(z) 
f ' ( z ) '  j ! f ' ( z )  ( j  = 2,3,...). 
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Table 1 
Some known methods 
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Formula 4) ~ q~ (Known method)  Reference 
(2) z - mu - -  ~3 =z  - rnu[½(3 - m) + mA2u] [8] 
m- 1 1 (m-  1)2 
. . . .  z - ~m(m + 1)u + - -  [4] (3) z mu z 2A2 4A2 
u 
(4) z -- mu - -  R3 =z  m+l A2u [2] 
2m 
u 
(4) z - u - -  B ° = z [7] 
1 -A2u  
Some examples of multiple root-finding iteration methods obtained from formulae (2)-(4)  are 
shown in Table 1. The notation R 3 is used in [1]. 
2.2. A new optimal multiple root-findin9 method o f  order three 
In this and the next subsections we suppose that f ( z )  can be represented in the form f (z )= 
(z - ~)my(z), m > 1, 9(~) ~ 0, where the multiplicity m is known. If the iteration function ~b(z) of 
order p is determined by f ( z ) , f ' ( z )  . . . .  , f lP -1) (z)  and the multiplicity m of ~, q~(z) is called an 
optimal iteration function of order p. We remark that 'optimal' is in a sense of the number of 
computations of function evaluations per iteration. The first three methods in Table 1 are optimal of 
order three. 
If we apply Theorem 1 with dp(z )=-z -  mu to the iteration function ~k(z)---B ° in Table 1, then 
the iteration function 
Cb(z) =z  - mu - ½(1 - m + 2mA2u)(z - ~(z) )  (5) 
yields 
• (z) =z  - (½(1 + m) - mA2u)u 
1 - 2A2u (6) 
The iteration function (6) is a new optimal iteration of order three, but it requires more compu- 
tations than R3 in Table 1. 
2.3. New optimal multiple root-finding methods o f  order four  
Petkovi6 and Tri6kovi6 [6] obtained optimal fourth order methods by applying (2) to the first three 
methods in Table 1. In this subsection we obtain new fourth-order iteration functions by applying 
Theorem 2. 
The application of Theorem 2 to g3, R3 in Table 1 and Ostrowski's quare root iteration 
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f ( z )  zo o: m 
(Z 2 - -  2z + 2)2(z 2 + 2z + 3) 3 2 + 2i 1 + i 2 
(z 2 - 2z + 2)2(z 2 + 2z + 3) 3 -2  + 2i -1  + x/~i 3 
(z 2 - 2z + 2)(z 2 ~- 2Z + 3) 4 --2 + 2i --1 + v/2i 4 
(z 2 -- 2z + 2)2'5(z 2+ 2z + 3) 2 + 2i 1 + i 2.5 
Table 3 
Optimal third order iteration functions 
Formula m = 2 m = 3 m : 4 m = 2.5 
g3 5 exact 4 exact 4 0.22 × 10 15 4 exact 
R3 5 exact 4 exact 4 exact 4 exact 
(7) 4 exact 4 0.22 x 10 -15 3 exact 4 exact 
(6) 4 exact 3 0.31 × 10 -15 3 exact 3 exact 
the i terat ion funct ion 
z -  b(z) 
4)(z) =z  1 - ~b ' (z )  
y ie lds opt imal  fourth-order  i terat ion funct ions 
m(½(3 - m)  + mA2u)u 
4~(z) =z  - ~(4 - m)(m + 1) - m(1 - m)Azu + mZA3u 2 - 2m2A2u 2' 
¢ l+m _ AzU)U " 2m 
~(Z)~- - -Z -  (2m+l)(m+l) am+l  // . 
2m 2 J m zaZU ~- 3A3u2 
(8) 
=R4,  (9 )  
3x/~u(1  - 2A2u) 
• (z)  =z  - 2(1 - 2A2u)v/1 - 2Azu + x/m(1 - 3.42u q- 3A3u2) ' (10)  
respect ively .  The above iterat ion funct ions (8)  and (10)  are new. 
3. Numerical examples 
We i l lustrate i terat ion funct ions obta ined in the prev ious sect ion us ing test equations. Test  equat ions 
f ( z )=0,  the start ing va lues z0, the roots ~ and the mult ip l ic i t ies  m are given in Table 2. For  
compar ison,  we take up Traub 's  basic  sequence d~3, Hansen and Pat r ick 's  i terat ion funct ion R3, and 
Ost rowsk i ' s  i terat ion funct ion (7). 
We compute  by  Fortran 90 (Microsof t  Fortran Power  Stat ion) with complex  double precis ion.  In 
Tables 3 and 4 we show the i terat ion number  n and Izn - ~] such that Izn - ~1 < 10-15. 
By  Tables 3 and 4 we see as fo l lows:  
• A l l  i terat ion funct ions obta ined in Sect ions 2.2 and 2.3 g ive good results. 
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Table 4 
Optimal fourth-order iteration functions 
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Formula m = 2 m = 3 m = 4 m = 2.5 
(8) 4 exact 3 0.50 x 10 -15 3 exact 3 0.90 x 10 -15 
(9) 4 exact 3 0.22 × 10 -15 3 0.22 × lO -15 3 exact 
(10) 30.11 × 10 -15 3 0.22 × lO -15 3 0.22 × lO -15 3 exact 
• The best iteration function of order three is (6), an improved function of Schr6der's iteration 
function z - mu by Schr6der's B°. 
• The best iteration function of order four is (10) obtained from Ostrowski's iteration function (7) 
using Theorem 2. 
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