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Abstract— In this paper, we present a novel approach to
approximate the gain function of the feedback particle filter
(FPF). The exact gain function is the solution of a Poisson
equation involving a probability-weighted Laplacian. The nu-
merical problem is to approximate the exact gain function
using only finitely many particles sampled from the probability
distribution.
Inspired by the recent success of the deep learning methods,
we represent the gain function as a gradient of the output of
a neural network. Thereupon considering a certain variational
formulation of the Poisson equation, an optimization problem
is posed for learning the weights of the neural network. A
stochastic gradient algorithm is described for this purpose.
The proposed approach has two significant proper-
ties/advantages: (i) The stochastic optimization algorithm allows
one to process, in parallel, only a batch of samples (particles)
ensuring good scaling properties with the number of particles;
(ii) The remarkable representation power of neural networks
means that the algorithm is potentially applicable and useful
to solve high-dimensional problems. We numerically establish
these two properties and provide extensive comparison to the
existing approaches.
I. INTRODUCTION
This research is motivated by the following questions:
What is the principled approach to apply the deep learning
methodology to the stochastic filtering problem? Can the
well known curse of dimensionality in these problems be
mitigated by learning certain geometric structures using
neural networks?
In this paper, we present a principled approach to address
these questions, based on the use of the feedback particle fil-
ter (FPF) methodology. The FPF methodology is applicable
to the continuous-time stochastic filtering problem modeled
by the following nonlinear stochastic differential equations
(sde) [1]:
dXt = a(Xt)dt +σ(Xt)dBt , (1a)
dZt = h(Xt)dt + dWt , (1b)
where Xt ∈ Rd is the state of a hidden Markov process
at time t, Zt ∈ R is the observation process, {Bt}t≥0 and{Wt}t≥0 are two mutually independent Wiener processes,
and the functions a(⋅), σ(⋅), and h(⋅) are assumed to be
continuously differentiable. The objective of the filtering
problem is to compute the posterior distribution, i.e., the
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conditional distribution of Xt given the history of observa-
tions Zt ∶= σ(Zt ;t ∈ [0,t]).
The most commonly used approach to approximate the
solution of the nonlinear filtering problem are sequentially
importance sampling and resampling particle filters [2], [3].
However, these approaches are known to perform poorly in
high-dimensional setting (when d is large), an issue known as
curse of dimensionality [4], [5], [6], [7]. Feedback particle
filter is an alternative algorithm that does not involve the
importance sampling and resampling steps [8], [9]. FPF
algorithm comprises of a system of N stochastic processes{X it ;1 ≤ i ≤ N, t ≥ 0}, referred to as particles, driven by a
control law designed such that the empirical distribution of
the particles approximates the posterior distribution of the
filter. In particular, the evolution of i-th particles is governed
by the following sde:
dX it = a(X it )dt +σ(X it )dBit +Kt(X it )○(dZt − h(X it )− hˆt2 dt)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
feedback control law
,
(2)
where Kt(⋅) is the so-called gain function, hˆt ∶=E[h(X it )∣Zt],{Bit}t≥0 is an independent copy of {Bt}t≥0, and ○ indicates
Stratonovich integration. The gain function
Kt(⋅) =∇φt(⋅),
where the function φt(⋅) solves the probability weighted
Poisson equation
− 1
ρt(x)∇⋅(ρt(x)∇φt(x)) = h(x)− hˆt , (3)
where ρt(⋅) is the probability density function for X it , and∇⋅ denotes the divergence operator. Although FPF does
not involve importance sampling and resampling steps, its
implementation is computationally challenging because of
the numerical problem of gain function approximation. It
is noted that in a numerical simulation the density ρt(⋅)
is not explicitly available. The Poisson equation must be
solved by using only the particles {X it }Ni=1 which – for
the purposes of analysis and algorithm development – are
assumed to be independent samples drawn from ρt . Although
the considerations of this paper are motivated by the FPF
algorithm for the continuous-time filtering problem, the gain
function approximation is also the central problem for the
discrete-time FPF model [10] and also for the particle flow
algorithm [11], [12].
In literature, there are two approaches to the numerical
problem of gain function approximation: the Galerkin ap-
proach [9] and the diffusion map-based approach [13], [14].
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As illustrated with examples in Sec. IV-C, these existing
approaches do not scale well with the problem dimension.
The Galerkin procedure requires selection of basis functions
which becomes unwieldy as the problem dimension becomes
large. The diffusion map-based algorithm can require an
exponentially large number of particles, with respect to the
problem dimension, in order to maintain the same amount
of error.
In this paper, we present a novel deep learning-inspired
approach to mitigate some of the existing limitations. Our
proposed approach is based on the variational formulation of
the Poisson equation. In particular, the solution of the Pois-
son equation (3) represents the minimizer of the following
variational problem:
min
f ∈H10 (ρt) ∫Rd ( 12 ∣∇ f (x)∣2−(h(x)− hˆt) f (x))ρt(x)dx, (4)
where H10 (ρt) is the Hilbert space of square integrable
(with respect to ρt ) functions whose derivative (defined
in weak sense) is also square integrable. We restrict the
function class H10 (ρt) to a parametric family of functionsFΘ represented by feedforward neural networks. On FΘ, the
variational problem is empirically approximated in terms of
the particles:
min
f ∈FΘ
1
N
N∑
i=1( 12 ∣∇ f (X it )∣2−(h(X it )− hˆ(N)t ) f (X it )) , (5)
where hˆ(N)t = N−1∑Ni=1 h(X it ). A stochastic gradient descent
algorithm is proposed to learn the parameters of the network
by solving the empirical optimization problem (5). Finally,
the gain function is approximated as KNN(⋅) =∇ f ∗(⋅) where
f ∗(⋅) is the output of the optimized neural network.
Our proposed approach has two significant advantages:
(i) The stochastic optimization algorithm allows one
to process only a batch of particles with size M ≪N.
Moreover, these computations can be done in parallel
for each particle. This is a significant improvement
over, e.g., the diffusion map-based algorithm where
the computations scale with O(N2).
(ii) The expressive power of neural network architec-
ture allows the algorithm to potentially scale better to
high-dimensional settings with complicated probabil-
ity distributions. The diffusion-map based algorithm
does not scale well because it is based on a Gaussian
kernel which becomes progressively singular in high-
dimensional setting.
In recent years, there has been a growing interest in
solving partial differential equations (PDEs) using the deep
learning methodology [15], [16], [17]. Related to the con-
struction described in our paper, [17] introduces an approach
based on a variational formulation of a PDE.
The outline of the remainder of this paper is as follows:
The consistency of the variational formulation and its sta-
bility analysis appears in Sec. II. The proposed numeri-
cal procedure and neural network architecture appears in
Sec. III. Numerical experiments and comparison to existing
approaches appear in Sec. IV. The application to filtering
problem appears in Sec. V and the conclusions in Sec. VI.
II. VARIATIONAL FORMULATION
Let J(⋅) denote the objective functional of the variational
problem (4)
J( f ) ∶= ∫
Rd
( 12 ∣∇ f (x)∣2−(h(x)− hˆ) f (x))ρ(x)dx, (6)
where we dropped the time index t for clarity of presentation.
A formal calculation shows that the weak form of the Poisson
equation (9) is the first order optimality condition of (4): if
φ0 is the minimizer of (4), then
0 = d
dε
J(φ0+εψ)∣
ε=0= ∫
Rd
[⟨∇φ0(x),∇ψ(x)⟩−(h(x)− hˆt)ψ(x)]ρ(x)dx. (7)
for all functions ψ ∈ H10 (ρ), where ⟨⋅, ⋅⟩ denotes the inner
product on Rd . A more rigorous analysis requires additional
assumptions on the density ρ and the function h:
Assumption A1: (i) The probability density ρ satisfies the
Poincaré inequality, i.e.
∫
Rd
∣ f (x)− fˆ ∣2ρ(x)dx ≤∫
Rd
∣∇ f (x)∣2ρ(x)dx, ∀ f ∈H1(ρ),
(8)
where fˆ = ∫ f (x)ρ(x)dx. (ii) The function h is square
integrable with respect to ρ , i.e. h ∈ L2(ρ).
Theorem 1: Under the assumption A1, the variational
problem (4) has a unique minimizer, denoted by φ0, and the
minimizer solves the weak form of the Poisson equation (3):
∫
Rd
⟨∇φ0,∇ψ⟩ρ dx = ∫
Rd
(h− hˆ)ψρ dx, ∀ψ ∈H1(ρ). (9)
Proof: The proof is generalization of the arguments
used to analyze the variational formulation of the classical
Poisson equation, c.f. [18, Sec. 3.10]. The key steps of
the proof are (i) showing a lower-bound on the objective
function (6) using the Poincaré inequality; (ii) construction
of minimizing sequence ( fn); (iii) weak convergence of the
sequence to function φ0; (iv) and showing that φ0 is the
minimizer by using lower-semicontinuity of J(⋅).
In practice, any numerical procedure will necessarily yield
an approximation of the exact gain function. The following
proposition characterizes the L2-error in approximation.
Proposition 1: Consider the variational formulation (4)
with unique minimizer φ0. Then,
J(φ) = J(φ0)+ 12∥∇φ −∇φ0∥2L2(ρ). (10)
Proof: The proof follows by decomposing ∥∇φ −∇φ0∥2L2(ρ) and using the following two identities:
∫
Rd
⟨∇φ0,∇φ⟩ρ dx = ∫
Rd
(h− hˆ)φρ dx,
J(φ0) = −12 ∫Rd ∥∇φ0∥2ρ dx. (11)
The identities follow from the optimality condition (9) with
ψ = φ and ψ = φ0 respectively.
III. PROPOSED NUMERICAL APPROACH
A. Empirical approximation
The empirical approximation of the objective function J(⋅)
in (6) is defined as follows
Jˆ(N)( f ) ∶= 1
N
N∑
i=1 12 ∣∇ f (X i)∣2− f (X i)(h(X i)− hˆ(N)), (12)
where {X i}Ni=1 are assumed to be independent samples dis-
tributed according to ρ , and hˆN = 1N ∑Ni=1 h(X i). Minimizing
the empirical approximation (12) over all functions is ill-
posed: the minimum is unbounded and minimizer does not
exist. This is because the empirical probability distribution
does not satisfy the Poincaré inequality. Hence, we restrict
the function class for the optimization problem and consider
min
fθ ∈FΘ Jˆ(N)( fθ ), (13)
where FΘ is a parameterized class of functions. A function
in the class FΘ is denoted by fθ (x) or f (x;θ) where θ ∈Θ
is the parameter, and Θ is the parameter set. For example
1) FΘ = {∑mj=1θiψ j; ψ j ∈ H10 ,θ j ∈ R for j = 1, . . . ,m} is
a linear combination of selected basis functions. This
linear parametrization leads to the Galerkin algorithm.
2) FΘ is represented with neural networks and the param-
eters are the weights in the network.
In this paper, we follow the neural network representation
and propose the following neural network architecture.
B. Neural network architecture
The output f (x;θ) of the network is defined by the
following feed-forward network:
f (x;θ) = hL,
hl+1 = σl(Wlhl +bl +Alx), l = 0,1, . . . ,L−1, (14)
where x is the input, Wl and Al are weight matrices (with
the convention that W0 = 0), bl is the bias term, σl is the
activation function at layer l, and L is the number of layers
or depth of network.
The choice of activation function has an effect on the
representation power of the neural network. We consider the
following selections for activation functions:
(i) The first activation function σ1(x) =max(x,αx)2 is
the square of the leaky ReLU function, where α < 1
is the leak parameter.
(ii) The activation functions σl(x) =max(x,αx) is the
leaky ReLU for l = 2, . . . ,L−2.
(iii) The last activation function σL−1(x)= x is identity.
The choice for leaky ReLU compared with ReLU ensures
that the gradient does not vanish. This has been found to
be helpful for the optimization procedure. The choice for
square ReLU for σ1(⋅) ensures that the output is piece-
wise quadratic. Therefore, the gradient of the output, which
represents the gain function, is piecewise affine. Without
the square, the gradient of output is piecewise constant.
Numerically, we observed that piecewise affine approxima-
tions are better when compared to the piecewise constant
approximations. Finally, the identity map is used for the last
layer is to ensure that the neural network can easily represent
affine maps.
C. Optimization procedure
The optimization problem (13) is solved using the Adam
optimizer [19]. At each iteration, a batch of particles is
selected randomly and used to update the weights of the
network. The algorithm is implemented using the existing
tensor-flow libraries and modules. A summary of the pro-
posed numerical procedure is presented as Algorithm 1.
Algorithm 1 Numerical procedure to solve (13)
Input: particles {X i}Ni=1, observation values {h(X i)}Ni=1
Batch size M, Total iterations T
for t = 1, . . . ,T do
Sample batch {Xi}Mi=1 from {X i}Ni=1
Update θ to minimize (13) using Adam method
end for
IV. NUMERICAL EXPERIMENTS
For the following reported experiments, the algorithm
parameters are set as in Table I, unless stated otherwise.
TABLE I: Algorithm parameters
description notation value
number of layers L 4
number of neurons m 32
leak parameter for ReLU α 0.3
batch size M 10
sample size N 100
number of iterations T 104
learning rate η 10−4
adam parameters β1,β2 0.9,0.999
A. Illustration with bimodal distribution
The distribution ρ is assumed to be bimodal distribution
1
2 N(−1,σ2)+ 12 N(1,σ2) where σ2 = 0.2. The proposed nu-
merical procedure in Table 1 is implemented to approximate
the gain function. The following three selection of architec-
tures parameters are used
(i) 2 layers 64 neurons each layer
(ii) 5 layers 32 neurons each layer
(iii) 17 layers, 16 neurons each layer
The three architectures involve same number of unknown
weight parameters.
The result is compared with the exact gain. The exact gain
function admits a formula in the scalar case given by
K(x) = − 1
ρ(x) ∫ x−∞ρ(z)(h(z)− hˆ)dz. (15)
The numerical results are depicted in Figure 1(a): All three
architectures produce the same result. For comparison, the
Galerkin and diffusion map-based methods are implemented
for the bimodal example. The results are depicted in Fig-
ure 1(b) and Figure 1(c) respectively. The details of Galerkin
(a) Deep FPF as in Table 1 (b) Galerkin with polynomial basis. (c) Diffusion Map Based (DM)
Fig. 1: Gain function approximation for bimodal example in Section IV-A.
algorithm and diffusion map-based algorithm appear in [9]
and [14] respectively. The polynomial basis function is used
for the Galerkin algorithm.
For this particular example, Deep FPF outperforms
Galerkin approximation but does not perform as well as
diffusion map based approximation. However, note that there
is a lot of room for neural networks to be tuned to produce
better result. This is subject of ongoing work.
B. Over-fitting with full batch optimization
Consider the application of the proposed procedure on
the bimodal example in Section IV-A when the batch-size
is equal to the number of samples, i.e. M = N = 100. The
value of the empirical objective function (12) evaluated on
the given samples {X i}Ni=1 (training loss), and evaluated on
fresh independent samples {Yi}N1i=1 (test loss), as a function of
iteration, are depicted in Figure 2-(a). It is observed that after
certain iteration, around 2000, the test loss starts to increase
while the training loss continues to decrease. This illustrates
the over-fitting phenomenon. The gap between training loss
and test loss is called generalization error.
The over-fitting is avoided when the batch-size is smaller,
M = 10. The training loss and test loss are depicted in 2-(b).
It is observed that both training loss and test loss continue to
decrease as the iteration number grows. It is also observed
that the generalization error remains small. The reason is
that random selection of batches at each iteration of the
optimization algorithm introduces randomness that prevents
over-fitting [20].
C. Scaling with dimension
Consider the following probability density function
ρ(x) = ρb(x1) d∏
n=2ρg(xn), (16)
for x = (x1,x2, ...,xd) ∈ Rd . ρb is the probability density
function for bimodal distribution introduced in Section IV-
A and ρg is the probability density function for N(0,σ2).
Assume that the observation function is h(x) = x1. Hence the
exact gain function is given by
K˜exact(x) = (Kexact(x1),0, ...,0), (17)
where Kexact(x1) is given by (15).
Define the m.s.e error according to
m.s.e = 1
N
N∑
i=1 ∣Kalg.(Y i)−Kexact(Y i)∣2, (18)
where {Y i}Ni=1 are independent samples from ρ , and K(⋅)
is the approximate gain obtained from the proposed al-
gorithm 1. The m.s.e is computed by averaging over 100
simulations. The sample size N = 1000.
The resulting m.s.e as a function of iteration for different
dimensions is depicted in Figure 3-(a). It is observed that
the dimension does not effect the resulting error to a great
degree. For comparison, the m.s.e as a function of dimension,
for the proposed approach and the diffusion-map algorithm,
is depicted in Figure 3-(b). It is observed that although the
m.s.e for diffusion-map is smaller, but it grows faster with
dimension compared to the neural- network-based approach.
Also, in our simulations we used the optimal value of the
kernel-bandwidth for the diffusion-map algorithm for each
dimension. In particular ε = 0.1,0.1,0.2,1.0 for d = 1,2,5,10
respectively. This hyper parameter tuning may not be possi-
ble in application.
D. Scaling of computational time with N
Comparison of the running-time for the proposed proce-
dure 1 and Diffusion map-based approach as a function of
sample size (number of particles) is depicted in Figure 3c.
It is observed that the running time of the diffusion
map based approximation grows with O(N2), while the
running time of neural network-based approach scales with
O(N). This makes the proposed approach favourable for
large sample size, which is necessary for high-dimensional
problems.
V. APPLICATION TO FILTERING
Consider the problem of transporting particles from initial
distribution (or prior distribution) ρ0(x) to the final distribu-
tion (or posterior distribution)
ρ1(x) = ρ0(x)e−l(x)∫ ρ0(y)e−l(y)dy .
(a) N = M = 100 (b) N = 100 and M = 10
Fig. 2: The training and test error of the empirical objective function (12) for application the numerical procedure 1 on the
bimodal example of Section IV-A.
(a) m.s.e as a function of iterations for
varying dimensions.
(b) comparison of m.s.e as a function of
dimension
(c) Runtime comparison for Deep FPF
and diffusion map based approximation
Fig. 3: Numerical analysis of the m.s.e (18) and the runtime for the proposed procedure and comparison with Diffusion-map
(DM) and Galerkin approach, for the example in Section IV-C.
This problem appears in filtering problem with discrete-time
observations, where the function l(x) represents the log-
likelihood function of the observation model [11], [12], [10].
The transportation is achieved by updating the particles
according to
dX it
dt
= −∇φ(t,X it ), X i0 ∼ ρ0, t ∈ [0,1], (19)
where φ(t, ⋅) is the solution to the Poisson equation (3) with
ρ as the distribution of the particles {X it }Ni=1.
The justification for (19) is as follows. Let ρ(t,x) denote
the distribution of the particles X it . We show that ρ(1,x) is
equal to the posterior distribution ρ1(x). The evolution of
ρ(t,x) is given by the continuity equation
∂ρ
∂ t
(t,x) =∇⋅(ρ(t,x)∇φ(t,x)), ρ(0,x) = ρ0(x),
which is equal to
∂ρ
∂ t
(t,x) = −ρ(t,x)(h(x)− hˆt), ρ(0,x) = ρ0(x),
because φ(t,x) solves the Poisson equation (3). The solution
to this pde is
ρ(t,x) = ρ0(x)e−th(x)∫ ρ0(y)e−th(y)dy , (20)
concluding ρ(1,x) = ρ1(x). The trajectory ρ(t,x) is known
as the homotopy between ρ0 and ρ1.
For example, let ρ0 be a Gaussian distribution N(0,1)
and let l(x) = (∣x∣− 2)2. This likelihood model induces a
bimodal posterior distribution. The resulting flow of par-
ticles, with ∇φ(t,x) computed according to the proposed
algorithm 1, the diffusion map-based algorithm with ε = 0.1,
and the Galerkin algorithm with fifth order polynomial basis
functions, is depicted in Figure 4(a). The figure shows a
kernel-density estimate of the empirical distribution of the
particles along with the exact distribution ρ(t,x) at three
time instants: t = 0,0.5,1.0.
A quantitative comparison is provided by calculating the
mean square error in estimating the conditional expectation
of the function ψ(x) = x1x>0 over time. The m.s.e is defined
according to
mset = 1K K∑k=1( 1N
N∑
i=1ψ(Xk,it )−∫ ψ(x)ρ(t,x)dx)2, (21)
where K = 100 is the number of independent simulations.
The result is depicted in Figure 4(b).
Remark 1: In a filtering application, it is not necessary
to reinitialize the neural network for gain function approxi-
mation after each time the particles are moved. Because the
particles move slightly at each time step, the gain function
does not vary much. Therefore, the gain function that is
obtained in the previous filtering step is a good initialization.
This reduces the required number of iterations for gain
function approximation significantly.
(a) (b)
Fig. 4: The empirical distribution of the particles simulated according to (19) where ∇φ is approximated using three
different algorithms: Neural network-based, Diffusion map-based (DM), and Galerkin. (a) shows a kernel density estimate
of the empirical distribution along with the exact distribution given by the homotopy (20). (b) shows m.s.e in estimating the
conditional expectation of ψ(x) = 1x>0 computed according to (21) for the filtering example of Section V.
VI. CONCLUSION
We presented a deep learning-based approach to ap-
proximate the gain function in feedback particle filter, and
provided preliminary numerical results that serves as proof
of concept. There are two main directions of future work:
(i) sample complexity analysis of the proposed procedure
in terms of neural network architecture. This requires non-
trivial application of the existing generalization theory re-
sults, because the objective function involves gradient of
the neural net evaluated on samples which is not standard;
(ii) numerical analysis of the proposed procedure for high-
dimensional filtering problems and comparison with impor-
tance sampling-based particle filters.
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