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The “Lewis-Riesenfeld phases” which plays a crucial role in constructing shortcuts
to adiabaticity may be a resource for the implementation of quantum phase gates.
By combining “Lewis-Riesenfeld invariants” with “quantum Zeno dynamics”, we
propose an effective scheme of rapidly implementing π phase gates via constructing
shortcuts to adiabatic passage in a two-distant-atom-cavity system. The influence of
various decoherence processes such as spontaneous emission and photon loss on the
fidelity is discussed. It is noted that this scheme is insensitive to both error sources.
Additionally, a creation of N -atom cluster states is put forward as a typical example
of the applications of the fast and noise-resistant phase gates. The study results
show that the shortcuts idea is not only applicable in other logic gates with different
systems, but also propagable for many quantum information tasks.
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I. INTRODUCTION
The recent development of quantum information processing (QIP) has shed new light on
complexity and communication theory. The existing quantum algorithms for specific prob-
lems shows that quantum computers can in principle solve computational problems much
more efficiently than classical computers [1–7]. So far, a lot of studies on the theoretical and
practical aspects of quantum computation have been triggered in recent years [8, 9]. It has
been shown that the key ingredients of achieving quantum computation are quantum logic
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2gates. Using one-qubit and two-qubit logic gates, a universal quantum computation network
will be constructed. That is, any unitary transformation, including multiqubit gates, can be
decomposed into a series of single qubit operations along with two-qubit logic gates [10, 11]
in principle. Therefore, this concept has intensively motivated the researches in the realiza-
tion of the one-qubit unitary gates and the two-qubit logic gates in many physical systems
[8–17]. Among them, the cavity quantum electrodynamics (QED) systems which open up
new prospects in the implementation of large-scale quantum computation and generation
of nonclassical states with the atoms trapped in optical cavities, have recently become very
promising and highly inventive for QIP [18–21]. And there have been tremendous advances
in experiments realizing cavity QED systems during the past few years, for example, single
cesium atoms have been cooled and trapped in a small optical cavity in the strong-coupling
regime [22–24]; Quantum computations have been realized in cavity QED [12, 25]. On the
other hand, based on cavity QED systems, lots of theoretical schemes [26–32] have been
proposed to implement two-qubit logic gates with trapped atoms. For instance, Zheng im-
plemented a π phase gate through the adiabatic evolution in 2005 [30]. The procedure of
acquiring the quantum phase gate is simplified because the scheme’s system was not re-
quired to undergo a desired cyclic evolution. And the fidelity for the scheme was said to be
improved due to the avoidance of the errors. It was such a novel paper that it aroused a
great deal of interest in using adiabatic evolution to implement phase gates [33–36].
However, the adiabatic condition limits the speed of the evolution of the system. The
previous methods based on the adiabatic passage technique usually require a relatively long
interaction time. In general, the interaction time for a method is the shorter the better,
otherwise, the method may be useless because the dissipation caused by decoherence, noise,
and losses on the target state increases with the increasing of the interaction time. Therefore,
finding shortcuts to adiabaticity is of great significance for QIP and has drawn much more
attention than ever before. In recent years, various reliable, fast, and robust schemes have
been proposed in finding shortcuts to a slow adiabatic passage in both theory [37–44] and
experiment [45–50]. For example, Chen and Muga constructed shortcuts by invariant-based
inverse engineering to perform fast population transfer in three-level systems in 2012 [42]. Lu
et al. constructed shortcuts by using the approach of “transitionless quantum driving” to the
population transfer and the creation of maximal entanglement in the cavity QED system [51].
In 2014, motivated by the quantum Zeno dynamics [52, 53], Chen et al. constructed shortcuts
3to perform the fast populations transfer of ground states in multiparticle systems with the
invariant-based inverse engineering [54]. Soon after that, they generalized their method
into distant cavities to realize fast and noise-resistant QIP, including quantum population
transfer, entangled states preparation and transition [55].
Refs. [37, 38, 42–44, 54] prove that constructing shortcuts always has to deal with the
quantum phases transition, for example, the Berry phases [44], the Lewis-Riesenfeld (LR)
[56] phases, and so on. In view of that we wonder if it is possible to use shortcuts to
adiabatic passage (STAP) for the implementation of logic gates. Therefore, in this paper,
we effectively construct STAP in a two-distant-atom system to implement π phase gates
through designing resonant laser pulses by the invariant-based inverse engineering. To the
best of our knowledge, this is the first scheme for quantum logic gates based on STAP in
cavity QED systems. The logic gates can be achieved in a much shorter interaction time via
STAP than that based on adiabatic passage and the interaction time also not needs to be
controlled accurately. Similar to the adiabatic passage, the present scheme is insensitive to
variations of the parameters. Moreover, because of the short interaction time, the present
scheme is insensitive to the decoherence caused by spontaneous emission and photon loss
even though we increase the populations of some excited states during the gate operation.
And we also give an example of applications of this kind of phase gates: using the fast and
noise-resistant gates to create N -atom cluster states in spatially-separated cavities.
This paper is structured as follows. In Sec. II, we briefly describe the LR phases. In
Sec. III, we construct STAP in a two-distant-atom system by the invariant-based inverse
engineering, and show how to use the shortcut to implement π phase gates. Then, in Sec.
IV we use the kind of phase gates to create N -atom cluster states in N distant cavities
connected by N − 1 fibers. We give the numerical simulation and experimental discussion
about the validity of the scheme in Sec. V. And Sec. VI is the conclusion.
II. LEWIS-RIESENFELD PHASES
A brief description about the LR theory [56] is given in this section. We consider a time-
dependent quantum system whose Hamiltonian is H(t). Associated with the Hamiltonian,
there are time-dependent Hermitian invariants of motion I(t) that satisfy
ih¯∂tI(t)− [H(t), I(t)] = 0, (1)
4where ∂t ≡ ∂∂t . For any solution |Ψ(t)〉 of the time-dependent Schro¨dinger equation
ih¯∂t|Ψ(t)〉 = H(t)|Ψ(t)〉, I|Ψ(t)〉 is also a solution [57], and |Ψ(t)〉 can be expressed as
a linear combination of invariant modes
|Ψ(t)〉 =
∑
n
Cne
iαn |φn(t)〉, (2)
where Cn are constants, |φn(t)〉 is the nth eigenvector of I(t) and the corresponding real
eigenvalue is λn. The LR phases αn fulfill
h¯
dαn
dt
= 〈φn(t)|ih¯∂t −H(t)|φn(t)〉. (3)
III. SHORTCUT TO ADIABATICITY FOR TWO-QUBIT π PHASE GATES.
We consider that two four-level atoms (1 and 2) are respectively trapped in two cavities
(c1 and c2) connected by a fiber as shown in Fig. 1. Each atom has three ground states |g〉,
|f〉 and |s〉, and an excited state |e〉. The whole system evolves in the one-excited subspace
spanned by
|ψ1〉 = |f〉1|g〉2|0〉c1|0〉c2|0〉f ,
|ψ2〉 = |e〉1|g〉2|0〉c1|0〉c2|0〉f ,
|ψ3〉 = |g〉1|g〉2|1〉c1|0〉c2|0〉f ,
|ψ4〉 = |g〉1|g〉2|0〉c1|0〉c2|1〉f ,
|ψ5〉 = |g〉1|g〉2|0〉c1|1〉c2|0〉f ,
|ψ6〉 = |g〉1|e〉2|0〉c1|0〉c2|0〉f ,
|ψ7〉 = |g〉1|f〉2|0〉c1|0〉c2|0〉f ,
|ψ8〉 = |s〉1|g〉2|0〉c1|0〉c2|0〉f ,
|ψ9〉 = |g〉1|s〉2|0〉c1|0〉c2|0〉f . (4)
We assume that the atomic transition |f〉 ↔ |e〉 is resonantly driven through a time-
dependent laser pulse with Rabi frequency Ωl(t), transition |s〉 ↔ |e〉 is resonantly driven
through a time-dependent laser pulse with Rabi frequency Ωr(t), the transition |g〉 ↔ |e〉
is resonantly coupled to the cavity mode with coupling constant λ. In the short fiber limit
Lτ/(2πc) ≪ 1 [58, 59], where L denotes the fiber length, c denotes the speed of light, and
τ denotes the decay of the cavity field into a continuum of fiber mode, the cavities c1 and
5c2 are coupled to one fiber mode with strength v. We turn off the classical laser fields Ωr,k
(k = 1, 2) at first. The Hamiltonian of the system in interaction picture for this case can be
written as (h¯ = 1)
Hi(t) = Hal +Hac +Hcf ,
Hal(t) =
∑
k=1,2
Ωl,k(t)|e〉k〈f |+H.c.,
Hac(t) =
∑
k=1,2
λkak|e〉k〈g|+H.c.,
Hcf(t) = vb
†(a1 + a2) +H.c., (5)
where subscript k represents the kth atom and ak is the annihilation operator for the kth
cavity mode, and b† represents the creation operator of the fiber mode. Considering quantum
Zeno dynamics, we set Ωl,k(t)≪ λ (the Zeno condition) and rewrite the Hamiltonian in eq.
(5) with the eigenvectors of Hamiltonian Him (Him = Hac + Hcf) as (g1 = g2 = g and
χ =
√
2v2 + λ2)
HI =
4∑
m=0
ξm|θm〉〈θm|+ [ v
χ
|θ0〉(Ωl,1〈ψ1|+ Ωl,2〈ψ7|)
+
1
2
(|θ1〉+ |θ2〉)(−Ωl,1〈ψ1|+ Ωl,2〈ψ7|)
+
λ
2χ
(|θ3〉+ |θ4〉)(Ωl,1〈ψ1|+ Ωl,2〈ψ7|) +H.c.], (6)
where
|θ0〉 = v
χ
(|ψ2〉 − λ
v
|ψ4〉+ |ψ6〉),
|θ1〉 = 1
2
(−|ψ2〉 − |ψ3〉+ |ψ5〉+ |ψ6〉),
|θ2〉 = 1
2
(−|ψ2〉+ |ψ3〉 − |ψ5〉+ |ψ6〉),
|θ3〉 = λ
2χ
(|ψ2〉+ χ
λ
|ψ3〉+ 2v
λ
|ψ4〉+ χ
λ
|ψ5〉+ |ψ6〉),
|θ4〉 = λ
2χ
(|ψ2〉 − χ
λ
|ψ3〉+ 2v
λ
|ψ4〉 − χ
λ
|ψ5〉+ |ψ6〉), (7)
are the eigenvectors of Him corresponding eigenvalues ξ0 = 0, ξ1 = λ, ξ2 = −λ, ξ3 = χ and
ξ4 = −χ, respectively. Perform the unitary transformation U = e−i(
∑
4
m=0 ξm|θm〉〈θm|)t, and we
6obtain
Happ =
1
2
(eiλt|θ1〉+ e−iλt|θ2〉)(−Ωl,1〈ψ1|+ Ωl,2〈ψ7|)
+
λ
2χ
(eiχt|θ3〉+ e−iχt|θ4〉)(Ωl,1〈ψ1|+ Ωl,2〈ψ7|)
+
v
χ
|θ0〉(Ωl,1〈ψ1|+ Ωl,2〈ψ7|) +H.c.. (8)
Neglecting the terms with high oscillating frequencies λ and χ then the final effective Hamil-
tonian is gotten,
Heff =
v
χ
|θ0〉(Ωl,1〈ψ1|+ Ωl,2〈ψ7|) +H.c.
=
v
χ


0 Ωl,1(t) 0
Ωl,1(t) 0 Ωl,2(t)
0 Ωl,2(t) 0

 . (9)
It is obvious that Heff possesses SU(2) dynamical symmetry [60], and the invariant I(t) is
given by [41, 54]
I(t) =
v
χ
ω0[|θ0〉(cos γ sin β〈ψ1|+ cos γ cos β〈ψ7|)− i sin γ|ψ7〉〈ψ1|] +H.c.
=
v
χ
ω0


0 cos γ sin β −i sin γ
cos γ sin β 0 cos γ cos β
i sin γ cos γ cos β 0

 . (10)
where ω0 is an arbitrary constant with units of frequency to keep I(t) with dimensions of
energy. By solving the differential equation in eq. (1), the time-dependent Rabi frequencies
Ωl,1(t) and Ωl,2(t) are given,
Ωl,1(t) =
χ
v
(β˙ cot γ sin β + γ˙ cos β),
Ωl,2(t) =
χ
v
(β˙ cot γ cos β − γ˙ sin β). (11)
And the eigenstates of I(t), with eigenvalues λ0 = 0 and λ± = ±1, are
|φ0(t)〉 =


cos γ cos β
−i sin γ
− cos γ sin β

 ,
7|φ±(t)〉 = 1√
2


sin γ cos β ± i sin β
i cos γ
− sin γ sin β ± i cos β

 . (12)
In order to achieve fast adiabatic-like process (a process which is not really adiabatic
but leading to the same final populations), we impose relations [I(0), Heff(0)] = 0 and
[I(tf), Heff(tf )] = 0, where tf is the total interaction time. Thus, we obtain the boundary
conditions γ˙(0) = γ˙(tf) = 0, and the LR phases
α0 = 0, α± = ∓
∫ tf
0
[β˙ sin γ +
v
χ
(Ωl,1 sin β + Ωl,2 cos β) cos γ]dt. (13)
Moreover, the constants Cn (n = 0,±) also can be given through the relation Cn =
〈φn(0)|ψ1〉. Generating a π phase change of the quantum states involved in such a sys-
tem, the final state should become −|ψ1〉. Therefore, we choose the feasible parameters
γ(t) = ǫ and β(t) = πt/tf , where ǫ is a small value. We obtain
Ωl,1(t) = Ω0 sin β,
Ωl,2(t) = Ω0 cos β, (14)
and the final state
|Ψ(tf)〉 =


− cos2 ǫ− cosα sin2 ǫ
−i sin ǫ cos ǫ+ i cosα sin ǫ cos ǫ
sin ǫ sinα

 , (15)
where α = π/(2 sin ǫ) and Ω0 = χπ cot ǫ/(vtf). When we choose (sin ǫ)
−1 = 4ζ (ζ =
1, 2, 3, · · · ), cosα = 1 and the final state becomes |Ψ(tf)〉 = [−1, 0, 0]′ = −|ψ1〉.
If the initial state of the system is |f〉1|s〉2|0〉c, the whole system evolves in a subspace
spanned by
|ϕ1〉 = |f〉1|s〉2|0〉c1|0〉c2|0〉f ,
|ϕ2〉 = |e〉1|s〉2|0〉c1|0〉c2|0〉f ,
|ϕ3〉 = |g〉1|s〉2|1〉c1|0〉c2|0〉f ,
|ϕ4〉 = |g〉1|s〉2|0〉c1|0〉c2|1〉f ,
|ϕ5〉 = |g〉1|s〉2|0〉c1|1〉c2|0〉f , (16)
8and the interaction picture Hamiltonian is
Hi,s = Ωl,1|ϕ2〉〈ϕ1|+ λ|ϕ2〉〈ϕ3|+ v|ϕ4〉(〈ϕ3|+ 〈ϕ5|) +H.c.. (17)
With the parameters above, the adiabatic condition 〈θ˜0|∂tθ˜±〉 ≪ ξ˜± for this subspace is
fulfilled, where |θ˜0〉 is the eigenstate corresponding eigenvalue ξ˜0 = 0, and |θ˜±〉 are the
eigenstates corresponding nonzero eigenvalues ξ˜±. And if the initial state of system is |θ˜0(0)〉,
it evolves along the dark state
|θ˜0(t)〉 = 1√
2Ω2l,1 + λ
2
(λ|ϕ1〉 − Ωl,1(t)|ϕ3〉+ Ωl,1(t)|ϕ5〉). (18)
When t = tf , Ωl,1(tf ) = 0 and the final state becomes |θ˜0(tf)〉 = |ϕ1〉.
It is obvious that the total Hamiltonian Hi has no effect on the evolution of initial states
|g〉1|s〉2|0〉c1|0〉c2|0〉f and |g〉1|g〉2|0〉c1|0〉c2|0〉f ,
Hi|g〉1|s〉2|0〉c1|0〉c2|0〉f = 0,
Hi|g〉1|g〉2|0〉c1|0〉c2|0〉f = 0. (19)
Therefore, we have
|g, s〉1,2|0, 0, 0〉c1,c2,f → |g, s〉1,2|0, 0, 0〉c1,c2,f ,
|g, g〉1,2|0, 0, 0〉c1,c2,f → |g, g〉1,2|0, 0, 0〉c1,c2,f ,
|f, s〉1,2|0, 0, 0〉c1,c2,f → |f, s〉1,2|0, 0, 0〉c1,c2,f ,
|f, g〉1,2|0, 0, 0〉c1,c2,f → −|f, g〉1,2|0, 0, 0〉c1,c2,f , (20)
which is a π phase gate.
IV. PREPARATION OF CLUSTER STATES
There are some applications of the phase gates proposed in Sec. III, say, it can be used
to create cluster states. As shown in Fig. 2, N atoms (1, 2, 3, · · · , N) are trapped in N
cavities (c1, c2, . . . , cN ) connected by N−1 fibers and optical switches [61], respectively. All
the optical switches (O1, O2, . . . , ON−1) are turned off in the beginning to void interaction
with each atom. Then, we turn on the optical switch O1 to let the the optical fiber mediate
the cavities c1 and c2. And we prepare the atoms 1 and 2 in the state |̟1〉 = 12(|f〉1 +
9|g〉1)(|s〉2 + |g〉2). Using the π phase gate achieved above in Sec. III, we easily obtain a two
atoms state as follows:
|̟′1〉 =
1
2
(|f, s〉1,2 − |f, g〉1,2 + |g, s〉1,2 + |g, g〉1,2)
=
1
2
(|f〉1σz2 + |g〉1)(|s〉2 + |g〉2), (21)
where σz2 = |s〉2〈s| − |g〉2〈g|. Then we turn off the optical switch O1 and turn on O2.
Meanwhile, the atom 3 is prepared in state 1√
2
(|f〉3 + |g〉3). In this case, the whole atomic
system is
|̟2〉 = 1
2
(|f〉1σz2 + |g〉1)(|s〉2 + |g〉2)⊗
1√
2
(|f〉3 + |g〉3). (22)
Afterward, we turn off laser pulse Ωl,k (here k = 2, 3) and turn on the laser pulses Ωr,k. It is
obvious that the behavior of Ωr are the same as that of Ωl. The Hamiltonian for the whole
system can be expressed as
Hi,2(t) = vb
†
2(a2 + a3) +
∑
k=2,3
Ωr,k(t)|e〉k〈s|+ λkak|e〉k〈g|+H.c., (23)
which is similar to the Hamiltonian in eq. (5). Therefore, by using the same method in
section III (setting Ωr,2 = Ωl,1 and Ωr,3 = Ωl,2), we achieve another π phase gate:
|g, f〉2,3|0, 0, 0〉c2,c3,f2 → |g, f〉2,3|0, 0, 0〉c2,c3,f2,
|g, g〉2,3|0, 0, 0〉c2,c3,f2 → |g, g〉2,3|0, 0, 0〉c2,c3,f2,
|s, f〉2,3|0, 0, 0〉c2,c3,f2 → |s, f〉2,3|0, 0, 0〉c2,c3,f2,
|s, g〉2,3|0, 0, 0〉c2,c3,f2 → −|s, g〉2,3|0, 0, 0〉c2,c3,f2. (24)
Using this phase gate, the state |̟2〉 becomes a three-atom cluster state:
|̟′2〉 =
1√
2
(|f〉1σz2 + |g〉1)
1
2
(|s, f〉2,3 − |s, g〉2,3 + |g, f〉2,3 + |g, g〉2,3)
=
1
2
√
2
(|f〉1σz2 + |g〉1)(|s〉2σz3 + |g〉2)(|f〉3 + |g〉3), (25)
where σ23 = |f〉3〈f | − |g〉3〈g|. The rest may be deduced by analogy. Once an (M − 1)-atom
(2 ≤ M ≤ N) cluster state has been generated, an M-atom cluster state can be easily
created by the following four steps:
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(1) Turn on the optical switch OM−1 (other optical switches are all kept off).
(2) (a) If M is an odd number, the atom M should be prepared in state 1√
2
(|f〉M + |g〉M),
the laser pluses Ωr,M and Ωr,M−1 should be turned on. (b) If M is an even number, the atom
M should be prepared in state 1√
2
(|s〉M + |g〉M), the laser pluses Ωl,M and Ωl,M−1 should be
turned on.
(3) Using the same method as in section III to implement the π phase gate operation.
(4) The M-atom cluster state can be generated through above three steps.
V. NUMERICAL SIMULATION AND DISCUSSION
The validity of the above theoretical analysis will be numerically proved in the following.
From eq. (14), we know that the amplitude of the laser pulses is
Ω0 =
χπ cot ǫ
vtf
=
π cot ǫ
tf
√
2 + (
λ
v
)2. (26)
That is, the amplitude of the laser pulses depends on three parameters: ǫ, tf , and v. And
there is an inverse relationship between Ω0 and tf (v) when ǫ is a constant value. Fig. 3
(a) shows the fidelity of the target state −|ψ1〉 versus parameters λtf and v/λ in case of
ǫ = arcsin 0.25. From the figure, we find that, when tf = 20/λ and v = 0.7λ, the fidelity is
also higher than 90%. While with these two parameters, the laser amplitude is Ω0 = 1.22
which does not meet the Zeno condition Ωl,k ≪ λ. The reason for this result has been
discussed in refs. [54, 55] in very detail: the population transfer form the initial state |ψ1〉
to the target state |ψ7〉 can be fast and perfectly achieved even when the Zeno condition
has not been fulfilled and vice versa. However, in this paper, we focus on how to use the
LR phases to implement a π phase gate. From the theoretical analysis above, we know that
when the Zeno condition is destroyed, the phase change of the whole system is unpredictable
and unanalyzable. Therefore, through the relationship in eq. (26), we plot Fig. 3 (b) in
case of ǫ = arcsin 0.25 to accurately choose v and tf to make sure the Zeno condition is
fulfilled. The result shows that when tf or v is large enough, Ω0 only changes a little with
the changing of tf or v. To complete the gate operation in a short interaction time, it seems
that tf = 50/λ and v = 2λ is a good choice for the scheme. The above analysis is based on
ǫ is a constant value, while, we know there are also some different choices for the parameter
ǫ as shown in Fig. 4. Figure 4 is plotted with {tf = 50/λ, v = 2λ}, and we find that the
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ideal value of ǫ for the highest fidelity is slightly different from the condition ǫ = arcsin 1/ζ,
the reason for this difference has been discussed in ref. [54] in detail: in the present case,
the Zeno condition is satisfied but not very ideally because speeding up the system requires
relatively large laser intensities. Therefore, under the premise that the interaction time for
the gate operation is short, to satisfy the Zeno condition as well as possible, the parameters
for Ω0 is chosen as {ǫ = 0.258, v = 2λ, tf = 50/λ}. With these parameters, as shown
in Fig. 5 (a), the laser pulses are determined. And the time evolution of the populations
for states |ψ1〉, |ψ5〉, |θ0〉, |θ1〉 (|θ2〉), and |θ3〉 (|θ4〉) are shown in Fig. 5 (b). An obvious
phenomenon in the figure which is much different from the adiabatic passage technique is
that the intermediate state |θ0〉 is populated during the evolution (in a scheme based on
adiabatic passage, the state |θ0〉 is usually neglected). We can understand this from refs.
[37, 42, 54], the key point to speed up the population transfer is increasing the intermediate
states, especially, the states which are neglected during the adiabatic passage. Ideally, the
more the intermediate states are populated, the faster the evolution is. However, a high
population of an intermediate state usually leads to decoherence of the system. What is
more drawn from Fig. 5 (b) is that we can confirm the Zeno condition is fulfilled with this
set of parameters: the states |θ1〉, |θ2〉, |θ3〉 and |θ4〉 are all considered as negligible during the
evolution. In Fig. 6 (a), we show the evolution of the system when the initial state is |ϕ1〉.
The solid curves which are plotted through the relation PRj = |〈ϕj|ρs(t)|ϕj〉| (j = 1, 3, 5)
are the time-dependent populations for states |ϕj〉, and the dashed curves which are plotted
through the relation PDj = |〈ϕj|θ˜0(t)〉|2 are also the time-dependent populations for states
|ϕj〉, where ρs(t) which satisfies ∂tρs = i[ρs, Hi,s] is the density operator for the Hamiltonian
Hi,s in eq. (17) and |θ˜0(t)〉 is the dark state in eq. (18). From this figure, we find there are
some differences between the evolutions governed by Hi,s and the dark state: it seems that
the dark state can not ideally describe the evolution of the system. Through analyzing refs.
[42, 54, 55, 62] in detail, a favorable inference is drawn: for a resonant Λ-type three-level
system as shown in ref. [62], if the stokes and pump pulses are designed with the form
Ωp(t) = Ω0 sin
β
2
, Ωs(t) = Ω0 cos
β
2
, (27)
ζ = (sin ǫ)−1/4 seems to dominate the oscillation number of the curves which describe the
time-dependent populations of the three states. When ζ is too small, for instance, ζ = 1, 2,
the system can not meet the adiabatic condition. Numerical simulation shows that, in this
12
Λ-type system the oscillation number No equals to ζ . And we draw an inference that at
least under certain conditions, for an adiabatic system, the oscillation number is in direct
proportion to ζ . For fair comparison and to make sure the adiabatic condition for the
Hamiltonian in eq. (17) is fulfilled, it is better to make the population for the same state,
i.e., the state |ϕ1〉 keeps unchanging with different parameters. We choose the population
of state |ϕ1〉 as a typical example for the analysis. From eq. (18), the population of state
|ϕ〉 is given by
PD1 =
λ2
2Ω2l,1 + λ
2
=
λ2
2Ξ2( cot ǫ
tf
)2 + λ2
, (28)
where Ξ = (πχ sin β)/v. To keep PD1 the same when we change ζ , we change tf accordingly.
(cot ǫ)/tf = C has to be satisfied, where C is a constant. And we obtain
cot ǫ
tf
= C ⇒ tf = cot ǫ
C
=
√
1− ( 1
4ζ
)2
4Cζ
≃ 1
4Cζ
. (29)
The result shows there is an inverse relationship between the total interaction time tf and
ζ . Therefore, when we choose ζ = 2, for fair comparison, it is better to choose tf = 100/λ.
In Fig. 6 (b), we plot PRj and P
D
j again with parameters {ζ = 2, tf = 100/λ, v = 2λ}.
Contrasting Fig. 6 (a) with (b), we find that when ζ = 2, the oscillation number is double of
that when ζ = 1, and the more the oscillation number is, the smoother the curve is. When
we choose ζ = 5 and tf = 250/λ, the curves P
R
j coincide exactly with curves P
D
j as shown in
Fig. 6 (c), that is to say, the dark state can describe the evolution governed by Hi,s ideally
with a relative large ζ . However, a large ζ leads to a small laser amplitude Ω0, and a small
laser amplitude will lead to a long interaction time which is a deviation from our intention.
We contrast the present scheme with adiabatic and Zeno schemes respectively to prove
that STAP has effectively shortened the interaction time. A π phase gate is achieved via
adiabatic evolution of dark eigenstates or quantum Zeno dynamics in this two-atom system.
The Hamiltonian takes the form in eq. (5), we only have to change the parameters for the
laser pulses. By solving the characteristic equation of Hi the dark state is given by
|Dark(t)〉 = 1
ND
[Ωl,2|ψ1〉 − Ωl,1|ψ7〉 − Ωl,1Ωl,2
λ
(|ψ3〉 − |ψ5〉)]. (30)
For simplicity, we also choose the form of the laser pulses as Ωl,1 = Ω
′
0 sin β and Ωl,2 =
Ω′0 cos β to meet the boundary conditions for stimulated Raman scattering involving adi-
abatic passage. When t = tf , Ωl,1 = −Ω′0 and Ωl,2 = 0, and the final state becomes
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|Dark(tf)〉 = −|ψ1〉. Since the adiabatic condition |〈Dark|∂tΦm6=0〉| ≪ |Em| is too complex
to directly analyze, where |Φm〉 is the mth instantaneous eigenstate corresponding nonzero
eigenvalue Em, we simplify the whole system by setting a limit condition Ωl,1,Ωl,2 ≪ λ, v
similar to what we do in section III. Then the Hamiltonian can be simplified as the form in
eq. (9), and the adiabatic condition is also simplified as |〈η0|∂tη±〉| ≪ |ε±|. For the given
laser pulses, we have
β˙√
2
≪ vΩ
′
0
χ
⇒ tf ≫ πχ√
2vΩ′0
. (31)
When we choose v = 2λ, (πχ)/(
√
2vΩ′0) ≈ (Ω′0)−1. Therefore, the interaction time tf must
be chosen at least 20 times larger than (Ω′0)
−1 to obtain a high fidelity of the target state.
To prove this, we plot Fig. 7 (a) which shows the time evolution of the populations for
states |ψ1〉 − |ψ7〉 when Ω0 = 0.2λ and tf = 100/λ = 20(Ω′0)−1. Shown in the figure, even
with tf = 20(Ω
′
0)
−1, the adiabatic condition is not ideally fulfilled, the fidelity of the target
state −|ψ1〉 is only about 92% and states |ψ2〉 and |ψ6〉 which should have been adiabatically
eliminated are populated. That means, if we want to achieve an ideal target state −|ψ1〉, the
interaction time required in the adiabatic scheme is longer than 20(Ω′0)
−1. And in a scheme
also with Hamiltonian Hi to implement a π phase gate via quantum Zeno dynamics, when
the Zeno condition is fulfilled, the evolution of the system is approximatively governed by
the effective Hamiltonian in eq. (9), and the general evolution form of eq. (9) in time t is
|ψ(t)〉 = v
2
(χθ)2
(Ω2l,1 cos θt + Ω
2
l,2)|ψ1〉 − i sin θt|θ0〉
+
v2
(χθ)2
(Ωl,1Ωl,2 cos θt− Ωl,1Ωl,2)|ψ7〉, (32)
where θ =
√
v2(Ω2l,1 + Ω
2
l,2)/χ
2. When we choose tf = 2π/θ and Ω1 = Ω2 = iΩ
′
0 (Ω
′
0 is
a real number), the final state becomes |ψ(tf)〉 = −|ψ1〉. As known to all, the smaller
the value of Ω′0 is, the better the Zeno condition is satisfied. Whereas, a smaller Ω
′
0 leads
to a longer operation time. Therefore, we choose a relative large Ω′0 = 0.1λ for the Zeno
scheme. In this case, the operation time is tf = 2π/θ ≈ 21.2π/λ which is a little longer than
that of the shortcut scheme when v = 2λ as shown in Fig. 7 (b). With these parameters,
the fidelity of the target state is about 98.9%. It is notable that the state |θ0〉 including
atomic excited states is greatly populated which makes the scheme much more sensitive to
decoherence caused by atomic spontaneous emission than the shortcut scheme. In general,
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to avoid this defect, researchers usually create a detuning between the effective transition
|ψ1〉(|ψ7〉)↔ |θ0〉 in theory. However, this operation inevitably increases the operation time
of the scheme. Limited by the Zeno condition, the present shortcut scheme might not have
distinct advantage in operation time compared with the Zeno scheme, but when all of the
merits and faults are considered together, the shortcut scheme is much better than the other
two without doubt.
Robustness against possible mechanisms of decoherence is important for a scheme to be
applicable in quantum-information processing and quantum computing. It is necessary for
us to examine robustness of our shortcut schemes described in the previous sections against
decoherence mechanisms including the atomic spontaneous emission, the cavity decay, and
the fiber decay. Once the decoherence is considered, the evolution of the system can be
modeled by a master equation in Lindblad form,
ρ˙ = i[ρ,Hi] +
∑
k
[LkρL
†
k −
1
2
(L†kLkρ+ ρL
†
kLk)], (33)
where ρ is the density operator for the whole system, Lk are the so-called Lindblad operators.
Firstly, we consider the initial state is |ψ1〉. For the implementation of the π phase gate,
there are seven Lindblad operators governing dissipation in the model when the initial state
is |ψ1〉:
LΓ1 =
√
Γ1|f〉1〈e|, LΓ2 =
√
Γ2|f〉2〈e|, LΓ3 =
√
Γ3|g〉1〈e|, LΓ4 =
√
Γ4|g〉2〈e|,
Lκc5 =
√
κ1a1, L
κc
6 =
√
κ2a2, L
κf
7 =
√
κfb. (34)
where Γi (i = 1, 2, 3, 4) are the atomic spontaneous emissions, κj (j = 1, 2) are the cavity
decays, and κf is the fiber decay. For simplicity, we set Γj = Γ/2 and κi = κ. In Fig. 8 (a),
we plot the fidelity F1 of the target state −|ψ1〉 through the relation F1 = |〈−ψ1|ρ(tf )|−ψ1〉|
versus the dimensionless parameters Γ/λ, κ/λ and κf/λ via numerically solving the master
equation (33). We can find from the figure that the method is robust against the cavity
decay and fiber decay while sensitive to the atomic spontaneous emission. This result can
be understood with the help of Fig. 5 (b): the state |θ0〉 including atomic excited states
|ψ2〉 and |ψ4〉 is populated, while the states |θm〉 (m = 1, 2, 3, 4) including cavity- and fiber-
excited states keep ignorable during the evolution. Then, if the initial state is |ϕ1〉, there
will be five Lindblad operators governing dissipation:
LΓ1 =
√
Γ1|f〉1〈e|, LΓ2 =
√
Γ2|f〉2〈e|, Lκc3 =
√
κ1a1, L
κc
4 =
√
κ2a2, L
κf
5 =
√
κfb. (35)
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We display the dependence on the ratios Γ/λ, κ/λ, and κf/λ of the fidelity of the final state
|ϕ1〉 through solving the corresponding master equation in Fig. 8 (b). The result is much
different from that of F1, when the initial state is |ϕ1〉, the atomic spontaneous emissions
and the fiber decay almost have no influence on the fidelity while the decay of cavity has
great influence. It is because when the initial state is |ϕ1〉, the adiabatic condition is fulfilled
and the states |ϕ2〉 including atomic excited state and |ϕ4〉 including fiber-excited state have
been effectively adiabatically eliminated. Whereas, shorting the operation time requires a
relatively large pulse amplitude, so the intermediate states |ϕ3〉 and |ϕ5〉 in the dark state
|θ˜0〉 including the excited states of the cavity can not be effectively eliminated during the
evolution, and that makes the system sensitive to the cavity decay.
The robustness against operational imperfection is also a main factor for the feasibility
of the scheme because most of the parameters are hard to faultlessly achieve in experiment.
Hence, we calculate the fidelity by varying error parameters of the mismatch among the
laser amplitude, the interaction time, and coupling constants. And we define δx = x′− x as
the deviation of parameter x. The fidelity versus the variations in different parameters are
shown in Fig. 9. As shown in the figures, the scheme is robust against the variations of λ,
v, and T (T = tf is the total operation time). But it is a little sensitive to the variation of
laser amplitude Ω0 (a deviation δΩ0/Ω0 = ±5% causes a reduction about 3% in the fidelity).
That is because the laser amplitude is strongly related to ǫ whose deviation greatly influence
the target state’s fidelity as shown in Fig. 4. Fortunately, that is not a serious problem to
realize the scheme because it is not a challenge to accurately control the laser amplitude in
experiment.
In a real experiment, the cesium atoms are applicable to implement the schemes. And
an almost perfect fiber-cavity coupling with an efficiency larger than 99.9% can be realized
using fiber-taper coupling to high-Q silica microspheres [63]. In case of that the fiber loss
at 852-nm wavelength is only about 2.2 dB/Km [64], the fiber decay rate is only 0.152
MHz. While in recent experimental conditions [65, 66], it is predicted that a strong atom-
cavity coupling λ = 2π × 750 MHz is achieved. That means the fiber decay can actually
be neglected in a real experiment with these parameters. And choosing another set of
parameters (λ,Γ, κ) = (2500, 10, 10) MHz in the microsphere cavity QED which is reported
in [66, 67], the fidelity of the π phase gate is higher than 99%.
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VI. CONCLUSION
“Shortcuts to adiabatic passage” has shown its charm in a wide range of applications
in quantum information processing and quantum computation. It successfully breaks the
time limit in an adiabatic process by providing alternative fast and robust processes which
reproduce the same final populations, or even the same final state as the adiabatic process
in a finite and shorter time. As we mentioned above, constructing STAP usually has to
deal with the quantum phase transition during the evolution, while how to make use of
the phase transition for quantum information processing and computation in cavity QED
systems still has not been involved. In this paper, we studied theoretically applications of
STAP for the implementation of π phase gates and the creation of cluster states in distant-
atom systems which have advantages in long-distant quantum information processing and
quantum computation. Though the interaction time required for the gate operation in the
scheme is limited by the Zeno condition, it is still shorter than that in similar schemes via
adiabatic passage and quantum Zeno dynamics. Synthesizes each kind of influence factors
of a theoretical scheme’s realizability, the present shortcut scheme might be a more reliable
choice in experiment, because the scheme is not only fast, but also robust against fluctuations
of the parameters and decoherence caused by atomic spontaneous emission and photon loss.
In response to the interesting phenomenon that in the adiabatic dark state evolution, the
oscillation number is closely related to a special parameter ζ . We have offered analysis
and discussion, in as much detail as possible. The paper is promising and might enlighten
applications of shortcuts to adiabaticity for quantum phase gates in cavity QED and even
other experimental systems.
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FIG. 1: The cavity-fiber-atom combined system and the atomic level configuration for the imple-
mentation of phase gates.
FIG. 2: The set-up diagram for the creation of cluster states.
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FIG. 3: (a) The fidelity F1 of the target state −|ψ1〉 versus the interaction time λtf and the
hopping rate v/λ. (b) The laser amplitude Ω0/λ versus the interaction time λtf with different
hopping rates v/λ.
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FIG. 5: (a) The time dependence of the laser fields Ωl,1 and Ωl,2 when v = 2 and ǫ = 0.258. (b)
Time evolution of the populations for the states |ψ1〉, |ψ5〉, and |θm〉 (m = 0, 1, · · · , 5).
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FIG. 6: Time evolution of the populations for the states |ϕ1〉, |ϕ3〉, and |ϕ5〉 in different cases:
(a) ζ = 1 and tf = 50/λ, (b) ζ = 2 and tf = 100/λ, (c) ζ = 5 and tf = 250/λ.
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FIG. 7: Time-dependent evolution of similar schemes for the π phase gates: (a) via adiabatic
passage. (b) via quantum Zeno dynamics.
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FIG. 9: The fidelity F1 of the target state −|ψ1〉 versus the variations of (a) λ and v; (b) Ω0 and
T .
