Data centers play an important role in the operation and management of IT infrastructures but because of their huge power consumption it raises issue of great concern as it relates to global warming. This paper explores the sleep state of data centers' servers under specific conditions such as setup time and identifies an optimal number of servers potentially to increase energy efficiency. We use a Dynamic Power Management policy based model with the optimal number of servers that is required in each tier while increasing servers' setup time after sleep mode. The Reactive approach is used to validate the results and energy efficiency by calculating the average power consumption of each server under specific sleep mode and setup time. Our method uses average power consumption to calculate the Normalized-Performance-Per-Watt in order to evaluate the power efficiency. The results indicate that the schema reported in this paper can improve power efficiency in data centers with high setup time servers.
I. INTRODUCTION
Data centers are an essential part of Internet services and have a growing role in businesses beyond the computer industry. In fact, all networking activity relies on data centers. When considering data centers in the industry and at a high level, it refers to a large number of servers with a massive number of computational resources that contribute toward high expenses related to energy consumption [1, 2] . The results of a study [3] show that data centers consume about 2.8% of the total electricity in the US. Moreover, these centers' energy consumption represents about 3% of global energy use [4] . The main consumers of power within data centers are cooling systems and computing resources with estimated cooling systems contribution around 30% towards data centers' energy consumption [5] .
In response to concerns about growing power consumption in data centers, many businesses are attempting a new strategy called green computing. The concept of green computing is to save energy, improve efficacy, and achieve greater environmental protection [6] . Although recent advances in energy efficiency have yielded huge improvements in both desktop and server computer technologies. However, industries are faced with contributing problems that relate to computer systems, including the energy consumption, exhaust emissions, building resources, high maintenance costs, global warming, and high water enterprise [7, 8] . Green computing can reduce the energy consumption of computer systems, improve their operational efficiency of emissions, and increase recycling efficiency, which could promote environmental protection and conservation of energy [9] . The authors [10] studied different aspects of green data centers by classifying the previous works in different categories.
Today's data centers are mostly working under AlwaysOn policy, which wastes a lot of power during periods of lower loads [11] . Researchers have proposed various solutions to reduce energy consumption by optimizing servers with a sleep mode. A servers' setup time is one of the recent challenges in dynamic power management. Although several researchers [11] believe that it is not efficient to have a high server setup time, this paper contends that this claim may not always true.
Current approaches to managing the server sleep state include the Predictive, Reactive, Hybrid, and Dynamic Provisioning, amongst others. This paper compares the Hybrid and Reactive approaches to show that under specific circumstances the combination of these two methodologies can be used as an alternative approach to power management in green data centers.
II. RELATED WORKS
When using power management, in order to improve the energy efficiency of data centers, the following three techniques are commonly employed: i. Selected servers' shutdown, ii. Frequency and voltage provisioning, and iii. Dynamic Power Management [12] . The Predictive approach [13] envisions the future request rate using previous data in order to recognize when the servers must be turned on. On the other hand, the Reactive approach [13] reacts to the request immediately by turning the servers on or off. There is also the Hybrid approach that includes both Predictive and Reactive approaches. In order to predict the future request rate of the servers, different types of Predictive policies, such as exponentially weighted average, moving window average, and linear regression [14] are employed. The authors have determined that using moving window policies and linear regression improve the workload traces by providing a means to more efficient power consumption than static approaches.
A. Predictive Approach
In a different approach, the authors [15] used auto regression policy to predict the request rate for specific arrival patterns and used the results to determine the threshold policies to trigger the servers on and off. Their Dynamic Power Management policy is energy efficient for periodic request rates repeating on a daily basis.
B. Reactive Approach
Authors [16] have used a theoretical method as a control in order to manage resources to applications in a multi-tier data center. They used specific queuing theory to predict response time and allocated resources based on the estimated response time and power consumption.
A reactive feedback mechanism was used [16] to monitor a multi-tier web application, where the authors evaluated CPU utilization and response time to select the number of servers, making the point that using multiple sleep states in servers could have significant improvement in energy savings [17] . Further studies [18, 19] involve modeling and dynamic provisioning on the performance side of multi-tier Internet application, barely focusing on power consumption.
Sleep states of the servers were further studied [11] where the authors proposed Reactive and SoftReactive approaches for certain types of traces and evaluated them for the best match for sleep states. Reactive approach responds to changes in requests and loads by turning the servers to sleep mode and waking them back up when the load increases. In response to concerns raised on longer delays for the servers to come back up after going off so quickly, they introduced another policy called SoftReactive where the server goes to the idle mode for a short time before turning off. This delay in transition forces the servers to wait for possible arrival load. If the server is requested during the delay time, then the server goes back to the regular mode. The authors set timers for each server to turn off in order to prevent turning the server on prematurely. This introduced further problems when too many servers were put in the idle mode. To solve this issue, they introduced a routing plan, which distributes jobs onto fewer servers, forcing the unneeded servers to go into sleep mode.
C. Hybrid Approach
Hybrid approach includes both Predictive and Reactive approaches, where Predictive methods are used in long-term workload trends, and Reactive approaches are used in short-term unpredictable trends [13] . In a study [20] the authors first used the Reactive approach for unpredictable trends in request rate and secondly used the Predictive method for long-term trends in request rate. Separately, the authors proposed a solution called PowerNap to switch its state from high performance to low power (sleep mode) and vice versa to respond to the rapid server loads. Using this methodology, the authors [21] were able to put the servers in sleep mode long before the servers entered idle mode, so they were actually replacing the low server utilization periods with an energy efficient sleep mode.
A further study reported in [12] , where the authors introduced new methodology that consisted of multiple approaches. They used Dynamic Provisioning, Frequency Scaling, and Dynamic Power Management methods to make multi-tier data centers more energy efficient. They propose two algorithms; one focuses on the optimal number of servers by dynamically provisioning them, and the other algorithm, mostly focuses on the CPU speed and the duration of sleep states for each server.
Unfortunately, thus far, based on our extensive literature review, Hybrid approaches have had problems predicting workloads and defects of Reactive approaches, but this paper reports on overcoming this problem by combining some aspect of Hybrid and Reactive approaches together.
III. METHODOLOGY
This paper reports on the fact that, under specific conditions, two different methodologies namely Reactive and Hybrid can be combined as an improved green approach in the field of dynamic power management. The methodology involves one front-end load generator and one front-end load balancer, which distributes requests from the load balancer to expected application servers. The load balancer is also responsible for turning the application servers to sleep mode and waking them up. There are also several Memcached, servers to fetch the data required to service the requests [11] . Furthermore, power management techniques are applied on the front-end application server side.
As reported in [12] the optimal energy consumption E can be computed using (1) then converting it to the power consumption using (2) . This conversion is needed as we used based on the 95 percentile of customers' response time. Our methodology uses TPC-W based workload in a multi-tier data center [12] .
(1) Where , , , t, , and represent, power consumption, utilization of a system, CPU speed, sleep state duration, ratio of the idle power consumption to the peak power consumption, ratio sleep power consumption to peak power consumption, time interval length respectively.
Where P, E, , represent power consumption, energy consumption, setup time, respectively.
is the optimal energy consumption as we are using the same conditions for the evaluation that is reported in [12] , where
The parameters of interest include the average power consumption, setup time, response time and the number of active servers. Although, long setup times are not recommended, commonly, we will show that if specific time slots are considered in our calculation in combination with the specific number of servers, it can be efficient to use long setup times to improve energy efficiency.
Our consideration for Hybrid aspects include the CPU speed and also how to get the expected minimal number of servers [12] using (3). The minimal number of servers resulting from (3) should meet the Service Level Agreement (SLA) and can help to achieve good ratings in the power saving approach reported in this paper. The CPU utilization can be obtained by monitoring the supported tools by operation systems. Then the number of requests by a server in different time frames can be analysed as in (3).
(3) Where, , , , and , represent the minimal number of servers in each tier, number of queued for each tier, number in incoming request for each tier, target response time, estimated throughout tier , respectively.
In this paper, the number of servers from (3) is validated with the peak number of requests in (4) . Each front-end server can handle 60 as reported in [11] . This result is based on a threshold of 500 forms the results see Fig 1. In this paper, we compare the results with the AlwaysOn policy and Reactive approaches. Note that in the real world, the request rate cannot be calculated in advance, but that is not true with the AlwaysOn policy. A peak request of 800 is adopted from [11] , so we use the same peak request for a specific benchmark dynamically over 30 minutes, and a Dynamic Power Management scheme calculates the number of servers for each tier during the next time interval. Based on (4), =14 servers for the AlwaysOn policy are needed at all times, but this number can vary according to our methodology.
(4)
Here, r represents request rates. The methodology reported in this paper demonstrates, when the servers' setup time is increased using the minimal number of servers (3 and 4), remarkable results can be obtained with respect to power efficiency.
In this paper, servers are kept in sleep mode if the actual number of servers is more than and if no servers are woken up from sleep. Alternatively, the servers are put in sleep mode when there is a delay in the incoming requests. In order to determine for how long, the servers are put in sleep mode and the response time for each request is estimated using (5) (as reported in [12] ) that is used to approximate response time in 30 minutes setup time.
Response time = (5) Where, , , represent number of requests, number of disciplines that CPU needs to process the request and is the CPU speed, respectively. Fig. 1 shows of response time for the TCP-W benchmark for each time slots. As shown in Fig. 1 , the starts from = 12 minutes, so we exclude time frames before = 12 minutes to meet the SLA limit of 2000ms. The Hybrid approach uses the response time 2000ms, thus making it easier to allocate the expected number of servers [12] .
The average power consumption, was used to replicate the influence of using sleep state, by not sending the request to the server when it is marked for sleep and changing its power consumption by . To prove that this approach is energy efficient we use NPPW that uses PPW for both Reactive approach and AlwaysOn policy [11] .
A. AlwaysOn Policy
AlwaysOn policy is a static power management policy, which most of the industries nowadays are using. The policy has a constant number of active front-end servers at all times. To calculate how many servers this policy uses, the amount of request rates that each front-end server can accommodate must be observed [11] . This is the critical point, when the 95 th percentile of a certain threshold will be implemented.
This policy is designed to meet the peak request rate, but it does not have the ability to envision when the peak request rate occurs due to the fact that the average power consumption for the AlwaysOn policy is always high. Moreover, the 95 th percentile of response time and average power consumption under AlwaysOn policy is unchanged in favor of sleep states. That is why the AlwaysOn policy was chosen to compare the approach established by this research and the Reactive approach.
B. Average Power Consumption
In this section, we explain how to compute the average power consumption, , in the Reactive approach for specific setup times, where the power consumption is calculated over the same time period.
is different for various setup times when the is zero. It is calculated based on setup times which starts from the 12 minute time slot. We calculate the when the server is zero and then increase the setup time in this state to measure power consumption. Although is a start point of of response time, the calculation begins from because the power consumption before is not efficient. The first calculation of starts when then will be increased to calculate next [11] . For a given and we predict by analyzing the results as in [11] , see Table 1 . 
C. Performance-Per-Watt (PPW) Calculation
Equation (6) is used to calculate the PPW, where for each specific , the same value of are achieved by increasing . So five different values are used for five different . As shown in Table 2 increasing at specific , PPW decrease and by contrast, when is constant, PPW increases by increasing . That is why maximum value of PPW is when = 19 minutes and = 0. Note that, PPW for AlwaysOn policy is unaffected by the changes in and and it has a constant value of [11] .
IV. RESULTS PPW is used for various sleep states duration (see (7) ) to prove that not only are our results superior to the AlwaysOn policy (when NPPW>1), but they are also superior to the Reactive approach.
The optimal number of servers (approximately 60 servers) from (3) and (4) and the results shown in Table 2 are used as PPW in (7) to calculate NPPW.
The result for NPPW as shown in Table 3 for slowly varying traces. Un-shaded regions demonstrate higher NPPW, where NPPW > 1 confirms that our approach is superior to AlwaysOn Policy, as NPPW increases increases and decreases. As an illustration we have a maximum NPPW of 3.53 when the and . Using sleep states under and . Using sleep states under Reactive and Hybrid approaches can provide demonstrable benefit in terms of NPPW for specific conditions. Using the specifications from calculation and the results of NPPW, we were able to achieve significant improvements in energy efficiency. It is revealed that the approach reported in this paper is superior to the Reactive approach and AlwaysOn policy. As shown in Fig. 2 , the results, when compared with others while scaling the number of servers up from 14 to 60, magnification increases NPPW. While not usually recommended, the results make our approach more desirable as compared to AlwaysOn policy and Reactive approach.
V. CONCLUSION
The new methodology is introduced in this paper to examine the benefit of sleep states with high server setup times. The methodology uses the combination of Reactive and Hybrid approaches to find the optimal number of servers. The methodology uses the 95 th percentile of response-time that is used to calculate the specific setup time.
We used specific ranges of sleep states with high setup times and proved that it can improve PPW. Then we calculated NPPW and proved that our approach is superior to the previous Reactive approach and AlwaysOn policy under specific circumstances. Finally, when compared with the Reactive approach; our results reveal the effectiveness of sleep states when the number of servers increases. In particular, our results show that the methodology introduced in this paper can be used to reduce the power consumption by 48% relative to static provisioning and AlwaysOn policy. 
