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Thepaper consists of twoparts. In thefirst part,we consider twoma-
trices that appear in the literature in the study of irreducibleMarkov
chains. The first matrix N is equal to the mean first passage of the
Markov chain except on the diagonal where N vanishes. The other
matrix K is equal to JA#d − A, where J is the all-1 matrix, A is the
identity minus the transition matrix of the Markov chain, and A#d is
the diagonal matrix whose diagonal entries are the corresponding
diagonal entries of the group inverse of A. BothN and K are known to
be invertible. We show that the diagonal entries of N−1 and of K−1
are strictly negative in sufficiently highdimensions (≥3 forN and≥4
for K). These results lead to a number of inequalities of independent
interest, one of which we study in greater detail probabilistically.
In the second part of the paper, we address a problem raised by
Kemeny and Snell of determining whether a given Markov chain is
primitive only from its first mean passagematrix, without having to
compute the transition matrix. We derive several simple conditions
of the mean first passage matrix which are helpful in determining
whether the corresponding transition matrix is primitive.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let T ∈ Rn,n be the transitionmatrix of an n-state irreducible homogeneousMarkov chain {Xk}∞k=0
with statesS1, . . . , Sn. For convenienceandwithout lossof generalityweassumeS1 = 1, . . . , Sn = n.
In this case T is an n×n irreducible, nonnegative, and stochasticmatrix (with constant row sums equal
to 1). For 1  i, j  n, themean first passage time (MFP) from state i to state j is defined as:
mi,j =
∞∑
k=1
kPri(τj = k), where τj = min{  1 : X = j}, (1.1)
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and Pri denotes the distribution of the chain conditioned on X0 = i. The MFP times tell us about the
short term behavior of the chain, whereas the entries of the stationary distribution of the chain, which
is the unique positive vector π = [π1, . . . , πn]t ∈ Rn,n such that π tT = π t and with ‖π‖1 = 1,
gives us the long term probabilities of ending in any one of the states.
We comment that if, in the setting of the above paragraph, we let A = I− T and if, for j = 1, . . . , n,
we let Aj be the (n−1)× (n−1) principal submatrix of A obtained by deleting its jth row and column,
then it is known, see Meyer [7], that:
Mj := [m1,j, . . . ,mj−1,j,mj+1,j . . . ,mn,j]T = A−1j e, (1.2)
where e is the all-1 vector whose dimension is detemined by the context.
Let N = (ni,j) = M − Md, where for an n by n matrix B, Bd denotes the diagonal matrix whose
diagonal entries are the corresponding diagonal entires of B. Then according to Kemeny and Snell [6,
p. 81], N is an invertible matrix. Kemeny and Snell show further [6, Theorem 4.4.12] that in this case
the transition matrix for the chain is given by:
Tˆ = I + (Md − J)N−1. (1.3)
Indeed, Meyer [7] shows that the MFP matrix is the unique solution to the matrix equation
(I − T)X = J − TXd, (1.4)
where X is inRn,n, and it is easy to check that the matrix Tˆ given in (1.3) satisfies Eq. (1.4).
We call the problemof determiningwhether amatrixwith positive entries is themean first passage
matrix of a Markov chain the inverse mean first passage matrix problem. Recall, also, that the problem
of determining whether the inverse of a nonnegative matrix is an M-matrix is known as the inverse
M-matrix problem. 1 Neumann and Sze [8] showed that the two problems are interlinked and the
properties of the inverse of N were investigated. The following result was proved.
Corollary 1.1 (Neumann and Sze [8, Corollary 2.3]). Suppose that N ∈ Rn,n is a nonnegative invertible
matrix with zero diagonal entries. Let N−1 = (pi,j). Then N = M − Md for some MFP matrix M of a
Markov chain C on n states if and only if
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑n
k=1 pi,k > 0, for all i = 1, . . . , n,
pi,j 
∑n
k=1 pi,k
∑n
k=1 pk,j∑
1≤k,≤n pk,
, for all i = j, i, j = 1, . . . , n,
pi,i
∑
1≤k,≤n pk,∑n
k=1 pi,k
−
n∑
k=1
pk,i  −1, for all i = 1, . . . , n,
(1.5)
and the (any) n × n matrix G = (gi,j) whose off-diagonal entries are given by:
gi,j = pi,j −
∑n
k=1 pi,k
∑n
k=1 pk,j∑
1≤k,≤n pk,
, for all i = j, i, j = 1, . . . , n, (1.6)
is irreducible.
1 For more background material on nonnegative matrices and M-matrices see, e.g., the books by Berman and Plemmons [3] and
by Seneta [9].
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In [8], an example was given that some off-diagonal entries in, and column sums of, N−1 can be
negative and it was conjectured that all the diagonal entries of N−1 are negative. We shall prove this
conjecture in Section 2 and we shall show in that section that it leads to various inequalities between
the elements of some of the matrices we work with here, namely, the transition matrix T , the MFP
matrix M, the M-matrix A = I − T , and the group inverse A# 2 of A. One of these inequalities is (see
Corollary 2.3) states that for each i = 1, . . . , n,
∑
j =i
(A−1i )j,jaj,i  −1.
In Section 3, we change our approach from a linear algebraic one to a more probabilistic one and
sharpen the results of Corollary 2.3 by characterizing the case of equality in this inequality.
It is known that the diagonal entries of an MFP matrix M are the reciprocals of the stationary
probabilities. Thus, by (1.3) and the nonsingularity of N, having the mean first passage times at our
disposal allows us to determine uniquely the transitionmatrix T . Kemeny and Snell raise in their book
a deeper question. Given that the mean first passage matrix is always positive, how can we determine
without calculating T explicitly whether T represents an ergodic chain or a regular chain, namely, a
periodic versus an aperiodic chain? This is a question that we shall begin to answer in this paper.
2. The diagonal entries of N−1 and consequences
We begin this section by proving the conjecture posed in [8] and mentioned in our introduction
that for an MFP matrixM, the diagonal entries of N = M − Md are negative.
Theorem 2.1. Let T = (ti,j) ∈ Rn,n, n  3, be a transition matrix for a Markov chain C, let M = (mi,j)
be the MFP matrix for the chain, let N = (ni,j) = M − Md, and let N−1 = (pi,j). Then, for i = 1, . . . , n,
pi,i < 0.
Proof. For j = 1, . . . , n, let
Rj :=
n∑
k=1
pj,k and Cj :=
n∑
k=1
pk,j. (2.7)
Furthermore let
S := ∑
1k,ln
pk,l. (2.8)
From the inequalities (1.5) in Corollary 1.1 we obtain
Rj > 0, for all j = 1, . . . , n, (2.9)
and
pi,j 
RiCj
S
, for all i = j, i, j = 1, . . . , n. (2.10)
By (1.3), the transition matrix T for the Markov chain C is given by
T = I + (Md − J)N−1. (2.11)
2 For the definition and properties of the group inverse see the books by Ben-Israel and Greville [2] and Campbell and Meyer [4].
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By applying (2.11) to the vector ewe obtain
Md = diag
(
S
R1
, . . . ,
S
Rn
)
. (2.12)
Since the diagonal entries of T are between 0 and 1, from (2.11) it follows that
1 + S
Ri
pi,i − Ci  1, for all i = 1, . . . , n,
and hence
pi,i 
RiCi
S
, for all i = 1, . . . , n. (2.13)
From (2.13) and (2.9) we see at once that if Ci < 0, then pi,i must be negative.
So suppose that Ci  0, for some 1  i  n. Then we see from (2.10) that all the off-diagonal
entries in the ith column of N−1 must be nonnegative. We need to consider three cases.
Case 1: pi,i < 0. Then there is nothing to prove.
Case 2: pi,i = 0. Then as N is nonsingular, there must exist an index m = i such that pm,i = 0 and
hence positive. Let k = m, i which is possible as n  3. Then we can write that:
0 =
(
NN−1
)
k,i
=
n∑
l=1
nk,lpl,i  nk,mpm,i + nk,ipi,i = nk,mpm,i > 0
which is not possible as all the off-diagonal entries in N are positive.
Case 3: pi,i > 0. Letm be any index such thatm = i. Then we can write that:
0 =
(
NN−1
)
m,i
=
n∑
l=1
nm,lpl,i  nm,ipi,i > 0,
where, again, we have used the positivity of the off-diagonal entries of N to deduce the rightmost
strict inequality. This case is clearly not possible also.
Thus pi,i < 0 also when Ci  0 and our proof is done. 
We comment that Theorem 2.1 does not hold in the case when n = 2 as then N−1 is easily seen to
have zero diagonal entries.
In [7], Meyer shows that the matrix
L = JA#d − A# = NM−1d , (2.14)
where A# is the group inverse of A has an inverse which is given by
L−1 = αI + (αL − I)A = α
(
eπ t + JA#dA
)
− A, (2.15)
where α = 1/trace(A#) and where we have used the identity that AA# = I − eπ t . Thus, by Theorem
2.1, L−1 has negative diagonal entries. This leads us to the following corollary:
Corollary 2.2. Under the assumptions of Theorem 2.1, for each i = 1, . . . , n,
1 −∑
k =i
mi,kπktk,i < (1 − ti,i)trace(A#) (2.16)
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and
πi <
n∑
k=1
a#k,k
(
ai,i − ak,i) , (2.17)
where A# = (a#i,j) is the group inverse of A.
Proof. The proof of (2.16) follows easily by noticing that the the entries of L are given by
i,j = a#j,j − a#i,j = mi,jπj, for i, j = 1, . . . , n.
For the proof of (2.17) we use (2.15) to write that for i = 1, . . . , n,
L
−1
i,i = απi + α
∑n
j=1 a#j,jaj,i − ai,i = α
[
πi +∑nj=1 a#j,jaj,i −∑nj=1 a#j,jai,i]
= α
[
πi +∑nj=1 a#j,j(aj,i − ai,i)] .  (2.18)
We comment that the left-hand-side of (2.16) may be negative in which case the inequality has no
meaning. But this is not always the case as the following example shows. Let
T =
⎛
⎜⎜⎜⎜⎜⎜⎝
0.1950 0.2371 0.3664 0.2014
0.1785 0.3584 0.1749 0.2881
0.0058 0.6977 0.1636 0.1329
0.0123 0.4708 0.3135 0.2035
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Here trace(A#) = 2.8705 and, for i = 1, . . . , 4, the vector of left-hand-sides for (2.16) is given
by (0.7912,−0.3311, 0.1330, 0.4069), while the vector of right-hand-sides for (2.16) is given by
(2.3107, 1.8416, 2.4008, 2.2864).
A second corollary to Theorem 2.1 is the following:
Corollary 2.3. Suppose that T ∈ Rn,n is an irreducible row stochastic matrix and A = (ai,j) = I − T. For
i = 1, . . . , n, Let Ai be the submatrix of A obtained by deleting its ith row and column. Then the following
inequality holds:∑
j =i
(A−1i )j,jaj,i  −1. (2.19)
Proof. The result is immediate for n = 2, so assume that n  3. Without loss of generality we can
assume that i = n. LetM be theMFPmatrix of theMarkov chainwhose transitionmatrix is T . Consider
the parameterized family of matrices:
A(x) =
⎡
⎢⎢⎢⎢⎢⎢⎣
An c
xdt xan,n
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
In−1 0
0 1
⎤
⎥⎥⎥⎦−
⎡
⎢⎢⎢⎢⎢⎢⎣
T1,1 −c
−xdt 1 − x(1 − tn,n)
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2.20)
where c = [a1,n, . . . , an−1,n]t , d = [an,1, . . . , an,n−1]t and 0 < x  1.
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As A(x) is a singular and irreducible M-matrix for all x ∈ (0, 1], A#(x) exists for all such x and so
we can define the corresponding family of matrices determined via:
L(x) = JA#d (x) − A#(x). (2.21)
By (2.18) we can now write that:
(L(x)−1)n,n = α(x)
⎡
⎣πn(x) + n−1∑
j=1
a#j,j(x)(aj,n − xan,n)
⎤
⎦ . (2.22)
Wewill nowuseanexplicit block-representationofA#(x)developedbyMeyer [7]usinghisnotation.
For that purpose let
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
h(x) = xdTA−1n ,
δ(x) = −hT (x)A−1n e = −xdTA−1n A−1n e,
β(x) = 1 − hT (x)e = 1 − xdTA−1n e,
F(x) = A−1n −
δ(x)
β(x)
I = A−1n +
xdTA−1n A−1n e
1 − xdTA−1n e I.
(2.23)
Then
πn(x) = 1
β(x)
= 1
1 − xdTA−1n e
and
A#(x) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A−1n +
A−1n ehT (x)A−1n
δ(x)
− F(x)eh
T (x)F(x)
δ(x)
−F(x)e
β(x)
hT (x)F(x)
β(x)
δ(x)
β2(x)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.24)
Note that as x → 0+, πn(x) → 1− and also limx→0+ F(x) = A−1n , so that if [A#(x)]n denotes the
principal submatrix of A#(x) obtained by deleting its last row and column, then we have from (2.24)
that
[A#(x)]n = A−1n −
A−1n edTA−1n A−1n
dTA
−1
n A
−1
n e
+ F(x)ed
TA−1n F(x)
dTA
−1
n A
−1
n e
, (2.25)
and hence limx→0+[A#(x)]n = A−1n . Now from Theorem 2.1 it follows that
(L(x)−1)n,n
α(x)
= πn(x) +
n−1∑
j=1
a#j,j(x)(aj,n − xan,n) < 0 (2.26)
as L(x)−1 = Md(x)N(x)−1. Taking the limit as x → 0+, we obtain the inequality:
1 +
n−1∑
j=1
[A−1n ]j,jaj,n  0  (2.27)
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Closely related with the matrix L of (2.14) is the matrix
K = JA#d − A. (2.28)
Next we show that there is a connection between K and L or K andM.
Theorem 2.4. Suppose that n ≥ 4. Let T = (ti,j) ∈ Rn,n be a transition matrix for a Markov chain C, let
K be given as in (2.28). Then K
−1
i,i < 0, for all i = 1, . . . , n.
Proof. We begin by showing that for all n  2, K−1i,i < 0 if and only if:
(JA#d(M − Md))i,i > 1. (2.29)
To see this let us note that we can write that JA#d = ezt , where z = (a#1,1, . . . , a#n,n), and make use of
the Sherman–Morrison formula for the inverse of rank 1 perturbations:
−K−1 = (A − ezt)−1 = ((A + eπ t) + (−e)(z + π)t))−1
= (A + eπ t)−1 − (A + eπ
t)−1(−e)(z + π)t(A + eπ t)−1
1 + (z + π)t(A + eπ t)−1(−e) ,
(2.30)
provided that (z + π)t(A + eπ t)−1(−e) = −1. Now, as π te = 1, it is easily verifiable that (A +
eπ t)−1 = A# + eπ t and so, as A#e = 0 and π tA# = 0, we have that:
(z + π)t(A + eπ t)−1(−e) = −(z + π)t(A# + eπ t)e = −zte − 1 < −1.
A similar computation yields that the numerator on the right hand side of (2.30) is given by: eztA# +
(1 + zte)ewt . Thus
−K−1 = (A − ezt)−1 = A# + eπ t − ez
tA# + (1 + zte)eπ t
zte
.
Algebraic manipulations give now that the diagonal entries of −K−1 are given by:
−K−1i,i =
πi
(∑
k =i a#k,kmk,i − 1
)
trace(A#)
= πi
(
JA#d(M − Md)
)
i,i
− 1
trace(A#)
.
Next, in Ben-Ari andNeumann [1, Corollary 2] it is shown that the diagonal entries ofA# = (I−T)#,
satisfy that:
a#i,i 
1
2
(1 − πi)[1 + ti,i(1 − πi)] (2.31)
Suppose now that without loss of generality that i = 1. Then
∑
k =i
a#k,kmk,i = a#2,2m2,1 + a#3,3m3,1 + a#4,4m4,1  A#2,2 + a#3,3 + a#4,4
 1
2
(1 − π2) + 12 (1 − π3) + 12 (1 − π4) = 1.5 − 12 (π2 + π3 + π4) > 1. 
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We have a comment and a conjecture on the above theorem.
(i) For n = 2 the conclusion of the above theorem does not hold as shown by the following example:
Let T =
⎡
⎣ 0 1
1 0
⎤
⎦. Then A# =
⎡
⎣ 1/4 1/4
1/4 1/4
⎤
⎦ andM =
⎡
⎣ 2 1
1 2
⎤
⎦, so that for the matrix used in (2.29),
we get that JA#d(M−Md) =
⎡
⎣ 1/4 1/4
1/4 1/4
⎤
⎦ andwe see that its diagonal entries are smaller than 1. On
the other hand if we take T =
⎡
⎣ .8 .2
.2 .8
⎤
⎦, then one can check that JA#d(M − Md) =
⎡
⎣ 6.25 6.25
6.25 6.25
⎤
⎦.
Hence by the proof of the above theorem the diagonal entries of K−1 must be negative.
(ii) Conjecture 2.5. Let n = 3 and let K be as in (2.28). Then K−1i,i ≤ 0 for all i = 1, . . . , 3. Furthermore,
K
−1
i,i = 0 for some i if and only if T is a simple cycle.
Curiously, we have not been able to verify the conjecture for any irreducible 3 × 3 stochastic
matrix, though we have not found a counterexample. For the simple cycle C3 =
⎡
⎢⎢⎢⎣
0 1 0
0 0 1
1 0 0
⎤
⎥⎥⎥⎦, the
diagonal entries of JA#d(M − Md) are all 1’s, hence the diagonal of K−1 vanishes.
A partial solution of the conjecture is the observation that it holds for all irreducible 3×3 doubly
stochastic matrices as we shall now show. Consider then the left hand side in (2.29) and, without
loss of generality, let i = 1. Then from, (2.29), we see that we need to show that:
a#2,2m2,1 + a#3,3m3,1  1. (2.32)
As in this case π2 = π3 = 1/3, we see from (2.31) that each of a#2,2 and a#3,3 is at least 1/3. Thus it
suffices to show thatm2,1 + m2,3 ≥ 3. But we know that:
3 = m1,1 = 1 + t1,2m2,1 + t1,3m3,1 = 1 + (1 − t1,1 − t1,3)m2,1 + (1 − t1,1 − t1,2)m3,1
= 1 + (1 − t1,1) (m2,1 + m3,1)− t1,3m1,2 − t1,2m1,3
 1 + (1 − t1,1) (m2,1 + m3,1)− t1,3 − t1,2
= t1,1 + (1 − t1,1) (m2,1 + m3,1)  t1,1(m2,1 + m3,1) + (1 − t1,1)(m2,1 + m3,1)
= m2,1 + m3,1.
Notice that the equality in (2.32) holds if and only if all of the following is true:
(i) a#2,2 = a#3,3 = 1/3, which by (2.31) holds if and only if t2,2 = t3,3 = 0.
(ii) t1,3m2,1 + t1,2m3,1 = t1,2 + t1,3. We claim that such a relation can hold only if one of of t1,2
and t1,3 is equal to zero. Clearly it is not possible for t1,2 = t1,3 = 0, for in this case T would not
be an irreducible matrix. Now, if both t1,2 and t1,3 are positive, then the equality can only hold
if 1 = m2,1 = m3,1. But if both m2,1 and m3,1 are equal to 1, then, from (2.11), we have that
3 = m1,1 = 1+ t1,2m2,1 + t1,3m3,2 = 1+ t1,2 + t1,3 which is not possible since t1,2 + t1,3  1.
(iii) t1,1 = t1,1(m2,1 + m3,1), which can hold if and only if t1,1 = 0.
Since T is doubly stochastic, (i)–(iii) imply that T must be a simple cycle. Thus the conjecture is true
for doubly stochastic matrices of order 3.
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3. Probabilistic approach
In this section we shall develop a probabilistic approach which will sharpen the conclusions of
Corollary 2.3.
Recall that A = I − T and that for i = 1, . . . , n, Ai denotes the (n − 1) × (n − 1) submatrix of A
obtained by deleting the ith row and column. Similarly, we will let Ti denote the (n − 1) × (n − 1)
submatrix of T obtained by deleting its ith row and column. We comment that although Ti and Ai are
(n − 1) × (n − 1) matrices, for the sake of simplicity and consistency we will keep the references to
indices the same. For example, the first element in the first row of A1 is denoted by (A1)2,2 and the last
element in the same row is denoted by (A1)2,n. This convention will be used throughout the section.
Since T is irreducible, the spectral radius of Ti is strictly less than 1, and as a result, Ai is an invertible
M-matrix. In particular, A
−1
i possesses the Neumann series expansion:
A
−1
i =
∞∑
k=0
Tki .
The matrix Ti is the sub-stochastic transition Matrix for the sub-Markovian process on {1, . . . , n}\{i},
obtained from X by considering all transitions to state i as lost mass (that is, identifying i as a cemetery
state in the probabilistic jargon). Then (Tki )a,b is the probability that the chain is at b after k steps,
starting from a, excluding all paths passing through i (this probability is 0 if one has to pass through i
in order to reach b from a). Let Ea denote the corresponding expectation for X conditioned on X0 = a,
and recall τi, the first passage time to i defined in (1.1). Then we have that:
(A−1i )a,j =
∞∑
k=0
Ea
[
δj(Xk), τi > k
] = Ea
⎡
⎣τi−1∑
k=0
δj(Xk)
⎤
⎦ = Ea [ιj] , (3.33)
where δj(k) denotes the usual Kronecker δ function and ιj is the (random) number of times X is in j
before hitting i for the first time. In words: (A−1i )a,j is the expected number of times the chain visits j,
starting from a, before the first time i is hit.
Let now P˜i denote the survival probabilities matrix, associated with Ti. That is, (P˜i)a,j is the prob-
ability that the chain starting from a will hit j before hitting i. When j = a, this is to be meant as the
probability that the chain will return to a before hitting i.
Recall that for i = j, i, j = 1, . . . , n, −ai,j = ti,j . We are now ready to state the main result of this
section which improves on Corollary 2.3.
Theorem 3.1. Let i = 1, . . . , n. Then
∑
j =i
(A−1i )j,jtj,i  1.
Furthermore, an equality holds if and only if there exists exactly one j = i, with tj,i > 0.
Proof. We fix i and adopt notation from the discussion above. Due to the Markov property, we have
Pra(ιj ≥ k + 1|ιj ≥ k) = (P˜i)j,j.
Note that Prj(ιj ≥ 1) = 1 and Pra(ιj ≥ 1) = (P˜i)a,j if a = j. Thus, it follows by induction that
Pra(ιj ≥ k) = (P˜i)k−1j,j ×
{
1, a = j
(P˜i)a,j, otherwise.
344 I. Ben-Ari et al. / Linear Algebra and its Applications 436 (2012) 335–348
Since Ea
[
ιj
] = ∑∞k=1 Pra(ιj ≥ k), we then have that:
(Ai)
−1
a,j =
1
1 − (P˜i)j,j ×
{
1, a = j
(P˜i)a,j, otherwise.
(3.34)
By the cycle representation of the stationary distribution (see Durrett [5, p. 254])
πi
πj
= Ej
⎡
⎣τj−1∑
k=0
δi(Xk)
⎤
⎦ .
Now by the Markov property it holds that:
Ej
⎡
⎣τj−1∑
k=0
δi(Xk)
⎤
⎦ = (1 − (P˜i)j,j)Ei
⎡
⎣τj−1∑
k=0
δi(Xk)
⎤
⎦
= (A
−1
j )i,i
(A−1i )j,j
= 1
1 − (P˜j)i,i
1
(A−1i )j,j
,
where the second line is due to (3.33) and (3.34). Summarizing, we have
(A−1i )j,j =
πj
πi
1
1 − (P˜j)i,i .
To continue, observe that
ti,i  (P˜j)i,i < 1,
where the inequality on the right is due to irreducibility. The first inequality is an equality if and only
if the only way to return to i after starting from i before hitting j is to jump directly from i to i (any path
leaving i first will have to pass through j in order to return to i). We then have that:
∑
j =i
(A−1i )j,jtj,i =
1
πi
∑
j =i
πjtj,i
1 − (P˜j)i,i
 1
πi
∑
j =i
πjtj,i
1 − ti,i
= 1.
We observe that the inequality in the second line is an equality if and only if for all j = i, with tj,i > 0,
we have that (P˜j)i,i = ti,i, which is equivalent to the statement that starting from i, the chain can only
return to i if it jumps in the first step to i or if it passes through all j such that tj,i > 0. The latter part
of the condition occurs if and only if there exists exactly one j = i such that tj,i > 0. This completes
the proof. 
4. When is T primitive?
In their book [6, p. 102], Kemeny and Snell raise the question of when can we infer from knowing
theMFPmatrixM or, evenmore optimally, from just knowingM−Md, whether the chain is periodic or
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aperiodic, namely, whether T , as a nonnegative matrix, is just irreducible or also primitive. Of course
Kemeny and Snell ask about the determination of such a factwithout computing T via (2.11) or in some
other way.
On the surface, Kemeny’s and Snell’s question seems hard and is somewhat akin to the inverse
M-matrix question, of when we know apriori that positive matrix B is an inverse M-matrix, that is
B = (sI − C)−1, with s > ρ(C), for some nonnegative matrix C, then is C just irreducible or primitive
also?Wemention the paper [8] where it is shown that the problem of determining whether a positive
matrix is the MFP matrix for some Markov chain is closely related to the inverse M-matrix question.
Since T is automatically assumed to be irreducible, we see that a sufficient condition for T to be
primitive is that it has a positive diagonal entry.
In order to obtain sufficient conditions onwhether a certain entry of T is positive, observe that from
(1.4) we see thatM = J + TM − TMd, fromwhich it follows that for any pair (i, j)with i, j = 1, . . . , n,
mi,j = 1 +
∑
k =j
ti,kmk,j. (4.35)
We use this to prove the following lemma:
Lemma 4.1. Suppose that M = (mi,j) is the MFP matrix for a Markov chain whose transition matrix is
T = (ti,j). Fix i, j = 1, . . . , n and let H be a set of indices satisfying j ∈ H and H = {1, . . . , n}.
(i) If
mi,j < 1 + min
k ∈H mk,j,
then at least one of the entries ti,k, k ∈ H, is not zero.
(ii) If
mi,j > 1 + max
k ∈H mk,j.
then at least one of the entries ti,k, k ∈ H, is not zero.
Now let H = {j}. Then since mi,j ≤ 1 + maxk =j mk,j , the condition (ii) cannot hold. However
condition (i) may hold, and then we obtain:
Corollary 4.2. Suppose that M = (mi,j) is the MFP matrix for a Markov chain whose transition matrix is
T = (ti,j). Then if
mi,j < 1 + min
k =j mk,j
then ti,j > 0.
Proof of Lemma 4.1. We first prove (i). Combining the condition in (i) and (4.35) we obtain that
1 + min
k ∈H mk,j > mi,j  1 +
⎛
⎝∑
k ∈H
tk,j
⎞
⎠min
k ∈H mk,j.
From this inequality we find that
∑
k ∈H tk,j < 1.
We now prove (ii). We argue by contradiction, assuming that
∑
k∈H ti,k = 0, that is:∑
k ∈H ti,k = 1. Then on combining the condition (ii) with (4.35) we obtain
mi,j = 1 +
∑
k ∈H
ti,kmk,j  1 + max
k ∈H mk,j < mi,j,
a contradiction. 
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From Corollary 4.2 we obtain the following:
Corollary 4.3. Suppose that M = (mi,j) is the MFP matrix for a Markov chain whose transition matrix is
T = (ti,j). If mi,j = mink =j mk,j , then ti,j > 0. In particular, let S = (si,j) ∈ Rn,n be the matrix whose
entries are specified as follows:
si,j =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if mi,j = mink =j mk,j,
0, if mi,j = mink =j mi,j.
Then T is primitive if S is primitive.
Proof. Clearly, if mi,j = mink =j mk,j , then mi,j satisfies the first condition in Corollary 4.2. The first
conclusion then readily follows. The second conclusion now easily follows. 
As an example illustrating Corollaries 4.2 and 4.3, consider the transition matrix of a chain on 4
states given by:
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0.5 0 0.5
0.5 0 0.5 0
0 0.5 0 0.5
0.5 0 0.5 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4 3 4 3
3 4 3 4
4 3 4 3
3 4 3 4
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The nonzero entries of T are exactly in the positions corresponding to minimal entries for in a column
forM.
From (4.35) we also obtain the following simple corollary, whose proof will be omitted.
Corollary 4.4. Suppose that M = (mi,j) is the MFP matrix for a Markov chain whose transition matrix is
T = (ti,j). If for some i = 1, . . . , n,
mi,i = 1 + max
k =i mk,i, (4.36)
then ti,i = 0 and
ti,s > 0 	⇒ ms,i = mi,i. (4.37)
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As the following example shows, the converse of the corollary is not true. Let
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 0.5 0.5
0 0 0.5 0.5
1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4 1 5 3
3 4 4 2
3 4 4 2
1 2 6 4
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Thenm2,1 = m1,1 − 1 = maxk =1 mk,1, but t2,1 = 0.
Finally, we develop a spectral approach to the question of whether T has zero diagonal entries.
Recall from (2.11), that if N−1 = (M − Md)−1 = (pi,j), then T = I + (Mdiag − J)N−1. Using the
fact thatMd = diag(1/π1, . . . , 1/πn), (2.12), and using the notation introduced in (2.7) and (2.8) we
can write:
ti,i = 1 + 1
πi
pi,i −
n∑
j=1
pj,i = 1 + S
R(i)
pi,i − C(i) ( 0), i = 1, . . . , n. (4.38)
Thus for any 1  i  n,
ti,i = 0 ⇐⇒ 1
πi
pi,i =
n∑
j=1
pi,j − 1. (4.39)
Adding the equalities in (4.39) for all i = 1, . . . , n, we see that a necessary and sufficient condition
for all of the diagonal entries of T to be zero is that:
tr(MdN
−1) = S − n. (4.40)
Recall from and (2.14) and (2.15) that
N−1 = 1
tr(A#)
M
−1
d
(
I + (NM−1d − I)A
)
. (4.41)
Thus S = etN−1e = 1
tr(A#)
etM
−1
d e = 1tr(A#) . Hence T has zero diagonal if and only if
tr(MdN
−1) − 1
tr(A#)
= −n. (4.42)
By (2.14) we have
NM
−1
d e = (JA#d − A#)e = tr(A#)e,
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so tr(A#) is an eigenvalue ofNM−1d . In fact, tr(A#) is the spectral radius ofNM
−1
d , sinceN is nonnegative.
This proves the following proposition.
Proposition 4.5. Suppose thatM is theMFP of an irreducibleMarkov chain on n states, and let T denote the
corresponding transition matrix. Let tr(A#), λ2, . . . , λn be the eigenvalues of NM
−1
d , where N = M−Md.
Then a necessary and sufficient condition for T to have all its diagonal entries zero is that
1
λ2
+ · · · + 1
λn
= −n.
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