In this paper we present some new results concerning the classification of undirected spanning tree problems from the viewpoint of their computational complexity. Specifically, we study some problems asking for the existence in an undirected, unweighted graph, of a spanning tree satisfying one or several constraints. Thus we extend to the multi-constrained, unweighted case, the analysis that we have already made in a previous work for the one-constrained, weighted case.
Introduction
In this paper we present some new results concerning the classification of undirected spanning tree problems from the viewpoint of their computational complexity.
In previous works on this subject [1,2]: we have addressed one-constrained problems, i.e. problems asking for the existence in an arc weighted graph of a tree with a single bounded cost.
Here we study multi-constrained problems, but we limit our attention to the case of unweighted graphs. Specifically, we introduce eight integer-valued functions defined over the set of rooted trees -the first six being the natural restriction to the unweighted case of the more general ones defined in [l] -and we identify each problem by a particular choice of kz 1 such functions. Every problem thus identified asks for the existence in an undirected graph of a spanning tree such that the values of the k functions are bounded from below (or above) by given constants.
In Section 2 we formally state the problems and in Sections 3,4 and 5 we study the 0166-218X/83/0000-0000/$03.00 0 1983 North-Holland computational complexity of one, two and multi-constrained problems, respectively.
Future work will be devoted to the classification of multi-constrained problems over weighted graphs.
General notations
Let .Y be the set of all pairs (x Q), such that T is a tree and Q is a vertex of T called the root. All the problems we are going to consider in this paper are identified by specifying the following items:
-a positive integer k;
-k integer valued functions Cr, . . . , Ck defined over ~fl -k relation symbols d 1, . . . ,dk belonging to the set {s, 2). The problem identified by the integer k and by the k pairs Ci,di (i= 1, . . . , k) is said to be k-constrained, is denoted by
and is formulated as follows.
Instance. -An undirected graph -k integers W,, W2, . . . . Wk; -k vertices el, e2, . . . , ek of G.
G=(V,A);

Question.
Is there a spanning tree T of G such that
The functions C;'s that we shall consider are listed in Table I , where: -f(a, 7)(f&z, T)) denotes the number of paths in tree T (having root Q as an endpoint) passing through arc a and is called the (rooted) ffow through arc a;
-d(i,,j, T) denotes the number of arcs in the path in T having i and j as endpoints and is called the distance between i and j; -&a, T) is a binary function having value 1 if one endpoint of arc a is a leaf of T and 0 otherwise.
-v(i, T) is the degree in T of vertex i. Notice that functions BALANCE, DIAMETER, SUM DISTANCE, FOLIAGE and SPREAD do not depend on Q. Therefore whenever any of them is used as the ith function in a k-constrained problem, the corresponding Q; actually does not need to be specified in the instance and it is left there only for the sake of generality and simplicity.
LOAD (T,p)
The first six functions of 
One-constrained spanning trees
All the complexity results for the one-constrained spanning tree problems are summarized in Table 2 . Here and in what follows '*' and '! ' denote polynomially solvable (or 'easy') and NP-complete problems, respectively.
The first six problems of the first column have been treated in [l] . Problems (FOLIAGE, I> and (SPREAD, I> with IV, = 2 become the problem referred to as HAMILTONIAN PATH in [3, p. 1991, whereas (FOLIAGE, r) has been proved Finally we show that (BALANCE, 1) is NP-complete by reducing it to the NPcomplete problem EXACT COVER BY 3-SETS (X3C) [3, p. 531. Recall the formulation of X3C:
Instance. Family S= {oi, . . . . a,} of 3-element subsets of a set Q = { rt , . . . , zJq}.
Question. Does S contain an exact cover for Q, that is a subset CL S such that every element of Q occurs in exactly one element of C? i-l,2 ,..., 3q and j=l,...,
f}; G=(V,A); w,=(+lvl)?
This reduction is illustrated by the example of Fig. 2 , where q=2, s=4 and the exact cover 102, 04} corresponds to the wiggly tree T of G, which maximizes the flow through arc {(I~,@~}.
The figure suggests a general way to obtain from a solution of X3C a spanning tree of G which maximizes the flow through arc {@t, Q2}, since the choice of h, f and g make the equality g+l+s-q=3fq+4q+h+l=+IV/ hold. Conversely, let T be a spanning tree of G for which there exists an arc a such that f(a, T)z(+ jVl)*.
Let D1,DZ be the connected components of the graph obtained from T by removing arc a. It is easy to see that:
(i) Sinceh+g+2>+IVJ, f$ 1 and Gz cannot belong to the same component. Let, without loss of generality 4, E Ill, cjz E D2; then:
(ii) Since f+ 3 + g > 4 ( I/ /, all vertices of Q must belong to D2. Since Di has g + 1 + s -q vertices, exactly s -q vertices of S must be connected to @i by a single arc of D,. The remaining q vertices of S identify an exact cover for Q.
Two-constrained spanning trees
Note first that any two-constrained problem (C,, A , 1 Cl, A 2) is at least as difficult as <Cl,di) or (C2,d2). Therefore any two-constrained problem for which (C,, d i) or (C2, d2) is NPcomplete is also NP-complete, and in this section we consider only two-constrained problems for which both (Ci, A 1> and (C2, d 2) are easy. is solved in polynomial time by Moore's algorithm [4] or any other algorithm for finding the tree of shortest paths from root e = e, = e2 to any other vertex of G. The other two-constrained problems marked with a star in the upper left corner coincide with the corresponding one-constraint problems when el = e2. Table 3 Similarly, (DIAMETER, 5 1 DIAMETER, I) and (SPREAD, 2 / SPREAD, L) are easy, since they coincide with the corresponding one-constrained problem. I ) HEIGHT, 5) can be solved in time 0( IA 1. / VI). In order to prove the NP-completeness of (LOAD, 1 I LOAD, r), let us first note that the reduction given in Section 3 for proving the NP-completeness of (BALANCE, r) works also for the following variant, where a= {Q,, &}.
FIXED ARC PERFECT BALANCE
Instance. -An undirected graph G'= (V',A') with 2n vertices; -an arc aEA'.
Question. Is there a spanning tree T' of G' such that f(a, T') = n2?
This problem reduces to (LOAD, I I LOAD, 2) as shown below. Assume a = {ai, (Y*} and let
I/=V'U(&,&,/3}U{A;:
i=l,2 ,..., n);
A ={{el,~1),{e~,P),(e2,a2},(e2,P}} u{{p,A;}:
i=l,2 ,..., n}UA'-{a}; w,= W,=2n+2. It is easy to see that if T' is a spanning tree of G' s.t. f(a, T') = n2, then substituting arc a = {ai, a2} with A -A ', we get the set of arcs of a spanning tree T of G = (I/, A) for which f,;({ei, P], 7') = Kyi, i= 1,2.
Conversely, let T be a spanning tree of G s.t. max,., fQ,(a, T)L W;, i= 1,2. It is straightforward to check that all four arcs {ei, al}, {Q,, ,8}, {~~,a~}, {e2, /3} belong to T. Therefore it must be that for each i= 1,2, j-J{@,, p}, T) r2n + 2. It follows that for each i = 1,2, &({Q,, a;}, T) = n. Hence T'= TflA'+ {a} is a spanning tree of
All the remaining problems of Table 3 -except those involving DIAMETER -are proved in this section to be NP-complete by similar reductions from EXACT COVER BY 3-SETS. Each reduction is a simple modification of the one given at the end of Section 3, and consists in modifying appropriately the values of h, g, f, Q;, Wi (i = 1,2). (It is to be understood that sequences of the kind i = 1, . . . ,O identify empty sets of vertices and arcs, e.g. { qj: i= 1, . . . , h} = 0 if h = 0.)
For all these problems it is straightforward to obtain from an exact cover Cc S a spanning tree of G = (V,A), satisfying the two constraints.
This tree (represented by wavy lines in the example of Fig. 2) contains: all arcs connecting I$~ to the elements of C; all arcs connecting these elements to the elements of Q; arc {@t, &}; all arcs connecting @, to the elements of S -C; and finally the h + g + 3Qf arcs necessary to span the remaining vertices of G. Therefore for each problem we will only specify the values of h,g,f,ei, Wi (i= 1,2) (to define the reduction), and show that any tree of G, satisfying the two constraints of the problem, identifies an exact cover of Q (to prove NP-completeness).
The tree will be denoted by T, and the exact cover of Q will consist of the elements of S connected to e2 by single arcs of T.
Problem. (HEIGHT,
I / LOAD, 2).
Reduction.
f=h=O; g sufficiently large (g 2 4);
w,=2, wz=g+s-q+l.
Proof. Because of the first constraint, T connects G2 to yj (j= 1, . . . ,g) through arc {#i, Q2}. Similarly, all elements of Q are leaves of T, connected to I& by paths of two arcs. This ensures that at least q vertices of S belong to these paths. Since g is sufficiently large, the only arc a of T which can satisfy the constraint is (@t, G2}. Hence T contains at least s -q arcs connecting @t to vertices of S. This is possible only if exactly q vertices of S are connected to Q2 via a single arc of T, thus identifying an exact cover of Q.
Problem. (SUM DEPTH, I / LOAD, 2).
Reduction.
h=O; fand g sufficiently large (fz-s-ql,gz3f+4);
W,=9qf+5q+2s+2g+l; w,=g+s-q+ 1.
Proof. As g is sufficiently large, the first constraint ensures that T contains arc {@r , &} (otherwise we would have SUM DEPTH( T, el) z9qf+ 6q + 3g + s + 2 > WI). Again since f is sufficiently large, the first constraint ensures that T connects all elements of Q to &, through paths of two arcs (otherwise we would have SUM DEPTH(T, @r) 2 9qf+ 6q + s + 2g +f+ 3 q vertices of S belong to these paths. The second constraint (being g sufficiently large with respect to f) acts similarly as in the previous proof, and the same conclusion follows.
Problem. (SUM DEPTH, I
) HEIGHT, I>.
Reduction.
f=h=O; g=l;
e1=41; e2= @2;
w,= lOq+s+2; w,=2.
Proof. The second constraint acts in the same way as the first in (HEIGHT, I 1 LOAD, z), so that T contains (@i, &}, and at least q vertices of S belong to the 3q paths of two arcs connecting in T the elements of Q to &. Assume that these vertices ae q + t, with tz 0. It follows that the value of SUM DEPTH ( T, Q] ) is at least 1Oq + s + 2 + t which is not greater than WI iff t = 0. Hence exactly q vertices of S are connected to Gz via a single arc of T, and an exact cover of Q is identified. Proof. The second constraint acts in the same way as the first in
Problem. (SUM DEPTH
thus implying the same consequences. Assuming now that q + t (with t> 0) vertices of S belong to the paths of two arcs of T, connecting Q2 to the 3q elements of Q, the value of SUM DEPTH( T, ei) is at least 12qf + 1Oq + t + s + g + 1, which is not greater than W, iff t = 0. This fact again implies the existence of an exact cover of Q.
Problem. (SPREAD, 11 LOAD, 2).
Reduction.
f=h=O;
g sufficiently large (g 2 q + 4) e2=@1;
w,=g+s-q+ 1; W, .
Proof. The value of g is large enough to ensure that @, is the only vertex u for which V(D, T) 2 W,. This implies that the arcs of T incident to @, are at least g + s -q + 1. These arcs, however, must be exactly g + s -q + 1, since one of them say a, has to satisfy the constraint
f&T)+I-(gfs-q+l).
For the same reason, s -q elements of S are leaves of T. The remaining q elements of S identify an exact cover for Q.
Problem. (SPREAD, 2 1 HEIGHT, I>.
Reduction.
f=h=O; g sufficiently large (g 1 q + 4)
w~=g+s--q+ 1; w2=2.
Proof. The second constraint ensures that {G1, &} belongs to T, and at least q elements of S belong to the paths of two arcs of T, connecting @2 to the 3q elements of Q. These elements of S, however, cannot be more than q, otherwise and (g being sufficiently large) the first constraint would not be satisfied. Thus an exact cover for Q is again identified.
Problem. (SPREAD, 2 / SUM DEPTH, I).
Reduction.
h=O; f and g sufficiently large (frs-ql,grf+q+4);
w,=g+s-q+l; W,=9fq+5q+2s+2g+ 1.
Proof. The second constraint implies the same consequences as the first in (SUM DEPTH, 5 1 LOAD, 2). The value of g is large enough, even with respect to f, to ensure that @i is the only vertex for which the first constraint is satisfied. As a consequence, the elements of S connected to @i by an arc of T are at least s -q, and an exact cover for Q is identified.
The NP-completeness of the remaining problems in Table 3, This observation suggests that these reductions are essentially the same as those for (HEIGHT, I ) LOAD, 2), (SUM DEPTH, I ) HEIGHT, 5) and (SPREAD, 2 1 HEIGHT, 5) respectively, but for minor modifications, whose details we leave to the reader.
Multi-constrained spanning trees
Taking into account the results of Table 3, Any other problem of the first kind is also easy. In fact if Cj = Ht for i = 1, . . . , k, the problem is a specialization of the one studied in [5] , which, similarly as in the case k = 2 considered in Section 4, can be solved in 0( IA I .1 VI) time.
If C;=Ht for i=l,..., h (h<k) and C;=Dm for i=h+l,...,k, the problem (Ci, 5 ) ... j Ck, 5) is solvable in polynomial time, using again the algorithm of [5] . In fact, given an instance of the above problem, we construct an instance of (Ht, 5 ( -a-j Ht, I) L Y J 1 VJ times
