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Abstract
Multistable processes, that is, processes which are, at each “time”, tangent to a stable
process, but where the index of stability varies along the path, have been recently
introduced as models for phenomena where the intensity of jumps is non constant. In
this work, we give further results on (multifractional) multistable processes related
to their local structure. We show that, under certain conditions, the incremental
moments display a scaling behaviour, and that the pointwise Hölder exponent is, as
expected, lower than the localisability index.
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1 Introduction
Multistable processes are stochastic processes which are “locally stable”, but where the
index of stability varies with “time”. To be more precise, we need to recall the definition
of a localisable process [5, 6]: Y = {Y (t) : t ∈ R} is said to be h−localisable at u if there
exists an h ∈ R and a non-trivial limiting process Y ′u such that
lim
r→0
Y (u+ rt)− Y (u)
rh
= Y ′u(t). (1.1)
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(Note Y ′u may and in general will vary with u.) When the limit exits, Y
′
u = {Y ′u(t) : t ∈ R}
is termed the local form or tangent process of Y at u. The limit (1.1) may be taken in
mainly two ways: convergence in finite dimensional distributions, or in distribution (in
which case the process is called strongly h-localisable). In the sequel, equality in finite
dimensional distributions will be denoted
fdd
= , and equality in distributions
d
=.
A classical example of localisable process is multifractional Brownian motion Y [1,
3, 11, 19] which “looks like” index-h(u) fractional Brownian motion close to time u but
where h(u) varies, that is
lim
r→0
Y (u+ rt)− Y (u)
rh
= Bh(u)(t) (1.2)
where Bh is index-h fractional Brownian motion. A generalization of mBm, where the
Gaussian measure is replaced by an α-stable one, leads to multifractional stable processes,
where the local form is an h(u)-self-similar linear α-stable motion [23, 24].
Multifractional multistable processes provide a further step of generalization: they are
localisable processes such that the tangent process is again an α-stable random process,
but where α now varies with time. Multifractional multistable processes were constructed
in [7, 8, 14, 9] using respectively moving averages, sums over Poisson processes, the Fer-
guson - Klass - LePage series representation, and multistable measures. Section 3.3 below
provides several specific examples of such processes.
The aim of this work is twofold:
1. We show that, for a large class of (multifractional) multistable processes, a precise
estimate for the incremental moments holds. More precisely, we prove in section
3.1 that there exists a natural scaling relation for E [|Y (t+ ε)− Y (t)|η] and ε small.
This class includes (multifractional) multistable processes considered in [8, 14], in
particular Lévy multistable motions and linear multistable multifractional motions.
2. We then study the pointwise Hölder regularity of (multifractional) multistable pro-
cesses. For the same class as above, we obtain an almost sure upper bound for this
exponent. In the case of the Lévy multistable motion, we are able to compute its
exact value. Not surprisingly, it turns out to be equal, at each point, almost surely,
to the localisability index. Note that a uniform statement, i.e. a statement like
“almost surely, at each point”, cannot hold true in general. Indeed, it already fails
for the case of a Lévy stable motion. The right frame in this respect is multifractal
analysis, and results in this direction will be presented in a forthcoming work.
The remainder of this work is organized as follows. In the next section, we recall the
definition of multistable processes based on the Ferguson - Klass - LePage series repre-
sentation used in [14] (this defines processes which are equal in distribution to the ones
obtained in [8] through sums over Poisson processes). Our main results on incremental
moments and upper bound for the pointwise Hölder exponents are described in section 3.
Subsection 3.3 applies these results to the linear multistable multifractional motion. In
subsection 3.4, we state the fact that, for the Lévy multistable motion, the exact almost
sure value of the exponent is indeed the reciprocal of the localisability exponent. In sec-
tion 4, we give intermediate results, some of which being of independent interest, which
are used in the proofs of the main statements. Section 5 gathers technical results followed
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by the proofs of the statements related with the incremental moments and upper bounds
on the exponents. Section 6 contains the proof of the lower bound for the exponent of the
multistable Lévy motion. Finally, section 7 gives a list of the various technical conditions
on multistable processes required by our approach so that their incremental moments and
Hölder exponents may be estimated.
2 Multistable processes
Our results will apply to certain processes that are defined as “diagonals” of random fields
that we describe in subsections 2.1 and 2.2.
2.1 Finite measure space case
Let (E, E , m) be a finite measure space, and U be an open interval of R. Let α be a
C1 function defined on U and ranging in [c, d] ⊂ (0, 2). Let b be a C1 function defined
and bounded on U . Let f(t, u, .) be a family of functions such that, for all (t, u) ∈ U2,
f(t, u, .) ∈ Fα(u)(E, E , m). Let (Γi)i≥1 be a sequence of arrival times of a Poisson process
with unit arrival time, (Vi)i≥1 be a sequence of i.i.d. random variables with distribution
mˆ = m/m(E) on E, and (γi)i≥1 be a sequence of i.i.d. random variables with distribution
P (γi = 1) = P (γi = −1) = 1/2. Assume finally that the three sequences (Γi)i≥1, (Vi)i≥1,
and (γi)i≥1 are independent. As in [14], we will consider the following random field:
X(t, u) = b(u)(m(E))1/α(u)C
1/α(u)
α(u)
∞∑
i=1
γiΓ
−1/α(u)
i f(t, u, Vi), (2.3)
where Cη =
(∫∞
0
x−η sin(x)dx
)−1
.
Note that when the function α is constant, then (2.3) is just the Ferguson - Klass -
LePage series representation of a stable random variable (see [4, 10, 15, 16, 21] and [22,
Theorem 3.10.1] for the specific properties of this representation that will be needed here).
2.2 σ-finite measure space case
When the space E has infinite measure, one cannot use definition (2.3), since it is no
longer possible to renormalize by m(E). However, in the σ-finite case, one may always
perform a change of measure that allows to reduce to the finite case, as explained in [22]
proposition 3.11.3 (see also section 4 of [14]). In our frame, this simply means adding a
term involving the change of measure in the definition of the field.
Let (E, E , m) be a σ-finite measure space and U be an open interval of R. Let r :
E → R+ be such that mˆ(dx) = 1r(x)m(dx) is a probability measure. Let α be a C1
function defined on U and ranging in [c, d] ⊂ (0, 2). Let b be a C1 function defined
and bounded on U . Let f(t, u, .) be a family of functions such that, for all (t, u) ∈ U2,
f(t, u, .) ∈ Fα(u)(E, E , m). Let (Γi)i≥1 be a sequence of arrival times of a Poisson process
with unit arrival time, (Vi)i≥1 be a sequence of i.i.d. random variables with distribution
mˆ on E, and (γi)i≥1 be a sequence of i.i.d. random variables with distribution P (γi =
1) = P (γi = −1) = 1/2. Assume finally that the three sequences (Γi)i≥1, (Vi)i≥1, and
(γi)i≥1 are independent. We consider again a random field:
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X(t, u) = b(u)C
1/α(u)
α(u)
∞∑
i=1
γiΓ
−1/α(u)
i r(Vi)
1/α(u)f(t, u, Vi), (2.4)
with Cα as above.
2.3 The diagonal processes
Multistable processes are obtained by taking diagonals on X, i.e. defining Y (t) = X(t, t),
both in the finite and σ-finite measure space cases. Indeed, as shown in Theorems 3.3 and
4.5 of [14], provided some conditions are satisfied both by X and by the function f , Y
will be a localisable process whose local form is a stable process. In the remaining of this
work, we obtain, under certain assumptions (which imply that Y is indeed localisable),
estimates on the incremental moments and the pointwise Hölder regularity of Y .
3 Main results
The three following theorems apply to a diagonal process Y defined from the field X given
by (2.3) or (2.4). For convenience, the conditions required on X and the function f that
appears in (2.3) and (2.4), denoted (C1), . . . , (C15), are gathered in section 7.
3.1 Moments of multistable processes
Theorem 3.1 Let t ∈ R and U be an open interval of R with t ∈ U . Let η ∈ (0, c).
Suppose that f satisfies (C1), (C2), (C3) (or (C1), (Cs2), (Cs3), (Cs4) in the σ-finite
case), and (C9), and that X verifies (C5) at t. Then, when ε tends to 0,
E [|Y (t+ ε)− Y (t)|η] ∼ εηh(t)E [|Y ′t (1)|η] .
Proof
See section 5.
Remark: Under the conditions listed in the theorem, Theorems 3.3 and 4.5 of [14] imply
that Y is h(t)−localisable at t.
3.2 Pointwise Hölder exponent of multistable processes
LetHt = sup{γ : lim
r→0
|Y (t+r)−Y (t)|
|r|γ = 0} denote the Hölder exponent of the (non-differentiable)
process Y at t.
Theorem 3.2 (Upper bound) Suppose that there exists a function h defined on U such
that (C6), (C7), (C8), (C10), (C11), (C12), (C13), (C14) and (C15) holds for some
t ∈ U . Assuming (C1), (C2), (C3), (or (C1), (Cs2), (Cs3), (Cs4) in the σ-finite case),
one has:
Ht ≤ h(t).
Proof
See section 5.
4
3.3 Example: the linear multistable multifractional motion
In this section, we apply the results above to the “multistable version” of a classical
process known as the linear stable multifractional motion, which is itself a extension of
the linear stable fractional motion, defined as follows (in the sequel, M will always denote
a symmetric α-stable (0 < α < 2) random measure on R with control measure Lebesgue
measure L):
Lα,H,b+,b−(t) =
∫ ∞
−∞
fα,H(b
+, b−, t, x)M(dx)
where t ∈ R, H ∈ (0, 1), b+, b− ∈ R, and
fα,H(b
+, b−, t, x) = b+
(
(t− x)H−1/α+ − (−x)H−1/α+
)
+ b−
(
(t− x)H−1/α− − (−x)H−1/α−
)
.
When b+ = b− = 1, this process is called well-balanced linear fractional α-stable
motion and denoted Lα,H .
The localisability of the linear fractional α-stable motion simply stems from the fact
that it is 1/α-self-similar with stationary increments [6].
The multistable version of this processes was defined in [7, 8]. Its incremental moments
and regularity are described by the following theorems:
Theorem 3.3 (Linear multistable multifractional motion). Let α : R → [c, d] ⊂ (0, 2)
and H : R → (0, 1) be continuously differentiable. Let (Γi)i≥1 be a sequence of arrival
times of a Poisson process with unit arrival time, (Vi)i≥1 be a sequence of i.i.d. random
variables with distribution mˆ(dx) = 3
pi2
∑+∞
j=1 j
−2
1[−j,−j+1[∪[j−1,j[(x)dx on R, and (γi)i≥1
be a sequence of i.i.d. random variables with distribution P (γi = 1) = P (γi = −1) = 1/2.
Assume finally that the three sequences (Γi)i≥1, (Vi)i≥1, and (γi)i≥1 are independent and
define
X(t, u) = C
1/α(u)
α(u) (
pi2j2
3
)1/α(u)
∞∑
i,j=1
γiΓ
−1/α(u)
i (|t−Vi|H(u)−1/α(u)−|Vi|H(u)−1/α(u))1[−j,−j+1[∪[j−1,j[(Vi)
(3.5)
and the linear multistable multifractional motion
Y (t) = X(t, t).
Then for all t ∈ R and η < c, when ε tends to 0,
E [|Y (t + ε)− Y (t)|η] ∼
2η−1Γ(1− η
α(t)
)
η
∫∞
0
u−η−1 sin2(u)du
(∫
R
∣∣∣|1− x|H(t)− 1α(t) − |x|H(t)− 1α(t) ∣∣∣α(t) dx)
η
α(t)
εηH(t).
Proof
See section 5.
Theorem 3.4 Let Y be the linear multistable multifractional motion defined on R with
H − 1
α
a non-negative function. For all t ∈ R, almost surely,
Ht ≤ H(t).
Proof
See section 5.
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3.4 Example: the Lévy multistable motion
In the case of the Lévy multistable motion, we are able to provide a more precise result,
to the effect that, at each point, the exact almost sure value of the Hölder exponent is
known. Let us first recall some definitions. With M again denoting a symmetric α-stable
(0 < α < 2) random measure on R with control measure Lebesgue measure L, we write
Lα(t) :=
∫ t
0
M(dz)
for α-stable Lévy motion.
The localisability of Lévy motion is a consequence of the fact that it is 1/α-self-similar
with stationary increments [6]. Its multistable version and incremental moments are
described in the following theorem:
Theorem 3.5 (symmetric multistable Lévy motion). Let α : [0, 1] → [c, d] ⊂ (1, 2) be
continuously differentiable. Let (Γi)i≥1 be a sequence of arrival times of a Poisson process
with unit arrival time, (Vi)i≥1 be a sequence of i.i.d. random variables with distribution
mˆ(dx) = dx on [0, 1], and (γi)i≥1 be a sequence of i.i.d. random variables with distribution
P (γi = 1) = P (γi = −1) = 1/2. Assume finally that the three sequences (Γi)i≥1, (Vi)i≥1,
and (γi)i≥1 are independent and define
X(t, u) = C
1/α(u)
α(u)
∞∑
i=1
γiΓ
−1/α(u)
i 1[0,t](Vi) (3.6)
and the symmetric multistable Lévy motion
Y (t) = X(t, t).
Then for all t ∈ (0, 1) and η < c, when ε tends to 0,
E [|Y (t + ε)− Y (t)|η] ∼
2η−1Γ(1− η
α(t)
)
η
∫∞
0
u−η−1 sin2(u)du
ε
η
α(t) .
Proof
See section 5.
Theorem 3.6 Let Y be the symmetric multistable Lévy motion defined on (0, 1) with
α : [0, 1]→ [c, d] ⊂ (0, 2). For all t ∈ (0, 1), almost surely,
Ht ≤ 1
α(t)
.
Proof
See section 5.
Theorem 3.7 Let u ∈ U ⊂ (0, 1).
1. If 0 < α(u) < 1, almost surely,
Hu = min
(
1
α(u)
,Hαu
)
,
where Hαu denotes the Hölder exponent of α at u, at least when 1α(u) 6= Hαu .
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2. If 1 ≤ α(u) < 2, and α is C1, almost surely,
Hu = 1
α(u)
.
Proof
See section 6.
Thus, in the case 0 < α(u) < 1, the regularity of the multistable Lévy motion is the
smallest number between 1
α(u)
and the regularity of the function α at u. This is very
similar to the case of the multifractional Brownian motion, where the Hölder exponent
is the minimum between the functional parameter h and its regularity [11, 12]. We
conjecture that the same result holds even when α ≥ 1.
4 Intermediate results
Let ϕX denote the characteristic function of the random variable X. We first state the
following almost obvious fact :
Proposition 4.8 Assume that for a given t ∈ R there exists ε0 > 0 such that
sup
r∈B(0,ε0)
∫ +∞
0
∣∣∣∣ϕY (t+r)−Y (t)
rh(t)
(v)
∣∣∣∣ dv < +∞,
where Y is a symmetrical process. Then there exists K > 0 which depends only on t and
ε0 such that for all x > 0, and all r ∈ (0, ε0),
P (|Y (t+ r)− Y (t)| < x) ≤ K x
rh(t)
.
If furthermore we suppose that supt∈U supr∈B(0,ε0)
∫ +∞
0
∣∣∣∣ϕY (t+r)−Y (t)
rh(t)
(v)
∣∣∣∣ dv < +∞, then for
all t ∈ U , for all r ∈ (0, ε0), P (|Y (t + r)− Y (t)| < x) ≤ K xrh(t) .
Proof
This is a straightforward consequence of the inversion formula. Let x > 0 and r < ε0.
Since Y is a symmetrical process, ϕY (t+r)−Y (t) is an even function and
P (|Y (t+ r)− Y (t)| < x) = 1
pi
∣∣∣∣
∫ +∞
0
ϕY (t+r)−Y (t)
( v
rh(t)
)
sin
( vx
rh(t)
) dv
v
∣∣∣∣
≤ 1
pi
x
rh(t)
sup
r∈B(0,ε0)
∫ +∞
0
∣∣∣∣ϕY (t+r)−Y (t)
rh(t)
(v)
∣∣∣∣ dv
≤ K x
rh(t)
We now consider multistable processes, first in the finite measure space case, and then
in the σ-finite measure space case:
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Proposition 4.9 Assuming (C1), (C2) and (C3), there exists KU > 0 such that for all
u ∈ U , v ∈ U and x > 0,
P (|X(v, v)−X(v, u)| > x) ≤ KU
( |v − u|d
xd
(1 + | log |v − u|
x
|d) + |v − u|
c
xc
(1 + | log |v − u|
x
|c)
)
.
Proof
See section 5.
In the σ-finite space case, a similar property holds:
Proposition 4.10 Assuming (C1), (Cs2), (Cs3) and (Cs4), there exists KU > 0 such
that for all u ∈ U , v ∈ U and x > 0,
P (|X(v, v)−X(v, u)| > x) ≤ KU
( |v − u|d
xd
(1 + | log |v − u|
x
|d) + |v − u|
c
xc
(1 + | log |v − u|
x
|c)
)
.
Proof
We shall apply Proposition 4.9 to the function g(t, w, x) = r(x)1/α(w)f(t, w, x) on (E, E , mˆ).
• By (C1), the family of functions v → f(t, v, x) is differentiable for all (v, t) in U2
and almost all x in E thus v → g(t, v, x) is differentiable too i.e (C1) holds for g.
• Choose δ > d
c
− 1 such that (Cs2) holds.
sup
w∈U
(|g(t, w, x)|α(w)) = r(x) sup
w∈U
(|f(t, w, x)|α(w))
One has∫
R
[
sup
w∈U
(|g(t, w, x)|α(w))
]1+δ
mˆ(dx) =
∫
R
r(x)1+δ
[
sup
w∈U
(|f(t, w, x)|α(w))
]1+δ
mˆ(dx)
=
∫
R
[
sup
w∈U
(|f(t, w, x)|α(w))
]1+δ
r(x)δm(dx)
thus (C2) holds.
• Choose δ > d
c
− 1 such that (Cs3) and (Cs4) hold.
g′u(t, w, x) = r(x)
1/α(w)(f ′u(t, w, x)−
α′(w)
α2(w)
log(r(x))f(t, w, x))
and ∫
R
[
sup
w∈U
(|g′u(t, w, x)|α(w))
]1+δ
mˆ(dx)
≤
∫
R
[
sup
w∈U
[
|f ′u(t, w, x)−
α′(w)
α2(w)
log(r(x))f(t, w, x)|α(w)
]]1+δ
r(x)δm(dx).
The inequality |a+ b|δ ≤ max(1, 2δ−1)(|a|δ + |b|δ) shows that (C3) holds.
Proposition 4.9 allows to conclude.
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Proposition 4.11 We suppose that there exists a function h defined on U such that (C8),
(C10) and (C14) hold. Assuming (C1), (C6), (C7), (C11), (C12), (C13), (C15), one has:
sup
r∈B(0,ε)
∫ +∞
0
ϕY (t+r)−Y (t)
rh(t)
(v)dv < +∞.
If in addition we suppose (Cu8), (Cu10), (Cu11), (Cu12), (Cu14) and (Cu15), then
sup
t∈U
sup
r∈B(0,ε)
∫ +∞
0
ϕY (t+r)−Y (t)
rh(t)
(v)dv < +∞.
Proof
The expression of the characteristic function ϕY (t+r)−Y (t)
rh(t)
is given in [14] :
ϕY (t+r)−Y (t)
rh(t)
(v) = exp
(
−2
∫
R
∫ +∞
0
sin2
(
vC
1/α(t+r)
α(t+r) f(t + r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
)
dy m(dx)
)
.
For v ≤ 1, ϕY (t+r)−Y (t)
rh(t)
(v) ≤ 1. For v ≥ 1, we fix ε < 1
d
. Lemma (5.14) entails that
there exists KU > 0 such that
ϕY (t+r)−Y (t)
rh(t)
(v) ≤ exp

− ∫
R
∫
KUv
d
1−εd
r
∣∣∣∣∣
vC
1/α(t+r)
α(t+r) f(t+ r, t + r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
∣∣∣∣∣
2
dy m(dx)

 .
Let
N(v, t, r) =
∫
R
∫
KUv
d
1−εd
r
∣∣∣∣∣
vC
1/α(t+r)
α(t+r) f(t+ r, t + r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
∣∣∣∣∣
2
dy m(dx).
Using lemma (5.15), there exist KU > 0 and ε0 > 0 such that for all v ≥ 1,
N(v, t, r) ≥ KUv2+ d1−εd (1− 2c ).
The inequality becomes
ϕY (t+r)−Y (t)
rh(t)
(v) ≤ exp
(
−KUv2+
d
1−εd
(1− 2
c
)
)
,
and ∫ +∞
0
ϕY (t+r)−Y (t)
rh(t)
(v)dv ≤ 1 +
∫ ∞
1
exp
(
−KUv2+
d
1−εd
(1− 2
c
)
)
dv
< +∞
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5 Proofs and technical results
Proof of proposition 4.9
We proceed as in [14]. Note that condition (C2) implies that there exists δ > d
c
− 1
such that :
sup
t∈U
∫
R
[
sup
w∈U
[
|f(t, w, x) log |f(t, w, x)||α(w)
]]1+δ
mˆ(dx) <∞. (5.7)
The function u 7→ C1/α(u)α(u) is a C1 function since α(u) ranges in [c, d] ⊂ (0, 2). We shall
denote a(u) = (m(E))1/α(u)C
1/α(u)
α(u) . The function a is thus also C
1. Let (u, v) ∈ U2.We
estimate:
X(v, v)−X(v, u) =
∞∑
i=1
γi(Φi(v)− Φi(u)) +
∞∑
i=1
γi(Ψi(v)−Ψi(u)),
where
Φi(u) = a(u)i
−1/α(u)f(v, u, Vi)
and
Ψi(u) = a(u)
(
Γ
−1/α(u)
i − i−1/α(u)
)
f(v, u, Vi).
Thanks to the assumptions on a and f , Φi and Ψi are differentiable and one computes :
Φ′i(u) = a
′(u)i−1/α(u)f(v, u, Vi)+a(u)i−1/α(u)f ′u(v, u, Vi)+a(u)
α′(u)
α(u)2
log(i)i−1/α(u)f(v, u, Vi),
and
Ψ′i(u) = a
′(u)
(
Γ
−1/α(u)
i − i−1/α(u)
)
f(v, u, Vi) + a(u)
(
Γ
−1/α(u)
i − i−1/α(u)
)
f ′u(v, u, Vi)
+a(u)
α′(u)
α(u)2
(
log(Γi)Γ
−1/α(u)
i − log(i)i−1/α(u)
)
f(v, u, Vi).
Using the mean value theorem, there exists a sequence of independent random numbers
wi ∈ (u, v) (or (v, u)) and a sequence of random numbers xi ∈ (u, v) (or (v, u)) such that:
X(v, u)−X(v, v) = (u− v)
∞∑
i=1
(Z1i + Z
2
i + Z
3
i ) + (u− v)
∞∑
i=1
(Y 1i + Y
2
i + Y
3
i ), (5.8)
where
Z1i = γia
′(wi)i−1/α(wi)f(v, wi, Vi),
Z2i = γia(wi)i
−1/α(wi)f ′u(v, wi, Vi),
Z3i = γia(wi)
α′(wi)
α(wi)2
log(i)i−1/α(wi)f(v, wi, Vi),
Y 1i = γia
′(xi)
(
Γ
−1/α(xi)
i − i−1/α(xi)
)
f(v, xi, Vi),
Y 2i = γia(xi)
(
Γ
−1/α(xi)
i − i−1/α(xi)
)
f ′u(v, xi, Vi),
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Y 3i = γia(xi)
α′(xi)
α(xi)2
(
log(Γi)Γ
−1/α(xi)
i − log(i)i−1/α(xi)
)
f(v, xi, Vi).
Note that each wi depends on a, f, α, u, v, Vi, and each xi depends on a, f, α, u, v, Vi,Γi
but not on γi. This remark will be useful in the sequel.
In [14], it is proved that each series
∞∑
i=1
Zji and
∞∑
i=1
Y ji , j = 1, 2, 3, converges almost
surely. Let x > 0. We consider P
(
|
∞∑
i=1
Zji | > x
)
and P
(
|
∞∑
i=1
Y ji | > x
)
for j = 1, 2, 3.
Let η ∈ (0,min(2c
d
− 1, c
d
(δ + 1)− 1)). Markov inequality yields
P
(
|
∞∑
i=1
Zji | > x
)
≤ 1
xd
E
[
|
∞∑
i=1
Zji |d
]
≤ 1
xd
(
E
[
|
∞∑
i=1
Zji |d(1+η)
]) 1
1+η
.
The random variables Zji are independent with mean 0 thus, by theorem 2 of [2]:
E
[
|
+∞∑
i=1
Zji |d(1+η)
]
≤ 2
+∞∑
i=1
E[|Zji |d(1+η)].
For j = 1,
E
[|Z1i |d(1+η)] = E [|a′(wi)|d(1+η)i− d(1+η)α(wi) |f(v, wi, Vi)|d(1+η)]
≤ KU
i1+η
E


(
sup
w∈B(u,ε)
|f(v, w, Vi)|α(w)
) d(1+η)
α(wi)


≤ KU
i1+η
E
[
( sup
w∈B(u,ε)
|f(v, w, V1)|α(w))1+η + ( sup
w∈B(u,ε)
|f(v, w, V1)|α(w)) dc (1+η)
]
≤ KU
i1+η
.
For j = 2,
E
[|Z2i |d(1+η)] ≤ KUi1+ηE
[
( sup
w∈B(u,ε)
|f ′u(v, w, V1)|α(w))1+η + ( sup
w∈B(u,ε)
|f ′u(v, w, V1)|α(w))
d
c
(1+η)
]
≤ KU
i1+η
.
For j = 3,
E
[|Z3i |d(1+η)] = E
[
|a(wi)α
′(wi)
α(wi)2
|d(1+η)|f(v, wi, Vi)|d(1+η) (log i)
d(1+η)
i
d(1+η)
α(wi)
]
≤ KU (log i)
d(1+η)
i1+η
.
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Finally, sup
v∈U
+∞∑
i=1
E
[|Zji |d(1+η)] < +∞ thus
P
(
|
∞∑
i=1
Zji | > x
)
≤ KU
xd
.
We consider now P
(
|
∞∑
i=1
Y ji | > x
)
for j = 1, 2, 3.
P
(
|
∞∑
i=1
Y ji | > x
)
≤ P
(
|Y j1 | ≥
x
2
)
+ P
(
|
∞∑
i=2
Y ji | ≥
x
2
)
.
Since P
(
|
∞∑
i=2
Y ji | ≥ x2
)
≤ 2d
xd
(
E
[
|
∞∑
i=2
Y ji |d(1+η)
]) 1
1+η
, we want to apply theorem 2 of
[2] again. Let Sm =
m∑
i=1
Y ji and write Y
j
i = γiW
j
i . Note that γi is independent of W
j
i and
Si−1.
E
(
Y jm+1|Sm
)
= E
(
E(Y jm+1|Sm,Wm+1)|Sm
)
= E
(
E(γm+1W
j
m+1|Sm,Wm+1)|Sm
)
= E
(
W jm+1E(γm+1|Sm,Wm+1)|Sm
)
= E
(
W jm+1E(γm+1)|Sm
)
= 0.
We apply theorem 2 of [2] with (d(1 + η) < 2),
E
[
|
∞∑
i=2
Y ji |d(1+η)
]
≤ 2
∞∑
i=2
E|Y ji |d(1+η),
and
P
(
|
∞∑
i=1
Y ji | > x
)
≤ P
(
|Y j1 | ≥
x
2
)
+
2d
xd
(
2
∞∑
i=2
E|Y ji |d(1+η)
) 1
1+η
.
For j = 1,
P
(
|Y 11 | ≥
x
2
)
= P
(
|a′(x1)|α(x1)| 1
Γ
1/α(x1)
1
− 1|α(x1)|f(v, x1, V1)|α(x1) ≥ x
α(x1)
2α(x1)
)
≤ P
(
| 1
Γ
1/α(x1)
1
− 1|α(x1) sup
w∈B(u,ε)
|f(v, w, V1)|α(w) ≥ KUxα(x1)
)
.
For x < 1,
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P(
|Y 11 | ≥
x
2
)
≤ P
(
| 1
Γ
1/α(x1)
1
− 1|α(x1) sup
w∈B(u,ε)
|f(v, w, V1)|α(w) ≥ KUxd
)
≤ P
(
{ sup
w∈B(u,ε)
|f(v, w, V1)|α(w) ≥ KUxd} ∩ {Γ1 > 1}
)
+ P
(
{| 1
Γ1
|Γ1/α(x1)1 − 1|α(x1) sup
w∈B(u,ε)
|f(v, w, V1)|α(w) ≥ KUxd} ∩ {Γ1 ≤ 1}
)
.
P
(
{ sup
w∈B(u,ε)
|f(v, w, V1)|α(w) ≥ KUxd} ∩ {Γ1 > 1}
)
≤ KU
xd
E
(
sup
w∈B(u,ε)
|f(v, w, V1)|α(w)
)
≤ KU
xd
.
Let W (v, x) = supw∈B(u,ε) |f(v, w, x)|α(w) and Fv,V1 be the distribution of W (v, V1).
P
(
{| 1
Γ1
|Γ1/α(x1)1 − 1|α(x1)W (v, V1) ≥ KUxd} ∩ {Γ1 ≤ 1}
)
≤ P (W (v, V1) ≥ KUxdΓ1)
=
∫ +∞
0
P
(
z ≥ KUxdΓ1
)
Fv,V1(dz)
=
∫ +∞
0
(
1− e−
z
KUx
d
)
Fv,V1(dz)
≤
∫ +∞
0
z
KUxd
Fv,V1(dz)
≤ KU
xd
.
For x ≥ 1,
P
(
|Y 11 | ≥
x
2
)
≤ P
(
| 1
Γ
1/α(x1)
1
− 1|α(x1) sup
w∈B(u,ε)
|f(v, w, V1)|α(w) ≥ KUxc
)
P
(
|Y 11 | ≥
x
2
)
≤ KU
xc
.
For i ≥ 2,
E|Y 1i |d(1+η) = E
(
|a′(xi)|d(1+η)|Γ−1/α(xi)i − i−1/α(xi)|d(1+η)
(|f(v, xi, Vi)|α(xi)) d(1+η)α(xi)
)
≤ KUE
(
i
− d(1+η)
α(xi) W (v, Vi)
d(1+η)
α(xi) |( i
Γi
)1/α(xi) − 1|d(1+η)
)
≤ KU
i1+η
E
([
W (v, Vi)
1+η +W (v, Vi)
d
c
(1+η)
] [
|( i
Γi
)1/c − 1|d(1+η) + |( i
Γi
)1/d − 1|d(1+η)
])
≤ KU
i1+η
E
(
W (v, Vi)
1+η +W (v, Vi)
d
c
(1+η)
)
E
(
|( i
Γi
)1/c − 1|d(1+η) + |( i
Γi
)1/d − 1|d(1+η)
)
.
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Using the fact that η ≤ δ and d
c
(1 + η) ≤ 1 + δ,
E
(
W (v, Vi)
1+η +W (v, Vi)
d
c
(1+η)
)
= E
(
W (v, V1)
1+η +W (v, V1)
d
c
(1+η)
)
≤ KU ,
E|( i
Γi
)1/c − 1|d(1+η) ≤ KU(1 + E
(
(
i
Γi
)
d
c
(1+η)
)
)
≤ KU ,
and
E|( i
Γi
)1/d − 1|d(1+η) ≤ KU .
As a consequence:
sup
v∈U
+∞∑
i=2
E|Y 1i |d(1+η) ≤ KU
and
P
(∣∣∣∣∣
∞∑
i=1
Y 1i
∣∣∣∣∣ > x
)
≤ KU
(
1
xc
+
1
xd
)
.
For j = 2, since the conditions required on (a′, f) are also satisfied by (a, f ′u), one
gets in a similar fashion
P
(∣∣∣∣∣
∞∑
i=1
Y 2i
∣∣∣∣∣ > x
)
≤ KU
(
1
xc
+
1
xd
)
.
For j = 3,
P
(
|Y 31 | ≥
x
2
)
= P
(
|a(x1)α
′(x1)
α(x1)2
log(Γ1)Γ
−1/α(x1)
1 f(v, x1, V1)| ≥
x
2
)
≤ P
(
KU
|f(v, x1, V1)|α(x1)
xα(x1)
≥ Γ1| log Γ1|α(x1)
)
.
Let g(z) = z| log z|α(x1) , for z < 1.
g is a one-to-one increasing function, and for all z < 1 such that z| log z|α(x1) < 1 and
|1 + α(x1) log | log z|| log z| |α(x1) ≤ 2,
g
(
z| log z|α(x1)) = z| log z|α(x1)| log z + α(x1) log | log z||α(x1) ≥
z
2
thus g−1( z
2
) ≤ z| log z|α(x1).
Fix A > 0 such that for all 0 < z < A, g−1(z) ≤ 2z| log 2 + log z|α(x1) i.e.
g−1(z) ≤ KUz| log z|α(x1).
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Let B = {KU |f(v,x1,V1)|
α(x1)
xα(x1)
≥ Γ1| log Γ1|α(x1)}.
P(B) = P(B ∩ {Γ1 > 1}) + P(B ∩ {Γ1 < 1} ∩ {0 ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
≤ A})
+P(B ∩ {Γ1 < 1} ∩ {KU |f(v, x1, V1)|
α(x1)
xα(x1)
> A}).
Each of these three terms will be treated separately.
• P (B ∩ {Γ1 > 1}) ≤ P
(
KU
|f(v, x1, V1)|α(x1)
xα(x1)
| log Γ1|α(x1) ≥ 1
)
≤ P
(
KU sup
w∈B(u,ε)
|f(v, w, V1)|α(w)(| log Γ1|c + | log Γ1|d) ≥ xα(x1)
)
.
For x ≥ 1,
P (B ∩ {Γ1 > 1}) ≤ P
(
KU sup
w∈B(u,ε)
|f(v, w, V1)|α(w)(| log Γ1|c + | log Γ1|d) ≥ xc
)
≤ KU
xc
E
(
sup
w∈B(u,ε)
|f(v, w, V1)|α(w)
)
E
(| log Γ1|c + | log Γ1|d)
≤ KU
xc
.
For x < 1,
P (B ∩ {Γ1 > 1}) ≤ P
(
KU sup
w∈B(u,ε)
|f(v, w, V1)|α(w)(| log Γ1|c + | log Γ1|d) ≥ xd
)
≤ KU
xd
.
• P
(
B ∩ {Γ1 < 1} ∩ {KU |f(v, x1, V1)|
α(x1)
xα(x1)
> A}
)
≤ P (KU |f(v, x1, V1)|α(x1) ≥ Axα(x1))
≤ KU
xc
+
KU
xd
.
• P
(
B ∩ {Γ1 < 1} ∩ {0 ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
≤ A}
)
= P
(
{g(Γ1) ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
} ∩ {Γ1 < 1} ∩ {0 ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
≤ A}
)
≤ P
(
Γ1 ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
+KU
|f(v, x1, V1)|α(x1)
xα(x1)
∣∣∣∣log |f(v, x1, V1)|α(x1)xα(x1)
∣∣∣∣
α(x1)
)
≤ P
(
Γ1 ≤ KU |f(v, x1, V1)|α(x1)(1 + | log x|
α(x1)
xα(x1)
) +KU
||f(v, x1, V1)| log |f(v, x1, V1)||α(x1)
xα(x1)
)
.
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WithW (v, x) = supw∈B(u,ε) |f(v, w, x)|α(w) and Z(v, x) = supw∈B(u,ε) |f(v, w, x) log |f(v, w, x)||α(w),
P
(
B ∩ {Γ1 < 1} ∩ {0 ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
≤ A}
)
≤ P
(
Γ1 ≤ KUW (v, V1)(1 + | log x|
α(x1)
xα(x1)
) +KU
Z(v, V1)
xα(x1)
)
≤ P
(
Γ1 ≤ KUW (v, V1)(1 + | log x|
α(x1)
xα(x1)
)
)
+ P
(
Γ1 ≤ KUZ(v, V1)(1 + | logx|
α(x1)
xα(x1)
)
)
.
Since 1+| log x|
α(x1)
xα(x1)
≤ KU(1+| log x|
c
xc
+ 1+| log x|
d
xd
),
P
(
Γ1 ≤ KUW (v, V1)(1 + | log x|
α(x1)
xα(x1)
)
)
≤ P
(
Γ1 ≤ KUW (v, V1)(1 + | log x|
c
xc
+
1 + | log x|d
xd
)
)
≤ KU(1 + | log x|
c
xc
+
1 + | log x|d
xd
),
and
P
(
Γ1 ≤ KUZ(v, V1)(1 + | log x|
α(x1)
xα(x1)
)
)
≤ P
(
Γ1 ≤ KUZ(v, V1)(1 + | log x|
c
xc
+
1 + | log x|d
xd
)
)
.
Denoting Gv,V1 the distribution of Z(v, V1),
P
(
Γ1 ≤ KUZ(v, V1)(1 + | log x|
c
xc
+
1 + | log x|d
xd
)
)
=
∫ +∞
0
(1− exp(−KU(1 + | log x|
c
xc
+
1 + | logx|d
xd
)z))Gv,V1(dz)
≤ KU(1 + | log x|
c
xc
+
1 + | log x|d
xd
)
∫ +∞
0
zGv,V1(dz)
≤ KU(1 + | log x|
c
xc
+
1 + | log x|d
xd
),
since supv∈B(u,ε) E (Z(v, V1)) < +∞.
Finally,
P
(
B ∩ {Γ1 < 1} ∩ {0 ≤ KU |f(v, x1, V1)|
α(x1)
xα(x1)
≤ A}
)
≤ KU(1 + | log x|
c
xc
+
1 + | log x|d
xd
)
and
P
(
|Y 31 | ≥
x
2
)
≤ KU(1 + | log x|
c
xc
+
1 + | logx|d
xd
).
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For i ≥ 2,
E|Y 3i |d(1+η) ≤ KU
| log i|d(1+η)
i1+η
E
(
W (v, Vi)
1+η +W (v, Vi)
d
c
(1+η)
)
E
(
| log Γi
log i
||( i
Γi
)1/α(xi) − 1|d(1+η)
)
≤ KU | log i|
d(1+η)
i1+η
E
(
| log Γi
log i
||( i
Γi
)1/α(xi) − 1|d(1+η)
)
≤ KU | log i|
d(1+η)
i1+η
E
(
| log Γi
log i
||( i
Γi
)1/c − 1|d(1+η) + | log Γi
log i
||( i
Γi
)1/d − 1|d(1+η)
)
≤ KU | log i|
d(1+η)
i1+η
,
thus
sup
v∈U
+∞∑
i=2
E|Y 3i |d(1+η) ≤ KU
and
P
(∣∣∣∣∣
∞∑
i=1
Y 3i
∣∣∣∣∣ > x
)
≤ KU(1 + | log x|
c
xc
+
1 + | log x|d
xd
).
Let us go back to P (|X(v, v)−X(v, u)| > x).
P (|X(v, v)−X(v, u)| > x) = P
(
|u− v||
∞∑
i=1
(Z1i + Z
2
i + Z
3
i + Y
1
i + Y
2
i + Y
3
i )| > x
)
≤
3∑
j=1
(
P
(
|
∞∑
i=1
Zji | ≥
x
6|u− v|
)
+ P
(
|
∞∑
i=1
Y ji | ≥
x
6|u− v|
))
≤ KU
( |v − u|d
xd
(1 + | log |v − u|
x
|d) + |v − u|
c
xc
(1 + | log |v − u|
x
|c)
)
and the proof is complete
Lemma 5.12 Assume (C11), (C12), (C14), (C15). There exists a function l ≥ 0 such
that
lim
r→0
|∆(r, t)− l(t)| = 0,
where
∆(r, t) =:
1
r2h(t)
∫
R
∫
K
r
∣∣∣∣∣
C
1/α(t+r)
α(t+r)
y1/α(t+r)
f(t+ r, t+ r, x)−
C
1/α(t)
α(t)
y1/α(t)
f(t, t, x)
∣∣∣∣∣
2
dy m(dx).
Assuming in addition (Cu11), (Cu12), (Cu14), (Cu15), the convergence is uniform on U .
Proof
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Let l(t) =
C
2/α(t)
α(t)
K
1− 2
α(t)
2
α(t)
−1 g(t). Note that condition (C14) implies the following:
∀ε > 0, ∃KU > 0, ∀r ≤ ε, 1|r|1+2(h(t)− 1α(t) )
∫
R
|f(t+ r, t, x)− f(t, t, x)|2m(dx) ≤ KU .
(5.9)
The uniform condition (Cu14) implies also that:
∃KU > 0, ∀v ∈ U, ∀u ∈ U, 1|v − u|1+2(h(u)− 1α(u) )
∫
R
|f(v, u, x)− f(u, u, x)|2m(dx) ≤ KU .
(5.10)
Expanding the square, we can write ∆(r, t)− l(t) = ∆1(r, t)+∆2(r, t)+∆3(r, t) where
∆1(r, t) =
1
r2h(t)
∫
R
∫
K
r
∣∣∣∣∣
C
1/α(t+r)
α(t+r)
y1/α(t+r)
f(t+ r, t + r, x)−
C
1/α(t)
α(t)
y1/α(t)
f(t+ r, t, x)
∣∣∣∣∣
2
dy m(dx),
∆2(r, t) =
2C
1/α(t)
α(t)
r2h(t)
∫
R
∫
K
r
1
y1/α(t)
g1(r, t, x, y)g2(r, t, x)dy m(dx),
and
∆3(r, t) =
1
r2h(t)
∫
R
∫
K
r
C
2/α(t)
α(t)
y2/α(t)
(f(t+ r, t, x)− f(t, t, x))2 dy m(dx)− l(t),
with g1(r, t, x, y) =
C
1/α(t+r)
α(t+r)
y1/α(t+r)
f(t + r, t + r, x) − C
1/α(t)
α(t)
y1/α(t)
f(t + r, t, x) and g2(r, t, x) = f(t +
r, t, x) − f(t, t, x). Since α is continuous, there exists a positive constant KU (that may
change from line to line) such that
|∆2(r, t)| ≤ KU
r2h(t)
∫
R
∫
K
r
∣∣∣∣g1(r, t, x, y)g2(r, t, x)y1/α(t)
∣∣∣∣ dy m(dx)
≤ KU
r2h(t)
(∫
R
∫
K
r
|g1(r, t, x, y)|2 dy m(dx)
) 1
2
(∫
R
∫
K
r
∣∣∣∣g2(r, t, x)y1/α(t)
∣∣∣∣
2
dy m(dx)
) 1
2
≤ KU
r2h(t)
rh(t)
√
∆1(r, t)
(∫
R
∫
K
r
∣∣∣∣g2(r, t, x)y1/α(t)
∣∣∣∣
2
dy m(dx)
) 1
2
≤ KU
rh(t)
√
∆1(r, t)
(∫
R
|g2(r, t, x)|2m(dx)
) 1
2
r
1
α(t)
− 1
2K
1
2
− 1
α(t)
√
α(t)
2− α(t)
≤ KU
√
∆1(r, t)
(
1
r1+2(h(t)−
1
α(t)
)
∫
R
|f(t+ r, t, x)− f(t, t, x)|2m(dx)
) 1
2
≤ KU
√
∆1(r, t) with (5.9).
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Let us show that limr→0
√
∆1(r, t) = 0. The triangle inequality yields
√
∆1(r, t)) ≤
δ1(r, t) + δ2(r, t) + δ3(r, t) where
δ1(r, t) =
1
2rh(t)
(∫
R
∫
K
r
∣∣∣C1/α(t+r)α(t+r) − C1/α(t)α(t) ∣∣∣2 |f(t+ r, t+ r, x)|2y2/α(t+r) dy m(dx)
) 1
2
,
δ2(r, t) =
1
2rh(t)
(∫
R
∫
K
r
C
2/α(t)
α(t)
y2/α(t+r)
|f(t + r, t+ r, x)− f(t+ r, t, x)|2 dy m(dx)
) 1
2
,
and
δ3(r, t) =
1
2rh(t)
(∫
R
∫
K
r
C
2/α(t)
α(t) |f(t+ r, t, x)|2
(
1
y1/α(t+r)
− 1
y1/α(t)
)2
dy m(dx)
) 1
2
.
Now,
δ1(r, t) ≤ KU
|C1/α(t+r)α(t+r) − C1/α(t)α(t) |
rh(t)
(
1
2
α(t+r)
− 1(
K
r
)1−
2
α(t+r)
) 1
2 (∫
R
|f(t+ r, t + r, x)|2m(dx)
) 1
2
.
Since the function u 7→ C1/α(u)α(u) is a C1 function,
δ1(r, t) ≤ KUr1−h(t)+
1
α(t+r)
− 1
2
(∫
R
|f(t+ r, t+ r, x)|2m(dx)
) 1
2
≤ KUr1−h(t)+
1
α(t+r)
− 1
2 with (C12)
≤ KUr 12+ 1d−h+ .
Since 1
2
+ 1
d
− h+ > 0, lim
r→0
δ1(r, t) = 0.
δ2(r, t) ≤
C
1/α(t)
α(t)
2rh(t)
(
1
2
α(t+r)
− 1(
K
r
)1−
2
α(t+r)
) 1
2 (∫
R
|f(t+ r, t + r, x)− f(t+ r, t, x)|2m(dx)
) 1
2
≤ KUr
1
α(t+r)
−h(t)− 1
2
(∫
R
|f(t+ r, t+ r, x)− f(t+ r, t, x)|2m(dx)
) 1
2
≤ KUr
1
2
+ 1
α(t+r)
−h(t)
with (C15)
≤ KUr 12+ 1d−h+ ,
thus lim
r→0
δ2(r, t) = 0.
δ3(r, t) ≤
C
1/α(t)
α(t)
2rh(t)
(∫
R
|f(t+ r, t, x)|2m(dx)
) 1
2
(∫
K
r
(
1
y1/α(t+r)
− 1
y1/α(t)
)2
dy
) 1
2
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Since the function u 7→ α(u) is a C1 function, ∀η < 1
d
,
δ3(r, t) ≤ KU
rh(t)
(∫
R
|f(t+ r, t, x)|2m(dx)
) 1
2
KUr
1
2
+ 1
d
−η
≤ KUr 12+ 1d−η−h+ with (C11)
thus lim
r→0
δ3(r, t) = 0. Finally, lim
r→0
√
∆1(r, t) = 0.
Let us now consider the last term ∆3(r, t):
∆3(r, t) =
C
2/α(t)
α(t) K
1− 2
α(t)
2
α(t)
− 1
(
1
r1+2(h(t)−1/α(t)
∫
R
(f(t+ r, t, x)− f(t, t, x))2m(dx)− g(t)
)
thus, with (C14), lim
r→0
|∆3(r, t)| = 0
Lemma 5.13 Assume (C6), (C10), (C12), (C13), (C15), and let:
∆(r, t) =:
1
r1+2(h(t)−1/α(t))

C1/α(t)α(t) K 1α(t+r)− 1α(t) ( 2α(t+r) − 1) ∫R f(t+ r, t + r, x)f(t, t, x)m(dx)
C
1/α(t+r)
α(t+r) r
1
α(t+r)
− 1
α(t) ( 1
α(t+r)
+ 1
α(t)
− 1) ∫
R
f(t+ r, t+ r, x)2m(dx)
− 1


2
.
Then:
lim
r→0
|∆(r, t)| = 0.
If in addition we suppose (Cu10), (Cu12), (Cu15), the convergence is uniform on U .
Proof
Since the function t 7→ α(t) is a C1 function, there exists KU > 0 such that∣∣∣∣∣
C
1/α(t)
α(t)
C
1/α(t+r)
α(t+r)
− 1
∣∣∣∣∣ ≤ rKU , (5.11)
∣∣∣K 1α(t+r)− 1α(t) − 1∣∣∣ ≤ rKU , (5.12)
and ∣∣∣∣∣
2
α(t+r)
− 1
1
α(t+r)
+ 1
α(t)
− 1 − 1
∣∣∣∣∣ ≤ rKU . (5.13)
Increasing KU if necessary, we also have, ∀a > 0,∣∣∣∣ 1
r
1
α(t+r)
− 1
α(t)
− 1
∣∣∣∣ ≤ raKU . (5.14)
For the last term, we write∫
R
f(t+ r, t+ r, x)f(t, t, x)m(dx)∫
R
f(t+ r, t+ r, x)2m(dx)
− 1 = ∆1(r, t) + ∆2(r, t)
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where
∆1(r, t) =
1∫
R
f(t+ r, t+ r, x)2m(dx)
(∫
R
f(t+ r, t + r, x) (f(t, t, x)− f(t+ r, t, x))m(dx)
)
and
∆2(r, t) =
1∫
R
f(t+ r, t+ r, x)2m(dx)
(∫
R
f(t+ r, t + r, x) (f(t+ r, t, x)− f(t+ r, t+ r, x))m(dx)
)
.
With (C13), we may choose KU such that
|∆1(r, t)| ≤ KU
∫
R
|f(t+ r, t+ r, x)| |f(t, t, x)− f(t+ r, t, x)|m(dx).
Let p ∈ (α(t), 2) , p ≥ 1 satisfying (C10), and q such that 1
p
+ 1
q
= 1. Hölder inequality
entails:
|∆1(r, t)| ≤ KU
(∫
R
|f(t+ r, t+ r, x)|qm(dx)
)1/q (∫
R
|f(t, t, x)− f(t+ r, t, x)|pm(dx)
)1/p
≤ KU
(∫
R
|f(t+ r, t, x)− f(t, t, x)|pm(dx)
)1/p
with (C6) and (C12)
≤ KUr
1
p
+h(t)− 1
α(t) with (C10).
With (C12), (C13) and Cauchy-Schwarz inequality, we select KU such that
|∆2(r, t)| ≤ KU
(∫
R
|f(t+ r, t+ r, x)− f(t+ r, t, x)|2m(dx)
) 1
2
≤ KUr with (C15).
Finally, since h(t) + 1
p
− 1
α(t)
≤ 1,∣∣∣∣
∫
R
f(t+ r, t+ r, x)f(t, t, x)m(dx)∫
R
f(t+ r, t + r, x)2m(dx)
− 1
∣∣∣∣ ≤ KUrh(t)+ 1p− 1α(t) . (5.15)
Using the inequalities (5.11), (5.12), (5.13), (5.14) and (5.15), we may find a constant KU
such that for all a > 0,
|∆(r, t)| ≤ 1
r1+2(h(t)−1/α(t))
KU(r
2 + r2a + r2(h(t)+
1
p
− 1
α(t)
)).
Choosing a ∈
(
h(t) + 1
p
− 1
α(t)
, 1
)
, this entails:
|∆(r, t)| ≤ 3
r1+2(h(t)−1/α(t))
KUr
2(h(t)+ 1
p
− 1
α(t)
)
≤ 3KUr
2
p
−1.
Since 2
p
− 1 > 0, lim
r→0
|∆(r, t)| = 0
21
Lemma 5.14 Assuming (C1), (C6), (C7), (C8), one has:
∀ε < 1
d
, ∃KU ≤ 1 such that ∀v ≥ 1, ∀r ≤ ε0,
y ≥ KU v
d
1−εd
r
⇒ sin2
(
vC
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
)
≥ 1
2
∣∣∣∣∣
vC
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
∣∣∣∣∣
2
.
If in addition we suppose (Cu8),
y ≥ KU v
d
1−εd
r
⇒ ∀t ∈ U, sin2
(
vC
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
)
≥ 1
2
∣∣∣∣∣
vC
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
∣∣∣∣∣
2
.
Proof
Let ε < 1
d
. We write
vC
1/α(t+r)
α(t+r)
f(t+r,t+r,x)
2rh(t)y1/α(t+r)
− vC
1/α(t)
α(t)
f(t,t,x)
2rh(t)y1/α(t)
= κ1(r, t, v, x, y) + κ2(r, t, v, x, y),
with
κ1(r, t, v, x, y) =
v
2rh(t)
(
C
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
y1/α(t+r)
−
C
1/α(t)
α(t) f(t+ r, t, x)
y1/α(t)
)
and
κ2(r, t, v, x, y) =
vC
1/α(t)
α(t)
2rh(t)y1/α(t)
(f(t+ r, t, x)− f(t, t, x)) .
Using the finite-increments theorem,
|κ1(r, t, v, x, y)| ≤ v
2rh(t)
r(sup
a∈U
∣∣∣∣KU |f(t+ r, a, x)|y1/α(a)
∣∣∣∣+ sup
a∈U
∣∣∣∣∣
C
1/α(a)
α(a) |fv(t+ r, a, x)|
y1/α(a)
∣∣∣∣∣
+ sup
a∈U
∣∣∣∣∣ |α
′(a)|
α2(a)
| ln y|
C
1/α(a)
α(a) |f(t+ r, a, x)|
y1/α(a)
∣∣∣∣∣).
For y ≥ 1, conditions (C6) and (C7) imply
KU |f(t+ r, a, x)|
y1/α(a)
≤ KU
y1/d
,
KU |fv(t + r, a, x)|
y1/α(a)
≤ KU
y1/d
,
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and
|α′(a)|
α2(a)
| ln y|
C
1/α(a)
α(a) |f(t+ r, a, x)|
y1/α(a)
≤ KU | ln y|
y1/d
.
Finally,
|κ1(r, t, v, x, y)| ≤ KUvr
1−h(t)
y1/d
(1 + | ln y|)
≤ KUv
y1/d−ε
.
Condition (C8) allows to estimate κ2(r, t, v, x, y) as follows:
|κ2(r, t, v, x, y)| ≤ KUv
(ry)1/α(t)
.
Finally, ∀K > 0, ∀ε < 1
d
,∃KU ≥ 1,∀v ≥ 1,∀r < ε0, ∀y ≥ KU v
d
1−εd
r
,∣∣∣∣∣
vC
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
∣∣∣∣∣ ≤ K
Lemma 5.15 Assuming (C6), (C10), (C11), (C12), (C13), (C14), (C15), there exist ε0
and KU > 0 such that ∀r < ε0, ∀v ≥ 1:
N(v, t, r) ≥ KUv2+ d1−εd (1− 2c ),
where
N(v, t, r) =:
∫
R
∫
KUv
d
1−εd
r
∣∣∣∣∣
vC
1/α(t+r)
α(t+r) f(t+ r, t+ r, x)
2rh(t)y1/α(t+r)
−
vC
1/α(t)
α(t) f(t, t, x)
2rh(t)y1/α(t)
∣∣∣∣∣
2
dy m(dx).
If in addition we suppose (Cu10), (Cu11), (Cu12), (Cu14), (Cu15), the constant KU does
not depend on t.
Proof
Expanding the square above, we may write
N(v, t, r) = A1(r, t)v
2+ d
1−εd
(1− 2
α(t+r)
)−A2(r, t)v2+
d
1−εd
(1− 1
α(t+r)
− 1
α(t)
) +A3(r, t)v
2+ d
1−εd
(1− 2
α(t)
),
where
A1(r, t) =
C
2/α(t+r)
α(t+r) (KU)
1− 2
α(t+r)
4
(
2
α(t+r)
− 1
)
r
1+2(h(t)− 1
α(t+r)
)
∫
R
|f(t+ r, t + r, x)|2m(dx),
A2(r, t) =
C
1/α(t+r)
α(t+r) C
1/α(t)
α(t) (KU)
1− 1
α(t+r)
− 1
α(t)
2
(
1
α(t+r)
+ 1
α(t)
− 1
)
r1+2h(t)−
1
α(t+r)
− 1
α(t)
∫
R
f(t+ r, t+ r, x)f(t, t, x)m(dx),
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and
A3(r, t) =
C
2/α(t)
α(t) (KU)
1− 2
α(t)
4
(
2
α(t)
− 1
)
r
1+2(h(t)− 1
α(t)
)
∫
R
|f(t, t, x)|2m(dx).
We obtain
N(v, t, r) = v2+
d
1−εd
(1− 2
α(t)
)
(
A1(r, t)(v
2d
1−εd
( 1
α(t)
− 1
α(t+r)
))2 − A2(r, t)(v
2d
1−εd
( 1
α(t)
− 1
α(t+r)
)) + A3(r, t)
)
.
Let P (r, t, X) = A1(r, t)X
2 − A2(r, t)X + A3(r, t). Write:
P (r, t, X) = P (r, t, X)− P (r, t, A2(r, t)
2A1(r, t)
) + P (r, t,
A2(r, t)
2A1(r, t)
)− P (r, t, 1) + P (r, t, 1).
Since P ( A2(r,t)
2A1(r,t)
) is the minimum of P ,
P (r, t, X) ≥ P (r, t, A2(r, t)
2A1(r, t)
)− P (r, t, 1) + P (r, t, 1).
Note that P (r, t, 1) = N(1, t, r), thus lemma (5.12) entails that there exists a positive
function l such that lim
r→0
P (r, t, 1) = l(t). For P (r, t, A2(r,t)
2A1(r,t)
) − P (r, t, 1), we use lemma
(5.13). With the same notations,
|P (r, t, A2(r, t)
2A1(r, t)
)− P (r, t, 1)| = |A1(r, t)|r1+2(h(t)−
1
α(t)
)
∆(r, t)
≤ KU∆(r, t)
thus lim
r→0
|P (r, t, A2(r,t)
2A1(r,t)
) − P (r, t, 1)| = 0. As a consequence, there exist a positive con-
stant KU and ε0 > 0 such that for all x ∈ R and r ∈ (0, ε0), P (r, t, x) ≥ KU . We
obtain N(v, t, r) ≥ v2+ d1−εd (1− 2α(t) )KU for all v ∈ R and r ∈ (0, ε0). Since α(t) > c,
N(v, t, r) ≥ KUv2+
d
1−εd
(1− 2
c
)
Proof of theorem 3.1
Consider
E
[∣∣∣∣Y (t + ε)− Y (t)εh(t)
∣∣∣∣
η]
=
∫ ∞
0
P
(∣∣∣∣Y (t+ ε)− Y (t)εh(t)
∣∣∣∣
η
> x
)
dx.
Thanks to (C1), (C2), (C3) and (C5), Y is h(t)-localisable at t [14], thus for all x > 0,
P
(∣∣∣∣Y (t+ ε)− Y (t)εh(t)
∣∣∣∣
η
> x
)
→ P (|Y ′t (1)|η > x) .
We shall make use of Lebesgue dominated convergence theorem.
For x ≤ 1, P
(∣∣∣Y (t+ε)−Y (t)εh(t)
∣∣∣η > x) ≤ 1.
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For x > 1,
P
(∣∣∣∣Y (t+ ε)− Y (t)εh(t)
∣∣∣∣
η
> x
)
= P
(∣∣∣∣Y (t+ ε)− Y (t)εh(t)
∣∣∣∣ > x1/η
)
≤ P
(∣∣∣∣X(t+ ε, t+ ε)−X(t+ ε, t)εh(t)
∣∣∣∣ > x1/η2
)
+ P
(∣∣∣∣X(t+ ε, t)−X(t, t)εh(t)
∣∣∣∣ > x1/η2
)
.
For the first term, by proposition 4.9 (or 4.10),
P
(∣∣∣∣X(t+ ε, t+ ε)−X(t+ ε, t)εh(t)
∣∣∣∣ > x1/η2
)
≤ KU
xd/η
(
1 + | log x|d)+ KU
xc/η
(1 + | log x|c) .
For the second term, let p ∈ (η, α(t)).
P
(∣∣∣∣X(t+ ε, t)−X(t, t)εh(t)
∣∣∣∣ > x1/η2
)
= P
(∣∣∣∣X(t+ ε, t)−X(t, t)εh(t)
∣∣∣∣
p
>
xp/η
2p
)
.
With Markov inequality and (C9),
P
(∣∣∣∣X(t+ ε, t)−X(t, t)εh(t)
∣∣∣∣ > x1/η2
)
≤ 2
p
xp/ηεph(t)
Cα(t),0(p)
p‖f(t+ ε, t, .)− f(t, t, .)‖pα(t)
≤ 2
pCα(t),0(p)
p
xp/ηεph(t)
(∫
R
|f(t+ ε, t, x)− f(t, t, x)|α(t)m(dx)
)p/α(t)
≤ Kp,α(t)
xp/η
,
thus
P(
∣∣∣∣Y (t+ ε)− Y (t)εh
∣∣∣∣
η
> x) ≤ KU
(
1
xd/η
(
1 + | log x|d)+ 1
xc/η
(1 + | log x|c) + 1
xp/η
)
1x>1+1x≤1
Proof of theorem 3.2
Let γ > h(t) and x > 0.
P
(
rγ
|Y (t + r)− Y (t)| > x
)
= P
(
|Y (t+ r)− Y (t)| < r
γ
x
)
.
Applying proposition (4.11), there exists ε0 > 0 such that
sup
r∈B(0,ε0)
∫ +∞
0
ϕY (t+r)−Y (t)
rh(t)
(v)dv < +∞.
Thus with proposition (4.8), there exists KU > 0 such that
P
(
|Y (t+ r)− Y (t)| < r
γ
x
)
≤ KU r
γ−h(t)
x
.
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Let rn =
1
nη
with η(γ − h(t)) > 1. ∀x > 0, ∑
n
P
(
rγn
|Y (t+rn)−Y (t)| > x
)
< +∞. Borel
Cantelli lemma entails that, almost surely, lim
n→+∞
|Y (t+rn)−Y (t)|
rγn
= +∞. As a consequence,
almost surely, lim sup
r→0
|Y (t+r)−Y (t)|
rγ
= +∞, and
Ht ≤ h(t).
Proof of theorem 3.5
We want to apply theorem (3.1) with f(t, u, x) = 1[0,t](x). Let us show that conditions
(C1), (C2), (C3), (C5) and (C9) are satisfied.
• (C1) The family of functions v → f(t, v, x) is differentiable for all (v, t) in (0, 1)2
and almost all x in E. The derivatives of f with respect to u vanish.
• (C2)
|f(t, w, x)|α(w) = 1[0,t](x)
thus, for all δ > 0, all t ∈ (0, 1),
∫
R
[
sup
w∈(0,1)
(|f(t, w, x)|α(w))
]1+δ
dx = t
and (C2) holds.
• (C3) f ′u = 0 thus (C3) holds.
• (C5)X(t, u) (as a process in t) is localisable at u with exponent 1
α(u)
∈ (1
d
, 1
c
) ⊂ (0, 1),
with local form Xu(t, u), and u 7→ 1α(u) is a C1 function (see [14]).
• (C9)
1
rh(t)α(t)
∫
R
|f(t+ r, t, x)− f(t, t, x)|α(t)m(dx) = 1
r
∫ t+r
t
dx
= 1,
thus (C9) holds.
From theorem (3.1), we get that
E [|Y (t + ε)− Y (t)|η] ∼ ε ηα(t)E [|Y ′t (1)|η] .
Since Y ′t (1) is an Sα(t)(1, 0, 0) random variable, property 1.2.17 of [22] allows to conclude.
Proof of theorem 3.6
We want to apply Theorem (3.2) with f(t, u, x) = 1[0,t](x) and h(t) =
1
α(t)
in order to
obtain the inequality. Let us show that the conditions (C6), (C7), (Cu8), (Cu10), (Cu11),
(Cu12), (C13), (Cu14) and (Cu15) are satisfied.
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• (C6) Obvious.
• (C7) Obvious.
• (Cu8) ∀v ∈ U , ∀u ∈ U , ∀x ∈ R,
1
|v − u|h(u)−1/α(u) |f(v, u, x)− f(u, u, x)| = 1[u,v](x)
≤ 1
thus (Cu8) holds.
• (Cu10) ∀v ∈ U ,∀u ∈ U ,
1
|v − u|1+p(h(u)− 1α(u) )
∫
R
|f(v, u, x)− f(u, u, x)|pm(dx) = 1|v − u|
∫
R
|1[u,v](x)|
= 1
thus (Cu10) holds.
• (Cu11) ∀v ∈ U , ∀u ∈ U , ∫
R
|f(v, u, x)|2m(dx) = v
thus (Cu11) holds (U = (0, 1)).
• (Cu12) For the same reason as (Cu11), (Cu12) holds.
• (C13) Since t ∈ (0, 1) (in particular t 6= 0), one can choose U such that infv∈U v > 0
thus (C13) holds.
• (Cu14)
1
r1+2(h(t)−1/α(t))
∫
R
(f(t+ r, t, x)− f(t, t, x))2m(dx) = 1
r
∫
R
1[t,t+r](x)dx
= 1
thus (Cu14) holds.
• (Cu15) ∀v ∈ U , ∀u ∈ U ,
1
|v − u|2
∫
R
|f(v, v, x)− f(v, u, x)|2m(dx) = 0
thus (Cu15) holds.
Proof of theorem 3.3
We want to apply theorem (3.1) with f(t, u, x) = |t − x|H(u)− 1α(u) − |x|H(u)− 1α(u) . Let us
show that conditions (C1), (Cs2), (Cs3), (Cs4), (C5) and (C9) are satisfied.
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• (C1) The family of functions u→ f(t, u, x) is differentiable for all (u, t) in a neigh-
bourhood of t0 and almost all x in E. The derivatives of f with respect to u read:
f ′u(t, w, x) = (h
′(w)+
α′(w)
α2(w)
)
[
(log |t− x|)|t− x|h(w)−1/α(w) − (log |x|)|x|h(w)−1/α(w)] .
• (Cs2) In [8], it is shown that, given t0 ∈ R, one may choose ε > 0 small enough and
numbers a, b, h−, h+ with 0 < a < α(w) < b < 2, 0 < h− < h(w) < h+ < 1 and
a
b
( 1
a
− 1
b
) < h− − ( 1a − 1b ) < h− < h+ < h+ + ( 1a − 1b ) < 1− ( 1a − 1b ) such that, for all
t and w in U := (t0 − ε, t0 + ε) and all real x:
|f(t, w, x)|, |f ′t0(t, w, x)| ≤ k1(t, x) (5.16)
where
k1(t, x) =
{
c1max{1, |t− x|h−−1/a + |x|h−−1/a} (|x| ≤ 1 + 2maxt∈U |t|)
c2|x|h+−1/b−1 (|x| > 1 + 2maxt∈U |t|) (5.17)
for appropriately chosen constants c1 and c2. One has, for all δ > 0,∫
R
[
sup
w∈U
|f(t, w, x)|α(w)
]1+δ
r(x)δdx ≤
∫
R
(
k1(t, x)
a + k1(t, x)
b
)1+δ
r(x)δdx
≤ Kδ
∫
R
k1(t, x)
a(1+δ)r(x)δdx
+Kδ
∫
R
k1(t, x)
b(1+δ)r(x)δdx.
Let us study
∫
R
k1(t, x)
p(1+δ)r(x)δdx, where p = a or p = b.
∫
R
k1(t, x)
p(1+δ)r(x)δdx =
pi2δ
3δ
+∞∑
j=0
(j + 1)2δ
∫ j+1
j
(k1(t,−x)p(1+δ) + k1(t, x)p(1+δ))dx
=
pi2δ
3δ
+∞∑
j=0
(j + 1)2δ
∫ j+1
j
(k1(−t, x)p(1+δ) + k1(t, x)p(1+δ))dx.
We consider now
∫ j+1
j
k1(±t, x)p(1+δ)dx. There exists Kp,δ > 0 such that, for all real
x such that |x| ≤ 1 + 2maxt∈U |t|:
k1(±t, x)p(1+δ) ≤ Kp,δ
(
1 + | ± t− x|p(1+δ)(h−−1/a) + |x|p(1+δ)(h−−1/a)) ,
and for all real x such that |x| > 1 + 2maxt∈U |t|,
k1(±t, x)p(1+δ) ≤ Kp,δ|x|p(1+δ)(h+−1/b−1).
Let j0 = [1 + 2maxt∈U |t|)] . For j < j0,∫ j+1
j
k1(±t, x)p(1+δ)dx ≤ Kp,δ(1 +
∫ j+1
j
| ± t− x|p(1+δ)(h−−1/a)dx+
∫ j+1
j
|x|p(1+δ)(h−−1/a)dx).
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Choose δ such that p(1 + δ)(h− − 1/a) > −1 (we show below that such a δ exists).
Then
∫ j+1
j
| ± t− x|p(1+δ)(h−−1/a)dx =
∫ ±t−j
±t−j−1
|u|p(1+δ)(h−−1/a)du
≤ | ± t− j|
1+p(1+δ)(h−−1/a) + | ± t− j − 1|1+p(1+δ)(h−−1/a)
1 + p(1 + δ)(h− − 1/a)
≤ KU |t|1+p(1+δ)(h−−1/a)|1 + j|1+p(1+δ)(h−−1/a)
≤ KU(1 + j)1+p(1+δ)(h−−1/a)
where KU > 0 depends on U and may have changed from line to line. We deduce:∫ j+1
j
k1(±t, x)p(1+δ)dx ≤ KU(1 + j1+p(1+δ)(h−−1/a)).
For j = j0,∫ j0+1
j0
k1(±t, x)p(1+δ)dx ≤ KU |j0|1+p(1+δ)(h−−1/a) +KU
∫ j0+1
j0
|x|p(1+δ)(h+−1/b−1)dx
≤ KU .
For j > j0, ∫ j+1
j
k1(±t, x)p(1+δ)dx ≤ KU
∫ j+1
j
|x|p(1+δ)(h+−1/b−1)dx
≤ KUjp(1+δ)(h+−1/b−1).
Finally,
sup
t∈U
∫
R
k1(t, x)
p(1+δ)r(x)δdx ≤ KU
(
1 +
j0−1∑
j=0
j2δ(1 + j1+p(1+δ)(h−−1/a))
)
+KU
∞∑
j=j0+1
j2δ+p(1+δ)(h+−1/b−1).
To conclude, we need to show that we may chose δ > b
a
− 1 such that p(1+ δ)(h−−
1/a) > −1 and 2δ+ p(1 + δ)(h+− 1/b− 1) < −1, for p = a and p = b. We consider
several cases.
First case : h− − 1a ≥ 0 and h+ − 1b − 1 ≤ − 2a .
Let δ > b
a
− 1. One has p(1 + δ)(h− − 1a) ≥ 0 > −1. We consider 1 + 2δ + p(1 +
δ)(h+ − 1/b− 1).
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) ≤ 1 + 2δ − 2
a
p(1 + δ)
= 1− 2p
a
+ 2δ(1− p
a
).
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Since 1− 2p
a
< 0 and 1− p
a
≤ 0, 1 + 2δ + p(1 + δ)(h+ − 1/b− 1) < 0.
Second case : h− − 1a ≥ 0 and h+ − 1b − 1 > − 2a .
Let δ ∈
(
b
a
− 1, 1b− 1a+1−h+2
a
− 1
b
−1+h+
)
. One has p(1 + δ)(h− − 1a) ≥ 0 > −1. We consider
1 + 2δ + p(1 + δ)(h+ − 1/b− 1).
For p = a :
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) = aδ(2
a
+ h+ − 1
b
− 1) + a(h+ − 1
b
− 1 + 1
a
)
< a(
1
b
− 1
a
+ 1− h+) + a(h+ − 1
b
− 1 + 1
a
)
= 0.
For p = b :
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) = bδ(1
b
+ h+ − 1) + b(h+ − 1).
If 1
b
+ h+ − 1 ≤ 0, then bδ(1b + h+ − 1) + b(h+ − 1) < 0. Else
bδ(
1
b
+ h+ − 1) + b(h+ − 1) < b
1
b
− 1
a
+ 1− h+
2
a
− 1
b
− 1 + h+
(
1
b
+ h+ − 1) + b(h+ − 1)
=
b
2
a
− 1
b
− 1 + h+
(
1
a
− 1
b
)(h+ − 1− 1
b
)
< 0.
Third case : h− − 1a < 0 and h+ − 1b − 1 ≤ − 2a .
Let δ ∈
(
b
a
− 1, ah−+ ab−1
1−ah−
)
.
For p = a :
1 + p(1 + δ)(h− − 1
a
) = ah− + δ(ah− − 1)
> ah− + (ah− − 1)
ah− + ab − 1
1− ah−
= ah− + 1− a
b
− ah−
> 0,
and
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) = aδ(2
a
+ h+ − 1
b
− 1) + a(h+ − 1
b
− 1 + 1
a
)
≤ a(h+ − 1
b
− 1 + 1
a
)
≤ −1
< 0.
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For p = b :
1 + p(1 + δ)(h− − 1
a
) = b(h− − 1
a
+
1
b
) + bδ(h− − 1
a
)
> b(h− − 1
a
+
1
b
) + b(h− − 1
a
)
ah− + ab − 1
1− ah−
= b(h− − 1
a
+
1
b
) + b(
1
a
− 1
b
− h−)
= 0,
and
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) = bδ(1
b
+ h+ − 1) + b(h+ − 1)
≤ bδ(2
b
− 2
a
) + b(h+ − 1)
< 0.
Fourth case : h− − 1a < 0 and h+ − 1b − 1 > − 2a .
Let δ ∈
(
b
a
− 1,min(ah−+ ab−1
1−ah− ,
1
b
− 1
a
+1−h+
2
a
− 1
b
−1+h+ )
)
.
For p = a :
1 + p(1 + δ)(h− − 1
a
) = ah− + δ(ah− − 1)
> ah− + (ah− − 1)
ah− + ab − 1
1− ah−
= ah− + 1− a
b
− ah−
> 0,
and
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) = aδ(2
a
+ h+ − 1
b
− 1) + a(h+ − 1
b
− 1 + 1
a
)
> a(
1
b
− 1
a
+ 1− h+) + a(h+ − 1
b
− 1 + 1
a
)
= 0.
For p = b :
1 + p(1 + δ)(h− − 1
a
) = b(h− − 1
a
+
1
b
) + bδ(h− − 1
a
)
> b(h− − 1
a
+
1
b
) + b(h− − 1
a
)
ah− + ab − 1
1− ah−
= b(h− − 1
a
+
1
b
) + b(
1
a
− 1
b
− h−)
= 0,
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and
1 + 2δ + p(1 + δ)(h+ − 1/b− 1) = bδ(1
b
+ h+ − 1) + b(h+ − 1).
If 1
b
+ h+ − 1 ≤ 0, then 1 + 2δ + p(1 + δ)(h+ − 1/b− 1) < 0, else
bδ(
1
b
+ h+ − 1) + b(h+ − 1) < b(
1
b
− 1
a
+ 1− h+
2
a
− 1
b
− 1 + h+
)(
1
b
+ h+ − 1) + b(h+ − 1)
=
b
2
a
− 1
b
− 1 + h+
(
1
a
− 1
b
)(h+ − 1− 1
b
)
< 0.
• (Cs3) is obtained with (5.16) for the same reason as in (Cs2).
• (Cs4) For j large enough (j > j∗),
|f(t, w, x) log(r(x))|α(w) ≤ K1|k1(t, x)|α(w)
+K2
+∞∑
j=j∗
|f(t, w, x)|α(w)(log(j))d1[−j,−j+1[∪[j−1,j[(x).
|f(t, w, x)|α(w)1[−j,−j+1[∪[j−1,j[(x) ≤ K2 1|x|a(1+1/b−h+)1[−j,−j+1[∪[j−1,j[(x)
(K2 may have changed from line to line). Thus
[
sup
w∈U
[
|f(t, w, x) log(r(x))|α(w)
]]1+δ
r(x)δ ≤ K|k1(t, x)|a(1+δ)r(x)δ +K|k1(t, x)|b(1+δ)r(x)δ
+K
+∞∑
j=j∗
j2δ(log(j))d
|x|a(1+δ)(1+1/b−h+)1[−j,−j+1[∪[j−1,j[(x).
Let δ > b
a
−1 be such that (Cs2) holds. Since 2δ+a(1+ δ)(h+−1− 1b ) < −1, (Cs4)
holds .
• (C5) X(t, u) (as a process in t) is localisable at u with exponent H(u) ∈ (h−, h+) ⊂
(0, 1), with local form Xu(t, u), and u 7→ H(u) is a C1 function (see [14]).
• (C9)
1
rH(t)α(t)
∫
R
|f(t+ r, t, x)− f(t, t, x)|α(t)m(dx) =
∫
R
∣∣∣|1− x|H(t)− 1α(t) − |x|H(t)− 1α(t) ∣∣∣α(t) dx
so (C9) holds.
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From theorem 3.1, we obtain that
E [|Y (t+ ε)− Y (t)|η] ∼ εηH(t)E [|Y ′t (1)|η] .
Since Y ′t (1) is an Sα(t)(σ, 0, 0) random variable with σ =
(∫
R
∣∣∣|1− x|H(t)− 1α(t) − |x|H(t)− 1α(t) ∣∣∣α(t) dx)
1
α(t)
,
property 1.2.17 of [22] allows to conclude.
Proof of theorem 3.4
We want to apply theorems 3.2 with f(t, u, x) = |t − x|H(u)− 1α(u) − |x|H(u)− 1α(u) in order
to obtain the inequality. Let us show that conditions (C6), (C7), (Cu8), (Cu10), (Cu11),
(Cu12), (C13), (Cu14) and (Cu15) are satisfied.
• (C6) Since H(t)− 1
α(t)
≥ 0, (C6) holds.
• (C7) We also use the fact that H(t)− 1
α(t)
≥ 0 in order to prove that (C7) holds.
• (Cu8) ∀v ∈ U , ∀u ∈ U , ∀x ∈ R,
1
|v − u|h(u)−1/α(u) |f(v, u, x)− f(u, u, x)| =
1
|v − u|H(u)−1/α(u)
∣∣∣|v − x|H(u)− 1α(u) − |u− x|H(u)− 1α(u) ∣∣∣
≤ 1
thus (Cu8) holds.
• (Cu10) ∀v ∈ U ,∀u ∈ U ,
1
|v − u|1+p(h(u)− 1α(u) )
∫
R
|f(v, u, x)− f(u, u, x)|pm(dx) =
∫
R
∣∣∣|1− x|H(u)− 1α(u) − |x|H(u)− 1α(u) ∣∣∣p dx
so (Cu10) holds.
• (Cu11) ∀v ∈ U , ∀u ∈ U ,∫
R
|f(v, u, x)|2m(dx) = v1+2(H(u)− 1α(u) )
∫
R
∣∣∣|1− x|H(u)− 1α(u) − |x|H(u)− 1α(u) ∣∣∣2 dx
thus (Cu11) holds.
• (Cu12) For the same reason as (Cu11), (Cu12) holds.
• (C13) For t 6= 0, one can choose U such that infv∈U v1+2(H(v)−
1
α(v)
)
> 0 thus (C13)
holds.
• (Cu14)
1
r1+2(h(t)−1/α(t))
∫
R
(f(t+ r, t, x)− f(t, t, x))2m(dx) =
∫
R
∣∣∣|1− x|H(t)− 1α(t) − |x|H(t)− 1α(t) ∣∣∣2 dx
thus, choosing g(t) =
∫
R
∣∣∣|1− x|H(t)− 1α(t) − |x|H(t)− 1α(t) ∣∣∣2 dx, (Cu14) holds.
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• (Cu15) ∀v ∈ U , ∀u ∈ U ,
1
|v − u|2
∫
R
|f(v, v, x)− f(v, u, x)|2m(dx) =
1
|v − u|2
∫
R
∣∣∣|v − x|H(v)− 1α(v) − |v − x|H(u)− 1α(u) − |x|H(v)− 1α(v) + |x|H(u)− 1α(u) ∣∣∣2 dx
thus (Cu15) holds
6 Proof of Theorem 3.7
Recall the definition of the Lévy Multistable field on [0, 1]:
X(v, u) = C
1/α(u)
α(u)
∞∑
i=1
γiΓ
−1/α(u)
i 1[0,v](Vi).
To prove Theorem 3.7, we need a series of lemma:
Lemma 6.16 Assume α is C1. Then, for all u ∈ (0, 1), almost surely,
sup
v∈[0,1]
|X(v, v)−X(v, u)|
|v − u| < +∞.
Proof
in the case of the Lévy multistable field, (5.8) reads:
X(v, v)−X(v, u) = (v − u)
(
+∞∑
i=1
Z1i (v) +
+∞∑
i=1
Z3i (v) +
+∞∑
i=1
Y 1i (v) +
+∞∑
i=1
Y 3i (v)
)
,
where Z1i , . . . are defined as above. Let A > 0 and B > 0 be constants such that ∀w ∈ U ,
|a′(w)| ≤ A and |a(w) α′(w)
α2(w)
| ≤ B. We write
+∞∑
i=1
Z1i (v) =
+∞∑
j=1
(
2j+1−1∑
i=2j
Z1i (v)
)
=:
+∞∑
j=1
X1j (v)
and
+∞∑
i=1
Z3i (v) =
+∞∑
j=1
(
2j+1−1∑
i=2j
Z3i (v)
)
=:
+∞∑
j=1
X3j (v). We consider lim infj{ sup
v∈[0,1]
|X1j (v)| ≤
Aj
√
2j
2j/d
} and lim infj{ sup
v∈[0,1]
|X3j (v)| ≤ log(2)Bj(j+1)
√
2j
2j/d
}. Let V (1), V (2), ..., V (2j ) denote the
order statistics of the Vi (i.e.V
(1) = minVi, . . . ). Then:
{ sup
v∈[0,1]
|X1j (v)| >
Aj
√
2j
2j/d
} ⊂ ∪2jN≥1∪l1,...,lN∈J2j ,2j+1−1K
(
{|
N∑
i=1
γlia
′(wli)l
−1/α(wli )
i | >
Aj
√
2j
2j/d
} ..
.. ∩ {V (1) = Vl1 , V (2) = Vl2, ..., V (N) = VlN}
)
.
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P(
sup
v∈[0,1]
|X1j (v)| >
Aj
√
2j
2j/d
)
≤
2j∑
N=1
∑
l1,...,lN∈J2j ,2j+1−1K
(2j −N)!
(2j)!
P
(
|
N∑
i=1
γlia
′(wli)l
−1/α(wli )
i | >
Aj
√
2j
2j/d
)
≤
2j∑
N=1
∑
l1,...,lN∈J2j ,2j+1−1K
(2j −N)!
(2j)!
P
(
|
N∑
i=1
γli
a′(wli)
A
2j/d
l
1/α(wli )
i
| > j
√
N
)
≤
2j∑
N=1
∑
l1,...,lN∈J2j ,2j+1−1K
(2j −N)!
(2j)!
2e−
j2
2
≤ 2e− j
2
2
2j∑
N=1
1
N !
≤ 2e1− j
2
2
where we have used the following inequality (lemma 1.5, chapter 1 in [17]):
P
(
|
n∑
i=1
ui| ≥ λ
√
n
)
≤ 2e−λ
2
2
for (ui)i independent centered random variables verifying −1 ≤ ui ≤ 1, with ui =
γli
a′(wli )
A
2j/d
l
1/α(wli
)
i
and λ = j.
We deduce that P
(
lim infj
{
sup
v∈[0,1]
|X1j (v)| ≤ Aj
√
2j
2j/d
})
= 1.
Similarly:
P
(
sup
v∈[0,1]
|X3j (v)| >
log(2)Bj(j + 1)
√
2j
2j/d
)
≤ 2e1− j
2
2
and P
(
lim infj
{
sup
v∈[0,1]
|X3j (v)| ≤ log(2)Bj(j+1)
√
2j
2j/d
})
= 1. We work on the event
lim inf
j
{
sup
v∈[0,1]
|X1j (v)| ≤
Aj
√
2j
2j/d
}
∩lim inf
j
{
sup
v∈[0,1]
|X3j (v)| ≤
log(2)Bj(j + 1)
√
2j
2j/d
}
∩lim inf
i
{Γi > 1} .
There exists J0 ∈ N such that ∀j ≥ J0, sup
v∈[0,1]
|X1j (v)| ≤ Aj
√
2j
2j/d
and sup
v∈[0,1]
|X3j (v)| ≤
log(2)Bj(j+1)
√
2j
2j/d
. ∣∣∣∣∣
+∞∑
i=1
Z1i (v)
∣∣∣∣∣ ≤
2J0−1∑
j=0
A
i1/d
+
+∞∑
j=J0
A
j
2j(
1
d
− 1
2
)
and ∣∣∣∣∣
+∞∑
i=1
Z3i (v)
∣∣∣∣∣ ≤
2J0−1∑
j=0
B log(i)
i1/d
+
+∞∑
j=J0
B log(2)
j(j + 1)
2j(
1
d
− 1
2
)
,
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thus sup
v∈[0,1]
∣∣∣∣+∞∑
i=1
Z1i (v)
∣∣∣∣ < +∞ and sup
v∈[0,1]
∣∣∣∣+∞∑
i=1
Z3i (v)
∣∣∣∣ < +∞.
Fix i0 ∈ N such that ∀i ≥ i0, Γi > 1.
|
i0∑
i=1
Y 1i (v)| ≤ A
i0∑
i=1
(
1
Γ
1/c
i
+
1
i1/d
)
and
|
i0∑
i=1
Y 3i (v)| ≤ B
i0∑
i=1
(
| log Γi
Γ
1/c
i
|+ log(i)
i1/d
)
.
|
+∞∑
i=i0
Y 1i (v)| ≤ A
+∞∑
i=i0
|Γ−1/α(xi)i − i−1/α(xi)|1{1<Γi≤ i2}
+A
+∞∑
i=i0
|Γ−1/α(xi)i − i−1/α(xi)|1{ i
2
<Γi≤2i}
+A
+∞∑
i=i0
|Γ−1/α(xi)i − i−1/α(xi)|1{Γi>2i},
|
+∞∑
i=i0
Y 1i (v)| ≤ 2A
+∞∑
i=i0
(1{1<Γi≤ i2} + 1{Γi>2i}) + A
+∞∑
i=i0
|Γ−1/α(xi)i − i−1/α(xi)|1{ i
2
<Γi≤2i}
≤ 2A
+∞∑
i=i0
(1{1<Γi≤ i2} + 1{Γi>2i}) +Kc,d
+∞∑
i=i0
1
i
1
d
|Γi
i
− 1|.
|
+∞∑
i=i0
Y 3i (v)| ≤ B
+∞∑
i=i0
| log(Γi)Γ−1/α(xi)i − log(i)i−1/α(xi)|1{1<Γi≤ i2}
+B
+∞∑
i=i0
| log(Γi)Γ−1/α(xi)i − log(i)i−1/α(xi)|1{ i
2
<Γi≤2i}
+B
+∞∑
i=i0
| log(Γi)Γ−1/α(xi)i − log(i)i−1/α(xi)|1{Γi>2i},
|
+∞∑
i=i0
Y 3i (v)| ≤ K
+∞∑
i=i0
log(i)(1{1<Γi≤ i2} + 1{Γi>2i})
+B
+∞∑
i=i0
| log(Γi)Γ−1/α(xi)i − log(i)i−1/α(xi)|1{ i
2
<Γi≤2i}
≤ K
+∞∑
i=i0
log(i)(1{1<Γi≤ i2} + 1{Γi>2i}) +Kc,d
+∞∑
i=i0
log(i)
i
1
d
|Γi
i
− 1|.
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Finally, sup
v∈[0,1]
∣∣∣∣+∞∑
i=1
Y 1i (v)
∣∣∣∣ < +∞ and sup
v∈[0,1]
∣∣∣∣+∞∑
i=1
Y 3i (v)
∣∣∣∣ < +∞.
As a consequence, sup
v∈[0,1]
|X(v,v)−X(v,u)|
|v−u| < +∞
Lemma 6.17 For all u ∈ (0, 1) and all η ∈ (0, 1
α(u)
), one has, almost surely,
sup
v∈[0,1]
∣∣∣∣X(v, u)−X(u, u)|v − u|η
∣∣∣∣ < +∞.
Proof
Let η ∈ (0, 1
α(u)
), m ∈ N , Cj = ∩2j+1−1i=2j {Vi 6∈ [u− 1j22j , u+ 1j22j ]},
Dmj =

 sup1
2m+1
≤|v−u|≤ 1
2m
∣∣∣∣∣∣
2j+1−1∑
i=2j
γii
−1/α(u)1[u,v](Vi)
|v − u|η
∣∣∣∣∣∣ ≤
1
j2

 ,
and Dj = ∩m≥0Dmj . Dj may be written:
Dj =

 supv∈[0,1]
∣∣∣∣∣∣
2j+1−1∑
i=2j
γii
−1/α(u)1[u,v](Vi)
|v − u|η
∣∣∣∣∣∣ ≤
1
j2

 .
Let us evaluate lim inf Cj.
P
(
Cj
) ≤ 2j+1−1∑
i=2j
1
j22j
=
1
j2
and thus P (lim infj Cj) = 1. Now,
P
(
Dj
) ≤ 1
j2
+ P(Dj ∩ Cj)
=
1
j2
+ P
(∪m≥0(Dmj ∩ Cj))
≤ 1
j2
+
+∞∑
m=0
P
(
Dmj ∩ Cj
)
.
We consider several cases, depending on the respective values of j and m:
• If m > j + 2
log(2)
log j,
P
(
Dmj ∩ Cj
)
= 0.
• If j + 2
log(2)
log j ≥ m ≥ j,
P
(
Dmj
) ≤ P

 sup
1
2m+1
≤|v−u|≤ 1
2m
∣∣∣∣∣∣
2j+1−1∑
i=2j
γii
−1/α(u)
1[u,v](Vi)
∣∣∣∣∣∣ ≥
1
2(m+1)ηj2

 .
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Let J0 ∈ N be such that for all j > J0, 2j(
1
α(u)
−η) > 2ηj3+
2η
log(2) . The event:
{ sup
1
2m+1
≤|v−u|≤ 1
2m
∣∣∣∣∣∣
2j+1−1∑
i=2j
γii
−1/α(u)
1[u,v](Vi)
∣∣∣∣∣∣ ≥
1
2(m+1)ηj2
}
is included in the event
∪2jN≥1
(
∪l1,...,lN∈J2j ,2j+1−1K{|
N∑
i=1
γlil
−1/α(u)
i | >
1
2(m+1)ηj2
} ∩ (∩Ni=1{|Vli − u| ∈ [
1
2m+1
,
1
2m
]}) ..
.. ∩ (∩k 6=li{|Vk − u| /∈ [
1
2m+1
,
1
2m
]})
)
.
Notice that for j ≥ J0 and N < j, P
(
|
N∑
i=1
γlil
−1/α(u)
i | > 12(m+1)ηj2
)
= 0, and thus
P
(
Dmj
) ≤ 2j∑
N=j
∑
l1,...,lN∈J2j ,2j+1−1K
P
(
|
N∑
i=1
γlil
−1/α(u)
i | >
1
2(m+1)ηj2
)
P
(
∩Ni=1{|Vli − u| ∈ [
1
2m+1
,
1
2m
]}
)
≤
2j∑
N=j
1
2(m+1)N
∑
l1,...,lN∈J2j ,2j+1−1K
P
(
|
N∑
i=1
γlil
−1/α(u)
i | >
1
2(m+1)ηj2
)
≤
2j∑
N=j
1
2(m+1)N
∑
l1,...,lN∈J2j ,2j+1−1K
j422(m+1)η
2j+1−1∑
i=2j
1
i
2
α(u)
≤
2j∑
N=j
j422(m+1)η
2(m+1)N
2j(1−
2
α(u)
)CN2j
≤ j422(j+ 2log(2) log j+1)η−j 2α(u)
2j∑
N=j
2jCN2j
2(m+1)N
≤ j4+ 4ηlog(2)22j(η− 1α(u) )
2j∑
N=j
2j−N2(j−m)N
N !
≤ 3j4+ 4ηlog(2) 22j(η− 1α(u) ).
• When j ≥ m ≥ log(j)
log(2)
, the same computations lead to:
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2j∑
N=j2j−m
∑
l1,...,lN∈J2j ,2j+1−1K
P
(
|
N∑
i=1
γlil
−1/α(u)
i | >
1
2(m+1)ηj2
)
P
(
∩Ni=1{|Vli − u| ∈ [
1
2m+1
,
1
2m
]}
)
≤
2j∑
N=j2j−m
j422(m+1)η
2(m+1)N
2j(1−
2
α(u)
)CN2j
≤ j422(m+1)η−2j/α(u)
2j∑
N=j2j−m
2j−N2(j−m)N
N !
≤ j422η22j(η− 1α(u) )
+∞∑
N=j2j−m
2(j−m)N
N !
≤ Kj422j(η− 1α(u) ) e
2j−m2(j−m)(j2
j−m+1)
(j2j−m + 1)!
where we have used the estimate
∑
n≥N
xn
n!
≤ ex xN+1
(N+1)!
. We arrive at:
P
(
Dmj
) ≤ Kj422j(η− 1α(u) ) +
j2j−m∑
N=1
1
2(m+1)N
(1− 1
2m+1
)2
j−N ∑
l1,...,lN∈J2j ,2j+1−1K
P
(
|
N∑
i=1
γlil
−1/α(u)
i | >
1
2(m+1)ηj2
)
.
We need to distinguish two cases depending on the value of η. If η ≤ 1
2
, fix J1 ∈ N such
that for all j ≥ J1, 2j(
1
α(u)
− 1
2
) > 21/α(u)j3
√
j. If η > 1
2
, fix J1 ∈ N such that for all j ≥ J1,
2j(
1
α(u)
−η) > 21/α(u)j3
√
j. Then for all η and all j ≥ J1, one has 2j/α(u)
j3
√
j2j−m2(m+1)η
≥ 1 and
P
(
|
N∑
i=1
γli l
−1/α(u)
i | >
1
2(m+1)ηj2
)
≤ P
(∣∣∣∣∣
N∑
i=1
γli
(
2j
li
)1/α(u)∣∣∣∣∣ > j
√
N
)
≤ 2e−j2/2.
We then get
P
(
Dmj
) ≤ Kj422j(η− 1α(u) ) + j2
j−m∑
N=1
1
2(m+1)N
(1− 1
2m+1
)2
j−NCN2j2e
−j2/2
≤ Kj422j(η− 1α(u) ) + 2e−j2/2
2j∑
N=1
1
2(m+1)N
(1− 1
2m+1
)2
j−NCN2j
≤ Kj422j(η− 1α(u) ) + 2e−j2/2.
• Assume finally that m ≤ log(j)
log(2)
.
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Fix J2 ∈ N such that for all j ≥ J2, 2j(
1
α(u)
− 1
2
) > 21/α(u)j3+η. Then, for j ≥ J2, one has
2j/α(u)
j3
√
2j2(m+1)η
≥ 1 and computations similar the ones above lead to
P
(
Dmj
) ≤ 2j∑
N=1
1
2(m+1)N
(1− 1
2m+1
)2
j−N ∑
l1,...,lN∈J2j ,2j+1−1K
P
(
|
N∑
i=1
γlil
−1/α(u)
i | >
1
2(m+1)ηj2
)
≤
2j∑
N=1
1
2(m+1)N
(1− 1
2m+1
)2
j−N ∑
l1,...,lN∈J2j ,2j+1−1K
P
(
|
N∑
i=1
γli(
2j/α(u)
li
)1/α(u)| > j
√
N
)
≤ 2e−j2/2.
We thus get that, for j ≥ max(J0, J1, J2),
+∞∑
m=0
P
(
Dmj ∩ Cj
) ≤ K log(j)j4+ 4ηlog(2)22j(η− 1α(u) ),
and thus P (lim infj Dj) = 1.
On the event lim infj Cj ∩ lim infj Dj , we may fix j0 ∈ N such that for all j ≥ j0,
sup
v∈[0,1]
∣∣∣∣∣∣
2j+1−1∑
i=2j
γii
−1/α(u)1[u,v](Vi)
|v − u|η
∣∣∣∣∣∣ ≤
1
j2
.
Since sup
v∈[0,1]
∣∣∣∣∣
2j0−1∑
i=1
γii
−1/α(u) 1[u,v](Vi)
|v−u|η
∣∣∣∣∣ < +∞, we obtain
sup
v∈[0,1]
∣∣∣∣∣
+∞∑
i=1
γii
−1/α(u)1[u,v](Vi)
|v − u|η
∣∣∣∣∣ < +∞.
Let us now deal with
Ej =

 supv∈[0,1]
∣∣∣∣∣∣
2j+1−1∑
i=2j
γi(Γ
−1/α(u)
i − i−1/α(u))
1[u,v](Vi)
|v − u|η
∣∣∣∣∣∣ ≤
1
j2

 .
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P
(
Ej
) ≤ 1
j2
+ P(Ej ∩ Cj)
≤ 1
j2
+ P

2jηj2η sup
v∈[0,1]
∣∣∣∣∣∣
2j+1−1∑
i=2j
γi(Γ
−1/α(u)
i − i−1/α(u))1[u,v](Vi)
∣∣∣∣∣∣ >
1
j2


≤ 1
j2
+ P

2j+1−1∑
i=2j
∣∣∣(Γ−1/α(u)i − i−1/α(u))∣∣∣ > 12jηj2(1+η)


≤ 1
j2
+ 2jηj2(1+η)
2j+1−1∑
i=2j
E|Γ−1/α(u)i − i−1/α(u)|
≤ 1
j2
+ 2jηj2(1+η)
2j+1−1∑
i=2j
2(P(Γi <
i
2
) + P(Γi > 2i))
+2jηj2(1+η)
2j+1−1∑
i=2j
E|Γ−1/α(u)i − i−1/α(u)|1{ i
2
<Γi<2i}.
However
E|Γ−1/α(u)i − i−1/α(u)|1{ i
2
<Γi<2i} ≤
1
i1/α(u)
KuE|Γi
i
− 1|
≤ Ku 1
i1+
1
α(u)
and
2jηj2(1+η)
2j+1−1∑
i=2j
E|Γ−1/α(u)i − i−1/α(u)|1{ i
2
<Γi<2i} ≤ Kj2(1+η)2j(η−
1
α(u)
).
We thus obtain P (lim infj Ej) = 1. As a consequence, sup
v∈[0,1]
∣∣∣∣+∞∑
i=1
γi(Γ
−1/α(u)
i − i−1/α(u))1[u,v](Vi)|v−u|η
∣∣∣∣ <
+∞ and finally
sup
v∈[0,1]
∣∣∣∣X(v, u)−X(u, u)|v − u|η
∣∣∣∣ < +∞
Lemma 6.18 For all u ∈ (0, 1), one has almost surely, for all η ∈ (0, 1
α(u)
),
sup
v∈[0,1]
|X(v, u)−X(u, u)|
|v − u|η < +∞.
Proof
Fix u ∈ (0, 1). Lemma 6.17 yields that, for all η ∈ (0, 1
α(u)
), we may choose an Ωη
having probability one and such that, on Ωη, sup
v∈[0,1]
∣∣∣X(v,u)−X(u,u)|v−u|η ∣∣∣ < +∞. Thus, on
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Ω = ∩j≥0Ω 1
α(u)
− 1
2j
, which still has probability one, it holds that, for all η ∈ (0, 1
α(u)
),
supv∈[0,1]
|X(v,u)−X(u,u)|
|v−u|η < +∞
Proof of Theorem 3.7
From Theorem 3.6, we already know that Hu ≤ 1α(u) . To prove the reverse inequality, we
treat separately the situations where α < 1 and α ≥ 1.
• Consider first the case 0 < α(u) < 1.
Write:
Y (v)− Y (u) = X(v, v)−X(v, u) +X(v, u)−X(u, u).
By Lemma 6.18, we know that the Hölder regularity of v 7→ X(v, u) − X(u, u) at u is
almost surely not smaller than 1
α(u)
. Now, by applying the finite increments theorem to
the functions t 7→ C1/tt Γ−1/ti , we get
X(v, v)−X(v, u) =
∞∑
i=1
γi1[0,v](Vi)
(
C
1/α(v)
α(v) Γ
−1/α(v)
i − C1/α(u)α(u) Γ−1/α(u)i
)
= (α(v)− α(u))
∞∑
i=1
γi1[0,v](Vi)
(
CP (α(wi))− C1/α(wi)α(wi)
log Γi
α(wi)2
)
Γ
−1/α(wi)
i ,
where, for each i, wi ∈ [u, v] (or [v, u]), and CP denotes the derivative of the function
t 7→ C1/tt . However,
|
∞∑
i=1
γi1[0,v](Vi)
(
Cp(α(wi))− log Γi
α(wi)2
)
Γ
−1/α(wi)
i | ≤
∞∑
i=1
∣∣∣∣CP (α(wi))− C1/α(wi)α(wi) log Γiα(wi)2
∣∣∣∣Γ−1/α(wi)i
≤ K
∞∑
i=1
(1 + | log Γi|)
(
Γ
−1/c
i + Γ
−1/d
i
)
.
Thus the quantity T (u, v) =
∑∞
i=1 γi1[0,v](Vi)
(
CP (α(wi))− C1/α(wi)α(wi) log Γiα(wi)2
)
Γ
−1/α(wi)
i is,
uniformly in v, almost surely finite and not 0. As a consequence, the function v 7→
X(v, v)−X(v, u) = (α(u)− α(v))T (u, v) has almost surely the same Hölder exponent at
u as the function v 7→ α(v) at u. If Hαu < 1α(u) , this entails that Y has exponent Hαu at
u. If Hαu > 1α(u) , then the exponent of Y at u is at least 1α(u) and thus exactly 1α(u) by
Theorem 3.6.
• Assume now that 1 ≤ α(u) < 2.
Let η < 1
α(u)
and δ ∈ (η, 1
α(u)
). Then:
|Y (v)− Y (u)|
|v − u|η ≤
|X(v, v)−X(v, u)|
|v − u|η +
|X(v, u)−X(u, u)|
|v − u|η .
By lemma 6.18, there exists K > 0 such that |X(v,u)−X(u,u)||v−u|η ≤ K|v − u|δ−η, and, by
Lemma 6.16, there exists K > 0 such that |X(v,v)−X(v,u)||v−u|η ≤ K|v − u|1−η. This entails
limv→u
|Y (v)−Y (u)|
|v−u|η = 0 and
Hu ≥ 1
α(u)
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7 Assumptions
This section gathers the various conditions required on the considered processes so that
our results hold.
• (C1) The family of functions v → f(t, v, x) is differentiable for all (v, t) in U2 and
almost all x in E. The derivatives of f with respect to v are denoted by f ′v.
• (C2) There exists δ > d
c
− 1 such that :
sup
t∈U
∫
R
[
sup
w∈U
(|f(t, w, x)|α(w))
]1+δ
mˆ(dx) <∞.
• (Cs2) There exists δ > d
c
− 1 such that :
sup
t∈U
∫
R
[
sup
w∈U
(|f(t, w, x)|α(w))
]1+δ
r(x)δ m(dx) <∞.
• (C3) There exists δ > d
c
− 1 such that :
sup
t∈U
∫
R
[
sup
w∈U
(|f ′v(t, w, x)|α(w))
]1+δ
mˆ(dx) <∞.
• (Cs3) There exists δ > d
c
− 1 such that :
sup
t∈U
∫
R
[
sup
w∈U
(|f ′v(t, w, x)|α(w))
]1+δ
r(x)δ m(dx) <∞.
• (Cs4) There exists δ > d
c
− 1 such that :
sup
t∈U
∫
R
[
sup
w∈U
[
|f(t, w, x) log(r(x))|α(w)
]]1+δ
r(x)δ m(dx) <∞.
• (C5) X(t, u) (as a process in t) is localisable at u with exponent h(u) ∈ (h−, h+) ⊂
(0, 1), with local form X ′u(t, u), and u 7→ h(u) is a C1 function .
• (C6) There exists KU > 0 such that ∀v ∈ U , ∀u ∈ U , ∀x ∈ R,
|f(v, u, x)| ≤ KU .
• (C7) There exists KU > 0 such that ∀v ∈ U , ∀u ∈ U , ∀x ∈ R,
|f ′v(v, u, x)| ≤ KU .
• (C8) There exists a function h defined on U , ε0 ∈ (0, 1) and KU > 0 such that
∀r < ε0, ∀x ∈ R,
1
rh(t)−1/α(t)
|f(t+ r, t, x)− f(t, t, x)| ≤ KU .
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• (Cu8) There exists a function h defined on U andKU > 0 such that ∀v ∈ U , ∀u ∈ U ,
∀x ∈ R,
1
|v − u|h(u)−1/α(u) |f(v, u, x)− f(u, u, x)| ≤ KU .
• (C9) There exists a function h defined on U , ε0 > 0 and KU > 0 such that ∀r < ε0,
1
rh(t)α(t)
∫
R
|f(t+ r, t, x)− f(t, t, x)|α(t)m(dx) ≤ KU .
• (C10) There exists a function h defined on U and p ∈ (α(t), 2), p ≥ 1, such that for
all ε > 0, there exists KU > 0 such that, ∀r ≤ ε,
1
r1+p(h(t)−
1
α(t)
)
∫
R
|f(t+ r, t, x)− f(t, t, x)|pm(dx) ≤ KU .
• (Cu10) There exists a function h defined on U , p ∈ (d, 2), p ≥ 1 and KU > 0 such
that ∀v ∈ U ,∀u ∈ U ,
1
|v − u|1+p(h(u)− 1α(u) )
∫
R
|f(v, u, x)− f(u, u, x)|pm(dx) ≤ KU .
• (C11) ∀ε > 0, ∃KU > 0 such that, ∀r ≤ ε,∫
R
|f(t+ r, t, x)|2m(dx) ≤ KU .
• (Cu11) There exists KU > 0 such that ∀v ∈ U , ∀u ∈ U ,∫
R
|f(v, u, x)|2m(dx) ≤ KU .
• (C12) ∀ε > 0, ∃KU > 0 such that ∀r ≤ ε,∫
R
|f(t+ r, t+ r, x)|2m(dx) ≤ KU .
• (Cu12) There exists KU > 0 such that ∀v ∈ U ,∫
R
|f(v, v, x)|2m(dx) ≤ KU .
• (C13)
inf
v∈U
∫
R
f(v, v, x)2m(dx) > 0.
• (C14) There exists a function h and a positive function g defined on U such that
lim
r→0
1
r1+2(h(t)−1/α(t))
∫
R
(f(t+ r, t, x)− f(t, t, x))2m(dx) = g(t).
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• (Cu14) There exists a function h and a positive function g defined on U such that
lim
r→0
sup
t∈U
∣∣∣∣ 1r1+2(h(t)−1/α(t))
∫
R
(f(t+ r, t, x)− f(t, t, x))2m(dx)− g(t)
∣∣∣∣ = 0.
• (C15) ∀ε > 0, ∃KU > 0 such that ∀r ≤ ε,
1
|r|2
∫
R
|f(t+ r, t+ r, x)− f(t+ r, t, x)|2m(dx) ≤ KU .
• (Cu15) ∃KU > 0 such that, ∀v ∈ U , ∀u ∈ U ,
1
|v − u|2
∫
R
|f(v, v, x)− f(v, u, x)|2m(dx) ≤ KU .
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