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Аннотация. В статье рассматриваются вопросы применения гибридных высокопроизводительных ком-
плексов для исполнения программных систем, предназначенных для расчета электронной структуры и мо-
делирования материалов на атомном уровне. Современные программные системы, предназначенные для 
решения задач материаловедения используют для увеличения производительности возможности различных 
аппаратных ускорителей вычислений. Использование таких вычислительных технологий требуют адаптации 
программного кода приложений к гибридным вычислительным архитектурам, включающим в себя класси-
ческие центральные процессоры (CPU) и специализированные графические ускорители (GPU).
Применение крупных вычислительных гибридных комплексов требует разработки методов обеспечения 
загрузки таких вычислительных комплексов, которые позволят эффективно использовать вычислительные 
ресурсы и избегать простоя оборудования. В первую очередь данные методы должны позволять обеспечивать 
параллельное выполнение пользовательских приложений, использующих ускорители вычислений. Однако, на 
практике программные среды, предназначенные для решения прикладных задач не могут быть развернуты 
в одной вычислительной среде из−за несовместимости программного обеспечения. С целью преодоления 
этого ограничения и обеспечения параллельного выполнения разнотипных задач материаловедения создание 
индивидуальных сред исполнения заданий на основе технологий виртуализации и облачных технологий. 
Развитием технологий виртуализации и предоставления облачных сервисов является построение цифровых 
платформ. В статье предлагается использование цифровой платформы для размещения научных сервисов 
материаловедения, которые обеспечивают расчеты с использованием различных прикладных программ-
ных систем. Цифровые платформы позволяют предоставить единый интерфейс пользователей к научным 
сервисам материаловедения. Платформа предоставляет возможности по поиску необходимых научных 
сервисов, передаче исходных данных и результатов между пользователями, платформой и гибридными 
высокопроизводительными комплексами.
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Введение
Современной тенденцией в науке является воз-
растающая роль компьютерных расчетов [1]. Совре-
менные программные системы, предназначенные 
для решения задач материаловедения и других об-
ластей науки, требуют огромных вычислительных 
ресурсов [2—5]. Наибольшую эффективность они 
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проявляют при развертывании в высокопроизво-
дительных комплексах, которые обладают высокой 
производительностью и позволяют решать задачи за 
приемлемое время с достаточной точностью [6, 7].
В высокопроизводительных комплексах проис-
ходит активное внедрение гибридных архитектур. 
В вычислительные системы добавляются специ-
альные компоненты — специализированные гра-
фические ускорители — GPU, которые позволяют 
значительно повысить производительность вычис-
лений и сократить время научных расчетов.
Программные системы материаловедения 
используют графические ускорители для прове-
дения расчетов. В качестве примера можно при-
вести программные системы VASP (The Vienna Ab 
initio Simulation Package) и Quantum ESPRESSO. 
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Эти программные системы проявляют наибольшую 
эффективность при монопольном использовании 
вычислительных ресурсов: RAM (оперативное за-
поминающее устройство), CPU (классический цен-
тральный процессор), GPU.
Отметим, что при эксплуатации гибридного 
высокопроизводительного комплекса возникает за-
дача управления ресурсами и разделения их между 
группой пользователей. Необходимо разработать 
технологии, которые обеспечивают выделение ре-
сурсов приложениям материаловедения для разных 
пользователей и научных коллективов.
Современным подходом в организации вы-
числительного процесса является использование 
технологий виртуализации и облачных технологий. 
Облачные технологии позволяют предоставлять 
пользователям услуги SaaS и PaaS. Целесообразно 
предоставлять научным командам прикладные си-
стемы материаловедения как облачные сервисы.
Цель работы — рассмотрение основных про-
блемы и подходов к предоставлению программного 
обеспечения материаловедения в среде гибридного 
высокопроизводительного комплекса с использова-
нием облачных технологий.
Аспекты применения облачных технологий в 
гибридном высокопроизводительном комплексе 
при выполнении задач материаловедения
Применение облачных технологий является 
сегодня актуальной тенденцией во всех областях, 
связанных и информационными технологиями [7, 8]. 
Предоставление сервисов гибридных высокопроиз-
водительных вычислений в области материалове-
дения не является исключением.
В настоящее время существует ряд программ-
ных систем, выполняющих решение задач в разных 
областях материаловедения. Такие системы как 
ABINIT, VASP, Quantum ESPRESSO, LAMMPS, 
MEEP, MPB, OpenFOAM могут выполняться на ги-
бридных высокопроизводительных комплексах, од-
нако требует подготовки среды исполнения, настрой-
ки системы организации вычислительного процесса, 
организации параллельных вычислений [9].
От вычислительной среды требуется большая 
гибкость и адаптивность к изменяющимся требова-
ниям со стороны приложений и задач пользователей. 
При этом можно выделить основные проблемы, воз-
никающие при применении облачных технологий:
− проблема развертывания кода программной 
системы материаловедения в среде гибридного вы-
сокопроизводительного комплекса;
− проблема адаптации программного кода поль-
зователя к гибридному вычислителю;
− проблема создания индивидуальной среды 
исполнения заданий [10].
Для решения указанных проблем необходима 
разработка методов и алгоритмов адаптации и ис-
полнения прикладных задач пользователей на ги-
бридном вычислительном кластере, использующем 
для выполнения вычислений специализированные 
ускорители вычислений. Решения по адаптации 
программного кода на языках различных уровней 
к целевой платформе гибридного вычислительного 
кластера, алгоритмы предоставления задачам вы-
числительных ресурсов в условиях многозадачной 
среды, а также методы создания адаптированной 
среды исполнения заданий с использованием техно-
логий виртуализации требуют научной проработки 
и являются актуальными на сегодняшней стадии 
развития теории и практики предоставления вы-
числительных ресурсов гибридной архитектуры 
научным коллективам.
Применение облачных технологий, с одной сто-
роны, обеспечивает ряд преимуществ, связанных 
с единым подходом по предоставлению сервисов 
пользователям, а, с другой стороны, порождает про-
блемы, вызываемые необходимостью предоставлять 
широкий спектр услуг и адаптировать исполняю-
щую среду вычислителя к потребностям каждой 
пользовательской задачи.
Вопросы предоставления ресурсов таких си-
стем и одновременного исполнения различных по 
научной направленности задач требуют решения с 
точки зрения разработки эффективных алгоритмов 
организации вычислительного процесса. Необходи-
мо обеспечить эффективную загрузку гибридного 
комплекса задачами различного типа, позволяю-
щими минимизировать простои оборудования и со-
кратить время исполнения научных задач. 
Отдельной научной проработки требуют вопро-
сы адаптации прикладного программного кода к ар-
хитектуре гибридного вычислительного комплекса. 
Данная задача должна включать классификацию 
программного обеспечения по степени мобиль-
ности, подходы к переводу программного кода на 
технологии, позволяющие использовать ускорите-
ли вычислений и создание индивидуальной среды 
исполнения научной задачи на ресурсах гибридного 
вычислительного комплекса.
В результате решения проблем по созданию 
индивидуальной среды исполнения и развертыва-
ния в ней системного программного обеспечения, 
программного пакета материаловедения и поль-
зовательских приложений могут быть созданы 
сервисы типа SaaS и PaaS. На рис. 1 показан при-
мет обращения научных коллективов к сервисам 
материаловедения. Для каждого запроса к сервису 
создается индивидуальная вычислительная среда, в 
которой разворачивается программная система для 
проведения научных расчетов. Технологии виртуа-
лизации обеспечивают независимое параллельное 
функционирование расчетных задач в гибридном 
высокопроизводительном комплексе.
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В качестве основы для развертывания вирту-
альных сред могут использоваться образы  вирту-
альных машин, содержащих полный комплект про-
граммного обеспечения, необходимого для решения 
прикладной задачи. В этом случае пользователю 
предоставляется сервис типа SaaS.
Другой возможностью предоставления вир-
туальной среды является развертывание в ней 
какого−либо специализированного программного 
пакета (framework) с использованием которого поль-
зователь разворачивает собственное программное 
обеспечение, предназначенное для решения задач 
материаловедения. В этом случае пользователь по-
лучает сервис PaaS и на его основе создает вычис-
лительную среду для решения прикладной задачи. 
Отметим, что в дальнейшем на основе таких реше-
ний могут разворачиваться сервисы SaaS.
Повышение производительности 
задач материаловедения на основе 
графических акселераторов
Использование графических ускорителей су-
щественно повышает производительность  реше-
ния научных задач и снижает время выполнения 
приложений. Необходимо отметить, что степень 
повышения производительности зависят от типа 
ускорителя и типа прикладной задачи [11]. Однако, 
в общем случае, применение гибридных высокопро-
изводительных комплексов приводит к повышению 
качества вычислительных сервисов.
В работе [12] рассматриваются вопросы предо-
ставления высокопроизводительных ресурсов как 
облачного сервиса, проводится анализ открытых 
облачных платформ (Amazon, IBM, Google), приво-
дятся подходы к использованию специализирован-
ных вычислительных ускорителей для повышения 
производительности вычислительных комплексов 
для расширения услуг облачных платформ, что тре-
бует применения гибридных архитектур построения 
вычислительных систем. Применительно к задачам 
материаловедения, можно отметить, что большин-
ство программных систем, предназначенных для 
проведения расчетов, используют ресурсы GPU для 
ускорения вычислений.
Также наблюдается тенденция адаптации ал-
горитмов решения прикладных задач к условиям 
выполнения на вычислительных средствах ги-
бридной архитектуры, оснащенных ускорителями 
вычислений.
Вычислительные алгоритмы отличаются в за-
висимости от прикладной задачи, но для всех обла-
стей характерно использование механизмов гибрид-
ных высокопроизводительных комплексов:
− MPI — технология, позволяющая задейство-
вать одновременный параллельный запуск процес-
сов и организовать обмен данными между ними;
− CUDA — технология доступа и выполнения 
вычислений на графических ускорителях.
Таким образом, имеющиеся у научных коллек-
тивов разработки, направленные на решение при-
кладных задач могут быть перенесены на средства 
гибридного высокопроизводительного вычисли-
тельного комплекса, однако требуется доработка с 
учетом использования новых технологий.
При доработке, естественно, должен учиты-
ваться фактор целесообразности, показывающий, 
насколько эффективно будет решаться задача с ис-
пользованием гибридных технологий и каких затрат 
потребует переработка кодов и алгоритмов.
Однако тенденция внедрения гибридных техно-
логий показывает, что преимущества, предоставляе-
мые гибридными вычислителями настолько велики, 
что происходит миграция имеющегося программно-
го обеспечения и алгоритмов на эти технологии.
Интеграция сервисов материаловедения 
с помощью цифровой платформы
Современной тенденцией предоставления вы-
числительных сервисов  являются облачные вычис-
ления и платформенный подход к предоставлению 
сервисов.
Цифровая платформа для научных исследова-
ний представляется собой информационный объект, 
позволяющий поставщикам услуг размещать ин-
формацию о научных услугах предоставлять доступ 
к эти услугам через единый информационный пор-
тал цифровой платформы. Соответственно, потре-
бители научных услуг могут получать информацию 
Рис. 1. Облачные сервисы в гибридном комплексе



















об имеющихся услугах из единого реестра цифровой 
платформы и осуществлять заказ, исполнение и по-
лучение результатов через портал цифровой плат-
формы. Подробно построение цифровых платформ 
для научных исследований описано в [13, 14].
Таким образом, предоставление услуг гибрид-
ный вычислительных комплексов как сервиса циф-
ровой платформы является логичным развитием 
концепции облачных вычислений и платформенных 
технологий [15, 16].
В области материаловедения данная модель по-
зволяет пользователю реестр сервисов, обеспечива-
ющих решение прикладных задач в этой области. 
На рис. 2 показан пример доступа пользователя 
к облачным вычислительным ресурсам цифровой 
платформы материаловедения. 
Сервис поиска обеспечивает поиск в реестре 
готовых сервисов, разработанных по технологии, 
описанной выше. Возможен доступ к этим сервисам 
через единую точку входа цифровой платформы с 
использованием общей аутентификации техноло-
гии SSO. 
Услуга PaaS очень удобна для research teams 
для развертывания и эксплуатации собственного 
программного обеспечения на платформе, а также 
frameworks и интегрированных сред.
В качестве примеров использования PaaS в 
области материаловедения можно привести при-
меры создания и эксплуатации сервисов расчета 
электронной структуры на основе средств Quantum 
ESPRESSO [17].
В области предоставления научных сервисов 
ярким примером PaaS является предоставление 
услуг гибридных высокопроизводительных вычис-
лительных комплексов  для выполнения расчетов, 
требующих больших вычислительных мощностей. 
Такие расчеты используются во многих областях 
современной науки и услуги суперкомпьютерных 
центров востребованы со стороны научных коллек-
тивов самых разных областей знания [18]. Оговорим-
ся, что в общем случае услугу суперкомпьютерного 
центра по предоставлению вычислителей нельзя 
в явном виде считать PaaS именно в терминах об-
лачных вычислений. Алгоритмы распределения 
ресурсов, выделения вычислителей и обслужива-
ния пользователей суперкомпьютеров отличаются 
от классической работы облачных провайдеров. 
В частности, для ускорения процессов вычислений 
в суперкомпьютерах не используется виртуализа-
ция и параллельная работа одного вычислительного 
блока в интересах группы пользователей. Исполь-
зуется пакетная обработка заданий, очереди зада-
ний и другие методы организации вычислительного 
процесса, позволяющие оптимизировать работу 
супервычислителя [19].
Публикация и предоставление услуг гибридных 
вычислительных комплексов в цифровой платфор-
ме осуществляется путем реализации протоколов 
информационного взаимодействия, 
предусмотренных в цифровой 
платформе. Для этого разрабаты-
ваются специализированные ин-
терфейсные модули — адаптеры, 
позволяющие производить обмен 
данными между сервисами управ-
ления цифровой платформы и вы-
числительного комплекса. При этом 
необходимо иметь ввиду, что сервис 
управления цифровой платформы 
не выполняет функций управле-
ния вычислительным процессом, 
а предоставляет задания на вы-
числения и исходные данные, по-
лученные цифровой платформой. 
Также через средства цифровой 
платформы может осуществлять-
ся он−лайн доступ пользователя 
к инструментальным средствам 
вычислительного комплекса для 
выполнения подготовки и тестиро-
вания расчетных задач.
Таким образом, пользователь 
гибридного вычислительного ком-
плекса получает облачные услуги 
вычислительного комплекса (SaaS, 
PaaS) через унифицированные 
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Рис. 2. Доступ к вычислительному комплексу через цифровую платформу
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интерфейс цифровой платформы для научных ис-
следований.
Заключение
Программные системы материаловедения тре-
буют больших объемов вычислительных ресурсов. 
Целесообразно их исполнение в средах гибридных 
высокопроизводительных комплексов. Современ-
ным эффективным решением по выполнению этих 
программных систем является создание индиви-
дуальных сред исполнения на основе технологий 
виртуализации. Технологии контейнеров позволяют 
создать изолированные виртуальные объекты, со-
держащие все необходимое программное обеспече-
ние для выполнения расчетов системы материало-
ведения. Пользователю может быть предоставлена 
полностью готовая среда для выполнения расчетов. 
В этом случае он получает облачную услугу SaaS, 
имеет возможность загрузить данные и произве-
сти вычисления. Другим вариантом использования 
облачной вычислительной услуги является сервис 
PaaS. В этом случае пользователь получает про-
граммную среду, содержащую необходимые про-
граммные инструменты. Он разворачивает свое 
собственное программное обеспечение, предназна-
ченное для расчетов системы материаловедения, 
производит настройку лицензий, программной сре-
ды и выполнение расчетов.
Предпочтительным режимом предоставления 
ресурсов гибридного высокопроизводительного 
комплекса для решения задач материаловедения 
является PaaS на основе технологии контейнеров. 
В этом случае наиболее полно и гибко могут быть 
использованы ресурсы кластера, а также возмож-
ности программного обеспечения материаловедения 
по работе с графическими ускорителями [20].
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The main scientifi c and technical problems of using hybrid HPC clusters in materials science
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Abstract. The article discusses the use of hybrid HPC clusters for the execution of software designed to calculate the electronic 
structure and atomic scale materials modeling. Modern software systems, which are designed to solve the problems of materials 
science, use the capabilities of various hardware computing accelerators to increase productivity. The use of such computing 
technologies requires the adaptation of application program code to hybrid computing architectures, which include classic central 
processing units (CPUs) and specialized graphics accelerators (GPUs).
The use of large computing hybrid systems requires the development of methods for ensuring the workloading of such computing 
systems that will allow efficient use of computing resources and avoid equipment downtime.
First of all, these methods should allow parallel execution of user applications using computational accelerators. However, in practice, 
software environments designed to solve application problems cannot be deployed in the same computing environment due to 
software incompatibility. In order to overcome this limitation and ensure the parallel execution of diverse types of materials science 
tasks, the creation of individual task execution environments based on virtualization technologies and cloud technologies.
The continuation of virtualization technologies and the provision of cloud services is the construction of digital platforms. The ar-
ticle proposes the use of a digital platform for hosting scientific materials science services that provide calculations using various 
application software systems. Digital platforms make it possible to provide a unified user interface to scientific materials science 
services. The platform provides opportunities for finding the necessary scientific services, transferring source data and results 
between users, the platform and hybrid high−performance clusters.
Keywords: high−performance computing cluster; hybrid architecture; graphics accelerator; electronic structure calculations, 
quantum−mechanical molecular dynamics, VASP, Quantum ESPRESSO
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