Question generation has been a research topic for a long time, where a big challenge is how to generate deep and natural questions. To tackle this challenge, we propose a system to generate natural language questions from a domain-specific knowledge base (KB) by utilizing rich web information. A small number of question templates are first created based on the KB and instantiated into questions, which are used as seed set and further expanded through the web to get more question candidates. A filtering model is then applied to select candidates with high grammaticality and domain relevance. The system is able to generate large amount of in-domain natural language questions with considerable semantic diversity and is easily applicable to other domains. We evaluate the quality of the generated questions by human judgments and the results show the effectiveness of our proposed system.
Introduction
Questions are useful for student assessment or coaching purpose in educational or professional contexts, such as student's self-assessment or new employee training about products or industrial procedures. A large-scale question corpora is also critical to many NLP tasks including question answering, dialogue interaction and intelligent tutoring system, where large amount of annotated questions are usually needed as training data in supervised learning. Until now most of the applications rely on manual data collection which typically takes a lot of time and efforts. Although crowd-sourcing is becoming more and more popular for data collection, it is sometimes hard to ensure the qualities of the data, especially if the worker is not an expert in the related fields for a domain-specific task. Not to say the collection has to be conducted every time when there comes a new domain or the existing domain gets updated.
Automatic question generation has long been of interest to the research community. Most work is focusing on generating questions from a text (Curto et al., 2012; Olney et al., 2012; Mazidi and Nielsen, 2014; Labutov et al., 2015) . With the rising of structured knowledge base (KB), some work starts to utilize KB to generate questions (Seyler et al., 2015; Serban et al., 2016) . KB can contain knowledge in either open domain such as Freebase (Bollacker et al., 2008) and DBpedia (Auer et al., 2007) or closed domain such as those available in many industrial domains (e.g., product KB, medical KB).
Our work is in this line of research where we tackle the problem of question generation from domain specific KB. The limitations with existing work are that the generated questions are generally simple questions with limited scope, or a lot of manual work has to be involved to hand-craft all the question templates, making the adaptation to a new domain costly.
People ask questions on the web every day, which generally represent the users' information needs and naturally form a huge resource of question corpora. In our approach, we try to minimize the manual effort in question generation by leveraging the web resource.
Given a KB specific to a certain domain, We start with a small set of hand-crafted templates based on the relationship defined in the KB. These templates include placeholders to replace the string of the subject or object. A seed question set is then generated from the templates with concepts filled in. This seed set is further expanded through the web, by sending each seed question to a search engine as a search query to retrieve more related question candidates. Finally a filter is applied to estimate the fluency of each candidate based on language modeling, and also its relevance to the domain based on distributional semantic similarity calculation, and only those with fluency or relevance score above a threshold are returned. We hypothesize that the resulting questions are both natural and relevant to the working domain.
In our framework, the manual effort is involved in only seed template construction, where we do not require an extensive number of templates to be created to cover as many as possible the different ways of forming a question. Only one or a few most common question templates is needed as seeds for each of the essential relations in the KB, so as to reduce the human efforts, with the rest of the framework fully automatic. By leveraging the huge amount of available web data, we are able to obtain more natural and open-ended questions more close to the users' real information needs. This framework can be easily applied to other KB to effectively generate questions for a new domain or application.
To summarize, the main contributions of our work are:
• We propose a new framework of KB-based question generation for domain-specific applications, which is applicable to any KB or domain.
• We propose a mechanism to build a largescale question set with significantly reduced human efforts by exploiting the substantial web content which yields more diverse and semantically richer questions. By taking into consideration of whether the question is grammatical and whether it is relevant to the working domain, the resulting questions will be both natural and relevant.
• We evaluate the system with human judgments on the constructed question set, and show that it is effective.
Related Work
Automatic question generation has received increasing interest from the Natural Language Generation (NLG) community, been further advanced by the Question Generation Shared Task and Evaluation Challenge (QGSTEC) (Rus et al., 2010) , which created a common corpus for empirical evaluation of question generation.
Base on the type of input, question generation task can be divided into two categories: text-based and KB-based. Question generation from text has been relatively well studied where the input can be either single or multiple sentences.
The majority of existing systems generate questions from a single sentence. The source sentence is analyzed and its portions are selected as the content of the question (i.e., what to ask), then transformation rules are constructed to transform the source sentence into a valid question (i.e., how to ask). Among the work, some utilizes syntactic parsing to identify the targets of questions and construct syntactic transformation rules to generate questions (Wolfe, 1976; Ali et al., 2010; Heilman and Smith, 2010; Curto et al., 2012) . Some utilizes semantic information (Chen et al., 2009; Lindberg et al., 2013; Mazidi and Nielsen, 2014) where semantic role labeling is applied to identify patterns in the source sentences for question generation. However, these work mainly focuses on the surface form of the sentence and question, and the scope of the generated questions is limited.
Some work attempts to generate deeper questions from documents. Agarwal et al. (2011) uses discourse connectives to generate questions from selected text segments for different question types. Olney et al. (2012) first converts the text into concept maps from which questions are generated. Labutov et al. (2015) generate deep open-ended questions from Wikipedia text, where they use crowd-sourcing to construct question templates based on the category of the Wikipedia page, and then apply question ranking to select the final question. Although these approaches can generate questions at a deeper conceptual level, they involve big amount of human effort to formulate questions by handcrafting either question templates or transformation rules.
On the other hand, question generation from KB receives less attention. Seyler et al. (2015) generates quiz questions from knowledge graphs, where for each target entity, a SPARQL query is generated as an intermediate representation and turned into a natural language question by a simple predefined template. Because of the fixed template used, the type of question is limited to quiz question. Serban et al. (2016) has constructed a corpus of 30M factoid question and an- swer pairs by training a recurrent neural network to map KB facts into corresponding natural language questions. However, their approach needs large amount of fact-question pairs as training data which is not necessarily available for each domain. Also the trained model only works for a single KB fact, which restricts the scope of the generated questions. Our work follows this direction as we believe KB is a good resource for data generation, especially for closed domains. The main difference with the existing work is that first our approach is unsupervised without requiring any labeled data, and second, the types of the generated questions are more diverse without any restriction.
Domain-specific Knowledge Base
A knowledge base (KB) is used to store knowledge which is typically represented using RDF, RDFS and OWL, the W3C standard for semantic web. A RDF KB can be seen as a graph, in which the nodes are entities and the labeled edges represent the relationships between the entities. The graph can also be represented as a list of triples in the form of (subject, predicate, object). Large-scale KBs such as Freebase (Bollacker et al., 2008) and DBpedia (Auer et al., 2007) are very popular and widely used in many NLP applications. They contain millions of facts generally about person, location, organization and so on in the open domain. In our work, since we aim at generating corpus for a closed domain, we work on an in-house domain-specific KB in Power Tool domain. This domain describes knowledge about professional tools used in home or garden, etc. The representations of our KB include entity concepts such as tools (e.g., jigsaw, screwdriver, cordless drill), accessories (e.g., drill bit, saw blade), materials (e.g., wood, timber, multiplex), and activity concepts (e.g., sawing, drilling, screwing), together with their relationships. The main high level taxonomy is shown in Figure [add  figure here] . Figure 1 shows a fragment of the KB, which can also be represented in the form of triples as follows:
(rdf:object, rdfs:subClassOf, Tool) (rdf:object, rdfs:subClassOf, Activity) (Tool, performActivity, Activity) (Tool, rdfs:subClassOf, GardenTool) (Tool, rdfs:subClassOf, Saw) (GardenTool, rdfs:subClassOf, Saw) (Activity, rdfs:subClassOf, Cut) (Saw, performActivity, Cut) where "rdf:object" and "rdfs:subClassOf" are predefined RDF object and label from the RDF community 1 .
Here we give some definitions for further description. A parent entity is the one that the current entity connect to with "rdfs:subClassOf" edge. An entity may have multiple parent entities, such as "Saw" (in Figure 1) . A sibling entity shares common all parent entities of the current entity. For example, "circular saw" is a sibling entity of "jigsaw" and vice versa.
Framework
Shown in Figure 2 , the framework contains 4 sub-processes: KB progressing, question template construction, seed question generation and question expansion. Considering a KB as a list of triples, KB processing is to remove useless ones for question generation. Generally we remove two kinds of triples: one kind of triples contain abstract subjects or objects such as "(Tool, performsActivity, Activity)" where both "Tool" and "Activity" are abstract. The other kind of triples are for relation definition. For example, "(bearingDiameter, type, FunctionalProperty)" defines "bearingDiameter" as a type of "FunctionalProperty". We remove these kinds of triples because no natural questions can be generated from them. We manually construct question templates for each predicate. For example, "Can I do #Y# with #X#?" is constructed for the predicate of "performsAc- tivity". Combining that template with "(Jigsaw, performsActivity, CurveCut)", we can generate a seed question "Can I do curve cut with jigsaw?". Finally for question expansion, each seed question is thrown into Google search 2 for obtaining relevant questions.
KB Processing
Given a KB, we need to pre-process it before generating questions, because not every triple in it is suitable for question generation. Generally, we remove two kinds of triples: one kind contains abstract entities (subjects or objects). For example, "Tool" and "Activity" are abstract entities, but "Saw" and "cut" are not. It is easy for human to define, yet hard for computers to quantify. To quantify whether a given entity is abstract, we consider the graph with "rdfs:subClassOf" edges. We define the depth of entities that do not have an outgoing "rdfs:subClassOf" edge to be 0. Otherwise, the depth equals to the depth of the "shallowest parent" plus 1. Shown in Figure 1 , the depth of "Saw" is 2, since the depth of its shallowest parent "Tool" is 1. We consider a entity is abstract if its depth is less than n. The other kind contains predicates such as "rdfs:subClassOf" and "rdf:type" that define the framework of the KB. We obtain the predicate list according to the RDF Schema 3 . As a result, this module outputs a list of triples which will be used to generate questions.
Question Template Construction
It is always a difficult problem to generate fluent and relevant questions from a KB, because the only input is a triple while the output is a fluent and Table 1 , for predicate "performsActivity", a template created is "What activities can #X# perform", where #X# is the subject. Another template is "Can I perform #Y# with #Y#" where #X# is the subject and #Y# is the object. In this step, only a few (e.g., 2-3) representative templates are needed for a predicate, and the number of predicates are limited (tens of) as we deal with a domain-specific KB. The human effort is significantly lower than Serban et al. (2016) .
Seed Question Generation
To generate seed questions, We use a two-step method which takes the constructed question templates and the triples as input. In the first step, for each template, a seed question set is generated by filling in the templates with values from associated triples. For example, for template "Can I perform #Y# with #X#?" and triple "(jigsaw, performsActivity, curve cut)", we get the question "Can I perform curve cut with jigsaw?". This process is repeated for each template so that all the variables are replaced with values.
In the second step, we replace a subject or object with a sibling class of the original entity to obtain a new question. A sibling class has the same parent class with the original class in the domainspecific KB. For example, for the question "Can I perform curve cut with jigsaw?", we replace "jigsaw" with "circular saw" to result in a new question "Can I perform curve cut with circular saw?". "circular saw" is a sibling class of "jigsaw" having the same parent class "saw". We do not replace with an arbitrary class because people will not ask unreasonable questions such as "Can I perform curve cut with hammer?".
An advantage of our template-base method is that information about the subject, object and predicate are naturally present, which saves the human effort for annotation.
Question expansion
The seed questions are limited in terms of their scope and naturalness. To get more diversified and natural questions, we leverage web to expand our seed set. Each seed question in the seed question set is sent to a search engine to retrieve the related or suggested search queries provided by the search engine. These related queries can be again sent to the search engine to retrieve more queries. This process is iteratively performed until we get enough queries. The expansion method has the advantage that the expanded questions represent real users information needs.
The expanded questions may not be fluent or domain relevant, especially as the iteration go on, the domain relevance of newly expanded questions drops significantly. Previous methods either ignore this problem (Serban et al., 2016) , or let human annotate training data to learn a classifier (Labutov et al., 2015) . Our method does not rely on human effort by leveraging word embedding and language modeling. Taking the seed question set (section 4.3) as the in-domain data D in , we filter out questions that are either ungrammatical or domain irrelevant. For domain relevance, we first calculate the embeddings of D in and the candidate question, then discard the question if the cosine similarity between the two embeddings is lower than a threshold t. Shown in Equation 1, document embedding is calculated by averaging the word embeddings within it:
where vec w is the embedding for word w, len(d) is the number of words in document d. Simple as it is, we show that it beats the state-of-the-art system on a domain relevance dataset in section 5.3. A question may only contains a few words resulting in data sparsity, we further enrich it with the snippets returned by searching it into a search engine.
For fluency, we use averaged language model score as Equation 2:
how to change circular saw blade how to measure lawn mower cutting height how to sharpen drill bits on bench grinder how does an oscillating multi tool work how to cut a groove in wood without a router what type of sander to use on deck do i need a hammer drill can i use acrylic paint on wood how to use a sharpening stone with oil Table 2 : Example question expanded where LM(sent) is the language model score (log probability), and N is the word count of sent. This method has been shown effective on natural language generation (Liu and Zhang, 2015) .
Experiments

Setup
We perform our main experiment with an in-house KB of power tool domain. It contains 67 different predicates, 293 different subjects and 279 different objects respectively. For the 67 predicates, we hand craft 163 templates, some examples are shown in Table 1 . After KB processing we obtains 1498 triples, all of which are used for generating seed question set. After question expansion, we build dev and test sets to tune and test the fluency and domain relevance evaluation models. We first randomly select 1000 questions from the expanded question set for the development and test sets respectively, then ask 3 linguistic specialists to grade the fluency and domain relevance basing on a 3-point scheme, finally average the scores. A case is positive only if its score is greater than 2. In addition to the main experiment, we also evaluate our framework on the 30M Factoid Question-Answer Corpus 4 , released by Serban et al. (2016) . Each line in the dataset contains a triple (subject, predicate, object) and a question generated by their method. We randomly sample 10 lines, and compare our results with theirs.
To evaluate the fluency of the expanded questions, we train a 4-gram language model (LM) with KneserNey smoothing on gigaword (LDC2011T07), and learn word embeddings on Wikipedia 5 for evaluating the relevance. We use the Skip-gram model (Mikolov and Dean, 2013) implementation from word2vec 6 with default parameter setting to learn word embeddings. To en- Table 3 : F-score of fluency and relevance evaluation models rich questions with snippets, we try two ways: enrich with the related queries or with the full snippet, and compare their performances. Even though full snippet gives more context information, it also introduces more noise. On the devset we tune the thresholds of t f (fluency) and t r (relevance), which are further applied on the test set. We tune them both separately and jointly. For separate tuning, we show individual performances (Fluency and Relevance). For joint tuning, we perform grid search and show the overall performance (All). We test our relevance evaluating method on the web snippet dataset, which is frequently used for domain classification of short documents. It contains 10,060 training and 2,280 test snippets (short documents) in 8 classes (domains), and there are 18 words in each snippet on average. There has been plenty of results (Phan et al., 2008; Chen et al., 2011; Ma et al., 2015) on the dataset. The fluency evaluation method has been shown competitive, especially when the test set is in a different domain (Liu and Zhang, 2015) .
Results and Analysis
In the main experiment, we generated 12,228 seed questions from which 20,000 more questions are Method Precision Phan et al. (2008 ) 82.18 Chen et al. (2011 ) 85.31 Ma et al. (2015 85.48 question 85.65 Table 4 : Precision on the web snippet dataset expanded with Google search 7 . Shown in Table 2 are some expanded questions from which we can see that most of them are grammatical and relevant to the power tool domain. In addition, most questions are informative that correspond to a specific answer, except the one "do I need a hammer drill" that lacks some context. Finally, in addition to the simple factoid questions, our system generates many complex questions such as "how to cut a groove in wood without a router". We tried different values of t f and t r on the devsets, and show the curves between precision and recall in Figure 3 . The dev and test results with tuned parameters are shown in Table 3 . For relevance, enriching with full snippet is significantly better than the others, and enriching with related queries is significantly better than using only questions. This explains that the data sparseness is important for calculating document embedding. One example is the question "does saw 2 end" where "saw 2" actually refers to the movie "Saw II". Its domain relatedness can not be determined only from its words, but it is much easier with the snippet. For fluency, the pick F-score is 93.3, and it only drops to around 88 if we keep all questions. This explains that the expanded questions are generally grammatical. In overall, the combined result does not drop too much which shows that there is positive correlation between the two indexes. Table 4 , We compare our question relevance evaluation method with previous state of the art methods: Phan et al. (2008) first derives latent topics with LDA (Blei et al., 2003 ) from a set of texts from Wikipedia, then uses the topics as appended features to expand the short text. Chen et al. (2011) further extend Phan et al. (2008) by using multi-granularity topics. Ma et al. (2015) adopts a Bayesian model that the probability a document D belongs to a topic t equals to the prior of t times the probability each word w in D comes Ours Serban et al. (2016) which is the only country to have a bible on their national flag whats the title of a book of the subject of the bible ? Table 5 : Example question expanded from t. Our method (question) first calculate the document embedding for each test document and each domain in the training set, then assign test documents to the nearest (cosine similarity) domains. We do not enrich the short documents in this experiment.
Domain Relevance
Shown in
Simple as it is, our method outperforms all previous methods without question enrichment, which proves the effectiveness of our method. One important reason is that word embeddings directly capture the similarity between distinct words, while it is hard for traditional methods. Besides, word embeddings are composable that sentence and document embeddings can be got by summing up the word embeddings within them. On the order hand, LDA only learns the similarity between words and topics, and it is trivial to determine a proper number of topics.
Comparison on 30M Factoid Question
Answer Corpus Serban et al. (2016) releases a corpus of 30M (triple, question) pairs from which we randomly select 500 triples to generate our questions. We first hand craft 53 templates, then generate 991 seed questions from the triples, finally get a expanded set of 1529 questions from Google search. We skip the KB-processing step as our input here are already triples. From the expanded question set, we select 500 by the averaged language model score as this is a domain-general corpus.
Shown in Table 5 , we compare our questions with Serban et al. (2016) that questions in the same line describe the same entity. We can see that our questions are grammatical, natural as these questions are what people usually ask on the web. On the other hand, questions from Serban et al. (2016) are either ungrammatical (such as "who was someone who was involved in the leukemia ?" and "whats the title of a book of the subject of the bible ?"), unnatural ("what 's one of the mountain where can you found in argentina in netflix ?") or confusing ("who was someone who was involved in the leukemia ?").
