We propose an unconstrained stochastic approximation method of finding the optimal measure change (in an a priori parametric family) for Monte Carlo simulations. We consider different parametric families based on the Girsanov theorem and the Esscher transform (or exponentialtilting). In a multidimensional Gaussian framework, Arouna uses a projected Robbins-Monro procedure to select the parameter minimizing the variance (see [2]). In our approach, the parameter (scalar or process) is selected by a classical Robbins-Monro procedure without projection or truncation. To obtain this unconstrained algorithm we intensively use the regularity of the density of the law without assume smoothness of the payoff. We prove the convergence for a large class of multidimensional distributions and diffusion processes.
Introduction
The basic problem in Numerical Probability is to optimize some way or another the computation by a Monte Carlo simulation of a real quantity m known by a probabilistic representation
where X : (Ω, A, P) → (E, | . | E ) is a random vector having values in a Banach space E and F : E → R is a Borel function (and F (X) is square integrable). The space E is R d but can also be a functional space of paths of a process X = (X t ) t∈[0,T ] . However, in this introduction section, we will first focus on the finite dimensional case E = R d .
Assume that X has an absolutely continuous distribution P X (dx) = p(x)λ d (dx) (λ d denotes the Lebesgue measure on (R d , Bor(R d ))) and that F ∈ L 2 (P X ) with P(F (X) = 0) > 0 (otherwise the expectation is clearly 0 and the problem is meaningless). Furthermore we assume that the probability density p is everywhere positive on R d .
The paradigm of importance sampling applied to a parametrized family of distributions is the following: consider the family of absolutely continuous probability distributions π θ (dx) := p θ (x)dx, θ ∈ Θ, such that p θ (x) > 0, λ d (dx)-a.e. . One may assume without loss of generality that Θ is an open non empty connected subset of R q containing 0 so that p 0 = p. In fact we will assume throughout the paper that Θ = R q . Then for any R d -valued random variable X (θ) with distribution π θ , we have
Among all these random variables having the same expectation m = E[F (X)], the one with the lowest variance is the one with the lowest quadratic norm: minimizing the variance amounts to finding the parameter θ * solution (if any) to the following minimization problem
where, for every θ ∈ R q ,
A typical situation is importance sampling by mean translation in a finite dimensional Gaussian framework i.e.
, p θ (x) = p(x − θ) and V (θ) = e −|θ| 2 E F 2 (X)e −2 θ,X .
Then the second equality in (1.2) is simply the Cameron-Martin formula. This specific framework is very important for applications, especially in Finance, and was the starting point of the new interest for recursive importance sampling procedures, mainly initiated by Arouna in [2] (see further on).
In fact, as long as variance reduction is concerned, one can consider a more general framework without extra effort. As a matter of fact, if the distributions p θ satisfy  
and F satisfies E F 2 (X)
< +∞ for every θ ∈ R q , then (see Proposition 1 below), the function V is finite, convex, goes to infinity at infinity. As a consequence Argmin V = {∇V = 0} is non empty. Assumption (ii) can be localized by by considering that one the two conditions holds only on a Borel set C of R d such that P X (C ∩ {F = 0}) > 0. If θ → p θ (x) is strictly log-concave for every x in a Borel set B such that P X [B ∩ {F = 0}] > 0, then V is strictly convex and Argmin V = {∇V = 0} is reduced to a single θ * ∈ R q . These results follow from the second representation of V as an expectation in (1.2) which is obtained by a second change of probability (the reverse one). For notational convenience we will temporarily assume that Argmin V = {θ * } in this introduction section, although our main result needs no such restriction. A classical procedure to approximate θ * is the so-called Robbins-Monro algorithm. This is a recursive stochastic algorithm (see (AlgoRM) below) which can be seen as a stochastic counterpart of deterministic recursive zero search procedures like the Newton-Raphson one. It can be formally implemented provided the gradient of the (convex) target function V admits a representation as an expectation. Since we have no a priori knowledge about the regularity of F ( 1 ) and do not wish 1 When F is smooth enough alternative approaches have been developed based on some large deviation estimates which provide a good approximation of θ * by deterministic optimization methods (see [10] ).
to have any, we are naturally lead to formally differentiate the second representation of V in (1.2) to obtain a representation of ∇V as
Then, if we consider the functionH V (θ, x) such that ∇V (θ) = E H V (θ, X) naturally defined by (1.3), the derived Robbins-Monro procedure writes
with (γ n ) n≥0 a step sequence decreasing to 0 (at an appropriate rate), (X n ) n≥0 a sequence of i.i.d. random variables with distribution p(x)λ d (dx). To establish the convergence of a Robbins-Monro procedure to θ * = Argmin V requires seemingly not so stringent assumptions. We mean by that: not so different from those needed in a deterministic framework. However, one of them turns out to be quite restrictive for our purpose: the sub-linear growth assumption in quadratic mean
which is the stochastic counterpart of the classical non-explosion condition needed in a deterministic framework. In practice, this condition is almost never satisfied in our framework due to the behaviour of the term
p θ (x) as θ goes to infinity. The origin of recursive importance sampling as briefly described above goes back to Kushner and has recently been brought back to light in a Gaussian framework by Arouna in [2] . However, as confirmed by the numerical experiments carried out by several authors ([2, 12, 14] ), the regular Robbins-Monro procedure (AlgoRM) does suffer from a structural instability coming from the violation of (NEC). This phenomenon is quite similar to the behaviour of the explicit discretization schemes of an ODE ≡ẋ = h(x) when h has a super-linear growth at infinity. Furthermore, in a probabilistic framework no "implicit scheme" can be devised in general. Then the only way out mutatis mutandis is to kill the procedure when it comes close to explosion and to restart it with a smaller step sequence. Formally, this can be described as some repeated projections or truncations when the algorithm leaves a slowly growing compact set waiting for stabilization which is shown to occur a.s.. Then, the algorithm behaves like a regular Robbins-Monro procedure. This is the so-called "Projectionà la Chen" avatar of the Robbins-Monro algorithm, introduced by Chen in [6, 7] and then investigated by several authors (see e.g. [1, 14] ) Formally, repeated projections "à la Chen" can be written as follows:
where Π K σ(n) denotes the projection on the convex compact K σ(n) (K p is increasing to R d as p → ∞). In [14] is established a a Central Limit Theorem for this version of the recursive variance reduction procedure. Some extensions to non Gaussian framework have been carried out by Arouna in his PhD thesis (with some applications to reliability) and more recently to the marginal distributions of a Lévy processes by Kawai in [12] . However, convergence occurs for this procedure after a long "stabilization phase" . . . provided that the sequence of compact sets have been specified in an appropriate way. This specification turns out to be a rather sensitive phase of the "tuning" of the algorithm to be combined with that of the step sequence.
In this paper, we show that as soon as the growth of F at infinity can be explicitly controlled, it is always possible to design a regular Robbins-Monro algorithm which a.s. converges to a variance minimizer θ * with no risk of explosion (and subsequently no need of repeated projections).
To this end the key is to introduce a third change of probability in order to control the term
. In a Gaussian framework this amounts to switching the parameter θ from the density p to the function F by a third mean translation. This of course corresponds to a new functionH V but can also be interpreted a posteriori as a way to introduce an adaptive step sequence (in the spirit of [15] ).
In terms of formal importance sampling, we introduce a new positive density q θ (everywhere positive on {p > 0}) so that the gradient writes
where
may seem complicated but the rôle of the density q θ is to control the critical term
by a (deterministic) quantity only depending on θ. Then we can replace H V by a function H(θ, x) = δ(θ) H V (θ, x) in the above Robbins-Monro procedure (AlgoRM) where δ is a positive function used to control the behaviour of H V (θ, x) for large values of x (note that E H(., X (θ) ) = 0 = {∇V = 0}).
We will first illustrate this paradigm in a finite dimensional setting with parametrized importance sampling procedures: the mean translation and the Esscher transform which coincide for Gaussian vectors on which a special emphasis will be put. Both cases correspond to a specific choice of q θ which significantly simplifies the expression of the weight.
As a second step, we will deal with an infinite dimensional setting (path-dependent diffusion like processes) where we will rely on the Girsanov transform to play the role of mean translator. To be more precise, we want now to compute E[F (X)] where X is a path-dependent diffusion process and F is a functional defined on the space
We consider a d-dimensional Itô process X = (X t ) t∈[0,T ] solution of the path-dependent SDE
are Lipschitz with respect to the . ∞ on the space [18] for more details about these path-dependent SDE's). Let ϕ be a fixed borel bounded functional on
is a free integral parameter). Then a Girsanov transform yields that for every
where X (θ) is the solution to (E b+σϕθ,σ ). The functional to be minimized is now
In practice we will only minimize V over a finite dimensional subspace of
The paper is organized as follows. Section 2 is devoted to the finite dimensional setting where we recall the main tool including a slight extension of the Robbins-Monro theorem in the Subsection 2.1 and the gaussian case investigated in [2] is revisited to emphasize the new aspects of our algorithm in the Subsection 2.2.
In Section 2 we successively investigate the translation for log-concave distributions probability and the Esscher transform. In Section 3 we introduce a functional version of our algorithm based on the Girsanov theorem to deal the SDE. In Section 4 we provide some comments on the practical implementation and in Section 5 some numerical experiments are carried out on some option pricing problems. Notations: • We will denote by S > 0 the fact that a symmetric matrix S is positive definite. | . | will denote the canonical Euclidean norm on R m and ., . will denote the canonical inner product.
• The real constant C > 0 denotes a positive real constant that may vary from line to line.
• f L 2
2 The finite-dimensional setting 2.1 Argmin V as a target
Then the function V defined by (1. 2) is convex and lim |θ|→+∞ V (θ) = +∞. As a consequence
Proof. By the change of probability
is convex so that, owing to the Young Inequality, the function
is convex since it is non-negative. To prove that V tends to infinity as |θ| goes to infinity, we consider two cases:
-If lim |θ|→+∞ p θ (x) = 0 for every x ∈ R d , the result is trivial by Fatou's Lemma.
= 0 for every x ∈ R d , we apply the reverse Hölder inequality with conjugate exponents ( The set Argmin V , or to be precise, the random vectors taking values in Argmin V will the target(s) of our new algorithm. If V is strictly convex, e.g. if P[X ∈ {p . (x) strictly log-concave and F (x) = 0}] > 0, then Argmin V = {θ * }. Nevertheless this will not be necessary owing to the combination of the two results that follow.
Furthermore, if Argmin U is nonempty, it is a convex closed set (which coincide with {∇U = 0}) and
A sufficient (but in no case necessary) condition for a nonnegative convex function U to attain a minimum is that lim |x|→∞ U (x) = +∞. Now we pass to the statement of the convergence theorem on which we will rely throughout the paper. It is a slight variant of the regular Robbins-Monro procedure whose proof is rejected in an annex.
Suppose that the function h is continuous and that T * := {h = 0} satisfies
Let γ = (γ n ) n≥1 be a sequence of gain parameters satisfying
Suppose that
. sequence of random vectors having the distribution of X, a random vector θ 0 , independent of (X n ) n≥1 satisfying E |θ 0 | 2 < +∞, all defined on the same probability space (Ω, A, P). Then, the recursive procedure defined by
satisfies:
The convergence also holds in L p (P), p ∈ (0, 2).
The proof is postponed to the Appendix at the end of the paper. The natural way to apply this theorem for our purpose is the following: -Step 1: we will show that the convex function V in (1.2) is differentiable with a gradient ∇V having a representation as an expectation formally given ∇V (θ) = E[∇ θ v(θ, X)].
-Step 2: then set H(θ, x) := ρ(θ)∇ θ v(θ, x) where ρ is a (strictly) positive function on R q . As a matter of fact, with the notations of the above theorem
so that T * = Argmin V and (2.5) is satisfied (set U := V in Lemma 1).
-Step 3: Specify in an appropriate way the function δ so that the linear quadratic growth assumption is satisfied. This is the sensitive point that will lead us to modify the structure more deeply by finding a new representation of ∇V as an expectation not directly based on the local gradient ∇ θ v(θ, x).
A first illustration: the Gaussian case revisited
The Gaussian is the framework of [2] . It is also a kind of introduction to the infinite dimensional diffusion setting investigated in Section 3. In the Gaussian case, the natural importance sampling density is the translation of the gaussian density:
The assumption (H 1 ) is clearly satisfied by the Gaussian density, and we assume that F satisfies E F 2 (X)e − θ,X < +∞ so that V is well defined.
In [2], Arouna considers the functionH V (θ, x) defined bȳ
It is clear that the condition (NEC) is not satisfied even if we simplify this function by e |θ| 2 /2 (which does not modify the problem).
A first approach: When F (X) have finite moments of any order, a naive way to control directly H V (θ n , X n+1 ) 2 by an explicit deterministic function of θ (in order to rescale it) is to proceed as follows: one derives from Hölder Inequality that for every couple (r, s), r, s > 1 of conjugate exponents
2 .
Setting r = 1 + 1 ε and s = 1 + ε, yields
V (θ, x) satisfies the condition (NEC) and theoretically the standard Robbins-Monro algorithm implemented withH ε a.s. converges and no projection nor truncation is needed. Numerically, the solution is not satisfactory because the correcting factor e −( 3 2 +ε)|θ| 2 goes to zero much too fast as θ goes to infinity: if at any iteration at the beginning of the procedure θ n is sent "too far", then it is frozen instantly. If ε is too small it will simply not prevent explosion. The tuning of ε becomes quite demanding and payoff dependent. This is in complete contradiction with our aim of a self-controlled variance reducer. A more robust approach needs to be developed. On the other hand this kind of behaviour suggests that we are not in the right asymptotics to control H V (θ n , X n+1 ) 2 .
Note however that when F is bounded with a compact support, then one can set ε = 0 and the above approach provides an efficient answer to our problem.
A general approach:
We consider the density
By (1.4), we have
Since p is the Gaussian density, we have
p(x) = −x. As a consequence, the function H V defined by
] of the gradient ∇V . As soon as F is bounded, this function satisfies the condition (NEC). Otherwise, we note that thanks to this new change of variable the parameter θ lies now inside the payoff function F and that the exponential term has disappeared from the expectation. If we have an a priori control on the function F (x) as |x| goes to infinity, say
then we can consider the function H λ (θ, x) = e −λ|θ| H V (θ, x) which satisfies
The resulting Robbins-Monro algorithm reads
We no longer to tune the correcting factor and one verifies on simulations that it does not suffer from freezing in general. In case of a too dissymmetric function F this may still happen but a self-controlled variant is proposed in Section 2.3 below to completely get rid of this effect (which cannot be compared to an explosion).
Translation of the mean: the general strongly unimodal case
We consider importance sampling by mean translation, namely we set
In this section we assume that p is log-concave and lim |x|→∞ p(x) = 0, so that (H 1 ) holds. Moreover, we make the following additional assumption on the probability density p
First we will use (1.2) to differentiate V since Proposition 2 Suppose (H 1 ) and (H tr a ) are satisfied and the function F satisfies
Then V is finite and differentiable on R d with a gradient given by
Proof. The formal differentiation to get (2.10) from (1.2) is obvious. So it remains to check the domination property for θ lying inside a compact set. Let x ∈ R d and θ ∈ R d . The log-concavity of
Using the assumption (H tr a ) yields, for every θ ∈ B(0, R),
To derive the second expression (2.11) for the gradient, we proceed as follows: an elementary change of variable shows that
Remark. The second change of variable (in (1.2)) has been processed to withdraw the parameter θ from the possible non smooth function F to make possible the differentiation of V (since p is smooth). The second expression (2.11) results form a third translation of the variable in order to plug back the parameter θ into the function F which in common applications has a known controlled growth rate at infinity. This last statement may look strange at a first glance since θ appears in the "weight" term of the expectation that involves the probability density p. However, when X d = N (0; 1), this term can be controlled easily since it reduces to
The following lemma shows that, more generally in our strongly unimodal setting, if (H 1 ) and (H tr a ) are satisfied, this "weight" can always be controlled by a deterministic function of θ.
Lemma 2 If (H tr a ) holds, then there exists two real constants A, B such that
(2.12)
Note that x − θ = 1 2 (x + (x − 2θ)). Then, using the log-convexity of f and the elementary inequality
One concludes by the point (i) of (H tr a ). ♦ Remark. Thus the normal distribution satisfies (H tr a ) with a = 2 and δ = 1/2. Moreover, note that the last inequality in the above proof holds as an equality. Now we are in position to derive an unconstraint (extended) Robbins-Monro algorithm to minimize the function V , provided the function F satisfies a sub-multiplicative control property, in which c > 0 is a real parameter and F a function from R d to R + , such that, namely
Remark. Assumption (H tr c ) seems almost non-parametric. However, its field of application is somewhat limited by (H tr a ) for the following reason: if there exists a positive real number η > 0 such that x → log p(x) + η|x| a is concave, then p(x) ≤ Ce −η|x| a (|x| + 1) for some real constant C > 0; which in turn implies that the function F in (H tr c ) needs to satisfy F (x) ≤ C ′ e λ|x| b for some b ∈ (0, a) and some λ > 0. Theorem 2 Suppose X and F satisfy (H 1 ), (H tr a ), (2.9) and (H tr c ) for some parameters a ∈ (0, 2], b ∈ (0, a) and λ > 0, and that the step sequence (γ n ) n≥1 satisfies the usual decreasing step assumption n≥1 γ n = +∞ and
Then the recursive procedure defined by
where (X n ) n≥1 is an i.i.d. sequence with the same distribution as X and Proof. In order to apply Theorem 1, we have to check the following fact: -Mean reversion: The mean function of the procedure defined by (2.14) reads
so that T * := {h = 0} = {∇V = 0} and if θ * ∈ T * and θ ∈ R d \ T * ,
for every θ = θ * .
-Linear growth of θ → H(θ, X) 2 : All our efforts in the design of the procedure are motivated by this Assumption (NEC) which prevents explosion. This condition is clearly fulfilled by H since
where we used Assumption (H tr c ) in the first line and Inequality (2.12) from Lemma 2 in the second line. One derives that there exists a real constant C > 0 such that
This provides the expected condition since (H tr c ) holds. ♦
Examples of distributions
• The normal distribution. Its density is given on R d by
2 ). Then the function H has a particularly simple form
• The hyper-exponential distributions
where P is polynomial function. This wide family includes the normal distributions, the Laplace distribution, the symmetric gamma distributions, etc.
• The logistic distribution Its density on the real line is given by
Exponential change of measure: the Esscher transform
A second classical approach is to consider an exponential change of measure (or Esscher transform). This transformation has already been consider for that purpose in [12] to extend the procedure with repeated projections introduced in [2] . We denote by ψ the cumulant generating function (or logLaplace) of X i.e. ψ(θ) = log E e θ,X . We assume that ψ(θ) < +∞ for every θ ∈ R d (which implies that ψ is an infinitely differentiable convex function) and define
Let X (θ) denote any random variable with distribution p θ .
We assume that ψ satisfies
One must be aware that what follows makes sense as a variance reduction procedure only if the distribution of X (θ) can be simulated at the same cost as X or at least at a reasonable cost i.e.
where X is a Borel subset of a metric space and g : R d × X is an explicit Borel function. By (1.2), the potential V to be minimized is V (θ) = E F 2 (X)e − θ,X +ψ(θ) .
Proposition 3 Suppose ψ satisfies (H es δ ) and F satisfies
Then (H 1 ) is fulfilled and the function V is differentiable on R d with a gradient given by
Proof. The function ψ is clearly log-convex so that θ → p θ (x) is log-concave for every x ∈ R d . On the other hand, by (H es δ ) we have lim
p θ (x) = +∞ for every x ∈ R d , and (H 1 ) is fulfilled.
The formal differentiation to get (2.18) is obvious and is made rigorous by applying the assumption on F . The second expression (2.19) of the gradient uses a third change of variable
We assume that ψ satisfies (H es δ ) and F satisfies (2.17) and
|x| and E |X| 2 e λ|X| < +∞.
Then the recursive procedure
where (ξ n ) n≥1 is an i.i.d. sequence with the same distribution as ξ in (2. 16 ) and
Proof. We have to check the linear growth of the function θ → H(θ, X (−θ) ) 2 (condition (NEC)).
We have By the concavity of ψ − δ | . | 2 , we have
In the same way, we have
Now, by differentiation of ψ it is easy to check that
The assumption (H es δ ) implies that 0 ≤ D 2 ψ(θ) ≤ 2δ I d (for the partial order on symmetric matrices induced by nonnegative symmetric matrices) then D 2 ψ(θ) is a bounded function of θ ∈ R d and in turn ∇(θ) has a linear growth by the fundamental formula of calculus. Consequently, for every
Plugging this into (2.22) and using (2.21) and (2.20) we obtain E |H(θ,
Adaptive variance reduction for diffusions
Framework and preliminaries
We consider a d-dimensional Itô process
For further details we refer to [18] , p. 124-130.
Thus, if b(t, x t ) = β(t, x(t)) and σ(t, x t ) = ϑ(t, x(t)) for every x ∈ C([0, T ], R d ), X is a usual diffusion process with drift β and diffusion coefficient ϑ.
If b(t, x t ) = β(t, x(t)) and σ(t, x t ) = ϑ(t, x(t)) for every x ∈ C([0, T ], R d ) where t := ⌊ tn T ⌋ T n , then X is the continuous Euler scheme with step T /n of the above diffusion with drift β and diffusion coefficient ϑ.
An easy adaptation of standard proofs for regular SDE's show (see [18] ) that strong existence and uniqueness of solutions for (E b,σ,W ) follows from the following assumption (i) b(., 0) and σ(., 0) are continuous
Our aim is to devise an adaptive variance reduction method inspired from Section 2 for the computation of
where F is an Borel functional defined on
In this functional setting, Girsanov Theorem will play the role of the invariance of Lebesgue measure by translation. The translation process that we consider in this section is of the form Θ(t, X t ) where
a bounded Borel function and θ ∈ L 2 T,p (represented by a Borel function) for p ≥ 1. In the sequel, we use the following notations ϕ t (ξ) := ϕ(t, ξ t ), 
and
Proof. This is a straightforward application of Theorem 1.11, p.372 (and the remark that immediately follows) in [16] once noticed that (t, ω) → b(t, X t (ω)), (t, ω) → σ(t, X t (ω)) and (t, ω) → Θ(t, X t (ω)) are predictable processes with respect to the completed filtration of W . ♦ Remarks.
• The Doléans exponential e
is a true martingale for any θ ∈ L 2 T,p .
• In fact, still following the above cited remark form [16] , the above lemma holds true if we replace Θ by any progressively measurable processΘ such that E e 1 2 R T 0 |Θ(s,ω)| 2 ds < +∞. It follows from the first identity in Lemma 3 that for every bounded Borel function ϕ :
(set G(x, y) = F (x)). So, finding the estimator with the lowest variance amounts to solving the minimization problem
T,q and f = Θ yields 
Remarks.
• For practical implementation, the "finite dimensional" statement is the only result of interest since it ensures that Argmin |E = ∅.
• If p = q and ϕ = I q , the "infinite-dimensional" assumption is always satisfied.
Proof. (a) As concerns the function V , we rely on Equality (3.24). Set r = 1 + 2/η. Owing to the Hölder Inequality, showing that this function is finite on the whole space L 2 T,q amounts to proving that
To show that V goes to infinity at infinity, one proceeds as follows. Using the trivial equality
and the reverse Hölder inequality with conjugate exponents (
2 ) we obtain
by the martingale property of the Doléans exponential. Let ε > 0 such that P F 2 (X) ≥ ε > 0.
We have then
, and by the conditional Jensen inequality
The assumption (3.25) implies that, for every θ ∈ L 2 T,p ,
so that if θ runs over the compact sphere of a finite dimensional subspace E of L 2
and one concludes by Fatou's Lemma using that P F 2 (X) ≥ ε > 0. The second claim easily follows from Assumption (3.26).
(b) As a first step, we show that the random functional Φ(
, is differentiable. Indeed, it from the below inequality,
+∞) (this follows from Hölder and B.D.G. inequalities).
Then, we derive that θ → e Φ(θ) is differentiable form L 2 T,p into every L r (P) with differential e Φ(θ) DΦ(θ). This follows from standard computation based on (3.28), the elementary inequality |e u − 1 − u| ≤ 1 2 u 2 (e u + e −u ) and the fact that
where we used both Hölder and B.D.G. inequality.
, L r (P))-differentiability of e Φ(θ) with r = 1 + η 2 . The second form of the gradient is obtained by a Girsanov transform using Lemma 3. ♦
Design of the algorithm
In view of a practical implementation of the procedure we are lead to consider some non trivial finite dimensional subspaces E of L 2 T,p . The function V being strictly log-convex on E and going to infinity as θ L 2 T,p goes to infinity, θ ∈ E, the restriction of V on E attains a minimum θ * E which de facto becomes the target of the procedure. Furthermore, for every θ ∈ E, DV |E (θ) = DV (θ) |E and the quadratic function L(θ)
is a Lyapunov function for the problem.
Like for the static framework investigated in Section 2.3, our algorithm will be based on the representation (3.27) for the differential DV of V : in this representation the variance reducer θ appears inside the functional F which makes easier a control at infinity in order to prevent from any early explosion of the procedure. However, to this end we need to control the discrepancy between X and X (−θ) . This is the purpose of the following Lemma. (H b,σ ) holds. Let ϕ be a bounded Borel M(q, p)-valued function defined on
Lemma 4 Assume
T,p and let X and X (θ) denote a strong solutions of E b,σ,W and E b+σΘ,σ,W driven by the same Brownian motion. Then, for every r ≥ 1, there exists a real constant
Proof. The proof follows the lines of the proof of the strong rate of convergence of the Euler scheme (see e.g. [3] ). ♦ The main result of this section is the following theorem.
Theorem 4 Suppose that Assumption (3.23) and (H
and let F be a functional F satisfying
for some positive exponent λ > 0 (then F (X) ∈ L r (P) for every r > 0). Let E be a finite dimensional subspace of L 2 T,p spanned by an orthonormal basis (e 1 , . . . , e m ). Let η > 0. We define the algorithm by
where γ = (γ n ) n≥1 satisfies (2.6), (W (n) ) n≥1 is a sequence of independent Brownian motions for which X (−θn) = G(−θ n , W (n+1) ) is a strong solution to (E b−σΘ , W (n+1) ) and for every standard Brownian motion W , every
Then the recursive sequence (θ n ) n≥1 a.s. converges toward an Argmin V -valued (squared integrable) random variable θ * .
Remark. For a practical implementation of this algorithm, we must have for all Brownian motions W (n+1) a strong solution X (−θn) of (E b−σΘ , W (n+1) ). In particular, this is the case if the driver ϕ is locally Lipshitz (in space) or if X is the continuous Euler scheme of a diffusion with step T /n (using the driver ϕ(t, x t ) = f (t, x(t))).
Note that if ϕ is continuous (in space) but not necessarily locally Lipshitz, the Euler scheme converges in law to the solution of the SDE.
Proof. When the diffusion coefficient σ is bounded, it follows from Lemma 4 that, for every r ≥ 1,
First note that for every θ, ψ ∈ E, the mean function h of the algorithm reads
It remains to check that for every i ∈ {1, . . . , m}, H λ,η (θ,
T,p to apply the Robbins-Zygmund Lemma which ensures the a.s. convergence of the procedure (see Section 2.1). We first deal with the term
One shows likewise that
Combining theses estimates shows that H λ,η (θ, X (−θ) , W ) satisfies the linear growth assumption in L 2 (P).
If σ is unbounded it follows from Assumption (H b,σ ) that, for every (t,
Elementary computation based on (3.29) and Lemma 3 yield
, for every r > 0 (Assumption (H b,σ ) implies that X ∞ r < +∞ for every r > 0). Following the same proof to the bounded case, we obtain easily the results with Ψ λ,η (θ, ξ) =
We conclude by noting that η is an arbitrary parameter to cancel the denominator. ♦ Remark. If the functional F is bounded (λ = 0), we prove in the same way that the algorithm without correction, i.e. build with Ψ λ,η = 1, a.s. converges.
Additional remarks
For the sake of simplicity we focus in this section on importance sampling by mean translation in a finite dimensional setting (Section 2.3) although most of the comments below can also be applied at least in the path-dependent diffusions setting.
Purely adaptive approach
As proved by Arouna (see [2]), we can consider a purely adaptive approach to reduce the variance. It consists to perform the Robbins-Monro algorithm simultaneously with the Monte Carlo approximation. More precisely, estimate E[F (X)] by
where X k is the same innovation as that used in the Robbins-Monro procedure
This adaptive Monte Carlo procedure satisfies a Central Limit Theorem with the optimal asymptotic variance √
This approach can be extended to the Esscher transform when we use the same innovation ξ k (see (2.16)) for the Monte Carlo procedure (computing X
Likewise in the functional setting we can combine the variance reduction procedure and the Monte Carlo simulations using the same Brownian motion.
In practice, it is not clear that this adaptive Monte Carlo is better than the naive two stage procedure: performing first Robbins-Monro with a small number of iterations (to get a rough estimate θ * ), then performing the Monte Carlo simulations with this optimized parameter.
Weak rate of convergence: Central Limit Theorem (CLT)
As concerns the rate of convergence, once again this a regular stochastic algorithm behaves as described in usual Stochastic Approximation Theory textbooks like [13] , [5] , [8] . So, as soon as the optimal variance reducer set is reduced to a single point θ * , the procedure satisfies under quite standard assumptions a CLT . We will not enter into technicalities at this stage but only try to emphasize the impact of a renormalization factor g(θ) like g(θ) := e
induced by the function F on the "final" rate of convergence of the algorithm toward θ * . We will assume that d = 1 and that X d = N (0; 1) for the sake of simplicity. One can write
The function H 0 corresponds to the case of a bounded function F (then λ = 0). Under simple integration assumptions, one shows that V is twice differentiable and that
Consequently the mean functions h and h 0 related to H and H 0 which read respectively
are differentiable at θ * and
Now, general results about CLT say that if γ n = α β+n , α, β > 0 with
The mapping α → Σ α reaches its minimum at
by homogeneity. So the optimal rate of convergence of the procedure is not impacted by the use of the normalizing function g(θ). However, coming back to condition (4.30), we see that this assumption on the coefficient α is more stringent since 1 g(θ * ) > 1 (in practice this factor can be rather large). Consequently, given the fact that g(θ * ) is unknown to the user, this will induce a blind choice of α biased to higher values. With the well-known consequence in practice that if α is too large the "CLT regime" will take place later than it would with smaller values. One solution to overcome this contradiction can be to make α depend on n and slowly decrease.
As a conclusion, the algorithm never explodes (and converges) even for strongly unbounded functions F which is a major asset compared to the version of the algorithm based on repeated projections. Nevertheless, the normalizing factor which ensures the non-explosion of the procedure may impact the rate of convergence since it has an influence on the tuning of the step sequence (which is always more or less "blind" since it depends on the target θ * . In fact, we did not meet such difficulty in our numerical experiments reported below.
One classical way to overcome this problem can be to introduce the empirical mean of the algorithm implemented with a slowly decreasing step "à la Rupert & Poliak" (see e.g. [17] ): Set γ n = c n r , 1 2 < r < 1 and
where (θ n ) n≥0 denotes the regular Robbins-Monro algorithm defined by (2.14) starting at θ 0 . Then (θ n ) n≥0 converges toward θ * and satisfies a CLT with the optimal asymptotic variance (4.31). See also a variant based on a gliding window developed in [14] .
Extension to more general sets of parameters
In many applications (see below with the Spark spread options with the NIG distribution) the natural set of parameters Θ is not R q but an open connected subset of R q . Nevertheless, as illustrated below, our unconstrained approach still works provided one can proceed a diffeomorphic change of parameter by setting θ = T (θ), θ ∈ Θ where T : R q → Θ is a C 1 -diffeomorphism with a bounded differential (i.e. supθ | DT (θ)| < +∞).
As an illustration, let us consider the case where the state function H(θ, X) of the procedure is designed so that h(θ) := E(H(θ, X)) = ρ(θ)∇V (θ) where V is the objective function to be minimized over Θ and ρ is a bounded positive Borel function. Then, one replaces H(θ, X) by H(θ, X) := DT (θ).H(T (θ), X) and defines recursively a procedure on R q bỹ
In order to establish the a.s. convergence of θ n := T (θ n ) to Argmin V , one relies on a variant of Robbins-Monro algorithm, namely a stochastic gradient approach (see [8, 13] for further details): one defines U (θ) = V (T (θ)) which turns out to be a Lyapunov function for the new algorithm since
(which is a hidden constraint on the choice of T ), one shows under the standard "decreasing" assumption on the step sequence that
one easily derives that dist(θ n , {∇V = 0}) → 0 a.s. as n → ∞.
Numerical illustrations

Multidimensional setting: the NIG distribution
First we consider a simple case to compare the two algorithms of Section 2. The quantity to compute is
where p NIG (x; α, β, δ, µ) is the density of X a normal inverse gaussian (NIG) random variable of
where K 1 is a modified Bessel function of the second kind and γ = α 2 − β 2 . We can summarize the two algorithms presented in section 2, more precisely the variance reduction based on translation of the density (see Subsection 2.3) and the one based on the Esscher transform (see Subsection 2.4), by the following simplified (no computation of the variance) pseudocode:
Translation (see 2.3) § for n = 0 to M do X~NIG ( alpha , beta , mu , delta ) theta = theta -1/( n +1000)* H1 ( theta , X ) for n = 0 to N do X~NIG ( alpha , beta , mu , delta ) mean = mean + F ( X ) * p ( X + theta )/ p ( X )
¦ ¥
Esscher transform (see 2.4) § for n = 0 to M do X~NIG ( alpha , beta -theta , mu , delta ) theta = theta -1/( n +1000)* H2 ( theta , X ) for n = 0 to N do X~NIG ( alpha , beta + theta , mu , delta ) mean = mean + F ( X ) * exp ( -theta * X ) mean = mean * exp ( psi ( theta )) ¦ ¥ algorithm defined by
where an analytic formulation of the derivative p ′ is easily obtained using the relation on the modified Bessel function
is satisfied with a = 1, and our results of Subsection 2.3 apply. -Esscher transform. In the Esscher approach we consider the function H 2 defined by
Note that ψ is not well defined for every θ ∈ R d . Indeed, the cumulant generating function of the NIG distribution is defined by
for every θ ∈ (−α−β, α−β). Moreover, we need ψ(−θ) to be well defined i.e. θ ∈ (−α+β, α+ β). To take account of these restrictions, we slightly modify the algorithm parametrization (see Subsection 4.
, and updateθ ∈ R in the Robbins-Monro procedure (multiply the function H 2 (T (θ), X) by the derivative
The payoff F is a Call option of strike K, F (X) = 50(e X − K) + . The parameters of the NIG random variable X are α = 2, β = 0.2, δ = 0.8 and µ = 0.04. The variance reduction obtained for different value of K are summarized in the tabular 1. The number of iterations in the RobbinsMonro variance reduction procedure is M = 100 000 and the number of Monte Carlo iterations is N = 1 000 000. Note that for each strike, the prices are computed using the same pseudo-random number generator initialized with the same seed. To complete this numerical example, Figure 1 illustrates the densities obtained after the Robbins-Monro procedure. The deformation provided by the Esscher transform is very impressive in this example. We remark that the Esscher transform modifies the parameter β which controls the asymmetric shape of the NIG distribution.
Spark spread
We consider now a exchange option between gas and electricity (called spark spread). We choose to model the price of the energy by the exponential of a N IG distribution. A simplified form of the payoff is then F (X) = 50(e X elec − ce The results obtained for different strikes after 300 000 iterations of the Robbins-Monro procedure and 3 000 000 iterations of Monte Carlo, are summarized in the 
Functional setting: Down & In Call option
We consider a process (X t ) t≥0 solution of the following diffusion
A Down & In Call option of strike K and barrier L is a Call of strike K which is activated when the underlying X moves down and hits the barrier L. The payoff of such a European option is defined by
A naive Monte Carlo approach to price this option is to consider an Euler-Maruyama schemeX = (X t k ) k∈{0,...,n} to discretize X and to approximate min 0≤t≤T X t by min k∈{0,...,n}X t k . It is well known that this approximation of the functional payoff is poor. More precisely, the weak order of convergence cannot be greater than 1 2 (see [11] ). A standard approach is to consider the continuous Euler schemeX c obtained by extrapolation of the Brownian between two instants of discretization. More precisely, for every t ∈ [t k , t k+1 ],
By preconditioning,
) . Now using the Girsanov Theorem and the law of the Brownian bridge (see for example [9] ), we have
(5.33)
In the following simulations we consider an Euler scheme of step t k = k T n with n = 100.
Deterministic case (trivial driver ϕ ≡ 1)
-a polynomial basis composed of the shifted Legendre polynomialsP n (t) defined by
-the Karhunen-Loève basis defined by
-the Haar basis defined by
Black&Scholes Model First, we consider the classical Black&Scholes model. We set the interest rate r to 4% and the volatility σ to 70% (which is a high volatility). In figure 2 are depicted the optimal variance reducer when the optimization of V is carried out on E m for several values of m (2, 4 and 8) in the different basis mentioned above.
A local volatility Model
To emphasize the generic feature of our algorithm we consider the same product in a local volatility model (inspired by the CEV model) defined by dx t = rx t dt + σx 
Adaptive case (non-trivial driver)
We experiment now our algorithm with a non-trivial driver ϕ defined for t = t k by
where p is defined by (5.33). Note thatp k = P min t∈[0,t k ] ξ t ≥ L ξ 0 , . . . , ξ t k so that there is no extra-computation compared to the Brownian bridge interpolation. We set p = 2 and E = (R1I [0,T ] ) 2 so that the optimal parameter θ t k = αp k + β(1 −p k ) with (α, β) ∈ R 2 . The results for different strikes and barrier levels are reported in Table 5 for the Black&Scholes model and in Table 6 for the local volatility model. The simulation parameters are unchanged. for an appropriate real constant C. Then, one shows by induction on n from (6.35) that |θ n | is square integrable for every n ≥ 0 and that ∆M n+1 is integrable, hence a true martingale increment. Now, one derives from the assumptions (2.6) and (6.35) that S n = |θ n − θ * | 2 + 2 n−1 k=0 γ k+1 θ k − θ * , h(θ k ) + C k≥n+1 γ 2 k n k=1 (1 + Cγ 2 k )
, is a (non negative) super-martingale with S 0 = |θ 0 − θ * | 2 ∈ L 1 (P). This uses the mean-reverting assumption (2.5). Hence S n is P-a.s. converging toward an integrable r.v. S ∞ . Consequently, using that k≥n+1 γ 2 k → 0, one gets
The super-martingale (S n ) being L 1 -bounded, one derives likewise that (|θ n −θ * | 2 ) n≥0 is L 1 -bounded since
(1 + C L γ 2 k )S n , n ≥ 0.
Now, a series with nonnegative terms which is upper bounded by an (a.s.) converging sequence, a.s. converges in R + so that n≥0 γ n+1 θ n − θ * , h(θ n ) < +∞ P-a.s.
It follows from (6.36) that, P-a.s., |θ n − θ * | 2 n→∞ −→ L ∞ which is integrable since (|θ n − θ * | 2 ) n≥0 is L 1 -bounded and consequently a.s. finite.
Let L > 0. Set Ω L := {ω ∈ Ω, ∀ n ≥ 0, |θ n (ω) − θ * | ≤ L} .
It follows from the a.s. finiteness of L ∞ that L>0 Ω L = Ω a.s.. Now we consider the compact set K L = T * ∩B(0, L). It is separable so there exists an everywhere dense sequence in K L , denoted for convenience (θ * ,k ) k≥1 . The above proof shows that P-a.s., for every k ≥ 1, The function h being continuous θ ∞ (ω) − θ * , h(θ ∞ (ω)) = 0 which implies that θ ∞ (ω) ∈ {h = 0}. Hence θ ∞ (ω) ∈ K L . Then any limiting value θ ′ ∞ (ω) of the sequence (θ n (ω)) n≥1 will satisfy
which in turn implies that θ ′ ∞ (ω) = θ ∞ (ω) by considering a subsequence θ * ,k ′ → θ ∞ (ω). So, θ ∞ (ω) is the unique limiting value of the sequence (θ n (ω)) n≥0 i.e. θ n (ω) → θ ∞ (ω) as n → ∞. The fact that the resulting random vector θ ∞ is square integrable follows from Fatou's Lemma and the L 2 -boundedness of the sequence (θ n − θ * ) n≥1 . ♦
