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Introduction
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The world of Air Traffic Control (ATC) has become more 
complex and more hectic. Increasing reliance on aviation in all 
sectors has inspired burgeoning development in aircraft 
sophistication and rapid growth in aircraft number. These trends 
have combined to increase the very heavy, real-time burden on the 
ATC specialist, who is in urgent need of r e l ie f .  The unequivocal 
answer to this need is to incorporate computer assistance. What 
must be resolved is the form that this automation is to take.
The current state of computer assistance in air tra f f ic  
control is fa ir ly  basic. Computers are used for h igh-reliabil ity 
data processing of f l igh t and radar data to assist the ATC 
specialist. The specialists are s t i l l  responsible for a l l  the 
work in providing safe and eff ic ient air t ra f f ic  control. 
Computers play no part in the higher level jobs of planning 
strategy or implementing tactics. In the light of rapid and 
fruit fu l development of a r t i f i c ia l  intelligence research, much 
more can be done to provide higher levels of assistance to the 
ATC specialist (specif ica lly  in strategy and tactics sk i l ls ) .
A research project which addresses the problem of providing 
sophisticated and intelligent assistance in the ATC domain is 
under investigation at the Coordinated Science Laboratory at the 
University of I l l in o is .  The focus of research efforts is the
identification of conceptual knowledge, and the definition of
conceptual learning structures needed for defining the
architecture of an expert-level system which improves its
performance by learning. This sk il l  acquisition is envisioned to
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take place in the areas of planning and problem-solving through 
systematic study of examples in the air t ra f f ic  domain. System 
performance w il l  evolve hy inducing and employing the underlying 
heuristic strategies which the ATC specialist uses.
As a part of the research e f for t ,  a comprehensive survey and 
analysis of the leading edge of research in learning was 
undertaken. The result of that study are summarized in this 
report.
During the study, we paid special attention to learning 
approaches in the planning and problem-solving domains. We also 
paid special attention to the domain complexity and the in it ia l  
knowledgeability of the system. Three cohesive approaches which 
re flect a continuity in e ffort emerged from this study of the 
state of the art in learning. These approaches, at Stanford 
University, M. I. T . , and Carnegie-Mellon University, are 
summarized and analyzed in the three following sections. Papers 
which resulted from significant work at these universities are 
individually analyzed. A cohesive analysis summarizing the 
underlying approach concludes each of these three sections. 
Significant work has been done at various other research 
institutions, but on a smaller scale of research concentration. 
A last section covers some of these many other interesting papers 
which have been produced in the f ie ld  of learning.
While some interesting results has been obtained, the area 
of learning by an expert system in a complex planning and 
problem-solving domain remains underdeveloped.
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Section I I  
Stanford University 
Heuristic Programming Project
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A Brief Introduction to the Stanford University Heuristic 
Programming Project Approach
Knowledge engineering is defined by E. Peigenbaum as ’’ the 
art of. bringing the principles and tools of AI research to bear 
on d i f f icu lt  applications problems requiring experts' knowledge 
for their solution". Researchers at the Stanford University 
Heuristic Programming Project (H. P. P.) have defined a system 
architecture and a corresponding design methodology for 
constructing expert systems. This represents one approach to 
knowledge engineering.
The H. P. P. perspective on learning developed out of the 
d i f f icu lt ies  they encountered in trying to carry out the design 
concepts of this approach. Therefore, we f i r s t  take a br ie f look 
at the H. P. P. approach.
I Foundations:
In many domains, such as medicine, there appears to be no 
cohesive, well-structured theory built on f i r s t  principles. How 
do the acknowledged experts do what they do in these domains? 
First of a l l ,  the expert's specialist knowledge seems to be a 
collection of heuristics gleaned from long experience. These 
heuristics are based on inexact knowledge formulated into 
judgmental rules. Second of a l l ,  the expert can use them to make 
"good guesses", and yet he finds i t  d i f f icu lt  to articulate how 
he did what he did, and why. The expert doesn't seem to know
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what he knows. Third of a l l ,  the expert's specialist knowledge 
is indisputably vast. Yet i t  is at a fa ir ly  shallow leve l.  This 
is a manifestation of the absence of a unified domain theory. 
Nonetheless, the expert performs at a level to merit his t i t l e .  
Surface knowledge appears to be sufficient. H. P. P. 
researchers drew these conclusions from their observations of 
experts in action. Furthermore, they showed a research 
preference for construction of intelligent artifacts over 
modeling of human cognition. These factors shaped the H. P. P. 
approach.
I I  Design Scenario:
H. P. P. expert system design is implemented by a* design 
team of two members, and can be decomposed into three functional 
phases. The f i rs t  team member is the domain expert (there may 
actually be many experts who rota te ) , who is the source of 
specialist knowledge. The second team member is the knowledge 
engineer, who translates that knowledge into an expert system 
within the H. P. P. architecture. The f i rs t  design phase is 
knowledge extraction, a d i f f icu lt  task which is the bottleneck in 
expert system realization. The knowledge engineer works with the 
domain expert by going over numerous case studies to alleviate 
his d i f f icu lty ’ in articulating his expertise. From his specific 
responses to similar cases, the design team attempts to 
encapsulate the general reasoning the expert employs. The second 
design phase is knowledge base construction. The design team
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determines the level and amount of knowledge in each .judgmental 
rule. This phase is actually interleaved with that of knowledge 
extraction. The last design phase is system validation. This 
system test is performed at various stages of knowledge base 
completion to verify  that the direction of system development is 
satisfactory to the domain expert. The expert system performance 
on test cases is compared to human expert performance to 
determine knowledge base sufficiency and accuracy.
I l l  System Architecture:
1 — -------------------------------- T1 _____________________________  11 i 1 1 1 1 1 1 1 1 1 1
Knowledge Base
--- r 11 1 1 1 1 1 1 1 1 1!1 11 T1 1 1 1 1 1 1 11 1
Inference Engine
--- r 11 1 1 1 1 1 1 1 1 1t1 1
Knowledge Base - The knowledge base is composed of
production rules. Each rule is of the form <premise> => 
<action>. The <premise> is a conjunctive l i s t  of conditions 
which, i f  satisfied, w i l l  trigger the conclusion in the <action>. 
Essentially, each rule captures an independent, complete chunk of 
expert reasoning. For example, Rule 027 below, part of an 
investment expert system, w il l  conclude that AT.%T is a good 
investment i f  three conditions are satisfied:
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Rule 027
I f  1) the time scale of the investment is 
long-term, and
2) the desired return of the investment
is greater than 10 ,^ and
3) the area of the investment is not known
Then AT&T is a l ike ly  (.4 ) choice for the investment
Inference Engine - The inference engine performs 
goal-directed, backward-chaining of production rules. Starting 
from a final goal <action> (eg. recommend AT&T), the inference 
engine makes a subgoal of each corresponding <premise> condition. 
The inference engine then attempts to find additional rules whose 
<actions> match the new subgoals (eg. look for rules that 
conclude that time scale is long-term). These rules are chained 
onto the inference tree. Their <premise>’ s are made into 
subgoals and so on. Essentially, this control structure is 
attempting to justify the application of a rule by attempting to 
satisfy the conditions of that rule. This satisfaction may be 
provided directly by the user, or i t  may be the conclusion of 
other rules whose conditions must be satisfied in turn. This 
inference-chaining backwards from the goal is reminiscent of 
human reasoning. The inference engine performs exhaustive 
depth-first search. The leaf nodes of the resultant inference 
tree are invariably pieces of input domain data.
The H. P. P. architecture is a consequence of observing
experts practicing their art. The source of the expert' s
performance is his vast collection of surface knowledge. The
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domain is knowledge-rich but at a shallow leve l.  Thus, the 
architecture configures the expert system to draw its  power from 
the rich, domain-specific knowledge base applied thru a simple, 
domain-independent inference engine.
This architecture also fac i l i ta tes  explaining system 
reasoning to users. Each rule in the knowledge base is a chunk 
of domain-specific knowledge encoded in the format experts use to 
rationalize a conclusion. When the inference engine completes an
inference chain of rules from the goal to user input data, i t  has
y
constructed a very human line-of-reasoning. This is the key to 
the explanation capability of the expert system in the 
performance phase. This line-of-reasoning is an artifact of the 
way knowledge is articulated by the domain expert and used in 
system performance.
IV Overview of H. P. P. Learning Systems:
Knowledge acquisition or learning occurs either in the 
knowledge base construction context, or in the knowledge base 
maintenance context. In the construction context, the H. P. P. 
systems which aid the design team provide the design environment. 
The target expert system, within this environment, is ’’ learning 
by being told” . EMYCIN and AGE are both attempts to provide
knowledge engineering tools which raise the programming task of 
encoding extracted rules to a higher leve l.  In the maintenance 
context, the knowledge engineer is no longer needed. The 
H. P. P. system, TEIRESIAS, acts as an intelligent interface
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between the mature expert system and the consultant domain 
expert. It learns by understanding the expert system knowledge 
base and thereby taking on the role of the knowledge engineer. 
This understanding is based on the concept of meta-knowledge, 
knowledge about knowledge. TEIRESIAS learns by knowing what to 
ask.
These three systems are general to the H. P. P. 
architecture. Any design and maintenance of an expert system 
within that architecture could be simplified by employing these 
systems. Meta-DENDRAL, on the other hand, is a learning system 
designed with one expert system in mind, heuristic DENDRAL. It 
takes advantage of the domain characteristics to achieve expert 
learning performance. Meta-DENDRAL learns by i-nduction. This
i
learning is based on the concept of version spaces, a candidate 
elimination approach to rule learning.
Page 11
Stanford University Heuristic Programming Project 
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Papers: A Model for Learning Systems
Reid Smith, Tom Mitchell, Richard Chestek, 
and Bruce Buchanan 
IJCAI, 1977.
Models of Learning Systems
Bruce Buchanan, Tom Mitchell, Reid Smith, 
and C. Richard Johnson Jr.
Stanford University Technical Report,
January 1979.
I Problem:
Learning systems have been the subject of wide research 
interest in many different scientif ic  communities for a number of 
years. Since each community views learning systems from its own 
perspective and has developed its own jargon for the various 
facets of learning system research, i t  is often d i f f icu lt  for 
members of these communities to recognize that problems which 
appear unrelated as a result of variations in. terminology may in 
fact be identical. A learning system model is presented in this 
paper which provides a common language for systems constructed 
from different perspectives. This model encourages examination 
of the strengths and weaknesses of the individual functional 
components necessary for any learning system.
I I  Approach:
A learning system is defined to be any system which uses 
information obtained during one interaction with its environment 
to improve its performance during future interactions. Research
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in learning system can be roughly divided into two approaches. 
The f i r s t  approach centers on the concept of an adaptive system 
and is primarily associated with research in pattern recognition 
and control theory. The second approach centers on knowledge 
structure and is associated with a r t i f i c ia l  intelligence.
The f i rs t  approach views learning as successive 
approximation of the unknown parameters of a mathematical 
structure that represents the system under study. The emphasis 
has been on parameter adjustment and the achievement of stable, 
reliable performance. Problems are commonly formulated in 
stochastic terms. Statistical procedures are used to achieve 
optimal performance with respect to some performance criterion 
such as t-he probability of correct pattern classification or the 
mean square error.
The second approach differs from the f i rs t  in that whereas 
the pattern recognition and control research emphasizes 
adjustment of parameters, AI research emphasizes construction of 
symbolic structures that represent conceptual relations. Another 
difference is that the AI approach believes a learning system 
should have sufficient internal structure such that not only does 
i t  have the capacity for high performance, but i t  can also 
explain its performance in symbolic terms.
The environment in which a learning system operates has a 
strong influence on its design. Basically, the learning system 
environments can be categorized as supervised learning or 
unsupervised learning. A supervised learning environment
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provides the correct response for each training instance, while 
an unsupervised learning environment does not. In other words, 
supervised learning systems operate within a stimulus-response 
environment in which the desired learning system output is 
supplied with each training instance. Unsupervised learning 
systems operate within an environment of instances for which the 
correct response is not directly available. While many factors 
influence the choice of the environment, the proposed learning 
system model, however, is applicable to systems operating in 
either environment.
2.1 The Proposed Learning Model
The learning system model described in this paper is a 
functional decomposition of the components necessary to a 
learning system. The model is shown in Figure 1. The components 
of the model are conceptual entities which specify functions that 
must be performed during learning. Although the functional 
decomposition does not necessarily imply the physical 
decomposition of a system, a one-to-one correspondence would 
provide conceptual clarity and functional modularity.
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World
Model
! Performance \ ] Learning \
Element | | Element '
i ------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------i
Figure 1. The Components of the Learning System Model 
2.1.1 The Performance Element
The performance element performs the stated task of the 
system. It does what the system would do i f  the system does not 
have to learn. The performance element is responsible for 
generating an output in response to a training instance. In any 
learning system the abil ity  to improve performance presupposes a 
method of communicating learned information to the performance 
element. Thus the performance element should be constructed so 
that its knowledge base and control knowledge are readily 
available to the other system components. The performance 
element of existing systems also vary in the richness in which 
they may be extended by learning. For example, systems whose 
operation is determined by a set of production rules have the 
potential to exhibit richer variations than systems whose 
operation is keyed only to the adjustment of parameter values.
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2.1.2 The Instance Selector
The instance selector selects the suitable training
instances to be used by the learning system. The instances can 
be selected with great care by a teacher or they can be given 
without regard to the order of presentation. For example, a 
teacher may choose with great care instances of flawed arches to 
illustrate the cr iter ia  of an arch, while two learning
checker-playing systems may increase their performance by testing 
out their own stategies on each other. When the instances are 
selected by an external agent, the instance selector is said to 
be passive. When the instances are generated by an internal
process, the instance selector is said to be active.
2.1.3 The Cri t ic
The cr i t ic  analyzes the output of the performance element in 
terms of some standard of performance. It may play three roles: 
evaluator, diagnostician, or therapist. The cr it ic  always 
operates as an evaluator in that i t  assesses the behavior of the 
performance element. In addition to being an evaluator the 
cr it ic  may also operate as a diagnostician. In which case he 
also localizes the reason for poor performance. Finally, the 
c r it ic  may operate as a therapist and make specific
recommendations for improvement or suggestions about future 
instances.
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In some learning systems the functions of the cr it ic  have 
oeen le f t  to the human who use the system. For example, 
MYCIN/TEIRESIAS employs a human cr i t ic ,  acting as evaluator, 
diagnostician, and therapist to suggest modifications to its rule 
base .
2.1.4 The Learning Element
The learning element is an interface between the cr it ic  and 
the performance element. It takes the c r i t i c ’ s analysis and 
makes specific changes to the system. The method’ incorporating 
newly learned information is dependent on the system’ s 
representation of knowledge and may vary even for systems using 
similar representations.
2.1.5 The Blackboard
The blackboard is a global data base which also functions as 
a system communications mechanism. The blackboard is accessible 
to a l l  the functional components so that system information is 
available to a l l  the modules. The blackboard contains the 
knowledge base as well as temporary information used by the 
learning system components.
2.1.6 The World Model
The world model contains the conceptual framework within 
which the system operates, i .e .  i t  knows the legal moves of the 
domain. The world model contains definitions of objects and
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relations in the task domain, the syntax and semantics of the 
information to be learned, and the methods to be. used by the 
learning system. Where possible, world model constraints should 
be made explicit in order to allow easy modification during the 
design process.
I l l  Contributions and Discussion:
The learning system model proposed in this paper provides a 
common language for characterizing and comparing different kinds 
of learning systems. The model is also useful as a conceptual 
guide for learning system design because i t  isolates the 
essential functional components and the information that must be 
available to these components. In addition to the proposed 
model, this paper also suggests that the physical modules of a 
learning system should correspond to the functional modules 
proposed by this model. This gains transparency and modularity. 
The spirit of modularity should also extend to the knowledge 
base— the knowledge should be explicit and accessible. This is 
especially true for the parts of the learning system that are 
adjusted in response to learning.
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Paper: AG-E: A Knowledge-Based Program for
Building Knowledge-Based Programs
By: H. Penny Nii and Nelleke AielloIJCAI, 1979-
I Problem:
The knowledge-based expert systems developed thus far in 
a r t i f i c ia l  intelligence have required close interaction between 
the computer system expert, the knowledge engineer, and the 
domain expert. This close interaction makes i t  d i f f icu lt  for the 
domain expert to investigate and experiment with different 
intelligent system architectures. The AG-E project is designed to 
assist the domain expert in constructing knowledge-based expert 
systems.
I I  Approach:
The goal of the AGE project is to c lar i fy  and make explicit 
the art of knowledge engineering. The AGE project attempts to 
formulate the knowledge that the knowledge engineers use in 
constructing knowledge-based programs and make i t  available to 
others in the form of a software laboratory. The final product 
is to be a collection of building-block programs and an 
intelligent front-end that w il l  assist the user in constructing 
knowledge-based programs. It is hoped that the AGE program will  
speed up the process of building knowledge-based programs and 
fac i l i ta te  the dissemination of AI techniques. This is done by 
packaging common AI software tools so that they need not be
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reprogrammed for every problem and by easing -the way for those 
who are not knowledge engineering specialists to write 
knowledge-based programs.
The AGE program is being developed along two separate 
fronts. The f i r s t  is the development of tools to help the user 
build a variety of knowledge-based programs. The second is the 
development of intelligence in the interaction between the user 
and the AGE program.
The building-block components currently available to the 
users form the blackboard model. The blackboard model consists 
of three major components. The f i r s t  component is the 
blackboard, and it  is used as a means of communication and 
interaction among the knowledge sources, the second major 
component in the system. The knowledge sources contain the 
knowledge of the task domain. Presently the knowledge sources 
are represented as sets of production rules. The third component 
of the blackboard model is the control component. The control 
component contains mechanisms that allow the user to specify the 
conditions for the invocation of the knowledge sources. The 
control component also selects the items on the blackboard for 
the focusing of attention.
AGE does not assume that the user is familiar with the 
options available to him, and it  is the responsibility of the 
intelligent front end to assist the user in interacting with AGE. 
A tutor subsystem allows the user to browse through a textual 
knowledge base that contains a description of the building-block
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components, a description of how these components are to he used, 
a description of how they can he constructed, and various 
i l lustrat ive examples. The design subsystem is another component 
of the front-end that guides the user in the design and the 
construction of his expert systems. The knowledge necessary for 
AG-E to accomplish this task is represented in a data structure in 
the form of an AND/OR tree that represents the available 
structures and the decisions the user must make to design his 
expert system.
I l l  Contributions and Discussion:
The AG-E program is aimed at reducing the overhead involved 
in constructing a knowledge-based expert system. Thus AG-E is an 
example of ’’ learning by being programmed” . The short-term goal 
of AG-E is to provide software tools that a knowledge engineer can 
use to build knowledge-based programs. The long-term goal of AG-E 
is to assist the domain experts, who are understandably less 
knowledgeable about the available AI methods, in constructing 
knowledge-based programs.
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Paper: A Domain-Independent Production-Rule System
for Consultation Programs
By: William Van Melle
IJCAI, 1979.
I Problem:
Much of the work in a r t i f i c ia l  intelligence involves the 
development of computer programs that aid experts in complex 
reasoning tasks. Examples of such knowledge-based expert systems 
are the MYCIN program, a consultation program for the diagnosis 
of and the therapy for patients with infectious diseases, and the 
PROSPECTOR program, a consultation system for mineral
exploration. Such expert systems require large amounts of 
task-specific knowledge, and experience has shown that building 
the knowledge base can be very time-consuming. EMYCIN is a
system developed at the Heuristic Programming Project at Stanford 
University to meet this problem. EMYCIN is a domain-independent 
production-rule system designed for developing expert
consultation programs. EMYCIN enhances the knowledge acquisition 
process and can be considered to be a system that fac i l i ta tes 
"learning by being told".
I I  Approach:
EMYCIN is designed to be the underlying machinery used to 
construct consultation programs. It is essentially an
embellished framework of the MYCIN program. EMYCIN’ s
architecture requires the knowledge base to consist of production
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rules operating on associative triples. The control structure is 
also restricted to a goal-directed backward-chaining of the 
production rules.
The domain knowledge is encoded as production rules. Each 
rule has a premise, which is a conjunction of predicates over 
triples in the knowledge base. I f  the premise is true, the 
conclusion in the action part of the rule is drawn. A production 
rule can be used for inference when used in the forward direction 
or deduction when used in the backward direction.
EMYCIN supports several features that ease the acquisition 
of the production rules. EMYCIN's explanation program allows the 
user to interrogate the system's knowledge, either to find out 
about inferences made in the particular case at hand or to 
examine the static knowledge base in general. The explanation 
program functions as a high-level debugging aid for the system 
developer. Without having to resort to Lisp-level manipulation, 
the system developer can examine any inferences that were made, 
find out why others fa i led , and thereby correct errors or 
omissions in the knowledge base.
EMYCIN also supplies a high-level database editor for the 
data structures in the system. Though the data is entered in its 
Lisp format, the editor handles a l l  the bookkeeping involved in 
managing the rule base. The editor also checks for common user 
errors. In addition, EMYCIN also maintains a library of sample 
cases. These sample cases are used to test the knowledge base 
after i t  has been revised by the expert.
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I I I  Contributions and Discussion:
The contribution of MYCIN is the separation of the 
domain-independent inference engine and the system support 
u t i l i t i e s  from the domain-specific knowledge base for the 
production rule consultation systems. Several consultation 
systems have been written in MYCIN. The PUFF system diagnoses 
pulmonary dysfunctions. The HEADMED program diagnoses a range of 
psychiatric disorders and can recommend drug treatment. SACON is 
another program built on MYCIN to provide advice to a structural 
engineer regarding the use of a large structural analysis 
program.
Experience with the systems built on MYCIN hints at several 
d i f f icu lt ies  inherent to such an architecture. The encoding of * 
the many aspects of sc ientif ic  decision-making in the simple 
production rule format causes d i f f icu lt ies  at times. Similarly, 
the control structure of the goal-directed backward chaining of 
rules has also proved to be awkward at times. However, MYCIN*s 
goal of improving the fa c i l i t ie s  of acquiring and debugging rules 
should prove to be useful to systems of "learning by being told".
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Paper: Interactive Transfer of Expertise:
Acquisition of New Inference Rules
By: Randall Davis
IJCAI, 1977.
I Problem:
A r t i f ic ia l  intelligence expert systems such as DENDRAL and 
MACSYMA have traditionally been assembled by hand. This tedious 
construction and maintenance has required a cast of three: (1)
The expert system being built, which is the recipient of the vast 
amount of domain "knowledge required for high performance. (2) 
The domain expert, who is present as the source of that domain 
expertise but who often knows nothing about programming. (3) The 
knowledge engineer, who is therefore required to mediate the 
transfer between expert and computer. This process can be 
characterized as ’’ learning by being told” . TEIRESIAS is an 
attempt to upgrade this level of learning. It is an expert 
system which acts as an intelligent assistant to replace the 
knowledge engineer as intermediary. As such, TEIRESIAS inherits 
the responsibility of taking part in an interactive, 
mixed-initiative transfer of knowledge.
I I  Approach:
The scenario of learning involving TEIRESIAS begins with the 
consultant. In his role as domain expert, he challenges the 
expert system with a new problem and tracks its performance. I f  
he is dissatisfied with the solution, TEIRESIAS intervenes to
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stage a high-level, mixed-initiative dialogue with him in a 
restricted subset of natural language. In its role as knowledge 
engineer, TEIRESIAS guides the domain expert in tracking down the 
bug. It works with him to correct the faulty chunk of knowledge 
responsible. I f  new knowledge is required to remove the bug, i t  
accepts, interprets, and "second-guesses” the contents of the new 
candidate inference rule. This process continues until both 
TEIRESIAS and the domain expert are satisfied with the 
interpretation of the new knowledge. TEIRESIAS helps the domain 
expert to d i s t i l l  a system-compatible version. TEIRESIAS then 
integrates this new chunk of knowledge into the expert system's 
knowledge base.
TEIRESIAS’ s power l ies  in its ab i l i ty  to direct the system 
repair process. It does not ask the domain expert "What should I 
know about this domain?". Instead, i t  uses its understanding of 
the expert system knowledge base, data from the problem-solving 
session, and responses to previous questions to focus its 
line-of-questioning. TEIRESIAS builds expectations and thereby 
knows what to ask.
The key to context-based questioning is the explicit models 
of knowledge base inference rules and domain data maintained by 
TEIRESIAS for introspection. These prototypes comprise part of 
the meta-level knowledge which allows TEIRESIAS to use, examine, 
abstract, reason about, and direct the application of the expert 
system's expert knowledge (see section on meta-knowledge). Each 
prototype provides explicit knowledge of structure and content
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for a specific inference rule type or domain data type. The 
chunk of new knowledge to he understood is matched against a 
hierarchical graph of prototypes to identify the most appropriate 
one. This model then provides the framework for guiding 
context-based questioning. As the expert system knowledge base 
grows, these models are dynamically updated to reflect 
TEIRESIAS’ s corresponding growth in understanding.
I l l  Contributions and Discussion:
TEIRESIAS upgrades the traditional ’’ learning by being told” 
used in expert system construction and maintenance to ’’ learning 
by knowing what to ask” . This reflects a significant shift in 
responsibility for transfer of expertise from the domain expert 
to the expert system. Rather than passively accepting new, 
well-structured knowledge, TEIRESIAS actively converses with and 
aids the expert in formulating that knowledge. It not only 
fac i l i ta tes  learning by the expert system, but also learns i t s e l f  
as its  models are automatically revised. This self-modification 
can be classified as ’’ learning by experience” as a knowledge 
engineer.
TEIRESIAS’ s effectiveness as an intelligent assistant is 
based on its understanding of the knowledge and structure of 
expert systems. As such, i t  is envisioned as most suited for the 
later stages of construction and maintenance of mature expert 
systems. Furthermore, these expert systems must use the H. P. P. 
architecture. Within this restriction, TEIRESIAS can be tailored
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to any domain with minimal alterations.
There are some weaknesses in the TEIRESIAS approach to 
transfer of expertise. The H. P. P. approach is based on the 
sufficiency of surface knowledge to build expert systems. As 
such, TEIRESIAS has a very shallow understanding of the semantics 
of new knowledge. It is incapable of checking the consistency of 
the new knowledge with the current version of the knowledge base. 
Also, TEIRESIASfs understanding of the expert system is based on 
its models of the current inference rules. This assumes 
correctness of the knowledge base and its qualification as a good 
basis for predicting future knowledge.
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Papers: Meta-level Knowledge: Overview and Applications
Randall Davis and Bruce Buchanan
IJCAI, 1977.
Meta-knowledge and Cognition
Avron Barr 
IJCAI, 1979.
I Problem:
In ’’ learning by being told” , the recipient of expert 
knowledge in the H. P. P. architecture accepts whatever is told 
on face value. Syntactic and semantic errors are passed along, 
unchallenged, by the learning interface. Specifically, the 
learning interface is b l iss fu lly  unaware of what the format of 
the inference rules are, what the language of the domain is as 
used by the expert, and what the expert system already knows. 
The composite system (including the learning interface) has no 
introspection capacity. Consequently, the responsibility of 
system learning and maintenance rests solely on the design team. 
The concept of meta-level knowledge explic it ly  accessible to the 
learning element was developed and incorporated in TEIRESIAS to 
partially correct this learning deficiency.
I I  Approach:
The definition of object-level knowledge is that expert 
domain knowledge about things in the world. The definition of 
meta-level knowledge is that knowledge about object-level
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knowledge which allows the learning element to use i t ,  examine 
i t ,  abstract i t ,  reason about i t ,  and direct its application. 
This concept of meta-level knowledge is essential to at least 
partially pass the responsibility of learning and system 
modification to the expert system i ts e l f .
TEIRESIAS employs several forms of meta-level knowledge. 
Each is an extended data type which describes a system data type, 
or knowledge chunk, exp lic it ly  to the system. The schemata 
correspond to the declarative world knowledge relevant to the 
expert domain. An example, within the context of an investment 
expert system, is the stock name schema. Schemata consist of a 
prototype framework, associated slotnames, and pointers to other 
associated schemata. The prototype and associated slotnames are 
used to prompt the expert for information when he introduces new 
declarative domain knowledge. The pointers are used to reference 
other data structures which might be affected by a new piece of 
this type of knowledge. In effect, the meta-knowledge in 
TEIRESIAS is very utility-oriented with an emphasis on structural 
knowledge. The schemata are static checklists for constructing 
known data types. In order to introduce a new data type, the 
design team would have to provide the corresponding schema.
While the schema is fa ir ly  static and provided by the design 
team, the rule model is dynamically maintained by the expert 
system. It is the analog of the schema, for procedural expert 
knowledge. The rule model represents a composite picture of a 
group of inference rules that conclude about a common domain
Page 32
attribute. An example is the rule model which describes that 
group of rules which recommend investing in AT&T. Rule models 
consist of a prototype rule, common attributes, correlations 
among attributes, and pointers to other associated rule models. 
The decision of what constitutes a common attribute and when to 
correlate them is made by the system sta t is t ica l ly  based on the 
current membership of the group. The rule model is that 
meta-level knowledge which allows the system to ’’ second-guess” 
and ask context-based questions to aid the expert in articulating 
his knowledge. It is a dynamic checklist.
A type of meta-level knowledge which serves a radically 
different function is the meta-rule. The meta-rule has the same
format as ob,ject-level rules. It embodies the strategies, or
preferences, that the domain expert has for directing the
application of the obj ect-level inference rules, based on the
session context. Meta-rules are used to heuristically choose 
among candidate rule groups which could be used to extend the 
inference tree. Meta-rules are intended to constrain the 
exhaustive, depth-first search currently implemented in H. P. P. 
expert systems. An example is that blue-chip stocks should be 
considered f i r s t  when the client is nearing retirement age.
I l l  Contributions and Discussion:
The powerful idea of meta-knowledge is essential to provide 
the self-modification capability found in learning systems. It 
enables a form of introspection. The version employed ' by
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TEIRESIAS allows i t  to participate in a mixed-initiative 
conversation to articulate a rule. TEIRESIAS has some idea of 
the syntax and semantics that the new rule should have, based on 
its understanding of the current state of the knowledge base. 
I t ' s  meta-knowledge is very ad hoc and mostly structural with 
u t i l i t y  emphasized. TEIRESIAS represents a start in researching 
meta-knowledge, but many problems remain. For example, the idea 
of strategic meta-knowledge is very interesting but not fu lly 
developed.
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Paper: Model-Directed Learning of Production Rules
By: Bruce G-. Buchanan and Tom M. Mitchell
Pattern Directed Inference Systems, 1978.
I Problem:
In systems where the knowledge representation method is the 
production rule a human expert is used to form the rule set for 
the system. Much work in the manipulation and interpretation of 
rules has been done, but can programs emulate the human experts 
ab il i ty  to learn production rules by inducing these rules from 
empirical data?
Clearly i f  such programs are to be written they must have a 
strong world model to define interesting associations and to 
limit any hypothesizing process. In conjunction with such a 
model a learning strategy must be developed that balances general 
and specific concepts to form useful rules.
I I  Approach:
This work was done in the domain of mass spectrometry to 
form rules for an existing expert system called DENDRAL. Since 
this work represents knowledge about learning it  is known as 
Meta-DENDRAL. Meta-DENDRAL is to examine data from the mass 
spectrometer and form rules describing the mass spectroscopic 
analysis of molecules. It is possible to define molecular
structures in terms of atom types and bond characteristics such 
as the number of hydrogen neighbors or the number of double
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bonds, thus forming a concept description language for the mass 
spectrometry process.
Since the mass spectrometer breaks a molecule into fragments 
which may regroup, and measures the relative abundance of various 
fragment masses, i t  is natural to attempt to form rules 
describing molecules in terms of fragments and their abundance. 
Thus a molecule and several fragment abundance measurements form 
a training instance. The operation of the mass spectrometer is 
described in a world model called the half-order theory that says 
such things as, ’’ double bonds don't break" and other constraints 
on molecular fragmentation as well as constraints on atom 
migration.
The learning strategy is based on a plan-generate-test 
sequence. A set of related training instances is examined and 
using the world model groups of possible fragments are selected 
to f i t  the observed data. Molecules that might have originated 
these fragments are hypothesized in general terms. This process 
is a heuristic search from the most general molecule ( i . e .  two 
molecules bonded together) to more specific representations 
including atom type, number of bonds etc.
Heuristic analysis of rules is based on positive and 
negative evidence for the rule. Since these rules represent 
directed guesses at what a "good" rule might be they often fa i l  
to predict or fa lsely predict certain behavior. The analysis is 
performed by a c r it ic  function. Also during rule formation it  is 
desired to form as complete and correct a set of rules as
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possible thus there are attempts to improve rule performance by 
arbitrarily making some rules more general and some more 
specific. I f  a particular rule seems to explain the sum of what 
other rules explain i t  replaces the group of rules.
I l l  Contributions and Discussion:
Through the use of a model to direct rule formation and with 
heuristic search along the general to specific concept spectrum, 
meaningful results have been generated to predict mass 
spectrometer behavior for several classes of molecules. Indeed 
Meta-DENDRAL performs like a well-educated spectroscopist and has 
contributed new knowledge about mass spectroscopy.
The use of a world model is at the center of most learning 
systems and is seen to play an important role as an aid to 
finding interesting concepts. The use of a general to specific 
ordering was later formalized into the version space approach 
which eliminates the use of heuristic searches as used in
Meta-DENDRAL.
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Paper: Version Spaces: An Approach to Concept Learning
By: Tom M. Mitchell
Ph.D. thesis, 1973.
I Problem:
Concept learning can be approached as a study of positive
and negative examples, or instances, of the concept to be
learned. The goal is to generalize the important features into a 
concept description. Thus the results of this learning by 
'’ induction” process would be the set of concept descriptions or 
’’ version space” consistent with the given set of training
instances. However previous concept learning systems generated 
incomplete and possibly inconsistent sets of concept descriptions 
and thus lost some of the information in the training instances.
I f  concept learning is viewed as a search of possible
concepts to f i t  the training instances then the previous methods 
may be viewed as: depth-first heuristic search, that is try to
guess the concept based on an evaluation of the ’’best” concept 
description, or breadth-first heuristic search which uses the 
notion of a ’’ general” to ’’ specific” ordering. Version spaces are 
an elaboration and a formalization of this ordering as a 
mathematically . precise partial ordering and thus eliminate some 
d i f f icu lt ies  with the previous methods. Such d i f f icu lt ies  are 
determining when concepts are consistent with a l l  training 
instances, when concepts are ambiguous, when there are 
inconsistencies in the training set and what training instances 
best define the concept.
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II  Approach:
The version space approach is a method for defining the 
concept solution space by computing boundary sets of maximally 
specific and maximally general concept descriptions. These 
concept descriptions must be in a f in ite  or at most countably 
in finite concept description language. This language is domain 
dependent.
The version space concept learning algorithm is called the 
"candidate elimination algorithm" and takes as input training 
instances, and outputs updated concept description boundary sets. 
This algorithm is based on four functions and a pattern matching 
predicate. The pattern matcher identifies concept descriptions 
that f i t  training instances. Two of the functions generate the 
set of allowable maximally specific and maximally general concept 
descriptions for a training instance and the remaining two 
functions update the boundary 3ets with these concept
descriptions. The processing is primarily dependent on whether 
the training instance is a negative or positive example of the 
concept.
Because of its  mathematically formal definition this 
approach may be proven correct, that is the boundary set 
representation of the version space is a complete representation 
and the candidate elimination algorithm generates the proper 
boundary sets for a given training instance. This mathematical 
base allows analysis of many of the characteristics of this 
approach.
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I I I  Contributions and Discussion:
i i th  the use of the candidate elimination algorithm and 
version spaces the total set of concept descriptions consistent 
with the training instances is generated, thus a l l  information is 
fu l ly  used. This may cause problems i f  the training instances 
are inconsistent, but some techniques for dealing with this 
problem are a part of the version space approach. The 
computational load is lessened in comparison to previous methods 
in that past training instances need not be reviewed to validate 
updated concepts. The version space is a provably correct and 
complete bounding process instead of a heuristic guess. As a 
result of the bounding the order of presentation of training 
instances is irrelevant and indications of future valuable 
training examples are available.
One area of concern is the size of the boundary sets. The 
application of the version space approach to the Meta-DENDRAL 
program in which i t  replaced a complex heuristic search process 
has shown as good or better results with large but manageable 
boundary sets-
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The Heuristic Programing Project and Learning
I Brief Analysis of the H. P. P. Approach:
It should be noted that the H. P. P. architecture supports 
the only performance programs currently competitive with human 
experts in certain f ie lds. MYCIH, for example, is an expert 
system in diagnosis of blood infections and meningitis infections 
and the recommendation of drug treatment. It is the prototypical 
H. P. P. expert system. In the system validation phase, MYCIVs 
performance was rated by a panel of domain experts. In 90$ of 
the test cases analyzed, a majority of these judges indicated 
that MYCIN’ s decisions were the-same-as or as-good-as their own.
Some problems exist. For example, the 90$ figure associated 
with MYCIN contains, in large part, the typical, routine cases 
experts handle almost off-handedly. The tougher cases requiring 
deeper thought and more intricate analysis l i e  in the 10$ not 
matched. This is a serious and inherent limitation of the 
approach. H. P. P. researchers have committed themselves to 
surface "knowledge sufficiency. They are trying to model a human 
expert at a shallow leve l.  The consequence is short-term success 
with an asymptotic performance limit established by a combination 
of the ab il ity  and articulation of the most productive expert. 
This introduces the second limitation associated with the 
approach, the process of knowledge extraction. Since there is no 
attempt to formulate and understand the deeper knowledge in the 
domain, knowledge extraction is an art rather than a systematic,
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engineering task.
Even assuming that the H. P. P. approach is the correct 
one, there is a limitation associated with the architecture. The 
performance curve, as a function of the number of rules in the 
knowledge base, indicates that MYCIN’ s surface knowledge 
capabilities cannot be easily extended. It takes more and more 
rules to produce the same amount of performance improvement.
I I  Analysis of the H. P. P. Research on Learning:
H. P. P. work in learning originated as support for their 
prime research goal, developing expert system design concepts 
within the E. P. P. approach. As such, the H. P. P.
perspective is one of the most applications-oriented in the state 
of the art of learning systems.
The programming tool, EEYCIN, the AI tool librarian, AGE, 
and the intelligent assistant, TEIRESIAS, co llect ive ly  exhibit a 
trend. This trend is towards more and more automation of the 
design team’ s programming responsibilities. These systems 
co llective ly  raise the knowledge base construction process from 
employing a rigid Lisp format to a restricted, but free-form, 
subset of natural language. They handle the bookkeeping and 
detail work involved. They also provide the domain-independent 
explanation capabilities which can be used to examine system 
reasoning in a debugging context. In all cases, the expert 
system under construction learns by being told. In AGE, the
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domain expert w ill  also learn under AGE’ s intelligent guidance 
thru library documentation of available building tools. In 
TEIRESIA3, the intelligent assistant will  also learn by
maintaining up-to-date models which mirror the current state of 
the knowledge base. v/ithin the limited range established by 
their development-oriented goals, the H. P. P. efforts in 
learning have succeeded.
The machinery of learning exhibited by meta-DENDRAL is more 
ambitious than that of TEIRESIA3, AGE, or EMYCIN. The goal is to 
learn by induction. This ab il i ty  would not only remove the 
knowledge engineer from the picture, but also would assume most 
of the domain expert’ s responsibilities in knowledge
articulation. Meta-DENDRAL is more powerful. This is due in 
part to the domain-dependent learning structure employed by 
meta-DENDRAL as opposed to the architecture-dependent learning 
structure used in the others. The added power is gained at the 
expense of the generality of the learning structure.
Some problems exist. H. P. P. efforts have been 
concentrated in the knowledge base construction phase of expert 
system construction. The most d i f f icu lt  phase of this expert 
system construction, knowledge extraction from the domain expert, 
has been le f t  re lative ly  untouched. One aspect of knowledge 
extraction, that i t  is an art, makes i t  a much more d i f f icu lt  
domain for learning research. Other aspects, that i t  is a 
teaching process and that i t  is the stopgap of expert system 
construction, makes i t  almost imperative to formalize the
\
Page 43
process, preferably t-hru imposing a matching learning structure. 
Meta-DENDRAL is one attempt to automate knowledge extraction thru 
induction. However, its  research success is very much based on 
the domain characteristics and cannot easily be generalized or 
adapted to other expert domains.
Other problems surface as inherent limitations of the 
approach. Since learning is at the surface knowledge level, the
learning systems which monitor the knowledge base construction 
process cannot check for knowledge consistency. The learning 
system cannot verify whether the new rule to be added w ill  cause 
the expert system to draw contradictory conclusions, or some 
resident rules to never again be used. A related problem is 
knowledge completeness. The learning system cannot use 
introspection of deeper concepts to identify holes in its 
one-level knowledge fabric. The expert system either has the 
pertinent rules or the learning system is unaware that such 
knowledge even exists. This has ramifications in knowledge 
extraction. The determination of areas within the expert domain 
which should be examined for new rules is currently s t i l l  an 
entirely human process. Lastly, knowledge redundancy can clutter 
up the knowledge base. The learning systems have no rule 
comparison capability to determine that several rules overlap or 
are actually encompassed in a more general version.
The short-term success of the H. P. P. architecture as a 
basis for expert systems has severely biased their learning 
research. Meta-DENDRAL research was initiated in response to
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heuristic DENDRAL ‘ needs in 1972. TEIRESIAS research addressed 
MYCIN’ s requirements and produced a Ph.D. thesis in 1976. AGE 
and MYCIN research progress wa3 reported in 1979* This trend 
indicates that the performance nature of H. P. P. learning 
research is unlikely to change in the near future.
I l l  Relevance to Air Traffic Control:
By necessity, the comments, pointers, and questions 
concerning the relevance of the H. P. P. learning systems 
research to the air t ra f f ic  control (ATC) problem wil l  take the 
form of educated conjecture. Generally speaking, the level of 
expertise reflected in the ATC domain is comparable with that of 
the expert domains considered by H. P. P. ‘ Also, the performance 
achieved by H. P. P. expert systems is at a very high leve l,  and 
therefore an appropriate goal.
Some more specific conclusions can be reached. The power 
exhibited by meta-DENDRAL due to its domain-dependent learning 
structure makes a strong case for a similar domain-dependent 
structure in ATC. The meta-level of knowledge made explicit in 
TEIRESIAS and meta-DEiiDRAL for introspection i 3  certainly 
necessary. I t ’ s syntactic aspects is the basis for
self-modification by any system. Furthermore, its semantic 
aspects could fac i l i ta te  deeper, more c r it ica l  learning thru 
model-directed induction of ATC strategies from case studies. 
The context-based questioning capability that TEIRESIAS displays 
could also prove invaluable for seeking and challenging guidance
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in this induction process.
The numerous questions raised by this analysis of H. P. P. 
learning research include those that address the classification 
of types of meta-knowledge. What other types are there beyond 
that which encodes structure knowledge? What subdivisions of 
meta-knowledge exist for the ATC domain within the one used by 
Davis to include a l l  levels of strategies? What is gained by a 
deeper understanding and organization of the ATC domain 
knowledge? How can this knowledge's consistency and completeness 
be insured? These are among the issues that mu3 t be resolved on 
the way to an expert-level performance learning system in the ATC 
domain.
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Section I I I  
M. I. T.
A r t i f ic ia l  Intelligence Lab
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Overview of M. I. T. Papers
Most of the M. I. T. works have "been related to basic 
research which, unlike Stanford’ s Heuristic Programming Projects, 
are not intended for immediate applications. Consequently, there 
is less continuity among the subjects being discussed.
Both Winston's and Sus3man's Ph.D. theses are about 
experiments in the BLOCKS world, which is a domain that is 
semantically simpler than those of the real world. Although 
research conducted in the BLOCKS world has been questioned for 
its extensibil it ies, both papers did discuss some important 
issues that any real-world task using similar approaches may have 
to face.
The important conclusion from Winston’ s ARCH work is that 
the use of ’’near-miss" examples is a powerful technique in that 
the instructor will be able to convey precisely the essential 
ideas to the underdeveloped model. Also Winston discusses the 
complications of having negative training instances that are not 
so "near” to the existing model. Since single-difference 
near-miss examples are not so common in the real-world we find 
from his experience that a carefully devised training sequence, 
starting with simple but definite near-mi33 examples, can avoid 
confusion when learning from more complicated examples.
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Sussman's thesis deals with sk il l  acquisition (or learning 
procedures). Although only the performance (the speed of 
problem-solving) , not the ’’ competence” of the HACKER is improved 
through the learning practice, Sussman suggested an interesting 
way to modify and to generalize the existing procedures. Since 
problem-solving in the ATC environment is basically dealing with 
the learning of procedures, his experience is particularly 
helpful to our work in ATC learning.
Goldstein’ s ’’ Annotated Production System” paradigm is an 
improvement of the traditional production system which has been 
widely utilized as a tool to model the behavior of domain 
experts. The commentary formalism added to the standard 
production-rule format makes the annotated production system more
i
l ike ly to cope with complicated real-world situations. 
Furthermore, we share G-oldstein’ s concern about the eff iciency of 
a real-time system. The proposed ’’heuristic compiler” to improve 
the run-time efficiency of the knowledge base can be classified 
as ’’ learning by self-reorganization” .
Finally, Winston's recent contribution is about creating and 
justifying ’’ transfer frames” as a method of learning. The 
computer student is given a pair of related concepts, called 
"simile” , by the human instructor. The computer program, the 
student, is to figure out the ideas that the instructor is trying 
to get across. Winston proposes the idea of "transfer frame” as 
a f i l t e r  of information flow between the source and the 
destination concepts. I f  learning in the ATC environment is to
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be achieved through human instruction, the idea of ’’ learning 
through simile” is quite applicable in that the computer can be 
taught to solve an ATC problem by refering to similar problems 
with typical solutions.
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Paper: Learning Structural Descriptions from Examples
By: Patrick Winston
Ph.D. Thesis, 1970.
I Problem:
To describe an abstract concept is always a challenging task 
for those people who are interested in a r t i f i c ia l  intelligence as 
well as psychology. In the case of a r t i f i c ia l  intelligence, the 
goal is not only to understand the concept, but also to build up 
a computer model for such a concept so that the computer program 
can make use of the model to perform some intelligent tasks. 
Working within the domain of three-dimensional structures of the 
BLOCKS world, Winston proposes a way to build up the description 
of a visual scene, and to establish the model of a visual concept 
through a carefully devised training sequence. The significance 
of this work extends beyond the BLOCKS world as i t  addresses 
several important issues related to computer vision and computer 
learning.
II  Approach:
The in i t ia l  step of the concept learning process is to build 
up the structural description for a visual scene. To begin with, 
Winston performs a preliminary scene analysis by applying the 
vision programs written by H. N. Mahabala and A. Suzman. 
Mahabala's program classifies and labels the vertices and regions 
of a scene, and the result is feeding to Suzman’ s program which,
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in turn, groups the vertices and regions together into labeled 
objects. The resulted visual information, in the form of 
vertices, regions, and objects, is taken as input to Winston’ s 
description-building programs. Relationships and properties of 
the objects, such as ABOVR, IN-FRONT-OP, SUPPORT-OF, LEFT-OF, 
RIGBT-OF, LARGS, SMALL, STANDING, LYING, are discovered by their 
corresponding procedural detectors. After building up the 
description of the local relationship, grouped objects are 
recognized by a 2-step process of conjecture- criticism and 
revision. Up to thi3 point, a hierarchical description of the 
3cene is established.
Concept-learning is achieved by introducing a sequence of 
positive (examples) and negative (counter-examples) instances of 
the to-be-learned concept, each instance being pre-processed to 
establish their structural descriptions. The model of the 
concept is gradually built up by comparing current instance with 
the alread.y-existent model. Special emphasis is on the 
"differences’* between these two structural descriptions. In the 
case of "examples" (positive instances), each difference implies
a possible generalization of relationship in the model. For
negative instances, the differences are those necessary
conditions (MUST-BEs) which characterize c+ pr CO model. Winston
proposes a powerful notion, called "near-miss", which is a 
negative instance in a training sequence quite like the concept 
to be learned but differs from the concept in only a small number 
of significant points. Those small differences permit the 
machine to localize some part of its current opinion about a
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concept for improvement. Through the use of such "near-miss” 
instances, the teacher can convey particular iieas quite clearly.
I l l  Contributions and Discussion:
Through the study of structural learning process in the 
domain of BLOCKS world, Winston demonstrates the powerfulness of 
using "near-miss" instances to convey a definite idea to the 
under-developed model. In a supervised learning environment with 
human as teacher, i t  is the responsibility of the human 
instructor to carefully devise the "near-miS3" training instance. 
This implies that the teacher must understand the internal 
structure of the model so that he can e f fect ive ly  convey the 
essential ideas.
In the domain of air t ra f f ic  control, i f  learning is to be 
achieved under human supervision, Winston’ s experience is of 
particular value. The results point out that i f  e ffective 
learning is to be achieved through a sequence of nsar-mi33 
instances, the trainer must not only be an ATC expert, but also 
be a computer expert who is familiar with the internal model of 
the intelligent ATC program.
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Paper: Learning by Creating and Justifying
Transfer Frames
By: Patrick Winston
A rt i f ic ia l  Intelligence:
An M. I. T. Perspective, 1930.
I Problem:
The transfer frame method of learning fa l ls  under the 
category of ’’ learning by studying samples” . It is a descendant 
of a similar sample studying approach known as near-misses. The 
student is active in the learning process and shares the burden 
with the teacher.
I I  Approach:
The learning system (student) in i t ia l ly  possesses knowledge 
represented as frames. The frame is able to represent 
descriptions of almost anything, objects, actions, etc. For 
example, a cube may have slot-value pairs such as color-blue and 
material-wood. The teacher supplies an instruction in the form 
of a similarity, <destination> is like <source>, known as a 
simile. It is desired to add knowledge about the <destination> 
from that of the <source>, which something is known about. This 
is accomplished with the creation of a transfer frame, which 
passes or ’’ f i l t e r s ” the information meant to be transferred from 
the <source> to the <destination. The information represents 
some commonality. Transfer- frames are created in two steps, 
hypothesis followed by f i l te r in g .  During hypothesis, a l i s t  of
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possible or "candidate" slots is made from analysis of the 
<source> and its fellow class members (re la t ives ) .  Filtering 
isolates the correct slots whose values are to be transferred 
from analysis of the <destination and its relatives.
The many cr iter ia  for choosing candidate 3 lots are applied 
in order. Slots with exceptional (extreme) values is the most 
typical candidate slot. Next, 3lots know to be globally 
important are selected. Finally, outstanding slots of the 
<source> in terms of existence and value with respect to its 
relatives are chosen. The candidate slots are grouped into 
transfer frames according to properties.
Filtering is also performed by an ordered application of 
rules. Transfer frames are chosen which have slots typical among 
the <destination> and it3 relatives. Because of connection 
between successive similes, previous transfer frames are also 
used .
I l l  Contributions and Discussion:
Learning with transfer frames fac i l i ta tes  the acquisition of 
knowledge with simple similarity instructions. With a sequence 
of similes, i t  i3 possible to rapidly build a frame for something 
know l i t t l e  about. The main limitation is dealing with 
descriptive knowledge only in the form of frames. The ATC 
problem can be broken down into a hierarchy of plans, general 
control strategy at the top, followed by f l ight plans, and
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real-time aircraft maneuvers. For each leve l,  i t  is possible to 
attach descriptions to its members and expand its knowledge base. 
For example, f l ight paths can be broken down into descriptions 
relating to the crew, controller, passengers, and aircraft. 
Possible slot values are performance ( crew,controller) and fuel 
efficiency (a irc ra ft ) .  There are frames for particular f l ights, 
and frames for new fl ights can be generated with transfer frames.
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Paper: A Computational Model of S k i l l  Acquisition
By: Gerald J. Sussman
Ph.D. Thesis, 1973«
I Problem:
An important subject in the domain of a r t i f i c ia l  
intelligence is to understand the principles behind the 
intelligent problem-solving activ it ies that humans perform daily. 
A sk i l l  is a set of answer procedures to achieve a definite goal. 
HACKER is a computer problem-solving system to model the process 
underlying the development of such sk il ls .  Along with a library 
of the developed sk i l l ,  HACKER has the ab il i ty  to develop a new 
sk i l l  with its  general problem-solving, debugging, and learning 
capabilities. Because of the learning capability, the 
performance of HACKER improves with practice.
I I  Approach:
Just as a human problem-solver, when attacking a problem, 
HACKER f i rs t  tries to classify the problem into a subclass for 
which a solution method has already been developed. I f  an old 
sk il l  is available, i t  w il l  be invoked to solve the problem. 
However, i f  none of the developed solutions is applicable, HACKER 
will  make up a new solution using some general problem-solving 
techniques, the so called "bag of tricks", applied to his 
knowledge of the domain. In doing so, HACKER util izes cr it ics to 
check for inapplicable situations which were summarized, or
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learned, from its previous problem-solving experience. I f  i t  
turns out that the new solution . proposed by the general 
strategies fa i ls  to solve the problem, HACKER enters the 
debugging phase to localize the cause of such failure. It 
reviews the history of current problem-solving process and 
pinpoints the causes of failure. The "bug” is then classified 
into known type by comparing with the prototype bugs in the 
library. A remedial action is thus suggested to modify the 
problem-solving process. I f  this process results in a successful 
plan to solve the given problem, the new solution, or ’’ s k i l l ” , is 
stored in the answer library along with its problem pattern. In 
addition, the bug triggers a learning process by adding cr it ics  
into the library so that, i f  later encountering the same type of 
problem, the problem-solver can be expected to avoid making these 
mistakes again.
I l l  Contributions and Discussion:
HACKER is the f i rs t  problem-solving system attempting to use 
the planning ’’bugs” instead of avoiding them. The idea
underlying HACKER is to learn from an incomplete plan, bug-ridden 
as i t  can be, by analyzing the causes of its failure. Learning 
comes in both positive and negative sides, i . e . ,  either to 
’’ remember” the solution method to a new problem, or to modify the 
strategy of the problem-solver to avoid making the same mistake 
again. The former being not so attractive because, in the long 
run, the developed skil ls  are going to flood the answer library
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3 0  that i t  is ineff ic ient to search for possible developed 
solutions. This is in direct conflict with the principle of 
intelligent problem-solving, which is to encode the methodology 
of problem-solving into the program so that the solution can be 
developed on the spot rather than to memorize each solution for 
every problem. The latter learning strategy is more interesting. 
It suggests to abstract the bugs and readjust the behavior of the 
problem-solver by posting exceptional conditions to its general 
problem-solving techniques. Such learning strategy has potential 
application in the domain of en-route air tra f f ic  control. As 
the air t ra f f ic  controllers are guided by some general strategies 
to solve the encounted air t ra f f ic  problems, a journeyman 
controller must be able to recognize the exceptional situations, 
an ability  that he ’’ learned” from his many years of experience. 
Such sk i l l  coincides with what HACKER is addressing. Since 
HACKER is designed to solve problems within the domain of BLOCKS 
world which is quite limiting in its semantic depth, i t  is 
premature to say that the ideas elucidated by HACKER are directly 
applicable to the domain of air t ra f f ic  control. Nevertheless, 
the study about the relationship between ’’problem-solving” and 
’’ learning” by Sussman is a helpful experience toward our work of 
solving the controller ’ s problems.
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Paper: Annotated Production Systems:
A Model for Skill Acquisition
By: Ira Goldstein and Brie Grimson
IJCAI, 1977.
I Problem:
A procedural model for modeling of sk i l l  acquisition in 
student pilots is proposed. The sk i l l  in acquisition is attitude 
instrument flying. Por this application, a production system 
model is inadequate. The model consists of standard production 
rules with additional formal commentaries (meta-knowledge).
Production systems have demonstrated desirable 
characteristics in their generality, modularity, and simple 
control. However, in sk i l l  acquisition they have ’ severe 
limitations. For example, there are inefficiencies in dealing 
with context, a lack of direction for debugging, and no 
self-knowledge for learning. Learning abil ity  and performance 
are severely hampered.
The task involved is attitude instrument flying (AIP). 
Typical subgoals are maneuvers such as steady climbs, turns, 
descents, and level f l igh t .  From observations of instrument 
readings (e .g . airspeed), the student pilot applies control to 
the aircraft. Here, the mapping process from measurement to 
control is more sophisticated than other domains. 
Characteristics are higher order effects, interrelated control, 
and context-sensitivity. The real-time nature of the task also 
demands fast response times and consequently higher performance.
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I I  Approach:
3*1 Production Systems
Production systems (PS) are composed of production rules of 
the form <pattern> invokes <action>. Goals are achieved by 
recognition of patterns and execution of actions. This works for 
a sequence of independent recognize-act pairs. Because AIF is 
context-sensitive, independence does not hold and poor 
performance results. Some rules are more l ike ly  to be applied 
and others have exceptions. Dependence between actions require 
communications between productions, which has limited support in 
PS. Consideration of future consequences of actions is also not 
possible in PS. The result is that .the sequential paradigm in 
achieving a goal may fa i l  and more complex procedures such as 
coordinate routines are needed. The ordering of rules may add 
additional conditions in the application of a rule, increasing 
response time.
3.2 Annotated Production Systems
The need for second-order knowledge results in an annotated 
production system model (APS). Annotations to production rules 
are in the form of caveats, rationales, plans, and control 
information. Caveats provide information regarding exceptions to 
rules, planning, and interrelationships among rules. Control 
annotations resolved the situation where several rules may be 
used to achieve a goal. Rules are ordered as being primary,
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checking, and backup. Rationales are placed globally and locally  
to aid performance debugging via explanation. Annotations are 
used to verify appropriateness and success in execution of a rule 
and also in failure recovery.
Learning is accomplished by modifying production rules with 
help from annotations. Control specialists are generated form 
global and local control annotations to direct rule application. 
Caveat specialists are also formed to check and look for 
exceptions. Learning occurs from generalizing rules and analogy 
of rule patterns and actions.
I l l  Contributions and Discussion:
PS were originally designed for psychological modeling of 
individuals. Realistic domains such as AIR require higher order 
knowledge in the form of annotations. It also fac i l i ta tes an 
environment for "learning by analogy” and "learning by 
generalization". The task of an air t ra f f ic  controller is 
similar to that of AIF; both are real-time situations and direct 
aircraft trajectories. However, effects are higher-order due to 
interaction between other aircraft and their controllers.
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Summary of PI. I. T. Works
In the M. I. T. works reviewed, various forms of learning 
have been discussed. ARCH is a case of "learning from examples". 
It achieves the construction of a computer model through a 
sequence of carefully devised examples from the instructor. In 
HACKER, the instructor merely assigns some "exercises" without 
further comment, and the system gradually improves its 
problem-solving abil ity  through practice. This is a case of 
"learning by self-discovery", with a minimum assistance from the 
instructor. However, as discussed before, the " improvement" is 
mostly on the "speed" of problem-3 olving rather than on the 
"competence". The APS (Annotated Production System) proposed the 
idea of using the "heuristic compiler" to reorganize its own 
knowledge base, and hopefully resulting in a more eff ic ient 
knowledge base for problem-solving. It can be considered as a 
case of "learning by self-reorganization". Again, i t  is the 
eff iciency of problem-solving that is of main concern, not the 
competence.
Winston's "Transfer Frame" system is another case of 
"learning from examples". The instructor attempts to convey to 
the computer student a new concept by refering to a related 
known-concept. It is the responsibility of the computer student 
to figure out what the key concepts such analogies are trying to 
point out. The d i f f icu lt ies  arise mostly from the impreciseness 
of the communication between the teacher and the student, which
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is more l ike ly  a subject of linguistic research.
The M. I. T. works mostly leal with innovative ideas 
without clear intended applications. Although theoretical in 
nature, their experience with various types of learning can be 
helpful to our research on the ATG applications.
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Section IV
Carnegie-Mellon University
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Overview of C. M. U. Papers
The purpose of research at Carnegie-Mellon University is to 
understand intelligent systems and the nature of human 
intelligence. This can be viewed as a combined social science 
and a r t i f i c ia l  intelligence approach with -roots in the Logic 
Theorist, a 1956 Newell and Simon publication that describes a 
computer program that imitates human problem solving with 
heuristic search. During this period, learning was a popular 
research topic in a r t i f i c ia l  intelligence. Most researchers held 
the view that i t  was easier to induce a system to organize i t s e l f  
from scratch, by exposing i t  to an appropriate set of training 
instances, than it  was to provide i t  with the knowledge i t  would 
need for expert performance. These efforts somewhat paralleled 
the theories of Hebb and other psychologists that proposed that 
the basis of learning was largely the self-organization of neural 
nets.
During the past ten years there has been a resurgence of 
research in learning. In a recent art ic le ,  Simon states ’’ The 
principle mechanism of intelligence that we have observed (in 
people or computers) operating in problem environments is 
heuristic search” . Combined with research into heuristic search 
algorithms is the current paradigm of programming a model of 
expert behavior to include an in i t ia l  database of declarative 
knowledge, i . e . ,  rules of the domain. Characteristic of the new 
research into learning is the use of production systems.
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Production systems are sets of conditional rules and are used 
extensively at Carnegie-Mellon University to model human behavior 
in several domains. Examples include Lenat’ s AM (acquires new 
mathematical concepts which in turn helps to acquire others), 
Langley’ s BACON (induces scientif ic  laws from data using 
recursive procedures), Neve's research (learns skil ls  by analysis 
of worked out textbook examples), and Anderson’ s ACT (simulates 
language acquisition and learning of geometry proof s k i l l s ) .
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Paper: Automated Theory Formation in Mathematics
3y: Douglas B. Lenat
IJCAI, 1977.
I Problem:
The formulation of theories in any scientif ic  discipline 
requires both ( 1 ) the discovery of interesting relationships 
among known concepts, and (2) the invention of new concepts. The 
f i r s t  of these activ it ies has been demonstrated in the 
meta-DSNDRAL system wherein regularities in chemical mass 
spectrometry data are discovered and encoded into compact rules, 
and the latter activity by Winston in a system which learns new 
concepts about structures composed of blocks (such as arch or 
tower) by being shown examples and non-examples. Lenat proposed 
combining these two types of activity and implemented his ideas 
in a system called AM which discovers patterns and creates new 
concepts in elementary mathematics.
I I  Approach:
AM consists of two distinct bodies of knowledge: a network 
of concepts and a collection of heuristic rules. The heuristics 
look for patterns within and among the concepts, and those which 
are particularly interesting become newly created concepts; 
hence, the network of concepts grows larger.
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In it ia l ly ,  AM contained about 100 concepts from elementary 
set theory. These were organized in a hierarchy with the most 
general concepts at the top. Among the more general concepts are 
’’ object” and ’’ act iv ity” . Under "object" are the concepts of 
"set” , "empty-set” , " ordered-set", etc., while under "activity" 
are "predicate", "operation", and many particular operations like 
" set-intersection".
Each concept is composed of many facets such as the name of 
the concept, its definition, and an algorithm for its execution 
i f  i t  happens to be an operation. Many facets are simply 
pointers to other concepts. In fact, these pointers are what 
ties the concepts together into a network. Among these facets 
are generalizations, special cases, and examples of the concept. 
Other facets contain more complicated 'relationships involving 
several other concepts as in analogies and conjectures.
Although the knowledge about mathematics is encoded in the 
network of concepts, the real knowledge is embodied in the 
heuristics. Each heuristic has an " i f "  part which must be 
satisfied before the heuristic w il l  be used, and a "then" part 
which can have one of three kinds of e ffects: ( 1 ) f i l l  in the 
contents of one facet of a concept, ( 2 ) create a new concept, or 
(3) suggest a new task. In fact, most tasks are of the form 
" f i l l  in a particular facet of a particular concept" because that 
facet is currently empty. I f ,  for example, the task is to f i l l  
in the "examples" facet, then the heuristic which uses the 
"algorithm" facet to generate examples is called into operation.
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However, other heuristics may also be pertinent ( i . e . ,  their " i f ” 
parts are satis f ied ). Thus, i f  only one example is found, that 
example could become a new concept; i f  the set of examples found 
is similar to the set of examples of another concept, then 
conjecture that that concept is identical to the one being worked 
on; i f  very many examples are found, suggest finding examples of 
a special case of the concept; and so forth.
In order to keep AM from wasting too much time on fruitless 
endeavors, a l l  the tasks to be performed are ordered in a queue 
according to their priority. A task is given higher priority (1) 
i f  i t  was suggested on more than one occasion, ( 2 ) i f  i t  is 
related to a particularly interesting concept, and ( 3 ) i f  i t  was 
suggested very recently. The interestingness of a concept is 
just another facet of a concept and i3 therefore operated on by 
heuristics. For example, a heuristic which creates a new concept 
is l ike ly  to increase the interestingness of a l l  generalizations 
of that concept. The last of the above conditions causes AM to 
focus its attention on a given line of discovery, much as humans 
do.
I l l  Contributions and Discussion:
The discoveries made by AM are indeed impressive (for a 
machine). Starting only with elementary set theoretic concepts, 
AM discovered counting, numbers, addition, multiplication, 
division, primes, unique factorization, and much more. 
Contributing to this success was the use of symbolic reasons
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attached to each task. Thus, the number of different reasons why 
a task was suggested could readily be evaluated in order to 
determine what priority i t  should be given.
However, unlike the network of concepts, the set of 
heuristic rules could not grow. Since the original set of rules 
were mainly applicable to set theory, their power rapidly 
diminished as the system delved deeper into number theory. 
Unique factorization is about as far as AM was able to go. It 
became clear that in future systems of this sort, i t  would be 
necessary to have rules which could add new heuristics tailored 
to deal with the newly created concepts.
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Paper: Rediscovering Chemistry with BACON.4
By: Pat Langley, Cary Bradshaw, and Herbert A. Simon
Workshop on Current Developments 
in Machine Learning, 1930.
I Problem:
One clear example of "learning by discovery" is that of 
abstracting natural laws from empirical data. Quite frequently, 
the laws involve many variables which makes i t  d i f f icu lt  to find 
the formula that relates them by t r ia l  and error alone. To aid 
in the discovery of these laws, scientists employ a number of 
heuristic rules which reduce considerably the number of formulas 
that must be tried. An attempt to find these heuristics and to 
implement them in a computer program was the apparent purpose of 
a system called BACON at Carnegie-Mellon University.
I I  Approach:
The usual technique in designing an experiment is to hold 
all the variables constant except for a few (usually two) for 
which a numerical relationship is being sought. This is also the 
technique employed by BACON. I f  a predictable relationship is 
found between the remaining variables, i . e . ,  their product is a 
constant, or one varies linearly with respect to the other, then 
the parameters of that relationship are hypothesized to be new 
physical properties and thus become new variables which can be 
calculated from and used as data in other experiments.
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2 o illustrate this process, consider an experiment 
consisting of a sealed bottle of some gas also containing a 
thermometer and barometer. A linear relationship would be noted 
between the temperature T and pressure P. The slope and 
intercept of the line obtained by plotting T versus P are 
considered to be constants (perhaps depending on the experimental 
conditions). In this case, the intercept is the temperature 
corresponding to absolute zero, while the slope is a constant 
which depends on the volume and contents of the bottle. The 
latter dependency would be discovered by performing similar 
experiments with different bottles and different quantities of 
gas.
I f  i t  was not immediately known that the volume of the 
bottle was a relevant factor, then a label corresponding to the 
bottle and its contents (and any other conditions that might 
affect the results) would be treated as a nominal variable as 
opposed to a numerical variable. It would be noted that the 
slope of T versus P varies depending on the value of the nominal 
variable while the value of the intercept does not. Thus, the 
value of absolute zero would be hypothesized to be a constant, 
while some as yet undiscovered property of the bottles and gases 
would be hypothesized to explain the differing values of the 
slope. In fact, the value of the slope would be defined to be 
the value of this new property. The next step would be to find a 
relationship between this new property and, say, the volume of 
the bottle (keeping the amount of gas constant). This would 
result in postulating yet another property which would be found
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to depend on the amount of gas used in the experiment. After 
discovering that relationship, the system w il l  have f ina l ly  
arrived at the ideal gas law.
I l l  Contributions and Discussion:
Earlier versions of BACON were able to discover the correct
formulas for Snell ’ s law of refraction, conservation of momentum,
and gravitational attraction using the same set of heuristic
rules. Application of the system to chemistry, however, required
the addition of another heuristic rule, namely, that of looking
for common submultiples among a set of data points. After that,
BACON was able to retrace most of the more basic discoveries made
by early chemists.
<
The whole point of this system seems to be how many 
discoveries can be made with a fixed set of heuristic rules. 
However, there is a great deal more to scientif ic  discovery than 
the discovery of formulas to explain experimental data. One must 
create models of the underlying phenomena in a given experiment, 
and given the model, more detailed experiments can be designed to 
refine the model, and so forth. Eventually, a model may have to 
be rejected, e.g., Rutherfords’ s model of the atom as a planetary 
system, but without i t ,  we may never have discovered the current 
model (quantum mechanical). Thus the next step for automated 
scientif ic discovery should at least consider model formation.
Page 74
Papers: A General Learning Theory and Its Application 
to the Acquisition of Proof Skills in Geometry
John R. Anderson
Workshop on Current Developments 
in Machine Intelligence, 1930.
A Learning System and Its Psychological Implications
John R. Anderson and Paul Kline 
IJCAI, 1979.
I Problem:
The authors contend that there are three types of learning 
required for a student to learn skil ls  such as planning and 
generating geometric proofs. In the context of how a student 
searches for a proof tree, these include the acquisition of 
operators in procedural form, learning to represent problems in a 
way that operators can more easily be applied, and tuning 
operators so that they w ill  apply more appropriately. Operators 
are production rules and theories of learning are examined with a 
computer simulation t it led  ACT.
I I  Approach:
ACT is a production based computer simulation based on a 
semantic network. Knowledge is divided into two categories: 
declarative and procedural. Declarative knowledge is represented 
in a propositional network similar to Quillian’ s semantic 
network. Procedural knowledge is represented as a set of 
productions. ACT’ s control structure is an iteration through
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successive cycles, where each cycle consists of a "production 
selection phase followed by an execution phase. On each cycle an 
APPLYLIST is computed which is a probabilistically defined subset 
of productions whose conditions have all  their active constants 
in the data base. The probability that a production w il l  be 
placed on the APPLYLIST depends on the strength of that 
production relative to the sum of the strengths of the other 
productions.
ACT can learn by adding propositions to its data base and by 
adding productions. It can also learn by modifying the strengths 
of its productions. Productions can be added by encoding of 
instructions or by the restructuring of productions in response 
to experience.
When students f i rs t  learn a definition or theorem i t  is not 
immediately converted to procedural knowledge. Part of this is 
due to confusion on how best to use the new knowledge. A good 
student w il l  learn to plan proofs using forward and backward 
reasoning combined with pattern recognition based on experience. 
The process of translating declarative knowledge into productions 
is called procedural compilation.
Finding the proof tree for any given geometric proof problem 
requires an e ff ic ient search procedure. Four theories on how to 
make the forward and backward reasoning more effective are based 
on analogy, generalization, discrimination, and composition. 
Analogy uses the solutions that worked in past similar solutions. 
Generalization forms a new rule based on what two problems have
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in common. Discrimination is complementary to generalization in 
that restrictions are placed on a rule's applicability. 
Composition w ill  create a new production that accomplishes the 
effect of a sequence of previous productions.
I l l  Contributions and Discussion:
The articles are a broad overview of learning research by an 
integrated research team of a r t i f i c ia l  intelligence researchers 
and cognitive psychologists. Many of the concepts described in 
the papers are not new to the f ie ld  of knowledge acquisition or 
knowledge representation. Their contribution is an approach to 
the study of learning which represents a shift from concentration 
on empirical study to computer simulation based on a r t i f i c ia l  
intelligence concepts.
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Paper: Learning to Use Analogies
By: John McDermott
I JCA I , 1979.
I Problem:
The author states that in order for a system to learn how to 
do new tasks i t  mu3t be capable of .assimilation and 
accommodation. Assimilation enables a system to relate 
unfamiliar situations to situations that i t  knows about. The 
unfamiliar situation is temporarily transformed into a familiar 
situation. Accommodation enables the system to make such 
transformations permanent. A computer simulation program, ANA, 
is used to examine these learning theories.
I I  Approach:
I f  a system is to learn it  must be capable of assimilation 
and accomodation. In it ia l ly ,  ANA has limited knowledge about how 
to function in a simple environment. ANA is a production system. 
The productions are rules with a condition part and an action
part ( i . e . ,  IP . . . . . .  THEN ....... ) .  Sets of productions that
solve a unique problem are called methods. ANA learns by 
analogy. When confronted with an unfamiliar situation, i t  maps 
the description for which i t  has a method into the description of 
the unfamiliar task. As i t  uses the method i t  executes the 
actions dictated by the mapping. I f  the modified method is used 
successfully, i t  is stored as a method. I f  unsuccessful, ANA
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attempts to patch the method. This is done either by trying to 
incorporate a more specific method or asking a task master for 
help.
ANA’ s learning strategy is to find a method that is adequate 
for a related task and assume i t  w il l  be adequate for the 
unfamiliar task. This can easily lead to errors. ANA has 
several built in productions to prevent these error conditions. 
One production is set up in i t ia l ly  to test the validity of any 
goal or sub-goal. In cases where the mapping is under specified, 
ANA either tries to incorporate another method or asks for help. 
Over specified mappings require the intervention of the task 
master.
The simple environment used in this paper is the toy domain 
of a paint shop. There are 13 rooms (L01 - L13), 19 objects ( 6  
different types) of various weight, color, configuration ( i . e . ,  
stacked), and state (clean or d ir ty ) .  There are f ive operators 
(spray, carry, push, cart, and scan) and several rather contrived 
constraints (e.g, no more than four boxes to a room). The 
knowledge base in i t ia l ly  consists of six methods. One method 
describes how to paint tables red that are in L32. The other 
methods are for transporting objects. For instance, one of these 
methods te l ls  how to move boxes that are in L2 5  to an unspecified 
location. The two unfamiliar tasks solved by ANA are (1) ’’Paint 
the blue chair in L21 red and move i t  to L35” and (2) ’’Wash the 
thing in L1 2 ” .
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I I I  Contributions and Discussion:
ANA.’ s learning is at best adequate in that i t  learns only
enough to get by. This is a simple, but effective learning
technique in toy domains where goals are describ ed with'
certainty. This may not be transferrable to more abstract
domains such as playing chess or directing air t ra f f ic .  The 
learning is very dependent on the methods stored in the knowledge 
base and a task master ( i . e .  teacher) may be required. It is 
significant that ANA asks questions when i t  thinks i t  needs help 
rather than being told what to do. A serious weakness appears to 
be that ANA has no knowledge of how to select an appropriate 
method. This will  manifest i t s e l f  when the number of methods 
becomes large or an unfamiliar situation is significantly 
different than anything seen before.
A short comparison should be made with the HACKER program of 
Sussman. ANA and HACKER attempt to find new solutions to 
problems based on stored solutions. The chief difference is in 
their method building strategy. Hacker examines code and rewrite 
procedures. ANA attempts to incorporate more specific methods or 
asks for help (patches).
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Papers: Patterns of Induction and Associated
Knowledge Acquisition Algorithms
Frederick Hayes-Roth
C. M. U. Technical Report, May 1976.
Theory Driven Learning: Proofs and Refutations 
as a Basis for Concept Discovery
Frederick Hayes-Roth 
Workshop on Current Development 
in Machine Learning, 1930.
I Problem:
In the former paper, the problem considered is very similar 
to those of traditional pattern recognition. Given examples of 
characters from a sample of text, learn what features are needed 
identify a character, or given a much longer sample of text, by 
observation of recurring patterns, infer various word categories 
such as adjectives and learn the rules of grammar. In the latter 
paper, the author describes learning that evolves from the 
consideration of proofs and refutations.
I I  Approach:
In the pattern recognition type of problems, a data 
structure called a parameterized structural representation (PSR) 
is proposed as a very general method for describing the essential 
characteristics needed to identify any kind of object or 
category. A method called interference matching is described 
which takes several similar PSRs and produces an abstraction of 
them, i . e . ,  a more general PSR which includes only their common
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characteristics. It can therefore he said that these more
abstract categories have been learned from examples.
In the second paper it  is postulated that a central kind of 
learning in mathematics occurs when counterexamples arise that 
refute theorems. Possibly the most productive type of
counterexample is one that satisfies the conditions of the 
theorem but fa i ls  to satisfy its  conclusions. The bulk of the 
paper is concerned with the descriptions of heuristics used in 
proof rectif ication. Briefly, these include: (1) introducing an 
additional necessary condition to preclude applications of the 
refuted theory in situations characteristic of the
counterexample, and ( 2 ) plan modification that generates
alternative actions which avoid the counterexample.
I l l  Contributions and Discussion:
Although the earlier paper suggested a technique for 
"learning by example", no mention was made of using 
counterexamples. The scheme described could presumably abstract 
the common characteristics of an upper case "A" from a number of 
examples; however, i t  was incapable of modifying its abstraction 
given that characters like "B" or "H" were not examples. This 
serious deficiency was certainly corrected in the latter paper, 
although the problem domain was quite different. Instead of 
operating on a database of descriptions of patterns, i t  deals 
with procedural entities, e.g., sets of production rules which 
can be viewed as theorems. The techniques described, however,
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are not a substantial improvement over the work of McDermott; 
although, as the work is s t i l l  in progress, new results may be 
forthcoming.
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Analysis and Summary of C. M. U. Work
Most of the work in a r t i f i c ia l  intelligence at C. M. U. is 
very much oriented toward production system architectures. This 
has certainly been evident in the work specifically related to 
machine learning. Although other centers of research (e .g . ,  
Stanford Univ.) have chosen production systems because they are 
especially appropriate to certain task domains, at C. M. U. the 
motivation for their use is more psychological. Their hypothesis 
is that the human mind is functionally organized in a system of 
production rules, and their research is one means of testing this 
hypothesis. I f  a production rule system on a computer exhibits 
human-like behavior, then the hypothesis is strengthened. The 
papers by Langley and Anderson strongly conform to this view of 
the work at C. M. U. The other papers also conform to this view, 
but to a lesser extent.
It is curious to note that two of the papers, Lenat’ s and 
Langley's, were oriented toward autonomous "learning by 
discovery", i . e . ,  learning without any assistance from an 
instructor. This is considered to be the most advanced 
classification of learning, and these two papers are foremost 
among the few attempts at this kind of learning. The successes 
of these two learning systems showed very clearly the limitations 
of the current approaches. Prom them, i t  has been learned that 
the set of heuristic rules which augments the database of domain 
knowledge (e .g . ,  mathematics or physical laws) must also be
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augmented. This implies the need for heuristic rules which 
themselves create new heuristic rules, and of course it  would not 
be surprising i f  we found that heuristic rules one level above 
those were required, and so on ad infinitum.
It should be pointed out that both Lenat's and Langley’ s 
learning systems worked within well-structured domains. The real 
world, on the other hand, is much less well-structured, not to 
mention that what is "true” in the real world varies with time. 
The approaches toward learning by Anderson and in the more recent 
work by Hayes-Roth are much more applicable to the real world. 
Their approaches allow production rules to be incrementally 
modified, either because of a changing environment or because the 
rules have not yet been exposed to a l l  possible circumstances.
Another important aspect of learning systems in practical 
problem areas is that of rule arbitration. When a given 
situation satisfies the conditions ( i f -part )  of more than one 
rule, there ought to be some additional cr iteria  for deciding 
which of these rules should be tried f i r s t .  The most general of 
these cr iter ia  is the "context” , i . e . ,  the present state of the 
world. Clearly, this is something which can and should be 
learned (from past experience). Such a scheme was employed in 
Anderson's system wherein the type of geometric proof to be 
solved would cause the selection of those rules most l ike ly  to 
lead to the solution most quickly. There, the context was simply 
the type of geometric proof under consideration, and from past 
experience, the system was able to recall which rules led to
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success in similar situations. For all its simplicity, this idea 
is very powerful. However, when applied to more complicated 
domains (e .g . ,  air t ra f f ic  control), the context may be much more 
d i f f icu lt  to characterize.
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Section V
Other Work in Machine Learning
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Overview of Other Work in Machine Learning
Research in machine learning has experienced a very rapid 
increase in interest recently within the study of a r t i f i c ia l  
intelligence. This interest has manifested i t s e l f  within two 
basic categories. One can be called Engineering AI in the sense 
that the internal operation of the learning system is secondary 
in importance to the performance of the learning system. In 
other words, the cr iteria  for judging machine intelligence is 
based on its abil ity  to exhibit its competence through 
performance. The machine is regarded as a black box. The other 
basic category can be called Cognitive AI in that the internal 
operation of the learning system is at least as important as its 
performance. In other words, the cr iter ia  for judging machine 
intelligence is based on the resemblance of the machine’ s 
learning structure to the human’ s learning structure, in addition 
to the machine’ s performance. It is important to note that the 
learning structure in humans is not yet completely understood, 
leading to various approaches which claim to model the same 
structure. But in any event, approaches within the two 
categories share a common testing criterion, namely 
implementation on the computer.
Prom the previous sections of this survey, one can see that 
each approach surveyed has characteristics of both Engineering AI 
and Cognitive AI. However, a sense of the relative importance 
attached to each category can be inferred and used to categorize
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the work of the Stanford Heuristic Programming Project as more 
Engineering AI, and the work of Carnegie-Mellon and M. I. T. as 
more Cognitive AI. These institutions show a continuity in 
history and effort towards research in machine learning which is 
unique within the f ie ld .  Other institutions surveyed do not 
share the volume and connectedness of the work offered by these 
institutions. Nonetheless, they also have many interesting works 
to consider. This section w il l  survey a sampling of these.
One system, REDHOT, considers the dialogue of supervised 
learning from the point of view of the student, but with a new 
twist. Whereas other supervised learning systems are 
preprogrammed with an implicit understanding of a unique teaching 
methodology to be used, REDHOT considers that there might be 
several such methodologies. Each would be used in appropriate 
situations depending on the message that the learning sequence is 
intended to impart. The intelligent student must be able to 
recognize the teaching strategy after seeing the f i rs t  few 
examples of the sequence and use that recognition to fac i l i ta te  
learning. REDHOT can be classified as a Cognitive AI system.
The Semantic Net Matcher (SNM) is a tool used within the 
PROSPECTOR expert system by the design team to maintain and 
update the knowledge base. As a learning tool rather than a 
learning system, i t  has limited capabilities. However, the SNM 
does address the problem of knowledge base consistency after the 
addition of new chunks of knowledge, an issue of great importance 
which- is s t i l l  unsolved. SN?4 can be classified as an Engineering
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AI system.
KLAU3 is intended to be a learning system. The key concent 
offered by KLAUS is that of a seed system which defines a 
preprogrammed level of understanding. This seed system is also 
preprogrammed with a set of meta-level judgemental knowledge 
which defines its inquisitiveness as new knowledge is introduced. 
With the addition of a fixed set of syntactic/semantic rules to 
drive its limited natural language interface, KLAUS attempts to 
simultaneously learn both new domain knowledge and the linguistic 
constructions used to communicate that knowledge. KLAUS can be 
classified as Engineering AI.
The analogical reasoning system of Chen and Findler 
represents one implementation of "learning by analogy" which is 
highly restrictive of the conditions under which i t  w il l  perform. 
This paper is included because i t  shares some insight into 
analogical learning and reasoning, a strategy which is 
potentially the most versatile. Analogy can be considered as the 
bridge between different expert domains as opposed to much of the 
current work in learning within one domain. Chen and Findler's 
work can be classified as Engineering AI.
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Papers: Modelling Student Acquisition of
Problem-solving Skills
Robert Smith 
Rutgers University 
NCAI, 1930.
Modelling Student Acquisition of 
Problem-solving Skills: The Student’ s 
Interpretation of the Teaching Environment
Robert Smith
Rutgers University
Workshop on Current Developments
in Machine Learning, 1930.
I Problem:
Previous works in ’’ learning thru examples” have always 
concentrated on the heuristics students use to interpret the 
content of examples. This may be thru analogy, induction, 
near-miss, simile, and so on. In other words, the lessons
presented to the student comprised the tota l ity  of stimulus for 
knowledge acquisition. The characteristics of the teacher were 
ignored. The scheme for the particular sequencing of examples 
was implicit and fixed. The teacher was restricted to one 
teaching format. The role he played in the learning dialogue was 
rigid and underemphasized. But there are good teachers and there 
are bad teachers. This seems to indicate the possible existence 
of diverse teaching strategies. Therefore, the intelligent 
student, to get the most out of a lesson, must also be aware of 
the underlying teaching strategy being used. The teacher must 
have the f l e x ib i l i t y  of choosing the structure of his lessons. 
REDHOT is an attempt to introduce and uti l ize  this meta-level
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knowledge, which adds a dimension to the teacher’ s role in 
student learning. This variant on ’’ learning by examples" is 
called "learning by teaching".
I I  Approach:
The problem which REDHOT addresses is that of sk i l l  
acquisition in constructing proofs in elementary logic. The 
model of good teaching i t  attempts to simulate is taken from a 
computer-aided instruction (CAI) course in this domain offered at 
Stanford University. The format of each lesson clearly 
delineates explanatory text, examples, exercises, and hints.
REDHOT begins with certain basic knowledge and capabilities 
at the primitive leve l.  The in i t ia l  set of primitive operators 
is complete in that there is sufficient knowledge to solve any 
problem. Basically, the set includes the usual rules of 
inference. The goals of REDHOT, what i t  w il l  learn, is to build 
macro operators from the in it ia l  set and to generate application 
heuristics which indicate when these macro operators are to be 
used. These application heuristics are similar in intent to the 
meta-rules envisioned in TEIRESIAS.
REDHOT currently recognizes two learning strategies, "focus 
and elaborate" and "focus and frustrate". An example of their 
application in learning is the use of "focus and elaborate" to 
extend the primitive modus ponens operator ( i . e .  deducing "B" 
given- both "A" and "A implies B") to a macro modus ponens
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operator. This macro is generalized to handle an arbitrary- 
number of iterations of the primitive modus ponens operator. The 
ordered sequence of examples leads o f f  with several exercises 
which involve a straight one-step application of the primitive 
operator. This might be called the focus step, which highlights 
the modus ponens operator as the one which will  be elaborated on. 
The next exercises would require a two-step application, and then 
a three-step application, and so on. Prom this sequencing of 
exercises, REDHOT would infer that the intent of the teacher is 
to teach the generalized modus ponens operator. REDHOT then 
generates the appropriate macro operator.
What is envisioned is a library of teaching strategies with 
which the student system can recognize the intent of the teacher. 
This library would add another dimension to'the learning process 
by making these teaching strategies explic it .  Currently, 
learning system interfaces between teacher and student are 
restricted to one implicit, hard-wired teaching strategy. 
Emphasis of learning research has been on the inference 
mechanisms which act on the content of the lessons. REDHOT is an 
attempt to recognize and use the meta-level intent of the lesson 
structure.
I l l  Contributions and Discussion:
REDHOT is an important step in the direction of upgrading 
the importance of the teacher's role in the knowledge acquisition 
process. The characteristics which distinguish a good teacher
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from a bad teacher include the orderliness of a lesson. The 
intelligent student must ask himself, "why did he say that just 
now" and interpret the contents of the lesson accordingly. 
However, the clear classification of the teaching strategies used 
by good teachers is a d i f f icu lt  task, for which, the
identification of the ’’ focus and elaborate” strategy must be 
considered a small, f i r s t  step.
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Paper: Using a Matcher to Make an Expert Consultation
System Behave Intell igently
By: Rene Reboh
SRI International 
NCAI, 1930.
I Problem:
One of the major considerations in designing an expert 
system which improves its skil ls  thru knowledge acquisition is 
that of insuring knowledge base consistency. How does a new
chunk of knowledge f i t  into the model of the expert system 
knowledge. I f  that new chunk of knowledge is not consistent with 
the extant body, subsequent use of the knowledge base could very 
well yield false advice. Thus, the interaction of each 
newly-acquired piece of knowledge with the current state of the 
knowledge base is an important consideration for the expert 
system design team. The Semantic Network Matcher (SNM) partially 
addresses this task for the PROSPECTOR expert system. The SNM 
checks the interaction of each new knowledge chunk with the 
knowledge base and flags certain types of inconsistencies for the 
design team to correct.
I I  Approach:
PROSPECTOR is an expert system which serves as a consultant 
for mineral exploration in much the same manner as MYCIN does for 
blood disease diagnosis. Its knowledge base is organized as an 
explicit network of statements connected by rules or logical
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constructs - a partitioned semantic network representation. The 
SM currently supports three features which aid in keeping the 
knowledge "base error-free and consistent in form and content as 
i t  is expanded "by the design team.
Since such a network serves as the basis for judgemental 
reasoning, various numerical values, such as probabilities of 
certainty, are maintained to direct the consultation. The SM is 
partially responsible for maintaining probabilistic consistency. 
Suppose S2 is the most recently entered statement in the semantic 
net, and it  is a restriction of S1 ( i . e .  S1 implies S2), where 
S1 is a statement already in the knowledge base. Since S2 is a 
restriction, its  associated probability can never exceed that of
51. I f  i t  does, the SM flags the situation for correction. 
This is not always sufficient. Suppose 31 and S2 now appear in 
two production rules in PROSPECTOR: E1 — > N3T(S1) and E2 — >
52. Then the inconsistent situation in which probability 
P(S1 jE1) < P(32) might occur. In other words, when the rules 
were introduced by the design team, they overlooked the fact that 
E1 should be equally unfavorable for S2, and E2 should be equally 
favorable for S 1 . The SM recognizes such a potential problem 
which i t  again flags for the design team.
New statements which are entered by the design team must 
match the granularity of the current knowledge base. Also, for a 
knowledge base which employs various representation schemes, the 
design team must decide which one to use for a particular chunk 
of knowledge. Which representation, and at what granularity, is
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fina lly  chosen depends on what other statements are in the 
knowledge base and how they are related to the new statement. 
Since the SNM can be used to assist in analyzing how statements 
are related, i t  plays a role in this process which accompanies 
knowledge acquisition.
Finally, in constructing and maintaining a knowledge base, 
the design team cannot be expected to remember the entire 
contents of that knowledge base. The SNM can be used here as a 
search tool. Given a partial description of the statement 
desired, the SNM can find the appropriate one thru content-driven 
search.
I l l  Contributions and Discussion:
The SNM addresses a d i f f icu lt  and crucial problem in 
knowledge base construction and maintenance. This issue of
knowledge base consistency has not been solved. The approach
offered here is piecemeal and not intended to be complete. The 
use of probability in judgemental reasoning opens the gates to 
probabilistic inconsistencies at every level of the consultation 
process. The types of inconsistency checked here are 
straightforward and at a very shallow level of rule interaction. 
In fact, the SNM is a tool which, while versatile, is very basic.
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Paper: An Approach to Acquiring and Applying Knowledge
By: Norman Haas and Gary Hendrix
SRI International 
NCAI, 1930.
I Problem:
The systems which form the state of the art in expert domain 
problem-solving, such as MYCIN, DENDRAL, and PROSPECTOR, have 
been carefully assembled by hand. This construction scenario has 
required two types of expert knowledge, expert knowledge within 
the domain and expert knowledge of the system’ s knowledge 
representation structure. TEIRESIAS is an attempt to establish 
an intelligent assistant which is expert in the latter type of 
knowledge. MYCIN and AGE also fa l l  into this category. All 
corresponded to various perturbations of the H. P. P. 
architecture as the knowledge representation structure. All are 
independent of the domain knowledge being formalized. All act as 
interfaces for the domain expert to try to f i t  his knowledge into 
a prefabricated representation scheme. KLAUS also addresses this 
problem: how to enable a computer system to acquire new
knowledge in new domains from tutors who are experts in their 
respective f ie lds, but who have l i t t l e  or no training in computer 
science. KLAUS is another example of ’’ learning by knowing what
to ask” .
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I I  Approach:
KLAUS is in effect an interface, expert in the target 
knowledge representation, for the domain expert. It 
simultaneously learns new concepts and the new linguistic 
constructions used by the tutor to express these concepts. It 
operates in mixed-initiative interactive mode by asking for 
detail and in general, applying its meta-level .judgement cr iteria  
to ask for these clarifications in an intelligent manner. These 
and other primitive concepts are called seed concepts which, 
along with seed vocabulary, form the in it ia l  learning knowledge 
base of KLAUS. The in i t ia l  learning structure, deductive 
algorithms and a fixed set of syntactic/semantic rules, is also 
preprogrammed.
As.an example of the application of the approach to learning 
suggested by KLAUS, a system which learns to become expert in 
Naval logistics was created. This seed system is called 
NAN0KLAU3. NANOKLAUS 1s target performance system has a knowledge 
structure and application goals which are different from that of 
TSIRESIAS’ s target performance system. Instead of rules which 
are used to drive inferential reasoning, the NANOKLAUS knowledge 
base w il l  become a large aggregation of facts which are used to 
drive a question/answer system. These facts are encoded as 
well-formed formulas in the f i r s t  order predicate calculus 
knowledge representation. NANOKLAUS is the learning system for 
an intelligent information management system. However, the KLAUS 
approach of an in it ia l  seed knowledge base, learning structure,
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and meta-level inquisitiveness is domain independent.
The in it ia l  NAN0KLAU3 system knows about certain seed 
concepts such as PHYSICAL OBJECT, PERSON, and MEASURE, and 
certain seed vocabulary such as "unit” , ’’kind” , and "plural” , 
which are used frequently in stating definitions of new concepts 
and new words. NAN0KLAU3 also is preprogrammed with certain 
meta-level judgement knowledge such as asking for the 
relationship between two concepts, " feet"  and "meters", which are 
of the same type, MEASURE. It uses f ive  principles of knowledge 
organization to integrate new knowledge: (1) there are things,
(2) there are subclasses of things (leading to a heritance 
hierarchy), (3) there are relations among things, (4) there are 
subclasses of relations (leading to a heritance hierarchy), (5) 
some of the relations are functions. From this preprogrammed 
knowledge leve l,  NAN0KLAU3 learns such things as the physical 
hierarchy among ships, responsibilities associated with each 
rank, and so on.
I l l  Contributions and Discussion:
Like TEIRESIAS, KLAUS is an interface between the expert and 
the target system. It is expert in the target knowledge 
representation and assumes that the expert is not. Unlike 
TEIRESIAS which is envisioned for helping to update and maintain 
a mature system, KLAUS is intended for the in it ia l  expert system 
construction phase. However, the preprogramming of the seed 
system is a very d i f f icu lt  task unless the programmer is expert
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in the target domain. For information management, which is more 
well-understood and orderly, Klaus may he quite useful. However, 
for more heuristic domains such as medicine, what constitutes the 
seed knowledge base in procedural knowledge and what constitutes 
inquisitiveness are very d i f f icu lt  questions to answer.
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Paper: Analogical Reasoning in Problem-solving
3y: David Chen and Nicholas Findler
SUNY at Buffalo 
IJCAI, 1977.
I Problem:
Analogical learning and reasoning is based on the idea that 
two situations which are similar in some ways are l ike ly  to be 
similar in other ways too. Similar situations call for similar 
actions. The application of analogy can be within one domain, 
solving a new problem using the solution of a similar problem as 
a starting point. It can be between domains, recognizing problem 
similarities between two different domain problems on a common 
level of feature extraction. As a learning strategy, analogy has 
the potential to bridge expert domains allowing a sharing of 
problem-solving expertise.
I I  Approach:
The analogical learning and reasoning system presented in 
this paper is based on many working hypotheses. First, a key 
step in analogy is recognizing and extracting the similarity 
features that are "important” . This step is assumed to be 
already done and is not addressed in this paper. Secondly, the 
assumption is made that the number of problems that share a 
feature indicates the importance of that feature. Of course, 
these problems must have . similar solutions in order to be 
considered in weighting the relative worth of the common feature.
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Lastly, the more features shared "by two problems, the more 
similar their solutions w ill  be.
The knowledge base is composed of solution segments indexed 
by the important problem features. This knowledge base can be 
described in terms of two models which also drive the learning 
structure. The contributive model actually stores the <features> 
— > <solution fragment> knowledge chunks, along with a history of 
the frequency of successful usage of that chunk. This past 
’•experience” is a heuristic guide to the order of selecting among 
candidate fragments to use in generating an actual solution 
segment. The hierarchial model is an ordered tree in which 
features are arranged by relevance. This importance weighting of 
features also serves as heuristic guide in determining the order 
of selecting among candidate fragments for an actual soultion 
segment. The search for a solution segment is exhaustive until a 
satisfactory one is found, i f  that segment already exists. In 
the sense that these models are stat ist ica l and therefore 
dynamic, this system is said to learn.
The analogical learning and reasoning structure is 
envisioned to work within a problem-solver in the following way. 
A separate module handles the problem-solving logic, the 
decomposition of the problem into subproblems. This 
decomposition is made with the recommendations of the analogical 
module. They both communicate with a data base that encompasses 
the domain-specific knowledge.
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I I I  Contributions and Discussion:
This paper imparts a partial understanding of the learning 
strategy of analogy. It indicates the complexity of creating a 
systematic learning structure based on this strategy. It also 
has severe shortcomings. First of a l l ,  feature ’’ importance” is a 
very crucial part of analogy. Criteria for judging when a 
feature might be important, and when it  might not, seem to form 
the larger part of the analogy process, but is not touched on in 
this paper. Secondly, no procedure for automatic knowledge 
acquisition of solution segments is provided. In fact, the only 
learning that is done is in rearranging the order in which a 
fixed library of solution segments is to be searched. Lastly, 
this implementation of analogical reasoning is applicable only to 
problems whose solution segments are independent. No segment 
instantiation to accomodate a slight change in requirements is 
provided. Analogy can be a very powerful learning structure, and 
much more work needs to be done.
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Analysis of Work in Machine Learning
Prom the papers presented in this section, as well as those 
in the previous sections, i t  should he clear that the problem of 
machine learning is the target of renewed interest. Prom the 
in it ia l  knowledge base construction to its maintainance and 
enhancement, learning aspects exist in a l l  phases of the expert 
system evolution. This survey gives us a good understanding of 
what the state of the art is, and a fee l for what needs to be 
done with respect to the air t ra f f ic  control problem.
Many unsolved problems have been analyzed, including the key 
one of automatic maintainance of knowledge base consistency. 
Some work has been attempted in solving this '-consistency problem 
by regarding i t  an engineering effort  to solve certain known 
problem aspects within the selected architecture and the context 
of the performance system. Other works have attacked the problem 
from another direction, regarding consistency as a separate main 
issue. Nonetheless, this problem must be solved to fac i l i ta te  
expert domain problem-solver construction.
Several aproaches to constructing the expert system have 
been offered, such as a system incorporating a seed learning 
knowledge base and a seed learning structure. With this in i t ia l  
structure, the seed system inte ll igently  asks for and about new 
knowledge in a mixed-initiative dialogue. However, the 
d if f icu lty  of defining just exactly what is a seed level of an
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expert domain is hard to gauge. This is especially true of 
domains which are characterized as heuristic and procedural in 
nature, such as medicine.
Various learning strategies has been partially c larif ied, 
including inductive learning and analogical learning. Analogy is 
a powerful strategy which can be used to transform a solution in 
one expert domain to an analogous solution in a different domain, 
thereby providing a bridge for sharing of expertise. It needs to 
be more fu lly investigated.
Within the generic learning scenario, many enhancement 
issues have been raised, such as the meta-level knowledge of 
intent displayed by the instructor in teaching. What is the 
teacher trying to say? Obviously, an intelligent student must be 
able to recognize that intent to extract the message behind the 
lesson sequence.
Prom this survey, i t  should be clear that some interesting 
results have been obtained in the area of machine learning. It 
should also be clear that much work remains to be done, in 
understanding learning and in applying that understanding to the 
air t ra f f ic  control domain.
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