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Abstract. We look at matrices L, g defined by a function h :
G→ K, where G is a finite set of sets and K is a normed division
ring which does not need to be commutative, nor associative but
has a conjugation leading to the norm |h|2 = h∗h. The target space
K can be a normed real division algebra like the quaternions or an
algebraic number field like a quadratic field. For parts of the results
we can even include Banach algebras like an operator algebra on a
Hilbert space. The wave h on G then defines connection matrices
L, g in which the entries are in K. We show that the Dieudonne´
determinants of L and g are both equal to the Abelianization of
the product of all the field values on G. If G is a simplicial complex
and h takes values in the units U of K, then g∗ is the inverse of
L and the sum of the energy values is equal to the sum of all the
Green function matrix entries g(x, y). If K is the field C of complex
numbers, we can study the spectrum of L(G, h) in dependence of
the field h. The set of matrices with simple spectrum defines a |G|-
dimensional non-compact Ka¨hler manifold that is disconnected in
general and for which we can compute the fundamental group in
each connected component.
1. In a nutshell
1.1. Assume G is a finite set of sets and K is a normed division
ring with 1 and conjugation ∗. The ring K is not need to be associative
nor commutative, it can be one of the division algebras R,C,H,O, or
also a quadratic field. Let U = {|h∗h| = 1} is the set of units in K.
The division algebra relation |h|2 = h∗h for ∗ division algebras can be
weakened to a Banach algebra condition |xy| ≤ |x||y|, in particular
if the fields take values in the units U ⊂ K of elements with norm 1.
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1.2. A function h : G → K defines the K-value H(A) = ∑x∈A h(x)
for a subset A of G. In the topological case, h(x) = ω(x) = (−1)dim(x),
where H(A) = χ(A) is the Euler characteristic of A. In the case
h(x) = 1 then H(A) = |A| is the cardinality of A. Define the matrix
L(x, y) = H(W−(x) ∩W−(y)), where W−(x) = {y ∈ G, y ⊂ x} is the
core of x and g(x, y) = ω(x)ω(y)H(W+(x) ∩ W+(y)) with the star
W+(x) = {y ∈ G, x ⊂ y} of x.
1.3. Here are summaries of the results. The first part generalizes [24].
The second part on the spectrum bridges to complex differential geom-
etry.
(A) The Dieudonne´ determinant det(L) = det(g) =
∏
x h(x) in the
Abelianization of K. The Study determinant of L and g is det(L) =
det(g) =
∏
x∈G |h(x)|. (In the Banach algebra case, this would be
≤∏x |h(x)|.
(B) If G is a simplicial complex and h is U valued, then g∗ is the in-
verse of L in the sense g∗L = gL∗ = 1 in M(n,K). This works also in
C∗-algebra settings.
(C) If G is a simplicial complex, the energy relation
∑
x,y g(x, y) =
H(G) holds.
(D) For K = C and x ∈ G, the deformation ht(x) = eith(x), ht(y) =
y, y 6= x defines a spectral deformation λk(t), and λk(2pi) 6= λk(0) in
general. The rotations for which λk(t) 6= λl(t) for k 6= l define relations
for a finitely presented permutation group Π(G, h0).
(E) For fixed G, the n-dimensional non-compact Ka¨hler manifold M
of matrices L(G, h) ∈ GL(n,C) with simple spectrum is in general not
connected. The fundamental group pi1(M,h0) of a component contain-
ing L(G, h0) is explicitly computable as pi(M,h0) which is the finitely
presented group Π(G, h0) in which cyclic relations are omitted. This
allows us to construct many Ka¨hler manifolds with explicitly known
fundamental group.
2. Result (A): Determinants
2.1. Assume G is an arbitrary finite set of sets. Let K is a normed
division ring with 1 and conjugation ∗ and norm |h|2 = h∗h = hh∗.
The ringK does not need to be associative nor commutative, nor does it
have to be defined over the reals. It can be one of the four real normed
division algebras R,C,H,O, or a quadratic field like the Gaussian ra-
tionals Q[i] which is an example of an algebraic number field.
2.2. A function h : G → K defines the K-value H(A) = ∑x∈A h(x)
for a subset A of G. When considered on simplicial complexes H
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and h is the same on sets of the same cardinality is also known as a
valuation as H(A∩B)+H(A∪B) = H(A)+H(B). In the topological
case, h(x) = ω(x) = (−1)dim(x), the valuation H(A) = χ(A) defines
the Euler characteristic of A. In the case of constant h(x) = 1 then
H(A) = |A| is the cardinality. Define the matrix L(x, y) = H(W−(x)∩
W−(y)), where W−(x) = {y ∈ G, y ⊂ x} is the core of x and g(x, y) =
ω(x)ω(y)H(W+(x) ∩W+(y)) with the star W+(x) = {y ∈ G, x ⊂ y}
of x.
2.3. The Leibniz determinant det(L) =
∑
σ sign(σ)L1,σ(1) · · ·Lnσ(n)
is defined for matrices L ∈ M(n,K) for any ring K but it fails the
Cauchy-Binet relation det(AB) = det(A)det(B) in general. Other de-
terminants have therefore been defined. The Dieudonne´ determi-
nant [8] and Study determinant [32] both do satisfy the product
relation. Their definition uses row reduction of L to an upper trian-
gular matrix for its definition. In order to row reduce, we need the
ability to divide, hence the assumption of having a division ring. The
Dieudonne´ determinant takes values in the Abelianization K of K
while the Study determinant takes real values and involves the norms
of the product of diagonal elements after reduction. More about the
linear algebra is included in the Appendix. The following formula has
originally first been considered if h(x) = ω(x) = (−1)dim(x) in which
case, the formula shows that the matrices L, g are unimodular integer
matrices [17].
Theorem 1 (Determinant formula). The Dieudonne´ determinant sat-
isfies det(L) = det(g) = h(x1) · h(x2) · · ·h(xn).
Proof. The assumption of having G an arbitrary set of sets rather than
a simplicial complex and also not insisting on any ordering has the ad-
vantage that we have now a duality between the matrices L−(x, y) =
H(W−(x)∩W−(y)) and L+(x, y) = H(W+(x)∩W+(y)), where G is re-
placed by G∗, the set of sets with the complements x∗ = (
⋃
x∈GG)\x
and assigning to the complement set the same value h(x). The deter-
minant of g(x, y) = ω(x)ω(y)L+(x, y) is the same than the determinant
of L+(x, y) because multiplying one row or column with −1 changes
the sign of the Leibniz determinant. For the Dieudonne´ determinant,
switching rows does not change anything if −1 is a commutator like
in the case of quaternions or octonions, where iji−1j−1 = −1. To
prove the statement, we use induction with respect to the number of
elements, noting that the induction assumption also shows that the de-
terminant is multi-linear in each of the terms h(xk). Assume therefore
we have proven the statement for any G with |G| = n − 1 or less, we
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add a new set x to G and give it a new value h(x) = X. Now write
down the matrix L. Every matrix entry L(y, z) with y ⊂ x, z ⊂ x
contains a linear term ayz +X, where ayz is an other element in K. All
other matrix entries do not depend on X. Laplace expansion allows
to write the determinant as a sum of minors and since each minor by
induction assumption is linear in X, det(L) is a linear function of X.
Each k × k-minor not containing the last row or column is zero. The
reason is that the induction assumption works and that this minor is
linear in X with factor given by the minor when X = 0. Having all
minors containing the last row or last column to be zero and the others
linear in X shows det(L) = h(x1) = . . . h(xn−1)X. 
2.4. Let us add some initial remarks. More discussion about the moti-
vation to look at fields or skew fields h on geometries G is in a discussion
section at the end. First of all, every minor can be re-interpreted as a
determinant of a sub structure of G with an adapted energy. This is
an additional advantage of working with general multi-graphs and not
only with simplicial complexes. A arbitrary subset A of G is in the
same category of objects and then defines a minor. The proof of the
above statement is a bit easier if x is a maximal element in G. The
matrix entries L(y, z) for any other set does not involve the value of x
and the entry X = h(x) only appears in the last row and column of L
as linear terms X and not a+X as in general. The Laplace expansion
then shows that the minor without last row and column is the slope
factor of the determinant which is linear in X.
2.5. The Abelianization works also for simpler algebraic structures
like monoids and magmas but one usually assumes associativity. Al-
ready for quaternions or octonions, we need the Study or Dieudonne
determinant, which agree there because h = |h|. In the non-associative
case like Jordan algebras or normed Lie algebras, we have to specify
brackets like bracketing from the right abc = (a(bc)). For C∗ algebra
or normed Lie algebras one assumes only inequalities |xy| ≤ |x||y| and
the determinant formula becomes then an inequality too in the Study
determinant case. The matrices L and g are then determined, if an
order on G is given. For the above result we do not need to have the
elements of G ordered in a specific way. Because the Leibniz determi-
nant does not satisfy Cauchy-Binet and also dependents of the ordering
of G are reasons that this determinant is not used much.
2.6. For K = C, where we know that there are exactly n complex
eigenvalues λk of L, we have
∏|G|
k=1 λk =
∏
x∈G h(x). One can then
also use the Leibniz determinant. The Dieudonne´ determinant is then
4
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the same than the Leibniz determinant but the Study determinant is
in the complex case given as det(L) =
∏
x∈G |h(x)|. So, the three
determinant definitions are all different. The Dieudonne´ determinant
contains in general more information than the Study determinant. But
there is also an advantage for the Study determinant: one has not to
worry about commutators but directly can just look at the norm.
2.7. Theorem (1) was proven in [17] for h(x) = ω(x) by building G as
a CW-complex. See [24]. In [26] a proof was given which avoids discrete
CW-complexes. The CW proof still works h can become more general
[23]. In each case, det(L) is multiplied by h(x) each time a new simplex
is added. We realized in [22] that the unimodularity theorem works
even for arbitrary finite sets of non-empty sets. This is a structure
which is also called a multi-graph. This allows then to use duality
x → xˆ = (⋃x x) \ x to switch the stars W+(x) and cores W−(x)
which can be seen as unstable and stable manifolds. If G is a simplicial
complex, only W−(x) is a simplicial complex in general, W+(x) not.
3. Result (B): unit valued fields
3.1. In the following result, we assume that G is a simplicial complex,
a finite set of non-empty sets closed under the operation of taking non-
empty subsets. When writing matrices down, we often assume G to
be ordered, so that the first row and first column corresponds to the
first element of G. When working numerically, we usually make this
assumption by ordering according to size so that the matrices g∗L are
then in general upper triangular for any simplicial complex G. We do
not have to assume this ordering however. Still, it is important to note
that in the non-commutative case, the order of G matters in the sense
that it determines the conjugacy class of the matrix. If the fields take
values in U, we still have a wonderful relation between g and L but we
need G to be a simplicial complex.
Theorem 2 (Green star identity). Assume G is a simplicial complex.
If h : G→ U takes values in the units U of K, then g∗L = Lg∗ = 1.
Proof. Given x ∈ G. Write (g∗L)(x, x) = ∑y g∗(x, y)L(y, x). Now
g∗(x, y)L(y, x) =
∑
x⊂z⊂x ω(z)
2h∗(z)h(z) = |h(x)|2.
If x, y ∈ G and not either x ⊂ y or y ⊂ x, then there is no z which
contains y and is contained in x so that (g∗L)(x, y) = 0. If x ⊂ y, then,
using h∗(z)h(z) = |h(z)|2 = 1
(g∗L)(x, y) =
∑
x⊂z⊂y
ω(x)ω(z)h∗(z)h(z) = ω(x)
∑
x⊂z⊂y
ω(z)1 .
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Now, there are an equal number of elements z between x and y which
have ω(z) = 1 than elements which have ω(z) = 0. This is a general
fact as we can can just look at the simplex y and remove all elements
in x, then have a simplex in which there are equal number of odd and
even dimensional simplices (including the empty element). This was
the place, where we needed that G is a simplicial complex. If y ⊂ x,
then there is no z with x ⊂ z ⊂ y and the sum is zero. 
3.2. The etymology for the term “Green-Star” is as follows: we can
look at g(x, y) as Green function entries which depend on the stars
W+(x) and W+(y), so that we called it the Green-Star identity. The
terminology of Green functions is extremely important in mathematical
physics: whenever we have a Laplacian L. The term “star” is an official
term in algebraic combinatorics.
3.3. The word combination “Green-Star” is also a bit of a pun be-
cause we had been blind for a long time. This is documented in blog
entries of our quantum calculus blog. (Green Star also stands for Glau-
coma). We needed a many months of attempts and an insane amount
of experiments to get the formula because we had been looking for ex-
pressions in which g(x, y) is the Euler characteristic of a sub-complex.
To experiment, we correlated the entries g(x, y) with the Euler charac-
teristic of various sub-complexes of G. The solution was not to insist
on having simplicial complexes any more and indeed, stars W+(x) are
examples of sub-structures of simplicial complexes which in general are
not simplicial complexes.
3.4. Also the Green star formula for the matrix entries of the inverse
g of L generalizes. While the entries L(x, y) involve the cores of x
and y, the entries g(x, y) involve the stars of x and y. The formula
had been first developed in the topological case. Remarkable in the
constant case h(x) = 1 is that g = L−1 is isospectral to L, which is a
symplectic relation and that L, g are then both positive definite
integer quadratic forms which are isospectral. This led to ispec-
tral multi-graphs and a functional equation for the spectral zeta
function ζ(s) =
∑
k λ
−s
k defined by eigenvalues λk of L. Unlike for
the Riemann-Zeta function which is the spectral zeta function of the
circle T, and more generally for spectral zeta functions of manifolds, we
do not have to discard any zero eigenvalue for connection Laplacians
because they are invertible.
3.5. It was important in the previous theorem that h is U-valued. The
proof shows that the condition is not only sufficient but also necessary:
the non-diagonal entries are of sums of the form |h(y)|2 − |h(z)|2. The
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diagonal entries of g∗L are just |h(x)|2, which shows that g∗L = 1
implies that L is U-valued. On the other hand, already in the complex
case, the matrices L and g are symmetric but no more self-adjoint.
The spectra are in the complex plane. We will see that this has also
advantages as we can define Ka¨hler manifolds M = M(G, h) for any
field h : G→ K, where G is a finite set of sets.
3.6. The definitions of L and g do not tap into the multiplicative
structure of the algebra but once we multiply, it matters. However, if
the simplicial complex G is ordered so that the dimension increases,
then g∗L is upper triangular and Lg∗ is lower triangular. In the diago-
nal, we have then terms |h(y)|2 and in the upper or lower part we have
sums of expressions which are sums of |h(y)|2 − |h(z)|2 for different
pairs of y, z.
3.7. For K = R, we had a spectral relation telling that the number of
negative values of h is equal to the number of negative eigenvalues of L.
This could be rephrased in that one can “hear the Euler characteristic”
of G [20]. We do not know how to hear H(G) in general yet. Yes, it is
the sum of the matrix entries of g but we would like to have a formula
which gives H(G) in terms of the eigenvalues of L. Already for K = C,
the spectrum of L and g are in the complex plane. While we do not
know yet how to get H(G) from the spectrum of L, we started to study
what happens if the wave amplitude h(x) ∈ K is deformed at a single
simplex x ∈ G and kept constant everywhere else. This is studied in
part (D).
4. Result (C): Energy theorem
4.1. Also the generalization of the energy theorem needs that G is a
simplicial complex, a finite set of non-empty sets closed under the op-
eration of taking non-empty subsets. It has already been formulated in
the complex case as a remark in [24], but it holds in general. The rea-
son is that both sides do not really tap into the multiplicative structure
of the algebra.
Theorem 3 (Energy theorem). Assume G is a finite abstract sim-
plicial complex. For any h : G → K, we have the energy relation∑
x,y g(x, y) = H(G).
4.2. We can establish the statement by standing on the shoulders of
the theorem in the topological case [24], and just comment on the later.
Proof. We just note that both sides of the equation are multi-affine
in each energy value entry X = h(x). This means that if change
7
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the single entry X, then the left hand side is of the form a + bX with
constants a, b ∈ K and the right hand side is c+dX again with constants
c, d ∈ K. Then we notice that we know the relation in the constant
zero case h = 0, (where both sides are zero) and for h(x) = ω(x),
where the theorem has been proven already and where both sides are
the Euler characteristic. The term H(G) =
∑
x∈G h(x) obviously even
linear in each of the entries so that a + bX = X. Also, each term
g(x, y) = ω(x)ω(y)H(W+(x) ∩ W+(y)) is an affine function in each
entry X = h(x0). The sum
∑
x,y g(x, y) = H(G) therefore is also affine.
Having the values agree on two points assures us now that c = a = 0
and b = d. 
4.3. Let us just remind about the proof of Theorem (2) in the case
h(x) = ω(x). The proof itself does not directly generalize to complex
valued fields. It has the following ingredients:
• Assume h(x) = ω(x) so that H(G) = χ(G) is the Euler charac-
teristic. If x ∈ G, then S(x) = W−(x)+W+(x), where + is the
join or Zykov addition of simplicial complexes, which is dual to
the disjoint union. The compatibility of the genus 1 − H(A)
with the join has now the consequence that
1−H(S(x)) = (1−H(W−(x)))(1−H(W+(x)) .
This implies with (1−H(W−(x))) = ω(x0 that H(G) = ∑x(1−
H(W+(x))) =
∑
x ω(x)(1 − H(S(x)) which we consider as a
Gauss-Bonnet relation for Euler characteristic H = χ.
• The above relation shows that the super trace of the matrix
g which
∑
x ω(x)g(x, x) =
∑
xK(x) agrees with the total en-
ergy H(G) = χ(G). This Gauss-Bonnet relation which fol-
lows from a Poincare´-Hopf relation for the valuation H = χ
defined by h. We can think about ω(x)g(x, x) as a curvature.
• The last observation is that the potential V (x) = ∑y∈G g(x, y)
which leads to the potential theoretical energy
V (x) =
∑
x,y
g(x, y)
of the vertex x satisfies V (x) = ω(x)g(x, x). This shows that
curvature of x is equal to potential energy of x induced from
all other simplices, (including self-interaction).
4.4. We are excited about the set-up because in classical physics, self-
interaction is a sensitive issue. When looking at the electric field of a
bunch of electrons, then at the point of each of the electrons, we have
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to disregard the field of the electron itself, as it is infinite. To cite Paul
Dirac from an interview given in 1982: ”I think that the present methods
which theoretical physicists are using are not the correct methods. They
use what they call a renormalization technique, which involves handling
infinite quantities. And this is not mathematically a logical process. I
would say that it is just a set of “working rules” rather than a correct
mathematical theory. I don’t like this whole development at all. I think
that some other important discoveries will have to be made, before these
questions are put into order.” People always overestimate their own
work, but we just want to point out that the field theory on finite set
of sets G taking values in K as worked on in the current document is
completely absent from any infinities!
5. Result (D): Geometric phase
5.1. For the last part, we assume K = C as we can look at the spec-
trum of L. We have seen in the real case, that the number of positive
minus the number of negative eigenvalues of L is then χ(G) = H(G) as
noticed in 2017 [20]. We can try to generalize this. While the spectrum
of quaternion matrices is always non-empty [35] which is related to the
fundamental theorem of algebra in division algebras, there are indica-
tions that we can not always assign to x ∈ G a canonical eigenvalue
λk. Such difficulties is the reason that we assume here K = C. We still
believe that the spectral situation in the quaternion and octonion case
should be studied more. The reason is that the complex case physically
just looks too much “electromagnetic” only.
5.2. Let us look at a circle t → ht,x(y) = h(y) if y ∈ G is not in
G and ht,x(x) = e
ith(x). Let λk(ht,x) be the eigenvalues of L defined
by G and the energy hz,x. Let W (λk) denote the winding number of
the path t→ λk(ht,x). This is well defined because the eigenvalues are
never zero by the determinant formula.
Theorem 4 (Geometric phase). For every x, a circular deformation
of the value ht(x) = h(x)e
it produces a in general a nontrivial per-
mutation of the eigenvalues, when t goes around a circle from 0 to
2pi.
5.3. The proof of Theorem (4) is an explicit computation, in a con-
crete situation. An example is G = K3, the set of all non-empty subsets
of {1, 2, 3}. The simplicial complex G contains the 7 sets
{{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} .
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We can take the energy values h(xk) = e
2piik/7, where k goes from 1 to
7. These are the 7’th root of unities.
Figure 1. For G = K3 and h(x) taking the 7’th roots
of unity, we generate the group Π(G, h) = S3×S3 which
has 36 elements. The figure shows the moves when turn-
ing wheels 1 to 6 by 360 degrees each.
5.4. Remark: In the real case, we most of the time have a natural
map Ψ : h ∈ (R∗)n → λ ∈ (R∗)n, if λk is the eigenvalue which has the
property that the circle λk(θ) under the deformation hθ(x) = h(x)e
iθ
has non-zero winding number with respect to the origin 0 ∈ C. It can
however happen that two rotations produce the same deformation of
the spectrum. It is still possible, when building up G to associate to
each x ∈ G a unique eigenvalue λk(L).
5.5. If we look at the one-parameter circle of energy functions t→ ht,x,
the winding numbers are all integers which because the depend contin-
uously on parameters are constant on the set of all energy functions.
When deforming from the real case, then we can not hit a real eigen-
value until θ = pi. What is possible however is that if we deform a
single h(x) value along a circle is that two eigenvalues turn around the
origin. We initially thought that this is not possible. In which cases
this is possible has still to be investigated.
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6. Result (E): Complex manifolds
6.1. The general linear group GL(n,C) can be identified with an
open subset of Cn2 . It so is naturally a non-compact Ka¨hler mani-
fold, because every complex sub-manifold of a Ka¨hler manifold with
induced complex structure is Ka¨hler. In our case, we have an explicit
parametrization
h ∈ Cn → Symm(n,C) = Cn(n+1)/2
of an n-dimensional complex manifold M which has the property that
the multiplicative subgroup (C∗)n is mapped into GLsymm(n,C), the
manifold space of symmetric complex (n× n)-matrices.
6.2. Unlike manifolds of self-adjoint matrices, spaces of symmetric
matrices are always Ka¨hler manifolds. In our case, the parametrization
map r : h→ L(h) is multi-linear. Its rank is the rank of the matrix
drTdr which is an integer only depending on G. Indeed, it agrees
with the rank of G. We measure for positive dimensional simplicial
complexes that the determinant of the Ka¨hler metric det(drTdr) is
divisible by 3. It is clearly 1 if G is zero dimensional as then r maps h
into a diagonal matrix. For complete complexes, we have the following
ranks G = K1 has rank 3
0, G = K2 has rank 3
2, G = K3 has rank
39 and G = K4 has rank 3
15. Looking up the integer sequence we
expect the rank for G = Kn+1 to be an = 3
∑n−1
k=1 B(n,k)(n−k). It should
be possible to prove this by induction. We have not yet done so.
6.3. We can now look at the open submanifold S of GLsymm(n,C)
which consists of matrices which have simple spectrum. This is still
a non-compact complex manifold of complex dimension n(n+1)/2. As
the collision sets are of smaller dimension, a random complex symmet-
ric matrix is in S. (This is much less obvious in the real case [33]).
The Ka¨hler manifold S is dense, is connected and simply connected.
As matrices with simple spectrum are diagonalizable and in general
matrices over K = C can be put into a Jordan normal form, this
follows from the connectedness and simply connectedness of the unitary
group U(n,C) for n > 1.
6.4. When looking at connection matrices L(G, h), then we have n-
dimensional complex manifold of matrices, also if we intersect it with S.
We get then a complex sub-manifold of the Ka¨hler manifold S and is so
Ka¨hler when taking the induced complex structure. We actually have
an explicit parametrization r : h = (h1, . . . , hn)→ L(G, h) and so also
explicit coordinates and an explicit Ka¨hler bilinear form g(h) = drT (h)·
dr(h), where dr(h) is the Jacobian of r : Cn → Cn(n+1)/2 at the point
11
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h. For a fixed set of sets G, the open manifold M = r((C∗)n)∩ ⊂ S
consists of connection Laplacians which have simple spectrum. Here
C∗ = C \ {0} is the multiplicative group in the field C of complex
numbers.
6.5. We can now make non-trivial statements about the manifold M .
In the 0-dimensional case where M = {x1 = {v1}, . . . , xn = {vn}},
the manifold M is an open sub manifold M = (C∗)n) consisting of all
vectors, for which all coordinates are non-zero and different. This man-
ifold is connected but not simply connected. The fundamental group
is pi1(M) = Zn everywhere. It is a bit surprising that in in general,
when the dimension of G gets bigger, the manifold M(G, h) can have a
non-commutative fundamental group and that it is not connected, as
different components can have different fundamental groups. We can
compute them explicitly.
6.6. If
Π(G, h0) = {(g1, ..., gn), gnkk = 1, gnii gnjj g−nii g−njj = 1}
is the finite presentation of symmetry group of the spectrum defined
by the above deformations, define the now infinite but still finitely
presented group
pi(G, h0) = {(g1, . . . , gn), gnii gnjj g−nii g−njj = 1}
which is the free group with n generators in which only the mixed
relations of Π(G, h0) are picked as the relations. In the case when
Π(G, h0) is the trivial group with one element, then pi(G, h0) is the
Abelian group Zn.
Theorem 5. The manifold M = M(G) is in general not connected.
The fundamental group of the connected component containing L(G, h0)
is the group pi(G, h0).
6.7.
Proof. To see that the manifold is in general not connected, take a fixed
complex like G = K3, and notice that there can be different vectors
h = (a, b, c) ∈ (C∗)2 for which the groups are different. We have in-
cluded Mathematica code which allows to verify this numerically. [To
prove this mathematically, one would have to establish a computer
assisted proof using interval arithmetic, establishing that the deforma-
tions really do what we see. It might be simpler to actually understand
this theoretically more first and understand why the eigenvalues get
permuted at all.] The groups are obviously constant on each connected
component, so that M must have different connectivity components.
12
OLIVER KNILL
To see that pi(G, h0) is the fundamental group, we note that every
closed curve in M can be described as a closed curve in the parame-
ter domain (C∗)n but that unlike in that parameter manifold which is
homotopic to the n-torus Tn, the image has now a more complicated
topology.
Let γ be a closed path in M starting at h0 which is obtained from a
generator, where the h value is turned at a single simplex x ∈ G. It
is not possible that some multiple γ + · · · + γ of the curve (doing the
loop several times) is homotopic to a point because such a deformation
would produce a deformation r−1(M) = (C∗)n which is homotopic to
Tn. This is not possible for the linear map r. 
6.8. Note that if G is 0-dimensional, the finite permutation group
Π(M,h0) is trivial for all h0 ∈ (C∗)n; it has only one element, the iden-
tity. When looking at this from the point of view of finitely presented
groups, then the fundamental group with generators (g1, . . . , gn) has
then all the pair relations rij = gjgkg
−1
j g
−1
k so that the fundamental
group is Zn = {(g1, . . . , gn)|(r12, . . . , r(n−1),n)} which is the free group
with generators g1, . . . , gn modulo these relations. In other words, the
fundamental group Zn is then the Abelianization of the free group with
n generators. In general, some of these pair relations become more
complicated.
7. Examples
7.1. If G = K2 = {{1, 2}, {1}, {2}} and h = [U, V,W ] are the energies
(field values) in K, we have the Study determinant det(L) = |UVW | =
det(g) and
L =
 U 0 U0 V V
U V U + V +W
 , g =
 U +W W −WW V +W −W
−W −W W

so that
gL =
 |U |2 0 |U |2 − |W |20 |V |2 |V |2 − |W |2
0 0 |W |2
 .
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7.2. For G = {{1}, {2}, {3}, {1, 2}, {2, 3}} and h = [U, V,W, P,Q],
the study determinant of L and g is |U, V,W, P,Q]. Then
L =

U 0 0 U 0
0 V 0 V V
0 0 W 0 W
U V 0 P + U + V V
0 V W V Q+ V +W

g =

P + U P 0 −P 0
P P +Q+ V Q −P −Q
0 Q Q+W 0 −Q
−P −P 0 P 0
0 −Q −Q 0 Q

so that
gL =

|U |2 0 0 |U |2 − |P |2 0
0 |V |2 0 |V |2 − |P |2 |V |2 − |Q|2
0 0 |W |2 0 |W |2 − |Q|2
0 0 0 |P |2 0
0 0 0 0 |Q|2
 .
7.3. For G = {{1}, {2}, {3}, {1, 2}, {2, 3}} and h = [U, V,W, P,Q],
the Study determinant of L and g is |UVWPQ|. Then
L =

U 0 0 U 0
0 V 0 V V
0 0 W 0 W
U V 0 P + U + V V
0 V W V Q+ V +W

g =

P + U P 0 −P 0
P P +Q+ V Q −P −Q
0 Q Q+W 0 −Q
−P −P 0 P 0
0 −Q −Q 0 Q

so that
gL =

|U |2 0 0 |U |2 − |P |2 0
0 |V |2 0 |V |2 − |P |2 |V |2 − |Q|2
0 0 |W |2 0 |W |2 − |Q|2
0 0 0 |P |2 0
0 0 0 0 |Q|2
 .
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7.4. For G = {{1}, {2}, {3}, {4}, {1, 2}, {2, 3}, {2, 4}, {3, 4}, {2, 3, 4}}
and h = [P,Q,R, U, V,W,X, Y, Z] the determinant is PQRUVWXY Z.
Then
L =

U 0 0 0 U 0 0 0 0
0 V 0 0 V V V 0 V
0 0 W 0 0 W 0 W W
0 0 0 P 0 0 P P P
U V 0 0 Q+ U + V V V 0 V
0 V W 0 V R+ V +W V W R+ V +W
0 V 0 P V V P + V +X P P + V +X
0 0 W P 0 W P P +W + Y P +W + Y
0 V W P V R+ V +W P + V +X P +W + Y P +R+ V +W +X + Y + Z

and
g =

Q+ U Q 0 0 −Q 0 0 0 0
Q Q+R+ V +X + Z R+ Z X + Z −Q −R− Z −X − Z −Z Z
0 R+ Z R+W + Y + Z Y + Z 0 −R− Z −Z −Y − Z Z
0 X + Z Y + Z P +X + Y + Z 0 −Z −X − Z −Y − Z Z
−Q −Q 0 0 Q 0 0 0 0
0 −R− Z −R− Z −Z 0 R+ Z Z Z −Z
0 −X − Z −Z −X − Z 0 Z X + Z Z −Z
0 −Z −Y − Z −Y − Z 0 Z Z Y + Z −Z
0 Z Z Z 0 −Z −Z −Z Z

.
Then
gL =

|U |2 0 0 0 |U |2 − |Q|2 0 0 0 0
0 |V |2 0 0 |V |2 − |Q|2 |V |2 − |R|2 |V |2 − |X|2 0 −|R|2 + |V |2 − |X|2 + |Z|2
0 0 |W |2 0 0 |W |2 − |R|2 0 |W |2 − |Y |2 −|R|2 + |W |2 − |Y |2 + |Z|2
0 0 0 |P |2 0 0 |P |2 − |X|2 |P |2 − |Y |2 |P |2 − |X|2 − |Y |2 + |Z|2
0 0 0 0 |Q|2 0 0 0 0
0 0 0 0 0 |R|2 0 0 |R|2 − |Z|2
0 0 0 0 0 0 |X|2 0 |X|2 − |Z|2
0 0 0 0 0 0 0 |Y |2 |Y |2 − |Z|2
0 0 0 0 0 0 0 0 |Z|2

.
This illustrates for example tr(gL) =
∑
x |h(x)|2.
7.5. Let G = {{1}, {1, 3, 4}, {1, 4, 5}, {4}, {1, 4}}. It is a set of sets
and not a simplicial complex. It is also not ordered as we usually do.
Now take the energy values h = 2, 4, 3,−1, X, where X is a variable.
We want to illustrate the determinant formula, but not assume any
associativity or commutativity. When looking at the Leibniz deter-
minant we get a complicated expression which simplifies in this case
where only one variable appears to −24X.
7.6. For G = {{1, 3, 4}, {4}} with h = (1, X) we have
L =
[
X + 1 X
X X
]
, g =
[
1 1
1 X + 1
]
The computation
g.L =
[
2X + 1 2X
(X + 1)2 X(X + 2)
]
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shows that even if X = 1, we do not have a diagonal matrix.
7.7. For the simplicial complex G = {{1, 2}, {2, 3}, {1}, {2}, {3}},
which is ordered from larger dimensions to smaller dimensions and
h = (1, 1, 1, 1, X), we have
L =

3 1 1 1 0
1 X + 2 0 1 X
1 0 1 0 0
1 1 0 1 0
0 X 0 0 X

and
g =

1 0 −1 −1 0
0 1 0 −1 −1
−1 0 2 1 0
−1 −1 1 3 1
0 −1 0 1 X + 1
 ,
so that
gL =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 X2 − 1 0 0 X2
 .
Since the order was up to down, the matrix gL is lower triangular.
8. Illustrations
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Figure 2. The spectral curves θ → λk(G, hx,θ) are seen
in the complex plane C, when the energy h(x) is rotated
around by 2pi at the simplex x. In this case, n = |G| = 9.
For each x, we see here exactly one eigenvalue that circles
around the origin. If this is the case, we can attach to
each simplex a unique spectral value λ(x) and keep track
of this correspondence even if there should be spectral
collisions. The spectrum of L is a priori only a set.
Figure 3. Deforming the function value h(x) at some
simplex x by multiplying with eit produces a deformation
of the eigenvalues. It is a bit surprising as we would have
expected to have each eigenvalue move on a circle. Here
is an example, where a cyclic permutation of 3 eigen-
values appears. This means that we can assign to that
simplex x not just one particle (eigenvector) but that 3
particles are tied together by symmetry. We have so far
not seen this when h takes values in the real case.
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Figure 4. A case with h taking values in U = T in the
K = C case. The deformation of one of the h-values per-
mutes 4 eigenvalues. Together with other wheels turning,
we can realize the full permutation group of these four
eigenvalues.
9. Discussion
9.1. In physics, a complex-valued function ψ : M → C on a geom-
etry is also seen as a wave because quantum mechanics is also wave
mechanics. A T-valued function can be seen as the section of a fibre
bundle for which the gauge group is the circle T. In the case of quater-
nions, one has a non-Abelian gauge field situation like U = SU(2). We
still have to see, whether one can get any type of physical content from
the theorems. We can look at the Schro¨dinger equation i~ψt = Hψt
18
OLIVER KNILL
for example for some self-ajoint H and then feed in h(x) = ψt(x), pro-
ducing an operator Lt with spectrum and Ka¨hler manifolds Mt. Can
we have situations where the motion of the wave produces topology
changes of Mt?
9.2. Motivated from quantum mechanics and gauge field theo-
ries it was natural to look at functions on a finite abstract simplicial
complex G by assigning to each of the n simplices x of G an element
h(x) of a division or operator algebra K and look at the correspond-
ing connection Laplacian L. Especially interesting should be the case
when we use unitary operators that is if h is U-valued. More generally,
motivated maybe also from number theory, one can look at any ring K,
commutative or not and look at K-valued functions. Note however that
unlike for gauge field theories, where only the multiplicative structure
of a Lie group is used, the field object (G, h) uses both the additive as
well as the multiplicative structure of the algebra K.
9.3. When using C-valued energy values h(x), the map G → C can
also be seen as a “quantum wave”. The n×n connection matrix L that
is built from the wave has now a spectrum. The map h→ L is an ex-
plicit linear parametrization of a complex manifold of n×n matrices for
which the determinant is the product of the h values. For 0-dimensional
complexes, we just have (h1, . . . , hn) → L = Diag(h1, . . . , hn). What
happens here is that for every wave h we have operators attached, simi-
larly as in quantum field theories. Now, it would be interesting to know
whether the spectrum of L(G, h) has any physical content. As a wave
now also defines complex manifolds we should expect the manifolds to
not change fundamentally in topology when the wave evolves. Or then
that something dramatic changes if the manifolds change topology.
9.4. If the ring K is non-commutative, like for quaternion H-valued
fields, one also needs to work with a fixed order on G. Geometry
becomes non-commutative. More references on linear algebra in non-
commutative settings is contained in [28, 34, 3]. The Leibniz determi-
nant is K-valued), the Study determinant [32, 6] is real valued and the
Dieudonne´ determinant [8, 2, 29, 5] takes values in the Abelianization
K of K. This works especially for quaternions K = H. In the case of
octonions K = O, which is no more a ring, the non-associativity com-
plicates the linear algebra a bit more. There had been early physical
motivation for non-associative structures like [27]. The Octonions have
been at various places been seen associated with gravity. These ideas
are exciting [4, 12, 9, 7, 4, 11, 30].
19
DIVISION ALGEBRA VALUED ENERGIZED COMPLEXES
9.5. An other goal of this note was to point out a remarkable geo-
metric spectral phase phenomenon in the case K = C, where one
can use the usual determinant and where one also has well defined
eigenvalues and eigenvectors. Given a wave h : GC, we can define a
non-trivial map from the fundamental group of Un = Tn to the per-
mutation group of the spectrum of L. Think of turning a wheel at a
simplex x and rotating the value of the field h(x) there along a circle
hθ(x) = e
iθh(x) and leaving all other hθ(y) = h(y) for y 6= x. This
produces a closed loop which rotating the wave h along a circle.
9.6. A bit surprisingly, even so at the end of the turn, while the matrix
L(h2pi, G) = L(h0, G) are the same, the eigenvalues of L were in general
permuted. The permutation group generated like this can be non-
Abelian. It is not explored much yet. We have no ideas which groups
can appear. In the illustration section we only see example but we have
code which allows to experiment. If we want to associate eigenvectors
of eigenvalues of L with “particles” generated by the wave h, the cycle
structure of the group Π(G, h) groups of eigenvalues and so the
particles naturally.
9.7. The interest in division algebras is first of all warranted by Hur-
witz’s theorem which states that R,C,H or O is the complete list
of normed real division algebras. Nature appears to have a keen
interest in these algebras: wave functions in quantum mechanics are
C-valued, or H-valued if one looks at spinors. The units in C are the
gauge group of electromagnetism, the units in H to the gauge group
SU(2) of the electro-weak interaction. The group SU(3) naturally acts
on H and also appears prominently in the construction of positive
curvature manifolds, a category which is closely related to division
algebras: all known examples in that class are either spheres, or projec-
tive spaces over division algebras, or then one of four exceptions which
are all SU(3) based flag manifolds. The suggestion to link octonions O
with gravity has appeared in various places (see the references in [25]).
9.8. Each of the extensions R → C → H → O are algebraically
and topologically essential: from R to C, we make the unit sphere
connected, from C to H we make the unit sphere simply connected,
from H to O, we also trivialize the second cohomology which manifests
that there is no Lie group structure any more on S7. Algebraically,
we gain from R → C completeness, from C → H we lose not only
commutativity, but the fundamental theorem of algebra. From C →
mathbbO we also lose associativity and higher dimensional projective
spaces. As we will see already the transition from R→ C is interesting
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for energized complexes (G, h) because the action of U on individual
energy values produces a non-trivial action on spectrum.
9.9. We expect the spectral phase phenomenon to disappear again
when looking at K = H because the unit sphere in quaternions is
simply connected. The assignment of eigenvalues is however is more
problematic already in the quaternions case because there is not a
strong fundamental theorem of algebra. The equation x2 = −1 for
example has lots of solutions.
9.10. Division algebras are also closely linked to spinors. The spin
groups Spin(p, 1) are double covers of the indefinite Lie group SO(p, 1).
They appear in Lorentzian space time: Spin(2, 1) = SL(2,R) in 2+1
space-time dimensions, Spin(3, 1) = SL(2,C) in 3 + 1 space-time di-
mension, Spin(5, 1) = SL(2,H) in 5 + 1 space-time dimension and
Spin(9, 1) = SL(2,O) in 9 + 1 space-time dimensions [31].
9.11. Spin groups are traditionally built through Clifford algebras,
a construct which generalizes exterior algebras. In combinatorics, func-
tions h : G → R appear naturally as part of the discrete exterior
algebra. There is no need to use a Clifford algebra to build it. A K-
valued functions h on a simplicial complex is in some sense a spinor-
valued spinors. Functions on sets of dimension k are the k-forms,
the exterior derivative d defines the Dirac operator D = d + d∗
producing the block diagonal Hodge Laplacian H = D2 = ⊕Hk with
dim(ker(Hk)) = bk is the k’th Betti number of G. Many features appear
to generalize however [14, 21, 13, 19].
9.12. The exterior calculus G leads to the Barycentric refinement Γ =
(V,E) of G, where V is the set of sets in G and E the set of pairs where
one is contained in the other. This graph Γ has a natural simplicial
complex structure which is also called the Barycentric refinement of
G. One can then iterate the process of taking Barycentric refinements
[15, 16] to get universal fixed points which only depend on the maximal
dimension of G. We could extend the Barycentric refinement map
G → G1 to energized complexes (G, h) → (G1, h1), where h1(x1) =
C
∑
y∈x1 h(y) is scaled so that det(L) = 1 and hope to get a fixed
point. An other approach offers itself if we can assign for every G there
exists unique solution h : G → R of Ψ(h) = λ on det(L) = 1. We
would also like this get universal energized limit (G, h)
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9.13. Division algebras are also of interest in number theory and dif-
ferential geometry. The primes in division algebra appear to have some
combinatorial relations with Lepton and Hadron structures [18]. Also
when studying the known even-dimensional positive curvature mani-
fold types RP2d,S2d,HPd,OP2,W6,E6,W12,W24, they have a curious
relation with force carriers in physics, where four exceptional positive
curvature manifolds have a more complex cohomology, linking such
manifolds with force carriers having positive mass [25]. While these
could well be just structural coincidences, it could also be a hint, that
nature likes division algebras for building structure.
9.14. We saw here that the now order-dependent multiplicative en-
ergy
∏
x∈G |h(x)| has a meaning as a Study determinant of L and that
H(G) =
∑
x∈G h(x) is the sum of the matrix entries of g. In this non-
commutative setting like for quaternion-valued h, we had to recheck
the proofs, once an order on G is given. This exercise also helped a
bit to clarify more the proof of unimodularity result originally found
in 2016. Or the result that if the energies take values in the group of
units SO(2) = U(1) of C, or the units SU(2) of H, then g is the inverse
of L. Especially, if the energy function h takes values in the units in
the ring K of integers of a cyclotomic field K, then L and its inverse
are defined over R. One can also imagine to use number fields within
C like Gaussian integers or Eisenstein integers. The matrices L, g
take then values in these integers at least if if the product of the h
values is a unit.
9.15. The results extend algebraically to the strong ring G generated
by energized simplicial complexes, where + is the disjoint union of
complexes and × the Cartesian product. We have χ(G+H) = χ(G) +
χ(H) and χ(G × H) = χ(G)χ(H) and L(G × H) = L(G) ⊗ L(H)
and det(L(G ×H)) = det(L(G))det(L(H)). We already have a shade
of non-commutativity there because the connection Laplacians are for
the product the tensor products of the Laplacians. So, the algebra in
the strong ring naturally also calls for K to be an algebra and we do
not have to insist on commutativity of K.
10. Questions
10.1. For K = C, given an order on G, we have a natural spectral
map
Λ : (h(x1), . . . , h(xn)) 7→ (λ(x1), . . . , λ(xn) .
The eigenvalue match of the last entry can be obtained by turning on
the energy h(xn) and follow track eigenvalues during the deformation.
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Where is it invertible? Already for G = K2 = {{1}, {2}, {1, 2}} with
energy function h({1}) = a, h({2}) = b, h({1, 2}) = c that the charac-
teristic polynomial is pL(q) = abc − 3abq − acx + 2aq2 − bcq + 2bq2 +
cq2 − q3, that the Jacobian determinant of Λ at (a, b, c) = (1, 1 + , 1)
is
(4+ 3)√
48 + ((32(+ 3) + 157) + 136)
.
meaning that the determinant is zero in the counting case. The map Λ
is already a very complicated map from C3 → C3 but it is computable
as we have formulas for the roots of cubic equations. (A) Can one
hear the energy h of G from the spectrum λ of L? (B) If not, can one
isospectrally deform the energy h? (C) What are the non-zero energy
equilibria, fixed points Ψ(h) = h?
10.2. Still in the case K = C, we can look at the parametrization
map r : h = (h1, . . . , hn) → M(n,C. Its rank is the rank of the
n × n matrix g = drTdr which is the first fundamental form rsp. the
Ka¨hler form in this setting. Because the map is r is linear, the rank
of this map is constant and also the determinant of g. We have seen
that the determinant is for positive dimensional simplicial complexes
always divisible by 3. We have in the Ka¨hler section of this article give
some examples. What values can the determinant take? Why does the
factor 3 always appear?
10.3. In all of our experiments also with larger complexes for real en-
ergies, the eigenvalues depend in a monotone way on each energy value
suggesting that in general, dΛ (defined two paragraphs above) is a pos-
itive matrix with generically non-zero determinant. This makes sense
physically because if we pump in energy in a simplex, this should also
quantum mechanically lead to larger energy values for the Hamiltonian
L. We are far from being able to prove this even in this real case. Here
is a more precise statement. For any fixed simplicial complex G with
n sets, is it true that the map h ∈ (R∗)n → λx(LG,h) assigning to the
energized complex (G, h) the eigenvalue belonging to x monotone. We
actually believe that it is strictly monotone, even so we have seen that
the Jacobian matrix dΛ can have zero determinant at some places.
10.4. We can also look at the map Ψ : Cn → Cn given by
(h(x1), . . . , h(xn)) 7→ (g(x1, x1), . . . , g(xn, xn))
assigning to the energies the diagonal Green function entries. These
entries are always of interest in physics (at least in a regularized way as
most of the time, the Green functions g(x, x) do not exist in classical
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physics). What are the properties of this map? It maps the energies
assigned to the simplices to the self-energy. In the topological case, it
is ω(x) → ω(x)(1 − χ(S(x)). The map Ψ maps the diagonal entries
of L to the diagonal entries of g. These diagonal entries are L(x, x) =
χ(W−(x)) and g(x, x) = χ(W+(x)).
10.5. Are division algebra valued waves on simplicial complexes of
physical consequences? Let us call an energized simplicial complex
(G, h) to be Sarumpaet, if the inserted energy to a simplex agrees
with the spectral energy. In other words, if there is a fixed point
ψ(h) = h, then h serves as an energy equilibrium. Of course, there
is always the vacuum h = 0, where all matrices and eigenvalues are
zero. But we are interested in more interesting equilibria, similarly
as the Einstein equations give more interesting manifolds besides the
trivial flat case. 1
10.6. If the fixed point equation can not be satisfied, one can then
look at the minima S(G) = minh|h − λ|2. The minimum exists if h
takes values in the units U of K. One can then further look at minima
of S(G) on the set of all simplicial complexes with n elements and then
see what happens with these minima if n → ∞. This is still science
fiction, but one can imagine the set of extrema to lead to quantities
which do not depend on any input as both the geometry G and the
fields h are given.
10.7. The construction of non-compact Ka¨hler manifolds with given
fundamental group is not a problem [1]. The compact case is difficult.
One can ask whether it is possible to glue the manifolds obtained here to
compact manifolds. One could try to glue two such manifolds together
for example. Attaching compact Ka¨hler manifolds to a complex G
with field h would be more exciting. It would also be interesting to
understand the boundaries of the different connectivity components.
These are the places, where two or more eigenvalues collide.
11. Code
11.1. The following Mathematica code computes the permutation group
for a given simplical complex G and energy vector e. As usual, the code
can conveniently grabbed from the ArXiv version of this paper. In this
example, we take a linear complex with 10 elements and as energy
values the 10th root of unities. The group has order 72.
1This is motivated by the novel [10].
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
Generate [ A ] :=Delete [Union [ Sort [ Flatten [Map[ Subsets ,A ] , 1 ] ] ] , 1 ] ;
G = Generate [{{1 , 2} ,{2 , 3} ,{3 , 4} ,{5 , 6}} ] ; n=Length [G ] ; Q=SubsetQ ;
S=Table [−(−1)ˆLength [G [ [ k ] ] ] ∗ I f [ k ==l , 1 , 0 ] , { k , n} ,{ l , n } ] ;
s t a r [ x ] :=Module [{u={}} ,Do[ v=G[ [ k ] ] ; I f [Q[ v , x ] , u=Append [ u , v ] ] , { k , n } ] ; u ] ;
core [ x ] :=Module [{u={}} ,Do[ v=G[ [ k ] ] ; I f [Q[ x , v ] , u=Append [ u , v ] ] , { k , n } ] ; u ] ;
Wminus = Table [ Intersection [ co re [G[ [ k ] ] ] , co re [G[ [ l ] ] ] ] , { k , n} ,{ l , n } ] ;
Wplus = Table [ Intersection [ s t a r [G[ [ k ] ] ] , s t a r [G[ [ l ] ] ] ] , { k , n} ,{ l , n } ] ;
e=Table [Exp [ 1 . 0∗2Pi I k/n ] ,{ k , n } ] ;
EN[ A ] := I f [A=={} ,0 ,Sum[ e [ [ Position [G,A [ [ k ] ] ] [ [ 1 , 1 ] ] ] ] , { k ,Length [A ] } ] ] ;
L= Table [EN[Wminus [ [ k , l ] ] ] , {k , n} ,{ l , n } ] ; V=Eigenvalues [ 1 . 0 ∗L ] ;
g=S .Table [EN[Wplus [ [ k , l ] ] ] , {k , n} ,{ l , n } ] . S ; Chop [Conjugate [ g ] . L ] ;
TrackEigenvalue [m , w ] :=Module [{ t=0,XX=V[ [m] ] , q=1} ,
Do[ e1=e ; e1 [ [w] ]= e [ [w ] ] ∗Exp [ I t ] ;
EN[ A ] := I f [A=={} ,0 ,Sum[ e1 [ [ Position [G,A [ [ k ] ] ] [ [ 1 , 1 ] ] ] ] , { k ,Length [A ] } ] ] ;
L1=Table [EN[Wminus [ [ k , l ] ] ] , {k , n} ,{ l , n } ] ; V1=Eigenvalues [ 1 . 0 ∗L1 ] ;
min=n ; Do[ I f [Abs [XX−V1 [ [ k ] ] ] <min , min=Abs [XX−V1 [ [ k ] ] ] ; q=k ] ,{ k , n } ] ;
XX=V1 [ [ q ] ] , { t , 0 , 2Pi , 2Pi /500} ] ;
min=n ;Do[ I f [Abs [XX−V[ [ k ] ] ] <min , min=Abs [XX−V[ [ k ] ] ] ; q=k ] ,{ k , n } ] ; q ] ;
Perm [ w ] :=Table [ TrackEigenvalue [m,w] ,{m, n } ] ;
GroupOrder [ PermutationGroup [Table [ PermutationCycles [ Perm [w] ] , {w, n } ] ] ] 
11.2. The following lines compute the rank of the matrix drTdr in
the case, where G = K4. Just by changing G one can compute the
rank for any set of sets. We also make the prime factorization because
we observe that for some strange reason, the determinant of drTdr is
always divisible by 3 in positive dimensional cases. The case of a sets
of sets (multi-graph) example like G = {{1, 2, 3}} are also considered
zero dimensional, even so the element is 2 dimensional. The connection
matrix is the 1× 1 matrix 1.
Generate [ A ] :=Delete [Union [ Sort [ Flatten [Map[ Subsets ,A ] , 1 ] ] ] , 1 ] ;
G1=Generate [{{1 , 2 , 3 , 4 , 5} ,{3 , 4 , 5 , 6 , 7}} ] ; G2=Generate [{Range [ 4 ] } ] ;
G=G2 ; n=Length [G ] ; SQ=SubsetQ ;
c [ x ] :=Module [{u={}} ,Do[ v=G[ [ k ] ] ; I f [SQ[ x , v ] , u=Append [ u , v ] ] , { k , n } ] ; u ] ;
Wminus = Table [ Intersection [ c [G[ [ k ] ] ] , c [G[ [ l ] ] ] ] , { k , n} ,{ l , n } ] ;
Q[ e ] :=Module [{ en ,L} ,
en [ A ] := I f [A=={} ,0 ,Sum[ e [ [ Position [G,A [ [ k ] ] ] [ [ 1 , 1 ] ] ] ] , { k ,Length [A ] } ] ] ;
L = Table [ en [Wminus [ [ k , l ] ] ] , {k , n} ,{ l , n } ] ; Flatten [ L ] ] ;
Id=IdentityMatrix [ n ] ; A=Transpose [Table [Q[ Id [ [ k ] ] ] , { k , n } ] ] ;
Kaehler=Transpose [A ] .A;
Print [{Det [ Kaehler ] , ” Factors : ” ,FactorInteger [Det [ Kaehler ] ] } ] ; 
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Figure 5. The Ka¨ehler bilinear form A = drTdt
in the case of G = G1 of the above code which
is the simplicial complex generated by the two sets
{1, 2, 3, 4, 5}, {3, 4, 5, 6, 7} which has 55 elements. The
determinant of A is 31135777 in this case.
Figure 6. We see the 55× 55 matrix L in the case of
the complex generated by {{1, 2, 3, 4, 5}, {3, 4, 5, 6, 7}}.
The energy was chosen to be random with elements in
[0, 1].
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Appendix: non-commutative determinants
11.3. There are various determinant constructions for matrices tak-
ing values in non-commutative rings. First of all, there is the Leib-
niz determinant det(L) =
∑
σ sign(σ)L1,σ(1) · · ·Lnσ(n) which does not
satisfy the Cauchy-Binet property det(AB) = det(A)det(B). Al-
ready for 1 × 1 matrices A = [[a]], B = [[b]] one has det(AB) = ab
and det(BA) = ba. We also can consider the Study determinant
[32] as well as the Dieudonne´ determinant [8] which both do sat-
isfy the Cauchy-Binet relation. Both have their uses, advantages and
disadvantages.
11.4. The Leibniz determinant is defined for any matrix over a com-
mutative or non-commutative ring K and does not even use associativ-
ity if we make a convention about where multiplication starts (like from
the right if no brackets are used). The ring K can also be a division
algebra like O which is no more a ring as the multiplication is no more
associative. It could be a normed Jordan algebra or semi-simple
Lie algebra. Maybe of more physics interest is when K is C∗-algebra
of bounded linear operators on a Hilbert space or a Banach algebra.
Of special interests are von Neumann algebras. If K is a quadratic field
one is in an algebraic number field setting, which could be of interest
in number theory.
11.5. The Dieudonne´ determinant is covered in [8, 2, 29]. We es-
pecially can follow Artin (Chapter IV) or Rosenberg (Section 2.2). If K
is a division algebra denote by K its Abelianization. It is given in terms
of the multiplicative group K∗ = K\{0} of K as K = K∗/[K∗,K∗]∪{0}.
While in K = C we have x = x in the quaternions, this is no more the
case for quaternions. We have −1 = 1 for example. So, even if −1 is
a real number within the quaternions and we are working in K = H
then −1 = 1. The reason is that the commutator [i, j] = iji−1j−1 =
k(−i)(−j) = k2 = −1 contains −1.
11.6. The Dieudonne´ determinant of a matrix A is axiomatically de-
fined as a function M(n,K) → K which has the following proper-
ties: (i) det(1) = 1, (ii) Multiplying a row of A with µ from the
left multiplies the determinant by µ . (iii) Adding a row of A to
an other does not change the determinant. It follows: (iv) A is sin-
gular if and only if det(A) = 0. (v) If two rows are interchanged,
then det(A) is multiplied with (−1). (vi) Multiplying A from the
right by µ multiplies the determinant by µ. For the following, also
see [5]: (vii) det(AT ) = det(A). (viii) The Laplace expansion works
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with respect to any row or column [5]. (ix) There is a Leibniz for-
mula det(A) =
∑
σ(−1)σA1σ(1) · · ·Anσ(n)wσ holds, where each wσ is a
commutator of the multiplicative group.
11.7. The explicit computation that the commutator c = aba−1b−1
can be realized through row reduction is shown as Theorem (4.2)
in [2]:
[
1 0
0 1
]
→
[
1 0
a−1 1
]
→
[
0 −a
a−1 1
]
→
[
0 −a
a−1 b−1
]
→[
aba−1 0
a−1 b−1
]
→
[
aba−1 0
1 b−1
]
→
[
0 −c
1 b−1
]
→
[
0 −c
1 c
]
→[
1 0
1 c
]
→
[
1 0
0 c
]
. This sequence of steps can be performed in
general in the last two rows of an n× n matrix.
11.8. The row reduction step shows that A can be written as A =
BD(1, . . . , µ) with an unimodular B and some µ ∈ K. In that case
det(A) = µ. If µ = 1, then µ is a product of commutators. This means
SL(1,K) = K. Artin gives the following examples:
det(
[
0 b
c d
]
) = −cb
For nonzero a values, one has
det(
[
a b
c d
]
) = ad− aca−1b
The example shows that one can not factor out b in the second row:
det(
[
1 a
b ab
]
) = ab− ba
11.9. The Study determinant det(M) is the unique multiplicative
functional on M(n,H) that is zero exactly on singular matrices and
which has the property that det(1 + rEij) = 1 for i 6= j and r ∈ H.
It agrees with | det(A)| on C and satisfies det(A) = |∏k λk|. The
Study determinant was introduced in [32] and is also part of the ax-
iomatization of [8]. Like the Dieudonne´ determinant, it is defined
by row reducing the matrix to an upper triangular 2 × 2 block ma-
trix and then conjugating the 2 × 2 case. The Study determinant is
just the norm of the Dieudonne´ determinant and contains therefore
in general a bit less information than the later. If A is upper trian-
gular, then sdet(A) =
∏
j |Ajj| as well as sdet(A) =
∏
j |λj| if λj are
the eigenvalues. For complex matrices the Study determinant satisfies
sdet(A) = | det(A)|.
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11.10. The eigenvalues of A in a division algebra can be defined by
noting that A is similar to an upper triangular matrix by Gaussian
elimination. One can also conjugate A over the quaternions to a com-
plex Jordan normal form matrix J . If B is the complexification of A,
meaning B =
[
A1 −A∗2
A2 A
∗
1
]
if A = A1 + jA2 where Ai are complex,
then the spectrum of B is λ1, λ
∗
1 . . . λn, λ
∗
n. They satisfy the eigenvalue
equation Au = uλ.
11.11.
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