Abstract. We consider evolution equations of the forṁ
Introduction
Throughout this paper H, V are two separable Hilbert spaces over C such that V is densely and continuously embedded into H (we write V ֒→ for some constants M, α > 0 that are independent of t, u, v. Under these assumptions there exists for each t ∈ [0, T ] an isomorphism A(t) : V → V ′ such that A(t)u, v = a(t, u, v) for all u, v ∈ V. It is well known that −A(t), seen as unbounded operator with domain V, generates an analytic C 0 -semigroup on V ′ . The operator A(t) is usually called the operator associated with a(t, ·, ·) on V ′ . Moreover, we associate an operator A(t) with a(t; ·, ·) on H as follows D(A(t)) = {u ∈ V | ∃f ∈ H such that a(t; u, v) = (f | v) H for all v ∈ V } A(t)u = f.
It is not difficult to see that A(t) is the part of A(t) in H.
In fact, we have D(A(t)) = {u ∈ V : A(t)u ∈ H} and A(t)u = A(t)u. Furthermore, −A(t) with domain D(A(t)) generates a holomorphic C 0 -semigroup on H which is the restriction to H of that generated by −A(t). For all this results see e.g. [22, Chapter 2] or [3, Lecture 7] . We now assume that there exist 0 < γ < 1 and a continuous function ω :
where V γ := [H, V ] is the complex interpolation space. In addition we assume that a(t 0 ; ·, ·) has the square root property for some t 0 ∈ [0, T ] (and then for all t ∈ [0, T ] by [4, Proposition 2.5] ), i.e.,
Recall that for symmetric forms, i.e., if a(t; u, v) = a(t; v, u) for all t, u, v, then the square root property is satisfied. Under the assumptions (1)- (5) it is known that for each x 0 ∈ V the non-autonomous homogeneous Cauchy problem (6) u(t) + A(t)u(t) = 0 a.e. on [0, T ],
. This result has been proved by Arendt and Monniaux [4] (see also [10] ) when the form a satisfies the weaker condition
In this paper we continue to investigate further regularity of the solution of (6) . For this it is necessary to associate to the Cauchy problem (6) an evolution family
which means that:
is the unique solution of (6).
If the non-autonomous form a satisfies the weaker condition (7) then it is known that (6) is governed by an evolution family which is norm continuous in V [15, Theorem 2.6], and norm continuous in H if in addition V ֒→ H is compact [15, Theorem 3.4] . However, for many boundary value problem the compactness embedding fails. In this paper we prove that the compactness assumption can be omitted provided a satisfies (3) instead of (7). This will allow us to consider a large class of examples of applications. One of the main ingredient used here is the non-autonomous returned adjoint form a *
We note that the study of regularity properties of the evolution family with respect to (t, s) in general Banach spaces has been investigated in the case of constant domains by Komatsu [14] and Lunardi [17] , and by Acquistapace [1] for time-dependent domains.
We illustrate our abstract results by two relevant examples. The first one concerns the Laplacian with non-autonomous Robin boundary conditions on a unbounded Lipschitz domain. The second one traits a class of Schrödinger operators with time dependent potential.
Preliminary results
Let a : [0, T ] × V × V → C a non-autonomous sesquilinear form satisfying (1) and (2) . Then the following well known result regarding L 2 -maximal regularity in V ′ is due to J. L. Lions Theorem 1.1 (Lions, 1961) . For each given s ∈ [0, T ) and x 0 ∈ H the homogenuous Cauchy problems
Recall that the maximal regularity space 
Finally, we will need to consider the returned adjoin form a *
Clearly, the adjoint form is a non-autonomous sesquilinear form and satisfies (1) and (2) with the same constant M, α. Moreover, the adjoint operators A
coincide with the operators associated with a * on H. Thus applying Theorem 1.1 to the returned adjoint form we obtain that the Cauchy problem associated with A * r (t) := A * (T − t)
t ≤ s} and every x ∈ H we can define the following family of linear operators (11) U (t, s)x := u(t) and U * r (t, s)x := v(t), where u and v are the unique solutions in M R(V, V ′ ) respectively of (9) and (10) . Thus each family {U(t, s) : (t, s) ∈ ∆} and {U * r (t, s) : (t, s) ∈ ∆} yields a contractive, strongly continuous evolution family on H [15, Proposition] . In the autonomous case, i.e., if a(t, ·, ·) = a(·, ·) for all t ∈ [0, T ], then one knows that −A 0 , the operator associated with a 0 in H, generates a C 0 -semigroup (T (t)) t≥0 in H. In this case U (t, s) := T (t − s) yields a strongly continuous evolution family on H. Moreover, we have
Here, T (·)
′ denote the adjoint of T (·) which coincides with the C 0 -semigroup (T * (t)) t≥0 associated with the adjoint form a * . In the non-autonomous setting however, (12) fails in general even in the finite dimensional case, see [7, Remark 2.7] . Nevertheless, Proposition 1.2 below shows that the evolution families U and U * r can be related in a similar way. This formula appeared in [7, Theorem 2.6]. Proposition 1.2. Let U and U * r be given by (11) . Then we have
for all x ∈ H and (t, s) ∈ ∆.
The equality (13) will play a crucial role in the proof of our main result. We include here a new proof for the sake of completeness.
All these forms satisfy (2) with the same constants α, M. The associated operators in V ′ are denoted by A k ∈ L(V, V ′ ) and are given for all u ∈ V and k = 0, 1, ..., n by
Consider the non-autonomous form a
Λ : [0, T ] × V × V → C defined by (15) a Λ (t; ·, ·) := a k (·, ·) if t ∈ [λ k , λ k+1 ) a n (·, ·) if t = T .
Its associated time dependent operator
Next denote by T k the C 0 −semigroup associated with a k in H for all k = 0, 1...n. Then applying Theorem 1.1) to the form a Λ we obtain that in this case the associated evolution family U Λ (t, s) is given explicitly (20) where T k,r and T * k,r are the C 0 -semigroups associated with
On the other hand, the last equality in (21) implies that T k,r coincides with the semigroup associated with a k,ΛT where Λ T is the subdivision Λ T := (0 = T − λ n+1 < T − λ n < ... < T − λ 1 < T − λ 0 = T ). It follows from (17)- (18) and (19)- (20) that
Finally, the desired equality (13) follows by passing to the limit as |Λ| = |Λ T | → 0. Remark 1.3. The coerciveness assumption in (2) may be replaced with (22) Re a(t, u, u)
for some ω ∈ R. In fact, a satisfies (22) 
Norm continuous evolution family
In this section we assume that the non-autonomous form a satisfies (2)- (5). Thus as mentioned in the introduction, under theses assumptions the Cauchy problem (9) has L 2 -maximal regularity in H. Thus for each x ∈ V,
we known that the restriction of U to V defines an evolution family which norm continuous. The same is also true for the Cauchy problem (10) and the assocaited evolution family U * r since the returned adjoint form a * r inherits all properties of a. In the following we establish that U can be extended to a strongly continuous evolution family on V ′ .
Proposition 2.1. Let a be a non-autonomous sesquilinear form satisfying (2)-(5). Then U can be extended to a strongly continuous evolution family on V ′ , which we still denote U.
Proof. Let x ∈ H and (t, s) ∈ ∆. Then using Proposition 1.2 and the fact that U and U * r define both strongly continuous evolution families on V and H we obtain that
The following theorem is the main result of this paper
Theorem 2.2. Let a be a non-autonomous sesquilinear form satisfying (2)-(5). Let {U (t, s) : (t, s) ∈ ∆}
given by (11) . Then the function (t, s)
Proof. The norm continuity for U in the case where X = V follows from [15, Theorem 2.7] . On the other hand, applying [15, Theorem 2.7 ] to a * r we obtain that U * r is also norm continuous on ∆ with values in L(V ). Using Proposition 1.2, we obtain by similar arguments as in the proof of Lemma 2.1
for all x ∈ V ′ and (t, s), (t ′ , s ′ ) ∈ ∆. This implies that U is norm continuous on ∆ with values in L(V ′ ). Finally, the norm continuity in H follows then by interpolation.
Examples
This section is devoted to some relevant examples illustrating the theory developed in the previous sections. We refer to [4] and [19] and the references therein for further examples. 
Here ∂ ν is the weak normal derivative. Thus the domain of A(t) is the set Consider the non-autonomous Cauchy problem The form a satisfies also (2)- (5) 
