In this paper we use an appropriate Lyapunov function and derive sufficient conditions for the nonlinear dynamic control system
Introduction
The importance of control theory in applied mathematics and its occurrence in several problems such as mechanics, electromagnetic theory, thermodynamics etc., are well known. The main aim being to control a given system to behave in some desired fashion. The main interest being to control the system automatically, without direct human intervention. Control theory consists of two parallel branches: in the first one time is continuous, in the second one is discrete. The statements in both theories are usually similar or even identical. This is true for linear as well as nonlinear systems. In 1988, the theory of dynamic equations on time scales was introduced by Stefan Hilger [7] in order to unify continuous and discrete calculus. The development of theory on time scale calculus allows one to get some insight into and better understanding of the subtle differences between discrete and continuous systems [2, 3] . The stability analysis of dynamic systems has become an important topic both theoretically and practically because dynamic systems occur in many areas such as mechanics, physics, and economics. The problem of stability analysis for dynamic systems on time scales has been investigated by many researchers, see [2, 3, 5, 6, 7, 10] , in which most results on stability of dynamic systems are obtained by the method of estimation of general solution of the systems. It seems that there are not many researches concerning with stability of dynamic systems on time scales by using Lyapunov functions on time scales. In [6] , necessary and sufficient conditions for uniform stability and uniform asymptotic stability for dynamic systems on time scales were obtained. In [5] , the method presented in [6] were used to derive sufficient conditions for h-stability for dynamic systems on time scales. The basic method for stabilizability is that of Lyapunov functions. By using this method, many very strong results were obtained, by finding Lyapunov functions task.
In this paper we use an appropriate Lyapunov function and derive sufficient conditions for the non-linear dynamic control system
on a time scale T to be uniformly stabilizable, uniformly exponentially stabilizable and h− stabilizable. At the end of the paper, we give illustrative examples.
Preliminaries
To introduce our terminology, R is the set of real numbers, R n is the n− dimensional Euclidean vector space, x is the Euclidean norm of a vector x ∈ R n , T is a time scale and [t 0 , ∞) Ì = [t 0 , ∞) ∩ T. Finally, for a matrix A ∈ R n×n (the family of all real n × n matrices), we denote by A T for its transpose. We begin by introducing some definitions which we need later on. Definition 2.1 [2] A time scale T is a nonempty closed subset of the real numbers R.
Definition 2.2 [2] The forward jump operator σ : T → T is defined by
while the backward jump operator ρ : T → T is defined by ρ(t) = sup{τ < t, τ ∈ T}, t ∈ T and the graininess function is defined by
We also define the set T k as follows: if T has a left scattered maximum m,
Definition 2.3 [2]
A point t ∈ T is said to be: [2, 3] . Theorem 2.6 [2] : Assume that g : T → R n and let ∈ T. 
Definition 2.4 [3] Fix t ∈ T, and let
n ) The set of functions f : T → R n that are differentiable and whose derivative is rd-continuous will be denoted by
The set of all regressive and rd-continuous functions
is the set of all positively regressive elements of R.
where I is the identity function and f is called regressive on
T k , if it is regressive at each t ∈ T k . (iii) bounded on a set S ⊆ T × R n , if there exists a constant M > 0 such that f (t, x) ≤ M, for all (t, x) ∈ S, (iv) Lipschtiz continuous on a set S ⊆ T × R n , if there exists a constant L > 0 such that f (t, x 1 ) − f (t, x 2 ) ≤ L x 1 − x 2 for all (t, x 1 ), (t, x 2 ) ∈ S.
Definition 2.10 [9] If p ∈ R, then the generalized exponential function is defined by
Here
Definition 2.12 [9] A symmetric matrix-valued function A is said to be positive definite (denoted by
A > 0) if x T Ax > 0
for any nonzero vector x. A symmetric matrix-valued function A is said to positive semi-definite (denoted
well-defined, continuous, and strictly increasing on [0, ∞) Ì with ϕ(0) = 0.
Definition 2.14 [8] A continuous function
Definition 2.15 [8] Consider the nonlinear system on a time scale T of the form
(i) System (1) is called uniformly stable if there exists γ > 0 such that
(ii) System (1) is called uniformly exponentially stable if there exist γ, λ > 0 with −λ ∈ R + such that
(iii) System (1) is called an h−system if there exists a positive function h :
T → R, a constant c ≥ 1 and a δ > 0 such that
)). If h is bounded, then (1) is said to be h−stable.

Lemma 2.16 [4] (Completing the square). Assume that S ∈ R
n×n is a symmetric positive definite matrix. Then for every Q ∈ R n×n , we obtain
The non-linear dynamic control system: Various types of stability of the special control system
were investigated in [1] .
Lyapunov Stability Theory
In this section we introduce some stability results from [8] concerning the following nonlinear dynamic system
Theorem 3.1 If there exists a positive definite function
V (t, x(t)) ∈ C 1 rd (T × R n , R + ) and a, b, ∈ R + such that (i) V Δ (t, x(t)) ≤ 0, (ii) a x(t) 2 ≤ V (t, x(t)) ≤ b x(t) 2 , then system (2) is uniformly stable.
Theorem 3.2 If there is a positive definite function
is uniformly exponentially stable.
Theorem 3.3 If there is a positive definite function
V ∈ C 1 rd (T × R n , R + ), a bounded positive differentiable function h : T → R and a, b ∈ R + such that (i)V Δ (t, x(t)) ≤ γ h Δ (t) h(t) x(t) 2 , γ = a, h Δ (t) ≥ 0 b, h Δ (t) < 0 (ii) a x(t) 2 ≤ V (t, x(t)) ≤ b x(t) 2 , then system (2) is h−stable.
Main Results
Consider the non-linear dynamic control system on a time scale T of the form:
where
n is rd-continuous with f (t, 0, 0) = 0 and the control u(t) ∈ R m is defined by
is a positive definite symmetric matrix satisfying certain conditions which will be stated in Theorems (4.1 − 4.4).
When f (t, x(t), u(t)) = 0, equation (3) yields the linear dynamic control system
In this section, we use the Lyapunov stability theory to obtain sufficient conditions for various types of stabilizability of these systems.
Theorem 4.1 Assume there exists a positive definite symmetric matrix function
P ∈ C 1 rd (T, R n×n ) and η, ρ ∈ R + such that (c1) D T (
t)P (t) + I + μ(t)D T (t) P Δ (t) + P (t)D(t) + μ(t)P Δ (t)D(t) ≤ 0 where D(t) := A(t) + B(t)K(t) (c2) ηI ≤ P (t) ≤ ρI.
Then system (4) is uniformly stabilizable.
Proof: Let x(t) be a solution of (4). Assume that V (t, x(t)) = x T (t)P (t)x(t), t ∈ T. It is clear that condition (c2) implies condition (ii) of theorem (3.1). We have
V Δ (t, x(t)) = (x Δ (t)) T P (t)x(t) + x(t) + μ(t)x Δ (t) T P Δ (t)x(t) + P (t) + μ(t)P Δ (t) x Δ (t) = D(t)x(t) T
P (t)x(t) + x(t) + μ(t)D(t)x(t) T · P Δ (t)x(t) + (P (t) + μ(t)P Δ (t))D(t)x(t) = x T (t)D T (t)P (t)x(t) + x T (t) I + μ(t)D T (t) P Δ (t) + (P (t) + μ(t)P Δ (t))D(t) x(t) = x T (t) D T (t)P (t) + I + μ(t)D T (t) P Δ (t) + P (t)D(t) + μ(t)P Δ (t)D(t) x(t)
By assumption (c1) we get V Δ (t, x(t)) ≤ 0. Hence system (4) is uniformly stabilizable.
We introduce the following notation for later use:
Z(t) := D T (t)P (t) + I + μ(t)D T (t) P Δ (t) + P (t)D(t) + μ(t)P Δ (t)D(t)
In the rest of this section we assume that P ∈ C 1 rd (T, R n×n ) is a positive definite symmetric matrix function that satisfies one or more conditions of the following (C1)
. . , 4 and ρ 1 , ρ 2 ∈ R.
Theorem 4.2 Suppose that there is a θ ∈ R
+ and a function f :
If there exists a positive definite matrix function P ∈ C 1 rd (T, R n×n ) satisfying the conditions (C1−C3), then system (3) is uniformly stabilizable by the control u(t) = K(t)x(t), where K(t) = −γB
T (t)P (t), γ > 0.
Proof: Let x(t) be a solution of system (3) and V (t, x(t)) = x T (t)P (t)x(t), be a Lyapunov function. By (C1), it is easy to see that:
The delta derivative of V along the trajectories of system (3) is given by:
= [A(t)x(t) + B(t)u(t) + f (t, x(t), u(t))] T P (t)x(t) +[x(t) + μ(t)(A(t)x(t) + B(t)u(t) + f (t, x(t), u(t)))]
T
·[P Δ (t)x(t) + P (t)(A(t)x(t) + B(t)u(t) + f (t, x(t), u(t))) + μ(t)P Δ (t)(A(t)x(t) + B(t)u(t) + f (t, x(t), u(t)))]
From assumption (7), letting B 2 (t) = B(t)B T (t), we obtain
x(t)) = A(t)x(t) − γB 2 (t)P (t)x(t) + f (t, x(t), u(t)) T P (t)x(t) + x(t) + μ(t)(A(t)x(t) − γB 2 (t)P (t)x(t) + f (t, x(t), u(t)))
T · P Δ (t)x(t) + P (t)(A(t)x(t) − γB 2 (t)P (t)x(t) + f (t, x(t), u(t))) +μ(t)P Δ (t)(A(t)x(t) − γB 2 (t)P (t)x(t) + f (t, x(t), u(t))) = x T (t) A T (t)P (t) + P Δ (t) + P (t)A(t) − 2γP (t)B 2 (t)P (t) +μ(t)P Δ (t)A(t) − γμ(t)P Δ (t)B 2 (t)P (t) + μ(t)A T (t) − γμ(t)P (t)B 2 (t) · P Δ (t) + P (t)A(t) − γP (t)B 2 (t)P (t) +μ(t)P Δ (t)A(t) − γμ(t)P Δ (t)B 2 (t)P (t) x(t) +f T (
t, x(t), u(t))P (t)x(t) + x T (t)P (t)f (t, x(t), u(t))
+μ(t)x T (t)P Δ (t)f (t, x(t), u(t)) + μ(t)f T (t, x(t), u(t))P Δ (t)x(t) +μ(t)x T (t) A T (t) − γP (t)B 2 (t) P (t)f (t, x(t), u(t)) +μ 2 (t)x T (t) A T (t) − γP (t)B 2 (t) P Δ (t)f (t, x(t), u(t)) +μ 2 (t)f T (t, x(t), u(t))P Δ (t) A(t) − γB 2 (t)P (t) x(t) +μ(t)f T (t, x(t), u(t))P (t) A(t) − γB 2 (t)P (t) x(t) +μ 2 (t)f T (t, x(t), u(t))P Δ (t)f (t, x(t), u(t)) +μ(t)f T (
t, x(t), u(t))P (t)f (t, x(t), u(t)).
By (C1), (C2) and Lemma (2.16), we have the following estimates:
t, x(t), u(t))f (t, x(t), u(t))
From the above inequalities and (6) we get
By (C3), we conclude that V Δ (t, x(t)) ≤ 0. Therefore, by Theorem (3.1), system (3) is uniformly stablilizable.
Theorem 4.3 Assume that f (t, x, u) satisfies condition (6). If there exists a positive definite matrix function
n×n ) satisfying the conditions (C1), (C2) and (C4), then system (3) is uniformly exponentially stabilizable by the control u(t) which is defined in (7).
Proof: Let x(t) be a solution of system (3). Consider a Lyapunov function for the system (3) of the form
It is easy to see that (C1) yields
The delta derivative of V along the trajectory of system (3) is given by
(t)x(t) + B(t)u(t) + f (t, x(t), u(t))
T P (t)x(t) +
x(t) + μ(t) A(t)x(t) + B(t)u(t) + f (t, x(t), u(t))
T · P Δ (t
)x(t) + P (t) A(t)x(t) + B(t)u(t) + f (t, x(t), u(t)) + μ(t)P Δ (t) (A(t)x(t) + B(t)u(t) + f (t, x(t), u(t))
In view of inequality (8), we obtain
Hence, by Theorem (3.2), system (3) is uniformly exponentially stabilizable.
Theorem 4.4
Assume that f (t, x, u) satisfies condition (6) . If there exists a positive definite matrix function P ∈ C 1 rd (T, R n×n ) satisfying the conditions (C1), (C2) and (C5), then system (3) is h-stabilizable by the control defined in (7) .
Proof: Let t 0 ∈ T, and x(t) = x(t, t 0 , x 0 ) be any solution of system (3) corresponding to the initial value x(t 0 ) = x 0 . We consider a Lyapunov function for system (3) of the form V (t, x(t)) = x T (t)P (t)x(t). By the inequality (C1) we get
The delta derivative of V along the trajectories of system (3) is given by
From the inequality (8), we have
By using (C1), (C2) and (C5), we obtain
Thus,
Now, integrate both sides of the last inequality from t 0 to t
From Gronwall's inequality, we have
Using (C1) and lemma (2.15) in [5] , we find
Hence, we get
where ω = η 2 /η 1 . Therefore system (3) is h−stabilizable.
Numerical Examples
Example
Consider the dynamic system of the form x 1 cos u 2 . 8 (t, 0) .
(t)x(t) + B(t)u(t) + f (t, x(t), u(t)), t ∈ [0, ∞) Ì
It is clear that f (t, x(t), u(t)) is rd-continuous with
One can check that Z ≤ (−3/256) I. Therefore system (9) is uniformly exponentially stabilizable. Also, system (9) is c-stabilizable for every positive c, since condition (C5) holds.
Example
Consider the dynamic system of the form is a positive definite matrix and satisfies (C1), (C2), and (C5) with h(t) = ct, where c is a positive number. Therefore the system (10) is h-stabilizable.
(t)x(t) + B(t)u(t) + f (t, x(t), u(t)), t ∈
[t 0 , ∞) Ì , t 0 > 0,(10)
