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SUMMARY
We investigate aspects of Kauffman bracket skein algebras of surfaces and modules of
3-manifolds using quantum torus methods. These methods come in two flavors: embedding
the skein algebra into a quantum torus related to quantum Teichmu¨ller space, or filtering
the algebra and obtaining an associated graded algebra that is a monomial subalgebra of a
quantum torus. We utilize the former method to generalize the Chebyshev homomorphism
of Bonahon and Wong between skein algebras of surfaces to a Chebyshev-Frobenius homo-
morphism between skein modules of marked 3-manifolds, in the course of which we define
a surgery theory, and whose image we show is either transparent or skew-transparent. The
latter method is used to show that skein algebras of surfaces are maximal orders, which
implies a refined unicity theorem, shows that SL2C-character varieties are normal, and
suggests a conjecture on how this result may be utilized for topological quantum compil-
ing.
xvii
CHAPTER 1
INTRODUCTION
In this dissertation we study aspects of Kauffman bracket skein modules of 3-manifolds
and Kauffman bracket skein algebras of surfaces1 primarily via the utilization of two dif-
ferent “quantum torus methods,” one of which is a technique with close ties with quantum
hyperbolic geometry and the other is via standard methods of filtered algebras and associ-
ated graded algebras. We begin in Section 1.1 with an overview of what skein modules are,
where they came from, and their relationship to low-dimensional topology. We then give
a picture of what quantum tori are in Section 1.2 and explain how they may be wielded
as a powerful tool with which to study skein modules. Then in Section 1.3 we give an
outline of the content of this dissertation, including a discussion of our primary results and
a conjecture on possible applications of some of our results towards topological quantum
computing. All work in this dissertation is joint with Leˆ [LPb; LPa].
Throughout the introduction we fix a commutative domain R with a distinguished in-
vertible element q1/2 whose square q is sometimes called the quantum parameter. We keep
in mind the examples R = Z[q±1/2] and R = C. Several algebras are defined that depend
on q and this is denoted with a subscript, but we will frequently suppress this subscript
when the value of q is understood.
1.1 Kauffman bracket skein modules
1.1.1 History
Our story begins with the discovery of the Jones polynomial in 1985 [Jon85] by Vaughn
Jones. This was the first new knot polynomial discovered since Alexander in 1928 [Ale28],
1For the entirety of this work, we will collectively refer to both simply as skein modules.
1
and this surprising discovery landed Jones the Fields medal in 1990. Computation of
the Jones polynomial involved methods of operator algebras that were unfamiliar to most
topologists, and in the spirit of Conway’s discovery of a skein relation to compute the
closely related Conway-Alexander polynomial in 1969 [Con70], Louis Kauffman uncov-
ered what is now called the Kauffman bracket skein relation in 1987 [Kau87] given by
T = qT+ + q
−1T−, depicted in Figure 1.1, to compute the closely related Kauffman
bracket polynomial. Topologists were left with the unhappy situation that they possessed
a new knot invariant but it was described entirely in terms of either operator algebras or
diagrams drawn in the plane - no 3-dimensional description of the Jones polynomial yet
existed. Atiyah challenged Witten to find such a description, and he succeeded in 1989
[Wit89] with the invention of Chern-Simons theory - the first topological quantum field
theory. This achievement, among others, led to Witten sharing the 1990 Fields medal with
Jones, as well as Drinfeld and Mori. This thread in scientific history has since spawned a
thousand rivers of inquiry in the field of mathematical physics and physical mathematics,
and our contribution here marks another inch towards understanding this story.
Figure 1.1: From left to right: T, T+, T−.
Skein modules were introduced independently by Przytycki [Prz99] while attempting to
study the invariants of colored knots and by Turaev [Tur88; Tur91] as a deformation quanti-
zation of the Poisson algebra of loops on surfaces, or relatedly, as a geometric quantization
of the Atiyah-Bott-Weil-Petersen-Goldman symplectic structure of the SL2C character va-
riety.
In the spirit of the analysis situs of Leibniz, Przytycki has described skein modules
as algebra situs - an algebraic topology based on knots. The relationship between man-
ifolds and knots that can be embedded within them has many fruitful analogies with the
relationship between rings and their modules. Here, we encodes topological and geometri-
2
cal information about surfaces and 3-manifolds by forming a module generated by isotopy
classes of knots embedded in the manifold quotiented by the Kauffman bracket skein re-
lation in Figure 1.1. These knots can be thought of as functions on the SL2C character
variety of the manifold, thus this makes skein modules a sort of K-theoretic approach to the
SL2C-character variety. A more physical way of thinking about skein modules would be
that special elements known as Jones-Wenzl idempotents represent Temperley-Lieb-Jones
anyons conjectured to exist in certain fractional quantum Hall effect systems, giving possi-
ble connections towards topological quantum computing that we explore in the last chapter.
Skein modules have been found to have connections with many important objects in
classical and quantum topology, including but not limited to character varieties [Bul97;
PS00; Sik04; Mar11], the Jones polynomial [Le06], (quantum) Teichmu¨ller spaces [BW11;
Le19], cluster algebras [Mul16], topological quantum computing [Kau02; Wan10], and
topological quantum field theories [Bla+95; BW16b]. They occupy a crossroads where
representation-theoretic and diagrammatic aspects of quantum topology as well as classical
topology intersect [Tur91].
1.1.2 Skein modules for marked 3-manifolds
Let us first introduce Kauffman bracket skein modules for marked 3-manifolds. A marked
3-manifold is a pair (M,N ), where M is an oriented 3-manifold with (possibly empty)
boundary ∂M and a 1-dimensional oriented submanifold N ⊂ ∂M such that each of the
finite number of connected components of N is diffeomorphic to the open interval (0, 1).
AnN -tangle in (M,N ) is a compact 1-dimensional non-oriented submanifold T of M
equipped with a normal vector field, called the framing, such that ∂T = T ∩ N and the
framing at each boundary point of T is a positive tangent vector of N . Two N -tangles
are N -isotopic if they are isotopic in the class of N -tangles. Given a single component
N -tangle α, if α is diffeomorphic to S1 then α is called an N -knot, otherwise α is called
an N -arc.
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The Kaufman bracket skein module of (M,N ) at q, S (M,N ) := Sq(M,N ), is the
R-module freely spanned by N -isotopy classes of N -tangles modulo the local relations
described in Figure 1.2.
Figure 1.2: Defining relations of the skein module. From left to right: skein relation, trivial
knot relation, and trivial arc relation.
When N = ∅ we don’t need the third relation (the trivial arc relation), and this is
the Kauffman bracket skein module first found by Przytycki [Prz99] and Turaev [Tur88;
Tur91]. The skein relation and trivial knot relation were introduced by Kauffman [Kau87]
in his study of the Jones polynomial.
An N -tangle T is essential when no component of T satisfies the trivial knot or trivial
arc relation. The set of all essential N -tangles is a basis forS (M,N ) over R.
The trivial arc relation was introduced by Muller in [Mul16] where he defined the skein
module of marked surfaces (see Subsection 1.1.3), which was then generalized to marked
3-manifolds by Leˆ [Le19]. It turns out that the extension to include the marked set N on
the boundary ∂M makes the study of the skein modules much easier both in technical and
conceptual perspectives.
1.1.3 Skein algebras of marked surfaces
Throughout this work we deal with marked surfaces, which has a special case we call finite
type surfaces. This distinction is inessential for most of our main results, which apply to
both kinds of surfaces, but the type of surface we use to prove a given result is the context
in which that result is most easily proven and the other case follows as a corollary. As the
way we treat these objects has subtle but important differences, we use different language
and notation when describing them despite the fact that the same language could be used
for both types in some cases.
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A marked surface is a pair (Σ,P), where Σ is an oriented compact surface with (pos-
sibly empty) boundary ∂Σ and a finite set P ⊂ ∂Σ. Define an R-module S (Σ,P) :=
Sq(M,N ), where M = Σ × (−1, 1) and N = P × (−1, 1). Given two N -tangles T, T ′,
define the product TT ′ by stacking T above T ′. To be more precise, we isotope T to lie
in Σ × (0, 1) and T ′ to lie in Σ × (−1, 0), and consider TT ′ to be the union T ∪ T ′. If β
is an unmarked boundary component of ∂Σ, i.e. β ∩ P = ∅, then β is a central element
of S (Σ,P). We write H for set of all unmarked boundary components of ∂Σ. (Σ,P) is
called totally marked if H = ∅, and this context is the one originally used by Muller in
[Mul16].
A P-arc is a smooth map a : [0, 1]→ Σ such that a(0), a(1) ∈ P and a maps (0, 1) in-
jectively into Σ\P . A quasitriangulation of (Σ,P), orP-quasitriangulation, is a collection
∆ of P-arcs which cut Σ into triangles and holed monogons. Associated to a quasitrian-
gulation ∆ is a vertex matrix P , which is an anti-symmetric ∆ × ∆ matrix with integer
entries which we will utilize to define the Muller algebra, a quantum torus into which we
will embed the skein algebra of a marked surface (See Section 1.2).
The algebra S (Σ,P) is closely related to quantum Teichmu¨ller space (see the follow-
ing subsection) and the quantum cluster algebra of the surface [Mul16]. Two important
facts about this algebra which we make extensive use of are that it is an Ore domain (mean-
ing that it has a division algebra) and that the set B(Σ,P) of isotopy classes of essential
P × (−1, 1)-tangles forms an R-basis forS (Σ,P).
1.1.4 Skein algebras of finite type surfaces
A finite-type surface S is an oriented surface S = S \ V where S is an oriented closed
connected surface and V is a (possibly empty) finite set whose elements are called punc-
tures. A framed link in S is a disjoint finite collection of diffeomorphic copies of S1 in
S× (−1, 1) equipped with a smooth normal vector field.
Our base ring for skein algebras of finite type surfaces will always be R = C. Given a
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nonzero complex number ξ := q, the Kauffman bracket skein module S := Sξ(S) is the
C-vector space freely spanned by isotopy classes of framed links in S × (−1, 1) modulo
the Kauffman bracket skein relations depicted in the left box of Figure 1.2 with quantum
parameter q set to ξ. Here the framing is pointing out of the page at the reader.
S is made into a C-algebra by introducing a product as follows. Given two framed
links K,L, we define their product KL ∈ S by stacking K above L in S × (1, 1). This
product was first introduced by Turaev [Tur91] in connection with the Atiyah-Bott-Weil-
Petersen-Goldman symplectic structure of the character variety.
Given a finite type surface S := S \ V with negative Euler characteristic and at least
one puncture, an ideal triangulaton T may be defined, which is a maximal collection of
isotopy classes of smooth arcs x : [0, 1]→ S such that x(0), x(1) ∈ V and x embeds (0, 1)
into S. From this datum an antisymmetric matrix known as the face matrix QT may be
constructed, and the quantum torus T(QT) is a version of the quantum Teichmu¨ller space
of the surface called a Chekhov-Fock algebra into which the skein algebra may embed
via the quantum trace map of Bonahon and Wong [BW11] (see Subsection 1.2.2). This is
analogous to the Muller algebra embedding of the skein algebra of a marked surface, and
in [Le19] Leˆ works with a more general class of surfaces to show that these embeddings
are essentially “Fourier transforms” of one another.
As was shown in [PS00], a C-basis BS for S is given by the collection of all simple
diagrams on S, which are finite collections of disjoint diffeomorphic copies of S1 in S,
none of which bound a disk. Each simple diagram gives rise to a framed link with vertical
framing. Other important properties of S for us include that S is a domain [PS19], that
S is finitely generated as a module over its center when the quantum parameter is a root
of unity [FKL19b], and thatS is a finitely generated C-algebra [Bul97].
Remark 1.1.1. The skein algebras of both marked surfaces and finite type surfaces may be
defined in terms of the skein module of a marked 3-manifold.
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1.2 Quantum torus methods
Here we give an overview of our primary lens into the structure of skein modules: quantum
tori. These are a sort of algebra of q-commuting Laurent polynomials.
The following notion will be useful throughout. Suppose A is an R-algebra, not nec-
essarily commutative. Two elements x, y ∈ A are said to be q-commuting if there ex-
ists C(x, y) ∈ Z such that xy = qC(x,y)yx. Suppose x1, x2, . . . , xn ∈ A are pairwise
q-commuting. Then the Weyl normalization of
∏
i xi is defined by
[x1x2 . . . xn] := q
− 1
2
∑
i<j C(xi,xj)x1x2 . . . xn. (1.1)
It is easy to show that the normalized product does not depend on the order, i.e. given an
element σ of the symmetric group on n letters, [x1x2 . . . xn] = [xσ(1)xσ(2) . . . xσ(n)].
1.2.1 Quantum tori
Let I be a finite set. We write Mat(I × I,Z) for the set of I × I matrices with entries in Z.
That is, U ∈ Mat(I × I,Z) is a function U : I × I → Z. We write Uij for U(i, j). We may
occasionally think of ordinary p× p matrices in this manner without further comment.
Let U ∈ Mat(I × I,Z) be antisymmetric, i.e. Uij = −Uji. The quantum torus associ-
ated to U over R is
Tq(U ;R) := R〈x±1i , i ∈ I〉/(xixj = qUijxjxi).
T(U ;R) is sometimes called the algebra of skew Laurent polynomials or twisted Laurent
polynomials.
When R is Noetherian, T(U ;R) is Noetherian, an Ore domain, and many other nice
properties.
Let ZI be the set of all maps k : I → Z. For k ∈ ZI we define the normalized
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monomial to be
Xk := [
∏
i∈I
x
k(i)
i ].
Here the brackets denote the Weyl normalization as in (1.1), and as such the ordering of
the product does not matter.
We also work with an important class of subalgebras of quantum tori known as mono-
mial subalgebras. Let T := T(U ;C) be a quantum torus where U is a p×pmatrix for some
positive integer p. Let Λ ⊂ Zp be a submonoid of Zp. Then the monomial subalgebra as-
sociated to Λ, A(Λ) ⊂ T, is defined to be the C-subspace of T spanned by {Xk : k ∈ Λ}.
1.2.2 Embedding of skein algebra
In [BW11], Bonahon and Wong opened a portal to the powerful quantum torus methods for
the study of skein algebras of surfaces with their quantum trace map. Let S := S \ V be
a finite type surface with negative Euler characteristic and at least one puncture, and T an
ideal triangulaton with associated face matrixQT. The quantum trace map is an embedding
κT : Sq(S)→ Tq(QT).
T(QT) is known as a Chekhov-Fock algebra [FC99], whose division algebra (a local-
ized version of the algebra such that every nonzero element is invertible) is a version of
quantum Teichmu¨ller space that can be found as the quantization of the shear coordinates
on the Teichmu¨ller space of the surface. This fact, along with the fact that there are transfer
isomorphisms between the Chekhov-Fock algebra associated to each ideal triangulation, al-
lows one to think ofS (S) (or rather its division algebra) as a “coordinate-free” version of
quantum Teichmu¨ller space.
Working in the context of this embedding vastly simplifies many aspects of the study
of skein algebras. One immediate computational simplification that is apparent is that re-
solving the skein relation on n crossings has exponential complexity, but working inside of
a quantum torus this computation is reduced to polynomial complexity. This suggests ad-
ditional reasons to look in this direction to study skein-theoretic algorithms for topological
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quantum computing beyond what we mention in Subsection 1.3.7.
The quantum trace map is mentioned here for historical completeness, but we do not
make direct use of it in this work (though many of our results could, in principle, be proven
using this method). Instead, we make use of a quantization of Penner coordinates of deco-
rated Teichmu¨ller space[Pen12] known as the Muller algebra, which has the advantage of
having simpler change-of-coordinate maps between quasitriangulations than the Chekhov-
Fock algeras have between ideal triangulations.
Let (Σ,P) be a marked surface with at least one marked point, and let ∆ be a P-
quasitriangulation. A ∆×∆ antisymmetric matrix P := P∆ known as the vertex matrix is
formed from the combinatorial data of ∆. Define the Muller algebra to be
Xq(∆) = R〈a±1, a ∈ ∆ | ab = qPa,b ba〉, (1.2)
and its positive subalgebra to be
Xq,+(∆) = R〈a, a ∈ ∆ | ab = qPa,b ba〉.
In the case where (Σ,P) is totally marked, Muller [Mul16] defined an embedding ϕ∆ :
Sq(Σ,P) → Xq(∆) known as the skein coordinate map, which may be thought of as a
cousin of the quantum trace map. Indeed, the quantum trace map and skein coordinate map
are related by a “shear-to-skein” map explained by Leˆ in [Le19] (see Section 5.3). Again,
S (Σ,P) embeds as an essential subalgebra of X(∆), and the exponential complexity of
the resolution of skein relations inS (Σ,P) is reduced to polynomial complexity in X(∆).
One of the results in this work is a generalization of Muller’s skein coordinate map to
the case where not every boundary component has a marked point, see Theorem 1.3.1 in
the results section below.
Again, the apparent disconnect here between finite type and marked surfaces is an il-
lusion - “generalized marked surfaces” may be defined for which both the quantum trace
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map and skein coordinate map exist, and this idea is explored in [Le19], but we do not need
to make use of such generality in our work here.
1.2.3 Associated graded algebra
Besides the skein algebra embeddings described in Subsection 1.2.2, we also make use of
another quantum torus method in proving our main results. Namely, we filter our skein
algebra with some appropriate filtration, note that the associated graded algebra is some
subalgebra of a quantum torus, prove the result there, and then lift the result back to the
skein algebra. This method is utilized to great effect in works such as [AF17; Mul16; Le15;
Le18c].
LetS be a finite type surface with negative Euler characteristic and at least one puncture
equipped with an ideal triangulation T. Then one may form an N-filtration {Fn} onS :=
S (S) as follows. Given x ∈ S we may write x as a finite sum x = ∑ ciKi ∈ S with
ci ∈ C, Ki ∈ BS. Then we have x ∈ Fn if
∑
a∈T µ(a,Ki) ≤ n for all i. Here µ(a,Ki) is
the minimum of |a ∩Ki| over all isotopic copies of Ki.
From {Fn} we can form the associated graded algebra grS . We show that grS is
a finitely generated monomial subalgebra of a quantum torus, and from this we are able
to prove results about grS that are then lifted to results on S , as is the usual reason for
working with an associated graded algebra.
1.3 Original Results
In this section we summarize all original results in this work. Our most important results
are the following.
(i) The existence of the Chebyshev-Frobenius homomorphism between skein modules
of marked 3-manifolds (Subsection 1.3.3).
(ii) The image of the Chebyshev-Frobenius homomorphism consists of (skew-)transpent
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elements (Subsection 1.3.5).
(iii) The construction of a surgery theory for skein algebras of marked surfaces (Subsec-
tion 1.3.4).
(iv) Skein algebras of surfaces are maximal orders (Subsection 1.3.6).
1.3.1 Skein algebra embedding
Theorem 1.3.1 (See Theorem 6.2.1). Assume ∆ is a quasitriangulation of a marked sur-
face (Σ,P). Then there is a natural algebra embedding
ϕ∆ : Sq(Σ,P) ↪→ Xq(∆)
such that ϕ∆(a) = a for all a ∈ ∆. The image of ϕ∆ is sandwiched between X+(∆)
and X(∆). The algebra Sξ(Σ,P) is an Ore domain, and ϕ∆ induces an isomorphism
ϕ˜∆ : S˜ξ(Σ,P)
∼=−→ X˜(∆) where S˜ξ(Σ,P) is the division algebra ofSξ(Σ,P) and X˜(∆)
is the division algebra of X(∆).
In the case where (Σ,P) is totally marked, Theorem 1.3.1 was proved by Muller
[Mul16].
1.3.2 Skein algebra of a marked surface is a domain
In [Mul16], Muller showed that the skein algebra of a totally marked surface (Σ,P) is a
domain via a mostly geometric argument that utilizes one non-geometric choice, namely
an arbitrary total ordering on the set of all essential P-tangles. That the skein algebra
of a marked surface is a domain is a simple corollary of this result via functoriality, see
Lemma 4.2.6. However, in Appendix A we give an alternative purely geometric proof of
this fact that utilizes a more algebro-geometric ordering on the set of essential P-tangles
but is admittedly more laborious than the proof presented in [Mul16].
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1.3.3 Chebyshev-Frobenius homomorphism
Let (Σ,P) be a marked surface and let the base ring be R = C for this subsection. Set the
quantum parameter q = ξ, where ξ is a primitive root of unity, let N := ord(ξ4) (i.e. the
smallest N such that ξ4N = 1), and let ε = ξN2 (this implies that ε = ±1,±i.). When
P = ∅, utilizing the quantum trace map Bonahon and Wong [BW16a] constructed a re-
markable map Sε(Σ,P)→ Sξ(Σ,P) called the Chebyshev homomorphism, which plays
an important role in the theory of the skein algebra such as in the conjectural construction
of a positive basis [Thu14; Le18a]. This map is given by applying theN th Chebyshev poly-
nomial of type one (1.4) to knots, which turn out to satisfy the skein relation. Satisfying
the skein relation requires a number of difficult to understand “miraculous cancellations”.
One main result of this dissertation is to extend Bonahon and Wong’s Chebyshev homo-
morphism to skein modules of marked 3-manifolds and to give a conceptual explanation of
its existence from basic facts about q-commutative algebra stemming from the much sim-
pler to understand Frobenius homomorphism (1.4) between quantum tori (see Subsection
1.3.8).
Let (M,N ) be a marked 3-manifold. A 1-component N -tangle T is diffeomorphic
to either the circle S1 or the closed interval [0, 1]. For a 1-component N -tangle T and
an integer k ≥ 0, write T (k) ∈ Sξ(M,N ) for the kth framed power of T obtained by
stacking k copies of T in a small neighborhood of T along the direction of the framing
of T . Given a polynomial P (z) =
∑
ciz
i ∈ Z[z], the threading of T by P is given by
P fr(T ) =
∑
ciT
(i) ∈ Sξ(M,N ).
The Chebyshev polynomials of type one Tn(z) ∈ Z[z] are defined recursively as
T0(z) = 2, T1(z) = z, Tn(z) = zTn−1(z)− Tn−2(z), ∀n ≥ 2. (1.3)
The extension of Bonahon and Wong’s result to marked 3-manifolds is the following.
Theorem 1.3.2. (See Theorem 8.2.1)
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Suppose (M,N ) is a marked 3-manifold and ξ is a complex root of unity. Let N =
ord(ξ4). Let ε = ξN
2
. Then there exists a unique C-linear map Φξ : Sε(M,N ) →
Sξ(M,N ) such that for any N -tangle T = a1 ∪ · · · ∪ ak ∪ α1 ∪ · · · ∪ αl where the ai are
N -arcs and the αi are N -knots,
Φξ(T ) = a
(N)
1 ∪ · · · ∪ a(N)k ∪ (TN)fr(α1) ∪ · · · ∪ (TN)fr(αl) inSξ(M,N )
:=
∑
0≤j1,...,jl≤N
cj1 . . . cjla
(N)
1 ∪ · · · ∪ a(N)k ∪ α(j1)1 ∪ · · · ∪ α(jl)l inSξ(M,N ),
where TN(z) =
∑N
j=0 cjz
j are the Chebyshev polynomials of type one.
We call Φξ the Chebyshev-Frobenius homomorphism. Our construction and proof are
independent of the previous results of [BW16a] which requires the quantum trace map of
[BW11], and [Le15] which gives a skein-theoretic approach to the existence of the Cheby-
shev homomorphism. This is true even for the case N = ∅.
Note that when T has onlyN -arc components, then Φξ(T ) is much simpler as it can be
defined using monomials and no Chebyshev polynomials are involved. The main strategy
we employ is to understand the Chebyshev-Frobenius homomorphism for this simpler case,
then show that the N -knot components case can be reduced to this case. We summarize
this strategy as follows.
Suppose (Σ,P) is a triangulable marked surface, i.e. every boundary component of Σ
has at least one marked point and (Σ,P) has a quasitriangulation. In this case a quasitrian-
gulation is called simply a triangulation. Let ∆ be a triangulation of (Σ,P).
Let ξ be a non-zero complex number (not necessarily a root of unity), N be a positive
integer, and ε = ξN2 . From the presentation (1.2) of the Muller algebras Xε(∆) and Xξ(∆),
one sees that there is an algebra homomorphism, called the Frobenius homomorphism,
uniquely defined by
FN : Xε(∆)→ Xξ(∆), given by FN(a) = aN ∀a ∈ ∆, (1.4)
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which is injective, see Proposition 3.8.4.
IdentifySν(Σ,P) with a subset of Xν(∆) for ν = ξ and ν = ε via the embedding ϕ∆.
Consider the following diagram.
Sε(Σ,P) Xε(∆)
Sξ(Σ,P) Xξ(∆)
? FN (1.5)
We consider the following questions about FN :
A. For what ξ ∈ C \ {0} and N ∈ N does FN restrict to a map from Sε(Σ,P) to
Sξ(Σ,P) such that the restriction does not depend on the triangulation ∆?
B. If FN can restrict to such a map, can one define the restriction of FN ontoSε(Σ,P)
in an intrinsic way, not referring to any triangulation ∆?
It turns out that the answer to Question A is that ξ must be a root of unity, and N
must be the order of ξ4, see Theorem 8.3.1. Then Theorem 8.3.2, answering Question B,
states that under these assumptions on ξ and N , the restriction of FN ontoSε(Σ,P) can be
defined in an intrinsic way without referring to any triangulation. Namely, if a is a P-arc,
then FN(a) = aN , and if α is a P-knot, then FN(α) = TN(α). From these results and the
functoriality of homomorphisms between skein modules we can prove Theorem 1.3.2.
In Appendix B, we give a direct proof of the existence of the Chebyshev-Frobenius
homomorphism for the disk with four marked points without utilizing the Muller algebra
method. This gives additional geometric intuition about this homomorphism. One sug-
gested exercise for the reader is to perform this task for the punctured torus making use
of the quantum trace map, to convince oneself that this result also works for finite type
surfaces.
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1.3.4 Surgery
One important consequence of allowing of unmarked boundary components for the skein
coordinate map is that we can develop a surgery theory. In this subsection we require the
base ring R to be Noetherian.
Let (Σ,P) be a marked surface. One can consider the embedding ϕ∆ : S (Σ,P) ↪→
X(∆) as a coordinate system of the skein algebra which depends on the quasitriangula-
tion ∆. A function on S (Σ,P) defined through the coordinates makes sense only if it is
independent of the coordinate systems. To help with this independence problem (specifi-
cally, Question B from the previous subsection) we develop a surgery theory of coordinates
in Chapter 7 which describes how the coordinates change under certain modifications of
the marked surfaces. We consider two such modifications: one is to add a marked point
and the other one is to plug a hole, (i.e. glue a disk to a boundary component with no
marked points). Note that the second one changes the topology of the surface, and is one
of the reasons why we want to extend Muller’s result to allow unmarked boundary compo-
nents. Besides being a crucial tool for proving the existence of the Chebyshev-Frobenius
homomorphism of Theorem 1.3.2, we think our surgery theory will find more applications
elsewhere.
1.3.5 Centrality and (skew-)transparency
Let (Σ,P) be a marked surface and let the base ring be R = C.
The center of an algebra is important, for example, in questions about the represen-
tations of the algebra. When ξ is a root of unity and P = ∅, the center of Sξ(Σ, ∅) is
determined in [FKL19b] and is instrumental in proving the main result there, the unicity
conjecture of Bonahon and Wong which we refine in this work (see Subsection 1.3.7). In
[PS19], the center of a reduced skein algebra, which is a quotient of Sξ(Σ,P), was deter-
mined for the case when ξ is not a root of unity.
A notion more general than being central in the skein algebra of a surface that also
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makes sense for skein modules are transparent and skew-transparent elements of skein
modules of marked 3-manifolds. Informally, an element x ∈ Sξ(M,N ) is transparent if
passing a strand of an N -tangle T through x does not change the the value of the union
x ∪ T .
We generalize the result in [Le15] for unmarked 3-manifolds to obtain the following
theorem.
Theorem 1.3.3. (See Theorem 9.1.2) Suppose (M,N ) is a marked 3-manifold, ξ is a root
of unity, N = ord(ξ4), and ε = ξN
2
. Then ξ2N = ±1. Let Φξ : Sε(M,N ) → Sξ(M,N )
be the Chebyshev-Frobenius homomorphism. Then the image of Φξ is transparent in the
sense that if T1, T2 are N -isotopic N -tangles disjoint from another N -tangle T , then in
Sξ(M,N ) we have
Φξ(T ) ∪ T1 = Φξ(T ) ∪ T2.
Note that since ord(ξ4) = N , we have either ξ2N = 1 or ξ2N = −1. When ξ2N = −1,
the corresponding result is that the image of Φξ is skew-transparent, see Theorem 9.1.2.
Theorem 9.1.2 can be depicted pictorially as the identity in Figure 1.3.
Figure 1.3: Applying the Chevyshev-Frobenius homomorphism to an N -tangle makes it
transparent or skew-transparent.
We find another application of the skein coordinate map in the following theorem about
the center of the skein algebra of a marked surface when the quantum parameter q is not a
root of unity.
Let the base ring R be a commutative domain (not necessarily Noetherian) with distin-
guished invertible element q1/2 and fix a marked surface (Σ,P). Let H denote the set of
all unmarked components in ∂Σ and H• the set of all marked components. If β ∈ H let
zβ = β as an element of S . If β ∈ H• let zβ = [
∏
a] ∈ S , where the product is over all
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boundary P-arcs in β. Here the brackets denote the Weyl normalization, see (1.1).
Theorem 1.3.4. (See Theorem 9.2.1) Suppose (Σ,P) is a marked surface. Assume that
q is not a root of unity. Then the center Z(S (Σ,P)) of S (Σ,P) is the R-subalgebra
generated by {zβ | β ∈ H ∪H•}.
We prove this result by embedding S (Σ,P) into a Muller algebra and studying the
center there.
1.3.6 Maximal order
Our last main result in the following.
Theorem 1.3.5. (See Theorem 10.2.4) Let S be a finite-type surface with at least one
puncture, and let q ∈ C× be a root of unity. ThenSξ(S) is a maximal order.
A maximal order is a noncommutative generalization of an integrally closed domain.
In particular, the center of any maximal order is integrally closed. There are several closely
related definitions of maximal order (see e.g. [MR01]), but here we use the following one
which coincides with several other definitions in our specific case.
Let A be an associative C-algebra that (i) is a domain, and (ii) is finitely generated as
a module over its center. Let Z be the center of A, and Z˜ the field of fractions of Z. Then
A is a maximal order if given any ring B ⊂ A⊗Z Z˜ such that A ⊂ B ⊂ (z−1)A for some
0 6= z ∈ Z then A = B. Here we emphasize that (z−1)A is a set, not a localization of
A. We note that under these conditions, A ⊗Z Z˜ is always a division algebra. It is easy to
show that for commutative rings this definition is equivalent to being an integrally closed
domain.
When the Euler characteristic is negative, our strategy to prove Theorem 1.3.5 is to use
the filtration onS := Sξ(S) defined in Subsection 1.2.3 in terms of an ideal triangulation
and work with the associated graded algebra grS . We first prove that grS , which is a
finitely generated monomial subalgebra of a quantum torus, is a maximal order. We then
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apply Proposition 3.7.2 which shows that, under our circumstances, when the associated
graded algebra is a maximal order then so is the filtered algebra. Proposition 3.7.2 is
probably known to experts, but does not appear in the literature to our knowledge.
The special cases where the Euler characteristic of the surface is non-negative have
simple direct proofs which we do not present here. Furthermore, we remark that it is
straightforward to extend Theorem 10.2.4 to the reduced skein algebra as described by
[PS19] and the skein algebra of marked surfaces as described in Subsection 1.1.3.
Remark 1.3.6. We also believe it is true that the skein algebra of a closed surface is a
maximal order. We do not have a proof of this at the time of publication, but the only
tool needed to do so is a good Np-filtration on the skein algebra of the closed surface. Our
Proposition 3.7.2, which works for Np-filtrations, is more than sufficient for the case of
surfaces with at least one puncture because {Fn} is merely an N-filtration, but we present
it here nonetheless with the closed surface case in mind.
In the course of proving Theorem 10.2.4, we obtain another simple result.
Proposition 1.3.7 (See Proposition 3.8.5). Let p be a non-negative integer, and let U be
a p × p antisymmetric matrix with integer entries. Let Λ ⊂ Zp be a finitely generated
submonoid of Zp of rank p that is primitive in its group completion. Then the monomial
subalgebra A(Λ) ⊂ T(U ;C) is a maximal order.
Λ is primitive in its group completion Λ if given ck ∈ Λ for some positive integer c and
k ∈ Λ, then k ∈ Λ as well. The case where Λ = Np was already known in [DP93], and
Λ = Zp was present there implicitly.
1.3.7 Consequences of maximal order
ThatS (S) is a maximal order has several important consequences:
(i) The variety of classical shadows Yξ(S) is normal.
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(ii) The SL2(C) character variety X(S) is normal.
(iii) A refined unicity theorem.
We write Spec(Sq(S)) for the set of equivalence classes of finite-dimensional irre-
ducible representation ofSξ(S) over C. Let Zξ(S) be the center ofSξ(S). Spec(Zξ(S))
turns out to be an affine variety which we denote by Yξ(S), called the variety of classical
shadows in [FKL19b]. Since the center of a maximal order is integrally closed, we have
the following.
Theorem 1.3.8. (See Theorem 10.3.1) For every finite type surface S with at least one
puncture and every root of unity ξ the classical shadows variety Yξ(S) is a normal affine
variety.
A short argument gives the following corollary.
Corollary 1.3.9. For every finite type surface S, the SL2(C)-character variety X(S) is a
normal affine variety.
This corollary was originally shown by Simpson in [Sim94b; Sim94a] by a lengthy
and difficult argument. That we are able to reobtain this result with our short argument
is illustrative of the power of the methods of quantum topology for proving results about
classical topology.
Another consequence of Theorem 1.3.5 is a refinement of the unicity theorem first
proved in [FKL19b].
Suppose ξ is a root of unity. The degree deg(Sξ(S)) is defined to be the square of
the dimension of the division algebra S˜ξ(S) over its center Z˜ξ(S), which is a field. The
degree deg(Sξ(S)) was first calculated in [FKL19a]. Since Sξ(S) is a maximal order,
by applying a theorem of de Concini, Kac, and Procesi [DKP93], we get the following
refinement of the unicity theorem of [FKL19b].
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Theorem 1.3.10. (See Theorem 10.3.4) Suppose S is a finite type surface of negative Euler
characteristic with at least one puncture and ξ is a root of unity.
(a) The variety of shadows Yξ(S) parameterizes the D(S, ξ)-dimensional semisimple
representations ofSξ(S).
(b) The central character map χ : Spec(Sξ(S)) → Yξ(S) is surjective and each
fiber consists of all those irreducible representations ofSξ(S) which are irreducible com-
ponents of the corresponding semisimple representation. In particular, each irreducible
representation of Sξ(S) has dimension ≤ D(S, ξ). A point a ∈ Yξ(S) is called generic
if the dimension of the irreducible representation χ−1(a) is D(S, ξ).
(c) The set of generic points in Yξ(S) is a non-empty Zariski open dense subset of
Yξ(S).
(d) Let U ⊂ Yξ(S) be the open and dense subset consisting of all points u such
that |χ−1(u)| = 1. Let x ∈ Yξ(S) \ U and write χ−1(x) = {r1, . . . , rs}. Then since∑s
i=1 dim(ri) = D(S, ξ)
2, in particular we have that s ≤ D(S, ξ).
Finally, the author presents a possible application of Theorem 1.3.5 to topological quan-
tum compiling in Subsection 10.3.3. Briefly stated, skein algebras of surfaces encode some
aspects of the dynamics of non-abelian anyons in certain topological quantum computer
architectures [Fre98; Kit03; Kau02; Wan10]. An algorithm for the asymptotically opti-
mal compilation for a single qubit for Fibonacci anyons, SU(2)k anyons, and others, is
presented in [KY15] and this algorithm cruicially utilizes maximal orders in quaternion
algebras. We conjecture in Subsection 10.3.3 that their algorithm may be applied to repre-
sentations of skein algebras of marked surfaces under certain circumstances. Other results
in this dissertation, such as the (skew-)transparent image of the Chebyshev-Frobenius algo-
rithm, and the use of quantum torus methods in general, may also find use in this context.
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1.3.8 Chebyshev polynomial for q-commuting variables
In the course of proving the existence of the Chebyshev-Frobenius homomorphism, we
obtain the following simple but useful result given in Proposition 3.3.1 relating Chebyshev
polynomials and q-commuting variables.
Proposition 1.3.11 (See Proposition 3.3.1). Suppose K,E are variables and q an indeter-
minate such that KE = q2EK and K is invertible. Then for any n ≥ 1,
Tn(K +K
−1 + E) = Kn +K−n + En +
n−1∑
r=1
n−r∑
j=0
c(n, r, j)[ErKn−2j−r],
where c(n, r, j) ∈ Z[q±1] is given explicitly by (3.4) as a ratio of q-quantum integers, and
in fact c(n, r, j) ∈ N[q±1]. Besides, if q2 is a root of unity of order n, then c(n, r, j) = 0.
In particular, if q2 is a root of unity of order N , then
TN(K +K
−1 + E) = KN +K−N + EN .
The above identity was first proven in [BW11], as an important case of the calculation of
the Chebyshev homomorphism. See also [Le15]. An algebraic proof of identities of this
type is given in [Bon17]. Here the identity follows directly from Proposition 3.3.1. The
new feature of Proposition 3.3.1 is that it deals with generic q and may be useful in the
study of the positivity of the skein algebra, see [Thu14; Le18b].
1.4 Outline
We give here a brief summary of each chapter in this dissertation.
2. Topology We review the topological prerequisites to our results. We discuss finite-
type surfaces, marked surfaces, marked 3-manifolds, N -tangles, simple diagrams,
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quasitriangulations, ideal triangulations, hyperbolic structures, and character vari-
eties.
3. Algebra We review the algebraic prerequisites to our results. This includes Cheby-
shev polynomials, filtered and graded algebras, division in noncommutative rings,
maximal orders, and quantum tori.
4. Kauffman bracket skein modules We explain basic aspects of Kauffman bracket
skein modules of 3-manifolds and algebras of surfaces, and discuss how the skein
algebra is a quantization of the character variety and the special role of the skein
algebra at 4th roots of unity.
5. Quantum Teichmu¨ller theory We summarize a few aspects of quantum Teichmu¨ller
theory, most importantly we discuss the Muller algebra into which the skein algebra
embeds.
6. Skein algebra embeddings We introduce the quantum trace map of Bonahon and
Wong and the skein coordinate map of Muller, as well as its generalization to the
context of marked surfaces which are not totally marked.
7. Surgery theory We introduce a surgery theory for Kauffman bracket skein algebras
of marked surfaces, an important theoretical tool for our proof of the Chebyshev-
Frobenius homomorphism.
8. Chebyshev-Frobenius homomorphism We prove the existence of the Chebyshev-
Frobenius homomorphism of marked 3-manifolds and discuss its consequences for
marked and finite type surfaces.
9. Center ofS (Σ,P) and (skew-)transparency We utilize the Chebvyshev-Frobenius
homomorphism to identify (skew-)transparent elements in skein modules of marked
3-manifolds. We also utilize the Muller algebra to identify the center of S (Σ,P)
when q is not a root of unity.
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10. S (S) is a maximal order We prove that S is a maximal order when and discuss
the consequences of this result. We also present a conjecture on the relationship of
this result to topological quantum compiling.
11. Appendix A: Geometric proof thatS is a domain We present a purely geometric
argument that the skein algebra of a marked surface is a domain.
12. Appendix B: Chebyshev-Frobenius homomorphism for the marked disk We give
a direct skein-theoretic proof of the existence of the Chebyshev-Frobenius homomor-
phism for the disk with four marked points.
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CHAPTER 2
TOPOLOGY
2.1 Introduction
In this dissertation we are concerned primarily with 2- and 3-dimensional manifold theory
as it is revealed via the techniques of quantum topology. Our lens into 3-manifold theory
will primarily be via the embedding of tangles and surfaces into 3-manifolds, thus we begin
our discussion with a short review of relevant aspects of surface and 3-manifold topology.
Closed compact surfaces have been completely classified up to homeomorphism since
the early 1900’s with the Euler characteristic acting as a complete invariant. Similarly, sur-
faces with boundary and/or punctures are classified up to homeomorphism by their genus,
the number of boundary components, and the number of punctures. Surfaces with infinite
genus, number of boundary components, or number of punctures are beyond the scope of
this dissertation and will not be discussed.
We begin in Section 2.2 by fixing definitions for the various types of surfaces encoun-
tered in this work, namely finite type surfaces and marked surfaces. In Section 2.3 we
introduce marked 3-manifolds, the spaces upon which our primary object of study, Kauff-
man bracket skein modules, depends upon functorially. In Section 2.4 we define the notion
of tangles in surfaces and 3-manifolds, which are collections of knots and arcs considered
up to isotopy that act as generators of skein modules. In Section 2.5 we define combina-
torial models for surfaces in the forms of ideal triangulations for finite type surfaces and
quasitriangulations for marked surfaces. This will give us scaffolding to describe simple
coordinate systems to describe tangles on surfaces. Lastly in Section 2.7, knots will define
a basis for the ring of regular functions on the SL2C-character variety of the surface, of
which we will understand the Kauffman bracket skein algebra to be a quanitzation. As
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we show in Chapter 10, this noncommutative view on character varieties ultimately allows
us to give a much shorter proof of the difficult result of Simpson [Sim94b; Sim94a] that
the character variety is normal - which is to say, its ring of regular functions is integrally
closed.
2.2 Surfaces
A marked surface is a pair (Σ,P), where Σ is an oriented connected surface with (possibly
empty) boundary ∂Σ and a possibly empty finite set P ⊂ ∂Σ. A point in P is called a
marked point. A connected component of ∂Σ is marked if it has at least one marked point,
otherwise it is unmarked. The set of all unmarked components is denoted by H and the
set of all marked components is denoted by H•. We call (Σ,P) totally marked if H = ∅,
i.e. every boundary component has at least one marked point. The marked points serve
as endpoints for P-arcs, which will be found as elements of the skein algebra of a marked
surface and used to construct quasitriangulations, see Subsection 2.6.2. Our marked surface
is the same as the marked surface in [Mul16], or a ciliated surface in [FG00], or a bordered
surface with punctures in [FST08] if one considers a boundary component without any
marked points as a puncture.
A finite type surface S is an oriented surface S = S \V where S is an oriented closed
connected surface and V is a (possibly empty) finite set. A point v ∈ V is called a puncture.
The genus g = g(S) and the number of punctures p = |V| completely determines the
diffeomorphism class of S, and so we write S := Sg,p. We will utilize these punctures as
endpoints for ideal triangulations, see Subsection 2.6.1. A finite type surface may also be
defined as a marked surface with empty boundary (and thus also an empty marked set).
Our main results, namely the existence of the Chebyshev-Frobenius homomorphism
and that skein algebras are maximal orders, apply to surfaces of either kind with no restric-
tion. Thus the difference is ultimately immaterial and only a proof technique, where we
utilize the type of surface for which the result is easiest to prove and derive the other as a
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corollary.
2.3 3-manifolds
Our primary object of study, the Kauffman bracket skein module, is generated by framed
tangles embedded in marked 3-manifolds. In the case of Kauffman bracket skein algebras
of surfaces, the associated 3-manifold is a cylinder over the surface. Here we introduce
these objects.
2.3.1 Marked 3-manifolds
A marked 3-manifold (M,N ) is a pair consisting of an oriented connected 3-manifold
M with (possibly empty) boundary ∂M and a 1-dimensional oriented submanifold N ⊂
∂M such that N consists of a finite number of connected components, each of which is
diffeomorphic to the interval (0, 1).
2.3.2 Cylinders over surfaces
To every marked surface (Σ,P) we associate the marked 3-manifold (Σ × (−1, 1),P ×
(−1, 1)). To every finite type surface S we associate the marked 3-manifold (S ×
(−1, 1), ∅). Skein algebras of surfaces will be defined as the skein module of the asso-
ciated marked 3-manifold equipped with a product structure we are able to define due the
presence of a vertical direction.
It is important for technical reasons that we use (−1, 1) instead of [−1, 1], as the inclu-
sion of a boundary on the interval complicates some matters. Nonetheless, we expect our
results hold when we use the closed interval instead.
2.4 1-dimensional submanifolds of surfaces
In this section we introduce a class of 1-dimensional submanifolds in marked and finite
type surfaces considered up to isotopy, which will form the generating set for Kauffman
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bracket skein algebras of surfaces as well as building materials for quasitriangulations of
marked surfaces and ideal triangulations of finite type surfaces. We also define the geomet-
ric intersection index, an important technical tool.
Throughout this section we fix a marked surface (Σ,P) and a finite type surface S =
S \ V .
2.4.1 Homotopy vs. isotopy
One bugbear eternally looming over topologists is the distinction between homotopy and
isotopy. Luckily for us, these two things coincide in the case of surfaces.
Theorem 2.4.1. Let Σ be a second-countable connected orientable surface. If two homeo-
morphisms f1, f2 : Σ→ Σ are homotopic, then they are isotopic.
This result was first proven for closed surfaces by Baer [Bae27; Bae28], and then for
non-compact surfaces with boundary by Epstein in [Eps66]. Thus, from here on out we
will only refer to isotopy classes of 1-dimensional submanifolds of surfaces.
2.4.2 P-tangles
A P-tangle is an immersion T : C → Σ, where C is a compact non-oriented 1-dimensional
manifold, such that
(i) the restriction of T onto the interior of C is an embedding into Σ \ P , and
(ii) T (∂C) ⊂ P .
The image of a connected component of C is called a component of T . When T is homeo-
morphic to S1, we call T a P-knot. When T is homeomorphic to a disjoint union of S1’s,
we call T a P-link. When C is homeomorphic to [0, 1], we call T a P-arc.
Two P-tangles are P-isotopic if they are isotopic through the class of P-tangles.
For a ring R, we will write T (Σ,P) for the free R-module of P-tangles considered up
to isotopy. The ring R under consideration will always be made clear.
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Remark 2.4.2. We emphasize here that our tangles are not actually “tangled” due to the
embedding requirement. We use this terminology because later on we will defineN -tangles
of marked 3-manifolds (M,N ) which may actually be “tangled”. The Kauffman bracket
skein algebra of a surface is defined in terms of a marked 3-manifold obtained by taking
the cylinder over the surface and tangles inside of this cylinder, and these tangles will be
generated by the “unentangled tangles” drawn on the surface.
A P-arc x is called a boundary arc, or x is boundary, if it is P-isotopic to a P-arc
contained in ∂Σ. A P-arc x is called an inner arc, or x is inner, if it is not a boundary arc.
A P-tangle T ⊂ Σ is essential if it does not have a component bounding a disk in
Σ; when such a component is homeomorphic to S1 it is called a smooth trivial knot in
Σ \ P , else it is a P-arc bounding a disk in Σ. By convention, the empty set is considered
an essential P-tangle that is P-isotopic only to itself. We write B(Σ,P) for the set of all
essential P-tangles considered up to isotopy.
2.4.3 Loops and ideal arcs on finite-type surfaces
A loop in S is an unoriented submanifold diffeomorphic to S1. Given a smooth map
x : [0, 1] → S such that x(0), x(1) ∈ V and x embeds (0, 1) into S then the image of x
in S is an ideal arc. Isotopies of ideal arcs are always considered to be within the class of
ideal arcs, and similarly for loops.
A loop is trivial if it bounds a disk in S. A simple diagram is a disjoint union of non-
trivial loops. We always identify a simple diagram with its isotopy class. We write BS for
the set of all isotopy classes of simple diagrams in S. We note that BS = B(S,∅), where on
the right hand side we use the notation of marked surfaces.
2.4.4 Geometric intersection index
Fix a marked surface (Σ,P). Given two P-tangles S, T , the geometric intersection index
µ(S, T ) is the minimum of |(S ′ \ P) ∩ (T ′ \ P)| where S ′, T ′ ranges over all S ′, T ′ such
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that S ′ is P-isotopic to S and T ′ is P-isotopic to T . We say that S and T are taut if the
number of intersection points of S and T in Σ \ P is equal to µ(S, T ).
One application of Theorem 2.4.1 that we will make use of is the following lemma.
Lemma 2.4.3 ([FHS82]). Let x1, x2, . . . , xn be a finite collection of essential P-tangles,
then there are essential P-tangles x′1, x′2, . . . , x′n such that,
(i) for all i, x′i is P-isotopic to xi, and
(ii) for all i and j, x′i and x
′
j are taut.
Suppose x is an ideal arc or simple diagram in S, and α is a simple diagram in S. The
geometric intersection index µ(x, α) is the minimum of |x′ ∩ α′| where x′ ranges over all
ideal arcs/simple diagrams isotopic to x and α’ ranges over all simple diagrams isotopic to
α.
2.5 Tangles in 3-manifolds
Fix a marked 3-manifold (M,N ).
AnN -tangle T in M consists of a compact non-oriented 1-dimensional submanifold of
M equipped with a normal vector field such that T ∩ N = ∂T and at a boundary point in
∂T ∩ N , the normal vector is tangent to N and agrees with the orientation of N . Here a
normal vector field is a vector field which is not collinear with the tangent space of T at any
point. This vector field is called the framing of T , and the vectors are called framing vectors
of T . Two N -tangles are N -isotopic if they are isotopic through the class of N -tangles.
The empty set is also considered a N -tangle which is N -isotopic only to itself.
For a ring R, we will write T (M,N ) for the free R-module of N -tangles considered
up to N -isotopy. The ring R under consideration will always be made clear.
Given a finite type surface S, we consider the cylinder S × (−1, 1) to be a marked
3-manifold (S× (−1, 1), ∅), and call the ∅-tangles framed links. A simple diagram α in S
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defines a unique isotopy class of framed link in S × (−1, 1) with vertical framing, which
we will also denote as α.
2.6 Triangulations
The introduction of combinatorial structures to topological spaces is an extremely powerful
technique to make computation of topological invariants tractable. We make extensive
use of this strategy in our main results. This strategy is occasionally at odds with clarity
with regards to the topological reasons that a given result is true, however in our case the
additional combinatorial structures are highly illuminating rather than obscuring.
Here we will introduce ideal triangulations of finite type surfaces and quasitriangula-
tions of marked surfaces. These structures, while not intrinsic to the surface, are used to
construct easy to understand algebras called quantum tori into which we will either embed
the Kauffman bracket skein algebra in the case of the Chebyshev-Frobenius homomor-
phism, or find a quantum torus as an associated graded algebra in the case of the maximal
order result. This vastly simplifies our algebraic workload.
2.6.1 Ideal triangulations
Fix a finite type surface S = Sg,p with negative Euler characteristic. One may parameter-
ize the setBS of simple diagrams of S by embedding it in the free abelian group Zr, where
r = 6g − 6 + 3p. This embedding depends on a coordinate datum. In this subsection we
describe the coordinate embedding for finite type surfaces with at least one puncture.
We assume for this subsection that p ≥ 1 and that S has negative Euler characteristic
χ(S) = 2 − 2g − p and we set r := 6g − 6 + 3p = −3χ(S). A coordinate datum of S
is an ordered ideal triangulation, which is any sequence (e1, . . . , er) of disjoint ideal arcs
in S such that no two are isotopic. It is well known that an ordered ideal triangulation
always exists when χ(S) < 0 and p ≥ 1 [Pen12]. The components of the disconnected
surface S \ {e1, . . . , er} are called the ideal triangles of (S,∆). Given an ideal triangle T
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of (S,∆), the distinct ideal arcs a, b, c ∈ {e1, . . . , er} such that T∪{a, b, c} is a connected
topological space are called the edges of T.
Remark 2.6.1. For our purposes, we may assume that there are no “self-folded triangles”
(i.e. one for which two edges coincide), since it is well-known that if an (ordered) ideal
triangulation exists then one without self-folded triangles exists as well [Pen12].
Fix an ordered ideal triangulation T = (e1, . . . , er) ofS. We define the edge coordinate
map ET with respect to T by
ET : BS → Nr, ET(L) := (µ(ei, L))ri=1. (2.1)
It is well-known that ET is injective (see e.g. [Pen12]).
2.6.2 Quasitriangulations
Fix a marked surface (Σ,P) for the remainder of this section. A triangulation of (Σ,P) is
a special case of a quasitriangulation, and so we begin by describing what it means for a
marked surface to be quasitriangulable. In all but a small number of simple cases, a marked
surface can be obtained by gluing together a collection of triangles and holed monogons
along edges. Such a decomposition is called a quasitriangulation. We now give a formal
definition. For additional details see [Pen12].
(Σ,P) is called quasitriangulable if
(i) there is at least one marked point, and
(ii) (Σ,P) is not a disk with less than two marked points, or an annulus with one marked
point.
A quasitriangulation ∆ of a quasitriangulable marked bordered surface (Σ,P), also
called a P-quasitriangulation of Σ, is a collection of P-arcs such that
(i) no two P-arcs in ∆ intersect in Σ \ P and no two are P-isotopic, and
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Figure 2.1: The region bounded by and including β and aβ is an example of a holed mono-
gon.
(ii) ∆ is maximal amongst all collections of P-arcs with the above property, meaning
that it is not a proper subset of any other such collection.
An element of ∆ is also called an edge of the P-quasitriangulation ∆. Let ∆bd be
the set of all boundary edges, i.e. edges which are boundary P-arcs. The complement
∆inn := ∆ \ ∆bd is the set of all inner edges. Then ∆inn cuts Σ into P-triangles (or just
triangles when P is clear) and holed monogons. A P-triangle is a smooth map τ : σ → Σ
from a regular triangle (in the standard plane) to Σ such that (i) the restriction of τ to the
interior of σ is a diffeomorphism onto its image, and (ii) the restriction of τ onto each edge
of σ is a P-arc, called an edge of τ . Here a holed monogon is a region in Σ bounded by
an unmarked component of ∂Σ and a P-arc, see Figure 2.1 and [Pen12] for a more precise
definition.
For an unmarked component β ∈ H let aβ ∈ ∆ be the only edge on the boundary of
the monogon containing β. We call aβ the monogon edge corresponding to β, see Figure
2.1. We denote by ∆mon ⊂ ∆ the set of all monogon edges.
2.6.3 Triangulations
The situation simplifies if (Σ,P) is totally marked and quasitriangulable, i.e. H = ∅,
and (Σ,P) is not a disk with ≤ 2 marked points. Then ∆mon = ∅, and instead of “qu-
asitriangulable” and “P-quasitriangulation” we use the terminology triangulable and P-
triangulation. Thus every triangulable surface is totally marked. A P-triangulation ∆ cuts
Σ into P-triangles, meaning that the closure of each connected component of Σ \∪a∈∆ has
the structure of a P-triangle. We denote by F(∆) the set of all triangles of the triangulation
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∆.
Remark 2.6.2. Since P ⊂ ∂Σ, we cannot have self-folded triangles (one for which two
edges coincide).
2.7 Character varieties
Throughout this section we fix an oriented 3-manifold M . Let pi1(M) be the fundamental
group and let G be an algebraic reductive Lie group. Then the G-character variety of M is
a space of equivalence classes of group homomorphisms
X(M,G) := Hom(pi1(M), G)//G.
In general Hom(pi1(M), G)/G is neither separated nor an algebraic variety, so we denote
with the double slash the quotient in the sense of geometric invariant theory. The G-
character variety may be defined for manifolds in general, but in this work we are only
concerned with 3-manifolds (which often are cylinders over surfaces).
We are focused on the case G = SL2C, however G = SU(2) and G = SL2R have
ancillary roles to play.
2.7.1 Trace functions
Given a representation ρ : pi1(M)→ G where G is a group, the character of the represen-
tation is the composition χρ : tr ◦ ρ. The ring of regular functions on X(M,G) is called
the ring of G-characters of M , denoted byR(M,G).
For each γ ∈ pi1(M) there is a function trγ : X(M,G) → C given by χρ 7→ χρ(γ).
This is known as a trace function, and as we shall learn, such trace functions form a basis
forR(M,G) for certain choices of G.
Let ~K ⊂ Σ be an embedded oriented 1-manifold homeomorphic to S1. Each ~K de-
termines a unique trace function trγ ∈ R(M,G) as follows. Choose γ ∈ pi1(M) such
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that γ is freely homotopic to an embedding of ~K. Then because traces are invariant under
conjugation, we may define χρ( ~K) = χρ(γ).
2.7.2 SL2C-character variety
Recall that the following trace identity, known as the fully polarized Cayley-Hamilton iden-
tity, holds for all A,B ∈ SL2C:
tr(AB) + tr(AB−1) = tr(A)tr(B) (2.2)
Equation (2.2) plays a crucial role for us - indeed, the Kauffman bracket skein relation is a
quantization of this relation [Bul97].
Another important fact is that tr(A) = tr(A−1) for all A ∈ SL2C. This gives us the
following. We saw in Subsection 2.7.1 that oriented knots give well-defined trace functions
on X(M,G). For G = SL2C (and SU(2), SL2R), tr(A) = tr(A−1) tells us that our knots
do not need an orientation - thus, to every unoriented knot K there is a γ ∈ pi1(M) such
that χρ(K) = χρ(γ). Conversely, given γ ∈ pi1(M), there is a (non-unique) K such that
χρ(K) = χρ(γ).
More generally, let L be a link in M (e.g. a framed link but with no framing) with
components K1, . . . , Kn, and ρ ∈ Hom(pi1(M), G)/G. Then we may define
trL,G([ρ]) =
∏
i
(−tr(ρ(Ki)). (2.3)
For the case G = SL2C the Kauffman bracket skein module at quantum parameter q = −1
is actually an algebra and is isomorphic to this ring [Bul97] (see Subsection 4.3.1).
X(M,SL2C) contains several important substructures. The real points of
X(M,SL2C), that is,
X(M,SL2C)|R := {[ρ] ∈ X(M,SL2C) : tr(ρ(γ)) ∈ R for all γ ∈ pi1(M)}
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has two non-disjoint components: X(M,SL2R) and X(M,SU(2)).
If M is closed, X(M,SL2R) has finitely many connected components, one of which
is the Teichmu¨ller space of the surface . In Section 5.1.2 we will quantize this component
as a Chekhov-Fock algebra and embed the Kauffman bracket skein algebra into it via the
quantum trace map of Bonahon and Wong.
Also if M is closed, X(M,SU(2)) is the classical phase space for the original topolog-
ical quantum field theory, SU(2) Chern-Simons theory [Wit89]. X(M,SU(2)) is a singu-
lar symplectic manifold whose geometric quantization is then the phase space for quantum
SU(2) Chern-Simons theory. This fact points towards numerous deep connections between
the Kauffman bracket skein algebra of M and quantum Chern-Simons theory, which has
relevance to e.g. the Volume Conjecture [DG11] and topological quantum computing (see
e.g. [Wan10] and our conjecture in Subsection 10.3.3).
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CHAPTER 3
ALGEBRA
In this chapter we review some essential algebraic background for our main results. In
Section 3.2 we fix definitions for some standard algebraic terms. In Section 3.3 we intro-
duce the Chebyshev polynomials of the first kind and investigate a generalization of the
DeMoivre identity to q-commuting variables. In Section 3.4 we review the theory of Np-
filtered and -graded algebras. In Seciton 3.5 we review the theory of division in noncom-
mutative algebras, focusing on the all-important Ore condition. In Section 3.6 we briefly
discuss representation theory of noncommutative algebras and the unicity theorem, a pow-
erful result about representation varieties which we refine for skein algebras of surfaces in
this dissertation. In Section 3.7 we introduce maximal orders, which are a noncommutative
generalization of integrally closed commutative domains. In Section 3.8 we define quan-
tum tori, the most important algebraic structure we utilize to understand skein algebras and
modules in this dissertation. Here we prove several important structural results about quan-
tum tori, including defining the Frobenius homomorphism that ultimately descends to the
Chebyshev-Frobenius homomorphism of skein modules, as well as showing that finitely-
generated monomial subalgebras are maximal orders, which ultimately is used to show that
skein algebras of surfaces are maximal orders.
Throughout the chapter we fix a commutative Noetherian domain R containing a dis-
tinguished invertible element q1/2 and a positive integer p. When we say algebra we mean
an associative R-algebra unless otherwise specified.
3.1 Original results
The chapter contains a few original results. The first is Proposition 3.3.1, which is a gen-
eralized DeMoivre’s identity that handles q-commuting variables. Second is Proposition
36
3.7.2, which show that for certain filtered algebras such that the associated graded alge-
bra is a maximal order, so too is the filtered algebra. Lastly is 3.8.5, which shows that
finitely-generated monomial subalgebras of quantum tori are maximal orders.
3.2 Basic definitions
3.2.1 Common terminology
Let S be a ring. The center Z(S) of S is
Z(S) = {s ∈ S : rs = sr for all r ∈ S}.
A regular element of S is any element x ∈ S such that xy 6= 0 and yx 6= 0 for all non-zero
y ∈ S. If every x ∈ S \ {0} is regular, we call S a domain.
Given a root of unity ξ ∈ C×, the order ord(ξ) of ξ is the smallest positive integer N
such that ξN = 1.
A central simple algebra A over a field K is a finite-dimensional associative K-algebra
which is simple and such that the center of A is precisely K.
3.2.2 Weyl Normalization
Suppose A is an algebra, not necessarily commutative. Two elements x, y ∈ A are
said to be q-commuting if there exists C(x, y) ∈ Z such that xy = qC(x,y)yx. Suppose
x1, x2, . . . , xn ∈ A are pairwise q-commuting. Then the Weyl normalization of
∏
i xi is
defined by
[x1x2 . . . xn] := q
− 1
2
∑
i<j C(xi,xj)x1x2 . . . xn.
It is easy to show that the normalized product does not depend on the order, i.e. given an
element σ of the symmetric group on n letters, [x1x2 . . . xn] = [xσ(1)xσ(2) . . . xσ(n)].
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3.2.3 Submonoids of Zp
Recall that a set Λ equipped with an associative binary operation that has a neutral element
is called a monoid. Throughout this dissertation, we will consider Zp, Np to be monoids
under componentwise addition.
Let Λ be a submonoid of Zp. We denote by Λ the group generated by Λ. This is given
by
Λ = Λ− Λ = {k− k′ : k,k′ ∈ Λ}.
The rank of Λ is by definition the rank of Λ, which will be at most p.
The cone of Λ is the R≥0-span of Λ in Rp = Zp ⊗ R, i.e.
Cone(Λ) =
{
n∑
i=1
ciki : ci ∈ R≥0,ki ∈ Λ
}
.
Remark 3.2.1. Cone(Λ) is closed if and only if Λ is finitely generated.
3.3 Chebyshev polynomials
The Chebyshev polynomials of the first kind Tn(z) ∈ Z[z] are defined recursively by
T0 = 2, T1(z) = z, Tn(z) = zTn−1(z)− Tn−2(z) for n ≥ 2. (3.1)
It is easy to show that for any invertible element X in a ring,
Tn(X +X
−1) = Xn +X−n. (3.2)
This is known as DeMoivre’s identity.
We want to generalize (3.2) and calculate Tn(X+X−1 +Y ), where Y is a new variable
which q-commutes with X .
For n ∈ Z and k ∈ N, we define the quantum integer [n]q and the quantum binomial
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coefficient
n
k

q
, which are elements of Z[q±1], by
[n]q :=
qn − q−n
q − q−1 ,
n
k

q
=
k∏
j=1
[n− j + 1]q
[j]q
.
Proposition 3.3.1. Suppose X and Y are variables such that XY = q2Y X and X is
invertible. Then for any n ≥ 1,
Tn(X +X
−1 + Y ) = Xn +X−n + Y n +
n−1∑
r=1
n−r∑
j=0
c(n, r, j)
[
Y rXn−2j−r
]
(3.3)
where c(n, r, j) ∈ Z[q±1] and is given by
c(n, r, j) =
[n]q
[r]q
n− j − 1
r − 1

q
r + j − 1
r − 1

q
. (3.4)
Here [Y aXb] is the Weyl normalization of of Y aXb, see Subsection 3.2.2.
Proof. One can easily prove the proposition by induction on n.
Corollary 3.3.2 ([BW11; Bon17]). Suppose q2 is a root of unity of order n, then
Tn(X +X
−1 + Y ) = Xn +X−n + Y n.
Proof. When q2 is a root of unity of order N , then [N ]q = 0 but [r]q 6= 0 for any 1 ≤ r ≤
N − 1. Equation (3.4) shows that c(N, r, j) = 0 for all 1 ≤ r ≤ N − 1. From (3.3) we get
the corollary.
Remark 3.3.3. If n, k ∈ N, then
n
k

q
∈ N[q±1], the set of Laurent polynomials with
non-negative integer coefficients. From (3.4) it follows that c(n, r, j) ∈ N[q±1].
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3.4 Filtered and graded algebras
Consider Np as a totally ordered monoid under the lexicographic ordering.
Remark 3.4.1. The order structure on Np satisfies a descending chain condition. That is,
let a1 ≥ a2 ≥ ... be an infinite descending chain in Np. Then there exists some k ∈ N such
that ak = al for all l ≥ k.
AnNp-filtered algebra, or just filtered algebra, is an algebraAwith a family {Fm, m ∈
Np} of free R-modules such that
(i) for each m,n ∈ Np, FmFn ⊆ Fm+n,
(ii) for m < n, Fm ⊆ Fn, and
(iii)
⋃
m∈Np Fm = A.
Given nonzero a ∈ A, we define the degree of a, written deg a, to be the minimum m such
that a ∈ Fm.
An Np-graded algebra, or just graded algebra, is an algebra A together with a family
{Am, m ∈ Np} of free R-modules of A such that
(i) AmAn ⊆ Am+n, and
(ii) A = ⊕mAm as an abelian group.
The family {Am} is called a grading of A, and we call a ∈ Am a homogeneous element.
A is also a filtered algebra, with filtration {Fm} given by Fm =
∑
n≤mAn. Given homo-
geneous elements a, b, deg ab = deg a+ deg b if ab 6= 0.
Let A be a filtered algebra with filtration {Fm}. The associated graded algebra grA of
A is constructed as follows. For m ∈ Np, we define the following subset of A:
F<m =
⋃
n∈Np:n<m
Fn.
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Set Am = Fm/F<m and A =
⊕
Am as an abelian group. Then grA has A as its additive
group. Given a ∈ Fm \F<m, we write a¯ = a+F<m ∈ Am and call this map A→ grA the
bar mapping. Given b ∈ Fn \ F<n, we define a¯b¯ to be ab + F<m+n. This makes grA into
an algebra.
a¯b¯ =
 ab if deg ab = m+ n0 otherwise (3.5)
We say that {Fm} is a good filtration if a¯b¯ = ab for all a, b ∈ A. Note that a+ b 6= a¯ + b¯
in general, so the bar mapping is not a ring homomorphism.
3.5 Division in noncommutative rings
3.5.1 Division algebra
An algebra A is called a division algebra if every nonzero element of A is a unit. The
following proposition is well-known.
Proposition 3.5.1. Let A be a (possibly non-commutative) domain which is finitely-
generated as a module over its center Z. Let Z˜ be the field of fractions of Z. Then A⊗Z Z˜
is a division algebra.
Proof. A ⊗Z Z˜ is a central simple algebra by Posner’s theorem, see Theorem 13.6.5
[MR01]. Then by the Wedderburn structure theorem, there exists a unique positive in-
teger n and ring S where all nonzero elements are units such that A⊗Z Z˜ is isomorphic as
an algebra to the algebra of n × n matrices with entries in S. Since A is a domain, so is
A⊗Z Z˜, and thus n = 1. Therefore A⊗Z Z˜ is a division algebra.
3.5.2 Ore condition
A multiplicatively closed subset U of a ring S satisfies the right Ore condition if, for each
s ∈ S, u ∈ U, there exists s′ ∈ S, u′ ∈ U such that su′ = us′. The left Ore condition is
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defined analogously. If U satisfies the left and right Ore conditions, it is called a two-sided
Ore set.
For a multiplicatively closed subset U ⊂ S consisting of regular elements of S, a ring
E is called a ring of fractions for S with respect to U if S is a subring of E such that
(i) every u ∈ U is invertible in E,
(ii) every e ∈ E has presentation e = su−1 = (u′)−1(s′) for s, s′ ∈ D and u, u′ ∈ U.
Then S has a ring of fractions with respect to U if and only if U is a two-sided Ore set, and
in this case the left Ore localization U−1S and the right Ore localization SU−1 are the same
and are isomorphic to E, see [GW04, Theorem 6.2]. If S is a domain and U = S \ {0} is a
two-sided Ore set, then S is called an Ore domain, and U−1S = SU−1 is a division algebra,
called the division algebra of S.
Proposition 3.5.2. Suppose U is a two-sided Ore set of a ring S and S ⊂ S ′ ⊂ SU−1,
where S ′ is a subring of SU−1.
(a) The set U is a two-sided Ore set of S ′ and S ′U−1 = SU−1.
(b) If S is an Ore domain then so is S ′, and both have the same division algebra.
Proof. (a) Since SU−1 is also a ring of fractions for S ′ with respect to U, one has that U
is a two-sided Ore set of S ′ and S ′U−1 = SU−1.
(b) Let U′ = S \ {0}. Since S ⊂ S ′ ⊂ SU−1 ⊂ S(U′)−1, the result follows from (a).
3.5.3 Weak generation
A subset D of an algebra A is said to weakly generate A if A is generated as an algebra
by D and the inverses of all invertible elements in D. For example, if U ⊂ A is a two-
sided Ore subset then A weakly generates its Ore localization DU−1. Clearly an algebra
homomorphism A→ A′ is totally determined by its values on a set weakly generating A.
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3.6 Representation theory
3.6.1 Unicity theorem
The unicity theorem was proven in 2017 by Frohman, Kania-Bartoszynska, and Leˆ
[FKL19b] and is a powerful result about the representations of prime affine algebras that
are finite over their center. A ring S is prime if all a, b ∈ S satisfy the following condition:
if asb = 0 for all s ∈ S then a = 0 or b = 0. S is an affine C-algebra, where C is a
commutative ring, if C ⊂ Z(S) and S is finitely generated as a C-algebra. This theorem
applies to Kauffman bracket skein algebras of surfaces, and Theorem 10.3.4 is a refinement
of this theorem, but we cite it in this chapter as it is more general.
Theorem 3.6.1. [FKL19b] Let k be an algebraically closed field and R be a prime affine
k-algebra. Suppose R is generated as a module over its center Z(R) by a finite set of r
elements.
(i) Every element of Homk−Alg(Z(R), k) is the central character of at least one irre-
ducible k-representation and at most r non-equivalent irreducible k-representations.
(ii) Every irreducible k-representation of R has dimension ≤ N , which is the PI degree
of R, and also the square root of the rank of R over Z(R).
(iii) There exists a Zariski open and dense subset of the form Vc of Homk−Alg(Z(R), k),
where 0 6= c ∈ Z(R), such that every τ ∈ Vc is the central character of a unique
(up to equivalence) irreducible k-representation ρτ . Moreover all representations ρτ
with τ ∈ Vc have dimension N .
3.7 Maximal orders
Maximal orders are noncommutative generalization of integrally closed commutative do-
mains. One of the nice properties of this fact is that they have a well-behaved representation
theory, as we illustrate in Subsection 3.7.2. There are a number of slightly different notions
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of maximal order in the literature, most of which are equivalent in the context of our results,
but see e.g. [MR01] for more detail.
Let A be an algebra that is finitely generated as a module over its center Z and also
a domain, and write Z˜ for the field of fractions of Z. Then A˜ := A ⊗Z Z˜ is a division
algebra (Proposition 3.5.1). We say A is a maximal order if for any subring B ⊂ A˜ such
that A ⊂ B ⊂ (z−1)A for some nonzero z ∈ Z, we have that A = B. Here we write
(z−1)A instead of z−1A to emphasize that it is not a localization, it is merely a set, i.e.
(z−1)A = {z−1A | a ∈ A}. (3.6)
We will use the following well-known fact, see [MR01], Proposition 5.1.10(b).
Proposition 3.7.1. Let A be an algebra that finitely-generated as a module over its center
Z and also a domain. If A is a maximal order then the center of A is integrally closed.
3.7.1 Maximal orders and filtrations
The following proposition is likely known to experts but does not appear in the literature to
our knowledge.
Proposition 3.7.2. Let Λ ⊂ Zr be a finitely-generated submonoid that is primitive in its
group completion Λ. Let A be an associative C-algebra which is finitely-generated as a
module over its center Z and as a C-vector space A has basis S = {sm |m ∈ Λ}. Assume
there exists a monoid homomorphism deg : Λ→ Np such that
sm · sm′ = qC(m,m′)sm+m′ + F<deg(m)+deg(m′), (3.7)
where q ∈ C× is a root of unity, C(m,m′) ∈ Z, and for n ∈ Np, F<n is the C-span of
{sm ∈ S : deg(m) < deg(n)}. Here Np is equipped with the lexicographic order. Then A
is a domain and a maximal order.
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Proof. For n ∈ Np, let Fn be the C-span of {sm | deg(m) ≤ n} ⊂ A. Then A is an
Np-filtered algebra with filtration {Fn}, and we write A := grA for the associated graded
algebra. We also write Z for the center ofA, Z˜ for the field of fractions of Z, A˜ := A⊗Z Z˜,
Z for the center of A, Z˜ for the field of fractions of Z , and A˜ := A⊗Z Z˜ .
It follows directly from (3.5), (3.7) that {Fn} is a good filtration, i.e. that the bar
mapping preserves multiplication.
We see from (3.7) that for all sm, sm′ ∈ S, smsm′ = qQ(m,m′)sm′sm, where
Q(m,m′) = C(m,m′) − C(m′,m). This implies that Q is antisymmetric - that is,
Q(m,m′) = −Q(m′,m). Then by constructionA is a monomial subalgebra of a quantum
torus associated to an r × r antisymmetric matrix constructed from Q given by a finitely-
generated primitive submonoid of Zr, and thus (i) is a domain, (ii) is finitely generated over
Z , and (iii) is a maximal order by Proposition 3.8.5.
It is well-known that if the associated graded algebraA is a domain, thenA is a domain.
SupposeB is a subring of A˜ such that there exists some z ∈ Z whereA ⊂ B ⊂ (z−1)A.
Then zA ⊂ zB ⊂ A. We will write D := zB (which we emphasize is merely a set). Now
consider the following chain of inclusions under the bar mapping: zA ⊂ D¯ ⊂ A¯(⊂ A˜).
Since the bar mapping preserves multiplication we have that
A¯ ⊂ (z¯)−1D¯ ⊂ (z¯)−1A¯ (3.8)
where we emphasize that these are inclusions of sets, and not localizations of any sort. It
also follows that (z¯)−1 = (z−1), so we will just write z¯−1. Consider the C-vector subspace
of A˜ generated by each of the sets in (3.8). It is clear that C · A¯ = A by how the associated
graded algebra is constructed, and furthermore that C · (z¯−1)D¯ = (z¯−1)(C · D¯) and C ·
(z¯−1)A¯ = (z¯−1)A since z¯−1 ∈ A˜. In that vein, we write D := C · D¯. Thus we have that
A ⊂ (z¯−1)D ⊂ (z¯−1)A.
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Lemma 3.7.3. z¯−1D is a ring.
Proof. Let d ∈ z¯−1D. Then we may write d = z¯−1zb for some b ∈ B. Again because
{Fm} is a good filtration, the bar mapping preserves multiplication, so we have that d =
z¯−1z¯b¯ = b¯.
Let d1, d2 ∈ z¯−1D. That d1 + d2 ∈ z¯−1D follows immediately from the fact that
z¯−1D is a C-vector space, so we only need to show that d1d2 ∈ z¯−1D. Let b1, b2 ∈ B
such that d1 = b1, d2 = b2. Then because the bar mapping preserves multiplication,
d1d2 = z¯
−1z¯b1b2 = z¯−1zb1b2 ∈ z¯−1D.
Since A is a maximal order and z¯−1D is a ring by Lemma 3.7.3, we then have that
A = z¯−1D, or equivalently, that z¯A = D.
We now wish to show that zA = D. We already know that zA ⊂ D by assumption.
So let x ∈ D. Since D ⊂ A, we may write x uniquely as a linear combination of
elements of S. Let mx = maxm∈supp(x){m}. Then
x =
∑
ai∈Smx
ciai + lower degree terms, ci ∈ C,
and so
x¯ =
∑
ai∈Smx
cia¯i.
Since z¯A¯ = D¯, x¯ = (za) for some a ∈ A.
Consider y = x − za. Then x = za + y, and since x¯ = (za), we have that deg(y¯) <
deg(x¯). Since x ∈ D and za ∈ D, we have that y ∈ D as well. If y ∈ zA we are done,
otherwise we can repeat the above process to write y as a sum of an element of zA and an
element of D of degree lower that y. Since the order structure on Np satisfies a descending
chain condition (see Remark 3.4.1), the recursive process will eventually terminate with
the remainder an element of zA or C ⊂ A, showing that x ∈ zA.
Thus zA = D and so A = z−1D = B so A is a maximal order.
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3.7.2 Representation theory of maximal orders
Maximal orders have a well-behaved representation theory in comparison to most classes
of noncommutative algebras, and we illustrate that in this subsection.
Suppose A is a C-algebra with center Z. We assume that A is a domain, finitely gen-
erated as a C-algebra, and finitely generated as a Z-module. Let Spec(A) denote the set
of all equivalence classes of finite dimensional irreducible representations of A over C, so
that if A is commutative then Spec(A) = HomC−alg(A,C) is the maximal spectrum, which
comes equipped with the Zariski topology. By Schur’s lemma we have the central character
map
χ : Spec(A)→ Spec(Z),
defined so that if ρ : A→Mn(C) is an irreducible representation then ρ(a) = χ(ρ)(a) id.
Let Z˜ be the field of fractions of Z and A˜ := A⊗ZZ˜ be the division algebra of A. As
a vector space over Z˜ the dimension of A˜ is d2, a perfect square, and d is called the degree
of A.
If A is a maximal order then it is an algebra with trace in the sense of Procesi [Pro76]
and we have the following.
Theorem 3.7.4 ([DKP93]). Let A be a finitely generated C-algebra which is finitely gen-
erated as a module over its center Z. Assume that A is a domain and a maximal order. Let
d be the degree of A.
(i) The points of Spec(Z) parameterize equivalence classes of d-dimensional semisim-
ple representations of A.
(ii) The central character map χ : Spec(A) → Spec(Z) is surjective and each fiber
consists of all those irreducible representations of A which are irreducible components of
the corresponding semisimple representation. In particular, each irreducible representa-
tion of A has dimension at most d.
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(iii) The set
ΩA = {a ∈ Spec(Z) | χ−1(a) has dimension d}
is a non-empty Zariski open set.
3.8 Quantum tori
In this section we survey the basics of quantum tori and present the Frobenius homomor-
phism of quantum tori and its relationship with Chebyshev polynomials.
Throughout this section we presume that R has a distinguished invertible element q1/2.
The reader should have in mind the example R = Z[q±1/2]. We also fix a finite set I for the
remainder of the chapter.
3.8.1 Abstract quantum torus
Denote by Mat(I × I,Z) the set of all I × I matrices with entries in Z, i.e. U ∈ Mat(I ×
I,Z) is a function U : I × I → Z. We write Uij for U(i, j). Occasionally we will use the
same notation for a |I| × |I| matrix with integer values when the underlying set is totally
ordered.
Let U ∈ Mat(I × I,Z) be antisymmetric, i.e. Uij = −Uji. Define the quantum torus
over R associated to U with basis variables xi, i ∈ I by
T(U ;R) := R〈x±1i , i ∈ I〉/(xixj = qUijxjxi).
When R is fixed, we write T(U) instead of T(U ;R). T(U ;R) is sometimes called the
algebra of skew Laurent polynomials or twisted Laurent polynomials.
Let T+(U) ⊂ T(U) be the R-subalgebra generated by xi, i ∈ I . We call T+(U) the
positive quantum torus over R associated to U with basis variables xi, i ∈ I . T+(U) is
also sometimes called a quantum plane.
Let ZI be the set of all maps k : I → Z. For k ∈ ZI define the normalized monomial
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Xk using the Weyl normalization:
Xk :=
[∏
i∈I
x
k(i)
i
]
.
The set {Xk | k ∈ ZI} is an R-basis of T(U), i.e. we have the direct decomposition
T(U) =
⊕
k∈ZI
R ·Xk. (3.9)
Similarly, T+(U) is free over R with basis {Xk | k ∈ NI}.
Define an anti-symmetric Z-bilinear form on ZI by
〈k,n〉U :=
∑
i,j∈I
Uij k(i)n(j).
The following well-known fact follows easily from the definition:
For k,n ∈ ZI , one has
XkXn = q
1
2
〈k,n〉UXk+n = q〈k,n〉UXnXk, (3.10)
In particular, for n ∈ Z and k ∈ ZI , one has
(Xk)n = Xnk. (3.11)
The first identity of (3.10) shows that the decomposition (3.9) is a ZI-grading of the R-
algebra T(U).
3.8.2 Monomial subalgebras
For a subset Λ ⊂ Zp let A(Λ) := Aq(U,Λ) ⊂ T be the C-subspace of T spanned by
Xk,k ∈ Λ. From (3.10) it is easy to see that A(Λ) is a subalgebra if and only if Λ is a
submonoid of Zp. In that case we callA(Λ) a monomial subalgebra of T. If Λ is a subgroup
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of Zp, then A(Λ) is isomorphic to a quantum torus.
3.8.3 Quantum tori at a root of unity
The following fact is more or less well-known.
Proposition 3.8.1. Assume that ξ ∈ C× is a root of unity and let U ∈ Mat(I×, I,Z) be
antisymmetric. Then T(U) is finitely generated over its center and is a maximal order.
Proof. Suppose ord(ξ) = N . Let
ΓN := {k ∈ Zp | 〈k,n〉U ∈ NZ ∀n ∈ Zp}.
From (3.10) it is easy to see that the center of T is A(ΓN). Since Nk ∈ ΓN for all
k ∈ Zp, we see that T is finitely-generated over the center A(ΓN).
Since ΓN is isomorphic to a free abelian group, A(ΓN) is isomorphic to the ring of
Laurent polynomial in several variables, and hence is integrally closed.
An R-algebra A is an Azumaya algebra over R if A is free and finite rank as an R-
module such that A ⊗R Aop is isomorphic to EndR(A) via the map a ⊗ b 7→ (x 7→ axb).
Here, Aop is the opposite algebra of A.
Proposition 2.3 of [DKP93] states that T is an Azumaya algebra over its center when ξ
is a root of unity. By Theorem 9.4 of [Sal99], if A is an Azumaya algebra and its center is
integrally closed, then A is a maximal order.
3.8.4 Two-sided Ore domain
Both T(U ;R) and T+(U ;R) are two-sided Noetherian domains, see [GW04, Chapter 2].
As any two-sided Noetherian domain is a two-sided Ore domain (see [GW04, Corollary
6.7]), both T(U ;R) and T+(U ;R) are two-sided Ore domains.
Corollary 3.8.2 follows immediately from Proposition 3.5.2.
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Corollary 3.8.2. Suppose T+(U) ⊂ S ⊂ T(U), where S is a subring of T(U). Then S is
an Ore domain and the embedding S ↪→ T(U) induces an algebra isomorphism from the
division algebra of S to that of T(U).
3.8.5 Reflection anti-involution
Suppose U ∈ Mat(I × I,Z) is antisymmetric. The following is easy to prove, see [Le19].
Proposition 3.8.3. Assume that there is a Z-algebra homomorphism η : R → R such that
η(q1/2) = q−1/2 and η2 = id, the identity map. There exists a unique Z-linear isomorphism
ηˆ : T(U) → T(U) such that ηˆ(rXk) = η(r)Xk for all r ∈ R and k ∈ ZI , which is an
anti-homomorphism, i.e. ηˆ(ab) = ηˆ(b)ηˆ(a). In addition, ηˆ2 = id.
We call ηˆ the reflection anti-involution.
An element z ∈ T(U) is reflection invariant if ηˆ(z) = z. From the definition, we see
that ηˆ(Xk) = Xk for all k ∈ ZI .
3.8.6 Frobenius homomorphism
Proposition 3.8.4. Suppose U ∈ Mat(I × I,Z) is an antisymmetric matrix. There is a
unique algebra homomorphism, called the Frobenius homomorphism,
Fn : T(p2U)→ T(U)
such that Fp(xi) = x
p
i . Furthermore, Fp is injective.
Proof. Since the xi weakly generate T(p2U), the uniqueness is clear. If we define Fp on
the generators xi by Fp(xi) = x
p
i , it is easy to check that the defining relations are respected
by Fp. Hence Fp gives a well-defined algebra map.
By (3.11) one has Fp(Xk) = Xpk. This shows Fp maps the R-basis {Xk | k ∈ ZI} of
T(p2U) injectively onto a subset of an R-basis of T(U). Hence Fp is injective.
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3.8.7 Maximal order
Suppose Λ is a submonoid ofZp which generates the subgroup Λ. We say that Λ is primitive
in Λ if, given ck ∈ Λ for some positive integer c and k ∈ Λ, then k ∈ Λ as well.
The following is a main technical lemma.
Proposition 3.8.5. Suppose U is a p × p anti-symmetric matrix with integer entries and ξ
is a primitive root of unity of order N . Let Λ ⊂ Zp be a submonoid such that (i) Cone(Λ)
is closed, and (ii) Λ is primitive in its group completion Λ. Then Aq(U,Λ) is a maximal
order.
Proof. Since A(Λ) is a quantum torus, without loss of generality we can assume that Λ =
Zp. Thus A(Λ) = Tξ(U) which will be abbreviated as T.
As {Xk | k ∈ Zp} is a C-basis of T, every non-zero a ∈ T has a unique presentation
a =
∑
k∈supp(a)
ckX
k, 0 6= ck ∈ C, (3.12)
where supp(a) ⊂ Zp is a finite non-empty set. The Newton polygon Newt(a) of a is
defined to be the convex hull of supp(a) in Rp = Zp ⊗ R, that is,
Newt(a) =
 ∑
k∈supp(a)
αkk : αk ∈ R≥0 for all k ∈ supp(a),
∑
k∈supp(a)
αk = 1
 .
We recall that given C,C ′ ⊂ Rp, the Minkowski sum C + C ′ is
C + C ′ = {c+ c′ : c ∈ C, c′ ∈ C ′} ⊂ Rp.
We have the following analog of the Ostrowski lemma [Ost21].
Lemma 3.8.6. Let a, a′ ∈ T be non-zero. Then Newt(aa′) equals the Minkowski sum
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Newt(a) + Newt(a′). In particular, if v is a vertex of Newt(a), then kv ∈ supp(ak) for all
positive integers k.
The proof is almost the same as the one presented in commutative case, Proposition
19.4 of [Gru07].
Proof. LetC ⊂ Rp be compact and convex. A hyperplaneH ⊂ Rp is a support hyperplane
of C if H ∩ ∂C 6= ∅ (where ∂C is the boundary of C) and C is contained in one of the two
closed halfspaces determined by H . We write H− for the halfspace containing C, and H+
for the other one. Given w ∈ H ∩ ∂C, we represent H in the form H = {y ∈ Rp : u · y =
u · w}, where u ∈ Rp is a unit length vector pointing into H+ called the exterior normal
vector and · is the standard Euclidean dot product. By Theorem 4.1 of [Gru07], for each unit
length vector u ∈ Rp there is a unique support hyperplane of C with exterior normal vector
u and so we may use the notation HC(u) to represent that hyperplane unambiguously.
Given a support hyperplane HC(u) of C, the intersection HC(u) ∩ C is called a support
set of C . By convexity, it is easy to show that vertices of C live in singleton support sets
of C, and conversely that every singleton support set of C consists of a vertex of C.
By (3.9), we may write a, a′ uniquely as
a =
∑
k∈supp(a)
ckX
k a′ =
∑
k′∈supp(a′)
ck′X
k′ , ck, ck′ ∈ C.
Then with (3.10) we have
aa′ =
∑
(k,k′)∈(supp(a),supp(a′))
ckck′X
kXk
′
=
∑
(k,k′)
ckck′ξ
1
2
〈k,k′〉UXk+k
′
. (3.13)
Write C := Newt(a), C ′ := Newt(a′), D := C + C ′, and E := Newt(aa′). Since each
monomial of aa′ is a sum of products of a monomial of a and a monomial of a′, E ⊂ D
follows immediately. To show that D ⊂ E, it suffices to show that each vertex v of D is
contained in E.
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Let u ∈ Rp be a unit length vector. Then Lemma 6.1 of [Gru07] states that
D ∩HD(u) = C ∩HC(u) + C ′ ∩HC′(u). (3.14)
Let v be a vertex of D, and u ∈ Rp such that D ∩ HD(u) = {v}. Then since {v} is
a singleton, by (3.14) so too must be C ∩HC(u) =: {x} and C ′ ∩HC′(u) =: {y}. Then
v = x + y and this is the only possible representation of v as a sum of a point of C and a
point of C ′. Correspondingly, we have that the product cxcyξ
1
2
〈x,y〉UXx+y that appears in
the right hand side of (3.13) will not be canceled by any other term since no other term will
have the factor Xx+y. Thus D ⊂ E.
Now we continue with the proof of Proposition 3.8.5.
We will write A := Aξ(U,Λ), Z for the center of A, and Z˜ for the field of fractions of
Z . Then T˜ = A⊗Z Z˜ is the division algebra of T.
Suppose there is a subring B of A˜ and an element z ∈ Z such that A ⊂ B ⊂ (z−1)A.
We recall that (z−1)A is merely a set, not a localization of A, see (3.6).
Assume there exists some b ∈ B \ A. We claim that b ∈ T. Let M ⊂ A be the
multiplicative set generated by {Xk,k ∈ Λ}. Then M is a two-sided Ore subset of A and
B by ξ-commutativity, and so we have that
AM−1 ⊂ BM−1 ⊂ (z−1)AM−1.
ClearlyAM−1 ∼= T. It is easy to show that z ∈ Z(T). By Proposition 3.8.1, T is a maximal
order, and so we have that T ∼= BM−1. Thus b ∈ B ⊂ BM−1 = T. This completes the
proof of the claim.
Since b is an algebra, bm ∈ B for m a positive integer, and
bmz ∈ A for all positive integers m. (3.15)
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Now since b 6= 0, the support supp(b) is defined. We have that b /∈ A by assumption,
and so supp(b) 6⊂ Λ.
We will use the fact that Λ is primitive in the following.
Lemma 3.8.7. There exists some vertex v ∈ Newt(b) such that v /∈ Cone(Λ).
Proof. Assume the contrary that all vertices v1, . . . ,vr of Newt(b) are in Cone(Λ). As
supp(b) 6⊂ Λ there is a point v ∈ supp(b) \ Λ. The point v, being in the convex hull of the
vertices of Newt(b), can be presented as a convex linear combination of the vertices. As
v and vi are integer points, the coefficients of the linear combination can be chosen to be
rational. Thus there are non-negative integers c1, . . . , cr with positive sum
∑
ci such that
v = (
∑
civi)/(
∑
ci). Then
(
r∑
i=1
ci
)
v =
r∑
i=1
civi. (3.16)
Since the right hand side of (3.16) is in Λ, the primitiveness implies that v ∈ Λ, a contra-
diction.
Given v ∈ Rp, define the distance function
d(v,Cone(Λ)) = inf
y∈Cone(Λ)
{‖y − v‖},
where ‖ · ‖ is the Euclidean norm. We have that d(kv,Cone(Λ)) = k d(v,Cone(Λ)). Since
Cone(Λ) is closed and v /∈ Cone(Λ), limk→∞ d(kv,Cone(Λ)) =∞.
Thus there exists some large k1 such that k1v + Newt(z) does not intersect Cone(Λ).
Hence Newt(bk1z) = k1Newt(b) + Newt(z) (by Lemma 3.8.6) cannot be a subset of
Cone(Λ). Since bk1z ∈ A if and only if Newt(bk1z) ⊂ Cone(Λ), this means that bk1z /∈ A,
a contradiction.
Thus A = B, concluding the proof of the proposition.
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CHAPTER 4
KAUFFMAN BRACKET SKEIN MODULES
In this chapter we introduce our primary objects of study: the Kauffman bracket skein
modules of marked 3-manifolds and Kauffman bracket skein algebras of surfaces. Our
goal here is to give a focused picture of the current state of the art of the structure of these
modules as they relate to our primary results and is by no means exhaustive.
We do this by highlighting several aspects.
The first is the relationship between skein algebras of marked surfaces to skein modules
of marked 3-manifolds in Sections 4.1 and 4.2. Namely, we will construct skein algebras
of surfaces by taking a cylinder over the surface to obtain a marked 3-manifold, define the
skein module for the marked 3-manifold, and then adding in the algebra structure by hand
(though we note that this algebra structure also arises naturally by less artificial means). The
resulting algebra is isomorphic to what would be obtained by working directly with multi-
curves drawn on the surface, and we show that our approach is equivalent to this, but has
the advantage of allowing us to use the same formalism for both surfaces and 3-manifolds.
In these sections we also show that the skein algebra of a surface is a domain, introduce
the important technical tool of the reflection anti-involution, and prove the existence of the
division algebra of the skein algebra.
Understanding the skein module as a quantization of the SL2C-character variety helps
in illuminating the special role played by the skein module at 4th roots of unity, discussed
in Section 4.3, which serve to describe characteristics of the SL2C-character variety and
also serve as the domain for the Chebyshev-Frobenius homomorphism. The enormous ad-
vantage of the quantum point of view on the character variety will ultimately be illustrated
by a compact proof of the fact that character variety is normal, a consequence of the results
of Chapter 10.
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Throughout the chapter we fix a commutative Noetherian domain R with a distin-
guished invertible element q1/2 and a Z-algebra involution η : R → R such that
η(q1/2) = q−1/2.
4.1 Skein modules of marked 3-manifolds
In this section we define the Kauffman bracket skein module of marked 3-manifolds,
closely following [Le19]. Throughout this section we fix a marked 3-manifold (M,N ).
Recall that T (M,N ) is the R-module freely spanned by the N -isotopy classes of N -
tangles in M . The Kauffman bracket skein moduleS (M,N ) is the quotientS (M,N ) =
T (M,N )/Relq where Relq is the R-submodule of T (M,N ) spanned by the skein relation
elements, the trivial loop relation elements, and the trivial arc relation elements, where
(i) R is identified with the R-submodule of T (M,N ) spanned by the empty tangle, via
c→ c · ∅,
(ii) a skein relation element is any element of the form T−qT+−q−1T−, where T, T+, T−
are N -tangles identical everywhere except in a ball in which they look like Figure
4.1,
Figure 4.1: From left to right: T, T+, T−.
(iii) a trivial loop relation element is any element of the form β + q2 + q−2, where β is a
trivial knot, i.e. a loop bounding a disk in M with framing perpendicular to the disk.
(iv) a trivial arc relation element is any N -tangle T containing an N -arc a for which
there exists an arc b ⊂ N such that a∪ b bounds a continuous disk D in M such that
D ∩ (T \ a) = ∅. This situation is depicted in Figure 4.2.
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Figure 4.2: The gray shaded area is a region of ∂M , the striped region is a continuous disk
with boundary a ∪ b, and b ⊂ N .
The following was first shown in [Le19, Proposition 3.1]. We reproduce the proof here
for the convenience of the reader.
Proposition 4.1.1. InS (M,N ) the reordering relation depicted in Figure 4.3 holds.
Figure 4.3: Reordering relation: HereN is perpendicular to the page and its perpendicular
projection onto the page (and in the shaded disk) is the bullet denoted byN . The vector of
orientation ofN is pointing to the reader. There are two strands of the tangle coming toN
near N , with the lower one being depicted by the broken line
Proof. The proof is given in Figure 4.4. Here the first identity is an isotopy, the second is
the skein relation, the third follows from the trivial arc relation.
Figure 4.4: Proof of Proposition 4.1.1
Remark 4.1.2. Muller [Mul16] introduced Kauffman bracket skein modules for marked
surfaces. Here we use a generalization of Muller’s construction to marked 3-manifolds,
introduced in [Le19].
4.1.1 Functoriality
By a morphism f : (M,N ) → (M ′,N ′) between marked 3-manifolds we mean an
orientation-preserving embedding f : M ↪→ M ′ such that f restricts to an orientation
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preserving embedding on N . Such a morphism induces an R-module homomorphism
f∗ : S (M,N )→ S (M ′,N ′) by f∗(T ) = T for any N -tangle T .
Given marked 3-manifolds (Mi,Ni), i = 1, . . . , k, such that Mi ⊂ M,Ni ⊂ N , and
the Mi are pairwise disjoint, then there is a unique R-linear map, called the union map
Union :
k∏
i=1
S (Mi,Ni)→ S (M,N ),
such that if Ti is an Ni-tangle in Mi for each i, then
Union(T1, . . . , Tk) = T1 ∪ · · · ∪ Tk. (4.1)
For xi ∈ S (Mi,Ni) we also denote Union(x1, . . . , xk) by x1 ∪ · · · ∪ xk.
4.2 Skein algebras of surfaces
In this section we will define skein algebras of finite type and marked surfaces by describ-
ing them as a skein module of a thickened surface with an algebra structure coming from
stacking in the vertical direction. Throughout this section we fix a marked surface (Σ,P)
and a finite type surface S.
4.2.1 Skein modules of marked surfaces
Let M be the cylinder over Σ and N the cylinder over P as described in Subsection 2.3.2,
i.e. M = Σ × (−1, 1) and N = P × (−1, 1). We consider (M,N ) as a marked 3-
manifold, where the orientation on each component ofN is given by the natural orientation
of (−1, 1). We will consider Σ as a subset of M by identifying Σ with Σ × {0}. There
is a vertical projection map pr : M → Σ which maps (x, t) to x. We define S (Σ,P) :=
S (M,N ).
An N -tangle T in M is said to have vertical framing if the framing vector at every
point p ∈ T is vertical, i.e. it is tangent to p× (−1, 1) and has direction agreeing with the
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positive orientation of (−1, 1).
Suppose T ⊂ Σ is a P-tangle. Technically T may not be an N -tangle in M since
several strands of T may meet at the same point in P , which is forbidden in the definition
of an N -tangle. We modify T in a small neighborhood of each point p ∈ P by vertically
moving the strands of T in that neighborhood, to get an N -tangle T ′ in M as follows:
Equip T with the vertical framing. If at a marked point p there are k = kp strands
a1, a2, . . . , ak of T (in a small neighborhood of p) incident to p and ordered in clockwise
order, then weN -isotope these strands vertically so that a1 is above a2, a2 is above a3, and
so on, see Figure 4.5. The resulting T ′ is anN -tangle whoseN -isotopy class only depends
on the P-isotopy class of T . Define T as an element inS (Σ,P) by
T := q
1
4
∑
p∈P kp(kp−1)T ′ ∈ S . (4.2)
Figure 4.5: Left: There are 3 strands a1, a2, a3 of T coming to p, ordered clockwise. Right:
The corresponding strands a′1, a
′
2, a
′
3 of T
′, with a′1 above a
′
2, and a
′
2 above a
′
3. Arrowed
edges are part of the boundary, not part of the P-tangles
The factor which is a power of q on the right hand side is introduced so that T is
invariant under the reflection involution, see Subsection 4.2.4 below.
Recall that we write B(Σ,P) for the set of all P-isotopy classes of essential P-tangles in
(Σ,P). The following was first shown in [Mul16, Lemma 4.1].
Lemma 4.2.1. B(Σ,P) is a basis of the free R-moduleS (Σ,P).
We call B(Σ,P) the preferred basis ofS .
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For 0 6= x ∈ S one has the finite presentation
x =
∑
i∈I
cixi, ci ∈ R \ {0}, xi ∈ B(Σ,P),
and we define the support of x to be the set supp(x) = {xi | i ∈ I}. For z ∈ B(Σ,P) define
µ(z, x) = max
xi∈supp(x)
µ(z, xi). (4.3)
Here µ(z, xi) is the geometric intersection index defined in Subsection 2.4.4.
Remark 4.2.2. Equation (4.2) describes the isomorphism between Muller’s definition of
the skein algebra of a totally marked surface (Σ,P) in terms of multicurves of knots and
arcs in (Σ,P) and our definition of a skein algebra of a marked surface (Σ,P) in terms of
P × (−1, 1)-tangles in (Σ× (−1, 1),P × (−1, 1)).
4.2.2 Skein modules of finite type surfaces
Recall that a framed link L in S × (−1, 1) consists of a compact 1-dimensional non-
oriented submanifold of S× (−1, 1) equipped with a smooth normal vector field such that
each connected component of L is diffeomorphic to S1. By convention, the empty set is
considered to be a framed link with no components that is isotopic only to itself. A framed
link L has vertical framing if the framing vector at every point p ∈ L is vertical, i.e. is
tangent to p× (−1, 1) and has direction agreeing with the positive orientation of (−1, 1).
The Kauffman bracket skein module of S at q, denoted bySq(S), is the free R-module
spanned by all isotopy classes of framed links in S × (−1, 1) subject to the skein relation
T = qT+ + q
−1T− with T, T+, T− depicted in Figure 4.1.
A simple diagram α in S defines a unique isotopy class of framed link in S× (−1, 1)
with vertical framing, which we will also denote as α. Recall that BS denotes the set of all
isotopy classes of simple diagrams in S.
61
Lemma 4.2.3. [PS00] The set BS is a basis ofS (S) over R.
4.2.3 Algebra structure
We define the R-algebra product structure inS (Σ,P) as follows. For N -tangles T1, T2 in
(M,N ) = (Σ× (−1, 1),P × (−1, 1)) define the product T1T2 as the result of stacking T1
atop T2 using the cylinder structure of (M,N ). More precisely, this means the following.
Let ι1 : M ↪→M be the embedding ι1(x, t) = (x, t+12 ) and ι2 : M ↪→M be the embedding
ι2(x, t) = (x,
t−1
2
). Then T1T2 := ι1(T1) ∪ ι2(T2). This product makes S (Σ,P) an R-
algebra, which is non-commutative in general.
The product structure onS (S) is defined identically. Here, since P = ∅, all ∅-tangles
in (S× (−1, 1), ∅) are the same as framed links.
4.2.4 Reflection anti-involution
Let ηˆ : S (Σ,P) → S (Σ,P) be the bar homomorphism of [Mul16], i.e. the Z-algebra
anti-homomorphism defined by
(i) ηˆ(x) = η(x) if x ∈ R, and
(ii) if T is an N -tangle with framing v then ηˆ(T ) is refl(T ) with the framing −refl(v),
where refl is the reflection which maps (x, t)→ (x,−t) in Σ× (−1, 1).
It is clear that ηˆ is an anti-involution. An element z ∈ S is reflection invariant if ηˆ(z) = z.
The prefactor on the right hand side of (4.2) was introduced so that every P-tangle T
is reflection invariant as an element ofS . The preferred basis B(Σ,P) consists of reflection
invariant elements.
Suppose T is a P-tangle with components x1, . . . , xk. By the reordering relation (see
Figure 4.3), any two components xi, xj are q-commuting as elements of S (and note that
xixj = xjxi if at least one is a P-knot), and
T = [x1x2 . . . xk] in S ,
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where on the right hand side we use the Weyl normalization, see Subsection 3.2.2.
4.2.5 Functoriality
Let (Σ′,P ′) be a marked surface such that Σ′ ⊂ Σ and P ′ ⊂ P . The morphism ι :
(Σ′,P ′) ↪→ (Σ,P) given by the natural embedding induces an R-algebra homomorphism
ι∗ : S (Σ′,P ′)→ S (Σ,P).
Proposition 4.2.4. Suppose P ′ ⊂ P . Then ι∗ : S (Σ,P ′)→ S (Σ,P) is injective.
Proof. This is because the preferred basis B(Σ,P ′) is a subset of B(Σ,P).
4.2.6 Domain
The following was first shown in [PS19], with special cases shown in [Bul97; PS00].
Lemma 4.2.5. Let S be a finite type surface. ThenS (S) is a domain.
Muller [Mul16] showed that S (Σ,P) is a domain in the case where (Σ,P) is totally
marked. Extending this result to the case with unmarked boundary components is a simple
application of functoriality.
Lemma 4.2.6. Let (Σ,P) be a marked surface. ThenS (Σ,P) is a domain.
Proof. Let P ′ ⊃ P be a larger set of marked points such that (Σ,P ′) is totally marked. By
Proposition 4.2.4, S (Σ,P) embeds into S (Σ,P ′) which is a domain by Muller’s result.
HenceS (Σ,P) is a domain.
Muller’s proof that S (Σ,P) is a domain when (Σ,P) is totally marked depends on
an arbitrary choice of total ordering on the set of P-knots that is shown not to matter. We
give an alternate (though more difficult) proof of this result for the case where (Σ,P) is a
marked surface in Appendix A that does not utilize any arbitrary choice.
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4.2.7 Division algebra
Let (Σ,P) be a marked surface. It is shown in the proof of Theorem 6.2.1 that (Σ,P) is an
Ore domain, and so it has a division algebra which we denote S˜ (Σ,P).
Let S be a finite type surface. It is shown in [FKL19b] thatS (S) is finitely generated
as a module over its center, and by Lemma 4.2.5,S (S) is a domain. Write Z for the center
of S (S) and Z˜ for the field of fractions of Z. Then by Proposition 3.5.1, S (S) ⊗Z Z˜ is
a division algebra, which we will also denote as S˜ (S) since a division algebra is unique
when it exists by Proposition 3.5.2.
4.2.8 D-monomials
Suppose ∆ is a P-quasitriangulation of a quasitriangulable marked surface (Σ,P). Given
a subset D ⊂ ∆, a D-monomial is an element in S of the form ∆n, where n ∈ N∆ has
that n(a) = 0 if a 6∈ D.
4.3 Roots of unity
In this section we explore the structure and meaning of the skein algebra at different roots
of unity. For a more detailed discussion see [Sik04; Mar11].
When the quantum parameter q is a root of unity the skein module behaves in a distinct
fashion from the case where q has infinite order. Furthermore, the behavior and meaning of
the skein algebra has a lot of variance within possible choices of the root of unity. Our main
results - the existence of the Chebyshev-Frobenius homomorphism, and the skein algebra
being a maximal order - are only applicable when q is a root of unity.
Throughout this section we fix an unmarked 3-manifold (M, ∅), though in certain places
we may assume that (M,N ) is a thickened surface. We write Sq := Sq(M, ∅). By
convention, when q is a complex number, we will write it as a Greek letter such as ξ, ε, ζ,
or ν.
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4.3.1 S at roots of unity
Let M := (M, ∅) be a marked 3-manifold. The first skein module to be understood was
when the quantum parameter ξ was equal to −1. Under these conditions, the skein relation
inS (M) no longer sees crossings, see Figure 4.6.
Figure 4.6: Crossings don’t matter when ξ = −1. This also means that S−1(M) has an
algebra structure.
Under these conditions, the union map (4.1) is a well-defined product. Bullock showed
[Bul97] that, modulo its nilradical, S−1(M) is naturally isomorphic to the ring of reg-
ular functions R(M,SL2C) on SL2C-character variety X(M,SL2C) := X(M) of M
(see Subsection 2.7.2). This is one way to understand that S (S) is a quantization of the
SL2C-character variety. The nilradical was later shown to be trivial [PS00; CM12]. As
discussed in Subsection 2.7.2, unoriented knots in M can be used to define trace functions
on X(M). To be more precise, given a link L (e.g. a framed link with no framing) in M
with components Ki, the trace function trL : X(M)→ C associated to L is given by
trL([ρ]) =
∏
i
(−tr(ρ(Ki)).
It is easy to see that when ξ = 1, crossings may also be ignored in the skein relation. It
is then easy to find an isomorphism betweenS1 andS−1, however it is not natural.
The structure of Sξ when ξ = ±i is less straightforward than when ξ = ±1, is still
closely related to the character variety.
This case was first understood by Sikora [Sik04] in the case where M is a cylinder over
a finite type surface or certain submanifolds of a rational homology sphere. Additional
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insights were found by Marche´ [Mar11] several years later.
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CHAPTER 5
QUANTUM TEICHMU¨LLER THEORY
In this chapter we quickly review some basic aspects of quantum Teichmu¨ller theory. We
present only aspects of this theory directly relevant to our work, for more background see
e.g. [Kas98; Liu09; FC99; Pen12; Le19].
In Section 5.1 we give a brief overview of quantum Teichmu¨ller theory and define the
Chekhov-Fock algebra (a version of quantum Teichmu¨ller space) associated to a triangu-
lable marked surface equipped with a triangulation. The Chekhov-Fock algebra is thought
of as a quantization of the shear coordinates of the Teichmu¨ller space of the surface. In
Section 5.2 we discuss the Muller algebra associated to a quasitriangulation of a quasitri-
angulable marked surface. The Muller algebra may be thought of as a quantization of the
Penner coordinates of decorated Teichmu¨ller space. In Chapter 6 we will show how to
embed the skein algebra of a finite type or marked surface into a Chekhov-Fock algebra
or a Muller algebra, respectively. Lastly, in Section 5.3, we briefly explain the connection
between these two embeddings via the shear-to-skein map of Leˆ.
5.1 Chekhov-Fock algebra
Quantum Teichmu¨ller theory is a wide topic with origins in 3D quantum gravity. Con-
sidering a 3-manifold with boundary as a spacetime, the classical phase space of Einstein
gravity on this manifold is the Teichmu¨ller space of its 2D boundary according to Verlinde
and Verlinde [VV90] and Witten [Wit90]. This can be understood as corresponding to the
idea that lengths of geodesics are observables in Einstein gravity - this then is sometimes
known as Liouville field theory because the Einstein field equations reduce to Liouville’s
equations here. Unlike 4D Einstein gravity which has no clear quantization, 3D quantum
gravity has several candidate quantizations arising from the quantization of Teichmu¨ller
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space.
The first two versions of quantum Teichmu¨ller space were constructed by Chekhov
and Fock [FC99] and Kashaev [Kas98]. They are closely related, and considered to be
quantizations of the shear coordinates of Teichmu¨ller space. More recently, the Muller
algebra [Mul16] is considered to be a quantization of the Penner coordinates of decorate
Teichmu¨ller space. The relationship between these quantizations was investigated by Leˆ
[Le19] and we review this in Section 5.3. In this section we review the Chekhov-Fock
construction.
One of the reasons for introducing the Chekhov-Fock algebra here is that it is the target
of Bonahon and Wong’s quantum trace map [BW11], which Leˆ used to show that the skew
field of the skein algebra of a surface can be thought of as a coordinate-free version of
quantum Teichmu¨ller space of that surface [Le19]. We review this material because while
we only utilize the skein coordinate map and the Muller algebra in the course of the proofs
of many of our results, those results could in principle have also been proven using the
quantum trace map and Chekhov-Fock algebras.
Throughout this section we fix a triangulable marked surface (Σ,P) and a P-
triangulation ∆ (see Subsection 2.6.3).
5.1.1 Face matrix
In the case that (Σ,P) is a triangulable marked surface, we may define the quantum Te-
ichmu¨ller space of (Σ,P) in terms of the face matrixQ∆ associated to a P-triangulation ∆.
This will be be a quantum torus defined from Q∆ known as a Chekhov-Fock algebra. The
Chekhov-Fock algebra may also be defined for finite type surfaces, but we do not include a
discussion of that here since we do not utilize it, but see e.g. [Le19] for a discussion of this
case.
Let τ ∈ F(∆). We may assume that τ is not self-folded (see Remark 2.6.2). Thus τ
has three distinct edges which we denote a, b, c in counterclockwise order. Then we define
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an anti-symmetric matrix Qτ ∈ Mat(∆×∆,Z) as follows.
Qτ (a, b) = Qτ (b, c) = Qτ (c, a) = 1
Qτ (e, e
′) = 0 if one of e, e′ is not in {a, b, c}.
In other words, Qτ ∈ Mat(∆×∆,Z) is the 0-extension of the following {a, b, c}×{a, b, c}
matrix 
0 1 −1
−1 0 1
1 −1 0
 .
Define the face matrix Q = Q∆ ∈ Mat(∆×∆,Z) by
Q =
∑
τ∈F(∆)
Qτ .
Remark 5.1.1. Our Q is the same as Q∆ of [Mul16] or the same as −B of [FST08], and is
also known as the signed adjacency matrix. We say “face matrix” to emphasize the duality
with “vertex matrix”. This duality, and the “Fourier transform” between the Chekhov-Fock
algebra and the Muller algebra is elaborated on in Subsection 5.3.
5.1.2 Chekhov-Fock algebra associated to a triangulable marked surface
In this subsection we assume that (Σ,P) is either a triangulable marked surface with trian-
gulation ∆, or a finite type surface with an ideal triangulation ∆. Let Q = Q∆ be the face
matrix associated to ∆. Let Yq(∆) be the quantum torus T(−2Q) with basis variables Za,
a ∈ ∆, i.e.
Y(∆) = R〈Z±1a , a ∈ ∆〉/(ZaZb = q−2Q(a,b)ZbZa).
This is known as (one version of) the Chekhov-Fock algebra associated to ∆. This is the
same as Y(2)(∆) given in [Le19].
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5.2 Muller algebra
In this section we introduce the Muller algebra associated to a quasitriangulation ∆ of
a quasitriangulable marked surface (Σ,P). This construction is another quantum torus
that, in some cases, could be considered to be a quantization of the Penner coordinates on
decorated Teichmu¨ller space [Pen12; Le19]. Again, we will ultimately embed the skein
algebra of a marked surface into this algebra in order to simplify the study of the skein
algebra. This tactic effectively reduces the exponential complexity of evaluating skein
relations to polynomial complexity.
Throughout this section we fix a quasitriangulable marked surface (Σ,P).
5.2.1 Vertex matrix
Suppose a and b areP-arcs which do not intersect in Σ\P . We define a number P (a, b) ∈ Z
as follows. Removing an interior point of a from a, we get two half-edges of a, each of
which is incident to exactly one vertex in P . Similarly, removing an interior point of b from
b, we get two half-edges of b. Suppose a′ is a half-edge of a and b′ is a half-edge of b, and
p ∈ P . If one of a′, b′ is not incident to p, set Pp(a′, b′) = 0. If both a′, b′ are incident to p,
define Pp(a′, b′) as in Figure 5.1, i.e.
Pp(a
′, b′) =

1 if a′ is clockwise to b′ (at vertex p)
−1 if a′ is counter-clockwise to b′ (at vertex p).
Now define
P (a, b) =
∑
Pp(a
′, b′),
where the sum is over all p ∈ P , all half-edges a′ of a, and all half-edges b′ of b.
Suppose ∆ is a P-quasitriangulation. Two distinct a, b ∈ ∆ do not intersect in Σ \ P ,
hence we can define P (a, b).
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Figure 5.1: Pp(a′, b′) = 1 for the left case, and Pp(a′, b′) = −1 for the right one. Here the
shaded area is part of Σ, and the arrow edge is part of a boundary edge. There might be
other half-edges incident to p, and they maybe inside and outside the angle between a′ and
b′.
Let P∆ ∈ Mat(∆×∆,Z), called the vertex matrix of ∆, be the anti-symmetric ∆×∆
matrix defined by P∆(a, b) = P (a, b), with 0 on the diagonal.
Remark 5.2.1. The vertex matrix was introduced in [Mul16], where it is called the orien-
tation matrix.
5.2.2 Muller algebra associated to a quasitriangulable marked surface
Recall that an unmarked component is a connected component of ∂Σ not containing any
marked points, and we writeH for the set of unmarked components. Note that two distinct
elements of H are not P-isotopic since otherwise Σ is an annulus with P = ∅, which is
ruled out since (Σ,P) is quasitriangulable. For k ∈ NH, define the following element of
T (Σ,P):
Hk :=
∏
β∈H
βk(β) ∈ T (Σ,P).
Let ∆ be a quasitriangulation of (Σ,P) and P ∈ Mat(∆×∆,Z) the associated vertex
matrix. Let X(∆) be the quantum torus over R[H] associated to P with basis variables Xa,
a ∈ ∆. That is,
X(∆) = R[H]〈x±1a , a ∈ ∆〉/(xaxb = qP (a,b)xbxa).
We call X(∆) the Muller algebra associated to (Σ,P) and ∆.
Remark 5.2.2. By definition, each a ∈ ∆ is a P-arc, and will be considered as an element
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of the skein algebra S (Σ,P). We will see from the reordering relation (Figure 4.3) that
for each pair of P-arcs a, b ∈ ∆,
ab = qP (a,b)ba. (5.1)
As a free R[H]-module, X(∆) has a basis given by {Xn | n ∈ Z∆}, where Xn is a
normalized monomial as defined in Subsection 3.8.1. As a free R-module, X(∆) has a
basis given by {HkXn | k ∈ NH,n ∈ Z∆}.
Let X+(∆) be the R[H]-subalgebra of X(∆) generated by Xa, a ∈ ∆. Then X+(∆)
is a free R[H]-module with a basis given by {Xn | n ∈ N∆} and a free R-module with
preferred basis B∆,+ := {HkXn | k ∈ NH,n ∈ N∆}. Furthermore, X+(∆) has the
following presentation as an algebra over R[H]:
X+(∆) = R[H]〈Xa, a ∈ ∆〉/(XaXb = qP (a,b)XbXa).
The involution η : R → R of Proposition 3.8.3 extends to an involution η : R[H] →
R[H] by η(rx) = η(r)x for all r ∈ R and x = Hk for all k ∈ NH. As explained in
Subsection 3.8.5, η extends to an anti-involution ηˆ : X(∆) → X(∆) so that ηˆ(x) = η(x)
for x ∈ R[H] and ηˆ(Xk) = Xk.
Remark 5.2.3. In Subsection 6.2.1 we will investigate the behavior of the transfer isomor-
phisms between Muller algebras induced by a change of quasitriangulation - i.e. a change
of coordinate map. These maps turn out to be simpler than the transfer isomorphisms for
the Chekhov-Fock algebra, which is one main reason why we choose to use the Muller
algebra formalism instead.
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5.3 Shear-to-skein map
Let (Σ,P) be a triangulable marked surface and ∆ a P-triangulation with face matrix Q
(note that H = ∅ in this case, and that there are no monogon edges). Write H for the
∆inn ×∆ submatrix of Q. In [Le19], the shear-to-skein map
ψ∆ : Y(∆)→ X(∆)
is defined, where Y(∆) is the Chekhov-Fock algebra associated to ∆ and X(∆) is the
Muller algebra associated to (Σ,P) and ∆. It is an injective R-algebra homomorphism
defined uniquely by
ψ∆(Z
k) = XkH . (5.2)
Here H is the ∆˚ × ∆ submatrix of Q. Bonahon has pointed out that this relationship
between the Chekhov-Fock algebra and the Muller algebra corresponds to the classical
relationship between the shear and Penner coordinates of Teichmu¨ller space. From this one
may derive a duality between the face matrix and vertex matrix, see [Le19].
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CHAPTER 6
SKEIN ALGEBRA EMBEDDINGS
In this chapter we introduce a powerful technical tool in the study of skein algebras: embed-
dings of the skein algebra into quantum tori. This technique has revolutionized the study
of skein algebras, making many previously intractable questions answerable by studying
simple properties of q-commuting Laurent polynomial algebras.
This strategy was first discovered by Bonahon and Wong in [BW11] with the intro-
duction of the miraculous quantum trace map, which we review in Section 6.1. This map
embeds the complicated skein algebra of a triangulable marked surface into a Chekhov-
Fock algebra introduced in Section 5.1.2, which is a type of quantum torus corresponding
to quantization of the shear coordinates of Teichmu¨ller space and was the first instance
in which the exponential complexity of resolving skein relations was reduced to the poly-
nomial complexity of multiplying q-commuting Laurent polynomials. This opened a new
avenue of attack for understanding skein algebras and all of our methods in this dissertation
were inspired by this method.
While we do not make use of the quantum trace map in proving the existence of the
Chebyshev-Frobenius homomorphism in Chapter 8, Leˆ and the author had previously uti-
lized it to prove its existence in earlier drafts, and it is the more natural method to use for
finite type surfaces.
Side-by-side with the quantum trace map is Muller’s skein coordinate map introduced in
[Mul16], which is another embedding of the skein algebra of a totally marked surface into
a quantum torus corresponding to a quantization of the Penner coordinates of Teichmu¨ller
space. This embedding turns out to have transfer isomorphisms between quantum tori cor-
responding to different quasitriangulations that are easier to work with that the ones for the
Chekhov-Fock algebra, which was ultimately why we chose to work with this quantization.
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In Section 6.2 we generalize the Muller algebra to allow for marked surfaces equipped with
a quasitriangulation, and introduce a further generalization in Chapter 7 which allows one
to define a surgery theory.
6.1 Quantum trace map
The skein algebra of a finite type surface S (S) can be found as an essential subalgebra
of the Chekhov-Fock algebra associated to an ideal triangulation of S. This is via the
Bonahon-Wong quantum trace map Tr∆q (see [BW11][Proposition 29]). Tr
∆
q is very diffi-
cult to work with in practice. In [Le19][Section 6], making use of the “Fourier transform”
relationship between the Muller algebra and the Chekhov-Fock algebra of a triangulation,
Leˆ develops a map κ∆ : S → Y(∆) equal to Tr∆q but with a simple combinatorial def-
inition in terms of “∆-simple” knots. We describe the minimum ingredients necessary to
define κ∆ here.
Let (Σ,P) be a triangulable marked surface, and suppose ∆ is a triangulation of (Σ,P).
Let x be a P-arc or P-knot. We say that x is ∆-simple if µ(x, a) ≤ 1 for all a ∈ ∆.
Suppose x is ∆-simple. After a P-isotopy we can assume that x is ∆-taut, i.e. µ(x, a)
is equal to the number of internal common points of x and a, for all a ∈ ∆. Let E(x,∆) be
the set of all edges e in ∆ such that µ(x, e) 6= 0, and F(x,∆) be the set of all triangles τ
of ∆ intersecting the interior of x.
A coloring of (x,∆) is a map C ∈ Z∆˚ such that C(e) = 0 if e /∈ E(x,∆) and C(e) ∈
{1,−1} if e ∈ E(x,∆). A coloring C of (x,∆) is said to be admissable if for any triangle
τ ∈ F(x,∆) intersecting x at two edges a and b, with notations of edges as in Figure 6.1,
one has that the tuple (C(a), C(b)) is not equal to (−1, 1). Denote by Col(α,∆) the set of
all admissable colorings of α.
In the proof of Theorem 6.8 of [Le19], a map denoted κ∆ : Sq(Σ,P) → Yq(∆) is
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Figure 6.1: Non-admissable case: C(a) = −1, C(b) = 1.
given. It is defined such that for any ∆-simple knot α,
κ∆(α) =
∑
C∈Col(α,∆)
[∏
a∈∆
ZC(a)a
]
∈ Yq(∆), (6.1)
where the brackets denote Weyl normalization. It is shown that this map is equal to Tr∆q .
6.2 Skein coordinate map
Throughout this section we fix a quasitriangulable marked surface (Σ,P) and write S :=
S (Σ,P).
The following extends a result of Muller [Mul16, Theorem 6.14] for totally marked
surfaces to the case of marked surfaces.
Theorem 6.2.1. Suppose the marked surface (Σ,P) has a quasitriangulation ∆
(a) There is a unique R[H]-algebra embedding ϕ∆ : S ↪→ X(∆) such that for all
a ∈ ∆,
ϕ∆(a) = Xa. (6.2)
(b) If we identifyS with its image under ϕ∆ thenS is sandwiched between X+(∆) and
X(∆), i.e.
X+(∆) ⊂ S ⊂ X(∆). (6.3)
Consequently S is a two-sided Ore domain, and ϕ∆ induces an R[H]-algebra iso-
morphism
ϕ˜∆ : S˜ (Σ,P)
∼=−→ X˜(∆),
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where S˜ (Σ,P) and X˜(∆) are the division algebras ofS (Σ,P) and X(∆), respec-
tively.
(c) Furthermore, ϕ∆ is reflection invariant, i.e. ϕ∆ commutes with ηˆ.
Proof. The proof is a modification of Muller’s proof for the totally marked surface case of
Muller. To further simplify the proof, we will use Muller’s result for the totally marked
surface case.
(a) We first prove a couple lemmas.
Relation (5.1) shows that there is a unique R[H]-algebra homomorphism τ : X+(∆)→
S defined by τ(Xa) = a. Then for n ∈ Z∆,
τ(Xn) = ∆n :=
[∏
a∈∆
an(a)
]
.
Note that τ is injective since τ maps the preferred R-basis B∆,+ of X+(∆) bijectively
onto a subset of the preferred R-basis B(Σ,P) ofS . We will identify X+(∆) with its image
under τ .
Recall that ∆ = ∆inn ∪∆bd, where ∆inn is the set of inner edges and ∆bd is the set of
boundary edges. Recall from Subsection 4.2.8 the notion of D-monomial for D ⊂ ∆.
Lemma 6.2.2. Let x ∈ S .
(i) If D ⊂ ∆ there is an D-monomial m such that µ(a, xm) = 0 for all a ∈ D.
(ii) There is an ∆inn-monomial m such that xm ∈ X+(∆).
Proof. (i) The following two facts are respectively [Mul16, Lemma 4.7(3)] and [Mul16,
Corollary 4.13]:
µ(a, yz) ≤ µ(a, y) + µ(a, z) for all a ∈ ∆, y, z ∈ S (6.4)
µ(a, y aµ(a,y)) = 0 for all a ∈ ∆, y ∈ S . (6.5)
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These results are formulated and proved for general marked surfaces in [Mul16], not just
totally marked surfaces. Besides, since any two edges in ∆ have intersection index 0, we
have
µ(a,m) = 0 for all ∆-monomials m and all a ∈ ∆. (6.6)
Let n ∈ Z∆ be given by n(a) = µ(a, x) for a ∈ D and n(a) = 0 for a 6∈ D.
Then m = ∆n is a D-monomial. Suppose a ∈ D. By taking out the factors a in m and
using (3.10), we have
m = qk/2aµ(a,x) m′
where m′ is another D-monomial and k ∈ Z. Using (6.5) and then (6.4) and (6.6), we have
µ(a, xm) ≤ µ(a, xaµ(a,x)) + µ(a,m′) = 0,
which proves µ(a, xm) = 0 for all a ∈ D.
(ii) Choose m of part (a) with D = ∆inn. Let xi ∈ supp(xm). Clearly µ(a, xi) = 0
for all a ∈ ∆bd. Since µ(a, xm) = 0 for all a ∈ ∆inn, one can find a P-tangle x′i which is
P-isotopic to xi such that xi and a are taut (see Lemma 2.4.3), so that x′i ∩ a = ∅ in Σ \ P
for each a ∈ ∆. The maximality in the definition of quasitriangulation shows that each
component of x′i is P-isotopic to one in ∆ ∪H. It follows that xi = Hk∆n inS for some
k ∈ NH and n ∈ N∆. This implies xm ∈ X+(∆).
Lemma 6.2.3. The multiplicative setM generated by ∆-monomials is a 2-sided Ore subset
ofS . Similarly the multiplicative set Minn generated by ∆inn-monomials is a 2-sided Ore
subset ofS .
Proof. By definition, M is right Ore if for every x ∈ S and every u ∈ M, one has
xM ∩ uS 6= ∅.
By (3.10), one has u = qk/2∆n for some k ∈ Z, n ∈ N∆. By Lemma 6.2.2, there is a
∆-monomial m such that xm ∈ X+(∆). Since B∆,+ = {Hk∆n | k ∈ NH,n ∈ N∆} is the
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preferred R-basis of X+(∆), we have a finite sum presentation xm =
∑
i∈I ciHki∆ni with
ci ∈ R. It follows that
xM 3 xmu = qk/2
∑
i∈I
ciHki∆ni∆n = qk/2
∑
i∈I
ciq
〈ni,n〉PHki∆n∆ni
= qk/2∆n
∑
i∈I
ciq
〈ni,n〉PHki∆ni = u
∑
i∈I
ciq
〈ni,n〉PHki∆ni ∈ uS ,
where the second equality follows from (3.10). This provesM is right Ore. Since the reflec-
tion anti-involution ηˆ reverses the order of the multiplication and fixes each ∆-monomial,
M is also left Ore. The proof that Minn is Ore is identical, replacing M by Minn every-
where.
Let us prove Theorem 6.2.1(a). Since S is a domain, the natural map S → SM−1,
whereSM−1 is the Ore localization ofS at M, is injective. Since Ore localization is flat,
the inclusion τ : X+(∆) ↪→ S induces an inclusion
τ˜ : X+(∆)M
−1 ↪→ SM−1. (6.7)
Note that X+(∆)M−1 = X(∆). Let us prove τ˜ is surjective. After identifying X+(∆)M−1
as a subset ofSM−1 via τ˜ , it is enough to show thatS ⊂ X+(∆)M−1. This is guaranteed
by Lemma 6.2.2, thus τ˜ is an isomorphism.
Let ϕ∆ be the restriction of τ˜−1 ontoS , then we have an embedding of R[H]-algebras
ϕ∆ : S ↪→ X(∆) such that ϕ∆ ◦ τ is the identity on X+(∆). Any element x ∈ S can be
presented as ym−1 with y ∈ X+(∆),m ∈M. This shows X+(∆) weakly generatesS , and
thus the uniqueness of ϕ∆ is clear. This proves (a).
(b) Inclusion (6.3) follows from (6.2), and part (b) follows from Corollary 3.8.2.
(c) Let us prove that ϕ∆ is reflection invariant, i.e. for every x ∈ S , we have
ϕ∆(ηˆ(x)) = ηˆ(ϕ∆(x)). (6.8)
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Identity (6.8) clearly holds for the case when x ∈ ∆ ∪ H. Hence it holds for x in the
R-algebra generated by ∆ ∪ H, which is X+(∆) ⊂ S . Since every element x ∈ S can
be presented in the form ym−1, where y ∈ X+(∆),m ∈M, we also have (6.8) for x. This
completes the proof of Theorem 6.2.1.
Remark 6.2.4. Lemma 6.2.2 shows that ϕ∆(S ) lies in X+(∆)(Minn)−1.
6.2.1 Flip and transfer
For a quasitriangulation ∆ of (Σ,P), the map ϕ∆ : S ↪→ X(∆) will be called the skein
coordinate map. We wish to understand how these coordinates change under change of
quasitriangulation.
Let us first introduce the notion of a flip of a P-quasitriangulation.
*
Figure 6.2: Flip a→ a∗. Case 1
*
Figure 6.3: Flip a→ a∗. Case 2
Suppose ∆ is a quasitriangulation of (Σ,P) and a is an inner edge in ∆. The flip of ∆
at a is a new quasitriangulation given by ∆′ := ∆ \ {a} ∪ {a∗}, where a∗ is the only P-arc
not P-isotopic to a such that ∆′ is a quasitriangulation. There are two cases:
Case 1. a is the common edge of two distinct triangles, see Figure 6.2.
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Case 2. a is the common edge of a holed monogon and a triangle, see Figure 6.3.
In both cases, a∗ is depicted in Figures 6.2 and 6.3.
Any two P-quasitriangulations are related by a sequence of flips, see eg [Pen12], where
a flip of case 2 is called a quasi-flip. If (Σ,P) is a totally marked surface, then there is no
flip of case 2.
Suppose ∆,∆′ are two quasitriangulations of (Σ,P). Let
Θ∆,∆′ := ϕ˜∆′ ◦ (ϕ˜∆)−1 : X˜(∆)→ X˜(∆′).
By Theorem 6.2.1, Θ∆,∆′ is an R[H]-algebra isomorphism from X˜(∆) to X˜(∆′). We call
Θ∆,∆′ the transfer isomorphism from ∆ to ∆′.
Proposition 6.2.5. (a) The transfer isomorphism Θ∆,∆′ is natural. This means
Θ∆,∆ = Id, Θ∆,∆′′ = Θ∆′,∆′′ ◦Θ∆,∆′ .
(b) The skein coordinate maps ϕ∆ : S ↪→ X˜(∆) commute with the transfer isomor-
phisms, i.e.
ϕ∆′ = Θ∆,∆′ ◦ ϕ∆.
(c) Suppose ∆′ is obtained from ∆ by a flip at an edge a, with a replaced by a∗ as in
Figure 6.2 (Case 1) or Figure 6.3 (Case 2). Identify S as a subset of X(∆) and
X˜(∆′). Then, with notations of edges as in Figure 6.2 or Figure 6.3, we have
Θ∆,∆′(u) = u for u ∈ ∆ \ {a}, (6.9)
Θ∆,∆′(a) =

[ce(a∗)−1] + [bd(a∗)−1] in Case 1
[b2(a∗)−1] + [c2(a∗)−1] + β[bc(a∗)−1] in Case 2.
(6.10)
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Proof. Parts (a) and (b) follow right away from the definition. Identity (6.9) is obvious
from the definition. Case 1 of (6.10) is proven in [Le19, Proposition 5.4].
For case 2 of (6.10), we have that Θ∆,∆′(a) = ϕ˜∆′(a). To compute this, we note that in
S , aa∗ = q2b2 + q−2c2 + βbc. Then
ϕ˜∆′(aa
∗) = ϕ˜∆′(q2b2) + ϕ˜∆′(q−2c2) + ϕ˜∆′(βbc),
ϕ˜∆′(a)ϕ˜∆′(a
∗) = q2b2 + q−2c2 + βbc,
ϕ˜∆′(a)a
∗ = q2b2 + q−2c2 + βbc
Multiply both sides on the right by (a∗)−1 and note that the q factors agree with Weyl
normalization. Therefore,
ϕ˜∆′(a) = q
2b2(a∗)−1 + q−2c2(a∗)−1 + βbc(a∗)−1 = [b2(a∗)−1] + [c2(a∗)−1] + β[bc(a∗)−1].
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CHAPTER 7
SURGERY THEORY
In this chapter we introduce a new surgery theory for skein algebras of marked surfaces
via embedding in a modified version of the Muller algebra we call the surgery algebra.
The inclusion of unmarked boundary components in the theory allows us to describe how
the skein coordinates change under modifications of surfaces. We consider two possible
modifications: adding a marked point and plugging an unmarked boundary component
with a disk. The results of this chapter will be used in the proof of the existence of the
Chebyshev-Frobenius homomorphism in Chapter 8, particularly for Proposition 8.3.7.
In Section 7.1 we introduce the surgery algebra, a subalgebra of the Muller algebra
which is still large enough for the skein algebra to embed into but which replaces the
inverse of monogon edges with the flip of that monogon edge. In Section 7.2 we study the
simple case of adding a marked point and the associated transition maps between surgery
algebras. In Section 7.3 we discuss the more complicated case of plugging an unmarked
boundary component with a disk and associated transition maps between surgery algebras.
Throughout this chapter, a quasitriangulable marked surface (Σ,P) is fixed and we
writeS := S (Σ,P).
7.1 Surgery algebra
Let ∆ be a quasitriangulation of (Σ,P). Identify S as a subset of X(∆) using the skein
coordinate mapϕ∆. Recall that ∆mon is the set of all monogon edges. Let ∆ess := ∆\∆mon.
Suppose β ∈ H is an unmarked component whose monogon edge is aβ . Let Σ′ be the
result of gluing a disk to Σ along β. We will say that (Σ′,P) is obtained from (Σ,P) by
plugging the unmarked β. Then aβ becomes 0 inS (Σ′,P), while it is invertible in X(∆).
For this reason we want to find a subalgebra Xsur(∆) of X(∆) in which aβ is not invertible,
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but we still haveS ⊂ Xsur(∆).
For a ∈ ∆mon choose a P-arc a∗ such that ∆ \ {a} ∪ {a∗} is a new quasitriangulation,
ie it is the result of the flip of ∆ at a. Let ∆∗mon := {a∗ | a ∈ ∆mon}. For a ∈ ∆mon let
(a∗)∗ = a.
The surgery algebra Xsur(∆) is the R[H]-subalgebra of X(∆) generated by a±1 with
a ∈ ∆ess, and all a ∈ ∆mon∪∆∗mon. Thus in Xsur(∆) we don’t have a−1 (for a ∈ ∆mon) but
we do have a∗, which will suffice in many applications. With the intention to replace a−1
by a∗, we introduce the following definition: for a ∈ ∆ and k ∈ Z define
a{k} =

(a∗)−k if a ∈ ∆mon and k < 0
ak in all other cases.
For k ∈ Z∆ define
∆{k} :=
[∏
a∈∆
a{k(a)}
]
.
Proposition 7.1.1. (a) As an R[H]-algebra, Xsur(∆) is generated by ∆∪∆∗mon and a−1 for
a ∈ ∆ess, subject to the following relations:
xy = qP (x,y)yx if (x, y) 6= (a, a∗) for all a ∈ (∆mon ∪∆∗mon) (7.1)
aa∗ = q2b2 + q−2c2 + βbc, if a ∈ (∆mon ∪∆∗mon). (7.2)
Here, for the case where a ∈ ∆mon ∪ ∆∗mon, we denote by β the unmarked boundary
component surrounded by a, and the edges b, c are as in Figure 6.3.
(b) The skein algebraS is a subset of Xsur(∆) for any quasitriangulation ∆.
(c) As an R[H]-module, Xsur(∆) is free with basis
Bsur∆ := {∆{k} | k ∈ Z∆}.
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It should be noted that P (x, y) in (7.1) is well-defined since x, y do not intersect in
Σ \ P .
Proof. (a) Let us redefine Xsur(∆) so that it has the presentation given in the proposition.
Recall that S ⊂ X(∆), hence a∗ ∈ X(∆). Define an R[H]-algebra homomorphism τ sur :
Xsur(∆) → X(∆) by τ sur(a) = a for all a ∈ ∆ ∪ ∆∗mon. Since all the defining relations
of Xsur(∆) are satisfied in X(∆), the homomorphism τ sur is well-defined. To prove (a) we
need to show that τ sur is injective.
Let Xsur+ (∆) ⊂ Xsur(∆) be the R[H]-algebra generated by all a ∈ ∆ ∪∆∗mon.
Lemma 7.1.2. Let T ⊂ S be an essential P-tangle such that µ(T, b) = 0 for all b ∈ ∆ess.
Then T ∈ Xsur+ (∆).
Proof. After a P-isotopy we can assume T does not intersect any b ∈ ∆ess in Σ \ P by
Lemma 2.4.3. Cutting Σ along ∆ess, one gets a collection of ideal triangles and eyes.
Here an eye is a bigon with a small open disk removed, see Figure 7.1. Each eye has two
quasitriangulations. If x is a component of T , then x, lying inside of a triangle or an eye,
must be P-isotopic to an element in ∆ ∪ ∆∗mon ∪ H, which implies x ∈ Xsur+ (∆). Hence
T ∈ Xsur+ (∆).
Figure 7.1: An eye (left), and its two quasitriangulations.
Recall from Subsection 4.2.8 the notion of D-monomial for D ⊂ ∆.
Lemma 7.1.3. (i) The set
Bsur∆,+ := {∆{k} | k ∈ N∆ess × Z∆mon}.
is an R[H]-basis for Xsur+ (∆). The map τ sur maps Xsur+ (∆) injectively intoS .
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(ii) The multiplicative set N generated by all ∆ess-monomials is a two-sided Ore set of
Xsur+ (∆) and X
sur(∆) = Xsur+ (∆)N
−1.
Proof. (i) Clearly Xsur+ (∆) is R[H]-spanned by monomials in elements of ∆∪∆∗mon. Since
each b ∈ ∆ess will q-commute with any element of ∆∪∆∗mon, every monomial in elements
of ∆ ∪∆∗mon is equal to, up to a factor which is a power of q, an element of the form
x = a1 . . . al ∆
k
ess, k ∈ N∆ess , (7.3)
where ai ∈ ∆mon ∪∆∗mon and ∆kess is understood to be a ∆ess-monomial. Each a ∈ ∆mon ∪
∆∗mon commutes with every element of ∆mon ∪∆∗mon except for a∗. If for any a ∈ ∆mon ∪
∆∗mon, {a, a∗} 6⊂ {a1, . . . , al}, then x ∈ Bsur∆,+, up to a factor which is a power of q.
If {a, a∗} ⊂ {a1, . . . , al}, then we can permute the product to bring one a next to one
a∗, and relation (7.2) shows that x is equal to an R[H]-linear combination of elements of
the form (7.3) each of which have a smaller number of a, a∗. Induction shows that elements
x of the form (7.3) are linear combinations of elements of the same form (7.3) in which not
both a and a∗ appear for every a ∈ ∆mon ∪ ∆∗mon. This shows Bsur∆,+ spans Xsur+ (∆) as an
R[H]-module.
The geometric realization of elements in Bsur∆,+ (i.e. their image in S ) shows that τ
sur
maps Bsur∆,+ injectively into the preferred basis B(Σ,P) of S . This shows that B
sur
∆,+ must
be R[H]-linearly independent, that Bsur∆,+ is an R[H]-basis of Xsur+ (∆), and that τ sur maps
Xsur+ (∆) injectively intoS .
(ii) As Xsur+ (∆) embeds inS , which is a domain, N contains only regular elements. To
getXsur(∆) fromXsur+ (∆) we need to invert all a ∈ ∆ess. As every a ∈ ∆ess will q-commute
with any other generator, every element of Xsur(∆) has the form xn−1 and also the form
(n′)−1x′, where x, x′ ∈ Xsur+ (∆) and n, n′ are ∆ess-monomials. Thus Xsur(∆) is a ring of
fractions of Xsur+ (∆) with respect to N. This shows that N is a two-sided Ore set of X
sur
+ (∆)
and Xsur(∆) = Xsur+ (∆)N
−1.
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Suppose τ sur(x) = 0 where x ∈ Z . Then x = yn−1 for some y ∈ Xsur+ (∆) and n ∈ N.
Hence τ sur(y) = τ sur(x)τ sur(n) = 0. Lemma 7.1.3 shows y = 0. Consequently x = 0. This
proves the injectivity of τ sur.
(b) Suppose x ∈ S . Using Lemma 6.2.2 with D = ∆ess, there is a ∆ess-monomial n
such that µ(a, xn) = 0 for all a ∈ ∆ess. Then xn is an R-linear combination of essential
P-tangles which do not intersect any edge in ∆ess by Lemma 2.4.3. By Lemma 7.1.2, it
follows that xn ∈ Xsur+ (∆). Hence x = (xn)n−1 ∈ Xsur+ (∆)N−1 = Xsur(∆). This proves
S ⊂ Xsur(∆).
(c) As any element of Xsur(∆) may be written as xn−1, where x ∈ Xsur+ (∆) and n is
a ∆ess-monomial, and Bsur∆,+ spans X
sur
+ (∆) as an R[H]-module, we have that Bsur∆ spans
Xsur(∆) as an R[H]-module. On the other hand, suppose we have a R[H]-linear combina-
tion of Bsur∆ giving 0: ∑
i
ci ∆
{ki} = 0, ci ∈ R[H].
Multipliying on the right by (∆ess)k where k(a) is sufficiently large for each a ∈ ∆ess, we
get ∑
i
qli/2 ci ∆
{k′i} = 0, li ∈ Z,
where k′i(a) ≥ 0 for all a ∈ ∆ess. This means each ∆{k′i} is in Bsur∆,+, an R[H]-basis of
Xsur+ (∆). It follows that ci = 0 for all i. Hence, B
sur
∆ is linearly independent over R[H], and
consequently an R[H]-basis of Xsur(∆).
Lemma 7.1.4. An R-algebra homomorphism g : S → A extends to an R-algebra homo-
morphism Xsur(∆) → A if and only if g(a) is invertible for all a ∈ ∆ess, and furthermore
the extension is unique.
Proof. We have Xsur+ (∆) ⊂ S ⊂ Xsur(∆) = Xsur+ (∆)N−1. By Proposition 3.5.2, N is a
two-sided Ore subset ofS and Xsur(∆) = SN−1. The lemma follows from the universal-
ity of the Ore extension.
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7.2 Adding marked points
Let p ∈ ∂Σ \ P , and P ′ = P ∪ {p}. The identity map ι : Σ → Σ induces an R-algebra
embedding ι∗ : S (Σ,P) → S (Σ,P ′), see Proposition 4.2.4. After choosing how to
extend a P-quasitriangulation ∆ to be a P ′-quasitriangulation ∆′, we will show that ι∗ has
a unique extension to an R-algebra homomorphism Ψ : Xsur(∆)→ Xsur(∆′) which makes
the following diagram commute. The map Ψ describes how the skein coordinates change.
S (Σ,P) Xsur(∆)
S (Σ,P ′) Xsur(∆′)
ι∗
ϕ∆
Ψ
ϕ∆′
(7.4)
There are two scenarios to consider: adding a marked point to an unmarked boundary
component or to a boundary edge.
7.2.1 Adding a marked point to a boundary edge
Suppose a ⊂ ∂Σ is a boundary P-arc of (Σ,P) and p is a point in the interior of a. Let
P ′ = P ∪ {p}. The set H′ of unmarked boundary components of the new marked surface
(Σ,P ′) is equal toH.
Let ∆ be a P-quasitriangulation of (Σ,P). Define a P ′-quasitriangulation ∆′ of Σ by
∆′ := ∆ ∪ {a1, a2} as shown in Figure 7.2 (where we have P ′-isotoped a away from ∂Σ
in ∆′).
Figure 7.2: Adding a marked point to a boundary edge. The shaded part is a subset of the
interior of Σ.
Recall that Xsur(∆) is weakly generated by ∆ ∪∆∗mon, and that ∆ess = ∆ \∆mon.
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Proposition 7.2.1. There exists a unique R[H]-algebra homomorphism Ψ : Xsur(∆) →
Xsur(∆′) which makes diagram (7.4) commutative. Moreover, Ψ is given by Ψ(a) = a for
all a ∈ ∆ ∪∆∗mon.
Proof. IdentifyS (Σ,P) with its image under ϕ∆ andS (Σ,P ′) with its image under ϕ∆′ .
Note that ∆ess ⊂ ∆′ess. Hence if a ∈ ∆ess then ι∗(a) = a is invertible in Xsur(∆′). That Ψ
exists uniquely follows from Lemma 7.1.4 because ϕ∆′ ◦ ι∗(a) is invertible for all a ∈ ∆ess.
That Ψ(a) = a for all a ∈ ∆ ∪∆∗mon follows immediately.
7.2.2 Adding a marked point to an unmarked component
Suppose β ∈ H is an unmarked boundary component of (Σ,P). Choose a point p ∈ β and
set P ′ = P ∪ {p}. We call the new marked surface (Σ,P ′) and write H′ = H \ β for its
set of unmarked boundary components.
Suppose ∆ is a quasitriangulation of (Σ,P). Let a ∈ ∆mon be the monogon edge
bounding the eye containing the unmarked boundary component β (as defined in Figure
7.1), and b, c ∈ ∆ be the edges immediately clockwise and counterclockwise to a as de-
picted on the left in Figure 7.3. To get a triangulation of the eye containing β with the added
marked point p, we need to add 3 edges d, e, f as depicted on the right side of Figure 7.3.
Here f is the boundary P ′-arc whose ends are both p. By relabeling, we can assume that
e is counterclockwise to d at p. Up to isotopy of Σ fixing every point in the complement
of the monogon, there is only one choice for such d and e. Then ∆′ = ∆ ∪ {d, e, f} is a
quasitriangulation of (Σ,P ′).
Figure 7.3: From ∆ to ∆′.
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Since H 6= H′, it is not appropriate to consider modules and algebras over R[H].
Rather we will consider bothS (Σ,P) andS (Σ,P ′) as algebras overR. As anR-algebra,
Xsur(∆) is weakly generated by ∆ ∪∆∗mon ∪H.
Proposition 7.2.2. There exists a unique R-algebra homomorphism Ψ : Xsur(∆) →
Xsur(∆′) which makes diagram (7.4) commutative. Moreover, for z ∈ ∆ ∪ ∆∗mon ∪ H
we have
Ψ(z) =

z if z /∈ {β, a∗},
[d−1e] + [ad−1e−1f ] + [de−1] if z = β,
[a−1b2] + [a−1c2] + [a−1bcd−1e] + [bcd−1e−1f ] + [a−1bcde−1] if z = a∗.
(7.5)
Proof. Again ∆ess ⊂ ∆′ess, so the existence and uniqueness of Ψ follows. Formula (7.5)
follows from a simple calculation of the value of ι∗(z).
7.3 Plugging a hole
The more interesting operation is plugging a hole.
Fix an unmarked boundary component β ∈ H. Let Σ′ be the result of gluing a disk to
Σ along β. Then (Σ′,P) is another marked surface. The natural morphism ι : (Σ,P) →
(Σ′,P) gives rise to an R-algebra homomorphism ι∗ : S (Σ,P) → S (Σ′,P). Since ι∗
maps the preferred R-basis B(Σ,P) ofS (Σ,P) onto a set containing the preferred R-basis
B(Σ′,P) ofS (Σ′,P), the map ι∗ is surjective.
Figure 7.4: From ∆ to ∆′
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Suppose ∆ is a quasitriangulation of (Σ,P). Let a ∈ ∆ be the monogon edge bounding
the eye containing the unmarked boundary β and τ be the triangle having a as an edge. Let
a, b, c be the edges of τ in counterclockwise order, as in Figure 7.4. Let ∆′ = ∆ \ {a, b}.
Then ∆′ is a P-quasitriangulation of Σ′.
We cannot extend ι∗ : S → S ′ to an R-algebra homomorphism X(∆) → X(∆′),
since ι∗(a) = 0 but a is invertible in X(∆). This is the reason why we choose to work with
the smaller algebra Xsur(∆) which does not contain a−1.
Recall that as an R-algebra, Xsur(∆) is weakly generated byH ∪∆∗mon ∪∆.
Proposition 7.3.1. There exists a unique R-algebra homomorphism Ψ : Xsur(∆) →
Xsur(∆′) such that the following diagram
S (Σ,P) Xsur(∆)
S (Σ′,P) Xsur(∆′)
ι∗
ϕ∆
Ψ
ϕ∆′
(7.6)
is commutative. Explicitly, Ψ is defined on the generators inH ∪∆∗mon ∪∆ as follows:
Ψ(e) = e if e ∈ (H ∪∆∗mon ∪∆) \ {a, a∗, b, β} (7.7)
Ψ(a) = Ψ(a∗) = 0, Ψ(b) = c, Ψ(β) = −q2 − q−2. (7.8)
The map Ψ is surjective and its kernel is the ideal J of Xsur(∆) generated by a, a∗, b −
c, β + q2 + q−2.
Proof. IdentifyS (Σ,P) with its image under ϕ∆ andS (Σ,P ′) with its image under ϕ∆′ .
The existence and uniqueness of Ψ follows from Lemma 7.1.4, since ι∗(x) is invertible
in Xsur(∆′) for all x ∈ ∆ \∆mon. By checking the value of ι∗(x) for x ∈ H ∪∆∗mon ∪∆,
we get (7.7) and (7.8). It follows that J is in the kernel ker Ψ. Hence Ψ descends to an
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R-algebra homomorphism
Ψ¯ : Xsur(∆)/J → Xsur(∆′).
We will prove that Ψ¯ is bijective by showing that there is an R-basis Y ′ of Xsur(∆′) and
an R-spanning set Y¯ of Xsur(∆)/J such that Ψ¯ maps Y¯ bijectively onto Y ′. Then Ψ¯ is an
isomorphism. Let
Y = {∆{k} (H)n | k ∈ Z∆,n ∈ NH},
Y0 = {∆{k} (H)n ∈ X | k(a) = k(b) = n(β) = 0} ⊂ X,
Y ′ = {(∆′){k} (H′)n | k ∈ Z∆′ ,n ∈ NH′}.
By Proposition 7.1.1(c), the sets Y and Y ′ are respectivelyR-bases ofXsur(∆) andXsur(∆′).
As ∆′ = ∆ \ {a, b} and H′ = H \ {β}, Formula (7.7) shows that Ψ maps Y0 bijectively
onto X ′. Consequently, the projection pi : Xsur(∆) → Xsur(∆)/J maps Y0 bijectively onto
a set Y¯ and Ψ¯ maps Y¯ bijectively onto Y ′.
It remains to be shown that the R-span R〈Y¯ 〉 of Y¯ equals Xsur(∆)/J . Suppose x =
∆{k}Hn ∈ Ψ(X) \ Y0. Then either k(a) 6= 0, or k(b) 6= 0, or n(β) 6= 0.
If k(a) 6= 0, then in x there is factor of a or a∗ which is in J , and hence pi(x) = 0.
Because b− c and β + q2 + q−2 are in J , in Xsur(∆)/J we can replace b by c and β by the
scalar−q2−q−2. Thus, pi(x) ∈ R〈Y¯ 〉. As Y spansXsur(∆), this shows Y¯ spansXsur(∆)/J .
The proposition is proven.
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CHAPTER 8
CHEBYSHEV-FROBENIUS HOMOMORPHISM
For the case when the marked set is empty, Bonahon and Wong [BW16a] constructed a
remarkable algebra homomorphism, called the Chebyshev homomorphism, from the skein
algebra with quantum parameter q = ξN2 to the skein algebra with quantum parameter
q = ξ, where ξ is a complex root of unity, and N is the order (as a root of unity) of
ξ4. In [BW16a] the proof of the existence of the Chebyshev homomorphism is based on
the theory of the quantum trace map [BW11]. Since the result can be formulated using
only elementary skein theory, Bonahon and Wong asked for a skein theoretic proof of their
results. Such a proof was offered in [Le15].
Here we extend the result of Bonahon and Wong to the case of marked 3-manifolds.
Our proof is different from the two above mentioned proofs even in the case of the marked
set being empty; it does not rely on many computations but rather on the functoriality of
the skein algebras.
8.1 Setting
Throughout this section we fix a marked 3-manifold (M,N ). The ground ring R is C. Let
C× denote the set of non-zero complex numbers. Recall that a root of unity is a complex
number ξ such that there exists a positive integer N such that ξN = 1, and the smallest
such N is called the order of ξ, denote by ord(ξ).
The skein moduleS (M,N ) depends on the choice of q = ξ ∈ C×, and we denote the
skein module with this choice bySξ(M,N ). To be precise, we also choose and fix one of
the two square roots of ξ for the value of ξ1/2, but the choice of ξ1/2 is not important due
the symmetry of complex conjugation.
Similarly, if (Σ,P) is a marked surface with quasitriangulation ∆, then we
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use the notations Sξ(Σ,P), Xξ(∆),Xsurξ (∆) to denote what were respectively the
S (Σ,P),X(∆),Xsur(∆) of Subsections 6.2 and 7.1 with ground ring C and q = ξ.
We will always identify Sξ(Σ,P) as a subset of Xξ(∆), its division algebra X˜ξ(∆), and
Xsurξ (∆).
8.2 Formulation of the result
For ξ ∈ C× recall that Sξ(M,N ) = T (M,N )/Relξ, where T (M,N ) is the C-vector
space with basis the set of allN -isotopy classes ofN -tangles inM and Relξ is the subspace
spanned by the trivial loop relation elements, the trivial arc relation elements, and the skein
relation elements, see Subsection 4.1. For x ∈ T (M,N ) denote by [x]ξ its image in
Sξ(M,N ) = T (M,N )/Relξ.
For an N -arc or an N -knot T in (M,N ) and k ∈ N let T (k) be the kth framed power
of T , which is k parallel copies of T obtained using the framing, which will be considered
as an N -tangle lying in a small neighborhood of T . The N -isotopy class of T (k) depends
only on the N -isotopy class of T .
Given a polynomial P (z) =
∑
ciz
i ∈ Z[z], and anN -tangle T with a single component
we define an element P fr(T ) ∈ T (M,N ) called the threading of T by P by P fr(T ) =∑
ciT
(i). If T is a P-knot in a marked surface (Σ,P) then P fr(T ) = P (T ). Using the
definition (4.2) one can easily check that P fr(T ) = P (T ) for the case when T is a P-arc as
well.
Fix N ∈ N. Suppose TN(z) =
∑
ciz
i is the N th Chebyshev polynomial of type 1
defined by (3.1). Define a C-linear map
ΦˆN : T (M,N )→ T (M,N )
so that if T is an N -tangle then ΦˆN(T ) ∈ T (M,N ) is the union of a(N) and (TN)fr(α) for
each N -arc component a and each N -knot component α of T . See Subsection 4.1.1 for
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the precise definition of union for skein modules. In other words, ΦˆN is given by threading
each N -arc by zN and each N -knot by TN(z). More precisely, if the N -arc components
of T are a1, . . . , ak and the N -knot components are α1, . . . , αl, then
ΦˆN(T ) =
∑
0≤j1,...,jl≤N
cj1 . . . cjla
(N)
1 ∪ · · · ∪ a(N)k ∪ α(j1)1 ∪ · · · ∪ α(jl)l ∈ T (M,N ). (8.1)
See Section 4.1.1 for the precise definition of the union map in (8.1).
Theorem 8.2.1. Let (M,N ) be a marked 3-manifold and ξ be a complex root of unity. Let
N := ord(ξ4) and ε := ξN
2
.
There exists a unique C-linear map Φξ : Sε(M,N ) → Sξ(M,N ) such that if x ∈
Sε(M,N ) is presented by an N -tangle T then Φξ(x) = [ΦˆN(T )]ξ inSξ(M,N ).
In other words, the map ΦˆN : T (M,N ) → T (M,N ) descends to a well-defined map
Φξ : Sε(M,N )→ Sξ(M,N ), meaning that the following diagram commutes.
T (M,N ) T (M,N )
Sε(M,N ) Sξ(M,N )
[ · ]ε
ΦˆN
[ · ]ξ
Φξ
Note that if ord(ξ4) = N and ε = ξN2 , then ε ∈ {±1,±i}. If N = ∅, then the skein
module Sε(M,N ) with ε ∈ {±1,±i} has an interpretation in terms of classical objects
and is closely related to the SL2-character variety, see [Tur91; Bul97; PS00; Sik04; Mar11]
or Section 4.3.
We call Φξ the Chebyshev-Frobenius homomorphism. As mentioned, for the case when
N = ∅ (where there are no arc components), Theorem 8.2.1 was proven in [BW16a] with
the help of the quantum trace map, and was reproven in [Le19] using elementary skein
methods. We will prove Theorem 8.2.1 in Subsection 8.3.8, using a result on skein algebras
of triangulable marked surfaces discussed below, which is also of independent interest.
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8.3 Proof of theorem
8.3.1 Independence of triangulation problem
Let ∆ be a triangulation of a (necessarily totally) marked surface (Σ,P). Suppose N is
a positive integer and ξ ∈ C× not necessarily a root of unity. For now we do not require
N = ord(ξ4). Let ε = ξN2 .
By Proposition 3.8.4, we have a C-algebra embedding (the Frobenius homomorphism):
FN : Xε(∆)→ Xξ(∆), FN(a) = aN for all a ∈ ∆. (8.2)
Consider the embedding ϕ∆ : Sξ(Σ,P) ↪→ Xξ(∆) as a coordinate map depending on
a triangulation. If we try to define a function on Sξ(Σ,P) using the coordinates, then we
have to ask if the function is well-defined, i.e. it does not depend on the chosen coordinate
system. Let us look at this problem for the Frobenius homomorphism.
Identify Sν(Σ,P) as a subset of Xν(∆) via ϕ∆, for ν = ε, ξ. We investigate when a
dashed arrow exists in the following diagram that makes it commute.
Sε(Σ,P) Xε(∆)
Sξ(Σ,P) Xξ(∆)
? FN (8.3)
We answer the following questions about FN :
A. For what ξ ∈ C× and N ∈ N does FN restrict to a map fromSε(Σ,P) toSξ(Σ,P)
and the restriction does not depend on the triangulation ∆?
B. If FN can restrict to such a map, can one define the restriction of FN ontoSε(Σ,P)
in an intrinsic way, not referring to any triangulation ∆?
The answers are given in the following two theorems.
Question A is answered by the following theorem.
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Theorem 8.3.1. Suppose ξ ∈ C× and N ≥ 2 and ε = ξN2 . Assume that (Σ,P) has at
least two different triangulations. If FN : Xε(∆)→ Xξ(∆) restricts to a mapSε(Σ,P)→
Sξ(Σ,P) for all triangulations ∆ and the restriction does not depend on the triangulations,
then ξ is a root of unity and N = ord(ξ4).
Question B is answered by the following converse to Theorem 8.3.1.
Theorem 8.3.2. Suppose (Σ,P) is a triangulable surface and ξ is a root of unity. Let
N = ord(ξ4) and ε = ξN
2
. Choose a triangulation ∆ of (Σ,P).
(a) The map FN restricts to a C-algebra homomorphism Fξ : Sε(Σ,P) → Sξ(Σ,P)
which does not depend on the triangulation ∆.
(b) If a is a P-arc, then Fξ(a) = aN , and if α is a P-knot, then Fξ(α) = TN(α).
We prove Theorem 8.3.1 in Subsection 8.3.2 and Theorem 8.3.2 in Subsection 8.3.7.
8.3.2 Division algebra
Assume (Σ,P) is triangulable, ξ ∈ C×, and N ∈ N. Choose a triangulation ∆ of (Σ,P).
Let X˜ε(∆) and X˜ξ(∆) be the division algebras of Xε(∆) and Xξ(∆), respectively. The
C-algebra embedding FN : Xε(∆)→ Xξ(∆) extends to a C-algebra embedding
F˜N : X˜ε(∆)→ X˜ξ(∆).
For ν = ε, ξ let S˜ν(Σ,P) be the division algebra of Sν(Σ,P). By Theorem 6.2.1
the embedding ϕ∆ : Sν(Σ,P) ↪→ Xν(∆) induces an isomorphism ϕ˜∆ : S˜ν(Σ,P)
∼=−→
X˜ν(∆). Diagram (8.3) becomes
S˜ε(Σ,P) X˜ε(∆)
S˜ξ(Σ,P) X˜ξ(∆)
∼=
ϕ˜∆
F˜N
∼=
ϕ˜∆
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By pulling back F˜N via ϕ˜∆, we get a C-algebra embedding
F˜N,∆ : S˜ε(Σ,P)→ S˜ξ(Σ,P), (8.4)
which a priori depends on the P-triangulation ∆.
Proposition 8.3.3. Let (Σ,P) be a triangulable marked surface, ξ ∈ C×, and N ∈ N.
(a) If ξ is a root of unity and N := ord(ξ4), then F˜N,∆ does not depend on the triangu-
lation ∆.
(b) Suppose (Σ,P) has at least 2 different triangulations and N ≥ 2. Then F˜N,∆ does
not depend on ∆ if and only if ξ is a root of unity and N = ord(ξ4).
Remark 8.3.4. A totally marked surface (Σ,P) has at least 2 triangulations if and only if
it is not a disk with less than 4 marked points.
Proof. As (a) is a consequence of (b), let us prove (b).
By Proposition 6.2.5, the map F˜N,∆ does not depend on P-triangulations ∆ if and only
if the diagram
X˜ε(∆) X˜ε(∆
′)
X˜ξ(∆) X˜ξ(∆
′)
Θ∆,∆′
F˜N F˜N
Θ∆,∆′
(8.5)
is commutative for any two P-triangulations ∆,∆′. Since any two P-triangulations are
related by a sequence of flips, in (8.5) we can assume that ∆′ is obtained from ∆ by a flip
at an edge a ∈ ∆, with the notation as given in Figure 6.2. Then ∆′ = ∆∪{a∗}\{a}. The
commutativity of (8.5) is equivalent to
(F˜N ◦Θ∆,∆′)(x) = (Θ∆,∆′ ◦ F˜N)(x), for all x ∈ X˜ε(∆). (8.6)
Since ∆ weakly generates the algebra X˜ξ(∆), it is enough to show (8.6) for x ∈ ∆.
If x ∈ ∆ \ {a}, then by (6.9) one has Θ∆,∆′(x) = x, and hence we have (8.6) since
both sides are equal to xN in X˜ε(∆′). Consider the remaining case x = a. By (6.10), we
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know that
Θ∆,∆′(a) = X + Y, where X = [bd(a∗)−1], Y = [ce(a∗)−1]. (8.7)
Using the above identity and the definition of F˜N , we calculate the left hand side of (8.6):
(F˜N ◦Θ∆,∆′)(a) = F˜N
(
[bd(a∗)−1] + [ce(a∗)−1]
)
(8.8)
= [bNdN(a∗)−N ] + [cNeN(a∗)−N ] = XN + Y N .
Now we calculate the right hand side of (8.6):
(Θ∆,∆′ ◦ F˜N)(a) = Θ∆,∆′(aN) = (Θ∆,∆′(a))N = (X + Y )N . (8.9)
Comparing (8.8) and (8.9), we see that (8.6) holds if and only if
(X + Y )N = XN + Y N (8.10)
From the q-commutativity of elements in ∆′ one can check that XY = ξ4Y X . By the
Gauss binomial formula (see e.g. [KC02]),
(X + Y )N = XN + Y N +
N−1∑
k=1
(
N
k
)
ξ4
Y kXN−k, where
(
N
k
)
ξ4
=
k∏
j=1
1− ξ4(N−j+1)
1− ξ4j .
Note that Y kXN−k is a power of ξ times a monomial in b, c, d, e, and (a∗)−1, and these
monominals are distinct for k = 0, 1, . . . , N . As monomials (with positive and negative
powers) in edges form a C-basis of Xξ(∆′), we see that (X+Y )N = XN +Y N if and only
if (
N
k
)
ξ4
= 0 for all k = 1, 2, . . . , N − 1.. (8.11)
It is well-known, and easy to prove, that (8.11) holds if and only if ξ4 is a root of unity of
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order N .
As the edge a in the proof of Proposition 8.3.3 is in S (Σ,P), Theorem 8.3.1 follows
immediately.
8.3.3 Frobenius homomorphism F˜ξ := F˜N,∆
For the remainder of this chapter let ξ ∈ C× be a root of unity, N = ord(ξ4), ε = ξN2 .
Suppose (Σ,P) is a triangulable marked surface. Since F˜N,∆ does not depend on ∆ and
N = ord(ξ4), we denote
F˜ξ := F˜N,∆ : S˜ε(Σ,P)→ S˜ξ(Σ,P).
8.3.4 Arcs in (Σ,P)
Proposition 8.3.5. Suppose a ⊂ Σ is a P-arc. Then F˜ξ(a) = aN .
Proof. Since a is an element of a P-triangulation ∆, we have F˜ξ(a) = F˜N,∆(a) = aN .
8.3.5 Functoriality
Proposition 8.3.6. Suppose (Σ,P) and (Σ′,P ′) are triangulable marked surfaces such that
Σ ⊂ Σ′ and P ⊂ P ′. For any ζ ∈ C×, the embedding ι : (Σ,P) ↪→ (Σ′,P ′) induces a
C-algebra homomorphism ι∗ : S˜ζ(Σ,P)→ S˜ζ(Σ′,P ′).
Let ξ ∈ C× be a root of unity, N = ord(ξ4) and ε = ξN2 . Then the following diagram
commutes.
S˜ε(Σ,P) S˜ε(Σ′,P ′)
S˜ξ(Σ,P) S˜ξ(Σ′,P ′)
ι∗
F˜ξ F˜ξ
ι∗
Proof. If a ⊂ Σ is a P-arc, then it is also a P ′-arc in Σ′. Hence by Proposition 8.3.5,
both ι∗ ◦ F˜ξ(a) and F˜ξ ◦ ι∗(a) are equal to aN in S˜ξ(Σ′,P ′). Since for a triangulable
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marked surface (Σ,P), the set of all sums of P-arcs and their inverses generates X˜ε(∆) =
S˜ε(Σ,P), we have the commutativity of the diagram.
8.3.6 Knots inS (Σ,P)
We find an intrinsic definition of F˜ξ(α), where α is a P-knot.
Proposition 8.3.7. Suppose (Σ,P) is a triangulable marked surface, ξ is a root of unity,
and N = ord(ξ4). If α is a P-knot in (Σ,P), then F˜ξ(α) = TN(α).
We break the proof of Proposition 8.3.7 into lemmas.
Lemma 8.3.8. (a) Proposition 8.3.7 holds if α is a trivial P-knot, i.e. α bounds a disk in
Σ.
(b) If ξ is a root of unity with ord(ξ4) = N and ε = ξN
2
, then
TN(−ξ2 − ξ−2) = −ε2 − ε−2. (8.12)
Proof. Let us prove (b) first. The left hand side and the right hand side of (8.12) are
LHS = TN(−ξ2 − ξ−2) = (−ξ2)N + (−ξ−2)N = (−1)N(ξ2N + ξ−2N) (8.13)
RHS = −ε2 − ε−2 = −ξ2N2 − ξ−2N2 . (8.14)
Since ord(ξ4) = N , either ord(ξ2) = 2N or ord(ξ2) = N .
Suppose ord(ξ2) = 2N . Then both right hand sides of (8.13) and (8.14) are equal to
2(−1)N , and so they are equal.
Suppose ord(ξ2) = N . Then N must be odd since otherwise ord(ξ4) = N/2. Then
both right hand sides of (8.13) and (8.14) are equal to −2. This completes the proof of (b).
(a) Since α is a trivial knot, α = −ε2 − ε−2 in Sε(Σ,P) and α = −ξ2 − ξ−2 in
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Sε(Σ,P). Hence
F˜ξ(α) = F˜ξ(−ε2 − ε−2) = −ε2 − ε−2 = TN(−ξ2 − ξ−2) = TN(α),
where the third identity is part (b). Thus F˜ξ(α) = TN(α).
Lemma 8.3.9. Proposition 8.3.7 holds if Σ = A, the annulus, and P ⊂ ∂A consists of two
points, one in each connected component of ∂A.
Proof. If α is a trivial P-knot, then the result follows from Lemma 8.3.8. We assume α is
non-trivial. Then α is the core of the annulus, i.e. α is a parallel of a boundary component
of A. Let ∆ = {a, b, c, d} be the triangulation of (A,P) shown in Figure 8.1.
Figure 8.1: Triangulation of (A,P). c, d are boundary P-arcs.
The Muller algebra Xξ(∆) is a quantum torus with generators a, b, c, d where any two
of them commute, except for a and b for which ab = ξ−2ba. We calculate α as an element
of Xξ(∆) as follows.
First, calculate aα by using the skein relation, see Figure 8.2.
Figure 8.2: Computation of aα = ξb∗ + ξ−1b.
Here b∗ is new edge obtained from the flip of ∆ at b as defined in Figure 6.2. From
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Equation (6.10) we have that b∗ = [b−1a2] + [b−1cd]. Thus,
α = a−1(aα) = a−1(ξb∗ + ξ−1b) = a−1(ξ([b−1a2] + [b−1cd]) + ξ−1b)
= [a−1b−1cd] + [ab−1] + [a−1b] = X + Y + Y −1. (8.15)
where X = [a−1b−1cd] and Y = [ab−1]. From the commutation relations in Xξ(∆), we get
Y X = ξ4XY . Since each of {a, b, c, d} is a P-arc, from Proposition 8.3.5, we have
F˜ξ(α) = [a
−Nb−NcNdN ] + [aNb−N ] + [a−NbN ] = XN + Y N + Y −N . (8.16)
Since ord(ξ4) = N , Corollary 3.3.2 shows that
TN(α) = TN(X + Y + Y
−1) = XN + Y N + Y −N ,
which is equal to F˜ξ(α) by (8.16). This completes the proof.
Lemma 8.3.10. Proposition 8.3.7 holds if α is not 0 in H1(Σ,Z).
Proof. Claim. If α is not 0 in H1(Σ,Z), then there exists a properly embedded arc a ⊂ Σ
such that |a ∩ α| = 1.
Proof of Claim. Cutting Σ along α we get a (possibly non-connected) surface Σ′ whose
boundary contains two components β1, β2 coming from α. That is, we get Σ′ from Σ by
gluing β1 to β2 via the quotient map pr : Σ′ → Σ, where pr(β1) = pr(β2) = α. Choose a
point p ∈ α and let pi ∈ βi such that pr(pi) = p for i = 1, 2.
Suppose first that Σ′ is connected. For i = 1, 2 choose a properly embedded arc ai
connecting pi ∈ βi and a point in a boundary component of Σ′ which is not β1 nor β2. We
can further assume that a1 ∩ a2 = ∅ since if they intersect once then replacing the crossing
with either a positive or negative smoothing from the Kauffman skein relation (only one
will work) will yield arcs that do not intersect and end at the same points as a1, a2, and the
general case follows from an induction argument. Then a = pr(a1 ∪ a2) is an arc such that
103
|a ∩ α| = 1.
Now suppose Σ′ has 2 connected components Σ1 and Σ2, with βi ⊂ Σi. Since α is not
homologically trivial, each Σi has a boundary component other than βi. For i = 1, 2 choose
a properly embedded arc ai connecting pi ∈ βi and a point in a boundary component of Σ′
which is not βi. Then a = pr(a1 ∪ a2) is an arc such that |a ∩ α| = 1. This completes the
proof of the claim.
Let Q = ∂a and P ′ = P ∪ Q. Let Ξ ⊂ Σ be the closure of a tubular neighborhood of
α ∪ a. Then Ξ is an annulus, and Q consists of 2 points, one in each connected component
of ∂Ξ. Let F˜ξ,(Ξ,Q), F˜ξ,(Σ,P), and F˜ξ,(Σ,P ′) be the map F˜ξ applicable respectively to the
totally marked surfaces (Ξ,Q), (Σ,P), and (Σ,P ′). By the functoriality of the inclusion
(Ξ,Q) ⊂ (Σ,P ′) (see Proposition 8.3.6) we get the first of the following identities
F˜ξ,(Σ,P ′)(α) = F˜ξ,(Ξ,Q)(α) = TN(α) inSξ(Σ,P ′),
while the second follows from Lemma 8.3.9. The functoriality of the inclusion P ⊂ P ′
gives
F˜ξ,(Σ,P)(α) = F˜ξ,(Σ,P ′)(α) inSξ(Σ,P ′).
It follows that
F˜ξ,(Σ,P)(α) = TN(α) inSξ(Σ,P ′).
Since the natural mapS (Σ,P)→ S (Σ,P ′) is an embedding (Proposition 4.2.4), we also
have F˜ξ,(Σ,P)(α) = TN(α) inSξ(Σ,P), completing the proof.
Now we proceed to the proof of Proposition 8.3.7.
Proof of Proposition 8.3.7. If α 6= 0 in H1(Σ,Z), then the statement follows from
Lemma 8.3.10. Assume α = 0 in H1(Σ,Z). The idea we employ is to remove a disk
in Σ so that α becomes homologically non-trivial in the new surface, then use the surgery
theory developed in Chapter 7.
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Since α = 0 in H1(Σ,Z), there is a surface Ξ ⊂ Σ such that α = ∂Ξ. Let Ω ⊂ Ξ be a
closed disk in the interior of Ξ and β = ∂Ω. Let Σ′ be obtained from Σ by removing the
interior of Ω. Fix a point p ∈ β and let P ′ = P ∪{p}. Since (Σ,P) is triangulable, (Σ′,P ′)
is also triangulable and (Σ′,P) is quasitriangulable.
Choose an arbitrary quasitriangulation ∆′ of (Σ′,P). Via Proposition 7.3.1, by plugging
the unmarked boundary component β we get a triangulation ∆ of (Σ,P) and a quotient
map Ψζ : Xsurζ (∆
′) → Xsurζ (∆) for each ζ ∈ C×, which we will just call Ψ unless there is
confusion. Since ∆ is a triangulation, we have Xsurζ (∆) = Xζ(∆).
For each ζ ∈ C× we have the inclusions
Xsurζ (∆
′) ⊂ Xζ(∆′) ⊂ S˜ζ(Σ′,P ′),
where the second one comes from Xζ(∆′) ⊂ S˜ζ(Σ′,P) ⊂ S˜ζ(Σ′,P ′).
Claim 1. The map F˜ξ : S˜ε(Σ′,P ′) → S˜ξ(Σ′,P ′) restricts to a map from Xsurε (∆′) to
Xsurξ (∆
′). That is, F˜ξ(Xsurε (∆
′)) ⊂ Xsurξ (∆′). In other words, there exists a map F βξ corre-
sponding to the dashed arrow in the following commutative diagram.
S˜ε(Σ′,P ′) S˜ξ(Σ′,P ′)
Xsurε (∆
′) Xsurξ (∆
′)
F˜ξ
Fβξ
Proof of Claim 1. Let a ∈ ∆′ be the only monogon edge (which must correspond to β). By
definition, the set consisting of
(i) elements in ∆′ \ {a} and their inverses, a and a∗, and
(ii) β
generates the C-algebra Xsurε (∆′). Let us look at each of these generators. If x is an element
of type (i) above, then by Proposition 8.3.5, we have F˜ξ(x) = xN which is in Xsurξ (∆
′).
Consider the remaining case x = β. Since the class of β in H1(Σ′,Z) is nontrivial, by
105
Lemma 8.3.10, we have
F˜ξ(β) = TN(β) (8.17)
which is also in Xsurξ (∆
′). Claim 1 is proved.
Claim 2. The following diagram is commutative.
Xsurε (∆
′) Xsurξ (∆
′)
Xε(∆) Xξ(∆)
Ψε
Fβξ
Ψξ
FN
(8.18)
Proof of Claim 2. We have to show that
(FN ◦Ψ)(x) = (Ψ ◦ F βξ )(x) for all x ∈ Xsurε (∆′). (8.19)
It is enough to check the commutativity on the set of generators of Xsurε (∆
′) described in
(i) and (ii) above. If (8.19) holds for x which is invertible, then it holds for x−1. Thus it is
enough to check (8.19) for x ∈ ∆′∪{a∗, β}. Assume the notations a, b, c of the edges near
β are as in Figure 7.4.
First assume x 6∈ {a, a∗, b, β}. By (7.7), we have Ψ(x) = x. Hence the left hand side
of (8.19) is
FN(Ψ(x)) = FN(x) = x
N .
On the other hand, the right hand side of (8.19) is
Ψ(F βξ (x)) = Ψ(F˜ξ(x)) = Ψ(x
N) = xN ,
which proves (8.19) for x 6∈ {a, a∗, b, β}.
Assume x = a or x = a∗. By (7.8), we have Ψ(x) = 0. Hence the left hand side of
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(8.19) is 0. On the other hand, the right hand side is
Ψ(F βξ (x)) = Ψ(F˜ξ(x)) = Ψ(x
N) = 0,
which proves (8.19) in this case.
Now consider the remaining case x = β. By (7.8), we have Ψ(β) = −ε2 − ε−2. Hence
the left hand side of (8.19) is
FN(Ψ(β)) = FN(−ε2 − ε−2) = −ε2 − ε−2 = TN(−ξ2 − ξ−2),
where the last identity is (8.12). On the other hand, using (8.17) and the fact that Ψ is a
C-algebra homomorphism, we have
Ψ(F βξ (x)) = Ψ(F˜ξ(x)) = Ψ(TN(β)) = TN(Ψ(β)) = TN(−ξ2 − ξ−2).
Thus we always have (8.19). This completes the proof of Claim 2.
Let us continue with the proof of the proposition. Since the class of α is not 0 in
H1(Σ
′,Z), by Lemma 8.3.10, we have F βξ (α) = F˜ξ(α) = TN(α). The commutativity of
Diagram (8.18) and the fact that Ψ is a C-algebra homomorphism implies that
FN(Ψε(α)) = Ψξ(F
β
ξ (α)) = Ψξ(TN(α))
= TN(Ψξ(α)). (8.20)
Note that α defines an element in Sν(Σ′,P) for ν = ε, ξ. Following the commutativity of
Diagram (7.6) in Proposition 7.3.1, we have that
Ψε(α) = α ∈ Sε(Σ,P) ⊂ Xε(∆), (8.21)
Ψξ(α) = α ∈ Sξ(Σ,P) ⊂ Xξ(∆). (8.22)
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Then we may compute
F˜ξ(α) = FN(α), by Proposition 8.3.3
= FN(Ψε(α)), by (8.21)
= TN(Ψξ(α)), by (8.20)
= TN(α), by (8.22),
completing the proof of Proposition 8.3.7.
8.3.7 Proof of theorem 8.3.2
Proof of Theorem 8.3.2. The C-algebra Sε(Σ,P) is generated by P-arcs and P-knots. If
a is a P-arc, then by Proposition 8.3.5, F˜ξ(a) = aN ∈ Sξ(Σ,P). If α is a P-knot,
then by Proposition 8.3.7, F˜ξ(α) = TN(α) ∈ Sξ(Σ,P). It follows that F˜ξ(Sε(Σ,P)) ⊂
Sξ(Σ,P). Hence F˜ξ restricts to a C-algebra homomorphism Fξ : Sε(Σ,P)→ Sξ(Σ,P).
Since on X(∆), F˜ξ and FN are the same, Fξ is the restriction of FN on Sε(Σ,P). From
Proposition 8.3.3, Fξ does not depend on the triangulation ∆. This proves part (a). Part (b)
was established in Propositions 8.3.5 and 8.3.7.
8.3.8 Proof of theorem 8.2.1
Proof of Theorem 8.2.1. Recall that ΦˆN : T (M,N ) → T (M,N ) is the C-linear map de-
fined so that that if T is anN -tangle with arc components a1, . . . , ak and knot components
α1, . . . , αl, then
ΦˆN(T ) =
∑
0≤j1,...,jl≤N
cj1 . . . cjla
(N)
1 ∪ · · · ∪ a(N)k ∪ α(j1)1 ∪ · · · ∪ α(jl)l (8.23)
where TN(z) =
∑N
i=0 ciz
i is the N th Chebyshev polynomial of type 1, see (3.1). To show
that ΦˆN : T (M,N )→ T (M,N ) descends to a mapSε(M,N )→ Sξ(M,N ) we have to
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show that ΦˆN(Relε) ⊂ Relξ. Let Φˆξ : T (M,N )→ Sξ(M,N ) be the composition
Φˆξ : T (M,N ) ΦˆN−→ T (M,N ) [ · ]ξ−→ Sξ(M,N ).
Then we have to show that Φˆξ(Relε) = 0. There are 3 types of elements which span Relε:
trivial arc relation elements, trivial knot relation elements, and skein relation elements, and
we consider them separately.
(i) Suppose x is a trivial arc relation element (see Figure 4.2). The N copies a(N) in
Φˆξ(x) have 2N endpoints, and by reordering the height of the endpoints, from a(N) we
can obtain a trivial arc. Hence, the reordering relation (see Figure 4.3) and the trivial arc
relation show that Φˆξ(x) = 0.
(ii) Suppose x = ε2 + ε−2 + α is a trivial loop relation element, where α is a trivial
loop. Each parallel of α is also a trivial loop, which is equal to −ξ2 − ξ−2 in Sξ(M,N ).
Hence Φˆξ(α) = TN(−ξ2 − ξ−2), and
Φˆξ(x) = ε
2 + ε−2 + TN((α)) = ε2 + ε−2 + TN(−ξ2 − ξ−2) = 0,
where the last identity is (8.12).
(iii) Suppose x = T − εT+ − ε−1T− is a skein relation element. Here T, T+, T− are
N -tangles which are identical outside a ball B in which they look like in Figure 8.3.
Figure 8.3: From left to right: the tangles T, T+, T−
Case I: the two strands of T ∩B belong to two distinct components of T . Let T1 be
the component of T containing the overpass strand of T ∩B and T2 = T \T1. LetM ′ be the
closure of a small neighborhood of B ∪ T = B ∪ T+ = B ∪ T−. WriteN ′ := N ∩ ∂(M ′).
The functoriality of the inclusion (M ′,N ′) → (M,N ) implies that it is enough to show
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Φˆξ(x) = 0 for (M ′,N ′). Thus now we replace (M,N ) by (M ′,N ′).
Note that M ′ is homeomorphic to Σ× (−1, 1) where Σ is an oriented surface which is
the union of the shaded disk of Figure 8.3 and the ribbons obtained by thickening the tangle
T+. As usual, identify Σ with Σ × {0}. Then, all four N ′-tangles T1, T2, T+, T− are in Σ
and have vertical framing. Note that Σ might be disconnected, but each of its connected
components has non-empty boundary. Let P = N ∩ Σ. Then Sν(M ′,N ′) = Sν(Σ,P)
for ν = ξ, ε. Enlarge P to a larger set of marked points Q such that (Σ,Q) is triangulable.
Since the induced map ι∗ : Sξ(Σ,P) → Sξ(Σ,Q) is injective (by Proposition 4.2.4),
it is enough to show that Φˆξ(x) = 0 in Sξ(Σ,Q) = T (Σ,Q)/Relξ. Here T (Σ,Q) :=
T (Σ× (−1, 1),Q× (−1, 1)).
The vector space T (Σ,Q) is a C-algebra, where the product αβ of two (Q× (−1, 1))-
tangles α and β is the result of placing α on top of β. The map Φˆξ : T (Σ,Q)→ Sξ(Σ,Q)
is an algebra homomorphism. Recall that for an element y ∈ T (Σ,Q) we denote by [y]ν
its image under the projection T (Σ,Q)→ Sν(Σ,Q) = T (Σ,Q)/Relν for ν = ξ, ε.
As (Σ,Q) is triangulable, by Theorem 8.3.2 we have the map Fξ : Sε(Σ,Q) →
Sξ(Σ,Q).
Suppose y is a component of one of T1, T2, T+, T−, then y is either a Q-knot (in Σ)
or a Q-arc (in Σ) whose end points are distinct, with vertical framing in both cases. It
follows that [y(k)]ξ = [yk]ξ. If y is a knot component then Proposition 8.3.7 shows that
Fξ([y]ε) = TN([y]ξ) = Φˆξ(y). Each of T1, T2, T+, T− is the product (in T (Σ,Q)) of its
components as the components are disjoint in Σ. Hence from the definition of Φˆξ, we have
Φˆξ(Ti) = Fξ([Ti]ε) for all Ti ∈ {T1, T2, T+, T−}.
As T = T1T2 in T (Σ,Q), we have
Φˆξ(T ) = Φˆξ(T1T2) = Φˆξ(T1)Φˆξ(T2) = Fξ([T1]ε)Fξ([T2]ε) = Fξ([T ]ε).
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As x = T − εT+ − ε−1T−, we also have Φˆξ(x) = Fξ([x]ε). But [x]ε = 0 because x is a
skein relation element. This completes the proof that Φˆ(x) = 0 in Case I.
Case II: Both strands of T ∩B belong to the same component of T . We show that this
case reduces to the previous case.
Both strands of T ∩ B belong to the same component of T means that some pair of
non-opposite points of T ∩ ∂B are connected by a path in T \B (see Figure 8.4). Assume
that the two right hand points of T ∩ ∂B are connected by a path in T \B. All other cases
are similar. Then the two strands of T+ in B belong to two different components of T+. We
Figure 8.4: Four possibilities for non-opposite points being connected by a path in T \B.
isotope T+ in B so that its diagram forms a bigon, and calculate Φˆξ(T+) as follows.
Φˆξ
( )
= Φˆξ
( )
by isotopy
= ε Φˆξ
( )
+ ε−1Φˆξ
( )
= ε(−ε−3)Φˆξ
( )
+ ε−1Φˆξ
( )
= −ε−2Φˆξ(T−) + ε−1Φˆξ(T ), (8.24)
where the second equality follows from the skein relation which can be used since the
two strands of T+ in the applicable ball belong to different components of T+ (by case I),
and the third equality follows from the well-known identity correcting a kink in the skein
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module:
= ε + ε−1 = (ε+ ε−1(−ε2 − ε−2)) = −ε−3 .
The identity (8.24) is equivalent to Φˆξ(x) = 0. This completes the proof of the theorem.
8.4 Consequences for marked and finite type surfaces
Suppose (Σ,P) is a marked surface, with no restriction at all. Apply Theorem 8.2.1 to
(M,N ) = (Σ× (−1, 1),P× (−1, 1)). Note that in this case Φξ is automatically an algebra
homomorphism. Besides, since the set of P-arcs and P-knots generate Sε(Σ,P) as an
algebra, we get the following corollary.
Proposition 8.4.1. Suppose (Σ,P) is a marked surface, ξ is a root of unity, N = ord(ξ4),
and ε = ξN
2
. Then there exists a unique C-algebra homomorphism Φξ : Sε(Σ,P) →
Sξ(Σ,P) such that for P-arcs a and P-knots α,
Φξ(a) = a
N , Φξ(α) = TN(α).
Remark 8.4.2. It follows from uniqueness that in the case where (Σ,P) is a triangulable
surface, Φξ is the same as Fξ obtained in Theorem 8.3.2.
Corollary 8.4.3. Proposition 8.4.1 applies equally well to the case where the surface under
consideration is a finite type surface S, sinceS (S) is defined in terms of the skein module
of the marked 3-manifold (S× (−1, 1), ∅).
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CHAPTER 9
CENTER OFS (Σ,P) AND (SKEW-)TRANSPARENCY
In this chapter we investigate the center of the skein algebra of a surface, as well as the more
general notion of (skew)-transparent elements in skein modules of marked 3-manifolds
when the quantum parameter q is a root of unity, which are roughly elements such that
passing a strand through that element results in either no change or sign flip to its value in
the skein module.
In Section 9.1 we first review known results on the center of the skein algebra of an
unmarked surface when the quantum parameter q is a root of unity. We then show that
the image of the Chebyshev-Frobenius homomorphism Φξ : Sε(Σ,P) → Sξ(Σ,P) dis-
cussed in Chapter 8 is either “transparent” or “skew-transparent” depending on whether
ξ2N = ±1. Our result generalizes known theorems regarding the center of the skein alge-
bra [BW16a; Le15; FKL19b] of an unmarked surface and (skew-)transparent elements in
the skein module of an unmarked 3-manifold [Le15].
In Section 9.2 we find the center of the skein algebra of a marked surface when the
quantum parameter q is not a root of unity via a Muller algebra argument.
9.1 Image of Φξ and (skew-)transparency
We fix the ground ring to be R = C throughout this section.
9.1.1 Center of the skein algebra of an unmarked surface
Fix a compact oriented surface Σ with (possibly empty) boundary. For ξ ∈ C× we write
Sξ := Sξ(Σ, ∅). In this context, and when ξ is a root of unity, the Chebyshev-Frobenius
homomorphism Φξ : Sε → Sξ specializes to the Chebyshev homomorphism for the skein
algebra of Σ given in [BW16a]. The image of Φξ is closely related to the center ofSξ.
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Theorem 9.1.1 ([FKL19b]). Let ξ be a root of unity, N = ord(ξ4), ε = ξN2 , andH the set
of boundary components of Σ. Note that ξ2N is either 1 or −1. Then the center Z(Sξ) of
Sξ is given by
Z(Sξ) =
 Φξ(Sε)[H] if ξ
2N = 1,
Φξ(S evε )[H] if ξ2N = −1.
(9.1)
Here S evξ is the C-subspace of Sξ spanned by all 1-dimensional closed submanifolds
L of Σ such that µ(L, α) ≡ 0 (mod 2) for all knots α ⊂ Σ. In [BW16a], the right hand
side of (9.1) was shown to be a subset of the left hand side using methods of quantum
Teichmu¨ller theory in the case where ξ2N = 1. This result was reproven in [Le15] using
elementary skein methods. The generalization to ξ2N = −1 and the converse inclusion was
shown in [FKL19b].
9.1.2 (Skew-)transparency
In the skein module of a 3-manifold, we don’t have a product structure, and hence cannot
define central elements. Instead we will use the notion of (skew-)transparent elements, first
considered in [Le15]. Throughout this subsection we fix a marked 3-manifold (M,N ).
Suppose T ′ and T are disjoint N -tangles. Since Φξ(T ′) can be presented by a C-linear
combination of N -tangles in a small neighborhood of T ′, one can define Φξ(T ′) ∪ T as an
element ofSξ(M,N ), see Subsection 4.1.1.
Suppose T1, T2, and T are N -tangles. We say that T1 and T2 are connected by a single
T -passN -isotopy if there is a continuous family ofN -tangles Tt, t ∈ [1, 2], connecting T1
and T2 such that Tt is transversal to T for all t ∈ [1, 2] and furthermore that Tt ∩ T = ∅ for
t ∈ [1, 2] except for a single s ∈ (1, 2) for which |Ts ∩ T | = 1.
Theorem 9.1.2. Suppose (M,N ) is a marked 3-manifold, ξ is a root of unity,N = ord(ξ4).
Note that ξ2N is either 1 or −1.
(a) If ξ2N = 1 then the image of the Chebyshev-Frobenius homomorphism is transparent
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in the sense that if T1, T2 areN -isotopicN -tangles disjoint from anotherN -tangle T , then
inSξ(M,N ) we have
Φξ(T ) ∪ T1 = Φξ(T ) ∪ T2. (9.2)
(b) If ξ2N = −1 then the image of the Chebyshev-Frobenius homomorphism is skew-
transparent in the sense that if N -tangles T1, T2 are connected by a single T -pass N -
isotopy, where T is another N -tangle, then inSξ(M,N ) we have
Φξ(T ) ∪ T1 = −Φξ(T ) ∪ T2. (9.3)
Proof. (a) and (b) are proven in [Le15] for the case where N = ∅. That is, given an ∅-
tangle T , it is shown that Φξ(T ) is (skew-)transparent in Sξ(M, ∅) where we necessarily
have that all components of T are knots. By functoriality, Φξ(T ) is (skew-)transparent in
Sξ(M,N ) as well when all components of T are knots.
We show that Φξ(a) is (skew-)transparent when a is a N -arc. Let T1, T2 be N -isotopic
N -tangles connected by a single a-passN -isotopy Tt. Consider a neighborhood Ξ consist-
ing of the union of a small tubular neighborhood of a and a small tubular neighborhood of
Tt. We may assume that the strands of Φξ(a) = a(N) are contained in the tubular neighbor-
hood of a, and furthermore that Tt is a single ai-pass N -isotopy for each component ai of
a(N). WriteQ = N ∩Ξ. Then both a(N)∪T1 and a(N)∪T2 are (Ξ,Q)-tangles and we apply
the skein relation and trivial arc relation inductively inSξ(Ξ,Q) to derive the equations in
Figure 9.1.
Figure 9.1: Resolving crossings between a(N) and T1, T2 inSξ(Ξ,Q).
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By functoriality, the computation in Sξ(Ξ,Q) is true in Sξ(M,N ) as well. We see
from Figure 9.1 that Φξ(a) is transparent if and only if ξN = ξ−N , ie that ξ2N = 1. We also
see that Φξ(a) is skew-transparent if and only if ξN = −ξ−N , ie that ξ2N = −1.
9.2 Center for q not a root of unity
Throughout this sectionR is a commutative domain with a distinguished invertible element
q1/2 and (Σ,P) is a marked surface. In particular we note that R is no longer required to
be Noetherian in this section. We write S for the skein algebra S (Σ,P) defined over R.
We will calculate the center ofS (Σ,P) for the case when q is not a root of unity.
9.2.1 Center of the skein algebra
Let H denote the set of all unmarked components in ∂Σ and H• the set of all marked
components. If β ∈ H let zβ = β as an element ofS . If β ∈ H• let
zβ =
[∏
a
]
∈ S ,
where the product is over all boundary P-arcs in β.
Theorem 9.2.1. Suppose (Σ,P) is a marked surface. Assume that q is not a root of unity.
Then the center Z(S (Σ,P)) of S (Σ,P) is the R-subalgebra generated by {zβ | β ∈
H ∪H•}.
Proof. It is easy to verify Theorem 9.2.1 for the few cases of non quasi-triangulable sur-
faces. We will from now on assume that (Σ,P) is quasitriangulable, and fix a quasitrian-
gulation ∆ of (Σ,P).
We write Z(A) to denote the center of an algebra A.
Lemma 9.2.2. Let A ⊂ B be R-algebras such that A weakly generates B. Then Z(A) ⊂
Z(B).
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Proof. Let x ∈ Z(A). Then x commutes with elements of A, and hence with their inverses
in B if the inverses exist. So x ∈ Z(B).
Since X+(∆) weakly generates X(∆), and X+(∆) ⊂ S ⊂ X(∆) by Theorem 6.2.1,
we have
Corollary 9.2.3. One has Z(S ) ⊂ Z(X(∆)). Consequently Z(S ) = Z(X(∆)) ∩S .
Lemma 9.2.4. For all β ∈ H ∪H•, one has zβ ∈ Z(S ) ⊂ Z(X(∆)).
Proof. It is clear that zβ ∈ Z(S ) if β ∈ H. Let β ∈ H•. Any P-knot α can be isotoped
away from the boundary, and therefore zβα = αzβ . Let a ∈ S be a P-arc. If a does
not end at some p ∈ β ∩ P then azβ = zβa is immediate. Assume that a has an end at
p ∈ β ∩ P . P-isotope a so that its interior does not intersect ∂Σ. Then in the support of zβ
there is one strand clockwise to a at p and one counterclockwise. Therefore azβ = zβa by
the reordering relation in Figure 4.3. Since S is generated as an R-algebra by P-arcs and
P-knots, we have zβ ∈ Z(S ).
For each β ∈ H•, we define kβ ∈ Z∆ so that zβ = Xkβ . In other words,
kβ(a) =
 1 if a ⊂ β,0 otherwise. (9.4)
We write P for the vertex matrix of ∆ (see Subsection 5.2.1).
Lemma 9.2.5. One has Z(X(∆)) = R[H][Xk | k ∈ kerP ].
Proof. Recall that X(∆) is a Z∆-graded algebra given by
X(∆) =
⊕
k∈Z∆
R[H] ·Xk.
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The center of a graded algebra is the direct sum of the centers of the homogeneous parts.
Hence
Z(X(∆)) =
⊕
k∈Z∆:Xk is central
R[H] ·Xk.
By the commutation relation (3.10) we have XkX l = q〈k,l〉PX lXk. Thus Xk is central if
and only if q〈k,l〉P = 1 for all l ∈ Z∆. Since q is not a root of unity, this is true if and only
if 〈k, l〉P = 0 for all l ∈ Z∆. Equivalently, k ∈ kerP . This proves the lemma.
Lemma 9.2.6. The kernel kerP is the free Z-module with basis {kβ | β ∈ H•}.
Proof. Let Null(P ) be the nullity of P .
Lemmas 9.2.4 and 9.2.5 imply that kβ ∈ kerP for each β ∈ H•. Since the kβ’s, as
functions from ∆ to Z, have pairwise disjoint supports, the set {kβ | β ∈ H•} is Q-linear
independent. In particular,
Null(P ) ≥ |H•|. (9.5)
Claim 1. Assume that β ∈ H is an unmarked boundary component. Choose a point
pβ ∈ β and let P ′ = P ∪{pβ}. Then let ∆′ be an extension of ∆ to a P ′-quasitriangulation
as depicted in Figure 7.3 (this guarantees that ∆ ⊂ ∆′), and P ′ the associated vertex matrix.
Then Null(P ′) ≥ Null(P ) + 1.
Proof of Claim 1. Consider Z∆ ⊂ Z∆′ via extension by zero. Choose a Z-basis B
of kerP . Then because the ∆ × ∆ submatrix of P ′ equals P , one has B ⊂ kerP ′. Let
kβ ∈ Z∆′ be as given in (9.4) with ∆ replaced by ∆′. Then kβ ∈ kerP ′. Since kβ does not
have support in ∆, kβ is Z-linearly independent of B. Therefore Null(P ′) must be at least
1 greater than Null(P ). This completes the proof of Claim 1.
Claim 2. One has Null(P ) = |H•|.
Proof of Claim 2. By [Le19, Lemma 4.4(b)], the claim is true if (Σ,P) is totally marked,
i.e. ifH = ∅.
Suppose |H| = k. By sequentially adding marked points to unmarked components in
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H and extending the triangulation as in Claim 1, we get a totally marked surface (Σ,P(k))
with a new vertex matrix P (k). From Claim 1 we have Null(P (k)) ≥ Null(P ) + k. On the
other hand since (Σ,P(k)) is totally marked and having |H•| + k boundary components,
we have Null(P (k)) = |H•| + k. It follows that |H•| ≥ Null(P ). Together with (9.5) this
shows Null(P ) = |H•|, completing the proof of Claim 2.
Claim 2 and the fact that {kβ | β ∈ H•} is a Q-linear independent subset of kerP
shows that {kβ | β ∈ H•} is a Q-basis of kerP . Let us show that {kβ | β ∈ H•} is a
Z-basis of kerP .
Let x ∈ Z∆ be in kerP . Since {kβ | β ∈ H•} is Q-basis of kerP , we have
x =
∑
β∈H•
cβkβ, cβ ∈ Q.
Since kβ’s are functions from ∆ to Z, have pairwise disjoint supports, and x : ∆→ Z has
integer values, each cβ must be an integer. Hence x is a Z-linear combination of {kβ | β ∈
H•}. This shows that {kβ | β ∈ H•} is a Z-basis of kerP .
Lemmas 9.2.5 and 9.2.6 show that Z(X(∆)) = R[H][Xkβ | β ∈ H•], which is a subset
of S . By Corollary 9.2.3, we also have Z(S ) = Z(X(∆)) ∩S = R[zβ|β ∈ H ∪ H•],
completing the proof.
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CHAPTER 10
S (S) IS A MAXIMAL ORDER
In this chapter we show that the Kauffman bracket skein algebra of a finite-type surface
with at least one puncture is a maximal order.
10.1 Setting
Throughout this chapter we fix a finite type surface S = S \ V with |V| ≥ 1 and negative
Euler characteristic. We set our base ring R = C, and let ξ ∈ C× be a root of unity. We
writeS := Sξ(S).
10.2 Proof of result
Our proof consists of defining a good N-filtration on S that yields an associated graded
algebra that is a monomial subalgebra of a quantum torus (see Subsection 3.8.2). Then
following Proposition 3.8.5, that associated graded algebra is a maximal order, and then so
isS following Proposition 3.7.2.
10.2.1 Skein algebra filtration
Suppose Π = {a1, . . . , al}, where each ai is an ideal arc or loop on S.
For each n ∈ N, define Fn := FΠn (Sξ(S)) to be the C-subspace ofSξ(S) spanned by
L ∈ S such that ∑li=1 µ(ai, L) ≤ n. Here µ(ai, L) is the geometric intersection number.
Then Fn defines an N-filtration onSξ(S), see e.g. [FKL19b; Le15; Le18c].
Proposition 10.2.1. The sequence {Fn}∞n=0 is a N-filtration ofSξ(S) compatible with the
algebra structure.
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Proof. It is clear that ∪Fn = Sξ(S), and for m < n, Fm ⊂ Fn. So we show that
FmFn ⊂ Fm+n. Suppose K ∈ Fm, L ∈ Fn. Using the skein relation, KL =
∑
cjJj ,
where cj ∈ C and Jj is a simple diagram obtained by smoothing all of the crossings in
KL, and so µ(Jj, ai) ≤ µ(K, ai) + µ(L, ai) for all i = 1, . . . , l and all j by [Mul16,
Lemma 4.7], and so KL ∈ Fm+n.
10.2.2 Properties of the monoid of curves
Set r := 6g − 6 + 3p = −3χ(S), where χ(S) is the Euler characteristic of S. Let Λ be
the image of BS in Nr under the edge coordinate map E∆ as given in (2.1).
Proposition 10.2.2. Λ is a primitive submonoid of Λ such that Cone(Λ) is closed.
Proof. Let a, b, c be distinct edges of an ideal triangle T of Σ. A vector k ∈ Zr is in Λ if
and only if it satisfies the following properties for all ideal triangles of ∆ with edges labeled
a, b, c:
(i) ka, kb, kc ≥ 0,
(ii) ka + kb + kc is even,
(iii) ka ≤ kb + kc.
Note that 0 = E∆(∅), and Λ is closed under addition. Thus Λ is a submonoid of Zr.
Cone(Λ) is closed since it may be described with a finite number of inequalities.
Let n ∈ N, k ∈ Λ such that nk ∈ Λ. Let a, b, c be edges of an ideal triangle of ∆. It is
clear that since nk satisfies properties (i) and (iii) for an admissible edge coloring then so
does k. Furthermore, since Λ is the group completion of Λ, for all l ∈ Λ we must have that
la + lb + lc is even, and so k satisfies (ii) as well. Thus k ∈ Λ, so Λ is primitive in Λ.
10.2.3 Associated graded algebra
Let p ≥ 1 and fix an ordered ideal triangulation ∆ of S. Let S : Λ → BS be the inverse
of E∆ restricted to Λ. By abuse of notation, consider ∆ as an unordered set and consider
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the filtration Fn := F∆n (Sξ(S)) as laid out in Subsection 10.2.1. Meaning, Fn is the
C-subspace ofSξ(S) spanned by S(k), k ∈ Λ where |k| :=
∑r
i=1 k(i) ≤ n.
Proposition 10.2.3. For k,k′ ∈ Λ, there exists C(k,k′) ∈ Z such that
S(k)S(k′) = qC(k,k
′)S(k+ k′) (mod F<|k|+|k′|). (10.1)
This was proved in [AF17; FKL19b] for a slightly different filtration but the simple
proof there also applies in this case. An explicit formula for C(k,k′) is given in [FKL19b].
10.2.4 Maximal order
Theorem 10.2.4. Let S be a finite-type surface, and let ξ ∈ C× be a root of unity. Then
Sξ(S) is (i) a domain, (ii) finitely generated over its center, and (iii) a maximal order.
Proof. Part (i) is Lemma 4.2.5. Part (ii) was shown in [FKL19b]. By Proposition 10.2.2
and (10.1), the algebra S satisfies all the assumption of Proposition 3.7.2 and hence is a
maximal order.
Remark 10.2.5. It is also true that the skein algebra of surfaces with non-negative Euler
characteristic is a maximal order. We leave these cases, which have a direct proof, as an
exercise.
Remark 10.2.6. It is also true that the reduced skein algebra as described in [PS19] and the
Muller skein algebra as described in [Mul16] (including the version that allows unmarked
boundary components as given in [LPb]) are maximal orders. The extension of our proof
to these cases is simple and we leave it as an exercise for the reader.
10.3 Applications
In this section we present two consequences of Theorem 10.2.4 and one conjecture. In
Subsection 10.3.1 we show how Theorem 10.2.4 implies that SL2C-character varieties are
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normal, which illustrate the power of utilizing quantizations to study classical topologi-
cal objects. In Subsection 10.3.2 we show that Theorem 10.2.4 gives a refined version of
the unicity theorem of [FKL19b]. Lastly, in Subsection 10.3.3 we give a conjecture de-
tailing how Theorem 10.2.4 may open a pathway towards a scalable topological quantum
compiling algorithm.
10.3.1 Character varieties are normal
Recall that Spec(Sq(S)) is the set of equivalence classes of finite-dimensional irreducible
representations of Sξ(S) over C. Let Zξ(S) be the center of Sξ(S). We have the central
character map
χ : Spec(Sξ(S))→ Spec(Zξ(S)). (10.2)
Suppose ξ is a root of unity. Since Sξ(S) is finitely generated as a C-algebra and
finitely-generated as a module over its center, a form of the Artin-Tate lemma (see 13.9.10,
[MR01]) says that Zξ(S) is also finitely-generated as a C-algebra. Being a subring of the
domain Sξ(S), the algebra Zξ(S) is also a domain. It follows that Spec(Zξ(S)) is an
affine variety, denoted by Yξ(S), and is called the classical shadows variety of Sξ(S)
in [FKL19b]. As the center of a maximal order is integrally closed, we get the following
consequence.
Theorem 10.3.1. For every finite type surface S and every root of unity ξ the classical
shadows variety Yξ(S) is a normal affine variety.
The classical shadows variety is closely related to the SL2(C)-character variety
X(S) := X(S, SL2C) of S (see Section 2.7). Assume that ord(ξ) 6= 0 (mod 4). Then
there is a finite regular map
Yξ(S) X(S) (10.3)
and hence they have the same dimension, see [FKL19b]. When ξ = −1 the skein algebra
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S (S) is equal to its center and also equal to the coordinate ring of the SL2C-character
variety X(S). Hence we have the following.
Corollary 10.3.2. For every finite type surface S, the SL2-character variety X(S) is a
normal affine variety.
Remark 10.3.3. The fact that the character variety of a surface is normal was proved in
[Sim94b; Sim94a] by a difficult method. Here we recovered this result by using skein
algebra theory.
10.3.2 Refinement of unicity theorem
Suppose ξ is a root of unity. LetN = ord(ξ4). Recall from Subsection 3.7.2 that the degree
deg(Sξ(S)) is the square of the dimension of the division algebra S˜ξ(S) over its center
Z˜ξ(S), which is a field. The degree deg(Sξ(S)) was calculated in [FKL19a]:
deg(Sξ(S)) = D(S, ξ) :=

N3g−3+p if ord(ξ) 6= 0 (mod 4)
2gN3g−3+p if ord(ξ) = 0 (mod 4).
(10.4)
Since Sξ(S) is a maximal order, by applying Theorem 3.7.4, we get the following refine-
ment of the unicity theorem of [FKL19b].
Theorem 10.3.4. Suppose S is a finite type surface of negative Euler characteristic and ξ
is a root of unity.
(a) The variety of shadows Yξ(S) parameterizes the D(S, ξ)-dimensional semisimple
representations ofSξ(S).
(b) The central character map χ : Spec(Sξ(S)) → Yξ(S) is surjective and each
fiber consists of all those irreducible representations of Spec(Sξ(S)) which are irre-
ducible components of the corresponding semisimple representation. In particular, each
irreducible representation of Spec(Sξ(S)) has dimension ≤ D(S, ξ). A point a ∈ Yξ(S)
is called generic if the dimension of the irreducible representation χ−1(a) is D(S, ξ).
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(c) The set of generic points in Yξ(S) is a non-empty Zariski open dense subset of
Yξ(S).
(d) Let U ⊂ Yξ(S) be the open and dense subset consisting of all points u such
that |χ−1(u)| = 1. Let x ∈ Yξ(S) \ U and write χ−1(x) = {r1, . . . , rs}. Then since∑s
i=1 dim(ri) = D(S, ξ)
2, in particular we have that s ≤ D(S, ξ).
The unicity theorem of [FKL19b] only says that χ is surjective, the dimension of every
irreducible representation is ≤ D(S, ξ), and the set of generic points is Zariski dense in
Yξ(S).
10.3.3 Topological quantum compiling
The author conjectures that the fact that skein algebras of surfaces are maximal orders
has a potential real-world application in compiling for topological quantum computers.
Topological quantum computers were first introduced by Freedman and Kitaev [Fre98;
Kit03].
In [KY15], Kliuchnikov and Yard give an asymptotically optimal algorithm for ex-
act synthesis of quantum gates for topological quantum computers utilizing Fibonacci
anyons, SU(2)k anyons, and others. In particular, they utilize the quantum SU(2) Witten-
Reshetikhin-Turaev Chern-Simons topological quantum field theory at level k. Their algo-
rithm utilizes in a crucial manner the presence of maximal orders in the division algebra
generated by the set of quantum gates. Translated into the quantum topology lexicon, their
algorithm shows how to efficiently factorize elements of the quantum SU(2) WRT Chern-
Simons representations of the mapping class group of the thrice-punctured disk as a prod-
uct of elements of a particular generating set. Here, the punctures correspond to anyons -
while for a skein algebra, anyons correspond to Jones-Wenzl idempotents. As was shown in
[BW16b], a corresponding representation may also be obtained for the Kauffman bracket
skein algebra of the surface. Thus, we conjecture that under certain circumstances an analo-
gous exact synthesis algorithm exists for skein algebras, though we note that the anyons as-
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sociated to Jones-Wenzl idempotents for Kauffman bracket skein algebras are most closely
associated with Temperley-Lieb-Jones anyons as described in [Wan10]. However, all of
the aforementioned anyons share a close relationship.
Let us be more precise. Following the prescription laid out at the beginning of Section
3 of [KY15], we believe the answer to the following question is within close reach. Let
S be the once-punctured torus and S := S (S) the Kauffman bracket skein algebra of
S. Write Z for the center of S and Z˜ the field of fractions of Z. Then it is known that
the division algebra S ⊗Z Z˜ is isomorphic to the division algebra of a quantum torus on
3 generators called the quantum Teichmu¨ller space of the surface, and that for ξ = ±i this
quantum torus is a quaternion algebra over Z˜. Let S be a set of prime ideals of Z, and let
SS be the set of all elements ofS such that their reduced norm factors into elements of S.
Then utilizing the results in [KY15] one may be able to determine a finite set G ⊂ S such
that any element of SS can be written as x1 · · · xn for xk ∈ G and find the most efficient
such factorizations in terms of length. The only obvious difference between these contexts
is that Z˜ is not a number field, but this can be rectified by working in a representation.
Potentially important elements of a way to generalize the above to other surfaces and
roots of unity include the triangular decomposition of skein algebras [Le18a], the structure
of the center ofS as investigated in [BW16a; FKL19b], as well as the more general notion
of transparent and skew-transparent elements investigated in [Le15; LPb], the relationship
between skein algebras at different roots of unity as revealed by the Chebyshev(-Frobenius)
homomorphism [BW16a; LPb], and the unicity theorem first proved in [FKL19b] and re-
fined in Theorem 10.3.4. The real-world importance of the use of the entire mapping class
group of arbitrary punctured surfaces with boundary as opposed to just punctured disks is
pinpointed in [BF16], which shows that topological quantum computation on a punctured
surface with boundary may be equivalently performed on two parallel flat surfaces joined
by bridges.
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APPENDIX A
GEOMETRIC PROOF THATS IS A DOMAIN
In this appendix we give a purely geometric proof that S (Σ,P) contains no zero divisors
for a marked surface (Σ,P). Actually, we only prove the statement that essentialP-arcs are
not zero divisors, which is sufficient for our purposes and implies that S (Σ,P) contains
no zero divisors by [Mul16, Corollary 6.16]. Our proof broadly follows the same strategy
as Muller with the following exception. Muller’s proof shows that a P-arc a is not a zero
divisor by first choosing an arbitrary ordering on the set single-component P-tangles to
define a notion of an “initial” P-tangle of an element x ∈ S . Then, he uses this data to
define a map γa of the set of essential P-tangles induced by multiplication by a, which is
shown to be injective.
We prove that a given P-arc a is not a zero divisor by defining a similar injective map
γa on the set of all essential P-tangles, but based on a natural notion of initial P-tangle
based on intersection number with a and degree in q. While our method ends up involving
greater technical difficulty than the method of Muller, we avoid making arbitrary choices
and thus our argument reveals more of the geometric intuition behind why S (Σ,P) is a
domain.
Throughout this appendix we fix a marked surface (Σ,P) and we writeS := S (Σ,P).
A.1 Injective map on essential P-tangles
In this section we construct a map inq,a : T e(Σ,P) → T e(Σ,P), where T e(Σ,P) is the
free Z[q±1/2]-module of essential P-tangles considered up to P-isotopy.
Proposition A.1.1. Let a be an essential P-arc in (Σ,P). Then the map
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T 7→ inq,a(aT ),
defined below, is an injection from the set of essential P-tangles to itself.
By [Mul16, Lemma 4.1], essential P-tangles form an R-basis ofS . Thus any element
x ∈ S can be uniquely expressed as
x =
∑
c∈ 1
2
Z
qcxc, (A.1)
where each xc is a finite Z-linear combination of essential P-tangles and all but finitely
many xc are nonzero. In order to show that a given essential P-arc a ∈ S is not a zero
divisor we define a notion of “highest degree term of x relative to q and a”. Define the initial
formal Z-linear combination of essential P-tangles of x relative to q, a, written inq,a(x), as
follows. Let n ∈ 1
2
Z be the highest power of q appearing on the right hand side of (A.1),
and xn the corresponding Z-linear combination of essential P-tangles. Then we may write
in a unique fashion a finite sum
xn =
∑
Tj∈supp(xn)
cjTj, cj ∈ Z.
Let M = maxTj∈supp(xn){µ(Tj, a)}. Then we define
inq,a(x) :=
∑
Tj∈supp(xn)
µ(Tj ,x)=M
cjTj.
As in [Mul16], it will be shown that inq,a(x) is equivalent to choosing the ‘positive smooth-
ing’ of every crossing in a · x, where a · x denotes the superposition of a above x. To be
more precise, a · x denotes the element∑ cj(a∪ Tj) where a has been P-isotoped to lie in
Σ× (0, 1) and Tj has been P-isotoped to lie in Σ× (−1, 0) such that their projection onto
Σ× {0} intersects transversely. This will require several additional lemmas.
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Let a be an essential P-arc in (Σ,P) and T an essential P-tangle. We say that a
given P-isotopy representative of T is a-taut if a and T are transverse and have minimal
geometric intersection index. Choose an a-taut P-isotopy representative of T . Denote by
a ∩ T the set of crossings in the superposition a · T not including boundary intersections.
For any function σ : a ∩ T → {±1}, we denote by Rσ ∈ T (Σ,P) the (not necessarily
essential) P-tangle obtained by choosing a small disc neighborhood of each crossing and
switching each crossing sent to +1 with a positive smoothing and each crossing sent to −1
with a negative smoothing as in this local picture.
Figure A.1: Positive smoothing on the left, negative smoothing on the right.
We also define ‖σ‖ := ∑p∈a∩T σ(p) = |σ−1(+1)| − |σ−1(−1)|. Then we may write
aT = qc
∑
σ:a∩T→{±1}
q‖σ‖Rσ,
with c ∈ 1
2
Z the exponent given by (4.2).
Lemma A.1.2. Choose a function σ : a ∩ T → ±1. Then for Rσ we have the inequality
2|{contractible P-knots}|+ |{contractible P-arcs}| ≤ |σ−1(−1)|. (A.2)
Proof. Our proof follows that of [Mul16, Lemma C.1]. Let Ξ be a closed tubular neighbor-
hood of a small enough that T intersects Ξ a minimal number of times and large enough to
contain the chosen disc neighborhoods of each crossing in a · T .
IfRσ has no contractible components then (A.2) is trivially true. Consider a contractible
component z in Rσ. Let Ω ⊆ Σ be the closed disc in Σ with ∂Ω = z. To help us count
how many negative smoothings z passes through, we construct a graph G. The vertices of
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G are given by connected components of Ω \ ∂Ξ. Connect two vertices by an edge if the
corresponding components of Ω \ Ξ share a common boundary in Ω ∩ ∂Ξ. Then G is a
retract of the disc Ω and therefore is a tree.
Being a tree, G must have at least two degree 1 vertices (leaves). We will show that in
the case that z is a contractible arc, at least one of these leaves will correspond to z passing
through a negative smoothing, and if z is a contractible loop then all leaves will correspond
to z passing through a negative smoothing. Let Ω0 be a connected component of Ω \ ∂Ξ
corresponding to a leaf. We consider the three possible cases:
• ∂Ω0 contains a marked point. Then z ends on this marked point and is therefore a
contractible arc. It follows that G has at most one leaf of this type.
• ∂Ω0 ⊂ Ω ∩ Ξ and ∂Ω0 contains no marked point. ∂Ω0 must contain a connected
component of a\T with endpoints at crossings in x∩α. InRσ one of these crossings
must be positive, and one must be negative. If both were positive or negative then
Ω0 could cross over x and thus have two or more boundary components in D ∩ ∂Ξ,
a contradiction. Thus each leaf of this type implies a negative smoothing in Rσ.
• ∂Ω0 ⊂ Ω\Ξ and ∂Ω0 contains no marked point. Then the segment of the boundary of
∂Ω0 corresponding to z can be deformed to the interior of T , reducing the crossing
number of Ξ and T . This contradicts our assumption and so there can not be any
leaves of this type.
Thus a contractible P-arc z has G with one leaf of the first type and at least one leaf
of the second type, implying that z passes through at least one negative smoothing. A
contractible P-knot z has G with all leaves of the second type, implying that z passes
through at least two negative smoothings.
Remark A.1.3. The proof of Lemma A.1.2 also works to show that
2|{contractible P-knots}|+ |{contractible P-arcs}| ≤ |σ−1(+1)|. (A.3)
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After smoothing, Rσ may have contractible P-knots and P-arcs. Let Kσ denote the
number of contractible loops in Rσ. Write R̂σ for the P-tangle obtained by deleting con-
tractible components. Let δσ = 0 if R̂σ contains a contractibleP-arc, and δσ = 1 otherwise.
Then via the skein relations, we have
Rσ = (−q2 − q−2)KσδσR̂σ.
By the binomial formula, we have
aT = qc
∑
σ:a∩T
(−1)KσδσR̂σ
Kσ∑
i=0
(
Kσ
i
)
q‖σ‖+2Kσ−4i
Write k = |a ∩ T | = |σ−1({±1})|, so that ‖σ‖ = k − σ−1(−1). Then
aT = qc+k
∑
σ:a∩T
(−1)KσδσR̂σ
Kσ∑
i=0
(
Kσ
i
)
q2(Kσ−|σ
−1(−1)|−2i).
Inequality (A.2) implies the weaker inequality Kσ − |σ−1(−1)| ≤ 0 with equality only
when Rσ has an equal number of contractible loops and negative smoothings. Therefore
the highest q-degree appearing in aT is c+k, and the only R̂σ’s appearing with this q-degree
are those with an equal number of contractibleP-knots and negative smoothings. Let σ± be
the function sending every crossing to ±1. Then R̂σ+ has degree qc+k since (A.2) implies
R̂σ+ has no contractible loops. The q-degree of R̂σ− is necessarily smaller than c+ k since
R̂σ− has no contractible loops by (A.3).
Now we must show that µ(a, R̂σ+) > µ(a, R̂σ) for all σ 6= σ±. The following lemma
will be useful.
Lemma A.1.4. Write T \a = ∪iTi, and a\T = ∪jaj where the Ti and aj are the connected
components of T \ a and a \ T , respectively. Then T is a-taut if and only if no Ti cobounds
a disc with a.
Proof. We say that Ti cobounds a disc with a if Ti ∪ aj (the closure of Ti ∪ aj) bounds a
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disc for some aj .
Assume that T is not a-taut. Then T is P-isotopic to some T ′ which is a-taut. T and
T ′ are then related by a series of Reidemeister moves. The first Reidemeister move is not
allowed as it requires self-intersection, which is not permitted. The third Reidemeister
move is also forbidden for the same reason. At least two of the strands must belong to
either a or T , and therefore a or T must be self-intersecting.
Figure A.2: Forbidden Reidemeister moves.
Therefore the isotopy from T to T ′ is given by a sequence of second Reidemeister
moves, each one of which removes a disc cobounded by a and T .
Figure A.3: Permitted Reidemeister move.
Thus we have shown that if T is not a-taut then it has some Ti that cobounds a disc with
a, equivalently, that if no Ti cobounds a disc with a then T is a-taut.
Similarly, assume that T is a-taut and that T cobounds a disc with a. Then applying the
second Reidemeister move in a neighborhood of the cobounded disc reduces µ(T, a) by 2,
which is a contradiction.
We now define an injective map γa of essentialP-tangles T that explicitly constructs the
P-tangle obtained by replacing all crossings of a · T with positive smoothings. It will turn
out that γa(T ) = inq,a(aT ). We will construct this map directly in terms of local pictures
of Σ to make the inverse easy to construct. This is the same map given in Appendix C of
[Mul16].
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Consider a tubular neighborhood Ξ of a. For a given essential P-tangle T , choose an
a-taut P-isotopy representative of T . We construct γa(T ) inside of Ξ. Cut each crossing in
a · T and reconnect the strands by shifting to the right along a. Spare ends on either side
are attached to the endpoints of a. a may have distinct or identical endpoints; each case is
illustrated in Figure A.4
Figure A.4: Explicit construction of γa(T ).
We construct an inverse to γa. Let T be an a-taut essential P-tangle. Define an essential
P-tangle νa(T ) as follows.
• If a has one end at a marked point p, and there are no strands of T counterclockwise
to a at p, then νa(T ) is the empty P-tangle ∅.
• If a has both ends at a marked point p, and there are fewer than two strands of T
counter-clockwise to a, then νa(T ) is the empty P-tangle ∅.
• Otherwise, construct νa(T ) as follows. Cut T along a, and at each end of a, discon-
nect the first strand of T counter-clockwise to a. Reconnect these ends by shifting to
the left along a.
Then by construction νa(γa(T )) = T , and so γa is injective.
Lemma A.1.5. Let a be an essential P-arc and T be an a-taut essential P-tangle. Then
T+ = γa(T ) is also a-taut.
134
Proof. Let T be a-taut and write T \ a = ∪iTi be the connected components of T \ a. Let
Ξ be a banana neighborhood of a with respect to T . A banana neighborhood is defined
as follows. Let a−, a+ be two P-arcs P-isotopic to a, one on either side of a, intersecting
only at the endpoint(s) of a. We choose a− and a+ so that T is a−-taut and a+-taut. Thus
to minimize intersection with T we must choose a−, a+ so that the intersection at the end-
point(s) has a sandwiched between a− and a+ with no strands of T between them, again
by the Reidemeister move argument given above. Then Ξ is defined to be the disc bounded
between a− and a+. One advantage of banana neighborhoods is that we can ignore the
behavior of T near the marked points of a.
x-
x
x+
Figure A.5: Banana neighborhood of a, when a has two or one distinct endpoints. Ξ is
presented in checkerboard pattern. A solid line denotes the boundary of Σ, and a dotted
line denotes the boundary of the neighborhood depicted.
Denote by Ξ− the subset of Ξ contained between a− and a, similarly denote Ξ+ for the
subset of Ξ contained between a+ and a. Let Ti be a component of T \ a, and represent it
by an embedding Ti : (0, 1)→ Σ. For a neighborhood D, we say that Ti ends in D if there
exists some ε > 0 such that Ti((0, ε)) ⊆ D or Ti((1− ε, 1)) ⊆ D. We also say that Ti ends
at a crossing c ∈ a ∩ T or marked point p ∈ P if c ∈ Ti.
Let
◦
T be T minus the endpoints. Then T induces a map of sets:
w± : {
◦
T ∩ a} ∼=→ {
◦
T ∩ a±},
given by sending each p ∈
◦
T ∩ a to the unique crossing in
◦
T ∩ a± connected to p by a
component of T \ {a, a−, a+}. Let T+ = γa(T ) be the P-link obtained by replacing every
crossing in a · T with a positive smoothing.
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We claim that T+ is a-taut. Write T+ \ a = ∪iT+,i where the T+,i are the connected
components of T+\a. Suppose a component T+,i cobounds a disc Ω with a. Ω may contain
other components T+,j which also cobound a disc, pick an T+,j which cobounds a disc that
does not contain any other components of T+ \ a. Call this component β and the disc it
bounds Ω0.
Assume that β ends on a marked point p (which is necessarily a marked point that a
ends on). We can assume without loss of generality that the other end of β is in Ξ+. We
call q the point at which β intersects a+ other than the marked point. Let β′ be the segment
of β \ a+ with endpoints p and q. Let Ti be the segment of T \ {a ∪ a±} with endpoints
q and w−1+ (q). Then because T+ was constructed entirely within Ξ and β′ ∩ Ξ = ∅ by the
properties of banana neighborhoods, we have that β′ ⊂ T and so β′ ∪ Ti is a segment of
T \ a which cobounds a disc with a. This is a contradiction, therefore β cannot end on a
point marked.
We claim that the endpoints p1, p2 of β are adjacent crossings in a ∩ T+. Assume
otherwise. Then there is a component T+,i that ends in Ω0 and ends at a crossing between
p1 and p2. By assumption, T+,i does not cobound a disc inside of Ω0, and therefore also
ends at a crossing or marked point outside of Ω0. Thus T+,i must intersect β at some point,
which is forbidden. This is a contradiction, therefore p1 and p2 are adjacent crossings.
We claim that both ends of β are either in Ξ− or in Ξ+. Assume β ends in both Ξ−
and Ξ+. Then a \ β has 3 segments a1, a2, a3, with the middle segment a2 being the one
between c1 and c2. Since a is transverse to T , one of the two remaining segments must be
contained in Ω0 and end on the boundary of Ω0, which is impossible since ∂Ω0 = β ∪ a2
and β can be chosen to avoid marked points.
Without loss of generality, we can say that both ends of β are in Ξ+. Then a+ \ β
has three components β1, β2, β3, with the middle segment β2 satisfying Ξ+ ∩ β2 = ∅.
Then since β2 ∩ Ξ = ∅, β2 ⊂ T . Let {p1, p2} ⊂ a+ be the endpoints of β2, and let
T1, T2 be the connected components of T \ {a ∪ a±} whose endpoints are p1, w+(p1) and
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p2, w+(p2). Then T1 ∪ T2 ∪ β2 ⊂ T cobounds a disc with a, and therefore T is not a-taut,
a contradiction.
Lemma A.1.6. µ(a, R̂σ+) > µ(a, R̂σ) for all σ 6= σ±. Therefore inq,a(aT ) = R̂σ+ =
γa(T ).
Proof. First we claim that µ(a, γa(T )) = k − 1, where k := µ(a, T ). We prove this using
local pictures, which will be sufficient as Lemma A.1.5 implies that γa(T ) is a-taut since
T is a-taut. Choose a banana neighborhood B of a with respect to γa(T ). There are two
cases to consider, case (1) being where a has different endpoints and case (2) being where
both endpoints of a are the same.
We number the crossings in a·T as 1, 2, . . . , k going from top to bottom for case (1) and
going counterclockwise from the marked point for case (2). We consider the superposition
a · γa(T ) to compute the crossing number µ(a, γa(T )). At crossings 1 and k, we know that
a does not intersect γa(T ) since banana neighborhoods avoid any components of γa(T ) \ a
ending on the marked point(s) of a.
For each of the k− 1 pairs of adjacent crossings, the local picture is as shown in Figure
A.6 for both cases.
x
Figure A.6: a intersects γa(T ) between each pair of adjacent crossings.
Thus µ(a, γa(T )) = k − 1. Next we show that γa(T ) has the highest crossing number
with a of all R̂σ other than σ−. Let σ 6= σ±. We claim that µ(a, R̂σ) ≤ k − 2. Due to
P-isotopy invariance, we can build R̂σ from the picture a · T by repeatedly smoothing a
crossing and then applying a P-isotopy within B to guarantee minimal crossing number
until we have obtained a picture as prescribed by σ. Number the crossings in a · T as
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1, 2, . . . , k as above. Choose i, j such that σ(i) = +1 and σ(j) = −1. After smoothing at
crossings i and j, we perform a P-isotopy to pull away a strand. Which direction we pull
the strand is in determined by whether i > j or i < j. Case (1) is depicted in Figure A.7
and case (2) is depicted in Figure A.8.
Figure A.7: i > j on the left and i < j on the right.
Figure A.8: i > j on the left and i < j on the right.
Now the local picture of a · T after applying the above process has a intersecting k − 2
strands of T , and therefore µ(a, R̂σ) ≤ k − 2.
Remark A.1.7. This completes the proof of Proposition A.1.1.
A.2 S is a domain
For this section we set the base ringR to be a commutative domain (not necessarily Noethe-
rian) with distinguished invertible element q1/2.
Lemma A.2.1. Let a be an essential P-arc. Then a is not a zero divisor inS .
Proof. Consider x ∈ S such that ax = 0. Extend inq,a to an R-linear map ofS . We may
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write x uniquely as a finite sum
x =
∑
Tj∈supp(x)
λjTj
with 0 6= λj ∈ R and Tj essential P-tangles. Then
0 = ax =
∑
Tj∈supp(x)
λjaTj =
∑
Tj∈supp(x)
λj(q
njγa(Tj) + lower order terms in q)
Let M = maxTj∈supp(x){degq(λj) +nj}, where degq(λj) is the exponent of the highest
degree q factor in λj , and N = maxTj∈supp(x){µ(a, Tj)}. Then because inq,a drops all
terms not of maximal q-degree and a-crossing number, we may ignore such terms in the
summation and have that
0 = inq,a(az) =
∑
Tj∈supp(x)
degq(λj+nj)=M
µ(a,Tj)=N
inq,a(λj)γa(Tj)
Then because γa is an injection and essential P-tangles form an R-basis, the elements
[γa(Tj)] are linearly independent over R. Since inq,a(λj) must be nonzero, we must have
that supp(x) is empty, and therefore x = 0. Thus a is not a left zero divisor. In addition,
since a is reflection invariant, a is also not a right zero divisor.
Corollary A.2.2. Let (Σ,P) be a marked surface. ThenS (Σ,P) is a domain.
Proof. Lemma A.2.1 implies thatS has no zero divisors by [Mul16, Corollary 6.11].
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APPENDIX B
CHEBYSHEV-FROBENIUS HOMOMORPHISM FOR THE MARKED DISK
In this Appendix, we prove directly that the Chebyshev-Frobenius homomorphism Φξ as
given in Chapter 8 is well-defined on the disk with four marked points, denoted (Ω,P).
This is done by investigating how the skein relations apply to intersecting P-arcs raised
to the N th power, resulting in 2N2 terms, most of which then either equal zero due to the
trivial arc relation or cancel when the quantum parameter ξ4 is a root of unity of order N .
This exercise reveals intuition on how the Chebyshev-Frobenius homomorphism be-
haves for P-arcs at the level of the skein algebra without involving the Muller algebra
technique we used to prove the existence of the homomorphism. Throughout this section
we write Sq := Sq(Ω,P). Our base ring is either Z[q±1/2] when dealing with an indeter-
minate q, or C when we set q to be a root of unity ξ.
For ξ a primitive root of unity, N := ord(ξ4), and ε := ξN2 , we prove the following
equality inSε.
Figure B.1: The skein relation that must be satisfied.
We label the single component P-arcs in (Ω,P) as in Figure B.2.
Figure B.2: Labels of the P-arcs in (Ω,P).
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Lemma B.0.1. Let the base ring be R = Z[q1/2] and let N be a positive integer. Then in
Sq we have that
xNyN = q−N
2
aNcN
N∑
j=0
(
N
j
)
q4
q2j
2
(bda−1c−1)j.
Proof. The set of crossings in the product xNyN inSq naturally form an N ×N grid. We
label each crossing with the index (i, j), i, j = 1, . . . , N , denoting row and column. Thus,
using skein relations, xNyN resolves as a sum of 2N2 terms, one for each way of filling the
N × N grid with +’s and −’s to represent positive or negative crossings. This is known
as the state sum picture of the Kauffman bracket skein relations [Kau87]. However, many
of these terms will turn out to be zero by the trivial arc relation. Consider the set of all
resolutions of crossings which have a + in the top left corner, as shown the example of
x4y4 in Figure B.3.
Figure B.3: x4y4 with the (1, 1) crossing resolved to be positive.
Figure B.4: x4y4 with the (1, 1) crossing resolve to be positive and the (2, 1) crossing
resolved to be negative.
Then, if crossing (2, 1) is made to be negative, the strand marked with ? in Figure
B.4 will be set to 0 and therefore any term with a + crossing in the (1, 1) position and a
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− crossing in the (2, 1) position will vanish. Thus, if the (1, 1) crossing is +, the (2, 1)
crossing must be + as well in order for the associated term to not vanish. Continuing
inductively, this means that the entire first column of the grid must consist of + crossings
in order for the term to not vanish.
+
implies
+
+
+
+
.
Similarly, looking to the right of the (1, 1) crossing, if the (1, 2) crossing is negative then a
trivial arc will be obtained and the entire term will vanish. So by the same logic as the first
column, the entire first row of crossings must be positive as well.
+
+
+
+
implies
+ + + +
+
+
+
.
Thus, the only nonvanishing term that has a + crossing in the (1, 1) position is given by
q2N−1bdxN−1yN−1 (the other terms obtained by resolving the remaining crossings are “con-
tained” in xN−1yN−1). Following similar logic as for the + crossing, if the (1, 1) crossing
is −, then the crossings to the right of the (1, 1) crossing are also forced to be −, and then
the crossings in the N th column are forced to be − as well in order for the term to not
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vanish.
−
implies
− − − −
implies
− − − −
−
−
−
.
Thus we have that
xNyN = q2N−1bdxN−1yN−1 + q1−2NacxN−1yN−1.
Proceeding inductively,
xNyN =
N−1∏
j=0
(q2N−1−2jbd+ q1−2N+2jac).
Next we note that both b and d commute with the product ac. Working in the division
algebra S˜q, we can write
N−1∏
j=0
(q2N−1−2jbd+ q1−2N+2jac) =
N−1∏
j=0
q1−2N+2jac(1 + q2(2N−1−2j)bda−1c−1)
=
(
N−1∏
j=0
q1−2N+2j
)
aNcN×(
N−1∏
j=0
(1 + q2(2N−1−2j)bda−1c−1)
)
= q−N
2
aNcN
N−1∏
j=0
(1 + q2(2N−1−2j)bda−1c−1).
For a variable u, we write (1+u)nq to represent the product (1+u)(1+qu) · · · (1+qn−1u) =
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∏n−1
j=0 (1 + q
ju). It is a formula of Gauss that tells us
(1 + u)nq =
n∑
j=0
n
j

q
q
j(j−1)
2 uj.
Consider u = bda−1c−1. Then we have that
(1 + q2u)Nq4 =
N−1∏
j=0
(1 + q2+4ju) =
N−1∏
j=0
(1 + q2(2N−1−2j)u).
Then
xNyN = q−N
2
aNcN(1 + q2u)Nq4 = q
−N2aNcN
N∑
j=0
N
j

q4
q2j(j−1)q2juj
= q−N
2
aNcN
N∑
j=0
N
j

q4
q2j
2
uj.
Corollary B.0.2. If we set q = ξ then
N
j

ξ4
= 0 for all 1 ≤ j ≤ N − 1 since ξ4 is a
primitive root of unity of order N by Corollary 3.3.2. Thus, inSξ, we have that
xNyN = ε−1aNcN + ε−1aNcNε2(bda−1c−1)N = ε−1aNcN + εbNdN ,
which is the expression shown in Figure B.1. Therefore the Chebyshev-Frobenius homo-
morphism Φξ : Sε → Sξ satisfies the skein relation and so is well-defined.
144
REFERENCES
[AF17] Nel Abdiel and Charles Frohman. “The localized skein algebra is Frobenius”.
In: Algebr. Geom. Topol. 17.6 (2017), pp. 3341–3373.
[Ale28] J. W. Alexander. “Topological invariants of knots and links”. In: Trans. Amer.
Math. Soc. 30.2 (1928), pp. 275–306.
[Bae27] Reinhold Baer. “Kurventypen auf Flachen”. In: J. Reine Angew. Math. 156
(1927), pp. 231–246.
[Bae28] Reinhold Baer. “Isotopie von Kurven auf orientierbaren, geschlossenen
Flachen und ihr Zusammenhang mit der topologischen Deformation der
Flachen”. In: J. Reine Angew. Math. 159 (1928), pp. 101–116.
[BF16] Maissam Barkeshli and Michael Freedman. “Modular transformations through
sequences of topological charge projections”. In: Physical Review B 94.16
(2016), p. 165108.
[Bla+95] C. Blanchet et al. “Topological quantum field theories derived from the Kauff-
man bracket”. In: Topology 34.4 (1995), pp. 883–927.
[Bon17] Francis Bonahon. “Miraculous cancellations for quantum SL2”. In: arXiv
preprint arXiv:1708.07617 (2017).
[Bul97] Doug Bullock. “Rings of SL2(C)-characters and the Kauffman bracket skein
module”. In: Comment. Math. Helv. 72.4 (1997), pp. 521–542.
[BW11] Francis Bonahon and Helen Wong. “Quantum traces for representations of
surface groups in SL2(C)”. In: Geom. Topol. 15.3 (2011), pp. 1569–1615.
[BW16a] Francis Bonahon and Helen Wong. “Representations of the Kauffman bracket
skein algebra I: invariants and miraculous cancellations”. In: Invent. Math.
204.1 (2016), pp. 195–243.
[BW16b] Francis Bonahon and Helen Wong. “The Witten-Reshetikhin-Turaev repre-
sentation of the Kauffman bracket skein algebra”. In: Proc. Amer. Math. Soc.
144.6 (2016), pp. 2711–2724.
[CM12] Laurent Charles and Julien Marche. “Multicurves and regular functions on the
representation variety of a surface in SU(2)”. In: Comment. Math. Helv. 87.2
(2012), pp. 409–431.
145
[Con70] J. H. Conway. “An enumeration of knots and links, and some of their algebraic
properties”. In: Computational Problems in Abstract Algebra (Proc. Conf., Ox-
ford, 1967). Pergamon, Oxford, 1970, pp. 329–358.
[DG11] Tudor Dimofte and Sergei Gukov. “Quantum field theory and the volume con-
jecture”. In: Chern-Simons gauge theory: 20 years after. Vol. 50. AMS/IP
Stud. Adv. Math. Amer. Math. Soc., Providence, RI, 2011, pp. 19–42.
[DKP93] C. De Concini, V. G. Kac, and C. Procesi. “Some remarkable degenerations of
quantum groups”. In: Comm. Math. Phys. 157.2 (1993), pp. 405–427.
[DP93] C. De Concini and C. Procesi. “Quantum groups”. In: D-modules, representa-
tion theory, and quantum groups (Venice, 1992). Vol. 1565. Lecture Notes in
Math. Springer, Berlin, 1993, pp. 31–140.
[Eps66] D. B. A. Epstein. “Curves on 2-manifolds and isotopies”. In: Acta Math. 115
(1966), pp. 83–107.
[FC99] V. V. Fok and L. O. Chekhov. “Quantum Teichmller spaces”. In: Teoret. Mat.
Fiz. 120.3 (1999), pp. 511–528.
[FG00] Charles Frohman and Razvan Gelca. “Skein modules and the noncommutative
torus”. In: Trans. Amer. Math. Soc. 352.10 (2000), pp. 4877–4888.
[FHS82] Michael Freedman, Joel Hass, and Peter Scott. “Closed geodesics on sur-
faces”. In: Bull. London Math. Soc. 14.5 (1982), pp. 385–391.
[FKL19a] Charles Frohman, Joanna Kania-Bartosynska, and Thang Le. “Dimension
and Trace of the Kauffman Bracket Skein Algebra”. In: arXiv preprint
arXiv:1902.02002 (2019).
[FKL19b] Charles Frohman, Joanna Kania-Bartoszynska, and Thang Le. “Unicity for
representations of the Kauffman bracket skein algebra”. In: Invent. Math.
215.2 (2019), pp. 609–650.
[Fre98] Michael H. Freedman. “P/NP, and the quantum field computer”. In: Proc. Natl.
Acad. Sci. USA 95.1 (1998), pp. 98–101.
[FST08] Sergey Fomin, Michael Shapiro, and Dylan Thurston. “Cluster algebras and
triangulated surfaces. I. Cluster complexes”. In: Acta Math. 201.1 (2008),
pp. 83–146.
[Gru07] Peter M. Gruber. Convex and discrete geometry. Vol. 336. Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences]. Springer, Berlin, 2007, pp. xiv+578. ISBN: 978-3-540-71132-2.
146
[GW04] K. R. Goodearl and R. B. Warfield Jr. An introduction to noncommutative
Noetherian rings. Second. Vol. 61. London Mathematical Society Student
Texts. Cambridge University Press, Cambridge, 2004, pp. xxiv+344. ISBN:
0-521-83687-5; 0-521-54537-4.
[Jon85] Vaughan F. R. Jones. “A polynomial invariant for knots via von Neumann
algebras”. In: Bull. Amer. Math. Soc. (N.S.) 12.1 (1985), pp. 103–111.
[Kas98] R. M. Kashaev. “Quantization of Teichmuller spaces and the quantum diloga-
rithm”. In: Lett. Math. Phys. 43.2 (1998), pp. 105–115.
[Kau02] Louis H. Kauffman. “Quantum topology and quantum computing”. In: Quan-
tum computation: a grand mathematical challenge for the twenty-first century
and the millennium (Washington, DC, 2000). Vol. 58. Proc. Sympos. Appl.
Math. Amer. Math. Soc., Providence, RI, 2002, pp. 273–303.
[Kau87] Louis H. Kauffman. “State models and the Jones polynomial”. In: Topology
26.3 (1987), pp. 395–407.
[KC02] Victor Kac and Pokman Cheung. Quantum calculus. Universitext. Springer-
Verlag, New York, 2002, pp. x+112. ISBN: 0-387-95341-8.
[Kit03] A. Yu. Kitaev. “Fault-tolerant quantum computation by anyons”. In: Ann.
Physics 303.1 (2003), pp. 2–30.
[KY15] Vadym Kliuchnikov and Jon Yard. “A framework for exact synthesis”. In:
arXiv preprint arXiv:1504.04350 (2015).
[Le06] Thang T. Q. Le. “The colored Jones polynomial and the A-polynomial of
knots”. In: Adv. Math. 207.2 (2006), pp. 782–804.
[Le15] Thang T. Q. Le. “On Kauffman bracket skein modules at roots of unity”. In:
Algebr. Geom. Topol. 15.2 (2015), pp. 1093–1117.
[Le18a] Thang T. Q. Le. “On positivity of Kauffman bracket skein algebras of sur-
faces”. In: Int. Math. Res. Not. IMRN 5 (2018), pp. 1314–1328.
[Le18b] Thang T. Q. Le. “On positivity of Kauffman bracket skein algebras of sur-
faces”. In: Int. Math. Res. Not. IMRN 5 (2018), pp. 1314–1328.
[Le18c] Thang T. Q. Le. “Triangular decomposition of skein algebras”. In: Quantum
Topol. 9.3 (2018), pp. 591–632.
[Le19] Thang T. Q. Le. “Quantum Teichmuller spaces and quantum trace map”. In: J.
Inst. Math. Jussieu 18.2 (2019), pp. 249–291.
147
[Liu09] Xiaobo Liu. “The quantum Teichmuller space as a noncommutative algebraic
object”. In: J. Knot Theory Ramifications 18.5 (2009), pp. 705–726.
[LPa] Thang T. Q. Le and Jonathan Paprocki. “Kauffman bracket skein algebras are
maximal orders”. In preparation.
[LPb] Thang T. Q. Lł and Jonathan Paprocki. “On Kauffman bracket skein modules
of marked 3-manifolds and the Chebyshev-Frobenius homomorphism”. In: Al-
gebr. Geom. Topol. (), to appear.
[Mar11] Julien Marche. “The Kauffman skein algebra of a surface at
√−1”. In: Math.
Ann. 351.2 (2011), pp. 347–364.
[MR01] J. C. McConnell and J. C. Robson. Noncommutative Noetherian rings. Re-
vised. Vol. 30. Graduate Studies in Mathematics. With the cooperation of L.
W. Small. American Mathematical Society, Providence, RI, 2001, pp. xx+636.
ISBN: 0-8218-2169-5.
[Mul16] Greg Muller. “Skein and cluster algebras of marked surfaces”. In: Quantum
Topol. 7.3 (2016), pp. 435–503.
[Ost21] A. M. Ostrowski. “Uber die Bedeutung der Theorie der konvexen Polyeder
fur die formale Algebra”. In: Jahresberichte Deutsche Math. Verein 20 (1921),
pp. 98–99.
[Pen12] Robert C. Penner. Decorated Teichmuller theory. QGM Master Class Series.
With a foreword by Yuri I. Manin. European Mathematical Society (EMS),
Zrich, 2012, pp. xviii+360. ISBN: 978-3-03719-075-3.
[Pro76] C. Procesi. “The invariant theory of n × n matrices”. In: Advances in Math.
19.3 (1976), pp. 306–381.
[Prz99] Jozef H. Przytycki. “Fundamentals of Kauffman bracket skein modules”. In:
Kobe J. Math. 16.1 (1999), pp. 45–66.
[PS00] Jozef H. Przytycki and Adam S. Sikora. “On skein algebras and Sl2(C)-
character varieties”. In: Topology 39.1 (2000), pp. 115–148.
[PS19] Jozef H. Przytycki and Adam S. Sikora. “Skein algebras of surfaces”. In:
Trans. Amer. Math. Soc. 371.2 (2019), pp. 1309–1332.
[Sal99] David J. Saltman. Lectures on division algebras. Vol. 94. CBMS Regional
Conference Series in Mathematics. 1999, pp. viii+120. ISBN: 0-8218-0979-2.
148
[Sik04] Adam S. Sikora. “Skein modules at the 4th roots of unity”. In: J. Knot Theory
Ramifications 13.5 (2004), pp. 571–585.
[Sim94a] Carlos T. Simpson. “Moduli of representations of the fundamental group of
a smooth projective variety. I”. In: Inst. Hautes Etudes Sci. Publ. Math. 79
(1994), pp. 47–129.
[Sim94b] Carlos T. Simpson. “Moduli of representations of the fundamental group of
a smooth projective variety. II”. In: Inst. Hautes Etudes Sci. Publ. Math. 80
(1994), 5–79 (1995).
[Thu14] Dylan Paul Thurston. “Positive basis for surface skein algebras”. In: Proc.
Natl. Acad. Sci. USA 111.27 (2014), pp. 9725–9732.
[Tur88] V. G. Turaev. “The Conway and Kauffman modules of a solid torus”. In: Zap.
Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 167.Issled. Topol.
6 (1988), pp. 79–89, 190.
[Tur91] Vladimir G. Turaev. “Skein quantization of Poisson algebras of loops on sur-
faces”. In: Ann. Sci. Ecole Norm. Sup. (4) 24.6 (1991), pp. 635–704.
[VV90] Herman Verlinde and Erik Verlinde. “Conformal field theory and geometric
quantization”. In: Superstrings ’89 (Trieste, 1989). World Sci. Publ., River
Edge, NJ, 1990, pp. 422–449.
[Wan10] Zhenghan Wang. Topological quantum computation. Vol. 112. CBMS Re-
gional Conference Series in Mathematics. American Mathematical Society,
Providence, RI, 2010, pp. xiv+115. ISBN: 978-0-8218-4930-9.
[Wit89] Edward Witten. “Quantum field theory and the Jones polynomial”. In: Comm.
Math. Phys. 121.3 (1989), pp. 351–399.
[Wit90] Edward Witten. “The central charge in three dimensions”. In: Physics and
mathematics of strings. World Sci. Publ., Teaneck, NJ, 1990, pp. 530–559.
149
VITA
Jonathan Paprocki was born in March 1989 in Lapeer, MI, and is known by his friends as
“Poprox”. He graduated with Highest Honors from the Georgia Institute of Technology
in 2011 with a B.S. in Applied Mathematics and a B.S. in Physics, then with a Ph.D. in
Mathematics in 2019.
His academic interests include mathematical physics, quantum topology, quantum com-
puting, distributed systems, biomimicry, regenerative agriculture, categorical informatics,
cybernetics, complex systems, and philosophy of physics and mathematics. The two scien-
tists whose work most inspires him are mathematician Louis Kauffman and physicist John
Wheeler. In his free time he enjoys artistic pursuits, especially in the context of the regional
Burning Man community with the open-ended Survey Flags project.
150
