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A GENERAL FRAMEWORK FOR CONSTRUCTING AND
ANALYZING MIXED FINITE VOLUME METHODS ON
QUADRILATERAL GRIDS: THE OVERLAPPING COVOLUME CASE∗
SO-HSIANG CHOU† , DO Y. KWAK‡ , AND KWANG Y. KIM‡
SIAM J. NUMER. ANAL. c© 2001 Society for Industrial and Applied Mathematics
Vol. 39, No. 4, pp. 1170–1196
Abstract. We present a general framework for constructing and analyzing finite volume methods
applied to the mixed formulation of second-order elliptic problems on quadrilateral grids. The control
volumes, or covolumes, in the grids overlap. An overlapping finite volume method of this type was
first introduced by Russell in [T. F. Russell, Tech. report 3, Reservoir Simulation Research Corp.,
Tulsa, OK, 1995] and was tested for a variety of problems on rectangular and quadrilateral grids in
[Z. Cai et al., Comput Geosci., 1 (1997), pp. 289–315]. Later in [S. H. Chou and D. Y. Kwak, SIAM
J. Numer. Anal., 37 (2000), pp. 758–771], Chou and Kwak reformulated it as their mixed covolume
method and proved optimal order error estimates using the covolume methodology from [S. H. Chou,
Math. Comp., 66 (1997), pp. 85–104] and [S. H. Chou and D. Y. Kwak, SIAM J. Numer. Anal.,
35 (1998), pp. 494–507]. However, their treatment was restricted to the case of diagonal coefficient
tensor and rectangular grids since a different approach was needed for the quadrilateral (distorted
rectangular) case. In this paper we give a new framework, which can handle not only the rectangular
anisotropic case but also the anisotropic and irregular grid cases in which the locally supported test
functions are images of the natural unit coordinate vectors under the Piola transformation. Our
theory sheds light on how to create new test functions using quadratures and now covers Russell’s
quadrilateral case.
Key words. covolume method, mixed finite element, MAC, control volume finite element
method, control volume, finite volume element, error estimate, porous media
AMS subject classifications. 65N30, 65N22, 65F10
PII. S003614290037544X
1. Introduction. Consider the following second-order elliptic boundary value
problem on a bounded polygonal domain Ω in R2 with the boundary ∂Ω:{
−div(K(x)∇p+ b(x)p) + c(x)p = f in Ω,
(K∇p+ bp) · n = 0 on ∂Ω.(1.1)
Here n is the outward unit normal vector to ∂Ω, and the coefficient K is a symmetric
and uniformly positive-definite matrix; i.e., there exist two positive constants α1 and
α2 such that
α1ξ
T ξ ≤ ξTK(x)ξ ≤ α2ξT ξ ∀ξ ∈ R2, x ∈ Ω.(1.2)
For brevity we will often omit dependency of the coefficients K,b, and c on the space
variable x.
In some applications, such as mathematical modeling of fluid flow in a porous
media or current flow in semiconductor devices, it is often more important to gain
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MIXED FINITE VOLUME METHODS 1171
accurate approximation for the vector variable u = −(K∇p + bp) rather than the
scalar variable p itself. For this reason we rewrite the problem (1.1) as a system of
first-order partial differential equations
K−1u+∇p+ βp = 0 in Ω,(1.3a)
divu+ cp = f in Ω,(1.3b)
u · n = 0 on ∂Ω,(1.3c)
where we set β = K−1b. The first equation of (1.3) represents the Darcy law if b = 0,
and so in what follows we shall refer to u and p as the velocity and the pressure
variables, resp., as in mathematical modeling of fluid flow in porous media. The
homogeneous Neumann condition corresponds to a no-flow condition on the boundary,
which is natural for our application here, but all the results in this paper hold for the
Dirichlet condition as well.
Now let us introduce the function spaces
H(div; Ω) = {v ∈ (L2(Ω))2 : divv ∈ L2(Ω)},(1.4)
V = {v ∈ H(div; Ω) : u · n = 0 on ∂Ω},(1.5)
W = L2(Ω).(1.6)
Then the associated weak formulation for (1.3) is to find (u, p) ∈ V ×W such that
(K−1u,v)− (divv, p) + (βp,v) = 0 ∀v ∈ V,(1.7a)
(divu, w) + (cp, w) = (f, w) ∀w ∈W,(1.7b)
where (·, ·) denotes the standard inner product in L2(Ω) or (L2(Ω))2. In the case
c ≡ 0, we take W = L20(Ω) = {w ∈ L2(Ω) :
∫
Ω
w = 0} for compatibility.
The standard mixed finite element method chooses a pair of finite element spaces
Vh ×Wh ⊂ V ×W satisfying the inf-sup condition which by now is relatively well
understood, at least in the case of smooth and isotropic K; for example, see [2,
13, 15, 27] and references therein. On the other hand, in recent years attempts in
[4, 7, 10, 21, 25], among others, have been made to develop a parallel theory for
mixed finite volume methods. Depending on how they are interpreted, these methods
are referred to as mixed covolume methods (a name preferred by us), mixed control
volume methods, and mixed balance methods. Regardless of physical interpretations,
mathematically this class of methods can be analyzed as Petrov–Galerkin methods
with the trial space being related to typical finite element spaces, and the test space
being related to finite volumes. Based on early results of Chou and Kwak [6, 7, 8], a
unified framework is given in [12] for a number of finite volume or covolume schemes,
relating all these schemes to the standard mixed finite element method via an injective
transfer operator γh between the trial space Vh and the corresponding test spaces Yh
(e.g., piecewise constant vectors, characteristic functions of finite volumes, etc.). More
specifically, all the covolume schemes satisfy the problem of finding uh ∈ Vh; ph ∈Wh
such that
(K−1uh, γhv) + b(γhv, ph) + (βph, γhv) = 0 ∀v ∈ Vh,(1.8a)
(divuh, w) + (cph, w) = (f, w) ∀w ∈Wh,(1.8b)
where the bilinear form b is related to the divergence term. Comparing this with the
mixed finite element method associated with the problem (1.7), one sees the similarity.
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1172 SO–HSIANG CHOU, DO Y. KWAK, AND KWANG Y. KIM
Thus the most important factor in the above framework is the construction of the
operator γh and test spaces that will maintain optimal order convergence rates, and
superconvergence results in Sobolev spaces, when compared with the corresponding
mixed finite element methods. For the nonoverlapping covolume case (see below for
the definition) the theory is relatively complete (the main issues are settled). One
objective of this paper is to develop a theory for the overlapping covolume case, where
the concept of a vector test space must go beyond the simple idea of characteristic
functions of finite volumes and where the transfer operator must go beyond the simple
idea of lumping.
1.1. The covolume concept. Covolume schemes are popular [5, 18, 23] in prac-
tical fluid mechanics computations due to their conservative properties; namely, they
represent discrete analogues of the underlying physical conservation laws dictating
the behavior of the fluid system. For instance, if the main variables of interest of the
underlying fluid system consist of a state variable (concentration, temperature, pres-
sure, etc.) and a flux variable (gradient of the state variable), the covolume method
then uses two partitions of the fluid domain to find approximations of these two vari-
ables. A conservation law on the primal volumes is used for the state variable and a
constitutive law on the dual volumes or covolumes is used for the flux variable. In
the case of porous media flow the conservation law for the primal volumes is the mass
conservation law, and the constitutive law for the covolumes is the Darcy law. Origi-
nally, covolume methods were interpreted as finite difference methods on an irregular
network in fluid dynamics that compute only the normal components of the velocity
variable. (See the survey paper [23] by Nicolaides, Porsching, and Hall for literature
up to 1995.) Later Chou [6] connected covolume methods to the mixed finite element
method framework in the case of the Stokes equations.
1.2. Need for analysis of the overlapping covolume case. We now briefly
describe how the methodology in [6] was adapted to study elliptic problems. Let Qh
be a (primal) partition of the fluid domain into a union of triangles or quadrilaterals.
In the standard mixed finite element method, one would use only Qh to define the
discrete weak formulation associated with (1.7). In covolume methods, one uses two
partitions: a primal partition Qh on which the local mass conservation law (1.3b)
holds and a dual partition Q′h (a union of covolumes) over which (1.3a) holds in
the average sense. The most well-known example is the MAC (Marker and Cell)
scheme [19] that uses two staggered rectangular grids. In general, we can classify
covolume methods into overlapping and nonoverlapping types according to whether
or not covolumes overlap.
For example, we have nonoverlapping covolumes in Figure 1. In the top figure the
primal partition is the union of rectangles. A typical interior covolume in the dual
partition is the dashed quadrilateral, the closure of the union of the two triangles
T+E ∪ T−E sharing the common side E. The two vertices in the interiors of the two
rectangles are their centers. Note that each edge E of the primal element corresponds
to a covolume. On the boundary the covolume is either a T+E or a T
−
E . The bottom
figure has a similar interpretation. Such covolume methods were analyzed in [6, 8, 9]
and finally presented in a unified manner in [12]. On the other hand, in Figure 2, the
dashed covolumes are overlapping. This type of staggered grid is also adopted in the
MAC method and is particularly of interest in oil recovery simulations. A logically
rectangular (quadrilateral) case is further shown in Figure 3. It can be viewed as a
distorted figure of the two bottom rectangles in Figure 2.
D
ow
nl
oa
de
d 
08
/0
5/
14
 to
 1
29
.1
.6
2.
22
1.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
MIXED FINITE VOLUME METHODS 1173
-
E
+
T
E
T
E
E
-
E
+
T
ET
Fig. 1. Primal and dual domains; the dual element (covolume) Q′E = T
+
E ∪ E ∪ T−E .
Qi,j
ci,j
Qi+1/2,j
Q
i,j+1/2
ci+1/2,j
c
i,j-1/2
ci,j+1/2
c
i-1/2,j
Fig. 2. Dual domain with overlapping covolumes. The dashed boxes Qi+1/2 and Qi,j+1/2 are
covolumes; ci+1/2,j and ci,j+1/2 are the midpoints of the edges of the primal volume Qi,j whose
center is ci,j .D
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Fig. 3. Primal and dual domains.
Interested in providing a new simulation scheme for complex reservoir systems,
Russell [25] designed a “control volume finite element” method for the mixed system
(1.3) on quadrilateral grids. The method is considered a natural generalization of
the traditional rectangular case. He and his coworkers carried out various numerical
experiments which show the robustness of the scheme [4, 20]. However, no rigorous
error analysis was given. Later in [9], Chou and Kwak, observing the similarity
between Russell’s method and the covolume method, reformulated his scheme using
the covolume methodology from [6, 8, 9] and proved optimal order error estimates for
it by comparing the method with the standard mixed finite element method. However,
it became clear that there was a major obstacle in extending the techniques of [9] to
the quadrilateral case due to the presence of the Piola transformation. In addition,
the old idea of using characteristic functions to choose control volumes is no longer
correct and the transfer operator mentioned previously was much harder to capture
or define. A new approach is called for.
In this paper we extend the covolume approach to quadrilateral grids, or for that
matter, to grids defined through a common master domain. We again use the covol-
ume methodology of Chou to maintain the general mixed covolume formulation (1.8),
but our main theoretical tool for error analysis will be to develop global estimates
similar to that of Douglas and Roberts [13].
Let us give a brief explanation of the role of the quadrilateral grids in the reservoir
simulation. Early methods and codes in the field are mostly of the finite difference
type [24]; later the finite element type began to emerge [14]. Thus, the natural second
step was to go from rectangular grids to the logically rectangular (quadrilateral) case
in two or three space dimensions. On the finite element side, Thomas’s parallelogram
grids [26] appeared in 1977 and Wang–Mathew’s theory [30] on quadrilateral Raviart–
Thomas spaces in 1994. On the finite volume side, the first true quadrilateral case
consistent with the old finite difference approach on rectangular grids seems to be
first proposed by Russell [25]. The present paper is a natural next step in setting up
a theoretical basis.
It is important to point out that the greatest advantages of mixed finite element or
volume methods occur when the tensor K is strongly heterogeneous or discontinuous
(e.g., piecewise constant with discontinuities at edges of primal elements). This is
when these methods yield substantially better fluxes than standard schemes, such
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MIXED FINITE VOLUME METHODS 1175
as Galerkin methods. For the important Darcy flow case b ≡ 0, our results cover
the discontinuous full tensor case (see Remarks 6.1–6.2 and Theorem 6.7). However,
for the general convection-diffusion case (b, c not identically zero), our theoretical
convergence results (e.g., Theorem 6.5 below) in this paper require K ∈ W 1,∞. Of
course, we can also obtain superconvergence results under the smooth assumption.
For homogeneous or smooth K, mixed methods are generally not worth the overhead
of solving for two variables instead of one. A very effective and inexpensive local
flux recovery procedure based only on standard Galerkin methods can be found in
Chou and Tang [11]. The flux thus obtained has the good feature of conserving mass
elementwise.
The rest of the paper is organized as follows. In the next section we introduce
some notation about the quadrilateral grids which will be used throughout the paper.
In section 3, we show how to define the test function spaces in conjunction with the
transfer operator and the Piola transformation from the reference rectangle to the
quadrilateral grids. It is shown that the essential properties of the transfer operator
are coercivity and strong and weak approximabilities. These are also important for
deriving error estimates. In section 4 we describe and reformulate the mixed covolume
method in Galerkin form. Then we establish some lemmas in section 5 and prove
optimal error estimates for the mixed covolume method using the duality argument
of Douglas and Roberts in section 6. We analyze Russell’s scheme as a modification
of our mixed covolume method in section 7. Finally, in the appendix we show how
the anisotropic rectangular case is also solved.
2. Quadrilateral grids. Let Qh be a partition of Ω into convex quadrilaterals
with diameters less than or equal to h. The intersection, if any, of any two (closed)
quadrilaterals in the partition must consist of entirely their own common edges. The
partition is thus logically rectangular in the sense that each quadrilateral has unique
eastern, western, northern, and southern adjacent neighbors if they exist. Hence one
can write Qh = {Qi,j}, indexed by two indices. (This type of simple logic feature is
particularly attractive when it comes to coding the three-dimensional case.)
The eastern (resp., northern) and the western (resp., southern) edges of Qi,j are
denoted by
ei±1/2,j = ∂Qi,j ∩ ∂Qi±1,j , (resp., ei,j±1/2 = ∂Qi,j ∩ ∂Qi,j±1),
with e
(1)
i,j (resp., e
(2)
i,j ) as the line segment joining their midpoints. The volume formed
by the left-hand quadrilateral between the edges e
(2)
i,j and ei+1/2,j and the right-hand
quadrilateral between the edges e
(2)
i+1,j and ei+1/2,j is denoted by Qi+1/2,j (cf. Figure
3). The volume Qi,j+1/2 is defined in a similar way.
Let xˆ = (xˆ, yˆ) and x = (x, y). We take the unit square Qˆ = [0, 1] × [0, 1] as the
reference element in the xˆyˆ-plane with vertices denoted by
xˆ1 = (0, 0), xˆ2 = (1, 0), xˆ3 = (1, 1), xˆ4 = (0, 1).
Let Q be a convex quadrilateral with the xi’s of the vertices placed counterclockwise.
Then there exists a unique invertible bilinear transformation FQ which maps Qˆ onto
Q and satisfies
xi = FQ(xˆi), i = 1, 2, 3, 4.
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1176 SO–HSIANG CHOU, DO Y. KWAK, AND KWANG Y. KIM
In fact, it is given by
x = FQ(xˆ) = x1 + x21xˆ+ x41yˆ + gxˆyˆ,(2.1)
where we set
xij = xi − xj , g = x12 + x34.
By a simple calculation it is easy to see that the Jacobian matrix JQ of FQ is
given by
JQ =
(
∂x
∂xˆ
∂x
∂yˆ
∂y
∂xˆ
∂y
∂yˆ
)
= (x21 + gyˆ,x41 + gxˆ).(2.2)
Denote by Si the subtriangle of Q with vertices xi−1,xi, and xi+1 (x0 = x4). Let
hQ be the diameter of Q and ρQ = 2min1≤i≤4 {diameter of a circle inscribed in Si}.
Throughout the paper we assume a regular family of partitions Q = {Qh}; i.e., there
exists a positive constant σ, independent of h, such that
hQ
ρQ
≤ σ ∀Q ∈ Qh,∀Qh ∈ Q.(2.3)
The following upper bounds can be found, e.g., in [17]:
‖JQ‖∞,Qˆ ≤ ChQ, ‖J−1Q ‖∞,Q ≤ Ch−1Q ,(2.4)
where ‖M‖∞,K := supx∈K ‖M(x)‖, the supremum of the spectral norm of the matrix
function M . Hereafter C will denote a generic positive constant which is independent
of h. It may have different values in different places, especially when used in proof.
Simple calculation shows that the determinant JQ = detJQ is a linear function
of xˆ and yˆ:
JQ(xˆ, yˆ) = α+ βxˆ+ γyˆ,(2.5)
where
α = det(x21,x41), β = det(x21,g), γ = det(g,x41).
The area of the quadrilateral Q is equal to JQ(1/2, 1/2), since we have by the midpoint
rule that
|Q| =
∫
Q
dxdy =
∫ 1
0
∫ 1
0
JQ(xˆ, yˆ) dxˆdyˆ = JQ(1/2, 1/2).(2.6)
The following upper bounds for the L∞-norm of the functions JQ and J−1Q also can
be found in [17]:
|JQ|∞,Qˆ ≤ Ch2Q, |J−1Q |∞,Q ≤ Ch−2Q .(2.7)
Furthermore, we shall assume throughout the paper that each quadrilateral in the
family of partitions is almost parallelogram :‖g‖ = O(h2Q). In other words,
the distance between the midpoints of the two diagonals of Q is O(h2Q).(2.8)
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MIXED FINITE VOLUME METHODS 1177
This condition is easily satisfied if the partitions are obtained by symmetric refinement
of quadrilaterals via bisection on edges. A simple consequence of the condition (2.8)
that we will use for proving superconvergence results is
|β|+ |γ| ≤ Ch3Q.(2.9)
Remark 2.1. It is well known that regularity is equivalent to the minimum angle
condition in the case of a partition with triangular elements. A similar result holds for
the regular quadrilateral family satisfying (2.8). Specifically, one needs to replace the
minimum angle condition with the following two conditions: the uniform boundedness
of hQ/h
′
Q, the ratios of diameter to shortest edge h
′
Q, and the existence of a positive
constant s independent of h such that | cos(θQ)| ≤ s < 1 for all Q with θQ being any
interior angle of Q.
Remark 2.2. Condition (2.8) is used to obtain superconvergence results. When
b ≡ 0 (Darcy flow case), our general optimal order convergence results below will be
valid for regular partitions without this condition.
In three dimensions the reference element becomes a unit cube, while its images
under the trilinear mappings are, in general, hexahedra with nonplanar faces [22].
A two-dimensional analogy would be to replace the bilinear transformation with a
smooth F whose images are curved quadrilaterals.
Remark 2.3. In particular, one may ask if there is a relation between the almost
parallelogram grid and a grid that results from a mapping of a uniform grid [1]. For
example, what should be the smoothness of the mapping? It is easy to see that such
a bijective mapping F : Ωˆ → Ω should be at least C2(Ωˆ ∪ ∂Ωˆ) to generate an almost
parallelogram grid. First, if we take F as the bilinear transformation from a square
block Ωˆ to a quadrilateral block, sending uniform meshes on Ωˆ to quadrilateral meshes
on Ω = F (Ωˆ). Then using the mean value theorem twice shows that (2.8) is valid
with the constant C dependent on the mixed second derivative of F . Hence an almost
parallelogram grid can be generated via uniform meshes. The familiar biquadratic
mapping as in the isoparametric family provides another example. Here Ωˆ is a square,
Ω = F (Ωˆ), and the points F (m) (m denotes the centers of the square elements in Ωˆ)
in each curved quadrilateral element K need to be kept within a distance of O(h2K)
from F˜ (m), the image of m under the corresponding bilinear transformation F˜ . See
Remark 2.1 and Ciarlet (page 247 of [3]).
The Piola transformation PQ transforms a vector-valued function on Qˆ to one on
Q by
v = PQvˆ = 1
J
J vˆ ◦ F−1,(2.10)
where we drop the subscript Q for brevity. This transformation preserves the H(div)
space on the reference element and has the following well-known properties (cf. [26],
[28], [30]): If we let pˆ = p ◦ F , then∫
Q
∇p · v dxdy =
∫
Qˆ
∇ˆpˆ · vˆ dxˆdyˆ,(2.11)
divv =
1
J
div vˆ.(2.12)D
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We also need the following lemma for error analysis.
Lemma 2.1. Let v and vˆ be related by (2.10). For regular partitions, there exist
positive constants C1 and C2 such that for every v ∈ (L2(Q))2, we have
C1‖v‖0,Q ≤ ‖vˆ‖0,Qˆ ≤ C2‖v‖0,Q.(2.13)
If the regular partition satisfies the almost parallelogram condition (2.8), then for every
v ∈ (H1(Q))2,
|v|1,Q ≤ C1h−1‖vˆ‖1,Qˆ, |vˆ|1,Qˆ ≤ C2h‖v‖1,Q.(2.14)
Proof. Since the first result can be derived in a trivial way by virtue of (2.4) and
(2.7), we show only the second one. To derive the left inequality, we begin with the
identity
∂v
∂x
=
∂
∂xˆ
(J
J
vˆ
)
∂xˆ
∂x
+
∂
∂yˆ
(J
J
vˆ
)
∂yˆ
∂x
≡ y1 + y2,
where
y1 =
[
1
J
∂J
∂xˆ
vˆ − J
J2
∂J
∂xˆ
vˆ +
J
J
∂vˆ
∂xˆ
]
∂xˆ
∂x
,
y2 =
[
1
J
∂J
∂yˆ
vˆ − J
J2
∂J
∂yˆ
vˆ +
J
J
∂vˆ
∂yˆ
]
∂yˆ
∂x
.
From now on we shall abbreviate |J−1|∞,Qˆ as |J−1|∞ and similarly for the cor-
responding J and J terms. Now some trivial computations using (2.2)–(2.7) and the
equality (∂xˆ∂x ,
∂yˆ
∂x )
T = J−1(10) show that
‖y1‖+ ‖y2‖ ≤ C
[
|J−1|∞‖g‖ ‖vˆ‖+ |J−1|2∞‖J ‖∞h‖g‖ ‖vˆ‖
+ |J−1|∞‖J ‖∞‖∇ˆvˆ‖
]
‖J−1‖∞
≤ Ch−2(‖vˆ‖+ ‖∇ˆvˆ‖),
which gives∫
Q
∥∥∥∥∂v∂x
∥∥∥∥
2
dxdy ≤ Ch−4
∫
Qˆ
(‖vˆ‖2 + ‖∇ˆvˆ‖2)|J | dxˆdyˆ ≤ Ch−2‖vˆ‖2
1,Qˆ
.
Likewise we obtain ∫
Q
∥∥∥∥∂v∂y
∥∥∥∥
2
dxdy ≤ Ch−2‖vˆ‖2
1,Qˆ
.
This proves the left inequality of (2.14).
A similar technique can be used for the right inequality. From the identity
∂vˆ
∂xˆ
=
∂
∂xˆ
(JJ−1)(v ◦ F ) + JJ−1
(
∂v
∂x
∂x
∂xˆ
+
∂v
∂y
∂y
∂xˆ
)
,
it follows from (2.2)–(2.7) and the equality (∂x∂xˆ ,
∂y
∂xˆ )
T = J (10) that∥∥∥∥∂vˆ∂xˆ
∥∥∥∥ ≤ ‖g‖ ‖v‖+ |J |∞‖J−1‖∞‖∇v‖ ‖J ‖∞ ≤ Ch2(‖v‖+ ‖∇v‖),
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MIXED FINITE VOLUME METHODS 1179
which gives
∫
Qˆ
∥∥∥∥∂vˆ∂xˆ
∥∥∥∥
2
dxˆdyˆ ≤ Ch4
∫
Q
1
|J | (‖v‖
2 + ‖∇v‖2) dxdy ≤ Ch2‖v‖21,Q.
Similarly, the same result holds for ∂vˆ∂yˆ . This completes the proof.
Remark 2.4. Note that, unlike in the affine family of triangular elements, the
right sides of (2.14) involve full-norm rather than seminorm. This is due to the
nonlinearity of Jacobian J in the quadrilateral case.
3. Trial and test function spaces. We will choose the lowest-order Raviart–
Thomas space on Qh as the trial function space Vh×Wh in which an approximation
for (u, p) is to be sought. The pressure space Wh is simply the space of piecewise
constants
Wh = {w ∈W : w is constant over every Q ∈ Qh},(3.1)
and the velocity space Vh is defined to be
Vh = {v ∈ V : v|Q = PQvˆ ∀vˆ ∈ Vh(Qˆ), and v · n = 0 on ∂Ω},(3.2)
where Vh(Qˆ) denotes the local space on Qˆ,
Vh(Qˆ) = {vˆ : vˆ = (a+ bxˆ, c+ dyˆ), a, b, c, d ∈ R}.
For further properties of these spaces, see [26], [28], [30].
Now if ni denotes the unit outward normal to the edge ei of Q, then for vˆ ∈
Vh(Qˆ),
|ei|v · ni = vˆ · nˆi, i = 1, 2, 3, 4,(3.3)
where nˆi is the unit exterior normal to eˆi. Due to (3.3) every v ∈ Vh has constant
normal components on the edges, which can be used as degrees of freedom. We remind
the reader that v is no longer a polynomial on Q unless Q is a parallelogram, and
that its divergence is given by
divv
∣∣∣
Q
=
1
J
∫
Q
divv dxdy,(3.4)
which does not belong to Wh.
Denoting the nodal basis for Vh(Qˆ) by
φˆx,0 =
(
1− xˆ
0
)
, φˆx,1 =
(
xˆ
0
)
, φˆy,0 =
(
0
1− yˆ
)
, φˆy,1 =
(
0
yˆ
)
,(3.5)
we easily see that the nodal basis for Vh is given by
φi+1/2,j =


PQi,j φˆx,1 on Qi,j ,
PQi+1,j φˆx,0 on Qi+1,j ,
0 elsewhere
(3.6)D
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and
φi,j+1/2 =


PQi,j φˆy,1 on Qi,j ,
PQi,j+1φˆy,0 on Qi,j+1,
0 elsewhere.
(3.7)
More precisely, φi+1/2,j has unit flux through the edge ei+1/2,j and has zero flux
through all the other edges, and similarly for φi,j+1/2.
The Raviart–Thomas projection Πh : H
1(Ω)2 → Vh and the “projection” Ph :
W →Wh are defined as in [30]: Let us define Πˆ and Pˆ on Qˆ to be∫
eˆ
Πˆvˆ · nˆ ds =
∫
eˆ
vˆ · nˆ ds ∀ edges eˆ of Qˆ,(3.8) ∫
Qˆ
Pˆ pˆ dxˆdyˆ =
∫
Qˆ
pˆ dxˆdyˆ(3.9)
and then set
ΠQv = PQ(Πˆvˆ) ∀v ∈ (H1(Q))2,(3.10)
PQφ = (Pˆ φˆ) ◦ F−1Q ∀φ ∈ L2(Q),(3.11)
where PQvˆ = v and φˆ = φ ◦ FQ. Finally, we define
Πhv|Q = ΠQv, Phφ|Q = PQφ.(3.12)
Remark 3.1. Strictly speaking, PQ is not a projection: PQφ equals
∫
Q
J−1φ, not
the average of φ over Q.
Now we state some properties of Πh and Ph which are necessary to derive error
estimates and which are well known in the rectangular cases.
Lemma 3.1. The following orthogonality relations hold:
(div(u−Πhu), w) = 0 ∀u ∈ V, ∀w ∈Wh,(3.13)
(divv, φ− Phφ) = 0 ∀v ∈ Vh, ∀φ ∈W.(3.14)
Proof. The results follow immediately by transferring the relevant integrals back
to Qˆ and using the definitions of Πˆ and Pˆ .
Lemma 3.2. The following estimates are valid for regular partitions:
‖u−Πhu‖0 ≤ Ch ‖u‖1 ∀u ∈ (H1(Ω))2,(3.15)
‖div(u−Πhu)‖0 ≤ Ch ‖divu‖1 ∀u ∈ H1(div; Ω),(3.16)
‖Phφ‖0 ≤ C‖φ‖0 ∀φ ∈W,(3.17)
‖φ− Phφ‖0 ≤ Ch‖φ‖1 ∀φ ∈ H1(Ω).(3.18)
If the regular partitions also satisfy the almost parallelogram condition (2.8), then
‖φ− Phφ‖−1 ≤ Ch2‖φ‖1 ∀φ ∈ H1(Ω).(3.19)
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MIXED FINITE VOLUME METHODS 1181
Proof. The only nontrivial part is the estimate ‖φ − Phφ‖−1 ≤ Ch2‖φ‖1. For a
given ψ ∈ H1(Ω), we obtain∫
Q
(φ− Phφ)ψ dxdy =
∫
Qˆ
J(xˆ, yˆ)(φˆ− Pˆ φˆ)ψˆ dxˆdyˆ
=
∫
Qˆ
[J − J(1/2, 1/2)](φˆ− Pˆ φˆ)ψˆ dxˆdyˆ
+
∫
Qˆ
J(1/2, 1/2)(φˆ− Pˆ φˆ)(ψˆ − Pˆ ψˆ) dxˆdyˆ
=
∫
Q
J−1[J − J(1/2, 1/2)](φ− Phφ)ψ dxdy
+
∫
Q
J−1J(1/2, 1/2)(φ− Phφ)(ψ − Phψ) dxdy.
Since we have, by (2.7) and (2.9),
|J−1[J − J(1/2, 1/2)]| ≤ C|J−1|∞(|β|+ |γ|) ≤ Ch,(3.20)
it follows that∫
Q
(φ− Phφ)ψ dxdy ≤ Ch‖φ− Phφ‖0,Q‖ψ‖0,Q + C‖φ− Phφ‖0,Q‖ψ − Phψ‖0,Q
≤ Ch2‖φ‖1,Q‖ψ‖1,Q.
Summing over Q ∈ Qh gives
(φ− Phφ, ψ) ≤ Ch2‖φ‖1‖ψ‖1.(3.21)
The proof is completed by dividing both sides by ‖ψ‖1 and then taking the supremum
with respect to ψ.
Now we define the test function space Yh ×Wh, with Wh defined as before. In
light of the rectangular cases (see [7]), it is natural to define Yh using the transfer
map γˆ : Vh(Qˆ)→ Yh(Qˆ). Let
γˆuˆ =
{
uˆ(0, yˆ) on [0, 1/2]× [0, 1],
uˆ(1, yˆ) on [1/2, 1]× [0, 1]
and
γˆvˆ =
{
vˆ(xˆ, 0) on [0, 1]× [0, 1/2],
vˆ(xˆ, 1) on [0, 1]× [1/2, 1].
Then we set γˆvˆ = (γˆuˆ, γˆvˆ), vˆ = (uˆ, vˆ)t.
We define γφi+1/2,j by the formula (3.6) with φˆx,1 and φˆx,0 replaced by γˆφˆx,1
and γˆφˆx,0, resp., i.e.,
γhφi+1/2,j =


PQi,j
(
1
0
)
on Qi,j ∩Qi+1/2,j ,
PQi+1,j
(
1
0
)
on Qi+1,j ∩Qi+1/2,j ,
0 elsewhere.
(3.22)
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Similarly, γhφi,j+1/2 is defined by the formula (3.7) with φˆy,1 and φˆy,0 replaced by
γˆφˆy,1 and γˆφˆy,0, respectively. The velocity test space Yh is defined to be spanned by
them. The transfer map γh : Vh → Yh is then defined in the obvious way: If v ∈ Vh
is expressed in the form
v =
∑
i,j
(vi+1/2,jφi+1/2,j + vi,j+1/2φi,j+1/2),(3.23)
then we set
γhv =
∑
i,j
(vi+1/2,jγhφi+1/2,j + vi,j+1/2γhφi,j+1/2).(3.24)
4. Mixed covolume methods. To derive the mixed covolume method for the
problem (1.1), we begin by integrating the mixed system (1.3) with respect to the
test functions in Yh ×Wh
(K−1u+∇p+ βp, γhv) = 0 ∀v ∈ Vh,(4.1)
(divu+ cp, w) = (f, w) ∀w ∈Wh.(4.2)
This is equivalent to integrating over the covolumes Qi+1/2,j , Qi,j+1/2, and Qi,j , since
they are the supports of the basis functions of Yh and Wh.
As in the rectangular cases (cf. [7]), it is possible to transform the term (∇p, γhv)
into an equivalent form which involves no derivatives of p as follows: Take v =
φi+1/2,j ,
(∇p, γhφi+1/2,j) =
1∑
k=0
∫
Qi+k,j∩Qi+1/2,j
∇p · PQi,j
(
1
0
)
dxdy.
Using integration by parts we obtain∫
Qi,j∩Qi+1/2,j
∇p · PQi,j
(
1
0
)
dxdy =
∫ 1
0
∫ 1
1/2
∇ˆpˆ ·
(
1
0
)
dxˆdyˆ
=
∫ 1
0
[pˆ(1, yˆ)− pˆ(1/2, yˆ)] dyˆ
=
1
|ei+1/2,j |
∫
ei+1/2,j
p ds− 1
|e(2)i,j |
∫
e
(2)
i,j
p ds,
and similarly,∫
Qi+1,j∩Qi+1/2,j
∇p · PQi+1,j
(
1
0
)
dxdy =
1
|e(2)i+1,j |
∫
e
(2)
i+1,j
p ds− 1|ei+1/2,j |
∫
ei+1/2,j
p ds.
Thus it follows that
(∇p, γhφi+1/2,j) =
1
|e(2)i+1,j |
∫
e
(2)
i+1,j
p ds− 1
|e(2)i,j |
∫
e
(2)
i,j
p ds.(4.3)
Likewise we obtain
(∇p, γhφi,j+1/2) =
1
|e(1)i,j+1|
∫
e
(1)
i,j+1
p ds− 1
|e(1)i,j |
∫
e
(1)
i,j
p ds.(4.4)
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MIXED FINITE VOLUME METHODS 1183
So for sufficiently smooth p define
b(γhv, p) =
∑
i,j
[
vi+1/2,j
(
1
|e(2)i+1,j |
∫
e
(2)
i+1,j
p ds− 1
|e(2)i,j |
∫
e
(2)
i,j
p ds
)
+ vi,j+1/2
(
1
|e(1)i,j+1|
∫
e
(1)
i,j+1
p ds− 1
|e(1)i,j |
∫
e
(1)
i,j
p ds
)]
,
(4.5)
where v ∈ Vh is of the form (3.23). Then (4.1) is equivalent to
(K−1u, γhv) + b(γhv, p) + (βp, γhv) = 0 ∀v ∈ Vh.(4.6)
Now the mixed covolume method for the problem (1.1) is to find (uh, ph) in
Vh ×Wh which satisfies
(K−1uh, γhv) + b(γhv, ph) + (βph, γhv) = 0 ∀v ∈ Vh,(4.7a)
(divuh, w) + (cph, w) = (f, w) ∀w ∈Wh.(4.7b)
Lemma 4.1. For all v ∈ Vh and ph ∈Wh we have
b(γhv, ph) = −(divv, ph).
Proof. Since ph is piecewise constant, it follows that
b(γhv, ph) =
∑
i,j
[vi+1/2,j(pi+1,j − pi,j) + vi,j+1/2(pi,j+1 − pi,j)],
which gives by summation by parts
b(γhv, ph) = −
∑
i,j
pi,j(vi+1/2,j − vi−1/2,j + vi,j+1/2 − vi,j−1/2)
= −
∑
i,j
pi,j
∫
Qi,j
divv dxdy = −(divv, ph).
This proves the desired result.
This lemma implies that the mixed covolume method (4.7) can be rewritten as
(K−1uh, γhv)− (divv, ph) + (βph, γhv) = 0 ∀v ∈ Vh,(4.8a)
(divuh, w) + (cph, w) = (f, w) ∀w ∈Wh.(4.8b)
We observe that the above system differs from the standard mixed finite element
method in just one respect: the test function is now γhv instead of v. However,
showing the existence and uniqueness of its solution will take some effort. The proof
will be given in Theorem 6.5.
5. Some properties of γh. Before proceeding to the error analysis of the mixed
covolume method, we derive some properties of the operator γh that will be of crucial
importance in establishing error estimates for (4.8). These properties are much harder
to establish than their counterparts in the nonoverlapping case (cf. Lemmas 5.2–5.4
of [12]).
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Lemma 5.1. There exists a positive constant C1 such that for every uh ∈ Vh, we
have
‖γhuh‖0 ≤ C1‖uh‖0.(5.1)
Let the coefficient K ∈ Lip(Q); i.e., each entry of K is Lipschitz on Q ∈ Qh. Then
there exists a positive constant C2 such that for sufficiently small h
(K−1uh, γhuh) ≥ C2‖uh‖20.(5.2)
Proof. Define uˆh ∈ Vh(Qˆ) by PQuˆh = uh|Q. By definition of γh it is easy to see
that PQ(γˆuˆh) = γhuh on Q. Hence using (2.13) we have
‖γhuh‖0,Q = ‖PQ(γˆuˆh)‖0,Q ≤ C ′‖γˆuˆh‖0,Qˆ ≤ C ′′‖uˆh‖0,Qˆ ≤ C‖uh‖0,Q,
which gives (5.1) by summing over Q ∈ Qh.
To prove (5.2), let B = J−1J T (K−1 ◦ F )J and B¯ be its average over Qˆ. Let
x = (x, y) and xˆ = (xˆ, yˆ) and observe the following relations with explicit arguments:
K−1(x)uh(x) = K−1(F (xˆ))J−1J uˆh(xˆ), γhuh(x) = J−1J γˆhuˆh(xˆ).
Now use them to arrive at∫
Q
K−1uh · γhuh dxdy =
∫
Qˆ
Buˆh · γˆuˆh dxˆdyˆ
=
∫
Qˆ
B¯uˆh · γˆuˆh dxˆdyˆ +
∫
Qˆ
(B − B¯)uˆh · γˆuˆh dxˆdyˆ.
It is easy to verify that B¯ is uniformly bounded below (since ‖B−1‖ ≤ C uniformly
in Q). This fact, together with (2.13) and Lemma A.3 in the appendix, implies that∫
Qˆ
B¯uˆh · γˆuˆh dxˆdyˆ ≥ C
∫
Qˆ
B¯uˆh · uˆh dxˆdyˆ ≥ C‖uˆh‖20,Qˆ ≥ C‖uh‖20,Q.
Next we show that ‖B − B¯‖ ≤ Ch. To this end, let P denote the matrix J−1J .
We decompose B − B¯ as follows. For xˆ0 ∈ Qˆ, one has, using (2.6) in the second
equality below, that
(B − B¯)(xˆ0) = [JPT (K−1 ◦ F )P](xˆ0)−
∫
Qˆ
J(xˆ, yˆ)PT (xˆ, yˆ)(K−1 ◦ F )(xˆ, yˆ)P(xˆ, yˆ) dxˆdyˆ
= [J(xˆ0)− J(1/2, 1/2)]
[PT (K−1 ◦ F )P] (xˆ0)
+
∫
Q
(
[PT (K−1 ◦ F )P](xˆ0)− PT (x′, y′)K−1(x′, y′)P(x′, y′)
)
dx′dy′
= [J(xˆ0)− J(1/2, 1/2)]
[PT (K−1 ◦ F )P] (xˆ0)
+
∫
Q
[P(xˆ0)− P(x′, y′)]TK−1(x0)P(xˆ0) dx′dy′
+
∫
Q
PT (x′, y′)[K−1(x0)−K−1(x′, y′)]P(xˆ0) dx′dy′
+
∫
Q
PT (x′, y′)K−1(x′, y′)[P(xˆ0)− P(x′, y′)] dx′dy′
≡ I1 + I2 + I3 + I4,
where we have used P(x′, y′) as an abbreviation for P ◦ F−1(x′, y′).
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We estimate the four terms one by one. For simplicity we will not write out the
dependency on xˆ0. The term I1 can be estimated in a trivial way:
‖I1‖ ≤ C(|β|+ |γ|)|J−1|2∞‖J ‖2∞ ≤ Ch.(5.3)
To estimate I2 we note the identity
P − P(x′, y′) =
[
1
J
− 1
J(x′, y′)
]
J + 1
J(x′, y′)
[J − J (x′, y′)],
from which it follows that
‖P − P(x′, y′)‖ ≤ C.
Thus we obtain
‖I2‖+ ‖I4‖ ≤ C|Q| |J−1|∞‖J ‖∞ ≤ Ch.(5.4)
Finally, we have
‖I3‖ ≤ Ch|Q| |J−1|2∞‖J ‖2∞ ≤ Ch.(5.5)
Combining (5.3)–(5.5), we obtain ‖B − B¯‖ ≤ Ch.
Now we complete the proof by observing that
(K−1uh, γhuh) ≥ C ′‖uh‖20 − C ′′h‖uh‖20 ≥ C‖uh‖20,
provided h is sufficiently small.
Lemma 5.2. There exists a positive constant C such that
‖u− γhΠhu‖0 ≤ Ch‖u‖1 ∀u ∈ (H1(Ω))2.(5.6)
Proof. First we note the fundamental relation
γhΠhu|Q = PQ(γˆΠˆuˆ), PQuˆ = u|Q.(5.7)
Then it holds that u− γhΠhu = PQ(uˆ− γˆΠˆuˆ), which gives by (2.13), (2.14),
‖u− γhΠhu‖0,Q ≤ C‖uˆ− γˆΠˆuˆ‖0,Qˆ ≤ C|uˆ|1,Qˆ ≤ Ch‖u‖1,Q,
where we have applied the Bramble–Hilbert lemma for uˆ − γˆΠˆuˆ. The proof is com-
pleted by summing over Q ∈ Qh.
Lemma 5.3. Suppose that u ∈ (H1(Ω))2, p ∈ H1(Ω), and β ∈ (W 1,∞(Ω))2.
Then, for every v ∈ Vh we have
|(K−1u+ βp,v − γhv)| ≤ Ch(‖u‖1 + ‖p‖1)‖v‖0.(5.8)
Proof. Let B = J−1J T (K−1 ◦ F )J and B¯ be its average over Qˆ. Then it is easy
to check that for any constant vector c∫
Qˆ
c · (vˆ − γˆvˆ) dxˆdyˆ = 0.(5.9)
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So applying the above relation for B¯c we have∫
Q
K−1u · (v − γhv) dxdy =
∫
Qˆ
Buˆ · (vˆ − γˆvˆ) dxˆdyˆ
=
∫
Qˆ
B(uˆ− c) · (vˆ − γˆvˆ) dxˆdyˆ
+
∫
Qˆ
(B − B¯)c · (vˆ − γˆvˆ) dxˆdyˆ.
Now take the constant c to be the constant L2 projection of uˆ, which satisfies
||c− uˆ‖0 ≤ C|uˆ|1,Qˆ. By virtue of ‖B − B¯‖ ≤ Ch and (2.14) we obtain∣∣∣∣
∫
Q
K−1u · (v − γhv) dxdy
∣∣∣∣ ≤ Ch‖u‖1,Q‖v‖0,Q,
which gives |(K−1u,v − γhv)| ≤ Ch‖u‖1‖v‖0.
The other term (βp,v − γhv) can be treated analogously, yielding
|(βp,v − γhv)| ≤ Ch‖p‖1‖v‖0.
This completes the proof.
6. Error estimates. Let ξ = u−uh and τ = Php− ph. Subtracting (4.8) from
(1.7) and using the orthogonality relation (3.14), we obtain the error equations
(K−1ξ, γhv)− (divv, τ) + (βτ, γhv) = l(v) ∀v ∈ Vh,(6.1a)
(div ξ, w) + (c τ, w) = m(w) ∀w ∈Wh,(6.1b)
where l and m are the linear functionals on Vh and Wh, resp., given by
l(v) = (β(Php− p), γhv) + (K−1u+ βp,v − γhv),(6.2)
m(w) = (c(Php− p), w).(6.3)
We point out that these error equations differ from those of the standard mixed finite
element method in only two respects: the test function is now γhv, and we have an
additional term (K−1u+ βp,v − γhv). This makes it possible to analyze the mixed
covolume method the same way as for the standard mixed finite element method.
We say that the domain Ω is 2-regular if the adjoint Dirichlet problem of (1.1)
is uniquely solvable for every right-hand side function f ∈ L2(Ω) and the solution
satisfies the elliptic regularity condition ‖p‖2 ≤ C‖f‖0. Now let us apply the duality
argument of Douglas and Roberts [13] to the system (6.1) to obtain the following
theorem.
Theorem 6.1. Let Ω be 2-regular and let K satisfy (1.2), K ∈ W 1,∞,b ∈
(W 1,∞)2, c ∈W 1,∞,u ∈ (H1)2, p ∈ H1. Suppose (ξ, τ) ∈ V×Wh satisfies the system
(6.1). Then, for sufficiently small h we have
‖τ‖0 ≤ C
[
h‖ξ‖0 + h‖div ξ‖0 + h2(‖u‖1 + ‖p‖1)
]
.(6.4)
Proof. Given ψ ∈ L2(Ω), let φ ∈ H1(Ω) be the solution of the adjoint problem{
−div(K∇φ) + b · ∇φ+ c φ = ψ in Ω,
φ = 0 on ∂Ω,
D
ow
nl
oa
de
d 
08
/0
5/
14
 to
 1
29
.1
.6
2.
22
1.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
MIXED FINITE VOLUME METHODS 1187
and let ζ = K∇φ. By assumption, the elliptic regularity ‖ζ‖1 + ‖φ‖1 ≤ C‖ψ‖0 holds
for this problem. Then we obtain by (3.13)
(τ, ψ) = (τ,−div ζ + β · ζ + c φ) = (τ,−div(Πhζ) + β · ζ + c φ)
= l(Πhζ)− (K−1ξ, γhΠhζ) + (βτ, ζ − γhΠhζ) + (c τ, φ)
= l(Πhζ) + (K
−1ξ + βτ, ζ − γhΠhζ)− (K−1ξ, ζ) + (c τ, φ)
= l(Πhζ) + (K
−1ξ + βτ, ζ − γhΠhζ) + (div ξ, φ) + (c τ, φ)
= l(Πhζ) + (K
−1ξ + βτ, ζ − γhΠhζ) + (div ξ + c τ, φ− Phφ) +m(Phφ).
Estimates for the second and third terms can be derived immediately from (3.18),
(5.6):
|(K−1ξ + βτ, ζ − γhΠhζ)| ≤ C ′(‖ξ‖0 + ‖τ‖0)‖ζ − γhΠhζ‖0
≤ Ch(‖ξ‖0 + ‖τ‖0)‖ζ‖1,
(6.5)
|(div ξ + c τ, φ− Phφ)| ≤ C ′(‖div ξ‖0 + ‖τ‖0)‖φ− Phφ‖0
≤ Ch(‖div ξ‖0 + ‖τ‖0)‖φ‖1.
(6.6)
The other terms l(Πhζ) andm(Phφ) will be estimated in a series of lemmas below.
Specifically, we will show that
|l(Πhζ)| ≤ Ch2(‖u‖1 + ‖p‖1)‖ζ‖1, |m(Phφ)| ≤ Ch2‖p‖1‖φ‖0.(6.7)
Now combining (6.5)–(6.7) and applying the elliptic regularity, we obtain
|(τ, ψ)| ≤ C[h‖τ‖0 + h‖ξ‖0 + h‖div ξ‖0 + h2(‖u‖1 + ‖p‖1)] ‖ψ‖0.
By dividing both sides by ‖ψ‖0 and taking the supremum over ψ, it follows that
‖τ‖0 ≤ C
[
h‖τ‖0 + h‖ξ‖0 + h‖div ξ‖0 + h2(‖u‖1 + ‖p‖1)
]
,
which gives the desired result if we absorb the term h‖τ‖0 into ‖τ‖0, provided h is
small enough.
To complete the proof of Theorem 6.1 it remains to show the following.
Lemma 6.2. Suppose that u ∈ (H1(Ω))2, p ∈ H1(Ω), and β ∈ (W 1,∞(Ω))2.
Then, for every ζ ∈ (H1(Ω))2 we have
|(K−1u+ βp,Πhζ − γhΠhζ)| ≤ Ch2(‖u‖1 + ‖p‖1)‖ζ‖1.
Proof. Set v = Πhζ in the proof of Lemma 5.3. Instead of estimating in terms of
‖v‖0, estimate in terms of ‖v‖1, using the arguments in the proof of Lemma 5.2 to
get another power of h.
Lemma 6.3. Suppose that β ∈ (W 1,∞(Ω))2 and p ∈ H1(Ω). Then, for every
ζ ∈ (H1(Ω))2 we have
|(β(Php− p), γhΠhζ)| ≤ Ch2 ‖p‖1‖ζ‖1.
Proof. Observing that β · ζ ∈ H1(Ω), we obtain by (3.19) that
|(β(Php− p), γhΠhζ)| = |(β(Php− p), γhΠhζ − ζ) + (β(Php− p), ζ)|
≤ C‖Php− p‖0‖γhΠhζ − ζ‖0 + C‖Php− p‖−1‖ζ‖1
≤ Ch2‖p‖1‖ζ‖1,
which gives the desired result.
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Lemma 6.4. Suppose that c ∈W 1,∞(Ω) and p ∈ H1(Ω). Then, for every w ∈Wh
we have
|(c(Php− p), w)| ≤ Ch2‖p‖1‖w‖0.
Proof. We observe the identity∫
Q
c(Php− p)w dxdy =
∫
Qˆ
cˆ(Pˆ pˆ− pˆ)wJ(xˆ, yˆ) dxˆdyˆ
=
∫
Qˆ
cˆ(Pˆ pˆ− pˆ)w[J − J(1/2, 1/2)] dxˆdyˆ
+
∫
Qˆ
(cˆ− Pˆ cˆ)(Pˆ pˆ− pˆ)wJ(1/2, 1/2) dxˆdyˆ
=
∫
Q
c(Php− p)wJ−1[J − J(1/2, 1/2)] dxdy
+
∫
Q
(c− Phc)(Php− p)wJ−1J(1/2, 1/2) dxdy.
Since we have |J−1[J − J(1/2, 1/2)]| ≤ Ch by (3.20), it follows that∣∣∣∣
∫
Q
c(Php− p)w dxdy
∣∣∣∣ ≤ Ch‖p− Php‖0,Q‖w‖0,Q ≤ Ch2‖p‖1,Q‖w‖0,Q.
The proof is completed by summing over Q ∈ Qh.
Now we estimate ‖ξ‖0 and ‖div ξ‖0. First let σ = Πhu − uh and rewrite the
error equations (6.1) as
(K−1σ, γhv)− (divv, τ) + (βτ, γhv) = l(v) + (K−1(Πhu− u), γhv) ∀v ∈ Vh,(6.8a)
(divσ, w) + (c τ, w) = m(w) ∀w ∈Wh.(6.8b)
Taking w = Ph(divσ) and using (3.14), (3.17), we obtain
‖divσ‖20 = (divσ,divσ) = (divσ, Ph(divσ))
≤ C(‖τ‖0 + ‖m‖0)‖Ph(divσ)‖0
≤ C(‖τ‖0 + ‖m‖0)‖divσ‖0,
which yields
‖divσ‖0 ≤ C(‖τ‖0 + ‖m‖0) ≤ C(‖τ‖0 + h2‖p‖1).(6.9)
Next we take v = σ and use Lemma 5.3 and (3.18) on ‖l‖0 to obtain
|(K−1σ, γhσ)| ≤ C(‖divσ‖0‖τ‖0 + ‖τ‖0‖σ‖0 + ‖l‖0‖σ‖0 + ‖Πhu− u‖0‖σ‖0)
≤ C(‖τ‖20 + h‖p‖1‖τ‖0 + ‖τ‖0‖σ‖0 + h‖p‖1‖σ‖0 + h‖u‖1‖σ‖0),
from which it follows by (5.2) that
‖σ‖0 ≤ C(‖τ‖0 + h‖u‖1 + h‖p‖1).(6.10)
Immediate consequences of (6.9), (6.10) are
‖ξ‖0 ≤ ‖u−Πhu‖0 + ‖σ‖0 ≤ C(‖τ‖0 + h‖u‖1 + h‖p‖1),(6.11)
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MIXED FINITE VOLUME METHODS 1189
and for s = 0, 1
‖div ξ‖0 ≤ ‖divu− div(Πhu)‖0 + ‖divσ‖0
≤ C(hs‖divu‖s + ‖τ‖0 + h‖u‖1 + h‖p‖1),
(6.12)
which, when substituted into (6.4), give for sufficiently small h
‖τ‖0 ≤ C
[
h2(‖u‖1 + ‖p‖1) + h1+s‖divu‖s
]
.(6.13)
Substituting this back into (6.11), (6.12) yields
‖ξ‖0 ≤ Ch(‖u‖1 + ‖p‖1),(6.14)
‖div ξ‖0 ≤ Ch(‖u‖1 + ‖p‖1 + ‖divu‖1).(6.15)
Now we are ready to present the following theorem.
Theorem 6.5. Let there be given a 2-regular domain Ω for (1.1) and a regular
family of quadrilateral partitions satisfying the almost parallelogram condition (2.8).
Furthermore, let K satisfy (1.2), K ∈ W 1,∞,b ∈ (W 1,∞)2, and c ∈ W 1,∞. Suppose
that (ξ, τ) ∈ V×Wh satisfies the system (6.1). Assume that (u, p), the solution of the
mixed formulation of (1.1), exists so that u ∈ H1(Ω)2,divu ∈ H1(Ω), and p ∈ H1(Ω).
Then, for sufficiently small h, there exists a unique solution (uh, ph) in Vh ×Wh of
the system (4.8) such that
‖u− uh‖0 + ‖p− ph‖0 ≤ Ch(‖u‖1 + ‖p‖1),(6.16)
‖div(u− uh)‖0 ≤ Ch(‖u‖1 + ‖p‖1 + ‖divu‖1).(6.17)
Moreover, the following superconvergence result holds for the pressure variable:
‖Php− ph‖0 ≤ Ch2(‖u‖1 + ‖p‖1 + ‖divu‖1).(6.18)
Proof. It is easy to check that γh is one-to-one, since γhv = 0 implies v = 0.
Hence it suffices to show that the homogeneous system has only the trivial solution.
Suppose that (u˜h, p˜h) satisfies
(K−1u˜h, γhv)− (divv, p˜h) + (βp˜h, γhv) = 0 ∀v ∈ Vh,
(div u˜h, w) + (cp˜h, w) = 0 ∀w ∈Wh.
As before, we take w = Ph(div u˜h) to obtain
‖div u˜h‖0 ≤ C‖p˜h‖0.
Theorem 6.1, with (u˜h, p˜h) playing the role of (ξ, τ), and with u = p = 0 by uniqueness
for (1.7), implies that
‖p˜h‖0 ≤ Ch(‖u˜h‖0 + ‖p˜h‖0),
so that for sufficiently small h we have
‖p˜h‖0 ≤ Ch‖u˜h‖0.
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1190 SO–HSIANG CHOU, DO Y. KWAK, AND KWANG Y. KIM
Finally, if we take v = u˜h, then it follows by (5.2) that
‖u˜h‖0 ≤ C‖p˜h‖0 ≤ Ch‖u˜h‖0,
which yields u˜h = p˜h = 0, provided h is sufficiently small. The estimates (6.16)–(6.18)
now follow immediately by the discussion preceding the theorem.
Corollary 6.6. For 2 < q ≤ ∞ the following optimal Lq-error estimates hold
for the pressure variable:
‖p− ph‖0,q ≤ Ch(‖p‖1,q + ‖u‖1 + ‖p‖1 + ‖divu‖1).(6.19)
Proof. The desired results follow immediately by using the inverse inequalities
‖τ‖0,q ≤ Ch−(q−2)/q‖τ‖0 for 2 < q < ∞ and ‖τ‖0,∞ ≤ Ch−1‖τ‖0. We refer to [13]
for details.
Remark 6.1. When the problem (1.1) is symmetric, i.e., b ≡ 0, we may obtain
the following error estimate through the conventional inf-sup condition:
‖p− ph‖0 + ‖u− uh‖H(div;Ω) ≤ Ch(‖u‖1 + ‖p‖1 + ‖divu‖1)(6.20)
without assuming the elliptic regularity ‖ζ‖1 + ‖φ‖1 ≤ C‖ψ‖0. This approach was
taken by Chou and Kwak in [7].
Remark 6.2. Now since the assumption of K ∈W 1,∞ was used only in the proof
of Theorem 6.1 to handle ‖ζ‖1, this raises the question of whether one can avoid that
global smoothness assumption. Any result that avoids that assumption is much more
useful in practice. In applications of Darcy flow, b ≡ 0, c ≡ 0 generally holds. The
answer to our question is yes, thanks to the abstract framework contained in [7]. For
discontinuous K it is hardly the case that ‖divu‖1 is finite, and hence the estimate
(6.20) is unrealistic. In the theorem below we assume only u ∈ H1(Ω)2, which is a
reasonable assumption. For instance, in the Darcy flow case with rough K, it may
occur that the pressure p ∈ H1(Ω), p ∈ H2(Ω), while u ∈ H1(Ω)2.
Theorem 6.7. Let there be given a regular family of quadrilateral partitions
satisfying the almost parallelogram condition (2.8). Furthermore, let K satisfy (1.2),
K ∈ Lip(Q) ∀Q ∈ Qh,b ≡ 0, and c ≡ 0. Assume that (u, p), the solution of the mixed
formulation of (1.1), exists so that u ∈ H1(Ω)2 and p ∈ H1(Ω). Then, for sufficiently
small h, there exists a unique solution (uh, ph) in Vh ×Wh of the system (4.8) such
that
‖p− ph‖0 ≤ Ch(‖p‖1 + ‖u‖1),(6.21)
‖u− uh‖0 ≤ Ch‖u‖1.(6.22)
Proof. We need only to refine the proof of Theorem 3.1 in [7] and we give a
sketch here. Let (u˜h, p˜h) be the standard mixed finite element solution of (1.1). Then
estimates (6.21)–(6.22) hold with the (uh, ph) replaced by (u˜h, p˜h). Using the triangle
inequality, we see it suffices to estimate e˜h := u˜h−uh. A simple calculation or copying
the error equation (3.9) in [7] gives
a(e˜h, γhe˜h) = −a(u− u˜h, γhe˜h)− a(u, (I − γh)e˜h) +B(e˜h, p− p˜h),(6.23)Do
w
nl
oa
de
d 
08
/0
5/
14
 to
 1
29
.1
.6
2.
22
1.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
MIXED FINITE VOLUME METHODS 1191
where a(w,v) = (K−1w,v) and B(w, q) = (divw, q). The last term B(e˜h, p− p˜h) = 0
is by orthogonality condition (3.14) and the fact that B(e˜h, qh) = 0 for all qh ∈ Wh.
Now use the coercivity and (5.1)–(5.3) to derive the second assertion of the theorem.
The first one is by the inf-sup condition.
7. Russell’s scheme. In [4, 25] Russell discussed a somewhat different scheme
than ours. It has turned out that his scheme corresponds to the following set of test
functions:
γ˜hφi+1/2,j ≡


J
J(3/4, 1/2)
Pi,j
(
1
0
)
on Qi,j ∩Qi+1/2,j ,
J
J(1/4, 1/2)
Pi+1,j
(
1
0
)
on Qi+1,j ∩Qi+1/2,j ,
0 elsewhere,
(7.1)
and
γ˜hφi,j+1/2 ≡


J
J(1/2, 3/4)
Pi,j
(
0
1
)
on Qi,j ∩Qi,j+1/2,
J
J(1/2, 1/4)
Pi,j+1
(
0
1
)
on Qi,j+1 ∩Qi,j+1/2,
0 elsewhere.
(7.2)
For brevity we write Pi,j = PQi,j and omit the subscripts for J . It is easy to see that
this is equivalent to replacing the nonconstant term J−1 in the Piola transformation
with its value at the center of one-half of a covolume. In this case the test functions
are piecewise linear polynomials, and the resulting scheme is computationally more
convenient.
In order to see how these test functions lead to Russell’s scheme, we proceed in
the same way as in section 4. We begin with the system
(K−1u+∇p+ βp, γ˜hv) = 0 ∀v ∈ Vh,(7.3)
(divu+ cp, w) = (f, w) ∀w ∈Wh,(7.4)
which is obtained by integrating the mixed system (1.3) with respect to the new test
functions (7.1), (7.2). We next transform the term (∇p, γ˜hv) into an equivalent form
containing no derivatives of p: Take v = φi+1/2,j ,
(∇p, γ˜hφi+1/2,j) =
∫
Qi,j∩Qi+1/2,j
∇p · J
J(3/4, 1/2)
Pi,j
(
1
0
)
dxdy
+
∫
Qi+1,j∩Qi+1/2,j
∇p · J
J(1/4, 1/2)
Pi+1,j
(
1
0
)
dxdy.
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As before, we use integration by parts to obtain∫
Qi,j∩Qi+1/2,j
∇p · J
J(3/4, 1/2)
Pi,j
(
1
0
)
dxdy
=
∫ 1
0
∫ 1
1/2
J(xˆ, yˆ)
J(3/4, 1/2)
∂pˆ
∂xˆ
dxˆdyˆ
=
1
J(3/4, 1/2)
[∫ 1
0
[J(1, yˆ)pˆ(1, yˆ)− J(1/2, yˆ)pˆ(1/2, yˆ)] dyˆ
− ∂J
∂xˆ
∫ 1
0
∫ 1
1/2
pˆ(xˆ, yˆ) dxˆdyˆ
]
=
∫ 1
0
pˆ(1, yˆ) dyˆ +
1
J(3/4, 1/2)
[∫ 1
0
[J(1, yˆ)− J(3/4, 1/2)]pˆ(1, yˆ) dyˆ
−
∫ 1
0
J(1/2, yˆ)pˆ(1/2, yˆ) dyˆ − ∂J
∂xˆ
∫ 1
0
∫ 1
1/2
pˆ(xˆ, yˆ) dxˆdyˆ
]
,
and similarly,∫
Qi+1,j∩Qi+1/2,j
∇p · J
J(1/4, 1/2)
Pi+1,j
(
1
0
)
dxdy
= −
∫ 1
0
pˆ(0, yˆ) dyˆ +
1
J(1/4, 1/2)
[∫ 1
0
J(1/2, yˆ)pˆ(1/2, yˆ) dyˆ
−
∫ 1
0
[J(0, yˆ)− J(1/4, 1/2)]pˆ(0, yˆ) dyˆ − ∂J
∂xˆ
∫ 1
0
∫ 1/2
0
pˆ(xˆ, yˆ) dxˆdyˆ
]
.
Recalling that the first terms in both integrals canceled each other in the summation
over the whole covolume Qi+1/2,j , we can write down the expression for the associated
bilinear form b˜(γ˜hv, p), which is not given here due to its complexity.
Now let p = ph be piecewise constant with the value pi,j on Qi,j . Then it is easy
to see that b˜(γ˜hφi+1/2,j , ph) is of the form Api,j + Bpi+1,j with the coefficients A,B
given by
A = −1 + 1
J(3/4, 1/2)
[
J(1, 1/2)− J(1/2, 1/2)− 1
2
∂J
∂xˆ
]
= −1,
B = 1 +
1
J(1/4, 1/2)
[
J(1/2, 1/2)− J(0, 1/2)− 1
2
∂J
∂xˆ
]
= 1.
This leads to
b˜(γ˜hφi+1/2,j , ph) = pi+1,j − pi,j ,(7.5)
and likewise we have
b˜(γ˜hφi,j+1/2, ph) = pi,j+1 − pi,j ,(7.6)
which implies that Russell’s scheme is indeed equivalent to choosing (7.1) and (7.2)
as test functions. In addition we have proved the following lemma.
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Lemma 7.1. We have for all v ∈ Vh and ph ∈Wh
b˜(γ˜hv, ph) = −(divv, ph).
This lemma shows that Russell’s scheme can be written in the Galerkin form
(K−1uh, γ˜hv)− (divv, ph) + (βph, γ˜hv) = 0 ∀v ∈ Vh,(7.7a)
(divuh, w) + (cph, w) = (f, w) ∀w ∈Wh.(7.7b)
Error analysis for Russell’s scheme (7.7) can be performed in the same way as we
did previously for our original scheme (4.8). This is accomplished by comparing γhv
and γ˜hv.
Lemma 7.2. For every v ∈ Vh we have
‖γhv − γ˜hv‖0 ≤ Ch‖v‖0.(7.8)
Proof. Define eˆ ∈ Vh(Qˆ) by Pi,j eˆ = γhv|Qi,j − γ˜hv|Qi,j and let
v|Qi,j = vi−1/2,jφi−1/2,j + vi+1/2,jφi+1/2,j + vi,j−1/2φi,j−1/2 + vi,j+1/2φi,j+1/2.
Then we can easily deduce that
eˆ = vi−1/2,j
[
1− J
J(1/4, 1/2)
]
γˆφˆx,0 + vi+1/2,j
[
1− J
J(3/4, 1/2)
]
γˆφˆx,1
+ vi,j−1/2
[
1− J
J(1/2, 1/4)
]
γˆφˆy,0 + vi,j+1/2
[
1− J
J(1/2, 3/4)
]
γˆφˆy,1.
Note that the four terms make independent contributions to ‖eˆ‖2
0,Qˆ
. Namely, we have
‖eˆ‖2
0,Qˆ
= v2i−1/2,jI1 + v
2
i+1/2,jI2 + v
2
i,j−1/2I3 + v
2
i,j+1/2I4,
where
I1 =
∫ 1
0
∫ 1/2
0
[
1− J
J(1/4, 1/2)
]2
dxˆdyˆ,
and I2, I3, I4 are similarly defined. A Taylor expansion of J shows that
I1 ≤ C(β2 + γ2)|J−1|2∞ ≤ Ch2,
with the same results for I2, I3, and I4. Consequently, it follows that
‖eˆ‖2
0,Qˆ
≤ Ch2(v2i−1/2,j + v2i+1/2,j + v2i,j−1/2 + v2i,j+1/2) ≤ Ch2‖vˆ‖20,Qˆ,
which gives
‖γhv − γ˜hv‖20,Qi,j ≤ C‖eˆ‖20,Qˆ ≤ Ch2‖vˆ‖20,Qˆ ≤ Ch2‖v‖20,Qi,j .(7.9)
By summing over Qi,j ∈ Qh we obtain the desired result.
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Now we provide the optimal error estimates for Russell’s scheme.
Theorem 7.3. Under the same hypotheses of Theorem 6.5, we have for suffi-
ciently small h that there exists a unique solution (uh, ph) in Vh ×Wh of the system
(7.7) such that
‖u− uh‖0 + ‖p− ph‖0 ≤ Ch(‖u‖1 + ‖p‖1),(7.10)
‖div(u− uh)‖0 ≤ Ch(‖u‖1 + ‖p‖1 + ‖divu‖1).(7.11)
Moreover, the following superconvergence result holds for the pressure variable:
‖Php− ph‖0 ≤ Ch2(‖u‖1 + ‖p‖1 + ‖divu‖1).(7.12)
Proof. Thanks to Lemma 7.2, it is easy to verify that Lemmas 5.1–5.3 and 6.2–
6.4 still hold with γh replaced by γ˜h. Since the proof of Theorem 6.5 depends only
on these lemmas, we conclude that the results of Theorem 6.5 are valid equally for
Russell’s scheme.
Of course, an analogous result to Theorem 6.7 holds here also. A final remark
concerning our test functions in (3.22) and Russell’s test function is in order here.
Remark 7.1. First, it was pointed out by a referee that the test functions in (3.22)
were also independently suggested in 1999 by Garanzha and Konshin [16]. Russell’s
test functions are more computationally convenient (allowing for analytical integra-
tion), but those in (3.22) perform better in some cases [22].
Appendix. In this appendix we introduce an important approach in the finite
volume method when it comes to proving coercivity in the presence of a nondiagonal
coefficient tensor K (anisotropic case). It was first introduced in Chou and Vassilevski
[12] for the nonoverlapping covolume case.
Let us first extend the domain of the transfer operator γˆ from Vh(Qˆ) to P1(Qˆ)
2,
the set of linear (vector) polynomials, as follows. First extend it componentwise; i.e.,
for wˆ ∈ P1(Qˆ) define
γˆwˆ =


wˆ(0, 0) on [0, 1/2]× [0, 1/2],
wˆ(0, 1) on [0, 1/2]× [1/2, 1],
wˆ(1, 0) on [1/2, 1]× [0, 1/2],
wˆ(1, 1) on [1/2, 1]× [1/2, 1].
Then define the vector version: γˆvˆ := (γˆuˆ, γˆvˆ), vˆ = (uˆ, vˆ)t. Now by direct calculation
one can verify the following good property.
Lemma A.1. For the extension operator γˆ,
B¯γˆv = γˆB¯v ∀v ∈ P1(Qˆ)2,
where B¯ is a constant matrix.
Note that the right-hand side is not well defined for the original γˆ. Let (·, ·)K
denote the L2-inner product on domain K. Next we show another lemma.
Lemma A.2. The following coercivity estimate holds:
(γˆv,v)Qˆ ≥ C‖v‖20,Qˆ ∀v ∈ P1(Qˆ)2.
Proof. Let v = (a+bx+cy, p+qx+ry)t. Then after simple but tedious calculations
we obtain that∫
Qˆ
γˆv · v dxdy = [a2 + 38b2 + ab+ ac+ 12bc+ 38c2
+ p2 + 38q
2 + pq + pr + 12qr +
3
8r
2
] ·
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The positive definiteness is then seen by looking at the coefficient matrix of the above
quadratic forms, 

1 12
1
2
1
2
3
8
1
4
1
2
1
4
3
8

 ·
By direct computation one sees that the eigenvalues are 0.125, 1.544, and 0.809. Hence∫
Qˆ
γˆv · v dxdy ≥ 0.125 [a2 + b2 + c2 + p2 + q2 + r2] ≥ C‖v‖2
0,Qˆ
·
We finally show the coercivity of γˆh in the weighted inner product (B¯·, ·), where
B¯ is a symmetric positive-definite matrix.
Lemma A.3.
(B¯v, γˆv)Qˆ ≥ C(B¯v,v)Qˆ ∀v ∈ P1(Qˆ)2.
Proof. Since B¯ is constant, by Lemma A.1,
B¯
1
2 γˆv = γˆB¯
1
2v.
Therefore, by Lemma A.2 one gets
(B¯γˆv,v)Qˆ = (γˆB¯
1
2v, B¯
1
2v)Qˆ ≥ C(B¯
1
2v, B¯
1
2v)Qˆ = C(B¯v,v)Qˆ ·
Remark A.1. In the rectangular grid case [7], Chou and Kwak were only able to
cover the diagonal tensor K case due to their way of handling the coercivity analysis in
Lemma 2.2 there. It is clear now from the above general approach that the nondiagonal
case is also settled.
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