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Resumen
En este trabajo se presenta el análisis de un diseño experimental, cuyo objetivo es validar
la exactitud y la repetibilidad de un algoritmo de visión artificial para estimación de pose y tamaño
de objetos. Este algoritmo propuesto en (Camacho, Hernán, & Álvarez, 2018) es componente de
un sistema de estibado automático, junto con un brazo robótico (HP20D), un controlador (DX100)
y una cámara Kinect (V2). La principal funcionalidad del algoritmo es calcular la posición, el
tamaño y la orientación de los objetos a estibar, a partir de una imagen RGB-D; se asume que la
carga corresponde a objetos hexaedros regulares que han sido previamente seleccionados, en un
área de trabajo previamente delimitada. La metodología de validación se fundamenta en un diseño
experimental 3k que utiliza como factores la posición de cámara y la orientación de cámara. Existen
tres variables de respuesta por cada escena: error de posición, error de orientación y error de
tamaño; cada error se define como una distancia vectorial entre el valor real y el valor estimado de
un parámetro.
Los datos analizados permiten concluir que el módulo de visión evaluado no se puede
considerar como exacto para los umbrales requeridos en la aplicación (5 mm para la posición, 5
mm para el tamaño y 5º para la orientación). Así mismo, se concluye que el módulo de visión se
considera como repetible para estas métricas, a excepción de la métrica de orientación debido a
los umbrales requeridos en la aplicación (0.05 mm para la posición, 0.05 mm para el tamaño y 0.1°
para la orientación). Finalmente, se presentan las recomendaciones para mejorar tanto la validación
como la exactitud y repetibilidad del sistema.

viii

Abstract

This paper presents the analysis of an experimental design, whose objective is to validate
the accuracy and repeatability of an artificial vision algorithm for estimating the pose and size of
objects. This algorithm proposed in (Camacho, Hernán, & Álvarez, 2018) is a component of an
automatic stowage system, together with a robotic arm (HP20D), a controller (DX100) and a
Kinect camera (V2). The main functionality of the algorithm is to calculate the position, size and
orientation of the objects to be stowed, from an RGB-D image; it is assumed that the load
corresponds to regular hexahedron objects that have been previously selected, in a previously
delimited work area. The validation methodology is based on an experimental 3k design that uses
the camera position and camera orientation as factors. There are three response variables for each
scene: position error, orientation error and size error; each error is defined as a vector distance
between the real value and the estimated value of a parameter.
The analyzed data allow to conclude that the evaluated vision module cannot be considered
as accurate for the thresholds required in the application (5 mm for the position, 5 mm for the size
and 5° for the orientation). Likewise, it is concluded that the vision module is considered as
repeatable for these metrics, except for the orientation metric due to the thresholds required in the
application (0.05 mm for the position, 0.05 mm for the size and 0.1° for the orientation). Finally,
the recommendations are presented to improve both the validation and the accuracy and
repeatability of the system.
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Capítulo 1
Introducción y caracterización del sistema de estibado automático
Este capítulo presenta el sistema de estibado automático con énfasis en el módulo de visión
como objeto de estudio y delimitación del presente proyecto. Adicionalmente, se presentan los
objetivos a los cuales se les busca dar cumplimiento, así como una descripción de la problemática
abordada y una breve aclaración de los términos de mayor relevancia que se utilizarán en el
desarrollo del trabajo.
1.1 Delimitación del proyecto
El alcance del proyecto se limita a la evaluación del módulo de visión propuesto en
(Camacho et al., 2018) en cuanto a la exactitud y precisión mediante un experimento que permita
definir las condiciones que optimicen dichas variables, para establecer en última estancia la
factibilidad de su integración con el sistema automático de estibado. Nota: No se realizó registro
del tiempo de procesamiento del algoritmo. Esto fue consecuencia del estado actual de los
algoritmos de visión utilizados. Estos algoritmos no fueron diseñados para el registro de tiempo
de procesamiento, específicamente porque existen operaciones de graficación que consumen
tiempos mucho mayores a los del procesamiento de datos. Bajo estas circunstancias, el registro de
tiempos solo permitiría concluir respecto a operaciones de graficación y no acerca de operaciones
de procesamiento de datos. Por esta razón se omitió el registro de tiempos.
1.2 Objetivos
1.2.1 Objetivo general
Evaluar el desempeño del módulo de visión por computador mediante la
implementación de un diseño experimental para determinar la viabilidad de su integración
con un sistema de empaquetamiento automático.
1

1.2.2 Objetivos específicos
-

Documentar antecedentes relacionados con el problema de estimación de pose y tamaño
de objetos mediante la visión artificial, con énfasis en técnicas de medición de desempeño
(exactitud, precisión y tiempo de cómputo (procesamiento)).

-

Seleccionar índices que permitan la adecuada interpretación de los resultados obtenidos.

-

Definir el diseño experimental apropiado para la recolección de datos.

-

Analizar los resultados obtenidos y proponer alternativas para la mejora del desempeño del
módulo de visión.

1.3 Definición del sistema de empaquetamiento automático
El sistema de empaquetamiento automático está compuesto principalmente por un módulo
encargado de la visión artificial, y otro, enfocado a la cinemática del manipulador programable
(robot industrial). Dicho módulo de visión artificial es el encargado de interpretar las imágenes
obtenidas a partir de una cámara con sensor RGB-D y caracterizar la información requerida por el
módulo de cinemática para ejecutar sus respectivas funciones.
Con un marco de referencia establecido previamente (base del robot industrial), el módulo
de visión artificial debe ser capaz de identificar el número de objetos presentes en la escena
(fotografía) que resulten de interés (para este caso en particular, se emplearán hexaedros regulares
de diferentes tamaños), adicionalmente debe caracterizar la posición de cada uno de los puntos de
agarre de los objetos (coordenadas cartesianas en el 𝑒𝑗𝑒 𝑋, 𝑒𝑗𝑒 𝑌 𝑦 𝑒𝑗𝑒 𝑍), el tamaño (alto, largo y
ancho) y su respectiva orientación respecto al eje X (grados de inclinación). Toda esta información
debe ser obtenida con un margen de error mínimo (exactitud) y una dispersión de los resultados
confiable (repetibilidad), esto con el objetivo de que el robot manipulador pueda desempeñar su
labor efectivamente, además, considerando que el estibado pretende facilitar tareas logísticas que
2

no agregan valor al producto final (almacenamiento y transporte), debe realizarse de manera
óptima con el objetivo de mitigar los recursos requeridos en esta tarea.
1.4 Definición del problema
El módulo de visión es uno de los componentes de los sistemas de empaquetamiento
automático. La función de este módulo consiste en extraer un conjunto de características de los
ítems a ser empacados, a partir de una imagen en tercera dimensión (3D) de la escena. Las
características relevantes son tres: (1) posición del punto de agarre, (2) orientación del objeto, (3)
tamaño del objeto – largo, ancho y alto. Adicionalmente, el módulo debe ser capaz de identificar
la cantidad de objetos existentes en la escena. Este módulo es de alta complejidad debido a las
condiciones bajo las cuales debe operar: iluminación no controlada en almacenes, tamaño y
orientación variable de objetos a estibar, superficies reflectivas y no reflectivas, entre otros. La
exactitud, precisión y tiempo de procesamiento de este módulo afectan las decisiones que el
sistema de empaquetamiento toma respecto a: patrón de estibado y trayectorias de desplazamiento
del robot; de estas decisiones depende la eficiencia del sistema de empaquetamiento. Por esta
razón, es necesario establecer el desempeño del módulo antes de realizar su integración con el
sistema de empaquetamiento.
Con el desarrollo del sistema de empaquetamiento automático, se busca beneficiar al
personal encargado de resolver operaciones de estibado en el contexto de logística de distribución,
así como a los interesados en el traslado de productos finales a clientes: clientes finales,
transportadores de mercancía, almacenes o centros de distribución y acopio.
1.5 Aclaración del problema de traducción entre precisión y exactitud
Considerando que la gran mayoría de la bibliografía consultada se encuentra escrita en
inglés estadounidense, es pertinente aclarar los términos rescatados, los cuales serán
3

implementados durante el desarrollo del presente trabajo. El término “accuracy” en ocasiones se
utiliza indistintamente para hacer referencia tanto a la exactitud como a la precisión de una medida,
ya que su traducción literaria presenta ambigüedad dependiendo del contexto, por este motivo, se
ha decidido implementar el termino de exactitud para hacer referencia a una medida que se ajusta
lo más posible a un valor considerado como real (RAE, 2019a), y el termino repetibilidad para
hacer referencia a la dispersión que se pueda presentar al momento de realizar una misma medida
repetidas veces (RAE, 2019b).
1.6 Contextualización del trabajo
El presente trabajo se contextualiza dentro del proyecto macro “Evaluación del desempeño
de un sistema de empaquetamiento automático mediante aplicación de técnicas de optimización,
robótica industrial y visión por computador”, aprobado por la VRIT de la Universidad de La Salle
en el año 2016.
La organización de esta monografía está compuesta de la siguiente manera: En el capítulo
2, se presenta el estado del arte que involucra estudios similares para documentar los sensores
RGB-D empleados por otros autores, así como los indicadores de desempeño trabajados, y la
selección de los indicadores más acordes para el presente trabajo. En el capítulo 3, se caracteriza
el diseño experimental trabajado y se presentan los resultados de la recolección de datos. En el
capítulo 4, se enuncia la metodología a seguir para analizar los resultados, y en seguida se analiza
el módulo de visión en cuanto a su exactitud y repetibilidad. Por último, en el capítulo 5 se realizan
las conclusiones de los análisis efectuados para determinar la factibilidad de integrar el módulo de
visión con el sistema automático de estibado, y así realizar las recomendaciones para futuros
trabajos.
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Capítulo 2
Estado del arte
En este capítulo, se presenta el resultado del análisis de la literatura en busca de: (1) los
diferentes tipos de sensores/laser de profundidad usados en estimación de pose-tamaño, (2) los
indicadores de error y dispersión para exactitud y repetibilidad, (3) los métodos de obtención de
estos indicadores; esto con el fin de seleccionar los indicadores más apropiados para su
implementación en el contexto del presente proyecto.
Comercialmente existe una gran variedad de sensores especializados para la estimación de
posición, orientación y tamaño de objetos. Los sensores reportados en la literatura analizada se
agrupan en dos categorías (cámaras RGBD y Laser) y sus características se resumen en las Tablas
N°1 y N°2.
2.1 Tipos de sensores en estimación de pose y tamaño
Cámaras en la literatura:
Tabla N° 1: Cámaras empleadas en la literatura para estudios de visión artificial.

Nombre
Kinect V2

Resolución
1920×1080 Pixeles

Profundidad
512×424 Pixeles

Kinect V1

1280×960 Pixeles

640×480 Pixeles

Nombre

Resolución del
sensor
Ruler-E1221, Sub 1,024×512 Pixeles
familia
de
productos:
Ruler
E1200

Resolución de
perfil 3D
1,024 pixeles

Fuente: Los autores.

Láseres en la literatura:

5

Cita
(Camacho et al.,
2018)
(Meister et al.,
2012)
Cita
(Buchholz, 2016)

Tabla N° 2: Láseres empelados en la literatura para estudios de visión artificial.

Nombre
LIDAR
04LX

resolución
angular
URG- 0.352°

LMS400-1000

0.1°
configurable

rango

repetibilidad

±30mm para un ±3%
de
la
rango entre 60 y medida para un
1000 mm
rango entre 1000
a 4095 mm.
1.0°, 0.7 m - 3 m
± 4 mm

Cita
(Meister et
al., 2012)

(Buchholz,
2016)

Fuente: Los autores.

Con estos sensores, cada investigación ha reportado un desempeño de los módulos de
visión en la tarea de estimación de pose y tamaño. En la siguiente sección se resumen los
indicadores de mayor uso en la literatura, con énfasis en exactitud y repetibilidad para la posición,
la orientación y el tamaño.
2.2 Indicadores de error para medición de estimadores de pose y tamaño
Para el parámetro de posición se calcula el error de posición como la diferencia entre el
valor estimado del descriptor (posición calculada) y el valor real del descriptor (posición
establecida) (Camacho et al., 2018; Eizentals & Oka, 2016; Qi & Cai, 2014).
∆𝑥 = 𝑥 − 𝑥0

Ecuación N°1.

Donde xo es considerado como el valor real del descriptor.
Alternativamente en (Collet, Berenson, Srinivasa, & Ferguson, 2009) se propone calcular
el error de la posición como la distancia euclidiana entre el valor real del descriptor (centro del
objeto) y el valor estimado del descriptor (centro del objeto).
∆𝑑𝐸(𝑃, 𝑃𝑜 ) = √(𝑥𝑜 − 𝑥)2 + (𝑦𝑜 − 𝑦)2

Ecuación N°2

Donde los parámetros con el subíndice de “o” se consideran como el valor real del
descriptor.
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Otro autor propone que se puede estimar el error a partir de la diferencia entre los valores
estimados de los descriptores (valores obtenidos a través del escáner), y los valores reales del
modelo CAD (diseño asistido por computadora, por sus siglas en inglés) (Buchholz, 2016) (ver
ecuación N°1). Además de obtener un indicador para el error, también se propone uno para la
incertidumbre calculada como la raíz cuadrada de la suma de cuadrados de los promedios de cada
error obtenido en cada eje (x,y,z) (Eizentals & Oka, 2016).
𝑢 = √𝑒𝑥2 + 𝑒𝑦2 + 𝑒𝑧2

Ecuación N°3

Donde la “e” es el error de la exactitud para cada eje, el cual se obtiene como en la Ecuación
N°1.
Para el parámetro de orientación se propone la diferencia entre el valor estimado del
descriptor (ángulo calculado) y el valor real del descriptor (ángulo establecido) para un eje de
orientación específico, como se realiza en (Camacho et al., 2018) (ver ecuación N°1).
Alternativamente en (Berger, Bachler, & Scherer, 2000) obtienen el error como la distancia
perpendicular entre los bordes del modelo CAD y los gradientes de la imagen capturada, en donde
se basan en la aplicación del método de Newton (el cual supone que la función es localmente
lineal) para mediante un vector de correcciones, mitigar el error obtenido de manera iterada como
lo enuncia (Lowe, 1991).
Finalmente, para el parámetro de tamaño se sigue manteniendo el cálculo convencional del
error como la diferencia entre el valor estimado del descriptor (tamaño calculado) y el valor real
del descripto (tamaño establecido) (tomando por tamaño los descriptores de largo, ancho y alto)
(Camacho et al., 2018) (ver ecuación N°1). Alternativamente se ha empleado el error relativo como
el cociente entre el valor absoluto de la diferencia del valor real del descriptor y el valor estimado
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del descriptor, sobre el valor real para el descriptor del largo, como se realiza en (Hao, Yu, & Li,
2016).
𝜀=

|𝑥−𝑥0 |

Ecuación N°4

𝑥0

Donde xo es considerado como el valor verdadero.
A diferencia de los métodos para determinar la exactitud en un módulo de visión ya
mencionados, en (Hodan, Matas, & Obdrzalek, 2016) proponen emplear una métrica que aglomera
los errores de todos los objetos presentes en una imagen (error acumulado), es decir, permiten
unificar el valor del error de algún descriptor en específico, ya sea para la posición, la orientación
o el tamaño de los objetos.
𝑒𝑑 (𝛽̂ , 𝛽̅ , 𝐼) = ‖𝛽̅ − 𝛽̂ ‖

Ecuación N°5

Donde el subíndice “d” hace referencia al descriptor por evaluar (‘p’ para posición, ‘s’ para
tamaño y ‘r’ para orientación); y 𝛽 hace referencia al valor del descriptor. El acento de ‘ ̅ ’ hace
referencia al valor real del descriptor, y el acento de ‘ ̂ ’ hace referencia al valor estimado del
descriptor, es decir, al valor obtenido por el módulo de visión.
Los índices que se han alcanzado, varían significativamente dependiendo del método
empleado para diagnosticar la exactitud del módulo de visión, el tipo de sensor usado y las
características de los objetos de interés. A continuación, se enlistan los estudios que han evaluado
el desempeño del módulo de visión en cuestión, segmentado a estos según la semejanza en la
formulación para calcular la exactitud, de acuerdo con la información presentada anteriormente:
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Tabla N° 3: Índices alcanzados en la literatura especializada revisada de los indicadores propuestos.

Parámetro

Posición

Investigación

(Collet et al.,
2009)

Posición

(Qi & Cai,
2014)

Posición

(Eizentals &
Oka, 2016)

Resultado

Método

Exactitud promedio
obtenida a los
siguientes objetos:
Lata: 0.56 cm
Caja de jugo: 0.96
cm
Caja de arroz: 0.62
cm
Cuaderno: 0.68 cm

Exactitud promedio
obtenida para la
pieza a trabajar
N°1: 0.016 mm.
Exactitud promedio
obtenida para la
pieza a trabajar
N°2: 0.0174 mm
Exactitud
del
modelo afín:
Error X: 11.039
mm
Error Y: 5.835 mm
Error Z: 9.563 mm
Exactitud
del
modelo rígido:
Error X: 7.061 mm
Error Y: 5.402 mm
Error Z: 14.414 mm
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Sensor
utilizado

La estimación de la
postura se midió en
un rango de treinta a
noventa centímetros,
en donde cada objeto
se colocó solo en una
imagen y se movió
en intervalos de diez
centímetros entre el
No
rango
establecido especificado.
(prueba
de
profundidad)
y
lateralmente de cero
a veinte centímetros,
promediando
los
valores según la
prueba
de
profundidad.
Se mide la exactitud
Cámara
para dos piezas con
CCD
base rectangular, en (dispositivo
donde se promedia el
de carga
valor final de los
acoplada,
resultados obtenidos
por sus
para los ejes x, eje y,
siglas en
eje z.
inglés).
Se realizó una prueba
de la determinación
de las coordenadas
de los pimientos (eje
x, y, z) en un entorno
de
laboratorio,
empleando
diez Buscador de
pimientos inclinados rango láser
con
ángulos tipo LIDAR
conocidos. Se hace URG-04LX
una combinación de
los
ángulos
propuestos, y se
estima el error de
posición
del
pimiento.

Posición

(Hodan et al.,
2016)

Posición

(Camacho et
al., 2018)

Posición

(Buchholz,
2016)

Exactitud obtenida
en la estimación de
la posición de una
taza de té de
porcelana:
Error taza: 50 mm ≤
Error ≤ 125 mm.
Exactitud promedio
obtenida para el eje
X: 13.75 mm
Exactitud promedio
obtenida para el eje
Y: 22.22 mm
Exactitud promedio
obtenida para el eje
Z: 124 mm
Exactitud variando
la orientación del
objeto
en
un
escenario
de
laboratorio:
• σ = 0 mm →
-0.5 mm < x
< 1 mm
• σ = 7 mm →
0 mm < x <
4 mm
• σ = 14 mm
→ 0.5 mm <
x < 7 mm
Exactitud variando
la posición del
objeto
en
un
escenario
de
laboratorio:
• σ = 0 mm →
-0.5 mm < x
< 1 mm
• σ = 7 mm →
0 mm < x <
6 mm
• σ = 14 mm
→ 0 mm < x
< 10 mm
Exactitud variando
la orientación de los
10

Se mide la exactitud
de la estimación de la
posición de una taza
de té al variar su
rotación con respecto
al eje z entre un
rango de 55° y 125°.
Se obtienen los
errores de posición
de
diferentes
escenarios
controlados
de
estibado,
y
se
promedian
los
resultados a partir del
eje en estudio.
Se utiliza una sola
pieza, y un montaje
externo del sensor de
visión, para escanear
al objeto con una
variación del nivel de
ruido entre 0 mm y
14
mm.
Este
escenario
se
considera
como
controlado
por
laboratorio.
Se utilizan cinco
puntos
de
vista
diferentes a cinco
escenas diferentes,
en donde cada escena
contiene tres objetos
diferentes, y un total
de
veinte
localizaciones
por
objeto, además de
mantener el nivel de
ruido y el tipo de
montaje del sensor de
visión del escenario
controlado
por
laboratorio.
Este
escenario
se

No
especificado.

Kinect 2.0
(V2)

Moving Sick
IVP Ruler
E1200; Sick
LMS400;
Kinect V1;
Rgb-camera;
Cámara
industrial
Imaging
Source DFK
31BF03

Orientación

Tamaño

objetos
en
un
escenario real:
• σ = 0 mm →
0 mm < x <
2 mm
• σ = 7 mm →
-0.5 mm < x
< 7 mm
• σ = 14 mm
→ -0.5 mm
< x < 12 mm
Exactitud variando
la posición de los
objetos
en
un
escenario real:
• σ = 0 mm →
-1.5 mm < x
< 3 mm
• σ = 7 mm →
1 mm < x <
7 mm
• σ = 14 mm
→ 0 mm < x
< 10 mm
Error
de
aproximadamente
±3° en rotación y
menos de 2 mm en
(Berger et al.,
ambas direcciones
2000)
de traslación.

(Camacho et
al., 2018)

Exactitud promedio
obtenida para el
largo del objeto:
58.2 mm
Exactitud promedio
obtenida para el
ancho del objeto:
59.1 mm
Exactitud promedio
obtenida para el
alto del objeto: 124
mm
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considera como de
tipo real.

Se
estimó
la
orientación mediante
el
método
de
espacio-tamaño
No
integrado
de
la
especificado.
geometría
en
comparación de la
figura obtenida y el
CAD.
Se estimó el error de
la postura a partir de
la medición con
herramientas
tradicionales y las
obtenidas por el Kinect 2.0
módulo de visión y
(V2)
se promediaron los
valores aglutinados
por el descriptor en
estudio.

Tamaño

(Hao et al.,
2016)

Error de medición
en métodos 2D para
el largo del objeto:
2.35%
Error de medición
en métodos 3D para
el largo del objeto:
3.22%

Los
autores
presentan
un
conjunto de datos
seleccionados
de
referencias
especializadas
en
acuicultura, por lo
que
solo
se
promedian todos los
valores que ellos
proclaman.

Sonar
(navegación
y rango de
sonido, por
sus siglas en
inglés);
Cámara
individual
(2D);
Cámara
estéreo (dos
cámaras
paralelas).

Fuente: Los autores.

Teniendo en cuenta el objetivo del proyecto, se seleccionaron los siguientes indicadores:
Tabla N° 4: Indicadores seleccionados de la literatura referenciada para el presente proyecto.

Indicadores seleccionados de la literatura referenciada
Indicador
Justificación de selección
Parámetro
Permite cuantificar la desviación en
términos absolutos respecto al valor
verdadero (Pereira, 2013) y evita que se
presente ruido en los análisis al ser una
métrica invariante bajo la ambigüedad de
la postura del objeto, es decir, que trata a
las
poses
indistinguibles
como
Error acumulado
aproximadamente
equivalentes
Posición
(Hodan et al., 2016):
(propiedad necesaria para el presente
Tamaño
𝑒𝑑 (𝛽̂ , 𝛽̅ , 𝐼) = ‖𝛽̅ − 𝛽̂ ‖ proyecto debido a que el estimador del Orientación
módulo de visión hace predicciones
desde una única imagen de entrada
(Hodan et al., 2016)). Además, al
aglomerar los errores de todos los
objetos presentes en una imagen, evita
que se presenten sesgos en la variable de
respuesta al asumir valores acumulados.
Este indicador permite estimar el error
cometido en una serie de medidas al
Desviación estándar:
realizar una medida de sus desviaciones
Posición
con respecto al valor medio de las
Tamaño
∑𝑛𝑖=1(𝑥𝑖 − 𝑥̅ )2
mismas (Pereira, 2013), lo que permite
Orientación
𝑆=√
evaluar en el presente proyecto la
𝑛−1
repetibilidad del algoritmo en estudio
dentro del módulo de visión.
Fuente: Los autores.
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Nota: El error acumulado se emplea para evaluar la exactitud del módulo de visión, y la
desviación estándar se emplea para evaluar la repetibilidad del módulo de visión.
2.3 Conclusiones
En este capítulo se documentaron los antecedentes relacionados con el problema de
estimación de pose y tamaño a partir de las siguientes tres incógnitas: 1) ¿Qué factores se han
variado para evaluar el desempeño de módulos de visión?, 2) ¿Cuál ha sido el desempeño
alcanzado por otros autores al evaluar módulos de visión?, y 3) ¿Qué indicadores se han
implementado para evaluar los módulos de visión? Los documentos analizados permiten concluir
que: 1) Los factores que se han variado para evaluar a los módulos de visión son la posición de los
objetos, la orientación de los objetos, la posición de la cámara, la orientación de la cámara, el tipo
de sensor RGB-D empleado, las características de los objetos (tamaño, forma, material, entre
otros), y la obstaculización; 2) el desempeño alcanzado por los módulos de visión evaluados en la
literatura referenciada se sintetiza en la Tabla N°3 en la columna de “Resultados”, pero el mejor
desempeño alcanzado para cada parámetro es: exactitud para la posición del objeto equivalente a
0.016 mm (resultado obtenido según la ecuación N°1), exactitud para la orientación del objeto
equivalente a 2 mm, y exactitud para el tamaño del objeto equivalente a 2.35% (resultado obtenido
según la ecuación N°4); y 3) se han implementado cinco indicadores diferentes para evaluar a los
módulos de visión en cuanto a su exactitud, los cuales se documentaron bajo la nomenclatura de
ecuaciones (ej. Ecuación N°1).
A partir del análisis realizado, se seleccionan como índices de medición el error acumulado
(exactitud) y la desviación estándar (repetibilidad) para evaluar el módulo de visión en estudio.
Esta selección se fundamenta en los criterios: afinidad con la aplicación de empaquetado, afinidad
con la estimación de características fundamentada en visión por computador. Se destaca que solo
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una de las aplicaciones registradas se enfoca en empaquetado de mercancías, siendo este proyecto
uno de los pocos registrados en el área.
Se identifican tres hallazgos importantes en la literatura referenciada, los cuales son: 1) No
se realiza un enfoque a indicadores que denoten la repetibilidad de los módulos de visión
estudiados, debido a que se centran en corroborar que tan alejados se encuentran los resultados de
los valores establecidos como reales (exactitud), mas no en la variación de los resultados a través
de los escenarios trabajados; 2) Se identifica dependencia entre el error reportado y el tipo de
sensor utilizado, el tipo de objeto de interés y el tipo de aplicación; y 3) No se encuentran reportes
de análisis fundamentados en diseño experimental para la caracterización de módulos de visión en
las aplicaciones consultadas.
De los indicadores de error para determinar la exactitud de los módulos de visión, la
Ecuación N°1 es la más utilizada en la literatura referenciada, además, en cuanto a los sensores
empleados por otros autores, ninguno se repite en los estudios referenciados, por lo que la
comparación de los resultados puede ser poco confiable al no tener un patrón común entre los
sensores empleados.
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Capítulo 3
Diseño experimental
En este capítulo, se presenta el diseño experimental seleccionado para evaluar la exactitud
y repetibilidad del módulo de visión en estudio. La presentación incluye: formulación del problema
para experimentación, tipo de diseño experimental, enfoque sistémico, ficha técnica de
caracterización, descripción del proceso para recolectar los datos y, por último, la hoja de ruta
seguida con los respectivos resultados de las variables de respuesta seleccionadas.
3.1 Formulación del problema para experimentación
El módulo de visión que compone el sistema de estibado automático debe satisfacer
requisitos específicos de exactitud y repetibilidad. El umbral, o nivel mínimo de exactitud y
repetibilidad, es dependiente de la carga a manipular (Kuka Iberia, 2019). La aplicación de interés
en este proyecto asume cargas no deformables que no superan los cuarenta kilogramos. Para este
tipo de aplicaciones, se toman como referencia los umbrales mínimos resumidos en la Tabla N°5.
Tabla N° 5: Umbrales de exactitud y repetibilidad para la aplicación de estibado. Los umbrales están dados en términos de
distancia entre valores estimados y valores reales.

Descriptor
Posición
Tamaño
Orientación

Umbral de exactitud
5 mm
5 mm
5 grados

Umbral de repetibilidad
0.05mm
0.05 mm
0.1 grados

Fuente: Los autores.

Estudios previos han permitido concluir que la exactitud y repetibilidad del módulo de
visión, son dependientes de varios factores (Buchholz, 2016; Camacho et al., 2018; Collet et al.,
2009). Para el presente proyecto, es de interés determinar el efecto de la posición y orientación de
cámara en las variables exactitud y repetibilidad del módulo de visión. Se espera que los resultados
permitan establecer la configuración de los factores que garanticen umbrales aceptables en
exactitud y repetibilidad.
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3.2 Tipo de diseño experimental trabajado
Según (Gutiérrez Pulido & Salazar, 2008a), son cinco los aspectos más influyentes para
seleccionar el tipo de diseño experimental . A continuación, se presentan estos aspectos en relación
con el problema de interés en el presente proyecto:
1. El objetivo del experimento: Determinar los efectos de los factores posición de cámara,
orientación de cámara, sobre la exactitud y repetibilidad del módulo de visión del sistema
de estibado automático.
2. El número de factores a estudiar: Dos factores: (1) posición de cámara como factor
cuantitativo, (2) orientación de cámara como factor cualitativo.
3. El número de niveles que se prueban en cada factor: Para el factor posición interesan tres
niveles: 1330 mm, 1580 mm y 1830 mm. Para el factor orientación son de interés los
niveles centro, derecha e izquierda.
4. Los efectos que interesa investigar (relación factores – respuesta): Interesa resolver las
siguientes preguntas: ¿Cuál es el efecto de la posición y la orientación de cámara sobre la
exactitud y repetibilidad del módulo de visión?, ¿el módulo de visión puede ser integrado
con el sistema de empaquetado automático?
5. El costo del experimento, tiempo y precisión deseada: Los costos asociados se relacionan
con el tiempo de uso del banco de trabajo durante la adquisición de imágenes, tiempo de
procesamiento de imágenes y tiempo de análisis de resultados. En términos generales, los
costos del experimento no implican limitaciones relevantes respecto al número de
observaciones.
Como se puede apreciar, el objetivo general para diseños factoriales es “estudiar el efecto
de varios factores sobre una o más variables de respuesta”, el cual se asemeja al objetivo
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planteado en el presente proyecto. En consecuencia, se selecciona el “Diseño factorial 3k” debido
a que cumple con el objetivo del experimento, y se estudian los efectos de los ‘k’ factores (dos
factores), cada uno con tres niveles. Los diseños factoriales 2k y 2k-p, a pesar de compartir el mismo
objetivo que los diseños factoriales 3k, se descartan en el presente proyecto debido a que se tiene
un factor continuo (factor profundidad) y se interesa estudiar los efectos cuadráticos de dicho
factor, además, los factores empleados son categóricos y/o discretos y, de manera natural, tienen
tres niveles cada uno (Gutiérrez Pulido & Salazar, 2008b).
El diseño experimental del presente proyecto se denota como 32, lo que equivale a nueve
tratamientos diferentes en primera instancia, que corresponden a todas las posibles combinaciones
que se presentan con los dos factores con tres niveles cada uno (Gutiérrez Pulido & Salazar,
2008b).
El modelo estadístico que representa a un diseño experimental factorial con n factores
(donde n = 2) de este tipo está dado por:
𝑌𝑖𝑗𝑘 = 𝜇 + 𝛼𝑖 + 𝛽𝑗 + (𝛼𝛽)𝑖𝑗 + 𝜀𝑖𝑗𝑘
𝑖 = 1, 2, 3; 𝑗 = 1, 2, 3; 𝑘 = 1, 2, 3, 4
Donde el subíndice i hace referencia a los niveles del factor orientación de la cámara con
valores [izquierda, centro y derecha], el subíndice j hace referencia a los niveles del factor posición
de la cámara con valores [1330 mm, 1580 mm y 1830 mm], el subíndice k hace referencia a las
réplicas de cada tratamiento (en este caso son cuatro réplicas por tratamiento), 𝑌𝑖𝑗𝑘 es el error de
la característica de interés (ej. Tamaño) bajo el i-ésimo nivel de orientación de la cámara, j-ésimo
nivel de posición de la cámara y la k-ésima réplica del tratamiento, 𝜇 es la media general de la
variable de respuesta, 𝛼𝑖 es el efecto debido al i-ésimo nivel del factor orientación de la cámara,
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𝛽𝑗 es el efecto del j-ésimo nivel del factor posición de la cámara, (𝛼𝛽)𝑖𝑗 representa al efecto de
interacción en la combinación ij (efecto entre el i-ésimo nivel del factor orientación de la cámara
y el j-ésimo nivel del factor posición de la cámara ), y 𝜀𝑖𝑗𝑘 es el error aleatorio obtenido entre el iésimo nivel del factor orientación de la cámara, el j-ésimo nivel del factor posición de la cámara y
la k-ésima réplica del tratamiento (Gutiérrez Pulido & Salazar, 2008a).
Nota: La variable 𝑌𝑖𝑗𝑘 del modelo estadístico hace referencia a la variable de respuesta en
estudio, y debido a que se manejan dos variables de respuesta (error acumulado para la exactitud
y desviación estándar para la repetibilidad) y tres parámetros de evaluación (posición, tamaño y
orientación) de los objetos, este modelo se replica seis veces, es decir, se obtienen seis modelos en
donde 𝑌𝑖𝑗𝑘 pasa a ser, para cada modelo, el valor de:
•

Modelo 1: Error acumulado para la posición de los objetos en estudio.

•

Modelo 2: Error acumulado para el tamaño de los objetos en estudio.

•

Modelo 3: Error acumulado para la orientación de los objetos en estudio.

•

Modelo 4: Desviación estándar para la posición de los objetos en estudio.

•

Modelo 5: Desviación estándar para el tamaño de los objetos en estudio.

•

Modelo 6: Desviación estándar para la orientación de los objetos en estudio.

Esta aclaración es relevante al momento de analizar la sección de resultados (numerales
3.6.1 y 3.6.2) del presente proyecto, en donde las hojas de ruta se presentan con tres columnas de
resultados; una por cada característica de interés.
El error aleatorio “𝜀𝑖𝑗𝑘 ” también es denotado como el valor residual de la variable de
respuesta, el cual debe cumplir ciertas suposiciones tales como:
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•

Seguir una distribución normal con media cero y varianza constante 𝜎 2 (𝑁(0, 𝜎 2 )),
en donde se evalúan las siguientes hipótesis:
o Hipótesis de normalidad:
𝐻0 : 𝐿𝑜𝑠 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑝𝑟𝑜𝑣𝑖𝑒𝑛𝑒𝑛 𝑑𝑒 𝑢𝑛𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑐𝑖ó𝑛 𝑛𝑜𝑟𝑚𝑎𝑙
𝐻1 : 𝐿𝑜𝑠 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑛𝑜 𝑝𝑟𝑜𝑣𝑖𝑒𝑛𝑒𝑛 𝑑𝑒 𝑢𝑛𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑐𝑖ó𝑛 𝑛𝑜𝑟𝑚𝑎𝑙
o Hipótesis de homocedasticidad:
𝐻0 : 𝜎𝑖 = 𝜎𝑗
𝐻1 : 𝜎𝑖 ≠ 𝜎𝑗

•

Ser independientes entre sí, en donde se evalúa la siguiente hipótesis:
o Hipótesis de independencia:
𝐻𝑜 : 𝐸𝑙 𝑜𝑟𝑑𝑒𝑛 𝑑𝑒 𝑙𝑜𝑠 𝑑𝑎𝑡𝑜𝑠 𝑒𝑠 𝑎𝑙𝑒𝑎𝑡𝑜𝑟𝑖𝑜
𝐻1 : 𝐸𝑙 𝑜𝑟𝑑𝑒𝑛 𝑑𝑒 𝑙𝑜𝑠 𝑑𝑎𝑡𝑜𝑠 𝑛𝑜 𝑒𝑠 𝑎𝑙𝑒𝑡𝑜𝑟𝑖𝑜

En este modelo, las hipótesis de interés para los tres efectos son:
𝐻0 : 𝐸𝑓𝑒𝑐𝑡𝑜 𝑑𝑒 𝑜𝑟𝑒𝑖𝑛𝑡𝑎𝑐𝑖ó𝑛 (𝐴) = 0
𝐻1 : 𝐸𝑓𝑒𝑐𝑡𝑜 𝑑𝑒 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑐𝑖ó𝑛 (𝐴) ≠ 0
𝐻0 : 𝐸𝑓𝑒𝑐𝑡𝑜 𝑑𝑒 𝑝𝑜𝑠𝑖𝑐𝑖ó𝑛 (𝐵) = 0
𝐻1 : 𝐸𝑓𝑒𝑐𝑡𝑜 𝑑𝑒 𝑝𝑜𝑠𝑖𝑐𝑖ó𝑛 (𝐵) ≠ 0
Estas hipótesis también se pueden plantear con los efectos descritos en el modelo
estadístico representativo:
𝐻0 : 𝛼1 = 𝛼2 = ⋯ = 𝛼𝑎 = 0
𝐻1 : 𝛼𝑖 ≠ 0 𝑝𝑎𝑟𝑎 𝑎𝑙𝑔ú𝑛 𝑖
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𝐻0 : 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑏 = 0
𝐻1 : 𝛽𝑖 ≠ 0 𝑝𝑎𝑟𝑎 𝑎𝑙𝑔ú𝑛 𝑗
𝐻0 : (𝛼𝛽)𝑖𝑗 = 0 𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑜 𝑖𝑗
𝐻1 : (𝛼𝛽)𝑖𝑗 ≠ 0 𝑝𝑎𝑟𝑎 𝑎𝑙𝑔ú𝑛 𝑖𝑗
3.3 Enfoque sistémico

Figura N° 1: Representación general de un enfoque sistémico. (Fuente: Ing. Heriberto Alexander Felizzola Jiménez).

Basándose en la Figura N°1 como referencia a un diagrama general del enfoque sistémico,
se procede a especificar cada una de las variables que lo describen:
Tabla N° 6: Caracterización del enfoque sistémico.

ENTRADAS

Robot HP20D

FACTORES
Controlables: Orientaciones del robot (cualitativo),
Movimiento del robot (cuantitativo), Cantidad de efectores
finales (cuantitativo), Tipo de efectores finales (cualitativo),
Profundidad entre la cámara y el centro del área destinada para
la ubicación de las cajas (cuantitativo).
No controlables: Desgaste de piezas mecánicas que componen
el robot (cuantitativo), Tipo de robot (cualitativo), Cantidad de
ejes (cuantitativo), Error sistemático o de fábrica (cuantitativo).
Controlables: Programas a ingresar en el controlador
(cualitativo), Modo de uso (cualitativo).

Controlador DX100.

No
controlables:
Mantenimiento
del
controlador
(cuantitativo), Tipo de controlador (cualitativo), Error
sistemático o de fábrica (cuantitativo).
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Controlables: Tipo de sensor a emplear (cualitativo), Cantidad
de imágenes a tomar en una sola sesión (ráfaga) (cuantitativo),
Velocidad de captura (cuantitativo), Tipo de imagen a capturar
(cualitativo), Orientación de la cámara (cualitativo), Posición de
la cámara (cuantitativo).
Cámara Kinect V2.

Set de cajas.

Algoritmos de
procesamiento de
imagen.
Algoritmo de obtención
de nubes de puntos.

Algoritmo de ubicación
de las cajas.

Algoritmo de
generación de
escenarios aleatorios

Herramienta ventosa.

No controlables: Rango de visión (cuantitativo), Límites de
profundidad (cuantitativo), Condiciones ambientales de luz
(cuantitativo),
Temperatura
(cuantitativo),
Humedad
(cuantitativo), Ruido eléctrico (cuantitativo), calibración de la
cámara (cualitativo).
Controlables: Cantidad de cajas (cuantitativo), Tipo de cajas
(cualitativo), Dimensiones de las cajas (cuantitativo), Distancia
entre cajas (cuantitativo).
No controlables: Deformación por uso (cualitativo), Impresión
en diseño de caja (cualitativo).
Controlables: Imagen por procesar (cualitativo).
No controlables: Tiempo de procesamiento (cuantitativo).
Controlables: Imagen por procesar (cualitativo).
No controlables: Tiempo de corrida (cuantitativo).
Controlables: Cantidad de cajas a ubicar (cuantitativo),
Ubicación de las cajas (cuantitativo), Orientación de las cajas
(cuantitativo).
No controlables: Tiempo de corrida (cuantitativo).
Controlables: Cantidad de cajas por ubicar (cuantitativo),
Distribución del escenario (cuantitativo), Distancia mínima
entre cajas (cuantitativo).
No controlables: Aleatorización de escenarios (cuantitativo).
Controlables: Ubicación respecto al robot como efector final
(cuantitativo).
No controlables: Deformación por uso (cualitativo).
Controlables: Área destinada para la ubicación de las cajas
(cuantitativo).

Laboratorio.

No controlables: Distribución de las cajas en el laboratorio
(cuantitativo), Proyección de luz artificial (cuantitativo),
Luminosidad ambiental (cuantitativo).
Salidas: Al finalizar el proceso descrito más adelante, se obtienen las siguientes variables
de respuesta para cada parámetro en estudio (posición, tamaño y orientación):
• Exactitud → Error acumulado (𝑒𝑎𝑐𝑐 )
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•

Repetibilidad → Desviación estándar (𝑆).
Fuente: Los autores.

3.4 Ficha técnica de caracterización
Teniendo en cuenta el objetivo principal planteado en el presente documento, y las
variables plasmadas en el enfoque sistémico, se procede a construir la ficha técnica de
caracterización del experimento:
Tabla N° 7: Ficha técnica de caracterización del experimento.

Validar la exactitud y repetibilidad del módulo de
visión en estudio a partir de los indicadores
propuestos en el capítulo 2 del presente documento.

OBJETIVO

Variables de respuesta

Factores controlables por
variar

Niveles de los factores
controlables por variar

Valores objetivos de las variables de respuesta:
1. Exactitud (error acumulado):
1.1. Posición ≤ 5 mm
1.2. Tamaño ≤ 5 mm
1.3. Orientación ≤ 5°
2. Repetibilidad (desviación estándar):
2.1. Posición ≤ 0.05 mm
2.2. Tamaño ≤ 0.05 mm
2.3. Orientación ≤ 1°
1. Exactitud → Error acumulado (𝑒𝑎𝑐𝑐 )
2. Repetibilidad → Desviación estándar (𝑆).
1. Orientación del sistema de referencia con origen
en el lente de la cámara con respecto al sistema
de referencia con origen en el centro geométrico
del área de ubicación de las cajas (cualitativo).
2. Posición (distancia euclidiana) entre el sensor de
la cámara y el punto central del área de carga
(cuantitativo con un patrón de escala equivalente
a 250 mm).
1.1 Izquierda.
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Figura N° 2: Nivel “izquierda” del factor orientación del robot. (Fuente:
Los autores).

1.2 Derecha.

Figura N° 3: Nivel “derecha” del factor orientación del robot. (Fuente: Los
autores).

1.3 Centro.

Figura N° 4: Nivel “centro” del factor orientación del robot. (Fuente: Los
autores).

2.1 1330 mm
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Figura N° 5: Nivel “1330 mm” del factor posición del robot. (Fuente: Los
autores).

2.2 1580 mm

Figura N° 6: Nivel “1580 mm” del factor posición del robot. (Fuente: Los
autores).

2.3 1830 mm

Figura N° 7: Nivel “1830 mm” del factor posición del robot. (Fuente: Los
autores).

Estrategias de bloqueo

➢ Mismo robot industrial (HP20D)
➢ Mismo controlador (DX100)
➢ Misma cantidad de cajas para la extracción del
lote de cuatro cajas (veinticuatro cajas).
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Unidad experimental

Tamaño del experimento

➢ Posicionamiento fijo de la cámara (evitar
pendulaciones y movimientos al garantizar la
sujeción de la cámara al robot).
➢ Misma cámara (Kinect V2).
➢ Mismo tipo de cajas (cajas no idealizadas, es
decir, no forradas, con su color natural de la
madera en que fueron construidas).
➢ Ubicación de ventosa (centro de la cara superior
de cada caja).
➢ Misma forma de las cajas (hexaedro rectangular
regular).
➢ Altura mínima de cada caja (≥100 mm).
➢ Distancia mínima entre cajas (≥ 40 mm).
➢ Misma herramienta ventosa (circular).
➢ Misma área de trabajo (76.5 cm * 48 cm)
Escena compuesta por un conjunto de objetos dentro de
la vista de la cámara en el momento de adquisición (las
escenas no son homogéneas debido a que hay diferentes
cajas y poses). La única característica común entre las
escenas es el número de cajas, es decir, cuatro cajas por
escena (treinta y seis escenas).
Tratamientos: 9
Replicas: 4
N = 9 * 4 = 36
Fuente: Los autores.

3.5 Descripción del proceso para recolectar datos
La metodología con la cual se realizó el experimento fue la siguiente:
1. Inicialmente, mediante la ejecución del algoritmo de generación de escenarios
aleatorios, se generan treinta y seis escenarios para acatar la totalidad del tamaño del
experimento. Cada escenario ha de contar con un total de cuatro hexaedros
rectangulares, extraídos de las veinticuatro cajas disponibles; además, cada escenario
debe ser único en cuanto a las posiciones, tamaños y orientaciones de las cajas
involucradas. Ej.:
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Figura N° 8: Demostración de la creación de escenarios aleatorios para cada réplica de cada tratamiento. (Fuente: Los autores).

2. Se identifican, del portafolio de veinticuatro cajas, las que fueron seleccionadas para el
escenario.
3. Se ordenan las cuatro cajas seleccionadas de menor a mayor según su número de ID.
4. Se posiciona, en orden secuencial creciente, cada caja en la bandeja de alimentación
para que el robot la pueda coger:
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Figura N° 9: Ubicación de la caja en la bandeja de alimentación (Fuente: Los autores).

5. Se ejecuta el algoritmo de ubicación de las cajas para posicionar cada caja en el área
dispuesta para la obtención de las nubes de puntos y para añadirle el ángulo
correspondiente a su orientación.
6. Se repiten los pasos cuatro y cinco hasta haber ubicado las cuatro cajas en el área de
trabajo, según el escenario aleatorio generado inicialmente:

Figura N° 10: Demostración de la ubicación de las cuatro cajas para uno de los escenarios trabajados (Fuente: Los autores).
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7. Teniendo en cuenta la hoja de ruta presentada posteriormente, se posiciona el brazo del
robot de forma que ubique la cámara en la orientación y posición correspondiente para
el tratamiento a probar:

Figura N° 11: Demostración de posicionar el robot según hoja de ruta (posición centro del robot, y profundidad de 1330 mm).
(Fuente: Los autores).

8. Con las cuatro cajas en escena, se realizan las capturas de pantalla, con la cámara Kinect
V2 (con sus respectivas ráfagas), imágenes de las cuales posteriormente se obtendrá la
nube de puntos.
9. Finalmente se retiran las cajas del área dispuesta para las capturas de imágenes y se
organiza el lugar de trabajo para el siguiente escenario.
10. Se repiten los pasos uno al nueve, siguiendo la obtención de capturas de imágenes de
los diferentes escenarios aleatorios generados, variando la orientación y posición de la
cámara Kinect V2 como se muestra en la sección de “hoja de toma de datos” para
mantener la respectiva aleatorización del experimento.
El proceso descrito anteriormente se plasma en el siguiente diagrama de operaciones:
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7 min
Generar escenario aleatorio

1

Identificar las cajas
seleccionadas para el
escenario

0,2 min

Ordenar las cajas de menor a
mayor según su ID

0,1 min

Ubicar individualmente las
cajas de menor a mayor en la
bandeja para la disposición
del robot

0,1 min

Ejecutar el algoritmo de
ubicación para la ubicar la
caja en el área
correspondiente

3 min

Ubicar en la posición y en la
profundidad correspondiente
la cámara según la hoja de
ruta

1 min

2

3

4

5

6

4 min

Obtención de la nube de
puntos

7

0,5 min

Retirar cajas del escenario
8

Evento

Cantidad

Tiempo (min)

Operación

08

15.9

Inspección

00

0

Figura N° 12: Diagrama de operaciones para la recolección de datos. (Fuente: Los autores).
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3.6 Hoja de toma de datos (hoja de ruta)
Los niveles de los factores del presente proyecto se denotan de la siguiente manera, la cual
se emplea en la fase de análisis:
Tabla N° 8: Equivalencia de los factores según la notación experimental literaria.

Factores
Tratamiento
Factor
Factor 1
2
1
Izquierda 1330
2
Centro
1330
3
Derecha
1330
4
Izquierda 1580
5
Centro
1580
6
Derecha
1580
7
Izquierda 1830
8
Centro
1830
9
Derecha
1830

Literal
Factor Factor
1
2
Bajo
Bajo
Medio
Bajo
Alto
Bajo
Bajo
Medio
Medio Medio
Alto
Medio
Bajo
Alto
Medio
Alto
Alto
Alto

Fuente: Los autores.

Nota: El factor 1 hace referencia al factor de orientación del robot, y el factor 2 hace
referencia al factor de posición de la cámara.
3.6.1 Resultados pertenecientes a la exactitud
Tabla N° 9: Hoja de ruta y resultados pertenecientes a la evaluación de la exactitud.

Orden
estándar
15
18
14
9
12
24
6
7
29
16
17

Orden de
corrida
1
2
3
4
5
6
7
8
9
10
11

Orientación

Posición

Derecha
Centro
Derecha
Centro
Izquierda
Derecha
Derecha
Centro
Izquierda
Centro
Centro

1830
1830
1580
1830
1830
1830
1830
1330
1580
1330
1580

Exactitud → Error acumulado
Posición – C
Orientación – C
Tamaño (mm)
(mm)
(°)
861,257555
31,04875
27,6796875
550,065861
9,49802083
66,8796875
807,618999
120,618333
117,200521
531,697962
32,6178125
67,609375
1419,58944
256,145833
80,375
1319,98013
271,523958
46,2083333
1114,26573
81,13125
62,59375
1347,7832
177,6225
103,84375
780,669252
9,78125
38,70625
1143,45413
38,9067708
46,8942708
1175,31678
197,76625
31,815625

30

34
22
11
31
8
2
36
19
32
5
28
30
35
10
26
20
25
33
21
23
1
3
13
4
27

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Centro
Derecha
Izquierda
Derecha
Centro
Izquierda
Centro
Izquierda
Derecha
Derecha
Izquierda
Izquierda
Centro
Izquierda
Centro
Izquierda
Centro
Derecha
Izquierda
Derecha
Izquierda
Izquierda
Derecha
Derecha
Centro

1330
1330
1580
1330
1580
1580
1830
1330
1580
1580
1330
1830
1580
1330
1580
1580
1330
1830
1830
1580
1330
1830
1330
1330
1830

1120,00886
1321,11255
757,170614
1158,87023
941,058435
1260,46934
518,66801
1314,83138
613,009289
690,761258
1156,19375
1156,93865
992,151949
1115,21434
936,851266
813,278177
1110,74638
1209,36962
1056,25099
920,21158
1127,21451
1088,62773
1190,79063
1202,05883
552,262027

14,1911458
120,03625
23,68125
26,3934375
4,75125
265,81625
53,9528125
216,74125
10,45875
45,8332292
144,650625
52,9976042
5,89791667
62,65
5,91
9,0528125
34,49375
140,8325
59,6625
205,7575
22,32
24,595625
41,8395833
51,625625
31,8634375

68,3046875
76,83125
85,225
40,8375
63,775
109,7
52,3296875
50,825
51,3375
74,4567708
84,7984375
83,14375
70,2583333
59,0796875
91,275
57,065625
50,84375
93,4125
56,11875
53,45625
96,7
74,1
53,3302083
58,490625
91,2515625

Fuente: Los autores.

3.6.2 Resultados pertenecientes a la repetibilidad
Tabla N° 10: Hoja de ruta y resultados pertenecientes a la evaluación de la repetibilidad.

Orden
estándar
15
18
14
9
12
24
6
7
29

Orden de
corrida
1
2
3
4
5
6
7
8
9

Orientación

Posición

Derecha
Centro
Derecha
Centro
Izquierda
Derecha
Derecha
Centro
Izquierda

1830
1830
1580
1830
1830
1830
1830
1330
1580

Repetibilidad → Desviación estándar
Posición – C
Orientación – C
Tamaño (mm)
(mm)
(°)
0,0064668
0,00428361
7,87085029
0,00084393
0,00124341
1,08155684
0,00201284
0,00713002
9,64760648
0,00338746
0,00315245
0,83330046
0,00606459
0,00891043
8,27650789
0,0058345
0,013383
10,5894738
0,0036005
0,00400376
1,97664241
0,00191829
0,00417097
6,71010606
0,00112716
0,00113283
2,55135386
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16
17
34
22
11
31
8
2
36
19
32
5
28
30
35
10
26
20
25
33
21
23
1
3
13
4
27

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Centro
Centro
Centro
Derecha
Izquierda
Derecha
Centro
Izquierda
Centro
Izquierda
Derecha
Derecha
Izquierda
Izquierda
Centro
Izquierda
Centro
Izquierda
Centro
Derecha
Izquierda
Derecha
Izquierda
Izquierda
Derecha
Derecha
Centro

1330
1580
1330
1330
1580
1330
1580
1580
1830
1330
1580
1580
1330
1830
1580
1330
1580
1580
1330
1830
1830
1580
1330
1830
1330
1330
1830

0,00120782
0,00321133
0,00231469
0,0019164
0,00164738
0,00154934
0,00090793
0,00090558
0,00126954
0,00287326
0,00161609
0,0039805
0,0016428
0,00413375
0,00116911
0,00214555
0,00068615
0,00137628
0,00086055
0,0017008
0,00167437
0,00116527
0,00164205
0,00293375
0,00265903
0,00229329
0,00102562

0,00639642
0,00580763
0,00521238
0,00338685
0,00287951
0,00140936
0,00088242
0,00422215
0,00716402
0,00342104
0,00144901
0,00800364
0,00280379
0,00139736
0,00135694
0,00318792
0,00099851
0,00145656
0,00240152
0,00186926
0,0036336
0,00151247
0,00238444
0,00195574
0,01229056
0,0081136
0,00211374

15,6012902
22,2713722
6,10123355
3,94598012
28,2692915
13,6713495
8,98683717
1,41620037
24,9745904
6,94922668
7,38499414
14,3463793
4,72327604
0,47626797
2,30893914
4,36193969
0,15150931
0,50057397
2,15740359
8,01953928
10,0864735
0,71228693
9,86968138
1,75449981
3,79482422
4,62053327
5,06913352

Fuente: Los autores.

3.7 Conclusiones
En este capítulo se diseñó el experimento más adecuado para el problema de interés, así
mismo, se describió el modelo utilizado, las hipótesis por evaluar (tanto para la variable de
respuestas como para los residuales), las condiciones experimentales, se identificaron factores,
niveles, valores objetivo de las variables de respuesta, se describió el proceso llevado a cabo para
recolectar los datos, y finalmente se presentaron los datos recopilados.
El diseño experimental más adecuado es el denotado como 3k debido a que se estudiaron
efectos de varios factores sobre una o más variables de respuesta, además de que se emplearon
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factores categóricos y/o discretos, y de manera natural, cada factor posee tres niveles de interés
por estudiar.
Las variables de respuesta son los indicadores seleccionados en el capítulo 2, las cuales son
“error acumulado” para la exactitud, y “desviación estándar” para la repetibilidad. Estas variables
de respuesta se evalúan según los efectos que se presentan al variar el factor de orientación de la
cámara, el factor posición de la cámara, y la interacción entre estos factores.
El tamaño del experimento consta de treinta y seis datos por cada parámetro de estudio
(posición, tamaño y orientación de los objetos), el cual se debe a la existencia de nueve
tratamientos (combinación entre los niveles del factor orientación [izquierda, centro y derecha] y
el factor posición [1330 mm, 1580 mm y 1830 mm]), y cuatro réplicas de cada tratamiento.
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Capítulo 4
Análisis de resultados
En este capítulo, se denota la metodología seguida para analizar los resultados y se
documentan los análisis respectivos de los resultados en cuanto a la exactitud y repetibilidad del
módulo de visión en estudio. Por último, se presenta el concepto respecto de la factibilidad de
integrar el módulo de visión con el sistema de empaquetamiento propuesto en el proyecto macro
“Evaluación del desempeño de un sistema de empaquetamiento automático mediante aplicación
de técnicas de optimización, robótica industrial y visión artificial”, según los umbrales de
aceptación establecidos en la Tabla N°5 del capítulo 3.
4.1 Metodología para analizar los resultados
En un diseño experimental, existen varias maneras para analizar los resultados y llegar a
una conclusión confiable, pero en el presente trabajo se sigue la metodología planteada por
(Gutiérrez Pulido & Salazar, 2008a), la cual se resume en el siguiente diagrama:
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Parte 1

Inicio

A
Calcular
residuales

No

Si

¿Los residuales tienen un
comportamiento normal?

Prueba de
Anderson Darling

No

¿Los residuales tienen un
comportamiento homocedástico?
•
•

Transformar
datos a escala
logarítmica

No

¿Los residuales tienen un
comportamiento homocedástico?

Prueba de Levene
Comparaciones múltiples
Si

Si

No

¿Los residuales tienen un
comportamiento aleatorio?
Prueba de rachas por
media, moda y mediana

Parte 2

Repetir toma
de datos

Si

No

¿Los residuales tienen un
comportamiento aleatorio?
Prueba de rachas por
media, moda y mediana

A

Prueba de igualdad de
medias Kruskall Wallis

Prueba de Barlett

Si

ANOVA

No

¿Se rechaza la hipótesis
nula?

Si

Realizar comparaciones y
Prueba de Tukey
contrastes entre tratamientos

Analizar influencia de
factores y niveles

Concluir

Fin

Figura N° 13: Diagrama de flujo a seguir para analizar los resultados de un diseño experimental. (Fuente: Los autores).

Nota: El diagrama anterior presenta dos partes, en donde la primera ha de realizarse con
los residuales respectivos de las variables de respuesta, y la segunda, se ha de ejecutar con las
propias variables de respuesta. Además, el texto denotado con color rojo, hace referencia a las
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pruebas estadísticas que se han de realizar para dar contestación a las preguntas de las condiciones
dadas, al igual que evaluar las hipótesis planteadas en el numeral 3.2 del presente proyecto, en
donde las hipótesis pertenecientes al error aleatorio “𝜀𝑖𝑗𝑘 ” conciernen a la parte 1 del diagrama, y
las hipótesis de interés pertenecientes a los tres efectos (orientación, posición y la interacción de
estos dos factores) conciernen a la parte 2 del diagrama. El nivel de significancia seleccionado
para evaluar cada prueba estadística es equivalente a cinco por ciento.
Los residuales requeridos se calculan como la diferencia entre la respuesta observada (Yijk)
̅ij.) (Gutiérrez Pulido & Salazar, 2008a), donde el subíndice “i” hace
y la media del tratamiento (Y
referencia a los niveles del factor orientación del experimento, el subíndice “j” hace referencia a
los niveles del factor posición del experimento, y el subíndice “k” hace referencia a las réplicas
hechas para cada tratamiento. La fórmula general a utilizar para calcular los residuales es:
𝑒𝑖𝑗𝑘 = 𝑌𝑖𝑗𝑘 − 𝑌̅𝑖𝑗.

∀𝑘

Donde 𝑒𝑖𝑗𝑘 es el residual perteneciente al resultado de la réplica k, en el nivel i del factor
orientación y el nivel j del factor posición; 𝑌𝑖𝑗𝑘 es la variable de respuesta obtenida de la réplica k,
en el nivel i del factor orientación y el nivel j del factor posición; y 𝑌̅𝑖𝑗. es la media aritmética de
las variables de respuesta obtenidas en las réplicas del nivel i del factor orientación y el nivel j del
factor posición.
Ahora bien, como las pruebas estadísticas plasmadas en la Figura N°13 se ejecutaron en el
software especializado en estadística de “Minitab 18.1”, se hace la aclaración de:
•

La prueba de normalidad seleccionada para validar el supuesto de normalidad en el
presente trabajo es la de “Anderson Darling” debido a que se basa en la función de
distribución empírica, y a diferencia de las pruebas de Kolmogórov-Smirnov y
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Ryan-Joiner, tiende a ser más efectiva para detectar desviaciones en las colas de la
distribución. Además, muchos profesionales en estadística optan por la prueba de
Anderson Darling como primera opción, dada la confiabilidad que maneja la prueba
(Minitab Inc., 2019a).
•

La prueba de homocedasticidad seleccionada entre las dos plasmadas es la prueba
de “Levene”, ya que considerando que las muestras tienen menos de veinte
observaciones (replicas) cada una, la confiabilidad de la prueba de comparaciones
múltiples es muy baja debido a que las muestras presentan distribuciones muy
asimétricas, generando que la tasa de error tipo I (rechazar la hipótesis nula, siendo
esta verdadera) sea mayor que el nivel de significancia (Minitab Inc., 2019b).

•

La prueba para realizar comparaciones y contrastes entre los tratamientos
seleccionada para el presente trabajo es la denotada como “Tukey” debido a que es
el método más conservador para comparar pares de tratamientos, es decir, que
mitiga la probabilidad de cometer errores de tipo I. Además, a diferencia de las
pruebas de LSD y Duncan, Tukey trabaja con un error muy cercano al declarado
por el experimentador, generando que la confiabilidad de la prueba sea mucho
mayor (Gutiérrez Pulido & Salazar, 2008a).

•

La prueba H de Kruskal Wallis se analiza según lo planteado en (Pardo Merino &
Ruiz Díaz, 2005).

4.2 Análisis de la Exactitud
Los datos obtenidos, en cuanto al error acumulado, a través del diseño factorial 3k
propuesto, son los plasmados en la Tabla N°9 del capítulo 3.
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4.2.1 Verificación de supuestos (Exactitud)
A partir del diagrama propuesto en la Figura N°13, se obtienen los residuales de cada
métrica en estudio según la variable de respuesta del error acumulado, a continuación:
Tabla N° 11: Residuales de las réplicas aplicadas por cada tratamiento en cuestión para evaluar la exactitud; “Primera parte”.

A

B

Orientación Posición
Bajo
Medio
Alto
Bajo
Medio
Alto
Bajo
Medio
Alto

Bajo
Bajo
Bajo
Medio
Medio
Medio
Alto
Alto
Alto

R1 (Residuales)
R2 (Residuales)
Posición Tamaño Orientación Posición Tamaño Orientación
C (mm)
C (mm)
C (°)
C (mm) C (mm)
C (°)
136,468 105,151
-22,026
-22,170 33,060
11,948
167,285 111,319
36,372
-37,044 -27,397
-20,577
102,904
60,063
19,459
-59,338 -33,580
-16,535
-122,228
-67,302
-33,968 -145,726 -53,402
12,551
163,972 144,185
-32,465
-70,286 -48,830
-0,506
49,719
24,951
43,088 -144,891 -85,208
-22,775
239,238 157,795
6,941
-23,413 -45,353
9,709
11,892
-22,485
-2,638
-6,476
0,635
-1,908
-264,961 -100,085
-29,794 193,762 140,390
-11,265
Fuente: Los autores.

Tabla N° 12: Residuales de las réplicas aplicadas por cada tratamiento en cuestión para evaluar la exactitud; “Segunda parte”.

A

B

R3 (Residuales)
R4 (Residuales)
Posición Tamaño Orientación Posición Tamaño Orientación
Orientación Posición
C (mm) C (mm)
C (°)
C (mm) C (mm)
C (°)
Bajo
Bajo
-63,149 -48,940
-13,771 -51,149 -89,270
23,849
Medio
Bajo
-60,489 -52,112
0,833 -69,752 -31,810
-16,628
Alto
Bajo
-27,417 -18,134
-4,042 -16,149
-8,348
1,118
Bajo
Medio
357,572 188,733
37,026 -89,619 -68,030
-15,609
Medio
Medio
-19,193 -47,683
5,977 -74,493 -47,671
26,994
Alto
Medio
-67,139 -49,834
0,344 162,311 110,091
-20,657
Bajo
Alto
-124,101 -38,688
-17,316 -91,724 -73,755
0,666
Medio
Alto
-19,505 21,970
-17,188
14,089
-0,120
21,734
Alto
Alto
-11,953 -50,003
5,120
83,151
9,698
35,939
Fuente: Los autores.

Una vez obtenidos los valores residuales, se verifican los siguientes supuestos:
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Tabla N° 13: Verificación del supuesto de normalidad para los residuales de las métricas en estudio en cuanto a su exactitud.

Supuesto de normalidad (Exactitud)
Gráficas
Análisis
Como se puede apreciar en la Figura
N°14, los residuales de las métricas
de posición y tamaño (gráfica
superior y central) no se comportan
de forma normal debido a que no
tienden a seguir la línea de
normalidad presentada, además de
que los Valores P obtenidos en las
pruebas de normalidad son menores
al nivel de significancia, por lo que
existen
suficientes
pruebas
estadísticas para rechazar la
hipótesis nula, es decir, que los
valores evaluados no provienen de
una distribución normal en las
métrica de posición y tamaño. Por
otro lado, los residuales de la métrica
de orientación (gráfica inferior) se
comportan de forma normal debido a
que tienden a seguir la línea de
normalidad presentada, además de
que el Valor P obtenido en la prueba
de normalidad es mayor al nivel de
significancia, por lo que existen
suficientes pruebas estadísticas para
no rechazar la hipótesis nula, es
decir, que los valores evaluados
provienen de una distribución
normal en la métrica de orientación.

Figura N° 14: Gráficas de normalidad de residuales para las métricas en
estudio en cuanto a la exactitud. (Fuente: Los autores).
Fuente: Los autores.
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Tabla N° 14: Verificación del supuesto de homocedasticidad para los residuales de las métricas en cuanto a su exactitud.

Supuesto de homocedasticidad (Exactitud)
Gráficas
Análisis
Dado que los residuales de las tres
métricas en estudio no se comportan
Prueba de igualdad de varianzas: Residuales posición-C vs. Orientación; Posición
Múltiples intervalos de comparación para la desviación estándar, α = 0,05
de la misma manera en cuanto a la
Posición
Profundidad
normalidad, se procede a verificar la
Centro
1330
homocedasticidad de los mismos con
1580
sus respectivas pruebas estadísticas.
1830
Comparaciones múltiples
Valor p

0,035

Prueba de Levene
Valor p

Derecha

0,777

1330
1580
1830

Izquierda

1330
1580
1830
0

200 400 600 800 1000 1200 1400 1600 1800

Si los intervalos no se sobreponen, las Desv.Est. correspondientes son significativamente diferentes.

Prueba de igualdad de varianzas: Residuales tamaño-C vs. Orientación; Posición
Múltiples intervalos de comparación para la desviación estándar, α = 0,05

Posición

Profundidad

Centro

1330

Comparaciones múltiples
Valor p

1580
1830
Derecha

0,283

Prueba de Levene
Valor p

0,921

1330
1580
1830

Izquierda

1330
1580
1830
0

100

200

300

400

500

600

700

800

Si los intervalos no se sobreponen, las Desv.Est. correspondientes son significativamente diferentes.

Prueba de igualdad de varianzas: Residuales orientación-C vs. Orientación; Posición
Posición

Profundidad

Centro

1330

Prueba de Bartlett
Valor p

1580

0,834

1830
Derecha

1330
1580
1830

Izquierda

1330
1580
1830
0

50

100

150

200

250

Intervalos de confianza de Bonferroni de 95% para Desv.Est.

Figura N° 15: Prueba de homocedasticidad para las métricas en estudio
en cuanto a la exactitud (Fuente: Los autores).
Fuente: Los autores.
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Según la Figura N°15, los residuales
obtenidos de los errores acumulados
provienen de muestras con varianzas
iguales ya que no se presenta un
efecto embudo en ningún momento,
además de que los Valores P para las
pruebas realizadas son mayores al
nivel de significancia, por lo que
existen
suficientes
pruebas
estadísticas para no rechazar la
hipótesis nula, es decir, se infiere que
los valores residuales de las tres
métricas en estudio provienen de
muestras con varianzas iguales.

Tabla N° 15: Verificación del supuesto de independencia para los residuales de las métricas en estudio en cuanto a su exactitud.

Supuesto de independencia (Exactitud)
Tabla
Análisis
Tabla N° 16: Resultados de las pruebas de rachas para verificar el
Como se puede apreciar en la Tabla
supuesto de independencia en las métricas en estudio para verificar la
N°16, los Valores P de las pruebas
exactitud.
realizadas para cada una de las
métricas en estudio son mayores al
Métrica
Prueba de
Valor
Valor P
nivel de significancia, lo que permite
rachas
Media
0
0,252
inferir que los valores de los
Posición
residuales del error acumulado
Mediana
-22,7914
0,735
obtenidos son aleatorios y, por ende,
Media
0
0,822
Tamaño
son independientes, al haber
Mediana
-29,6033
0,735
suficientes pruebas estadísticas para
Media
0
0,735
Orientación
no rechazar la hipótesis nula, la cual
Mediana
-0,0809896
0,735
sustenta que el orden de los datos es
Fuente: Los autores.
aleatorio.
Fuente: Los autores.

En síntesis, los valores residuales del error acumulado obtenido para cada tratamiento
efectuado, con el propósito de evaluar la exactitud de las métricas de posición y tamaño, no son
normales, a excepción de la métrica de orientación que sí se comporta de manera normal. Los
valores residuales del error acumulado de la tres métricas en estudio son homocedasticos e
independientes.
4.2.2 Prueba de igualdad de medias de tratamientos y análisis de efectos principales
(Exactitud)
Una vez analizados todos los supuestos en cuanto a la variable de respuesta de la exactitud
del módulo de visión, se evalúan las hipótesis de interés pertenecientes a los tres efectos
(orientación, posición y la interacción de estos dos factores) con su respectiva prueba.
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4.2.2.1 Análisis de la exactitud en la posición de las cajas
Tabla N° 17: Prueba H de Kruskal Wallis para la métrica de posición en cuanto a su exactitud.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°17, la suma de los rangos asignados a las cuatro
replicas, de los nueve tratamientos obtenidos (Valor Z), muestran una cierta discrepancia,
adicionalmente, con un valor P menor al nivel de significancia, se considera que existe evidencia
suficiente para rechazar la hipótesis nula, por lo que se infiere que al menos una mediana de los
tratamientos es diferente a las demás, lo que implica que los factores estudiados (orientación y
posición) son significativos para los valores de Exactitud en cuanto al error acumulado de la
métrica de posición, es decir, que al menos un factor o interacción es significativa, por lo que su
efecto es influyente en la variable de respuesta, estadísticamente hablando.
Dada la significancia de los factores e interacciones, se procede a realizar las
comparaciones y contrastes entre los tratamientos, obteniendo así los siguientes grupos:
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Tabla N° 18: Prueba de Tukey para comparar y contrastar los tratamientos en cuanto al error acumulado para la métrica de
posición.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°18, la prueba de Tukey determina tres grupos
significativos entre los nueve tratamientos experimentales trabajados, y dado que el objetivo es
obtener el menor error acumulado posible, se infiere que los tratamientos pertenecientes al grupo
“C” son los que mejor se comportan con respecto a la variable de respuesta (error acumulado), es
decir, que los tratamientos de la orientación “derecha” con la posición de 1580 mm, y la orientación
“centro” con la posición de 1830 mm son los que menor error acumulado presentan. Por esta razón,
estos dos tratamientos son los más indicados para determinar la posición de las cajas en el módulo
de visión evaluado. Sin embargo, para un análisis más detallado, se evalúa el efecto que genera
cada factor y sus respectivas interacciones.
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Tabla N° 19: Efectos principales de los factores para la métrica de posición de las cajas en cuanto a su exactitud.

Efectos principales de los factores para la métrica de posición de las cajas (Exactitud)
Efectos de primer orden
Análisis
A partir de la Figura N°16, se puede
observar que el nivel del factor de
orientación que permite obtener el
menor error para la posición de las
cajas corresponde a la orientación
central del robot, de igual manera,
para el nivel del factor de posición,
se obtiene un menor error al trabajar
con una posición de 1580 mm. Por
otro lado, el nivel del factor de
orientación que más genera error
corresponde a la orientación
izquierda del robot, de igual manera,
para el nivel del factor de posición,
Figura N° 16: Gráfica de efectos principales de primer orden para la
se obtiene un mayor error al trabajar
métrica de posición en cuanto a su exactitud (Fuente: Los autores).
con una posición de 1330 mm.
Efectos de segundo orden (interacciones)

Figura N° 17: Gráfica de efectos principales de segundo orden
(interacciones) para la métrica de posición en cuanto a su exactitud
(Fuente: Los autores).
Fuente: Los autores.
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Análisis
Según la Figura N°17, la interacción
que presenta un menor error para la
posición de las cajas corresponde a la
orientación central del robot junto
con una posición de 1830 mm, a
diferencia de trabajar con las otras
tres orientaciones y una posición de
1330 mm, las cuales generan un
mayor error, al igual que trabajar con
una posición de 1830 mm junto con
una orientación izquierda del robot.

4.2.2.2 Análisis de la exactitud en el tamaño de las cajas
Tabla N° 20: Prueba H de Kruskal Wallis para la métrica de tamaño en cuanto a su exactitud.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°20, la suma de los rangos asignados a las cuatro
replicas, de los nueve tratamientos obtenidos (Valor Z), muestran una cierta similitud,
adicionalmente, con un valor P mayor al nivel de significancia, se considera que no existe
evidencia suficiente para rechazar la hipótesis nula, por lo que se infiere que todas las medias de
los diferentes tratamientos son iguales, lo que implica que los factores estudiados (orientación y
posición) no son significativos para los valores de Exactitud en cuanto al error acumulado de la
métrica de tamaño, es decir, que ni los factores ni su interacción son significativos, por lo que su
efecto se puede tomar por igual, estadísticamente hablando. Sin embargo, para un análisis más
detallado, se evalúa el efecto que genera cada factor y sus respectivas interacciones.
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Tabla N° 21: Efectos principales de los factores para la métrica de tamaño de las cajas en cuanto a su exactitud.

Efectos principales de los factores para la métrica de tamaño de las cajas (Exactitud)
Efectos de primer orden
Análisis
A partir de la Figura N°18, se puede
observar que el nivel del factor de
orientación que permite obtener el
menor error para el tamaño de las
cajas corresponde a la orientación
central del robot, de igual manera,
para el nivel del factor de posición,
se obtiene un menor error al trabajar
con una posición de 1580 mm. Por
otro lado, los niveles del factor de
orientación que más generan error
corresponden a las orientaciones
izquierda y derecha del robot, de
igual manera, para el nivel del factor
Figura N° 18: Gráfica de efectos principales de primer orden para la
de posición, se obtiene un mayor
métrica de tamaño en cuanto a su exactitud (Fuente: Los autores).
error al trabajar con una posición de
1830 mm.
Efectos de segundo orden (interacciones)
Análisis
Según la Figura N°19, la interacción
que presenta un menor error para el
tamaño de las cajas corresponde a la
orientación central del robot junto
con una posición de 1830 mm, a
diferencia de trabajar con esta misma
posición junto con una orientación
derecha del robot, siendo esta la que
mayor error genera.

Figura N° 19: Gráfica de efectos principales de segundo orden
(interacciones) para la métrica de tamaño en cuanto a su exactitud
(Fuente: Los autores).
Fuente: Los autores.
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4.2.2.3 Análisis de la exactitud en la orientación de las cajas
Tabla N° 22: Prueba ANOVA para la métrica de orientación en cuanto a su exactitud.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°22, no se rechaza la hipótesis nula para todos los
factores e interacciones presentes en el experimento, ya que el estadístico de prueba “Fo” es menor
al valor crítico de la distribución Fisher “F” en todos los casos mencionados, al igual de que el
valor P es mayor al nivel de significancia, por lo que se infiere que los efectos causados para todas
las situaciones mencionadas no son significativos para los valores de exactitud en el error
acumulado, es decir, que el factor Orientación, el factor Posición y la interacción entre estos
factores no son significativos, por lo que su efecto se puede tomar por igual, estadísticamente
hablando. Sin embargo, para un análisis más detallado, se evalúa el efecto que genera cada factor
y sus respectivas interacciones.
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Tabla N° 23: Efectos principales de los factores para la métrica de orientación de las cajas en cuanto a su exactitud.

Efectos principales de los factores para la métrica de orientación de las cajas (Exactitud)
Efectos de primer orden
Análisis
A partir de la Figura N°20, se puede
observar que el nivel del factor de
orientación que permite obtener el
menor error para la orientación de las
cajas corresponde a la orientación
derecha del robot, de igual manera,
para el nivel del factor de posición,
se obtiene un menor error al trabajar
con las posiciones de 1330 mm y
1830 mm. Por otro lado, el nivel del
factor de orientación que más genera
error corresponde a la orientación
izquierda del robot, de igual manera,
para el nivel del factor de posición,
Figura N° 20: Gráfica de efectos principales de primer orden para la
se obtiene un mayor error al trabajar
métrica de orientación en cuanto a su exactitud (Fuente: Los autores).
con una posición de 1580 mm.
Efectos de segundo orden (interacciones)

Análisis
Según la Figura N°21, las
interacciones que presentan un
menor error para la orientación de las
cajas corresponden a la orientación
derecha del robot junto con una
posición de 1330 mm y 1830 mm, a
diferencia de trabajar con las tres
posiciones junto con una orientación
izquierda del robot, siendo estas las
que mayor error generan, al igual que
trabajar con una posición de 1580
mm y una orientación derecha del
robot.

Figura N° 21: Gráfica de efectos principales de segundo orden
(interacciones) para la métrica de orientación en cuanto a su exactitud
(Fuente: Los autores).
Fuente: Los autores.

4.3 Análisis de la Repetibilidad
Los datos obtenidos, en cuanto a la desviación estándar, a través del diseño factorial 3k
propuesto, son los plasmados en la Tabla N°10 del capítulo 3.
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4.3.1 Verificación de supuestos (Repetibilidad)
A partir del diagrama propuesto en la Figura N°13, se obtienen los residuales de cada
métrica en estudio según la variable de respuesta de la desviación estándar, a continuación:
Tabla N° 24: Residuales de las réplicas aplicadas por cada tratamiento en cuestión para evaluar la repetibilidad; “Primera
parte”.

A

B

Orientación

Posición

Bajo
Medio
Alto
Bajo
Medio
Alto
Bajo
Medio
Alto

Bajo
Bajo
Bajo
Medio
Medio
Medio
Alto
Alto
Alto

R1 (Residuales)
R2 (Residuales)
Posición C Tamaño C Orientación Posición Tamaño Orientación C
(mm)
(mm)
C (°)
C (mm)
C (mm)
(°)
8,0E-04
4,7E-04
4,7E-01 -4,3E-04 -1,5E-04
-1,8E+00
3,4E-04 -3,7E-04
-9,3E-01 -3,7E-04
1,9E-03
8,0E+00
-1,9E-04 -2,9E-03
-2,6E+00 -5,6E-04 -4,9E-03
7,2E+00
-1,4E-04 -1,3E-03
-5,6E+00
3,8E-04
4,6E-04
2,0E+01
1,7E-03
3,5E-03
1,4E+01 -5,9E-04 -1,4E-03
5,6E-01
-1,8E-04
2,6E-03
1,6E+00 -5,8E-04 -3,1E-03
-6,4E-01
2,4E-03
4,9E-03
3,1E+00
4,3E-04 -2,6E-03
-4,7E+00
-7,9E-04 -2,2E-03
-6,9E+00
1,8E-03 -2,7E-04
-7,2E+00
2,1E-03 -1,6E-03
7,6E-01
1,4E-03
7,5E-03
3,5E+00
Fuente: Los autores.

Tabla N° 25: Residuales de las réplicas aplicadas por cada tratamiento en cuestión para evaluar la repetibilidad; “Segunda
parte”.

A

B

Orientación

Posición

Bajo
Medio
Alto
Bajo
Medio
Alto
Bajo
Medio
Alto

Bajo
Bajo
Bajo
Medio
Medio
Medio
Alto
Alto
Alto

R3 (Residuales)
R4 (Residuales)
Posición Tamaño Orientación Posición Tamaño Orientación
C (mm)
C (mm)
C (°)
C (mm)
C (mm)
C (°)
7,0E-05 2,4E-04
-2,1E+00 -4,3E-04 -5,6E-04
3,4E+00
7,4E-04 6,7E-04
-1,5E+00 -7,1E-04 -2,1E-03
-5,5E+00
5,5E-04 6,0E-03
-2,7E+00
1,9E-04 1,8E-03
-1,9E+00
-3,6E-04 1,8E-03
-6,8E+00
1,1E-04 -9,7E-04
-7,7E+00
-3,2E-04 -9,0E-04
-6,1E+00 -8,1E-04 -1,3E-03
-8,3E+00
1,8E-03 3,5E-03
6,3E+00 -1,0E-03 -3,0E-03
-7,3E+00
-2,0E-03 -3,4E-04
4,9E+00 -7,7E-04 -2,0E-03
-3,4E+00
-3,6E-04 3,7E-03
1,7E+01 -6,1E-04 -1,3E-03
-2,9E+00
-8,0E-04 -1,9E-03
-5,1E+00 -2,7E-03 -4,0E-03
9,1E-01
Fuente: Los autores.

Una vez obtenidos los valores residuales, se verifican los siguientes supuestos:
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Tabla N° 26: Verificación del supuesto de normalidad para los residuales de las métricas en estudio en cuanto a su repetibilidad.

Supuesto de normalidad (Repetibilidad)
Gráficas
Análisis
Como se puede apreciar en la Figura
N°22, los residuales de las métricas
de posición y orientación (gráfica
superior e inferior) no se comportan
de forma normal debido a que no
tienden a seguir la línea de
normalidad presentada, además de
que los Valores P obtenidos en las
pruebas de normalidad son menores
al nivel de significancia, por lo que
existen
suficientes
pruebas
estadísticas para rechazar la
hipótesis nula, es decir, que los
valores evaluados no provienen de
una distribución normal en las
métricas de posición y orientación.
Por otro lado, los residuales de la
métrica de tamaño (gráfica central)
se comportan de forma normal
debido a que tienden a seguir la línea
de normalidad presentada, además
de que el Valor P obtenido en la
prueba de normalidad es mayor al
nivel de significancia, por lo que
existen
suficientes
pruebas
estadísticas para no rechazar la
hipótesis nula, es decir, que los
valores evaluados sí provienen de
una distribución normal en la métrica
de tamaño.

Figura N° 22: Gráfica de normalidad de residuales para las métricas en
estudio en cuando a la repetibilidad. (Fuente: Los autores).
Fuente: Los autores.
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Tabla N° 27: Verificación del supuesto de homocedasticidad para los residuales de las métricas en cuanto a su repetibilidad.

Supuesto de homocedasticidad (Repetibilidad)
Gráficas
Análisis
Dado que los residuales de las tres
métricas en estudio no se comportan
Prueba de igualdad de varianzas: Residuales posición-C vs. Orientación; Posición
Múltiples intervalos de comparación para la desviación estándar, α = 0,05
de la misma manera en cuanto a la
Posición
Profundidad
normalidad, se procede a verificar la
Centro
1330
homocedasticidad de los mismos con
1580
sus respectivas pruebas estadísticas.
1830
Comparaciones múltiples
Valor p

0,059

Prueba de Levene
Valor p

Derecha

0,119

1330
1580
1830

Izquierda

1330
1580
1830
0,000

0,002

0,004

0,006

0,008

0,010

Si los intervalos no se sobreponen, las Desv.Est. correspondientes son significativamente diferentes.

Prueba de igualdad de varianzas: Residuales tamaño-C vs. Orientación; Posición
Posición

Profundidad

Centro

1330

Prueba de Bartlett
Valor p

1580

0,058

1830
Derecha

1330
1580
1830

Izquierda

1330
1580
1830
0,00

0,01

0,02

0,03

0,04

Intervalos de confianza de Bonferroni de 95% para Desv.Est.

Prueba de igualdad de varianzas: Residuales orientación-C vs.Orientación; Posición
Múltiples intervalos de comparación para la desviación estándar, α = 0,05

Posición

Profundidad

Centro

1330

Comparaciones múltiples
Valor p

1580
1830
Derecha

0,438

Prueba de Levene
Valor p

0,864

1330
1580
1830

Izquierda

1330
1580
1830
0

20

40

60

80

100

Si los intervalos no se sobreponen, las Desv.Est. correspondientes son significativamente diferentes.

Figura N° 23: Prueba de homocedasticidad para las métricas en estudio
en cuanto a la repetibilidad (Fuente: Los autores).
Fuente: Los autores.
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Según en la Figura N°23, los
residuales
obtenidos
de
las
desviaciones estándar provienen de
muestras con varianzas iguales ya
que no se presenta un efecto embudo
en ningún momento, además de que
los Valores P para las pruebas
realizadas son mayores al nivel de
significancia, por lo que existen
suficientes pruebas estadísticas para
no rechazar la hipótesis nula, es
decir, se infiere que los valores
residuales de las tres métricas en
estudio provienen de muestras con
varianzas iguales.

Tabla N° 28: Verificación del supuesto de independencia para los residuales de las métricas en estudio en cuanto a su
repetibilidad.

Supuesto de independencia (Repetibilidad)
Tabla
Análisis
Tabla N° 29: Resultados de las pruebas de rachas para verificar el
Como se puede apreciar en la Tabla
supuesto de independencia en las métricas en estudio para verificar la
N°29, los Valores P de ambas
repetibilidad.
pruebas de rachas realizadas para
cada una de las métricas en estudio
Prueba de
Métrica
Valor
Valor P
son
mayores
al
nivel
de
rachas
significancia, lo que permite inferir
Media
0
0,223
Posición
que los valores de los residuales de
Mediana
-0,0002563
0,735
las desviaciones estándar obtenidos
Media
0
0,692
Tamaño
son aleatorios y, por ende, son
Mediana
-0,0004696
1
independientes, al haber suficientes
Media
0
0,862
Orientación
pruebas estadísticas para no rechazar
Mediana
-1,64701
0,735
la hipótesis nula, la cual sustenta que
Fuente: Los autores.
el orden de los datos es aleatorio.
Fuente: Los autores.

En síntesis, los valores residuales de la desviación estándar obtenida para cada tratamiento
efectuado, con el propósito de evaluar la repetibilidad de las métricas de posición y orientación,
no son normales, a excepción de la métrica de tamaño que sí se comporta de manera normal. Los
valores residuales de la desviación estándar de las tres métricas en estudio son homocedasticos e
independientes.
4.3.2 Prueba de igualdad de medias de tratamientos y análisis de efectos principales
(Repetibilidad)
Una vez analizados todos los supuestos en cuanto a la variable de respuesta de la
repetibilidad del módulo de visión, se evalúan las hipótesis de interés pertenecientes a los tres
efectos (orientación, posición y la interacción de estos dos factores) con su respectiva prueba.
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4.3.2.1 Análisis de la repetibilidad en la posición de las cajas
Tabla N° 30: Prueba H de Kruskal Wallis para la métrica de posición en cuanto a su repetibilidad.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°30, la suma de los rangos asignados a las cuatro
replicas, de los nueve tratamientos obtenidos (Valor Z), muestran una cierta similitud,
adicionalmente, con un valor P mayor al nivel de significancia, se considera que no existe
evidencia suficiente para rechazar la hipótesis nula, por lo que se infiere que todas las medias de
los diferentes tratamientos son iguales, lo que implica que los factores estudiados (orientación y
posición) no son significativos para los valores de Repetibilidad en cuanto a la desviación estándar
de la métrica de posición, es decir, que ni los factores ni su interacción son significativos, por lo
que su efecto se puede tomar por igual, estadísticamente hablando. Sin embargo, para un análisis
más detallado, se evalúa el efecto que genera cada factor y sus respectivas interacciones.
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Tabla N° 31: Efectos principales de los factores para la métrica de posición de las cajas en cuanto a su repetibilidad.

Efectos principales de los factores para la métrica de posición de las cajas (Repetibilidad)
Efectos de primer orden
Análisis
A partir de la Figura N°24, se puede
observar que el nivel del factor de
orientación que permite obtener la
menor desviación para la posición de
las cajas corresponde a la orientación
central del robot, de igual manera,
para el nivel del factor de posición,
se obtiene una menor desviación al
trabajar con una posición de 1580
mm. Por otro lado, el nivel del factor
de orientación que más genera
variabilidad corresponde a la
orientación derecha del robot, de
igual manera, para el nivel del factor
Figura N° 24: Gráfica de efectos principales de primer orden para la
de posición, se obtiene una mayor
métrica de posición en cuanto a su repetibilidad (Fuente: Los autores).
desviación al trabajar con una
posición de 1830 mm.
Efectos de segundo orden (interacciones)

Figura N° 25: Gráfica de efectos principales de segundo orden
(interacciones) para la métrica de posición en cuanto a su repetibilidad
(Fuente: Los autores).
Fuente: Los autores.
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Análisis
Según la Figura N°25, la interacción
que presenta una menor desviación
para la posición de las cajas
corresponde a la orientación
izquierda del robot junto con una
posición de 1580 mm, a diferencia de
trabajar con la orientación derecha a
una posición de 1830 mm, las cuales
generan una mayor variabilidad.

4.3.2.2 Análisis de la repetibilidad en el tamaño de las cajas
Tabla N° 32: Prueba ANOVA para la métrica de tamaño en cuanto a su repetibilidad.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°32, no se rechaza la hipótesis nula para todos los
factores e interacciones presentes en el experimento, ya que el estadístico de prueba “Fo” es menor
al valor crítico de la distribución Fisher “F” en todos los casos mencionados, al igual de que el
valor P es mayor al nivel de significancia, por lo que se infiere que los efectos causados para todas
las situaciones mencionadas no son significativos para los valores de Repetibilidad en desviaciones
estándar, es decir, que el factor Orientación, el factor Posición y la interacción entre estos efectos
no son significativos, por lo que su efecto se puede tomar por igual, estadísticamente hablando.
Sin embargo, para un análisis más detallado, se evalúa el efecto que genera cada factor y sus
respectivas interacciones.
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Tabla N° 33: Efectos principales de los factores para la métrica de tamaño de las cajas en cuanto a su repetibilidad.

Efectos principales de los factores para la métrica de tamaño de las cajas (Repetibilidad)
Efectos de primer orden
Análisis
A partir de la Figura N°26, se puede
observar que el nivel del factor de
orientación que permite obtener la
menor desviación para el tamaño de
las cajas corresponde a la orientación
izquierda del robot, de igual manera,
para el nivel del factor de posición,
se obtiene una menor desviación al
trabajar con una posición de 1580
mm. Por otro lado, el nivel del factor
de orientación que más genera
variabilidad corresponde a la
orientación derecha del robot, de
igual manera, para el nivel del factor
Figura N° 26: Gráfica de efectos principales de primer orden para la
de posición, se obtiene una mayor
métrica de tamaño en cuanto a su repetibilidad (Fuente: Los autores).
desviación al trabajar con una
posición de 1330 mm.
Efectos de segundo orden (interacciones)

Figura N° 27: Gráfica de efectos principales de segundo orden
(interacciones) para la métrica de tamaño en cuanto a su repetibilidad
(Fuente: Los autores).
Fuente: Los autores.
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Análisis
Según la Figura N°27, la interacción
que presenta una menor desviación
para el tamaño de las cajas
corresponde a la orientación
izquierda y central del robot junto
con una posición de 1580 mm, a
diferencia de trabajar con la
orientación derecha a una posición
de 1330 mm, las cuales generan una
mayor variabilidad.

4.3.2.3 Análisis de la repetibilidad en la orientación de las cajas
Tabla N° 34: Prueba H de Kruskal Wallis para la métrica de orientación en cuanto a su repetibilidad.

Fuente: Los autores.

Como se puede apreciar en la Tabla N°34, la suma de los rangos asignados a las cuatro
replicas, de los nueve tratamientos obtenidos (Valor Z), muestran una cierta similitud,
adicionalmente, con un valor P mayor al nivel de significancia, se considera que no existe
evidencia suficiente para rechazar la hipótesis nula, por lo que se infiere que todas las medias de
los diferentes tratamientos son iguales, lo que implica que los factores estudiados (orientación y
posición) no son significativos para los valores de Repetibilidad en cuanto a la desviación estándar
de la métrica de orientación, es decir, que ni los factores ni su interacción son significativos, por
lo que su efecto se puede tomar por igual, estadísticamente hablando. Sin embargo, para un análisis
más detallado, se evalúa el efecto que genera cada factor y sus respectivas interacciones.
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Tabla N° 35: Efectos principales de los factores para la métrica de orientación de las cajas en cuanto a su repetibilidad.

Efectos principales de los factores para la métrica de orientación de las cajas
(Repetibilidad)
Efectos de primer orden
Análisis
A partir de la Figura N°28, se puede
observar que el nivel del factor de
orientación que permite obtener la
menor desviación para la orientación
de las cajas corresponde a la
orientación izquierda del robot, de
igual manera, para el nivel del factor
de posición, se obtiene una menor
desviación al trabajar con las
posiciones de 1330 mm y 1830 mm.
Por otro lado, el nivel del factor de
orientación que más generan
variabilidad corresponde a la
posición central del robot, de igual
Figura N° 28: Gráfica de efectos principales de primer orden para la
manera, para el nivel del factor de
métrica de orientación en cuanto a su repetibilidad (Fuente: Los autores).
posición, se obtiene una mayor
desviación al trabajar con una
posición de 1580 mm.
Efectos de segundo orden (interacciones)

Figura N° 29: Gráfica de efectos principales de segundo orden
(interacciones) para la métrica de orientación en cuanto a su repetibilidad
(Fuente: Los autores).
Fuente: Los autores.
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Análisis
Según la Figura N°29, la interacción
que presenta una menor desviación
para la orientación de las cajas
corresponde a la orientación
izquierda del robot junto con una
posición de 1830 mm, a diferencia de
trabajar con una posición de 1580
mm junto con una orientación central
e izquierda del robot, siendo estas la
que mayor variabilidad genera.

4.4 Conclusiones
En este capítulo se planteó la metodología seguida para analizar los resultados obtenidos,
así mismo, se analizaron los resultados, tanto para la exactitud como para la repetibilidad del
módulo de visión, y se evaluaron los efectos principales generados por los factores en estudio
(orientación y posición) para determinar si dicho módulo es factible en la integración del sistema
de empaquetamiento automático y definir si estos factores son significativos en cuanto a las
variables de respuesta.
En cuanto a la exactitud del módulo de visión, a pesar de presentar niveles en los factores
que mitigan el error acumulado para cada una de las métricas en estudio, ninguno es el adecuado
para certificar al módulo de visión en estudio como exacto, ya que el umbral mínimo para las
métricas establecido en la Tabla N°5 es mucho menor a los valores mínimos obtenidos en los
efectos principales de los tratamientos, los cuales fueron de: 538.173 mm de error acumulado para
la posición de las cajas (interacción entre una posición de 1830 mm y una orientación del robot
central), 31.9830 mm de error acumulado para el tamaño de las cajas (interacción entre una
posición de 1830 mm y una orientación del robot central), y 57.4736° de inclinación para la
orientación de las cajas (interacción entre las posiciones de 1330 mm y 1830 mm junto con la
orientación derecha del robot). Por lo que se puede apreciar que el módulo de visión no es exacto
al tener unos errores acumulados muy por encima de los umbrales establecidos.
En cuanto a la repetibilidad del módulo de visión, debido a que en las tres métricas en
estudio, los niveles de los factores y sus interacciones no son significativos, el resultado obtenido
en cualquier tratamiento, a la larga, en promedio y de manera aleatoria, es el mismo que cualquier
otro tratamiento. Según los umbrales establecidos en la Tabla N°5 para la aceptación de la
repetibilidad en el módulo de visión en estudio, se puede apreciar que el módulo de visión es
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repetible en cuanto a las métricas de posición y tamaño de las cajas, es decir, que cumple con los
parámetros mínimos de aceptación dado que el valor máximo en la desviación estándar para la
métrica de posición obtenido equivale a 0.00440065 mm, y para la métrica de tamaño fue de
0.00630009 mm, los cuales se encuentran muy por debajo del umbral (0.05 mm en ambos casos)
establecido. Sin embargo, no es repetible para la métrica de orientación, ya que el valor mínimo
obtenido en los efectos principales equivale a 5,14844°, valor el cual está muy por encima del
umbral establecido.
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Capítulo 5
Conclusiones y recomendaciones
5.1 Conclusiones generales
El objetivo principal de este trabajo fue “Evaluar el desempeño del módulo de visión por
computador mediante la implementación de un diseño experimental para determinar la viabilidad
de su integración con un sistema de empaquetamiento automático”. Para ello el trabajo se dividió
en cuatro fases. A continuación, se presentan las conclusiones de cada una de estas fases:
En la fase 1 se buscaba documentar antecedentes relacionados con el problema de
estimación de pose y tamaño de objetos mediante la visión artificial, con énfasis en técnicas de
medición de desempeño (exactitud y repetibilidad). El análisis de documentos permitió concluir
que el campo de estudio enfocado a objetos de carga no es muy conocido, debido a que solo un
autor de la literatura referenciada hace alusión a este tema, lo que permite evidenciar que el
presente proyecto se enfoca en un campo relativamente nuevo. Además, se han implementado
cinco indicadores diferentes para evaluar a los módulos de visión en cuanto a su exactitud, los
cuales se documentaron bajo la nomenclatura de ecuaciones (ej. Ecuación N°1) (la literatura
referenciada no se enfoca en indicadores que denotan la repetibilidad de los módulos de visión
estudiados); de estos indicadores, el mejor desempeño alcanzado para cada parámetro es: exactitud
para la posición del objeto equivalente a 0.016 mm (resultado obtenido según la ecuación N°1),
exactitud para la orientación del objeto equivalente a 2 mm, y exactitud para el tamaño del objeto
equivalente a 2.35% (resultado obtenido según la ecuación N°4).
En la fase 2 se buscaba seleccionar los índices que permitan la adecuada interpretación de
los resultados obtenidos, es decir, de los cinco indicadores documentados en la literatura
referenciada, seleccionar los que mejor se adapten para evaluar el módulo de visión en estudio, y
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de ser necesario, emplear indicadores no documentados. El objetivo del proyecto permitió concluir
que los mejores indicadores para evaluar el desempeño del módulo de visión son: para la exactitud
es el error acumulado (indicador propuesto por (Hodan et al., 2016)), y para la repetibilidad es la
desviación estándar (indicador propuesto por los autores). Además, los indicadores seleccionados
permitieron llevar todas las métricas de interés a una unidad común, posibilitando y facilitando su
tratamiento estadístico.
En la fase 3 se buscaba definir el diseño experimental apropiado para la recolección de
datos. El objetivo del proyecto permitió concluir que el diseño experimental más apropiado para
el presente proyecto es el denotado como 3k, ya que permitió evaluar el comportamiento de las
variables de respuesta obtenidas (exactitud – error acumulado y repetibilidad – desviación
estándar), a partir de la variación de los dos factores establecidos inicialmente (orientación y
posición de la cámara), para las tres diferentes métricas en estudio (posición, tamaño y orientación
de los hexaedros regulares), teniendo en cuenta que el tamaño del experimento constó de treinta y
seis datos por cada parámetro de estudio (posición, tamaño y orientación de los objetos), el cual se
debe a la existencia de nueve tratamientos (combinación entre los niveles del factor orientación
[izquierda, centro y derecha] y el factor posición [1330 mm, 1580 mm y 1830 mm]), y cuatro
réplicas de cada tratamiento.
En la fase 4 se buscaba analizar los resultados obtenidos y proponer alternativas para la
mejora del desempeño del módulo de visión. El análisis de los resultados permitió concluir que:
en cuanto al error acumulado obtenido por el módulo de visión, para cada una de las métricas en
estudio, ninguno es el adecuado para certificar a dicho módulo como exacto, ya que el umbral
máximo para las métricas es muy inferior a los resultados obtenidos, ya que de 5 mm de error
acumulado para la posición de los hexaedros regulares (el mínimo obtenido fue de 538.173 mm) ,
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5 mm de error acumulado para el tamaño de los hexaedros regulares (el mínimo obtenido fue de
31.9830 mm) , y 5° de inclinación para la orientación de los hexaedros regulares (el mínimo
obtenido fue de 57.4736°); en cuanto a la desviación estándar obtenida por el módulo de visión,
se puede apreciar que el módulo de visión es repetible en cuanto a las métricas de posición y
tamaño de los hexaedros regulares, ya que el umbral máximo para las métricas es muy superior a
los resultados obtenidos, ya que de 0.05 mm de desviación para la posición de los hexaedros
regulares (el mínimo obtenido fue de 0.00440065 mm), 0.05 mm de desviación para el tamaño de
los hexaedros regulares (el mínimo obtenido fue de 0.00630009 mm), y 0,1º de desviación para la
orientación de los hexaedros regulares (el mínimo obtenido fue de 5.14844°), por lo que no se
puede clasificar al módulo de visión como repetible, si de la métrica de orientación se trata. Las
alternativas para la mejora del desempeño del módulo de visión se encuentran en el siguiente
numeral (5.2).
Por otro lado, se puede apreciar en la Figura N°11, que la cámara no está alineada con la
articulación número cuatro del robot, es decir, la cámara tiene una orientación que no se tuvo en
cuenta y esto afectó las mediciones en cuanto a la exactitud del módulo de visión. Esta orientación
es una de las fuentes del error que se obtuvieron.
5.2 Aporte principal
El aporte principal del presente trabajo es la definición de una metodología fundamentada
en el diseño experimental para la evaluación de exactitud y repetibilidad en un sistema de
estimación de pose y tamaño de objetos. En lo que respecta a los autores, no existe ninguna
publicación que presente este tipo de metodologías; las publicaciones registradas definen
estrategias de comparación de prueba y error que pueden llegar a sesgar los resultados. Esta
metodología se acompaña de una base de datos de imágenes útil al momento de validar nuevos
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algoritmos de estimación de pose y tamaño. Se espera poner a disposición esta información a la
comunidad académica interesada, a fin de facilitar nuevos procesos de validación.
La metodología diseñada es aplicada a un sistema particular de visión, permitiendo concluir
respecto de su exactitud y repetibilidad en el contexto de operación de estibado.
5.3 Recomendaciones para trabajos futuros
Para futuras investigaciones, se recomienda tener en cuenta los niveles y la interacción de
los factores que ofrecen una disminución en las variables de respuesta.
En cuanto al error acumulado:
➢ Para la métrica de posición, cabe resaltar que fue la única métrica en la que los dos
factores trabajados resultaron ser significativos estadísticamente hablando, y se
obtuvieron mejores resultados con una interacción entre una posición de 1830 mm
y una orientación del robot central, e igualmente, con una interacción entre una
posición de 1580 mm y una orientación derecha del robot.
➢ Para la métrica de tamaño, a pesar de que los factores no resultaron ser
significativos, se obtuvieron mejores resultados con una interacción entre una
posición de 1830 mm y una orientación del robot central.
➢ Para la métrica de la orientación, a pesar de que los factores no resultaron ser
significativos, se obtuvieron mejores resultados con una interacción entre las
posiciones de 1330 mm y 1830 mm junto con la orientación derecha del robot.
Considerando que, para la métrica de posición, los dos factores trabajados resultaron ser
significativos, se recomienda tener en cuenta las interacciones previamente descritas para esta
métrica, en el desarrollo de futuras investigaciones. Por otra parte, aunque las interacciones
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anteriormente descritas presenten el menor error acumulado obtenido para las métricas de tamaño
y orientación, no se puede clasificar al módulo de visión como exacto para ninguna de las tres
métricas en estudio.
En cuanto a la desviación estándar:
➢ Para la métrica de posición, a pesar de que los factores no resultaron ser
significativos, se obtuvieron mejores resultados con una interacción entre una
posición de 1580 mm y la orientación izquierda del robot.
➢ Para la métrica de tamaño, a pesar de que los factores no resultaron ser
significativos, se obtuvieron mejores resultados con una interacción entre una
posición de 1580 mm y la orientación izquierda y central del robot.
➢ Para la métrica de la orientación, a pesar de que los factores no resultaron ser
significativos, se obtuvieron mejores resultados con una interacción entre una
posición de 1830 mm y la orientación izquierda del robot.
Cabe resaltar que, aunque las interacciones previamente descritas para las métricas de
posición y tamaño, presenten una menor desviación estándar, el módulo de visión puede
clasificarse como preciso (repetible) sin importar la combinación de factores que se utilice, sin
embargo, para la métrica de orientación, no es posible clasificar al módulo de visión como preciso
(repetible), por lo que se recomienda tener en cuenta la interacción previamente descrita para esta
métrica, en el desarrollo de futuras investigaciones.
Se deben documentar todas las orientaciones y posiciones involucradas en el experimento
para evitar errores en la obtención de las mediciones, es decir, anotar los valores de la pose en que
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se encuentra cada factor importante en el experimento (ej. Pose exacta de la cámara con referencia
a la articulación a la cual se encuentra adherida).
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