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Abstract. In this paper we use comparison theorems from classical ODE the-
ory in order to rigorously show that closures or approximations at individual or
node level lead to mean-field models that bound the exact stochastic process
from above. This will be done in the context of modelling epidemic spread
on networks and the proof of the result relies on the observation that the epi-
demic process is negatively correlated (in the sense that the probability of an
edge being in the susceptible-infected state is smaller than the product of the
probabilities of the nodes being in the susceptible and infected states, respec-
tively). The results in the paper hold for Markovian epidemics and arbitrary
weighted and directed networks. Furthermore, we cast the results in a more
general framework where alternative closures, other than that assuming the
independence of nodes connected by an edge, are possible and provide a suc-
cinct summary of the stability analysis of the resulting more general mean-field
models. While deterministic initial conditions are key to obtain the negative
correlation result we show that this condition can be relaxed as long as extra
conditions on the edge weights are imposed.
1. Introduction. Modelling transmission processes on networks, such as epidemics
and rumours, has led to many mathematical challenges [22, 12]. This is mainly due
to the high dimensionality of the exact model, which is often a continuous time
Markov chain where the size of the state space scales as mN , where m is the number
of states a node can be in and N is the number of nodes in the network [27, 30].
While theoretically the master equations can be given, their rigorous analysis is out
of reach due to the high dimensionality. One approach to deal with this challenge
is to consider some ‘clever’ averaging, at node or at population level, and proceed
to derive evolution equations for some newly defined average quantities. These
however, more often than not, depend on other new average quantities which are of
higher order, e.g. the expected number of nodes in a certain state usually depends
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on the expected number of links/edges in certain states. As a rule of thumb, the
dependency between moments is broken by making some closure assumptions where
higher order moments are approximated by lower-order ones. This then leads to a
low-dimensional system of ordinary differential equations (integro-differential and
delay differential equations are also possible) or mean-field model.
The approach above has led to a myriad of mean-field models for SIS (susceptible-
infected-susceptible) and SIR (susceptible-infected-recovered) epidemics which are
able to capture the average behaviour of epidemics on certain network types (e.g.
tree networks and networks build using the configuration model). The most well-
known such models are: (a) heterogenous degree-based [23, 6], (b) pairwise [24, 11, 4,
27, 30, 14], (c) effective-degree [17], (d) edge-based compartmental [18, 19], (e) pair-
based [25, 26, 13] and (f) N-Intertwined Mean-Field Approximation (NIMFA) [32,
31]. When such models perform well, i.e. output from these agrees well with re-
sults from the exact or simulation model, one can proceed to analyse them and
to derive analytical results concerning the epidemic threshold and final size, or
quasi-equilibrium for SIS epidemics. Such explicit relations between network char-
acteristics and spreading dynamics allow us to better understand how these factors
interact and will ultimately lead to more efficient prevention and control measures.
In many cases, mean-field models are validated by simply comparing the results of
explicit stochastic network simulation (which stands for the exact model) to output
from mean-field models. Such tests are usually performed for a limited number of
network types and combination of parameter values. While such heuristic arguments
are useful, it is desirable that where possible the difference between the exact and
mean-field models is rigorously established using sound mathematical arguments.
This endeavour has already led to results proving that under some mild conditions
on the degree distribution the edge-based compartmental model is exact for SIR
epidemics in the limit of large networks built based on the configuration model [20].
In the case of SIS propagation on a complete graph or on a regular random network
the model is a density dependent Markov chain and functional analytic tools can
be used to prove that the difference between the output of the mean-field and the
exact system scales as 1/N for large system size N [5, 15]. Besides estimates on
the difference, upper and lower bounds have also been derived for the prevalence
obtained from the exact model when SIS or SIR propagation is considered on
a complete graph, see [2, 1, 3] These result are valid for graphs with very simple
structure, motivating research for finding upper and lower bounds for more complex
models.
In this paper, we focus on the NIMFA model for SIS epidemics and we will show
that this model provides an upper bound on the exact model on arbitrary weighted
and directed networks. In [32] it is claimed that the NIMFA model overestimates
the prevalence obtained from the exact system, however, the rigorous proof is not
presented there. Here, this is done by using some well-known results from the
theory of differential inequalities. It is important to note that our results are not
constrained to the NIMFA model since many other models make the assumptions
that the state of nodes at the end of edges are independent and use this to close
and generate a tractable model from an otherwise ungainly high-dimensional model.
The paper is structured as follows. In Section 2 the exact model is formulated and
a bottom-up approach is used. This means that the model starts at the level of
nodes and focuses on the probability of nodes being either susceptible or infected.
Also here, the closure at the level of pairs is generalised beyond simply assuming
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that the state of nodes at the end of an edge are independent. In Section 3 the main
result is presented and it is here where we rigorously prove that NIMFA provides an
upper bound on the exact model. In Section 4 we show that negative correlations
can be maintained even if starting from mixed initial conditions as long as extra
conditions on the edges weights are imposed. This is followed by the analysis on
the closed model in Section 5. The paper concludes with a short discussion of the
main findings and possible extensions.
2. Model formulation. Consider a network with N nodes and assume that no
node has an edge to itself, but we allow for node j to have an edge to node i having
some weight gij . Typically gij = 1 if there is an edge from j to i and 0 otherwise,
but the model formulation works for any directed and weighted network and thus
we can consider gij ∈ [0,∞) for i, j = 1, 2, . . . , N . We can use the adjacency matrix
G = (gij)i,j=1,2,...,N to represent the network. We assume that the transmission
rate from j to i is τgij . The recovery rate at each node is γ. The probability that
node i is infected at time t is denoted by 〈Ii〉(t). The aim is to derive exact and
approximate differential equations for this function.
2.1. Exact model. It can be shown from first principles or from the exact master
equations formulated in terms of the probabilities of all 2N configurations [25] that
〈Ii〉(t) satisfies the differential equation
˙〈Ii〉 = τ
N∑
j=1
gij〈SiIj〉 − γ〈Ii〉, (1)
where 〈SiIj〉(t) is the probability that the pair consisting of node i and node j is of
type S − I at time t. This system is exact but not closed hence further differential
equations or a closure is needed to determine the probability 〈Ii〉(t). The differential
equations for the pairs take the following form.
˙〈SiIj〉 = τ
N∑
k=1
gjk〈SiSjIk〉 − τ
N∑
k=1
gik〈IkSiIj〉 − τgij〈SiIj〉 − γ〈SiIj〉+ γ〈IiIj〉,
(2)
˙〈IiSj〉 = τ
N∑
k=1
gik〈IkSiSj〉 − τ
N∑
k=1
gjk〈IiSjIk〉 − τgji〈IiSj〉 − γ〈IiSj〉+ γ〈IiIj〉,
(3)
˙〈IiIj〉 = τ
N∑
k=1
gjk〈IiSjIk〉+ τ
N∑
k=1
gik〈IkSiIj〉 − 2γ〈IiIj〉+ τgij〈SiIj〉+ τgji〈IiSj〉,
(4)
˙〈SiSj〉 = −τ
N∑
k=1
gik〈IkSiSj〉 − τ
N∑
k=1
gjk〈SiSjIk〉+ γ〈SiIj〉+ γ〈IiSj〉, (5)
where 〈AiBjCk〉 is the probability that the triple consisting of the nodes i, j and k
is in the state A−B−C, and (i, j) runs over all pairs satisfying 1 ≤ i < j ≤ N and
in all summations k is different from i and from j. Note that for any pair (i, j) we
have that the right hand sides of the four differential equations sums to 0, that is
the sum 〈SiIj〉+ 〈IiSj〉+ 〈IiIj〉+ 〈SiSj〉 remains constant in time. If this constant
is 1 at the initial time instant, then it remains 1 for all time.
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〈Ii〉 〈Si〉
〈Ij〉 a b q
〈Sj〉 c d 1-q
p 1-p
Table 1. The relation of the joint and marginal probabilities.
2.2. Closure at the level of pairs. Closure at the level of pairs means that the
joint probabilities 〈SiIj〉, 〈IiSj〉, 〈IiIj〉 and 〈SiSj〉 are expressed in terms of the
marginal probabilities 〈Ii〉, 〈Ij〉, 〈Ii〉 and 〈Sj〉. This is always an approximation,
as we will show below. However, we wish to rigorously quantify the accuracy of
the approximation, or to be able to state whether a model based on closures gives
upper or lower bounds for the exact values of the joint probabilities, or indeed if
the prevalence from such a closed model is below or above the exact prevalence.
First we rigorously define what a closure relation means. The relation of the joint
and marginal probabilities are shown in Table 1, where a = 〈IiIj〉, b = 〈SiIj〉, c =
〈IiSj〉 and d = 〈SiSj〉. All letters denote probabilities hence a, b, c, d, p, q ∈ [0, 1].
The marginals can be expressed in terms of the joint probabilities as
a+ b = q = 〈Ij〉, a+ c = p = 〈Ii〉, c+ d = 1− q, b+ d = 1− p. (6)
It can be immediately seen that a + b + c + d = 1, hence the four equations are
not independent, therefore they cannot be solved for the unknowns a, b, c and d.
This shows that the marginals do not determine the joint probabilities. However,
once one of them is given then the remaining three are determined by system (6).
A closure relation means that one of the joint probabilities is given by a certain
algebraic relation involving the marginals, and the others are determined by system
(6). Here we define the closure for the II pairs, i.e. a is specified in terms of p
and q. (One can equivalently express the probabilities of SI, IS or SS pairs.) So
a closure will be a function W : [0, 1]× [0, 1]→ [0, 1], for which
〈IiIj〉 ≈W (〈Ii〉, 〈Ij〉).
In order to have a solution satisfying a, b, c, d ∈ [0, 1], the function W must satisfy
some conditions. On one hand, the first two equations of (6) show that a ≤ p
and a ≤ q must hold, that is a ≤ min(p, q). On the other hand, the third and
fourth equations should give a nonnegative value for d, hence 1 − q − p + a ≥ 0
and 1 − p − q + a ≥ 0 must hold, leading to max(p + q − 1, 0) ≤ a. (The max
operation is needed because p + q − 1 may be negative, when the lower bound for
a is zero.) Finally, it is natural to assume that W is a symmetric function, i.e.
W (x, y) = W (y, x), leading to the following definition of the closure.
Definition 2.1. A symmetric function W : [0, 1]× [0, 1]→ [0, 1] is called a closure
relation if
max(x+ y − 1, 0) ≤W (x, y) ≤ min(x, y) for all x, y ∈ [0, 1].
We note that the most important closure relation is W (x, y) = xy leading to the
solution of system (6) in the form
a = pq, b = (1− p)q, c = p(1− q), d = (1− p)(1− q).
This corresponds to the case when the states of node i and j are independent, i.e.
the joint probability is the product of the marginals. To check that W (x, y) = xy
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satisfies the inequalities in the definition is an easy exercise and is left to the reader.
One can also immediately see that W (x, y) = min(x, y) and W (x, y) = max(x+y−
1, 0) are proper closure relations.
Once a closure relation is chosen, the closed form of (1) can be given as follows.
Since W (〈Ii〉, 〈Ij〉) gives an approximation of 〈IiIj〉 and 〈SiIj〉+ 〈IiIj〉 = 〈Ij〉, one
can approximate 〈SiIj〉 as 〈Ij〉 −W (〈Ii〉, 〈Ij〉). Hence the closed system is
X˙i = τ
N∑
j=1
gij(Xj −W (Xi, Xj))− γXi. (7)
Solving this system for Xi yields an approximation for 〈Ii〉.
The ‘art’ of closing (1) lies in choosing W in a way in which Xi is as close as
possible to 〈Ii〉. In fact, the only function used in the literature is W (x, y) = xy
and the accuracy of the closure has been investigated only numerically. Here our
goal is slightly different. We want to find upper and lower bounds to 〈Ii〉, i.e. to
introduce closures w and W in such a way that for the corresponding solutions xi
and Xi of (7) the inequalities
xi ≤ 〈Ii〉 ≤ Xi
hold.
We will show that W (x, y) = xy gives an upper bound and W (x, y) = min(x, y)
gives a lower bound. However, improving these bounds by more sophisticated clo-
sures remains an open question. First, in the next section, we derive conditions on
the closure W ensuring that (7) gives an upper or lower bound.
3. Bounds for the exact system. The derivation of the upper bound is based
on the fact that S − I pairs are non-negatively, and I − I and S − S pairs are
non-positively correlated [7], that is we have for any i and j that
〈SiIj〉 ≤ 〈Si〉〈Ij〉, 〈IiIj〉 ≥ 〈Ii〉〈Ij〉, 〈SiSj〉 ≥ 〈Si〉〈Sj〉. (8)
To be precise, in [7] the authors proved that the above inequality holds as long as
the initial condition is deterministic, i.e. the epidemic at time t = 0 starts from
one of the 2N states with probability one, the infectious and recovery processes are
Markovian and the weights or infectious rates across edges are arbitrary positive
numbers. Their result is based on a graphical construction introduced in [8], which
is widespread in the interacting particle processes literature. While in Section 4 we
make further remarks on correlations and provide some results based on an ODE-
based approach, here we will use the result in [7] to give an upper bound for the
solution of system (1). The latter is done below. The first relation leads to the
differential inequality
˙〈Ii〉 ≤ τ
N∑
j=1
gij〈Si〉〈Ij〉 − γ〈Ii〉. (9)
Based on this inequality let us introduce the following system of differential equa-
tions, called individual-based model or N-intertwined mean-field approximation
(NIMFA) [32, 31].
Y˙i = τ
N∑
j=1
gij(1− Yi)Yj − γYi. (10)
Since we have the same right hand side in (9) and (10) with inequality in the first,
we expect that the NIMFA approximation yields an upper bound on the exact
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solution. We will prove this by using the comparison theory of ODEs based on the
Kamke-Mu¨ller condition which is detailed below.
Consider the ODE x˙(t) = f(x(t)) and the differential inequality y˙(t) ≤ f(y(t))
with a given differentiable function f : Rn → Rn subject to initial conditions
satisfying y(0) ≤ x(0). The aim is to find conditions on f ensuring that y(t) ≤ x(t)
for t ≥ 0. In what follows, the ordering relation for vectors is used in the following
sense:
u ≤ v, if ui ≤ vi ∀ i = 1, 2, . . . n, u < v, if ui < vi ∀ i = 1, 2, . . . n.
A sufficient condition on f for the desired inequality to hold is the Kamke-Mu¨ller
condition [10, 21], which is equivalent to requiring that
if u ≤ v and ui = vi for some i ∈ {1, 2, . . . , n} ⇒ fi(u) ≤ fi(v).
This condition essentially means that the function in the i-th coordinate, fi is
increasing in all coordinates xj for j 6= i. However, this leads to an alternative
sufficient condition, which if satisfied, allows us to call the f function cooperative.
More precisely, f is called cooperative if
∂jfi ≥ 0 ∀ i, j = 1, 2, . . . n and i 6= j.
It can be shown that if f is cooperative in a convex domain, then it satisfies the
Kamke-Mu¨ller condition. A detailed and comprehensive study of differential in-
equalities and comparison theory can be found in the book by Szarski [29]. Cooper-
ative systems generate monotone dynamical systems that are dealt with in the book
chapter by Hirsch and Smith [9] and the book by Smith [28]. The main comparison
result used here is the following.
Lemma 3.1. Assume that f satisfies the Kamke-Mu¨ller condition. If x˙(t) = f(x(t))
and the differential inequality y˙(t) ≤ f(y(t)) holds for t ≥ 0 and y(0) ≤ x(0), then
y(t) ≤ x(t) for all t ≥ 0.
Using this comparison result we can derive the following theorems about the
upper and lower bounds.
Theorem 3.2. Consider a weighted and directed network G, the exact individual-
based SIS model given by system (1) and the closed system (7) with a closure W
satisfying (besides the conditions in Definition 2.1)
(i) y 7→ y −W (x, y) is an increasing function,
(ii) 〈IiIj〉 ≥W (〈Ii〉, 〈Ij〉) for all i, j.
Assuming that both models start with identical initial conditions, 〈Ii〉(0) = Xi(0)
(i = 1, 2, . . . , N), it follows that 〈Ii〉(t) ≤ Xi(t) ∀ i = 1, 2, . . . , N and ∀ t ≥ 0.
Proof. We start from the exact system,
˙〈Ii〉 = τ
N∑
j=1
gij〈SiIj〉 − γ〈Ii〉 = τ
N∑
j=1
gij(〈Ij〉 − 〈IiIj〉)− γ〈Ii〉
= τ
N∑
j=1
gij(〈Ij〉 −W (〈Ii〉, 〈Ij〉))− γ〈Ii〉+ τ
N∑
j=1
gij (W (〈Ii〉, 〈Ij〉)− 〈IiIj〉)
≤ τ
N∑
j=1
gij(〈Ij〉 −W (〈Ii〉, 〈Ij〉))− γ〈Ii〉, (11)
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where we have used (ii). The right-hand side of the closed system (7) can be given
by the function f : RN → RN with coordinate functions
fi(x) = τ
N∑
j=1
gij(xj −W (xi, xj))− γxi.
It can immediately be seen that the solution of the closed system satisfies the
differential equation x˙(t) = f(x(t)), and the solution of the exact system satisfies
the differential inequality y˙(t) ≤ f(y(t)), with both systems starting from the same
initial condition. According to (i) the coordinate function fi is increasing in the
variable xj , hence f satisfies the Kamke-Mu¨ller condition. Therefore, the general
comparison Lemma 3.1 implies that 〈Ii〉(t) ≤ Xi(t) ∀ i = 1, 2, . . . , N and ∀ t ≥ 0.

Now, using the closure W (x, y) = xy we can prove that (10) gives an upper
bound. Namely, we have seen that W (x, y) = xy satisfies the conditions in Defini-
tion 2.1. Moreover, y − xy = y(1− x) is increasing in y when x ∈ [0, 1], that is (i)
holds. In Section 4 we will prove that (ii) also holds, hence W (x, y) = xy satisfies
the conditions of Theorem 3.2 leading to the following corollary.
Corollary 1. Consider a weighted and directed network G, the exact individual-
based SIS model given by system (1) and the individual-based closed system (10).
Assuming that both models start with identical initial conditions, 〈Ii〉(0) = Yi(0)
(i = 1, 2, . . . , N), it follows that 〈Ii〉(t) ≤ Yi(t) ∀ i = 1, 2, . . . , N and ∀ t ≥ 0.
Similarly to Theorem 3.2, the following result can be proved about the lower
bound.
Theorem 3.3. Consider a weighted and directed network G, the exact individual-
based SIS model given by system (1) and the closed system (7) with a closure W
satisfying (besides the conditions in Definition 2.1)
(i) y 7→ y −W (x, y) is an increasing function,
(ii) 〈IiIj〉 ≤W (〈Ii〉, 〈Ij〉) for all i, j.
Assuming that both models start with identical initial conditions, 〈Ii〉(0) = Xi(0)
(i = 1, 2, . . . , N), it follows that 〈Ii〉(t) ≥ Xi(t) ∀ i = 1, 2, . . . , N and ∀ t ≥ 0.
It is easy to see that W (x, y) = min(x, y) satisfies the assumptions of the theorem.
Namely, we have seen that W (x, y) = min(x, y) satisfies the conditions in Definition
2.1. Moreover, y−min(x, y) = max(y−x, 0) = 12 (|y−x|+ y−x) is increasing in y,
that is (i) holds. In the previous section we saw that 〈IiIj〉 ≤ 〈Ii〉 and 〈IiIj〉 ≤ 〈Ij〉,
hence (ii) also holds. ThusW (x, y) = min(x, y) satisfies the assumptions of Theorem
3.3 leading to the following corollary.
Corollary 2. Consider a weighted and directed network G, the exact individual-
based SIS model given by system (1) and the individual-based closed system
X˙i = τ
N∑
j=1
gij(Xj −min(Xi, Xj))− γXi. (12)
Assuming that both models start with identical initial conditions, 〈Ii〉(0) = Xi(0)
(i = 1, 2, . . . , N), it follows that 〈Ii〉(t) ≥ Xi(t) ∀ i = 1, 2, . . . , N and ∀ t ≥ 0.
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4. Remarks on the correlation of S − I pairs. In this section we focus on
the inequalities in (8) and look at relaxing the assumption of deterministic initial
conditions. In particular, we aim to determine some sufficient extra conditions which
guarantee that the inequalities remain valid. Using an ODE-approach we prove that
the correlation inequalities hold on a small network, i.e. two nodes connected by
an edge, even if starting from a mixed initial condition and any edge weight as
long as at time t = 0 the correlation holds. For a network of three nodes and a
general network and by focusing on a specific edge, we give sufficient conditions
which guarantee that the correlation inequalities remain valid even for mixed initial
conditions. Finally, we show that our approach can be used to prove the result in [7]
but only for t close to zero.
It is obvious that the initial condition can be given in such a way that the
correlation inequalities are violated even at the initial instant. For example, for
a network with two nodes and a single edge, one can set 〈S1I2〉(0) = 1/2 and
〈I1S2〉(0) = 1/2. This gives 〈S1〉(0) = 1/2, 〈I2〉(0) = 1/2 and 〈S1I2〉(0) = 1/2
and hence 〈S1〉(0)〈I2〉(0) − 〈S1I2〉(0) = −1/4 < 0. Hence the first, and trivial
condition is 〈Si〉(0)〈Ij〉(0) − 〈SiIj〉(0) ≥ 0. We will show a simple example below
that this condition is not sufficient. In [7] it is assumed that the initial condition is
a deterministic state. Starting from a deterministic state we have 〈Si〉(0)〈Ij〉(0) −
〈SiIj〉(0) = 0 for all i and j. We will show below that there is a positive time t∗,
such that 〈Si〉(t)〈Ij〉(t)−〈SiIj〉(t) > 0 for 0 < t < t∗ when the process starts from a
deterministic state. Finally, we show that for certain conditions on the weights we
have 〈Si〉(t)〈Ij〉(t) − 〈SiIj〉(t) > 0 for any 0 < t starting from any state satisfying
〈Si〉(0)〈Ij〉(0)− 〈SiIj〉(0) ≥ 0.
In order to investigate the correlation, the following proposition will be useful.
Proposition 1.
〈Si〉〈Ij〉 − 〈SiIj〉 = 〈IiIj〉〈SiSj〉 − 〈SiIj〉〈IiSj〉.
Proof. We will use the identities
〈IiIj〉+ 〈SiSj〉+ 〈SiIj〉+ 〈IiSj〉 = 1
and
〈Si〉 = 〈SiIj〉+ 〈SiSj〉, 〈Ij〉 = 〈SiIj〉+ 〈IiIj〉.
Using these we obtain
〈SiIj〉〈IiIj〉+ 〈SiIj〉〈SiSj〉+ 〈SiIj〉〈SiIj〉+ 〈SiIj〉〈IiSj〉 = 〈SiIj〉
and
〈Si〉〈Ij〉 = 〈SiIj〉〈SiIj〉+ 〈SiIj〉〈IiIj〉+ 〈SiSj〉〈SiIj〉+ 〈SiSj〉〈IiIj〉.
Taking the difference of the last two equations yields the desired relation.

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Before we proceed further we also show a possible ODE-based approach for a
single edge, i.e. for N = 2, for which system (1)-(5) takes the form
˙〈I1〉 = τ〈SI〉 − γ〈I1〉, (13)
˙〈I2〉 = τ〈IS〉 − γ〈I2〉, (14)
˙〈SI〉 = −τ〈SI〉 − γ〈SI〉+ γ〈II〉, (15)
˙〈IS〉 = −τ〈IS〉 − γ〈IS〉+ γ〈II〉, (16)
˙〈II〉 = −2γ〈II〉+ τ〈SI〉+ τ〈IS〉, (17)
˙〈SS〉 = γ〈SI〉+ γ〈IS〉, (18)
where we wrote 〈XY 〉 instead of 〈X1Y2〉 for ease of notation.
Proposition 2. If 〈II〉(0)〈SS〉(0) − 〈SI〉(0)〈IS〉(0) ≥ 0, then 〈II〉(t)〈SS〉(t) −
〈SI〉(t)〈IS〉(t) ≥ 0 for all t > 0 and for arbitrary initial conditions (e.g. determin-
istic or mixed).
Proof. We prove that
A(t) = 〈II〉(t)〈SS〉(t)− 〈SI〉(t)〈IS〉(t)
is nonnegative if A(0) ≥ 0.
Using the differential equations (1)-(5) we can derive a differential equation for
the function A as follows.
A˙ = ˙〈II〉〈SS〉+ 〈II〉 ˙〈SS〉 − ˙〈SI〉〈IS〉 − 〈SI〉 ˙〈IS〉
= τ〈SI〉〈SS〉+ τ〈IS〉〈SS〉 − 2γ〈II〉〈SS〉+ γ〈SI〉〈II〉+ γ〈IS〉〈II〉
+ τ〈SI〉〈IS〉+ γ〈SI〉〈IS〉 − γ〈II〉〈IS〉+ τ〈IS〉〈SI〉+ γ〈IS〉〈SI〉 − γ〈II〉〈SI〉
= τ(〈SI〉〈SS〉+ 〈IS〉〈SS〉+ 2〈SI〉〈IS〉)− 2γ(〈II〉〈SS〉 − 〈IS〉〈SI〉)
= −2(τ + γ)A+ b,
where
b = τ(〈SI〉〈SS〉+ 〈IS〉〈SS〉+ 2〈II〉〈SS〉).
Thus A satisfies an inhomogeneous linear differential equation. Multiplying this
differential equation with exp(−2(τ + γ)t) and integrating from 0 to t yields
A(t)e−2(τ+γ)t −A(0) =
t∫
0
b(s)e−2(τ+γ)sds.
The non-negativity of b(s) and A(0) yields that A(t) ≥ 0 for all nonnegative t.

Before studying the statement in the general case, let us introduce the following
notation,
Aij(t) = 〈Si〉(t)〈Ij〉(t)− 〈SiIj〉(t) = 〈IiIj〉(t)〈SiSj〉(t)− 〈SiIj〉(t)〈IiSj〉(t), (19)
where we have used Proposition 1. For the ease of notation, we will write 〈XY 〉
instead of 〈XiYj〉 and 〈IkXY 〉 instead of 〈IkXiYj〉 and similarly for 〈XiYjIk〉, where
the indices i and j are considered to be fixed. Differentiating (19) and using the
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differential equations (1)-(5) yield
A˙ij = ˙〈II〉〈SS〉+〈II〉 ˙〈SS〉− ˙〈SI〉〈IS〉−〈SI〉 ˙〈IS〉 = Q1+Q2+τ
N∑
k=1
(gjkQ3k+gikQ4k),
(20)
where
Q1 = γ(−2〈II〉〈SS〉+ 〈SI〉〈II〉+ 〈IS〉〈II〉+ 〈SI〉〈IS〉 − 〈II〉〈IS〉+ 〈IS〉〈SI〉 − 〈II〉〈SI〉),
Q2 = τgij〈SI〉〈SS〉+ τgji〈IS〉〈SS〉+ τgij〈SI〉〈IS〉+ τgji〈IS〉〈SI〉
Q3k = 〈ISIk〉〈SS〉 − 〈SSIk〉〈II〉 − 〈SSIk〉〈IS〉+ 〈ISIk〉〈SI〉
Q4k = 〈IkSI〉〈SS〉 − 〈IkSS〉〈II〉+ 〈IkSI〉〈IS〉 − 〈IkSS〉〈SI〉.
Each term will be simplified separately. Simple algebra leads to
Q1 = −2γ(〈II〉〈SS〉 − 〈IS〉〈SI〉) = −2γAij .
The expression for Q2 can be reduced as follows
Q2 = τgij(〈SI〉〈SS〉+ 〈II〉〈SS〉 −Aij) + τgji(〈IS〉〈SS〉+ 〈II〉〈SS〉 −Aij)
= −τAij(gij + gji) + τgij〈SS〉〈Ij〉+ τgji〈SS〉〈Ii〉,
where in the last step the identities 〈II〉+ 〈SI〉 = 〈Ij〉 and 〈II〉+ 〈IS〉 = 〈Ii〉 were
used.
Based on the identities 〈SS〉+ 〈SI〉 = 〈Si〉 and 〈II〉+ 〈IS〉 = 〈Ii〉, the term Q3k
can be rewritten as
Q3k = 〈ISIk〉〈SS〉+ 〈ISIk〉〈SI〉 − 〈SSIk〉〈II〉 − 〈SSIk〉〈IS〉 = 〈ISIk〉〈Si〉 − 〈SSIk〉〈Ii〉.
Similar transformations lead to
Q4k = 〈IkSI〉〈Sj〉 − 〈IkSS〉〈Ij〉.
Substituting the expressions obtained for Q1, Q2, Q3k and Q4k into (20) we get
A˙ij = −(2γ + τ(gij + gji))Aij + τgij〈SS〉〈Ij〉+ τgji〈SS〉〈Ii〉 (21)
+ τ
N∑
k=1
(gjk(〈ISIk〉〈Si〉 − 〈SSIk〉〈Ii〉) + gik(〈IkSI〉〈Sj〉 − 〈IkSS〉〈Ij〉)) .
This formula yields the solution of the problem for a network with N = 3 nodes.
Since gii = 0 and gjj = 0, the summation for k contains only a single index, when
k is different from i and j. For simplicity, we consider the case i = 1, j = 2 and
k = 3, use the notation A = A12 and 〈XY Zk〉 = 〈XY Z〉. Then (21) takes the form
A˙ = −(2γ + τ(g12 + g21))A+ τg12〈SS〉〈I2〉+ τg21〈SS〉〈I1〉 (22)
+ τg23(〈ISI〉〈S1〉 − 〈SSI〉〈I1〉) + τg13(〈SII〉〈S2〉 − 〈SSI〉〈I2〉).
Now, we can easily show a counter example to the statement. Let P (SSI) = 1/2
and P (SIS) = 1/2 in the initial state. Then 〈I1〉(0) = 0, 〈I2〉(0) = 1/2 and
〈S1S2〉(0) = 1/2. It can be easily seen that A(0) = 0 and A˙(0) = τ(g12 − g13)/4.
Hence, A(t) becomes negative when g12 < g13. On the other hand, if the opposite
inequality holds, then A(t) remains positive as it is stated in the following statement.
Proposition 3. Consider a network with N = 3 nodes and the correlation A12.
Assume that g12 ≥ g13 and g21 ≥ g23. If A12(0) ≥ 0, then A12(t) ≥ 0 for all t > 0
and for arbitrary initial conditions.
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Proof. Using that 〈SS〉 ≥ 〈SSI〉 the conditions on the weights imply that (22)
can be written in the form
A˙ = −(2γ + τ(g12 + g21))A+ b,
where b is nonnegative. Then using the same idea as in the proof of Proposition 2,
we get that A12(t) ≥ 0 for all t > 0.

Note that this means that, in a triangle with equal weights, S − I pairs remain
non-negatively correlated if they are non-negatively correlated initially, and this is
true not only for deterministic initial conditions.
Similar proof, using (21), leads to the following statement.
Proposition 4. Consider the edge (i, j) in a network with N nodes and the corre-
lation Aij. Assume that gij ≥
∑N
k=1 gik and gji ≥
∑N
k=1 gjk. If Aij(0) ≥ 0, then
Aij(t) ≥ 0 for all t > 0 and for arbitrary initial conditions.
Finally, we can turn to the case of deterministic initial condition. It can be easily
seen that Aij(0) = 0, for these initial conditions and (21) shows that A˙ij(0) = 0 also
holds. Differentiating (21) once more, one obtains that A¨ij(0) > 0. This implies
that Aij(t) > 0 for small enough values of t. This proves the following theorem.
Theorem 4.1. Let 〈Si〉, 〈Ij〉 and 〈SiIj〉 solve system (1)-(5). If we start from
a deterministic initial condition, then there exist a positive time t∗, such that
〈Si〉(t)〈Ij〉(t)− 〈SiIj〉(t) ≥ 0 holds for all 0 < t < t∗.
5. Analysis of the closed model. The goal in this section is to analyse system (7)
from the dynamical systems point of view. The closure W satisfies the conditions
in Definition 2.1, moreover, according to the second inequality in (8) it satisfies
W (x, y) ≥ xy as well. Thus our aim here is to understand the dynamical behaviour
of system (7) when W satisfies
xy ≤W (x, y) ≤ min(x, y) for all x, y ∈ [0, 1]. (23)
The lower bound W (x, y) = xy is covered in [16], and this result is presented first.
Theorem 5.1. Given a directed, weighted, and strongly-connected network, G, let
Λmax(G) be the largest eigenvalue of the adjacency matrix of G. Let the closure in
(7) be given as W (x, y) = xy. If γ < τΛmax(G), then a unique endemic (nonzero)
steady state exists, and it is stable. Moreover, all of its coordinates are positive. If
γ > τΛmax(G), then there is no endemic steady state and the disease-free steady
state is stable.
Concerning the upper bound W (x, y) = min(x, y), the following result can be
easily proved.
Proposition 5. Let G be a directed and weighted network and let the closure in (7)
be given as W (x, y) = min(x, y). Then the only steady state is the disease-free one
and it is stable.
Proof. Assume that x∗ ∈ [0, 1]N is a steady state, that is for all i we have
τ
N∑
j=1
gij(x
∗
j −min(x∗i , x∗j ))− γx∗i = 0.
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Let x∗i be (one of) the greatest coordinate of the steady state. Then for all j we
have x∗j −min(x∗i , x∗j ) = 0, hence the coefficient of τ in the above equation is zero,
implying that x∗i = 0. Since 0 ≤ x∗jx∗i = 0 for all j, we get that x∗ = 0, that is the
only steady state is the disease-free one. This reasoning also shows that the largest
coordinate of a solution has negative derivative, which implies the stability of the
disease-free steady state. 
Thus a transcritical bifurcation occurs when the closure is W (x, y) = xy and
there is no bifurcation when W (x, y) = min(x, y); that is the threshold behaviour
disappears when such a crude closure is used. This however raises the question
of studying the intermediate regime when W is between the two extremes. Below
we give a sufficient condition on closures to ensure that the threshold behaviour is
maintained.
We will consider closures where W satisfies
xy ≤W (x, y) ≤ xy + V (x, y) min(x, y) for all x, y ∈ [0, 1], (24)
where V : [0, 1]2 → [0, r], with some r ∈ (0, 1), is a continuous function satisfying
V (0, 0) = 0 and xy + V (x, y) min(x, y) ≤ min(x, y). We note that the inequalities
in (24) yield a sufficient condition for the existence of the transcritical bifurcation.
This means that it may be possible to identify closures that lead to transcritical
bifurcation but do not satisfy condition (24).
We note that W (x, y) = xy obviously satisfies this condition with V (x, y) = 0,
and a non-trivial example is W (x, y) =
√
xymin(
√
x,
√
y). For the latter, simple
calculation shows that there exists a V (x, y) such that this is positive and bounded
by a constant r < 1. Below we will prove that for any choice of W that satisfies
condition (24) the same threshold as in Theorem 5.1 is obtained.
The non-trivial steady state x ∈ (0, 1]N of system (7) is given by
γxi = τ
N∑
j=1
gij(xj −W (xi, xj))
that will be rearranged using xj −W (xi, xj) = xj − xixj + xixj −W (xi, xj) as
xi(α+ (Gx)i) = (Gx)i − Fi(x), (25)
where α = γ/τ , (Gx)i is the i-th coordinate of the vector Gx and
Fi(x) =
N∑
j=1
gij(W (xi, xj)− xixj).
Expressing xi from (25) we get the fixed point equation x = T (x) for the non-trivial
steady state with
Ti(x) =
(Gx)i − Fi(x)
α+ (Gx)i
. (26)
We can immediately see that T maps the unit hypercube [0, 1]N into itself and the
origin is its fixed point, representing the disease-free steady state. We will show
that in the case γ < τΛ, that is α < Λ, T has a nontrivial fixed point in the interior
of the hypercube, representing an endemic steady state. (Here Λ = Λmax(G) is the
largest eigenvalue of the adjacency matrix of G.) The existence of this fixed point
will be verified by using Brouwer’s fixed point theorem on a suitably chosen convex
subdomain of the hypercube not containing the origin. In order to achieve this goal
we will need a few auxiliary results.
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Proposition 6. For a directed, weighted, and strongly-connected network, given by
its adjacency matrix G, there exists a positive number µ, for which the following
holds. If (Gx)i < η and xi ≥ 0 for all i = 1, 2, . . . N , then |x| < µη.
Proof. Since the network is strongly connected every column of G contains at
least one nonzero entry. Hence Gx 6= 0 once xi ≥ 0 for all i = 1, 2, . . . N and x 6= 0.
Therefore
m = min{|Gx| : xi ≥ 0, |x| = 1} > 0.
If (Gx)i < η for all i = 1, 2, . . . N , then |Gx| < η
√
N . On the other hand, |Gx| =
|x|
∣∣∣G x|x| ∣∣∣ > m|x|, implying m|x| < η√N . Hence the statement holds with µ =√
N/m.

For the next proposition we introduce a function, h : [0,+∞) → [0, 1), which is
defined by
h(z) =
z
α+ z
.
Proposition 7. For any β < 1/α there is a ω > 0, such that h(z) < ω implies
βz < h(z), when z 6= 0.
Proof. One can easily check that h(0) = 0, h′(0) = 1/α, h′(z) > 0 and h′′(z) < 0
for all z ≥ 0, i.e. h is increasing and concave. Hence a line with slope β < h′(0)
passing through the origin, lies below the graph of h in a sufficiently short interval
(0, z0). Then the statement holds with ω = h(z0).

Proposition 8. For any x ∈ [0, 1]N we have Ti(x) ≥ (1− r)h((Gx)i).
Proof. According to (24) we have W (xi, xj) ≤ xixj + rxj , hence
N∑
j=1
gij(rxj + xixj −W (xi, xj)) ≥ 0
yielding r(Gx)i ≥ Fi(x), that is (Gx)i−Fi(x) ≥ (1− r)(Gx)i. Therefore (26) leads
to
Ti(x) ≥ (1− r)(Gx)i
α+ (Gx)i
= (1− r)h((Gx)i).

Proposition 9. Let α < Λ. Then there is a ρ > 0, such that Ti(x) < ρ for all i
implies (Gx)i < ΛTi(x), when (Gx)i 6= 0.
Proof. Choose a small positive ε, for which Λ(1 − ε) > α and introduce β =
1/Λ(1 − ε) < 1/α. Choose ω to β according to Proposition 7. Choose a positive
δ to ε according to the continuity of V given in (24), that is |V (x, y)| < ε, when
|x|, |y| < δ. Finally, determine κ > 0 from
µα
κ
1− κ = δ,
where µ is given in Proposition 6. Now we show that choosing a positive ρ satisfying
ρ < ω(1− ε), ρ < κ(1− r)
the statement holds.
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Using Proposition 8, we get for any i that
κ(1− r) > ρ > Ti(x) ≥ (1− r)h((Gx)i).
Simple algebra shows that κ > h((Gx)i) implies (Gx)i < ακ/(1 − κ). Hence,
according to Proposition 6, we have |x| < µα κ1−κ = δ. The choice of ε ensures that
W (xi, xj)− xixj ≤ εxj , hence
Fi(x) ≤
N∑
j=1
gijεxj = ε(Gx)i.
Therefore (26) leads to
Ti(x) ≥ (1− ε)(Gx)i
α+ (Gx)i
= (1− ε)h((Gx)i).
Now,
ω(1− ε) > ρ > Ti(x) ≥ (1− ε)h((Gx)i).
According to Proposition 7, we get that h((Gx)i) > β(Gx)i, hence
Ti(x) ≥ (1− ε)h((Gx)i) > (1− ε)β(Gx)i = 1
Λ
(Gx)i,
and this completes the proof.

Now we are ready to prove the existence of the endemic steady state and the
presence of a transcritical bifurcation.
Theorem 5.2. Given a directed, weighted, and strongly-connected network, G, let
Λ be the largest eigenvalue of the adjacency matrix of G. Let the closure W in (7)
satisfy (24). If γ > τΛ then the origin is the only steady state of the system. In the
case γ < τΛ, an endemic (nonzero) steady state also exists.
Proof. We first consider the γ > τΛ case and take a steady state x ∈ [0, 1]N .
According to (25) and using that Fi is nonnegative we get
γxi ≤ τ(1− xi)(Gx)i ≤ τ(Gx)i.
It is easy to see that for two vectors, u and v with nonnegative coordinates, the
inequality 0 ≤ ui ≤ vi for all i implies |u| ≤ |v|. Hence for any nonzero steady state
x ∈ [0, 1]N we have
γ|x| ≤ τ |G(x)| ≤ τΛ|x| < γ|x|,
where we used that Λ is the largest eigenvalue of G. Hence there is no endemic
steady state. We note that this part of the proof only used the fact that W (x, y) ≥
xy, condition (24) has not been used.
Let us turn to the case γ < τΛ. As we mentioned above, we will prove the
existence of the endemic steady state by applying Brouwer’s fixed point theorem to
the mapping T given in (26) in a suitably chosen domain. The goal is to exclude the
origin from this domain, hence we introduce a half-space S = {x ∈ RN : 〈x−a, u〉 ≥
0} with some appropriately chosen vectors a, u ∈ RN . Then our domain will be
Ω = [0, 1]N ∩S. In order to have a nonempty intersection we will choose a from the
hypercube [0, 1]N and u will be the unique positive eigenvector of G corresponding
to the maximal eigenvalue Λ, that is Gu = λu.
In order to prove the invariance of the domain Ω it is useful to determine the
intersection points of the hyperplane given by 〈x − a, u〉 = 0 and the coordinate
axes. The intersection point on the i-th axis is at ci = 〈a, u〉/ui. It is easy to see
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that a point y ∈ [0, 1]N is in Ω if there is a coordinate i, for which yi ≥ ci. Namely,
if y ∈ [0, 1]N is not in Ω, then 〈y, u〉 < 〈a, u〉 = ciui for all i, hence yiui < ciui
leading to yi < ci for all i. Now, choose a ∈ [0, 1]N in such a way that for all i we
have ci < ρ given in Proposition 9, that is 〈a, u〉/ui < ρ for all i.
We will prove that T maps Ω into itself. We know that T maps to [0, 1]N , hence
we only need to prove that 〈T (x)−a, u〉 ≥ 0 holds for any x ∈ Ω. We have previously
shown that, if there is an index i for which Ti(x) ≥ ρ, then T (x) ∈ Ω. Hence we
only need to consider the case when Ti(x) < ρ for all i. In this case we can apply
Proposition 9 yielding Ti(x) > (Gx)i/Λ. Hence Ti(x)ui > (Gx)iui/Λ, leading to
〈T (x), u〉 =
N∑
i=1
Ti(x)ui >
1
Λ
N∑
i=1
(Gx)iui =
1
Λ
N∑
i=1
ui
N∑
i=j
gijxj
=
1
Λ
N∑
i=j
xj
N∑
i=1
gijui =
1
Λ
N∑
i=j
xj(Gu)j =
1
Λ
N∑
i=j
xjΛuj = 〈x, u〉 ≥ 〈a, u〉.
Thus we proved 〈T (x)− a, u〉 ≥ 0, which proves that T maps the convex, compact
domain Ω into itself, hence by Brouwer’s fixed point theorem it has a fixed point in
Ω, which is a nontrivial steady state completing the proof of the theorem.

We note that the stability of the steady states was also determined in the special
case W (x, y) = xy. Further conditions on the smoothness of W would make it
possible to generalise the stability result of Theorem 3.8 in [12] for different choices
of W .
6. Discussion. In Section 4 we proved that the closure W (x, y) = xy satisfies the
second assumption of Theorem 3.2, that is this closure leads to an upper bound of
the exact model. Similarly, in Theorem 3.3 we have shown that W (x, y) = min(x, y)
yields a lower bound of the exact model. However, further work could focus on
finding more accurate upper and lower bounds with the possibility of constructing
a sequence of closures whose limit is closer in some sense to the exact model.
The analysis of the closed model was presented in Section 5. However, the
investigation of the local and global stability for a general closure relation is still
an open question. Moreover, we have shown that the qualitative behaviour of the
closed system depends on the closure and can be significantly different: it may or
may not lead to a transcritical bifurcation. The question of whether a closed system
shares the same qualitative features as the exact model is an important one, and
ideally the behaviour of the two systems should remain the same. Thus identifying
the closure or closures which separate different regimes, those that conserve the
qualitative behaviour of the exact system versus those that do not, remains an
important direction for further research. One possible step towards achieving this
may be to find closures that delimit closed models that have different qualitative
behaviour when compared to each other, without considering their relation to the
exact model.
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