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Résumé
Nous étudions dans ette thèse la fontionnelle de Ginzburg-Landau dans R3
sur des ouples de fontions (φ,
−→
A ) qui vérient des onditions de périodiité
de jauge en x3 et selon un réseau disret de (x1, x2). Nous montrons que le
problème variationnel est équivalent au problème de la minimisation d'une
autre fontionnelle sur un tore. Dans le adre de la démonstration, un bré
vetoriel non trivial apparaît. On se limite alors pour la suite à une quan-
tiation de 1. On montre ensuite que la fontionnelle admet un minimum
sur l'espae fontionnel H1 qui vérie un système d'équations aux dérivées
partielles appelé système de Ginzburg-Landau. Le minimum est C∞ par l'el-
liptiité du système d'équations de Ginzburg-Landau. On montre qu'il y a
une bifuration du ouple (0, 0) pour le hamp ritique Hext = k où k est
un paramètre aratéristique du système. On étudie alors la stabilité de la
solution bifurquée. On étudie la dépendane de l'énergie minimale à l'égard
de la géométrie du tore. Enn nous dérivons toutes les solutions du système
d'équations de Ginzburg-Landau dans la limite k tend vers l'inni. Dans le
dernier hapitre, nous donnons pour notre modèle la struture du diagramme
des phases en préisant quelles régions sont normales, supraondutries pure,
mixte.
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Chapitre 1
Introdution
L'étude des supraonduteurs peut se faire de façon thermodynamique (voir
par exemple [Ki℄, p. 368) en minimisant une énergie libre.
Landau et Ginzburg, dans un artile élèbre, ont introduit une fontionnelle
E(φ,
−→
A ) omme expression possible pour l'énergie libre des supraonduteurs
où φ est une fontion d'onde et
−→
A est un potentiel magnétique.
Dans ette thèse, on envisage une modélisation partiulière du problème dont
l'idée appartient à Abrikosov (voir l'artile [Ab℄) qui herhait à montrer
l'apparition d'un état mixte entre la solution supraondutrie pure où φ = 1
et le hamp magnétique est nul à l'intérieur du supraonduteur et la solution
normale où φ = 0 et le hamp magnétique interne est égal au hamp extérieur
qui est onstant.
Le paramètre k est le paramètre de Ginzburg Landau. Il est sans dimension
et stritement positif. On dénit pour tout ouvert X relativement ompat
de R3 une fontionnelle par
H1loc(R
3,C)×H1loc(R3,R3) 7→ R
(φ,
−→
A ) 7→ EX (φ,−→A ) = 12
∫
X ‖
−→
rot
−→
A −−→H ext‖2dx
+1
4
∫
X (1− |φ|2)2dx
+1
2
∫
X ‖ik−1
−→∇φ+−→Aφ‖2dx.
(1.0.1)
L'ouvert X orrespond au domaine oupé par le matériau et sera hoisi plus
loin.
Le hamp magnétique
−→
H ext est le hamp extérieur que l'on applique sur le
supraonduteur. On le suppose onstant et dirigé suivant la diretion x3.
On érira les hangements de jauge de la même façon que dans le livre [Na℄
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'est à dire sous la forme{
φ → φeikf−→
A → −→A +−→∇ f ave f ∈ H
2
loc(R
3,R) . (1.0.2)
La fontionnelle EX est invariante par es hangements de jauge, 'est à dire
que l'on a :
EX (φe
ikf ,
−→
A +
−→∇ f) = EX (φ,−→A ) ave f ∈ H2loc(R3,R). (1.0.3)
On onsidère dans ette thèse des états (φ,
−→
A ) dont les translations selon la
diretion x3 qui est elle du hamp magnétique sont équivalentes de jauge
à l'état original. On suppose aussi que les translatés selon un réseau disret
sont équivalents à l'état original.
On assoie à l'état (φ,
−→
A ) le hamp magnétique
−→
B , la densité d'életrons
supraonduteurs n et le ourant d'életrons
−→
J sont donnés par :

−→
B =
−→
rot
−→
A,
n = |φ|2,−→
J = Re[φ(ik−1
−→∇φ+−→Aφ)]
(1.0.4)
et qui sont les quantités physiques intéressantes. Elles sont en eet invariantes
de jauge don en partiulier périodiques selon un réseau L xé et onstantes
selon la diretion x3.
Dans la setion 2.2, on montre que le minimum de la fontionnelle peut être
pris sur les états (φ,
−→
A ) onstants selon x3 et périodiques de jauge selon le
réseau L.
Dans la setion 2.3, on démontre que le problème peut se réduire à l'étude
d'un problème déni sur l'espae quotient
R2/L. Mais ette rédution est plus
omplexe et le résultat est que la fontion φ appartient à un bré vetoriel non
trivial sur le tore. Le problème est alors sindé en une innité dénombrable de
problèmes de minimisation sur un espae vetoriel Bd. Notre démonstration
rigoureuse semble être originale, voir ependant [BGT℄ et [DGP℄ pour des
démonstration partielles.
Ci-dessous on indique e qui sera démontré.
Théorème 1.0.1 . Il existe une suite de brés en droites omplexes Ed
indexée par d ∈ Z dénis sur le tore R2/L, ave une fontionnelle asso-
iée Eint,d sur l'espae H1(Ed) ⊕ H1div,0(R2/L,R2) tel que, pour haque état
(φ,
−→
A ) périodique de jauge selon le réseau L et périodique de jauge selon
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la diretion x3, il existe un entier d ∈ Z et un état de la forme (φ′,−→A ′)
ave φ′ ∈ H1(Ed) et −→A ′ ∈ H1(R2,R2) de divergene nulle sur R2/L tel que
Eint,d(φ′,
−→
A
′
) ≤ EX (φ,−→A ).
De plus si d 6= 0 alors on peut imposer que −→A ′ est d'intégrale nulle sur R2/L.
En partiulier l'étude des minima de la fontionnelle se ramène de e fait à
l'étude des minima de la famille de fontionnelles réduites (Eint,d)d∈Z.
L'entier d dénit une quantiation de notre problème. Dans la setion 2.4
on fait l'hypothèse d'une quantiation égale à 1. On fait alors apparaître
une nouvelle fontionnelle EVk,Hext.
Un premier problème variationnel appelé problème réduit est obtenu en
éliminant une des variables (le ux magnétique) ; il onsiste en la minimisa-
tion de la fontionnelle
Fλ,k(φ,−→a ) =
∫
Ω
1
2
|i−→∇φ+ (−→A 0 +−→a )φ|2 + 14(λ− |φ|2)2 + k
2
2
| rot −→a |2
(1.0.5)
sur l'espae fontionnel
A =


(φ,−→a ) ∈ H1(E1)×H1(R2/L,R2)
ave φ(z + vi) = e
iπ det(vi,x)φ(z),−→a L-périodique, div −→a = 0 et ∫
Ω
−→a = 0.

 , (1.0.6)
où les vi engendrent un réseau de R
2
et Ω est un domaine fondamental pour
e réseau. Le minimum est appelé mF (λ, k).
On est ensuite amené à étudier le minimum sur R∗+ de
GVk,Hext : Hint 7→ (
Hint
2πk
)2mF (
2πk
Hint
, k) +
1
2
(Hint −Hext)2, (1.0.7)
oùHint est la variable éliminée préédemment. Le minimum est appelé EVk,Hext.
La fontionnelle EVk,Hext s'érit :
EVk,Hext : R×A 7→ R
(Hint, φ,−→a ) 7→ Fλ,k(φ,
−→a )
λ2
+ 1
2
(Hint −Hext)2
(1.0.8)
ave λ = 2πk
Hint
.
Dans ette opération apparaît un hamp intérieur Hint qui est en fait la
moyenne du hamp magnétique à l'intérieur du supraonduteur (ou ux).
On appelle ouple tout élément de la forme (φ,−→a ). On appelle état tout
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triplet (Hint, φ,
−→a ). On n'exige pas que es états et ouples soient solutions
des équations de Ginzburg-Landau. Les triplets (Hint, φ,−→a ) orrespondent
à des ouples (φ,
−→
A ) qui sont don également appelés des états.
On dit que l'état du supraonduteur est pur si le minimum EVk,Hext est égal
à
H2ext
2
, ette énergie est atteinte par un état de quantiation 0 ; on dit que
l'état du supraonduteur est normal si le minimum est atteint par l'état
(Hext, 0, 0). On dit qu'il est dans un état mixte dans les autres as.
Dans la setion 2.5 on étudie les symétries de l'espae des réseaux d'une
façon géométrique et on montre ainsi l'annulation de ertaines dérivées.
Cette étude est réminisente de elle des ourbes elliptiques faite dans [Sie℄,
volume III, hapitre 6, setion 5, bien que notre groupe de symétries soit
plus grand que le groupe modulaire.
Le matériel du Chapitre 3 est le plus souvent lassique. Il s'agit de
l'étude variationnelle du minimum de la fontionnelle Fλ,k.
La setion 3.1 étudie deux opérateurs diérentiels linéaires lassiques : le
laplaien magnétique en hamp onstant et le laplaien simple, tous deux
opérant sur des espaes de setions de brés vetoriels C∞ de base R2/L.
Cette étude n'est pas originale, voir par exemple [BGT℄.
Dénition 1.0.2 . On dit qu'une fontionnelle E est oerive pour N où N
est une norme sur l'espae de denition de la fontionnelle si, pour tout réel
C, il existe un réel C ′ > 0, tel que E(f) < C implique N(f) < C ′.
On montre dans la setion 3.2 que la fontionnelle réduite Fλ,k est oerive
sur l'espae fontionnel H1(E1)⊕H1(R2/L,R2), e qui n'était pas le as pour
le problème initial. On peut alors prouver que la fontionnelle réduite atteint
son minimum.
On montre dans la setion 3.3 que les ouples réalisant le minimum en
quantiation 1 vérient le système d'équations aux dérivées partielles de
Ginzburg-Landau et que es ouples sont C∞ en vertu de l'elliptiité de e
même système. On obtient en partiulier le théorème suivant (voir par ex-
emple [DGP℄).
Théorème 1.0.3 . Le problème variationnel réduit sur
H1(E1)
⊕
H1(R2/L,R2) est oerif, et le minimum de la fontionnelle
réduite Fλ,k est atteint en au moins un point. Les solutions minimisantes
sont C∞.
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Dans la setion 3.4, on montre que la fontion d'onde φ est bornée par 1 par
un prinipe du maximum. On montre ensuite que la fontionnelle omplète
EVk,Hext : R×A 7→ R
(Hint, φ,−→a ) 7→ EVk,Hext(Hint, φ,−→a )
(1.0.9)
atteint son minimum sur un état (Hint, φ,
−→a ).
On montre ensuite que le hamp magnétique à l'intérieur d'un supraondu-
teur est inférieur au hamp extérieur.
Dans la setion 3.5 on montre une formule de Bohner-Kodaira-Nakano et
on l'utilise pour éluider le as partiulier k ≥ 1√
2
et λ ≤ 2π. C'est la lé
pour l'étude préise du diagramme de phase de la fontionnelle entreprise
dans le hapitre 5.
Le hapitre 4 est onsaré à la bifuration d'Abrikosov.
On onstate expérimentalement le fait suivant : Si on plae un supraon-
duteur dans un hamp magnétique alors e hamp disparaît à l'intérieur
du supraonduteur (as des supraonduteurs de type I ave k ≤ 1√
2
) ou
s'aaiblit (as des supraonduteurs de type II ave k ≥ 1√
2
). Cette propriété
est appelé érantement du hamp magnétique. Dans notre modélisation, on
onsidère le hamp magnétique interne Hint omme un paramètre.
La bifuration d'Abrikosov onsiste à eetuer des aluls au voisinage
de l'état normal pour montrer l'existene de solutions des équations de
Ginzburg-Landau.
Dans la setion 4.1, on fait varier le paramètre Hint et on montre qu'il y a
une bifuration des solutions (du problème réduit pour le hamp Hint = k)
du ouple (0, 0) vers un ouple non trivial. Cette setion est inspirée des
travaux [Od1℄, [Od2℄ et [BGT℄, mais notre analyse est plus préise.
Cette bifuration existe si k 6=
√
2K
I
. Dans la setion 4.2, on eetue des
aluls expliites sur l'énergie du ouple bifurqué. On onstate que l'état
bifurqué est d'énergie plus faible que l'état normal si et seulement si la
ondition k >
√
2K
I
est vériée.
Enn dans la setion 4.3, on disute la stabilité du ouple bifurqué. On
montre que l'état bifurqué est stable si k >
√
2K
I
et instable si k <
√
2K
I
.
Dans la setion 4.4, on dérit pour des k assez grands le omportement de
la fontionnelle près de la bifuration :
Théorème 1.0.4 . Il existe γ > 0 et k0 > 0 tel que si k > k0 et Hint > k−γ
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alors les points ritiques de la fontionnelle réduite sont les solutions déjà
alulées dans la setion 4.1, 'est à dire les solutions bifurquées et la
solution triviale. On montre également que la solution triviale est un point
ol pour la fontionnelle et que la solution bifurquée est un minimum global.
Le hapitre 5 étudie le diagramme des phases (k,Hext) du supraonduteur.
Dans la setion 5.1, on montre des théorèmes de monotonie. Si, en (k,Hext),
le supraonduteur est pur, alors il est aussi pur en (k′, H ′ext) si k
′ ≤ k
et H ′ext ≤ Hext (f 5.1.1). On a des théorèmes similaires pour l'état nor-
mal (f 5.1.3 et 5.1.4). On obtient du même oup le diagramme si k ≤ 1√
2
(f 5.1.7).
La setion 5.2 est onsarée à une étude approfondie du as k = 1√
2
. La
sous-setion 5.2.1 redémontre des résultats de Dietmar Salamon non publiés.
Puis on détermine les ouples minimisants Fλ, 1√
2
(f 5.2.7) ; on démontre la
relation remarquable I − 4K = 1 (f 5.2.12) et on montre que la ondition
k >
√
2K
I
est vériée dans la zone k ≥ 1√
2
(f 5.2.13).
La desription omplète de l'état normal est eetuée dans la setion 5.3. Elle
ommene par un lemme très important de loalisation (f 5.3.1) et se pour-
suit sur le théorème de bifuration d'Abrikosov (f 5.3.4), où l'on donne une
desription préise du minimum et des états minimisants autour de Hext = k.
On peut alors aluler expliitement le hamp ritique Hc2(k) de notre mod-
èle.
La setion 5.4 dérit l'état pur. Le théorème 5.4.1 montre l'existene du
hamp ritique Hc1(k). On trouve ensuite une expression en inf pour Hc1(k)
(f 5.4.3), une estimée asymptotique (f 5.4.4) et la ontinuité de Hc1
(f 5.4.6). On a alors une desription presque omplète des régions du plan
(k,Hext) où l'état du supraonduteur est pur.
On a alors démontré que le diagramme de phase a pour allure (f le théorème
5.1.7 pour k ≤ 1√
2
, le théorème 5.3.5 pour l'état normal, le théorème 5.4.6
pour la déroissane de la région où l'état est pur et le théorème 5.3.4 pour
la bifuration d'Abrikosov) :
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Hext
k
Pure
Normal
Bifurcated state
2
1
1
2
H
c1
(k)
H  (k)
c2
Mixed
où
 P désigne la région où le minimum de la fontionnelle est atteint par
l'état pur,
 N désigne la région où le minimum de la fontionnelle est atteint par
l'état normal,
 M désigne la région où le minimum de la fontionnelle est atteint par
l'état mixte.
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Chapitre 2
Étude générale de la fontionnelle
2.1 Dénition de la fontionnelle et invariane
de jauge
On note E(φ,−→A ) l'intégrande de la fontionnelle E(φ,−→A ) dénie en (1.0.1).
C'est la fontion dénie sur R3 par :
E(φ,−→A ) : R3 7→ R
x 7→ 1
2
‖−→rot−→A (x)−−→H ext‖2 + 14(1− |φ(x)|2)2
+1
2
‖ik−1−→∇φ(x) +−→A (x)φ(x)‖2.
(2.1.1)
On a alors pour tout ouvert X de R3 la relation
EX (φ,
−→
A ) =
∫
X
E(φ,−→A )dx (2.1.2)
qui montre bien que E est une densité d'énergie loale.
On verra plus loin que, si φ ∈ H1loc(R3,C) et −→A ∈ H1loc(R3,R3), alors
E(φ,−→A ) ∈ L1loc.
Hypothèse 2.1.1 . On supposera toujours que le hamp extérieur
−→
H ext est
onstant.
On prend les oordonnées x1, x2, x3 orthonormées de façon que−→
H ext = (0, 0, Hext).
On note L le réseau de R2 déni par les deux veteurs suivants{
v1 = (ξ1, η1),
v2 = (ξ2, η2).
(2.1.3)
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Nous plongerons e réseau dans R3 en posant que la omposante selon x3 est
nulle.
Remarque 2.1.2 . Dans ette thèse nous aurons besoin de produits hermi-
tiens. Par onvention nous noterons
〈φ, ψ〉 =
∫
Ω
φψ (2.1.4)
Il y a don antilinéarité par rapport à la première variable.
Dénition 2.1.3 . Un ensemble E ⊂ R2 est un domaine fondamental pour
le réseau L si les deux onditions suivantes sont vériées
R2 = ∪l∈L(E + l),
si l 6= l′ alors {E + l} ∩ {E + l′} = ∅. (2.1.5)
On appelle Ω le domaine fondamental de R2 assoié à L déni par
Ω = {w = t1v1 + t2v2 tel que t1 ∈ [0, 1[ et t2 ∈ [0, 1[} (2.1.6)
que l'on dessine i-dessous dans le plan (x, y)
v2
y
x
v1
Ω
domaine
fondamental
L'aire du domaine est
|Ω| = ξ1η2 − ξ2η1. (2.1.7)
L'invariane selon x3 du système signie que le système translaté est équiv-
alent de jauge ave le système initial ; on dira que (φ,
−→
A ) est  invariant de
jauge selon x3  si

∀l ∈ R, ∃fl ∈ H2loc(R3,R)
φ(., x3 + l) = e
ikfl(.,x3)φ(., x3)−→
A (., x3 + l) =
−→
A (., x3) +
−→∇ fl(., x3)
(2.1.8)
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et on dira que (φ,
−→
A ) est  périodique de jauge selon le réseau L  si

∀t ∈ L, ∃gt ∈ H2loc(R3,R) tel que ∀x ∈ R3
φ(x+ t) = eikg
t(x)φ(x)−→
A (x+ t) =
−→
A (x) +
−→∇ gt(x).
(2.1.9)
Les fontions fl et g
t
des équations (2.1.8) et (2.1.9) sont dénies à une
onstante près par le ouple (φ,
−→
A ).
On note D l'espae des ouples vériant es onditions :
D =
{
(φ,
−→
A ) ∈ H1loc(R3,C)×H1loc(R3,R3)
tel que (2.1.8) et (2.1.9) sont vériés.
}
(2.1.10)
La fontion x 7→ E(φ,−→A )(x) ne dépend que de x1, x2 et est périodique suivant
le réseau L à ause de son invariane de jauge. Don l'intégrale (1.0.1) diverge
si X = R3. Le hoix de X suivant répond à notre problème
X = Ω×]a, b[ ave ]a, b[ borné. (2.1.11)
Le domaine d'intégration X est relativement ompat et la densité d'én-
ergie E(φ,−→A ) est loalement intégrable don l'intégrale (1.0.1) est nie, si
(φ,
−→
A ) ∈ D. Il est naturel de diviser par b− a pour obtenir une fontionnelle
qui ne dépendent ni de a ni de b. On herhe des énergies volumiques, on
divise don par |Ω|. On appelle ette énergie E3n
E3n(φ,
−→
A ) =
1
(b− a)|Ω|
∫ b
a
∫
Ω
E(φ,−→A )(x1, x2, l)dSdl. (2.1.12)
Cette intégrale ne dépend pas des valeurs préises de a, b et du domaine
fondamental sur lequel on intègre pare que le système est périodique de
jauge. et que E(φ,−→A ) est invariant de jauge.
Le problème qui nous oupera dans ette thèse est le suivant :
Problème 2.1.4 . Trouver
min
(φ,
−→
A )∈D
E3n(φ,
−→
A ) (2.1.13)
et dérire les états (Hint, φ,
−→
A ) qui réalisent e minimum.
La proposition qui suit préise le lien entre énergie volumique et notre fon-
tionnelle. Elle ne nous servira pas par la suite.
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Proposition 2.1.5 . Soit (φ,
−→
A ) ∈ D. On a l'égalité suivante
E3n(φ,
−→
A ) = lim
R→∞
1
|B(0, R)|
∫
B(0,R)
E(φ,−→A )(x)dx (2.1.14)
où B(0, R) = {x = (x1, x2, x3) ∈ R3, |xi| ≤ R}.
Preuve. On pose
I = Ω× [0, 1[ (2.1.15)
On dénit un réseau
R = L× Z. (2.1.16)
L'ensemble I est un domaine fondamental pour le réseau R de R3.
Vu les propriétés d'invariane de jauge (2.1.8) et (2.1.9) et la propriété (1.0.3),
on a
∀t ∈ R,
∫
I+t
E(φ,−→A )(x)dx =
∫
I
E(φ,−→A )(x)dx. (2.1.17)
On pose
g(R) = {t ∈ R, tel que I + t ⊂ B(0, R)},
G(R) = {t ∈ R, tel que I + t ∩B(0, R) 6= ∅} (2.1.18)
et
m(R) = ∪t∈g(R){I + t}
M(R) = ∪t∈G(R){I + t}.
(2.1.19)
Les dénitions (2.1.18) et (2.1.19) orrespondent à l'idée que l'on enadre
l'ensemble B(0, R) par deux ensembles sur lesquels on pourra aluler l'inté-
grale.
Puisque m(R) ⊂ B(0, R) ⊂M(R), on a l'inégalité∫
m(R)
E(φ,−→A )(x)dx ≤
∫
B(0,R)
E(φ,−→A )(x)dx ≤
∫
M(R)
E(φ,−→A )(x)dx.
(2.1.20)
On pose
n(R) = ard g(R),
N(R) = ardG(R).
(2.1.21)
Par la relation (2.1.20), on a l'inégalité
n(R)|Ω|E3n(φ,−→A ) ≤
∫
B(0,R)
E(φ,−→A )(x)dx ≤ N(R)|Ω|E3n(φ,−→A ). (2.1.22)
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On montre par des arguments géométriques que
n(R) ∼ N(R) ∼ |B(0, R)||Ω| , (2.1.23)
e qui signie que le quotient des diérentes quantités tend vers 1 quand R
tend vers ∞.
On obtient alors grâe à (2.1.23) et (2.1.22)
lim
R→∞
1
|B(0, R)|
∫
B(0,R)
E(φ,−→A )(x)dx = E3n(φ,−→A ). (2.1.24)
On a bien l'approximation annonée. CQFD
2.2 Cadre fontionnel pour E et rédution du
problème à la dimension 2
On se propose dans ette setion de ramener le problème de la minimisation
de la fontionnelle E3n à un problème bidimensionnel.
Rappelons tout d'abord quelques propriétés lassiques des espaes de Sobolev
que nous utiliserons.
Dénition 2.2.1 . Soit 1 ≤ p ≤ +∞, m ∈ Z ; on dit qu'une distribution f
sur Rn appartient à W pm(R
n) si
∂α1+α2+...+αnf
∂xα11 . . . ∂x
αn
n
∈ Lp(Rn), ∀α ∈ Nn tel que |α| ≤ m . (2.2.1)
Si O est un ouvert, on dénit de la même manière les espaes W pm(O) (re-
spetivement W pm,loc(R
n)) en exigeant que les dérivées jusqu'à l'ordre m ap-
partiennent à Lp(O) (respetivement Lploc(R
n)).
Dans la dénition, les dérivées sont prises au sens des distributions.
Dénition 2.2.2 .(Espaes de Sobolev) On note Hmloc(R
n,R) = W 2m,loc(R
n).
Théorème 2.2.3 . (Inlusions de Sobolev) Pour p tel que 1 < p < +∞, on
a, ave q = np
n−p , les inlusions suivantes
(a) Si n > p alors W p1,loc(R
n) ⊂ Lqloc(Rn).
(b) Si n = p alors ∀r tel que n < r < +∞ on a W p1,loc(Rn) ⊂ Lrloc(Rn).
() Si n < p alors W p1,loc(R
n) ⊂ C0(Rn).
De plus si 1 < r < q et si O est un ouvert relativement ompat de Rn, alors
W p1 (O) ⊂ Lr(O) et l'injetion est ompate.
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Preuve. Voir le traité d'Adams [Ad℄ sur les espaes de Sobolev.
Théorème 2.2.4 . Si f ∈ L2loc(Rn) alors il existe g ∈ H2loc(Rn) tel que
∆g = f .
Preuve. La fontion f peut être vue omme une distribution sur Rn. Le orol-
laire 10.7.10 du tome II de [Ho℄ indique que l'on peut résoudre ette équation
dans D′ si Rn est ∆-onvexe pour les supports et les supports singuliers, e
qui est vrai par les théorèmes 10.7.2 et 10.6.2 du traité [Ho℄. On a alors
une distribution g telle que ∆ g = f . L'elliptiité de ∆ implique alors que
g ∈ H2loc(Rn). CQFD
Théorème 2.2.5 . La fontionnelle (2.1.12) est bien dénie si (φ,
−→
A ) ∈ D.
Preuve. Le théorème 2.2.3 donne l'estimée
(φ,
−→
A ) ∈ Lploc(R3,C× R3) si p ≤ 6. (2.2.2)
Nous allons montrer que les diérents termes de l'intégrande (2.1.1) sont
loalement intégrables. On développe l'intégrande i-dessous
2E(φ,−→A )=k−2|i−→∇φ|2 + 2k−1Re[−→Aφ.i−→∇φ] +−→A 2|φ|2
+
1
2
(1− |φ|2)2 + ‖−→rot−→A −−→H ext‖2 .
On veut montrer que E appartient à L1loc ; pour ela il faut montrer que
les intégrales
∫
O
|E|dx sont nies quand on parourt l'ensemble des ouverts
relativement ompats de R3. On évalue haque terme en utilisant l'inégalité
de Hölder et le théorème 2.2.5.
Soit don O un ouvert relativement ompat de R3 ; il existe une onstante
C tel que ∀(φ,−→A ) ∈ D

∫
O
−→
A
2|φ|2dx ≤ ‖φ‖2L4(O)‖
−→
A‖2L4(O)∫
O
|−→Aφ.−→∇φ|dx ≤ ‖−→∇φ‖L2(O)‖−→A‖L4(O)‖φ‖L4(O)∫
O
‖−→∇φ‖2dx = ‖−→∇φ‖2L2(O)∫
O
(1− |φ|2)2dx = vol(O) + ‖φ‖4L4(O) − 2‖φ‖2L2(O)∫
O
‖−→rot−→A −−→H ext‖2dx ≤ C(‖−→A‖2H1(O) + ‖Hext‖2L2(O)).
(2.2.3)
La onstante C qui apparaît à la dernière ligne de l'équation préédente est
elle qui permet de ontrler la norme L2(O) de rot
−→
A par la norme H1(O)
de
−→
A .
Tous les termes de E sont dans L1loc don E3n est bien déni puisque l'inté-
grale (2.1.12) porte sur un ouvert relativement ompat de R3. CQFD
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Dénition 2.2.6 . L'ensemble des ouples (φ,
−→
A ) de D indépendant de x3
et vériant A3 = 0 est appelé Dspec.
Théorème 2.2.7 . Soit (φ,
−→
A ) ∈ D alors il existe (φ′,−→A ′) ∈ Dspec vériant
E(φ′,−→A ′) ≤ E(φ,−→A ).
Preuve.
1ere étape :
Soit (φ,
−→
A ) ∈ D ; la translation selon x3 fait opérer un hangement de jauge
sur le système
∀l ∈ R, il existe fl ∈ H2loc(R3,R) tel que,−→
A (., x3 + l) =
−→
A (., x3) +
−→∇ fl(., x3). (2.2.4)
Cela signie que le hamp magnétique
−→
B =
−→
rot
−→
A est indépendant de x3. Par
ailleurs le hamp
−→
B appartient à (L2loc(R
3))3 ; don
−→
B (x1, x2, x3) =
−→˜
B (x1, x2)
et
−→˜
B ∈ (L2loc(R2))3.
On herhe maintenant un potentiel veteur
−→
A′ qui ne dépende pas de x3 et
tel que
−→
B =
−→
rot
−→
A′. Pour ela on résout l'équation B3 = ∆ f , dansH2loc(R
2,R)
e qui est possible (f 2.2.4). On a résolu en partie notre problème puisqu'on
a la relation
−→
rot

 −
∂f
∂x2
∂f
∂x1
0

 =

 00
B3

 . (2.2.5)
Puis on herhe une fontion A′3 dénie sur R
2
telle que
(
B1
B2
)
=
(
∂A′3
∂x2
−∂A′3
∂x1
)
. (2.2.6)
L'équation (2.2.6) est soluble dans H2loc(R
2,R) pare que ∂B1
∂x1
+ ∂B2
∂x2
= 0.
Le potentiel suivant
−→
A′(x1, x2, x3) =

 −
∂f
∂x2
(x1, x2)
∂f
∂x1
(x1, x2)
A′3(x1, x2)


(2.2.7)
vérie l'équation
−→
rot (
−→
A −−→A′) = 0.
La diérene
−→
A − −→A ′ appartient à H1loc(R3,R3). Don ∃g ∈ H2loc(R3,R) tel
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que
−→
A − −→A′ = −→∇ g. Pour une démonstration de e résultat, voir [Chab℄,
p. 101-103 et le théorème 2.2.4.
On utilise alors la fontion g pour faire un hangement de jauge sur le ouple
(φ,
−→
A ) {
φ → φe−ikg−→
A → −→A −−→∇ g. (2.2.8)
Grâe à ette transformation, le potentiel veteur devient indépendant de x3.
Cela signie par l'invariane de jauge selon x3 que pour tout l ∈ R, il existe
un omplexe de module 1, g(l) tel que
φ(., x3 + l) = φ(., x3)g(l). (2.2.9)
On souhaite montrer qu'il existe c ∈ C vériant |c| = 1 tel que ∀l, g(l) = cl.
Si φ = 0 presque partout alors il sut de prendre c = 1 pour résoudre le
problème.
Si φ(x1, x2, x3) 6= 0 alors ∀l ∈ R, φ(x1, x2, l) 6= 0 grâe à l'équation (2.2.9).
Simes{(x1, x2) ∈ R2 tel que φ(x1, x2, x3) 6= 0} > 0 alors il existe un ompat
K de mesure positive inlus dans l'ensemble préédent [MaAi℄, p. 73. La
fontion
g(l) =
∫
K×[0,1]
φ(x1, x2, x3 + l)
φ(x1, x2, x3)
dx (2.2.10)
est alors mesurable omme intégrale à paramètre de fontions mesurables
(f [MaAi℄, p. 39).
On vérie alors que g(l + l′) = g(l)g(l′) par un alul simple et en utilisant
l'uniité de la fontion g.
On utilise alors le lemme suivant (f [RV℄) dont nous donnons ii une démon-
stration ourte utilisant la théorie des distributions.
Lemme 2.2.8 . Soit f un morphisme du groupe R dans le groupe S1. On
suppose qu'il est mesurable omme fontion de R dans C alors
∃a ∈ R tel que f(t) = eiat. (2.2.11)
Preuve. La fontion f est bornée et mesurable sur R ; don elle peut être
onsidérée omme une distribution tempérée. On note fˆ sa transformée de
Fourier. L'équation fontionnelle pour la fontion f implique alors, après
hangement de variable :
fˆ(k) =
∫
f(l)e−ikldl =
∫
f(l + l′)e−ikl−ikl
′
dl
= e−ikl
′
f(l′)
∫
f(l)e−ikldl = e−ikl
′
f(l′)fˆ(k), ∀l′ ∈ R . (2.2.12)
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Cela s'érit :
∀l′ ∈ R, [1− e−ikl′f(l′)]fˆ(k) = 0. (2.2.13)
La distribution fˆ est non nulle puisque la transformée de Fourier est injetive.
Cela implique qu'il existe a ∈ R tel que
∀l′ ∈ R, 1− e−ial′f(l′) = 0. (2.2.14)
La dernière équation est équivalente à f(l) = eial . CQFD
Par le lemme 2.2.8, la fontion g est de la forme g(l) = eial ave
a ∈ R ; on fait le hangement de jauge suivant :

φ → φe−iax3
−→
A → −→A −

 00
a
k

 . (2.2.15)
La fontion φ devient indépendante de x3 et le potentiel veteur reste
indépendant de x3.
Jusqu'à présent les opérations eetuées sur (φ,
−→
A ) ont été des hangements
de jauge ; elles n'ont don pas hangé E3n(φ,
−→
A ). L'étape suivante ne suit pas
e shéma.
2eme étape :
On peut désormais supposer que φ et
−→
A sont indépendants de x3. On a alors
−→
A =

 A1(x1, x2)A2(x1, x2)
A3(x1, x2)


et
−→
B =
−→
rot
−→
A =


∂A3
∂x2−∂A3
∂x1
∂A2
∂x1
− ∂A1
∂x2

 . (2.2.16)
On pose :
−→
A
plan
=

 A1(x1, x2)A2(x1, x2)
0


et
−→
B
plan
=
−→
rot
−→
A
plan
=

 00
∂A2
∂x1
− ∂A1
∂x2

 .
(2.2.17)
On alule alors la diérene des densités d'énergie entre les deux états ainsi
dénis :
E(φ,−→A )− E(φ,−→A plan) = (
∂A3
∂x2
)2 + (∂A3
∂x1
)2
2
+
1
2
|A3φ|2 ≥ 0. (2.2.18)
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Par intégration on obtient l'inégalité E3n(φ,
−→
A ) ≥ E3n(φ,−→A
plan
) ; enn le
ouple (φ,
−→
A
plan
) ∈ Dspec. CQFD
On dénit le nouvel espae fontionnel C sur R2
C =
{
(φ,
−→
A ) tel que (φ,
−→
A ) ∈ H1loc(R2,C)×H1loc(R2,R2)
(φ,
−→
A ) est périodique de jauge suivant le réseau L.
}
(2.2.19)
Si (φ,
−→
A ) appartient à C, alors on peut onstruire un élément (φ′,−→A ′) de
Dspec par la formule (φ′,−→A ′)(x1, x2, x3) = (φ,−→A )(x1, x2). Cela dénit une
appliation bijetive de C dans Dspec.
Maintenant tous les hamps magnétiques utilisés seront de la forme B−→e3
tandis que les potentiels veteurs vérieront
−→
A.−→e3 = 0. C'est pourquoi on
note maintenant
rot
(
A1
A2
)
=
∂A2
∂x1
− ∂A1
∂x2
. (2.2.20)
Dénition 2.2.9 . On introduit le potentiel veteur
−→
C = 1
2
( −y
x
)
. Ce
potentiel vérie div
−→
C = 0 et rot
−→
C = 1.
On onstruit une fontionnelle sur C
E2n(φ,
−→
A ) = 1|Ω|
∫
Ω
1
2
‖ik−1−→∇φ+−→Aφ‖2 + 1
4
(1− |φ|2)2
+ 1|Ω|
∫
Ω
1
2
(rot
−→
A −Hext)2. (2.2.21)
On rappelle que Ω est déni à l'équation (2.1.6).
Si (φ′,
−→
A
′
) appartient à Dspec alors le ouple (φ,−→A ) de C qui lui orrespond
vérie E2n(φ,
−→
A ) = E3n(φ
′,
−→
A
′
).
Le théorème 2.2.5 nous dit que E2n est bien déni si le ouple (φ,
−→
A ) appar-
tient à C. Le théorème suivant est évident d'après les aluls préédents et le
théorème 2.2.7.
Théorème 2.2.10 . On a l'égalité suivante
inf
(φ,
−→
A )∈C
E2n(φ,
−→
A ) = inf
(φ,
−→
A )∈D
E3n(φ,
−→
A ). (2.2.22)
Cela implique que du point de vue énergétique la restrition de la fontion-
nelle à l'espae C ne fait perdre auune information sur la valeur du minimum
de la fontionnelle.
Notre problème est don maintenant un problème en dimension 2.
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2.3 Rédution à un problème sur le tore
Dans ette setion, on eetue un hangement de jauge de telle sorte que les
fontions gt de l'équation (2.1.9) prennent une forme standard.
Conformément à l'artile [BGT℄, on pose par la suite

x = x1
y = x2
z = x1 + ix2.
(2.3.1)
Si f est une fontion C∞ non onstante sur le tore R2/L alors la suite de ou-
ples (φn,
−→
A n) = (φe
inkf ,
−→
A + n
−→∇ f) n'admet auune sous suite onvergente
et est d'énergie onstante. La fontionnelle E2n n'est don pas oerive sur C.
Cela signie que le ontrle sur E2n ne se transforme pas en ontrle sur les
normes.
On herhe don à lever ette dégénéresene en quotientant par le groupe
d'équivalene de jauge. Plus préisément, dans le théorème suivant, on
herhe pour haque lasse un représentant naturel.
Le ouple (φ,
−→
A ) appartient à C et par onséquent

∀t ∈ L il existe gt ∈ H2loc(R2,R) tel que
φ(z + t) = eikg
t(z)φ(z) et−→
A (z + t) =
−→
A (z) +
−→∇ gt(z).
(2.3.2)
On dénit alors la fontion gs,t par
gs,t(z) = g
t(z + s) + gs(z), (2.3.3)
et la fontion Ks,t par
Ks,t(z) = kgs,t(z)− kgt,s(z). (2.3.4)
Théorème 2.3.1 . Pour tout (φ,
−→
A ) ∈ C et tout (s, t) ∈ L2 la fontion Ks,t
dénie par (2.3.2), (2.3.3) et (2.3.4) est onstante. Elle ne dépend pas de
la fontion gt apparaissant dans (2.3.2). De plus si la fontion φ est non
identiquement nulle alors Kv1,v2 ∈ 2πZ ave vi déni en (2.1.3).
Preuve. En déomposant le potentiel
−→
A (z+ t+ s) de deux façons diérentes,
on obtient les équations suivantes
−→
A (z + t+ s) =
−→
A (z + s) +
−→∇ gt(z + s)
=
−→
A (z) +
−→∇ (gt(z + s) + gs(z))
=
−→
A (z) +
−→∇ gt+s(z).
(2.3.5)
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On obtient don l'égalité
−→∇ (gt+s(z)− gt(z + s)− gs(z)) = 0, (2.3.6)
e qui donne par intégration
gt+s(z)− gt(z + s)− gs(z) = Cste. (2.3.7)
On appelle la onstante d'intégration
2π
k
Cs,t. La fontion Ks,t est don on-
stante sur C puisque
Ks,t(z) = 2π(Ct,s − Cs,t). (2.3.8)
Le alul suivant prouve que la fontionKs,t ne dépend que du ouple (φ,
−→
A ).
On a :
Ks,t(0) = kgs,t(0)− kgt,s(0)
= [kgt(s) + kgs(0)]− [kgs(t) + kgt(0)]
= [kgt(s)− kgt(0)] + [kgs(0)− kgs(t)]. (2.3.9)
En eet les expressions kgt(s) − kgt(0) ne hangent pas, si on ajoute une
onstante à gt.
On prouve maintenant que la fontion Ks,t est bilinéaire sur le réseau L par
le alul suivant :
Kr+s,t(0) = kgr+s,t(0)− kgt,r+s(0)
= [kgt(r + s) + kgr+s(0)]− [kgr+s(t) + kgt(0)]
= kgt(r + s) + [kgs(r) + kgr(0) +
2π
k
Cs,t]
−[kgs(t+ r) + kgr(t) + 2π
k
Cs,t]− kgt(0)
= [kgt(r + s) + kgs(r)− kgt(r)− kgs(t+ r)]
+[kgt(r) + kgr(0)− kgr(t)− kgt(0)]
= Ks,t(r) +Kr,t(0). (2.3.10)
Le résultat est obtenu puisque la fontion Ks,t est indépendante de z. L'an-
tisymétrie de Ks,t est évidente.
Le alul (2.3.5) pour
−→
A possède un analogue pour φ qui implique l'équation
suivante. Il sut de déomposer φ(z + s+ t) et d'utiliser (2.3.2) :
φ(z)(1 − ei2πCs,t) = 0. (2.3.11)
22
Si la fontion φ est non identiquement nulle alors l'égalité (2.3.11) implique
que Cs,t ∈ Z pour tout s, t ∈ L2 et don Ks,t(0) ∈ 2πZ.
L'espae des formes bilinéaires antisymétriques sur L2 ≃ Z2 est de dimen-
sion 1. Cela implique l'existene d'un entier relatif d tel que
Kn1v1+n2v2,n′1v1+n′2v2 = 2πd(n2n
′
1 − n1n′2). (2.3.12)
Le théorème est démontré puisque 2πd = −Kv1,v2. CQFD
Théorème 2.3.2 . Soit (φ,
−→
A ) un élément de l'espae C (f (2.2.19)). Alors
le ouple (φ,
−→
A ) est équivalent à un ouple (ψ,Hint
−→
C +
−→
P ) après un hange-
ment de jauge et une translation selon les variables x et y.
Le ouple (ψ,Hint
−→
C +
−→
P ) vérie les onditions :
(a) ψ(z + t) = ei
kHint
2
(txy−tyx)ψ(z),
(b)
−→
P est L-périodique,
() div
−→
P = 0.
Le potentiel
−→
C est déni à la dénition 2.2.9 et le hamp Hint s'exprime à
partir du ouple (φ,
−→
A ) omme
Hint|Ω| =
∫
Ω
rot
−→
A. (2.3.13)
Si Hint 6= 0 alors on peut aussi imposer (d)
∫
Ω
−→
P = 0 .
Remarque 2.3.3 . Le théorème est énoné dans le adre C∞ dans [BGT℄.
Nous montrons ii une version H1. La omparaison des tehniques utilisées
sera faite plus loin (Remarque 2.3.5).
Il n'y a pas a priori d'uniité pour le ouple (ψ,Hint
−→
C +
−→
P ).
Preuve.
1ere étape :
Supposons que le résultat soit vrai, nous allons alors trouver une relation
entre Hint, d et Kv1,v2 .
Le ouple (φ,
−→
A ) est équivalent de jauge au ouple (ψ,Hint
−→
C +
−→
P ) où
−→
P est
L-périodique. Cela signie qu'il existe une fontion η ∈ H2loc(R2,R) tel que
−→
A (z) =
Hint
2
( −y
x
)
+
−→
P (z) +
−→∇ η(z). (2.3.14)
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On utilise alors les fontions gt introduites auparavant
−→∇ gt(z) = −→A (z + t)−−→A (z)
= Hint
2
( −ty
tx
)
+
−→∇ [η(z + t)− η(z)] (2.3.15)
On a utilisé l'expression (2.3.14). On intègre l'équation (2.3.15){
gv1(z) = Hint
2
(ξ1y − η1x) + η(z + v1)− η(z) +Kv1
gv2(z) = Hint
2
(ξ2y − η2x) + η(z + v2)− η(z) +Kv2 .
(2.3.16)
On rappelle (f (2.1.3)) que vj = (ξj, ηj) ∈ R2 (j=1,2).
Les réels Kv1 et Kv2 sont des onstantes d'intégration.
Ensuite en faisant des ombinaisons linéaires de es expressions, on obtient
l'équation suivante
2πd = −Kv1,v2
= kgv2,v1(0)− kgv1,v2(0)
= [kgv1(v2) + kg
v2(0)]− [kgv2(v1) + kgv1(0)]
= [kgv1(v2)− kgv1(0)]− [kgv2(v1)− kgv2(0)]
= kHint|Ω|. (2.3.17)
Ce dernier alul nous donne l'expression de Hint en fontion de d, lien qui
n'avait rien d'évident a priori.
On a don obtenu :
Hint =
2πd
k|Ω| . (2.3.18)
La fontion
−→
P étant L-périodique on a ∫
Ω
rot
−→
P = 0. En intégrant le hamp
magnétique on obtient∫
Ω
rot
−→
A =
∫
Ω
Hint + rot
−→
P = Hint|Ω| . (2.3.19)
Le ux magnétique est don quantié,
∫
Ω
rot
−→
A ∈ 2π
k
Z. Pour la suite des
aluls, on pose
−→
A
p
(z) =
−→
A (z)− Hint
2
( −y
x
)
,{
gv1p (z) = g
v1(z)− Hint
2
(ξ1y − η1x),
gv2p (z) = g
v2(z)− Hint
2
(ξ2y − η2x).
(2.3.20)
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Ces nouvelles fontions vérient une équation identique à l'équation (2.3.15)
−→∇ gtp(z) = −→A
p
(z + t)−−→A p(z) ave t ∈ L. (2.3.21)
On a soustrait le potentiel Hint
−→
C à
−→
A et don
gv1p (z) + g
v2
p (z + v1)− gv1p (z + v2)− gv2p (z) = 0. (2.3.22)
2eme étape :
On souhaite maintenant rendre le potentiel veteur
−→
A
p
périodique par un
hangement de jauge. Supposons que l'on sahe résoudre les équations suiv-
antes où η est l'inonnue{
gv1p (z) = η(z + v1)− η(z)
gv2p (z) = η(z + v2)− η(z)
ave gtp ∈ H2loc(R2,R) et η ∈ H2loc(R2,R).
(2.3.23)
Si η est solution de (2.3.23) alors le potentiel
−→
A
p −−→∇ η(z) est périodique et
il ne restera plus à faire que des opérations sur le domaine Ω.
Les équations (2.3.23) n'ont pas une solution unique, on peut en eet rajouter
à η une fontion L-périodique pour obtenir une autre solution de (2.3.23). La
première idée qui vient à l'esprit pour résoudre es équations est la suivante :
Posons η = 0 sur un domaine fondamental de L alors les équations (2.3.23)
sont uniquement solubles puisque gv1p (z)+g
v2
p (z+v1)−gv1p (z+v2)−gv2p (z) = 0.
Le problème est que ette fontion η n'appartient pas a priori à H2loc(R
2,R),
e qui est pourtant indispensable à ause des problèmes qui apparaissent au
bord de Ω.
Il faut don trouver un proédé permettant de résoudre dans H2loc(R
2,R).
Examinons d'abord omment on peut résoudre en dimension 1 le problème.
Proposition 2.3.4 . Soit m ∈ N, 1 ≤ p ≤ ∞ et f ∈ W pm,loc(R) alors
∃g ∈ W pm,loc(R) tel que f(x) = g(x+ 1)− g(x)
Preuve. On onstruit deux fontions C∞ vériant 1 = h1 + h2, h1 et h2
1-périodiques. On suppose de plus que la fontion h1 a un support om-
pat inlus dans ]0, 1[ et ses translatés et que la fontion h2 a un support
ompat inlus dans ]1/2, 3/2[ et ses translatés. Le dessin i-dessous montre
plus lairement le omportement de es fontions
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1 2
x
y
h1
1 2
x
y
h2
.
On onsidère les fontions f1 = fh1, f2 = fh2 et on résout le système d'équa-
tions {
f1(x) = g1(x+ 1)− g1(x), g1 = 0 sur [0, 1],
f2(x) = g2(x+ 1)− g2(x), g2 = 0 sur [1/2, 3/2]. (2.3.24)
Il est possible de résoudre le système (2.3.24) en obtenant la même régularité
pour gi que fi.
La solution du problème est alors g1 + g2. CQFD
Revenons à notre as en dimension 2.
On onstruit une partition C∞ de l'unité φij (i, j = 1, 2) omme suit : on
érit z sous la forme t1v1 + t2v2 ave ti ∈ R et on dénit
φij(z) = hi(t1)hj(t2), (2.3.25)
ave h1 et h2 dénis dans les dessins préédents.
Montrons que le problème (2.3.23) est soluble pour les fontions suivantes{
gv1ij (z) = φij(z)g
v1
p (z),
gv2ij (z) = φij(z)g
v2
p (z).
(2.3.26)
Les fontions φij étant périodiques selon le réseau L, les fontions gij vérient
l'équation algébrique suivante
gv1ij (z) + g
v2
ij (z + v1)− gv1ij (z + v2)− gv2ij (z) = 0. (2.3.27)
On peut résoudre les équations (2.3.27) dans la régularité H2loc puisque les
fontions gij sont nulles au voisinage du bord de Ω et sont de régularité H
2
loc.
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On appelle ηij une solution de lasse H
2
des équations (2.3.27). Alors la fon-
tion η = η11 + η12 + η21 + η22 est solution du problème (2.3.23). On a prouvé
le résultat souhaité.
3eme étape :
On a don réussi à rendre le potentiel veteur périodique selon L. Montrons
que l'on peut rendre sa divergene nulle par un hangement de jauge.
Le potentiel
−→
A
p − −→∇η est périodique par rapport à L, par onséquent
sa divergene est périodique par rapport à L et son oeient de Fourier
d'indie (0, 0) est nul. La fontion div [
−→
A
p − −→∇η] est don orthogonale au
noyau du laplaien sur le tore. On peut don par série de Fourier trouver un
unique ρ dans H2(R2/L,R) d'intégrale nulle tel que ∆ ρ = div [−→A p − −→∇η].
Nous reviendrons sur l'étude du laplaien dans la setion 3.1.2 .
Après le hangement de jauge{
φ → φe−ik(ρ+η),−→
A → −→A −−→∇ (ρ+ η) (2.3.28)
on obtient un nouveau potentiel veteur de divergene nulle et
−→
A est de la
forme Hint
−→
C +
−→
P ave
−→
C = 1
2
( −y
x
)
et
−→
P périodique.
Remarque 2.3.5 . Dans ette rédution du potentiel veteur, on a fait deux
opérations : une rédution topologique en montrant que l'on peut se ramener
à un potentiel périodique plus un hamp magnétique onstant quantié et une
rédution analytique qui onsiste à prendre la jauge de Coulomb (div
−→
A = 0).
La méthode de l'artile [BGT℄ onsistait à faire d'abord une rédution ana-
lytique, puis une rédution topologique. Leur méthode (ou plutt l'appendie
de [BGT℄) met en évidene des problèmes à oins qui n'apparaissent pas ii.
4eme étape :
L'invariane de jauge par translation s'érit{
φ(z + vi) = e
ikgvi (z) φ(z)
(Hint
−→
C +
−→
P )(z + vi) = (Hint
−→
C +
−→
P )(z) +
−→∇ gvi(z) pour i = 1, 2.
(2.3.29)
On obtient don en simpliant la deuxième équation de (2.3.29)
Hint
2
( −ηi
ξi
)
=
−→∇ gvi(z) ave i ∈ {1, 2}. (2.3.30)
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En intégrant l'équation (2.3.30), on obtient
gvi(z) = βi +
Hint
2
(ξiy − ηix) ave i ∈ {1, 2}. (2.3.31)
Maintenant on souhaite éliminer les termes βi tout en gardant la moyenne du
potentiel veteur
−→
P égale à 0 sur Ω. Pour ela on applique une double trans-
formation : d'abord une translation du ouple (φ,
−→
P ) puis un hangement de
jauge linéaire (Si on fait d'abord le hangement linéaire puis la translation
on obtient un système non linéaire).
Soit u = ux + iuy le nombre omplexe selon lequel on translate le ouple
(φ,
−→
P ) et soit h(x, y) = hxx+ hyy la fontion de hangement de jauge.
L'appliation de es deux transformations donne alors le nouveau ouple
(φ′,
−→
P
′
) 

−→
P ′(z) =
−→
P (z + u) +
( −Hint
2
uy + hx
Hint
2
ux + hy
)
φ′(z) = φ(z + u)eik[hxx+hyy].
(2.3.32)
La fontion φ′ se transforme sur le réseau L par :
φ′(z + vi) = eik[hx(x+ξi)+hy(y+ηi)]φ(z + vi + u)
= eik[hx(x+ξi)+hy(y+ηi)+βi+
Hint
2
(ξi(y+uy)−ηi(x+ux))]φ(z + u)
= eik[hxξi+hyηi+βi+
Hint
2
(ξi(y+uy)−ηi(x+ux))]φ′(z)
= eik[
Hint
2
(ξiy−ηix)]eik[hxξi+hyηi+βi+
Hint
2
(ξiuy−ηiux)]φ′(z).
(2.3.33)
La moyenne de la partie périodique du potentiel veteur sur Ω est égale à
1
|Ω|
∫
Ω
−→
P +
( −Hint
2
uy + hx
Hint
2
ux + hy
)
. (2.3.34)
La fontion φ′ doit se omporter omme énoné dans le théorème 2.3.2, ela
implique modulo
2π
k{
hxξ1 + hyη1 = −β1 − Hint2 (ξ1uy − η1ux)
hxξ2 + hyη2 = −β2 − Hint2 (ξ2uy − η2ux).
(2.3.35)
Si on pose (ux, uy) = (0, 0), le système (2.3.35) devient une équation d'inon-
nues (hx, hy).
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Ce système possède une solution unique puisque v1 et v2 forment une base
de R2. La solution φ′ pour es hoix vérie la relation voulue :
φ′(z + vi) = eik
Hint
2
(ξiy−ηix)φ′(z) . (2.3.36)
Les autres relations exigées sont onservées ; on a prouvé le résultat souhaité.
Si Hint 6= 0 on exige que la partie périodique du potentiel veteur ait une
moyenne nulle ; ela nous donne{
Hint
2
uy = hx + Cx
Hint
2
ux = −hy + Cy (2.3.37)
où Cx et Cy sont des réels positifs. Le système à résoudre est alors{
2hxξ1 + 2hyη1 = −β1 − ξ1Cx + η1Cy
2hxξ2 + 2hyη2 = −β2 − ξ2Cx + η2Cy. (2.3.38)
Ce système possède une solution unique puisque 2v1 et 2v2 forment une base
de R2. CQFD
Maintenant il nous faut ramener le problème fontionnel au tore
R2/L ;
pour le potentiel veteur, ela ne pose pas de problème puisque l'espae des
potentiels possibles est un espae ane et que le potentiel
−→
P est périodique.
Mais pour la fontion d'onde la rédution est plus déliate.
Théorème 2.3.6 . Les fontions φ ∈ C∞(R2,C) vériant
φ(z + t) = ei
πd
|Ω| (txy−tyx)φ(z), ∀t ∈ L, ∀z ∈ R2 (2.3.39)
ave d = kHint|Ω|
2π
∈ Z forment les setions d'un bré vetoriel sur le tore
R2/L. On appelle e bré Ed. Si d 6= 0 alors il est non trivial.
Preuve. Voir [GH℄, p. 307. CQFD
Corollaire 2.3.7 . Si φ est une setion ontinue de Ed ave d 6= 0 alors
∃z ∈ R2/L tel que φ(z) = 0.
Preuve. D'après le théorème 2.3.6, le bré Ed est non trivial.
Si la fontion φ ne s'annule pas alors ette setion dénie une trivialisation
du bré. C'est impossible, don il existe z tel que φ(z) = 0. CQFD
Le bré étant C∞, on peut dénir des espaes de setions de lasse
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H1 à partir des setions C∞ (voir par exemple [LM℄, p. 170).
Le théorème 2.3.2 joint au théorème 2.3.6 nous permet d'introduire un autre
espae fontionnel plus adapté à notre problème de minimisation et qui fait
intervenir le tore uniquement.
Rappelons que
−→
C = 1
2
( −y
x
)
et que Hint vérie la quantiation
2πd = kHint|Ω|. Pour d ∈ Z, on pose
Bd =


(φ,
−→
A ) ∈ H1(Ed)×H1(R2/L,R2) tel que
φ(z + vi) = e
i πd|Ω| (ξiy−ηix)φ(z),−→
A = Hint
−→
C +
−→
P ave
−→
P périodique
div
−→
P = 0 et
∫
Ω
−→
P = 0 si d 6= 0.


(2.3.40)
On utilisera la notation
B = ∪d∈ZBd (2.3.41)
La fontionnelle utilisée est toujours notée E2n ar B ⊂ C où C est déni à
l'équation (2.2.19).
Par le théorème 2.3.6, et espae s'identie aux setions H1 d'un bré ve-
toriel de dimension réelle 4 sur le tore.
L'espae Bd est un espae ane, e qui simplie l'analyse du problème. Il est
intéressant de remarquer que l'espae D déni au début du hapitre n'est pas
un espae vetoriel ni même un espae ane, ei provenant de la struture
assez omplexe du groupe de jauge.
2.4 Modélisation nale du problème traité
Dans les setions préédentes, on a transformé un problème de minimisation
sur R3 assoié à des onditions de périodiité en un problème déni sur un
bré vetoriel de dimension 4 au dessus du tore R2/L.
Dans ette setion, on montre quelques résultats élémentaires sur ette fon-
tionnelle et on réduit le problème de minimisation en deux sous problèmes
plus simples.
On note Eint,d la fontionnelle dénie sur Bd qui a pour expression
Eint,d(φ,
−→
P ) = 1|Ω|
∫
Ω
1
2
‖ik−1−→∇φ+ (Hint−→C +−→P )φ‖2 + 14(1− |φ|2)2
+ 1|Ω|
∫
Ω
1
2
(rot
−→
P )2
(2.4.1)
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ave
−→
C =
1
2
( −y
x
)
. (2.4.2)
On alule l'énergie magnétique
∫
Ω
(rot
−→
A −Hext)2dxdy ave l'expression
−→
A =
−→
P +Hint
−→
C , rot
−→
A −Hext = ∂Py
∂x
− ∂Px
∂y
+Hint −Hext. (2.4.3)
Puisque les fontions Px et Py sont périodiques et de lasse H
1
, elles admet-
tent un développement en série de Fourier. Les fontions
∂Py
∂x
et
∂Px
∂y
ont un
développement de Fourier sans terme onstant. Cela signie que la fontion
(∂Py
∂x
− ∂Px
∂y
) est orthogonale aux onstantes et don que
∫
Ω
(rot
−→
A −Hext)2 =
∫
Ω
(
∂Py
∂x
− ∂Px
∂y
)2 + (Hint −Hext)2|Ω|. (2.4.4)
La fontionnelle E2n se déompose omme ei :
E2n(φ,
−→
A ) = Eint,d(φ,
−→
P ) +
1
2
(Hint −Hext)2. (2.4.5)
Nous indiquons i-dessous la résolution du problème de minimisation dans le
as d = 0.
Proposition 2.4.1 . Si on impose d = 0, autrement dit que Hint = 0, alors
inf
(φ,
−→
A )∈B0
E2n(φ,
−→
A ) = E2n(1, 0) =
1
2
H2ext.
Preuve. Ii
−→
C = 0, il sut d'appliquer la formule (2.4.5) pour obtenir une
inégalité sur la fontionnelle
E2n(φ,
−→
A ) ≥ 1
2
(Hint −Hext)2 = 1
2
H2ext = E
2
n(1, 0) (2.4.6)
CQFD
Proposition 2.4.2 . On a l'inégalité suivante sur l'énergie
inf
(φ,
−→
A )∈B
E2n(φ,
−→
A ) ≤ 1
4
+
1
2
min
d∈Z
(
2πd
k|Ω| −Hext)
2 ≤ 1
4
+
π2
2k2|Ω|2 . (2.4.7)
De plus il existe H0 tel que si Hext > H0, les solutions minimisantes vérient
Hint 6= 0.
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Preuve. On prend φ = 0 et
−→
A = Hint
−→
C et le premier résultat en déoule.
Si Hext >
√
1
2
+ π
2
k2|Ω|2 , alors on a
inf
(φ,
−→
A )∈B0
E2n(φ,
−→
A ) = E2n(1, 0) =
1
2
H2ext >
1
4
+
π2
2k2|Ω|2 ≥ inf
(φ,
−→
A )∈B
E2n(φ,
−→
A )
(2.4.8)
Par onséquent, le minimum n'est pas atteint par un état vériant Hint = 0.
On a don le résultat ave
H0 =
√
1
2
+
π2
k2|Ω|2 . (2.4.9)
CQFD
Proposition 2.4.3 . Si Hext = 0 alors le minimum de E
2
n est atteint pour
le ouple (φ,
−→
P ) = (1, 0) ave d = 0. On a E2n(1, 0) = 0.
Preuve. On a toujours E2n ≥ 0 = E2n(1, 0) par une majoration triviale.CQFD
De es propositions on peut retenir que le supraonduteur ne peut
pas empêher la pénétration du hamp magnétique à l'intérieur du matériau
pour toutes les valeurs du hamp extérieur.
Nous démontrerons au théorème 4.4.5 qu'il existe un hamp Hc2(k) tel que
si Hext > Hc2(k) alors le seul ouple (φ,
−→
A ) réalisant le minimum est le
ouple (0, 0).
2.4.1 Hypothèse : Quantiation hoisie
La valeur de d dans Z qui minimise le problème variationnel est inonnue à
priori.
La quantiation transforme le problème de la minimisation de E2n en un
autre problème : La minimisation des fontionnelles Eint,d sur les espaes Bd.
On a trouvé le minimum de ette fontionnelle pour d = 0 à la proposi-
tion 2.4.1, on peut don se limiter au as d 6= 0.
Ensuite il faudrait minimiser sur d mais nous n'eetuons pas ette étude.
Hypothèse 2.4.4 . Dans la suite des aluls, on va supposer que l'on est
dans la onguration d = 1.
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L'hypothèse 2.4.4 simplie l'analyse de la bifuration. C'est une hypothèse
qui est faite dans pratiquement tous les artiles sur la question, voir par ex-
emple les artiles [Od1℄, [Od2℄ et [BGT℄. Cependant l'artile [Chap℄ aborde
légèrement la minimisation en quantiation supérieure : d > 1.
C'est une hypothèse très naturelle, que l'expériene physique semble on-
rmer puisque l'on voit apparaître des ellules hexagonales ave un seul vor-
tex par ellule. Cependant la raison essentielle de ette hypothèse est que les
aluls sont plus simples dans e adre.
2.4.2 Hypothèse 2 : hoix de la géométrie du réseau
Hypothèse 2.4.5 . On xe l'angle entre les deux veteurs v1 et v2 ainsi que
le quotient de leurs longueurs.
Proposition 2.4.6 . Les hypothèses 2.4.4 et 2.4.5 xent la forme du réseau
à isométrie près.
Preuve. Par l'hypothèse 2.4.4, on a d = 1 et on a trouvé en (2.3.18) la relation
d = kHint|Ω|
2π
. On obtient
|Ω| = 2π
kHint
. (2.4.10)
L'hypothèse 2.4.5 xe l'angle entre les veteurs et le quotient de leurs
longueurs. La forme du réseau est don xée à isométrie près. CQFD
Les deux veteurs qui dénissent le réseau L sont{
v1 = (ξ1, η1)
v2 = (ξ2, η2)
(2.4.11)
tandis que Ω est déni à l'équation (2.1.6). On rappelle que |Ω| désigne l'aire
du domaine fondamental.
Modulo une isométrie du plan on peut supposer que le veteur v1 est parallèle
à l'axe Ox. Il existe alors deux veteurs v′1 et v
′
2 tel que{
v′1 = (r, 0) = (ξ
′
1, η
′
1)
v′2 = (w, u) = (ξ
′
2, η
′
2)
(2.4.12)
ave r > 0, u > 0, ru = 1 et

v1 =
√
2π
kHint
v′1
v2 =
√
2π
kHint
v′2.
(2.4.13)
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On note L′ le réseau de R2 engendré par les veteurs v′i.
On appelle Ω′ le domaine fondamental de e réseau, il vérie |Ω′| = 1.
2.4.3 Changement de problème
On pose 

λ = 2πk
Hint−→
A 0 = π
( −y
x
)
.
(2.4.14)
Dénition 2.4.7 . On dénit un nouvel espae fontionnel A′ par :
A′ =


(φ,−→a ) ∈ H1(E1)×H1(R2/L′,R2)
ave φ(z + v′i) = e
iπ(ξ′iy−η′ix)φ(z),−→a L′-périodique, div −→a = 0 et ∫
Ω′
−→a = 0.

 (2.4.15)
Le fait que l'on se limite à des états de quantiation 1 est odé dans ette
dénition par le fait que ru = 1.
Dénition 2.4.8 . On dénit une fontionnelle Fλ,k sur A′ :
∀(φ,−→a ) ∈ A′
Fλ,k(φ,−→a ) =
∫
Ω′
1
2
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 14(λ− |φ|2)2 + k
2
2
| rot −→a |2.
(2.4.16)
Dénition 2.4.9 . On dénit la fontion Dλ,k par
Dλ,k(φ,
−→a ) = 1
λ2
Fλ,k(
√
λφ,−→a )
=
∫
Ω′
1
2λ
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 14(1− |φ|2)2 + k
2
2λ2
| rot −→a |2.
(2.4.17)
On s'intéresse au minimum de es deux fontionelles , on pose don
mF (λ, k) = inf(φ,−→a )∈A′ Fλ,k(φ,−→a ),
mD(λ, k) = inf(φ,−→a )∈A′ Dλ,k(φ,−→a ).
(2.4.18)
Pour alléger les aluls eetués dans ette setion, on pose

α =
√
2πk
Hint
β =
√
2π
kHint
.
(2.4.19)
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Proposition 2.4.10 . On pose{
W1φ = αφ(βz)
W2
−→
A = α[
−→
A −Hint−→C ](βz). (2.4.20)
Alors l'appliation W de B1 vers A′{
W : B1 7→ A′
(φ,
−→
A ) 7→ (W1φ,W2−→A ) (2.4.21)
est bijetive.
Preuve. Vérions que le hamp [
−→
A −Hint−→C ](βz) est périodique.
On sait que (φ,
−→
A ) ∈ B1 ; don on peut érire −→A = Hint−→C +−→P , où −→P est un
hamp périodique pour v1 et v2. On a alors
W2
−→
A (z + v′i) = α
−→
P (β[z + v′i])
= α
−→
P (βz + βv′i)
= α
−→
P (βz + vi)
= α
−→
P (βz)
= W2
−→
A (z).
(2.4.22)
Calulons maintenant pour φ :
W1φ(z + v
′
i) = αφ(β[z + v
′
i])
= αφ(βz + vi)
= αei
π
|Ω|β(ξiy−ηix)φ(βz)
= αe
i π|Ω|
2π
kHint
(ξ′iy−η′ix)φ(βz)
= αei
π
|Ω| |Ω|(ξ′iy−η′ix)φ(βz)
= αeiπ(ξ
′
iy−η′ix)φ(βz)
= eiπ(ξ
′
iy−η′ix)W1φ(z).
(2.4.23)
Par onséquent, l'appliationW est bien à valeur dans A′. Le fait qu'elle soit
bijetive est évident. CQFD
Théorème 2.4.11 . Soit (φ,
−→
A ) un ouple appartenant à B1 on a alors
λ2Eint,1(φ,
−→
P ) = Fλ,k(W1φ,W2
−→
A ) (2.4.24)
ave
−→
A = Hint
−→
C +
−→
P .
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Preuve. On appelle T le seond membre de l'équation (2.4.24)
T =
∫
Ω′
1
2
‖i−→∇W1φ+ (−→A 0 +W2−→A )W1φ‖2 + (λ−|W1φ|2)24 + k
2
2
(rot W2
−→
A )2
=
∫
Ω′
1
2
‖i 2π
Hint
−→∇φ(βz) + (−→A 0 + α−→P (βz))αφ(βz)‖2
+
∫
Ω
(λ−λ|φ(βz)|2)2
4
+ k
2
2
( 2π
Hint
[rot
−→
P ](βz))2
=
∫
Ω′
1
2
‖i 2π
Hint
−→∇φ+ (
√
kHint
2π
−→
A 0 + α
−→
P )αφ‖2(βz)
+ (λ−λ|φ(βz)|
2)2
4
+ k
2
2
( 2π
Hint
[rot
−→
P ](βz))2
= ( 2πk
Hint
)2{∫
Ω′
1
2
‖ i
k
−→∇φ+ (Hint
2π
−→
A 0 +
−→
P )φ‖2(βz)
+ (1−|φ(βz)|
2)2
4
+ 1
2
([rot
−→
P ](βz))2dxdy}.
(2.4.25)
On eetue maintenant le hangement de variable z′ = βz dans l'intégrale et
l'on se ramène alors à une intégrale sur Ω (f (2.4.13)). On obtient
T = λ2{∫
Ω
1
2
‖ i
k
−→∇φ+ (Hint−→C +−→P )φ‖2
+ (1−|φ|
2)2
4
+ 1
2
(rot
−→
P )2dxdy}(kHint
2π
)
= λ2|Ω|Eint,1(φ,−→P )(kHint
2π
) par denition de Eint,1
= λ2Eint,1(φ,
−→
P ).
(2.4.26)
On a utilisé dans la dernière équation la relation k|Ω|Hint = 2π.
On obtient don l'égalité voulue. CQFD
Dénition 2.4.12 . On dénit l'énergie volumique EVk,Hext par
EVk,Hext(Hint, φ,
−→a ) = 1
λ2
Fλ,k(φ,
−→a ) + 1
2
(Hint −Hext)2 (2.4.27)
ave λ = 2πk
Hint
. On dénit aussi le minimum partiel GVk,Hext par
GVk,Hext(Hint) =
1
λ2
mF (λ, k) +
1
2
(Hint −Hext)2. (2.4.28)
où mF est dénie à l'équation (2.4.18). Le minimum qui nous intéresse est
EVk,Hext, il est dénit par :
EVk,Hext = infHint>0G
V
k,Hext(Hint). (2.4.29)
On verra par la suite que l'inmum (2.4.29) peut ne pas être atteint sur
]0,+∞[.
Dans la suite de la thèse on enlève les ' pour simplier l'ériture à v′i, ξ
′
i, η
′
i,
Ω′, L′, φ′, −→a ′ et A′.
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Dénition 2.4.13 .(Résumé des dénitions préédentes)
Dans la suite de la thèse nous utiliserons les notations suivantes :
Le réseau L de périodiité est engendré par{
v1 = (r, 0)
v2 = (w, u)
(2.4.30)
et le domaine fondamental assoié Ω a une aire égale à 1.
A =


(φ,−→a ) ∈ H1(E1)×H1(R2/L,R2)
ave φ(z + vi) = e
iπ(ξiy−ηix)φ(z),−→a L-périodique, div −→a = 0 et ∫
Ω
−→a = 0.

 (2.4.31)
La fontionnelle Fλ,k ayant pour expression
Fλ,k(φ,
−→a ) =
∫
Ω
1
2
‖i−→∇φ+(−→A 0+−→a )φ‖2+1
4
(λ−|φ|2)2+ k
2
2
| rot −→a |2. (2.4.32)
Le problème 2.1.4 prend une forme diérente dans le nouveau système de
oordonnées
Problème 2.4.14 . Le problème qui nous oupera dans la suite de la thèse
est le suivant. Trouver
EVk,Hext = inf
Hint ∈ R∗+
(φ,−→a ) ∈ A
EVk,Hext(Hint, φ,
−→a ) (2.4.33)
et dérire les ouples (φ,−→a ) qui réalisent e minimum.
Le problème 2.4.14 est équivalent au problème 2.1.4 par le théorème 2.4.11
et la proposition 2.4.10.
Les setions φ vérient φ(z + vi) = e
iπ(ξiy−ηix)φ(z). Ci-dessous, on
représente l'allure du domaine fondamental dans les nouvelles oordonnées.
r
Ω
w
v2
v1
y
x
u
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Proposition 2.4.15 . On a les propriétés suivantes :
0 ≤ mF (λ, k) ≤ λ24 ,
0 ≤ mD(λ, k) ≤ 14 ,
mD(λ, k) =
1
λ2
mF (λ, k),
(2.4.34)
où mF et mD sont dénis à l'équation (2.4.18).
Preuve. On sait que Fλ,k est positif, par onséquent mF (λ, k) est positif.
On a Fλ,k(0, 0) =
λ2
4
par onséquent, puisque mF est un minimum, on a l'iné-
galité mF (λ, k) ≤ λ24 .
L'égalité Dλ,k(φ,−→a ) = 1λ2Fλ,k(
√
λφ,−→a ) implique l'égalité mD(λ, k) =
1
λ2
mF (λ, k).
On obtient alors failement l'enadrement : 0 ≤ mD(λ, k) ≤ 14 . CQFD
Dénition 2.4.16 . On appellera problème réduit le problème de la min-
imisation de Fλ,k.
Dénition 2.4.17 .
 On dit que le supraonduteur est à l'état normal si (Hint, φ,
−→a ) =
(Hext, 0, 0) et si le minimum de la fontionnelle E
V
k,Hext
(f (2.4.12))
est réalisé en e point. L'énergie EVk,Hext est alors égale à 14 . Cet état est
désigné par la lettre N .
 On dit que le supraonduteur est dans un état mixte si φ 6= 0 et Hint >
0 et si le minimum de la fontionnelle EVk,Hext (f (2.4.12)) est réalisé
en e point. Cet état est désigné par la lettre M .
 On dit que le supraonduteur est à l'état pur si Hint = 0 et φ est
onstante et si le minimum de la fontionnelle EVk,Hext est réalisé en e
point. L'énergie EVk,Hext est alors égale à H
2
ext
2
. Cet état est désigné par
la lettre P .
Le diagramme des phases est alors l'ensemble des points (k,Hext) où l'on
indique sur haque point quel est sa nature.
L'énergie
H2ext
2
orrespond à la quantiation 0 (f 2.4.1) et on verra plus loin
que limHint→0G
V
k,Hext
(Hint) =
H2ext
2
.
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2.5 Struture de l'espae des réseaux
On sait par les aluls de la sous-setion 2.4.3 que l'on peut se ramener à la
situation où {
v1 = (r, 0)
v2 = (w, u)
(2.5.1)
ave
ru = 1. (2.5.2)
Un système de oordonnées possible est{
u ∈ R∗+,
w ∈ R . (2.5.3)
On noteM l'espae des réseaux possibles, 'est à dire des réseaux engendrés
par des ouples de veteurs (v1, v2) tel que dét(v1, v2) = 1 (haque réseau est
isomorphe à Z2).
Dans la suite de la thèse, on prendra es oordonnées et on identiera M à
M = R∗+ × R . (2.5.4)
À tout élément m = (u, w) ∈ M est assoié le réseau de R2 engendré par
v1,m = (r, 0) et v2,m = (w, u), on l'appelle Lm.
Dénition 2.5.1 . Soit m = (u, w) ∈M, on dénit les espaes suivants
E0,m = {f ∈ D′(R2,R) tel que ∀(x, y) ∈ R2,
f(x+ r, y) = f(x, y), f(x+ w, y + u) = f(x, y)}
E1,m = {φ ∈ D′(R2,R) tel que ∀(x, y) ∈ R2,
φ(x+ r, y) = eiπryφ(x, y), φ(x+ w, y + u) = eiπ(wy−xu)φ(x, y)}
Vm = {−→a ∈ D′(R2,R2) potentiel veteur tel que ∀(x, y) ∈ R2,−→a (x+ r, y) = −→a (x, y), −→a (x+ w, y + u) = −→a (x, y)}
Am = {(φ,−→a ) ∈ A tel que φ ∈ E1,m et −→a ∈ Vm}
(2.5.5)
où D′(R2,Rn) est l'espae des distributions sur R2 à valeurs dans Rn.
Dans la dénition préédente E0,m et Vm sont des espaes de fontions péri-
odiques selon le réseau L. On a aussi une ériture intrinsèque pour E1,m :
φ ∈ E1,m ⇔ ∀v ∈ Lm, φ(x+ v) = eiπ det(v,x)φ(x) ave x = (x1, x2). (2.5.6)
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Dénition 2.5.2 . On note τ l'appliation{
τ :M 7→ M
(u, w) 7→ (u, w + 1
u
).
(2.5.7)
Les réseaux dénis par les oordonnées (u, w) et (u, w + r) sont identiques.
Dénition 2.5.3 . On note σ1 l'appliation
σ1 :M 7→ M
(u, w) 7→ (u,−w). (2.5.8)
Dénition 2.5.4 . On note 

u′ = 1√
w2+u2
,
w′ = wr√
w2+u2
,
(r′ = 1
u′ )
(2.5.9)
et on dénit σ2 omme l'appliation
σ2 :M 7→ M
(u, w) 7→ (u′, w′). (2.5.10)
Les appliations σ1 et σ2 sont involutives. Les trois appliations τ , σ1 et σ2
sont bijetives.
Dénition 2.5.5 . On appelle G le groupe de bijetions de M engendré par
les appliations τ , σ1 et σ2.
Ce groupe est disret inni et est un sous groupe du groupe de Lie PGL(2,R).
On dénit maintenant deux appliations linéaires orthogonales sur R2 assoié
aux σi : {
Σ1 : R
2 7→ R2
(x, y) 7→ (x,−y) (2.5.11)
l'appliations Σ1 est la symétrie orthogonale par rapport à l'axe Oy. On
dénit aussi l'appliation{
Σ2 : R
2 7→ R2
(x, y) 7→ ( 1√
u2+w2
(wx+ uy), 1√
u2+w2
(ux− wy)) (2.5.12)
qui est la symétrie orthogonale par rapport à la médiatrie des veteurs v1,m
et v2,m.
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Proposition 2.5.6 . On a les relations{
Σ1(v1,m) = v1,σ1(m)
Σ1(v2,m) = v2,σ1(m){
Σ2(v1,m) = v2,σ2(m) 6= v1,σ2(m)
Σ2(v2,m) = v1,σ2(m) 6= v2,σ2(m)
(2.5.13)
On a toujours
Σi(Lm) = Lσi(m). (2.5.14)
Preuve. Évident. CQFD
On dénit également une autre appliation{
Sm : R
2 7→ R2
(x, y) 7→ (rx+ wy, uy) (2.5.15)
et on a l'égalité Sm(L(1,0)) = Lm. Ce n'est pas une appliation orthogonale.
2.5.1 Transformations induites sur les fontions
Si m ∈ M alors les réseaux orrespondant à m et τ(m) sont identiques.
Par onséquent, les espaes de fontions assoiés sont aussi identiques. Nous
allons don nous limiter à l'étude des transformations orrespondant à σ1 et
σ2.
Proposition 2.5.7 . L'appliation{
Σ∗i : E0,m 7→ E0,σi(m)
f 7→ f(Σi(x, y)) (2.5.16)
est un isomorphisme ontinu .
Preuve. Le fait que l'appliation soit bien à valeur dans E0,σi(m) est évident
vu l'équation (2.5.14).
La bijetivité provient de la relation (Σ∗i )
2 = Id. CQFD
Proposition 2.5.8 . L'appliation{
Σ∗i : E1,m 7→ E1,σi(m)
φ 7→ φ(Σi(x, y)) (2.5.17)
est un isomorphisme ontinu .
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Preuve. Soit φ ∈ E1,m. Les relations de périodiité pour φ de l'équation
(2.4.31) peuvent s'érirent
φ(x+ vi) = e
iπ det(vi,x)φ(x), i = 1, 2 (2.5.18)
ave x = (x1, x2). Soit i, j ∈ {1, 2}2 ; on a
(Σ∗jφ)(x+ Σjvi) = φ(Σj [x+ Σjvi])
= φ(Σjx+ Σ2jvi)
= φ(Σjx+ vi)
= eiπ det(vi,Σjx)φ(Σjx)
= eiπ det(Σ
2
jvi,Σjx)φ(Σjx)
= eiπ det(Σj) det(Σjvi,x)φ(Σjx)
= eiπ(−1) det(Σjvi,x)(Σ∗jφ)(x)
= eiπ det(Σjvi,x)(Σ∗jφ)(x).
(2.5.19)
Puisque Σj(Lm) = Lσj(m), la setion Σ∗jφ appartient à E1,σj(m). La bijetivité
est évidente puisque (Σ∗i )
2 = Id. CQFD
Proposition 2.5.9 . L'appliation{
Σ∗i : Vm 7→ Vσi(m)−→a 7→ Σi−→a (Σi(x, y)) (2.5.20)
est un isomorphisme ontinu .
Preuve. Cette proposition est évidente. CQFD
Proposition 2.5.10 . Les appliations{
S∗m : Ei,(0,1) 7→ Ei,m
f 7→ f(Sm(x, y)) ave i = 0, 1 (2.5.21)
et {
S∗m : V(0,1) 7→ Vm−→a 7→ Sm−→a (Sm(x, y)) (2.5.22)
sont des isomorphismes ontinus.
Preuve. La démonstration suit elle des propositions préédentes. CQFD
Remarque 2.5.11 . Ces appliations sont bien onnus en géométrie dif-
férentielle (f [Na℄, p. 147).
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Remarque 2.5.12 . Si f ∈ E0,m et g = Σ∗i f alors −→∇g = Σ∗i−→∇f .
Proposition 2.5.13 . On a aussi les relations

Σi
−→
A 0(Σi(x, y)) =
−→
A 0(x, y)
∀−→a ∈ Vm
rot Σ∗i
−→a = Σ∗i rot −→a
(2.5.23)
Preuve. On alule simplement

Σ∗1(rot
−→a ) = ∂ax
∂y
(x,−y)− ∂ay
∂x
(x,−y)
=
∂(Σ∗1
−→a )x
∂y
− ∂(Σ∗1−→a )y
∂x
= rot Σ∗1
−→a ,
(2.5.24)


Σ∗2 rot
−→a = ∂ax
∂y
(x′, y′)− ∂ay
∂x
(x′, y′)
= u′[u∂[ax(x
′,y′)]
∂x
− w ∂[ax(x′,y′)]
∂y
]− u′[w ∂[ay(x′,y′)]
∂x
+ u∂[ay(x
′,y′)]
∂y
]
=
∂(Σ∗2
−→a )x
∂y
− ∂(Σ∗2−→a )y
∂x
= rot Σ∗2
−→a .
(2.5.25)
On remarquera que toutes les transformations dénies dans ette setion, σi,
Σi et Σ
∗
i sont involutives.
Remarque 2.5.14 . En fait es opérations sont bien onnues dans le adre
des ourbes elliptiques (voir par exemple [Sie℄, Tome II, p. 114-119). Les
diérenes portent sur deux points : La normalisation est faite pour que l'aire
du domaine fondamental soit égale à 1 tandis que les aluls sur les ourbes
elliptiques supposent eux que l'un des veteurs de réseau est de norme 1.
La deuxième diérene est que notre groupe G est plus grand que le groupe
PSL(2,Z) onsidéré par Siegel.
2.5.2 Invariane de la fontionnelle
Théorème 2.5.15 . La fontionnelle Fλ,k introduite en (2.4.32) est invari-
ante par les transformations Σ∗i autrement dit
Fλ,k(Σ
∗
iφ,Σ
∗
i
−→a ) = Fλ,k(φ,−→a ). (2.5.26)
Preuve. Par les aluls déjà fait
Σ∗i [i
−→∇φ+ (−→A 0 +−→a )φ] = [i−→∇Σ∗iφ+ (−→A 0 + Σ∗i−→a )Σ∗iφ]. (2.5.27)
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Par onséquent, vu la dénition de Σ∗i et le fait que Σi est un endomorphisme
orthogonal on a
‖i−→∇φ+ (−→A 0 +−→a )φ‖2(Σi(x, y)) = ‖i−→∇Σ∗iφ+ (−→A 0 + Σ∗i−→a )Σ∗iφ‖2(x, y).
(2.5.28)
On obtient de la même façon{
(λ− |φ|2)2(Σi(x, y)) = (λ− |Σ∗iφ|2)2(x, y),
| rot −→a |2(Σi(x, y)) = | rot Σ∗i−→a |2(x, y). (2.5.29)
Par onséquent, on a
Fλ,k(Σ
∗
iφ,Σ
∗
i
−→a ) = ∫
Ω
1
2
‖i−→∇φ+ (−→A 0 +−→a )φ‖2(Σi(x, y))dx dy
+
∫
Ω
1
4
(λ− |φ|2)2(Σi(x, y)) + k22 | rot −→a |2(Σi(x, y))dx dy
=
∫
ΣiΩ
{1
2
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 14(λ− |φ|2)2
+ k
2
2
| rot −→a |2}| det Σi|dx dy
= Fλ,k(φ,
−→a ).
(2.5.30)
On a don la onlusion. CQFD
2.5.3 Conséquenes
Dénition 2.5.16 . On dit que le réseau de oordonnées mc = (1, 0) est le
réseau arré.
On dit que le réseau de oordonnéesmh = (
4
√
3
4
, 1
2
4
√
4
3
) est le réseau hexagonal.
Voir le Tome III de [Sie℄, p. 159-172 où l'on parle des réseaux arré et hexag-
onal pour les formes automorphes.
Théorème 2.5.17 . Soit g une fontion dénie sur M de lasse C1 invari-
ante par le groupe G. Les réseaux arré et hexagonal sont alors des points
ritiques pour g.
Preuve. On rappelle que σ1 et σ2 sont dénis aux équations (2.5.8) et (2.5.10).
Les oordonnées du réseau arré vérient
σ1(mc) = mc,
σ2(mc) = mc.
(2.5.31)
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Le réseau hexagonal vérie
σ1(τ(mh)) = mh,
σ2(mh) = mh.
(2.5.32)
La fontion g étant invariante par τ , σ1 et σ2 elle vérie

g(u,−w) = g(u, w)
g(u, w + 1
u
) = g(u, w)
g( 1√
w2+u2
, w
u
√
w2+u2
) = g(u, w).
(2.5.33)
On diérenie les relations (2.5.33) et on les évaluent sur le réseau arré{ − ∂g
∂w
(1, 0) = ∂g
∂w
(1, 0),
− ∂g
∂u
(1, 0) = ∂g
∂u
(1, 0).
(2.5.34)
Cela entraîne l'annulation des dérivées partielles en (1, 0). Le réseau arré est
don un point ritique pour la fontion g.
On diérenie les relations (2.5.33) et on les évaluent sur le réseau hexagonal
qui orrespond à mh = (uh, wh) = (
4
√
3
4
, 1
2
4
√
4
3
)
{ − ∂g
∂w
(uh, wh) =
∂g
∂w
(uh, wh),
∂g
∂w
(uh, wh) = −whu3h ∂g∂u(uh, wh) + u4h ∂g∂w (uh, wh).
(2.5.35)
Les équations (2.5.35) entraînent la nullité des dérivées partielles pour les
oordonnées (uh, wh). Ce point est don ritique pour g. CQFD
Théorème 2.5.18 . Soit m ∈M. Il existe un élément g ∈ G tel que g(m) =
(u, w) vérie les onditions
0 ≤ w ≤ r
2
,
r ≤ √w2 + u2. (2.5.36)
Ces relations impliquent l'inégalité r ≤ 4
√
4
3
.
On peut lire le Tome III de [Sie℄ pour des aluls similaires sur le groupe
modulaire.
Preuve. Soit don (u, w) un point du réseau. Modulo la transformations τ on
peut supposer que |w| ≤ r
2
.
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En utilisant σ2 on peut se plaer systématiquement dans le as où ‖v2‖ ≤
‖v1‖. On a alors {
r2 ≥ w2 + 1
r2
≥ r2
4
+ 1
r2
.
(2.5.37)
Cela entraîne don
3
4
r2 ≥ 1
r2
.
Cei s'érit plus simplement sous la forme r ≤ 4
√
4
3
.
Ensuite une appliation éventuelle de σ1 permet d'obtenir w ≥ 0. CQFD
Remarque 2.5.19 . Puisque l'expériene physique fait apparaître un
système de ellules hexagonales, on devrait pouvoir montrer que les énergies
minimales sont atteintes par des réseaux hexagonaux.
Nous n'avons pas pu montrer ei même si nous avons des résultats partiels
omme la proposition 4.2.3. Il existe d'autres études loale des énergies des
solutions bifurqués, par exemple [Al1℄.
Dans la suite de la thèse, on utilisera assez rarement la géométrie du réseau,
par onséquent on n'indiquera pas (u, w) quand e n'est pas utile. On voit
également que l'espae des réseaux quotienté par τ , σi est un espae loale-
ment ompat non ompat, la suite (un, wn) = (
1
n
, 0) ne onvergeant vers
auun réseau (géométriquement on peut voir e réseau omme un retangle
qui s'allonge de plus en plus et se rétréie de plus en plus en gardant son aire
onstante).
46
Chapitre 3
Étude de la fontionnelle Fλ,k
Dans e hapitre nous étudions la fontionnelle Fλ,k dénie à l'équation
(2.4.32) ; nous montrons l'existene de solutions minimisantes ainsi que leur
régularité.
Nous étudions omment évoluent les minima mF et mD selon λ et k.
A la n du hapitre nous dérivons omplètement la situation si λ ≤ 2π et
k ≥ 1√
2
.
3.1 Quelques opérateurs diérentiels linéaires
On rappelle que l'on note L le réseau engendré par les deux veteurs{
v1 = (r, 0)
v2 = (w, u).
(3.1.1)
Comme à la setion 2.4, la quantiation est hoisie égale à 1 ; ave nos
notations (voir la sous setion 2.4.2), ela s'érit ru = 1.
On dénit au dessus du tore
R2/L l'espae fontionnel suivant :
L2div,0(R
2/L;R2) = {−→a : R2/L 7→ R2, −→a ∈ L2(R2/L),
div −→a = 0 et ∫
Ω
−→a = 0} (3.1.2)
où div −→a = 0 est une équation au sens des distributions.
On note C∞(E1) l'espae des setions C∞ du bré E1 déni au
théorème 2.3.6. On note aussi C∞div,0(R
2/L;R2) le sous espae de
L2div,0(R
2/L;R2) formé des potentiels veteurs C∞ de divergene nulle et de
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moyenne nulle sur Ω. On dénit de manière similaire les espaes Hr.
Dans ette setion, on étudie l'opérateur H déni sur les setions C∞ de E1
par :
H : C∞(E1) 7−→ C∞(E1)
φ 7−→ [i−→∇ +−→A 0]∗[i−→∇ +−→A 0]φ (3.1.3)
et l'opérateur L déni sur l'espae C∞div,0(R
2/L;R2) par :
L : C∞div,0(R
2/L;R2) 7−→ C∞div,0(R2/L;R2)−→a 7−→ rot∗ rot −→a . (3.1.4)
Le deuxième opérateur est eetivement bien déni sur C∞div,0(R
2/L;R2) ; Le
potentiel L−→a est de moyenne nulle ar L est un opérateur diérentiel d'ordre
2 à oeients onstants. L−→a est de divergene nulle ar l'opérateur de
divergene ommute ave rot∗ rot.
On déterminera ii le spetre d'extensions autoadjointes onvenables (notées
aussi H et L) de es opérateurs.
3.1.1 L'opérateur de Shrödinger magnétique, H
Dans ette setion, on rappelle le alul du spetre de l'opérateur H en
utilisant la méthode de l'artile [BGT℄.
On rappelle que {
∂z =
1
2
( ∂
∂x
+ i ∂
∂y
),
∂z =
1
2
( ∂
∂x
− i ∂
∂y
).
(3.1.5)
Notons {
L+ = ∂z +
π
2
z = −i
2
[i ∂
∂x
− πy] + 1
2
[i ∂
∂y
+ πx]
et L− = ∂z − π2 z = −i2 [i ∂∂x − πy]− 12 [i ∂∂y + πx].
(3.1.6)
Ce sont des opérateurs elliptiques d'ordre 1. On vérie failement que L±
envoient Hr(E1) dans H
r−1(E1), pour tout r.
Quelques aluls permettent de prouver les formules suivantes

[L−, L+] = π,
H = −4L−L+ + 2π,
L− = −(L+)∗.
(3.1.7)
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Théorème 3.1.1 . Le spetre de l'extension autoadjointe de H est de la
forme λn = 2π + 4πn ave n ∈ N. Les valeurs propres λn sont simples de
veteur propre assoié φn =
1√
πnn!
(L−)nφ0 où φ0 vérie L+φ0 = 0.
Preuve. L'opérateur H est symétrique sur l'espae des setions C∞ de E1.
C'est un opérateur diérentiel elliptique d'ordre 2 sur le tore R2/L qui est une
variété ompate. Don l'opérateurH est essentiellement autoadjoint à partir
de C∞(E1) et le domaine de son extension autoadjointe est D(H) = H2(E1)
(voir par exemple [LM℄, théorème III.5.8). De plus, l'injetion de H2(E1)
dans L2(E1) étant ompate, son spetre est disret.
Puisque H est un opérateur diérentiel elliptique, ses fontions propres sont
C∞. Par ailleurs l'opérateur H est positif puisque
〈Hφ, φ〉 =
∫
Ω
‖i−→∇φ+−→A 0φ‖2 ≥ 0 (3.1.8)
si φ est C∞ ; ette propriété s'étend à D(H) par ontinuité et densité.
Soit φ ∈ C∞(E1) une fontion de norme 1. On peut don eetuer le petit
alul suivant
〈Hφ, φ〉 = −4〈L−L+φ, φ〉+ 2π‖φ‖L2
= 4‖L+φ‖2L2(E1) + 2π‖φ‖L2
≥ 2π‖φ‖L2 = 2π.
(3.1.9)
Lemme 3.1.2 . Le noyau de L+ est de dimension 1.
Remarque 3.1.3 . Plus généralement, en quantiation d ave d > 0, la
dimension de Ker L+ est d.
Remarque 3.1.4 . Certains auteurs ([La℄, repris par [Od2℄) laissent parfois
entendre que la multipliité de la plus petite valeur propre dépend de la nature
de L. C'est sans doute du au fait qu'ils ne préisaient pas sur quel bré ils
travaillent.
Soit φ0 dans le noyau de L+. Le veteur φ0 vérie L+φ0 = 0.
Posons φ0 = e
−(x2+y2)π
2 g. La ondition L+φ0 = 0 équivaut aux relations de
Cauhy-Riemann pour g. La fontion g est don holomorphe.
Sur le plan omplexe, les relations de périodiité s'érivent, en notant :
t1 = r =
1
u
et t2 = w + iu,
φ0(z + ti) = exp[
π
2
(tiz − tiz)]φ0(z) (3.1.10)
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et
g(z + ti) = exp(
π
2
ti(ti + 2z))g(z). (3.1.11)
On pose {
g(z) = exp(π
2
z2)u( z
r
),
ts =
w+iu
r
= wu+ iu2
(3.1.12)
et on obtient {
u(z + 1) = u(z)
u(z + ts) = exp(−2πi[z + ts2 ])u(z).
(3.1.13)
Il existe une fontion holomorphe unique h dénie sur C∗ dénie par u(z) =
h(e2πiz). La fontion h étant holomorphe sur C∗ on peut faire un développe-
ment en série de Laurent{
h(v) =
∑
n∈Z anv
n
u(z) =
∑
n∈Z ane
2πinz.
(3.1.14)
La deuxième ondition de l'équation (3.1.13) sur u est équivalente à l'équation
ane
2πints = an+1e
−πits
(3.1.15)
qui se résout et donne la forme suivante pour u
u(z) = C
∑
n∈Z
eπitsn
2+2πinz. (3.1.16)
Cette série onverge dans H2(E1).
On peut déterminer la onstante C à une phase près en imposant la
ondition ‖φ0‖L2 = 1. CQFD
Les solutions de l'équation Hφ = 2πφ orrespondent par les aluls
(3.1.9) et (3.1.7) aux solutions de L+φ = 0. Ces solutions forment un espae
vetoriel de dimension 1 ; don on a bien prouvé que la dégénéresene du
niveau fondamental est égale à 1.
Si φ est un veteur propre non trivial pourH de valeur propre λ alors L−φ
est veteur propre non trivial de H de valeur propre λ + 4π (ei peut-être
démontré en utilisant les propriétés (3.1.7) qui sont elles d'un osillateur
harmonique).
Par ontre L+φ n'est un veteur propre non trivial de H de valeur propre
λ− 4π que si λ 6= 2π.
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Le théorème spetral arme que L2(E1) est somme hilbertienne des espaes
propres de H . Le alul préédent montre que Ln−φ0 est veteur propre de
l'opérateur H de valeur propre 2π + 4πn, don que l'ensemble 2π + 4πN est
inlus dans le spetre de H .
En appliquant l'opérateur L+ on peut prouver l'inlusion inverse. Le
théorème est prouvé. CQFD
Théorème 3.1.5 . Si λ > 2π, les ouples minimisants la fontionnelle Fλ,k
sont diérents du ouple (0, 0).
Preuve. Soit la ourbe formée des ouples (tφ0, 0)t∈R ; alors
d
dt
Fλ,k(tφ0, 0)(t = 0) = 0. (3.1.17)
Il faut don aluler à l'ordre 2 pour obtenir le résultat
d2
dt2
Fλ,k(tφ0, 0)(t = 0) =
∫
Ω
‖i−→∇φ0 +−→A 0φ0‖2 − λ|φ0|2
= 〈Hφ0, φ0〉 − λ〈φ0, φ0〉
= 2π − λ < 0. (3.1.18)
Le Hessien de la fontionnelle en (0, 0) possède don une valeur propre strite-
ment négative, il est don impossible que e soit un minimum. CQFD
Proposition 3.1.6 . La setion φ0 possède un unique zéro dans la variété
R2/L.
Preuve. La fontion φ0 a pour expression φ0(x, y) = e
−(x2+y2)π
2 g(x+ iy) où g
est holomorphe.
L'ensemble des zéros de φ0 est égal à l'ensemble des zéros de g. Or et en-
semble est disret ar g est holomorphe et non identiquement nulle. Don il
existe zs ∈ C tel que le parallélogramme P de sommets
zs, zs + r, zs + r + (w + iu) et zs + (w + iu) (3.1.19)
ne renontre auun zéro de la fontion g.
Le nombre de zéros de la fontion g situé à l'intérieur du parallélogramme
P est ni et est donné par le théorème de Rouhé-Fontené sous la forme
suivante :
1
2πi
∫
P
g′(z)
g(z)
dz. (3.1.20)
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En utilisant l'équation (3.1.11), on obtient si t ∈ L
g′(z + t)
g(z + t)
=
g′(z)
g(z)
+ πt¯ (3.1.21)
On obtient don∫
P
g′(z)
g(z)
dz =
∫ 1
0
g′(zs+rh)
g(zs+rh)
rdh− ∫ 1
0
g′(zs+(w+iu)+rh)
g(zs+(w+iu)+rh)
rdh
+
∫ 1
0
g′(zs+r+(w+iu)h)
g(zs+r+(w+iu)h)
(w + iu)dh− ∫ 1
0
g′(zs+(w+iu)h)
g(zs+(w+iu)h)
(w + iu)dh
=
∫ 1
0
[g
′(zs+rh)
g(zs+rh)
− g′(zs+(w+iu)+rh)
g(zs+(w+iu)+rh)
]rdh
+
∫ 1
0
[g
′(zs+r+(w+iu)h)
g(zs+r+(w+iu)h)
− g′(zs+(w+iu)h)
g(zs+(w+iu)h)
](w + iu)dh
=
∫ 1
0
[−πw + iu]rdh+ ∫ 1
0
[πr](w + iu)dh
= −π(w − iu)r + πr(w + iu)
= −πwr + iπ + πrw + iπ
= 2iπ .
(3.1.22)
Par onséquent, l'intégrale (3.1.20) est égale à 1. On a bien un unique zéro
pour la fontion g dans le parallélogramme P. Don en passant au quotient,
la setion φ0 a un unique zéro sur R
2/L. CQFD
Remarque 3.1.7 Dans le preprint [Tak℄ il est montré que les solutions bi-
furquées dénies dans le hapitre IV ont un seul zéro. Il est aussi montré que
e zéro est dans le as d'un réseau triangulaire ou arré situé à un endroit
que l'on peut expliiter de
R2/L.
Dans l'artile [EMQ℄ il est montré que les zéros de φ sont isolés dans le as
d'un ouvert simplement onnexe de R2.
3.1.2 L'opérateur L
L'opérateur L déni à l'équation (3.1.4) a pour expression
L
(
ax
ay
)
=
(
− ∂
∂y
(∂ax
∂y
− ∂ay
∂x
)
∂
∂x
(∂ax
∂y
− ∂ay
∂x
)
)
. (3.1.23)
On vérie failement que l'opérateur L envoie l'espae C∞div,0(R
2/L;R2) dans
lui même.
L'espae L2div,0(R
2/L;R2) est l'espae des potentiels veteurs L-périodiques
sur R2 loalement intégrable d'intégrale nulle sur Ω et de divergene distri-
butionelle nulle. On dénit de la même façon H2div,0(R
2/L;R2).
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Proposition 3.1.8 . L'extension autoadjointe de l'opérateur L a pour do-
maine H2div,0(R
2/L;R2). Son spetre est disret et on a l'égalité
sp(L) = {λ ∈ R tel que ∃(n1, n2) 6= (0, 0), λ = (2π)2[(n2u)2+(n1r+n2w)2]}.
(3.1.24)
L'opérateur L est inversible.
Preuve. L'opérateur L opère sur l'espae des hamps de veteurs de diver-
gene nulle, on peut don l'érire sous la forme
L
(
ax
ay
)
=
( −∆ ax
−∆ ay
)
. (3.1.25)
L'opérateur diérentiel L est symétrique sur l'espae C∞div,0(R
2/L;R2). Le
tore
R2/L est ompat sans bord et l'opérateur L est elliptique don il est
essentiellement autoadjoint (voir par exemple [LM℄, théorème III.5.8) et son
extension autoadjointe a pour domaine D(L) = H2div,0(R2/L;R2).
L'opérateur −∆ est autoadjoint sur L2(R2/L,C) de domaine H2(R2/L,C). Il
est diagonalisé par les fontions propres en1,n2(x, y) = e
2πi[xn2u+y(n1r+n2w)]
de
valeur propres (2π)2[(n2u)
2 + (n1r + n2w)
2].
Par la formule (3.1.25) L'opérateur L est la restrition de l'opérateur
(−∆,−∆) à l'espae H2div,0(R2/L;R2) :
(f, g) 7→ (−∆f,−∆g).
(3.1.26)
Si (n1, n2) = (0, 0) on prend pour base orthonormée de R
2 −→A n1,n2 = (1, 0) et−→
B n1,n2 = (1, 0). Si (n1, n2) 6= (0, 0) on prend pour base orthonormée de R2
−→
A n1,n2 =
1√
(n2w+n1r)2+(n2u)2
(
n2w + n1r
−n2u
)
et
−→
B n1,n2 =
1√
(n2w+n1r)2+(n2u)2
(
n2u
n2w + n1r
)
.
(3.1.27)
Les hamps de veteurs
−→
A n1,n2en1,n2(x, y) et
−→
B n1,n2en1,n2(x, y) forment don
une base hilbertienne de L2(R2/L,C)× L2(R2/L,C).
Tout hamp de veteur
−→
V de L2(R2/L,C) × L2(R2/L,C) peut s'érire sous
la forme
−→
V =
∑
n1,n2
αn1,n2
−→
A n1,n2en1,n2 + βn1,n2
−→
B n1,n2en1,n2. (3.1.28)
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Maintenant, si le hamp de veteur
−→
V appartient à L2div,0(R
2/L;R2), on a en
plus les onditions 

∫
Ω
−→
V = 0,
div
−→
V = 0,−→
V hamp de veteur réel.
(3.1.29)
La première ondition nous donne α0,0 = β0,0 = 0.
Si le hamp
−→
V appartient à H1, alors on peut aluler sa divergene :
div
−→
V =
∑
n1,n2
αn1,n2 [2πin2u(n2w+n1r)+2πi(n1r+n2w)(−n2u)]√
(n2w+n1r)2+(n2u)2
en1,n2
+
∑
n1,n2
βn1,n2 [2πin2u(n2u)+2πi(n1r+n2w)(n2w+n1r)]√
(n2w+n1r)2+(n2u)2
en1,n2
=
∑
n1,n2
2πiβn1,n2
√
(n2w + n1r)2 + (n2u)2en1,n2
(3.1.30)
Par onséquent, si div
−→
V = 0, alors βn1,n2 = 0 si (n1, n2) 6= (0, 0).
Le hamp de veteur
−→
V étant réel, ela nous donne αn1,n2 = α−n1,−n2.
Cela montre que les fontions{ −→
b n1,n2(x, y) =
√
2
−→
A n1,n2 cos(2π[xn2u+ y(n1r + n2w)])−→c n1,n2(x, y) =
√
2
−→
A n1,n2 sin(2π[xn2u+ y(n1r + n2w)])
(3.1.31)
forment une base hilbertienne de L2div,0(R
2/L;R2) ave (n1, n2) ∈ Z×Z−(0, 0).
Par ailleurs les fontions
−→
b n1,n2 et
−→c n1,n2 sont fontions propres de L de
valeur propre (2π)2[(n2u)
2 + (n1r + n2w)
2].
Cette valeur propre est don au moins double. La multipliité de ette valeur
propre peut être plus grande que 2 ar (n2u)
2 + (n1r + n2w)
2
peut à priori
être atteint par diérents ouples (n1, n2).
Le réel 0 n'est pas dans le spetre de L ; par onséquent le spetre étant
disret l'opérateur L est inversible.
Les valeurs propres de L peuvent se réérire (2π)2‖n1v1+n2v2‖2. Si w ≥ 0 et
‖v2‖ ≥ ‖v1‖ alors le minimum de (2π)2[(n2u)2+(n1r+n2w)2] ave (n1, n2) 6=
(0, 0) est égal à (2πr)2.
Pour les réseaux arré et hexagonal, ela nous donne :{
modèle arré : r = 1 et w = 0 λcarmin = (2π)
2;
modèle hexagonal : r = (4
3
)1/4 et w = r
2
λhmin = (2π)
2
√
4
3
.
(3.1.32)
CQFD
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Lemme 3.1.9 . Il existe une onstante c0 > 0 telle que, pour toute fontion
f0 ∈ L2(R2/L) ave
∫
Ω
f0 = 0, il existe une unique solution u0 ∈ H2(R2/L)
des équations
−∆u0 = f0 et
∫
Ω
u0 = 0. (3.1.33)
Cette solution vérie :
‖u0‖L∞ ≤ c0‖f0‖L2. (3.1.34)
Preuve. L'appliation
−∆ : C∞0 (R2/L,R) 7→ C∞0 (R2/L,R)
f 7→ −∆ f (3.1.35)
où C∞0 (R
2/L,R) est l'espae des fontions C∞, L-périodique d'intégrale nulle
sur Ω est symétrique. Le tore R2/L est ompat sans bord et l'opérateur
−∆ est elliptique don il est essentiellement autoadjoint (voir par exemple
[LM℄, théorème III.5.8) et son extension autoadjointe enore noté −∆ a pour
domaine D(−∆) = H20 (R2/L,R).
L'injetionH20 (R
2/L) →֒ L20(R2/L) nous indique que la fontion (−∆+i)−1 est
ompate don de spetre disret. L'opérateur −∆ possède don un spetre
disret.
L'égalité
∀f ∈ H20 (R2/L,R), 〈−∆ f, f〉 =
∫
Ω
‖−→∇f‖2 (3.1.36)
nous indique que le noyau de −∆ est onstitué de fontions onstantes. Or
notre opérateur est déni sur des fontions de moyenne nulle, le noyau est
don nul. L'opérateur −∆ est inversible.
L'estimée L∞ provient de l'injetion de sobolev H2(R2/L) →֒ C0(R2/L) (voir
théorème 2.2.3). CQFD
Proposition 3.1.10 . Soit
−→a ∈ H1(R2/L,R2) un potentiel veteur de diver-
gene nulle et d'intégrale nulle sur Ω. Si rot −→a = 0 alors −→a = 0
Preuve. Le domaine de l'opérateur L est H2div,0(R
2/L,R2). La forme quadra-
tique assoiée est{
qL : H
1
div,0(R
2/L,R2) 7→ R−→a 7→ 〈L−→a ,−→a 〉 = ∫
Ω
| rot −→a |2 (3.1.37)
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et elle est dénie positive. Puisque le spetre de L est inlus dans [c,∞[ ave
c > 0, la forme quadratique qL est dénie positive.
Si le hamp de veteur
−→a est omme dans l'énoné, on a
qL(
−→a ) = 〈L−→a ,−→a 〉
= 〈0,−→a 〉
= 0.
(3.1.38)
On a don
−→a = 0. CQFD
3.2 Existene de solutions minimisantes pour
la fontionnelle Fλ,k.
Dans ette setion, on montre que la fontionnelle Fλ,k atteint son minimum.
Ces résultats sont évoqués dans l'artile [Chap℄ qui ontient une démonstra-
tion inomplète. Ces points sont détaillés ii pour la ommodité du leteur.
La fontionnelle Fλ,k a été dénie à l'équation (2.4.32) et pour (φ,
−→a ) ∈ A
par
Fλ,k(φ,
−→a ) = 1
2
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 1
4
∫
Ω
(λ− |φ|2)2 + k
2
2
∫
Ω
| rot −→a |2.
(3.2.1)
On montre maintenant que la fontionnelle Fλ,k est oerive sur A et que le
minimum est atteint sur A.
Lemme 3.2.1 . Pour tout E dans R, il existe C = C(E) tel que, ∀(φ,−→a ) ∈
A vériant Fλ,k(φ,−→a ) < E, on ait
‖−→a ‖H1 + ‖φ‖H1(E1) < C(E). (3.2.2)
Preuve. L'estimée sur le potentiel
−→a s'obtient failement. On observe en eet
que : ∫
Ω
| rot −→a |2 ≤ 2
k2
Fλ,k(φ,−→a ). (3.2.3)
Maintenant, la norme L2 de rot −→a s'érit aussi∫
Ω
| rot −→a |2 = 〈rot∗ rot −→a ,−→a 〉
= 〈−∆−→a ,−→a 〉. (3.2.4)
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On a utilisé le fait que div −→a = 0 à la n du alul (3.2.4). On sait aussi que∫
Ω
−→a = 0. L'étape 3 du théorème 2.3.2 permet de prouver qu'il existe des
onstantes C, C ′ telle que
C‖−→a ‖2H1 ≤ 〈−∆−→a ,−→a 〉 ≤ C ′‖−→a ‖2H1 . (3.2.5)
Don il existe une onstante C telle que
‖−→a ‖H1 ≤ C
√
Fλ,k(φ,
−→a ). (3.2.6)
La première partie du lemme est prouvée.
On utilise ensuite le théorème 2.2.3 pour obtenir une estimée L4 sur −→a et
don sur
−→
A =
−→
A 0 +−→a .
On obtient une estimée L4 sur φ failement, en érivant∫
Ω
|φ|4dxdy ≤
∫
Ω
[2λ2 + 2(λ− |φ|2)2]dxdy ≤ 2λ2 + 8Fλ,k(φ,−→a ). (3.2.7)
Maintenant il faut une estimée pour ‖φ‖H1. Pour ela on développe l'énergie
magnétique∫
Ω
‖i−→∇φ‖2dxdy ≤ 2
∫
Ω
‖i−→∇φ+−→Aφ‖2dxdy + 2
∫
Ω
−→
A
2|φ|2dxdy. (3.2.8)
On majore le dernier terme en utilisant l'inégalité de Hölder∫
Ω
−→
A
2|φ|2dxdy ≤ ‖−→A‖2L4‖φ‖2L4. (3.2.9)
Don la norme L2 de
−→∇φ est ontrlée grâe à (3.2.6) et (3.2.7).
La norme L4 de φ est ontrlée ; il en est de même de sa norme L2. La norme
H1 de φ est don ontrlée. CQFD
Lemme 3.2.2 . Si fn ⇀ f dans L
2
et si gn → g dans L2 alors fngn → fg
dans L1.
Preuve. On érit simplement la diérene∫
Ω
|fngn − fg|dxdy ≤
∫
Ω
|fn| × |gn − g|dxdy +
∫
Ω
(fn − f)g dxdy
≤ ‖fn‖L2‖gn − g‖L2 +
∫
Ω
(fn − f)g dxdy
≤ supn ‖fn‖L2‖gn − g‖L2 +
∫
Ω
(fn − f)g dxdy.
(3.2.10)
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On a supn ‖fn‖L2 < ∞ ar une suite faiblement onvergente est bornée
(f [Br℄, III.5(iii)).
Combiné ave le fait que gn tend vers g dans L
2
, ela implique que le terme∫
Ω
fn(gn − g)dxdy tend vers 0.
Le terme
∫
Ω
(fn − f)g dxdy tend vers 0, en vertu de la onvergene faible de
fn vers f . CQFD
Lemme 3.2.3 . La fontionnelle Fλ,k(φ,
−→a ) est semiontinue inférieurement
pour la topologie de la onvergene faible sur V .
Preuve. Soit (φn,
−→a n) dans A onvergeant faiblement vers (φ,−→a ) dans A. Il
faut estimer la limite supérieure de la quantité suivante
Fλ,k(φn,
−→a n) = 12
∫
Ω
‖i−→∇φn‖2 +
∫
Ω
Re i
−→∇φnφn(−→A 0 +−→a n)φn
+ 1
2
∫
Ω
(
−→
A 0 +−→a n)2|φn|2 + 14
∫
Ω
(λ− |φn|2)2 + k22
∫
Ω
| rot −→a n|2.
(3.2.11)
Pour la topologie faible de H1, on a{
φn ⇀ φ,−→a n ⇀ −→a . (3.2.12)
Grâe au théorème 2.2.3, on a, pour tout p ∈ [1,∞[, la onvergene forte
suivante : {
φn → φ dans Lp,−→a n → −→a dans Lp. (3.2.13)
Cela entraîne don trivialement∫
Ω
(λ− |φn|2)2dxdy →
∫
Ω
(λ− |φ|2)2dxdy. (3.2.14)
La onvergene forte (3.2.13) ombinée au lemme 3.2.2 entraîne aussi la on-
vergene du terme suivant∫
Ω
(
−→
A 0 +−→a n)2|φn|2 →
∫
(
−→
A 0 +−→a )2|φ|2. (3.2.15)
La propriété (3.2.12) entraîne, pour la topologie faible de L2{ −→∇φn ⇀ −→∇φ,
rot −→a n ⇀ rot −→a . (3.2.16)
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La norme ‖.‖L2 : L2 7→ R est semiontinue inférieurement pour la topologie
de la onvergene faible sur L2 (f [Br℄). Don on obtient la semiontinuité
de ertains termes de la fontionnelle{ ‖i−→∇φ‖L2 ≤ limn‖i−→∇φn‖L2,
‖ rot −→a ‖L2 ≤ limn‖ rot −→a n‖L2.
(3.2.17)
On doit prouver une ontinuité forte sur le terme
∫
Ω
2Re[φ(
−→
A 0 +
−→a ).i−→∇φ]
pour ensuite obtenir une semiontinuité de la fontionnelle.
Les setions
−→a n (respetivement φn) onvergent dans L4 vers −→a (respe-
tivement φ). Don le produit φn
−→a n onverge vers φ−→a dans L2 en vertu de
l'inégalité de Hölder.
L'appliation du lemme 3.2.2 ave fn = φn(
−→
A 0 +
−→a n) et gn = −→∇φn entraîne
la onvergene de la suite
∫
Ω
2Re[φn(
−→
A 0 +−→an).i−→∇φn]. CQFD
Théorème 3.2.4 . La fontionnelle Fλ,k(φ,
−→a ) atteint son minimum sur A.
Preuve. Soit Fmin = inf(φ,−→a ) Fλ,k(φ,−→a ) l'inmum de la fontionnelle sur
l'espae A. Cet inmum existe ar la fontionnelle est positive. Par dénition,
il existe une suite de (φν ,
−→a ν) ∈ A telle que
Fmin = lim
ν→∞
Fλ,k(φν ,
−→a ν). (3.2.18)
Le lemme 3.2.1 nous dit que ette suite est bornée dans A. Il existe don
(φ,−→a ) ∈ A qui soit valeur d'adhérene de la suite (φν,−→a ν) pour la topologie
faible de A. Puisque la fontionnelle Fλ,k est semiontinue inférieurement
pour la topologie de la onvergene faible, Fλ,k(φ,
−→a ) ≤ limνFλ,k(φν ,−→a ν) et
don Fmin = Fλ,k(φ,−→a ) ; l'inmum est don un minimum. CQFD
3.3 Régularité des solutions
On montre ii que les ouples minimisants la fontionnelle Fλ,k vérient un
système d'équations aux dérivées partielles et que les solutions de ette équa-
tion sont C∞.
On utilise pour ela l'elliptiité du système d'équations ave le théorème
suivant. La notion d'elliptiité utilisée est elle de l'inversibilité du symbole
prinipal ave une estimée sur l'inverse (f [LM℄, p. 188).
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Théorème 3.3.1 . Soit X une variété ompate sans bord ; soient E et F
des brés vetoriels C∞ sur X et K un opérateur diérentiel linéaire elliptique
de D′(E) vers D′(F ) d'ordre n ≥ 0. Si f ∈ D′(E) vérie
Kf ∈ W pm(F ) (3.3.1)
alors f appartient à W pm+n(E).
Preuve. Par le alul symbolique, il sut de montrer que, si U est un opéra-
teur pseudodiérentiel elliptique d'ordre −n de F vers E et si f2 ∈ W pm+n(E),
alors U(f2) ∈ W pm(F ).
Le as partiulier où E et F sont égaux au bré trivial R×X est traité dans
le théorème 2.5 (p. 268) de [Tay℄.
En ombinant les résultats de e livre (en partiulier la proposition 4.5 p. 278
de [Tay℄ qui onerne la régularité Lp loale) ave les théorèmes du livre [LM℄
(p. 177), on obtient notre résultat. CQFD
Théorème 3.3.2 . La fontionnelle Fλ,k est C
1
et on a, en tout point (φ,−→a )
de A, et pour tout (φ′,−→a ′) ∈ T
(φ,
−→a )A (identié à A) :
D
(φ,
−→a )Fλ,k(φ′,−→a ′) =
∫
Ω
Re[φ′{[i−→∇ +−→A 0 +−→a ]2φ− (λ− |φ|2)φ}]
+
∫
Ω
−→a ′{Re[φ(i−→∇φ+ (−→A 0 +−→a )φ)] + k2L−→a }
(3.3.2)
où T
(φ,
−→a )A est l'espae tangent, D(φ,−→a )Fλ,k est la diérentielle de Fλ,k et L
est déni en (3.1.4).
Preuve. Nous allons montrer que la fontionnelle est dérivable au sens de
Fréhet et on notera la diérentielle DF .
Soit (φ,−→a ) ∈ A et (φ′,−→a ′) un élément de l'espae tangent T
(φ,
−→a )A qui
s'identie à A. On omet dans ette démonstration la référene à (λ, k) dans
Fλ,k.
On donne tout de suite l'expression de la diérentielle, et on vériera un peu
plus loin que 'est bien la diérentielle au sens de Fréhet

DF
(φ,
−→a )(φ′,−→a ′) =
∫
Ω
Re{[i−→∇φ′ +−→Aφ′].[i−→∇φ+−→Aφ]}
+
∫
Ω
k2 rot −→a ′ rot −→a − Re[φ′(λ− |φ|2)φ]
+
∫
Ω
−→a ′Re[φ(i−→∇φ+−→Aφ)]
(3.3.3)
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ave
−→
A =
−→
A 0 +
−→a .
Une intégration par partie donne une autre forme à es équations :{
DF
φ,
−→a (φ′,−→a ′) =
∫
Ω
Re[φ′{[i−→∇ +−→A 0 +−→a ]2φ− (λ− |φ|2)φ}]
+
∫
Ω
−→a ′{Re[φ(i−→∇φ+−→Aφ)] + k2L−→a }.
(3.3.4)
Pour tout (φ,−→a ) ∈ A l'appliation DF
φ,
−→a est ontinue pour la norme de A,
il sut d'appliquer les estimées Lp (2.2.3) et l'inégalité de Hölder.
On introduit la variation seonde W de F :
F (φ+ φ′,−→a +−→a ′) = F (φ,−→a ) +DF
(φ,
−→a )(φ′,−→a ′) +W. (3.3.5)
On peut alors aluler expliitement W
W =
∫
Ω
Re[−→a ′φ′{i−→∇(φ+ φ′) + (−→A 0 +−→a )(φ+ φ′) +−→a ′φ}]
+
∫
Ω
1
2
‖i−→∇φ′ + (−→A 0 +−→a )φ′ +−→a ′φ‖2 + 12 |−→a ′φ′|2
+
∫
Ω
− |φ′|2
2
(λ− |φ|2) + (Re[φφ′] + |φ′|2
2
)2 + k
2
2
| rot −→a ′|2.
(3.3.6)
En utilisant les inégalités de Sobolev du théorème 2.2.3 et l'inégalité de
Hölder, on obtient l'estimée suivante
‖W‖H1 ≤ (‖φ′‖H1 + ‖−→a ′‖H1)2C(‖φ‖H1, ‖−→a ‖H1, ‖φ′‖H1 , ‖−→a ′‖H1). (3.3.7)
Dans l'équation (3.3.7), C(α, β, γ, δ) est une fontion ontinue de α, β, γ et
δ. Par onséquent, la fontion Fλ,k est de lasse C
1
. CQFD
Remarque 3.3.3 . On peut en fait montrer que Fλ,k est indéniment
Fréhet dérivable. En partiulier la diérentielle seonde (D2Fλ,k)(φ,−→a ) est
dénie par
A×A 7→ R
(φ1,−→a 1), (φ2,−→a 2) 7→
∫
Ω
Re{φ1[i−→∇ +−→A ]2φ2}
+2Re[
∫
Ω
[−→a 2φ1 +−→a 1φ2].(i−→∇φ+−→Aφ)]
+
∫
Ω
−(λ− |φ|2) Re φ1φ2 + 2Re(φφ2) Re(φφ1)
+
∫
Ω
−→a 1.−→a 2|φ|2 + k2 rot −→a 1 rot −→a 2.
(3.3.8)
Dénition 3.3.4 . On dénit l'espae
A2 =


(φ,−→a ) ∈ H1(E1)×H1(R2/L,R2)
ave φ(z + vi) = e
iπ(ξiy−ηix)φ(z)
et
−→a L-périodique.

 (3.3.9)
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On a enlevé à la dénition de A (2.4.31) les ontraintes ∫
Ω
−→a = 0 et div −→a =
0.
Proposition 3.3.5 . L'espae H20 (R
2/L) est l'espae des fontions péri-
odique de moyenne nulle sur Ω et de lasse H2. On dénit l'espae A′ =
A×H20 (R2/L,R)× R2. L'appliation

S : A′ 7→ A2
(φ,−→a , f, t) 7→

 φ(z + t)eif(z+t)+iπ[txy−tyx]−→a (z + t) +−→∇f(z + t) + 2π( −ty
tx
)  (3.3.10)
est bijetive. Par ailleurs Fλ,k(S(φ,−→a , f, t)) = Fλ,k(φ,−→a ).
Remarque 3.3.6 . L'appliation S n'est pas diérentiable au sens de
Fréhet ar elle ontient des translations qui ne sont pas diérentiables.
Preuve. Montrons que l'appliation S est bien à valeur dans A2. Soit
(φ′,−→a ′) = S(φ,−→a , f, t) ; on a
φ′(z + ti) = φ(z + t+ ti)eif(z+ti+t)+iπ[tx(y+ti,y)−ty(x+ti,x)]
= φ(z + t)eiπ[ti,x(y+ty)−ti,y(x+tx)]eif(z+t)+iπ[txy−tyx]+iπ[txti,y−tyti,x]
= φ(z + t)eiπ[ti,xy−ti,yx]eiπ[ti,xty−ti,ytx]
eif(z+t)+iπ[txy−tyx]+iπ[txti,y−tyti,x]
= φ(z + t)eiπ[ti,xy−ti,yx]eif(z+t)+iπ[txy−tyx]
= φ′(z)eiπ[ti,xy−ti,yx]
(3.3.11)
don φ′ ∈ H1(E1). Pour −→a ′ la vériation est triviale.
On a failement en intégrant
−→a ′ sur Ω la relation∫
Ω
−→a ′ = 2π
( −ty
tx
)
. (3.3.12)
La divergene de
−→a ′ vérie
div −→a ′ = ∆ f(z + t). (3.3.13)
La fontion f est de moyenne nulle sur Ω et est périodique. On peut don
par le lemme 3.1.9 inverser l'équation préédente ave t donné par (3.3.12) :
∆−1[div −→a ′](z − t) = f(z). (3.3.14)
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où ∆−1 est l'appliation{
∆−1 : L2(R2/L,R) 7→ H20 (R2/L,R)
f 7→ S−1(f). (3.3.15)
On a don une fontion réiproque de S.
Calulons maintenant l'énergie de (φ′,−→a ′) ; on a la formule de hangement
de jauge
φ(z + t)eif(z+t) = φ′e−iu(z)
−→a (z + t) +−→∇f(z + t) + π
( −ty
tx
)
= −→a ′ −−→∇u (3.3.16)
ave u(z) = π[txy − xty]. Cela nous donne don
Fλ,k(φ
′,−→a ′) = Fλ,k(φ(z + t)eif(z+t),−→a (z + t) +−→∇f(z + t) + π
( −ty
tx
)
).
(3.3.17)
L'intégrande de Fλ,k est périodique selon le réseau L. Puisque
(
−→
A 0+−→a (z+ t)+−→∇f(z+ t)+π
( −ty
tx
)
) = (
−→
A 0+−→a +−→∇f)(z+ t) (3.3.18)
on obtient l'égalité
Fλ,k(φ(z+t)e
if(z+t),−→a (z+t)+−→∇f(z+t)+π
( −ty
tx
)
) = Fλ,k(φe
if ,−→a +−→∇f).
(3.3.19)
Par hangement de jauge on obtient
Fλ,k(φe
if ,−→a +−→∇f) = Fλ,k(φ,−→a ) (3.3.20)
Ces trois égalités nous donnent le résultat. CQFD
Théorème 3.3.7 . Si (φ,−→a ) ∈ A est un point ritique de la fontionnelle
Fλ,k, alors le ouple vérie les équations{
[i
−→∇ +−→A 0 +−→a ]2φ = (λ− |φ|2)φ,
− rot∗ rot −→a = 1
k2
Re[φ(i
−→∇φ+ (−→A 0 +−→a )φ)].
(3.3.21)
Remarque 3.3.8 . En partiulier si (φ,−→a ) ∈ A minimise la fontionnelle
Fλ,k alors il vérie les équations (3.3.21).
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Preuve. Si (φ,−→a ) ∈ A est un point ritique pour Fλ,k déni sur l'espae A,
alors on a pour tout (φ′,−→a ′) ∈ A
0 =
∫
Ω
Re[φ′{[i−→∇ + (−→A 0 +−→a )]2φ} − (λ− |φ|2)φ}]
+
∫
Ω
−→a ′{Re[φ(i−→∇φ+ (−→A 0 +−→a )φ)] + k2L−→a }.
(3.3.22)
On peut don armer que
[i
−→∇ + (−→A 0 +−→a )]2φ− (λ− |φ|2)φ ∈ (H1(E1))⊥
Re[φ(i
−→∇φ+ (−→A 0 +−→a )φ)] + k2L−→a ∈ (H1div,0(R2/L,R2))⊥.
(3.3.23)
Puisque (H1(E1))
⊥ = {0} on obtient la premère équation
[i
−→∇ + (−→A 0 +−→a )]2φ− (λ− |φ|2)φ = 0. (3.3.24)
Cependant (H1div,0(R
2/L,R2))⊥ n'est pas réduit au potentiel nul. Par exemple
tous les hamps onstants sont dans et espae, il nous faut don rééhir un
peu plus ; on pose
−→
V = Re[φ(i
−→∇φ+ (−→A 0 +−→a )φ)] + k2L−→a . (3.3.25)
On peut érire −→
V =
−→
X +
−→
d +
−→∇ f (3.3.26)
ave
−→
d ∈ H1div,0(R2/L,R2), f ∈ H2(R2/L,R),
∫
Ω
f = 0 et
−→
X est un veteur
onstant.
Remarque 3.3.9 . Il s'agit en fait d'une déomposition de Hodge (f [GH℄,
p. 84).
Cette ériture se trouve failement en dérivant
div
−→
V = ∆ f (3.3.27)
que l'on inverse failement en utilisant le lemme 3.1.9, on déompose ensuite
−→
V −−→∇ f (3.3.28)
en un hamp onstant plus un hamp d'intégrale nulle.
Le ouple (0,
−→
d ) appartient à l'espae A ; don, puisque le ouple (φ,−→a ) est
ritique, on obtient en utilisant l'expression diérentielle (3.3.2)∫
Ω
−→
d .
−→
V = 0. (3.3.29)
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L'expression diérentielle (3.3.2) est aussi valable sur A2, on obtient alors si
u ∈ R :
Fλ,k(φe
iuf ,−→a + u−→∇ f) = Fλ,k(φ,−→a ) + u
∫
Ω
−→
V .
−→∇f + o(u). (3.3.30)
Or on sait depuis la proposition 3.3.5 que
Fλ,k(φe
iuf ,−→a + u−→∇f) = Fλ,k(φ,−→a ). (3.3.31)
On obtient don ∫
Ω
−→
V .
−→∇f = 0. (3.3.32)
Cela nous donne don ∫
Ω
(
−→
V −−→X ).−→V = 0. (3.3.33)
Le hamp
−→
V −−→X est d'intégrale nulle, ela nous donne∫
Ω
||−→V −−→X ||2 = 0. (3.3.34)
On a don
−→
V =
−→
X , le hamp est onstant.
On pose
(φt,
−→a t) = S(φ,−→a , 0, t)
= (φ(z + t)eiπ[txy−xty],−→a (z + t) + 2π
( −ty
tx
)
).
(3.3.35)
La propriété d'invariane de la proposition 3.3.5 nous donne
Fλ,k(φt,
−→a t) = Fλ,k(φ,−→a ). (3.3.36)
L'intégrande est périodique selon L et
(
−→
A 0 +
−→a t)(z) = (−→A 0 +−→a + π
( −ty
tx
)
)(z + t) (3.3.37)
on obtient don
Fλ,k(φt,−→a t) = Fλ,k(φeiπ[txy−xty],−→a + π
( −ty
tx
)
). (3.3.38)
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L'expression diérentielle (3.3.2) nous donne
Fλ,k(φe
iπ[txy−xty ],−→a + π
( −ty
tx
)
) = Fλ,k(φ,
−→a ) +
∫
Ω
π
( −ty
tx
)
.
−→
V + o(|t|)
(3.3.39)
En ombinant les équations (3.3.36), (3.3.38) et (3.3.39), on obtient∫
Ω
π
( −ty
tx
)
.
−→
X = 0 (3.3.40)
pour tout omplexe t ∈ C. Cela ne peut être possible que si −→X = 0 et don−→
V = 0. CQFD
Les deux équations (3.3.21) sont appelées équations de Ginzburg-Landau.
Le résultat suivant est très lassique.
Théorème 3.3.10 . Si un ouple (φ,−→a ) est solution des équations (3.3.21)
alors e ouple est C∞. En partiulier les ouples minimisants la fontionnelle
Fλ,k sont C
∞
.
Preuve.
1ere étape :
On va prouver que (φ,−→a ) est C∞ en montrant que ∀n ∈ N, (φ,−→a ) ∈
Hn(E1) × Hndiv,0(R2/L;R2). On onlut ensuite grâe aux théorèmes d'in-
jetion de Sobolev.
Le système elliptique dont on souhaite montrer la régularité est le suivant{
Hφ = φ(λ− |φ|2)− 2−→a .(i−→∇φ+−→A 0φ)−−→a 2φ
∆−→a = 1
k2
Re[φ(i
−→∇φ+−→A 0φ)] + 1k2−→a |φ|2.
(3.3.41)
On a utilisé le fait que div −→a = 0 pour remplaer rot∗ rot par −∆ et pour
développer [i
−→∇ +−→A 0 +−→a ]2.
Il n'est pas lair à priori que le membre de droite de l'équation (3.3.41) ap-
partienne à L2, e qui est pourtant le moyen le plus simple pour montrer que
(φ,−→a ) ∈ H2.
2eme étape :
Si (φ,−→a ) ∈ H1, alors (φ,−→a ) ∈ W
3
2
2 .
En eet une appliation répétée de l'inégalité de Hölder permet de prouver
que le membre de droite de l'équation (3.3.41) appartient à L
3
2
.
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L'équation (3.3.41) nous dit alors préisément que Hφ et L−→a apparti-
ennent à L
3
2
. Ensuite on applique le théorème 3.3.1 pour obtenir que
(φ,−→a ) ∈ W
3
2
2 ×W
3
2
2 .
3eme étape :
On éhange la régularité ontre un ontrle en norme Lp.
Le théorème 2.2.3 nous donne l'inlusion
W
3
2
1 ⊂ L6. (3.3.42)
L'inlusion (3.3.42) prouve que (φ,−→a ) ∈ W 61 . Cette inlusion de Sobolev est
déisive ar elle va nous permettre de montrer que le té droit de l'équa-
tion (3.3.41) appartient à L2, e qui nous manquait au début.
4eme étape :
On prouve que (φ,−→a ) ∈ H2.
Par la régularité elliptique, il sut de prouver que le membre de droite
de (3.3.41) appartient à L2. On utilise pour ela les inégalités de Hölder
et les résultats préédents∫
Ω
|−→a .−→∇φ|2dxdy ≤ ‖−→∇φ‖2L6‖−→a ‖2L3∫
Ω
‖φ−→∇φ‖2dxdy ≤ ‖−→∇φ‖2L6‖φ‖2L3.
(3.3.43)
Les autres termes ne posant pas de problème nouveau, nous ne les érivons
pas. On a don prouvé que (φ,−→a ) ∈ H2. Une appliation du théorème 2.2.3
nous donne que (φ,−→a ) ∈ L∞.
5eme étape :
Supposons que (φ,−→a ) est de lasse Hn+1 ave n ≥ 1.
Soit Dn un opérateur diérentiel d'ordre n, on l'applique aux équa-
tions (3.3.41){
Dn[Hφ] = −2−→a .iDn(−→∇φ) + Pn(φ,−→a )
Dn[−∆−→a ] = 1k2 Re[φiDn(
−→∇φ)] +Qn(φ,−→a ). (3.3.44)
Les termes Pn(φ,
−→a ) et Qn(φ,−→a ) désignent des polynmes en les n premières
dérivées de φ et −→a . Don tous les termes des deux polynmes appartiennent
à H1 don à Lp pour p < ∞. Don Pn et Qn sont de arré intégrable grâe
à l'inégalité de Hölder.
Le ouple (φ,−→a ) appartient à L∞. La setion Dn(−→∇φ) appartient à L2 par
l'hypothèse de réurrene, le membre de gauhe de l'équation (3.3.44) appar-
tient alors à L2.
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D'après la dénition 2.2.1 des espaes de Sobolev, Hφ et −∆−→a appartien-
nent à Hn.
L'elliptiité des opérateurs H et −∆ nous donne (φ,−→a ) ∈ Hn+2×Hn+2. Par
réurrene (φ,−→a ) est de lasse Hn pour tout n don C∞. CQFD
3.4 Propriétés du minimum de la fontionnelle
Fλ,k
On montre dans ette setion divers résultats sur les minimums mF et mD
dénis à l'équation (2.4.18) des fontionnelles Fλ,k et Dλ,k dénies aux équa-
tions (3.2.1) et (2.4.17).
On utilisera les propriétés 2.4.15 de mF et mD. Commençons par un résultat
asymptotique.
Lemme 3.4.1 . Pour tout k > 0, on a les limites suivantes{
limλ→∞mD(λ, k) = 0
limHint→0G
V
k,Hext
(Hint) =
H2ext
2
(3.4.1)
Preuve. En revenant aux dénitions (2.4.17) et (2.4.18), on a l'égalité
mD(λ, k) = min(φ,−→a )∈A
∫
Ω
1
2λ
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+
∫
Ω
1
4
(1− |φ|2)2 + k2
2λ2
| rot −→a |2. (3.4.2)
L'ensemble des zéros de φ0 est z0 + L et ils sont tous de multipliité 1
(f proposition 3.1.6). On peut don hoisir un domaine fondamental Ω′ tel
que φ0 possède un unique zéro dans l'intérieur de Ω
′
et ne possède pas d'autres
zéro dans Ω′.
Soit fδ la fontion dénie sur R
2
privée de B(z0, δ) et de ses translatés et de
valeur
1
|φ0(z)| . La fontion fδ est L-périodique et de norme L∞ bornée par Dδ .
On ne peut pas à priori prolonger fδ en une fontion L-périodique C∞ sur
R2 enore notée fδ de norme
D
δ
. Cependant on peut le faire si on autorise
une norme légèrement plus grande,
D+1
δ
par exemple.
On a alors l'estimée ∫
Ω′
(1− |fδφ0|2)2 = O(δ2). (3.4.3)
Pour tout ǫ > 0, il existe don une setion φǫ de lasse C
∞
vériant∫
Ω′
(1− |φǫ|2)2 < ǫ. (3.4.4)
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Pour toute setion φ ∈ H1(E1), on a :
lim
λ→∞
∫
Ω′
1
2λ
‖i−→∇φ+−→A 0φ‖2 = 0. (3.4.5)
Il existe don λM(ǫ) > 0 tel que, ∀λ > λM(ǫ),∫
Ω′
1
2λ
‖i−→∇φǫ +−→A 0φǫ‖2 < ǫ. (3.4.6)
On obtient don, ∀λ > λM(ǫ) :
0 ≤ 1
λ2
mF (λ, k) ≤ 1
λ2
Fλ,k(φǫ, 0) ≤ 3
2
ǫ. (3.4.7)
On a don bien la limite voulue. La deuxième limite provient de l'égalité
GVk,Hext(Hint) = mD(
2πk
Hint
, k) + 1
2
(Hint −Hext)2. CQFD
Le théorème i-dessous utilise des idées de [BR℄, p. 253 ; la seule dif-
férene est que l'on opère sur une variété ompate.
Théorème 3.4.2 . Si un ouple (φ,−→a ) est solution des équations (3.3.21),
alors la fontion φ vérie l'inégalité :
|φ| ≤
√
λ =
√
2πk
Hint
. (3.4.8)
Remarque 3.4.3 . Pour le problème initial introduit en (2.1.4), l'inégalité
s'érit |φ| ≤ 1 et résulte des transformations (2.4.19) et (2.4.20). La densité
d'életrons supraonduteurs n = |φ|2 est don bornée par 1.
Preuve. La fontion |φ|2 dénie sur R2 est L-périodique et dénit par passage
au quotient une fontion sur
R2/L. On va montrer qu'aux points où |φ|2 est
maximum l'inégalité (3.4.8) est vériée. L'équation (3.3.21) peut s'érire
−∆φ + 2i−→A.−→∇φ+−→A 2φ = φ(λ− |φ|2). (3.4.9)
On alule maintenant le laplaien de |φ|2 omme dans l'artile [BR℄ .
∆ |φ|2 = φ∆φ+ φ∆φ+ 2‖−→∇ φ‖2
= −2|φ|2(λ− |φ|2) + 2−→A 2|φ|2
+ 4Re[φ
−→
A.i
−→∇φ] + 2‖i−→∇φ‖2
= −2|φ|2(λ− |φ|2) + 2‖i−→∇φ+−→Aφ‖2.
(3.4.10)
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Soit z un point de R2/L où la fontion |φ|2 atteint son maximum. On obtient
alors [∆(|φ|2)](z) ≤ 0. Don, par le alul (3.4.10), on a |φ|(z) ≤ √λ et,
puisque z est un maximum, l'inégalité est vraie partout. CQFD
Théorème 3.4.4 . On a, pour tout λ, λ′ ∈ (R∗+)2, l'inégalité
|(mF (λ, k)− λ
2
4
)− (mF (λ′, k)− λ
′2
4
)| ≤ 1
2
|λ− λ′|max(|λ|, |λ′|). (3.4.11)
En partiulier la fontion mF est ontinue par rapport à λ (loalement lips-
hitzienne).
Preuve. On a l'égalité suivante
(Fλ,k(φ,−→a )− λ
2
4
)− (Fλ′,k(φ,−→a )− λ
′2
4
) = −1
2
(λ− λ′)
∫
Ω
|φ|2. (3.4.12)
Soit (φ,−→a ) un ouple qui minimise la fontionnelle Fλ,k, un tel ouple ex-
iste grâe au théorème 3.2.4. On a alors la relation suivante qui déoule du
théorème 3.4.2
|(mF (λ, k)− λ
2
4
)− (Fλ′,k(φ,−→a )− λ
′2
4
)| ≤ 1
2
|λ− λ′|λ. (3.4.13)
Par onséquent
(Fλ′,k(φ,−→a )− λ
′2
4
)− (mF (λ, k)− λ
2
4
) ≤ 1
2
|λ− λ′|max(|λ|, |λ′|). (3.4.14)
De par la dénition de mF (λ
′, k) omme minimum de Fλ′,k, on déduit
(mF (λ
′, k)− λ
′2
4
)− (mF (λ, k)− λ
2
4
) ≤ 1
2
|λ− λ′|max(|λ|, |λ′|). (3.4.15)
On intervertit λ et λ′ et on obtient l'inégalité (3.4.11). La ontinuité de mF
déoule trivialement de ette inégalité. CQFD
Remarque 3.4.5 . Nous prolongeons la fontion GVk,Hext(Hint) en 0 par on-
tinuité en posant :
GVk,Hext(0) =
H2ext
2
. (3.4.16)
Théorème 3.4.6 . Il existe un hamp Haint ≥ 0 tel que :
EVk,Hext = GVk,Hext(Haint). (3.4.17)
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Preuve. Si l'on revient à la dénition (2.4.29) et utilisant la positivité de Fλ,k,
on a l'inégalité évidente
GVk,Hext(Hint) ≥
1
2
(Hint −Hext)2. (3.4.18)
Par onséquent :
lim
Hint→+∞
GVk,Hext(Hint) = +∞. (3.4.19)
La fontion {
[0,+∞[ 7→ R
Hint 7→ GVk,Hext(Hint)
(3.4.20)
est ontinue et tend vers +∞ en +∞.
Par onséquent, elle atteint son minimum EVk,Hext en au moins un point de
[0,+∞[.
Si EVk,Hext = H
2
ext
2
, alors le minimum est atteint en Hint = 0 et ette énergie
peut être atteinte par l'état pur.
Si EVk,Hext = 14 , alors le minimum de GVk,Hext(Hint, φ,−→a ) est atteint par Hint =
Hext et (φ,
−→a ) = (0, 0) ; l'énergie du supraonduteur peut être atteinte par
l'état normal.
Dans les autres as, l'énergie minimale EVk,Hext est atteinte par un état mixte
de la forme (Hint, φ,
−→a ) ave (φ,−→a ) 6= (0, 0). CQFD
Remarque 3.4.7 . Comme souvent dans les transitions de phase, il existe
ertains as où la même énergie minimale peut être atteinte par deux états
diérents. Ce as se produit eetivement dans notre étude, omme on peut
le voir au lemme 5.1.6 ou au théorème 5.1.7.
Lemme 3.4.8 . Si (φ,−→a ) ∈ A vérie :∫
Ω
| rot −→a |2 = 0 et
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 = 0 (3.4.21)
alors φ = 0 et −→a = 0 .
Preuve. Par la proposition 3.1.10, on a
−→a = 0 ; il reste don l'équation
〈Hφ, φ〉 =
∫
Ω
‖i−→∇φ+−→A 0φ‖2 = 0. (3.4.22)
Puisque φ est de arré intégrable, on peut eetuer un développement de φ
sur les fontions propres normalisées dénies au théorème 3.1.1 :
φ =
∞∑
i=0
αiφi, (3.4.23)
71
on a alors
〈Hφ, φ〉 = 〈∑∞i=0 αiHφi,∑∞i=0 αiφi〉
= 〈∑∞i=0 αi(2π + 4πi)φi,∑∞i=0 αiφi〉
=
∑∞
i=0 |αi|2(2π + 4πi)〈φi, φi〉
=
∑∞
i=0 |αi|2(2π + 4πi).
(3.4.24)
Cette quantité ne peut être nulle que si pour tout i ≥ 0, αi = 0, 'est à dire
φ = 0. CQFD
Lemme 3.4.9 . Si le ouple (φ,−→a ) ∈ A vérie les équations de Ginzburg-
Landau (3.3.21) et φ n'est pas identiquement nul alors −→a n'est pas identique-
ment nul.
Preuve. Par le théorème 3.3.10, le ouple (φ,−→a ) est C∞. Supposons par
l'absurde que
−→a = 0 ; on a alors
Re φ[i
−→∇φ+−→A 0φ] = 0. (3.4.25)
La fontion φ n'est pas identiquement nulle ; par onséquent l'ensemble
C = {z ∈ Ω tel que φ(z) 6= 0} (3.4.26)
est un ouvert non vide.
Soit don B(za, δ) une boule inluse dans C ; si δ est assez petit, alors on
peut érire sur B(za, δ)
φ(z) = r(z)eiθ(z) (3.4.27)
ave r et θ fontions réelles de lasse C∞ et r > 0.
Réérivons l'équation (3.4.25) ave l'ériture (3.4.27) ; on a
0 = Re φ[i
−→∇φ+−→A 0φ]
= Re re−iθ(z)[i{−→∇reiθ + ir−→∇θeiθ}+−→A 0reiθ]
= Re r[i{−→∇r + ir−→∇θ} +−→A 0r]
= Re r[i
−→∇r − r−→∇θ +−→A 0r]
= r[−r−→∇θ +−→A 0r]
= r2[−−→∇θ +−→A 0]
(3.4.28)
On obtient don l'égalité
−→
A 0 =
−→∇θ ar r > 0.
En appliquant le rotationnel, on obtient rot
−→∇θ = 2π, ar d'après (2.4.14),
rot
−→
A 0 = 2π. C'est absurde ar rot
−→∇θ = 0 et don φ = 0. CQFD
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Proposition 3.4.10 . Soit k′ > k ; si (φk,−→a k) minimise Fλ,k et (φk′,−→a k′)
minimise Fλ,k′, alors on a l'inégalité :∫
Ω
| rot −→a k′|2 ≤
∫
Ω
| rot −→a k|2. (3.4.29)
Si de plus mF (λ, k) <
λ2
4
, alors l'inégalité est strite.
Preuve. Montrons la première assertion. Supposons par l'absurde que∫
Ω
| rot −→a k′|2 >
∫
Ω
| rot −→a k|2 ; on a
Fλ,k′(φk′,
−→a k′) = Fλ,k(φk′,−→a k′) + k′2−k22
∫
Ω
| rot −→a k′|2
> Fλ,k(φk′,
−→a k′) + k′2−k22
∫
Ω
| rot −→a k|2
> Fλ,k(φk,
−→a k) + k′2−k22
∫
Ω
| rot −→a k|2
> Fλ,k′(φk,
−→a k).
(3.4.30)
Par onséquent, le ouple (φk′,
−→a k′) ne minimise pas la fontionnelle, e qui
est absurde.
Montrons la deuxième assertion, puisque mF (λ, k) <
λ2
4
on a (φk,
−→a k) 6=
(0, 0) ; don par la proposition 3.4.9 le hamp −→a k est diérent de 0.
Supposons par l'absurde que
∫
Ω
| rot −→a k′|2 ≥
∫
Ω
| rot −→a k|2 ; on a
mF (λ, k
′) = Fλ,k′(φk′,−→a k′)
= Fλ,k(φk′,
−→a k′) + k′2−k22
∫
Ω
| rot −→a k′|2
≥ Fλ,k(φk′,−→a k′) + k′2−k22
∫
Ω
| rot −→a k|2
≥ Fλ,k(φk,−→a k) + k′2−k22
∫
Ω
| rot −→a k|2
≥ Fλ,k′(φk,−→a k).
(3.4.31)
Par onséquent, le ouple (φk,
−→a k) minimise aussi la fontionnelle Fλ,k′ ; on
a alors par les équations de Ginzburg-Landau{
L−→a k = − 1k2 Re φk(i
−→∇φk + (−→A 0 +−→a k)φk)
L−→a k = − 1k′2 Re φk(i
−→∇φk + (−→A 0 +−→a k)φk). (3.4.32)
Puisque k′ > k, on obtient L−→a k = 0 ; don−→a k = 0 ar L est injetif (f 3.1.8).
C'est absurde. CQFD
Théorème 3.4.11 .(Comportement par rapport à k demF ) La fontion k 7→
mF (λ, k) est monotone roissante. De plus
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 Si mF (λ, k) =
λ2
4
alors
∀k′ > k, mF (λ, k′) = λ
2
4
. (3.4.33)
 Si mF (λ, k) <
λ2
4
alors
∀k′ > k, mF (λ, k′) > mF (λ, k). (3.4.34)
Preuve. La fontion
Fλ,k(φ,−→a ) =
∫
Ω
1
2
‖i−→∇φ+(−→A 0+−→a )φ‖2+ (λ− |φ|
2)2
4
+
k2
2
| rot −→a |2 (3.4.35)
est roissante par rapport à k par onséquent la fontion mF est également
roissante par rapport à k.
Montrons le premier résultat ; si k′ > k, on a par les hypothèses et le raison-
nement préédent
mF (λ, k) =
λ2
4
et mF (λ, k
′) ≥ mF (λ, k). (3.4.36)
Or mF (λ, k
′) ≤ λ2
4
par la proposition 2.4.15 ; par onséquent, on a
∀k′ > k, mF (λ, k′) = λ
2
4
. (3.4.37)
Montrons le seond résultat : Si mF (λ, k
′) = λ
2
4
alors on a le résultat. Si
mF (λ, k
′) 6= λ2
4
on a par la proposition 2.4.15
mF (λ, k
′) <
λ2
4
. (3.4.38)
Il existe un ouple (φe,−→ae) ∈ A qui est forément diérent du ouple nul tel
que mF (λ, k
′) = Fλ,k′(φe,−→ae). Ce ouple vérie les équations de Ginzburg-
Landau.
Le lemme 3.4.9 implique que le hamp
−→ae est diérent de 0.
On a alors
mF (λ, k
′) = Fλ,k′(φe,−→ae)
> Fλ,k(φe,
−→ae) ≥ mF (λ, k). (3.4.39)
On a bien le résultat voulu dans les deux as. CQFD
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Théorème 3.4.12 . (Comportement par rapport à λ)
La fontion λ 7→ mD(λ, k) est monotone déroissante. De plus
 Si mD(λ, k) =
1
4
alors
∀λ′ < λ, mD(λ′, k) = 1
4
. (3.4.40)
 Si mD(λ, k) <
1
4
alors
∀λ′ < λ, mD(λ′, k) > mD(λ, k). (3.4.41)
Preuve. On a
mD(λ, k) = inf
(φ,
−→a )∈A
∫
Ω
1
2λ
‖i−→∇φ+(−→A 0+−→a )φ‖2+ 1
4
(1−|φ|2)2+ k
2
2λ2
| rot −→a |2.
(3.4.42)
L'expression à l'intérieur du minimum (f (2.4.17)) est déroissante par rap-
port à λ ; il en est don de même du minimum.
Montrons le premier résultat. On sait que la fontion mD(λ, k) est dérois-
sante par rapport à λ don
∀λ′ < λ, mD(λ′, k) ≥ 1
4
. (3.4.43)
Mais on sait (f 2.4.15) que
∀λ′ > 0, mD(λ′, k) ≤ 1
4
. (3.4.44)
Les équations (3.4.43) et (3.4.44) impliquent don une égalité.
Supposons maintenant que mD(λ, k) <
1
4
.
On sait par le théorème 3.2.4 qu'il existe un ouple (φe,−→ae) ∈ A tel que
mD(λ, k) = Dλ,k(φe,
−→ae). (3.4.45)
Le minimum de la fontionnelle Fλ,k est alors atteint sur un ouple diérent
du ouple (0, 0) puisque si 'était le as, on aurait mD(λ, k) =
1
4
.
On a alors par la ontraposée du lemme 3.4.8∫
Ω
‖i−→∇φe + (−→A 0 +−→ae)φe‖2 6= 0
ou
∫
Ω
| rot −→ae |2 6= 0. (3.4.46)
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Une inspetion de la formule (2.4.17) nous montre que Dλ,k(φ,
−→a ) est alors
stritement déroissant par rapport à λ. Soit λ′ < λ, on a alors
mD(λ
′, k) = inf
(φ,
−→a )∈ADλ′,k(φ,−→a )
= Dλ′,k(φe,
−→ae)
> Dλ,k(φe,
−→ae) ≥ mD(λ, k).
(3.4.47)
On a don bien montré qu'il y a une strite déroissane. CQFD
Théorème 3.4.13 . Si le hamp Haint réalise le minimum de la fontion
Hint 7→ GVk,Hext(Hint), alors Haint ≤ Hext
Preuve. Par le théorème 3.4.12, la fontion
Hint 7→ (Hint
2πk
)2mF (
2πk
Hint
, k) (3.4.48)
est une fontion roissante par rapport à Hint.
Par onséquent, la fontion{
[0,+∞[ 7→ R
Hint 7→ GVk,Hext(Hint) = (Hint2πk )2mF ( 2πkHint , k) + 12(Hint −Hext)2
(3.4.49)
est stritement roissante sur l'intervalle ]Hext,+∞[ omme somme d'une
fontion roissante et d'une fontion stritement roissante. Don le minimum
de GVk,Hext(Hint) n'est pas atteint sur et intervalle ; le minimum sur [0,+∞[
vérie par onséquent Haint ≤ Hext. CQFD
3.5 Formule de Bohner-Kodaira-Nakano
La fontionnelle réduite lorsque k = 1√
2
prend la forme partiulière suivante
Fλ, 1√
2
(φ,−→a ) =
∫
Ω
1
2
‖i−→∇φ+(−→A 0+−→a )φ‖2+ 1
4
(λ−|φ|2)2+ 1
4
| rot −→a |2. (3.5.1)
Dans ette setion, on montre une formule de Bohner-Kodaira-Nakano
(f [De℄ pour des formules générales sur des brés de variétés omplexes)
qui va nous donner de très utiles renseignements. Cette formule est très las-
sique et est aussi appelée formule de Bogmol'nyi, Weitzenbok, Lihnerowiz
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(f [JT℄ et [Li℄) selon les diérentes éoles sientiques.
On introduit pour ela une nouvelle fontionnelle
A+(φ,−→a ) =
∫
Ω
1
2
|D+φ|2 + 1
4
| rot −→A0 + rot −→a − (λ− |φ|2)|2, (3.5.2)
où
D+φ = 2L+φ+ (ay − iax)φ
= ∂φ
∂x
+ i∂φ
∂y
+ Ayφ− iAxφ
= −i[i∂φ
∂x
+ Axφ] + [i
∂φ
∂y
+ Ayφ].
(3.5.3)
Le résultat suivant est fondamental.
Théorème 3.5.1 . Si (φ,−→a ) ∈ A, alors
Fλ, 1√
2
(φ,−→a ) = λπ − π2 + A+(φ,−→a ). (3.5.4)
Preuve. On fait le alul sur les fontions régulières et on onlut par densité.
2(A+ − F ) =
∫
Ω
[(∂φ
∂x
− iAxφ)(i∂φ∂y + Ayφ) + (∂φ∂x − iAxφ)(i∂φ∂y + Ayφ)
− (rot −→A )(λ− |φ|2)]dxdy + 1
2
∫
Ω
{| rot −→A |2 − | rot −→a |2}dxdy
=
∫
Ω
[i(∂xφ∂yφ− ∂xφ∂yφ) + (Ayφ∂xφ− Axφ∂yφ)
+ (Ayφ∂xφ− Axφ∂yφ) + ∂xAy|φ|2 − ∂yAx|φ|2]dxdy
+ 2π2 − 2πλ
=
∫
Ω
i(∂x[φ∂yφ]− ∂y[φ∂xφ]) + ∂x[Ay|φ|2]− ∂y[Ax|φ|2]
+ 2π2 − 2πλ
=
∫
Ω
∂x[φ(i∂yφ+ Ayφ)]− ∂y[φ(i∂xφ+ Axφ)]
+ 2π2 − 2πλ
=
∫
Ω
div
−→
Wdxdy + 2π2 − 2πλ.
(3.5.5)
Le hamp de veteur
−→
W =
(
φ(i∂φ
∂y
+ Ayφ)
−φ(i∂φ
∂x
+ Axφ)
)
(3.5.6)
est L-périodique sur R2 don est bien déni sur R2/L. Par onséquent, la
dernière intégrale est nulle puisque et espae est ompat sans bord. CQFD
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Remarque 3.5.2 . Compte tenu de la positivité de A+, on a pour tout
(φ,−→a ) ∈ A
Fλ, 1√
2
(φ,−→a ) ≥ λπ − π2. (3.5.7)
Le théorème 3.5.1 nous permet de donner des résultats très préis sur le
problème réduit.
Théorème 3.5.3 . Si k ≥ 1√
2
et si λ ≤ 2π alors
inf
(φ,
−→a )∈A
Fλ,k(φ,
−→a ) = λ
2
4
. (3.5.8)
De plus e minimum n'est atteint que pour le ouple (0, 0).
Remarque 3.5.4 . Le théorème préédent ne résout pas le problème 2.4.14.
Ce problème sera résolu pour une large lasse de as dans les théorèmes 5.1.7
et 5.3.5 et la démonstration n'utilisera pas le théorème préédent.
Preuve. On utilise la fontionnelle (3.5.2).
On développe Fλ,k :
Fλ,k(φ,−→a ) = 12(k2 − 12)
∫
Ω
| rot −→a |2 + Fλ, 1√
2
(φ,−→a )
= 1
2
(k2 − 1
2
)
∫
Ω
| rot −→a |2 + λπ − π2 + A+(φ,−→a )
= λπ − π2 + 1
4
∫
Ω
(2π − λ)2 + 2(2π − λ)(rot −→a + |φ|2)
+
∫
Ω
| rot −→a + |φ|2|2 + 1
2
(k2 − 1
2
)
∫
Ω
| rot −→a |2 + 1
2
∫
Ω
‖D+φ‖2
= λ
2
4
+ 2
∫
Ω
(2π − λ)|φ|2
+
∫
Ω
| rot −→a + |φ|2|2 + 1
2
(k2 − 1
2
)
∫
Ω
| rot −→a |2 + 1
2
∫
Ω
‖D+φ‖2
(3.5.9)
Ce alul nous donne si k ≥ 1√
2
et λ ≤ 2π l'inégalité
Fλ,k(φ,−→a ) ≥ λ
2
4
. (3.5.10)
Supposons que Fλ,k(φ,
−→a ) = λ2
4
; alors la formule (3.5.9) nous donne les égal-
ités suivantes :
0 = (2π − λ) ∫
Ω
|φ|2,
0 = (k2 − 1
2
)
∫
Ω
| rot −→a |2,
0 =
∫
Ω
| rot −→a + |φ|2|2,
0 =
∫
Ω
‖D+φ‖2.
(3.5.11)
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La troisième égalité implique
rot −→a + |φ|2 = 0. (3.5.12)
En intégrant sur Ω, on obtient∫
Ω
|φ|2 = −
∫
Ω
rot −→a = 0 (3.5.13)
et par onséquent φ = 0.
Cette relation implique alors que rot −→a = 0 ; la proposition 3.1.10 nous donne
la dernière annulation
−→a = 0. CQFD
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Chapitre 4
La bifuration d'Abrikosov
Ce hapitre est onsaré exlusivement à l'étude de la bifuration
d'Abrikosov. Dans la première setion on dénit la bifuration et, dans les
deux setions qui suivent, on étudie la stabilité de e minimum.
Dans la dernière setion on étudie le omportement quand k tend vers∞ des
solutions des équations de Ginzburg-Landau et on montre que les solutions
qui apparaissent sont les solutions bifurquées et la solution triviale.
4.1 Rédution de Lyapunov-Shmidt et bifur-
ation
La bifuration d'Abrikosov onsiste à trouver les solutions des équations de
Ginzburg-Landau dans un voisinage de l'état normal (Hext, φ,−→a ).
Pour ela on va d'abord étudier dans e hapitre les solutions des équations
de Ginzburg-Landau pour la fontionnelle Fλ,k ; ette étude ne dépend pas de
Hext mais de Hint et k. On étudiera alors dans le hapitre suivant le minimum
de
GVk,Hext(Hint) =
1
λ2
mF (λ, k) +
1
2
(Hint −Hext)2 (4.1.1)
ave λ = 2πk
Hint
. On montrera que l'hypothèse d'Abrikosov onernant les solu-
tions minimisantes est pertinente dans un ertain domaine du plan (k,Hext).
Par ommodité on utilisera la variable λ = 2πk
Hint
qui est plus pratique pour
érire nos aluls.
Commençons par déterminer la nature du ouple (0, 0) du point de vue de
la théorie de Morse.
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Proposition 4.1.1 . Le ouple (0, 0) est un point ritique pour la fon-
tionnelle Fλ,k. Ce point est non dégénéré si et seulement si λ 6= 2π + 4πn
(∀n ∈ N).
La forme quadratique D2F(0,0)(δφ,
−→
δa) est dénie positive si et seulement si
λ < 2π.
Preuve. La diérentielle première au point (φ,−→a ) est la forme linéaire
D
(φ,
−→a )Fλ,k(φ′,−→a ′) =
∫
Ω
Re[φ′{[i−→∇ + (−→A 0 +−→a )]2φ} − (λ− |φ|2)φ}]
+
∫
Ω
−→a ′{Re[φ(i−→∇φ+ (−→A 0 +−→a )φ)] + k2L−→a }
(4.1.2)
où L est l'opérateur étudié dans la setion 3.1.2. On a failement
D(0,0)Fλ,k = 0. (4.1.3)
La diérentielle seonde au point (φ,−→a ) est la forme bilinéaire de A × A
dans R dénie par :
(φ1,
−→a 1), (φ2,−→a 2) 7→
∫
Ω
Re{φ1[i−→∇ +−→A ]2φ2}
+2Re[
∫
Ω
[−→a 2φ1 +−→a 1φ2].(i−→∇φ+−→Aφ)]
+
∫
Ω
−(λ− |φ|2) Re φ1φ2 + 2Re(φφ2) Re(φφ1)
+
∫
Ω
−→a 1.−→a 2|φ|2 + k2 rot −→a 1. rot −→a 2.
(4.1.4)
On a failement
D2(0,0)Fλ,k : A×A 7→ R
(φ1,−→a 1), (φ2,−→a 2) 7→
∫
Ω
Re{φ1([i−→∇ +−→A 0]2 − λ)φ2}
+
∫
Ω
k2 rot −→a 1 rot −→a 2.
(4.1.5)
La forme quadratique assoiée D2(0,0)Fλ,k(φ
′,−→a ′) a pour expression
D2(0,0)Fλ,k(φ
′,−→a ′) =
∫
Ω
φ′([i
−→∇ +−→A 0]2 − λ)φ′ + k2| rot −→a ′|2. (4.1.6)
La famille (φn)n∈N (f 3.1.1) est une base hilbertienne de L2(E1) formée de
veteur propres pour H . Si
φ′ =
∞∑
n=0
µ′nφn, (4.1.7)
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alors ette forme quadratique peut s'exprimer sous la forme :
D2(0,0)Fλ,k(φ
′,−→a ′) =
∞∑
n=0
(µ′n)
2(2π + 4πn− λ) + k2
∫
Ω
| rot −→a ′|2. (4.1.8)
On sait que rot −→a = 0 équivaut à −→a = 0 (f 3.1.10). La diérentielle seonde
est don non dégénérée si et seulement si 2π + 4πn− λ 6= 0 (∀n ∈ N).
La diérentielle seonde est positive si et seulement si 2π + 4πn − λ > 0
(∀n ∈ N), 'est à dire λ < 2π. CQFD
On va maintenant étudier e qui se passe au voisinage de λ = 2π.
Tous les aluls que nous eetuons sont pour (φ,−→a ) dans A. Pour k > 0
xé, on va montrer qu'il existe une ourbe de ouples λ 7→ (φ(λ),−→a (λ))
solution des équations (3.3.21) qui ne soit pas C∞ en 2π. Ces ouples seront
dits bifurqués et on dira qu'il y a une bifuration en 2π.
Cette étude a été entreprise pour la première fois par Odeh dans [Od2℄. Mal-
heureusement es premiers travaux sourent d'un défaut de rigueur, auun
espae fontionnel n'apparaissant très nettement dans la démonstration.
Dans la suite de ette setion, on érit{
φ = αφ0 + θ où θ ∈ φ⊥0
λ = λ0 + ǫ = 2π + ǫ.
(4.1.9)
La valeur propre λ0 vaut 2π et a été introduite au théorème 3.1.1. Puisque l'é-
tude se fait au voisinage de λ = λ0, on a isolé la omposante sur φ0 de φ. Dans
notre adre les physiiens appellent ette déomposition  l'approximation
du premier niveau de Landau . Dans d'autres ontextes, 'est la méthode
de Lyapunov-Shmidt (ou enore la méthode de projetion de Feshbah, ou
la méthode dite du problème de Grushin).
Remarque 4.1.2 . Le paramètre α est a priori omplexe, mais on voit
failement que l'on peut se ramener à l'étude du as où α est réel, ar si
le ouple (φ,−→a ) est solution des équations (3.3.21) et ω ∈ C ave |ω| = 1,
alors le ouple (ωφ,−→a ) est solution de la même équation. On parle d'ation
de S1 laissant invariante la fontionnelle. Si on prend α réel on obtiendra
des solutions par paires ar si (φ,−→a ) est solution alors (−φ,−→a ) est aussi
solution. Dans toute la suite de ette setion, on supposera que α est réel.
On va utiliser la méthode de Lyapunov-Shmidt qui onsiste à transformer
un problème de bifuration de dimension innie en un problème plus simple
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de dimension nie en projetant sur des espaes adéquats. On herhera alors
à mettre en évidene l'existene de solutions (φ,−→a ) telles que φ 6= 0.
On herhe aussi à garder un ontrle sur k quand k →∞, on pose don
β =
1
k
(4.1.10)
et on réérit les équations (3.3.21) ave β ; on obtient :{
[i
−→∇ +−→A 0 +−→a ]2φ = (λ− |φ|2)φ,
− rot∗ rot −→a = β2Re[φ(i−→∇φ+ (−→A 0 +−→a )φ)]. (4.1.11)
Ci-dessous on eetue la rédution à la dimension nie.
Théorème 4.1.3 . Soit β0 > 0 il existe un voisinage V de (0, 0, 0) dans
A× R de la forme 

‖−→a ‖H1 < δ,
‖φ‖H1(E1) < δ et
|ǫ| < δ
(4.1.12)
ave δ > 0 tel que pour tout β ∈ [−β0, β0], tout triplet (φ,−→a , ǫ) dans A× R
solution de l'équation (4.1.11) s'exprime sous la forme{
φ = αφ0 + Φ(α, ǫ, β),−→a = −→Ψ(α, ǫ, β) (4.1.13)
où Φ et
−→
Ψ sont des fontions analytiques de α, ǫ et β où α est solution d'une
équation
g(α, ǫ, β) = 0, (4.1.14)
où g fontion analytique par rapport à α, ǫ et β est donnée en (4.1.31).
Ces fontions vérient Φ(0, 0, β) = 0,
−→
Ψ(0, 0, β) = 0 et 〈φ0,Φ(α, ǫ, β)〉 = 0.
Preuve. On pose{
Fβ(φ,
−→a ) = −φ|φ|2 − 2−→a .(i−→∇φ+−→A 0φ)−−→a 2φ,
Gβ(φ,−→a ) = −β2Re(φ(i−→∇φ+ (−→A 0 +−→a )φ). (4.1.15)
Les équations de Ginzburg-Landau (4.1.11) s'érivent alors{
[H − λ]φ = Fβ(φ,−→a ),
L−→a = Gβ(φ,−→a ). (4.1.16)
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On réérit es équations dans la déomposition (4.1.9){ −ǫαφ0 + [H − λ0]θ − ǫθ = Fβ(αφ0 + θ,−→a ),
L−→a = Gβ(αφ0 + θ,−→a ). (4.1.17)
Lemme 4.1.4 . Il existe une appliation linéaire noté R0 telle que
R0 = (H − λ0)−1 sur {φ0}⊥
= 0 sur V ect {φ0}. (4.1.18)
L'appliation R0 est dénie sur L
2(E1) et à valeur dans H
2(E1). Cette ap-
pliation est autoadjointe.
Par ailleurs R0[H−λ0] = [H−λ0]R0 = P0 où P0 est la projetion orthogonale
sur {φ0}⊥.
Preuve. Si φ = αφ0 + θ ave θ ∈ {φ0}⊥ alors θ a un antéédent par [H − λ0]
on a don
R0(φ) = (H − λ0)−1θ. (4.1.19)
L'opérateur R0 est à valeur dans H
2(E1) ar R0 est un opérateur elliptique
d'ordre −2. On projette sur φ⊥0 la première équation et on utilise l'opérateur
R0 (f (4.1.18)).
La nature autoadjointe de R0 est évidente dans la base hilbertienne (φn)n∈N
dénie au théorème 3.1.1.
La dernière assertion est triviale par l'équation (4.1.19). CQFD
On sait (f 3.1.8) que l'opérateur L est inversible ; on note
M = L−1 (4.1.20)
et inverse qui est un opérateur d'ordre −2. Puisque L est positif, l'opérateur
M est aussi positif. L'opérateur M a pour espae de départ L2div,0(R
2/L,R2)
et pour image H2div,0(R
2/L,R2).
On inverse les opérateurs L et [H − λ0] dans l'équation (4.1.17){
θ = R0[ǫθ + Fβ(αφ0 + θ,−→a )],−→a = MGβ(αφ0 + θ,−→a ). (4.1.21)
On note
w =
(
θ−→a
)
(4.1.22)
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et N(w, α, ǫ, β) la fontion qui apparaît dans le seond membre de l'équa-
tion (4.1.21)
N(w, α, ǫ, β) =
(
R0[ǫθ + Fβ(αφ0 + θ,−→a )]
MGβ(αφ0 + θ,
−→a )
)
. (4.1.23)
Un triplet (α, ǫ, β) étant donné et le paramètre β étant xé dans un inter-
valle [−β0, β0], on herhe don pour trouver des solutions de l'équation de
Ginzburg-Landau, à trouver une solution w dans A telle que
w = N(w, α, ǫ, β). (4.1.24)
Lemme 4.1.5 . Si β0 > 0 alors il existe un voisinage de (w, α, ǫ) = (0, 0, 0)
dans (H1(E1)∩{φ0}⊥)×H1(R2/L,R2)×R2 tel que, pour tout β ∈ [−β0, β0],
le système (4.1.21) admette une solution unique ws(α, ǫ, β) dans la lasse
H1. Cette solution est réelle analytique en α, ǫ et β. La solution obtenue est
à valeur dans (C∞(E1) ∩ {φ0}⊥)× C∞div,0(R2/L;R2).
Preuve.
1ere étape :
On supposera toujours que |β| ≤ β0.
Nous allons montrer que la fontion N est C∞ pour la topologie normique
de l'espae (H1(E1) ∩ {φ0}⊥)×H1(R2/L,R2)× R2.
Le fait que N dépende de façon C∞ de α, ǫ et β est évident.
Les termes −φ|φ|2, −→a 2φ, φ(−→A 0 + −→a )φ et −2−→a .−→A 0φ appartiennent à L2 ;
don leurs images par les opérateurs R0 et M appartiennent à H
2
don a
fortiori à H1.
Il reste à prouver que les termes R0[
−→a .−→∇φ] et M [φ−→∇φ] appartiennent à H1.
Le terme
−→∇φ appartient à L2 tandis que le potentiel −→a appartient à H1.
Don une ombinaison des estimées du théorème 2.2.3 et de l'inégalité de
Hölder montre que
−→a .−→∇φ appartient à L 32 . Les estimées elliptiques 3.3.1
montrent que R0[−→a .−→∇φ] appartient à W
3
2
2 . Une deuxième appliation du
théorème 2.2.3 montre que R0[
−→a .−→∇φ] appartient à W 61 don à H1.
L'appliation N est don bien à valeur dans
(H1(E1) ∩ {φ0}⊥)×H1div,0(R2/L;R2). (4.1.25)
Le fait que ette appliation soit en fait C∞ sur l'espae
(H1(E1) ∩ {φ0}⊥)×H1div,0(R2/L;R2)× R× R× R (4.1.26)
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se montre de la même manière.
2eme étape :
En utilisant le théorème des fontions impliites dans les espaes de Banah,
on montre qu'il existe δ > 0 tel que, pour tout β ∈ [−β0, β0], on ait dans la
boule :
‖θ‖H1 + ‖−→a ‖H1 + |α|+ |ǫ| < δ (4.1.27)
une solution unique des équations (4.1.21) qui dépende de façon C∞ de α, ǫ
et β.
On note ette solution
ws(α, ǫ, β) = (Φ(α, ǫ, β),
−→
Ψ(α, ǫ, β)). (4.1.28)
Le théorème 3.3.10 permet de prouver que pour tout α, ǫ et β le ouple
ws(α, ǫ, β) ∈ A est C∞ sur R2/L.
3eme étape :
On suppose α réel et on développe le système (4.1.21). Cei donne l'expression
suivante

θ = R0[ǫθ − (αφ0 + θ)(α2|φ0|2 + 2αRe[φ0θ] + |θ|2)
−2−→a .(i−→∇ +−→A 0)(αφ0 + θ)−−→a 2(αφ0 + θ)],−→a = −β2M [(αφ0 + θ)(i−→∇ +−→A 0 +−→a )(αφ0 + θ)].
(4.1.29)
On peut alors onsidérer que les variables α, ǫ et β sont omplexes et eetuer
des aluls de fontions analytiques par rapport à α, ǫ et β.
On alule maintenant (∂Φ
∂α
, ∂
−→
Ψ
∂α
) à partir du système omplexié (4.1.29)

∂Φ
∂α
= P11(Φ,
−→
Ψ)∂Φ
∂α
+ P12(Φ,
−→
Ψ)∂
−→
Ψ
∂α
,
∂
−→
Ψ
∂α
= P21(Φ,
−→
Ψ)∂Φ
∂α
+ P22(Φ,
−→
Ψ)∂
−→
Ψ
∂α
.
(4.1.30)
Les opérateurs Pij sont ontinus pour la norme H
1
, dépendent ontinument
de (α, ǫ, β) et s'annulent pour (α, ǫ) = (0, 0). Par onséquent, quitte à
diminuer δ, on peut supposer que l'opérateur (δij − Pij) est inversible.
L'inversion du système (4.1.30) donne l'égalité (∂Φ
∂α
, ∂
−→
Ψ
∂α
) = (0,
−→
0 ). On
prouve le même résultat pour (∂Φ
∂ǫ
, ∂
−→
Ψ
∂ǫ
) et (∂Φ
∂β
, ∂
−→
Ψ
∂β
).
Les résultats élémentaires sur les fontions analytiques permettent alors de
montrer que (Φ,
−→
Ψ) sont analytiques en (α, ǫ, β). CQFD
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On obtient l'équation réduite à partir de l'équation (4.1.17) en proje-
tant sur φ0. Cette équation s'érit g(α, ǫ, β) = 0 où g est la fontion
suivante
g(α, ǫ, β) = ǫα + 〈φ0, Fβ(αφ0 + Φ(α, ǫ, β),−→Ψ(α, ǫ, β))〉. (4.1.31)
Puisque les fontions Φ et Ψ sont analytiques par rapport à α, ǫ et β la
fontion g est analytique par rapport à es variables.
Lemme 4.1.6 . La fontion g est à valeur réelle.
Preuve. Pour tout ouple (φ,−→a ) ∈ A on a
〈φ, Fβ(φ,−→a )〉 ∈ R (4.1.32)
En eet la fontion Fβ dénie à l'équation (4.1.15) peut s'érire
Fβ(φ,
−→a ) = −φ|φ|2 + [i−→∇ +−→A 0]2φ− [i−→∇ +−→A 0 +−→a ]2φ. (4.1.33)
Cei nous donne
〈φ, Fβ(φ,−→a )〉 = −‖φ2‖2L2 + ‖i
−→∇φ+−→A 0φ‖2L2 − ‖i
−→∇φ+ (−→A 0 +−→a )φ‖2L2.
(4.1.34)
Montrons maintenant que
〈θ, Fβ(αφ0 + θ,−→a )〉 ∈ R (4.1.35)
si θ = Φ(α, ǫ, β) et −→a = −→Ψ(α, ǫ, β).
La setion θ vérie l'équation
θ = R0[ǫθ + Fβ(αφ0 + θ,−→a )]. (4.1.36)
On obtient don en appliquant [H − λ0]
[H − λ0]θ = P0[ǫθ + Fβ(αφ0 + θ,−→a )] (4.1.37)
où P0 est la projetion orthogonale sur {φ0}⊥ (f 4.1.4) ; ela nous donne
puisque θ ∈ {φ0}⊥
〈θ, [H − λ0]θ〉 = 〈θ, P0[ǫθ + Fβ(αφ0 + θ,−→a )]〉
= 〈θ, ǫθ + Fβ(αφ0 + θ,−→a )〉
= ǫ||θ||2L2 + 〈θ, Fβ(αφ0 + θ,−→a )〉.
(4.1.38)
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On a don
〈θ, Fβ(αφ0 + θ,−→a )〉 = 〈θ, [H − λ0]θ〉 − ǫ||θ||2L2 ∈ R (4.1.39)
ar H − λ0 est un opérateur autoadjoint.
Puisque φ = αφ0 + θ, on obtient
〈Fβ(αφ0 + Φ(α, ǫ, β),−→Ψ(α, ǫ, β)), αφ0〉 ∈ R. (4.1.40)
La fontion g est don réelle si α est diérent de 0. Cette fontion est ontinue
don elle est toujours réelle. CQFD
Lemme 4.1.7 . La fontion Φ vérie Φ(−α, ǫ, β) = −Φ(α, ǫ, β).
La fontion
−→
Ψ vérie
−→
Ψ(−α, ǫ, β) = −→Ψ(α, ǫ, β).
La fontion g vérie g(−α, ǫ, β) = −g(α, ǫ, β).
Preuve. Les fontions Φ et
−→
Ψ vérient les équations :{
Φ(α, ǫ, β) = R0[ǫΦ(α, ǫ, β) + Fβ(αφ0 + Φ(α, ǫ, β),
−→
Ψ(α, ǫ, β))],−→
Ψ(α, ǫ, β) = MGβ(αφ0 + Φ(α, ǫ, β),
−→
Ψ(α, ǫ, β)).
(4.1.41)
On obtient don les deux systèmes suivants :

Φ(−α, ǫ, β) = R0[ǫΦ(−α, ǫ, β)
+Fβ(−αφ0 + Φ(−α, ǫ, β),−→Ψ(−α, ǫ, β))],−→
Ψ(−α, ǫ, β) = MGβ(−αφ0 + Φ(−α, ǫ, β),−→Ψ(−α, ǫ, β))
(4.1.42)
et{ −Φ(α, ǫ, β) = R0[−ǫΦ(α, ǫ, β) + Fβ(−αφ0 − Φ(α, ǫ, β),−→Ψ(α, ǫ, β))],−→
Ψ(α, ǫ, β) = MGβ(−αφ0 − Φ(α, ǫ, β),−→Ψ(α, ǫ, β)).
(4.1.43)
On a utilisé entre autre la propriété :
Fβ(−φ,−→a ) = −Fβ(φ,−→a ),
Gβ(−φ,−→a ) = Gβ(φ,−→a ). (4.1.44)
Vu qu'il y a uniité des solutions loalement, on obtient les relations :{ −Φ(α, ǫ, β) = Φ(−α, ǫ, β),−→
Ψ(α, ǫ, β) =
−→
Ψ(−α, ǫ, β). (4.1.45)
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Le résultat sur g provient alors diretement de l'expression (4.1.31) de g.
CQFD
Les fontions (Φ,
−→
Ψ) vérient les équations{
Φ = R0[ǫΦ + Fβ(αφ0 + Φ,
−→
Ψ)],−→
Ψ = MGβ(αφ0 + Φ,
−→
Ψ).
(4.1.46)
Si (α, ǫ) est solution de l'équation (4.1.14), alors la paire(
αφ0 + Φ(α, ǫ, β)−→
Ψ(α, ǫ, β)
)
(4.1.47)
est l'unique solution de l'équation (4.1.11) dans le voisinage
‖θ‖H1 + ‖−→a ‖H1 + |α|+ |ǫ| < δ. (4.1.48)
La fontion g est analytique en α, ǫ et β.
Dans la suite de la thèse, nous aurons besoin des onstantes suivantes :
Im =
∫
Ω
|φ0,m|4dxdy (4.1.49)
et
Km = 〈Re[φ0,m(i−→∇φ0,m +−→A 0φ0,m)],M{Re[φ0,m(i−→∇φ0,m +−→A 0φ0,m)]}〉
= Re〈M{Re[φ0,m(i−→∇φ0,m +−→A 0φ0,m)]}.(i−→∇φ0,m +−→A 0φ0,m), φ0,m〉.
(4.1.50)
Dans l'équation préédente, M est l'inverse de L. La setion φ0 est dénie
dans le théorème 3.1.1. Comme auparavant, si la dépendane de I ou K par
rapport à m ∈M (f la setion 2.5) est sans importane on omettra d'érire
m.
Lemme 4.1.8 . Les onstantes K et I sont stritement positives.
Preuve. La setion φ0 est non identiquement nulle, par onséquent
∫
Ω
|φ0|4
est stritement positive.
L'opérateur M est déni positif, par onséquent K est positive. Supposons
par l'absurde K = 0 on a alors puisque M est stritement positif
Re[φ0,m(i
−→∇φ0,m +−→A 0φ0,m)] = 0. (4.1.51)
Il sut alors de reprendre la démonstration du lemme 3.4.9 à partir de l'équa-
tion (3.4.25). CQFD
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Hypothèse 4.1.9 . Dans toute la suite de la thèse on suppose que I −
2β2K 6= 0 e qui s'érit aussi I − 2
k2
K 6= 0
Théorème 4.1.10 . Les solutions diérentes de (0, 0) du système (4.1.11)
s'expriment sous la forme (ωφ+,−→a+) où ω ∈ C, |ω| = 1 et (φ+,−→a+) est déni
i dessous :
(φ+,
−→a+) = (
√
W (ǫ, β)φ0 + Φ(
√
W (ǫ, β), ǫ, β),
−→
Ψ(
√
W (ǫ, β), ǫ, β)) (4.1.52)
ave
W (ǫ, β) =
{
0 si ǫ
I−2β2K < 0
D(ǫ, β) si ǫ
I−2β2K > 0
(4.1.53)
et D(x, β) est une fontion analytique.
Remarque 4.1.11 . Si I− 2
k2
K > 0 alors la bifuration apparaît si Hint < k.
Preuve. On ontinue d'utiliser β = 1
k
. Pour déterminer la nature de ette
bifuration, on va aluler ertaines dérivées partielles de g. L'identité
g(−α, ǫ, β) = −g(α, ǫ, β) obtenue au lemme 4.1.7 permet d'érire g sous la
forme
g(α, ǫ, β) = αh(α2, ǫ, β) (4.1.54)
ave h fontion dépendant analytiquement de β, α et ǫ.
Pour montrer qu'il y a des solutions bifurquées, nous avons besoin de aluler
les dérivées partielles premières de h par rapport aux deux premières variables
enore notées α et ǫ. Si on montre que es deux dérivées partielles sont
non nulles le théorème des fontions impliites pour les fontions analytique
(f [Do℄, p. 186) nous donnera une expression de la forme α2 = D(ǫ, β) où
D(x, β) est une fontion analytique.
On a les relations {
∂h
∂ǫ
(0, 0, β) = ∂
2g
∂α∂ǫ
(0, 0, β),
∂h
∂α
(0, 0, β) = 1
6
∂3g
∂α3
(0, 0, β).
(4.1.55)
Si on diérenie les équations (4.1.46) par rapport à ǫ, α et que l'on évalue
en (α, ǫ, β) = (0, 0, β), on obtient :{
∂Φ
∂α
(0, 0, β) = 0 ∂Φ
∂ǫ
(0, 0, β) = 0
∂
−→
Ψ
∂α
(0, 0, β) = 0 ∂
−→
Ψ
∂ǫ
(0, 0, β) = 0
}
. (4.1.56)
Ces relations impliquent, par l'expression de g et les formules (4.1.56),
(4.1.54) et (4.1.31) :
∂h
∂ǫ
(0, 0, β) = 1. (4.1.57)
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Il faut maintenant dériver deux fois par rapport à α les équations (4.1.46) :{
∂2Φ
∂α2
(0, 0, β) = 0
∂2
−→
Ψ
∂α2
(0, 0, β) = −2M [β2 Re(φ0(i−→∇ +−→A 0)φ0)]
}
. (4.1.58)
Cela sut pour aluler la dérivée troisième de g par rapport à α. On om-
mene d'abord par aluler la dérivée troisième de Fβ(Φ(α, ǫ),
−→
Ψ(α, ǫ, β)) :
[
∂3Fβ
∂α3
(Φ(α, ǫ),
−→
Ψ(α, ǫ, β))](0, 0, β) = −6φ0|φ0|2−6∂
2−→Ψ
∂α2
(0, 0, β).(i
−→∇+−→A 0)φ0.
(4.1.59)
En dérivant la fontion g par rapport à α et en évaluant en (0, 0, β), on
trouve :
∂3g
∂α3
(0, 0, β) = −6I + 12β2R (4.1.60)
ave R = 〈M [Re(φ0(i−→∇ +−→A 0)φ0)].(i−→∇ +−→A 0)φ0, φ0〉.
g et I étant réels, la quantité R est également réelle. Or on a les relations
suivantes :

R = 〈M [Re(φ0(i−→∇ +−→A 0)φ0)].(i−→∇ +−→A 0)φ0, φ0〉
=
∫
Ω
M [Re(φ0(i
−→∇ +−→A 0)φ0)].(i−→∇ +−→A 0)φ0φ0
=
∫
Ω
M [Re(φ0(i
−→∇ +−→A 0)φ0)].
[Re(φ0(i
−→∇ +−→A 0)φ0) + i Im(φ0(i−→∇ +−→A 0)φ0)]
= K +
∫
Ω
M [Re(φ0(i
−→∇ +−→A 0)φ0)].[i Im(φ0(i−→∇ +−→A 0)φ0)]
= K + i〈Im(φ0(i−→∇ +−→A 0)φ0),M [Re(φ0(i−→∇ +−→A 0)φ0)]〉.
(4.1.61)
La quantité R ne peut être réelle que si
〈Im(φ0(i−→∇ +−→A 0)φ0),M [Re(φ0(i−→∇ +−→A 0)φ0)]〉 = 0. (4.1.62)
On a alors R = K et don :
∂3g
∂α3
= −6I + 12β2K. (4.1.63)
Cei nous donne pour h :
∂h
∂α
(0, 0, β) = −I + 2β2K. (4.1.64)
On herhe maintenant les solutions de l'équation g = 0 dans un voisinage
de (0, 0, β).
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L'équation (4.1.54) nous donne la raine α = 0 de l'équation réduite.
On onsidère don maintenant l'équation h(x, ǫ, β) = 0. Le alul des dérivées
de g nous donne :{
∂h
∂α
(0, 0, β) = 1
6
∂3g
∂α3
(0, 0, β) = −I + 2β2K,
∂h
∂ǫ
(0, 0, β) = 1.
(4.1.65)
Si I − 2β2K 6= 0, alors on peut utiliser le théorème des fontions impliites
et érire l'équation sous la forme :
α2 = D(ǫ, β)
ave (∂D
∂ǫ
)(0, β) = 1
I−2β2K ,
(4.1.66)
où D est une fontion analytique de ǫ et β.
Les solutions de l'équation g(α, ǫ, β) = 0 ont pour expression
α0 = 0 ,
α+ =
{
0 si ǫ
I− 2
k2
K
< 0√
D(ǫ, β) si ǫ
I− 2
k2
K
> 0
et α− = −α+.
(4.1.67)
Les diérentes solutions ont le omportement asymptotique suivant quand
ǫ→ 0
α0 = 0 ,
α+ ≃


0 si ǫ
I− 2
k2
K
< 0√
ǫ
I−2β2K si
ǫ
I− 2
k2
K
> 0
et α− = −α+.
(4.1.68)
On obtient ainsi toutes les solutions non nulles sous la forme (ωφ+,
−→a+).
CQFD
Dans les deux setions qui suivent l'expression i-dessous sera appelée
ouple bifurqué
(φ+(ǫ, k),
−→a+(ǫ, k)) =
( √
W (ǫ, β)φ0 + Φ(
√
W (ǫ, β), ǫ, β)−→
Ψ(
√
W (ǫ, β), ǫ, β)
)
(4.1.69)
ave β = 1
k
. Ce ouple vérie : 〈φ+(ǫ, k), φ0〉 ≥ 0. On note aussi dans la suite
α =
√
W (ǫ, β), FS(ǫ, k) = Fλ,k(φ+(ǫ, k),
−→a +(ǫ, k)). (4.1.70)
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La dépendane par rapport à β de α est analytique.
La question de l'analytiité, que nous avons résolue ii, avait été posée par
Lasher dans l'artile [La℄.
Proposition 4.1.12 . La fontion ǫ 7→ FS(ǫ, k) restreinte à R+ est analy-
tique par rapport à ǫ
Preuve. Dans le domaine onsidéré, la fontion W (ǫ, β) est analytique par
rapport à ǫ. La fontion
−→
Ψ(α, ǫ, β) étant analytique par rapport à α (f 4.1.3)
et paire par rapport à α (f 4.1.7), elle peut s'érire sous la forme
−→
Ψi(α
2, ǫ, β).
De même la fontion Φ(α, ǫ, β) peut s'érire αΦi(α
2, ǫ, β) ; on a
FS(ǫ, k) = Fλ,k(φ+(ǫ, k),−→a +(ǫ, k))
= Fλ,k(α[φ0 + Φi(α
2, ǫ, β)],
−→
Ψi(α
2, ǫ, β))
(4.1.71)
ave α =
√
W (ǫ, β). En utilisant l'expression de Fλ,k (f (2.4.32)), on voit
que la variable α apparaît au arré dans l'expression de FS(ǫ, k).
La fontion W (ǫ, β) est analytique par rapport à ǫ et don FS(ǫ, k) est aussi
analytique. CQFD
Proposition 4.1.13 . Pour tout m0 ∈ M, il existe un voisinage ompat
Vm0 de m0 et une onstante δ > 0 tel que

∀m ∈ Vm0 ,
∀(φ,−→a ) ∈ Am ave ‖φ‖H1 + ‖−→a ‖H1 ≤ δ et
|ǫ| ≤ δ
(4.1.72)
les équations de Ginzburg-Landau possèdent omme solution le ouple (0, 0, β)
et les solutions bifurquées (ωφ+,m,
−→a +,m).
Dans e voisinage on exprime les solutions bifurquées (ωφ+,m,
−→a +,m)
sous la forme (S∗mωφ+,c,m, S
∗
m
−→a +,c,m) (voir (2.5.15) et (2.5.10)) ave
(ωφ+,c,m,
−→a +,c,m) ∈ Ac ou Ac est l'espae fontionnel assoié au réseau arré.
Le ouple (φ+,c,m,−→a +,c,m), les fontions Wm,k(ǫ), gm,k, les onstantes Im, Km
et l'énergie bifurquée FS,m ont une dépendane C
∞
par rapport à m.
Preuve. Ave la représentation (φ,−→a ) = (S∗mφm, S∗m−→am), les équations de
Ginzburg-Landau se réérivent sous la forme :

−∆m−→am = − 1k2 Re[φm(i
−→∇φm + (−→A 0,m +−→a )φm)]
φm(λ− |φm|2) = −∆m φm + (Sm−−→A0,m + Sm−→am).iSm−→∇φm
+ ‖Sm−−→A0,m + Sm−→am‖2φm
, (4.1.73)
93
ave { −−→
A0,m(x, y) = S
−1
m
−→
A0(S
−1
m (x, y))
∆m = (
1
u2
+ w2) ∂
2
∂x2
+ 2wu ∂
2
∂x∂y
+ u2 ∂
2
∂y2
.
(4.1.74)
La dépendane de es équations par rapport à u et w est C∞. Tous les
résultats de ette setion peuvent s'exprimer dans l'espae Ac grâe à Sm. Par
le théorème des fontions impliites, la dépendane des solutions (Φm,
−→
Ψm)
par rapport à m est C∞.
La dépendane de gm,k est aussi C
∞
. Par onséquent hm et Wm est aussi
C∞ par rapport à m. Les onstantes Im et Km sont C∞ par rapport à m.
L'énergie bifurquée FS est aussi C
∞
par rapport à m. CQFD
4.2 Évaluation des énergies sur les diérentes
ourbes de ouples pour Hint < k
On souhaite estimer l'énergie le long de la ourbe bifurquée par rapport à
Hint pour voir si elle est plus basse que elle du ouple (0, 0). La variable
utilisée ii est omme auparavant
ǫ = λ− λ0. (4.2.1)
On utilise la fontionnelle simpliée (2.4.32) qui s'érit
Fλ,k(φ,
−→a ) =
∫
Ω
1
2
‖i−→∇φ+(−→A 0+−→a )φ‖2+ 1
4
(λ−|φ|2)2+ k
2
2
| rot −→a |2. (4.2.2)
Pour le ouple (φ,−→a ) = (0,−→0 ), l'énergie vaut FN = λ24 .
On note {
FS(ǫ, k) = Fλ,k(φ+(ǫ, k),
−→a+(ǫ, k)),
FN(ǫ, k) = Fλ,k(0, 0) =
λ2
4
.
(4.2.3)
Le ouple bifurqué (φ+,
−→a+) est déni au théorème 4.1.10.
Dans ette setion, on va aluler la diérene d'énergie FS − FN le long de
la ourbe de bifuration.
Avant d'étudier notre situation réelle, onsidérons une situation modèle qui
met bien en évidene la nature de la question. La fontionnelle réduite modèle
est la suivante
I(α, ǫ) =
1
4
Iα4 − 1
2
α2ǫ+H(ǫ) ave I > 0. (4.2.4)
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Le paramètre ǫ est lié au hamp magnétique et est imposé au système (voir
l'équation (4.2.1)). La minimisation se fait par rapport à α. La fontion
H(ǫ) est obtenue par intégration et n'a auune importane dans le alul des
ouples minimisants la fontionnelle.
Ses solutions bifurquées sont
α± : R 7→ R
ǫ 7→
{
0 si ǫ ≤ 0
±√ ǫ
I
si ǫ > 0.
(4.2.5)
Leur énergie minimale est
Im : R 7→ R
ǫ 7→ I(α±(ǫ), ǫ) =
{
H(ǫ) si ǫ ≤ 0
H(ǫ)− ǫ2
4I
si ǫ > 0
(4.2.6)
et elles sont trivialement stables.
Nous allons voir dans ette setion et dans la suivante dans quelle mesure
notre fontionnelle a les mêmes propriétés.
Théorème 4.2.1 . On a le résultat asymptotique
lim
ǫ→0, ǫ
I− 2
k2
K
>0
(FS − FN)(ǫ, k)
ǫ2
= − 1
4(I − 2
k2
K)
(4.2.7)
ave K déni à l'équation (4.1.50) et I déni à l'équation (4.1.49).
Preuve. Pour la fontionnelle modèle et ǫ > 0 on a Imin = I(
√
ǫ
I
, ǫ) =
H(ǫ) − ǫ2
4I
. Cei indique que l'on doit faire les aluls à l'ordre deux en ǫ
pour la fontionnelle exate. Soit (φ,−→a ) ∈ A une solution des équations de
Ginzburg-Landau (3.3.21) ; on a :
Fλ,k(φ,−→a )− Fλ,k(0, 0) = 12
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+ 1
4
∫
Ω
−2λ|φ|2 + |φ|4 + k2
2
∫
Ω
| rot −→a |2. (4.2.8)
Utilisons maintenant que (φ,−→a ) est solution de l'équation (3.3.21) ; on ob-
tient l'égalité∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 = 〈[i−→∇ + (−→A 0 +−→a )]φ, [i−→∇ + (−→A 0 +−→a )]φ〉
= 〈[i−→∇ + (−→A 0 +−→a )]2φ, φ〉
= 〈φ(λ− |φ|2), φ〉
=
∫
Ω
(λ|φ|2 − |φ|4)dxdy.
(4.2.9)
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On en déduit que :
Fλ,k(φ,
−→a )− Fλ,k(0, 0) = −1
4
∫
Ω
|φ|4 + k
2
2
∫
Ω
| rot −→a |2, (4.2.10)
pour toute solution (φ,−→a ) de l'équation de Ginzburg-Landau (3.3.21).
Considérons maintenant la solution (φ+,−→a+) et alulons le développement
de (FS − FN ) en fontion de ǫ. Il faut don des dérivées de
Φ,
−→
Ψ et α (4.2.11)
fontions qui sont dénies aux équations (4.1.28) et (4.1.70).
On érit le développement limité de g tel qu'on le onnait depuis le
théorème 4.1.10
g(α, ǫ,
1
k
) = α{ǫ− [I − 2
k2
K]α2 + Jα4 + o(ǫα2) + o(α4)}, (4.2.12)
où J est une onstante réelle.
Ce alul permet d'obtenir le développement de α en fontion de ǫ à l'or-
dre
3
2
. On érit i-dessous les diérents développements limités utilisés. On
les démontre en utilisant la formule de Taylor-Young pour les fontions à
valeur vetorielle et les aluls du théorème 4.1.10, plus préisément les for-
mules (4.1.56) et (4.1.58) .

α =
√
ǫ
I− 2
k2
K
(1 + Jǫ
2I2
+O(ǫ2))
Φ(ǫ) = O(|ǫ|3/2)−→
Ψ(ǫ) = −ǫ
Ik2−2KM [Re(φ0(i
−→∇ +−→A 0)φ0)] +O(ǫ2).
(4.2.13)
On insère tous es développements dans la diérene d'énergie. Le développe-
ment limité de l'énergie s'érit :
(FS − FN )(ǫ, k) = −14α4
∫
Ω
|φ0|4 + k22 α4 1k4K + o(ǫ2)
= ǫ
2
(I− 2
k2
K)2
[−1
4
I + K
2k2
] + o(ǫ2)
= − 1
4(I− 2
k2
K)
ǫ2 + o(ǫ2).
(4.2.14)
Le résultat du alul est don bien (4.2.7) :
lim
ǫ→0, ǫ
I− 2
k2
K
>0
(FS − FN )(ǫ, k)
ǫ2
= − 1
4(I − 2
k2
K)
. (4.2.15)
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On a don bien FS − FN < 0, si ǫ est stritement positif et est assez petit.
Cei montre que le ouple bifurqué trouvé est d'énergie plus basse que le
ouple (0, 0). CQFD
On note, pour I 6= 2K
k2
Fas = − 1
4(I − 2
k2
K)
. (4.2.16)
Corollaire 4.2.2 . On suppose k >
√
2K
I
. Il existe ǫ0 > 0 tel que si 0 <
ǫ < ǫ0 alors le ouple bifurqué est d'énergie plus basse que elle du ouple
(0, 0). Pour le problème réduit, ela signie qu'il existe H0 < k tel que, si
H0 < Hint < k, alors l'énergie du ouple bifurqué est plus basse que elle du
ouple (0, 0).
Proposition 4.2.3 . Les fontions sur M : m 7→ FS,m(ǫ), Fas,m, Im et
Km sont invariantes par les transformations σi sur M. De plus, elles sont
ritiques pour le réseau arré et le réseau hexagonal.
Preuve. Montrons que la fontion FS est invariante par σi. Les fontions Σ
∗
i
sont bijetives, involutives et ontinues pour la norme H1. Par onséquent,
un voisinage de (0, 0) est envoyé sur un voisinage de (0, 0).
Ce sont des diéomorphismes don si (φ,−→a ) est un point ritique de Fλ,k sur
Am alors (Σ∗iφ,Σ∗i−→a ) est un point ritique de Fλ,k sur Aσi(m).
Par onséquent, si (φ+,m,−→a +,m) est le ouple bifurqué pour Fλ,k sur Am alors
(Σ∗iφ+,m,Σ
∗
i
−→a +,m) est un point ritique de Fλ,k sur Aσi(m).
Vu le théorème 4.1.10, il existe ω de module 1 tel que
(Σ∗iφ+,m,Σ
∗
i
−→a +,m) = (ωφ+,σi(m),−→a +,σi(m)). (4.2.17)
On obtient alors la relation
FS,m = Fλ,k(φ+,m,−→a +,m)
= Fλ,k(Σ
∗
iφ+,m,Σ
∗
i
−→a +,m)
= Fλ,k(ωφ+,σi(m),
−→a +,σi(m))
= Fλ,k(φ+,σi(m),
−→a +,σi(m))
= FS,σi(m).
(4.2.18)
La fontion FS est don invariante par σi.
La fontion Fas(m, k) est limite simple de fontions invariantes et est don
invariante.
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La fontion Fas(m, k) est invariante pour tout k >
√
2K
I
. Vu l'expression de
Fas, ela ne peut se faire que si Km et Im sont invariants.
Il sut ensuite d'appliquer le théorème 2.5.17. CQFD
4.3 Stabilité du ouple bifurqué
Dans ette setion, on s'intéresse au problème de la stabilité loale des solu-
tions bifurquées.
Théorème 4.3.1 . Si k >
√
2K
I
alors il existe ǫ0 > 0 tel que, si 0 < ǫ < ǫ0,
alors le ouple bifurqué déni au théorème 4.1.3 est un minimum loal de la
fontionnelle Fλ,k.
Si k <
√
2K
I
, alors il existe ǫ0 > 0 tel que, si 0 < −ǫ < ǫ0, le ouple bifurqué
déni au théorème 4.1.3 n'est pas un minimum loal de la fontionnelle Fλ,k.
Remarque 4.3.2 On trouve des études physiques de stabilité dans [Al1℄ et
[Chap℄. Ces études utilisent des développements en série et ne se limitent pas
à une quantiation de 1 omme nous.
Preuve. Pour traiter tous les as d'un seul oup, on utilise la fration
ǫ
I − 2
k2
K
(4.3.1)
qui est toujours positive.
Pour prouver des propriétés de minimum loal, il sut de prouver que la
diérentielle seonde est dénie positive sur le ouple bifurqué (φ+,−→a+) ∈ A
déni à l'équation (4.1.69).
La diérentielle seonde de la fontionnelle alulée au point (φ,−→a ) a pour
expression
D2
φ,
−→a Fλ,k(δφ,
−→
δa) =
∫
Ω
‖i−→∇δφ+ (−→A 0 +−→a )δφ‖2 −
∫
Ω
(λ− |φ|2)2|δφ|2
+ 4
∫
Ω
−→
δa.Re[δφ(i
−→∇φ+ (−→A 0 +−→a )φ)]
+ k2
∫
Ω
| rot −→δa|2 + ∫
Ω
(
−→
δa)2|φ|2 + 2 ∫
Ω
(Re φ δφ)2.
(4.3.2)
On a utilisé ii la relation :∫
Ω
Re[φ(i
−→∇φ′ + (−→A 0 +−→a )φ′)] =
∫
Ω
Re[φ′(i
−→∇φ+ (−→A 0 +−→a )φ)], (4.3.3)
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qui est vraie si φ, φ′ et −→a sont de lasse H1 et que l'on obtient par intégration
par parties.
Dans la suite on abrégera D2
φ+,
−→a+Fλ,k(δφ,
−→
δa) en D2F .
Si (φ,−→a ) ∈ A est un point ritique de la fontionnelle Fλ,k, alors on a le
développement limité
Fλ,k(φ+ δφ,
−→a +−→δa) = Fλ,k(φ,−→a ) + 1
2
D2
φ,
−→a Fλ,k(δφ,
−→
δa) +O(||(δφ,−→δa)||H1)3.
(4.3.4)
Comme dans la setion 4.1, on érira :{
φ+ = αφ0 + Φ,−→a+ = −→Ψ . (4.3.5)
On rappelle que l'on a montré que α = O(
√
ǫ), ‖Φ‖H1 = O(ǫ 32 ) et ‖−→Ψ‖H1 =
O(ǫ). Voir l'équation (4.2.13) pour plus de détails.
On érit
δφ =
√
I − 2
k2
K
ǫ
µφ0 + w (4.3.6)
ave w ∈ φ⊥0 et µ ∈ R. La variable µ est réelle puisque l'on se limite à des
setions telles que 〈φ, φ0〉 est réel, voir la remarque 4.1.2.
On évalue d'abord la partie de la forme (4.3.2) qui ne dépend que de δφ :
Q(δφ) =
∫
Ω
‖i−→∇δφ+(−→A 0+−→a+)δφ‖2−(λ−|φ+|2)|δφ|2+2(Re φ+ δφ)2. (4.3.7)
On développe Q(δφ)
Q(δφ) = 2π−λ
ǫ
[I − 2
k2
K]µ2 + 〈([i−→∇ +−→A 0]2 − λ)w,w〉
+ 2Re〈−→Ψ .(i−→∇ +−→A 0)δφ, δφ〉+ 〈−→Ψ 2δφ, δφ〉
+
∫
Ω
|φ+|2|δφ|2 + 2
∫
Ω
(Re φ+δφ)
2.
(4.3.8)
On estime l'avant dernier terme de l'équation (4.3.8)∫
Ω
|φ+|2|δφ|2 =
∫
Ω
|αφ0 + Φ|2|µφ0 + w|2
= Iµ2 + ǫ
1
2{‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 ) + µ2O(ǫ
1
2 )}.
(4.3.9)
On trouve la même estimation pour le dernier terme de l'équation (4.3.8) :∫
Ω
(Re φ+δφ)
2 = Iµ2+ǫ
1
2{‖w‖L2|µ|O(1)+‖w‖2L2O(ǫ
1
2 )+µ2O(ǫ
1
2 )}. (4.3.10)
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Dans l'estimation qui suit, on isole les termes d'ordre inférieur à 1 en ǫ.
Q(δφ) = 〈([i−→∇ +−→A 0]2 − λ)w,w〉+ 3Iµ2
− 2ǫ
Ik2 − 2K Re〈M [Re(φ0(i
−→∇ +−→A 0)φ0)].(i−→∇ +−→A 0)δφ, δφ〉
+ ǫ
1
2{‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 ) + µ2O(ǫ
1
2 )}
= 〈([i−→∇ +−→A 0]2 − λ)w,w〉+ µ2[3I − 2
k2
K]
+ ǫ
1
2{‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 ) + µ2O(ǫ
1
2 )}.
(4.3.11)
Reprenons l'estimation de la variation seonde de l'énergie en introduisant
les développements en ǫ de φ et −→a . On a ; pour (D2F )(δφ,−→δa) :
D2F =
∫
Ω
−→
δa.4Re[δφ(i
−→∇ + (−→A 0 +−→a+))φ+] + k2
∫
Ω
| rot −→δa|2
+ 〈([i−→∇ +−→A 0]2 − λ)w,w〉+ µ2[3I − 2
k2
K] +
∫
Ω
(
−→
δa)2|φ+|2
+ ǫ
1
2{‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 ) + µ2O(ǫ
1
2 )}
= 4µ
∫
Ω
−→
δa.Re[φ0(i
−→∇ +−→A 0)φ0] + k2
∫
Ω
| rot −→δa|2
+ 〈([i−→∇ +−→A 0]2 − λ)w,w〉+ µ2[3I − 2
k2
K] + ‖−→δa‖2L2O(ǫ)
+ ‖−→δa‖L2O(|ǫ|)(|µ|+ ǫ 12‖w‖L2) + ‖−→δa‖L2O(|ǫ| 12 )‖w‖L2
+ ǫ
1
2{‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 ) + µ2O(ǫ
1
2 )}.
(4.3.12)
Le terme de degré 1 en
−→
δa est diile à minorer. C'est là que des onditions
sur k vont apparaître. L'opérateur M (f (4.1.20)) étant positif, il existe W
tel que M = W 2, on pose −→
δa = W (
−→
δc) (4.3.13)
et on obtient :
D2F = µ2[3I − 2
k2
K] + k2
∫
Ω
‖−→δc‖2 + 〈([i−→∇ +−→A 0]2 − λ)w,w〉
+ 4µ
∫
Ω
W (
−→
δc).Re[φ0(i
−→∇ +−→A 0)φ0]
+ ‖−→δc‖H−1O(|ǫ|)(|µ|+ ǫ 12‖w‖L2) + ‖−→δc‖H−1O(|ǫ| 12 )‖w‖L2
+ ‖−→δc‖2H−1O(ǫ) + ǫ
1
2{‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 ) + µ2O(ǫ
1
2 )}.
(4.3.14)
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On estime maintenant haque terme
D2F = µ2[3I − 2
k2
K] + k2‖−→δc‖2L2 + 〈([i−→∇ +−→A 0]2 − λ)w,w〉
+ 4µ
∫
Ω
W (
−→
δc).Re[φ0(i
−→∇ +−→A 0)φ0]
+ ǫ
1
2{‖−→δc‖2L2O(ǫ
1
2 ) + ‖−→δc‖L2O(1)(|µ|+ ‖w‖L2)
+ µ2O(ǫ
3
2 ) + ‖w‖L2|µ|O(1) + ‖w‖2L2O(ǫ
1
2 )}.
(4.3.15)
On a utilisé le fait que l'opérateur W est ontinu sur L2.
On estime le terme linéaire en W (
−→
δc).
|〈W (−→δc),Re[φ0(i−→∇ +−→A 0)φ0]〉| = |〈−→δc,W (Re[φ0(i−→∇ +−→A 0)φ0]〉|
≤ ‖−→δc‖L2 .‖W (Re[φ0(i−→∇ +−→A 0)φ0]))‖L2
≤ √K‖−→δc‖L2 .
(4.3.16)
Pour avoir la stabilité, on veut que la forme quadratique :
q(x, y) = [3I − 2
k2
K]x2 − 4
√
Kxy + k2y2, (4.3.17)
soit dénie positive. Cela équivaut à :{
k2 > 0,
(2
√
K)2 < [3I − 2K
k2
][k2].
(4.3.18)
Les onditions (4.3.18) sont équivalentes à
√
2K
I
< k.
Si
√
2K
I
< k, alors la forme quadratique (4.3.17) est dénie positive ; don
il existe c > 0, d > 0 et f > 0 tel que les deux premières lignes de (4.3.15)
soient minorées par le terme :
cµ2 + d‖w‖2H1 + f‖
−→
δc‖2L2 . (4.3.19)
Le terme entre aolades des deux dernières lignes de (4.3.15) est majoré par
une onstante multipliée par (4.3.19). Don pour ǫ assez petit, la diérentielle
seonde D2F (δφ,
−→
δa) est minorée par une forme quadratique dénie positive
et est don positive. Par onséquent e ouple est stable.
Nous pouvons démontrer maintenant l'autre partie du théorème 4.3.1, qui
onerne le as
√
2K
I
> k.
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La majoration eetuée à l'équation (4.3.16) est optimale, puisque la norme
d'une appliation linéaire sur un espae de Hilbert de la forme l(x) = 〈x, b〉
est égale à ‖b‖ et est atteinte sur b.
On souhaite montrer que D2F (δφ,
−→
δa) n'est pas positive pour les solutions
bifurquées, il sut don de trouver un ouple (δφ,
−→
δa) tel queD2F (δφ,
−→
δa) < 0
pour démontrer le théorème.
On pose don { −→
δa0 = Re[φ0(i
−→∇ +−→A 0)φ0],−→
δc0 = W (Re[φ0(i
−→∇ +−→A 0)φ0]).
(4.3.20)
On évalue maintenant la fontionnelle sur un ouple bien hoisi
D2F (µ
√
ǫ
I− 2
k2
K
φ0, s
−→
δa0) = µ
2[3I − 2
k2
K] + µ2O(ǫ2)
+ 4µs‖−→δc0‖L2 + s2k2‖−→δc0‖2L2
= µ2[3I − 2
k2
K +O(ǫ)]
+ 4µs‖−→δc0‖L2 + s2k2‖−→δc0‖2L2
(4.3.21)
Les onditions de positivité pour la forme quadratique (4.3.21) s'érivent{
[3I − 2
k2
K +O(ǫ)] > 0
(2
√
K)2 < [3I − 2
k2
K +O(ǫ)][k2]
(4.3.22)
et elles ne sont pas vériées si ǫ est assez petit puisque
√
2K
I
> k. CQFD
4.4 Analyse asymptotique des solutions
de l'équation de Ginzburg-Landau
Dans ette setion, on alule toutes les solutions des équations de Ginzburg-
Landau{
[i
−→∇ + (−→A 0 +−→a )]2φ = φ(λ− |φ|2)
−L−→a = 1
k2
Re[φ(i
−→∇φ+ (−→A 0 +−→a )φ)] (4.4.1)
en supposant que λ ∈ [0, 2π + δ0[ ave δ0 assez petit et k assez grand.
Lemme 4.4.1 . Si (φ,−→a ) ∈ A vérie les équations de Ginzburg-
Landau (3.3.21) pour λ, k donnés, alors :
‖∆−→a ‖2L2 ≤
λ3
4k2
. (4.4.2)
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Preuve. On se rappelle que div −→a = 0 et on alule
‖∆−→a ‖2L2 =
∫
Ω
‖∆−→a ‖2
=
∫
Ω
‖ rot∗ rot −→a ‖2
= 1
k4
∫
Ω
‖Re[φ(i−→∇ +−→A0 +−→a )φ]‖2,
(4.4.3)
en utilisant la deuxième équation de GL. On ontinue à majorer :
‖∆−→a ‖2L2 ≤
1
k4
∫
Ω
‖φ(i−→∇ +−→A0 +−→a )φ‖2
≤ λ
k4
∫
Ω
‖(i−→∇ +−→A0 +−→a )φ‖2 , en utilisant l'inégalité (3.4.8)
≤ λ
k4
〈(i−→∇ +−→A0 +−→a )φ, (i−→∇ +−→A0 +−→a )φ〉
≤ λ
k4
〈[i−→∇ +−→A 0 +−→a ]2φ, φ〉
≤ λ
κ2
〈φ(λ− |φ|2), φ〉 en utilisant la première équation de GL
≤ λ
k4
∫
Ω
|φ|2(λ− |φ|2)
≤ λ
k4
λ2
4
=
λ3
4k4
.
(4.4.4)
A la n, on a utilisé l'égalité supx∈[0,λ] x(λ−x) = λ
2
4
et 0 ≤ |φ|2 ≤ λ. CQFD
Lemme 4.4.2 . Si
−→a ∈ L∞, alors le niveau fondamental de l'opérateur
[i
−→∇ + (−→A 0 +−→a )]2 (4.4.5)
est minoré par
2π(1− 2√
2π
‖−→a ‖L∞). (4.4.6)
Preuve. L'opérateur H déni à l'équation (3.1.3) a un niveau fondamental
égal à 2π. Cela nous donne
‖φ‖2L2 ≤
1
2π
‖(i−→∇ +−→A 0)φ‖2L2 =
1
2π
〈Hφ, φ〉. (4.4.7)
On fait alors le alul suivant
|〈−→a φ.(i−→∇φ+−→A0φ)〉| ≤ ‖−→a ‖L∞
∫
Ω
|φ|‖i−→∇φ+−→A0φ‖
≤ ‖−→a ‖L∞‖φ‖L2
√∫
Ω
‖i−→∇φ+−→A0φ‖2
≤ ‖−→a ‖L∞‖φ‖L2
√〈Hφ, φ〉
≤ 1√
2π
‖−→a ‖L∞〈Hφ, φ〉.
(4.4.8)
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Cei permet de minorer la première valeur propre de l'opérateur de
Shrödinger magnétique
〈[i∇ +−→A 0 +−→a ]2φ, φ〉 ≥ 〈Hφ, φ〉+ 2Re〈−→a φ, (i∇+−→A 0)φ〉
≥ 〈Hφ, φ〉 − 2√
2π
‖−→a ‖L∞〈Hφ, φ〉
≥ (1− 2√
2π
‖−→a ‖L∞)〈Hφ, φ〉
≥ 2π(1− 2√
2π
‖−→a ‖L∞)‖φ‖2L2.
(4.4.9)
On a don bien la minoration voulue. CQFD
Lemme 4.4.3 . Soit (φ,−→a ) ∈ A une solution des équations de Ginzburg-
Landau (3.3.21) pour λ, k donnés. Supposons que l'opérateur [i∇+−→A 0+−→a ]2
ait un niveau fondamental supérieur à λ ; alors (φ,−→a ) = (0, 0).
Preuve. Appellons λ−→a le niveau fondamental de [i∇+
−→
A 0+
−→a ]2. La première
équation de Ginzburg-Landau nous donne
[i∇+−→A 0 +−→a ]2φ = φ(λ− |φ|2). (4.4.10)
En multipliant l'équation (4.4.10) par φ et en intégrant, on obtient :
λ−→a ||φ||2L2 ≤ 〈[i∇+
−→
A 0 +−→a ]2φ, φ〉 =
∫
Ω
λ|φ|2 − |φ|4. (4.4.11)
Cette équation implique :∫
Ω
|φ|2(λ− λ−→a − |φ|4) ≥ 0. (4.4.12)
Cette inégalité n'est possible que si φ = 0.
L'équation originale (3.3.21) implique alors L−→a = rot∗ rot −→a = −→0 . Or on
sait que L est inversible (f 3.1.8) ; don −→a = 0. CQFD
Lemme 4.4.4 . Soit D > 0 ; l'équation
2π(1− 1√
2π
D
λ
3
2
k2
) = λ (4.4.13)
possède une unique solution λ(k,D) ∈]0, 2π[.
De plus la fontion k 7→ λ(k,D) vérie les estimations
λ(k,D) > 2π(1− 2Dπ
k2
),
λ(k,D) = 2π +O( 1
k2
), si k →∞
λ(k,D) ≃ (
√
2π
D
)
2
3k
4
3
si k → 0.
(4.4.14)
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Preuve. La fontion fk(λ) = λ+
√
2πDλ
3
2
k2
est stritement roissante sur [0, 2π]
et vérie fk(0) = 0 ainsi que fk(2π) > 2π. Par onséquent, l'équation
fk(λ) = 2π (4.4.15)
possède une unique solution λ(k,D) dans ]0, 2π[.
L'inégalité 0 < λ(k,D) < 2π implique
2√
2π
Dλ(k,D)
3
2
2k2
<
2Dπ
k2
. (4.4.16)
On obtient alors :
λ(k,D) = 2π(1− 2√
2π
Dλ(k,D)
3
2
2k2
)
> 2π(1− 2Dπ
k2
).
(4.4.17)
On a l'inégalité :
2π = λ(k,D) +
√
2π
Dλ(k,D)
3
2
k2
< λ(k,D) + 2π
Dλ(k,D)
k2
< λ(k,D)(1 + 2π
D
k2
).
(4.4.18)
Cei implique l'inégalité :
1√
λ(k,D)
<
1√
2π
√
1 + 2π
D
k2
. (4.4.19)
L'équation dénissant λ(k,D) nous donne :
2π =
√
2π
Dλ(k,D)
3
2
k2
(1 +
k2√
2πD
√
λ(k,D)
). (4.4.20)
L'inégalité (4.4.19) implique
lim
k→0
k2√
λ(k,D)
= 0 (4.4.21)
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e qui nous donne 2π ≃ √2πDλ(k,D)
3
2
k2
. En inversant et équivalent on obtient,
λ(k,D) ≃ (
√
2π
D
)
2
3k
4
3
si k → 0, (4.4.22)
par un alul simple. CQFD
Théorème 4.4.5 . Il existe une onstante D > 0 tel que ∀−→a ∈ A,
‖−→a ‖L∞ ≤ D‖∆−→a ‖L2 . (4.4.23)
Pour ette onstante D, pour λ < λ(k,D) et si (φ,−→a ) ∈ A est solution des
équations de Ginzburg-Landau (3.3.21) alors (φ,−→a ) = (0, 0).
Preuve.
1ere étape :
Il existe une onstante C tel qu'on obtienne la majoration :
∀−→a ∈ H20 , ‖−→a ‖2H2 ≤ C
∫
Ω
‖∆−→a ‖2. (4.4.24)
L'espae H2 se plonge ontinument dans L∞, il existe don D > 0 ne dépen-
dant que du réseau m tel que
‖−→a ‖L∞ ≤ D
√∫
Ω
‖∆−→a ‖2. (4.4.25)
2eme étape :
Si (φ,−→a ) ∈ A est solution de Ginzburg-Landau pour λ, k, le lemme 4.4.1
implique l'inégalité
‖−→a ‖L∞ ≤ Dλ
3
2
2k2
. (4.4.26)
Le lemme 4.4.2 implique que le niveau fondamental de l'opérateur [i
−→∇ +
(
−→
A 0 +−→a )]2 est minoré par
2π − 2
√
2π(
Dλ
3
2
2k2
) = 2π −
√
2π(
Dλ
3
2
k2
). (4.4.27)
La ondition λ−→a > λ du lemme 4.4.3 est don vériée si
λ > 2π −
√
2π
Dλ
3
2
k2
. (4.4.28)
Cela équivaut à λ < λ(k,D) par le lemme 4.4.4.
Les hypothèses du lemme 4.4.3 étant vériées, on a (φ,−→a ) = (0, 0). CQFD
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Théorème 4.4.6 . Il existe k0 > 0 et h > 0 tel que, si k > k0 et λ ∈
[0, 2π + h[, alors les seules solutions de l'équation de Ginzburg-Landau sont
la solution triviale et elles onstruites au théorème 4.1.3.
Preuve.
1ere étape :
Le théorème 4.1.3 montre qu'il existe un voisinage de ǫ = 0 de la forme ]−η, η[
et un voisinage de la solution triviale (0, 0) de la forme ‖φ‖H1 + ‖−→a ‖H1 < η
sur lequel on peut aluler les solutions des équations de Ginzburg-Landau
par perturbation. Ce voisinage ne dépend que de k0.
Par le lemme 4.4.1, il existe k′0 > 0 tel que, si k ≥ k′0, alors les solutions
(φ,−→a ) des équations de Ginzburg-Landau vérient ‖−→a ‖H1 < η2 .
2eme étape :
Montrons qu'il sut d'obtenir une estimée L2 sur φ, l'estimée H1 en dé-
oulant pour obtenir ‖φ‖H1 < η2 .
Pour ela on utilise l'elliptiité du système d'équations de Ginzburg-Landau.
Les aluls suivants sont possibles puisque l'on sait que (φ,−→a ) est C∞.
L'équation de Ginzburg-Landau pour φ s'érit
[i
−→∇ +−→A 0]2φ = φ(λ− |φ|2)− 2−→a .(i−→∇ +−→A 0)φ−−→a 2φ. (4.4.29)
On multiplie ette formule par φ, on intègre sur Ω et on utilise la majoration
sur φ du théorème 3.4.2.
‖(i−→∇ +−→A 0)φ‖2L2 ≤ λ‖φ‖2L2 + 2‖−→a φ‖L2‖(i
−→∇ +−→A 0)φ‖L2 + ‖−→a φ‖2L2 .
(4.4.30)
L'inéquation (4.4.30) implique
‖(i−→∇ +−→A 0)φ‖L2 ≤ ‖−→a φ‖L2 +
√
2‖−→a φ‖2L2 + λ‖φ‖2L2
≤ ‖−→a ‖L4‖φ‖L4 +
√
2‖−→a ‖2L4‖φ‖2L4 + λ‖φ‖2L2.
(4.4.31)
La norme L4 de −→a tend vers 0 quand k tend vers ∞ ; don le ontrle en
norme L2 de φ se transforme trivialement en un ontrle en norme H1 de φ
par l'inégalité (4.4.31) et l'elliptiité de l'opérateur i
−→∇ +−→A 0.
Il existe don η2 > 0 tel que pour k assez grand ‖φ‖L2 < η2 implique ‖φ‖H1 <
η
2
. Montrons maintenant l'estimée L2.
3eme étape :
L'équation de Ginzburg-Landau donne la relation∫
Ω
|φ|2(λ− |φ|2) = 〈φ, φ(λ− |φ|2)〉
= 〈φ, [i−→∇ + (−→A 0 +−→a )]2φ〉
≥ (2π − w(k)) ∫
Ω
|φ|2.
(4.4.32)
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Dans les équations (4.4.32) et (4.4.33), 2π − w(k) orrespond à la valeur du
niveau fondamental de l'opérateur [i
−→∇ +(−→A 0+−→a )]2. Le lemme 4.4.4 arme
que w(k) tend vers 0 quand k tend vers l'inni.
L'inégalité (4.4.32) s'érit alors∫
Ω
|φ|2(ǫ+ w(k)− |φ|2) ≥ 0. (4.4.33)
On pose r = ǫ+ w(k). L'inégalité (4.4.33) implique
(
∫
Ω
|φ|2)2 ≤
∫
Ω
|φ|4 ≤ r
∫
Ω
|φ|2. (4.4.34)
Cette équation implique que
∫
Ω
|φ|2 ≤ |r|.
On hoisit ǫ ∈]− η2/2, η2/2[ et k assez grand pour que ‖φ‖L2 soit inférieur à
η2.
Pour λ ∈ [0, 2π − η2/2[ le théorème 4.4.5 et le lemme 4.4.4 nous donnent le
résultat. CQFD
On a don entièrement résolu notre problème initial dans le as où k
est grand. On peut préiser un peu le théorème 4.3.1.
Proposition 4.4.7 . Il existe k0 > 0 et h > 0 tel que si k > k0 et λ ∈
[2π, 2π + h[ alors la ourbe de solutions bifurquées dénie au théorème 4.1.3
est le minimum de la fontionnelle.
Preuve. Si le ouple (φ,−→a ) est un ouple qui minimise la fontionnelle de
Ginzburg-Landau, alors il est solution des équations de Ginzburg-Landau
don il est égal soit à la solution nulle soit au ouple bifurqué.
Le théorème 4.2.1 indique que l'énergie du ouple bifurqué est plus basse
que elle du ouple (0, 0). Le ouple (φ,−→a ) est don égal au ouple
bifurqué. CQFD
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Chapitre 5
Analyse du minimum EVk,Hext
Dans e hapitre, on dérit la struture du diagramme de phase (f 2.4.17). On
utilise pour ela la fontionnelle EVk,Hext(Hint, φ,
−→a ) (f (2.4.27)). On utilise
aussi la distintion entre les diérents états possibles eetués dans la dé-
nition 2.4.17.
On montre d'abord des théorèmes de monotonie sur l'état du supraondu-
teur puis on revient sur le as k = 1√
2
.
Les troisième et quatrième parties sont onsarées à l'état normal et à l'état
pur déni en 2.4.17.
On rappelle que l'énergie de l'état normal est
1
4
et que l'énergie pour Hint = 0
est
H2ext
2
qui est l'énergie de l'état pur.
5.1 Théorèmes de monotonie
On utilise ii la fontionnelle EVk,Hext(Hint, φ,
−→a ) dénie à l'équation (2.4.27).
Théorème 5.1.1 . Soit (k,Hext) un point du diagramme des phases du
supraonduteur où EVk,Hext = H
2
ext
2
. Alors, pour tout k′ ≤ k, tout H ′ext ≤ Hext,
on a : EVk′,H′ext =
H′ext
2
2
.
Remarque 5.1.2 . En utilisant le langage des physiiens, on dira que, si
(k,Hext) est un point du diagramme des phases où le supraonduteur est
pur et si k′ ≤ k et H ′ext ≤ Hext, alors le supraonduteur est aussi pur en e
point.
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Preuve. Soit don (k,Hext) un point du diagramme des phases sur lequel
EVk,Hext = H
2
ext
2
. Cela signie que l'énergie minimale est
H2ext
2
. En e point
l'énergie minimale de la fontionnelle est atteinte par l'état (0,
√
λ, 0) qui est
un état de quantiation 0. Par dénition ela équivaut à
∀Hint > 0, ∀(φ,−→a ) ∈ A, Dλ,k(φ,−→a ) + 12(Hint −Hext)2 ≥ H
2
ext
2
. (5.1.1)
L'inégalité (5.1.1) est équivalente à
∀Hint > 0, ∀(φ,−→a ) ∈ A,
{
∫
Ω
Hint
4πk
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 1
4
(1− |φ|2)2
+
H2int
2(2π)2
| rot −→a |2}+ H
2
int − 2HintHext
2
≥ 0.
(5.1.2)
Si k déroît alors 1
k
roît ; les intégrales étant positives, le membre de gauhe
de (5.1.2) roît. Si Hext déroît, alors la quantité −2HintHext roît et don le
membre de gauhe roît. Par onséquent, si k′ ≤ k et si H ′ext ≤ Hext, l'état
qui minimise la fontionnelle vérie don EVk,Hext ≥ H
2
ext
2
et il y a égalité par
le lemme 3.4.1. CQFD
Théorème 5.1.3 . Soit (k,Hext) un point du diagramme des phases du
supraonduteur où le minimum de la fontionnelle est atteint par l'état
normal. Alors, pour tout k′ ≥ k, le minimum de la fontionnelle au point
(k′, k
′
k
Hext) est atteint par l'état normal.
Preuve. L'énergie de l'état normal est égale à
1
4
. On pose H ′ext =
k′
k
Hext.
On a don, puisque l'état normal est un minimum :
∀Hint > 0, ∀(φ,−→a ) ∈ A,
H2int
(2πk)2
{∫
Ω
1
2
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 14( 2πkHint − |φ|2)2
+k
2
2
| rot −→a |2}+ 1
2
(Hint −Hext)2 ≥ 14 .
(5.1.3)
L'inégalité à démontrer est :
∀H ′int > 0, ∀(φ,−→a ) ∈ A,
H′int
2
(2πk′)2{
∫
Ω
1
2
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 14( 2πk
′
H′int
− |φ|2)2
+k
′2
2
| rot −→a |2}+ 1
2
(H ′int −H ′ext)2 ≥ 14 .
(5.1.4)
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On érit H ′int =
k′
k
Hint et on obtient
k
Hint
=
k′
H ′int
. (5.1.5)
L'inégalité à démontrer est alors équivalente à
∀Hint > 0, ∀(φ,−→a ) ∈ A,
H2int
(2πk)2
{∫
Ω
1
2
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 + 14( 2πkHint − |φ|2)2
+k
′2
2
| rot −→a |2}+ (k′
k
)2 1
2
(Hint −Hext)2 ≥ 14 .
(5.1.6)
Cette inégalité est impliquée par l'inégalité (5.1.3) ar k′ ≥ k. CQFD
Théorème 5.1.4 . Soit (k,Hext) un point du diagramme des phases du
supraonduteur où le minimum de la fontionnelle est atteint par l'état nor-
mal. Alors ∀H ′ext ≥ Hext le minimum de la fontionnelle est atteint par l'état
normal.
Preuve. L'énergie de l'état normal est égale à
1
4
.
On a don, puisque l'état normal est un minimum :
∀Hint > 0, 1
λ2
mF (λ, k) +
1
2
(Hint −Hext)2 ≥ 1
4
. (5.1.7)
Rappelons que mF (λ, k) a été introduit en (2.4.18).
En partiulier si Hint = Hext, ette inégalité implique
(
Hext
2πk
)2mF (
2πk
Hext
, k) ≥ 1
4
. (5.1.8)
C'est l'inégalité (5.1.7) qu'il faut démontrer ave Hext remplaé par H
′
ext. Si
Hint ≤ Hext, alors on a trivialement
(Hint −Hext)2 ≤ (Hint −H ′ext)2. (5.1.9)
Par onséquent, l'inégalité (5.1.7) est démontrée pour Hint ≤ Hext ave Hext
remplaé par H ′ext.
Si Hint > Hext alors le théorème (3.4.12) ombinée à l'inégalité (5.1.8) nous
donne
(
Hint
2πk
)2mF (
2πk
Hint
, k) ≥ (Hext
2πk
)2mF (
2πk
Hext
, k) ≥ 1
4
. (5.1.10)
Par onséquent l'inégalité (5.1.7) est démontrée siHint > Hext par onséquent
l'inégalité (5.1.7) est don démontré ave Hext remplaé par H
′
ext. CQFD
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Remarque 5.1.5 . Même si la démonstration utilise la modélisation de
l'état de quantiation 1 (voir l'hypothèse 2.4.1), la démonstration des
théorèmes de monotonies n'utilise pas ette hypothèse. Ces théorèmes doivent
don être vrai dans un adre plus général.
Le théorème 3.5.1 nous permet de trouver le minimum EVk,Hext dans ertains
as.
Lemme 5.1.6 . Si Hext = k =
1√
2
, alors le minimum EVk,Hext est égal à 14 .
De plus, il est atteint par l'état normal et par l'état pur.
Preuve. En vertu du théorème (3.4.13), il faut démontrer l'inégalité :
∀Hint ≤ 1√
2
, (
Hint
2πk
)2mF (
2πk
Hint
, k) +
1
2
(Hint − 1√
2
)2 ≥ 1
4
. (5.1.11)
Mais le théorème 3.5.1 nous donne l'inégalité :
mF (λ, k) ≥ λπ − π2. (5.1.12)
Par onséquent, l'inégalité (5.1.11) est impliquée par l'inégalité (on utilise
λ = 2πk
Hint
)
∀Hint ≤ 1√
2
, [
Hint
2k
− (Hint
2k
)2] +
1
2
(Hint − 1√
2
)2 ≥ 1
4
. (5.1.13)
Or ette dernière inégalité est en fait une égalité ; don on a démontré e que
l'on voulait.
L'énergie de l'état normal est
1
4
. L'énergie de l'état pur est égale à
1
2
( 1√
2
)2 = 1
4
.
CQFD
Théorème 5.1.7 . Si k ≤ 1√
2
, alors
EVk,Hext =
{
H2ext
2
si Hext ≤ 1√2
1
4
si Hext ≥ 1√2 .
(5.1.14)
Remarque 5.1.8 . En terme physique ela se dit : Si k ≤ 1√
2
alors le min-
imum EVk,Hext est atteint par l'état supraonduteur pur si Hext < 1√2 et par
l'état normal si Hext >
1√
2
et par es deux états si Hext =
1√
2
.
112
Preuve. Le lemme 5.1.6 ombiné au théorème 5.1.1 donne le résultat dans le
as Hext ≤ 1√2 .
Par onséquent, le minimum de la fontionnelle est égal à
1
4
si k ≤ 1√
2
et
Hext =
1√
2
. Il se trouve que
1
4
est égal à l'énergie de l'état normal.
Don le théorème 5.1.4 nous donne la onlusion si Hext ≥ 1√2 . CQFD
Théorème 5.1.9 . Si Hext ≥ k ≥ 1√2 , alors :
EVk,Hext =
1
4
. (5.1.15)
Autrement dit le théorème nous dit que le minimum de la fontionnelle est
atteint par l'état normal.
Preuve. Le lemme 5.1.6, le théorème 5.1.3 et le théorème 5.1.4 nous donnent
le résultat. CQFD
5.2 Analyse du as k = 1√
2
(d'après [Sa℄)
Dans ette setion, on souhaite étudier en profondeur la fontionnelle Fλ,k
dans le as k = 1√
2
. Dans e but, on montre que l'équation A+(φ,
−→a ) = 0
possède une solution pour tout λ > 2π.
On a besoin d'un résultat d'analyse sur les variétés dans ette partie ; on
reprend ii l'appendie 4 du preview [Sa℄ qui n'est semble t'il pas publié. Ce
résultat oupe la première sous setion qui est reprise de [Sa℄.
On peut alors résoudre l'équation A+ = 0 et trouver ainsi les ouples min-
imisants la fontionnelle Fλ, 1√
2
. On déduit de e résultat une égalité remar-
quable sur les onstantes I et K dénies aux équations (4.1.49) et (4.1.50).
Cette partie n'est pas omplètement originale, il y a des travaux similaires
dans [CY℄, [Ga℄, [Tau℄.
5.2.1 L'équation de Kazdan-Warner (d'après [Sa℄)
Rappelons que L est un réseau de R2 et Ω un domaine fondamental pour e
réseau. Les fontions L-périodiques s'identient aux fontions sur R2/L.
Théorème 5.2.1 . Soit h une fontion positive non nulle appartenant à
Hn(R2/L) ave n ≥ 2. Si A est un réel stritement positif, alors l'équation
−∆u + euh = A (5.2.1)
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possède une unique solution u dans Hn+2(R2/L)
Preuve. On utilise l'ensemble ouvert
H = {h ∈ Hn(R2/L) ave h ≥ 0 et
∫
Ω
h > 0}. (5.2.2)
On note :
U = {(h, u) ∈ H ×Hn+2(R2/L)| −∆ u+ euh = A}, (5.2.3)
l'espae des solutions de l'équation (5.2.1). Le lemme suivant donne ses pro-
priétés.
Lemme 5.2.2 . L'espae U ⊂ Hn(R2/L)×Hn+2(R2/L) est une variété C∞
de Banah et la projetion
π : U 7→ H (5.2.4)
dénie par π(h, u) = h est un diéomorphisme loal au voisinage de tous les
points de U .
Preuve. Considérons l'appliation P : Hn(R2/L)×Hn+2(R2/L) 7→ Hn(R2/L)
dénie par
P (h, u) = −∆u+ euh−A. (5.2.5)
Sa diérentielle au point (h, u) est :
dP(h,u)(hˆ, uˆ) = −∆ uˆ+ euhuˆ+ euhˆ. (5.2.6)
Étudions l'opérateur
R : C∞(R2/L,R) 7→ C∞(R2/L,R)
f 7→ Rf = −∆f + euhf. (5.2.7)
Cet opérateur est symétrique sur l'espae C∞(R2/L,R). C'est un opérateur
diérentiel elliptique d'ordre 2 sur le tore R2/L qui est une variété ompate.
Don l'opérateur R possède une extension autoadjointe de domaine D(R) =
H2(R2/L,R) que l'on ontinue à appeller R (voir par exemple [LM℄, théorème
III.5.8). De plus, l'injetion de H2(R2/L) dans L2(R2/L) étant ompate, son
spetre est disret.
Si (h, u) ∈ Hn+2(R2/L,R) alors l'opérateur R restreint à Hn(R2/L,R) a pour
image Hn+2(R2/L,R).
Il sut pour montrer que R est inversible de montrer que R est injetif ar
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R possède un spetre disret.
Soit don uˆ ∈ H2(R2/L) tel que
−∆ uˆ+ euhuˆ = 0. (5.2.8)
En faisant le produit salaire de l'équation (5.2.8) par uˆ on obtient l'équation∫
Ω
(‖−→∇ uˆ‖2 + euh|uˆ|2) = 0 (5.2.9)
qui implique que la fontion uˆ s'annule sur un ensemble de mesure positive
(là où la fontion h est diérente de 0). De plus
−→∇uˆ = 0 don la fontion uˆ
est onstante. Elle est don nulle. Par onséquent, l'opérateur R est injetif
don surjetif et il est inversible pour toute paire (h, u) ∈ H ×Hn+2(R2/L ).
Cela montre que 0 est une valeur régulière de la fontion P ; don P−1(0)
est une variété de Banah par le théorème des fontions impliites dans les
espaes de Banah. Or U = P−1(0) ; don U est une variété de Banah.
L'espae tangent à U en (h, u) est le noyau de dP (h, u) :
T(h,u)U = {(hˆ, uˆ)|(−∆+ euh)uˆ+ euhˆ = 0}. (5.2.10)
Maintenant le linéarisé de l'opérateur de projetion :
dπ(h, u) : T(h,u)U 7→ Hn(R2/L), (5.2.11)
est donnée par (hˆ, uˆ) 7→ hˆ. Cet opérateur est bijetif si et seulement si,
pour tout hˆ ∈ Hn(R2/L), il existe un unique uˆ ∈ Hn+2(R2/L) tel que
(hˆ, uˆ) ∈ T(h,u)U . Cela provient de la bijetivité de l'opérateur −∆ + euh.
Maintenant le théorème d'inversion loale montre que haque paire (h, u) ∈ U
possède un voisinage V tel que la restrition de π à V est un diéomorphisme
de V sur π(V). CQFD
La proposition suivante est la lé du théorème, il donne des estimées
à priori sur les solutions de l'équation (5.2.1).
Proposition 5.2.3 . Il existe une fontion ontinue φA :]0,∞[2→]0,∞[ telle
que
‖u‖L∞ ≤ φA(‖h‖L2,
∫
Ω
h) (5.2.12)
pour toute solution (h, u) de l'équation (5.2.1).
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Remarque 5.2.4 . La preuve de la proposition montrera que l'on peut pren-
dre pour φA la fontion
φA(t, B) = | log(A
B
)|+ 2c0A+ 2c0At
B
exp(4
c0At
B
) (5.2.13)
où c0 est la onstante introduite au lemme 3.1.9.
Preuve.
1ere étape : Si (h, u) ∈ C∞(R2/L)2 et sont solution de l'équation (5.2.1),
alors :
u(x) ≤ 4c0At
B
+ log(
A
B
) (5.2.14)
pour tout x ∈ R2, ave t = ‖h‖L2, B =
∫
Ω
h.
La fontion h0 = h − B a une moyenne nulle ; par onséquent, d'après le
lemme 3.1.9, il existe une unique fontion v0 ∈ C∞(Ω) telle que :
−∆ v0 = −h0 = B − h et
∫
Ω
v0 = 0. (5.2.15)
Le lemme 3.1.9 donne la majoration :
‖v0‖L∞ ≤ c0‖h0‖L2 ≤ c0(‖h‖L2 +B) ≤ 2c0t. (5.2.16)
Considérons maintenant la fontion w L-périodique sur R2, dénie par :
wǫ(x) = log(
A+ ǫ
B
) +
A+ ǫ
B
(v0(x) + 2c0t)− u(x) ave ǫ > 0. (5.2.17)
Si xǫ est un point de R
2
où elle atteint son minimum, alors :
wǫ(xǫ) = inf
Ω
wǫ et (−∆wǫ)(xǫ) ≤ 0. (5.2.18)
Cette inégalité nous donne :
0 ≥ (−∆wǫ)(xǫ)
= A+ǫ
B
(−∆ v0(xǫ)) + ∆ u(xǫ)
= A+ǫ
B
(B − h(xǫ)) + eu(xǫ)h(xǫ)−A
= ǫ+ h(xǫ)(e
u(xǫ) − A+ǫ
B
).
(5.2.19)
Cela implique :
h(xǫ) 6= 0 et u(xǫ) < log(A+ ǫ
B
). (5.2.20)
116
Par onséquent, on a wǫ(xǫ) ≥ 0 et don wǫ(x) ≥ 0, pour tout x ∈ R2. La
limite ǫ→ 0 donne l'inégalité
u(x) ≤ log(A
B
) +
A
B
(v0(x) + 2c0t). (5.2.21)
Cette inégalité, ombinée à l'inégalité (5.2.16), donne l'inégalité (5.2.14).
2eme étape : Si (h, u) ∈ C∞(R2/L)2 et sont solution de l'équation (5.2.1),
alors la fontion A − euh a une moyenne nulle. L'unique solution u0 ∈
C∞(R2/L) de
−∆ u0 = A− euh et
∫
Ω
u0 = 0 (5.2.22)
vérie
‖u0‖L∞ ≤ c0A+ c0At
B
exp(4
c0At
B
). (5.2.23)
La fontion u vérie −∆ u = A− euh, elle est don de moyenne nulle.
Par le lemme 3.1.9, on a l'inégalité :
‖u0‖L∞ ≤ c0‖A− euh‖L2
≤ c0(‖A‖L2 + ‖euh‖L2)
≤ c0(A+ tesup u).
(5.2.24)
La onlusion provient alors de la première étape.
3eme étape : Si (h, u, u0) sont omme dans l'étape 2, alors
u = u0 − log( 1
A
∫
Ω
eu0h) (5.2.25)
et
‖u‖L∞ ≤ 2‖u0‖L∞ + | log(A
B
)|. (5.2.26)
Puisque ∆(u − u0) = 0, il s'ensuit que : u = u0 + c, où c est une onstante.
La valeur de c est déterminée par le fait que la fontion A − eu0+ch a une
moyenne nulle. Par onséquent, on a :
c = − log( 1
A
∫
Ω
eu0h), (5.2.27)
e qui prouve la relation (5.2.25). Maintenant, on remarque que :
exp(−‖u0‖L∞)h ≤ eu0h ≤ exp(‖u0‖L∞)h. (5.2.28)
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En intégrant sur Ω, on obtient :
exp(−‖u0‖L∞)B
A
≤ 1
A
∫
Ω
eu0h ≤ exp(‖u0‖L∞)B
A
. (5.2.29)
En prenant les logarithmes, on obtient
|c| ≤ ‖u0‖L∞ + | log(A
B
)|. (5.2.30)
Puisque u = u0 + c, ela prouve la relation (5.2.26).
4eme étape : Preuve de la proposition .
On déduit des étapes 2 et 3 que toute solution (h, u) de (5.2.1), ave h 6= 0,
vérie :
‖u‖L∞ ≤ | log(AB )|+ 2‖u0‖L∞
≤ | log(A
B
)|+ 2[c0A+ c0AtB exp(4 c0AtB )]≤ φA(t, B).
(5.2.31)
On a utilisé l'inégalité (5.2.23). Cela prouve le lemme pour les solutions C∞.
Supposons maintenant par l'absurde qu'il existe un ouple (h0, u0) ∈ U tel
que :
‖u0‖L∞ > φA(‖h0‖L2 ,
∫
Ω
h0). (5.2.32)
Considérons la projetion π : U 7→ H et l'inverse loal{ H 7→ Hn+2(R2/L)
h 7→ uh (5.2.33)
qui fait orrespondre à tout élément h susamment prohe de h0 l'unique
solution u = uh de l'équation (5.2.1) prohe de u0. Cette appliation est
ontinue et don
‖uh‖L∞ > φA(‖h‖L2,
∫
Ω
h) (5.2.34)
pour h susamment prohe de h0. Prenons une fontion h prohe de
h0. Alors, par la régularité elliptique, la fontion u est aussi C
∞
don
l'inégalité (5.2.34) ontredit l'inégalité (5.2.31). CQFD
Preuve du théorème. Considérons la projetion
π : U 7→ H (5.2.35)
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du lemme 5.2.2. Le lemme 5.2.3 montre que l'ensemble π−1(h) des solutions
u ∈ Hn+2(R2/L) de l'équation (5.2.1) est ompat.
En eet si uν ∈ π−1(h) est une suite, elle vérie une estimée uniforme
sup
ν
‖uν‖L∞ ≤ c1. (5.2.36)
Puisque −∆ uν = A − euνh les estimées elliptiques dans les espaes L2
(f (3.3.1)) donnent
sup
ν
‖uν‖Hn+2 ≤ c2. (5.2.37)
Le théorème 2.2.3 nous dit que l'injetion de Sobolev Hn+2(R2/L) →֒
C0(R2/L) est ompate. Par onséquent il existe une sous suite uψ(ν) qui
onverge en norme L∞. Puisque uψ(ν) est solution de l'équation (5.2.1), on ob-
tient par le théorème 3.3.1 la onvergene uψ(ν) en norme H
n+2
. Cela prouve
la ompaité.
Le lemme 5.2.2 nous indique que les points de π−1(h) sont isolés pour la
norme Hn+2 ; ela montre que π−1(h) est un ensemble ni, pour tout h ∈ H.
Cela implique que la projetion π est un revêtement d'espae topologique
(voir par exemple [Do℄, p. 102). On a don la relation
ardπ−1(h0) = ard π−1(h1) (5.2.38)
pour tout h0, h1 ∈ H. Cela montre que le nombre de points dans π−1(h) est
indépendant de h ∈ H. Montrons que e nombre est égal à 1, en utilisant la
fontion h(x) = 1. L'équation
−∆ u+ eu = A (5.2.39)
possède la solution évidente u(x) = log A. Montrons que 'est la seule solu-
tion.
Soit don u une solution de l'équation (5.2.39) et soit x0 un point où u atteint
son maximum. En e point, on a la relation :
0 ≤ −∆ u(x0) = A− eu(x0). (5.2.40)
On a don eu(x0) ≤ A et don :
eu(x) ≤ A, (5.2.41)
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pour tout x ∈ Ω. Par ailleurs l'équation (5.2.39) implique :∫
Ω
(A− eu) = 0 (5.2.42)
et ei n'est possible que si eu(x) = A. CQFD
Dans la setion suivante on va ramener l'équation A+ = 0 à l'équa-
tion de Kazdan-Warner.
5.2.2 Résolution de A+ = 0 et onséquenes
Dans ette setion on trouve toutes les setions qui minimisent la fontion-
nelle A+. Il existe un étude similaire dans [Al2℄ pour un problème retangu-
laire.
Rappelons le théorème 3.5.1 : si (φ,−→a ) ∈ A alors
Fλ, 1√
2
(φ,−→a ) = λπ − π2 + A+(φ,−→a ). (5.2.43)
L'expression de A+ est
A+(φ,
−→a ) =
∫
Ω
1
2
|D+φ|2 + 1
4
|2π + rot −→a − (λ− |φ|2)|2, (5.2.44)
où
D+φ = 2L+φ+ (ay − iax)φ = ∂φ
∂x
+ i
∂φ
∂y
+ Ayφ− iAxφ. (5.2.45)
Dans le théorème suivant, φ0 est l'état fondamental de l'opérateur de
Shrödinger magnétique H déni à la setion 3.1. La fontion φ0 appartient
aussi au noyau de l'opérateur L+ (f le lemme 3.1.2). On note z0 le zéro de
φ0 dans Ω qui est unique par la proposition 3.1.6.
Dénition 5.2.5 . Si h = hx + ihy ∈ C, on dénit :
φh(x, y) = e
iπ(hyx−hxy)φ0(z − h). (5.2.46)
Proposition 5.2.6 . On a les propriétés suivantes :

φh ∈ C∞(E1)
φh(z0 + h) = 0
φ−1h ({0}) = z0 + h+ L
φh=0 = φ0
L+(φh) = πhφh
(5.2.47)
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Par ailleurs si v = n1r + n2(w + iu) ∈ L alors il existe un omplexe D de
module 1 tel que
φh+v(z) = De
2iπ([n2u]x−[n1r+n2w]y)φh(z), (5.2.48)
la fontion e2iπ([n2u]x−[n1r+n2w]y) étant L-périodique.
Preuve. Montrons tout d'abord que φh est bien une setion de E1 ; on a :
φh(z + r) = e
iπ(hy(x+r)−hxy)φ0(z + r − h)
= eiπhyreiπ(hyx−hxy)eiπr(y−hy)φ0(z − h)
= eiπ(hyx−hxy)eiπryφ0(z − h)
= eiπryφh(z),
φh(z + w + iu) = e
iπ(hy(x+w)−hx(y+u))φ0(z + w + iu− h)
= eiπ(hyw−hxu)eiπ(hyx−hxy)eiπ[w(y−hy)−u(x−hx)]φ0(z − h)
= eiπ(hyx−hxy)eiπ[wy−ux]φ0(z − h)
= eiπ[wy−ux]φh(z).
(5.2.49)
L'ensemble des zéros de φ0 est z0+L par la proposition 3.1.6. Puisque l'expo-
nentielle ne s'annule pas, l'ensemble des zéros de φh est exatement z0+h+L
('est pour ela que φh a été onstruit).
La setion φ0 vérie l'équation
L+(φ0)(z) =
∂φ0
∂z
(z) +
π
2
zφ0(z) = 0. (5.2.50)
Par onséquent, on obtient
L+(φh)(z) =
∂eiπ(hyx−hxy)φ0(z − h)
∂z
+
π
2
zeiπ(hyx−hxy)φ0(z − h)
=
π
2
ihyφh +
iπ
2
(−ihx)φh + eiπ(hyx−hxy)∂φ0
∂z
(z − h) + π
2
zφh
=
π
2
hφh + e
iπ(hyx−hxy)−π
2
(z − h)φ0(z − h) + π
2
zφh
=
π
2
hφh +
−π
2
(z − h)φh + π
2
zφh
=
π
2
hφh +
π
2
hφh
= πhφh.
(5.2.51)
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On alule en utilisant les relations préédentes
φh+v(z) = e
iπ([hy+n2u]x−[hx+n1r+n2w]y)φ0(z − h− v)
= eiπ(hyx−yhx)eiπ([n2u]x−[n1r+n2w]y)φ0(z − h− n1r − n2(w + iu))
= eiπ(hyx−yhx)eiπ([n2u]x−[n1r+n2w]y)
e−iπn1r(y−hy)−iπn2[w(x−hx)−u(y−hy)]φ0(z − h)
= e2iπ([n2u]x−[n1r+n2w]y)eiπn1rhy−iπn2[−whx+uhy]φh(z)
= De2iπ([n2u]x−[n1r+n2w]y)φh(z)
(5.2.52)
ave D = eiπn1rhy−iπn2[−whx+uhy]. CQFD
Théorème 5.2.7 . On suppose λ > 2π.
Les solutions dans A de l'équation A+(φ,−→a ) = 0 sont de la forme{
φ = φ0e
icef
−→a = (∂f
∂y
,−∂f
∂x
)
(5.2.53)
où f est la solution régulière de l'équation
0 = −∆f − (λ− 2π) + |φ0|2e2f (5.2.54)
et c ∈ R .
Preuve.
1ere étape : On spéie ii les notations, les équations à résoudre et la régu-
larité.
Soit (φ,−→a ) un ouple vériant A+(φ,−→a ) = 0.
Résoudre l'équation A+ = 0 équivaut ompte tenu de (5.2.44) à résoudre le
système d'équation {
D+φ = 0,
2π + rot −→a = λ− |φ|2. (5.2.55)
Puisque Fλ, 1√
2
(φ,−→a ) = λπ − π2 + A+(φ,−→a ), le ouple (φ,−→a ) minimise la
fontionnelle Fλ, 1√
2
. Par le théorème 3.3.10, le ouple (φ,−→a ) est C∞.
Par le théorème 2.3.7, la setion φ admet un zéro que l'on érit sous la forme
zh = h+ z0.
La fontion φ dénie sur C s'annule don au moins sur l'ensemble zh+L tandis
que la fontion φh s'annule exatement sur l'ensemble zh + L (f (5.2.47)).
2eme étape : On réérit les équations ave φh.
On pose
f =
φ
φh
. (5.2.56)
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La fontion f est déni sur R2{zh+L}. Puisque φ, φh ∈ C∞(E1), le quotient
f est une fontion L-périodique. L'équation D+(φ) = 0 se réérit :
0 = 2L+(fφh) + (ay − iax)fφh
= 2[∂f
∂z
φh + πhfφh] + (ay − iax)fφh
= [2[∂f
∂z
+ πhf ] + (ay − iax)f ]φh,
(5.2.57)
ette équation étant vériée sur R2{zh + L}.
Puisque φh ne s'annule pas sur R
2{zh+L} qui est l'ensemble de dénition
de f , on peut simplier l'équation sur et ensemble :
0 = 2[
∂f
∂z
+ πhf ] + (ay − iax)f. (5.2.58)
On pose w = (−ay−2πhx)+i(ax−2πhy)
2
; la fontion w est C∞, L-périodique et est
dénie sur R2.
On a alors
∂f
∂z
= −fπ(hx + ihy)− (ay−iax)2 f
= f [ (−ay−2πhx)+i(ax−2πhy)
2
]
= fw.
(5.2.59)
3eme étape : On étend la fontion f à R2.
Par le lemme du d′′ (qui onerne la résolution des équations ∂u
∂z
= f voir le
texte [Do℄, p. 46), il existe une fontion k ∈ C∞(R2) telle que :
w =
∂k
∂z
. (5.2.60)
On pose g = fe−k et on a
∂g
∂z
= ∂fe
−k
∂z
= ∂f
∂z
e−k − ∂k
∂z
e−kf
= wfe−k − we−kf
= 0.
(5.2.61)
Par onséquent, la fontion g est analytique sur R2 privé de zh + L.
Si m ∈ zh + L alors φ(m) = 0 et puisque φ est C∞, on a φ = O(z −m). La
fontion φh s'annule en m, mais 'est un zéro simple (f 3.1.6) par onséquent
φ−1h = O(|z −m|−1) et on a f = O(1) au voisinage de m don g = O(1).
Par un résultat lassique sur les développements en série de Laurent, on
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onlut que g se prolonge en une fontion analytique en m. On peut don
prolonger g en une fontion analytique sur C.
Puisque f = gek, la fontion f s'étend à R2.
4eme étape : On montre que g ne s'annule pas.
La fontion g est entière, elle possède don des zéros disrets. Il existe zl tel
que le parallélogramme, dont les sommets sont :
zl, zl + r, zl + r + (w + iu) et zl + (w + iu), (5.2.62)
ne renontre auun zéro de g.
Le parallélogramme est appellé ∂P ; l'intérieur du parallélogramme est ap-
pellé P.
Le nombre n de zéros à l'intérieur du parallélogramme P est égal à :
n = 1
2πi
∫
∂P
∂g
∂z
(z)
g(z)
dz
= 1
2πi
∫
∂P
∂f
∂z
(z)
f(z)
dz
+ 1
2πi
∫
∂P −∂k∂z dz
= 1
2πi
∫
∂P −∂k∂z dz.
(5.2.63)
L'intégrale de
∂f
∂z
(z)
f(z)
sur le bord ∂P est nulle ar f est une fontion L-
périodique.
Maintenant, si ω est une 1-forme diérentielle, alors :∫
∂P
ω =
∫
P
dω. (5.2.64)
Par onséquent, on obtient :
n =
1
2πi
∫
∂P
−∂k
∂z
dz
=
1
2πi
∫
P
d(−∂k
∂z
dz)
=
1
2πi
∫
P
− ∂
∂z
∂k
∂z
dz ∧ dz
=
1
2πi
∫
P
− ∂
∂z
∂k
∂z
dz ∧ dz
=
1
2πi
∫
P
−∂w
∂z
dz ∧ dz.
(5.2.65)
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La fontion w est une fontion L-périodique ; par onséquent la fontion ∂w
∂z
est une fontion L-périodique d'intégrale nulle sur P. La préédente intégrale
est don nulle.
On a don n = 0 et la fontion g ne s'annule pas sur R2.
5eme étape : On obtient l'ériture φ = φh2e
v2
ave v2 fontion L-périodique.
Puisque f = gek, la fontion f ne s'annule pas sur R2. Puisque R2 est sim-
plement onnexe, il existe une fontion C∞ à valeur omplexe u telle que :
f = eu.
La fontion u a priori n'est pas périodique sur R2 ; ependant la fontion f
est périodique et C∞ ; on a don :{
eu(x+r,y)−u(x,y) = 1
eu(x+w,y+u)−u(x,y) = 1.
(5.2.66)
Par onséquent, il existe deux entiers relatifs n1 et n2 tels que :{
u(x+ r, y) = u(x, y) + 2πin1
u(x+ w, y + u) = u(x, y) + 2πin2.
(5.2.67)
La fontion
v(z) = u(z)− 2πi[n1ux+ (n2r − n1w)y] (5.2.68)
est L-périodique. On a don :
φ(z) = f(z)φh(z)
= ev(z)+2πi[n1ux+(n2r−n1w)y]φh(z)
= ev(z)e2πi[n1ux−(n1w−n2r)y]φh(z)
= D−1ev(z)φh−n2r+n1(w+iu)(z)
(5.2.69)
ave |D| = 1. Il existe don d ∈ C tel que D = ed ; on a don :
φ(z) = ev(z)−dφh−n2r+n1(w+iu)(z) (5.2.70)
On pose : h2 = h − n2r + n1(w + iu) et v2 = v − d, et on réérit φ sous la
forme :
φ(z) = ev2(z)φh2(z) (5.2.71)
où v2 est une fontion C
∞
, L-périodique.
6eme étape : On utilise l'expression préédente pour φ et on obtient la rééri-
ture suivante des équations (5.2.55) :{
∂v2
∂z
= (−ay−πh2,x)+i(ax−πh2,y)
2
0 = 2π − λ+ |φh2|2e2Re v2 + rot −→a .
(5.2.72)
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On a les relations :
∂v2
∂x
+ i
∂v2
∂y
= (−ay − πh2,x) + i(ax − πh2,y). (5.2.73)
On sépare la partie imaginaire et la partie réelle dans l'équation préédente :{
−∂ Im v2
∂y
+ ∂ Re v2
∂x
= −ay − πh2,x
∂ Im v2
∂x
+ ∂ Re v2
∂y
= ax − πh2,y, (5.2.74)
qui nous donne l'expression du potentiel veteur :{
ay = −πh2,x − ∂ Re v2∂x + ∂ Im v2∂y
ax = πh2,y +
∂ Re v2
∂y
+ ∂ Im v2
∂x
.
(5.2.75)
7eme étape : On préise la forme de v2.
Par hypothèse (φ,−→a ) ∈ A et don div −→a = 0 ; alulons ette divergene
ave l'expression préédente :
0 = div −→a
= ∂ax
∂x
+ ∂ay
∂y
=
∂
∂ Re v2
∂y
+
∂ Im v2
∂x
∂x
+
∂− ∂ Re v2
∂x
+
∂ Im v2
∂y
∂y
= ∂
2 Re v2
∂x∂y
− ∂2 Re v2
∂y∂x
+ ∂
2 Im v2
∂x2
+ ∂
2 Im v2
∂y2
= ∆ Im v2.
(5.2.76)
Puisque le noyau de ∆ est onstitué des fontions onstantes, la partie imag-
inaire de v2 est onstante égale à c. On pose :
ψ = Re v2 (5.2.77)
et on a don v2 = ψ + ic.
8eme étape : On montre que φ s'annule en z0.
Les équations (5.2.75) se réduisent don à :
ay = −πh2,x − ∂ψ∂x
ax = πh2,y +
∂ψ
∂y
.
(5.2.78)
Puisque le ouple (φ,−→a ) appartient à A, l'intégrale du potentiel veteur−→a sur Ω est nulle. Puisque ψ est une fontion C∞, L-périodique sur R2,
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l'intégrale sur Ω des fontions ∂ψ
∂x
et
∂ψ
∂y
est aussi nulle.
Cela ne peut se faire que si (h2,x, h2,y) = (0, 0). On a don φh2 = φ0 et
zh2 = z0.
9eme étape : On préise la forme de ψ.
Exprimons rot −→a ave la formule (5.2.78) :
rot −→a = ∂ay
∂x
− ∂ax
∂y
= −∂2ψ
∂x2
− ∂2ψ
∂y2
= −∆ψ.
(5.2.79)
La fontion ψ est alors solution de l'équation
0 = 2π − λ + |φ0|2e2ψ −∆ψ. (5.2.80)
La fontion η = 2ψ est alors solution de l'équation
0 = 2(2π − λ) + 2|φ0|2eη −∆ η. (5.2.81)
On sait par le théorème 5.2.1 que l'équation (5.2.81) possède une unique
solution. L'équation (5.2.80) possède don aussi une unique solution que
l'on note fs.
On don bien les solutions annonées. CQFD
Pour la suite, on note
φs = φ0e
fs
−→as = (∂fs∂y ,−∂fs∂y ),
(5.2.82)
où fs est l'unique solution de
λ− 2π = |φ0|2e2ψ −∆ψ. (5.2.83)
Corollaire 5.2.8 . La fontion mF (λ,
1√
2
) = inf
(φ,
−→a )∈A Fλ,k(φ,−→a ) est égale
à : {
λ2
4
si λ ≤ 2π
λπ − π2 si λ > 2π. (5.2.84)
Preuve. Le théorème 3.5.3 nous dit préisément que mF (λ, k) =
λ2
4
si λ ≤ 2π.
La formule (5.2.43) nous indique que mF (λ, k) ≥ λπ − π2 ar A+ ≥ 0.
Si λ > 2π, le théorème 5.2.7 nous indique que :
Fλ,k(φs,
−→as) = λπ − π2 + A+(φs,−→as) = λπ − π2. (5.2.85)
Don si λ > 2π, alors mF (λ, k) = λπ − π2. CQFD
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Proposition 5.2.9 . Si k = 1√
2
, il existe ǫ0 > 0 tel que, pour λ ∈]2π, 2π+ǫ0],
le ouple bifurqué (φ+,−→a +) soit de la forme (5.2.53).
Preuve. Il nous sut de démontrer que le ouple
(φ0e
ψ, (
∂ψ
∂y
,−∂ψ
∂x
)) (5.2.86)
où ψ est la solution régulière de l'équation
λ− 2π = |φ0|2e2ψ −∆ψ (5.2.87)
possède une norme H1 qui tend vers 0 quand λ tend vers 2π.
En eet le théorème 4.1.10 nous dit que toutes les solutions non triviales
dans un voisinage de (0, 0) dans A des équations (3.3.21) sont pour λ > 2π
prohe de 2π des solutions bifurquées.
Le théorème 5.2.1 nous indique que la solution ψ de l'équation (5.2.87) est
C∞ ar |φ0|2 ∈ C∞(R2/L,R) et C∞(R2/L,R) = ∩n≥0Hn(R2/L,R).
On pose ψ = 1
2
u+ ln (λ−2π)
2
, la fontion u est C∞ et vérie l'équation
−∆ u+ 2(λ− 2π)|φ0|2eu = 2(λ− 2π). (5.2.88)
La fontion u est don solution de l'équation (5.2.1) ave A = 2(λ− 2π) et
h = 2(λ− 2π)|φ0|2.
La proposition 5.2.3 nous indique que
‖u‖L∞ ≤ φA(t, B) (5.2.89)
ave t = ‖h‖L2 , B =
∫
Ω
h et φA est déni à l'équation (5.2.13).
Dans notre as, ela donne

t = 2(λ− 2π)‖|φ0|2‖L2 = 2(λ− 2π)
√
I
B = 2(λ− 2π)
φA(t, B) = 4c0(λ− 2π) + 4c0(λ− 2π)
√
I exp [8c0(λ− 2π)
√
I]
= O(λ− 2π).
(5.2.90)
La onstante I est dénie à l'équation (4.1.49) et on utilise que φ0 est par
dénition un veteur unitaire.
L'expression φA tend vers 0 quand λ tend vers 2π, il en est don de même
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de ‖u‖L∞.
La fontion u étant C∞ on peut intégrer librement et on obtient∫
Ω
| −∆ u|2 = 4(λ− 2π)2 ∫
Ω
[1− |φ0|2eu]2
= 2(λ− 2π)2[1 + e2O(‖u‖L∞ )]
= (λ− 2π)2O(1).
(5.2.91)
On en onlut que ‖∆ u‖L2 = O(λ− 2π). Vu que l'on a aussi un ontrle sur
la norme L∞, on obtient failement
‖u‖H2 = O(λ− 2π) (5.2.92)
La dénition (5.2.82) nous permet de dire que
‖−→a ‖H1 = ‖(1
2
∂u
∂y
,−1
2
∂u
∂x
)‖H1 = O(λ− 2π) (5.2.93)
On a don le ontrle sur le potentiel veteur.
L'expression de φ (f (5.2.82)) est
φ0
√
λ− 2πeu2 (5.2.94)
et sa norme H1 est trivialement estimée par O(
√
λ− 2π). CQFD
Lemme 5.2.10 . Supposons k ≥ 1√
2
; si le ouple (φ,−→a ) minimise la fon-
tionnelle Fλ,k, alors : ∫
Ω
| rot −→a |2 ≤ 2(λπ − 2π2). (5.2.95)
Preuve.
1ere étape :
Montrons le résultat pour k = 1√
2
. Dans e as, le ouple minimisant (φ,−→a )
est de la forme (eicφs,
−→as) ave c ∈ R. Le potentiel veteur est don forément
égal à
−→as .
Si on intègre sur Ω l'équation (5.2.83), on obtient :∫
Ω
|φs|2 = λ− 2π. (5.2.96)
L'équation (5.2.83) nous donne également :
|φs|4 = (λ− 2π)2 + 2(λ− 2π)∆ fs + |∆ fs|2. (5.2.97)
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Par onséquent, on a la relation :∫
Ω
|φs|4 = (λ− 2π)2 +
∫
Ω
|∆ fs|2. (5.2.98)
Or on sait par (5.2.79) que : rot −→as = −∆ fs ; par onséquent, on a la relation :∫
Ω
(λ− |φs|2)2 = λ2 − 2λ
∫
Ω
|φs|2 +
∫
Ω
|φs|4
= λ2 − 2λ(λ− 2π) + (λ− 2π)2 + ∫
Ω
|∆ fs|2
= (λ− (λ− 2π))2 + ∫
Ω
|∆ fs|2
= (2π)2 +
∫
Ω
|∆ fs|2
= (2π)2 +
∫
Ω
| rot −→as |2.
(5.2.99)
L'état (φs,
−→as) déni au théorème 5.2.7 vérie :∫
Ω
‖i−→∇φs+(−→A 0+−→as)φs‖2+1
4
(λ−|φs|2)2+1
4
∫
Ω
| rot −→as |2 = λπ−π2. (5.2.100)
Par onséquent, on a l'inégalité :
π2 +
1
2
∫
Ω
| rot −→as |2 ≤ λπ − π2, (5.2.101)
qui implique l'inégalité :∫
Ω
| rot −→as |2 ≤ 2[λπ − 2π2]. (5.2.102)
2eme étape :
Il sut d'appliquer la proposition 3.4.10 pour obtenir le résultat voulu.
CQFD
Si k ≥ 1√
2
, la formule (5.2.43) nous donne des résultats moins préis
mais qui permettront néanmoins de dérire la struture qualitative du
diagramme des phases.
Théorème 5.2.11 . On suppose k ≥ 1√
2
.
La fontion mF (λ, k) = inf(φ,−→a )∈A Fλ,k(φ,−→a ) vérie{
mF (λ, k) =
λ2
4
si λ ≤ 2π
λπ − π2 ≤ mF (λ, k) ≤ π2 + (λπ − 2π2)(k2 + 12) si λ > 2π.
(5.2.103)
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Preuve. L'égalité mF (λ, k) =
λ2
4
si λ ≤ 2π provient du théorème 3.5.3.
La fontionnelle Fλ,k vérie l'inégalité :
Fλ,k(φ,
−→a ) = λπ − π2 + A+(φ,−→a ) + 12(k2 − 12)
∫
Ω
| rot −→a |2
≥ λπ − π2 + 1
2
(k2 − 1
2
)
∫
Ω
| rot −→a |2
≥ λπ − π2.
(5.2.104)
On en déduit l'inégalité : λπ − π2 ≤ mF (λ, k).
L'égalité (5.2.104), ombinée ave le lemme 5.2.10, nous donne :
Fλ,k(φs,
−→as) = λπ − π2 + 12(k2 − 12)
∫
Ω
| rot −→as |2
≤ λπ − π2 + (k2 − 1
2
)(λπ − 2π2)
≤ π2 + (λπ − 2π2)[1 + (k2 − 1
2
)]
≤ π2 + (λπ − 2π2)(k2 + 1
2
).
(5.2.105)
Et don on a l'inégalité : mF (λ, k) ≤ π2 + (λπ − 2π2)(k2 + 12). CQFD
La formule suivante va nous permettre d'érire les développements
asymptotiques de l'énergie pour k ≥ 1√
2
.
Théorème 5.2.12 . On a la relation suivante entre K et I :
I − 4K = 1 (5.2.106)
où K et I sont les onstantes dénies aux équations (4.1.49) et (4.1.50).
Preuve. Au orollaire 5.2.8, on a alulé expliitement mF (λ,
1√
2
) pour tout
λ. On a obtenu :
mF (λ,
1√
2
) =
{
λ2
4
si λ < 2π,
λπ − π2 si λ ≥ 2π. (5.2.107)
Par la proposition 5.2.9 les états du théorème 5.2.7 sont des états bifurqués
pour λ prohe de 2π. On peut don utiliser le hapitre III.
Ces résultats s'érivent aussi en utilisant la variable ǫ dénie à l'équa-
tion (4.1.9) et les fontion FS et FN déni à l'équation (4.2.3){
FN(ǫ,
1√
2
) = (2π+ǫ)
2
4
,
FS(ǫ,
1√
2
) = ǫπ + π2.
(5.2.108)
On obtient alors :
(FS − FN)(ǫ, 1√
2
) =
−ǫ2
4
. (5.2.109)
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Mais on sait par le théorème 4.2.1 que
lim
ǫ→0
(FS − FN )(ǫ, 1√2)
ǫ2
= − 1
4(I − 2
k2
K)
= − 1
4(I − 4K) . (5.2.110)
En égalisant, on obtient la relation : I − 4K = 1. CQFD
Corollaire 5.2.13 . La ondition I − 2
k2
K > 0 des théorèmes 4.1.10, 4.2.1
et 4.3.1 est vériée, si k ≥ 1√
2
.
Preuve. La fontion k → I − 2
k2
K est une fontion roissante sur [ 1√
2
,∞[ et
prend la valeur 1 en 1√
2
; par onséquent, elle est stritement positive sur et
intervalle de dénition. CQFD
5.3 Le diagramme des phases, l'état normal
Dans ette setion, on trouve les valeurs de (k,Hext) pour lesquelles EVk,Hext =
1
4
. Physiquement ela orrespond à une énergie qui est atteinte par un état
normal. On aura alors résolu le problème 2.4.14.
On dénit les ensembles :
Fk = {Hext tel que ∀Hint ∈ R∗+, 1λ2mF (λ, k) + 12(Hext −Hint)2 ≥ H
2
ext
2
},
Gk = {Hext tel que ∀Hint ∈ R∗+, 1λ2mF (λ, k) + 12(Hext −Hint)2 ≥ 14}.
(5.3.1)
Par rapport à la dénition 2.4.17, (k,Hext) orrespond à un état pur si et
seulement si Hext ∈ Fk. (k,Hext) orrespond à un état normal si et seulement
si Hext ∈ Gk.
Dans la setion 4.4, on a montré que les ouples vériant les équa-
tions de Ginzburg-Landau sont de norme assez petite si k est assez grand.
On montrera ii un résultat un peu diérent pour les ouples minimisants la
fontionnelle mais dans un domaine de valeur de k plus large.
On peut aussi voir e théorème omme une extension du théorème 3.5.3.
Théorème 5.3.1 . ∀ǫ > 0, ∃δ > 0 tel que ∀(φ,−→a ) minimisant la fontion-
nelle Fλ,k ave λ ≤ 2π + δ et k ≥ 1√2 − δ, on a :
‖φ‖H1 + ‖−→a ‖H1 ≤ ǫ. (5.3.2)
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Preuve.
1ere étape :
On sait que Fλ,k(0, 0) =
λ2
4
; don, si (φ,−→a ) minimise Fλ,k, alors Fλ,k(φ,−→a ) ≤
λ2
4
.
On sait par le théorème 3.3.10 que le ouple (φ,−→a ) est C∞ et par le
théorème 3.4.2 que |φ| ≤ √λ.
On a alors l'inégalité
k2
2
∫
Ω
| rot −→a |2 ≤ Fλ,k(φ,−→a ) ≤ λ
2
4
, (5.3.3)
qui nous donne : ∫
Ω
| rot −→a |2 ≤ λ
2
2k2
. (5.3.4)
On obtient don dans notre as :∫
Ω
| rot −→a |2 ≤ (2π + δ)
2
(1−√2δ)2 . (5.3.5)
Par onséquent, la normeH1 de−→a est bornée par une onstante ne dépendant
que de δ.
2eme étape : On majore la fontionnelle A+.
Par le théorème 3.5.1, on a la relation :
λπ − π2 + A+(φ,−→a ) + 1
2
(k2 − 1
2
)
∫
Ω
| rot −→a |2 ≤ λ
2
4
(5.3.6)
que l'on réérit sous la forme :
A+(φ,
−→a ) + 1
2
(k2 − 1
2
)
∫
Ω
| rot −→a |2 ≤ (λ− 2π)
2
4
. (5.3.7)
Puisque le ouple (φ,−→a ) minimise Fλ,k, on a la majoration, si k ≥ 1√2 − δ :
1
2
(1
2
− k2) ∫
Ω
| rot −→a |2 ≤ 1
2
(
1
2
− [ 1√
2
− δ]2)
∫
Ω
| rot −→a |2
≤ δ√
2
(2π + δ)2
(1−√2δ)2 .
(5.3.8)
On obtient don la majoration :
A+(φ,
−→a ) ≤ (λ− 2π)
2
4
+
δ√
2
(2π + δ)2
(1−√2δ)2 . (5.3.9)
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3eme étape : On majore le terme rot −→a + |φ|2.
Compte tenu de la dénition de A+ (f (5.2.44)), on a trivialement∫
Ω
| rot−→a + |φ|2 + 2π − λ|2 ≤ (λ− 2π)2 + 4δ√
2
(2π + δ)2
(1−√2δ)2 . (5.3.10)
Maintenant on développe la somme à l'intérieur de l'intégrale et on obtient
2(2π − λ)
∫
Ω
|φ|2 +
∫
Ω
| rot−→a + |φ|2|2 ≤ 4δ√
2
(2π + δ)2
(1−√2δ)2 . (5.3.11)
Puisque le ouple (φ,−→a ) minimise Fλ,k on a |φ| ≤
√
λ. On en déduit, si
λ ≤ 2π + δ :
(λ− 2π)
∫
Ω
|φ|2 ≤ δ
∫
Ω
λ ≤ δ(2π + δ). (5.3.12)
Les équations (5.3.12) et (5.3.11) nous donnent la majoration :∫
Ω
| rot−→a + |φ|2|2 ≤ 4δ√
2
(2π + δ)2
(1−√2δ)2 + 2δ(2π + δ). (5.3.13)
On pose :
η(δ) =
4δ√
2
(2π + δ)2
(1−√2δ)2 + 2δ(2π + δ). (5.3.14)
4eme étape : Obtention du ontrle H1 sur −→a :
Le ouple (φ,−→a ) est C∞ don on peut intégrer librement.∫
Ω
|φ|2 = ∫
Ω
rot −→a + |φ|2
≤
√∫
Ω
| rot −→a + |φ|2|2
≤ √η(δ).
(5.3.15)
Par onséquent, on a un ontrle sur la norme L2 de φ :∫
Ω
| rot −→a |2 ≤ ‖ rot −→a ‖2L2
≤ (‖ rot −→a + |φ|2‖L2 + ‖φ‖2L4)2
≤ (√η(δ) +√∫
Ω
|φ|4)2
≤ (√η(δ) +√λ√∫
Ω
|φ|2)2
≤ (√η(δ) +√2π + δ 4√η(δ))2.
(5.3.16)
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5eme étape : Obtention du ontrle H1 sur φ.
L'inéquation (4.4.31) que l'on réérit i-dessous
‖(i−→∇ +−→A 0)φ‖L2 ≤ ‖−→a ‖L4‖φ‖L4 +
√
2‖−→a ‖2L4‖φ‖2L4 + λ‖φ‖2L2 (5.3.17)
est vraie pour notre ouple (φ,−→a ) puisqu'il est solution des équations
(3.3.21).
La norme L2 de φ est ontrlée par l'équation (5.3.15). La norme L4 de −→a
est ontrlée par l'équation (5.3.16) et le théorème (2.2.3). La norme L4 de
φ est ontrlée par l'inégalité
‖φ‖L4 ≤ 4
√
2π + δ
√‖φ‖L2 (5.3.18)
et l'équation (5.3.15).
On a don bien montré le résultat voulu ; il sut de prendre δ assez petit.
CQFD
Le théorème suivant dit que si Hext est prohe de k et si (Hint, φ,
−→a )
minimise la fontionnelle EVk,Hext alors le hamp Hint est prohe de k.
On rappelle que λ = 2πk
Hint
.
Théorème 5.3.2 . Soit k0 >
1√
2
xé. Alors pour tout ǫ > 0, il existe η > 0
tel que, si Hext ∈ [k− η, k] et k ≥ k0 et Hint est un hamp vériant EVk,Hext =
GVk,Hext(Hint) alors |Hint − k| ≤ ǫ et λ < 2π + ǫ.
Preuve.
1ere étape :
On érit Hext = k − δ ; puisque Hext ≤ k on a δ ≥ 0. Soit Hint un hamp
minimisant la fontion {
R+ 7→ R+
Hint 7→ GVk,Hext(Hint)
(5.3.19)
qui existe par le théorème 3.4.6.
On a alors, puisque EVk,Hext(Hext, 0, 0) =
1
4
, l'inégalité :
GVk,Hext(Hint) =
1
λ2
mF (λ, k) +
1
2
(Hint −Hext)2 ≤ 1
4
. (5.3.20)
Le théorème 3.4.13 et l'inégalité : Hext ≤ k nous donnent :
Hint ≤ k. (5.3.21)
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On érit maintenant Hint = k − ω ave ω ≥ 0.
L'inégalité Hint ≤ Hext nous donne ω ≥ δ.
2eme étape :
L'inégalité mF (λ, k) ≥ λπ − π2 du théorème 5.2.11 implique :
1
λ2
[λπ − π2] + 1
2
(Hint −Hext)2 ≤ 1
4
. (5.3.22)
Cela se simplie en
1
2
(Hint −Hext)2 ≤ (λ− 2π)
2
4λ2
≤ 1
4
(1− 2π
λ
)2
≤ 1
4
(1− Hint
k
)2 puisque λ =
2πk
Hint
≤ 1
4k2
(k −Hint)2.
(5.3.23)
L'inégalité (5.3.23) se réérit
(ω − δ)2
2
≤ 1
4k2
ω2. (5.3.24)
En prenant la raine arré et en utilisant le fait que ω − δ ≥ 0 on obtient
ω − δ ≤ 1√
2k
ω (5.3.25)
qui implique alors
[1− 1√
2k
]ω ≤ δ. (5.3.26)
3eme étape :
Par l'inégalité (5.3.26) on a
ω ≤ η
[ 1
2
− 1
4k2
0
]
.
(5.3.27)
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Don on a l'inégalité :
λ =
2πk
Hint
=
2πk
k − ω
=
2π
1− ω
k
≤ 2π
1− η
k[ 1
2
− 1
4k2
0
]
≤ 2π
1− η
k0[
1
2
− 1
4k2
0
]
.
(5.3.28)
Par onséquent, en prenant η assez petit, on a : λ ≤ 2π + ǫ. CQFD
Remarque 5.3.3 Cette loalisation du problème n'a pas à notre onnais-
sane été eetuée par Chapman dans [Chap℄.
Le résultat suivant est énoné dans Chapman ([Chap℄, p. 463) mais la dé-
monstration reste formelle.
Théorème 5.3.4 .(Bifuration d'Abrikosov) Pour tout k > 1√
2
, il existe u >
0 tel que, si Hext ∈ [k−u, k], alors le minimum EVk,Hext est atteint sur le ouple
bifurqué. On a, pour Hext < k, l'estimation :
EVk,Hext =
1
4
− (k −Hext)2 1
2I(2k2 − 1) + o(k −Hext)
2
(5.3.29)
où le reste o(k −Hext)2 est une fontion analytique.
Preuve. On érit Hext = k − δ, Hint = k − ω et on utilise les notations
λ = 2π + ǫ et λ = 2πk
Hint
dénies aux équations (4.1.9) et (2.4.14).
Si Hext est susamment prohe de k, la quantité λ devient prohe de 2π par
le théorème 5.3.2 et le théorème 5.3.1 nous donne une loalisation des ouples
minimisants la fontionnelle EVk,Hext .
Par onséquent, si Hext est susamment prohe de k alors les ouples min-
imisants la fontionnelle EVk,Hext(Hint, φ,
−→a ) sont les ouples bifurqués dénis
au théorème 4.1.10.
Le ouple bifurqué (φ+(ǫ, k),
−→a+(ǫ, k)) déni au théorème 4.1.10 vérie :
EVk,Hext = EVk,Hext(Hint, φ+(ǫ, k),−→a+(ǫ, k)) (5.3.30)
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pour un ertain hamp Hint prohe de k.
La preuve du théorème 4.2.1 nous indique alors que :
EVk,Hext(Hint, φ+,
−→a+) = 1
λ2
[FN (λ)+ǫ
2(
−1
4(I − 2
k2
K)
)+o(ǫ2)]+
1
2
(Hext−Hint)2.
(5.3.31)
On simplie ette expression en utilisant le théorème 5.3.2. On a :
EVk,Hext(Hint, φ+,
−→a+) = 14 + (λ−2πλ )2( −14(I− 2
k2
K)
)
+ o(Hint − k)2 + 12(Hext −Hint)2
= 1
4
+ (1− Hint
k
)2( −1
4(I− 2
k2
K)
)
+ o(Hint − k)2 + 12(Hext −Hint)2
= 1
4
+ ω
2
k2
( −1
4(I− 2
k2
K)
)
+ o(ω2) + 1
2
(ω − δ)2.
(5.3.32)
La fontion FS(ǫ, k) est analytique par rapport à ǫ don E
V
k,Hext
(Hint, φ+,
−→a+)
est analytique par rapport à ω. On herhe le minimum EVk,Hext. Par on-
séquent, on dérive par rapport à ω :
∂
∂ω
EVk,Hext(Hint, φ+,
−→a+) = 2ωk2 ( −14(I− 2
k2
K)
)
+ o(ω) + (ω − δ) (5.3.33)
où o(ω) est une quantité qui est analytique par rapport à ω.
On utilise la formule I − 4K = 1 du théorème 5.2.12. L'équation à résoudre
est alors
δ = ω[1 + 2
k2
( −1
4(I− 2
k2
K)
)] + o(ω)
= ω[ I(2k
2−1)
2(k2I−2K) ] + o(ω).
(5.3.34)
Les quantités 2k2−1, I et k2I−2K sont stritement positives par l'hypothèse
k ≥ 1√
2
, le lemme 4.1.8 et l'hypothèse 4.1.9 (qui est vériée par le orollaire
5.2.13).
On peut appliquer le théorème des fontions impliites (version analytique)
et on obtient
ω(δ) =
[2k2I − 4K]δ
I(2k2 − 1) + o(δ), (5.3.35)
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le o(δ) étant analytique.
On alule l'énergie ave ette valeur
EVk,Hext = EVk,Hext(Hint, φ+,−→a+)
=
1
4
+
ω2
k2
(
−1
4(I − 2
k2
K)
) +
1
2
(ω − δ)2 + o(ω2)
=
1
4
+ (
[2k2I − 4K]δ
I(2k2 − 1) )
2(
−1
4k2(I − 2
k2
K)
) +
1
2
(
[I − 4K]δ
I(2k2 − 1))
2 + o(δ2)
=
1
4
+
4k4[I − 2
k2
K]2δ2
I2(2k2 − 1)2 (
−1
4k2(I − 2
k2
K)
) +
1
2
δ2
I2(2k2 − 1)2 + o(δ
2)
=
1
4
+ δ2[−k2I + 2K + 1
2
]
1
I2(2k2 − 1)2 + o(δ
2)
=
1
4
+ δ2[−k2I + I
2
]
1
I2(2k2 − 1)2 + o(δ
2)
=
1
4
− δ2 1
2I(2k2 − 1) + o(δ
2).
(5.3.36)
On a bien l'estimation voulue sur l'énergie. CQFD
Théorème 5.3.5 . Soit Hc2 l'appliation :
R∗+ 7→ R+
k 7→
{
1√
2
si k ≤ 1√
2
k si k ≥ 1√
2
(5.3.37)
L'ensemble Gk est de la forme [Hc2(k),∞[ et pour tout Hext ≥ Hc2(k) le
minimum de la fontionnelle EVk,Hext(Hint, φ,
−→a ) est atteint par l'état normal.
Preuve. Le théorème 5.1.7 nous donne le résultat si k ≤ 1√
2
.
Si k ≥ 1√
2
et Hext ∈ [k,+∞[, les théorèmes 5.1.4 et 5.1.3 nous indique que le
minimum est atteint par l'état normal.
Supposons par l'absurde que le minimum de la fontionnelle EVk,Hext en
(k,Hext) soit atteint par l'état normal ave Hext < k alors, par le théorème
de monotonie 5.1.4 on sait que, si H ′ext ∈ [Hext, k] le minimum de la fontion-
nelle EVk,Hext est atteint par l'état normal.
Or le théorème 5.3.4 nous indique que le minimum de la fontionnelle n'est
pas atteint sur l'état normal si H ′ext est assez prohe de k ; 'est absurde.
Don Gk est de la forme indiquée. CQFD
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Théorème 5.3.6 . Soit k > 0 xé. Si Hext > Hc2(k) alors{ ∀Hint > 0, ∀(φ,−→a ) ∈ A− {(0, 0)}
EVk,Hext(Hint, φ,
−→a ) > 1
4
.
(5.3.38)
Autrement dit l'état supraonduteur normal est l'unique état d'équilibre de
la fontionnelle.
Preuve. Soit Hext > Hc2(k) un hamp magnétique. L'énergie de l'état normal
est égale à
1
4
.
On a don, puisque Hc2(k) ∈ Gk, l'inégalité :
∀Hint > 0, 1
λ2
mF (λ, k) +
1
2
(Hint −Hc2(k))2 ≥ 1
4
. (5.3.39)
En partiulier, si Hint = Hc2(k), ette inégalité implique :
(
Hc2(k)
2πk
)2mF (
2πk
Hc2(k)
, k) ≥ 1
4
. (5.3.40)
Il faut démontrer que ∀Hint > 0, ∀(φ,−→a ) ∈ A− {(0, 0)}, l'inégalité
1
λ2
Fλ,k(φ,
−→a ) + 1
2
(Hext −Hint)2 > 14 , (5.3.41)
est vériée.
Si Hint ≤ Hc2(k), alors on a trivialement :
(Hint −Hc2(k))2 < (Hint −Hext)2. (5.3.42)
Par onséquent, l'inégalité (5.3.41) est démontrée pour Hint ≤ Hc2(k).
Supposons maintenant Hint > Hc2(k).
Si (φ,−→a ) ∈ A− {(0, 0)}, alors la ontraposée du lemme 3.4.8 s'érit∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2 +
∫
Ω
| rot −→a |2 6= 0. (5.3.43)
On a alors, par l'expression de D (f (2.4.17)) et si Hint > Hc2(k),
D 2πk
Hc2(k)
,k(φ,
−→a ) < D 2πk
Hint
,k(φ,
−→a ). (5.3.44)
En ombinant les équations (5.3.44) et (5.3.40), on obtient la relation :
1
4
< D 2πk
Hint
,k(φ,
−→a ). (5.3.45)
On a don bien montré que l'état normal est le seul état minimisant la fon-
tionnelle
EVk,Hext : R
∗
+ ×A 7→ R
(Hint, φ,
−→a ) 7→ EVk,Hext(Hint, φ,−→a )
(5.3.46)
CQFD
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5.4 Diagramme de phase, l'état supraondu-
teur pur
Passons à l'étude plus omplexe de l'ensemble Fk.
Théorème 5.4.1 . L'ensemble Fk est de la forme ]0, Hc1(k)] ave{
Hc1(k) =
1√
2
si k ≤ 1√
2
1√
2
≥ Hc1(k) ≥ 12k si k > 1√2 .
(5.4.1)
De plus la fontion Hc1(k) est une fontion déroissante de k.
Preuve.
1ere étape :
On sait par le théorème 5.1.7 que, si k ≤ 1√
2
, alors ]0, 1√
2
] = Fk. On a don
le résultat dans e as.
2eme étape :
On suppose k ≥ 1√
2
. Pour que le minimum de la fontionnelle
EVk,Hext(Hint, φ,
−→a ) soit atteint par l'état supraonduteur pur, il faut que :
∀Hint > 0, GVk,Hext(Hint) ≥
H2ext
2
. (5.4.2)
En vertu du théorème 5.2.11, l'inégalité (5.4.2) est impliquée par l'inégalité :
1
λ2
(λπ − π2) + 1
2
(Hext −Hint)2 ≥ H
2
ext
2
. (5.4.3)
On utilise l'expression λ = 2πk
Hint
; ette inégalité se réérit en :
(
Hint
2k
− (Hint
2k
)2) +
1
2
(H2int − 2HintHext) ≥ 0. (5.4.4)
Cette dernière est elle même équivalente à :
Hint[
1
2k
−Hext] +H2int[
1
2
− 1
4k2
] ≥ 0. (5.4.5)
Cette inégalité est vériée si Hext ≤ 12k puisque on a toujours 12 − 14k2 ≥ 0 ;
on a don l'inlusion ]0, 1
2k
] ⊂ Fk.
3eme étape :
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Si Hext >
1√
2
, alors l'énergie de l'état normal est stritement inférieure à
l'énergie de l'état supraonduteur pur ; en eet :
EN =
1
4
<
H2ext
2
= ES. (5.4.6)
Cela signie qu'auun point de l'intervalle ] 1√
2
,∞[ n'appartient à Fk. Par
onséquent Fk ⊂]0, 1√2 ].
4eme étape :
On sait par le théorème 5.1.1 que, si Hext ∈ Fk alors pour tout H ′ext ≤ Hext,
on a H ′ext ∈ Fk. Par onséquent, l'ensemble Fk est un intervalle qui peut être
de la forme ]0, Hc1(k)[ ou ]0, Hc1(k)] ave
1√
2
≥ Hc1(k) > 12k .
De par la denition de Hc1(k) on a
Fk = ∩(φ,−→a )∈AU−1λ,k,Hint,φ,−→a ([0,∞]) (5.4.7)
ave U
λ,k,Hint,φ,
−→a (Hext) = 1λ2Fλ,k(φ,−→a ) + (Hint−Hext)
2
2
− H2ext
2
.
L'ensemble Fk est un fermé dans R
∗
+ omme intersetion de fermés don on
a Fk =]0, Hc1(k)].
Si k′ ≤ k alors Fk ⊂ Fk′ (f 5.1.1). On a alors trivialement Hc1(k) ≤ Hc1(k′).
CQFD
On a un résultat plus préis :
Proposition 5.4.2 . Si Hext < Hc1(k), alors pour tout Hint > 0, pour tout
(φ,−→a ) ∈ A :
1
λ2
Fλ,k(φ,−→a ) + 1
2
(Hext −Hint)2 > H
2
ext
2
. (5.4.8)
Autrement dit l'état supraonduteur pur est l'unique état d'équilibre de la
fontionnelle.
Preuve. On sait par le théorème 5.4.1 que :
Pour tout Hint > 0, pour tout (φ,−→a ) ∈ A, on a :
1
λ2
Fλ,k(φ,−→a ) + 1
2
(Hc1(k)−Hint)2 ≥ Hc1(k)
2
2
. (5.4.9)
Cette inégalité est équivalente à
1
λ2
Fλ,k(φ,
−→a ) + 1
2
[−2HintHc1(k) +H2int] ≥ 0. (5.4.10)
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Si Hext < Hc1(k), alors :
−Hint(Hext −Hc1(k)) > 0. (5.4.11)
On a don pour tout Hint > 0, pour tout (φ,−→a ) ∈ A :
1
λ2
Fλ,k(φ,
−→a ) + 1
2
[−2HintHext +H2int] > 0. (5.4.12)
Cette inégalité équivaut à :
1
λ2
Fλ,k(φ,
−→a ) + 1
2
(Hext −Hint)2 > H
2
ext
2
. (5.4.13)
On a don bien montré que l'état supraonduteur pur est le seul état qui
minimise la fontionnelle EVk,Hext(Hint, φ,
−→a ). CQFD
Théorème 5.4.3 . On a l'expression suivante pour le hamp Hc1(k) :
Hc1(k) = inf(φ,−→a )∈A{ 14πk
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+
√
[1
2
+ 1
2(2π)2
∫
Ω
| rot −→a |2][∫
Ω
(1− |φ|2)2]}. (5.4.14)
Preuve. Par les dénitions (5.3.1), on a :
Hext ∈ Fk ⇔ ∀Hint, φ,−→a , Fλ,k(φ,
−→a )
λ2
+ 1
2
(Hint −Hext)2 ≥ H
2
ext
2
⇔ ∀Hint, φ,−→a ,Dλ,k(φ,−→a ) + 12(Hint −Hext)2 ≥ H
2
ext
2
⇔ ∀Hint, φ,−→a , 1HintDλ,k(φ,−→a ) + Hint2 ≥ Hext
⇔


∀Hint > 0, ∀(φ,−→a ) ∈ A
Hint
2
+ 1
4πk
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+ 1
4Hint
∫
Ω
(1− |φ|2)2 + Hint
2(2π)2
∫
Ω
| rot −→a |2 ≥ Hext.
(5.4.15)
Or le minimum de la fontion
R∗+ 7→ R
t 7→ at+ b
t
(5.4.16)
est égal à 2
√
ab et est atteint pour t =
√
b
a
. On obtient don :
Hext ∈ Fk ⇔


Hext ≤ inf(φ,−→a )∈A{ 14πk
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+
√
[1
2
+ 1
2(2π)2
∫
Ω
| rot −→a |2][∫
Ω
(1− |φ|2)2]}.
(5.4.17)
On a don l'égalité voulue, ar Fk =]0, Hc1(k)]. CQFD
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Théorème 5.4.4 . Le hamp Hc1(k) vérie l'estimation asymptotique
lorsque k →∞
Hc1(k) = O(
ln k
k
). (5.4.18)
Preuve.
1ere étape :
On sait par la proposition 3.1.6 que les zéros de φ0 sont simples et que
l'ensemble de es zéros est de la forme z0 + L. On peut don trouver un
domaine fondamental Ω′ tel que z0 soit le seul zéro appartenant à l'intérieur
de Ω′ et qu'il n'y ait pas d'autres zéros dans Ω′.
Soit δ > 0 tel que les boules B(z0 + l, δ) soient distintes dans C ave l ∈ L.
Soit la fontion f dénie par
f : C 7→ R
z 7→
{
1
|φ0|(z) si z /∈ ∪l∈LB(z0 + l, δ2)
2|z−(z0+l)|
δ
1
|φ0|(z) si z ∈ B(z0 + l, δ2)
(5.4.19)
La fontion fφ0 est de module 1 en dehors de ∪l∈LB(z0+ l, δ2), est de module
2|z−(z0+l)|
δ
dans la boule B(z0 + l,
δ
2
). Elle est également de lasse H1loc.
La fontion
φ0(z)
z−z0 ne s'annule pas sur B(z0, δ) ; par onséquent il existe une
setion θ dénie sur B(z0, δ) pour l'argument de ette fontion omplexe
puisque B(z0, δ) est simplement onnexe. La setion θ est C
∞
.
Soit θ1 la fontion C
∞
dénie sur B(z0, δ) par
θ1 = θ dans B(z0,
δ
2
)
θ1 = 0 dans B(z0, δ)−B(z0, 3δ4 )
(5.4.20)
Une telle fontion existe. On la prolonge à C en imposant que θ1 est L-
périodique et que la fontion θ1 s'annule hors de ∪l∈LB(z0 + l, δ2).
La fontion f(z)φ0(z)e
iθ1(z)
est don de module 1 hors de ∪l∈LB(z0 + l, δ2) et
est égale à
2(z−z0)
δ
dans B(z0,
δ
2
).
On appelle ette fontion φ′. Elle est de lasse H1loc.
Il existe δ > 0 tel que, B(z0 + l,
δ
2
) ∩ Ω′ = ∅ si l 6= 0 et B(z0, δ2) ⊂ Ω′.
C'est ette fontion que l'on va modier maintenant pour arriver à nos ns.
Soit
δ
2
> ǫ > 0. On dénit la fontion φǫ par
φǫ : C 7→ C
z 7→


φ′ si z /∈ ∪l∈LB(z0 + l, δ2)
z−z0
ǫ
si z ∈ B(z0, ǫ)
z−z0
|z−z0| si z ∈ B(z0, δ2)− B(z0, ǫ).
(5.4.21)
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ette fontion est ontinue et peut être onsidérée omme une setion du bré
E1, toute la question est d'estimer les quantités
∫
Ω
‖i−→∇φǫ + (−→A 0 + −→a )φǫ‖2
et
∫
Ω
(1− |φǫ|2)2.
2eme étape :
La fontion φǫ est de module inférieur à 1. On alule sa norme H
1
.
∇ z|z| = (
y2 − ixy
(x2 + y2)
3
2
,
ix2 − xy
(x2 + y2)
3
2
) (5.4.22)
On obtient aussi :∫
B(z0,
δ
2
)−B(z0,ǫ) ‖∇φǫ‖2 =
∫
B(z0,
δ
2
)−B(z0,ǫ)
1
x2+y2
dxdy
=
∫ δ
2
ǫ
1
r2
2πrdr
=
∫ δ
2
ǫ
1
r
2πdr
= 2π[ln δ
2
− ln ǫ]
= O(− ln ǫ).
(5.4.23)
L'expression
∫
Ω′−B(z0, δ2 )
‖∇φǫ‖2 ne dépend pas de ǫ et∫
B(z0,ǫ)
‖∇φǫ‖2 =
∫
B(z0,ǫ)
2
ǫ2
dxdy
= 2
ǫ2
πǫ2
= 2π
= O(1).
(5.4.24)
On a don l'estimée :∫
Ω
‖i−→∇φǫ +−→A 0φǫ‖2 = O(− ln ǫ). (5.4.25)
Enn, vu la dénition de φǫ, on obtient :∫
Ω′
(1− |φǫ|2)2 ≤
∫
B(z0,ǫ)
dxdy = πǫ2 = O(ǫ2). (5.4.26)
On introduit le ouple (φǫ, 0) dans l'expression à l'intérieur de l'inmum de
l'expression (5.4.14). On obtient la valeur :
O(− ln ǫ)
k
+O(ǫ). (5.4.27)
Si on prend ǫ = 1
k
, on obtient l'estimée :
O(ln k)
k
+
O(1)
k
. (5.4.28)
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On a don trouvé une valeur pour l'expression entre aolade de l'inmum.
Comme le hamp Hc1(k) est l'inmum sur les ouples possibles, on en déduit
l'estimée annonée. CQFD
Remarque 5.4.5 . La thèse de Sylvia Serfaty ontient des estimées de e
type pour le as de la fontionnelle de Ginzburg-Landau sur un domaine du
plan.
A priori notre adre (minimisation sur des fontions périodiques) est plus
simple et es résultats doivent également être vrais.
Dans [Se℄ elle montre l'existene de solution minimisant loalement la fon-
tionnelle. Il est montré dans [SeSa℄ que ette solution minimisante est en fait
un minimum global
Proposition 5.4.6 . La fontion k 7→ kHc1(k) est roissante. La fontion
Hc1(k) est ontinue.
Preuve. On sait que le hamp Hc1(k) a pour expression
Hc1(k) = inf(φ,−→a )∈A{ 14πk
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+
√
[1
2
+ 1
2(2π)2
∫
Ω
| rot −→a |2][∫
Ω
(1− |φ|2)2]}. (5.4.29)
La fontion k 7→ 1
k
est déroissante don la fontion k 7→ Hc1(k) est dérois-
sante. On a aussi
kHc1(k) = inf(φ,−→a )∈A{ 14π
∫
Ω
‖i−→∇φ+ (−→A 0 +−→a )φ‖2
+k
√
[1
2
+ 1
2(2π)2
∫
Ω
| rot −→a |2][∫
Ω
(1− |φ|2)2]}. (5.4.30)
La roissane de k 7→ kHc1(k) est également laire.
Si 0 < k ≤ k′ on a Hc1(k′) ∈ [ kk′Hc1(k), Hc1(k)] don
lim
k′→k,k′≥k
Hc1(k
′) = Hc1(k) (5.4.31)
de même si 0 < k′ ≤ k on a Hc1(k′) ∈ [Hc1(k), kk′Hc1(k)] don on a aussi une
limite à gauhe. La fontion k 7→ Hc1(k) est ontinue. CQFD
5.5 Conlusion et référenes
La première étude sur l'état d'Abrikosov a été faite par Abrikosov dans
l'artile [Ab℄. Elle montrait à partir des équations de Ginzburg-Landau qu'il
existe un état intermédiaire entre la supraondutivité pure et l'état normal.
Cette étude a été reprise par Lasher [La℄ et Odeh [Od2℄ qui dérivent la
transition de phase vers l'état mixte.
Dans les années 90, Bethuel, Hélein et Brézis ont analysé la limite k → ∞,
sans hamp magnétique dans [BBH℄, puis ave hamp magnétique dans
[BR℄.
L'artile [DGP℄ est une étude de l'existene de solutions du problème
variationnel sur le tore.
L'étude de la bifuration d'Abrikosov est faite dans [BGT℄. Les artiles [Al1℄
et [Chap℄ étudient l'énergie des états bifurqués et leur stabilité. L'artile
[Tak℄ se onsare aux zéros des états bifurqués. L'artile [EMQ℄ montre que
l'on ne peut pas avoir de lignes de zéros dans le as d'un ouvert simplement
onnexe.
Le as k = 1√
2
a été étudié dans [Al2℄ où une ondition néessaire et
susante pour l'existene de solution à N vortex est donnée. Les référenes
[CY℄, [Ga℄, [Tau℄, [WY℄ sont onsarés entre autre à l'existene et l'uniité
de ouples minimisants.
L'analyse asymptotique quand k tend vers l'inni du hamp ritique Hc1
est faite dans [Se℄ et [SeSa℄ en dimension 2. La dimension 1 est traitée dans
[BH1℄ et [BH2℄.
Les référenes [Ad℄, [Ho℄, [Tay℄ et [Br℄ sont des référenes relativement
standards sur les espaes de Sobolev, les opérateurs pseudodiérentiels et
l'analyse fontionnelle qui nous ont été utiles dans notre travail.
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