Abstract: This work focuses on differential expression analysis of microarray datasets. One way to improve such statistical analyses is to integrate biological information in the design of these analyses. In this paper, we will use the relationship between the level of gene expression and variability. Using this biological information, we propose to integrate the information from multiple genes to get a better estimate of individual gene variance, when a small number of replicates are available, to increase the power of the statistical analysis. We describe a strategy named the "Window t test" that uses multiple genes which share a similar expression level to compute the variance which is then incorporated a classic t test. The performances of this new method are evaluated by comparison with classic and widely-used methods for differential expression analysis (the classic Student t test, the Regularized t test (reg t test), SAM, Limma, LPE and Shrinkage t). In each case tested, the results obtained were at least equivalent to the best performing method and, in most cases, outperformed it. Moreover, the Window t test relies on a very simple procedure requiring small computing power compared with other methods designed for microarray differential expression analysis.
Introduction
Advances in molecular biology have given rise to new technologies, such as microarray experiments, that can be used to study the expression profile of a whole genome. In this post-genomic era, these technologies can be used to compare gene expression levels at the genome-scale. Microarrays can now be used to follow the evolution of a pathology or drug treatment, to compare inter/intra-specific expression profiles, or to facilitate diagnosis of pathologies. Indeed, important advances have been made in the field of oncology through such genome-wide comparisons. We are now able to better characterize biochemical variations between normal individuals and patients, between various cancers, etc. In 1999, Golub reported that expression profiles in conjunction with an automated classification procedure could be used to diagnose 2 types of leukemia [1] . Now, nearly 9 years later, evolution of the technology, the creation of public repositories, and considerable advances in sequencing and bioinformatics have further facilitated analysis and interpretation of expression profiles. However, only a few replicates can be used due to economic constraints. Consequently, biostatisticians are still faced with the limitations of traditional significance analysis methods due to multiple testing on a large set of gene expression values characterized by a reduced number of measures. For technological reasons, the datasets must also be preprocessed to improve the correlation between biological effects and measured signal intensities. Improvements in computation power have now made it possible to analyze large datasets within a reasonably small amount of time. Complete analysis, from preprocessing to annotation and clustering does, however, requires a few approximations to reduce computation time. Each of these parameters must be
The "Window t test": a simple and powerful approach to detect differentially expressed genes in microarray datasets taken into account and traditional methods need to be adapted [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . This work focuses on differential expression analysis of microarray datasets. It is based on the idea that biological information could improve the performance of differential expression analysis.
We propose to integrate information from multiple genes with a similar expression level to get a better estimate of individual gene variance when a small number of replicates is available. In this context, we assume an empirical relationship between the level of expression and variability. We describe a strategy named the "Window t test" that relies on the use of multiple genes to compute the variance then used in a classic t test [12] .
The performances of the methods are evaluated by comparison with other variants of the t statistic. The methods selected cover various approaches: -variance estimation assuming an empirical relationship with the average expression level (regularized t test, LPE test) [13, 14] ; -variance estimation based on empirical Bayes models (regularized t test, moderated t) [13, 15] ; -variance estimation based on distributional assumptions (moderated t: scale inverse chi-square) or not (shrinkage t) [15] [16] [17] ; -significance evaluation using classic distribution (student t test, window t test, regularized t test) [12, 13] possibly using corrected degrees of freedom (moderated t) [15] ; -significance evaluation from an empirical null distribution (SAM) [18] .
Experimental Procedures

Background
The Student t test is traditionally performed to compare two, and only two, normally distributed samples or populations. It can be applied to significance analysis of differential gene expression in microarray experiments. Equation (1) gives the expression of the t statistic for the comparison of two samples with n 1 and n 2 replicates, respectively. If the variances of both samples are similar, the significance of the test is determined following a t distribution with (n 1 +n 2 -2) degrees of freedom [12] . The Student t test is suitable for selecting differentiallyexpressed genes. It favors genes characterized by a maximal difference of mean expression level between samples and a minimal variability within each sample. Unfortunately, most microarray experiments only include a small number of replicates. Consequently, estimation of variance is less than optimal and there are only a small number of degrees of freedom. In the context of multiple testing, this method thus generates a great deal of false positives and false negatives.
Another limitation of the Student test is associated with the condition of homoscedasticity between samples. Estimated variances in two samples are not always homogeneous and the Student test cannot be used systematically. Welch [19] proposed a variant of the t test taking heteroscedasticity into account by correcting for the number of degrees of freedom (equation 2). Baldi et al. have described a way to take dependence of the variance of mean gene expression level into account [13] . The approximation of their Bayesian model (Regularized t test), implemented in Cyber T, uses observed variance as well as a background variance term weighted with a few parameters (equations 3 and 4). Background variance is computed from a sliding window including genes sharing a similar level of expression or from the complete list of genes [13] .
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0 n n n =n + (4) where: 2 0 s , n 0 , s 2 and n are the background variance, initial degrees of freedom, observed variance and number of replicates, respectively. n n is a constant and defines the sum of the number of replicates and the initial degrees of freedom.
This model suggests that variability is due, in part, to the expression level (background variance) and to a gene-specific component (observed variance).
Other methods such as SAM combine parametric and non-parametric approaches in a hybrid model. The statistic d described by Tusher et al. is a t statistic variant that uses a fudge factor s 0 (equations 5 and 6) [17] . If the variance used in the computation of a t statistic is too small, the t value is extremely high. The fudge factor added to the variability observed limits the range of the d statistic observed in such conditions. The critical step of the method is selection of the s 0 value to be used. This is performed by seeking the value that minimizes the coefficient of variation of d against the observed variance. The non-parametric portion of the test uses permutations to build a null distribution for the d statistic. Lastly, the individual d values observed are compared to the null distribution to assess the significance of the test [17] . 
where:
Smyth [15] described a hierarchical Bayes method called moderated t and implemented in R package Limma. Moderated t is defined by equations 7 and 8. In this strategy, the prior estimators rely on the use of a scale inverse chi-square distribution. Comparisons between equations 5 and 7 and between equations 6 and 8 show that, in both cases, the statistic used is estimated using an offset value. In the SAM procedure, the offset value implies the standard deviation (equation 5), where the offset value used in the moderated t implies the variance (equation 8).
Cui et al. [16] also used a hierarchical Bayes model where variance shrinkage makes use of a James-Stein estimator (log-scale). The methodology is based on a bias correction and on estimation of a variance factor using a chi-square distribution with degrees of freedom depending on sample size. The t statistic is then derived from those estimators.
Using a similar approach, Opgen-Rhein and Strimmer [17] introduced the Shrinkage t statistic. Their methodology also relies on a Stein-type estimator. However, distributional assumptions and data transformation are not needed in the procedure. This method provides highly efficient estimators, requiring less computing power than the full Bayesian model described previously. The standard deviation used for the Shrinkage t is evaluated using equations 9 and 10.
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with s i and s median , the individual standard error and the median of individual standard errors, respectively. Equation 9 can be seen as a weighted average of the median of the standard deviation and the individual standard deviation, where the lambda term is used to balance both values according to data properties (equation 10).
Datasets
The ideal dataset for the comparison of performance should present a significant number of replicates and a list of genes known to be up-or down-regulated. Such a dataset has not been described thus far. To overcome this limitation, we chose to use both large biological datasets (to be able to estimate a relative true) [20] and three spike-ins datasets where a small set of regulated genes is known (to be able to objectively evaluate the performance of each method based on exact computation of both the true positive fraction and the false discovery rate) [21] [22] [23] . We also used a second biological dataset for which 45 genes have been validated (95 probesets) [24] .
-E-MEXP-231: available in the ArrayExpress database [25] , this large dataset of biological data was recently described by Yap et al. [20] in a study of primary lung adenocarcinoma. This dataset covers a set of 58 Affymetrix HGU-133A arrays comparing 49 human primary lung tissue carcinoma samples and 9 normal lung tissue samples. It is publicly available at ArrayExpress under access number E-MEXP-231.
In the work reported here, this dataset was used to study (a) the relationship between the variability of experimental measurements and the mean level of gene expression and (b) the window size required to ensure optimal estimation of variance. The relatively large number of replicates made it possible to answer a few questions such as the ability of the methods implemented to yield the same results from a reduced dataset and the full dataset. 
and Q,R,S,T). Those experiments were
excluded from the analysis to ensure coherent results with previously published results. We also excluded one experiment from the evaluation procedure, based on 2 instead of 3 microchips (Experiment C). Finally, the evaluation procedure is based on 11 experiments leading to 55 pairwise comparisons [26] . -LS-133: the last dataset, the Affymetrix Latin Square HGU-133A, is based on a similar design but is more recent than the HGU-95 platform. The 14 experiments were included in the evaluation procedure (for each experiment, 14 groups of 3 probe sets were spiked with known quantities of RNA (42 probe sets by experiment). Thus, the evaluation procedure is based on 91 pairwise comparisons. During the analysis, we removed a set of probe sets due to cross-hybridization using scripts from Affycomp package, supplied by Affymetrix [26, 27] . LS-95 and LS-133 are publicly available on Affymetrix website. -The "Golden-spike" dataset: this last dataset is derived from the RNA spike-in experiment described by Choe et al. It differs from the other spike-in datasets in the number of spikes (10% of all chip genes) and the fact that genes are spiked in high quantities. Moreover, background is constituted of genes spikes in equal quantities in all arrays and only the upregulated genes are included in the dataset [22] .
Data preprocessing
-E-MEXP231, LS-95 and LS-133 datasets: they involved MAS 5.0 [27] and GCRMA [28] , as it represents the most widely used preprocessing algorithm, and were reported to give the best results [29] . Moreover, one common practice in gene differential expression analysis is to use logged data to ensure normality of the distribution of expression values. The GCRMA method generates logged data, where MAS 5.0 does not. To facilitate the interpretation of performance evaluation results, we also computed log2 data from MAS 5.0 generated expression values, to best highlight the effect of the preprocessing method and the effect of log transformation. -E-MEXP-445 was preprocessed using GCRMA.
-"Golden spike": Choe generated a large collection of datasets using differing combinations of preprocessing steps prior to the significance analysis of differential expression. Among all these datasets, we worked with dataset 10c from the best 10 of the combined methods described (M. Halfon, personal communication). This dataset was preprocessed using MAS 5.0 background correction, quantile normalization (probe-level) and MAS 5.0 PM correction. The expression values were generated with MAS 5.0, followed by a probe set-level normalization with LOESS [22, 27] .
Procedures
Our method required two new algorithms in order to estimate standard deviation (SD) from a window and to study the effect of window size for different numbers of replicates. They are described here.
Window-based SD estimation
Baldi et al. suggested using a set of genes with similar expression levels to estimate the background variability associated with each gene. Their methodology estimates standard deviation based on the assumption that variability within each set of observations is correlated with mean expression level. To examine the effect of this window-based correction, we implemented two methods based on the Student t test and its variant corrected for heteroscedasticity (Welch test). In our procedure, we first sorted the dataset by mean expression value. The standard deviation for each gene was computed from its expression values and those from the surrounding values in the sorted dataset. The mean and the estimated standard deviation were then used in a traditional Student or Welch test. The algorithm used for this window-based estimation of standard deviation was as follows: -Step1: compute mean expression level for each gene and sort dataset by mean expression level. -Step 2: for each gene, define a subset of genes from [n-k] to [n+k] , where n is the rank of the gene in the sorted dataset, and k is the number of genes to be used over and under the n th gene in the sorted dataset. This subset of genes is, strictly speaking, the window. Consequently, a window of size k includes the expression values from [2k+1] genes. The last part of the algorithm describes estimation of a standard deviation for a defined window. -Step 3: for each set of expression values in the window, compute the individual sum of squares due to error (SSE) and the degrees of freedom. -Step 4: compute the total sum of squares due to error (SSE tot ) from the addition of each individual SSE computed in step 3. -Step 5: compute the degrees of freedom associated with the window from the sum of the individual degrees of freedom from step 3. -Step 6: compute the window-based standard deviation by dividing the SSE tot by the degrees of freedom for the window computed in step 5. -Repeat steps 3 to 6 for each gene.
This procedure provides a set of estimated standard deviations. In the window-based Student and Welch tests, these estimators were used in combination with the list of means and degrees of freedom from the initial dataset. The traditional Student and Welch test algorithms were then performed with the resulting set of estimators.
Study of window size effect for a varying number of replicates
The size of the window determines the number of genes used to estimate the standard deviation. The optimal size depends on the number of replicates available. To assess this effect, we used the following procedure on the E-MEXP-231 dataset: The "Window t test": a simple and powerful approach to detect differentially expressed genes in microarray datasets -Step 1: for each gene, compute the classic standard deviation from the full set of 49 measurements from primary lung adenocarcinoma tissue; -Step 2: for a given window size, compute the standard deviation using multiple genes following the procedure described above; -Step 3: repeat step 2 for each of the subsets generated (implying respectively 2, 3, 4, 5, 8, 10, 15 and 20 measurements); -Step 4: repeat steps 2-3 for window sizes ranging from 0 (classic SD estimator) to 30 (using 61 genes for SD estimation). -Step 5: For each subset: -Step 5a: to evaluate the window estimator, we defined a global indicator of the quality of the estimation compared with the classic estimator computed from the 49 measurements (s 0 ); for a given subset and a fixed window size, compute the relative error (RE) defined by RE = |(ŝ-s 0 )/s 0 |, where ŝ = standard deviation estimated using a window. -Step 5b: use the RE values obtained to compute the median of the relative error. -Step 5c: Repeat steps 5a-5b for each window size tested, and for each subset used.
Finally, the median relative error can then be plotted for each subset against the window size to study the effect of the window on the estimation of standard deviation.
Results
Study of variability vs. expression level
One of the main topics presented here is the use of a potential relationship between the variability range and the level of gene expression. We computed thus the mean and standard error for each gene.
Defined regular gene expression intervals were used to estimate the median of the standard deviation for each expression level. The resulting sets of points are presented in Figure 1 for the 49 primary lung adenocarcinoma samples from the E-MEXP-231 dataset preprocessed with MAS 5.0, MAS 5.0 (log2) and GCRMA. The point dispersions depicted in Figure 1 clearly show the differences between the total variability and the variability related to the observed intensity. Based on the observation that various preprocessing strategies can lead to differing relationship between the mean level of expression and the standard deviation, the use of multiple genes to estimate the actual standard deviation allows computation of an intensitybased variability estimator, regardless of the shape of the relationship between those features.
Estimation of variability using a sliding window: impact of the number of replicates
Estimated variance for a set of genes sharing a close mean level of intensity tends to be closer to the smooth relationship presented in Figure 1 , depending on window size. This effect can be represented by plotting the estimated standard deviation superimposed on the observed standard deviation as a function of the mean level of expression ( Figure 2 ). It appears that a larger window contains less individual information and vice versa. Consequently, the use of a large window for estimation of standard deviation generates a set of points positioned on a line corresponding to the central trend of the standard deviation distribution. Conversely, a window size close to zero will produce a set of variability estimators tending to the individually observed variability. Intermediate window size thus leads to intermediate values. Those tendencies induce a relative error due to the true variability and the best choice of window size is not so obvious. Moreover, the number of replicates affects the estimation of individual variability and, thus, optimal window size may differ. Figure 3 illustrates the median of the absolute difference between actual and estimated standard error relative to the actual standard deviation for varying window sizes. As the dataset provided by Yap presents 49 biochip results from primary lung adenocarcinoma tissues, we assumed that the observed variability for the whole dataset is the truth. Subsets (of 20, 15, 10, 8, 5, 4, 3 and 2 replicates) of this dataset were also used to show the evolution of the error of estimated standard deviation due to the use of fewer replicates relative to the complete dataset. The median relative error of Figure 3 . The median of the absolute difference between actual and estimated standard error relative to the actual standard deviation for varying window sizes. The median relative error of the estimated variability tends to a constant value for increasing window size. A reduced dataset leads to a greater error between estimated and expected values. However, with more than 5 replicates, using the window increases the median error.
The "Window t test": a simple and powerful approach to detect differentially expressed genes in microarray datasets the estimated variability tends to a constant value for increasing window size. For a subset with 2 replicated measures, this constant median error accounts for less than 40% (MAS 5.0), 30% (MAS 5.0 log2) and 45% (GCRMA), relative to the expected standard deviation. For a subset of 5 replicates, this percentage is reduced to 35%, 25% for MAS 5.0 and MAS 5.0 (log2), respectively, and increases to 50% with GCRMA preprocessing. As expected, a reduced dataset leads to a greater error between estimated and expected values. In addition, when more than 5 replicates were used, it appeared that using the window would increase the median error and such datasets would be best characterized with the traditional computation. Conversely, the use of a window improves this estimation when at most 5 replicates are used. In this way, computation of the variance from a window allows the design of experiments from 5 to 2 replicates, while maintaining a reasonable median error for this estimator. Using GCRMA, the use of a small window seems advantageous when at most 4 replicates are used. We also plotted the Median Absolute Deviation of this relative error on the estimation of the standard deviation. The results show similar behavior, illustrating that, for small datasets, the use of a window first reduces the variability of this relative error, to finally reach a constant value when a large window is used. On the contrary, using a window on a large dataset increases the variability of the relative error (for more information, see suppl. Figure 1 in supplementary material) .
To best understand the utility of a window, we compared the estimated standard deviation with the expected standard deviation (based on 49 measures) for a subset of 2 replicates, using a window with size=5. The results presented in Figure 4 show that the use of a window centers the values of the standard deviation estimator around its expected value, for each preprocessing tested. However, Figures 4E and 4F reveal that this correction is not sufficient for GCRMA, as many values still stay far from the regression line. This effect may explain the difference in the error rate behaviour observed in the Figure 3C. 
Implementation of a new version of the traditional Student t test: the window t test
Keeping these results in mind, we implemented a new version of the traditional Student and Welch tests, integrating a window-based estimation of variance instead of gene-specific estimated values when only a small number of replicates are available. Compared The "Window t test": a simple and powerful approach to detect differentially expressed genes in microarray datasets 
Evaluation of the performance of the different methods
Spike-in experiments 3.4.1.1. Figures of merit
Among all of the methods described in the published literature, we chose to compare the performance of the Window t test with the classic Student t test, the Reg t test, SAM, Limma, LPE and Shrinkage t designed for microarray differential expression analysis. The performance of the Window t test was assessed using previously described spike-in experiments. We used the LS-95 and LS-133 datasets and the Goldenspike experiment to compare the results obtained with the Window t test and selected methods using both MAS 5 and GCRMA for preprocessing of the data. Moreover, as mentioned in the Procedures section of this article, we also used each method after log transformation of MAS 5-generated expression values.
Differential expression analysis from microarray data is used for various studies. Assessment of the performances of the methods must therefore meet the objectives of such studies. For example, the use of microarrays to diagnose specific pathologies needs to highlight a few specific genes, with a very low number of falsely called genes. On the contrary, description of the metabolic pathways and mechanisms characterizing a specific pathology requires a full determination of the genes involved.
Different kinds of figures of merit have been used in the microarray field. The traditional ROC curve does not discriminate between the performances of the methods tested as all methods are superimposed on the graph. This was previously shown in the literature (for example in Opgen-Rhein and Strimmer, [17] ). Nevertheless, traditional ROC curves are added as supplementary data, to permit comparisons with other papers.
To best characterize the performance of the methods, we computed the true positive rate (or fraction) (TPR = % of truth which is found, or the sensitivity) against the false discovery rate (FDR = % of error in the selected genes, or 1-precision), whereas the traditional ROC curves compute TPR (sensitivity) vs. false positive rate (FPR = 1-specificity). The use of FPR leads to a lack of discrimination in studies with an important number of true negative. Thus, what we call figures of merit curves in this paper are in fact TPR/FDR curves (equivalent to Precision/Recall Curves) and not TPR/FPR curves (traditional ROC curves).
Figures 5 and 6 present the results obtained for the LS-95 and LS-133 datasets, respectively. For each case tested, Figures 5 and 6 also present a zoom of those curves for FDR smaller than 20%. Using this type of curve, the best methods tend to be close to the Y axis, revealing a low FDR and a high TPR. Traditional ROC curves are available in the supplemental data and give the same results (suppl. Figures 2 and 3) .
Examination of Figures 5 and 6 reveals strong differences when various preprocessing strategies are used. The Window t test leads to the best performance with MAS 5, and fits the performances of the Regularized t test when log-transformed data is used (MAS 5 and GCRMA). The use of multiple genes to evaluate the standard deviation of individual genes, as mentioned previously, can be used regardless of the shape of the relationship between variability and expression level. For each case tested, computing standard deviation using a window strongly increases the performances of the t test. The Window t test systematically reaches or outperforms others results with both datasets, regardless of the preprocessing used. Using a very simple algorithm requiring a small computing power, the Window t test univocally constitutes an improvement on the most popular methods when a small number of replicates is available.
Those results are confirmed when the evaluation procedure is repeated with the Golden-spike experiment ( Figure 7) . Using this dataset, the Window t test outperforms every tested method, except LPE, using a window with a size of 5 (11 genes).
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Area Under the Curve
The area under the curve is often used to compare statistical methods. We computed the AUC for the seven methods (Student t test, Window t test, Reg t test, SAM, Limma, LPE and Shrinkage t) described previously from the modified ROC curves used in this paper and for the traditional ROC curve. The results are available for three FPR (ROC: 100%, ROC10: 10%, ROC20: 20%) and three FDR (FDR: 100%, FDR10: 10%, FDR20) are shown in Table 1 .
The first comment relates to the difference between the AUC if ROC curves or our modified ROC curves are used. It is obvious that the traditional ROC curve is indiscriminant for this type of data, as illustrated by the very close values obtained for the different methods.
A second comment concerns the relatively low quality of the analysis when the FDR (Precision/Recall Curves) or the FPR (ROC curves) are low. Nevertheless, those levels are more informative than the complete area, since superior levels of FDR (or FPR) generate a number of false positives that drown out the relevant information.
The Window t test and the Reg t test are the two statistical methods that offer the best results (bold), except for the Golden Spike experiments for which LPE seems to be more accurate. Nearly every case, the window t test is the best (bold) or the second (underlined) method in terms of AUC.
Evaluation of the error rate in the gene list
As pointed out by Smyth (2004) , the main goal of differential expression analysis is to rank genes according to evidence of the null hypothesis rather than to assign absolute p-values [15] . The main reason for this claim is that, in typical studies, only a limited number of genes detected on microarrays are then validated and studied further with other technologies, independently of the number of genes called significant [15] .
For this reason, we studied the error rate in the gene list using the number of genes as the cutoff, and this for each method used in this paper. Figure 8 shows that the quality of the gene list computed with the Window t-test is either equal to or better than the best methods. Latin Square HGU-133A preprocessed with MAS 5.0 and MAS 5.0 (log2) leads to a better quality top list when analysed with the Window t-test. The same observation was found using LS-95, where the Window t-test performed best, occasionally outperformed by LPE in the very first genes of the list (with bad performances as the gene list increased). The window size used to estimate SD corresponds to 11 probe sets (or genes) (k = 5) (dataset Golden Spike, preprocessed with combination of methods 10c (see the text)). 
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Real dataset
We chose the E-MEXP-445 dataset because it contains data about 43 genes in 95 probe sets which are known to react under hypoxic conditions (bibliography for hypoxia is provided in supplementary material). These genes must thus be detected as differentially expressed in the E-MEXP-445 dataset.
In all cases, the data was preprocessed using GCRMA. We performed a Student t test, a regularized t test and a Windows t test on the 6 replicates. The rank of the 95 probe sets of interest in the gene list was checked with all three methods. Figure 9 shows a graph with the 22,283 HG-U133A GeneChips probe sets on the X-axis and the number of probe sets of interest (among the 95) found by the three methods on the Y-axis. Regularized t test and Windows t test are more efficient than the Student t test.
Window-based t test: study of window size
As pointed out by Allison et al. in a recent review, shrinkage (i.e. using data from other genes to estimate variance) improves variance estimates, but the key point is to optimize weight between gene-specific data and data from other genes [30] . In our window-based variant of the t test, window size is the parameter that tunes the number of neighbours included in the variance estimation. Study of the median relative error of the standard deviation as a function of window size (Figure 3) suggests that the global error is constant for a window size greater than 5. A smaller window size leads to a greater error if a small number of replicates is used. The Golden-spike dataset falls into this category and we tested the effect of window size on the performance of this method, compared to other methods. Figure 10 reveals that a window size of 3 is associated with the same level of performance as the regularized t test. Decreasing the window size to 1 (meaning that 3 genes are used for the estimation of standard deviation) does not significantly affect the performance of the method, which remains superior to the best performing methods. This means that a simple correction requiring a small computing power leads to much better results than others methods.
Supplemental data
A common practice in comparative analysis of methods in the field of differential expression analysis from microarray data is to simulate datasets using an appropriate design. The evaluation of methods on such datasets can complement the evaluation performed on spike-in datasets. Performance evaluation on simulated dataset is provided as supplemental data (Suppl. figures 4 and 5 of Supplementary material).
Discussion
Various methods have been described previously to analyze differential expression in microarray experiments. Here, we described and evaluated a new method, the Window t test that relies on the Student t test with standard deviation estimators computed from multiple genes sharing a close expression level. Our approach was driven by a comprehensive characterization of the effects due to the number of replicates, and the number of genes used. The datasets studied here were analyzed for various preprocessing strategies. The results obtained showed that, for a small number of replicates, the Window t test estimators are more accurate than classic standard deviation estimators. Using multiple genes indeed centers standard deviation estimators around their expected values compared with observed classic estimators. This effect could be observed for MAS 5, MAS 5 (log2) and GCRMA preprocessed data, independently of the shape of the relationship between variability and expression level.
The performance of the method was compared with that of classic and widely-used strategies, classic Student t test, the Reg t test, SAM, Limma, LPE and Shrinkage t approaches. In nearly each case tested, The "Window t test": a simple and powerful approach to detect differentially expressed genes in microarray datasets the results obtained were at least equivalent to the best performing method and, in most cases, outperformed it. The results obtained on Choe's Golden Spike experiment also demonstrated the power of the method when a very small window size is used, revealing that the use of only 3 genes (window size=1) performs better that the best performing method. Furthermore, the Window t test relies on a very simple procedure that requires little computing power compared with other methods designed for microarray differential expression analysis. Many corrections and new methods have been described previously to analyze datasets for which traditional methods reach their limits. In addition, the common properties of data obtained from microarray experiments suggest that it's not possible to find all differentially-expressed genes without false positives. The study reported here demonstrates possible improvement of significance analysis through the use of information from multiple genes. This strategy constitutes a first step in the integration of multiple pieces of information prior to statistical analysis. In the future, we will focus on integration of biological data in statistical analyses.
