Abstract. We present a structured quasi-Newton algorithm for unconstrained optimization problems that have unavailable second-order derivatives or Hessian terms. We provide a formal derivation of the well-known BFGS secant update formula that approximates only the missing Hessian terms, and we propose a line-search quasi-Newton algorithm based on a modification of Wolfe conditions that converges to first-order optimality conditions. We also analyze the local convergence properties of the structured BFGS algorithm and show that it achieves superlinear convergence under the standard assumptions used by quasi-Newton methods using secant updates. We provide a thorough study of the practical performance of the algorithm on the CUTEr suite of test problems and show that our structured BFGS-based quasi-Newton algorithm outperforms the unstructured counterpart(s).
1. Introduction and motivation. We propose an algorithm for solving unconstrained optimization problems of the form (1) min
for which the Hessian of k(x), K(x) := ∇ 2 k(x), is available but the Hessian of u(x), U (x) := ∇ 2 u(x) is not available or is expensive to evaluate. Such a situation occurs, for example, when f comprises sums of functions that are either algebraically described (and derivatives can be evaluated) or simulated (and second-order derivatives are costly to compute), as is the case of adjoint-based computations. A notable example is security-constrained operations in power grids, when the security criteria are expressed by constraints on dynamic contingencies [18] . When these transient behavior requirements are expressed by penalty or Lagrangian approaches, the optimization problem has a logical two-stage structure [1] . Evaluation of the contribution of the second-stage, transient components involves obtaining the sensitivity information of a differential algebraic equation, for which the forward simulation alone is much costlier than the evaluation of the terms depending only on the first-stage variables. Another example is nonlinear least-squares problems, for which the Hessian is the sum of a term containing only first-order Jacobian information, which is available, and a term containing Hessian information, which is costly to compute and evaluate. On the other hand, we work under the assumption that the gradient ∇f (x) is available.
The goal of this work is to develop algorithms of a quasi-Newton flavor that are capable of combining the existing Hessian information and secant updates for the unavailable part of the Hessian. The motivation behind this work is that one can reasonably expect that such algorithms will perform better than general quasi-Newton counterparts that do not consider the structure in the Hessian.
Our approach is in the spirit of quasi-Newton secant methods equipped with a line-search mechanism. Such iterative numerical procedures produce a sequence of iterates {x k } k≥0 of the form x k+1 = x k + α k p k , where the quasi-Newton search direction p k is given by p k = B −1 k ∇f (x k ), with B k being an approximation of the Hessian ∇ 2 f (x k ). The step length α k is found by an appropriate search along the direction p k that ensures the convergence to a stationary point of the gradient, for example, a line search based on Wolfe conditions [22] .
The secant Hessian approximation B k is updated during the line-search algorithm accordingly to a closed-form formula
where s k and y k are the changes in the variables and gradient, respectively, and are given by s k = x k+1 − x k and y k = ∇f (x k+1 ) − ∇f (x k ).
The formula B ensures that B k+1 is symmetric and satisfies the secant equation (2) B k+1 s k = y k .
In order to derive the update formula B and to uniquely determine B k+1 , additional conditions need to be posed on B k+1 [19] . These conditions take the form of the so-called proximity criterion, which requires that B k+1 or its inverse, B −1 k+1 , is the closest approximation in some norm to B k or B −1 k , respectively. Weighted Frobenius matrix norms have been used to define proximity [19] ; they are a convenient choice since they allow an analytical expression for B. The Broyden-Fletcher-GoldfarbShanno (BFGS) formulas are obtained by imposing the proximity criterion on the inverse. The BFGS formula for the inverse H k+1 = B −1 k+1 is obtained as the solution to the following variational characterization problem,
as the analytical expression (see [14, Corollary 2.3 
]) (4) H

BF GS k+1
Here the weight matrix W can be chosen as any symmetric positive definite matrix satisfying the secant equation W y k = s k . The weighted Frobenius norm A W is the Frobenius norm of W 1/2 AW 1/2 . We observe that the choice of W does not influence the inverse formula (4) . Also, we use the notation γ k = 1/(s T k y k ). The BFGS update for the Hessian can be obtained by using the Sherman-Morrison-Woodbury formula, and it is given by ( 
5) B
BF GS k+1
When the proximity criterion, together with the secant equation and symmetry conditions, is enforced for the matrix B k , one can similarly obtain the Davidon- 
The weight matrix W is chosen to satisfy W s k = y k and to be positive definite.
In this paper we first derive in Section 2 structured counterparts to the BFGS formulas (4) and (5) . The formal derivation of the structured formulas uses the apparatus of Güler et al. [14] to derive two structured BFGS formulas coming from two different perspectives, least-square and trace-determinant variational characterizations, on BFGS updates.
We then investigate in Section 3 line-search globalization strategies. We find that for one of the structured BFGS formulas, one can always find a subset of the Wolfe points that ensures the positive definiteness of the structured update; furthermore, such Wolfe points can be identified at low computational cost. For the other structured BFGS update, we suggest using a standard inertia perturbation (by a multiple of identity) of the Hessian approximation to obtain global convergence. We show that the perturbation parameter can be computed in a computationally efficient manner a priori, and thus no extra factorization of the linear systems involving the quasi-Newton approximation is needed. As a result, both approaches are globally convergent to a first-order stationary point, as we discuss in Section 3.2.
Structured BFGS updates have been investigated before, for example, for nonlinear least-squares problems [8, 6, 16, 2] and for Lagrangian functions in sequential quadratic programming (SQP) methods for constrained optimization [20, 15] . To the best of our knowledge, however, no attempts have been made before to provide a globalization strategy in conjunction with this class of BFGS updates. Furthermore, we show that our formal derivation of structured secant formulas (see discussions of the least-square and trace-determinant variational characterizations for equations (9) and (10)) is a rigorous tool that requires no intuition or any other type of empirical input in finding structured secant formula updates that are optimal with respect to various variational characterizations.
In Section 3.3 we show the local superlinear convergence of the two structured BFGS formulas. We work under the standard assumptions used in analyzing the local convergence rates of certain quasi-Newton secant methods; for example, see the review paper of Dennis and Moré [7] . Our analysis is also standard in the sense that the superlinear convergence is proved by using a characterization (e.g., bounded deterioration property) of superlinear convergence due to Dennis and Moré [7, 3] and it employs intermediary results and techniques from [3, 13, 6] .
We also provide a thorough performance evaluation of various computational strategies with the structured BFGS formulas proposed in this paper. This includes a comparison with the unstructured BFGS formula using a similar line-search algorithm, which reveals that the structured quasi-Newton algorithms outperform the unstructured counterparts and confirms that our structured formulas are capable of using the existing, incomplete Hessian information to improve numerical performance. denote the quantities updated at each iteration (indexed by k + 1 in the preceding section).
Our goal is to derive structured formulas that use the exact Hessian information K(x + ) and only approximate the missing curvature, U (x + )s, along the direction s. We are specifically looking for structured secant update formulas in the form
where A + approximates the unknown Hessian U (x + ) in the spirit of the secant equation (2) . That is, we require that
We remark that one also can use an "unstructured" right-hand side in the secant equation (2) , that is, require that A + satisfies (K(x + )+A + )s = y := ∇f (x + )−∇f (x). Doing so would imply that
, which forces A + to inadvertently incorporate the curvature variation ∇k(x + )−∇k(x)− K(s + )s corresponding to the term k(·) for which the curvature is available. Other structure-exploiting choices forȳ also are possible, for example, for nonlinear leastsquares problems [8, 6, 16] and the Lagrangian function in SQP methods for constrained optimization [20, 15] .
Similarly to the preceding section, we derive the analytical formulas for A + by imposing a proximity criterion together with the symmetry condition and the secant equation. We observe that, in contrast to the classical quasi-Newton update, the proximity condition (3) can be formulated in two ways, depending on where K(x) is evaluated. That is, it can be posed as either
We also denote B (7) corresponding to the two variational characterizations cited. We observe that the latter variational characterization seems more reasonable from a least-squares perspective since it uses updated Hessian information K(x + ) and, therefore, A M + is not required to approximate the change in the known part of the Hessian.
On the other hand, the trace-determinant variational characterization [4, 10, 14] indicates that solving (9) and (10) is in fact analogous to enforcing the the eigenvalues of (A
) to be as close to 1 as possible. In this respect, the update based on (9) would be more suitable since B M + is more likely to inherit the spectral properties (e.g., positive definiteness) of
, which is a matrix that is not necessarily positive definite when
Based on the discussion of the preceding two paragraphs, we are uncertain which of the variational characterizations (9) and (10) has superior properties. For this reason we consider both updates in this paper.
Before deriving the structured BFGS formulas, we observe thatȳ = A + s can be equivalently written asȳ = (H 
Therefore (9) and (10) with the symmetry condition and the inverse secant equation become
where H is either (B M ) −1 or (B P ) −1 (corresponding to (9) or (10), respectively). The solution to this variational characterization is (see [14, Corrolary 2.5]) (12) H
where we define
The BFGS update for the Hessian matrix can be obtained again by using the Sherman-Morison-Woodbury formula, namely,
This allows us to write the BFGS update corresponding to (9) as
T and the BFGS update corresponding to (10) as
To simplify notation, we introduce
We can then express A M + and A P + as
The corresponding structured BFGS updates for the Hessian matrix become
Note on structured DFP update formulas. One can use this formal approach to derive a DFP structured update. The structured counterpart of the DFP variational form (6) would be
which has the solution
whereγ is the scalar (s Tȳ ) −1 . We observe that the corresponding structured DFP update B DF P + = A DF P + + K(x + ) does not explicitly incorporate the approximation B DF P . Therefore, it is difficult to investigate the properties of the Hessian approximation (e.g., positive definiteness, bounded deterioration) that are needed in our line-search algorithmic approach. Trust-region methods can be, for example, an alternative avenue for structured DFP updates; we defer such investigation to future work.
3.
A line-search quasi-Newton algorithm for the structured updates. In this section we propose and analyze a line-search algorithm that employ the structured BFGS updates B M and B P introduced in the preceding section. We first investigate the hereditary positive definiteness of the structured updates and, motivated by this investigation, propose a line-search algorithm derived from the Wolfe conditions enhanced by an additional condition to ensure positive definiteness of the update away from a neighborhood of the solution. Furthermore, we show that the algorithm converges to stationary points, and we prove that the algorithm is locally superlinear convergent.
Hereditary positive definiteness.
The positive definiteness of the BFGS update is needed to ensure that the quasi-Newton direction is a descent direction [19] . The BFGS unstructured updates remain positive definite (p.d.) as long as a set of conditions, namely, the Wolfe conditions, are satisfied by the line-search [19] . As we show in this section, this is not necessarily the case for our structured BFGS updates B M and B P . For the B M update we propose a line-search mechanism that ensures the positive definiteness of the update throughout the algorithm. For the B P update such modification is not possible, and we will ensure positive definiteness by using the traditional approach of inertia/eigenvalue regularization.
To see this, let u = 0, and use (12) to write
Equality holds if and only if u −γ(s T u)(ȳ + K(x + )s) = 0 and s T u = 0, which implies that u = 0. Therefore the inequality is strict, showing that B M + is positive definite.
T s is not necessarily positive. To see this, we use the mean value theorem for the function t → s T ∇u(x+t(x + −x)) on [0, 1] to write
which can be negative since U (x)+K(x + ) is not necessarily positive definite. However, if there exist
)s > 0, the positiveness ofγ can be ensured providedx is close to x + . Below we show that s T ∇ 2 f (x + )s T > 0 holds for a subset of x + satisfying the (weak) Wolfe conditions, and we enforce the latter condition in the line-search algorithm.
We introduce a simplifying notation and denote
In other words, φ is f on the search direction p. Observe that
The following lemma shows that, for the purpose of leading to aγ > 0, a subset of points satisfying the Wolfe conditions [19] also satisfy the inequality φ (α) > 0. Lemma 1. If p is a descent direction, namely, φ (0) < 0, and if φ(α) is bounded from below on [0, ∞) then there exists an interval of points α * such that φ (α * ) > 0 and x + α * p satisfies the Wolfe conditions:
where 0 < c 1 < c 2 < 1.
Proof. First observe that there is an α 1 > 0 for which φ (α 1 ) = c 1 φ (0). To see this, consider l 1 (α) = φ(0) + c 1 αφ (0). Since φ (0) < 0, then l 1 (α) is unbounded; however, l 1 (0) = φ(0), and l 1 (0) > φ (0) indicates that that there is at least one positive α where l 1 and φ intersect. We denote the smallest such value by α 0 . Therefore we have φ(
. By the mean value theorem we have that there exists
, one can similarly show that there exists α 2 ∈ (0, α 1 ) such that φ (α 2 ) = c 2 φ (0). Let α 2 denote the largest such value.
The mean value theorem applied to φ(α) on [α 2 , α 1 ] indicates that there exists
, which implies φ (α * ) > 0. It remains to prove that α * satisfies Wolfe conditions (22) and (23). The sufficient decrease condition (22) is satisfied in fact by any α ∈ (0, α 0 ) (l 1 (α) dominates φ(α) on (0, α 0 ), as pointed out above) and hence by α * also. To show that the curvature condition (23) is satisfied, we note that φ (α * ) ≤ φ (α 2 ) = c 2 φ (0) cannot hold since it would imply that φ (·) takes the value c 2 φ (0) on (α * , α 1 ), contradicting the maximality α 2 in this respect. Therefore φ (α * ) > c 2 φ (0) which proves (23).
According to Lemma 2, the Hessian is p.d. (and thusγ > 0) along the direction p at some step length α * ifx from (19) is close to x + = x + α * p. This suggests a modification of the secant equation (11), namely, that it should be applied atx = x +ᾱp and x + instead of at x and x + . This modification ensures that the BFGS update remains p.d. providedᾱ is close to α * . This will be shown by Theorem 2. Before that step, we introduce the following notation:
Here α 1 and α 2 are positive numbers. Observe thatȳ, s, andγ correspond to (24), (25), and (26) for α 1 = α * and α 2 = 0.
Theorem 2. Let α * denote one of the step lengths given by Lemma 1 and x + = x + α * p. Then there exists α * close to α * such that the modified structured BFGS update
Proof. Since φ (α * ) > 0 by Lemma 1, one can easily see that for anyα
On the other hand, one can writē
withα ∈ [α * , α * ] given by the mean value theorem, similar to obtaining (19) . Then (27), (28), and the continuity of U (·) imply thatγ k (α * , α * ) > 0 (and thus B M + is p.d.) provided that α * (and henceα) is close to α * .
The Wolfe point satisfying φ (α * ) > 0 (required by Lemma 1) can be found by modifying a line-search procedure such as Moré-Thuente [17] . The test itself, that is, checking φ (α * ) > 0, or equivalentlyγ(α * , 0) > 0, has low computational cost and does not require function or gradient evaluations. In our computational experiments, the first Wolfe point encountered generally satisfies this condition, with the exception of a few test problems that require one or two additional searches for α * .
Structured B P
+ update. For the structured B P + , the situation is different from that for the B M because
can be negative since
To ensure the positive definiteness of the structured B P + update, we use a regularization approach that consists of adding a positive multiple of the identity, namely,
where σ > 0 is chosen such that B P + is positive definite.
In the context of our structured quasi-Newton line-search, one can easily compute the diagonal perturbation σ that will maintain positive definiteness. One needs only to choose σ such that (ȳ + K(x + )s)
T s + σs T s ≥ ε > 0, where ε > 0 is a safeguard to avoid division by small numbers; in particular, such a σ would be (22)- (23) at each iteration implies that the sequence of iterates has a limit point x * that satisfies ∇f (x * ) = 0 [7, Theorem 6.3] (also see [22, 23] .
3.3. Local superlinear convergence. Of great interest in computational practice is also how fast the algorithm converges. In this section we prove that the two structured BFGS updates we derived in Section 2 together with the Wolfe-based linesearch mechanism of Section 3 have local convergence properties specific to quasiNewton method with secant updates, for example, q-superlinear convergence. Specifically, we show in this section that the iterates produced by our algorithm satisfy
We work under the following "standard" assumptions that have been used in many publications dedicated to the analysis of local convergence rates of certain quasiNewton secant methods; for example, see the review paper [7] . Assumption 3. There exists a local minimizer x * to the minimization problem (1).
Assumption 4. The objective f is of class C 2 , and the Hessians ∇ 2 f and ∇ 2 k are locally Lipschitz continuous at x * ; that is, there exist L ≥ 0 and L κ ≥ 0 and a neighborhood N 1 (x * ) of x * such that for any x ∈ N 1 (x * )
Under this assumption, u is also C 2 , and its Hessian is locally Lipschitz. We denote the Lipschitz constant by L u . From the triangle inequality it follows that L u ≤ L+L κ .
Assumption 5. The Hessian is continuously bounded from below and above in a neighborhood N 2 (x * ) of x * ; that is, there exist m > 0 and M > 0 such that
Our analysis is also standard in the sense that the superlinear convergence is proved by using a characterization of superlinear convergence due to Dennis and Moré [7] , namely, Theorem 6 below. In fact, the remainder of this section essentially shows that our structured BFGS updates satisfy the hypotheses of the Dennis-Moré characterization of superlinear convergence.
Theorem 6. [7, Theorem 3.1] Let B k be a sequence of nonsingular matrices, and consider updates of the form x k+1 = x k − B −1 k ∇f (x k ) such that x k remains in a neighborhood of x * , x k = 0 for all k ≥ 0, and converges to x * . Then the sequence {x k } converges superlinearily to x * if and only if
For our line search approach, we note that the Wolfe conditions (22)- (23) hold with with unit steps (α = 1) in the limit, according to a well-known result [7, Theorem 6.4] . Moreover, from Assumptions 4 and 5 we have that φ (t) > 0, ∀t ∈ [0, 1], where φ is the function f along the search direction as described in Lemma 1. Therefore the possible change in the points used in the secant update as described in and after Theorem 2 will not be necessary. Since the (modified) Moré-Thuente [17] line search used in this work always starts with unit step, it follows that in a neighborhood of x * our algorithm uses updates of the form
k ∇f (x k ) and the secant update is applied at x k and x k+1 . Therefore, condition (34) is equivalent to
a result that we prove in the remainder of this section. We remark that the remaining conditions required by Theorem 6 are satisfied. In particular, our updates remain positive definite, and the convergence was proved in Section 3.2. Key to showing (35) is proving a "bounded deterioration" property for B M + and B P + , namely, Theorem 11. This property implies q-linear convergence, which in turn is needed to show (35) [3] .
In what follows we denote σ(u, v) = max{ u − x * , v − x * } and B * = ∇ 2 f (x * ).
, the following inequalities hold:
Proof. (i) We first writē
Then, standard norm inequalities and Assumption 5 imply that
(ii) The inequality follows from the triangle inequality, (i), and Assumption 5,
(iii) The inequality follows from the Cauchy-Schwartz inequality and (ii).
(iv) Similar to the proof of (i) we write
This allows us to use Assumptions (4) and (5) to write
This completes the proof of (iv).
We denoted by B M . To simplyf the proofs, we also transform the B P update to a slightly different form and notation. In particular, we observe from (17) that the B P + formula can be written as B
. One can easily see that a recurrence similar to (17) holds:
This new notation simplifies the use of the theoretical update in the proofs, as will become apparent later in this section. We denote the theoretical update ofB P bȳ B P .
Lemma 8. ([6, Lemma 2.1.]) Consider a symmetric matrix M and vectors u, z such that u T u = 1 and u
Moreover, if M is also positive definite, if u = v/ v , and if . Then one can write We now bound the variation in our updates from the theoretical updates.
Lemma 10. If the Assumptions 3, 4, and 5 hold, then (i) there exists a constant
(ii) there exists a constantC
As a consequence of (ii),
for any x, x + , and x ++ in a nontrivial neighborhood of x * included in N 3 (x * )
Proof. (i) We first observe that
M is a rank 2 update, namely,
Then we perform the following manipulation:
Using the fact that uv T F = u v and the standard norm inequalities, we write
Furthermore, we use Assumption 5 and inequalities of Lemma 7 to obtain
In this inequality we assume that N 3 (x * ) was potentially shrinked to
F , we conclude that the lemma holds with
(ii) Once we observe that B P + −B P is also a rank two update,
we can see that the proof is identical to (i).
(iii) By definition,B (36) ). This allows to write, based on Assumption 4 and the triangle inequality, that
which, based on (ii), proves (iii). Here, as before, we use the fact that x ++ − x + ≤ σ(x + , x ++ ). 
for any x, x + ∈ N 3 (x * ).
Proof. To obtain (43), we use the triangle inequality together with (i) of Lemma 10 and (iii) of Lemma 9:
To prove (44), we follow an argument similar to the one above:
The last term can be bounded based on the definition ofB P and using the triangle inequality and Assumption 4:
Therefore (44) follows with C
The bounded deterioration property proved above implies q-linear convergence, namely, Theorem 12 below. This is only an intermediary step, which is needed to prove the asymptotic convergence (35) of the search direction by using the structured updates B + and B P + to the Newton direction in Theorem 14. Theorem 12 is known to hold (for example, see [3, Theorem 3.2] ) for any BFGS update sequence that satisfies a bounded deterioration property, such as the one we proved in Theorem 11. Hence, we state the result without a proof. We still work under Assumptions 3-5.
, where B k are symmetric and satisfy a bounded deterioration property of (43) or (44). Then for each r ∈ (0, 1), there are positive constants (r) and δ(r) such that for x 0 − x * ≤ (r) and B 0 − B * * ≤ δ(r), the sequence {x k } converges to x * . Furthermore,
for each k ≥ 0. In addition, the sequences { B k } and { B −1 k } are uniformly bounded.
To prove the asymptotic convergence (35), we need the following result that is similar to the bounded deterioration property but involves the theoretical updates. We drop the "+" subscripts and use "k" indexes for the remainder of this section. We remark that σ(x k , x k+1 ) = max{ x k − x * , x k+1 − x * } = x k − x * and x k − x * ≤ (r)r k , for all k ≥ 0 when one works under the conditions of Theorem 12.
Lemma 13. For a given r ∈ (0, 1) there exist constants C M 2 (r) > 0 andC P 2 (r) > 0 independent of the sequence {x k } and k such that
Proof. Based on the triangle inequality and (i) of Lemma 10, we first write
On the one hand, based on (iii) of Lemma (9), this inequality implies that
which, in turn, inductively implies that
On the other hand, squaring (48) implies
which, by (iii) of Lemma (9) and inequality (49), implies that
We remark that the quantity inside the brackets in the second term in this inequality is bounded from above by
which completes the proof of (47). The proof of (47) is almost identical. The slight difference is the inequality (48), which translates into
since (iii) of Lemma 10 needs to be used. The proof then is identical, and (47) holds withC
We are now in position to prove the final result. 
where C 2 is one of the constants provided by Lemma (13). We sum this over k and, based on Theorem 12, we obtain 
Furthermore, we observe that
However, this expression is exactly
which, by the boundedness of {B k } (Theorem 12) and of B * (Assumption 5), implies the asymptotic convergence limit (35):
This completes (i).
For the proof of part (ii), we observe that B P k is by definition a K(x k+1 ) − K(x k ) perturbation ofB P k . Then Theorem 12 and the continuity of K given by Assumption 4 imply that {B P k } also satisfies the limit above. 3.4. Hereditary (strong) positive definiteness. We proved that the inverses of the updates B and B P are bounded. This proof implies that the updates are positive definite and their eigenvalues are bounded away from zero. The consequence is that asymptotically regularizations and extra factorization are not needed for the updates, a desirable property since it reduces the computational cost.
3.5. Discussion for quadratic functions. We investigate the behavior of our line-search quasi-Newton method for strongly convex quadratic functions since this may provide insight into the behavior for the general nonquadratic case. For such functions the known and unknown Hessian parts are constant and denoted by K and U , and Q := ∇ 2 f (x) = K + U is positive definite. We immediately observe that our structured update formulas (16) and (17) are identical and reduce to the unstructured BFGS formula
where y is the variation in the gradient for the (unstructured) function and defined in (2) . Nevertheless, our line-search algorithm starts with a different initial BFGS approximation, namely, with K + A 0 , where A 0 is the initial approximation for U . Consequently, our algorithm will produce different iterations from those of an unstructured counterpart. The number of iterations of our algorithm is given by the following result.
Proposition 15. The quasi-Newton structured BFGS algorithm with an exact line search and A 0 as the initial approximation will generate a sequence of iterates identical to the conjugate gradient method (CG) preconditioned with K + A 0 .
Proof. Formulas like (50) produce a certain conjugacy property among the quasiNewton iterates for strongly convex functions when exact line searches are used. This translates into iterations identical with the preconditioned CG preconditioned with B 0 ; see [19, Theorem 6.4 ] and the discussion afterwards. Our proposition follows from the fact that B 0 = K + A 0 in the case of our structured algorithm.
Let us consider the situation when the unknown Hessian U is of rank r. We take A 0 = 0. The preconditioned CG iteration count will be at most the number of distinct eigenvalues of the preconditioned matrix (K + A 0 ) −1 (K + U ) = I + K −1 U , which is bounded from above by r + 1. This points toward a dramatically improved performance of the structured quasi-Newton method over the unstructured counterpart (which would "blindly" start at a multiple of identity and would take n iterations [19, Theorem 6.4 
]).
One can argue that the unstructured BFGS algorithm can be started with B 0 = K and thus would reproduce the behavior of the structured algorithm. While this is a valid argument for the quadratic case, it does not generalizes to nonquadratic nonlinear functions. In this case B 0 = K(x 0 ) may not be positive definite and, hence, not suitable as a general initial choice for the initial approximation B 0 .
Numerical Experiments.
In this section we investigate the performance (number of iterations and function evaluations) of our structured updates and perform comparisons with Newton and unstructured BFGS methods. We also study the behavior of our updates on nonlinear problems that have low-rank missing Hessians ∇ 2 u(x), along the lines of the discussion following Proposition 15.
Test problems.
We use the CUTEr test set [12] specified in AMPL [11] . Of 73 unconstrained problems with nonlinear objectives in CUTEr, we consider 61 problems that have less than 5, 000 variables, a threshold dictated by the limitations our MATLAB implementation based on dense linear algebra. Of these 61 small-to medium-scale problems we have selected the problems on which IPOPT [21] requires fewer than 200 iterations in order to obtain an optimal solution. The selection yielded a total of 55 test problems. To mimic the unavailability of Hessian information, we modified the test problems to include a term u(x) in (1) along the lines of the following two experiments. Experiment 1: Given the CUTEr objective f (x) and a ratio parameter p ∈ [0, 1], we consider the problem of minimizingf (x) = p * k(x) + (1 − p) * u(x), where k(x) = u(x) = f (x). Our structured BFGS algorithms use only ∇ 2 k(x), the unstructured BFGS use no Hessian, and the Newton's method uses full Hessian ∇ 2f (x)(= ∇ 2 f (x)). Experiment 2: Given the CUTEr objective f (x), we set u(x) = i∈L log[(
, where x * is the minimizer of f (x) and L is an index set specifying the variables included in u(x). In this experiment we minimizef (x) = k(x) + u(x), where k(x) = f (x). The term u(x) is a smooth nonlinear nonconvex function having the same minimizer x * as f (x) (when L = {1, . . . , n}). We observe that x * is a local minimizer off (x) for any subset L of {1, . . . , n}. In this experiment, u(x) is taken to be full-space, that is, L = {1, . . . , n}, as well as subspace, that is, of L ⊂ {1, . . . , n} and of low cardinality |L| = O(1). The subspace approach is used to study the performance of our structured BFGS formulas on problems for which the unknown Hessian is of low rank and to investigate whether the theoretical result given by Proposition 15 for quadratic objectives is observed empirically for nonquadratic nonlinear objective functions.
When the term u(x) is defined on a subspace, we compute subspace variants of the structured updates (14) and (15) of the form
and, respectively,
where
Also, P : R n → R |L| denotes the projection (matrix) from the full space to the subspace considered by u(x). Table 1 lists a summary of the algorithms and experimental setups used in investigating and comparing the performance of the structured BFGS algorithms of this paper. 4.2. Implementation details. The numerical experiments were performed on a desktop with a quad-core 2.66 GHz Intel CPU Q8400 and with 3.8 GB memory and using MATLAB R2013a as an environment for implementation. We implemented Newton's method, (unstructured) BFGS method [19] , and structured BFGS methods; all the algorithms use the line-search algorithm proposed by Moré and Thuente [17] , which finds a point that satisfies the strong Wolfe conditions by using zoom-in procedure and both quadratic and cubic interpolation. For the Moré-Thuente line search we initially set the upper bound on the step to α max ← 2. The line search can terminate at the upper bound α max , and the strong Wolfe conditions do not hold. This situation can occur when the objective function is not bounded from below along the search direction and also, in practice, when the search direction is "short" (for example, caused by distorted quasi-Newton approximations). In these situations, we increase α max ← 100 and restart the line search to rule out a short search direction. In a couple of instances the second line search fails, in which case we conclude that the function is likely unbounded and stop the algorithm. In order to guarantee that the search direction is of descent, the line-search procedure requires that the Hessian (for Newton's method) or Hessian secant approximation (for BFGS-based algorithms) is p.d. For our (full-space) structured BFGS update B M + , the Moré-Thuente line-search was modified to find a Wolfe point satisfying the conditions of Theorem 2; for the (full-space) structured BFGS update B P + , a diagonal perturbation of the update is used, as discussed in Section 3.1.2. For Newton's method, whenever the Hessian is not p.d., we use an inertia-correction mechanism present in IPOPT [21] , in which we repeatedly factorize and increase the diagonal perturbation until the (perturbed) Hessian becomes p.d. We remark that the unstructured BFGS algorithm does not need inertia regularization since the unstructured update is p.d. at Wolfe points. Clearly, the subspace structured BFGS updates (52) and (54) can be rank deficient, and thus we use inertia regularizations to guarantee positive definiteness of the updates. When the search direction is not a descent direction, which can occur for all algorithms because of numerical round-off error, we terminate the algorithm with an error message.
The subspace structured updates A M k+1 and A P k+1 given by (51) and (53) are set to zero whenever our implementation detects that there is no change in the gradient of the unknown part and in the variables in the subspace, namely, s L k = 0 and y L k = 0 numerically. This occurs in Experiment 2, when u(x) is defined on a subspace and it is a manifestation of the fact that missing curvature ∇ 2 u(x) is zero.
Discussion of results.
We show comparisons of the six algorithms in Figures 1, 2, and 3 . We employ the performance profiling technique of Dolan and Moré [9] in these figures; the x-axis shows the logarithm of the performance metric, namely, the number of iterations ((a) figures) or the number of function evaluations ((b) figures); the y-axis represents the percentage of problems solved with a given value/number of the performance metric on the x-axis. Figures 1 and 2 show the performance profile for Experiment 1 for p = 0.25 and p = 0.75, respectively. Unsurprisingly, Hes (Newton's method) dominates all other The performance gap between the structured and unstructured BFGS methods seems to be larger for p = 0.75 than for p = 0.25, possibly as the result of "more" Hessian information used by the structured updates. Also, we remark that the B P update slightly outperforms B M . However, we point out that for some classes of problems, for example, with a large number of variables, the cost of factorizations needed by the inertia regularization technique necessary for B P can be higher than the difference in the number of iterations/function evaluations over B M , and thus B M can outperform B P in terms of execution time.
For Experiment 2 we consider subspaces of two (randomly chosen) variables for u(x). Then we compare the six methods on the problems that can be solved by Hes or BF GS, for a total of 54 test problems. Figure 3 shows the Dolan and Moré performance profile for this comparison. We observe that the subspace update strategies perform better than the full space counterparts, as we anticipated. However, the subspace structured updates B M and B P perform about the same. We also observe that, as in Experiment 1, the four structured BFGS approaches perform better than the nonstructured BFGS algorithm.
Detailed results for each CUTER test problem and for each algorithm are displayed in Appendix A in Table 2 for Experiment 1 and in Table 3 for Experiment 2. In these tables, column Stat shows the convergence status: 1 indicates success, while 2 denotes that the maximum number of (200) iterations has been reached; Stat = 0 denotes the failure of convergence because of the two conditions discussed in the preceding section: unboundedness of the objective function along the search direction or the occurrence of an ascent search direction. Columns #Iter and #F unc show the numbers of iteration and function evaluation, respectively.
Conclusion and further developments.
We derived structured secant formulas that incorporate available second-order derivative information. We also ana- lyzed the convergence (global and local) properties of a line-search algorithm equipped with the structured formulas. In particular we have shown convergence to stationary points and superlinear local convergence properties. Our numerical experiments were aimed at investigating the benefits of incorporating Hessian terms in the secant update formula and, indeed, show that the performance (number of iterations and number of function evaluations) of the unstructured BFGS can be improved; furthermore, the improvement can be considerable when the Hessian terms that are not known or available have low rank.
In this work we have used a straightforward rank two update recursive computation for the Hessian approximation matrix that results in dense linear system; obviously, this approach has severe computational limitations for large-scale problems. Limited-memory methods equipped with compact (e.g., low-rank) representations for the dense matrix in the idea of [5] is a natural direction of further development. A plausible alternative direction to investigate is the use of iterative methods for the solution of the quasi-Newton linear system since, as we discussed in Section 3.5, the known part of the Hessian is a natural preconditioner for the quasi-Newton linear system. We mention that further development is needed to extend or adapt such computational techniques to constrained problems. 27  1  28  39  1  30  33  1  30  36  hatfldd  1  20  21  1  27  34  1  30  33  1  29  31  hatflde  1  19  21  1  27  37  1  28  31  1  26  30  heart6ls  2  200  252  2  200  298  2  200  252  2  200  209  heart8ls  1  74  99  2  200  279  2  200  233  2  200  202  helix  1  10  12  1  28  35  1  24  27  1  23  26  himmelbf  1  10  10  0  30  87  0  31  85  1  30  38  humps  2  200  506  1  86  213  1  193  466  2  200  486  kowosb  1  8  18  1  28  32  1  27  29  1  27  27  mancino  1  5  5  1  125  251  1  33  37  1  13 
