Multiloop delayed negative feedback systems, with each feedback loop having its own characteristic time lag ͑delay͒, are used to describe a great variety of systems: optical systems, neural networks, physiological control systems, etc. Previous investigations have shown that if the number of delayed feedback loops is greater than two, the system can exhibit complex dynamics and chaos, but in the case of two delayed loops only periodic solutions were found. Here we show that a period-doubling cascade and chaotic dynamics are also found in systems with two coupled delayed negative feedback loops.
I. INTRODUCTION
A variety of oscillatory phenomena are observed in biology with well known examples in neurology, cardiology, hematology, and ecology. A fundamental characteristic of these dynamical systems is that their behavior depend on time delays ͓1-5͔. Time delays arise as a consequence of intrinsic biological and physical processes such as reproduction of cells and organisms, conduction of excitation, and diffusion of chemical signals. For instance, control in physiological systems is accomplished by multiple negative feedback loops that are, in general, delayed. A basic question is whether the fluctuating dynamics observed in physiological and other biological systems are due to the instabilities in the basic control systems, or may be due to other factors such as a fluctuating and noisy environment.
It is well known that a single-loop negative feedback system with a time delay can display stable limit cycle oscillations, but it does not exhibit chaos ͓5-8͔ due to the monotonicity of the feedback function. A single-loop system will exhibit chaotic dynamic only if it has mixed ͑the corresponding function has an extremum͒ feedback ͓2,8 -12͔. Most physiological control systems have multiple negative feedback loops ͑heart rate ͓13-15͔, blood pressure ͓16,17͔, motor activity ͓18 -22͔͒, and the dynamics result from the interplay of the various feedback controls. Although it would appear that multiple delayed feedback loops could provide benefits to the organism, with some feedbacks operating quickly ͑short delay͒ and others slowly ͑longer delay͒, mathematical properties of systems with multiple delays are not well understood. Somewhat in opposition to the view that multiple delayed feedback loops are more stable than single loops ͓4,20͔, it has been shown that multilooped delayed negative feedback systems may exhibit complex dynamics, including period-doubling bifurcations leading to chaos, if the number of delayed negative feedback loops is greater than two ͓18,23͔. However, the conditions needed for chaos are not known, and chaos has not been found to date in systems with two negative feedback delayed loops ͓18,23͔.
The mathematical analysis of multiple-delay differential equations has to be restricted to special cases due to the high dimensionality of the problem. The linear stability of systems with two time delays has been studied by several authors ͓24 -29͔, but there is not a complete analysis since different authors consider different subsets of the parameter space. As parameters are varied, one usually observes a Hopf bifurcation leading to oscillations. The current work was undertaken to search for chaotic dynamics in a system with two delayed negative feedback loops. A nonlinear model with N delayed negative feedback loops is presented in Sec. II. In Sec. III we present a linear stability analysis for Nϭ2, and in Sec. IV we demonstrate bifurcations and chaotic dynamics in a system with two delayed negative feedback loops. We discuss the results in Sec. V.
II. THE MODEL
We consider a system of N delayed feedback loops described by the following equations:
where the subscript i indicates the delayed time argument (tϪ i ), and
is the variable of primary interest controlled by N feedback loops. The feedback control of x i takes place only by way of the variable P that we have assumed to be the average of x i just for simplicity ͑we could have considered a weighted average with the weights being treated as parameters͒. The functions F i ( P i ) are nonlinear functions depending on P at time tϪ i . Since we are interested in negative feedback, we assume that F i (X i ) is a monotonically decreasing function,
where n i and i are parameters governing the steepness and threshold of the sigmoidal function F i , respectively. For simplicity we shall consider n i ϭn, ᭙i ͓18,23͔. Under this assumption Eqs. ͑1͒ lead to the following multidelayed differential equation for P(t) ͑2͒:
The above Eq. ͑4͒ can also be used to describe one neuron having N self-inhibitory delayed loops, and constitutes a generalization of the equations used by Gopalsamy and Leung ͓30͔ to investigate the dynamical characteristics of a firing neuron.
It should be remarked that in the limit n→ϱ the Eq. ͑4͒ becomes piecewise linear and can be readily integrated. This limit is very useful to check the numerics of the finite n case that requires numerical integration.
As already mentioned, Eq. ͑4͒ cannot exhibit chaos if N ϭ1 ͓5-8͔, and it has been found to exhibit complex dynamical behavior if Nу3 ͓23͔. We are here interested in the case Nϭ2 for which only periodic or quasiperiodic dynamics have been found. In the following section we make the linear stability analysis of Eq. ͑4͒ in the case Nϭ2.
III. LINEAR STABILITY ANALYSIS
Setting Nϭ2 Eq. ͑4͒ becomes
The steady-state P is obtained as a solution of
͑6͒
Introducing the variable ␦P͑t͒ϭP͑t͒ϪP ,
͑7͒
and keeping only the linear terms of the Taylor expansion of Eq. ͑5͒ we obtain the linear delay differential equation,
where
The linear stability of the stationary state is then determined by the roots of the associated characteristic equation
The stationary state P is asymptotically stable if all roots of Eq. ͑10͒ have negative real parts. The stability analysis is particularly difficult due to the presence of two different exponential functions in the eigenvalue . As one parameter is varied a multiple delay differential equation can go through a series of stability switches. Several authors have investigated the stability regions in a number of special cases. Hale and Huang ͓24͔ studied the linear case using as parameters the delays 1 and 2 , while Mahaffy, Joiner, and Zak ͓26͔ considered the range 0 Ͻ( 1 / 2 )Ͻ1 and studied the stability region in a threedimensional parameter space. Bélair and Campbell ͓25͔, Li, Ruan and Wei ͓28͔, Shayer and Campbell ͓29͔ considered the simpler case in which the left-hand side of the characteristic Eq. ͑10͒ is instead of ϩ1. As stated by Bélair and Campbell ͓25͔ each of those works has filled in some piece of the puzzle of the two delay stability problem.
The above characteristic Eq. ͑10͒ does not have real roots that are positive ͓simply because the right-hand side of Eq. ͑10͒ is negative͔ so that the stationary state P will become unstable via Hopf bifurcation, thus giving rise to an oscillatory solution. The systems with biological motivation are mainly those with one feedback loop operating quickly ͑short delay͒ and another slowly ͑longer delay͒. With this consideration in mind, we have set 1 ϭ0.26, 2 ϭ2.00, and we computed the stability region in the parameter space 1 ,n for 2 ͓0.35,0.75͔. The boundary at which the Hopf bifurcation occurs corresponds to ( 1 ,n) values for which Eq. ͑10͒ has a single pair of roots that are pure imaginary, Re ()ϭ0. In Fig. 1 we display the results when 2 ϭ0.491, and we can see that the stationary state is stable for nр11. For the range of parameters considered by us, oscil-FIG. 1. Stability region in the plane ( 1 ,n) for fixed parameters value 1 ϭ0.26, 2 ϭ2.00, 2 ϭ0.491. The parameter 1 is in arbitrary units, and n is dimensionless. latory behavior is observed for n finite greater than 11. The single feedback loop system with parameters ϭ2.00, ϭ0.491 is stable for nр2.5 while the single feedback loop system with parameters ϭ0.26,ϭ0.396 is stable for n р11. Therefore the addition of the quick loop renders the system more stable.
IV. BIFURCATIONS AND CHAOS
In order to demonstrate the existence of chaos in a system with two delays, we shall first look for aperiodic solutions and then check if they result from a period-doubling cascade. We shall consider the cases of finite n ͑smooth function F), and the n→ϱ limit ͑piecewise constant function F).
A. Nonlinear equation "finite n…
For fixed values of n, 1 , and 2 Eq. ͑5͒ is integrated for each point of the plane ( 1 , 2 ), with 1 and 2 in the interval ͓0.25,0.75͔. A constant function ͓ P(t)ϭ0.4 for tр0] has been used as an initial function in all the calculations presented below. We used the three-step Gear integrator ͓31͔, double precision, using time step of 0.001 for each point of the plane ( 1 , 2 ). Then, for each point ( 1 , 2 ), we consider the time series formed by determining P(tϪ2.00) for sucessive crossings of the Poincaré section P(t)ϭ P with dP/dt Ͻ0. We shall denote by P i the value of P(tϪ2.00) at the ith crossing of this threshold.
The plot of P iϩ1 vs P i is called the Poincaré map. The number of points in the Poincaré map indicates the period of the corresponding orbit, i.e., one point corresponds to an orbit with period 1, two points to an orbit with period 2, etc. An infinite number of points indicates the presence of quasiperiodicity or chaotic dynamics. In order to identify those points or regions in the space of parameters ( 1 , 2 ) that may exhibit complex or chaotic dynamics, we discretize the Poincaré section in segments of size 0.001 ͓32͔. For each point on the plane ( 1 , 2 ), we count the number of segments, K( 1 , 2 ), that are visited by the trajectory of the corresponding attractor. The gray scale ͓proportional to K( 1 , 2 )͔ is used to represent K at a point of the plane ( 1 , 2 ): the maximum ͑minimum͒ value of K corresponds to black ͑white͒. In Fig. 2 we display the results for n ϭ45, 1 ϭ0.26, 2 ϭ2.00. The dark regions correspond to parameter values that may exhibit either complex dynamics or quasiperiodicity. In fact we expect the black regions to correspond to quasiperiodicity as in this case the twodimensional embedding ͓33͔ obtained by plotting P(t) vs P(tϪ2.00) will fill the plane more uniformly than in the case of complex dynamics, thus corresponding to larger values of K.
In the dark gray regions in the neighborhood of 1 ϭ0.400, 2 ϭ0.500, and in the neighborhood of 1 ϭ0.600, 2 ϭ0.700, we found both complex dynamics and quasiperiodicity. Figure 3 shows two examples of time delay embedding ͑left-hand side͒, and the corresponding Poincaré map ͑right-hand side͒. At the top of Fig. 3 we display the case 1 ϭ0.396, 2 ϭ0.491, and at the bottom we display the case 1 ϭ0.634, 2 ϭ0.704. The corresponding Poincaré map displayed on the right-hand side of Fig. 3 indicates that the attractor for 1 ϭ0.634, 2 ϭ0.704 is quasiperiodic, while the attractor for 1 ϭ0.396, 2 ϭ0.491 is chaotic. Figure 4 shows the bifurcation diagram of the system ͑5͒ on the plane ( P,n), with parameters 1 ϭ0.396, 2 ϭ0.491, 1 ϭ0.26, and 2 ϭ2.00. For each value of n the system is first allowed to settle down ͑the transient is discarded͒ and then the successive values of P i are plotted for two hundred iterations. As n increases from 30 through 47, the bifurcation diagram displays a cascade of period-doubling bifurcations and then the inverse cascade that leads to period 3 ͑that exists for 39 ϽnϽ43). The attractor for nϭ46, displayed at the top of Fig. 3 , is inside the chaotic region existing beyond the period-3 solution and is followed by another period-doubling cascade. Figure 5 displays the attractor ͑time delay embedding͒ and the corresponding Poincaré map for nϭ35. The Poincaré map has the extremum characteristic of chaotic dynamics ͓34͔.
Another way of characterizing a chaotic attractor is by the correlation dimension D 2 and by a positive Lyapunov exponent.
Correlation dimension
The correlation dimension D 2 is estimated from the correlation sum ͓35͔
where provide a consistent estimate for the correlation integral, the correlation sum should cover a random sample of points drawn independently according to the invariant measure on the attractor. Successive elements of a time series are not usually independent. In particular, for highly sampled flow data, subsequent delay vectors are highly correlated. It is important to exclude temporally correlated points from the pair counting by ignoring all pairs of points in Eq. ͑11͒ whose time indices differ by less than w, where w is called the Theiler window w ͓37͔. With O(M 2 ) pairs available, the loss of O(M ) pairs is not dramatic as long as wӶM . At the very least, pairs with jϭk ought to be excluded ͓39͔. Otherwise the strong bias towards D 2 ϭ0 ͑the mathematically correct value for a finite set of points͒ will reduce the scaling range drastically.
Parameters in our correlation sum algorithm are, as usual, the embedding dimension d, the time delay 2 , and the Theiler window that was set to wϭ2 2 . All available pairs that satisfy the Theiler criterion contribute to the sum in Eq. FIG. 3 . Phase space P(t) vs P(tϪ2.00) ͑on the left͒, and corresponding Poincaré map ͑on the right͒. Parameter values used at the top ͑bottom͒: nϭ45, 1 ϭ0.396, 2 ϭ0.491 (nϭ46, 1 ϭ0.634, 2 ϭ0.704). The same delays were used in both cases: 1 ϭ0.26, 2 ϭ2.00. Integration step 0.0001, P is in arbitrary units.
FIG. 4. Bifurcation diagram of Eq.
͑5͒ by varying n, with fixed parameters value 1 ϭ0.396, 2 ϭ0.491, 1 ϭ0.26, and 2 ϭ2.00. Integration step 0.0001, P in arbitrary units, n dimensionless.
͑11͒. The slope of the curve log 2 C d (r) vs log 2 (r) is the correlation dimension D 2 . In the Fig. 6 , we have plotted D 2 vs log 2 (r) of the attractor displayed in the Fig. 5 , for several values of the embedding dimension with delay 2.00. With increasing embedding dimension, D 2 converges to a curve with well defined plateau at D 2 Ϸ2.1 for the attractor shown in the Fig. 5 . We also did the calculation for the attractor shown at the top of Fig. 3 , and determined D 2 Ϸ1.8.
Maximal Lyapunov exponent
Chaos arises from the exponential growth of infinitesimal perturbations, together with global folding mechanisms to guarantee boundedness of the solutions. This exponential instability is characterized by the spectrum of Lyapunov exponents ͓40͔. If one assumes a local decomposition of the phase space into directions with different stretching or contraction rates, then the spectrum of exponents is the proper average of these local rates over the whole invariant set, and thus consists of as many exponents as there are space directions. The most prominent problem in time series analysis is that the physical phase space is unknown, and that instead the spectrum is computed in some embedding space. Thus the number of exponents depends on the reconstruction, and might be larger than in the physical phase space. Such additional exponents are called spurious, and there are several suggestions to either avoid them ͓41͔ or to identify them. Moreover, it is plausible that only as many exponents can be determined from a time series as are entering the Kaplan-Yorke formula. A relevant, and positive, feature of the Lyapunov exponents is that they are invariant under smooth transformations and are thus independent of the measurement function or the embedding procedure. They carry a dimension of inverse time and have to be normalized to the sampling interval.
The maximal Lyapunov exponent can be determined without the explicit construction of a model for the time series. A reliable characterization requires that the independence of embedding parameters and the exponential law for the growth of distances are checked explicitly ͓42,43͔.
We implemented the algorithm introduced by Kantz ͓42͔ by choosing M reference points x i of the time series in the embedding space. Denoting by U(x i ,⑀) the set of reference points x j with distance ͉x j Ϫx i ͉Ͻ⑀, we then compute, as a function of l, the average of distances ͉x jϩl Ϫx iϩl ͉ over all points in U(x i ,⑀). This is done for the M reference points, and we finally compute
͑12͒
where ͉U(x i ,⑀)͉ denotes the cardinality of U(x i ,⑀). If S(⑀,l) exhibits a linear increase with identical slope for all embedding dimensions d larger than some d 0 , and for a reasonable range of ⑀, then this slope can be taken as an esti- mate of the maximal Lyapunov exponent ͓42͔. Like other quantities, the maximal Lyapunov exponent estimate may be affected by correlations between reference points and their neighbors. Therefore, a minimum time interval w for ͉iϪ j͉ was considered in the computation ͑as in the calculation of the correlation dimension D 2 ).
We have calculated S(⑀,l) for the attractors displayed in Figs. 3 and 5, with 0ϽlϽ200 and ⑀ϭ2.3ϫ10
Ϫ4 ,4.6 ϫ10 Ϫ4 ,9.2ϫ10 Ϫ4 ,18.4ϫ10 Ϫ4 . We have observed a clear linear increase of S as function of l, reflecting the exponential divergence of nearby trajectories. The slope is practically the same for 2рdр5 and the maximal Lyapunov exponent equals approximately 0.095 s Ϫ1 for the attractor in Fig. 5 . We have obtained practically the same value for the maximal Lyapunov exponent of the attractor in Fig. 3 . We used the Theiler ͓37͔ window wϭ5 2 . The positive maximal Lyapunov exponents confirm that the attractors in Figs. 3 and 5 are both chaotic.
B. Piecewise linear equation
In the limit when n i →ϱ, the nonlinear sigmoidal function F in Eq. ͑3͒ is a step function, and Eq. ͑5͒ is a piecewice linear equation and can be integrated explicitly. Comparing the dynamics obtained by explicit integration of the piecewise linear equation with the dynamics using the numerical methods for n i large but finite provides a way to check the numerics.
For the parameter values used in Sec. III A, the piecewise linear equation exhibits only periodic solutions. Likewise, the nonlinear Eq. ͑5͒ with those parameters value exhibits only periodic solutions for nϾ55. After making a search in the parameter space ͑using the method described in the beginning of Sec. III A͒ we selected the parameter values 1 ϭ0.65, 1 ϭ0.230, 2 ϭ2.30, 2 ϭ0.217. Keeping fixed 1 ϭ0.230, 2 ϭ0.217, 2 ϭ2.30, we constructed the bifurcation diagrams by varying 1 . The bifurcation diagrams for 1 ͓0.67,0.72͔ are displayed in Fig. 7 : the result for the piecewise linear equation ͑step function͒ is displayed on the left, and for the nonlinear Eq. ͑5͒ with nϭ400 is displayed on the right. We selected the value 1 ϭ0.715 as a possible candidate for complex dynamics, and in Fig. 8 we display the phase plane embedding ͑at the top͒, and corresponding Poincaré map ͑at the bottom͒, where the piecewise linear case is labeled ͑a͒, and the nonlinear case with nϭ400 is labeled ͑b͒. Figures 7 and 8 show that the piecewise linear equation ͑limit n→ϱ) and the nonlinear equation with finite large n exhibit similar dynamics. The Poincaré maps displayed in Fig. 8 are not typical of those found in systems with chaotic dynamics, but are similar to those found in quasiperiodic dynamics. Indeed, the solutions with initial conditions P(t) ϭ0.40 for tр0, and P(t)ϭ0.39 for tр0 do not separate exponentially, thus confirming quasiperiodicity. Although for the parameter ranges considered here the piecewise linear equation exhibit only periodic and quasiperiodic solutions, we cannot exclude the possibility of it exhibiting chaotic dynamics for other parameters values. FIG. 7 . Bifurcation diagrams varying 1 : ͑a͒ using the step function; ͑b͒ using function F ͑3͒ with nϭ400 ͑integration step 0.000 05͒. Parameters kept fixed: 2 ϭ2.30, 1 ϭ0.230, 2 ϭ0.217. P is in arbitray units, and 1 is in arbitrary time units.
FIG. 8. Phase plane embedding and corresponding Poincaré map for the fixed parameters value 1 ϭ0.715, 2 ϭ2.30, 1 ϭ0.230, 2 ϭ0.217: ͑a͒ piecewise linear system (n→ϱ limit͒; ͑b͒ nonlinear system ͑4͒ with nϭ400 ͑integration step 0.000 001͒. P in arbitrary units.
V. DISCUSSION AND CONCLUSION
The results presented here show that two-looped delayed negative feedback systems can display low dimensional chaotic dynamics in the case of smooth function F ͓Eq. ͑3͔͒. As the steepness of the delayed feedback is changed by varying n, there is a sequence of period doubling bifurcations as shown in Fig. 4 , and chaotic solutions ͑low dimensional chaotic attractor͒ found for nϽ50 as indicated by the positive maximal Lyapunov exponent. For larger values of n, periodic and quasiperiodic dynamics were observed.
Biological systems display complex dynamics and they also contain multiple-delayed feedbacks that play a role in controlling the system dynamics. In most cases, the origin of the complex dynamics is not well known. With the exception of a comparatively small number of cases in which system parameters can be carefully manipulated and controlled, attempts to demonstrate low dimensional chaotic dynamics in biology are rarely convincing. The current work demonstrates the possibility of chaotic dynamics in a system with two delayed negative feedback loops. We have considered the same mathematical model used in ͓23͔, for which it was found that in the case with the number of delayed negative feedback loops Nу3 chaos only exists in a very small range of parameter values. Likewise we find that for Nϭ2, in this class of mathematical model, chaos appears to be a comparatively rare phenomenon. Nevertheless it is important to stress that our mathematical model assumed the variable P(t) to be given by the simple average ͑2͒, and we cannot say that chaos is a rare phenomenon if a weighted average is used, the weight also being a parameter that can be varied.
In conclusion, in a situation such that chaos is not a rare phenomenon, it becomes a possible explanation for the fluctuations observed in physiological control systems. Finally, as the equation of the type ͑5͒ is used in neural networks ͓usually in this case the function tanh is used instead of the function ͑3͔͒ our results might play an important role in designing artificial networks.
