Al~tract--It is shown that the division of an m th-degree polynomial by an n th-degree.polynomial can be performed over an arbitrary field of constants F involving O(log(m-n + I)log log(m -n + 1)) parallel steps and a polynomial in m number of processors. If the field F has more than 2 + 2(m -n + 1)rain{n, m -n} distinct elements, then O(log(m -n + I)) parallel steps and the polynomial number of processors suffice. The values of the constants for these asymptotic bounds are also presented. The number of parallel steps can be reduced to O(log(m -n + l)) over an arbitrary field using polynomial circuits for the operations in the extended field of constants. These methods can be extended to the design of parallel algorithms of the same asymptotic complexity for the inversion of circulant matrices, even where the field of constants does not support FFT. The latter result does not follow from the recent methods by the authors and Eberly, which otherwise lead to similar results by different means.
INTRODUCTION
In this paper we consider the following computational problem of polynomial division.
Problem I. 1
Given the coefficients of two polynomials 
Xm(t) = ~ x,t i
i
X.~(t) = Q,._.(t)Y,(t) + R._, (t).
(1)
It is well-known that Problem 1,1 can be reduced to polynomial multiplication and then can be solved using Toom's evaluation-multiplication-interpolation scheme where the it05 evaluation and interpolation can be performed by fast Fourier transform (FFT) provided that the computation is over the field of complex constants• In that case O(m logm) arithmetical operations suffice for the solution of Problem 1.1, see Refs [1, 2] ; see also Ref. [3] on the parallel complexity of Problem 1.1 over rational constants• In this paper we will present some parallel algorithms for the same problem over an arbitrary field of constants• We will rely on the following (rather trivial) reduction of Problem 1.1. 
(ii) multiplying a pair of polynomials in t of degree m-n and n modulo t"; and (iii) subtracting two polynomials of degree less than n one from the other• Proof. The identity (1) The last m -n + 1 equations of the latter system form the following triangular Toeplitz system of linear equations in q0, q~ ..... q .... 
Here y) = 0 ifj < O.
Solving the latter system we obtain the coefficients of the polynomial Q~,_ ~ (t). Then the coefficients of R~_,(t) can be obtained from the first n equations of system (3) using the coefficients of X,,(t), Y,(t) and Q~_,(t) that are already known. The latter evaluation amounts to stages (ii) and (iii) in the statement of Lemma 1.1.
Remark 1. I
Obviously the proof of Lemma 1.1 can be converted so that, performing polynomial division, we obtain a solution to a triangular Toeplitz system of linear equations presented in the form of system (4) .
The evaluation of the coefficients of R,_ t(/) (provided that those of X,,(t), Yn(t) and Qm_~(t) are already known) can be performed by the straightforward algorithm in 2+log(w + 1) parallel steps using at most (w + l)(2n-w)/2 processors. Here and hereafter w is defined by equation (2) provided that we deal with Problem 1.1; all logarithms are to the base 2; and log n designates the value [-log n "] , that is, the minimum integer that is not less than log n.
Remark 1.2
The number of parallel steps of an algorithm is also called the depth of the associated arithmetic circuit; the size of that circuit is equal to the number of processors involved in the algorithm, cf. Ref. [4] .
In Ref. [5] (and also in Ref. [6] ) the band triangular Toeplitz system (4) has been solved in 7 log(m-n + 1)+ 7 parallel steps using 2.5 (w + l)(m-n + 1) processors over the field of complex numbers. Thus the total complexity of the solution of Problem 1.1 over the field of complex numbers is at most 9 + 71og(m -n + 1) + log(w + 1) parallel steps and at most (w + 1) max{2.5(m -n + 1), 0.5(2n -w)} processors.
This result was extended in Ref. [4] to the solution of Problem 1.1 in O(log n) parallel steps over rational constants where a different approach has been applied. The approach of Ref. [4] reduces polynomial division to polynomial multiplication via the representation of the inverse of a polynomial in the form of a power series. Two different extensions of that algorithm to the case of computing over an arbitrary field F of constants have been presented in Refs [7, 8] .
In this paper we will obtain a similar extension based on the earlier algorithm of Ref. [5] . At first we will replace the special generator matrix of the approximating algebra of matrices of Ref. [5] by a more general class of generators in the form of companion matrices. This will immediately lead us to an algorithm for Problem 1.1 that works over an arbitrary field F of constants that contains at least 2(m -n + l)w + 2 distinct elements. This algorithm involves O(log(m-n + 1)) parallel steps and O(w(m-n+ 1)3+ w (2n -w)) processors. If the field F contains too few elements, then the standard approach is to extend F to a larger field of polynomials over F modulo a polynomial. We will apply that approach in two ways both leading to the algorithms for Problem 1.1 that work over an arbitrary field of constants. In one case the algorithms involve O(log(m-n + 1) loglog(m -n + 1)) parallel steps and O((m -n + l)4w 3 log2(m -n + 1) + w(2n -w)) processors and in another case O(log(m -n + I) loglog(m -n + 1) logloglog(m -n + I)) steps and O((m -n + 1)3w logT(m -n + 1)[loglog(m -n + 1)] 2 + w(2n -w)) processors, see Corollary 6.6 and Theorem 6.7 in Section 6 and compare Corollaries 6.2 and 6.4 where we specify the constants hidden in the above estimates under the notation O. Of course, we have an alternative of counting all operations in the extension field of constants. This would preserve the bound O(log(m -n + 1)) on the number of parallel steps.
We will use the following order of presentation. In the next section we will recall the algorithm from Ref. [5] over the field of complex constants. In Section 3 we generalize the first part of that algorithm where we compute some auxiliary values. These values are used in Section 4 at the interpolation stage in order to obtain the solution of a triangular Toeplitz system of linear equations. In Section 5 we estimate how many nodes of interpolation are needed in the algorithm. In Section 6 we estimate the computational cost of the algorithm, first in the case where the given field of constants F contains sufficiently many elements to be used as the nodes of interpolation and then in the case where we extend F to a larger field that has sufficiently many elements. We will also comment on some extensions of our method to the fast parallel solution of systems of linear equations whose matrices have certain structures, in particular, we consider the case where such matrices are circulant.
APPROXIMATE AND EXACT SOLUTIONS OVER THE FIELD OF COMPLEX NUMBERS (OUTLINE)
In this section we will recall the algorithm of Ref. [5] . The algorithm solves Problem 1.1 with any prescribed precision. If the exact solution is needed, then such a solution is obtained from the approximate solution by interpolation. This approach, due to Bini [9] , was successfully applied to the design of efficient algorithms in the case of matrix multiplication, see Refs [10] [11] [12] .
Specifically, consider the algebra 3, of s × s matrices generated by the following s × s matrix, If E ~ 0, then every invertible matrix ~, from the algebra r, can be inverted using the following identity which does not hold for ~ = 0, see Ref. [5] .
Here f~ and f~x are the matrices of forward and backward Fourier transform at s points, f~f~M=0; D,=diag(1,E,E 2 ..... E'-I); D,(A,) is the diagonal matrix formed by the eigenvalues of A,. The identity (6) enables us to compute ~;-t quickly provided we compute over a field of constants that supports FFT at s points, e.g. over the field of complex numbers. We will cite the following result from Ref. [5] .
Theorem 2.1
If E # 0, then 6 log s + 3 parallel steps with 2s processors [that means at most 6s(2 logs + I) arithmetical operations] suffice in order to invert an arbitrary invertible s x s matrix ~, from the algebra 3, performing over a field of constants that supports FFT at s points. Moreover, three additional steps with no increase in the number of processors suffice in order to evaluate ~,"tu for an arbitrary vector u.
If we compute with real or complex constants, then Theorem 2.1 implies that the inverse -~ of an arbitrary invertible s x s upper-triangular Toeplitz matrix ~ and the product ~-au for an arbitrary vector u can be evaluated with any prescribed precision using the cited numbers of steps, processors and arithmetical operations because, as we noted, the matrix ~ can be approximated by the matrices from the algebra 3, with any prescribed precision provided that IEI is sufficiently small.
For any practical purpose, computing with arbitrarily small error by the cited algorithms is as good as computing exactly (this fact has been confirmed by the numerical experiments and theoretical error analysis performed by Bruno Codenotti at the IEI, Pisa, Italy), so that these algorithms are efficient for polynomial division over real and complex fields of constants in both parallel and sequential settings. However, for theoretical purposes and for computing over finite fields, we need to obtain the exact values of 9,-' and A-tu.
We cannot directly apply the same algorithm to compute A-' and A-'u because equation (6) does not hold for E = 0 but the transition from A~-' to 9`-~ can be performed using the interpolation techniques due to Bini [8] . Indeed, recall that 9`~-' is filled with some rational functions in E; specifically, A~-' = (adj A,)/det 9`,.
Observe that det 9`, and the entries of the matrix adj 9`, are polynomials in E of degree s(s -1) at most. Suppose that at least s 2 -s + 1 distinct values Eh, h = 0, 1 ..... s(s --1), such that det A,h # 0 for all h can be chosen among the elements of the given field of constants F. Then we may easily compute A,-', det A~ [which is equal to the product of the diagonal entries of the diagonal matrix D,(A,), see equation (6)] and then adj (N), = A,-' det 9`, at the points E = Eh for h = 0, 1 ..... s 2 -s. Then we may interpolate to adj A, at those s: -s + 1 points and compute all coefficients ofadj A, because the degree of adj A, in E is s: -s at most. Of those coefficients we actually need to know only the E-free terms of the entries of adj ~, which form the matrix adj 9` where A = A0 is the given triangular Toeplitz matrix from the algebra ~0. Since det A = al, where a, is the diagonal entry of 9`, we can immediately evaluate A-' = adj N/det 9` and then &-' u, see the details in Ref. [5] and in Section 4 below.
The total cost of such an algorithm for the evaluation of A-~u is 7 log s + 7 parallel steps and 2.5s(w + 1) processors, see Ref. [5] , provided that the field of constants (i) supports FFT at s points and (ii) contains more than 2s 2 -2s distinct elements (recall that det A, is a polynomial in E of degree s 2 -s at most, so det 9,, may turn into 0 at most at s 2-s distinct values of E).
This immediately implies that Problem 1.1 can be solved using 8 + log w + 7 log (m -n + 1) parallel steps and at most (w + 1) max{0.5(2n -w), 2.5(m -n + 1)} processors provided that the field of constants satisfies the above assumptions (i) and (ii).
In the following sections we will extend the latter approach to cases where we do not require that assumptions (i) and (ii) hold and we will show that such an extension implies only a minor deterioration of the upper bounds on the time complexity. Note that we should not simply operate in the extended field of Fcontaining the sth roots of unity unless we agree to increase the number of parallel steps to O(log2m).
A GENERALIZED ALGORITHM FOR APPROXIMATION
In this section we will generalize the choice [equation (5)] of matrices H,. Let ).~, ~.2 ..... ;.s be distinct elements of a given field of constants F. Consider the polynomial in ).,
i-t i=o whose coefficients equal l, Ec~_ t, E 2 cs_ ~ .... , ~" co, respectively, where c~ _ ,, c~_: ..... co are symmetric functions in ,~,, ),2 ..... ).s. Define the matrix H, as the s x s companion matrix whose eigenvalues are equal to ;., e, 22e ..... 2,e, so that equation (7) defines the characteristic polynomial of H,: 
Here the column-vectors of Q, are the eigenvectors of 0q,, cf. Ref. [13] . Relations (9) immediately imply that H~=Q,~QF t for i=0,1 ....
The latter equations enable us to represent an arbitrary matrix A, from the algebra r, (generated by H,) as follows:
A,= Z aj+,H = Q, aj.,
Combining equations (9) and (10) gives
Next, recall the structure of the matrix H, [see equation (8) ] and note that the coefficients aj+ t in equation (10) 
Now we will rewrite equations (11) using the product of the vector (12) and the Vandermonde matrix:
s, see equations (9).
In this way we arrive at the following equations [cf. equations (6), (11) and (12)]:
Moreover, from equations (9) Q=(q,/) and q~j=(2j) ~-~, i,j=l,2 ..... s.
Relations (13) and (14) The total computational cost of Algorithm 3.1 is therefore 2 log s + 5 parallel steps and 2s-' processors.
Remark 3.1
The above estimates do not include the cost of the evaluation of Q, Q-t and Q~, see equations (9) and (14); the matrices Q and Q-t do not depend on the choice of ~ and can be precomputed once and for all. So we can think of Q and Q-~ as given constant matrices. The matrix ~3~ depends only on E and can be considered as a given constant matrix; therefore the cost of the computation of E 2, e3 ..... E'-~ is not included in the above estimates. If we consider e as an input variable (this situation occurs when, for example, we have to approximate A-~ using different precisions E, E/2, E/4), we must introduce a new step in the above algorithm (say, step O), in which e 2, c 2 ..... E '-z are computed using log(s -1) steps and [-(s-l)/2J processors. In this case the total computational cost would be 3 log s + 5 steps and 2s-' processors. In the special case where H~ is defined by equation (5), the matrix Q turns into the matrix of the discrete Fourier transform and this enables us to eliminate the preprocessing phase and to reduce the number of processors at Stages 1 and 3.
Remark 3.2
Algorithm 3.1 can be easily extended to an algorithm for inverting the matrix ~. In this case the identity matrix substitutes for the vector u, so that the number of processors at stages 2 and 3 increases s times. However, we actually need to know only the first row-vector of the matrix A[~ in order to approximate to A-~ because ~-~ is an upper-triangular Toeplitz matrix. Then it is sufficient to substitute the vector (1,0, 0 ..... 0) v for the vector u, so that s 2 processors are sufficient at Stage 1 and the complexity of the computation at Stages 2 and 3 does not change; then the total number of parallel steps is unchanged and the number of processors is reduced to s 2.
THE INTERPOLATION ALGORITHM
Next we will reproduce the interpolation algorithm from Ref. [5] . The algorithm evaluates the vector A-~u provided that the vectors A-~u can be computed at N + 1 If assumption (ii) holds, then det/~, may turn into 0 at most at N distinct points E, so it is sufficient to have a set of 2 N + 1 distinct nonzero values of e.
Remark 4.1
Reproducing the interpolation algorithm, we will use the notation v ~ = (v~) for the first row vector of the matrix V -1 where V = (E~) is the (N + 1) × (N + 1) Vandermonde matrix and g and h range from 0 to N. The values vh do not depend on the choice of the input matrix ~, so that these values vh can be precomputed once and for all. For this reason we will not include the cost of the precomputing of vh in our estimates for the complexity of the interpolation algorithm, cf. Remark 3.1. The total computational cost of Algorithm 4.1 for solving a triangular Toeplitz system of s linear equations is at most 2logs +log(N + 1)+6 parallel steps and 2(N+ 1)s 2 processors provided that N is the maximum degree in E of all entries of adj ~, and of det ~, over all matrices ~, of the algebra 3, and that the field of constants F contains at least 2 N + 2 distinct elements. 
Remark 4.4
In the special case where H, is defined by equation (5), the number of processors at Stages 1 and 3 can be reduced, cf. Remark 3.1.
HOW MANY NODES OF INTERPOLATION ARE NEEDED?
In this section we will prove the following result.
Lemma 5. I
Let A, be an s x s matrix of the algebra t, generated by the matrix H,, defined by equation (8) . Then the degrees in E of det A, and of all entries of the matrix adj Ac are s 2 -s at most. (Here det A, and the entries of adj A, are considered as polynomials in E.) Furthermore, det A, has degree s ~ -s in E if A, = HI-i, so that the bound s 2 -s is sharp.
Proof. The latter statement of Lemma 5.1 immediately follows because det H~-I= (det H,) ~-~ and det H, =p~)(0) has degree s, see equations (7) and (8).
Let us prove that s 2 -s is the upper bound on the degree. It is sufficient to consider the straightforward expansion of det A, as the sum of s! products of the entries of A, (such that each product has s factors) and to show that for all products their degrees in e do not exceed s 2 -s. (Indeed the degrees of the similar products of s -1 factors in the similar expansion of the entries of adj A, cannot be greater than in the case of the expansion of the determinant.) Furthermore it is sufficient to consider the cases where A, = ~ for j = I, 2 ..... s -1 due to equations (11). Since we are interested only in the upper bounds on the degrees of the products of the entries of H{, we may ignore the coefficients cj in equation (7) and we will assume that cj = -1 for all j.
Hereafter let all constant polynomials in E (including identical 0) be considered polynomials of degree 0 and let M u) _-(m.~)) denote the matrix of the degrees of the entries of ~. Then Lemma 5.1 will immediately follow from relation (15) where i,j + 1 and k range from 1 to s:
It remains to verify this relation. Let us assume that relation (15) (15) remain invariant.
The premultiplication of H i-~ by

I °0 il
£s-I amounts to multiplication of the last row of H i-~ by E and to filling all other rows with zeros. This also preserves inequality (15) since both the degree of the entries of the last row and the value ofj increase by 1. Summarizing, we have verified relation (15) for the entries of the matrix H, s provided that it holds for the entries of Hi-1. This proves relation (15) for all j, since these relations are trivially satisfied for j = 0 and j = 1. Thus the proof of Lemma 5.1 has been completed. Lemma 5.1 implies that we may choose the value s'--s for N in our estimates of the previous section.
Remark 5.1
As follows from equation (11), for every nonsingular band upper-triangular Toeplitz matrix A with the bandwidth w, the matrix A, can be represented as the linear combination of D, H,, H, z ..... H~. Then relation (15) implies that the upper bound on N can be reduced to ws. Note that we may always choose N = ws, which will give N = s(s -1) = s 2-s for w = s -1, i.e. for nonband triangular matrices.
FINAL ESTIMATES
Initially, we will substitute N = sw into Lemma 4.1 and obtain the following result.
Theorem 6.1
Algorithm 4.1 involves at most 2logs +log(ws + 1)+6 parallel steps and at most 2(2ws + l)s 2 processors in order to solve a triangular Toeplitz system of s linear equations over an arbitrary field of constants F that contains at least 2 ws + 2 distinct elements, i.e. such that
where [F[ denotes the number of elements of F, N = ws, and w ~< s -1 is the bandwidth of the matrix of the system.
Corollary 6.1
Problem 1.I can be solved involving at most 21og(m-n+l)+log(w+l)+ log(w(m -n + 1) + 1) + 8 parallel steps and at most max{2(2w(m -n + 1) + 1) (m -n + I) ~, (w + 1)(2n -w)/2} processors over every field F of constants of at least cardinality 2(m -n + 1)w + 2, where w is defined by equation (2) .
The assumption that inequality (16) holds may not be satisfied for fields F of small cardinality. However, we may always extend field F to the field F~o[t ] of polynomials in t over F modulo a monic irreducible polynomial p(t) of any prescribed degree d, see Ref. [14] . We will choose d = degp(t) = 1 + [log(2 N + 2)/loglF[I, (17) where N = sw, w is the bandwidth of the triangular Toeplitz matrix of our computational problem, w = s -1 if the matrix is not band. Equation (17) computational model, where special circuits perform arithmetical operations in F~,~[t]. We have to increase the values of our estimates if we compute in the original field F of constants because every operation in F, co [t] amounts to an operation with polynomials over F modulo p(t) and costs more than one operation in F. Table 1 shows the cost of all operations with polynomials over F that we need in order to perform arithmetical operations in F~t) [t] . ( The cost is presented in terms of the number of operations in F.)
Comments on Table 1 The estimates of Table I 
Gd_j(t)Xa_~(t)+Hd_2(t)Ya(t) turned into the unit constant of F. Then Gd_l(t) was selected as the desired inverse of Xa_ l(t) modulo Yd(t).
In the following we will comment on the ways of reducing the number of processors required for the operations of rows 3 and 4.
The arithmetical operations in the field F~o [t ] are easily reduced to the operations of Next, taking into account that IFId-'-< 2(N + 1), IFI2a-3 < 4(N + 1)', see equation (17), we will extend Theorem 6.1 and Corollary 6.1; then we will comment on how the algorithms can be further improved. Let us simplify the estimates of Theorems 6.1 and 6.2 and Corollaries 6.1 and 6.2 using O-notation and assuming that s, m, n ---, oo.
Theorem 6.3
The solution of a triangular Toeplitz system of s linear equations can be evaluated over a field F of constants involving O(logs) parallel steps and O(s 4) processors if IF[ > 2 s'--2 s + 1, and O(log s log log s) parallel steps and O(s 7 log" s) processors over an arbitrary field. If in addition the system of equations is band with bandwidth w then the number of processors can be decreased to O(s3w), provided that the cardinality of the field F exceeds 2 sw + 1, and to O(s4w 3 log 2 s) otherwise.
Corollary 6.3
Problem 1.1 can be solved over an arbitrary field of constants F involving O (log(m -n + 1) log log (m -n + 1)) parallel steps and O ((m -n + 1)~ w 3 log-' (m -n + 1) + (2n -w)w processors, where w = min{m -n, n}. If the cardinality of F is at least 2(m -n + l)w + 2, then the problem can be solved involving O(log(m -n + 1)) parallel steps and O(w(m -n) 3 -b w(2n -w)) processors.
The above estimates for the numbers of processors can be substantially improved if we use more efficient algorithms than the exhaustive search applied in rows 3 and 4 of Table  1 Table 1 ) can be reduced to computing the greatest common divisor of two polynomials. The latter problem can be solved using O (log 2 d) parallel steps and d °°) processors, provided that the degrees of the two given polynomials are not greater than d, see Ref. [15] . Note that we need to invert polynomials in E only at Stage 2 of Algorithm 3.1, so that the number of parallel steps involved in the other operations of Algorithms 3.1 and 4.1 will clearly dominate over the total cost of polynomial inversion since d = O(logs).
Summarizing, we obtain the following result.
Theorem 6.4
A band triangular Toeplitz system of s linear equations with the bandwidth w can be solved over an arbitrary field of constants involving O(log s log log s log log log s) parallel steps and O (ws 3 log 7 s(log log s)2) processors. Problem 1.1 can be solved over an arbitrary field of constants involving O(log(m -n + 1)log log(m -n + 1)log log log(m -n + 1)) parallel steps and O(w(m -n + 1) 3 log 7 (m -n + 1)[log log(m -n + 1)] 2 + w(2n -w)) processors where w = min{m -n, n }.
Remark 6.1
At all stages of Algorithms 3.1 and 4.1, except for Stage 3 of Algorithm 4.1 [where in the computation of det A, it is required to multiply s polynomials in t modulo p(t)], the number of parallel steps can be kept below O(logs) (at the price of a moderate increase in the number of processors). Therefore if s polynomials modulo a polynomial of degree O(logs) can be multiplied in O(log s) parallel steps over an arbitrary field of constants F, then Problem 1.1 can be solved in O(log(m -n + 1)) parallel steps. (Both problems can be solved in that number of steps over the fields that support FFT, see Refs [5] and [4] .) Remark 6.2 Following the line of Section 4 of Ref. [1] , we can easily extend our results to the solution of a system of linear equations whose matrices belong to one of the two following classes: (i) band Toeplitz matrices, (ii) an algebra generated by a given matrix ~ that can be transformed by a similarity transformation to the Jordan canonical form over the given field of constants F or over its small-degree extension field. Remark 6.3 Our algorithms directly extend the approach of Bini [5, 6] . In Refs [7, 8] the same estimates [O (log s log log s) steps and a polynomial number of processors for the inversion of triangular Toeplitz matrices] were yielded by different methods. It is interesting that all the papers (both ours and Eberly's) rely on the inversion of a fixed Vandermonde matrix and on the interpolation techniques in the spirit of Refs [9, 5] . Eberly's paper [8] Then the algebra of all s x s circulant matrices over F is generated by the matrix H0, so that we may apply the approach of this paper in order to invert an arbitrary s x s circulant matrix over F involving O(log s log log s) parallel steps and a polynomial number of processors. (Actually, we may apply all of our estimates of this section just increasing N by the factor log s.)
