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Sommaire 
Le langage de spécification formel ASTD a été conçu pour la description des sys­
tèmes d'information complexes. Deux outils sont alors nécessaires pour l'exécution 
d'actions sur une telle spécification : un outil permettant d'exécuter de façon simple 
une suite d'événements afin de valider la spécification, et un outil plus durable per­
mettant d'exécuter efficacement le système d'information final généré à partir d'une 
spécification ASTD. 
Ce mémoire présente l'ensemble des travaux évoqués à propos de l'interpréteur 
Î'ASTD d'ASTD, depuis récriture des algorithmes décrivant l'exécution d'actions sur la 
structure ASTD spécifiée, à leur implémentation dans le langage oCaml, en passant par 
l'introduction d'algorithmes de Kappa optimisation pour l'exécution des opérateurs 
quantifiés. Les tests fonctionnels et les tests de performance sont également présentés. 
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AST arbre de syntaxe abstraite, « Abstract Syntax Tree » 
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EB3PAI interpréteur de l'algèbre de processus EB3, « EB3 Process Algebra Interpre­
tor » 
EB3TG générateur de transactions EB3, « EB3 Transaction Generator » 
ENSUE École Nationale Supérieure d'Informatique pour l'Industrie et l'Entreprise 
GRIL Groupe de Recherche en Ingénierie du Logiciel 
PE expression de processus, « Process Expression » 
SI système d'information 
UML langage de modélisation unifié, « Unified Modeling language » 
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Introduction 
Contexte 
Les systèmes d'information (SI) sont très répandus dans les milieux professionnels 
et grand public. Au vu de leur importance et complexité grandissantes, leur développe­
ment devient une étape cruciale pouvant s'avérer coûteuse et longue. Des techniques 
de spécification formelles utilisant des langages comme EB3 [4, 9] et ASTD [7, 8] sont 
donc utilisées afin de réduire les coûts et temps de développement. Ainsi, dans le 
cadre du projet APIS [">, ti], l'objectif est de générer un système complet à partir de sa 
description formelle de façon complètement automatique et sans phase d'implémen-
tation. 
• Analyse 
• Conception 
* Codage 
Traditionnelle 
figure 1 - Comparaison des coûts des méthodes traditionnelles et APIS 
Un premier interpréteur a été mis au point pour le langage EB3, EB3PAI, cependant 
la structure de l'état de l'interpréteur évolue à chaque nouvelle action exécutée. Un 
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autre langage a donc été mis au point, ASTD qui prend en compte ce problème en 
préservant la structure de l'état courant. De plus les ASTD ajoutent les spécificités 
des diagrammes états-transitions et leur aspect graphique à EB3. 
Problématique 
L'utilisation présentée précédemment du langage ASTD nécessite l'écriture d'un 
ensemble complet d'algorithmes permettant d'exécuter une série d'actions sur une 
spécification ASTD. Ces algorithmes permettront au spécifieur de tester sa spécifica­
tion via des scénarios de tests. Cependant, l'écriture naïve de ces algorithmes n'est 
pas suffisante vu qu'il est nécessaire de réduire les temps d'exécution quand il s'agit 
de spécifications de taille industrielle. La seconde partie du travail à réaliser sera 
donc d'optimiser les algorithmes créés en s'inspirant des optimisation introduites pour 
EB3PAI [2]. Enfin, le rendu final devra être une implémentation de ces algorithmes 
permettant d'appliquer des séries d'actions sur une spécification ASTD, sachant que 
plusieurs autres fonctionnalités comme la persistance et la possibilité de déboguer 
une spécification sont à envisager. 
Résultats 
Un interpréteur pour le langage ASTD appelé Z'ASTD a été implémenté en oCaml, 
incluant les algorithmes de Kappa optimisation inspiré de EB3PAI. La persistance 
via une base de donnée est également traitée. Un rapport technique (chapitre 3) 
contenant les pseudo-codes utilisés a également été produit et permettra notamment 
d'implémenter ultérieurement une seconde version d'IASTD dans un autre langage si 
le besoin s'en fait sentir. Enfin, ce rapport technique présente également l'ensemble 
des tests fonctionnels utilisés pour valider l'implémentation proposée. 
Méthodologie 
L'approche adoptée a tout d'abord été de réaliser un prototype naïf d'exécution 
d'actions sur une spécification ASTD, cet algorithme s'appuyant uniquement sur les 
2 
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définitions mathématiques issues du rapport technique [8]. Ensuite,une première série 
d'optimisations des algorithmes d'exécution d'actions sur une spécification ASTD et 
des structures de données a été apportée afin d'obtenir des temps d'exécution rapides 
pour les structures simples et les scénarios de tests fonctionnels conçus. Une fois 
le prototype réalisé, des pseudo-codes ont été rédigés. La Kappa optimisation a été 
étudiée et décrite en pseudo-code avant d'être implémentée à son tour. Enfin, une fois 
le logiciel complet obtenu et testé, la persistance a enfin été introduite via l'utilisation 
d'une base de données pour sauvegarder l'état du système entre deux exécutions 
d'action. 
Structure du mémoire 
Ce mémoire présente l'outil ÎASTD d'exécution d'une liste d'actions sur une spécifi­
cation ASTD, ainsi que tous les pseudo-codes associés. Dans le chapitre 1, les différentes 
techniques de spécification sont introduites, et plus particulièrement le langage ASTD 
dont la syntaxe est détaillée. Le chapitre 2 présente plus en détail la logique de l'exé­
cution d'actions sur une spécification ASTD et s'attarde sur l'outil «ASTD implémenté, 
tandis que le chapitre 3 s'attarde sur les pseudo-codes associés. Enfin le chapitre 4 
explique les différents tests fonctionnels utilisés et propose une comparaison des per­
formances avec l'outil EB3PAI. 
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Chapitre 1 
Etude du langage ASTD et des 
autres langages de spécification 
4 
1.1. DIAGRAMMES ÉTATS-TRANSITIONS ET ALGÈBRE DE PROCESSUS 
Ce chapitre sert d'introduction au langage de spécification ASTD [7, 8]. La sec­
tion 1.1 décrit différents langages de spécification et les compare aux ASTD afin de 
produire un état de l'art des recherches sur ce sujet, tandis que la section 1.2 insiste 
plus particulièrement sur la description, la syntaxe et les propriétés d'ASTD. 
1.1 Diagrammes états-transitions et algèbre de pro­
cessus 
Un ASTD, ou « Algebraic State Transition Diagrams », est un diagramme états-
transitions hiérarchique, étendu avec des opérateurs issus de l'algèbre de processus 
EB3. La notation ASTD permet de spécifier des diagrammes états-transitions hiérar­
chiques inspirés des statecharts [10, 11], qui peuvent être combinés avec des opérateurs 
comme la composition séquentielle, la fermeture de Kleene, la garde, le choix, la com­
position parallèle avec synchronisation, et une version quantifiée de ces deux derniers 
opérateurs, le tout provenant en ligne directe de l'algèbre de processus de la méthode 
« Entity-Based Black-Box » ou EB3 [9] issue du projet APIS [•>]. Les ASTD s'inspirent 
donc notamment de la sémantique opérationnelle formelle de EB3 [3]. D'autres al-
gèbres de processus pourraient être utilisées, comme CSP [12] dont EB3 est dérivée. 
1.1.1 Statecharts étendus 
Les statecharts (au sens de Harel) permettent notamment de modéliser des auto­
mates à états hiérarchiques, d'avoir des transitions entre deux états de profondeurs 
différentes, de garder les événements et d'utiliser des états historiques qui mémorisent 
l'état courant d'un sous-statechart dans le cas d'une réactivation ultérieure. Ces fonc­
tionnalités sont également disponibles dans les ASTD. Tout état d'un ASTD de type 
automate peut lui-même être un ASTD. 
Les statecharts permettent également dé définir des états dits « orthogonaux » 
qui peuvent communiquer par diffusion globale de messages. Cette notion n'a pas 
été incluse dans les ASTD. Il a été préféré l'approche des algèbres de processus qui 
permettent des synchronisations sur des ensembles d'actions ainsi que la quantification 
de processus selon une variable. 
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1.1.2 Opérateurs issus des algèbres de processus 
Si les statecharts apportent une grande flexibilité de modélisation grâce aux états 
hiérarchiques, certaines spécifications peuvent être simplifiées par l'utilisation d'opéra­
teurs issus des expressions régulières comme le choix, la séquence ou la fermeture de 
Kleene (respectivement notés |, . et * en EB3). Ces opérateurs sont utilisables direc­
tement sur les ASTD. Il permettent de composer un, dans le cas de la fermeture de 
Kleene, ou deux ASTD quel que soit leur type. 
Un exemple de la simplification apportée par l'emploi de ces opérateurs est présen­
té en figure 1.1. Le lecteur remarquera la présence de gardes sur certaines transitions 
permettant de coder la séquence et les fermetures de Kleene dans le statechart. On 
remarquera la compacité de I'ASTD comparativement à la description plus lourde du 
statechart bien que l'exemple soit particulièrement simple. 
f, 0 e 
c, 0 a d, 0 b 
){T) e1—•Ç) e2— N O-193~*0 1/ 
f 
* 
b 
pn(1) v in(3)]  ^
n(4) v in(5)J 
figure 1.1 - Un exemple d'ASTD utilisant les opérateurs de l'algèbre de processus EB3 
et de statechart modélisant le même comportement. 
D'autres opérateurs ont été importés de EB3 comme l'opérateur de synchronisa­
tion. La notion de quantification apparaît également dans les ASTD et a un intérêt 
tout particulier dans le cadre de la modélisation de système d'information basée sur 
des schémas entités-relations. 
6 
1.2. PRÉSENTATION DES ASTD 
Enfin, au-delà de l'approche grapliique, les ASTD apportent également un aspect 
intéressant : la conservation de leur structure. En effet, contrairement à EB3, la struc­
ture de l'ASTD n'est pas modifiée par l'exécution d'événements ; seul l'état de l'ASTD 
évolue. Dans le cas de EB3, l'exécution d'une action modifie de manière importante 
l'expression de processus, et ces modifications doivent être calculées à chaque exécu­
tion, ce qui est coûteux. Il est aussi difficile de représenter graphiquement l'évolution 
d'une expression de processus EB3. Avec les ASTD, la structure est constante. 
1.2 Présentation des ASTD 
Spécifié formellement, le langage ASTD comporte dix types de structure qu'il est 
nécessaire de connaître pour aborder la logique de l'interpréteur Î'ASTD. Chacune des 
sous-sections suivantes présente donc un type différent : son principe d'utilisation, 
sa représentation ASTD, sa syntaxe de spécification, et ses fonctions d'initialisation 
(init) et d'évaluation de l'état final (final). La sémantique opérationnelle est définie 
en [S]. 
1.2.1 Type élémentaire 
Brique de base de la spécification ASTD, le type élémentaire est équivalent aux 
feuilles d'une structure d'arbre. Associé au symbole elem, son seul attribut est le nom 
de l'ASTD. 
Notez dès à présent la différence entre la structure d'un ASTD (ici ASTDEIem), et 
l'état dans lequel se trouve cette structure (stateElem). A propos de cet état, pour les 
ASTD élémentaires, il doit toujours être évalué à final car si la brique de base n'est pas 
finale, il est impossible d'avoir une structure plus complexe considérée comme finale : 
si l'état n'est pas final c'est qu'il reste des actions qui sont exécutables dans l'ASTD. 
ASTDEIem = (elem, name) 
stateElem = (elem0) 
init({e\em,name)) = (elem0) 
final AST DElem((e^ern°) ) = ^rue 
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1.2.2 Type automate 
L'automate est l'objet ASTD se rapprochant le plus des statecharts avec ses tran­
sitions (S) et ses états (u) dont l'état initial (no). De par la nature très encapsulée du 
langage ASTD, chacun de ses états est un ASTD de type quelconque. En outre, dans 
le cas où un état est également un automate, il est possible de naviguer entre deux 
niveaux de profondeur voisins en utilisant des transitions fromSub et toSub. 
Il est également à noter que certaines transitions peuvent contenir des prédicats 
utilisés comme gardes et d'autres peuvent être définies comme finales, ce qui requiert 
que l'état courant d'origine (n) soit dans un état final pour que la transition puisse 
être exécutée. D'ailleurs, en restant dans le cadre des états finaux, l'automate est 
considéré comme final si il est dans un état qui appartient à la liste des états finaux 
superficiels (SF) ou bien si il est dans un des états profondément finaux (DF) et que 
cet état est final. 
Enfin, la dernière notion à comprendre est celle d'historique (h), qui affecte comme 
état courant (s) la dernière valeur utilisée pour l'état courant, que ce soit exactement 
la valeur du dernier état courant avec un historique profond, ou bien à l'initialisation 
du dernier état courant avec un historique superficiel. 
Automaton = (aut, name, u, S, S F, DF, n0) 
stateAutomaton = (auto, n, h, s) 
init((aut,..., ra0)) = (auto, n0, hiniu init(u(n0))) 
hinit = init(v(ri)) \ n € N} 
finalAutornaton((auto, n, h, s)) = (n € DF A finalv{n){s)) 
V 
(n G S F) 
Pour ce qui est de la représentation graphique, l'état initial est représenté par 
une flèche (=o), et l'état final par un double contour dans le cas superficiel, et par 
une bordure épaisse dans le cas d'un état profondément final. Une transition avec un 
point à son origine correspond à transition finale et les états élémentaires sont quand 
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à eux représentés par O. Enfin l'historique superficiel est un état élémentaire avec le 
label H tandis que l'état historique profond a le label H*. 
1.2.3 Type séquence 
Le type ASTD séquence permet d'imposer un ordonnancement entre deux séries 
d'actions. Tant que l'état(s) de la première structure (fst) de la séquence n'est pas 
final, on ne peut exécuter d'actions dans la seconde structure (snd). De plus, on ne 
peut être que dans une des parties de la séquence à la fois (fst | snd) et quand on 
débute l'exécution de la seconde partie, l'accès à la première est impossible. 
Enfin, si la première composante est dans un état final et que cet état peut exécuter 
l'action suivante, et si l'état initial de la deuxième composante peut aussi exécuter 
l'action suivante, le choix entre les deux est non déterministe. 
Main, aut 
AUT1, aut| 
Reinitn 
>(iy 
^ E m p r u n t e r — '  R e n d r e  e n t r e r  \ — • E m p r u n t e m v — /  R e n d r e n  
I > 
\ Transition 
Sortir 
AUT2, aut| 
> 
figure 1.2 - Exemple d'ASTD automates et élémentaires 
Sequence = (<>, name, fst, snd) 
stateSequence = {00, [fst | snd], s) 
init{{•=>, name, fst, snd)) = {<=>0, fst, init(fst)} 
final Sequenced*^ °> fst, s) ) = final fst(s) A final snd(init {snd)) 
final Sequenced^, snd,s)) = finalsnd(s) 
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A , .  
B, aut 
<=> 
C, aut 
€ m 
figure 1.3 - Exemple d'ASTD séquence contenant des automates 
1.2.4 Type choix 
Le type choix propose l'alternative entre deux structures ASTD (/ et r ) .  Le choix 
n'est initialement pas fait (_L). Lors de l'exécution de la première, la composante (1 
ou r) qui peut exécuter l'action est choisie ; si les deux composantes peuvent exécuter 
l'action, un choix non déterministe est fait. 
Choice == {|, name, l, r) 
stateChoice = (|0, (-L | left | right), s) 
init({\,name,l,r)) = (|0, _L, _L) 
finalchmce((|o, -L, _L)) = finalt(init(l)) y finalT(init(r)) 
finalC h o i c e ({ \o,\en, s ) )  =  f i n a l e s )  
fii™lchoiœ((\°,ri9hl,s)) = finales) 
1.2.5 Type fermeture de Kleene 
La fermeture de Kleene est une structure permettant de répéter 0 ou n fois un ASTD 
(6). Avant la première exécution (started? = false), l'état courant (s) est considéré 
comme final et après (started? = true) dès qu'un état final est atteint, il est possible 
de démarrer une nouvelle itération ou de terminer l'exécution. 
Si l'état initial peut accepter l'action suivante et si l'état courant est final et il 
peut aussi accepter l'action suivante, un choix non déterministe est fait. 
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A, | 
B, aut C, aut 
©s© 0s© 
figure 1.4 - Exemple d'ASTD choix contenant des automates 
Closure 
stateKIeene 
init((*, name, b)) 
fi™lK[ee „e((*o, started?, s)) 
= {•, name, 6) 
= (*o, started?, s) 
= {*0, false, init(b)) 
= finalb(s) v ~^started? 
A , *  
B, aut 
figure 1.5 - Exemple d'ASTD Kleene contenant un automate 
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1.2.6 Type synchronisation 
La synchronisation permet d'étudier simultanément deux structures ASTD (l et 
r) entrelacées tout en imposant une liste de points de rendez-vous basée sur des 
étiquettes de transitions (A). On conserve donc à tout moment les valeurs courantes 
des deux états (respectivement s/ et sr). 
Synchronization = ( 11] |, name, A, l,r) 
s t a t e S y n c h r o n i s a t i o n  =  ( |0 |o,  s / ,  s r )  
0|, name, A,l,r)) = <101-, 
finalSynchronisation((101°; sli sr)) = finali(si) ^ finalT(sr) 
Il est important de préciser que deux autres notations existent en tant que nota­
tions simplifiées : ||| est l'entrelacement pur (||| = |[A]|, avec A = {}), tandis que || 
est le parallèle (|| = |[A]|, avec A = a(l) D a(r)), c'est à dire que toute transition 
commune aux deux structures est considérée comme un point de rendez-vous. 
A, |[{e1 ,e2}]| 
B, aut C, aut 
=0 5© 
e2 
figure 1.6 - Exemple d'ASTD synchronisation contenant des automates 
1.2.7 Type choix quantifié 
Les quantifications introduisent la gestion de l'environnement aux ASTD. Le choix 
quantifié par exemple, correspond au choix n-aire où chaque branche correspond à 
une valeur différente de la variable (x) parmi les différentes valeurs du domaine ( T). 
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QChoice = , name, x, T, b) 
stateQChoice 
init((\:,name, x,T, b)) = (|:0, -L, init(b)) 
finalqchoiceid^^s)) = 3x : T • finales) 
finalQChoice((\:0>v,s)) = finalb(s)([ x:=v]) 
A, |x : {4,5,7} 
figure 1.7 - Exemple de choix quantifié contenant un automate 
1.2.8 Type synchronisation quantifiée 
Similaire au choix quantifié, la synchronisation quantifiée correspond à la synchro­
nisation n-aire. On étudie simultanément les états correspondant aux valeurs de T 
pour la variable x. Ensuite il ne reste plus qu'à appliquer toutes les règles de la syn­
chronisation en se servant de A comme liste de points de rendez-vous et de b comme 
structure pour la liste des états courants (/ € T -» State). 
(^Synchronization = (| [] | name, x,T, A, b) 
stateQSynchronisation = (]D|:o, /) 
init((\\\\:,name,x,T,A,b)) = (|Q|:0,T x {init(b)}) 
fi™lQSynchr<misati<m((\ft\--°J)) = Vv : T • final b(f (v)) 
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A, |[{e2}]|x: {1,2,6}} 
B. aut 
e1(x) 
e2 
figure 1.8 - Exemple de synchronisation quantifiée contenant un automate 
1.2.9 Type garde 
L'ASTD de type garde permet d'utiliser l'environnement introduit avec les quanti­
fications pour vérifier des propriétés (g) avant d'exécuter une quelconque action sur la 
structure (b). Une fois qu'une action a été exécutée (started = true), la garde devient 
inutile : il ne reste plus qu'à modifier l'état courant (s) à chaque nouvelle action. 
Guard = (=s>,name,g,b) 
stateGuard = (=»0, started, s) 
init({=^,name,g,b)) = (=»Q, false, init(b)) 
finalGuard((=>o,ia\se,s)) = g A finales) 
finalGuard({^0,\rm,s)) = finales) 
1.2.10 Type appel de processus 
Le dernier type d'ASTD est l'appel de processus qui fonctionne sur le même principe 
qu'un appel de procédure : il faut avoir défini auparavant un ASTD avec une liste 
de paramètres (P(u)), puis on l'appelle en se servant d'un vecteur correspondant à 
l'environnement (v). On cherche alors à exécuter l'action dans la structure appelée 
en se servant de l'environnement modifié par l'appel de processus. A l'état initial, 
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A, =>, x>0 
e2(x) 
e1(x) 
figure 1.9 - Exemple de garde contenant un automate 
l'appel n'a pas été fait (current_state=-L), mais dès qu'une action a été exécutée, on 
conserve l'état courant (s). 
ASTDCall = (call, name, P(v)) 
stateCall = (callo, [_L ( s]) 
init((caA\,name,P(v))) = (callo, X) 
finalp((callo, s)) = (s = _L A finalb(init(b))[x v\) 
v ( s  ^  ± A f i n a l b ( s ) [ x  : = £ > ) )  
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MEMO, aut I 
Emprunter Rendre 
Main, aut 
CALL1, call AUT2, aut 
Reinitn 
Extbis 
M A6 X A5 A4 MEMO () 
Rendren ;mprunterrî 
> 
Ext 
figure 1.10 - Exemple de combinaison d'automates et d'appel de processus 
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Chapitre 2 
Présentation du principe de 
fonctionnement et des 
fonctionnalités d'Î'ASTD 
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2.1. CAS D'ÉTUDE 
Ce chapitre présente un interpréteur de spécifications ASTD nommé Î'ASTD qui per­
met de simuler l'exécution d'événements dans un ASTD et de mettre à jour les états 
correspondants. La section 2.1 présente un cas d'étude simple qui permet de com­
prendre la logique derrière l'interpréteur. Ensuite, la section 2.2 présente le principe 
de fonctionnement de l'interpréteur, et la section 2.3 introduit le principe de Kappa 
optimisation. Enfin, la section 2.4 présente des fonctionnalités ajoutées permettant 
de compléter l'interpréteur. 
2.1 Cas d'étude 
main, [| | member(mld : int), aut 
HI mid : int | g| 
member(mld) 
loan(bld : int, mld : int), aut 
| bid : int | g] 
book(bld) 
>0 Re9'sterMdT 
Unregistered 
book(bld : int), aut 
| bid : int |"âT] 
loan(bld.mld) 
O- Lend(bld|rriîd) 
Ratum(bld) 
Renew(bld) 
y(^ J Acquire(bld) 
a Discard(bld) 
g | 'mld : int | 
loan(bld,mld) 
figure 2.1 - Exemple d'une spécification ASTD du comportement attendu d'un système 
de gestion d'emprunt de livres dans une bibliothèque. 
La figure 2.1 représente quatre ASTD qui modélisent un système d'information 
de gestion d'emprunt de livres par des membres dans une bibliothèque. Cette spé­
cification ASTD sera réutilisée en tant que cas d'étude pour illustrer les techniques 
introduites dans les sections subséquentes. 
La figure 2.1 présente un ASTD nommé main de type synchronisation sur les 
actions communes (||). L'ASTD synchronise l'ensemble des instances de membres et 
l'ensemble des instances de livres de la bibliothèque, du fait de l'utilisation de l'en­
trelacement quantifié sur ces deux ASTD. Les ASTD paramétrés member (mld) et 
book ( bid ) décrivent le comportement individuel de chaque instance membre et livre 
de la bibliothèque. Ce comportement est modélisé par un automate, dont le second 
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état est l'ASTD décrivant l'emprunt d'un livre par un membre. Le lecteur remarquera 
que l'ASTD d'emprunt loan ( mid, bid ) est quantifié sur un choix dans le processus 
book et sur un entrelacement dans le processus member. Cette différence s'explique 
par la cardinalité de la relation d'emprunt entre livre et membre. Un livre ne peut être 
emprunté que par un seul membre. Cependant un membre peut emprunter plusieurs 
livres simultanément. L'ensemble de cette spécification suit les patrons de conception 
« producteur-modificateur-consommateur » introduits dans la méthode EB3 [9]. 
2.2 Algorithme général 
Supposons que l'utilisateur d'un système veuille exécuter l'événement a (composé 
d'une étiquette et de ses paramètres éventuels) dans un système d'information mo-
délisé par une spécification ASTD a dont l'état courant est S. Alors l'algorithme 1 
décrit de manière simplifiée le comportement de l'interpréteur qui va découler de 
cette demande d'exécution. Une version détaillée de l'ensemble des algorithmes étant 
présentée au chapitre 3, nous allons d'avantage nous concentrer sur la logique de 
l'interpréteur. 
Algorithme 1 main(a, s , a )  : s' 
Description : Algorithme principal d'interprétation d'un ASTD. 
Entrée a : Une spécification ASTD. 
Entrée s : L'état courant de l'ASTD a. 
Entrée a : Un événement et ses paramètres (s'il en a), que l'utilisateur veut exécuter dans 
l'ASTD a. 
Sortie s' : L'état résultant de l'exécution de a depuis l'état S de l'ASTD a. 
main(a, S, <r) 
début 
si l'état s permet d'exécuter a dans a 
alors 
calculer le nouvel état de a et le stocker dans s' 
accepter l'action a et retourner s' 
sinon 
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refuser l'action a et retourner s 
fin si 
fin 
2.2.1 Structure et états 
L'interprétation des ASTD dans le cadre d'z'ASTD nécessite de considérer en pa­
rallèle deux structures de données. La première représente la structure même de la 
spécification de l'ASTD. La seconde symbolise l'état courant, c'est-à-dire un pointeur 
vers l'état de l'ASTD auquel mène la trace des événements. Tout comme la définition 
mathématique des ASTD, ce sont des structures hiérarchiques et elles nécessitent donc 
un typage récursif pour leur implémentation. 
Pour le typage de la structure et de l'état courant, nous sommes restés le plus 
proche possible de la définition mathématique proposée dans [8]. Les seules modifica­
tions apportées sont des ajouts permettant d'optimiser l'algorithme. Par exemple, une 
analyse statique est menée à partir de la structure de base poiir mettre en mémoire 
des informations afin d'y accéder plus rapidement lors de l'exécution. 
2.2.2 Initialisation 
Comme expliqué précédemment, l'état courant est un pointeur vers la configura­
tion de l'ASTD à un moment donné. Il est nécessaire de l'actualiser à chaque nouvel 
événement exécuté, mais il faut également être capable de l'initialiser. La phase d'ini­
tialisation de l'ASTD par IASTD découle directement de [8]. À chaque sous-ASTD d'une 
spécification est associé un état initial calculé à partir de sa structure. 
2.2.3 Exécution d'actions 
L'objectif principal du projet ÎASTD est de créer un interpréteur d'ASTD pour 
pouvoir faire tourner des scénarios de tests sur un modèle donné, c'est-à-dire simuler 
l'exécution d'événements sur une structure de type ASTD. 
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•>(Structure Spécification Objet ASTD 
- Analysa -
Syntaidque 
Analyse 
statique 
Etat initial 
Moteur 
d'exécution 
Evénements 
Base de Données 
Etat Final 
figure 2.2 - Représentation schématique de l'architecture d'IASTD 
2.2.4 Algorithme général 
La figure 2.2 résume l'architecture d'i'ASTD avec ses différentes étapes. On re­
marque notamment les étapes représentant le travail de l'analyseur syntaxique sur le 
fichier passé en entrée et contenant la structure générale de l'ASTD. L'étape d'analyse 
statique est notamment utile à une optimisation introduite en 2.3, mais aussi pour 
vérifier des contraintes structurelles. 
Le moteur d'exécution est le cœur des algorithmes ÎASTD, et constitue l'étape es­
sentielle puisqu'il permet d'explorer complètement l'état courant, tout en parcourant 
la structure au fur et à mesure. Au sein de ce moteur qui a la plus lourde complexité 
parmi les algorithmes, on retrouve également l'évaluation de toutes les gardes rencon­
trées, et il permet de localiser exactement la transition qui s'applique, ou de signaler 
que l'exécution est impossible. D'autre part, un point important qu'il convient d'ob­
server est que parmi les ASTD se nichent des quantifications et des gardes. Le moteur 
doit donc à tout moment être capable d'évaluer ce que l'on appelle l'environnement 
et qui contient les valeurs affectées à chacune des variables de quantification. Enfin, le 
dernier travail du moteur d'exécution consiste à retourner l'état post-exécution, aussi 
appelé état final, à l'utilisateur. 
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2.2.5 Exécution d'actions sur l'exemple 
Prenons comme support la figure 2.1. Exécuter la transitions Register(mi ) pro­
voque le passage d'un des mld de l'état initial à l'état intermédiaire signifiant que le 
membre correspondant est prêt à emprunter. De la même façon, exécuter Acquire( l\ ) 
et Acquire^ ) positionne l'état de l'ASTD dans une configuration capable d'autoriser 
le prêt des livres l\ et h- Ensuite vu que les transitions communes sont synchronisées, 
celles de l'appel d'ASTD loan vont s'effectuer simultanément dans les ASTD member 
et book. De cette façon, quand on exécute Lend( ^ mi ) cela signale donc à member 
que le membre mi emprunte le livre I2 et à book que le livre I2 est prêté au membre 
mi. La même logique s'applique aux actions Renew et Return. 
Enfin une fois rendu dans l'état final de l'ASTD loan, c'est-à-dire quand le membre 
a rendu le livre, l'une des possibilités est de faire un autre emprunt via l'action Lend vu 
que l'appel de loan est contenu dans une fermeture de Kleene. L'autre possibilité est 
d'exécuter Discard ou Unregister pour respectivement supprimer le livre ou le membre 
du système d'information. 
2.3 Kappa optimisation 
Afin d'améliorer les performances en mémoire et en rapidité d'interprétation de 
l'interpréteur Î'ASTD, des optimisations ont été introduites dans le code. Bien que 
leurs algorithmes détaillés soient disponibles au chapitre 3, une première approche 
est proposée pour comprendre leur principe. 
2.3.1 Kappa optimisation directe 
Cette première optimisation est un des deux aspects de la Kappa optimisation, un 
ensemble d'algorithmes prouvés sur le langage EB3 [2]. Elle a pour but d'éviter que 
la complexité soit linéaire avec la taille des domaines de valeurs des quantifications 
lorsqu'il s'agit de traiter certaines transitions. 
L'intérêt de l'optimisation proposée est d'éviter un parcours de domaine dans le 
cas où la transition étudiée a des arguments. L'ASTD représenté sur la figure 2.3 est 
une version très simplifiée de l'ASTD member de la figure 2.1. Supposons que sur cet 
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a, ItOHmld : [1,1000] 
b I 
Register(mld) XSÇ jQ 
—.—___—_—' 
v
— 
Unregister 
figure 2.3 - Kappa optimisation directe, cas de base 
ASTD l'on souhaite exécuter l'action Register(m l ) ,  l'algorithme Kappa direct nous 
permet de savoir qu'en franchissant la quantification il est inutile de parcourir tout le 
domaine de valeurs (l'ensemble des valeurs possibles de member). En effet, vu que 
l'exécution de Register dépend de la variable x, il suffit de choisir la valeur appropriée, 
ici m7, lors de l'exécution de la synchronisation quantifiée sur x. 
Cependant l'algorithme n'est pas applicable à toutes les transitions et dans cer­
tains cas il demeure nécessaire de parcourir tout le domaine d'une quantification pour 
trouver une solution exécutable. L'exécution d'Unregister, par exemple, est non dé­
terministe car elle ne dépend pas de la variable sur laquelle repose la synchronisation 
quantifiée. 
Pour implémenter cet algorithme, il s'agit de faire une comparaison entre la transi­
tion proposée dans la structure de l'ASTD et l'événement que l'on demande d'exécuter. 
Un parcours simultané des arguments des deux éléments permet de localiser immé­
diatement la valeur à donner à la variable de quantification rencontrée. 
Illustrée ici dans le cas d'une synchronisation quantifiée, cette optimisation est 
également valable pour exécuter la première action d'un choix quantifié, lorsqu'il 
s'agit de décider de la valeur à adopter pour la variable de quantification. 
2.3.2 Kappa optimisation indirecte 
La Kappa optimisation indirecte est une façon de gérer les dépendances entre 
variables afin de réduire les temps d'exécution lorsque tous les paramètres d'une 
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transition ne sont pas nécessaires. C'est également un algorithme qui découle de 
preuves faites pour EB3 [2]. 
a, |({lend,renew,retum}]| 
b, |[Q]|y:int c, |(0]| x : int | d 
renewftfl 
(T) U?) 
Vy lend(x,y) vy retum(x) 
e, HOll x : int f, | y : int g 
Nrenew(x) 
(7) *(js *(a) lend(x.y) V—' return(x) ^ 
figure 2.4 - Kappa optimisation indirecte, cas de base 
La figure 2.4 est une simplification de l'exemple proposé sur la figure 2.1, où l'on 
a supprimé les actions Register, Unregister, Acquire et Discard, ainsi que les fermetures 
de Kleene. C'est un excellent exemple pour expliquer le principe de fonctionnement 
d e  l ' o p t i m i s a t i o n  K a p p a  i n d i r e c t e .  E n  e f f e t ,  l o r s q u e  l ' o n  e x é c u t e  l ' a c t i o n  l e n d ( a ; , y ) ,  
qui correspond au prêt d'un livre x à l'individu y, un lien de dépendance se crée 
entre x et y. Ce lien existe dans le diagramme entités-relation qui spécifie qu'un livre 
ne peut pas être emprunté par plus d'un membre à tout moment. Si par la suite on 
souhaite renouveler le prêt du livre x au membre y avec l'action renew, il serait re­
dondant de signaler qu'il a été emprunté par y. Notre objectif ici est donc d'identifier 
automatiquement ce lien et de le conserver en mémoire pour une réutilisation ulté­
rieure, vu que I'ASTD n'utilise que la spécification ASTD et n'a pas accès au diagramme 
entités-relation. 
Remarquons également que dans la figure 2.4, les actions des ASTD b et e sont 
synchronisées. De cette façon, on exécute en parallèle b, qui décrit le comportement 
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des membres face à tous les livres qu'ils peuvent emprunter, et e décrivant le compor­
tement de chacun des livres face aux membres qui l'empruntent. Ce second ASTD est 
à l'origine du lien de dépendance entre x et y grâce au choix quantifié qu'il contient. 
Le choix portant sur le membre (unique) qui est l'emprunteur actuel du livre. 
Pour localiser et réutiliser de telles dépendances entre variables, il y a deux sortes 
de transitions qu'il faut repérer et stocker dans la structure. Les premières sont les 
transitions « productrices » qui permettent de signaler la création d'un lien de dépen­
dance (par exemple lend ici). On les référence dans la structure des choix quantifiés à 
l'origine des dépendances. Les autres transitions, dites « utilisatrices » sont les tran­
sitions pour lesquelles il est impossible d'appliquer une Kappa optimisation directe, 
mais pour lesquelles une composition des dépendances localisées permet d'obtenir 
les valeurs des variables manquantes (par exemple renew et return). Ces dernières 
transitions sont enregistrées dans chacune des synchronisations quantifiées non op-
timisables, en même temps que la série des dépendances à inverser pour retrouver 
la valeur à utiliser pour la variable. L'algorithme simplifié permettant de repérer et 
récupérer ces transitions est présenté ici en tant qu'algorithme 2. 
Algorithme 2 KappaStatique(a)  :  a '  
Description : Algorithme d'analyse d'une structure ASTD pour la Kappa optimisation. 
Entrée a : Une structure ASTD. 
Sortie a' : La structure ASTD a modifiée en ajoutant les positions des transitions produc­
trices et utilisatrices. 
K appaStatique(a)  
soit a ' une copie de a 
soit Mem ASTD = 0 
tant que a' différent de Mem ASTD 
soit MemASTD = a' 
soit ListePossibles = l'ensemble des transitions non Kappa direct 
optimisables dans a 
soit ListeDependances = la liste des dépendances entre variables dans a 
soit GrapheDependances = le graphe décrivant les compositions possibles des 
dépendances de ListeDependances 
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pour toute dépendance d de ListeDependances 
//(étape de calcul des producteurs) 
soit ListeProducteurs = la liste des transitions productrices de d 
si ListeProducteurs est vide 
alors 
Supprimer d de GrapheDependances 
sinon 
Enregistrer ListeProducteurs dans a ' 
fin si 
fin pour toute 
pour toute transition t de ListePossibles 
//(étude des compositions possibles des dépendances localisées) 
si il existe une composition de GrapheDependances permettant de 
trouver les variables manquantes à partir des variables disponibles 
alors 
soit DependancesUtilisees = la liste des dépendances utilisées par t 
soit ProducteursRelatifs = les transitions productrices des 
dépendances de DependancesU tilisees 
Enregistrer t dans a' avec (DependancesUtilisees, ProducteursRelatifs) 
fin si 
fin pour toute 
fin tant que 
retourner a' 
Avant toute chose, l'algorithme présenté ne donne qu'une idée générale du prin­
cipe de fonctionnement : l'algorithme détaillé sera présenté dans le chapitre suivant. 
Ensuite, ce qu'il faut comprendre dans l'algorithme 2, c'est que la première étape de 
l'analyse statique consiste à localiser les dépendances possibles entre variables, puis 
de s'assurer qu'il y a bien des producteurs pour créer ces dépendances. On peut alors 
créer une liste des dépendances valides. La seconde étape est de repérer les transitions 
qui ne peuvent être exécutées directement, et telles qu'une composition des dépen­
dances valides permet de retrouver les variables manquantes. Ce sont ces transitions 
qui sont optimisables par l'algorithme Kappa indirect. Il ne reste donc plus qu'à les 
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réinsérer. Enfin on répète cette étape plusieurs fois, puisqu'une transition productrice 
pour dépendance peut être une transition utilisatrice d'une autre dépendance. A la 
fin de l'algorithme, les transitions significatives ont été relevées et sont conservées 
dans la structure renvoyée. 
2.4 Possibilités avancées 
L'interpréteur Î'ASTD présenté dans le mémoire a été implémenté dans le langage 
OCaml à des fins de prototypage rapide et des versions Java pourront aisément être 
produites. Cependant, outre les algorithmes abstaits d'exécution, des fonctionnalités 
spécifiques ont été ajoutées à la version implémentée afin de faciliter son utilisation 
et donc de favoriser son utilisation. 
2.4.1 Gestion du non-déterminisme 
Il y a une notion importante à ne pas négliger lorsqu'il s'agit d'étudier les possibi­
lités d'exécution, c'est la gestion du non-déterminisme. En effet, en prenant l'exemple 
de deux processus en parallèle pouvant exécuter la même action, il faut choisir ar­
bitrairement laquelle exécuter en premier à cause de la sémantique non déterministe 
des ASTD. 
Nous avons donc envisagé deux solutions, la première étant d'explorer l'ensemble 
des possibilités d'exécution pour une action, puis de faire un choix arbitraire entre les 
différents chemins trouvés. Le problème de cette implémentation est qu'elle est très 
lourde du point de vue du temps d'exécution et nécessite d'importantes ressources 
en mémoire vive. La seconde possibilité est de rechercher une exécution possible en 
s'arrêtant à la première rencontrée. Chaque technique a ses avantages puisque la 
première permet de proposer un choix à l'utilisateur lors de l'exécution en mode 
simulation, tandis que la seconde évite un parcours complet de l'ASTD dans la plupart 
des cas et économise donc des ressources si on est dans une situation non déterministe. 
Bien que les deux implémentations soient possibles et aient été réalisées (seulement 
partiellement pour la première), seuls les algorithmes correspondant à la seconde 
solution sont présentés dans le chapitre 3. 
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2.4.2 Persistance et sérialisation 
Dans son implémentation décrite dans les sections précédentes, Î'ASTD fonctionne 
en stockant toutes les informations relatives à la structure et à l'état courant dans la 
mémoire vive. Si les performances sont alors élevées, se pose le problème de la persis­
tance des informations en cas de problèmes conduisant à l'interruption de l'exécution 
de l'interpréteur. Afin d'obtenir une persistance des informations, une sérialisation de 
la structure décrivant l'état courant a été développée. Une représentation sous forme 
d'enregistrements a été développée pour qu'entre l'exécution de deux événements il 
soit toujours possible d'obtenir une version persistante de l'état courant de I'ASTD. 
Un stockage dans une base de données relationnelle a ensuite été développé, per­
mettant à l'aide de trois tables de représenter tous les états internes de l'état courant, 
les états historiques ainsi que les tables associant les valeurs des variables de quantifi­
cation à l'état de l'entité correspondante. Ainsi, lors de l'initialisation de I'ASTD, des 
requêtes d'insertion de tuples représentant l'état sont générées et exécutées. De plus, 
après l'exécution de chaque action par iASTD, des requêtes de mise à jour de l'état 
courant sont calculées en fonction des modifications effectives de l'état. Ces tables 
préservent la structure des états telle que définie dans le chapitre précédent. 
2.4.3 Validation de la structure 
Afin de faciliter le travail du concepteur, une série d'options permet de gérer le 
niveau d'affichage de messages lors de l'analyse lexicale, syntaxique et structurelle 
d'une spécification. Il est donc aisé de localiser des erreurs de conception, puis d'y 
remédier. 
2.4.4 . Interface graphique 
Enfin, un second outil est en voie de création, EASTD, et permettrait à l'utilisa­
teur de concevoir graphiquement sa spécification via une interface graphique, puis de 
constater le résultat de chaque action exécutée en se servant des algorithmes L'ASTD. 
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Chapter 3 
Algorithmes 
Résumé 
Cet article détaille en profondeur les algorithmes associés à l'exécution 
d'actions sur une spécification ASTD. Il présente également les algorithmes 
de vérification des contraintes structurelles et d'analyse statique, tout en 
expliquant les différentes optimisations qui ont été inspirées d'EB3PAL. Tout 
au long de l'article, des indices et des illustrations ont été incluses afin de 
faciliter la compréhension de ces algorithmes. 
Commentaires 
Auteur de l'ensemble des algorithmes présentés dans cet article, j'ai égale­
ment été en charge de leur implémentation dans le langage oCaml pour 
un prototypage rapide. Je propose ici ces algorithmes afin de permettre 
le développement d'autres implémentations d'ÎASTD dans des langages plus 
variés. 
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Algorithms of î'astd, the ASTD interpreter 
Kevin Salabert 1 1 : GRIL, Université de Sherbrooke, 2500 Boulevard de l'Université, 
Sherbrooke QC, Canada 
Kevin.Salaber0usherbrooke.ca 
Abstract This report presents the algorithms of the Algebraic State Transition 
Diagrams interpreter I'ASTD. Here will be explained the core of the algorithms, from 
structural constraints to optimized execution algorithms, through a detailed static 
analysis. 
Key words ASTD, iASTD, statecharts, process algebra, information system, algo­
rithms, execution of actions, EB3 
3.1 Introduction 
Our aim is to realize formal specifications of information systems (IS), and in 
particular, specifications of database applications, then to be able to execute actions 
on these specified IS. The use of Algebraic State Transition Diagrams [7], or ASTD, 
has been chosen since they provide a concise, yet comprehensive and formal, mech­
anism for specifying all the scenarios of an IS. Scenarios can be built incrementally 
and composed using process algebra operators like synchronisation, or quantification. 
Moreover, the syntax of ASTD is quite visual and relies on sink-known concepts like 
statecharts [10, .11] or process algebra like EB3 [9]. 
Since we have our specification method, we need to develop an interpreter named 
iASTD [15] that will allow the specifier to simulate the execution of actions on his 
specified structure, but it will also be used to check if an action can be executed on 
a system. The reader is referred to [8] for a formal definition of the ASTD semantics. 
The description of the interpreter's algorithms is the core of this paper. 
We will describe the interpreter's logic, starting with the structural constraints 
formulas that must be satisfied by an ASTD specification, since these are not provided 
explicitly in [8]. Then we will explain one of the optimisations that will decrease 
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the execution time of some actions, the indirect Kappa optimisation, and detail the 
associated static analysis. And finally, the last part contains the description of the 
general execution algorithms. 
3.2 Structural constraints 
3.2.1 Why are structural constraints needed ? 
The Algebraic State Transition Diagrams, whose syntaxis described in [7], allow 
one to specify IS. But before executing actions on a specification it is needed to check 
if it is valid or not. For this purpose, a set of constraints have been defined, and if 
any of them isn't verified then the interpretor won't be usable since the specification 
itself is invalid. 
3.2.2 Structural constraints description 
• The first constraint requires an action to be used with the same number of 
arguments everywhere it is used. Indeed, if the same action label is used at two places 
in a specification, it has the same meaning and use. That's why those two transitions 
need to have the same number of arguments. 
V£l, t2 G Transitions(ASTD) 
(tl.Name = t2.Name) => Length( t l . A r g )  =  Length(£2.ylr</) 
• Since an automaton ASTD has two different kinds of final states with different 
definitions, the deep final states and shallow final states, no sub-ASTD should be able 
to be both. That's why our interpreter needs to check if in the examined specification 
for each automaton ASTD, the intersection of the deep final states' name list (DF) 
and shallow final states' name list (SF) is empty. 
VA € ASTD 
isAutomaton(A) => (A.SF n A.DF) = 0 
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• In any automaton, every state should be reachable. That means that every 
state (except for H and H* that are predefined but not necessarily used) is either the 
initial state, or a state that can be reached through a serie of transitions originated 
from the initial state, called path. This constraint isn't linked to the ASTD semantic 
but to the optimisation algorithm. 
VA € ASTD 
isAutomaton(J4) =» 
\/B € A.SubAstdList . 3path € S* . path(A.Init) = B 
• In order to search all final states in some algorithms, the ASTD name is used. So 
if two ASTD have the same name, they should both be final or both be not final. To 
prevent such mistake, we impose that two distinct ASTD of the specification should 
have distinct names. 
VA, B <E ASTD 
( A ^  B )  = $ •  Name(A) Name(B) 
The signature of the arguments should also be checked, but this would need an­
other file in the specification describing any value type. 
3.3 Static Analysis 
3.3.1 Introduction to indirect Kappa optimisation 
The indirect Kappa optimisation is an idea developed in [2], The purpose is to 
improve the execution time of some actions. 
For this optimisation, the thing that has to be understood is that in the ASTD b of 
figure 3.1, it is easy to execute the first transition lend ( x, y ) since action parameters 
x and y are within the scope of two quantifications and provide the values of the 
quantified variables for execution. But when it is time to execute a second action like 
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a, |[{lend,renew,return}]| 
b, |[01l y:int c, )[{>]! x : int d 
renewfr) 
CO *C*j~ v-X lend(x,y) return(x) 
e, ItOll x : int f, 1 y : int g 
^—^renew(x) 
CO 0^" lend(x,y) v—' return(x) 
Figure 3.1: Example of an ASTD optimisable by indirect Kappa optimisation 
renew ( x ) and return ( x ), it is much harder because the action does not provide a 
value for quantified variable y. 
But in the ASTD e, we don't have the same problem because we have a quantified 
choice on the y variable and so we won't have to choose its value once passed the 
first transition. That is why the execution remains quick on all the actions : a bound 
exists between the values of x and y, which we call a functional dependency from x 
to y. 
Finally, the ASTD b and e are synchronized on their action so it is logical that the 
bound in e also applies to b. But the bound exists only for a limited duration : before 
lend ( x,y ) it doesn't exist (for example before a book is lent, we cannot know who 
has borrowed it), and after return(x) it doesn't matter anymore because someone 
else could borrow it. lend (x,y) is said to be as a producer while return ( x ) is said 
to be a consumer. 
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The indirect Kappa optimisation consists on finding those functional dependencies 
and their producers and consumers, then locating the optimisable transitions by static 
analysis. During execution, we will be able to quickly find the value of y in b. 
3.3.2 Static analysis for indirect Kappa optimisation 
This section describes algorithms for the static analysis described in the previous 
section. The aim is to find bonds between variables in the structure, and with it we 
should locate their producers and consumers. Then using those dependencies, we have 
to find the optimisable transitions. Finally, we should return all those informations 
in order to use them during the execution. 
Most of the presented algorithms are top down filters on the structures of the ASTD. 
One other important point is that we keep track of the called ASTD because recur­
sive calls aren't optimisable with our interpreter (even if they are a valid structure). 
Finally, we will give hints along the pseudo-code to help the reader's understanding 
in the hardest sections. 
Let's start with the main algorithm of the indirect Kappa optimisation. The algo­
rithm 3 takes an ASTD structure as an argument, then Dep will extract the variables 
dependencies (D') in the structure. We will study all the possible composition of 
functional dependencies {Q{D)) to check if they can lead to a quantification optimi­
sation. It is also checked if the dependencies used for this optimisation are valid for 
the transition related to the optimized quantification. The dependencies are valid for 
a transition if the transition occurs between the producer and the consumer of each 
dependency. This is checked by algorithm 5. 
Among the used functions, MissingVar won't be detailed, but it used to return the 
variables needing optimisation (since quantified variables not occuring in a transition's 
argument cannot be optimized with Kappa direct, like in figure 3.1 with transitions 
renew (a; ) and return (x ) in d). ExtractDep retrieves every dependency present in 
a structure. 
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Algorithme 3 StaticAnalysislKO(vl) 
Description : This algorithm extracts the details for optimizing some transitions and 
informations about the linked dependencies, in an ASTD A, to apply indirect Kappa 
optimisation. 
Input A: Main ASTD structure. 
OutPut : P(Optimization) with Optimization = (Transition x Var x (DF x DF)) 
and DF = (Name list x (P(Var) —> Var)) 
//Name list correspond to the names of the ASTD 
encountered on the way to the dependency position, 
it is a path designing a unique dependency 
BEGIN 
5 = 0 
REPEAT // here is a loop because some of the optimized transitions can 
become producers or consumers for some other dependencies 
S' := S; 
D := Dep(^, 0,false, 0,0); 
LET T = transitions needing an optimisation in A with their path; 
FORALL (<,/") G T, v E MissingVar(J) 
IF 30 e S l ( D )  •  v  = 0(Vàr(«)) A 
Vd € ExtractDep(G) • Optimizable(v4, t, P', d, S) 
THEN S  : =  S  U ( t , V , Q ) ;  
END 
UNTIL S = S'; 
RETURN 5; 
END 
The algorithm 4 describes Dep, that extracts functional dependencies. Those 
dependencies must be further validated with algorithm 5 to check the presence of 
transitions producing each dependency. The algorithm 4 is called on an ASTD struc­
ture A with arguments V = 0 and W = true (the argument W is explained in 
the next paragraph) and returns for each dependency its exact position in the ASTD 
structure and the link between variables useful in the dependency and the variable 
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created in the dependency. It is inspired from the algorithms created for EB3 in [2]. 
More detailed explanations about localization of functional dependency can be found 
there. 
Argument W is used to prevent the creation of dependencies until a quantified 
synchronisation is met in the recursive analysis of the ASTD. It is originally at true 
when calling the function and it is set back to true every time a synchronisation 
encountered is not the parallel composition. The only way to change the variable to 
false is to encounter a quantified synchronisation. The exact reason, as it can be seen 
in figure 3.2, is since E is an interleaving, the variable x can have two different values 
associated for the variable y with the same producers : one in F and one in H. The 
only case where a synchronisation doesn't matter is when it is a parallel one because 
this way, the functional dependency may be in two places, but it'll still have the same 
value, because of synchronisation. 
B, HI y : int C, ||| x : int 
Sub(x,y) 
D, HI x: int E,| 
F,|y:int| G,Call~1 
Sub(x,y) 
H, | y : int I J, Call 
Sub(x,y) 
Figure 3.2: ASTD showing how useful the W argument can be for the algorithm 4 
For the ASTD on figure 3.1, the algorithm would encounter the quantification e 
then the quantified choice f to return the functional dependency between x and y. In 
the ASTD b, quantifications are found but no quantified choice, so no dependencies 
are returned. 
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Algorithme 4 Dep(.4, V, W, C, P) 
Description : Algorithm extracting functional dependencies from an ASTD A. 
Input A : An ASTD structure. 
Input V : Set of variables encountered during the exploration of the structure. 
Input W : Boolean value indicating if the dependencies can be extracted. 
Input C : Set of ASTD called. // because we cannot optimize an infinite call loop 
Input P : Position indicator. // list of encountered ASTD 
Output : P(DF) with DF = (Name list x P(Var) x Var) 
BEGIN 
MATCH A WITH 
(aut, n, i/, 6, sF, dF, no) -> RETURN (J (Dep(as£d, V ,  W , C , n  : :  P ) )  
astd&v 
(O, n, I, r) -» RETURN Dep(/, V, W, C, n :: P) U Dep(r, V, W, C, n :: P) 
(I, n, I, r) -)> RETURN Dep(i, V, W, C, n :: P) U Dep(r, V, W, C, n :: P) 
(*, n, b) -> RETURN Dep(6, V, W, C, n :: P) 
(|0|, n, A, I, r) ->• IF Trarisitions(0 n Transitions (r) ç A 
//that is to say if 1 and r synchronize on shared events 
THEN RETURN Dep(/, V, W, C, n :: P) 
U Dep(r, V, W, C, n :: P) 
ELSE RETURN Dep(Z, F,true, C, n :: P) 
U Dep (r, V  ,true, C , n  : :  P )  
n, x ,  T , b )  -> IF W  
THEN RETURN Dep ( b ,  V ,  W ,  C ,  n  : :  P )  
ELSE RETURN {(n :: P , V , x ) }  
U Dep(è, F, W, C, n :: P) 
<|0|:, n, x, T, A, b) -4 IF Transitions(è) Ç A 
//in case of a useless but possible synchronisation on ail instances of b 
THEN RETURN Dep(6, V, W, C, n :: P) 
ELSE RETURN Dep(6, V U {z},false, C, n :: P) 
( = » ,  n ,  g ,  b )  - ¥  RETURN D e p ( 6 ,  V ,  W , C , n  : :  P )  
(call, n, b, u, v) -+ IF b € C 
THEN RETURN 0 
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ELSE RETURN Dep(Call(6, u ,  v ) ,  V ,  W ,  C  U {6}, n :: P )  
{elem, n) 0 
END 
Algorithm 5 is used to determine if a dependency can be used to optimize a specific 
transition. If true is returned it means that the optimisation is possible. The ASTD 
after the quantified choice of the functional dependency (ASTD g in figure 3.1), is 
referred to as the creator ASTD while the ASTD containing the transition to optimize 
and contained by the linked quantifications is said to be the user ASTD (ASTD d in 
figure 3.1). 
To use the indirect Kappa optimisation, we need producer and consumer tran­
sitions. It has already been introduced in 3.3.1 with the figure 3.1, the producer 
transition denotes any first transition that can be used (that is to say every transi­
tion that can initialize the quantified choice that creates the functional dependency, 
like lend in figure 3.1), while consumers are last transitions (no transition can be 
executed after them like transition return in figure 3.1). The algorithms Consumers 
and Producers will be described later as respectively algorithms 10 and 6, but it can 
be useful to precise that Consumers extracts all consumers of an ASTD structure, 
and returns the list of their labels along with a Boolean at true if all the transitions 
reaching a final state are consumers. Producers does the same thing with producers 
and transitions originating from the initial state. This way, if those functions return 
a Boolean at true, it ensures that any execution will respectively contain a consumer 
and a producer. !s_produced, is also detailed later (algorithm 7), and checks if the 
transition to optimize always occurs after a producer in the proposed ASTD. The 
Find_split function takes as an argument an ASTD, the position of a creator sub-ASTD 
(ASTD g in figure 3.1) and the position of a user sub-ASTD (ASTD d in figure 3.1) to 
locate the synchronisation where those two branch split (ASTD a in figure 3.1) and 
return the list of synchronized transitions if the synchronisation exists. For example 
in figure 3.1, it will return the A of ASTD a. About function Find_user_astd, it takes 
an ASTD, the position of a transition in this ASTD and the list of variables taking 
part in the dependency (x and y in figure 3.1), and it returns the top-most ASTD 
containing the transition to optimize that is within the scope of the quantified ASTD 
3.3. STATIC ANALYSIS 
declaring the'variable to optimize. Finally, Find_astd returns the ASTD designated by 
the argument position in the argument ASTD. 
Algorithme 5 Optimizable(i4, t o ,  P 1 ,  d ,  S )  
Description : This algorithm returns true if the transition to necessarily occurs after a 
producer of the functional dependency d and if a consumer has to be executed before 
a producer can be executed again. 
Input A: The main ASTD structure. 
Input to : Label of the transition we want to optimize. 
Input P'\ Position of the transition in ASTD A. 
Input d: The functional dependency. 
Input S: Set of indirect Kappa optimisation. // optimisation used and computed by in 
algorithm 3. 
OutPut : Bool 
BEGIN 
LET (P, V , x )  =  d  
LET label = Label (TO) 
LET (Prod_creator, Is prod_creator) = 
Producers(Find_astd(A , P ) ,  V ,  x ,  { } ,  S ,  0) 
LET Prod = {p\p € Label(Prod_creator)} 
LET (Cons_Creator, Is_cons_creator) = Consumers(Find_astd(J4, P)) 
LET User_astd — Find_user_astd(A, P', Needed_Var) 
LET (Cons_User, Is_cons_user) = Consumers(User_astd) 
IF label € Find_split(i4, P, P') 
THEN RETURN ls_produced( User__astd, Prod, label,0,0) 
Als_prod_creator 
//every first transition executable is a producer in the creator and 
user ASTD 
AProd_Creator Ç Find split(A, P, P') 
//the producers (parts of the creator ASTD) are also executed in 
the user part of the ASTD specification 
ACons_Creator Ç Cons_User 
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//the consumer transitions of the dependency also exist in the user 
part and are synchronized 
ACons__Creator Ç Find split( A, P, P') 
//creator and user ASTD both need to execute a consumer before 
reaching a final state, and their final states are absorbing states 
Als_cons_creator 
Als_cons_user 
ELSE RETURN f a l s e  
END 
Algorithm 6 presents the extraction of the producers of a functional dependency, 
based on the filtering of the first ASTD after the quantified choice that creates the 
dependency, and returns the list of producers with a Boolean at true if each first 
transition of the ASTD is a producer. Among arguments, we use the list of variables 
that a producer has to use as parameters. Those variables are like the key of a data 
base: they ensure that the associated combination of values describe a unique value 
(for example, using the name of a library and the reference of a book, we describe a 
single possible book, and to this book we can associate, through a producer like lend 
in figure 3.1, the value we want to optimize: the identity of the person who borrowed 
it for example), and they correspond to any quantified variable encountered except 
for those already optimized (we remove them because a producer of the examined 
dependency can be optimized by another one, and so this optimized variable is re­
dundant). If any of the first transitions does not contain those variables (that is to 
say if they aren't all producers), the optimisation is impossible. This is why we return 
a Boolean indicating if the optimisation is possible. 
Among the undescribed functions, GetAstd retrieves an ASTD in a list of ASTD 
using its name, while IsTransFinal checks if a transition is final. The last function, 
FromSub extracts all FromSub transitions having their origin in the ASTD whose name 
is given as argument, from a list 6 of transitions. 
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Algorithme 6 Producers^, V ,  x ,  C ,  S ,  F S )  
Description : Algorithm extracting all producers of a dependency from A, the first ASTD 
after the dependency. 
Input A : An ASTD structure. 
Input V : Variables used to create the functional dependency 
Input x : Variable optimized in the functional dependency. 
Input C : Set of ASTD called. 
Input S : Set of indirect Kappa optimisation. // optimisation used in algorithm 3. 
Input FS : Set of Prom-sub transitions having their origin in this ASTD. 
//useful since a FromSub transtion in an ASTD can be a deeper producer, in the ASTD 
corresponding to its initial state. 
Output : P( Transitions) * Bool 
BEGIN 
MATCH A WITH 
( a u t ,  n ,  i s ,  S ,  s F ,  d F ,  n o )  -» //we look recursively for any arrow (local or 
not) that is from the initial state and can be 
executed as first action, then we check its 
arguments 
LET Prod = 0 
LET FromS = FromSub((5, no) 
LET (Prod_init, AlwaysP) = Producers(GetAstd(n0, i>), V, x, C, S, FromS) 
FORALL t £ ÔU FS //local and ToDeep transitions are examined with the 
FromSub transitions of the previous ASTD 
EssentialVar := V U {a;} - {var \ 3(t, var,_) € 5} 
//we remove optimized variables of the transition as explained 
IF no = From(t) 
THEN IF (Final(lnit(NO)) V -I(lsTransFinal(£))) 
THEN IF (EssentialVar Ç Params(i)) 
THEN Prod := Prod U {t} 
ELSE RETURN (0,false) 
END 
RETURN (Prod U Prod_init, AlwaysP) 
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(C*, n, I, r) -> //if the first astd is final in its initial state then we can start 
our execution in the second astd directly, without any 
interaction with the first astd 
let (Prod__l,AlwaysProd_l) = (Producers(Z, V, x, C, S, 0)) 
if Final(lnit(/)) 
then let (Prod_r,AlwaysProd_r) = (Producers(r, V,x, C, 5,0)) 
if AlwaysProd_l a AlwaysProd_r 
then return (Prod_l U Prod_r,true) 
else return (0,false) 
else return (Prod_l,AlwaysProd_l) 
(|,n, I, r) -¥ 
let (Prod_l,AlwaysProd_l) = ( Producers (Z, V,x, C, 5,0)) 
let (Prod_r,AlwaysProd_r) = (Producers(r, V, x, C, 5,0)) 
return (Prod_l u Prod_r, AlwaysProd_l a AlwaysProd__r) 
(n, {*, b)) -+ return Producers(6, V, x, C, 5,0) 
(101, n, A, Z,r) -» 
let (Prod_l,AlwaysProd_l) = (Producers(Z, V,x, C, 5,0)) 
let (Prod_r,AlwaysProd_r) = ( Producers (r, V, x, C, 5,0)) 
return (Prod_l u Prod_r, AlwaysProd_l a AlwaysProd_r) 
(|:, n, x, T, b) —» return Producers(6, V, x, C, 5,0) 
(|[]|:, n, x, T, A, b) return Producers(6, V, x, C, 5,0) 
(=>, n, 6) -• return Producers(6, V, x, C, 5,0) 
(call, n, b,u,v) -> 
if 6 € C 
then return (0,false) 
else return Producers(Call(6, u, v), V,x,C u {6}, 5,0) 
(elem, n) -» (0,false) 
end 
Algorithm 5 used ls_produced in order to verify if a trace leading to a specific 
transition always contains a producer. The ASTD in figure 3.3 shows the purpose of 
this search algorithm, checking if transition User has necessarily been produced. Here, 
Product is a producer but Transition isn't. It means that if we execute Transition then 
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User, the functional dependency won't be defined and we will face a problem during 
optimisation. 
A, |[0H y : int B,|[Q]|x:int 
Product(x.y) 
1 ^ 2 T User(x) 5 
Transition 
Figure 3.3: Production of a dependency 
Algorithm 7 uses algorithm 8, Always_produced, which is very similar to algorithm 
ls_produced, but more generic. It checks if the examined functional dependency is 
always produced in the argument ASTD whatever the execution trail is. As an exam­
ple, in figure 3.4, since we want to optimize User, we need to know if the functional 
dependency between x and y is necessarily executed in B before executing transition 
User. 
A, UOll y : int B , |[0J| x : int 
> C 
- User(x) . 
Figure 3.4: Case where the use of algorithm 8 is needed 
These two algorithms, ls_produced and Always_produced, are jointly used in order 
to determine if a transition to optimize is necessarily executed after the production 
of the related functional dependency. GetFirstTrans on the other hand is used occa­
sionally and returns the first transitions that can lead to an examined transition in 
an automaton ASTD, with the encountered states between the initial state and the 
state where we can execute the examined transition. 
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Algorithme 7 lsj>roduced(,4, Prod, t0, C, FS) 
Description : Check if the input transition is always executed after a producer transition 
of the examined transition in the input astd. The transition labeled label should be 
contained in the astd. 
Input A : An astd structure. 
Input Prod : Set of possible producers. 
Input label : The label of the transition we want to optimize 
Input C : Set of astd already called. 
Input FS : Set of Prom-sub transitions from the previous astd. 
Output : Bool 
begin 
match A with 
(aut, n, v, ô, sF, dF, no) —> //we have to spot any first transition that 
correspond to a trail leading to the examined 
transition (this can be on different levels) 
let N0 = GetAstd(ra0, v) 
let FromSub = FromSub(<S, no) 
let 0 ={t.origin | ((t € S a ->lsFromSub(£)) v (t € FS)) a t.label = label} 
U{t.through \ t e <5 a IsFromSub(i) a t.label = label} 
u{Name(o) | a e v A to e Transitions(a)} 
let (First, Met) = GetFirstTrans(^, O) 
let FirstTrans = {t \ (t.origin = no a t € ô u FS a t = to) 
V(i G First A t.label £ Prod)} 
let init_p — Always_produced ( No, Prod, C, FromSub) 
let init_f = Final(lnit(Aro)) 
forall t € FirstTrans • if IsTransFinal(i) A ->init_f A init p 
then _ 
else return false 
if label € (Transitions(iV0))./a6ei 
then return Isjaroduced(iVo, Prod, to, C, FromSub) 
else return true 
(•=£>, n, /, r) —¥ I/ we check depending on where is the examined transition 
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let p =(if label g (Transitions(/))./a6eZ 
then ls_produced(/, Prod, label, C, 0) 
else false) 
if label g (Trarisitions(r)) Ja&eZ 
then if Final(lnit(0) 
then return Always_produced(I, Prod, C, 0) 
A ls_produced(r, Prod, label, C, 0) 
else return Always_produced(/, Prod, C, 0) 
else return p 
(\,n,l,r}-> //we only check in sub-ASTD containing the examined transition 
return {-'{label G (Transitions{I)).label)) V ls_produced(i, Prod, label, C, 0) 
A (-1{label G (Transitions(r)).ia6ei)) V ls_produced(r, Prod, label, C, 0) 
(*, n, b) -» return ls_produced(6, Prod, label, C, 0) 
(|[]|, n, A, I, r) —t //we check in sub-ASTD containing the examined transition 
if it is produced but we also check the general 
productions in the others 
return (if label e Label (Transitions( /) ) 
then ls_produced(/, Prod, label, C, 0) 
else Always_produced(Z, Prod, C, 0)) 
A (if label G Label(Transitions(r)) 
then ls_produced(r, Prod, label, C, 0) 
else Always_produced(r, Prod, C, 0)) 
n, x, T, b) -> return ls_produced(6, Prod, label, C, 0) 
(|Q|:, n,x, T, A, b) -> return ls_produced(6, Prod, label, C,0) 
(=», n, g, b) -> return ls_produced(6, Prod, label, C, 0) 
(call, n, b, u, v) >if b G C 
then return false 
else return ls_produced(Call(6, u, v), Prod, label, C u {b}, 0) 
(elem, n) -» return false 
end 
Algorithm 8 has already been introduced as a function checking the necessary 
existence of a producer transition before any other transition. In order to fully un­
derstand its pseudo-code, recall the description of function FromSub : it takes a list 
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of transitions and an ASTD name as arguments then returns the list of transitions 
originating from the named ASTD, and of type FromSub. ToSub is a similar function 
used later in algorithm 11. 
Algorithme 8 Always_produced(/l, Prod, C, FS) 
Description : Check if in the input astd, a producer transition always occurs first. 
Input A : An astd structure. 
Input Prod : Set of possible producers. 
Input C : Set of ASTD already called. 
Input FS : Set of FromSub transitions. 
Output : Bool 
begin 
match A with 
(aut, n, u, S, sF, dF, no) —• 
let FirstTrans = {t | (t.origin = no) a t G <5 U F a t.label £ Prod} 
let init_p = Always_produced(GetAstd(n0, v), Prod, C, FromSub(J, no)) 
let init_J — Firial(lnit(GetAstd(n0, v))) 
forall t e FirstTrans • if IsTransFinal(t) a ->init_J a init_p 
then skip 
else return false 
return true 
<0, n, I, r) -> 
if Final(lnit(/)) 
then return Always_produced(I, Prod, C, 0) 
A Always_produced(r, Prod, C, 0) 
else return Always_produced(/, Prod, C,0) 
<|, ra, I, r) 
return Always_produced( I, Prod, C, 0) a Always_produced(r, Prod, C, 0) 
(*, n, b) -> return Always_produced( 6, Prod, C, 0) 
(|0|,n,A,/,r) 
return Always_produced(I, Prod, C, 0) a Always_produced(r, Prod, C, 0) 
n, x, T, b) -> return Always__produced(6, Prod, C, 0) 
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{|Q|:, n, x, T, A, 6) -> return Always_produced(b, Prod, C, 0) 
(=>, n, g, b) -> return Always_produced(6, Prod, C, 0) 
(call, n, b, u, v) -mf b e C 
THEN RETURN false 
else return Always_produced(Call(6, u, v), Prod, C u {&}, 0) 
(elem, n) -4 return false 
The algorithme 9's purpose is to go through the transitions of an ASTD to locate 
transitions originating from the initial state and on the way to reach a precise tran­
sition. GetFirstTrans returns those first transitions along with any possible name of 
state encountered during any execution trace. During the search, loops have to be 
skipped in order for the returned transitions to be non optional. Using figure 3.5 as 
an example, if we want to reach g, we will returns the transition b along with the 
states 1, 2, 4 and 5. The transition a won't be returned since it is optional when we 
want to reach g, and state 3 will never be reached during an execution trail leading 
to g. 
During the execution of algorithm 9, each step is used to propagate transitions in 
their reverse direction from one state, until we reach the initial state and every useful 
transition has been propagated. We keep in memory any propagated transition in 
order to prevent us from analyzing loops. We also keep the encountered states to 
return them with the first transitions retrieved. 
end 
9 
Figure 3.5: Example of an automaton for the base case 
47 
3.3. STATIC ANALYSIS 
Algorithme 9 GetFirstTrans(i4, 0) 
Description : Rectirsive algorithm retrieving the first transitions from an astd A and the 
list of goals sub-ASTD O. 
Entrée A : The examined astd. 
Entrée O : Set of astd we want to backtrack to the initial state 
Sortie : P(Transition) x F(name) 
BEGIN 
IF IsAutomata(yl) 
then let {aut, n, v, S, sF, dF, no) = A 
let (Fst, Need, Met, Used, Trans) = (0, 0, {no}, 0,0) 
while Need / {no} V Need ^ 0 
forall B G Need 
if B # n0 
then let Sub = {t.origin\t G 6 
AlsFromSub(i) 
At.through = B 
At.destination G Met} 
//the algorithm is recursive since we sometimes need to 
propagate our transitions on different levels (for example to 
cross a sub-ASTD 
let (_, SubMet) — GetFirstTrans(GetAstd(5, v), Sub) 
Met := Met U {B} 
Fst := Fst U {£|£ G SA(t.destination G {/?} U SubMet) 
A (Origin (0 = n0)} 
Used :={t\t G (£ - î>uns)A(Destination(i) G {5} U SubMet) 
At.origin G Name(i/)} 
U{<|t G (<5 — Trans)At.destination = B 
At.through G Name(f)} 
AlsFromSub(i)} 
Need := Needl)^( Used.origin 
U{t.through\t G Used A IsFromSub(f)} 
) 
nName(f)) 
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Need := Need - {£} 
Trans := Trans u Used 
END 
END 
RETURN (Fst, Met) 
ELSE RETURN (0,0) 
END 
Algorithm 10 aims at extracting all consumer transitions of an astd while check­
ing if the action on every one of them only leads to a sink final state (a sink final 
state is final and has no outgoing transitions). For this, we will need the algorithm 
Consumed to return the list of consumers with the name of the sink states used. Since 
we use the sink states names, it is really important that every astd structure in the 
sub-astd has a different name. 
We may use the term produced or consumed about a transition we want to opti­
mize. The first term means that a producer transition has necessary been executed 
before we can execute the transition to optimize.The other term means some tran­
sitions named consumer transitions, has been executed, reaching a final state and 
having the linked functional dependency destroyed : we need to encounter a pro­
ducer again before we can obtain the value of the missing variable in the transition 
to optimize. 
Algorithme 10 Consumers^) 
Description : Algorithm returns true if the transition is necessarily produced for the func­
tional dependency and if it is consumed before it can be produced again. It also 
returns the list of consumers' labels. 
Input A: An ASTD structure. 
OutPut : P(Transition) * Bool 
BEGIN 
LET (C,F) = Consumed^, 0,0,0,true) 
FORALL t G Transitions (/I) 
IF t.label e C 
THEN IF t.destination £ F 
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THEN RETURN (0,false) 
//this way we check that any consumer label is only used for this purpose 
END 
RETURN (C,true) 
END 
The last described algorithm (algorithm 11) of the static analysis defines Con-
Slimed. It returns a list of possible consumers for a functional dependency in an 
ASTD given as argument, even if those labels aren't definitely consumer's : algorithm 
10 will have to check some more details before to conclude. 
Like algorithm 8, algorithm 11 uses the FromSub and ToSub transitions from the 
previous ASTD in order to be able to follow an execution trail inside a hierarchical 
automaton. The examined algorithm also uses a Boolean, W, to forbid any further use 
of a Kleene closure : in fact since we want to reach an absorbing final state, we cannot 
allow the specification to have a Kleene closure after a producer, that would mean we 
could use a consumer multiple times. With this kind of repetition, the matter is : we 
use the optimisation to execute the consumer, then we destroy the mapping between 
the dependent variable (the variable to optimize) and the independent variables, after 
the consumer, but we can no longer execute the consumer in an optimized way if the 
producer isn't also in the Kleene closure. That is why we have to forbid this kind of 
ASTD after any transition. 
Finally, among the undescribed algorithm used, GetSubNames extracts all names 
of any sub-ASTD of an ASTD structure. 
Algorithme 11 Consumed(j4, C,FSub, TSub, W) 
Description : Returns the set of labels of transitions that are consumers in the examined 
dependency. 
Input A : An ASTD structure. 
Input C : Set of ASTD already called. 
Input F Sub : Set of FYomSub transitions from the previous ASTD. 
Input TSub : Set of ToSub transitions from the previous ASTD. 
Input W : A Boolean at true until it is forbidden to use Kleene from here to prevent 
partial reinitialization. 
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Output : P(Label) * F (Name) * Bool 
BEGIN 
MATCH A WITH 
(n, (aut, v, S, sF, dF, no)) -» 
LET (C,F) = (0,0) 
//management of deep final absorbing states 
FORALL b € dF 
IF 3t e 6 U FromSub • Origin(() = b 
THEN RETURN (0, 0,false) 
ELSE LET (Cons, Final, Is_cons) = 
Consumed(GetAstd(6, u), FromSub(<5, 6),ToSub(<5, b), C,false) 
IF Is_cons 
THEN (C, F) := (C U Cons, F U Final) 
IF Final(lnit(GetAstd(6, v))) 
THEN C := C U {t.label\t € 5 U ToSub A Destination^) = 6} 
F:=Fu{b} 
ELSE RETURN (0, 0,false) 
END 
//management of shallow final absorbing states 
FORALL be sF 
IF (3* 6 S U FromSub • (t.origin = b) V (IsFromSub(i) A t.through = b)) 
VTransitions(GetAstd(6, v)) £ 0 
THEN RETURN (0, 0,false) 
ELSE F := F U GetSubNames(GetAstd(6, i/)) U { 6} 
C := CuToSub(<5, b) 
U{*|£ G S U ToSub A Destination(f) = b} 
RETURN (C,F,true) 
(«,(<=>,/, r)) ->• 
LET (C_r,F_r, Is_cons_r) — Consumed(r, 0,0, C,false) 
IF Final(lnit(r)) 
THEN LET (C__l,F_l, Is_cons_l) = Consumed(i, 0,0, C,false) 
IF Is_cons_l A Is_œns_r 
THEN RETURN (C_l U C__r, F_l U F_r,true) 
ELSE RETURN (0,0,false) 
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ELSE IF Is_cons_r 
THEN RETURN ( C_r, F_r,true) 
ELSE RETURN (0,0,false) 
(n,(|,/, r>) 
let (C_l,F_l, Is_cons__l) = Consumed(i,0,0, C,false) 
let (C_r,F_r, Is_cons_r) = Consumed(r,0,0, C,false) 
IF Is_cons_l A Is_cons__r 
then return (C_l U C_r, F_l U F_r,true) 
else return (0,0,false) 
(n, (*, b)) -+ 
IF W 
then return Consumed(&, 0,0, C, W) 
ELSE RETURN (0, 0,false) 
(», <101, A, Z,r»-> 
let (C_l,F_l, Is_cons_l) = Consumed(J, 0,0, C,false) 
let (C_r,F_r, Is_cons_r) = Consumed(r, 0,0, C,false) 
IF Is_cons_l A Is_cons__r 
THEN RETURN {C_l U C_r, F_l U F_r, true) 
ELSE RETURN (0, 0,false) 
(n, (|:, x, T,b)) -> return Consumed(6,0,0, C, W) 
(n, (|[]|:, x, T, A, b)) -> return Consumed(6,0,0, C, W) 
(n, (=*>, 3, 6)) -> return Consumed(ft,0,0, C, W) 
(n, (call, 6, S, v)) -J-IF 6 € C 
then return (0,0,false) 
else return Consumed(Call(6, u, v), 0,0, Cu{i}, W) 
(n, (elem)) ->• return (0,0,true) 
end 
3.4 Transition execution 
3.4.1 Direct Kappa optimisation 
Like the indirect Kappa optimisation, this optimisation inspired from the EB3 
langage [2] aims at reducing the execution time of some actions. Here we try to 
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prevent to execution time to grow linearly with the size of a variable's domain of 
values in a quantification. 
a, |[01|mld : [1,1000] 
b I 
Register(mld) 
>0C 30) 
Unregister 
Figure 3.6: Example of direct Kappa optimisation 
For this purpose, we avoid going over the domain when looking for the right value 
during execution. So we dynamically spot hints that allow us to chose the right value. 
For example, in figure 3.6, when we want to execute Register (3), we just need to 
look for what happens with the value 3 in the quantified synchronisation. 
In a more global way, we extract any transition with the same label as the event to 
execute, then in any of those, we look for the quantification's variable. Any extracted 
transition gives a hint: if the variable is present, then we have a possible value for 
the execution, and if not it means that any value of the domain is a possible one. 
This algorithm applies even if it cannot optimize any transition (Unregister for 
example is part of the unoptimized transitions). It has been included in the pseudo­
code of iASTD's general execution. 
3.4.2 Algorithm for executing an action 
Algorithm 12 is one of the possible core execution algorithm, and we choose to 
explain it since it is the fastest one : we explore every branch of possible execution 
and we stop the exploration as soon as we find a successful one. The other core 
algorithm is more precise since it extracts every different possible execution then ask 
the user which one to execute. It works under the same logic and principles so it 
won't be detailed here. 
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To use the Kappa indirect optimisation, we consider that each dependency and 
each list of values corresponding to it's variables are registered in a database with the 
value of the optimized variable. We can access those values with functions GetKap-
palnd and RegisterKappalnd which takes an event, the name of an astd and an en­
vironment to respectively extract a Kappa indirect value if possible, or detect if we 
are executing a producer or a consumer and manage the saved values (it uses the 
data extracted during the static analysis). The registration function is used after the 
static analysis, while the getter function is used during the execution. 
Algorithme 12 Execute(Event, Astd, State) 
Description : Algorithm tlxat returns the state modified with the first possible transition 
executed 
Input Event : Event to execute. 
Input Astd : ASTD structure corresponding to the state to modify. 
Input State : State on which we would like to apply the event. 
OutPut : State 
begin 
let (New_state,To_modify, Executed) = ExecJirst(Event, Astd, State, []) 
if Executed 
then forall modif € To_modify • RegisterKappa(modif) 
//here we save any relevant information corresponding to the 
optimized values (we cannot do it during computation of a 
transition, since these modifications would have to be rolled 
back in case of an unsuccessful execution) 
return New_state 
else Pfmt(NotPossible) 
return State 
end 
Finally, algorithm Execute corresponds to the execution's core. Comments all 
along will detail the execution, but we can say its purpose is to execute an event on a 
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state corresponding to the input structure, then return false if the execution is impos­
sible, and along the modified state with a list of modifications to apply if the execution 
is possible (modifications corresponding to the indirect Kappa optimisation). 
The used algorithm Find_arrow_possible finds an arrow that can be applied in 
the structure after looking at the automaton state's position. It also checks if the 
transition in the arrow corresponds to the event and compares arguments and guards 
with the environment. That way if the returned Boolean found is true, it means an 
arrow can be executed, and that arrow is returned by Find_arrow_possible. 
Algorithme 13 Exec_first(£uen£, Astd, State, Env) 
Description : Algorithm that returns the state modified with the first possible transition 
executed 
Input Event : Event to execute. 
Input Astd : ASTD structure corresponding to the state to modify. 
Input State : State on which we would like to apply the event. 
Input Env : Execution environment. 
OutPut : State x P(Modif) x Bool 
BEGIN 
match (Astd, State) with 
({aut, n, v, 8, sF, dF, no), (auto, sub_n, h, s)) —> 
let (arrow, found) = Find_arrow_possible(S, sub_n, Env, s, v, Event) 
if found 
THEN //local execution 
LET new_hist = MAJ_hist(/i, sub_n, s) 
if ls_Tosub( arrow) 
THEN RETURN ((auto,arrow.through 
, new_hist 
, Apply_arrow( arrow, v, new_hist)) 
, 0  
,true) 
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ELSE RETURN ((auto,arrow.destination 
,new__hist 
, lnit(Get_astd(orrou;. destination, u))) 
, 0  
,true) 
ELSE //deeper execution 
let (new_s,to_modify, modified) = 
ExecJirsl( Event, Get_astd(s«6_n, v), s, Env) 
return ({auto, sub_n, h, new_s), to_modify, modified) 
((<>, n, I, r), {<=>0, side, s)) ->• 
IF side = left 
then let (new_s,to_modify,modi fied) = ExecJ\rs\(Event, I, s, Env) 
IF modified 
then return ((^o,side, new__s),to_modify, modified) 
else if lsFinal(s, I) 
then let (new_s2,to_modify2, modi fied2) = 
Exec_first(Event, r, lnit(r), Env) 
return ((00,right, new_s2),to_modify2,modified2) 
else return (State, 0,false) 
ELSE LET (new_s, to_modify, modified) = Exec_first(ffoent, r, s, Env) 
RETURN ( (Oo, side, new_s), to_modify, modified) 
(<|,n, I, r),(\0,side,s)) -> 
if side = left //side already chosen : left 
then let (new_s, to_modify, modified) = ExecJirst(Event, I, s, Env) 
RETURN ((|o, side, new_s), to_modify, modified) 
ELSE IF side = right //side already chosen : right 
THEN LET (new_s,to_jnodify, modified) = Exec_iïr$\( Event, r,s,Env) 
RETURN ({|o, side, new_s), to_modi fy, modi fied) 
else //side not chosen already 
LET (new_s,to_modify, modi fied) = 
ExecJirs\( Event,1, lnit(/), Env) 
IF modified 
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THEN RETURN ((|0,left, new_s), to_modi fy, modified) 
else let (new_s2 ,to_modify2,modified,2) = 
ExecJksl(Event, r, lnit(r), Env) 
RETURN ({|o,right, new_s2) ,to_modi fy2, modified2) 
((*, ra, b), (*o, started?, s)) —> 
LET (new_s, to_modify, modified) = Exec_first(i?uen£, b, s, Env) 
if modified //if first execution of the closure started 
THEN RETURN ((*Q,true, new_s),to_modify, modified) 
else if lsFinal(s, b) 
then let (new_s2, to_modify2,modified2) = 
Exec_first(2?i>eni, b, lnit(6), Env) 
return ((*0,true, new_s2), to_modi fy2, modi fied2) 
ELSE RETURN (State, 0,false) 
«|[]|,n,A,/,r)(|[]|o,s_f,s_r» -> 
if Labei(Event) e Label(Transitions(Z)) 
then if Label (Event) G A //test if execution parallel 
then let (new_s_l,to_modify_l,modified_l) = 
ExecJirs\( Event, I, s_l, Env) 
let (new__s_r, to modi fy__r, modi fied r) = 
Exec_first(Event, r, s_r, Env) 
if modified_l a modified_r 
then return ((| []|o, new_s_l, new_s_r), 
to_modi fy_l U to_modify_r, 
true) 
ELSE RETURN (State, 0,false) 
ELSE //case interleaving on left side 
LET (new_s_l,to_modify_l,modified_l) — 
Exec_i'\rs\(Event, I, s_l, Env) 
RETURN ((|Q|o, new_s__l, s_r),to_modify_l,true) 
ELSE if Label(Event) 6 A //case interleaving on right side 
THEN RETURN (State, 0,false) 
else let (new_s_r,to__modify_T,modified_r) = 
ExecJ\rst(Event, r, s_r, Env) 
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return (<|Q|o, s__l, new_s_r),to_modify_r, modified__r) 
«|:,n, x, T, b)(\:0,val,s)) -» 
IF val = _L //if choice not made yet 
then let (direct_val, indeterminism) = GetKappaDir( .Event, b) 
porall val' e direct_val 
let (new_s,to_modify, modified) = 
Exec_first(.Event, b, s, Env U (x, val')) 
if modified 
then return ({|:0, val",new_s), 
(val', event, Env) U to_modify, 
modified) 
end 
if indeterminism 
then return Try_dom_qchoice(x, T, b, s, Event, Env) 
else return (State, 0,false) 
else let (new_s,to_modify,modified) = 
Exec_Jirst(Event, b, s, Env U (x, val)) 
return ({|:0, val, new__s), (val, event, Env) U to_modify, modified) 
((|fl|:, n, x, T, A, b), (|Q|:o, /)) —• //same principe as synchronisation 
if Label (Event) g A 
then Exec_all_qsynch(x, T, b, f) 
else let (direct_list, indeterminism) — GetKappaDir(£'vent, b) 
forall val 6 direct_list 
let (new_s,to_modify, modified) = 
ExecJ\rsl(Event, b, Get_qstate ( f ,  v a l ) ,  E n v  U (x, val)) 
if modi fied 
then return ((|[]|:0, Replace(/,val, new_state)), 
to_modify, 
modified) 
end 
let val' = GetKappalr»d(£went, b, Env) 
if vol' ^ ± 
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then let (new_s,to_modify,modified) = 
Exec_first(£i;enf, b, Get_qstate(/, val'), Env U (x, val')) 
return (<|Q|:0, Replace(/,val',new_state)), 
to_rnodify, 
modified) 
else return Try_dom_qsynch(x, T, b, /, Event, Env) 
((=$•, n,g, b), (=»o, started?, s)) —> 
IF started? //test if guard already validated 
THEN LET (new_s,to_modify,modified) = Exec_firs{(Event, b, s,Env) 
return ({=4>0,true, new_s), to__modify, modified) 
else if Eval(g, Env) 
then let (new_s,to_modify,modified) = Exec_first(Event, b,s,Env) 
RETURN ((=»<>,true, new_s), to_modify, modified) 
else return (State, 0,false) 
((call, n ,  b , u , v ) ,  (callo, state)) -» 
if state ^ 1 // test if call already made 
then let (new_s,to_modify,modified) = 
Exec_Ursi( Event, b, s, Moà_em(Env, u, v)) 
return ( (=>0,true, new__s), to_modify, modified) 
ELSE LET (new_s, to_modify, modified) = 
ExecJ\rsl(Event, b, lnit(6), Mod_env(£'ni;, u, v)) 
RETURN ((=>0,true, new_s),to_modi fy, modified) 
((elem, n ) ,  (elem0)) -> return (State, 0,false) 
end 
3.5 Conclusion 
All those pseudo-code represent all the algorithms linked to the execution of ac­
tions on a ASTD specification. Those algorithms are here presented with their opti­
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misations allowing to reduce execution time when facing a quantification in an ASTD 
structure to select the variable's value. 
The current implementation, in OCaml language uses databases, and is slightly 
different : instead of recreating the whole state in the database after each execution, 
the algorithms have been modified and so they are used to update the saved state each 
time, and that can strongly reduce execution times. The implementation represents 
a total of 10 000 lines of code. Another implementation in a different language is 
possible. 
Other features could be added, since ASTD are very close to EB3. E2B3 [11] for 
example, can be adapted to generate error message to explain the user why an action 
couldn't be executed. Other tool are currently developed to simplify the construction 
of ASTD specifications with the use of a visual editor, which can also allow the user 
to have a dynamic animation to simulate the execution of actions on the designed 
specification with the use of our algorithms. 
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Expérimentation 
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Une fois l'implémentation réalisée, une série de tests fonctionnels a été concue afin 
de vérifier si î'ASTD satisfaisait les fonctionnalités des spécifications ASTD. De plus, 
il est important d'avoir à disposition des études de performance pour avoir un ordre 
d'idée des temps d'exécution. Enfin, vu qu'un interpréteur EB3PAI a été produit pour 
EB3, il est intéressant d'avoir à disposition une étude comparative des performances 
de EB3PAI et Ï'ASTD. 
4.1 Scénarios des tests fonctionnels d'î'ASTD 
Dans cette section sont représentés les 16 scénarios de tests fonctionnels utilisés 
pour valider l'implémentation proposée. Pour chacun, une figure est associée conte­
nant une représentation graphique de la spécification ASTD ainsi qu'une liste d'actions 
à exécuter dans l'ordre où elles sont inscrites. A coté de chaque instruction, un / si­
gnifie que l'action est censée s'exécuter, tandis qu'un (g) symbolise une exécution 
impossible. 
Main, aut 
Emprunter Rendre 
Emprunter 
Rendre / 
Reinit / 
Emprunter / 
Rendre / 
Emprunter (8) 
Rendre <8> 
figure 4.1- Test fonctionnel 1 
Test fonctionnel 1 : Illustré par la figure 4.1, il sert à tester les transitions « lo­
cales » (de profondeur constante) dans un ASTD. 
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Main,. | 
AUT1, aut AUT2, aut| 
pain» o Reinitn v—s Emprunter V—• Rendre ^—^tmprunterrr—S Rendren V-X 
Emprunter 
Empruntern 
Rendre / 
Empruntern / 
Emprunter <8> 
Rendren / 
Emprunter <8> 
Reinitn / 
Emprunter <g> 
Empruntern / 
figure 4.2 - Test fonctionnel 2 
Test fonctionnel 2 : Illustré par la figure 4.2, il permet de s'assurer que l'on ne 
peut franchir une séquence que si l'état courant (correspondant à la première partie 
de la structure) est final, et qu'il est impossible de revenir en arrière une fois que 
l'état courant correspond à la seconde partie de la structure. 
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Main, | 
AUT1, aut 
Vw^Empri 
Reinit 
A2 I -M A3 
E unter v—• Rendre 
AUT2, aut 
Reinitn 
untemv.—s Rendren 
Emprunter / 
Emprunter <g> 
Rendre / 
Empruntera ® 
Emprunter (g) 
Reinit / 
Empruntera (g) 
Emprunter / 
figure 4.3 - Test fonctionnel 3 
Test fonctionnel 3 : Illustré par la figure 4.3, il sert à mettre en évidence que 
le choix est imposé dès la première exécution d'action, puisqu'il est impossible de 
changer ce choix par la suite. 
Main, * 
AUT1, aut| 
Emprunter Rendre 
Emprunter / 
Rendre / 
Emprunter / 
Emprunter <8> 
Rendre / 
Reinit S 
Emprunter / 
Rendre / 
Rendre <8> 
figure 4.4 - Test fonctionnel 4 
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Test fonctionnel 4 : Illustré par la figure 4.4, son utilisation permet de vérifier 
qu'une fois l'état final atteint, il est possible de réinitialiser la structure si elle contenue 
dans une fermeture de Kleene. 
Main, * 
CHOICEO. 11 
AUT1, aut AUT2, aut 
Pain» Reinitn 
"»(A2) 
v 
' EmprunterV ' Rendre v_^,tmpruntemv—s Rendren 
Emprunter • 
Empruntera 
Rendre • 
Empruntera • 
Emprunter <g> 
Rendren / 
Reinitn • 
Emprunter <8> 
Empruntera / 
Emprunter <8> 
Rendren / 
Emprunter / 
figure 4.5 - Test fonctionnel 5 
Test fonctionnel 5 : Illustré par la figure 4.5, il permet de vérifier que le choix offre 
bien l'accès au deux ASTD, et que le choix peut être effectué plusieurs fois grâce à la 
fermeture de Kleene. Il utilise notamment une fermeture de Kleene pour réinitialiser 
la spécification ASTD. 
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AUT1, aut AUT2, aut 
x^ r '^—Emprunter^—' Rendre v—XEmpnjntefnv-^  Rendren 
Transition 
Sortir / 
Empruntera 
Entrer <8) 
Rendren / 
Entrer / 
Reinit / 
Emprunter / 
Transition <8> 
Rendre / 
Transition 
figure 4.6 - Test fonctionnel 6 
Test fonctionnel 6 : Illustré par la figure 4.6, il teste les transitions de type 
FromSub et ToSub, ainsi que les transitions finales dans des automates imbriqués. 
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Main,* 
Reinit 
AUT1, aut AUT2, aut 
CHOICEO. | 
Emprunter / 
Emprunter (g) 
Rendre / 
Emprunter / 
Rendre / 
Reinit / 
Emprunter / 
Rendre / 
Rendre (£> 
figure 4.7 - Test fonctionnel 7 
Test fonctionnel 7 : Illustré par la figure 4.7, il est utilisé en comparaison avec 
le test fonctionnel 5, pour montrer que si dans un choix l'exécution peut se faire 
indifféremment à gauche ou à droite, le choix se fait tout de même : l'interpréteur fait 
face au non-déterminisme en imposant un choix. 
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AUT1, aut AUT2, aut| 
Reinit 
Empruntera / 
Rendre <g> 
Rendren / 
Reinit <8> 
Emprunter / 
Rendre / 
Reinit / 
Emprunter / 
Empruntera / 
Rendre / 
Rendren / 
Reinit / 
figure 4.8 - Test fonctionnel 8 
Test fonctionnel 8 : Illustré par la figure 4.8, le test fonctionnel 8 teste l'en­
trelacement d'actions sur une structure de synchronisation, ainsi que les points de 
rendez-vous. 
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MEMO, aut 
ïeinit 
>(A2 •M A3 
Emprunter Rendre 
Main, aut 
CALL1, call AUT2, aut 
Reinitn 
Extbis 
M A5 MEMO () A6 
Rendren impruntern 
Ext 
Emprunter • 
Rendre • 
Ext / 
Empruntera / 
Extbis • 
Emprunter 
Ext <8> 
Rendre S 
Ext S 
Empruntera s 
Rendren • 
Extbis • 
figure 4.9 - Test fonctionnel 9 
Test fonctionnel 9 : La figure 4.9 décris le test fonctionnel permettant de tester 
l'appel de processus et son initialisation. 
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Main, 
QCHO, | x : [1,.10] - {7} | 
AUT1, aut 
ReinK(x) 
>(A1 - W A 2  M  A 3 ,  
=mprunter(x) Rendre(x) 
Emprunter(7) <8) 
Emprunter(l) / 
Emprunter(2) (8> 
Rendre(l) / 
Emprunter(2) / 
Rendre(2) / 
Reinit(2) / 
Emprunter(7) <8) 
Emprunter(l) 
figure 4.10 - Test fonctionnel 10 
Test fonctionnel 10 : Illustré par la figure 4.10, le test fonctionnel 10 combine 
un choix quantifié et une fermeture de Kleene pour tester les domaines de valeur 
des quantifications et pour vérifier que l'on ne peut pas changer la valeur d'un choix 
quantifié sans réinitialiser l'état en se servant de la fermeture de Kleene. 
Main, 
QSYNO, |[Q]| x : [1..5]-{3} 
AUT1, aut 
einit 
A1 -X A2 M A3 
Emprunter(x) 
(x>1) 
Rendre(x) 
(x>1) 
Emprunter(7) <8> 
Emprunter(l) 0 
Emprunter(2) / 
Emprunter(3) (g) 
Emprunter(4) / 
Rendre(4) / 
Rendre(2) / 
Emprunter(2) <8> 
Reinit / 
Reinit / 
Reinit <S> 
Emprunter(2) / 
figure 4.11 - Test fonctionnel 11 
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Test fonctionnel 11 : La figure 4.11 met en évidence l'entrelacement et la gestion 
parallèle des différentes valeurs du domaine pour la synchronisation quantifiée. Il teste 
également la gestion de l'environnement et les prédicats des transitions. 
Main, * | 
QSYNO, [[{Emprunter,Empruntern,Rendre,Rendren,Reinit,Reinitn}]|x : [1--10] | 
AUT1, aut 
A2, => (x>1) 
AUT2, aut 
Reinitn Emprunter 
* A 5  >| A3 
Rendre Rendren Empruntern 
Reinit 
Emprunter / 
Empruntern (g) 
Rendre / 
Emprunter / 
Emprunter (g) 
Rendre / 
Reinit / 
figure 4.12 - Test fonctionnel 12 
Test fonctionnel 12 : Illustré par la figure 4.12, il sert à tester les points de 
rendez-vous dans le cadre d'une synchronisation quantifiée, mais aussi à vérifier le 
fonctionnement des ASTD de type garde. 
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Emprunter(l) •/ 
Emprunter (3) 0 
Emprunter(4) / 
Emprunter(l) 0 
Rendre(l) / 
Reinit(l) / 
Emprunter(l) 0 
Reinit(l) / 
Emprunter(l) / 
Rendre(l) / 
Rendre(4) / 
Emprunter(2) / 
Rendre(2) y 
Emprunter(l) / 
Rendre(l) / 
Emprunter(4) 
Rendre(4) / 
Emprunter(2) / 
Rendre(2) / 
Reinit(l) / 
Emprunter(l) 0 
Emprunter(2) 0 
figure 4.13 - Test fonctionnel 13 
Test fonctionnel 13 : Ce test présenté sur la figure 4.13 combine les principaux 
types d'ASTD (automate, fermeture de Kleene, synchronisation et synchronisation 
quantifiée) pour s'assurer qu'il n'y pas pas de conflit quand deux structures ASTD 
utilisent le même appel de processus : on teste donc les entrelacement et les points 
de rendez-vous entre ces deux structures. 
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MEMO,* | 
QSYNO, HQ]! x : [1 ..4| - {3} | 
AUT1, aut| 
Reinit6ri 
>©*—*K2>—• 
Emprunter^) Rendre(x)^"  ^
Main, |[{Emprunter,Rendre}]| | 
CALU.call CALL2, call) 
MEMOO MEMOO 
4.1. SCÉNARIOS DES TESTS FONCTIONNELS D'Z'ASTD 
M A2 A3 AS A0 
FM 
HT 
Firstbis / 
First / 
Transi / 
Trans2 / 
Fromsubgen <8> 
Fromsub / 
Toshallowhist / 
Trans3 / 
Fromsubgenbis / 
Todeephist / 
Trans4 / 
Fromsubbis / 
Toshallowbis / 
Reinit <8> 
Transi / 
figure 4.14 - Test fonctionnel 14 
Test fonctionnel 14 : La figure 4.14 illustre le test fonctionnel 14 qui sert à vérifier 
le bon fonctionnement des états historiques superficiels (H) et historiques profonds 
(H*). 
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Main, |[{Emprunter,Rendre}]| 
USE () CRE() 
CALL2, caH 
USE. 1IQH x : [1..10] 
USE2, ItQll y : [1-101 
USE3, * 1 
USE4, aut 
M A2 
Emprunter(x,y) Rendre(x> 
CRE, HQH x : [1-10] 
CRE2, * 
CRE3, | y : [1..10] 
CRE4, ' 
CRE5, aut 
Empnjnter(x.y) Rendre(x) 
Emprunter (1,9) / 
Emprunter(l,2) (g) 
Emprunter(2,7) / 
Emprunter(3,l) / 
Emprunter(4,ll) 0 
Rendre(l) / 
Rendre(2) / 
Rendre(3) / 
Rendre(4) <8> 
Emprunter (1,9) / 
figure 4.15 - Test fonctionnel 15 
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Test fonctionnel 15 : La figure 4.15 représentant le test fonctionnel 15 sert spécifi­
quement à tester les algorithmes de Kappa optimisation indirecte. La spécification 
correspondante est en effet optimisable et est très proche de l'exemple proposé au cha­
pitre 2. 
Main, | x : [1..100] 
KLEENE, * 
AUT1, aut 
>0-""" Plop(x) ~ 
Plop(l) / 
Plop(l) / 
Plop(2) (g) 
figure 4.16 - Test fonctionnel 16 
Test fonctionnel 16 : Dernier test de la série et illustré par la figure 4.16, il permet 
uniquement de vérifier que la portée de la fermeture de Kleene ne peut pas s'étendre 
aux ASTD qui la contiennent, que le choix quantifié ne peut se réinitialiser tout seul 
et que la Kappa optimisation directe vérifie les valeurs correspondant à une variable 
avant de décider si une action est exécutable ou non. 
4.2 Étude des performances 
Dans le cadre de l'étude de l'interpréteur eb3pai du langage eb3, des plans de test 
ont été conçus afin d'étudier les temps d'exécution de l'outil ainsi que leur évolution 
selon la situation [1]. Les langages ASTD et eb3 étant très proches, et vu qu'il est 
acceptable de dire qu'eb3pal est l'ancêtre d'iASTD, ces même tests ont été adaptés 
pour pouvoir comparer de manière objective les deux outils. 
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Nous présenterons donc dans cette section l'analyse des performances de l'ou­
til î'astd. Nous allons également proposer une comparaison avec les performances 
d'EB3PAI. 
4.2.1 Objectifs 
Commençons par présenter un survol rapide des plans de test envisagés. 
Plan de test 1 Objectif : Comparer les temps d'exécution lors de l'utilisation 
des opérateurs astd élémentaires. 
Plan de test 2 Objectif : Etudier les performances de l'interpréteur pour les 
astd de synchronisation ainsi que pour les quantifications. 
Plan de test 3 Objectif : Observer l'impact de la profondeur d'une spécification 
astd ainsi que l'impact du nombre d'associations parallèles au travers de l'exemple 
concret de la bibliothèque. Une légère modification du modèle d'origine permet égale­
ment de tester l'évolution des temps d'exécution dans le cadre de la Kappa optimi­
sation indirecte. 
Plan de test 4 Objectif : Déterminer l'incidence du nombre d'entités manipu­
lées sur les performances de l'interpréteur 
4.2.2 Plans de test détaillés 
Pour atteindre l'objectif désigné, il a fallu définir un ensemble de scénarios attachés 
à chaque plan de test : nous les présentons comme des cas de test. Cette section a 
pour but de décrire en détail les spécifications associées ainsi que les traces d'exécution 
souhaitées. Vu que les tests ont été originellement conçus pour eb3pai, les patrons de 
tests sont écrits en algèbre de processus eb3. 
Les deux premier plans de tests sont relativement simples, nous avons donc omis 
leur spécification astd. 
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tableau 4.1- Scénario du plan de test 1 
ID Test Objective Bench 
Spec. Input 
1-1 Sequence operator ( a . b  r a,b,a,b,..,a,b 
1-2 P.M.C configuration a. b*. c a,b,b,..,b,c 
1-3 Choice operator (a | b)* a,b,a,b,..,a,b 
tableau 4.2 - Scénario du plan de test 2 
TC Test Objective Bench 
Spec. Input 
2-1 Synchronization operator (a || a)* £Lj£L} • *. 
2-2 Interleave operator (a III b)' a,b,a,b,...,a,b 
2-3 Quantification version of | ( |  i  :  [l...n] : a( i  ) ) *  8>j8l] . . . j9r 
2-4 Quantification version of ||| (III* : [1-n] : a{ i ) T  a, a,...,a 
2-5 
Synchronization on 
two quantifications 
(HI i :[l...n] :P( i  ) )  
II 
(HI i :[l...n] : Q(z)) 
a,d,b, 
c,e,...,a, 
d,b,c,e 
2-6 
Interleave on 
two quantifications 
(|||i:[l...n]:P(i)) 
III 
(HI i :[l...n] : Q(*)) 
a,d,b, 
c,e,...,a, 
d,b,c,e 
Cependant, le troisième plan de test (tableau 4.3) est beaucoup plus complet 
puisqu'il décrit un système d'information réel. D'autre part, il est également possible 
de tester la Kappa optimisation indirecte : il suffit de supprimer l'argument mld des 
transitions Renew et Return dans le bloc loan. 
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main = ( ||| bid € bookid : book (bid)' ) 
[| ( III mid € memberid : member ( mid )' ) 
bookd(bid : bookid) = Acquire(bid,_) 
• (  
(| mid 6 MEMBERID : loan ( mid, bid))' 
II 
(III mid € MEMBERID : reservaton (mid,bid))' 
II 
(III mid € MEMBERID : sales ( mid, bid ))* 
) 
. (Selt(6/d) | Discard (fefd)) ; 
member (mid : memberid) = Join( mid,_) 
• (  
(HI bid € bookid : loan (mid,bid))' 
II 
(III bid 6 BOOKID : reservaton (mid,bid))* 
II 
(III bid € BOOKID : sales ( mid, bid))' 
) 
. Leave(mid,_) ; 
loan ( mid : memberid, bid : bookid ) = 
(Lend(mid,bid,_) \ Take(mid,bld,_) ) .  Renew(mid,bld,_)' .  Return(mid,bid,_) ; 
reservation ( mid : MEMBERID, bid : BOOKID ) = 
Reserve( mid, bld,_) .  (Take( mid, bid, _ ) | Cancel( mid, bid, _ ) ); 
reservation ( mid : memberid, bid : bookid ) = 
(Take(mid,bld,__) | Sale(mid,bld,_) ) 
figure 4.17 - Expression de processus associée au plan de test 3 
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tableau 4.3 - Scénario du plan de test 3 
ID Test Objective Bench 
Spec. Input 
3-1 Library example 
Two entities, one association 
(book( b i d ) )  
| |  ( m e m b e r (  m I D ) )  
Acquire, Join, 
Lend, Return 
3-2 
Library example 
Two entities, two associations 
(book ( b i d ) )  
| |  ( m e m b e r (  m I D  ) )  
Acquire, Join, 
Reserve, Take, 
Return 
3-3 
Library example 
Two entities, three associations 
(book ( b i d ) )  
| |  ( m e m b e r ( m l D ) )  
Acquire, Join, 
Reserve, Sale, 
Take, Return 
Enfin, le plan de test 4, consiste en une évolution de celui utilisé dans les tests 
de performances d'EB3PAI. En effet, au lieu d'utiliser une structure fixée pour étudier 
l'influence du nombre d'entités sur les temps d'exécution, on utilise une structure 
paramétrable au niveau du nombre d'entités, comme présenté sur 4.18. De cette ma­
nière, on est capable d'étudier le comportement de l'algorithme sur de très nombreuses 
entités (alors que le test plan 4 d'EB3PAl ne permettait un test que sur une, deux ou 
trois entités). 
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Modèle entité-association 
Al •1— •1— 
Il *i : T la E. | 111 : T | e| 
o :reateEi(xi)fr 
[lin. 
Ai(xi.xs) 1 H—OelE^xt ti >~0 |0_cre I lateE^Xn)^ 
Hi **wi:T I 0 J 
A«.i(Xrw1iXn) W-»0 
E, III x, : T > 
>^^-Cr«ate6(*i)+ 
II«m:T | » | 
AM(xm.Xj) 
• ||Xhi:T | 
A^Xt.XKi) « >—-OelEM >-*o Ei pour i, 1 < i < n 
A,(x.:T. XH1:T) I » I 
)Q— >Q Ai pour tout i, 1 <= i <= n 
figure 4.18 - Structure paramétrable associée au plan de test 4 
4.2.3 Résultats de l'étude de performance 
L'aspect pratique de l'analyse de performance va consister à entrer en argument de 
l'interpréteur chacune des différentes structures qui viennent d'être présentées, ainsi 
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que le scénario de test associé. Pour chacun des tests, l'exécution comportera entre 
10 000 et 20 000 événements, pour avoir une évaluation précise du temps d'exécution 
moyen d'une action. De plus, utiliser 10 000 actions permet de voir le comportement 
qu'aurait un système d'information complètement implanté. 
Le tableau 4.4 regroupe les résultats de notre étude dans deux situations : exé­
cution en mémoire vive, ou exécution avec interaction avec la base de données. Ce 
tableau nous permettra également de comparer nos performances des trois premiers 
plans de test à celles d'eb3pal précédemment étudiées [1]. 
Cependant, une différence existe à propos de l'environnement de test : la puis­
sance matérielle est la même, mais les tests iastd sont exécutés via une machine 
virtuelle Ubuntu, tandis que ceux d'eb3pal sont directement effectués sous Windows. 
La puissance de l'environnement est donc légèrement moindre pour les tests i'astd 
ici présentés. 
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tableau 4.4 - Temps moyens mesurés (secondes) pendant l'étude de performance 
Test î'astd sans persistance zastd, version persistante 
1-1 3 x 10~5 8 x 10~2 
1-2 3 x HT5 6 x 10"2 
1-3 4 x lO"5 8 x 10~2 
2-1 7 x 10~5 20 x 10~2 
2-2 4 x 10~5 15 x 10~2 
2-3 7 x 10~5 17 x 10~2 
2-4 6,5 x 10~5 27 x HT2 
2-5 5 x 10~5 30 x 10~2 
2-6 9 x 10"5 35 x 10"2 
3-1 (complet) 15 x 10~5 1,6 
3-1 (Kappa optimisable) 20 x 10~5 1,7 
3-2 (complet) 25 x 10~5 1,8 
3-2 (Kappa optimisable) 25 x 10~5 1,8 
3-3 (complet) 25 x 10~5 1,8 
3-3 (Kappa optimisable) 25 x 10~5 1,8 
4 (1 entité) 12 x 10~5 0,7 
4 (10 entités) 30 x HT5 2,6 
4 (100 entités) 9 x 10~3 25 
Pour les plans de test 1 et 2, les temps d'exécution d'action d'eb3pal varient 
entre 60 et 350 ms pour la version persistante, avec un temps moyen de 120 ms pour 
l'enregistrement en disque dur. Les performances constatées pour t'astd sont donc très 
supérieures au niveau de l'algorithme en lui-même (environ 14 x 10-5 s d'exécution par 
action, si on néglige le dernier test, qui comporte 100 entités). Cependant, les temps 
d'exécution de la version persistante d'î'astd (environ 0,9 s d'exécution par action, 
si on néglige le dernier test, qui comporte 100 entités) sont eux supérieurs à ceux 
d'eb3pal. Ainsi, vu que les temps d'exécution de la version non persistante d'z'astd 
sont largement inférieurs à ceux de la version similaire d'eb3pal, une optimisation de 
la partie persistante est facilement envisageable. 
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Pour le dernier plan de test, puisque les tests équivalent eb3pai n'existent pas, nous 
allons nous contenter d'expliquer le comportement observé de l'interpréteur z'astd 
face à l'augmentation du nombre d'entités. Les temps non persistant étant infimes 
faces aux temps avec enregistrement en base de données, ce sont les seconds que nous 
allons étudier : ils sont les plus significatifs au niveau d'une future exploitation de 
l'algorithme. On constate donc que le temps d'exécution augmente linéairement avec 
le nombre d'entités dans le cas de l'enregistrement en base de données. 
En effet, l'explication est que puisque seule la synchronisation binaire existe, et 
que la structure n'est pas équilibrée (structure en peigne), nous avons un nombre 
d'entités qui augmente linéairement avec la profondeur de la structure. Le temps 
moyen nécessaire à l'enregistrement d'un état ASTD augmente donc linéairement avec 
le nombre d'entités traitées. 
Au final, nous avons donc des performances largement supérieures pour ce qui 
est de l'algorithme d'exécution, mais les enregistrements en base de données sont 
à optimiser. Il est également à noter qu'une optimisation de la répartition d'une 
structure permet de réduire les temps d'accès à la base de données en diminuant la 
profondeur de cette même structure. 
83 
Conclusion 
Contributions 
L'outil î'astd produit permet dans son état actuel de simuler l'exécution de scé­
narios d'exécution d'événements sur une spécification formelle de type astd. Ainsi, il 
permet au spécifieur de tester son modèle. D'autre part, la sérialisation étant possible 
au travers de l'utilisation de bases de données, on est capable d'interrompre un plan 
de test en cours et de le reprendre plus tard. Enfin, le code fourni peut être consi­
déré comme un outil complet vu qu'il ne nécessite aucun travail complémentaire du 
développeur pour effectuer les tests une fois la spécification de système d'information 
créée. 
Etude critique du travail 
Pour ce qui est des points forts de mon travail, ce mémoire les exprime clairement : 
pseudo-codes complets et expliqués, adaptation des algorithmes prouvés de Kappa 
optimisation et implémentation fonctionnelle de l'ensemble afin de proposer un outil 
d'exécution d'une structure astd. Ce mémoire présente également l'ensemble des 
tests permettant de valider l'aspect fonctionnel de mon travail, ainsi que les tests 
associés à l'étude comparative des performances avec eb3pai. 
Cependant il y a plusieurs choses à ne pas perdre de vue. Pour ce qui est des limites 
à souligner, la principale remarque à propos du code dans son état actuel est que la 
sérialisation utilisée via les bases de données n'est pas entièrement implémentée : 
dans le cas d'une structure Kappa optimisable, le stockage en base de données des 
valeurs optimisées n'a pas encore été mis au point, et ces valeurs sont donc conservées 
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en mémoire vive. Dans le cadre de l'exécution d'actions sur une structure « Kappa 
indirecte », il n'est donc pas actuellement possible de couper l'outil î'ASTD en cours de 
scénario puis de le relancer ultérieurement : le code nécessitera une légère évolution. 
Une seconde remarque est liée à la gestion du non-déterminisme. Deux solutions 
ont été proposées pour la gestion du non-déterminisme lors de l'exécution d'une ac­
tion : une correspondant à la recherche de l'exécution la plus directe, l'autre à une 
recherche de l'ensemble des possibilités avant de proposer un choix à l'utilisateur. 
Cependant, même si les deux solutions ont été implémentées pour l'exécution non 
optimisée d'actions, le choix entre ces deux options n'est pas proposé à l'utilisateur 
dans la version finale de l'outil Î'ASTD VU que seule la première implémentation a été 
complètement optimisée. 
Enfin, il faut ne faut pas oublier que dans l'état actuel de l'interpréteur iastd, 
les prédicats sur les gardes sont liés à des fonctions codées "en dur" dans le code. La 
prochaine étape sera donc l'ajout du générateur de garde eb3GG [i-i] pour pouvoir 
utiliser un interpréteur complet. 
Travaux futurs de recherche 
Tous les pseudo-codes des algorithmes utilisés sont présentés dans le rapport tech­
nique associé à î'astd (chapitre 3). Ils sont donc aisément adaptables pour la création 
d'un module d'exécution d'astd dans le cadre du projet eb3sec. Sans même envisager 
une seconde implémentation, l'outil est actuellement utilisable en ligne de commande. 
Il peut donc être inséré dans le projet eb3sec dans son état actuel. 
Ensuite, l'outil proposé est complètement fonctionnel, mais certaines options peu­
vent encore être ajoutées comme le choix de la solution de gestion du non-déterminisme 
une fois la seconde solution optimisée. Une autre option serait de pouvoir se servir 
d'une spécification eb3 comme base pour la structure du système d'information. Pour 
cela, il sufirait d'intégrer les algorithmes de traduction eb3-astd dont l'étude et le 
développement ont été confiés à Jérémy Milhau. 
Pour finir, il serait intéressant d'intégrer l'outil Î'ASTD avec l'éditeur graphique 
eASTD d'ASTD afin de proposer une visualisation de l'état courant du système au 
cours d'une exécution. 
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Structure supportée par 
l'analyseur syntaxique 
A.l Structure générale 
Voici la structure que doivent adopter les fichiers de spécification de structure 
ASTD pour être reconnus par l'analyseur syntaxique d'î'ASTD. 
structure= 
| structure ; astd { VAR_NAME1 -> domaine__valeur, ... } 
| structure ; astd 
| astd { VAR_NAME1 -> domaine_valeur, ... } 
| astd 
astd= 
| (NOM, type_astd ) 
I type_astd 
type_astd= 
| astd_autornata 
| astd_choice 
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| astd_sequence 
| astd_kleene 
| astd_synchronisation 
| astd_qchoice 
| astd_qsynchro 
|  a s t d g u a r d  
| astd_call 
|  E L E M  
domaine_valeur= 
| val_construction - val ^ construction 
| val_construction 
val_construction= 
| val_ccmstruction + domaine_valeur 
| [ INT1, INT2 ] 
| { INT1 ; ... } 
| { STR1 ; ... } 
A.2 Description détaillée de chaque type d 'ASTD 
A.2.1 ASTD automate 
astd_automata — 
| < aut ; 
{ ASTD_NAME1 -> astd, ... } ; 
{arrow, ... } ; 
{SHALLOW_FINAL_NAMEl ;...}; 
{DEEP_FINAL_NAME1 
INIT NAME> 
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arrow = 
| ((local,FROM_NAME,DEST_NAME);trans,:predjtist) 
| ((from_sub,FROM_NAME,DEST_NAME,TRANSIT_NAME),fraris,pred_J*si) 
| ((to_sub,FROM_NAME, DEST_NAME,TRANSIT_NAME),trans, pred_list) 
transition = 
| LABEL {jparam, ...) 
|LABEL 
param = 
| VAR 
| STRING_VALUE 
| INT_VALUE 
pred_list= 
| {[LABEL_PRED(param, ...)], ...} 
A.2.2 ASTD séquence 
Description détaillée de la structure de I'astd séquence. 
astd_sequence = 
| < . ; astd ; astd > 
A.2.3 ASTD choix 
Description détaillée de la structure de I'astd choix. 
astd_choice = 
| < | ; astd ; astd > 
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A.2.4 ASTD fermeture de Kleene 
Description détaillée de la structure de I'astd correspondant à la fermeture de 
Kleene. 
astd_kleene = 
| < * ; astd > 
A.2.5 ASTD synchronisation 
Description détaillée de la structure de I'astd synchronisation. 
astd_synchronisation — 
| < |[]| ; { LABEL1, ... } ; a s t d ;  a s t d  >  
A.2.6 ASTD choix quantifié 
Description détaillée de la structure de I'astd associé au choix quantifié. 
astd_qchoice = 
| < | : ; VAR_NAME ; domaine_valeur ; astd > 
A.2.7 ASTD synchronisation quantifiée 
Description détaillée de la structure de I'astd de synchronisation quantifiée. 
astd_qsynchro = 
| < |[]| VAR_NAME; domaine ^ valeur ; { LABEL 1, ... }; astd ; astd > 
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A.2.8 ASTD garde 
Description détaillée de la structure de I'astd exprimant la garde. 
astd_guard = 
| < => ; pred_list ; astd > 
A.2.9 ASTD appel de processus 
Description de la structure de I'astd de décrivant l'appel de processus. 
astd_call = 
| < call; LABEL_CALLED_ASTD; {VAR ->value, ... } > 
value = 
| value + value 
| value - value 
| value * value 
I VAR 
| STRING_VALUE 
| INT_VALUE 
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