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AND RANDOM MATRICES
By Florent Benaych-Georges
E´cole Normale Supe´rieure
We construct a random matrix model for the bijection Ψ be-
tween clas- sical and free infinitely divisible distributions: for every
d≥ 1, we associate in a quite natural way to each ∗-infinitely divisible
distribution µ a distribution Pµd on the space of d× d Hermitian ma-
trices such that Pµd ∗ P
ν
d = P
µ∗ν
d . The spectral distribution of a random
matrix with distribution Pµd converges in probability to Ψ(µ) when
d tends to +∞. It gives, among other things, a new proof of the
almost sure convergence of the spectral distribution of a matrix of
the GUE and a projection model for the Marchenko–Pastur distri-
bution. In an analogous way, for every d ≥ 1, we associate to each
∗-infinitely divisible distribution µ, a distribution Lµd on the space of
complex (non-Hermitian) d× d random matrices. If µ is symmetric,
the symmetrization of the spectral distribution of |Md|, when Md is
L
µ
d -distributed, converges in probability to Ψ(µ).
Introduction. Free convolution ⊞, defined in Bercovici and Voiculescu
(1993), is a binary operation on the set of probability measures on the real
line, arising from free probability theory (µ⊞ ν is the distribution of X +Y
when X,Y are free and have distributions µ, ν). It is associative, commu-
tative and continuous with respect to the weak convergence. A probability
measure µ on R is said to be ⊞-infinitely divisible if for every n≥ 1, there
exists a probability measure µn on R such that µ
⊞n
n equals to µ.
It is shown in Bercovici, Pata and Biane (1999) that there exists an home-
omorphism Ψ from the set of ∗-infinitely divisible distributions to the set of
⊞-infinitely divisible distributions which associates to every classical (resp.
free) limit theorem a free (resp. classical) analogue. Indeed, for every ∗-
infinitely divisible distribution µ, for every sequence (µn) of probability mea-
sures, for every sequence (kn) of integers tending to infinity, the sequence
µ∗knn tends to µ if and only if the sequence µ⊞knn tends to Ψ(µ).
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2 F. BENAYCH-GEORGES
The proofs in Bercovici, Pata and Biane (1999) rely on integral transfor-
mations and complex analysis. We will, in this article, construct a matricial
model for the ⊞-infinitely divisible distributions, and present in a more pal-
pable way the bijection Ψ.
Let µ be an ∗-infinitely divisible distribution. Let (µn) be a sequence
of probability measures and (kn) a sequence of integers which tends to in-
finity such that the sequence µ∗knn tends weakly to µ. Let, for d ≥ 1 and
n≥ 1, Qµnd (resp. Kµnd ) be the distribution of U diag(Xn,1, . . . ,Xn,d)U∗ [resp.
of U diag(Xn,1, . . . ,Xn,d)V ], where U,V are independent unitary Haar dis-
tributed randommatrices independent of the i.i.d. random variablesXn,1, . . . ,Xn,d
with distribution µn. We will prove, in Section 3 (resp. Section 7.1), that
the sequence ((Qµnd )
∗kn) [resp. ((Kµnd )
∗kn)] converges weakly to a probabil-
ity measure Pµd (resp. L
µ
d ). The main results of this article are the following
ones: the spectral distribution of a random matrix with distribution Pµd con-
verges in probability to Ψ(µ) when d tends to infinity, and so does the
symmetrization of the spectral distribution of |Md| when Md is distributed
according to Lµd . So we have constructed matrix models which go from ∗-
infinitely divisible distributions to ⊞-infinitely divisible distributions when
the dimension goes from one to infinity. What is more, for all ∗-infinitely
divisible distributions µ, ν and all d, Pµ∗νd = P
µ
d ∗Pνd and Lµ∗νd = Lµd ∗Lνd . This
property (and the fact that all formulas depend analytically on d, so could
be extended to noninteger d) opens the perspective of a continuum between
the classical convolution ∗ and the free convolution ⊞ for infinitely divisi-
ble mesures [M. Anshelevich has already constructed such a continuum in
Anshelevich (2001), but the model we present here does not interpolate his
construction]. T. Cabanal-Duvillard, in Cabanal-Duvillard (2004), has stud-
ied at the same time as the author the distributions Pµd , and has proved the
same result, but with different methods (processes, measure concentration,
integral transforms).
At last, in the case where µ is the standard normal distribution, Ψ(µ)
is the semi-circle distribution with center zero and radius two, and the dis-
tribution Pµd is closely related to the one of the GUE, so that the conver-
gence of the spectral distribution of a matrix with distribution Pµd implies
Wigner’s result. Likewise, the distribution Lµd is the one of a matrix with
independent Gaussian entries, and we have a new proof of the convergence
of the spectral distribution of the Wishart matrix with parameter 1 to the
Marchenko–Pastur distribution.
In the same way, in the case where µ is the classical Poisson distribution,
this result allows us to see the Marchenko–Pastur distribution as the limit
spectral distribution of a sum of independent rank-one projections.
The text is organized as follows. In Section 1 we recall a few results about
infinitely divisible distributions and about their classical and free cumulants.
In Section 2 we explain the choice of the model (i.e., of the distributions
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P
µ
d and L
µ
d ). In Section 3 we construct the distributions P
µ
d . Finally, the
convergence in probability of the spectral distribution of a random matrix
with distribution Pµd to Ψ(µ) is proved in two steps. In the first one, we show
the convergence when the Le´vy measure has compact support, and in the
second one (in Section 6), we extend this result using approximation and
compound Poisson distributions. The first step is achieved with the moment
method, and is divided into two steps: convergence of the mean of every
moment in Section 4, almost sure convergence in Section 5. The distributions
L
µ
d are constructed in Section 7.1, the convergence in probability of the
symmetrization of the spectral distribution of |Md|, when Md is distributed
according to Lµd , is also divided in two steps.
1. Preliminary results about infinitely divisible distributions.
1.1. Definitions and the bijection Ψ. The results of this section concern-
ing classical probabilities are in Gnedenko and Kolmogorov (1954) and in
Petrov (1995); the results concerning free probabilities are in Bercovici and
Voiculescu (1993) and in Bercovici, Pata and Biane (1999), except the con-
tinuity of the inverse of the bijection Ψ, which is shown in Barndorff-Nielsen
and Thorbjørnsen (2002). A probability measure µ on R is said to be ∗-
infinitely divisible (resp. ⊞-infinitely divisible) if for every n≥ 1, there exists
a probability measure µn on R such that µ
∗n
n (resp. µ
⊞n
n ) equals µ, which
is equivalent to the existence of a sequence (µn) of probability measures, of
a sequence (kn) of integers tending to infinity, such that µ
∗kn
n (resp. µ
⊞kn
n )
tends weakly to µ.
We can characterize ∗-infinitely divisible distributions (resp. ⊞-infinitely
divisible distributions) with their Fourier transform (resp. their Voiculescu
transform). A probability measure µ on R is ∗-infinitely divisible (resp. ⊞-
infinitely divisible) if and only if there exists a real γ and a positive finite
measure G on R such that its Fourier transform µ̂ (resp. its Voiculescu
transform ϕµ) has the form
µ̂(t) = exp
{
iγt+
∫
u∈R
[
eitu − 1− itu
1 + u2
1 + u2
u2
]
︸ ︷︷ ︸
=− t2
2
for u=0
dG(u)
}
(
resp. ϕµ(z) = γ +
∫
t∈R
1 + tz
z − t dG(t)
)
.
(1)
In this case, the pair (γ,G) is unique, and we denote µ= νγ,G∗ (resp. ν
γ,G
⊞
).
Remark. There exists other parametrizations of ∗-infinitely divisible
distributions: for example, denoting γ′ = γ,σ2 =G({0}),L(A) = ∫A 1+u2u2 dG(u)
for all Borel set A of R \ {0}, one has ∫u∈R\{0}(1 ∧ u2)dL(u) < ∞, and
µ̂(t) = exp(iγ′t− σ2t22 +
∫
u∈R\{0}(e
itu − 1− itu
1+u2
)dL(u)).
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We now give the definition of Ψ, referred to in the Introduction.
Theorem 1.1 (Bercovici–Pata’s bijection). We endow the set of positive
finite measures on R with the weak topology; the subsets {∗-infinitely divisi-
ble distributions} and {⊞-infinitely divisible distributions} are also endowed
with the weak topology.
1. The maps
R× {positive finite measures}→ {∗-infinitely divisible distributions},
(γ,G) 7→ νγ,G∗
and
R× {positive finite measures}→ {∗-infinitely divisible distributions},
(γ,G) 7→ νγ,G
⊞
are homeomorphisms and we have
νγ+γ
′,G+G′
∗ = ν
γ,G
∗ ∗ νγ
′,G′
∗ ,
νγ+γ
′,G+G′
⊞
= νγ,G
⊞
⊞ νγ
′,G′
⊞
.
2. Let us define the map Ψ, from the set of ∗-infinitely divisible distributions
to the set of ⊞-infinitely divisible distributions, which maps, for all (γ,G),
the measure νγ,G∗ to the measure ν
γ,G
⊞
. Then
(a) Ψ is an homeomorphism called Bercovici–Pata’s bijection,
(b) for all µ, ν ∗-infinitely divisible distributions, Ψ(µ∗ν) = Ψ(µ)⊞Ψ(ν),
(c) Dirac measures are invariant under Ψ:Ψ(δa) = δa,
(d) Ψ(N(m,r2)) is the semi-circle distribution with mean m and variance
r2, which is wm,2r(x)dx, with
wm,2r(x) =
1
2pir2
(4r2 − (x−m)2)1/21|x−m|≤2r,
(e) Ψ, restricted to the Cauchy type, is the identity: for all a > 0, Ψ(Ca) =
Ca, where Ca =
1
pi
adx
a2+x2 ,
(f ) for all sequence (µn) of probability measures on R, for all sequence
(kn) of integers tending to infinity, the sequence µ
∗kn
n converges weakly
to a ∗-infinitely divisible distribution µ if and only if µ⊞knn converges
weakly to Ψ(µ).
Remark 1.2. In the text, the positive finite measure G is called the
Le´vy measure of νγ,G∗ and ν
γ,G
⊞
. We will use the two following properties:
1. If the Le´vy measure of a ⊞-infinitely divisible distribution ν has compact
support, then so does ν [see Hiai and Petz (2000)].
2. νγ,G
⊞
is symmetric if and only if νγ,G∗ is symmetric, if and only if G is
symmetric and γ = 0.
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1.2. Classical compound Poisson distributions, approximation of ∗-infinitely
divisible distributions by ∗-infinitely divisible distributions with compactly
supported Le´vy measures.
Definition 1.3. Let λ be a nonnegative real, ρ be a probability measure
on R. Then the sequence of probability measures on R((
1− λ
n
)
δ0 +
λ
n
ρ
)∗n
, n≥ 1,
converges weakly to a distribution noted pi∗ρ,λ, with Fourier transform
pi∗ρ,λ(t) = exp(λ(ρ̂(t)− 1)),
where ρ̂ is the Fourier transform of ρ.
Remark 1.4. pi∗ρ,λ is ν
γ,G
∗ , with
G= λ
u2
1 + u2
dρ(u), γ = λ
∫
u∈R
u
1 + u2
dρ(u).
We introduce now the compactly supported approximations of the positive
finite measure G.
Definition 1.5. Let, for G positive finite measure on R, t > 0, G0t ,Gt
be the positive finite measures on R defined by
G0t (A) =G(A ∩ [−t, t]), Gt(A) =G(A \ [−t, t])
for all Borel set A of R.
We define λt ≥ 0, the probability measure ρt on R, and at ∈R with
λt =
∫
u∈R\[−t,t]
1 + u2
u2
dG(u), ρt =
1
λt
1 + u2
u2
dGt(u),
at =−
∫
u∈R\[−t,t]
(1/u)dG(u).
We will use the following approximation:
∀ t > 0 νγ,G∗ = νγ+at,G
0
t∗ ∗ pi∗ρt,λt ,(2)
because one observes that pi∗ρt,λt = ν
α,H
∗ with
H = λt
u2
1 + u2
dρt(u) =Gt, α= λt
∫
u∈R
u
1 + u2
dρt(u) =−at.
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1.3. Partitions, moments and cumulants of infinitely divisible distribu-
tions. For every probability measure µ, we will denote, when it is defined,
by mn(µ) the nth moment of µ, which is
∫
xn dµ(x). In this case, we will
denote by Cn(µ) [resp. Kn(µ)] its nth classical (resp. free) cumulant. Recall
that [see Section 4 of Speicher (1994) or Section 2.5 of Hiai and Petz (2000)]
mk(µ) =
∑
pi∈Part(k)
∏
V ∈pi
C|V |(µ)︸ ︷︷ ︸
denoted by Cpi(µ)
,(3)
mk(µ) =
∑
pi∈NC(k)
∏
V ∈pi
K|V |(µ)︸ ︷︷ ︸
denoted by Kpi(µ)
,(4)
where Part(k) denotes the set of the partitions of {1, . . . , k} and NC(k)
denotes the set of noncrossing partitions of [k] = {1, . . . , k} (a noncrossing
partition of a finite totally ordered set I is a partition pi of I such that there
does not exist x < y < z < t ∈ I with x and z belonging to the same class
and y and t belonging to another class).
We will need the following proposition [part of which was proved in
Barndorff-Nielsen and Thorbjørnsen (2004), but the proof we give here is
shorter]:
Theorem 1.6. Let µ be a ∗-infinitely divisible distribution with com-
pactly supported Le´vy measure, and let, for n integer, µn be a probability
measure such that µ∗nn = µ. Then for each k ≥ 1, the sequence (n×mk(µn))n
tends to Ck(µ), which is equal to Kk(Ψ(µ)).
Proof. By (3), one has
n×mk(µn) = n
∑
pi∈Part(k)
∏
V ∈pi
C|V |(µn)︸ ︷︷ ︸
C|V |(µ)/n
=
∑
pi∈Part(k)
n1−|pi|Cpi(µ) = Ck(µ) + o(1).
Let us denote νn = µ
⊞n
n . By part 2.(f ) of Theorem 1.1, the sequence (νn)
converges weakly to Ψ(µ). By Ho¨lder and Minkowski inequalities in tracial
noncommutative W ∗-probability spaces, every moment of νn is bounded
uniformly in n, so the cumulants of νn tend to the cumulants of Ψ(µ). But
by (4),
n×mk(µn) = n
∑
pi∈NC(k)
∏
V ∈pi
K|V |(µn)︸ ︷︷ ︸
K|V |(νn)/n
=
∑
pi∈NC(k)
n1−|pi|Kpi(νn),
which tends to ∑
pi∈NC(k)
δ
|pi|
1 Kpi(Ψ(µ)) = Kk(Ψ(µ)).

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2. Free convolution and random matrices, choice of the models. For ν
probability measure on R, denote by ν˜, the symmetrization of ν, which is
the probability measure defined by ν˜(B) = 12(ν(B) + ν(−B)) for all Borel
set B.
For M Hermitian matrix, we will denote by µM its spectral distribution,
that is, the uniform distribution on its spectrum (with multiplicity).
ForM complex (possibly non-Hermitian) matrix, denote by µ˜|M | the sym-
metrization of the spectral measure of |M |, where |M | = √M∗M is the
unique Hermitian nonnegative matrix such that M can be written M =
U |M |, with U unitary.
If M is a random matrix, µM is a random probability mesure on the
real line. For (Md)d sequence of random matrices, we will use the notion
of convergence in probability for the sequence (µMd) of random probability
measures.
The rest of this section may be skipped by the reader who wants to go
straight to the result. We will only explain the choice of the models, that is,
is of the family’s Pµd and L
µ
d of distributions.
Let us now explain in detail the choice of the family of the distributions
P
µ
d , the distributions of the random Hermitian matrices. We would not go
into as much detail for the distributions Lµd , which we construct in a similar
way.
The following theorem is proved in Voiculescu (1991) and in Pastur and
Vasilchuk (2000) under more restrictive hypothesis, which can easily be re-
moved using functional calculus.
Theorem 2.1. Let n be a positive integer. Let µ1, . . . , µn be probability
measures on R. Let, for d ∈ N∗, (M (i)d )i=1,...,n be a family of independent
d× d Hermitian random matrices. We suppose that for all i= 1, . . . , n, the
distribution of M
(i)
d is invariant under the unitary group’s action, and µM (i)
d
converges in probability, when d→∞, to µi. Then the spectral distribution
of
∑n
i=1M
(i)
d converges in probability, when d→∞, to µ1 ⊞ · · ·⊞ µn.
Let us consider a sequence (µn) of probability measures on R and a se-
quence (kn) of integers tending to +∞ such that µ∗knn converges weakly to
a probability measure µ on R. Let, for n ∈N, d ∈N∗, (M (i)d,n)1≤i≤kn be a fam-
ily of independent copies of a random Hermitian d× d matrix Md,n, whose
distribution is unitarily invariant. For every n ∈ N, we suppose that µMd,n
converges in probability, when d→∞, to µn.
Then we know that, for every n ∈N, the spectral distribution of∑kni=1M (i)d,n
converges in probability, when d→∞, to µ⊞knn .
Let us suppose that, on the other hand, for every d ∈ N∗, ∑kni=1M (i)d,n
converges in distribution, when n→∞, to a random matrix Md.
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We know, by Theorem 1.1, that µ⊞knn converges, when n→∞, to the
image Ψ(µ) of µ by Bercovici–Pata’s bijection.
A natural question is the following: does the spectral distribution of Md
converge in probability, when d→∞, to Ψ(µ)?
In other words, is the limit, when d→∞, of the spectral distribution of
the limit, when n→∞, of ∑kni=1M (i)d,n equal to the limit, when n→∞, of
the limit, when d→∞, of the spectral distribution of ∑kni=1M (i)d,n?
The answer of this question is affirmative in our model [Md,n = U ×
diag(Xn,1, . . . ,Xn,d)U
∗, U unitary Haar-distributed, independent of the i.i.d.
random variables Xn,1, . . . ,Xn,d with distribution µn]. It can be summarized
in the following diagram:
M
(1)
d,n + · · ·+M (kn)d,n
n→∞−−−−→ Pµd
| |
d goes to ∞ d goes to ∞
↓ ↓
spectral law:
µ⊞knn
n→∞−−−−→ spectral law:
Ψ(µ)
The choice of this model is supported by the three following remarks:
1. For d, n≥ 1, if µn = 1pi 1/ndx(1/n)2 +x2 , the expectation of the spectral distribu-
tion of
∑n
i=1M
(i)
d,n is
1
pi
dx
1+x2 .
2. For any fixed d≥ 1, ∑kni=1M (i)d,n converges in distribution, when n→∞,
to a distribution Pµd which depends only on µ= limn→∞µ
∗kn
n .
3. For every pair (µ, ν) of ∗-infinitely divisible distributions, similarly to the
relation
Ψ(µ ∗ ν) = Ψ(µ)⊞Ψ(ν),
we have, for every d≥ 1,
P
µ
d ∗ Pνd = Pµ∗νd .
This property (and the fact that all formulas depend analytically on d,
so could be extended to noninteger d) opens the perspective of a contin-
uum between the classical convolution ∗ and the free convolution ⊞ for
infinitely divisible measures.
Let us now explain how to construct the distributions Lµd . The following
theorem is easily obtained combining the results of Haagerup and Larsen
(2000) and Hiai and Petz (2000), and using functional calculus.
Theorem 2.2. Let n be a positive integer. Let µ1, . . . , µn be probability
measures on R. Let, for d ≥ 1, (M (i)d )i=1,...,n be a family of random d × d
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matrices with every M
(i)
d having a distribution invariant under the left and
right actions of the unitary group. We suppose that, for every i= 1, . . . , n,
the distribution of M
(i)
d is invariant under the left and right unitary group’s
actions, and that the symmetrization µ˜|M (i)
d
| of the spectral distribution of
|M (i)d | converges in probability to µi.
Then the symmetrization of the spectral distribution of∣∣∣∣∣
n∑
i=1
M
(i)
d
∣∣∣∣∣
converges in probability, when d tends to infinity, to µ1 ⊞ · · ·⊞ µn.
Let us then consider, for µ symmetric ∗-infinitely divisible distribution,
a sequence (µn) of symmetric distributions and a sequence (kn) of integers
which tends to infinity such that µ∗knn converges weakly to µ. Let d be a
positive integer. If for all n, (M
(i)
d,n)i=1,...,kn is a family of independent copies
of Udiag(X1, . . . ,Xd)V , where U,V,X1, . . . ,Xd are independent, U and V
are unitary Haar-distributed, and X1, . . . ,Xd are distributed according to
µn, then it appears that
kn∑
i=1
M
(i)
d,n
converges in distribution to a distribution Lµd which depends only on µ.
We will show that if Md is distributed according to L
µ
d , then µ˜|Md| con-
verges in probability to Ψ(µ).
3. The distributions P
µ
d . E denotes expectation. For any distribution P
and any function f on a set of matrices, EP(f(M)) denotes
∫
f(M)dP(M).
Tr denotes the trace.
Theorem 3.1. Let µ be an ∗-infinitely divisible distribution. Let (µn) be
a sequence of probability measures on R and (kn) a sequence of integers tend-
ing to +∞ such that the sequence µ∗knn converges weakly to µ. Let, for d≥ 1
and n≥ 1, Qµnd be the distribution of U diag(Xn,1, . . . ,Xn,d)U∗, where U is a
Haar-distributed unitary random matrix, independent of the µn-distributed
i.i.d. random variables Xn,1, . . . ,Xn,d.
Then the sequence ((Qµnd )
∗kn) of probability measures on the space of d×d
Hermitian matrices converges weakly to a distribution P
µ
d .
Moreover, Fourier transform of the distribution P
µ
d on the space of d× d
Hermitian matrices with the scalar product (M,N) 7→TrMN is given by this
formula: for every Hermitian matrix A,
EPµ
d
(exp(iTrAM )) = exp(E(d× ψµ(〈u,Au〉))),(5)
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where
• ψµ is the Le´vy exponent of µ, that is, the unique continuous function f
from R into C such that f(0) = 0 and the Fourier transform of µ is exp◦f ,
• 〈·, ·〉 is the usual Hermitian product of Cd,
• u= (u1, . . . , ud) is a uniformly distributed random vector on the unit sphere
of Cd.
It appears clearly that, for µ, ν ∗-infinitely divisible distributions, Pµd ∗
Pνd = P
µ∗ν
d .
Proof. We will show the pointwise convergence of the Fourier trans-
form of the distribution (Qµnd )
∗kn on the space of d× d Hermitian matrices.
Let A be a d× d Hermitian matrix with spectrum a ∈Rd. Let Fn (resp. F )
be the Fourier transform of µ⊗dn (resp. µ⊗d). Then, when n tends to infinity,
kn(Fn − 1) converges (uniformly on every compact set of Rd) to the Le´vy
exponent ψ of µ⊗d (i.e., to ψ⊕dµ , where ψµ is the Le´vy exponent of µ).
We have
E(Qµn
d
)∗kn (exp(iTrAM )) = (EQµn
d
(exp(iTrAM )))kn .
Recall Qµnd is invariant under the unitary action, so
E(Qµn
d
)∗kn (exp(iTrAM )) = (EQµn
d
(exp(iTr(diag(a)M))))kn .
Q
µn
d is the distribution of Udiag(Xn,1, . . . ,Xn,d)U
∗, where U is a Haar dis-
tributed unitary matrix, independent of the µn-distributed i.i.d. random
variables Xn,1, . . . ,Xn,d. So
E(Qµn
d
)∗kn (exp(iTrAM ))
= (E(exp(iTr(diag(a)U diag(Xn,1, . . . ,Xn,d)U
∗))))kn
=
(
E
(
exp
(
i
d∑
k,l=1
akXn,l|uk,l|2
)))kn
=
(
E
(
Fn
((
d∑
k=1
ak|uk,l|2
)
l∈[d]
)))kn
,
which can be written(
1 +
1
kn
E
(
kn
(
Fn
((
d∑
k=1
ak|uk,l|2
)
l∈[d]
)
− 1
)))kn
(recall [d] = {1, . . . , d}).
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But kn(Fn − 1) converges uniformly on every compact set to ψ when
n→∞, so we have
E(Qµn
d
)∗kn (exp(iTrAM ))
n→∞−→ exp
(
E
(
ψ
((
d∑
k=1
ak|uk,l|2
)
l∈[d]
)))
.
It implies that (Qµnd )
∗kn converges in distribution to a probability measure
P
µ
d and that the Fourier transform of P
µ
d , evaluated on a d × d Hermitian
matrix A with spectrum a ∈Rd, is given by
EPµ
d
(exp(iTrAM )) = exp
(
E
(
ψ
((
d∑
k=1
ak|uk,l|2
)
l∈[d]
)))
.
But ψ = ψ⊕dµ , so
EPµ
d
(exp(iTrAM )) = exp(E(d× ψµ(〈Z,a〉))),(6)
where 〈·, ·〉 is the usual scalar product of Rd and Z = (|u1|2, . . . , |ud|2), with
u= (u1, . . . , ud) a uniformly distributed random vector on the unit sphere of
Cd.
Recall that the distribution of u is invariant under the unitary action, so
E(d× ψµ(〈Z,a〉)) = E(d× ψµ(〈u,Au〉)). 
Remark 3.2 (The Poisson case). One can already identify Pµd when
µ = P(λ) is the classical Poisson distribution with parameter λ (denoted
pi∗δ1,λ in Section 1.2). It is easy, using Fourier transform, to see that, in this
case, Pµd is the distribution of
X(dλ)∑
k=1
ud(k)ud(k)
∗,
where (ud(k))k≥1 is an independent family of uniformly distributed random
vectors on the unit sphere of Cd, independent of the P(dλ)-random vari-
able X(dλ).
Explicit computation of the Fourier transform of P
µ
d—the Gaussian case.
In this section we give the distribution, the moments and the Fourier trans-
form of the random variable Z appearing in (6) of the Fourier transform of
P
µ
d . In the following, we will only need the moments of Z.
Proposition 3.3. Let u be a random vector of the unit sphere of Cd with
uniform distribution. Then the distribution of Z = (|u1|2, . . . , |ud|2) on the
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standard d-symplexe is the uniform distribution, that is, for every bounded
Borel function f ,
E(f(|u1|2, . . . , |ud|2))
= (d− 1)!
∫ 1
x1=0
∫ 1−x1
x2=0
· · ·
∫ 1−∑d−2
i=1
xi
xd−1=0
f
(
x1, . . . , xd−1,1−
d−1∑
i=1
xi
)
dx.
To prove it, write u as a renormalized Gaussian standard vector on Cd,
and do an appropriate change of variables.
We deduce, by induction on d, the following:
Proposition 3.4. For d≥ 1, for α ∈Nd, denoting s=∑iαi,
E(|u1|2α1 · · · |ud|2αd) = (d− 1)!
∏d
i=1(αi!)
(s+ d− 1)! ≤ (s!)
s (d− 1)!
(s+ d− 1)! .
Remark 3.5. When µ=N(0,1), that is, ψµ(t) =− t22 , Proposition 3.4
allows us to compute the Fourier transform. It appears then that, when
Md has distribution P
µ
d , Md has the distribution of Nd +
1√
d+1
X
·
Id, where
Nd ∈ GUE(d, 1d+1) [GUE (d,σ2) is the Euclidean space of Hermitian d× d
matrices endowed with the standard Gaussian distribution with variance σ2]
and X is a real standard Gaussian random variable independent of Nd.
Proposition 3.3 allows us also to compute, by induction on d, the Fourier
transform of the random variable Z.
Proposition 3.6. Let d≥ 2 be an integer and let a ∈ Rd be such that
the ak are pairwise distinct. Then
E(exp(i〈a,Z〉)) =−(d− 1)!
d∑
j=1
eiaj∏
k=1,...,̂j,...,d
i(ak − aj)
.
This proposition, together with the formula
EPµ
d
(exp(iTrAM ))
= exp
{
iγTr(A) + d
∫
u∈R
[
E(eiu〈Z,a〉)− 1− iuTr(A)
d(1 + u2)
]
1 + u2
u2︸ ︷︷ ︸
− E(〈Z,a〉2)
2
for u=0
dG(u)
}
,
gives us the explicit computation of the Fourier transform of Pµd .
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4. Convergence of the kth moment of the mean spectral distribution to
the kth moment of Ψ(µ) when the Le´vy measure has compact support.
4.1. Statement of the result, preliminaries for the proof.
Proposition 4.1. Let µ be an ∗-infinitely divisible distribution with
compactly supported Le´vy measure (in the sense of the definition given at
Remark 1.2). Then we have
∀k ∈N, EPµ
d
(
1
d
TrMk
)
−mk(Ψ(µ)) =O
(
1
d
)
.
Notation and preliminaries. Let, for n ∈N∗, µn be a probability measure
on R such that µ∗nn = µ. Let us consider, for d≥ 1 and n ≥ 1, (M (i)d,n)1≤i≤n
i.i.d. random matrices with distribution Qµnd . Then we know by Theorem 3.1
that, for d≥ 1, the sum of the M (i)d,n’s (i= 1, . . . , n) converges in distribution
to Pµd when n→∞. We know, by Theorem 1.6, that, for all k ∈ N∗, the
sequence nmk(µn) is bounded, and so
∀k≥ 1,∀d≥ 1 EPµ
d
(
1
d
TrMk
)
= lim
n→∞E
(
1
d
Tr
((
n∑
i=1
M
(i)
d,n
)k))
.
Let us then fix k ∈N∗.
4.2. Computation of EPµ
d
(1d TrM
k) and proof of Proposition 4.1. Let us
define, for d,n≥ 1,
ad,n = E
(
1
d
Tr
((
n∑
i=1
M
(i)
d,n
)k))
.
We have
ad,n =
1
d
Tr
(
E
( ∑
f∈[n]k
k∏
r=1
M
(f(r))
d,n
))
.
We will transform this sum by summing on the partitions.
We denote by Bij(I) the set of permutations of a set I . Consider a par-
tition pi of [n] (we have defined [n] = {1, . . . , n}) and k ∈ [n]. We denote by
pi(k) the index of the class of k, after having ordered the classes according to
the order of their first element [e.g., pi(1) = 1; pi(2) = 1 if 1
pi∼ 2 and pi(2) = 2
if 1
pi
≁ 2]. We denote, for l, n nonnegative integers, by Aln, the number of
one-to-one maps from [l] to [n], that is, n(n− 1) · · · (n− l+1).
The following lemma will be used quite often in the text.
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Lemma 4.2. Consider k,n ∈N∗. Consider φ : [n]k →C such that
∀ f ∈ [n]k, ∀σ ∈ Bij([n]) φ(σ ◦ f) = φ(f).
Then ∑
f∈[n]k
φ(f) =
∑
pi∈Part(k)
A|pi|n φ((pi(1), . . . , pi(k))).
By this lemma, we have
ad,n =
1
d
TrE
( ∑
pi∈Part(k)
A|pi|n
k∏
r=1
M
(pi(r))
d,n
)
=
1
d
TrE
( ∑
pi∈NC(k)
A|pi|n
k∏
r=1
M
(pi(r))
d,n
)
︸ ︷︷ ︸
denoted by vd,n
+
1
d
TrE
( ∑
pi∈Part(k)
pi/∈NC(k)
A|pi|n
k∏
r=1
M
(pi(r))
d,n
)
︸ ︷︷ ︸
denoted by wd,n
.
Lemma 4.3. Let pi be a partition of a totally ordered finite set I. Then
the following assertions are equivalent:
(i) pi is noncrossing,
(ii) there exists a class V of pi which is an interval, and pi \ {V } is a
non-crossing partition of I \ V .
Using several times Lemma 4.3 and integrating successively with respect
to the different independent random variables, we have
vd,n =
1
d
Tr
( ∑
pi∈NC(k)
A|pi|n
∏
V ∈pi
m|V |(µn) · Id
)
=
∑
pi∈NC(k)
A
|pi|
n
n|pi|︸ ︷︷ ︸
n→∞−→ 1
∏
V ∈pi
n ·m|V |(µn).
By Theorem 1.6, for every k ≥ 1, one has
lim
n→∞n×mk(µn) = Kk(Ψ(µ)).
So for every d,
lim
n→∞vd,n =
∑
pi∈NC(k)
∏
V ∈pi
K|V |(Ψ(µ)) =mk(Ψ(µ)).
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To treat the term wd,n, let us expand the trace:
wd,n =
1
d
∑
pi∈Part(k)
pi/∈NC(k)
∑
j∈[d]k
jk+1:=j1
A|pi|n E
(
k∏
r=1
(M
(pi(r))
d,n )jr,jr+1
)
=
1
d
∑
pi∈Part(k)
pi/∈NC(k)
A|pi|n
∑
τ∈Part(k)
A
|τ |
d E
(
k∏
r=1
(M
(pi(r))
d,n )τ(r),τ(r+1)
)
,
where for each τ ∈Part(k), τ(k+ 1) = τ(1).
Using the fact that (M
(i)
d,n)1≤i≤n are independent copies of a matrix with
distribution Qµnd , we deduce
wd,n =
1
d
∑
pi∈Part(k)
pi/∈NC(k)
A|pi|n
∑
τ∈Part(k)
A
|τ |
d
∏
V ∈pi
EQµn
d
( ∏
r∈V
Mτ(r),τ(r+1)
)
=
1
d
∑
pi∈Part(k)
pi/∈NC(k)
A|pi|n
∑
τ∈Part(k)
A
|τ |
d
∏
V ∈pi
E
( ∑
l∈[d]V
∏
r∈V
(uτ(r),lruτ(r+1),lrXn,lr)
)
,
where U ∈ Ud is Haar-distributed and independent of (Xn,1, . . . ,Xn,d). So,
applying Lemma 4.2,
wd,n =
1
d
∑
pi∈Part(k)
pi/∈NC(k)
A|pi|n
∑
τ∈Part(k)
A
|τ |
d
×
∏
V ∈pi
E
( ∑
σ∈Part(V )
A
|σ|
d
∏
r∈V
(uτ(r),σ(r)uτ(r+1),σ(r)Xn,σ(r))
)
integrating with respect to the Xn,l’s,
wd,n =
1
d
∑
pi∈Part(k)
pi/∈NC(k)
A|pi|n
∑
τ∈Part(k)
A
|τ |
d
∏
V ∈pi
∑
σ∈Part(V )
A
|σ|
d
×E
( ∏
r∈V
(uτ(r),σ(r)uτ(r+1),σ(r))
)
︸ ︷︷ ︸
denoted by αd,τ,σ
∏
v∈σ
m|v|(µn)
=
1
d
∑
pi∈Part(k)
pi/∈NC(k)
A
|pi|
n
n|pi|︸ ︷︷ ︸
n→∞−→ 1
∑
τ∈Part(k)
A
|τ |
d
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×
∏
V ∈pi
∑
σ∈Part(V )
A
|σ|
d n
1−|σ|︸ ︷︷ ︸
n→∞−→ δ|σ|1
αd,τ,σ
∏
v∈σ
nm|v|(µn)︸ ︷︷ ︸
n→∞−→ C|v|(µ)
by Theorem 1.6
,
when n→∞, for every pi /∈ NC(k), for every V ∈ pi, the only remaining
σ ∈ Part(V ) is {V }.
So one has
EPµ
d
(
1
d
TrMk
)
−mk(Ψ(µ))
=
1
d
∑
pi∈Part(k)
pi/∈NC(k)
∑
τ∈Part(k)
A
|τ |
d
∏
V ∈pi
A1dC|V |(µ)E
( ∏
r∈V
uτ(r)uτ(r+1)
)
,
where u= (u1, . . . , ud) is a uniformly distributed random vector of the unit
sphere of Cd.
Using the invariance of the distribution of u under the action of diagonal
unitary matrices, one sees that for all k, l≥ 0, i ∈ [d]k,j ∈ [d]l, if
E
(
k∏
r=1
uir
l∏
r=1
u¯jr
)
6= 0,
then k = l and there exists a permutation φ of [k] such that for all r, ir =
jφ(r).
So the preceding formula can be written
EPµ
d
(
1
d
TrMk
)
−mk(Ψ(µ))
=
1
d
∑
pi∈Part(k)
pi/∈NC(k)
∑
τ∈acc(pi)
A
|τ |
d d
|pi| ∏
V ∈pi
C|V |(µ)E
( ∏
r∈V
uτ(r)uτ(r+1)
)
,
where for any finite totally ordered set I (in which the following element of
any element x <max I is denoted by x+ 1 and max I + 1 =min I), for any
partition pi of I , acc(pi) is defined to be the set of pi-acceptable partitions,
which is the set of partitions τ of I such that
∀V ∈ pi,∃φ ∈Bij(V ), ∀ r ∈ V τ(r) = τ(φ(r) + 1).
Lemma 4.4. Let I be a finite totally ordered set, pi, τ be partitions of I
such that :
• pi has a crossing (i.e., pi is not noncrossing),
• τ is pi-acceptable.
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Then we have
|pi|+ |τ | ≤ |I|.(7)
Proof. We prove the lemma by induction on the cardinality of I (which
is not less than four because pi has a crossing).
• If the cardinality of I is four, then we can suppose I = [4]. We have
pi = {{1,3},{2,4}} and the inequality (7) is easy to verify because there are
only three pi-acceptable partitions:
{[4]}, {{1,2},{3,4}}, {{1,4},{2,3}}.
• Suppose the inequality (7) proved when the cardinality of I is p, and
consider I with cardinality p+1, and pi, τ partitions of I such that pi has a
crossing and τ is pi-acceptable.
• If pi and τ have no singleton class, then their cardinalities are not
greater than |I|/2 and (7) is verified.
• If pi has a singleton class {a}, then τ(a) = τ(a+1). This implies that
if one removes the element a in I , the class {a} in pi and the element a of
its class in τ , then τ stays pi-acceptable (and, clearly, pi keeps a crossing).
So, by induction hypothesis, we have (|pi| − 1) + |τ | ≤ |I| − 1.
• If τ has a singleton class {b}, denote by V the class of b in pi and by
φ the permutation of V such that for all r ∈ V , τ(r) = τ(φ(r)+ 1). We must
have φ(b) + 1 = b, so b− 1 pi∼ b. Remove the element b in I , the class {b} in
τ and the element b of V . Then, clearly, pi keeps a crossing. Define φ˜ to be
the permutation of the “new” V by
φ˜(r) =
{
φ(r), if φ(r) 6= b,
b− 1, if φ(r) = b.
Then for all r in the “new” V , r and φ˜(r) are in the same class of the “new” τ .
It implies that τ stays pi-acceptable. So, by the induction hypothesis, we have
|pi|+ (|τ | − 1)≤ |I| − 1. 
Now recall Proposition 3.4: for α ∈Nd, denoting s=∑iαi,
E(|u1|2α1 · · · |ud|2αd) = (d− 1)!
∏d
i=1(αi!)
(s+ d− 1)! ≤ (s!)
s (d− 1)!
(s+ d− 1)! .
But for pi, τ ∈ Part(k), with τ pi-acceptable, for all V ∈ pi, there exists α ∈Nd
such that
∑
iαi = |V | and
E
( ∏
r∈V
uτ(r)uτ(r+1)
)
= E(|u1|2α1 · · · |ud|2αd).
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So, by Proposition 3.4 we have∣∣∣∣EPµd
(
1
d
TrMk
)
−mk(Ψ(µ))
∣∣∣∣
≤ 1
d
∑
pi∈Part(k)
pi/∈NC(k)
∑
τ∈acc(pi)
A
|τ |
d d
|pi||Cpi(µ)|
∏
V ∈pi
(|V |!)|V | (d− 1)!
(|V |+ d− 1)! .
Let C be real such that
∀d≥ 1, ∀ s ∈ [k] (s!)s (d− 1)!
(s+ d− 1)! ≤Cd
−s.
We then have ∣∣∣∣EPµd
(
1
d
TrMk
)
−mk(Ψ(µ))
∣∣∣∣
≤ 1
d
∑
pi∈Part(k)
pi/∈NC(k)
∑
τ∈acc(pi)
d|τ |d|pi||Cpi(µ)|C |pi|d−k.
But according to (7), for all pi /∈ NC(k) and for all τ ∈ acc(pi), we have
|τ |+ |pi| − k ≤ 0, so Proposition 4.1 is shown.
5. Convergence in probability of the spectral distribution to Ψ(µ) when
the Le´vy measure has compact support.
5.1. Statement of the result and preliminaries to the proof.
Proposition 5.1. Let µ be an ∗-infinitely divisible distribution with
compactly supported Le´vy measure (in the sense of the definition given at
Remark 1.2). Then the spectral distribution of a random matrix with distri-
bution P
µ
d converges in probability to Ψ(µ) as d tends to infinity.
Notation and preliminaries. We keep the notation and the objects in-
troduced in Section 4.1. We consider a sequence (Md) of random matrices
defined on the same probability space such that for all d,Md has distribution
P
µ
d , and we will prove the almost sure weak convergence of the spectral dis-
tribution ofMd to Ψ(µ). It implies Proposition 5.1. Since Ψ(µ) is determined
by its moments, the weak convergence of any sequence of distributions to
Ψ(µ) is implied by the convergence of all moments to those of Ψ(µ).
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Let us fix k ≥ 1. We will show that almost surely,
1
d
TrMkd
d→∞−→ mk(Ψ(µ)).
Var denotes the variance.
Recall that by Borel–Cantelli’s lemma, a sequence (Yd)d∈N of square-
integrable real random variables converges almost surely to a real l if
∑
d(E(Yd)−
l)2 and
∑
dVar(Yd) are finite.
But we know that EPµ
d
(1d TrM
k)−mk(Ψ(µ)) =O(1d ). So it suffices to show
that ∑
d
VarPµ
d
(
1
d
TrMk
)
<∞.
We will show that VarPµ
d
(1d TrM
k) =O( 1
d2
) using the formula
VarPµ
d
(
1
d
TrMk
)
= lim
n→∞Var
(
1
d
Tr
((
n∑
i=1
M
(i)
d,n
)k))
︸ ︷︷ ︸
denoted by Vd,n
.(8)
5.2. Computation of VarPµ
d
(1d TrM
k) and proof of Proposition 5.1. We
have
Vn,d = E
( ∑
f∈[n]2k
1
d
Tr
(
k∏
r=1
M
(f(r))
d,n
)
1
d
Tr
(
2k∏
r=k+1
M
(f(r))
d,n
))
−
(
E
( ∑
f∈[n]k
1
d
Tr
k∏
r=1
M
(f(r))
d,n
))2
.
Let us apply Lemma 4.2:
Vn,d =
∑
pi∈Part(2k)
A|pi|n E
((
1
d
Tr
k∏
r=1
M
(pi(r))
d,n
)(
1
d
Tr
2k∏
r=k+1
M
(pi(r))
d,n
))
−
∑
pi1,pi2∈Part(k)
A|pi1|n A
|pi2|
n E
(
1
d
Tr
k∏
r=1
M
(pi1(r))
d,n
)
E
(
1
d
Tr
k∏
r=1
M
(pi2(r))
d,n
)
.
We split the sum into two parts: in the first one we sum over the par-
titions of [2k] which can be split into two partitions pi1 and pi2 respectivly
of {1, . . . , k} and of {k + 1, . . . ,2k}, in the second one we sum over other
partitions of [2k],
Vn,d =
∑
pi1,pi2∈Part(k)
[A|pi1|+|pi2|n −A|pi1|n A|pi2|n ]
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×E
[
1
d
Tr
k∏
r=1
M
(pi1(r))
d,n
]
E
[
1
d
Tr
k∏
r=1
M
(pi2(r))
d,n
]
+
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A|pi|n E
[
1
d
Tr
(
k∏
r=1
M
(pi(r))
d,n
)
1
d
Tr
(
2k∏
r=k+1
M
(pi(r))
d,n
)]
.
Let us expand the trace:
Vn,d =
1
d2
∑
pi1,pi2∈Part(k)
(A|pi1|+|pi2|n −A|pi1|n A|pi2|n )
×E
( ∑
j∈[d]k
jk+1:=j1
k∏
r=1
(M
(pi1(r))
d,n )jr,jr+1
)
E
( ∑
j∈[d]k
jk+1:=j1
k∏
r=1
(M
(pi2(r))
d,n )jr,jr+1
)
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A|pi|n
∑
j∈[d]2k
E[(M
(pi(1))
d,n )j1,j2 · · · (M
(pi(k))
d,n )jk,j1
× (M (pi(k+1))d,n )jk+1,jk+2 · · · (M
(pi(2k))
d,n )j2k,jk+1].
We apply Lemma 4.2 once more:
Vn,d =
1
d2
∑
pi1,pi2∈Part(k)
(A|pi1|+|pi2|n −A|pi1|n A|pi2|n )
∑
τ1,τ2∈Part(k)
A
|τ1|
d A
|τ2|
d
×E
[
k∏
r=1
(M
(pi1(r))
d,n )τ1(r),τ1(r+1)
]
E
[
k∏
r=1
(M
(pi2(r))
d,n )τ2(r),τ2(r+1)
]
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A|pi|n
∑
τ∈Part(2k)
A
|τ |
d E
[
2k∏
r=1
(M
(pi(r))
d,n )τ(r),τ˘(r+1)
]
,
where for any partition τ of [k], τ(k+1) denotes τ(1), and for any partition
τ of [2k], 1≤ r ≤ 2k +1, we define
τ˘(r) =

τ(r), if s /∈ {k+ 1,2k+ 1},
τ(1), if r= k+1,
τ(k+ 1), if r= 2k+ 1.
Since (M
(i)
d,n)1≤i≤n are independent copies of a matrix with distribution Q
µn
d ,
we have
Vn,d =
1
d2
∑
pi1,pi2∈Part(k)
(A|pi1|+|pi2|n −A|pi1|n A|pi2|n )
∑
τ1,τ2∈Part(k)
A
|τ1|
d A
|τ2|
d
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×
∏
V ∈pi1
EQµn
d
[ ∏
r∈V
Mτ1(r),τ1(r+1)
] ∏
V ∈pi2
EQµn
d
[ ∏
r∈V
Mτ2(r),τ2(r+1)
]
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A|pi|n
∑
τ∈Part(2k)
A
|τ |
d
∏
V ∈pi
EQµn
d
[ ∏
r∈V
Mτ(r),τ˘ (r+1)
]
=
1
d2
∑
pi1,pi2∈Part(k)
(A|pi1|+|pi2|n −A|pi1|n A|pi2|n )
∑
τ1,τ2∈Part(k)
A
|τ1|
d A
|τ2|
d
×
∏
V ∈pi1
E
[ ∑
l∈[d]V
∏
r∈V
uτ1(r),lruτ1(r+1),lrXn,lr
]
×
∏
V ∈pi2
E
[ ∑
l∈[d]V
∏
r∈V
uτ2(r),lruτ2(r+1),lrXn,lr
]
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A|pi|n
∑
τ∈Part(2k)
A
|τ |
d
∏
V ∈pi
E
[ ∑
l∈[d]V
∏
r∈V
uτ(r),lruτ˘(r+1),lrXn,lr
]
,
where U is a unitary Haar-distributed randommatrix, independent of (Xn,1, . . . ,Xn,d).
So, after application of Lemma 4.2,
Vn,d =
1
d2
∑
pi1,pi2∈Part(k)
(A|pi1|+|pi2|n −A|pi1|n A|pi2|n )
∑
τ1,τ2∈Part(k)
A
|τ1|
d A
|τ2|
d
×
∏
V ∈pi1
E
( ∑
σ∈Part(V )
A
|σ|
d
∏
r∈V
uτ1(r),σ(r)uτ1(r+1),σ(r)Xn,σ(r)
)
×
∏
V ∈pi2
E
( ∑
σ∈Part(V )
A
|σ|
d
∏
r∈V
uτ2(r),σ(r)uτ2(r+1),σ(r)Xn,σ(r)
)
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A|pi|n
∑
τ∈Part(2k)
A
|τ |
d
×
∏
V ∈pi
E
( ∑
σ∈Part(V )
A
|σ|
d
∏
r∈V
uτ(r),σ(r)uτ˘(r+1),σ(r)Xn,σ(r)
)
,
integrating with respect to the Xn,l’s,
Vn,d =
1
d2
∑
pi1,pi2∈Part(k)
A
|pi1|+|pi2|
n −A|pi1|n A|pi2|n
n|pi1|+|pi2|
∑
τ1,τ2∈Part(k)
A
|τ1|
d A
|τ2|
d
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×
∏
V ∈pi1
∑
σ∈Part(V )
n1−|σ|A|σ|d E
[ ∏
r∈V
uτ1(r),σ(r)uτ1(r+1),σ(r)
]∏
v∈σ
n×m|v|(µn)
×
∏
V ∈pi2
∑
σ∈Part(V )
n1−|σ|A|σ|d E
[ ∏
r∈V
uτ2(r),σ(r)uτ2(r+1),σ(r)
]∏
v∈σ
n×m|v|(µn)
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A
|pi|
n
n|pi|
∑
τ∈Part(2k)
A
|τ |
d
∏
V ∈pi
∑
σ∈Part(V )
n1−|σ|A|σ|d
×E
[ ∏
r∈V
uτ(r),σ(r)uτ˘(r+1),σ(r)
] ∏
v∈σ
n×m|v|(µn).
Let n tend to infinity:
Vn,d =
1
d2
∑
pi1,pi2∈Part(k)
A
|pi1|+|pi2|
n −A|pi1|n A|pi2|n
n|pi1|+|pi2|︸ ︷︷ ︸
n→∞−→ 0
∑
τ1,τ2∈Part(k)
A
|τ1|
d A
|τ2|
d
×
∏
V ∈pi1
∑
σ∈Part(V )
n1−|σ|︸ ︷︷ ︸
n→∞−→ δ|σ|1
A
|σ|
d
× E
[ ∏
r∈V
uτ1(r),σ(r)uτ1(r+1),σ(r)
] ∏
v∈σ
n×m|v|(µn)︸ ︷︷ ︸
n→∞−→ C|v|(µ)
by Theorem 1.6
×
∏
V ∈pi2
∑
σ∈Part(V )
n1−|σ|︸ ︷︷ ︸
n→∞−→ δ|σ|1
A
|σ|
d
× E
[ ∏
r∈V
uτ2(r),σ(r)uτ2(r+1),σ(r)
] ∏
v∈σ
n×m|v|(µn)︸ ︷︷ ︸
n→∞−→ C|v|(µ)
by Theorem 1.6
+
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
A
|pi|
n
n|pi|︸ ︷︷ ︸
n→∞−→ 1
∑
τ∈Part(2k)
A
|τ |
d
∏
V ∈pi
∑
σ∈Part(V )
n1−|σ|︸ ︷︷ ︸
n→∞−→ δ|σ|1
A
|σ|
d
× E
[ ∏
r∈V
uτ(r),σ(r)uτ˘(r+1),σ(r)
]∏
v∈σ
n×m|v|(µn)︸ ︷︷ ︸
n→∞−→ C|v|(µ)
by Theorem 1.6
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when n tends to infinity, for every partition pi (or pi1 or pi2), for every V ∈ pi,
the only resting σ ∈ Part(V ) is {V }. So one has
VarPµ
d
(
1
d
TrMk
)
=
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
∑
τ∈Part(2k)
A
|τ |
d
∏
V ∈pi
A1dC|V |(µ)E
( ∏
r∈V
uτ(r)uτ˘(r+1)
)
,
where u= (u1, . . . , ud) is a uniformly distributed random vector of the unit
sphere of Cd.
But recall that by invariance of the distribution of u under the action of
diagonal unitary matrices, for all k, l≥ 0, i ∈ [d]k,j ∈ [d]l, if
E
(
k∏
r=1
uir
l∏
r=1
u¯jr
)
6= 0,
then k = l and there exists a permutation φ of [k] such that for all r, ir =
jφ(r).
So the preceding formula can be written
VarPµ
d
(
1
d
TrMk
)
=
1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
∑
τ∈adm(pi)
A
|τ |
d d
|pi| ∏
V ∈pi
C|V |(µ)E
( ∏
r∈V
uτ(r)uτ˘(r+1)
)
,
where adm(pi) is defined in the following way (splitting the set [2k] in two
disjoint sets [k], [2k]\ [k]): for any pair (I, J) of disjoint finite totally ordered
sets, for any partition pi of I ∪ J , adm(pi) is defined to be the set of pi-
admissible partitions, which is the set of partitions τ of I ∪ J such that
∀V ∈ pi, ∃φ∈Bij(V ), ∀ r ∈ V τ(r) = τ(φ(r) + 1),
where for any x ∈ I (resp. x ∈ J), x+ 1 denotes the element following x in
I (resp. J).
Lemma 5.2. Let (I, J) be a pair of disjoint finite totally ordered sets,
pi, τ partitions of I ∪ J such that :
• there exists i ∈ I, j ∈ J , with i pi∼ j,
• τ is pi-admissible.
Then we have
|pi|+ |τ | ≤ |I|+ |J |.(9)
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This inequality can be proved by induction, the proof is analaguous to
the one of (7).
Recall (Proposition 3.4) that for α ∈Nd, using the notation s=∑iαi,
E(|u1|2α1 · · · |ud|2αd) = (d− 1)!
∏d
i=1(αi!)
(s+ d− 1)! ≤ (s!)
s (d− 1)!
(s+ d− 1)! .(10)
But for every pi, τ ∈ Part(2k), with τ pi-admissible, for every V ∈ pi, there
exists α ∈Nd such that ∑iαi = |V | and
E
( ∏
r∈V
uτ(r)uτ˘(r+1)
)
= E(|u1|2α1 · · · |ud|2αd).
So, by (10), we have
VarPµ
d
(
1
d
TrMk
)
≤ 1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
τ∈adm(pi)
A
|τ |
d d
|pi| ∏
V ∈pi
C|V |(µ)(|V |!)|V |
(d− 1)!
(|V |+ d− 1)! .
Consider C <∞ such that
∀d≥ 1, ∀ s∈ [2k] (s!)s (d− 1)!
(s+ d− 1)! ≤Cd
−s.
We have
|Vd| ≤ 1
d2
∑
pi∈Part(2k)
∃ i≤k<j,ipi∼j
τ∈adm(pi)
d|τ |d|pi||Cpi(µ)|C |pi|d−2k.
But according to (9), for every pi ∈ Part(2k) such that there exists i≤ k < j
with i
pi∼ j and for every pi-admissible τ ∈Part(2k), we have |τ |+ |pi|−2k ≤ 0,
so
VarPµ
d
(
1
d
TrMk
)
=O
(
1
d2
)
and Proposition 5.1 is proved.
5.3. Applications to GUE and sums of independent projections. This
section is not necessary for the rest of the text.
Proposition 5.1 contains the almost sure convergence of the spectral distri-
bution of the matrices of GUE(d, 1d+1) to the semi-circle distribution, where
GUE (d,σ2) is the Euclidean space of d × d Hermitian matrices with the
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scalar product Tr(· × ·), endowed with the standard Gaussian distribution
with variance σ2.
Indeed, let (Nd)d∈N∗ be a sequence of random matrices such that for
every d, the distribution of Nd is the one of a matrix of the GUE (d,
1
d+1 )
[we do not do any hypothesis about the joint distribution of (Nd)d∈N∗ ]. Let
X be a real Gaussian standard random variable, independent of (Nd)d∈N∗ .
We have seen to Remark 3.5 that for d ∈ N∗, Md := Nd + X√d+1 · Id has
distribution P
N(0,1)
d . We have proved that µMd converges almost surely to
the centered semicircle distribution with variance 1. So µNd , which is equal to
δ− X√
d+1
∗µMd , converges almost surely to the centered semicircle distribution
with variance 1.
Another consequence of Proposition 5.1 is the following one. Recall that
for all λ≥ 0, the Marchenko–Pastur distribution with index λ is the image,
by the Bercovici–Pata bijection, of the classical Poisson distribution P(λ)
with index λ.
Proposition 5.3. Let, for all d≥ 1, (ud(k))k≥1 be an independent fam-
ily of uniformly distributed random vectors on the unit sphere of Cd. Then
for all λ≥ 0, the spectral distribution of
d′∑
k=1
ud(k)ud(k)
∗
converges in probability to the Marchenko–Pastur distribution with index λ
when d, d′ tend to infinity and the ratio d′/d tends to λ.
The proof of this result, which uses tools introduced in the following
section, is in the Appendix.
6. Convergence in probability of the spectral distribution Md to Ψ(µ)
without condition on the Le´vy measure.
6.1. Convergence in probability of a sequence of random distributions to
a deterministic distribution. We will denote, for z ∈ C, by ℜz and ℑz its
real and imaginary parts. Let us define, for ν probability measure on R,
fν :C
+ = {z ∈C;ℑz > 0} →C,
z 7→
∫
u∈R
dν(u)
u− z .
Then fν is a holomorphic function on C
+, |fν(z)| ≤ 1ℑz , and the map
{probability measures on R}2 → R+,
(µ1, µ2) 7→ sup{|fµ1(z)− fµ2(z)|;ℑz ≥ 1}
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is a distance which defines the weak topology.
So, for (Md)d≥1 sequence of Hermitian random matrices and ρ probability
measure on R, we have equivalence between:
(i) the spectral distribution of µMd converges in probability to ρ,
(ii) for every ε > 0,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Md))− fρ(z)
∣∣∣∣> ε) d→∞−→ 0,
where, for M Hermitian matrix and z ∈C \R, Rz(M) = (M − z)−1.
6.2. Statement of the theorem and scheme of the proof.
Theorem 6.1. Let µ be an ∗-infinitely divisible distribution. Let, for
d≥ 1, Md be a random matrix with distribution Pµd .
Then the spectral distribution µMd of Md converges in probability to Ψ(µ).
Scheme of the proof:
1. Notation, approximation of Md by M
t
d.
2. Upper bound, for a > 0, of P(rg(N td)> da) uniformly in d≥ 1.
3. Conclusion.
6.3. Proof of Theorem 6.1.
6.3.1. Notation, approximation ofMd byM
t
d. Let γ,G be such that µ= ν
γ,G
∗ .
Recall [equation (2)] that for t > 0, denoting:
1. By G0t and Gt the positive finite measures on R,
G0t (A) =G(A ∩ [−t, t]), Gt(A) =G(A \ [−t, t])
for all Borel set A of R.
2. The at the number −
∫
u∈R\[−t,t]
1
u dG(u).
3. By µt, nut the measures ν
γ+at,G0t∗ , ν
−at,Gt∗ ,
we have the following:
(i) µ= µt ∗νt, so for every d,Md has the distribution ofM td+N td, where
M td and N
t
d are independent random matrices with respective distributions
P
µt
d and P
νt
d ,
(ii) νt is the weak limit, when n→∞, of((
1− λt
n
)
δ0 +
λt
n
ρt
)∗n
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with
λt =
∫
u∈R\[−t,t]
1 + u2
u2
dG(u), ρt =
1
λt
1 + u2
u2
dGt(u).
So for all d≥ 1, the distribution Pνtd of N td is the weak limit of the distribution
of
∑n
i=1N
t,(i)
d,n , where, for every n≥ 1, (N t,(i)d,n )1≤i≤n are independent copies
of U diag(Xn,1, . . . ,Xn,d)U
∗ with:
(a) (Xn,1, . . . ,Xn,d) i.i.d. random variables with distribution(
1− λt
n
)
δ0 +
λt
n
ρt,
(b) U unitary Haar-distributed randommatrix, independent of (Xn,1, . . . ,Xn,d).
6.3.2. Upper bound, for a > 0, of P(rg(N td)> da) uniformly in d≥ 1. We
denote by rg(M) the rank of a matrix M .
Let a be a positive real.
Rank is a lower semi-continuous function, so
E(rg(N td))≤ limn→∞E
(
rg
(
n∑
i=1
N
t,(i)
d,n
))
≤ lim
n→∞E
(
n∑
i=1
rg(N
t,(i)
d,n )
)
= lim
n→∞
n∑
i=1
E(rg(N
t,(i)
d,n ))
= lim
n→∞nE(rgU diag(Xn,1, . . . ,Xn,d)U
∗)
= lim
n→∞n
d∑
l=1
P(Xn,l 6= 0)
= lim
n→∞ndP(Xn,1 6= 0)
= lim
n→∞nd
λt
n
= dλt.
So we have
E(rg(N td))≤ dλt.
We deduce, with the Chebyshev inequality, that, for every a > 0,
P(rg(N
t
d)> da)≤
1
da
E(rg(N td))≤
λt
a
.(11)
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6.3.3. Conclusion. Let ε, η be positive reals. Let us show that there exists
an integer d0 such that, for every integer d≥ d0,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Md))− fΨ(µ)(z)
∣∣∣∣> ε)≤ η.
Choice of t > 0. When t tends to +∞, the real at tends to 0 and the pos-
itive finite measure G0t converges weakly to G. So, by Theorem 1.1, ν
γ+at,G0t
⊞
converges weakly to νγ,G
⊞
. In other words, Ψ(µt) converges weakly to Ψ(µ).
So there exists T1 > 0 such that, for all t≥ T1,
sup
ℑz≥1
|fΨ(µt)(z)− fΨ(µ)(z)|<
ε
3
.(12)
When t tends to +∞, the real λt tends to 0, so there exists T2 > 0 such
that, for every t≥ T2,
λt ≤ εη
12
.(13)
Let t=max(T1, T2).
For every d≥ 1, we have
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Md))− fΨ(µ)(z)
∣∣∣∣> ε)
=P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(M td +N td))− fΨ(µ)(z)
∣∣∣∣> ε)
and ∣∣∣∣1d Tr(Rz(M td +N td))− fΨ(µ)(z)
∣∣∣∣
≤
1d Tr(Rz(M td +N td)−Rz(M td))
∣∣∣∣
+
∣∣∣∣1d Tr(Rz(M td))− fΨ(µt)(z)
∣∣∣∣+ |fΨ(µt)(z)− fΨ(µ)(z)|.
(14)
Let us deal with the first term of the sum (14):
We know that for every complex d× d matrix M , |1d TrM | ≤ ‖M‖d rg(M),
where ‖M‖ is the operator norm ofM associated to the canonical Hermitian
norm on Cd, and ‖Rz(M td+N td)−Rz(M td)‖ ≤ ‖Rz(M td+N td)‖+‖Rz(M td)‖ ≤
2
ℑz ≤ 2.
Moreover, for all pair M,N of Hermitian matrices, for all z ∈ C \ R,
Rz(M+N)−Rz(M) =−Rz(M+N)NRz(M). So rg(Rz(M td+N td)−Rz(M td))≤
rg(N td).
So ∣∣∣∣1d Tr(Rz(M td +N td)−Rz(M td))
∣∣∣∣≤ 2d rg(N td),(15)
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but for all d≥ 1,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(M td +N td)−Rz(M td))
∣∣∣∣≥ ε3
)
≤ P
(∣∣∣∣2d rg(N td)
∣∣∣∣≥ ε3
)
= P
(
| rg(N td)| ≥
dε
6
)
≤ 6λt
ε
by (11)
≤ η
2
by (13).
By inequality (12), the third term of the sum (14) is ≤ ε3 as soon as ℑz ≥ 1.
Let us now deal with the second term of the sum (14). The Le´vy measure
of µt (in the sense of the definition given at Remark 1.2), which is G
0
t , is
compactly supported. By Proposition 5.1 and by the other results of Section
6.1, there exists an integer d0 such that, for every d≥ d0,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(M td))− fΨ(µt)(z)
∣∣∣∣≥ ε3
)
<
η
2
.
Then for all d ≥ d0, replacing the terms of the sum (14) by the upper
bounds we just gave, we have
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Md))− fΨ(µ)(z)
∣∣∣∣> ε)≤ η2 + η2 + 0.
So, we have
lim
d→∞P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Md))− fΨ(µ)(z)
∣∣∣∣> ε)= 0,
and Theorem 6.1 is proved.
7. Study of the non-Hermitian model.
7.1. The distributions Lµd . This section is the analogue, for non-Hermitian
matrices, of Section 3. The distributions Lµd are defined by the following the-
orem, the proof of which is analoguous to the one of Theorem 3.1 using the
polar decomposition of non-Hermitian matrices and the bi-unitarily invari-
ance of the distributions Kµnd .
Theorem 7.1. Let µ be an ∗-infinitely divisible distribution. Let (µn) be
a sequence of probability measures on R and (kn) be a sequence of integers
tending to +∞ such that the sequence µ∗knn converges weakly to µ. Let, for
d≥ 1 and n≥ 1, Kµnd be the distribution of UDiag(Xn,1, . . . ,Xn,d)V , where
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U,V are independent unitary Haar-distributed d× d random matrices, inde-
pendent of the µn-distributed i.i.d. random variables Xn,1, . . . ,Xn,d.
Then the sequence ((Kµnd )
∗kn) of probability measures on the space of d×d
complex matrices converges weakly to a distribution L
µ
d .
Moreover, the Fourier transform of L
µ
d on the Euclidean space of complex
d × d matrices endowed with the scalar product (M,N) 7→ ℜ(TrM∗N) is
given by the following formula: for all complex d× d matrix A,
ELµ
d
(exp(iℜ(TrA∗X))) = exp(E(d×ψµ(ℜ(〈u,Av〉)))),(16)
where:
• ψµ is the Le´vy exponent of µ,
• 〈·, ·〉 is the canonical Hermitian product of Cd,
• u = (u1, . . . , ud), v = (v1, . . . , vd) are independent random vectors, uni-
formly distributed on the unit sphere of Cd.
Remark 7.2. 1. Notice Lµd ∗ Lνd = Lµ∗νd .
2. When µ=N(0,1), Lµd is the distribution of a matrix [Mi,j ] with (ℜMi,j,ℑMi,j)1≤i,j≤d
N(0, 12d )-distributed i.i.d. random variables.
3. The same construction can be done with rectangular bi-unitarily invari-
ant random matrices. It leads, when the dimensions of the matrices tend
to infinity in a certain ratio, to probability measures which are infinitely
divisible with respect to a certain convolution. The studying of this convo-
lution has led the author to construct a new noncommutative probability
theory, called the rectangular free probability theory, which allows us
to understand the asymptotic behavior of rectangular random matrices,
as free probability theory describes the asymptotic behavior of square
random matrices. It might give rise to a publication.
7.2. Convergence of the kth moment to the kth moment of Ψ(µ) when
the Le´vy measure is compactly supported. The purpose of this section is to
show the following result:
Proposition 7.3. Let µ be a symmetric ∗-infinitely divisible distribu-
tion with compactly supported Le´vy measure. Then for all integer k,
ELµ
d
(mk(µ˜|M |))−mk(Ψ(µ)) =O
(
1
d
)
.
Proof. First, for every complex d × d matrix M , for all integer k,
mk(µ˜|M |) is null if k is odd and is equal to 1d Tr(MM
∗)k/2 if k is even.
As µ is symmetric, Ψ(µ) is symmetric. So it suffices to show that, for all
k ∈N∗,
ELµ
d
(
1
d
Tr(MM∗)k
)
−m2k(Ψ(µ)) =O
(
1
d
)
.
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Let, for n ∈N∗, µn be the probability measure such that µ∗nn = µ. Consider,
for d ≥ 1 and n ≥ 1, (M (i)d,n)1≤i≤n i.i.d. random matrices with distribution
K
µn
d . Then we know by Theorem 7.1, that, for every d≥ 1, the sum of the
M
(i)
d,n’s (i= 1, . . . , n) converges in distribution to L
µ
d when n goes to ∞.
We know, by Theorem 1.6, that, for all k ∈N∗, the sequence (n×mk(µn))n
is bounded, and so that, for all k, d ∈N∗,
E(m2k(µ˜|M |)) = limn→∞E
(
1
d
Tr
((
n∑
i=1
M
(i)
d,n
)(
n∑
i=1
M
(i)∗
d,n
))k)
.(17)
Let us fix k ∈N∗. We are going to use (17).
Let, for d,n≥ 1,
bd,n = E
(
1
d
Tr
((
n∑
i=1
M
(i)
d,n
)(
n∑
i=1
M
(i)∗
d,n
))k)
.
We have
bd,n =
1
d
Tr
(
E
( ∑
f∈{1,...,n}2k
k∏
r=1
M
(f(2r−1))
d,n M
(f(2r))∗
d,n
))
.
Let us transform this sum using partitions (Lemma 4.2). Moreover, from
now on, we do not write anymore the index d in M
(i)
d,n,
bd,n =
1
d
Tr
(
E
( ∑
pi∈Part(2k)
A|pi|n M
(pi(1))
n M
(pi(2))∗
n M
(pi(3))
n · · ·M (pi(2k))∗n
))
.
But
E(M (1)∗n M
(1)
n · · ·M (1)∗n︸ ︷︷ ︸
2l+1 alterned factors
) = E(M (1)n M
(1)∗
n · · ·M (1)n︸ ︷︷ ︸
2l+1 alterned factors
) = 0 =m2l+1(µn)Id,
E(M (1)∗n M
(1)
n · · ·M (1)n︸ ︷︷ ︸
2l alterned factors
) = E(M (1)n M
(1)∗
n · · ·M (1)∗n︸ ︷︷ ︸
2l alterned factors
) =m2l(µn)Id.
So, for pi ∈ NC(2k), using many times Lemma 4.3 and integrating succes-
sively with respect to the different independent random variables, we obtain
1
d
Tr(E(M (pi(1))∗n M
(pi(2))
n M
(pi(3))∗
n · · ·M (pi(2k))n )) =mpi(µn).
Proceeding then like in Section 4.2, we show easily that
ELµ
d
(m2k(µ˜|M |))−m2k(Ψ(µ))
=
1
d
∑
pi,τ∈Part(2k)
pi/∈NC(2k)
A
|τ |
d d
|pi|
Cpi(µ)
∏
V ∈pi
E
( ∏
r∈V
r odd
uτ(r)vτ(r+1)
∏
r∈V
r even
uτ(r+1)vτ(r)
)
,
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with τ(2k + 1) = τ(1) and where u = (u1, . . . , ud), v = (v1, . . . , vd) are inde-
pendent uniformly distributed random vectors of the unit sphere of Cd. But
as we have already seen, by invariance of the distribution of u under the ac-
tion of unitary diagonal matrices, for every pair (pi, τ) of partitions of [2k],
if ∏
V ∈pi
E
( ∏
r∈V
r odd
uτ(r)vτ(r+1)
∏
r∈V
r even
uτ(r+1)vτ(r)
)
is nonzero, then for every class V of pi, there exists φ, permutation of V ,
which maps odd numbers to even numbers and vice versa, such that for all
r ∈ V , τ(r) = τ(φ(r)+ 1). It implies that τ is pi-acceptable. Using inequality
|τ | + |pi| ≤ 2k [equation (7)], the inequality on the moments of a uniform
random vector on the sphere of Cd (Proposition 3.4), we deduce, as in Section
4.2, that
1
d
∑
pi,τ∈Part(2k)
pi/∈NC(2k)
A
|τ |
d d
|pi|
Cpi(µ)
∏
V ∈pi
E
( ∏
r∈V
r odd
uτ(r)vτ(r+1)
∏
r∈V
r even
uτ(r+1)vτ(r)
)
=O
(
1
d
)
.
So
∀k ∈N ELµ
d
(mk(µ˜|M |))−mk(Ψ(µ)) =O
(
1
d
)
.

7.3. Convergence in probability to Ψ(µ) when the Le´vy measure has com-
pact support. The purpose of this section is to show the following result:
Proposition 7.4. Let µ be a symmetric ∗-infinitely divisible distribu-
tion with compactly supported Le´vy measure (in the sense of the definition
given at Remark 1.2). Let, for each d, Md be a random matrix with distri-
bution L
µ
d .
Then the symmetrization of the spectral distribution of |Md| converges
weakly to Ψ(µ) when d goes to infinity.
Proof. We will show inequalities that would imply almost sure con-
vergence of the symmetrization of the spectral distribution of |Md| to Ψ(µ)
if the matrices Md (d≥ 1) were defined on the same probability space. So
let us suppose that the matrices are defined on the same probability space.
We keep the notation and objects introduced in Section 7.2. Since Ψ(µ) is
symmetric and determined by its moments, the convergence of a sequence
of symmetric distributions to Ψ(µ) is implied by the convergence of all the
moments of even order to those of Ψ(µ).
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Let us fix k ≥ 1. We will show that almost surely,
1
d
Tr(M∗dMd)
k d→∞−→ m2k(Ψ(µ)).
But we know that
ELµ
d
(
1
d
Tr(MM∗)k
)
−m2k(Ψ(µ)) =O
(
1
d
)
.
So it suffices to show that
VarLµ
d
(
1
d
Tr(MM∗)k
)
=O
(
1
d2
)
.
We will do it using the formula
VarLµ
d
(
1
d
Tr(MM∗)k
)
= lim
n→∞Var
(
1
d
Tr
((
n∑
i=1
M
(i)
d,n
)(
n∑
i=1
M
(i)∗
d,n
))k)
.
Proceeding like in Section 5.2, we obtain
Var
(
1
d
Tr(M∗dMd)
k
)
=
1
d2
∑
pi,τ∈Part(4k)
∃ i≤2k<j,ipi∼j
A
|τ |
d d
|pi|
Cpi(µ)
∏
V ∈pi
E
( ∏
r∈V
r odd
uτ(r)vτ˘(r+1)
∏
r∈V
r even
vτ(r)uτ˘(r+1)
)
,
where u= (u1, . . . , ud), v = (v1, . . . , vd) are uniformly distributed independent
random vectors of the unit sphere of Cd.
But for all couple (pi, τ) of partitions of [4k], if∏
V ∈pi
E
( ∏
r∈V
r odd
uτ(r)vτ˘(r+1)
∏
r∈V
r even
vτ(r)uτ˘(r+1)
)
is nonzero, then for all class V of pi, there exists a permutation φ of V ,
which maps even numbers to odd numbers and vice versa, such that for all
r ∈ V , τ(r) = τ˘(φ(r) + 1), which implies that τ is pi-admissible. Using the
inequality |τ |+ |pi| ≤ 4k [equation (9)] and the inequality on the moments of
a uniform random vector on the sphere of Cd (Proposition 3.4), we deduce,
as in Section 5, that VarLµ
d
(1d Tr(MM
∗)k) =O( 1d2 ). 
Remark 7.5. In the case where µ=N(0,1), we have a new proof of a
well-known result: the spectral distribution of a Wishart d×d matrix with d
degrees of freedom converges almost surely, when d tends to infinity, to the
distribution of X2 when X is a centered semi-circular random variable with
variance 1, which is [see Speicher (1999)] the Marchenko–Pastur distribution
with parameter 1.
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7.4. Convergence in probability of µ˜|Md| to Ψ(µ) in the general case.
Theorem 7.6. Let µ be a symmetric ∗-infinitely divisible distribution.
Let, for d≥ 1, Md be a random matrix with distribution Lµd .
Then the symmetrization µ˜|Md| of the spectral distribution of |Md| con-
verges in probability to Ψ(µ).
The proof is quite similar to the one of Theorem 6.1.
Proof of Theorem 7.6.
Notation, approximation of Md by M
t
d. Let G be the symmetric positive
finite measure on R such that µ= ν0,G∗ . Recall [equation (2)] that, for t > 0,
if:
1. G0t and Gt are the positive finite measures
G0t (A) =G(A ∩ [−t, t]), Gt(A) =G(A \ [−t, t])
for all Borel set A of R.
2. µt = ν
0,G0t∗ and νt = ν
0,Gt∗ ,
then we have:
(i) µ = µt ∗ νt, so for all d ≥ 1, Md has the same distribution as M td +
N td, where M
t
d and N
t
d are independent random matrices with respective
distributions Lµtd et L
νt
d ,
(ii) νt is the weak limit, when n→∞, of((
1− λt
n
)
δ0 +
λt
n
ρt
)∗n
for
λt =
∫
u∈R\[−t,t]
1 + u2
u2
dG(u), ρt =
1
λt
1 + u2
u2
dGt(u).
So for all d≥ 1, the distribution Lνtd of N td is the weak limit of the distribution
of
∑n
i=1N
t,(i)
d,n , where for all n ≥ 1, (N t,(i)d,n )1≤i≤n are independent copies of
U diag(Xn,1, . . . ,Xn,d)V with:
(a) (Xn,1, . . . ,Xn,d) i.i.d. random variables with distribution (1− λtn )δ0+
λt
n ρt,
(b) U,V unitary Haar-distributed randommatrices, independent of (Xn,1, . . . ,Xn,d).
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In the same way as in Section 6.3.2, we show that, for all a > 0,
P(rg(N
t
d)> da)≤
λt
a
.(18)
Let us denote, for ρ probability measure on R, ρ2 the distribution of X2
when X is a random variable with distribution ρ.
Consider ε, η > 0.
Let us show that there exists an integer d0 such that, for all d≥ d0,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(M∗dMd))− fΨ(µ)2(z)
∣∣∣∣> ε)≤ η.
Choice of t > 0. When t tends to +∞, the measure G0t converges weakly
to G. So, by Theorem 1.1, ν
0,G0t
⊞
converges weakly to ν0,G
⊞
. In other words,
Ψ(µt) converges weakly to Ψ(µ). So Ψ(µt)
2 converges weakly to Ψ(µ)2.
Hence, there exists T1 > 0 such that, for all t≥ T1,
sup
ℑz≥1
|fΨ(µt)2(z)− fΨ(µ)2(z)|<
ε
3
.(19)
When t tends to +∞, the real λt tends to 0, so there exists T2 > 0 such
that, for all t≥ T2,
λt ≤ εη
24
.(20)
Let t=max(T1, T2).
For all d≥ 1, we have
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(M∗dMd))− fΨ(µ)2(z)
∣∣∣∣> ε)
=P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz((M t∗d +N t∗d )(M td +N td)))− fΨ(µ)(z)
∣∣∣∣> ε).
Hence,∣∣∣∣1d Tr(Rz((M t∗d +N t∗d )(M td +N td)))− fΨ(µ)(z)
∣∣∣∣
≤
∣∣∣∣1d Tr(Rz((M t∗d +N t∗d )(M td +N td))−Rz(M t∗d M td))
∣∣∣∣
+
∣∣∣∣1d Tr(Rz(M t∗d M td))− fΨ(µt)2(z)
∣∣∣∣+ |fΨ(µt)2(z)− fΨ(µ)2(z)|.
But for all pair (M,N) of Hermitian matrices, for all z ∈ C \ R, Rz(M +
N)−Rz(M) =−Rz(M +N)NRz(M).
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So denoting ∆td =M
t∗
d N
t
d +N
t∗
d (M
t
d +N
t
d), we have∣∣∣∣1d Tr(Rz((M t∗d +N t∗d )(M td +N td)))− fΨ(µ)(z)
∣∣∣∣
≤
∣∣∣∣1d Tr(Rz((M t∗d +N t∗d )(M td +N td))∆tdRz(M t∗d M td))
∣∣∣∣
+
∣∣∣∣1d Tr(Rz(M t∗d M td))− fΨ(µt)2(z)
∣∣∣∣+ |fΨ(µt)2(z)− fΨ(µ)2(z)|.
(21)
The conclusion is similar to the one of Section 6.3.3. 
APPENDIX
We prove Proposition 5.3. Denote
∑d′
k=1 ud(k)ud(k)
∗ =Nd,d′ . As explained
in Section 6.1, it is equivalent to prove that, for every ε > 0,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Nd,d′))− fΨ(P(λ))(z)
∣∣∣∣> ε) d,d′→∞−−−−→
d′/d≃λ
0.
By Proposition 5.1, Ψ(P(λ)) is the limit of the spectral distribution of a
random matrix with distribution P
P(λ)
d . But, as noticed in Remark 3.2, P
P(λ)
d
is the distribution of
Md :=
X(dλ)∑
k=1
ud(k)ud(k)
∗,
whereX(dλ) is a P(dλ)-random variable, independent of the sequence (ud(k)).
So it suffices to prove, that for every ε > 0,
P
(
sup
ℑz≥1
∣∣∣∣1d Tr(Rz(Nd,d′)−Rz(Md))
∣∣∣∣> ε) d,d′→∞−−−−→
d′/d≃λ
0.
But it was noticed in Section 6.3.3, equation (15), that∣∣∣∣1d Tr(Rz(Nd,d′)−Rz(Md))
∣∣∣∣≤ 2d rg(Nd,d′ −Md),
which is not greater than 2d |X(dλ)− d′|, which converges in probability to
zero, by the weak law of large numbers.
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