Evolutional Acquisition of a Strategy Using Genetic Programming by 弓削, 孝文 et al.
福井大学工学部研究報告第49巻第 1号2001年 3月
Mem. Fac. Eng. Fukui Univ.， Vol. 49， No. 1 (March 2001) 129 
遺伝的プログラミングをもちいた戦略知識の進化的獲得
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In血ispapeにwehave been investigating an evolutional acquisition method of a strdtcgy for the 
repeated janken game. We define a strategy for the repeated janken game as a numerical function. 
We tried to acquire function formed strategy of an opponent using Genetic Programming(GP). 
Gene evolved according to evaluation of wil1 or lose rdte. Thus， we consider to acquirc elite gene 
出atcan win opponent in lughly rate. The results， we could acquire an e.fective strategy against 
simple automatic players. In acquired gene there are models of opponent strategies. In additionラwe
investigated to be acquired human's s凶 tegy.As a result、wecould get e百ectivestrategies against 
human. 
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1 はじめに
相手の考え方を知ることはヲ交渉の場において
重要なことである.事前に相手の特徴や考え方を
調べておくことで，交渉のさいうスムーズに話合い
が進むであろうしヲ駆け引きもやりやすくなる.し
たがって，過去のデータから交渉者のモデルをっ
くり学習することは，重要であると考える.
本研究では交渉の場のかわりにう繰り返しジャ
ンケンゲームという対戦ゲームを設定しヲ対戦結
果を利用して対戦相手の戦略モデルを獲得する枠
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組をつくった.繰り返しジャンケンゲームはうその
名の通りジャンケンを繰り返して対戦するゲーム
でありヲ勝敗は合計得点で決める)1][2]1回限りの
対戦ではヲグーヲチョキヲパーいずれの手を出して
もヲ勝負への期待値は変わらない.しかし?繰り返
しジャンケンゲームでは，同じ相手と繰り返し対
戦することになるので，図 1のようにヲそれまでの
自分の手と相手の手の情報が蓄積される.
相手が一定の戦略にしたがって次の手を決めて
いるならば，蓄積された過去の手の情報を利用す
ることで，相手の次の手を予測することが可能に
なる.蓄積された過去の手をもとに次に出す手を
決めることを繰り返しジャンケンゲームにおける
戦略とする.そしてう過去の手を入力として，次に
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図 1:対戦の様子
出す手を出力とする関数式で戦略知識を表現する.
対戦相手の戦略モデルを獲得する手法として，遺
伝的プログラミング(GP)を用いた.GPは，構造
的表現を扱えるように遺伝的アルゴリズムを拡張
したものであるJ3][4]GPを用いることでう関数式
の構造-を扱うことができ，戦略そのものを進化さ
せることができると考えた.
まず，簡単な戦略をフログラムで作成し，設定し
た基本関数群で表現できるか， GPによる知識獲
得実験をおこなった.その結果，大幅に勝ち越す個
体を獲得することができ，対戦相手となった戦略
に対して有利な戦略知識を獲得できた.また，獲得
した個体の中には，対戦相手の戦略そのものを内
包するものもあった.次に，人間の戦略モデルを獲
得できるか，実験をおこなった.実際にはヲ人間と
コンビュータの戦略が対戦した際の人間が出した
手の時系列データをもとに，知識獲得実験をおこ
なった.その結果，対戦相手としたデータだけでな
くヲ同じ人間の別のデータに対しても有利な個体
を獲得することができた.このことから、その人間
の戦略モデルといえる知識構造を近似的に獲得で
きたと思われる.
2 戦略知識の進化的獲得
2.1 戦略知識の関数式表現
RJGの戦略を過去の手の入力として，次に出す
手を出力とする次のような関数式で表現する.
n = F( o(t)ラo(t-1)， ...m(t)， m(t -1)) 
• o(t):t回前の相手の手
• m( t ):t回前の自分の手
関数式を構成する基本関数を表1にまとめる.基
本関数はそれぞれ固有の引数を取り，演算した結
果を返す.基本関数には，加算や減算といった四則
演算をはじめとして，iLguuや，iLpaaといった，条
件分岐型の関数を設定した.表中の llyJl，opp_h 
における初期値は Gを設定する.
2.2 GPによる知識の獲得
戦略知識の獲得手法として GPを用いる.評価
方法に繰り返しジャンケンゲームの対戦結果を利
用することで、対戦相手に有利な個体に進化させ
ることができる.
2.2.1 遺伝子コーディング
戦略を遺伝子とし，木構造で表現する.各個体の
木構造のノードは図2のような構造体で表す.
nodetype 
工D
pointer 
~ nodetype:非終端ノードのとき 関数
終端ノードのとき 整数
~ ID .関数のとき 関数醤号
整数のとき 整数の値
~ pointer 子供のノードへのポインタ
(nodetypeが関数のときのみ}
凶 2:木構造のノード
nodetypeはノードが関数か整数かを示す要素で
ある.IDは，ノードが持つ値で，ノードが関数の場
合はどの関数を使うか示す関数番号を表しヲ整数
の場合は，その数値を表す.表 1のIDが各基本関
数の関数番号である.pointerはノードが関数のと
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表 1:基本関数の定義
ID 関数名 表示名 機能。add(x，y) + x+yを返す
sub(x，y x-yを返す
2 multiple(x，y) 本 x本yを返す
3 divide(x，y x/yを返す x=Oあるいはy=Oの場合は0を返す
4 mod(x，y) % xをyで割った余りを返す
5 plus1(x) plus1 x+1を返す
6 plus2(x) plus2 x+2を返す
7 my-hand(x) my_h x手前の自分の手を返すx=Oの場合は 1手前の自分の手をう
x>N (現在の対戦回数)の場合，初期値を返す
8 opp-hand( x) opp_h x手前の相手の手を返すx=Oの場合は 1手前の相手の手を， I 
x>N (現在の対戦回数)の場合，初期値を返す
9 if-gu叫x，y1，y2) iLg xを3で割った余りが0の場合y1を，
余りが0以外の場合y2を返す
10 if-tyoki( x，y 1 ，y2) iLt xを3で割った余りが 1の場合y1をラ
余りが 1以外の場合y2を返す
11 if-paa( x，y1 ，y2) iLp xを3で割った余りが2の場合y1をう
余りが2以外の場合同を返す
きのみ存在しラ関数がとる引数に応じた数のポイ
ンタをもっ.このような構造体を組み合わせ，木構
造で表現したのが図 3である.
た手を次の手とする戦略知識を表している.
F() = (if_9 (opp_h 1) (my_h 2) 
(iU (opp_h 1) (my _h 3) (my _h 4 
o 判官)1.1で州
2.2.2 知識獲得システム
図4に本研究で使用した知識獲得システムの概
要を示す.
??
図 3:戦略知識の木構造表現
この関数式は，相手の 1手前の手が Gならば，1
手前に自分が出した手を次に出す手とする.またう
相手の 1手前の手がTならばス手前に自分が出し
た手を次の手とする.1手前の相手の手が，GでもT
でもない，つまり，Pの場合はう3手前に自分が出し
図 4:対戦の流れ
まず、初期集団の個体をランダムに生成する.集
団内の各個体は獲得対象となる相手戦略と繰り返
しジャンケンゲームをおこないヲその得点を評価
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値として得る.全ての個体が試合を行ないう評価値
を得た時点で遺伝的操作をくわえる.そして，世代
を交替しヲ次世代の評価に移る.
以上のような流れで打ち切り世代に達するまで
個体を進化させ，繰り返しジャンケンゲームに関
する相手の戦略知識の獲得を目指す.
2.2.3 遺伝的操作
次に、本研究で用いた遺伝的操作について簡単
に説明する.
(1)交叉
選択されたペアの部分木をランダムに選択し，両
者の部分木を取り換え交叉を実行する.図5に交叉
の例を示す.まず評価値をもとに親となる個体の
ペアを選択する.選択された個体の全ノードの中
から，乱数を使用して交叉ポイントとなるノード
を決定する.図5ではラ親 1のmyJl，親2の8が交
叉ポイントとなるノードである.次に，それぞれの
交叉ポイントに選ばれたノード以ドの部分木を取
り換える.以上の手順で交叉を行なう.
親 1 親 2
子2
図 5:交叉の例
(2)突然変異
交叉後の個体を突然変異率に応じて突然変異させ
る.突然変異を行なう場合は，交叉の時と同じよ
うに個体の全ノード数を調べ，乱数によってある
ノードを決める.そして，新たに生成した部分木を
そのノード以下の部分木と置き換える.新しい部
分木の生成はラ初期集団を作る時のアルゴリズム
を利用した.図 6に突然変異の例を示す.この場
合ρppムが突然変異をおこなうノードである.そ
して，新たに生成した(+25(my_h 3))という部分
木を (opp_h1)と置き換え，突然変異を終了する.
mutation 
図 6:突然変異の例
3 知識獲得実験
前章で説明した知識獲得の枠組を用いて実際に
知識獲得実験を試みた.まず，簡単な戦略を用意しラ
本研究で設定した関数群で表現できるか，また，GP
による進化的獲得がうまく機能するか検討した.
獲得の対象となる戦略として仕返し戦略，繰り
返し戦略，履歴 N連鎖戦略の 3種類を用意した
仕返し戦略は相手が前に出した手をそのまま出す
戦略.繰り返し戦略は刊GTP刊といったあるパター
ンを繰り返し出す戦略.そしてう履歴N連鎖戦略は
相手の手の連鎖の度合をみて次に出す手を決める
戦略である.これらの戦略をフログラムでつくり，
繰り返しジャンケンゲームの対戦相手とした.
実験に使用したパラメータを以下に示す.
表 2:実験のパラメータ
個体数 100 
打ち切り世代数 100 
突然変異率 0.07 
繰り返しジャンケンゲームの対戦凹数 1000 
評価値は勝ちの総和とする.したがって，評価値
の幅は0'"'-'1000となる.
3.1 1手前仕返し戦略に対する実験結果
1手前仕返し戦略は相手の 1回前の手をそのま
ま出す戦略である.各世代ごとのエリート評価値
をグラフにまとめた.世代を経るごとに評価値が
上昇していることがわかる.
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図 7:各世代ごとのエリート評価値
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獲得したエリート個体の 1つを図 8に示す.
図 8:獲得したエリート個体
図8の戦略木は，(+ 72(plus2( my_1)))である.1 
手前の自分の手に+2して，72を足した値を返す.
次の手を決めるには『その値を mod3すればいい.
ただし，72は3で割り切れるため，加算しても式
の値を 3で割ったあまりは変わらない. したが
ってラこの最良の個体の戦略を決定付けているの
は ，(plus2(η~y_1))という部分木であることが分か
る. (ηiy_1 )は相手の戦略そのものであり，plus2
することで優位に立つ戦略になっていることが分
かる.
3.2 GPTTP繰り返し戦略に対する実験結
果
繰り返しのパターンはGPTTPとする.各試行
における世代ごとのエリート評価値をグラフにま
とめた.
工リート評価怖
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図 9:各世代ごとのエリート評価値
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5回の試行全てで高い評価値をもっ(同体を獲得
することができた.
図 10にこの実験で獲得したエリート個体を示
す.また，(/~92 (% 170 224))を，演算した結果
は5であるので，図 11のように簡単化することが
できる.
図 10:獲得したエリート個体
図 1:簡単化したエリート個体
(opp_h 5)は，相手の 5手前の手を返す.G，T，P 
に+2するとJヘG，Tとなり，もとの手に勝つ手とな
るため，獲得したエリート個体はう相手の5手linの
手に勝つ手を出す戦略である.ただし、(οppJl.s) 
は，5回目の対戦までは初期値である Gを返すの
で，その間はY をだし続け、結果最初jの GPTTP
というパターンに対して 1勝 2敗 2分けとなる.
しかしヱ回目以降には PTGGTという手を出す
ので，全勝する.
3.3 履歴 2連鎖戦略に対する実験結果
履歴N連鎖戦略は，ゲームの履歴をより有効に
活用する戦略である.ゲームの履歴として蓄積し
ていた相手の手の連鎖の度合をみて，次に出す手
を決める戦略である.表 3で説明すると例えば
相手が G，Tと出した後に，Pを出した場合ー GTP
の耳目日を+1する.このようにして，相手の手の連
鎖の度合をパターン毎に調ベラ履歴連鎖テーブル
を構築する.このテーブルを使う事で様々な戦略
が考えられるが，本研究では，基本的に，一喜子多い
連鎖につながる手を出して来ると予想する戦略を
履歴 N連鎖戦略とする.相手が T，Pと出して来
た場合，表 3をみると， TPGの項目が最も多いの
で、相手は Gを出して来ると予想し、こちらは P
を出す.
連鎖数 Nを明やせば，より細かいパターンを分
類できるが，連鎖の度合が分散し，また，パターン
を検出するのにより多くの対戦回数を必要とする
ため，Nを地やすほど強い戦略ができるとは」概に
いえない.ここではー履歴2連鎖戦略に対して，知
識獲得実験をおこなった.
表 3:履歴連鎖テーブル
On-2 Onー 1 On 回数
G G G 。
G p 
T G 
T T 。
T 2 
P P 。
各世代ごとのエリート評価値をグラフにまとめ
た.
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図 12:各世代のエリート評価値
表 4:エリート個体の勝敗数
エリート個体 勝ち 敗け 引き分け
試行 1 491 48.5 24 
試行2 402 401 197 
試行3 498 414 88 
試行4 493 497 10 
試行5 489 487 24 
実験の結果ラ互角の勝負をする戦略知識を獲得
したものの，大幅に勝ち越すことはできず，履歴N
連鎖戦略に対して有効な戦略知識を獲得すること
はできなかった.
獲得したエリート個体の一つを図 13に示す.
図 13:獲得したエリート個体
この個体は，iLpaaの条件部である (plus1(plus2 
…以下の部分木を3で割ったあまりが， Pの値2を
返すならば，1186手前の相手の手を，2以外の値な
らば2手前の相手の手を出す戦略知識である.対
戦回数は 1000回なので，1186手前の相手の手は存
在しない.この場合う初期値である Gを出す.
3.4 人間の戦略モデルの獲得
本研究では，これまで，プログラムで生成した戦
略を相手として繰り返しジャンケンゲームの試合
をおこない，そのモデルを獲得する実験をおこなっ
てきた.その結果，履歴戦略には余り通用しなかっ
たが，他の固定的な戦略を近似的に表現すること
1:~5 
ができた.そこで，今度は人間を対象とし，その戦
略モデルを獲得できるか試みた.
3.4.1 実験方法
実験は直接人間と対戦し，その過程で相手の戦
略モデルを獲得するのではなく，すでにある対戦
結果をもとに学習をかけて，人間の戦略モデル獲
得を試みた.そのため，知識獲得実験を行うにあ
たって，人間にコンビュータと対戦してもらった.
コンビュータ側の戦略は履歴2連鎖戦略を使用し
た.30回の対戦を 6試合分おこない， 1試合目の
人間の手を datalラ2試合目を data2としてdata6
まで保存した.
試合の結果
COMの手 |G IG I TI p| 囚
図 14:人間 vsコンビュータ
各dataは人間の手の時系列データであり，この
順番に手を出す戦略とする.これらのデータを用
いることで，疑似的に人間と対戦しう人間が出した
手のモデルが本研究で設定した関数式で表現でき
るか検討する.
具体的な実験方法を図 15に示す.
まず，6つのデータから 1つdata.lを獲得対象戦
略として設定する.data1と集団内の各個体で繰
り返しジャンケンゲームをおこないう得た得点を
評価値として個体に与える.その評価値をもとに
遺伝的操作を加え，世代を交替する.これらの処理
を打ち切り世代に達するまで繰り返し， data1に
対して布効な戦略知識の獲得を試みる.
次に、知識獲得実験で得られたエリート個体を
その他の 5つのデータと対戦させ，エリート個体
の能力を検証する.
136 
知識獲得実験
学習データ 個体A 遺伝子集団
4ヲグ
エリート個体評価実
テストデータ
図l.t'):実験方法
実験に使用したパラメータを以下に示す.
表 5:実験のパラメータ
個体数 100 
打ち切り世代数 100 
突然変異率 0.07 
繰り返しジャンケンゲームの対戦回数 30 
評価値は勝ち数の総和を与えるので，評価値の
幅は0"'30となる.
3.4.2 実験結果
知識獲得実験の結果として，世代ごとのエリート
評価値と平均評価値を図 16のグラフに示す.世代
が進むごとに，エリート個体の評価値も上昇し，平
均値も上昇していることから，集団内に相手の戦
略に対して有効な知識構造がひろまったといえる.
JH目ifl向
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図 16:data1に対する実験結果
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実験で獲得したエリート個体の性能を評価する
ため，獲得の対象としたデータ以外の各データと
繰り返しジャンケンゲームの試合を行なった.そ
の結果を表 6にまとめた.
この実験では，人間の手のデータ列を対戦相手
とし，その知識獲得を試みた.実験の結果，対戦相
手としたデータ列に対して高い勝率を得た個体を
獲得することができた.したがって，人間が山した
手を本研究で設定した関数式で表現することがで
きたといえる.また，表6をみると，獲得したエリー
卜は，獲得の対象となった以外のデータに対して
も勝ち越す場合がある.これは，各データに共通す
る何らかの特徴を知識として獲得できたものと考
えられる.
datalを獲得対象とした実験で獲得したエリー
ト個体の一つを，図 17に示す.先程のプログラム
の戦略を獲得対象にした実験で得たエリート個体
よりも，はるかに複雑で大きな構造をもっ個体を
獲得した.
137 
表 6:獲得したエリート個体の対戦結果
対戦相手 data1 data2 data3 data4 data5 data6 
学習データ 勝 敗 分 勝 敗 分 勝 敗 分 月券 敗 分 勝 敗 分 勝 敗 分
data1 
..... 、 15 ~ー』 12 3 18 7 5 16 11 3 11 5 14 12 6 12 『句、、data2 11 6 13 、 17 5 8 18 2 10 2 16 12 8 10 12 
data3 14 11 5 15 11 4 
... ~、 12 13 5 10 4 16 10 7 13 ... 
data4 7 6 17 17 4 9 10 5 15 
『、、 3 18 14 7 11 12 円、
data5 8 11 11 9 11 10 14 7 9 16 6 8 
『、
h、尚、 12 3 15 
data6 15 13 2 14 10 6 12 11 7 8 16 6 8 14 8 
-、~、、』
図 17:data1のエリート個体
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4 考察 複数のデータに共通して出ていた特徴，すなわち
その人のくせや，考え方といったものを知識とし
本研究で設定した基本関数群と整数による関数 て獲得できたと思われる.今回の実験によって，人
式でどういった戦略知識が表現できるのか，まず， 聞が出した手について本論文で設定した関数群で
プログラムで生成した簡単な戦略を相手にして知 表現することが可能だとわかった.
識獲得をおこなった.
1手前仕返し戦略に対する実験ではヲ(my_h1) 5 まとめと今後の課題
という部分木を持つ個体を獲得した.この部分木
は自分の 1手前の手を返す.すなわち， 1手前仕
返し戦略そのものである.このように，相手の戦略
そのものを内包するような個体の獲得に成功して
いる.
周期 5のGPTTP繰り返し戦略に対する実験
結果では，(pllls2(opp_h 5))というエリート個体
を獲得した.この個体はう5手前の相手の手に勝つ
手を出す戦略で、刊周期 5の繰り返し"という考え
方を知識として獲得できており，獲得対象とした
GPTTP繰り返し戦略のみならずー周期 5の繰り
返し戦略全てに対して有効な戦略知識といえる.
履歴2連鎖戦略を獲得対象とした実験では、エリー
ト評価値がほぼ半分にまでしか上昇せず，有効な
戦略知識の獲得には至らなかった.ただし，全ての
対戦結果を参照する履歴 2連鎖戦略に対して、互
角の勝負をする個体を深さ 10程度の木で表現で
きたことは評価できると思われる.
以上の結果から，履歴 2連鎖戦略はうまく表現
できなかったが、その他の簡単な戦略に対しては、
遺伝的プログラミングによって関数群がうまく組
み合わさり，獲得対象の戦略を表現できることが
わかった.
次に，人間がもっ戦略知識を獲得できるか実験
を行なった.人間に 1000回ものジャンケンをして
もらうのは，不可能ではないがヲ後半面倒になって
同じ手を出し続けるなどの問題点があり，実現は
困難である.したがって，今回は履歴2連鎖戦略と
30回の対戦をしてもらい，その対戦結果から，人
間側の手の時系列データを使って知識獲得実験を
行なった.
その結果，人聞が出した手の系列に対して有効
な手を出す個体を獲得することができた.また，獲
得したエリート個体はラ獲得対象以外の未知のデー
タに対しても有効な場合があった.このことから『
本論文では，繰り返しジャンケンゲームにおけ
る戦略を獲得する手法について検討してきた.ま
ずヲ戦略を知識として一般化するために，過去の手
を入力として次の手を決定する関数式を用いて戦
略を表現した.この関数式は基本的な関数群と整
数の組合せで構成され，S式で表した.次にう獲得
する手法としてGPを用いた.GPによって戦略の
構造自体を変化させ，対戦相手の戦略に適した知
識構造を持つ個体に進化させることができると考
えた.実際に，フログラムで生成した簡単な戦略を
対戦相手とした場合，相手の戦略の根幹となる部
分を知識構造として獲得することができた.
また，人間の手の時系列データを対戦相手とし
て知識獲得実験を行なった結果，人間が出した手に
対して有効な手を出す戦略知識を獲得できた.ま
たーその個体は，対戦相手以外の未知のデータに対
しでもある程度いい対戦結果を得ることができた.
今後は，実際に人間と対戦しながら戦略を進化
させ，対戦相手の戦略モデルを獲得する実験をお
こなう.そのためには，少ないデータからいかに相
手のモデルを獲得するかを検討しなければならな
い.またうGPによる進化には時間がかかるため，少
ない時間で効率良く学宵する手法を検討する必要
がある.
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