The tradeoff between engineering costs and water treatment of the artificial lake system has a significant effect on engineering decision-making. However, decision-makers have little access to scientific tools to balance engineering costs against corresponding water treatment. In this study, a framework integrating numerical modeling, surrogate models and multi-objective optimization is proposed. This framework was applied to a practical case in Chengdu, China. A water quality model (MIKE21) was developed, providing training datasets for surrogate modeling. The Artificial Neural Network (ANN) and Support Vector Machine (SVM) were utilized for training surrogate models. Both surrogate models were validated with the coefficient of determinations (R 2 ) greater than 0.98. SVM performed more stably with limited training data sizes while ANN demonstrated higher accuracies with more training samples. The multi-objective optimization model was developed using the genetic algorithm, with targets of reducing both engineering costs and target aquatic pollutant concentrations. An optimal target concentration after treatment was identified, characterized by the ammonia concentration (1.3 mg/L) in the artificial lake. Furthermore, scenarios with varying water quality in the upstream river were evaluated. Given the assumption of deteriorated upstream water quality in the future, the optimal proportion of pre-treatment in the total costs is increasing.
Introduction
The artificial lake at the city center is an integral and glamorous component of municipal landscapes, which plays a key role in the water quality management, ecological maintenance and contamination control [1, 2] . The water environment conservation of artificial lakes has attracted considerable attention from governments and has huge market potentials, guided by the Chinese policy of environment conservation. Artificial lakes have high engineering plasticity, which means lake parameters could be adjusted flexibly due to intense human intervention and limited watershed scales [3] . However, at the present stage, the calculation of engineering costs for artificial lake design mainly concerns aesthetics and water quality without considering the interactions between costs and
Modeling Roadmap
The overall roadmap is presented in Figure 1 . The three major parts in the framework are the numerical model construction, surrogate model training, and multi-objective optimization modeling. The calibration of the numerical model and sensitivity analysis are conducted to guarantee the accuracy of simulation and the representativeness of selected input variables. After the batch operation of the numerical model, a set of input-output data are generated to train surrogate models, with an ANN and an SVM being used to conduct the training step. In the step of optimization modeling, the minimum engineering costs and minimum pollutant concentrations of lake water are set as objectives. The validated surrogate models can precisely interpret the nexus between input variables and output water quality indicators, while the nexus between input variables and the total cost can be deduced through the cost estimation. Then, the Pareto-optimal solutions calculated by the multi-objective optimization using a GA can demonstrate the tradeoff between different objectives. 
Introduction to MIKE21
MIKE21 (DHI, Copenhagen, Denmark) is a physically based numerical hydrodynamic and water quality model developed by the Danish Hydraulic Institute (DHI) (https://www.mikepoweredbydhi.com/). In this study, the two-dimensional computer program MIKE21 was used to build the numerical model in the roadmap. MIKE21, coupled with the ECO Lab (DHI, Copenhagen, Denmark) module, was used to simulate the hydrodynamic and water quality processes of the artificial lake. MIKE21 can generate unstructured grids, enabling depiction of the complex unnatural shape of the artificial lake. This modeling system has been widely used in engineering and environmental fields with a flexible and interactive menu system facilitating data handling, model input and program execution [28] . 
MIKE21 (DHI, Copenhagen, Denmark) is a physically based numerical hydrodynamic and water quality model developed by the Danish Hydraulic Institute (DHI) (https://www.mikepoweredbydhi. com/). In this study, the two-dimensional computer program MIKE21 was used to build the numerical model in the roadmap. MIKE21, coupled with the ECO Lab (DHI, Copenhagen, Denmark) module, was used to simulate the hydrodynamic and water quality processes of the artificial lake. MIKE21 can generate unstructured grids, enabling depiction of the complex unnatural shape of the artificial lake. This modeling system has been widely used in engineering and environmental fields with a flexible and interactive menu system facilitating data handling, model input and program execution [28] .
ANN and SVM
Two different machine learning algorithms, ANN and SVM, were used to train surrogate models in this study.
The ANN is composed of an input layer, a hidden layer and an output layer. Within each layer, several neuron elements collect input information from multiple sources and produce output information in accordance with a predetermined non-linear function [9, 29] . In this study, the Back Propagation (BP) Neural Network was used in surrogate model training. The learning process reforms the interconnections between neurons in different layers based on prepared input and output datasets. In the learning processes, the backpropagation (BP) technique is used by the gradient descent optimization algorithm to adjust the weights of neurons by calculating the gradient of the loss function [11, 15] .
The SVM is another popular machine learning algorithm used for classification and regression tasks [20, 21] . The general expression of SVM is shown as the following equation:
where f (x) represents an SVM surrogate model; x represents the input variable vector of training points; ·, · is the inner product operator; w and b are coefficients determined in the training process based on the Novel Structural Risk Minimization Principle [30] :
where the tradeoff between the two terms in the objective function (2) is balanced by the constant C; n is the number of training samples; y i is the ith output yielded from the numerical model; ε, ξ i , and ξ * i are used to define the feasible and infeasible regions. Once an SVM surrogate model is built, the output y can be calculated more efficiently than by the original numerical model. In this study, the radial basis kernel function was introduced to convert high-dimensional computing into low-dimensional computing.
Data and Methods

Study Site
The Jincheng Lake is an artificial lake in the city of Chengdu, which is located in Southwestern China and has a subtropical monsoon humid climate (Figure 2 ). The annual average precipitation, temperature and wind speed here are about 1100 mm/year, 16 • C and 1.1 m/s, respectively. The integrated water treatment system at the Jincheng Lake is composed of a pre-treatment system and an advanced treatment system (the Jincheng Lake), as shown in Figure 3 . The Xiaojia River, polluted by sewage, is the major recharge for the whole system. The polluted river water is diverted and firstly purified by the pre-treatment system consisting of a settling tank, a reaction pool, magnetic separation, and aeration. Then, the pre-treated water flows into the Jincheng Lake for the next advanced treatment, which is mainly accomplished by the self-purification capacity of the lake, further reducing contaminants in water.
The Jincheng Lake is still under construction, and the lake area was designed to be 11.3 × 10 4 m 2 . The inlet is set in the west boundary, which pre-treated water is diverted in as the recharge of the lake, and the outlet is set in the southeastern part (Figure 2c ). Rainfall-runoff generated around the Jincheng Lake is collected by municipal pipes. The artificial lake bed is covered by clay and an impermeable membrane to prevent seepage from the lake to groundwater, which is different from the natural water body closely connected with groundwater [31] . The decreasing rate of water level caused by evapotranspiration is approximately 1.1 cm/day according to the water level records in the Jincheng Lake during April and May in 2018. The midpoint of the southwestern lake was selected as the water quality assessment point by the management agency, as this open area is directly affected by the pre-treated water and can effectively reflect the self-purification capacity of the lake ( Figure  2c ). The ammonia concentration was chosen as the water quality indicator because ammonia is a critical nutrient of aquatic ecosystems that can lead to the death of animals, plants and plankton at a high concentration. The integrated water treatment system at the Jincheng Lake is composed of a pre-treatment system and an advanced treatment system (the Jincheng Lake), as shown in Figure 3 . The Xiaojia River, polluted by sewage, is the major recharge for the whole system. The polluted river water is diverted and firstly purified by the pre-treatment system consisting of a settling tank, a reaction pool, magnetic separation, and aeration. Then, the pre-treated water flows into the Jincheng Lake for the next advanced treatment, which is mainly accomplished by the self-purification capacity of the lake, further reducing contaminants in water.
The Jincheng Lake is still under construction, and the lake area was designed to be 11.3 × 10 4 m 2 . The inlet is set in the west boundary, which pre-treated water is diverted in as the recharge of the lake, and the outlet is set in the southeastern part (Figure 2c ). Rainfall-runoff generated around the Jincheng Lake is collected by municipal pipes. The artificial lake bed is covered by clay and an impermeable membrane to prevent seepage from the lake to groundwater, which is different from the natural water body closely connected with groundwater [31] . The decreasing rate of water level caused by evapotranspiration is approximately 1.1 cm/day according to the water level records in the Jincheng Lake during April and May in 2018. The midpoint of the southwestern lake was selected as the water quality assessment point by the management agency, as this open area is directly affected by the pre-treated water and can effectively reflect the self-purification capacity of the lake (Figure 2c ). The ammonia concentration was chosen as the water quality indicator because ammonia is a critical nutrient of aquatic ecosystems that can lead to the death of animals, plants and plankton at a high concentration. The integrated water treatment system at the Jincheng Lake is composed of a pre-treatment system and an advanced treatment system (the Jincheng Lake), as shown in Figure 3 . The Xiaojia River, polluted by sewage, is the major recharge for the whole system. The polluted river water is diverted and firstly purified by the pre-treatment system consisting of a settling tank, a reaction pool, magnetic separation, and aeration. Then, the pre-treated water flows into the Jincheng Lake for the next advanced treatment, which is mainly accomplished by the self-purification capacity of the lake, further reducing contaminants in water.
The Jincheng Lake is still under construction, and the lake area was designed to be 11.3 × 10 4 m 2 . The inlet is set in the west boundary, which pre-treated water is diverted in as the recharge of the lake, and the outlet is set in the southeastern part (Figure 2c ). Rainfall-runoff generated around the Jincheng Lake is collected by municipal pipes. The artificial lake bed is covered by clay and an impermeable membrane to prevent seepage from the lake to groundwater, which is different from the natural water body closely connected with groundwater [31] . The decreasing rate of water level caused by evapotranspiration is approximately 1.1 cm/day according to the water level records in the Jincheng Lake during April and May in 2018. The midpoint of the southwestern lake was selected as the water quality assessment point by the management agency, as this open area is directly affected by the pre-treated water and can effectively reflect the self-purification capacity of the lake ( Figure  2c ). The ammonia concentration was chosen as the water quality indicator because ammonia is a critical nutrient of aquatic ecosystems that can lead to the death of animals, plants and plankton at a high concentration. The flow chart of the integrated water treatment system at the Jincheng Park, including the upstream river, a pre-treatment system and an advanced treatment system (the lake).
Numerical Model Calibration and Sensitivity Analysis
The simulation of hydrodynamic and water quality processes through MIKE21 needs various types of driving data. Elevation data were extracted from the blueprint, and the digital elevation mesh data were further generated by interpolating the discrete elevation data using the kriging method. Meteorological data were downloaded from the China National Meteorological Information Center (http://data.cma.cn/). Figure 4 shows the precipitation and wind data from 0:00:00 on 1st April, 2018 to 0:00:00 on 31st May, 2018 with a temporal resolution of 120 s. Water pressure data loggers (Schlumberger Water Services, Canada) were placed on the lake bed at the assessment point to measure the sum of barometric and water pressure (P1), and on the island to measure the barometric pressure (P2). Hence, water depths at the assessment point can be calculated from measured pressure data (described as: depth = P1/ρg − P2/ρg, where ρ and g are water density and gravitational acceleration, respectively). The resolution of pressure was 2.0 cm H 2 O with an accuracy of ±5.0 cm H 2 O. The temporal resolution was set to 10 min for these two loggers. Both observed water level and ammonia concentration data were collected at the assessment point during the simulation period. Water samples were collected every 3 days and the ammonia concentration was measured in the water quality analysis lab of POWERCHINA Chengdu Engineering Corporation Limited. The calibration of the numerical model was operated manually in a trial-and-error manner. The objective of this calibration was not to optimize the goodness-of-fit while it was to adequately regenerate the spatiotemporal patterns of the lake water table and ammonia concentrations.
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Surrogate Model Training
The surrogate models generated by the SVM and the ANN were trained and validated by the data collected from the numerical model. The training samples were generated by running the In this study, four input variables were defined as determining parameters in optimization modeling: the water flow diverted from the upstream river into the pre-treatment system (Q, m 3 /s), the ammonia concentration after pre-treatment (C, mg/L), the designed water depth in the assessment point (D, m) and the biological respiration intensity (P, day −1 ) in MIKE21 (characterizing the designed density of animals and plants in the lake). These variables should have a significant sensitivity and engineering controllability, which means that they could be adjusted by engineering activities. To examine the magnitude of input data impacts on the model outputs, a sensitivity analysis was conducted for these four input variables (Q, C, D, and P). Because the calibrated current situation of construction period is absolutely different with the design of operation period, benchmarks of Q, C, D, and P were set as 0.03 m 3 /s, 2 mg/L, 1.95 m and 3 day −1 , respectively. For the sensitivity analysis, each input varied ±50% on the basis of the base value to see the change of daily averaged ammonia concentration during the steady state, only one input was altered at a time and the other three were kept unchanged. 
The surrogate models generated by the SVM and the ANN were trained and validated by the data collected from the numerical model. The training samples were generated by running the numerical model for specified times using different sets of input data. A MATLAB (Mathworks, Natick, MA, USA) program was developed to generate input files for MIKE21 and a script was prepared to invoke MIKE21 automatically. The numerical models were run in parallel at seven cloud servers (HUAWEI Cloud, https://www.huaweicloud.com/). The parameters of surrogate models were tuned and validated to maximize the coefficient of determination (R 2 ). During the tuning of surrogate models, a total of 600 samples of training data were used while more than 400 samples were generated for the validation, which needed approximately 5 days for computation on seven cloud servers. The Latin Hypercube Sampling (LHS) [32] was applied to conduct the sampling scheme, enabling relatively better representativeness for the total samples with a limited size.
For surrogate models trained with ANNs, with more neurons used in the hidden layer, the response surface performs more accurately. However, it may lead to overfitting, with generation ability decreasing. Therefore, numerical experiments with different numbers of neurons and various data sizes were designed in our study. Since the initial weight values of ANN were randomly set at the beginning of the training, different ANN models were created for each training process, yielding varying performances. Hence, the evaluation of ANN performances in this study depends on the average R 2 calculated by repeating the ANN model generation process 100 times.
Multi-Objective Optimization
In this study, the balance between the total cost and the water treatment ability of Jincheng Lake was concerned. A coupled simulation-optimization model was developed to explore the optimal design strategy for the Jincheng Lake with two main objectives: minimizing the expected engineering total costs in 10 years and the target pollutant concentration at the assessment point. The GA was used to catch the Pareto front. MATLAB solver "gamultiobj" was used to invoke the surrogate model and solve the optimization problem. The cost objective was formulated as follows:
where Minimized Cost is the total quantified cost in the integrated system including the engineering construction cost (Cost 2 + Cost 4 ) and the operation cost (Cost 1 + Cost 3 ), Cost 1 represents the expenses generated during the sewage treatment of the pre-treatment system, Cost 2 is for building the lake ecosystem such as planting reeds, Cost 3 indicates the expense for environmental maintenances like replanting vegetation, clearing silt and labor costs in the Jincheng Lake, and Cost 4 is the expense spent on the lake excavation according to municipal planning. As a whole, Cost 1 occurs in the pre-treatment system while Cost 2 , Cost 3 , and Cost 4 take place in the lake construction and operation. These four terms were calculated as follows:
Cost 2 (P) = area × unitPriceEcoC × (P/P 0 ) (9)
where parameters unitPriceEcoC (32.0 yuan/m 2 ) in Cost 2 and unitPriceExcav (10.7 yuan/m 3 ) in Cost 4 represent the unit prices of ecological construction and excavation costs, respectively; P 0 and D 0 are the maximum biomass and water depth under the present construction schemes; F 2 (P) is used to identify the maintenance cost reflected by P in the lake ecosystem. For water resources with different ammonia concentrations, Cost 1 is obtained by the integral over the marginal cost curve of the pre-treatment system which is estimated based on the engineering cost database of traditional sewage treatment measures (Figure 5a ). For instance, under the current condition (the ammonia concentration in the upstream is 7 mg/L), the unit cost of purification (F 1 (C)) to reduce the upstream ammonia concentration to midterm target concentrations (C) should be calculated as the integral of the marginal curve from 7 mg/L to C. This curve reflects that the unit cost of water treatments would rapidly increase with an improving water quality. The current common solution to solving this problem is to conduct advanced water purification by combining artificial lakes and wetlands with traditional sewage treatments.
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problem is to conduct advanced water purification by combining artificial lakes and wetlands with traditional sewage treatments. As Figure 5b shows, when the respiration rate is beyond a certain value, the marginal ecosystem maintenance cost will increase rapidly with the rise of replanting and labor costs. It is noteworthy that the maintenance cost will not decrease even at a very low respiration rate. This is because the lake ecosystem with a lower density of species is easier to cause biological invasion, resulting in increasing costs to deal with it.
In summary, Q, C, P and D were defined as input variables. The relationship between input variables and total costs was calculated as above. The water treatment ability of the whole system characterized by the target pollutant concentration of the artificial lake was simulated by surrogate models based on these input variables.
Results and Discussion
Model Calibration and Sensitivity Analysis
The comparison between simulated and observed water levels at the assessment point indicated a reasonable match with R 2 of 0.981 in calibration and 0.977 in validation (Figure 6a) . Meanwhile, the simulated ammonia concentrations also effectively exhibited the temporal variation of observed ammonia concentrations (Figure 6b ). Both results revealed that the calibrated numerical model can properly interpret patterns of water levels and the water quality in this artificial lake. The setting of input data and calibrated parameters are presented in Table 1 . As Figure 5b shows, when the respiration rate is beyond a certain value, the marginal ecosystem maintenance cost will increase rapidly with the rise of replanting and labor costs. It is noteworthy that the maintenance cost will not decrease even at a very low respiration rate. This is because the lake ecosystem with a lower density of species is easier to cause biological invasion, resulting in increasing costs to deal with it.
Results and Discussion
Model Calibration and Sensitivity Analysis
The comparison between simulated and observed water levels at the assessment point indicated a reasonable match with R 2 of 0.981 in calibration and 0.977 in validation (Figure 6a) . Meanwhile, the simulated ammonia concentrations also effectively exhibited the temporal variation of observed ammonia concentrations (Figure 6b ). Both results revealed that the calibrated numerical model can properly interpret patterns of water levels and the water quality in this artificial lake. The setting of input data and calibrated parameters are presented in Table 1 . a reasonable match with R 2 of 0.981 in calibration and 0.977 in validation (Figure 6a) . Meanwhile, the simulated ammonia concentrations also effectively exhibited the temporal variation of observed ammonia concentrations (Figure 6b) . Both results revealed that the calibrated numerical model can properly interpret patterns of water levels and the water quality in this artificial lake. The setting of input data and calibrated parameters are presented in Table 1 . (Figure 7 ). Among these four variables, Q and C display evident positive correlations with the ammonia concentration, because the quantity and concentration of pollutants flowing into the lake are directly controlled by these two inputs. In contrast, the lake ammonia concentration decreases as D and P increase, indicating an improvement of the lake water quality accompanied by increased water environmental capacities and self-purification abilities. It should be noticed that the lake ammonia concentration will not continuously increase with decreasing water depth, because the absorption of pollutants by plants is suppressed at a very low level when the water depth is shallower than a certain value. In addition, much gentler slopes in D and P indicate that water depth and respiration rate have much less impact on the ammonia concentration than the inflow recharge rate and ammonia concentration. Overall, the remarkable impacts for all four input variables on the outputs further support the feasibility of subsequent surrogate model construction.
pollutants by plants is suppressed at a very low level when the water depth is shallower than a certain value. In addition, much gentler slopes in D and P indicate that water depth and respiration rate have much less impact on the ammonia concentration than the inflow recharge rate and ammonia concentration. Overall, the remarkable impacts for all four input variables on the outputs further support the feasibility of subsequent surrogate model construction. 
Surrogate Model Performances and Comparisons
Performances of surrogate models by the ANN and the SVM were analyzed and compared with each other. For the ANN, a total of 544 surrogate models were built with 2 to 25 neurons in the hidden layer and the number of training data changing from 50 to 600. Results in Figure 8 demonstrate that for low-dimensional models like this study, with 4 inputs and only 1 output, the number of neurons which generates the optimum performance is changing with different sizes of training data. Generally, as the volume of training data increases, the optimal neuron number increases and the 
Performances of surrogate models by the ANN and the SVM were analyzed and compared with each other. For the ANN, a total of 544 surrogate models were built with 2 to 25 neurons in the hidden layer and the number of training data changing from 50 to 600. Results in Figure 8 demonstrate that for low-dimensional models like this study, with 4 inputs and only 1 output, the number of neurons which generates the optimum performance is changing with different sizes of training data. Generally, as the volume of training data increases, the optimal neuron number increases and the optimal network displays better performances. However, when the number of training samples exceeds 200 in this case, the optimal network does not significantly outperform the sub-optimal network, with the increasing risk of overfitting. The ANN has the linear time complexity (O(n)) and the SVM has the quadratic polynomial time complexity (O(n 2 )), where n represents the number of training samples. Both the ANN and the SVM has the linear space complexity (O(n)) When 200 to 500 training samples are used, both the ANN and the SVM obtain good performances with R 2 more than 0.98 ( Figure 9 ). However, once the number of training datasets falls below 100, the training performance of ANN dramatically turns bad while SVM performs more steadily. The R 2 of SVM can maintain over 0.95 using 50 to 100 sets of training data. When 200 to 500 training samples are used, both the ANN and the SVM obtain good performances with R 2 more than 0.98 ( Figure 9 ). However, once the number of training datasets falls below 100, the training performance of ANN dramatically turns bad while SVM performs more steadily. The R 2 of SVM can maintain over 0.95 using 50 to 100 sets of training data.
performances as a function of the number of training samples changes.
When 200 to 500 training samples are used, both the ANN and the SVM obtain good performances with R 2 more than 0.98 (Figure 9) . However, once the number of training datasets falls below 100, the training performance of ANN dramatically turns bad while SVM performs more steadily. The R 2 of SVM can maintain over 0.95 using 50 to 100 sets of training data. As reported in previous studies, response performances between ANN and SVM with different modeling dimensionalities and data sizes are different. As response surface surrogates of physically based numerical models, SVM has been reported having comparative performances as ANN in groundwater quality simulation (MT3D, nitrate), approximating the Soil and Water Assessment Tool (SWAT) model and computational fluid dynamics modeling [21, 33, 34] . These cases usually have smaller input data sizes at surrogates training steps compared with cases in this study. Furthermore, As reported in previous studies, response performances between ANN and SVM with different modeling dimensionalities and data sizes are different. As response surface surrogates of physically based numerical models, SVM has been reported having comparative performances as ANN in groundwater quality simulation (MT3D, nitrate), approximating the Soil and Water Assessment Tool (SWAT) model and computational fluid dynamics modeling [21, 33, 34] . These cases usually have smaller input data sizes at surrogates training steps compared with cases in this study. Furthermore, another kind of empirical model construction, which directly combines input and observed output data using learning machines to generate response relationships, gives close results. These black-box models generally have less modeling dimensions in rainfall-runoff modeling, river discharge prediction, water quality forecasting and related hydrological modeling fields [8, 19, 35] . In consequence, for this kind of low-dimensional (only one output and four input variables) water quality modeling projects, ANN should be preferred against SVM by a slim advantage of the fitting accuracy, in the premise of sufficient training data and time constraints.
The practical engineering is normally very time-sensitive, and computational analysis is the most time-consuming part in engineering designing. Hence, the comparison of the applicability of ANN and SVM utilized in engineering optimization has practical significance. For example, if the time for one model run is 30 min, the period of running the model for 100 times is about 2 days. With 100 sets of training data, SVM can generate acceptable results while the performance of ANN is not satisfying. On the other hand, ANN would be a better choice when about 300 sets of training data can be prepared within an ampler time (about 6 days). In the early design stage of an actual engineering project, SVM should be performed for the surrogate model construction with limited time (about 2-3 days) while ANN would be a better choice in a more relaxed time condition.
Multi-Objective Optimization of the Lake Design and Operation
Under the current river pollution status (the ammonia concentration in the river is approximately 7 mg/L), the tradeoff between target ammonia concentrations at the assessment point and expected costs in 10 years is interpreted by the Pareto front ( Figure 10 ). The slope of the curve reveals how much costs increase with a unit of target ammonia concentrations decreasing. The slope in low target ammonia concentrations is much higher than that in high target ammonia concentrations due to significantly increased construction and management costs. Hence, the turning point can be easily found at about 1.3 mg/L, indicating distinct kinds of economic efficiencies. For example, five water quality classifications from Class I to Class V with different uses have usually been used in traditional design for water treatment projects [36] . The criteria of ammonia concentrations in each class are shown in Figure 10 . Classes III, IV and V were often set as treatment targets with ammonia concentrations being 1, 1.5 and 2 mg/L, respectively. The expected costs in 10 years were calculated as about 44.0, 40.5 and 40.2 million yuan using both ANN and SVM when the target was set as Classes III, IV and V, respectively. It means that only additional 0.3 million Chinese yuan needs to be spent in improving the water quality from Class V to Class IV. For water quality improvement from Class IV to Class III, a much higher cost with the value of 3.5 million Chinese yuan is needed. In addition, for more refined water quality management, the ammonia concentration target around 1.3 mg/L could be an optimal choice. To provide scientific suggestions for future situations, a series of scenarios with the ammonia concentration of upstream river ranging from 4 to 10 mg/L were conducted. As expected, when the ammonia concentration of the upstream river increases, the Pareto front curve will move up, revealing that an upstream river water quality degradation results in larger costs under the same target ammonia concentration of lake water. On the other hand, the turning points of different scenario curves are all located at the concentration of about 1.3 mg/L, coinciding with the current situation. The result also demonstrates the validity of the optimal scheme even if the environmental background changes. With the target ammonia concentrations fixed at about 1.3 mg/L as discussed above, the simulated optimal expected costs increase by about 6 million yuan when ammonia concentrations of the upstream river increase by each 1 mg/L, ranging from 21.9 to 55.7 million yuan. Furthermore, as shown in optimal schemes in Table 2 , the fractional costs of pre-treatment increase from 28% to 59% with ammonia concentrations of the upstream river varying from 4 to 10 mg/L, illustrating that the improvement of background environment would cut down relative costs of pretreatments. When the environment around the lake has effectively improved, additional investments of the pre-treatment system will have less and eventually zero impact on lake water quality purification. Therefore, this study supports that more investments should be budgeted in the pretreatment system operation instead of advanced treatments of the lake with deteriorated upstream river water qualities. Table 2 . The optimal target ammonia concentration of the lake and fractional costs of the pretreatment system based on different ammonia concentrations of upstream river water.
The Ammonia Concentration
The To provide scientific suggestions for future situations, a series of scenarios with the ammonia concentration of upstream river ranging from 4 to 10 mg/L were conducted. As expected, when the ammonia concentration of the upstream river increases, the Pareto front curve will move up, revealing that an upstream river water quality degradation results in larger costs under the same target ammonia concentration of lake water. On the other hand, the turning points of different scenario curves are all located at the concentration of about 1.3 mg/L, coinciding with the current situation. The result also demonstrates the validity of the optimal scheme even if the environmental background changes. With the target ammonia concentrations fixed at about 1.3 mg/L as discussed above, the simulated optimal expected costs increase by about 6 million yuan when ammonia concentrations of the upstream river increase by each 1 mg/L, ranging from 21.9 to 55.7 million yuan. Furthermore, as shown in optimal schemes in Table 2 , the fractional costs of pre-treatment increase from 28% to 59% with ammonia concentrations of the upstream river varying from 4 to 10 mg/L, illustrating that the improvement of background environment would cut down relative costs of pre-treatments. When the environment around the lake has effectively improved, additional investments of the pre-treatment system will have less and eventually zero impact on lake water quality purification. Therefore, this study supports that more investments should be budgeted in the pre-treatment system operation instead of advanced treatments of the lake with deteriorated upstream river water qualities. 
Conclusions
A new surrogate based approach was developed for an urban lake, the Jincheng Lake, to optimize the design and management strategies of artificial lakes. The core approach reconciles physically based numerical water quality models (like MIKE21 in this case) and surrogate models that make multi-objective optimization feasible and tractable in engineering projects. Machine learning approaches, specifically ANN and SVM, were used to train surrogate models for replacing complex numerical models. This greatly decreased computational costs of the proposed modeling-optimization paradigm, and obtained acceptable performance at the same time. The method we proposed offers scientific quantifications to make tradeoffs between engineering costs and water treatment.
The decision of setting the target criterion of ammonia concentrations of lake water as 1.3 mg/L was found optimal. With lower target pollutant concentrations (i.e., more strict criteria), expected total costs of the water treatment and ecosystem maintenance in 10 years rapidly rise, leading to an economically inefficient decision. In addition, considering further environmental background changes, multiple scenarios with different ammonia concentrations of the upstream river were set up and simulated. The simulation suggested that increasing upstream pollutant concentrations would lead to higher expected costs while the optimal ammonia concentrations in all scenarios were found unchanged at about 1.3 mg/L. Meanwhile, the allocations of total costs also exhibit higher ratios of water purification costs in the pre-treatment system with deteriorating water qualities of the upstream river. These results can offer specific and available guidance for the sustainable development of urban ecosystems under a changing environment.
Traditional approaches to optimization in water treatment industry are mainly based on experiences of designers. In traditional approaches, only a few examples would be settled and analyzed manually, which is obviously a rough method with limited ability to reach the real global optimal scheme. Compared with traditional measures of water environment planning and management, this mathematically based approach proposed in this study performs more scientifically and matches the tight schedule of engineering project at the same time. However, the approach proposed in this study faces challenge when dealing with high-dimensional surrogate modeling problems. More temporal and spatial assessment points will be needed for higher representativeness, leading to much higher dimensions of output features in surrogate modeling. For this kind of complicated surrogate model, more powerful training methods like deep learning should be developed. 
