An important tool for the construction of tight wavelet frames is the Unitary Extension Principle first formulated in the Fourierdomain by Ron and Shen. We show that the time-domain analogue of this principle provides a unified approach to the construction of tight frames based on many variations of multiresolution analyses, e.g., regular refinements of bounded L-shaped domains, refinements of subdivision surfaces around irregular vertices, and nonstationary subdivision. We consider the case of nonnegative refinement coefficients and develop a fully local construction method for tight frames. Especially, in the shift-invariant setting, our construction produces the same tight frame generators as the Unitary Extension Principle.
Introduction
Tight wavelet frames provide representations of signals and images in applications, where redundancy of the representation is preferred and the perfect reconstruction property of the associated filter bank algorithm, as in the case of orthonormal wavelets, is kept. In progressive geometry processing of large sets of spatial data overcomplete representations are acceptable if the multiscale operations of data decomposition and reconstruction can hereby be simplified. The positive effect of redundancy in denoising has already been discovered in [11] .
The key to the efficient numerical implementation of the discrete frame transform is the connection of wavelet frames to a multiresolution analysis {V j ; j ∈ Z} of closed linear subspaces V j of L 2 (R d ). The fundamental work by A. Ron and Z. Shen [22] introduced wavelet MRA tight frames of L 2 (R d ), within the setting of shift-invariant subspaces, and included the pyramidal decomposition and reconstruction filter bank algorithms. Important tools for the construction of tight frames are the "Unitary Extension Principle" (UEP) in [22, Corollary 6.7] and the more general "Oblique Extension Principle" in [5, 13] . Both methods allow for the construction of compactly supported tight wavelet frames for many multiresolution analyses, see [3] [4] [5] 13, 16, 17, [20] [21] [22] [23] 25] for examples as well as the analysis and a comprehensive comparison of UEP and OEP.
The time-domain characterization of tight wavelet frames on uniform or irregular triangulations of bounded or unbounded domains in R d is a unified framework generalizing UEP and OEP. For the univariate case, it was shown in [9] that the time-domain setting includes the regular (shift-invariant) settings of scalar and vector-valued MRAs. In Section 3, we extend the results of [6, 7, 9] , which are relevant for the UEP, to the multivariate case, see Theorem 3.4. We would like to emphasize that Theorem 3.4 is a multivariate analogue of only a small part of the theory in [6, 7, 9] , where also the tight frame characterization based on the OEP is presented.
The time-domain analogue of the UEP in Theorem 3.4, regardless of the spatial dimension and the geometric configuration, boils down to the symmetric factorization of certain semi-positive definite matrices defined purely in terms of the refinement coefficients of the MRA generators. We refer to such matrices as "global," since all refinable functions on a specific refinement level V j of the MRA contribute to their definition. The factorization of the global matrix in Theorem 3.4 can be a tedious task. This was already observed in [6] for the construction of univariate frames which are composed of B-splines on irregular knot sequences.
Our main objective is to split the global problem into small local factorization problems, where the size of each "local" matrix only depends on the number of nonzero coefficients in the refinement equation of a single MRA generator. Theorem 3.9 enables us to determine the coefficients of the frame elements explicitly, even for MRAs based on subdivision algorithms on meshes with extraordinary (also called irregular) vertices. In particular, in the shift-invariant case, such local factorizations yield the same tight frame generators as the UEP which operates on the Fourier or z-transform of the scaling relations, see Section 2. This allows for a nice combination of Fourier-and time-domain techniques illustrated in Example 3.14, where we develop tight frames of L 2 (R) based on Rvachev's up-function defined in [24] . Altogether, our method of localization of the construction allows us to determine frame elements with one vanishing moment on rather general bounded (nonconvex) domains in R d and around irregular vertices.
In this paper, we do not deal with constructions which are based on the OEP. The main reason is that we cannot apply our local factorization techniques, if some of the refinement coefficients are negative. This typically happens in the OEP case, because the refinable functions of the MRA space V j are replaced by their linear combinations with positive and negative coefficients.
Fourier-domain and time-domain formulation of the UEP
In this section, we present a new perspective on the UEP, first introduced in [22] for the shift-invariant setting. This new perspective naturally leads to the method of matrix factorization for the construction of tight frames, as introduced in [6] , and allows us to simplify and generalize the approach in [6] to the construction of tight frames on domains D ⊆ R d . The following notations will be needed for the discussion of the shift-invariant setting. The Fourier transform on R d is given bŷ
We work with a general expansive matrix A ∈ Z d×d and let 
and, analogously,
For a fixed n ∈ N, we make use of column vectors p = [p(β):
and define the trigonometric polynomial
where
is a row vector. (The linear ordering of the indices β is of no importance; e.g., we can choose the lexicographic order.) The polyphase components of P are defined by the trigonometric polynomials
where the column vector p γ has entries p γ (β) = p(β) for β ∈ γ + AZ d ∩ [0, n] d and zero entries elsewhere. Thus, we have
and
We also note that
and, by (1) ,
With these notations, we can now describe the Fourier-domain formulation of the UEP introduced in [22] . Let φ ∈ L 2 (R d ) be a compactly supported refinable function,
with P as in (3) and P (0) = 1. Throughout this section, we assume that P satisfies the condition
which is called "sub-QMF" condition in [17] . This condition is necessary for the UEP, see [3] . As a consequence of (6) and (7), the polyphase components of P satisfy
This is equivalent to saying that p satisfies the sum rules of order 1.
The following result was obtained by A. Ron and Z. Shen in [22] , with some restrictions on the smoothness of φ, and in its full generality in [1, 8] .
Theorem 2.1. If trigonometric polynomials
then, forψ j := Q j (B −1 ·)φ(B −1 ·), j = 1, . . . , N, the family
The functions ψ j are called frame generators or framelets.
Note that, by the sub-QMF condition,
is nonnegative for all ω ∈ R d . Thus, the problem of finding Q j , j = 1, . . . , N, satisfying the identity (9) forγ = 0 amounts to decomposing R(ω) into a finite sum of squares (="sos") of absolute values of some trigonometric polynomials
This is related to a difficult algebraic problem concerning real positive polynomials on R d . The following result from [17, Theorem 4.4] gives more insight into this question. 
The matrix R in this result is not unique, in general. For nonnegative p, we show that a matrix R as in Theorem 2.2 can be chosen such that all the conditions in (9) are satisfied.
Therefore, we restrict our consideration to the case of nonnegative p, i.e., p(β) 0 for all β ∈ Z d . These are of special interest and include B-splines, Box-splines, and several other refinable functions generated by subdivision schemes. The following result describes an interesting consequence of the positivity assumption on p. Proof. The sub-QMF condition (together with P (0) = 1) implies the sum rules (8) . Conversely, due to (5) and Bγ ∈ Z d for allγ ∈Γ , we have
By (2), the above identity becomes
By the nonnegativity of p and (8) we obtain
This shows that P satisfies the sub-QMF condition (7). 2
Not only the sub-QMF condition, but also the frame construction based on (9) becomes simpler, if p is nonnegative.
Theorem 2.4. If p 0, then the matrix
is positive semi-definite and
Moreover, for any real matrix Q such that R = a −2 QQ T , the entries of the row vector
are trigonometric polynomials Q j which define a tight frame Ψ in (10).
Proof. Note that, by (3), we have
By means of the diagonal matrix P = diag(p), we rewrite the constant 1 as
Hence, the trigonometric polynomial R in (14) satisfies R(ω) = x(ω)Rx * (ω) with R in (12) . The definition of P and P (0) = 1 imply that the matrix R has column and row sums zero, i.e., Rx * (0) = 0. This together with the nonnegativity of p ensures that the matrix R is diagonally dominant and, therefore, positive semi-definite. Thus, there exists a real matrix
such that R = a −2 QQ T . Let Q j , 1 j N , be defined by the column vector q j as in (13) . By our construction, these trigonometric polynomials satisfy (9) forγ = 0. It remains to show that Q j , 1 j N , also satisfy (9) for everyγ ∈Γ \ {0}. First, we rewrite (9) as
If we take the sum over allγ ∈Γ , for fixed γ ∈ Γ , we obtain the equivalent system of equations
where P γ is given in (6) and, analogously, Q j,γ are the polyphase components of Q j defined by
Here, the column vector q j,γ is given by
otherwise.
An application of the sum rules (8) yields
Therefore, we can rewrite the left-hand side of (17), similar to (15) , and get
Due to the structure of p γ , the matrix R γ is of the same size as the matrix R in (12) and its nonzero columns are the corresponding columns of R. In other words, R γ is obtained by setting all columns of R with index σ /
has the same zero columns as R γ . Analogous to (4), we have
and this implies
which is (17). 2
The structure of the matrix R in (12) allows us to say more about the number of frame generators determined by (16) . Proof. The rank of R is at most N as the column vector x * (0) is in kern(R). 2 Remark 2.6. Note that the structure of the matrix R in (12) is crucial for the proof of Theorem 2.4. In the following we give an example showing that, just choosing any symmetric positive semi-definite matrix R satisfying R(ω) = 1 − |P (ω)| 2 = x(ω)Rx * (ω) and then determining its factorization R = a −2 Q T Q, does not guarantee that all of the conditions in (9) will be satisfied by the corresponding Q j , j = 1, . . . , N. Consider the univariate B-spline of order 2 satisfying
One of the possible matrix forms of the corresponding polynomial R(ω) is given by 
Let us compare our matrix approach to the UEP based constructions in [4, 21, 23] done in the Fourier domain. We emphasize that both methods lead to the same tight frames. However, instead of the factorization of (multivariate) Laurent polynomials employed in the UEP construction, in our method we factorize small positive semi-definite matrices. [23] ). Consider the 4-directional Box-spline φ : R 2 → R, whose Fourier transform isφ
Example 2.7 (Bivariate tight frames in
with m 1 = m 3 , m 2 = m 4 and
φ is refinable with respect to the dilation matrix A =
For m 1 = m 2 = 1 (the piecewise quadratic Powell-Zwart element) we have p = T and the matrix in (12) is
The construction of the tight frame in [23, Theorem 2.7] yields three C 1 piecewise-quadratic frame generators whose support agrees with the octagonal support of φ. Their masks are given by
In order to obtain frame generators with smaller support, we choose the [21] ). Let P (ω) be given by
Example 2.8 (Bivariate tight frames in
and φ be the solution ofφ(Bω) = P (ω)φ(ω) withφ(0) = 1. Then the function
is refinable with respect to
For the dilation matrix A = 1), (1, 1), (2, 1) , see [10] . For k = 1, we have
which defines a piecewise quadratic function φ 1 whose integer shifts are not stable. The construction in [21] produces two frame generators ψ 1 , ψ 2 with symbols Q 1 and Q 2 given by
Our method, at a first glance, provides three frame generators by means of the matrix factorization of x(ω)Rx * (ω) in (12) with
. However, the frameletsψ 1 ,ψ 2 which correspond to the first two columns of Q are related to ψ 1 from above by the identities
Sinceψ 2 is an integer-shift ofψ 1 , they can be combined to one framelet ψ 1 . Consequently, we get the same frame generators ψ 1 , ψ 2 as in [21] .
For k > 1, the number of framelets in [21] is k + 1, while the number N in Corollary 2.5 is 2k + 1. We have not investigated, if the reduction of the number of frame generators similar to (19) occurs also for larger k. Example 2.9 (Box-spline tight frames in [4] ). Let φ : R 2 → R be the Courant element witĥ
The matrix R in (12), with
The Kronecker-product approach presented in [4] leads to the same frame generators as the factorization R = 
Another factorization of the same matrix R is given by
Although both factorizations provide 7 framelets, the supports of the framelets in (21) are much smaller. Moreover, the new framelets (numbered according to the columns of Q) satisfy the relations
Therefore, the frame is generated by 3 distinct framelets ψ 1 , ψ 2 , ψ 4 (defined by the corresponding columns of Q) and some of their half-integer shifts. Note that ψ 1 represents a difference in the (x + y)-direction, ψ 2 represents a difference in the y-direction, and ψ 4 represents a difference in the x-direction. Since the rank of the matrix R is 6, there even exists a matrix Q ∈ R 7×6 satisfying R = 1 16 QQ T and defining a tight frame of 6 framelets. Note that using the method in [17] one also obtains 6 framelets in this case.
General form of the UEP
In this section, we consider the extension of the UEP to the irregular setting which allows for many variations: there may be irregularities coming from the decomposition of the domain, adaptation to the boundary, lack of scaling invariance, etc. Several examples at the end of this section illustrate these different scenarios.
It is worthwhile to mention that the time-domain formulation of the UEP, which we present below, makes no difference between the univariate and multivariate cases. Moreover, for the special case of MRA-framelets in the shift-invariant setting, no distinction is made between the scalar-valued MRA and vector-valued MRA. Therefore, we believe that the time-domain formulation will also shed a new light on the existing methods for the construction of frames and further simplify these methods.
First, we recall parts of the theory of nonstationary (or irregular) tight frames of L 2 (D) in [6] relevant to the UEP. This theory is based on the notion of quasi-projectors.
Let
and the spaces V j are spanned by the elements of the Bessel families
Here, M j is a finite index set, if D is bounded, and countable, otherwise. The family Φ j is also understood as a row vector of functions. Having a Bessel family means that the mapping
Nestedness of the spaces means that each of the functions φ j,k satisfies a refinement equation
with a column vector p j,k ∈ R M j +1 . By means of the matrix
the refinement relation between V j and V j +1 (more precisely Φ j and Φ j +1 ) is given by
We are only interested in tight frames whose elements ψ j,k have compact support. To be more precise, we give the following definition which is an extension from [6] to the multivariate case. The time-domain construction method for tight frames, which generalizes the UEP, starts by defining the sequence of locally supported kernels
The corresponding operators (called quasi-projections) are given by
Note that these operators are linear and bounded, since Φ j is assumed to be a Bessel family. Moreover, K j is selfadjoint and positive semi-definite. An important assumption of the frame construction in [6] is that the differences
are positive semi-definite as well. In terms of the kernels, and by means of the refinement equation (22), this means that
is a positive semi-definite kernel. Therefore, positive semi-definiteness of the operator K j +1 − K j is a consequence of the positive semi-definiteness of the matrix I − P j P T j , which defines an operator on 2 (M j ). The positive semidefiniteness of the operator K j +1 − K j and the matrix I − P j P T j are equivalent, if Φ j +1 , in addition to being a Bessel family, is also a Riesz basis of V j +1 . Similar to [6] , the symmetric factorizations of the matrices I − P j P T j , j 0, yield a tight frame of L 2 (D) in the sense of the following definition. Definition 3.2. Let {Φ j } j 0 be local and satisfy the refinement equations (22) . Let
where the matrix Q j defines a bounded linear operator from 2 (M j +1 ) to 2 (N j ) and N j is an appropriate index set. If the families Ψ j are locally finite Bessel families and
then the collection of functions
Remark 3.3. Definition 3.2 of MRA tight frames is more restrictive than the one in [6] as we consider the UEP only. For a more general notion of the "oblique extension principle" see [5, 6, 13] . By the identity (23), the family Φ 0 must satisfy
The result of [6, Theorem 2.4] characterizes MRA tight frames of L 2 (D) where D is an interval. The authors call such frames "nonstationary tight wavelet frames" due to the lack of shift-and scale-invariance. Others refer to such frames as "irregular wavelet frames." The straightforward extension of [6, Theorem 2.4 ] to the multivariate case contains the following time-domain version of the UEP. Theorem 3.4. Let {Φ j } j 0 be as in Definition 3.2 and P j be the refinement matrices in (22) . Assume that, for every f ∈ L 2 (D), the sequence
is monotonically increasing and converges to f 2 2 . If real matrices Q j , j 0, satisfy
and the families Ψ j = Φ j +1 Q j , j 0, are locally finite, then {Φ 0 , Ψ j : j 0} is an MRA tight frame of L 2 (D). Note that, by Definition 3.1, condition (C3) is valid for any local family {Φ j }. Remark 3.6. The approximation order of the truncated frame series
was investigated in [13] , for the shift-invariant setting. After showing thatK j = K j , the results of [15] were directly applicable. Operators K j are sometimes called Durrmeyer-type or quasi-projection operators. According to our knowledge, a detailed consideration of the approximation order of the operator K j is not available for the irregular setting. Preliminary results for the univariate case are contained in [7, Theorem 3.8] .
Example 3.7. An illustrative example of the local family {Φ j } j 0 is given by the L 2 -normalized B-splines of order m ∈ N, converges to zero, then the family {Φ j } j 0 is locally supported and the operators K j converge to the identity on L 2 (R). Indeed, condition (C1) follows from the facts that
Condition (C2) is a consequence of (C1) and the positivity of the B-splines, and condition (C3) is a trivial consequence of the local support property. As we will see below in a more general setting, the positive semi-definiteness of the differences K j +1 − K j follows from the positivity of the coefficients of the refinement matrix P j . The columns of this matrix are called "discrete B-splines." Their positivity follows from a recurrence relation known as "Oslo algorithm."
Factorizing the (global) matrix I − P j P T j in (24) of Theorem 3.4 becomes a tedious task, even for univariate splines with irregular knot sequences. The explicit form of the matrix factor Q j has so far been found for the shift-invariant setting (by the Fourier-domain approach) in [22] and for low order B-splines with irregular knot vectors in [6] . Therefore, we present a local construction method based on splitting the global matrix into the sum of small diagonal blocks. This construction also allows us to stress the connection between the Fourier and time-domain approaches. Let {Φ j } j 0 be local as in Definition 3.1. From now on, we assume that condition (C1) is satisfied, i.e.,
Similar to the example of B-splines, we define
and assume that d j,k > 0 for all j , k. Then the functions
define a partition of unity, since we have
Each of the functionsφ j,k satisfies a refinement equatioñ
with the column vector
For later use, we also define the integrals
Remark 3.8.
(i) In the shift-invariant case, where (V j ) defines a vector-valued MRA, the integrals of the functionsφ j,k , whose supports are contained in D, are easily computed from the refinement equation (25): Let r be the number of generatorsφ 1 , . . . ,φ r of the space V 0 . Then the vector [ φ 1 , . . . , φ r ] is an eigenvector for the eigenvalue 1 of an r × r matrix, whose entries are computed from P, see [12] . Note that, for positive refinement coefficients, these integrals are positive as well. The integrals of the boundary functions inΦ j , i.e., the ones whose supports include the boundary of D, depend on the geometry of D. (ii) IfΦ j is not given explicitly, but rather generated by a subdivision scheme, we can evaluate the desired integrals numerically, see [26] . Alternatively, as for Loop or Catmull-Clark subdivision scheme, the integrals are computed based on the assumption of quasi-regularity of the mesh: integrals of basis functionsφ j +1,k andφ j,k differ only by a constant factor (e.g., 4 for Loop and Catmull-Clark). Around irregular vertices, this leads to the same type of eigenvalue problem as described in (i), see [19] .
The fundamental assumption of our construction is
which naturally extends the condition of sum rules to the nonstationary case. Then we obtain the decomposition
Note that the matrices in (27) are all of the same size. The number and position of nonzero entries in the matrices on the right-hand side, however, depend only on the nonzero entries in the corresponding column vector p j,k . Especially, in the shift-invariant setting, these nonzero blocks are identical to the matrix in Theorem 2.4, but differ by their positions in the global matrix. The following theorem provides a fully local construction method for tight MRA frames and is the time-domain analogue of Theorem 2.4.
are positive semi-definite. Moreover, for factorizations
Proof. We define the M j × M j diagonal matrices j +1 is positive semi-definite. By (26) and (28), we obtaiñ
Next, we show that the column (and row) sums of this symmetric matrix vanish. Let 1 denote the constant row vector with entries 1. The refinement equation (25) gives
This yields
Due to the nonnegativity ofD j +1 and p j,k , the matrixR j,k is diagonally dominant with nonnegative diagonal and nonpositive off-diagonal entries. Thus, by congruency, R j,k is positive semi-definite.
The result follows by Theorem 3.4 and (27). 2
As in the previous section, we get the result on the number of frame generators. Proof. The rank of R j,k is at most N j,k as the column vector 1 T is in kern(R j,k ). 2 Remark 3.11. Let us compare Theorem 3.9 with the corresponding results in [18] . We reduce the problem of factorizing the |M j +1 | × |M j +1 | matrix I − P j P T j to |M j | simpler problems of factorizing the matrices R j,k , k ∈ M j , whose nonzero blocks are of size N j,k × N j,k , with N j,k usually being much smaller than |M j +1 |. For example, for B-splines of order m we have N j,k = m + 1, while |M j +1 | may be infinity. In contrast to our method, in [18] a global matrix of size |M j | × |M j | is being factorized. The normalization in [18] is chosen in such a way that the boundary framelets do not have any vanishing moment.
Remark 3.12. Usually, subdivision schemes generate the familiesΦ j (rather than the L 2 -normalized families Φ j ). The factorizatioñ
In order to ensure that the frame elements have at least one vanishing moment, we choose the matrixQ j,k with vanishing column sums, i.e., 1Q j,k = 0. This can be done, since 1 is in the kernel ofR j,k . Indeed, if this condition is satisfied, then
The advantage of our approach is the locality of the frame construction. We include two examples where we sketch the construction of a tight frame on a bounded nonconvex domain D ⊆ R d and the construction of tight frames for some nonstationary MRA, associated with the "up-function" in nonstationary subdivision. More examples are presented in [2] . Example 3.13. Consider the L-shaped domain D ⊂ R 2 in Fig. 1 , which is a part of the three-directional mesh in R 2 . The families {Φ j } j 0 are the three-directional piecewise linear Box-splines restricted to D. The index j corresponds to the level of the uniform refinement of the three-directional mesh encompassed by the boundary of D, and the multiindex k ∈ Z 2 denotes the center point of the corresponding hat function. At every interior vertex k, the matrixR j,k is a multiple of the matrix in (20) . Therefore, its factorization leads to the same frame elements as in the shift-invariant setting.
At the nonconvex corner k we have the refinement equatioñ andd j,k = 4 −j · 2/3. The factorization ofR j,k yields 5 elements of the tight frame supported in the neighborhood of the corner k. Figure 2 shows the function values at the mesh points at refinement level j + 1 and multiplied by 2 3/2−j . Another nice application of the time-domain factorization approach is presented in the following example, which combines Theorem 3.4 and the Fourier-domain constructions in [13, p. 21] . Thus, the construction of the families Ψ j in this case is equivalent to constructing a shift-invariant tight frame for the B-splines of orders j . For such constructions see, for example, [13, p. 21] or [16] .
