Abstract. Based on a recent result in [14] , in this paper, we extend it to stochastic evolution equations with jumps in Hilbert spaces. This is done via Galerkin type finite-dimensional approximations of the infinite-dimensional stochastic evolution equations with jumps in a manner that one could then link the characterisation of the pathindependence for finite-dimensional jump type SDEs to that for the infinite-dimensional settings. Our result provides an intrinsic link of infinite-dimensional stochastic evolution equations with jumps to infinite-dimensional (nonlinear) integro-differential equations.
Introduction
The object of this paper is to characterise the path-independent property of the density process (via the exponent process) of Girsanov transformation for stochastic evolution equations with jumps in Hilbert spaces, a class of semi-linear stochastic partial differential equations (SPDEs) with jumps. The latter class of SPDEs with jumps was studied analytically in [11] , which is continuously to be a hot topic nowadays. As a result, we derive an intrinsic link of stochastic evolution equations with jumps in Hilbert spaces to infinite-dimensional (nonlinear) integro-differential equations. The derived nonlinear equations involve a Burgers-KPZ type nonlinearity, which should link very well to statistical physics, such as studies of infinite interacting systems with non-Gaussian noise driven stochastic dynamics (cf. e.g. the discussions in [16] ).
The investigation of path-indepedent property of the density of Girsanov transformation for Itô type SDEs on R d started in [15, 18] , which was inspired by interesting considerations needed in economics and mathematical finance (cf. e.g. references in [18] ). In [16] , Wang and the second author considered stochastic evolution equations in Hilbert spaces driven by cylindrical Brownian motion, and obtained a characterisation theorem via Galerkin type finite-dimensional approximations developed in [17] . Moreover, in [14] , we studied the characterising path-independence problem for non-Lipschnitz SDEs with jumps on R d , where we derived a link of SDEs with jumps to integro-differential equations via a proper setting of Girsanov transformation for SDEs with jumps.
Due to the complexity of SPDEs with jumps, our extension can not be a straightforward analogy to [16] . In fact, we have to overcome several difficulties arising from handling equations with jumps in infinite dimensions, as well as need to establish a suitable Girsanov transformation for such equations and most importantly the Itô formula for the solutions of our stochastic evolution equations with jumps in Hilbert spaces, which we could not find in the literature. The obtained results extend both characterisation results in [16] and in [14] .
The rest of the paper is organized as follows. In the next section, we will formulate and prove a proper Girsanov theorem. The equations which we are concerned with are introduced in Section 3, where we follow [17] to develop a Galerkin type finite-dimensional approximation which extends the corresponding result in [17] . Moreover, we derive an Itô's formula for the solutions by utilising the Galerkin type finite-dimensional approximation. Section 4 is devoted to proving the main results of the characterisation for infinite-dimensional equations with jumps involving and not involving cylindrical Brownian motion, respectively.
The Girsanov theorem
In the section, we state and show a Girsanov theorem for Brownian motions and random measures in a real separable Hilbert space. We introduce our framework first.
Give a filtered probability space (Ω, F , {F t } t∈[0,∞) , P). Let {β i (t, ω)} i 1 be a family of mutual independent one-dimensional Brownian motions on (Ω, F , {F t } t∈[0,∞) , P). For a real separable Hilbert space (H, ·, · H , · H ), construct a cylindrical Brownian motion on H with respect to (Ω, F , {F t } t∈[0,∞) , P) by
where {e i } i 1 is a complete orthonormal basis for H which will be specified later. It is easy to justify that the covariance operator of the cylindrical Brownian motion W is the identity operator I on H. Note that W is not a process on H. It is convenient to realize W as a continuous process on an enlarged Hilbert spaceH, the completion of H under the inner product
Next, we introduce the jump measures. Let (U, U , ν) be a given σ-finite measure space (which is interpreted as a parameter space measuring jumps) and let λ : [0, ∞)×U → (0, 1) be a measurable function. Then, following e.g. Theorem I.8.1 of [6] , there exists an integer-valued random measure on [0, ∞) × U
with intensity measure (i.e., its predictable compensator) λ(t, u)dtν(du):
and thenÑ λ (dt, du) is the associated compensated martingale measure of N λ (dt, du). Moreover, we assume that W t and N λ are independent.
Fix arbitrarily T > 0 and U 0 ∈ U with ν(U \ U 0 ) < ∞. Set for any t ∈ [0, T ]
where γ : [0, T ]×Ω×H →H is P ⊗B(H)/B(H)-measurable, and ϕ :
We will use Λ t to define a new probability measureP and show that under the measurê P, Z t has a simpler form, namely, we get the following Girsanov theorem in our present framework.
Theorem 2.1. Assume that
Then under the probability dP := Λ T dP, the process Z t , t ∈ [0, T ], has the following form
where, on the new filtered probability space (Ω,
γ(s, x)ds is a cylindrical Brownian motion, and the predictable compensator and the compensated martingale measure of N λ (dt, du) are dtν(du) andÑ (dt, du), respectively.
Proof. For the cylindrical Brownian motion W , one could use the method similar to that in [4, Theorem 10.14] with some slight modifications. The proof is then completed by directly applying Theorem 3.17 in [7] to the random measure N λ (dt, du).
In Section 4, the above theorem will be used to transform certain relevant processes. Next, we would like to present a sufficient condition on γ and λ such that Λ T fulfills the assumption (1) . Note that Λ t , t ∈ [0, T ], is the Doléans-Dade exponential of M t , t ∈ [0, T ], i.e.,
Thus, we will analyze M t to get the desired sufficient condition. Firstly, we have
Secondly, we assume the following
In the section, we consider stochastic evolution equations with jumps in our infinite dimensional setting. Let us begin with some notions and notations. 
Let us give a definition of mild solutions to Eq.(2), which will be used in the sequel.
and P-a.s.
and then J(Y ) ∈ H. In fact, by the isometry formula and Remark 3.2, it holds that for 0 s < t T ,
Taking the limits on two sides as s → t, we obtain that
is mean square continuous in t. And mean square continuity of e tA x 0 , t 0
is mean square continuous in t and then is predictable.
Moreover, it follows from the above definition, the Hölder inequality and the isometry formula that
Remark 3.2 then let us to obtain further
By (H3.1) (H3.2) (H3.3) again, it holds that sup
By similar derivation to the above, one could have
Thus on [0, t 0 ] the mapping J has a unique fixed point Y which is a unique mild solution of Eq.(2). If t 0 = T , the proof is finished. If t 0 < T , we repeat the above procedure to get a unique mild solution of Eq.(2) on [t 0 , t 1 ] for some t 1 ∈ (t 0 , T ]. The approach is further utilsed till t n = T so that a unique mild solution of Eq.(2) on the whole interval [0, T ] is obtained. We are done.
Next, we will construct a finite dimensional approximation to Eq.(2) to set up a relation between Eq.(2) and a finite dimensional SDE with jumps. To be more precise, we will set up the Galerkin approximation to Eq.(2), for which we shall need the following assumption:
(H3.4) The operator −A has the following eigenvalues
We would like to emphasize here that the complete orthonormal basis {e j } j∈N is taken as the eigen-basis of −A throughout the rest of the paper. Recall that from now on we have the fixed complete orthonormal basis {e j } j∈N for H as specified in (H3.4). Set
x, e i H e i , x ∈ H, and then π n is the orthogonal project operator from H to H n . Moreover, π n e tA = e tA π n for t ≥ 0. Again set A n := A | Hn , b n := π n b, σ n := π n σ and f n := π n f . And then consider the following SDE with jumps in H n
Under (H3.1)-(H3.4), one can justify that the coefficients b n , σ n and f n are Lipschitz continuous and linearly growing. For example, for σ n , noting that W t = ∞ j=1 β j (t, ω)e j , we deduce that 
Proof. Note that X n , the unique strong solution to Eq.(3), also satisfies the following equation
Based on this and Definition 3.1, we compute E X n t − X t 2 H . By the Hölder inequality and the isometry formula, it holds that
For I 1 , since e tAn π n x 0 = π n e tA x 0 ,
And then we deal with I 2 . It follows from (H3.1) that
By the similar deduction to the above, we obtain that
Combining (6) (7) with (8), we have further that
where
By Definition 3.1 and Theorem 3.3, it holds that U t < ∞ and sup
H . For Eq. (5), by the similar calculation to that in the proof of Theorem 3.3, one could have that
Furthermore, by taking t 0 with 8 t 0 
This shows sup
H < ∞. Thus, taking the super limit on two sides of the inequality (9) as n → ∞, by the Fatou lemma we obtain that lim sup
Based on the proof in [17, Theorem 3.1.2], one could get
Thus, the proof is completed.
In the following, we will apply the Galerkin finite-dimensional approximation in the above lemma to deduce an Itô formula for real-valued functions of the solution X t , t ∈ [0, T ] to Eq.(2). Now, there exist some Itô formulas for real-valued functions of these solutions processes for these infinite-dimensional semi-linear SDEs with jumps containing Eq.(2), such as [2, Theorem 2.4] and [9, Theorem 27.1]. Unfortunately, they don't work here because of two requirements in them that the diffusion coefficient σ in Eq. (2) is a Hilbert-Schmidt operator and that the solution X t to Eq.(2) is a strong solution. In present, we will prove an Itô formula for Eq.(2) with σ ∈ L A (H) and a unique mild solution X t . Therefore, the result is independently interesting. 
where σ * (t, x) stands for the transposed matrix of σ(t, x), ∇ and ∇ 2 stand for the first and second Fréchet operators with respect to the second variable, respectively.
Proof. First of all, take the approximation sequence {X n t , t ∈ [0, T ]} n∈N for the solution {X t , t ∈ [0, T ]} of Eq. (2) . Note that {X n t , t ∈ [0, T ]} is a n-dimensional process. Applying the Itô formula in [6] to v(t, X n t ) for any t ∈ [0, T ], one could obtain that
where ∇ n · := n j=1 ∇·, e j H e j . Firstly, by continuity of v(t, x), ∂ ∂s v(s, x) with respect to x and Lemma 3.5, it is clear that
Those assumptions on v and self-adjoint property of the operator A admit us to obtain that
in the mean square sense and
Finally, taking the limits on two sides of (11) as n → ∞, by the above equalities we have (10) . The proof is completed.
The characterization theorem on H
In the section, we shall state and prove two characterization theorems, which are the main results in the paper. First of all, consider Eq.(2), i.e.
Moreover, we assume:
and for q = 2 and 4
(H4.1) (Non-degeneracy) σ(t, x) is invertible for any (t, x) ∈ [0, T ] × H and the inverse operator of σ(t, x) is uniformly bounded on (t, x) ∈ [0, T ] × H. It is obvious that the assumption (H3.3') is stronger than (H3.3) . In the following, we define the support of a H-valued random variable ( [10] ) and give out a support theorem under these assumptions. 
Proof. Since it is easy to see supp(X t ) ⊂ H, we only prove supp(X t ) ⊃ H. Moreover, from Definition 4.1, we only need to show that for any x ∈ H and r > 0,
or equivalently, P{ X t − x H r} < 1. On one hand, by Lemma 3.5 and the Chebyshev inequality, it holds that for any small 0 < ε < r and 0 < η < 1, there exists a N ∈ N such that for n > N,
On the other hand, for X n t , [13, Proposition 2.4] admits us to obtain that P{ X n t − π n x H r − ε} < 1 − η. Thus, combining these inequalities, we furthermore have that
So, the proof is completed.
In order to give main results, we also need the following assumption.
by Section 2 we know that Λ t is a exponential martingale under (H4.2) and satisfies the condition (1). Thus, by Theorem 2.1, one can obtain that under the measureP Eq. (2) is transformed as
Next, we observe Λ t . Set
Clearly, Y t is a one-dimensional stochastic process with the stochastic differential form
Now, we state and prove the first result of the section. 
if and only if (14) and v satisfies the following time-reversed integro-differential equation(IDE),
Proof. Firstly, let us show sufficiency. Assume that there exists a C 1,2 -function v(t, x) satisfying (13)(14) (15) . For the composition process v(t, X t ), the Itô formula in Proposition 3.6 admits us to get
Combining (13)(14)(15) with (16), one could have
Integrating the above equality from 0 to t ∈ [0, T ], we know that
By simple calculation, that is exactly (12) . Next, we prove necessity. On one side, there exists a
Moreover, based on (17) we conclude that v(t, X t ) is a càdlàg semimartingale with a predictable finite variation part. On the other side, note that X t solves Eq.(2) and v(t, x) is a C 1,2 -function. Applying Proposition 3.6 to the composition process v(t, X t ), one could obtain (16) v(t, X t− + f (t, X t− , u)) − v(t, X t− ) − f (t, X t− , u), ∇v(t, X t− ) H λ(t, u)ν(du)dt
[v(t, X t− + f (t, X t− , u)) − v(t, X t− )]Ñ λ (dt, du) + (σ * ∇v)(t, X t ), dW t H .
Thus, the above equality is another decomposition of the semimartingale v(t, X t ). By uniqueness for decomposition of the semimartingale ( [5] ), it holds that for t ∈ [0, T ], σ −1 (t, X t )b(t, X t ) = σ(t, X t ) * ∇v(t, X t ), log λ(t, u) = v(t, X t− + f (t, X t− , u)) − v(t, X t− ), u ∈ U 0 , and and studied. Furthermore, it is worthwhile to mention that a family of option prices is its viscosity solution.
Next, we consider Eq.(2) with σ(t, x) = 0, i.e. dX t = (AX t + b(t,X t ))dt + U 0 f (t,X t− , u)Ñ λ (dt, du), t ∈ [0, T ], (1 − λ(s, u))ν(du)ds , and then by similar deduction to the above,Λ t is an exponential martingale. Define a measureP t via dP t dP =Λ t .
UnderP t , by Theorem 2.1, the system (21) is transformed as dX t = (AX t + b(t,X t ))dt + U 0 f (t,X t− , u)Ñ(dt, du).
Note that the drift term still exists. Now, we study path-independence ofΛ t . By the similar proof to that in Theorem 4.3, we obtain the following result. − f (t, x, u), ∇v(t, x) H ev (t,x+f (t,x,u))−v(t,x) ν(du).
