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THE TROUBLE WITH TENSOR RING DECOMPOSITIONS
KIM BATSELIER∗
Abstract. The tensor train decomposition decomposes a tensor into a “train” of 3-way tensors
that are interconnected through the summation of auxiliary indices. The decomposition is stable,
has a well-defined notion of rank and enables the user to perform various linear algebra operations
on vectors and matrices of exponential size in a computationally efficient manner. The tensor ring
decomposition replaces the train by a ring through the introduction of one additional auxiliary
variable. This article discusses a major issue with the tensor ring decomposition: its inability to
compute an exact minimal-rank decomposition from a decomposition with sub-optimal ranks. Both
the contraction operation and Hadamard product are motivated from applications and it is shown
through simple examples how the tensor ring-rounding procedure fails to retrieve minimal-rank de-
compositions with these operations. These observations, together with the already known issue of
not being able to find a best low-rank tensor ring approximation to a given tensor indicate that the
applicability of tensor rings is severely limited.
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1. Introduction. The recent development of the tensor train (TT) decompo-
sition [19, 21, 23] in the domain of scientific computing led to myriad applications.
These tensor decompositions are a tool to lift the infamous curse of dimensionality
where the key idea is to represent a given tensor (or vector of exponential length) by
its TT or TR-decomposition. The hope is then that a low-rank representation results
in either an exact representation or in an approximation that is sufficient for practical
purposes. The innate power and versatility of this decomposition to lift the curse of di-
mensionality has led to applications in signal processing [7], neural networks [14, 18],
supervised machine learning [5, 27, 26], and many others [6, 15, 16, 20, 22]. The
TT-decomposition was in fact discovered a decade earlier in the physics community,
where it was known as the Matrix Product State (MPS) ansatz [24, 25]. There are
two versions of the MPS: one with open boundary conditions and one with periodic
boundary conditions. The open boundary conditions case is what is now known as
a TT-decomposition, while the periodic boundary conditions case is commonly re-
ferred to as the Tensor Ring (TR) decomposition. The generalization of TT to TR
happened very shortly after the introduction of TTs into the scientific computing
community [9, 10, 12]. In spite of their generality, TRs have found only limited ap-
plication: in the compression of fully connected and convolutional layers in neural
networks [29] and in solving the tensor completion problem [30, 32].
From an engineering point of view, the compression of a large data set (e.g. by
means of a TT or TR) is usually not the end goal but rather a first step in the design
and implementation of a solution to a particular problem. The next step is then
usually to perform particular operations on the compressed data in order to compute
some desired result. This in part explains the power and versatility of the TT/TR
representation in that they allows us “to do linear algebra” with vectors and matrices
of exponential size. Indeed, both vectors and matrices can be represented in either
an exact or approximate manner by TTs/TRs. Linear algebra operations such as
addition, matrix multiplication, the Hadamard and inner product, the Fast Fourier
Transform [8], linear system solving and matrix inversion [22] and the computation
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2 K. BATSELIER
of low-rank SVD approximations [3, 15, 16] can then be performed on the TT/TR
representation directly, which often results in enormous savings in computation and
storage. There is a small caveat, however, in that many of these operations will result
in TTs/TRs with increased sub-optimal ranks. This issue is completely solved by the
rounding procedure for TT-decompositions [21, p. 2305]. The TT-rounding algorithm
reduces any sub-optimal TT-ranks to their minimal values through subsequent QR
and SVD factorizations and has been recently adapted to work for TRs [17]. This
article will show how the TR-rounding algorithm fails to recover the minimal TR-
ranks for various cases. This issue is different from the already known problem that
a best low-rank TR approximation of a given tensor may not exist [13, 31], as only
exact minimal-rank decompositions are considered in this article. Before illustrating
the problem in Section 3 we first provide a short summary on the TR decomposition
in Section 2.
2. Tensor ring decomposition. A d-way tensor A ∈ RI1×I2×···×Id is in this
article a d-dimensional array where each entry is completely determined by d indices
i1, i2, . . . , id. The convention 1 ≤ ik ≤ Ik for k = 1, . . . , d is used, together with
MATLAB notation to denote entries of tensors. Boldface capital calligraphic letters
A,B, . . . are used to denote tensors, boldface capital letters A,B, . . . denote matrices,
boldface letters a, b, . . . denote vectors, and Roman letters a, b, . . . denote scalars.
The Hadamard (elementwise) product of two tensors is denoted ◦. The definition of
the TR decomposition has appeared in [9, 10, 12, 17, 33] and is presented here for
completeness.
Definition 2.1. The TR decomposition of a given tensor A ∈ RI1×I2×···×Id
is a set of 3-way tensors A(k) ∈ RRk×Ik×Rk+1 (1 ≤ k ≤ d) such that each entry
A(i1, i2, . . . , id) can be computed from
R1∑
r1=1
R2∑
r2=1
· · ·
Rd∑
rd=1
A(1)(r1, i1, r2)A(2)(r2, i2, r3) . . . , A(d)(rd, id, r1).(2.1)
The summations in (2.1) need to return a scalar, which implies that Rd+1 = R1. The
minimal dimensions R1, R2, . . . , Rd of the auxiliary indices r1, r2, . . . , rd such that
each tensor entry A(i1, i2, . . . , id) is equal to (2.1) are per definition the TR-ranks.
Fixing the i1, i2, . . . , id indices to definite values turns each of the TR-tensors into a
matrix A(k) , A(k)(:, ik, :) ∈ RRk×Rk+1 , allowing us to rewrite (2.1) as
A(i1, i2, . . . , id) = Trace
(
A(1)A(2) · · ·A(d)
)
,(2.2)
where the summations over the auxiliary indices in (2.1) are now interpreted as matrix
matrix multiplications together with the trace operation. The TT-decomposition is
commonly defined as a TR for which R1 = 1. Strictly speaking, the location of the
unit-rank in the ring is of no significance as the cyclic permutation property of the
trace operator in (2.2) always allows us to move the unit-rank to both the first and
last matrix factor. Consequently, an alternative definition of the TT-decomposition
is then Definition 2.1 with the additional condition that at least one TR-rank is one.
Any TR can be converted into a TT by rewriting the TR as a sum of rk TTs, where
rk is the auxiliary index that is removed [17, p. 21]. An alternative method to convert
a TR into a TT is presented in [11, p. 2]. An algorithm for the conversion of a TT
into a TR is described in [17, p.22].
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Expressions such as equation (2.1) quickly become complicated as the number of
tensors d increases. Fortunately, there is a convenient graphical representation of these
tensor structures. Figure 1(a) shows the diagram representation of a scalar, vector,
matrix and 3-way tensor. Each of these tensors is represented by a node, and each
edge corresponds with a particular index. Evidently, a scalar has no edges. The single
most important operation with tensors is the summation over a particular index, also
called a contraction, which is graphically represented by an edge that connects two
nodes. For example, Figure 1(b) shows a diagram representation of a matrix D with
entries
D(i, j) =
R1∑
r1=1
R2∑
r2=1
B(i, r1) A(r1, j, r2) c(r2),(2.3)
where the two contractions over the auxiliary indices r1, r2 are represented by the
two edges connecting B with A and A with c, respectively. Figure 2.1 shows the
Aa a A
(a) Diagram representation of a scalar a,
vector a, matrix A and 3-way tensor A.
AB c
D
(b) Diagram representation of (2.3)
Fig. 1. Basic TN diagrams.
diagram representation of a TR-decomposition of a d-way tensor A with uniform
dimensions N . Fixing the indices of A to specific values removes all vertical edges in
the diagram, which then represents equation (2.2). Assuming a uniform TR-rank R
sets the total storage complexity of the d TR-tensors to dNR2, completely removing
the exponential dependence on d and hence lifting the curse of dimensionality when
R ND.
R2 R3 Rd
R1
NNNN N N N N
A A(1) A(2) A(d)
Fig. 2. The tensor A of size Nd is represented by a TR A(1), . . . ,A(d).
3. Inability to recover the minimial-rank TR from a TR with sub-
optimal ranks. In this section the main problem with the TR-decomposition is
discussed through worked-out numerical experiments. We first provide the definition
of a minimal-rank TR as given in [17, p. 5].
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Definition 3.1. A vector r , (R1, R2, . . . , Rd, R1) is a minimal rank of a tensor
A if (i) there exists a TR-representation of A with TR-ranks r, and (ii) any other
TR-rank r′ of A satisfies r ≤ r′ under the elementwise inequality in Rd+1.
Note that it is perfectly possible that a minimal-rank TR turns out to be a TT. A first
issue with recovering the minimal-rank TR occurs with the addition of TRs. Indeed,
given a TR of A with TR-ranks R1, . . . , Rd, then the addition of A with itself results
in a TR with ranks 2R1, . . . , 2Rd. Since the resulting tensor is merely a scaled version
of the original tensor, one should be able to retrieve the original TR-ranks R1, . . . , Rd
through rounding. This is unfortunately not the case, an issue that was not discussed
in [33] and has only been recently resolved in [17] through an alternative definition of
the addition operation. The proposed solution consists of treating the “end-tensors”
of the TR as TT-tensors when adding them. There is no specific reason why one would
choose the “end-tensors” of the TR. One can take any two consecutive TR-tensors
in the ring and treat them as TT-cores when adding them together to retrieve the
original TR-ranks with rounding. This solution is not satisfactory for two reasons:
first, it breaks the “symmetry” of the TR by treating two of its tensors differently
when adding. Second, this ad-hoc solution provides no insight whether or how other
important operations can be redefined such that TR-rounding retrieves the minimal-
rank representation. Two such operations that are overlooked in [17] and remain
problematic for rounding are contractions and Hadamard products. The motivation
for each of these operations, together with simple examples where TR-rounding fails
are discussed in the following two subsections.
3.1. Matrix matrix multiplication in TR form. Repeated matrix matrix
multiplications in TT/TR form are commonly used in e.g. the randomized subspace
algorithm for computing a low-rank SVD approximation of a large matrix [3, p. 1235]
or in the determination of the predicted covariance matrix in the tensor network
Kalman filter [1, 2]. The modification of Definition 2.1 for the TR/TT decomposition
of a matrix A ∈ RI1I2···Id×J1J2···Jd is discussed in [19]. The main modification is
that each TR-tensor A(k) ∈ RRk×Ik×Jk×Rk+1 is 4-way as it now contains both a
row and column index. The entries of the kth TR-tensor that represents the matrix
matrix multiplication C = AB for two matrices A,B represented by TR-tensors
A(k) ∈ RRk×Ik×Jk×Rk+1 , B(k) ∈ RSk×Jk×Lk×Sk+1 , respectively, are given by
C(k)([rksk], ik, lk, [rk+1sk+1]) =
Jk∑
jk=1
A(k)(rk, ik, jk, rk+1) B(k)(sk, jk, lk, sk+1).(3.1)
The summation over all k dimensions Jk is effectively the summation over the columns
of A and rows of B in the matrix matrix multiplication. The multi-indices [rksk],
[rk+1sk+1] can be converted to the linear indices through
[rksk] = rk + (sk − 1)Rk,
[rk+1sk+1] = rk+1 + (sk+1 − 1)Rk+1,
which implies that the TR-ranks of C(k) are the products of the corresponding TR-
ranks of A(k) with B(k), which might be sub-optimal. A rounding step is therefore
required in order to reduce the TR-ranks of C to their minimal values. The existence
of a minimal-rank TR representation of C and the inability of retrieving this represen-
tation via TR-rounding can be demonstrated through the following example. Consider
a rectangular matrix A ∈ RI×Jd with I  Jd that has an exact TR-representation
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Table 1
Original TR-rank R and rounded rank of AAT for both the TT and TR case in Figure 3.
R TR-round(R2) TT-round(R2) #(TR(AA
T ))
#(TT(AAT ))
3 9 1 81
6 36 1 1296
9 81 1 6561
12 144 1 20736
with uniform TR-ranks R. The single row index of A is, without loss of generality,
included into the TR-tensor A(1) ∈ RR1×I×J×R2 as an additional index. The matrix
multiplication AAT ∈ RI×I can now be computed according to (3.1) in TR-form by
summing over the d indices with dimension J . These summations result in a ring of d
TR-tensors with uniform ranks R2. The diagram of these contractions are shown in
Figure 3 for the case d = 4. The minimal-rank TR representation of AAT obtained
from rounding is expected to be unit-rank, where the first TR-tensor is the I × I
matrix AAT up to a scalar factor. The product of the remaining scalar TR-tensors
constitute this factor.
A numerical experiment is run on a TR that represents a 6 × 64 matrix A with
uniform TR-ranks R ranging from 1 up to 12. All entries of the TR-tensors are
sampled from a standard normal distribution. Table 1 lists the retrieved ranks after
rounding for varying R values and shows that the TR-rounding algorithm (used with
a tolerance of 10−10) fails to retrieve the minimal rank-1 representation. Indeed, no
truncation of the TR-ranks is observed. The TR-rounding algorithm uses a tolerance
δ = ||C||F /
√
dR1 to determine the numerical rank of each unfolded TR-tensor via
an SVD [17, p. 12]. This tolerance δ guarantees that the relative error of the approx-
imation is upper bounded by . Figure 4 shows the singular value profile of the C(d)
tensor unfolded into a 36×36 matrix (R = 6) in the TR-rounding algorithm, scaled by√
dR1/||C||F . From this figure one can deduce that the minimal relative truncation
error  is approximately 10−4. Furthermore, Figure 4 shows that a rank-1 truncation
would result in a relative approximation error of 100%, from which we can conclude
that a TR simply does not allows us to retrieve the desired rank-1 representation.
The same matrix matrix multiplication can be computed using a TT representa-
tion by first converting the TR of A into a TT. The TT-rounding algorithm with a
tolerance of 10−10 always retrieves the minimal rank-1 representation, as shown in the
third column of Table 1. The inability of the TR-rounding algorithm to reduce the
obtained TR-ranks results in a linearly growing ratio of storage complexities, shown
in the fourth column of Table 1 where the symbol #(·) denotes the total number of
parameters.
3.2. Hadamard product of two tensors in TR form. The application of
any nonlinear scalar function f(·) to all entries of a tensor A in TR/TT form can be
approximated using Taylor series and implemented with Hadamard products. Sup-
pose, without loss of generality, that the Mclaurin series can be used to approximate
f(·), then
f(A) ≈ f(0) I + f ′(0) A+ f
′′(0)
2!
(A ◦A) + · · ·
where I denotes the tensor of all ones of appropriate size. One application for such an
approximation is the construction of a kernel matrix in support vector machines [28]
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Fig. 3. The matrix product AAT ∈ RI×I in TR form when d = 4.
Fig. 4. Scaled singular value profile of the unfolding of C(4) when R = 6.
where the observed data matrix is given in TT/TR form [4]. Another use of the
Hadamard product is found in the superfast Fourier Transform of data in TT form [8].
The TR that represents the Hadamard product C of two tensors A, B in TT form
can be computed directly from the matrix Kronecker products
C(:, ik, :) = A(:, ik, :)⊗B(:, ik, :) (1 ≤ ik ≤ Ik, 1 ≤ k ≤ d),(3.2)
as described in [21, p. 2310]. Note that equation 3.2 was originally described for TTs
but needs no modification to work for TRs. The Kronecker products in (3.2) imply
that the TR-ranks of C are the product of the TR-ranks of A with the corresponding
TR-ranks of B. After computing the TR of the Hadamard product, a rounding step
can be used to reduce the ranks to their minimal values.
The inability of the TR-rounding algorithm to reduce the ranks of a Hadamard
product is now demonstrated through a numerical experiment. A TR with uniform
TR-ranks R of a cubical 6-way tensor A with a dimension of 6 is hereto constructed.
Again, each of the TR-tensor entries is sampled from a standard normal distribution.
The Hadamard product of A with itself is then computed through (3.2), followed
by the application of the TR-rounding algorithm. The whole procedure is repeated
for TR-ranks ranging from 1 up to 12. Table 2 lists the original TR-rank and the
TR-rank obtained after rounding the Hadamard product. Just like in Section 3.1, no
reduction of the rank can be observed as each entry of the second column of Table 2
is the square of the corresponding entry in the first column. Each of the TRs was also
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Table 2
Original TR-rank R and rounded rank of the Hadamard product in both TT and TR form.
R TR-round(R2) max(TT-round(R2)) #(TR(A◦A))#(TT(A◦A))
3 9 45 0.13
6 36 216 0.48
9 81 216 2.46
12 144 216 7.78
converted into a TT, which resulted in TT-ranks that were higher than the TR-ranks.
The Hadamard product was computed with these TTs, followed by the TT-rounding
algorithm. The maximal TT-ranks of the result are listed in the third column of
Table 2. For R ≥ 5 all maximal TT-ranks are 216, which implies that the total
storage requirement of the Hadamard product in TT form remains constant for all
R ≥ 5. The inability of the rounding algorithm to reduce the storage complexity of the
TR compared with the TT reflects itself in an increasing storage complexity, as shown
in the fourth column of Table 2. One can see from the scaled singular value profile of
the fifth TR-tensor of A ◦A obtained through (3.2) in Figure 5 that no truncation
of the rank is possible without the introduction of a relative approximation error of
at least 100%. The existence of TR representations of A ◦A with TR-ranks that are
at least smaller than obtained through (3.2), but perhaps still not minimal, can be
verified by converting the TT of A◦A into a TR and then applying the TR-rounding
algorithm. In this case the rounding algorithm does reduce the TR-ranks and finds
a maximal rank R5 = 108 for all R ≥ 4, such that lower-rank representations can
be found for all R ≥ 11. The TRs of A ◦A obtained in this fashion exhibit smaller
storage complexities than the TRs obtained through (3.2) only when R ≥ 7.
Fig. 5. Scaled singular value profile of the unfolding of the fifth TR-tensor when R = 12.
4. Conclusions. The innate power and versatility of both TTs and TRs lies
in their potential to perform linear algebra operations on vectors and matrices of
exponential size in a computational and storage efficient manner. Numerical ex-
periments in this article have demonstrated that it can be impossible to recover an
exact minimal-rank TR representation through a rounding procedure after applying
common operations such as contractions and the Hadamard product. As a result,
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TR-ranks will grow exponentially with repeated application of these operations. The
impossibility of retrieving an exact minimal-rank TR through rounding, together with
the non-existence of a best low-rank TR approximation severely limits the applicabil-
ity of TRs.
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