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Abstract
Advances in embedded digital computing and communication networks have enabled the
development of automated driving systems. Autonomous cruise control (ACC) and coop-
erative ACC (CACC) systems are two popular types of these technologies, which can be
implemented to enhance safety, traffic flow, driving comfort and energy economy. This
PhD thesis develops robust and adaptive controllers for plug-in hybrid electric vehicles
(PHEVs), with the Toyota Plug-in Prius as the baseline vehicle, in order to enable them to
perform safe and robust car-following and platooning with improved vehicle performance.
Three controllers are designed here to achieve three main goals. The first goal of this
thesis is the development of a real-time Ecological ACC (Eco-ACC) system for PHEVs, that
is robust to uncertainties. A novel adaptive tube-based nonlinear model predictive control
(AT-NMPC) approach to the design of Eco-ACC systems is proposed. Through utilizing
two separate models to define the constrained optimal control problem, this method takes
into account uncertainties, modeling errors and delayed data in the design of the controller
and guaranties robust constraint handling for the assumed uncertainty bounds. In addition,
it adapts to changes in order to improve the control performance when possible. Further-
more, a Newton/GMRES fast solver is employed to implement the designed AT-NMPC in
real-time. The second goal is the development of a real-time Ecological CACC (Eco-CACC)
system that can simultaneously satisfy the frequency-domain and time-domain platooning
criteria. A novel distributed reference governor (RG) approach to the constraint handling
of vehicle platoons equipped with CACC is presented. RG sits behind the controlled string
stable system and keeps the output inside the defined constraints. Furthermore, to improve
the platoon’s energy economy, a controller is presented for the leader’s control using NMPC
method, assuming it is a PHEV. The third objective of this thesis is the control of hetero-
geneous platoons using an adaptive control approach. A direct model reference adaptive
controller (MRAC) is designed that enforces a string stable behavior on the vehicle platoon
despite different dynamical models of the platoon members and the external disturbances
acting on the systems. The proposed method estimates the controller coefficients on-line to
adapt to the disturbances such as wind, changing road grade and also to different vehicle
dynamic behaviors. The main purpose of all three controllers is to maintain the driving
safety of connected vehicles in car-following and platooning while being real-time imple-
mentable. In addition, when there is a possibility for performance enhancement without
sacrificing safety, ecological improvement is also considered.
For each designed controller, Model-in-the-Loop (MIL) simulations and Hardware-in-
the-Loop (HIL) experiments are performed using high-fidelity vehicle models in order to
validate controllers’ performance and ensure their real-time implementation capability.
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Chapter 1
Introduction
1.1 Background
The ever-increasing need for fast and safe transportation for the growing world population,
air pollution from the transportation sector and also limited available sources of fossil fuel
are major concerns worldwide. The increased number of vehicles has resulted in more
congested traffic, accompanied by a higher risk of accidents. Earth’s current population
is nearly 7 billion and continuing to grow at a high rate. The high population growth
rate and developments in economies demand more efficient and safe transportation sys-
tems. Currently, there are about 1 billion vehicles in the world, a number that with the
current demand for personal transportation, is expected to double in the next few decades
[1]. This rapid growth in the number of vehicles has led to high congested traffic which
increases driving risk and demands a higher effort from the driver to drive safely. Each
year, around 1.3 million people die in car accidents and, by the current growing rate of
vehicle ownership, this number is expected to increase to about 1.9 million per year [2].
Moreover, transportation is currently responsible for 22% of the total anthropogenic global
greenhouse emissions [3]. These emissions have doubled since 1970 and road vehicles are
responsible for 80% of it. If this growth continues at the current rate, emissions will be
doubled by 2050 which makes the transportation sector the largest producer of greenhouse
gases [1, 4]. These issues have encouraged governments, industry, and academia to come
up with different ways to achieve more efficient, green and safe transportation systems.
Consequences of air pollutants from the transportation sector have forced governments
to apply harsh emission standards such as the American Corporate Average Fuel Economy
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(CAFE), whose purpose is to reduce energy consumption by increasing fuel economy. Each
manufacturer must pay a penalty fee if fail to meet the standard of the given model year
[5]. These laws force car manufacturers to investigate different techniques to increase their
fleet’s fuel economy.
Electrification was introduced as a way to achieve sustainable transportation with high
fuel efficiency and minimal emissions [6]. Battery Electric Vehicles (BEVs) produce zero
emission as they use a battery as their only energy source. Also, with 80% efficiency, they
offer a lower energy cost compared to the conventional vehicles with about 30% efficiency.
However, despite the very opportunities that lie in BEVs, there is an unwillingness towards
purchasing them due to their smaller size, shorter range, higher price and longer refueling
time [1].
Hybrid Electric Vehicles (HEVs) are another solution for improving fuel efficiency and
lowering emissions. They combine a main engine with electric motors and batteries to
improve their efficiency and regenerate wasted energy from braking or in down-hill slopes.
PHEVs are another version of HEVs with larger batteries that can be fully charged from
the grid before starting the vehicle. The larger batteries enable them to perform as an
electric vehicle, with an engine reserved to extend their range when needed. They have
much better fuel economy and also produce lower emissions by getting energy from their
two different sources.
In parallel, advances in embedded digital computing and communication networks,
along with the development of lower cost on-board vehicle sensors, have enabled the de-
velopment of automated driving systems. Advanced Driver Assistance Systems (ADAS)
is one of the most important outcomes of these developments. The purpose of ADAS
technologies is to sense the vehicle’s environment and assist the driver according to the
changes in the environment [7]. ADAS technologies can improve safety by reducing the
effect of error in human judgment in emergency situations and enhance the driving per-
formance by making optimal decisions in autonomous interaction with the environment.
Autonomous cruise control (ACC) and Cooperative ACC (CACC) are two of the most
promising ADAS technologies. In these systems, radar and or Vehicle to Vehicle (V2V)
communications give the inter-vehicular distance and speed of the preceding vehicle(s) to
the controller of the autonomous system. The controller will adjust the vehicle’s speed to
keep a minimum safe distance ahead in ACC and to enable a string of vehicles to follow
each other in very close inter-vehicular distances, in CACC. These technologies are con-
sidered key components for any future intelligent autonomous vehicle [7]. The two-way
wireless communication environment provided by the V2V and Vehicle to Infrastructure
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(V2I) communications enables the development of a connected vehicles environment. To
improve its performance, a connected vehicle uses wireless technologies to communicate
with other vehicles, infrastructure, and other on-board sensors. A connected vehicle is
able to collect previously unobtainable and accurate traffic data such as other vehicles’
maneuvers, trajectories, destinations and road data [8]. With more information about its
environment, the connected vehicles control system can make optimal decisions to improve
its performance.
As explained above, ACC allows close car-following, which is the ability to follow a
preceding vehicle safely with no input from the driver. CACC goes one step further by
providing vehicle platooning, which is the ability to create strings of vehicles that move
cooperatively and safely with short inter-vehicular distances. These technologies will en-
hance driving safety and performance. Close car-following and platooning would result in
less drag and better fuel economy for the follower vehicles. Authors in [8] showed that
platooning can decrease fuel consumption of heavy-duty vehicles up to 7.7%. Also, pla-
tooning results in reduced necessary action and judgment from the driver, which result in
safer travel with more comfort for the driver. Moreover, close driving increases the capacity
of the roads by minimizing necessary gaps between vehicles. These benefits will result in
higher safety and reduced fuel consumption, emissions, traffic congestions, travel time and
also less demand for the construction of more roads.
The benefits of vehicle electrification, ADAS, and connected vehicles technologies have
captured the attention of many researchers from academia and also industry. These tech-
nologies can enable vehicle manufacturers to improve the safety of their vehicles, enhance
driving performance and reduce fuel consumption and pollutions caused by their fleet to
maintain their annual average fuel consumption allowed by the government standards. To
be able to take advantage of these technologies, intelligent vehicle control systems should
be developed that can work with such new and advanced technologies.
1.2 Motivation and challenges
Although these technologies offer significantly improved performances, issues like commu-
nication network imperfections and also the model and measured data uncertainty have
prevented their practical applications. These shortcomings become more concerning when
dealing with safety, especially in close car-following and platooning that rely heavily on the
data received from the connected vehicles environment. Network imperfections and data
uncertainties can result in low performance, unsafe driving and even accidents.
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To guarantee the safety of car-following and platooning of connected vehicles, controllers
that can handle network imperfections, data uncertainties, and modeling errors must be
designed. To be able to achieve a higher performance and maintain passenger’s safety and
comfort, the designed controller must have robust stability and performance against the
mentioned flaws.
A platoon of vehicles must satisfy many requirements to be safe for practical implemen-
tations. String stability is the most discussed issue in platooning which is defined in the
frequency-domain. Other than string stability, safety, comfort and actuation constraints
must also be satisfied. Since constraints are defined in the time-domain, satisfying both
string stability, and constraints handling in a single controller is not possible. Therefore,
a method is required that can handle both of these conditions in a vehicle platoon.
PHEVs are increasingly considered a solution for sustainable transportation. They
demonstrate higher performance compared to other HEVs with both better fuel economy
and lower emissions. To integrate PHEVs with the connected vehicles environment and
enable them to do platooning and car-following, designed controllers must be able to in-
teract with the local vehicle controllers, especially with the energy management system.
Unique and complex design of the PHEVs brings many challenges to the controller design.
Control systems that are able to handle connected vehicles objectives are very complex,
which makes their real-time implementation a big challenge. The PHEVs complicated
control architecture compared to conventional vehicles and necessary robustness consider-
ations of the designed controllers will definitely increase this burden. This PhD research
addresses these challenges by developing robust and adaptive controllers for enabling ACC
and CACC for connected PHEVs with real-time implementation capability. These con-
trollers take advantage of radar and V2V communications to improve the performance of
the vehicles and enable them to perform safe, close car-following and platooning while
enhancing vehicle’s energy economy.
1.3 Objective and methods
The goal of this PhD research project is to design and evaluate real-time robust ACC and
CACC for connected PHEVs that can maintain safety in short inter-vehicular distances
and in addition, when possible and without sacrificing safety, optimize energy cost based
on short horizon future trip information. To guarantee system safety, robust control meth-
ods have been employed, and in particular robust model predictive control, to consider
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modeling errors and data uncertainties in control design. The designed cruise controllers
are for real-time implementation, therefore fast optimization solvers have been used to
improve the computational cost of the designed controllers. To evaluate the potential of
practical implementation, the controllers are fine-tuned for Plug-in Toyota Prius for eval-
uations and validation purposes, specifically HIL testing. This research project has three
main contributions in control design for real-time implementation on connected PHEVs:
1. Design and evaluation of an adaptive tube-based nonlinear model predictive con-
troller (AT-NMPC) for robust and adaptive Eco-ACC;
2. Design and evaluation of a distributed reference governor (RG) for Eco-CACC of
connected vehicles; and
3. Design and evaluation of a direct model reference adaptive controller (MRAC) for
platooning of heterogeneous vehicle platoons.
1.3.1 Modeling
Modeling is a necessary step for both control design and control evaluation. To design
model-based controllers, a control-oriented model with low complexity that can capture
the general behavior of the system is required. A high-fidelity model is essential to evaluate
the performance of our system on a close to the real model of the vehicle. Especially, high-
fidelity models are useful in evaluating fuel consumption. Different models have been used
in this thesis for the design and evaluation of controllers which include:
1. High-fidelity models: We have used a high-fidelity model for the Prius PHEV,
developed in Autonomie, which is a MATLAB-based automotive modeling software.
Autonomie is developed by Argonne National Laboratory and it is very popular in the
industry for Model-in-the-Loop (MIL) and Hardware-in-the-Loop (HIL) simulations.
The energy management and some other sub-models of the Autonomie model have
been modified or replaced by controllers that have been previously generated in
our research group [9]. In the last chapter, similar high-fidelity models from the
Autonomie software were generated for different vehicles to construct a heterogeneous
vehicle platoon.
2. Control-oriented model: This model has low complexity compared to the high-
fidelity model but it captures the general behavior of the considered dynamic system.
This simplification allows us to use it at the heart of our model-based controllers
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which need simple models with low computational cost. Depending on the application
and the type of our problem, the created control-oriented model might be linear or
nonlinear. These models have been validated based on the available high-fidelity
model so that they will be descriptive enough to capture the general behavior of the
system but simple so that they will be appropriate for real-time control.
3. Reduced model: Parametric or reduced models are used in parameter estimation
steps. The real parameters of the model get lumped into single parameters to make a
simpler model for adaption. The input and output of this model are available through
measurements and the parameters get estimated online using parameter adaptation
methods.
1.3.2 Control design
The main objectives we seek in control design are enabling safe close car-following and pla-
tooning and improving energy cost economy while maintaining stability, string stability,
robustness, driving comfort, and ensuring real-time implementation capability. Effects of
uncertain and delayed data, and modeling errors have been considered in the design of the
controllers to guarantee robust stability and performance of the system. We have taken ad-
vantage of the AT-NMPC method to design our Eco-ACC. This method takes into account
uncertainties to achieve robustness while adapting to them to improve the performance of
the system. Although, AT-NMPC can significantly improve energy economy and also ro-
bustly maintain safety of the system, it can not enforce frequency-domain requirements.
Therefore, this controller can be used for control of a vehicle platoon’s leader but it can
not be used for vehicle platooning to achieve string stability and constraint handling at
the same time.
For constraint handling in platooning, we have designed a distributed predictive RG
to enforce constraints on a string stable platoon. This method maintains the behavior of
the whole system and only intervenes when there is a possibility of constraint violation.
This way frequency-domain and time-domain requirements can be achieved simultaneously.
This controller design is based on homogeneity assumption.
To extend the given design in the previous steps to heterogeneous cases, control of
heterogeneous platoons is considered by employing MRAC approach. This method takes
advantage of an online estimation method to estimate control parameters such that a
reference string stable model is enforced on the system. Moreover, this method adapts
6
to the changes in the system to maintain string stability despite dynamic difference and
changes in the environment.
1.3.3 Control evaluation
The goal of control evaluation is to determine the performance of designed controllers on
complex and accurate models of the system. This step will validate the proposed designs
in different scenarios and also on practical control hardware. The following strategies have
been followed to evaluate the designed controllers:
• Performance of the designed controllers have been compared against currently avail-
able designs in the literature;
• MIL simulations have been performed to evaluate the newly designed controllers on
the high-fidelity model and in different traffic scenarios;
• HIL experiments have been performed to evaluate the real-time implementation ca-
pability of the devised controllers on an embedded vehicle system with limited com-
putational power.
1.4 List of contributions
The research contributions can be summarized as follows:
• Developed a real-time, adaptive and robust tube-based nonlinear model predictive
controller for ecological autonomous cruise control of PHEVs.
• Developed a real-time, distributed reference governor for constraint handling of con-
nected PHEVs.
• Developed a real-time direct MRAC for heterogeneous platooning.
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1.5 Thesis layout
In this chapter, we presented a background on the existing opportunities in electrifications,
ADAS, and connected vehicle technologies. Then, the motivation and challenges of the
presented PhD research were explained along with a brief summary of objectives and
methods. In the end, the contributions of this PhD research were summarized. The rest
of this thesis is organized as follows:
Chapter 2 will review state-of-the-art connected vehicles control strategies, especially
for robust Eco-ACC, Eco-CACC and heterogeneous platooning. This chapter will address
current researches and successful attempts in design and implementation of ACC for close
car-following and platooning particularly by considering the robustness issues. Moreover,
HIL experimenting is explained in this chapter along with references from the literature
which have been performed similar experiments successfully.
Chapters 3 explains an adaptive and robust model-based approach to the controller
design of Eco-ACC systems. First, control-oriented and high-fidelity models are explained,
which later are used for control design and evaluation. Then the design of a novel AT-
NMPC is explained, which can maintain robustness while adapting to changes in the
system, through utilizing two different models. The validation of the controllers though
MIL and HIL evaluation is also discussed.
Chapter 4 presents a distributed reference governor (RG) approach to the constraint
handling of vehicle platoons equipped with CACC. This method and similar approaches
have never been used in this context before. In this chapter, first modeling steps are ex-
plained. Then, controller design for achieving string stability and constraint handling is
presented. The performance of the controller is demonstrated through MIL simulations.
HIL experiments have also been carried out to show the real-time capability of this con-
troller.
Chapter 5 presents an adaptive control approach to the platooning of heterogeneous
vehicles. First, a nonlinear dynamical model is presented that explains a heterogeneous
platoon subjected to external disturbances. Next, a direct model reference adaptive con-
troller (MRAC) is designed that enforces a string stable behavior on the vehicle platoon
despite different dynamical models of the platoon members and the external disturbances
acting on the systems. The proposed method estimates the controller coefficients online
to adapt to the disturbances such as wind, changing road grade and also to different vehi-
cle dynamic behaviors. MIL simulations and HIL experiments show the performance and
real-time capability of this controller.
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Finally, Chapter 6 discusses conclusions and future work and outlines the contributions
of this research project.
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Chapter 2
Literature review
As mentioned in the previous chapter, in recent years, the increased amount of harmful
emissions, climate change and limited sources of fossil fuel have become a major problem
worldwide. Greenhouse gases are considered as the main cause for the global warming and
climate changes. There are different human activities and sectors that are responsible for
the increased amount of the global emissions, such as: residential, commercial, industrial
and most importantly transportation sectors. Transportation is currently responsible for
33% of greenhouse gas emissions in the U.S., which makes it the biggest producer of these
gases [10]. Emissions from the transportation sector has increased by more than 20% from
1990 to 2009 while emissions from other sectors have reduced [2]. In parallel, due to the
increasing demand for personal transportation, traffic intensity is escalating around the
world, which has made traffic congestion a growing issue worldwide . The escalated traffic
intensity has resulted in an increased risk of accidents in different parts of the world. The
annual cost of road traffic injuries is estimated at $518 billion with human perception error
as the most significant factor in 90% of road traffic accidents [11].
A major effort has been done in the past few years by automotive control engineers to
use the newly developed technologies and low-cost vehicle sensors to alleviate the above
mentioned issues. ADAS are a major outcome of these efforts. These advaced technologies
assist drivers on the road in order to improve road transportation safety and comfort for
the driver [12]. ACC and CACC are two of the most promising ADAS technologies that
have attracted a vast interest from automotive engineers. ACC is an advanced version
of cruise controller which, in addition to maintaining a speed set-point, uses an onboard
vehicle radar to maintain a safe distance from the preceding vehicle. CACC goes a step
further from ACC by utilizing V2I and V2V communications to gather information about
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the preceding traffic through these wireless connections. V2V communications can provide
more useful data about the immediate preceding vehicle and also other vehicles beyond it
with a much lower delay compared to radars [13]. These communications enable vehicles to
drive closely with short inter-vehicular distances to construct a vehicle platoon. Platooning
and close car-following increase the amount of road throughput and reduce the need for
developing more road network.
In this chapter, we will review the current literature on connected vehicles control
strategies with an emphasis on the robust Eco-ACC of PHEVs, Eco-CACC for PHEV pla-
tooning and heterogeneous vehicles platooning. Furthermore, a background on the methods
for control of connected vehicles will be presented. This chapter concludes necessary re-
search for the development of ACC and CACC for connected PHEVs and also reviews
significant contributions from the successful design of the proposed control systems.
Figure 2.1: Connected vehicle environment and available data sources
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2.1 Background on connected vehicles
Each vehicle is part of a larger transportation system that includes other vehicles and
their environment. To achieve a higher performance, the vehicle’s control system must
be provided with information about the larger system to generate optimal maneuvers and
make appropriate control decisions. Connected vehicles can take advantage of wireless
communications and onboard vehicle sensors to obtain this information. Figure 2.1 shows
a connected vehicle with its available data sources. Data from GPS and GIS give the route
map, road characteristics and position on the route. These data provide an image of the
whole trip and control algorithms can use them for long-term speed trajectory building
and energy management. V2I communications provide the route’s traffic data and light
scheduling, or intersection control algorithm, through connection to the traffic light or the
intersection manager. The last and the most important part of a vehicle’s environment
is its surrounding traffic. A vehicle in motion is most of the times constrained by its
surrounding vehicles. Radar and laser sensors (Lidar) provide the distance to the objects
ahead and also the inter-vehicular distance and velocity. Current ACCs use radars to
avoid accidents by adapting the vehicle’s speed when reaching a preceding vehicle. This
technology can also enable close car-following. To enhance close following performance,
V2V wireless communications could be useful by transmitting acceleration set-points, ve-
hicle specifications and trip data from the preceding vehicle. V2V communications can
also provide data from a number of other cars beyond the immediate preceding vehicle,
in front and behind of the controlled host vehicle. These technologies enable vehicles to
communicate in a network and make a platoon of vehicles that share data and move in
very short inter-vehicular distances with high safety and improved performance.
In this PhD research, we are mainly concerned with the development of robust con-
trollers that can keep their performance in the presence of network deficiencies especially
delay and jitter and also other uncertainties and disturbances that can affect the perfor-
mance of the system such as modeling errors, changing wind speed and inaccurate road
grade data.
Another concern of this PhD research project is ecological driving. Pollution and the
increasing cost of fossil fuels have encouraged researchers to investigate different possible
ways to reduce vehicle emission and fuel cost. In the United States, traffic congestion wastes
3.1 billion gallons of fuel, 6.9 billion hours of extra time in traffic, and costed 160 billion
dollars in 2014 [14]. Lowering trip energy cost can have a huge impact on the economy and
general health of today’s populated countries. The main consumer of energy in a vehicle
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is the powertrain whose power demand is directly affected by speed trajectory. Looking
ahead, speed adaptation and speed trajectory optimization by using information about
the upcoming driving condition can significantly reduce energy consumption and traffic
congestion. This improvement will also result in less fuel cost and tailpipe emissions.
Using data from the oncoming traffic could decrease the time wasted in traffic which also
results in less fuel consumption and is beneficial to the passengers. Here, we will review
the current literature on ecological cruise controlling in the connected vehicle environment.
We will start by reviewing current researches on robust Eco-ACC for car-following
and Eco-CACC for platooning and then CACC for heterogeneous platoons. Then, we
will investigate a preproduction evaluation test for developing automotive control systems.
Finally, we will conclude the necessary research for achieving a reliable system of connected
vehicles based on the mentioned studies.
2.2 Adaptive cruise control
Advances in embedded digital computing and communication networks, along with the
development of lower cost onboard vehicle sensors, have enabled the development of auto-
mated driving systems. While fully autonomous vehicles that can operate freely on roads
are still very far from reality, semi-autonomous driving systems are around right now.
These systems are mostly driver assistance that, instead of replacing drivers, help them
to enhance their driving performance. The purpose of these assistance systems, which are
called ADAS, is to sense the vehicle’s environment and assist the driver according to the
changes in the environment [7]. ADAS can reduce the effect of error in human judgment in
emergency situations to improve driving safety and also improve driving performance by
making optimal decisions to enhance the autonomous interaction with the environment. A
major topic of interest among various types of ADAS is Adaptive Cruise Control (ACC),
which has been the subject of many studies in this field. ACC is an advanced version
of cruise control systems that can automatically decrease speed when approaching a pre-
ceding vehicle and increase it when the preceding vehicle starts to accelerate without any
additional input from the driver. ACC uses a low-cost onboard sensor to measure the
inter-vehicular distance and velocity compared to the preceding vehicle and then gener-
ates the appropriate control inputs to control the vehicle. This functionality can increase
traffic flow and reduce accidents while improving comfort for the driver by providing a
semi-autonomous driving experience [15].
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The most common type of ACC system uses linear controllers to maintain a safe inter-
vehicular distance. In [16] the authors developed a single-lane ACC with intelligent ramp
metering to increase the capacity of highways, by enabling vehicles to move in short inter-
vehicular distances. Their design was able to keep a one-second time headway under
different traffic conditions. In [17], the authors created a more complicated ACC system
that could adapt itself to different driving conditions. In their design, an algorithm auto-
matically detects traffic situation based on local information and changes the parameters
of the ACC system with respect to each traffic situation. In [18], a PID-based ACC was
developed with the aim of performing the same as a human driver. Many other authors
used linear methods in their design [19, 20]. These methods could provide a satisfactory
tracking performance with low complexity. Also, PID controllers offer tuning parameters
that can be easily adjusted to match different situations and systems. However, these
methods only consider the current state of the system and cannot take into account the
available information about the future driving condition. Another problem is that these
methods are not able to handle constraints. Therefore, the safety constraints cannot be
considered explicitly in control design, which may make them undesirable for practical use.
To improve the benefits of ACC systems, it is possible to consider fuel efficiency in its
design. Considering the future prediction of traffic motion and environment of the vehicle
could be very useful in this direction [21,22]. This information can help the vehicle control
system to make optimal decisions to prevent unnecessary accelerations and decelerations,
which in turn will result in enhanced energy consumption and comfort for the passengers.
Utilizing ACC to improve the fuel efficiency of vehicles has been widely investigated in
previous research. In [23], Model Predictive Control (MPC) was incorporated in real-time
to find the optimum speed trajectory, which then was fed to the cruise control system of
a heavy diesel truck. Their results showed that incorporating look-ahead cruise control
can significantly improve fuel economy, especially on hilly roads with available elevation
profile. Reference [24] proposed a multi-objective predictive controller, which could take
into account both speed tracking and fuel consumption at the same time. In [25], the
authors developed an Ecological ACC (Eco-ACC) system based on MPC. They assumed a
stationary condition (zero acceleration) on surrounding vehicles in order to perform their
finite horizon optimization. Their result showed that utilizing future prediction of the
preceding vehicle’s trajectory yields a better fuel economy. MPC is a powerful method
that can take into account future prediction and therefore has been used by many studies
in this regard. In [21], a smooth acceleration degradation in the prediction horizon was
employed to predict the preceding vehicle’s trajectory and also presented a jamming wave
prediction to prevent jamming waves while maintaining a safe inter-vehicular distance. The
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authors used MPC to address this problem and showed that their method improves traffic
flow and driver comfort as well as fuel efficiency. In [11],[22] a higher energy efficiency has
been achieved via exploiting nonlinear MPC in designing Eco-ACC for PHEV. Both studies
used a communication to the V2V and V2I communications to improve their prediction of
the preceding vehicle.
Many of the existing studies in this area consider radar measurements to be reliable
with no imperfection or uncertainty. This assumption may not be correct in real practice,
for example, the performance of the radar and Lidar are highly dependent on weather
conditions and it has been shown that fog intensity, rain, snowfall and snow storm can
significantly decrease their accuracy [26,27]. These sensors can also have different levels of
accuracy depending on the number of objects in range and the type of background [28]. A
reliable ACC must be robust to data uncertainty and modeling error to be able to keep its
stability and performance. In [29], the authors considered wind and road disturbances and
designed a model-based controller based on the H2/H∞ control method. Their simulations
showed improvements in tracking performance. In [30], the authors assumed a linear model
for their vehicle with disturbances on the states to develop a robust ACC system. They
achieved a better tracking performance at the cost of higher computational effort. They
used the min-max robust MPC method in their design, which has a high computational
burden and therefore is not appropriate for real-time applications. Tube-based MPC (T-
MPC) is another version of robust MPC that works based on a tube resulted from bounded
uncertainties in the system [31,32]. T-MPC keeps the nominal system inside a tighter region
to ensure boundedness of the real states inside the defined constraints. Since the required
tube can be calculated oﬄine, the computational demand of T-MPC is not much higher
than regular MPC, which makes it appropriate for real-time applications. In [33] and [34],
the authors used T-MPC to design a semi-autonomous ground vehicle. They considered
the uncertainties and nonlinearities as an additive disturbance and then calculated a tube
for the disturbed states. Their MPC used the resulted tube to gain robustness against
system uncertainties. In [35], the authors developed a robust ACC controller using linear
T-MPC. Their simulations on a high-fidelity vehicle model showed that this method can
ensure robustness against delayed data, uncertainty and modeling errors in a car-following
scenario. The T-MPC method in [35] uses a linear model which means the nonlinear part
of the system must be translated as a disturbance. Therefore, this methods will result in
a large disturbance tube that can increase the conservativeness of the robust controller.
Robust control methods can guarantee safety and stability, however, they are usually
conservative and can deteriorate the performance of the controlled system. Therefore, many
researchers prefer adaptive control approaches that estimate changes in parameters and
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respectively adapt to them to maintain performance and stability of the system. Moreover,
due to changing conditions and aging of the car, the actual parameters of a car might change
and therefore an online optimization algorithm with a fixed model might not be able to
find the actual optimal control decisions. To consider this matter, in [36], the authors
designed a hierarchical cruise control for connected vehicles and used a gradient-based
parameter estimation to estimate changes in vehicle parameters. They fed the estimated
parameters to a low-level sliding-mode controller to regulate axle torque so that the desired
states are followed. In [37], the authors used a recursive least square parameter estimator
and adaptive nonlinear MPC to design a cruise controller with fuel optimization. They
used parameter estimation to improve the control-oriented model of their MPC and, by
performing vehicle experiments, showed that their method can achieve a 2.4% improvement
in fuel economy compared to a production cruise controller. Similar adaptive control
approaches can be found in [38],[39],[40],[41]. Although these methods can capture the
changes in the model and act according to them, in the event of a sudden change in
parameters or wrong estimations, they may lose performance and stability [42]. Especially,
for close car-following, the controller must be able to guarantee safety of the system while
improving the control performance. Therefore, a method is needed that can adapt to
changes while being robust to uncertainties, disturbances and model errors. To combine
robustness and model adaptation, in [43] and [44] the authors used a type of adaptive
MPC that they called learning-based model predictive control. In their method, a linear
controller generates optimal inputs based on a learned linear model and a separate model
checks if the constraints will be satisfied. Nonlinear learning based MPC was used in [45]
and [46] for path tracking control of a mobile robot in the outdoor and off-road environment.
They used a simple known model and a Gaussian process disturbance model that can be
learned based on trial experience. Their experimental results on different robot platforms
show that their controller is able to reduce path tracking error by learning and improving
the disturbance model through experience.
In this PhD research project, an adaptive tube-based nonlinear MPC (AT-NMPC)
controller is presented that can improve the performance of Eco-ACC by adapting to the
changes in the system while maintaining robustness against uncertainties, disturbances,
and modeling errors. This method decouples performance from robustness and therefore
is able to maintain stability and safety while adapting to changes in the system and the
environment. First, the nonlinear T-MPC method is used to design a robust controller that
can handle uncertainties. These uncertainties include the uncertainty in the estimation of
the drag coefficient, uncertainty in the estimation of gravitational forces, due to uncertainty
in road’s grade estimation, uncertainty in the preceding vehicle’s acceleration and also delay
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in the data gathered from the onboard vehicle radar. The designed controller optimizes
the vehicle’s motion in finite horizon to improve the consumed energy cost of the vehicle
while handling the defined constraints in the presence of uncertainty and disturbances.
Then, to capture changes in the system and enhancing the control-oriented model, an
online parameter estimation algorithm is used that estimates new parameter values based
on minimizing the error between the estimated and actual output of the system. This
way the online optimization will find the actual optimal point based on the adapted model
while constraints are handled based on the original nominal model.
2.3 Cooperative adaptive cruise control
Vehicle platooning has attracted a vast attention from academia and industry in the recent
years. Cooperative Adaptive Cruise Control (CACC) is the enabling technology for vehicle
platooning. CACC extends the current version of ACC by utilizing wireless V2V and
V2I communications. V2V communications provide more useful information about the
preceding vehicle and also other vehicles in range, with lower delay compared to radars
[47]. Using V2V communications and radar, CACC can enable a string of vehicles to safely,
efficiently and cooperatively move in short, inter-vehicular distances to construct a platoon
of vehicles.
As mentioned above, ACC can enable autonomous car-following, which is the ability to
follow a preceding vehicle with no additional inputs from the driver. It has been shown that
employing effective ACCs can significantly enhance safety [48], driver comfort [49], traffic
flow [50], vehicle emissions performance [51] and fuel economy [52]. Improved fuel economy
can be achieved by utilizing future predictions of the preceding vehicle’s trajectory. NMPC
is a convenient way to achieve this improvement in ACC [53]; however, when the number of
vehicles increases to form a platoon, it might not be as useful as in regular ACC systems.
Platooning is a step forward from ACC that provides close car-following for a string
of vehicles. Its vast benefits have encouraged many researchers to further investigate
platooning of connected vehicles. It has been shown that platooning improves traffic flow
and road throughput [47] and enhances fuel economy by reducing aerodynamic drag [54].
ACC can enable two vehicles to closely follow each other, but if the number of vehicles
increases to make a platoon of vehicles, instability may occur. This instability occurs due
to the existing delay in the radar’s performance that could cause instability in upstream
vehicles. Therefore, in addition to a radar, V2V communications are also necessary to
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enable platooning. Otherwise, an ACC based platoon will require a bigger inter-vehicular
distance to become stable, which undermines the whole benefits of platooning.
One of the main objectives of platooning is achieving string stability. String stability
is a term defined for interconnected systems that, besides their own internal states, have
interconnection states. It is a term used in many applications, such as economy [55],
irrigation systems [56] and supply chain management [57]. From 1974 onwards, researchers
have found string stability to be one of the major issues in vehicle platooning [58]. Swaroop
and Hedrick [58] defined string stability as a uniform boundedness of states of all the
systems. A more practical definition for our application is: an attenuation of disturbance
signals along the vehicles’ string. Different mathematical descriptions can be used to define
a platoon’s string stability. For example, [59] used the H∞ norm and [58] used the L∞
norm to define string stability and stated that exponentially stable connected systems are
string stable if they have a weak coupling, meaning that a signal’s energy will decrease as
it propagates through the string. Other types of string stability definitions also exist in
the research literature; for example, [60] used L2 norm and [61] defined Lp norm for the
definition of string stability. String stability can be defined compared to the immediate
preceding vehicle or only the lead vehicle. String stability compared to leader requires
a direct communication to the leader, which will put a maximum length for the platoon
because of the limited range of V2V communications. String stability compared to the
immediate proceeding vehicle only requires a communication to that preceding car, which
improves the scalability of the CACC design. However, this type of string stability is more
conservative and puts a tighter constraint on the dynamic of connected systems [62].
String stability is an important factor in platooning, but it is certainly not enough for
ensuring the platoon’s safety and performance. A platooning controller must be able to
maintain a maximum and minimum inter-vehicular distance and absolute velocity while
considering actuation limits and comfort constraints. Other than string stability, for a
platoon, the safety and performance requirements must be satisfied within the allowable
route’s limits and available actuation efforts. Otherwise, the safety and performance of
the platoon cannot be guaranteed. To find necessary safety constraints, Kianfar et al. [63]
used reachability analysis to come up with a maximal asymptotic safe set for a vehicle in a
platoon, defined as a set of states that a given controller is guaranteed to control the desired
speed and distance while fulfilling the defined constraints. They applied a PD controller to
their platoon and assumed the preceding vehicle’s acceleration as a disturbance affecting
the system and used backward reachable sets to come up with the safe set in the case
of preceding vehicle’s emergency braking. Alam et al. [64] used a similar approach but
defined a pursuer and evader game. They came up with a safe set for platooning without
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considering a specific controller. In their controller synthesis, they considered the effect of
delay and showed that a greater minimum inter-vehicular distance is required for bigger
communication delays.
The main issue in platoon constraint handling is that it has a time-domain definition
while the string stability is defined in frequency-domain. MPC is a powerful controller
that is able to handle constraints and its formulation is appropriate for online applications.
However, since it is a time-domain approach, it cannot enforce string stability in decen-
tralized platoon controllers. In [60], to combine constraint handling and string stability,
the authors designed a string stable linear platooning controller and optimized the weight-
ings of their MPC objective function to get the same output as the linear controller. The
result is a controller that is string stable, since it gives the same output as the linear string
stable controller and, only when it is necessary, changes the control action to maintain
constraints. Their experiment on a three-vehicle platoon showed that MPC comes into
work when a constraint is violated and moves the state inside the defined constraint by
harsh braking. In [62] and [65], enforcing string stability was studied by translating it into
an inequality constraint. This method requires all vehicles to broadcast future trajectories
to followers, which may be impractical.
One major contribution of this PhD research project is the design of a platooning
controller that can simultaneously achieve both string stability and constraint handling.
First, we will design a linear controller to guarantee the string stability of the system.
This controller can be designed based on any definition of the string stability. However,
here we will use the induced L2 norm criterion to define string stability. To enforce the
defined constraint on the string stable platoon, we propose the design of a predictive RG.
An RG is a nonlinear controller that sits behind a controlled stable system and keeps the
system inside the defined output constraints by modifying the original reference [66]. It
separates the design of the main controller from constraint handling and therefore it is
very useful in alleviating potential concerns from computational time, robustness, stability
and tuning complexity [67]. We will design a reference management controller, which is a
type of RG, to enforce the platooning constraints on the previously designed string stable
platoon. Unlike classic RG, this method can work with alternating references and also void
admissible sets and therefore it is suitable for platooning control design.
Ecological aspects of platooning have been discussed before in many previous publica-
tions in the literature. short inter-vehicular distance in a platoon can decrease the drag
force on the follower vehicle, which in turn will result in lower energy consumption for the
whole platoon [68, 69]. However, reduced drag requires an extremely short inter-vehicular
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distance, which may not be possible due to safety requirements. For this reason, energy
economy due to drag reduction is usually considered only in the case of heavy-duty ve-
hicles platooning that have much higher drag resistance compared to passenger cars [54].
Aside from the reduced drag, a proper CACC can reduce the energy cost by minimizing
unnecessary accelerations and decelerations. In [70], the authors developed a two-layered
control architecture to improve the safety and fuel efficiency of their platoon. They used
dynamic programming in the high-level to find an optimal speed trajectory based on the
road topology and MPC in the low-level for real-time control of the vehicle. Their results
showed increased fuel efficiency of up to 12 %. A platoon’s fuel economy in urban roads
was studied in [71] using MPC and in [72] using fast MPC. Their controller received traffic
light scheduling through V2I communications and generated a target velocity to minimize
the idling time behind the traffic light. Their results showed significant improvements
in the fuel consumption and reduced idling times. In these investigations, a decentralized
MPC offered a convenient way to develop environmentally-friendly platoons by considering
an ecological control for each vehicle individually, using available data from the connected
vehicles’ environment. The problem is that these controllers cannot guarantee the string
stability of the platoon due to their time-domain nature. Therefore, the real-world imple-
mentation of these methods will be in question. To have a practical platooning system,
improved energy economy must be considered using an approach that is able to enhance
energy consumption while maintaining string stability and passenger’s safety.
In this PhD research, predictive platooning controllers are proposed to achieve Eco-
CACC for a string of vehicles. We develop a predictive RG that enforces the constraints
of the string stable platoon. Also, a predictive controller based on NMPC is presented to
control the platoon’s leader to improve the energy economy of the whole platoon. The pro-
posed controllers are fine-tuned for a Toyota Prius PHEV, which is our baseline vehicle and
will be evaluated using an Autonomie-based, high-fidelity model of this vehicle. Although
the control evaluations in this research are performed on the Toyota Prius PHEV, the
proposed approach is equally valid for most other passenger and commercial vehicles. One
main contribution of this PhD research is the design of a platooning controller that can
simultaneously achieve string stability in the frequency-domain and constraint handling
in the time-domain. The RG approach is proposed to separate platooning time-domain
requirements from frequency-domain requirements.
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2.4 Heterogeneous platooning
As mentioned above, a platoon consists of a number of vehicles that are connected through
a wireless network and follow each other in short inter-vehicular distances. Depending
on the number of vehicles in the platoon, and the shape of the connection network be-
tween them, a platoon control problem can become extremely complicated. Therefore,
to be able to solve such a complicated problem, many simplifying assumptions are usu-
ally required. For example, many studies assume the agents (vehicles) as point masses
to simplify the dynamic of the whole system [73, 74] or the force drag reduction caused
by short inter-vehicular distances is usually ignored due to its complicated uncertain be-
havior [75]. Another very common simplifying assumption in most studies is homogeneity
[36, 54, 60, 72]. A homogeneous platoon consists of identical vehicles with the same dy-
namic models. This assumption is useful in the study of platooning for a special kind of
car, however, in practice, a vehicle might have to join a platoon with non-identical vehicles.
Figure 2.2 illustrates a homogeneous and heterogeneous platoon. In both cases, a follower
vehicle receives information about all preceding vehicles through wireless communications.
Based on this figure, the leader’s motion affects a follower in two ways: firstly by the signal
that it sends to the follower through V2V communications and secondly by affecting the
motion of other followers and therefore affecting the inter-vehicular distances of all follower
vehicles. To be able to use the received signals through V2V communications, platooning
controller must be able to match it to the motion of its preceding vehicle. Otherwise, string
instability can occur due to improper use of V2V communications signals. This matter
will be discussed further in chapter 5 with mathematical explanations. In chapter 4, pla-
tooning of PHEVs is considered. However, in reality, a PHEV might have to join a platoon
constructed by different types of vehicles. Therefore, to develop more practical platooning
controllers for PHEVs, we need to also consider the case of heterogeneous platoons.
There can be different reasons for causing a heterogeneity in a platoon. Several types
of network topologies exist in the literature that each can be used to form a platoon. For
instance, some studies consider communication only between a vehicle and its immediate
predecessor [75, 76], many studies consider communications to the immediate preceding
vehicle and leader [77], some studies consider communications to a predecessor and a
follower which forms the bidirectional platoon by using a forward and a backward radar
[38, 78, 79] and also many other forms of network topologies. These various topologies
result in a heterogeneity of the vehicle platoons. Another source of heterogeneity is different
spacing policies that each vehicle might be using to perform car-following. There are several
types of spacing policies such as constant spacing, constant time headway, and nonlinear
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(a)
(b)
Figure 2.2: (a) a homogeneous vehicle platoon, and (b) a heterogeneous vehicle platoon
with all preceding vehicles communications
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spacing policies. An important cause of heterogeneity is the different types of vehicles
in a platoon with different dynamics. Each vehicle has different actuation delay, vehicle
lag, maximum and minimum acceleration and brake forces and also different low-level
controllers. Therefore, a practical platoon controller must be able to take these difference
into account.
In [80], the authors reviewed the causes and effects of heterogeneity in string stable
platooning. They suggested a platooning control architecture by feed-forwarding the ac-
celeration set-point from V2V communications and using a linear controller to adjust the
inter-vehicular distance. Then they studied the effect of delay and different constant time
headway values on string stability. To improve the string stability of their heterogeneous
platoon, they assumed a known dynamic model for the preceding vehicle and adjusted
their control signals based on that. In [81] the authors developed a distributed adaptive
sliding mode controller for a heterogeneous platoon with constant spacing policy. They
proved the string stability of their controller by using an explicitly constructed Lyapunov
function. Moreover, they used an adaptive algorithm to reduce the effect of external accel-
eration disturbances. Robust control of heterogeneous highway platoons was considered in
[82] based on the H-infinity control method. They considered parametric uncertainties in
the model of their platoon and based on that analyzed the robustness. Their simulations
showed that their platoon is able to achieve string stability for fixed but different vehicle
models. A platoon with heterogeneous communication time-varying delays was considered
in [83]. They used a distributed consensus strategy and derived a controller composed of
two terms: a local action dependent on the vehicle states and another term dependent
on the network signals from neighboring vehicles. They proved stability of their system
by using Lytapunox-Razumikhin theorem. A multi-layer consensus seeking approach was
proposed in [84] for heterogeneous platooning. They designed a two-layered framework to
separate trajectory planning from controlling toward those trajectories and showed that
their method could handle a platoon of vehicles with heterogeneous linear dynamic models.
An ACC based heterogeneous platoon was considered in [85, 86] with no wireless commu-
nication. They proposed a decentralized controller and proved string stability based on
their heterogeneous platoon model. In [87], authors used an adaptive control approach
to heterogeneous platooning and came up with an adaptive law to achieve a string stable
platoon with switching to ACC in the time of connection loss.
To address the heterogeneity problem, this research proposes a direct model reference
adaptive control (MRAC) approach heterogeneous platoon. Direct MRAC uses a reference
model and estimates the controller coefficients such that the controlled system would be-
have as the reference system [88]. This way a string stable behavior can be enforced onto
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the system despite the dynamical differences and also alternating external disturbances.
Therefore, the same controller can be used on different vehicles with separate dynamical
models.
2.5 Hardware-in-the-loop experiment
As mentioned before, a major concern with automotive controllers is their computational
burden. The developed controllers must be executed in real-time on a vehicle ECU and
work with other subsystems to be able to be used in practice. Therefore, a crucial task
in controller development is testing its performance on a real ECU. An effective way to
do this task is to connect the developed ECU to a real plant and examine its performance
in different situations. However, this method could be extremely time-consuming, costly,
unsafe, inefficient and may also be too difficult to do on a real car. HIL experiments,
however, are efficient tools for control development that can be used ahead of vehicle
production [89]. In HIL experiment, instead of the real vehicle, a virtual model is used and
the controller can be tested by connecting the developed ECU to the virtual model. HIL
tests provide a more efficient way for early software verification and improving software
quality by performing various kind of experiments in different virtual scenarios. These
test can significantly reduce the vehicle development process time and cost by replacing
expensive field tests by laboratory experiments with less hardware compared to physical
prototyping. Moreover, HIL tests are safer than field experiments especially for tests in
extreme conditions such as winter driving tests, collision avoidance tests, cold-start tests
and also close car-following experiments [90].
Reference [91] used HIL experiments to evaluate a real-time explicit MPC design for
energy management control of the powertrain of a PHEV. Their results showed an improved
energy consumption as well as a real-time implementation performance. Reference [90]
developed a power management strategy and an ACC system for PHEVs and used HIL
tests to demonstrate the real-time implementation capability of these controllers. In [92], a
dSPACE HIL experiment setup with MATLAB/Simulink was used to perform HIL tests for
an electric vehicle powertrain which included vehicle energy management system, battery
management system and motor control unit. Reference [93] developed a model-free optimal
controller for ACC systems using reinforcement learning. They validated their controller
through HIL tests using a dSPACE HIL experiment setup and by comparing to PID and
LQR controllers. Several other research works have also used HIL experiments to validate
their design for real-time implementations [94–96].
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Model-in-the-loop (MIL) simulations are a convenient way to do these tests as well. In
these simulations, ECU and its communications are also part of the virtual model and the
combined model is executed on a desktop computer. However, such off-line simulations
cannot validate the real-time performance of the controllers on an embedded system with
a constrained sample time and with real-world I/O interface. Therefore, HIL experiments
must be performed to measure the turnaround time, which is the time that the controller
requires to be executed in each sampling time step, of the controller on a vehicle ECU to
make sure that it can be executed in real-time. HIL tests take into account the compu-
tational limits and communication issues and therefore their results are considered more
practical than MIL simulations. Because physical prototyping in the early stages of de-
velopment of vehicle control systems will be very expensive, HIL experiments, which are
less expensive and also faster and safer, are usually carried out before manufacturing the
prototype vehicle [97].
Figure 2.3: Schematic of an HIL experiment setup
In this research, a dSPACE Micro-Autobox II control prototyping hardware is used
for HIL tests. dSPACE GmbH (Digital Signal Processing and Control Engineering) is a
well-known provider of these tools especially for automotive applications and many vehicle
manufactures, such as Toyota, General Motors, Honda, Ford, BMW, and Nissan are cur-
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Table 2.1: Specification of the dSPACE HIL experiment platform
Component Parts Specifications
Real-time
Simulator
Hardware DS-1006 Processor board
Processor DS1006 Quad-core AMD, 2.8 GHz
Memory 1GB local, 4x128 MB global
I/O DS-2202
Prototype ECU
Hardware MicroAutoBox II
Processor DS-1401 PowerPC 750GL 900 MHz
Memory 16 MB main, 16 MB non-volatile
I/O DS-1511
Host PC
(Interface)
Hardware Dell
Processor Intel Core i7, 3.4 GHz
Memory 16 GB
rently using their instruments. This specific setup is one of the widely used instruments
for calibration and testing of ECUs especially for automotive applications. As shown in
Figure 2.3, the HIL experimental setup has three main components: a prototype ECU
(MicroAutoBox II), which is an independent processing module that runs the uploaded
control algorithm; a real-time simulator (DS1006 processor board) which is responsible for
running the complex high-fidelity model of the vehicle in real-time fashion; and a personal
computer (PC) that serves as the human-machine interface and it is used for programming
the real-time machine and prototype ECU, as well as for recording the desired test signals.
All communications between the prototype ECU and the real-time simulator is performed
through a Controller Area Network (CAN) bus.
Table 2.1 shows the specifications of the HIL setup. To test a developed controller, an
optimized C code must be generated for the targeted ECU platform, which can make ECU
development a challenging task. dSPACE provides libraries in MATLAB and Simulink
to automatically generate C-codes for the both MicroAutoBox II and DS1006 processor
board. These libraries support all features of these devices with blocks for communications
through CAN bus. The generated C code from the developed controller must be uploaded
to the prototype ECU and the high-fidelity plant model gets uploaded to the real-time
simulator using the interface computer.
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2.6 Summary
In this chapter, we reviewed the existing literature on robust Eco-ACC, Eco-CACC, het-
erogeneous platooning and HIL experiments. Although there are numerous studies investi-
gating the design and evaluation of the mentioned controller, there remain knowledge gaps
that need to be addressed in order to achieve reliable high-performance connected vehicles
control systems.
Most of the existing works in this area have ignored the effect of network imperfections,
data uncertainty, and modeling errors on their system. To guarantee the stability and
improved performance of the designed controllers, considering robust controller design
methods is crucial. In the proposed research, we will develop robust controllers to guarantee
the stability and performance of our controllers in the presence of uncertainties, external
disturbances, modeling errors and data imperfections.
String stability is the most important factor in platooning and achieving it has been
the focus of many studies in the literature. However, simultaneous satisfaction of string
stability and constraint handling is an important issue that is missing from the litera-
ture. The frequency-domain definition of string stability and time-domain definition of
constraint handling make combining them in a single controller very complicated. In this
PhD research, we will develop CACC controllers for constraint handling of a string stable
platoon.
Although, this research is mainly concerned with developing ACC and CACC for
PHEVs, in practice, a PHEV might also have to join a platoon of non-identical vehi-
cles. Therefore, to have more practical PHEV platooning controllers, it is also needed to
study PHEV platooning controllers in interaction with heterogeneous platoons. Here, we
will develop adaptive platooning controllers for heterogeneous vehicle platoons based on
the model reference adaptive control method.
MPC has been very popular in the design of ACC and CACC systems for connected
vehicles since it is able to incorporate future trip data in the control procedure and can
handle multi-objective optimization problems with constraints. T-MPC technique is a
robust version of MPC that has lower computational demand than its other competitors.
In this research, we will take advantage of T-MPC method to design robust Eco-ACC
systems. Moreover, we will extend the T-MPC to nonlinear adaptive T-MPC (AT-NMPC)
to be able to use nonlinear vehicle models in the design of our controller and also maintain
high performance by online model adaptation.
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Real-time implementation capability is an important factor for the practical application
of automotive controllers. Proper and fast solvers will be used to solve the presented
optimal control problems in real-time. Moreover, hardware-in-the-loop (HIL) experiments
will be performed to evaluate the performance of the designed controllers on a test ECU.
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Chapter 3
Robust Ecological Autonomous
Cruise Control
This chapter is dedicated to the design of a robust and adaptive ACC for ecological im-
provement of the baseline PHEV. An adaptive tube-based nonlinear MPC (AT-NMPC)
controller is presented that can improve the performance of Eco-ACC by adapting to
changes in the system while maintaining robustness against uncertainties, disturbances and
modeling errors. This method separates the robust satisfaction of constraints from perfor-
mance and therefore is able to maintain stability and system’s safety while simultaneously
adapting to changes in the system and also the environment. To design this controller,
first, the nonlinear T-MPC method is used to design a robust predictive controller that
can handle the uncertainties in estimation of the resistance drag forces, gravitational forces
due to uncertainty in road’s grade estimation, uncertainty in the preceding vehicle’s accel-
eration and also delay in the data gathered from the onboard vehicle radar. The designed
controller optimizes the vehicle’s motion in finite horizon to improve the consumed energy
cost of the vehicle while handling the defined constraints in the presence of uncertainty and
disturbances. Then, to capture changes in the system and enhance the control-oriented
model, an online parameter estimation algorithm is used that estimates new parameter
values based on minimizing the error between the estimated and actual outputs of the
system. This way the online optimization will find the actual optimal point based on the
adapted model while constraints are handled based on the original nominal model.
The main contribution of this chapter is in combining robustness against uncertainties
with parameter adaptation in the design of the Eco-ACC controller. To achieve this per-
formance, the AT-NMPC approach is proposed that has a nonlinear formulation, which
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means that it can include a more detailed model of the vehicle and also uses two separates
models for robust constraint handling and cost function definition. Moreover, to be able
to execute the designed optimal controller in real-time, a Newton/GMRES fast solver is
adapted to solve the AT-NMPC optimal control problem.
The rest of this chapter is structured, as follows: Section 3.1 presents preliminary
definitions. In Section 3.2, modeling procedure is explained and a control-oriented model
for car-following is presented that can be used for the design of ACC controllers, also
uncertainty bounds are defined based on the presented model as an additive disturbance.
In Section 3.3, the controller design is explained by taking advantage of the AT-NMPC
method to achieve robustness and high performance in ACC design. Section 3.4 is devoted
to controller evaluations. In this section, the proposed method has been simulated on a
high-fidelity vehicle model in a car-following scenario and in a simulation environment with
injected uncertainties. Moreover, HIL experiments are presented that show the real-time
implementation capability of the devised controller. Finally, some concluding remarks are
presented in Section 3.5.
3.1 Preliminaries
It is required later in this chapter to perform some set calculations for the design of the
AT-NMPC controller, in order to find the necessary control sets. Therefore, the following
definitions are useful throughout this chapter.
The sign ⊕ indicates the Minkowski’s sum, which is the sum of two sets and results in
a set calculated by adding each point of each set to all points of the other set. Therefore,
if X and Y are sets, then:
Y ⊕X = {x+ y : x ∈ X, y ∈ Y }.
Erosion of a set Y with respect to X is shown by 	, which is usually referred to as the
Pontryagin’s set difference. This set difference can be written as:
Y 	X = {v ∈ Rn : v ⊕X ⊆ Y }.
In the same way, Minkowksi’s sum of three sets can be defined as:
X ⊕ (Y ⊕ V ) = {x+ y + v : x ∈ X, y ∈ Y, v ∈ V }.
30
The scaling of a set can be defined as:
AX = {Ax : x ∈ X},
and therefore based on the previous definitions, we can conclude that:
AX ⊕BY = {Ax+By : x ∈ X, y ∈ Y }.
Also, the summation of multiple sets is defined as:
⊕mi=nYi = Yn ⊕ Yn+1 + · · · ⊕ Ym.
3.2 Modeling
This section explains the models that have been used for the design and evaluation of
the proposed controller. Control evaluations have been done with a high-fidelity model of
the baseline vehicle, which is the Toyota Prius PHEV. It consists of detailed high-fidelity
models and mappings of all the components in the vehicle that can affect longitudinal
motion and energy consumption. The high accuracy of this model makes it a reliable tool
for the evaluation of the designed controllers. For the control design, however, a simple
model is needed that has low computational demand but is descriptive enough to capture
the general behavior of the system. Here, different control-oriented models are presented
that represent longitudinal motion and energy consumption of the vehicle.
3.2.1 High-fidelity powertrain model
Figure 3.1 shows the schematic of a power-split PHEV. This system divides the power of
the engine along to different paths. One path is to the generator to produce electricity
and the other goes through a mechanical gear system to power the wheels. The main
components of this system are the engine, power split gearbox, electric motor/generators,
transmission shafts, final drive, and battery. Combining these parts will make a HEV. The
high-fidelity model, we are using the Toyota Prius PHEV model developed in Autonomie,
which is a famous commercial MATLAB-based software. This model has been previously
developed and validated in our research group [9, 90,98].
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Figure 3.1: Schematic of Toyota power-split powertrain
The engine is responsible for producing torque from the combustion of gasoline. An
engine controller gets the input from the driver and, based on the current speed of the
engine, changes the fuel rate to get the desired torque. The output torque of the engine
is dependent on many factors like fuel and air ratio, engine speed, temperature, and in-
ternal friction from the chamber walls, etc. To model these relations, Autonomie uses
mappings that were developed by performing tests on the real engine. Also, the engine
model produces fuel consumption and emissions based on the working trajectory of the
engine. Plug-in Prius has a 1.8L internal combustion engine with maximum power of 73
kW and torque of 142 N.m.
The electric motors of the Prius powertrain can work as a generator and electric
motor. In Figure 3.1, the electric motor/generators are shown as MG-1 and MG2. A high-
fidelity model of these motors is provided by mappings between speed and motor commands
to output torque. The power split drive decouples the engine from the wheel and, combined
with electric motors, adjusts the engine’s operation to get the highest fuel efficiency. The
transmission system consists of two planetary gears. The engine is connected to the sun
of the first planetary gear and MG-1 is connected to its carrier. MG-2 is connected to the
sun of the second planetary gear and its carrier is connected to the chassis. The rings of
both planetary gears are connected directly to the wheels.
The final drive is responsible for splitting the power between the left and right wheels.
Since we are considering longitudinal dynamics and straight line maneuvers, the final drive
model is a simple speed conversion with an efficiency and a constant inertia.
Drive shafts are responsible for connecting the final drive to the wheels. In reality,
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these shafts have flexibility and their input angle is different from their output. Here, we
do not consider this flexibility and our model considers a solid connection.
The battery is modeled as a simple RC circuit. The relation between battery power
and electric power is as follows:
Pbat =
Pm
ηm
− Pgηg, (3.1)
where Pm and ηm are actuation power and efficiency of electric motors, Pbat is the battery
power, and Pg and ηg are generator power and efficiency when the electric motors generate
energy. The battery’s consumed energy can be calculated as:
˙SOC =
Ibat
Qmax
=
−V0 +
√
V 20 − 4PbatRbat
2RbatQbat
= −ηb Pbat
Emax
(3.2)
where SOC is the battery state of charge, Ibat is the battery current, Qmax is the maximum
battery electric charge, V0 is the open circuit voltage, Rbat is the internal resistance, Emax
is the maximum battery energy, and Qbat is the battery charge.
External Longitudinal Forces affect the longitudinal motion of the vehicle. The
main external forces are drag force, gravitational force and rolling resistance force.
Drag Forces are produced because of the resistance of air against the motion of the
vehicle. Aerodynamic forces have a significant impact on the vehicle, especially in higher
speeds. The drag force can be estimated at:
Fdrag =
1
2
ρaAaCdv
2, (3.3)
where ρa is the air density, Aa is the maximum frontal area, Cd is the drag coefficient and
v is the speed of the vehicle.
Gravitational Forces are acting on the system when the vehicle is moving on a slope.
The gravitational force can have a significant impact on the vehicles fuel consumption. If
the road’s grade angle (θg) is available, it can be calculated by the following equation:
Fgravity = mg sinθg. (3.4)
Rolling Resistance is the resistance against the tires rotation on the road. It is
produced because of the eccentric vertical force from the ground to the wheel. It is mostly
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modeled as a friction force acting on the tire.
Frr = mg(µr0 + µrvv) cosθg, (3.5)
where µr0 and µrv are rolling resistance coefficients and θg is the grade angle.
Combining the powertrain model and external forces acting on the system, we can come
up with the longitudinal dynamics equations of the power-split PHEV [99]:
(
I ′v(S +R)
2
RI ′eK
+
I ′vS
2
RI ′gK
+R
)
ω˙m =
(
(S +R)2
RI ′e
+
S2
RI ′g
)
Tm
+
S +R
I ′e
Te +
S
I ′g
Tg −
(
(S +R)2
RI ′eK
+
S2
RI ′gK
)
Td,
(3.6)
where Tm, Te, Tg are the torques of the MG-2, engine, and MG-1, respectively. Also:
I ′v =
mr2w
K
+ ImK + IrK,
I ′g = Ig + Is,
I ′e = Ie + Ic,
Td = mgrw
(
(µr0 + µrv)cosθ + sinθ
)
+
1
2
ρaAaCd (
ωm
K
)2 r3w,
ωmR + ωgS = ωe(R + S),
(3.7)
where ωm, ωe, ωg angular velocity of the MG-2, engine, and MG-1, respectively, and Im,
Ir, Ig, Is, Ie and Ic are the inertia for the motor, ring gear, generator, sun gear, and engine;
the carrier K is the final drive ratio, and; R and S are the numbers of teeth on the ring
and sun gears.
We will use the high-fidelity model for the controller evaluation purposes and for val-
idating our control-oriented models. This model has been developed by other members
in the author’s research group who are continuing to improve its accuracy by performing
identification tests on the Toyota Prius PHEV components [9,90,100]. Table 3.1 shows the
parameter values of the high-fidelity model.
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Table 3.1: The characteristics of Toyota Prius Plug-in Hybrid.
Parameters Symbol Unit Value
Vehicle mass m kg 1703
Drag coefficient Cd − 0.25
Frontal area Aa m
2 2.19
Static rolling resistance µr0 − 0.012
Dynamic rolling resistance µrv
s
m
0.0001
Engine power Pe kW 73
Motor power Pm kW 50
Generator power Pg kW 30
Wheel radius rw m 0.31
Number of battery cells Nb − 56
Battery cells nominal voltage V v 3.7
Battery nominal capacity Q Ah 21
3.2.2 Car-following control-oriented model
To develop a model for car-following problem shown in Figure 3.2, it is necessary to define
a safe car-following rule. Among different spacing policies in literature, a constant time
headway rule was chosen as:
d = d0 + hvh,
where d is the desired distance, d0 is the minimum distance at standstill, vh is the host
vehicle’s velocity and h is the constant headway time [15]. This spacing policy requires
increasing distance with respect to velocity so it takes a specific constant amount of time
for the host vehicle to reach to its preceding. This behavior is similar to a human driver
and it is a natural assumption for increasing safety. Based on the chosen gap policy, the
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Figure 3.2: Car-following with autonomous cruise control
state equations of the system can be written as follows:
x˙ = Ax +Bu(t− τa) +Bpap +BgFr
x =

ep
ev
vh
Tw
 , A =

0 0 1 − h
mrw
0 0 0 − 1
mrw
0 0 0 1
mrw
0 0 0 − 1
η
 , B =

0
0
0
Ka
η
 , Bp =

0
1
0
0
 , Bg =

−h
−1
1
0
 ,
Fr = −1
2
ρaAcCd(vh + vw)
2 − (µr0 + µrvvh)mg cos(φr)−mg sin(φr),
(3.8)
where x shows the state of the system in continuous time domain, ep = pp − ph − hvh and
ev = vp−vh are the position and velocity errors, ah, vh, and ph are the acceleration, velocity
and position of the host vehicle, pp, vp and ap are the velocity, position and acceleration of
the preceding vehicle, τa is the actuation delay, Fr represents the sum of all the resistance
forces, ρa is the air density, Ac is the frontal area of the car, Cd is the drag coefficient, µr0 and
µrv are the rolling resistance coefficient, m is the vehicle’s mass, vw is the headwind speed
and φr is the road grade. Tw is the wheel torque and rw is the wheel radius. Equation (3.8)
represents a nonlinear control-oriented model that is used in the design of the controller
and calculating the disturbance sets. This model includes drag forces by vehicle motion
and wind, rolling resistance force and gravity force due to grade changes. To define a cost
function based on energy economy improvement, a control-oriented model for the consumed
energy is needed. Because our baseline vehicle is a PHEV, we have to consider both fuel
and electricity costs. Therefore, instead of fuel rate and electrical current, we define the
cost function based on the combined energy cost of the two sources.
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Ecost = −Cf m˙f
vh
− Ce
˙SOC
vh
, (3.9)
where Ecost is the costs of energy, Cf and Ce are the cost of gasoline and electricity,
respectively, and SOC is the state of charge of the battery. The energy cost has been
divided by the host vehicle’s velocity to eliminate the effect of traveled distance. This
way, the consumed energy per distance unit is considered in the cost function. At lower
velocities, the energy cost will be assumed constant to avoid singularities. An energy
management algorithm decides the distribution of energy between the energy sources while
the vehicle is running to keep the powertrain near its optimal working point. Therefore,
it can be assumed that the engine is always working in its optimum working point and
approximate the fuel consumption with the following equation [75]:
m˙fi = α1 + α2Pe + α3P
2
e + α4vh, (3.10)
where m˙fi is the fuel rate, Pe is the engine power and α1, α2, α3 and α4 are constant
coefficients. To estimate the electricity rate, we used the following equation:
˙SOC = γ1 + γ2Pm + γ3P
2
m, (3.11)
where Pm is the motor’s or generator’s power and γ1, γ2, and γ3 are constant coefficients.
The squared electric power has been included in the model to represent ohmic losses. As
mentioned previously, the energy management controller decides the power ratio between
electricity and gasoline. Therefore, based on power ratio, the energy cost can alternate for
different total power demands. Based on power ratio, the power demand from each source
can be calculated:
PR =
Pe
Ptotal
,
Pe = PR · vh · u ·m,
Pm = (1− PR) · vh · u ·m,
(3.12)
where PR represents the power ratio and Ptotal is the total power demand. Using this
equation, the energy cost of the trip can be calculated from the total power demand and
power ratio of the energy management controller.
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3.2.3 Reduced model
The control-oriented model needs to be updated based on online measurements in the
system. Here, adaptation has been done based on a recursive least-square method, which
requires a parametric model. The following formulation has been used for the longitudinal
dynamic’s parametric estimation model:
ah =
Rgηp
rwm
Tcom − ρaAcCd
2m
(vh + vw)
2 − g(µr0 + µrv)cos(φr)− gsin(φr), (3.13)
where Rg is gear ratio, ηp is powertrain efficiency, Tcom is the commanded torque and other
parameters are as defined before. This formulation can be rearranged, as follows:
svh =
Rgηp
rwm
Tcom − ρaAcCd
2m
(vh)
2−(ρaAcCd
m
vw + gµrv)(vh)
− g(φr)− ρaAcCd
2m
vw
2 − gµr0 .
(3.14)
Finally, by using a stable filtering, this model can be reduced to the following model:
s
s+ λ
vh =θ1
1
s+ λ
Tcom − θ2 1
s+ λ
vh
2 − θ3 1
s+ λ
vh − θ4 1
s+ λ
φr − θ5 1
s+ λ
[1], (3.15)
where λ is the stable filter’s time constant and 1 is the unit input. Therefore, the estimation
model is:
aˆh = Θˆ
TΦd, (3.16)
where aˆh is the estimated acceleration and:
Θˆ =
[
θˆ1 θˆ2 θˆ3 θˆ4 θˆ5
]T
, (3.17)
which Θˆ is the vector of the estimated parameters and:
Φd =
1
s+ λ
[
Tcom −vh2 −vh φr 1
]T
, (3.18)
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where Φd is the regressors’ vector for the longitudinal dynamic estimator. Equations (3.10)
and (3.11) are already in the parametric form of m˙f = AˆΦe and ˙SOC = ΓˆΦm with:
Φe =
[
1 Pe Pe
2 vh
]T
, Φm =
[
1 Pm Pm
2
]T
,
Aˆ =
[
αˆ1 αˆ2 αˆ3 αˆ4
]T
, Γˆ =
[
γˆ1 γˆ2 γˆ3
]T
.
(3.19)
The hat shows the estimated value of a parameter. The presented models in this section
will be used for control designs and evaluations in the following sections.
3.3 Control design
This section is devoted to the control design procedure. Figure 3.3 illustrates the proposed
Eco-ACC architecture. To design this controller, first, the effective disturbances and un-
certainties are analyzed and an additive disturbance term is presented that can capture
them. A linear feedback controller (Kc) is designed that stabilizes the system and bounds
the effect of additive disturbances on the system’s states. Then, the nonlinear T-MPC de-
sign procedure is explained that is able to handle the defined constraints in the presence of
bounded uncertainties and disturbances. The final control input to the system is generated
by combining the designed linear controller with the output of NMPC. Finally, an online
least square parameter estimator is presented that estimates the uncertain parameters of
the system in real-time. The estimated parameters are used inside the NMPC controller
to improve its performance in case of a change in the parameters’ values. This way, the
final system will be robust to changes in the uncertain parameters and also can adapt to
them to improve the control performance. Therefore, the robustness and performance will
be separated and can be achieved simultaneously.
3.3.1 Disturbance set
To design a robust MPC, a bound must be established on the states’ error caused by
disturbances or a robust positive invariant (RPI) set defined below.
Definition 3.1. For an autonomous system x[k + 1] = Ax[k] + Bw[k] with bounded dis-
turbance w[k] ∈ W, robust positive invariant set Φ is the set of all x[k] ∈ Φ such that for
all w[k] ∈W and i > 0, x[k + i] ∈ Φ [101].
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Figure 3.3: AT-NMPC controller architecture
Suppose a nonlinear system in the following format:
x[k + 1] = Ax[k] +Bu[k] + g(x[k]) + w[k],
subject to
x[k] ∈ X,
u[k] ∈ U,
w[k] ∈Wm,
(3.20)
where x is the state of the system in discrete time domain, u is input, w is an additive
disturbance, X, U, and Wm are bounds on the state, input and disturbance in the system
and g(x) is the nonlinear part of the system. Now suppose that the input to the system
has the following form:
uk = −Kx[k − τd] + c0, (3.21)
where K is a linear stabilizing controller, c0 is the input generated by the model predictive
controller and τd is the total delay in radar and actuation. We ignore τd in the rest of
the calculations and model it as part of uncertainty in Proposition 1. By considering this
input, Equation (3.20) can be rewritten as
x[k + 1] = Acx[k] +Bc0 + g(x[k]) + w[k], (3.22)
where Ac = A − BK. On the other hand, without considering the disturbance term, the
nominal system can be written as
x¯[k + 1] = Acx¯[k] +Bc0 + g(x¯[k]), (3.23)
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where x¯ is the nominal state. By reducing (3.23) from (3.22) and considering state error
as e = x− x¯, error dynamics can be defined:
e[k + 1] = Acek + (g(x[k])− g(x¯[k])) + w[k] (3.24)
An RPI set of this system is equivalent to the maximum error caused by the additive
disturbance. To be able to find RPI set of this system, we need to handle the error in
the nonlinear term. Authors of [34] showed that if the nonlinear term g(x) is Lipschitz
continuous, ‖g(x)− g(x¯)‖2 will be bounded. If g(x) is Lipschitz in the region x ∈ X then:
‖g(x)− g(x¯)‖2 ≤ L ‖x− x¯‖2 , ∀x1, x2 ∈ X, (3.25)
where the smallest L satisfying this condition is the Lipschitz constant. Now if L(X) is the
Lipschitz constant over X then it can be obtained from (3.25) that
∀x, x¯ ∈ X & e ∈ E, ‖g(x)− g(x¯)‖∞
≤ L(X) max
e∈E
‖e‖2 , (3.26)
where E is a subset of X which includes the origin. This inequality defines a boxed shaped
set that bounds the error in the nonlinear term.
Wg = {ζ ∈ Rn| ‖ζ‖∞ ≤ L(X)max
e∈E
‖e‖2}, (3.27)
which can be added to Wm to make W = Wg ⊕Wm. Basically, if a bound can be defined
on the nonlinear term in the constraints region, then we can consider it as part of the
additive disturbance. The next step is to find a bound for Wm. To be able to use this
method, all sources of uncertainty must be combined into a single additive disturbance.
One major cause of uncertainty on this system is the delay in feedback loop due to τd. This
uncertainty can be bounded by finding the maximum state change that can happen in the
maximum delay time. The following proposition explains the calculation of this bound.
Proposition 3.1. Let x[k] ∈ X, u[k] ∈ U, ap[k] ∈ Ap, w[k] ∈ W where all of the sets
X,U,Ap,W are bounded. Furthermore, assume that the radar and actuator delay is upper-
bounded by a sufficiently small Td, i.e., 0 6 τd 6 Td. Then wτ , the uncertainty caused by
delay, will be bounded by the set:
Wτ = TdBdKc × {AX ⊕ (BU ⊕ (EAp ⊕W ))} .
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Proof. In order to prove this proposition, we use the fact that the difference between x[k]
and x[k− τd] is given by the rate of changes of x in τd-duration multiplied by τd (assuming
that τd is small). Rigorously
x[k − τd] = x[k]− τdx˙[k].
Next, note that according to (3.8), the set of all possible state change rates ∆X can be
given by:
∆X = {x˙ | x˙ = Ax +Bu+Bpap + w,
∀x ∈ X, ∀u ∈ U,∀ap ∈ Ap,∀w ∈ W},
which, looking back at the preliminary definitions, is equivalent to the following Minkowski
sum:
∆X = {AX ⊕ (BU ⊕ (BpAp ⊕W ))} .
Therefore, by Equation (3.14), the total amount of uncertainty that delay produces in the
system is given by
Wτ = TdBdKc × {AX ⊕ (BU ⊕ (BpAp ⊕W ))},
which is what we aimed to show.
Another source of uncertainty is the acceleration of the preceding vehicle. In (3.8) the
preceding vehicle’s acceleration ap has been modeled as an additive disturbance. There-
fore, wap which is the uncertainty caused by ap can be bounded by knowing a bound for
maximum possible acceleration for the preceding vehicle.
wap ∈Wa = BpAp. (3.28)
The uncertain parameters can also increase the model uncertainty. Uncertainty in ve-
hicle mass, tire radius, drag coefficient, rolling resistance coefficients, road grade, wind
speed and powertrain efficiency must be considered in the vehicle control design. If a
bound for each of these uncertain parameters is available, Equation (3.13) can be used
to find the maximum model error that the uncertain parameters can cause. Suppose
Υ =
[
m rw Cd µrv µr0 φr vw ηp
]
as the vector of uncertain parameters in Equa-
tion (3.13) with Υ as the vector of their nominal value and Υmax and Υmin as the vector of
their maximum and minimum values. Then, the following optimization problem will find
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the maximum model error.
eamin = min
Υ,vh,Tcom
ah(Υ, vh, Tcom)− ah(Υ, vh, Tcom),
eamax = max
Υ,vh,Tcom
ah(Υ, vh, Tcom)− ah(Υ, vh, Tcom),
subject to
Υmin ≤ Υ ≤ Υmax,
0 ≤ vh ≤ vhmax ,
Tmin ≤ Tcom ≤ Tmax.
where eamin and eamax are the minimum and maximum errors caused by the parameter
uncertainty which based on them the set of all possible acceleration errors due to the
parameter uncertainty can be defined as: ea ∈ Ea, and also bounded additive disturbance
due to the parameter uncertainty can be calculated, as follows:
wah ∈Wh = BgEa, (3.29)
where Bg is as defined in (3.8). The combination of all the uncertainty sources will be the
bounded additive disturbance term.
W = Wg ⊕Wτ ⊕Wa ⊕Wh. (3.30)
This disturbance set will be used for the design of the tube-based controller. Equation
(3.24) can be rewritten as
e[k + 1] = Ace[k] + w[k] w ∈W. (3.31)
Using this stable model with a bounded additive disturbance and Minkovski sum, the finite
reachable set for the error can be calculated as given below:
Φn = ⊕ni=0AciW, (3.32)
where Φn is the finite reachable error set and its infinity limit Φ∞ is called the robust
positive invariant set [102]. In this research, our T-MPC is similar to [103] which uses a
finite invariant set instead of infinity RPI set with a fixed current state.
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3.3.2 Model adaptation
A model adaptation method is used to adapt to changes in the system and environment to
maintain the performance of designed controllers. Here, we use a least square parameter
adaption method with a forgetting factor similar to [88] with the same notation. This
method uses previously presented parametric models to estimate the value of each effective
parameter. It works based on minimizing the squared error between the estimated and
measured output of the system by minimizing the following cost function.
J(θˆ) =
1
2
∫ t
0
e−β(t−τ)(z(τ)− θˆT (t)φ(τ))2
m2s(τ)
dτ +
1
2
e−βt(θˆ(t)− θˆ0)TQ0(θˆ(t)− θˆ0), (3.33)
where θˆ is the estimated parameters vector, θˆ0 is the initial estimated parameter, φ is
the measured input signal, z is the measured output signal, β is a forgetting factor, Q0
is a weighting matrix, P is covariance matrix and m2s is a normalizing term that can be
chosen as: m2s = 1 + αφ
Tφ, α ≥ 0. By minimizing this cost function, the algorithm
can find an estimation of the parameters. The first term penalizes the estimation error
and the second term penalizes the convergence rate with a decaying factor to increase
estimation robustness against disturbances. Forgetting factor gives a higher weight to the
new measurements so that in case of a change in a parameter the algorithm can adapt to
it. Based on this cost function a recursive least square algorithm is defined as follows.
˙ˆ
θ(t) = P (t)(t)φ(t),
P˙ (t) = βP (t)− P (t)φ(t)φ
T (t)
m2s(t)
P (t),
(t) =
z(t)− θˆT (t)φ(t)
m2s(t)
.
(3.34)
This algorithm updates the covariance and estimated parameters online when the vehicle is
running. To prevent wrong estimations, it is necessary to limit the estimated parameters.
Therefore, parameter projection is used to put constraints on estimations. Moreover, to
avoid the covariance matrix from becoming very large, it is necessary to put a constraint
on its maximum value. Assuming the desired constraint on the parameters is defined by:
S = {θ ∈ Rn|g(θ) ≤ 0}, where g is a smooth function and R0 as an upper bound for P ,
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projection can be defined as follows.
θ˙ =

Pφ if θ ∈ So or
θ ∈ δ(S) & (Pφ)T∇g ≤ 0
Pφ− P ∇g∇gT∇gTP∇gPφ otherwise
P˙ =

βP − P φφT
m2s
P if ‖P‖ ≤ R0 &{θ ∈ So or
θ ∈ δ(S) & (Pφ)T∇g ≤ 0}
0 otherwise
(3.35)
Projection ensures that the estimation will not go out of the constraint region and will
move along the border when it reaches its limits. This adaptation algorithm is used to
estimate fuel consumption, electricity consumption and longitudinal dynamics parameters
based on the reduced model presented in the modeling section. The estimated parameters
will be used in the control-oriented model of AT-NMPC so that the optimization problem
will find the updated optimal point of the system.
3.3.3 Adaptive robust controller
Using the disturbance set and the parameter adaption method above, it is possible now
to define our adaptive robust control problem. This controller includes a linear controller
that stabilizes the system and an NMPC that controls the system based on its nominal
control-oriented model and without considering the uncertainty and disturbances. The
NMPC keeps the nominal state of the system in a tighter region to ensure that the actual
system states will remain inside the defined constraints. Moreover, parameter adaptation
updates the control-oriented model that is used in the definition of the cost function to
maintain system performance. Therefore, two control-oriented models are used here, one
for updating the cost function and performing a future prediction and another one for
handling the constraints. The AT-NMPC optimization problem is defined as follows:
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min
co
{ Np∑
i=1
(
ω1e
2
p(xˆ, uˆ) + ω2e
2
v(xˆ, uˆ) + ω3uˆ
2 + ω4Ecost(xˆ, uˆ, PR, Aˆ, Γˆ)
)}
,
subject to
x¯[n] = x[n], xˆ[n] = x[n],
xˆ[n+ i+ 1] = fˆn(xˆ[n+ i], c0[n+ i]),
x¯[n+ i+ 1] = f¯n(x¯[n+ i], c0[n+ i]),
uˆ[n+ i] = −Kcxˆ[n+ i] + c0[n+ i],
x¯[n+ i+ 1] ∈ X 	 Φ[i],
c0[n+ i+ 1] ∈ U 	 (−KcΦ[i]),
(3.36)
where f¯ and fˆ are the nominal and estimated nonlinear longitudinal dynamic model of the
vehicle, Np is the prediction horizon’s length, ω1, ω2, ω3, and ω4 are weights on each term
and other parameters are as defined before. The control problem finds a vector c0 that
minimizes the cost function in the prediction horizon while the actual input to the system
is the combination of c0 and the linear controller.
Remark 3.1. In this control problem, the current state of the system is not a decision
variable and x[n] has a fixed value. Both nominal and adapted control-oriented models start
from the same initial point but perform future predictions based on their own parameters.
Remark 3.2. The tighter constraints on the states ensure that the system states will remain
inside X, the defined state constraint, for any amount of disturbance that satisfies w ∈W.
Moreover, the tighter constraints on the input reserves a part of available actuation for the
linear controller to maintain system’s robustness.
Remark 3.3. Having two separate control-oriented models ensures that constraints are
always satisfied based on the fixed nominal control-oriented model. Therefore even if the
adapted control-oriented model has low accuracy, the system’s robustness will be main-
tained. This is especially important in the case that a sudden change in model parameters
occur. Because the parameter estimator may not be able to recognize the change in the
model immediately, it is necessary to make sure that the system will remain safe and ro-
bust while the model is getting adjusted which is achievable by using separate models as has
been done here.
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3.3.4 Fast optimizer
To implement the proposed robust Eco-ACC on a vehicle control system, the AT-NMPC
problem must be solved in real-time. Therefore a fast solver is required that can solve
the nonlinear optimization problem with little computational demand. To this end, in
this research, Newton/GMRES method has been used to solve the control optimization
problem. This method is claimed to be very fast as it solves the differential equation
once at each time step [104]. In the current study, the author uses an automatic multi-
solver NMPC code generator, called MPSee, to generate the NMPC code based on the
Newton/GMRES algorithm which has been previously developed and tested in the author’s
research group [105],[106]. MPSee is a MATLAB-based mathematical program that enables
users to develop GMRES-based NMPC codes for different optimal control problems and
carry out simulations in Simulink. To define the Newton/GMRES solver, field vector and
constraints have been defined as follows:
f(x, u) =
d
dt
(

p¯h
v¯h
T¯w
p¯p
v¯p
a¯p
pˆh
vˆh
Tˆw

)
=

v¯h
T¯w
mrwηp
− { 12ρaCaAw
m
v¯2h + gφ¯r + µvgv¯h + gµ0}
− T¯w
τa
+ u−K[e¯p e¯v T¯w]
τa
v¯p
a¯p
−σa¯p
vˆh
Θ1Tˆw −Θ2vˆ2h −Θ3φˆr −Θ4vˆh −Θ5
− Tˆh
τa
+ u−K[eˆp eˆv Tˆh]
τa

(3.37)
C(x, u) = Hx[i]
 e¯p[i]e¯v[i]
u[i]−K[e¯p[i] e¯v[i] T¯w[i]]
− hx[i] (3.38)
where Hx[i] and hx[i] are used to define the polytopic constraints in each step equivalent
to X 	 Φ[i] in Equation (3.36). The two separate control-oriented models have been
implemented in here in the field vector and constraints where barred variables show the
nominal values and hatted variables are the estimated ones. σ is the decaying factor for
the preceding vehicle’s acceleration as defined in [22].
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Figure 3.4: Grade and wind profile injected in the simulation environment
3.4 Control evaluation
This section presents the evaluation of the proposed Eco-ACC in terms of estimation,
robustness and ecological improvement. The high-fidelity model of the baseline vehicle,
developed in Autonomie, is used for evaluation tests. First, the performance of the three
estimators is presented. Second, the robustness of the proposed controller is tested us-
ing the high-fidelity model of the baseline vehicle with injected disturbances as shown in
Figure 3.4. Third, ecological improvement caused by the proposed Eco-ACC is discussed.
Finally, the result of HIL experiment is presented that shows the real-time implementation
capability of the proposed controller. The weighings in these section for the controller was
chosen as: ω1 = 0.25, ω2 = 1, ω3 = 4.5 and ω4 = 100. The LQR controller was chosen as:
Kc = [−1.225, −1.224, 0.336].
3.4.1 Parameter estimation
We used three least-square parameter estimators to improve the control-oriented model of
our predictive controller. The first estimator gets velocity, road grade, and propulsion or
braking torque and then finds the parameters of the longitudinal model based on (3.15).
Figure 3.5 (a-e) illustrate the results of online parameter estimation for this estimator
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Figure 3.5: Longitudinal dynamic parameter estimator: (a) θ1[
1
Ns2
], (b) θ2[
1
m
], (c) θ3[
1
s
],
(d) θ4[
m
s2
], (e) θ5[
m
s2
], and (f) aˆ[m
s2
].
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Figure 3.6: Fuel consumption parameter estimator: (a) α1[
kg
s
], (b) α2[
kg
Nm
], (c) α3[
kgs
N2m2
],
and (d) m˙f [
kg
s
].
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Figure 3.7: Electricity rate parameter estimator: (a)γ1[
1
s
], (b)γ2[
s2
kgm2
], (c) γ3[
s5
kg2m4
], and
(d) ˙SOC[1
s
]
and Figure 3.5 (f) shows the estimated acceleration by the estimated model compared
to the measured acceleration. It is worth noting that the estimated parameters may not
converge to their real values which, for adaptive control use, is fine as long as the estimated
output matches the real value [88]. This model predicts the motion of the vehicle inside
the prediction horizon and adjusts to changes so that the prediction will be more accurate.
The two other estimators are shown in Figure 3.6 for fuel consumption and in Figure 3.7 for
electricity. As it can be seen both models are able to estimate the desired output closely
and adapt to changes in the parameters. The initial guess for the estimators is chosen
arbitrary which is the reason for initial oscillations in the parameter estimations. To
improve the estimators’ performance, forgetting factor has a higher value in the beginning
and decreases gradually afterward to a lower value. The main objective of using estimators
is for making sure that the optimizing the defined cost function will optimize the actual
system. Therefore, the results of these estimators will be used in the cost function of the
optimization problem.
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3.4.2 Robust constraint handling
Other than online parameter adaptation, the proposed AT-NMPC based Eco-ACC is able
to handle bounded uncertainties. To show the validity of this statement, we conduct simu-
lations by utilizing a high-fidelity model of the baseline vehicle and then adding a variable
wind speed and road grade to the simulation environment as shown in Figure 3.4. During
the simulation, the host vehicle follows a preceding vehicle in a drive cycle by receiving
inter-vehicular distance and velocity from the radar. To simulate the effect of delay in
the radar’s data, 400ms transport delay was injected into the inter-vehicular distance and
velocity data during the simulation. Moreover, parametric errors were considered in the
control-oriented model by 20% error in the vehicle mass, 50% error in the drag coefficient
and ignoring the rolling resistance forces. Then, based on the method presented in Section
IV, disturbance sets were calculated and used for defining the constraints of the AT-NMPC
problem.
Figure 3.8 and 3.9 shows the result of the simulation in a standard FTP-75 drive cycle.
The preceding vehicle follows the given drive cycle and the host vehicle follows the preceding
vehicle during the simulation using a regular MPC-based ACC and proposed AT-NMPC
Eco-ACC. As shown in Figure 3.8 (a) both controllers have acceptable velocity tracking
performance while following the preceding vehicle. However, the NMPC-based ACC has
harsher accelerations compared to the proposed Eco-ACC. The harsher accelerations are
due to the fact that non-robust NMPC cannot handle the defined constraints due to the
existing uncertainties in the system. Therefore, these uncertainties can push the system out
of the defined constraints and the NMPC has to perform harsh braking and acceleration
to go back into the constraints. However, AT-NMPC is robust against these uncertainties
and therefore it has less harsh accelerations. Figure 3.9 (a) and (b) compare the velocity
and position tracking error of the two controllers. NMPC is not able to handle the defined
constraints and it has higher position errors than the defined limits. On the other hand,
AT-NMPC handles the constraint perfectly because the effect of uncertainties has been
considered in its design based on Equation (3.36).
3.4.3 Ecological improvement
The objective function of the proposed controller is defined to minimize the cost of energy
in a driving cycle. Based on the given dynamic model of the vehicle and available road
elevation, AT-NMPC predicts the future host vehicle’s trajectory and based on that calcu-
lates the expected power demand in the prediction horizon. Then, based on the power-ratio
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Figure 3.8: Comparison of AT-NMPC vs. NMPC in (a) velocity and (b) acceleration in
car-following simulation
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Figure 3.9: Comparison of AT-NMPC vs. NMPC in (a)velocity tracking error, and
(b)position error in car-following simulation
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Figure 3.10: Energy consumption in three consecutive FTP-75 drive cycles
of the energy management system, it calculates the power demand of each energy source
and also energy cost during the prediction horizon. Parameter estimators make sure that
the optimal point of the cost function is the actual optimal point of the system. Figure
3.10 compares the trip energy cost of a tracking NMPC, ecological NMPC and the pro-
posed AT-NMPC in three consecutive FTP-75 drive cycles. A longer drive cycle is chosen
to minimize the effect of energy management system in the achieved results. The track-
ing NMPC has higher weightings on position and velocity tracking terms to increase the
tracking performance. Therefore it mostly sacrifices energy cost for better tracking and
therefore it has the highest energy cost in this driving cycle by $2.56. The Eco-NMPC has
a higher weighting on energy cost term which means that it sacrifices tracking inside the
defined constraints, to have better energy cost. Therefore, it has an energy cost of $2.4
which is about 6.2% lower than the tracking NMPC. However, in this case, the NMPC
controller is not able to handle the defined constraints and uncertainties push the system
out of the defined constraints set. To be able to move back into the constraints, the NMPC
has to do harsh braking and accelerations which increase the energy cost. AT-NMPC, on
the other hand, handles the defined constraints and also minimizes a cost function that
adapts to the actual vehicle behavior. It has an energy cost of $2.29 which is about 10.5
% lower compared to the tracking NMPC.
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Figure 3.11: Turnaround time of the controller in FTP-75 HIL experiment
3.4.4 Real-time implementation
As mentioned before, in this research, to further examine the performance of the proposed
controller, HIL experiments have been conducted to study the potential and capability
of AT-NMPC for real-time implementations in a vehicle control system. HIL tests take
into account the computational limits and communication issues, and their result is con-
sidered more practical than MIL simulations. Because physical prototyping in the early
stages of development of vehicle control systems can be very expensive, HIL experiments,
which are less expensive and also faster and safer, usually carried out before manufac-
turing the prototype vehicle [97]. Here, dSPACE Micro-Autobox II control prototyping
hardware was used for HIL tests. This setup is one of the widely used instruments for
calibration and testing of ECUs specifically for automotive applications. As explained in
the previous chapter and shown in Figure 2.3, the HIL setup has three main components:
1) a prototype ECU (MicroAutoBox II), which is an independent processing module that
runs the uploaded controller; 2) a real-time simulator (DS1006 processor board), which
is responsible for running the complex high-fidelity model; and 3) a PC that serves as
the human-machine interface. All the communications between the prototype ECU and
the real-time simulator are performed through a CAN bus. The computational power of
the ECU and also communication limits of the CAN bus impose a hard constraint on the
design of the controller in terms of accuracy and complexity of the control-oriented model,
number of variables, number of the prediction steps, size of the sampling time and the
optimization method. A control engineer must consider and adjust these parameters in
the design of the controller to be able to achieve real-time implementation capability.
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Figure 3.12: (a) velocity and (b) acceleration during car-following in a HWFET standard
driving cycle
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Figure 3.13: (a) velocity error and (c) position error during car-following in a HWFET
standard driving cycle
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Figure 3.14: Turnaround time of the controller in HWFET driving cycle HIL experiment
For HIL tests, a C code is generated of the designed controller by using the dSPACE
Real-Time Workshop code generator and then uploaded to the prototype ECU. With a
similar procedure, the high-fidelity model is uploaded to the real-time simulator using the
human-machine interface. The main goal of the HIL test is to determine the turnaround
time of the controller on a vehicle ECU. If the resulted turnaround time from HIL experi-
ments is less than the specified sampling time for the controller, there will be no concerns
about iteration limits and time-delay caused by the computational cost of the optimization
problem.
The results of the controller performance in terms of control task in a FTP-75 driving
cycle has been presented in the last section. Figure 3.11 illustrates the turnaround time of
the controller in FTP-75 driving cycle. The turnaround time for this controller is between
400µs and 700µs at all times for a prediction horizon of Np = 10. The maximum inner
and outer iterations set to be less than 5 to enable real-time implementations [105]. The
sampling time of the controller is 1 ms; hence, the proposed controller can be implemented
using typical automotive ECU hardware with no concern about computational demands
and without causing time delays. To further examine the performance of the proposed
controller in real-time, another experiment has been performed in a standard highway
driving cycle, HWFET. Figure 3.12 shows the results of the controller’s performance and
Figure 3.14 shows the controller’s turnaround time during the HIL experiment in the
considered highway driving cycle. Due to the existing uncertainties and delayed data, the
NMPC method was not able to maintain the defined constraints. AT-NMPC, however,
is robust to the uncertainties and was able to handle the defined constraints during this
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experiment. The turnaround time of the controller is below the specified 1ms sampling
time limit, which means that the proposed controller can be executed on a vehicle ECU
with any sampling time higher than 1ms.
3.5 Summary
This chapter proposed an adaptive and robust tube-based nonlinear model predictive con-
troller for the design of ACC systems to enable two-vehicle car-following. This method
ensures the robust satisfaction of the defined constraints in the presence of uncertainty
and also improves the system’s performance by adapting to the changes in the vehicle
control-oriented model. Therefore, in a way, this method decouples performance and ro-
bustness by using separate models one for constraint handling and another one for defining
the objective function.
In the modeling step, a nonlinear control-oriented model was presented for a vehicle
that performs car-following. This model was used for evaluation of the safe sets in the
presence of additive disturbances. Moreover, models for fuel consumption and electricity
rate were presented to estimate the cost of energy in the prediction horizon and based on
them, reduced models for parameter estimation were generated. A high-fidelity model of
the baseline PHEV, Toyota plug-in Prius, was used to evaluate the controller.
In the control design step, first, a linear controller was used to stabilize the system. Then
by analyzing the existed uncertainties, they got translated into an additive disturbance
term to define a bound for maximum uncertainty. Next, the design of the three least square
parameter estimators was explained that estimate the parameters of the control-oriented
model. Then, AT-NMPC control problem was defined that uses two separate models, one
for defining the objective function and another one for constraint handling. Using separate
models ensures that constraints are handled based on the fixed nominal control-oriented
model while the objective function is defined based on an adapted control-oriented model
to ensure that the optimal point of the cost function and the actual system are equivalent.
The objective function of the controller was defined to minimize the energy cost while
following a preceding vehicle.
In the controller evaluation step, simulations on the high-fidelity model were performed
by injecting uncertainties and delay into the simulation environment. The controller eval-
uations showed that the proposed AT-NMPC is able to handle the defined constraints in
the presence of uncertainty while improving the trip energy cost by 10% compared to a
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tracking NMPC. Finally, HIL experiments were conducted to show the real-time capability
of the proposed controller which showed that AT-NMPC had low computation costs while
running on a prototype ECU.
The AT-NMPC based Eco-ACC developed in this chapter is a time-domain controller.
Although this controller can significantly improve energy economy and maintain robust
safety of the system, because of its time-domain nature, it can not enforce frequency-
domain criteria. Hence, this controller can not be used for achieving string stability in a
vehicle platoon. Therefore, in the next chapter, we present a reference governor approach
to vehicle platooning that can achieve time-domain and frequency-domain criteria at the
same time. The AT-NMPC controller developed in this chapter can be used for single car
following and also control of the platoon’s leader, in order to improve platoon’s energy
economy.
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Chapter 4
Distributed reference governor
approach to safe and ecological
platooning
In this chapter, a predictive platooning controller is presented to achieve Eco-CACC for a
string of vehicles. We develop a predictive reference governor that enforces constraints on
a string stable platoon. Since the focus of this section is on platooning, we assume that the
leader is not performing car-following and instead it is following a drive cycle. Therefore, a
predictive controller based on NMPC is presented to control the platoon’s leader to improve
the energy economy of the whole platoon. For a leader that performs car-following, the
controller in the previous chapter should be used. The proposed controllers are fine-tuned
for the baseline vehicle and will be evaluated using an Autonomie-based, high-fidelity model
of this vehicle, which was discussed before. Although the control design and evaluations
in this chapter are performed on the Toyota Prius PHEV, the proposed approach can be
applied to other vehicle types with a few adjustments and simplifications.
The main contribution of this chapter is the design of a platooning controller that can
simultaneously achieve string stability in the frequency-domain and constraint handling
in the time-domain. The RG approach is proposed to separate platooning time-domain
requirements from frequency-domain requirements. The proposed predictive RG in this
chapter can handle time-varying references unlike classical RG methods, which is another
contribution of this research. This design is separate from the rest of the control system
and does not interfere with the main control task.
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Figure 4.1: Car-following parameters in a vehicle platoon
The remainder of this chapter is organized as follows: Section 4.1 presents the vehicle
and platoon models used in the control design and evaluation. Section 4.2 is devoted to the
control design procedure for achieving string stability, constraint handling, and improved
energy cost. The simulation of the proposed controllers for evaluating the string stability,
constraint handling, energy cost improvement and real-time implementation are presented
in Section 4.3. Finally, Section 4.4 summarizes and concludes the contributions of this
study.
4.1 Modeling
This section presents a control-oriented model developed for the proposed predictive con-
trollers. Different platoon models can be created, depending on the architecture of the
communication network between the vehicles. Here, we consider communications only
between a follower vehicle and its immediate predecessor. However, this method can be
applied to any other CACC system with different network topologies. Moreover, in this
chapter, we assume that all vehicles are identical.
4.1.1 Platoon model
Figure 4.1 shows three vehicles in a platoon with effective car-following parameters and
vehicle indexes. Obtaining the desired distance is the goal of car-following which will
be achieved by correcting an error equal to ep. The goal of platooning controller is to
find control inputs that can minimize this error. To design our model-based controller, a
simple model of the platoon is required. To model our platoon, we must first specify a
car-following rule that specifies the desired spacing between vehicles.
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There are different policies in the research literature for achieving the desired inter-
vehicular distance. Here, we choose a constant time headway rule: d = d0 + hivi, where d0
is the standstill vehicle gap and hi is the constant headway-time. With this gap policy, we
can write the state-space equations in the following form:
epi = pi−1 − pi − hivi
e˙pi = evi − aihi
e˙vi = ui −
1
m
Fr − ai−1
Fr =
1
2
ρaACd(vi)
2 + µmgcos(θg) +mgsin(θg)
(4.1)
where ai, vi and pi are acceleration, velocity, and position, epi is the error for inter-vehicular
distance, evi is the velocity difference, Fr is the resistance force, ρa is the air density, A is
the frontal area of the car, Cd is the drag coefficient, µ is the rolling resistance coefficient,
m is the vehicle’s mass and θg is the road grade. u is the input which is calculated from
the wheel torque by: u = Tw
mrw
, where Tw is the wheel torque and rw is the wheel radius.
To model the response of each vehicle, we assume a first-order model with a constant delay
[75]:
ui =
Ki
ηis+ 1
e−τisudi (4.2)
where ηi is the actuator’s time constant, τi is the actuator’s delay, Ki is the steady-state
gain and udi is the desired input. The nonlinear model presented here has been used in
the NMPC-based control of the leader vehicle. To design our reference governor, we need
a linear platoon model:
x˙i(t) = Axi(t) +Badi(t− τi) +Bpai−1(t)
A =

0 1 0 0
0 0 1 −hi
0 0 0 −1
0 0 0 −1
ηi
 , B =

0
0
0
Ki
ηi
 , Bp =

0
0
1
0

xi =
[
ςepi epi evi ai
]T
(4.3)
where ςep is the integral of inter-vehicular distance error that has been included for the
control design and adi is the desired acceleration which is related to the desired input by:
udi = adi +
Fr
m
. We are assuming that the resistance force Fr is compensated with a feed-
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forward compensator. Similar models have been used widely in the literature [60],[76]. In
this model, the preceding vehicle’s acceleration is an additive disturbance acting on the
dynamic system.
4.1.2 Powertrain model
High-fidelity model
The high-fidelity model of the Toyota plug-in Prius, which was explained in chapter 3, is
used here to develop a platooning high-fidelity model. To construct a platoon model, we
used a combination of six identical high-fidelity vehicle models in Simulink. This model has
accurate component models and mappings for different subsystems in the vehicle and it is
a reliable tool for evaluating the performance of the controllers in the vehicle’s longitudinal
motion. Each vehicle uses the proposed controllers to follow its predecessors in the platoon.
The high-fidelity platoon model is used for evaluating the proposed controllers in terms of
string stability, handling of the constraints and energy economy.
Control-oriented model
The high-fidelity model has high accuracy, but it is very complex; therefore, it cannot
be used inside the proposed controllers. Instead, a control-oriented model needs to be
developed that is able to capture the dominant dynamics of the vehicle but has lower
complexity. We need a simple model for the engine, electric motors, and battery. An
energy management controller in hybrid vehicles distributes the power demand between the
vehicle’s energy sources to keep the powertrain system near its optimal working condition.
Therefore, it can be assumed that the engine is always operating at its optimum working
point. Similar to last chapter, the fuel consumption can be approximated with the following
equation [53]:
m˙fi = ao + a1Pei + a2P
2
ei
+ b1vi (4.4)
where m˙fi [
L
s
] is the fuel rate, Pei [W ] is the engine power and a0[
L
s
], a1[
L
J
], a2[
L.s
J2
] and b1[
L
m
]
are constant coefficients. A PHEV has gasoline and electricity as its two energy sources.
Therefore, it is necessary to define the trip cost based on the energy cost of both sources:
E = −Cfm˙fi
vi
− CePbati
ηchηdisvi
(4.5)
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Figure 4.2: Platooning controller architecture
where E is the energy cost, Cf and Ce are the gasoline and electricity cost, respectively,
Pbat is the battery power, ηch and ηdis are the charging and discharging battery efficiency,
respectively. The energy cost has been divided by the velocity to eliminate the effect of
traveled distance. At lower velocities, the energy cost will be assumed constant to avoid
singularities.
4.2 Control design
This section presents the control objectives and the mathematical procedure of controller
design. There are three control objectives that must be achieved simultaneously: string
stability, constraint handling, and ecological performance improvement. In this chapter, we
limit the wireless communication network to the follower-predecessor and, based on that,
we assume the control architecture shown in Figure 4.2. The radar provides the inter-
vehicular velocity and distance and the wireless V2V communication gives the acceleration
set-point of the preceding vehicle. Combined ACC and CACC controllers will produce
acceleration set-points to control the vehicle. In this architecture, ACC is responsible for
maintaining the desired inter-vehicular distance and car-following, while CACC improves
string stability of the system. Although we only consider follower-predecessor communica-
tions, the proposed method can be applied to the platoons with different types of network
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topology. However, in this chapter, we are limiting our discussion to this specific type of
network topology and will discuss network topology in the next chapter.
4.2.1 String stability
One of the widely discussed topics in platooning is string stability. A string stable platoon
attenuates disturbance signals along the string of vehicles, whereas the string unstable
platoon amplifies them. The string instability will result in high oscillations in upstream
traffic and can cause traffic congestion or even accidents. For instance, in a string unstable
platoon, if the leader starts braking to stop, the next car will have attenuated signals and
therefore will brake harsher. The same behavior will continue in the next vehicles and
each follower will brake harsher compared to its preceding. Therfore, after a number of
vehicles, there will not be enough braking force to stop the follower cars and collision will
be inevitable. Therefore, it is important to consider this criterion in the controller design.
It is possible to define string stability based on the attenuation of different types of signals.
For example, reference [60] defined string stability based on the transfer function between
the acceleration of a follower to the predecessor and reference [76] defined it based on the
transfer function between the velocities. Here, we adopt the method in [76] but consider
acceleration signals for each follower-predecessor pair. The following criteria will ensure
the system’s string stability:
‖S(jω)‖∞ = sup
ω∈R
∥∥∥∥ ai(jω)ai−1(jω)
∥∥∥∥
∞
≤ 1 (4.6)
where S is the string stability signal, ai is the follower’s acceleration, ai−1 is the predecessor’s
acceleration and ‖.‖∞ is the infinity norm. The criterion requires that the transfer function
between the acceleration of a vehicle and its predecessor must be less than or equal to one
at all frequencies. Based on Figure 4.2, two controllers must be designed to stabilize the
system. Here, we use a PID controller for ACC since it is easy to tune and provides a good
tracking performance.
uaccdi =
[
KI KP KD −KDh
]
xi (4.7)
where KI ,KP and KD are integral, proportional and derivative coefficients and u
acc
d is
the generated input by the ACC controller. Similar controllers have been used in the
literature before [58],[60],[76]. In the presented control architecture, the acceleration set-
points by CACC are actually supplementary to the main ACC system to improve its
performance. For a homogeneous platoon of vehicles which have the same response, the
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CACC transfer function can be equal to one and in non-homogeneous platoons, CACC
adapts the acceleration set-point to the dynamics of the host vehicle. To improve the
stability of the system and reduce the effect of disturbances on its performance, a filter is
also considered in the CACC controller.
CCACC =
1 + ηi−1s
(1 + ηis)(1 + ηcs)
(4.8)
where ηi−1 and ηc are the preceding vehicle and filter’s time constants.
Figure 4.3: String stability transfer function for different values of delay (τ [s]) and headway
time (h[s]).
As with many other systems, the major factor affecting string stability is the delay
in radar and wireless communications. To achieve a string stable platoon, we design a
PID controller to stabilize the system and minimize the distance error, then by tuning the
PID controller and changing the headway time, study the string stability of the platoon
for different values of delay. Figure 4.3 illustrates the frequency response of the string
stability signal for different delays and headway times. The increased delay results in
a larger magnitude in string stability signal, which means that the upstream vehicles
will oscillate with a higher amplitude at higher delays. Increasing the headway time will
improve the string stability and for each amount of the wireless delay there is a stabilizing
minimum headway time. Here, we have considered 150ms second delay in communication
and a headway time equal to 0.6 seconds.
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4.2.2 Platooning constraint handling
String stability is not sufficient for safe and high-performance platooning. To ensure the
vehicles’ safety and satisfactory performance, they must be able to handle constraints. The
usual constraints in platooning are as follows:
Safety constraint
One of the platoon’s objectives is to minimize inter-vehicular distances to increase road
throughput and to decrease drag while keeping a minimum distance for the safety. Thus, a
maximum and minimum inter-vehicular distance error can be defined. Also, in platooning,
it is necessary to have the minimum platoon length and based on that, a maximum inter-
vehicular distance can be defined:
epmin ≤ ep(t) ≤ epmax . (4.9)
Limitation constraint
In real-world applications, there are always constraints on the actuation limit. It is the
same in platooning, with constraints on the maximum propulsion and maximum braking
force:
umin ≤ ui(t) ≤ umax. (4.10)
The vehicles’ maximum and minimum allowable velocity are always limited and the limi-
tation changes based on the route type and road condition:
vmin ≤ vi(t) ≤ vmax. (4.11)
Performance constraint
Each vehicle’s velocity needs to be close to the platoon’s velocity set-point; a large velocity
difference is undesirable:
evmin ≤ ev(t) ≤ evmax . (4.12)
To make sure that all vehicles deliver the same range of acceleration in a platoon and to
consider the comfort of the passenger in the design of the platoon, a constraint on the
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acceleration must be defined:
amin ≤ ai(t) ≤ amax. (4.13)
These constraints ensure the performance and safety of platooning. It is necessary to
employ a controller that is able to handle the platooning constraints. The string stability
has a frequency-domain definition and combining it with constraint handling, which has a
time-domain definition, is not trivial in a single controller. Here, to enforce the constraints,
we have designed an RG that, if necessary, changes the reference to enforce the constraint
handling. The main benefit of RG is that it separates the control design from the constraint
handling, allowing classical popular control approaches to be used with no concern about
the constraints. This benefit makes RG very useful in real-world applications since most
control engineers are more comfortable with classical controllers, which are easier to tune
and have been used for many years. In our case, in addition to the mentioned benefits, we
are seeking to enforce the constraints on a string stable platoon without interfering with
the main platoon control. RG works based on the system’s output admissible set.
Definition 4.1. (Output Admissible Set) The output admissible set is the concatenated
set of states and constant references that, if given to the system, will never violate the
constraints on the output in the presence of a bounded disturbance [67]:
O∞ = { (x(t), r(t)) | y(t+ k) ∈ Y, ∀w(t+ k) ∈ W, r(t+ k) = r, ∀k ≥ 0}. (4.14)
In this definition, O∞ is the output admissible set, r is the constant reference, W is the
disturbance bound and Y is the constraint on the output. Based on this set, RG will modify
the reference to the system. If the original reference and states are inside O∞, RG will not
change the reference and, if necessary, RG will find the nearest reference that keeps the
constraints. The problem with the classic RG is that it is assuming a constant reference,
which limits its performance. Also, in real-world applications, O∞(x(t)) can become void,
which means there may be no constant reference that could maintain the constraints on
the output. In this case, it is more practical to use a reference management, which is
an extended version of RG. Reference management can work with void admissible sets by
pushing the system toward admissibility in finite time. We define the new RG problem as
presented in Algorithm 1. In Algorithm 1, s is a slack variable, RG is a design parameter,
τ shows the time in the prediction horizon, yi is the output, y¯d is the desired output, T
is the terminal time, aˆi−1 is the estimated acceleration set-point that comes through V2V
communication and r is the generated reference by RG. ¯ˆai−1, y¯i and r¯ respectively show
the vector of the predicted preceding vehicle’s acceleration, predicted output and vector
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Algorithm 1 Reference Management Problem
Input: {aˆi−1, xi, yi}
Output: {r}
1: if aˆi−1 6∈ O∞(xi) then
2: activeRG← True
3: end if
4: if activeRG == False then
5: r ← aˆi−1
6: else
7: min
r¯T
{‖y¯i − y¯d‖2,Q + ‖r¯ − ¯ˆai−1‖2,R + ‖s‖2,P}
s.t : xi(t+ T ) ∈ O∞(aˆi−1)
yi(t+ τ) + s ∈ Y, τ = {0, 1, ..., T − 1}
8: r ← r¯(1)
9: if aˆi−1 ∈ O∞(xi) & ‖r − aˆi−1‖ < RG then
10: activeRG← False
11: end if
12: end if
of decision variables which its first component is given to the system as a reference value:
r = r¯(1). Q, R, and P represent the weightings on the output error, reference error, and the
slack variable. RG will determine if aˆi−1(t) ∈ O∞(xi(t)), in this case, it does not change
the original reference. But if aˆi−1(t) 6∈ O∞(xi(t)), or if O∞(xi(t)), is void, RG will move
the system states toward the admissible set O∞(aˆi−1(t)) in a finite time while maintaining
the constraints. The first term in the objective function of RG is the tracking term and
the second term is the reference keeping term.
Remark 4.1. The RG added to the control system, will not change the autonomous sys-
tem’s behavior when it recognizes that the constraints will not be violated. Therefore, if
our original system is string stable, the new platooning system will remain string stable.
In a situation where the constraints can be violated, RG will change the reference to keep
the defined constraints and push the system toward the admissible set so it can give the
original reference to the system and preserve the string stability. This will provide both
string stability and constraint handling for the platoon.
Remark 4.2. The design parameter RG is set to avoid large changes when switching back
to the original reference. A higher value of RG will reduce the time window of active RG
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but might result in an oscillatory behavior.
Remark 4.3. T , the minimum terminal time that can satisfy the condition: xi(T ) ∈
O∞(aˆi−1), will be calculated using the method in [107]. To ensure the satisfaction of the
terminal constraint, the terminal time must be set to a number larger than the minimum
value.
Remark 4.4. For a polytopic Y , an inner polytopic approximation of O∞is available with
the following form:
O˜∞ = {(xi(0), r)| Hxxi(0) +Hrr ≤ c} (4.15)
where Hx, Hr, and c are the polytope’s parameters. The accuracy of the approximation can
be controlled by modifying a small value for approximation criteria [67].
Figure 4.2 shows the location of RG in our platoon control architecture. RG will get the
acceleration set-point of the preceding vehicle and, if the current states of the system are
in the admissible set, will not change the acceleration set-point. In the case of constraint
violation, RG will move the system toward admissibility in a finite time by modifying the
original reference. When the states are back in the output admissible set, RG will give the
original reference to the system. This way, the platoon will be string stable and RG will
only intervene when there is a chance of violating the constraints. To solve the problem
stated in the Algorithm 1, we used CVX, a package for specifying and solving convex
optimizations [108],[109].
4.2.3 Ecological improvement
The ecological performance improvement is done by the control of the lead vehicle. A
smoother speed trajectory for the lead vehicle will result in lower energy costs for the
whole platoon. The assumption for this section is that the leader is doing the car-following
task because its preceding vehicle is neither connected nor part of the platoon. Because
the leader’s controller is not considered in the frequency-domain string stability analysis,
a time-domain approach can be used to control it. The following problem is defined for
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minimizing the energy cost of its car-following task [53]:
J =
∫ tk+T
tk
(w1e
2
p + w2(v − vref )2 + w3E(x, u,PR))dt
subject to:
x˙i = F(xi, u, ai−1)
vmin ≤ vi(t) ≤ vmax
umin ≤ ui(t) ≤ umax
(4.16)
where ai−1 is the acceleration of the preceding vehicle. Inside the prediction horizon, a
prediction of the preceding vehicle’s acceleration is needed. Investigating standard drive
cycles shows that vehicles tend to move with low accelerations and at constant veloci-
ties [53], therefore, we used the following prediction, with an exponential decay in the
acceleration:
a¯i−1(t) = ai−1(tk)e−λ(t−tk). (4.17)
This model generates a prediction of the preceding vehicle’s acceleration over the prediction
horizon. We are assuming that the preceding vehicle will reach a constant velocity and λ
is a parameter for modifying this prediction. tk is the current time and t is the prediction
time. In Equation (4.16), E is the energy cost as defined in the Eq.(4.5), PR is the power
ratio between the electric motors and the engine and T is the length of the prediction
horizon that is chosen based on its effect on the energy economy and computation time
[53,110]. This cost function penalizes the inter-vehicular distance, velocity error and energy
cost. We assume a constant power ratio in the prediction horizon that is equal to PR and
specified by the energy management controller at the current time instance. Therefore, the
cruise controller will interact with the energy management system through this variable and
different energy management techniques will result in separate ecological performances for
the cruise control. The leader uses the control-oriented model to predict the future states
of the system in the given prediction horizon. Based on this prediction, the objective
function is evaluated and minimized in each time step to find the optimal control values.
Then, in each time step, the first calculated input is given to the system as the control
input.
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(a)
(b)
Figure 4.4: (a) Identification signal, with rich frequency content, used for string stability
identification of the platoon. (b) close-up view of the identification signal. This velocity
profile was given as the reference to the platoon’s leader.
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Figure 4.5: Identification results for string stability of the platoon with different headway
times (h[s]) and communication delays (τ [s])
4.3 Control evaluation
In this section, the evaluation of the proposed controller is presented for string stability,
constraint handling and ecological performance improvement. A platoon of vehicles was
constructed in Simulink by combining six high-fidelity models of the baseline PHEV. The
leader is controlled using the proposed NMPC for ecological car-following and the rest
of the vehicles form a platoon that follows the leader. Each vehicle communicates with
its immediate predecessor through V2V communications. It should be mentioned that,
for the simulations, a linear Adaptive Equivalent Consumption Minimization Strategy (A-
ECMS) energy management method was used to optimize the power distribution between
the vehicles energy sources [111], [112]. This method maintains a linear state-of-charge
(SOC) profile during the trip based on the available route length. Energy management
system is not a focus of this research; therefore it is not discussed here. In this section
the control parameters are chosen as: h = 0.6, λ = 0.3, τw = 150ms, ω1 = 0.4, ω2 = 1,
ω4 = 500 and RG = 0.025.
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4.3.1 String Stability
Since the reference governor does not change the regular behavior of the system, the platoon
will remain string stable. To show the validity of this statement, we have performed a string
stability identification test on the vehicle platoon. This test will determine if the designed
controllers can achieve string stability for a high-fidelity platoon model. To evaluate the
designed platoon’s string stability, we gave the leader a filtered white noise signal added
to a constant velocity as the reference. Then, we measured the vehicles’ response for
1000 seconds and investigated the platoon’s string stability by calculating the frequency
response between the lead and tail vehicles. To estimate the string stability frequency
response function (FRF) from time-domain experimental data, it is necessary to use an
excitation signal that is able to excite the frequency range of interest [76], [113]. Therefore,
we chose a colored noise signal, generated by filtering a white noise signal that has a
reach frequency content and it is appropriate for assessments of the FRF of the system.
Figure 4.4 shows the reference signal used for system identification. The transfer function
estimation was performed by the tfestimate command in Matlab with 16384 windows and
50% overlap. Figure 4.5 illustrates the magnitude of the transfer function generated in the
identification test between the accelerations of the lead and tail vehicles. The frequency
analysis shows a result similar to that in Figure 4.3, for different values of delay and
headway time. Using this method, we choose a constant headway time equal to 0.6 seconds
for the presented simulations and considered a wireless delay equal to 0.15 seconds in the
V2V communications.
4.3.2 Constraint handling
The next step after designing the string stable platoon is to enforce the defined constraints
on the system. As explained above, the RG approach was used for constraint handling.
RG works based on the output admissible set; therefore, the first step in designing RG
is calculating this set. The discretized version of the model presented in Equation (4.3)
is used to calculate the output admissible set. A polytypic inner approximation of the
output admissible set was generated using the method presented in [66], [67]. Figure 4.6
illustrates projections of three states of the output admissible sets for three different values
of the preceding vehicle’s accelerations. Figure 4.6 is only generated to show the general
behavior of the output admissible set. The constraints that we assumed, in this case, are
on the position error, velocity error, and acceleration limits. The velocity profile in Figure
4.7 is used, therefore, a constraint on the distance error is chosen as: ep ∈ [−0.6 0.75] to
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Figure 4.6: Projection of the calculated output admissible set for three different preceding
vehicle’s acceleration set-points. In this plot, the blue color has priority to green and green
has priority to red. Therefore, the overlapping areas are shown with the color of higher
priority.
avoid infeasibility. The constraint on the inter-vehicular velocity is chosen as ev ∈ [−5 5]
to avoid large velocity difference but allowing vehicles to have slightly different speeds.
The acceleration limit was chosen as: ai ∈ [−5 2.5] based on the available actuation in
the vehicle. The output admissible set contains the points in the state space that are safe
in terms of handling the constraints for the specified reference value. Therefore, if, for
example, the preceding vehicle’s acceleration set-point ap is equal to -1 and states are in
the red region, the defined constraint will not be violated. However, if the system’s states
are not in the red region, giving ap as the reference to the CACC controller will result in
the violation of the defined constraints. In this case, RG becomes active, moves the states
back into the red region and then becomes inactive.
RG pushes the system states inside the presented output admissible set to enforce
the defined constraints. To evaluate the performance of the RG, the same platoon as the
previous section is used in Simulink. To have clearer test figures, only the results of the first
three platoon vehicles are plotted in this section. Figure 4.7 illustrates the performance of
the designed platoon in following a reference vehicle. It can be seen that the platoon is
string stable and there is less oscillation for the follower vehicle compared to the proceeding
ones. The vehicles follow each other by a reasonable acceleration and velocity. Figure 4.7
(c) shows the inter-vehicular distance error between the three vehicles. The distance error
is mostly well behaved and inside the defined constraints, only in 1122 and 1147 seconds,
the distance error reaches the lower limit of -0.6m. Figure 4.8 shows the reference generated
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(a)
(b)
(c)
Figure 4.7: (a) Velocity profile of the platoon’s first three vehicles following a reference
vehicle. (b) Acceleration profile of the vehicles in the platoon. (c) Inter-vehicular distance
error of the first three vehicles in the platoon.
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(a)
(b)
Figure 4.8: Control signal generated by RG (red dashed line) and original acceleration
set-point of the preceding vehicle in: (a) first vehicle and (b) second vehicle.
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by RG and the original references for the two follower vehicles in the same drive cycle. It
can be seen that in 1122 seconds, RG has modified the original reference for about five
seconds to avoid constraint violations. In 1147 seconds, the distance error reaches -0.6m
but RG does not modify the reference because it recognizes that the system remains inside
the constraint with the original CACC reference.
4.3.3 Ecological improvement
The ecological performance improvement is done by controlling the leader to achieve
smoother speed trajectories with reduced unnecessary accelerations. The designed NMPC
controller minimizes the energy cost of the leader. Because in a string stable platoon, the
follower vehicles try to follow the same trajectory as the leader with reduced oscillations,
it is expected that the followers will have a better energy economy. Thus, a higher energy
efficiency can be achieved for the whole platoon. Figure 4.9 shows the speed trajectory of a
string stable platoon of vehicles following the FTP-75 driving cycle. As it can be seen, the
tail vehicle has a much smoother speed trajectory compared to the leader which is because
of the platoon’s string stability. This smoother trajectory will result in less unnecessary
accelerations and a better energy economy for the platoon.
Figure 4.10 and Table 4.1 show the total trip energy cost of each vehicle in the platoon.
As expected, for three consecutive FTP-75 drive cycles, the lead vehicle has the highest
energy consumption ($1.85), followed by the last two vehicles ($1.74). Therefore, the tail
vehicle has a 6% lower energy cost compared to the lead vehicle that has already reduced
its energy cost using an ecological ACC for car-following. In the case of the leader with PID
controller, the tail vehicle has a 12% lower energy cost compared to the leader. The trend
in the energy consumption of the string of vehicles suggests that, in the proposed platoon
design, there is a limit in the improved energy cost caused by the reduced unnecessary
acceleration and deceleration. The oscillations in the lead vehicle’s velocity profile get
attenuated in the string of vehicles and they vanish after a number of vehicles. After
that, the other followers have a very close velocity profile, and therefore a similar energy
consumption.
Figure 4.11 and Table 4.1 show the total trip energy cost of the platoon in three con-
secutive FTP-75 drive cycles. The platoon with the proposed NMPC leader controller has
an energy cost of $10.64 which is about 6% lower than the platoon with PID leader, which
has an energy cost of $11.32. This performance is mostly due to the reduced unneces-
sary accelerations and decelerations in the vehicle motion because of using a predictive
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Figure 4.9: Speed trajectory of platoon vehicles following FTP-75 standard drive cycle.
Figure 4.10: Total energy cost for each vehicle in the platoon following the FTP-75 driving
cycle.
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Figure 4.11: Total energy cost of the whole platoon following the FTP-75 driving cycle
with PID and NMPC controlled leaders.
controller.
The presented Eco-ACC controller for the leader has resulted in 10% lower energy cost
for the leader. It has also resulted in lower energy costs for the follower vehicles, compared
to a regular PID controller. The tail vehicle in the NMPC lead platoon consumed about
3.9% less energy compared to the tail vehicle in the PID lead platoon. These results are
a comparison between platoons with different leaders and do not show the improvements
caused by platooning. Here, we have only considered the energy cost improvement due
to minimizing unnecessary accelerations and decelerations in the vehicle platoon. A lower
energy cost is also expected because of the platoon’s reduced drag; however, our simu-
lations did not consider the effect of the reduced drag due to its uncertain and complex
behavior. Moreover, in passenger cars, lower drag in follower vehicles is only noticeable in
inter-vehicular distances, at least, less than the length of the vehicle [114],[115]; however,
Table 4.1: Platoon’s energy cost for different leader controllers
Energy Cost ($)
Leader’s Controller 1st
Car
2nd
Car
3rd
Car
4th
Car
5th
Car
6th
Car
Sum
PID 2.06 1.94 1.86 1.83 1.83 1.81 11.32
NMPC 1.85 1.79 1.76 1.75 1.74 1.74 10.64
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considering the safety requirements, network imperfections and string stability, such low
distances are not currently feasible for practical platooning of passenger vehicles. In sum-
mary, the effect of the reduced drag on the indicated ecological performance results will
not be significant.
4.3.4 Real-time implementation
To further examine the performance of the proposed controller, HIL experiments have
been carried out to ensure the potential and capability of the controller for real-time
implementations in practice. Like before, dSPACE Micro-Autobox II control prototyping
hardware is used for HIL tests. The HIL setup consists of three main components: a
real-time machine (DS1006 processor board), a prototype ECU (MicroAutoBox II), and
a human-machine interface. Like the previous chapter, all communication between the
prototype ECU and the real-time machine is performed through a CAN bus.
For the HIL tests, only two vehicles were considered, a follower that runs the proposed
controller and a leader. The platooning controller with RG was uploaded to the test ECU
to evaluate its computation time. This was done because, in HIL experiment, we are only
interested in computational demand of one ECU and the RG algorithm for that specific
car.
Figure 4.12 shows the velocity and position error during the HIL experiment and Figure
4.13 shows the turnaround time of the ECU running the proposed platooning controller.
In regular situations when RG only checks the admissibility, the turnaround time of the
controller is about 0.05ms. When RG detects a chance for violation of the constraints,
it becomes active; therefore, the turnaround time of the controller increases for a limited
time. Even when there is an increase in the computations, the turnaround time is below
1ms. To better illustrate the performance of the controller, only a part of the experiment
has been shown in Figure 4.12.
These results show that the proposed controller can be executed on a real vehicle ECU
and work in real-time with no concern about the delay caused by high computational
demand of the optimization problem.
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(a)
(b)
Figure 4.12: (a) Speed and (b) position error of the leader and the first follower vehicle
during the HIL experiment
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Figure 4.13: Turnaround time of the prototype ECU during the HIL experiment.
4.4 Summary
This chapter targeted an important issue in the platooning of vehicles: the simultaneous
satisfaction of frequency-domain criteria, namely the string stability and time-domain cri-
teria, that is, the constraint handling. A novel RG approach was proposed to enforce the
constraints while preserving the string stability of the designed platoon.
In the first step, a control-oriented model was presented to be used in platooning
and ecological control of the baseline PHEV, namely Toyota plug-in Prius. The linear
platooning model was used in the RG design and the nonlinear PHEV model was used in
the heart of the NMPC to control the lead vehicle. A high-fidelity model of the baseline
PHEV was used to evaluate the controllers and validate the control-oriented model. The
linear platooning controllers were designed to achieve a string stable platoon based on
the induced norm and the platooning model proposed in the modeling section. Then, the
RG-based controller was designed to enforce the defined constraints on the stable system.
The RG sits behind the CACC controller and, by getting the host vehicle’s states and the
preceding vehicle’s acceleration set-points from a wireless network, modifies the reference
signal to keep the defined constraints. RG produces the same reference as its input to the
system and only changes it when it recognizes a possibility for violation of the constraints.
Therefore, based on the first step’s design, the platoon remains string stable and can handle
the platooning constraints.
To improve the platoon’s energy economy, an ecological ACC was presented that en-
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ables the lead vehicle to follow an unconnected preceding vehicle that is not part of the
platoon. The follower vehicles consume less energy, as they follow the same trajectory as
the leader, with reduced oscillations due to string stability. Therefore, as suggested in the
existing literature, there is no need to control each vehicle separately and specifically for
improving its energy economy. This control approach combines string stability; safety and
performance constraints handling; and energy economy improvement and satisfies all of
them at the same time.
A frequency-domain analysis showed that the proposed controller results in a string
stable platoon based on the controller design. The result for constraint satisfaction demon-
strated that RG is able to keep the system inside the defined constraints only by modifying
the original reference to the CACC controller. As shown in Figure 4.8, the added RG did
not change the general behavior of the controlled system and only intervened when there
was a chance for constraint violation. Consequently, the system remained string stable and
was able to handle the defined constraints.
The major contribution of this chapter is that the proposed control approach has sep-
arated the main platooning design for car-following and string stability from constraint
handling. The results show that a platoon whose leader had the NMPC controller recorded
an ecological improvement of about 6%, compared to the one with a PID controller. The
follower vehicles had up to 10% lower energy costs compared to the leader, which is due
to the string stable platooning. The HIL test with a dSPACE setup showed that, on aver-
age, the proposed controllers had low computation costs with increased turnaround time
only when RG became active. However, the turnaround time was below 1ms at all cases
which means that the proposed controller can be executed on a real vehicle ECU with any
sampling time higher than 1ms.
In this chapter, a reference governor-based controller was developed that can achieve
frequency-domain and time-domain requirements at the same time. The given string sta-
ble controller was developed based on homogeneity assumption. In the next chapter, we
will present an MRAC based platooning controller that can achieve string stability for a
heterogeneous vehicle platoon.
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Chapter 5
String stable heterogeneous vehicle
platooning
This chapter presents an adaptive control approach to the platooning of heterogeneous
vehicles. This research is mainly concerned with the design of controllers for PHEVs.
Therefore in the last chapter, platooning of homogeneous PHEV platoons was considered.
However, in practice, a PHEV might have to perform platooning with the other types of
vehicles. Therefore, to have a more practical controller, it is necessary to study platooning
of PHEVs in interaction with heterogeneous platoons as well. This heterogeneity may be
caused by different network topologies, different vehicle dynamical behaviors or the external
disturbances. To take into account these differences, a controller should be developed
that can adapt to changes to maintain string stability despite these differences. In order
tho achieve this gaol, in this chapter, a direct model reference adaptive control (MRAC)
approach to this problem is explained along with the necessary evaluations to show the
performance of the presented control method. MRAC can enforce a desired behavior on
the system by performing an online parameter estimation and using an adaptive control
law. This way a string stable behavior can be enforced on the platoon despite dynamical
differences and external disturbances.
In the rest of this chapter, first, a nonlinear dynamical model is presented that explains
a heterogeneous platoon subjected to external disturbances. Next, a direct MRAC is
designed that enforces a string stable behavior on the vehicle platoon despite different
dynamical models of the platoon members and the external disturbances acting on the
system. The proposed method estimates the controller coefficients online to adapt to
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disturbances such as wind, changing road grade and also to different vehicle dynamic
behaviors. Finally, the proposed controller is evaluated with a high-fidelity heterogeneous
platoon model with injected communications and radar delay. The controller evaluations
show that the proposed controller is able to maintain string stability in the presence of
delay, disturbances, and heterogeneous dynamical models. Moreover, HIL experiments are
performed to show the performance of the proposed controller on a prototype vehicle ECU
in real-time application. These experiments show that the proposed controller can control
the vehicle platoon with the limited computational power available on a vehicle ECU and
in a real-time fashion.
5.1 Modeling
This section explains the models that have been used for the design and evaluation of the
proposed controller. First, a high-fidelity model is explained that has been used for con-
structing a high-fidelity heterogeneous platoon model. This model contains high-fidelity
models of each component in each vehicle that combined together make an accurate com-
plex model, which is appropriate for evaluation purposes. For the control design, however,
this model is too complex. Therefore, a simpler nonlinear model is presented that is used
for parameter estimation and adaptive control of the platoon. This model has less com-
plexity compared to the high-fidelity model but it is descriptive enough to capture the
general behavior of the system.
Figure 5.1: Car-following parameters of a heterogeneous vehicle platoon
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5.1.1 High-fidelity model
For the evaluation of the proposed controller, accurate models of the vehicles are neces-
sary. To construct such a high-fidelity model, dynamic models of the baseline vehicles are
developed in Autonomie. As explained before, Autonomie is a MATLAB-based software
package with a library for different vehicle models and components that can be selected to
generate a high-fidelity model of the whole vehicle. Autonomie allows the selection of two
or four-wheel vehicles with different types of powertrains and also the modification of its
components and characteristics to simulate each baseline vehicle. The developed models
of different vehicles are combined in a simulation model to construct a high-fidelity vehicle
platoon model in Simulink. The designed controller will control the longitudinal motion
of each car by receiving inter-vehicular distances, velocity and also control input signals
from the preceding vehicles and generating control inputs that can maintain the desired
distances and string stability. Road grade profile, changing wind speed and sensor delay
for radar and V2V communications are also injected into the model to simulate realistic
scenarios.
5.1.2 Platoon model
A vehicle platoon can be formed by a number of interconnected vehicles that receive data
about their preceding vehicles through a wireless V2V network and radar. Figure 5.1
shows the effective car-following parameters of a three-vehicle heterogeneous platoon along
with the assigned vehicle indexing. The main goal of car-following is to maintain a safe
inter-vehicular distance which may be achieved with an error equal to ep. Different types
of policies can be found in the literature for the desired inter-vehicular distance, here a
constant time headway rule is used: di = d0 + hivi, where d0 represents the standstill
desired vehicle gap and hi shows the constant headway time. Considering this gap policy,
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the nonlinear error dynamics of car-following can be written as follows:
x˙i = Axi +Bui(t− τai) +Bpai−1 +BgFri
xi =
epievi
Twi
 , A =
0 1 −
hi
mirwi
0 0 − 1
mirwi
0 0 − 1
ηi
 ,
B =
 00
Kai
ηi
 , Bp =
01
0
 , Bg =
−hi−1
0
 ,
Fri = −
1
2
ρaAciCdi(vi + vwi)
2 − (µri)mg cos(φri)−mg sin(φri),
(5.1)
where ph, vh, and ah are the position, velocity, and acceleration of the host vehicle and
ep = pp − ph − hvh, ev = vp − vh, and also pp, vp and ap are the position, velocity, and
acceleration of the preceding vehicle, Fr represents the sum of all the resistance forces, ρa
is the air density, Ac is the frontal area of the car, Cd is the drag coefficient, µr0 is the
rolling resistance coefficient, m is the vehicle’s mass, vw is the headwind speed and φr is the
road grade. Tw is the wheel torque, rw is the wheel radius, and i shows the vehicle index.
Equation (5.1) represents a nonlinear vehicle platoon model that is used for control design.
This nonlinear model includes drag forces by vehicle motion and wind, rolling resistance
force, and gravity force due to the grade changes.
Each vehicle in this platoon has a different set of parameters that cause a dynamic
heterogeneity in the platoon. The designed controller must be able to work with each
different vehicle and maintain string stability despite the dynamic differences. The list of
the vehicle parameters used here is presented in Table 5.1. There are four different types
of vehicles in this list including battery electric vehicle (BEV), PHEV, diesel truck and
conventional vehicle with an internal combustion engine.
5.1.3 Communication network topology
In this research, the communications between the platoon’s vehicles is considered unidi-
rectional from preceding vehicles to the followers. Different communication topologies are
considered here which are commonly used in the literature [116]. These topologies include:
communication only between each immediate predecessor and follower (PF) pair, commu-
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Table 5.1: Model parameters of the heterogeneous platoon’s vehicles
vehicle index 1 2 3 4 5 6
vehicle type BEV PHEV Truck Conv. PHEV Conv.
m [kg] 2150 1925 10000 1580 1720 1850
rw [m] 0.301 0.301 0.478 0.32 0.301 0.35
τa [s] 0.1 0.05-0.2 0.4 0.3 0.05-0.2 0.3
µr 0.008 0.010 0.014 0.0012 0.012 0.008
Ac [m
2] 2.20 2.25 8.918 2.18 2.25 1.8
Cw 0.35 0.3 0.7 0.32 0.3 0.32
nication between every two predecessors and follower (TPF), communication between the
leader, immediate predecessor and follower (LPF) and communication between all prede-
cessor vehicles, leader, and follower (APLF). Figure 5.2 shows the different communication
topologies used in this chapter. In Figure 5.2 (d), due to the complexity of the whole
network, only communication to the last vehicle is shown to have a clearer picture.
In a vehicle platoon, the lead vehicle chooses the set-point of the whole platoon. The
follower vehicles with PF topology receive the set-point changes only from their immediate
preceding; therefore, it takes at least a time equal to the sum of all the delays in each
communication link from a follower to the leader to receive the changes. A direct com-
munication from the leader to each follower, however, can transmit the platoon set-point
changes with a much smaller delay and at approximately same time to each follower, which
in turn will improve the performance of the platoon. But the problem is that the range
of V2V communication is limited and therefore there is a maximum length for a platoon
that requires direct communication with the leader. Another problem is that in a hetero-
geneous platoon, transmitted data from the leader might not match the safety requirement
of a follower. Especially, different amount of propulsion or brake force can cause safety
constraints violation for followers.
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Figure 5.2: Different communication network topologies (a) predecessor-follower (PF) (b)
two-predecessors-follower (TPF) (c) predecessor-leader-follower (PLF) (d) all-predecessors-
leader-follower (APLF)
5.2 Control design
This section presents the controller design procedure for platooning of heterogeneous pla-
toons. First, string stability is explained and the desired reference model for a string stable
platoon is specified. Then, the parametric model and the adaptation law for the design of
the adaptive controller is presented. Finally, direct MRAC is explained for adaptive string
stable platooning. In this chapter, different wireless communications networks have been
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used from predecessor vehicles to the follower based on the control architecture in Fig-
ure 5.3. In this architecture, the inter-vehicular velocity and distance are available from
an onboard radar, and also acceleration control set-points of the preceding vehicles are
given by the wireless V2V communications. The MRAC receives these data and generates
appropriate control inputs to control the vehicle as desired.
Figure 5.3: MRAC-based platooning control architecture
5.2.1 String stability
We defined string stability in the previous chapter. String stability is an important factor
in vehicle platooning, which is essential for ensuring the safety of the platooning system.
The same definition applies to heterogeneous platoons. A string stable heterogeneous
platoon must ensure that disturbance signals will not detonate as they go along the vehicle
string, so that the tale vehicle has attenuated disturbances compared to the lead vehicle.
As mentioned before, it is possible to define string stability based on the attenuation
of different types of signals. Here, acceleration signals are assumed in each predecessor-
follower vehicle pair. However, any other definition of string stability can work the same
for this control design and synthesis. Looking back at (4.6) , string stability of the system
can be defined based on transfer function between the acceleration of a follower and its
predecessor. This criterion requires that the transfer function between the accelerations of
each follower-predecessor must be less than or, at most, equal to one at all frequencies.
Based on Figure 5.3, available data to the MRAC controller are preceding vehicles’
acceleration set-points, inter-vehicular distance, and inter-vehicular velocity. Based on
these signals, the reference model must define the desired acceleration, considering the
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Figure 5.4: Frequency response of the transfer function between accelerations of each
predecessor-follower pair for different time headway (h[s]) and wireless delay (τw[s])
existing delay in each of them. Therefore, we define the following reference model:
ahm =
Tm
s+ Tm
(ap e
−τws + kp ep e−τRs + kv ev e−τRs), (5.2)
where ahm is the reference desired acceleration, τw is the wireless communication’s delay,
τR is the radar’s delay, and Tm, kp and kv are design parameters. To find the string
stable control parameters, we assume that the delay in the radar is equal to τR = 400 [ms]
[117] and then find stabilizing control parameters and constant time headways for different
amounts of delay in wireless communications. Figure 5.4 shows the string stability signal
for different wireless delays and constant time headways, considering the desired reference
system. Increasing the wireless delay will result in a bigger magnitude for the string
stability signal, which means that the upstream vehicles will be affected by disturbances
and platoon set-point changes with a higher amplitude compared to their predecessors.
Increasing the constant time headway value will improve string stability and there is a
stabilizing minimum time headway for each amount of wireless delay. The design and
synthesis of the controller is based on the first order model, presented in the Section 5.1.2,
between the desired and actual wheel torque.
5.2.2 Parametric model
To develop a parametric model, we assume the following vehicle model:
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Figure 5.5: Schematic of a model reference adaptive controller
ai =
Rg
rwmi
Ei
1 + ηis
Tcomi −
ρaAciCdi
2mi
v2i −
ρaAciCdi
mi
vwivi
− 1
2
ρaAciCdi
mi
v2wi − gµricos(φri)− gsin(φri)
(5.3)
where E is the vehicle’s powertrain efficiency, Rg is the gear ratio between the engine and
wheels, rw is the wheel radius and the other parameters are as defined before. Assuming
that only the desired torque Tcom and speed of the vehicle are measurable, the unknown
parameters can be lumped to find:
svi =θ1Tcomi − θ2sv2i − θ3v2i − θ4svi − θ5vi − θ6s2vi − θ7. (5.4)
5.2.3 Adaptive control by direct MRAC
Figure 5.5 shows the general configuration of an MRAC controller. Wm(s) is the transfer
function of the desired behavior. The controller’s main goal is to minimize e1, the error
between the output of the system and the desired model, by adjusting the controller’s
coefficients. In indirect MRAC, an online parameter estimator estimates the plant’s pa-
rameters online and then the controller uses an adaptation law to find the appropriate
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control coefficients. If a parameter in the plant changes during the operation of the sys-
tem, the adaptive controller will be adjusted to account for that change and maintain the
desired behavior. To further simplify this controller, it is possible to combine the parame-
ter estimation, adaptive law and the controller in a single control block and make a direct
MRAC. In the direct MRAC, instead of the system’s parameters, the controller directly
estimates the control coefficients that minimize the error between the desired and actual
output of the system.
In this system, based on Figure 5.3, the main goal of MRAC is to enforce the desired
reference behavior on to the system. The controller gets the preceding vehicles acceleration
from the network, and also, the inter-vehicular distance and velocity from the radar. The
MRAC must enforce the dynamic behavior in Equation (5.2) to ensure the string stabil-
ity. The parametric model (5.4) has too many unknown parameters, which may cause
convergence problems in the estimation of parameters. Therefore, we use a simpler model
by feed-forwarding the known parts of disturbances to reduce their effect on the dynamic
model and then consider them as a disturbance term shown as d in the following reduced
parametric model:
a˙i = +
θ1
θ6
ui − θ4 + 1
θ6
ai − θ5
θ6
vi − d, (5.5)
where d is the disturbance that has replaced the previously compensated parts. The
following control structure is used to achieve the desired string stable behavior:
ui = k1ai + k2ai−1 + k3evi + k4epi + k5. (5.6)
Using this control structure and the desired control behavior, the actual control co-
efficients to generate the desired model can be calculated based on the actual parameter
values.
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k∗1 = −
θ∗6
θ∗1
+
(θ∗4 + 1)
Tmθ∗1
,
k∗2 =
(θ∗6)
Tmθ∗1
,
k∗3 =
(θ∗6)
Tmθ∗1
kv,
k∗4 =
(θ∗6)
Tmθ∗1
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θ∗5vi
Tmθ∗1
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∗
6d
Tmθ∗1
,
(5.7)
where θ∗ shows the actual value of parameters. Therefore, the error can be described by
considering ea = ai − aim as:
ea =
b
s+ Tm
(ui − k∗1ai − k∗2ai−1 − k∗3evi − k∗4epi − k∗5). (5.8)
If k˜ = k − k∗ then:
ea =
b
s+ Tm
(k˜1ai + k˜2ai−1 + k˜3evi + k˜4epi + k˜5). (5.9)
This model is used to estimate adaptive control coefficients to achieve the desired string
stable behavior by minimizing ea. The main goal of MRAC is to find control coefficients
that minimize the error between the desired and actual accelerations and therefore en-
force the desired behavior on the system despite changes in the environment and different
dynamical models. In case of a change in the system, an error between the desired and
actual system will be observed through ea. In this case, the MRAC adjusts the estimated
ki values to minimize this error.
5.2.4 Adaptive law
To estimate the control coefficients, here, least square parameter estimation is used. In
this research, a least square parameter adaption method with a forgetting factor similar to
[88] is used with the same notation. This algorithm updates the covariance and estimated
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parameters online and when the vehicle is running. To prevent wrong estimations, it is
necessary to limit the estimated parameters. Therefore, parameter projection is used to
put constraints on estimations. Moreover, to avoid the covariance matrix from becoming
very large, it is also necessary to put a constraint on its maximum value. Assuming the
desired constraint on the control coefficients are defined by: S = {k ∈ Rn|g(k) ≤ 0}, where
g is a smooth function and R0 as an upper bound for P , the projection can be defined as
follows:
k˙ =

Pφ if k ∈ So or
k ∈ δ(S) & (Pφ)T∇g ≤ 0
Pφ− P ∇g∇gT∇gTP∇gPφ otherwise
P˙ =

βP − P φφT
m2s
P if ‖P‖ ≤ R0 &{k ∈ So or
k ∈ δ(S) & (Pφ)T∇g ≤ 0}
0 otherwise
(t) =
ea
m2s(t)
.
(5.10)
where kˆ is the estimated controller coefficients vector, kˆ0 is the initial estimated coefficient
vector, φ is the vector of measured input signals, β is a forgetting factor, P is the covariance
matrix and m2s is a normalizing term that is chosen as: m
2
s = 1 + αφ
Tφ, α ≥ 0.
5.3 Control evaluation
This section presents the controller evaluation results. A platoon of six vehicles is con-
structed in Simulink by combining the high-fidelity models of baseline vehicles to perform
control evaluations. Each vehicle has its own separate model with different response time,
mass, drag coefficient and efficiencies as presented in Table 5.1. The changing headwind
and road grade profiles (acquired from Google Earth) used in the simulations are shown in
Figure 5.6. The road grade and wind disturbances start at time t = 500s in the simulations
and their value is equal to zero at the beginning of each evaluation test. Initial control
coefficients are set to zero for all of the vehicles and the control algorithm must adapt itself
to each vehicle and also the changing environment to enforce the desired behavior. This
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Figure 5.6: (a) road grade (b) headwind speed profile
adaptation will be achieved by estimating the control parameters based on the difference
between the desired and actual accelerations of the vehicle during the simulation.
5.3.1 Control estimation
Figure 5.7 shows the estimated control coefficients of the first and last vehicles in the
platoon. It is worth noting that the estimated control coefficients may not converge to
their desired value (k∗), which, for the adaptive control case, is acceptable as long as the
estimated output matches the desired value [88]. Figure 5.8 compares the desired and
real acceleration achieved by the adaptive controller for the first and last vehicles in the
platoon. The controlled acceleration follows the reference behavior closely, which shows
that the adaptive controller is successfully adapting to the changing vehicle model and
environment. Therefore, based on the control design and analysis done in the last section,
the system must remain string stable regardless of the heterogeneity in the platoon and
changing environment.
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Figure 5.7: Estimated control coefficients of direct MRAC for (a) first vehicle and (b) last
vehicle in the platoon
5.3.2 String stability under different network topologies
Figure 5.9 illustrates the speed trajectory of each vehicle in the heterogeneous vehicle
platoon. This speed trajectory is given as the reference to the leader and other vehicles
follow the leader using the adaptive control approach presented in this chapter. As it can
be seen in Figure 5.9, the follower vehicles have less oscillations in their speed trajectory
profile compared to their preceding vehicles, which means that disturbances are getting
attenuated as they go upstream in the string of vehicles. Therefore, by using the MRAC
to enforce the desired behavior on different vehicles in the platoon, a string stable platoon
has been achieved. This performance evaluation has been done on a high-fidelity vehicle
model with complex components models and in the presence of external disturbances. The
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Figure 5.8: Desired acceleration and actual achieved acceleration in (a) first and (b) last
vehicle in the platoon
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Figure 5.9: Velocity profile of the heterogeneous vehicle platoon following a leader
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presented method has been able to capture the changes in the alternating environment and
also in the vehicle model and enforce the desired behavior despite these differences.
Different network topologies have also been considered here. Figure 5.9 shows the
results of the simulation with different network topologies. It can be seen that in all cases
the presented method has been successful in preserving the string stable behavior of the
platoon. Platoons with leader communication have better attenuated oscillations in the
platoon set-point, which is, as explained before, due to the faster transmission of set-point
changes to the tail vehicles. It is worth noting that this research is not concerned with
finding the best network topology for heterogeneous vehicle platoons and evaluations with
different topologies have only been performed to show the performance of the proposed
controller.
5.3.3 Real-time implementation
To evaluate the performance of the proposed method for real-time applications, in this
chapter, we have performed HIL experiments using the dSPACE HIL setup. As shown in
Figure 5.10 and also as explained before, this setup includes a prototype ECU that runs the
devised controller, a real-time simulator machine that runs the complex high-fidelity model
in real-time, a personal computer that acts as a human-machine interface and facilitates
the programming of subsystems. In our setup, MicroAutoboxII serves as the prototype
ECU and all communications between MicroAutoboxII and DS1006 processor board are
done through a CAN bus.
Figure 5.11 shows the turnaround time of the MRAC platooning controller executed
on the MicroAutoBox II prototype ECU while controlling the high-fidelity vehicle model.
Only the controller of one vehicle in the platoon was uploaded to the prototype ECU for
the HIL test. The other vehicles are part of the simulation model that was uploaded to
the real-time machine. The turnaround time of the controller is below 50µs at all times.
Therefore, this controller has very little computational demand and easily can be executed
on a vehicle ECU. Figure 5.12 shows the acceleration profile of the platoon vehicles during
this experiment, which shows that the platoon is string stable with lower oscillation in the
follower vehicles compared to the leader.
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Figure 5.10: HIL experiment of the heterogeneous platooning controller
Figure 5.11: Controller turnaround time from HIL experiment
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Figure 5.12: Acceleration profile of the heterogeneous vehicle platoon following a leader
during the HIL experiment.
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5.4 Summary
In this chapter, we proposed an MRAC approach to heterogeneous platooning. By enforc-
ing the desired reference behavior on non-identical vehicles, the MRAC ensured a string
stable behavior in the presence of heterogeneity, delay and altering environment. We began
with modeling the vehicle platoon and presented a high-fidelity model for evaluation pur-
poses and a simpler nonlinear control-oriented model used for the design of the controller.
Then, string stability was defined based on the attenuation of acceleration signals in the
vehicle platoon. A reference acceleration model was presented and based on it, the string
stability was analyzed for different amounts of maximum network delay and headway time
values. Then, the MRAC design was explained that enforces the desired behavior on the
system.
The evaluation performed on a high-fidelity vehicle model with injected delay and dis-
turbances showed that the proposed controller can achieve the string stability for a platoon
of non-identical vehicles in a changing environment. Furthermore, the HIL experiment
showed that the proposed controller can be executed in real-time on a prototype ECU
with a small turn-around time.
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Chapter 6
Conclusions
6.1 Thesis summary
In this PhD thesis, robust and adaptive controllers for real-time autonomous cruise control
of connected plug-in hybrid electric vehicles were proposed, which ensure safety of the
uncertain system while enhancing trip energy economy.
The second chapter was devoted to a review of the existing works in the literature on
control of connected vehicles specifically in the area of Eco-ACC, Eco-CACC, heterogeneous
platooning and HIL experiments for automotive applications. This chapter addressed the
successful attempts in design and implementation of autonomous cruise controllers for car-
following and platooning and concluded the necessary research for practical application of
these systems.
In the third chapter, an adaptive and robust model-based approach was proposed to
the control design of Eco-ACC. NMPC’s application to ACC has already been discussed,
in previous research works. Kamal et. al. [21, 118] analyzed advanced driver assistance
systems and showed that using a predictive controller can improve the efficiency of ACC
systems significantly. They used a multi-objective NMPC to minimize distance error and
fuel consumption by utilizing future driving information. They also defined a cost function
to minimize traffic jams. Employing NMPC enabled them to achieve different objectives by
defining a multi-objective cost function while handling the defined safety, comfort and ac-
tuation constraints. Vajedi and Azad [11] took a similar approach to design an ECO-ACC
for PHEVs based on NMPC method. They defined a cost function to minimize distance
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error and trip energy cost, which interacted with the energy management system though
receiving power ratio parameter. They evaluated their method on a high-fidelity vehicle
model and showed a significantly enhanced trip energy cost. These studies have shown sig-
nificant results. However, these results were based on assuming accurate, constant vehicle
models, perfect data with no delay or imperfection and also a known environment. Also,
their evaluation steps had been done on perfect evaluation models with no uncertainty.
In practice, however, these methods cannot be very useful as existed uncertainties in the
system would deteriorate their performance and may result in unsafe driving. To maintain
a safe and efficient performance in the presence of uncertainties, in this research, we have
developed the AT-NMPC method for design of Eco-ACC systems. In fact, AT-NMPC
method and similar approaches had never been used before in the context of Eco-ACC.
In this method, we translated the uncertainties in the system into an additive disturbance
term and then generated disturbance invariant sets based on this disturbance. Based on
the generated sets, we defined the NMPC problem with tightened constraints on nominal
states to ensure boundedness of the real states of the system. This way the ACC system
was robust against uncertainties and external disturbances. Moreover, to ensure that the
optimal point of the defined cost function matches the actual optimal point of the system,
a parameter adaption method was used to adapt to the changes in the system. This way
the ACC system was robust against uncertainties while being adapted to them in order to
maintain driving performance.
A major problem with NMPC is its high computational demand, which makes it very
hard to be implemented in real-time. Therefore, to be able to implement NMPC in prac-
tice, control engineers have to decrease the complexity of the problem by simplifying their
models and also use more expensive hardwares with higher computational power. Although
oversimplified models would reduce the computational burden of NMPC, the unmodeled
dynamics may lead to infeasibility, which in the case of close car-following could mean
unsafe driving and also probable accidents. As an alternative, this PhD research adapted
a fast Newton/GMRES solver to solve the arising optimal control problem, in order to
reduce the computational burden of the controller. Furthermore, HIL experiments were
performed to show the real-time performance of the controller on a prototype vehicle ECU.
The proposed controller in the third chapter enabled the baseline PHEV to perform safe
and efficient car-following, which could also be used for the control of a platoon’s leader.
The HIL experiments showed the real-time implementation capability of the presented con-
troller. Turnaround time of the controller in these experiments were below 700µs which
means that it can be implemented on a real vehicle ECU with no concern about computa-
tional constraints.
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The fourth chapter was devoted to an important issue in vehicle platooning, which is the
simultaneous satisfaction of frequency-domain criteria, namely string stability, and time-
domain criteria that is the satisfaction of the safety, comfort and actuation constraints.
CACC is the enabling technology of vehicle platooning, that could offer many benefits to
transportation systems. Most of the studies on CACC consider string stability as their
main concern to achieve a safe platooning system. While string stability is an important
factor, it is certainly not enough for guaranteed safe platooning. To achieve a safe vehicle
platooning system, it is essential to guarantee the string stability of the vehicle platoon
while handling the safety, comfort, and performance constraints. This research presented
a distributed RG approach to the constraint handling of vehicle platoons equipped with
CACC. This method and similar approaches had never been used in this context before.
First, a string stable platoon was designed based on a frequency-domain approach. Second,
an RG was designed that sits behind the controlled system and keeps the output inside the
defined constraints. RG does not change the behavior of the controlled system; therefore,
the platoon remains string stable based on the frequency-domain design. Only when there
is a possibility of violating the defined constraints, the RG would intervene to push the
system back into the constraints. This way, both the frequency-domain and time-domain
requirements are satisfied. Moreover, this research developed a novel type of RG that can
handle alternating references and void output admissible sets, by introducing a predictive
version of RG.
To improve the platoons energy economy, an ecological predictive controller was used
for controlling the leader, using the NMPC method, assuming it is a plug-in hybrid electric
vehicle. It was shown here, that string stability will result in lower energy consumption for
the platoon and, in fact, unlike what many other research works suggest, there is no need
to design an ecological predictive controller for each individual vehicle in the platoon.
Evaluations performed with a platoon model, constructed using high-fidelity models of
the baseline vehicle, showed that the proposed method is able to simultaneously maintain
the string stability and platooning constraints while improving the total energy economy of
the entire platoon. Moreover, the results of the hardware-in-the-loop testing demonstrated
the performance of the proposed controller in the real-time application and on a prototype
vehicle ECU. The turnaround time of the controller in HIL experiments was below 1 ms
at all times, which means that this controller can be implemented on a real vehicle ECU
for practical real-time control of connected PHEVs.
The fifth chapter explained a direct model reference adaptive control (MRAC) approach
heterogeneous platooning. Most of the studies on vehicle platooning consider homogeneous
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platoons for their control design and synthesis. This is due to the overall complexity
of the CACC problem, which can be reduced by assuming homogeneity in the platoon.
Although the homogeneity assumption would reduce the complexity of CACC design, to
have a more practical platooning system, it is also necessary to consider its interaction
with heterogeneous platoons. This research proposed an adaptive control approach to the
platooning of heterogeneous vehicles. First, a nonlinear dynamical model was presented
that explained a heterogeneous platoon subjected to external disturbances. Next, a direct
model reference adaptive controller (MRAC) was designed that enforced a string stable
behavior on the vehicle platoon despite different dynamical models of the platoon members
and the external disturbances acting on the systems. The proposed method estimated the
controller coefficients online to adapt to the disturbances such as wind, changing road
grade and also to different vehicle dynamic behaviors.
To address the real-time capability issue, HIL experiments were performed to validate
the performance of the controllers on a prototype vehicle ECU. The proposed controller was
evaluated with a high-fidelity heterogeneous platoon model with injected communication
and radar delays to ensure that this controller can maintain string stability despite dynamic
differences and alternating environment. Also, different communication topologies was
considered to show the performance of this method for different types of CACC. The
turnaround time of this controller was below 50µs at all times during the HIL experiments.
The contributions of this research can be summarized as follows:
• Developed an AT-NMPC with two separate models to guaranty robust constraints
handling while adapting to changes to maintain performance.
• Employed the AT-NMPC method to design a robust and ecological adaptive au-
tonomous cruise control system for PHEV.
• Adapted a fast newton/GMRES solver to solve the AT-NMPC nonlinear optimiza-
tion problem in real-time and performed HIL experiments to show the real-time
implementation capability of this controller.
• Developed a real-time distributed predictive RG that can handle alternating refer-
ences.
• Employed the RG method to design a consternated string stable platoon with the
simultaneous satisfaction of the frequency-domain and time-domain platooning cri-
teria.
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• Performed HIL experiment on a high-fidelity vehicle platoon model to show the real-
time implementation capability of the designed Eco-CACC.
• Proposed a direct model reference adaptive control approach to heterogeneous pla-
tooning in order to achieve string stability despite dynamic differences and external
disturbances.
• Performed HIL experiment to evaluate the designed MRAC based heterogeneous
platoon controller on a high-fidelity heterogeneous platoon model.
6.2 Recommended future directions
This thesis proposed robust and adaptive controllers for safe and efficient driving of con-
nected PHEV. However, further research is still required to expand this study. This section
provides some recommended future directions for this work.
1. Ecological Autonomous Cruise Control for car-following
• Employ robust calibration methods to find the optimum values of the cost func-
tion’s weightings for the uncertain environment and vehicle model.
• Study the effect of different spacing policies on the car-following performance
especially nonlinear spacing policies.
• Employ traffic light data from V2I communications to improve car-following
performance.
2. Ecological Cooperative Autonomous Cruise Control for platooning
• Combine the designed platoon with an AT-NMPC controlled leader instead of
an NMPC controlled leader.
• Study the effect of different spacing policies on the platooning performance.
• Study the fault tolerance capability of the RG controlled platoon especially in
the presence of packet loss and connection loss.
• Employ a traffic simulator to validate the designed controller in different com-
plex traffic scenarios.
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• Perform field tests to validate the designed controller on a real vehicle and in
interaction with a real-world environment.
3. Direct MRAC for heterogeneous platooning
• Study the effect of different spacing policies on the heterogeneity of vehicle
platoons.
• Perform control synthesis to find the optimum network topology for a vehicle
platoon.
• Develop platoon formation algorithms in order to allow vehicles to leave or join
the vehicle platoon.
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Appendix A
Output admissible set
As mentioned in chapter-4, a reference governor is a nonlinear controller that sits behind
a controlled stable system and enforces the constraints by modifying the reference. RG
works based on a system model and output admissible set that is calculated based on
defined output constraints. Here, we will explain how we calculated the output admissible
set based on the works presented in [3, 66, 119]. We assumed the following linear system
with bounded disturbance:
x(t+ 1) =Akx(t) +Bku(t) +Bww(t)
y(t) =Cx(t) +Du(t) +Dww(t) ∈ Y ∀t ∈ Z+,
(A.1)
where x ∈ Rn is the state vector, u ∈ Rm is the input or reference vector, w(t) ∈ W is the
bounded additive disturbance acting on the system, Z+ is the set of nonnegative integers,
y is the output and Y is the output constraint set. We are assuming that Ak is stable with
eigenvalues inside the unit disk, the system (A.1) is observable and W and Y are compact
convex sets and contain the origin inside them. The output admissible set can be defined
as follows:
O∞ = {(x0, u¯) | y(t;x0, u¯) ∈ Y ∀ t ∈ Z+}, (A.2)
where y(t;x0, u¯) is the system’s output at time t, starting at point x0 and with constant
reference u¯. O∞ is the set of all initial states and constant references that, if given to the
system, will never violate the output’s constraint. Having the system model (A.1) with
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the initial condition and a constant reference, we are able to calculate the output in each
time step using the following equation:
y(t) = CAtk(x0−Γu¯) + (CΓ +D)u¯+CAtkBww(0) + · · ·+CABww(t− 1) +Dww(t), (A.3)
where Γ is the steady-state response for the constant reference for the system A.1 in the
absence of disturbance. Using (A.3), we can find the output admissible set:
CAtkx0 + (CΓ +D)u¯ ⊂ Y ∼ CAtkBwW ∼ · · · ∼ CABW ∼ DwW. (A.4)
The pairs (x0, u¯) that satisfy (A.4) are admissible points which together make the
output admissible set. This enables us to find finite time admissible sets with the following
iterations:
Yt+1 = Yt ∼ CAtkBwW,
Ot+1 = Ot ∩Xt+1,
(A.5)
where Xt = {(x0, u¯)|CAtkx0+(CΓ+D)u¯ ∈ Yt}. This iteration calculates a finite admissible
set for each time step. It continues until the calculated set remains constant. In the case
that this set cannot be finitely determined, an inner approximation of the set can be
calculated, as follows.
Ωd = {u¯ ∈ Rm | (CΓ +D)u¯ ∈ Y∞}. (A.6)
This inner approximation has all the properties of the output admissible set and can
be easily calculated specially for polytopic constraints.
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Appendix B
Proof of stability and convergence for
the proposed MRAC CACC
Here, we want to show that the proposed controller in Equation (5.6) results in bounded
states and also convergence to the desired model Equations (5.2). The equation (5.1)
represents the dynamical model of the system. If the desired controller coefficients in (5.7)
are used to control this model, the desired behavior will be achieved. Therefore, by ignoring
the small delay in actuation, the desired model can be written as follows:
x˙mi = Axmi +BK
∗
i (t)φi(t) +Bpai−1 +BgFri . (B.1)
Letting exi = xi − xmi and i = ai − ami , where xm is from the reference model, and
subtracting (B.1) from (5.1), the tracking error equation is obtained:
e˙xi = Aexi +B(u(t)−K∗i (t)φi(t))
= Aexi +BK˜i(t)φi(t),
i = Cexi .
(B.2)
where K˜ = K −K∗. We define the following Lyapunov candidate function:
V (exi , K˜i) =
1
2
eTxiQcexi +
1
2
K˜TP−1K˜, (B.3)
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where P = P T > 0 and Qc = Q
T
c > 0 is chosen such that it satisfies:
QcA+ A
TQc = −ψψT − νcζc,
QcB = C,
(B.4)
where C = [0 0 1] is the output from the vehicle model ai = Cxi, ζc = ζ
T
c > 0, νc > 0 is
a small constant and ψ is a vector, implied by the Meyer-Kalman-Yakubovich lemma [88].
Taking the derivative of V (t, K˜) with respect to time along the solution of Equation (B.3):
V˙ = eTxiQce˙xi + K˜
TP−1 ˙˜K − 1
2
K˜TP−1P˙P−1K˜. (B.5)
By substituting (B.4) and (B.2) in (B.5), Lyapunov time derivative can be rewritten as:
V˙ = −1
2
eTxiψψ
T exi −
1
2
νce
T
xi
ζcexi + e
T
xi
QcBK˜iφ+
iK˜
T
i φi −
1
2
K˜iP
−1βK˜i +
1
2
K˜Ti φiφ
T
i K˜i
m2s
.
(B.6)
considering that i = − K˜iφim2s and QcB = C in (B.7) and also the fact the P is positive
definite and bounded because of the projection, we will have:
V˙ = −1
2
eTxiψψ
T exi −
1
2
νce
T
xi
ζcexi −
1
2
K˜iP
−1βK˜i − 3
2
2im
2
s ≤ 0. (B.7)
which implies that V, exi and K˜ ∈ L∞ and because ami and K∗i ∈ L∞, ai and Ki will be
bounded. Moreover, based on equation (B.2), the boundedness of eix results in e˙ix , i, ˙i ∈
L∞. Moreover, since V˙ ≤ 0 and V has a lower bound, from (B.7) it implies that exi , i, K˜ ∈
L2 and, therefore, K˜ ∈ L∞ ∩ L2, which implies that K˜ → 0 as t→∞.
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