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Thesis Summary 
Long term rainfall prediction can be a helpful tool for agricultural production planning and 
management, particularly in semi-arid and arid areas such as Australia. The main aim of 
the current PhD thesis is to develop forecast systems for Australia over medium time scales 
such as weekly, monthly, seasonal and annual for Agricultural planning. For this it 
develops fine spatial resolution space-time prediction models using historical observations 
and Sea Surface Temperature (SST) indices extracted from oceans surrounding Australia.  
The development of spatio-temporal rainfall prediction models operating across different 
time scales and at a fine spatial resolution is the most complex and uncertain modelling 
processes. High variability of rainfall in both space and time, lack of complete historical 
data, and lack of adequate knowledge about significant predictors in different locations and 
time scales are key limitations of these approaches. In the current study, common data 
driven algorithms in hydrology and climate studies including statistical methods, Artificial 
Intelligent (AI), machine learning and data mining techniques are sought to improve the 
prediction. This thesis has 3 main contributions: first, the effect of spatial stratification on, 
and then temporal stability of climate drivers, and based on these information, a model is 
then constructed.   
First, spatiotemporal monthly rainfall forecasting is developed for south-eastern and 
eastern Australia using climatic and non-climatic variables. Rainfall data were obtained 
from Bureau of Meteorology (BoM) from high quality weather stations. Australian rainfall 
is related to climate variables for which the influence varies in both time and space. To 
improve model performance, climate regionalization and regionalization of the climate 
drivers is considered as an initial step in this study. K-means clustering was used to 
classify stations to three to eight sub-regions. Significant predictors for each sub-region 
among lagged climatic input variables were selected using Fuzzy Ranking Algorithm 
(FRA). After these two stages of pre-processing, a Neural Network model was developed 
and optimized for each of the sub-regions as well as for the entire area. Climate 
classification: 1) discovered homogenous sub-regions with a similar rainfall patterns and 
investigated spatiotemporal rainfall variations in the area, 2) allowed selection of 
significant predictors with a fine resolution for each area, 3) improved the prediction model 
and increased model accuracy. The outcome of this study indicates that climate 
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regionalization can improve performance of space-time prediction model for monthly 
rainfall in eastern and south-eastern Australia.  
The second part of the study investigates the stability and reliability of the lagged 
relationship between climate drivers and leading modes of seasonal rainfall in south-
eastern Australia for available high quality rainfall data. Analysis of the leading modes of 
seasonal rainfall and climatic indices such as Southern Oscillation Index (SOI), Southern 
Annular Mode (SAM) and Indian Ocean Dipole (IOD) indicate that the relationships 
between predictors and seasonal rainfall have changed after 1970, with stronger evidence 
in case of IOD. The relationships of the leading modes of seasonal rainfall and climatic 
indices are highly variable depending on the lag time of the climatic indices. Strength and 
polarity of correlation between climatic indices and leading mode of seasonal rainfall vary 
in different seasons and over time. This suggests using suitable lagged climatic indices 
rather than fixed climatic indices for each season leads to better rainfall predictions. The 
recent changes in the relationships between climatic indices and rainfall need to be 
considered in climate prediction systems. Limitation of this part of study is that only linear 
relationships were investigated. Therefore, future work for this part of current study is to 
re-analyse the relationships of seasonal rainfall and lagged climate indices using nonlinear 
methods.  
Finally, annual rainfall, using Gene Expression Programming (GEP) method, significant 
predictors that were identified are Geographic Information System (GIS) variables, long-
term mean and median annual rainfall, seasonal rainfall, previous annual rainfall and 
lagged climatic indices. Various combinations of independent variables were used to train 
and test GEP models to select an optimal set of predictors. The results indicate that the best 
predictors for modelling Australian annual rainfall in space-time are climatology (median 
and mean of rainfall) in comparison with GIS variables and recent rainfall information, e.g. 
last year seasonal, annual rainfall and the same year seasonal rainfall. Models for annual 
rainfall using last year climatic indices and climatology as input variables result in lower 
errors. The improvement of models performances using climatic indices is minor. 
However, this minor improvement of annual rainfall forecasting in water management and 
planning is considerable when model development is low cost.  
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 1 
1 General Introduction 
Rainfall is the key driver of agricultural production, both globally and in Australia. 
Understanding the spatial and temporal variability in the rainfall pattern and intensity can 
assist farmers in decision making for their future agricultural production, and increase 
water resource and land management efficiency (Sadras and Angus, 2006; Sharma, 2000). 
Therefore, forecasting and prediction of rainfall at different time scales with a fine-scale 
spatial resolution is critical (Hammer et al., 2001; Meinke and Stone, 2005).  
The climate in different regions of Australia is driven by a complex interaction between 
large-scale ocean and atmospheric systems (Cai et al., 2013; Meyers et al., 2007). And 
rainfall is one of the most complex climate variables due to its time dependent spatial 
variability (Sadras and Angus, 2006). Selecting significant predictors related to preferred 
time lead is one of the most important step to develop a successful statistical rainfall 
forecast system in Australia (Fawcett and Stone, 2010; Kirono et al., 2010; Schepen et al., 
2012a; Sharma et al., 2000; Wang et al., 2012). Sea surface temperatures (SSTs) and other 
oceanic-atmospheric indices, especially over oceans surrounding Australia are considered 
as important climate drivers for Australia (Kirono et al., 2010; Wang et al., 2012). The 
influences of these oceanic-atmospheric indices on Australian rainfall are variable both in 
space and time (Kirono et al., 2010; Wang et al., 2012). 
Several studies have developed forecast systems for medium-term Australian rainfall based 
on statistical models using a limited number of fixed inputs for the entire continent 
(Drosdowsky and Chambers, 2001; Stone and Auliciems, 1992). These models predict 
probability of higher or lower than median regional rainfall. The Australian Government 
through the Bureau of Meteorology (BoM) developed a statistical forecast system using 
leading modes of sea surface temperature (SST) over Pacific and Indian Oceans 
(Drosdowsky and Chambers, 2001). Also, an alternative statistical based forecast system 
has been developed by the Queensland Government (QG) through Department of 
Environment and Resource Management using ENSO indices (SOI-phase) (Stone et al. 
1992). More recently, the Australian Bureau of Meteorology developed a dynamical 
seasonal forecast model Predictive Ocean Atmosphere Model (POAMA), climate 
prediction model, for Australia based on atmosphere and ocean General Circulation 
Models (GCMs) (Lim et al., 2010). Physical based models forecasting output can improve 
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in conjunction with statistical models to develop a better regional forecasting system 
(Schepen et al., 2012b). Also, the ability of BoM model to make value rainfall prediction 
for longer than two weeks is limited and climatic indices can address limited variations of 
rainfall (Doblas-Reyes et al., 2013; Fawcett and Stone, 2010; Westra and Sharma, 2010). 
As a result, the main aim of the current thesis is to develop rainfall forecast systems for 
Australian farmers with different time leads such as a month, a season and a year ahead. 
1.1 Background and motivation 
This research is related to the ARC Linkage project in partnership with Graingrowers Ltd 
and partly funded by Graingrowers Ltd, and the Australian Research Council (ARC). The 
outcome of the current research should potentially benefit growers mostly south-eastern 
and wheat belt of Australia. The focus of this research is on monthly, seasonal and annual 
rainfall due to its importance in water management and crop strategies. 
1.2 Objectives and thesis outline 
This specific project focuses on a fine spatial-temporal medium term rainfall forecasts 
systems for Australian regions based on local historical climate data and correlation with 
climate drivers by applying data-driven algorithms. This research will integrate climatic 
variables, historical climate data and GIS variables with statistical and Artificial Intelligent 
(AI) techniques to develop a spatio-temporal rainfall forecast models.  
The main objectives of the thesis are:  
1) Identify similar climate zones in Australia (climate regionalization) (Chapter 3 and 
Chapter 4) 
2) Specify spatiotemporal variations and leading modes of rainfall and their causes 
(Chapter 4 and Chapter 5) 
3) Examine the stability of temporal relationships between large climate drivers and 
Australian rainfall (Chapter 4 and 5) 
4) Develop spatiotemporal rainfall forecast models for Australia with different lead times 
(Chapter 4 and Chapter 6) 
5) Investigate and define significant Australian regional climate drivers (Chapter 4, 5 and 
6) 
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Each chapter of the thesis is an individual independent research report and significant 
finding and future works are discussed separately within the chapters. However, the 
methods used and the arrangement of chapters is based on the results of previous chapters, 
the learning journey and identified key knowledge gaps. The arrangement of chapters is 
based on questions created during my personal learning journey throughout the PhD.  
At this point, Chapter 4 and 5 have been published as a conference paper and two refereed 
journal papers. These publications have been inserted as chapters in the thesis. This means 
that some repetition of the literature and methods between the chapters’ introduction 
sections is unavoidable. 
Chapter 3: The method was not used in other research chapters. This chapter provides a 
flexible method for climate classification using K-mean clustering. The method does not 
require the same time period as of the other clustering methods. In this chapter stations and 
farm divided into several sub-groups based on the available rainfall and temperature data. 
The data collected from individual properties was not used in development of this thesis as 
collection of this data took longer than original planned. Only high quality rainfall data 
from BoM used for development of the other chapters. The BoM high quality data has 100 
years of data for all stations and this means K-mean clustering can be applied more easily.  
As a results, in chapter 4, this method did not use. 
This chapter is useful for climate classification of the area with different available time 
intervals.  
Monthly and seasonal rainfall prediction are the most useful climate forecasts as a basis for 
agriculture prediction. Given the source of the funding of the ARC Linkage project that 
this thesis is based on, the outcome of the project should potentially benefit grain growers 
in the south-eastern wheat belt of Australia. Therefore, chapter 3, 4 and 5 used data from 
south-eastern Australia as a case study. However, the methods used in these chapters can 
easily be applied to different spatial resolution and time scales. 
To improve statistical spatiotemporal rainfall modelling, climate classification is 
considered as pre-processing. The method that has been applied in chapter 4 can be applied 
to weekly and up to annual rainfall and temperature prediction as is highlighted in the 
discussion section of chapter 4.  While Artifical Neural Networks is a very powerful 
modelling method, it was not very successful in predicting rainfall values in chapter 4. The 
hypothesis that arose from this is that the relationship between climate indices and rainfall 
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might vary. Therefore, the stability and reliability of the relationship between climatic 
indices and monthly rainfall in the area has been investigated in chapter 5. Monthly rainfall 
was used as this matched better with the climate indices. The results of both chapters 
indicate that identification of predictors for development of statistical models is important 
step. The study recommended avoiding using fixed predictors for modelling rainfall in 
different time and location. 
Annual rainfall forecasting and predictor selection for Australia is a key knowledge gap. 
Chapter 6, uses GEP to identify significant predictors for predicting Australain annual 
rainfall. Chapter 6, annual rainfall forecasting, high quality data of all Australian stations 
are used for two reasons: 1) to increase available data as each station has less than 100 data 
points and 2) no other study found by the time of development of this research, to estimate 
and define Australian annual rainfall predictors. 
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2 General Literature review  
2.1 Introduction 
Knowledge about future rainfall variability would significantly benefit water managers and 
users, including farmers, urban and rural water supply authorities, environmental, energy 
and water users and managers (Alves et al., 2009; Chiew et al., 2003; Hammer et al., 2001; 
Peel and Bloschl, 2011). The Australian climate and rainfall is highly variable in both time 
and space, ranging from subtropical to arid climate conditions (Sadras and Angus, 2006). 
This chapter aims to review the literature and identify research gaps related to medium 
term rainfall forecasting in Australia. Here, medium term is defined as monthly, seasonal 
and annual.  
2.2 Climate and Agriculture management 
Agriculture ecosystems and their associated businesssystems are highly responsive to 
variable climate conditions (Hammer et al., 2001). Several studies have investigated the 
direct effect of variation in regional and large scale climate drivers on agricultural 
production in different regions of the world. For example, in northeast Brazil, sea surface 
temperature (SST) variability over tropical oceans affects both the quality and quantity of 
rain-fed crops (Alves et al., 2009). Winter cereal productivity in Spain is highly correlated 
to climate variability, e.g. the best atmospheric conditions for increasing winter cereal 
productivity in Spain are warmer winters, cooler and wet springs; however, increasing sea 
level pressures towards the western Mediterranean lead to decreases in winter cereal 
production (Rodriguez-Puebla et al., 2007). As a result, climate variability and recent 
estimated climate change need to be considered in planning new strategies for agricultural 
production management at the farm level (Anwar et al., 2013). A large number of studies 
support the use of rainfall forecasting in agricultural production management and risk 
management in different regions around the world (Anwar et al., 2013; Asseng et al., 
2012; Jury, 2013; McCown, 2012; Meinke and Hammer, 1995b; Selvaraju et al., 2011; van 
Ogtrop et al., 2014).  
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Australian agricultural regions are concentrated predominantly in the south-eastern and 
eastern region (Sadras and Angus, 2006). Wheat in Australia grows across a highly 
variable climate region (Sadras and Angus, 2006). Crop management in this region faces 
complex decision making, such as fertiliser strategies, planting schedules, and harvest 
planning (Meinke and Hammer, 1995a; Hammer et al., 1996).  
The skill of one of the available SOI-phases forecast system for Australian season rainfall 
by Stone et al., (1996) was determined sufficient for successful crop planning and 
management by Hammer et al. (1996). Overall, from the available literature, an accurate 
climate forecast system can lead to more successful crop yields and significant 
improvement in agricultural production management (Sadras and Angus, 2006; Meinke 
and Stone, 2005; Meinke and Hochman, 2000; Meinke and Hammer, 1995a).  
In Australia, there has been an increasing demand for intra-seasonal forecasts, particularly 
from Australian agricultural community (Meinke and Stone, 2005). Many farmers 
currently respond to climate variability with flexibility in scheduling, planting and 
harvesting as intra-seasonal practices and fertiliser or pesticide planning as within-season 
decisions (Meinke and Stone, 2005). In addition, in Australia, recent climate change, 
which results in increases in the occurrence of extreme climate events, can be a new source 
of risk and unexpected loss in the agriculture sector (Cai et al., 2013; Hammer et al., 
2001).  
2.3 Different climate seasonal prediction methods 
Rainfall forecasting in terms of lead time can be divided into three categories such as 
short-term forecasting (hourly, daily, and weekly), medium term forecasting (which 
extends from one month to one year) and long term forecasting (ranging from one year to 
ten years). For agricultural applications all of these lead times can be useful for different 
planning scenarios. There are two types of climate forecast methodologies which are: 
statistical or dynamical. These two types of forecast approaches have their own strengths 
and limitations. Currently, statistical and dynamical approaches have comparable forecast 
skills (Coelho, 2006; Schepen, 2012b; Anderson, 1999; Barnston, 1994). A recent 
approach to improve forecasts systems is to use a hybrid system that can combine the 
advantages of empirical and dynamical modeling methods (Schepen, 2012b). In terms of 
statistical based seasonal forecast systems for Australia, there have historically been two 
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major approaches. The first forecast system for rainfall is run by the Queensland 
government (QG) through its Department of Environment and Resource Management and 
is ENSO-based using the SOI-phase (Stone and Auliciems, 1992b). The second statistical 
rainfall forecast system from the Australian Bureau of Meteorology (BoM) uses the SST 
from both Indian and Pacific oceans (Drosdowsky and Chambers, 2001; Fawcett, 2008; 
Fawcett et al., 2005). Both of these forecast systems provide seasonal (three-month) 
rainfall outlooks. Their outputs are the probability of exceeding the seasonal rainfall higher 
than median (climatological). Fawcett and Stone (2010) compared the performance of 
these two forecasting systems developing a hindcast for 1997 to 2009. Fawcett and Stone 
(2010) suggest that BoM’s system produced more reliable results than the reconstructed 
SOI-phase based forecasting system run by QG. The forecasting system provided by BoM 
uses additional input related to variability of SST over the tropical Indian Ocean, 
particularly those waters between southern India and Western Australia (Drosdowsky and 
Chambers 2001). The limitation of such statistical models is that they rely on stationary 
relationships between the predictors and predictand (Schepen et al., 2012b). 
The BoM statistical forecast systems, are no longer in operation from May 2013.  The 
more recently developed dynamical seasonal prediction system based on a Predictive 
Ocean Atmosphere Model (POAMA), is used as the main forecast tool. This system is a 
coupled ocean-atmosphere climate model and data assimilation system (Alves et al., 2003; 
Hudson et al., 2011; Lim et al., 2010; Lim et al., 2009b; Zhao and Hendon, 2009). The 
main advantage of POAMA model as a General Circulation Model (GCM) is the ability to 
capture nonlinear interactions between atmosphere, land and ocean, and how it adapts to 
shifts in climate as a physically based model (Schepen et al., 2012b). However, GCMs 
suffer from being overconfident and normally their simulations are not aligned with 
corresponding observations (Graham et al., 2005; Lim et al., 2009a). Therefore, 
addiotional statistical models are used to calibrate raw GCM output to obtain statistically 
reliable forecasts and closer prediction to observed data (Landman and Goddard, 2002).  
Recent changes in the interaction between IOD and rainfall over Australia caused failed 
forecasts from BoM (Cai et al., 2012). The effect of global warming on IOD intensity and 
frequencies, ENSO/IOD interaction and Australian rainfall land temperature variations, 
due to this change, were all considered as a cause of the failed forecast results (Cai, 2013; 
Meyers, 2007; Ummenhofer, 2009b). This can be demonstrated by investigating the 
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similarity of the effect of climate change on SST of both Indian and Pacific oceans. Pacific 
and Indian oceans events can also result in a change of temperature (Meyers, 2007). 
 
A hybrid forecast system using the strengths of a statistical model based on lagged climatic 
indices and dynamical modelling approaches (POAMA) improved the Australian seasonal 
rainfall forecasting system (Schepen et al., 2012b). The hybrid approach holds 
considerable promise to develop the next generation of seasonal forecasts. Improvement in 
both statistical and dynamical models can possibly lead to a significant improvement in 
regional climate forecasting. As a result, understanding the mechanisms responsible for 
rainfall variability in relation to climatic indices and stability of temporal and spatial 
relationship between these climatic indices with rainfall variability is highly valuable. A 
successful rainfall forecasting is therefore a system that can achieve the best results using 
minimum required input data and the least complex rainfall model. 
2.4 Statistical model methodology 
Statistical rainfall models use mostly location information, statistical variables of historical 
data (climatology), and concurrent and lagged climatic indices to predict rainfall amount or 
probability of exceeding from mean or median (Abbot and Marohasy, 2014; Schepen et 
al., 2012b; Wang et al., 2012). Long-term available historical data from land and oceans 
provide the opportunity for finding patterns and relationships in climate data (Bretherton et 
al. 1992). Conventional methods proposed in the 1980s or earlier were mostly linear 
models and were usually applied to deal with short-range prediction. In general, data 
mining and data driven techniques have more recently been introduced to improve the 
power and accuracy in the field of prediction modeling. However, the limitations of data 
driven techniques are shortness of data length in time or a poor spatial resolution data 
record (Teegavarapu and Chandramouli, 2005; Toth et al., 2000). These can be overcome 
using interpolation techniques both in time and space accepting uncertainty caused by 
interpolating techniques (Haylock et al., 2008; Hijmans et al., 2005). Larger spatial fields 
can overcome to some degree limitations related to short data lengths (Barnston, 1994; 
Barnston et al. 1994; Bretherton et al. 1992).  
Statistical, machine learning and data mining techniques have been used in several studies 
to develop forecasting models for rainfall, land and ocean temperature. The most 
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frequently applied methods, often called “soft computing” in the field of hydrology, water 
resources, climate and environmental modelling, are Artificial Neural Networks (ANNs), 
Genetic Programming (GP) and Fuzzy Logic (FL) modelling. Application of ANNs in 
many hydrology problems has been recommended as a result of promising results (ASCE, 
2000). Several studies applied Fuzzy Logic, ANN and GP for precipitation forecasting 
such as (El-Shafie et al., 2011; Hadavandi et al., 2010; Kisi and Shiri, 2011; Lohani et al., 
2012; Partal and Kisi, 2007; Shiri and Kisi, 2011; Talei et al., 2010). Table 2-1 shows 
several studies that developed rainfall forecasting using historical data for Australia or part 
of Australia. 
Table 2-1. Summary models used for forecasting rainfall in Australia. 
Method Author(s) Input data Period of data 
used 
Stations Time scales 
 
Region 
 
Bayesian joint 
probability 
modelling  
(Wang et al., 
2012) 
Pacific and 
Indian indices 
1950-2010 Multiple 
stations 
Seasonal / 
rainfall flow 
Australian 
continent 
artificial neural 
networks 
 
(Abbot and 
Marohasy, 2014)  
Lagged climate 
indices 
1950-2010 Multiple 
stations 
Monthly 
rainfall 
Queensland 
artificial neural 
networks 
 
(Abbot and 
Marohasy, 2012) 
Lagged climate 
indices 
1993-2009 Multiple 
stations 
 3 months lead 
time 
Queensland 
artificial neural 
networks / 
Multiple 
regression 
modelling 
 
 (Mekanik et al., 
2013) 
lagged El Nino 
Southern 
Oscillation 
(ENSO) and 
Indian Ocean 
Dipole (IOD) 
January 1900 
to December 
2009 
Multiple 
stations 
 Spring rainfall Victoria, 
Australia 
Generalized 
additive 
modelling 
(Hyndman and 
Grunwald, 2000) 
Southern 
Oscillation 
Index 
1963-1998 36 years  Daily 
occurrence and 
intensity of 
rainfall 
Melbourne's 
rainfall 
Bayesian model  
averaging 
 (Schepen et al., 
2012b) 
lagged climate 
indices 
1950-2009 Australian 
continent 
Seasonal 
rainfall 
Australian 
continent 
Generalized 
additive 
modelling 
(Underwood, 
2009) 
seasonal 
patterns and 
long-term 
trends in the 
occurrence 
1962 to 2001 Mauritius Daily rainfall  Melbourne 
 
One of the most important steps in the development of data based models is the 
identification of the best input dataset addressing the variation of output (Yinghua et al., 
1998). The following sections review the literature related to the most promising 
Australian rainfall predictors. 
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2.5 Identification of Australian rainfall predictors: 
Identification of the key predictors of rainfall is the first step in developing reliable rainfall 
forecast systems (Kirono et al., 2010; Robertson and Wang, 2012). Australian climate 
variability is associated with several large scale climate drivers, and several climate indices 
are considered as potential Australian predictors, as concurrent and lagged relationships 
with Australian rainfall have been demonstrated (Lim et al., 2010). Studies have 
demonstrated the predictability of rainfall using climatic indices with different time leads 
across different regions in Australia (Drosdowsky, 1993a; Kirono and Kent, 2011; 
Robertson and Wang, 2012; Stone and Auliciems, 1992b). Factors that needed to be 
considered for selection of effective predictors are: 1) a logical link with rainfall; 2) a 
reasonable time lead; 3) a strong correlation with rainfall and large-scale variables; and 4) 
a stable relationship in time and space (Kirono et al., 2010). Typical effective predictors 
for Australian rainfall variability are sea surface temperature (SST) anomalies over the 
Pacific, Indian and Atlantic Oceans (Cai and Cowan, 2006; Kirono et al., 2010; Schepen et 
al., 2012b). The earlier mentioned BoM statistical forecast system was based on empirical 
relationships between climate and leadings modes of SSTs over the Pacific and Indian 
Ocean, known as SST1 and SST2, respectively (Drosdowsky and Chambers, 2001). 
2.5.1 ENSO 
There is a strong correlation between rainfall over Australia and the El Niño Southern 
Oscillation (ENSO) which is explained by sea surface temperature (SST) anomalies in the 
equatorial Pacific Ocean (McBride and Nicholls, 1983; Nicholls, 1989; Drosdowsky, 
1993; Chiew, 2002; Wooldridge et al., 2001). ENSO events are considered as the dominant 
cause of climate variations across many parts of the world, and are considered to be a 
source of extreme weather events, such as floods and droughts (Cai et al., 2013; 
Drosdowsky, 1993b; Hammer et al., 2001; McBride and Nicholls, 1983; Nicholls, 1989). 
Several studies found a strong relationship between Australian seasonal rainfall and ENSO 
indices (Allan et al., 1991; Kiem and Franks, 2001; Power et al., 1998; Stone and 
Auliciems, 1992a; Streten, 1981; Verdon et al., 2004; Wooldridge et al., 2001). However, 
these relationships were found to be variable in time and space.  
ENSO events are categorised into El Niño, La Niña and neutral years (Kiem and Franks, 
2001). El Niño describes a climate condition related to movement of the warm ocean 
current from the west to east of Pacific Ocean, from Australia to South America. El Niño 
 13 
events start in Austral winter and peak in Austral summer and can cause heavy rainfall in 
South America and drought in Australia (Meyers et al., 2007). El Niño years cause an 
increased chance of drier springs and a reduction in rainfall over eastern and northern 
Australia (Meyers et al., 2007). 
La Niña events are defined as warmer than normal SSTs in the north of Australia and 
cooler SSTs across the central and eastern tropical Pacific Ocean. La Niña conditions 
generally result in above average rainfall over much of Australia, especially across eastern 
and northern Australia (Nicholls, 1989). Different rainfall patterns in both time and space 
have been observed during different ENSO events across Australia (Meyers et al., 2007). 
There are several available indices to address ENSO conditions such as NINO indices and 
the Southern Oscillation Index (SOI). The NINO indices are often used to monitor the 
Pacific Ocean variability and are the average of sea surface temperature (SST) over 
dominant equatorial areas of the Pacific Ocean (Halpert and Ropelewski, 1992). These 
indices are highly correlated to the Australian rainfall variability. Figure 2-1 represents 
location map of NINO1+2 (South American coast), NINO3 (eastern equatorial Pacific), 
and NINO4 (central equatorial Pacific) and NINO3.4 that overlaps both NINO3 and 
NINO4 areas. Generally, the National Climate Centre uses NINO3.4 as the most 
informative index for the Australian rainfall (Bamston et al., 1997). 
The strength of the Southern Oscillation, measured by the Southern Oscillation Index 
(SOI), is defined as the difference between the air pressure between Tahiti and Darwin 
(Kawamura et al., 1998; Ropelewski and Jones, 1987; Troup, 1965). The SOI is used to 
monitor ENSO events, e.g., continued positive SOI values are associated with La Niña 
events and continued negative SOI values indicate El Niño events. Stone and Auliciems 
(2009) applied cluster analysis on all sequential two-month pairs of the SOI data for 1882-
1991 and grouped SOI sequential two-month to five groups called SOI phases. Using SOI 
and SOI phases for developing statistical rainfall forecasting models across the globe and 
Australian regions is considered to be promising (Braganza et al., 2009; Meinke and Stone, 
2005; Nicholls et al., 1996; Stone and Auliciems, 1992b; Stone et al., 1996; Suppiah, 
2004). 
The Pacific Decadal Oscillation index (PDO), describes the leading empirical orthogonal 
function of the north Pacific monthly sea surface temperature anomalies used for the 
decadal variability of sea surface temperature (SST) over the north Pacific (Mantua et al., 
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1997; Zhang et al., 1997). A strong relationship was found between the PDO and decadal 
to multi-decadal rainfall and climate variability over Australia, especially in spring and 
summer, months (Kiem and Franks, 2004; Kiem et al., 2003; Power et al., 1999). 
Individual ENSO events had stronger and more predictable impacts across Australia 
during the negative, cool, PDO phases (Chiew et al., 2003; Folland et al., 2002; Franks, 
2004; Power et al., 1999; Salinger et al., 1995; Verdon et al., 2004). In north-eastern 
Australia, with a strong ENSO relationship, the relationship between rainfall and ENSO 
tends to be weaker when the multi-decadal global mean SST is extraordinary high (Cai et 
al., 2001). The Pacific Decadal Oscillation affects the cycles of El Niño Southern 
Oscillation (ENSO). During a negative PDO, La Niña events are more dominante, whereas 
during a positive PDO phase, it is more likely that El Niño events occur (Mantua and Hare, 
2002). The Interdecadal Pacific Oscillation (IPO) is similar to the Pacific Decadal 
Oscillation (PDO) and represents sea surface temperature (SST) variability in the Pacific 
on multidecadal time scales. The SST signatures related with each IPO phase, with 
anomalies extending further into the extratropical Pacific, are similar to those seen during 
ENSO events (King et al., 2013). The asymmetry between ENSO and precipitation, during 
IPO-negative (La Niña–like) periods is strong. However, during the IPO-positive (El 
Niño–like) periods, the relationship becomes insignificant. The effects of the IPO and 
ENSO on Australian rainfall and stramflow has been demonstrated on several studies (Cai 
et al., 2012; Kiem et al., 2003; Kiem and Verdon-Kidd, 2009; Klingaman et al., 2013). 
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Figure 2-1. Location map of NINO indices over Pacific Ocean. 
Table 2-2. Recognised Atmospheric-oceanic predictors of Australian monthly and seasonal rainfall 
Variables Definition Period Source 
NINO3 Averaged SST from  
5S-5N and 150-90W 
1950–2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
NINO4 Averaged SST from 5S-5N and 
160E-150W 
1950–2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
NINO 1+2 Averaged SST from 0-10S and 
90W-80W 
1950–2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
NINO 3.4 Averaged SST from 5S-5N and 
170-120W 
1951-2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
Southern Oscillation Index 
(SOI) 
 
Normalized pressure difference 
between Tahiti and Darwin (Troup, 
1965) 
1876-2012 Bureau of Meteorology 
http://www.bom.gov.au/climate/pi-
cpp/download.shtml 
EOFs 
  
First to twelfth principle 
component(Empirical Orthogonal 
Functions) over global sea surface 
temperature 
1949-2012 Bureau of Meteorology  
Pacific Decadal Oscillation 
(PDO) 
Normalized pressure difference 
between Tahiti and Darwin 
1950-2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
Indian Ocean West Pole 
(WPI) 
 
Average sea surface temperature 
anomaly over 50E-70E and 10N-
10S (Saji et al., 1999) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Indian Ocean East pole 
(EPI)  
Average sea surface temperature 
anomaly over 90E-110E and 0N-
10S (Saji et al., 1999) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Indian Ocean Dipole mode 
index (IODMI) 
WPI - EPI 
(Saji et al., 1999) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Indonesia Index 
 
Average sea surface temperature 
anomaly over 120E-130E and 0N-
10S 
(Verdon and Franks, 2005a) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Tasman sea Index (TSI) 
 
Sea surface temperature anomalies 
in Tasman sea 
(Murphy and Timbal, 2008) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Southern Annular Mode 
(SAM) 
MSLP difference between 40 s and 
65 s 
1957-2008 (Marshall, 2003) 
Thermocline Second EOF of 20 c isotherm 
(Ruiz et al., 2006) 
1980-2008 Bureau of Meteorology 
ENSO Modoki  SST anomalies in the west, center, 
and east of the Pacific basin 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
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(Ashok et al., 2007) 
2.5.2 Indian Ocean 
The relationship between the SST variability over Indian Ocean and rainfall variability 
across the globe has been investigated in many studies (Ansell et al., 2000; Ashok et al., 
2003; Cai etal.,2013; Nicholls, 1989; Nicholls and Lavery, 1992; Reason, 1999; Saji et al., 
1999; Smith, 1994). Australian climate variability is also highly correlated to SST 
anomalies over the Indian Ocean (Ansell et al., 2000; Nicholls, 1989; Nicholls and Lavery, 
1992; Ashok et al., 2003a; Verdon, 2005). Saji et al. (1999) discovered a dipole pattern 
over the Indian Ocean, called the Indian Ocean Dipole (IOD), which is a coupled ocean 
and atmosphere phenomenon in the equatorial Indian Ocean, which mostly affects the 
climate in Australia and other countries around the Indian Ocean (Ashok et al., 2004; Saji 
et al., 1999; Saji and Yamagata, 2003a; Saji and Yamagata, 2003b).  
The relationship between winter rainfall over Eastern Australia (Queensland (QLD), New 
South Wales (NSW), and Victoria (VIC)) and six climatic indices over Indian Ocean was 
investigated in the study by Verdon and Franks (2005b). They derived six indices from 
four SST boxes located over the Indian Ocean, as shown in Figure 2-2. First, the Dipole 
Mode Index (DMI/ IOD), discovered by Saji et al. (1999), is the difference between the 
SST anomaly in the tropical western Indian (TWI) ( box 3 in Figure 2-2) and the SST 
anomaly in the tropical southeastern Indian Ocean (TSI) (box 4 in Figure 2-2). Secondly, 
Nicholls Dipole Index (NDI), defined as the difference between SST anomalies occurring 
in the central Indian Ocean (box 1 in Figure 2-2) and Indonesia (box 2 in Figure 2-2). Four 
other indices used in their study are Central Indian Index (CII) (box 1 in Figure 2-2) and 
the Indonesian Index (II) (box 2 in Figure 2-2) and two SST indices derived from the 
individual poles of the dipole identified by Saji et al. (1999). Dipole modes defined by 
Nicholls (1989) and Saji et al. (1999) describe the variability over the Indian Ocean SST. 
Locations of the SST anomalies used in these two dipoles calculation are quite different 
(Figure 2-2). Verdon and Franks (2005b) discovered that three SST indices, Dipole Mode 
Index (DMI), Nicholls Dipole Index (NDI), and the Indonesian Index (II), provide good 
indications for winter rainfall variability in eastern Australia. Droughts years in Australia 
have been highly correlated to the negative SST anomalies over the eastern Indian Ocean 
(Streten, 1981). 
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Figure 2-2. Location map of SST boxes over the Indian Ocean used in the study by Verdon and 
Franks (2005b). 
Rainfall over a large area of Australia is linked to IOD variability (Ansell et al., 2000; 
Meyers et al., 2007; Risbey et al., 2009; Saji and Yamagata, 2003a; Ummenhofer et al., 
2009b). The IOD events were classified into Positive Indian Ocean Dipole (pIOD), 
negative IOD (nIOD) and neutral (Kiem and Franks, 2001). Positive IOD (pIOD) periods 
are characterised by cooler than normal water in the tropical eastern Indian Ocean and 
warmer than normal water in the tropical western Indian Ocean. Positive IOD events are 
associated with a decrease in rainfall over Australia, especially in parts of central and 
southern Australia (Meyers et al., 2007; Saji et al., 1999; Saji and Yamagata, 2003b). 
Conversely, a negative IOD (nIOD) period is characterised by warmer than normal water 
in the tropical eastern Indian Ocean and cooler than normal water in the tropical western 
Indian Ocean, and is associated with an increase in rainfall over parts of southern Australia 
(Cai et al., 2009; Saji et al., 1999; Saji and Yamagata, 2003a). A negative IOD sea surface 
temperature pattern often results in an increase in rainfall over parts of Australia especially 
across the west, central and north (Meyers et al., 2007; Saji et al., 1999). Recent decreases 
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in the occurrence of the pIOD in both frequency and intensity have affected the Australian 
climate and rainfall patterns (Cai et al., 2009; Ihara et al., 2008). More pIOD than nIOD 
events were recorded after 1950 and the number of nIOD events decreased from about 10 
to two over the same period. A long term change in the IOD properties could cause a 
reduction in the amount of spring and winter rainfall over Australia, especially south-
eastern region (Cai et al., 2009; Ihara et al., 2008; Saji et al., 1999; Saji and Yamagata, 
2003a). 
2.5.3 ENSO and IOD interaction 
Similar ENSO events have had different effects on Australian regional rainfall (Meyers et 
al., 2007). The interaction between ENSO and other Australian climate drivers, in 
particular climate indices from Indian Ocean were considered to be a cause of this 
variation. The independence of the effect of IOD on Australian rainfall from ENSO has 
been addressed in many studies (Meyers et al., 2007; Ummenhofer et al., 2009a; Verdon 
and Franks, 2005a). A significant lagged correlation exists between the SST Index over the 
Indian Ocean (DMI) and NINO3 when the Indian Ocean Dipole is most active (Allan et 
al., 1995; Saji et al., 1999). Positive and negative IOD events can influence the effect of 
ENSO on Australian rainfall (Chambers et al., 1999; Saji et al., 1999). Warming events 
over the Indian Ocean occur in the same year as El Niňo (Cadet, 1985), and anomalies 
over Indian Ocean take place with the same frequency as ENSO events (Chambers et al., 
1999). The effect of IOD on ENSO was suggested to be comparable to the effect of ENSO 
on IOD.. However, the development of the dipole pattern in the Indian Ocean is considered 
to be influenced by ENSO (Meyers et al., 2007). Moreover, interactions between the 
atmosphere and the ocean in the Indonesian region of the Indian Ocean are suggested as 
the cause of the ENSO phenomenon (Nicholls, 1989). As a result, the effect of IOD and 
Indian Ocean indices on Australia rainfall has been investigated irrespective of potential 
impacts of ENSO on Australian rainfall in several studies (Meyers et al., 2007; 
Ummenhofer et al., 2009a; Verdon and Franks, 2005a). Other studies claimed that the SST 
anomalies over Indian Ocean can happen irrespective of the state of the tropical Pacific 
Ocean (Saji et al., 1999; Webster et al., 1999). The relationship between ENSO and IOD in 
most of climate models is considered weaker than the real interactions (Cai et al., 2010). 
Recently, Cai et al. (2013) investigated the projected response of the IOD to greenhouse 
warming. Their results indicated that the effect of IOD on Australian rainfall is getting 
stronger. 
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2.5.4 SAM 
The Southern Annular Mode (SAM) is the leading mode of the variability in the 
atmospheric circulation in the Southern Hemisphere extra-tropics (Cai et al., 2009; Hendon 
et al., 2007; Fischer et al., 2005). The correlation time of SAM with Australian rainfall is 
relatively short, and estimated to be approximately 15 days (Hendon et al., 2007; Risbey et 
al., 2009). Positive SAM polarity is expressed as an increase of the cold and rain-carrying 
southern westerly winds (Hendon et al., 2007). In regions exposed to westerly activity 
such as southern Australia, New Zealand and southern South America Positive SAM 
polarity has resulted in a significant reduction in rainfall and an overall increase in 
temperatures (Raut et al., 2014). The interactions between ENSO, IOD and SAM are 
important for climate and weather modelling across Australian continent. The possibility 
of IOD events caused by SAM and the influence of IOD on ENSO events were 
investigated in several studies (Cai et al., 2010; Meyers et al., 2007; Ummenhofer et al., 
2009a; Verdon and Franks, 2005a). These found that ENSO signals strongly affect SAM. 
This influence on SAM tends to happen before ENSO; and is similar to the effect of IOD 
on SAM (Cai et al., 2010). 
There are various definitions, methods and data sets used to approximate SAM (Ho et al., 
2012). Limited availability of reliable data in and around the Sothern Ocean is the main 
reason for approximating SAM using different indices. Table 2-3 contained several 
available SAM indices and themethods and data sets used to construct each index, the 
temporal resolution and period of availability.  
There are two common methods to formulate SAM, which are:1) Principal Component 
Analysis (PCA) and SAM is the first PC of southern hemisphere extratropical climate 
variables, i.e. geographical height (GpH), mean sea level pressure (MSLP), and 
temperature (Nan and Li, 2003; Thompson and Wallace, 2000); 2) SAM approximated as 
the differences between normalized zonal mean pressure between 40º S and 65º S , see 
Figure 2-3 (Gong and Wang, 1999). 
The impact of each SAM indices on Australian rainfall and the sensitivity of their 
relationships has been assessed by Ho et al. (2012).  They indicate that SAM indices based 
on station records of pressure at 40º S and 65º S are most likely to have the most accurate 
representation of SAM prior to 1979. The availability periods are limited to availability of 
high quality data. The Visbeck, SAMI and Marshall indices are both developed using 
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station based data; where as other indices which are listed in Table 2-3 developed using 
reanalysis data (gridded data). The use of the reconstructed pressure readings in Visbeck 
index calculation introduce the source of uncertainty (Visbeck, 2009). The Marshall or 
Visbeck station-based SAM indices are most reliable for hydroclimatic investigation for 
pre-1979 before the widespread availability of satellite data. Marshall Index has been 
obtained and recommended as a less uncertain SAM index for 1957-2011 as only stations 
data were used in calculation (Ho et al., 2012; Kirono et al., 2010; Robertson and Wang, 
2012). If analyses are required prior to 1957 the Visbeck index can be used (Ho et al., 
2012). 
Table 2-3. Summary of SAM index development methods and periods of availability Ho et al. 
(2012). 
  NOAA jisaoAAO jisaoSLP Marshall SAMI Visbeck Fogt JW58 
Method PC reanalysis √ √ √    √ √ 
Gong and Wang    √ √ √   
Variable Sea level pressure   √ √ √ √ √ √ 
700 hPa GpH √        
  √       
Source Station readings    √  √ √  
Gridded data √ √ √  √   √ 
Period Start year 1979 1948 1948 1957 1948 1887 1865b 1958 
End Year 2011c 2002 2011c 2011c 2011c 2005 2005 2005 
Time scale Monthly √ √ √ √ √ √   
Seasonal       √ √ 
 
2.5.5 Spatiotemporal variability of climatic indices 
There are a few comprehensive studies investigated the effect of common Australian 
climatic indices on Australian seasonal and monthly rainfall in different times of the year 
and at regional level (e.g. Cai et al., 2011; Kirono et al.,2010; Risbey et al., 2009; Schepen 
et al.,2012).  
Kirono et al. (2010) investigated the lag relationship between 12 climatic indices over 
dominant areas of the Indian and Pacific Oceans (Figure 2-3) with seasonal rainfall across 
Australia. The fact that this study investigates the effect of a large number of climate 
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indices individually on the Australian climate makes this study significant. However, the 
limitation of the Kirono et al. (2010) study is the use of simple linear correlation 
techniques that does not capture nonlinear relationships between input variables and 
output. The results of their study indicate that the effect of oceanic-atmospheric predictors 
is highly variable in both space and time. Overall, Kirono et al. (2010) concluded that 
relationships between climatic indices and Australian seasonal rainfall are location and 
season dependent. This means that different indices dominate the relationship with rainfall 
at different times of the year. Another limitation of the study by Kirono et al. (2010) is the 
coarse definition of regions without any consideration of the similarity between stations in 
terms of rainfall and climate patterns. 
 
Figure 2-3. Map showing climatic indices used for predicting Australian rainfall and runoff 
(Kirono et al., 2010). 
Another comprehensive study by Schepen et al. (2012), investigated the predictability of 
Australian seasonal rainfall using lagged oceanic and atmospheric climate indices over the 
Pacific and Indian oceans. The study by Schepen et al. (2012) provides strong evidence to 
support for the use of these climate indices to predict seasonal rainfall. The strongest 
evidence to support using climate indices for forecasting seasonal rainfall was obtained 
over northern and eastern Australia (Schepen et al. (2012). The predictability of seasonal 
rainfall was best from August-October to November-January and the weakest in March-
May to May-July (Schepen et al. (2012). Similar to Kirono et al. (2010), the predictability 
of Australian seasonal rainfall using the climatic indices is seasonal and regional 
dependent (Schepen et al. (2012). Overall, climate indices in the Pacific region are 
suggested to have a stronger relationship with Australian seasonal rainfall than climate 
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indices from the Indian Ocean region (Schepen et al. (2012). The limitation to this study is 
that the effects of these predictors on Australian seasonal rainfall were considered 
individually, without consideration of the interaction and correlation between these 
predictors.  
Finally, the impacts of IOD, ENSO and SAM on southern Australia seasonal rainfall were 
investigated by Cai et al., (2011). They suggested that IOD and SAM influence mainly 
southern Australia rainfall; however, ENSO has no impact on this. In spring, IOD and 
ENSO are highly correlated and Indian Ocean SST variability can be considered as the 
source of the ENSO impact on Australia rainfall (Cai et al., 2011). General conclusions 
from these studies are: 1) climatic indices effects on Australian rainfall are highly region/ 
season-dependent; 2) majority of climatic indices are correlated; 3) also, the correlation 
and relationships between climatic indices themselves are season dependent. 
2.6 Limitation of the predictions 
There are limitations to the predictability of the land surface precipitation using major 
climate indices as they can address only a limited amount of the rainfall variation (Westra 
and Sharma, 2010). Westra and Sharma (2010) applied simple linear regression models 
based on the assumption that land surface precipitation variability can be addressed by 
low-frequency variability of the global SSTA. The results of their study indicate that the 
variance of global precipitation that climatic indices can explain is 14.7% using 1900–
2007 data. The increase obtained in predictability of the land surface precipitation 
variability using SSTA is minor (Westra and Sharma, 2010). In their study, concurrent 
SSTA was used to estimate the variation of the land precipitation that oceanic-atmospheric 
anomalies can explain. The assumption for applying concurrent SSTA is that a perfect 
forecast for SSTA is achievable. Predictability of global precipitation using 3, 6, 9, and 12 
month lagged SSTA was estimated to be 7.3%, 5.4%, 4.2%, and 3.7%, respectively. From 
this, they concluded that concurrent SSTA can have a higher skill of forecast for the global 
precipitation by explaining 14% of the variance (Westra and Sharma, 2010). From this 
they suggest that higher improvement can be achieved by an improved SSTA forecast and 
a concurrent SSTA-precipitation prediction system compared to an improved lagged 
SSTA–precipitation prediction system. There is a significant potential to increase the 
predictive skill of land surface precipitation by using longer and more reliable datasets or 
using larger spatial fields that cover limited temporal records (Barnston, 1994; Barnston, 
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1992; Bretherton, 1992; Westra and Sharma, 2010). The amount of total global 
precipitation variance that could be explained using the ENSO phenomenon was only 
2.1% using data over 1900–2007. However, Westra and Sharma (2010) concluded that due 
to the strong effect of ENSO on the land SSTA, ENSO can still be considered as the 
dominant climate driver for many regions across the world. They concluded that 
understanding the amount of rainfall variation that corresponds to these climate drivers is 
essential to assess the limits of the rainfall predictability (Westra and Sharma, 2010). 
However, the small amount of improvement in predictive skill of precipitation is often of 
high importance to decision makers (Westra and Sharma, 2010). Overall, they cited that 
specific regions and seasons may exhibit different predictability than their results. 
2.7 Discussion and conclusions: 
Agricultural planning and risk management require future information about rainfall and 
weather longer than daily and weekly rainfall prediction information (Sadras and Angus, 
2006). Accurate regional forecasts with monthly, seasonal and annual time leads can help 
short term planning in Agriculture sector (Sadras and Angus, 2006).  
This review identified that climate drivers for Australian rainfall are clearly seasonal and 
region dependent. There are several lagged climate indices identified in the literature that 
are potential predictors of Australian rainfall. Most of the studies identifying predictors for 
Australia focus on a seasonal time scale. There is a gap related to identification of 
predictors and development of models for the annual time scale. While climate indices 
might only predict a small amount of variation in seasonal rainfall, a region specific 
indices might increase the explaining power and thus the predictive power of forecasting 
systems.There is an increased interest towards dynamical models, e.g. (GCM), due to their 
ability to capture nonlinear interactions between different environmental phenomena such 
as atmosphere, land and ocean (Schepen et al., 2012b). However, because of the identified 
regional variations, improvement of statistical and data based models for regional rainfall 
forecasting can be promising due to recent improvement in Information technology and 
available data (Schepen, 2012).  
In terms of modelling tools, AI methods, such as ANN and GP methods, can handle large 
amount of input variables, which would make them specifically suitable for climate 
correlations studies. The limitation of AI methods is that by increasing number of input 
variables, especially correlated variables, these models tend to converge on local minima 
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(Yinghua et al., 1998). Random correlation between environmental variables and 
interaction between these variables should be considered when defining regional predictors 
in forecast models.  
The limitations to models using climatic indices as predictors are; 1) temporal reliability 
and stability of relationships; 2) variable spatial effect of climate indices; 3) these 
predictors can address limited amount of rainfall variations. A comprehensive study to 
identify regional climate drivers at different time scales is needed to develop a successful 
data driven regional rainfall forecast systems.  
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3  Spatiotemporal fuzzy based climate classification for 
Southeastern Australia  
Summary 
Seasonal rainfall and temperature classification is important for strategic and tactical 
decision making in agriculture, land and water resource management. This study aims to 
apply optimal data-driven techniques to extract patterns from historical climate data and 
develop a fine resolution rainfall and climate classification over the eastern and 
southeastern Australia. 
To achieve this type of rainfall and climate classification, raw climate data was acquired 
from Bureau of Meteorology (BoM). Fuzzy K-means clustering techniques (FKM) were 
applied on weekly rainfall data and maximum and minimum temperature data collected 
over 40 years from 107 weather stations in Southeast Australia. Eight classes of the annual 
weekly time series of both rainfall and temperature were derived.  
Cluster centroids and memberships of rainfall and temperature time series provided insight 
into weather variability in time and space over the study area. Stations were grouped based 
on the degree of membership in each of the climate classes. The outcomes showed that the 
FKM algorithm improved the resolution of the overall classification at the station level. 
This procedure can be used for high-resolution climate data collected at the farm scale to 
improve the spatial resolution of the classifications. 
3.1 Introduction 
Rainfall and climate patterns over Australia are strongly seasonal and vary across 
geographic locations. In particular, the eastern and south-eastern part of the continent has a 
highly variable temporal rainfall pattern. This region is also a highly productive agriculture 
area. Increased knowledge about the temporal and spatial rainfall and temperature 
distribution would significantly benefit agriculture, as this provides better understanding of 
the expected rainfall. Thus accurate and fine local climate classification is essential for 
agriculture and resource management (Beck, Grieser, et al., 2005, Fuchs, Schneider, et al., 
2007, Mitchell and Jones, 2005, Rudolf, Beck, et al., 2005).  
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Australia's major climate zones and rainfall patterns over the continent have been the topic 
of many studies (Firth et al., 2005; McBratney and Moore, 1985; Nicholls and Lavery, 
1992; Plain et al., 2008; Shi et al., 2008). Six distinct seasonal rainfall zones over Australia 
have been defined by the Bureau of Meteorology (Figure 3-1). However, these currently 
available climate classifications are rigid and coarse relative to the continuous climate 
behaviour in time and space. In most of the studies, stations have been grouped based on 
their seasonal and annual recorded rainfall and temperature similarity and correlations. 
Therefore, stations did not compare using finer temporal climate data such as weekly 
trends and patterns. Moreover, these methods relied on the quality of the data and, thus any 
stations without high quality, long period of time and accurate data were not used to 
develop climate zone partitioning (Nicholls and Lavery, 1992). Finally, most of the 
classification techniques require data with equal length to group stations based on 
similarity and correlation. As a result, spatial and temporal interpolation techniques are 
required to achieve high resolution classification for unknown places between stations. 
Therefore, stations with different recording time cannot be considered in the current 
classification analysis. 
This study presents a more flexible method which allows more stations with different 
quality of data to contribute in the analysis to increase accuracy and resolution of the 
classification with using possible recorded data. BoM stations with high-quality rainfall 
data (mostly distributed in coastal area) and other stations can be used in analysis.  
As rainfall data are highly variable, pattern discovery in rainfall time series instead of a 
single classification value can generate a superior outcome. To deal with the complexity of 
time series, clustering is a method that can place similar time series in the same group. 
Fuzzy clustering analysis (Bezdek et al., 1984) allows a more flexible approach that avoids 
hard classes, in other words each data series can be part of more than one cluster. 
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Figure 3-1. Major seasonal rainfall zones of Australia adapted from Bureau of Meterology of 
Australia. 
3.2 Methods 
3.2.1 Data and pre-processing 
Data were obtained from the Bureau of Meteorology (BoM) for 107 weather stations from 
Southeast Australia. The data set included station coordinates and daily temperature and 
rainfall records from 1967 to 2006. Stations with more 10% missing data were not 
considered in the data matrix. For the remaining 104 stations the following strategy was 
applied: if only a single point was missing the average of the surrounding values was used; 
if more than one value was missing in a sequence, the temperature data was filled using a 
cubic spline and the rainfall data was assumed to be zero.  
Two data matrices were developed, one for rainfall and one for temperature. These data 
matrices included all possible combinations of one year weekly time series for rainfall and 
temperature. Some of the stations do not have the same length of data as the others because 
of missing data.  
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3.2.2 Clustering 
Program FuzME was developed to partition the data into K classes by minimising the 
distance within each class. The algorithm function is described below (Minasny and 
McBratney, 2002): 
   ( ) ∑∑
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Degree of fuzziness is described by the fuzzy exponent (φ) which determines overlap of 
the classification. A fuzzy exponent (φ) of 1, will yield a traditional K-means classification 
where subjects are allotted a membership to a single class. A fuzzy exponent approaching 
infinity will create a classification with complete overlap, e.g. a subject has equal 
membership in all classes; d is the component of the distance matrix, calculated as the 
difference between the observation x and cluster centroids c: 
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M is membership matrix function and C is centroid for classes. 
Fuzzy K-means (Minasny and McBratney, 2002) was employed to classify the temperature 
and rainfall weekly time series. Important patterns of rainfall and temperature were 
extracted as annual weekly time series. Stations were classified based on the degree of 
occurrence in each class of rainfall or temperature. Missing data makes analysis of the 
station classification difficult as stations cannot be compared equally due to unequal time 
lengths. To address this problem in the current study, a membership matrix was used. The 
annual weekly time series of year (Y) and station (X) were compared with centroids of 
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climate classes (as weekly time series). Weekly time series of year (Y) of the station (X) 
belong to climate class (Z) with the smallest distance to the centroid of class (Z). Stations 
were grouped together based on their similarity of their degree of memberships in climate 
classes. As a result, stations are grouped based on individual yearly patterns, and 
variability of long term precipitation and temperature. 
3.2.3 Results 
Fuzzy sets of rainfall and temperature were developed from climate data. Centroids can be 
seen as the summary of the main patterns in the climatic classes. This should provide a 
clearer view of climate patterns in the study area. Based on the results we redefined the 
climate zones of South-east of Australia using the clusters. Stations with similar temporal 
behaviour were grouped based on their degree of memberships in climate classes (rainfall 
and temperature classes). This considers both the trend and amount of rainfall as a result of 
the fuzzy time series clusters. Using this method, it is feasible to classify stations based on 
their inter annual and inter decadal trends and variability. We will now discuss the 
temperature and rainfall results separately. 
 
3.2.4 Temperature 
Annual weekly time series of the maximum and minimum temperature were divided into 
eight groups with the degree of fuzziness (φ) set at 1.125. The centroids indicated clear 
seasonal trends (Figure 3-2). The associated Fuzzy membership values and centroids give a 
clear understanding of the trend and patterns in the dataset. Centroids behaved similarly, 
(Figure 3-2) but they showed a shift in time due to the structure of the data matrix. Classes 
1, 2, 3, 8 had similar centroids with a maximum temperature peak at 36º C and a minimum 
at 22 º C and minimum temperature peak in 17 º C and low peak in 4 º C. 
Classes 4, 5, 6, 7 have a similar maximum and minimum but vary in time. These clusters 
represent colder places and time periods. In general, two temperature patterns in data were 
discovered. To catch more extreme events, we would need to increase the number of 
clusters. 
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Figure 3-2 Centroids result of clustering for 1 year time series of weekly temperature data using 8 
clusters and phi=1.25. 
Most stations had temperature time series similar to class 1, 2, 3, 8. These classes represent 
warmer temperatures, therefore, these classes define common temperature trends over one 
year within the area. Classes 4, 5, 6, 7 are not as common. In general, results indicated that 
temperature trends across the study area in eastern and southeastern Australia have a 
uniform pattern in time and space.  
 
The membership matrix explained in the methods section was used to divided stations into 
the sub-groups with similar temperature patterns and trends.  The station membership 
matrix was developed based on number of occurrences of the stations in each of these 
temperature classes (as explained in methods section). Memberships determine the amount 
of “belonging” of a station object to each fuzzy class. Stations were grouped into 5 classes 
based on their degree of membership in 8 temperature time series classes.  
Stations which represent warmer temperature clusters are located in the warmest places in 
eastern and south-eastern Australia. Stations which are part of colder clusters are located in 
cooler places (see class 3 in Figure 3-3). 
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Figure 3-3. Map of location of weather stations showing 5 major climate zones.  
Class 1, 2,4,3,5 are respectively the warmest to coldest places. 
3.2.5 Rainfall 
Similar to the temperature clustering, fuzzy clustering was applied to the 1-year weekly 
time series of rainfall. Eight clusters were chosen with a degree of fuzziness 1.02. To 
capture extreme events in rainfall patterns increasing the number of clusters and 
considering appropriate degrees of fuzziness is important. Increasing the degree of 
fuzziness with mean the centroids become more similar, but the membership function is 
more defined. In this case we were looking for distinct classes, with a moderate level of 
fuzziness. 
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Figure 3-4. Centroids of 8 classes for 1-year weekly time series of rainfall. 
To define stations with low rainfall, membership in class 6 can be used. The rainfall 
pattern in this class is described by centroids with less than 7 mm of rainfall for every 
week in the year (Figure 3-4). Cluster 3, 5, 7 have centroids with a peak that is less than 30 
mm precipitation per week. All stations considered in the study showed high membership 
for these classes, and this therefore defines the trend of rainfall in the area. 
The area includes summer and winter dominated and also arid and uniform rainfall 
patterns. This makes classification process more challenging. Rainfall centroids indicated 
that methods capture the dominant rainfall patterns. For example, class 1 and class 7 
showed a pattern which can be interpreted as a winter dominated rainfall pattern. Also 
class 8 and class 5 can be used to differentiate summer dominated patterns. Moreover, 
centroids 8, 4, 2, 1 (see Figure 3-4) with average rainfall more than 30 mm had a 
significant pattern related to location with wet seasons. These classes were not common. 
Stations were then grouped based on their main memberships, similar to the temperature 
clusters. Stations were again grouped in 5 classes (Figure 3-5). 
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Figure 3-5. Map of location of weather stations showing 5 major climate zones for rainfall. 
Here Class 2 represents very wet locations, followed by Class4: wet, Class1: moist, Class 
5: dry, and Class 3: very dry. 
3.3 Discussion and conclusion 
The methodology applied in the current study using FKM is a flexibale method for climate 
classification. The centroids and memberships of temperature and rainfall time series 
captured a large proportion of variation in the data set.  The centroids indicated a clear 
pattern of seasonality. Memberships of some classes, for example, extremely wet or dry 
ones, can be used to investigate the effect of climate drivers (e.g. SOI) on seasonal rainfall 
anomalies in the area. As a result, the demonstrated method can be considered an 
alternative method to study climate patterns in time and space. In particular, the 
memberships can indicate the possibility of a weather pattern occurring. This is 
particularly interesting as time series of the memberships can also be developed, and thus 
possible probabilistic forecasts. 
From the results it appears that the use of fuzzy clustering methods is a fruitful approach to 
capture patterns and trends from climatic data. Outcomes of temperature and rainfall 
clustering were used to reclassify the stations. Two maps for major zones of the area based 
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on temperature were developed. One of them showed three groups of stations, another one 
involved stations in 5 classes (see Figure 3-3), according to their temperature variations. 
Both methods of classifications showed adequate results. In the same way, three maps 
were developed for station classification according to the rainfall variations. Stations were 
classified in to 3, 4, and 5 climate zones based on rainfall variation. The method with five 
classes showed higher spatial resolution to conventional climate zone classifications with 
hard class boundaries. More classes can be developed to provide more detail, dependent on 
how many fuzzy memberships are used for reclassification (Figure 3-5). 
In this study temperature and rainfall were clustered separately. Therefore, climate stations 
were grouped, according to the temperature or rainfall variations. Further attempts for this 
study are to classify stations by clustering temperature and rainfall simultaneously. The 
results need to be validated using homogeneity test of rainfall and temperature data  
We further intend to incorporate high spatial resolution data collected from individual 
farms into the analysis to increase the resolution to farm level. This is part of an additional 
component of this project. 
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4  Spatiotemporal monthly rainfall forecasts for south-eastern 
and eastern Australia using climatic indices 
 Montazerolghaem, M., Vervoort, W., Minasny, B. and McBratney A.B., Spatiotemporal monthly rainfall 
forecasts for south- eastern and eastern Australia using climatic indices. Theoretical and Applied 
Climatology, 2015. 
Summary 
Knowledge about future rainfall is important for agriculture management and planning in 
arid and semi-arid regions. Australia has complex variations in rainfall patterns in time and 
space, arising from the combination of the geographic structure and the dual effects of 
Indian and Pacific Oceans. This study aims to develop a forecasting model of 
spatiotemporal monthly rainfall totals using lagged climate indices and historical rainfall 
data from 1950- 2011 for south-eastern and eastern Australia. Data were obtained from the 
Australian Bureau of Meteorology (BoM) from 136 high quality weather stations.  
To reduce spatial complexity climate regionalization was used to divide the stations in 
homogenous sub-regions based on similarity of rainfall patterns and intensity using 
Principal Component Analysis (PCA) and K-means clustering. Subsequently, a Fuzzy 
Ranking Algorithm (FRA) was applied to the lagged climatic predictors and monthly 
rainfall in each sub-region to identify the best predictors. Selected predictors by FRA were 
found to vary by subregion. After these two stages of pre-processing, an Artificial Neural 
Network (ANN) model was developed and optimized separately for each sub-region and 
the entire area. The results indicate that climate regionalization can improve a monthly 
spatiotemporal rainfall forecast model. The location and number of sub-regions was 
important for ranking predictors and modeling. This further suggests the impact of climate 
variables on Australian rainfall is more variable in both time and space than indicated thus 
far. 
4.1 Introduction 
Knowledge about future rainfall can significantly benefit land, water resources and 
agriculture management, as this assists with planning and management decisions (Anwar et 
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al., 2007; Bannayan et al., 2011; Chiew et al., 2003; Sivakumar and Hansen, 2007). In 
Australia, rainfall and climate patterns vary greatly in time and space. South-eastern and 
eastern Australia has distinctly different rainfall regimes and is agriculturally productive 
and home for more than half of Australia's population. However, topographic and 
geographic features of this region make developing a reliable and skilful rainfall 
forecasting system for this area complicated (Drosdowsky, 1993; Murphy and Timbal, 
2008). 
The first step in developing a forecast model is to investigate possible predictors. Several 
studies have suggested concurrent and lagged broad-scale climate indices are important 
predictors for Australian rainfall and streamflows; for example, El Nino Southern 
Oscillation (ENSO) (Cai et al., 2001; Drosdowsky, 1993; Drosdowsky and Chambers, 
2001; McBride and Nicholls, 1983; Nicholls, 1983; Piechota et al., 1998; Power et al., 
1999; Wang and Hendon, 2007), Southern Oscillation Index (SOI) (McBride and Nicholls, 
1983; Ropelewski and Jones, 1987; Stone and Auliciems, 1992), Indian Ocean Dipole 
(IOD) (Cai et al., 2009; Saji et al., 1999; Saji and Yamagata, 2003), and Southern Annular 
Mode (SAM) (Cai et al., 2009; Hendon et al., 2007; Meneghini et al., 2007). Particularly 
over the Pacific and Indian regions, lagged climate indices have been indicated as the most 
useful predictors for forecasting rainfall at seasonal and monthly time scales over Australia 
at different times of the year, and regions of the continent (Cai et al., 2012; Cai et al., 2001; 
Kirono et al., 2010; Murphy and Timbal, 2008; Risbey et al., 2009; Ruiz et al., 2007; 
Schepen et al., 2012a). Seasonal rainfall forecasts based on sea surface temperature 
anomalies over the Indian and Pacific Ocean have been developed by the Australian 
Bureau of Meteorology (BoM) (Drosdowsky and Chambers, 2001; Fawcett et al., 2005). 
The strength of the effect of these climate indices is variable for different areas and 
seasons. Given this, many researchers have investigated this across the Australian 
continent (Ashok et al., 2003a; Cai et al., 2012; McBride and Nicholls, 1983; Power et al., 
1998; Risbey et al., 2009; Wang and Hendon, 2007) or separately for different parts of 
Australia (Kirono et al., 2010; Mekanik et al., 2012; Nicholls, 2010; Piechota et al., 1998; 
Shi et al., 2008). In some regions and seasons, climate indices did not show strong 
correlation with seasonal and monthly rainfall and were weak predictors for rainfall 
forecasting (Kirono et al., 2010; Schepen et al., 2012a). This might explain why the BoM 
has moved away from statistical models and now uses a regional circulation model 
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(POAMA) to develop forecasts. However, statistical models can be more computationally 
efficient, can be developed for focus areas, and can highlight specific influences. 
Most of the recent studies used forecasts models with fixed climate indices for all of 
continental Australia or part of Australia defined by conventional boundaries (Schepen et 
al., 2012a; Schepen et al., 2012b; Stone et al., 1996; Wang et al., 2012). However, what 
has not been comprehensively addressed is whether different climate indices at different 
time lags influence monthly rainfall variations at a finer spatial resolution. Understanding 
these relationships could improve rainfall forecasts at specific locations (Risbey et al., 
2009).  
Most studies apply traditional statistical analysis such as linear correlation and time series 
analysis methods to investigate the relationship between lagged climate indices and rainfall 
in Australia (Schepen et al., 2012a; Wang et al., 2012). Conventional statistical methods 
assume linear interaction between predictors and output, and therefore, are not very well 
able to deal with the large number of predictors.  
Artificial Neural Networks (ANNs) can address problems involving complex nonlinear 
interactions without having prior knowledge, large number of predictors, and incomplete 
datasets (Tasadduq et al., 2002). Application of ANNs in atmospheric science started in 
1986 (Gardner and Dorling, 1998; Rumelhart and Mcclelland, 1986). A comprehensive 
review of the application of ANNs to hydrology can be found in the ASCE Task 
committee’s report (2000a; 2000b). However, one disadvantage is that ANN tends to 
converge on local minima as the number of inputs increase. In order to avoid this, input 
space reductions should still be considered as one of the primary steps (Lin et al., 1996).  
This study aims to develop a spatiotemporal monthly rainfall forecasting model for a group 
of weather stations in south-eastern and eastern Australia (Figure 4-1) by applying artificial 
neural networks (ANN) to lagged climate and non-climate predictors such as number of 
months, monthly long-term mean rainfall, spatial coordinates and altitude. This study, 
therefore, assesses the ability of ANN in conjunction of climate regionalization to provide 
accurate forecasts for monthly rainfall. As a start, the study focuses on the spatial 
variations of the rainfall at the monthly time scale and the area is divided into different 
sub-regions with similar monthly rainfall patterns and intensity. A Fuzzy Ranking 
Algorithm (FRA) is applied to different input datasets to identify significant predictors for 
monthly rainfall at different spatial resolutions. Finally, a spatiotemporal model is 
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developed with the selected input variables. The performance of models is compared with 
statistical parameters and against average climatology to investigate whether spatial 
climate regionalization can improve the performance. 
 
4.2 Materials and methods 
4.2.1 Data 
Rainfall data were obtained from the Bureau of Meteorology (BoM) from 136 high quality 
weather stations from the south-eastern and eastern Australia with monthly rainfall records 
from 1879 to 2012. The area considered in this study includes mainland Australia south of 
25º S and east of 137 ºE, including Victoria and New South Wales (NSW), part of South 
Australia (SA) and Queensland and covering the Murray-Darling River basin.  Stations 
used in this study are shown in Figure 4-1. There are at least four different rainfall patterns 
including arid, uniform, summer and winter dominant, as defined by BoM and based on 
the Koppen-Geiger climate regionalization across the study area (Kottek et al., 2006; Peel 
et al., 2007). 
 
Figure 4-1. Location map indicating high quality stations used in this study. 
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4.2.2 Climate indices 
Climatic indices, used in this study, are based on past literature on seasonal and monthly 
rainfall forecasting over Australia (Table 4-1). These indices are mean sea surface 
temperature (SST) of defined regions over Indian and Pacific oceans, such as Nino 3, 
which is the mean SST covering the area 5 º S-5 º N and 150 º -90 º W over Pacific Ocean. 
All of these indices have been found to have high concurrent or lagged correlations with 
monthly rainfall over Australia, and are at a monthly time scale. 
Table 4-1. Commonly used atmospheric and oceanic predictors of monthly rainfall in Australia 
with a brief explanation of each of the predictors and related references that have used these 
predictors before (van Ogtrop et al., 2011). 
Predictors Definition Period Source 
NINO3 Mean SST from  
5 º S-5 º N and 150 º -90 º W 
1950–2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
NINO4 Mean SST from 5 º S-5 º N 
and 160 º E-150 º W 
1950–2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
NINO 1+2 Mean SST from 0 º -10 º S 
and 90 º W-80 º W 
1950–2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
NINO 3.4 Mean SST from 5 º S-5 º N 
and 170 º -120 º W 
1951-2012 NCEP—SST anomalies http://www.cpc. 
ncep.noaa.gov/data/indices/sstoi.indices 
Indian Ocean 
West Pole (WPI) 
 
Mean sea surface 
temperature anomaly over 50 
º E-70 º E and 10 º N-10 º S 
(Saji et al., 1999) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Indian Ocean 
East pole 
(EPI)  
Mean sea surface 
temperature anomaly over 90 
º E-110 º E and 0 º N-10 º S 
(Saji et al., 1999) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Indonesia Index 
(II) 
 
Mean sea surface 
temperature anomaly over 
120 º E-130 º E and 0 º N-10 
º S (Verdon and Franks, 
2005a) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
Tasman sea Index 
(TSI) 
 
Sea surface temperature 
anomalies in Tasman sea 
(Murphy and Timbal, 2008) 
1854-2008 NCAR, ERSST.v3 (Smith et al., 2008) 
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4.3 Method 
Framework 
The spatial complexity of the area was reduced by grouping together stations into sub-
regions with monthly rainfall patterns. This was achieved by grouping the stations using 
PCA and K-means on the monthly rainfall time series to identify three to eight sub-regions. 
PCA reduced the dimensions of the monthly rainfall time series and removed correlation in 
the rainfall time series. K-means clustering was used on the PC scores describing 93% of 
long-term monthly rainfall variations. Subsequently, a Fuzzy Ranking Algorithm (FRA) 
was applied to the lagged climatic predictors and monthly rainfall to identify the best 
predictors. After these two stages of pre-processing, climate regionalization and 
identification of important input variables, a Neural Network model was developed and 
optimized for each of the sub-regions and the entire area. The model for the entire area is 
based on the combination of sub-region prediction models. The algorithms and analysis 
were developed using MATLAB 2012a and Arc GIS 10.2. 
4.3.1 Climate regionalization 
Climate regionalization is the process of grouping highly correlated stations in terms of 
rainfall patterns and intensity into the same sub-region. This has been a useful 
preprocessing method in different climate studies (Gerstengarbe et al., 1999; Lund and Li, 
2009; Munoz-Diaz and Rodrigo, 2004; Villar et al., 2009).  
The main reason for using climate regionalization for this study is three-fold: 1) it reduces 
spatial complexity and the dimensionality of the original dataset, to somewhat more 
homogenous data in terms of geographical and climatological characteristics (Dezfuli et 
al., 2010); 2) Homogenous sub-regions might be affected in a more consistent way by the 
climate indices than the overall region; therefore, this allows a finer resolution for selecting 
important predictors; 3) it improves the prediction model and increases model accuracy. 
Therefore, climate regionalization is the primary method for identifying significant 
predictors at a fine spatial resolution. However, no specific clustering method is considered 
optimal in the literature for climate regionalization. Therefore, method selection could be a 
subjective decision (Dezfuli, 2011).  
To compare rainfall time series of stations point by point, dealing with missing data is a 
major issue. In this study, the approach followed two rules: First, months with missing 
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values more than 25% of stations were omitted from dataset. This resulted in the 
elimination of data before 1915. Secondly, missing values were replaced by the mean of 
the four closest stations in terms of geographical distance when less than 25% of stations 
have missing data.  
K-means clustering is one of the methods suggested for climate regionalization (Gong and 
Richman, 1995; Wilson et al., 1992). Using Principal Component Analysis (PCA) in 
conjunction with K-mean clustering can improve results (Corte-Real et al., 1998). 
Therefore, PCA (Hotelling, 1933; Pearson, 1901) was applied to the rainfall time series to 
project the variability of the rainfall time series into fewer dimensions. There are several 
methods recommended for choosing the number of principal components that present more 
or less the same information as the original data (Rogers, 1990; Rogers and McHugh, 
2002; Valle et al., 1999). PCs which account for 93% of the total temporal variations of 
rainfall were selected (Johnson, 1998). Therefore, dimensionality of observations was 
reduced from the original 1457 monthly rainfall time series to 50 variables.  
Subsequently, K-means clustering was applied to the PC scores with data dimensions of 
136×50 (number of stations × selected PCs). Stations with similar patterns and rainfall 
intensity were grouped together. DTW (dynamic time wraping) and Euclidian distance are 
the most common methods for measuring similarity in time series clustering and sub-
region applications (Keogh and Kasetty, 2003). Because the objective in this study is to 
group stations based on their real time rainfall pattern similarity, Euclidian distance rather 
than DTW was used for time series distance measurements. Stations with a higher degree 
of rainfall similarity at the monthly scale were divided into several (three to eight) sub-
regions. 
4.3.2 Identification of significant predictors  
Lagged climatic indices (listed in Table 4-1) from one to six months were considered as 
rainfall predictors. As a result, the dataset has hundreds of input variables and thousands of 
data points. Climatic indices are usually noisy and frequently cross correlated. Nonlinear 
modeling techniques such as neural networks and genetic algorithms can deal with such a 
high dimensional input space. The main issue in these methods is the convergence on local 
minima as the number of inputs and data points increases. Therefore, input variable 
selection and ranking methods that seek to identify reliable predictors were considered as a 
primary step to improve the performance of the model. There are several input space 
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reduction techniques for nonlinear systems applications such as forward selection and 
backward elimination. This study chose a Fuzzy Ranking Algorithm (FRA), which can 
identify input variables that better predict output for nonlinear methods such as Genetic 
Algorithms and ANN (Lin et al., 1996).  
FRA develops two stages of fuzzy curves and surfaces between the input variables and 
outputs (Figure 4-2). First, a random variable is added to the dataset. Select a random 
number, α, between 0.99 and 1. The performance of each input is compared with 
performance of the random variable as an input to make sure that there is no random 
relation between input and output. First and second stage fuzzy curves are developed to 
rank input variables, based on the idea that certain inputs could estimate the output better 
than other inputs. First stages of fuzzy surfaces are based on the assumption that two 
independent inputs together can approximate the output better than single dependent input 
variables. This allows correlated inputs to be eliminated. Second stage fuzzy curves and 
surfaces are identified based on the fact that the local estimate of the variance of the output 
will differ from the global variance of the output at many points. More detailed definitions 
and equations for first and second fuzzy curves and surface can be found in Lin et al. 
(1996). 
First and second stage of fuzzy curves were generated for all input variables. The 
performance index of the fuzzy curve of input variables is calculated to rank the inputs 
based on their ability to predict the output variables. The performance index for fuzzy 
curve (Pci) of input Xi for output y is: 
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Where Py$%  and Pv$%  are the performance indices of the first stage and second stages of 
fuzzy curves for the ith input respectively. The first input variable is selected by a 
normalized performance index of the fuzzy curves. To select the next important input 
variables, the fuzzy surface performance index is used: 
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The performance index of each individual input variable is compared with the performance 
index of a random variable. Input variables that do not show better performance to predict 
output than a random variable, at any stage of the algorithm, will be eliminated from the 
input dataset. Where Py'%,) and Pv'%,) are the performance indices of the first and second 
stages of fuzzy curves for the ith input respectively.		
To investigate significant predictors, FRA was applied with monthly rainfall as an output 
variable and lagged climate indices (Table 4-1) from one to six months as input variables. 
Input variables considered in this study are SST anomalies over the Indian (WPI, EPI, II) 
and Pacific Ocean (NINO3, NINO4, NINO 1+2, NINO 3.4) and Tasman Sea indices (TSI) 
with 1-6 months lags. Other variables used to train the model are longitude, latitude, 
altitude, and number of the month.  
 
Figure 4-2. Fuzzy Ranking Algorithm flow diagram. 
4.3.3 Spatiotemporal rainfall forecasting model using ANN  
Two different approaches were taken to develop a monthly rainfall forecast model using 
FRA selected climate input variables: 
- Determine an optimal neural network for the entire area, this basically means there 
are no sub-regions. 
- Based on the climate regionalization results, determine an optimum neural network 
for each sub-region. An Artificial Neural Network (ANN) was developed for each of the 
Add (XR) a  random variable, to the inputs 
Generate  fuzzy curves list and sort variables by Pc
Select significant variable with smallest Pc Reduce the input space 
Eliminate variable i which Pci/ PcR> α
0.99<α<1
Generate fuzzy surface list and sort variables by Ps
Reduce the input space 
Eliminate variable i which Psi/ PsR> α
Select significant variable with smallest Ps
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sub-regions. As a result, if K determines the number of sub-regions, then K ANNs are 
trained. A rainfall prediction model for the entire area was subsequently developed, based 
on a combination of sub-region models.  
The accuracy of the forecasting based on different numbers of sub-regions was compared 
to select the optimal number of sub-regions for a forecast model for the area.  
Feed Forward Backpropagation (FFBP) was considered as the structure of the ANN in this 
study. One hidden layer is required to approximate most of the continuous functions 
(Hagan and Menhaj, 1994; Reusch and Alley, 2002). The Levenberg-Marquardt training 
method was selected due to the efficiency of this method in the optimization (Hagan and 
Menhaj, 1994). 
The optimal size of hidden layers and hidden neurons is dependent on both the complexity 
of the forecasting problem and the selected architecture (Reusch and Alley, 2002). The tan-
sigmoid transfer function in the hidden layer and a linear function in the output layer were 
used. All input variables were normalized within a range of (-1, 1) to maximize the 
efficiency of the ANN. 
The number of input neurons depends on the number of selected predictors from lagged 
climatic indices (Table 4-1) by FRA. Setting the number of hidden neurons is a critical 
issue for developing an accurate ANN. In this study the number of hidden layers was fixed 
to one; the number of hidden neurons was increased from 6 to 50. The best number of 
hidden neurons was selected by comparing the performance of different models using the 
root mean square error (RMSE). In order to check the accuracy of the ANN model, the 
dataset was randomly partitioned into 70%, 15%, and 15% for training, test and validation 
datasets respectively. The ability of the optimal network was checked using validation set. 
The model structure that has the smallest average error on the validation set is selected. 
4.3.4  Model accuracy and forecast skill assessment  
To select the model and the number of sub-regions that improve forecast performance, 
common statistical parameters such as coefficient of determination (R2), root mean square 
error (RMSE) and mean absolute error (MAE) were calculated (Stanski, 1989). 
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4.4 Results: 
4.4.1 Spatio-temporal rainfall variability 
As highlighted earlier, the majority of variance (93%) of monthly rainfall was explained by 
the first fifty PCs. The first eight PCs, explaining 70.2% of the variation were mapped 
using kriging at a resolution of 1 km x 1 km as a way to explain the main spatial variation 
in the long-term pattern of monthly rainfall (Figure 4-3). Locations with higher scores in 
each of the PCs have a higher contribution to the temporal variations in monthly rainfall 
described by that PC. The first principal component (PC1) accounts for 34% of long-term 
monthly rainfall variations (Figure 4-3-a). The first PC is uniform north to south, but varies 
from west to east, with negative scores in the western part of the area and positive scores in 
the eastern part (Figure 4-3-a). Comparing the pattern of PC1 with the long-term mean 
annual rainfall (Figure 4-4-b) and digital elevation map (DEM) indicates that the first PC 
represents the annual rainfall pattern variability of the area (Figure 4-4-a). Higher 
elevations are an important variable that causes extreme rainfall variations in space and 
time. The East Australian Cordilera, which runs along the eastern coastal area, has a strong 
influence on rainfall variations in this area. Complex interactions between wind, distance 
from the coastal area, higher altitudes and their shadow effect make the investigation of the 
relationship between altitude and rainfall patterns hard (Goovaerts, 2000). 
The spatial variations in PC2, which represent 12.4 % of the total variation in the long-
term monthly rainfall pattern, show a uniform west-east pattern. The spatial variability of 
PC2 is mainly in the north-south direction, with positive loadings values in northern part, 
and negative loadings values in southern part. The spatial pattern of this map is similar to 
the spatial pattern of maximum and mean temperature in the area (Figure 4-4-c). Also, the 
rainfall temporal variation of the area is mostly in the north -south direction, from moist 
temperate with rain in summer in the north, to moist temperate with rain in winter in the 
south. Furthermore, 7.3% and 5.3 % of the temporal variations of long-term rainfall are 
explained by PC3 (Figure 4-3-c) and PC4 (Figure 4-3-d), and both these PCs and PC5 and 
PC6 show some spatial variation across the area. However, these lower order PCs do not 
seem to relate to any clear climate patterns. They are hard to interpret as there are complex 
relationships between geographical features and large-scale climate indices with rainfall 
patterns and variability. However, it seems that these PCs mainly represent coastal fringe 
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rainfall patterns. PC7 and PC6 illustrate weak or similar scores over almost the entire area 
and there is no clear spatial variation patterns associated with these PCs. 
 
 
Figure 4-3. Spatial variation of the first eight PCs describes together 70% of long-term (temporal) 
rainfall variations. 
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Figure 4-4. (a) Digital elevation map of the area of the study. (b) and (c) respectively mean 
annual rainfall and Australia maximum temperatures adopted from BOM . 
4.4.2 Climate regionalization 
The results of the climate regionalization with three to eight clusters are mapped in Figure 
4-5. The results are homogenous from a climate and geographic perspective. Sub-regions 
are geographically well distributed over the area. Each of these maps is considered a 
climate definition in this study, resulting in six definitions with different numbers of sub-
regions. More  the number of clusters, result in more sub-regions in the eastern and coastal 
part of the area. However, the sub regions in the central part of the study area remain quite 
stable.  
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Figure 4-5. Maps of location of weather stations including different number of climatic 
zones have been determined by similarity of rainfall patterns. The area of the study were 
divided into three (a), four (b), five(c), six (d), seven (e), and eight (f) different major sub-
regions.  
4.4.3 Spatiotemporal rainfall variability 
K-means gathers together stations with similar rainfall patterns and regimes. The different 
inter-annual regimes of climate sub-regions can be further analyzed based on a monthly 
rainfall index. The rainfall monthly index Ii is calculated within each sub-region to 
evaluate and compare inter-annual rainfall variations within different sub-regions: 
100×=
t
i
i R
RI      Equation 4-3 
Where Ii is the monthly index for the month i, Ri is total rainfall for month i, and Rt is the 
total annual rainfall of stations in the sub-region. Figure 4-6 shows the annual cycle of the 
monthly rainfall index (Ii ) for the entire of the area (without climate regionalization). The 
monthly rainfall index is evenly distributed across all months, with a slightly higher 
monthly rainfall index during the Australian summer. 
 62 
Figure 4-7 shows the monthly rainfall index for each of the sub-regions when the area is 
divided into three sub-regions. A clear contrast in rainfall regimes occurs between the 
eastern part (sub-region 2-3) and southern part (sub-region 1-3) as shown in Figure 4-7(b) 
and (c).There is a clear contrast in the rainfall pattern between these two areas following 
the Austral winter and summer. However, Figure 4-7(a) shows that the monthly rainfall 
index for sub-region 3-3 has an approximately uniform annual pattern with a slightly 
higher monthly rainfall index during the Austral summer. 
Visually, the difference between Ii in different sub-regions becomes more significant, if the 
number of sub-regions is increased to five (Figure 4-8). There is strong austral summer 
dominated regime in the northern part of the area (Figure 4-8-b) and austral winter 
dominated rainfall regimes in southern part (Figure 4-8-e) in this climate regionalization. 
By increasing number of sub-regions to more than five, some of the sub-regions showed 
similar annual cycles.  
 
Figure 4-6. Annual cycle of the monthly rainfall index for all 136 stations. 
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Figure 4-7. Annual cycle of monthly rainfall index for three sub-regions. 
 
Figure 4-8. Annual cycle of monthly rainfall index for five sub-regions (map (c) – Figure ( 
4-5). 
4.4.4 Identification of significant input variables 
There are six climate regionalization definitions for the area (Figure 4-5) based on the 
number of sub-regions. Table 4-2 indicates the ranked input variables for each sub-region 
in these six climate regionalizations and for the entire area. In this table climate 
regionalization (1) is related to map (a) in Figure 4-5, where the area is divided into three 
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sub-regions. Different significant predictors are found for long-term monthly rainfall for 
each of sub-regions. For example, significant predictors for sub-region 1-3 (Figure 4-5-
map a) are four month lagged TSI and three month lagged NINO3. On the other hand, 
significant input variables for sub-region 2-3 in the same climate regionalization (Figure 4-
7- map (a)) are two months lagged EPI, one month lagged WPI and four months lagged 
Nino 4. In the same climate regionalization, significant input variables for sub-region 3 are 
NINO1+2 and NINO3 with six and one month lag respectively. The same type of variation 
occurred across all different climate regionalization definitions. For the entire area six 
months lagged NINO 1+2 was found as the most important predictor. The main outcome 
here is that this confirms earlier research that there is significant spatial variation in climate 
predictors across Australia (Kirono et al., 2010).  
Subsequently, these identified inputs are used to develop a forecasting model using an 
Artificial Neural Network. A forecast model was developed for climate regionalization 
definitions for which FRA found at least one significant input variable for all sub-regions. 
Therefore, a forecasting model was developed for the first four climate definitions. For 
climate regionalization definitions five and six as in sub-region 7 and sub-region 4 and 5 
respectively, none of inputs could satisfy the FRA criteria and these were therefore omitted 
from the modelling part. 
 
Figure 4-9. Maps of four selected climate definitions with (a) three sub-regions (b) four 
sub-regions (c) five sub-regions (d) six sub-regions. Significant predictors and 
performance of model for each sub-region are indicated. 
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Table 4-2. Significant climate variables for each climate definition. #: Fuzzy ranking did not find a 
significant variable for this sub-region, means that none of the input variables satisfy the FRA 
criteria's. Z (-N): N is lagged months of climate indices Z for example NINO1+2 (-3) indicated 
three months lagged NINO1+2.  
Climate 
regionalization 
Figure 4-5 
Sub-region 
1 
Sub-region 2 Sub-region 3 Sub-region 4 Sub-region 5 Sub-region 6 Sub-region 
7 
Sub-region 
8 
6 EPI(-2) NINO 1+2 ( -
1) 
II(-1) # NINO 1+2 (-
6) 
# NINO 4 (-2) NINO 1+2 
(-3) 
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  II(-3)       
4 NINO 1+2 
(-3) 
EPI (-2) NINO 1+2 (-
3) 
NINO 1+2 (-6) NINO 1+2 (-
5) 
NINO 3.4 (-5)   
Map (d) NINO 1+2 
(-6) 
 NINO 3.4 (-1) NINO 3.4 (-1) EPI (-2)    
     NINO 3.4 (-2)    
     NINO 4 (-4)    
     NINO 3.4 (-3)    
     EPI (-6)    
     NINO 3.4 (-4)    
     II (-3)    
     II (-2)    
     TSI (-4)    
3 NINO 1+2 
(-4) 
NINO 1+2 (-3) NINO 1+2 (-
6) 
EPI (-2) NINO 1+2 (-
5) 
   
Map (c) NINO 3.4 (-
1) 
NINO 1+2 (-6) NINO 4 (-1) NINO 1+2 (-1) TSI (-1)    
  II (-2)   NINO 3.4 (-2)    
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2 
NINO 3.4 (-
5) 
NINO 1+2 (-6) NINO 4 (-2) EPI (-2)     
Map (b)  NINO 1+2 (-3)       
  NINO 1+2 (-1)       
1 TSI (-4) EPI (-2) NINO 1+2 (-
6) 
     
Map (a) NINO 3(-3) WPI (-1) NINO 3.4 (-1)      
  NINO 4 (-4)       
The entire area NINO1+2 (-
6) 
       
 
4.4.5 Modelling results 
This covers the comparison between the result of the entire area and the climate 
regionalizations with different numbers of clusters. 
The performance and structure of the optimized models are described in Table 4-3, which 
presents the coefficient of determination (R2) and RMSE between observed and predicted 
rainfall for the training, validation and test datasets. For each network the optimized 
structure was selected based on model performance described by a lower RMSE and a 
higher R2.  Performance of models improved using climate regionalization. The best result 
was obtained for climate regionalization 4 with six sub-regions having the lowest RMSE 
(38.5) and highest R2 (0.68) (Table 4-4). The second best result was obtained for climate 
regionalization 1 with three sub-regions, compared to a forecast for the entire area (Table 
4-4). Model performances can also be compared to the null model (mean rainfall of each 
station/each month), which indicates a lower R2 (0.39) and higher RMSE (60.11). This 
indicates that ANN models perform better than the null model. Finally, box plots of 
monthly rainfall prediction residuals for all the models based on the validation dataset are 
shown in Fig. 10. It is clear that the null model always under predicts the actual rainfall, 
while the ANN models have more equal under and over predictions, with overall a lower 
RMSE. 
Similar to the predictor analysis (FRA), the ANN results indicate strong spatial variability 
in the performance of the models, with some regions clearly performing better. For 
example, in climate regionalization (1) (Figure 4-9-a), internal sub-regions and on the 
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Victorian south coast tend to perform better than in sub-region 2-3 covering east coastal 
area. Comparing the result of modelling for different climate regionalization is however 
difficult as different predictors are used for each sub-region. 
A multiple comparison of the predicted values of the models for the test dataset was run to 
test the hypothesis that the means of model prediction values are significantly different, 
against the alternative that they are the same (with 95% level of significance). Table 4-5 
shows the results of multiple comparisons of the predicted values of the models for the test 
dataset. Table 4-5 includes one row per comparison and five columns; columns 1-2 are the 
indices of the two samples being compared. Columns 3-5 are a lower bound, estimate, and 
upper bound for each pair of models difference. For example, the first row of the Table 4-5 
indicates that the differences of the mean of predicted results of model 1 and 2 is estimated 
to be -8.07, and a 95% confidence interval (CI) for this difference is [-8.53, -7.60]. This 
interval does not contain 0. This indicated that means of Model 1 and Model 2 predicted 
values for test dataset are different. The only confidence interval in Table 4-5 including 0 
was in case of comparing Model 1 (Map (a)) and Model 5 (the model for the entire area). 
This shows that the means of these two models are not significantly different. Figure 4-11 
displays the estimated means of predicted values of each models (Table 4- 4 and 4- 5) with 
comparison intervals around them. Red points indicate models that are not significantly 
different and blue points are significantly different (with 95% of level of significant). 
Conclusion of the results of multiple comparisons, presented in Table 4-5 and Figure 4-11, 
is that the models results are significantly different except Map (a) and the model for the 
entire area.  
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Table 4-3. Statistical parameters between observed and predicted rainfall in each of the 
climate regionalization definitions. 
Climate 
definition 
Sub-
region 
Model 
structure 
Train Validation Test 
   RMSE R2 RMSE R2 RMSE R2 
The entire area -------- 5 - 40 - 1  
47.43 0.62 47.74 0.62 49.58 0.61 
(1) Map a 1-3 6- 49 - 1 41.02 0.76 46.46 0.72 44.10 0.73 
 2-3 7- 48 - 1 64.78 0.68 71.29 0.64 66.88 0.67 
 3-3 6- 46 - 1 31.66 0.63 31.10 0.63 32.37 0.62 
(2) Map b 1-4 5- 48 - 1 24.78 0.70 25.69 0.69 24.93 0.69 
 2-4 7 - 50 - 1 79.16 0.65 82.34 0.64 83.09 0.62 
 3-4 5 - 43 - 1 48.76 0.62 50.63 0.61 52.11 0.61 
 4-4 5 - 44 - 1 76.98 0.68 86.00 0.64 84.99 0.61 
(3) Map c 1-5 6 - 42 - 1 23.25 0.67 23.29 0.65 23.72 0.65 
 2-5 7 - 45 - 1 60.16 0.67 61.49 0.62 73.45 0.61 
 3-5 6 - 41 - 1 36.28 0.72 38.87 0.69 37.15 0.70 
 4-5 6 - 39 - 1 27.72 0.77 28.34 0.75 28.90 0.76 
 5-5 7 - 47 - 1 63.14 0.63 70.05 0.60 68.35 0.63 
(4) Map d 1-6 6 - 43 - 1 28.3 0.75 30.6 0.72 29.8 0.73 
 2-6 5 - 20 - 1 64.43 0.61 66.32 0.61 76 0.58 
 3-6 6 -44 - 1 29.8 0.73 32 0.7 31.47 0.71 
 4-6 6 - 46 - 1 25.82 0.52 26 0.52 26.7 0.5 
 5-6 14 - 46 - 1 36.57 0.7 40.8 0.67 38.94 0.66 
 6-6 5 - 35 - 1 62 0.68 69.65 0.65 67.99 0.65 
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Table 4-4. Statistical parameters between observed and predicted rainfall for test dataset. 
Climate  
definition  
R2 RMSE 
(mm) 
MAE 
(mm) 
(1) Map a 0.66 44.97 29.48 
(2) Map b 0.64 51.7 34.25 
(3) Map c 0.64 49.78 31.3 
(4) Map d 0.68 38.5 25.48 
 (5) The entire area 0.59 49.23 31.7 
 (6) The null model 0.39 60.11 38.07 
 
 
Table 4-5. Multiple comparison tests for the means of the predicted value of the 
models for the test dataset 
Model Model Lower bound Estimate Upper bound 
1 2 -8.53 -8.07 -7.60 
1 3 -2.6 -2.18 -1.74 
1 4 2.99 3.42 3.84 
1 5 -0.67 -0.24 0.18 
1 6 6.45 6.88 7.3 
2 3 5.42 5.88 6.35 
2 4 11.04 11.49 11.95 
2 5 7.365 7.82 8.28 
2 6 14.49 14.95 15.41 
3 4 5.173 5.605 6.03 
3 5 1.49 1.94 2.37 
3 6 8.62 9.064 9.503 
4 5 -4.09 -3.66 -3.24 
4 6 3.034 3.45 3.88 
5 6 6.696 7.12 7.55 
 
 70 
 
Figure 4-10. Box plots of monthly rainfall prediction error to compare the different models. 
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Figure 4-11. Multiple comparisons of the mean predicted values of the models 
4.4.6  Spatiotemporal analysis and validation of forecast skill 
Box plots of the monthly rainfall and model error (observed value minus predicted value) 
are shown in Figure 4-11 for six sub-regions in climate regionalization 4. Comparing the 
distribution of forecast values to the distribution of the error values shows that regions and 
times (months) with higher variability of rainfall have a higher absolute error, suggesting a 
level of randomness in the rainfall variability, which is not well explained by the climate 
based predictors. Model error is mostly negative which shows model is predicting less than 
expected rainfall. 
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Figure 4-12. Box plots of the monthly rainfall (left) and error (right) related to each sub-
region. 
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Table 6 shows statistical parameters of model performance of climate definition 4, as the 
best performance, in seasonal time-scale for each sub-region in each season. There is a 
relationship between the amount of rainfall and the absolute error in space and time.  
Variations in total rainfall between sub-regions take into account by calculating normalized 
RMSE values (NRMSE) for each sub-region over a season which is the ratio of RMSE to 
the mean monthly rainfall of the corresponding season (Table 4-6). The smallest NRMSE 
(0.45) was obtained during winter in sub-region1-6. The smallest NRMSE indicates better 
performance of the model. The model error changed in space and time, whereby a higher 
amount of rainfall resulted in a higher corresponding error (Table 4-6). The model 
produced for sub-region 2-6, resulted in higher RMSE in summer and autumn (100 and 
56.94 mm/month), compared to the same area in winter and spring (42.2 and 44.03 
mm/month), on account of higher rainfall in the summer. Sub-region 4-6 with less rainfall 
in comparison to other sub-regions, especially during winter and spring has the smallest 
RMSE. In sub-region 2-6 with higher rainfall during summer (DJA) higher RMSE was 
obtained. 
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Table 4-6. Statistical parameters between observed and predicted rainfall for each season in climate 
definition 4. 
Location Season RMSE 
(mm) 
R2 NRMSE Mean  
rainfall 
(mm) 
Standard 
deviation 
 
 
Sub-region 1-6 DJA 29.1 0.6 0.91 31.7 31.7521  
MAM 29.6 0.7 0.71 41.4  32.93  
JJA 28.48 0.8 0.45 61.99 32.6246  
SON 28.54 0.8 0.56 50.88 31.9016  
Sub-region 2-6 DJA 100 0.63 0.83 121.1 115.914  
MAM 56.94 0.56 0.94 60.4 61.29  
JJA 42.2 0.45 1.1 37.9 42.4949  
SON 44.03 0.67 0.72 60.7  47.959  
Sub-region 3-6 DJA 31.83 0.58 0.9 35 34.8746  
MAM 31.62 0.66 0.75 41 34.5231  
JJA 28.8 0.81 0.48 59.2 32.7669  
SON 28.9 0.77 0.56 51.1 32.5657  
Sub-region 4-6 DJA 31.67 0.45 1.22 25.76 34.4208  
MAM 26.48 0.48 1.138 23.25 28.6820  
JJA 18.51 0.69 0.71 25.77 21.1780  
SON 28.9 0.77 0.56 51.1 25.4063  
Sub-region 5-6 DJA 42.7 0.78 0.61 69.7 61.7054  
MAM 32.92 0.73 0.75 43.69 47.5069  
JJA 24.29 0.74 0.67 35.95 31.5903  
SON 29.35 0.78 0.61 47.89 41.1653  
Sub-region 6-6 DJA 61.64 0.6 0.83 73.75 63.9337  
MAM 68.5 0.64 0.79 89.31 76.4021  
JJA 67.68 0.71 0.66 101.36 76.6017  
SON 58.19 0.71 0.64 89.99 62.4090  
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4.4.7 Forecast validation 
To check the ability of model to forecast rainfall, data from 2010 to 2011 for all stations 
were separated for specific validation. Models were developed using the remaining data for 
each sub-region. This period is a La Niña period (2010-11), with record-breaking rainfall 
over Australia. Figure 4-12 shows the rainfall forecast for selected stations for each sub-
region; the results indicates that the peak rainfall events are not properly capture by model. 
Table 4-7 shows the statistical parameters of the model forecast for monthly rainfall over 
2010-2011 for some random stations. 
Table 4-7. Statistical parameters for performances of model for random stations (2010-
2011). 
Station ID Sub-region  RMSE MAE R2 
89033 1 31.3 22.7 0.78 
23721 1 24 19.3 0.88 
84016 6 40.39 35.77 0.74 
39040 2 145.6 86.07 0.5 
46037 4 42.07 30.60 0.48 
69006 6 62.71 41.57 0.51 
61014 5 47.62 33.37 0.68 
38024 4 71.63 36.51 0.43 
17031 4 20.15 16.21 0.53 
78078 1 27.01 21.73 0.71 
44026 5 36.13 25.54 0.70 
49023 4 47.44 26.43 0.50 
46042 4 40.72 27.41 0.56 
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 Figure 4-13. Rainfall prediction for selected stations over period of 2010- 2011. 
4.5 Discussion 
A clear outcome of this study is that model performance for rainfall forecasts with a one 
month lead time for south-eastern and eastern Australia can be improved by using climate 
regionalization (Table 4-3, Table 4-4 and Figure 4-9). The number of sub-regions 
considered in the clustering, plays an important role in the results of FRA and the 
performance of models. By changing the number of clusters, even though some sub-
regions seem unaffected, the results of FRA and consequently model performance are quite 
different (Figure 4-9). For example, in Figure 4-9 sub-region 1 in map a, b, and c is 
approximately located in a similar location with differences for some of the stations, 
however, the results of the FRA in map a, b, and c are [NINO 3 (-3) ,TSI (-4) ], [NINO 
3.4(-5)] , [NINO 1+2 (-4) , [NINO 3.4 (-1) ], respectively. This may be a drawback of FRA 
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whereby the distribution of the sampling dataset has an influence on the outcome of the 
method (Hou et al., 2007). 
The results support the notion that Australian rainfall is more sensitive to the variation of  
the central and western Pacific Ocean SST anomalies compared to the eastern Pacific 
Ocean SST anomalies (Wang and Hendon, 2007), as NINO 1+2, NINO3 and NINO 3.4 
were selected more frequently, compared to NINO4. The best result was obtained from 
climate regionalization 4 (Figure 4-9-d) with six sub-regions in comparison to other 
models and the null model (Table 4-4). The model's errors are different in time and space 
following the rainfall patterns (Table 4-6). The model results, as for the FRA results, 
varied depending on the number of clusters included. Monthly rainfall forecast models still 
retain the tendency to produce high prediction error, but as identified here, the error is 
higher in particular regions, especially for sub-regions and seasons with higher rainfall. 
Previous studies investigating relationships between climate indices and rainfall for the 
development of rainfall forecast models used common boundaries within Australia without 
considering the similarity in rainfall patterns and regimes (Anwar et al., 2008; 
Drosdowsky, 2002; Drosdowsky and Chambers, 2001; Kirono et al., 2010; McIntosh et al., 
2007; Stone and Auliciems, 1992). Comparison of the findings between the current study 
and these studies is difficult due to the different time and space scales considered. 
However, the results of the current study are comparable to two recent studies by Kirono et 
al. (2010) and Schepen et al. (2012a).  
Kirono et al. (2010) investigated the relationship between 12 atmospheric predictors for 
rainfall over the south-eastern Australia and showed how this relationship changed in each 
season. It was observed that south-eastern Australian spring rainfall is strongly correlated 
with climate indices. The relationship between lagged climate indices and spring (SON) 
rainfall was significant through south-eastern Australia but not consistently for other 
seasons. NINO 4 [sea surface temperature (SST) in western Pacific] and thermocline (2nd 
EOF of 20º C isotherm of Pacific Ocean) were the best predictor for spring rainfall over 
the south-eastern and eastern part of Australia based on Kirono's results. Also, spring 
rainfall is lagged correlated with SOI, NINO 3, II, IOW (index of west pole) and SST1 (the 
first principal component of SST over the Indian and pacific Oceans). In summer time 
significant predictors are SOI (Southern Oscillation Index), thermocline, NINO 3, NINO 4 
and SST1. In autumn and winter thermocline was identified as the most important 
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indicator. In the current study, important predictors for monthly rainfall over a year 
selected for specific area using FRA. This makes comparison of this study with Kirono et 
al. (2010) difficult. Although, selected predictors in the current study show up as being 
promising in their study as well. For example, SST indices over Pacific Ocean (NINO1+2, 
NINO3.4 and NINO4) were selected predictors in the current study and in the area with 
uniform regime of rainfall and summer regime SST indices from Indian Ocean were 
selected as important predictors. 
Schepen et al. (2012a) developed forecasts using a single predictor Bayesian model 
averaging (BMA) and validated the forecasting ability of each predictor over Australia. 
The selection of predictors was based on the ability to forecast seasonal rainfall in different 
regions. The result of their study indicated there is strong evidence supporting using 
NINO4 and NINO3.4; although NINO 1+2, which was selected as a predictor for the entire 
area and for most of sub-regions in the current study, was not considered in Schepen’s 
analysis. Higher forecast skill scores from their study were obtained by using NINO3.4 in 
most seasons. 
The relationship and impact of the pacific ocean-atmospheric circulation relative to the 
Indian Ocean circulation are a challenge for Australian climate studies (Ashok et al., 
2003b; Meyers et al., 2007). Schepen et al. (2012a) discovered that DMI (WPI-EPI) is able 
to predict rainfall in south-eastern Australia in Sep-Oct-Nov and Oct-Nov-Dec. Also, they 
found NINO4 and NINO 3 provide strong season predictability in these seasons. They 
were suggested further analysis to check the independency of DMI form Indian Ocean and 
NINO indices. As the structure of FRA is based on removing the correlated and dependent 
variables to the first significant predictor method (Hou et al., 2007), this method can 
address independent predictors selection requirement. In the current study, the area 
representing uniform rainfall patterns and summer regime has predictors from both Indian 
and Pacific oceans which will be due to different activation times of Pacific and Indian 
Oceans events. Climate indices used for all sub-regions as predictors (input of FRA) were 
fixed; therefore the pattern of rainfall (output) in each sub-region plays an important role in 
FRA step. This shows that there is an interaction between rainfall regime and active time 
of Indian and pacific oceans (Zhao and Hendon, 2009). For example in the coastal area in 
the east with a mixed uniform and summer rainfall regime sub-region 2 (Figure 4-9-a), 
selected predictors are from climate indices over both Indian and Pacific oceans that are 
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EPI (-2), WPI (-1) and NINO4 (-4), in comparison to selected predictors for sub-region 1, 
with winter rainfall regime, that are NINO3 (-3) and TSI (-4). 
Schepen et al. (2012a) indicated that forecast skill score was low using one month lag TSI 
as predictor , apart from western Australia. In the current study TSI was only a predictor in 
the southern part of the area with a four months lag. Wang (2012) developed a BJP model 
based using several predictors for the entire Australia territory. Selection of predictors in 
this study was based on the best forecast skill score over Australia. Wang (2012) examined 
the contributions from the Pacific, Indian and extratropical groups. The forecast skill score 
was low for the first half of the year and second part of the year a more positive forecast 
skill score was achieved (higher is better). Overall, they found Pacific SST indices resulted 
in higher skill score model. Indian and extratropical groups also produced useful and 
sometimes distinct skill. The difference with this study and the method employed here is 
that multiple predictors were ranked as the predictors for each sub-region with the similar 
rainfall patterns and then models were developed based on selected predictors. The 
outcome is that the model in our study is working differently for each season in each sub-
region. 
Further development of the model is underway to produce different lead times (a week, a 
season and a year ahead) for predicting rainfall. As important input variables varied for 
similar sub-regions by changing the number of clusters (Figure 4-9), finding a robust 
method for identification predictors is a further aim for future model development. The 
result of climate regionalization by K-means is relatively coarse. In addition, changing the 
size of sub-regions resulted in a changed performance of the model in some regions. A 
flexible clustering method (for example fuzzy clustering) for grouping stations together 
which gives more freedom to change the size of the sub-regions will also be considered in 
future study. 
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4.6 Conclusions: 
This study attempted to predict monthly rainfall for stations in South-eastern and eastern 
part of Australia using lagged climatic indices. The performance of model for forecasting 
one month lead time rainfall for south-eastern and eastern Australia improved with using 
climate regionalization. The number of sub-regions played an important role in the result 
of the predictor selection using FRA and the performance of model. The best result was 
achieved when the area was divided to six sub-regions. The model's errors are different in 
time and space following the rainfall patterns, where in general higher errors are correlated 
with higher rainfalls, suggesting some level of smoothing by the model. In general, it may 
be concluded that climate regionalization improved the accuracy of spatiotemporal 
monthly model and could be considered for other time scales and other climatological and 
meteorological studies. 
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5  Spatio-temporal rainfall variability and change in south-
eastern the Australia 
This chapter has been published as follow: 
 Montazerolghaem, M., Vervoort, W., Minasny, B. and McBratney A.B. , Long-term variability of the 
leading seasonal modes of rainfall in south-eastern Australia .Weather and Climate Extremes, 2016.  
 
Summary 
Knowledge of temporal and spatial variability of climate and rainfall can improve 
agriculture production and can help to manage risks caused by climate variability. 
Available high-quality monthly rainfall data from the Australian Bureau of Meteorology 
for 1907-2011 was used to investigate the leading seasonal mode of the long-term rainfall 
variability over south-eastern and eastern Australia. Spatio-temporal variations of seasonal 
rainfall and their connection to oceanic-atmospheric predictors were analysed. The links 
between the first two Principal Components of rainfall of each season with lagged 
Southern Oscillation Index (SOI), Indian Ocean Dipole (IOD) and Southern Annular Mode 
(SAM) were season-dependent. The relationship between these climatic indices changed 
within both inter-seasonal and decadal time scales. Spring and winter rainfalls were 
continuously positively correlated with lagged (SOI). However, summer rainfall variations 
indicated negative correlations with lagged SOI which increase from 1970. The 
correlations between lagged SOI and autumn variations were weak and change to a 
stronger relationship from 1990. Correlations between lagged (IOD) which varied across 
all seasons have recently been increasing. Variations in rainfall across all seasons were 
highly correlated with Southern Annular Mode (SAM) with different signs. Overall, the 
relationship between predictors and seasonal rainfall has changed after 1970. The results of 
running correlations between leading modes of seasonal rainfall and lagged SOI , SAM, 
and IOD indices indicates non-stationary in these links. The relationships of climatic 
indices and leading modes of seasonal rainfall changed since 1970, with stronger evidence 
in case of IOD. Recent changes in the relationships between climatic indices and rainfall 
need to be considered in climate prediction systems. The results of this study suggests that 
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improvement in statistical regional rainfall forecast system with fixed climatic indices for 
each season and region is achievable by using suitable seasonal and regional climatic 
indices.  
5.1 Introduction 
Agricultural production and the population of Australia are both concentrated in the south-
eastern part of the country. Rainfall over south-eastern Australia, and indeed over most of 
the continent, is highly variable spatially and across time scales ranging from daily to 
decadal. Rainfall and temperature regimes have a significant impact on agriculture decision 
points both in time and space (Nelson et al., 2010). Fine resolution climate information can 
be incorporated into farm business decisions and help to manage climate related risks 
(Hammer et al., 2001).  
Following on Chapter 3, which looked at the spatial aspect of prediction, this chapter 
investigated the temporal aspect of the predictors. Seasonal rainfall patterns over Australia 
and related atmospheric circulation have been the topic of many studies (Drosdowsky and 
Chambers, 2001; Kirono et al., 2010; Murphy and Timbal, 2008; Nicholls, 2010; Risbey et 
al., 2009; Wang and Hendon, 2007). The link between rainfall variability of eastern and 
south-eastern Australia and oceanic atmospheric variations is highly seasonal and regional 
specific (Drosdowsky and Chambers, 2001; Evans et al., 2009; Kirono et al., 2010; 
Murphy and Timbal, 2008; Schepen et al., 2012b). In particular, the El Niño–Southern 
Oscillation (ENSO) is indicated as the major driver of inter annual and decadal climate 
variability of Australia (Evans and Allan, 1992; Kirono et al., 2010; Robertson et al., 2013; 
Wang and Hendon, 2007). Temperatures in the tropical Indian Ocean also have an 
influence on eastern and south-eastern Australia’s rainfall, particularly for winter rainfall 
(Cai et al., 2009; Nicholls, 1989; Verdon and Franks, 2005b; Verdon and Franks, 2006). 
The Indian Ocean Dipole (IOD) was found to be particularly important in the June-October 
period, which spans the wet seasons (spring-winter) over south-eastern Australia (Ashok et 
al., 2003b; Risbey et al., 2009). The Southern Annular mode (SAM) (Hendon et al., 2007) 
is further considered as an extratropical source of variability that is mostly confined to the 
southwest and southeast of the continent (Risbey et al., 2009). The Madden- Julian 
Oscillation (MJO) (Wheeler and Hendon, 2004; Wheeler et al., 2009), which is linked to 
the ENSO, can influence rainfall in several areas of the continent in different seasons. The 
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MJO’s impact appears to be strongest in its effect on monsoon rains in the north of 
Australia (Risbey et al., 2009). 
Different active times of Indian and Pacific Oceans, and interaction between ENSO and 
Indian Ocean events, results in complex relationships between these oceanic - atmospheric 
phenomena and Australian rainfall (Cai et al., 2013; Meyers et al., 2007). At decadal 
timescales, Australia and particularly its south-eastern regions have a high level of rainfall 
variability. The drivers for this are still not totally clear, although some of the variability is 
linked with variations in relative frequency of El Niño and La Niña events on decadal 
timescales. Interdecadal variability is particularly high across eastern Australia (Kiem and 
Franks, 2004; Kiem et al., 2003; Verdon et al., 2004). 
Statistical seasonal forecast systems for Australia based on SSTs variations over the Pacific 
and Indian Oceans have been used at the Australian Bureau of Meteorology (Alves et al., 
2003; Drosdowsky and Chambers, 2001; Stone et al., 1996). More recent Australian 
Bureau of Meteorology dynamical forecasts are determined by statistically calibrating 
rainfall from the Predictive Ocean Atmosphere Model (POAMA) (Hudson et al., 2011; 
Schepen et al., 2012b). Using the strengths of the statistical and dynamical models is 
suggested to maximize the spatial and seasonal accuracy of seasonal rainfall forecasts 
(Schepen et al., 2012b). The interaction between ENSO and Indian Ocean events, extreme 
events related mostly to the Indian Ocean events, and changes in the frequencies of IOD 
events were suggested to explain the recent unexpected changes in Australian rainfall and 
failed forecasts (Cai et al., 2009; Cai et al., 2013; Ummenhofer et al., 2009). However, 
further analysis is required to investigate the stability of the link between climate indices 
and seasonal rainfall variations of south-eastern and eastern Australia as predictors used in 
the Australian statistical seasonal rainfall forecast systems (Schepen et al.,2012b; 
Drosdowsky and Chambers, 2001; Gergis et al., 2012; Kirono et al., 2010).  
  
This study explores the temporal variability of the relationship between reasonable lags (up 
to six months) of climate indices and the main variations of seasonal rainfall across south-
eastern and eastern Australia. Special emphasis is made on the seasonal differences in 
rainfall variability. The aims of this study are: 1) to provide an overall overview and 
summary of spatio-temporal seasonal rainfall variations from interannual to inter - decadal 
for south-eastern and eastern Australia; 2) to reconfirm the main mechanism of seasonal 
rainfall variations over southern and south-eastern Australia rainfall; 3) to check the 
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stability of links between seasonal rainfall and different lags of major oceanic-atmospheric 
predictors (SAM, IOD and SOI) over more than 100 years data. 
5.2 Data and area of study 
The dataset in this study consists of 137 Australian Bureau of Meteorology (BoM) high quality 
rainfall stations across south eastern and eastern Australia over 1879 -2011 (Figure 5-1) (Lavery 
et al.,1997). Seasons in this study are common Australian seasons, defined as: December-
January-February (DJF) for summer, March-April-May (MAM) for autumn, June-July-August 
(JJA) for winter, and September -October-November (SON) for spring. Correcting missing data 
leads to a decreased time period: 1907 to 2011. Missing data were dealt with following two 
rules: First, times with missing values at more than 30% of stations were omitted from the 
dataset. This resulted in the elimination of data before 1907. Secondly, the rest of missing values 
were replaced by the mean of the four closest stations in terms of geographical distance. This 
leads a decreased time period to 1907- 2011. Figure 5-1 shows a map of long-term mean and 
standard deviation of seasonal rainfall in south-eastern Australia over 1907 to 2011. 
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Figure 5-1. Location map indicating high quality stations used in this study. 
Climatic indices used in this study are SOI, IOD and SAM, which have been highlighted as main 
climate drivers of south-eastern and eastern Australia (Hendon et al., 2007; Kirono et al., 2010; 
Verdon and Franks, 2005a). 
5.3 Methods: 
5.3.1 Spatial and temporal analysis using PCA: 
Extensive use has been made of Principal component analysis (PCA), correlation and regression 
methods to establish evidence of teleconnection between climatic indices and rainfall variation in 
Australia (Drosdowsky, 2002; Kirono et al., 2010; Risbey et al., 2009; Verdon and Franks, 
2005a). 
There are two types of matrix structures that can be used for this type of analysis; the first one is 
S-mode analysis, which variables (columns) are stations, and observations (rows) are the values 
at each time point. In S-mode analysis, principal component coefficients, known as loadings, 
contains the correlation (coefficients) of each station with the corresponding PC. In the case of S-
mode, scores contain the time series of each component. This matrix structure (S-mode) is not 
recommended for spatial analysis and is suitable for temporal variation analysis. The second type 
is T-mode analysis where each individual time point is a variable (columns), and each station is 
an observation (rows). The result are components with loading on the individual time points, and 
amplitudes (scores) on the observation or spatial variables (Drosdowsky, 1993). This method is 
used mostly as pre-processing for clustering analysis in regionalization applications (Dezfuli, 
2011; Richman, 1986). PCA provides a great interpretation opportunity since each component 
can be interpreted without reference to the others. The first PC accounts for the highest variation 
in the data, and tends to be a large scale average. The second PC tends to describe large scale 
contrasts mostly with dipoles loadings (Drosdowsky, 1993).  
In this study S-mode PCA was used to analyse the spatial-temporal of the leading modes of the 
seasonal rainfall variability in the data. A running 20-year window correlation analysis applied to 
investigate long-term stability and variations of the strength of links between atmospheric-
oceanic predictors and seasonal rainfall in south-eastern Australia. The analysis was carried out 
using data from 1907 to 2011 for SOI and IOD and for SAM from 1957, because of available 
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data for SAM. 
5.4 Results and discussions: 
5.4.1 Leading modes of the seasonal mean rainfall (S-mode analysis): 
Figure 5-3 indicates the amount of variance explained by PCs of each season rainfall. In the 
results, only the first two PCs are considered, as each of the subsequent PCs explains less than 
10% of the total rainfall variance in each season (Zveryaev, 2006). 
Time series (standardised scores) and spatial patterns (loadings) of the first two PCs of rainfall 
are shown in Figure 5-3 and Figure5-4. The loading plot is useful to identify spatial similarity. In 
Figure 5-3, time series of the corresponding anomalies of each season rainfall are given as a 
comparison to the scores plot of each PC.  
The standardised seasonal rainfall anomalies are the mean of the individual station anomalies; 
i.e., subtracting the station mean from the seasonal rainfall value and dividing by the standard 
deviation of the station data. Correlation between the first two PCs and corresponding season 
rainfall anomalies were calculated during different time periods (Table 5-1). The loading and 
score plot of the first two PCs of each season are explained separately. 
 
 
Figure 5-2. Mean and standard deviation of seasonal rainfall for the period 1907 to 2011. 
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Figure 5-3. Time series of standardized anomalies and normalized scores of the first two PCs of (a, 
b) summer (DJF), (c, d) autumn (MAM), (e, f) winter (JJA), and (g, h) spring (SON) rainfall (1907-
2011). 
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Table 5-1. Correlation between the first two PCs and corresponding season rainfall 
anomalies. P-value=0.05. 
 Summer (DJF) Autumn (MAM) Winter (JJA) Spring (SON) 
PC1 0.86 0.9 0.53 0.96 
PC2 -0.42 0.37 0.82 -0.267 
PC1 (1907-1960) 0.85 0.9 0.5 0.96 
PC2 (1907-1960) -0.43 0.24 0.81 -0.1 (P-value=0.4) 
PC1 (1961-2011) 0.88 0.9 0.58 0.95 
PC2 (1961-2011) -0.49 0.5 0.84 -0.4 
 
The first principal component of summer (PC1DJF) rainfall explains 36.96 % of the total 
summer rainfall variance. The spatial pattern of PC1 has the same sign across the entire 
area, homogenous south-north and varies east-west with large positive values in the eastern 
coastal area (Figure 5-4-a). The second PC of summer, PC2DJF, explains 10.4% of the total 
variation of the summer rainfall. The respective spatial pattern reflects the summer rainfall 
and mean annual rainfall (Figure 5-4-b). The loadings of PC2DJF represent a dipole pattern 
with a negative value in the far western part of the study region, with a winter rainfall 
regime, and being positive in the eastern and northern part of the study region. Note that 
variables on opposite sides of the origin in the loading plot are negatively correlated. 
Therefore, the opposite loadings reflect the different rainfall regimes during summer across 
south-eastern Australia. The spatial pattern of the summer PC2 (Figure 5-4-b) is noticeably 
different from the PC2 during other seasons (Figure 5-4- d, f and h). Figure 5-3-b displays 
the temporal behaviour of the PC2 of summer rainfall featuring a downward trend from 
1975 to recent. The scores of PC1DJF (Figure 5-3-a) indicate a long-term trend in 
comparison to the PC2, which includes shorter time variations. Note that the trend in the 
time series in Figure 3 is the PC scores trend that can be different from the real rainfall 
time series trend. The trend in the real rainfall for each region is dependent on the sign of 
the loading, e.g. a positive trend in the score of individual year, may reflect both an 
increase and a decrease in rainfall in the area. 
During autumn (MAM) the PC1 accounts for 36.9% of the rainfall variation. The 
respective spatial pattern (Figure 5-4-c) displays a similar pattern to mean annual rainfall 
pattern with decreasing loading west-east. The second PC explains 13.2% of the total 
variance of autumn precipitation. Spatial distributions of the second PC of autumn rainfall 
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indicate positive loadings in the south and central parts of the study region, and negative 
loadings in the east and north of the region.  
The trend in the autumn PC1 changed from an upward trend to a downward trend after 
1990, when Australia experienced a significant drought (Figure 5-3 - c). This PC displays 
long-term interdecadal variations. Similar to the summer PC2, the autumn PC2 (Figure 5-
3-d) shows more year-to-year trends and is associated with short term variations. 
During winter (JJA) PC1JJA represents 30.77% of the total rainfall variance. The respective 
spatial pattern is the only PC1 of seasonal rainfall that indicates negative loadings in the 
south, and reaches positive values in the coastal area in the east. The PC2JJA accounts for 
24% of rainfall variance and explains the largest variation in rainfall compared to the PC2 
of other seasons. The spatial pattern of the winter rainfall PC2 is very similar to the mean 
winter pattern (Figure 5-1 and 5-4–d). The spatial pattern of this PC is totally different 
from the spatial patterns PC2 of DJF and MAM (Figure 5-4-d).  
In winter (JJA), the trend in the PC1 changes to downward after 1975 (Figure 5-3-e). In 
addition, the scores of the PC1JJA display long-term inter-decadal variations. The scores of 
PC2JJA show year-to-year trends and are associated with short term variations (Figure 5-3-
f). 
PC1SON accounts for 43.6% of the total variance of spring rainfall. Spring PC1 explains the 
largest amount of the seasonal rainfall compared to the PC1s of other seasons. The loading 
of spring PC1 is the same as the autumn and summer PC1 with positive loading over the 
entire area and a decrease in loading from west to east (Figure 5-4-g). The PC2SON 
accounts for 16.9% which is the second highest amount of explained seasonal variation 
after the winter PC2 (24.5%). As variables (stations) with opposite loading have strongly 
different patterns, PC2 represents seasonal behaviour of temperature variations or rainfall 
regime in the area. The PC1 of each season represents the annual rainfall pattern and mean 
annual rainfall in the area. 
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Figure 5-4. Spatial pattern of the first two PCs of (a, b) summer, (c, d) autumn, (e, f) winter, and 
(g, h) spring rainfall over south-eastern Australia for period of 1907-2010. 
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Summarizing results of this section, leading PCA modes of south-eastern Australia are 
clearly season-dependent.  The PC1 of all seasons followed the seasonal rainfall anomalies 
(Figure 5-3 and Table 5-1). 
Spring and autumn rainfall PCs show higher correlation with annual rainfall PCs, followed 
by winter 0.7, 0.6 and 0.5 respectively. The correlation of annual rainfall with summer 
rainfall value of is not as strong as for other seasons. This suggests that the variance of 
annual rainfall is mostly dominated by the variance in the autumn and spring. 
As seen in Table 5-2 the contribution of PCs to the seasonal rainfall variability changes 
during different decades. The contribution of the PC1 to summer rainfall variation changes 
from 32.7% in 1950-1970 to 52.2% in 1950-1970. In summer and autumn the amount of 
rainfall variation, which PC1 explained, has increased during recent decades. In 
comparison, the PC1 of winter and spring explains more of the rainfall variability over 
1906-1950. 
 
Table 5-2. Fraction of the total rainfall variances explained in each season by PC1 and PC2. 
  Summer (DJF) Autumn (MAM) Winter (JJA) Spring (SON) 
PC1 1906-2010 36.96 
 
 
36.9 30.77 43.6 
 
 
1906-1950 32.66 
 
28.78 36.6 51.50 
 
 
1950-1970 52.17 
 
45.17 35.41 42.25 
 
1970-2010 40.04 44.05 35.11 41.47 
PC2 1906-2010 10.4 
 
 
13.2 24.5 16.9 
 
 
1906-1950 12.21 
 
 
15.1 27.49 15.47 
 
1950-1970 12.13 
 
21.11 23.03 21.09 
 
1970-2010 11.59 10.15 21.08 15.72 
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5.4.2 Running linear correlation between leading PCs with climatic indices: 
5.4.3 Summer: 
Running correlations for PC1DJF and PC1DJF versus three lags of SOI, IOD and SAM for up 
to six months are presented. For the analysis the average value of the last two months from 
the start of the season, Oct-Nov is used, denoted as SOION, IODON and SAMON (Figure 5-
7-a and d). Similarly, the average of the last three and four months, Aug-Sep, is denoted as 
SOIAS, IODAS and SAMAS (Figure 5-7-b and e); and the average of the last five and six 
months, Jun-Jul, is denoted as SOIJJ, IODJJ and SAMJJ (Figure 5-7-c and f). 
In summer, the results are four main fold; 1) all climate indices, SOI, IOD and SAM, are 
negatively correlated with summer rainfall anomalies; 2) from 1970, the strength of these 
relationships between summer rainfall and its predictors is getting stronger; 3) the most 
significant change occurred for the impact of IOD on summer rainfall; 4) the results show 
variable impact of the different lags of each predictors. For summer, PC1 and PC2, will be 
discussed separately. 
Table 5-4 represents the correlation between the summer rainfall predictors with the same 
time lags used in the current study. Generally, summer predictors from IOD and SOI are 
correlated; IOD and SOI over Oct-Nov and Aug-Sep showed continuous significant 
positive correlations (Table 5-4). The average of SOI and IOD over Jun-July displayed a 
higher correlation value from 1907 up to 1957, which subsequently becomes insignificant 
after 1958 and up to recent decades. On the other hand, the effect of IODJJ on both PC1 
and 2 in summer is strong (Figure 5-5- c and f). SAM indices have no correlation with both 
IOD and SOI (Table 5-4).  
Summer anomalies are correlated positively and negatively with PC1 and PC2 respectively 
(Figure 3 (a, b), and Table 5-2). The PC1 and PC2 of summer rainfall were negatively and 
positively correlated with IOD from the beginning of the 1970s up to recent decades, if 
IOD is lagged by up to 6 months, i.e. IODON (Figure 5-a), IODAS ( Figure 5-5-b) and IODJJ 
(Figure 5-5-c). This demonstrates that summer rainfall variations are negatively correlated 
with IOD indices.  An exception was an insignificant period from 1973 to 1980 (Figure 5-5 
–b). Consequently, the IOD displays higher negative correlations for summer rainfall in the 
south-eastern and eastern region of Australia from 1980.  
 
.  
 100 
Positive scores of PC1 are strongly correlated (r = 0.85) to positive rainfall anomalies, or 
wet years, (Figure 5-3 (a, b), and Table 2). The running correlations between PC1DJF with 
SOI are negative and significant in some, but not all decades (e.g. 1920s, 1930s, 1950s, 
1980s, 1990s and 2000s).The negative correlation of SOI with  summer PC1 is correspond 
to the strongest El Nino events such as 1982 - 1983, and 1997 -1998 (Meyers et al., 2007). 
Higher negative correlations between SOI with PC1DJF occurred during recent decades. 
Running correlations yield similar results for different lags of SOI and IOD with PC1DJF, 
but correlations between PC1DJF and lagged IOD are more significant than those with SOI. 
This confirms that there is a stronger recent effect of IOD in comparison to SOI on 
Australian rainfall variability, as observed by Cai et al. (2013), at least for the summer.  
The correlations between SAMAS and SAMJJ with PC1DJF are non-significant (Figure 5-5 - 
b and c). Although SAMON, similar to IODON and SOION, displays negative correlations 
with PC1DJF (Figure 5-5-a), there is a clear change in correlation coefficients between 
SAMON with PC1DJF during 1970-1990 (for a 20-years window) where the relationship 
becomes significantly negative (Figure 5-5-a).  
The results of the analysis related to the summer PC1 confirms that rainfall anomalies 
during recent decades have much stronger negative correlations with the lagged signals of 
three indices SAM, IOD and SOI. That was expected for SAM and IOD but not necessarily 
for SOI; it may be due to the stronger effect of other indices in summer time and the effect 
of ENSO on air temperature (Ummenhofer et al., 2009). The average IOD over Jun-July 
(Figure 5-5 -c), SOI over Oct-Nov and Aug-Sep (Figure 5-5-a, b), and SAM over Oct-Nov 
(Figure 5-5-a) demonstrate a stronger correlation with summer rainfall variations. The 
effect of average IOD over Jun-July on summer rainfall is stronger followed by change in 
link between IODJJ and SOIJJ over 1958- 2011 (Table 5-4).  
The positive scores of PC2 are correlated negatively with summer rainfall anomalies at -
0.42 (dry years, Figure 5-3-b and Table 5-2). The running correlations between PC2DJF 
with the average of the leading two months climate indices (SOION, IODON, SAMON) are 
shown in Figure 5-5. The correlations between PC2DJF with IOD, considering all the 
different lags i.e., IODON , IODAS and IODJJ (Figure 5-a, b, c), are positive (significant 
points). The strength of IOD relationships with PC2DJF changed, depending on the lag. The 
correlations between PC2DJF and IOD are significant for most of the period up to 1970. The 
sign of the loadings of the summer PCs (Figure 5-5- a, b) is important when interpreting 
the effect of climate indices. For example, IOD has a negative correlation with anomalies 
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of the summer rainfall in the area. The effect of IOD on the variations, explained by 
PC1DJF, is similar across the entire area, reflecting the positive loadings for the entire area. 
In the case of the PC2DJF, with a bipolar spatial pattern and negative correlation with IOD, 
higher IOD leads to decreasing rainfall in the area with positive loadings and increasing 
rainfall in the area with negative loading. Therefore, from the result of PC2DJF, a higher 
IOD leads to more rainfall in summer in the central and southern areas and less rainfall in 
the coastal area.  
The correlations between SAM and PC2DJF were positive during the 1970s (considering a 
20-year window). In addition, significant correlations occurred between PC2DJF, both 
negative and positive, in some decades with lagged SOI. Overall, the correlation of SOI 
with PC2 of summer does not appear to be stable.  
The results of the running correlations of climate indices with summer rainfall PCs 
demonstrate the negative correlations of these indices with summer rainfall anomalies (not 
considering some positive correlations of SOIAS and SAMON with PC2). Different lags of 
IOD and SOI with summer PCs show similar correlations. Both PCs of the summer have 
significant correlations with IOD over June-July (especially with the average of six and 
five months lag) (Figure 5-5-c, and e). In recent decades, after 1970, there was a stronger 
impact of IOD on PC1DJF , which is related to a higher variation of summer rainfall. These 
higher correlations of summer PCs with IODJJ during recent decades indicates the 
important effect of this lag of IOD on summer rainfall (Figure 5-5-c). The correlations 
between climate indices used to study the cause of the variation in summer rainfall are 
provided in Table4. There is strong significant correlation between SOI indices and 
corresponding IOD indices used for summer. Similar relationships of SOI and IOD indices 
with summer rainfall can be due to high interaction between these indices during this 
season (Table 5-4).  
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Table 5-3. Correlation between climate index predictors used of each season, significant 
correlations (P<=0.05) marked by “*”.  
              1907- 2011            1907 -1957              1958 – 2011 
  SOI IOD SAM SOI IOD SAM SOI IOD SAM 
Summer 
predictors 
Oct-Nov SOI          
IOD 0.52 *   0.46*   0.56*   
SAM       0.08  0.12   
Aug- Sep SOI          
IOD 0.46*   0.52*   0.41*   
SAM       -0.1  -0.006   
Jun- July SOI          
IOD 0.28*   0.43*   0.2    
SAM       -0.14  -0.12   
Autumn- 
predictor 
 
Jan- Feb 
 
SOI          
IOD -0.2*   -0.06    -0.3*   
SAM       0.14  -0.35*  
 
Nov- Des 
 
SOI          
IOD 0.26*   0.17   0.28*   
SAM       0.35* 0.097  
 
Sep- Oct 
 
SOI          
IOD 0.57*   0.5*   0.6*   
SAM       -0.13  0.032  
Winter 
predictors 
 
Apr –May 
SOI          
IOD 0.08    -0.02    0.18    
SAM       0.0076  0.099   
 
Feb –Mar 
SOI          
IOD -0.2*   0.002    -0.38*   
SAM       0.16  -0.32*  
 
Dec – Jan 
SOI          
IOD 0.18*   0.1*   -0.27*   
SAM       0.2 
(0.1) 
-0.23 
(0.1) 
 
Spring- 
predictors 
Jul-Aug SOI          
IOD 0.39*   0.48*   0.33*   
SAM       -0.2 
(0.1) 
- 0.63*  
 
May –Jun 
 
SOI          
IOD 0.26*   0.3*   0.12    
SAM       -0.04  -0.04   
 
Mar- Apr 
 
SOI          
IOD    -0.03    -0.27*   
SAM 0.14 
(0.1) 
     0.2  -0.23 
(0.1) 
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Figure 5-5. Running correlation coefficients for the first two PCs of summer rainfall with 
the lagged climatic indices. Figure a shows the running correlations of summer PC1 with 
SOION, IODON and SAMON. Figure b shows running correlations of PC1 with SOIAS, 
IODAS and SAMAS. Figure c shows running correlations of PC1 with SOIJJ, IODJJ and 
SAMJJ. Figure e, f, g shows PC2 running correlation with the same lags of climate indices 
as a, b and c, respectively. The correlation is calculated over 21-year windows. The ‘*’ 
indicates statistically significant correlation (P-value<0.05). 
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5.4.4 Autumn  
 
For the climate indices in autumn, the average value of the last two months from the start 
of the season, Jan-Feb, was denoted as SOIJF, IODJF and SAMJF (Figure 5-6-a and d); the 
average value of the three and four months, Nov-Dec, denoted as SOIND, IODND and 
SAMND (Figure 5-6-b and e); and the average value of the last five and six months, Sep-
Oct, denoted as SOISO, IODSO and SAM SO (Figure 5-6-c and f). 
PC1MAM shows statistically significant positive correlation with SOI in some decades 
(Figure 5-6-a). The average SOI over Sep-October, SOISO, displays stronger positive 
correlations with PC1MAM during recent decades. For IOD, especially IODJF, the sign of 
correlations with PC1MAM changed during different decades. The significant negative 
correlations of the PC1MAM with IOD during 1950-1960 (considering a 20 year window) 
changed to positive (with IODJF) since 1970 (Figure 5-6- a, b and c). This may be due to 
change in the interaction between IODJF and SOIJF  (Table 5-4 – autumn predictors). The 
most significant correlations between SAM with PC1MAM happened with the average SAM 
during September - October (Figure 5-6-c). The impact of SAM on the autumn rainfall 
anomalies variations, PC1MAM, indicate different types of correlations, varying from 
positive to negative after 1970 (Figure 5-6- a, b and c). 
SOIJF and IODJF are negatively linked; this significant negative correlation was stronger (-
0.3) during 1958 to 2010 (Table 5-4). As a result, reverse patterns of correlation between 
autumn PCs with SOIJF and IODJF are due to the negative correlation (Figure 5-6 a-d and 
Table 5-4). In comparison, the correlation between SOIND/SOISO with IODND/IODSO 
(Table 5-4-autumn predictors) was positive; they represent similar correlations with both 
PCs of autumn, with stronger correlations with SOISO during the recent decades. SAM 
indices, as autumn predictors, demonstrated different correlations with IOD and SOI; 
SAMJF is negatively correlated with IODJF with a value of -0.35; while, SAMND is 
positively correlated with SOIND with a value of 0.35 (Table 5-4- autumn predictors).  
The scores of PC2MAM had positive correlation with autumn rainfall anomalies with an 
overall value of 0.3; which changed from the value of 0.24 during 1907-1960 to 0.5 over 
1961-2011 (Table 5-2). The correlations between PC2MAM, which explained less variation 
than the PC1, with SOI are negative during the 1920s and 1930s ,1960s. The correlations 
of IOD, considering all the lags, with PC2MAM were variable during different decades, 
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starting from the positive correlation from 1907 to negative during the 1930s with IODSO, 
to positive with IODND and IODSO during 1960 to 1980, followed by weak positive 
correlation in recent decades (Figure 5-6 d, e and f).  
The trend of the correlation of SOI with the PC1MAM is strengthening, and the sign of 
correlations between SAM and IOD with PC1MAM changed in recent decades. 
For the autumn PCs the results illustrate several important findings; 1) there are recent 
strong positive correlations of SOI over Sep-Oct with autumn rainfall; 2) the change in the 
correlation sign of the IOD during different decades shifts to a recent higher positive 
impact; 3) SAM over Sep-Oct indicates a strong impact on autumn rainfall variations; 4) 
IOD and SAM (especially SAMSO) were more important than SOI for both of the autumn 
PCs. In the recent decades the SOI and IOD effect on autumn rainfall was stronger with 
positive correlations; in contrast SAM indicates a negative correlation with autumn rainfall 
anomalies; 5) correlation between autumn predictors varied by time lags. SOI and IOD 
over Jun-July and Aug-Sep are positively correlated; where this relationship changed to 
negative correlation over Jan-Feb. For SAM indices, IOD and SAM is correlated with IOD 
over Jan-Feb negatively and SOI over Aug-Sep positively.    
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Figure 5-6. Running correlation coefficients for the first two PCs of autumn rainfall with the 
lagged climatic indices. Figure a shows the running correlation of PC1 and IODJF ,SOIJF and 
SAMJF. Figure b shows running correlation of PC1 and IODND, SOIND and SAMND. Figure c shows 
running correlation of PC1 and IODSO, SOISO and SAMSO. Figure e, f, g shows the PC2 running 
correlation with the same lag climate indices as a, b and c, respectively. The correlation is 
calculated over 21-year windows. The ‘*’ indicates statistically significant correlation (P-
value<0.05). 
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5.4.5 Winter  
Similar to the earlier analysis, running correlations for the first two PCs of winter (JJA) 
rainfall versus climate indices for up to six months were calculated: The average of climate 
indices over , Apr-May, SOIAM, IODAM and SAMAM (Figure 5-7-a and d); the average for  
Feb-Mar, SOIFM, IODFM and SAMFM (Figure 5-7-b and e); and the average of Dec-Jan, 
SOIDJ, IODDJ and SAMDJ (Figure 5-7-c and f). 
The winter PC1 corresponds to positive anomalies of winter rainfall (Figure 5-3-e and 
Table 5-2), but less strongly than for summer and autumn, while winter PC2 shows 
stronger correlation with winter anomalies.  
Table 5-4 (winter predictors) shows the correlations between predictors of winter rainfall 
considered in the current study. SOI, IOD and SAM over Apr-May had no significant 
correlations; the correlation between IODFM with SOIFM is not significant up to 1958, but 
this correlation changes to negative after 1958. During Dec-Jan, SOI and IOD have a weak 
positive correlation shifting to a statistically significant negative with a value of -0.32 from 
1958. Understanding the change in the correlation between IOD and SOI might help clarify 
climate variations in the area. 
SOI shows decreasing positive correlations with PCIJJA. The exception on this is a negative 
correlation between PC1JJA and SOIAM during 1910-1920 (Figure 5-7-a). Longer lag times 
of SOI weaken the relationship with PC1JJA (Figure 5-7-a, b and c). The decreasing 
correlations of IOD and SOI with PC1JJA , during Feb- Mar, and Dec- Jan, started around 
1950 (Figure 5-7- b and c). This change is corresponding to the change of the links 
between these indices of IOD and SOI after 1958 (Table 5-4- winter predictors). Both IOD 
and SOI started the century with positive correlations with winter rainfall anomalies and 
changed to negative or insignificant correlations. PC1JJA did not show strong correlations 
with climate indices after 1960s (Figure 5-7-a, b and c). All SAM predictors had 
insignificant correlations with PC1JJA (Figure 5-7-a, b and c).  
 
Running correlations between PC2JJA and SOIAM are positive but decreasing over time. 
The most significant link between PC2JJA and climate indices is the increasing negative 
correlations with SOIFM since 1958 (Figure 5-7-e). Correlations between PC2JJA with 
SOIFM and SOIDJ follow similar trends (Figure 5-7-d, e and f). Higher SOI over Feb-Mar 
reduce winter rainfall, mainly in the areas with a winter rainfall regime (given the loadings 
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sign Figure 5-4). SAM and IOD gave negative correlations with PC2JJA. Significant 
changes in correlations between IODDJ and PC2JJA during 1982 to 2010 can be observed 
(Figure 5-7-f). Similarly, the positive IOD during Dec-Jan indicates less rainfall in winter. 
Greater and more significant correlations between SAM and PC2JJA occur after 1970 but 
disappear around 1980. The running correlations between SAMAM and SAMFM with 
PC2JJA are negative during 1970 to 1990 (Figure 5-7-d and -e).  
In winter, the results demonstrated several important findings; 1) the correlation between 
IOD and SOI indices, considered for winter, changed from 1958 (Table 5-4, winter 
predictors) ; 2) The average of IOD and SOI over five and six month before the start of 
season, Dec- Jan, shows a recent stronger negative impact on winter rainfall; 3) the 
correlation of SOIFM and SOIDJ with winter rainfall changed after 1958 from positive to 
negative; 4) SAM shows a strong  negative correlation with winter rainfall variations. The 
strength of SAM indices correlations with winter rainfall varies from decade to decade for 
each SAM indices (Table 5-4, winter predictors). 
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Figure 5-7. Running correlation coefficients for the first two PCs of winter rainfall with the lagged 
climatic indices. Figure a shows running correlation of PC1 and IOD AM, SOIAM and SAMAM 
.Figure b shows running correlation of PC1 and IOD FM, SOIFM and SAMFM. Figure c shows 
running correlation of PC1 and IODDJ, SOIDJ and SAMDJ. Figure e, f, g shows the PC2 running 
correlation with the same lag climate indices as a, b and c, respectively. The correlation calculated 
over 21-year windows. The ‘*’ indicates statistically significant correlation (P-value<0.05). 
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5.4.6 Spring  
 
Finally, for spring, lagged climate indices for up to six months: two months, are SOIJA, 
IODJA and SAMJA (Figure 5-8-a and d); three to four months, are SOIMJ, IODMJ and 
SAMMJ (Figure 5-8-b and e); and five and six months are SOIMA, IODMA and SAMMA 
(Figure 5-8-c and -f). 
PC1SON is highly correlated with the spring rainfall anomalies (Table 5-4). The correlations 
between IOD and SOI with PC1SON and spring rainfall anomalies are positive and stronger 
during July-Aug compared to other lagged predictors of these indices (Figure 5-8 - a). The 
strength of the correlations between SOI and PC1SON depends on the lag of the predictors, 
although they follow similar trends (Figure 5-8-a, b and c). Similar to SOI, significant 
correlations between the PC1SON with IOD are positive apart from IODMA around 1910 
(Figure 5-8-a, b, and c). Correlations between PC1SON with IOD indices tends to increase, 
particularly, IODMA which has positive correlations since 1980 (Figure 5-8-c). The 
correlations between IODMA and SOIMA vary from insignificant to negative since 1958 
(Table 5-4). As a result, spring rainfall variations in the recent decades have higher positive 
correlations with IODMA and SAMMA. The strongest effect of SAMMA occurs since 1983 
(Figure 5-8-c).  
Higher negative correlations of PC2SON with SOI and IOD occur during 1940-1970 
(considering a 20 years window) (Figure 5-8-d, e and f). Thus, higher SOI and IOD lead to 
more rainfall in the coastal area (positive loadings) and less rainfall in winter rainfall 
regime areas (negative loadings). The effects of SOI and IOD on the PC2SON were variable 
from negative since 1907, to positive during 1920 to 1960; changing to negative from 1940 
to 2000. The correlations of the PC2SON with IOD and SOI recently changed to positive 
(although not statistically significant). 
In spring, the results show several important findings; 1) the average IOD and SAM of the 
last five and six months before, Mar-Apr, demonstrates stronger positive correlations with 
spring rainfall since 1970; 2) stronger recent effect of SOI during July-Aug on spring 
rainfall; 3) large amount of variation of spring rainfall (PC1) were positively correlated 
with SOI, SAM and IOD; 4) recent stronger effect of IOD and SAM than SOI on spring 
rainfall variations. 
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Figure 5-8. Running correlation coefficients for the first two PCs of spring rainfall with the lagged 
climatic indices. Figure a shows running correlation of the PC1 winter and IOD JA, SOIJA and 
SAMJA Figure b shows running correlations of the PC1 winter and IODMJ, SOIMJ and SAMMJ. 
Figure c shows running correlation of the PC1 of the winter and IODMA, SOIMA and SAMMA. 
Figure e, f, and g shows the PC2 running correlation with the same lag of climate indices as a, b 
and c. The correlation calculated over 21-year windows. The ‘*’ indicates statistically significant 
correlation (P-value<0.05). 
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5.5 Discussion and Conclusions: 
There are two major historical-governmental seasonal forecast systems based on statistical 
models in Australia. These rainfall forecast systems were developed using statistical 
models applied to climate indices. The first forecast system is run by Queensland 
government (QG) which is ENSO-based using SOI-phases (Stone and Auliciems, 1992). 
The second forecast system was run by Australian Bureau of Meteorology (BoM), which is 
Sea Surface Temperature (SST)-based. Sea Surface Temperature data used in the BoM 
forecast system were extracted from both the Indian and Pacific oceans regions 
(Drosdowsky and Chambers, 2001; Fawcett, 2008; Fawcett et al., 2005). Fawcett and 
Stone (2010) compared the performance of the two governmental forecasting systems 
developing a hindcast for 1997 to 2009. The comparison of the hindcast results of the two 
forecast systems indicates that BoM’s system produced more reliable results than the QG 
system which used reconstructed SOI-. The main issue with statistical models is that they 
rely on stationary relationships between the predictors and predictand variables, and 
climate change can change these relationships (Schepen et al., 2012b). 
Currently the Australian Bureau of Meteorology (BoM) developed a dynamical seasonal 
prediction system based on a Predictive Ocean Atmosphere Model (POAMA) for 
Australia. This system is a coupled ocean-atmosphere climate model and data assimilation 
system (Alves et al., 2003; Hudson et al., 2011; Lim et al., 2010; Lim et al., 2009b; Zhao 
and Hendon, 2009). The main advantage of POAMA model as a general circulation model 
(GCM) is their ability to capture nonlinear interactions between atmosphere, land and 
ocean, and its adaptation to shifts in climate as a physical based model (Schepen et al., 
2012b). However, GCMs suffer from being overconfident and frequently their simulations 
are not aligned with corresponding observations (Graham et al., 2005; Lim et al., 2009a). 
Therefore, statistical models are used to calibrate raw GCM output to obtain statistically 
reliable forecasts and closer match to observed data (Landman and Goddard, 2002). A 
hybrid forecast system using strengths of statistical model based on lagged climatic indices 
and dynamical modelling approaches (POAMA) improves Australian seasonal rainfall 
forecasting system (Schepen et al., 2012b). Therefore, improvement in statistical models 
can still lead in a significant improvement in regional climate forecasting. Understanding 
the mechanism responsible for rainfall variability in relation to climatic indices and 
stability of temporal and spatial relationship between these climatic indices with rainfall 
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variability is desirable before developing any credible statistical climate forecasting 
scheme, despite the advances in numerical climate forecasting.  
Recent change in strength and frequency of IOD events affects Australian climate (Cai et 
al., 2012). In addition, there are limitations of the predictability of the Australian rainfall using 
major climate indices as they can address a limited amount of the rainfall variation (Westra and 
Sharma, 2010). 
In this study we analysed the long-term seasonal rainfall variability over south-eastern and 
eastern Australia using an updated high quality dataset from Australian BoM. The main 
variations of rainfall in south-eastern and eastern Australia were clearly season-dependent.  
The results of running linear correlations between seasonal rainfall and lagged climatic 
indices indicated that the strength of the correlation between lagged SAM, SOI and IOD 
over south-eastern and eastern Australia and interaction between these climate indices are 
highly season-dependent. In some season different lags are stronger or even the correlation 
direction is changing, and thus appropriate lag selection is an important issue for seasonal 
rainfall forecasting. Also, the sign and strength of the correlation with climatic indices for 
each season can be different. These findings provide a good evidence to discontinue using 
fixed variables as predictors of all seasons in the area.  
Stronger recent, approximately after 1970, correlations with these three indices especially 
with IOD are evident. The recent strong correlation could be consistent with expected 
consequences of global warming (Cai et al., 2013; Zhong et al., 2005). Cai, Zheng et al. 
(2013) who investigated the projected response of the IOD to greenhouse warming 
indicated that the effects of IOD on Australian rainfall are getting stronger. 
The interactions between SOI and IOD vary both inter-annually and on decadal scales. 
Significant amount of recent climate variability can be due to the change of the interaction 
between SOI and IOD which will need further investigation. 
One of the results of this study is that the relationship between climate indices (SOI, SAM 
and IOD) with seasonal rainfall changes during different decades. Understanding of the 
links and physical mechanism explaining these links will increase the ability to develop 
better seasonal prediction systems. There are some periodic patterns of SOI and IOD 
within these non-stationary relationships. Regrettably, the period of available observational 
data is still not enough to reveal the cause and effect of these relationships. Further study 
will be needed to clarify the mechanism of change in the effect of IOD on rainfall 
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variability over south-eastern and eastern Australia. This can be clarified by investigating 
the equality and similarity of the effect of climate change on SST of both Indian and 
Pacific oceans. Pacific and Indian oceans events can also result in a change of temperature 
(Meyers et al., 2007). Therefore, a relationship between temperature variations (due to both 
climate change and variability caused by ocean events) together with variations of climatic 
indices with seasonal rainfall will need to be analysed much more systematically. 
This chapter fulfills the aim to identify the effect of the Indian, pacific and Antarctic 
Oceans on South-eastern and east Australian seasonal rainfall and their long-term 
interactions. SAM, IOD and SOI which were shown to vary with time.  Additional 
investigation of the potential effect of NINO3, NINO4, NINO1, NINO2 and the 
Interdecadal Pacific Oscillation (IPO) on long term rainfall variability in south-eastern and 
East Australian rainfall would be beneficial.  
In addition, the analysis for SAM is limited to 1957 as in the current study we used 
Marshal Index. The analysis using other calculations of SAM index with longer periods of 
availability, i.e., Visbeck Index can be beneficial (Ho et al., 2012).  
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6 Spatiotemporal annual rainfall modelling for Australia using 
multi-stations data 
Abstract: 
Development of spatio-temporal rainfall prediction models operating across different time 
scales and at a fine spatial resolution is a challenging task. The high variability of rainfall 
in both space and time, lack of spatially detailed historical data, and lack of adequate 
knowledge about significant predictors at different locations and time scales are the key 
limitations. In this study, the Gene Expression Programming (GEP) was used as a method 
for forecasting annual rainfall of the Australian continent using different datasets. The 
developed models were trained and tested using various combinations of independent 
variables to select the optimal set of predictors. Model inputs are geographical coordinates, 
climatology variables (long-term mean and median annual rainfall, seasonal rainfall, 
previous annual rainfall) and lagged climatic indices. The performances of the models 
were compared along with a null model to identify the best set of model inputs and the 
model with the highest performance. The results indicate that models with climatology 
inputs were superior to models with geographical input variables. The best selected 
methods for spatio-temporal modelling of Australian annual rainfall with the lowest 
training error for annual rainfall value is a model that includes climatology and climatic 
indices. The prediction limits of the model were defined using a novel fuzzy clustering 
method. 
6.1  Introduction: 
Accurate prediction of long lead rainfall could provide substantial benefits to Australian 
hydrological and agricultural applications as Australia is a semi-arid area with generally 
variable rainfall (Hochman et al., 2013; Meinke and Stone, 2005; Sadras and Angus, 
2006). The high rate of uncertainty and complexity of the rainfall process presents a 
difficulty for the development of physically based forecasts models (Lim et al., 2010). 
Developing long-term rainfall forecasts for Australia is specifically complex due to high 
spatial and temporal variations in both climate and rainfall regimes (Chiew et al., 2009; 
Sadras and Angus, 2006). Medium–term rainfall forecasts for Australia have traditionally 
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been based on statistical models using a limited number of inputs for the entire continent 
(Murphy and Timbal, 2008; Stone and Auliciems, 1992). The more recent official Bureau 
of Meteorology forecasts have been developed with General Circulation Models, 
particularly with the Predictive Ocean Atmospheric Model for Australia (POAMA). 
However, the POAMA seasonal forecast system tends to be overconfident and only 
moderately reliable for predicting seasonal mean Australian rainfall (Lim et al., 2010; 
Schepen et al., 2012). To our best knowledge, there is currently no forecast system that 
predicts Australian annual rainfall amounts, at longer times scales, such as one year ahead. 
Data driven techniques are being increasingly used for rainfall forecasting. For example, 
artificial Intelligent (AI) or machine learning methods that convert inputs to output values 
without any consideration of physical reality may produce more accurate results than 
physical based models in complex systems similar to rainfall modelling (Lim et al., 2010). 
A remarkable number of studies have applied Artificial Neural Networks (ANN), Adaptive 
Neuro-Fuzzy Inference System (ANFIS) and Genetic Programming (GEP) modelling for 
forecasting rainfall in different regions of the world (Annas et al., 2007; Jain and 
Srinivasulu, 2004; Kisi and Shiri, 2011; Liu and Lee, 1999; Machado et al., 2011; Nourani 
and Kalantari, 2010; Nourani et al., 2011; Shiri and Kisi, 2010). A comprehensive 
overview on the concept and application of ANNs in modelling and simulation 
hydrological phenomena has been provided by ASCE (2005). 
Genetic programming (GEP) is a powerful machine-learning method and evolutionary 
algorithm introduced to evolve computer programs automatically, following the concepts 
of natural selection and genetics (Sugeno and Kang, 1988). GEP is an applicable model 
when: 1) the inter-relationships among relevant variables are poorly understood; 2) it is 
hard to define ultimate solutions; 3) analytical solutions cannot be provided by 
conventional mathematical calculations; 4) an approximate solution is acceptable to define 
the process; 5) small improvements in the performance are highly valued; 6) there is a 
large amount of data and input variables (Shiri and Kisi, 2011). GEP models have been 
used for several hydrological modelling approaches (Chau et al., 2005; Kisi, 2011; Nasseri 
et al., 2008; Shiri and Kisi, 2011; Wu et al., 2009), indicating that GEP models could be 
employed successfully in hydrological and climate modelling. GEP has an advantage over 
other AI methods by providing an explicit expression as a solution	 that can be used to 
discover important predictors (Yang and Honavar, 1998). 
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Artificial Intelligence (AI) methods for rainfall modelling in Australia have been 
demonstrated at different time scales (Abbot and Marohasy, 2012; Abbot and Marohasy 
2014; Jain and Srinivasulu, 2004; Wilby et al., 2003). However, the application of AI 
methods for spatiotemporal modelling of rainfall using multiple stations data across large 
areas is limited.  
This research develops a rainfall forecasting system to predict annual rainfall values for 
Australia using GEP. Different input datasets were used to identify the best set of 
predictors for Australian annual rainfall. This study is organized as follows: the next 
section provides details about the data used in the study, the third section presents a 
description of the methods applied, the ability of the method for forecasting annual rainfall 
both in time and space is estimated and the results are examined in the fourth section and 
finally, the last section provides conclusions. 
6.2  Data 
The quality and quantity of data used for training a model is important for the success of 
AI methods. In this study, annual rainfall data obtained from 308 high quality weather 
stations of Australian Bureau of Meteorology (BoM) were used to implement the models.  
 
Figure 6-1. Mean and standard deviation of kriged annual rainfall over Australia calculated from 
1909 to 2011, using the 308 high quality rainfall stations. 
Climatic indices used are the lagged SOI, SOI phases, PDO, IOD and SAM, because these 
are considered the most important indicators of Australian rainfall (Kiem and Franks, 
2004; Power et al., 1999; Saji et al., 1999; Stone et al., 1996). 
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The Southern Oscillation Index (SOI) is calculated using the pressure difference between 
Tahiti and Darwin (Stone et al., 1996). The SOI provides an indication of the development 
and intensity of ENSO events in the Pacific Ocean. Generally, the correlation of SOI and 
Australian rainfall is positive without interaction with other climatic indices. Stone and 
Auliciems (1992) applied cluster analysis on all sequential two-month pairs of the SOI 
(from 1882 to 1991) and grouped SOI into five clusters as SOI phases. They developed a 
seasonal forecast system for Australia using SOI phases. 
The Pacific Decadal Oscillation (PDO) index is defined as the leading component of the 
North pacific monthly SST variability (Power et al., 1999). PDO plays an important role in 
modulating rainfall variability in Australia on a decadal to multi-decadal timescale 
(Folland et al., 2002; Franks, 2004; Mantua and Hare, 2002; Salinger et al., 1995; Stone 
and Auliciems, 1992).  
The Indian Ocean Dipole (IOD) is a coupled ocean and atmosphere phenomenon in the 
equatorial Indian Ocean that mostly affects the climate in Australia and other countries 
around the Indian Ocean (Power et al., 1998). A positive IOD (pIOD) period is 
characterised by cooler than normal water in the tropical eastern Indian Ocean and warmer 
than normal water in the tropical western Indian Ocean. Positive IOD events are associated 
with a decrease in rainfall over Australia, especially in parts of central and southern 
Australia (Kiem and Franks, 2004; Kiem et al., 2003; Power et al., 1999; Saji et al., 1999). 
Conversely, a negative IOD (nIOD) period is characterised by warmer than normal water 
in the tropical eastern Indian Ocean and cooler than normal water in the tropical western 
Indian Ocean, and associated with an increase in rainfall over parts of southern Australia. 
The Southern Annular (SAM) is an indication of the dominant mode of atmospheric 
variability in the mid-and high latitudes of the Southern Hemisphere (Saji et al., 1999). 
Positive SAM polarity is expressed as an overall poleward contraction and intensification 
of the cold and rain-carrying Southern Westerly Winds (Meyers et al., 2007). In regions 
exposed to westerly activity such as southern Australia, New Zealand and southern South 
America this dynamic has resulted in a significant reduction in rainfall and an overall 
increase in temperatures (Saji and Yamagata, 2003). 
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6.3 Method:  
6.3.1  Framework 
The methodology to develop a spatiotemporal annual rainfall forecasting model is based 
on the following steps:  
▪ GEP was applied to different input datasets to identify important predictors, 
▪ The best models in GEP were selected based on lower values of Root Mean Square 
Error (RMSE) and higher coefficients of determination (R2) on the test and training 
datasets, 
▪ The performances of selected GEP models were compared with the null model, 
▪ The confidence intervals associated with parameter uncertainty were calculated for 
selected model. 
The basic theories of GEP have been explained in several studies (Koza et al., 1999). In 
summary,  the evolution starts from an initially selected random population of models 
(initial population) which is fitted to the data. As the population evolves from one 
generation to another, new models replace the old ones by having demonstrably better 
performance in predicting the data. This process is repeated until a good solution can be 
found for the data representing the phenomenon under study.  
In this study, different combinations of input datasets were used as input to the GEP model 
to find significant input variables. 
To explore possible relationships between rainfall predictors and Australian annual rainfall 
a combination of expert knowledge and a multistage genetic programming tool (software 
tool “Eureqa” from Cornell Creative Machine Lab) were used. The input variables can be 
specified by writing a search function, for example “Rainfall=f (median, mean, SOI, 
SOI,…, x,y,z)”. The software would then search for regression equations for rainfall using 
different combinations of the input variables. Eureqa starts from a simple function and 
evolves to more complex functions. The output of Eureqa is the selected functions sorted 
by error/complexity. For each solution there is a plot of predicted against the observed 
values, statistical parameters for the performance validation and error against function 
complexity. Further information about the software is available from 
http://www.eureqa.com/.  
 126 
The models were run using the high performance computing system (cloud cluster/server) 
in the NeCTAR Research Cloud. The symbolic regression of the best fit will contain the 
most important input predictors from the initial input variables. However, the initial 
predictors used to train GEP can result in different regression equations and variables, as 
the interaction between some input variables can affect the solution.  
Data were divided into two, a training or learning period (1958- 1990) and a testing dataset 
or forecasting period (1991-2011). Within the training data, the software Eureqa, randomly 
selects 15% as a validation set. 
The performance measurement used to evaluate the goodness of fit are Root Mean Square 
Error (RMSE), coefficient of determination (R2), and Mean Absolute Error (MAE). 
Another consideration is to compare models performances with a null model (in this case 
this is the mean annual rainfall for each location). 
6.3.2  Sensitivity analysis 
Sensitivity analysis aims to investigate the "sensitivity" of the outputs of a system to 
changes in each of the input variables. It also provides a method to rank the model input 
variables according to their influence on the model output.  
The term “% positive” explains the likelihood that increasing this variable will increase the 
target variable. If “% positive” is equal to X%, then X% of the time increases in this 
variable lead to increases in the target variable (but the remaining (100-X) % of the time it 
either decreases or has no impact). The term “Positive Magnitude” indicates how big the 
positive impact of the variable on the target variable is. The terms using “Negative” are the 
reverse of the “Positive” effects. 
Details: Given a model equation of the form z = f(x, y....), the influence metrics of x on z 
are defined as follows: 
Sensitivity:
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z
x
x
z
σ
σ
∂
∂ , evaluated at all input data points. 
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x
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where: 
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∂  is the partial derivative of z with respect to x, 
)(xσ  is the standard deviation of x in the input data, 
)(zσ  is the standard deviation of z, 
x  denotes the absolute value of x and 
x  denotes the mean of x. 
where: 
x
z
∂
∂  is the partial derivative of z with respect to x, 
)(xσ  is the standard deviation of x in the input data, 
)(zσ  is the standard deviation of z, 
x  denotes the absolute value of x and 
x  denotes the mean of x. 
6.3.3  Uncertainty estimation: 
The uncertainty of the model presiction should cover all types of uncertainty related to the 
modelling processes such as model structure, model parameters and input data. A large 
number of studies in hydrology modelling field have focused on predicting the uncertainty 
of model output (Beven and Binley, 1992; Kelly and Krzysztofowicz, 2000; Maskey et al., 
2004). It is also more practical to predict a range for a predicted value as prediction 
intervals (PIs). Prediction intervals (PIs) describe a range in which individual predictions 
can occur with a given probability (Shrestha and Solomatine, 2006; Wadsworth and 
Harrison, 1998). PIs provide the range that each individual prediction can occur with a 
given probability (Wadsworth and Harrison, 1998).  
To define prediction intervals, Shrestha and Solomatine (2006) applied a machine-learning 
method to estimate the uncertainty of the model output in the form of two percentiles of 
the underlying distribution of model errors. The Fuzzy k-means clustering algorithm was 
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subsequently applied to partition the input space into several classes with similar model 
errors.  
Fuzzy K-means clustering extends the k-means clustering method, and allows each 
observation to belong with a degree of membership to each cluster (Bezdek et al., 1984). 
Further details of Fuzzy K-means are provided in an excellent review by Jain et al. (1999 
and 2000). In the current study, a modification of the method proposed by Shrestha and 
Solomatine (2006) is applied using the concept of Fuzzy k-means with extragrades (De 
Gruijter and McBratney, 1988). Extragrades refer to those data points located outside the 
convex hull of observations (De Gruijter and McBratney, 1988). This method allows 
identifying and sufficiently penalizing the observations outside the domain of the training 
data set (Tranter et al., 2010). The method is applied to the prediction of annual rainfall 
and its associated uncertainty.  
First, the predictors (or inputs) of training data were clustered using the fuzzy k means 
with extragrade approach. The membership for observation i in the j-th cluster (mij) and 
the extragrade cluster (mi*) are estimated using the following equations: 
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Where k is the total number of clusters (not extragrade cluster), dij is the Mahalanobis 
distance between the observation i and the centroid c of the jth cluster, (φ) the degree of 
overlap of clusters or fuzziness. The fuzziness exponent of the clustering is controlling the 
degree of cluster overlapping, with range value 1 < φ < ∞, i.e., the larger exponent 
indicates the greater overlap of the clusters. The fuzziness exponent value of 1, will return 
a traditional K-means clustering results. The relative number of extragrades to intergrades 
is determined by α where an α value of 0 results in all observations to be classified as 
extragrades and value of 1 allocates zero extragrades, which is the same as normal Fuzzy 
K-means (Tranter et al., 2010). 
To define PIs, the first assumption is that specific areas of input space share similar errors 
or residuals, and the input variables of the training data of the model divide into an 
optimized number of fuzzy clusters (Shrestha and Solomatine, 2006). For each cluster, a 
prediction interval of the 95% percentile is defined with a Lower Prediction Interval 
(PICL) value of the 2.5% percentile and Upper Prediction Interval (PICU) value of the 
97.5% percentile. Prediction intervals (PIs) are calculated using PICs and membership of 
each observation: 
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The upper (PLU) and lower prediction limits (PLL) are calculated using the upper and 
lower prediction intervals for ith observation and the model output for the ith observation 
yi: 
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        Equation 6-6 
In the current study, to define prediction intervals of the selected model, the training 
dataset was clustered into 3 to 15 classes using the FuzMe program (Fuzzy K-means with 
extragrade). The Fuzzy exponent was set into 1.5 and the Mahalanobis distance metric was 
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applied. The α parameter was obtained by optimisation, aiming to reach an expected 
extragrade proportion of 5%. 
The optimal number of clusters can be obtained from Prediction Interval Coverage 
Probability (PICP, Eq. 6-7) and Mean Prediction Interval (MPI, Eq. 6-9) (Shrestha and 
Solomatine, 2006).  
The Prediction Interval Coverage Probability (PICP, Eq. 6-7) is the proportion of 
observations that lie within the PLs and the Mean Prediction Interval (MPI, Eq. 9), can be 
calculated using the following equations: 
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Where Pi is the ith observed value, n is total number of observations, PLiU  and PLiL are the 
ith lower and upper prediction limit. To select the optimal number of clusters the value of 
PICP should be close to confidence interval (95% in this case) and the value of MPI 
should be minimum. In the case that two possible numbers of clusters have similar PICP 
value, we must select the one with lower MPI value. 
6.3.4  GEP model configuration 
In this study the following predictors were considered for Australian annual rainfall, 
median and long-term mean annual rainfall, GIS variables (e.g. Longitude, latitude and 
altitude), lagged climatic indices, (which are explained in data section) previous year 
annual rainfall and seasonal rainfall. The assumption for considering last year’s rainfall 
information is that there is a year to year and season to season short memory in the rainfall 
data. Also, the same year seasonal rainfall was considered as a predictor for annual 
rainfall. Input variables and notations used here are: previous year rainfall ‘R (t-1)’, 
previous autumn rainfall ‘a (t-1)’, previous winter rainfall ‘w (t-1)’, previous spring 
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rainfall ‘sp (t-1)’, previous summer rainfall ‘su (t-1)’, the same year rainfall for autumn ‘a 
(t)’, winter ‘w (t)’, spring ‘sp (t)’, summer ‘su (t)’, latitude ‘x’ , longitude ‘y’, and altitude 
‘z’. Climatic indices that were considered as input are, six to one month lagged, June to 
December SOI, SOI phases, IOD, PDO and SAM; Where X(-n) is n months lagged for 
climate index X. Also, the median and mean long-term annual rainfall are considered as 
predictors of the annual rainfall. 
Different settings were used to investigate whether GIS variables and recent weather 
records are superior predictors to the climatological (mean/median) input variables. The 
advantage of using GIS variables of stations as input variables rather than the climatology 
measured at the station is the ability to predict annual rainfall for unknown locations or 
stations without a long period of recorded data. Also, recent climate conditions are easier 
to record and gather at finer spatial resolutions, in comparison to high quality weather 
stations of Australia with coarse spatial resolution. While historical data can be 
interpolated to a higher resolution, this introduces further uncertainty. Several 
combinations of GEP models were run to select appropriate fitness functions and 
predictors. Functions for Eureqa input combinations were set to (+,-,×,÷, sin, cos, exp, √) 
to select the fitness function.  
6.4 Results: 
Table (6-1) contains the model performance for different datasets. The results for the 
models are ordered by its complexity, from models that used only GIS predictors to 
models that contain all possible climate predictors. It can be noted that some of the models 
result in similar selected variables (i.e. model 1, 4, 8 and 9) even though the models have 
different performance criteria. This is due to the fact that GEP will result in different 
models dependent on the initial input variables, as different combinations of models might 
be explored. This will be further discussed later in the discussion. 
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Table 6-1. Performance of the GEP models based on the internal validation: 
Dataset R2 RMSE MAE No. of 
Coefficients 
Complexit
y 
Fit Normalized 
Primary Obj.) 
Model 1) Input variable: x, z, y, a (t-1), w (t-
1), sp (t-1) and su (t-1), R(t-1); 
Selected variables: x, y 
0.54 276.7 176.0 8 44 0.62 
Model 2) Input variable: x, z, y, a (t-1), w (t-
1), sp (t-1) and su (t-1), R(t-1), mean and 
median; 
Selected variables: R(t-1), Median, mean 
0.8 180.1 118.4 10 116 0.96 
Model 3) Input variable: :x, y, z, a(t-1), w(t-
1), sp(t-1), su(t-1), a(t), w(t), sp(t), su(t), 
mean, median, R(t-1) 
Selected variables: R(t-1), Median, mean 
0.8 178.4 117.2 9 102 0.95 
Model 4) Input variable: y, x, z, a(t-1), w(t-
1), sp(t-1), su(t-1), a(t), w(t), sp(t), su(t), 
rainfall(-1); Selected variables: x, y 
0.57 267.0 171.2 8 45 0.61 
Model 5) Input variable: y, x, z, a(t-1), w(t-
1), sp(t-1), su(t-1), a(t), w(t), sp(t), su(t), R(t-
1), SOI(t-1), SOI(t-2), SOI(t-3), SOI(t-4), 
SOI(t-5), SOI(t-6)  
Selected variables: x, y, SOI(-5) 
0.54 273.9 172.4 10 41 0.61 
Model 6) Input variable: y, x, z, mean, 
median, a(t-1), w(t-1), sp(t-1), su(t-1), a(t), 
w(t), sp(t), su(t), R(t-1), SOI(-1), SOI(-2), 
SOI(-3), SOI(-4), SOI(-5), SOI(-6)  
Selected variables: SOI(-3), median, SOI(-1), 
SOI(-5), SOI(-6), SOI(-2), R(t-1), 
0.81 176.6 117.5 5 34 0.961 
Model 7) Input variable: y, x, z, a(-1), w(-1), 
sp(-1), su(-1), a, w, sp, su, median, mean, 
IOD(-1), IOD (-2), IOD (-3), IOD (-4), IOD (-
5), IOD (-6), R(t-1); Selected variables: 
Median, IOD(-2), IOD(-1), IOD(-6), IOD(-6), 
IOD(-3), R(t-1),y 
0.8 179.4 120.0 8 48 0.964 
Model 8) Input variable: y, x, z, a(-1), w(-1), 
sp(-1), su(-1), sp, su, a, w, IOD (-1), IOD (-2), 
IOD(-3), IOD(-4), IOD(-5), IOD(-6), R(t-1);  
Selected variables: x, y 
0.56 269.6 171.6 10 100 0.613 
Model 9) Input variable: y, x, z, a(-1), w(-1), 
sp(-1), su(-1), sp, su, a, w, phase(-1), phase(-
2), phase(-3), phase(-4), phase(-5), phase(-6), 
rainfall(-1); Selected variables: x, y 
0.54 267.0 170.2 11 100 0.608 
Model 10) Input variable:y, x, z, a(-1), w(-
1), sp(-1), su(-1), a, w, sp, su, median, mean, 
phase(-1), phase(-2), phase(-3), phase(-4), 
phase(-5), phase(-6), rainfall(-1); Selected 
variables: Median, phase(-5), Phase(-3), 
Phase(-6), Phase(-4) 
0.89 181.6 115.2 6 34 0.968 
Model 11) Input variable: y, x, z, a(-1), w(-
1), sp(-1), su(-1), a, w, sp, su, median, mean, 
rainfall(-1), PDO(-1), PDO(-2), PDO(-3), 
0.8 184.1 121.4 9 48 0.953 
 133 
PDO(-4), PDO(-5), PDO(-6);  
Selected variables: PDO(-5), Median, PDO(-
4), PDO(-2), mean 
Model 12) Input variable: y, x, z, a(-1), w(-
1), sp(-1), su(-1), a, w, sp, su, rainfall(-1), 
PDO(-1), PDO(-2), PDO(-3), PDO(-4), PDO(-
5), PDO(-6);  
Selected variables: Y, x 
0.53 286.1 178.7 14 114 0.626 
Model 13) Input variable: y, x, z, a(t-1), w(t-
1), sp(t-1), su(t-1), a, w, sp, su, median, mean, 
rainfall(-1), SAM(-1), SAM(-2), SAM(-3), 
SAM(-4), SAM(-5), SAM(-6);  
Selected variables: SAM (-5), median, 
SAM(-4), SAM(-3), SAM(-2), SAM(-6) 
0.81 174.4 114.0 7 43 0.924 
Model 14) Input variable: y, x, z, a(-1), w(-
1), sp(-1), su(-1), sp, su, a,w, rainfall(-1), 
SAM(-1), SAM(-2), SAM(-3), SAM(-4), 
SAM(-5), SAM(-6);  
Selected variables: X, y 
0.56 272.01 174.2 9 51 0.625 
Model 15) Input variable: y, x, z, a(-1), w(-
1), sp(-1), su(-1), sp, su, a, w, SOI(-1), SOI(-
2), SOI(-3), SOI(-4), SOI(-5), SOI(-6), IOD(-
1), IOD(-2), IOD(-3), IOD(-4), IOD(-5), 
IOD(-6), phase(-1), phase(-2), phase(-3), 
phase(-4), phase(-5), phase(-6), rainfall(-1), 
PDO(-1), PDO(-2), PDO(-3), PDO(-4), PDO(-
5), PDO(-6), SAM(-1), SAM(-2), SAM(-3), 
SAM(-4), SAM(-5), SAM(-6); Selected 
variables: Y, x, SOI(-5), SAM(-2) 
0.56 250.1 145.1 9 40 0.619 
Model 16) Input variable: y, x, z, a(-1), w(-
1), sp(-1), su(-1), a, w, sp, su, median, mean, 
SOI(-1), SOI(-2), SOI(-3), SOI(-4), SOI(-5), 
SOI(-6), IOD(-1), IOD(-2), IOD(-3), IOD(-4), 
IOD(-5), IOD(-6), phase(-1), phase(-2), 
phase(-3), phase(-4), phase(-5), phase(-6), 
rainfall(-1), PDO(-1), PDO(-2), PDO(-3), 
PDO(-4), PDO(-5), PDO(-6), SAM(-1), 
SAM(-2), SAM(-3), SAM(-4), SAM(-5), 
SAM(-6);  
Selected variables: Median, SOI(-5),  
SAM (-2), PDO(-6), SOI(-4), SAM(-1), 
phase(-2), phase(-1) 
0.9 173.9 113.4 4 42 0.916 
Model 17) The null model (mean) 0.79 185.1 123.7 - - - 
 
 
Model 1, which predicted 54% of the variation in the Australian annual rainfall, was based 
on GIS variables, last year annual rainfall and seasonal rainfall. Therefore, R(t) is proposed 
to be a function of x, z, y, a (t-1), w (t-1), sp (t-1) and su (t-1), R(t-1). However, the final 
regression equation contains only geographical coordinates (Equation 6-10): 
 
 
Equation 6-10 
xyxyxy
x
xxtR 95.41514.116)00104.012.0sin(35.583
2
5.1)sin(712.606.22803)(
2
−−−−−−++=
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Details related to the performance and progresses of the models are presented in Appendix 
A (Figure A-1 and Table A-1). Table 6-2 represents sensitivity of annual rainfall to the 
model equation variables, indicating that the model is more sensitive to longitude (x) than 
latitude, possibly reflecting the arid interior of Australia. The complex equation to predict 
annual rainfall and reflects the complicated spatial pattern of rainfall in Australia (Table 6-
2). 
          Table 6-2. Sensitivity of annual rainfall to the input variables of model (1). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
x 2.4138 54% 2.6815 46% 2.1 
y 1.1159 25% 1.6154 75% 0.95315 
 
For the second model, mean and median of annual rainfall were added to the input 
variables of model (1). R(t) is proposed to be a function of x, z, y, a (t-1), w (t-1), sp (t-1) 
and su (t-1), R(t-1), mean and median. Model (2), which explains 80% of the annual 
rainfall, shows that the annual rainfall is a function of last year’s annual rainfall, median 
and mean: 
))1(16.1sin()1(79.51sin(054.0
))1(16.1sin())1(13.19sin(054.0))1(13.19sin(054.0))1(16.1sin(32.21)(
−−−×+
−−×−×+−×+−−+=
tRtRmean
tRtRmeantRmeantRmediantR
 
Equation 6-11 
The sensitivity of annual rainfall to the variables used in the model (2) is presented in 
Table 3-6. The performance of model (2) improved with adding climatology, having lower 
RMSE and higher R2 value of 180.17 mm and 0.8, compared to model (1) with 276.77 mm 
and 0.54. The sensitivity of annual rainfall to last year’s annual rainfall and long-term 
mean is both positive and negative, on the other hand, sensitivity of annual rainfall to the 
median annual rainfall is 100% positive (Table 6-3). 
       Table 6-3. Sensitivity of annual rainfall to the input variables of model (2). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
rainfall(-1) 3.6699e+005 41% 3.5705e+005 59% 3.7382e+005 
median 0.9943 100% 0.9943 0% 0 
Mean 0.051099 48% 0.052143 52% 0.050144 
 
In model (3) and (4), the ability of the same year seasonal rainfall to predict annual rainfall 
of Australia was checked. Therefore, four seasons’ rainfall of the same year was added to 
model (2) and model (1).  
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In model(3), R(t) is a function of x, y, z, a(t-1), w(t-1), sp(t-1), su(t-1), a(t), w(t), sp(t), 
su(t), mean, median, R(t-1). However, seasonal rainfall for the same year did not appear in 
the final equation of the model (3), which results in a similar model as model (2). It 
explains 80% of the annual rainfall. The resulting equation variables are similar to the 
variables in model (2): 
)))1(94.86cos()1(94.86cos(0692.0
))1(134.19cos(069.0))1(72.48sin(05.0))1(46.0sin(02.15)(
−+−××−
−×−−×−−+−=
tRtRmean
tRmeantRmeantRmediantR
Equation 6-12 
Sensitivity of annual rainfall to the variables used in the equation represents in Table 6-4. 
The sensitivity of annual rainfall to median in both model (3) and (2) is 100% positive 
(Table 6-4). 
Table 6-4. Sensitivity of annual rainfall to the input variables of model (3). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative magnitude 
rainfall(-1) 1536.4 62% 1338.2 38% 1863.5 
median 0.98475 100% 0.98475 0% 0 
mean 0.060825 50% 0.06679 50% 0.054821 
 
Similarly, for model 4, the seasonal rainfall from the same year was added to the input 
variables of model (1). Variables used in model (4) are y, x, z, a(t-1), w(t-1), sp(t-1), su(t-
1), a(t), w(t), sp(t), su(t), rainfall (-1). The resulting model 4 is similar to model (1) which 
is only a function of latitude and longitude, but has a different structure: 
242
0237.0)141.0cos(000068.076.159
51.12389
19.88.2753435)( xyxyyxyytR −−+−−++=   Equation 6-13 
Performances of model (4) and (1) are approximately similar in terms of RMSE and R2 
(Table 6-1). The sensitivity of annual rainfall to the variables again indicates that annual 
rainfall is more sensitive to latitude (Table 6-5). The minor differences between model 1 
and 4 (Table 6-1 and Table A-1) are due to different fitting process, initial input dataset 
and model processes.  
         Table 6-5. Sensitivity of annual rainfall to the input variables of model (4). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
x 2.9593 59% 3.626 41% 2.0188 
y 1.1483 29% 1.1374 71% 1.1528 
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Because SOI is a dominant climate driver of the world, and especially in Australia, this 
variable was added to input variables of model (3) and (4),R(t), is proposed to be a 
function of y, x, z, a(t-1), w(t-1), sp(t-1), su(t-1), a(t), w(t), sp(t), su(t), R(t-1), SOI(t-1), 
SOI(t-2), SOI(t-3), SOI(t-4), SOI(t-5), SOI(t-6). The resulting best fit function is:  
)23250sin(35.62159
11370
329.5315.1)5(855.276.164.1181476)(
2
xxyyxSOIxytR +−+++−+++=   Equation 6-14 
The result shows that GIS predictors with lagged SOI did not perform better than model 
(3) with climatology (Table 6-1), as it explained only 54% of the variation in the data. The 
best performing model is still model (3) which only used climatology variables. The 
sensitivity of annual rainfall to the variables used in model (5) (Table 6-6) indicates a 
100% positive sensitivity to five months lagged SOI. This indicates that positive SOI in 
August increases annual rainfall. 
           Table 6-6. Sensitivity of annual rainfall to the input variables of model (5). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
x 36574 54% 35433 46% 37913 
y 1.2263 29% 1.2122 71% 1.2319 
SOI(-5) 0.099109 100% 0.099109 0% 0 
 
As a further test, the SOI indices were added to the input variables of model (3) which 
included the climatology inputs median and mean annual rainfall. As a result Rainfall, 
R(t), is proposed to be a function of y, x, z, mean, median, a(t-1), w(t-1), sp(t-1), su(t-1), 
a(t), w(t), sp(t), su(t), R(t-1), SOI(-1), SOI(-2), SOI(-3), SOI(-4), SOI(-5), SOI(-6). The 
resulting best-fit function is: 
))3(146.5cos()6(004606.0)1()5(
6
1064190.7
))1(cos()2()6()5(0325.0)2()1(0916.0)6()(
−−×−−×−××
−
×
+−×−+−×−+−×−×+−+=
SOISOImediantRSOImedian
SOISOISOISOISOISOISOIMediantR
 
Equation 6-15 
The performance of model (6) is slightly improved compared to the model (3), explaining 
81% of the variation in annual rainfall. This shows that climatology variables and SOI 
indices together (model 6), can address variations of annual rainfall better than SOI indices 
with GIS predictors in model (5) with RMSE value of 176.66 mm and R2 value of 0.81 
compared to 273.98 mm and an R2 value of 0.54. The sensitivity of annual rainfall to the 
variables used in model (6) is in Table 6-7. Annual rainfall is 100% positively sensitive to 
median rainfall. Sensitivity of annual rainfall to SOI indices used in the model differs.  
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Annual rainfall represents positive sensitivity with six and five month lagged SOI indices, 
while the percentage of the sensitivity to SOI indices decreases for shorter lags (Table 
6-7). 
 
 
Table 6-7. Sensitivity of annual rainfall to the input variables of model (6). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
SOI(-3) 2.203 44% 2.2652 55% 2.1629 
median 0.99027 100% 0.99027 0% 0 
SOI (-1) 0.14186 51% 0.15441 49% 0.12966 
SOI (-5) 0.085062 98% 0.086998 2% 0.0064108 
SOI (-6) 0.056185 74% 0.062539 26% 0.038498 
SOI (-2) 0.02723 45% 0.028684 55% 0.026044 
rainfall(-1) 0.021621 49% 0.0191 50% 0.024193 
 
The effects of IOD and SOI on Australian rainfall are variable in both space and time. The 
effect of IOD and SOI on annual rainfall was investigated separately. Lagged IOD indices 
were added to Model (3) and (4). In model (7), IOD indices are added to model (3), and 
annual rainfall is proposed to be a function of y, x, z, a(-1), w(-1), sp(-1), su(-1), a, w, sp, 
su, median, mean, IOD(-1), IOD (-2), IOD (-3), IOD (-4), IOD (-5), IOD (-6), R(t-1). The 
resulting optimal equation is: 
))2(49.35cos()6()2(4.0
)2(88.45173.0)4(
)6()3(8.17
)2(49.35cos()2(234.0)6(040.37)(
−×−×−×−××−
−×−
−−
−×−×
+−×−×−×+−+=
IODIODIODmedian
IODIOD
IODIOD
IODIODMedianIODmediantR
 
Equation 6-16 
The performance of model (7) compared to model (3) resulted in a slight increase in 
RMSE from 178.42 mm to 179.42 mm (Table 6-1). Annual rainfall is positively sensitive 
to all the predictors of the model (7) except for IOD (-2) and IOD (-4) (Table 6-8). The 
percentage of the sensitivity to IOD indices varies with lag and is positive with six months 
lagged IOD (Table 6-7). 
Table 6-8. Sensitivity of annual rainfall to the input variables of model (7). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
IOD(-4) 1.3902 36% 3.4138 64% 0.24564 
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median 0.99415 100% 0.99415 0% 0 
IOD(-2) 0.59237 40% 0.65316 60% 0.55219 
IOD(-3) 0.079225 54% 0.028093 46% 0.13888 
IOD(-6) 0.074936 83% 0.072651 17% 0.085791 
 
IOD indices were also added to the input variables of model (4). In model (8) rainfall is 
therefore proposed to be a function of y, x, z, a(-1), w(-1), sp(-1), su(-1), sp, su, a,w, IOD 
(-1), IOD (-2), IOD(-3), IOD(-4), IOD(-5), IOD(-6), R(t-1). The resulting fitted model is: 
xyxxyxxtR 3.948)))1813.0sin(1468.001837.01468.0sin(sin(2.746)09598.0cos(179801837.081940)(
3
−−−++++= , 
Equation 6-17 
where IOD indices are not selected as predictors in the regression equation for model (8). 
As a result the performance of model (8) did not improve in compare of model (1) and (4). 
The structure of the model is again slightly different due to the different input variables in 
to GEP, but the sensitivity of the annual rainfall is again similar (model 1 and 4). 
          Table 6-9. Sensitivity of annual rainfall to the input variables of model (8). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
X 2.8108 55% 3.5466 45% 1.9255 
Y 1.217 28% 1.1615 72% 1.2385 
 
The SOI phases are one of the most popular climatic indices used for forecasting 
Australian seasonal rainfall (Stone et al.,1996). To investigate their utility in forecasting 
annual rainfall compared to other climatic indices, lagged SOI phases were added to the 
input variables of model (3) and (4). In model 9, lagged SOI phases were added to the 
model (4). Therefore the input variables are y, x, z, a(-1), w(-1), sp(-1), su(-1), sp, su, a, w, 
phase(-1), phase(-2), phase(-3), phase(-4), phase(-5), phase(-6), rainfall(-1). The resulting 
model is only a function of x and y and SOI phases indices did not appear in the regression 
equation: 
)128.00142.0159
))272.0sin(sin(76.3(
sin8103.17159
11400
)sin(5484.2755)( yxx
x
xxxtR −−−
−−
−−
−
−
++=  
Equation 6-18 
The variables of model (9) and (3) equation are similar but equation and error is different 
due to different initial variables affecting the GEP model selection process. However the 
sensitivity of the annual rainfall to the variables is again similar to the earlier models.  
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The lagged SOI phases were also added as input variables in model (3). In model (10) 
input variables are y, x, z, a(-1), w(-1), sp(-1), su(-1), a, w, sp, su, median, mean, phase(-
1), phase(-2), phase(-3), phase(-4), phase(-5), phase(-6), rainfall(-1). The resulting fitted 
model is: 
)5(538.0
00141.0)4())3(sin(0124.0
)5(652.0
))6(sin(16.6
)3(1.18)(
2
−+
−−−−
+
−+
−−
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Equation 6-19 
            Table 6-10. Sensitivity of annual rainfall to the input variables of model (10). 
Variable Sensitivity % Positive Positive 
Magnitude 
% Negative Negative Magnitude 
Median 0.99555 100% 0.99555 0% 0 
phase(-5) 0.43904 64% 0.52311 36% 0.28651 
phase(-3) 0.039288 95% 0.029546 5% 0.24555 
phase(-6) 0.016434 2% 0.1307 98% 0.014363 
phase(-4) 0.0018785 42% 0.0018763 58% 0.0018882 
 
This model does include the SOI phases. Among all the models so far with climatic indices 
and climatology input variables such as models (6), (7) and (10) with SOI, IOD and phase 
indices, model (7) with SOI indices has the lowest RMSE value of 178.42 mm (Table 6-1), 
while model (10) explains the highest amount of variation in the annual rainfall (89%). 
Sensitivity of annual rainfall to the variables used in model (10) (Table 6-10) indicate that 
Annual rainfall is 100% positively sensitive to median rainfall. Annual rainfall is also 
sensitive to SOI phase indices and positive, except for phase (-6), which is negative.  
The PDO climatic indices include more decadal information correlated to SOI and ENSO 
events. To check the ability of PDO, in comparison to other climatic indices, lagged PDO 
was added to model (3) and (4). In model (11) the lagged PDO was added to the input 
variables of model (3). Rainfall in model (11) is therefore proposed to be a function of y, 
x, z, a(-1), w(-1), sp(-1), su(-1), a, w, sp, su, median, mean, rainfall(-1), PDO(-1), PDO(-
2), PDO(-3), PDO(-4), PDO(-5), PDO(-6). The final model includes the PDO and the 
resulting equation is: 
)4(0616.0))5(43.27sin(05.0
))5(43.27sin(20
)5(4.457
)5()2(05024.096.0)5(32.23)(
−×−−−×+
−−+
−−
+−×−×++−=
PDOmeanPDOmean
PDOmean
PDO
PDOPDOmeanmedianPDOtR
 
Equation 6-20 
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Annual rainfall is positively sensitive to median and mean with the values of 100% and 
66%, respectively (Table 6-1). The sensitivity of annual rainfall to the PDO indices is 
negative. A higher sensitivity is observed for PDO over September. The negative 
sensitivity is due to the correlation of PDO and rainfall across Australia. During the PDO 
negative phase La Nina (wetter) patterns dominate; El Nino patterns are more likely to 
occur during a positive PDO (Mantua and Hare, 2002). 
Table 6-11. Sensitivity of annual rainfall to the input variables of model (11). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
PDO(-5) 2.3401 43% 2.1318 57% 2.5001 
Median 0.93856 100% 0.93856 0% 0 
PDO(-4) 0.092667 0% 0 100% 0.092667 
PDO(-2) 0.0817 48% 0.094336 51% 0.072511 
Mean 0.07674 66% 0.097459 34% 0.036781 
 
The PDO indices were also added to the input variables of the model (4) (which includes 
only GIS variables), so rainfall is proposed to be a function of y, x, z, a(-1), w(-1), sp(-1), 
su(-1), a, w, sp, su, rainfall(-1), PDO(-1), PDO(-2), PDO(-3), PDO(-4), PDO(-5), PDO(-6). 
In this case the PDO indices did not contribute in the regression equation of the model 
(12): 
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Equation 6-21 
The model obtained from these input variables has lower RMSE in compare of other 
models without climatology, e.g. models (1), (5), (8), and (9) (Table 6-1), which is 
probably due to the increased complexity in the equation. The sensitivity of the annual 
rainfall once again shows a higher sensitivity to latitude, even though the magnitude has 
increased dramatically (Table 6-12). 
        Table 6-12. Sensitivity of annual rainfall to the input variables of model (12). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
y 36.197 45% 40.667 55% 32.571 
x 2.6056 54% 3.2068 46% 1.896 
 
The ability of SAM to predict Australian annual rainfall was examined in both model (13) 
and (14) by adding SAM indices to model 3 and 4. In model (13), rainfall is proposed to be 
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a function of y, x, z, a(t-1), w(t-1), sp(t-1), su(t-1), a, w, sp, su, median, mean, rainfall(-1), 
SAM(-1), SAM(-2), SAM(-3), SAM(-4), SAM(-5), SAM(-6). The resulting model 
incorporates SAM and the final equation is: 
2
)2()5(45.47sin()3(6265.0
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Equation 6-22 
Model (13) had a lower RMSE value (174.49 mm) compared to other models with 
climatology input variables such as model(3), (6), (7), (10) and (11) (Table 6-1), even 
though it explained less variation in the annual rainfall than model 10. This indicates the 
ability of SAM to predict annual rainfall. Annual rainfall is most sensitive to SAM(-6) 
(Table 6-12). Annual rainfall is also sensitive to SAM(-5), 53% negatively and positively 
100% to median rainfall. Positive SAM polarity is expressed as overall poleward 
contraction and intensification of the cold and rain carrying Southern Westerly Winds 
(Hendon et al., 2007). This result in a significant reduction in rainfall and an overall 
increase in temperature in the regions that exposed to westerly activity such as southern 
Australia, New Zealand and southern South America (Raut et al., 2014). Annual rainfall is 
sensitive to SAM indices with different polarities; It is positively sensitive to SAM(-4) and 
SAM(-6) and negatively sensitive to the SAM(-5), SAM(-3) and SAM(-2). 
          Table 6-13. Sensitivity of annual rainfall to the input variables of model (13). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
SAM(-5) 5.4009 47% 5.7624 53% 5.084 
Median 0.98599 100% 0.98599 0% 0 
SAM(-4) 0.1171 70% 0.11953 30% 0.11147 
SAM(-3) 0.10148 39% 0.11621 61% 0.092016 
SAM(-2) 0.068429 46% 0.075113 54% 0.062656 
SAM(-6) 0.058337 80% 0.06323 20% 0.038204 
 
In a further model, rainfall is proposed to be a function of y, x, z, a(-1), w(-1), sp(-1), su(-
1), sp, su, a,w, rainfall(-1), SAM(-1), SAM(-2), SAM(-3), SAM(-4), SAM(-5), SAM(-6), 
but this again suggest only a model based on the spatial coordinates, but resulting in a 
simpler equation than model (12): 
yxxy
x
xtR 3.10972.341274)3.158
1.143
367.5cos(64.67
4.559
3.158
8432
)( −−−
−
+×+
−
+
−
−
=  
Equation 6-23 
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Sensitivity of annual rainfall to the variables used in the model (14) is presented in Table 
6-14, further confirming the stronger sensitivity to latitude. 
Table 6-14. Sensitivity of annual rainfall to the input variables of model (14). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
X 3.5759 56% 4.4404 44% 2.4541 
Y 0.98804 23% 1.7145 77% 0.77144 
 
As the effect of climatic indices on Australian rainfall varies both in space and time, all the 
climatic indices were added to models (3) and (4). In model (15) rainfall is therefore 
proposed to be a function of y, x, z, a(-1), w(-1), sp(-1), su(-1), sp, su, a, w, SOI(-1), SOI(-
2), SOI(-3), SOI(-4), SOI(-5), SOI(-6), IOD(-1), IOD(-2), IOD(-3), IOD(-4), IOD(-5), 
IOD(-6), phase(-1), phase(-2), phase(-3), phase(-4), phase(-5), phase(-6), rainfall(-1), 
PDO(-1), PDO(-2), PDO(-3), PDO(-4), PDO(-5), PDO(-6), SAM(-1), SAM(-2), SAM(-3), 
SAM(-4), SAM(-5), SAM(-6). The resulting fitted equation only includes SOI and SAM, 
and explains only 56% of the variation in annual rainfall: 
xSAMx
yy
y
y
SAMSOISOISAMtR 13.21)2(57.1599
))165.0sin(17.12354sin(37.12268)165.0sin(17.12354
)2()5()5(71.3)2(61.2896)(
2
2
−−−
−
−−×−−
+
−−
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Equation 6-24 
This suggests that adding climate indices can only improve predictions of annual rainfall 
based on GIS variables by a small amount. Annual rainfall is sensitive to SOI (-5) and 
SAM(-2) positively with the value of 97% and 64%, respectively (Table 6-16). 
  Table 6-15. Sensitivity of annual rainfall to the input variables of model (15). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
Y 1089.5 47% 1132 53% 1052 
X 1.9297 67% 2.6299 33% 0.51489 
SOI(-5) 0.11887 92% 0.12477 8% 0.051535 
SAM(-2) 0.06299 64% 0.056475 36% 0.074786 
 
A similar model would include the median and mean annual rainfall, building on the 
climatology variable models. Rainfall is proposed to be a function of y, x, z, a(-1), w(-1), 
sp(-1), su(-1), a, w, sp, su, median, mean, SOI(-1), SOI(-2), SOI(-3), SOI(-4), SOI(-5), 
SOI(-6), IOD(-1), IOD(-2), IOD(-3), IOD(-4), IOD(-5), IOD(-6), phase(-1), phase(-2), 
phase(-3), phase(-4), phase(-5), phase(-6), rainfall(-1), PDO(-1), PDO(-2), PDO(-3), 
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PDO(-4), PDO(-5), PDO(-6), SAM(-1), SAM(-2), SAM(-3), SAM(-4), SAM(-5), SAM(-
6). In this case the model also includes at least one of the PDO lags, in addition to the 
SAM and SOI lags, and explains 90% of the variation, thus increasing the explained 
variability by 10% compared to using only climatology variables: 
)6()4(62.1))5(sin()2()5(
)1()5()5(007601.0)2()1(7.19)2()5()2(13.39)5()(
−−−−−×−−
−×−−−×+−×−+−×−+−++−+=
PDOSOISOISAMSOI
SAMSOISOImedianSAMphaseSAMSOIphaseSOImeadiantR
       Equation 6-25 
 Annual rainfall is sensitive to median with higher value of amplitude value of 0.98 and 
percentage of 100% (Table 6-16). The highest sensitivity of annual rainfall recorded to 
SOI (-5) with positive sensitivity 75%. These two variables were the variables that are 
selected in model (15). Annual rainfall is positively sensitive to the phase (-2) with 100% 
in compare of other variables that did not show strong positive or negative effect on annual 
rainfall. 
Table 6-16. Sensitivity of annual rainfall to the input variables of model (16). 
Variable Sensitivity % Positive Positive Magnitude % Negative Negative Magnitude 
median 0.98634 100% 0.98634 0% 0 
SOI(-5) 0.28335 75% 0.28162 25% 0.28857 
SAM(-2) 0.05699 56% 0.042716 44% 0.075107 
PDO(-6) 0.045124 57% 0.046682 43% 0.043057 
SOI(-4) 0.044073 43% 0.045231 57% 0.043186 
SAM(-1) 0.039189 46% 0.047277 54% 0.032299 
phase(-2) 0.037494 100% 0.037494 0% 0 
phase(-1) 0.028609 48% 0.020038 52% 0.036546 
 
Models were compared with test data (1990-2010) which was not used in any of model 
training (Table 6-17). The training data set in Table 6-17 includes both training and test 
data used by the software. The result of the test data indicates that climatology such as 
mean and median have lower error than models with GIS input variables (Model 17 and 18 
– see Table 6-17). All the models developed using GEP indicate a higher R2 (except model 
8 that seems to be over fitting) than the null models (both mean and median). The lowest 
RMSE for the test dataset was 180.64 for model (6), followed by 182.21 in model (10) and 
187.88 in model (13). 
The main aim of this chapter was to identify the best predictors for multiple sites 
Australian annual rainfall forecasting. This result indicates that climatology (median) can 
be the best candidate followed by SOI indices, SOI phases and SAM.  
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Table 6-17. Comparison of GEP models performances for training and test dataset 
Dataset  Training data (1958- 
1990) 
test dataset (1990- 
2010) 
R2  
  
RMSE R2 RMSE 
Model (1) 0.82 284.60 0.81 284.01 
Model (2) 0.92 182.28 0.91 190.45 
Model(3) 0.92 185.08 0.9 201.16 
Model (4) 0.83 276.94 0.81 185.08 
Model (5) 0.84 268.79 0.82 278.47 
Model (6) 0.93 172.82 0.92 180.64 
Model(7) 0.91 182.67 0.91 188.68 
Model (8) 0.61 1067.6 0.46 1056.2 
Model (9) 0.84 266.80 0.82 274.82 
Model (10) 0.92 179.72 0.92 187.88 
Model (11) 0.93 176.45 0.91 281.89 
Model (12) 0.83 277.04 0.81 281.89 
Model (13)  0.93 169.88 0.92 182.21 
Model (14) 0.82 278.94 0.81 281.59 
Model (15) 0.83 276.9 0.81 284.45 
Model (16) 0.93 172.41 0.92 284.60 
 Model (17)-The mean 0.89 179.14 0.77 189.17 
 Model (18)-The median 0.76 182.04 0.76 190.44 
 
Kriged maps of the overall predicted mean of the models and error value and observed 
data for test period (1990- 2011) are plotted in Figure 6-2. The mean of these variables was 
calculated for each station for the test time period. The differences are not very clear in 
maps due to the coarse nature of applied methods and high spatial variations. The map 
generally shows that the models over predict (higher than observed) in the western and 
northern regions of Australia and in western Tasmania. In eastern and southwestern 
regions of Australia and eastern part of Tasmania model prediction is lower than observed 
values (Figure 2- a, b, c and d).
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Figure 6-2. kriged map of the error and predicted value by model 6 (a, e) , model 10 (b, f), model 
13 (c, g), climatology (d, h) and observed (i) for test period.  
To further compare the performance of the models in different regions ten stations are 
selected (Table 6-18 and Figure 6-3). The visual comparisons show that models 
performances are better than long term median rainfall (Figure 6-4), as they are mostly 
following the rainfall patterns. This suggests that at least some confidence exists in 
predicting higher and lower than median annual rainfall. 
Table 6-18. Selected stations. 
 Station ID Latitude Longitude Elevation 
2014 -15.65 128.71 31 
14401 -11.65 133.38 19.2 
58063 -28.88 153.05 26 
10149 -31.34 117.820 320 
32018 -18.17 145.33 557 
10032 -31 117.39 300 
16005 -32.4 137.23 175 
28004 -16 144.08 204.5 
38002 -25.9 139.35 46.5 
37051 -22.39 143.04 181.9 
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Figure 6-3: map of selected stations. 
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Figure 6-4. Model 6, 10, 13 and climatology (long term median rainfall) predictions for ten 
selected stations. 
6.4.1  Uncertainty estimation:  
 As mentioned in methodology section the uncertainty of model prediction was estimated 
using Fuzzy K-means clustering. As an example, training data used for model 6 was 
partitioned in different number of clusters (3 to 14) using Fuzzy K-means with the 
extragrades method. The optimum number of clusters and prediction intervals (PIs) for 
selected model was calculated based on the workflow explained in methods section. The 
PICP and MPI were calculated for different number of clusters. Figure 5-6 represents the 
MPI and PICP values for 3 to 14 numbers of the clusters. However, a few clusters did not 
contain any members with the settings of the Fuzzy clustering considered. For example 
one or two clusters did not have any members where data was divided into 4, 5, 7, 13 and 
14 clusters. The best number of clusters based on the PICP % is three. The PICP% for 
three clusters approximates the 95% confidence intervals. The PICP% decreased to 60% 
for six clusters and followed the same trend for a higher number of clusters. The smallest 
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number of clusters were selected due to a very little change of MPI for different number of 
clusters. Overall, 3 clusters seem appropriate.  
 
Figure 6-5. PICP and MPI behaviour with different number of cluster for training data of model 
(6). 
6.4.2 Predictions with new data: 
The true test of any prediction problem is the performance of the model with a test dataset. 
In order to find the prediction, range for a new set of data (test dataset) it is necessary to 
calculate the membership of an input data point to each of the clusters. After that the result 
of model for that data point obtained. Accordingly, the values of the lower PI (PIL) and the 
upper PI (PIU) of the residual of each cluster are weighted by the membership values to 
obtain the corresponding prediction limits (PL). Table 6-19 and Table 6-20 represent 
centroids and PIS for K equal to 3 and variance-covariance related to Model 6, 
respectively. Figure 12 represents prediction and prediction limits for training and test 
dataset. The blue point is predicted against observed, green and red points represents upper 
and lower limits of prediction, at confidence levels >90% against observed. 
Table 6-19. Training clusters information for K=3. 
Cluster Centroids Cluster residuals 
Median SOI(-1) SOI(-2) SOI(-3) SOI(-5) SOI(-6) R(t-1) Mean  Sd PLL PLU 
1 426.4 2.9 -0.051 0.86 0.27 -0.102 754.67 -10.122 45.05 -248.72 228.4 
2 421.55 7.80 5.10 5.2 -1.92 5.95 730.85 1.1629 151.69 -248.35 250.68 
3 419.82 -4.83 0.65 0.346 -1.31 -3.56 677.6 -1.8551 140.23 -232.52 228.81 
Ex - - - - - - - -28.76 226.37 -401.11 343.59 
 
Table 6-20. Variance- covariance matrix for dataset used for model (6). 
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Variables Median SOI(-1) SOI(-2) SOI(-3) SOI(-5) SOI(-6) R(t-1) 
Median 128492.5 2.0730 -1.42 1.11 0.38 7.10 -81.6 
SOI(-1) 2.07 98.4 58.08 57.3 11.7 12.601 69.940 
SOI(-2) -1.421971 58.08235 103.679 56.111 13.672 25.661 291.01 
SOI(-3) 1.1135 57.3560 56.1110 110.318 32.110 18.7565 294.80 
SOI(-5) 0.3897 11.7951 13.6727 32.1103 101.1841 37.9018 185.218 
SOI(-6) 7.1082 12.601 25.661 18.756 37.901 126.69 54.254 
R(t-1) -81.6948 69.940979 291.01426 294.80067 185.218241 54.254571 66476.0 
 
 
Figure 6-6. Comparison between observed and predicted, upper and lower predicted 
amount of annual (model 6) rainfall for training and test data (left and right). 
6.5 Discussion  
Models with the same input variables in their final equations resulted in different equations 
and performances such as model 1, 4, 8, 9, 12 and 14. This indicates that GEP modelling 
approach used here cannot provide a consistent equation for annual rainfall in Australia. 
This might explain why there is currently no study that provides an equation or an accurate 
model for rainfall over such a large area. This is similar to equifinality problems, which are 
well recognized in hydrological sciences, where different models with different parameters 
can give similar fitting performances (Beven, 2006).  
The problem of different equations for similar input variables is related to the overall 
structure of the GEP modelling approach and the specific nature of rainfall data. First, 
different model set up and input variables were considered which were able to fit the data 
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in different ways through different model evolution pathways (see Appendix A). Secondly, 
the nonlinear and highly random nature of rainfall and variables can easily lead to different 
models describing different components of the signals, but the randomness means that 
there was insufficient information to reach a global optimum. Again, this is similar to 
problems in hydrological sciences, where essentially the correlated structure of the data 
(rainfall fields, or streamflow) means that the overall information content is limited and a 
more flexible model cannot be constrained.  In addition, the variation of output that each 
individual input dataset can explain is limited and a more flexible model cannot be 
constrained (Westra and Sharma, 2010). Lastly, the interaction of variables in the current 
study is unknown; as a result, some of the complex equations can behave similarly 
mathematically. For example, in the GIS models, model 1, 4, 8, 9, 12, 13, 14 and 15, 
which have different input datasets result in different computation time and complexity vs 
error and regression equations (Table 6-1 and Table A-1), however each explain 
approximately 50% of Australian annual rainfall. In contrast model 2 with climatology 
variables explains 80% of the variation in output. Models with these predictors will reach a 
minimum error after several equations and running the model mostly increases the 
complexity of model (see Figures related to error vs complexity in Appendix A for each 
model).  
As the equations were not consistent, the interperation from the findings of this study 
focused on the identification of the best input dataset for developing predictive model for 
Australian annual rainfall.  
Overall, climatology input variables improve the performance of the space-time annual 
rainfall prediction model. Models based on only GIS variables were not as strong as 
models that included mean and median rainfall. In addition, GIS variables did not 
contribute to the regression equations of the model where climatology variables were 
included. The RMSE of the model with median and mean rainfall as predictor was 
considerably lower and explained variance was much higher than for the model with only 
GIS predictors. This suggests that while location gives some predictive power for rainfall, 
the long term rainfall is a stronger predictor. This indicates the importance of median 
annual rainfall for forecasting annual rainfall. It also demonnstrate that, while there is a 
strong spatial rainfall gradient in Australia, the median rainfall is not simply a function of 
the longitude and latitude. 
 151 
There are limitations for space-time annual rainfall modelling developed in the current 
study: 1) low spatial resolution of data; 2) short time record (1958-2011) of data even in 
comparison to the number of spatial records (300 stations); 3) higher spatial variations of 
data than temporal variations. These suggest that for further development of annual rainfall 
modelling single site prediction models would be better, or the use climate regionalization 
to develop space-time models for sub-regions with similar rainfall pattern and intensity. 
Also, the results of current study indicate that inclusion of some climate indices can 
improve model performances. Models in the current study are space-time models; the 
variables would be different for single station predictions. 
Climatic indices improved the performance of annual rainfall forecasting models together 
with climatology variables. Model improvement was greater when the climatic indices 
were added to climatology variables. The improvement of climatic indices was not as high 
as climatology variables. This can be due to two reasons: 1) major climate indices can 
address only a limited amount of the rainfall variation (Westra and Sharma, 2010); 2) there 
is a variable effect of climate indices on Australian rainfall in both time and space (Kirono 
et al., 2010).  
Also, this may due to the fact that the effect of climatic indices on Australian annual 
rainfall is more related to the amount of rainfall and rainfall regime than the location. In 
contrast, the annual rainfall at a location is best explained by the long term median rainfall. 
Further investigation is needed to define if the effects of SOI indices are more location 
related or following rainfall intensity and temporal pattern.  
Lagged climatic indices were selected as variables of annual rainfall function where last 
year annual rainfall and seasonal rainfall were used as predictors as well. From this, it can 
be concluded that lagged climatic indices can address more variations in annual rainfall 
than previous years or seasons rainfall information. For example, model 2 and model 3 are 
models with input datasets which include climatology and last year annual rainfall; annual 
rainfall in the regression equations of these models was a function of last year annual 
rainfall median and mean. Adding climatic indices into the same dataset results in 
elimination of the last year annual rainfall form the equations and replacement with 
climatic indices, such as in models 6, 7, 10, 11, 13 and 16.  
The performances of models were compared with the null model, represented by the long-
term mean annual rainfall. The null model with an RMSE value of 184.13 performs better 
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than models with only GIS input variables but models with climatology input variables 
represent lower error than the null model (Table 6-1).  
For further comparison a threshold value of 185.13 mm, the error value of the null model, 
was considered as model selection; selected models are (2), (3), (6), (7), (10), (11), (13) 
and (16) with RMSE values of 180.17, 178.42, 176.66, 179.4, 181.64, 184.1, 174.49 and 
173.91 mm. The best performance in term of RMSE is model (16) and the second best is 
model (13). 
A multiple comparison of the predicted values of the selected models (2, 3, 6, 7, 10, 11, 13 
and 16) based on the test dataset was used to test the hypothesis that the means of the 
model prediction values were significantly different, as opposed to the alternative 
hypothesis that the mean values were the same.  
Table 6-19 displays the comparison of the means of predicted values for each two models 
with intervals around them. Each row of Table 6-19 is results per comparison with five 
columns. Columns 1-2 are the indices of the two samples being compared. Columns 3 to 5 
are the lower boundary, the estimate, and upper boundary for their difference. The result of 
all GEP based models were significantly difference from the null model and observed data 
(Figure 2). Table 6-19 shows multiple comparison t-test for the means of the predicted 
values of the models for the test dataset. It is also clear from these results, that from an 
overall space time perspective, median annual rainfall is just as good a predictor of future 
annual rainfall as any of the other models. However, as is shown in Figure 4, the median 
rainfall fails to capture the temporal variation at individual stations. While not statistically 
different from an overall perspective, the inclusion of climate indices does improve year to 
year local predictions. 
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Table 6-21. Multiple comparison test for the means of the predicted value of the models.  
Model Model Lower bound Estimate Upper bound P-value 
2 3 -19.8979 -6.91084 6.076275 0.805147 
2 6 -20.2609 -7.27382 5.713286 0.753133 
2 7 -19.328 -6.34085 6.646262 0.874114 
2 10 -13.6488 -0.66167 12.32544 1 
2 11 -19.444 -6.45685 6.530256 0.861442 
2 13 -20.1732 -7.18611 5.801003 0.766214 
2 16 -14.9681 -1.981 11.00611 0.999979 
2 Mean -33.8366 -20.8495 -7.86238 1.68E-05 
2 Median -16.4727 -3.48559 9.501523 0.997771 
3 6 -13.3501 -0.36299 12.62412 1 
3 7 -12.4171 0.569987 13.5571 1 
3 10 -6.73794 6.249168 19.23628 0.883617 
3 11 -12.5331 0.453981 13.44109 1 
3 13 -13.2624 -0.27527 12.71184 1 
3 16 -8.05728 4.929833 17.91694 0.972418 
3 Mean -26.9258 -13.9387 -0.95154 0.023972 
3 Median -9.56186 3.425249 16.41236 0.998054 
6 7 -12.0541 0.932976 13.92009 1 
6 10 -6.37495 6.612156 19.59927 0.843364 
6 11 -12.1701 0.816969 13.80408 1 
6 13 -12.8994 0.087717 13.07483 1 
6 16 -7.69429 5.292822 18.27993 0.956278 
6 Mean -26.5628 -13.5757 -0.58855 0.032002 
6 Median -9.19887 3.788237 16.77535 0.995782 
7 10 -7.30793 5.67918 18.66629 0.932573 
7 11 -13.1031 -0.11601 12.8711 1 
7 13 -13.8324 -0.84526 12.14185 1 
7 16 -8.62726 4.359846 17.34696 0.988165 
7 Mean -27.4958 -14.5086 -1.52153 0.01492 
7 Median -10.1318 2.855261 15.84237 0.999545 
10 11 -18.7823 -5.79519 7.191924 0.924004 
10 13 -19.5115 -6.52444 6.462671 0.85373 
10 16 -14.3064 -1.31933 11.66778 0.999999 
10 Mean -33.1749 -20.1878 -7.20071 3.85E-05 
10 Median -15.811 -2.82392 10.16319 0.999585 
11 13 -13.7164 -0.72925 12.25786 1 
11 16 -8.51126 4.475852 17.46296 0.985751 
11 Mean -27.3797 -14.3926 -1.40552 0.016465 
11 Median -10.0158 2.971267 15.95838 0.999372 
13 16 -7.78201 5.205105 18.19221 0.960688 
13 Mean -26.6505 -13.6634 -0.67627 0.029872 
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13 Median -9.28659 3.70052 16.68763 0.996469 
16 Mean -31.8556 -18.8685 -5.88138 0.000185 
16 Median -14.4917 -1.50458 11.48253 0.999998 
Mean Median 4.376791 17.3639 30.35101 0.000974 
 
 
 
           Figure 6-7. Multiple comparison of the means of the models predicted values. 
 
The robustness (the significance of the difference between the predicted and observed 
values) of the results was tested by t-test for the optimal models. The test was set at a 95% 
significance level. The statistical parameters of the test are provided in Table 6-20. H=1 
indicates that t-test rejects the hypothesis at the 5% significance level showing that the 
variables of predicted and observed are from the same populations with equal mean.  
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Table 6-22. Comparisons test for the means of selected models prediction and observed for train dataset. 
 H P-value Confidence interval t-test Df Sd 
Model 2 1 0.0000001 [18.01-35.12]] 6.0854 30972 384.17 
Model 3 1 7.0990e-6 [11.07-28.23] 4.49 30972 385.1 
Model 6 1 9.8926e-06 [10.74- 27.84] 4.42 30972 383.96 
Model 7 1 3.4170e-6 [611.69-28.76] 4.64 30972 383.18 
Model 10 1 2.6630e-9 [17.37-34.43 ] 5.952 30972 382.94 
Model 11 1 3.8012e-6 [11.58-28.63] 4.62 30972 382.8 
Model 13 1 8.8963-6 [10.83-27.93] 4.44 30972 383.84 
Model 16 1 1.7997e-8 [16.02-33.14] 5.53 30972 284.16 
The null model 0 0.1919 [14.55-31.61] 5.30 30972 383.02 
Median 1 0.7675 [14.55-31.61] 5.30 30972 383.024 
 
 
Figure 6-8. Boxplot of the selected GEP based model, null model and observed. 
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6.6  Conclusion: 
This study attempts to develop an annual rainfall forecast system for Australia using 
observational data from weather stations and oceanic-atmospheric indices. Different 
dataset were used as input of GEP models to define the best input dataset and important 
predictors. Models with the best performance in term of a lower RMSE than null model 
were selected. The cutoff for model selection is considered the performance of a model 
using just the median annual rainfall. Model with spatial location predictors did not 
perform better than a model with median rainfall, even though the spatial variation in the 
annual rainfall dominates the prediction models. This might be due to lack of spatial 
resolution of data. Further investigation could improve the models with higher resolution 
data, or to target localized predictions. Prior annual and seasonal rainfall did not appear to 
be important predictors of forecast annual rainfall in comparison to climatic indices. This 
indicated that there is not much short time (annual or seasonal) memory in the Australian 
rainfall pattern, highlighting its year to year variability at the continental scale. 
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6.8 Appendix A: 
 
Figure A-9. Model 1 Solution plotted accuracy Vs complexity. 
 
Figure A-10. Model 2 Solution plotted accuracy Vs complexity 
 
Figure A-11. Model 3 Solution plotted accuracy Vs complexity 
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FigureA-12. Model 4 Solution plotted accuracy Vs complexity 
 
Figure A-13. Model 5 Solution plotted accuracy Vs complexity 
 
Figure A-14. Model 6 Solution plotted accuracy Vs complexity 
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Figure A-15. Model 7 Solution plotted accuracy Vs complexity 
 
Figure A-16. Model 8 Solution plotted accuracy Vs complexity 
 
Figure A-17. Model 9 Solution plotted accuracy Vs complexity 
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Figure A-18. Model 10 Solution plotted accuracy Vs complexity 
 
Figure A-19. Model 11 Solution plotted accuracy Vs complexity 
 
Figure A-20. Model 12 Solution plotted accuracy Vs complexity 
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Figure A-21. Model 13 Solution plotted accuracy Vs complexity 
 
 
Figure A-22. Model 14 Solution plotted accuracy Vs complexity 
 
Figure A-23. Model 15 Solution plotted accuracy Vs complexity 
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Figure A-24. Model 16 Solution plotted accuracy Vs complexity 
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Table A-6-23 Models progresses and performances. 
Model 
No. 
Search time  CPU 
cores 
Generations  Generations 
/sec 
Formula 
evaluations 
Evaluations
/sec 
Stability Maturity 
1 55h , 53m ,23 s 4 2909089 32 3.1e11 2.39 M 9.77% 96.1% 
2 14 h, 2m, 55s 4 970190 36.07 1e11 4.09 M 3.38% 90.1% 
3 74h, 11m, 20s 4 7888787 55.78 7.4e11 4.09M 14% 86.9% 
4 50 h, 8m, 58 s 4 2098882 9.409 2.2e11 0.78 M 25% 98% 
5 54h,57m, 15s 4 2583281 32.43 2.8e11 6.36M 39.5% 92.2% 
6 74h, 59 m, 50s 4 5921946 30.54 5.8e11 1.40M 15.2% 88.8% 
7 110h, 25m, 20s 4 7.2769e7 137.8 6.5e12 12.36M 54.4% 84% 
8 75h, 10m, 38s 4 5887025 55.23 5.6e11 4.02M 4.68% 89.4% 
9 48h, 13m, 23s 4 1975390 13.33 2.2e11 1.92M 3% 97% 
10 49h ,16m, 57s 4 2011545 13.1 2.1e11 1.16M 3.55% 97.4% 
11 48h, 37m, 35s 4 2125369 76.19 1.4e11 4.00M 0.0579% 90.1% 
12 143h,47m, 50s 4 3.0675e7 175.1 2e12 11.97M 13.2% 92.5% 
13 48h ,37m,13s 4 2112598 50.78 1.2e11 2.70M 24.1% 95.1% 
14 88h,33m, 54s 4 1.3068e7 77.82 8.1e11 5.35M 26.3% 94.2% 
15 92h, 51m, 49s 4 2.2811e7 119.5 1.4e12 5.92M 67% 93.8% 
16 168h ,24m, 39s 4 3.4331e7 37.17 2e12 1.98M 3.09% 84.8% 
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7 General discussion and conclusions: 
1 
The performance of seasonal rainfall forecast systems for Australia has been compared in 
several studies (Limet al.,2009; Lim et al., 2010; Schepen et al., 2012). In general, there 
are two main types of rainfall forecasting systems, empirical and dynamical (Schepen et 
al., 2012). Statistical models, which are the topic of this thesis, mostly rely on the 
assumption of stationary relationships between predictors and predictants. Several seasonal 
rainfall forecast systems failed to predict the Australian seasonal rainfall in 2011 due to an 
unexpected change in the relationships between climate drivers and rainfall (Schepen et 
al., 2012; Cai and Cowan 2013). The available Seasonal Outlook for Australia which is run 
by Australian Bureau of Meteorology (BoM) is a dynamical seasonal prediction system 
based on a Predictive Ocean Atmosphere Model (POAM) (Alves et al. 2003; Lim et al., 
2009; Zhao and Hendon, 2009; Lim et al., 2010; Hudson, Alves et al. 2011).  However, the 
literature indicates that the output of this physical based model is at a coarse scale 
resolution and can be overconfident (Schepen et al. 2012; Graham, Gordon et al. 2005; 
Lim et al., 2009). Different statistical models have been suggested for development and 
improvement of data driven models and downscaling and calibration of raw GCM output 
to obtain more accurate and reliable regional rainfall forecast systems (Landman and 
Goddard, 2002). A hybrid forecast system using strengths of statistical models based on 
lagged climatic indices and dynamical modelling approaches (POAMA) can improve 
Australian seasonal rainfall forecasting system (Schepen et al., 2012).  
This research attempts to define a statistical based methodology to improve current 
Australian rainfall forecast systems and address limitations of the current statistical rainfall 
modeling in Australia. The research aims to integrate data mining techniques such as 
clustering methods, features selections and Artificial Intelligent (AI) techniques to define 
the best spatio-temporal rainfall modelling approaches at different time scales.  The thesis 
focuses on a fine spatio-temporal medium term rainfall forecasts model using historical 
climate data. To do this, the thesis had the following objectives: 1) using climate 
regionalization to address complexity of spatial variation of data;  2) regionalization of 
Astralian climate drivers; 3) develop spatiotemporal rainfall forecast models for Australia 
with different lead times; 4) examine the stability of temporal relationships between large 
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climate drivers and Australian rainfall; 5) specify the Australian climate driver’s 
limitations and variations in space and time ;  6) and define annual rainfall predictors for 
Australia as there was limited studies related to it.  
To achieve these objectives, different methodologies and a range of appropriate datasets 
were investigated. 
Major findings, related to the objectives can be summarised as follows:  
 § Spatial complexity of rainfall pattern reduced using climate regionalization and 
climate drivers regionalization. The results indicate that dividing eastern Australia to sub-
regions with similar rainfall patterns and intensity improved the performance of monthly 
rainfall forecasting models (objectives 1, 4 and 5/ chapter 4).  
§ The current study identified climate drivers for Australian monthly rainfall (eastern 
part) in a regional level using a novel method by applying climate regionalization and a 
non-linear feature selection methodology (FRA) (objectives 1, 2 and 5/ chapter 4).  
§ The recent change in the relationships between Australian seasonal rainfalls and 
recognized climate drivers (e.g. SOI, SAM, IOD) is clearly identified using correlation 
analysis (objectives 4 and 5/ chapter 5). 
§ Lag time and season time are indicated as important for the strength of the 
correlation of climate indices with rainfall in Australia. As a result, identification of the 
significant predictors is highly recommended for further statistical seasonal rainfall model 
implementation. Therefore, it is recommended not to use fixed predictors for all the 
seasons and the entire area (objectives 4 and 5/ chapters 4 and 5). 
§  In the current study climatology is identified as the best predictor for developing 
spatiotemporal annual rainfall. Climate indices together with median can improve annual 
rainfall forecasting. However, this also demonstrates that using multiple stations data does 
not necessarily improve annual rainfall forecasting model performance. Climate 
regionalization using annual rainfall and higher resolution datasets are recommended to 
obtain better results for further investigations (objectives 3 and 6/ chapter 6).  
In Chapter 3, a statistical classification technique was used to group stations with similar 
temperature and rainfall data. Most classification techniques require data with equal time 
periods to group stations based on similarity and correlation. Therefore, stations with 
different recording time can not be considered in current classification analyses without 
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data manipulation to address missing observations. Part of this study represents a flexible 
methodology for climate regionalization based on rainfall and temperature data from long-
term weather stations. Stations were allocated to a sub-region based on their degree of 
membership. The centroid of a sub-region was determined as a representative time series 
of rainfall and temperature for that group. Any station or location with different length of 
data can then be compared with corresponding centroids of each sub-region, thus a station 
can be allocated to the closest sub-region in terms of its rainfall pattern. This allows 
stations with different quality of data to easily contribute to the analysis and increase 
accuracy and spatial resolution of regionalization. This project was run in association with 
a second project which collected data from farm scale. Farm scale data will be used in the 
future to increase the spatial resolution in regionalization.  
Development of a repeatable and systematic statistical rainfall modelling methodology was 
the main subject of this thesis. Three steps were used to develop rainfall forecast models at 
the monthly time scales (Chapter 4): 1) climate regionalization; 2) regionalization of 
climate drivers; and 3) implementation of regional prediction models. A novel approach 
involving a combination of climate regionalization and nonlinear variable selection 
technique Fuzzy ranking algorithm (FRA) was employed to investigate regional climate 
drivers.  
Results indicate that the performance of monthly rainfall prediction model is improved 
using climate regionalization for south-eastern and eastern Australia (Chapter 4). The best 
climate regionalization and number of sub-regions for southeastern Australia was defined 
based on performance of the models for the entire area. Future work is needed for further 
investigation of homogeneity and stability of the identified sub-regions. The main 
limitation in the current study is the coarse spatial resolution of BoM data and uneven 
spatial distribution of stations. This affects the result of PCA and K-means (climate 
regionalization) analyses and biases it towards the area with more stations and higher 
rainfall variability (Drosdowsky, 1993). Gathering more data and adding high quality 
available datasets are the main solutions. Accurate and precise interpolation techniques can 
increase the spatial resolution for the development of a uniform data grid (Drosdowsky, 
1993). Also, higher spatial resolution datasets can overcome the limited temporal records. 
Climate regionalization and modeling performances can be improved using a greater 
number of climate variables such as temperature, evaporation, soil moisture and soil water 
holding capacity. These variables can provide more specific information that describes 
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local climate variability. The results of predictor selection using FRA indicate that a 
change in the size of sub-regions can cause different predictors to be selected in a similar 
region. Flexible clustering methods such as fuzzy clustering, that allow change in the size 
of sub-regions, can be considered as alternative methods. This allows the flexibility in 
setting the size to obtain sub-region for getting the best model performance.  
Most of the statistical methods applied for climate study rely on assumption of stationary 
relationships between variables. However, climate processes can be inherently non-
stationary, highly correlated, and non-linear. The advantages of FRA are that climate 
predictors are selected based on their nonlinear relationship, eliminating correlated 
predictors and variables with random correlation (Hou et al., 2007). The results from 
selection of important predictors for monthly rainfall support that Australian rainfall is 
more sensitive to the variation of the central and western Pacific Ocean SST anomalies 
compared to the eastern Pacific Ocean SST anomalies (Chapter 4) (Wang and Hendon, 
2007). The results indicate that statistical rainfall forecasting on a regional level improved 
using regional climate drivers. A systematic analysis for regional climate drivers for 
Australia can improve seasonal and monthly rainfall forecast systems. A restriction to 
developing monthly rainfall forecast models was shown from the result of FRA where a 
few stations changed in the same area by setting different number of clusters. This can be 
due to high correlation of the climatic variables and is a drawback of FRA. Distribution of 
the sampling dataset has an influence on the outcome of FRA that is considered a 
drawback of this method (Hou et al., 2007).  
The method applied for monthly rainfall forecast system using Artificial Neural Networks 
(ANN) in the current study can be applied to different time scales and a larger spatial 
extent (Chapter4). Higher spatial resolution datasets and longer records of data can 
improve the performance of the model.  
The model performance in chapter 4 varied in different location and climate events. As a 
results investigation of the stability of temporal and spatial relationships between major 
climatic indices and seasonal rainfall variability is added to the main objective (4 and 5) of 
the thesis which was carried out in chapter 5.  This investigation is desirable to develop 
any credible statistical climate forecasting scheme. For this, a running correlation analysis 
is applied to leading modes of seasonal rainfall and lagged climatic indices (Chapter 5). 
The outcomes indicate that there is a recent change in the linear relationship between the 
leading modes of seasonal rainfall and Australian climatic drivers, especially Indian Ocean 
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Dipole (IOD). The relationship between these climatic indices varied within both inter-
seasonal and decadal time scales. The strength and polarity of the linear relationships 
between climatic indices and seasonal rainfall are dependent on lags, climatic indices 
themselves and season. These findings provide an evidence to discontinue using fixed 
variables as predictors for all seasons. Also, recent changes in relationships between 
climatic indices and rainfall need to be considered in developing climate prediction 
systems. A limitation to this part of study is that only linear relationship of climatic indices 
and seasonal rainfall variability were analysed. Many potentially predictive relationships 
cannot be discovered using linear methods. 
There are several studies that investigated the interaction between Pacific Ocean-
atmospheric circulations and the Indian Ocean circulation (Ashok et al., 2003; Meyers et 
al., 2007). The cause and effect of ENSO and IOD on Australian climate are still not well-
defined. The recent strong correlation could be consistent with the expected consequences 
of global warming (Zhong et al., 2005; Cai et al., 2013). Cai et al. (2013) investigated the 
projected response of the IOD to greenhouse warming. Their results also indicated that the 
effects of IOD on Australian rainfall are getting stronger. This can be due to unequal effect 
of global warming on SST of these oceans which changes the balance of atmosphere-
oceanic circulation around and across Australia. A comprehensive study is needed to 
investigate the effect of global warming on strength and frequencies of ENSO, IOD events 
and change of the interaction between ENSO and IOD and the corresponding effect of 
these changes on regional Australian rainfall. The relationship between temperature 
variations due to both climate change and variability caused by climatic indices need to be 
analysed systematically. Pacific and Indian Ocean events can also result in land 
temperature variability (Meyers et al.,2007).  Further investigation is needed to define 
effect of regional land temperature and rainfall variation. The sea surface temperature 
influences both local temperature and precipitation, therefore it may be prudent to consider 
the effect of global warming on land temperature and on the oceans temperature and its 
effect on regional precipitation.  
Annual rainfall forecasting and predictor selection for Australia is a key knowledge gap. 
Spatiotemporal annual rainfall forecast modeling was developed for the entire continent of 
Australiausing GEP (Chapter 6). There are limited existing studies that address annual 
rainfall predictors for Australia. One year ahead rainfall information could enhance 
decision making for Agricultural production management (Sadras and Angus 2006). This 
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study attempts to identify predictors for Australian annual rainfall among coordinate 
variables, lagged climatic indices and climatology. It also develops a framework for 
forecasting where the model’s sensitivity is evaluated and the output includes a prediction 
interval. Models that used climatology input variables give predictions with lower errors 
than models that used GIS variables. The low spatial coverage of the BoM high quality of 
annual rainfall data and high variability of the rainfall patterns in space and complex 
topography of Australia are limitations to this part of study. Lagged climatic indices only 
slightly improve annual rainfall forecasting model for Australia.  
The limitation to statistical models for rainfall prediction using climatic indices is that 
these variables can address only a limited amount of rainfall variations. Upper limits of 
predictability of land surface precipitation and SST over global oceans were investigated 
by a comprehensive study of Westra and Sharma (2010). The results of their study indicate 
that only 14% of total variation of global precipitation is explained by global SST 
anomalies (Westra and Sharma 2010). They concluded that the amount of variations of 
land precipitation explained by SST anomalies varied by   location and seasons. As future 
work, investigation of the upper limit of predictability of Australian regional rainfall, 
focusing on different locations, is recommended. This would provide knowledge about the 
limits of regional prediction.  
As a summary, the main objective of this thesis was to develop a fine spatial resolution 
prediction model for Australian rainfall at different time scales for agricultural 
management and planning. Regional Australian weather and climate are highly variable. 
Rainfall regime and regional climate are the key considerations in agricultural system 
planning. Different time leads are required for regional agricultural decisions related to the 
type of crop and rainfall regime. For example, types of crop associated farming practices 
and climate risk strategies in Queensland with summer rainfall regimes are different from 
Victoria with winter rainfall regime pattern. Therefore, knowledge about regional 
agricultural practices and required time leads of rainfall prediction is useful to develop 
more practical regional rainfall forecasts.  
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