Let r ∈ N, Γ r be the generalized Kronecker quiver with r arrows γ 1 , . . . , γ r : 1 → 2 and δ ∈ ∆ + (Γ r ) be a positive root of Γ r . We say that δ has the equal kernels property if for all α ∈ k r \ {0} and every indecomposable representation M with dimension vector dim M = δ the k-linear map
Introduction
Let k be an algebraically closed field of characteristic p ≥ 2, r ∈ N ≥2 and E r be a p-elementary abelian group of rank r. In [6] and [9] the authors introduced and studied the subcategories of modules with the equal kernels property and the equal images property to get a better understanding of the, in general, wild category mod kE r of finite dimensional kE r -modules. Let x 1 , . . . , x r k be a k-complement of Rad 2 (kE r ) in Rad(kE r ) and set x α := r i=1 α i x i for all α ∈ k r . A module M ∈ mod kE r has the equal kernels (images) property, provided the kernel (image) of the nilpotent operator x M α : M → M, m → x α · m is independent of α ∈ k r \ {0}. Although the categories given by these modules appear at first glance much smaller, they have turned out to be wild categories in those cases, where mod kE r is wild. In this article we study the category mod ≤2 kE r of modules of Loewy length ≤ 2 that is stably equivalent to the category rep(Γ r ) of finite dimensional representations of the generalized r-Kronecker quiver Γ r . The quiver Γ r has two vertices 1, 2 and r arrows γ 1 , . . . , γ r : 1 → 2. We say that M = (M 1 , M 2 , {M(γ i ) : M 1 → M 2 | i ∈ {1, . . . , r}}) ∈ rep(Γ r ) has the equal kernels property, provided the k-linear map M α := r i=1 α i M(γ i ) : M 1 → M 2 is injective for all α ∈ k r \ {0}. Since the essential image of these representations under the stable equivalence consists precisely of the modules in mod ≤2 kE r with the equal kernels property, we can use tools of the hereditary category rep(Γ r ) that are not available in mod kE r to study the equal kernels property: We denote by q Γr : N 2 0 → Z, (x, y) → x 2 + y 2 − rxy the Tits form of Γ r and by Φ r the Coxeter matrix of Γ r . Let δ ∈ ∆ + (Γ r ) be a positive root of Γ r and M ∈ rep(Γ r ) be an indecomposable representation with dimension vector δ. By Westwick's Theorem [21] we know that if M has the equal kernels property, then δ 2 − δ 1 ≥ r − 1 and δ 1 δ 2 = 0 or δ = (0, 1). In general, however, the dimension vector does not give much information as to whether a representation has the equal kernels property as the following two indecomposable representations for Γ 3 show:
Both representations are indecomposable with dimension vector (2, 4) , the representation on the left hand side has the equal kernels property and the representation on the right hand side does not have the equal kernels property.
In this paper we study under which assumptions on δ ∈ ∆ + (Γ r ), every indecomposable representation with dimension vector δ has the equal kernels property. We say that δ ∈ ∆ + (Γ r ) has the equal kernels property if every indecomposable representation with dimension vector δ has the equal kernels property and define EKP(r) := {δ ∈ ∆ + (Γ r ) | δ has the equal kernels property}.
Dually, we define the dimension vectors with the equal images property and denote the set of all such dimension vectors by EIP(r). We prove:
Theorem. Let δ ∈ ∆ + (Γ r ) be a positive root. The following statements are equivalent: (i) δ ∈ EKP(r) ∪ EIP(r).
(ii) q Γr (δ) + |δ 1 − δ 2 | ≥ 1.
The proof of (i) =⇒ (ii) is given in Section 4. It relies on the use of covering theory, which allows us to reduce the considerations to positive roots δ ∈ ∆ + (Γ r ) with δ 1 ≤ δ 2 such that (δ 1 , δ 2 + 1) is no longer a positive root of Γ r . For these roots we use a homological characterization of the representations with the equal kernels property in rep(Γ r ) to conclude that q Γr (δ) + |δ 1 − δ 2 | ≤ 0 implies δ ∈ EKP(r) ∪ EIP(r). Our proof of (ii) =⇒ (i) is inspired by [22, 4.2.2] , which has been used by the author to study real root representations for certain families of quivers.
In Section 5 we give applications of the proven equivalence. First we draw consequences in mod kE r and show:
Corollary. Let char(k) = p ≥ 2, M ∈ mod kE r be a kE r -module and assume that M/ Rad 2 kEr (M) is indecomposable such that
where m i := dim k Rad i kEr (M) for all i ∈ {0, 1, 2}. Then M has the equal images property. For the Coxeter orbits of imaginary root of Γ r the description of EKP(r) ∪ EIP(r) by the quadratic form q Γr can be stated as follows:
Corollary. Let r ≥ 3 and O be the Coxeter orbit of an imaginary root. There exist uniquely determined elements δ O ∈ O and m O ∈ N 0 such that
As an application we get computable bounds for the invariants rk(C), W(C), introduced in [13] and [24] , attached to a regular component C of the Auslander-Reiten quiver of Γ r for r ≥ 3. The proof of our Theorem also reveals the following:
Proposition. Let r ≥ 3 and C be a regular component of the Auslander-Reiten quiver of Γ r . There exists a uniquely determined quasi-simple representation X C ∈ C such that for all N ∈ C the following statements are equivalent: 
The quiver Q defines a (non-symmetric) bilinear form , Q : Z n × Z n → Z, given by
which coincides with the Euler-Ringel form on the Grothendieck group of Q, i.e. for X, Y ∈ rep(Q) we have
. The Tits quadratic form is defined by q Q (x) := x, x Q . We denote the symmetric form corresponding to , Q by ( , ) Q , i.e. (x, y) Q := x, y Q + y, x Q . For each i ∈ Q 0 we have an associated reflection r i : Z n → Z n given by r i (x) := x − (x, e i ) Q e i , where e i ∈ Z n denotes the i-th canonical basis vector. By definition we have
We denote by W Q := r i | i ∈ {1, . . . , n} the Weyl group associated to Q, by Π Q := {e 1 , . . . , e n } the set of simple roots and for δ ∈ Z n we define supp(δ) := {i ∈ {1, . . . , n} | δ i = 0}. The set
We formulate a simplified version of Kac's Theorem that suffices for our purposes. 
, there exist infinitely many, pairwise non-isomorphic indecomposable representations with dimension vector δ.
Kronecker quivers.
In this section, we summarize basic facts concerning represenstations of Kronecker quivers. The reader is referred to [1, VII] , [18, XI.4] and [19, XVIII] for more details and unexplained terminology. Let r ≥ 1. We denote by Γ r the generalized Kronecker quiver with two vertices 1, 2 and r arrows:
The Tits form is q Γr (x 1 , x 2 ) = x 2 1 + x 2 2 − rx 1 x 2 . Since Γ r is a hyperbolic in the sense of [12, 1.2], we also have ∆ re
For r ≥ 2 there are infinitely many isomorphism classes of indecomposable representations of Γ r . We denote by τ Γr the Auslander-Reiten translation of Γ r . The indecomposable representations fall into three classes: an indecomposable representation M is called preprojective (preinjective) if and only if M is in the τ Γr -orbit of a projective (injective) indecomposable representation. All other indecomposable representations are called regular. We call a representation M ∈ rep(Γ r ) preprojective (preinjective, regular) if all indecomposable direct summands of M are preprojective (resp. preinjective, regular). There are up to isomorphism two indecomposable projective representations P 1 , P 2 , two indecomposable injective representations I 1 , I 2 and two simple representations I 1 , P 1 . We define recursively P i+2 := τ −1 Γr P i and I i+2 := τ Γr I i for all i ∈ N. The Auslander-Reiten quiver of Γ r quiver looks as follows:
The arrows in the preprojective and preinjective component all have multiplicity r. We also have for M ∈ rep(Γ r ) indecomposable the equivalence (see [7, 2] ) 
in C that is uniquely determined up to isomorphism. A representation N in C is called successor of M, provided there are l ∈ N and i ∈ N 0 such that N = τ −i Γr M[l], i.e. there is an oriented path in C from M to N. If there is an oriented path from N to M in C, then N is called predecessor of M. For X in C there is a unique quasi-simple representation N and l ∈ N with X = N[l]. The number l is called the quasi-length of X. Direct computation shows that the Coxeter matrix Φ r and its inverse are given by Φ r =
We say that M has the equal kernels property if M α is injective for all α ∈ k r \ {0}. The representation has the equal images property if M α is surjective for all α ∈ k r \{0}. We denote by EKP(r) and EIP(r) the full subcategories of rep(Γ r ) consisting of representations with the equal kernels property and the equal images property, respectively. The following result provides a functorial characterization of the aforementioned categories.
There exists a family of regular indecomposable representations (X α ) α∈k r \{0} , such that the following statements hold:
2.3. The universal covering. In this section we assume that r ≥ 2. We consider the universal cover C r of the quiver Γ r . The quiver C r is an (infinite) r-regular tree with bipartite orientation. We let C + r be the set of all sources of C r , C − r be the set of all sinks and denote by rep(C r ) the category of finite dimensional representations of C r . We only recall those properties that are relevant for our purposes. For a more detailed description we refer to [10] , [15] and [2] . We fix a covering morphism π : C r → Γ r of quivers, i.e. π is a morphism of quivers and for each x ∈ (C r ) 0 the induced map n Cr (x) → n Γr (π(x)) is bijective. By [5, 3.2] there exists an exact functor π λ : rep(C r ) → rep(Γ r ) such that π λ (M) 1 
Morphisms are defined in the obvious way. 
The next result tells us that it is not hard to decide whether the push-down π λ (M) of a representation M ∈ rep(C r ) has the equal kernels property.
be an indecomposable representation. The following statements are equivalent:
In the rest of this section we make the preparations needed for the proof of Corollary 2.6. Let M in rep(C r ) be indecomposable with thin sink branch, then τ −l Cr M has a thin sink branch for every l ≥ 0.
Proof. Clearly, it sufficies to prove the statement for l = 1. Let x → y be a thin sink branch with leaf y. Consider a path x → y ← a → b with x = a and y = b. We are in the situation of Figure 1 
This shows that a → b is a thin sink branch of τ −1 Cr M. The proofs of the three results below may be found in [3, 3.10, 3.9 and 3.11], altough they are stated slighty different. Recall that a representation
). Then there exists l ∈ N such that for (x, y) := Φ l r (u, v) one of the following cases holds: Proof. We first consider the case that a ≤ b ≤ (r − 1)a + 1. Let S (a,b) be a representation as in Lemma 2.7. Since (a, b) is an imaginary root, a = 0 and we find a source x ∈ supp(S (a,b) ). Let γ : x → y be the unique arrow starting in x such that π(γ) = γ 1 . Since S (a,b) (γ) is injective, we conclude y ∈ supp(S (a,b) ). If y is a leaf, we are done since S (a,b) is thin. Otherwise we find z ∈ n Cr (y) − {x} ∩ supp(S (a,b) ). Since the underlying graph of supp(S (a,b) ) is a finite tree, we can continue the argument until we find a leaf of S (a,b) in C − r , say q. Let p be the unique vertex in n Cr (q) ∩ supp(S (a,b) ). Then p → q is a thin sink branch. For (r−1)a+1 ≤ b ≤ (r− 1 r−1 )a we consider T (a,b) as in Proposition 2.8 and note that each leaf of
) we apply the above considerations in conjunction with Proposition 2.9 and Corollary 2.6.
Proof. In view of Corollary 2.10 it remains to consider the case q Γr (a, b) = 1. We conclude with ( ) and 1 ≤ a ≤ b that (a, b) is the dimension vector of an indecomposable preprojective representation that is not simple. Hence we find i ≥ 2 such that (a, b) = dim P i .
We fix a source x ∈ (C r ) 0 and consider the thin indecomposable representation X ∈ rep(C r ) such that supp(X) = {x} ∪ n Cr (x). Let y ∈ n Cr (x) and consider the simple representation Y in y. Application of Lemma 2.5 shows that τ −1 Cr Y has a thin sink branch. We conclude with Corollary 2.6 that τ −l
Y and τ −l Cr X have a thin sink branch for all l ≥ 0. Note that dim π λ (X) = (1, r) = dim P 2 and dim π λ (τ −1
3. An inequality given by the quadratic form
In [23] the author introduced the notion of representations of maximal rank type for representations of Q. A representation M ∈ rep(Q) has maximal rank type if for each vertex x ∈ Q 0 and all non-empty subsets
have maximal rank. In his thesis [22] he gave a refined version of this definition, that allowed arbitrary non-trivial linear combinations of the involved maps, and he proved that if δ ∈ ∆ re + (Q) is a real root of Q, then the unique indecomposable representation with dimension vector δ has maximal rank type. We adapt his nice proof of this result to our situation to show: 2 by the following data:
Definition. Let δ ∈ ∆ + (Γ r ) be a positive root of Γ r . We say that δ has the equal kernels property, provided M ∈ EKP(r) for every indecomposable representation M ∈ rep(Γ r ) with dim M = δ. We say that δ has the equal images property, provided every indecomposable representation M ∈ rep(Γ r ) with dimension vector dim M = δ is located in EIP(r). We denote the corresponding sets of dimension vectors by EKP(r) and EIP(r), respectively.
Corollary 3.2. The following statements hold.
(a) We have ∆ re
Proof. (a) This follows immediatly from 3.1 since δ ∈ ∆ re + (Γ r ) implies that q Γr (δ) = 1. (b) Recall that q Γ 1 is positive definite and apply (a). (c) Let δ ∈ ∆ im + (Γ 2 ). Then (δ 1 −δ 2 ) 2 = q Γ 2 (δ) ≤ 0 and therefore δ 1 = δ 2 . By Westwick's Theorem every indecomposable representation with dimension vector δ is not in EKP(r) ∪EIP(r). Hence δ ∈ EKP(r) ∪ EIP(r). We also have in this case q Γ 2 (δ) + |δ 1 − δ 2 | = 0 ≤ 1. This proves (c). (d) This follows for example from Westwick's Theorem.
Dimension vectors with the equal kernels property
From now on we assume that r ≥ 3, let L r := r+ In this section we show that each positive root δ in EKP(r)∪EIP(r) satisfies q Γr (δ)+|δ 1 −δ 2 | ≥ 1.
4.1.
Restrictions on the imaginary root δ. In view of the preliminary considerations from section 2.3, we already get the following restriction for dimension vectors in EKP(r) ∪ EIP(r):
Proof. We consider the case a ≤ b < ⌊aL r ⌋. We set u := a and v := b + 1. Since b < ⌊aL r ⌋, we have u ≤ v ≤ ⌊uL r ⌋. In view of Proposition 2.11 we find an indecomposable representation B (u,v) ∈ rep(C r ) such that dim π λ (B (u,v) ) = (u, v) and B (u,v) has a thin sink branch x → y.
Let Q ⊆ C r be the full connected subquiver with vertex set supp(B (u,v) ). We know that β := dim B (u,v) is a root for Q. We apply the reflection at y and conclude that the vector β ′ given by
is a root for Q. Hence we find an indecomposable representation F ∈ rep(Q) ⊆ rep(C r ) such that dim F = β ′ . In particular, dim k F x = 1, dim k F y = 0 and dim π λ (F ) = (u, v − 1) = (a, b + 1 − 1) = (a, b). We conclude with 2.4 that π λ (F ) ∈ EKP(r), since the map F (x → y) is not injective. Hence we have found an indecomposable representation with dimension vector (a, b) that is not in EKP(r).
Proof. This now follows from Theorem 3.1 and Theorem 4.1.
4.2.
Filtrations with regular filtration factors. Let (a, b) ∈ ∆ im + (Γ r ) be an imaginary root and assume that (a, b) ∈ EKP(r) ∪ EIP(r). By duality, we can assume that a ≤ b. We would like to show that q Γr (a, b) + b − a = q Γr (a, b) + |a − b| ≥ 1. In view of Theorem 4.1 we can therefore assume that 1 ≤ a ≤ b = ⌊aL r ⌋. In the following we prove that if an indecomposable representation M with dimension vector (a, b) and 1 ≤ a ≤ b = ⌊aL r ⌋ has a filtration
with regular indecomposable filtration factors M i /M i−1 , then there is at most one l ∈ {1, . . . , n} such that M l /M l−1 does not have the equal kernels property. Since some of the proofs are rather technical, we have relegated them to the appendix. Recall that we assume throughout that r ≥ 3.
Remark. Note that the assumption q Γr (a, b) + b − a ≤ 0 is necessary, since for r = 3, (a, b) = (2, 5) ∈ ∆ im
. , n} and one of the following statements holds.
(i) For all i ∈ {1, . . . , n} we have q Γr (a i , b i ) + b i − a i ≥ 1 and M ∈ EKP(r).
(ii) There exists exactly one l ∈ {1, . . . , n} such that q Γr (a l , b l ) + b l − a l < 1.
Proof. Cleary we can assume that n ≥ 2. Note that
Since M i /M i−1 is regular indecomposable, we conclude with ( ) that q Γr (a i , b i ) ≤ 0 for all i ∈ {1, . . . , n} and therefore 1 ≤ a i ≤ b i = ⌊a i L r ⌋ by Lemma 4.4. We assume that there are i = j ∈ {1, . . . , n} such that q Γr (a i , b i ) + b i − a i ≤ 0 and q Γr (a j , b j ) + b j − a j ≤ 0. Then Lemma 4.3 implies that a i +a j ≤ b i +b j ≤ L r (a i +a j )−1. Hence b i +b j < ⌊L r (a i +a j )⌋, in contradiction to Lemma 4.4, since
and q Γr (a i + a j , b i + b j ) ≤ 0 by ( ). Hence there is at most one element l ∈ {1, . . . , n} such that q Γr (a l , b l ) + b l − a l ≤ 0. If there is no such l, then Theorem 3.1 implies that M i /M i−1 ∈ EKP(r) for all i ∈ {1, . . . , n} and therefore M ∈ EKP(r), as EKP(r) is closed under extensions.
4.3.
Proof of the main theorem.
Lemma 4.6. Let Λ be a finite dimensional k-algebra, X, Y be finitely generated Λ-modules and
Since Y is indecomposable and U = 0, we conclude U ∼ = Y and X ∼ = V . Hence E ∼ = X ⊕ Y and δ splits, since every module is finite dimensional over k.
The proof of the following result may be found in the appendix. Proof. By Proposition 4.7 the element (a − 1, b − (r − 1)) ∈ ∆ im + (Γ r ) is an imaginary root and each indecomposable representation with this dimension vector is regular by ( ). Let δ : 0 → X α → E → M → 0 be a short exact sequence. We assume that E is not indecomposable. Since M and X α are regular, we know that E is a regular representation as regular representations are closed under extensions [1, VIII.2.13]. Hence we find l ≥ 2 and indecomposable regular representations E 1 , . . . , E l such that E 1 ⊕ . . . ⊕ E l = E. Since each E i is regular, we know that dim E i = (a i , b i ) ∈ N 2 for all i ∈ {1, . . . , l}. According to Theorem 2.2, we have E ∈ EKP(r) and Proposition 4.5 implies that there is exactly one j ∈ {1, . . . , n} such that q Γr (a j , b j )+b j −a j < 1.
Since l ≥ 2 we find i ∈ {1, . . . , n} such that q Γr (a i , b i ) + b i − a i ≥ 1 and Proposition 3.1 implies that E i ∈ EKP(r). Hence Hom Γr (X α , E i ) = 0 and Lemma 4.6 implies that δ splits, a contradiction. Proof. We prove the statement by induction on a ≥ 1, the case a = 1 being trivial, since then b = r − 1 and for each α ∈ k r \ {0} we have dim X α = (a, b) with X α ∈ EKP(r) by 2.2. Now assume that 1 < a, then Proposition 4.7 implies that (x, y) := Φ r (a − 1, b − (r − 1)) is an imaginary root such that q Γr (x, y) + y − x ≤ 0. We claim that (x, y) ∈ EKP(r). We consider different cases. We assume first that x ≤ y and y < ⌊xL r ⌋ holds, then Theorem 4.1 yields an indecomposable representation not in EKP(r) with dimension vector (x, y). Now we assume that x ≤ y = ⌊xL r ⌋. We have ry − x = Φ −1 r (x, y) 1 = a − 1 and therefore x ≤ x(r − 1) ≤ ry − x = a − 1. By induction we find an indecomposable representation not in EKP(r) with dimension vector (x, y). If x > y, then every indecomposable representation with dimension vector (x, y) is not in EKP(r). It follows that (x, y) ∈ EKP(r). Let Y be an indecomposable regular representation with dimension vector (x, y) such that Y / ∈ EKP(r). In view of Theorem 2.2 we find α ∈ k r \{0} such that 0 = Hom Γr (X α , Y ). Now the Auslander-Reiten formula yields 0 = dim k Hom Γr (X α , Y ) = dim k Ext 1 Γr (τ −1 Γr Y, X α ). Hence we find a non-split exact sequence 1) ), we conclude with Corollary 4.8 that E is indecomposable with dimension vector (a, b). By construction 0 = Hom Γr (X α , E) and therefore E ∈ EKP(r) by Theorem 2.2.
Theorem 4.10. Let r ≥ 1 and δ ∈ ∆ + (Γ r ) be a positive root. The following statements are equivalent:
Proof. For r ∈ {1, 2} the statement follows from Corollary 3.2. Now assume that r ≥ 3, then Proposition 4.9 and Theorem 4.1 imply that (i) =⇒ (ii) holds and (ii) =⇒ (i) follows from Theorem 3.1.
Applications

5.1.
Elementary abelian groups. Let char(k) = p ≥ 2 and E r be a p-elementary abelian group of rank r ∈ N. Given M ∈ mod kE r we define m i := dim k Rad i kEr (M) for all i ∈ {0, 1, 2}. As a consequence of Theorem 4.10 we get:
Then M has the equal images property.
Proof. In view of [4, 5.6.4] 
5.2.
Regular components for wild Kronecker quivers. We assume throughout that r ≥ 3, i.e. rep(Γ r ) is a wild category.
Definition.
A non-zero regular representation E ∈ rep(Γ r ) is called elementary, if there is no short exact sequence 0 → A → E → B → 0 with A and B regular non-zero. We denote the set of all elementary representations by El(r) ⊆ rep(Γ r ) and set X := El(r) ∩ EKP(r). We let E(X ) be the class of all regular representations that have an X -filtration. Note that each elementary representation is, by definition, indecomposable and each regular representation M has a El(r)-filtration. Usually such a filtration is not uniquely determined and not much is known about the elementary representations that appear as filtrations factors for M. If dim M = (a, b) satisfies 1 ≤ a ≤ b = ⌊aL r ⌋, we get the following restrictions:
is an elementary representation. The following statements hold.
(1) There is at most one i ∈ {1, . . . , n} such that E := M i /M i−1 does not have the equal kernels property. In this case there exists α ∈ k r \ {0} such that E ∼ = X α .
(2) For all l ∈ N and each filtration 0 = N 1 ⊂ N 2 ⊂ · · · N m−1 ⊂ N m = τ −l Γr M with elementary filtration factors we have N i /N i−1 ∈ X for all i ∈ {1, . . . , m}.
(3) For all l ∈ N we have τ −l Γr M ∈ E(X ). Proof. Assume that there is some i ∈ {1, . . . , n} such that E := M i /M i−1 is not in EKP(r). Then 4.5 implies that i is unique with this property. Let dim E = (u, v), then u ≤ v = ⌊uL r ⌋ by 4.4. We conclude with [3, 2.5] that 1 ≤ u ≤ v ≤ r − 1. Recall from (⋆) that r > L r > r − 1. Hence 1 = u and v = r − 1. Now Theorem 2.2 implies that E ∼ = X α for some α ∈ k r − 0. This proves (1) . For (2) just note that every El(r)-filtration of τ −l Γr M induces an El(r)-filtration of M by applying τ l Γr to the filtration. Since EKP(r) is closed under τ −1 Γr (see [24, 2.7] ) and dim τ −1 Γr X α ∈ EKP(r) the claim follows. Now (3) is just a special case of (2) . Examples. In the following we consider r = 3.
(i) Consider an indecomposable representation N with dimension vector (3, 6) 
/ / k 2 k.
[01]
o o
There is a short exact sequence 0 → X → M → Y → 0 in rep(C 3 ) such that X, Y are indecomposable with dim π λ (X) = (2, 5) and dim π λ (Y ) = (2, 1). Since every indecomposable representation with dimension vector (2, 5) or (2, 1) is elementary this yields a filtration of π λ (M) by elementary Γ 3 -representations. We apply τ −1 Γ 3 and get a filtration of τ −1 Γ 3 π λ (M) by elementary representations with dimension vectors (13, 34) and (1, 2) . Note that q Γ 3 (14, 36) + |14 − 36| = −20 + 22 = 2 ≥ 1. We conclude with Remark. The existence of m O can also be proved by means of Theorem 2.2 and [14, 4.6] . Our proof, however, provides an algorithm to compute m O . As an application we get computable bounds for the invariants rk(C), W(C), introduced in [13] and [24] , attached to a regular component C of the Auslander-Reiten quiver of Γ r . It follows from [13, 1.7] and [24, 3.4 ] that −1 ≤ − rk(C) ≤ W(C). Proof. For each l ∈ N we denote by d(l) the distance of the cones EIP(r) ∩ C and EKP(r) ∩ C (see [24, 3.1] ) at the level of quasi-length l. We have d(l) = W(C) + (l − 1) for all l ∈ N by definition of W(C). Example. We consider r = 3 and the Coxeter orbit O of (30, 31). We have q Γ 3 (30, 31) = −929 and the orbit looks as follows: In the following we consider for r ≥ 3 the sequence (A i (r)) i∈N given by A 1 (r) := 1, A 2 (r) := r and A i+2 (r) := rA i+1 (r) − A i (r) for all i ∈ N.
Corollary 5.6. Let (a, b) ∈ ∆ im + (Γ r ) be an imaginary root such that a ≤ b. There exists t ≥ r such that for all s ≥ t the following statements hold:
(1) We have Φ −1 s (a, b) ∈ EKP(s). Γs M ∈ EKP(s). Proof. We set t := max{b + 2, r + 1} and fix s ≥ t.
(1) Cleary (a, b) is an imaginary root for q Γs since q Γs (a, b) ≤ q Γr (a, b) ≤ 0. Let δ := Φ −1 Γs (a, b). Then δ 1 ≤ δ 2 and
, then M is regular by ( ). We consider the ascending sequence (A i (s)) i∈N . In view of [7, 3.4] it suffices to show that A i (s) is not a common divisor of a and b for all i ∈ N ≥2 . But this is trivial since
(3) This follows immediatly from (1) and (2) .
The proof of the following result may be found in the appendix.
Lemma 5.7. Let (a, b) ∈ ∆ im + (Γ r ) and l ∈ N. The following statements hold:
Proposition 5.8. Let C be a regular component. There exists a uniquely determined quasisimple representation X C in C such that for each N ∈ C the following statements are equivalent:
(1) Each El(r)-filtration of N is an X -filtration.
(2) The representation N is a successor of X C .
Proof. We first show that there exists a quasi-simple representation Y in C such that for every successor N of Y , every El(r)-filtration of N is an X -filtration. By Corollary 4.2 and Corollary 5.4 we find a quasi-simple representation X ∈ C such that dim X = (u, v) satisfies u ≤ v = ⌊uL r ⌋. We set Y := τ −2 Γr X and (a, b) := dim τ −1 Γr X. Since uL r − v < 1, we get
Let l ∈ N and note that
Clearly x ≤ y and ( ) implies 0 ≤ xL r − y. Now we conclude with Lemma 5.7(i), (ii):
Hence x ≤ y = ⌊xL r ⌋. Therefore Corollary 5.2 implies that for i ∈ N every El(r)-filtration of
is an X -filtration. Hence Y has the desired property. Clearly Y ∈ EKP(r) and we find m ∈ N such that τ m Γr Y ∈ EKP(r). Now let l ∈ {0, . . . , m − 1} maximal such that for every successor N of τ l Γr Y , every El(r)-filtration of N is an X -filtration. Set X C := τ l Γr Y and note that X C has the desired properties.
The duality D Γr : rep(Γ r ) → rep(Γ r ) introduced in [24, 2.2] satisfies D Γr (EKP(r)) = EIP(r) and commutes with the Auslander-Reiten translation. Therefore we conclude: Proposition 5.9. Let C be a regular component. There exists a uniquely determined quasisimple representation Y C in C such that for each N ∈ C the following statements are equivalent:
(1) Each El(r)-filtration of N is a Y-filtration, where Y := El(r) ∩ EIP(r).
(2) The representation N is a predecessor of Y C . Let us consider the first non-trivial case, i.e. r = 2. Then the underlying graph of C 2 is of type A ∞ ∞ , i.e. each indecomposable representation N in rep(C 2 ) can be considered as a representation for a quiver Q with underlying graph A n for some n ∈ N. Therefore N is a thin representation. Hence every indecomposable representation M ∈ rep(C 2 ) with dim k M s(γ) ≤ dim k M t(γ) for all γ ∈ (C 2 ) 1 is already in Inj(2) and π λ (M) ∈ EKP(2).
In the following we give a negative answer to the question for r ≥ 3. The main ingredient in our construction of counterexamples are indecomposable representations X i ∈ rep(C r ), {1, . . . , r} with corresponding push-down π λ (X i ) = X e i , where e i denotes the i-th canonical basis vector of k r (see Theorem 2.2). We fix a source z ∈ (C r ) 0 and denote by y i ∈ n Cr (z) the unique element with π(z → y i ) = γ i . Then X i,z = X i is by definition the uniquely determined indecomposable and thin representation with supp(X i ) = {z} ∪ j =i {y j }. Let M ∈ rep(C r ) be an indecomposable representation, x → y ∈ (C r ) 1 , and i ∈ {1, . . . , r} with π(x → y) = γ i . Let g ∈ G(r) be the unique element with x ∈ supp(X g i ). In view of 2. Proof. Since M ∈ Inj(r), we have Hom Cr (X h i , M) = 0 for all h ∈ G(r). Let g ∈ G(r) be such that s(γ) ∈ supp(X g i ). Since τ Cr M(γ) is surjective, we conclude with the Auslander-Reiten formula Hom Cr (M, X g i ) ∼ = Ext 1 Cr (X g i , τ Cr M) = 0. Hence M and X g i are Hom-orthogonal. Since τ Cr M(γ) is not injective, we have 0 = Hom Cr (X g i , τ Cr M) ∼ = Ext 1 Cr (M, X g i ). Hence [20, 3.7 ] implies that we can find a short exact sequence Note that M ∈ Inj(3), since every source in supp(M) is thin and M is indecomposable. Now consider i ∈ {1, 2, 3} such that π(x → y) = γ i . Without loss we can assume that x ∈ supp(X i ). Then the support of X i looks as follows: Proof of Proposition 4.7
We divide the proof into several steps. Let (u, v) ∈ N 2 0 . At first we prove:
. Assume that (u, v) ∈ ∆ im + (Γ r ) is an imaginary root such that u ≥ v + r − 1. Clearly Φ −1 r (u, v) is an imaginary root. We distinguish two cases. If Φ −1 r (u, v) 1 > Φ −1 r (u, v) 2 , then the result is trivial. Hence we can assume that where q := r 2 − r + L r − L r r − 1. By (⋆) we have q = 1 Lr (r − 1) − 1 ≤ 0, and conclude
. ⋄ Now we show show the following equation: (2) q Γr (u − 1, v − (r − 1)) = q Γr (u, v) + u(r 2 − r − 2) + v(−r + 2) + 2 − r.
We have ⋄ Now we consider (a − 1, b − (r − 1)). We have a − 1 ≤ b − (r − 1) ⇔ r − 2 ≤ b − a. Since b = ⌊aL r ⌋, we conclude with (⋆) that b − a ≥ aL r − 1 − a = (L r − 1)a − 1 ≥ (r − 1 − 1)a − 1 ≥ 2(r − 2) − 1 = r − 2 + r − 3 ≥ r − 2. Hence a − 1 ≤ b − (r − 1), which proves Proposition 4.7(i). We conclude with (2) and the assumption that q Γr (a − 1, b − (r − 1)) = q Γr (a, b) + 2 − r + a(r 2 − r − 2) + b(−r + 2) = q Γr (a, b) + b − a + 2 − r + a(r 2 − r − 1) + b(−r + 1) ≤ 2 − r + a(r 2 − r − 1) + b(−r + 1)
We set u := Φ r (a, b) 1 and v := Φ r (a, b) 2 . The assumption u−v > r−2 in conjunction with (1) yields that (a, b+1) is an imaginary root. But this is a contradiction since b = ⌊aL r ⌋ is maximal. Hence q Γr (a − 1, b − (r − 1)) ≤ 0 and (a − 1, b − (r − 1)) is an imaginary root. Therefore (x, y) := Φ r (a − 1, b − (r − 1)) is also an imaginary root. Hence we have established the second statement of Proposition 4.7. The third statement follows immediatly from (3).
Proof of Lemma 5.7
In the proof we write A i instead of A i (r) for all i ∈ N. By definition we have A 1 := 1, A 2 := r and A l+2 := rA l+1 − A l for all l ∈ N. We claim that for all l ∈ N (1)
A l+1 = L l r − A l L r + rA l . The proof is by induction on l ∈ N. We have A 2 = r = L r − A 1 L r + rA 1 and conclude with the inductive hypothesis
This proves (1) . ⋄ Now we prove (i) by induction on l. We let (x l , y l ) := l i=0 Φ −i r (a, b) and get for l = 1 that (x l , y l ) = (rb, r 2 b − ra). Hence (a, b) . We apply the inductive hypothesis to Φ −1 r (a, b) = (rb − a, (r 2 − 1)b − ra) and get
We conclude with (1) that x l+1 L r − y l+1 = A l+2 L l+1 r (aL r − b). This finishes the proof of (i). The statement (ii) follows also by induction on l. We have A 1 = 1 < L r . Now assume that A l ≤ L l r . We conclude with (1) that A l+1 = L l r − A l L r + rA l (⋆) = L l r + A l L r ≤ L l r + L l−1 r = L l−1 r (L r + 1) ≤ L l−1 r L 2 r = L l+1 r .
This proves (ii).
