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Abstract
Motivated by the computation of loop space quantum mechanics as indicated in [7],
here we seek a better understanding of the tubular geometry of loop space LM corre-
sponding to a Riemannian manifoldM around the submanifold of vanishing loops. Our
approach is to first compute the tubular metric of (M2N+1)C around the diagonal sub-
manifold, where (MN)C is the Cartesian product of N copies ofM with a cyclic ordering.
This gives an infinite sequence of tubular metrics such that the one relevant to LM can be
obtained by taking the limit N →∞. Such metrics are computed by adopting an indirect
method where the general tubular expansion theorem of [12] is crucially used. We discuss
how the complete reparametrization isometry of loop space arises in the large-N limit and
verify that the corresponding Killing equation is satisfied to all orders in tubular expan-
sion. These tubular metrics can alternatively be interpreted as some natural Riemannian
metrics on certain bundles of tangent spaces of M which, for M×M, is the tangent
bundle TM.
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1 Introduction and summary
Configuration space of a non-linear sigma model (NLSM) [1] with target spaceM is the
corresponding free loop space LM [2].
LM = C∞(S1,M) . (1.1)
One can rewrite NLSM as a single particle model in LM such that the complete geometry
of the configuration space is manifest [3, 4, 5, 6, 7]. For small loops which are entirely
contained in a single normal neighbourhood [8] in M, the configuration space can be
described as a tubular neighbourhood [9, 10, 11] around ∆ ↪→ LM (see [7]). Here
∆(∼= M) is the submanifold of vanishing loops, i.e. constant maps from S1 to M. It
was demonstrated in [7] that in a semi-classical limit (α′ → 0) of the loop space quantum
mechanics (LSQM) the string wavefunction localises on ∆. This in turn implies that the
semi-classical expansion is to be derived from tubular expansion of geometric quantities
of LM.1 It was also shown that the effective quadratic action for the tachyon state was
correctly reproduced at leading order.
There are two obstacles in performing the computation described in [7],
1. Lack of a detailed understanding of the tubular geometry in LM.
2. LM is infinite dimensional. This causes divergences to appear in the computation.2
To regularise the divergences, it is natural to think of considering a finite dimensional
model which, in the limit of large dimensionality, will approach the loop space model.
The goal of this work is to construct suitable finite dimensional geometries, perform the
required limit and explicitly construct the tubular geometry in LM in this way.
As will be discussed in §2, the finite dimensional cut-off space we consider is the tubular
neighbourhood of the diagonal submanifold ∆ embedded in (M2N+1)C , where,
MN = M×M× · · · ×M [N factors] , (1.2)
1To further elaborate on the relation between standard 2d QFT language of NLSM and LSQM, one
notes that for quantization of small strings in curved space it is crucial that the center of mass (CM)
mode and modes of internal fluctuations be separated carefully in a covariant manner. The submanfold
structure in LM gives this description, where ∆ is the space of CM. Given such a separation, the covariant
expansion of the string field is given by the tubular expansion of Schrödinger wavefunction in LSQM.
Simlarly, for the expectation values of operators, one first writes them in position space representation of
LSQM and then tubular expands the relevant geometric quantities which include differential operators.
2These are analogue of the usual UV divergences of NLSM in the present approach.
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and the subscript C indicates that the factors are cyclically ordered. The limit of large
dimensionality is simply the limit N → ∞. Notice that we use the same notation ∆ for
both the submanifold of vanishing loops in LM and the diagonal submanifold ofMN , as
both of them are isomorphic toM and the embeddings merge together at large N .
The plan of the paper is as follows. In §2 we describe the construction of the relevant
tubular neighbourhoods. We evaluate the tubular geometry around ∆ ↪→ MN and the
subsequent large-N limit in detail in §3 and §4 respectively with many technical details
summarised in several appendices. Finally, in §5 we make comments regarding our choice
of the cut-off space and some possible applications of our results besides its use in the
study of LSQM.
Before we end this introduction, below we briefly discuss a couple of key points relevant
to our analysis. The first question is: What do we actually mean by “evaluating tubular
geometry" in this case? To answer this we recall that given an arbitrary submanifold
admitting a tubular neighbourhood, it is possible to perform covariant Taylor expansion
of tensors around the submanifold [11, 12]. The expansion coefficients are tensors of the
ambient space evaluated at the submanifold which describe various extrinsic properties of
the embedding. In our case both the submanifold and the ambient space are constructed
out of M only. Therefore, it should be possible to evaluate all the tubular expansion
coefficients of, say vielbein, in terms of the intrinsic geometric data ofM (hereafter called
M-data). A direct method was used in [7] by explicitly constructing the Fermi normal
coordinates (FNC) [10, 11, 12] and implementing the required coordinate transformation
order-by-order. It is difficult to carry out such a method as the computation soon becomes
involved enough. In this work we use an indirect method (to be discussed in §3.1) which
utilizes the general results of [12] very crucially and we are able to derive all-order-results
this way.
The second question is: How do we know that the large-N -geometry we obtain this
way is indeed the geometry of loop space? We show evidence for the case through argu-
ments involving isometries. In particular, we show that the large-N -geometry admits the
reparametrization isometry of loop space by verifying the relevant Killing equation to all
orders in tubular expansion. We hope to present further evidences with the analysis of
geodesics in [13].
4
2 Construction of tubular neighbourhood
Here we describe the construction of tubular neighbourhoods in LM andMN . For LM
we review the intuitive manner in which it was introduced in [7]. All our discussion about
finite dimensional spaces will be rigorous and we would like to think of LM only as a
limit.
We will use the notation US to refer to certain open normal neighbourhood in S, where
S will stand forM,MN or LM. We will see how such neighbourhoods are inter-related.
A small loop inM is a loop which is entirely contained in a single normal neighbourhood
inM, say UM. All such loop configurations within UM define a neighbourhood ULM in
LM such that ∆ ∩ ULM is non-vanishing. In fact, given that ∆ is the submanifold of
vanishing loops, we must have: ∆ ∩ ULM ∼= UM. This simply implies that the points in
UM, i.e. zero loops, can be identified with the points in ∆ ∩ ULM. Therefore a non-zero
loop in UM corresponds to a point in ULM which is away from the submanifold. Given any
point P in a tubular neighbourhood, there exists a unique geodesic passing through P that
is orthogonal to the submanifold. The intersection of this geodesic and the submanifold
is also a unique point Q [10]. Since in our case P ∈ ULM is a loop in UM, one may view
the unique point Q ∈ UM 3 as an average, or in the language of [7], centre of mass (CM)
of the loop. To define the CM we proceed as follows [7]. Let l : S1 → UM be the loop
corresponding to the point P in ULM. Given an arbitrary point q ∈ UM, we construct the
pre-image of l in TqM under the exponential map based at q,
t(q, σ) := Exp−1q ◦ l(σ) . (2.3)
Since exponential map is a diffeomorphism within a normal neighbourhood, the above
map is one-to-one. CM of l is the unique point Q for which,∮
dσt(Q, σ) = 0 . (2.4)
The above prescription explicitly spells out how to identify, in a one-to-one manner, all
possible small loop configurations in UM and points in ULM in the following way. First of
all, the configurations of all possible small loops in UM are in one-to-one correspondence
with certain loop configurations in TM such that each loop in TM resides entirely in a
single fiber with its average position fixed at the corresponding base point. Zero section
3Note that Q is a point in ∆ ∩ ULM, but the latter has been identified with UM.
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of TM is then identified with ∆ ↪→ LM and the loops in TQM are identified with points
on the geodesics in LM that intersect ∆ ↪→ LM orthogonally at Q ∈ ∆.4
The above discussion however does not directly tell us how to write down the metric
of LM in the form of a tubular expansion in the sense of [12]. Explicitly writing down
this metric is the purpose of this work. To this end we define an infinite sequence of finite
dimensional spaces L(N)M (N being a positive integer) such that the tubular geometry
of LM can be understood as a large-N limit. Such a cut-off loop space should satisfy the
following properties,
1. L(N)M admits ∆ ∼=M as a submanifold.
2. Tubular geometry around ∆ ↪→ L(N)M approaches the tubular geometry around
∆ ↪→ LM in the limit N →∞.
As mentioned in §1, in this work we explore the following possibility,
L(N)M = (M2N+1)C , (2.5)
with the diagonal submanifold ofM2N+1 playing the role of ∆.
The construction of tubular neighbourhood around ∆ ↪→MN is simply a discretised
version of the above discussion regarding loop space. Since UMN = (UM)N , a point in
UMN , say (l1, l2, · · · , lN) is an N -point configuration in UM. Following the loop-space-
discussion we define the average position/CM by the unique point Q ∈ UM(or ∆∩UMN )
such that,
N∑
p=1
tp(Q) = 0 , (2.6)
where given q ∈ UM,
tp(q) ≡ Exp−1q ◦ lp . (2.7)
Notice that it is the condition in (2.6) which singles out the diagonal submanifold as the
space of all possible locations of the CM. Therefore all possible N -point configurations
4The tubular neighbourhood theorem would then demand that the one-to-one map described above
be a diffeomorphism and the identification of loops in TM with points on geodesics in LM be consistent.
In this work we will construct this diffeomorphism explicitly for the cut-off space while postponing the
analysis of geodesics to [13].
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contained entirely in a single normal neighbourhood in M are in one-to-one correspon-
dence with certain N -point configurations in TM such that in each such configuration all
the N -points are in a single fiber with the average fixed at the corresponding base point.
Just like in the case of loop space, we then identify the zero section with ∆ ↪→MN such
that the N -point configuration in TQM given by {tp} in (2.6) is mapped to (l1, l2, · · · , lN)
in the neighbourhood of ∆ inMN . This is the basic construction that will be used in §3
to compute the tubular metric inMN .
3 Tubular geometry inMN
The purpose of this section is to explicitly work out the tubular geometry around ∆ ↪→
MN in terms ofM-data. Here we first pose the problem in more technical terms. It is
a well-known fact in Riemannian geometry [14] that an open neighbourhood around the
diagonal ofM×M is diffeomorphic to an open neighbourhood around the zero section
of TM. The construction described in the previous section is a generalisation of the same
statement whereM×M is replaced byMN and TM by a bundle T (N−1)M whose base
isM and the fiber at Q ∈M is given by5,
T
(N−1)
Q M = TQM⊕ · · · ⊕ TQM , [(N − 1) additive factors] . (3.8)
The relevant diffeomorphism may be considered to be a transformation between the
coordinate systems which are natural in MN and T (N−1)M. In the natural coordi-
nate system in MN , hereafter to be called direct product coordinates (DPC), the point
(l1, l2, · · · , lN) ∈ UM is given by,
z¯a¯ = (xα11 , x
α2
2 , · · · , xαNN ) . (3.9)
On the other hand the natural coordinate system in T (N−1)M is taken to be the FNC
relevant to the present case. The notation for FNC in a generic case is already set up in
Appendix A. See, for example, eq.(A.85). In our special case, because of the particular
structure of eq.(3.8), this takes the following form,
zˆa = (xα, yˆA) = (xα, yˆαˆ11 , · · · , yˆαˆN−1N−1 ) , (3.10)
5The reason that there are (N−1) additive factors in eq.(3.8) is simply because in the TM description,
as discussed below eq.(2.7), the N -point configuration is given by (N − 1) independent tangent vectors
ofM.
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where xα is a general coordinate6 for Q ∈ M and yˆa (a = 1, 2, · · · , (N − 1)) is the fiber
coordinate along the a-th factor on the RHS of (3.8).
The metric is of course known in DPC in terms of M-data. A direct method of
computing the tubular metric (i.e. the metric in zˆ-system given in tubular expansion form)
will be to start with the metric in DPC and then perform the coordinate transformation
z¯ → zˆ. We will explicitly construct the full coordinate transformation in Appendix B
in terms of exponential maps. However, as mentioned earlier, this computation is very
cumbersome. We will instead adopt an indirect method using which we are able to
compute all-order results for vielbein.
As an interesting aside, notice that the above construction naturally gives a Rieman-
nian metric on T (N−1)M. This Riemannian metric is nothing but the tubular metric
that we have set out to compute. For N = 2 the bundle under question is the tangent
bundle TM and the explicit form of its metric will be written down to quartic order in
eqs.(3.42-3.44). There are other approaches of constructing natural Riemannian metrics
on TM in the literature [15] and it may be interesting to explore if there is any relation
between these two types of constructions.
The indirect method will be described in §3.1. The results for vielbein-expansion will
be obtained using this method in §3.2. We show explicit form of the metric expansion up
to quartic order for N = 2, 3 in §3.3. We test our results using the direct method up to
second order in Appendix C.
3.1 The indirect method
The indirect method is given as follows. The work of [12] proves a general theorem which
describes the tubular expansion of vielbein around M sitting as a submanifold in an
arbitrary ambient space L to all orders. This result, as well as certain notations to be
used below, are summarised in Appendix A. We take this general result and specialise to
our case where L =MN and the submanfiold under question is the diagonal one. At this
stage the expansion coefficients, which are tensors ofMN evaluated at the diagonal, are
expressed in terms of FNC. Therefore the problem is to re-express all of them in terms
of M-data. This can be done, thanks to their tensorial nature, by transforming them
under zˆ → z¯ to express them in terms of tensors in DPC, which are directly known in
terms ofM-data. Notice that this requires a very limited amount of information about
6We will eventually take xα and xαpp (p = 1, 2, · · · , N) to be the same local coordinate system inM.
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the coordinate transformation as the Jacobian matrix needs to be evaluated only at the
submanifold. This is where the usefulness of the result in [12] and the indirect method
lies.
Below we will first compute this Jacobian matrix (restricted to the submanifold) fol-
lowing the general construction of [10] and then in §3.2 we express all the quantities
relevant to the expansion of vielbein in terms ofM-data. Although this suffices for our
practical goal, we perform certain further analysis for completeness of our overall under-
standing. This also facilitates the verification done in Appendix C. There are various
steps of this analysis and the entire discussion has been kept in Appendix B.
We now proceed to compute the relevant Jacobian matrix. Going back to eqs.(3.9)
and (3.10), we note that without loss of generality we may take each one of x and xp
(∀p) (labelling the points Q and lp respectively) to be the general coordinate system U
as described in Appendix B.1. This implies that the metric in DPC has the following
block-diagonal form7,
g¯a¯b¯(z¯)→ diag(
1
N
Gα1β1(x1),
1
N
Gα2β2(x2), · · · ,
1
N
GαNβN (xN)) , (3.11)
where G is the metric inM. The factor of 1/N on the RHS is due to the following reason.
In an N -dimensional Cartesian system there exists an N -dependent scaling between the
length scales along the axes and the diagonal. The above definition and the coordinate
transformation to be discussed below will ensure that the induced metric on the diagonal
submanifold be given by G.
In order to define yˆA in (3.10), let us first denote the components of the tangent vector,
(t1, t2, · · · , tN) ∈ T(x,x,···,x)MN = TxM⊕ · · · ⊕ TxM (N additive factors) , (3.12)
in DPC by ξ¯a¯ = (ξα11 , ξ
α2
2 , · · · , ξαNN ). Then according to the relation between lp and tp as
given by eq.(2.7), we must have,
xαpp = δ
αp
αx
α + Expαpx (ξp) ,
= δαpαx
α + ξαpp +O(ξ2p) , (3.13)
where Expx : TxM→M 8 is the exponential map inM as given in eq.(B.94). According
7Following notations similar to that of Appendix A, we use lower case symbols with a bar to denote
tensors ofMN in DPC.
8Since now onwards we will mostly work with coordinate description, by abuse of language, a point
will usually be referred to by its coordinates in a given system.
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to the construction of [10], yˆ and ξ¯ are linearly related,
ξ¯a¯ = K a¯B yˆ
B , (3.14)
where,
K a¯b =
(
∂z¯a¯
∂zˆb
)
, (3.15)
is the Jacobian matrix for the transformation zˆ → z¯. Notice that ξ¯ satisfies the following
constraint, ∑
p
δααpξ
αp
p = 0 , (3.16)
(which is the same equation in (2.6) in component form) and therefore eq.(3.14) is invert-
ible.
Below we will first construct J = K−1 by demanding that the metric in FNC at the
location of the submanifold, as dictated by the results mentioned in Appendix A, be given
by,
gˆab → diag(Gαβ(x), ηAB) , ηAB = ηαˆβˆδab , (3.17)
where ηαβ, given the fact thatM is considered to be Riemannian, is simply given by the
Kronecker delta. However, we will continue to use the symbol ηαβ so that the expressions
are generalizable to arbitrary signature. Before we go on to construct J , we explain
the index notation adopted in the above equation. According to the index notation of
eq.(3.10), the transverse coordinates are denoted as yˆαˆ11 , yˆ
αˆ2
2 , · · ·. We use the notation
a, b, · · · to denote the subscript when it is arbitrary. But in that case we can make our
notation less clumsy by removing the subscript from the tensor index (i.e. by writing
yˆαˆa, yˆ
βˆ
b, · · ·) but keeping in mind the association between Roman and Greek alphabets as
a ↔ αˆ, b ↔ βˆ etc. At the same time the upper case Roman indices can be thought
of being associated to pairs in the following way: A ↔ (a, αˆ), B ↔ (b, βˆ).9 Such an
association is implied in the second equation of (3.17).
In order to construct J , we first look at the general way of decomposing a vector
in MN into components that are tangential and normal to the diagonal submanifold.
9 Notice that the types of indices considered so far, namely αp, α and αˆa (or αˆ) are all tangent space
indices of the same manifold, i.e. M. Such indices are indistinguishable when they appear in a quantity
that is intrinsic toM. However, they play different roles from the point of view ofMN .
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Given an arbitrary element in T(x,x,···,x)MN with components in DPC given by η¯a¯ =
(ηα11 , η
α2
2 , · · · , ηαNN ), one can define the tangential and normal parts as follows,
η¯α‖ = R
α
b¯η¯
b¯ , η¯A‖ = 0 , and η¯
α
⊥ = 0 , η¯
A
⊥ = R
A
b¯η¯
b¯ , (3.18)
respectively, where R = O ⊗ 1ldimM ( 1ld being the identity matrix of dimension d), i.e.
Rαβp = O0pδ
α
βp , R
A
βp = Oapδ
αˆ
βp , a = 1, 2, · · · (N − 1) , (3.19)
and O is an N ×N orthogonal matrix such that,
O0p =
1√
N
. (3.20)
In fact, to preserve handedness of the coordinate system, we will always consider O ∈
SO(N) in this work.
The above definition of transversality and the existing direct product structure imply
that,
yˆA =
1√
N
EAB(x)RBb¯ξ¯ b¯ , (3.21)
where ξ¯a¯ satisfy the condition (3.16) and the matrix E(x) has a block-diagonal form,
E(x) = diag(E1(x), E2(x), · · · , EN−1(x)) , (3.22)
where the sub-matrix Ea(x) is unknown, to be determined below. Equations (3.21, 3.13)
and (3.14) imply,
Jαβp =
1√
N
Rαβp J
A
βp =
1√
N
EAB(x)RBβp , (3.23)
Kαpβ =
√
N(RT )αpβ , K
αp
B =
√
N(RT )αpCFCB(x) , (3.24)
where,
F(x) = diag(F1(x),F2(x), · · · ,FN−1(x)) , (3.25)
such that,
Fa(x)Ea(x) = 1ldimM . (3.26)
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Therefore to reach our final goal all we have to do is to find Ea(x) and Fa(x). This can
be done by demanding that the coordinate transformation under consideration relate g¯a¯b¯
as given in eq.(3.11) and gˆab as given in eq.(3.17). This gives, upon using OTO = 1lN ,
Eαaβ(x) = E(α)β(x) , Fαaβ(x) = E(β)α(x) , ∀a = 1, 2, · · · , (N − 1) , (3.27)
where E(α)β(x) is the vielbein of M (see Appendix B.1). Notice that the use of indices
in the above equations does not seem to be compatible with the rules mentioned below
eq.(3.17). This is because those rules do not apply to Ea and Fa as these are quantities
intrinsic toM (see footnote 9).
Our discussion so far enables one to relate any tensor in the two systems (FNC and
DPC) at the submanifold. However, for a quantity which also caries an internal frame
index, one has to find suitable basis for the frames as well in order to compare with the
results summarized in Appendix A. This is done simply by using the rotation matrix R.
For example, given the vielbein components10,
e¯(a¯)b¯(z¯) → diag(
1√
N
E(α1)β1(x1),
1√
N
E(α2)β2(x2), · · ·) , (3.28)
in DPC, we define the tangential and transverse components as,
e¯
(α)
‖ b¯ = R
α
a¯e¯
(a¯)
b¯ , e¯
(A)
⊥ b¯ = R
A
a¯e¯
(a¯)
b¯ . (3.29)
Then the vielbein components in FNC are defined as follows,
eˆ(α)b = e¯
(α)
‖ a¯K
a¯
b , eˆ
(A)
b = e¯
(A)
⊥ a¯K
a¯
b , (3.30)
It is the vielbein components of (3.30) that we need to identify with the ones whose
tubular expansion has been discussed in Appendix A. The same prescription for defining
tangential and transverse internal indices as given in eqs.(3.29) is to be used for arbitrary
tensors. For example, each term in the tubular expansion of eˆ(a)b is of the form tˆ(a)b,
which should be written as (in matrix notation),
tˆ = Rt¯K , (3.31)
where t¯ is the same tensor in DPC evaluated on the submanifold. Notice that the right
hand side is entirely written in terms ofM-data.
10The N -dependence of (3.28) is obtained by requiring compatibility with (3.11).
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3.2 Expansion coefficients for vielbein
Given the above discussion, we can now compute all the quantities appearing in eqs.(A.86)
in terms ofM-data using eq.(3.31). However, there are a few points to be considered here.
The first one is to find the right N -dependence. To count the N -dependence system-
atically we introduce Weyl transformed tensors in DPC in the following manner. Just
like for the metric (see eq.(3.11)), given any tensor T inM, we construct a corresponding
tensor t¯′ inMN which is block-diagonal, such that the p-th block is given by,
t′p(z¯) = t
′
p(xp) = T (xp) . (3.32)
For example, for a tensor of rank, say (2, 1),
t¯′a¯b¯c¯(z¯) =

t′p
αpβp
ξp(xp) = T
αpβp
ξp(xp) for a¯ = αp, b¯ = βp, c¯ = ξp
0 otherwise
 , ∀p = 1, 2, · · · , N .
(3.33)
The above statements (3.32, 3.33) are, in fact, true not only for tensors, but for any
quantity constructed out of vielbel and its derivatives. The primed tensors are related to
the corresponding unprimed ones by a Weyl transformation.
t¯ = N
w
2 t¯′ , (3.34)
where, w is the Weyl-weight of the tensor. The above equation determines N -dependence
of all the tensors. For example, w = −2, 2,−1, 0 for g¯a¯b¯, g¯a¯b¯, e¯(a¯)b¯ and r¯a¯b¯c¯d¯ respectively.
Our next concern is the following. The tubular expansion under consideration can
be viewed as an expansion in powers of the vector (t1, t2, · · · , tN) (see eq.(3.12)). The
expression for the expansion coefficients depends on the coordinate system chosen to de-
scribe this vector. For example, we could choose to use DPC, in which case the expansion
parameter will be ξαpp . Alternatively, we could also use FNC (yˆαˆa) or any other coordinate
system. The choice depends on the application. For example, if the (tubular) geometric
structure ofMN is appearing in a dynamical model inM, then it will be most suitable
to expand in terms of ξp as one is ultimately interested in a physical answer to be given
completely in terms of M-data. On the other hand, recalling our discussion at the be-
ginning of §3, we may also view the tubular geometry under consideration as a natural
Riemannian geometry on the bundle T (N−1)M where {yˆαˆa} play the role of coordinates
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along fiber. From this point of view it will be natural to describe the geometry as an
expansion in terms of {yˆαˆa}.
It turns out that the expressions look simpler if we use ξp instead of yˆαˆa. It will also
turn out that this difference will not matter much when we extend the result to loop space
in next section. Therefore below we choose to write the tubular expansion of vielbein in
terms of ξp.
A typical term in this expansion is given by,
tˆ(a)bD1···Dn yˆ
D1 · · · yˆDn = Raa¯t¯(a¯)b¯d¯1···d¯nK b¯b(K d¯1D1JD1 e¯1) · · · (K d¯nDnJDn e¯n)ξ¯e¯1 · · · ξ¯e¯n ,
= N
(w+1)
2 T (αˆ)(βˆ)δ1···δn(x)
∑
p
OapOTpbξ
δ1
p · · · ξδ
n
p , a, b = 0, 1, 2, · · · ,
(3.35)
where we have used eq.(3.31) and,
K d¯AJ
A
e¯ξ¯
e¯ = ξδpp . (3.36)
Notice that, to reduce clutter, in the second line we have specified the result for all
values of the indices a = (α,A) and b = (β,B) by allowing a and b to have the value 0.
According to our notation for indices, αˆ (βˆ) in the same equation should be replaced by
α (β) whenever a (b) possesses the value 0.
Using the above results one can finally compute the expansion coefficients of vielbein.
In addition to the last equation in (A.90), which remains the same, the final results are
given by,
eˆ
(α)
0 β = E
(α)
β(x) , (3.37)
eˆ
(A)
0 β =
1√
N
Ωβ
(αˆ)
γ(x)
∑
p
Oapξγp , (3.38)
pˆi(a)(b)({s}n, yˆ) =
∑
p
OapOTpbΠ
(αˆ)
x (βˆ)({s}n, ξp) , a, b = 0, 1, · · · , (N − 1) .
(3.39)
The Π-matrix in the above equation is given by,
Πx({s}n, ξ) = (ξ.∇)s1R(ξ;x) · · · (ξ.∇)snR(ξ;x) ,
(ξ.∇)s[R(ξ;x)](α)(β) = ξα1 · · · ξαsξγξδ∇α1 · · · ∇αsR(α)γδ(β)(x) . (3.40)
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Furthermore,
Ωα
(β)
(γ) = E
(β)
δ∇αE(γ)δ , (3.41)
Rαβγδ and ∇ are spin connection, Riemann tensor and covariant derivative ofM respec-
tively in the general coordinate system U as described in Appendix B.1. The coordinate
and non-coordinate indices are interchanged by the use of vielbein E(α)β. For example,
Ωα
(β)
γ = Ωα
(β)
(δ)E
(δ)
γ. Finally, notice that to reduce clutter we have packaged all the
values of the indices a and b in eq.(3.39) as was done in eq.(3.35).
3.3 Some explicit results for metric-expansion
As we saw in the previous subsection, our method of computing tubular expansion of any
tensor around ∆ ↪→ MN boils down to first writing down the expansion in the generic
case of M ↪→ L and then specialize to L = MN and use the method as described in
§3.1 to express the results in terms ofM-data. We follow the same procedure to arrive
at explicit results for metric-expansion up to quartic order for N = 2, 3. The necessary
details of the computation are given in Appendix D where we also argue that ∆ ↪→MN
is totally geodesic for any N .
For N = 2, we express the results in terms of yˆαˆ1 = yˆαˆ (the index a possesses only
one value, i.e. 1) and it can be interpreted as a natural Riemannian metric on tangent
bundle TM. For N = 3, to avoid complications we express the results in terms of ξ¯a¯
which satisfies the constraint (3.16).
N = 2
The SO(2) matrix is uniquely fixed to be as given in eq.(D.184). The final results are,
gˆαβ = Gαβ + (Rα(ξˆ1ξˆ2)β + Ωα
η
(ξˆ1)Ωβη(ξˆ2))yˆ
ξˆ1ξˆ2 +
{
1
12
∇tot
(ξˆ1)
∇(ξˆ2)Rα(ξˆ3ξˆ4)β +
1
3
Rα(ξˆ1ξˆ2)ηR
η
(ξˆ3ξˆ4)β
+
1
4
(∇tot
(ξˆ1)
Rη(ξˆ2ξˆ3)βΩα
η
(ξˆ4) + α↔ β) +
1
3
Rη(ξˆ1ξˆ2)δΩα
η
(ξˆ3)Ωβ
δ
(ξˆ4)
}
yˆξˆ
1···ξˆ4 +O(yˆ5) ,(3.42)
gˆαβˆ = Ωα(βˆξˆ)yˆ
ξˆ +
{
1
4
∇(ξˆ1)Rα(ξˆ2ξˆ3βˆ) +
1
3
Ωα
η
(ξˆ1)Rη(ξˆ2ξˆ3βˆ)
}
yˆξˆ
1···ξˆ3 +O(yˆ5) , (3.43)
gˆαˆβˆ = ηαˆβˆ +
1
3
R(αˆξˆ1ξˆ2βˆ)yˆ
ξˆ1 yˆξˆ
2
+ (
1
20
∇(ξˆ1)∇(ξˆ2)R(αˆξˆ3ξˆ4βˆ) +
2
45
R(αˆξˆ1ξˆ2)ηR
η
(ξˆ3ξˆ4βˆ))yˆ
ξˆ1···ξˆ4
+O(yˆ5) , (3.44)
where we have used the notation: yˆξˆ1···ξˆn = yˆξˆ1 · · · yˆξˆn . The geometric quantities appearing
on the RHS, namely G, Ω, R and its covariant derivatives are all evaluated at x ∈ ∆ ∼=M.
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Also note that according to our notations as explained below eq.(3.41),
∇(ξ1)Rα(ξ2ξ3)β = E(ξ1)η1∇totη1 (E(ξ2)η
2
E(ξ3)
η3Rαη2η3β) , (3.45)
where ∇tot is the total covariant derivative which annihilates vielbein.
N = 3
The SO(3) matrix is taken to be as given in eq.(D.186). This is of course not a unique
choice. The final results are given by,
gˆαβ = Gαβ +
1
3
[
(Rαγ1γ2β + Ωα
η
γ1Ωβηγ2)
∑
p
ξγ
1γ2
p
+(
1
3
∇totγ1Rαγ2γ3β +
2
3
Rαγ1γ2ηΩβ
η
γ3 +
2
3
Rβγ1γ2ηΩα
η
γ3)
∑
p
ξγ
1···γ3
p
+
{
1
12
∇totγ1γ2Rαγ3γ4β +
1
3
Rαγ1γ2ηR
η
γ3γ4β +
1
4
(∇γ1Rαγ2γ3ηΩβηγ4 + α↔ β)
+
1
3
Rηγ3γ4δΩα
η
γ1Ωβ
δ
γ2
}∑
p
ξγ
1···γ4
p +O(ξ
5)
]
.
= Gαβ +
1
3
(Rαγ1γ2β + Ωα
η
γ1Ωβηγ2)
∑
p
ξγ
1γ2
p
+(
1
9
∇totγ1Rαγ2γ3β +
2
9
Rαγ1γ2ηΩβ
η
γ3 +
2
9
Rβγ1γ2ηΩα
η
γ3)
∑
p
ξγ
1···γ3
p
+
{
1
36
∇totγ1∇totγ2Rαγ3γ4β +
1
12
Rαγ1γ2ηR
η
γ3γ4β +
1
12
(∇totγ1Rαγ2γ3ηΩβηγ4 + α↔ β)
+
1
9
Rηγ3γ4δΩα
η
γ1Ωβ
δ
γ2
}∑
p
ξγ
1···γ4
p +O(ξ
5) , (3.46)
gˆαβˆ1 =
1√
6
[
Ωα(βˆ1)γ(−ξγ1 + ξγ2 ) +
2
3
Rαγ1γ2(βˆ1)(−ξγ
1γ2
1 + ξ
γ1γ2
2 )
+(
1
4
∇totγ1Rαγ2γ3(βˆ1) +
1
3
Ωα
η
γ1Rηγ2γ3(βˆ1))(−ξγ
1···γ3
1 + ξ
γ1···γ3
2 )
+(
1
15
∇totγ1∇totγ2Rαγ3γ4(βˆ1) +
2
15
Rαγ1γ2ηR
η
γ3γ4(βˆ1)
+
1
6
Ωα
η
γ1∇totγ2Rηγ3γ4(βˆ1))(−ξγ
1···γ4
1 + ξ
γ1···γ4
2 )
+O(yˆ5)
]
, (3.47)
gˆαβˆ2 =
1
3
√
2
[
Ωα(βˆ2)γ(−ξγ1 − ξγ2 + 2ξγ3 ) +
2
3
Rαγ1γ2(βˆ2)(−ξγ
1γ2
1 − ξγ
1γ2
2 + 2ξ
γ1γ2
3 )
+(
1
4
∇totγ1Rαγ2γ3(βˆ2) +
1
3
Ωα
η
γ1Rηγ2γ3(βˆ2))(−ξγ
1···γ3
1 − ξγ
1···γ3
2 + 2ξ
γ1···γ3
3 )
+(
1
15
∇totγ1∇totγ2Rαγ3γ4(βˆ2) +
2
15
Rαγ1γ2ηR
η
γ3γ4(βˆ2)
16
+
1
6
Ωα
η
γ1∇totγ2Rηγ3γ4(βˆ2))(−ξγ
1···γ4
1 − ξγ
1···γ4
2 + 2ξ
γ1···γ4
3 ) +O(yˆ
5)
]
, (3.48)
gˆαˆ1βˆ1 = ηαˆ1βˆ1 +
1
2
[
1
3
R(αˆ1)γ1γ2(βˆ1)(ξ
γ1γ2
1 + ξ
γ1γ2
2 ) +
1
6
∇totγ1R(αˆ1)γ2γ3(βˆ1)(ξγ
1···γ3
1 + ξ
γ1···γ3
2 )
+(
1
20
∇totγ1∇totγ2R(αˆ1)γ3γ4(βˆ1) +
2
45
R(αˆ1)γ1γ2ηR
η
γ3γ4(βˆ1)
)(ξγ
1···γ4
1 + ξ
γ1···γ4
2 ) +O(yˆ
5)
]
,
(3.49)
gˆαˆ1βˆ2 =
1
2
√
3
[
1
3
R(αˆ1)γ1γ2(βˆ2)(ξ
γ1γ2
1 − ξγ
1γ2
2 ) +
1
6
∇totγ1R(αˆ1)γ2γ3(βˆ2)(ξγ
1···γ3
1 − ξγ
1···γ3
2 )
+(
1
20
∇totγ1∇totγ2R(αˆ1)γ3γ4(βˆ2) +
2
45
R(αˆ1)γ1γ2ηR
η
γ3γ4(βˆ2)
)(ξγ
1···γ4
1 − ξγ
1···γ4
2 ) +O(yˆ
5)
]
,
(3.50)
gˆαˆ2βˆ2 = ηαˆ2βˆ2 +
1
6
[
1
3
R(αˆ2)γ1γ2(βˆ2)(ξ
γ1γ2
1 + ξ
γ1γ2
2 + 4ξ
γ1γ2
3 )
+
1
6
∇totγ1R(αˆ1)γ2γ3(βˆ1)(ξγ
1···γ3
1 + ξ
γ1···γ3
2 + 4ξ
γ1···γ3
3 )
+(
1
20
∇totγ1∇totγ2R(αˆ1)γ3γ4(βˆ1) +
2
45
R(αˆ1)γ1γ2ηR
η
γ3γ4(βˆ1)
)(ξγ
1···γ4
1 + ξ
γ1···γ4
2 + 4ξ
γ1···γ4
3 )
+O(yˆ5)
]
. (3.51)
4 Tubular geometry in LM
We would now like to construct the tubular geometry of LM near the submanifold of
vanishing loops by performing a suitable large-N limit of the construction described in
the previous section. Note, however, that metric in LM is well-known. We first show in
§4.1 that this well-known form is nothing but the large-N limit of the metric of L(N)M in
DPC, i.e. the analogue of eq.(3.11). Our goal here is to find analogues of eqs.(3.37-3.39)
and (3.46-3.51) which will be done in §4.2 and §4.3 respectively.
4.1 Geometry of LM and DPC
We discussed in §3.2 how given a tensor inM, one can construct a corresponding tensor
inMN in DPC. All the geometric quantities ofMN , which are constructed out of vielbein
and its derivatives, are of this type, as required by the discrete isometries (to be discussed
in §4.4). All computations involving such tensors are expressible in terms ofM-data. Let
v¯a¯(z¯) and V α(x) be the components of the corresponding tangent vector fields in MN
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andM respectively. We relate them in the following way (see §3.2 for notation),
vαpp (xp) = V
αp(xp) , (4.52)
such that the lengths match on the diagonal (xp = x , ∀p),
|v¯(z¯)|2|xp=x ≡ v¯a¯(z¯)v¯b¯(z¯)g¯a¯b¯(z¯)|xp=x = |V (x)|2 . (4.53)
The above discussion is also valid for L(N)M as given in (2.5). Restricting ourselves
to this space, we now proceed to consider the large-N limit. To this end, we introduce,
σ =
2pi
m
(p− 1) , m = 2N + 1 , (4.54)
which becomes, at large N , a continuous parameter with range from 0 to 2pi as p goes
from 1 to m. We will identify this as the internal parameter of the loop. Moreover, at
large N , we will restrict the values of {xp} to be such that the loop is smooth. This
implies that the DPC given in eq.(3.9) takes the following form at large N ,
z¯a¯ → xα(σ) , (4.55)
where x(σ) ∈ C∞(S1,M). Notice that the coordinate index α in eq.(3.9) carried a discrete
subindex corresponding to different copies of M. This has now become a continuous
parameter and we have removed it in the above equation for simplicity, with the (usual)
understanding that the value of α is chosen independently for different values of σ. It is
now clear how our notations for DPC must be transformed into the usual loopy notations
in the large-N limit. For example, for the tensor in (3.33) we must have,
t′p
αpβp
ξp(xp) → Tαβξ(x(σ)) . (4.56)
Therefore the norm in eq.(4.53) takes the following form,
|v¯(z¯)|2 →
∮
dσ
2pi
V α(x(σ))V β(x(σ))Gαβ(x(σ)) , (4.57)
where we have used the following large-N property,
1
m
m∑
p=1
· · · →
∮
dσ
2pi
· · · . (4.58)
Equation (4.57) is the standard way of specifying the metric on LM and we have shown
here how this description is related to a large-N limit in DPC.
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4.2 FNC and tubular geometry
Here we will implement the large-N limit in the tubular construction as discussed in §3
applied to L(N)M. While the general approach of §3 remains the same, we will incorporate
certain important modifications.
Recall that to identify FNC, it was very crucial to first separate out directions which
are tangential and orthogonal to the submanifold and then to scale the orthogonal coor-
dinates in such a way that the transverse part of the metric is flat at the leading order
everywhere on the submanifold - see eq.(3.17). This separation was done by using an
orthogonal matrix which made the transverse coordinates real. However, if we allow the
transverse coordinates to be complex, then the same can also be achieved through a spe-
cific unitary matrix corresponding to a discrete Fourier transform. In the large-N limit
such coordinates correspond to non-zero left and right moving momentum modes on the
loop in TM-description as explained below eq.(2.4). It is this system that we are going
to use to describe the tubular geometry in LM.
Below we list the steps to be followed in order to translate tubular expressions in
L(N)M to the corresponding ones in LM.
1. Complex FNC: Replace orthogonal matrix O by a unitary matrix U (to be given
below) and OT by U †.11 The resultant FNC is complex and we rename the transverse
indices in the following way,
A→ (αˆ, a) , a = −N,−N + 1, · · · , ( 6= 0), · · ·N − 1, N . (4.59)
2. Discrete Fourier Transform (DFT) on (M2N+1)C: Use the following expres-
sions for the unitary matrix elements,
U0p =
1√
m
, Uap =
1√
m
e−
2pii
m
(p−1)a . (4.60)
3. Large N/continuum limit: After introducing the parameter in eq.(4.54), we take
the large-N limit.
• In this limit the unitarity conditions are preserved in the following manner,∑
p
Uap(U †)pa′ →
∮
dσ
2pi
e−i(a−a
′)σ = δa,a′ , (4.61)
11The matrix OT appeared in various expressions because of the involvement of K = J−1, which now
contains U†.
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N∑
a=−N
(U †)paUap′ =
1
m
N∑
a=−N
e
2pii
m
a(p−p′) → 1
2pi
∑
a∈ ZZ
eia(σ−σ
′) = δ(σ − σ′) .
(4.62)
While (4.61) directly follows from (4.58), the limit in (4.62) is true in the
following sense,∑
p
(
1
m
N∑
a=−N
e
2pii
m
a(p−p′)
)
= 1 =
∑
a∈ ZZ
∮
dσ
2pi
eia(σ−σ
′) . (4.63)
• Finally, we follow the general prescription of transiting from the discrete DPC-
notations to the usual loopy-notations as discussed in §4.1. For example, for
ξp defined near eq.(3.16) we have,
ξαpp → ξα(σ) , such that
∮
dσξα(σ) = 0 . (4.64)
Therefore following eq.(3.21), the FNC should read,
yˆA =
1√
m
E(αˆ)β(x)
∑
p
Uapξβp →
∮
dσ
2pi
e−iaσYˆ αˆ(σ) , (4.65)
where Yˆ αˆ(σ) = E(αˆ)β(x)ξβ(σ). Therefore the latter is the description of the
loop in RNC (see eq.(B.100, B.92)) centred at x ∈M, the latter being the CM
of the loop.
Following the above steps one can re-work-out the expressions analogous to those in
eqs.(3.38, 3.39). The final results are as follows,
eˆ
(A)
0 β = Ωβ
(αˆ)
δ(x)
∮
dσ
2pi
e−iaσξδ(σ) ,
pˆi(a)(b)({s}n, yˆ) =
∮
dσ
2pi
e−i(a−b)σΠ(αˆ)x (βˆ)({s}n, ξ(σ)) , a, b ∈ ZZ , (4.66)
where just like in (3.39), to reduce clutter we have combined four equations into one by
allowing the indices a and b to take the value 0.
Similar rules were suggested relating geometric quantities in LM and the correspond-
ing ones in M in general coordinates in earlier work [5]. What we suggest here is that
such rules better be defined for tubular expressions. This implies that in order to ex-
press a geometric quantity of LM written in general coordinates in terms ofM-data, one
may first write it in the form of tubular expansion and then evaluate each term in the
expansion in terms ofM-data following the above procedure.
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4.3 Metric-expansion up to quartic order
In order to perform tubular expansion of any tensor in LM, one uses a similar method
as described at the beginning of §3.3. The difference is that now one specialises to L =
L(N)M, replaces O by U etc and finally performs the continuum limit. The relevant
details for the metric-expansion are given in Appendix D. The final results are given
below,
gˆαβ = Gαβ + (Rα(ξˆ1ξˆ2)β + Ωα
η
(ξˆ1)Ωβη(ξˆ2))
∮
dσ
2pi
Yˆ ξˆ
1ξˆ2(σ)
+(
1
3
∇tot
(ξˆ1)
Rα(ξˆ2ξˆ3)β +
2
3
Rα(ξˆ1ξˆ2)ηΩβ
η
(ξˆ3) +
2
3
Rβ(ξˆ1ξˆ2)ηΩα
η
(ξˆ3))
∮
dσ
2pi
Yˆ ξˆ
1···ξˆ3(σ)
+
{
1
12
∇tot
(ξˆ1)
∇tot
(ξˆ2)
Rα(ξˆ3ξˆ4)β +
1
3
Rα(ξˆ1ξˆ2)ηR
η
(ξˆ3ξˆ4)β
+
1
4
(∇tot
(ξˆ1)
Rα(ξˆ2ξˆ3)ηΩβ
η
(ξˆ4) + α↔ β) +
1
3
Rη(ξˆ3ξˆ4)ζΩα
η
(ξˆ1)Ωβ
ζ
(ξˆ2)
}∮
dσ
2pi
Yˆ ξˆ
1···ξˆ4(σ) +O(Yˆ 5) ,
(4.67)
gαB = Ωα(βˆξˆ)
∮
dσ
2pi
eibσYˆ ξˆ(σ) +
2
3
Rα(ξˆ1ξˆ2βˆ)
∮
dσ
2pi
eibσYˆ ξˆ
1ξˆ2(σ)
+(
1
4
∇tot
(ξˆ1)
Rα(ξˆ2ξˆ3βˆ) +
1
3
Ωα
η
(ξˆ1)Rη(ξˆ2ξˆ3βˆ))
∮
dσ
2pi
eibσYˆ ξˆ
1···ξˆ3(σ)
+(
1
15
∇tot
(ξˆ1)
∇tot
(ξˆ2)
Rα(ξˆ3ξˆ4βˆ) +
2
15
Rα(ξˆ1ξˆ2)ηR
η
(ξˆ3ξˆ4βˆ)
+
1
6
Ωα
η
(ξˆ1)∇tot(ξˆ2)Rη(ξˆ3ξˆ4βˆ))
∮
dσ
2pi
eibσYˆ ξˆ
1···ξˆ4(σ) +O(Yˆ 5) , (4.68)
gAB = ηAB +
1
3
R(αˆξˆ1ξˆ2βˆ)
∮
dσ
2pi
ei(a+b)σYˆ ξˆ
1ξˆ2(σ)
+
1
6
∇tot
(ξˆ1)
R(αˆξˆ2ξˆ3βˆ)
∮
dσ
2pi
ei(a+b)σYˆ ξˆ
1···ξˆ3(σ)
+(
1
20
∇tot
(ξˆ1)
∇tot
(ξˆ2)
R(αˆξˆ3ξˆ4βˆ) +
2
45
R(αˆξˆ1ξˆ2)ηR
η
(ξˆ3ξˆ4βˆ))
∮
dσ
2pi
ei(a+b)σYˆ ξˆ
1···ξˆ4(σ)
+O(Yˆ 5) . (4.69)
where we have used the notation: Yˆ αˆ1αˆ2···(σ) ≡ Yˆ αˆ1(σ)Yˆ αˆ2(σ) · · · and
ηAB = ηαˆβˆδa+b,0 . (4.70)
Notice that the above expression is different from the one in (3.17). This is simply because
of the complex coordinates chosen here.
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4.4 Isometry
Our discussion in this section so far shows how, given the tubular geometry around ∆ ↪→
L(N)M, a specific large-N limit can be defined. As mentioned earlier, in order for it be the
right tubular geometry of LM, it must satisfy the requirement of isometry. Here we will
first discuss in §4.4.1 the discrete isometry of L(N)M and show how the reparametrization
isometry arises in the large-N limit. Then in §4.4.2 we will show that our large-N geometry
indeed satisfies the required Killing equation (in vielbein form) to all orders in tubular
expansion.
4.4.1 Discrete isometry and continuum limit
The discrete isometries of MN that are independent of M are the ones that permute
factors ofM inMN . The transformation is given by,
z¯a¯ → z¯′a¯′ = (S−1N )a¯
′
b¯z¯
b¯ (4.71)
where SN is the following matrix,
SN = SN ⊗ 1ld , (4.72)
SN being an N ×N permutation matrix, i.e.,
(SN)pq = δω(p),q = δp,ω−1(q) , (4.73)
where ω : {1, 2, · · · , N} → {1, 2, · · · , N} is a bijection. Using eq.(3.28), it is straightfor-
ward to show,
e¯′(z′) = e¯(z′) , (4.74)
as required.
For an ordered product (Mm)C , only cyclic permutations remain as isometries. This
is given by replacing SN above by the following,
(CN)pq = δψ(p),q , (4.75)
where,
ψ(p) = p+ n mod (m+ 1) , ∀n ∈ {1, 2, · · · ,m} . (4.76)
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We now look at the large-N limit. The cyclic permutation becomes constant transla-
tion in terms of the parameter σ,
σ → σ′ = σ + a , (a = 2pin
m
) , (4.77)
where a remains finite when both n and m = 2N + 1 become large. However, notice that
(4.54) is not the only way to introduce the continuous parameter σ. In the continuum
limit one may introduce a local density of points in the following way. Consider a suitable
range δp centring around p such that δp/m is infinitesimally small. Then the most general
way of introducing the continuous parameter is
δp
m
=
√
γ(σ)δσ , (4.78)
where δσ and σ correspond to δp and p respectively and √γ is positive definite. For any
other valid parametrization σ′ we must have,
dσ′
dσ
=
√
γ(σ)
γ′(σ′)
> 0 . (4.79)
This is an orientation preserving diffeomorphism of the loop, i.e. an element of Diff(S1).
In the discussion of §4.2 we fixed this ambiguity by choosing
√
γ(σ) = 1/2pi.
4.4.2 Reparametrization isometry
The reparametrization invariance that arises in the continuum limit manifests itself as an
isometry of the loop space. The corresponding Killing vector is given by,
κα(σ) = ∂xα(σ) , [∂ ≡ ∂
∂σ
] . (4.80)
In order to show that this is admitted by our large-N geometry, we will prove that the
following Killing equation in vielbein form [16] is satisfied,
κˆc∂ˆceˆ
(a)
b + ∂ˆbκˆ
ceˆ(a)c = χ
(a)
(d)eˆ
(d)
b , [∂ˆa ≡ ∂
∂zˆa
] , (4.81)
where κˆa are the components of the Killing vector in (4.80) in FNC (as constructed in
§4.2) and the matrix χ satisfies,
χ(ab) + χ(ba) = 0 . (4.82)
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Below we will first show that,
κˆα = 0 , κˆA = iayˆA , (4.83)
and then in Appendix F we will verify that eq.(4.81) is indeed satisfied for κˆ given above
to all orders in tubular expansion.
A heuristic argument that justifies eqs.(4.83), which was used in [7], is as follows.
Recall our TM-description of loop configurations below eq.(2.4). According to this de-
scription and the subsequent construction of various coordinate systems, loops can be
described using the TM coordinates as (xα, Yˆ αˆ(σ)). Therefore, the reparametrization
Killing vector is given in this description by κˆα(σ) = ∂Yˆ α(σ). Now notice that according
to our construction in §4.2 the FNC in loop space, namely zˆa = (xα, yˆA) is directly related
to the above description through (4.65). This suggests,
κˆα =
∮
dσ
2pi
∂Yˆ α(σ) = 0 , κˆA =
∮
dσ
2pi
e−iaσ∂Yˆ αˆ(σ) = iayˆA . (4.84)
Our approach in this paper, on the other hand, has been to understand loop space as
a large-N limit. Therefore a more rigorous method to obtain the above result will be to
first construct a suitable vector field in the cut-off space and then take the limit. This
will be discussed in Appendix E.
5 Comments and outlook
Here we make some general comments regarding the choice of the cut-off space and certain
more general physical applications (besides LSQM) that the results of this paper might
end up finding.
5.1 Choice of cut-off space
The cut-off space in eq.(2.5) is nothing but the total configuration space of a set of
cyclically ordered (2N + 1) number of particles which may be viewed as string bits.
This is similar to the usual momentum cut-off on the worldsheet where the left and
right moving Fourier modes are cut-off at the value N . As we have seen in §4, these
modes, along with the zero/CM mode, are related to the string bits by a discrete Fourier
transformation. There is another way to see why the number of string bits is taken to be
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(2N + 1), i.e. odd. The Killing vector field corresponding to reparametrization isometry
of loop space happens to vanish identically on the submanifold of vanishing loops. In [17]
Kobayashi proved in finite dimensional case that the space of fixed points of a continuous
isometry is a submanifold which (1) has even co-dimension and (2) is totally geodesic
[18]. Although Kobayashi’s theorem does not strictly apply in our infinite dimensional
case, but ∆ ↪→ LM is a submanifold of even co-dimension in the following sense. The
transverse directions are constituted by the non-zero left and right moving modes of the
string and for each left moving transverse mode there exists a right moving one. Moreover
the arguments of [7] showed that the second fundamental form vanishes for ∆ ↪→ LM,
making it a totally geodesic submanifold - a feature that was crucially needed to get
the right form of the tachyon effective equation. At finite N , again Kobayashi’s theorem
is invalid, but this time because of a different reason: there is no continuous isometry
anymore, as the entire reparametrization isometry is replaced by the discrete isometry of
cyclic permutations of the string bits. However, from the point of view of regularizing
loop space quantum mechanics, it may be useful to preserve the above two features for
∆ ↪→ L(N)M. The property of even co-dimension dictates that we choose to work with
odd number of string bits and, as we have seen explicitly in §3, the diagonal submanifold
ofMN is indeed a totally geodesic submanifold.
5.2 Higher derivative corrections from finite models
A proper regularisation of LSQM would require a sensible finite-N model to exist so that
one can define cut-off versions of all possible worldsheet computations12. If it is indeed
possible to develop such a finite-N theory, then that would be divergence-free and would
describe a set of (2N + 1) number of interacting particles forming quantum bound states.
Below we describe a line of thought with more general interests where these string inspired
finite models may find applications as toy models.
Higher derivative (HD)/ α′ corrections come from the consideration of a string because
it has an extended structure. This feature is independent of the nature of interactions
that hold the extended body together. Therefore similar HD corrections are expected to
appear in the effective theories of any other composite objects, in particular the naturally
occurring ones13. Bound configurations are marked by the distinct feature that there
12Similar finite-N string-bit models have appeared in various contexts in string theory [19, 20, 21, 22].
13One may expect that this should also be true for gravitationally bound configurations, though the
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exists an adiabatic decoupling between two different sets of degrees of freedom, namely
the CM and internal degrees of freedom. These are slow and fast respectively in the
Born-Oppenheimer sense. The question of interest is how to compute the HD corrections
to the effective theory of the slow ones which are expected to encode the details of the
fast interactions.
The approach of [7] makes the above features explicit and tries to emphasise formulat-
ing a general mathematical framework (see also [12]) of computing such corrections. One
may imagine that such a framework should start from a covariant dynamical model writ-
ten in positions space, i.e. the analogue of NLSM/LSQM. Then a semi-classical expansion
is formulated by covariantly expanding the model around the space of all locations of the
CM, which sits as a submanifold within the total configuration space.
It is of interest to investigate whether it is indeed possible to develop such a frame-
work for naturally occurring bound configurations. While this question may not have a
straightforward answer, the aforementioned string inspired finite models may be a suitable
play ground for testing/developing this mathematical framework. In this case the tubular
geometry around ∆ ↪→ L(N)M, which we have computed in this work, will be of direct
use.
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A Tubular expansion around arbitrary submanifold
Here we recall the main results of [12], namely the tubular expansion of vielbein around
an arbitrary submanifold M embedded in an ambient space L of finite dimension. The
Fermi normal coordinate (FNC) system is denoted by
zˆa = (xα, yˆA) , (A.85)
treatment for such classical bound configurations is expected to be very different from the quantum bound
states, which is what we have in mind right now.
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where xα is a general coordinate system on M. The index A runs over the dimension
(dimL − dimM) of the normal space NxM, which is taken to be arbitrary.
We will use the following notations. Lower case symbols with a hat will be used to
denote tensors of L in FNC. Such a symbol with the argument suppressed will indicate
that the tensor is being evaluated at an arbitrary point in the tubular neighborhood. For
example, eˆ(a)b = eˆ(a)b(x, yˆ) denote the vielbein components. An underline will be used to
indicate that the quantity is being evaluated on the submanifold, e.g. eˆ(a)b = eˆ(a)b(x, 0).
The FNC expansion of vielbein is given by,
eˆ(a)β =
∑
n≥0,{s}n
[
F (n)‖ ({s}n)pˆi(a)(b)({s}n, yˆ)eˆ(b)β + F (n)⊥ ({s}n)pˆi(a)(b)({s}n, yˆ)ωˆβ(b)C yˆC
]
,
eˆ(a)B =
∑
n≥0,{s}n
F (n)⊥ ({s}n)pˆi(a)(b)({s}n, yˆ)eˆ(b)B , (A.86)
where {s}n = {s1 · · · , sn},
F (n)‖ ({s}n) =
C
(n)
‖ ({s})
(s1 + s2 + · · ·+ sn + 2n)! ,
F (n)⊥ ({s}n) =
C
(n)
⊥ ({s})
(s1 + s2 + · · ·+ sn + 2n+ 1)! , (A.87)
C
(n)
‖ ({s}n) = Cs1+s2···+sn+2n−2s1 Cs2+s3+···+sn+2n−4s2 · · · 1 ,
C
(n)
⊥ ({s}n) = Cs1+s2···+sn+2n−1s1 Cs2+s3+···+sn+2n−3s2 · · ·Csn+1sn , (A.88)
where Cnr are binomial coefficients.
pˆi({s}n, yˆ) = (yˆ.Dˆtot)s1 ρˆ(yˆ) · · · (yˆ.Dˆtot)sn ρˆ(yˆ) ,
[(yˆ.Dˆtot)sρˆ(yˆ)](a)(b) = yˆ
A1 · · · yˆAs yˆDyˆEDˆtotA1 · · · DˆtotAs rˆ(a)DE(b) ,
= yˆA
1 · · · yˆAs yˆDyˆE ∂ˆA1 · · · ∂ˆAs rˆ(a)DE(b) (A.89)
where rˆ(a)bc(d) is the Riemann curvature tensor, Dˆtot is the total covariant derivative14,
∂ˆa ≡ ∂∂zˆa and ωˆa(b)c = ωˆa(b)(d)eˆ(d)c, ωˆa(b)(c) being the spin connection. Finally,
eˆ(a)β = δ
a
αeˆ
(α)
β , eˆ
(a)
B = δ
a
B , (A.90)
14We follow the same definition of Riemann tensor as in [12]. In FNC all the total covariant derivatives
appearing in eqs.(A.89) are same as ordinary derivatives, because all the (metric and spin) connection
terms vanish.
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B Construction of complete coordinate transformation
In §3.2 we computed the tubular expansion of vielbein around ∆ ↪→ MN using the
indirect method of §3.1. This method uses the general result of [12] and the Jacobian of
the coordinate transformation zˆ → z¯ evaluated at the submanifold. The latter simply
follows from the general prescription of [10].
For a more complete understanding, here we seek to find the complete coordinate
transformation zˆ → z¯ from the construction of tubular neighbourhood as described in §2.
In Appendix C we will verify how the results of §3 are consistent with this construction.
The complete coordinate transformation is obtained through two steps,
FNC→ TGC→ DPC , (B.91)
where the first step is to construct what we call transverse general coordinates (TGC)
which exists generically for an arbitrary tubular neighbourhood. This will be discussed
in Appendix B.2. Then the second step is to perform a further coordinate transformation
which is specific to our case of MN . This will be spelled out and its correctness will
be proved in Appendix B.3. Some of the features of the general tubular analysis of B.2
have analogues in the more familiar context of a normal neighbourhood in M. These
are explained in Appendix B.1, which also serves the purpose of setting up notations for
M-data.
B.1 Coordinate systems in a normal neighborhood
Let U be a general coordinate system in the normal neighbourhood UM ⊂ M. The
components of vielbein, metric, Christoffel symbols, covariant derivative and Riemann
tensor in this system will be demote by E(α)β, Gαβ, Γαβγ, ∇α and Rαγδβ respectively. As
explained below eq.(3.41), the coordinate and non-coordinate indices will be interchanged
by the vielbein. We will consider two more systems Y ′ and Yˆ to be called relaxed Riemann
normal coordinate (RNC) and RNC [8] respectively where various geometric quantities
will be denoted by the same symbols as above with a prime and a hat respectively.
Given a point x ∈ UM, let ξα be the components (in U -system) of an arbitrary element
of TxM. Then we define relaxed RNC to be,
Y ′α = ξα , (B.92)
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so that it is related to the general system in the following way,
Uα = xα + Expαx(Y
′) , (B.93)
where Expx : TxM → M is the exponential map in M with origin at x and it is given
by,
Expαx(ξ) = ξ
α −
∑
n≥0
1
(n+ 2)!
Γαβ1···βn+2(x)ξ
β1 · · · ξβn+2 , (B.94)
where,
Γαβ1···βn+2 = ∇[β1Γαβ2···βn+2] . (B.95)
[· · ·] indicates symmetrization of indices such that,
X[β1β2β3···]ξ
β1ξβ
2
ξβ
3 · · · = Xβ1β2β3···ξβ1ξβ2ξβ3 · · · . (B.96)
Γαβγ and ∇ are the Christoffel symbols and covariant derivative in U -system. Moreover,
the covariant derivative in eq.(B.95) acts only on the lower indices [8, 23].
The expansion of vielbein in Y ′-system is given by [24],
E ′(α)β(Y ′) =
∑
n,{s}n
F (n)⊥ ({s}n)Π′x(α)(γ)({s}n, Y ′)E ′(γ)β(0) , (B.97)
where F (p)⊥ ({s}n) is given in eq.(A.87) and,
E ′(α)β(0) = E(α)β(x) ,
Π′x({s}n, Y ′) = (Y ′.∇′)s1R′x(Y ′) · · · (Y ′.∇′)spR′x(Y ′) ,
[(Y ′.∇′)sR′x(Y ′)](α)(β) = Y ′α
1 · · ·Y ′αsY ′γY ′δ∇′α1 · · · ∇′αsR′(α)γδ(β)(0) ,
= Y ′α
1 · · ·Y ′αsY ′γY ′δ∂′α1 · · · ∂′αsR′(α)γδ(β)(0) . (B.98)
The last equality follows from the fact that all the symbols in (B.95) vanish in Y ′-system
at Y ′ = 0. The above equations can also be interpreted in general coordinates in a simple
manner,
Π′x({s}n, Y ′) = Πx({s}n, ξ) , (B.99)
where the RHS is given by eqs.(3.40).
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The reason Y ′ is called relaxed is that the vielbein components take arbitrary values
at the origin. A more standard RNC-system (as considered in [24]) Yˆ is related to Y ′ in
the following way,
Yˆ α = E(α)β(x)Y
′β . (B.100)
The expansion of the vielbein components in this system may be read directly from
eq.(B.97) in a straightforward manner. Each variable in that equation is replaced by the
corresponding hatted one. A hatted tensor is related to the corresponding primed tensor
at U = x in the following way,
Tˆαβ···γδ···(0) = E(α)α′(x)E(β)β′(x) · · ·T ′α′β′···γ′δ′···(0)E(γ)γ′(x)E(δ)δ′(x) · · · ,
= T ′(αβ···)(γδ···)(0) . (B.101)
In particular,
Eˆ(α)β(0) = δ
α
β . (B.102)
Notice that all the symbols in (B.95) remain vanishing at the origin as expected, as they
transform as tensors under (B.100).
The fact that the coordinate transformation (B.93) brings the vielbein components to
the form given in eq.(B.97) enables one to derive the following identity,
1
t
∂ξβExpγx(tξ)E
(α)
γ(x+ Expx(tξ)) =
∑
n,{s}n
F (n)⊥ (t, {s}n)Πx(α)(γ)({s}n, ξ)E(γ)β(x) ,
(B.103)
where,
F (n)⊥ (t, {s}n) = t2n+s1+···+snF (n)⊥ ({s}) . (B.104)
The expansion of the LHS of (B.103) is obtained by performing ordinary Taylor expansion
of E(α)β(U) around U = x and using the expression (B.94). One can check this identity
order-by-order and we will use this in Appendix C to verify the analogous result for a
tubular neighbourhood.
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B.2 Coordinate systems in a tubular neighborhood
Here we will perform the first step as mentioned in (B.91). This will be done by con-
structing analogues of Yˆ , Y ′ and U systems considered in the previous sub-appendix in
the context of an arbitrary tubular neighbourhood.
Given the set up of Appendix A, the analogues of Yˆ α, Y ′α and Uα in this case are
denoted as zˆa = (xα, yˆA), z′a = (xα, y′A) and za = (xα, uA) respectively. While the first
one is FNC, the second and third may be called (by analogy with the case of normal
neighbourhood) relaxed FNC and transverse general coordinates (TGC) respectively. For
notations of various geometric quantities of the ambient space L we follow similar rules
as mentioned in the second paragraph of Appendix B.1 except that here we use the
corresponding lower case symbols and the covariant derivative is demoted by Dˆa, D′a and
Da in the above coordinate systems respectively. This is consistent with the notations
already adopted in Appendix A. We will also continue to use the rule for describing the
argument of geometric quantities as mentioned in the second paragraph of Appendix A.
The coordinate transformations,
zˆa = (xα, yˆA)→ z′a = (xα, y′A)→ za = (xα, uA), (B.105)
are given by,
yˆA = e′(A)By′B , (B.106)
and
uA = expA(x, y′) ,
:= y′A −
∑
n≥0
1
(n+ 2)!
γAB1···Bn+2y
′B1 · · · y′Bn+2 , (B.107)
γAB1···Bn+2 = D[B1γ
A
B2···Bn+2] . (B.108)
We now explain the above equations. In FNC, the transverse vielbein at the submanifold
is given by identity matrix (see the last equation in (A.90)). In relaxed FNC, it is given
by e′(A)B, which is arbitrary. TGC is related to this one through the exponential map of
the ambient space along the directions transverse to the submanifold. Just like in (B.95),
the covariant derivative in eq.(B.108) acts only on the lower indices.
Given that TGC and relaxed FNC are same up to linear order from the submanifold,
components of any tensor are identical in these two systems at the submanifold. In
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particular,
e(A)B = e
′(A)
B . (B.109)
We now derive the analogue of eq.(B.103). To this end let us first consider an element
of the normal space NxM. We denote its components in zˆ, z′ and z-systems by ξˆA, ξ′A
and ξA respectively. The above coordinate transformations imply,
ξˆA = e(A)Bξ
′B , ξ′A = ξA . (B.110)
Let us now consider relating the vielbein components in TGC and FNC using the Jacoba-
ian matrix of the above coordinate transformations. Since the vielbein components in
FNC can be expanded in terms of yˆA = ξˆA following the results of Appendix A, it should
be possible to express the same in TGC in terms of the tubular expansion coefficients
and the Jacobian matrix which involves both tangential and transverse derivatives of the
exponential maps in L. The precise forms of these relations are as follows,
1
t
∂ξB exp
C(x, tξ)e(a)C(x, exp(x, tξ)) =
∑
n,{s}n
F (n)⊥ (t, {s}n)pi(a)C({s}n;x, ξ)e(C)B ,
(B.111)
e(a)β(x, exp(x, tξ)) + ∂xβ exp
C(x, tξ)e(a)C(x, exp(x, tξ))
=
∑
n≥0,{s}n
[
F (n)‖ (t, {s}n)pi(a)(b)({s}n, ξ)e(b)β
+tF (n)⊥ (t, {s}n)
(
pi(a)(b)({s}n, ξ)ωβ(b)C + pi(a)(B)({s}n, ξ)∂xβe(B)C
)
ξC
]
,
(B.112)
where,
F (n)‖ (t, {s}n) = t2n+s1+···+snF (n)‖ ({s}n) . (B.113)
The matrix pi({s}n, ξ) has been defined in eqs.(A.89) in terms of quantities in FNC. But
for our purpose here it will be useful to interpret it in TGC,
pi({s}n, ξ) = (ξ.Dtot)s1ρ(ξ) · · · (ξ.Dtot)snρ(ξ) ,
[(ξ.Dtot)sρ(ξ)](a)(b) = ξ
A1 · · · ξAsξBξCDtotA1 · · ·DtotAsr(a)BC(b) . (B.114)
This way we write both the equations (B.111, B.112) entirely in terms of TGC. While
eq.(B.111) has the same content as the one in (B.103), eq.(B.112) arises due to the fact
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that now we are dealing with a higher dimensional submanifold rather than a point.
Notice the appearance of the derivative of exponential map with respect to base point on
the LHS. This is responsible for giving rise to curvature terms with the right coefficients
on the RHS. This fact is very crucial in the verification of our results in Appendix C.
Below we explicitly verify eq.(B.112) up to second order in t.
To this end we first compute ordinary Taylor expansion in general coordinates. The
LHS of (B.112) upto quadratic order is found to be,
LHS(2) = e(a)β + tξCe(a)β,C +
t2
2
ξC1ξC2(e(a)β,C1C2 − γCC1C2e(a)β,C
−∂β(γCC1C2)e(a)C) , (B.115)
where we have used the following notations f,A ≡ limu→0 ∂uAf and ∂αf ≡ ∂xαf . By
manipulating the RHS, one finds up to second order,
RHS(2) = e(a)β + tξC(ωβ(a)C + δaB∂βe(B)C) +
t2
2
ρ(a)(b)(x, ξ)e
(b)
β . (B.116)
Comparing (B.115) and (B.116) we get,
ξCe(a)β,C = ξ
C(δ(a)(B)∂βe
(B)
C + ωβ
(a)
C) , (B.117)
ρ(a)(b)(x, ξ)e
(b)
β = ξ
C1ξC2(e(a)β,C1C2 − γCC1C2e(a)β,C − ∂β(γCC1C2)e(a)C) . (B.118)
These equations are verified below.
B.2.1 Proof of equations (B.117, B.118)
We first prove eq.(B.117). Using the vanishing of total covariant derivative (along trans-
verse to the submanifold) we write,
ξCe(a)β,C = ξ
CγdβCe
(a)
d − ξCωC (a)(b)e(b)β . (B.119)
Due to the special property of FNC, yˆCωˆC (a)(b) vanishes everywhere [12]. This implies,
0 = ξˆCωˆC
(a)
(b) = ξ
CωC
(a)
(b) (B.120)
Therefore,
LHS of (B.117) = ξCe(a)β,C = ξCγdβCe
(a)
d . (B.121)
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Actually the above identity holds true with β replaced by b.
ξ′Ce(a)b,C = ξ′Cγ′dbCe
′(a)
d . (B.122)
To compute the RHS of (B.117) we use vanishing of total covariant derivative along
the submanifold,
∂βe
(a)
C − γdβCe(a)d + ωβ(a)(b)e(b)C = 0 . (B.123)
Using the fact that e(a)b is block diagonal everywhere on the submanifold, one can re-write
the above equation as,
ξC(δaB∂βe
(B)
C + ωβ
(a)
C) = ξ
CγdβCe
(a)
d , (B.124)
which is the RHS of (B.117) and is same as the result in (B.121).
To prove eq.(B.118) we proceed as follows. We compute total covariant derivative
twice along transverse to the submanifold. The result is,
DtotC1D
tot
C2
e(a)β = e
(a)
β,C1C2 − ∂C1γbC2βe(a)b − γbC2βe(a)b,C1 +DC1ωC2 (a)(d)e(d)β
−γbC1C2e(a)β,b + γbC1C2γdbβe(a)d − γbC1βe(a)b,C2 + γbC1βγdC2be(a)d
−γbC1βωC2 (a)(d)e(d)b + ωC1 (a)(b)e(b)β,C2 − γdC2βωC1 (a)(b)e(b)d
+ωC1
(a)
(b)ωC2
(b)
(d)e
(d)
β ,
= 0 . (B.125)
Due to (B.120), the last four terms do not contribute in ξC1ξC2DtotC1D
tot
C2
e(a)β. Below we
compute the contribution of the fourth term.
ξC1ξC2DC1ωC2
(a)
(b) = ξˆ
C1 ξˆC2DˆC1ωˆC2
(a)
(b) = ξˆ
C1 ξˆC2 ∂ˆC1ωˆC2
(a)
(b) = 0 . (B.126)
The last equality can be shown as follows,
0 = yˆC1 ∂ˆC1
[
yˆC2ωˆC2
(a)
(b)
]
= yˆAωˆA
(a)
(b) + yˆ
C1 yˆC2 ∂ˆC1ωˆC2
(a)
(b) = yˆ
C1 yˆC2 ∂ˆC1ωˆC2
(a)
(b) .
(B.127)
Therefore,
RHS of (B.118) = ξC1ξC2e(a)b
[
∂C1γ
b
C2β
− ∂βγbC1C2 + γdC2βγbC1d − γdC1C2γbdβ
]
,(B.128)
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which is precisely the LHS of (B.118). To get to the first line we have used (B.122) and
the fact that,
γαBC = 0 , (B.129)
which can in tern be justified as follows,
γαBC = γ
′α
BC ,
[
because,
(
∂xα
∂z′d
)(
∂2z′d
∂zB∂zC
)
= 0
]
,
= e(D)Be
(E)
C γˆ
α
DE = 0 . (B.130)
B.3 Complete coordinate transformation
Here we perform the second step in (B.91). We begin by recalling the first equation in
(3.13) which is given in terms of exponential map and tangent vector in M. Therefore
the complete coordinate transformation zˆ → z → z¯, when expressed entirely in terms of
M-data, should reduce to this equation. Below we will first construct z → z¯ and then
show that this is indeed the case.
The transformation from TGC to DPC is given by introducing a new coordinate system
z˜a as an intermediate step,
za = (xα, uA)→ z˜a = (x˜α, u˜A)→ z¯a¯ = ({xαpp }) , (B.131)
where,
xαpp =
√
N(RT )αpbz˜
b , (B.132)
x˜α = ˜expα‖ (x, ˜log⊥(x, u)) , u˜
A = uA . (B.133)
The functions ˜exp‖ and ˜log⊥ are defined as follows. Let us consider the transverse vector
(t1, t2, · · · , tN) ∈ T(x,x,···,x)MN satisfying eq.(2.6). Its components are given by ξ¯a¯ in DPC
(see eq.(3.16)) and by (ξˆα = 0 , ξˆA), (ξ′α = 0 , ξ′A) and (ξα = 0 , ξA) in FNC, relaxed FNC
and TGC respectively (see near eqs.(B.110)). Furthermore, we denote the components of
the same vector in z˜-system by (ξ˜α = 0 , ξ˜A). Their inter-relations are given by eqs.(B.110)
and (following eqs.(B.132, B.133)),
ξ˜A = ξA =
1√
N
RAb¯ξ¯
b¯ . (B.134)
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Given this, we then define the (transverse) exponential map in z˜-system as,
u˜A = ˜expA⊥(x, ξ˜) = ξ˜
A −
∑
n≥0
1
(n+ 2)!
γ˜AB1···Bn+2 ξ˜
B1 · · · ξ˜Bn+2 , (B.135)
where the coefficients are given by the same expression as in (B.108), but now with
reference to z˜-system. The above map can be inverted order-by-order within the tubular
neighbourhood. We denote this inverted map as,
ξ˜A = ˜log
A
⊥(x, u˜) . (B.136)
Finally, the exponential map with a longitudinal index as appearing in the first equation
in (B.133) is defined by,
˜expα‖ (x, ξ˜) = x
α −
∑
n≥0
1
(n+ 2)!
γ˜αB1···Bn+2 ξ˜
B1 · · · ξ˜Bn+2 , (B.137)
where the coefficients are given by the same as appearing in (B.135) with the transverse
index A replaced by the longitudinal one α. By this we finish specifying the complete
coordinate transformation.
We now prove that the coordinate transformations in (B.132, B.133) are indeed the
right ones. To this end we notice that because of the second equation in (B.133), we must
have,
γ˜ABC··· = γABC··· . (B.138)
Furthermore, because of the coordinate transformation in (B.132), we must also have,
γ˜abc··· = [
1√
N
Raa¯][
√
N(R−1)b¯b][
√
N(R−1)c¯c] · · · γ¯a¯b¯c¯··· . (B.139)
Since the symbols γ¯a¯b¯c¯··· (see eq.(B.108)) are constructed out of Christoffel symbols and
their derivatives, the Weyl weight w (as defined in eq.(3.34)), for such quantites is zero.
Therefore we must have,
γ¯αpp βqξr··· = Γ
αp
βqξr···(x)δp,qδq,r · · · . (B.140)
This enables us to write the coordinate transformation z → z˜ → z¯ entirely in terms
ofM-data,
xαpp =
√
N(RT )αpβx
β +
√
N(RT )αpB ξ˜
B −
√
N(RT )αpb
∑
n≥0
1
(n+ 2)!
γ˜bC1···Cn+2 ξ˜
C1 · · · ξ˜Cn+2 ,
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= xαp + ξαpp −
∑
n≥0
1
(n+ 2)!
Γαpβ1p ···βn+2p (x)ξ
β1p
p · · · ξβn+2pp ,
= xαp + Expαpx (ξp) , (B.141)
which is precisely the first equation in (3.13).
C Verification of results
Equations (3.37, 3.38) and (3.39), along with the results summarized in Appendix A, give
the tubular expansion of vielbein components in FNC around ∆ ↪→MN written entirely
in terms of M-data. Note that this expansion is given in terms of ξp, as defined below
eq.(3.12). Also recall that it was obtained by using an indirect method where only a
limited information of the Jacobian matrix of the relevant coordinate transformation was
used - namely its value restricted to the submanifold.
On the other hand, in the previous appendix we constructed the complete coordinate
transformation as given by eqs.(B.105) and (B.131). This gives the Jacobian matrix
everywhere and therefore can in principle be used to compute the aforementioned tubular
expansion using direct method. The goal of this Appendix is to show, up to quadratic
order, that this method indeed gives the same result as obtained by using the indirect
method. This gives evidence for overall consistency of all our results.
Our analysis below is divided into two parts. In §C.1 we show that the Jacobian matrix
J constructed and used in §3.1 is compatible with the coordinate transformations (B.105)
and (B.131). Then in §C.2 we formulate and then verify the consistency equations.
C.1 Jacobian matrix at submanifold
To show that the Jacobian matrix computed using eqs.(B.105) and (B.131), restricted to
the submanifold, indeed gives the results in (3.23-3.27), we need to compute,
Jαb¯ =
(
∂zˆα
∂z′c
′
)(
∂z′c
′
∂zc
)(
∂zc
∂z˜c˜
)(
∂z˜c˜
∂z¯b¯
)
, (C.142)
JAb¯ =
(
∂zˆA
∂z′c
′
)(
∂z′c
′
∂zc
)(
∂zc
∂z˜c˜
)(
∂z˜c˜
∂z¯b¯
)
. (C.143)
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We first verify eq.(C.142). It is obvious from eq.(B.105) that15
(
∂zˆα
∂z′c′
)
= (δαξ′ , 0)
and similarly for the second factor. It turns out that for the third factor also one has:(
∂zξ
∂z˜c˜
)
= (δξξ˜, 0). This is shown by using eqs.(B.137, B.136) and (B.135) in eq.(B.133) to
argue that: xξ = δξξ˜x˜
ξ˜ + O(u2). Finally it remains to use eq.(B.132) to show that the
correct result is reproduced.
We now consider the second equation (C.143). Again using eqs.(B.105) and (B.109) it
is clear that the first two factors give:
(
∂zˆA
∂z′c′
)(
∂z′c
′
∂zc
)
= (0, e(A)C). Then using argument
similar to above for (B.131) one shows that,
JAβp =
1√
N
e(A)BR
B
βp . (C.144)
Therefore, according to the second equation in (3.23), we must have as matrices,
e = E(x) , (C.145)
where E(x) is as given in eqs.(3.22, 3.27). To show this we proceed as follows. According to
the first equation in (3.23) (which has already been argued in the previous paragraph) and
the above equation, we must have KαpB =
√
N(RT )αpCe(B)
C . Now noting the relation,
eˆ(A)b = R
A
a¯e¯
(a¯)
b¯K
b¯
b which is obtained by combining the second equations in (3.29) and
(C.146), and using eqs.(A.90) and (3.28), one gets:
∑
pR
A
αpE
(αp)
βp(x)(R
T )βpCe(B)
C =
δAB. This equation, given the value of R as given in (3.19), implies (C.145). This
establishes the fact that the matrix J constructed in §3.1 is compatible with the coordinate
transformation considered in (B.105, B.131).
C.2 Verification using direct method
Here we first formulate the actual equations implied by consistency with direct method
and then verify those equations up to second order. All quantities to be evaluated in the
neighbourhood are to be viewed as expansions in powers of ξp.
The equation that relates vielbein components in FNC and DPC is given by,
eˆ(a)b = R
a
a¯e¯
(a¯)
b¯K
b¯
b . (C.146)
We first compute the LHS of (C.146) up to second order in ξp. Using eqs.(3.37, 3.38) and
(3.39) along with the results summarized in Appendix A, one first calculates up to second
15We have in mind the following notation for example: zc = (zξ, zC), which associates c with ξ.
38
order,
pˆi(α)(c)({0}1, yˆ)eˆ(c)0 β =
1
N
R(α)γδβ(x)
∑
p
ξγp ξ
δ
p + · · · ,
pˆi(A)(c)({0}1, yˆ)eˆ(c)0 β =
1√
N
R(αˆ)γδβ(x)
∑
p
Oapξγp ξ
δ
p + · · · ,
pˆi(α)(c)({0}1, yˆ)eˆ(c)0 B =
1√
N
R(α)γδ(βˆ)(x)
∑
p
Obpξ
γ
p ξ
δ
p + · · · , (C.147)
pˆi(A)(c)({0}1, yˆ)eˆ(c)0 B = R(αˆ)γδβˆ(x)
∑
p
OapObpξ
γ
p ξ
δ
p + · · · . (C.148)
Using this expansions one gets the following final results for the LHS of (C.146),
eˆ(α)β = E
(α)
β(x) +
1
2N
R(α)γδβ(x)
∑
p
ξγp ξ
δ
p +O(ξ
3) ,
eˆ(α)B =
1
6
√
N
R(α)γδ(βˆ)(x)
∑
p
Obpξ
γ
p ξ
δ
p +O(ξ
3) ,
eˆ(A)β =
1√
N
Ωβ
(αˆ)
γ(x)
∑
p
Oapξγp +
1
2
√
N
R(αˆ)γδβ(x)
∑
p
Oapξγp ξ
δ
p +O(ξ
3) ,
eˆ(A)B = δ
A
B +
1
6
R(αˆ)γδβˆ(x)
∑
p
OapObpξ
γ
p ξ
δ
p +O(ξ
3) . (C.149)
We will now proceed to compute the RHS of (C.146). To find it as an expansion in
ξp, we first write it as an expansion in ξ˜ and then use the relation (B.134). To this end
we write the RHS of (C.146) in z˜-frame,
Q(a)b := Raa¯e¯(a¯)b¯K b¯b = e˜(a)d( ˜exp‖(x, ξ˜), ˜exp⊥(x, ξ˜))
(
∂z˜d
∂zˆb
)
, (C.150)
where the second factor should be understood as,(
∂z˜δ
∂zˆβ
)
= ∂β ˜exp
δ
‖(x, ξ˜(yˆ)) = ∂β ˜exp
δ
‖(x, ξ˜) + (∂βe(E)
D)e(E)F ξ˜
F ∂˜D ˜exp
δ
‖(x, ξ˜) ,(
∂z˜δ
∂zˆB
)
= ∂ˆB ˜exp
δ
‖(x, ξ˜(yˆ)) = e(B)
D∂˜D ˜exp
δ
‖(x, ξ˜) ,(
∂z˜D
∂zˆβ
)
= ∂β ˜exp
D
⊥(x, ξ˜(yˆ)) = ∂β ˜exp
D
⊥(x, ξ˜) + (∂βe(E)
D)e(E)F ξ˜
F ∂˜D ˜exp
D
⊥(x, ξ˜) ,(
∂z˜D
∂zˆB
)
= ∂ˆB ˜exp
D
⊥(x, ξ˜(yˆ)) = e(B)
D∂˜D ˜exp
D
⊥(x, ξ˜) , (C.151)
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where we have used the following notations: ∂β ≡ ∂∂xβ , ∂˜B ≡ ∂∂ξ˜B , ∂ˆB ≡ ∂∂yˆB and,
ξ˜A(yˆ) = e(B)
AyˆB , (C.152)
which is obtained by using eqs.(B.134, 3.21). In order to obtain Q as a power series in
ξ˜, one performs ordinary Taylor expansion of all the relevant quantities around ξ˜ = 0.
Using such Taylor expansions we will show in §C.2.1 that,
Q(a)β = e˜(a)β + ω˜β(a)C ξ˜C + 1
2
r˜(a)C1C2β ξ˜
C1 ξ˜C
2
+O(ξ˜3) , (C.153)
Q(a)B = e(B)De˜(a)D + 1
6
e(B)
Dr˜(a)C1C2Dξ˜
C1 ξ˜C
2
+ (ξ˜3) . (C.154)
We now express the RHS of the above equations back in terms of DPC,
Q(a)β =
√
NRaa¯(e¯
(a¯)
b¯ + ω¯b¯
(a¯)
c¯ξ¯
c¯ +
1
2
r¯(a¯)c¯1c¯2b¯ξ¯
c¯1 ξ¯ c¯
2
+O(ξ¯3))(RT )b¯β ,
Q(a)B = e(B)D
{√
NRaa¯(e¯
(a¯)
b¯ +
1
6
r¯(a¯)c¯1c¯2b¯ξ¯
c¯1 ξ¯ c¯
2
+O(ξ¯3))(RT )b¯D
}
. (C.155)
These expressions can in turn be evaluated in terms of M-data to get the same results
as in (C.149).
C.2.1 Proof of equations (C.153, C.154)
Results for the ordinary Taylor expansions up to quadratic order relevant to the compu-
tation of (C.150) are given by,
∂β ˜exp
δ
‖(x, ξ˜)e˜
(a)
δ( ˜exp‖(x, ξ˜), ˜exp⊥(x, ξ˜)) ,
= e˜(a)β + e˜
(a)
β,C ξ˜
C +
1
2
(e˜(a)β,C1C2 − γ˜δC1C2 e˜(a)β,δ − γ˜DC1C2 e˜(a)β,D − e˜(a)δ∂βγ˜δC1C2)ξ˜C1 ξ˜C2
+ · · · , (C.156)
∂β ˜exp
C
⊥(x, ξ˜)e˜
(a)
C( ˜exp‖(x, ξ˜), ˜exp⊥(x, ξ˜)) ,
= −1
2
e˜(a)C∂βγ˜
C
C1C2 ξ˜
C1 ξ˜C
2
+ · · · , (C.157)
∂˜B ˜exp
δ
‖(x, ξ˜)e˜
(a)
δ( ˜exp‖(x, ξ˜), ˜exp⊥(x, ξ˜)) ,
= −e˜(a)δγ˜δBC ξ˜C − (e˜(a)δ,C1 γ˜δBC2 + 1
2
e˜(a)δγ˜
δ
BC1C2)ξ˜
C1 ξ˜C
2
+ · · · , (C.158)
∂˜B ˜exp
C
⊥(x, ξ˜)e˜
(a)
C( ˜exp‖(x, ξ˜), ˜exp⊥(x, ξ˜)) ,
= e˜(a)B + (e˜
(a)
B,C − e˜(a)Dγ˜DBC)ξ˜C
+
{
−e˜(a)D,C1 γ˜DBC2 + 1
2
(e˜(a)B,C1C2 − γ˜δC1C2 e˜(a)B,δ − γ˜DC1C2 e˜(a)B,D
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−e˜(a)Dγ˜DBC1C2)
}
ξ˜C
1
ξ˜C
2
+ · · · . (C.159)
Armed with the above results, we first derive eq.(C.153). Substituting (C.156, C.157)
in (C.150) one first shows,
Q(a)β = Q(a)0 β +Q(a)1 β +Q(a)2 β +O(ξ˜3) , (C.160)
where,
Q(a)0 β = e˜(a)β , (C.161)
Q(a)1 β = (e˜(a)β,C − δaDe˜(D)C,β)ξ˜C ,
= (γ˜DβC e˜
(a)
D − δaAγ˜DβC e˜(A)D − ω˜C (a)(d)e˜(d)β + δaAω˜β(A)C)ξ˜C ,
=
{
0 a = α ,
ω˜β
(A)
C ξ˜
C a = A .
(C.162)
Q(a)2 β =
{
1
2
e˜(a)β,C1C2 − e(E)C1,βe(E)D(e˜(a)D,C2 − e˜(a)bγ˜bDC2)
−1
2
(γ˜δC1C2 e˜
(a)
β,δ + γ˜
D
C1C2 e˜
(a)
β,D + e˜
(a)
c∂βγ˜
c
C1C2)
}
ξ˜C
1
ξ˜C
2
,
=
1
2
(e˜(a)β,C1C2 − γ˜dC1C2 e˜(a)β,d − e˜(a)d∂βγ˜dC1C2)ξ˜C1 ξ˜C2 ,
=
1
2
r˜(a)C1C2β ξ˜
C1 ξ˜C
2
(C.163)
The above results prove eq.(C.153). Before proceeding further we explain the computa-
tions leading to eqs.(C.162) and (C.163). In the second line of (C.162) we have used,
e˜(a)b,c = e˜
(a)
Dγ˜
D
bc − ω˜c(a)b , (C.164)
which is the statement of vanishing of total covariant derivative of vielbein in z˜-system
and,
γ˜αβC = 0 , (C.165)
which is obtained by using the coordinate transformation (B.132), under which the
Christoffel symbols transform as a tensor, and the fact that
∑
pOap = 0 ,∀a 6= 0. In
the third line of eq.(C.162) we have used eq.(B.120) and e˜(a)B = δaAe˜(A)B which can again
be shown using argument similar to the above. To arive at the second line of (C.163) we
noted that,
ξ˜C
2
(e˜(a)D,C2 − γ˜bDC2 e˜(a)b) = −ξ˜C2ω˜C2 (a)(b)e˜(b)D = 0 , (C.166)
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which is obtained by using (C.164) and (B.120). Then the third line follows from the
following argument. Setting D˜totC1D˜
tot
C2 e˜
(a)
β = 0 and using (B.120) and (B.126) one first
shows,
ξ˜C
1
ξ˜C
2
(e˜(a)β,C1C2 − γ˜dC1C2 e˜(a)β,d) = ξ˜C
1
ξ˜C
2
(∂˜C1 γ˜
d
C2β + γ˜
e
C2βγ˜
d
eC1 − γ˜eC1C2 γ˜deβ)e˜(a)d .
(C.167)
Then substituting the above result into the second line of (C.163) one arrives at the third
line.
We now proceed to derive eq.(C.154). Using (C.158) and (C.159) in eq.(C.150) and
simplifying using (C.164, B.120) one first shows,
Q(a)B = e(B)De˜(a)D + e(B)DU˜ (a)D +O(ξ˜3) , (C.168)
where,
U˜ (a)D =
{
−e˜(a)e,C1 γ˜eDC2 + 1
2
(e˜(a)D,C1C2 − γ˜eC1C2 e˜(a)D,e − e˜(a)eγ˜eDC1C2)
}
ξ˜C
1
ξ˜C
2
,
(C.169)
We now massage the above expression using various tricks used so far,
U˜ (a)D =
[
−(γ˜dC1ee˜(a)d − ω˜C1 (a)e)γ˜eDC2 +
1
2
{
(∂˜C1 γ˜
d
C2D + γ˜
e
C2Dγ˜
d
eC1 − γ˜eC1C2 γ˜deD)e˜(a)d
−1
3
e˜(a)e(D˜Dγ˜
e
C1C2 + D˜C2 γ˜
e
DC1 + D˜C1 γ˜
e
C2D)
}]
ξ˜C
1
ξ˜C
2
,
= e˜(a)d
[
−γ˜dC1eγ˜eDC2 +
1
2
(∂˜C1 γ˜
d
C2D + γ˜
e
C2Dγ˜
d
eC1 − γ˜eC1C2 γ˜deD)
−1
6
(∂˜Dγ˜
d
C1C2 − γ˜eDC1 γ˜deC2 − γ˜eDC2 γ˜deC1 + ∂˜C2 γ˜dDC1 − γ˜eC2Dγ˜deC1 − γ˜eC2C1 γ˜deD
+∂˜C1 γ˜
d
C2D − γ˜eC1C2 γ˜deD − γ˜eC1Dγ˜deC2)
]
ξ˜C
1
ξ˜C
2
,
=
1
6
e˜(a)d
[
∂˜C1 γ˜
d
C2D − ∂˜Dγ˜dC1C2 + γ˜dC1eγ˜eC2D − γ˜dDeγ˜eC1C2
]
ξ˜C
1
ξ˜C
2
,
=
1
6
r˜(a)C1C2Dξ˜
C1 ξ˜C
2
, (C.170)
proving eq.(C.154).
D Computation of metric-expansion
For an arbitrary submanifold-embedding M ↪→ L, as considered in Appendix A, the
metric-expansion up to 4-th order can be directly obtained from the results in [12]. It is
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given by,
gˆαβ = Gαβ + (ωˆαβC + ωˆβαC)yˆ
C
+
(
rˆαC1C2β + ωˆα
a
C1ωˆβaC2
)
yˆC1C2
+
{
1
3
DˆtotC1 rˆαC2C3β +
2
3
(rˆαC1C2aωˆβ
a
C3 + α↔ β)
}
yˆC1C2C3
+
{
1
12
DˆtotC1C2 rˆαC3C4β +
1
3
rˆαC1C2arˆ
a
C3C4β +
1
4
(DˆtotC1 rˆαC2C3aωˆβ
a
C4 + α↔ β)
+
1
3
rˆaC1C2bωˆα
a
C3ωˆβ
b
C4
}
yˆC1···C4 , (D.171)
gˆαB = ωˆαBC yˆ
C +
2
3
rˆαC1C2B yˆ
C1C2 +
(
1
4
DˆtotC1 rˆαC2C3B +
1
3
ωˆαaC1 rˆ
a
C2C3B
)
yˆC1C2C3
+
(
1
15
DˆtotC1C2 rˆαC3C4B +
2
15
rˆαC1C2(d)rˆ
(d)
C3C4B +
1
6
ωˆαaC1Dˆ
tot
C2
rˆaC3C4B
)
yˆC1···C4 ,
(D.172)
gˆAB = ηAB +
1
3
rˆAC1C2B yˆ
C1C2 +
1
6
DˆtotC1 rˆAC2C3B yˆ
C1C2C3
+
(
1
20
DˆtotC1C2 rˆAC3C4B +
2
45
rˆAC1C2brˆ
b
C3C4B
)
yˆC1···C4 . (D.173)
The coefficient of the linear term in (D.171), namely,
sˆαβC = ωˆαβC + ωˆβαC , (D.174)
gives the second fundamental form [18] of the submanifold embedding. Absence of this
term indicates that the submanifold is totally geodesic, which is the case for all the
examples that we study in this work. Notice that the terms appearing in the above
expansions are of the following general form,
uˆ
(n)
ab = tˆabC1···Cn yˆ
C1 · · · yˆCn , (D.175)
where tˆ can be a single tensor or product of tensors with indices contracted.
In order to obtain the tubular expansion of metric around ∆ ↪→MN and ∆ ↪→ LM
in terms ofM-data, all we need to do is to take the above results, specialise to these two
cases and use the right Jacobian matrices to express the expansion coefficients in terms
ofM-data. We perform this procedure below for the two cases in order.
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D.1 Specialisation to ∆ ↪→MN
In this case using the results of §3 we may write, when tˆ is a single tensor,
uˆ
(n)
ab = K
a¯
aK
b¯
bK
c¯1
C1 · · ·K c¯nCn t¯a¯b¯c¯1···c¯n yˆC1 · · · yˆCn ,
= N
n+w
2
∑
p,c1···cn
KαpaK
βp
b{OTpc1 · · ·OTpcn}Tαpβp(ξˆ1···ξˆn)(x)yˆξˆ
1
c1 · · · yˆξˆ
n
cn , (D.176)
which implies,
uˆ
(n)
αβ = N
1+n+w
2 Tαβ(ξˆ1···ξˆn)(x)
∑
p,c1···cn
{(OTp0)2OTpc1 · · ·OTpcn}yˆξˆ
1
c1 · · · yˆξˆ
n
cn , (D.177)
uˆ
(n)
αB = N
1+n+w
2 Tα(βˆξˆ1···ξˆn)(x)
∑
p,c1,···,cn
{OTp0OTpbOTpc1 · · ·OTpcn}yˆ
ξˆ1
c1 · · · yˆξˆ
n
cn , (D.178)
uˆ
(n)
AB = N
1+n+w
2 T(αˆβˆξˆ1···ξˆn)(x)
∑
p,c1,···,cn
{OTpaOTpbOTpc1 · · ·OTpcn}yˆ
ξˆ1
c1 · · · yˆξˆ
n
cn . (D.179)
The same general forms of the results hold true when tˆ is a product of tensors as well.
In that case the tensor T in M should also be a product of the corresponding tensors.
For example,
tˆ1αC1···Cnetˆ
2e
βD1···Dm → T 1α(ξˆ1···ξˆn)η(x)T 2ηβ(δˆ1···δˆm)(x) , (D.180)
where T 1 and T 2 correspond to tˆ1 and tˆ2 respectively.
The results (D.177, D.178) and (D.179), when written in terms of ξp, take the following
forms,
uˆ
(n)
αβ = N
1+w
2 Tαβγ1···γn(x)
∑
p
(OTp0)
2ξγ
1···γn
p , (D.181)
uˆ
(n)
αB = N
1+w
2 Tα(βˆ)γ1···γn(x)
∑
p
OTp0O
T
pbξ
γ1···γn
p , (D.182)
uˆ
(n)
AB = N
1+w
2 T(αˆβˆ)γ1···γn(x)
∑
p
OTpaO
T
pbξ
γ1···γn
p . (D.183)
It is now easy to see from eq.(D.181) that uˆ(1)αβ vanishes due to the fact that O0p is
independent of p and the condition in eq.(3.16). Similar argument can also be given using
eq.(D.177). This shows that ∆ ↪→MN is totally geodesic. Below we compute the metric-
expansion for N = 2, 3. All the tensors appearing in this expansion has Weyl weight
w = −2.
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N = 2
In this case there is only one set of transverse coordinates, namely yˆ1 = yˆ. We take
the following SO(2) matrix,
O =
1√
2
(
1 1
−1 1
)
. (D.184)
Equations (D.177, D.178) and (D.179) take the following forms (for w = −2),
uˆ
(n)
αβ = Tαβ(ξˆ1···ξˆn)(x)
1
2
[1 + (−1)n]yˆξˆ1···ξˆn ,
uˆ
(n)
αβˆ
= Tα(βˆξˆ1···ξˆn)(x)
1
2
[1− (−1)n]yˆξˆ1···ξˆn ,
uˆ
(n)
αˆβˆ
= T(αˆβˆξˆ1···ξˆn)(x)
1
2
[1 + (−1)n]yˆξˆ1···ξˆn . (D.185)
The final results for the metric-expansion, obtained using the above equations, are given
in eqs.(3.42, 3.43) and (3.44).
N = 3
In this case we describe the results in terms of ξp using eqs.(D.181, D.182) and (D.183).
The SO(3) matrix is taken to be,
O =

1√
3
1√
3
1√
3
− 1√
2
1√
2
0
− 1√
6
− 1√
6
√
2
3
 . (D.186)
This gives the following results,
uˆ
(n)
αβ =
1
3
Tαβγ1···γn(x)
∑
p
ξγ
1···γn
p ,
uˆ
(n)
αβˆ1
= Tα(βˆ1)γ1···γn(x)
∑
p
OTp0O
T
p1ξ
γ1···γn
p =
1√
6
Tα(βˆ1)γ1···γn(x)(−ξγ
1···γn
1 + ξ
γ1···γn
2 ) ,
uˆ
(n)
αβˆ2
=
1
3
√
2
Tα(βˆ2)γ1···γn(x)(−ξγ
1···γn
1 − ξγ
1···γn
2 + 2ξ
γ1···γn
3 ) ,
uˆ
(n)
αˆ1βˆ1
=
{
T(αˆ1βˆ1)(x) n = 0 ,
1
2
T(αˆ1βˆ1)γ1···γn(x)(ξ
γ1···γn
1 + ξ
γ1···γn
2 ) n 6= 0 ,
uˆ
(n)
αˆ1βˆ2
= T(αˆ1βˆ2)γ1···γn(x)
∑
p
OTp1O
T
p2ξ
γ1
p · · · ξγ
n
p =
1
2
√
3
T(αˆ1βˆ2)γ1···γn(x)(ξ
γ1···γn
1 − ξγ
1···γn
2 ) ,
uˆ
(n)
αˆ2βˆ2
=
{
T(αˆ2βˆ2)(x) n = 0 ,
1
6
T(αˆ2βˆ2)γ1···γn(x)(ξ
γ1···γn
1 + ξ
γ1···γn
2 + 4ξ
γ1···γn
3 ) n 6= 0
. (D.187)
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The metric-expansion, obtained by using the above results, are given in eqs.(3.46, 3.47,
3.48, 3.49, 3.50) and (3.51).
D.2 Specialisation to ∆ ↪→ LM
In this case the results can be obtained simply by taking the results of §D.1 (in ξ-form),
replacing N by m = (2N + 1), O by U (as given in eqs.(4.60)), OT by U †, and taking the
large-N limit. This leads to the following equations for w = −2,
uˆ
(n)
αβ = Tαβγ1···γn(x)
∑
p
(U∗0p)
2ξγ
1···γn
p = Tαβγ1···γn(x)
1
m
∑
p
ξγ
1···γn
p ,
→ Tαβ(ξˆ1···ξˆn)(x)
∮
dσ
2pi
Yˆ ξˆ
1···ξˆn(σ) , (D.188)
uˆ
(n)
αB = Tα(βˆ)γ1···γn(x)
∑
p
U∗0pU
∗
bpξ
γ1···γn
p = Tα(βˆ)γ1···γn(x)
1
m
∑
p
eibσξγ
1···γn
p ,
→ Tα(βˆξˆ1···ξˆn)(x)
∮
dσ
2pi
eibσYˆ ξˆ
1···ξˆn(σ) , (D.189)
uˆ
(n)
AB = T(αˆβˆ)γ1···γn(x)
∑
p
U∗apU
∗
bpξ
γ1···γn
p = T(αˆβˆ)γ1···γn(x)
1
m
∑
p
ei(a+b)σξγ
1···γn
p ,
→ T(αˆβˆ)γ1···γn(x)
∮
dσ
2pi
ei(a+b)σYˆ ξˆ
1···ξˆn(σ) , (D.190)
where an → indicates taking the large-N limit. Using the above results one finds the
metric-expansion which is given in eqs.(4.67, 4.68) and (4.69).
E Construction of “Killing vector" at finite N
Here we will perform the following steps,
1. Construct a vector field in L(N)M in DPC such that its large-N limit taken following
§4.1 is given by (4.80),
2. Perform the coordinate transformation to find the vector field in FNC.
3. Take large-N limit back to arrive at (4.83).
To perform the first step we first consider an m = (2N + 1)-point configuration inM
given by the coordinates xp (p = 1, · · · ,m), and then go to the tangent space TxM where
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x ∈ M is the CM. Recall that this configuration is given by a set of m vectors in TxM,
namely ξαp satisfying (3.16). We now consider the following convex combination of ξp’s,
ξα(λ1 · · ·λm) =
m∑
p=1
λpξ
α
p , λp ≥ 0 , and
m∑
p=1
λp = 1 , (E.191)
which defines a polygon in TxM. This, in turn, defines a polygon inM with xp as vertices
through exponential map,
xα(λ1, · · ·λm) = xα + Expαx(ξ(λ1, · · · , λm)) . (E.192)
Therefore the p-th vertex is obtained by choosing λp = 1 , λq 6=p = 0. Note that this is
not a geodesic polygon. Why we choose to consider this tangent-space-polygon and not
the geodesic one will be clarified later. Because of cyclic ordering the polygon is oriented
(from lower value of p to higher value) and the segment xpxp+1 can be written as,
xα(βp) = x
α + Expαx((1− βp)ξp + βpξp+1) , 0 ≤ βp ≤ 1 . (E.193)
Notice that cyclicity implies: xm+1 = x1 and ξm+1 = ξ1. The tangent vector to the above
segment at the p-th vertex along the direction of its orientation is given by,
∆αp (xp) ≡
(
∂xα(βp)
∂βp
)
βp=0
= ∆ξγp∂ζγExp
α
x(ζ)|ζ=ξp , (E.194)
where ∆ξγp = (ξ
γ
p+1 − ξγp ). Our desired vector field in L(N)M is given, in DPC, by,
∆¯a¯ = (∆α11 (x1),∆
α2
2 (x2), · · · ,∆αmm (xm)) . (E.195)
We now discuss the large-N limit. To this end let us consider two vertices given by ξp− δp
2
and ξp+ δp
2
, where δp is a suitable range such that δp
m
is infinitesimally small at large N .
The segment between these two vertices is given by,
ξα(sp) = (1− sp)ξp− δp
2
+ spξp+ δp
2
, 0 ≤ sp ≤ 1 . (E.196)
In general this segment is not on our actual polygon in TxM. However, at large N (when
δp
m
is infinitesimally small) and the loop considered is a smooth one any intermediate
vertex, i.e. ξq for (p− δp2 ) < q < (p + δp2 ) sits on the above segment. Given this, we now
define the large-N analogue of ∆p(xp) in (E.194),
καp (xp) = 2pi
(ξγ
p+ δp
2
− ξγ
p− δp
2
)
δp
m
∂ζγExpαx(ζ)|ζ=ξp → κα(σ) = ∂ξγ(σ)∂ζγExpαx(ζ)|ζ=ξ(σ) ,
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(E.197)
where the arrow indicates the large-N limit. Finally, going back to the first line of (3.13)
and interpreting it in the large-N limit one concludes that κα(σ), as given above, is same
as that in eq.(4.80).
We now perform the second step. Notice that because of cyclicity, ∆ξp satisfy the
following condition16, ∑
p
δααp∆ξ
αp
p = 0 , (E.198)
Equation (E.194), along with the above condition implies that the vector field in (E.195),
when expressed in FNC, takes the following form,
∆ˆa = (0,∆yˆA) , (E.199)
which may be taken to be the definition of a vector field being transverse to the subman-
ifold. We show this below in the reverse direction using the arguments of Appendices B.2
and B.3,
∆αpp =
√
m(R†)a¯a∆˜a ,
=
√
m(R†)a¯a
(
∂z˜a
∂ξB
)
1√
m
RBd¯∆ξ¯
d¯ , [∆˜ is transverse to submanifold]
= (R†)e¯B
∂
∂ξ¯e¯
[
ξαpp −
∑
n≥0
1
(n+ 2)!
Γαpβ1p ···βn+2p (x)ξ
β1p
p · · · ξβn+2pp
]
RBd¯∆ξ¯
d¯ ,
=
∂
∂ξ¯d¯
[
ξαpp −
∑
n≥0
1
(n+ 2)!
Γαpβ1p ···βn+2p (x)ξ
β1p
p · · · ξβn+2pp
]
∆ξ¯d¯ , [Using eq.(E.198)] ,
= ∆ξγp∂ζγExp
αp
x (ζ)|ζ=ξp . (Q.E.D.) (E.200)
It is now straightforward to relate ∆yˆ in (E.199) and ∆ξp in (E.194),
∆yˆA = e(A)B∆y
′B = e(A)B∆ξB =
1√
m
E(αˆ)β(x)
∑
p
Uap∆ξβp . (E.201)
The final step is to take the large-N limit of the above equation. This can be done
following the same procedure that we described earlier for the case of DPC. By simply
comparing (E.194) and (E.197) one concludes that in FNC the Killing vector in (E.197)
is given by eq.(4.84) in the continuum limit.
16Equation (E.198), which is a transversality condition, will not be satisfied if we had considered a
geodesic polygon instead of the tangent-space-polygon.
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F Verification of Killing equation
Here we will verify the Killing equation in vielbein form as given in (4.81). Using (4.83)
in (4.81) we first rewrite the equation in the following form,
dˆ(eˆ(a)β) = χ
(a)
(d)eˆ
(d)
β , (F.202)
dˆ(eˆ(a)B) + ibeˆ(a)B = χ(a)(d)eˆ(d)B . (F.203)
where dˆ ≡
∑
c6=0
icyˆC ∂ˆC . These equations can be easily shown to hold true by using the
following identities,
dˆ(eˆ
(α)
0 β) = 0 , dˆ(eˆ
(a)
0 B) = 0 , (F.204)
dˆ(eˆ
(A)
0 β) = iaeˆ
(A)
0 β , (F.205)
dˆ[pˆi(a)(b)({s}n, yˆ)] = i(a− b)[pˆi(a)(b)({s}n, yˆ)] , a, b ∈ ZZ , (F.206)
with,
χ(a)(b) = iaδab . (F.207)
This implies,
χ(ab) = ibηab = ibηαˆβˆδa+b,0 , a, b ∈ ZZ , (F.208)
satisfying the condition in (4.82) as required. Notice that in the above equation we have
allowed a, b to take the value 0, as in eq.(3.35). Therefore we follow the convention for
index notation as explained below that equation.
Therefore all we have to do here is to prove eqs.(F.204, F.205) and (F.206). While the
first two equations in (F.204) follow trivially from (3.37) and the last equation in (A.90),
one needs to do more work to prove the other ones. Below we first show eq.(F.205),
dˆ(eˆ
(A)
0 β) =
∑
c6=0
icωˆβ(A)C yˆC ,
=
∑
c6=0
icRAa¯K b¯βK c¯Cω¯b¯(a¯)c¯JCe¯ξ¯e¯
=
∑
p,q
∑
c6=0
ic(Uapδαˆαp)(
√
NU∗0pδ
βp
β)(
√
NU∗cpE(ξˆ)
ξp(x))(
1√
N
Ωβp
(αp)
ξp(x))
(
1√
N
E(ξˆ)ηq(x)Ucq)ξ
ηq
q ,
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= iaΩβ(αˆ)η(x)
1√
N
∑
q
Uaqξηq
= iaeˆ(A)0 β , (Q.E.D.) (F.209)
To show eq.(F.206), one first notices, following the general analysis of §3.2, that,
[(yˆ.∂ˆ)sρˆ(yˆ)](a)(b) =
∑
p
UapU∗pb(ξp.∇)s[R(ξp;x)](αˆ)(βˆ) ,
→
∮
dσ
2pi
e−i(a−b)σ(ξ(σ).∇)s[R(ξ(σ);x)](αˆ)(βˆ) , a, b ∈ ZZ ,
(F.210)
where the arrow indicates continuum limit. Next, from (A.89) we can write,
dˆ[(yˆ.∂ˆ)sρˆ(yˆ)](a)(b) = dˆ[yˆ
A1 · · · yˆAs yˆDyˆE ∂ˆA1 · · · ∂ˆAs rˆ(a)DE(b)] ,
=
∑
a1 6=0
(ia1yˆA1)yˆA2 · · · yˆAs yˆDyˆE ∂ˆA1 · · · ∂ˆAs rˆ(a)DE(b)
+ · · ·
∑
as 6=0
yˆA1 · · · yˆAs−1(iasyˆAs)yˆDyˆE ∂ˆA1 · · · ∂ˆAs rˆ(a)DE(b)
+
∑
d6=0
yˆA1 yˆA2 · · · yˆAs(idyˆD)yˆE ∂ˆA1 · · · ∂ˆAs rˆ(a)DE(b)
+
∑
e6=0
yˆA1 yˆA2 · · · yˆAs yˆD(ieyˆE)∂ˆA1 · · · ∂ˆAs rˆ(a)DE(b) . (F.211)
Therefore the general form of the term to be calculated is (for w = 0),∑
d 6=0
tˆ(a)(b)DD1···Dn(idyˆD)yˆD
1 · · · yˆDn
=
∑
d 6=0
Raa¯(R
†)b¯bt¯(a¯)(b¯)d¯d¯1···d¯n(idK d¯DJDe¯)(K d¯
1
D1J
D1
e¯1) · · · (K d¯nDnJDn e¯n)ξ¯e¯ξ¯e¯1 · · · ξ¯e¯n ,
= T (αˆ)(βˆ)δδ1···δn(x)
∑
d6=0,p,q
UapU∗bp(idU
∗
dpUdqξ
δ
q)ξ
δ1
p · · · ξδ
n
p ,
→ T (αˆ)(βˆ)δδ1···δn(x)
∑
d 6=0
∮
dσ
2pi
dσ′
2pi
e−i(a−b)σeid(σ−σ
′)∂′ξδ(σ′)ξδ
1
(σ) · · · ξδn(σ) ,
= T (αˆ)(βˆ)δδ1···δn(x)
∮
dσ
2pi
e−i(a−b)σ∂ξδ(σ)ξδ
1
(σ) · · · ξδn(σ) , a, b ∈ ZZ . (F.212)
Using this result and (F.210) in eq.(F.211) one gets,
dˆ[(yˆ.∂ˆ)sρˆ(yˆ)](a)(b) =
∮
dσ
2pi
e−i(a−b)σ∂
{
(ξ(σ).∇)s[R(ξ(σ);x)](αˆ)(βˆ)
}
,
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= (a− b)[(yˆ.∂ˆ)sρˆ(yˆ)](a)(b) , a, b ∈ ZZ , (F.213)
which, in turn, is used in the first equation in (A.89) to establish the result (F.206).
With this we conclude that the reparametrization isometry is admitted by our large-N
geometry.
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