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MULTIFRACTAL FORMALISM FOR INVERSE MEASURES OF
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Zhihui Yuan
Abstract. Any Borel probability measure supported on a Cantor set of zero Lebesgue
measure on the real line possesses a discrete inverse measure. We study the validity
of the multifractal formalism for the inverse measures of random weak Gibbs measures
supported on the attractor associated with some C1 random dynamics encoded by a
random subshift of finite type, and expanding in the mean. The study requires, in
particular, to develop in this context of random dynamics a suitable extension of the
results known for heterogeneous ubiquity associated with deterministic Gibbs measures.
1. Introduction
This paper investigates the validity of the multifractal formalism for discrete measures
naturally arising in some random dynamical systems, namely the inverse measures of ran-
dom weak Gibbs measures supported on random dynamical attractors in the line, to be
defined below.
Let us recall the basic framework of multifractal formalism. Given a positive, finite,
and compactly supported Borel measure µ on R, whose topological support is denote by
supp(µ), one defines its Lq-spectrum τµ : R→ R ∪ {−∞} by
(1) τµ(q) = lim inf
r→0
log sup{∑i(µ(Bi))q}
log(r)
,
where the supremum is taken over all families of disjoint closed balls Bi of radius r with
centers in supp(µ). One also defines for any x ∈ supp(µ) the lower local dimension and
the upper local dimension of µ at x by
dimloc(µ, x) = lim inf
r→0+
logµ(B(x, r))
log r
and dimloc(µ, x) = lim sup
r→0+
logµ(B(x, r))
log r
,
and the local dimension of µ at x by dimloc(µ, x) = dimloc(µ, x) = dimloc(µ, x) if the last
equality holds. Then, one considers the level sets associated with these quantities, i.e., for
d ∈ R, the sets
E(µ, d) = {x ∈ supp(µ) : dimloc(µ, x) = d},
E(µ, d) = {x ∈ supp(µ) : dimloc(µ, x) = d},
E(µ, d) = E(µ, d) ∩ E(µ, d).
One also defines the lower Hausdorff dimension of µ:
dimH(µ) = sup{s : dimloc(µ, x) ≥ s for µ-almost every x ∈ supp(µ)}.
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2 ZHIHUI YUAN
An equivalent definition is (see [8, chapter 10]) dimH(µ) = inf{dimH E : E Borel set, µ(E) >
0}. One always has, for all d ∈ R (see [19, 15])
dimH E(µ, d) ≤ min(dimH E(µ, d),dimH E(µ, d))
≤ max(dimH E(µ, d),dimH E(µ, d)) ≤ τ∗µ(d),(2)
where dimH stands for the Hausdorff dimension, a negative dimension means that the set
is empty, and we recall that the Legendre transform f∗ of any function f : R→ R∪{−∞}
with non-empty domain is defined on R by
f∗(d) = inf
q∈R
{dq − f(q)} ∈ R ∪ {−∞}.
The Hausdorff spectrum of µ is defined by
d ∈ R 7→ dimH E(µ, d),
while the lower and upper Hausdorff spectra are defined similarly with the sets E(µ, d)
and E(µ, d) respectively, in place of E(µ, d).
Definition 1.1. One says that the multifractal formalism holds on a subset I of R if
dimH E(µ, d) = τ
∗
µ(d) for all d ∈ I and that it holds strongly on I if dimH E(µ, d) = τ∗µ(d)
for all d ∈ I. If I = R, one simply says that the formalism holds.
The study of the validity of the multifractal formalism for discrete measures started in
[16], and was developed further in [21]. In these papers, the authors study the relations
between the multifractal behavior of a Borel probability measure supported on [0, 1] and
its inverse measure defined as follows:
Definition 1.2. Let µ be a Borel probability measure supported on [0, 1], and let Fµ be its
distribution function, i.e. Fµ(t) = µ([0, t]). The inverse measure ν of µ is the unique Borel
probability measure on [0, 1] such that for all x ∈ [0, 1], Fν(x) = sup{t ∈ [0, 1];Fµ(t) ≤ x}.
The authors of [21] use limI→{x}
log(µ(I))
log(|I|) as a definition of the local dimension, where I
is a non trivial interval containing x. With this definition, they observe that for a Gibbs
measure on a cookie-cutter set, while it is well known that the strong multifractal formalism
holds, they can establish its failure on a non trivial interval for the discrete inverse measure
of such a measure (they obtained the same type of failure for discrete in-homogeneous
self-similar measures, see also [20]). Later, the validity of the multifractal formalism as
defined above was obtained in [7], where the authors used the so-called heterogeneous, or
conditioned, ubiquity theory, which combines ergodic theory and metric approximation
theory, and was developed in [4]. This tool makes it possible to study a broad class of
multifractal discrete measures [2, 6].
It is worth mentioning that the multifractal analysis of discrete measures via the Haus-
dorff dimensions of the level sets E(µ, d), and with no consideration of multifractal for-
malism, started with homogeneous sums of Dirac masses [1, 11, 12, 9], in particular the
derivative of Lévy subordinators [12], and that originally heterogeneous ubiquity was elab-
orate with the multifractal analysis of Lévy processes in multifractal time as a target [5].
In [22], we consider, on a base probability space (Ω,F ,P, σ), random weak Gibbs mea-
sures {µω}ω∈Ω on some class of attractors {Xω}ω∈Ω included in [0, 1] and associated with
C1 random dynamics conjugate (up to countably many points), or semi-conjugate to a
random subshift of finite type. We provide a study of the multifractal nature of these
measures, including the validity of the strong multifractal formalism, the calculation of
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Hausdorff and packing dimensions of the so-called level sets of divergent points, and a 0-∞
law for the Hausdorff and packing measures of the level sets of the local dimension.
In the present work, we study the multifractal nature of the discrete measures obtained
as the inverse measures of the random weak Gibbs measures {µω}ω∈Ω, when the attractors
have zero Lebesgue measure. The precise definitions of these objects and our main result,
theorem 2.1, are exposed in the next section. Let us just mention that the randomness
and the fact that we work on a subshift rather than a fullshift are two sources of serious
complications with respect to the study achieved for inverse measures of deterministic
Gibbs measures in [7]. In particular, the fundamental geometric tool provided by [4] must
be revisited.
2. Setting and main result
We first need to expose basic facts from random dynamical systems and thermodynamic
formalism.
2.1. Random subshift and random weak Gibbs measures. Random subshift. De-
note by Σ the symbolic space (Z+)N, and endow it with the standard ultrametric distance:
for any u = u0u1 · · · and v = v0v1 · · · in Σ, d(u, v) = e− inf{n∈N: un 6=vn}, with the conven-
tion inf(∅) = +∞. Let (Ω,F ,P) be a complete probability space and σ a P-preserving
ergodic map. The product space Ω×Σ is endowed with the σ-field F ⊗B(Σ), where B(Σ)
stands for the Borel σ-field of Σ.
Let l be a Z+ valued random variable such that
∫
log(l) dP <∞ and P({ω ∈ Ω : l(ω) ≥
2}) > 0. Let A = {A(ω) = (Ar,s(ω)) : ω ∈ Ω} be a random transition matrix such that
A(ω) is a l(ω)× l(σω)-matrix with entries 0 or 1. We suppose that the map ω 7→ Ar,s(ω) is
measurable for all (r, s) ∈ Z+ × Z+ and each A(ω) has at least one non-zero entry in each
row and each column. Let Σω = {v = v0v1 · · · ; 1 ≤ vk ≤ l(σk(ω)) and Avk,vk+1(σk(ω)) =
1 for all k ∈ N}, and Fω : Σω → Σσω be the left shift (Fωv)i = vi+1 for any v = v0v1 · · · ∈
Σω. Define ΣΩ = {(ω, v) : ω ∈ Ω, v ∈ Σω} which is endowed with the σ-field obtained
as the trace of F ⊗ B(Σ). Define the map F : ΣΩ → ΣΩ as F ((ω, v)) = (σω, Fωv). The
corresponding family F˜ = {Fω : ω ∈ Ω} is called a random subshift. We assume that this
random subshift is topologically mixing, i.e. there exists a Z+-valued r.v. M on (Ω,F ,P)
such that for P-almost every (a.e.) ω, A(ω)A(σω) · · ·A(σM(ω)−1ω) is positive.
For each n ≥ 1, define Σω,n as the set of words v = v0v1 · · · vn−1 of length n, i.e. such
that 1 ≤ vk ≤ l(σk(ω)) for all 0 ≤ k ≤ n− 1 and Avk,vk+1(σk(ω)) = 1 for all 0 ≤ k ≤ n− 2.
Define Σω,∗ = ∪n∈NΣω,n. For v = v0v1 · · · vn−1 ∈ Σω,n, we write |v| for the length n of v,
and we define the cylinder [v]ω as [v]ω := {w ∈ Σω : wi = vi for i = 0, . . . , n− 1}.
For any s ∈ Σω,1, p ≥ M(ω) and s′ ∈ Σσp+1ω,1, there is at least one word v(s, s′) ∈
Σσω,p−1 such that sv(s, s′)s′ ∈ Σω,p+1. We fix such a v(s, s′) and denote the word sv(s, s′)s′
by s∗ s′. Similarly, for any w = w0w1 · · ·wn−1 ∈ Σω,n and w′ = w′0w′1 · · ·w′m−1 ∈ Σσn+pω,m
with n, p,m ∈ N and p ≥ M(σn−1ω), we fix v(wn−1, w′0) ∈ Σσnω,p (a word depend-
ing on wn−1 and w′0 only) so that w ∗ w′ := w0w1 · · ·wn−1v(wn−1, w′0)w′0w′1 · · ·w′m−1 ∈
Σω,n+m+p−1.
Random weak Gibbs measures. We say that a measurable function Φ on ΣΩ is in
L1ΣΩ(Ω, C(Σ)) if
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(1)
(3) CΦ =:
∫
Ω
‖Φ(ω)‖∞ dP(ω) <∞,
where ‖Φ(ω)‖∞ =: supv∈Σω |Φ(ω, v)|,
(2) for P-a. e. ω, varnΦ(ω)→ 0 as n→∞, where
varnΦ(ω) = sup{|Φ(ω, v)− Φ(ω,w)| : vi = wi, ∀i < n}.
Now, if Φ ∈ L1ΣΩ(Ω, C(Σ)), due to Kingsman’s subadditive ergodic theorem,
P (Φ) = lim
n→∞
1
n
log
∑
v∈Σω,n
sup
v∈[v]ω
exp (SnΦ(ω, v))
exists for P-a.e. ω and does not depend on ω, where SnΦ(ω, v) =
∑n−1
i=0 Φ(F
i(ω, v)). This
limit is called topological pressure of Φ.
Also, with Φ is associated the Ruelle-Perron-Frobenius operator LωΦ : C0(Σω)→ C0(Σσω)
defined as
LωΦh(v) =
∑
Fωw=v
exp(Φ(ω,w))h(w), ∀ v ∈ Σσω.
Proposition 1. [13, 18] Removing from Ω a set of P-probability 0 if necessary, for all
ω ∈ Ω there exists λ(ω) = λΦ(ω) > 0 and a probability measure µ˜ω = µ˜Φω on Σω such that
(LωΦ)∗µ˜σω = λ(ω)µ˜ω.
Proposition 2. [13, 18, 22] For P-a.e. ω ∈ Ω,
lim
n→∞
log(
∏n−1
i=0 λ
Φ(σiω))
n
= P (Φ).
We call the family {µ˜Φω : ω ∈ Ω} a random weak Gibbs measure on {Σω : ω ∈ Ω}
associated with Φ.
2.2. A model of random dynamical attractor. We present the model of random
dynamical attractor in the real line defined and illustrated in [22]. It is more general
than examples considered until now in the literature dedicated to multifractal analysis of
random Gibbs measures on R [14, 18, 10].
For any ω ∈ Ω, let U1ω = [aω,1, bω,1], U2ω = [aω,2, bω,2], · · ·U sω = [aω,s, bω,s] · · · be closed
non trivial intervals with disjoint interiors and bω,s ≤ aω,s+1. We assume that for each
s ≥ 1, ω 7→ (aω,s, bω,s) is measurable, as well as aω,1 ≥ 0 and bω,l(ω) ≤ 1. Let fsω(x) =
x−aω,s
bω,s−aω,s and consider a measurable mapping ω 7→ Tsω from (Ω,F) to the space of C1
diffeomorphisms of [0, 1] endowed with its Borel σ-field. We consider the measurable C1
diffeomorphism T sω : U sω → [0, 1] by T sω = Tsω ◦ f sω. We denote the inverse of T sω by gsω. We
also define
Uvω = g
v0
ω ◦ gv1σω ◦ · · · ◦ gvn−1σn−1ω([0, 1]), ∀v = v0v1 · · · vn−1 ∈ Σω,n,
Xω =
⋂
n≥1
⋃
v∈Σω,n
Uvω,
XΩ = {(ω, x) : ω ∈ Ω, x ∈ Xω},
and for all ω ∈ Ω, s ≥ 1 and x ∈ U sω,
ψ(ω, s, x) = − log |(T sω)′(x)|.
INVERSE MEASURES OF RANDOM WEAK GIBBS MEASURES 5
We say that a measurable function ψ˜ defined on ‹UΩ = {(ω, s, x) : ω ∈ Ω, 1 ≤ s ≤
l(ω), x ∈ U sω} is in L1XΩ(Ω, ‹C([0, 1])) if
(1)
∫
Ω ‖ψ˜(ω)‖∞dP(ω) <∞, where ‖ψ˜(ω)‖∞ := sup1≤s≤l(ω) supx∈Usω |ψ˜(ω, s, x)|,
(2) for P-a.e. ω ∈ Ω, var(ψ˜, ω, ε)→ 0 as ε→ 0, where
var(ψ˜, ω, ε) = sup
1≤s≤l(ω)
sup
x,y∈Usω and |x−y|≤ε
|ψ˜(ω, s, x)− ψ˜(ω, s, y)|.
We will make the following assumption:
ψ ∈ L1XΩ(Ω, ‹C([0, 1])) and ψ satisfies the contraction property in the mean
(4) cψ := −
∫
Ω
sup
1≤s≤l(ω)
sup
x∈Usω
ψ(ω, s, x)dP(ω) > 0.
Under this assumption, there is P-almost surely a natural projection piω : Σω → Xω
defined as
piω(v) = lim
n→∞ g
v0
ω ◦ gv1σω ◦ · · · ◦ gvn−1σn−1ω(0).
This mapping may not be injective, but any x ∈ Xω has at most two preimages in Σω. Let
Ψ(ω, v) = ψ(ω, v0, pi(v)) for v = v0v1 · · · ∈ Σω.
By construction we know Ψ ∈ L1ΣΩ(Ω, C(Σ)). Using a standard approach, it can be easily
proven that for P-a.e. ω ∈ Ω, the Bowen-Ruelle formula holds, i.e. dimH Xω = t0 where
t0 is the unique root of the equation P (tΨ) = 0.
2.3. Main result. Let φ ∈ L1XΩ(Ω, ‹C([0, 1])) and consider the function
Φ(ω, v) = φ(ω, v0, pi(v)) (v = v0v1 · · · ∈ Σω).
We have Φ ∈ L1ΣΩ(Ω, C(Σ)). Let µ be the random weak Gibbs measure on {Xω : ω ∈ Ω}
obtained as µω = piω∗µ˜ω := µ˜ω ◦ pi−1ω , where µ˜ is obtained from proposition 1 with respect
to Φ. Without changing the random measures µ˜ω and µω, we can assume P (Φ) = 0.
Then, due to equation (4), for any q ∈ R, there exists a unique T (q) ∈ R such that
P (qΦ−T (q)Ψ) = 0, and the mapping T is concave and increasing. In [22], we showed that
with P-probability 1, the strong multifractal formalism holds for µω with τµω = T .
Now we assume
(5) cφ := −
∫
Ω
sup
1≤s≤l(ω)
sup
x∈Usω
(φ(ω, s, x))dP(ω) > 0,
and
(6) P({ω ∈ Ω : The Lebesgue measure of Xω is equal to 0}) = 1.
The first property ensures that for any q ∈ R, there exists a unique T (q) ∈ R such that
P (qΨ − T (q)Φ) = 0; moreover, the mapping T is concave and increasing. The second
property is equivalent to requiring that the inverse measure of µω is discrete. We notice
that while it is not hard to construct examples with dimH Xω < 1 (which implies (6)), no
example with dimH Xω = 1 and Leb(Xω) = 0 is known.
Theorem 2.1. For P-a.e. ω ∈ Ω, let νω be the inverse measure of µω. We have the
following properties:
(1) The multifractal formalism holds for νω, with τνω = min(T , 0).
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(2) • For any d ∈ [T ′(+∞), T ′(−∞)], one has dimH E(νω, d) = dimH E(νω, d) =
T ∗(d). In particular, the strong multifractal formalism holds on the maximal
set R \ {d ∈ R : T ∗(d) < (min(T , 0))∗(d)}.
• For any d ∈ (0, T ′(+∞)), the sets E(νω, d) and E(νω, d) are empty.
• For d = 0, E(νω, 0) = E(νω, 0) = {atoms of νω}.
Remark 1. (1) The flavor of theorem 2.1(i) is similar to that of the result obtained in [7]
for the inverse of Gibbs measures on cookie-cutter sets: for the level sets of the lower local
dimension, the Hausdorff spectrum is composed of two parts: a linear part with slope
dimH Xω, which is established thanks to conditioned ubiquity theory, and a concave part
which mainly reflects the multifractal structure of weak Gibbs measures or, equivalently,
ratios of Birkhoff averages. The properties stated in Theorem 2.1 are not considered in
[7]. Also, in [7] the level set E(νω, T ′(−∞)), corresponding to the maximal lower local
dimension, is not treated when T ∗(T ′(−∞)) = 0.
(2) Although the main lines of the proof of theorem 2.1(i) are similar to those used to
treat the case of deterministic Gibbs measures [7], the study of νω requires the tools de-
veloped in [22] to study the multifractal nature of random weak Gibbs measures. Also, it
is made structurally more complex because the weak Gibbs measures are constructed on a
random subshift; this is reflected in the expression of νω as a weighted sum of Dirac masses
(see propositions 4 and 5). Moreover, we need to establish a version of the heterogeneous
ubiquity theorem of [4] adapted to our more general context. Indeed, until now the suffi-
cient conditions required to directly apply the main result of [4] have been checked to hold
in connection with a random Gibbs measure only in the random fullshift case and when P
is a product measure [3], and our investigations lead us to conclude that such conditions
can be verified in our more general setting only if the dynamical system (Ω, σ,P) possesses
rapid decay of correlations.
(3) It is easy to see that there is a strong relationship between T and T : a short
calculation yields T ∗(d) = dT ∗(1/d) for all d in the support of T ∗.
The rest of the paper is organized as follows. Section 3 provides an explicit writing of
the measure νω and some useful estimate of the mass of its atoms. In section 4, we start
the multifractal analysis of νω by examining the possible scenarios which lead to a given
lower local dimension. This yields a first, not everywhere sharp, but very useful for the
sequel, upper bound for the lower Hausdorff spectrum. Indeed, it is already related to
conditioned ubiquity properties associated with the sets of atoms, and thus it provides a
beginning of concrete explanation of the origin of the linear part in the lower Hausdorff
spectrum. In section 5, we derive the sharp upper bound for the Lq-spectrum of νω, in
which ubiquity properties remain hidden. Section 6 introduces basic properties related to
the approximation of (Φ,Ψ) by Hölder continuous random potentials, and used in next
sections. Sections 7 to 9 obtain the sharp lower bound for the lower Hausdorff spectrum.
This, combined with the result of section 5 gives the equality dimH E(µ, d) = τ∗νω(d)
for all d ∈ R, hence the validity of the multifractal formalism, as well as the equality
τνω = min(T , 0) by the duality property of Legendre transforms of concave functions.
Specifically, section 7 derives the sharp lower bound for the lower Hausdorff spectrum in
its non linear part, section 8 provides the conditioned ubiquity theorem used in section 9
to get the sharp lower bound for the lower Hausdorff spectrum in the linear part. Finally,
section 10 deals with the Hausdorff dimension of the level sets E(νω, d) and E(νω, d).
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3. Writing of νω as a sum of Dirac masses and estimates for the point
masses
We begin with a useful proposition established in [22], which provides estimates of the
µω mass and the diameter of any set of the form Xvω:
Proposition 3 ([22], Proposition 3). For P-a.e. ω ∈ Ω, there are non increasing se-
quences ((ψ, ω, n))n≥0 and ((φ, ω, n))n≥0, that we also denote as ((Ψ, ω, n))n≥0 and
((Φ, ω, n))n≥0, converging to 0 as n → +∞, such that for all n ∈ N, for all v =
v0v1 . . . vn ∈ Σω,n, we have (the diameter of a set E is denoted by |E|):
(1) For all z ∈ U˚vω,
exp(Snψ(ω, z)− n(ψ, ω, n)) ≤ |Uvω| ≤ exp(Snψ(ω, z) + n(ψ, ω, n)),
hence for all v ∈ [v]ω,
exp(SnΨ(ω, v)− n(Ψ, ω, n)) ≤ |Uvω| ≤ exp(SnΨ(ω, v) + n(Ψ, ω, n)).
Consequently, for all v ∈ Xvω:
|Xvω| ≤ |Uvω| ≤ exp(SnΨ(ω, v) + n(Ψ, ω, n)).
(2) For any Υ ∈ L1ΣΩ(Ω, C(Σ)), for any v ∈ Σω,n with n ∈ N, we have
exp(−n(Υ, ω, n)) ≤ µ˜
Υ
ω ([v]ω)
exp(SnΦ(ω, v)− nP (Υ)) ≤ exp(n(Υ, ω, n)),
for all v ∈ [v]ω, where P (Υ) denote the topological pressure for Υ.
Noticing P (Φ) = 0, we get
exp(SnΦ(ω, v)− n(Φ, ω, n)) ≤ µ˜ω([v]ω) ≤ exp(SnΦ(ω, v) + n(Φ, ω, n)),
hence for all z ∈ Uvω,
exp(Snφ(ω, z)− n(φ, ω, n)) ≤ µω(Xvω) ≤ µω(Uvω),
as well as µω(Uvω) ≤ exp(Snφ(ω, z) + n(φ, ω, n)) if µ˜ω is atomless.
Proposition 3 (ii) and assumption (5) imply that µ˜ω is atomless P-almost surely. With-
out loss of generality, we assume that this is the case for all ω ∈ Ω and the sequences
(n(Ψ, ω, n))n≥0 and (n(Φ, ω, n))n≥0 are increasing as n increasing to ∞. Furthermore,
we can also ask
∑n−1
i=0 varn−iΥ(σ
iω) ≤ (Φ, ω, n) for any Υ ∈ L1ΣΩ(Ω, C(Σ)).
Next we introduce a few notations required to explicitly write νω as a sum of weighted
Dirac measures.
For ω ∈ Ω, n ≥ 1, v ∈ Σω,n and k ≥ 1 we define
S(ω, v, k) = {w ∈ Σσnω,k : vw ∈ Σn+k(ω)},
the set of words in Σσnω,k which can be a suffix of v. Next we consider the set of words w
in S(ω, v, k) such that Uvw has a right neighboring interval Uvw˜, with w˜ ∈ S(ω, v, k) :
S′(ω, v, k) =
w ∈ S(ω, v, k)
∣∣∣∣∣∣∣
there exists ‹w ∈ S(ω, v, k)(necessarily unique)
such that Uvw˜ω is the nearest right neighboring
interval of Uvwω
 .
Remark 2. Notice that S′(ω, v, k) may be empty, while this is not possible in the deter-
ministic case, i. e. when the attractor is a cookie cutter set.
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For any w ∈ S′(ω, v, k), we denote by ‹w the element of S(ω, v, k) such that Uvw˜ω is the
closest right neighboring interval of Uvwω .
For every v ∈ Σω,∗, k ≥ 1 and w ∈ S(ω, v, k), define
mvwω = minX
vw
ω and M
vw
ω = maxX
vw
ω ,
For any v ∈ Σω,∗, we define
Ivω := [Fµω(m
v
ω), Fµω(M
v
ω)) = Fµω(X
v
ω) \ {Fµω(Mvω)}.
Since the support of µω restricted to the interval [mvω,Mvω] (or Uvω) isXvω, by construction
Ivω is a non-empty interval of length |Ivω| = µω(Xvω) = µ˜ω([v]ω).
Also, since supp(µω) = Xω and
⋃
v∈Σω,n X
v
ω = Xω, the families of intervals Fnω =
{Ivω}v∈Σω,n , n ≥ 1, form a sequence of refined partitions of [0, 1) into intervals.
For any v ∈ Σω,∗ and s ∈ S′(ω, v, 1), we define
xvsω = Fµω(M
vs
ω ).
We also define mminω = minXω and Mmaxω = Xω.
Notice that by construction we have
νω(I˚
v
ω) ≤ |Xvω| ≤ |Uvω|
for any v ∈ [v]ω and v ∈ Σω,∗.
We can now give the following explicit form for the inverse of the random weak Gibbs
measures {µω : ω ∈ Ω}.
Proposition 4 (The inverse measure νω of µω). The inverse measure νω of the random
weak Gibbs measure µω is the discrete probability measure on [0, 1] given by the following
weighted sum of Dirac measures:
(7) νω = mminω · δ0 +
∑
v∈Σω,∗
∑
s∈S′(ω,v,1)
(mvs˜ω −Mvsω ) · δxvsω + (1−Mmaxω )δ1.
This proposition can be easily proved if we notice the following two facts. On the
one hand, from the definition we can get that at each point xvsω , the point mass is at
least mvs˜ω − Mvsω . On the other hand, we know the total mass of νω is 1 and mminω +∑
v∈Σω,∗
∑
s∈S′(ω,v,1)(mvs˜ω −Mvsω ) + (1−Mmaxω ) = 1 from equation (6).
Remark 3. Notice that even if S′(ω, v, 1) 6= ∅, the weight mvs˜ω −Mvsω may vanish if there
is no gap between Xvsω and Xvs˜ω . For instance, it is not difficult to see that in the full
shift case this situation occurs with probability 1, infinitely many times, if and only if with
probability 1 we have l(ω) ≥ 3, min(U1ω) = 0, max(U l(ω)ω ) = 1, and {1 ≤ i ≤ l(ω) − 1 :
U iω and U i+1ω are contiguous} 6= ∅.
We end this section with a non trivial lower bound estimate for some point masses
associated with νω (Proposition 5). For every k ≥ 1 define
gap(ω, k) = inf
v∈Σω,1
sup
1≤m≤k
sup
w∈S′(ω,v,m)
{mvw˜ω −Mvwω }.
Lemma 3.1. We have
P({ω ∈ Ω : sup
k≥1
gap(ω, k) > 0}) > 0.
Consequently, setting Gap(k, γ) = {ω ∈ Ω : gap(ω, k) > γ}, there exist some kψ > 0 and
γψ > 0 such that P(Gap(kψ, γψ)) > 0.
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Remark 4. We notice that property (6) is not necessary to get lemma 3.1. We only need
that Xω differs from [0, 1] for P-a.e. ω ∈ Ω.
Proof. Suppose, by contradiction, that the result does not hold. Then for P-a.e. ω, there
exists v ∈ Σω,1 such that
sup
m∈N
sup
w∈S′(ω,v,m)
mvw˜ω −Mvwω = 0.
This implies that Xvω has no gap. Then Xvω is either a point or an interval. Since Xω has
a Lebesgue measure 0, we get that it is a point.
Now, defining
B = {ω ∈ Ω : M(ω) ≤M ′, l(ω) ≥ 2},
we have P(B) > 0 for M ′ large enough. For any ω ∈ Ω, define bk(ω) the k-th return time
of ω to the set B by the map σ. From ergodic theorem we have limk→∞
bk(ω)
k =
1
P(B) for
P-a.e. ω ∈ Ω. Define Ω′ = {ω ∈ Ω : limk→∞ bk(ω)k = 1P(B)}.
For any ω ∈ Ω′, we know that there are at least four words in Σω,bM′+2 with the prefix
v ∈ Σω,1, and we denote them by w1, w2, w3 and w4. We can assume that these intervals
appear from the left to the right as Uw1ω , Uw
2
ω , U
w3
ω and Uw
4
ω . The sets Xw
i
ω ⊂ Uw
i
ω , i =
1, 2, 3, 4, are not empty since by definition the random transition matrix A has at least one
non-zero entry in each row and each column. Choose xi ∈ Xwiω ⊂ Uw
i
ω , i = 1, 2, 3, 4. Since
Uw
i
ω , i = 1, 2, 3, 4 are intervals, we have that x4 − x1 > 0, which contradicts the fact that
Xvω is a singleton. 
Proposition 5. For P-a.e. ω ∈ Ω, for all n ∈ N, for all v ∈ Σω,n, there exists kv and
w ∈ S′(ω, v, kv) such that
mvw˜ω −Mvwω ≥ exp(SnΨ(ω, v)− o(n))
for any v ∈ [v]ω. Here o(n) is independent of v, and we have kv = o(n) independently on
v as well.
Proof. For any N ∈ N, let
ΩN =
{
ω : M(ω) < N,
1
n
n−1∑
k=0
sup
1≤s≤l(σkω)
sup
x∈U
σkω
|ψ(ω, s, x)| ≤ 2Cψ,∀n ≥ N
}
.
Choose N large enough so that P(ΩN ) > 0.
For P-a.e. ω ∈ Ω, for n large enough, denote by H1(n) the smallest integer such that
σn+H1(n)ω ∈ ΩN , and H2(n) the smallest integer such that σn+H1(n)+H2(n)ω ∈ Gap(kψ, γψ)
with H2(n) ≥ N . Since P(ΩN ) > 0 and P(Gap(kψ, γψ)) > 0, from ergodic theorem we can
get that limn→∞
H1(n)+H2(n)
n = 0. Moreover, since σ
n+H1(n)+H2(n)ω ∈ Gap(kψ, γψ), there
exists 1 ≤ s ≤ l(σn+H1(n)+H2(n)ω) and v′ ∈ S′(σn+H1(n)+H2(n)ω, s, k) with k ≤ kψ such
that msv˜′
σn+H1(n)+H2(n)ω
−M sv′
σn+H1(n)+H2(n)ω
> γψ.
For any v ∈ Σω,n, since M(σnω) ≤ M(σn+H1(n)ω) + H1(n) < H1(n) + H2(n), re-
calling the operation ∗ defined in section 2.1, there exists a word s such that v ∗ s ∈
Σω,n+H1(n)+H2(n)+1, and by construction U
v∗sv′
ω and Uv∗sv˜
′
ω are contiguous intervals. We
simply denote the left one by Uvwω and the right by Uvw˜ω . We have T v∗ω ([Mvwω ,mvw˜ω ]) =
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[M sv
′
σn+H1(n)+H2(n)ω
,msv˜
′
σn+H1(n)+H2(n)ω
]. Now using Lagrange’s finite-increment theorem we
can get
mvw˜ω −Mvwω ≥ γψ exp(SnΨ(ω, v)− o(n)).
for any v ∈ [v]ω, since H1(n)+H2(n) is a o(n). Then the result holds since γψ is a constant.
Moreover kv = |w| = H1(n) +H2(n) + k ≤ H1(n) +H2(n) + kψ is also o(n). 
Remark 5. Proposition 5 implies that for P-a.e. ω ∈ Ω, for all n ∈ N, for any v ∈ Σω,n,
there exist some point x of the form xvwω ∈ I˚vω, with |w| = o(n), such that
νω({x}) ≥ exp(SnΨ(ω, v)− o(n))
for any v ∈ [v]ω. For each v ∈ Σω,∗, we fix such a point and denote it by zvω. These points
will play a crucial role in proving the sharp lower bound for the lower Hausdorff spectrum
of νω.
Arguments similar to those leading to proposition 5 lead to the following remark.
Remark 6. For P-a.e. ω ∈ Ω, for all n ∈ N and v ∈ Σω,n, for any v ∈ [v]ω,
|Xvω| ≥ exp(SnΨ(ω, v)− o(n)),
where the o(n) does not depend on the choice of v. Consequently, we have
exp(SnΨ(ω, v)− o(n)) ≤ |Xvω| ≤ exp(SnΨ(ω, v) + o(n)).
Next section provides first information on the lower local dimension of νω and the lower
Hausdorff spectrum.
4. Pointwise behavior of νω and an upper bound for the lower Hausdorff
spectrum without using the multifractal formalism
The following definitions will be essential in making explicit the connection between
the lower local dimension of νω and the conditioned ubiquity which partly governs the
multifractal structure of νω.
Definition 4.1. For v ∈ Σω,∗, we set
`vω = 2|Ivω| = 2µ˜ω([v]ω), αvω =
‹Ψ(ω, v)
log |Ivω|
,
where ‹Ψ(ω, v) = sup
v∈[v]ω
{S|v|Ψ(ω, v)}
(we define ‹Φ similarly). We notice that due to proposition 3(2) we have
(8) αvω =
‹Ψ(ω, v)‹Φ(ω, v) + o(1),
where o(1) tends uniformly in v to 0 as |v| tends to ∞.
For x ∈ [0, 1) and n ≥ 1, let v(ω, n, x) be the unique element v in Σω,n such that x ∈ Ivω.
If x = 1, v(ω, n, 1) is the unique v ∈ Σω,n such that 1 ∈ Ivω. If there is no confusion we will
denote v(ω, n, x) by v(n, x) or x|n for short.
Define
αnω(x) = α
x|n
ω and αω(x) = lim infn→∞ α
n
ω(x).
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For x ∈ [0, 1] \ {xvsω : v ∈ Σω,∗, s ∈ S′(ω, v, 1)}, the approximation degree ξxω by the
system {(xvsω , `vω)}v∈Σω,∗,s∈S′(ω,v,1) is defined as
ξxω = lim sup
n→∞
sup
s∈S′(ω,x|n,1)
log |x− xx|nsω |
log `
x|n
ω
.
Set
Ξω = {xvsω : v ∈ Σω,∗, s ∈ S′(ω, v, 1)}
and
Ξ′ω = {atoms of νω} = {xvsω : v ∈ Σω,∗, s ∈ S′(ω, v, 1), and mvs˜ω −Mvsω > 0} ⊂ Ξω.
Proposition 6. (1) If x ∈ Ξ′ω, then νω({x}) > 0, thus dimloc(νω, x) = 0.
(2) For any x ∈ [0, 1], if x /∈ Ξω, then
αω(x)
ξxω
≤ dimloc(νω, x) ≤ αω(x),
with the convention that if ξxω = +∞ then αω(x)ξxω = 0.
Proof. (i) is obvious. Let us prove (ii).
Let x ∈ [0, 1] \ Ξω and r > 0. If r is small enough, the integer
(9) nx,rω = max{n : ∃v ∈ Σω,n such that B(x, r) ⊂ Ivω}
is well defined, and by definition of cψ (see (4)) we have nx,rω ≤ −2 log rcψ . Moreover, nx,rω →∞
as r → 0. By definition of nx,rω , if we denote by v(x, r) the word v(ω, nx,rω , x), there exists
an unique element s of S′(ω, v(x, r), 1) such that
xv(x,r)sω ∈ B(x, r) ⊂ Iv(x,r)ω .
The inclusion B(x, r) ⊂ Iv(x,r)ω and proposition 3(i) imply
νω(B(x, r/2)) ≤ νω(Iv(x,r)ω \ {max Iv(x,r)ω ,min Iv(x,r)ω }) ≤ |Xv(x,r)ω | ≤ |Uv(x,r)ω |
≤ exp(S|v(x,r)|Ψ(ω, v) + |v(x, r)|(Φ, ω, |v(x, r)|)) where v ∈ [v(x, r)]ω.
Now for any ε > 0, by definition of ξxω, for r small enough we have
r ≥ |x− xv(x,r)sω | ≥ (2|Iv(x,r)ω |)ξ
x
ω+ε.
Moreover, again for r small enough, we have
exp(‹Ψ(ω, v(x, r))) ≤ |Iv(x,r)ω |αω(x)−ε
by definition of αω(x). These estimates yield
νω(B(x, r/2)) ≤ exp(‹Ψ(ω, v(x, r)) + o(|v(x, r)|)) ≤ r αω(x)−εξxω+ε exp(o(nx,rω )),
and by letting r tend to zero, since nx,rω ≤ −2 log rcψ , it follows that dimloc(νω, x) ≥
αω(x)−ε
ξxω+ε
.
From the arbitrariness of ε we get that dimloc(νω, x) ≥ αω(x)ξxω .
For the second inequality, let {pi}i≥1 be an increasing sequence of integers such that
exp(‹Ψ(ω, x|pi)) ≥ |Ix|piω |αω(x)+ for all i ≥ 1. Now recall remark 5. Since zx|piω ∈ B(x, 2|Ix|piω |),
we have
νω(B(x, 2|Ix|piω |)) ≥ νω({zx|piω }) ≥ exp(SpiΨ(ω, v)) exp(−o(pi))
≥ |Ix|piω |αω(x)+ exp(−o(pi)).
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Also, |Ix|piω | ≤ exp(− cψpi2 ) for pi large enough and  is arbitrarily small. Consequently,
dimloc(νω, x) ≤ αω(x). 
Remark 7. Arguments similar to those used to get proposition 6 show that
dimloc(νω, x) ≤ lim sup
n→∞
αnω(x).
Definition 4.2. Let α > 0, ξ ≥ 1 and ε > 0. A real number x ∈ [0, 1] is said to
satisfy the property P(ω, α, ξ, ε) if there exists an increasing sequence of positive integers
(nk)k≥1 such that for every k ≥ 1, there exists v ∈ Σω,nk and s ∈ S′(ω, v, 1), such that
x ∈ B(xvsω , (`vsω )ξ−ε) and αvω ∈ [α− ε, α+ ε].
We now introduce new sets.
Definition 4.3. For d ≥ 0, let
F (ω, d) =
®
x ∈ (0, 1)
∣∣∣∣∣ ∀ε > 0,∃α ∈ Q+, ∃ξ ∈ Q, ξ ≥ 1 such thatα/ξ ≤ d+ 2ε and x satisfies the property P(ω, α, ξ, ε)
´
.
Now, the following proposition explores the relationship between the level sets E(νω, d)
and the sets F (ω, d).
Proposition 7. For P-a.e. ω, for any d ≥ 0, we have (E(νω, d) \ Ξω ⊂ F (ω, d).
Proof. Fix d ≥ 0, x ∈ E(νω, d) and ε > 0. By definition of dimloc(νω, x), there exists a
sequence (rk)k≥1 of positive numbers decreasing to zero such that for all k ≥ 1 we have
νω(B(x, rk/2)) ≥ (rk/2)d+ε. Now recall the definition of nx,rω given in (9). If x /∈ {xvsω :
v ∈ Σω,∗, s ∈ S′(ω, v, 1)}, then nx,rω → ∞ as r → 0. Since nx,rω is maximal, there exist
v = v(x, r) and s ∈ S′(ω, v(x, r), 1) such that
xv(x,r)sω ∈ B(x, r) ⊂ Iv(x,r)ω .
Then νω(B(x, r/2)) ≤ νω(Iv(x,r)ω \ {max Iv(x,r)ω ,min Iv(x,r)ω }) ≤ |Uv(x,r)ω |, so
(rk/2)
d+ε ≤ νω(B(x, rk/2)) ≤ exp(‹Ψ(ω, v(x, rk)) + o(|v(x, rk)|)),
where in the last inequality we used proposition 3. Consequently, due to the definition of
αvω and proposition 3 again, we have
|Iv(x,rk)ω |α
v(x,rk)
ω +o(1) = exp(‹Ψ(ω, v(x, rk))) ≥ (rk/2)d+ε.
Since xv(x,r)sω ∈ B(x, r), |x− xv(x,rk)sω | ≤ rk. Writing
rk ≥ |x− xv(x,rk)sω | = (2(|Iv(x,rk)ω |))ξk ≥ 2(|Iv(x,rk)ω |)ξk ,
we get
|Iv(x,rk)ω |α
v(x,rk)
ω +o(1) ≥ (|Iv(x,rk)ω |)ξk(d+ε), and ξk ≥ 1.
If lim supk→∞ ξk < ∞, there exists (α, ξ) ∈ Q+ × (Q ∩ [1,+∞)) and an increasing
sequence of integers (ks)s≥1 such that
|αv(x,rks )ω − α| ≤ ε, |ξks − ξ| ≤ ε, and α/ξ ≤ d+ 2ε.
This means x ∈ G(ω, α, ε, ξ), (α, ξ) ∈ Q+ × (Q ∩ [1,+∞)) and α/ξ ≤ h+ 2ε.
If lim supk→∞ ξk =∞, there exists α ∈ Q+ and an increasing sequence of integer number
(ks)s≥1 such that
|αv(x,rks )ω − α| ≤ ε and ξks →∞.
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Since αv(x,rks )ω is bounded (for P-a.e. ω), there exists some ξ ∈ Q∩[1,+∞) with α/ξ ≤ d+2ε
such that x satisfies P(α, ε, ξ) (because if ξ1 ≤ ξ2 then P(α, ε, ξ2) implies P(α, ε, ξ1)).
Finally,
(10) (E(νω, d) \ Ξω ⊂ F (ω, d).

Definition 4.4. For every α, ε > 0 and ξ ≥ 1, let
G(ω, α, ε, ξ) =
⋂
N≥1
⋃
n≥N
⋃
v∈Σω,n,s∈S′(ω,v,1):αvω∈[α−ε,α+ε]
B(xvsω , (`
v
ω)
ξ).
It is easily seen that
F (ω, d) ⊂
⋃
α∈Q+
⋃
ξ∈Q∩[1,+∞),α/ξ≤d+2ε
G(ω, α, ε, ξ).
Lemma 4.5. There exists C > 0 such that for P-a.e. ω, for ε > 0 small enough, for all
rationals α > 0 and ξ ≥ 1,
dimH G(ω, α, ε, ξ) ≤ Cε+ max(T
∗(α− ε), T ∗(α), T ∗(α+ ε))
ξ
.
Proof. It is enough to prove the result for fixed  > 0 and rational numbers α > 0 and
ξ ≥ 1. For any N ≥ 1, let δN = supv∈Σω,N `vω. By construction, if G(ω, α, ε, ξ) 6= ∅, given
s ∈ R we have
HsδN (G(ω, α, ε, ξ)) ≤
∑
n≥N
∑
v∈Σω,n:α−ε≤αvω≤α+ε
l(σnω)2s(`vω)
sξ
where we naturally extend the definition of Hsδ to negative s.
Here, to avoid confusions, we recall that l(ω) is the number of types in the subshift, and
`vω is the length of the interval Ivω.
Case 1: α ≤ T ′(0−)− ε. Since αvω = Ψ˜(ω,v)log |Ivω | , then for any q ≥ 0 one has:
HsδN (G(ω, α, ε, ξ)) ≤ 2s
∑
n≥N
∑
v∈Σω,n:qΨ˜(ω,v)≥q(α+ε) log |Ivω |
l(σnω)(`vω)
sξ
≤ 4s
∑
n≥N
∑
v∈Σω,n
l(σnω) exp(q‹Ψ(ω, v)− q(α+ ε) log |Ivω|)
· exp(sξ log |Ivω|).
Now take s = (η + T ∗(α+ ε))/ξ with η > 0, we can get
HsδN (G(ω, α, ε, ξ)) ≤
∑
n≥N
∑
v∈Σω,n
exp(qΨ(ω, v)−(q(α+ε)−η−T ∗(α+ε))Φ(ω, v))·exp(o(n))
Since α ≤ T ′(0−)− ε, that is α+ ε ≤ T ′(0−), there exists q ≥ 0 such that
T ∗(α+ ε) = (α+ ε)q − T (q)− γq,
with 0 ≤ γq ≤ η2 .
Then,
HsδN (G(ω, α, ε, ξ)) ≤
∑
n≥N
∑
v∈Σω,n
exp(qΨ(ω, v)− (T (q)− η/2)Φ(ω, v)) · exp(o(n)),
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where v is any element of [v]ω. Then
HsδN (G(ω, α, ε, ξ)) ≤
∑
n≥N
∑
v∈Σω,n
µ˜qΨ−T (q)Φω ([v]ω) exp(−ηcΦn/2 + o(n)) ≤
∑
n≥N
exp(−ηcΦ
4
n)
for n large enough (recall cΦ = cφ > 0). Consequently, limN→∞HsδNG(ω, α, ε, ξ) = 0.
However, if T ∗(α + ε) < 0, we can choose η and q such that s < 0, in which case it is
necessary that limN→∞HsδN = +∞ if G(ω, α, ε, ξ) is not empty. Consequently, if T ∗(α +
ε) < 0, then G(ω, α, ε, ξ) = ∅. Otherwise, dimH G(ω, α, ε, ξ) ≤ (η + T ∗(α + ε))/ξ. This
holds for all η > 0, so dimH G(ω, α, ε, ξ) ≤ T ∗(α+ ε).
Case 2: α ≥ T ′(0+) + ε. It is almost the same as before except that one needs to use
q ≤ 0 and q‹Ψ(ω, v) ≥ q(α− ε) log |Ivω|.
Case 3: α ∈ (T ′(0−) − ε, T ′(0+) + ε). Two situations must be considered.If T ′(0−) −
T ′(0+) > 0, we can assume ε < T ′(0−)−T ′(0+)2 . Then T ′(0−) − ε > T ′(0+) + ε, so that
Case 3 is empty. If T ′(0−) = T ′(0+), then T is differentiable at 0. Take s = η+T (0)ξ with
η > 0. Then
HsδNG(ω, α, ε, ξ) ≤
∑
n≥N
exp(−ηncΦ
2
− nP (T (0)Φ)) =
∑
n≥N
exp(−ηncφ
2
) <∞.
Here we used the fact that by definition we have P (−T (0)Φ) = 0.
This yields dimH G(ω, α, ε, ξ) ≤ −T (0)ξ since we can choose η arbitrarily close to 0. Since
T ∗ is concave, for ε small enough there exists some C > 0 such that −T (0)ξ = T
∗(T ′(0))
ξ ≤
Cε+ T
∗(α)
ξ . 
As a consequence of proposition 7 and lemma 4.5, the following corollary will provide us
with a first upper bound for dimH E(νω, d) which will turn out to be sharp on [0, T ′(t0−)],
recalling that t0 is the unique root of the equation P (tΨ) = 0 and dimH Xω = t0 for P−
a.e. ω ∈ Ω.
Corollary 1. For P-a.e. ω, for all d ≥ 0,
dimH E(νω, d) ≤ dimH F (ω, d) ≤ d · sup
α>0
T ∗(α)
α
= d · t0.
Proof. For any ε > 0, we saw that
F (ω, d) ⊂ ∪α∈Q+ ∪ξ∈Q∩[1,+∞),α/ξ≤d+2ε G(ω, α, ε, ξ).
Thus, from lemma 4.5 one has
dimH F (ω, d) ≤ sup
α∈Q+, ξ∈Q∩[1,+∞):α/ξ≤d+2ε
Cε+
max(T ∗(α− ε), T ∗(α), T ∗(α+ ε))
ξ
.
Letting ε tends to 0 yields
dimH F (ω, d) ≤ sup
α≥0,ξ≥1:α/ξ≤d
T ∗(α)
ξ
≤ d · sup
α>0
T ∗(α)
α
= d · t0.
To getting the last equality, at first we notice that since T (t0) = 0, we have supα>0 T
∗(α)
α ≥
αt0−T (t0)
α = t0. Next, we know that for any α > 0, infq{qα − t0α − T (q)} ≤ 0, so
infq{qα−T (q)}
α ≤ t0, which is T
∗(α)
α ≤ t0. Finally supα>0 T
∗(α)
α ≤ t0. Now, recall (10). Since
the set of atoms of νω is countable, we get the desired conclusion for dimH E(νω, d). 
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5. Lower bound for the Lq-spectrum and upper bound for the lower
Hausdorff spectrum
Proposition 8. For P-a.e. ω ∈ Ω, for every q ∈ R, we have τνω(q) ≥ min(T (q), 0) :=‹T (q).
Due to (2), Proposition 8 gives the sharp upper bound for the lower Hausdorff spectrum.
Since the functions τνω and ‹T are both continuous, we just need to prove that the
inequality of proposition 8 holds on a dense and countable subset of R, which amounts to
prove it for any fixed q ∈ R, almost surely.
Proof. Let r > 0 and consider B = {Bi}, a packing of [0, 1]. that is a family of disjoint
intervals Bi with radius r and centers in [0, 1].
Case 1: q ≤ 0. Set Bi =: B(xi, r). There exists a unique v(xi, r) ∈ Σω,n such that
xi ∈ Iv(xi,r)ω ⊂ Bi and I(v(xi,r))
?
ω 6⊂ Bi. Here the notation ? means that we delete the last
character of the word. Then
2r ≥ |Iv(xi,r)ω | = µ˜ω([v(xi, r)]ω)
≥ exp(SnΦ(ω, v)− n(Φ, ω, n))) ≥ exp(−2nCΦ),
for r small enough. On the other hand, since I(v(xi,r))
?
ω 6⊂ Bi, we have
r ≤ |I(v(xi,r))?ω | ≤ exp(Sn−1Φ(ω, v) + (n− 1)(Φ, ω, n− 1))) ≤ exp(−
(n− 1)cΦ
2
)
(recall that cφ = cΦ was defined in (5). Consequently, log 2r−2CΦ ≤ n ≤
2 log r
−cΦ + 1.
Also, νω(Bi) ≥ νω(Iv(xi,r)ω ) ≥ |Xv(xi,r)ω |. Since q < 0, we get (using proposition 3 applied
to qΨ−T (q)Φ and its associated random weak Gibbs measure µ˜qΨ−T (q)Φω ). Noticing T (q)
for q ≤ 0 and limn→∞ ‖Φ(σn−1ω))‖∞/n = 0, i.e. ‖Φ(σn−1ω))‖∞ = o(n), we get
νω(Bi)
q ≤ |Xv(xi,r)ω |q ≤ exp(q(SnΨ(ω, v)− n(Ψ, ω, n)))) (∀v ∈ [v(xi, r)]ω)
= exp((Sn(qΨ− T (q)Φ)(ω, v) + T (q)SnΦ(ω, v)− qn(Ψ, ω, n))
≤ ((Sn(qΨ− T (q)Φ)(ω, v) + T (q)Sn−1Φ(ω, v)− qn(Ψ, ω, n) + o(n))
≤ µ˜qΨ−T (q)Φω ([v(xi, r)]ω)|I(v(xi,r))
?
ω |T (q) exp(−qn(Ψ, ω, n) + o(n))
· exp(n(qΨ− T (q)Φ, ω, n)− T (q)(n− 1)(Φ, ω, n− 1))
≤ µ˜qΨ−T (q)Φω ([v(xi, r)]ω)rT (q) exp(o(− log r)).
Thus
∑
Bi∈B νω(Bi)
q ≤ rT (q) exp(o(− log r)), and letting r → 0 yields τνω(q) ≥ T (q).
Case 2: q ∈ (0, t0) ⊂ (0, 1). Recall that t0 = dimH Xω is the unique real number such
that P (tΨ) = 0. Define
V (ω, n, r) = {v ∈ Σω,n : |Ivω| ≥ 2r, ∃s such that vs ∈ Σω,n+1, |Ivsω | < 2r},
V ′(ω, n, r) = {v ∈ V (ω, n, r) : there is no k ∈ N such that v|k ∈ V (ω, k, r) with k < n},
as well as V (ω, r) =
⋃
n≥1 V ′(ω, n, r), nr = max{|v| : v ∈ V (ω, r)}, and n′r = min{|v| :
v ∈ V (ω, r)}.
We have nr = O(− log r) = O(n′r) and for any v ∈ V (ω, r) we have
|Ivω| ≤ |Ivsω | exp(‖Φ(σ|v|ω))‖∞ + |v|(Φ, ω, |v|) + (|v|+ 1)(Φ, ω, |v|+ 1))),
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so that
(11) |Ivω| ≤ 2r exp(o(− log r))
For v ∈ V (ω, r), Ivω meets at most exp(o(− log r)) intervals Bi of the packing B, and
for every Bi there are at most two intervals Ivω and Iv
′
ω such that Bi ⊂ Ivω ∪ Iv
′
ω and
v, v′ ∈ V (ω, r). Using the sub-additivity of the function s ≥ 0 7→ sq, we get
νω(Bi)
q ≤
{
νω(1)
q + νω(I
v
ω)
q + νω(I
v′
ω )
q if 1 ∈ Bi,
νω(I
v
ω)
q + νω(I
v′
ω )
q otherwise
.
Recalling the definition of the inverse measure νω and proposition 4 we know that
νω(I˚
v
ω) ≤ |Xvω|. Since 0 ≤ q ≤ t0, T (q) ≤ 0, then we get:
νω(I˚
v
ω)
q ≤ |Xvω|q ≤ exp(qS|v|Ψ(ω, v) + q|v|(Ψ, ω, |v|)) (∀v ∈ [v]ω)
≤ exp((S|v|(qΨ− T (q)Φ)(ω, v) + T (q)S|v|Φ(ω, v) + q|v|(Ψ, ω, |v|))
≤ µ˜qΨ−T (q)Φω ([v]ω)|Ivω|T (q)
· exp(q|v|(Ψ, ω, |v|) + |v|(qΨ− T (q)Φ, ω, |v|)− T (q)|v|(Φ, ω, |v|))
≤ µ˜qΨ−T (q)Φω ([v]ω)rT (q) exp(o(− log r))( see (11) and |v| = O(− log r)).
It follows that∑
Bi∈B
νω(Bi)
q ≤ νω(1)q + exp(o(− log r))
( nr∑
n=n′r
∑
v∈V (ω,r)∩Σω,n
νω(I˚
v
ω)
q
+
nr∑
n=0
∑
v∈Σω,n
∑
s∈S′(ω,v,1)
νω({xvsω })q
)
.
Now, on the one hand,
nr∑
n=n′r
∑
v∈V (ω,r)∩Σω,n
νω(I˚
v
ω)
q ≤ rT (q) exp(o(− log r)),
and on the other hand, for any n ≤ nr, with a similar way, we have that∑
v∈Σω,n
exp(qSnΨ(ω, v) + o(n))(∀v ∈ [v]ω)
≤
∑
v∈Σω,n
µ˜qΨ−T (q)Φω ([v]ω)r
T (q) exp(o(− log r)) ≤ rT (q) exp(o(− log r)).
Consequently,
nr∑
n=0
∑
v∈Σω,n
∑
s∈S′(ω,v,1)
νω({xvsω })q
≤
nr∑
n=0
∑
v∈Σω,n
∑
s∈S′(ω,v,1)
(mvs
′
ω −Mvsω )q
≤
nr∑
n=0
∑
v∈Σω,n
l(σnω) exp(qSnΨ(ω, v) + o(n))(∀v ∈ [v]ω)
≤ rT (q) exp(o(− log r))(noticing the fact that log n+ log l(σnω) = o(− log r)).
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Now we obtain ∑
Bi∈B
νω(Bi)
q ≤ rT (q) exp(o(− log r)),
and letting r → 0, we get τνω(q) ≥ T (q).
Case 3: q ≥ t0 = dimH Xω. Since νω is discrete, we can easily get τνω(q) = 0 for every
q ≥ 1. For q = t0, one has τνω(q) ≥ T (q) = 0. Since the function τνω is concave, we get
τνω(q) = 0 for every q ≥ t0. 
Next we collect information associated with the approximation of (Φ,Ψ) by pairs of
Hölder continuous potentials.
6. Basic properties related to the approximation of (Φ,Ψ) by Hölder
continuous random potentials
The material of this section, which can be skipped in a first reading, is borrowed from
[22] (here we just permute the roles of Φ and Ψ; this is natural since we work with the
inverse measures of random weak Gibbs measures). Some facts will be collected in order
to construct suitable measures supported on the level sets of the lower local dimension of
νω.
We fix two sequences {Ψi}i≥1 and {Φi}i≥1 of random Hölder potentials as in [22, section
3], which converge to Φ and Ψ respectively. Since we assumed that cφ = cΦ > 0, for each
i ∈ N there exists a function Ti such that for any q ∈ R one has P (qΨi−Ti(q)Φi) = 0, and
we have:
Lemma 6.1. (1) Ti converges poitwise to T as i→∞.
(2) T ∗i converges pointwise to T ∗ over the interior of the domain of T ∗ as i→∞.
Let D be a dense and countable subset of (T ′(+∞), T ′(−∞)), so that for any d ∈
[T ′(+∞), T ′(−∞)], there exists {dk}k∈N ⊂ DN such that limk→∞ dk = d and limk→∞ T ∗(dk) =
T ∗(d).
Let {Di}i∈N be a sequence of sets such that
• Di is a finite set for each i ∈ N,
• Di ⊂ Di+1, for each i ∈ N,
• ∪i∈NDi = D.
Let us fix a positive sequence {εi}i∈N decreasing to 0. For each i, there exists ji large
enough such that for any di ∈ Di, there exists qi ∈ R such that
(1) T ′ji(qi) = di,
(2) |T ∗ji (di)− T ∗(di)| ≤ (εi)4.
(3)
∫
Ω varjiΨ dP ≤ (εi)4 and
∫
Ω varjiΦ dP ≤ (εi)4
Define Qi = {qi, di ∈ Di} and assume that ji+1 > ji for each i ∈ N. For any q ∈ Qi, we
define
Λi,q := Λ˜ji,q = qΦji − Tji(q)Ψji .
With Λi,q is associated a random Gibbs measure {µ˜Λi,qω }ω∈Ω and {µΛi,qω }ω∈Ω (see for instance
[22] for the definition). For any n ∈ N, for any v ∈ Σω,n, define
(12) ζΛi,qω (Ivω) = µ
Λi,q
ω (U
v
ω) = µ˜
Λi,q
ω ([v]ω).
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Fact 1. For each i ≥ 1, for any  > 0, there exist C > 0 (large enough), Mi ∈ N and a
measurable set Ω(i) ⊂ Ω such that the following basic properties (denoted by (BP)) hold
for ω, i.e.
(1) P(Ω(i)) > 3/4;
(2) M(ω) + 1 ≤Mi;
(3) for all ω ∈ Ω(i), there is an increasing sequence {nik = nik(ω)}n∈N in NN such that
σn
i
k+Miω ∈ Ω(i)
(4) for any ω ∈ Ω(i), for Υ ∈ {Φ,Ψ}, ∀n ∈ N, ∀v ∈ Σω, we have
(13) |SnΥ(ω, v)| ≤ nC;
(5) for any εi > 0, for all ω ∈ Ω(i), there exists an integer Ki = Ki(ω) such that for
any di ∈ Di, there exists qi ∈ Qi with T ′ji(qi) = di and Ei,qi = Ei,qi(σMiω) ⊂ [0, 1]
such that the following hold:
• the measure µ˜Λi,qi
σMiω
is well defined, and thus so is ζΛi,qi
σMiω
with ζΛi,qi
σMiω
(Ei,qi) > 1/2;
•
(14) Mi ≤ niKi(εi)4;
• for Υ ∈ {Φ,Ψ}, for p ≥ niKi , we have
(15)
∣∣∣∣∣SpvarjiΥ(σMiω)p −
∫
Ω
varjiΥdP
∣∣∣∣∣ ≤ (εi)4,
and ∀v ∈ Σω, we have
(16) SpΥ(FMi(ω, v)) ≤ −pcΥ
2
;
• for any k ≥ Ki,
(17)
nik − nik−1
nik−1
≤ (εi)4;
• for any x ∈ Ei,qi(σMiω), for any k ≥ Ki, for any v ∈ ΣσMiω,ni
k
such that
x ∈ Ivω, one has |v ∧ v + | ≥ nik−1 and |v ∧ v − | ≥ nik−1. Furthermore, for any
v ∈ [v]σMiω ∪ [v+]σMiω ∪ [v−]σMiω, one has
(18)
∣∣∣∣∣∣
Sni
k
Ψji(σ
Miω, v)
Sni
k
Φji(σ
Miω, v)
− di
∣∣∣∣∣∣ ≤ (εi)2,
and for v′ ∈ {v, v+, v−} and v′ ∈ [v′]σMi , one has
(19)
∣∣∣∣∣∣ log ζ
Λi,qi
σMiω
(Iv
′
σMiω
)
S|v′|Φji(σMiω, v′)
− T ∗(di)
∣∣∣∣∣∣ ≤ (εi)2.
Fact 2. We can change Ω(i) to Ωi ⊂ Ω(i) a bit smaller such that P(Ωi) ≥ 1/2 and there
exist two integers κi and W (i) such that for any ω ∈ Ωi, Ki(ω) ≤ κi, niκi(ω) ≤W (i), and
the properties listed in fact 1 still hold.
Then, we denote by θ(i, ω, s) the s-th return time of the point ω to the set Ωi, that is
θ(i, ω, 1) =: min{n ∈ N : σnω ∈ Ωi},
∀ s ∈ N, s > 1, θ(i, ω, s) =: min{n ∈ N : n > θ(i, ω, s− 1) and σnω ∈ Ωi}
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Since N is countable, there exists Ω′ ⊂ Ω of full P-probability such that for all ω ∈ Ω′,
lim
s→∞
θ(i, ω, s)
s
=
1
P(Ωi)
hence lim
s→∞
θ(i, ω, s)− θ(i, ω, s− 1)
θ(i, ω, s− 1) = 0.
By construction, for any w ∈ Σω,n such that σnω ∈ Ωi, for any di ∈ Di, we have
considered qi ∈ Qi such that T ′ji(qi) = di. Remember the operation ∗ (see section 2),
which for w ∈ Σω,n and v ∈ Σσn+pω,m with p ≥M(σnω) + 1, defines the word w ∗ v. Due
to (12), we can define a new measure ζω,w,qi on Iwω , by setting, for v ∈ Σσn+Miω,∗:
ζω,w,qi(I
w∗v
ω ) = ζ
Λi,qi
σMiω
(Ivσn+Miω) = µ˜
Λi,qi
σn+Miω
([v]σn+Miω).
For any y′ ∈ Iv
σn+Miω
, there exists x′ ∈ Xv
σn+Miω
such that F
µφ
σn+Miω
(x′) = y′. Let x =
gw∗ω (x′) and y(ω,w, y′) = Fµφω(x). Also, define
E(ω, i, w, qi) = {y(ω,w, y′) : y′ ∈ Ei,qi(σn+Miω)}.
Then E(ω, i, w, qi) ⊂ Iwω and ζω,w,qi(E(ω, i, w, qi)) > 1/2.
We will also use the following additional basic fact about the decay of |Ivω|, which follows
from proposition 3(ii): for all ω ∈ Ω′, for p large enough (depending on ω only), for any
v ∈ Σω,p, one has
(20) exp(−Cp) ≤ |Ivω| ≤ exp(−
cΦp
2
),
with C ≥ 2CΦ > 0 (recall that CΦ and cΦ = cφ are defined in (3) and (5) respectively).
7. A first lower bound for the lower Hausdorff spectrum
In this section we establish the following lower bound for the lower Hausdorff spectrum.
Proposition 9. For any d ∈ [T ′(+∞), T ′(−∞)],
dimH(E(νω, d)) ≥ dimH(E(νω, d)) ≥ T ∗(d),
This bound will prove to be sharp for d ∈ [T ′(t−0 ), T ′(−∞)].
Proof. The approach used in [22] also yields the validity of the multifractal formalism for
µω if one considers the sets of the form {x ∈ Xω : limx3|I|→0 log(µω(I))log(|I|) = 1/d}, like in [21].
Then using the general theory of [21, theorem 21], one gets
dimH{x ∈ [0, 1] : lim
x3|I|→0
log(νω(I))
log(|I|) = d} = T
∗(d).
Since E(νω, d) ⊃ E(νω, d) ⊃ {x ∈ [0, 1] : limx3|I|→0 log(νω(I))log(|I|) = d},
dimH(E(νω, d)) ≥ dimH(E(νω, d)) ≥ T ∗(d).

Remark 8. It is possible to give a self-contained proof of the proposition based only on the
basic properties of random weak Gibbs measures listed in the previous section. However,
this is rather long and tedious, so we omit it.
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8. Conditioned ubiquity
In this section we extend to our context the conditioned ubiquity result obtained in [4].
The statement takes the same form, but as explained in remark 1(2), the proof must be
revisited in order to cover the more general situation we face. The result will be applied to
get the sharp lower bound for the lower Hausdorff spectrum on [0, T ′(t0−)] (proposition 10
in next section).
Recall remark 5. We are interested in the ubiquity of the family of points {zvω}v∈Σω,∗
relatively to the radii {`ω}v∈Σω,∗ , and conditionally on the behavior of S|v|Ψ(ω,v)S|v|Φ(ω,v) in [v]ω.
Definition 8.1. If d ≥ 0, ξ ≥ 1 and ˜ = {i}i∈N is a positive sequence decreasing to 0 as
i→∞, we set
S(ω, d, ξ, ˜) :=
⋂
N≥1
⋃
n≥N
⋃
v∈Σω,n,∃v∈[v]ω such that |SnΨ(ω,v)SnΦ(ω,v)−d|≤i
B(zvω, (`
v
ω)
ξ).
Theorem 8.2. For P-a.e. ω ∈ Ω, for any ξ ≥ 1 and any exponent d ∈ [T ′(+∞), T ′(−∞)],
there exists a sequence ˜(ω) = {i(ω)}i∈N decreasing to 0 as i → ∞, as well as a set
Kd(ξ) ⊂ S(ω, d, ξ, ˜) and a Borel probability measure mdξ supported on Kd(ξ) such that
dimH(m
d
ξ) ≥ T
∗(d)
ξ .
Remark 9. In fact we can choose ˜ independent of ω.
Remark 10. For any x ∈ S(ω, d, ξ, ˜) there are infinitely many ni and v(i) ∈ Σω,ni such
that x ∈ B(zv(i)ω , (`v(i)ω )ξ) and αniω (x) ≤ d+ i, so
dimloc(νω, x) ≤ lim inf
i→∞
log νω(B(x, (`
v(i)
ω )ξ))
ξ log `
v(i)
ω
≤ lim inf
i→∞
log νω({zv(i)ω })
ξ log `
v(i)
ω
≤ lim inf
i→∞
αniω (x)
ξ
≤ d
ξ
,
since by remark 5 log νω({z
v(i)
ω })
log `
v(i)
ω
is asymptotically not bigger than the Birkhoff average
S|vi|Ψ(ω,v)
S|vi|Φ(ω,v)
. Consequently, S(ω, d, ξ, ˜) ⊂ ⋃h≤ d
ξ
E(νω, h).
Proof of theorem 8.2. Again, we will use the properties collected in section 6. We can
assume without loss of generality that for all i ≥ 1, for all di ∈ Di, we have
(21) εi ≤ min
®
cΦ
16ξ(C + 2)(C + 1) + 2cΦ
,
1
4C
,
1
3 + ξ
,
cΦ
14
,
cΦ
20(di + 1)
with di ∈ Di
´
(take (εi)i≥1 which goes quickly to 0, while min{T ∗(di) : di ∈ Di} goes slowly to inf T ∗(T ′(·))).
Recall that θ(i, ω, k) is the k-th return time of ω to the set Ωi under the mapping σ.
We start by constructing a generalized Cantor set K(ξ, d˜) for each ξ > 1 and each
sequence d˜ = (di)∞i=1 ∈
∏∞
i=1Di.
Step 1: Let ω ∈ Ω′, choose n = θ(1, ω, s) large enough such that:
• log 4Γ1n ≤ 1, where Γ1 is the constant in Besicovich’s covering theorem on R.
• for any p ≥ n, for any v ∈ Σω,p, one has (Φ, ω, p) ≤ (ε1)4 and (20).
• W (1) ≤ n(ε1)4.
Fix w ∈ Σω,n. Recall that for each d1 ∈ D1 there is q1 ∈ Q1 with T ′j1(q1) = d1.
From fact 1 and fact 2, we know that properties (BP) hold for σnω ∈ Ω1. In this
step, κ1, n1k are defined with respect to σ
nω, and also ζω,w,q1 and E(ω, 1, w, q1))
are well defined.
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For k ≥ κ1 and x ∈ E(ω, 1, w, q1), let v(ω, 1, q1, n1k, x) be the unique word such
that x ∈ Iw∗v(ω,1,q1,n
1
k,x)
ω and v(ω, 1, q1, n1k, x) ∈ Σσn+M1ω,n1k . For any k ≥ κ1, define
F1(q1, n+M1 + n1k) =
ß
B(y, 2`
w∗v(ω,1,q1,n1k,y)
ω ) : y ∈ E(ω, 1, w, q1)
™
.
Then F1(q1, n+ n1k) is a covering of E(ω, 1, w, q1). By Besicovitch’s covering theo-
rem [17, theorem 2.7], there are Γ1 families of balls F11 (q1, n+n1k), · · · ,FΓ11 (q1, n+
n1k) ⊂ F1(q1, n+n1k), such that E(ω, 1, w, q1) ⊂
⋃Γ1
s=1
⋃
B∈Fs1 (q1,n+n1k)B and for any
B,B′ ∈ Fs1(q1, n + n1k), if B 6= B′ one has B ∩ B′ = ∅ (where Γ1 is a constant
depending on the dimension 1 of the Euclidean space R).
Since ζω,w,q1(E(ω, 1, w, q1)) > 1/2, there exists s such that
ζω,w,q1
( ⋃
B∈Fs1 (q1,k)
B
)
≥ 1
2Γ1
.
Among the intervals of Fs1(k) we can choose a finite subset
Dw(1, d1, k) = {B1, · · · , Bs′}
such that
ζω,w,q1
( ⋃
Bl∈Dw(1,d1,k)
Bl
)
≥ 1
4Γ1
.
For anyBl ∈ Dw(1, d1, k), there exists yl ∈ E(ω, 1, w, q1) such thatBl = B(yl, 2`w∗v(k,l)ω ),
where v(k, l) := v(ω, 1, q1, n1k, yl). Since
B
Ä
zw∗v(k,l)ω , (`
w∗v(k,l)
ω )
ξ
ä
⊂ B(zw∗v(k,l)ω , `w∗v(k,l)ω )
⊂ B(yl, 2`w∗v(k,l)ω ) = Bl,
Choose κ′1 > κ1 large enough such that:
• for any v ∈ Σσn+M1ω,n1
κ′
1
one has 2`w∗vω ≤ |Iwω | exp(−n(ε1)2);
• for any j ≥ n+M1 + n1κ′1 , one has (Φ, ω, j) ≤ (ε2)
4;
• W (2) ≤ (ε2)4(n+ n1κ′1);
• for any s such that the return time θ(2, ω, s) satisfies θ(2, ω, s) ≥ n+M1 +n1κ′1 ,
one also has
θ(2, ω, s)− θ(2, ω, s− 1)
θ(2, ω, s− 1) ≤ (ε1)
4.
For any k ≥ κ′1, we can get (this will be justified in the next step, see (25)):
(22) ζω,w,q1
Ä
B(yl, 2`
w∗v(k,l)
ω )
ä
≤
(
4`
w∗v(k,l)
ω
|Iwω |
)T ∗(d1)− ε12
.
Let s2 = s2(ω,w) be the smallest s such that there exists v ∈ Σω,θ(2,ω,s2) such
that
• zw∗v(k,l)ω belongs to the closure of the interval Ivω,
• Ivω ⊂ B(zw∗v(k,l)ω , (`w∗v(k,l)ω )ξ).
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By definition of s2, setting v′ = v|θ(2,ω,s2−1) ∈ Σω,θ(2,ω,s2−1), we have |Iv
′
ω | ≥
(`
w∗v(k,l)
ω )ξ. Now let K1 be the largest k such that n + M1 + n1k ≤ θ(2, ω, s2 − 1)
(by construction we have K1 ≥ κ′1). Due to (17), we have
θ(2, ω, s2 − 1)− n−M1 − n1K1 ≤ n1K1+1 − n1K1 ≤ (ε1)4n1K1 .
Then (this will be justified in the next step in (30))
(2`w∗v(k,l)ω )
ξ) ≤ 2ξ|Iv′ω | ≤ 2ξ|Ivω|1−(ε1)
3 ≤ |Ivω|1−(ε1)
2
.
Define Jl to be Iv, the closure of the interval Ivω, and denote Bl = Jl and Bl = “Jl.
We get:
(23) |Jl| ≤ |“Jl|ξ ≤ |Jl|1−(ε1)2 .
Now using lemma 8.4 of the next step, we can get that for k large enough so
that n1k ≥ n(ε1)2 , then for any v ∈ [w ∗ v(k, l)]ω we have:∣∣∣∣∣∣
Sn+n1
k
Ψ(ω, v)
Sn+n1
k
Φ(ω, v)
− d
∣∣∣∣∣∣ ≤ 1.
For k > κ′1 large enough with n1k ≥ n(ε1)2 , define
Gw(1, d1, k) = {Bl, Bl ∈ Dw(1, d1, k)}.
If J1 and J2 are two distinct elements of Gw(1, d1, k) then their distance is at least
maxj∈{1,2}(|Ĵj |/2 − (|Ĵj |/2)ξ), which is larger than maxj∈{1,2} |Ĵj |/3 for k large
enough (since ξ > 1).
Now we can define m{d1}ξ with d1 ∈ D1 as follows:
m
{d1}
ξ (J) =
ζω,w,q1(Ĵ)∑
Jl∈Gw(1,d1,k) ζω,w,q1(“Jl) .
For any J ∈ Gw(1, d1, k), by inequality (22) and (23), we can get
ζω,w,q1(Ĵ) ≤ |J |
T ∗(d1)−
2ε1
3
ξ |Iwω |−T
∗(d1).
Then, the inequality
∑
Jl∈Gw(1,d1,k) ζω,w,q1(“Jl) ≥ 14Γ1 yields, ∀J ∈ Gw(1, d1, k):
m
{d1}
ξ (J) ≤ 4Γ1|J |
T ∗(d1)−
2ε1
3
ξ |Iwω |−T
∗(d1).
Choose k1 > N ′1 large enough with n1k1 ≥ n(ε1)2 . Then, for any d1 ∈ D1 and any
J ∈ Gw(1, d1, k1), one has 4Γ1|Iwω |−T
∗(d1) ≤ |J |−
ε1
3ξ (this will follow from a general
estimate in the next step).
Finally,
∀J ∈ Gw(1, d1, k1), m{d1}ξ (J) ≤ |J |
T ∗(d1)−ε1
ξ .
For any d1 ∈ D1 define:
G(d1) = G
w(1, d1, k1),
and
G1 =
⋃
d1∈D1
Gw(1, d1, k1).
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Step 2: Suppose that Gi =
⋃
(d1,...,di)∈
∏i
j=1
Dj G(d1, . . . , di) is well defined and for
any {dj}1≤j≤i ∈ ∏1≤j≤iDj , the set function m{dj}1≤j≤iξ is well defined on the set
G(d1, . . . , di).
For any w such that J , the closure of Iwω , belongs to G(d1 · · · di) ⊂ Gi, we set
n = |w|. In this step ni+1k stands for ni+1k (σnω).
By construction:
(1) σnω ∈ Ωi+1,
(2) for p ≥ n, we have
(24) (Φ, ω, p) ≤ (εi+1)4,
(3) W (i+ 1) ≤ n(εi+1)4,
For any di+1 ∈ Di+1, take qi+1 ∈ Qi+1 such that T ′ji+1(qi+1) = di+1. From fact 1
and fact 2, we know that (BP) hold for σnω ∈ Ωi+1. Also ζω,w,qi+1 and E(ω, i +
1, w, qi+1)) are well defined.
For any k ≥ κi+1, let
Fi+1(qi+1, n+Mi+1 + ni+1k ) = {B(y, 2`
w∗v(ω,i+1,qi+1,ni+1k ,y)
ω ) : y ∈ E(ω, i+ 1, w, qi+1)},
where v(ω, i+1, qi+1, ni+1k , y) is the unique word such that y ∈ I
w∗v(ω,i+1,qi+1,ni+1k ,y)
ω
and v(ω, i+ 1, qi+1, ni+1k , y) ∈ Σσn+Mi+1ω,ni+1
k
. Then Fi+1(qi+1, n+Mi+1 +ni+1k ) is
a covering of E(ω, i+ 1, w, qi+1).
From the Besicovitch’s covering theorem, Γ1 families of disjoint balls, namely
F1i+1(qi+1, n+Mi+1 + ni+1k ), · · · ,FΓ1i+1(n+Mi+1 + ni+1k )
can be extracted from Fi+1(qi+1, n+Mi+1 + ni+1k ) so that
E(ω, i+ 1, w, qi+1) ⊂
Γ1⋃
s=1
⋃
B∈Fsi+1(qi+1,n+Mi+1+ni+1k )
B.
Since ζω,w,qi+1(E(ω, i+ 1, w, qi+1)) ≥ 1/2, there exists s such that
ζω,w,qi+1
( ⋃
B∈Fsi+1(qi+1,n+Mi+1+ni+1k )
B
)
≥ 1
2Γ1
.
Again, we extract from Fsi+1(qi+1, n + Mi+1 + ni+1k ) a finite family of pairwise
disjoint intervals Dw(i+ 1, di+1, k) = {B1, · · · , Bs′} such that
ζω,w,qi+1
( ⋃
Bl∈Dw(i+1,di+1,k)
Bl
)
≥ 1
4Γ1
.
For each Bl ∈ Dw(i+1, qi+1, k), there exists yl ∈ E(ω, i+1, w, qi+1) such that Bl =
B
Ä
yl, 2`
w∗v(ω,i+1,qi+1,ni+1k ,yl)
ω
ä
. Set v(k, l) = v(ω, i+ 1, qi+1, ni+1k , yl). Moreover,
B
Ä
zw∗v(k,l)ω , (`
w∗v(k,l)
ω )
ξ
ä
⊂ B
Ä
zw∗v(k,l)ω , `
w∗v(k,l)
ω
ä
⊂ B(yl, 2`w∗v(k,l)ω ) = Bl.
We can get the following lemma
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Lemma 8.3. For any y ∈ E(ω, i + 1, w, qi+1), for r ≤ |Iwω | exp(−n(εi+1)2), we
have
(25) ζω,w,qi+1
Ä
B(y, r)
ä
≤
Ç
r
|Iwω |
åT ∗(di+1)− εi+12
.
Proof of the lemma. The idea of the proof is the following. Noticing y ∈ E(ω, i +
1, w, qi+1), If r small enough, we will know that v(n+Mi+1 +ni+1k , y) is a comment
prefix v(n + Mi+1 + ni+1k+1, y) and its left and right. This will implies B(x, r) ⊂
v(n+Mi+1 +n
i+1
k+1, y) and r is comparable with |v(n+Mi+1 +ni+1k+1, y)|. The result
follows since we have a good control of the measure v(n+Mi+1 + ni+1k , y).
First, for any y ∈ E(ω, i+ 1, w, qi+1), for any k ≥ κi+1 such that y ∈ Iw∗vω with
v ∈ Σσn+Mi+1ω,ni+1
k
, for any v′ ∈ Σσn+Mi+1ω,ni+1
k+1
with v′|ni+1
k
= v, we have
|Iw∗v′ω |
|Iw∗vω |
=
µ˜ω([w ∗ v′]ω)
µ˜ω([w ∗ v]ω)
≥ exp
Ä
Sni+1
k+1
−ni+1
k
Φ(Fn+Mi+1+n
i+1
k (ω, v′))− 2(n+Mi+1 + ni+1k+1)(εi+1)4
ä
(see (24))
≥ exp
Ä
− (ni+1k+1 − ni+1k )C − 2(n+Mi+1 + ni+1k+1)(εi+1)4
ä
(noting σn+Mi+1+n
i+1
k ω ∈ Ωi+1 and (13))
≥ exp
Ä
− (C + 2)(n+Mi+1 + ni+1k )(εi+1)4
ä
(see (17)).(26)
Next, choose the largest k and v ∈ Σσn+Mi+1ω,ni+1
k
such that y ∈ Iw∗vω and r ≤
|Iw∗vω | exp(−(C + 2)(n + Mi+1 + ni+1k )(εi+1)4). We have, applying the shorthand‹Fn = Fn+Mi+1 :
r
|Iwω |
≤ |I
w∗v
ω | exp
Ä
− (C + 2)(n+Mi+1 + ni+1k )(εi+1)4
ä
|Iwω |
=
µ˜ω([w ∗ v]ω) exp
Ä
− (C + 2)(n+Mi+1 + ni+1k )(εi+1)4
ä
µ˜ω([w]ω)
≤ µ˜ω([w ∗ v]ω) exp(−(C + 2)(n+Mi+1 + n
i+1
k )(εi+1)
4)
µ˜ω([w∗]ω)
≤ exp
Ä
Sni+1
k
Φ(‹Fn(ω, v)) + (n+Mi+1)(Φ, ω, n+Mi+1)ä
· exp
Ä
(n+ ni+1k )(Φ, ω, n+Mi+1 + n
i+1
k )− (C + 2)(n+Mi+1 + ni+1k )(εi+1)4
ä
≤ exp(Sni+1
k
Φ(‹Fn(ω, v)))
· exp
Ä
2(n+Mi+1 + n
i+1
k )(εi+1)
4 − (C + 2)(n+Mi+1 + ni+1k )(εi+1)4
ä
(due to (24))
≤ exp
(
− (n
i+1
k )cΦ
2
− C(n+Mi+1 + ni+1k )(εi+1)4
ä
(due to (16))
≤ exp
(
− n
i+1
k cΦ
2
)
(due to (14)),
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so
(27) ni+1k ≤ −
2 log( r|Iwω |)
cΦ
.
Also, since y ∈ E(ω, i + 1, w, qi+1), for v′ ∈ Σσn+Mi+1ω,ni+1
k+1
such that y ∈ Iw∗v′ω ,
we know that v is a common prefix of v′+, v′− and v′. Thus, due to (26) and our
choice for k, B(y, r) ⊂ (Iw∗v′−ω ∪ Iw∗v
′
ω ∪ Iw∗v
′+
ω ) ⊂ Iw∗vω and r ≥ |Iw∗v
′
ω | exp(−(C +
2)(n+Mi+1 + n
i+1
k+1)(εi+1)
4). From the last inequality we can get
r
|Iwω |
≥ |I
w∗v′
ω | exp(−(C + 2)(n+Mi+1 + ni+1k+1)(εi+1)4)
|Iwω |
=
µ˜ω([w ∗ v′]ω) exp(−(C + 2)(n+Mi+1 + ni+1k+1)(εi+1)4)
µ˜ω([w]ω)
≥ exp
Ä
− (C + 2)(n+Mi+1 + ni+1k+1)(εi+1)4
ä
· exp
Ä
SMi+1+ni+1k+1
Φ(Fn(ω, v′))− 2(n+Mi+1 + ni+1k+1)(εi+1)4
ä
(due to proposition 3 and (24) )
≥ exp
Ä
Sni+1
k
Φ(‹Fn(ω, v′))−Mi+1C − (ni+1k+1 − ni+1k )Cä
· exp
Ä
− (C + 4)(n+Mi+1 + ni+1k+1)(εi+1)4
ä
≥ exp
Ä
Sni+1
k
Φ(‹Fn(ω, v′))− 2ni+1k C(εi+1)4ä
· exp
Ä
− (C + 4)(n+ ni+1k (εi+1)4 + ni+1k (1 + (εi+1)4))(εi+1)4
ä
(see (14)to control Mi+1 and (17) for ni+1k+1 − ni+1k since k ≥ κi+1).
Thus, noticing that εi+1 < 1/2, we get
r
|Iwω |
≥ exp
Ä
Sni+1
k
−Mi+1Φ(
‹Fn(ω, v′))− (4C + 8)(n+ ni+1k )(εi+1)4ä.
Since r ≤ |Iwω | exp(−n(εi+1)2), we deduce
n(εi+1)
2 ≤ −Sni+1
k
Φ(‹Fn(ω, v′) + (4C + 8)(n+ ni+1k )(εi+1)4
≤ Cni+1k + (4C + 8)(n+ ni+1k )(εi+1)4.
This yields ni+1k ≥ n(εi+1)
2−(4C+8)n(εi+1)4
C+(4C+8)(εi+1)4
≥ n(εi+1)22C , so n ≤ 2Cni+1k /((εi+1)2),
then,
(28)
r
|Iwω |
≥ exp
Ä
Sni+1
k
Φ(‹Fn(ω, v′)− (4C + 8)(2C + 1)ni+1k (εi+1)2ä.
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Consequently,
ζω,w,qi+1(B(y, r))
≤ ζω,w,qi+1(Iw∗vω ) = ζ
Λi+1,qi+1
σn+Mi+1ω
(Iv
σn+Mi+1ω
)
≤ exp((T ∗(di+1)− (εi+1)2)Sni+1
k
Φji+1(
‹Fn(ω, v′))) ( see (19))
≤ exp
Ä
(T ∗(di+1)− (εi+1)2)(Sni+1
k
Φ(‹Fn(ω, v′)) + 2ni+1k (εi+1)4)ä
≤
Ç
r
|Iwω |
åT ∗(di+1)−(εi+1)2
· exp
Ä
(T ∗(di+1)− (εi+1)2)((4C + 8)(2C + 1)ni+1k (εi+1)2) + 2ni+1k (εi+1)4
ä
,
where we have used (28). Then,
ζω,w,qi+1(B(y, r)) ≤
Ç
r
|Iwω |
åT ∗(di+1)−(εi+1)2
exp
Ä
8(C + 2)(C + 1)ni+1k (εi+1)
2
ä
≤
Ç
r
|Iwω |
åT ∗(di+1)−(εi+1)2 Ç r
|Iwω |
å− 8(C+2)(C+1)(εi+1)2
2cΦ
(using (27))
≤
Ç
r
|Iwω |
åT ∗(di+1)−( 4(C+2)(C+1)cΦ +1)(εi+1)2 ≤ Ç r|Iwω |åT ∗(di+1)− εi+12
(from the choice εi+1 ≤ cΦ16(C+2)(C+1)+2cΦ ). 
Choose κ′i+1 > κi+1 large enough so that:
• for any v ∈ Σσn+Mi+1ω,ni+1
κ′
i+1
one has 2`w∗vω ≤ |Iwω | exp(−n(εi+1)2);
• for any j ≥ n+ ni+1κ′i+1 , one has (Φ, ω, j) ≤ (εi+2)
4;
• W (i+ 2) ≤ (εi+2)4(n+Mi+2 + ni+1κ′i+1);
• for any s such that the return time θ(i+ 2, ω, s) satisfies θ(i+ 2, ω, s) ≥ n +
Mi+1 + n
i+1
κ′i+1
, one also has
θ(i+ 2, ω, s)− θ(i+ 2, ω, s− 1)
θ(i+ 2, ω, s− 1) ≤ (εi+1)
4.
For any k ≥ κ′i+1, from (25) we can get:
(29) ζω,w,qi+1(B(yl, 2`
w∗v(k,l)
ω )) ≤
(
4`
w∗v(k,l)
ω
|Iwω |
)T ∗(di+1)− εi+12
.
Let si+2 = si+2(ω,w) be the smallest s such that there exists v ∈ Σω,θ(i+2,ω,si+2)
such that
• zw∗v(k,l)ω belongs to the closure of the interval Ivω,
• Ivω ⊂ B(zw∗v(k,l)ω , (`w∗v(k,l)ω )ξ)
Define Jl to be Ivω, the closure of the interval Ivω, and denote Bl = Jl and Bl = “Jl.
From the construction, we can claim:
(30) |Jl| ≤ |“Jl|ξ ≤ |Jl|1−(εi+1)2 .
INVERSE MEASURES OF RANDOM WEAK GIBBS MEASURES 27
Since si+2 is the smallest one, so for v′ = v|θ(i+2,ω,si+2−1) ∈ Σω,θ(i+2,ω,si+2−1), we
have |Iv′ω | ≥ (`w∗v(k,l)ω )ξ. Now let Ki+1 be the largest k such that n+Mi+1 +ni+1k ≤
θ(i+ 2, ω, si+2 − 1) (by construction we have k ≥ κ′i+1). Due to (17), we have
θ(i+ 2, ω, si+2 − 1)− n−Mi+1 − ni+1Ki+1 ≤ ni+1Ki+1+1 − ni+1Ki+1 ≤ (εi+1)4ni+1Ki+1 .
Using a similar method as in the proof of (17), we can get
|Iv′ω |
|Ivω|
≤ exp
Ä
2(C + 1)θ(i+ 2, ω, si+2)(εi+1)
4)
ä
Since |Ivω| ≤ exp(− cΦθ(i+2,ω,si+2)2 ) by the definition of cΦ, we get
|Iv′ω |
|Ivω|
≤ exp
Ç
−cΦθ(i+ 2, ω, si+2)
2
· −4(C + 1)(εi+1)
4)
cΦ
å
≤ |Ivω|
−4(C+1)(εi+1)4)
cΦ ≤ |Ivω|−(εi+1)
3
,
so
(2`w∗v(k,l)ω )
ξ ≤ 2ξ|Iv′ω | ≤ 2ξ|Ivω|1−(εi+1)
3 ≤ |Ivω|1−(εi+1)
2
.
So that (30) follows.
For k large enough so that ni+1k ≥ n(εi+1)2 , define
Gw(i+ 1, di+1, k) = {Bl, Bl ∈ Dw(i+ 1, di+1, k)}.
If J1 and J2 are two distinct elements of Gw(i + 1, di+1, k) then their distance is
at least maxi∈{1,2}(|“Ji|/2 − (|“Ji|/2)ξ), which is larger than maxi∈{1,2} |“Ji|/3 for k
large enough (since ξ > 1).
We can define m{dj}1≤j≤i+1ξ with di+1 ∈ Di+1 as follows,
m
{dj}1≤j≤i+1
ξ (J) =
ζω,w,qi+1(Ĵ)∑
Jl∈Gw(i+1,di+1,k) ζω,w,qi+1(“Jl) (m{dj}1≤j≤iξ (Iwω )) .
For any J ∈ Gw(i+ 1, di+1, k), from the inequality (29) we get obtain
ζω,w,qi+1(Ĵ) ≤
(
|Ĵ |
|Iwω |
)T ∗(di+1)− εi+12
≤ |J |
(T ∗(di+1)−
εi+1
2 )(1−(εi+1)
2)
ξ |Iwω |−T
∗(di+1)
≤ |J |
T ∗(di+1)−
2εi+1
3
ξ |Iwω |−T
∗(di+1).
Then, the inequality ∑
Jl∈Gw(n,i+1,k)
ζω,w,qi+1(
“Jl) ≥ 1
4Γ1
,
yields, ∀J ∈ Gw(i+ 1, di+1, k):
m
{dj}1≤j≤i+1
ξ (J) ≤ 4Γ1|J |
T ∗(di+1)−
2εi+1
3
ξ |Iwω |−T
∗(di+1).
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Let ki+1 > κ′i+1 large enough so that n
i+1
ki+1
> n
(εi+1)2
. For any di+1 ∈ Di+1 and
for any J ∈ Gw(i+ 1, di+1, ki+1), one has
4Γ1|Iwω |−T
∗(di+1)
≤ 4Γ1(exp(−Cn))−T ∗(di+1)
≤ exp(CT ∗(di+1)n+ log(4Γ1))
≤ exp
Ç
cΦ
6ξ
· n
εi+1
å
(noticing that T ∗ ≤ −T (0) = 1, log(4Γ1) ≤ n and εi+1 ≤ cΦ
6ξ(C + 1)
)
≤ exp
Å
cΦεi+1
6ξ
(n+Mi+1 + n
i+1
ki+1
)
ã
=
Å
exp
Å
−cΦ
2
(n+Mi+1 + n
i+1
ki+1
ãã− εi+1
3ξ
≤ |Ĵ |−
εi+1
3ξ ≤ |J |−
εi+1
3ξ ,
where the second inequality in the last line comes from (20) and we had chosen n
large enough in the first step. Consequently,
∀J ∈ Gw(i+ 1, di+1, ki+1), m{dj}1≤j≤i+1ξ (J) ≤ |J |
T ∗(di+1)−εi+1
ξ .
For (dj)1≤j≤i+1 ∈ ∏i+1j=1Dj define:
G(d1, d2, · · · , di+1) =
⋃
w∈G(d1,d2,··· ,di)
Gw(i+ 1, di+1, ki+1),
and
Gi+1 =
⋃
w∈G(i)
⋃
qi+1∈Qi+1
Gw(i+ 1, di+1, ki+1).
The definition of m{dj}1≤j≤i+1ξ can be extended to the algebra generated by⋃
s≤i+1
G(d1, d2, · · · , ds),
and for any J = Ivω ∈ G(d1, d2, · · · , ds),
m
{dj}1≤j≤i+1
ξ (J) ≤ |J |
T ∗(di+1)−εi+1
ξ .
Step 3: For any d˜ = {di}i∈N ∈ ∏∞i=1Di, for any J ∈ G(d1, · · · , di), define md˜ξ(J) =
m
{dj}1≤j≤i
ξ (J). This yields a probability measure m
d˜
ξ on the algebra generated by⋃
i∈NG(d1, · · · , di).
For any i ∈ N, the elements in G(d1, · · · , di) are closed and disjoint intervals.
Also, for any J ∈ G(d1, · · · , di), let Ĵ be the ball associated with J . We have the
following properties:
(1) • J ⊂ Ĵ , for any J ∈ G(d1, · · · , di);
• for any J ∈ G(d1, · · · , di)
|J | ≤ |Ĵ |ξ ≤ |J |1−(εi)3 ;
• if J1 6= J2 belong toG(d1, · · · , di), their distance is at least maxl∈{1,2} |Ĵl|3 ;
• The intervals “Jl, Jl ∈ G(d1, · · · , di), are disjoint.
(2) For any J in G(d1, d2, · · · , di), Ĵ ∩ E(ω, i, w, qi) 6= ∅, where qi ∈ Qi is such
that T ′ji(qi) = di and E(ω, i, w, qi) is the set used in step 2.
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(3) For any J ∈ G(d1, d2, · · · , di),
(31) md˜ξ(J) ≤ |J |
T ∗(di)−εi
ξ .
(4) Any J inG(d1, d2, · · · , di) is contained in some element L = Iwω ∈ G(d1, d2, · · · , di−1)
such that
md˜ξ(J) ≤ 4Γ1md˜ξ(L)ζω,w,qi(Ĵ),
where qi ∈ Qi is such that T ′ji(qi) = di.
Because of the separation property 1, we get a probability measure md˜ξ on σ(J :
J ∈ ⋃i≥1G(d1, d2, · · · , di)) such that properties 1 to 4 hold for every i ≥ 1. We
now define
K(ξ, d˜) =
⋂
i≥1
⋃
J∈G(d1,··· ,di)
J,
then, md˜ξ(K(ξ, d˜)) = 1. The measure m
d˜
ξ can be extended to [0, 1] by setting, for
any B ∈ B([0, 1]), md˜ξ(B) := md˜ξ(B ∩K(ξ, d˜)).
Step 4: Fix a sequence d˜ = {di}i∈N ∈ ∏i∈NDi such that
lim
i→∞
di = d, lim
i→∞
T ∗(di) = T ∗(d).
Define Kd(ξ) = K(ξ, d˜), and mdξ = m
d˜
ξ .
From the construction, we claim that: Kd(ξ) ⊂ S(ω, d, ξ, ˜). In fact we just need
to prove the following lemma:
Lemma 8.4. For any w ∈ G(d1, d2, · · · , di) with n = |w|, for any v ∈ Gw(i +
1, di+1, k) with ni+1k ≥ n(εj+1)2 , for any v ∈ [w ∗ v]ω, we have:∣∣∣∣∣∣
Sn+Mi+1+ni+1k
Ψ(ω, v)
Sn+Mi+1+ni+1k
Φ(ω, v)
− d
∣∣∣∣∣∣ ≤ ′i+1,
where ′i+1 = |d− di+1|+ 2εi+1.
Proof. First, for any Υ ∈ {Φ,Ψ},∣∣∣Sn+Mi+1+ni+1k Υ(ω, v)− Sni+1k Υji+1(Fn+Mi+1(ω, v))∣∣∣
≤ 2(n+Mi+1)C + |Sni+1
k
(Υ−Υji+1)(Fn+Mi+1(ω, v))|
≤ 2(n+Mi+1)C + Sni+1
k
varji+1Υ(σ
n+Mi+1ω)
≤ 4ni+1k (εj+1)2 + 2ni+1k (εj+1)4 ( see (15) and
∫
Ω
varji+1Υ dP ≤ (εi+1)4)
≤ 5ni+1k (εj+1)2.
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Next, applying again the shorthand ‹Fn = Fn+Mi+1 ,∣∣∣∣∣∣Sn+Mi+1+ni+1k Ψ(ω, v)Sn+Mi+1+ni+1k Φ(ω, v) − d∣∣∣∣∣∣
≤
∣∣∣∣∣∣
Sn+Mi+1+ni+1k
Ψ(ω, v)
Sn+Mi+1+ni+1k
Φ(ω, v)
− di+1
∣∣∣∣∣∣+ |d− di+1|
≤
∣∣∣∣∣∣
Sn+Mi+1+ni+1k
Ψ(ω, v)− Sni+1
k
Ψji+1(
‹Fn(ω, v))
Sn+Mi+1+ni+1k
Φ(ω, v)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
Sni+1
k
Ψji+1(
‹Fn(ω, v))− di+1Sni+1
k
Φji+1(
‹Fn(ω, v))
Sn+Mi+1+ni+1k
Φ(ω, v)
∣∣∣∣∣∣
+di+1
∣∣∣∣∣∣
Sni+1
k
Φji+1(
‹Fn(ω, v))− Sn+Mi+1+ni+1k Φ(ω, v)
Sn+Mi+1+ni+1k
Φ(ω, v)
∣∣∣∣∣∣
+|d− di+1|
≤
∣∣∣∣∣∣
(εj+1)
2Sni+1
k
Φji+1(
‹Fn(ω, v))
Sn+Mi+1+ni+1k
Φ(ω, v)
∣∣∣∣∣∣+
∣∣∣∣∣∣5(di+1 + 1)n
i+1
k (εj+1)
2
Sn+Mi+1+ni+1k
Φ(ω, v)
∣∣∣∣∣∣+ |d− di+1|,
where we have used (18) and (15). Thus,∣∣∣∣∣∣
Sn+Mi+1+ni+1k
Ψ(ω, v)
Sn+Mi+1+ni+1k
Φ(ω, v)
− d
∣∣∣∣∣∣
≤ (εj+1)2 +
∣∣∣∣∣∣5n
i+1
k (εj+1)
4 + 5(di+1 + 1)n
i+1
k (εj+1)
2
(n+Mi+1+n
i+1
k
)cΦ
2
∣∣∣∣∣∣+ |d− di+1|
≤ (εj+1)2 + 10(εj+1)
4 + 10(di+1 + 1)(εj+1)
2
cΦ
+ |d− di+1|
≤ (εj+1)2 + εj+1 + |d− di+1| ≤ ′i+1.

Now we turn to estimate the lower Hausdorff dimension of mdξ . If T ∗(d) = 0,
there is nothing need to prove. So we assume that T ∗(d) > 0.
For any J ∈ G(d1, d2, · · · , di), define g(J) = i. Let us fix B a subinterval
of [0, 1] of length smaller than that of every element in G(d1), and assume that
B ∩ K d˜ξ 6= ∅. Let L = Iwω be the element of largest diameter in
⋃
i≥1G(d1 · · · di)
such that B intersects at least two elements of G(d1 · · · dg(L)+1) and is included in
L ∈ Gd1···dg(L) . We remark that this implies that B does not intersect any other
element ofG(d1, d2, · · · , di), where i = g(L), and as a consequencemdξ(B) ≤ mdξ(L).
Let us distinguish three cases:
• |B| ≥ |L|: then
(32) mdξ(B) ≤ mdξ(L) ≤ |L|
(T ∗(di)−εs)
ξ ≤ |B|
(T ∗(di)−εi)
ξ .
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• |B| ≤ 14 |L| exp(−|w|(εi+1)2). Assume L1, . . . , Lp are the elements of Gi+1
which have non-empty intersection with B. From property 4, we can choose qi+1 ∈
Qi+1 so that T ′ji+1(qi+1) = di+1, and get
mdξ(B) =
p∑
l=1
mdξ(B ∩ Ll) ≤ 4Γ1mdξ(L)
p∑
i=1
ζω,w,qi+1(L̂l).
From property 1 we can also deduce that max{|L̂l| : 1 ≤ l ≤ p} ≤ 3|B|. From
property 2 we can get E(ω, i+ 1, w, qi+1)∩ L̂l 6= ∅. If y is taken in the intersection,
we have B(y, 4|B|) ⊃ (⋃pl=1 L̂l).
Now we notice that L is the closure of Iwω for some w ∈ Σω,n with n ∈ N, and
we have σnω ∈ Ωi+1. Using (25) in lemma 8.3, we can get:
ζω,w,qi+1(B(y, 4|B|)) ≤
Ç
4|B|
|Iwω |
åT ∗(di+1)− εi+12
.
Now, since L = Iwω is the closure of Iwω , we have:
mdξ(B) ≤4Γ1mdξ(L)
p∑
l=1
ζω,v,qi+1(L̂l)
≤4Γ1mdξ(L)ζω,w,qi+1(B(y, 4|B|))
≤4Γ1|L|
T ∗(di)−εi
ξ
Ç
4|B|
|L|
åT ∗(di+1)− εi+12
≤ 4Γ1(4|B|)
T ∗(di)−εi
ξ
Ç
4|B|
|L|
åαi
,
where αi = T ∗(di+1)− εi+12 −T
∗(di)−εi
ξ is positive for i large enough since limi→∞ T ∗(di) =
T ∗(d) > 0. Moreover, 4|B|/|L| ≤ 1, so
(33) mdξ(B) ≤ 4Γ1(4|B|)
T ∗(di)−εi
ξ .
• 14 |L| exp(−|w|(εi+1)2) ≤ |B| ≤ |L|:
We need at mostM(B) = b4 exp(|w|(εi+1)2)c+1 contiguous intervals (B(k))1≤k≤M(B)
with diameter 14 |L| exp(−|w|(εi+1)2) to cover B. For these intervals we have the
estimate above. Consequently,
mdξ(B) ≤
M(B)∑
k=1
4Γ1(4|B(k)|)
T ∗(di)−εi
ξ
≤4Γ1M(B)(4|B|)
T ∗(di)−εi
ξ
≤20Γ1 exp(|w|(εi+1)2)(4|B|)
T ∗(di)−εi
ξ .
Since |B| ≤ |L| ≤ exp(−ncΦ2 ), we get exp(|w|(εi+1)2) ≤ |L|
− 2(εi+1)
2
cΦ ≤ |B|−
2(εi+1)
2
cΦ .
Finally,
(34) mdξ(B) ≤ 20Γ1(4|B|)
T ∗(di)−εi
ξ |B|−
2(εi+1)
2
cΦ .
It follows from the estimations (32),(33) and (34) that dimH(mdξ) ≥ T
∗(d)
ξ .
We have finished the proof of theorem 8.2. 
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9. Conclusion on the lower bound for the lower Hausdorff spectrum
Next proposition is both a complement to proposition 9, and an improvement over the
interval [T ′(+∞), T ′(t0−)).
Proposition 10. For P-a.e. ω, for any d ∈ [0, T ′(t0−)], one has
dimH(E(νω, d)) ≥ t0d = (dimH Xω) · d.
Proof. If d ∈ (0, T ′(t0−)], we write d = T ′(t0−)/ξ with ξ ≥ 1. We can find a suitable
sequence ε˜ such that theorem 8.2 and remark 10 hold. This provides us with a positive
Borel measure mT
′(t0−)
ξ on K
T ′(t0−)(ξ), with the following properties:
• mT ′(t0−)ξ (KT
′(t0−)(ξ)) = 1 and dimH(m
T ′(t0−)
ξ ) ≥ T
∗(T ′(t0−))
ξ = d t0.
• mT ′(t0−)ξ (E) = 0 as soon as dimH E < d t0.
• For any x ∈ KT ′(t0−)(ξ), we have that dimloc(νω, x) ≤ d.
It follows from lemma 7 that
(KT
′(t0−)(ξ) \ (
⋃
0≤h<d
F (h))) ⊂ (E(νω, d) ∪ Ξω).
Also, corollary 1 tells dimH F (h) ≤ ht0 < dt0 for all 0 ≤ h < d, so mT
′(t0−)
ξ (F (h)) = 0 for
all 0 ≤ h < d. Moreover, the family of sets (F (h))0<h<d is nondecreasing. Thus, we have
m
T ′(t0−)
ξ (E(νω, d) ∪ Ξω) > 0,
hence
dimH(E(νω, d) ∪ Ξω) ≥ dt0.
Finally, dimH E(νω, d) ≥ dt0 since Ξω is a countable set.
If d = 0 or t0 = 0, we have
∅ 6= Ξ′ω ⊂ E(νω, 0),
thus dimH E(νω, d) ≥ dt0 for d = 0. 
Next proposition collects all the information required to conclude regarding the lower
bound for the lower Hausdorff spectrum. Its claim (iii) is the desired sharp lower bound.
Proposition 11. For P-a.e. ω:
(1) if d ∈ [0, T ′(t0−)], then dimH(E(νω, d)) ≥ t0d,
(2) if d ∈ [T ′(+∞), T ′(−∞)], then dimH(E(νω, d)) ≥ T ∗(d),
(3) for any d ∈ [0, T ′(−∞)], dimH(E(νω, d)) ≥ ‹T ∗(d).
Proof. (i) and (ii) come from proposition 10 and proposition 9.
To prove (iii), since ‹T (q) = min{T (q), 0},T (t0) = 0 and T is increasing,‹T ∗(d) = inf
q∈R
{qd− ‹T (q)} = ® t0d, d ∈ [0, T ′(t0−)],T ∗(d), d ∈ [T ′(t0−), T ′(−∞)].

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10. Hausdorff dimensions of the level sets E(νω, d) and E(νω, d)
Recall that v(ω, n, x) has been defined in definition 4.1. We need to introduce another
approximation rate.
For any x ∈ [0, 1] \ {xvsω : v ∈ Σω,∗, s ∈ S′(ω, v, 1)}, define
ξ̂(ω, n, x) =
log(inf{|x− xvsω | : |v| ≤ n, s ∈ S′(ω, v, 1)})
log |Iv(ω,n,x)ω |
and then
ξ̂(ω, x) = lim inf
n→∞ ξ̂(ω, n, x).
The desired conclusion on the sets E(νω, d) and E(νω, d) will follow from two lemmas and
one proposition.
Lemma 10.1. For P-a.e. ω ∈ Ω, we have
{x ∈ [0, 1] \ Ξω : ξ̂(ω, x) > 1} = ∅.
In other words, for any x ∈ [0, 1], if x /∈ Ξω, then ξ̂(ω, x) = 1.
Proof. We just need to prove that for any k ∈ Z+,
{x ∈ [0, 1] \ Ξω : ξ̂(ω, x) > 1 + 1/k} = ∅.
For any x ∈ [0, 1] \ Ξω such that ξ̂(ω, x) > 1 + 1/k, there exists N(x) ∈ Z+ such that
for any n ≥ N(x) one has
inf{|x− xvsω | : |v| ≤ n, s ∈ S′(ω, v, 1)} ≤ |Iv(ω,n,x)ω |1+1/k.
Furthermore, the infimummust be attained at a point xvsω which is in the closure of I
v(ω,n,x)
ω .
We denote vs by w(ω, n, x). We just need to prove that x is the point xw(ω,n,x)ω for n large
enough. And xw(ω,n,x)ω ∈ Ξω yields the lemma.
The choice of xw(ω,n+1,x) must be made in {xv(ω,n+1,x)s : s ∈ S′(ω, v(ω, n+ 1, x), 1)} ∪
{xw(ω,n,x)}. Otherwise it is easily seen that it is in contradiction with the choice of
w(ω, n, x) and x ∈ Iv(ω,n+1,x)ω .
· · · · · ·
I
v(ω,n+1,x)
ω
x
w(ω,n,x)
ω x
v(ω,n+1,x)1
ω x
v(ω,n+1,x)2
ω x
v(ω,n+1,x)s
ω
I
v(ω,n+1,x)1
ω I
v(ω,n+1,x)2
ω
x
Figure 1. The choice for w(ω, n+ 1, x)
We have
inf{|x− xvsω | : |v| ≤ n+ 1, s ∈ S′(ω, v, 1)}
= |xw(ω,n+1,x)ω − x| ≤ |Iv(ω,n+1,x)ω |1+1/k ≤ |Iv(ω,n,x)ω |1+1/k.
Now suppose that xw(ω,n+1,x) 6= xw(ω,n,x). On the one hand, since xw(ω,n,x) must be an
endpoint of Iv(ω,n+1,x)ω , there exists s ∈ S(ω, v(ω, n+ 1, x), 1) such that
|Iv(ω,n,x)sω | ≤ |xw(ω,n+1,x)ω − xw(ω,n,x)ω | ≤ |xw(ω,n+1,x)ω − x|+ |xw(ω,n,x)ω | ≤ 2|Iv(ω,n,x)ω |1+1/k,
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and on the other hand, from (5) and proposition 3, it is easy to prove that for n large
enough we have
|Iv(ω,n,x)sω | = |Iv(ω,n,x)ω | · eo(log(|I
v(ω,n,x)
ω |)) ≥ |Iv(ω,n,x)ω |1+
1
2k > 4|Iv(ω,n,x)ω |1+1/k,
which yields a the contradiction. Thus, xw(ω,n+1,x) = xw(ω,n,x) for n large enough, i.e. it
is the point x. 
Lemma 10.2. For P-a.e. ω ∈ Ω, for any x ∈ [0, 1] \ Ξω, we have dimloc(νω, x) ≥
lim infn→∞
log νω(I˚
v(ω,n,x)
ω )
log |Iv(ω,n,x)ω |
, where v(ω, n, x) is defined after definition 4.1 in section 4 .
Proof. Suppose that the conclusion of lemma 10.1 holds for ω. If x ∈ [0, 1] \ Ξω, there
exists a subsequence {nk}k∈Z+ such that ξ̂(ω, nk, x)→ 1 as k →∞. Now,
lim sup
r→0
log νω(B(x, r))
log r
≥ lim sup
k→∞
log νω(B(x, |Iv(ω,nk,x)ω |ξ̂(ω,nk,x)+1/nk))
log |Iv(ω,nk,x)ω |ξ̂(ω,nk,x)+1/nk
≥ lim sup
k→∞
log νω(I˚
v(ω,nk,x)
ω )
log |Iv(ω,nk,x)ω |
≥ lim inf
n→∞
log νω(I˚
v(ω,n,x)
ω )
log |Iv(ω,n,x)ω |
.
The second inequality follows from the fact that ξ̂(ω, nk, x)→ 1 as k →∞ and
B(x, |Iv(ω,nk,x)ω |ξ̂(ω,nk,x)+1/nk) ⊂ I˚v(ω,nk,x)ω
by definition of ξ̂(ω, nk, x). 
Proposition 12. For P-a.e. ω ∈ Ω,
(1) if d ∈ [T ′(+∞), T ′(t0−)], then dimH({x ∈ [0, 1] : dimloc(νω, x) ≤ d}) ≤ T ∗(d);
(2) if x ∈ [0, 1] \ Ξ′ω then dimloc(νω, x) ≥ T ′(+∞).
(3) E(νω, 0) = E(νω, 0) = Ξ′ω, so dimH(E(νω, 0)) = dimH(E(νω, 0)) = 0.
Proof. (i) For any d ∈ [T ′(+∞), T ′(t0−)], for any ε > 0, there exists q ≥ 0 such that
T ∗(d) ≥ qd − T (q) − ε/2. Choose  > 0 such that q ≤ ε/4. Due to the previous lemma,
for any N ∈ N we have
{x ∈ [0, 1] \ Ξω : dimloc(νω, x) ≤ d} ⊂
{
x ∈ [0, 1] : lim inf
n→∞
log νω(I˚
v(ω,n,x)
ω )
log |Iv(ω,n,x)ω |
≤ d
}
⊂
⋃
n≥N
⋃
v∈Σω,n,νω(I˚vω)≥|Ivω |d+
Ivω.
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For any δ > 0, for N large enough, and v ∈ Σω,n, one has |Ivω| < δ. Choosing h = T ∗(d)+ε
we get for N large enough,
Hhδ ({x ∈ [0, 1] \ Ξω : dimloc(νω, x) ≤ d}) ≤
∑
n≥N
∑
v∈Σω,n: νω(I˚vω)≥|Ivω |d+
|Ivω|T
∗(d)+ε
≤
∑
n≥N
∑
v∈Σω,n: νω(I˚vω)≥|Ivω |d+
|Ivω|qd−T (q)+ε/2 ≤
∑
n≥N
∑
v∈Σω,n
|Ivω|−T (q)+ε/2−q(νω(I˚vω))q
≤
∑
n≥N
∑
v∈Σω,n
|Ivω|−T (q)+ε/4(νω(I˚vω))q ≤
∑
n≥N
exp(nP (qΨ− T (q)Φ)− ncΦε
8
)
≤
∑
n≥N
exp(−ncΦε
8
).
Here we used the fact that νω(I˚vω) ≤ |Xvω| ≤ |Uvω| ≤ exp(SnΨ(ω, v) + o(n)) for any v ∈ [v]ω
and v ∈ Σω,∗.
Letting N go to ∞ we get Hhδ ({x ∈ [0, 1] \ Ξω : dimloc(νω, x) ≤ d}) = 0 for any δ > 0,
so Hh({x ∈ [0, 1] \ Ξω : dimloc(νω, x) ≤ d}) = 0. This holds for any h > −T ∗(d), so
dimH{x ∈ [0, 1]\Ξω : dimloc(νω, x) ≤ d} ≤ T ∗(d). Since Ξω is countable we get the desired
conclusion.
(ii) For any v ∈ Σω,∗ define
I ′vω := (Fµω(m
v
ω), Fµω(M
v
ω)] = Fµω(X
v
ω) \ {Fµω(mvω)}.
Then for x ∈ (0, 1] and n ≥ 1, let v′(ω, n, x) be the unique element v in Σω,n such that
x ∈ I ′vω. If x = 0, v′(ω, n, 0) is the unique v ∈ Σω,n such that 1 ∈ I ′vω. In (i) we proved
that {x ∈ [0, 1] : lim infn→∞ log νω(I˚
v(ω,n,x)
ω )
log |Iv(ω,n,x)ω |
≤ d} = ∅ for d < T ′(+∞). Using the same
arguments we can also prove that {x ∈ [0, 1] : lim infn→∞ log νω(I˚′
v′(ω,n,x)
ω )
log |I′v′(ω,n,x)ω |
≤ d} = ∅ for
d < T ′(+∞). Thus, for any x ∈ [0, 1],
(35) min
Ñ
lim inf
n→∞
log νω(I˚
v(ω,n,x)
ω )
log |Iv(ω,n,x)ω |
, lim inf
n→∞
log νω(I˚ ′
v′(ω,n,x)
ω )
log |I ′v′(ω,n,x)ω |
é
≥ T ′(+∞).
Now we come to the proof of the assertion. From the proof of item 1, we just need to deal
with the set Ξω \ Ξ′ω. For x ∈ Ξω \ Ξ′ω and r > 0 small enough, there exist n, n′ ∈ N such
that |Iv(ω,n,x)ω | > r, |I ′v′(ω,n′,x)ω | > r and |Iv(ω,n+1,x)ω | ≤ r, |I ′v
′(ω,n′+1,x)
ω | ≤ r. Now we have
B(x, r) ⊂ I˚v(ω,n,x)ω ∪ I˚ ′v
′(ω,n′,x)
ω ∪ {x}. Since νω({x}) = 0, we have
νω(B(x, r)) ≤ νω(I˚v(ω,n,x)ω ) + νω(I ′v
′(ω,n′,x)
ω ),
and it follows from (35) and the choices of n and n′ that dimloc(νω, x) ≥ T ′(+∞).
(iii) It clearly follows from (ii). 
Theorem 10.3. For P-a.e. ω ∈ Ω, for any d ∈ [T ′(+∞), T ′(−∞)], we have
dimH E(νω, d) = dimH E(νω, d) = T ∗(d).
Proof. The expected lower bound for the Hausdorff dimensions of E(νω, d) ⊂ E(νω, d) was
already obtained in the proof of proposition 9, while the upper bound was obtained in
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the previous proposition for d ∈ [T ′(+∞), T ′(t0−)], and it follows from the multifractal
formalism for d ∈ [T ′(t0−), T ′(−∞)], since τ∗νω ≤ T ∗. 
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