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Abstract
We study the well solvability of nonlinear backward stochastic evolutionary equations
driven by a space-time white noise. We first establish a novel a priori estimate for solution of
linear backward stochastic evolutionary equations, and then give an existence and uniqueness
result for nonlinear backward stochastic evolutionary equations. A dual argument plays a
crucial role in the proof of these results. Finally, an example is given to illustrate the existence
and uniqueness result.
1 Introduction
Let H be a Hilbert space with {ei} being its orthonormal basis, A an infinitesimal generator
which generates a strongly continuous semigroup {eAt, t ≥ 0}, and S2(H) the Hilbert space of
Hilbert-Schmidt operators in H. Denote by W a cylindrical Wiener process in the probability
space (Ω,F ,P) with (Ft)t≥0 being the augmented natural filtration and P the predictable σ-
algebra.
By L0P([0, T ]×Ω,H) we denote the totality of H-valued progressively measurable processes
X. For p ∈ [1,∞), by LpP([0, T ] × Ω,H) we denote the Banach space of H-valued progressively
measurable processes X with E
∫ T
0 ‖Xs‖
pds < ∞ and by LpP(Ω, C([0, T ],H)) the subspace of
H-valued progressively measurable processes X with strongly continuous trajectories satisfying
Emaxs∈[0,T ] ‖Xs‖
p < ∞. Here and below we use the symbol ‖ · ‖ to denote a norm when the
corresponding space is clear from the context, otherwise we use a subscript. Consider the map
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f : Ω× [0, T ]×H×S2(H)×H → H where f(·, 0, 0, 0) ∈ L
0
P(Ω× [0, T ],H) and there is a positive
constant L such that
‖f(t, p1, q1, s1)− f(t, p2, q2, s2)‖H ≤ L(‖p1 − p2‖H + ‖q1 − q2‖S2(H) + ‖s1 − s2‖H).
Linear backward stochastic evolutionary equations arise in the formulation of stochastic
maximum principle for optimal control of stochastic partial differential equations, and see among
others [1, 8, 4, 5, 7, 10, 11, 12]. The study can be dated back to the work of Bensoussan [1], and
to Hu and Peng [8] for a general context. The nonlinear case is given by Hu and Peng [9]. In these
works, the underlying Wiener process is assumed to have a trace-class covariance operator—in
particular, to be finite-dimensional. Recently, Fuhrman, Hu, and Tessitore [6] discusses a linear
backward stochastic evolutionary equation driven by a space-time white noise. The objective
of the paper is to study the nonlinear backward stochastic evolutionary equation driven by a
space-time white noise.
Consider the following form of nonlinear backward stochastic evolutionary equations (BSEEs)
−dPt =
[
A∗Pt +
∞∑
i=1
C∗i (t)Qtei + f
(
t, Pt, Qt,
∞∑
i=1
C∗i (t)Qtei
)]
dt
−
∞∑
i=1
Qtei dβ
i
t , t ∈ (0, T ];
PT = η,
(1.1)
where βit = 〈ei,Wt〉, i = 1, 2... is a family of independent Brownian motions, η ∈ L
2(Ω,FT ,P,H).
The unknown process is the pair denoted (P,Q) and takes values in H × S2(H). We will work
under the following assumptions, which are assumed to hold throughout the paper.
Hypothesis 1.1
1. etA, t ≥ 0, is a strongly continuous semigroup of bounded linear operators in H. Moreover,
etA ∈ S2(H) for all t > 0 and there exist constants c > 0 and α ∈ [0, 1/2) such that
‖etA‖S2(H) ≤ ct
−α for all t ∈ (0, T ].
2. The processes Ci are strongly progressively measurable with values in L(H). Moreover we
have ‖Ci(t)‖L(H) ≤ c, P-a.s. for all t ∈ [0, T ] and i ∈ N.
3.
∑∞
i=1 ‖e
tACi(s)h‖
2 ≤ ct−2α‖h‖2H for all t ∈ (0, T ], s ≥ 0, and h ∈ H.
We give the following notion of (mild) solution.
Definition 1.1 We say that a pair of processes
(P,Q) ∈ L2P(Ω× [0, T ],H) × L
2
P(Ω× [0, T ],S2(H))
is a mild solution to equation (1.1) if the following holds:
2
1. The sequence
SM (s) :=
M∑
i=1
(T − s)αC∗i (s)Qsei, s ∈ [0, T ]; M = 1, 2, . . . ,
converges weakly in L2P(Ω× [0, T ],H).
2. For any t ∈ [0, T ],
Pt = e
(T−t)A∗η +
∞∑
i=1
∫ T
t
e(s−t)A
∗
C∗i (s)Qseids
+
∫ T
t
e(s−t)A
∗
f
(
s, Ps, Qs,
∞∑
i=1
C∗i (s)Qsei
)
ds
−
∞∑
i=1
∫ T
t
e(s−t)A
∗
Qseidβ
i
s, P-a.s.
(1.2)
Note that the integral involving f is well-defined due to the following∫ T
t
∥∥∥∥∥e(s−t)A∗f
(
s, Ps, Qs,
∞∑
i=1
C∗i (s)Qsei
)∥∥∥∥∥
H
ds
≤ C
∫ T
t
(
‖f(s, 0, 0, 0)‖H + ‖Ps‖H + ‖Qs‖S2(H) + (T − s)
−α
∥∥∥∥∥(T − s)α
∞∑
i=1
C∗i (s)Qsei
∥∥∥∥∥
H
)
ds
< ∞.
Note that the term
∑∞
i=1 C
∗
i Qei is not bounded in Q with respect to the Hilbert-Schmidt
norm. Its appearance in the drift gives rise to new difficulty in the resolution of the underlying
BSEEs, and has to be carefully estimated. In particular, we prove via a dual method novel a
priori estimate (see Proposition 2.4 in Section 2 below for details) for solution of linear BSEEs
driven by a space-time white noise. The new a priori estimate and the dual arguments are
crucial in the subsequent Picard iteration for our nonlinear BSEEs.
The rest of the paper is organized as follows. In Section 2, we prove a new a priori estimate
for solution of linear BSEEs driven by a space-time white noise. The nonlinear BSEEs are
studied in Section 3. Finally in Section 4, we give an example.
2 Linear BSEE Revisited
(Forward) stochastic evolutionary equations (FSEE) driven by a cylindrical Wiener process have
been extensively studied. See, e.g. Da Prato and Zabczyk [2, 3] for excellent expositions and
the references therein. Here we give some precise a priori estimate for mild solutions of linear
FSEEs, which will play a crucial role in our subsequent analysis.
3
Lemma 2.1 For γ ∈ L∞P (Ω× [0, T ],H), the linear stochastic equation dYt = AYt dt+
∞∑
i=1
Ci(t)Yt dβ
i
t +
∞∑
i=1
Ci(t)(T − t)
αγt dβ
i
t , t ∈ (0, T ];
Y0 = 0,
(2.1)
has a unique mild solution Yγ in L2P(Ω, C([0, T ],H)). Furthermore, we have
E‖Yγt ‖
2
H ≤ CE
∫ t
0
(t− s)−2α(T − s)2α‖γs‖
2
H ds. (2.2)
For η ∈ L2(Ω,FT ,P,H) and f0 ∈ L
0
P(Ω × [0, T ],H) such that for some β ∈ (0,
1
2 )
E
∫ T
0
(T − s)2β‖f0(s)‖
2
H ds <∞, (2.3)
the following linear functional G defined by
G(γ) := E〈η,YγT 〉+E
∫ T
0
〈f0(t),Y
γ
t 〉 dt, γ ∈ L
∞
P (Ω× [0, T ],H), (2.4)
has a unique linear and continuous extension to L2P(Ω× [0, T ],H), denoted by G.
Proof. The first two assertions can be found in [6, Theorem 4.3 and Proposition 4.5]. We now
prove the last assertion, that is
|G(γ)|2 ≤ C‖γ‖2L2
P
(Ω×[0,T ],H), γ ∈ L
∞
P (Ω× [0, T ],H). (2.5)
First from (2.2), we immediately have
E‖YγT ‖
2
H ≤ C‖γ‖
2
L2
P
(Ω×[0,T ],H), γ ∈ L
∞
P (Ω× [0, T ],H).
It suffices to prove the following
E
∫ T
0
(T − s)−2β‖Yγs ‖
2
H ds ≤ C‖γ‖
2
L2
P
(Ω×[0,T ],H), γ ∈ L
∞
P (Ω× [0, T ],H).
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We have from (2.2)
E
∫ T
0
(T − s)−2β‖Yγs ‖
2
H ds
≤ CE
∫ T
0
(T − t)−2β
∫ t
0
(t− s)−2α(T − s)2α‖γs‖
2
H ds dt
= CE
∫ T
0
∫ T
s
(T − t)−2β(t− s)−2α dt (T − s)2α‖γs‖
2
H ds
= CE
∫ T
0
∫ 1
0
(1− θ)−2βθ−2α dθ (T − s)1−2β‖γs‖
2
H ds
≤ CT 1−2β
∫ 1
0
(1− θ)−2βθ−2α dθ ‖γ‖2L2
P
(Ω×[0,T ],H). (2.6)
Here we have used in the last equality the transformation of variables: t = s+ (T − s)θ.
Remark 2.2 Let N ≥ 1 be an integer. For γ ∈ L∞P (Ω× [0, T ],H), the linear stochastic equation dYt = AYt dt+
∞∑
i=1
Ci(t)Yt dβ
i
t +
N∑
i=1
Ci(t)(T − t)
αγt dβ
i
t , t ∈ (0, T ];
Y0 = 0,
(2.7)
has a unique mild solution Yγ,N in L2P(Ω, C([0, T ],H)). Furthermore, we have
E‖Yγ,Nt ‖
2
H ≤ CE
∫ t
0
(t− s)−2α(T − s)2α‖γs‖
2
H ds (2.8)
for a positive constant C, which does not depend on N . For η ∈ L2(Ω,FT ,P,H) and f0 ∈
L0P(Ω× [0, T ],H) such that for some β ∈ (0,
1
2 )
E
∫ T
0
(T − s)2β‖f0(s)‖
2
H ds <∞, (2.9)
the following linear functional GN defined by
GN (γ) := E〈η,Yγ,NT 〉+ E
∫ T
0
〈f0(t),Y
γ,N
t 〉 dt, γ ∈ L
∞
P (Ω× [0, T ],H) (2.10)
has a unique linear and continuous extension to L2P(Ω×[0, T ],H), denoted by G
N
. Furthermore,
there is a positive constant C such that C does not depend on N and
|G
N
(γ)|2 ≤ C‖γ‖2L2
P
(Ω×[0,T ],H), γ ∈ L
2
P(Ω× [0, T ],H). (2.11)
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We now recall the following result from [6], concerning the following linear BSEE driven by
a white noise:  −dPt = [A
∗Pt +
∞∑
i=1
C∗i (t)Qtei + f0(t)] dt−
∞∑
i=1
Qtei dβ
i
t ,
PT = η.
(2.12)
Lemma 2.3 Let η ∈ L2(Ω,FT ,P,H) and f0 ∈ L
2
P(Ω × [0, T ],H). There exists a unique mild
solution (P,Q) ∈ L2P(Ω× [0, T ],H) × L
2
P(Ω× [0, T ],S2(H)) to BSEE (2.12).
In the subsequent study of the nonlinear case, we need the following a priori estimate for
BSEE (2.12).
Proposition 2.4 (a priori estimate) Let η ∈ L2(Ω,FT ,P,H) and f0 ∈ L
2
P(Ω × [0, T ],H). For
β ∈ (α, 12) and a mild solution (P,Q) ∈ L
2
P(Ω× [0, T ],H × S2(H)) to BSEE (2.12), we have
E
∫ T
t
||Ps||
2
Hds+ E
∫ T
t
||Qs||
2
S2(H)
ds+ E
∫ T
t
(T − s)2α||
∞∑
i=1
Ci(s)Qsei||
2
Hds
≤ C
(
E||η||2H + E
∫ T
t
(T − s)2β ||f0||
2
Hds
)
.
Proof. Let us prove the first two terms by duality argument. We have,
E
∫ T
t
〈Ps, ρs〉Hds + E
∫ T
t
〈Qs,Γs〉S2(H) ds = E〈η,XT 〉H + E
∫ T
t
〈fs,Xs〉Hds,
where
dXs = (AXs + ρs)ds +
∞∑
i=1
Ci(s)Xsdβ
i
s +
∞∑
i=1
Γseidβ
i
s, s ∈ (t, T ]; Xt = 0.
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Hence,
E
∫ T
t
〈Ps, ρs〉Hds+ E
∫ T
t
〈Qs,Γs〉S2(H)ds
= E〈η,XT 〉H + E
∫ T
t
〈fs,Xs〉Hds
≤ E
[
||η||2H
] 1
2 E[||XT ||
2
H ]
1
2 +
∫ T
t
E[||Xs||
2
H ]
1
2E[||fs||
2
H ]
1
2 ds
≤ E
[
||η||2H
] 1
2 E[||XT ||
2
H ]
1
2 + sup
t≤s≤T
E[||Xs||
2
H ]
1
2
∫ T
t
E[||fs||
2
H ]
1
2 ds
≤ E
[
||η||2H
] 1
2 E[||XT ||
2
H ]
1
2 + sup
t≤s≤T
E[||Xs||
2
H ]
1
2
∫ T
t
(T − s)βE[||fs||
2
H ]
1
2 (T − s)−β ds
≤ E
[
||η||2H
] 1
2 E[||XT ||
2
H ]
1
2 +
T 1−2β
1− 2β
sup
t≤s≤T
E[||Xs||
2
H ]
1
2E
[∫ T
t
(T − s)2β||fs||
2
H ds
] 1
2
.
Using the inequality from [6, Proposition 4.4]
sup
s∈[t,T ]
E‖Xs‖
2
H ≤ C‖(ρ,Γ)‖
2
L2
P
(Ω×[t,T ],H×S2(H))
with
‖(ρ,Γ)‖2L2
P
(Ω×[t,T ],H×S2(H))
:= E
∫ T
t
‖ρs‖
2
Hds+ E
∫ T
t
‖Γs‖
2
S2(H)
ds,
we have
E
∫ T
t
〈Ps, ρs〉Hds+ E
∫ T
t
〈Qs,Γs〉S2(H)ds
≤ C
(
E‖η‖2H + E
∫ T
t
(T − s)2β||fs||
2
H ds
) 1
2
‖(ρ,Γ)‖L2
P
(Ω×[t,T ],H×S2(H)).
This implies the desired a priori estimate for the norm of (P,Q).
To complete the proof, we consider once again the duality:
E
∫ T
t
〈(T − s)α
∞∑
i=1
CiQsei, γs〉ds = E〈η,XT 〉+ E
∫ T
t
〈fs,Xs〉ds,
where Xt = 0 and
dXs = AXsds+
∞∑
i=1
Ci(s)Xsdβ
i
s +
∞∑
i=1
Ci(s)(T − s)
αγsdβ
i
s, s ∈ [t, T ].
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We have
E
∫ T
t
〈(T − s)α
∞∑
i=1
CiQsei, γs〉ds
= E〈η,XT 〉+ E
∫ T
t
〈(T − s)βfs, (T − s)
−βXs〉ds
≤ E
[
||η||2H
] 1
2 E
[
||XT ||
2
H
] 1
2
+E
[∫ T
t
(T − s)2β||fs||
2
Hds
] 1
2
E
[∫ T
t
(T − s)−2β ||Xs||
2
Hds
] 1
2
.
On the one hand, we have from [6, Proposition 4.5],
E‖XT ‖
2
H ≤ C
∫ T
t
(T − l)−2α(T − l)αE‖γl‖
2
Hdl = C
∫ T
t
E‖γl‖
2
Hdl
and
E
∫ T
t
(T − s)−2β||Xs||
2
Hds
≤ C
∫ T
t
(T − s)−2β
∫ s
t
(s− l)−2α(T − l)2αE‖γl‖
2
Hdlds
= C
∫ T
t
∫ T
l
(T − s)−2β(s− l)−2αds(T − l)2αE‖γl‖
2
Hdl
= C
(∫ 1
0
(1− θ)−2βθ−2αdθ
)∫ T
t
(T − l)1−2βE‖γl‖
2
Hdl
≤ CT 1−2β
(∫ 1
0
(1− θ)−2βθ−2αdθ
)∫ T
t
E‖γl‖
2
Hdl.
Note that in the last equality, we have used the transformation of variables: s = l + (T − l)θ.
Concluding the above, we have
E
∫ T
t
〈(T − s)α
∞∑
i=1
CiQsei, γs〉ds
≤ C
(
E||η||2H + E
∫ T
t
(T − s)2β ||fs||
2
H ds
) 1
2
‖γ‖L2
P
(Ω×[t,T ],H).
Then we have the last desired a priori estimate.
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Proposition 2.5 Suppose that
E||η||2H + E
∫ T
0
(T − s)2β||f0||
2
Hds <∞.
There exists a unique solution to linear BSEE (2.12) such that
E
∫ T
0
||Ps||
2
Hds+ E
∫ T
0
||Qs||
2
S2(H)
ds+ E
∫ T
0
(T − s)2α||
∞∑
i=1
Ci(s)Qsei||
2
Hds <∞.
Proof. Uniqueness is an immediate consequence of Proposition 2.4. It remains to consider the
existence assertion.
Define for any integer k > T ,
fk0 (t) = f0(t)χ[0,T−1/k](t), t ∈ [0, T ].
We have for any k > T ,
k−2βE
∫ T
0
‖fk0 (s)‖
2
H ds = k
−2βE
∫ T−1/k
0
‖f0(s)‖
2
H ds
≤ E
∫ T−1/k
0
(T − s)2β‖f0(s)‖
2
H ds ≤ E
∫ T
0
(T − s)2β‖f0(s)‖
2
H ds <∞. (2.13)
Therefore, fk0 ∈ L
2
P(Ω × [0, T ],H), and in view of Lemma 2.3, BSEE (2.12) for f0 = f
k
0 has a
unique mild solution (P k, Qk) for any integer k > T .
Moreover, for k > l > T , we have
E
∫ T
0
(T − s)2β‖fk0 (s)− f
l
0(s)‖
2
H ds ≤ E
∫ T−1/k
T−1/l
(T − s)2β‖f0(s)‖
2
H ds→ 0 (2.14)
as k, l → ∞. Applying Proposition 2.4, we see that {(P k, Qk)} is a Cauchy sequence in the
space L2P(Ω × [0, T ],H × S2(H)), and the sequence of processes {(T − s)
α
∑∞
i=1 Ci(s)Q
k
sei, s ∈
[0, T ]; k > T} is a Cauchy sequence in the space L2P(Ω × [0, T ],H). Thus, they have limits
(P,Q, (T − t)αS) ∈ L2P(Ω × [0, T ],H × S2(H)×H), which satisfies the following equation: −dPt = [A
∗Pt + S(t) + f0(t)] dt−
∞∑
i=1
Qtei dβ
i
t ,
PT = η.
(2.15)
To show that (P,Q) is a mild solution to BSEE (2.12), it is sufficient for us to prove that
S(t) =
∞∑
i=1
C∗i (t)Qtei, (2.16)
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with the limit being defined in the following weak sense:
{(T − t)α
N∑
i=1
C∗i (t)Qtei, t ∈ [0, T ]}
N→∞
−→ {(T − t)αS(t), t ∈ [0, T ]}
weakly in the Hilbert space L2P(Ω× [0, T ],H).
Note that Yγ is the solution to the stochastic equation (2.1) for γ ∈ L∞P (Ω× [0, T ],H). We
have the following duality:
E
∫ T
0
〈(T − t)α
∞∑
i=1
C∗i (t)Q
kei, γt〉 dt = E
∫ T
0
∞∑
i=1
〈Qkei, (T − t)
αCi(t)γt〉 dt
= E〈η,YγT 〉+ E
∫ T
0
〈fk0 (t),Y
γ
t 〉 dt. (2.17)
Passing to the limit k →∞, we have for γ ∈ L∞P (Ω× [0, T ],H),
E
∫ T
0
〈(T − t)αS(t), γt〉 dt = E〈η,Y
γ
T 〉+ E
∫ T
0
〈f0(t),Y
γ
t 〉 dt = G(γ). (2.18)
Since the process (T − t)αS(t), t ∈ [0, T ] lies in L2P(Ω× [0, T ],H), in view of Lemma 2.1, we have
for γ ∈ L2P(Ω× [0, T ],H)
E
∫ T
0
〈(T − t)αS(t), γt〉 dt = G(γ). (2.19)
On the other hand, we have the duality:
E
∫ T
0
〈
(T − t)α
N∑
i=1
C∗i (t)Q
kei, γt
〉
dt = E
∫ T
0
N∑
i=1
〈Qkei, (T − t)
αCi(t)γt〉 dt
= E
〈
η,YNT
〉
+ E
∫ T
0
〈
(T − t)βfk0 (t), (T − t)
−βYNt
〉
dt. (2.20)
Setting k →∞, in view of (2.8), we have
E
∫ T
0
〈
(T − t)αSN (t), γt
〉
dt = E
〈
η,YNT
〉
+ E
∫ T
0
〈
f0(t),Y
N
t
〉
dt = GN (γ) (2.21)
with
SN (t) :=
N∑
i=1
C∗i (t)Qei, t ∈ [0, T ]. (2.22)
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In view of Remark 2.2, we have
E
∫ T
0
‖(T − t)αSN (t)‖2H dt = ‖G
N
(·)‖2 ≤ C (2.23)
with C being independent of N . Then, the set {(T − ·)αSN (·), N = 1, 2, . . .} is weakly compact,
and thus has a weakly convergent subsequence. Let (T −·)S(·) be one weak limit. Then in view
of equality (2.21), we have for γ ∈ L2P(Ω× [0, T ],H),
E
∫ T
0
〈
(T − t)αS(t), γt
〉
dt = G(γ) = E
∫ T
0
〈(T − t)αS(t), γt〉 dt. (2.24)
Therefore, S = S, and the desired equality (2.16) is true.
3 Main Result
In this section, we state and prove the following result.
Theorem 3.1 For η ∈ L2(Ω,FT ,P,H) and the map f : Ω× [0, T ]×H×S2(H)×H → H where
f(·, 0, 0, 0) ∈ L0P(Ω× [0, T ],H) such that
E
∫ T
0
(T − s)2β‖f(s, 0, 0, 0)‖2H ds <∞ (3.1)
for some β ∈ (α, 12 ), and
‖f(t, p1, q1, s1)− f(t, p2, q2, s2)‖H ≤ L(‖p1 − p2‖H + ‖q1 − q2‖S2(H) + ‖s1 − s2‖H) (3.2)
for a positive constant L. There exists a unique solution (P,Q) for (1.1) such that
E
∫ T
0
||Ps||
2
Hds+ E
∫ T
0
||Qs||
2
S2(H)
ds+ E
∫ T
0
(T − s)2α||
∞∑
i=1
Ci(s)Qsei||
2
Hds <∞.
Proof. (i) Uniqueness. Let (P i, Qi) be a mild solution to BSEE (1.1) for i = 1, 2. Define
P̂ := P 1 − P 2, Q̂ := Q1 −Q2;
and
f̂(t) := f(t, P 1t , Q
1
t ,
∞∑
i=1
C∗i (t)Q
1
t ei)− f(t, P
2
t , Q
2
t ,
∞∑
i=1
C∗i (t)Q
2
t ei), t ∈ [0, T ].
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We have  −dP̂t = [A
∗P̂t +
∞∑
i=1
C∗i (t)Q̂tei + f̂(t)] dt −
∞∑
i=1
Q̂tei dβ
i
t , t ∈ [0, T ];
P̂T = 0.
(3.3)
It suffices to show that P̂ = 0 and Q̂ = 0 on the interval [T − ε0, T ] for a sufficiently small
ε0 > 0. From Proposition 2.4, we have
E
∫ T
t
||P̂s||
2
Hds+ E
∫ T
t
||Q̂s||
2
S2(H)
ds+ E
∫ T
t
(T − s)2α||
∞∑
i=1
Ci(s)Q̂sei||
2
Hds
≤ C
(
E
∫ T
t
(T − s)2β||f̂(s)||2Hds
)
,
and further in view of the Lipschitz continuity of f ,
E
∫ T
t
||P̂s||
2
Hds+ E
∫ T
t
||Q̂s||
2
S2(H)
ds+ E
∫ T
t
(T − s)2α||
∞∑
i=1
Ci(s)Q̂sei||
2
Hds
≤ CE
∫ T
t
(T − s)2(β−α)
(
‖P̂s‖
2
H + ||Q̂s||
2
S2(H)
+ ||(T − s)2α
∞∑
i=1
Ci(s)Q̂tei||
2
H
)
ds
≤ Cε2(β−α)E
∫ T
t
(
‖P̂s‖
2
H + ||Q̂s||
2
S2(H)
+ ||(T − s)2α
∞∑
i=1
Ci(s)Q̂sei||
2
H
)
ds.
Thus we have the desired uniqueness on the interval [T − ε0, T ] for a sufficiently small ε0 > 0.
Iteratively in a backward way, we can show the uniqueness on the whole interval [0, T ].
We use the Picard iteration to construct a sequence of solutions to linear BSEEs, and show
that its limit is a solution to the nonlinear BSEE (1.1). Noting that f(·, 0, 0, 0) verifies the
integrability (3.1), in view of Proposition 2.5, the following BSEE −dP
1
t = [A
∗P 1t +
∞∑
i=1
C∗i (t)Q
1
t ei] dt+ f(t, 0, 0, 0) dt −
∞∑
i=1
Q1t ei dβ
i
t , t ∈ [0, T ];
P 1T = η
(3.4)
has a unique mild solution (P 1, Q1), and BSEE
−dP k+1t = [A
∗P k+1t +
∞∑
i=1
C∗i (t)Q
k+1
t ei] dt+ f(t, P
k
t , Q
k
t ,
∞∑
i=1
C∗i (t)Q
k
t ei) dt
−
∞∑
i=1
Qk+1t ei dβ
i
t , t ∈ [0, T ];
P k+1T = η,
(3.5)
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has a unique mild solution (P k+1, Qk+1) with k = 1, 2, . . . , such that for k = 0, 1, 2, . . . ,
E
∫ T
0
||P k+1s ||
2
Hds+ E
∫ T
0
||Qk+1s ||
2
S2(H)
ds+ E
∫ T
0
(T − s)2α||
∞∑
i=1
Ci(s)Q
k+1
s ei||
2
Hds <∞.
From Proposition 2.4 and the Lipschitz continuity of f , we can show the following for t ∈
[T − ε, T ]
E
∫ T
t
||P k+1s − P
k
s ||
2
Hds + E
∫ T
t
||Qk+1s −Q
k
s ||
2
S2(H)
ds
+E
∫ T
t
(T − s)2α||
∞∑
i=1
Ci(s)[Q
k+1
s −Q
k
s ]ei||
2
Hds
≤ Cε2(β−α)
(
E
∫ T
t
||P k−1s − P
k
s ||
2
Hds+ E
∫ T
t
||Qk−1s −Q
k
s ||
2
S2(H)
ds
)
+Cε2(β−α)E
∫ T
t
(T − s)2α||
∞∑
i=1
Ci(s)[Q
k−1
s −Q
k
s ]ei||
2
H ds.
Choose ε1 > 0 such that Cε
2(β−α)
1 =
1
2 . Then the sequence
(P ks , Q
k
s , (T − s)
2α||
∞∑
i=1
Ci(s)Q
k
sei||
2
H), s ∈ [T − ε1, T ]
converges strongly in L2P(Ω × [T − ε1, T ],H × S2(H)×H) to a triplet
{(Pt, Qt, (T − t)
αS(t)), t ∈ [T − ε1, T ]}.
Moreover, we have −dPt = [A
∗Pt + S(t) + f(t, Pt, Qt, S(t))] dt −
∞∑
i=1
Qtei dβ
i
t , t ∈ [0, T ];
PT = η.
(3.6)
It remains to prove the following weak convergence:
{(T − t)α
N∑
i=1
C∗i (t)Qtei, t ∈ [T − ε1, T ]}
N→∞
−→ {(T − t)αS(t), t ∈ [T − ε1, T ]} (3.7)
weakly in the Hilbert space L2P(Ω× [T − ε1, T ],H).
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For γ ∈ L∞P (Ω× [T −ε1, T ],H), let X
γ be the unique mild solution of the following stochastic
equation: dXt = AXt dt+
∞∑
i=1
Ci(t)Xt dβ
i
t +
∞∑
i=1
Ci(t)(T − t)
αγt dβ
i
t , t ∈ (T − ε1, T ];
XT−ε1 = 0.
(3.8)
Using (3.5), we have the following duality:
E
∫ T
T−ε1
〈(T − t)α
∞∑
i=1
C∗i (t)Q
k+1
t ei, γt〉 dt
= E〈η,X γT 〉+ E
∫ T
T−ε1
〈f(t, P kt , Q
k
t ,
∞∑
i=1
C∗i (t)Q
k
t ei),X
γ
t 〉 dt. (3.9)
By setting k →∞, we have
E
∫ T
T−ε1
〈(T − t)αS(t), γt〉 dt = E〈η,X
γ
T 〉+ E
∫ T
T−ε1
〈f(t, Pt, Qt, S(t)),X
γ
t 〉 dt. (3.10)
On the other hand, in view of BSEE (3.5), we have the duality:
E
∫ T
T−ε1
〈
(T − t)α
N∑
i=1
C∗i (t)Q
k+1ei, γt
〉
dt = E
∫ T
T−ε1
N∑
i=1
〈Qk+1ei, (T − t)
αCi(t)γt〉 dt
= E
〈
η,X γ,NT
〉
+ E
∫ T
T−ε1
〈
f(t, P kt , Q
k
t ,
∞∑
i=1
C∗i (t)Q
kei),X
γ,N
t
〉
dt. (3.11)
Here, X γ,N is the unique mild solution of the following stochastic equation: dXt = AXt dt+
∞∑
i=1
Ci(t)Xt dβ
i
t +
N∑
i=1
Ci(t)(T − t)
αγt dβ
i
t , t ∈ (T − ε1, T ];
XT−ε1 = 0.
(3.12)
Setting k →∞, we have
E
∫ T
T−ε1
〈
(T − t)α
N∑
i=1
C∗i (t)Qei, γt
〉
dt = E
〈
η,X γ,NT
〉
+E
∫ T
T−ε1
〈
f(t, Pt, Qt, S(t)),X
γ,N
t
〉
dt.
Note that we only have the following weaker integrability on f(·, P,Q, S):
E
∫ T
T−ε1
(T − t)2α‖f(t, Pt, Qt, S(t))‖
2
H dt <∞.
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Subsequently, in view of [6, Theorem 4.3], we have
lim
N→∞
E
∫ T
T−ε1
〈(T − t)α
N∑
i=1
C∗i (t)Qei, γt〉 dt
= E〈η,X γT 〉+ E
∫ T
T−ε1
〈f(t, Pt, Qt, S(t)),X
γ
t 〉 dt. (3.13)
Proceeding identically as in the proof of the previous equality (2.16), we have the weak
convergence (3.7). In this way, we get the existence of BSEE (1.1) on the interval [T − ε1, T ]. In
a backward way, we can show its existence iteratively on the intervals [T−2ε1, T−ε1], . . . , [0, T−
n0ε1] for the greatest integer n0 such that lε1 < T , and thus the existence on the whole interval
[0, T ].
4 Example
Set H := L2(0, 1) and consider an H-valued cylindrical Wiener process {Wt, t ≥ 0}. A is
the realization of the second derivative operator in H with Dirichlet boundary conditions. So
D(A) = H2(0, 1) ∩ H10 (0, 1) and Aφ = φ
′′ for all φ ∈ D(A). Choose an orthonormal basis in
L2(0, 1) with supi supx∈(0,1) |ei(x)| < ∞, for instance a trigonometrical basis. Let σ ∈ L
∞
P (Ω ×
(0, T ), L∞(0, 1)). Define Ci(t) : H → H by
(Ci(t)φ)(x) := σ(t, x)ei(x)φ(x), (t, x) ∈ [0, T ]× [0, 1]
for φ ∈ H. We have A∗ = A and C∗i = Ci with i = 1, 2, . . .. From Da Prato and Zabczyk [3], we
see that (A,C) satisfies Hypothesis 1.1.
Then for suitable conditions on (η, f), our Theorem 3.1 can be applied to give the exis-
tence and uniqueness of a mild solution to the following backward stochastic partial differential
equation driven by a space-time white noise:
−dPt(x) =
[
d2
dx2
Pt(x) + σ(t, x)Qt(x)
]
dt+ f
(
t, x, Pt, Qt,
∞∑
i=1
σ(t)Qt
)
dt
−Qt(x) dWt(x), (t, x) ∈ [0, T )× (0, 1);
Pt(0) = Pt(1) = 0, t ∈ [0, T ];
PT (x) = η(x), x ∈ [0, 1].
(4.1)
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