Abstract. In this note, we prove the large deviation principle for the 2D-fractional stochastic Navier-Stokes equation on the torus under the dissipation order α ∈ [ , 2]. Résumé. Dans cette note, on presente une demonstration courte du principe des garandes dévi-ations pour l'equation fractionnaire stochastique de Navier-Stokes definie sur le 2D-torus sous l'order de dissipation α ∈ [ 4 3
Introduction
In this note, we present a short proof of the large deviation principle (LDP) for the 2D-fractional stochastic Navier-Stokes equation (2D-FSNSE) on the torus: where the unknown is the vector u = (u 1 , u 2 ) and the scalar π, ν > 0 is the coefficient of viscosity, (−∆) α 2 , α ∈ (0, 2] is the fractional power of minus-Laplcian, W is an external Gaussian noise, G and u 0 are a diffusion term respectively an initial data, both to be precise later. Physically, NSE on the torus is not a realistic model, but it is used for some idealizations and for homogenization problems in turbulence see e.g [6] . Recently, the deterministice FNSE has attracted a great attention, see for short list [1, 13, 14, 15] . The dD-FSNSEs on the torus and on bounded domains have been studied in a general framework in [5] . In particular, the proof presented in this note is based on the fractional calculus developed and the results obtained in this work and on the result about the LDP in [2] . In this latter, the authors established an unified approach for the LDP for a wide class of SPDEs, among them the classical 2D-SNSE. The results in this note extend this class to cover the 2D-FSNSE on the torus. The author does not know any result concerning the LDP for the FSNSE. Results concerning the LDP for the classical 2D-SNSE, can be found in [2, 9] .
It is well documented that to deal mathematically with NSE, we have to split up the equation via Helmholtz projection. In this aim, we introduce the spaces
where (L 2 (T 2 )) 2 and (H β,2 (T 2 )) 2 , β ∈ R, are the corresponding vectorial spaces of the following null average Lebesgue and periodic Riesz potential spaces, see e.g. [4, 6, 8, 12] , 
, where Y(T 2 ) := {∇p, p ∈ H 1,2 (T 2 )} and the notation ⊕ stands the orthogonal sum. The projection Π on the space L 2 (T 2 ) is called Helmholtz projection. The Stokes operator A is defined by A := −Π∆ :
, see e.g. [4, 6, 10, 11] . Now, we introduce the stochastic term. We fix the stochastic basis (Ω, F, P, F, W ), where (Ω, F, P ) is a complete probability space, F := (F t ) t≥0 is a filtration satisfying the usual conditions, i.e. (F t ) t≥0 is an increasing right continuous filtration containing all null sets. The stochastic process W := (W (t), t ∈ [0, T ]) is a Wiener process with covariance operator Q being a positive symmetric trace class on H 1,2 (T 2 ). By a Wiener process on an abstract Hilbert space H, we mean, see e.g. [9, Definition 2.1] and [2, 3] ,
) is said to be an H-valued F t −adapted Wiener process with covariance operator Q, if
• for all 0 = h ∈ H, the process (|Q
Formally, we write W as the sum of an infinite series W (t) := j∈Z 2 0 β j (t)Q is any orthonormal basis in H. We define (here we follow the custom to do not make a difference between a class of processes and a process representing this class)
is Hilbert Schmidt} and S 1 , S 2 L Q := tr(S * 2 QS 1 ) ∀S 1 , S 2 ∈ L Q (H) and finaly the space
It is well known that the stochastic integral, ( t 0 σ(s)dW (s), t ∈ [0, T ]), is well defined for all σ ∈ P T (H), see e.g. [3] . When projecting Eq. (1.1) on L 2 (T 2 ), we get (we take ν = 1 and keep the notations ΠG = G and u 0 := Πu 0 )
where
, for more details about this equation, see [5] . 2 ) and that there exist positive constants c, γ, such that for every t, t ′ ∈ [0, T ] and every u, v ∈ H 1,2 (T 2 ), see [2, 9] ,
(1.4) (C 2 ) Linear growth:
(1.5) (C 3 ) Time Hölder regularity:
Wellposedness.
Definition 2.1. Let us fix the stochastic basis (Ω, F, P, F, W ) and give the Gelfand triple V ⊂ H ∼ = H * ⊂ V * , where H and V are separable Hilbert respectively separable reflexive Banach spaces and V * is the topological dual of V . A continuous H-valued predictabe stochastic process (u(t), t ∈ [0, T ]) is called a weak solution (strong in probability) of Equation
s. and P − a.s. the following identity holds, for all t ∈ [0, T ] and ϕ ∈ V ,
. Then Equation (1.2) admits a unique weak solution (strong in probability) (u(t), t ∈ [0, T ]) in the sense of Definition 2.1, with the corresponding Gelfand triple H
Proof. The proof of the existence and uniqueness of the solution is given in [5] (see also arXiv:1307.5758). The continuity follows by application of [7, Theorem 4.2.5].
Large deviations.
Let ǫ > 0 and let (u ǫ ) ǫ>0 be the family of solutions of the FSNSEs
Recall that thanks to Theorem 2.2, (u ǫ (t), t ∈ [0, T ]) exists and is unique with values in Let (u ǫ ) ǫ>0 be a random family on a Banach space X and let the rate function I : X → [0, +∞] be good, i.e. satisfying that the level set {φ ∈ X : I(φ) ≤ M } is a compact subset of X. The family (u ǫ ) ǫ>0 is said to satisfy a LDP on X with rate function I if for each F ∈ B(X), we have
whereF andF are the interior respectively the closure of F in X. 
