Abstract| The inverse kinematics of serial manipulators is a central problem in the automatic control of robot manipulators. The main interest has been in inverse kinematics of a six revolute (6R) jointed manipulator with arbitrary geometry. It has been recently shown that the joints of a general 6R manipulator can orient themselves in 16 di erent congurations (at most), for a given pose of the end{e ector. However, there are no good practical solutions available, which give a level of performance expected of industrial manipulators. In this paper, we present an algorithm and implementation for e cient inverse kinematics for a general 6R manipulator. When stated mathematically, the problem reduces to solving a system of multivariate equations. We make use of the algebraic properties of the system and the symbolic formulation used for reducing the problem to solving a univariate polynomial. However, the polynomial is expressed as a matrix determinant and its roots are computed by reducing to an eigenvalue problem. The other roots of the multivariate system are obtained by computing eigenvectors and substitution. The algorithm involves symbolic preprocessing, matrix computations and a variety of other numerical techniques. The average running time of the algorithm, for most cases, is 11 milliseconds on an IBM RS/6000 workstation. This approach is applicable to inverse kinematics of all serial manipulators.
I. Introduction
The inverse kinematics problem for general serial manipulators is fundamental for computer controlled robots. Given the pose of the end e ector (the position and orientation), the problem corresponds to computing the joint displacements for that pose. The most interesting case has been that of serial manipulators with six joints. The complexity of inverse kinematics of a general six jointed manipulator is a function of its geometry. While the solution can be expressed in closed form for a variety of special cases, such as when three consecutive axes intersect in a common point, no such formulation is known for the general case. The main interest has been in a 6R manipulator, which has six revolute joints, the links are of arbitrary length and no constraints are imposed on the geometry of various links. Iterative solutions (based on numerical techniques) to the inverse kinematics for general 6R manipulators have been known for quite some time. However, they su er from two drawbacks. Firstly they are slow for practical applications and secondly they are unable to nd all the solutions. As a result, most industrial manipulators are designed suciently simply so that a closed from exists.
In the absence of a closed form solution , 26] claim that the problem of inverse kinematics for a general 6R manipulator is considered solved when A tight upper bound on the number of solutions has been established. An e cient, numerically sound method for computing all solutions has been developed. At the same time, we feel it is important that the solution be able to provide a level of performance expected of industrial manipulators.
The need for fast algorithms for inverse kinematics of general manipulators has been felt in kinematic design, kinematic calibration and goal directed computer animation as well. Kinematic design corresponds to generating appropriate con guration of manipulators given a set of kinematic task speci cations 16, 17] . Given the kinematic requirements as workspace volume, maximum reach and maximum positional error the problem is reduced to manipulating algebraic equations, whose variables are the manipulator parameters 17]. The current solutions are restricted to 6R manipulators with closed form solutions, which limits the class of manipulators that can be used for kinematic design 17] .
The need for kinematic calibration arises due to manufacturing errors in machining and assembly of manipulators. This results in discrepancies between the design parameters and physical structure and can produce signi cant errors between the actual and predicted positions and orientations of the end e ector. The solution to this problem involves identi cation of the individual kinematic parameters and incorporating them into manipulator's controller to improve positional accuracy. Given the accurate kinematic parameters, a number of methods have been proposed to calibrate and compensate for the kinematic errors in robot manipulators with closed form solutions 8, 25] . However, a practical solution for the inverse kinematics of general manipulators eliminates the need for any algorithms for compensation of kinematic errors.
The inverse kinematics problem for six revolute joints has been studied for more than two decades. The earlier work includes that of Pieper 18] and Roth et. al. 22] . The rst constructive solution to the problem was given by 1], in the form of determinant of a 12 12 matrix, whose entries were quartic polynomials in the tangent of the half-angle of one of the joint variables. Later 5] provided a 32 degree polynomial in the tangent of the halfangle of one of the joint variables. Tsai and Morgan used a higher dimensional approach to the inverse kinematics problem 24]. In particular, they cast the problem as eight second-degree equations and solved them numerically using polynomial continuation. This is in contrast with the earlier approaches, where a single polynomial in the tangent of the half-space of one of the joint variables was derived (referred as the lower dimensional approach). Based on their implementation, 24] conjectured that this problem has at most 16 solutions. The rst conclusive proof of the fact that the problem can have at most 16 solutions was given by 19], based on the fact that the remaining 16 solutions to the 32 degree polynomial in 5] have purely imaginary parts. Finally, 9,10] gave the exact solution in lower dimensions by reducing the problem to a 16 degree polynomial. More recently, 20,21] used dialytic elimination to derive a 16 degree polynomial in the tangent of the half{angle of a joint variable. In 18, 15] , examples of a 6R manipulator and a pose of the end e ector are given such that the inverse kinematics problem has 16 solutions. As a result, 16 is a tight bound on the number of solutions.
Algorithms based on the higher as well lower dimensional approach have been implemented. It turns out that the problem of computing roots of polynomials of degree 16 can be ill-conditioned 27]. As a result, in many cases extra precision is required to accurately compute the solutions to the inverse kinematics problem. Moreover, implementations based on continuation methods are rather slow for practical applications. In particular, the best known algorithm takes about 10 seconds on an average of CPU time on an IBM 370 ? 3090 using double precision arithmetic 26], which falls short of what is expected of industrial manipulators.
In this paper we present an algorithm and implementation for e cient inverse kinematics for a general 6R manipulator. The algorithm makes use of symbolic manipulation used in deriving a univariate polynomial and matrix computations. In particular, we use the symbolic formulation presented by Raghavan and Roth 20] . However, the algorithm can also be used along with the formulations given in 1, 9] . The main contribution of our algorithm lies in the fact we use matrix operations and reduce the problem to an eigenvalue problem as opposed to nding roots. These matrix operations correspond to manipulating matrix polynomials and constructing equivalent companion matrices and computing their eigendecomposition. The main advantage of this technique lies in its e ciency and numerical stability. The algorithms for computing eigenvalues and eigenvectors of a matrix are backward stable 1 and fast implementations are available as part of linear algebra packages 2, 7] . This is in contrast with expanding a symbolic determinant to compute a degree 16 polynomial and thereby, computing its roots. For almost all instances of the problem we are able to compute accurate solutions 1 An eigendecomposition algorithm is backward stable if it computes the exact eigendecomposition of a slightly perturbed matrix. using 64 bit IEEE oating point arithmetic. The average running time of the algorithm is 11 milliseconds on an IBM RS/6000.
The rest of the paper is organized in the following manner. In Section II, we review the inverse kinematics problem and reduce the problem to solving a system of multivariate polynomials. Section III introduces matrix polynomials and discusses their properties which are used in nding solutions of non{linear polynomial equations. In Section IV we discuss the algorithm for real time inverse kinematics for general 6R manipulators. We highlight the symbolic{numeric interface in the implementation of the algorithm. The symbolic preprocessing is performed once for a given class of manipulators and the numeric computation is performed in real time for a given pose of the end{e ector. The numerical accuracy, implementation and performance of the algorithm are discussed in Section V. In Section VI we discuss extensions of the algorithm to general serial manipulators. A preliminary version of this paper had appeared in 13]. The problem of inverse kinematics corresponds to computing the joint angles, 1 ; 2 ; 3 , 4 , 5 and 6 such that The left hand side entries of the matrix equation given above are functions of the sines and cosines of the joint angles. Furthermore, this matrix equation corresponds to 12 scalar equations. Since the matrix formed by the rst 3 rows and 3 columns of A hand is orthonormal, only 6 of the 12 equations are independent. Thus, the problem of inverse kinematics of general 6R manipulators corresponds to solving 6 equations for 6 unknowns.
B. Raghavan and Roth Solution
We brie y describe the lower dimensional approach described by Raghavan and Roth 20] . They reduce the multivariate system to a degree 16 polynomial in tan( 3 2 ), such that the joint angle 3 can be computed from its roots. The other joint angles are computed from substitution and solving for some intermediate equations.
Raghavan and Roth rearrange the matrix equation, (2) L( ) = k i=0 A i i is called a matrix polynomial of degree k. When A k = I, the identity matrix, the matrix polynomial is said to be monic. More details on matrix polynomials and their properties are given in 6]. In our application we will be dealing with matrix polynomials in the context of solving non{linear polynomial equations (as shown in (5)). Our main interest is in nding roots of the polynomial equation P( ) = Determinant(L( )) = 0: (6) A simple solution to this problem is expand the determinant and compute the roots of the resulting polynomial. However, the resulting approach is numerically unstable and expensive in practice. 
where 0 is a m 1 null vector. Equating the above relation with (7) results in the fact that s 0 is a solution of L( ) = 0 and v 1 is a vector in the kernel of L(s 0 ) = 0. Thus, every eigenvalue of C is a root of P( ).
Since the leading matrix of L( ) is non-singular, P( ) is a polynomial of degree mk. Furthermore, C is a matrix of order mk and therefore, has mk eigenvalues. Thus, all the roots of P( ) correspond to the eigenvalues of C.
Q.E.D.
The matrix polynomials have been used to solve general systems of non-linear polynomial equations. More details are given in 11, 12] . The relationship between the eigenvalues of C and the roots of P( ) has also been proved using similarity transformations in 6]. Many a time the leading matrix A k is singular or close to being singular (due to high condition number). It may still be possible to reduce the problem to an eigenvalue problem using linear transformations (explained in detail in Section IV.C). However, this technique may not work at times and in these cases we reduce the problem to a generalized eigenvalue problem. The proof of this theorem is similar to that of Theorem .1.
IV. Algorithm
In this section we describe our algorithm in detail. The initial steps in our algorithm make use of the results presented in 20]. However, we perform symbolic preprocessing and make certain checks for condition numbers and degeneracy to improve the accuracy of the overall algorithm . The overall algorithm proceeds in the following manner: we obtain a matrix .The actual number of rows in is equal to R = (14 ? rank(Q)) 6. Take any of the 6 rows of (among R) and substitute for sines and cosines of 3 ; 4 and 5 in terms of x 3 ; x 4 and x 5 , respectively. In case there are more than 6 rows we recommend taking 6 distinct linear combinations.
6. Reduction to Eigenvalue Problem: Reduce the problem of computing roots of Determinant( ) = 0 to an eigenvalue problem. The eigenvalues of the resulting 24 24 matrix correspond to the root x 3 and the corresponding eigenvectors are used to compute the values of x 4 and x 5 . Substitute these relations in (4) and (3) to compute the joint angles 1 , 2 and 6 . The algorithm also involves clustering eigenvalues to accurately compute eigenvalues of multiplicity greater than one. Depending upon the condition number of the matrices involved, the problem may be reduced to a generalized eigenvalue problem.
7. Improving the Accuracy: Compute the condition number of the eigenvalues. In case the condition number is high, improve the accuracy of resulting solution by Newton's method. The solutions computed above are the starting points for Newton's method and its quadratic convergence gives us high accuracy in a few steps.
These steps are explained in detail in the following sections.
A. Symbolic Preprocessing
The algorithm performs symbolic preprocessing for the inverse kinematics solution. It treats the Denavit-Hartenberg parameters and the entries of A hand as symbolic constants.
These symbolic constants along with the variables i are used in the symbolic derivation of the equations. We use the computer algebra system, MAPLE, for the derivation and simpli cation of the expressions. The coe cients of the equations are used to compute the entries of the matrices P and Q. As a result, we are able to express the entries of P and Q as polynomial functions of the symbolic constants. In the case of P, each entry is of the form sin( 3 ) + cos( 3 ) + , where ; and are functions of the symbolic constants.
The matrix Q has a special structure. In particular many of its entries are zero and as a result the system of equations, (4), can be expressed as two di erent systems of equations of the form: 
where Q 1 ; Q 2 ; P 1 ; P 2 are 6 2; 8 6; 6 9; 8 9 matrices, respectively. In particular, we break the set of the 14 equations into sets of 6 and 8 equations. Q 1 , Q 2 are submatrices of Q and P 1 , P 2 are submatrices of P.
B. Numerical Substitution and Rank Computation
The symbolic preprocessing is performed o ine. Given the manipulator geometry and the pose of the end{e ector, the numerical computations are performed online. In particular, given the Denavit{Hartenberg parameters of a manipulator, we substitute the a i 's, d i 's, i 's and i 's into the functions used to represent the entries of P 1 ; P 2 ; Q 1 ; Q 2 .
These computations are only performed once for a manipulator and are independent of the pose of the end{e ector. As a result, they are categorized under pre{processing computation. Given the pose of the end{e ector, we substitute them to compute the entries of P 1 ; P 2 ; Q 1 ; Q 2 . Let the corresponding numerical matrices (obtained after substitution) be P 1 ; P 2 ; Q 1 ; Q 2 .
We use singular value decompositions to compute the ranks of Q 1 and Q 2 
C. Reduction to Eigenvalue Problem
In this section, we reduce the problem of root nding to an eigenvalue problem. Moreover, we exploit the structure of the resulting matrix for e ciently computing its eigenvalues.
We are given a 12 12 matrix, , whose entries are quadratic polynomials in x 3 . Our problem is to solve the system of equations 
We express the matrix as = Ax 2 3 + Bx 3 + C; (14) where A; B and C are 12 12 matrices consisting of numerical entries. We compute the condition number of A.
If the matrix is singular, its condition number is in nity.
Let us consider the case, when the matrix A is well condi- 15) where v is the vector corresponding to the variables in (13) . Thus, the eigenvectors of M can be used to compute the roots of the equations in (13) .
In many instances the matrix A in (14) may be illconditioned. One example of such a case occurs, when one of the solution of inverse kinematics has 3 180. As a result, x 3 = tan( 3 2 ) 1. Therefore, A is nearly singular.
We take the matrix equation, (14) , and reduce it to a generalized eigenvalue problem by constructing two matrices, The eigenvectors have the same structure as (15) .
Computing the eigendecomposition of a generalized eigenvalue problem is costlier than the eigenvalue problem by a factor of 2:5 to 3. In most cases, we can perform a linear transformation and reduce the problem to an eigenvalue problem. In particular, we perform a transformation of the form x 3 = ax 3 V. Implementation
We have implemented the algorithm on an IBM RS/6000. We have used many routines from EISPACK and LAPACK for matrix operations 2]. These routines are available in Fortran and we interfaced them with our C programs. Many of the algorithms for matrix computations have been specialized to our application. The details are given below.
A. Eigendecomposition
In the previous section we reduced the problem of root nding to an eigenvalue problem. The 24 
B. Clustering Eigenvalues
In many instances the solution has a root of multiplicity greater than one. Such cases arise when the manipulator is at a singular con guration. As such the problem of computing multiple roots of polynomial equations can be ill-conditioned. In other words the condition numbers for such eigenvalues can be high and the solution therefore, is not accurate. In most instances of the problem, we have noticed that there is a symmetric perturbation in the multiple roots. For example, let x 3 = be a root of multiplicity k of the given equation. The oating point errors cause the roots to be perturbed and the algorithm computes k di erent roots 1 ; . . .; k . Moreover, j ? j j may be relatively high. Let m = 1+ 2+...+ k k . In many cases it turns out that j ? m j is relatively small and m is very close to the multiple roots. It turns out that each of the perturbed eigenvalue, i can be ill-conditioned, the arithmetic mean of the perturbed eigenvalues, m is well-conditioned 3]. We actually verify the accuracy of these computations by computing the condition number of the eigenvalue and the condition number of a cluster of eigenvalues. Routines to compute this condition number of a cluster are available as part of LAPACK.
C. Eigenvector computation
The eigenvector corresponding to a real eigenvalue is computed by solving a quasi{upper triangular system 7].
Given an eigenvector V, we use its structure, (15) , to accurately compute x 4 and x 5 from it. However, due to oating point errors each component of the eigenvector undergoes a slight perturbation. Each term of the vector has the same bound on the maximum error occurred due to perturbation 28]. As a result, terms of maximum magnitude generally have the minimum amount of relative error. We use this With each eigenvalue, we have the knowledge of its condition number and therefore, the accuracy of the resulting solution. If we desire further accuracy, we use these solutions as start points for Newton's iterations on the algebraic equations obtained from (2) . In most instances we have been able to compute the joint angles up to 10 digits of accuracy, by using one or two Newton iterations (as it has local quadratic convergence).
F. Performance
We have applied our algorithm to many examples. In particular, we used it on 21 problem instances given in 26] and veri ed the accuracy of our algorithm. All these problems can be accurately solved using double precision arithmetic. In many cases we are able to compute solutions up to 11 ? 12 digits of accuracy. In a few cases the algorithm takes as much as 25 milliseconds on the IBM RS/6000. In these instances the matrices A; B; C in (14) are ill{conditioned and have singular pencils. As a result we reduce the resulting problem to a generalized eigenvalue problem, which slows down the algorithm.
Example . The matrices Q 1 and Q 2 have no singular values close to zero. In other words they are full rank matrices. As a result after numerical elimination we obtain a 6 9 matrix . is converted into a matrix polynomial using the transformation x 3 = tan( 3 2 ) and obtaining the 12 12 matrix 00 , expressed as a matrix polynomial in x 3 . The estimated condition number of the leading matrix is 5000:0 2 . As a result, we reduce it to an eigenvalue problem of a 24 24 square matrix. The eigenvalues are computed using LA-PACK routines. The real eigenvalues and their condition numbers are given in Table 2 .
Thus, we see that all the 16 eigenvalues are real. Furthermore, they are computed up to 15 digits of accuracy.
This follows from the fact that the machine constant for IEEE oating point arithmetic is of the order of 10 ?16 and the maximum condition number is of the order of 11. 4 and x 5 to the best possible accuracy. It results in x 4 = 0:34907 and x 5 = 0:49368. These are used to compute s1; s2; c1; c2; s6; c6 by solving a system of linear equations. Given the sines and cosines of the joint angles, s i and c i , their accuracy is improved by using a few iterations of the Newton's method. As a result, it is possible to obtain solutions to 12 digits of accuracy on this example. The 16 solutions for this position and orientation of the ende ector are given in Table 3 .
VI. General Serial Manipulators
The techniques presented have been extended to all serial manipulators with a nite number of solutions 14] by making use of the matrix structures. The joints may be prismatic or revolute. In particular, Raghavan and Roth have shown that for many cases of manipulators with six joints (revolute or prismatic) the problem of inverse kinematics reduces to nding roots of a univariate polynomial 21]. It involves taking suitable minors of matrix and reduction to an eigenvalue problem.
VII. Conclusion
In this paper we presented e cient algorithm for inverse kinematics of a 6R manipulator of general geometry. The algorithms performs symbolic preprocessing, matrix computations and reduces the problem to computing the eigendecomposition of a matrix. The numerical accuracy of the operations used in the algorithm is well understood. For most instances of the problem the solution can be accurately computed using double precision arithmetic. The algorithm has been tested on a variety of instances and the average running time is 11 milliseconds on an IBM RS/6000. We believe that this algorithm gives us a level of performance expected of industrial manipulators. This approach can be directly extended to all serial manipulators with a nite number of solutions.
