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Spatio-Temporal Correlation of Interference in
MANET Under Spatially Correlated Shadowing
Environment
Tatsuaki Kimura, Member, IEEE, and Hiroshi Saito, Fellow, IEEE
Abstract—Correlation of interference affects spatio-temporal aspects of various wireless mobile systems, such as retransmission,
multiple antennas and cooperative relaying. In this paper, we study the spatial and temporal correlation of interference in mobile ad-hoc
networks under a correlated shadowing environment. By modeling the node locations as a Poisson point process with an i.i.d. mobility
model and considering Gudmundson (1991)’s spatially correlated shadowing model, we theoretically analyze the relationship between
the correlation distance of log-normal shadowing and the spatial and temporal correlation coefficients of interference. Since the exact
expressions of the correlation coefficients are intractable, we obtain their simple asymptotic expressions as the variance of log-normal
shadowing increases. We found in our numerical examples that the asymptotic expansions can be used as tight approximate formulas
and useful for modeling general wireless systems under spatially correlated shadowing.
Index Terms—MANET, interference, correlation, shadowing, stochastic geometry, Poisson point process, mobility.
✦
1 INTRODUCTION
IN wireless mobile systems, interference directly relatesto the communication quality of mobile users and thus
is a key factor in the performance evaluation, design, and
management of the systems. In general, interference can
be spatially and temporally correlated because of the cor-
relations of the node locations and fading effect among a
transmission area and multiple time-slots. Due to the spatio-
temporal aspects of mobile wireless communications, such
correlation of interference may affect their performance, e.g.,
end-to-end throughput, retransmissions [1], cooperative re-
laying [2], broadcast communications, multiple antennas [3],
and handovers [4]. For example, if interference is temporally
correlated, quick retransmission after an outage is likely to
fail. Similarly, outages at closely located multiple-antennas
may be correlated due to the spatially correlation of in-
terference, which leads to frequent simultaneous outages.
Thus, the correlation of interference needs to be analyzed to
efficiently design various wireless systems.
Typically, interference in wireless mobile systems is var-
ied due to the randomness of fading or shadowing effects,
traffic, and spatial locations of transmitters/receivers in-
cluding mobility. However, these characteristics are difficult
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to analyze comprehensively with a simulation or experi-
mental approach because we must consider so many factors
and parameter settings that such approaches do not scale.
To solve this problem, a probabilistic modeling approach,
stochastic geometry, has been taken for the correlation anal-
ysis of interference in the past decade [4], [5], [6], [7], [8], [9],
[11], [12], [13]. In this approach, node locations are modeled
by a point process, such as a Poisson point process (PPP),
and fading and the medium access control (MAC) behavior
are also statistically modeled. Ganti and Haenggi [5] first
studied the spatio-temporal correlation of interference in
an ad-hoc network by assuming that node locations are
distributed with a PPP. They theoretically showed that even
with ALOHA as the MAC, the temporal correlation of node
locations induces that of interference, which results in that
of outage. Furthermore, Schilcher et al. [6] showed that the
temporal correlation of fading or traffic can increase that of
interference.
Although the correlation of interference has been well
studied in the literature, few researchers considered the
spatially correlated shadowing. Indeed, most previous work
assumed i.i.d. fading. More specifically, only Rayleigh fad-
ing is often assumed because of its mathematical tractability.
However, shadowing (i.e., slow fading) is spatially corre-
lated in a scale of 50–100 m [16] because of the effects of
reflection or obstacles in transmission channels. In addition,
a widely accepted model for the spatial correlation of shad-
owing was proposed by Gudmundson [17]. In this model,
shadowing in a channel between a base station (BS) and
a moving user is modeled by a log-Gaussian process with
an exponentially decaying auto-correlation function that
depends on the moving distance. According to this model,
the distance at which the correlation appears (disappears)
is commonly called a correlation (decorrelation) distance. Due
to the spatial correlation of shadowing, the interference
received at adjacent receivers may be more correlated com-
2pared with models with the i.i.d. fading assumption. How-
ever, such impacts have been ignored, and the relationship
between the spatial or temporal correlation of interference
and the correlation distance has not been studied.
In this paper, we study the spatial and temporal correla-
tion of interference in a mobile ad-hoc network (MANET)
under a spatially correlated shadowing environment. We
model the node locations by a PPP and the correlated shad-
owing effect by Gudmundson’s widely accepted model [17].
On the basis of a stochastic geometry approach, we first
derive the spatial correlation coefficient of interference, i.e.,
interferences received at different locations. Furthermore,
by considering an i.i.d. mobility model of nodes, we next
derive the temporal correlation coefficient of interference
and show how the mobility affects the correlation of inter-
ference in a correlated shadowing environment. Since the
exact expressions of both the spatial and temporal corre-
lation coefficients have intractable forms, we present their
asymptotic expansions when the variance of the shadowing
is large by using Watson’s lemma (see e.g., [18]). As far
as we know, this is the first study to use Watson’s lemma
to theoretically analyze spatially correlated shadowing in
wireless networks. The obtained asymptotic expansions are
expressed as simple closed-form formulas, and so they show
readable relationships between the correlation distance of
the shadowing, the correlation of interference, and other
system parameters. Our results show that the correlation
distance of interference is smaller than that of shadow-
ing. In addition, the temporal correlation of interference
mainly depends on the probability that a node stays at
the same position and does not converge to 0 even in a
very high-mobility environment. Furthermore, we found
that the node density increases the temporal correlation of
interference. We also found in our numerical examples that
the asymptotic expansions can be used as tight approximate
formulas of the correlation coefficients of interference and so
are useful for the modeling and performance evaluation of
various wireless systems in a spatially correlated shadowing
environment.
The reminder of this paper is organized as follows. In
Section 2, we summarize related work. Section 3 explains
our model considered in this paper. Section 4 presents the
results for the spatial and temporal correlations of interfer-
ence. Section 5 provides several numerical examples. Finally,
we conclude this paper in Section 6.
A part of this paper was presented in [19], in which
only the temporal correlation coefficient of interference was
analyzed in a 1-D network.
2 RELATED WORK
Analysis of correlation coefficients of interference Since
the correlation of interference greatly affects the spatial
and temporal characteristics of various wireless systems,
its stochastic-geometric analysis has been studied under
various settings. Ganti and Haenggi [5] first studied the
spatio-temporal correlation coefficients of interference in ad-
hoc networks. Similar to other researchers, they modeled the
node locations by a PPP under an i.i.d. fading assumption.
Schilcher et al. [6] extended Ganti and Haenggi’s work [5]
by considering Rayleigh block fading and the duration of
transmissions. Mobility of nodes were studied by Gong
and Haenggi [7]. They derived the temporal correlation
coefficient of interference assuming i.i.d. mobility models
for transmitters, such as Brownian motion and random
walk models. Two extensions for node location models were
considered by Wen et al.:K-tier heterogeneous networks [8]
and a clustered or a repulsive point process [9]. Recently,
Schilcher et al. [10] studied the autocorrelation of interfer-
ence in Poisson networks as an extension of their previous
work [6]. Assuming Nakagami block fading and Rayleigh
fading in accordance with Clarke’s model, the authors de-
rived the coherence time of interference, that is, the time
lag until the interference correlation becomes dips below
a certain threshold. Whereas the above studies considered
ad-hoc networks, Krishnan and Dhillon [4] studied the
spatial and temporal correlation of interference and derived
the joint coverage probability in a cellular network with a
closest BS association policy, in which users have chances
to hand off to a new serving BS while they are moving. In
addition, Koufos and Dettmann [13] studied the case where
the node mobility is correlated by considering a random
waypoint mobility model in a 1-D finite lattice.
The above studies assumed i.i.d. fading for each trans-
mission channel and ignored the impact of correlated shad-
owing. Most recently, Koufos et al. [11], [12] analyzed the ef-
fect of blockage on the temporal correlation of interference.
In their latest work [12], they modeled the locations of nodes
and obstacles by 1-D PPPs and consider the penetration loss
of obstacles. However, they did not analyze the relationship
between the correlation distance of shadowing and corre-
lation of interference in a general framework. In addition,
the obtained results are complicated, and so the impacts
of various system parameters were not clearly shown even
though their modeling assumption was quite simple.
The effect of blockage has also recently been studied by
Aditya et al. [14], [15] for a localization network, in which
randomly located anchors (transceivers) attempt to detect
a target in the presence of obstacles. The authors modeled
the obstacles with a Poisson line process in [14] and a germ-
grain model in [15] to derive the blockage probability that
there is not enough anchors with line-of-sight (LoS) paths to
the target (i.e., paths not interrupted by obstacles).
Spatio-temporal analysis of wireless systems Not only
have correlation coefficients of interference been analyzed
but also other spatio-temporal aspects of wireless mobile
systems have been studied. For example, local delay, defined
as the mean number of time slots required for success-
ful transmission of a packet, was first studied by Baccelli
and Błaszcyzyszyn [20] for MANETs. On the other hand,
Gulati et al. [21] considered a model where user traffic
has a certain duration. Gong and Haenggi [22] derived
the local delay in MANETs with i.i.d. mobility models. In
addition, that in D2D networks was recently studied by
Salehi et al. [23]. Furthermore, Haenggi [24] derived the joint
successful transmission probability at multiple antennas.
Tanbourigi et al. [3] also modeled multiple antennas with
maximum ratio combining and derived the joint coverage
probability. Crismani et al. [25] considered a decode-and-
forward relaying system in which consecutive transmis-
sion attempts are temporally correlated. Afify et al. [26]
presented a unified mathematical framework for cellular
3networks with multiple-input-multiple-output (MIMO) and
studied the temporal correlation in retransmissions. The ef-
fect of the spatial correlation of interference on opportunistic
secure information transfer was analyzed in [27]. However,
all these studies assumed i.i.d. Rayleigh fading to maintain
mathematical tractability.
Modeling log-normal shadowing Since the shadowing is
spatially correlated [16], several analytical models for it
have been proposed [17], [28], [29]. Gudmundson [17] pro-
posed a widely accepted model in which the shadowing
between a BS and moving user is modeled by an autore-
gressive process with an exponentially decaying autocorre-
lation function. Several extensions of this model have also
been proposed: the case of multiple BSs [28] and multi-hop
networks [29]. The correlation distance or other parameters
of this model have also been experimentally studied [17],
[30], [31]. Baek et al. [31] recently showed that correlation
distances for the mm-wave frequency bands are similar to
those for other lower frequency bands.
Since a log-normal shadowing model makes theoretical
interference analysis intractable, a few studies aimed to
efficiently model or approximate the shadowing effect. The
mean interference and path-loss process in cellular networks
when the variance of the shadowing increases were studied
by Błaszcyzyszyn and Karray [32] and Błaszcyzyszyn et
al. [33], respectively. Heath et al. [34] approximated the
log-normal shadowing by gamma distributions with the
same first and second moments. Whereas the above studies
assumed i.i.d. shadowing for each transmission channel,
Renzo et al. [35] considered a model where all channels are
equicorrelated. Baccelli and Zhang [36] recently proposed
a correlated shadowing model in which correlated log-
normal shadowing is approximated by a random variable
depending on the number of buildings that a transmission
channel penetrates. Recently, this idea was applied to a 3-D
network model by Lee et al. [37]. However, the impact of
node mobility was not considered.
3 MODEL DESCRIPTION
3.1 Spatial and mobility model
In this section, we explain our spatial model. We consider
n-dimensional space Rn (n = 1, 2) and assume that a target
receiver is located at the origin o. Nodes, i.e., potential
transmitters, are randomly distributed on Rn. Note that we
consider mobility of nodes, but the receiver is assumed
to be fixed at the origin. In this paper, we consider two
types of network models: a line model (n = 1) and planar
model (n = 2). In a line model, i.e., n = 1, the model
can be applied to vehicular networks on highways whereas
general cellular or wi-fi networks can be modeled in a
planar model, i.e., n = 2. We assume that time-space is
slotted and nodes independently move in each time-slot.
More precisely, the locations of nodes at the beginning of
time slot t ∈ Z+ , {0, 1, 2, . . .} are modeled by a PPP Φ(t)
with intensity λ. Let xi(t) ∈ Φ(t) (i ∈ Z+) on Rn denote the
position of the i-th node (a vehicle, mobile user, BS) at the
time slot t. Furthermore, we assume an i.i.d. mobility model
as follows: the moving vector of the node i during the time
slot t, which is given as vi(t) , xi(t+1)−xi(t) (t ∈ Z+), is
assumed to be independently distributed with a probability
density function ψ(·), which does not depend on xi(t) and
satisfies ψ(0) > 0. Due to the displacement theorem of
PPPs (see e.g., Theorem 2.33 in [38]), the realization of
Φ(t) at fixed time slot t remains a homogeneous PPP if
Φ(0) is homogeneous. For simplicity, we assume that ψ(·)
is rotation invariant, i.e., ψ(v) ≡ ψ(‖v‖) for v ∈ Rn. Here,
‖ · ‖ denotes the Euclidean norm.
3.2 Channel and MAC modeling
We next explain our channel model. First, we assume that
all transmitters have the unit transmission power. The path
loss model is assumed as, for distance r ≥ 0,
ℓ(r) = ε0 + r
α.
Here, α > n (n = 1, 2) is a path loss exponent and ε0 > 0
is a parameter for avoiding singularity at r = 0. Thus, the
received power (i.e., interference) at o from the i-th node at
the time slot t can be represented as
hi
ℓ(‖xi(t)‖) ,
where hi denotes a copy of shadowing variable h corre-
sponding to the transmission channel of the i-th node. In
this paper, we only consider the effect of the shadowing and
do not take into account the multi-path fading (fast fading),
such as Rayleigh fading. However, such a multi-path fading
effect is easy to include because it can be considered as
i.i.d. for each channel. In accordance with a widely accepted
assumption for the shadowing, the shadowing variable is
characterized with a log-Gaussian random process with
parameter σdB. In other words, for any given node, the
corresponding shadowing variable h is log-normally dis-
tributed as
h = exp
(−σ2dB/2 + σdBZ) ,
where Z ∼ N (0, 1) and σdB is considered as the variance of
shadowing. Note that
E0[h] = 1, E0[h
2] = eσ
2
dB . (1)
Here, the above expectations are taken with respect to a
typical node, i.e., under the condition in which a node exists.
In addition, if we consider two nodes i and j (i 6= j)
and their transmissions to o, the corresponding shadowing
variables hi and hj have the following correlation coefficient
in the logarithmic sense:
ρdB ,
Eij [lnhi lnhj ]
σ2dB
= e−
‖xi−xj‖
dcor
ln 2, (2)
where dcor, called the correlation (decorrelation) distance,
represents the distance at which the correlation coefficient
ρdB is equal to 0.5 [17]
1. In addition, the expectation Eij
represents the expectation with respect to two typical nodes.
For simplicity, we write d0 ≡ dcor/ ln 2 hereafter. Since each
hi is log-normally distributed with mean and variance given
by (1), the expression (2) is equivalent to
Eij [hihj ] = exp
(
σ2dBρdB
)
= exp
(
σ2dBe
−
‖xi−xj‖
d0
)
. (3)
1. dcor depends on the environment. A typical value of dcor in urban
environments is [50, 100] m (see e.g., [17]).
4This is the widely accepted model proposed by Gudmund-
son [17] for the spatial correlation of shadowing. In addition,
in this paper, we assume that the shadowing effect depends
only on the location and is time-invariant. In other words,
the value of the shadowing variable at a fixed node location
does not change over time.
We assume that all transmitters use slotted-ALOHA as
the MAC protocol, i.e., each node determines whether to
transmit radio waves or not with probability p in each trans-
mission time-slot. Si(t) denotes the indicator function that
equals 1 when the transmitter i is transmitting radio waves
at the beginning of time slot t, 0 otherwise. Then, Si(t) can
be considered as an independent Bernoulli random variable
with a parameter p. By definition, the total interference
power received at the origin equals
I(t) =
∑
xi(t)∈Φ(t)
hi(t)Si(t)
ℓ(‖xi(t)‖) . (4)
Note that the transmission time-slot is different from
the mobility time-slot. For simplicity, we assume that the
transmission time-slot is fixed and smaller than the mobility
time-slot. In other words, the transmission of each vehicle at
time-slot t does not continue until time slot t+ 1, and thus
Si(t) and Si(t+ 1) are independent for all i and t.
Although we can consider other MAC protocols for real-
istic scenarios, such as CSMA, we assume slotted-ALOHA
as the MAC to maintain tractability. However, such a simple
model can be used as a baseline for more general cases.
It is reported that if node density increases, the behavior
of CSMA tends to mimic that of slotted ALOHA (e.g., see
[39]). Furthermore, Tong et al. [40] demonstrated that the
performance of an ALOHA-type model is similar to that
obtained by an NS2 simulation with a CSMA model.
3.3 Correlation coefficients of interference
Finally, we define the spatial and temporal correlation co-
efficients of interference. To consider the spatial correlation
of interference, we assume another receiver is located at o˜δ
on the x-axis such that ‖o˜δ − o‖ = δ > 0 and consider
the correlation between the interferences received at o and
o˜δ . Let I0 ≡ I0(t) and I˜δ ≡ I˜δ(t) denote the interferences
received at o and o˜δ , respectively. Here, we omit the param-
eter t because we consider a certain fixed time slot (e.g.,
t = 0) in the analysis of spatial correlation of interference.
The spatial covariance of interference is then formally defined
as the covariance of I0 and I˜δ , i.e.,
Cov[I0, I˜δ] = E[I0I˜δ]− E[I0]E[I˜δ] = E[I0I˜δ]− (E[I])2,
Furthermore, the spatial correlation coefficient of interference
is defined as
ρsp,δ ,
Cov[I0, I˜δ]√
Var[I0]Var[I˜δ]
=
E[I0I˜δ]− (E[I])2
Var[I]
. (5)
We next define the temporal correlation as the correlation
between the interferences received at the origin among dif-
ferent two time-slots. More precisely, we define the temporal
covariance of interference for time interval τ slots (τ ∈ Z+) as
Cov[I(t), I(t+ τ)] = E[I(t)I(t+ τ)]− E[I(t)]E[I(t+ τ)]
= E[I(t)I(t+ τ)]− (E[I])2. (6)
Similarly, the temporal correlation coefficient of interference is
defined as
ρtm,τ ,
Cov[I(t), I(t+ τ)]√
Var[I(t)]Var[I(t+ τ)]
=
E[I(t)I(t+ τ)] − (E[I])2
Var[I]
. (7)
4 SPATIAL AND TEMPORAL CORRELATION ANAL-
YSIS OF INTERFERENCE
In this section, we present our main results, the spatial and
temporal correlation coefficient of interference. To do this,
we first derive the first and second moments of interference,
which will be used for the derivation of other results. Unlike
the first moment of interference, the second moment does
not have an explicit form because of the exponentially
decaying cross correlation of shadowing variables (see (3)).
To obtain the readable relationship between the shadowing
parameters and the second moment of interference, we use
Watson’s lemma (see e.g., [18]) and derive simple but useful
asymptotic expansions of the secondmoment of interference
when σdB → ∞. The result can be directly applied to
the derivation of the correlation coefficients. In addition,
the obtained expansions can be used as tight approximate
formulas with a realistic value of σdB, which will be shown
in our numerical examples.
4.1 Preliminary
For later use, we first introduce a useful mathematical tool,
known asWatson’s lemma, which plays an important role in
our analysis. In short, Watson’s lemma gives an asymptotic
expression of the following form of an exponential integral
when σ is large:
F˜ (σ) =
∫ a+δ
a
eσR(t)g(t)dt =
∫ δ
0
eσR(a+u)g(a+ u)du, (8)
where δ > 0 and R(t) has its maximum at t = a. Moreover,
let R˜(t) := R(t) − R(a), which has zero at t = a. As
shown later, the above integral can be used to calculate
terms related to the cross-correlation of shadowing variables
(see e.g., (3)). Although Watson’s lemma itself is a classical
and fundamental result, this paper uniquely applies it to
a theoretical analysis of spatially correlated shadowing in
wireless networks.
Proposition 4.1 (Miller [18] (Section 3.3)) Suppose thatR(t)
and g(t) have an infinite number of continuous derivatives for
a ≤ t < a + δ and R˜′(a) = R′(a) < 0. We then have the
following asymptotic expansion:
F˜ (σ) =
∞∑
n=0
ϕ(n)(0)
σn+1
, as σ →∞ with σ > 0, (9)
where ϕ(n)(s) denotes the n-th derivative of ϕ(s) and
ϕ(s) = g(a+ u(s))u′(s), (10)
5where u(s) is a function of s that satisfies u(0) = 0 and
R˜(a+ u(s)) = −s. (11)
Using the above expressions, we can obtain the follow-
ing corollary, which produces an asymptotic formula for
F˜ (σ) in a special case.
Corollary 4.1 If g(t) satisfies the following condition for n ∈ N,
g′(a) = g′′(a) = · · · = g(n−2)(a) = 0, (12)
g(n−1)(a) 6= 0, g(n)(a) 6= 0, (13)
then,
F˜ (σ) = eσR(a)
[
g(n−1)(a)
(−R′(a))n
1
σn
+
{
g(n)(a)
(−R′(a))n+1
+
n(n+ 1)
2
R′′(a)g(n−1)(a)
(−R′(a))n+2
}
1
σn+1
+O
(
1
σn+2
)]
. (14)
Proof. The proof of this corollary is given in Appendix A.
✷
4.2 First and second moments of interference
We next derive the first and second moments of interference.
In what follows, when we only consider a certain time slot,
we omit the parameter t representing a time slot, such as
xi ≡ xi(t) and I ≡ I(t). Due to the definition of shadowing
variable h, the marked point process Φˆ = {(xi, hi)} is
stationary. In addition, the mean mark of a typical point
is given by (1). Therefore, by applying Campbell’s theo-
rem (see e.g., [41]) to (4), the mean interference can be
obtained as follows:
E[I] = E
∑
xi∈Φ
hiSi
ℓ(‖xi‖)
 = ∫
Rn
λpE0[h]
ε0 + ‖x‖αdx
=
λpnVnπ
ε
1−n
α
0 α sin(nπ/α)
, (15)
where Vn represents the volume of an n-dimensional unit
ball. We next consider the second moment of the interfer-
ence, E[I2]. By definition, we have
E[I2] = E
 ∑
xi,xj∈Φ
(2)
6=
hihjSiSj
ℓ(‖xi‖)ℓ(‖xj‖) +
∑
xi∈Φ
h2iSi
(ℓ(‖xi‖))2
 ,
where Φ
(2)
6= denotes all the sets of the distinct pairs in Φ. Re-
call that E0[h
2] = eσ
2
dB (see (1)) and the cross correlation of
shadowing variables is given by (3). Therefore, by applying
Campbell’s theorem (e.g., [41]) to the above, we obtain
E[I2] =
∫∫
(Rn)2
λ2p2Eij [hihj ]
ℓ(‖xi‖)ℓ(‖xj‖)dxidxj +
∫
Rn
λpE0[h
2]
(ℓ(‖x‖))2 dx
=
∫∫
(Rn)2
λ2p2eσ
2
dBe
−‖xi−xj‖
d0
ℓ(‖xi‖)ℓ(‖xj‖) dxidxj + λpe
σ2dBγn, (16)
where
γn ,
∫
Rn
dx
(ε0 + ‖x‖α)2 =
nVnπ(α− n)
ε
2−n
α
0 α
2 sin(nπ/α)
. (17)
The first term in (16) does not have a closed-form even
though it can be numerically computed. However, we can
show a simple asymptotic expansion of this integral as
σdB → ∞ by using Watson’s lemma (see Section 4.1). To
proceed, we provide the following additional result.
Proposition 4.2 Let f(·) denote an arbitrary function on R such
that f(0) 6= 0 and f ′(0) exists. In addition, let
Ψn(f) ≡
∫∫
(Rn)2
exp
(
σ2e
−‖y‖
d0
)
f(‖y‖)
ℓ(‖x‖)ℓ(‖x+ y‖) dydx. (18)
We then have, as σ →∞: i) if n = 1,
Ψ1(f) ∼ 2d0eσ2
[
γ1
(
f(0)
σ2
+
f(0) + d0f
′(0)
σ4
)
+
d0f(0)
ε20σ
4
+O
(
1
σ6
)]
, (19)
and ii) if n ≥ 2,
Ψn(f) ∼ ndn0Vneσ
2
γn
{
(n− 1)!f(0)
σ2n
+
(
(n+ 1)!f(0)
2
+ d0n!f
′(0)
)
1
σ2(n+1)
+O
(
1
σ2(n+2)
)}
,
(20)
where γn is given in (17).
Proof. The proof of this proposition is given in Appendix B.
✷
Remark 1 As shown in Proposition 4.2, the asymptotic
expansion of Ψn(f) results in slightly different forms for
cases n = 1 and n ≥ 2 (see the third term in (19)).
Since our asymptotic analysis of the spatial and temporal
correlations of interference is based on Proposition 4.2, our
main results presented later also have different forms in
cases n = 1 and n ≥ 2. This discrepancy can be attributed
to the fact that Watson’s lemma requires the differentiability
of the related function g(t) at the maximum point of the
exponential function (see Proposition 4.1 and Corollary 4.1).
Since the expression of this function is different in case
n = 1 to avoid non-differentiability, the resulting asymptotic
expansion also has a different expression.
Using the above result, we have the following simple
asymptotic expansions for E[I2] in a strong shadowing
environment, i.e., σdB is large.
Lemma 4.1 The second moment of interference has the following
asymptotic expansions as σ2dB →∞: i) if n = 1,
E[I2] ∼ λpeσ2dB
[
γ1
(
1 +
2λpd0
σ2dB
+
2λpd0
σ4dB
)
+
2λpd20
ε20σ
4
dB
+O
(
1
σ6dB
)]
, (21)
ii) if n = 2,
E[I2] ∼ λpeσ2dBγ2
[
1 +
2πλpd20
σ4dB
+
6πλpd20
σ6dB
+O
(
1
σ8dB
)]
.
(22)
6Proof. The first integral term in the right-hand side of the
second equation in (16) can be rewritten as, for n = 1, 2,
∫∫
(Rn)2
exp
(
σ2dBe
−‖xi−xj‖
d0
)
ℓ(‖xi‖)ℓ(‖xj‖) dxidxj
=
∫
Rn
1
ℓ(‖x‖)
∫
Rn
exp
(
σ2dBe
−‖y‖
d0
)
ℓ(‖x+ y‖) dydx. (23)
Thus, substituting f(x) ≡ 1 into (19) and (20) and combin-
ing them with (16), (17), and (23), we can readily obtain (21)
and (22). ✷
Remark 2 According to Lemma 4.1 and (15), we can also
obtain asymptotic expansions of the variance of the interfer-
ence Var[I]. Recall here that (see (15)), for n = 1, 2,
(E[I])2/eσ
2
dB = O(e−σ
2
dB ). (24)
Thus, the asymptotic expansions of the variance as σdB →
∞ have the same forms as those in (21) and (22), i.e., E[I2] ∼
Var[I].
Remark 3 Since Proposition 4.2 gives an asymptotic for-
mula of Ψn(f) for n ∈ N, we can consider case n = 3. Such
a scenario can be applied to unmanned-aerial-vehicle (UAV)
networks, in which UAVs act as BSs or user equipment [42].
However, in this case, the positions of UAVs are physically
limited by the ground or maximum altitude of UAVs. Thus,
we must consider a certain closed region (not R3) that
depends on the position of the receiver in 3D-space. In
addition, it has been reported that the channel conditions,
such as LoS or NLoS, and related path-loss models differ
from ground communications depending on the altitude of
the transmitters [42]. Hence, a more detailed configuration
is necessary for realistic modeling in case n = 3. In this
paper, we only consider cases of n = 1 and n = 2 to focus
on a general setting.
4.3 Spatial correlation of interference
On the basis of the results in the previous section, we
next derive the spatial correlation coefficient of interference.
Similar to the second moment of interference, the mean
product of I0 and I˜δ can be rewritten as
E[I0I˜δ] = E
∑
xi∈Φ
hiSi
ℓ(‖xi‖)
∑
xi∈Φ
h˜iSj
ℓ(‖xi − o˜δ‖)

= E
 ∑
xi,xj∈Φ
(2)
6=
hih˜jSiSj
ℓ(‖xi‖)ℓ(‖xj − o˜δ‖)

+E
∑
xi∈Φ
hih˜iSi
ℓ(‖xi‖)ℓ(‖xi − o˜δ‖)
 , (25)
where h˜i’s denote the shadowing variables corresponding
to the channel between the i-th node and receiver o˜δ . Recall
here that we only assumed in (3) the correlation coefficient
of shadowing for two different transmitters and a receiver at
o. Thus, to consider the cross-correlation of hi and h˜j (i 6= j)
i.e., the case of a pair of transmitters and a pair of receivers,
we set the following simple assumption proposed by Wang
et al. [43] throughout this subsection.
Assumption 1 Suppose a pair of transmitters are at xi and
xj and a pair of receivers are at o and o˜, which are different
points on Rn (n = 1, 2). If hi (resp. h˜j) is the shadowing
variable corresponding to the channel between xi and o
(resp. xj and o˜), then the correlation coefficient of hi and
h˜j approximately equals
E[lnhi ln h˜j ]
σ2dB
= e
−
‖o−o˜‖+‖xi−xj‖
d0 . (26)
Recall that, from Gudmundson’s model in (3), the cross
correlations E[lnhi lnhj ] and E[lnhj ln h˜j] are determined
by the distances ‖xi − xj‖ and ‖o− o˜‖, i.e.,
E[lnhi lnhj ]
σ2dB
= e
−
‖xi−xj‖
d0 ,
E[lnhj ln h˜j]
σ2dB
= e
− ‖o−o˜‖
d0 .
Thus, Assumption 1 indicates that the correlation coefficient
of hi and h˜j is expressed as the product of the cross corre-
lations E[hihj ] and E[hjh˜j ]. In other words, if we consider
that a receiver moved from o to o˜ and a transmitter moved
from xi to xj , these movements have independent and equal
impacts on the cross correlation of hi and h˜j . Note that
Assumption 1 implicitly assumes that the equally impacted
correlation of shadowing i.e., E[hjh˜j ], is also determined
by (3), similar to E[hihj ]. This underlying assumption is
considered as valid in MANETs because all nodes are as-
sumed to have the same configuration (e.g., antenna type
and height) and communicate using a common channel [43],
which differs from a cellular network scenario. Although
Assumption 1 seems simple and is suited to our approach,
Wang et al. [43] demonstrated that it has sufficient accuracy
via comprehensive ray-model simulations based on a realis-
tic 3-D deterministic propagation model [44], [45].
On the basis of Assumption 1, we obtain the following
asymptotic expressions for the spatial covariance of interfer-
ence at the o and o˜δ .
Lemma 4.2 Suppose δ < d0 log σ
2
dB (i.e., e
δ
d0 < σ2dB)
2. Fur-
thermore, let
Un(δ) =
∫
Rn
dx
ℓ(‖x‖)ℓ(‖x− o˜δ‖) , n = 1, 2. (27)
Then, the spatial covariance of interference for distance δ > 0 has
the following asymptotic expansions as σ2dB →∞: i) if n = 1,
Cov[I0, I˜δ] ∼ λpeσ2dBe
−δ
d0
×
[
U1(δ)
{
1 +
2λpd0e
δ
d0
σ2dB
+
2λpd0e
2δ
d0
σ4dB
+O
(
e
3δ
d0
σ6dB
)}
+
2λpd20e
2δ
d0
ε0(ε0 + δα)σ4dB
]
+ eσ
2
dBe
− 2δ
d0 λ
2p2d20e
4δ
d0
ε20σ
4
dB
, (28)
2. Typically, σdB takes the values in range 3–15 dB [16]. In addition,
we found that ρsp,τ takes a very small value when δ ≥ d0. Thus, this
condition is fulfilled in realistic settings.
7ii) if n = 2,
Cov[I0, I˜δ] ∼ λpeσ2dBe
−δ
d0 U2(δ)
×
[
1 +
2πλpd20e
2δ
d0
σ4dB
+
6πλpd20e
3δ
d0
σ6dB
+O
(
e
4δ
d0
σ8dB
)]
. (29)
Proof. For simplicity, we write σ ≡ σdB in this proof. In
addition, we only show the case of n = 2 in what follows.
For the complete proof, please see Appendix C.
By applying Campbell’s theorem and using (3) and (27),
the second term in (25) can be calculated as
E
∑
xi∈Φ
hih˜iSi
ℓ(‖xi‖)ℓ(‖xi − o˜δ‖)

= λp
∫
Rn
eσ
2e
−δ
d0
ℓ(‖x‖)ℓ(‖x− o˜δ‖)dx = λpe
σ2e
−δ
d0 Un(δ). (30)
Thus, in what follows, we aim to calculate the first term in
(25). Similar to the above, by using Campbell’s theorem and
(26), we obtain
E
 ∑
xi,xj∈Φ
(2)
6=
hih˜jS(xi)S(xj)
ℓ(‖xi‖)ℓ(‖xj − o˜δ‖)

= λ2p2
∫∫
(R2)2
exp
(
σ2e−
‖x−y‖+δ
d0
)
ℓ(‖x+ o˜δ‖)ℓ(‖y‖) dxdy. (31)
For any fixed x ∈ R2, by considering a planar coordination
(i.e., x := (r cos θ, r sin θ), y := (s cosφ, s sinφ)), we obtain
∫
R2
∫
R2
exp
(
σ2e−
‖x−y‖+δ
d0
)
ℓ(‖x+ δ‖)ℓ(‖y‖) dydx
=
∫ 2pi
0
∫ 2pi
0
∫ ∞
0
r
ℓ(
√
r2 + δ2 − 2rδ cos θ)
×
∫ ∞
0
seσ
2e
−
s+δ
d0 dsdrdφdθ
ℓ(
√
r2 + s2 + 2sr cos(φ− θ)) . (32)
Note here that (see (27))
U2(δ) =
∫ 2pi
0
∫
R+
r
(ε0 + rα)ℓ(
√
r2 + δ2 − 2rδ cos θ)drdθ.
Note also that
∫ 2pi
0
rα−1 cos(φ− θ)
(ε0 + rα)2
dφ = 0.
Thus, by applying Corollary 4.1 to (32) and using the above
lead to
∫
R2
∫
R2
exp
(
σ2e
−‖x−y‖+δ
d0
)
ℓ(‖x+ o˜δ‖)ℓ(‖y‖) dydx
∼ d20eσ
2e
−δ
d0
∫ 2pi
0
∫ 2pi
0
∫ ∞
0
rdφdθdr
ℓ(
√
r2 + δ2 − 2rδ cos θ)
×
[
1
ε0 + rα
e
2δ
d0
σ4
+
(
3
ε0 + rα
−2αd0r
α−1 cos(φ− θ)
(ε0 + rα)2
)
e
3δ
d0
σ6
+O
(
e
4δ
d0
(ε0 + rα)σ8
)]
= 2πd20e
σ2e
−δ
d0 U2(δ)
[
e
2δ
d0
σ4
+
3e
3δ
d0
σ6
+O
(
e
4δ
d0
σ8
)]
,
Therefore, substituting (30) and the above into (25) results
in (29). ✷
We obtain asymptotic expansions of the spatial correla-
tion coefficient by combining Lemma 4.2, (21), and (22) with
(5) and (24).
Theorem 4.1 If δ < d0 log σ
2
dB, then the spatial correlation co-
efficients of interference for distance δ is asymptotically equivalent
to as σ2dB →∞:i) if n = 1,
ρsp,δ ∼ 1
γ1
(
1 + 2λpd0
σ2dB
+ 2λpd0
σ4dB
)
+
λpd20
ε20σ
4
dB
×
[
eσ
2
dB(e
−δ
d0 −1)
{
U1(δ)
(
1 +
2λpd0e
δ
d0
σ2dB
+
2λpd0e
2δ
d0
σ4dB
)
+
2λpd20e
2δ
d0
ε0(ε0 + δα)σ4dB
}
+ eσ
2
dB(e
− 2δ
d0 −1)λpd
2
0e
4δ
d0
ε20σ
4
dB
]
. (33)
ii) if n = 2,
ρsp,δ ∼ e
σ2dB(e
−δ
d0 −1)U2(δ)
γ2
·
1 +
2piλpd20e
2δ
d0
σ4dB
+
6piλpd20e
3δ
d0
σ6dB
1 +
2piλpd20
σ4dB
+
6piλpd20
σ6dB
.
(34)
Remark 4 The expressions in Theorem 4.1 are still in in-
tractable forms due to the function Un(δ) defined in (27).
However, from the definition of ℓ(·), this function can be
upper-bounded as follows (see (17) and (27)):
Un(δ) ≤ Un(0) = γn. (35)
As shown later (see Section 5.1.2), by directly applying
the above upper bound to (33), we can obtain tight and
closed-form approximate formulas for the spatial correlation
coefficients of interference. In addition, we can reduce the
expression of ρsp,δ in (33) by omitting the terms ofO(1/σ
4
dB)
(resp. O(1/σ6dB)) when n = 1 (resp. n = 2) as follows:
ρsp,δ ∼ eσ2dB(e
−δ
d0 −1)Un(δ)
γn
1 +
λpnVnd
n
0 e
δ
d0
σ2ndB
1 +
λpnVndn0
σ2ndB
≤ eσ2dB(e
−δ
d0 −1)σ
2n
dB + λpnVnd
n
0 e
δ
d0
σ2ndB + λpnVnd
n
0
. (36)
8The above result can be used as a simpler version of ap-
proximate formulas for the spatial correlation coefficients of
interference.
4.4 Temporal Correlation of Interference
In this section, we analyze the temporal correlation of inter-
ference, i.e., the correlation between the interferences at two
different time slots. Due to the correlated shadowing, the
interference is expected to be more correlated in a lower mo-
bility environment. We first derive an asymptotic expansion
of the temporal correlation coefficient of interference that is
valid for general i.i.d. mobility models. We then consider
several commonly used mobility models as examples and
derive the corresponding spatial correlation coefficient for
each model.
Recall first that the moving vector vi(t) of the i-th
node during one time-slot is independently distributed in
accordance with the p.d.f. ψ(‖vi(t)‖) and ψ(·) is rotation
invariant. Therefore, the moving distance of the transmitter
i in τ time-slots, i.e., vi(τ) , ‖xi(t + τ) − xi(t)‖, has the
p.d.f. ψτ (v) , ψ
τ∗(v) (v ∈ R+), which represents the τ -
th convolution of ψ(v) and does not depend on xi(t). The
following results are asymptotic expressions of the temporal
covariance and correlation coefficient of interference.
Lemma 4.3 Suppose that ψτ (0) > 0 and ψ
′
τ (0) exists. The
temporal covariance of interference for time interval τ has the
following asymptotic expansions as σ2dB →∞: i) if n = 1,
Cov[I(t), I(t + τ)] ∼ 2λp2d0eσ2dB
[
γ1
{
(λ+ ψτ (0))
σ2dB
+
λ+ ψτ (0) + d0ψ
′
τ (0)
σ4dB
}
+
d0(λ+ ψτ (0))
ε20σ
4
dB
+O
(
1
σ6dB
)]
,
(37)
ii) if n = 2,
Cov[I(t), I(t+ τ)] ∼ 2πλp2d20eσ
2
dBγ2
[
λ+ ψτ (0)
σ4dB
+
(3λ+ 3ψτ (0) + 2d0ψ
′
τ (0))
σ6dB
+O
(
1
σ8dB
)]
, (38)
where γn (n = 1, 2) are given in (17).
Proof. By definition, E[I(t)I(t+ τ)] can be expressed as
E[I(t)I(t + τ)]
= E
 ∑
xi(t),xj(t)∈Φ
(2)
6= (t)
hi(t)hj(t+ τ)Si(t)Sj(t+ τ)
ℓ(xi(t))ℓ(xj(t+ τ))

+E
 ∑
xi(t)∈Φ(t)
hi(t)hi(t+ τ)Si(t)Si(t+ τ)
ℓ(xi(t))ℓ(xi(t+ τ))
 . (39)
Recall that the shadowing effect is assumed to be time-
invariant, i.e., the value of the shadowing variable at a fixed
node location does not change over time. It thus follows
from Campbell’s theorem that, for n = 1, 2,
E
 ∑
xi(t),xj(t)∈Φ
(2)
6= (t)
hi(t)hj(t+ τ)Si(t)Sj(t+ τ)
ℓ(xi(t))ℓ(xj(t+ τ))

= λ2p2
∫
Rn
∫
Rn
Ev
 eσ2dBe−
‖x−(y+v)‖
d0
ℓ(‖x‖)ℓ(‖y + v‖)
 dxdy
= λ2p2
∫
Rn
∫
Rn
∫
Rn
eσ
2
dBe
−
‖s−v‖
d0 ψτ (‖v‖)
ℓ(‖x‖)ℓ(‖x− (s− v)‖)dvdxds
= λ2p2
∫
Rn
∫
Rn
eσ
2
dBe
−
‖s‖
d0
ℓ(‖x‖)ℓ(‖x+ s‖)dxds, (40)
which shows that the first term in (39) is insensitive to the
nodes mobility. In addition, we can see the above integral
can be calculated by Proposition 4.2. Furthermore, applying
Campbell’s theorem to the second term in (39) yields
E
 ∑
xi(t)∈Φ(t)
hi(t)hi(t+ τ)Si(t)Si(t+ τ))
ℓ(xi(t))ℓ(xi(t+ τ))

= λp2
∫
Rn
Ev
 eσ2dBe−
‖v‖
d0
ℓ(‖x‖)ℓ(‖x+ v‖)
 dx
= λp2
∫∫
(Rn)2
eσ
2
dBe
−
‖v‖
d0 ψτ (‖v‖)
ℓ(‖x‖)ℓ(‖x+ v‖) dvdx ∼ λp
2Ψn(ψτ ). (41)
where the last approximation is due to Proposition 4.2.
Therefore, applying Proposition 4.2 to (40) and combining
this with (6), (25), and (41), we have (37). ✷
By combining Lemmas 4.1 and 4.3 with (7), we can readily
obtain the following theorem.
Theorem 4.2 Suppose that ψτ (0) > 0 and ψ
′
τ (0) exists. The
temporal correlation coefficients of interference of time interval τ
is asymptotically equivalent to, as σdB →∞: i) if n = 1,
ρtm,τ ∼ 2pd0
1 + 2λpd0
σ2dB
+ 2λpd0
σ4dB
+
2d20λp
γ1ε20σ
4
dB
[
λ+ ψτ (0)
σ2dB
+
λ+ ψτ (0) + d0ψ
′
τ (0)
σ4dB
+
d0(λ+ ψτ (0))
γ1ε20σ
4
dB
]
,
ii) if n = 2,
ρtm,τ ∼ 2πpd
2
0
1 +
2piλpd20
σ4dB
+
6piλpd20
σ6dB
×
[
λ+ ψτ (0)
σ4dB
+
(3λ+ 3ψτ (0) + d0ψ
′
τ (0))
σ6dB
]
.
Theorem 4.2 indicates that ρtm,τ depends only on ψτ (0)
and ψ′τ (0) and does not depend on ψτ (v) for v 6= 0
when σdB → ∞. In other words, the probability that the
transmitters do not move has the dominant impact on the
temporal correlation coefficient of interference when σdB is
large.
9Remark 5 Similar to (36), by removing the terms of
O(1/σ4dB) or O(1/σ
6
dB), we can obtain simpler asymptotic
expressions of ρtm,τ for each n = 1, 2, as follows.
ρtm,τ ∼ pnVnd
n
0 (λ+ ψτ (0))
λpnVndn0 + σ
2n
dB
, (42)
Remark 6 The asymptotic expansions in (42) show that
ρtm,τ ∼ λpnVnd
n
0
λpnVndn0 + σ
2n
dB
, as ψτ (0)→ 0,
which indicates that the temporal correlation of interference
does not disappear even in a very-high mobility environ-
ment, i.e., ψτ (0) → 0. On the other hand, if no spatial
correlation of shadowing exists, the temporal correlation of
interference slowly decreases to 0 as ψτ (0) → 0 [7]. This
surprising difference can be primarily attributed to the first
term in (39), i.e., the cross correlation of interference from
a node (xi(t)) at time slot t and those from other nodes
(xj(t + τ) (i 6= j)) at time slot t + τ , which is determined
by the distance ‖xi(t)−xj(t+ τ)‖ for each node. To explain
this more precisely, we denote the first and second terms in
(39) by Q1 and Q2, respectively. Owing to the random i.i.d.
mobility of nodes, Q1 is, on average, equivalent to the cross
correlation of interference from xi(t) and xj(t) (i 6= j) at
the time slot t (see (40)), i.e.,
Q1 = E
 ∑
xi(t),xj(t)∈Φ
(2)
6= (t)
hi(t)hj(t)Si(t)Sj(t)
ℓ(xi(t))ℓ(xj(t))
 . (43)
Thus, Q1 does not depend on the time interval τ or on
node mobility. Note that the relationship (43) holds even
in the case of independent shadowing [7]. However, if the
shadowing is not correlated, the calculation of the right-
hand side of (43) is much simplified in comparison with
the case of correlated shadowing. More precisely, since
E[hi(t)hj(t + τ)] = E[hi(t)]E[hj(t + τ)] in the case of
independent shadowing, (43) yields
Q1 = λ
2p2(E[h])2
∫
Rn
∫
Rn
Ev
[
1
ℓ(‖x‖)ℓ(‖y + v‖)
]
dxdy
= λ2p2
(∫
Rn
dx
ℓ(‖x‖)
)2
= (E[I])2, (44)
where the last equality follows from (15). Thus, by combin-
ing (44) with (6), we obtain Cov[I(t)I(t + τ)] = Q2. More-
over, Q2 represents the mean product of the interferences
from a node at different time slots (i.e., xi(t) and xi(t+ τ)),
and thus it decreases to zero when ψτ (0)→ 0. On the other
hand, if the shadowing is correlated, i.e., E[hi(t)hj(t+τ)] 6=
E[hi(t)]E[hj(t+ τ)], then Q1 6= (E[I])2. As a result, the tem-
poral covariance approachesQ1− (E[I])2 6= 0 as ψτ (0)→ 0
and does not disappear due to correlated shadowing.
Remark 7 Contrary to the temporal correlation of interfer-
ence, the spatial correlation of interference decreases to zero
when the distance δ between the receivers increases. This
fact is due to the difference between the scenarios consid-
ered in the spatial and temporal correlation analysis and
Assumption 1. More precisely, we assume that in the spatial
correlation analysis, only the positions of the receivers are
different (i.e., o and o˜δ) and all the other nodes are fixed. In
contrast, in the temporal correlation analysis, the position of
the receiver is assumed to be fixed over time while the other
nodes move randomly. Moreover, due to Assumption 1, in
the spatial correlation analysis, the correlation coefficient of
hi and h˜j is determined by the sum of δ and the distance
between nodes xi with xj (see (26)). Thus, as δ increases,
E[hih˜j ] decreases to zero for all i, j ∈ Z+. As a result, the
spatial covariance E[I0I˜δ] decreases to zero as δ increases.
On the other hand, the mean product E[hi(t)hj(t+τ)] in the
temporal correlation analysis depends only on the distance
between xi(t) and xj(t + τ). Thus, on average, the impact
of the mobility of nodes disappears, as shown in (40), and
the temporal covariance does not approach zero in a high
mobility environment (see also Remark 6).
4.4.1 Mobility models
We next consider several commonly used mobility models
as examples and show the temporal correlation coefficients
corresponding to each model. In this paper, we choose three
models: (i) constrained i.i.d. mobility (CIM) model; (ii) ran-
dom walk (RW) model; and (iii) discrete-time Brownian motion
(BM) model. The same models are considered by Gong and
Haenggi [7]. In what follows, we describe the details of each
model.
(i) constrained i.i.d. mobility (CIM) model: In the CIM model,
the location xi(t + 1) ∈ Φ(t + 1) of the transmitter i at the
time slot (t + 1) is determined independently of xi(t) such
that
xi(t+ 1) := xi(0) + vi(t), t ∈ Z+.
Here, vi(t)’s are uniformly distributed within B(o,RCIM),
where B(x, r) denotes a open circle centered at x with
radius r. Therefore, under the CIM model, the p.d.f. ψτ (v)
of the moving distance in τ time slots can be represented as
ψτ (v) =
{ 1
|B(o,RCIM)|
, v ∈ B(o,RCIM),
0, otherwise.
(ii) random walk (RW) model: In the RW model, the location
of the transmitter i at time (t+ 1) is determined as follows:
xi(t+ 1) := xi(t) + vi(t), t ∈ Z+. (45)
Similar to in the CIM model, vi(t)’s are distributed within
B(o,RRW). Note that the RW model differs from the CIM
model because the location of the transmitter i at time (t+1)
depends on that at time t. Under the RW model, ψτ (v)
becomes the τ -th convolution of a uniform distribution.
Specifically, if n = 1, ψτ (0) becomes (see e.g., [46])
ψτ (0) =
1
2RRW
⌊ τ2 ⌋∑
i=0
(−1)i τ
τ !(τ − i)!
(τ
2
− i
)τ−1 ≡ C¯RW,
because ψ(v) is a uniform distribution with range
[−RRW, RRW]. In this case, ψτ (v) is not differentiable at
v = 0 when τ is an even number.
(iii) discrete-time Brownian motion model (BM): In the random
walk model, the location of the transmitter i at time t +
1 is given by (45) and each element of vi(t) is distributed
with N (0, σ2V ). In this model, the p.d.f. ψτ (v) simply equals
N (0, τσ2V ) due to a property of a normal distribution.
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Remark 8 Note that in the above three models, the distribu-
tion of the locations of the nodes at time t becomes again a
homogeneous PPP with intensity λ due to the displacement
property of PPPs (see e.g., [38]).
We can easily confirm that ψ′τ (0) = 0 in the above three
models. As a result, we obtain the following results.
Corollary 4.2 Consider the CIM, RW, and BM models described
in Section 4.4.1. The temporal correlation coefficient correspond-
ing to each model has the following form of an asymptotic
expansion as σdB →∞: if n = 1,
ρtm,τ ∼ 2(λ+ C
(1)
τ )pd0
1 + 2λpd0
σ2dB
+ 2λpd0
σ4dB
+ d0λ
ε20γ1σ
4
dB
×
[
1
σ2dB
+
1
σ4dB
+
d0
ε20γ1σ
4
dB
]
,
and if n = 2,
ρtm,τ ∼ (λ+ C
(2)
τ )2πpd20
1 +
2piλpd20
σ4dB
+
6piλpd20
σ6dB
[
1
σ4dB
+
3
σ6dB
]
.
where C
(n)
τ (n = 1, 2) is given by (i) under the CIM model,
C(1)τ =
2
RCIM
, C(2)τ =
1
πR2CIM
;
(ii) under the RM model, if τ is an odd number,
C(1)τ = C¯RW, C
(2)
1 =
1
πR2CIM
,
and (iii) under the BM model,
C(1)τ =
1√
2πτσ2V
, C(2)τ =
1
2πτσ2V
.
5 NUMERICAL EXAMPLES
We next present several numerical examples for the results
obtained in the previous section. In all numerical results in
this paper, we basically compared the spatial or temporal
correlation coefficients calculated by two methods: i) calcu-
lating original integrals in the exact expressions of correla-
tion coefficients by using a numerical integration method
(Monte-Carlo integration method), and ii) approximating
correlation coefficients on the basis of our asymptotic ex-
pansions. By doing this, we show the relationship between
various system parameters with the spatial or temporal
correlation coefficients of interference and usefulness of the
asymptotic expansions as closed-form approximate formu-
las.
5.1 Spatial Correlation of Interference
5.1.1 Impacts of parameters
We first show the results for the spatial correlation of inter-
ference. Fig. 1 show the results for ρsp,δ with different σdB
when varying the distance δ between the receivers at o and
o˜δ . The upper graph represents the case of n = 1 and the
lower n = 2. Other parameters are set as dcor = 0.1 [km]
α = 4, p = 1, and ε0 = 0.001. The points with the label
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Fig. 1. Comparison of ρsp,δ from numerical integration and approxima-
tion with different σdB when varying δ [km].
“num” correspond to the results from the numerical inte-
gration method, and the lines with the label “app” are from
the approximation method based on Theorem 4.1. We found
that the spatial correlation rapidly decreases as δ increases.
We also found that the distance at which ρsp,δ = 0.5, i.e., the
correlation distance of interference, is much smaller than
that of shadowing dcor. This means that the spatial corre-
lation of shadowing does not affect the spatial correlation
of interference in the same scale. In addition, the graphs
show that if σdB increases, the spatial correlation coefficients
rapidly decrease. Since a realistic value of σdB is between
3 and 15 dB [16], the spatial correlation almost disappears
when σdB is high. We can also see from the graphs that
in all cases, the approximate values well fit those from the
numerical integration method.
In Fig. 2, we plot ρsp,δ with different dcor. We fixed δ to
0.01 and used the same parameters as in Fig. 1. Since dcor
can be considered as the strength of the spatial correlation
of shadowing, ρsp,δ increases as dcor increases. Further-
more, we can see that the approximate values well fit the
results from the numerical integration method. Therefore,
the asymptotic formulas are useful for understanding the
relationship between the spatial correlation of interference
and the correlation distance of shadowing.
5.1.2 Accuracy of simplified approximate formulas
As shown in the above numerical examples, the approxi-
mate formulas for ρsp,δ based on the asymptotic expansions
in Theorem 4.1 well fitted the results from numerical inte-
gration methods. However, the approximate formulas con-
tain an intractable function Un(δ), and thus we presented
simpler versions of the approximate formulas in Remark 4.
Therefore, we next illustrate their accuracy as approximate
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Fig. 2. Comparison of ρsp,δ from numerical integration and approxima-
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Fig. 3. Comparison of approximated formulas for ρsp,δ when varying
σdB. “app” and “app2” correspond to original and simplified versions of
approximate formulas. n = 2, λ = 2000.
formulas. More precisely, we compare the approximate val-
ues based on (34) with those based on (36). Fig. 3 compares
the results for the original (shown as “app”) and simpler
(shown as “app2”) versions of approximate formulas for
ρsp,δ when varying σdB. The other parameters were the
same as those in Fig. 1. As we can observe from the graph,
although “app” and “app2” have slightly different values
with the results of the numerical integration method when
σdB < 3, both approximate formulas achieve high accuracy
if σdB ≥ 3. Since σdB typically falls within 3–15 dB [16],
our approximate formulas are valid in realistic settings. In
addition, as expected, if σdB increases, the accuracy of the
approximate formulas also increases.
5.2 Temporal Correlation of Interference
We next provide numerical examples for the temporal cor-
relation of interference. Similar to Section 5.1, we compared
the exact values of the correlation coefficient computed
by a numerical integration method with their approximate
values on the basis of the asymptotic expansions in Theo-
rem 4.2.
Fig. 4 compares the results of ρtm,τ from the numerical
integration method (shown as “num”) and the approxima-
tion method (shown as “app”) under CIM mobility model
with different vmax. We set τ = 1, dcor = 0.1 [km], α = 4,
p = 1, and ε0 = 0.001. We can see that, if σdB increases,
the temporal correlation of interference decreases similar
to the spatial correlation. In addition, as we mentioned in
Remark 6, if vmax increases, i.e., the mobility of nodes in-
creases, the temporal correlation decreases but does not con-
verge to 0. The graphs also show that if σdB is small, gaps
between the approximate and exact values increase. This is
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Fig. 4. Comparison of ρtm,1 from numerical integration and approxima-
tion under CIM model with different σdB when varying vmax.
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Fig. 5. Comparison of ρtm,τ from numerical integration and approxima-
tion under BRM model with different σdB when varying τ . σ
2
V = 0.0025,
n = 1 and λ = 60.
because if the range of ψτ (v) is small, then Watson’s lemma
does not work well in our approximation. In short, this
method assumes that the contribution from an exponential
term in an integral function of the form (8) rapidly decreases
from its maximum. However, if the integration range is too
small, the impact from the exponential correlation function
exp(σ2e−x/d0) does not disappear within the range, and
thus the approximation is likely to fail. (For details, see also
(41) and Section 4.1).
Fig. 5 shows the results for ρtm,τ under a BRM model
when varying τ . We set σ2V = 0.0025, n = 2 and λ = 2000,
and the other parameters are the same as those in Fig. 4.
We can see that the temporal correlation of interference
decreases slowly as τ increases but does not reach 0. A
similar tendency was found in Fig. 4, which were also
explained in Remark 6. Since we found that the difference in
mobility models barely affects the behaviors of the temporal
correlation coefficient of interference, we only show the case
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of the CIM model in what follows.
Fig. 6 compares results for ρtm,1 under CIM model with
different dcor. The adopted parameters were the same as
those in Fig. 4 (b). Similar to the spatial correlation of inter-
ference, if the correlation distance of shadowing increases,
then the temporal correlation of interference increases (see
also Fig. 2). In addition, if dcor increases, then the gaps
between the results from numerical and approximate meth-
ods also increase. The reason for this is similar to that in
Fig. 4 because if dcor increases, the exponential correlation
function tends to decrease slowly around v = 0 and thus
Watson’s lemma does not work well.
Furthermore, we show the impact of λ in Fig. 7. We
used the same parameters as those in Fig. 6. As we can
see from the figure, if the density of nodes increases, the
temporal correlation of interference increases. However, if
the variance of the shadowing becomes larger, the increase
becomes smaller. The reason for this can be considered as
follows. As we explained in Remark 6, the cross correlations
between interference from a node and those from other
nodes at different time slots, i.e., xi(t) and xj(t + τ)’s
(i 6= j), do not depend on the node mobility. On the other
hand, the cross correlation of interferences from a node at
different time-slots, i.e., xi(t) and xi(t + τ), depends on
the node mobility and can reduce the temporal correlation.
Indeed, we can see from (41) and Proposition 4.2 that this
term decreases as ψτ (0) decreases, i.e., the node mobility
becomes higher. Thus, as the density of nodes becomes
larger, the contribution from the former becomes dominant
in the temporal correlation coefficient of interference, i.e.,
the impact of the node mobility decreases. As a result, the
overall temporal correlation increases.
Finally, we investigate the difference between the cases
of n = 1 and n = 2. Fig. 8 shows the results for ρsp,δ under
the CIM model with different n and dcor. We set λ = 60
when n = 1 and λ = 602 when n = 2 so that λn are
equal. The figure shows that the decay rates of the temporal
correlation of interference are different for n = 1, 2. This fact
can be easily confirmed from Theorem 4.2, in which the case
of n = 1 includes the term ofO(σ2dB)when the case of n = 2
has the term of O(σ4dB). This fact indicates that the shape of
a network is also important when considering a spatially
correlated shadowing environment. Furthermore, the errors
of our approximate formulas increased as σdB decreased;
however, the approximate formulas where highly accurate
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when σdB ≥ 3. As discussed in Section 5.1.2, this result can
be considered as realistic settings as a typical value of σdB
lies between 3 and 15 dB [16].
6 CONCLUSION
In this paper, we studied the spatial and temporal correla-
tion of interference in a correlated shadowing environment.
On the basis of Gudmundson’s model [17], we derived a
simple asymptotic expansion of the spatial and temporal
correlation coefficients of interference when the variance of
shadowing is large. The obtained expansions are helpful
for understanding the relationship between the correlation
distance of shadowing and correlation of interference. We
also showed in numerical results that the asymptotic expan-
sions can be used as tight approximate formulas, which is
useful for modeling various wireless networks in spatially
correlated shadowing environments.
Furthermore, we can adopt our results for the design
of MANETs, such as the correlation-aware retransmission
scheme proposed by Gong and Haenggi [7]. In this scheme,
if a transmission fails in a temporally correlated interference
environment, the retransmission is prolonged to prevent
failure in consecutive time slots. On the other hand, if a
transmission is successful, transmissions should be made
more frequently because the success probability in the
following time-slots conditioned on the current success is
expected to be higher. We can choose an appropriate retrans-
mission period based on the results of the temporal correla-
tion. Similarly, we can also consider a design problem with
multiple antenna systems so that the received interferences
13
become independent based on the analytical results of the
spatial correlation.
In this work, we set several assumptions to consider a
general setting and obtain tractable results. Thus, we will
endeavor extensions to more realistic settings in our future
work. For example, we assumed slotted ALOHA as the
MAC. A CSMA network can be spatially modeled by using
a hardcore point process (e.g., [40]). Such an extension to
other spatial models will be considered in future studies.
Furthermore, even though our results of the temporal cor-
relation (Section 4.4) do not require any conditions on the
distribution of the moving distance, i.e., ψ(·), we assumed a
simple i.i.d. mobility model. On the other hand, the correla-
tion of node mobility, such as the random waypoint model
considered in [13], makes the analysis highly intractable
even in a one-dimensional network. Thus, we will consider
an extension to such a model as in future research. In addi-
tion, we adopted Gudmundson’s model [17] for modeling
the spatially correlated shadowing; however, many studies
have reported cases where this model is not applicable. For
example, Agrawal and Patwari [29] demonstarated such a
case and proposed an extension of Gudmundson’s model.
However, their model includes many non-analytical integral
expressions, and thus, tractable results cannot be obtained.
Applying our approximation approach to such a compli-
cated model will also be attempted in a future work.
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APPENDIX A
PROOF OF COROLLARY 4.1
To begin, we give the following equation by reduction, for
any m ∈ N,
ϕ(m)(s) = (u′(s))m+1g(m)(a+ u(s))
+
m(m+ 1)
2
(u′(s))m−1u′′(s)g(m−1)(a+ u(s)) + ζm−2(s),
(A.1)
where ζm(s) denotes a certain polynomial function of
{g(i)(s); i ≤ m}. If m = 1, we can immediately confirm
that (A.1) holds because
ϕ′(s) = (u′(s))2g′(a+ u(s)) + u′′(s)g(a+ u(s)).
Furthermore, differentiating the both sides of (A.1) with
respect to s, we have
ϕ(m+1)(s) = (u′(s))m+2g(m+1)(a+ u(s))
+ (m+ 1)(u′(s))mu′′(s)g(m)(a+ u(s))
+
m(m+ 1)
2
[
(u′(s))mu′′(s)g(m)(a+ u(s))
+ {(m− 1)(u′(s))m−2(u′′(s))2
+ (u′(s))m−1u′′′(s)}g(m−1)(a+ u(s))
]
+ ζ′m−2(s)
= (u′(s))m+2g(m+1)(a+ u(s))
+
(m+ 1)(m+ 2)
2
(u′(s))mu′′(s)g(m)(a+ u(s)) + ζm−1(s),
where we use
ζm−1(s) :=
m(m+ 1)
2
{(m− 1)(u′(s))m−2(u′′(s))2
+(u′(s))m−1u′′′(s)
}
g(m−1)(a+ u(s)) + ζ′m−2(s),
in the second equality. Therefore, (A.1) holds for anym ∈ N.
By substituting s = 0 into (A.1) and using (12) and (13),
we obtain
ϕ(n−1)(0) = (u′(0))ng(n−1)(a), (A.2)
ϕ(n)(0) = (u′(0))n+1g(n)(a)
+
n(n+ 1)
2
(u′(0))n−1u′′(0)g(n−1)(a). (A.3)
In addition, by differentiating (11) with respect to s, we have
R′(t)u′(s) = −1, R′′(t)u′(s) +R′(t)u′′(s) = 0,
which leads to
u′(0) = − 1
R′(a)
, u′′(0) = − R
′′(a)
(R′(a))3
.
Finally, by substituting the above expressions into (A.2) and
(A.3), and applying the result to (9), we obtain (14).
APPENDIX B
PROOF OF PROPOSITION 4.2
In this proof, we only prove the case of n ≥ 2 because the
case of n = 1 can be easily shown in a similar manner as the
proof of Lemma 3 in [19].
In the n-dimensional spherical coordinate system, by
using r ∈ R+ and θ = (θ1, . . . , θn−1) ∈ [0, π)n−2× [0, 2π) ,
P , a fixed point x = (x1, x2, . . . , xn) in n-dimensional
Cartesian coordinates is projected into
x1 = r cos θ1,
x2 = r sin θ1 cos θ2,
x3 = r sin θ1 sin θ2 cos θ3,
...
xn−1 = r sin θ1 · · · sin θn−2 cos θn−1,
xn = r sin θ1 · · · sin θn−2 sin θn−1. (B.1)
In addition, the Jacobian is given by
rn−1 sinn−2 θ1 · · · sin θn−2 , rn−1J(θ).
Thus, by considering x → (r, θ) and y → (s,φ) (r, s ∈
R+, θ,φ ∈ P), Ψn(f) can be rewritten as
Ψn(f) =
∫
P
∫
P
∫
R+
∫
R+
sn−1rn−1eσ
2e
− s
d0 f(s)
ℓ(r)ℓ(D(r, s, θ,φ))
× J(θ)J(φ)dsdrdθdφ, (B.2)
where D(r, s, θ,φ) denotes the distance between two dis-
tinct points in the n-dimensional spherical coordinate sys-
tem such that
D2(r, s, θ,φ) = (r sin θ1 · · · sin θn−1 − s sinφ1 · · · sinφn−1)2
+
n−1∑
i=1
(r sin θ1 · · · sin θi−1 cos θi − s sinφ1 · · · sinφi−1 cosφi)2
= r2 + s2 − 2rs
(
n−1∏
i=1
sin θi sinφi
+
n−1∑
i=1
cos θi cosφi
i−1∏
j=1
sin θj sinφj
 . (B.3)
2Let
g(s) =
sn−1f(s)
ℓ(D(r, s, θ,φ))
.
It then follows from (B.3) that
g′(0) = g′′(0) = · · · = g(n−2)(0) = 0, (B.4)
g(n−1)(0) =
(n− 1)!f(0)
ℓ(r)
, (B.5)
g(n)(0) = n!
(
f ′(0)
ℓ(r)
+ αrα−2
f(0)
(ℓ(r))2
(
n−1∏
i=1
sin θi sinφi
+
n−1∑
i=1
cos θi cosφi
i−1∏
j=1
sin θj sinφj
 . (B.6)
In addition, (d/ds)e−
s
d0 |s=0= −1/d0. Therefore, we can
apply Corollary 4.1 and obtain
∫
R+
sn−1eσ
2e
− s
d0 f(s)
ℓ(D(r, s, θ,φ))
ds ∼ dn0 eσ
2
(
g(n−1)(0)
σ2n
+
(
d0g
(n)(0)
+
n(n+ 1)g(n−1)(0)
2
)
1
σ2(n+1)
+O
(
1
σ2(n+2)
))
. (B.7)
Note that
∫
P
∫
P
(
n−1∏
i=1
sin θi sinφi
+
n−1∑
i=1
cos θi cosφi
i−1∏
j=1
sin θj sinφj
dθdφ = 0.
Thus, combining the above expression with (B.5) and (B.6)
and substituting them into (B.7), we have
Ψn(f) ∼ dn0 eσ
2
∫
P
∫
P
∫
R+
rn−1
(ℓ(r))2
{
(n− 1)!f(0)
σ2n
+
(
(n+ 1)!f(0)
2
+ d0n!f
′(0)
)
1
σ2(n+1)
× J(θ)J(φ)dsdrdθdφ+O
(
1
σ2(n+2)
)}
= dn0 e
σ2
∫
Rn
dx
(ℓ(‖x‖))2
∫
P
J(φ)dφ
{
(n− 1)!f(0)
σ2n
+
(
(n+ 1)!f(0)
2
+ d0n!f
′(0)
)
1
σ2(n+1)
+O
(
1
σ2(n+2)
)}
.
Finally, combining the above expression with (17) and
∫
P
J(φ)dφ =
∫ 1
0 r
n−1dr
∫
P J(φ)dφ∫ 1
0 r
n−1dr
= nVn,
we obtain (20).
APPENDIX C
PROOF OF LEMMA 4.2
In this appendix, we prove the case of n = 1 because the
case of n = 2 is already shown. From Campbell’s theorem
and (26), the first term in (25) can be rewritten as
E
 ∑
xi,xj∈Φ
(2)
6=
hih˜jS(xi)S(xj)
ℓ(‖xi‖)ℓ(‖xj − o˜δ‖)

= λ2p2
∫∫
(R)2
exp
(
σ2e−
‖x−y‖+δ
d0
)
ℓ(‖x+ o˜δ‖)ℓ(‖y‖) dxdy. (C.1)
By considering |x − y| = s ∈ R+, the integral term in (C.1)
can be rewritten as
∫
R
∫
R
eσ
2e
−
|x−y|+δ
d0
ℓ(‖x+ o˜δ‖)ℓ(‖y‖)dydx
=
∫
R
∫
R+
eσ
2e
− s+δ
d0
ℓ(|x+ δ|)
[
1
ℓ(|x+ s|) +
1
ℓ(|x− s|)
]
dsdx.
=
∫
R
1
ℓ(|x+ δ|)
∫
R+
eσ
2e
−
s+δ
d0
[
1
ℓ(|x|+ s) +
11(s < |x|)
ℓ(|x| − s)
+
11(s ≥ |x|)
ℓ(s− |x|)
]
dsdx.
Applying Corollary 4.1, we obtain, for x ≥ 0,
∫ ∞
0
eσ
2e
− s+δ
d0
ℓ(x+ s)
ds ∼ eσ2e
− δ
d0
[
d0
ε0 + xα
e
δ
d0
σ2
+
(
d0
ε0 + xα
− αd
2
0x
α−1
(ε0 + xα)2
)
e
δ
d0
σ4
+O
(
e
3δ
d0
σ6
)]
, (C.2)
∫ x
0
eσ
2e
− s+δ
d0
ℓ(x− s) ds ∼ e
σ2e
− δ
d0
[
d0
ε0 + xα
e
δ
d0
σ2
+
(
d0
ε0 + xα
+
αd20x
α−1
(ε0 + xα)2
)
e
δ
d0
σ4
+O
(
e
3δ
d0
σ6
)]
. (C.3)
In the same way as the above, we can also have, for x ≥ 0,
∫ ∞
x
eσ
2e
− s+δ
d0
ℓ(s− x) ds =
∫ ∞
0
eσ
2e
− x+s+δ
d0
ℓ(s)
ds
∼ d0
ε0
e
x+δ
d0
σ2
+O
e 2(x+δ)d0
σ4
 . (C.4)
Therefore, substituting (C.2)–(C.4) into (C.2) leads to
∫
R
∫
R
eσ
2e
−
|x−y|+δ
d0
ℓ(‖x+ o˜δ‖)ℓ(‖y‖)dydx ∼
∫
R
1
ℓ(|x+ δ|)
×
[
eσ
2e
− δ
d0 2d0
ε0 + |x|α
{
e
δ
d0
σ2
+
e
2δ
d0
σ4
+O
(
e
3δ
d0
σ6
)}
+ eσ
2e
−
|x|+δ
d0
d0ε0 e
|x|+δ
d0
σ2
+O
e 2(|x|+δ)d0
σ4

dx. (C.5)
3Recall here that (see the definition of U1(δ), i.e., (27))
U1(δ) =
∫
R
dx
ℓ(|x|)ℓ(|x− δ|) =
∫
R
dx
ℓ(|x+ δ|)(ε0 + |x|α) .
(C.6)
In addition, it follows from Corollary 4.1 that
∫
R
eσ
2e
− x+δ
d0 e
|x|+δ
d0 dx
ℓ(|x+ δ|) =
∫ ∞
0
eσ
2e
− x+δ
d0 e
x+δ
d0 dx
ℓ(x+ δ)
+
∫ δ
0
eσ
2e
− x+δ
d0 e
x+δ
d0 dx
ℓ(δ − x) +
∫ ∞
δ
eσ
2e
− x+δ
d0 e
x+δ
d0 dx
ℓ(x− δ)
∼ 2eσ2e
−δ
d0
[
d0
(ε0 + δα)
e
2δ
d0
σ2
+O
(
e
4δ
d0
σ4
)]
+eσ
2e
−2δ
d0
[
d0
ε0
e
4δ
d0
σ2
+O
(
e
6δ
d0
σ4
)]
.
Thus, combining the above and (C.6) with (C.5) yields
∫
R
∫
R
eσ
2e
−
|x−y|+δ
d0
ℓ(‖x+ o˜δ‖)ℓ(‖y‖)dydx
∼ 2d0eσ2e
−δ
d0 U1(δ)
[
e
δ
d0
σ2
+
e
2δ
d0
σ4
+O
(
e
3δ
d0
σ6
)]
+eσ
2e
−δ
d0 2d
2
0e
2δ
d0
(ε0 + δα)ε0σ4
+ eσ
2e
− 2δ
d0 d
2
0e
4δ
d0
ε20σ
4
. (C.7)
Furthermore, recall that the second term in (25) can be
rewritten as
E
∑
xi∈Φ
hih˜iSi
ℓ(‖xi‖)ℓ(‖xi − o˜δ‖)
 = λpeσ2e−δd0 U1(δ).
Consequently, putting (C.7) into (C.1) and combining it and
the above into (25) completes the proof.
