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Controlling chimera states in multilayer network through linear augmentation
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Department of Physics, Aligarh Muslim University, Aligarh 202 002, India
In this work we present a method to control chimera states through linear augmentation. Using an
ensemble of globally coupled oscillators, we demonstrate that control over the spatial location of the
incoherent or coherent regions of a chimera state in a network can be achieved. This is characterized
by exploring their basins of attraction. We also verify the stability of different states present in the cou-
pled systems before and after linear augmentation by calculating the transverse Lyapunov exponent
and Master stability function. We observe that the control through this technique is independent of
the coupling mechanisms and also on the initial conditions chosen for the creation of chimera states.
I. INTRODUCTION
Chimera states are interesting collective behavior
where synchronized and desynchronized dynamics co-
exists. These are observed in an ensemble of either glob-
ally or nonlocally coupled oscillators. In classical set-
tings, a group of nonlocally coupled identical phase os-
cillators can spontaneously form two groups. One that
posses synchronized motion, while the other group is
desynchronized [1, 2]. This coexistence of coherent and
incoherent group was called as chimera state. Numer-
ous studies have been devoted to study the chimera
states in various generalized situations. These include
ensembles of metronomes [3, 4], networks in neuro-
science [5, 6], biology [7, 8], Josephson junction ar-
rays [9] and electrochemical systems [10, 11]. Recently,
there have been studies where chimeric states were ob-
served as a result of induced multistability in identi-
cal chaotic oscillators that have been coupled without
time delay [12–14]. Multistability is induced in the sys-
tem as a result of coupling where the basins of the co-
existing attractors are completely intertwined leading
to stable chimera states for arbitrary initial conditions.
Transitions in these intertwined or riddled basins [15]
have been characterized by looking at the transverse
Lyapunov exponents, uncertainty exponent and scaling
laws [16, 17].
Controlling chimera states has been an important con-
cern in the field of applied complex systems. Some
studies have shown that chimeric states can be stabi-
lized in nonlocally coupled oscillator networks. Gra-
dient dynamics was applied to control chimera states,
resulting in chimeras with desired positions of coher-
ent and incoherent domains [18]. A feedback control
[19] scheme was proposed to control the basins of at-
traction and lifetime of chimeras in large coupled sys-
tems. Chimera states have also been controlled by sup-
pressing the chimera collapse and stabilizing its spatial
positions [20]. Chimera states in a small network was
controlled by making use of tweezers [21, 22]. At other
instance, chimera states were controlled with the help
of delays where life time of the amplitude chimeras can
be greatly increased or decreased depending upon the
coupling delay [23]. Moreover, a self feedback can be
applied to control the spatial positions of coherent and
incoherent domains in the array of coupled oscillators
[24].
Recently, it has been shown that linear augmenta-
tion (LA) has powerful effects in targeting desired fixed-
point solutions [25], suppressing bistability [26], control-
ling the dynamics of drive-response systems [27] and
regulating the dynamics of hidden attractors [28]. The
advantage of this control scheme is that it allows to
achieve the desired state without manipulating system
parameters. Here we implement LA technique to con-
trol chimera states. These chimera states may emerge
through different types of couplings namely global,
mean-field, nonlocal and local. The idea of LA has not
been previously explored to control the chimera states.
In this work we consider a network of N identical
chaotic oscillators coupled to a common drive. The dy-
namics of each oscillator evolves according to the rule
−˙→
X = F (
−→
X) (
−→
X ∈ Rm). Out of the m state variables of
each dynamical system one is connected to a common
drive. We argue that our system can be represented as
a multilayer network with l = m + 2 layers. The multi-
layer network consists of three layers corresponding to
the variables of response systems [29], a layer consisting
of driving nodes and a control layer where each node is
a linear system. The interlayer connections [30, 31] are
governed by the dynamics of the Lorenz system and its
connection to a common drive as argued in the follow-
ing section. If all the nodes of one of the response layers
are coupled to a common drive, one observes chimera
states through induced multistability [13]. Chimeras
may be controlled by augmenting the desired nodes of
the response layers to that of the control layer. The re-
sulting state may be a chimera where coherent and inco-
herent domains have fixed spatial locations. By chang-
ing the number of augmented nodes one can also obtain
a state that is purely synchronized, coexisting clusters
or a desynchronized state. The underlying mechanism
behind the annihilation of coexisting attractors can be
understood by exploring the basins of attraction of the
linearly augmented response system driven by a chaotic
system. We observe that in the absence of linear aug-
2mentation, the basin is riddled having multiple attrac-
tors. For a proper choice of control parameter riddling
disappears because the response has been stabilized to
one of the desired chaotic attractor. The stability and ro-
bustness of these resulting states can be verifiedwith the
help of Master Stability function [32–34] which is nega-
tive for the stable synchronized state.
We describe the creation of chimera states in the
framework of multilayer networks in Section II. This is
then extended to study the control of chimera states in
Section III. Further, in section IVwe explore the parame-
ter space to characterize regions where effective control
is permissible. In Section V we explore the robustness
and stability of the resulting states. This is followed by
a summary and discussion in Section VI.
II. COLLECTIVE DYNAMICS OF THE NETWORK OF
RESPONSE SYSTEMS
In the present work we create chimera state in a
network of N coupled chaotic Lorentz systems
−˙→
Xr =
F (
−→
Xr) driven by a chaotic Ro¨ssler drive
−˙→
Xd = F (
−→
Xd),
(
−→
Xr,
−→
Xd ∈ R
m). In this case for the sake of simplic-
ity, we present coupled systems as a network consisting
of l = m + 1 layers as shown in Fig. 1. The dynam-
ics of each node in layers LX , LY , LZ is given by the
three variablesXr, Yr, Zr, respectively of the Lorenz (re-
sponse) systems [29–31, 35–37]. Dynamics at each node
of the LD layer is described by the Ro¨ssler drive. Only
one node in the LD layer is used to drive the entire
system. Other nodes in the LD layer remains discon-
nected from the network. The real physical couplings
present between the nodes of layers LZ and LD is ex-
plained schematically in Fig. 1 [29]. Since there is no
real coupling between the nodes in LX and LY layer
we may called them as improper layers of the network
[29]. The connection topology between the nodes of
each layer (Fig. 1) can be represented by an adjacency
matrix A
[α]
ij , where α = LX , LY , LZ , LD identifies dif-
ferent layers and i, j = 1, 2, 3, ...., N represent different
nodes of the layer present in the network. A
[α]
ij = 1, if
there is a connection between the nodes, otherwise it is
zero [30, 31, 38]. In layer LZ , each nodes is connected
to only one node of the LD layer i.e. layer LZ and LD
makes interlayer connection [30, 31] between them. The
elements of the matrix A
[α]
ij = A
[LZLD]
i1 = Ai1 = 1 for
all i = 1, 2, 3, ...., N and j = 1 (only one node of the LD
layer is connected). For each layer A
[α]
ij = 0 if there is no
intralayer connection between the nodes of a particular
layer [30, 31]. We present explicitly the dependence of
the state variables of each response systems by the bidi-
rectional dotted lines.
Mathematically, an ensemble of N Lorenz oscillators
FIG. 1: Multilayer diagram of three response systems whose
Xr , Yr, Zr variables are the nodes of LX , LY , LZ layers, re-
spectively. Xr variables of response systems are driven by
a single node of the LD layer. Magenta color (dark gray)
curves represent real physical couplings between a drive and
response systems. Bidirectional dotted lines represent explicit
dependence of variables of each response system.
driven by a chaotic drive namely Ro¨ssler oscillator may
be described by the following equations
x˙d = −yd − zd
y˙d = xd + ayd
z˙d = b+ zd(xd − c)
x˙ri = σ(yri − xri)
y˙ri = rxri − yri − xrizri
z˙ri = xriyri − βzri + ε1Aij (zd − zri) , (1)
where, subscripts d and r represent drive and response
systems, respectively. i = 1, 2, 3, ...., N are the number of
response systems that represent each node of the layers
LX , LY and LZ . Since only one drive is used to study
the dynamics of Eq. 1, therefore j = 1 i.e. Aij = Ai1.
ε1 is the coupling strength between drive and response
systems. The parameter values are taken to be a = 0.2,
b = 0.2, c = 5.7, σ = 10, r = 28 and β = 8/3 such that the
dynamics of the uncoupled systems is chaotic. Since the
Lorentz system is invariant under the transformation
(−xr,−yr, zr) → (xr, yr, zr), we couple the system in
zr variable thereby preserving the symmetry of the sys-
tem in the xr− yr plane [17]. Ai1 is an (N × 1) adjacency
matrix given by
[
1 . . . 1
]T
where, T is the transpose.
This represents interlayer connection between the nodes
of LZ and LD layers.
3For N = 1, Eq. 1 reduces to the drive response config-
uration which has been studied in Ref. [17]. The main
observations can be summarized as follows. Typically
in a drive response system there is a generalized syn-
chronization (GS) above a threshold value of the cou-
pling when the response variables become implicit func-
tion of the drive [39]. When the largest conditional Lya-
punov exponent (LCLE) λ is positive, the dynamical
states are desynchronized. The transition from asyn-
chrony to bistable GS occurs gradually through a region
where there are multiple coexisting attractors C∓,0 as
shown in Fig. 2.
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FIG. 2: Attractors (a) C−, (b) C+ and (c) C0 are created due to
multistability in Eq. 1 with N = 1 at coupling strength ε1 =
0.70.
This analysis can be extended to study the dynamics
of N globally coupled Lorenz oscillators with linear dif-
fusive coupling shown in Eq. 1. The collective dynamics
of Eq. 1 is a chimera as shown in Fig. 3 for N = 100
oscillators. The chimera state consists of three distinct
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FIG. 3: Chimeric behaviour in an ensemble ofN = 100 driven
Lorentz oscillators at ε1 = 0.70. We plot (a) the time evolu-
tion of the xr variables and (c) their respective xr variables.
We depict (b) the time evolution of phases and (d) their corre-
sponding frequencies. Here G∓ represents two synchronized
clusters and (G0) corresponds to desynchronized state.
sub-populations (G∓,0) corresponding to the three dis-
tinct attractors C∓,0 [13]. Fig. 3(a) shows the time evo-
lution of the xr variables where we observe that the en-
tire population can be divided into three groups (G∓,0).
While in the first two groups (G∓) the oscillators are
synchronized, the oscillators in the third group (G0) are
desynchronized. This can also be seen by plotting the xr
variables as shown in Fig. 3(c). We also emphasize here
that the oscillators in the first two groups (G∓) are in
phase synchrony with each other. Evolution of phases of
each oscillators is shown in Fig.3(b). Their mean phase
velocities (frequencies) given by ωi =
2piQi
∆T is plotted
in Fig. 3(d). Here Qi is the number of maxima of the
time series xri(t) of the i
th oscillator in the time interval
∆T = 105. Results are generated after removing initial
transients for 2× 105 times.
III. EFFECT OF LINEAR AUGMENTATION
As argued earlier, one can destroymultistability in the
system if the response is augmented to a linear system.
This is possible because of the merging of the unstable
fixed points [27]. The general form for a linearly aug-
mented system is given by
−˙→
X = F (
−→
X) + ε
−→
U
−˙→
U = −K
−→
U − ε(
−→
X −B) (2)
F (
−→
X) represents the nonlinear system which is to be
augmented,
−→
X ∈ Rm, ε describes strength of feedback
between the augmented oscillator and the linear sys-
tem.
−˙→
U = −K
−→
U describes the dynamics of linear sys-
tem, K is the decay parameter [40],
−→
U = [u, 0, 0, 0....]
T
,
ε(
−→
X −B) provide sustained oscillations to the linear
system. B = [b, 0, 0, 0....]
T
is the control parameter of
the augmented system which is close to the fixed points
of the system [25–27] and T indicates transpose.
Here we target a given set of oscillators by adding
another layer namely the control layer LU as shown
in Fig. 4. Layer LU contains a linear system on each
node out of the N linear systems. Note that in ad-
dition to the layers of the drive and response systems
(LD, LX , LY , LZ) as shown in Fig. 1, we have added a
control layer LU i.e. now l = m + 2. The dynamics of
the drive-response system coupled to the control unit is
given by (c.f. Eq. 1)
x˙d = −yd − zd
y˙d = xd + ayd
z˙d = b+ zd(xd − c)
x˙ri = σ(yri − xri) + ε2Eijuj
y˙ri = rxri − yri − xrizri
z˙ri = xriyri − βzri + ε1Ai1 (zd − zri)
u˙j = −Kuj − ε2Eij(xri −B) (3)
4Here, i, j = 1, 2, 3, ..., N , ε2 is the coupling strength be-
tween the linear system and the response system, B is
close to the fixed points of the coupled drive response
system and other parameters are same as described in
Eq. 1. Eij and Ai1 are (N × N) and (N × 1) adjacency
matrices given by


1 0 0 . . . 0
0 0 0 . . . 0
0 0 1 . . . 0
. . . . . . .
0 0 0 . . . 1

 and
[
1 . . . 1
]T
respectively. Eij represents the connection topology be-
tween the response layer LX and the control layer LU .
The dynamics at each node in the layer LU is given by
the variable uj . Eij = 1, if there is a coupling between
response system and its corresponding linear system,
otherwise Eij = 0. The topology for Ai1 matrix remains
same as discussed earlier. The connection topology be-
tween the layers LX and LU is represented by A
[LXLU ]
ij .
A
[LXLU ]
ij = E
[LXLU ]
ij = Eij = 1 (i = j), if there is an
interlayer connection between the nodes of LX and LU
layers, otherwise Eij = 0 [30, 31, 36–38]. In the absence
of LA i.e. ε2 = 0 (A
[LXLU ]
ij = Eij = 0), the dynam-
ics of N = 100 coupled oscillators is a chimera state at
ε1 = 0.70 as shown in Fig. 3. In presence of LA, a given
set of oscillators can be transformed to the desired state
depending upon the value ofB at constantK and ε2 and
Eij = 1 (i = j) for oscillators of this set. For this purpose
we determine fixed points of the coupled drive-response
systems. Morphologically, the attractors C∓ are formed
due to chaotic modulation of the fixed points [41]
−→
X∗ri∓
(determined below) in the response systems. Therefore,
in this case B is approximately equal to the fixed points
of the coupled drive-response systems (Eq. 3). Fixing
ε1 = 0.70 for which chimera states have been obtained
(Fig. 3) and keeping decay parameter K = 5, desired
number of response systems are connected to the linear
systems.
At equilibrium, the coupled response systems can be
written as
σ(y∗ri − x
∗
ri
) = 0
rx∗ri − y
∗
ri
− x∗riz
∗
ri
= 0
x∗riy
∗
ri
− βz∗ri + ε1Ai1(zd − z
∗
ri
) = 0 (4)
After solving we get three sets of equilibrium
points:
−→
X∗ri0
= (x∗ri0 , y
∗
ri0
, z∗ri0 ) = (0, 0, 0) situ-
ated at the origin and another two sets of equi-
librium points are
−→
X∗ri∓
= (x∗ri∓ , y
∗
ri∓
, z∗ri∓ ) =
(∓
√
(β + ε1Ai1)(r − 1)− ε1Ai1zd, r − 1), where
x∗ri∓
= y∗ri∓
. We make the following choices for B:
B ≃ B∓ = x
∗
ri∓
= ∓
√
(β + ε1Ai1)(r − 1)− ε1Ai1zd and
FIG. 4: Extension of Fig. 1 after linear augmentation. Now,
control layer LU is included with nodes of three linear sys-
tems. The bidirectional black color curves represent coupling
between Xr variables of desired number of response systems
at layerLX and their corresponding linear systems at layerLU
.
B = B0, where x
∗
ri−
<< B0 << x
∗
ri+
. Therefore, for
B ≃ B∓, the system dynamics moves to the attractor
C∓ (Figs. 2(a), (b)) and forB = B0, the system dynamics
evolves towards the C0 attractor (Fig. 2(c)). Note that
for B = B∓, the system dynamics is a fixed point x
∗
ri∓
.
Therefore, we consider B to be approximately equal to
B∓ i.e. B ≃ B∓.
Fig. 5 represents fraction of initial conditions going to
the attractors C∓,0 represented by red (light gray), blue
(dark gray) and black curves, respectively at ε1 = 0.70
and K = 5. Control parameters in Figs. 5 (a), (b), (c) are
B ≃ B∓,0, respectively. These results correspond to the
case when there is only one (N = M = 1) linearly aug-
mented Lorenz system driven by Ro¨ssler drive which is
given by equation Eq. 3. In Fig. 5, for the value of cou-
pling strength ε2 & 3, all initial conditions move to a
desired state depending upon the value ofB. Therefore,
the region ε2 & 3 is suitable for controlling the dynam-
ics. Thus, in an ensemble of oscillators, we can use this
scheme to obtain the desired collective state.
Setting the augmentation strength at ε2 = 4 following
cases have been explored to study the collective dynam-
ics of Eq. 3 for N = 100 oscillators.
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FIG. 5: Fraction of initial conditions going to C∓,0 attractors
represented by red (light gray), blue (dark gray) and black
curves, respectively at decay parameterK = 5 and at coupling
strength ε1 = 0.70. Control parameters are set at (a) B ≃ B−,
(b) B ≃ B+ and (c) B = B0. To determine these fractions of
initial conditions we coupled single linear system to a Lorentz
system driven by a Ro¨ssler systemwithN = 1 (Eq. 3) over 500
different initial conditions.
A. Case I
Here M = 50 nodes in the LX layer are augmented
to M = 50 nodes of the LU layer while remaining
n = N −M = 50 oscillators remain unaugmented. Set-
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FIG. 6: Plots similar to Fig. 3, showing the controlled chimera
states forN = 100 oscillators. We represent (a) space-time plot
and (c) their corresponding plot for xr variables. We describe
(b) time evolution of phases and (d) their corresponding fre-
quencies. All the results are obtained at ε1 = 0.70, K = 5,
B ≃ B+ and ε2 = 4. There are three synchronized clusters
(G∓, G+) and a desynchronized state (G0). Here, first n = 50
unaugmented oscillators exhibits chimera state and remaining
M = 50 augmented oscillators are forced to go to the group of
G+ oscillators where they become synchronized.
ting B ≃ B+, we observe that the resulting dynamics of
oscillators can be given on the attractor C+ and this set
forms the group G+. Fig. 6(a) shows time evolution of
the xr variables for N = 100 oscillators where n = 50
unaugmented oscillators remain in chimera state. The
remaining set of M = 50 oscillators exhibit dynamics
that is identical to that of synchronized (G+) cluster
where C+ attractors are stabilized. Fig. 6(c) describes
their corresponding plot for the xr variables at a given
time. In Fig. 6(b) we plot phase-time relationship with
their average phase velocities (frequencies) plotted in
Fig. 6(d). This again shows that the oscillators in the
groups G+ and G− are in phase synchrony. Similarly
these selected set of oscillators can be linear augmented
to follow the dynamics of the oscillators present in the
G− (synchronized) or G0 (desynchronized) groups by
setting B ≃ B− or B = B0.
B. Case II
In this case we couple each node of the LX layer to a
node in the LU layer. We observe that the entire chimera
state present in the network of response systems can
be destroyed. In Fig. 7 using B = B0, we augment
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FIG. 7: All the N = 100 oscillators are forced to follow the
dynamics of C0 attractor where they become desynchronized
at the parameter values ε1 = 0.70, K = 5, B = B0 and ε2 = 4.
We represent (a) the time evolution of the xr variables and (b)
their corresponding plot for xr variables. We plot (b) the time
evolution of phases and (d) their corresponding frequencies.
M = N = 100 oscillators so that all the oscillators go to
the desynchronized (G0) state and follow the dynamics
of C0 attractor. Fig. 7(a) represents space-time plot and
Fig. 7(c) indicates their corresponding plot for xr vari-
ables for N = 100 oscillators. Similarly, in Fig. 7(b) we
show phase-time plot and Fig. 7(d) represents their cor-
responding frequencies. Using similar arguments one
may also make the transition to a completely synchro-
nized state by setting B ≃ B− or B ≃ B+ in which case
all the oscillators would either form G− or G+ group.
Thus, one can transform the whole dynamics present in
6the chimera state to a single dynamics thereby annihi-
lating chimera states.
IV. SELECTION OF CONTROL REGION
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FIG. 8: Variation of (a) largest conditional Lyapunov exponent
and (b) average value of xr variable over time t (< xr >t) in
parameter spaceB−ε2 atK = 5. Variation of (c) largest condi-
tional Lyapunov exponent and (d) average value of xr variable
over time t (< xr >t) in parameter space K − B at ε2 = 4 for
the response system in Eq. 3 with N = 1 at ε1 = 0.70
We plot the largest conditional Lyapunov exponent
(LCLE) [42, 43] and average value of xr variable< xr >t
in the B − ε2 space in Figs. 8(a) and (b) respectively, at
K = 5, ε1 = 0.7 and M = N = 1. For ε2 < 3 and
−3 < B < 3, we observe amixed regionwhere the LCLE
exhibits both negative and positive values implying that
the initial conditions may evolve to any of the coexisting
attractors C∓,0. Thus, effective control can be achieved
only for the ε2 > 3. This observation is also consistent
with the values of < xr >t plotted in Fig. 8(b). In the re-
gionB < −3 andB > 3, dark orange (dark gray) shaded
region corresponds to the negative values of LCLE and
the initial conditions asymptote only to the attractors
C∓ that remains synchronized. Other light orange (light
gray) shaded region corresponds to the positive LCLE
implying desynchronized dynamics. In Figs. 8(c) and
(d), we plot LCLE and< xr >t respectively in the B−K
parameter space. The cone shaped region in Fig. 8(c)
represents the positive values of LCLE, where the dy-
namics evolves to the C0 attractor (Fig. 8(d)). Therefore,
the dynamics in this region remains desynchronized.
Outside this cone for dark orange (dark gray) shaded
region, the LCLE becomes negative and the resulting at-
tractors are either C− or C+.
We also explore K − ε2 parameter space by plotting
the LCLE for B ≃ B∓,0 in Figs. 9(a), (b) and (c) respec-
tively. For B ≃ B∓ (Figs. 9 (a) and (b)) the LCLE al-
ways remains negative for K > 1.5. This suggests that
(a)
 0  2  4  6  8  10
 0
 1
 2
 3
 4
 5
ε2
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
(b)
 0  2  4  6  8  10
 0
 1
 2
 3
 4
 5
ε2
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
(c)
 0  2  4  6  8  10
K
 0
 1
 2
 3
 4
 5
ε2
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
FIG. 9: Variation of largest conditional Lyapunov exponent in
K−ε2 parameter space at (a)B ≃ B−, (b)B ≃ B+ and (c)B =
B0, respectively. These are plotted using equation Eq. 3 with
N = 1 at ε1 = 0.70. Side bar represents largest conditional
Lyapunov exponent of the response system.
the dynamics is always synchronized and corresponds
to the attractors C∓. In the region K < 1.5, LCLE may
be positive or negative and therefore initial conditions
may evolve to any of the three coexisting attractorsC∓,0.
This is the region where chimera states are observed. In
Fig. 9(c) forK < 7, except the orange (light gray) shaded
region one can observe positive value of LCLE for which
initial conditions evolve towardsC0 attractor atB = B0.
Thus one may infer that the dynamics cannot be con-
trolled in the region K < 1.5 as shown in Figs. 9(a), (b)
and for orange (light gray) shaded region as shown in
Fig. 9(c).
V. ROBUSTNESS AND STABILITY OF DIFFERENT
STATES BEFORE AND AFTER LINEAR
AUGMENTATION
To verify the robustness of chimera states before LA
(Eq. 1 with N = 2) and after LA (Eq. 3 with N = 2), we
explore the changes in the basins of attraction of coupled
drive-response systems for different values of ε2 and at
a constant value of control parameter B. In this case we
choose B = B0 and observe the changes in the basins
of attraction. As shown in Fig. 10(a), the basins of at-
traction for coupled drive-response systems (Eq. 1 with
N = 2) is riddled and completely interwoven in a com-
plex manner at ε1 = 0.70 and ε2 = 0. From Fig. 10(a),
we may conclude that two randomly selected nearby
initial conditions may asymptote to different regimes
that may be synchronized or desynchronized or we may
say that chimera states may occur for random [44, 45]
or quasirandom [46] initial conditions. It is very likely
that the basins will be even more intertwined for large
volumes and larger N values. It has been shown that
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FIG. 10: Basins of attraction for coupled drive-response oscil-
lators with N = 2 (a) before LA using Eq. 1 and (b)-(f) after
LA using Eq. 3. These are plotted for augmentation strength
(a) ε2 = 0.0, (b) ε2 = 0.1, (c) ε2 = 0.5, (d) ε2 = 2.0, (e) ε2 = 3.0
and (f) ε2 = 4.0. The other parameters are fixed at ε1 = 0.7,
B = B0,K = 5. Here, red (light gray) and blue (dark gray) re-
gions represent the initial conditions that evolve towards the
attractors C∓. White region corresponds to the initial condi-
tions evolving towards the attractor C0.
the basin structure of different attractors in coupled sys-
tems is complex [44, 47]. Here, red (light gray), blue
(dark gray) and white regions represent initial condi-
tions which lead dynamics to the C∓,0 attractors, respec-
tively. Figs.10(b-f) represents the basins of attraction for
the coupled systems after LA (Eq. 3 with N = 2) for
different values of augmentation strengths (ε2). In this
case we observe that with increasing ε2 the initial con-
ditions corresponding to attractor C0 increases because
the control parameter of the augmented system is set at
B = B0.
We calculate the fraction of initial conditions fic as
a function of transversal distance Std =| zr1 − zr2 |
[17, 47] from the synchronization manifold using Eq. 3
with N = 2 and B = B0 for different values of cou-
pling strength ε2. For each value of Std, we consider an
ensemble of 103 initial conditions drawn from the rid-
dled region with xd = yd = zd = 1, xr1 = yr1 = 1,
xr2 = yr2 = 1 and zr1 , zr2 are chosen from the inter-
val [7, 9] at ε1 = 0.7 and calculate the fractions leading
to different attractors (C∓,0). In Fig.11, we change the
value of augmentation strength ε2 for a fixed value of
coupling strength ε1 and B = B0. In the absence of LA
i.e. with ε2 = 0.0, the value of fic does not change with
Std and there is always a constant value fic ≃ 1. How-
ever, as one increases the value of ε2, we observe that fic
decreases indicating that lesser number of initial condi-
tions go to different attractors. This is because of the
fact that by setting B = B0, the initial conditions cor-
responding to C0 attractor increases with increase in ε2.
This observation is found to be consistent with Fig. 5(c)
and Fig. 10. Thus, it can be inferred from Fig. 11 that
with increasing strength of LA, there is a uniform de-
crease in the initial conditions going to different attrac-
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FIG. 11: Variation of the fraction of initial conditions fic go-
ing to different attractors (C∓,0) as a function of transver-
sal distance Std =| zr1 − zr2 |. Using Eq. 3 with N = 2
for each value of Std, we consider 10
3 initial conditions with
xd = yd = zd = 1, xr1 = yr1 = 1, xr2 = yr2 = 1 and zr1 , zr2
are chosen from the interval [7, 9] at ε1 = 0.7.
tors (C∓,0).
We also compute largest transversal LE by consid-
ering the time evolution of the infinitesimal displace-
ment along a direction transversal to the synchroniza-
tion manifold [17, 48]. This was calculated by writing
Eq. 3 for i = j = 2 given by.
x˙d = −yd − zd
y˙d = xd + ayd
z˙d = b+ zd(xd − c)
x˙r1 = σ(yr1 − xr1) + ε2E11u1
y˙r1 = rxr1 − yr1 − xr1zr1
z˙r1 = xr1yr1 − βzr1 + ε1A11 (zd − zr1)
u˙1 = −Ku1 − ε2E11(xr1 − B)
x˙r2 = σ(yr2 − xr2) + ε2E22u2
y˙r2 = rxr2 − yr2 − xr2zr2
z˙r2 = xr2yr2 − βzr2 + ε1A21 (zd − zr2)
u˙2 = −Ku2 − ε2E22(xr2 − B) (5)
where A11 = A21 = E11 = E22 = 1 and other param-
eters are same as discussed earlier. If we perform the
changes in variables
x = xr2 − xr1 ; y = yr2 − yr1 ; z = zr2 − zr1 ;u = u2 − u1
X = xr1 + xr1 ;Y = yr2 + yr1 ;Z = zr2 + zr1 ;U = u2 + u1(6)
after which the coupled equations (Eq. 5) are given by
x˙ = σ(y − x); y˙ = rx− y − (Xz + Zx)
z˙ = (β + 2ε1)z +Xy + Y x; u˙ = −Ku− 2ε2x
X˙ = σ(Y −X); Y˙ = rX − Y − (XZ + xz)
z˙ = −βZ +XY + xy; U˙ = −KU − ε2(X − 2B)(7)
In these transformed systems we have a new set of
coordinates in which three coordinates are on the syn-
chronization manifold (X,Y, Z) and the other three are
8on the transverse manifold (x, y, z). We now calculate
the largest transverse Lyapunov exponent (TLE) which
describes whether perturbations transverse to the syn-
chronization manifold grow or shrink as t → ∞. In or-
der to determine TLE we put x = y = z = 0;X = Y = 1
and Z is chosen randomly.
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FIG. 12: Variation of the largest transversal Lyapunov expo-
nent (λT ) with respect to coupling strength ε1 corresponding
to Eq. 1 for N = 2 at ε2 = 0 i.e. before LA and (b) Variation of
the largest λT corresponding to Eq. 3 with N = 2, ε1 = 0.70 at
different values of ε2 after LA. (b) Red (light gray), blue (dark
gray) and black curves represent (λT ) for B ≃ B∓,0, respec-
tively atK = 5. These figures are plotted for 30 different initial
conditions.
In Fig. 12(a) we plot the variation of largest TLE with
the coupling strength in the absence of linear augmen-
tation (ε2 = 0). For smaller values of ε1, largest TLE
is positive indicating desynchronized states. For inter-
mediate values of ε1, TLE is both positive and negative
for different initial conditions. This indicates the coexis-
tence of coherent and incoherent dynamics for different
initial conditions. If we increase ε1 further we observe
that largest TLE is negative indicating that the dynam-
ics is synchronized. To see the effect of linear augmen-
tation, we fix ε1 = 0.7 and plot largest TLE w.r.t the
augmentation strength ε2 in Fig. 12(b). We observe that
there are three curves (red (light gray), blue (dark gray),
black) corresponding to the three values of the control
parameter B ≃ B∓,0. For ε2 . 3, we can see a mixed
region with both positive and negative largest TLE, irre-
spective of the value of B. Therefore, this region is not
preferable to achieve the desired dynamics. At ε2 > 3,
largest TLE corresponding to B = B0 is always posi-
tive (black curve) implying that the resulting dynamics
is always desynchronized and for the control parame-
ter B ≃ B∓, largest TLE becomes negative (red (light
gray), blue (dark gray) curves) indicating synchronized
dynamics. This is the region where one can force the
dynamics to a desired states for proper choice of B.
We also explore the idea of the master stability func-
tion (MSF) [32, 33] to study the effect of linear aug-
mentation in the multilayer network. One can write a
network of N coupled oscillators as dXi
dt
= F(Xi) −
ε
∑N
j=1GijH(Xj), where ε is a global coupling param-
eter, H(X) is a coupling function and G represents a
coupling matrix determined by the connection topol-
ogy. The variational equations dδXi
dt
= DF(s) · δXi −
ε
∑N
j=1GijDH(s) · δXj govern the time evolution of the
set of infinitesimal vectors about the synchronous solu-
tion. The generic form of all decoupled blocks is given
by
dδy
dt
= [DF(s)− κDH(s)] · δy. (8)
where, κ is a normalized coupling parameter. The
largest LE for this equation λM (κ) gives the MSF which
describes the linear stability of the synchronized dy-
namics.
In order to visualize the stability of different states
present in the multistable network it is important that
one should rather calculate the MSF of individual at-
tractors [34]. For coupled drive-response flows before
LA (Eq. 1), we calculate λM (ε1) in Fig.13(a). For smaller
values of ε1 one may observe that the MSF always re-
mains positive (red (light gray), blue (dark gray), black
curves) for all the three attractors C∓,0 indicating un-
stable desynchronized states. As the value of ε1 is in-
creased the MSF becomes negative in the region ε1 ≃
0.60 − 0.80. Interestingly, it can be seen that in this re-
gion λM (ε1) has different behaviour for different attrac-
tors, this implies that for a given value of ε1, the dynam-
ics over a given attractor may be synchronized, while
for other attractors it may not be synchronized. This
results in a state where we have a coexisting coherent
and incoherent regions. As one increases the value of ε1
further, the MSF for all attractors becomes negative im-
plying stable synchrony. After LA the system dynam-
ics depends on control parameter B of the linear sys-
tem in layer LU and becomes completely independent
of the initial conditions. Therefore, after LA, we calcu-
late MSF, λM (ε2) in Fig. 13(b) corresponding to differ-
ent values of B for K = 5 and ε1 = 0.70. Similar to
Fig. 12(b), here also for ε2 . 3, we can observe a mixed
states of both positive and negative values of λM (ε2)
leading the system dynamics to the stable and unstable
states irrespective of the value of B. As one increases
ε2 > 3, value of λM (ε2) corresponding to B ≃ B∓ (red
(light gray), blue (dark gray) curves) becomes negative
indicating stable synchronized dynamics and λM (ε2) is
positive for B = B0 (black curve) leading to desynchro-
nized dynamics of the network. Therefore, in order to
control the chimera or in other words to move the dy-
namics to a single state one must avoid the region for
ε2 . 3.
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FIG. 13: (a) Variation of the MSF (λM (ε1)) corresponding to
Eq. 1 with ε1 at ε2 = 0 i.e. before linear augmentation and
(b) variation of the MSF corresponding to Eq. 3 with ε2 at
ε1 = 0.70 after LA for 100 different initial conditions. (a)
Red (light gray), blue (dark gray) and black curves repre-
sent λM (ε1) for C∓,0 attractors, respectively. (b) Red (light
gray), blue (dark gray) and black curves represent λM (ε2) for
B ≃ B∓,0, respectively atK = 5.
VI. CONCLUSION
In this work we have examined the emergence of dy-
namical chimeras in the frame work of multilayer net-
works. These chimera states can further be controlled
by introducing a control layer where each node is a lin-
ear system. If we selectively switch on the couplings
between these nodes then one can effectively control
the resulting collective dynamics. Since the control in
this case takes place at the level of individual nodes,
it is possible to control the dynamics and hence con-
trol the spatial locations in the chimera states. Our re-
sults suggest that by fixing decay parameterK and cou-
pling strengths (ε1 and ε2), it is possible to shift the de-
sired number of oscillators to a particular state depend-
ing upon the value of B. We also observe that after LA a
particular (entire) set of the population of oscillators set-
tles into a single state (synchronized or desynchronized)
and becomes totally independent of the coupling mech-
anisms and initial conditions. By considering the Lorenz
dynamics in the three layers driven by the Ro¨ssler oscil-
lator, we observe that the basins are riddled. In pres-
ence of connections with the control layer, riddling is re-
duced. The riddled nature of the basins of attraction is
verified by showing that the fraction of initial conditions
going to different attractors obey power law. For very
large augmentation strengths, the basins were found to
be dominated by initial conditions going to the desired
attractor.
We have also calculated transverse Lyapunov expo-
nents which is negative for synchronized motion while
it is positive if the dynamics is desynchronized. In pres-
ence of LA we observe that the largest TLE reduces to
three curves for different values of the control param-
eter. The resulting curve suggests synchrony for the
negative values of TLE and desynchrony otherwise. By
calculating Master Stability Function, we confirmed the
stability of synchronized state. Since the MSF in pres-
ence of LA has different values for different attractors
we conclude that the dynamics of the synchronized state
is stable for which the MSF is negative.
The results presented here are general in the sense
that they can be applied to an ensemble of oscillators
where chimera states are observed through multistabil-
ity. Throughout this study, we have taken xr variable for
linear augmentation. We would like to emphasize here
that one may choose other variables as well. For gener-
ality we have checked our results for different drives in
presence of mutually coupled global and nonlocal cou-
plings. In each of these cases we observed that our re-
sults apply quite generally.
The techniques outlined in this work will in general
be helpful in engineering collective dynamics in mul-
tilayer networks where some layers are not accessible.
In particular, LA may be helpful in controlling the spa-
tial locations in the chimera states. There are instances,
namely in power grid and neuronal systems where it is
difficult to access internal parameters of the system. In
such cases one may employ these techniques to ensure
effective control.
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