Infrastructure not only plays an import role in socioeconomic development, but also results in a remarkable increase of CO 2 emissions. Based on a panel data analysis of 29 provinces in China from 1995 to 2013, we investigated the relationship between socioeconomic development and CO 2 emissions with special focus on the impact of infrastructure stock density in both the country and regional scales. The results confirmed that a 1% increase of material stocks in infrastructure per built-up area would lead to a 0.11% decrease in CO 2 emissions at the country level. The effect of infrastructure stock density on CO 2 emissions varied across regions, for which elasticity was −0.34, 0.06, and 0.14 for the eastern, central, and western region, respectively. In order to achieve a low-carbon and sustainable development, it is crucial to improve the spatial compactness of infrastructure in the future. Policy implications include upgrading the economic structure to a low-carbon one for the eastern region, accelerating the development of renewable energy infrastructure, and constructing and utilizing infrastructure in an energy-efficient way for the central and western regions.
Introduction
Infrastructure development is one of the most important consequences of urbanization. On one hand, it provides fundamental functions and services to the society so as to meet humans' needs for housing, transportation, water supply, and so on, which secures societal wellbeing and in return supports further urbanization. On the other hand, the development of infrastructure is also a process of material metabolism, which includes a huge amount of materials flowing into, stocking in, and flowing out of the built environment. Each life stage of infrastructure (i.e., resource extraction, material production, construction, operation, demolition, and waste management) involves a large consumption of energy, and thus results in a sharp increase of CO 2 emissions [1, 2] . Taking the building sector as an example, it accounted for 32% of global energy use and generated 9.18 Gt CO 2 emissions in 2010 [3] . Moreover, because of the decades-or even century-long lifetime of infrastructure, it may increase the risk of locking the society into an energy-intensive and high-emission path, which is usually costly and hard to change [4] .
As the world is continuously becoming urbanized, over 70% of population will live in cities by 2050 [5] , which implies that more infrastructure needs to be constructed. Meanwhile, the restriction of global mean temperature rise below the 2-degree threshold also poses great challenges to our future development [6] . Due to the important and enduring roles of infrastructure in shaping the socio-economic and climate change paths, it is necessary and fundamental to reveal the correlation between infrastructure and CO 2 emissions, so that effective policies could be designed to direct the infrastructure development toward a low-carbon and sustainable way.
In the past decades, the great changes in socio-economy driven by urbanization and their impacts on CO 2 emissions have been widely discussed. A variety of factors have been found to have significant impacts on CO 2 emissions, such as urbanization level, economic development, urban population density, and urban forms. For example, Poumanyvong and Kaneko [7] suggested that the impact of urbanization on CO 2 emissions was positive for all income groups, while Sharma et al. [8] held the opposite opinion that urbanization has a negative and statistically significant impact on CO 2 emissions for the global panel. Fang et al. [9] selected a series of urban form indicators and found that increased urban continuity will led to reductions in CO 2 emissions and that, conversely, increased urban shape complexity and exerted a positive influence in relation to CO 2 emissions. Yang et al. [10] found that socio-economic development and increased income were the primary driving factors for the growth of per capita CO 2 emissions from transportation. Besides this, some studies have indicated the giant emissions caused by buildings and transport infrastructure and their great potential in emission mitigation. For example, Liu et al. [11] estimated the on-road energy use and CO 2 emissions in China from 1978 to 2008. Muller et al. [2] calculated the embodied carbon emissions of existing infrastructure stocks at global scale in 2008. Although a recent study has affirmed the effect of cement, aluminum, and steel stocks of global build environment on CO 2 emissions [12] , most of the previous studies mainly focused on the accounting of material stocks, their related carbon emissions, and the capacity for climate change mitigation in the future [13, 14] . The impact of infrastructure stocks on CO 2 emissions especially in developing economies is still not well understood.
China, as the most rapidly urbanizing country in the world during the last three decades [15] , has witnessed an unprecedented development of its infrastructure, both in scale and in speed. During the last decade, the floor space of buildings soared at an annual rate of 17.9% from 1995 to 2015, while the length of railway and road increased by 0.9 and 2.9 times, from 0.06 to 0.12 kilometers and 1.16 million kilometers to 4.58 million kilometers, respectively [16] . Accordingly, a massive consumption of construction materials (especially those with high environmental footprint, such as steel, cement, and lime) and energy has put China under astonishing environmental pressures. For example, cement consumption in China reached 2160 million tons in 2012, accounting for 58% of the world total [17] . Meanwhile, China has become the largest carbon emitter in the world since 2006, and was responsible for approximately 37% of global committed emissions from existing energy and transportation infrastructure [18] . In addition, China is a country with significant regional disparity, whose socioeconomic conditions and distribution of infrastructure stocks among regions are both unbalanced [13] . Owing to the dramatic development of socio-economy and infrastructure, significant role in climate change, and distinct regional difference, China is an ideal case for expanding our knowledge on the effect of infrastructure stocks on CO 2 emissions.
Through a panel analysis of 29 provinces in China from 1995 to 2013, we aim to investigate the relationship between socioeconomic development and CO 2 emissions, and further discuss the impact of material stocks of infrastructure in both country and regional scales. Basically, we would like to address the following two research questions through China's case study:
(i) Does the accumulation of materials in infrastructure have a significant impact on CO 2 emissions?
What is the extent of the impact comparing to other socioeconomic factors? (ii) Will the impact vary across different levels of development and regions?
Materials and Methods

Material Stocks of Infrastructure and CO 2 Emissions
As a premise to reveal the driving factors of CO 2 emissions and to discuss the effect of infrastructure stocks on emission, the time-series data of CO 2 emissions and material stocks (MS) of infrastructure at provincial level are needed. Firstly, we adopted the standard Intergovernmental Panel on Climate Change (IPCC) guideline and local carbon emission coefficient to calculate China's provincial CO 2 emissions from fossil fuel consumption [19] . The detailed accounting method and emission factors can be found in Han et al. [20] . The statistics on energy consumption for 29 provinces during 1995-2013 were compiled from the China Energy Statistical Yearbook [21] .
Secondly, material stocks were used as a proxy for infrastructure stocks, since it reflects not only the level of infrastructure development but also the quantity of material accumulation that has long-term effects on CO 2 emissions [22] [23] [24] . In this study, a total of 13 types of infrastructure, including residential buildings, non-residential buildings, highways, roads (Class 1 to 4), railways (wooden sleeper and concrete sleeper), tap-water pipelines, sewerage pipelines, and gas pipelines, were considered for analysis due to their large share in total infrastructure and data availability. Ten types of major construction materials were accounted, including cement, iron, lime, brick, sand and gravel, glass, wood, plastic, asphalt, and ceramic. A bottom-up material flow analysis model was employed for material stocks estimation. The details on model description, parameter settings, and data sources can be found in our previous studies [10, 25] . Firstly, we adopted the standard Intergovernmental Panel on Climate Change (IPCC) guideline and local carbon emission coefficient to calculate China's provincial CO2 emissions from fossil fuel consumption [19] . The detailed accounting method and emission factors can be found in Han et al. [20] . The statistics on energy consumption for 29 provinces during 1995-2013 were compiled from the China Energy Statistical Yearbook [21] .
Secondly, material stocks were used as a proxy for infrastructure stocks, since it reflects not only the level of infrastructure development but also the quantity of material accumulation that has longterm effects on CO2 emissions [22] [23] [24] . In this study, a total of 13 types of infrastructure, including residential buildings, non-residential buildings, highways, roads (Class 1 to 4), railways (wooden sleeper and concrete sleeper), tap-water pipelines, sewerage pipelines, and gas pipelines, were considered for analysis due to their large share in total infrastructure and data availability. Ten types of major construction materials were accounted, including cement, iron, lime, brick, sand and gravel, glass, wood, plastic, asphalt, and ceramic. A bottom-up material flow analysis model was employed for material stocks estimation. The details on model description, parameter settings, and data sources can be found in our previous studies [10, 25] . 
A STIRPAT Model for Correlation Analysis
The IPAT identity, proposed by Ehrlich and Holdren [26] , is a simple but useful conceptual model to decompose the driving factors of environmental impact (I) into three major aspects, that is population (P), per capita affluence (A), and technology (T). However, the simple assumption of each factor's elasticity in a unitary value makes this identity unable to be used directly to test the impact of driving factors on environment [27] . For example, the Environmental Kuznets Curve (EKC) hypothesis assumed there is an inverted-U-shape relationship between income and environment, which cannot be explained by the IPAT identity. To address this limitation, the STIRPAT model was proposed as follows [28] 
where, represents constant; b, c, and d are the coefficient of P, A, and T respectively; is the random error term; i is the unit of analysis.
After taking natural logarithms of both sides so as to minimize the heteroscedasticity, and considering several variables that may have impacts on CO2 emissions [29] , Equation (1) is transformed as follows to facilitate a panel data analysis. 
The IPAT identity, proposed by Ehrlich and Holdren [26] , is a simple but useful conceptual model to decompose the driving factors of environmental impact (I) into three major aspects, that is population (P), per capita affluence (A), and technology (T). However, the simple assumption of each factor's elasticity in a unitary value makes this identity unable to be used directly to test the impact of driving factors on environment [27] . For example, the Environmental Kuznets Curve (EKC) hypothesis assumed there is an inverted-U-shape relationship between income and environment, which cannot be explained by the IPAT identity. To address this limitation, the STIRPAT model was proposed as follows [28] .
where, a represents constant; b, c, and d are the coefficient of P, A, and T respectively; ε is the random error term; i is the unit of analysis.
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After taking natural logarithms of both sides so as to minimize the heteroscedasticity, and considering several variables that may have impacts on CO 2 emissions [29] , Equation (1) is transformed as follows to facilitate a panel data analysis.
where, the subscripts i and t represents province and year respectively. β is the coefficient of each variable. A means per capita GDP. The quadratic term of A was also introduced to check the EKC hypothesis. EI is energy intensity, measured as energy consumption divided by GDP. The higher value it has, the lower energy efficiency will be. U is the urbanization level measured by the share of urban population of the total. IND is the share of industry sector in GDP. Furthermore, the density of material stocks in infrastructure (MSD), expressed as MS divided by built-up area, was introduced to discuss the effect of infrastructure on CO 2 emissions. Instead of the total amount, MSD is used as it enables the regional comparison. µ represents the unobserved region-specific effects (for example, geographic location, local climate, and fossil fuels endowments). ε is the within-entity error.
As pointed by Granger and Newbold [30] , in order to conduct the panel regression analysis, the following two pre-tests will be needed: First is to check whether the time-series data are stationary or not. If it is stationary at its original value, it can be directly used for panel analysis. Otherwise, it must be tested through the following step. Second is to check whether two non-stationary time-series data have long-term common stochastic trends after the first-order differencing. If they do not have long-term common stochastic trends, it suggests that there exists cointegration between these two data sets and they can be used for panel regression. Otherwise their regression might be biased and inconsistent with the reality (i.e., the phenomenon of spurious regression).
Firstly, panel unit root test was used to measure the fluctuation characteristic of variables so as to avoid spurious regression. The null hypothesis of all the above four tests is that there exists unit root (i.e., the variables are non-stationary) among the cross sections (cross-sections mean different provinces in this study). The alternative hypothesis however is a little bit different from that in the LLC test, which assumes no unit root in the series (i.e., the variables are stationary). The other three tests allow unit root exists in some, but not in total cross-sections. Specifically, the LLC test was used to test the existence of homogeneity unit root while the other three were used to detect the heterogeneity unit root. Secondly, a panel cointegration test was employed to test whether there is a long-term relationship between the variables. Though there are many approaches for inspection, such as the Kao test, Larsson test, and Pedroni test, the Pedroni test was employed for the panel cointegration test due to its better performance than the Kao test and Larsson test when the time period is longer than 10 [31, 32] . The null hypothesis of the Pedroni test is that there exists no cointegration between the variables.
In addition, the province-specific effect (i.e., µ i in Equation (2)) should be evaluated as fixed effect or random effect to select the appropriate estimation method of panel regression models. Fixed effect assumes that the province effect is related to the explanatory variables while the Least Square Dummy Variable (LSDV) can be used for estimation. By contrast, random effect assumes the province effect is independent of all explanatory variables and Generalized Least Squares (GLS) is more effective to estimate the model. The Hausman test and Likelihood ratio test, two commonly used methods to confirm the effect [33] , were subsequently applied.
Provincial data on P, A, U, IND, and EI were collected from the China Statistical Yearbook (1996-2014). GDP was converted into constant 1995 price in order to eliminate the effect of inflation or deflation. Built-up area data used for calculating MSD were mainly from the China Land and Resources Statistical Yearbook (1999) (2000) (2001) (2002) (2003) (2004) (2010) (2011) (2012) (2013) (2014) , China Statistical Yearbook (2005) (2006) (2007) (2008) (2009) , and National land use change survey [34, 35] , in which missing data of some provinces in 1995 was complemented through linear interpolation. Table 1 provides a detailed description of variables used in this study. Tibet is excluded due to the lack of statistical data. To keep the data consistency, Chongqing is still regarded as a part of Sichuan province, since it was designated as a municipality in 1997. Figure 2 ) according to the economic homogeneity. By looking at the regional share of area, population, and GDP in China's total during 1995-2013, a general picture of the regional characteristics can be obtained. It is remarkable that the eastern region occupies only 13% of the whole country's territory, but accommodated about 40% of China's population and created about 60% of national GDP.
Sustainability 2017, 9, 2312 5 of 13 Figure 2 ) according to the economic homogeneity. By looking at the regional share of area, population, and GDP in China's total during 1995-2013, a general picture of the regional characteristics can be obtained. It is remarkable that the eastern region occupies only 13% of the whole country's territory, but accommodated about 40% of China's population and created about 60% of national GDP. Table 2 shows the results of panel unit root tests. All variables except population and urbanization are non-stationary in their level form, but they are all significantly stationary after firstorder differencing. The results indicated that a cointegration test was necessary before building panel regression models. Table 2 shows the results of panel unit root tests. All variables except population and urbanization are non-stationary in their level form, but they are all significantly stationary after first-order differencing. The results indicated that a cointegration test was necessary before building panel regression models. Note: ***, **, and * denote the significance at 1%, 5%, and 10% levels respectively. Table 3 shows the results of the Pedroni residual cointegration test, which is composed of four statistics to test the cointegration within-dimension and three statistics to test the cointegration between dimensions. As shown in Table 4 [36] and more rejections of null hypothesis, the results indicate that there exist long-run equilibrium relationships among the seven variables both at the national and regional levels, and regression models could be built. Note: *** and ** denote the significance at 1%, 5%, and 10% levels respectively.
Results and Discussion
Panel Unit Root Test, Cointegration Test and Model Selection
Results and Discussion
Panel Unit Root Test, Cointegration Test and Model Selection
As reported in Table 4 , all the results of Likelihood tests were significant at the 1% level, indicating that the fixed-effect models are preferred compared to the pooled regressions. The results of the Hausman test rejected the null hypothesis of random-effects models at the 1% significance level. In summary, the results suggested that the fixed-effect models and LSDV estimation method should be chosen for panel data analysis in this study. Table 5 reports the effects of population, affluence, energy intensity, stock density, and other factors on CO 2 emissions for the whole of China and three sub-regions respectively. At country level, coefficients for all factors except urbanization are statistically significant at the 1% level. The elasticity of CO 2 emissions to population is 1.49, indicating that a 1% increase in population will lead to a 1.49% growth in CO 2 emissions if other variables remain unchanged. The coefficient of GDP per capita is 1.33, which indicates that economic development also had a significant impact on emissions. In addition, the negative elasticity of the quadratic GDP per capita indicated the EKC relationship between economy and CO 2 emissions in China. Energy intensity is another important factor affecting emissions, with an elasticity of 0.86. As for the effect of economic structure, a 1% increase in the share of the industrial sector in GDP would raise CO 2 emissions by 0.21%. Notably, the negative but significant coefficient of material stock density could help to answer the first research question raised at the beginning of this study. It is confirmed that infrastructure stocks do have impacts on CO 2 emissions, though its influence was smaller than other socioeconomic factors. However, when the spatial density of infrastructure stocks increase, CO 2 emissions decline accordingly. Note: Values in parentheses are standard deviations of the coefficients. *** and ** denote the significance at 1% and 5% levels, respectively. SSR represents residual sum of squares.
Panel Regression Results in National and Regional Scales
At the regional level, the effects of socioeconomic driving factors on CO 2 emissions differ across regions. In the eastern region, the most important driving factor was GDP per capita, whose elasticity was 1.56. For the quadratic form of GDP per capita, only the eastern region showed a significant negative correlation with emissions, which suggested that as economic development continues, the CO 2 emissions might peak and decline, exhibiting an inverted-U-shape trend. In the central and western regions, it was population that played the dominant role in affecting CO 2 emissions, whose elasticity was 1.77 for the western region and 1.17 for the central region. The impact of the share of industry on CO 2 emissions was positive in all the three regions but was smallest in the eastern region. This is mainly because of the relatively stable share of industry in GDP in Eastern China during the last Sustainability 2017, 9, 2312 8 of 13 18 years. In 2013, the eastern region decreased its share of industry in GDP by only 1.16% compared to 1995, whereas the share of industry in GDP in the central and western regions increased from 41.47% and 39.97% to 51.08% and 48.96%, respectively, showing an increase of 9.61% and 9.65% compared to 1995. It is also interesting to find that the impact of material stocks density on CO 2 emissions also varied across regions. As suggested in Table 5 , a 1% increase in material stocks' density will reduce CO 2 emissions in the eastern region by 0.34% if all other factors remain stable. In contrast, it will increase CO 2 emissions in the central and western regions by 0.14% and 0.06%, respectively.
Discussion and Policy Implications
Generally, maintaining the economic growth at a medium-to-fast speed and at the same time reducing CO 2 emissions are two primary challenges faced by China's government. However, China is a broad country with big regional differences in its socio-economy and environment. In the past decades, though many favorable policies, such as the "Grand Western Development Program" and the "Rise of Central China Plan", have been implemented by the central government to accelerate the development of the central and western regions, big gaps still exist across regions. Taking economic output as an example, in 2013, per capita GDP in the eastern region was 41,397 yuan RMB, which is 1.8 and 2.1 times of that in the central and western regions, respectively. Moreover, as shown in Figure 3 , the total amount and growing speed of CO 2 emissions and material stocks also varied per region. If we map the correlation between CO 2 emissions and material stock density of each province from 1995 to 2013 (Figure 4) , it is interesting to find that with the increase of material stock density CO 2 emissions demonstrated an inverted-U-shape changing path (the R 2 of fitting curve is around 0.6). Provinces in the western and central regions were located around the increasing part of the inverted-U-shape curve, where the infrastructure stock density was relatively low (ranging from 4.39 to 21.93 Mt/km 2 ) while CO 2 emissions were high. In contrast, provinces in the eastern region were located close to the turning point of the inverted-U-shape curve, where some provinces had relatively high stock density but relatively low emissions, and some had relatively high stock density but high emissions. Obviously, instead of a uniformed policy, region-based policies considering both the national strategic needs and local socio-economic and environmental situations should be paid much attention so as to forward the transition of the three sub-regions toward a low-carbon development.
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Generally, maintaining the economic growth at a medium-to-fast speed and at the same time reducing CO2 emissions are two primary challenges faced by China's government. However, China is a broad country with big regional differences in its socio-economy and environment. In the past decades, though many favorable policies, such as the "Grand Western Development Program" and the "Rise of Central China Plan", have been implemented by the central government to accelerate the development of the central and western regions, big gaps still exist across regions. Taking economic output as an example, in 2013, per capita GDP in the eastern region was 41,397 yuan RMB, which is 1.8 and 2.1 times of that in the central and western regions, respectively. Moreover, as shown in Figure 3 , the total amount and growing speed of CO2 emissions and material stocks also varied per region. If we map the correlation between CO2 emissions and material stock density of each province from 1995 to 2013 (Figure 4) , it is interesting to find that with the increase of material stock density CO2 emissions demonstrated an inverted-U-shape changing path (the R 2 of fitting curve is around 0.6). Provinces in the western and central regions were located around the increasing part of the inverted-U-shape curve, where the infrastructure stock density was relatively low (ranging from 4.39 to 21.93 Mt/km 2 ) while CO2 emissions were high. In contrast, provinces in the eastern region were located close to the turning point of the inverted-U-shape curve, where some provinces had relatively high stock density but relatively low emissions, and some had relatively high stock density but high emissions. Obviously, instead of a uniformed policy, region-based policies considering both the national strategic needs and local socio-economic and environmental situations should be paid much attention so as to forward the transition of the three sub-regions toward a low-carbon development. Specifically for the eastern region, to keep the spatial compactness of infrastructure stocks at a reasonable level would be an important implication for local governments in their infrastructure and urban planning. As indicated by Figure 3 , both the absolute amount and density of infrastructure's material stocks have reached a relatively high level in the eastern region, comparing to those in the central and western regions. It has also been confirmed by our panel analysis that the increase of infrastructure stock density will reduce CO2 emissions in the eastern region, which is consistent with the findings in many existing studies that a spatially compact urban form usually consumes less energy [9, 37, 38] . Moreover, as shown in Figure 4 , in some highly urbanized areas such as Yangtze River Delta (YRD), Pearl River Delta (PRD), and Beijing-Tianjin-Hebei (BTH), their economic development has reached a high level and thus had a large amount of infrastructure stocks and high stock density. Meanwhile, they have also put a lot of efforts on developing low-carbon industries. For example, Guangdong province in PRD has been making great efforts to remove some heavy industries (such as chemical materials and metal smelting) and to promote the new energy vehicle industry in recent years [39] . Such experiences suggest that the upgrading and promoting the economic structure from carbon-intensive to low-carbon industries would be another important policy implications for the decision maker in this region.
For the central and western regions, though the extensive sprawl of urban built-up land and the rapid growth of infrastructure have been observed during the last decades [40] , they are still in the relatively primary stage of development. The population size was larger in these two regions, while the population density was much smaller than the eastern region, which may result in the distribution of infrastructure stocks being relatively dispersed and prevent the intensive utilization of infrastructure. In 2013, the infrastructure stock density in the central and western regions was 0.18 and 0.21 Mt/km 2 , which was only 76% and 87% of that in the eastern region, respectively. This sprawltype development with low infrastructure stock density in central and western regions not only indicates that the infrastructure in these regions are far from intensive utilization, but also limit the efficiency of material use and cause the rise of energy consumption and carbon emissions. In addition, due to the significant industrial transfer, which is promoted by the national and local governments as an important countermeasure to reduce the regional economic disparity [41] , enormous resource and labor-intensive industries were transferred from eastern to inland areas since 2008. Certainly, it has accelerated the socio-economic development of those less developed regions, however it also stimulated the construction of infrastructure that provide services for carbon-intensive industries, which finally exacerbates CO2 emissions of these regions. In addition to raise the infrastructure stock Specifically for the eastern region, to keep the spatial compactness of infrastructure stocks at a reasonable level would be an important implication for local governments in their infrastructure and urban planning. As indicated by Figure 3 , both the absolute amount and density of infrastructure's material stocks have reached a relatively high level in the eastern region, comparing to those in the central and western regions. It has also been confirmed by our panel analysis that the increase of infrastructure stock density will reduce CO 2 emissions in the eastern region, which is consistent with the findings in many existing studies that a spatially compact urban form usually consumes less energy [9, 37, 38] . Moreover, as shown in Figure 4 , in some highly urbanized areas such as Yangtze River Delta (YRD), Pearl River Delta (PRD), and Beijing-Tianjin-Hebei (BTH), their economic development has reached a high level and thus had a large amount of infrastructure stocks and high stock density. Meanwhile, they have also put a lot of efforts on developing low-carbon industries. For example, Guangdong province in PRD has been making great efforts to remove some heavy industries (such as chemical materials and metal smelting) and to promote the new energy vehicle industry in recent years [39] . Such experiences suggest that the upgrading and promoting the economic structure from carbon-intensive to low-carbon industries would be another important policy implications for the decision maker in this region.
For the central and western regions, though the extensive sprawl of urban built-up land and the rapid growth of infrastructure have been observed during the last decades [40] , they are still in the relatively primary stage of development. The population size was larger in these two regions, while the population density was much smaller than the eastern region, which may result in the distribution of infrastructure stocks being relatively dispersed and prevent the intensive utilization of infrastructure. In 2013, the infrastructure stock density in the central and western regions was 0.18 and 0.21 Mt/km 2 , which was only 76% and 87% of that in the eastern region, respectively. This sprawl-type development with low infrastructure stock density in central and western regions not only indicates that the infrastructure in these regions are far from intensive utilization, but also limit the efficiency of material use and cause the rise of energy consumption and carbon emissions. In addition, due to the significant industrial transfer, which is promoted by the national and local governments as an important countermeasure to reduce the regional economic disparity [41] , enormous resource and labor-intensive industries were transferred from eastern to inland areas since 2008. Certainly, it has accelerated the socio-economic development of those less developed regions, however it also stimulated the construction of infrastructure that provide services for carbon-intensive industries, which finally exacerbates CO 2 emissions of these regions. In addition to raise the infrastructure stock density, at least two policy implications should be given emphasis for the policy makers in these two regions. First is to accelerate the development of renewable energy infrastructure. It is quite feasible and suitable to develop renewable energy infrastructure in provinces with rich clean energy resources and less densely populated areas [42, 43] . As shown in Figure 4 , Ningxia is a good example, as it had relatively low CO 2 emissions but relatively high infrastructure stock density, as it has been making vast investment on solar and wind power. By 2012, the capacity of wind power and solar power has reached 2 million KW and 0.5 million KW respectively, which makes Ningxia one of the most rapidly growing provinces in exploiting renewable energy in China [44] . Moreover, the local government may also promote the use of Power-to-Gas technology, which are sustainable and will produce only about 20% of greenhouse gases than fossil fuel [45, 46] . By doing these, it could be a good opportunity for the inland regions to get on the path of technological innovation, attract high-tech enterprise, and eventually realize green industrial upgrading. The second implication is to construct and utilize infrastructure in an energy-efficient way. Since more infrastructure will be constructed in the central and western regions as the urbanization rate is expected to continuously increase in the future decades, reducing or replacing the construction materials of infrastructure from high-carbon-footprint ones (such as steel, cement, and lime) to less carbon-intensive ones (such as aluminum alloy and nano-materials) could be an effective option for CO 2 mitigation. Additionally, equipping infrastructure with more energy-saving facilities would also be important to cut CO 2 emissions during its in-use life stage.
Conclusions
Because of the important roles of infrastructure in shaping the socio-economic and climate change paths, it is necessary to incorporate infrastructure stocks into the driving force analysis of CO 2 emissions so that effective policies could be designed to direct the infrastructure development in a low-carbon and sustainable way. Based on the accounting of the CO 2 emissions and material stocks in infrastructure of Chinese provinces, we investigated the impact of socioeconomic development especially the effect of infrastructure stocks on CO 2 emissions in China. The main findings are summarized as follows:
First, at country level, population was the most important factor, followed by GDP per capita and energy intensity in affecting CO 2 emissions. It is also confirmed by our study that the accumulation of materials in infrastructure do have an impact on CO 2 emissions, for which every 1% increase in material stocks per built-up area would lead to a 0.11% decrease in CO 2 emissions if other driving factors remain unchanged. Second, at the regional level, the effect of driving factors on CO 2 emissions varied across regions. In the eastern region, emissions were mainly driven by GDP per capita and showed an inverted-U-shape trend when economy continues to growth. In the central and western regions, population was the most important determinant of CO 2 emissions. Infrastructure stocks had a negative correlation with CO 2 emissions in the eastern region (with elasticity of −0.34), but a positive correlation in the central and western regions (with its elasticity of 0.06 and 0.14, respectively).
Third, since high material stocks density would result in a significant reduction of CO 2 emissions, it is crucial to improve the spatial compactness of infrastructure stocks when increasing the total amount of infrastructure in the future. Region-based policy implications include upgrading the economic structure to a low-carbon one for the eastern region, accelerating the development of renewable energy infrastructure, and replacing high carbon footprint materials to less carbon-intensive ones; and increasing the utilization of energy-saving facilities during the in-use phase of infrastructure for the central and western regions.
