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Abstract: We study how codimension-two objects like vortices back-react gravitationally
with their environment in theories (such as 4D or higher-dimensional supergravity) where the
bulk is described by a dilaton-Maxwell-Einstein system. We do so both in the full theory,
for which the vortex is an explicit classical ‘fat brane’ solution, and in the effective theory
of ‘point branes’ appropriate when the vortices are much smaller than the scales of interest
for their back-reaction (such as the transverse Kaluza-Klein scale). We extend the standard
Nambu-Goto description to include the physics of flux-localization wherein the ambient flux of
the external Maxwell field becomes partially localized to the vortex, generalizing the results of
a companion paper [4] to include dilaton-dependence for the tension and localized flux. In the
effective theory, such flux-localization is described by the next-to-leading effective interaction,
and the boundary conditions to which it gives rise are known to play an important role in
how (and whether) the vortex causes supersymmetry to break in the bulk. We track how
both tension and localized flux determine the curvature of the space-filling dimensions. Our
calculations provide the tools required for computing how scale-breaking vortex interactions
can stabilize the extra-dimensional size by lifting the dilaton’s flat direction. For small vortices
we derive a simple relation between the near-vortex boundary conditions of bulk fields as a
function of the tension and localized flux in the vortex action that provides the most efficient
means for calculating how physical vortices mutually interact without requiring a complete
construction of their internal structure. In passing we show why a common procedure for doing
so using a δ-function can lead to incorrect results. Our procedures generalize straightforwardly
to general co-dimension objects.
ar
X
iv
:1
50
8.
00
85
6v
2 
 [h
ep
-th
]  
16
 Se
p 2
01
5
Contents
1. Introduction 1
2. The Bulk 4
2.1 Action and field equations 4
2.2 Symmetry ansa¨tze 6
2.3 Bulk solutions 8
3. Sources - the UV picture 14
3.1 Action and field equations 15
3.2 Dual formulation 21
3.3 Vortex solutions 23
3.4 Integral relations 27
4. Sources - effective IR description 31
4.1 The EFT with point sources 32
4.2 Parameter matching 33
4.3 Near-source matching conditions 36
4.4 Brane and vortex constraints 39
5. The scale of the response 41
5.1 Generic case 42
5.2 Scale invariance 43
5.3 Decoupling case: p = −q = 2r + 1 44
6. Discussion 45
A. Scaling and the suppression of 〈Xloc〉 47
1. Introduction
A ‘vanilla’ Nielsen-Olesen vortex [1, 2] carries U(1) flux but this flux is normally expelled
from the region outside of the vortex. In this paper we study the gravitational response of
vortices (or ‘fat’ branes) that carry localized amounts of an external magnetic flux that is not
expelled from its surrounding environment (so-called ‘Dark Vortices’ or ‘Dark Strings’ [3]).
Our description of these systems closely parallels our companion paper [4], extending it to
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the case where effective couplings are functions of the bulk dilaton that tends to appear in
supersymmetric theories.
Vortices which partially localize bulk flux can arise within supersymmetric theories in
various dimensions, and whether or not their presence breaks supersymmetry depends on the
relative size of their tension and the amount localized bulk flux they carry [5]. Because of
this their tension and localized flux compete with one another in the amount of curvature
produced by their back-reaction on their surrounding geometry. Our main goal is to explore
this competition in detail and to identify precisely how it depends on the various parameters
that describe the vortex physics.
We have several purposes in mind when doing so. First and foremost we wish to under-
stand how brane back-reaction influences the transverse geometry through which the vortices
move, and in particular how they stabilize the value of the dilaton and so set the size of the
transverse dimensions and the curvature of the geometry induced on their world-sheet. Much
is known about the systems in the limit when the sources are pointlike [6], and in particular it
is known that the world-sheet geometries are exactly flat (at the classical level) if the dilaton
should have a vanishing derivative at all source positions [7] (a result which we also re-derive
here).1 What this leaves open is whether there exists any kind of source for which a vanishing
near-source dilaton derivative is possible and, even if so, whether the resulting curvature is
then nonzero but dominated by finite-size vortex effects that could be suppressed for small
vortices but not vanishing.
We find three main results.
• Vortex-dilaton coupling: In general the radial derivative of any bulk field very near a
point source is completely controlled by the derivative of the source action with respect
to the field of interest [6, 8, 9] (much like the quantity limr→0 r2∂V/∂r is dictated by
a point-source’s charge, Q ∝ δS/δV in electrostatics). So naively a vanishing dilaton
derivative at a the position of a source brane is arranged by not coupling the dilaton to
the brane at all. While we confirm the truth of this assertion, we also find it is harder
to completely avoid such a brane coupling to the dilaton than one might think. More
specifically, we find that although it is possible to arrange a dilaton-free tension, it is
much more difficult to arrange dilaton-free localized flux. It is more difficult because in
a supersymmetric bulk the value of the dilaton sets the local size of the gauge coupling
for the flux.
• Modulus stabilization: By computing how vortex-bulk energetics depend on the value of
the dilaton we verify earlier claims [6, 8, 10] that (with two transverse dimensions) brane
couplings generically stabilize the size of the transverse dimensions in supersymmetric
models, in a manner similar to Goldberger-Wise stabilization [11] in 5D. They do so
because they break the classical scale invariance of the bulk supergravity that prevents
1Indeed this underlies the study of these system as potential approaches [12, 13] to the cosmological constant
problem [13, 14].
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the bulk from stabilizing on its own (through eg flux stabilization). The tools we provide
allow an explicit calculation of the energetics as a function of the dilaton field (and so
in principle allow a calculation of the stabilizing dilaton potential).
• Low-energy on-brane curvature: We find that the same dynamics usually also curves
the dimensions along the vortex world-sheets, and generically does so by an amount
commensurate with their tension, R ∼ GN Tˇ , where Tˇ is the vortex tension (defined
more precisely below) and GN is Newton’s constant for observers living on the brane.
For specific parameter regimes the on-vortex curvature can be less than this however,
being suppressed by the deviation of the vortex from scale invariance (when this is
small) and the ratio of the vortex size to the
• Matching and effective descriptions: We describe our analysis throughout in two com-
plimentary ways. On one hand we do so using the full (UV) description within which
the vortices are explicit classical solutions. We then do so again using the lower-energy
(IR) extra-dimensional effective theory within which the vortices are regarded as point
sources because their sizes are not resolved. By comparing these calculations we pro-
vide explicit matching formulae that relate dilaton-dependent effective parameters (like
tension and localized flux) to underlying properties of the UV completion.
• Efficient description of point-source back-reaction: We provide explicit formula that re-
late the near-source boundary conditions of bulk fields in terms of the source tension and
localized flux. Because these boundary conditions determine the integration constants
of the external bulk solutions they efficiently solve the back-reaction problem in a way
that does not depend on providing a detailed construction of the internal microstructure
of the sources. As such they provide the most efficient way to describe how such sources
gravitate, and the framework within which to renormalize the divergences associated
with the singularity of bulk fields at the source positions [10, 15]. We show in passing
why a commonly used δ-function way of trying to infer brane-bulk interactions can give
incorrect results.
Our conclusions also include several more technical observations about the gravitational
physics of small localized brane sources. In particular, we identify how stress-energy conser-
vation strongly constrains the components of the source source stress energy tensor, allow-
ing in particular the extra-dimensional off-brane stress-energy components to be dictated in
terms of the effective action governing the on-brane degrees of freedom. We do so by using
the vortex system to explicitly construct the effective theory of point sources describing the
extra-dimensional response to the vortices on scales too long to resolve the vortex size. In
particular we show how the radial Einstein ‘constraint’ determines the two nontrivial off-brane
components of stress energy (for rotationally invariant – monopole – sources) on scales much
longer than the size of the vortices themselves.
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A road map
We organize our discussion as follows. The following section, §2, describes the bulk system
in the absence of any localized sources. The purposes of doing so is to show how properties
of the bulk physics (such as extra-dimensional size and on-brane curvature) are constrained
by the field equations, which controls the extent to which they depend on the properties of
any source branes.
Then come sources. §3 first describes the source physics in terms of a UV theory within
which the branes can be found as explicit classical vortex solutions. This is followed, in §4 by
a discussion of the higher-dimensional effective theory that applies on length scales too large
to resolve the vortices, but small enough to describe the extra-dimensional geometry. In this
regime the vortices are described by effective point sources, and we find their properties as
functions of the choices made in the full UV theory. §5 summarizes how the main physical
quantities scale as functions of the couplings assumed between the vortex and the dilaton.
Our conclusions are summarized in a final discussion section, §6.
2. The Bulk
We start by outlining the action and field equations of the bulk, which we take to be an
Einstein-Maxwell-scalar system. Our goal is to understand how bulk properties (such as
curvatures) are related to the asymptotic behaviour of the fields near any localized sources.
We return in later sections describing the local sources in terms of vortices, with the goal of
understanding what features of the source control the near-source asymptotics. We imagine
the bulk to span D = d + 2 spacetime dimensions with the d-dimensional sources localized
in two transverse dimensions. The most interesting cases of practical interest are the cosmic
string [with (D, d) = (4, 2)] and the brane-world picture [with (D, d) = (6, 4)]. Since this
section on the bulk duplicates standard results [7, 12, 16, 17], aficionados in a hurry should
skip it and go directly to the next section.
2.1 Action and field equations
The bulk action of interest is given by
SB = −
∫
dd+2x
√−g
[
1
2κ2
gMN
(
RMN + ∂Mφ∂Nφ
)
+ VB(φ) +
1
4
e−φAMNAMN
]
=: −
∫
dd+2x
√−g
(
LEH + Lφ + LA
)
=: −
∫
dd+2x
√−g LB (2.1)
where2 AMN = ∂MAN − ∂NAM is a D-dimensional gauge field strength and RMN denotes the
D-dimensional Ricci tensor. The second line defines the Einstein-Hilbert, scalar and gauge
2We use Weinberg’s curvature conventions [18], which differ from those of MTW [19] only by an overall
sign in the definition of the Riemann tensor.
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contributions — i.e. LEH , Lφ and LA — in terms of the items in the line above, with LB
denoting their sum. When needed explicitly we take the scalar potential to be
VB(φ) = V0 e
φ , (2.2)
and in the special case V0 = 2g
2
R/κ
4 this corresponds to a subset of the action for Nishino-
Sezgin supergravity [20] when d = 4 (so D = 6). In this case gR is the gauge coupling constant
for a specific gauged U(1)R symmetry that does not commute with 6D supersymmetry. In
what follows we denote by gA the gauge coupling for the gauge field AM , although gA = gR
in the most interesting3 situation where this gauge field is the U(1)R gauge field.
Scaling properties
For later purposes notice that LB scales homogeneously, LB → s−1LB under the rigid rescal-
ings gMN → s gMN and eφ → s−1eφ, which as a consequence is a symmetry of the classical
equations of motion. The corresponding transformation for the action is SB → sd/2SB, as
is most easily seen by transforming to a scale-invariant metric gˆMN = e
φgMN , in which case
all terms of the bulk lagrangian are proportional to e−dφ/2 with φ otherwise only appearing
through its derivative, ∂Mφ. Besides ensuring classical scale invariance this also shows that
it is the quantity edφ/2 that plays the role of ~ in counting loops within the bulk part of the
theory.
The bulk system enjoys a second useful scaling property. If we rescale the gauge field
so AM := gAAM then arbitrary constant shifts φ → φ + φ? leave the action unchanged
provided we also rescale the couplings by gA → gA? := gAeφ?/2 and V0 → V? := V0 eφ? (or, if
V0 = 2g
2
R/κ
4, equivalently gR → gR? := gR eφ?/2). This is convenient inasmuch as φ = 0 can
always be chosen to be the present-day vacuum provided the values of constants like gA and
V0 are chosen appropriately.
Bulk field equations
The field equations for the Maxwell field arising from the bulk action are
1√−g ∂M
(√−g e−φAMN) = 0 , (2.3)
which is supplemented (as usual) by the Bianchi identity dA(2) = 0, for the 2-form AMN . The
bulk dilaton equation is similarly
φ = 1√−g ∂M
(√−g gMN∂Nφ) = κ2(VB − LA) , (2.4)
while the Einstein equations can be written in their trace-reversed form
RMN = −κ2XMN , (2.5)
3Enhanced interest comes from the unbroken 4D supersymmetry that these configurations can enjoy.
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where XMN := TMN − (1/d) gMN T P P and the bulk stress-energy tensor is
T
(B)
MN =
1
κ2
∂Mφ∂Nφ+ e
−φAMPANP − gMN
[
(∂φ)2
2κ2
+ VB + LA
]
. (2.6)
Notice that it is a special feature of the split into D = d+ 2 dimensions that any maximally
symmetric contribution to the d-dimensional part of the stress-energy, Tµν ∝ gµν , drops out
of Xµν and so naively does not contribute directly to the 4D Ricci curvature, Rµν .
2.2 Symmetry ansa¨tze
Our interest throughout is in solutions that are maximally symmetric in the d ‘spacetime’ (or
‘on-brane’) dimensions (spanned by xµ) and axially symmetric in the 2 ‘transverse’ dimensions
(spanned by ym). We therefore specialize to fields that depend only on the proper distance,
ρ, from the points of axial symmetry, and assume the only nonzero components of the gauge
field strength, Amn, lie in the transverse two directions. We choose the metric to be of the
general warped-product form
ds2 = gMN dx
MdxN = gmn dy
mdyn + gµν dx
µdxν , (2.7)
with
gmn = gmn(y) and gµν(x, y) = W
2(y) gˇµν(x) , (2.8)
where gˇµν(x) is the maximally symmetric metric on d-dimensional de Sitter, Minkowski
or anti-de Sitter space. The corresponding Ricci tensor is RMN dxMdxN = Rµν dxµdxν +
Rmn dymdyn, and is related to the Ricci curvatures, Rˇµν and Rmn, of the metrics gˇµν and
gmn by
Rµν = Rˇµν + gmn
[
(d− 1)∂mW∂nW +W∇m∇nW
]
gˇµν , (2.9)
and
Rmn = Rmn + d
W
∇m∇nW , (2.10)
where ∇ is the 2D covariant derivative built from gmn. For the axially symmetric 2D metrics
of interest we make the coordinate choice
gmn dy
mdyn = A2(r) dr2 +B2(r) dθ2 = dρ2 +B2(ρ) dθ2 , (2.11)
where proper distance, ρ, is defined by dρ = A(r)dr. Some useful properties of these geome-
tries are given in [4].
With these choices the field equation simplify to coupled nonlinear ordinary differential
equations. Denoting differentiation with respect to proper distance, ρ, by primes, the gauge
field equations become (
e−φW dAρθ
B
)′
= 0 , (2.12)
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while the field equation for the dilaton becomes
1
BW d
(
BW d φ′
)′
= κ2
(
VB − LA
)
=: κ2XB , (2.13)
where the last equality defines XB := VB − LA. With the assumed symmetries the nontrivial
components of the matter stress-energy are
Tµν = −gµν %B , T ρρ = Z − X and T θθ = −(Z + X ) , (2.14)
where the bulk contribution to X is XB as defined above and
%B :=
(φ′)2
2κ2
+ VB + LA and ZB := (φ
′)2
2κ2
. (2.15)
The three independent components of the trace-reversed bulk Einstein equations then
consist of those in the directions of the d-dimensional on-brane geometry,
Rµν = −κ2Xµν = −2
d
κ2XB gµν , (2.16)
of which maximal symmetry implies the only nontrivial combination is the trace
R(d) := gµνRµν =
Rˇ
W 2
+
d
BW d
(
BW ′W d−1
)′
= −2κ2XB , (2.17)
and we use the explicit expression for R(d) in terms of Rˇ and W .
The components dictating the 2-dimensional transverse geometry similarly are Rmn =
−κ2Xmn, which for the bulk has the following two nontrivial components:
R(2) := gmnRmn = R+d
(
W ′′
W
+
B′W ′
BW
)
= −κ2Xmm = −2κ2
[
%B −
(
1− 2
d
)
XB
]
, (2.18)
and the other can be the difference between its two diagonal elements
Gρρ − Gθθ = Rρρ −Rθθ = −κ2
(
T ρρ − T θθ
)
, (2.19)
which for the assumed geometry becomes
B
W
(
W ′
B
)′
= −2
d
κ2ZB = −(φ
′)2
d
≤ 0 . (2.20)
This shows that W ′/B is a monotonically decreasing function of ρ.
A useful linear combination of the above Einstein equations corresponds to the (θθ)
component of the trace-reversed equation, which for the bulk reads
(B′W d)′
BW d
= −κ2
[
%B −ZB −
(
1− 2
d
)
XB
]
= −2κ2
(
LA +
XB
d
)
. (2.21)
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2.3 Bulk solutions
We next describe some of the properties of the solutions to these field equations. In order to
accommodate our later inclusion of the equations governing any localized sources, we examine
solutions of the bulk equations only within a domain, the ‘bulk’: Bext, which consists of the
full 2D geometry transverse to the sources from which small volumes (‘Gaussian pillboxes’,
Xv) are excised. These pillboxes completely enclose any sources that might be present. In
practice we define Bext such that the radial proper distance coordinate satisfies ρ− ≤ ρ ≤ ρ+,
with the sources lying just outside of this range. When not specifying which source is of
interest, we generically use ρv = {ρ+, ρ−} to denote the boundary between the source and
the bulk.
Integral relations
Before writing some exact and approximate solutions we first record several exact integral
expressions that can be derived by directly integrating the field equations over the volume
Bext, being careful to keep track of its boundaries at ρ = ρ− and ρ = ρ+.
Integrating the bulk Maxwell equation, (2.12), with respect to ρ in radial gauge gives
Aρθ = A
′
θ =
QB eφ
W d
, (2.22)
for integration constant Q, and this in turn integrates locally to give (up to a gauge transfor-
mation)
Aθ(ρ+)−Aθ(ρ−) = Q
2pi
〈
eφ
W 2d
〉
ext
, (2.23)
where we define the notation
〈
· · ·
〉
ext
:=
1√−gˇ
∫
Bext
d2y
√−g
(
· · ·
)
= 2pi
ρ+∫
ρ−
dρBW d
(
· · ·
)
. (2.24)
These expressions also contain the seeds of flux quantization when applied to spherical
transverse dimensions. To see this we take ρ± to lie infinitesimally close to the north and south
poles and excise these two points, leaving the topology of a sphere with two points removed
(or an annulus). Integrating (2.23) around the axial direction and using the quantization of
any gauge transformation, g−1∂θg, then implies
2piN
gA
=
∮
ρ−
Aθ dθ −
∮
ρ+
Aθ dθ +Q
〈
eφ
W 2d
〉
ext
= ΦA− + ΦA+ +Q
〈
eφ
W 2d
〉
ext
, (2.25)
where N is an integer and gA is the gauge coupling for the field AM and ΦA± denotes the
total A flux through the caps over the relevant poles. In the absence of sources at the poles
we can contract the circles at ρ = ρ± to a point and learn
∮
±Aθ dθ → 0, in which case (2.25)
becomes the usual condition on Q required by flux quantization. But when sources are present
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∮
±Aθ dθ need not vanish if there is flux localized within the source. When this is so their
presence on the right-hand side of (2.25) modifies the implications for Q of flux-quantization
[6].
Similarly integrating the field equation (2.13) for the dilaton gives
[
BW d φ′
]
ρ+
−
[
BW d φ′
]
ρ−
=
κ2
2pi
〈
VB − LA
〉
ext
=:
κ2
2pi
〈XB〉ext , (2.26)
Two of the Einstein equations also provide direct first integrals. Integrating (2.21) leads to
[
B′W d
]
ρ+
−
[
B′W d
]
ρ−
= −κ
2
2pi
〈
%B −ZB −
(
1− 2
d
)
XB
〉
ext
= −κ
2
pi
〈
LA +
XB
d
〉
ext
.
(2.27)
while the integral of (2.17) implies[
B
(
W d
)′]
ρ+
−
[
B
(
W d
)′]
ρ−
= − 1
2pi
[
Rˇ
〈
W−2
〉
ext
+ 2κ2
〈XB〉ext ] . (2.28)
Of particular interest for present purposes is the simple relationship between the on-brane
curvature, Rˇ, and the near-source boundary values of bulk fields obtained by combining (2.26)
with (2.28):[
BW d
(
dW ′
W
+ 2φ′
)]
ρ+
−
[
BW d
(
dW ′
W
+ 2φ′
)]
ρ−
= − Rˇ
2pi
〈
W−2
〉
ext
. (2.29)
This states that the quantity BW d
(
φ+ d2 lnW
)′
is monotonic in ρ everywhere outside of
the sources, growing or shrinking according to the sign of Rˇ or remaining constant when
gˇµν is flat. Should BW
d
(
φ+ d2 lnW
)′
take the same value for two different values of ρ in
the bulk, then we can conclude that Rˇ = 0. In particular, if there exist sources for which
2φ′ + dW ′/W = 0 at both source positions, then any interpolating geometry between the
sources must satisfy Rˇ = 0; that is, the vanishing of
(
eφW d/2
)′
in the near-source limit for
both sources is a sufficient condition for Rˇ = 0 (as first argued some time ago [7]). A special
case of the Rˇ = 0 solutions are those for which BW d
(
φ+ d2 lnW
)′
vanishes everywhere, for
which eφW d/2 is constant.
Asymptotic forms
Given the intimate relationship between Rˇ and near-source derivatives implied by eq. (2.29),
we next examine what the field equations imply about the form of the bulk solutions very
close to, but outside of, a source much smaller than the transverse dimensional size (eg outside
a source for which ρv → 0).4
4Our treatment here follows closely that of [4] and [21], which are themselves based on the classic BKL
treatment of near-singularity time-dependence [22].
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Usually the presence of such a small source induces an apparent singularity into the
external geometry, at the position ρ = ρ?
5 defined as the place where B(ρ) vanishes when ex-
trapolated using only the bulk field equations. That is, it implies there would be a singularity
in the external geometry if this geometry were extrapolated right down to zero size (rather
than being smoothed out by the physics of the source interior, as illustrated in Figure 1). If
the centre of the source is chosen to be ρ = 0 then in order of magnitude ρ? is of order the
source’s size: ρ? ∼ ρv.
B~Ρb
B > Ρ
Ρ* Ρv
Figure 1: A cartoon illustration of the definition of ρ?. The (blue) metric function B increases
linearly away from the origin with unit slope B(ρ) ' ρ. Outside of the source ρ >∼ ρv, the solution is
a power law in ρ with B(ρ) ∼ ρb. The straight (red) line extrapolates this exterior behaviour to the
point, ρ = ρ?, where the external B would have vanished if the vortex had not intervened first.
When constructing a near-source solution it is most informative to do so as a series
solution expanding in powers of the distance, ρˆ := ρ − ρ?, from the singular source point.
That is,
W = W0
(
ρˆ
`
)w
+W1
(
ρˆ
`
)w+1
+ · · ·
B = B0
(
ρˆ
`
)b
+B1
(
ρˆ
`
)b+1
+ · · · (2.30)
and eφ = eφ0
(
ρˆ
`
)z
+ · · · ,
where ` is a measure of the proper size of the transverse geometry, which we assume to be
much larger than the source’s size, so `  ρˆ. The powers w, b and z describe the nature of
the singularity at ρ = ρ?, and all but three combinations of these parameters and the Wi,
Bi and φi coefficients turn out to be related to one another by the bulk field equations. The
three ‘free’ parameters are instead determined by boundary conditions that the bulk solutions
satisfy in the near-source regime.
5Although ρ? does not carry a source index v, it is clear that there is one such singular point for each source
labelled by v.
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In particular, for small sources these field equations allow all of the Wi, Bi and φi to
be computed in terms of (say) φ0, W0 and B0, and further imply the following two ‘Kasner’
relations [21, 23] amongst the powers b, w and z:
dw + b = dw2 + b2 + z2 = 1 . (2.31)
The second of these in turn implies w, b and z must reside within the intervals
|w| ≤ 1√
d
and |b |, |z| ≤ 1 . (2.32)
It turns out that the rest of the field equations do not give additional constraints on the three
parameters b, w and z, and so one combination of these is one of the quantities determined
by the physical properties of the source.
Expansion about a regular point — ie not the location of a singularity — should corre-
spond to the specific solution z = w = 0 and b = 1 to eqs. (2.31). In the presence of weakly
gravitating sources we expect to find small deviations from these values, whose size can be
inferred by solving (2.31) perturbatively. To this end we write b = 1 + b1δ + b2δ
2 + · · · ,
w = w1δ+ · · · and z = z1δ+ · · · and expand. Working to order δ2 we find the one-parameter
family of solutions
z = z1δ +O(δ2) , b = 1− z
2
2
+O(δ3) and dw = z
2
2
+O(δ3) . (2.33)
Quite generally only z can deviate from its background value at linear order, and the leading
quadratic contributions to w and b − 1 are not independent of this linear deviation in z. In
later sections we find z is determined by the coupling of φ to the source lagrangian, and so
we generically expect δ to be of order κ2v2, where v2 is a measure of the energy density (or
tension) carried by the source (more about which below). Fig. 2 provides numerical evidence
for the validity of the Kasner equations and their perturbative solution, (2.33), nearby but
outside of an explicit vortex solution.
In terms of these Kasner exponents, the combination appearing on the left-hand side of
eq. (2.29) in the near-source limit is
lim
ρ→ρ?
BW d
(
dW ′
W
+ 2φ′
)
= (2z+ dw)
(
B0W
d
0
`
)(
ρˆ
`
)dw+b−1
= (2z+ dw)
(
B0W
d
0
`
)
, (2.34)
where the second equality uses the linear Kasner condition (2.31). When eq. (2.34) is order
unity then eq. (2.29) implies that the curvature Rˇ is of order Rˇ ∼ (κ2d/κ2) corresponding to a d-
dimensional energy density of order 1/κ2. Here κd is the dimensionally reduced gravitational
coupling of the low-energy d-dimensional theory, and we use a result, derived below, that
κ−2d ' κ−2〈W−2〉ext.
Of particular interest are situations where the near-source solutions satisfy z = 0 since the
Kasner conditions imply these also satisfy w = 0 and so 2z + dw = 0. Consequently for any
such source the leading contribution, eq. (2.34), to Rˇ vanishes. In this case it is a subleading
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Figure 2: This plot illustrates the near-source Kasner region for bulk fields that are sourced by
a generic vortex with tension v2 = 0.25/κ2. In the top left plot, the vortex profiles are shown on
a logarithmic axis, with the (blue) scalar profile F increasing towards its asymptotic vacuum value
F → 1 and the (grey) gauge profile P decreasing towards its asymptotic value P → 0. (See below
for more detailed definitions.) These profiles approach their vacuum values exponentially, and they
can be neglected in the region τ = ln(ρ/rv) >∼ 2, which is where the Kasner region ρ >∼ ρv begins. In
the next plot, ln(B′) is seen to be linear in τ in the darkened (blue) near-vortex region, before the
bulk sources dominate the behaviour of B′ at larger τ. This blue region is the Kasner region, where
the bulk fields obey power laws, and this behaviour is also apparent in the plots of ln(eφ) = φ and
ln(W d) = d lnW. The Kasner powers can be extracted in this region, and for this particular source
we find numerically dw = 0.0034, 1 − b = 0.0034 and z = 0.082 which is in agreement with the
perturbative solution of (2.33). Finally, we note that these numerical results are also consistent with
the estimates z ∼ δ ∼ κ2v2 as is argued below.
term that first contributes on the left-hand side of (2.29), implying that Rˇ is suppressed
relative to 1/κ2 by a power of the ratio of source and extra-dimensional sizes: ρ±/`. This
asymptotic reasoning is borne out by the explicit numerical and analytic solutions described
in the next sections.
Explicit bulk solutions
It is useful to see how the above general arguments go through for explicit solutions to the
bulk field equations, which are known in great detail [16, 17] when φ′ → 0 in the near-source
limit in the special case where d = 4 and D = 6 and V0 = 2g
2
R/κ
4. (See also [24] for a
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discussion of linearized solutions; [21, 25] for solutions with6 φ′ 6= 0; [28] with other fields
nonzero; [29] for time-dependent configurations; [30] with more than two brane sources; and
with black hole solutions [31].)
The solutions are most simply written using the symmetry ansatz
ds2 = W 2(ξ) ds24 + r
2(ξ)
(
dξ2 + α2(ξ) sin2 ξ dθ2
)
, (2.35)
where ds24 denotes the maximally symmetric on-vortex geometry, ds
2
4 = gˇµν dx
µdxν . With
this ansatz, as seen above, the field equations ensure Rˇ = 0 provided we assume φ′ → 0 in
the near-source limit, which we now do (and so also take gˇµν = ηµν). The dilaton and metric
function then turn out to be
eφ(ξ) =
eϕ
W 2(ξ)
, α(ξ) =
Υ
W 4(ξ)
and r(ξ) = rBW (ξ)e
−ϕ/2 , (2.36)
with
W 4(ξ) = eυ sin2
ξ
2
+ e−υ cos2
ξ
2
= cosh υ − sinh υ cos ξ , (2.37)
where υ, Υ and ϕ are integration constants. Notice that r2eφ = r2B for all ξ, with the
length-scale rB set by
rB :=
κ
2gR
. (2.38)
The two sources for this geometry are located at the two singular points, ξ− = 0 and
ξ+ = pi, where the transverse space pinches off. In the near-brane limit, ξ → 0, we have
W →W− +O(ξ2), and so the proper radial distance, given by
ρ(ξ) =
∫
dξ r(ξ) = rB e
−ϕ/2
∫
dξ W (ξ) , (2.39)
in this limit becomes ρ = rB e
−ϕ/2 [W0ξ +O(ξ3)], and so α → α− = Υ/W 4− + O(ρ2), B →
α−ρ+O(ρ3) and eφ → eϕ/W 2−+O(ρ2) in the near-brane limit (corresponding to the Kasner
exponents z = w = 0 and b = 1). Similar properties also hold for ξ → pi.
Two of the integration constants — υ and Υ — can be traded for the conical defect
angles, δ± = 2pi(1− α±), in the two near-brane limits, with
Υ =
√
α+α− and eυ =
√
α−
α+
= W 4+ =
1
W 4−
. (2.40)
In terms of these α(ξ) and W (ξ) are given simply by
1
α(ξ)
=
1
α−
cos2
ξ
2
+
1
α+
sin2
ξ
2
and W 4(ξ) = W 4− cos
2 ξ
2
+W 4+ sin
2 ξ
2
. (2.41)
6The de Sitter solutions to these equations are interesting in their own right as a counter-examples [26] to
no-go theorems for the existence of de Sitter solutions in supergravity [27].
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In particular, in the special case W+ = W− the function W (ξ) — and so also φ(ξ), r(ξ) and
α(ξ) — becomes constant, and the geometry reduces to the simple rugby-ball solution [12].
This has proper distance ρ = ξ rB e
−ϕ/2 and
B(ρ) = α rB e
−ϕ/2 sin
(
ρ
rBe−ϕ/2
)
=: α ` sin
(ρ
`
)
, (2.42)
and so ` = rB e
−ϕ/2 = 12κ/gR(ϕ) — where gR(ϕ) = gR e
ϕ/2 — represents the proper ‘radius’
of the transverse dimensions, whose physical volume is Ω = 4pi`2.
The gauge field for the general solution with different brane properties is given by
Aξθ =
QΥ sin ξ
2gAW 8(ξ)
, (2.43)
where gA is the corresponding gauge coupling constant. Comparing with (2.22) shows Q is
related to Q by Q = Q/(2gAr2B) and so is not an independent constant. The total amount of
flux present in the bulk (region Bext) then is∫
A(2) =
∫ +
−
dξdθ Aξθ =
2piQΥ
gA
, (2.44)
so flux quantization, (2.25), relates any source flux to the defect angles by
N =
gAΦA−
2pi
+
gAΦA+
2pi
+QΥ . (2.45)
This shows why brane-localized flux is generically necessary to satisfy flux quantization for
two branes with generic tensions if Q is otherwise fixed. When there is no localized flux, we
can estimate
Q ∼ 1
gAr2B
∼ g
2
R
gAκ2
∼ gR
κ2
. (2.46)
3. Sources - the UV picture
The previous section describes several exact consequences of the bulk field equations that
relate bulk properties to the asymptotic near-source behaviour of various combinations of
bulk fields. In particular it shows how the on-source curvature, Rˇ, is determined in this
way purely by the near-source combination BW d
(
φ+ d2 lnW
)′
, and so vanishes in particular
when φ′ and W ′ approach zero in this limit.
This section now turns to the question of how these derivatives are related to source
properties, extending the results of [4] to include dilaton couplings and extending those of
[32] to include nonzero brane-localized flux (more about which below). In this section this
is done by making an explicit construction of the sources within a UV completion, as a
generalization of Nielsen-Olesen vortices [1, 2]. We do so by adding new scalar and gauge
fields that admit such vortex solutions, with a view to understanding in more detail how near-
source behaviour is controlled by the source properties. Because our focus here is mostly on
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classical issues we do not explicitly embed the new sector into a supersymmetric framework,
but we return to this issue when considering quantum corrections in subsequent analysis [33].
A key assumption in our discussion is that the typical transverse vortex size, rˆv, is much
smaller than the size, `, of the transverse external space: rˆv  `. Subsequent sections then
re-interpret the results found here in terms of the D-dimensional IR effective theory applying
over length scales rˆv  ρ <∼ `. We follow closely the discussion of [4], highlighting the
differences that arise as we proceed (the main one of which is the presence of the dilaton zero
mode).
3.1 Action and field equations
We start with the action and field equations for the UV completed system describing the
sources. With Nielsen-Olesen solutions in mind, we take this ‘vortex’ — or ‘brane’ — sector
to consist of an additional complex scalar coupled to a second U(1) gauge field. Again we
work in D = d + 2 spacetime dimensions, with the cases (D, d) = (4, 2) and (D, d) = (6, 4)
being of most later interest.
The full action now is S = SB + SV with SB as given in (2.1) and the vortex part of the
action given explicitly by
SV = −
∫
dd+2x
√−g
[
1
4
epφZ2MN +
ε
2
erφZMNA
MN +DMΨ
∗DMΨ + λ eqφ
(
Ψ∗Ψ− v
2
2
)2]
=: −
∫
dd+2x
√−g
(
LZ + Lmix + LΨ + Vb
)
=: −
∫
dd+2x
√−g LV , (3.1)
where DMΨ := ∂MΨ − ieZM Ψ, and the second line defines the various Li. The terms LZ ,
LΨ and Vb describe scalar electrodynamics and are chosen to allow vortex solutions for which
the ZMN gauge flux is localized. The Lmix term is chosen — following [4] (see also [35, 3])
— to kinetically mix Z with the bulk gauge field [36] and thereby generate a vortex-localized
component to the exterior AMN gauge flux.
We follow [4] and write
√
2 Ψ = ψ eiΩ and adopt a unitary gauge for which the phase, Ω,
is set to zero, though this gauge will prove to be singular at the origin of the vortex solutions
we examine later. In this gauge the term LΨ in SV can be written
LΨ = DMΨ
∗DMΨ =
1
2
(
∂Mψ ∂
Mψ + e2ψ2ZMZ
M
)
(3.2)
and the vortex potential becomes
Vb(φ, ψ) =
λ
4
eqφ
(
ψ2 − v2
)2
. (3.3)
Our interest in what follows is largely in how the dependence on φ in these interactions back-
reacts onto the properties of the bulk, and affects the interactions of the various low-energy
effective descriptions. We notice in passing that SV shares the classical scale invariance of SB
only in the special case: p = r = −1 and q = 1.
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It is also useful to group the terms in the vortex and bulk lagrangians together according
to how many metric factors and derivatives appear, with
Lkin :=
1
2
gMN
(
1
κ2
∂Mφ∂Nφ+ ∂Mψ ∂Nψ
)
, Lgge := LA + LZ + Lmix
Lpot := VB(φ) + Vb(φ, ψ) and Lgm :=
1
2
e2ψ2 gMNZMZN , (3.4)
so Lφ + LΨ + Vb = Lkin + Lpot + Lgm. Notice that for the configurations of later interest we
have LZ ≥ 0, LΨ ≥ 0 and Vb ≥ 0 while Lmix can have either sign.
Gauge field equations
With these choices the field equations for the two Maxwell fields are
1√−g ∂M
[√−g(e−φAMN + ε erφZMN)] = 0 , (3.5)
and
1√−g ∂M
[√−g(epφZMN + ε erφAMN)] = e2ψ2ZN , (3.6)
and (as usual) these are supplemented by the Bianchi identities dA = dZ = 0, for the 2-forms
AMN and ZMN . For later purposes it is useful to write (3.5) as ∂M
(√−g e−φAˇMN) = 0 with
AˇMN defined by
AˇMN := AMN + ε e
(r+1)φZMN , (3.7)
in which case (3.6) becomes
1√−g ∂M
[√−g Λ(φ)ZMN]+ ε(r + 1) erφ∂Mφ AˇMN = e2ψ2ZN , (3.8)
with
Λ(φ) := epφ − ε2 e(2r+1)φ . (3.9)
We see below that the energy density of the system is given by a particular sum of the
Li’s, and when assessing the sign of the energy it is useful to notice that the off-diagonal
contribution to Lgge vanishes when this is expressed in terms of AˇMN rather than AMN , since
Lgge = LA + LZ + Lmix = LˇA + LˇZ , (3.10)
where
LˇA :=
1
4
e−φAˇMNAˇMN and LˇZ :=
1
4
Λ(φ)ZMNZ
MN . (3.11)
This shows that the kinetic energy of the ZM gauge field is renormalized
7 by the mixing of the
two gauge fields, with the result only bounded below for all8 real φ if p = 2r+1 and ε2 < 1. It
7This provides a UV perspective to what becomes a divergent renormalization [8, 9, 15] in the limit of
zero-size sources.
8For some applications requiring boundedness for all φ may be too strong a criterion, since the semiclassical
approximation relies on the assumption eφ  1. Since our inference about the boundedness of the energy is
itself performed semiclassically, it is also suspect if the unboundedness occurs only when eφ >∼ 1. If this weaker
criterion is our guide then we only require 2r + 1 ≥ p rather than strict equality.
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also suggests a better split between the bulk and the vortices is to write LB +LV = LˇB +Lloc,
where LˇB = LEH +Lφ+ LˇA and Lloc = LˇZ +LΨ +Vb. Split this way all of the localized energy
falls within Lloc, because of the absence of mixing terms [4].
Although the quantities LˇA and LˇZ are useful when describing the energy density, unlike
in [4] their use directly in the lagrangian can lead to errors. It is important in this regard to
keep in mind that there are two important ways in which the transition from AMN to AˇMN
differs in the present case from the discussion in [4]. First, if AˇMN is used instead of AMN in
the field equations then one must remember that the Bianchi identity for A and Z implies Aˇ
also satisfies
dAˇ = ε(r + 1) e(r+1)φ dφ ∧ Z , (3.12)
which need not vanish because of the presence in (3.7) of the field φ. The second difference
is related to the first: one must never use eq. (3.7) to trade AMN for AˇMN in the action and
then compute the field equations. This is because (3.7) is not a change of variables in the
path integral since it is not a redefinition of the gauge potentials. In practice this kind of
substitution is most dangerous in the φ field equation, as may be seen from the functional
chain rule,(
δS
δφ(x)
)
Afixed
=
(
δS
δφ(x)
)
Aˇfixed
+
∫
dDy
(
δS
δAˇMN(y)
)
φfixed
(
δAˇMN(y)
δφ(x)
)
Afixed
=
(
δS
δφ(x)
)
Aˇfixed
+ ε(r + 1) e(r+1)φZMN
(
δS
δAˇMN(x)
)
φ fixed
. (3.13)
The second term on the right-hand side of this relation need not vanish when the field equa-
tions are satisfied.
For configurations with the symmetries of interest the gauge field equations reduce to(
e−φW dAˇρθ
B
)′
= 0 , (3.14)
and
1
BW d
[
Λ(φ)
(
W dZ ′θ
B
)]′
+ ε(r + 1) erφ
(
φ′Aˇρθ
B2
)
=
e2ψ2Zθ
B2
, (3.15)
where (as before) primes denote differentiation with respect to proper distance, ρ, and Λ(φ)
and AˇMN are as defined in eqs. (3.9) and (3.7), respectively.
Flux quantization
The solution to eq. (3.14) is
Aˇρθ =
QB eφ
W d
, (3.16)
which shows that Aˇ(2) describes the part of the gauge fields that does not see the vortex
sources. Ultimately the integration constant Q is fixed by the flux quantization conditions
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for A(2) and Z(2), which state
ΦA :=
∫
A(2) =
∫
d2y Aρθ =
2piN
gA
, (3.17)
and
ΦZ :=
∫
Z(2) =
∫
d2y Zρθ = −
∑
v
2pinv
e
= −2pintot
e
, (3.18)
where N and ntot =
∑
v nv = n+ + n− are integers while e and gA are the relevant gauge
couplings. Strictly speaking flux quantization only ensures the sum over all vortices, ntot =
n+ +n−, is an integer. However we imagine here that the two vortices are situated at opposite
ends of the (relatively) very large extra dimensions and so are very well-separated. Conse-
quently in practice each of n+ and n− are separately integers, up to exponential accuracy.9
On one hand, for φ ≈ φv approximately constant across the narrow width of each vortex,
this implies
ΦˇA :=
∫
Aˇ(2) ≈ 2pi
(
N
gA
− ε
e
∑
v
nve
(r+1)φv
)
, (3.19)
while on the other hand the left-hand side is related to Q by
ΦˇA = Q
∫
d2y
(
B eφ
W 4
)
= Q Ω̂−4 , (3.20)
where we define the useful notation
Ω̂k :=
∫
d2y
√
g2W
k eφ =
∫
d2y
√
gˆ2W
k , (3.21)
to represent the 2D integrals that arise here and in later calculations. Here Ω̂k is the integral
of W k over the transverse dimensions using the scale-invariant metric, gˆmn := e
φ gmn, and
the particular case k = 0 represents the extra-dimensional volume, Ω̂ := Ω̂0, as measured by
this metric.
We see Q is given by
Q =
ΦˇA
Ω̂−4
≈ 2pi
Ω̂−4
(
N
gA
− ε
e
∑
v
nv e
(r+1)φv
)
, (3.22)
In the special case where φ = ϕ takes the same value at all of the vortex positions this
becomes
Q ≈ 2pi
Ω̂−4
[
N
gA
−
(ε ntot
e
)
e(r+1)ϕ
]
. (3.23)
9This could also be alternatively arranged by having two copies of the vortex sector, with each vortex
carrying flux from a different U(1) (which would therefore be separately quantized) but with both mixing with
the bulk U(1).
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Scalar field equations
The vortex scalar field equation in unitary gauge becomes
1√−g ∂M
(√−g gMN∂Nψ) = e2ψZMZM + λ eqφψ(ψ2 − v2) , (3.24)
while the dilaton equation is
φ = 1√−g ∂M
(√−g gMN∂Nφ) = κ2(VB − LA + qVb + pLZ + rLmix) (3.25)
= κ2
(
X + Y
)
.
Here
X := Lpot − Lgge = VB + Vb − LA − LZ − Lmix , (3.26)
is the combination appearing in the stress tensor, Tmm = −2X , and we define the useful
quantity
Y := (q − 1)Vb + (1 + p)LZ + (1 + r)Lmix . (3.27)
Notice that Y involves only terms from the vortex lagrangian and vanishes identically in
the scale-invariant case, for which p = r = −1 and q = 1, while X is most usefully split
between bulk and localized contributions through X = XˇB +Xloc where XˇB = VB − LˇA while
Xloc := Vb − LˇZ . It is similarly useful to write Z = ZB + Zloc with ZB defined as above and
Zloc = 12(ψ′)2 − Lgm.
Once restricted to the symmetric configurations of interest the scalar equations simplify
to
1
BW d
(
BW d ψ′
)′
= e2ψ
(
Zθ
B
)2
+ λeqφψ
(
ψ2 − v2
)
, (3.28)
and
1
BW d
(
BW d φ′
)′
= κ2
(
X + Y
)
. (3.29)
Einstein equations
The stress-energy tensor of the entire system now is
TMN =
1
κ2
∂Mφ∂Nφ+ ∂Mψ ∂Nψ + e
2ψ2ZMZN + e
−φAMPANP + epφZMPZNP
+
ε
2
erφ
(
AMPZN
P + ZMPAN
P
)
− gMN
(
Lkin + Lgm + Lpot + Lgge
)
, (3.30)
and so the nontrivial components of the matter stress-energy are given by (2.14), with X =
Lpot − Lgge (as in eq. (3.26)) while
% := Lkin + Lgm + Lpot + Lgge and Z := Lkin − Lgm . (3.31)
The lone nontrivial component of the trace-reversed Einstein equations governing the
d-dimensional on-brane geometry therefore becomes
R(d) := gµνRµν =
Rˇ
W 2
+
d
BW d
(
BW ′W d−1
)′
= −2κ2X . (3.32)
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The two components dictating the 2-dimensional transverse geometry similarly can be taken
to be
R(2) := gmnRmn = R+ d
(
W ′′
W
+
B′W ′
BW
)
= −κ2Xmm = −2κ2
[
%−
(
1− 2
d
)
X
]
, (3.33)
and
B
W
(
W ′
B
)′
= −2
d
κ2Z . (3.34)
For later purposes a useful combination of these equations gives the D-dimensional Ricci
scalar, R(D) = R(d) + R(2). Given that the total lagrangian is given by L = LB + LV =
(2κ2)−1R(D) + %, where % is the total energy density, it turns out this can be written
L = LB + LV = −2X
d
(3.35)
Yet another useful combination of the above equations is the (ρρ) component of the
Einstein equations Gρρ = −κ2T ρρ which reads
2d
(
B′W ′
BW
)
+
Rˇ
W 2
+ d(d− 1)
(
W ′
W
)2
= 2κ2 (Z − X ) . (3.36)
This expression contains only first derivatives of metric and matter fields, and acts as a
constraint on the solution as it is integrated along the proper distance ρ.
Finally, we see from the above that the gauge fields only enter the Einstein equations
through the combination Lgge = LA + LZ + Lmix = LˇA + LˇZ , and so the Einstein equations
are indifferent (unlike the dilaton field equation) to whether they are expressed using AMN
or AˇMN .
Control of approximations
Since solutions to the classical field equations take up much of what follows, we first briefly
digress to summarize the domain of validity of these solutions. The fundamental parameters
of the problem are the gravitational constant, κ; the coefficient of the bulk scalar potential,
V0 (or V0 = 2g
2
R/κ
4 for 6D supergravity); the gauge couplings, eˆ2(ϕ) = e2/Λ(ϕ) and gˆA(ϕ) =
gAe
ϕ/2; the scalar self-coupling, λˆ(ϕ) = λeqϕ, and the scalar vev v. To these must be added
the dimensionless parameter, ε, that measures the mixing strength for the two gauge fields.
When discussing 6D supergravity we typically assume gA = gR and so can use gA and gR
interchangeably. We also largely keep to the vortex parameter range λˆ ∼ eˆ2.
The energy density of the vortex turns out below to be of order eˆ2v4 and when λˆ ∼ eˆ2
the transverse vortex proper radius is of order rˆv with
rˆv =
1
eˆv
. (3.37)
The effective energy-per-unit-area of the vortex is therefore of order eˆ2v4rˆ2v = v
2. These
energies give rise to D-dimensional curvatures within the vortex of order 1/l2v = κ
2eˆ2v4 and
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integrated dimensional gravitational effects (like conical defect angles) of order κ2v2. We
work in a regime where κv  1 to ensure that the gravitational response to the energy
density of the vortex is weak, and so defect angles are small and lv  rˆv. We also define the
φ-independent quantity rv = 1/ev.
By contrast, we have seen that far from the vortex the curvature scale in the bulk turns
out to be proportional to 1/`2 where
` = rB e
−ϕ/2 =
κ
2gˆR(ϕ)
. (3.38)
Since our interest is in the regime where the vortex is much smaller than the transverse
dimensions we throughout assume rˆv/` 1 and so the parameter range of interest is
gˆA(ϕ)
eˆ(ϕ)
 κv  1 . (3.39)
As seen earlier, semiclassical reasoning also depends on the ambient value of the dilaton,
ϕ, because it is edϕ/2 that counts loops in the bulk theory. Consequently we require
eϕ  1 (3.40)
in order to work semiclassically within the bulk theory. But ϕ also governs the size of vortex
couplings through λˆ(ϕ) = λeqϕ and eˆ2(ϕ) = e2/Λ(ϕ) and we must check these remain small
to trust semiclassical reasoning on the vortex.
3.2 Dual formulation
Because the gauge coupling to the vortex is magnetic, it can be useful to work with the
Hodge dual of the Maxwell field AMN . In this section we restrict to the case of later interest,
(D, d) = (6, 4), though the same steps are easily also done for general d.
The terms involving AM in the 6D action can be written
LA + Lmix + Llm =
1
4
e−φAMNAMN +
ε
2
erφZMNAMN +
1
3!
MNPQRTVMNP∂QART , (3.41)
where the functional integration over the 3-form lagrange multiplier, VMNP , ensures AMN
satisfies the Bianchi identity and so allows us to directly integrate AMN rather than the gauge
potential, AM . Notice that because we wish the constraint dA(2) = 0 also to hold on any
boundaries we do not include a surface term to restrict the variation of VMNP there.
The integration over AMN is gaussian and so can be performed directly, leaving VMNP as
the dual field. Performing the gaussian integration requires an integration by parts, and so
leaves a surface term
Lst = +
1
3!
∇Q
(
MNPQRTVMNPART
)
, (3.42)
to which we return later. The saddle point relates the 4-form field strength, F(4) = dV(3), to
the 2-form A(2) as follows
AˇMN = AMN + ε e(r+1)φ ZMN = − 1
2 · 3! e
φ MNPQRTFPQRT , (3.43)
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which inverts to
FMNPQ = +
1
2
e−φ MNPQRT AˇRT . (3.44)
The dual action (obtained after evaluating at this saddle point) then is
Lgge = LZ + LA + Lmix + Llm
=
1
4
Λ(φ)ZMNZ
MN − ε
2 · 4! e
(r+1)φMNPQRTZMNFPQRT (3.45)
+
1
2 · 4! e
φ FPQRTF
PQRT + Lst
=: LˇZ + LBLF + LF + Lst ,
where the last line defines LBLF and LF , the latter of which also evaluates on shell to
LF :=
1
2 · 4! FMNPQF
MNPQ = −LˇA = −1
2
(
Q
W 4
)2
eφ . (3.46)
Keeping in mind that Lst = √−g Lst does not change the bulk equations of motion,
in these variables the contribution of the Maxwell field to the RHS of the dilaton equation,
(3.25), becomes
κ2
∂Lgge
∂φ
= κ2
[
Λ′
Λ
LˇZ + (r + 1)LBLF + LF
]
(3.47)
instead of κ2 (−LA + pLZ + rLmix). Similarly, since LBLF = √−g LBLF is proportional to
Z(2) ∧ F(4) it does not couple to the metric at all, so the stress energy coming from Lgge is
TMN =
1
3!
FMABCFNABC + ΛZ
MAZNA −
(
LF + LˇZ
)
gMN , (3.48)
and so contributes to X as Xgge = −12 Tmm = −2LˇZ + (LF + LˇZ) = LF − LˇZ . Furthermore,
the 6D trace becomes TMM = 8LF + 4LˇZ − 6
(
LF + LˇZ
)
= 2
(
LF − LˇZ
)
and so the full 6D
traced Einstein equation is
R
κ2
= −2
(
Lkin + Lgm
)
− 3Lpot + LF − LˇZ
= −2
(
Lkin + Lgm + Lpot + LˇZ − LF
)
−
(
Lpot + LF − LˇZ
)
. (3.49)
If we define Y so that φ = κ2 (X + Y) remains true, then we are led to replace (3.27)
with
Y = (q − 1)Vb +
(
1 +
Λ′
Λ
)
LˇZ + (r + 1)LBLF . (3.50)
As expected, LF drops out of this since the bulk Maxwell action does not break the scale
symmetry.
Trading A(2) for F(4) in the surface term, Lst, of (3.42) allows it to be written
Lst = +
2
4!
∇Q
(
MNPQRTVMNPART
)
= +
1
3!
∇Q
(
VMNP e
φ FˇMNPQ
)
, (3.51)
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where the second equality defines
FˇMNPQ := FMNPQ − ε
2
erφMNPQRTZ
RT . (3.52)
Because the 4-form field equations imply ∇M
(
eφFˇMNPQ
)
= 0, evaluating Lst at a 4-form
solution gives (
Lst
)
on−shell
= − 1
4!
eφ FˇMNPQFMNPQ = −2LF − LBLF , (3.53)
and so on-shell the gauge action evaluates to(
Lgge
)
on−shell
= LˇZ + LBLF + LF + Lst = LˇZ − LF , (3.54)
in agreement with the expected value, Lgge = LˇZ + LˇA, in the original variables.
Although this dual formulation is equivalent to the original one, it makes several features
usefully manifest. First, because F(4) turns out to be proportional to
?Aˇ(2) rather than
?A(2),
it provides a natural way to express the change of variables from A to Aˇ directly in the action
rather than the field equations, even for nontrivial dilaton profiles. In so doing it generates
the same renormalization of the Z kinetic term obtained earlier [4]. Second, because the
V −Z coupling term has the form of F(4) ∧Z(2) it is immediate that this term is independent
of the metric and so does not directly gravitate. This can also be understood in the original
variables [4], in terms of a cancellation of localized contributions between Lmix and LA.
For the maximally symmetric configurations described above, evaluating F(4) using the
solution to the Aˇ(2) field equation gives
Fµνλκ = e
−φµνλκρθAˇρθ = Q ˇµνλκ , (3.55)
where ˇµνλρ = ±
√−gˇ is the 4D volume form built from the metric gˇµν . Notice that in the
scale-invariant case (where r = −1) these definitions imply Fµνλκ → s2Fµνλκ under the scaling
symmetry.
3.3 Vortex solutions
This section describes an isolated vortex within a much larger ambient bulk geometry. Our
goal is to establish that the presence of the dilaton couplings need not destroy the localized
vortex solutions — with exponentially falling solutions beyond the vortex radius, rˆv — familiar
from the dilaton-free case. We also wish to relate the properties of the vortex to the asymptotic
behaviour of the bulk fields and their derivatives outside of (but near to) the vortex itself,
with a view to using these in the discussion of bulk solutions given earlier.
Nielsen-Olesen vortices
The isolated Abelian-Higgs system contains vortex solutions where the local gauge symmetry
is relatively unbroken in a core region [1, 2], and the fields approach their vacuum solutions
outside of this region. Although we consider a more complicated gravitating vortex sector
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that is coupled to a bulk scalar, as in SV , explicit numerical construction shows this only
weakly perturbs the form of the localized vortex solutions in the parameter range of interest
(as expected).
We work in a unitary gauge for which Ψ = ψ is real (and for which the gauge fields ZM
and AM are singular at the origin). We demand (as usual) the vortex fields approach their
vacuum values away from the vortex, corresponding to ψ → v and ZM → 0 far from the
vortex core. Inside the vortex we have scalar boundary conditions ψ(0) = 0 and ψ′(0) = 0
in addition to gauge boundary condition Zθ(0) = nv/e. This second boundary condition is
chosen so that Z-flux quantization is satisfied within the vortex,
∮
ρ=ρv
dZ = 2pi
ρv∫
0
dρ ∂ρZθ = 2pi
[
Zθ(ρv)− Zθ(0)
]
= −2pinv
e
, (3.56)
where ρv is a point chosen sufficiently far from the vortex core that we can assume the gauge
field takes on the vacuum value Zθ = 0, and the integer nv is the flux quantum of the vortex
source in the region Xv defined by 0 ≤ ρ ≤ ρv.
It is convenient when solving the vortex field equations to scale out the field dimensions
by defining
Zθ =
nvP (ρ)
e
and ψ = vF (ρ) . (3.57)
In terms of these the boundary conditions become F (0) = 0 and F → 1 far from the vortex,
while P (ρ) decreases from P (0) = 1 at the vortex core to its asymptotic value P → 0. In
these variables, the vortex field equations read as follows
1
BW d
(
BW dF ′
)′
=
n2vP
2F
B2
+ λv2eqφF (F 2 − 1) , (3.58)
and
1
BW d
[
Λ(φ)
(
W dP ′
B
)]′
+ (r + 1)e(r+1)φ
(
eεQ
nv
)(
φ′
BW d
)
=
e2v2F 2P
B2
. (3.59)
Examples of numerical solutions for the gravitating vortex profiles with dilaton interactions
are shown in Fig. 3 and strongly resemble the nongravitating vortex solutions found in [4] with
constant dilaton in the vortex region φ = φv. In particular, they approach their asymptotic
values exponentially over scales controlled by the φv-dependent masses m
2
Z = eˆ
2(φv)v
2 and
m2Ψ = 2λˆ(φv)v
2 with
eˆ2(φ) :=
e2
Λ(φ)
and λˆ(φ) := λ eqφ . (3.60)
We wish to trace how the vortex solutions depend on φ, and to do so it is useful to rescale
factors of Λ(φ) into the coordinate ρ (or, equivalently, the transverse metric), by writing
gmndy
mdyn = Λ(φ)r2v
(
dρ¯2 + B¯2dθ2
)
= rˆ2v (φ)
(
dρ¯2 + B¯2dθ2
)
. (3.61)
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With this choice the Aˇρ¯θ equation becomes
∂ρ¯
[
W de−φAˇρ¯θ
B¯Λ(φ)
]
= 0 , (3.62)
which has solution
Aˇρ¯θ =
Q¯B¯ Λ(φ)eφ
W d
, (3.63)
with integration constant Q¯ = Qr2v . The vortex field equations rewrite as
1
B¯W d
∂ρ¯
[
B¯W d∂ρ¯F
]
=
n2vP
2F
B¯2
+ eqφΛ(φ)
(
λ
e2
)
F (F 2 − 1) , (3.64)
and
1
B¯W d
∂ρ¯
(
W d∂ρ¯P
B¯
)
+ (r + 1)e(r+1)φ
(
eεQ¯
nv
)(
∂ρ¯φ
B¯W d
)
=
F 2P
B¯2
. (3.65)
Now comes the main point. To the extent that the gauge fields do not mix (ie ε = 0) or
that the dilaton is approximately constant in the vortex region (∂ρ¯φ ' 0) these equations show
that the vortex system depends on φ only through the one single, φ-dependent parameter
βˆ(φ) := eqφΛ(φ)
(
2λ
e2
)
=
2λˆ(φ)
eˆ2(φ)
=
m2Ψ
m2Z
= eqφΛ(φ)β . (3.66)
Furthermore, if p = 2r + 1 (as required if the ZM kinetic energy is bounded below for all φ)
then the φ-dependence of Λ(φ) = epφ(1−ε2) is simple and it is possible to make βˆ independent
of φ by choosing p+ q = 0.
How important for these statements is the assumption that φ not vary across the vortex?
Depedence on φ can enter if ε is nonzero and φ actually does vary across the vortex, as can
be seen from eq. (3.59) or (3.65). But because φ′ ∼ κ2v2 generically and eQ¯ = er2vQ ∼
(e/gA)(rv/rB)
2 the vortex system is only weakly sensitive to the value of φ for the one-
parameter family p = −q = 2r+ 1, since the φ-dependence arising from the φ′ term of (3.59)
is of relative size
∂ρ¯φ(r + 1)εe r
2
vQe
(r+1)φ ∼ κ2v2(r + 1)
(
εe r2v
gAr2B
)
e(r+1)φ ∼ (r + 1)
(
εg2R
e gA
)
e(r+1)φ , (3.67)
where the second estimate follows from the definition rv = 1/ev and rB ∼ κ/gR. Because we
are assuming 2r + 1 = p, the φ-dependence can be absorbed by the hatted couplings to give
∂ρ¯φ(r + 1)εe r
2
vQe
(r+1)φ ∼ (r + 1)
(
εgˆ2R
eˆ gˆA
)
, (3.68)
which is suppressed in the parameter range gˆA/eˆ ≈ gˆR/eˆ κ2v2  1 required to control the
semiclassical approximation and to ensure ` rˆv.
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Figure 3: These plots demonstrate that the dilaton couplings do not ruin the existence of localized
vortex solutions. The left plot contains a comparison of the vortex profiles F and P for a non-
gravitating vortex in flat space (dashed curves) and a gravitating vortex coupled to the dilaton (solid
curves). The right plot shows the dilaton profile in the vortex region for both cases. The gravitating
dilaton is slowly varying in the vortex region, with the change of φ over the vortex region being
controlled by ∆eφ ∼ κ2v2. The parameters used to generate the gravitating profiles are d = 4,
ε = 0.3, β = 3, κv = 0.5, φ(0) = 0, Q = 0.01 ev2, V0 = Q
2/2 and the vortex sector is coupled to
the dilaton through the generic choices (p, q, r) = (−1, 0,−1). The flat space profiles are generated by
choosing κv = 0 instead.
BPS special case
In the special case where W = Wv and φ = φv are constant in the vortex (for which a
coordinate rescaling allows the choice Wv = 1), then the vortex field equations are the same
as apply in the absence of the dilaton once we make the replacement e→ eˆ and λ→ λˆ with
eˆ2 := e2/Λ(φv) and λˆ := λ e
qφv . The vortex field equations in this case boil down to
1
B
(
P ′
B
)′
=
eˆ2v2F 2P
B2
, (3.69)
while the ψ equation becomes
1
B
(
B F ′
)′
=
n2vP
2F
B2
+ λˆv2 F
(
F 2 − 1) . (3.70)
The solutions to these equations are particularly simple when eˆ2 = 2λˆ, since then
eqs. (3.69) and (3.70) are equivalent to the first-order equations,
BF ′ = nvFP and
nvP
′
eˆB
=
√
λˆ
2
v2
(
F 2 − 1) . (3.71)
We show later that W = 1 and φ = φv also solve the bulk field equations when eˆ
2 = 2λˆ, and
so this choice provides a consistent solution to all the field equations. Such solutions naturally
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arise when the vortex sector is itself also supersymmetric, since supersymmetry can require
eˆ2 = 2λˆ and the vortices leave some supersymmetry unbroken.
When eqs. (3.71) as well as φ = φv and W = 1 hold, they also imply
Lkin =
1
2
(∂ψ)2 =
e2
2
ψ2ZMZ
M = Lgm , (3.72)
and
LˇZ :=
1
4
Λ(φb)ZmnZ
mn =
λ
4
(ψ2 − v2)2 = Vb , (3.73)
which further imply that the vortex-localized contributions to Z and X cancel out: Zloc = 0
and Xloc = 0. But the bulk contribution to Z also vanishes if φ′ = 0 and — as can be
seen from eq. (3.34) — it is the vanishing of Z that allows constant W to solve the Einstein
equations. Finally, the dilaton field equation with constant φ requires XˇB+Y = 0 everywhere,
and so separately evaluating in the bulk and vortex implies XˇB = Y = 0 separately. Although
Y = 0 can be ensured using the scale-invariant choices p = r = −1 and q = 1, vanishing XˇB
in general either requires a condition on the bulk gauge field, Q (which need not agree with
what is required by flux quantization) or a runaway to eφ → 0.
Finally, the vortex part of the action evaluates in this case to the simple result
Sv :=
1√−gˇ
∫
Xv
d2y
√−g % loc = 2pi
ρv∫
0
dρB
[
LΨ + Vb + LˇZ
]
= pinvv
2 , (3.74)
where the second equality also defines the localized energy density % loc = Lloc.
3.4 Integral relations
In this section we generalize the integral relations described earlier for the bulk system to
include the vortex sources. Instead of integrating only over the exterior region, Bext, we now
instead integrate over the small regions, X±, containing each vortex source, and thereby learn
how the vortex determines the boundary conditions on the interface with Bext. Using these
boundary conditions for the integrated bulk solution is equivalent to integrating the bulk-
vortex field equations over the entire space, Xtot := Bext ∪ X+ ∪ X−, which is smooth and
compact and without boundary. In what follows we generically represent by Xv = {X+, X−}
when we do not need to specify which source is of interest.
Integration over near-source pillboxes
We first integrate just over Xv to find the UV theory’s perspective on the general matching
conditions [8, 9] that relate near-source derivatives to properties of the source. These are
useful in developing the effective theory of the next section that treats the vortices as point-
like sources, or branes.
– 27 –
0 200 400 600 800
0
50
100
150
200
250
B
r
v
0 200 400 600 800
0.98
0.99
1.00
1.01
1.02
W
4
0 200 400 600 800
-0.02
-0.01
0.00
0.01
0.02
Ρrv
Φ
0 200 400 600 800
-1.0
-0.5
0.0
0.5
1.0
Ρrv
B
'
Figure 4: These plots show the numerical bulk solution for n = 1 BPS vortex sources (βˆ = 1) with
scale invariant couplings to the dilaton (p, q, r) = (−1, 1,−1) and κv = 0.4. For these choices, the field
equations are solved by a constant dilaton and warp factor: W = 1 and φ = 0. Because φ′ = W ′ = 0,
this solution falls into the simple class of rugby ball solutions described in §2.3. In the top left plot
the metric function B is plotted against the same solution for a sphere of proper radius ` = 250pirv,
Bsphere = ` sin(ρ/`). The vortices (which cannot be resolved in these plots) introduce a defect angle
into the bulk metric such that B = α` sin(ρ/`) in the bulk. The defect angle, α, can be determined
by extrapolating B′ to the apparent singular point at ρ? ≈ 0. This yields 1− α ' 0.08 = κ2Tˇ /2pi =
(κv)2/2 as expected from (3.74) and (4.25).
Maxwell fields
We start with the gauge-field equations. The simplest of these to solve is the Maxwell equa-
tion, (3.14), since this does not depend directly on the fields ZM or ψ. The solution is as
before
Aˇρθ =
QB eφ
W d
, (3.75)
where Q is an integration constant. This enters into the Einstein equations, (3.32), (3.33)
and (3.34), through the combination LˇA =
1
2(Q/W
d)2 eφ.
Suppose now we take a test charge that couples only to AM and ask how much flux it
measures when taken around the vortex. We do so by moving around the edge of V , remaining
everywhere outside the vortex. The edge of the pillbox is at a distance ρv >∼ rˆv from the vortex
so vortex fields are exponentially small, but we also choose ρv  ` so it contains a negligible
fraction of the external bulk. The flux seen by this charge is
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ΦA(Xv) :=
∫
Xv
A(2) =
∫
Xv
(
Aˇ(2) − εe(r+1)φ Z(2)
)
= 2pi
Q ρv∫
0
dρ
Beφ
W d
− ε
ρv∫
0
dρ e(r+1)φZρθ
 . (3.76)
The first term in the last equality gives the amount of bulk flux lying within ρ < ρv in the
absence of the vortex source, and so is negligibly small in the limit rˆv → 0. The second
term does survive this limit, however, because even though bulk fields vary slowly over the
small vortex volume, the profile for Zρθ is strongly peaked in such a way as to give the total
quantized Z-flux,
ΦZ =
∫
Xv
Z(2) ≈ −
2pinv
e
. (3.77)
So eq. (3.76) shows that the mixing of A and Z gauge fields through Lmix implies the test
charge sees a vortex-localized component of flux despite it not coupling directly to the Z field
ΦA(Xv) ' −εΦZ(Xv) e(r+1)φv ' 2pinvε
e
e(r+1)φv , (3.78)
where the approximation is true to the extent that rˆv  `. This localizes part of the external
A flux onto the vortex.
Dilaton
Integrating the dilaton field equation, (3.29), over a vortex-containing pillbox gives(
BW d φ′
)
ρ=ρv
=
κ2
2pi
∫
Xv
d2y
√
g2W
d (X + Y) = κ
2
2pi
〈
X + Y
〉
v
, (3.79)
where we use that BW dφ′ vanishes at the vortex centre ρ = 0. We also repurpose the angle
bracket notation of (2.24) to more general integration regions, Xv. This exact result expresses
how the near-source limit of φ′ just outside the vortex is determined by the detailed vortex
profiles (keeping in mind that for both regions X±, φ′ in this expression is evaluated for a
proper-distance coordinate for which ρ increases as one moves away from the vortex).
If ρv lies within the Kasner regime — for which (2.30) applies — the the left-hand side
of (3.79) becomes
(
BW d φ′
)
ρ=ρv
=
(
zB0W
d
0
`
)(
ρˆv
`
)dw+b−1 [
1 +O
(
ρˆv
`
)]
= z Γ
[
1 +O
(
ρˆv
`
)]
, (3.80)
where ρˆv := ρv − ρ? and the second equality defines the quantity Γ := B0W d0 /` and uses
the linear Kasner relation dw + b = 1. When combined with (3.79) this shows how vortex
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properties constrain combinations of bulk parameters (such as z) not already fixed by the
bulk field equations.
Metric
Similar conditions are obtained by integrating the Einstein equations over Xv. The trace-
reversed Einstein equation, (3.32), governing the curvature R(d) integrates to give
dw Γ
[
1 +O
(
ρˆv
`
)]
=
[
B
(
W d
)′]
ρv
= − 1
2pi
[
Rˇ
〈
W−2
〉
v + 2κ
2
〈X 〉v] , (3.81)
which uses the boundary condition B
(
W d
)′
= 0 at ρ = 0 and rewrites [B
(
W d
)′
]ρv using
(2.30). This relates a different combination of bulk parameters to vortex properties. Inte-
grating the (θθ) trace-reversed equation instead implies
bΓ
[
1 +O
(
ρˆv
`
)]
=
(
B′W d
)
ρv
= 1− κ
2
2pi
〈
%−Z −
(
1− 2
d
)
X
〉
v
, (3.82)
because of the boundary condition B′W d = 1 at ρ = 0.
Notice that the powers z, w and b are not independent since the bulk field equations
imply they must satisfy the Kasner conditions (2.31), and so the right-hand sides of the
above expressions also cannot be completely independent in the limit ρˆv  `. The resulting
relations among the vortex integrals are developed in more detail in §4 and play an important
role in determining the off-brane components of the bulk stress energy in the effective theory
applying at scales where the vortex size cannot be resolved. Because these relations follow
from the bulk Einstein equations they can be regarded as general consequences of stress-energy
conservation for the vortex integrals.
Integration over the entire transverse space
We see that the integral relations of §2 give bulk properties in terms of near-vortex deriva-
tives of bulk fields, and the integral relations just described then relate these near-vortex
derivatives to explicit vortex integrals. The resulting relation between bulk properties and
vortex integrals is more directly obtained by integrating over all of the transverse dimensions,
Xtot = Bext ∪X+ ∪X−, at once. In such an integral all boundary terms cancel, as they must
for any smooth compact transverse space. In the case of the Maxwell field integrating over
the entire transverse space gives the flux-quantization condition, as discussed earlier.
Dilaton
Integrating the dilaton field equation, (3.29), over the entire compact transverse dimension
gives 〈
X + Y
〉
tot
= 0 ≈ 〈XˇB〉tot +∑
v
〈Xloc + Y〉v , (3.83)
where the approximate equality drops exponentially suppressed vortex terms when replacing
a localized integral over the entire space with a localized integral over the source regions.
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Integration over the transverse space can be regarded as projecting the field equations onto
the zero mode in these directions, and so (3.83) can be interpreted as the equation that
determines the value of the dilaton zero-mode. (This conclusion is also shown more explicitly
from the point of view of the effective d-dimensional theory in a forthcoming analysis [33].) In
the absence of the sources this zero mode is an exact flat direction of the classical equations
associated with the scale invariance of the bulk field equations (for instance XB = 0 for the
source-free Salam-Sezgin solution [34]) and the vortex contribution to (3.83) expresses how
this flat direction becomes fixed when the sources are not scale-invariant.
Metric
Integrating the trace-reversed Einstein equation over the entire transverse space leads to〈
%−Z −
(
1− 2
d
)
X
〉
tot
= 0 , (3.84)
and
Rˇ
〈
W−2
〉
tot
= −2κ2〈X 〉
tot
= dκ2
〈
L
〉
tot
, (3.85)
which shows how it is the stress-energy transverse to the source, 〈X 〉tot = −d2〈L〉tot, that
ultimately controls the size of the on-source curvature [7]. Using (3.83) to eliminate X from
the right-hand-side similarly gives
Rˇ
〈
W−2
〉
tot
= 2κ2
〈Y〉
tot
≈
∑
v
2κ2
〈Y〉v , (3.86)
whose approximation drops exponentially suppressed terms.
A final useful rewriting of these expressions uses the formula relating the D- and d-
dimensional gravitational couplings, κ2 and κ2d respectively. Dimensionally reducing the
Einstein-Hilbert action shows that this states
1
κ2d
=
1
κ2
〈
W−2
〉
tot
, (3.87)
when the would-be zero-mode for φ is evaluated at the solution to its field equations, and so
eqs. (3.84), (3.85) and (3.86) at this point become
Rˇ = 2κ2d
〈Y〉
tot
= −2κ2d
〈X 〉
tot
= −
(
2d
d− 2
)
κ2d
〈
%−Z〉
tot
. (3.88)
4. Sources - effective IR description
This section takes the point of view of a low-energy observer, and recasts the expressions for
the UV theory found above into the language of the effective field theory appropriate in D
dimensions at scales much larger than the transverse vortex size, rˆv, but smaller than or of
order the KK scale, `. We specialize for concreteness’ sake to the case (D, d) = (6, 4), though
our conclusions also hold more for general D = d+ 2.
– 31 –
4.1 The EFT with point sources
If the relevant length scale of an observable robs exceeds the length scale of the vortex,
robs  rˆv, then effects of the vortex can be organized as a series in the small quantity rˆv/robs.
For sufficiently large robs, the internal structure of the vortex becomes irrelevant and it can
be replaced with an idealized point-like object. This is why Abelian-Higgs vortices without
localized flux are well-described by the Nambu-Goto string action at long distances [1, 2].
We here generalize this to include brane-localized flux, extending [4] to include dilaton
dependence. It is most convenient to do so using the dual formulation of the bulk action,
SB = −
∫
d6x
√−g
[
1
2κ2
gMN (RMN + ∂Mφ∂Nφ) + e
φ
2 · 4! (FMNPQ)
2 +
2g2R
κ4
eφ
]
, (4.1)
and to include localized flux in the brane action we include the first subdominant term in a
derivative expansion10
Sˇeff = −
∑
v
∫
x=zv(σ)
d4σ
√−γ
[
Tˇv(φ)− 1
4!
ζv(φ) ε
µνλρFµνλρ
]
=:
∑
v
∫
zv
d4x Lˇv =:
∫
d4x Lˇeff ,
(4.2)
where γµν(σ) = gMN∂µz
M
v ∂νz
N
v is the induced metric at the position of the brane (with z
M
v (σ)
denoting the brane position fields) and εµνλρ is the totally antisymmetric 4-tensor associated
with this metric. Since in what follows our interest is not in the dynamics of the brane
position modes we assume a static vortex and choose coordinates so that it is located at fixed
ym = ymv and identify σ
µ = xµ so γµν(x) = gµν(x, yv) = W
2(yv)gˇµν(x). It is clear in both
the UV and IR theories that the term linear in F(4) does not gravitate because it is metric
independent, though this can also be inferred using the dual variables as in the dilaton-free
case [4].
Because the effective theory cannot resolve the vortex structure it also cannot distinguish
between the quantities ρv and associated ρ? used in previous sections. For each vortex we
define the brane position in the effective theory to be the corresponding place where the
external metric is singular when extrapolated using only bulk field equations. In practice this
situates them at ρ = ρ? in the coordinates used earlier, where ρ? = {ρ+? , ρ−? } is determined by
B(ρ?) = 0, so we use the notations φ? = φ(ρ?) = φv = φ(yv) interchangeably for the various
bulk fields.
We show in this section that Sˇeff captures all of the physics of the full vortex action,
up to linear order in the hierarchy rˆv/`, provided that the parameters Tˇv(φ) and ζv(φ) are
chosen appropriately. In general, these can be φ-dependent quantities and we identify this
dependence by demanding agreement between the predictions of Sˇeff and SˇV to this order.
Working to quadratic or higher order in rˆv/` would require also including higher-derivative
terms in Sˇeff . To connect the point-brane action to the bulk fields we promote it to higher
10The check here conforms with the notation of [4] and is to remind that the use of the 4-form field auto-
matically unmixes the gauge kinetic terms.
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dimensions using a ‘localization’ delta-function, δ(y). More precisely, we write
Sˇeff =
∑
v
∫
dDx Lˇv
(
δ(y − yv)√
g2
)
, (4.3)
where δ(y) is localized around zero and it is normalized so that integrating over a single source
region Xv gives
∫
Xv
d2y δ(y − yv) = 1. Performing the integration over the extra dimensions
recovers the brane action in (4.2).
As in [4] a key question asks what fields the localizing function depends on since this
affects how Sˇeff enters the bulk field equations. Although we assume in what follows that
δ(y) is independent of the fields AM , φ and gµν , we cannot also do so for the metric components
gmn because it is designed to discriminate points based on proper distance from the vortex
center. But because this metric dependence is only implicit it complicates the calculation
of the brane’s stress-energy components Tmn. One of the purposes of this section is to show
how to determine these components without making ad-hoc assumptions about how δ(y)
depends on gmn, instead deducing them using properties of the bulk Einstein equations. Our
conclusion ultimately is that the naive treatment of ignoring metric dependence in δ(y) need
not be justified in the presence brane-dilaton couplings, and a cleaner way of inferring how
a brane interfaces with the bulk is provided by directly relating the near-brane boundary
conditions of bulk fields to derivatives of Lˇeff (along the lines of [8, 9]).
4.2 Parameter matching
We start by matching the coefficients11 Tˇ and ζ by comparing with the UV theory. A
direct way to do so is by dimensionally reducing the UV action, and we verify that this
also is what is required for Sˇeff to agree with SˇV for observables like the components of the
stress energy. When doing so it is crucial to notice that any such a comparison between
the UV and IR theories need only be done up to linear order in rˆv/` since it is only at
this accuracy that the action (4.2) must capture the physics of earlier sections. This allows
considerable simplification since integration of any slowly varying bulk quantity over Xv
vanishes quadratically with rˆv for rˆv  `, allowing any such terms to be dropped to the
accuracy with which we work. In what follows we accordingly take the formal limit rˆv →
0 when discussing such integrals, by which we mean we drop terms that vanish at least
quadratically in rˆv/` in this limit. We take care not to similarly drop terms suppressed only
by a single power of rˆv/`, however.
The term linear in Fµνλρ in the UV action is given in (3.45) as
LBLF = − ε
2 · 4! e
(r+1)φMNPQRTZMNFPQRT = − ε
2 · 4! e
(r+1)φmnµνλρZmnFµνλρ , (4.4)
and because the 4-form Bianchi identity, dF(4) = 0, ensures the components Fµνλρ cannot
depend on the transverse coordinates, ym, we know Fµνλρ cannot be strongly peaked (unlike
11Although we often drop for simplicity the subscript ‘v’ from Tˇ , ζ and ρ? the reader should keep in mind
that these quantities all can differ for different branes.
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Zmn) in the off-brane directions. Consequently integrating over the vortex area and comparing
with the corresponding term in the IR theory gives
ζv(φv) =
ε
2
lim
rˆv→0
∫
Xv
d2y B e(r+1)φ mnZmn ' −
(
2pinv ε
e
)
e(r+1)φv , (4.5)
where the approximate equality neglects the small variations of φ away from a constant value,
φv, at the vortex position, and uses Z-flux quantization to evaluate ΦZ(Xv) =
1
2
∫
d2y mnZmn =
−2pinv/e.
To match the tension Tˇ we compute the source contribution to the energy density. In
the IR theory we have
Tµν = −gµν
[
VB + Lφ − LF +
∑
v
(
δ(y − yv)√
g2
)
Tˇv
]
(4.6)
and this is to be compared with the localized contribution to the stress energy of the UV
theory integrated across the vortex,
Tµν =
1
3!
FµM..NF νM..N − gµν
(
VB + Lφ + LF + LˇZ + LΨ + Vb
)
= −gµν
(
VB + Lφ − LF + LˇZ + LΨ + Vb
)
= −gµν
(
%ˇB + % loc
)
. (4.7)
Comparing Tµν with limrˆv→0〈Tµν〉v reveals the localized contribution to the energy density in
the UV theory to be (temporarily returning to general d)
W 4? Tˇ [φ(ρ?)] = lim
rˆv→0
∫
Xv
d2y BW 4
(
LˇZ +LΨ +Vb
)
= lim
rˆv→0
〈
LˇZ +LΨ +Vb
〉
v
= lim
rˆv→0
〈% loc〉v . (4.8)
We pause here to highlight one important feature of this result. The near-brane behaviour
of the warp factor is W ∝ ρw and for w > 0 the quantity W 4? = W 4(ρ?) formally vanishes.
The power law vanishing of W can be reinterpreted as the logarithmic divergence of the
field c = ln(W ) and such divergences are common in theories with higher codimension brane
sources. These divergences can be classically renormalized into the brane couplings [10, 15]
and in this case the tension would be renormalized such that the physical combination W 4? Tˇ
remains finite. The UV complete theory provides an explicit regularization of this divergence,
since the vortex physics intervenes near the source to ensure W > 0 everywhere in the vortex
region.
Unlike for ζ, the result in (4.8) gives the φ-dependence of Tˇ only implicitly, so we next
display this dependence more explicitly. We first compute how Tˇ depends on φ assuming φ
to be constant over a vortex. We expect the errors we make by doing so to be suppressed
by powers of rˆv/`, and come back to verify this estimate shortly. The φ-dependence of the
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tension is determined by the φ-dependence of vortex integrals like
〈
Vb
〉
v =
1
4
∫
Xv
d2y BW 4 λ(φ)
(
ψ2 − v2)2 , 〈LˇZ〉v = 14
∫
Xv
d2y BW 4 Λ(φ)ZmnZ
mn
〈
Lgm
〉
v =
1
2
∫
Xv
d2y BW 4 e2(φ)ψ2ZmZ
m ,
〈
Lψ kin
〉
v =
1
2
∫
Xv
d2y BW 4 ∂mψ∂
mψ , (4.9)
and earlier sections show that the φ-dependence of the vortex profiles appearing in these
are fairly simple once expressed in terms of dimensionless variables, F and P . Then the
implicit φ-dependence within the profiles themselves arises only through the combination
βˆ(φ) = 2λˆ(φ)/eˆ2(φ), with λˆ(φ) := λ eqφ and e2/eˆ2(φ) := Λ(φ) = epφ − ε2 e(2r+1)φ. We now
ask whether any additional φ-dependence arises from the integrations to set the scale of the
above integrals.
To this end, it is useful to return to the variables used in (3.61) in which B¯ is dimension-
less, as is the radial coordinate ρ¯. The integration measure d2y BW 4 = (1/eˆv)2 d2y¯ B¯W 4 and
we have, for example,
〈
Vb
〉
v '
λˆ(φ)v2
4eˆ2(φ)
∫
Xv
d2y¯ B¯W 4
(
F 2 − 1)2 = βˆ(φ) v2
8
∫
Xv
d2y¯ B¯W 4
(
F 2 − 1)2 . (4.10)
Similarly
〈
LˇZ
〉
v '
v2
2
∫
Xv
d2y¯
(
W 4[P ′]2
B¯
)
,
〈
Lgm
〉
v '
v2
2
∫
Xv
d2y¯
(
W 4F 2P 2
B¯
)
, (4.11)
while 〈
Lψ kin
〉
v '
v2
2
∫
Xv
d2y¯ B¯W 4 (F ′)2 , (4.12)
and so on. In these expressions the integrands are all proportional to eˆ2v4, but the eˆ2
dependence cancels the factors of rˆ2v = 1/(eˆ
2v2) coming from the integration measure to leave
integrated results that again depend on φ only through βˆ(φ) ∝ eqφΛ(φ).
Consequently
Tˇ (φ) = Tˇ [βˆ(φ)] , (4.13)
and in particular Tˇ is φ-independent for the one-parameter family of choices p = −q = 2r+1.
Because ζ(φ) ∝ e(r+1)φ having both Tˇ and ζ be φ-independent happens only in the special
case of scale invariance, for which p = r = −q = 1. This inference of the φ-independence of
the tension is verified numerically, as seen in Fig. 5.
What happens once we drop the assumption that φ′ is negligible within the vortex? In
this case our earlier estimate — eq. (3.68) — of the leading φ-dependence of vortex profiles
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Figure 5: A demonstration of the φ-independence of Tˇv. Two solutions are presented for the de-
coupling choice p = −q = 2r + 1 = 2 that differ only in the value of the dilaton in the vortex
φv ≈ φ(0) = {0,−2}. The light (grey) lines represent the solution for the choice φ(0) = −2 and the
blue lines represent the solution for φ(0) = 0. While the physical mass scales that control the size
of the profiles, m2Ψ(φv) = 2λˇv
2eqφv and m2Z(φv) = e
−pφve2v2/(1 − ε2), are demonstrably heavier for
φv ' −2 (since these profiles fall off much faster), the defect angle
[
W dB′
]
ρv
' 1− κ2Tˇv2pi that measures
the tension of the vortex is independent of φv. The other parameters of this solution are d = 4, ε = 0.6,
β = 0.8, κv = 0.4, Q = 1.6× 10−4 and V0 = Q2/2.
implies that the leading φ-dependent corrections to quantities like Tˇv and 〈Xloc〉v have the
KK-suppressed form
δTˇv
Tˇv
≈ δ〈Xloc〉v〈Xloc〉v ≈ (r + 1)
(gR
e
)
e(r+1)φv ≈ (r + 1)
(
gˆR
eˆ
)
≈ (r + 1)κv
(
rˆv
`
)
, (4.14)
which uses gA ∼ gR and p = 2r + 1 as well as rˆv ∼ 1/(eˆv) and ` ∼ κ/gˆR.
4.3 Near-source matching conditions
As noted earlier the hidden dependence of the localization function δ(y) on gmn complicates
the inference of how branes contribute to the bulk field equations. In this section we give a
δ-independent way of expressing the bulk-brane interaction wherein knowledge of the brane
action, Sˇeff , directly gives the near-brane asymptotic derivatives of the bulk fields. This
connection is the analogue in the IR theory of the expressions in §3.4 relating the near-vortex
derivatives of bulk fields to integrals over the vortex. The agreement between the UV and IR
descriptions of these boundary conditions provides a check on the matching between the two
versions of the theory. The discussion found here also parallels the dilaton-free case [4] and
this source can be consulted for more details.
Dilaton
Since the general discussion is simplest for a scalar field we treat the dilaton first. In the
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effective theory of point-like branes the field equation for the dilaton reads
1
κ2
φ = VB − LA +
∑
v
(
δ(y − yv)√
g2
)(
Tˇ ′v(φ)−
1
4!
ζ ′v(φ)
µνλρFµνλρ
)
. (4.15)
As before we integrate this equation over a source-containing pillbox to isolate the near-brane
derivative of the dilaton, recognizing that this pillbox can be taken to have infinitesimal size
in the effective theory (within which the vortex size cannot be resolved). On the left-hand
side the result is
lim
rˆv→0
〈
φ
〉
v = 2pi limρ→ρ?
(
BW dφ′
)
= 2piz Γ , (4.16)
where the last equality uses the near-brane asymptotic bulk solution (2.30) and again uses
the definition Γ := B0W
d
0 /`. Performing the same operation on the right hand side gives
lim
rˆv→0
〈
VB − LA + ∂Lˇeff
∂φ
〉
v
= W d(ρ?)
(
T ′v(φ)−
1
4!
ζ ′v(φ)
µνλρFµνλρ
)
ρ=ρ?
, (4.17)
where the smoothness of the bulk sources ensures their integral does not survive the limit
rˆv → 0. The localized sources do survive this limit, however, and give the final result
z Γ = lim
ρ→ρ?
(
BW dφ′
)
=
κ2W d?
2pi
(
T ′v(φ)−
1
4!
ζ ′v(φ)
µνλρFµνλρ
)
ρ?
= − κ
2
2pi
√−gˇ
(
δSˇeff
δφ
)
ρ=ρ?
,
(4.18)
in agreement with [8, 9]. Eq. (4.18) is useful because it directly extracts the impact of the
brane-dilaton coupling on the bulk dilaton without reference to the localization function δ(y).
This argument shows it is useful to divide quantities like %, X and Z into a localized
piece, whose integral survives the point-like limit, and a smooth bulk piece that does not.
For instance: X = XˇB + Xloc, where the bulk part, XˇB := VB − LˇA, depends only on bulk
fields and so satisfies 〈XˇB〉v → 0 as rˆv → 0. The same need not be true for vortex-localized
quantities like Xloc = Vb − LˇZ , Y and so on.
The analogous relation between the near-vortex derivative of the dilaton and the vortex
sources in the UV theory is given by (3.79), which we rewrite for convenience of comparison
here
lim
ρ→ρ?
BW dφ′ =
κ2
2pi
lim
rˆv→0
〈
Xloc + Y
〉
v
=
κ2
2pi
lim
rˆv→0
〈
qVb +
Λ′
Λ
LˇZ + (r + 1)LBLF
〉
v
. (4.19)
Comparing with this UV version allows a check the consistency of our inference of the φ-
dependence of Lˇeff . Comparing terms linear in F(4) gives
ζ ′v(φ) = (r + 1) lim
rˆv→0
ε
2
∫
Xv
d2y B e(r+1)φ mnZmn , (4.20)
which is consistent with the earlier result (4.5), assuming the dilaton is approximately constant
in the region Xv and provided differentiation with respect to φ is performed with fixed vortex
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fields. Similarly comparing the 4-form-independent terms gives(
W d Tˇ ′v
)
ρ=ρ?
= lim
rˆv→0
〈
qVb +
Λ′
Λ
LˇZ
〉
v
, (4.21)
which is also consistent with the earlier expression (4.8).
Metric
A similar argument relates near-source metric derivatives to properties of the brane action.
As above one integrates the Einstein equations over a region Xv enclosing the vortex and
finds two kinds of terms that survive the limit rˆv → 0 of vanishingly small vortex size. One
such class of terms comes from the vortex parts of the stress energy while the other come
from terms inside the Einstein tensor involving second derivatives with respect to ρ, with all
other contributions not singular enough to survive the small-vortex limit.
The simplest equation to analyze is the (ρρ) Einstein equation, (3.36), since this involves
no second derivatives at all. Consequently its integral over Xv simply states
T ρρ = lim
rˆv→0
〈T ρρ〉v = lim
rˆv→0
〈Zloc −Xloc〉v ' 0 . (4.22)
Physically, this is a consequence of dynamical equilibrium for the non-gravitational micro-
physics of which the vortex is built, since this requires there to be no net radial pressure.
For all of the remaining Einstein equations the Einstein tensor does include second deriva-
tives and so their integration over Xv leads to the following relation between the near-source
derivatives of the metric and the metric derivative of the source action
2pi lim
rˆv→0
[√−g (Kij −Kgij)]ρv
0
= −κ2√−g T ij = −2κ2 δSˇeff
δgij
, (4.23)
where the derivative on the right-hand side is with respect to the metric evaluated at the brane
position and Kij is the extrinsic curvature for surfaces of constant ρ (with K = g
ijKij). The
indices i and j run over all coordinates but ρ.
The derivative on the right-hand-side can be taken reliably for on-brane components of
the metric (ij) = (µν) using the action (4.2) and gives
δSˇeff
δgµν
= −1
2
√−γ Tˇ gµν . (4.24)
For the metric ansatz of interest the extrinsic curvature components are Kµν = WW
′gˇµν and
Kθθ = BB
′, so the on-brane components of (4.23) give
lim
rˆv→0
[
1−BW 4
(
(d− 1)W
′
W
+
B′
B
)]
ρ=ρv
= lim
ρ→ρ?
[
1−
(
d− 1
d
)
B
(
W d
)′ −B′W d] = κ2W 4? Tˇ
2pi
.
(4.25)
– 38 –
This result is to be compared with the appropriate linear combination of (3.82) and (3.81) in
the UV theory, keeping only those vortex-localized terms that survive in the limit rˆv → 0:
lim
ρ→ρ?
[
1−
(
d− 1
d
)
B
(
W d
)′ −B′W d] ' κ2
2pi
lim
rˆv→0
〈
% loc + Xloc −Zloc
〉
v '
κ2
2pi
lim
rˆv→0
〈
% loc
〉
v .
(4.26)
The last equality here uses (4.22), leaving a result consistent with our earlier identification in
eq. (4.8) that W d? Tˇv ' limrˆv→0〈% loc〉v.
4.4 Brane and vortex constraints
We now turn to the remaining case, where (ij) = (θθ) in (4.23), which gives
lim
rˆv→0
[
B
(
W d
)′]
ρv
= lim
ρ→ρ?
B
(
W d
)′
=
κ2
pi
√−gˇ gθθ
(
δSˇeff
δgθθ
)
. (4.27)
The trouble with this expression is that the dependence of Sˇeff on gθθ is only known implicitly,
so we cannot perform the differentiation on the right-hand side to learn about the near-brane
derivatives on the left-hand side. Fortunately we may instead read this equation in the other
direction: it tells us the right-hand side because the radial constraint – eq. (3.36) – already
determines the derivatives on the left-hand side in terms of known quantities. It is ultimately
this observation that allows us to determine 〈Xloc〉v and 〈Zloc〉v separately in terms of the
quantities Tˇ and ζ [8, 9].
To see this we first compare with the corresponding UV expression, using (3.81) to rewrite
lim
ρ→ρ?
B
(
W d
)′ ' −κ2
pi
lim
rˆv→0
〈Xloc〉v , (4.28)
and so
T θθ = 2√−gˇ gθθ
(
δSˇeff
δgθθ
)
= −2 lim
rˆv→0
〈Xloc〉v ' − limrˆv→0〈Xloc + Zloc〉v , (4.29)
which confirms that the vortex stress-energy component T θθ captures the integral of the
vortex-localized part of T θθ in the UV theory.
To fix T θθ we follow [8, 9] and again use the constraint equation (3.36), but rather than
integrating it over the vortex we instead evaluate it at ρ = ρv, just outside the vortex, and
solve it for B
(
W d
)′
to find(
d− 1
d
)
B
(
W d
)′
= −
(
B′W d
)
+
(
B′W d
)√
1 +
(
d− 1
d
)
E , (4.30)
where we define
E :=
(
B
B′
)2 [
2κ2
(ZB − XˇB)−W−2Rˇ] . (4.31)
Because this gives B
(
W d
)′
in terms of B′W d and other known quantities we use it in (4.27)
to get an explicit expression for T θθ (and so also for 〈Zloc〉v ' 〈Xloc〉v).
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So far eq. (4.30) assumes only that ρv is sufficiently far from the vortex that localized
contributions to X and Z are exponentially small. However, since ρv ∼ rˆv in size we can also
drop terms quadratically small in ρv when comparing with the point-brane theory. Since both
the Rˇ and XˇB terms in (4.31) are proportional to B2(ρv) ∼ ρ2v ∼ rˆ2v they can be dropped in this
limit. By contrast, the term containing 2κ2ZB(ρv) = [φ′(ρv)]2 need not vanish quadratically
in this limit, since the asymptotic power-law form (2.30) allowed in this region implies
lim
rˆv→0
E ' lim
ρ→ρ?
2κ2
(
B
B′
)2
ZB ' lim
ρ→ρ?
(
Bφ′
B′
)2
=
(z
b
)2
, (4.32)
and the final equality uses (3.80) and (3.82) to rewrite the right-hand side in terms of Kasner
powers. Indeed, using this final result in (4.30) and trading the remaining terms for Kasner
powers leads to
(d− 1)w ' −b+ b
√
1 +
(
d− 1
d
)(z
b
)2
, (4.33)
which reveals it not to be independent in this limit of the two Kasner conditions, (2.31).
In passing we pause to remark on a point already alluded to in earlier sections: that the
constraints imposed by the Einstein equations also imply the existence of relations among
vortex integrals — like 〈Xloc〉v and 〈Y〉v — for arbitrary vortex microphysics in the point-
source limit. The constraint is found by eliminating B′ and W ′ in terms of vortex integrals
using the near-vortex expressions (3.82) and (3.81), leading for instance to
lim
rˆv→0
E '
(z
b
)2 ' ( κ2〈Xloc + Y〉v
1− κ22pi
〈
% loc − 2Xloc
(
d−1
d
) 〉
v
)2
. (4.34)
In limit of small κ2〈Y〉v and κ2〈Xloc〉v the resulting constraint simplifies to
κ2
〈Xloc〉v ≈ −κ4
〈Y〉2v
4pi
. (4.35)
This brane constraint can be verified using explicit numerical solutions, as is illustrated in
Fig. 6. The suppression it implies for κ2〈Xloc〉v relative to κ2〈Y〉v is the analog of the suppres-
sion found earlier, (2.33), between the various Kasner exponents that imply w and 1− b are
order z2 when z  1. This is seen most explicitly by dividing (3.80) by (3.81) and evaluating
in the rˆv → 0 limit, which gives
2
〈Xloc〉v〈Xloc + Y〉v ' −dwz ≈ −z2 +O(z2) (4.36)
where the approximation follows from (2.33). The integrated vortex sources 〈Xloc〉v and 〈Y〉v
cannot adjust independently to leading order in δ and rˆv/`. This is explored in more detail
in the next subsection.
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Figure 6: Two examples of the vortex constraint (4.35). The light (grey) line is calculated from the
expression κ2
〈Xloc〉v ' −pi [B(W d)′]ρv and the dark (blue) line is calculated using using the second
brane constraint. Once evaluated outside of the vortex ρv >∼ rˆv ≈ rv, the two independently calculated
quantities are in perfect agreement, and their failure to agree inside the region ρv <∼ rˆv reflects the fact
that the vortex constraint does not hold locally in the source. In the first plot the parameters are
d = 4, ε = 0, β = 3, κv = 0.5, φv ≈ φ(0) = 0, Q = 2× 10−4 and V0 = Q2/2. The vortex is coupled to
the dilaton via the choice (p, q) = (0, 2) and r is not relevant because gauge kinetic mixing has been
shut off. In the second plot, the only change in parameters is that φ(0) = 1.
To summarize, it is possible to be very explicit about the dependence on Sˇeff of κ
2〈Xloc〉v
and κ2〈Zloc〉v in the limit when these vortex integrals are small. In this case 〈Y〉v is given by
differentiating Sˇeff by eqs. (4.18) and (4.19),
z Γ = lim
ρ→ρ?
(
BW dφ′
)
= − κ
2
2pi
√−gˇ
(
δSˇeff
δφ
)
ρ=ρ?
' κ
2
2pi
lim
rˆv→0
〈Y〉v , (4.37)
Then 〈Zloc〉v and 〈Xloc〉v are obtained from (4.22) and (4.35).
This section also shows how errors can arise when treating the localizing function δ(y)
as a naive delta-function that is independent of of gmn. Such a treatment would mistakenly
conclude that the brane action in (4.2) is independent of the bulk metric, and give
lim
ρ→ρ?
B(W d)′ =
κ2
pi
√−g˜ gθθ
(
δSˇeff
δgθθ
)
= 0 (naive result) . (4.38)
This not consistent with (4.28) unless the vortex source has vanishing 〈Xloc〉v in the limit
rˆv → 0, which is not necessarily true, since the vortex must satisfy the simplified vortex
constraint (4.35). In the next section we estimate this quantity’s (often nonvanishing) size.
5. The scale of the response
This section summarizes the implications of the previous sections for the generic size of back-
reaction effects on physical quantities. In particular we broadly scope out how the size of
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the on-vortex curvature, Rˇ, varies with the parameters p, q and r governing the size of the
vortex-dilaton couplings.
As (3.88) suggests, the d-dimensional curvature is sensitive to p, q and r through the size
of κ2d〈Y〉tot. We now trace how the size of Rˇ can drastically change as these parameters take
various limits. The size of the quantity 〈Xloc〉v also varies strongly in these limits since it is
also related to 〈Yˇ〉tot ≈
∑
v〈Yˇ〉v because of (4.22).
5.1 Generic case
Before examining special cases we first establish a baseline by considering the generic case.
Recall from the definition of Y in the dual variables,
Y = (q − 1)Vb +
(
1 +
Λ′
Λ
)
LˇZ + (r + 1)LBLF , (5.1)
that each term contains localized vortex fields and for generic choices of parameters these all
integrate over a vortex to give
〈Y〉v ∼ 〈% loc〉v ∼ Tˇ ∼ v2 , (5.2)
much as we saw earlier.
When this is true, it follows from the vortex constraints (4.35) and (4.22) that the vortex
integrals of the transverse stress-energy components are suppressed relative to 〈Y〉 by an
additional factor of κ2v2,
κ2
〈Zloc〉v ' κ2〈Xloc〉v ∼ κ4v4 . (5.3)
This suppression is perhaps not surprising given that these quantities vanish in the flat space
limit, as discussed in Appendix A, as a consequence of stress-energy balance.
In this generic case eq. (4.19) then implies the following size for the near-source dilaton
derivative
lim
rˆv→0
[
BW dφ′
]
ρv
' κ
2
2pi
〈Xloc + Y〉v ∼ κ22pi 〈Y〉v ∼ κ2v2 , (5.4)
with a similar size predicted by (4.26) for the near-brane form of B′ (and so also the brane
defect angle)
1− lim
rˆv→0
(
B′W d
)
ρv
' κ
2
2pi
〈
% loc
〉
v ∼ κ2v2 . (5.5)
By contrast, (4.28) predicts the near-brane limit of W ′ is additionally suppressed,
lim
rˆv→0
[
B(W d)′
]
ρv
' −κ
2
pi
〈Xloc〉v ∼ κ4v4 . (5.6)
All of these estimates are confirmed by the numerical results displayed in Fig. 2 and Fig. 6,
and they are consistent with the weakly gravitating solutions to the Kasner equations (which
state that 1− b and dw are order z2 when z  1).
The d-dimensional curvature in this generic case is not particularly small, since it is of
order
Rˇ = 2κ2d
〈Y〉
tot
∼ κ2dv2 , (5.7)
corresponding to a vacuum energy of order v2.
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5.2 Scale invariance
The other extreme is the scale invariant case: (p, q, r) = (−1, 1,−1). As noted previously, in
this case the quantity Y everywhere vanishes,
Y = 0 , (5.8)
and so the vortex constraints, (4.35) and (4.22), then also imply〈Zloc〉v ' 〈Xloc〉v ' 0 . (5.9)
This in turn leads to the a vanishing near-brane limits for both φ′ and W ′,
lim
rˆv→0
[
BW dφ′
]
ρv
' κ
2
2pi
〈Xloc〉v ' 0 and limrˆv→0
[
B(W d)′
]
ρv
' −κ
2
pi
〈Xloc〉v ' 0 , (5.10)
although the brane defect angle is again given by (5.5) and so is not particularly suppressed.
This suppression of W ′ in the near-brane limit resembles the pure Maxwell-Einstein
(dilaton-free) case considered in [4], for which the radial Einstein constraint also generically
forces 〈Xloc〉v and the near-brane limit of W ′ to vanish. It is also consistent with the observa-
tion that, in the scale invariant case, there exists the BPS choice of couplings βˆ = 1 for which
Xloc = Zloc = 0 locally and to all orders in rˆv/`. This is particularly obvious in the numerical
BPS solution of Fig. 4 which has constant warp factor and dilaton.
Lastly, the scale-invariant choice ensures the vanishing of the d-dimensional curvature
Rˇ = 2κ2d
〈Y〉
tot
= 0 , (5.11)
although this is less interesting than it sounds since this is typically achieved by having the
dilaton zero mode run away, eφ → 0, since this is the only generic solution to the zero-mode
equation 0 = 〈X + Y〉tot = 〈X 〉tot ∝ eφ.
Special case: supersymmetric ‘BPS’ branes
The coefficient of the scale invariant runaway potential vanishes if the flux quantization con-
dition can be satisfied such that Q = Qsusy, where
Qsusy := ±2gR
κ2
. (5.12)
In other words, 〈X 〉tot can be made to vanish in a φ-independent way if this relation holds,
because it ensures that XˇB = VB − LA = 0 by having the individual contributions cancel
against one another locally. The localized contributions to 〈X 〉tot also vanish locally if βˇ = 1
and are otherwise suppressed.
In the scale invariant case, for which φ′ = 0 at the source, we can insert this desired value
of Q = Qsusy into the the flux quantization condition in (2.45), and derive a local condition
relating tension and localized flux. For N = +1 it reads
ΦA± =
pi
gR
(1− α±) =⇒ κ2Tˇ± = −2gRζ± (5.13)
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so long as α+ = α−. Otherwise, the defect angles contribute in a nonlinear way to the flux
quantization condition via Υ :=
√
α+α− and no such local condition can be found. Note also
that the relation (5.12) can only be made to hold if the gauge symmetry has the coupling
strength of the R-symmetry, gA = gR.
Such a relation between the defect angle and flux is also expected from the supersymmetry
conditions, in order to guarantee the continued cancellation of spin and gauge connections
within the Killing spinor’s covariant derivative, once localized sources are introduced [5, 17].
However, past works did not properly identify the defect angle with the renormalized brane
tension, as in (5.13).
5.3 Decoupling case: p = −q = 2r + 1
The ‘decoupling’ choice p = −q = 2r+1 is special because it ensures that βˆ is φ-independent.
This suppresses the dilaton-dependence of the brane tension, as in (3.68), which also makes
it similar in form to the φ-dependence of the brane-localized flux, ζ. Notice both become
φ-independent in the scale-invariant special case where r = −1.
We here ask whether this suppression of brane-dilaton couplings also suppresses the
brane’s gravitational response, and if so by how much. To decide, recall that for the decoupling
choice, Y takes on the special form
Y = (q − 1)(Vb − LˇZ) + (r + 1)LBLF = (q − 1)Xloc + (r + 1)LBLF , (5.14)
and the vortex constraint in (4.35) becomes
κ2
〈Zloc〉v ' κ2〈Xloc〉v ' −κ24pi 〈qXloc + (r + 1)LBLF〉2v ' − 14pi (r + 1)2κ4〈LBLF〉2v , (5.15)
which uses that (4.35) requires 〈Xloc〉v 
〈
LBLF
〉
v.
Conveniently, the quantity
〈
LBLF
〉
v can be estimated using the on-shell value of the
4-form field strength (3.44) and the bulk gauge field strength (3.75). This gives〈
LBLF
〉
v = εQ
∫
dρZρθ e
(r+1)φ ' −Q
(
2pinvε
e
)
e(r+1)φv , (5.16)
where nv and φv are the flux quantum and approximately constant value of the dilaton
in in the vortex region Xv. To get a handle on its size we use the source free estimate
Q ∼ ±gR/κ2 and write the result more transparently in terms of rˆ−1v = eˆ(φ)v = ev e−pφ/2
and `−1 = 2gˆR(φ)/κ = (2gR/κ)e−φ/2, to find
κ2
〈
LBLF
〉
v ' −2pinvε
(
κ2Q
e
)
e(r+1)φv ≈ ∓4pinvε
(
gˆR(φv)
eˆ(φv)
)
= ∓4pinvε κv
(
rˆv
`
)
. (5.17)
For small vortices, rˆv/`  1, this reveals the decoupling case to lie between the generic and
scale-invariant cases, with κ2〈Y〉v suppressed by a single power of the vortex size in KK units,
as might be expected given that the leading φ-dependence of the point brane action arises
within the single-derivative localized-flux term of the point-brane action.
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These estimates lead to the following expectations for near-brane bulk derivatives. As
always, B′ near the sources is dominated by the energy density, with
1− lim
rˆv→0
[
B′W d
]
ρv
' κ
2
2pi
〈
% loc
〉
v , (5.18)
while (by contrast) the near-source derivatives φ′ and W ′ are KK suppressed
lim
rˆv→0
[
BW dφ′
]
ρv
' κ
2
2pi
〈Y〉v ' ∓(r + 1)2nvε κv( rˆv`
)
, (5.19)
and
lim
rˆv→0
[
B(W d)′
]
ρv
' −(r + 1)2 (2nvε κv)2
(
rˆv
`
)2
. (5.20)
Because it is suppressed by two powers of rˆv/` this last expression is of the same size as terms
we have neglected, such as second-derivative terms in the brane action, so we should not trust
its precise numerical prefactor.
The d-dimensional curvature in this case can be written similarly to give Rˇ = 2κ2d
〈Y〉
tot
,
whose size corresponds to an effective vacuum energy, Ueff , of order
Ueff ≈
〈Y〉
tot
' ∓4pinvεκv
(
rˆv
`
)
1
κ2
. (5.21)
Strictly speaking, this expression is somewhat self-referential because it is a function of the
would-be dilaton zero-mode, ϕ, whose value must be obtained by minimizing a quantity like
(5.21). Although this generically leads to runaway behaviour in the scale-invariant case (with
Ueff ∝ e2ϕ implying the minimum occurs for ϕ → −∞, the same need not be true when
r 6= −1 since the vortex action then breaks scale invariance and so changes the functional
form of Ueff(φ).
What the above expressions leave open is what this precise form is, since this requires
a more detailed evaluation of the φ-dependence of all quantities that has been done here,
including all of the φ-dependence implicit within 〈X 〉tot, and not just the near-source part
〈Xloc〉v estimated here. Although this takes us beyond the scope of this (already long) paper,
we do describe such a more detailed calculation in [33], including a description of the 4D
perspective obtained by integrating out the extra dimensions entirely.
6. Discussion
This paper’s aim has been to carefully determine the way in which codimension-two objects
back-react on their in environment, for a specific UV completion which captures the physics
of brane-localized flux coupled to the bulk dilaton. To this end, we have determined the way
in which the microscopic details of the vortex get encoded in IR observables, such as the size
of the transverse dimensions and the on-brane curvature.
Quite generally, we find that the breaking of scale invariance in the vortex sector leads
to modulus stabilization in the IR and — for the particular ‘decoupling’ choice of couplings
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p = −q = 2r+1 — we find a parametric suppression in the value of the on-brane curvature, by
a single power of the small ratio rˆv/`. What remains to be determined is whether reasonable
choices for vortex-dilaton couplings can stabilize the extra dimensions with a sufficiently large
hierarchy, `/rˆv, to profit from this suppression. We explore this in more detail in a companion
paper [33], where we find such a stabilization to be possible.
This UV completion verifies earlier claims [6, 8, 10] that moduli can be stabilized in a
codimension-two version of the Goldberger-Wise mechanism [11], when the dilaton couplings
of the vortex are chosen to break scale invaria
This work leaves many open questions. One such asks what the effective description is
for the dilaton dynamics in the theory below the KK scale within which the extra dimensions
are integrated out. In particular how does such a theory learn about flux quantization, which
we’ve seen is central to the dynamics that stabilizes the extra dimensions. We also address
this question in the companion work [33].
Another open direction asks whether vortex configurations can be contrived that break
supersymmetry in a distributed way (as proposed in [37], for example, with some super-
symmetry unbroken everywhere locally but with all supersymmetries broken once the entire
transverse space is taken into account). One might hope to construct a locally half-BPS UV
vortex — using, eg, a configuration of hyperscalars as in [28] — and embed two (or more) of
them in the bulk in such a way that leaves supersymmetry completely broken globally.
We leave these questions for future work.
NOTE ADDED
The preprint [38] appeared shortly after our posting of this preprint. As we describe in more
detail in our reply [39], we believe its use of δ-function techniques makes it insufficiently precise
to resolve questions about the size of the vacuum response for 6D systems. It is insufficiently
precise due to its implicit assumption that the δ-function is independent of the bulk fields;
an assumption that is most suspicious for the transverse metric, given that the δ-function
is designed to discriminate points based on their proper distance from the brane sources.
A proper statement of the bulk field dependence requires a more precise regularization (and
renormalization) of the brane action, as given for instance in [4, 9] and this paper. The upshot
of these more precise procedures is that it is stress-energy balance (as expressed through the
radial Einstein ‘constraint’ equation) that determines any hidden dependence on bulk fields,
and this is easy to get wrong if one uses a naive regularization for which the regularization
radius is not set dynamically using a microscopic set of field equations.
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A. Scaling and the suppression of 〈Xloc〉
We here derive a useful integral identity that is satisfied by the vortex solutions in the limit
where gravitational back-reaction is neglected so the vortex is in flat space. It is this identity
that underlies the small size of vortex integrals like 〈Xloc〉 encountered in the main text.
The starting point is the observation that the static vortex solution minimizes the energy
(or negative action)
I =
∫
d2y
√−g
(
Lφ + LΨ + Vb + LA + LZ + Lmix
)
= 2pi
∫ ∞
0
√−g
[
1
2κ2
gmn∂mφ∂nφ+ VB(φ)
+
1
2
gmn
(
∂mΨ∂nΨ + e
2Ψ2ZmZn
)
+
λ
4
eqφ
(
Ψ2 − v2)2
+
1
4
e−φAmnAmn +
1
4
ep φZmnZ
mn +
1
2
εerφZmnA
mn
]
, (A.1)
and observes that this is stationary with respect to arbitrary variations of the matter fields
(without also varying the metric), due to their field equations. In particular it is invariant
under rescalings of the form φ(y)→ φ(√s y), Ψ(y)→ Ψ(√s y) and so on.
Now, suppose the metric gmn also satisfies gmn(
√
s y) = sgmn(y), such as is true for the
case of a locally flat metric, gmn dy
mdyn = dρ2 + α2ρ2 dθ2 under the rescaling ρ → √s ρ.
Since I is invariant under arbitrary coordinate transformations, ym → ξm(y), in the 2D
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directions, provided both the matter fields and metric transform, the stationarity of I with
respect to redefinitions φ(y) → φ(√s y) (for all matter fields) is equivalent (for 2D metrics
with conformal Killing vectors) to stationarity with respect to the rescaling gmn → sgmn
without also performing the coordinate rescaling.
Under the rescaling gmn → s gmn we have √−g → s√−g and so (assuming all fields vary
and point only in the transverse dimensions)
I =
∫
d2y
√−g
(
Lφ + LΨ + Vb + LA + LZ + Lmix
)
→
∫
d2y
√−g
[
Lφ + LΨ + s
(
VB + Vb
)
+
1
s
(
LA + LZ + Lmix
)]
, (A.2)
and so the stationarity condition becomes
0 =
(
dI
ds
)
s=1
=
∫
d2y
√−g
[(
VB + Vb
)
−
(
LA + LZ + Lmix
)]
=
∫
d2y
√−g
[(
VB + Vb
)
−
(
LˇA + LˇZ
)]
=
∫
d2y
√−g X . (A.3)
The claim is that this equation is an automatic consequence of the matter equations of
motion, and expresses the balancing of pressures (on average) in the radial directions for a
stable vortex configuration.
The same arguments apply equally well for an isolated Q = 0 vortex for which Lφ and
LˇA are negligible in I, in which case eq. (A.3) reduces to
0 =
∫
d2y
√−g
(
Vb − LˇZ
)
=
∫
d2y
√−g Xloc . (A.4)
In the special BPS case examined in the body this is not only true on average but is also
locally true, following directly from eq. (3.73).
Notice that the way it has been derived shows that eq. (A.3) is a statement about the
vanishing of the extra-dimensional components of the stress energy, as is made more explicit
in the appendix of [4]. It need not hold once the metric back-reaction is turned on, but
the vanishing of the flat-space result leads to the exact result being is smaller than might
otherwise have been expected.
References
[1] H. B. Nielsen and P. Olesen, “Vortex Line Models for Dual Strings,” Nucl. Phys. B 61, 45
(1973).
[2] For reviews see, for example:
A. Vilenkin and E. P. S. Shellard, “Cosmic Strings and other Topological Defects,” Cambridge
University Press, 1994;
M. B. Hindmarsh and T. W. B. Kibble, “Cosmic strings,” Rept. Prog. Phys. 58, 477 (1995)
[hep-ph/9411342].
– 48 –
[3] T. Vachaspati, “Dark Strings,” Phys. Rev. D 80, 063502 (2009) [arXiv:0902.1764 [hep-ph]];
B. Hartmann and F. Arbabzadah, “Cosmic strings interacting with dark strings,” JHEP 0907,
068 (2009) [arXiv:0904.4591 [hep-th]];
J. M. Hyde, A. J. Long and T. Vachaspati, “Dark Strings and their Couplings to the Standard
Model,” Phys. Rev. D 89, no. 6, 065031 (2014) [arXiv:1312.4573 [hep-ph]]; “Cosmic Strings in
Hidden Sectors: 1. Radiation of Standard Model Particles,” JCAP 1409 (2014) 09, 030
[arXiv:1405.7679 [hep-ph]].
P. Arias and F. A. Schaposnik, “Vortex solutions of an Abelian Higgs model with visible and
hidden sectors,” JHEP 1412, 011 (2014) [arXiv:1407.2634 [hep-th]];
H. F. Santana Mota and M. Hindmarsh, “Big-Bang Nucleosynthesis and Gamma-Ray
Constraints on Cosmic Strings with a large Higgs condensate,” Phys. Rev. D 91 (2015) 4,
043001 [arXiv:1407.3599 [hep-ph]];
[4] C. P. Burgess, R. Diener and M. Williams, “The Gravity of Dark Vortices: Effective Field
Theory for Branes and Strings Carrying Localized Flux,” arXiv:1506.08095 [hep-th].
[5] H. M. Lee and A. Papazoglou, “Supersymmetric codimension-two branes in six-dimensional
gauged supergravity,” JHEP 0801, 008 (2008) [arXiv:0710.4319 [hep-th]];
C. P. Burgess, L. van Nierop, S. Parameswaran, A. Salvio and M. Williams, “Accidental SUSY:
Enhanced Bulk Supersymmetry from Brane Back-reaction,” JHEP 1302, 120 (2013)
[arXiv:1210.5405 [hep-th]].
[6] C. P. Burgess and L. van Nierop, “Bulk Axions, Brane Back-reaction and Fluxes,” JHEP 1102
(2011) 094 [arXiv:1012.2638 [hep-th]]; “Large Dimensions and Small Curvatures from
Supersymmetric Brane Back-reaction,” JHEP 1104, 078 (2011) [arXiv:1101.0152 [hep-th]].
[7] Y. Aghababaie, C. P. Burgess, J. M. Cline, H. Firouzjahi, S. L. Parameswaran, F. Quevedo,
G. Tasinato and I. Zavala, “Warped brane worlds in six-dimensional supergravity,” JHEP 0309,
037 (2003) [hep-th/0308064].
[8] C. P. Burgess, D. Hoover and G. Tasinato, “UV Caps and Modulus Stabilization for 6D Gauged
Chiral Supergravity,” JHEP 0709 (2007) 124 [arXiv:0705.3212 [hep-th]].
[9] C. P. Burgess, D. Hoover, C. de Rham and G. Tasinato, “Effective Field Theories and Matching
for Codimension-2 Branes,” JHEP 0903 (2009) 124 [arXiv:0812.3820 [hep-th]];
A. Bayntun, C. P. Burgess and L. van Nierop, “Codimension-2 Brane-Bulk Matching: Examples
from Six and Ten Dimensions,” New J. Phys. 12 (2010) 075015 [arXiv:0912.3039 [hep-th]].
[10] R. Diener and C. P. Burgess, “Bulk Stabilization, the Extra-Dimensional Higgs Portal and
Missing Energy in Higgs Events,” JHEP 1305 (2013) 078 [arXiv:1302.6486 [hep-ph]].
[11] For a stabilization mechanism using the competition between brane couplings of a bulk field see
W. D. Goldberger and M. B. Wise, “Modulus stabilization with bulk fields,” Phys. Rev. Lett.
83 (1999) 4922 [hep-ph/9907447].
[12] Y. Aghababaie, C. P. Burgess, S. L. Parameswaran and F. Quevedo, “Towards a naturally small
cosmological constant from branes in 6-D supergravity,” Nucl. Phys. B 680 (2004) 389
[hep-th/0304256];
for reviews see: C. P. Burgess, “Towards a natural theory of dark energy: Supersymmetric large
extra dimensions,” AIP Conf. Proc. 743 (2005) 417 [hep-th/0411140]; “Supersymmetric large
– 49 –
extra dimensions and the cosmological constant: An Update,” Annals Phys. 313 (2004) 283
[hep-th/0402200].
[13] C.P. Burgess, “The Cosmological Constant Problem: Why it is Hard to Get Dark Energy from
Micro-Physics,” in the proceedings of the Les Houches School Cosmology After Planck,
[arXiv:1309.4133];
[14] For reviews of the cosmological constant problem from other points of view see:
S. Weinberg, “The Cosmological Constant Problem,” Rev. Mod. Phys. 61, 1 (1989);
E. Witten, “The Cosmological constant from the viewpoint of string theory,” [hep-ph/0002297];
J. Polchinski, “The Cosmological Constant and the String Landscape,” [hep-th/0603249];
T. Banks, “Supersymmetry Breaking and the Cosmological Constant,” Int. J. Mod. Phys. A 29
(2014) 1430010 [arXiv:1402.0828 [hep-th]];
A. Padilla, “Lectures on the Cosmological Constant Problem,” [arXiv:1502.05296 [hep-th]].
[15] W. D. Goldberger and M. B. Wise, “Renormalization group flows for brane couplings,” Phys.
Rev. D 65, 025011 (2002) [hep-th/0104170].
C. de Rham, “The Effective field theory of codimension-two branes,” JHEP 0801, 060 (2008)
[arXiv:0707.0884 [hep-th]].
[16] G. W. Gibbons, R. Guven and C. N. Pope, “3-branes and uniqueness of the Salam-Sezgin
vacuum,” Phys. Lett. B 595 (2004) 498 [hep-th/0307238];
C. P. Burgess, F. Quevedo, G. Tasinato and I. Zavala, “General axisymmetric solutions and
self-tuning in 6D chiral gauged supergravity,” JHEP 0411 (2004) 069 [hep-th/0408109];
[17] C. P. Burgess, L. van Nierop and M. Williams, “Distributed SUSY breaking: dark energy,
Newton’s law and the LHC,” JHEP 1407, 034 (2014) [arXiv:1311.3911 [hep-th]].
[18] S. Weinberg, Gravitation and Cosmology, Wiley 1973.
[19] C. W. Misner, J. A. Wheeler and K. S. Thorne, Gravitation, W. H. Freeman & Company 1973.
[20] H. Nishino and E. Sezgin, Phys. Lett. 144B (1984) 187; “The Complete N=2, D = 6
Supergravity With Matter And Yang-Mills Couplings,” Nucl. Phys. B278 (1986) 353;
S. Randjbar-Daemi, A. Salam, E. Sezgin and J. Strathdee, “An Anomaly Free Model in
Six-Dimensions” Phys. Lett. B151 (1985) 351.
[21] A. J. Tolley, C. P. Burgess, D. Hoover and Y. Aghababaie, “Bulk singularities and the effective
cosmological constant for higher co-dimension branes,” JHEP 0603 (2006) 091
[arXiv:hep-th/0512218].
[22] E. M. Lifshitz and I. M. Khalatnikov, Adv. Phy. 12, 185 (1963);
V. A. Belinsky, I. M. Khalatnikov and E. M. Lifshitz, Adv. Phys. 19, 525 (1970).
V. A. Belinsky, I. M. Khalatnikov, Sov. Phys. JETP 36, 591 (1973).
[23] E. Kasner, Trans. Am. Math. Soc., 27, 155-162 (1925).
[24] For early steps for the supergravity, see: H. M. Lee and A. Papazoglou, “Scalar mode analysis of
the warped Salam-Sezgin model,” Nucl. Phys. B 747 (2006) 294 [Erratum-ibid. B 765 (2007)
200] [hep-th/0602208];
– 50 –
C. P. Burgess, C. de Rham, D. Hoover, D. Mason and A. J. Tolley, “Kicking the rugby ball:
Perturbations of 6D gauged chiral supergravity,” JCAP 0702 (2007) 009 [hep-th/0610078];
A. Salvio, “Aspects of physics with two extra dimensions,” hep-th/0701020; “Brane
Gravitational Interactions from 6D Supergravity,” Phys. Lett. B 681 (2009) 166
[arXiv:0909.0023 [hep-th]];
C. P. Burgess, L. van Nierop and M. Williams, “Gravitational Forces on a Codimension-2
Brane,” JHEP 1404 (2014) 032 [arXiv:1401.0511 [hep-th]].
[25] A. J. Tolley, C. P. Burgess, C. de Rham and D. Hoover, “Scaling solutions to 6D gauged chiral
supergravity,” New J. Phys 8 (2006) 324 [arXiv:0608.083 [hep-th]];
C.P. Burgess and Leo van Nierop, “Sculpting the Extra Dimensions: Inflation from
Codimension-2 Brane Back-reaction” [arXiv:1108.2553v1 [hep-th]].
[26] C. P. Burgess, A. Maharana, L. van Nierop, A. A. Nizami and F. Quevedo, “On Brane
Back-Reaction and de Sitter Solutions in Higher-Dimensional Supergravity,” JHEP 1204 (2012)
018 [arXiv:1109.0532 [hep-th]];
F. F. Gautason, D. Junghans and M. Zagermann, “Cosmological Constant, Near Brane
Behavior and Singularities,” JHEP 1309 (2013) 123 [arXiv:1301.5647 [hep-th]];
see also R. Koster and M. Postma, “A no-go for no-go theorems prohibiting cosmic acceleration
in extra dimensional models,” JCAP 1112 (2011) 015 [arXiv:1110.1492 [hep-th]].
[27] J. M. Maldacena and C. Nunez, “Supergravity description of field theories on curved manifolds
and a no go theorem,” Int. J. Mod. Phys. A 16 (2001) 822 [hep-th/0007018];
D. H. Wesley, “New no-go theorems for cosmic acceleration with extra dimensions,”
arXiv:0802.2106 [hep-th];
P. J. Steinhardt and D. Wesley, “Dark Energy, Inflation and Extra Dimensions,” Phys. Rev. D
79 (2009) 104026 [arXiv:0811.1614 [hep-th]].
[28] S. L. Parameswaran, G. Tasinato and I. Zavala, “The 6D SuperSwirl,” Nucl. Phys. B 737
(2006) 49 [arXiv:hep-th/0509061];
[29] A. J. Tolley, C. P. Burgess, C. de Rham and D. Hoover, “Scaling solutions to 6D gauged chiral
supergravity,” New J. Phys 8 (2006) 324 [arXiv:0608.083 [hep-th]];
E. J. Copeland and O. Seto, “Dynamical solutions of warped six dimensional supergravity,”
JHEP 0708 (2007) 001 [arXiv:0705.4169 [hep-th]];
A. J. Tolley, C. P. Burgess, C. de Rham and D. Hoover, “Exact Wave Solutions to 6D Gauged
Chiral Supergravity,” JHEP 0807 (2008) 075 [arXiv:0710.3769 [hep-th]];
M. Minamitsuji, “Instability of brane cosmological solutions with flux compactifications,” Class.
Quant. Grav. 25 (2008) 075019 [arXiv:0801.3080 [hep-th]];
H. M. Lee and A. Papazoglou, “Codimension-2 brane inflation,” Phys. Rev. D 80 (2009) 043506
[arXiv:0901.4962 [hep-th]].
[30] H. M. Lee and C. Ludeling, “The general warped solution with conical branes in six-dimensional
supergravity,” JHEP 0601 (2006) 062 [arXiv:hep-th/0510026];
[31] N. Kaloper and D. Kiley, “Exact black holes and gravitational shockwaves on codimension-2
branes,” JHEP 0603 (2006) 077 [hep-th/0601110].
– 51 –
[32] A. Vilenkin, “Gravitational Field of Vacuum Domain Walls and Strings,” Phys. Rev. D 23, 852
(1981);
D. Garfinkle, “General Relativistic Strings,” Phys. Rev. D 32, 1323 (1985);
P. Laguna-Castillo and R. A. Matzner, “Coupled Field Solutions for U(1) Gauge Cosmic
Strings,” Phys. Rev. D 36, 3663 (1987);
R. Gregory, “Gravitational Stability of Local Strings,” Phys. Rev. Lett. 59 (1987) 740;
“Effective Action for a Cosmic String,” Phys. Lett. B 206 (1988) 199;
R. Gregory, D. Haws and D. Garfinkle, “The Dynamics of Domain Walls and Strings,” Phys.
Rev. D 42 (1990) 343.
[33] C. P. Burgess, R. Diener and M. Williams, “Self-Tuning at Large (Distances): 4D Description of
Runaway Dilaton Capture,” arXiv:1509.04209 [hep-th].
[34] A. Salam and E. Sezgin, “Chiral Compactification On Minkowski X S**2 Of N=2
Einstein-Maxwell Supergravity In Six-Dimensions,” Phys. Lett. B 147 (1984) 47.
[35] T. Gherghetta, E. Roessl and M. E. Shaposhnikov, “Living inside a hedgehog: Higher
dimensional solutions that localize gravity,” Phys. Lett. B 491 (2000) 353 [hep-th/0006251];
T. Gherghetta and M. E. Shaposhnikov, “Localizing gravity on a string - like defect in
six-dimensions,” Phys. Rev. Lett. 85 (2000) 240 [hep-th/0004014].
[36] B. Holdom, “Two U(1)’s and Epsilon Charge Shifts,” Phys. Lett. B 166, 196 (1986).
[37] C. P. Burgess, R. C. Myers and F. Quevedo, “A Naturally small cosmological constant on the
brane?,” Phys. Lett. B 495, 384 (2000) [arXiv:hep-th/9911164].
[38] F. Niedermann and R. Schneider, “Fine-tuning with Brane-Localized Flux in 6D Supergravity,”
arXiv:1508.01124 [hep-th];
[39] C. P. Burgess, R. Diener and M. Williams, “A Problem With delta-functions: Stress-Energy
Constraints on Bulk-Brane Matching (with comments on arXiv:1508.01124),” arXiv:1509.04201
[hep-th].
– 52 –
