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Abstract
We establish finite- and infinite-dimensional versions of the following assertion. If M is a matrix with the
property that whenever P and Q are diagonal projections with P Q, the spectrum of PMP (considered
as an operator on the range of P ) is contained in that of QMQ (considered as an operator on the range
of Q), then there is a permutation matrix U such that U−1MU is triangular.
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1. Introduction
The search for closed subspaces of a Hilbert space which are invariant under the action of
a bounded linear operator on that subspace forms one of the central pillars of operator theory.
Of course, the most famous open problem in this area is the Invariant Subspace Problem, which
asks whether or not every bounded linear operator T acting on an infinite-dimensional, separable,
complex Hilbert space admits a closed, non-trivial invariant subspace. Here, a subspace M is said
to be non-trivial if it is not equal to {0} or to the entire space H, and M is said to be invariant
for T if TM ⊆ M. In this formulation, the question is “basis-free”; that is, if U is a unitary
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determines a closed invariant subspace UM for T , and vice-versa.
Closely related to this question is the study of decomposability of Hilbert space operators.
In this setting, one begins with a fixed presentation of the underlying Hilbert space as H =
L2(X,μ), where (X,μ) is a measure space. The set of bounded linear operators acting on H
is denoted by B(H). For each E ⊆ X measurable, we let χE denote the characteristic function
of E, so that χE ∈ L∞(X,μ). Subspaces of H of the form HE := {f ∈ L2(X,μ): f = χEf }
are referred to as standard subspaces, and T ∈ B(H) is said to be decomposable (relative to this
presentation of H) if there exists a non-trivial standard invariant subspace for T . Otherwise, T
is said to be indecomposable.
Indecomposable operators exist in abundance, even in the finite-dimensional setting. For in
this case, the measure μ is discrete, and selecting a presentation H = 2(X,μ) corresponds
to fixing a basis {e1, e2, . . . , en} for H. The operator P whose matrix relative to this basis is
[P ] = [pij ], where pij = 1n for 1  i, j  n, is a rank-one projection; when n  3, infinitely
many non-trivial invariant subspaces for P exist. (Any one-dimensional subspace of the (n− 1)-
dimensional kernel of P will do.) Yet no standard invariant subspace of P can be found, as
〈Pej , ei〉 = 1n = 0 for all 1 i, j  n.
Returning to the general setting of H = L2(X,μ) above, we observe that L∞(X,μ)
determines a maximal abelian, selfadjoint algebra (i.e., a masa) in B(H) as follows: for
each f ∈ L∞(X,μ), we consider the multiplication operator Mf ∈ B(L2(X,μ)) which
satisfies Mf g = fg for all g ∈ L2(X,μ). We shall denote by M∞(X,μ) the collection
{Mf : f ∈ L∞(X,μ)} of multiplication operators so determined. If μ is a discrete measure,
then one usually writes ∞(X,μ) for L∞(X,μ), and so we shall in turn write m∞(X,μ) for
M∞(X,μ) in this case. A standard projection in B(L2(X,μ)) is then defined as a projection
in the masa M∞(X,μ), so that P = MχE , where χE is the characteristic function of the mea-
surable set E ⊆ X. Thus a subspace of L2(X,μ) is a standard subspace if and only if it is
the range of a standard projection. The condition that a standard subspace HE is invariant for
T ∈ B(L2(X,μ)) then translates to the algebraic condition that T P = PT P , where P = MχE .
In this case, T admits an upper triangular block-matrix decomposition T = [ T1 T20 T4
]
relative to
the standard decomposition H = L2(X,μ) = HE ⊕H⊥E .
We shall say that T admits a standard triangularization if we can find a totally ordered set
Λ and an increasing family {Pλ}λ∈Λ of (standard) orthogonal projections in M∞(X,μ) which
satisfy
(a) ranPλ is invariant under T for all λ ∈ Λ (where ranPλ denotes the range of the operator Pλ),
and
(b) the family {Pλ}λ∈Λ is a maximal increasing family of standard, invariant projections for T .
In the event that M∞(X,μ) = spanWOT{Pλ}λ∈Λ, where WOT refers to the weak operator topology
in B(H), we shall say that T admits a multiplicity-free standard triangularization with respect to
the masa M∞(X,μ).
Consider the case where μ is a discrete measure on X. If A denotes the set of atoms of X, and
if eA := χA/‖χA‖ for each A ∈ A, then {eA: A ∈ A} is an orthonormal basis for H = 2(X,μ).
A standard subspace HE of H is then of the form HE = span{eA: A ⊆ E}, and a standard
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that the operator T satisfies
〈T eB, eA〉 = 0 if A  B.
The total ordering may be viewed as a permutation of the basis which “upper triangularizes” the
matrix for T .
In this paper, we wish to establish conditions on an operator T ∈ B(L2(X,μ)) which guaran-
tee the existence of a standard, multiplicity-free triangularization of T .
We begin with the following simple observation. Suppose that H = 2(N) and that {en}∞n=1
denotes the usual orthonormal basis for H. Suppose that T ∈ B(2(N)) is already triangular
relative to this basis, i.e. the matrix [T ] = [tij ] for T relative to this basis satisfies 〈T ej , ei〉 = 0
if i > j .
For Ω = {n1 < n2 < · · · < nm} ⊆ N finite, denote by P(Ω) the orthogonal projection of H
onto H(Ω) := span{ej : j ∈ Ω}. Then T (Ω) := P(Ω)T |H(Ω) admits an upper triangular matrix
with respect to the basis {enj }mj=1, and as such, the spectrum of T (Ω) is just the set {tnk,nk }mk=1.
From this it is clear that if Γ, ⊆ N are finite sets with Γ ⊆ , then σ(T (Γ )) ⊆ σ(T ()). We
refer to this last phenomenon by saying that the spectrum of T is increasing relative to finite-
dimensional standard compressions.
More generally, if H = L2(X,μ) and T ∈ B(H), we shall say that T has increasing spectrum
(relative to standard compressions) if whenever P,Q are standard projections with P Q (i.e.
PQ = QP = P ), then we have
σ(PT |PH) ⊆ σ(QT |QH).
Below we shall examine to what extent the concept of “increasing spectrum” characterizes (stan-
dard, multiplicity-free) triangularizability of bounded Hilbert space operators
In particular, in Section 2, we shall prove that if μ is a discrete measure and T ∈ B(2(X,μ))
has increasing spectrum relative to finite-dimensional standard compressions, then T admits
a standard, multiplicity-free triangularization. In fact, the result in this case has little to do with
linear maps on a Hilbert space, and more to do with matrices of complex numbers whose fi-
nite compressions induce linear operators with increasing spectrum. The result for Hilbert space
operators is simply a very special case of this far more general result.
The situation where the measure μ is not atomic, however, is very different. Here one can
produce examples of a trace class operator T whose spectrum is increasing (relative to stan-
dard compressions), and yet T does not admit a standard, multiplicity-free triangularization. In
Section 3, we obtain a positive result for finite-rank operators T ∈ B(L2(X,μ)). The proof is
surprisingly delicate.
Let us point out that the notion of decomposability arises naturally in connection with non-
negative operators, where by a non-negative operator we are referring to a bounded linear
operator R ∈ B(L2(X,μ)) which satisfies Rf  0 almost everywhere-μ whenever f  0 almost
everywhere-μ in L2(X,μ). Suppose that T is quasinilpotent and non-negative in this sense, and
that P is a standard projection. Then PT P and T − PT P are non-negative operators. Further-
more, for every positive integer k,
T k = (PT P + (T − PT P ))k
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tors are non-negative. Thus the spectral radius of PT P is at most equal to that of T , i.e., PT P is
quasinilpotent. It follows that in this case the spectrum of T is automatically increasing relative
to all standard compressions. A large class of such operators have standard triangularizations.
For example, if T is an integral operator (as well as being non-negative and quasinilpotent),
then T has such a triangularization. This is a special case of the well-known Ando–Krieger
Theorem (see [10, p. 335]). Various results of this nature are given in [1]. Using these results
and Turovskii’s theorem on general triangularizability of Volterra semigroups [11], Drnovsek [5]
extended the Ando–Krieger Theorem to semigroups of non-negative abstract kernel operators.
A general result for non-negative semigroups in the case of discrete measures is given in [2].
Not every non-negative quasinilpotent operator has a standard triangularization. In fact,
Schaefer [9] has an example of such an operator that fails to have a single standard invariant
subspace other than {0} and H.
2. The discrete case
As mentioned above, the case of our problem where the measure μ is discrete admits an
affirmative solution not only for Hilbert space operators, but in far greater generality.
To be precise, all we shall initially require is a matrix A of complex numbers whose rows and
columns are indexed by a non-empty set V ; that is, A = [aij ]i,j∈V and aij ∈ C for all i, j ∈ V .
In particular, we do not assume that V is countable, or that the number of non-zero entries in any
given row or column is countable.
If Ω ⊆ V is finite, the compression A(Ω) = [aij ]i,j∈Ω of A is a finite matrix over C, which
we may view as the matrix of a linear map on C|Ω|. Thus we may speak of the spectrum σ(A(Ω))
of A(Ω), even though we are not assuming that A itself corresponds to a linear map on some
vector space, and thus even though it need not make sense to speak of the spectrum of A.
Suppose that Γ, ⊆ V are finite with Γ ⊆  implies that σ(A(Γ )) ⊆ σ(A()). Our imme-
diate goal is to prove that V can be totally ordered—say by the relation —in such a way that
aij = 0 if i  j . In fact, we show that we may replace the condition σ(A(Γ )) ⊆ σ(A()) with
the weaker condition that σ(A(Γ ))∩ σ(A()) = ∅.
Before embarking upon the proof itself, we make the simple but useful observation that if
Γ = {i} ⊆ V contains but one element and  ⊆ V is finite with Γ ⊆ , then A(Γ ) = [aii], so
that σ(A(Γ )) = {aii}. The condition that σ(A(Γ )) ∩ σ(A()) = ∅ implies that aii ∈ σ(A()).
Thus ajj ∈ σ(A()) for all j ∈ . What is not clear a priori is whether or not the multiplicity
of ajj in σ(A()) coincides with the number of times it appears on the diagonal of A().
2.1. Definition. Let A = [aij ] be a matrix of complex numbers whose rows and columns are
indexed by a non-empty set V . We shall say that A admits a non-degenerate cycle of length m if
there exist m 2 pairwise distinct elements i1, i2, . . . , im ∈ V so that
ai1i2ai2i3 · · ·aim−1imaimi1 = 0.
2.2. Theorem. Let A = [aij ] be as above, and suppose that
σ
(
A(Γ )
)∩ σ (A()) = ∅
whenever Γ ⊆  are finite subsets of V . Then A does not admit any non-degenerate cycles of
length n for any n 2.
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which the matrix A admits a non-degenerate cycle of length n, and let  = {i1, i2, . . . , in} be
such a cycle, so that the ij ’s are pairwise distinct and
ai1i2ai2i3 · · ·ain−1inaini1 = 0.
To clarify the notation, let brs = air is for 1 r, s  n, and set B = [brs] ∈ Mn(C)  B(Cn). The
argument now centers on B .
The hypotheses on A imply that if 
 ⊆ {1,2, . . . , n}, then σ(B(
)) ⊆ σ(B). Observe that
this situation continues to hold after conjugating B by an invertible diagonal matrix and also if
we multiply B by a non-zero scalar α. Because of this, we may assume without loss of generality
that
b12 = b23 = · · · = bn−1,n = bn,1 = 1. (1)
We now show that every entry of B other than the entries in (1) and those on the diagonal,
b11, b22, . . . , bnn are zero.
If n r > s, then (except for the case where r = n and s = 1) we get, by the minimality of n,
br,s = bs,s+1bs+1,s+2 · · ·br−1,rbr,s = 0.
If s > (r + 1), then again the minimality of n implies that
br,s = br,r+1br+1,r+2 · · ·bn,1b1,2 · · ·br−1,rbr,s = 0.
Thus
B =
⎡
⎢⎢⎢⎢⎢⎣
b11 1
b22 1
. . .
bn−1,n−1 1
1 . . . bnn
⎤
⎥⎥⎥⎥⎥⎦
= D +U,
where D = diag(b11, b22, . . . , bnn) and U is a unitary permutation. Now, by the observation
preceding Definition 2.1, brr ∈ σ(B) for all 1  r  n. Let x = (x1, x2, . . . , xn)t be a non-zero
eigenvector of B corresponding to b11. Then Bx = b11x implies that
b11xr = brrxr + xr+1, 1 r  n− 1, (2)
and that
b11xn = bnnxn + x1. (3)
By successively applying Eq. (2) with r = 1, then r = 2, etc., one finds that x2 = x3 = · · · =
xn = 0, while from Eq. (3) one gets that x1 = 0. Hence x = 0, a contradiction. From this the
conclusion follows. 
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cycles of any length m 2. Then there exists a total order  on V for which aij = 0 if i  j .
Proof. Define i ≺ j if and only if there is a chain ai,i1ai1i2 · · ·aik−1ik aik j = 0 (where
i, i1, i2, . . . , ik, j ∈ V are distinct).
This relation is transitive. Indeed, assume that i  j and j  k. Then for suitable chains,
(aii1ai1 i2 · · ·aik j )(aj j1aj1 j2 · · ·ajm k) = 0,
where the indices {i, i1, i2, . . . , ik, j} are distinct and so are {j, j1, . . . , jm, k}. If the indices
{i, i1, . . . , ik, j, j1, . . . , jm, k} were not distinct, then choose the first jμ that equals an iν . This
would yield a non-degenerate cycle
(aiν iν+1aiν+1iν+2 · · ·aik j )(aj j+1 · · ·ajμ−1 jμ) = 0,
which is a contradiction. The same argument applied in the case where k = i shows that the
relation is also anti-symmetric.
By setting i  i for all i, we obtain that  is a partial order on V . By Zorn’s Lemma, this can
be extended to a total order.
Now if i ≺ j , then we must show that tj i = 0. But tj i = 0 implies that j  i, a contradic-
tion. 
2.4. Theorem. Let T ∈ B(2(X,μ)), where μ denotes counting measure onX. Suppose that T
has increasing spectrum relative to finite-dimensional standard compressions induced by the
projections in m∞(X,μ). Then T admits a standard, multiplicity-free triangularization, i.e.,
there exists a family {Pλ}λ∈Λ in m∞(X,μ) such that
(a) Pλ is invariant for T for all λ, and
(b) spanWOT{Pλ}λ∈Λ = m∞(X,μ).
Proof. We shall consider the case where 2(X,μ) is infinite-dimensional; the finite-dimensional
case follows from a simple modification of the argument below.
For x ∈ X, let ex = χx denote the characteristic function of {x}, and let Hx := span{ex} be the
one-dimensional subspace spanned by ex . Then {ex : x ∈ X} is an orthonormal basis for 2(X,μ),
and the orthogonal projections onto the elements of this basis generate m∞(X,μ). Consider the
matrix [T ] = [tij ] = [〈T ey, ex〉]x,y∈X for T relative to this basis. The finite-dimensional standard
subspaces of 2(X,μ) are then of the form R(Ω)H, where Ω ⊆ X is finite and R(Ω) is the
orthogonal projection of H onto span{ex : x ∈ Ω}.
Suppose now that Γ ⊆  ⊆ X with Γ, finite. Let A = [tx,y]x,y∈X . Then σ(A(Γ )) =
σ(R(Γ )T |R(Γ )H) ⊆ σ(R()T |R()H) = σ(A()), as T has increasing spectrum relative to
finite-dimensional standard compressions. Hence σ(A(Γ ))∩ σ(A()) = ∅.
By Theorem 2.3, there exists a total ordering on X so that tx,y = 0 if x  y. For each x ∈ X,
set Nx := span{ez: z x}.
Suppose that z  x and y  z. Then ty,z = 0 and so 〈T ez, ey〉 = 0. From this it follows that
TNx ⊆ Nx . Thus if Px is the orthogonal projection of H onto Nx for each x ∈ X, then {Px : x ∈
(X,)} is an increasing family of projections in m∞(X,μ), tending strongly to the identity
operator.
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m∞(X,μ) = spanWOT{Pz: z ∈ X}. 
3. The general case
3.1. The fact that the proof of Theorem 2.3 is elementary and holds in such generality is,
as we shall presently see, somewhat deceiving. The proof of the corresponding result for gen-
eral measure spaces (X,μ) (where μ is a σ -finite, regular, Borel measure and X is Hausdorff,
Lindelöf, and locally compact) is rather more involved, even though we shall only consider finite-
rank operators acting on L2(X,μ). Our reason for restricting ourselves to this class of operators
is the existence of trace-class operators with increasing spectrum relative to standard compres-
sions, which nevertheless do not admit a standard, multiplicity-free triangularization relative to
any masa-generating family of standard projections (see Example 3.2 below).
Our example will use well-known properties of the Volterra operator which can be found, for
example, in the monograph by K.R. Davidson [3].
3.2. Example. Let H = L2([0,1], dm), where dm denotes Lebesgue measure on [0,1]. We de-
fine the Volterra operator V on L2([0,1], dm)) via:
(Vf )(x) =
x∫
0
f (t) dm(t).
It is well known that
• V is a bounded, compact operator in B(L2([0,1], dm)).
• V is quasinilpotent.
• V is injective and has dense range.
• All closed, invariant subspaces for V are of the form Nr = {f ∈ L2([0,1], dm): f (x) = 0
if x ∈ [0, r]}, for 0  r  1. (The chain V = {Nr : 0  r  1} is referred to as a nest—or
more precisely, the Volterra nest—in L2([0,1], dm). A nest in a Hilbert space H is a totally
ordered family N of closed subspaces of H which is closed under the operations of taking
arbitrary intersections and closed spans of the elements of N , and for which {0} and H lie
in N .)
• V belongs to the (Jacobson) radical of the nest algebra T (V) = {T ∈ B(L2([0,1], dm):
TNt ⊆ Nt for all t ∈ [0,1]}.
From this last item, it follows that if A ∈ T (V), then the operators AV and VA are compact and
quasinilpotent.
Let H(2) = H ⊕ H. Let W = [ V V−V −V ] ∈ B(L2([0,1], dm)(2)). Since M∞(L2([0,1], dm)) is
a masa in B(L2([0,1], dm), it follows that
M := M∞(L2([0,1], dm))⊕M∞(L2([0,1], dm))
is a masa in B(L2([0,1], dm)(2)).
Let P,Q ∈ M∞(L2([0,1], dm)) be projections, so that P ⊕ Q is a masa projection in
B(L2([0,1], dm)(2)).
3524 L.W. Marcoux et al. / Journal of Functional Analysis 257 (2009) 3517–3540Consider
(P ⊕Q)W(P ⊕Q) =
[
PVP PVQ
−QVP −QVQ
]
.
Let 0 = β ∈ C, and let
Z = βI + (P ⊕Q)W(P ⊕Q) =
[
R PVQ
−QVP S
]
,
where R = βI +PVP and S = βI −QVQ. Since PVP and QVQ are quasinilpotent, R and S
are invertible in T (V).
Let
U = Z
[
R−1 0
0 S−1
][
I −PVQS−1
0 I
]
=
[
I 0
−QVPR−1 QVPR−1PVQS−1 + I
]
.
Now V ∈ rad(T (V)), and P,R−1,Q,S−1 ∈ T (V), so QVPR−1PVQS−1 ∈ rad(T (V)).
It follows that σ(QVPR−1PVQS−1) = {0}, and hence that
I +QVPR−1PVQS−1
is invertible [even in T (V)].
From this we easily get that U is invertible in M2(T (V)), and so is Z. That is, for all
0 = β ∈ C, βI + (P ⊕ Q)W(P ⊕ Q) is invertible. Hence (P ⊕ Q)W(P ⊕ Q) is quasinilpo-
tent.
Now W 2 = 0. From above, every standard compression (P ⊕Q)W(P ⊕Q) is quasinilpotent.
In other words, the spectrum is increasing relative to standard compressions.
Now suppose that W admits a standard, multiplicity-free triangularization. Let {Rλ}λ∈Λ be an
increasing family of standard projections such that
(a) ranRλ is invariant for W for each λ ∈ Λ, and
(b) spanWOT{Rλ}λ∈Λ = M∞([0,1], dm)⊕M∞([0,1], dm).
Let AW = span{I,W } be the (norm-closed) unital subalgebra ofB(L2([0,1], dm)(2)) gener-
ated by W . For each λ ∈ Λ, the compression map
γλ : AW → B
(
Rλ
(
L2
([0,1], dm)(2)))
X → RλX
∣∣
Rλ
(
L2
([0,1],dm)(2))
is a homomorphism, as ranRλ is an invariant subspace for all X ∈ AW . Thus (γλ(W))2 =
γλ(W
2) = γλ(0) = 0 for all such λ ∈ Λ.
We shall obtain a contradiction by showing that there does not exist a masa generating fam-
ily {Rλ} of standard projections as above such that the compressions RλWRλ of W satisfy
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2 = 0 for all λ. This shows that a standard, multiplicity-free triangularization of W
does not exist. To do this, we require a couple of auxiliary results. The first must surely be
known, but we could not find a suitable reference, and we include it for completeness.
3.3. Proposition. If 0 = R ∈ M∞([0,1], dm) is a standard projection in B(L2([0,1], dm)), and
if V denotes the Volterra operator defined above, then RV |RL2([0,1],dm) is injective and has dense
range in RL2([0,1], dm).
Proof. The fact that R ∈ M∞([0,1], dm) implies that R = MχE , where E ⊆ [0,1] is a measur-
able set. Since 0 = R, 0 <m(E).
Suppose that f ∈ ker RV |RL2([0,1],dm). Then f ∈ RL2([0,1], dm), so that f = χEf . That f
belongs to the stated kernel is the assertion that
(RVR)f (x) = χE(x)
x∫
0
χE(t)f (t) dm(t)
= χE(x)
∫
E∩[0,x]
f (t) dm(t) = 0 for all x ∈ [0,1],
or equivalently, that
x∫
0
f (t) dm(t) = 0 for all x ∈ E.
We claim that
∫ x
0 f (t)dm(t) = 0 for all x ∈ [0,1]. Suppose that the claim holds. Then f ∈
kerV = {0}, and hence f = 0, as required.
To prove the claim, we consider the continuous function
h : [0,1] → C,
x →
x∫
0
f (t) dm(t).
Thus h(x) = 0 for all x ∈ E. Suppose that there exists x0 ∈ (0,1) so that ξ := h(x0) = 0. Then
there exists δ > 0 so that (x0 − δ, x0 + δ) ⊆ (0,1) and |h(x)− ξ | < |ξ |2 for all x ∈ (x0 − δ, x0 + δ).
In particular,
m
(
(x0 − δ, x0 + δ)∩E
)= 0.
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decreasing sequence (zn)∞n=1 ∈ E so that limn→∞ zn = z. Since h(zn) = 0 for all n  1, and
since h is continuous on [0,1], we conclude that h(z) = 0. Now
ξ = h(x0) = h(x0)− h(z) =
x0∫
z
f (t) dm(t).
But m([z, x0] ∩E) = 0 and f = χEf , so that
0 = ξ =
x0∫
z
f (t) dm(t) = 0,
a contradiction. Thus h(x) = 0 for all x ∈ [0,1], which proves the claim.
The adjoint of the Volterra operator is the map
V ∗f (x) =
1∫
x
f (t) dm(t).
An argument similar to the one above shows that if 0 = R ∈ M∞([0,1], dm) is a standard
projection, then kerRV ∗|RL2([0,1],dm) = {0}. Thus we find that ranRV |RL2([0,1],dm) is dense in
RL2([0,1], dm), which completes the proof. 
3.4. Proposition. Let P,Q ∈ M∞([0,1], dm) be standard projections in B(L2([0,1], dm). Sup-
pose that
([
P 0
0 Q
][
V V
−V −V
][
P 0
0 Q
])2
=
[
0 0
0 0
]
. (1)
Then P = Q.
Proof. Let S = P ∨ Q, so that R ∈ M∞([0,1], dm) is again a standard projection. A routine
calculation shows that Eq. (1) implies the equation
SV (P −Q)V S = 0. (2)
Let Y = SV S. By Proposition 3.3, Y is injective and ranY is dense in RL2([0,1], dm). By
Eq. (2), Y(P − Q)Y = 0. Suppose that P  Q, and choose 0 = x ∈ ranP ∩ (ranQ)⊥ ⊆ ranR.
Choose a sequence (xn)∞n=1 ∈ ranR so that limn→∞ Yxn = x. Thus
lim
n→∞Y(P −Q)Yxn = Y(P −Q) limn→∞Yxn
= Y(P −Q)x
= Yx = 0,
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Y(P −Q)Y = 0 implies that Y(Q− P)Y = 0), we have Q P , and so P = Q. 
3.5. Corollary. If V is the Volterra operator and W = [ V V−V −V ], then W does not admit a stan-
dard, multiplicity-free triangularization in B(L2([0,1], dm)(2)).
Proof. The issue is that by our definition, the invariant projections in a standard, multiplicity-free
triangularization must generate a masa. By Proposition 3.4, if R = P ⊕ Q ∈ M∞([0,1], dm) ⊕
M∞([0,1], dm) is any standard projection such that (RWR)2 = 0, then P = Q, and so R =
P ⊕ P . It follows that R commutes with J = [ 0 11 0
] ∈ B(L2([0,1], dm)(2)). It follows that
no family {Rλ} of standard projections for which (RλWRλ)2 = 0 can generate the masa
M∞([0,1], dm) ⊕ M∞([0,1], dm). By the comments preceding Proposition 3.3, W does not
admit a standard, multiplicity-free triangularization. 
A couple of comments are in order:
• In fact, if we replace W above by the operator X = [ V 2 V 2−V 2 −V 2
]
, then X2 = 0 and as before,
all standard compressions of X are still quasinilpotent, so that X has increasing spectrum
relative to standard compressions. A similar argument shows that X does not admit a stan-
dard, multiplicity-free triangularization. The operator X has one feature that W does not,
however: X is a trace class operator.
• This shows that one cannot extend the triangularization result for discrete measure spaces to
the case of measure spaces with continuous part, even when the operators are trace class!
Nonetheless, there do exist certain classes of operators—not necessarily of finite rank—
for which the existence of a standard triangularization can be deduced from the hypothe-
sis of increasing spectrum relative to standard compressions. Recall that an operator T ∈
B(L2([0,1], dμ)) is said to be non-negative if Tf  0 almost everywhere-μ for all f  0 al-
most everywhere-μ, f ∈ L2([0,1], dμ).
3.6. Theorem. Suppose that T ∈ B(L2([0,1], dμ) is compact and non-negative. Suppose,
furthermore, that T has increasing spectrum relative to standard compressions. Then T is
quasinilpotent and admits a standard triangularization.
Proof. In fact, we shall not need the full force of increasing spectrum relative to standard com-
pressions. It will suffice to have that for each t ∈ [0,1], σ(PtT Pt ) ⊆ σ(T ).
Suppose that T is not quasinilpotent.
Since σ(PtT Pt ) ⊆ σ(T ) for all t ∈ [0,1], σ(PtT Pt ) is totally disconnected. As such, the map
t → σ(PtT Pt ) is continuous (see, for example, [7]), and hence the map ϕ : t → spr(PtT Pt )
which sends t to the spectral radius of PtT Pt is also continuous on [0,1]. Since ϕ(0) = spr(0) =
0 and ϕ(1) = spr(T ) > 0. It follows that [0, spr(T )] ⊆ ranϕ.
But spr(PtT Pt ) ∈ σ(PtT Pt ) since T is non-negative [6]. Since σ(PtT Pt ) ⊆ σ(T ) for all
0 t  1, it follows that [0, spr(T )] ⊆ σ(T ), contradicting the fact that the latter is totally dis-
connected. Hence T is quasinilpotent.
By a result of de Pagter [4], since T is compact, non-negative and quasinilpotent, it is de-
composable. Since every compression of T to a standard invariant subspace or its orthogonal
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application of Zorn’s Lemma implies that T admits a standard triangularization. 
It should be noted that the standard triangularization guaranteed by the above argument need
not be multiplicity free. Again, we consider the Volterra operator V acting on L2([0,1], dm).
Clearly V is non-negative in the above sense. In fact, if we let
T =
[
V V
V V
]
,
then T ∈ B(L2([0,1], dm)(2)) is also compact and non-negative. Let M = L∞([0,1], dm) ⊕
L∞([0,1], dm), so that M is a masa in B(L2([0,1], dm)(2)). That T is quasinilpotent and has
increasing spectrum relative to standard compressions from the masa M follows by an argument
very similar to that used to prove that the operator W from Example 3.2 has these properties.
Suppose that P ⊕Q ∈ M is a standard, invariant projection for T . That is to say, suppose that
[
PVP PVQ
QVP QVQ
]
=
[
P 0
0 Q
][
V V
V V
][
P 0
0 Q
]
=
[
V V
V V
][
P 0
0 Q
]
=
[
VP VQ
VP VQ
]
.
Then PVP = VP implies that ranP is invariant for V , and hence P = Mχ[0,r] for some
0  r  1. Similarly, QVQ = VQ implies that Q = Mχ[0,s] for some 0  s  1. But PVQ =
VQ, combined with the fact that VQ = QVQ has dense range in QL2([0,1], dm) (by Proposi-
tion 3.3) implies that P Q, and consideration of the equation QVP = VP shows that Q P ,
whence P = Q.
Thus any invariant standard projection for T is of the form P ⊕ P , where P = Mχ[0,r] for
some 0 r  1. In particular, the standard triangularization of the operator T is unique. Clearly
this triangularization does not generate the masa M.
We remark that the same technique provides an alternative method of showing that the opera-
tor W from Example 3.2 does not admit a multi-plicity-free standard triangularization.
In light of Example 3.2, we now focus our attention on finite-rank operators in B(L2(X,μ))
with increasing spectrum relative to standard compressions. For A ⊆ X, let us write HA for the
standard subspace HA = {f ∈ L2(X,μ): f = f χA}.
3.7. Proposition. Let K ∈ B(L2(X,μ)) be a compact operator. Decompose X = E ∪F as a dis-
joint union, where μ|E is an atomic measure, and μ|F is continuous. Let Q denote the orthogonal
projection of L2(X,μ) onto HE . Then K and QKQ have the same non-zero eigenvalues, and
these have the same algebraic multiplicity.
Proof. The projection Q⊥ = I − Q projects L2(X,μ) onto HF . Since μ|F is a continuous
measure, we can find an increasing family {Ft : t ∈ [0,1]} of measurable subsets of F such that
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of H onto HE∪Ft , t ∈ [0,1].
Then P0 = Q, P1 = I and the map t → Pt is increasing and continuous in the strong operator
topology (SOT).
Since K is compact, if we set Kt = PtKPt for all t ∈ [0,1], then the map t → Kt is norm-
continuous and Kt is compact for all t ∈ [0,1]. Furthermore, K0 = QKQ, while K1 = K .
For compact operators, the spectrum (including the multiplicity of non-zero eigenvalues) is
continuous [7]. As such, for all t ∈ [0,1], we have
σ(QKQ) = σ(K0) = σ(Kt ) = σ(K1) = σ(K),
including the multiplicity of non-zero eigenvalues. 
3.8. Corollary. Let K ∈ L2(X,μ) be a compact operator and suppose that K has increasing
spectrum relative to standard compressions. If 0 = λ is an eigenvalue of algebraic multiplicity
m 1 for K , then there exist exactly m atoms A1,A2, . . . ,Am of X such that
MχAj
KMχAj
= λMχAj , 1 j m.
Proof. As in Proposition 3.7, let E denote the atomic part of X, F the continuous part, and let Q
denote the orthogonal projection of L2(X,μ) onto HE . By that proposition, K and QKQ have
the same non-zero eigenvalues with matching algebraic multiplicities.
Since QKQ acts on a discrete space, and since the increasing spectrum of K implies that
of QKQ, we may now apply Theorem 2.4 to see that QK|QHE admits a standard, multiplicity-
free triangularization in HE . In particular, by Ringrose’s Theorem for compact operators (see,
for example, [3], Theorem [8]), all non-zero eigenvalues of QK|HE appear on the diagonal
of QK|HE with appropriate multiplicities.
Let {Ft : t ∈ [0,1]} also be as in Proposition 3.7, and let Rt denote the orthogonal projec-
tion of H onto HFt , t ∈ [0,1]. Then R0 = 0, R1 = Q⊥, and the function t → Rt is increasing
and SOT-continuous. As before, since K is compact, the map t → Kt := RtKRt is norm-
continuous. Also, K0 = 0, K1 = Q⊥KQ⊥. By the continuity of the spectrum for compact
operators, Q⊥KQ⊥ is quasinilpotent. Since K has increasing spectrum, Q⊥KQ⊥ does not con-
tribute any non-zero spectrum to σ(K).
It follows that all non-zero eigenvalues of K occur at atoms of L2(X,μ); furthermore, they
appear as often at such atoms as their algebraic multiplicity in the spectrum. 
3.9. Lemma. Let H, K, and L be complex Hilbert spaces. Let T ∈ B(H,K) and S ∈ B(K,L).
Suppose that M is a masa in B(K). If SPT = 0 for all P = P ∗ = P 2 ∈ M, then there exists
R = R∗ = R2 ∈ M such that
SR = 0 and R⊥T = 0.
Proof. Let us write P(M) for the collection of orthogonal projections which belong to M.
Since SPT = 0 for all P ∈ P(M), we have S(∑ni=1 λiPi)T =∑ni=1 λiSPiT = 0 for all λi ∈ C,
Pi ∈ P(M), 1  i  n, n  1. Taking weak-operator topology limits shows that SMT = 0 for
all M ∈ M.
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R is invariant for the masa M. Since M is selfadjoint, R is in the commutant of M. Since M
is maximal abelian, R ∈ M.
Furthermore, T = RT , so R⊥T = 0. Moreover, SMT = 0 for all M ∈ M, and so SMT x = 0
for all x ∈ H. By continuity, SR = 0. This completes the proof. 
3.10. Lemma. Let 0 = α ∈ C and let
M =
[
α R
S T
]
P
P⊥
be an n× n matrix such that
• the algebraic multiplicity of α in σ(M) is one greater than the algebraic multiplicity of α in
σ(T ), and
• the algebraic multiplicity of β in σ(M) is the same as the algebraic multiplicity of β in σ(T )
for all β with 0 = β = α.
Then RT kS = 0 for all integers k  0.
Proof. For the sake of clarity of exposition, we shall abbreviate both αI and αP⊥ to α; the
meaning will be clear from the context.
A familiar calculation shows that
det(λ−M) = det
[
λ− α −R
−S λ− T
]
= ((λ− α)−R(λ− T )−1S)det(λ− T )
for all λ not in σ(T ). Now if m1 and m2 are the multiplicities of 0 in σ(M) and σ(T ) respectively,
then by hypothesis,
λ−m1 det(λ−M) = λ−m2det (λ− T )(λ− α), λ /∈ σ(T ).
Hence λ−m1((λ− α)−R(λ− T )−1S) = λ−m2(λ− α), or equivalently,
λm1(α − λ) = λm2
(
α − λ+ 1
λ
RS + 1
λ2
RT S + 1
λ3
RT 2S + · · ·
)
for all but finitely many λ ∈ C. It follows that m1 = m2 and that RT mS = 0 for m =
0,1,2, . . . . 
Our first goal is to reduce the problem to that of nilpotent, finite-rank operators. We shall
accomplish this by perturbing each non-zero eigenvalue to zero, while maintaining the property
that the spectrum is increasing.
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tive to the masa M∞(X,μ). Suppose that 0 = α ∈ C and suppose that the orthogonal projection
P0 of H onto an atom in L2(X,μ) is such that
P0FP0 = αP0.
Let G = F − P0FP0. Then G has increasing spectrum relative to M∞(X,μ).
Proof. Fix P ∈ M∞(X,μ), a projection with P  P0. Write
FPF =
[
α R
S T
]
P0H
(I − P0)H , so that PGP =
[
0 R
S T
]
P0H
(I − P0)HA .
By a change of basis in (I − P0)H (not necessarily respecting the standard structure of
M∞(X,μ)), we may write
(PFP )′ :=
[
1 0
0 X
]−1 [
α R
S T
][
1 0
0 X
]
=
[
α RX
X−1S X−1TX
]
in the form (PFP )′ = MP,F ⊕ 0, where MP,F is a matrix of finite size:
MP,F =
[
α R′
S′ T ′
]
P0H
QH .
Then
(PGP)′ :=
[
1 0
0 X
]−1 [ 0 R
S T
][
1 0
0 X
]
=
[
0 RX
X−1S X−1TX
]
,
and (PGP)′ may be written as MP,G ⊕ 0, where MP,G is the matrix
PP,G =
[
0 R′
S′ T ′
]
+obtained from MP,F by changing the (1,1)-entry to 0.
The fact that F has increasing spectrum relative to M∞(X,μ) implies that PFP does as
well. This in turn implies that MP,F satisfies the conditions of Lemma 3.10. These conditions
on the multiplicities of the eigenvalues in turn imply that relative to the decomposition PH =
P0H ⊕ (P − P0)H,
det(MP,F − λ) = det
[
α − λ R′
S′ T ′ − λ
]
= (α − λ)det(T − λ)
for all λ = α. On the other hand, a direct computation of the spectrum yields
det(MP,F − λ) = (α − λ)det
(
(T ′ − λ)− 1 (S′R′)
)
; λ = α.α − λ
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Lemma 3.10. Thus trace(S′R′) = trace(R′S′) = 0, so that with respect to the same basis, say
{y1, . . . , yn}, for RH, we have
S′R′ =
⎡
⎢⎢⎣
0 . . . 0 δ
0 . . . 0 0
...
...
...
0 . . . 0 0
⎤
⎥⎥⎦ , T ′ =
⎡
⎢⎢⎣
t11 t12 . . . t1n
t21 t22 . . . t2n
...
...
...
tn1 tn2 . . . tnn
⎤
⎥⎥⎦ .
Since det(T ′ − λ) − det((T ′ − λ) − 1
α−λ (S
′R′)) for all λ = α, we find (by expanding the deter-
minant along the first row) that
δ · det
⎡
⎣
t21 t22 . . . t2n−1
...
...
...
tn1 tn2 . . . tnn−1
⎤
⎦= 0.
This leads to two possibilities. Either
(a) δ = 0, that is S′R′ = 0, or
(b) det
⎡
⎢⎣
t21 t22 . . . t2n−1
...
...
...
tn1 tn2 . . . tnn−1
⎤
⎥⎦= 0.
Now let us examine
det(MP,G − λ) = det
[
0λ R′
S′ T ′ − λ
]
= (−λ)det
(
(T ′ − λ)− 1
0 − λ(S
′R′)
)
.
If (a) above holds, then S′R′ = 0, so
det(MP,G − λ) = (−λ)det(T ′ − λ).
If (b) holds, then again—by expanding the determinant along the first row—we find that
det(MP,G − λ) = (−λ)det(T ′ − λ).
Reversing the argument, this shows that the spectrum of MP,G agrees with that of MPF ,
except that the multiplicity of α has decreased by 1, while the multiplicity of zero has increased
by 1. But then the same holds for σ(PGP) as compared to σ(PFP ) (although now, of course,
0 may have infinite multiplicity in both cases).
Since this is true for all P  P0, and since Q ⊥ P0 implies σ(QGQ) = σ(QFQ), it is routine
to verify that G has increasing spectrum relative to M∞(X,μ). 
3.12. Corollary. Let F ∈ B(L2(X,μ)) be a finite-rank operator with increasing spectrum rel-
ative to M∞(X,μ). Let {λ1, . . . , λr} denote the non-zero eigenvalues of F , with algebraic
L.W. Marcoux et al. / Journal of Functional Analysis 257 (2009) 3517–3540 3533multiplicities ν1, . . . , νr . For each 1  i  r , let Ai,1,Ai,2, . . . ,Ai,νi denote the νi atoms of X
for which
MχAi,j
FMχAi,j = λiMχAi,j , 1 j  νi, 1 i  r,
(the existence of which is guaranteed by Corollary 3.8). Let G be the operator obtained from F
by perturbing each such eigenvalue to zero, namely:
G = F −
r∑
i=1
νi∑
j=1
(MχAi,j
FMχAi,j
).
Then G has finite rank, increasing spectrum relative to M∞(X,μ), and is nilpotent.
Proof. By perturbing each occurrence of each non-zero eigenvalue, one at a time, G may be
obtained from F by
∑r
i=1 νr repetitions of the process in Proposition 3.11. At each stage, the
condition of increasing spectrum is maintained, and so the end result, namely G, has increasing
spectrum relative to M∞(X,μ). Since G is obtained through finitely many rank-one perturba-
tions of F , G has finite rank.
By applying Corollary 3.8, we see that any non-zero eigenvalues of G must occur at atoms
of X. On the other hand, all compressions of G to atoms are zero by construction. Thus
σ(G) = {0}. Since G is a finite-rank quasinilpotent operator, G is nilpotent. 
3.13. Remark. Let m = rank(G), so that m< ∞. Since G is nilpotent and G has increasing spec-
trum, each compression PGP of G has rank at most m, and is quasinilpotent, hence nilpotent of
index at most m+ 1.
The following lemma is the key to the main theorem of this section.
3.14. Lemma. Let T be a finite-rank operator in B(L2(X,μ)) and assume that PT P is nilpotent
for all P = P ∗ = P 2 in M∞(X,μ). Then either
(i) TQ = 0, or
(ii) QT = 0
for some non-trivial projection Q ∈ M∞(X,μ).
Proof. If T is of rank n, then it is not hard to see that it can be expressed as an integral operator
on L2(X,μ) whose kernel is
K1(x, y) =
n∑
i=1
fi(x)gi(y),
where each of the sets {fi}ni=1 and {gi}ni=1 is linearly independent in L2(X,μ) and
[T h](x) =
∫ n∑
i=1
fi(x)gi(z)h(z) dμ(z)
=
n∑
〈h,gi〉fi(x).
i=1
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K2(x, y) =
∫ n∑
i=1
fi(x)gi(z)
n∑
j=1
fj (z)gj (y) dμ(z)
=
n∑
i,j=1
〈fi, gi〉fi(x)gj (y)
= F(x)MG(y)t ,
where
F(x) = [f1(x) f2(x) · · · fn(x) ],
G(y) = [g1(y) g2(y) · · · gn(y) ],
the superscript “t” denotes matrix transposition, and M is the complex n×n matrix whose (i, j)-
entry is 〈fj , gi〉. Further calculation shows that the kernel of T k is
Kk(x, y) = F(x)Mk−1G(y)t
for all positive integers k.
Let E be a measurable subset of X and P denote the standard projection corresponding to E.
By hypothesis, the calculations above can be applied to PFP with fP := Pf , gP := Pg, and
MP denoting the complex n× n matrix whose (i, j) entry is
〈Pfj ,Pgi〉 =
∫
E
fj (x)gi(x) dμ(x).
The kernel function for (PT P )k is then given by
K
(P)
k (x, y) = PF(x)Mk−1P
(
PG(y)
)t
.
We define a matrix M ∈ Mn(L1(X,μ)) of functions via
M(x) := [fj (x)gi(x)],
so that for each P as above,
MP =
∫
E
M(x)dμ(x).
Since PT P has rank at most n for every P , and since PT P is nilpotent by hypothesis, we have
(PT P )n+1 = 0, so that
Mn = 0,P
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M∞(X,μ), corresponding to disjoint measurable sets E and F respectively, then
MP+Q =
∫
E∪F
M(x)dμ(x)
=
∫
E
M(x)dμ(x)+
∫
F
M(x)dμ(x)
= MP +MQ.
Thus MP +MQ is nilpotent. It follows that
0 = tr(MP +MQ)2
= trM2P + trQ2 + 2 trMPMQ
= 2 trMPMQ.
By fixing one of the two projections, say Q, and considering this equation, we conclude that
trMQM(x) = 0 for almost all x ∈ E. A repetition of this argument yields
tr M(x)M(y) = 0
for almost all x ∈ E and y ∈ F . Since E,F ⊆ X were arbitrary disjoint sets, we find that for
almost all x and y which do not belong to a common atom of X, we have tr M(x)M(y) = 0.
Meanwhile, for almost all x and y which do belong to a common atom, we have that M(x) =
M(y) is a rank-one nilpotent operator. Hence M(x)2 = 0, and so again, tr M(x)M(y) = 0.
First suppose that M is not identically zero as a function of x. We now fix y0 with M(y0) = 0.
Since M(x) has rank at most one for every x, there is an invertible complex n×n matrix W such
that
W−1M(y0)W =
⎡
⎢⎢⎣
0 0 · · · 0 1
0 0 · · · 0 0
...
... · · · ... ...
0 0 · · · 0 0
⎤
⎥⎥⎦ .
Observe that if the set of such y0 ∈ X has measure zero, then M(x) = 0 almost everywhere, and
so fj (x)gi(x) = 0 almost everywhere with respect to μ. In particular, gn(x)f1(x) = 0 almost
everywhere in this case. Otherwise, the trace identity above implies that for almost all x,
W−1M(x)W =
⎡
⎢⎢⎣
∗ ∗ · · · ∗ ∗
∗ ∗ · · · ∗ ∗
...
... · · · ... ...
0 ∗ · · · ∗ ∗
⎤
⎥⎥⎦ .
Of course, if M is identically zero as a function of x, then we obtain a similar representation
of M(x) by choosing W = I .
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M(x) = G(x)tF (x) =
⎡
⎢⎢⎢⎣
g1(x)
g2(x)
...
gn(x)
⎤
⎥⎥⎥⎦
[
f1(x) f2(x) · · · fn(x)
]
,
so that the (n,1) entry of
WG(x)tF (x)W−1
is identically zero. At this point it is convenient to replace the rows F(x) and G(x) by F(x)W−1
and G(x)Wt respectively. Since the new columns give rise to the original operator T , we can
now assume with no loss of generality that W = I . As before, we then have
gn(x)f1(x) = 0
identically.
Since neither f1 nor gn is identically zero, it follows that there is a standard projection P
with 0 = P = I such that Pgn = gn, where P is the support of gn. Since M(x) has rank at
most one, this implies that for some 0 = Q  I − P , we have f1 = Qf1. Now if Qgi = 0 for
all 1  i  n, then TQ = 0. Otherwise, there is a non-zero Q1, the union of the supports of
the Qgi ’s, 1  i  n, contained in Q. Since M(x) is rank-one, and its first column is non-zero
almost everywhere on Q1L2(X,μ), it follows that its last row is identically zero on QL2(X,μ),
i.e., Q1fi = 0 for all 1 i  n. Finally, this says that Q1T = 0. 
We have just proven that if T is a finite-rank nilpotent operator with increasing spectrum rela-
tive to the masa M∞(X,μ), then T has either non-trivial “standard kernel”, or proper “standard
range”. Now we prove that it in fact always has both.
3.15. Proposition. Let T be a finite-rank nilpotent operator in B(L2(X,μ)) and suppose that T
has increasing spectrum relative to the masa M∞(X,μ). Then there exists a non-zero standard
projection W ∈ M∞(X,μ) such that
WT = 0.
Proof. We argue by contradiction. To that end, suppose otherwise.
STEP ONE. Let T1 = T . By Lemma 3.14, there exists 0 = R = R∗ = R2 ∈ M∞(X,μ) so that
T1R = 0. Let Q1 = sup{R = R∗ = R2 ∈ M∞(X,μ) | T1R = 0}. Then 0 = Q1 is a standard
projection and T1Q1 = 0. We must have Q1 = I , for otherwise T1 = 0 and so I ∈ M∞(X,μ)
satisfies IT1 = 0, contradicting the assumption that no standard projection W exists for which
WT = 0.
STEP TWO. Suppose that T ′ is a finite-rank nilpotent operator inB(L2(X,μ)) with increasing
spectrum relative to M∞(X,μ). Suppose also that T ′ does not admit a nonzero standard projec-
tion W ′ such that W ′T ′ = 0, and let R′ be a nonzero standard projection such that T R′ = 0. If
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so that W0T ′′ = 0. For otherwise,
W0T
′′ = W0(I −R′)T ′ +W0R′T ′
= W0(I −R′)T ′
= W0(I −R′)T ′(I −R′)+W0(I −R′)T ′R′
= 0 +W0(I −R′)0
= 0,
contradicting our assumption on T ′.
STEP THREE. Let T2 = (I − Q1)T1(I − Q1). By Step Two and the hypotheses above, T2 does
not admit any standard projection W ′  I − Q1 so that W ′T2 = 0. Lemma 3.10 applied to
T2|(I−Q1)H thus implies the existence of a non-zero standard projection R1  I − Q1 so that
T2R1 = 0. Let Q2 = sup{R = Rt = R2 ∈ M∞(X,μ) | R2  (I − Q1) and T2R = 0}. Then 0 =
Q2  (I − Q2). Furthermore, the maximality of Q1 in step one implies that for all R 
(I − Q1), we have T R = 0. In particular TQ2 = 0. But a routine calculation shows that
TQ2 = Q1TQ2, and so Q1TQ2 = 0. Once again, we cannot have Q1 + Q2 = I , for otherwise
Q2T = Q2TQ1 +Q2TQ2 = 0 + 0 = 0, contradicting out hypothesis on T .
STEP FOUR. In general, given k  2, T1, T2, . . . , Tk , and Q1, . . . ,Qk , let Tk+1 =
(I −Qk)Tk(I −Qk) = (I − (Q1 + · · · +Qk))T (I − (Q1 + · · · +Qk)). Applying the argument
from step three to Tk+1 viewed as a compression of Tk yields a non-zero standard projection
Qk+1 = sup
{
R = Rt = R2 ∈ M∞(X,μ) ∣∣R  (I − (Q1 + · · · +Qk)) and Tk+1R = 0}.
So that Tk+1Qk+1 = 0 and Qk+1 is maximal (as a standard projection) relative to this condition.
As before, the maximality of Qk relative to the corresponding condition for Tk implies that if
R  I − (Q1 +· · ·+Qk), then TkR = 0. Since TkQk+1 = QkTkQk+1, we find that QkTkQk+1 =
QkTQk+1 = 0.
STEP FIVE. We are finally in a position to obtain a contradiction. Suppose that for some m 
rankT + 2 we have Q1 +Q2 + · · · +Qm+1 < I . Let Q0 = I − (Q1 + · · · +Qm−1). Relative to
our standard decomposition we may now write
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 Q1TQ2 Q1TQ3 . . . Q1TQm Q1TQ0
0 Q2TQ3 . . . Q2TQm Q2TQ0
0
...
...
. . .
0 QmTQ0
Q0TQ0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
But then QiTQi+1 = 0 for 1 i m− 1 implies that rankT m− 1, a contradiction.
Thus there exists m< ∞ so that
Q1 + · · · +Qm = I.
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T =
⎡
⎢⎢⎢⎢⎢⎣
0 Q1TQ2 Q1TQ3 . . . Q1TQm
0
. . .
...
0 Qm−1TQm
0
⎤
⎥⎥⎥⎥⎥⎦
,
and so QmT = 0, yielding our desired contradiction. 
An operator T ∈ B(L2(X,μ)) is a finite-rank nilpotent with increasing spectrum relative
to standard projections if and only if its adjoint T ∗ satisfies the same conditions. Applying
Lemma 3.10 to T ∗ and expressing the result relative to T yields the following.
3.16. Corollary. Let T be a finite-rank nilpotent operator in B(L2(X,μ)) and suppose that T
has increasing spectrum relative to the masa M∞(X,μ). Then there exists a non-zero standard
projection Q ∈ M∞(X,μ) such that
TQ = 0.
3.17. Theorem. Let T be of finite rank k on L2(X,μ) with increasing spectrum relative to the
masa M∞(X,μ). Then T admits a standard, multi-plicity-free triangularization. Furthermore,
there is a chain of projections
0 = P0 <P1 < · · · <P3k−1 <P3k = I
in M∞(X,μ), all invariant under T , such that
(Pj − Pj−1)T (Pj − Pj−1) = 0
whenever Pj − Pj−1 has rank more than one.
Proof. Let G denote the finite-rank nilpotent operator with increasing spectrum obtained from
T as in Corollary 3.12. Since G and T differ only on their compressions to a finite number of
atoms, T admits a standard, multiplicity-free triangularization if and only if G does. As well,
the second statement of the theorem holds for T if and only if it holds for G. Because of this, it
suffices to prove the result for G. The key to the proof of Proposition 3.15 is that the hypothesized
non-existence of a non-zero standard projection for which WG = 0 implies the existence of a
non-zero standard projection R for which GR = 0, and that this property is hereditary for the
compression of G to (I −R)H.
Now the existence of such a projection R is guaranteed by Corollary 3.16, and since the
compression of G to (I − R)H is another finite-rank nilpotent operator whose spectrum is in-
creasing relative to the masa (I − R)M∞(X,μ)|(I−R)H, a second application of Corollary 3.16
shows that the existence of “standard kernel” (i.e., the existence of a non-zero standard projection
R′  (I −R) so that (I −R)G(I −R)R′ = 0) is inherited by (I −R)G(I −R).
Arguing as in Proposition 3.15, we can now find a finite collection
{Q1,Q2, . . . ,Qm}
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L2(X,μ) =⊕mj=1 QjL2(X,μ), G admits the block-matrix form
G =
⎡
⎢⎢⎢⎢⎢⎣
0 G12 G13 . . . G1m
0 G23 . . . G2m
. . .
. . .
...
0 Gm−1 m
0
⎤
⎥⎥⎥⎥⎥⎦
,
with Gi(i+1) = 0 for all 1 i m−1. From the fact that rankT = k it easily follows that m k.
We also define Q0 = 0.
The compression QiM∞(X,μ) to B(QiL2(X,μ)) is a masa in that algebra. Thus one can find
a totally ordered set Λi and an increasing set Ri = {Rλ | λ ∈ Λi} of projections in QiM∞(X,μ)
which generate QiM∞(X,μ).
Let S1 = R1, and for i  2 let Si = {(Q1 + · · · + Qi−1) + Rλ | λ ∈ Λi}. Let Λ =⋃mi=1 λi,
and for α,λ ∈ Λ, set α  λ if either α,λ ∈ Λi with α  λ in Λi , or if α ∈ Λi , λ ∈ Λj and
i < j . It then follows that S =⋃mi=1 Si is an increasing family of standard projections which
generates M∞(X,μ), and every projection in S is invariant for G (as G(Q1+· · ·+Qi−1)+Rλ =
(Q1 + · · · + Qi−1)G(Q1 + · · · + Qi−1) + Rλ for all i  1, λ ∈ Λi ). In other words, S provides
us with a standard, multiplicity-free triangularization of G.
Let Aj , j = 1,2, . . . , l denote the finitely many atoms for whichPAj T PAj = 0. (Clearly l 
k.) For each such atom we may choose Cj Dj in S so that Dj −Cj = PAj .
Let
B = {Q0 = 0,Q1,Q1 +Q2,Q1 +Q2 +Q3, . . . ,Q1 + · · · +Qm−1, I } ∪ {Cj ,Dj }lj=1.
Now rewrite B as {0 = B0 < B1 < · · · < Bt = I }, where t  m + 2l  3k. (In essence, we
have simply added the atoms Aj to the block-matrix upper-triangularization above.) Then each
Bt ∈ S , so that Bt is invariant for T , and (Bj − Bj−1)T (Bj − Bj−1) = 0 only if Bj − Bj−1 =
Dij −Cij , for some ij ∈ {1, . . . , l}. This concludes the proof of our theorem. 
We leave the reader with a question which we have so far been unable to resolve.
Question. Suppose that K ∈ L2(X,μ) is a compact operator and that K has increasing spectrum
relative to standard compressions from the masa M∞(X,μ). Does K admit a standard triangu-
larization (which need not be multiplicity-free)? In particular, does K admit a standard invariant
subspace?
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