Introduction
The analysis and design of complex aerospace structures requires the rapid solution of large systems of linear and nonlinear equations, eigenvalue extraction for buckling, vibration and flutter modes, structural optimization and design sensitivity calculation. Computers with multiple processors and vector capabilities can offer substantial computational advantages over traditional scalar computers for these analyses. [1] Rapid progress has taken place developing parallel-vector computers although software to exploit their parallel and vector capability is still in its infancy. These computers fall into two categories, namely, shared-memory computers (e.g., Convex C-240, Cray C-90) and distributed-memory computers (e.g., IBM SP-1 and SP-2, Intel Paragon, Thinking Machines CM-5).
Shared-memory computers typically have only a few processors (i.e., up to 16 processors on a Cray C-90), which can address a large memory and rapidly process vector instructions (so add and multiply operations are performed in parallel). Information is shared among processors simply by referencing a common variable or array in shared-memory.
Distributed-memory computers are very different from their shared-memory counterparts and most algorithms need to be rewritten to run efficiently on them. Distributed memory computers may have thousands of processors, each with limited memory. Information is passed between the processors by explicit message passing commands (i.e. send, receive).
In this paper, general-purpose, highly-efficient algorithms are presented for: solution of systems of linear and nonlinear equations, eigenvalue analysis, generation and assembly of element matrices, design sensitivity analysis, optimization and domain decomposition. Each algorithm is briefly described with an example to illustrate the numerical performance. References are also given to papers by the authors containing detailed descriptions for most of the algorithms. The algorithms have been coded in FORTRAN for shared-memory computers (Cray, Convex) and many for distributed-memory computers (IBM SP-1, SP-2 and Intel Paragon). The capability and numerical performance of these parallel-vector algorithms are discussed in the paper.
Parallel-Vector Linear Equation Solvers
Shared-Memory Choleski Solver [ 
1-5]
A fast, accurate Choleski-based method, PVSOLVE, to solve symmetric systems of linear equations was developed. This method uses a variable-band storage scheme, but uses column heights to eliminate operations on zeros outside the skyline during factorization. The method employs parallel computation in the outermost Choleski loop and vector computation via the "loop unrolling" technique in the innermost Choleski loop. A user option eliminates operations on zeros inside the band. Variable-band (row-by-row) storage is used to enable SAXPY [1, 2] operations which are significantly faster than dotproduct operations used in other Choleski skyline solvers, since both add and multiply units are kept busy operating in parallel. PVSOLVE was tested for the structural analyses of numerous applications.
High-Speed Civil Transport (HSCT)
To evaluate the performance of PVSOLVE, a static structural analysis was performed on several HSCT concepts [1] such as the Mach 2.4 16,152 degree-of-freedom finite-element model shown in Fig. 1 .
Fig. 1. PVSOLVE solution time for HSCT
The HSCT models were symmetrically loaded (upward) at both wing tips and fixed at their nose and tail. The model in Fig. 1 contained 2 ,694 nodes and 7,868 triangular elements which produced a matrix with 12.5 million terms with a maximum and average bandwidth of 1,272 and 772, respectively. The solution time for this model reduced in a scalable fashion from 6 to 0.8 seconds for from one to eight processors, respectively.
Shared-Memory Out-of-Core Solver [6]
The number of equations that PVSOLVE can solve on shared-memory computers is limited by the total addressable memory of the computer. To solve more equations, an "out-of-core" version of PVSOLVE denoted as PV-OOC was developed. PV-OOC requires only a fraction of the equations (i.e., one block) to reside in memory during the maytrix factorization and back substitution stages. The size of memory required to store one block is the square of the maximum bandwidth. This allows much larger systems of equations to be solved (or the same problems in a fraction of the memory) compared to PVSOLVE. An alternative version of PV-OOC requires even less memory (24 x bandwidth + 6 x number of equations) but takes slightly more time for equation solution.
On a Cray computer, where input/output (I/O) operations can be overlapped with computation, BUFFER IN/OUT [7] is used instead of the much slower binary READ/WRITE. This further reduces I/O time and virtually eliminates "I/O" time if the Solid State Disk (fast semiconductor memory) is used. To achieve parallel performance, Force [8] ,a parallel FORTRAN language (pre-compiler), is used in PV-OOC. 
Fig. 3. PV-OOC solution for refined HSCT
A reduction in solution time from 140 seconds for 1 processor to 18 seconds for 8 processors was achieved using PV-OOC. This reduction was accomplished by using only 14 million words of memory compared to the 98 million words required by PVSOLVE. Before a Cray C-90 was available, the corresponding reduction in solution time was from 550 seconds to 75 seconds on 1 and 8 Cray Y-MP processors, respectively. The speedup factor of approximately 3 (Y-MP to C-90) indicates that PVSOLVE is robust and exploits computer hardware upgrades with no coding changes.
Distributed-Memory Choleski Solver [6]
While loop unrolling [1] is best for shared-memory computers, "vector unrolling" (using dot product operations) is effective on distributed-memory computers (e.g., Intel/860). A new Choleski-based algorithm, denoted as PV-DM, with a block skyline storage scheme was developed and its performance evaluated on a 16,146-equation reduced model of the Mach 3.0 HSCT. This reduced model is considerably smaller than the HSCT model in Fig. 2 since the bandwidth is only 321. Displacements were calculated by PV-DM using 8, 16 and 32 Intel i/860 processors with the 32 processors solution time compared with the Intel ProSolver [9] in Table 1 . 
The solution times shown are the sum of the computation and communication times. Level 8 loop unrolling was used and found to reduce computation time by approximately ten percent. Since the communication time was dominant as the number of processors increases, the time reduction from 8 to 32 processors was minimal. Computer architects recognize this communication "bottleneck", and future parallel computers will reduce latency (set up time to send data) and increase the data communication rate. PV-DM solved this problem 27.8 seconds, compared to 110.2 seconds for ProSolver [9] . The factorization was about twice as fast for PV-DM and the forward/backward solution was over an order of magnitude faster. This feature is desirable for many applications where the forward/backward solution time dominates the analysis such as in structural dynamics, eigenvalue extraction, design sensitivity, nonlinear and optimization analyses.
Shared-Memory Unsymmetric Solver [10]
A Gauss elimination solver for non-positive definite unsymmetric full systems of equations, denoted as PV-US, has also been developed. To take advantage of the vector speed (using SAXPY [7] operations) on shared-memory computers, the upper half of the unsymmetric coefficient matrix is stored by rows and the lower half by columns. PV-US can solve unsymmetric systems of equations which arise in many engineering applications (i.e. panel flutter and computational fluid dynamics).
Panel Flutter Example
Large-deflection, nonlinear supersonic/hypersonic aerodynamic panel flutter analyses were performed for the model shown in 5 ). This reduction in solution time demonstrates a parallel speedup of 7.6 on eight processors which is an efficiency, relative to linear speedup, of 95 percent.
Parallel-Vector Lanczos Eigensolver [11,12]
PVSOLVE [1] was used in a Lanczos eigensolver and found to reduce significantly the total computation time using multi-processors. A fast matrix-vector multiplication method was also used in the Lanczos procedure.
Orbital Platform Model
The numerical accuracy and efficiency of the proposed parallel-vector Lanczos algorithm was demonstrated by calculating the eigenvalues of the orbital Control Structure Interaction (CSI) platform model shown in Fig. 6 .
Fig. 6. CSI finite element model
This model contains 536 nodes, 1,647 three-dimensional beam elements and 3,096 degrees of freedom. The Lanczos algorithm is faster than the subspace iteration algorithm on one Alliant processor and was faster on two Cray Y-MP processors than on one (see Table 2 ). 
Parallel Element Generation and Assembly [13]
A new "node-by-node" procedure was developed to generate and assemble element stiffness matrices concurrently. In this procedure (found to be effective for both shared and distributed memory computers), each processor is assigned a group of different nodes of the finite element model. Since nodes are assigned to processors, no communication occurs between processors during element generation and assembly as in the traditional "element-by-element" method. Thus, as shown in Fig. 7 , near-scalable computation time reductions for the Mach 3.0 HSCT model were obtained for both shared and distributed memory computers.
Fig. 7. Parallel Generation and Assembly
Scalable speedup was achieved by the parallel algorithm on both Cray and Intel computers for 1 to 8 and 16 to 512 processors, respectively. This node-by-node method is one of the first structural analysis algorithms to show better performance on a distributed memory computer (512-processor Intel Delta) compared to a Cray C-90.
Parallel Geometric Nonlinear Analysis [14]
PVSOLVE and the parallel element generation and assembly algorithms were installed in three popular geometric nonlinear structural analysis methods: Newton-Raphson, modified Newton-Raphson and Broyden-Fletcher-Goldfarb-Shanno (BFGS). For scalar computers, many consider the BFGS method to be the most effective for nonlinear finite element analysis. However, for the CSI platform application on the Cray Y-MP, the parallel full Newton Raphson method consistently took less time (see Fig. 8 ) than the other methods run in parallel 
Parallel-Vector Design Sensitivity Analysis in Linear Dynamics [15,16]
The mode-acceleration method, PVSOLVE, and eigen-solver were combined in an alternative formulation [16 ] of Design Sensitivity Analysis (DSA) of structural systems under dynamic loads. The solution time for DSA of the CSI finite element model reduced as the number of Cray Y-MP processors increased (see Table 3 ). The times in Table 3 include all computations except the generation of stiffness and mass matrices.
Parallel Optimal Design Algorithms [17,18]
Many structural problems are formulated as constrained optimization problems which may be solved using different solution algorithms. Effective nonlinear constrained optimization algorithms can be designed based on parallelizing the following two optimization methods: Simplex and BFGS.
Parallel-Vector Simplex Method
Both parallel and vector methods (use of Force [8] and loop unrolling [1] ) were incorporated in the Simplex procedure to solve a linear programming problem with 500 design variables and 500 equality constraints. A total of 1,500 design variables resulted after introducing slack and surplus variables into the problem. Time speedups of up to 3.6 (using four Cray-2 processors) were obtained for this 1,500 design variable system. (see Table 4 ). 
Parallel-Vector BFGS Optimization Method
PVSOLVE was installed in the BFGS method to solve nonlinear unconstrained optimization problems. Systems of 300 nonlinear equations, cast in the form of nonlinear unconstrained optimization problems, were solved on multi-processor computers. For this example, converged solutions were reached after 11 BFGS iterations as indicated in Table 5 . The solution time reduced from 0.102 seconds to 0.032 seconds for 1 and 4 processors, respectively. This reduction is a speedup of 3.21 on 4 processors, for an efficiency of 80 percent. This is a significant savings since in a typical optimization, the BFGS method is used hundreds of times.
To make the BFGS method even more effective, a new line search method, referred to as the Parallel Golden Block (PGB) method, was found to improve the parallel performance by inserting many points (instead of just two as in the Golden Section method) in the targeted design space region.
Series example
To illustrate the PGB method, the optimum solution of a simple cosine series consisting of 600 terms [17] was calculated. The PGB method reduced the solution time from 0.54 seconds to 0.144 seconds when using four Cray processors as shown in Table 6 . This is 2.47 times faster than the best sequential Golden Section method denoted GS in Table 6 . This speedup results from simultaneously calculating twelve points in the Golden Block method compared to only two points in the Golden Section method.
Domain Decomposer for Parallel Solution [19]
A simple but efficient algorithm was developed to automatically decompose arbitrary finite element domains into a specified number of subdomains for substructure analysis in a parallel computer environment. The algorithm balances the work load, minimizes inter-processor communication and minimizes the bandwidth of the resulting systems of equations. It avoids domain splitting by utilizing the joint coordinate information which is readily available from the finite element model. This is illustrated in its application to the 16,152 degree-of-freedom Mach 2.4 HSCT model with 2,694 nodes and 7,868 triangular elements shown in Fig. 1 . The algorithm which runs on shared memory computers (i.e. Cray, Convex, Sun, etc.) created the four subdomains (fuselage, forward, center and aft wing sections) shown in Fig. 9 .
Since three subdomain have exactly 1,965 elements and one has 1,964 elements, the work is idealy balanced across multiple processors. In addition, a minimum of boundary nodes occurred in the entire structure and no domain splitting resulted. This small number of boundary nodes helps to reduce the communication time required when parallel structural analysis is performed based on this decomposition.
Concluding Remarks
A number of highly efficient parallel-vector algorithms have recently been developed which show significant improvements for conducting structural analysis. Software using these algorithms has been demonstrated on a variety of engineering applications (static, dynamic, linear, nonlinear, design sensitivity and optimization) executing on shared-memory, and in some cases, distributed-memory supercomputers. The performance of the algorithms was evaluated on medium to large-scale practical applications.
The software described may be used in a stand-alone mode, or may be integrated into existing finite element codes as the authors have done.
