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Povzetek
Naslov: Univerzalni ra£unski modeli
Avtor: Martin Per£ini¢
V diplomskem delu obravnavamo univerzalne ra£unske modele oziroma ra-
£unske modele, ki imajo enako ra£unsko mo£ kot Turingovi stroji. V prvem
delu diplomskega dela opi²emo zgradbo in delovanje Turingovega in univer-
zalnega Turingovega stroja. V nadaljevanju obravnavamo sisteme oznak in
celi£ne avtomate, ki so univerzalni ra£unski modeli, namenjeni ra£unanju.
Dokaºemo njihovo univerzalnost in opi²emo njihovo pomembnost pri doka-
zovanju univerzalnosti drugih sistemov. V zadnjem delu obravnavamo pro-
gramske jezike in pogoje za njihovo univerzalnost. Obravnavamo tudi univer-
zalnost strojev, ki niso namenjeni ra£unanju, vendar ²e vedno lahko z njimi
ra£unamo. Pri tem obravnavamo aplikaciji Microsoft Excel in Microsoft Po-
werPoint ter igro Magic: The Gathering.




Title: Turing complete models
Author: Martin Per£ini¢
In this thesis we discuss Turing complete models. These are models of com-
putation, which have the same computational power as Turing machines. In
the rst part of the thesis we review the structure and operation of Turing
machines and universal Turing machines. In the next part, we introduce tag
systems and cellular automata, which are Turing complete models intended
for computational purposes. We explain the proof of their completeness and
also show their importance in proving the completeness of other models. In
the last part we discuss various programming languages and the conditions
for their completeness. We also take a look at the completeness of models
that are not intended for computation, but can still be used for computing,
namely Microsoft Excel, Microsoft PowerPoint and Magic: The Gathering.





Ra£unalnik se danes uporablja povsod. Hitri napredek tehnologije omogo£a
proizvodnjo ²e manj²ih in bolj u£inkovitih ra£unalnikov. Zaradi tega so dana-
²nji ra£unalniki precej druga£ni od ra£unalnikov iz prej²njega stoletja. Turin-
gov stroj je model ra£unanja, ki ga je angle²ki matematik Alan Turing izumil
pri dokazovanju nere²ljivosti Hilbertovega odlo£itvenega problema, imenova-
nega Entscheidungsproblem (nem²ka beseda, ki pomeni odlo£itveni problem),
in je klju£na to£ka v razvoju sodobnega ra£unalnika.
Entscheidungsproblem je problem, ki sta ga leta 1928 postavila David
Hilbert in Wilhelm Ackermann. Problem je s podro£ja predikatne logike in
spra²uje po metodi, ki bo za vsak izjavni izraz povedala, ali je izraz veljaven
ali ni. Turing je leta 1936 objavil dokaz, da taka metoda ne more obstajati.
V svojem dokazu je opisal model ra£unanja, ki se danes imenuje Turingov
stroj [11]. Istega leta je ameri²ki matematik Alonzo Church objavil svoj dokaz
nere²ljivosti Hilbertovega problema z uporabo λ-ra£una tik pred Turingom.
Church in Turing sta pozneje dokazala enakovrednost med Turingovimi stroji,
λ-ra£unom in splo²no rekurzivnimi funkcijami. Pri tem sta tudi postavila
Church-Turingovo tezo, ki formalizira denicijo ra£unanja in izra£unljivosti
s pomo£jo Turingovih strojev. Iz Church-Turingove teze in iz dokazov o
enakovrednosti λ-ra£una, splo²no rekurzivnih funkcij in Turingovih strojev
lahko sklepamo, da so λ-ra£un in splo²no rekurzivne funkcije modeli, ki so
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popolni po Turingu, kar pomeni, da se z njimi da izra£unati vse, kar se da
s Turingovi stroji. Modelom ra£unanja, ki so popolni po Turingu, pravimo
univerzalni ra£unski modeli oziroma Turingovo popolni sistemi ali T-popolni
sistemi.
V diplomskem delu obravnavamo razli£ne univerzalne ra£unske modele in
na£ine, kako implementirajo ali simulirajo klju£ne dele Turingovega stroja.
Cilj dela je razumeti na£ine gradnje univerzalnih ra£unskih modelov skupaj
z dokazi njihove univerzalnosti in tudi njihovo uporabo pri iskanju novih
univerzalnih ra£unskih modelov. Slednji so pomembni, saj je z njimi moºno
bolj preprosto obravnavati delovanje in sposobnost sodobnih (npr. paralelnih
ali kvantnih) ra£unalni²kih sistemov.
Poglavje 2
Turingova popolnost
Denicija 2.1. Turingov stroj (angl. Turing machine, TM) je sedmerica
M = (Q,Σ,Γ, δ, q0, B, F ), kjer so:
 Q mnoºica stanj,
 Σ kon£na mnoºica simbolov oziroma vhodna abeceda,
 Γ kon£na mnoºica simbolov, oziroma tra£na abeceda, in velja Σ ⊆ Γ,
 δ parcialna funkcija prehodov oblike δ : Q× Γ→ Q× Γ× {L,R},
 q0 ∈ Q za£etno stanje,
 B ∈ Γ simbol za presledek (oziroma odsotnost vsebine v celici traku)
in
 F ∈ Q mnoºica kon£nih stanj.
Splo²ni Turingov stroj je sestavljen iz enodimenzionalnega traka, glave in
nadzorne enote. Enodimenzionalni trak je razdeljen na celice enake velikosti,
ki vsebujejo po en simbol iz tra£ne abecede Γ. Trak je tudi raz²irljiv v obe
smeri, in zato ima tra£na abeceda dodatni simbol B, ki se uporablja v praznih
celicah. Glava kaºe na eno celico in ob vsakem koraku prebere simbol iz celice,
vpi²e nov simbol in se prestavi na sosednjo celico. V nekaterih Turingovih
3
4 Martin Per£ini¢
strojih glava lahko tudi ostane na isti celici po vpisu simbola. Nadzorna
enota vsebuje trenutno stanje Turingovega stroja in Turingov program, ki je
kar funkcija prehodov δ. Ob za£etku programa je TM v za£etnem stanju q0.
Ko pride v eno izmed stanj iz mnoºice kon£nih stanj F , se program kon£a.
Na sliki 2.1 lahko vidimo sestavne dele Turingovega stroja.
Slika 2.1: Komponente Turingovega stroja.
2.1 Univerzalni Turingov stroj
Pri obravnavanju Hilbertovega problema je Turing pokazal, da obstaja TM,
ki lahko simulira kateri koli TM. Takemu stroju pravimo univerzalni Turingov
stroj (angl. universal Turing machine, UTM). Univerzalni Turingov stroj
U kot vhod prejme kodo Turingovega stroja M in njegovo vhodno besedo.
Koda TM je beseda, ki vsebuje opis Turingovega stroja. U na svojem traku
beleºi trenutno stanje M ob vsakem koraku. U simulira en korak TM, tako
da prebere simbol in trenutno stanje M , poi²£e ustrezni prehod v kodi M ,
spremeni stanje, zapi²e nov simbol in se premakne v ustrezno smer. e je
trenutno stanje M kon£no, se U ustavi in rezultat se nahaja na delovnem
delu traka. Za laºjo implementacijo UTM se pogosto uporabi Turingov stroj
s tremi trakovi, in sicer z vhodnim trakom, kjer sta koda TM in vhodna
beseda, delovnim trakom, kjer se program izvaja enako kot na simuliranem
TM, in s pomoºnim trakom, kjer je shranjeno trenutno stanje. Torej, £e U
damo na vhod besedo < M,w >, ki vsebuje kodo Turingovega stroja M in
besede w iz vhodne abecede M , potem:
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 U sprejme < M,w > £e M sprejme w, in
 U zavrne < M,w >, £e M zavrne w.
Po izumu univerzalnega Turingovega stroja so raziskovalci za£eli iskati
najmanj²e razrede UTM oziroma razrede UTM z najmanj²im ²tevilom stanj
in/ali tra£nih simbolov. Z UTM(m,n) ozna£ujemo razred UTM, ki vsebuje
vse UTM z m stanji in n tra£nimi simboli. Leta 1996 je Yurii Rogozhin pred-
stavil sedem razredov strojev, in sicer UTM(24,2), UTM(10,3), UTM(7,4),
UTM(5,5), UTM(4,6), UTM(3,10) in UTM(2,18) [14]. Z odkritjem teh ra-
zredov je olaj²ano dokazovanje Turingove popolnosti nekaterih sistemov.
2.2 Univerzalni ra£unski modeli
Turingova popolnost je pojem, ki nam pove ra£unsko mo£ sistemov. Ta po-
jem se uporablja pri sistemih, ki lahko izra£unajo vse probleme, ki se jih da
izra£unati s Turingovimi stroji. Zaradi obstoja univerzalnega Turingovega
stroja sledi, da se z univerzalnim ra£unskim modelom da simulirati kateri
koli Turingov stroj. Zato za dokaz popolnosti nekega stroja zado²£a poka-
zati, da ta stroj lahko simulira delovanje poljubnega UTM. V tej nalogi bomo
videli, da obstaja veliko uporabnih modelov ra£unanja z enako ra£unsko zah-
tevnostjo kot jo zmorejo Turingovi stroji.
Church-Turingova teza denira izra£unljivo funkcijo kot funkcijo, ki se da
izra£unati s Turingovim strojem. Vemo, da ima Turingov stroj potencialno
neskon£ni trak. Torej mora vsak stroj, ki je dejansko popoln po Turingu,
podpirati shranjevanje potencialno neskon£no veliko informacij. Zato pra-
vimo, da je nek stroj popoln po Turingu, £e lahko izra£una poljubno izra-
£unljivo funkcijo s podanim neskon£nim spominom. V tem smislu je ve£ina
programskih jezikov popolna po Turingu.
e opazimo, da osnovne lastnosti Turingovo popolnih sistemov veljajo za
dani stroj, lahko domnevamo, da je popoln po Turingu. Med pomembnej²imi
lastnostmi T-popolnih sistemov so:
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 neskon£no izvajanje (vsak T-popolni sistem mora podpirati izvajanje
programa, ki se ne kon£a),
 kon£ni opis (²tevilo stanj in simbolov je kon£no),
 lahko se ustavi ali na nek na£in poda izhod programa,
 podpira poljubno kon£no dolg vhod in izhod (ker ve£ina zi£nih strojev
nima neskon£no velikega spomina, lahko re£emo, da stroj ni popoln po
Turingu, £e je velikost vhoda oziroma izhoda omejena navzgor) oziroma
podpira uporabo neskon£nega spomina,
 lahko simulira kateri koli Turingov stroj.




Denicija 3.1. Sistem oznak (angl. tag-system) je trojica T = (m,A, P ),
kjer so:
 m naravno ²tevilo, pravimo mu ²tevilo brisanja,
 A = {a1, ..., an+1} abeceda simbolov in
 P mnoºica produkcijskih pravil, ki preslikajo simbole iz A v besede iz
A*.
Simbol an+1 je ustavitveni simbol, besedam αi = P (ai) ∈ A* pa pravimo
produkcije sistema oznak T . Produkcije T so pogosto prikazane na naslednji
na£in:
(τ)
ai → αi, i ∈ {1, ..., n}an+1 → STOP
Izra£un sistema oznak T = (m,A, P ) pri besedi β ∈ A* je zaporedje
besed β0, β1, ... iz A*, pri £emer za vsako nenegativno celo ²tevilo k, βk+1
dobimo iz βk z brisanjem prvih m £rk in z dodajanjem besede αi na koncu
rezultata le, £e je ai prva £rka besede βk. Izra£un se ustavi v k korakih, £e
je dolºina βk manj²a kot m ali £e je an+1 prva £rka βk. Glede na to lahko
sistem oznak deniramo kot stroj, ki dela na kon£nem traku, bere simbole z
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za£etka traka in pi²e simbole na koncu. Poglejmo si primer sistema oznak z
m = 2.
Zgled 3.1. Naj bo T = (m,A, P ) sistem oznak z m = 2, A = {a1, a2, a3} in
produkcijskimi pravili:
a1 → a2a1a3, a2 → a1, a3 → STOP.
Potem je izra£un T pri vhodni besedi β = a2a1a1
a2a1a1 → a1a1 → a2a1a3 → a3a1.
Obstoj univerzalnega sistema oznak z m = 2 je dokazal ra£unalni£ar
Marvin Minsky [3]. Ko bomo obravnavali sisteme oznak, se bo vse nana²alo
na sisteme z m = 2.
Sistemi oznak z m = 2 imajo naslednje lastnosti:
 izra£un sistema oznak se kon£a le ob koraku, ko se beseda za£ne z
ustavitvenim simbolom an+1,
 produkcije αi, i ∈ {1, ..., n} so neprazne.
3.1 Cikli£ni sistemi oznak
Cikli£ni sistemi oznak so sistemi oznak, ki jih je izumil Matthew Cook [7].
Pri tem je m = 1, A = {0, 1}, P pa namesto preslikav iz A v A* vsebuje
seznam besed iz A*. En korak izra£una cikli£nega sistema oznak poteka na
naslednji na£in:
1. stroj se prestavi na naslednjo besedo v seznamu iz P (£e se nahaja na
zadnji besedi seznama, se prestavi na prvo);
2. £e je prva £rka na traku 1, stroj doda trenutno besedo iz P na koncu
traka, sicer je ne doda;
3. stroj izbri²e prvo £rko s traku.
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Izra£un se kon£a, £e je trak prazen ali £e pride do ponavljajo£ega se zaporedja
besed v izra£unu β0, β1, ... Poglejmo primer prvih nekaj korakov izra£una
cikli£nega sistema oznak.
Zgled 3.2. Naj bo C = (m,A, P ) cikli£ni sistem oznak z m = 1, A = {0, 1}
in produkcijskimi pravili P = {010, 000, 1111}. Naj bo vhodna beseda β =









Trditev 3.1. Cikli£ni sistemi oznak so univerzalni.
Dokaz. Ker so navadni sistemi oznak univerzalni, je za dokaz univerzal-
nosti cikli£nih sistemov oznak dovolj pokazati, da simulirajo sisteme oznak.
Naj bo T = (m,A, P ) poljubni sistem oznak. Konstruirali bomo cikli£ni
sistem oznak C = (m′, A′, P ′), ki je enakovreden sistemu T .
Naj bosta A = {a1, ..., an+1} abeceda T in P = {P1, ..., Pn+1} mnoºica
ustreznih produkcij. Simbole iz A bomo preslikali v simbole cikli£nega sis-
tema oznak kot niz, sestavljen iz ni£el in ene enke. Naj bo ai ∈ A poljuben
simbol. a′i ∈ A′ potem predstavimo z nizom dolºine n+1, kjer je i-ti element
1 in so vsi drugi elementi 0. Na ta na£in lahko zapi²emo trak in simbole
produkcijskih pravil v obliki, ki ustreza cikli£nim sistemom oznak. Tako do-
bljena produkcijska pravila uredimo po indeksih in dobimo {P ′1, ..., P ′n+1}. Za
njimi moramo ²e dodati (m− 1)(n+ 1) praznih produkcijskih pravil oziroma
produkcijska pravila, ki ne dodajo ni£ na koncu traka, tudi £e je za£etna £rka
enaka 1.
Dobili smo cikli£ni sistem oznak C = (m′, A′, P ′), kjer so m′ = 1, A′ =
{a′1, ..., a′n+1} in P ′ = (P ′1, ..., P ′n+1, P ′n+2, ..., P ′m(n+1)), pri £emer so {P ′n+2,...,
P ′m(n+1)} prazne produkcije. Pokaºimo ²e, da je C enakovreden T .
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Lahko vidimo, da en korak navadnega sistema oznak ustreza m(n + 1)
korakom cikli£nega sistema oznak. Ker je vsak simbol sistema oznak pred-
stavljen z n+1 simboli, prvih n+1 korakov cikli£nega sistema oznak ustreza
branju prve £rke na traku, dodajanju ustrezne besede na koncu traka in brisa-
nju prve £rke. Naslednjih (m− 1)(n+ 1) korakov ustreza brisanju naslednjih
m− 1 £rk. Na ta na£in smo po m(n+ 1) korakih izbrisali prvih m £rk in na
koncu dodali ustrezno besedo glede na prvo £rko. Torej smo res konstruirali
cikli£ni sistem oznak, ki je enakovreden podanemu sistemu oznak. 
Za laºje razumevanje pretvorbe si poglejmo primer.
Zgled 3.3. Naj bo T = (m,A, P ) sistem oznak z m = 2, A = {a, b, c}
in produkcijami P = {a → bb, b → abc, c → c}. V tem primeru je c
ustavitveni simbol. Simbole kodiramo tako: a = 100, b = 010, c = 001.
Potem so produkcijska pravila bb = 010010, abc = 100010001, c = 001. Do-
damo ²e prazne produkcije in dobimo produkcije cikli£nega sistema oznak:
P ′ = (010010, 100010001, 001,−,−,−).
Naj bo vhodna beseda sistema oznak β = ba. Potem je vhodna beseda
cikli£nega sistema oznak β′ = 010100. Izra£un cikli£nega sistema C oznak
je:
Produkcija Trak C Trak T
010 010 010 100 ba
100 010 001 10 100
001 0 100 100 010 001
- 100 100 010 001
- 00 100 010 001
- 0 100 010 001
010 010 100 010 001 abc
100 010 001 00 010 001 010 010
001 0 010 001 010 010
- 010 001 010 010
- 10 001 010 010
- 0 001 010 010
010 010 001 010 010 cbb
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Izra£un navadnega sistema oznak T pa je
ba→ abc→ cbb.
3.2 Turingova popolnost sistemov oznak
Za dokaz Turingove popolnosti sistemov oznak bomo uvedli novo predstavitev
Turingovih strojev. Ker smo v drugem poglavju omenili obstoj UTM z dvema
simboloma, bomo pri tem dokazu obravnavali le Turingove stroje z dvema
simboloma.
Delovanje Turingovega stroja z dvema simboloma je pogosto predsta-
















Ta postopek opisuje delovanje Turingovega stroja, ko je stroj v stanju qi.
e je prebrani simbol enak 0, stroj vpi²e simbol si0, se premakne v smer di0
in gre v stanje qi0. Sicer vpi²e simbol si1, se premakne v smer di1 in gre v
stanje qi1.
Za ta dokaz bomo uporabili bolj preprost (in enakovreden) postopek:












Pri uporabi drugega postopka moramo podvojiti ²tevilo stanj. Prednost
tega postopka je, da branje simbola povzro£i takoj²njo spremembo stanja
brez potrebe po shranjevanju simbola. Torej, £e je stroj v stanju qi, vpi²e sim-
bol si, se premakne v smer di in glede na to, ali je prebrani simbol enak 0 ali
1, gre bodisi v stanje qi0 bodisi v stanje qi1. Pri uporabi drugega postopka se





£e α = 0, £e α = 1,
pojdi v pojdi v
qi si di qi0 qi1
Denicija 3.2. Trenutni opis (angl. instantaneous description) Turingovega
stroja je trojica (q,M,N), kjer je q trenutno stanje stroja, M niz simbolov,
ki se za£ne s skrajno levim simbolom, ki ni presledek, in se kon£a s simbolom
levo od glave, in N niz simbolov, ki se za£ne s simbolom pod glavo in kon£a
s skrajno desnim simbolom, ki ni presledek.
Trenutni opis mora vsebovati celotno vsebino traka, trenutni poloºaj glave
in trenutno stanje Turingovega stroja. V na²em primeru lahko trenutni opis
predstavimo tako:
qi
... a3 a2 a1 a0 α b0 b1 b2 b3 ...
Z α je predstavljen simbol v trenutni celici, ai in bi (i = 0, 1, 2...) so simboli
na levi in desni strani glave in qi je stanje stroja po branju simbola α (zato
opis ne vsebuje α). Ker obravnavamo Turingove stroje z dvema simboloma











Ker samo kon£ni del traka vsebuje simbole, ki niso presledki, sta vsoti dolo-
£eni.
Ker na² opis zado²£a zahtevam, ki smo jih navedli zgoraj, je to trenutni
opis Turingovega stroja. Z njim lahko opi²emo spremembe stroja v nasle-
dnjem koraku. e smo v stanju qi in je smer di premik v desno, potem:






e je N sodi, je novo stanje qi0, sicer je qi1. e je di premik v levo, zamenjamo
M in N v prej²njih stavkih.
Torej moramo za simulacijo poljubnega Turingovega stroja konstruirati
sistem oznak, ki bo simuliral le zgornje transformacije.
Trditev 3.2. Sistemi oznak so popolni po Turingu.
Dokaz. Poglejmo si dokaz iz £lanka Cocka in Minskega [2]. Naj boM Tu-
ringov stroj z dvema simboloma in stanji q1, ..., qi,..., qr. Denirajmo sistem
oznak s simboli xi, Ai, αi, Bi, βi, Ci, ci, Di0, di0, Di1, di1, Si, si, Ti0, ti0, Ti1, ti1 za
i = 1, ...r. Indeksi i ustrezajo stanjem stroja.
V naslednjem delu dokaza bomo simulirali en korak Turingovega stroja
v desno. Pri tem bomo postopoma uvajali in uporabljali produkcije sistema
oznak.
Naj bo trenutni opis (qi,M,N) Turingovega stroja predstavljen z nizom
Aixi(αixi)
MBixi(βixi)
N , kjer potenci M in N pomenita, da se niza αixi in
βixi ponavljata M - oziroma N -krat. Ker so produkcije podobne pri vseh









glede na to, ali je si enak 0 ali 1, oziroma ali bo M spremenjen v 2M ali v




kjer je M ′ enak bodisi 2M bodisi 2M + 1. Potem z uporabo produkcij










Produkciji za S in s sta
S → T1T0 s→ t1t0 .










Razli£na primera ustrezata branju simbola Turingovega stroja in izbiri no-
vega stanja. Nadaljevali bomo s primerom, kjer je N lihi.






















Spomnimo, da je M ′ enak bodisi 2M bodisi 2M + 1 oziroma M ′ = 2M + si.
Vsi indeksi v nizu so enaki 1, kar pomeni, da smo dobili opis stroja v stanju
qi1, ko stroj prebere 1.
Poglejmo si ²e primer, ko je N sodi. Uvedemo produkciji






V tem nizu se simboli z indeksom 1 pojavijo na sodih mestih, kar pomeni,
da jih sistem oznak izbri²e oziroma da ne vplivajo na nadaljnje izvajanje.
Uvedemo ²e produkciji za simbole na lihih mestih:
T0 → B0x0 t0 → β0x0





Ker je N lihi, smo v potenci dobili N
2
. Vsi indeksi simbolov so enaki 0, torej
smo dobili opis stroja v stanju qi0, ko stroj prebere 0.
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Opazimo, da sta dobljena niza (3.1) in (3.2) iste oblike kot za£etni niz
Aixi(αixi)
MBixi(βixi)
N . Sprememba indeksov predstavlja spremembo sta-
nja, sprememba potenc pa nam pove smer, v katero se je premaknila glava
stroja. V tem dokazu smo obravnavali desno smer, za levo smer je dokaz
podoben. Opisali smo en korak Turingovega stroja in pokazali, da so sistemi
oznak popolni po Turingu. 
Posledica 3.1. Cikli£ni sistemi oznak so popolni po Turingu.
Dokaz. V razdelku 3.1 smo pokazali, da za vsak sistem oznak ob-
staja ustrezen cikli£ni sistem oznak. Torej lahko konstruiramo cikli£ni sistem
oznak, ki bo simuliral delovanje sistema oznak iz prej²njega dokaza in s tem




Celi£ni avtomati (angl. cellular automata, CA) so diskretni modeli ra£unanja
in so del teorije avtomatov. Princip delovanja celi£nih avtomatov je opisan
v nadaljevanju. Avtomat vsebuje n dimenzionalno mreºo celic, ki so v enem
izmed stanj neke kon£ne mnoºice. Ob vsakem koraku avtomata vsaka celica
spremeni svoje stanje glede na stanje sosednjih celic z uporabo danih pravil.
Ta postopek se ponavlja tolikokrat, kolikokrat ºelimo. Najbolj preprosta
skupina celi£nih avtomatov so enodimenzionalni celi£ni avtomati.
Enodimenzionalni celi£ni avtomati vsebujejo le eno vrstico celic. Pravila
za spremembo stanj celic so odvisna od stanja trenutne celice in stanj najbliº-
jih k sosedov. Za vsako kombinacijo stanj obstaja pravilo, ki pove, v katero
stanje naj gre celica. Stanje celic v naslednjem koraku oziroma novo gene-
racijo celic pogosto napi²emo (ali nari²emo) pod prej²njo, da lahko vidimo
razvoj avtomata. Na sliki 4.1 je prikazanih prvih 16 generacij enodimen-
zionalnega CA z dvema stanjema oziroma dvema barvama. Vsaka vrstica
predstavlja eno generacijo avtomata in vsak stolpec ozna£uje stanje ene ce-
lice v vsaki generaciji. Nad mreºo so pravila avtomata, ki so odvisna od
stanj trojice, ki vsebuje trenutno celico, levega in desnega soseda. Ker celica
v prvem stolpcu nima levega soseda, kot levega soseda vzamemo celico v
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zadnjem stolpcu. Kot desnega soseda celice v zadnjem stolpcu pa vzamemo
celico v prvem stolpcu.
Slika 4.1: Izvajanje enodimenzionalnega celi£nega avtomata.
Na primeru na sliki 4.1 lahko opazimo vzorec obna²anja celic pri danem
vhodu. Zanima nas, ali bomo na²li podoben vzorec, £e podamo naklju£ni
vhod. Matematik Stephen Wolfram je opisal ²tiri razrede obna²anja CA pri
naklju£nem vhodu [13]. Razredi so o²tevil£eni po nara²£ajo£i kompleksno-
sti, torej je prvi razred najmanj kompleksen, medtem ko je £etrti najbolj
kompleksen.
Pri prvem razredu je obna²anje zelo preprosto in skoraj vsi vhodi vodijo
v isto konstantno kon£no stanje generacije. Pri drugem razredu je lahko
veliko razli£nih kon£nih stanj, a vsako vsebuje le nekaj preprostih struktur, ki
bodisi ostanejo nespremenjene iz generacije v generacijo bodisi se ponavljajo
vsakih nekaj generacij. Pri tretjem razredu je obna²anje bolj kompleksno in
navidezno naklju£no, ampak so majhne strukture (npr. trikotniki) prisotne
povsod. etrti razred je najbolj kompleksen in vsebuje tako urejenost kot
naklju£nost. Pri tem razredu opazimo preproste lokalizirane strukture, ki se
premikajo in medsebojno delujejo na bolj zapletene na£ine.
Na sliki 4.2 so prikazani primeri obna²anja CA. Dodajamo ²e, da so na
sliki prikazani le primeri in da je lahko izgled obna²anja dveh CA istega
razreda popolnoma druga£en.
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Slika 4.2: Obna²anje pri ²tirih razredih celi£nih avtomatov.
Lahko opazimo, da CA prvega in drugega razreda hitro pridejo v stanje,
kjer ni nadaljnje aktivnosti. Za razliko od njih imajo CA tretjega razreda
veliko ²tevilo celic, ki spremenijo stanje (oziroma ohranjajo visoko raven ak-
tivnosti) ob vsaki generaciji in ne pridejo v neko kon£no stanje. CA £etrtega
razreda so nekje vmes, ker ne pridejo v kon£no stanje kot prvi in drugi razred
in nimajo velike aktivnosti kot tretji razred.
Poleg razlik v videzu se razredi razlikujejo tudi po ob£utljivosti na majhne
spremembe vhoda. Pri prvem razredu spremembe vedno izumrejo in avtomat
vedno pride v isto kon£no stanje, ne glede na vhod. Pri drugem razredu
spremembe ne izumrejo, ampak vedno ostanejo lokalizirane v majhnem delu
avtomata. Pri tretjem razredu se spremembe ²irijo s konstantno hitrostjo
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in s£asoma pridejo v vsak del avtomata, pri £etrtem razredu pa se ²irijo
sporadi£no.
To nam pove, da se pri prvem razredu podatki o spremembi vhoda vedno
hitro pozabijo, ker avtomat vedno pride v isto kon£no stanje. Pri drugem
razredu se del podatkov o spremembi vhoda obdrºi, ampak je vedno lokali-
ziran in ni sporo£en povsod po avtomatu, pri tretjem razredu pa se podatki
sporo£ijo povsod. etrti razred je spet nekje vmes  prenos podatkov pov-
sod po avtomatu je mogo£, vendar se ne zgodi vedno. Podatki se sporo£ijo
po avtomatu, £e vplivajo na lokalizirane strukture, ki se premikajo po njem.
Prenos podatkov lahko opazimo na sliki 4.3. S £rnimi pikami so ozna£ene ce-
lice, kjer je pri²lo do spremembe stanja. V razdelku 4.2 bomo pokazali, da so
zaradi na£ina prenosa podatkov le CA £etrtega razreda popolni po Turingu.
Slika 4.3: Ob£utljivost na spremembe vhoda pri celi£nih avtomatih.
4.1 Elementarni celi£ni avtomati
Elementarni celi£ni avtomati so enodimenzionalni CA z dvema stanjema (0
in 1), pri katerih je naslednje stanje celice odvisno od prej²njega stanja celice,
levega in desnega soseda.
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Vsak elementarni celi£ni avtomat lahko o²tevil£imo na osnovi pravil za
spremembo stanj celice. Pri elementarnih CA imamo 23 = 8 kombinacij za
trojico stanj ene celice in njenih sosedov. Za vsako kombinacijo moramo
podati stanje celice v naslednji generaciji. Zato imamo 22
3
= 256 moºnih
elementarnih celi£nih avtomatov. Indeks elementarnega celi£nega avtomata
dolo£amo na na£in, predstavljen v nadaljevanju. Trojice stanj bomo uredili
tako: 111, 110, ..., 001, 000. Potem bomo zapisali naslednje stanje celice za
vsako trojico v ustreznem vrstnem redu. Zdaj imamo osem urejenih ²tevk,
ki so bodisi 0 bodisi 1. Lahko jih obravnavamo kot binarno zapisano ²te-
vilo dolºine 8. Ko to ²tevilo pretvorimo v deseti²ki zapis, dobimo indeks
elementarnega CA, ki je lahko med 0 in 255. Poglejmo primer.
Zgled 4.1. Naj bo podan celi£ni avtomat z naslednjimi pravili:
Trojica stanj 111 110 101 100 011 010 001 000
Novo stanje 0 1 1 0 1 1 1 0
Ker je 011011102 = 11010, temu celi£nemu avtomatu pravimo pravilo 110.
eprav imamo 256 razli£nih elementarnih CA, obstajajo pari ekvivalen-
tnih avtomatov. Ekvivalentne avtomate lahko dobimo na dva na£ina. Prvi
na£in je z zrcaljenjem vseh trojic pravila (npr. 110→ 011, 101→ 101 itd.).
S tem postopkom iz pravila 110 dobimo ekvivalentno pravilo 124, ki ima enak
izgled kot pravilo 110, le da je izgled zrcaljen glede na navpi£no os. Drugi
na£in je z uporabo komplementarnosti. Pri tem na£inu zamenjamo 0 in 1
povsod v deniciji pravil. Na ta na£in iz pravila 110 dobimo pravilo 137.
Lahko uporabimo tudi oba na£ina hkrati in iz pravila 110 dobimo pravilo
193. Poglejmo postopek pridobivanja komplementarnih CA.
Zgled 4.2. Vzamemo pravilo 110. Najprej bomo dobili ekvivalentno pravilo
z zrcaljenjem. Pri pravilu 110 je novo stanje pri trojici 100 enako 0. Zrcalimo
trojico in novo stanje prepi²emo. Dobimo, da je pri ekvivalentnem pravilu
novo stanje pri trojici 001 enako 0. Postopek ponovimo za vse trojice in
dobimo:
22 Martin Per£ini¢
Trojica stanj 111 110 101 100 011 010 001 000
Novo stanje 0 1 1 1 1 1 0 0
Pri zrcaljenju velja, da se ohranja ²tevilo trojic, pri katerih je novo stanje 0,
in posledi£no se ohranja tudi ²tevilo trojic, pri katerih je novo stanje 1.
Poglejmo komplementarno pravilo. Pri pravilu 110 je novo stanje pri
trojici 100 enako 0. Zamenjamo 0 in 1 in dobimo, da je pri komplementarnem
pravilu novo stanje pri trojici 011 enako 1. Postopek ponovimo za vse trojice,
jih uredimo in dobimo:
Trojica stanj 111 110 101 100 011 010 001 000
Novo stanje 1 0 0 0 1 0 0 1
V naslednjem razdelku bomo pokazali, da je pravilo 110 popolno po Tu-
ringu. V nadaljevanju tega razdelka pa bomo pogledali Wolframov uni-
verzalni celi£ni avtomat, ki je tudi popoln po Turingu, ampak ni elemen-
tarni [13].
Univerzalni celi£ni avtomat je enodimenzionalni CA, ki lahko simulira
kateri koli enodimenzionalni CA. Na novo stanje celice vpliva peterka stanj
celic, sestavljena iz stanja trenutne celice in iz stanj dveh najbliºjih sosedov
na levi in desni strani. Vsaka celica je v enem izmed 19 stanj. Iz ²tevila
vplivajo£ih celic in ²tevila stanj sledi, da ima univerzalni CA 195 = 2 476 099
pravil. Z zdruºevanjem pravil, kjer stanje nekaterih celic iz peterke ne vpliva
na novo stanje, lahko ²tevilo pravil zmanj²amo na 140. Ker tako dobljena
pravila niso disjunktna oziroma ena peterka lahko ustreza ve£ pravilom, jih
moramo ²e urediti tako, da ustrezno pravilo poi²£emo po urejeni vrsti.
Za simulacijo razli£nih vrst CA (npr. avtomati z razli£nim ²tevilom celic,
ki vplivajo na novo stanje) je treba spremeniti le format vhoda, pravila pa
ostanejo nespremenjena. Za laºje razumevanje delovanja univerzalnega CA
bomo obravnavali format vhoda, ki je potreben za simulacijo elementarnih
CA.
Pri univerzalnem celi£nem avtomatu uporabljamo zaporedje 20 celic za
predstavitev ene celice elementarnega CA. Vsako zaporedje vsebuje podatke
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o stanju celice in pravilo za novo stanje. Poglejmo si primer simulacije pravila
90 na sliki 4.4.
V prvi generaciji je v vsakem zaporedju 20 celic le ena celica, ki vsebuje
podatek o trenutnem stanju celice, in sicer je to tretja celica. Ta podatek se
raz²iri na druge celice in je £ez nekaj generacij v obliki trikotnika.
Slika 4.4: Simulacija enega koraka pravila 90 z univerzalnim celi£nim avto-
matom.
Pri elementarnih celi£nih avtomatih imamo osem trojic oziroma osem
pravil za ugotovitev novega stanja ene celice. Univerzalni CA mora ugotoviti,
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katero izmed njih naj uporabi. To naredi na naslednji na£in. Vsako zaporedje
20 celic vsebuje podatek, ki pove, v katero stanje naj gre celica, za vsako
izmed osmih pravil. Podatki so shranjeni na sodih mestih v zaporedju in
urejeni tako, da prvi podatek ustreza trojici 111, drugi ustreza 110 itd. V
na²em primeru simuliramo pravilo 9010 = 010110102, torej je v drugi celici
shranjena ni£la, v £etrti je enka in podobno naprej. Potem s postopkom
eliminacije dolo£imo ustrezno novo stanje.
Novo stanje trenutne celice dolo£amo v njenem levem sosedu. Trenutna
celica in desni sosed sporo£ita svoje stanje levemu sosedu, levi sosed ju upo-
rabi in skupaj s svojim stanjem dolo£i ustrezno novo stanje. Celica sporo£a
svoje stanje z zaporedjem celic, ki vsebujejo podatek o stanju, in gredo v
levo.
Poglejmo si izra£un novega stanja druge celice, ki se zgodi v levem sosedu
na sliki 4.4. V levem sosedu za£nemo z osmimi navpi£nimi £rtami na sodih
mestih. Prvi trk, ki se zgodi, je s podatki, ki vsebujejo stanje levega soseda.
Opazimo, da se v spodnjem delu trikotnika nahajajo celice, ki vsebujejo
podatke o trojici desnega stolpca v obratnem vrstnem redu. Natan£neje,
prvi stolpec vsebuje podatke 111, tretji vsebuje podatke 110 itd. Poglejmo
drugi stolpec, ki vsebuje podatek, da je pri trojici 111 novo stanje celice
enako 0. Trk se zgodi v generaciji, ki je ozna£ena z 1. V tej generaciji
tretji stolpec vsebuje podatek o stanju levega soseda, prvi stolpec pa vsebuje
podatek o stanju levega soseda pri trojici 111. Ker prvi stolpec predstavlja
stanje 1, tretji pa stanje 0, ugotovimo, da dejanska trojica celic ni 111, in
zato to moºnost odstranimo. Po prvemu trku, kjer smo dobili podatek, da je
stanje leve celice enako 0, so odstranjene trojice, kjer je stanje prvega £lena
(oziroma stanje leve celice) enako 1. Na podoben na£in pri drugem trku
odstranimo vse trojice, kjer je stanje drugega £lena enako 0, in pri tretjem
trku odstranimo trojico, kjer je stanje tretje celice enako 1. Po tretjemu trku
ostane le tisti stolpec, ki predstavlja trojico 010 in ustreza dejanski trojici.
Potem v generaciji, ki je ozna£ena s 4, iz preostalega stolpca preberemo
podatek, ki nam pove, da je novo stanje enako 0, in to sporo£imo desni
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celici.
Simulacija prvih 16 generacij pravila 90 z univerzalnim celi£nim avtoma-
tom je prikazana na sliki 4.5.




Pravilo 110 je elementarni celi£ni avtomat, ki pripada £etrtemu razredu ce-
li£nih avtomatov, in je najbolj preprost celi£ni avtomat, ki je popoln po
Turingu.
Najprej bomo pogledali izgled pravila 110. Kot smo ºe omenili, CA £e-
trtega razreda imajo lokalizirane strukture, ki se premikajo in lahko tudi
medsebojno delujejo. Pri pravilu 110 se tiste strukture pojavijo kot prekini-
tev ponavljajo£ega se vzorca. Vzorec je sestavljen iz 14 celi£nih blokov, ki se
ponavljajo na vsakih sedem korakov. Nekatere strukture, ki se lahko pojavijo
pri pravilu 110, so prikazane na sliki 4.6. Lahko se pojavijo tudi strukture z
neomejeno rastjo.
Slika 4.6: Strukture pri pravilu 110.
Strukture medsebojno delujejo na razli£ne na£ine. Pri nekaterih primerih
gre ena struktura skozi drugo z majhnim zamikom. Najbolj pogosto pa iz trka
dveh struktur dobimo nove strukture. Rezultat trka je obi£ajno o£iten po
nekaj korakih, najbolj pogosto pa je o£iten po veliko ve£jem ²tevilu korakov.
eprav so strukture pravila 110 zelo preproste, nam njihovo medsebojno
delovanje prina²a precej ve£jo kompleksnost. Trki pri pravilu 110 nas mogo£e
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spominjajo na trke pri univerzalnem celi£nem avtomatu. V nadaljevanju
bomo pokazali, kako jih lahko uporabljamo na podoben na£in.
Trditev 4.1. Pravilo 110 je popolno po Turingu.
Dokaz. Pogledali si bomo Wolframov dokaz popolnosti pravila 110 [13].
Za dokazovanje popolnosti pravila 110 je dovolj pokazati, da s pravilom 110
lahko simuliramo kateri koli sistem iz poljubnega razreda sistemov, za katere
vemo, da so popolni po Turingu. V prej²njem poglavju smo pokazali, da lahko
konstruiramo sistem oznak, ki bo simuliral poljuben Turingov stroj. Pokazali
smo tudi, da za vsak sistem oznak lahko konstruiramo ustrezni cikli£ni sistem
oznak. Zaradi obstoja univerzalnih Turingovih strojev lahko dokaºemo, da
so cikli£ni sistemi oznak popolni po Turingu. Torej je treba pokazati, da
pravilo 110 lahko simulira kateri koli cikli£ni sistem oznak. Za£eli bomo s
prikazom cikli£nih sistemov oznak.
Na sliki 4.7 je prikazan postopek spreminjanja prikaza cikli£nega sistema
oznak, dokler ne pridemo do iskanega prikaza. Prikaz (a) je navadni prikaz
cikli£nih sistemov oznak, kjer je trak ob vsakem koraku zapisan v svoji vrstici.
Prikaz (b) je podoben prikazu (a), razlika je v tem, da je sedaj vsak element
traka v svojem stolpcu, namesto da bi zamikali trak v levo ob vsakem koraku.
Kot ºe vemo, pri cikli£nih sistemih oznak odstranimo prvi element traka, in
£e je ta element enak 1, dodamo novo zaporedje elementov na koncu traka.
Pri cikli£nih sistemih oznak je pomembno, da izbira zaporedja elementov za
dodajo ob danem koraku ni odvisna od traka, temve£ zaporedja izbiramo v
cikli£nem vrstnem redu.
Pri prikazu (c) lahko opazimo za£etek mehanizma, ki predstavlja delo-
vanje cikli£nega sistema oznak. Ideja je, da ob vsakem koraku pride £rta z
leve, ki vsebuje podatke o zaporedju, ki ga je treba dodati na koncu traka.
Ko £rta pride do prvega elementa na traku, lahko gre mimo le, £e je element
enak 1. e je, £rta nadaljuje in doda zaporedje na koncu traka.
Pri prikazu (d) je podrobneje prikazano, zakaj mehanizem deluje na ta
na£in. Zaporedja £rt, ki prihajajo iz leve, predstavljajo zaporedja elementov,
ki jih lahko dodamo ob vsakem koraku. Za£etek vsakega zaporedja je ozna£en
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Slika 4.7: Razli£ni prikazi cikli£nega sistema oznak.
s £rtkano £rto, stanje elementa v zaporedju je ozna£eno z barvo £rte. Ko
£rtkana £rta pride do prvega elementa traka, se ustvari nova £rta, ki gre
v levo in vsebuje stanje prvega elementa. e £rta vsebuje stanje 0, potem
absorbira vse £rte, ki pridejo iz leve, dokler ne pride do naslednje £rtkane £rte,
sicer jih spusti in £rte gredo naprej, dokler ne pridejo do sivih £rt, ki pridejo
iz desne. Ko £rta iz zaporedja pride do sive £rte, se ustvari nov element na
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traku, ki vsebuje enako stanje kot £rta iz zaporedja.
Da se pokazati, da za vsako vrsto £rt iz prikaza (d) lahko dolo£imo ustre-
zno strukturo ali skupino struktur pravila 110, in sicer tako da bodo strukture
medsebojno delovale na podoben na£in. Glavna razlika pri tej uporabi pra-
vila 110 za prikaz delovanja cikli£nega sistema oznak je v tem, da bodo vse
£rte zrcaljene glede na navpi£no os. Za predstavitev nekaterih £rt, kot sta
npr. £rti iz zaporedja, je uporabljeno enako ²tevilo enakih struktur, vendar
ju lo£imo po razmikih med uporabljenimi strukturami. Na sliki 4.8 je shema-
ti£ni prikaz simulacije cikli£nega sistema oznak z uporabo pravila 110. Vsaka
£rta predstavlja eno lokalizirano strukturo pravila 110. V nadaljevanju bomo
razloºili ozna£ene dele prikaza.
V delu (a) je prikazan trk med izlo£evalcem zaporedij (s katerim pred-
stavimo £rtkano £rto) in £rnim elementom, ki je na traku. Ker £rni element
predstavlja element s stanjem 1, je generiran nov element, ki bo vse £rte iz
zaporedja spustil mimo. Kot posledica trka sta ustvarjeni ²e dve lokalizirani
strukturi, ki gresta v levo. Vendar £e pogledamo del (b), opazimo, da gresta
mimo struktur brez povzro£anja teºav.
V delu (c) vidimo, kaj se zgodi, ko gredo strukture, ki predstavljajo £rte
zaporedja, mimo strukture, ki je podobna kreirani strukturi iz (a). tevilo
lokaliziranih struktur, ki predstavljajo en element zaporedja, se zmanj²a na
²tiri, a je stanje elementa ²e vedno dolo£eno z razmikom med strukturami.
V delu (d) je prikazan kon£ni del strukture iz (c), kjer pride do trka med
strukturo in izlo£evalcem zaporedij.
Del (e) prikazuje pretvorbo podatkov o stanju iz zaporedja v element na
traku. tiri strukture iz (c) tr£ijo s ²tirimi strukturami, ki gredo v desno,
in ustvarijo se ²tiri stacionarne strukture, ki predstavljajo element na traku.
Del (f) prikazuje enako pretvorbo kot del (e), le da se pri (f) ustvari bel
element. Elementi na traku so predstavljeni s ²tirimi enakimi strukturami in
jih lo£imo po razmikih med strukturami.
Del (g) je podoben delu (a), le da je zdaj prvi element na traku beli. Ker
beli element predstavlja element s stanjem 0, je posledica trka nova struktura,
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Slika 4.8: Simulacija cikli£nega sistema oznak s pravilom 110.
ki bo absorbirala vse £rte iz zaporedja. To lahko opazimo v delih (h) in (i).
Podati je treba ²e ustrezni vhod pravilu 110. Ustrezni vhod je sestavljen
iz ponavljajo£ih se zaporedij celic. Vsako zaporedje vsebuje vzorec lokalizira-
nih struktur, ki ustreza zaporedju elementov v produkciji cikli£nega sistema
oznak. Tak²na zaporedja celic so pogosto zelo velika in zapletena. Za ci-
kli£ni sistem oznak, ki smo ga obravnavali v tem dokazu, vsako zaporedje
vsebuje ve£ kot 3 000 celic. Kljub temu je pomembno, da jih lahko konstrui-
ramo za poljubni cikli£ni sistem oznak, kar pomeni, da s pravilom 110 lahko
simuliramo kateri koli cikli£ni sistem oznak. 
Diplomska naloga 31
Popolnost pravila 110 je zelo pomembna. Ker univerzalni ra£unski modeli
lahko izra£unajo poljubno izra£unljivo funkcijo, se nam lahko zdi, da imajo
vsi univerzalni ra£unski modeli zelo kompleksno zgradbo. Popolnost pravila
110 nam pove, da so tudi najpreprostej²i sistemi lahko popolni po Turingu.
Potem lahko tudi predpostavimo, da je popolnost po Turingu bolj pogosta.
Iz popolnosti pravila 110 sledi, da je vsak bolj kompleksen sistem (npr. ce-
li£ni avtomat s tremi stanji) tudi popoln po Turingu. Olaj²ano nam je tudi
dokazovanje popolnosti nekaterih sistemov, ker za dokaz zado²£a pokazati,
da lahko simulirajo pravilo 110.
Poglejmo si ²e enkrat razrede celi£nih avtomatov. Pri dokazu popolnosti
pravila 110 smo uporabili lokalizirane strukture in njihovo medsebojno de-
lovanje. Vemo pa, da se tak²ne strukture ne pojavljajo le pri pravilu 110,
ampak pri vseh celi£nih avtomatih £etrtega razreda. Zato lahko predposta-
vimo, da so vsi celi£ni avtomati £etrtega razreda popolni po Turingu. Ker
so pravila 124, 137 in 193 ekvivalentna pravilu 110, se njihovo popolnost da
dokazati na podoben na£in. Za druge avtomate £etrtega razreda pa dokaz
²e vedno ne obstaja. Pri celi£nih avtomatih prvega in drugega razreda smo
pokazali, da sprememba stanj pri vhodu bodisi izumre bodisi povzro£a spre-
membo stanj drugih celic, vendar vedno na omejeni razdalji. Zato celi£ni
avtomati prvega in drugega razreda ne morejo biti popolni po Turingu. Pri
celi£nih avtomatih tretjega razreda je teºava v tem, da se sprememba stanja
ene celice vedno raz²iri povsod po avtomatu. Zaradi tak²nega neobvladljivega
prenosa podatkov je pri avtomatih tretjega razreda zelo teºko najti uporabne
komponente za dokaz popolnosti.
4.3 Zveza z dvodimenzionalnimi celi£nimi av-
tomati in igra ºivljenja
Do sedaj smo preteºno obravnavali le enodimenzionalne CA. Zanima nas,
ali se ve£dimenzionalni celi£ni avtomati obna²ajo na podoben na£in. Po-
glejmo si dvodimenzionalne CA. Pri njih imamo dvodimenzionalno mreºo
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celic. Novo stanje pogosto dolo£imo glede na stanje trenutne celice in stanja
osmih sosednjih celic.
Povezava med enodimenzionalnimi in dvodimenzionalnimi CA je najbolj
o£itna, £e namesto razvoja celotne dvodimenzionalne mreºe pogledamo le
razvoj poljubnega enodimenzionalnega kosa. Druga£e povedano, pogledamo
razvoj poljubnega stolpca oziroma poljubne vrstice dvodimenzionalne mreºe.
Ko pogledamo razvoj, opazimo, da je obna²anje poljubnega kosa pri dvodi-
menzionalnih CA podobno obna²anju enodimenzionalnih CA. Lahko tudi
opazimo ²tiri razrede obna²anja CA, ki smo jih omenili na za£etku poglavja.
Pri obravnavanju kosov, kjer opazimo obna²anje £etrtega razreda, se lahko
lokalizirane strukture pojavijo kot prekinitev ponavljajo£ega se vzorca, po-
dobno kot pri pravilu 110. To pa ne pomeni, da so le tak²ni celi£ni avtomati
popolni po Turingu.
Najbolj znan dvodimenzionalni CA, za katerega obstaja dokaz popolnosti,
je t. i. igra ºivljenja (angl. Game of life), ki jo je izumil matematik Conway.
Tudi pri razvoju enodimenzionalnih kosov tega avtomata opazimo obna²anje
£etrtega razreda, vendar so lokalizirane strukture na belem ozadju. Avtomat
je svoje ime dobil zaradi svojih pravil. Celica je v enem izmed dveh moºnih
stanj: v ºivem ali v mrtvem. Novo stanje celice je odvisno od trenutnega
stanja in od stanj osmih sosednjih celic. Dolo£amo ga z naslednjimi pravili:
1. ºiva celica, ki ima manj kot dva ºiva soseda, umre zaradi premajhne
naseljenosti,
2. ºiva celica, ki ima dva ali tri ºive sosede, je ºiva tudi v naslednji gene-
raciji,
3. ºiva celica, ki ima ve£ kot tri ºive sosede, umre zaradi prenaseljenosti
in
4. mrtva celica, ki ima natanko tri ºive sosede, oºivi zaradi reprodukcije.
Pri tem avtomatu se lahko pojavijo razli£ni tipi dvodimenzionalnih struktur.
Opazimo strukture, ki so stati£ne in ostanejo nespremenjene iz generacije v
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generacijo, strukture, ki alternirajo med stanji, in strukture, ki se premikajo
po dvodimenzionalni mreºi. Obstajajo tudi strukture, ki periodi£no generi-
rajo ºe navedene strukture.
Leta 2000 je bil prvi£ simuliran preprost Turingov stroj z uporabo igre
ºivljenja [8]. Simulirani Turingov stroj je imel tri stanja in tri simbole, ampak
je bil raz²irljiv in je podpiral raz²iritev do 16 stanj in 8 simbolov, kar je
dovolj za simulacijo univerzalnega Turingovega stroja. Trak stroja je bil
implementiran z dvema skladoma. En sklad je predstavljal del traka levo
od glave, drugi je predstavljal del traka desno od glave. Za premik v desno
stroj izvede ukaz pop na desnem skladu in ukaz push na levem skladu. Za
premik v levo se ukaz pop izvede na levem skladu in ukaz push na desnem.
Deset let pozneje je bil simuliran univerzalni Turingov stroj s 13 stanji in
8 simboli. Leta 2016 je bil z uporabo igre ºivljenja simuliran osembitni
programabilni ra£unalnik, ki podpira osem spremenljivk in 13 ukazov [5].
Ra£unalnik vsebuje aritmeti£no-logi£no enoto, pomnilni²ko enoto, krmilno





Kot smo ºe navedli, je Turingova popolnost pojem, ki nam pove nekaj o ra-
£unski mo£i stroja. Zato je ve£ina programskih jezikov, kot so npr. Java,
Python in C++, popolna po Turingu. Zadostiti potrebnim pogojem za po-
polnost programskega jezika ni teºko in pri konstruiranju programskega jezika
se to lahko zgodi slu£ajno, ne da bi bila Turingova popolnost programskega
jezika vnaprej zahtevana.
Izrek o strukturiranih programih (angl. structured program theorem)
pravi, da se z diagrami poteka programa da izra£unati poljubno izra£unljivo
funkcijo, £e diagrami zdruºujejo bloke podprogramov, na tri na£ine:
1. zaporedje (zaporedno izvajanje dveh blokov),
2. izbira (izvajanje enega izmed dveh blokov glede na vrednost Boolovega
izraza),
3. iteracija (izvajanje bloka, dokler Boolov izraz velja).
Torej, £e na² programski jezik podpira izvajanje kode v zaporedju, neko
obliko stavka if-then-else in neomejeno iteracijo (npr. zanka while), potem
lahko domnevamo, da je popoln po Turingu. Ker vemo, da se z rekurzijo da
35
36 Martin Per£ini¢
izra£unati vse, kar se da izra£unati z iteracijo, neomejeno iteracijo v prej-
²njem stavku lahko zamenjamo z neomejeno rekurzijo. Navedli smo ºe, da
so programski jeziki Java, Python in C++ popolni po Turingu. Poglejmo si
²e nekaj popolnih jezikov in pri tem navedimo nekaj prednosti.
 HTML5 in CSS3
V poglavju 4 smo pokazali, da je pravilo 110 popolno po Turingu.
Kot prednost popolnosti tega avtomata smo omenili laºje dokazovanje
popolnosti drugih sistemov. Tak primer je HTML5 in CSS3, kjer je
bila le z uporabo jezikov HTML5 in CSS3 programirana spletna stran,
ki simulira delovanje pravila 110 [9]. Stran vsebuje tabelo ni£el. V prvi
vrstici lahko kliknemo na celico, da spremenimo stanje. Po dolo£itvi
vhoda z alternirajo£imi pritiski na TAB in Space simuliramo korake
avtomata. Ker program ni omejen glede na velikost tabele in £e bi
programska jezika podpirala dovolj veliko tabelo, bi lahko simulirali
kateri koli Turingov stroj.
 Postscript
Postscript je jezik, ki se uporablja za pripravo dokumentov, ki vsebujejo
besedilo in grako, in se uporablja pri laserskih tiskalnikih [12]. Z izu-
mom tiskalnikov z visoko lo£ljivostjo se je moral spremeniti na£in opi-
sovanja ºelenega izhoda tiskalniku. Preprost na£in je bil z generiranjem
bitne slike (bitmap) za ºeleno sliko, z njenim po²iljanjem tiskalniku in
s tiskanjem slike bit za bitom. Ta na£in ni bil optimalen, ker je doda-
tno obremenjeval ra£unalnik in ker je bil prenos bitne slike prepo£asen.
Zato je bil bolj²i na£in po²iljanje programa tiskalniku. Tiskalnik bi tisti
program izvajal s svojim procesorjem in bi tako generiral bitno sliko.
Za ta namen je bil konstruiran jezik Postscript. Za generiranje bitnih
slik je Postscript potreboval zaporedno izvajanje, izbiro in iteracijo in
je tudi popoln po Turingu.
 LATEX
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Tudi v LATEXu se da pisati in ra£unati. LATEX podpira vse tri na£ine
zdruºevanja blokov iz izreka, a obravnavali bomo zaporedje in iteracijo.






Z ukazom \newcount kreiramo ²tevcam in n. Potem z \def deniramo
funkcijo sestej. Z #1 in #2 preberemo podana parametra in ju znotraj
funkcije priredimo ²tevcema m oziroma n. \advance\m by \n ²tevcu
m doda n in potem z ukazom \the izpi²emo vrednost ²tevca m.
Funkcijo pokli£emo z ukazom \sestej{m}{n}, npr. ukaz
\sestej{4}{3} izpi²e rezultat 7. e ho£emo implementirati mno-
ºenje ali deljenje, namesto \advance uporabimo \multiply oziroma
\divide.













Kreiramo ²tevca a in b in b nastavimo na 1. Ukaz \multiply\b by \a
izra£una produkt ²tevcev in ga priredi ²tevcu b. \advance\a by -1
zmanj²a vrednost ²tevca a za 1. Ta dva ukaza izvajamo, dokler velja
a > 0, in na koncu izpi²emo vrednost ²tevca b.
Funkcijo pokli£emo z ukazom \produkt{a}, npr. ukaz \produkt{5}
izpi²e rezultat 120.
Primer jezika, ki ni popoln po Turingu, je Coq. Coq se uporablja pri
dokazovanju izrekov in ni popoln, ker se morajo vsi njegovi programi kon£ati.
Pomembnost tega jezika je dejstvo, da mu ni treba biti popoln, in ima zato
to lastnost. Pri konstrukciji novega programskega jezika si lahko mislimo, da
je ve£ja ra£unska mo£ prednost jezika, vendar nam lahko dela teºave, £e je
na² jezik ne potrebuje.
5.2 Aplikacije Microsoft Oce
Simulacija Turingovih strojev je moºna tudi z uporabo aplikacij PowerPo-
int [10] in Excel [4]. V tem razdelku si bomo pogledali konstrukcijo in de-
lovanje Turingovega stroja v aplikacijah PowerPoint in Excel. S tem bomo
tudi dokazali Turingovo popolnost teh aplikacij.
5.2.1 Microsoft PowerPoint
Turingov stroj, ki je simuliran v programu PowerPoint, vsebuje trak, glavo in
stanja. Deli stroja so kreirani z uporabo PowerPointovih orodij AutoShapes
in On-Click Animations. Vsako stanje Turingovega stroja je predstavljeno
z luknjano kartico, tako da vsaka kartica vsebuje vse funkcije prehodov za
ustrezno stanje. Vsaka kartica ima ²tiri dele: del za prebrani simbol, nasle-
dnje stanje, smer premika glave in simbol, ki ga je treba vpisati. Kartica ima
toliko stolpcev, kolikor ima stroj tra£nih simbolov. Vsak stolpec kartice je
namenjen branju ustreznega simbola. Program napi²emo tako, da za vsako
kartico odstranimo ustrezne celice.
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Slika 5.1: Programirano stanje in del traka Turingovega stroja v programu
Microsoft PowerPoint.
Primer programiranega stanja 0 je prikazan na sliki 5.1. Poglejmo tretji
stolpec, ki predstavlja funkcijo prehodov, ko je stroj v stanju 0 in prebere
simbol 1. V delu za naslednje stanje je odstranjena celica stanja 2, kar
pomeni, da bo stroj ²el v stanje 2. Na enak na£in preberemo ²e, da se bo
glava premaknila v desno in bo v trenutni celici vpisan simbol 0. Na sliki
so prikazane tudi tri celice traka. Vsaka celica vsebuje ²tiri enake stolpce z
gumbi, s katerimi se lahko premikamo po traku in vpi²emo za£etno besedo.
Da stroj pravilno deluje, ima vsaka celica ve£ stolpcev. Pri vpisu za£etne
besede pa lahko uporabimo le en stolpec.
Stroj dela na naslednji na£in. Pred vsako celico traka je ob vsakem koraku
luknjana kartica, ki ustreza trenutnemu stanju. S klikom na celice kartic se
ne zgodi ni£, kar pomeni, da se le z gumbi na traku lahko premikamo in
vpisujemo simbole. Zato imajo kartice luknje na ustreznih mestih in na ta
na£in lahko dostopamo do gumbov. Za delom s stanji kartice se nahaja
enak del, le da so vsi gumbi delujo£i, klik pa pove, katero kartico naj stroj
uporabi v naslednjem koraku. Na za£etku koraka so vsi deli luknjane kartice
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prekriti. Po branju simbola se prikaºe le ustrezni stolpec kartice. Najprej
vpi²emo simbol, potem se premaknemo na ustrezno celico in na koncu gremo
v naslednje stanje. Na sliki 5.2 je prikazan del koraka. Smo v drugem stanju,
glava kaºe na drugo celico, prebrali smo simbol 0 in smo pri pisanju simbola
v trenutni celici. Luknja se nahaja pri simbolu 0, kjer vidimo gumb 0 tra£ne
celice. S klikom na simbol 0 nadaljujemo s korakom.
Slika 5.2: Del koraka Turingovega stroja v programu Microsoft PowerPoint.
Simulirani Turingov stroj ima osem stanj, ²tiri simbole in trak kon£ne
dolºine, vendar podpira poljubno raz²iritev in je zato popoln po Turingu.
Za delovanje uporablja 1669 On-Click Animations in pribliºno 700 Auto-
Shapes. Zanimivost pri implementaciji je uporaba luknjanih kartic, ki nas
spominja na Babbagov analiti£ni stroj. Analiti£ni stroj je bil prvi univerzalni
ra£unski model in je bil konstruiran pred izumom Turingovega stroja. Ta pri-




Simulacija Turingovega stroja je moºna tudi v programu Microsoft Excel
z uporabo formul. Poglejmo si postopek konstrukcije Turingovega stroja s
²tirimi stanji in dvema simboloma.
Najprej kreiramo tabelo StateTable za funkcije prehodov. Tabela ima
²est stolpcev od A do F, in sicer ID (trenutno stanje in prebrani simbol),
trenutno stanje, prebrani simbol, simbol za pisanje, smer in naslednje stanje.
V tabelo vpi²emo le vrstice za pare (trenutno stanje, prebrani simbol), kjer
trenutno stanje ni kon£no. Za celice stolpca ID lahko uporabimo formulo
za konkatenacijo stolpcev B in C, npr. formula za celico A2 je =B2&"-"&C2.
Vrednost tega stolpca bomo uporabili kot klju£ pri izbiri ustrezne funkcije
prehodov.
Slika 5.3: Tabela StateTable.
Poglejmo si tabelo, ki bo predstavljala trak stroja. Ker uporabljamo samo
formule, bo vsaka vrstica tabele predstavljala stanje traka ob posameznem
koraku stroja. V prvi vrstici vpi²emo za£etno stanje traka. V stolpcu A
shranimo poloºaj glave stroja, v stolpcu B pa shranimo trenutno stanje.
Simbol ene celice v naslednjem koraku (npr. C5) dolo£imo s formulo
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=IF(COLUMN(C5)=A4,
IFERROR(VLOOKUP(B4&"-"&C4, StateTable, 4, FALSE), C4),
C4).
S to formulo najprej preverimo, ali je stolpec celice enak poloºaju glave ozi-
roma ali glava kaºe na C4. e ni, potem prepi²emo simbol iz prej²njega
koraka oziroma C4. e je, konkateniramo stanje stroja in simbol pod glavo z
B4&"-"&C4. Ustrezno vrstico potem z uporabo funkcije VLOOKUP poi²£emo
v tabeli StateTable. Ker ºelimo natan£no ujemanje, nastavimo zadnji pa-
rameter na FALSE. e najdemo niz, potem vzamemo vrednost v £etrtem
stolpcu, kjer se nahaja simbol za pisanje. e niza ne najdemo, to pomeni, da
je stroj v kon£nem stanju, in prepi²emo simbol iz prej²njega koraka. Na po-
doben na£in dolo£imo vrednosti pri stolpcih od D naprej. Poglejmo stolpec
B.
Naslednje stanje stroja (npr. stanje v B5) dolo£imo s formulo
=IFERROR
(VLOOKUP(B4&"-"&INDEX(A4:FM4,A4), StateTable, 6, FALSE),
B4).
S to formulo konkateniramo prej²nje stanje stroja in simbol pod glavo, poi-
²£emo ga v tabeli StateTable, in spet ho£emo dobiti natan£no ujemanje. e
najdemo niz, vzamemo vrednost ²estega stolpca, kjer se nahaja novo stanje.
Ker pri tej formuli ne poznamo poloºaja glave, jo najdemo tako, da vzamemo
vrednost celice A4 in potem vzamemo vrednost celice na tem poloºaju v ob-
segu celic od A4 do FM4.
Na podoben na£in dolo£imo nov poloºaj glave (npr. A5) s formulo
=IFERROR
(VLOOKUP
(VLOOKUP(B4&"-"&INDEX(A4:FM4,A4), StateTable, 5, FALSE),
DirectionTable, 2, FALSE), 0)+A4.
Notranji ukaz VLOOKUP je enak kot pri stolpcu B, le da zdaj vzamemo peti
stolpec, ki vsebuje smer L ali R. Z zunanjim ukazom VLOOKUP poi²£emo v
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tabeli DirectionTable, ki nam vrne -1 za L in 1 za R. Dobljeno vrednost
pri²tejemo prej²njemu poloºaju glave in dobimo novi poloºaj.
V programu Excel lahko tudi pobarvamo celice. e ob vsakem koraku
pobarvamo celico, kjer se nahaja glava, dobimo prikaz stroja na sliki 5.4.
Opazimo, da smo v vrstici 15 pri²li v kon£no stanje in da je vsaka naslednja
vrstica enaka prej²nji.
Slika 5.4: Izvajanje programa Turingovega stroja v programu Excel.
Ker konstrukcija podpira Turingove stroje s poljubno velikostjo, se v pro-
gramu Excel da simulirati tudi univerzalni Turingov stroj.
5.3 Magic: The Gathering
Turingova popolnost se ne pojavlja samo pri elektronskih strojih. Leta 2019
je bil konstruiran UTM(2,18) z uporabo kart Magic: The Gathering [1].
Magic: The Gathering je igra ni£elne vsote za dva igralca z nepopolno infor-
macijo. Vsak igralec ima svoj kup 60 kart, s katerimi igra. Karte so lahko
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trajne ali ne. Trajne karte ostanejo na polju, dokler niso uni£ene. Karte,
ki niso trajne, imajo enkraten u£inek in niso ve£ uporabne.
Ena vrsta trajnih kart so bitja (angl. creatures), ki imajo tip, barvo
in spremenljivo mo£. Z njimi je konstruiran trak Turingovega stroja. Ker
poloºaj bitij na polju ni pomemben pri igri, sta pojma leva in desna celica
predstavljena z barvo in mo£jo bitij na naslednji na£in. Eno bitje predstavlja
eno celico traka. Bitja, ki so levo od glave, so zelene barve, bitja desno od
glave so bele barve. Mo£ bitja predstavlja njegovo razdaljo od glave. Bitje
pod glavo ima mo£ enako 2, levi in desni sosed imata mo£ enako 3, naslednja
soseda imata mo£ enako 4 in tako dalje. Za UTM(2,18) potrebujemo 18
simbolov, torej bomo vsak simbol predstavili z razli£nim tipom bitja. Za
ve£jo splo²nost bomo te tipe ozna£evali s £rkami od A do S.
Na polju bomo imeli tudi bitja, ki niso del traka. Nekatera bitja imajo
tudi u£inek, ki se sproºi ob dolo£enem dogodku. Eno tako bitje je Rotlung
Reanimator, £igar u£inek je Vsaki£ ko bitje tipa T umre, se ustvari bitje
£rne barve, tipa U z mo£jo enako 2. Pri tem u£inku na²teta tipa in barva
ustvarjenega bitja ne ustrezajo na²i konstrukciji. Obstajajo pa karte, s ka-
terimi lahko spremenimo barvo in tipa v u£inku. e spremenimo u£inek v
Vsaki£ ko bitje tipa A umre, se ustvari bitje bele barve, tipa S z mo£jo
enako 2, potem smo zakodirali funkcijo prehodov UTM(2,18) pri stanju q1,
ki pravi e prebere² simbol 1, napi²i simbol 18 in se premakni v levo. Ideja
je potem, da imamo 18 bitij Rotlung Reanimator. Vsako izmed njih bo
zakodiralo po eno funkcijo prehodov Rogozhinovega UTM(2,18) pri stanju
q1. En korak Turingovega stroja potem izvedemo tako, da uni£imo bitje pod
glavo, pri £emer se sproºi u£inek le enega bitja Rotlung Reanimator, in
ustvari se novo bitje ustreznega tipa in ustrezne barve z mo£jo enako 2. Ker
se glava premakne, posodobimo ²e mo£i vseh bitij traka z uporabo dveh kart.
Za kodiranje funkcij prehodov stanja q2 uporabimo ²e 18 bitij Rotlung
Reanimator. Pri tem se pojavi problem. Dokler smo v stanju q1, no£emo
sproºiti u£inkov bitij, ki kodirajo funkcije prehodov stanja q2 in obratno.
Zato vsem 36 bitjem Rotlung Reanimator damo u£inek phasing, ki pravi
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Ko pride igralec na potezo, se vsa njegova bitja, ki so izginila s tem u£inkom,
pojavijo na polju, in vsa bitja s tem u£inkom, ki so na polju, izginejo. S
tem doseºemo, da je ob vsaki sodi potezi na polju le 18 bitij, ki kodirajo eno
stanje, ob vsaki lihi potezi pa le 18 bitij, ki kodirajo drugo stanje. Druga£e
povedano, ob vsaki potezi stroj spremeni svoje stanje. En korak Turingovega
stroja lahko simuliramo bodisi s tremi bodisi s ²tirimi potezami. Korak
simuliramo s tremi potezami takrat, ko ºelimo, da stroj spremeni svoje stanje
v naslednjem koraku, sicer ga simuliramo s ²tirimi.
Na ta na£in smo simulirali trak, glavo in stanja Turingovega stroja. Pri
dejanski simulaciji uporabljamo ve£ kart, vendar jih v tem delu ne bomo
omenili. Druge karte se uporabljajo, da bi igralcema omogo£ili le igranje tiste
karte, ki je potrebna za izvajanje Turingovega stroja ob dolo£enem trenutku.
Druga£e povedano: ob vsakem trenutku igralec, ki je na potezi, lahko igra le
eno, ºe dolo£eno karto, in zato ne vpliva na delovanje stroja. Ker je v kupih
le kon£no kart, karte, ki jih nismo omenili, se uporabljajo tudi za ponavljanje
postopkov, s katerimi se simulira en korak stroja.
e ho£emo simulirati kateri koli Turingov stroj s kartami Magic: The
Gathering, moramo narediti naslednje pretvorbe [6]. Turingov stroj moramo
najprej pretvoriti v Turingov stroj z dvema simboloma, ki ga potem lahko
pretvorimo v sistem oznak z m = 2 z uporabo postopka iz razdelka 3.2.
Potem z uporabo postopka, ki ga je opisal Rogozhin [14], pretvorimo sistem
oznak v UTM(2,18). Na koncu simuliramo UTM(2,18) s kartami tako, kot
smo opisali zgoraj.
Zaradi velikega ²tevila pretvorb je kompleksnost kon£nega stroja zelo ve-
lika. Kot primer si bomo pogledali kompleksnost pri simulaciji Turingovega
stroja, ki izvaja unarno se²tevanje dveh ²tevil. e ho£emo se²teti ²tevili 2
in 3 v unarnem zapisu, potrebujemo Turingov stroj s tremi simboli, tremi
stanji in s petimi prehodi. Za£etno besedo na traku predstavimo s ²estimi
simboli. Ko ta stroj pretvorimo v TM z dvema simboloma, dobimo 56 stanj,
98 prehodov in 12 simbolov za predstavitev za£etne besede. Pri naslednji
pretvorbi dobimo sistem oznak z 1 933 simboli in 1 872 produkcijskimi pra-
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vili, za za£etno besedo pa potrebujemo 5 432 simbolov. Pri UTM(2,18) so
²tevila simbolov, stanj in prehodov ºe dolo£ena (prehodov je 36), zato je
kompleksnost le pri predstavitvi za£etne besede na traku. Za za£etno besedo
potrebujemo 40 875 656 simbolov, kar pomeni, da potrebujemo toliko kart
za predstavitev za£etne besede pri simulaciji UTM s kartami Magic: The
Gathering.
Kljub temu je popolnost Magic: The Gathering zelo pomembna, ker lahko
s kartami simuliramo ustavitveni problem. S tem pokaºemo, da obstaja igra,
kjer dolo£anje izida predstavlja neodlo£ljivi problem.
Poglavje 6
Zaklju£ek
V diplomskem delu smo opisali zgradbo, delovanje in povezanost Turingo-
vih strojev z drugimi modeli ra£unanja. Seznanili smo se z univerzalnimi
ra£unskimi modeli in pri dokazovanju popolnosti obravnavali razli£ne na£ine
simuliranja pomembnih delov Turingovih strojev.
Pogledali smo si dve skupini univerzalnih ra£unskih modelov, in sicer sis-
teme, katerih namen je ra£unanje (programski jeziki, sistemi oznak in celi£ni
avtomati), in sisteme za druge namene, ki so slu£ajno popolni po Turingu
(aplikaciji Microsoft Oce in Magic: The Gathering). Podrobneje smo si po-
gledali sisteme oznak in celi£ne avtomate ter njihovo popolnost uporabili pri
dokazovanju popolnosti drugih sistemov. Pri tem smo tudi na²teli prednosti
in slabosti Turingove popolnosti.
Spoznali smo razli£ne na£ine simuliranja Turingovih strojev, ki nam lahko
pomagajo pri konstrukciji novih univerzalnih ra£unskih modelov. Turingova
popolnost je zato pomembna pri odkrivanju novih modelov ra£unanja, ki so
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