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ABSTRACT 
 
This paper presents a methodology for the reduction of the 
training space based on the analysis of the variation of the 
linear components of the acoustic features. The methodology is 
applied to the automatic detection of voice disorders by means 
of stochastic dynamic models. The acoustic features used to 
model the speech are: MFCC, HNR, GNE, NNE and the energy 
envelopes. The feature extraction is carried out by means of 
PCA, and classification is done using discrete and continuous 
HMMs. The results showed a direct relationship between the 
principal directions (feature weights) and the classification 
performance. The dynamic feature analysis by means of PCA 
reduces the dimension of the original feature space while the 
topological complexity of the dynamic classifier remains 
unchanged. The experiments were tested with Kay Elemetrics 
(DB1) and UPM (DB2) databases. Results showed 91% of 
accuracy with 30% of computational cost reduction for DB1. 
 
1. INTRODUCTION 
 
During phonation of sustained vowels, the normal voice 
is a regular and periodic signal; however changes in its 
waveform and power spectrum can be appreciated if 
some disorders arise. For instance, the disorders in vocal 
folds dynamics produce a turbulent flow through the 
glottis affecting the voice with high-frequency noise, 
alterations in the formants’ structure and harmonic 
components [1]. Therefore, the spectral distribution, the 
energy, and the fundamental frequency envelopes, which 
are not computationally intensive to measure, can be 
reliably employed for large-scale, rapid assessment of 
normal and pathological voices [2]. Moreover, the 
classical distortion measures based on fluctuations of 
acoustic measures may be complemented with dynamic 
features obtained from its contours, as pointed out by 
other studies [3]. As an illustration, it is demonstrated the 
potential value of the windowed relative deviation 
spectrum for the diagnosis, which reveals the time 
locations and extent of the pitch transitions, intonations, 
and more subtle structures that may be related to human 
voice control mechanisms [4].  
One of the key properties that make dynamic features 
useful is that they consider changes in the temporal 
structure of the excitation signal. Mainly, static classifiers 
remove all temporal dependency and therefore dynamic 
pattern classifiers are needed to handle explicit temporal 
dependencies in the pathological voices [5]. In this 
regard, diverse approaches have been proposed. In [6], it 
is presented an insight of the effects of the application of 
autoregressive decomposition and pole tracking to 
pathological voice signals. Recently, the application of 
non-linear dynamical techniques to normal and 
pathological voices has become a strong focus of 
research activity, because they place more realistic 
assumptions on the voice production mechanism [7, 8]. 
Nonetheless, pathological voices involve more 
irregularities, such as hoarseness, breathiness, and vocal 
instability; thus, the applicability of nonlinear dynamics 
to pathological speech data may require large amounts of 
data.  
Lastly, short term features combined with dynamic 
classifiers (e.g. Hidden Markov Models - HMM), have been 
used in the classification of pathological voices [5]. But a 
significant limitation of the standard HMM is the way it 
models the state durations. Besides, it is no clear whether 
gathering of dynamic features should lead to an improved 
representation capability, and hence to higher 
performance of the dynamic classifier. Therefore, a more 
detailed study should be conducted to assess the 
relevance of dynamic features that describe pathologies, 
which could be used in data analysis and evaluation to 
support diagnose by automatic dynamic classifiers [9]. 
The aim of this paper is the comparison and 
evaluation of dynamic feature sets that are suitable for 
classification of pathological voices using HMM. For this 
purpose, the feature selection methodology presented in 
[10], is adopted. This method uses Principal Component 
Analysis (PCA) to evaluate temporal relations on the set 
of dynamic features and project them onto lower 
dimensional subspaces. The relevance is obtained by 
examining the principal directions.  
 
2. RELEVANCE OF DYNAMIC FEATURES 
 
Widely known approaches, like PCA [11, 12, 13] and 
sequential search methods, have been customized as 
feature selection methods for the use with a HMM 
classifier. Assuming that the input contour data are 
highly correlated, linear transformation methods such as 
PCA tries to exploit the correlation present in the data by 
projecting the data onto a new space where the axes are 
orthogonal to each other.  
Let [ ], 1, ,ij k k mξ = …  be the j-th dynamic feature 
belonging to i-th observation, where 1, ,j p= … , 
1, ,i n= … ; being n  the number of observations and p  
the number of features, which change over time k. Each 
vector observation iξ  can be represented by a 
supervector of size 1mp× : 
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The respective covariance matrix, after centering each 
one of the observation supervectors is computed as: 
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Where G  stands for matrix 0 0 01 2 n⎡ ⎤= ⎣ ⎦G ξ ξ ξ" . In 
most cases, we are far away from computing the 
eigenvectors v  and eigenvalues λ  of such a huge 
matrix. Nevertheless, the rank properties of G can be 
used, in special, the one that state that TGG  has the same 
non-null eigenvalues than TG G  and the advantage of 
n pm , as given in [14]:  
T ˆ ˆi iλ=G Gv v  (3) 
being ˆ iv  the eigenvectors of 
TG G , so that, ˆi i=v Gv . 
Therefore, the eigenvectors corresponding to non-zero 
eigenvalues of S  are ˆ ˆ/i i i=v Gv Gv . The eigenvectors 
associated with the r  largest eigenvalues of S  are 
selected as Principal Directions [15], which span an 
orthonormal basis for a subspace containing most of the 
information given by observations. Trying to reproduce 
the observation in the original space as a linear 
combination of the r  principal directions, 
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so, from (4) the reconstruction weights 0Tk k iw = v ξ  can be 
though as the new set of features, and taking advantage 
of the orthonormality property of the basis, observations 
can be recognized using geometric criteria to partition the 
subspace off. 
On the other hand, the proposed method allows for 
identifying and choosing those dynamic features that 
influence the most. The magnitudes of the entries of the 
eigenvectors that span the representation basis, tell us the 
variables to be choose. Let ρ  be the vector expressed as; 
1
r
k kk
λ== ∑ρ v , so, that its larger values are the most 
significant windows from the dynamic features. 
Rearranging ρ  in the following manner: 
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(5) 
it is possible to obtain the scalar 
1
ˆ , 1, ,mj jkk j pρ ρ== =∑ …  which is the sum of the 
elements of each column j from Ρ  matrix. In 
consequence, the main assumption is that the largest 
values of ˆ jρ  point out to the best input attributes since 
they exhibit higher overall correlations with principal 
components.  
 
3. EXPERIMENTAL SETUP 
 
3.1. Databases  
 
Kay Elemetrics (DB1) and UPM (DB2) databases of 
voice disorders (described in [9,10]) were used to test the 
proposed methodology. From DB1 a set of 173 
pathological and 53 normal speakers has been taken, the 
recorded material is the sustained phonation of /ah/ vowel 
from patients with a variety of voice pathologies: 
organic, neurological, and traumatic disorders [11, 12]. 
The DB2 stores 239 pathological voices with a wide 
variety of organic pathologies (nodules, polyps, edemas, 
carcinomas, etc), and 201 normal voices. The dataset 
contains the sustained phonation of the /a/ Spanish vowel 
with a sampling rate of 50 kHz and 16-bits of resolution. 
Each database was split in two disjoint subsets (training 
and test sets), and each recorded voice (observation) was 
uniformly windowed employing 40 ms length window 
with 50% of overlapping. Within each window 48 
features were computed. These features correspond to 16 
measures and its first and second derivatives. These 
measures are: 12 Mel Frequency Cepstrum Coefficients 
(MFCC)[16], the Harmonics to Noise Ratio (HNR)[17], 
the Glottal to Noise Excitation Ratio (GNE)[18], the 
Normalized Noise Energy (NNE) [19], and the Energy of 
the frame, as well.  
The accuracy was measured using a k-folds cross 
validation strategy. In particular, 11 -folds have been 
used, splitting the 70% of the files for training the 
classifier, and the remaining 30% for validating. These 
sets were randomly chosen.  
 
3.2. HMM training 
 
For each observation are taken j (j = 1, 2, …, 48) 
dynamic features. These features were selected using the 
relevance measure presented in section 2. Firstly, we 
worked with discrete HMMs. We create a codebook with 
K symbols (K=64 or K=128) and we used the Linde-
Buzo-Gray (LBG) algorithm to generate a quantized 
version of the training set. This information is employed 
for training the models for each class using Baum-Welch 
algorithm.  
The j first contours of each test observation (not used 
yet) are quantized by means of LBG, so the observation 
symbols are taken from the codebook generated in the 
training stage. To determine which class a register 
belongs to (pathological or normal voice) the Maximum 
A-Posterior (MAP) rule were employed.  
Secondly, we used continuous HMMs. With this 
classification approach, it is necessary to guarantee an 
adequate initial parameter set for estimating the density 
function of the observations (i.e. mean vectors and 
covariance matrix). An accurate estimation of the initial 
parameters is essential for a quick and proper 
convergence of the reestimation formulas. This procedure 
is carried out by means of segmental k-means. After 
initial parameter estimation we iteratively estimate the 
class models by means of the Baum-Welch algorithm. As 
a result of the relevance analysis carried out above, a set 
of weights for the features was obtained. Fig. 1 shows the 
weights for each one of the 48 features. 
The feature set used in the classifier was incremented 
according to the feature weights (in descending order, 
from the best up to the worst feature) to improve the 
classification accuracy (Fig. 2(c)). Figures 2(a) and 2(b) 
show the classification accuracy when the features in the 
classifier are incremented randomly and in ascending 
order (from the worst up to the most significant feature) 
according to the feature weights, respectively. 
 
 
Fig. 1 Relevance of dynamic features – DB1 
 
4. RESULTS AND DISCUSSION 
 
4.1. Discrete observation density 
 
Initially, the experiments were carried out with discrete 
HMMs using DB1. Features used by the classifier were 
incremented while the accuracy was measured. The 
number of states of the HMM tested in the experiments 
was chosen between 3 and 10 (NS=3, NS=5, and 
NS=10), and the codebook dimensions between 64 and 
128 (CB=64, and CB=128).  
In a first approximation, the incremental set of 
features was randomly chosen. In other words, the feature 
weights were no considered. From Fig. 2 it is possible to 
observe that the maximum performance is reached with a 
small number of features, this means that it is not 
necessary to use the whole feature set. Nonetheless, since 
the incremental set was not appropriately chosen, we can 
see strong oscillations in the accuracy while the feature 
set is incremented. 
For randomly chosen features, the increase of the 
feature set does not present a monotonous behavior 
improving the performance: the performance increases or 
decreases arbitrarily. This is because when we add a 
relevant feature the classification accuracy can abruptly 
grow, while when we add non-relevant features the 
improvement of performance may be not notorious, 
indeed the performance may worsen. Besides, the best 
accuracy is obtained with the full feature set. 
Secondly, we incremented the feature set in ascending 
order according to the weights calculated (from the least 
relevant to the more relevant feature). The classification 
results are shown in Fig. 2(b). In this case, graphic 
exposes an increase monotonous accuracy behavior. 
However, a good performance is just reached with a large 
number of features (45 features). Particularly, around 
90% the accuracy obtained is independent of both the 
codebook dimension and the number of states. 
 
 
Fig. 2. Accuracy (in %) obtained according to set of features is 
increased. (a) Top: Randomly, (b) Center: Weights in 
ascending order (c) Bottom: Weights in descending order. 
 
Finally, the most interesting results were achieved 
when the feature set is incremented according to the 
relevance in descending order (Fig. 2(c)). It is clear from 
Fig. 2(c) that the best performance was reached with a 
small number of features (around 90%). After achieving 
this performance the accuracy is almost constant. 
Therefore it is not necessary to use the full feature set. 
The results showed that a small number of features is 
enough. Besides, adding features does not strongly worse 
the performance. Moreover, as we used only a reduced 
feature subset then the computational cost was clearly 
reduced. 
The results shown in Fig 1 are the starting point for 
selection and subsequent reduction of features, this 
analysis combined with the results obtained (Fig 2. and 
Table 1) showed that the most significant features are the 
instantaneous measures, without the derivatives, since the 
most weighted are the first 16. 
Table 1 shows the results obtained for DB1. When the 
codebook (CB) has 64 symbols the best accuracy was 
reached for 18 features (NF=18). Moreover we can note 
that the difference between the accuracy achieved with 
the full feature set and with the reduced feature sets (13 
and 25 features) is not significant. 
When the codebook has 128 symbols the best results 
were obtained using 13 features. In all experiments for 
DB1, when we use a reduced feature set, the accuracy is 
higher than the one for the full feature set. Furthermore, 
the performance is always higher than 90% when we use 
9 or more features.  
 
Number of states (NS) 
3 5 10 
 
CB 
Accuracy NF Accuracy NF Accuracy NF 
64 92.1±3.0 
92.6±3.8 
91.5±2.7 
13 
25 
48 
91.8±2.6 
92.4±3.7 
91.1±2.8 
13 
25 
48 
91.5±2.9 
92.1±3.5 
90.9±3.0 
13 
18 
48 
128 92.1±3.7 
89.3±2.4 
90.0±4.0 
13 
25 
48 
92.1±3.5 
89.2±2.2 
90.0±4.0 
13 
25 
48 
91.8±3.4 
89.1±4.0 
89.9±3.5 
13 
18 
48 
Table 1. Accuracy  results (in %)for DB1 using discrete HMMs. 
 
In the case of DB2, the results are presented in Fig. 3 
and in Table 2. Particularly, the incremental feature set 
used to classify is sorted in descending relevance order. 
The behavior is similar to that presented for DB1. 
 
 
Fig 3: Accuracy (in %) as a function of the number of features 
for DB2 using discrete HMMs 
 
Despite of the fact that the accuracy achieved for DB2 
is lower than the accuracy obtained for DB1, the 
methodology showed to be consistent and it can be 
adequately applied to reduce the feature space. 
 
Number of states (NS) 
3 5 10  
  CB Accuracy NF Accuracy NF Accuracy NF 
64 71.2±2.2 26 70.6±3.1 26 69.8±1.8 29 
128 71.4±2.5 26 70.9±2.9 32 70.9±3.8 29 
Table 2. best Accuracy results (in %) for DB2 using discrete 
HMMs. 
 
The lower performance obtained with DB2 may be 
due to the diversity in the pathological class. This 
database has a larger number of pathologies, hence the 
variability of the classes is higher, and perhaps the 
evaluated features are not enough to model it correctly. 
The best results achieved with DB2 were employing 
26 features for both 64 and 128 symbols. In the first row 
of the Table 2 it is presented the accuracy for 15 features, 
and in the last row is presented the accuracy for the full 
feature set. It is possible to notice that there is not a 
significant difference among these results. 
 
4.2. Continuous observation density 
 
Similar to the above described experiments, the 
accuracy results are recalculated employing continuous 
HMMs. Several values of mixtures (NG=2, NG=3, and 
NG=4) and states (NS=3, NS=5, and NS=10) were 
tested. Since in the discrete case we obtained a good 
accuracy with a small number of features (9 up to 13), the 
set of features for the continuous HMM was incremented 
up to 32 features in descending order. Results are shown 
in Fig. 4 and Table 3. The best classification accuracy for 
continuous HMMs is reached using NG=2 and 3 states.  
 
 
Fig. 4: Accuracy (in %) as a function of the number of features 
for DB1 using continuous HMMs. 
 
Number of states (NS) 
3 5 10 
 
 
NG Accuracy NF Accuracy NF Accuracy NF 
2 94.2±3.4 21 94.2±2.8 18 91.0±4.3 26 
3 92.9±1.8 14 92.1±3.8 13 88.1±2.8 11 
4 92.5±1.8 10 90.9±3.5 9 89.3±3.0 8 
Table 3. best Accuracy results (in %) for DB1 using continuous 
HMMs. 
 
4.3. Time needed to generate the codebook. 
 
Using the same system the machine time spent to 
construct the codebook while the number of features is 
increased in descending order according to their 
relevance is measured. For DB1 and 64 symbols, there is 
a computational cost reduction of 31.05% when we use 
25 features in contrast to use the full feature set. For DB2 
reduction is of 26.87% between the 26 feature set and full 
feature set. Moreover, time needed to generate the 
codebook for DB1 is 87.68% lower than the time needed 
by DB2. 
 
 
5. CONCLUSIONS 
 
The proposed methodology for reducing the number 
of dynamic features in the identification of pathological 
voices proved to be useful for the experiments carried 
out. As a result was obtained an adequate performance 
while employing a considerably reduced feature set. The 
presented way of training shows that for the automatic 
detection of pathological voices is better to use a good set 
of features than a complex stochastic dynamic training 
model, because the later may have lower generalization 
capabilities. 
From the incremental training, it is possible to notice 
that if the initial set of features is not suitable, then the 
model can not discriminate correctly and hence the 
performance decrease. But if we use a correct feature set 
that reflects the stochastic dynamic of the process, the 
performance can be augmented. 
Reduction in the computational cost is clear. The 
results showed that the time needed to generate the 
codebook is highly related to the number of features 
employed, because the reduction of the feature set 
diminish the machine time spent. In general, the whole 
reduction of the computational cost was done employing 
a simple HMM architecture, which is discrete HMM.  
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