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The goal of this study is to improve seasonal tornado outbreak forecasting by
creating a statistical model that forecasts tornado outbreak frequency in the US using
teleconnection indices as predictors. For this study, a tornado outbreak is defined as
more than 6 tornado reports associated with a single synoptic system and an event N15
rating index of 0.5 or higher. The tornado outbreak season is confined to all months after
February for a given calendar year. Monthly teleconnection indices are derived from a
rotated principal component analysis (RPCA) of the geopotential height fields. Various
regression techniques were trained with a sample of monthly teleconnection indices,
tested on new data, and optimized to achieve the highest predictive skill. The outcome of
this study could potentially allow forecasters the ability to predict tornado outbreak
potential on a climatological scale with months of lead-time, allowing for better
preparation strategies for tornado outbreak seasons.
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INTRODUCTION

The U.S. typically has more than 10 major tornado outbreaks each year, resulting
in substantial loss of life and property (Doswell et al. 2006). Despite advances in longrange forecasting, there is currently no method of seasonally predicting tornado outbreak
frequency. Even short/mid-range tornado outbreak forecasts greater than 24 hours in
advance have a tendency to be inaccurate (Mercer et al. 2009). Long-range/seasonal
forecasting of tornado outbreaks is necessary to allow the public more time to make
preparations for such events. As a result, the purpose of this study is to investigate the
seasonal predictability of tornado outbreak frequency in the US by creating a statistical
model that uses teleconnection indices as predictors. Mercer et al. (2009; 2012) were the
first studies to set the stage for outbreak forecasting when the authors recognized distinct
synoptic environments in the 500mb geopotential height field associated with enhanced
tornado outbreak potential. Recent studies have also observed relationships between
tornado outbreaks and atmospheric teleconnection indices (ENSO and MJO) (Lee et al
2012; Thompson and Roundy 2012). Lee et al. (2012) found that a positive Trans-Niño
index (TNI) was significantly correlated with intense tornado days during the months of
April and May with a correlation coefficient value of .29. Thompson and Roundy (2012)
found that phase-2 of the MJO accounted for 30.9% of all violent tornado days in March,
April, and May when the MJO RMM phase-2 amplitude exceeds one standard deviation.
1

Lee et al. (2012) found the correlation value to be statistically significant above the 95%
confidence interval. Thompson and Roundy (2012) found that statistically significantly
more outbreaks occurred during RMM phase-2 of the MJO using a 90% confidence
interval. While the results of the previous studies are substantial, there are other
teleconnections that should be considered (Richman and Mercer 2012; Barnston and
Livezy 1987).
Monthly/Seasonal teleconnection indices, derived from a rotated principal
component analysis (RPCA), are regressed against annual tornado outbreak numbers
(March–December) in a linear/stepwise regression and a support vector regression (SVR)
algorithm to predict tornado outbreak frequency for March–December of that year. To
explore the predictability of outbreak frequency one year in advance, a linear/stepwise
regression and SVR is also computed at a one year lag. The SVR is used in addition to
the linear/stepwise regression in hopes of improving seasonal predictability as this
algorithm uses artificial intelligence and advanced machine learning techniques that
reduce model error (Cristianini and Shawe-Taylor 2000).

2

CHAPTER II
LITERATURE REVIEW

2.1

Synoptic-Scale Patterns Conducive for Tornado Outbreaks.
While there is no standard definition, Doswell et al. (2006) defines a tornado

outbreak as more than 6 tornadoes occurring within one synoptic-scale system in a 24hour period (1200Z–1200Z). Tornado outbreaks are typically associated with synoptic
environments characterized by a deep 500-mb geopotential-height trough over the central
US (Mercer et al. 2012). This pattern can generate a thermodynamically unstable and
vertically sheared environment favorable for tornado outbreaks with an upper-level
cyclone advecting cold dry air southward collocated with a surface-cyclone advecting
warm/moist air northward. (Doswell et al. 1993; Miller 1972). Thermodynamic
instability is associated with steep lapse rates that enhance convective available potential
energy (CAPE). While CAPE values influence deep convection required for tornado
development, the amount necessary for a tornado outbreak varies seasonally (Davies
2004). Tornadoes have occurred in highly sheared environments with CAPE values as
low as 200 J/kg (Mercer et al. 2009; Johns and Dowell 1992).
Vertically sheared environments associated with tornado outbreaks are
characterized by winds that veer and increase rapidly with height. The availability of
vertical shear and storm-relative helicity are common distinguishing factors between
tornadic and non-tornadic severe-weather outbreaks (Mercer et al. 2009; Doswell et al.
3

1993). A large percentage of violent tornadoes have occurred in environments where 0–
3-km helicity values were on the order of 300 m2s-2 (Davies and Jones 1993). Low-level
helicity values of this magnitude typically occur in conjunction with a strong low-level
jet (Munoz and Enfield 2011). A strong low-level enhances tornado potential by
amplifying Gulf-to-US moisture transport and vertical shear. Enhanced vertical shear
creates a horizontal vortex that can be stretched vertically by a thunderstorm’s updraft
and downdraft. This process allows the development of supercell thunderstorms that
frequently produce tornadoes (Lemon and Doswell 1979). Synoptic-scale parameters
with enhanced vertical shear and thermodynamic instability could potentially be
influenced by teleconnection patterns (Lee et. al. 2012; Thompson and Roundy 2012
Cook and Schaefer 2008).
2.2

Teleconnections
A teleconnection is defined as a significant positive or negative correlation in the

fluctuation of a field at widely separated regions of the globe (Glickman 2000).
Teleconnections oscillate on various time scales that range from a few weeks to over a
decade. There are many well documented teleconnections that are currently used in shortto long-range weather forecasting around the globe (Richman and Mercer 2012; Wheeler
and Hendon 1994; Barnston and Livezy 1987). Teleconnection patterns have been linked
to weather events associated with extreme temperature and precipitation anomalies
throughout numerous studies (e.g., Durkee et al. 2008; Leathers et al. 1991; Smith et al
1998). The correlations observed between teleconnections and extreme weather events
have implemented the need to explore their influence on severe weather.
Teleconnections in the 1000- and 500-hPa height fields and ENSO in the SST field will
4

be investigated in this study to determine their effectiveness in seasonal tornado outbreak
predictability.
2.2.1

ENSO pattern in the SST field
The ENSO cycle is characterized by varying sea-surface temperature (SST) and

surface wind-field patterns across the equatorial regions of the Pacific Ocean (Rasmusson
and Carpenter 1981). This pattern was first observed by Walker and Bliss (1932) as
correlations between surface pressure readings in the eastern and western Pacific Ocean.
ENSO has been shown to influence shifts in the jet stream that cause anomalous
precipitation and temperature patterns across the US (Smith et al. 1998; Cook and
Schaefer 2008; Hagmeyer 2010). The oscillation is characterized by three dominant
modes: El Niño, La Niña, and a neutral phase. La Niña occurs when negative SST
anomalies are observed in the eastern central Pacific due to upwelling caused by a
strengthened Walker Circulation. El Niño occurs when positive SST anomalies are
observed in the eastern central Pacific in conjunction with a weakened Walker
Circulation. A neutral phase is signified by weak or no SST anomalies in the eastern
Pacific. The Climate Prediction Center (CPC) uses the Niño 3.4 region to diagnose El
Niño and La Niña events (figure 1). The index associated with SST anomalies in the
Niño 3.4 region is displayed in figure 2.

5

Figure 2.1

Niño 3.4 Region

The image displays the Nino 3.4 region used to determine the ENSO index
(cpc.noaa.gov).

Figure 2.2

Niño 3.4 Index

The image displays the Niño 3.4 index for 1995–2014 (cpc.noaa.gov). The blue shading
represents a negative index and the orange shading represents a positive index. A
persistent positive index would suggests an El Niño phase while a negative index would
suggest a La Niña phase.
The Lee et al. (2012) study suggests that a relationship between ENSO and
tornado outbreak frequency could exist. The study revealed that the Trans-Niño Index
(TNI) of ENSO could attribute to an increased number of “intense tornado outbreak
days” in the US during the months of April and May. While ENSO consists of the three
dominant modes, a positive TNI phase occurs with the onset of El Niño or offset of La
Niña (Lee et al. 2012). A positive TNI is characterized by positive SST anomalies in the
6

eastern Pacific and negative SST anomalies in the central Pacific. The correlation
coefficients for the TNI were .33 (correlated with intense tornadoes) and .29 (correlated
with intense tornado days), statistically significant at the 95% confidence interval. Lee et
al. (2012) defined an intense tornado day as a 24-hour period (6:00 UTC–6:00 UTC)
where more than three intense tornadoes (EF-2 or greater) occurred. Composite analyses
of previous positive TNI events display persistent favorable patterns for tornado
outbreaks in the US with enhanced large-scale differential advection of air temperatures
at the surface and aloft, enhanced Gulf-to-US moisture transport, and enhanced vertical
shear. The current study will differ from Lee et al (2012) significantly by using the
Shafer and Doswell (2010) N15 ranking index of tornado outbreaks and investigating the
influence of multiple teleconnection indices from a prognostic standpoint for outbreak
seasons. The current study will also focus only on the Niño 3.4 index rather than the
TNI.
2.2.2

The Arctic Oscillation (AO) in the 1000-hPa Geopotential Height Field
The AO was established by Thompson and Wallace (1998) as an oscillating area

of surface pressure centered over the Arctic with a circumpolar flow (Ambaum et. al.
2001; Stephenson et al. 2003). It was identified as the leading empirical orthogonal
function (EOF) of the winter season (November – April) 1000-hPa height field. It is
considered as the surface component of the polar vortex. The 1000-hPa AO loading
pattern and index, currently used by CPC is plotted in figure 3.
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Figure 2.3

AO Loading Pattern and Index

The AO loading pattern defined as the leading EOF of the 1000-hPa height field is
displayed (top image). The time series displaying the standardized seasonal mean AO
index during cold season (January, February, and March) from 1950-2013 is shown by
the blue line (bottom image). The black line displays the standardized five-year running
mean of the index.
A positive AO index is characterized by a deepening polar low that results in
enhanced westerlies across the US as the jet stream is intensified. A negative index is
signified by a weakened polar low. During the negative phase, the westerlies tend to
decrease, allowing arctic air to plunge south. Previous studies have correlated the
8

negative phase of the AO with extremely cold temperatures during the winter months
across the central and southeastern US (Ambaum et al. 2001; Stephen et al 2003). The
AO could have a potential influence on seasonal tornado outbreak frequency because of
its pronounced modifications to wavetrain patterns across the mid-latitudes. The AO
could result in jet-stream amplification across the US that is important for tornado
outbreak formation (Mercer et al 2012).
2.3

Common Teleconnection Patterns in the 500-hP Geopotential Height Field
Wallace and Gutzler (1981) was the first study to provide extensive

documentation of 500-hPa geopotential heights teleconnection patterns in the Northern
Hemisphere. The study identified patterns from calculating the correlation of 500-hPa
geopotential heights at a single gridpoint with all other gridpoints in the Northern
Hemisphere. The methodology used in Wallace and Gutzler (1981) had the limitations of
being computationally expensive and revealing patterns that were too correlated. The
methodology of deriving mid-tropospheric teleconnection patterns was later updated in
Barnston and Livezy (1987) where rotated principal component analyses (RPCA) were
used to identify patterns in the 700-hPa height field. RPCA was used to reveal the
dominant, uncorrelated, patterns within a large set of height data. Barnston and Livezy
(1987) discovered many of the most common teleconnection patterns that are used today
in weather/climate forecasting (e.g., NAO, PNA and WP/NPO). The teleconnection
database was updated by Richman and Mercer (2012) by using RPCA to identify patterns
in the 500-hPa geopotential height field with a different rotation algorithm. Richman and
Mercer (2012) used Promax rotation instead of the Varimax rotation used in Barnston
and Livezy (1987) and extended the time series of each teleconnection index to the year
9

2011. The Promax rotation algorithm displayed better physical relationships among the
patterns.
The influence of 500-hPa geopotential height patterns on tornado outbreaks is
investigated in the current study. Based on the findings of Mercer et al. (2009; 2012),
there are distinct 500-hPa geopotential height patterns that can be associated with
enhanced tornado outbreak potential. The following are some of the common
teleconnection patterns that are commonly utilized in interannual climate forecasting and
whose indices are used as predictors of annual tornado outbreak frequency in the current
study.
2.3.1

North Atlantic Oscillation (NAO)
The NAO is noted in Richman and Mercer (2012) and Barnston and Livezy

(1987) as an oscillation in 500-hPa geopotential heights associated with the Icelandic low
and Azores/Bermuda high (figure 4). The NAO is a leading mode of geopotential height
variability in the Northern Hemisphere (Barnston and Livezy 1987). Variations in
pressure gradients between the Icelandic low and Bermuda high are a direct influence on
the strength of the zonal westerlies across the US. Fluctuations between the positive and
negative index of this oscillation causes jet-stream shifts that have been associated with
anomalous precipitation and temperature patterns (Durkee et al. 2008; Shabber et. al
2001). A negative NAO index is signified by a blocking pattern over the North Atlantic.
This phase weakens the zonal westerlies, allowing arctic air to plunge into the
southeastern US. A positive index is typically associated with enhanced zonal westerlies
as the jet stream is intensified (Barnston and Livezy 1987).
10

Figure 2.4

The NAO loading pattern (top) and time series (bottom) displayed in
Mercer and Richman (2012).
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2.3.2

Pacific/North American Pattern (PNA)
The PNA (figure 5) is a persistent teleconnection pattern that is often responsible

for 500-hPa geopotential height variability across the US (Richman and Mercer 2012;
Barnston and Livezy 1987). Anomalous temperature and precipitation patterns in the
northwestern and southeastern US often occur as a direct result of the PNA (Leathers et.
al. 1991). This teleconnection consists of four circulation centers. Two centers with
opposite correlation signs are located in the at 20°N, 165°W and 50°N, 175 °E, with two
other centers located at 50°N, 120°W and 30°N, 90°W (Richman and Mercer 2012).
The PNA is noted to be influenced by the ENSO cycle, where the positive index typically
occurs during El Niño and a negative index during a La Niña (Renwick and Wallace
1996). The negative index is characterized by negative height anomalies over the
western US and positive height anomalies over the central and southeastern US with a
southward shift in the jet stream. The positive index is typically signified by an opposite
pattern with negative height anomalies over the southeastern US and ridging over the
Western US.

12

Figure 2.5

The PNA loading pattern (top) and time series displayed in Richman and
Mercer (2012).
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2.3.3

West Pacific/North Pacific Oscillation (WP/NPO)
The WO/NPO pattern (figure 6) was first established by Wallace and Gutzler

(1981) and is characterized by two main circulation centers located over 60 ºN, 160ºE
and 30ºN on the dateline (Richman and Mercer 2012). The WP/NPO pattern persists
between the months of January and March. This oscillation can affect US weather by
influencing blocking patterns that modify cyclone tracks and frequency (Rogers 1990).
The WP/NPO has also been shown to result in extreme winter surface-temperature
anomalies across the central US (Linkin and Nigam 2008). The positive and negative
phases of this oscillation exhibit height anomalies similar to the NAO over the Western
Pacific region (Richman and Mercer 2012).
While the previously discussed teleconnection patterns are the most commonly
researched because of their influence on jet-stream patterns across the US, other patterns
also existed in these studies. The patterns observed in Mercer and Richman (2012) and
Thompson and Wallace (1998) will be reconstructed for the months of January and
February from 1948–2011. Indices from these updated patterns, along with Niño 3.4
anomaly data, will be used in the current study as predictors for tornado outbreak
frequency.

14

Figure 2.6

The WP/NPO pattern displayed in Richman and Mercer (2012).
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CHAPTER III
DATA AND METHODS

3.1
3.1.1

Data Description
Outbreak Data
Outbreak data for the months of March–December were obtained from the N15

ranking index developed by Shafer and Doswell (2010). This ranking index includes all
tornado outbreaks (ranked in order of severity) that have occurred from 1960–present.
Shafer and Doswell (2010) considered a tornado outbreak as an event where more than 6
tornadoes occurred within one synoptic system in a 24-hour period (1200Z–1159Z)
(Doswell et al 2006). Shafer and Doswell (2010) applied various weights to specific
variables in an algorithm that ranks the severity of tornado outbreaks. When formulating
the ranking index, the following variables were considered:


The number of tornadoes occurring on the day of the outbreak. In the
ranking formulation, this number was weighted the least of all variables to
reduce the anthropogenic trend that has occurred in the number tornado
reports over the past few decades.



The number of violent tornadoes with F4 and F5 ratings occurring on the
day of the outbreak. This variable was given moderate weighting since
the F-scale rating is based on the damage caused by the tornado. Also, the
16

structural integrity of buildings vary by location and have changed
throughout the time period investigated in their study.


The number of significant tornadoes with ratings of F2 or higher. This
variable was given a high weight because most high-impact tornadoes are
rated F2 or higher.



The track length of all tornadoes. This variable was given the highest
weighting in the ranking scheme because the length of a tornado’s track is
strongly correlated with the amount of damage that it caused. The track
length values are also stated to have high accuracy.



The destruction potential index (DPI), developed by Thompson and
Vescio (1998). This variable was given a relatively high rating because of
because it describes the threat associated with the tornadoes that occurred
on the day of the outbreak.



The total number of fatalities occurring on the day of the outbreak. This
variable was given a lower weight because the number of deaths that
occurred is closely related to the concentration of people in the area
affected by the outbreak.



The number of tornadoes that produce one or more fatalities on the day of
the outbreak. This variable was given a low weight because of the number
of the number of deaths is closely related to the concentration of people in
the area affected by each tornado in the outbreak.



The number of tornado tracks lengths that were 80 km or more on the day
of the outbreak. This variable was given a high weight since an outbreak
17

with a large number of long-track tornadoes is likely to be a more
significant event.
In the current study, all tornado outbreaks that consisted of an N15 ranking index
value less than 0.5 were excluded from the dataset (figure 8). This threshold allows the
study to focus primarily on major, synoptically driven tornado outbreak events. While
Shafer and Doswell (2010) indicate that the anthropogenic trend in the outbreak data has
been reduced, figure 8 still displays a positive trend that is statistically significant based
on a Student’s T-test. This trend is likely a component of both anthropogenic trends in
tornado reports and climate variability. Since the graph displays major tornado outbreak
frequency, it is unlikely that anthropogenic influence is significant. It is also not
expected that major tornado outbreak occurrence is sensitive to anthropogenic reporting
issues since outbreaks with an N15 index of 0.5 or greater are major impact events that
are unlikely to be missed earlier in the record.

18

Figure 3.1

Graph of major tornado outbreaks

Graph consists of outbreaks with an N15 value of 0.5 or greater

3.1.2

Geopotential Height Data
Monthly means of 1000- and 500-hPa geopotential height data from 1948–2011

were pulled from the NCEP/NCAR reanalysis dataset (Kalnay et al. 1996). This dataset
contains grid points of observed and model derived data spaced by 2.5° latitude-longitude
with over 200 meteorological variables at 17 different pressure levels. Data only from
the months of January and February were selected with a domain including all areas in
the Northern Hemisphere, north of 20° latitude. The area south of 20° latitude is
excluded from this study due to the absence of baroclinic geopotential height variability
in the tropics. To alleviate the issue of data clustering with latitudinal increase, the data
were interpolated onto a Fibonacci grid (Swinbank and Purser 2006). This grid provides
equal spacing of data points and removes any issues that could result in the artificial
increase of correlation between data points (figure 7).
19

Figure 3.2

The NCEP/NCAR reanalysis grid (a) and the interpolated Fibonacci grid
(b) (from Richman and Mercer 2012).

The January and February indices for the ENSO Nino 3.4 region were obtained
directly from the Climate Prediction Center (cpc.noaa.gov). The Nino 3.4 index provided
by the CPC required no updating for the current study. This index is based on the 3month running mean of SST anomalies between 5°N–5°S and 210°–170°W (Smith et al.
2008).
3.2
3.2.1

RPCA Methods
Teleconnections in the Geopotential Height Fields
RPCA is a statistical method that reveals dominant, uncorrelated, patterns within

a larger dataset (Wilks, 2011). To update the teleconnection indices displayed in
Richman and Mercer (2012), a rotated principal component analysis (RPCA) was derived
20

on the monthly means of 500-hPa Northern-Hemispheric geopotential heights from
1948–2011. The RPCA methods in this study differ from Richman and Mercer (2012) by
deriving teleconnection indices for the months of January and February, and extending
the time series to the end of year 2011. To update the AO index, identified in Thompson
and Wallace (1998), a RPCA was derived on the monthly means of 1000-hPa NorthernHemispheric geopotential heights from 1948–2011. This study contrasts Thompson and
Wallace (1998) by generating AO indices for the months of January and February and
extending the time series from 1948–2011. Thompson and Wallace (1998) also did not
rotate the PC’s to display maximum variability. The height data from months of January
and February were selected to derive winter season indices that are used as predictors of
tornado outbreaks in a linear/stepwise and SVM regression in Section 3.

Indices from

these months are used as predictors because teleconnection patterns in the synoptic
environment are most dominant during the winter months (Barnston and Livezy 1987).
RPCA was used to project the original height data onto eigenvector coordinates
that transform the original data into RPC loadings that are sorted in order of decreasing
variance. The RPC loadings contain linear combinations of the dominant patterns. The
standard anomaly matrix (Z) was used to accomplish this projection (Wilks, 2011). This
matrix standardizes the variables to a mean of 0 and a standard deviation of 1 and is
represented by the equation:
𝒁 = 𝑭𝑨𝑻

(3.1)

F represents the RPC score and A represents the matrix that is used to transform
Z into F (the loading matrix). The first step when solving this equation is to compute the
correlation matrix ® along the grid points of data, defined in Richman (1986) as S-Mode.
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A subsequent eigenanalysis allows for the expression of R as a square matrix of
eigenvectors (V) and their associated eigenvalues (D) represented by the equation:
𝑹 = 𝑽𝑫𝑽𝑻

(3.2)

This step of RPCA creates a set of vectors that compresses the original variability
of R into a new coordinate system (the eigenvectors, which are by definition orthogonal).
Data dimensionality is reduced by truncating the eigenanalysis. This process
determines the appropriate number of retained RPC loadings by removing those that do
not contain significant variability. The truncation begins by conducting a scree test
(Wilks, 2011). The scree test allows us to remove all non-signal variance and only retain
the important signal. This test provides a scatterplot of RPC loadings that are sorted in
order of decreasing variance. An example of a scree plot (figure 9) is provided below:
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Figure 3.3

Scree Test

The RPC loadings are sorted in order of decreasing variance. The truncation point is
identified at the location where the slope of the eigenvalues becomes small (near zero).
The truncation point for this scree test is located after the 7th RPC loading. The RPC’s
containing redundant data will be rejected to only retain those with the most variance.
This scree plot was obtained from the 500-hPa heights PCA performed in this study.
The eigenvalues (D) are retained and plugged into the loading matrix (A):
𝑨 = 𝑽𝑫𝟎.𝟓

(3.3)

The loading matrix is rotated using the Promax rotation algorithm (Richman
1986). This algorithm points the eigenvector coordinates in the direction of maximum
variability while removing the limitations of orthogonality to which eigenvectors are
constrained. A possible limitation of using Promax instead of Varimax is that it
introduces some correlation among the RPC scores. Promax typically displays a better
physical relationship, but the scores are sometimes too correlated, which is important for
a regression study, such as the current study (Richman and Mercer 2012). The mean
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correlation values among the RPC scores were .16 for January and .14 for February.
These values are insignificant and not associated with any limitations in the current study.
The congruence coefficient test is applied to the correlation matrix and rotated loading
matrix (Richman and Lamb 1985). This test is expressed by the following equation:
∑ 𝒙𝒚

ƞ = (∑ 𝒙𝟐 ∑ 𝒚𝟐 )𝟏/𝟐

(3.4)

In this equation, y represents the RPC loading vector and x represents the
correlation matrix vector corresponding to the largest magnitude loading for y. This test
evaluates the number of RPC’s retained in the rotated loading matrix. The congruence
test generates a single value (ƞ) for each loading. For any congruence value that falls
below .81, additional RPC’s are rejected. This test is performed using a different number
of retained RPC loadings until each loading’s congruence value is above the .81
threshold.
For the January and February RPCA’s on the 1000-hPa height field, the scree
tests indicated that ~5 RPC loadings should be retained in each analysis (Figures 10a and
10b). The congruence test indicated that 3 RPC’s should be kept for January and 4
RPC’s for February. If the number of RPC’s was increased in either analysis, the
congruence coefficient fell below the threshold value of 0.81. A scree test was also
plotted for the January and February RPCA’s on the 500-hPa geopotential height field
(Figures 11a and 11b) that indicated ~8 PC’s should be retained in each analysis. The
congruence test confirmed that 8 was the appropriate number of RPC’s to retain for both
analyses.
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Composites of each teleconnection are analyzed by plotting the rotated loadings
of each retained RPC, as they have the same dimensionality as spatial maps (see results
section). In order to create a time series for each pattern, the score matrix of the rotated
loadings is computed for each retained RPC. The score matrix displays how a particular
teleconnection index has varied throughout its time series. Indices from the score
matrices are used later in the study as predictors for tornado outbreak numbers. The
scores were computed using a least-squares approximation (Wilks, 2011).

Figure 3.4

January Scree Test

The PC loadings are sorted in order of decreasing variance. The truncation point is
identified at the location where the slope of the eigenvalues becomes small (near zero).
The PC’s containing redundant data will be rejected to only retain those with the most
variance. This Scree plot was obtained from the January 500-hPa heights PCA.
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Figure 3.5

February Scree Test

The PC loadings are sorted in order of decreasing variance. The truncation point is
identified at the location where the slope of the eigenvalues becomes small (near zero).
The PC’s containing redundant data will be rejected to only retain those with the most
variance. This Scree plot was obtained from the February 500-hPa heights PCA.
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Figure 3.6

January AO Scree Test

The PC loadings are sorted in order of decreasing variance. The truncation point is
identified at the location where the slope of the eigenvalues becomes small (near zero).
The PC’s containing redundant data will be rejected to only retain those with the most
variance. This Scree plot was obtained from the January 1000-hPa heights PCA.
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Eigenvalue

Figure 3.7

February AO Scree Test

The PC loadings are sorted in order of decreasing variance. The truncation point is
identified at the location where the slope of the eigenvalues becomes small (near zero).
The PC’s containing redundant data will be rejected to only retain those with the most
variance. This Scree plot was obtained from the February 1000-hPa heights PCA.
3.3
3.3.1

Assessing Covariation with Linear Regression and SVRs
Linear Regression
January and February teleconnection indices were used to predict tornado

outbreak frequency for the remainder of each year (March–December) from 1960–2011
in a linear regression model. All indices were plugged into a multivariate linear
regression where all indices are used as predictors in a single equation:
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𝒚 = 𝜷° + 𝜷𝟏 𝒙𝟏 + … 𝜷𝒏 𝒙𝒏

(3.5)

The regression summary provides a R2 value that indicates how well the model is
predicting. The R2 value provides a measure of the proportion of variability explained by
x. The closer the R2 value is to 1, the better the predictor (x) explains the predictand (y).
The linear regression model was optimized by identifying non-significant
predictors in a stepwise regression.
The stepwise regression formulates a combination of significant predictors that
yield the highest R2 and lowest mean square error (MSE). This approach determined
which teleconnection indices are good predictors for the model. The teleconnection
indices that are not helping the model predict, by reducing MSE, were removed from the
regression equation. The area where the MSE levels off and begins to increase is used as
the threshold for removing indices. The model was recomputed using only the significant
predictors specified by the stepwise equation. This process verified that model size can
be reduced while providing the same, or possibly improved, results.
A cross-validation method is used to confirm that high R2 values are not resulting
from data overfitting the model. This method is computed by using a model training
phase and testing phase. A bootstrap was used in training the model for 1000 repetitions
with a subset of random samples to establish model performance. The root mean square
error (RMSE) was computed to explain the variance between outbreak frequency values
observed and predicted during the training phase of the regression model. The testing
phase used the remaining data not included in the training to test the predictability of the
trained model.
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The interannual variability rates associated with the teleconnections investigated
in the current study is on the order of 6–12 months (Richman and Mercer 2012). This
timescale suggests there is potential for a lagged teleconnection-outbreak relationship.
The one-year lag regression was used to investigate this relationship. The one-year lag
linear/stepwise regression was computed using the same techniques as the previous
regression, but used teleconnection indices to predict outbreak frequency one year in
advance.
3.3.2

SVRs
To create the most optimal statistical model that predicts tornado outbreak

frequency, a more advanced regression technique was computed using a Support Vector
Regression (SVR) algorithm (Cristianini and Shawe-Taylor 2000). SVR is used to
advance model predictability by incorporating artificial intelligence and machine learning
techniques that allow the model to improve with each prediction. The results of Mercer
et al. (2008) indicate that SVR can achieve higher predictability than what is given by a
standard linear regression in many instances. The SVR procedure began by using a
kernel function to project the data into a high-dimensional hyperspace,
𝑘(𝑥, 𝑦) = 〈𝜙(𝑥), 𝜙(𝑦)〉H,

(3.6)

where H represents the higher-dimensional space and ϕ represents the map given
by the kernel function. This function transforms the data from its non-linear form into a
linear form, introducing a source of nonlinearity into a likely non-linear relationship
between teleconnections and outbreaks. SVR works by implementing a quadratic
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programming optimization to identify the best fit hyperplane to the data. This hyperplane
is similar to the line fit in a linear regression, but in the higher dimensional hyperspace.
One important facet of SVR training is the identification of the best SVR
parameters for prediction (in particular, the cost, kernel, and loss function values). A
bootstrap cross-validation approach using each of 135 different combinations of costkernel-loss parameters was conducted for 1000 replicates (the replicates were pairwise
between each sampling to ensure the same training/testing sets were used). The
following three kernel functions were assessed in the SVR:
1. Polynomial, 𝑘(𝒙, 𝒚) = (𝑥 𝑇 𝑦 + 1)p
2. Linear, 𝑘 (x, y) = xT y
3. Radial, 𝑘(𝑥, 𝑦) = 𝑒 −1/2𝜎

2 ||𝑥−𝑦||2

The following values for loss and cost functions were assessed:


𝜺 - Loss, .01, .005, .001.



Cost, 1, 10, 100, 1000, 10000

SVR was also used to predict outbreaks for the same year and at a one-year lag.
The highest skilled SVR configuration for each was selected by identifying the model
parameter combination with lowest median IQR. For the same-year model, the bootstrap
indicated that the linear kernel function was the most skilled predictor with a cost value
of 1 and a loss value of .01. For the one year lag, the radial kernel function was the most
skilled predictor with a cost value of 10 and a loss value of .001.
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CHAPTER IV
RESULTS

4.1
4.1.1

PCA results
January 500-hPa PCA
From the January 500-hPa heights RPCA, 8 PC loadings were retained and

rotated. The teleconnection patterns and their associated indices are displayed in figures
12–27. Updated patterns of those in Richman and Mercer (2012) were observed. The
patterns are displayed as correlation values associated with the variability each flow
pattern. The RPC scores are displayed, representing the numerical variability of each
teleconnection index throughout the time series.
January Pattern 1 – The WP/NPO pattern is characterized by two main circulation
centers located over the western Pacific Ocean and eastern Russia (figure 12). This
pattern accounts for 10.2% of the total January 500-hPa geopotential height variance.
The time series displays variability in the RPC scores with some large variations
occurring on a decadal scale (figure 13). The times series exhibits a slight positive trend
in the RPC scores.
January Pattern 2 – The Subtropical Zonal Winter (SZW) pattern has a primary
center located over western China with other secondary centers located over the eastern
Atlantic Ocean, central Pacific Ocean and central US (figure 14). The pattern accounts
for 9.4% of the total 500-hPa height variance in January. This teleconnection exhibits a
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pattern that has the potential to modify geopotential heights across the lower midlatitudes. The times series displays variability in the RPC score with a significant
negative trend (figure 15). The negative trend indicates an increase in geopotential
heights across the lower mid-latitudes.

Figure 4.1

The WP/NPO January Pattern
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Years

Figure 4.2

The WP/NPO RPC score time series

Figure 4.3

SZW January Pattern
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Figure 4.4

The January SZW RPC score time series

January Pattern 3 – The Northern Asian (NA) pattern has two main centers near
the North Pole with secondary centers over the northeastern Atlantic Ocean and
Indonesia (figure 16). This pattern accounts for 8.2% of 500-hPa height variance in
January. The times series displays general interannual variability in the RPC score with
no significant trend (figure 17).
January Pattern 4 – The East Atlantic (EA) has two main centers over the
northeast Atlantic Ocean and northern Europe (figure 18). This pattern accounts for
6.5% of 500-hPa height variability in January. The EA can be associated with a strong
height gradient over the east Atlantic Ocean. The time series displays variability in the
RPC score with a positive trend (figure 19). A strong positive trend occurs during the
years 1980 – 2011.
January Pattern 5 – The NAO has two centers located over Iceland and the Azores
(figure 20). This pattern accounts for 9.1% of 500-hPa height variability in January. The
NAO exhibits a pattern that can be associated with modifications to the strength of the
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westerlies and jet-stream patterns across the US. The time series displays variability in
the RPC score with a negative trend (figure 21).

Figure 4.5

The NA January pattern

Figure 4.6

The January NA RPC score time series
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Years

Figure 4.7

The January EA pattern

Years

Figure 4.8

The January EA RPC score time series
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Figure 4.9

The January NAO pattern

Years

Figure 4.10

The January NAO RPC score time series

January Pattern 6 – The January Pacific North American (PNA) pattern has three
primary centers over the northern Pacific Ocean, west coast of the US and Canada, and
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the Southeastern US (figure 22). This pattern accounts for 7.9% of total 500-hPa height
variance for January. The time series displays variability in the RPC score with a slight
negative trend (figure 23).
January Pattern 7 – The Eurasian patterns has two primary centers over northern
Europe and western Russia with secondary centers over northern Canada and Eastern
Russia (figure 24). This pattern accounts for 10.9% of 500-hPa height variability in
January. The time series displays variability in the RPC score with patterns of decadal
variability (figure 25).
January Pattern 8 – The January Tropical Northern Hemisphere mode (TNH) has
two main centers located over the Eastern Pacific and the north central US and Canada
(figure 26). This pattern accounts for 7.1% of January 500-hPa height variability in
January. The TNH can be associated with modifications in geopotential height
variability and jet-stream track across the central US. The time series exhibits large
interannual variability with no pronounced trend (figure 27).
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Figure 4.11

The January PNA pattern.

Figure 4.12

The January PNA RPC score time series
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Figure 4.13

The Eurasian January Pattern

Figure 4.14

The Eurasian January RPC score time series

Years
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Figure 4.15

The January TNH pattern.

Figure 4.16

The TNH RPC score time series.
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4.1.2

February 500-hPa PCA
From the February 500-hPa heights RPCA, 8 PC loadings were retained based on

their congruence coefficient and rotated with the Promax algorithm. The teleconnection
patterns and their associated RPC scores are displayed in the figures below. The
teleconnections patterns and indices derived from this RPCA revealed the February
components of six teleconnections found in Mercer et al. (2012) and Barnston and Livezy
(1987). Two new patterns are identified in the February RPCA that are not mentioned in
previous literature. The new February RPC 6 pattern is termed the Northern Hemisphere
Oscillation (NHO) and new February RPC 7 pattern is termed the North American
Winter (NAW) pattern. The loading patterns from the January RPCA were compared to
the February RPCA to identify each teleconnection
February Pattern 1 – The February NAO pattern has two primary centers over
Greenland and the North Atlantic (figure 28). This pattern accounts for 10.7% of total
500-hPa geopotential height variance for February. The NAO can be associated with
modifications in the strength of the westerlies and jet-stream patterns across the US. The
time series displays variability in the RPC score with variability occurring on a decadal
timescale (figure 29).
Pattern 2 – The February PNA pattern has one primary center located over the
North Pacific (figure 30). This pattern accounts for 15.8% of 500-hPa geopotential
height variability for the month February. The time series displays variability in the RPC
score with an apparent negative trend (figure 31).
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Figure 4.17

February PNA pattern

Figure 4.18

February PNA RPC score time series.
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February Pattern 3 – The WP/NPO has one primary center over the northwest
Pacific Ocean with a two secondary centers over the Western US and the northeast
Atlantic Ocean (figure 32). This pattern accounts for 9.7% of 500-hPa geopotential
height variance for the month of February. The time series displays variability in the
RPC score with no significant trend (figure 33).
February Pattern 4 – The February EA pattern has two primary centers located in
the northeast Atlantic Ocean and western Europe (figure 34). This pattern accounts for
8.3% of 500-hPa geopotential height variance for the month of February. The pattern is
assoicated with a strong geopotential height gradient over the eastern Atlantic Ocean. The
time series displays variability in the RPC score, with a positive trend (figure 35).
February Pattern 5 ¬– The February TNH pattern has two primary centers over
the eastern Pacific Ocean and the north Central US and Canada with a secondary center
along the southeastern US Gulf Coast and Eastern Seaboard (figure 36). This pattern can
be associated with modifications to geopotential heights and jet-stream patterns across
the central and southeastern US. The time series displays variability in the RPC score
with large negative spikes occurring on a decadal time scale (figure 37). No obvious
trend in the time series is observed.
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Figure 4.19

February WP/NPO pattern

Years

Figure 4.20

February WP/NPO RPC score time series
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Figure 4.21

February EA pattern

Years

Figure 4.22

February EA RPC score time series
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Figure 4.23

February TNH pattern

Figure 4.24

February TNH RPC score time series

Years
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February Pattern 6 – The February Northern Hemisphere Oscillation (NHO)
loading pattern has four primary centers over the western US, eastern Atlantic Ocean,
eastern Europe, and western Russia (figure 38). This pattern accounts for 5.8% of the
500-hPa variance for the month of February. The time series displays the variability of
the RPC score with a slight negative trend (figure 39).
February Pattern 7 – The February North American Winter (NAW) pattern is
characterized by a primary action center over the coast of Alaska and two secondary
centers over the West Coast and East Coast of the US (figure 40). The pattern accounts
for 5.5% of the 500-hPa variance for the month of February. The time series displays
the variability of the RPC score with slight positive trend (figure 41).
February Pattern 8 – The February NA pattern consists of two primary centers
over Kazakastan and northern Russia with two secondary centers over the eastern Pacific
Ocean and Europe (figure 42). This pattern accounts for 7.6% of 500-hPa geopotential
height variability in the month of February. The time series displays the variability in the
RPC score with no persistent (figure 43).
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Figure 4.25

February NHO pattern

Figure 4.26

February NHO RPC score time series
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Figure 4.27

The NAW Pattern

Figure 4.28

The February NAW pattern score time series

Years
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Figure 4.29

The February NA Pattern

Figure 4.30

The February NA RPC score time series.

52

Years

4.1.3

January and February 1000-hPa heights PCA
From both 1000-hPa heights RPCAs, the second RPC loadings, comprising the

January and February AO patterns, were retained. Other plotted rotated loading patterns
did not resemble the AO loading pattern displayed by the CPC in figure 2. The rotated
loadings, displaying the flow pattern associated with this teleconnection, are plotted in
figures 44 and 46. The time series graph of each RPC score reveals the monthly indices
of this teleconnection pattern (figures 45 and 47).
January AO Pattern – The January AO pattern has a primary center near the
North Pole with two secondary centers over the eastern Atlantic Ocean and north-central
Pacific Ocean (figure 44). This pattern accounts for 14.2% of 1000-hPa variability in the
month of January. The January AO rotated loading pattern explained the most variance
of the January RPC loadings. This pattern is associated with modifications in strength of
the westerlies and shifts in jet-stream patterns across the US. The time series displays the
variability in the RPC score with a slight positive trend (figure 45).
February AO Pattern – The February AO pattern is characterized by one primary
center near the North Pole (figure 46). This pattern accounts for 17.1% of 1000-hPa
geopotential height variance in the month of February. The February AO is associated
with modifications to the strength of the westerlies and jet-stream patterns across the US.
The time series displays the variability in the RPC score with a slight negative trend
(figure 47).
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Figure 4.31

The January AO pattern

Figure 4.32

The January AO RPC score time series

Years

54

Figure 4.33

The February AO Pattern

Figure 4.34

The February AO RPC score time series.

Years
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4.2
4.2.1

Regression Results
Standard Linear Regression Results
The same-year multivariate linear regression reveals that when using all

teleconnection indices derived in this study, along with the Niño 3.4 indices, 51% of the
variance of annual tornado outbreaks can be explained (R2 = 0.51). Interestingly, the
one-year lag multivariate linear regression achieves a R2 value of .62, indicating that
62% of tornado outbreaks can be explained (using all indices derived in this study and
Niño 3.4 indices as coefficients) one year in advance. Model size was reduced for both
the same-year and one-year lag linear models by incorporating a stepwise regression.
4.2.2

Stepwise Regression Results
The stepwise regression revealed the teleconnection indices that can be removed

from the regression model and improve the model by reducing MSE. The decision to
remove or keep the indices was based on the MSE values given by the stepwise
regression. The indices were kept where MSE continued to decrease (figures 48a & 48b).
For the same-year regression, eight indices were removed to reduce model size,
decreasing the R2 from .51 to .37. For the one-year lag regression, seven indices were
removed, decreasing R2 from .62 to .61. The models were trained and tested on new data
to verify the predictability using a bootstrap with 1000 repetitions. The bootstrap used
when training the model indicated that the same-year model misses a median of ~ 2.56
outbreaks per year/season, while the one-year lag model misses a median of ~2.43
outbreaks per year/season. The boxplots (figure 49) of RMSE values from the bootstrap
indicate that the lag regression has some outliers and a slightly higher IQR than the sameyear model. The lag model’s higher IQR and lower median value indicates that the
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model is typically more accurate than the same-year model, but it has a slight tendency to
produce higher error when forecasts are missed. The R2 values from bootstrapping the
same-year and one-year lag models are displayed in figure 50. The figure indicates that
the one-year lag model explains interannual outbreak variability statistically significantly
better than the same-year model.
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Table 4.1

Stepwise Regression
Index

MSE

R2

Index

MSE

R2

Feb. NAO

8.098

.13

Jan. Eu

7.766

.166

Feb NAW

7.451

.2

Feb. AE

6.296

.324

Feb. WP/NPO

7.164

.246

Feb NHO

6.116

.356

Feb. NA

7.078

.271

Jan. WP/NPO

6.055

.376

Jan. NA

6.823

.312

Feb. WP/NPO

5.875

.408

Jan. AO

6.644

.345

Jan NA

5.761

.432

Jan. EA

6.491

.374

Jan. AE

5.681

.452

Jan. TNH

6.41

.396

Feb NAW

5.628

.47

Jan. PNA

6.378

.413

Jan. ENSO

5.552

.489

Feb. TNH

6.312

.433

Feb ENSO

4.732

.575

Feb. NHO

6.277

.45

Feb. NA

4.676

.59

Jan WP/NPO

6.215

.469

Jan. SZW

4.666

.601

Jan. EU

6.294

.476

Jan. PNA

4.66

.612

Feb. NAO

6.38

.482

Feb. TNH

4.731

.616

Feb. AO

6.317

.501

Jan. TNH

4.855

.617

Jan. SZW

6.448

.505

Jan. AO

4.985

.618

NAO. Jan

6.637

.505

Feb. PNA

5.12

.618

Jan. ENSO

6.838

.505

Jan. NAO

5.266

.619

Feb. ENSO

7.048

.506

Feb. NAO

5.426

.619

Feb. WP/NPO

7.273

.506

Feb. AO

5.592

.62

Stepwise regression output for the same-year linear regression model (left). Stepwise
regression output for the one-year lag linear regression (right). The retained indices are
displayed, along with their associated MSE and R2 values. The indices in bold were
selected as the significant predictors. The indices not in bold were removed from the
regression equation.
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Figure 4.35

RMSE

RMSE boxplots for the same-year (left) and one-year lag (right) linear regression models.
The RMSE indicates model error associated with each forecast.
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Figure 4.36

Bootstrap R2 results

Bootstrap R2 boxplots from the same-year (left) and one-year lag (right) model training
are displayed in the figure.

4.2.3

SVR Results
The same-year SVR model achieved higher predictability than the same-year

linear regression model (figure 52). When assessing model error, the median IQR of
RMSE in the SVR model was ~2.39 (figure 51). While the median RMSE value is lower
in the SVR model, the bootstrapped IQR is greater. This difference in spread would
indicate that the SVR typically forecasts more accurately, but has the tendency to produce
larger error than the linear model when forecasts are missed. When assessing the lag
SVR model error, it has a median IQR of RMSE of ~2.6. The median IQR for the lag
SVR is higher than the lag linear model but has a smaller IQR. This difference indicates
that the lag SVR has the tendency to produce slightly higher error with each run, but is
more consistent than the lag linear model
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Figure 4.37

RMSE

RMSE median IQR boxplots for same-year SVR (1) and the one-year lag SVR (2).
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Figure 4.38

RMSE Boxplots 2011

Each boxplot displays RMSE values from the same year SVM (1) and linear regression
(2) and lag SVM (3) and lag linear regression (4). The RMSE value represents the
number of outbreaks missed in each forecast.
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CHAPTER V
DISCUSSION/CONCLUSION

The purpose of this study was to provide seasonal predictability for tornado
outbreak frequency in the US by creating a statistical model that uses teleconnection
indices as predictors. The teleconnection indices were derived from RPCAs of 500- and
1000-hPa height fields. 16 teleconnection indices for the months of January and
February were retained in the RPCAs. The indices that were derived from the 500-mb
height field for the months of January were similar to those found in the results of Mercer
and Richman (2012). The 500-hPa indices derived from the February PCA have not been
discussed in previous literature, but bear resemblance to the patterns in the results of
Barnston and Livezy (1987) and Mercer and Richman (2012). The AO pattern was also
derived for the months of January and February from the RPCA on the 1000-hPa height
field. ENSO Niño 3.4 anomaly data was acquired from the CPC. A linear model that
incorporated stepwise regression was used to create tornado outbreak forecasts for each
year from 1960–2011 using the teleconnection indices as predictors. The linear model
was used to predict outbreaks for the same year, and at a one-year lag. The stepwise
regression indicated which teleconnection indices helped the model predict outbreaks so
the non-significant predictors could be removed. To achieve highest model
predictability, a SVR algorithm was trained on the significant predictors given by the
stepwise regression and tested on new data. This algorithm was also used to predict
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tornado outbreaks at a one-year lag. The results show that the SVR was the optimal
forecast model since it displayed lower median IQR values and lower IQR spread. The
increase in model performance was expected since the SVR incorporates artificial
intelligence and machine learning that allows it to improve predictability with each
forecast. It was also observed that the linear and SVR models predict outbreak frequency
with higher accuracy at a one-year lag. Increased model accuracy at a one year lag seems
to suggest that the influence of teleconnections on planetary wavetrain patterns carries
well over into the next year/outbreak season.
The following are the limitations of this study that need to be addressed:
1. The outbreak data used in the study has a significant positive trend that
could be due to an increase in tornado reports or natural climate variability
that has resulted in a higher tornado outbreak frequency over the past few
decades. This issue does not have a significant impact on model
predictability.
2. Teleconnection indices cannot be derived in advance of the outbreak
season for the same-year models. The CPC does not release the height
data required to perform the analyses until well into the outbreak season
defined in this study. Luckily, the models achieved higher predictability
at a one-year lag than when predicting for the same year. This limitation
only affects the same-year SVR and linear models.
3. The results of this study show that teleconnection indices in the
investigated height fields and SST field are strongly correlated with
tornado outbreak frequency. The 500- and 1000hPa geopotential height
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anomalies and SST anomalies can modify mid-latitude wavetrain patterns
that influence seasonal outbreak frequency across the US. However,
providing sound meteorological reasoning for correlations between
outbreaks and specific teleconnection patterns goes beyond the scope of
this study. The SVR and Linear models only find patterns in the numbers,
providing no physical reasoning for specific patterns.
It is hopeful that this work can be used by the CPC or Storm Prediction Center
(SPC) to provide a means of seasonal forecasting for tornado outbreak frequency using
teleconnection indices as predictors. This work would be useful for notifying forecasters
and the public of what to expect in way of outbreaks for the upcoming outbreak season.
This prediction would be similar to the hurricane season outlook given by the National
Hurricane Center (NHC) each year. The SVR model output displayed that teleconnection
indices are useful for predicting outbreaks each year, particularly one year in advance.
However, the SVR model did exhibit some large model error for certain years,
particularly the year 2011. During the 2011 year, an unprecedented number of 18 major
tornado outbreaks occurred. The one-year lag outbreak model predicted 10 outbreaks for
the 2011 year (March – December). The missed forecast for the 2011 year was
responsible for the numerous outliers that are shown in the IQR boxplots (figure 52).
Since the SVR model uses machine learning and artificial intelligence, it is unlikely that
such large model error would occur again in advance of a major outbreak season.
The CPC and future studies could also use this work to investigate the trends that
were observed in outbreak frequency and teleconnection indices. Shafer and Doswell
(2010) indicated that the anthropogenic trend in tornado reports was removed from the
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ranking scheme by applying specific weights to each variable. While the anthropogenic
trend was removed, there is still a statistically significant positive trend in outbreak
frequency. It is likely that the trend can be attributed to an anthropogenic component that
cannot fully be removed, as well as climate variability that has resulted in more outbreaks
in the past few decades. Figure 53 displays the trend in outbreaks next to the trend in the
January EA pattern. Since the results from this study indicate that teleconnection indices
are strongly related to tornado outbreak frequency, it is likely that significant trends in
teleconnection indices could be related to the increase in tornado outbreaks that has been
observed over the past few decades.
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Years

Figure 5.1

Climate Variability

The trend in outbreaks (bottom) is compared to the trend in the January EA pattern (top),
which was indicated as a significant predictor by the same-year and one-year lag stepwise
regressions.
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