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Abstract
Time change is a powerful technique for generating noises and providing flexible models.
In the framework of time changed Brownian and Poisson random measures we study the
existence and uniqueness of a solution to a general mean-field stochastic differential equation.
We consider a mean-field stochastic control problem for mean-field controlled dynamics and
we present a necessary and a sufficient maximum principle. For this we study existence
and uniqueness of solutions to mean-field backward stochastic differential equations in the
context of time change. An example of a centralised control in an economy with specialised
sectors is provided.
Keywords: time change, martingale random fields, mean-field SDE, mean-field BSDEs,
mean-field stochastic optimal control
MS classification: 60G60, 60H10, 93E20, 91G80
1 Introduction
The modelling of the interactions and the equilibrium of a large number of agents is an issue
in several fields, e.g. in statistical mechanics with the kinetic theory for gases, in quantum me-
chanics or chemistry. Equilibria of a large number of agents also naturally appear in biology, in
neural networks, and in some economic issues as e.g. systemic risk, commodity markets, and en-
ergy related issues. The agents, whatever representing, are assumed symmetric, having similarly
shaped dynamics, interacting with the whole population without privileged connections.
The mean-field approach consists of approximating the large number or agents N with a con-
tinuum of them N −→ ∞. As clearly presented in e.g. [7], there are two ways to consider such
approximation corresponding to different forms of equilibrium. If the single agents are deciding
upon their own individual optimal strategies, then the framework corresponds to a Nash type
asymptotic equilibrium. This leads to mean-field games, see e.g. [14], [12]. On the other hand
another situation is when the decision on the optimal strategy is taken in ”centralised form”
on the asymptotic common behaviour, which corresponds to a controlled mean-field stochastic
differential equation (SDE) and the optimisation problem refers to this dynamics. In this case
we have a control problem of a mean-field SDE. See e.g. [1], [6]. The two approaches sketched
above are not conceptually equivalent though under some specific conditions the solutions may
coincide, see the analysis and examples in [7]. For an overview see e.g. [3] and references therein.
This paper deals with the stochastic control of a mean-field SDE. Our contribution consists in
the study of dynamics that are driven by a martingale random field and hence a more general
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framework than the one considered so far in the literature. To give a uniform presentation we
focus on martingale random fields generated by time changed Brownian and Poisson random
fields. However we stress that the first part of the paper, dealing with the existence of solutions of
a mean-field SDE, is valid for a general martingale random field with conditionally independent
values as defined in [8], see also [5]. The reason for choosing these time changed driving noises
comes from the balance between the relative easiness in generating noises in this way and the
flexibility of this class of models from the point of view of applications. Classical examples
taken from the mathematical finance literature range from the modelling of stochastic volatility
to the modelling of abrupt movements in default and more generally in credit risk. In general
time changed noises provide the flexibility to cover naturally the modelling of many stochastic
phenomena where inhomogeneous behaviour and erratic jump movements are detected. From
a mathematical perspective we relate the time changed noises in the representation as doubly
stochastic noises as defined here below. We stress that the time changed applied is not necessarily
a subordinator, which means that the framework suggested goes well beyond the Le´vy structures.
The specificity of the use of time changed Brownian and Poisson random measures comes in when
considering the actual mean-field control problem. In this case, in fact we deal with mean-field
backward stochastic differential equations (BSDEs), the solution of which relies on a stochastic
integral representation theorem involving the integral with respect to the driving measure only.
The existence of such representation theorems depends on the noise and the information flow
fixed on the probability space. It is well known that we can obtain these results for mixtures
of Gaussian and Poisson type measures and in [9] it is proved for time changed Brownian and
time changed Poisson random measures. See also [10] for a specific study on the structure of
the doubly stochastic Poisson random noises.
To summarise in the framework of time change noises, in the sequel we study the solution of a
general mean-field SDE in which the coefficients depend not only on the state of the system, but
on the distribution of such state. Here we generalise the work of [13], which deals with the Le´vy
case. Restricting the dynamics and the performance functional to depend on functionals of the
distribution of the system, we study a mean-field stochastic control problem by the maximum
principle approach. The mean-field control problems are typically time inconsistent and the
approach by maximum principle is a good response to tackle such control problems. For this
we solve the adjoint equations, studying the mean-field BSDEs driven by time changed noises.
In this we extend the work of [4]. The mean-field stochastic control problem considered were
first studied by [1] in the Brownian context. Another way to study maximum principle can be
done by the use of Malliavin calculus exploiting the duality between Malliavin derivative and
Skorohod integral. For this an adequate extension of the Malliavin calculus needs to be applied.
This goes beyond the scopes of the present paper and it is topic of other research.
As illustration of our results we study a centralised control problem in an economy with spe-
cialised sectors.
2 Framework
Let (Ω,F , P ) be a complete probability space and T > 0. Let λ := (λB , λH) ∈ L1([0, T ]×Ω;R2+)
be a two dimensional stochastic process with nonnegative components which are continuous in
probability. Let ν be a σ-finite measure on R0 := R \ {0} satisfying
∫
R0
z2ν(dz) < ∞. Define
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the random measure Λ on B([0, T ]× R) as
Λ(∆) :=
T∫
0
1∆(t, 0)λ
B
t +
∫
R0
1∆(t, z)λ
H
t ν(dz)dt, ∆ ∈ B([0, T ]× R) (2.1)
and let the σ-algebra FΛ be generated by the values of Λ on [0, T ].
The driving noise for the dynamics we are studying later on is given by the martingale random
field µ on B([0, T ]× R) defined by the mixture
µ(∆) := µG(∆ ∩ [0, T ]× {0}) + µP (∆ ∩ [0, T ]× R0)
of a doubly stochastic Gaussian random field µG on [0, T ]×{0} ∼ [0, T ] and a doubly stochastic
centred Poisson random measure µP on [0, T ] × R0, such that µG and µP are conditionally
independent given FΛ. This yields,
E[µ(∆)|FΛ] = 0, E[µ(∆)2|FΛ] = Λ(∆)
E[µ(∆1)µ(∆2)|FΛ] = 0 for ∆1,∆2 disjoint.
(2.2)
See e.g. [9] for details. The doubly stochastic noises are set in relationship with time change
by the characterisation [16, Theorem 3.1] (see also [11]). In view of this result µG has the
same distribution of a time changed Brownian motion and, for any B ∈ B(R0), the process
µP ([0, ·]×B) has the same distribution as a time changed centred pure jump Le´vy process. The
corresponding time change processes are independent of the Brownian motion and of the pure
jump Le´vy process respectively and they are related to the process λ.
For any t, let Fµt be the σ-algebra generated by the values of µ on B([0, t] × R). Then the
filtrations F and G are defined by
Ft :=
⋂
s>t
Fµs (2.3)
Gt := Fµt ∨ FΛ. (2.4)
Remark that, while F0 is trivial, G0 = FΛ. The filtration F is relevant for modelling when
applications are in view and the control problems will be studied under this information flow.
The filtration G is technical, better revealing the noise structure and it will serve for com-
putational purposes. Notice that µ is a martingale random field with respect to G (and
also F) in the sense of [8, Definition 2.1] and an Itoˆ type non-anticipating integral I(φ) :=∫ T
0
∫
R
φs(z)µ(ds, dz) is then well-defined. See [8] (see also [2] for the specific case of martin-
gale random fields with independently scattered values). The space of integrands denoted by
I := L2([0, T ] × R × Ω,B([0, T ] × R) ⊗ F ,Λ ⊗ P ), is the L2-space of the elements admitting a
G-predictable version. The norm ‖·‖I given by
‖φ‖2I := E
[ T∫
0
|φt(0)|2λBt +
∫
R0
φt(z)λ
H
t ν(dz)dt
]
.
We recall that G-predictable refers to the predictable σ-algebra
PG := σ((s, u] ×B ×A : 0 ≤ s < u ≤ T, A ∈ Gs, B ∈ B(R)),
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For later use we introduce also PF ⊆ PG as
PF := σ((s, u]×B ×A : 0 ≤ s < u ≤ T, A ∈ Fs, B ∈ B(R)).
When considering the stochastic integration with respect to µ and G, we have a stochastic
integral representation theorem of the following form: for any GT -measurable F ∈ L2(Ω,F , P ),
there exists φ ∈ I such that
F = F 0 ⊕
∫ T
0
∫
R
φt(z)µ(dt, dz) for F
0 = E[F |FΛ],
where the integrand φ can be explicitly expressed in terms of the non-anticipating derivative. See
[8, Definition 3.4, Theorem 3.1] (see also [9, Theorem 3.3]).
3 Mean-field SDEs
Following a classical approach by the fixed point theorem, yet adapted to the present framework,
we prove the existence of a strong solution to the mean-field SDE
Xt = x+
t∫
0
b(s,Xs−,LXs)ds+
t∫
0
∫
R
κ(s, z,Xs−,LXs)µ(ds, dz), (3.1)
for appropriate b : [0, T ]×R×M0(R)×Ω→ R and κ : [0, T ]×R×R×M0(R)×Ω→ R, where
M0(S) denotes the space of probability measures on the topological space S equipped with the
Borel σ-algebra and, for all s, LXs denotes the law of Xs. Mean-field SDEs driven by Brownian
or Le´vy noises were studied in e.g. [1] and [13]. Note that the results of this section are valid
for any martingale random field with square integrable conditionally independent values as in
[8, Definition 2.1]. To keep the exposition uniform throughout the paper we present the results
for the time changed noises. In this case, for the filtration G, we have that, for all B ∈ B(R),
〈µ([0, ·] ×B)〉t = Λ([0, t] ×B), ∈ [0, T ]. See [8, Theorem 2.1].
Hereafter we consider two metric spaces with Wasserstein metric. The first is the space M2(R)
of elements Q ∈ M0(R) such that
∫
R
|r|2Q(dr) < ∞ equipped with the metric dR given by the
infimum
dR(P,Q) = inf
R
(∫
R2
|v − w|2R(dv, dw)
) 1
2
over all measures R ∈M0(R2) with marginals P and Q, that is R(U×S) = P (U) and R(S×U) =
Q(U), for all U ∈ B(R).
Let D denote the space of all real ca`dla`g functions on [0, T ] equipped with the sup-norm ‖·‖∞. As
above we define the metric space M2(D) of elements Q ∈M0(D) such that
∫
D
‖Y ‖2∞Q(dY ) <∞,
equipped with the metric
dD(P,Q) = inf
R
(∫
D2
‖V −W‖2∞R(dV, dW )
) 1
2
where the infimum is taken over all R ∈M0(D2) with marginals P and Q.
Let Q ∈M2(D) and, for every s, let Qs be the probability measure corresponding to:
Qs(A) = Q{Y ∈ D : Y (s) ∈ A}
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At first we study an SDE of type:
Xt = x+
t∫
0
b(s,Xs−, Qs)ds+
t∫
0
∫
R
κ(s, z,Xs−, Qs)µ(ds, dz), (3.2)
and then we specialise the result to (3.1). To guarantee that the terms in the above equation
are well-defined, we summarise some results.
Lemma 3.1. For all s ∈ [0, T ], the probability measure Qs ∈M2(R) and the function s 7 −→ Qs
is ca`dla`g and Borel measurable.
Proof. The proof is based on direct arguments, which can also be partially retrieved within the
proof of [13, Proposition 1.2]. Hereafter follows a sketch. The proof of Qs ∈M2(R) exploits the
domination by the sup-norm. The ca`dla`g property is obtained by dominated convergence. For
this we observe that Qs− is the weak limit of Qu for u ↑ s and it is also
Qs−(A) = Q{Y ∈ D : Y (s−) ∈ A}.
The measurability is proved by point-wise approximation taking, e.g., the sequence of step
functions Fn : [0, T ]→M2(R) of type
Fn(t) :=
n∑
j=1
Q j
n
T1[ j−1
n
T, j
n
T )(t)
Here we make use of the ca`dla`g property proved earlier.
For later use, we introduce the notation SF2 for the F-adapted stochastic processes Y such that
‖Y ‖2S2= E
[
supt∈[0,T ]|Yt|2
]
< ∞. Furthermore, for any s ∈ [0, T ], we introduce the notation
‖·‖λs for the seminorm defined (ω-wise) by
‖α‖2λs := |α(0)|2λBs +
∫
R0
|α(z)|2λHs ν(dz).
Assumptions 1.
(E1) The real functions b(s, x,Y, ω) and κ(s, z, x,Y, ω), s ∈ [0, T ] x ∈ R, z ∈ R, Y ∈ M2(R),
ω ∈ Ω are PF ⊗ B(R)⊗B(M2(R))-measurable.
(E2) The functions (x,Y) 7 −→ b(s, x,Y, ω) and (x,Y) 7 −→ κ(s, ·, x,Y, ω) are globally Lipschitz,
i.e. for all s, ω there exists a constant C ≥ 0 such that
|b(s, x1,Y1, ω)− b(s, x2,Y2, ω)|+‖κ(s, ·, x1,Y1, ω)− κ(s, ·, x2,Y2, ω)‖λs
≤ C(|x1 − x2|+dR(Y1,Y2)) for all x1, x2 ∈ R,Y1,Y2 ∈M2(R)
(E3) For the Dirac measure at 0, we have
E
[ ∫ T
0
|b(s, 0, δ0)|2+‖κ(s, ·, 0, δ0)‖2λsds
]
<∞.
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Remark 3.2. Under assumptions (E1) and (E2) we have that, for any F-predictable process
xt, t ∈ [0, T ] and Qt as defined above, the stochastic process
(t, z, ω) 7 −→ κ(t, z, xt(ω), Qt, ω) (3.3)
is predictable, i.e. PF-measurable. To see this it is enough to observe that (t, z, ω) 7 −→ xt(ω) is
PF-measurable and then proceed by composition of measurable functions.
Theorem 3.3. Assume (E1) − (E3). For any fixed probability measure Q ∈ M2(D), the SDE
(3.2):
X
Q
t = x+
t∫
0
b(s,XQs−, Qs)ds +
t∫
0
∫
R
κ(s, z,XQs−, Qs)µ(ds, dz), (3.4)
has a unique ca`dla`g solution in SF2 .
Proof. The proof is organised in two steps. First, we show that, if there is a ca`dla`g solution XQ
to (3.4), then it necessarily lies in the Banach space SF2 . In a second step, we use Banach’s fixed
point theorem in order to obtain existence and uniqueness. To do so, we define the mapping
F : SF2 → SF2 , by
F (X)t := x+
t∫
0
b(s,Xs−, Qs)ds+
t∫
0
∫
R
κ(s, z,Xs−, Qs)µ(ds, dz),
and show that it is a contraction.
Step 1: We prove that any ca`dla`g solution XQ to (3.4) necessarily lies in S2
F
. For this, we
consider the increasing sequence of stopping times τn := inf{t ∈ [0, T ] : XQt > n}, n ∈ N. Since
XQ is ca`dla`g, we have XQs− ≤ n for each s ≤ τn. Observe
‖XQ·∧τn‖2S2 = E
[
sup
t∈[0,T ]
|XQt∧τn |2
]
≤ 3|x|2+3TE
[ T∧τn∫
0
|b(s,XQs−, Qs)|2ds
]
+ 3E
[
sup
t∈[0,T ]
|Mt∧τn |2
]
,
where Mt :=
t∫
0
∫
R
κ(s, z,XQs−, Qs)µ(ds, dz). By the Burkholder-Davis-Gundy inequality we have
E
[
sup
t∈[0,T ]
|Mt∧τn |2
]
= C1E
[
[M ]T∧τn
]
= C1E
[ T∧τn∫
0
‖κ(s, ·,XQs−, Qs)‖2λsds
]
.
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Therefore, exploiting (E2) and (E3), we get
E
[
sup
t∈[0,T ]
|XQt∧τn |2
]
≤ 3|x|2+3(T ∨ C1)E
[ T∧τn∫
0
|b(s,XQs−, Qs)|2+‖κ(s, ·,XQs−, Qs)‖2λsds
]
≤ 3|x|2+3(T ∨C1)E
[ T∫
0
2|b(s, 0, δ0)|2+2‖κ(s, ·, 0, δ0)‖2λsds
]
+ 3(T ∨ C1)E
[ T∧τn∫
0
2|b(s,XQs−, Qs)− b(s, 0, δ0)|2+2‖κ(s, ·,XQs−, Qs)− κ(s, ·, 0, δ0)‖2λsds
]
≤ 3|x|2+6(T ∨C1)E
[ T∫
0
|b(s, 0, δ0)|2+‖κ(s, ·, 0, δ0)‖2λsds
]
+ 6(T ∨ C1)C2E
[ T∧τn∫
0
|XQs−|2+dR(Qs, δ0)2ds
]
. (3.5)
Moreover, observe that
dR(Qs, δ0)
2 ≤
∫
R2
|v − w|2Qs(dv)δ0(dw) ≤
∫
D
‖Y ‖2∞Q(dY ) <∞.
Substituting this in (3.5) and exploiting |XQs−|2≤ n2, for all s ≤ T ∧ τn, we get
E
[
sup
t∈[0,T ]
|XQt∧τn |2
]
≤ 3|x|2+6(T ∨ C1)E
[ T∫
0
|b(s, 0, δ0)|2+‖κ(s, ·, 0, δ0)‖2λsds
]
+ 6(T ∨ C1)C2T
(
n2 +
∫
D
‖Y ‖2∞Q(dY )
)
<∞.
Hence the function s 7 −→ E[supt∈[0,s]|XQt∧τn |2] is Lebesque integrable. In fact
T∫
0
∣∣∣E[ sup
t∈[0,s]
|XQt∧τn |2
]∣∣∣ds ≤ TE[ sup
t∈[0,T ]
|XQt∧τn |2
]
<∞.
The integrability allows us now to apply Gronwall’s inequality to (3.5) since
E
[
sup
t∈[0,T ]
|XQt∧τn |2
]
≤ K1 +K2
T∫
0
E
[
sup
t∈[0,s]
|XQt∧τn |2
]
ds
with the finite positive constants
K1 := 3|x|2+6(T ∨ C1)E
[ T∫
0
|b(s, 0, δ0)|2+‖κ(s, ·, 0, δ0)‖2λsds
]
+ 6(T ∨ C1)C2T
∫
D
‖Y ‖2∞Q(dY )
K2 := 6(T ∨ C1)C2.
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Thus we obtain E[supt∈[0,T ]|XQt∧τn |2] ≤ K1eK2T <∞. By monotone convergence we can conclude
‖XQ‖2S2 <∞.
Step 2: Here we see that for anyX ∈ SF2 the value F (X) is well-defined. Since t 7 −→, (Xs−)s∈[0,T ]
is ca`gla`d (and therefore predictable as it is adapted), thanks to Remark 3.2 we can guarantee
that φs(·) := κ(s, ·,Xs−, Qs) is predictable.
For anyX ∈ SF2 and being κ Lipschitz, we get that ‖φ‖I <∞. This implies that F is well-defined
on the entire SF2 and the stochastic process
∫ t
0
∫
R
φs(z)µ(ds, dz), t ∈ [0, T ], is a martingale (see
[8], Remark 3.2)). Since F is right-continuous, then the martingale process of the integrals has
a ca`dla`g version (see, e.g. Theorem 6.27 (ii) in [15]). Then, w.l.o.g., we choose F (X) to be
ca`dla`g (the integral w.r.t. ds is continuous). By the same arguments as in Step 1, with the only
difference being that we exploit E[supt∈[0,T ]|Xt|2] <∞ instead of using the Gro¨nwall inequality,
we can see that E[supt∈[0,T ]|F (X)t|2] <∞. This proves that F indeed maps into SF2 .
Let F ◦0 = id, i.e. F ◦0(X) = X, and let F ◦n denote the nth composition of F . Now we show
that, for n large enough, this is a contraction on SF2 . By the same reasoning as above, we have
‖F ◦n(X) − F ◦n(Y )‖2S2 = E
[
sup
t∈[0,T ]
|F (F ◦n−1(X))t − F (F ◦n−1(Y ))t|2
]
= E
[
sup
t∈[0,T ]
∣∣∣
t∫
0
b(s, F ◦n−1(X)s−, Qs)− b(s, F ◦n−1(Y )s−, Qs)ds
+
t∫
0
∫
R
κ(s, z, F ◦n−1(X)s−, Qs)− κ(s, z, F ◦n−1(Y )s−, Qs)µ(ds, dz)
∣∣∣2]
≤ 2(T ∨C1)E
[ T∫
0
|b(s, F ◦n−1(X)s−, Qs)− b(s, F ◦n−1(Y )s−, Qs)|2ds
+
T∫
0
‖κ(s, z, F ◦n−1(X)s−, Qs)− κ(s, z, F ◦n−1(Y )s−, Qs)‖2λsds
]
≤ 2(T ∨C1)C2
T∫
0
E
[
sup
t≤s
|F ◦n−1(X)t − F ◦n−1(Y )t|2
]
ds.
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By iteration down to 0, making use of F ◦0 = id and Fubini’s theorem, we get
‖F ◦n(X)− F ◦n(Y )‖2S2 ≤ 2n(T ∨ C1)nC2n
T∫
0
tn∫
0
· · ·
t2∫
0
E
[
sup
t≤t1
|Xt − Yt|2
]
dt1 · · · dtn−1dtn
= 2n(T ∨ C1)nC2n
T∫
0
T∫
t1
· · ·
T∫
tn−1
E
[
sup
t≤t1
|Xt − Yt|2
]
dtn · · · dt2dt1
= 2n(T ∨ C1)nC2n
T∫
0
E
[
sup
t≤t1
|Xt − Yt|2
] T∫
t1
· · ·
T∫
tn−1
dtn · · · dt2dt1
= 2n(T ∨ C1)nC2n
T∫
0
E
[
sup
t≤t1
|Xt − Yt|2
](T − t1)n−1
(n− 1)! dt1
≤ 2
n(T ∨ C1)nC2nT n
n!
E
[
sup
t≤T
|Xt − Yt|2
]
.
Since
∞∑
n=0
2n(T ∨ C1)nC2nT n
n!
= exp(2(T ∨ C1)C2T ) <∞,
the term 2
n(T∨C1)nC2nTn
n! vanishes as n goes to infinity. Thus, for n large enough, we have
‖F ◦n(X)− F ◦n(Y )‖2S2 ≤
1
2
‖X − Y ‖2S2
and F ◦n is a contraction. By Banach’s fixed point theorem there exists one unique pointXQ ∈ SF2
such that XQ = F ◦n(XQ). This is then also a fixed point for F . Observe that F (XQ) =
F (F ◦n(XQ)) = F ◦n(F (XQ)). Hence F (XQ) is fixed point for F ◦n. By uniqueness of the fixed
point we have then F (XQ) = XQ. By this we conclude.
We turn now to the study of (3.1).
Theorem 3.4. Assume (E1)− (E3). The mean-field SDE (3.1) has exactly one non-exploding
ca`dla`g solution X in the sense that X ∈ SF2 , i.e. E
[
supt∈[0,T ]|Xt|2
]
<∞.
We remark that in the case of the SDE (3.4), being Q ∈M2(D) fixed, we could deduce that the
unique solution was necessarily an element of SF2 . For the SDE (3.1) this is not the case. Hence
we restrict the study to the non-exploding solutions.
Proof. Relying on Theorem 3.3 the arguments follow the same steps as [13, Proposition 1.2],
which is though formulated for Le´vy processes only. Hereafter, we only sketch the main steps.
First we observe that, having restricted the study to non-exploding solutions X we have∫
D
‖Y ‖2∞LX(dY ) =
∫
Ω
sup
t∈[0,T ]
|Xt(ω)|2P (dω) = E
[
sup
t∈[0,T ]
|Xt|2
]
<∞.
Therefore necessarily LX ∈ M2(D). Define the function Φ : M2(D) → M2(D) such that Q 7 −→
LXQ , where XQ is the solution of (3.4) corresponding to the input measure Q. By Theorem
3.3, XQ ∈ SF2 , which implies LQX ∈ M2(D)). Observe that XQ is a non-exploding solution of
(3.1) if and only if Q is a fixed point of Φ. Finally we show that Φ is a contraction. This is done
following the same arguments as for Step 2 in the proof of Theorem 3.3.
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4 Mean-field BSDEs
In the sequel we intend to study the stochastic control problem
sup
u
E
[ ∫ T
0
f(s, λs,X
u
s−, E[ϕ(X
u
s )], us)ds+ g(X
u
T , E[χ(X
u
T )])
]
via a maximum principle. Hence we deal with the adjoint equation associated to the Hamiltonian
function, which follows backward dynamics. Before entering the core of the issue we present the
necessary results related to mean-field BSDEs. We follow the approach of [4] and exploit the
techniques suggested in [9] and [10] for time changed Le´vy noises.
First we introduce some notation. For any random variable X on (Ω,F , P ), we draw its in-
dependent copy, which is denoted by X ′. More precisely, we consider the product probability
space (Ω2,F⊗, P⊗) = (Ω×Ω,F ⊗F , P ⊗P ) where we can identify the original random variable
X with
X(ω˜, ω) := X(ω)
and its independent copy X ′ with
X ′(ω˜, ω) := X(ω˜).
Moreover, we define the functional E : L1(Ω2,R) −→ R:
E[Y ] :=
∫
Ω2
Y (ω˜, ω)P⊗2(dω˜, dω)
and the operator E′ : L1(Ω2,R) −→ L1(Ω,R):
E′[Y ](ω) :=
∫
Ω
Y (ω˜, ω)P (dω˜).
In particular, for the random variable X and its copy X ′ we have that
E′[X] = X and E′[X ′] = E[X]. (4.1)
Let us also introduce the spaces L2ad(G) and L
2
pred(G) of G-adapted and, correspondingly, G-
predictable stochastic processes such that E[
∫ T
0 |Ys|2ds] < ∞. Also we define SG2 as the space
of of G-adapted stochastic processes such that ‖Y ‖2S2 = E[sups≤T |Ys|2] < ∞. Furthermore we
define L2pred(F ⊗G) of F ⊗G-predictable stochastic process such that E
[ ∫ T
0 |Ys|2ds
]
<∞. Here
F ⊗G is the filtration given by F ⊗ Gt, t ∈ [0, T ]
Finally, let
L2(δ0 + ν) :=
{
α : R→ R : ‖α‖2 := |α(0)|2+
∫
R0
|α(z)|2ν(dz) <∞
}
.
In this framework we study existence and uniqueness of the G-adapted solutions of the BSDE
of type: {
dYt = E
′
[
h(t, λt, λ
′
t, Yt, Y
′
t , Zt(·), Z ′t(·))
]
dt+
∫
R
Zt(z)µ(dt, dz)
YT = F
(4.2)
for appropriate conditions on F and h : [0, T ]× R2 × R2 × (L2(δ0 + ν))2 × Ω2 −→ R.
For any (Y,Z) ∈ L2ad(G)× I define the real function
h˜(t, l, y, z(·)) := E′
[
h
(
t, l, λ′t, y, Y
′
t , z(·), Zt(·)′
)]
, t ∈ [0, T ], l, y ∈ R, z ∈ L2(δ0 + ν). (4.3)
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Assumptions 2.
(C1) F ∈ L2(Ω,F , P ) is GT -measurable
(C2) Y1, Y2 ∈ L2ad(G) and all Z1, Z2 ∈ I the stochastic process h
(
t, λt, λ
′
t, Y1,t, Y
′
2,t, Z1,t(·), Z2,t(·))′
)
,
t ∈ [0, T ], is F ⊗G-adapted
(C3) For all y1, y
′
1, y2, y
′
2 ∈ R, z1, z′1, z2, z′2 ∈ L2(δ0 + ν) and (ω˜, ω) ∈ Ω2, there exists a
constant K > 0 such that
|h(t, λt, λ′t, y1, y′1, z1, z′1, ω˜, ω)− h(t, λt, λ′t, y2, y′2, z2, z′2, ω˜, ω)|
≤ K
(
|y1 − y2|+|y′1 − y′2|+‖z1 − z2‖λt(ω) + ‖z′1 − z′2‖λ′t(ω˜,ω)
)
(C4) the stochastic porcess h(t, λt, λ
′
t, 0, 0, 0, 0), t ∈ [0, T ] belongs to L2pred(F ⊗G)
(C5) For all (Y,Z) ∈ L2ad(G)× I the stochastic process h˜(t, λt, 0, 0) belongs to L2pred(G).
Theorem 4.1. Assume (C1) − (C5). Then there exists a unique G-adapted solution (Y,Z) ∈
SG2 × I to the mean-field BSDE (4.2).
Proof. First we study the following BSDE for any given couple (Y (0), Z(0)) ∈ L2ad(G)× I:

dY
(1)
t = E
′
[
h
(
t, λt, λ
′
t, Y
(1)
t , (Y
(0)
t )
′, Z
(1)
t (·), (Z(0)t (·))′
)]
dt+
∫
R
Z
(1)
t (z)µ(dt, dz)
= h˜(t, λt, Y
(1)
t , Z
(1)
t (·))dt +
∫
R
Z
(1)
t (z)µ(dt, dz)
Y
(1)
T = F,
(4.4)
It is easy to check that, under the assumptions (C1) − (C5), for any fixed input (Y (0), Z(0)) ∈
L2ad(G)×I, (4.4) satisfies the conditions of [9, Theorem 4.5] that yields existence and uniqueness
of the solution (Y (1), Z(1)) in SG2 ×I. Remark that the cited result relies on the stochastic integral
representation theorem for the martingale random field µ under the filtration G, see [9, Theorem
3.3].
Define the mapping
Ψ : L2ad(G)× I −→ L2ad(G)× I (4.5)
(Y (0), Z(0)) 7 −→ (Y (1), Z(1))
where (Y (1), Z(1)) is solution to (4.4). If Ψ is a contraction on L2ad(G) × I, then there exists a
unique point in (Y,Z) ∈ L2ad(G) × I such that Ψ(Y,Z) = (Y,Z), which necessarily belongs to
SG2 ×I, as discussed above. Furthermore the fixed point (Y,Z) corresponds to the solution of the
original equation (4.2). Thus, we show that Ψ has a unique fixed point by standard arguments
via the Banach’s fixed point theorem. This follows standard arguments. The details are in the
Appendix.
In the case of a linear mean-field BSDE, the set of assumptions guaranteeing existence can be
detailed differently.
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Corollary 4.2. Consider the case of the mean-field BSDE (4.2) where h : [0, T ] × R2 × R2 ×
(L2(δ0 + ν))
2 ×Ω2 −→ R has linear form:
h(t, l, l′, y, y′, z(·), z′(·), ω˜, ω) = At(ω˜, ω) +Bt(ω)y + Ct(ω˜, ω)y′
+Dt(0, ω)z(0)l
(1) + Et(0, ω˜, ω)z
′(0)(l(1))′
+
∫
R0
Dt(ξ, ω)z(ξ)l
(2) + Et(ξ, ω˜, ω)z
′(ξ)(l(2))′ν(dξ),
(4.6)
where l = (l(1), l(2)), l′ = ((l(1))′, (l(2))′). Assume
(C1’) F ∈ L2(Ω,F , P ) FT -measurable
(C2’) A·, C·, E·(ξ) are F ⊗G-adapted and B·, D·(ξ) are G-adapted for all ξ ∈ R.
(C3’) B·, C·, D·(0)
√
λB· , E·(0)
√
(λB)′·,
∫
R0
|D·(ξ)|2λH· ν(dξ) and
∫
R0
|E·(ξ)|2(λH)′·ν(dξ) are bounded.
(C4’) A ∈ L2pred(F ⊗G).
(C5’) E′[A·+C·(Y
(0)
· )
′+E·(0)(Z
(0)
· (0))
′+
∫
R0
E·(ξ)(Z
(0)
· (ξ))
′ν(dξ)] ∈ L2pred(G) for all (Y (0), Z(0)) ∈
L2ad(G)× I.
Then there exists a solution in SG2 × I to the linear mean-filed BSDE.
5 The mean-field stochastic control problem
Let us consider the controlled stochastic process described by the following mean-field SDE:
Xut = x+
t∫
0
b(s, λs,X
u
s−, E[X
u
s ], us)ds +
t∫
0
∫
R
κ(s, z, λs,X
u
s−, E[X
u
s ], us)µ(ds, dz), (5.1)
where u = (ut)t∈[0,T ] denotes the control variable. Here,
b : [0, T ]× R+ × R× R× R× Ω 7 −→ R
κ : [0, T ]× R× R+ × R× R× R× Ω 7 −→ R.
The dynamics (5.1) are a special case of (3.1). Hereafter we reformulate and specify the as-
sumptions (E1) − (E3) to fit the present study. From now on we shall assume the following
conditions on the coefficients b and κ to hold.
Assumptions 3.
(E1’) b and κ can be decomposed as follows:
b(s, λ, x, y, u, ω) = b0(ω, s, λ) · b1(s, λ, x, y, u) + b2(ω, s, λ)
κ(s, z, λ, x, y, u, ω) = κ0(ω, s, z, λ) · κ1(s, z, λ, x, y, u) + κ2(ω, s, z, λ),
where b0, b2, κ0, κ2 are such that for i = 0, 2
(ω, s, z) 7 −→ bi(ω, s, λs(ω)), (ω, s, z) 7 −→ κi(ω, s, z, λs(ω))
are F-predictable and b1 and κ1 are C
1 in (s, z, λ, x, y, u).
12
(E2’) There exist the deterministic constants 0 ≤ K,L <∞ such that for ∂ib and ∂iκ, i = x, y, u,
the following boundedness and Lipschitzianity conditions hold Leb([0, T ] × R3)⊗ P -a.e.
|∂ib(s, λs(ω), x, y, u, ω)|+‖∂iκ(s, ·, λs(ω), x, y, u, ω)‖λs < K (5.2)
|∂ib(s, λ, x1, y1, u1, ω)− ∂ib(s, λ, x2, y2, u2, ω)|≤ L(|x1 − x2|+|y1 − y2|+|u1 − u2|) (5.3)
‖∂iκ(s, λs(ω), x1, y1, u1, ω)− ∂iκ(s, λs(ω), x2, y2, u2, ω)‖λs
≤ L(|x1 − x2|+|y1 − y2|+|u1 − u2|) (5.4)
(E3’) E
[ ∫ T
0 |b(s, λs, 0, 0, 0)|2+‖κ(s, ·, λs, 0, 0, 0)‖2λsds
]
<∞.
We introduce the space HF of F-predictable processes in such that ‖Y ‖2S2 := E[sups≤T |Ys|2] <∞.
Lemma 5.1. Let u ∈ HF. Then the SDE (5.1) has a unique solution in SF2 .
Proof. Define the random functions b(λ,u) : [0, T ]×R×M2(R)×Ω→ R, κ(λ,u) : [0, T ]×R×R×
M2(R)× Ω→ R
b(λ,u)(s, x,Y, ω) := b(s, λs(ω), x, 〈id,Y〉, us(ω))
κ(λ,u)(s, z, x,Y, ω) = κ(s, z, λs(ω), x, 〈id,Y〉, us(ω)),
where 〈α,Y〉 = ∫
R
α(a)Y(da). We verify that assumptions (E1)− (E3) hold and apply Theorem
3.4 to conclude. Observe that the particular structure of b and κ given in (E1′) implies (E1).
As for (E2), we check the Lipschitzianity for κ(λ,u) only as the same argument can be applied
to b(λ,u). By condition (E1′), the function (x, y) 7 −→ κ(s, z, λs(ω), x, y, u) is C1. Then applying
the generalisation of the mean value theorem for functions in several variables, there exists
α = α(ω) ∈ [0, 1], ω ∈ Ω, such that
κ(s, ·, λs(ω), x1, 〈id,Y1〉, us(ω))− κ(s, ·, λs(ω), x2, 〈id,Y2〉, us(ω))
=
〈
∇x,yκ(s, ·, λs(ω), α(ω)x1 + (1− α(ω))x2, 〈id, α(ω)Y1 + (1− α(ω))Y2〉, us(ω)),
(
x1 − x2
〈id,Y1 − Y2〉
)〉
.
This, together with Cauchy-Schwarz’s inequality and the definition of ‖·‖λs yields
‖κ(λ,u)(s, z, x1,Y1, ω)− κ(λ,u)(s, z, x2,Y2, ω)‖λs
≤ ‖∂xκ(s, ·, λs(ω), x˜(ω), 〈id, Y˜(ω)〉, us(ω))‖λs · |x1 − x2|
+ ‖∂yκ(s, ·, λs(ω), x˜(ω), 〈id, Y˜(ω)〉, us(ω))‖λs · |〈id,Y1 − Y2〉|,
where x˜(ω) = α(ω)x1 + (1 − α(ω))x2 and Y˜(ω) = α(ω)Y1 + (1 − α(ω))Y2. Moreover, the
boundedness (5.2) of the partial derivatives from (E2′) implies
‖κ(λ,u)(s, z, x1,Y1, ω)− κ(λ,u)(s, z, x2,Y2, ω)‖λs ≤ K(|x1 − x2|+|〈id,Y1 − Y2〉|).
The Lipschitzianity of the identity and Kantorovich-Rubinstein’s theorem give (E2):
‖κ(λ,u)(s, z, x1,Y1, ω)− κ(λ,u)(s, z, x2,Y2, ω)‖λs ≤ K1(|x1 − x2|+dR(Y1,Y2)).
Finally, (E3′) and the (E2) just proved imply (E3).
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In the sequel we study the optimal control problem
J(uˆ) = sup
u∈A
J(u) (5.5)
with objective functional
J(u) := E
[ T∫
0
f(s, λs,X
u
s−, E[ϕ(X
u
s )], us)ds+ g(X
u
T , E[χ(X
u
T )])
]
(5.6)
for the dynamics (5.1) and on a class of admissible controls A characterised below.
The objective function J is subject to the following assumptions.
Assumptions 4.
(O1) For all (s, z, ω) ∈ [0, T ]× R× Ω:
(x, y, u) 7 −→ f(s, λs(ω), x, y, u) ∈ C1(R3)
(x, y) 7 −→ g(x, y) ∈ C1(R2)
ϕ, χ ∈ C1(R).
(O2) g, ϕ, χ are concave.
(O3) ∂xϕ and ∂xχ are Lipschitz.
(O4) It holds
– either ϕ is affine or ∂yf(s, λs(ω), x, y, u) ≥ 0 for all (s, z, x, y, u, ω) ∈ [0, T ]×R×R×
R× R× Ω.
– either χ is affine or ∂yg(x, y) ≥ 0 for all (x, y) ∈ R× R.
(O5) g is such that for all X ∈ L2(Ω,F , P ) and all y ∈ R:
∂xg(X, y) ∈ L2(Ω,F , P ) and ∂yg(X, y) ∈ L1(Ω,F , P ).
Hereafter we characterise the admissible strategies.
Definition 5.1. Let U ⊆ R be a convex set. A stochastic process u ∈ HF with values in U is
called an admissible strategy if the following conditions are satisfied
(A1) The objective J(u) is well defined for u, i.e.
s 7 −→ f(s, λs,Xus−, E[ϕ(Xus )], us) ∈ L1(Ω× [0, T ],F ⊗ B([0, T ]), P ⊗ Leb)
and
g(XuT , E[χ(X
u
T )]) ∈ L1(Ω,F , P ).
(A2) For i = x, y, u, the stochastic processes ∂if(s, λs,X
u
s−, E[ϕ(X
u
s )], us), (s, ω) ∈ [0, T ] × Ω,
are elements of L2([0, T ] × Ω,B([0, T ]) ⊗ F ,Leb ⊗ P ). For i = x, y, the random variables
∂ig(X
u
T , E[χ(X
u
T )]), ω ∈ Ω belong to L2(Ω,F , P ).
The set of admissible strategies is denoted by A.
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The presence of the mean-field terms makes the optimal control problem (5.5) inhomogeneous
in the sense that it does not satisfy the Bellman principle. We study the problem (5.5) via the
stochastic maximum principle and we suggest a sufficient and a necessary result. For these we
shall work with the Hamiltonian function in which the solution of the adjoint equation appears.
In the context of this paper the adjoint equation is a mean-field BSDE driven by time changed
Le´vy noises.
In order to make things more readable, we introduce the following short-hand notation
Xˆt := X
uˆ
t ,
ϕˆt := ϕ(Xˆt), χˆT := χ(XˆT )
bt := b(t, λt,X
u
t−, E[X
u
t ], ut), κt(·), ft, gT accordingly,
bˆt := b(t, λt, Xˆt−, E[Xˆt], uˆt), κˆt(·), fˆt, gˆT accordingly.
The adjoint equation has the form below:
dpˆt = −
{
∂xfˆt + ∂xbˆt · pˆt + ∂xκˆt(0)qˆt(0)λBt +
∫
R0
∂xκˆt(z)qˆt(z)λ
H
t ν(dz) + E[∂y fˆt]∂xϕˆt
+ E[∂y bˆt · pˆt] + E
[
∂yκˆt(0)qˆt(0)λ
B
t +
∫
R0
∂yκˆt(z)qˆt(z)λ
H
t ν(dz)
]}
dt
+
∫
R
qˆt(z)µ(dt, dz)
pˆT = ∂xgˆT + E[∂y gˆT ]∂xχˆT
(5.7)
Remark 5.2. It follows again from Doob’s regularisation theorem (Theorem 6.27 in [15]) that
we can replace the pˆt− by pˆt inside any integral w.r.t. dt if either of the two versions of the
BSDE has a solution. The same applies to Xt− and Xt. We will apply this regularly in the next
sections without additional notice.
To make sense of a solution to (5.7) we embed the equation in the theory of Section 4. Notice that
there the analysis is carried through under filtration G. Indeed it is under G that an appropriate
stochastic integral representation theorem is provided. However, the stochastic control problem
(5.5) we are facing is given under the information flow F, which is more reasonable from a
modelling perspective. We shall deal with this form of ”partial” information in the sequel.
Lemma 5.3. Let uˆ ∈ A. Then the adjoint equation (5.7) has a unique solution in SG2 × I.
Proof. In the notation of Section 4, by the relationship (4.1), we can rewrite the adjoint equation
(5.7) as
dpˆt = E
′
[
At +Bt · pˆt + Ct · pˆ′t +Dt(0)qˆt(0)λBt + Et(0)qˆ′t(0)(λBt )′
+
∫
R0
Dt(z)qˆt(z)λ
H
t + Et(z)qˆ
′
t(z)(λ
H
t )
′ν(dz)
]
dt
+
∫
R
qˆt(z)µ(dt, dz),
pˆT = F
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where
At = ∂xfˆt + (∂y fˆt)
′∂xϕˆt
Bt = ∂xbˆt
Ct = (∂y bˆt)
′
Dt(·) = ∂xκˆt(·)
Et(·) = (∂yκˆt(·))′
F = ∂xgˆT + E[∂y gˆT ]∂xχˆT .
Being an equation of linear type we apply Corollary 4.2 after verifying the conditions required.
This can be easily done and we omit the details.
5.1 A sufficient stochastic maximum principle
Let us now define the Hamiltonian function
H(t, λt, x, y1, y2, u, p, q) := f(t, λt, x, y1, u) + b(t, λt, x, y2, u) · p
+ κ(t, 0, λt, x, y2, u)q(0)λ
B
t (5.8)
+
∫
R0
κ(t, z, λt, x, y2, u)q(z)λ
H
t ν(dz).
We introduce an F-Hamiltonian given by
HF(t, λt, x, y1, y2, u, pˆt−, qˆt) := E[H(t, λt, x, y1, y2, u, pˆt−, qˆt)|Ft] (5.9)
= f(t, λt, x, y1, u) + b(t, λt, x, y2, u)E[pˆt−|Ft]
+ κ(t, 0, λt, x, y2, u)E[qˆt(0)|Ft]λBt
+
∫
R0
κ(t, z, λt, x, y2, u)E[qˆt(z)|Ft]λHt ν(dz),
where (pˆ, qˆ) is the solution to the adjoint equation (5.7). As anticipated earlier we deal with
a form of partial information given by F when compared with G. Note that G includes the
information of the whole evolution of the time change process λ, hence not feasible from a
modelling perspective. For this we adopt techniques from [9]. Hereafter we formulate a sufficient
maximum principle in the framework of Assumptions 3 and 4.
Theorem 5.4. Let uˆ ∈ A and (pˆ, qˆ) be the solution of the mean-field BSDE (5.7). If the
function
ht(x, y1, y2) := sup
v∈U
HF(t, λt, x, y1, y2, v, pˆt−, qˆt) (5.10)
exists for all t ∈ [0, T ], P -a.s., and is concave in (x, y1, y2) and if furthermore
HF(t, λt,X
uˆ
t−, E[ϕ(X
uˆ
t )], E[X
uˆ
t ], uˆt, pˆt−, qˆt) = ht(X
uˆ
t−, E[ϕ(X
uˆ
t )], E[X
uˆ
t ]), (5.11)
then uˆ is an optimal control.
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Proof. Let u ∈ A. Define Xt := Xut , Xˆt := X uˆt and use the short-hand notation introduced in
the previous section. We shall prove that, for any u ∈ A,
J(uˆ)− J(u) = E[gˆT − gT ] + E
[ T∫
0
fˆs − fsds
]
.
First of all we observe that
E[gˆT − gT ] ≥ E[∂xgˆT · (XˆT −XT ) + ∂y gˆT · E[∂xχˆT · (XˆT −XT )]]
≥ E[∂xgˆT · (XˆT −XT ) + E[∂y gˆT ] · ∂xχˆT · (XˆT −XT )]
= E[pˆT · (XˆT −XT )− pˆ0 · (Xˆ0 −X0)]
where we have used the product rule, the form of the technical condition of (5.7), Xˆ0 = X0 = x,
and the observation that, for any two random variables X and Y ,
E[E[X] · Y ] = E[X] ·E[Y ] = E[X ·E[Y ]]. (5.12)
Applying the Itoˆ’s formula with the dynamics (5.1) and (5.7) we have
E[gˆT − gT ] ≥ E[pˆT · (XˆT −XT )− pˆ0 · (Xˆ0 −X0)]
= E
[ T∫
0
pˆs−(bˆs − bs)ds+
T∫
0
∫
R
pˆs−(κˆs(z)− κs(z))µ(ds, dz)
+
T∫
0
−(Xˆs− −Xs−)
{
∂xfˆs + ∂xbˆs · pˆs + ∂xκˆs(0)qˆs(0)λBs
+
∫
R0
∂xκˆs(z)qˆs(z)λ
H
s ν(dz) + E[∂y fˆs]∂xϕˆs + E[∂y bˆs · pˆs]
+ E
[
∂yκˆs(0)qˆs(0)λ
B
s +
∫
R0
∂yκˆs(z)qˆs(z)λ
H
s ν(dz)
]}
ds
+
T∫
0
∫
R
(Xˆs− −Xs−)qˆs(z)µ(ds, dz)
+
T∫
0
(κˆs(0)− κs(0))qˆs(0)λBs +
∫
R
(κˆs(z)− κs(z))qˆs(z)λHs ν(dz)ds
]
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Recall that µ is a martingale random and Itoˆ calculus rules apply. Then using (5.12) we obtain
E[gˆT − gT ]
≥ E
[ T∫
0
pˆs−(bˆs − bs)ds +
T∫
0
(κˆs(0) − κs(0))qˆs(0)λBs +
∫
R
(κˆs(z)− κs(z))qˆs(z)λHs ν(dz)ds
+
T∫
0
−(Xˆs− −Xs−)
{
∂xfˆs + ∂xbˆs · pˆs− + ∂xκˆs(0)qˆs(0)λBs +
∫
R0
∂xκˆs(z)qˆs(z)λ
H
s ν(dz)
}
ds
+
T∫
0
−
{
∂yfˆs ·E[∂xϕˆs · (Xˆs −Xs)] + ∂y bˆs · pˆs− · E[Xˆs −Xs]
+
(
∂yκˆs(0)qˆs(0)λ
B
s +
∫
R0
∂yκˆs(z)qˆs(z)λ
H
s ν(dz)
)
·E[Xˆs −Xs]
}
ds
]
.
Since u, uˆ ∈ A, the terms that are G-adapted, but not necessarily F-adapted, are pˆ and qˆ. So
Fubini’s theorem and the tower property yield
E[gˆT − gT ]
≥ E
[ T∫
0
{
E[pˆs−|Fs](bˆs − bs) + (κˆs(0)− κs(0))E[qˆs(0)|Fs]λBs +
∫
R
(κˆs(z) − κs(z))E[qˆs(z)|Fs]λHs ν(dz)
}
− (Xˆs− −Xs−)
{
∂xfˆs + ∂xbˆs ·E[pˆs−|Fs] + ∂xκˆs(0)E[qˆs(0)|Fs]λBs +
∫
R0
∂xκˆs(z)E[qˆs(z)|Fs]λHs ν(dz)
}
−
{
∂y fˆs · E[∂xϕˆs · (Xˆs −Xs)] + ∂y bˆs ·E[pˆs−|Fs] ·E[Xˆs −Xs]
+
(
∂yκˆs(0)E[qˆs(0)|Fs]λBs +
∫
R0
∂yκˆs(z)E[qˆs(z)|Fs]λHs ν(dz)
)
·E[Xˆs −Xs]
}
ds
]
. (5.13)
Observe that
E[pˆs−|Fs](bˆs − bs) + (κˆs(0) − κs(0))E[qˆs(0)|Fs]λBs +
∫
R
(κˆs(z)− κs(z))E[qˆs(z)|Fs]λHs ν(dz)
=
(
HF(s, λs, Xˆs−, E[ϕ(Xˆs)], E[Xˆs], uˆs, pˆs−, qˆs)−HF(s, λs,Xs−, E[ϕ(Xs)], E[Xs], us, pˆs−, qˆs)
)
−
(
fˆs − fs
)
.
By (5.10) and (5.11) we have that, for all (x, y1, y2) ∈ R3,
HF(s, λs, Xˆs−, E[ϕˆs], E[Xˆs], uˆs, pˆs−, qˆs)−HF(s, λs, x, y1, y2, us, pˆs−, qˆs)
≥ hFs (Xˆs−, E[ϕ(Xˆs)], E[Xˆs])− hFs (x, y1, y2),
(5.14)
and thus the two relationships above give
E[pˆs−|Fs](bˆs − bs) + (κˆs(0)− κs(0))E[qˆs(0)|Fs]λBs +
∫
R
(κˆs(z)− κs(z))E[qˆs(z)|Fs]λHs ν(dz)
≥
(
hFs (Xˆs−, E[ϕ(Xˆs)], E[Xˆs])− hFs (Xs−, E[ϕ(Xs)], E[Xs])
)
−
(
fˆs − fs
)
. (5.15)
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Now, by the concavity of hFs and a separating hyperplane argument, there exists a vector a ∈ R3
such that for all (x, y1, y2) ∈ R3:
hFs (Xˆs−, E[ϕ(Xˆs)], E[Xˆs])− hFs (x, y1, y2)−
〈
a,

 Xˆs− − xE[ϕ(Xˆs)]− y1
E[Xˆs]− y2

〉 ≥ 0 (5.16)
Define
ρ(x, y1, y2) := H
F(s, λs, Xˆs−, E[ϕ(Xˆs)], E[Xˆs], uˆs, pˆs−, qˆs)
−HF(s, λs, x, y1, y2, uˆs, pˆs−, qˆs)−
〈
a,

 Xˆs− − xE[ϕ(Xˆs)]− y1
E[Xˆs]− y2

〉
By (5.14), it holds ρ(x, y1, y2) ≥ 0. On the other hand, we have
ρ(Xˆs−, E[ϕ(Xˆs)], E[Xˆs]) = 0,
i.e. ρ obtains a maximum in (Xˆs−, E[ϕ(Xˆs)], E[Xˆs]). Since ρ is C
1 we have
0 = ∇ρ(Xˆs−, E[ϕ(Xˆs)], E[Xˆs])
= ∇HF(s, λs, x, y1, y2, us, pˆs−, qˆs)
∣∣∣x=Xˆs−, y1=E[ϕ(Xˆs)],
y2=E[Xˆs]
− a,
where ∇ denotes the gradient w.r.t. (x, y1, y2). Plugging this into (5.16) finally we obtain
0 ≤hFs (Xˆs−, E[ϕ(Xˆs)], E[Xˆs])− hFs (Xs−, E[ϕ(Xs)], E[Xs])
−
〈
∇HF(s, λs, Xˆs−, E[ϕˆs], E[Xˆs], us, pˆs−, qˆs),

 Xˆs− −Xs−E[ϕ(Xˆs)− ϕ(Xs)]
E[Xˆs −Xs]

〉. (5.17)
Since ϕ is concave and either ϕ is affine or ∂yfˆs ≥ 0, it holds{
∂xfˆs + ∂xbˆs ·E[pˆs−|Fs] + ∂xκˆs(0)E[qˆs(0)|Fs]λBs +
∫
R0
∂xκˆs(z)E[qˆs(z)|Fs]λHs ν(dz)
}
(Xˆs− −Xs−)
+
{
∂y fˆs · E[∂xϕˆs · (Xˆs −Xs)] + ∂y bˆs ·E[pˆs−|Fs] ·E[Xˆs −Xs]
+
(
∂yκˆs(0)E[qˆs(0)|Fs]λBs +
∫
R0
∂yκˆs(z)E[qˆs(z)|Fs]λHs ν(dz)
)
·E[Xˆs −Xs]
}
≤
{
∂xfˆs + ∂xbˆs · E[pˆs−|Fs] + ∂xκˆs(0)E[qˆs(0)|Fs]λBs +
∫
R0
∂xκˆs(z)E[qˆs(z)|Fs]λHs ν(dz)
}
(Xˆs− −Xs−)
+
{
∂y fˆs · E[ϕs(Xˆs)− ϕs(Xs)] + ∂y bˆs ·E[pˆs−|Fs] ·E[Xˆs −Xs]
+
(
∂yκˆs(0)E[qˆs(0)|Fs]λBs +
∫
R0
∂yκˆs(z)E[qˆs(z)|Fs]λHs ν(dz)
)
·E[Xˆs −Xs]
}
=
〈
∇HF(s, λs, Xˆs−, E[ϕˆs], E[Xˆs], us, pˆs−, qˆs),

 Xˆs− −Xs−E[ϕ(Xˆs)− ϕ(Xs)]
E[Xˆs −Xs]

〉
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Plugging this last result, together with (5.15) and (5.17), into (5.13), we finally obtain
E[gˆT − gT ] ≥ E
[
−
T∫
0
fˆs − fsds
]
,
thus J(uˆ)− J(u) ≥ 0.
5.2 A necessary stochastic maximum principle
For a necessary maximum principle we introduce additional specifications to the objective func-
tional (5.6).
Assumptions 5.
(O6) The functions f and g have quadratic increments in (x, y, u) uniformly in (s, λ), i.e.
|f(s, λ, x1, y1, u1)− f(s, λ, x2, y2, u2)|+|g(x1, y1)− g(x2, y2)|
≤M(1 + |x1|+|x2|+|y1|+|y2|+|u1|+|u2|)(|x1 − x2|+|y1 − y2|+|u1 − u2|)
(O7) Each of the functions
(x, y, u) 7 −→ ∂if(s, λ, x, y, u), i = x, y, u
(x, y) 7 −→ ∂ig(x, y), i = x, y
is either Lipschitz (uniformly in (s, λ) in the case of f) or independent of s and λ (auto-
matically fulfilled by g) and bounded.
Remark 5.5. Note that, by differentiability of f and g, assumption (A2) is equivalent to
|∂if(s, λ, x, y, u)| ≤M(1 + 2|x|+2|y|+2|u|), i = x, y, u
|∂ig(x, y)| ≤M(1 + 2|x|+2|y|), i = x, y.
This can be easily checked by the fundamental theorem of calculus.
First we present some preparatory lammata. The arguments of the proofs are rather classical
and the structure is similar to the one in [1]. Some of our conditions differ to fit the framework
and the theory we presented in the earlier sections.
Lemma 5.6. Let uˆ ∈ A and v ∈ HF such that for θ small enough, uˆ + θv ∈ A. Then, the
following mean-field SDE has a unique solution in SF2 :
dZt = {∂xbˆt · Zt− + ∂y bˆtE[Zt] + ∂ubˆt · vt}dt
+
∫
R
{∂xκˆt(z) · Zt− + ∂yκˆt(z)E[Zt] + ∂uκˆt(z) · vt}µ(dt, dz)
Z0 = 0. (5.18)
Moreover,
E
[
sup
t∈[0,T ]
∣∣∣X uˆ+θvt −X uˆt
θ
− Zt
∣∣∣2]→ 0, as θ → 0. (5.19)
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Proof. Notice that (5.18) we can be rewriten as
Zt =
t∫
0
b˜(s, Zs−,LZs)ds+
t∫
0
∫
R
κ˜(s, z, Zs−,LZs)µ(ds, dz),
where
b˜(s, x,Y) = ∂xbˆs · x+ ∂y bˆs〈id,Y〉 + ∂ubˆs · vs
κ˜(s, z, x,Y) = ∂xκˆs(z) · x+ ∂yκˆs(z)〈id,Y〉+ ∂uκˆs(z) · vs
To show existence of the solution we apply Theorem 3.4 after having checked that b˜ and κ˜ satisfy
conditions (E1) − (E3).
Concerning (E1), we make use of the special structure of b˜ and κ˜. In fact
∂ib(s, λ, x, y, u, ω) = b0(s, λ, ω)∂ib1(s, λ, x, y, u)
∂iκ(s, λ, x, y, u, ω) = κ0(s, z, λ, ω)∂iκ1(s, z, λ, x, y, u) for i = x, y, u,
where we recall condition (E1′) and we note that
(s, z, ω) 7 −→


s
λs(ω)
X uˆs−(ω)
〈id,LXuˆs 〉
uˆs(ω)


is PF-measurable, as λ and uˆ are F-predictable, (Xt−)t∈[0,T ] is F-adapted and ca`gla`d and t 7 −→
〈id,LXuˆt 〉 is deterministic. Then the processes
∂ib1(s, λt(ω),X
uˆ
s−, 〈id,LXuˆs 〉, us) and ∂iκ1(s, z, λs(ω),X uˆs−, 〈id,LXuˆs 〉, us)
are F-predictable. Again by (E1′) the processes b0 and κ0 are PF-measurable. Since v ∈ HF is
predictable, this implies that ∂xbˆs, ∂y bˆs, ∂ubˆs ·vs, ∂xκˆs(·), ∂yκˆs(·), ∂uκˆs(·) ·vs are all predictable
processes,then also the processes b˜(s, x,Y, ω) and κ˜(s, z, x,Y, ω) are PF-measurable and therefore
(E1) is fulfilled.
Observe that, by (E2′),
|b˜(s, x1,Y1, ω)− b˜(s, x2,Y2, ω)|+‖κ˜(s, ·, x1,Y1, ω)− κ˜(s, ·, x2,Y2, ω)‖λs
= |∂xbˆs(ω) · (x1 − x2) + ∂y bˆs(ω)〈id,Y1 − Y2〉|
+ ‖∂xκˆs(·, ω) · (x1 − x2) + ∂yκˆs(·, ω)〈id,Y1 − Y2〉‖λs
≤ 4K(|x1 − x2|+|〈id,Y1 − Y2〉|) ≤ C(|x1 − x2|+dR(Y1,Y2)).
Hence (E2) holds. Finally consider v ∈ HF, then
E
[ ∫ T
0
|b˜(s, 0, δ0)|2+‖κ˜(s, ·, 0, δ0)‖2λsds
]
= E
[ ∫ T
0
|∂ubˆs · vs|2+‖∂uκˆs(·) · vs‖2λsds
]
2K2E
[ ∫ T
0
|vs|2ds
]
<∞,
which give (E3).
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We now prove (5.19). Fix now θ > 0 so that uˆ+ θv ∈ A. Since the mean-field SDE for X uˆ+θv
has a unique solution in SF2 , then also the mean-field SDE for Y θt := X
uˆ+θv
t −X
uˆ
t
θ −Zt has a unique
solution. Observe that X uˆ+θvt = X
uˆ
t + θ(Y
θ
t + Zt). Now define
bat := b(t, λt,X
uˆ
t− + a(Y
θ
t− + Zt−), E[X
uˆ
t + a(Y
θ
t + Zt)], uˆt + avt),
κat (z) := κ(t, z, λt,X
uˆ
t− + a(Y
θ
t− + Zt−), E[X
uˆ
t + a(Y
θ
t + Zt)], uˆt + avt).
It holds bˆt = b
0
t and
bθt − bˆt =
1∫
0
d
dl
bl·θt dl =
1∫
0
〈
∇bl·θt ,

θ(Y θt− + Zt−)θE[Y θt + Zt]
θvt

〉dl
= θ
1∫
0
∂xb
l·θ
t · (Y θt− + Zt−) + ∂ybl·θt E[Y θt + Zt] + ∂ubl·θt · vtdl.
We have an analogous equation for κθt (z) − κˆt(z). By the definition of Y θ,
dY θt =
1
θ
(dX uˆ+θvt − dX uˆt )− dZt
=
1
θ
(
(bθt − bˆt)dt+
∫
R
κθt (z)− κˆt(z)µ(dt, dz)
)
− dZt
=
{ 1∫
0
∂xb
l·θ
t · Y θt−dl +
1∫
0
(∂xb
l·θ
t − ∂xbˆt)Zt−dl +
1∫
0
∂yb
l·θ
t E[Y
θ
t ]dl
+
1∫
0
(∂yb
l·θ
t − ∂y bˆt)E[Zt]dl +
1∫
0
(∂ub
l·θ
t − ∂ubˆt) · vtdl
}
dt (5.20)
+
∫
R
{ 1∫
0
∂xκ
l·θ
t (z) · Y θt−dl +
1∫
0
(∂xκ
l·θ
t (z)− ∂xκˆt(z))Zt−dl +
1∫
0
∂yκ
l·θ
t (z)E[Y
θ
t ]dl
+
1∫
0
(∂yκ
l·θ
t (z)− ∂yκˆt(z))E[Zt]dl +
1∫
0
(∂uκ
l·θ
t (z) − ∂uκˆt(z)) · vtdl
}
µ(dt, dz).
Hereafter we study the convergence to 0 in L2 of all the terms in the dynamics of Y θ that contain
a difference. We take the term
∫ t
0
∫ 1
0 (∂xb
l·θ
t − ∂xbˆt)Zt−dlds as an example, the other ones work
the same way. First note that, by the definition of Y θ, the Lipschitzianity of b and κ which
follows from (E2′),
E[ sup
t∈[0,T ]
|θ(Y θt + Zt)|2] = E[ sup
t∈[0,T ]
|Xθt −X uˆt |2]
= E
[
sup
t∈[0,T ]
∣∣∣ ∫ t
0
bθs − bˆsds+
∫ t
0
∫
R
κθs(z)− κˆs(z)µ(ds, dz)
∣∣∣2]
≤ 2(T ∨ C1)E
[ ∫ T
0
|bθs − bˆs|2+‖κθs(z)− κˆs(z)‖2λsds
]
≤ 2(T ∨ C1)E
[ ∫ T
0
6K2|θ(Y θs− + Zs−)|2+3K2E[|θ(Y θs + Zs)|2] + 6K2θ2|vs|2ds
]
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≤ K1
∫ T
0
E[ sup
t∈[0,s]
|θ(Y θt + Zt)|2]ds + θ2K2‖v‖2HF .
By an argument in the proof of Theorem 3.4, the function s 7 −→ E[supt∈[0,s]|θ(Y θt + Zt)|2] =
E[supt∈[0,s]|Xθt −X uˆt |2] is integrable and we can apply Gronwall’s inequality to get
E[ sup
t∈[0,T ]
|θ(Y θt + Zt)|2] ≤ θ2K2‖v‖2HFeK1T → 0 as θ → 0.
Moreover, by Lipschitzianity of ∂xb (see (E2
′)),
E
[
sup
t∈[0,T ]
∣∣∣ ∫ 1
0
(∂xb
l·θ
t − ∂xbˆt)dl
∣∣∣2]
≤ E
[
sup
t∈[0,T ]
3L2
∫ 1
0
|lθ(Y θt− + Zt−)|2+E[|lθ(Y θt + Zt)|2] + l2θ2|vt|2dl
]
≤ L2E[ sup
t∈[0,T ]
|θ(Y θt + Zt)|2] + θ2L2‖v‖2HF → 0 as θ → 0.
This shows that supt∈[0,T ]|
∫ 1
0 (∂xb
l·θ
t − ∂xbˆt)dl|2 vanishes in L1 and therefore also in probability.
From the fist part of this proof we have that Z ∈ SF2 , hence the continuous mapping theorem
yields
sup
t∈[0,T ]
(∣∣∣ ∫ 1
0
(∂xb
l·θ
t − ∂xbˆt)dl
∣∣∣2) · sup
t∈[0,T ]
|Zt|2 P→ 0, as θ → 0,
Moreover, note that the family supt∈[0,T ] (|
∫ 1
0 (∂xb
l·θ
t − ∂xbˆt)dl|2) · supt∈[0,T ]|Zt|2, θ ∈ (0, δ) (for
δ small) is uniformly integrable. This follows from the boundedness of ∂xb and the fact that
Z ∈ SF2 . Then we can apply Vitali’s theorem and get
sup
t∈[0,T ]
(∣∣∣ ∫ 1
0
(∂xb
l·θ
t − ∂xbˆt)dl
∣∣∣2) · sup
t∈[0,T ]
|Zt|2→ 0, in L1(Ω) as θ → 0
So all together, for θ → 0,
E
[ T∫
0
( 1∫
0
(∂xb
l·θ
t − ∂xbˆt)Zt−dl
)2
dt
]
≤ TE
[
sup
t∈[0,T ]
(|
∫ 1
0
(∂xb
l·θ
t − ∂xbˆt)dl|2) · sup
t∈[0,T ]
|Zt|2
]
→ 0.
The same arguments apply to all the other terms in the dynamics of Y θ that contain a difference.
Therefore, by the boundedness of the derivatives assumed in (E2′), we have
E[ sup
t∈[0,T ]
|Y θt |2] ≤ G(θ) + 3E
[
sup
t∈[0,T ]
∣∣∣ ∫ t
0
1∫
0
∂xb
l·θ
s · Y θs−dl +
1∫
0
∂yb
l·θ
s E[Y
θ
s ]dlds
∣∣∣2]
+ 3E
[
sup
t∈[0,T ]
∣∣∣ ∫ t
0
∫
R
1∫
0
∂xκ
l·θ
s (z) · Y θs−dl +
1∫
0
∂yκ
l·θ
s (z)E[Y
θ
s ]dlµ(ds, dz)
∣∣∣2]
≤ G(θ) + 3K2(T ∨ C1)
∫ T
0
E[ sup
t∈[0,s]
|Y θt |2]ds,
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where G(θ) contains all the terms in (5.20) that contain a difference and therefore vanishes as
θ goes to zero. Furthermore, by Theorem 3.4, we have that, for each θ > 0, ‖Xθ‖S2 < ∞,
‖X uˆ‖S2 < ∞, and ‖Z‖S2 < ∞. This implies that also ‖Y θ‖S2 < ∞. Since E[supt∈[0,s]|Y θt |2] ≤
‖Y θ‖S2 , we see that the function s 7 −→ E[supt∈[0,s]|Y θt |2] is integrable on [0, T ]. From Gronwall’s
inequality we obtainthat E[supt∈[0,T ]|Y θt |2]→ 0, as θ → 0, see (5.19).
Remark 5.7. The last lemma shows that the process Z actually corresponds to
Zt :=
d
dθ
X uˆ+θvt
∣∣∣
θ=0
,
Lemma 5.8. Let Assumptions 4 be satisfied and let uˆ ∈ A be an optimal control. Moreover, let
v ∈ HF such that for θ small enough, uˆ+ θv ∈ A. Then
d
dθ
J(uˆ+ θv)|θ=0 (5.21)
= E
[ T∫
0
∂xfˆs · Zs + ∂y fˆs ·E[∂xϕˆs · Zs] + ∂ufˆs · vsds+ ∂xgˆT · ZT + ∂y gˆT ·E[∂xχˆT · ZT ]
]
.
Proof. Define a process Z as in Lemma 5.6. We have that
d
dθ
J(uˆ+ θv)|θ=0
= lim
θ→0
E
[ T∫
0
f(s, λs,X
uˆ+θv
s− , E[ϕ(X
uˆ+θv
s )], uˆs + θvs)− f(s, λs,X uˆs−, E[ϕ(X uˆs )], uˆs)
θ
ds
+
g(X uˆ+θvT , E[χ(X
uˆ+θv
T )])− g(X uˆT , E[χ(X uˆT )])
θ
]
.
An application of the mean value theorem as in the proof of Lemma 5.1 yields the existence of
stochastic processes (αs)s∈[0,1], (βs)s∈[0,1] and random variables γ and δ, with values in [0, 1], s.t.
d
dθ
J(uˆ+ θv)|θ=0
= lim
θ→0
E
[ T∫
0
1
θ
〈
∇x,y,ufαs ,

 X uˆ+θvs− −X uˆs−E[∂xϕβs (X uˆ+θvs −X uˆs )]
θvs

〉ds+ 1
θ
〈
∇gγ ,
(
X uˆ+θvT −X uˆT
E[∂xχ
δ(X uˆ+θvT −X uˆT )]
)〉]
= lim
θ→0
E
[ T∫
0
∂xf
α
s ·
X uˆ+θvs− −X uˆs−
θ
+ ∂yf
α
s · E
[
∂xϕ
β
s ·
X uˆ+θvs −X uˆs
θ
]
+ ∂uf
α
s · vsds
+ ∂xg
γ · X
uˆ+θv
T −X uˆT
θ
+ ∂yg
γ ·E
[
∂xχ
δ · X
uˆ+θv
T −X uˆT
θ
]]
,
where
fαs := f(s, λs,X
uˆ+αsθv
s− , E[ϕ(X
uˆ+αsθv
s )], uˆs + αsθvs)
ϕβs := ϕ(X
uˆ+βsθv
s )
gγ := g(X uˆ+γθvT , E[χ(X
uˆ+γθv
T )])
χδ := χ(X uˆ+δθvT ).
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Now we prove convergence of the five terms on the right-hand side to the corresponding ones in
(5.21). As illustration we develop the computations for the first term. Consider the sum
E
[ T∫
0
∂xf
α
s ·
X uˆ+θvs− −X uˆs−
θ
ds
]
(5.22)
= E
[ T∫
0
(
∂xf
α
s ·
X uˆ+θvs− −X uˆs−
θ
− ∂xfαs · Zs−
)
+
(
∂xf
α
s · Zs− − ∂xfˆs · Zs−
)
+ ∂xfˆs · Zsds
]
The first summand vanishes. In fact, by Holder’s inequality
E
[ T∫
0
∣∣∣∂xfαs · X uˆ+θvs− −X uˆs−θ − ∂xfαs · Zs−
∣∣∣ds]
≤
(
E
[ T∫
0
∣∣∣∂xfαs ∣∣∣2ds])1/2 · (E[ sup
s∈[0,T ]
∣∣∣X uˆ+θvs− −X uˆs−
θ
− Zs−
∣∣∣2])1/2 = (I) · (II).
Thanks to (O7), the first factor is either bounded or, if ∂xf
α
s is Lipschitz in x, y and z, then
E
[ T∫
0
∣∣∣∂xfαs ∣∣∣2ds] ≤ E[
T∫
0
2
∣∣∣∂xfˆs∣∣∣2 + 2∣∣∣∂xfαs − ∂xfˆs∣∣∣2ds]
≤ E
[ T∫
0
6M2
(
1 + |X uˆs−|2+|E[ϕ(X uˆs )]|2+|uˆs|2
)
+ 6L∂xf
(
|X uˆs− −X uˆ+αsθvs− |2+|E[ϕ(X uˆs )]− E[ϕ(X uˆ+αsθvs )]|2+|αsθvs|2
)
ds
]
≤ C1 + C2‖X uˆ‖4SF
2
+ C3‖X uˆ −X uˆ+αsθv‖4SF
2
+ ‖uˆ‖2HF + θ2‖v‖2HF .
Here we used that
|ϕ(x1)− ϕ(x2)| ≤ (|∂xϕ(x1)|∨|∂xϕ(x2)|)|x1 − x2|≤ (|∂xϕ(x1)|+L∂xϕ|x2 − x1|)|x1 − x2|
≤ (|∂xϕ(0)|+L∂xϕ|x1|+L∂xϕ|x2 − x1|)|x1 − x2|,
, as ϕ is concave and ∂xϕ is Lipschitz, this implies that
|E[ϕ(X uˆs )]|2 ≤ (|ϕ(0)|+E[|ϕ(0) − ϕ(X uˆs )|])2
≤ (|ϕ(0)|+|∂xϕ(0)|E[||X uˆs |] + L∂xϕE[||X uˆs |2])2
≤ 3|ϕ(0)|2+3|∂xϕ(0)|2‖X uˆ‖2SF
2
+ 3L2∂xϕ‖X uˆ‖4SF
2
and accordingly
|E[ϕ(X uˆs )]− E[ϕ(X uˆ+αsθvs )]|2≤ 3|∂xϕ(0)|2‖X uˆ −X uˆ+αsθv‖2SF
2
+ 3L2∂xϕ‖X uˆ‖2SF
2
‖X uˆ −X uˆ+αsθv‖2
SF
2
+ 3L2∂xϕ‖X uˆ −X uˆ+αsθv‖4SF
2
(5.23)
Being ‖X uˆ −X uˆ+αsθv‖SF
2
→ 0, then (I) is bounded. Lemma 5.6 yields the convergence of (II)
towards zero as θ → 0. Therefore, the first summand in (5.22) vanishes.
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Now we consider the second summand in (5.22). By Holder’s inequality we have
E
[ T∫
0
(∂xf
α
s − ∂xfˆs) · Zs−ds
]
≤ ‖Z‖SF
2
(
E
[ T∫
0
|∂xfαs − ∂xfˆs|2ds
])1/2
.
Note that in case ∂xf is Lipschitz, we get convergence by the same arguments as before. In case
∂xfˆ is only bounded and does not depend on (s, λ), we have that X
uˆ+αsθv → X uˆ in SF2 and thus
also w.r.t. the finite measure Leb⊗P and by the same argumentation uˆ+αsθv converges w.r.t.
Leb⊗P towards uˆ. Also, by similar arguments as before E[ϕ(X uˆ+αsθvs )]→ E[ϕ(X uˆs )] as θ → 0.
By Assumption (O1), ∂xf is continuous and the continuous mapping theorem yields
∂xf
α → ∂xfˆ , as θ → 0 in measure w.r.t. Leb⊗ P.
Moreover, the boundedness of ∂xf implies that the family (|∂xfα − ∂xfˆs|2)θ>0 is uniformly
integrable w.r.t. Leb⊗ P . Therefore, Vitali’s theorem yields that
E
[ T∫
0
|∂xfαs − ∂xfˆs|2ds
]
→ 0, as θ → 0.
This proves that also the second summand in (5.22) converges to 0 and so we get
E
[ T∫
0
∂xf
α
s ·
X uˆ+θvs− −X uˆs−
θ
ds
]
→ E
[ T∫
0
∂xfˆs · Zsds
]
.
The same applies to all the other terms in the representation of ddθJ(uˆ+ θv)|θ=0.
Lemma 5.9. Let uˆ ∈ A be an optimal control and let v ∈ U be fixed. Moreover, let t1 < t2 ∈
[0, T ] and S ∈ Ft1 . The strategy
ut(ω) = uˆt(ω)1[0,t1]∪(t2,T ](t) + v1S×(t1,t2](ω, t) + uˆt(ω)1Sc×(t1,t2](ω, t) (5.24)
is an admissible strategy.
Proof. We verify Definition 5.1. Clearly, u ∈ HF and also, by construction, u takes values in U .
In order to check the integrability of f , g, ∂if and ∂ig, i = x, y, u, we use Gronwall’s inequality
obtaining
‖X uˆ −Xu‖2
SF
2
≤ K˜(v2 + ‖uˆ‖2HF)(t2 − t1)eK˜T
for some constant K˜. This, together with (O6), Remark 5.5, and the relation of type (5.23) for
|E[ϕ(X uˆs )]− E[ϕ(Xus )]|2 prove the required integrability conditions.
Theorem 5.10. (a) Let uˆ ∈ A be an optimal control. Then, there exists a solution (pˆ, qˆ) of
the corresponding adjoint mean-field BSDE (5.7) such that for all v ∈ U :
∂uH
F(t, λt,X
uˆ
t−, E[ϕ(X
uˆ
t )], E[X
uˆ
t ], uˆt, pˆt−, qˆt) · (v − ut) ≤ 0. (5.25)
(b) Let, on the other hand uˆ ∈ A such that
∂uH
F(t, λt,X
uˆ
t−, E[ϕ(X
uˆ
t )], E[X
uˆ
t ], uˆt, pˆt−, qˆt) = 0. (5.26)
Then, uˆ is a critical point for J , i.e. ddθJ(uˆ+ θ(u− uˆ))|θ=0= 0 for all u ∈ A.
26
Proof. Part (a). Since uˆ is optimal and J is C1, uˆ must be a critical point for J , i.e. by Lemma
5.8,
0 ≥ d
dθ
J(uˆ+ θv)|θ=0
= E
[ T∫
0
∂xfˆs · Zs + ∂y fˆs · E[∂xϕˆs · Zs] + ∂ufˆs · vsds+ ∂xgˆT · ZT + ∂y gˆT ·E[∂xχˆT · ZT ]
]
= E
[ T∫
0
∂xfˆs · Zs + ∂y fˆs · E[∂xϕˆs · Zs] + ∂ufˆs · vsds+ pˆT · ZT − pˆ0 · Z0
]
.
In the last equality, we used the terminal condition in (5.7), (5.12), and Z0 = 0. The product
rule together with (5.7) and Lemma 5.6 yields
0 ≥ E
[ T∫
0
∂xfˆs · Zs + ∂yfˆsE[∂xϕˆs · Zs] + ∂ufˆs · vsds+
T∫
0
pˆs−{∂xbˆs · Zs− + ∂y bˆsE[Zs] + ∂ubˆs · vs}ds
−
T∫
0
Zs−
{
∂xfˆs + ∂xbˆs · pˆs− + ∂xκˆs(0)qˆs(0)λBs +
∫
R0
∂xκˆs(z)qˆs(z)λ
H
s ν(dz) + E[∂y fˆs]∂xϕˆs
+ E[∂y bˆs · pˆs−] + E
[
∂yκˆs(0)qˆs(0)λ
B
s +
∫
R0
∂yκˆs(z)qˆs(z)λ
H
s ν(dz)
]}
ds
+
T∫
0
{
qˆs(0) ·
(
∂xκˆs(0) · Zs− + ∂yκˆs(0) · E[Zs] + ∂uκˆs(0) · vs
)
λBs
+
∫
R
qˆs(z) ·
(
∂xκˆs(z) · Zs− + ∂yκˆs(z) · E[Zs] + ∂uκˆs(z) · vs
)
λHs ν(dz)
}
ds
]
= E
[ ∫ T
0
{
∂ufˆs · vs + pˆs−∂ubˆs · vs + qˆs(0)∂uκˆs(0) · vsλBs +
∫
R
qˆs(z)∂uκˆs(z) · vsλHs ν(dz)
}
ds
]
.
As v and Z are F-adapted, the only terms that are G-adapted, are pˆ and qˆ. Applying Fubini’s
theorem, the tower property and again Fubini’s theorem we achieve
0 ≥ E
[ ∫ T
0
{
∂ufˆs · vs + E[pˆs−|Fs]∂ubˆs · vs + E[qˆs(0)|Fs]∂uκˆs(0) · vsλBs
+
∫
R
E[qˆs(z)|Fs]∂uκˆs(z) · vsλHs ν(dz)
}
ds
]
= E
[ ∫ T
0
∂uH
F(s, λs,X
uˆ
s−, E[ϕ(X
uˆ
s )], E[X
uˆ
s ], uˆs, pˆs−, qˆs) · vsds
]
.
By Lemma 5.9, the strategy u given by
ut(ω) = uˆt(ω)1[0,t1]∪(t2,T ](t) + v1S×(t1,t2](ω, t) + uˆt(ω)1Sc×(t1,t2](ω, t)
is admissible for every v ∈ U , S ∈ Ft1 and all t1 < t2 ∈ [0, T ]. Defining vt := ut − uˆt, the
convexity of A implies that also uˆt + θvt ∈ A for all θ ∈ [0, 1]. Thus, vt satisfies the conditions
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above and we get for all t1 < t2 ∈ [0, T ]
0 ≥ E
[ ∫ t2
t1
1S∂uH
F(s, λs,X
uˆ
s−, E[ϕ(X
uˆ
s )], E[X
uˆ
s ], uˆs, pˆs−, qˆs) · (v − uˆs)ds
]
.
Letting t2 ↓ t1, this implies that
E[1S∂uH
F(s, λs,X
uˆ
s−, E[ϕ(X
uˆ
s )], E[X
uˆ
s ], uˆs, pˆs−, qˆs) · (v − uˆs)] ≤ 0
for all S ∈ Fs a.e. s ∈ [0, T ] and (a) is proved.
Part (b). Let now ∂uH
F(s, λs,X
uˆ
s−, E[ϕ(X
uˆ
s )], E[X
uˆ
s ], uˆs, pˆs−, qˆs) = 0. Then, putting vt :=
ut − uˆt, it directly follows from the computations in (a) that, for all u ∈ A,
d
dθ
J(uˆ+ θ(u− uˆ))|θ=0= 0.
5.3 Example: A centralised control in an economy of specialised sectors
Consider an economy of N specialised sectors, all of them with more or less the same debt and
having comparably sized volumes (as a motivation for this assumption, see Ricardo’s theory of
comparative advantages). We identify one sector with one (leading) agent in the economy. Each
agent i can sell bonds at a rate (rit)t∈[0,T ], whose dynamics follows a generalised Vasicek model:
drit = θt{(r¯t − ut)− rit}dt+
∫
R
σt(z)µ
i(dt, dz), j = 1, · · · , N (5.27)
r¯t :=
1√
N
N∑
j=1
r
j
t .
The martingale random fields µi(dt, dz) are iid, as the sectors are specialised, each one on a
different industry, but the volatilities are the same, as we assume equal economic strength. The
process (θt)t∈[0,T ] is assumed to be positive, predictable and bounded by some constant K. We
also assume that ‖σs(·)‖λs < K. The term ut ≥ 0 is a control term that models the influence
of the central bank regulating this economy. The central bank can buy a basket of bonds (in
this example equally weighted) in order to lower the average interest rate. So the term r¯t − ut
models the target average rate at time t. By linearity and the independent noises in (5.27) and
a propagation of chaos argument, we have that, as N →∞, each state’s dynamics behaves like:
drt = θ{(E[rt]− ut)− rt}dt+
∫
R
σt(z)µ(dt, dz), (5.28)
for a martingale random measure µ
d
= µ1. The main focus of the central bank is on keeping the
currency stable and it is necessary to keep ut small over time, while still promoting liquidity in
the economy.Then the central bank faces the following optimisation problem
J(uˆ) = max
u
J(u)
J(u) = E
[ T∫
0
−(ut)2 − (E[rt])2 − (rt)2dt
]
. (5.29)
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In the notation of the previous sections, the functions b, κ, f and g are given by
b(t, λt, x, y, u) = θt(−x+ y − u)
κ(t, z, λt, x, y, u) = σt(z)
f(t, λt, x, y, u) = −x2 − y2 − u2
g(x, y) = 0
We can solve this optimisation problem explicitly, as it is quadratic (see [7] for the classical
Brownian case) applying the results before. First we need to check Assumptions 3, 4, and
Definition 5.1.
Concerning assumption (E1′), defining b0(s, λs, ω) = θs(ω) and b1(s, λ, x, y, u) = −x+ y−u and
κ0(s, z, λs, ω) = σs(z, ω), κ1(s, z, λ, x, y, u) = 1, we have b(s, λs, x, y, u) = b0(s, λs)b1(s, λs, x, y, u)
and κ(s, λs, x, y, u) = κ0(s, z, λs)κ1(s, z, λs, x, y, u). Since |∂ib|= |θs|≤ K, and ‖σs(·)‖λs < K
does not depend on (x, y, u), (E2′) holds. (E3′) is equally simple. About the conditions on f ,
g, ϕ = id and χ = 0, note that f is obviously C1 in (x, y, u), g is obviously concave, ϕ and χ are
affine and thus ∂xϕ, ∂xχ are Lipschitz. This proves that conditions (O1)− (O5) are all satisfied.
About condition (A1), we know that (ω, s) 7→ Xus−(ω) ∈ L2([0, T ] × Ω) since we only allow for
solutions of the mean-field SDE in SF2 and, by Theorem 3.4, there is exactly one such solution.
For u ∈ HF, Jensen’s inequality implies that
s 7→ f(s, λs,Xus−, E[Xus ], us) = −|Xus−|2−|E[Xus ]|2−|us|2∈ L2(Ω× [0, T ]),
which proves (A1). Condition (A2) is proved similarly.
We first apply the necessary maximum principle Theorem 5.10). Note that the additional
conditions (O6) and (O7) are obviously satisfied and the F-Hamiltonian
HF(t, λt, x, y1, y2, u, pˆt−, qˆt) = −x2 − y21 − u2 + θt(−x+ y2 − u)E[pˆt−|Ft]
+ σ(t, 0)E[qˆt(0)|Ft]λBt +
∫
R0
σ(t, z)E[qˆt(z)|Ft]λHt ν(dz).
Then we get the following candidate for the optimal control
uˆt = −θt
2
E[pˆt−|Ft].
Notice that it makes sense to restrict only to nonnegative values, as short selling is not allowed
by the central bank. For uˆt := − θt2 E[pˆt−|Ft] > 0, we get
HF(t, λt, x, y1, y2, uˆt, pˆt−, qˆt) = h(t, λt, x, y1, y2)
= −(x2 + y21) + θt(y2 − x)−
|θt|2
4
|E[pˆt−|Ft]|2
+ σ(t, 0)E[qˆt(0)|Ft]λBt +
∫
R0
σ(t, z)E[qˆt(z)|Ft]λHt ν(dz),
which is a concave function in (x, y1, y2). Then uˆ is optimal by the sufficient maximum principle
Theorem 5.4. The boundary u = 0 must be checked separately.
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6 Appendix
Proof that the mapping Ψ in (4.5) is a contraction. Fix β > 0. We define the norm ‖·‖β
on L2ad(G)× I by
‖(Y,Z)‖β :=
(
E
[ T∫
0
eβs(|Ys|2+‖Zs‖2λs)ds
]) 1
2
which is equivalent to the canonical one. Let (y(1), z(1)), (y(2), z(2)) ∈ L2ad(G) × I be two given
inputs and define (Y (1), Z(1)) := Ψ(y(1), z(1)), (Y (2), Z(2)) := Ψ(y(2), z(2)), which are indeed the
corresponding solutions of (4.4). Furthermore, define
Yˆ := Y (1) − Y (2), yˆ := y(1) − y(2), Zˆ := Z(1) − Z(2), zˆ := z(1) − z(2).
Then (Yˆ , Zˆ) satisfies the BSDE

dYˆt = E
′
[
h
(
t, λt, λ
′
t, Y
(1)
t , (y
(1)
t )
′, Z
(1)
t , (z
(1)
t )
′
)
− h
(
t, λt, λ
′
t, Y
(2)
t , (y
(2)
t )
′, Z
(2)
t , (z
(2)
t )
′
)]
dt
+
∫
R
Z
(1)
t (z)− Z(2)t (z)µ(dt, dz)
YˆT = F − F = 0.
The application of Ito’s formula on eβs|Yˆs|2 yields
0 ≥ E
[
eβ·T |YˆT |2−eβ·0|Yˆ0|2
]
= E
[ T∫
0
βeβs|Yˆs−|2ds+
T∫
0
∫
R
2eβsYˆs−Zˆs(ξ)µ(ds, dξ)
+
T∫
0
2eβsYˆs−E
′
[
h
(
s, λs, λ
′
s, Y
(1)
s , (y
(1)
s )
′, Z(1)s , (z
(1)
s )
′
)
− h
(
s, λs, λ
′
s, Y
(2)
s , (y
(2)
s )
′, Z(2)s , (z
(2)
s )
′
)]
ds
+
1
2
T∫
0
2eβs|Zˆs(0)|2λBs ds +
T∫
0
∫
R0
{eβs(|Yˆs− + Zˆs(ξ)|2−|Yˆs−|2)− 2eβsYˆs−Zˆs(ξ)}λBs ν(dξ)ds
]
Since Z(1), Z(2) ∈ I, then the process Mt :=
∫ t
0
∫
R
Zˆs(z)µ(ds, dz) is a martingale. Since the fil-
tration G is right continuous (see [9, Lemma 2.4]), Doob’s Regularization Theorem (see, e.g. [15,
Theorem 6.27]) implies thatM has a ca`dla`g version and, being the integral w.r.t. ds continuous,
we conclude that Y has a ca`dla`g version. Hence the ca`dla`g version of Y has only countably
many discontinuities, we can replace the Yˆs− by Yˆs in the integrals w.r.t. ds. Rearranging terms
and the Lipschitzianity of h, given by (C3) yields
E
[ T∫
0
βeβs|Yˆs|2ds+
T∫
0
eβs‖Zˆs‖2λsds
]
≤ −E
[ T∫
0
2eβsYˆsE
′
[
h
(
s, λs, λ
′
s, Y
(1)
s , (y
(1)
s )
′, Z(1)s , (z
(1)
s )
′
)
− h
(
s, λs, λ
′
s, Y
(2)
s , (y
(2)
s )
′, Z(2)s , (z
(2)
s )
′
)]
ds
]
≤ E
[ T∫
0
2eβs|Yˆs|E′
[∣∣∣h(s, λs, λ′s, Y (1)s , (y(1)s )′, Z(1)s , (z(1)s )′)− h(s, λs, λ′s, Y (2)s , (y(2)s )′, Z(2)s , (z(2)s )′)∣∣∣]ds]
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≤ E
[ T∫
0
2Keβs|Yˆs|E′
[
|Y (1)s − Y (2)s |+|(y(1)s )′ − (y(2)s )′|+‖Z(1)s − Z(2)s ‖λs + ‖(z(1)s )′ − (z(2)s )′‖λ′s
]
ds
]
By the definition of the operator E′, we have
E′[|Y (1)s − Y (2)s |] = |Y (1)s − Y (2)s |= |Yˆs|
E′[|(y(1)s )′ − (y(2)s )′|] = E[|y(1)s − y(2)s |] = E[|yˆs|]
E′[‖Z(1)s − Z(2)s ‖λs ] = ‖Z(1)s − Z(2)s ‖λs = ‖Zˆs‖λs
E′[‖(z(1)s )′ − (z(2)s )′‖λs ] = E[‖z(1)s − z(2)s ‖λs ] = E[‖zˆs‖λs ].
Making use of the fact that 2ab ≤ ka2+ 1kb2 for all a, b ∈ R and all k > 0, and choosing k := 16K,
a := |Yˆs|, b = (|Yˆs|+E[|yˆs|] + ‖Zˆs‖λs + E[‖zˆs‖λs ]), we get
E
[ T∫
0
βeβs|Yˆs|2ds+
T∫
0
eβs‖Zˆs‖2λsds
]
≤ 16K2E
[ T∫
0
eβs|Yˆs|2ds
]
+
1
16
E
[ T∫
0
eβs(|Yˆs|+E[|yˆs|] + ‖Zˆs‖λs + E[‖zˆs‖λs ])2ds
]
≤ 16K2E
[ T∫
0
eβs|Yˆs|2ds
]
+
1
4
E
[ T∫
0
eβs|Yˆs|2ds
]
+
1
4
E
[ T∫
0
eβs|yˆs|2ds
]
+
1
4
E
[ T∫
0
eβs‖Zˆs‖2λsds
]
+
1
4
E
[ T∫
0
eβs‖zˆs‖2λsds
]
,
where we also used that (
∑n
i=1 ai)
2 ≤ n∑ni=1 a2i and E[X]2 ≤ E[X2]. This yields
(β − 16K2 − 1
4
)E
[ T∫
0
eβs|Yˆs|2ds
]
+
3
4
E
[ T∫
0
eβs‖Zˆs‖2λsds
]
≤ 1
4
E
[ T∫
0
eβs(|yˆs|2+‖zˆs‖2λs)ds
]
Choosing β = 16K2 + 1 > 0, we finally get
‖(Yˆ , Zˆ)‖β = E
[ T∫
0
eβs(|Yˆs|2ds+ ‖Zˆs‖2λs)ds
]
≤ 1
3
E
[ T∫
0
eβs(|yˆs|2+‖zˆs‖2λs)ds
]
=
1
3
‖(yˆ, zˆ)‖β .
By this we see that Ψ is a contraction.
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