Fourteen hundred rows by 53 columns of vendor cell acceptance data [1] were processed though logistic regression using Insightful Corporation's Insightful Miner™ (IM) and SAS Institute Inc.'s SAS ® Enterprise Miner (EM) to find any significant correlation between 52 test output parameters (independent variables) and the pass/fail outcome for each of the 1,400 battery cells tested. The goal was to find helpful predictors for detecting "good" or "bad" cells in the form of a best logistic regression model. Data from five cells selected by Johnson Space Center's (JSC's) Energy Systems Division (ESD) were processed through three model options (Option1, Option2, and Option3) to determine the best model and to indicate a known cell that failed. The output from the best model showed good acceptability statistics and indicated the failed cell was less acceptable than the other cells. The processing and model building results were similar in both IM and SAS EM. The model described by this paper may be applied to any vendor battery cells where acceptance data is available.
INTRODUCTION
This assessment was performed to support the Johnson Space Center's (JSC's) Energy Systems Division (ESD) in closing the lithium ion battery (LIB) serial number (S/N) 1X1X internal short failure investigation (Failure Investigation Anomaly Report (FIAR) #JSCEP0232) and to also support further battery tests. LIB S/N 1X1X is a flight unit that passed all acceptances testing in October 2005. The battery was brought out of storage on February 2, 2006 , to support LIB charger power quality testing. During testing, one of the battery's five cell modules read 10 mV instead of 3.78V. An investigation determined that shorts internal to a cell were the root cause. The LIB S/N 1X1X status was presented to the Engineering Activities Review Board (EARB) on July 19, 2006 [2] .
OBJECTIVES
The objectives of this assessment are:
• Determine a logistic regression model to estimate the probability of a cell passing or failing, based on vendor data.
• Apply the model to a given module (e.g., FGM-91) to find cells (serial numbers) that are most likely to fail (e.g., 11YYY and 11XXX).
• Estimate the statistical confidence of the models generated in terms of acceptance statistics, such as tstatistics, analysis of deviance (R-square), and likelihood ratio chi-square test parameters for global null hypothesis.
• Build and test all models on both Insightful Corporation's Insightful Miner™ (IM) and SAS Institute Inc.'s SAS ® Enterprise Miner (EM) datamining tools.
BACK GROUND
This section gives an overview of the LIB Failure Investigation Destruct Physical Analysis (DPA) results. The hardware descriptions were, in part, extracted from the "Lithium Ion Battery (LIB) System Government Furnished Equipment (GFE) for the Spacesuit" presentation [2] . This section also provides information about the scope, assumptions, and data sources used for this probability of pass/fail assessment.
Cells 11XXX (cell 5) and 11YYY (cell 4) Cu tab side ground zero cell damage
ESD tests showed there were two separate internal shorts that occurred in cell 11XXX, both on bottom corners of the cell. The short at ground zero (GZ) affected several cell fold layers more deeply than the more superficial damage caused by the short at the opposite corner on cell 11XXX. The damage in cell 11YYY could have been collateral to what occurred in cell 11XXX.
A one-minute/axis random vibration acceptance test was performed with the LIBs on an open circuit at 30 percent system-on-chip (SoC). Open circuit voltage (OCV) tests immediately before and after each axis of vibration recorded no changes > ±5 mV temporal bounding volume (tbv). Nine (tbv) days later, the battery was charged, discharged, and recharged to 30 percent SoC within family individual cell modules voltages. The pretest capacity cycling test was performed 13 (tbv) days prior to the vibration testing, and its results were consistent with the post-test capacity cycling results. If two internal shorts developed during the vibration, they must have been of high enough impedance to escape detection during the capacity cycling, and then, transitioned to low impedance shorts to cause the thermal damage on the adjacent corners of cells 11YYY and 11XXX. ESD asked Science Applications International Corporation's (SAIC's) Safety and Mission Assurance (S&MA) Reliability and Maintenance (R&M) personnel to evaluate pass/fail vendor data to see if the vendor data would support predictive analysis for battery failures, even when the vendor data indicated no failures. 
Scope, assumptions, and data sources
Fourteen hundred rows by 53 columns of vendor cell acceptance data were obtained from ESD [1] . A portion of the data appears below in Figure 2 .
Figure 2 Snapshot of the vendor cell acceptance data
The LIB No. column refers to the battery, the Module No. column refers to the modules containing the cells, and the Serial column refers to the cells. The P/F column indicates if a particular cell (serial number) passed or failed the vendor test. The parameters in the remaining columns indicate battery characteristics such as charge level and mass before and after tests with both categorical and numerical parameters. The SAIC analyst assumes the possibility of building a logistic regression classification model with vendor data, using pass/fail (P/F) as the dependent parameter and all other parameters as possible independent parameters. The scope of this assessment was limited to the logistic regression classification for model determination. Other models such as classification trees and classification neural networks were not used. This assessment was also limited to the vendor cell acceptance data set. Different data sets and models are planned for future studies.
ANALYSES AND ASSESSMENT METHODOLOGY
Since this analysis assumes pass/fail criteria from the model data with both continuous and categorical parameters, the analyst chose logistic regression to build the models. All models were built with both IM and SAS EM using the same input data.
Logistic regression analysis
Logistic regression is a predictive analysis, like linear regression, but logistic regression involves predicting a dichotomous dependent variable. The predictors in a regression analysis can be continuous or dichotomous, but ordinary least squares (OLS) Regression is not appropriate if the outcome is dichotomous. The OLS regression uses a normal probability theory; whereas, logistic regression uses a binomial probability theory. The binomial probability theory makes this analysis a bit more complicated mathematically, so it is only covered superficially in this document. In building a Logistic Regression Model, the analyst inputs a train set of data consisting of a set of parameters (columns) and an "Indicator Column (parameter)" consisting of, for example, "YES" or "NO". Each row indicates an item or cell staring with a cell id. The YES or NO indicates if the item or cell passed an inspection test. For example the cell was too weak in current output. A test set consists of data in the same format as the train set. The model predicts the outcome of the item or cell in actual use in terms of will "pass" or "fail" in use with a probability of pass or fail in use Since the logistic regression and chi-square analyses both use the binomial distribution, one might expect there to be a relationship between the two. It turns out that the 2 X 2 contingency analyses with chi-square is really a special case of logistic regression, and this relationship is analogous to the relationship between analysis of variance (ANOVA) and regression. With chi-square contingency analysis, the independent variable is dichotomous and the dependent variable is dichotomous.
An equivalent logistic regression analysis with a dichotomous independent variable predicting a dichotomous dependent variable can also be conducted. Logistic regression is a more general analysis; however, the independent variable (i.e., the predictor) is not restricted to a dichotomous variable. Logistic regression is also not limited to a single predictor.
Logistic regression model assessment methodology
Insightful Miner uses coefficient estimates based on t-statistics and analysis of deviance (R-square) methods for logistic regression model assessments. Figure 5 is a sample output from the logistic regression application in IM. The output is displayed in three tables of statistics. These tables include the following information:
• A t-statistic measures the significance of a variable in the model by determining whether the coefficient is significantly different from zero. A t-statistic is the resulting ratio when the coefficient estimate is divided by its standard error. In general, a t-statistic greater than 1.96 in magnitude indicates the coefficient is sign sufficiently different from zero, and the associated variable should therefore be kept in the model. The t-statistics in Figure 5 imply the coefficients for Start and Intercept are significant in the model.
The p-value for each t-statistic indicates if the corresponding coefficient is significant in the model. In general, a p-value less than 0.05 and a t-statistic greater than 1.96 suggests that a coefficient is significant. The small p-value (Pr (│t│)) for Start in Figure 5 implies the term is significant, and the variables Age and Number contribute less to the model. Testing for the intercept is generally not necessary since the regression surface is expected to rarely intersect with the origin.
Analysis of deviance.
The Analysis of Deviance table includes the regression, error, and null deviances as well as the corresponding degrees of freedom (DF). Deviance is a measure of model discrepancy used in logistic regression. Similar to the analysis of variance for a linear model with Gaussian errors, the analysis of deviance is a partition of a model discrepancy from an oversimplified model (i.e., the null model, which consists of two componentsregression and error). The null deviance is analogous to the total sum of squares in an analysis of variance. The regression deviance measures the portion of the null deviance explained by the model. The error is what is left over from a perfect model fit. Further refining the regression deviance includes partitioning it by each independent variable; however, this is impractical in data mining since it would require dropping each variable, refitting the model, and taking the difference in the error deviance.
R-square is the coefficient of determination. It is calculated by dividing the regression deviance into the null deviance. Based on the values in the Analysis of Deviance table in Figure 5 , R-square is 0.2625.
21.85 / 83.23 = 0.2625 This R-square value indicates that 26.25 percent of the variation in the dependent variable is explained by the variation in the independent variables. One should expect at least 50 percent since the higher the R-square, the better the model. Therefore, one should generally choose the model with the largest R-square statistic when comparing multiple models.
Term Importance.
The term importance statistic can give a substitute for categorical, independent variable assessment in the refined IM model.
SAS Enterprise Miner.

SAS Enterprise Miner uses the likelihood ratio test
for global null hypothesis to evaluate the logistic regression model, as shown in the output in Figure 6 . The null hypothesis is that there are no significant variables in the model whose variation explains the variation in the dependent variable. One may reject the null hypothesis if Pr is less than 0.0005 (95% confidence) and beta equals 0. Models with higher likelihood ratio chi-square statistics are the better models.
Figure 6 SAS EM display for the logistic regression node
For more information about logistic regression in SAS EM, refer to the Predictive Modeling Using SAS Enterprise Miner 5.1 [5] and the Generalized Linear Models, 2nd Edition [4] .
ANALYSIS AND ASSESSMENT RESULTS
Data from five cells selected by JSC's ESD were processed through three model options (Option1, Option2, and Option3) to determine the best model and to indicate a known cell that failed. The output from the best model showed good acceptability statistics and indicated the failed cell was less acceptable than the other cells. The processing and model building results were similar in both IM and SAS EM.
Lithium ion battery analysis options
After several logistic regression analysis iterations, three options were selected as the best candidates to forecast the pass/fail probability of an LIB cell, based on the results of the vendor's cell acceptance data. The following subsections explain the three modeling options.
Option 1.
A total of 1,400 rows of data and all usable columns (53) were used as input to initiate the process for finding the best model. There were 52 independent variables and one dependent variable.
Option 2.
This option is like Option 1, except six independent variables were dropped, because they had less significant statistical indications based on p-values and t-statistics from Option 1.
Option 3.
This option is also like Option 1, except the following columns were deleted:
• Columns with too many blanks, namely the "soft short test parameters," with the exception of column ACR8C.
• Non-relevant columns according to JSC's ESD.
Relevant columns with good t-statistics were kept.
• Categorical columns, because they had less than desirable t-statistics.
Lithium ion battery analysis results
The following table summarizes the model evaluation analysis results from both IM and SAS EM. The PREDICT.prob column in the tables above is the model's prediction that the cell should pass vendor tests. The PREDICT.class column is the model's indication of pass or fail.
Based on the PREDICT.prob values in Tables 2 and  3 , model Option 3 in both the IM and SAS EM applications indicate that cells 11XXX and 11YYY should pass, but with a predictive probability significantly less (or at least noticeable) than the other cells. Cell 11XXX definitely failed during JSC ESD testing, and cell 11YYY may have failed or may have suffered collateral damage.
CONCLUSIONS
Conclusion 1: Modeling Option 3, the best statistical model, showed that cells 11XXX and 11YYY in module FGM-91 and battery 1X1X had a probability of 0.79 to pass. This was the lowest probability of passing than any other cells in the module. All other cells showed a 0.90 probability or higher to pass. Cell 11XXX failed during a critical NASA exercise, and cell 11YYY showed problems during ESD tests. Inspections showed debris in the problem cells. Acceptance statistics for modeling Option 3 were good. This model could be used to test all battery data and assist management in further safety testing.
Conclusion 2: Model Option 3 was initially constructed with all 1,400 rows and 53 columns of vendor cell acceptance data. The final version of the model was built with parameters that were designated as relevant by JSC's ESD and that had good t-statistics in the initial model. With some fine-tuning, Option 3 should be a good approach for building a model with battery data.
Conclusion 3: The IM and SAS EM features proved to be helpful in this analysis. Since both applications suggested the same modeling option as the best model, there is a better confidence in the final model and its results.
RECOMMENDATIONS
Based on the results of this analysis, Option 3 is the recommended model for analyzing battery data. The logistic regression processing in Option 3 produced good, predictive analytics. If required, a complete logistic regression analysis or other classification analysis of all vendor battery data could be performed to assist testing management. The approach of assessment of battery cells using Logistic Regression as given by this paper would apply to any battery cells where similar cell test data related to mass, voltage, heat and other similar factors for cell acceptance existed. We recommend this process to help choose the most reliable of vendor cells for any application.
