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controlisto maintain an equilibrium ofseesaw framein spiteofan
alowabledisturbance.
First,themathematicalmodeloftheseesaw system isderivedfrom the
Langrange'sformulations.Second,astablefeedbackloopisconstructed
forthenonlinearseesaw system,and theparametersofitslinearized
model are estimated using input-output data, a real-coded genetic
algorithm(RCGA)andthemodeladjustmenttechnique.
-iv-








aij ithrow and jthcolumnelementofmatrixA
A,B,C matrices

















































 T maximum generationofRCGA



































제 1장 서 론
1.1연구 배경 및 동향
일반적으로 대부분의 실제 시스템은 복잡하고,외란이나 불완전한 지식에
영향을 받는 강한 비선형적인 특성을 가지고 있다.이러한 비선형 특성을 제
어하기 위해 현대제어 이론의 연구가 계속 진행되고 있다.이에 힘입어 여러
가지 기법의 제어기가 제안되었고,생산성과 정밀성을 향상시키기 위한 산업
분야의 자동화에 큰 역할을 하였다.
그러나 제안된 제어기를 실제 산업현장에 검증 없이 바로 이용하면 기기의
손상이 발생할 수 있으므로 우선 모의실험 혹은 모형실험장치를 이용해 제안
된 제어기를 검증해야 한다.따라서 본 논문에서는 여러 시스템 중에서 비선
형이면서,불안정하여 제어 이론의 검증에 비교적 많이 이용될 수 있는 시소
시스템을 선정하여 제안한 제어기의 이론적 해석을 실시하고자 한다.
시소 시스템은 도립막대 시스템과 더불어 가장 대표적인 불안정한 시스템
으로 한 개의 피봇(pivot)점을 중심으로 움직이는 시소 구조물 상부에 레일을
설치하고,레일 위의 대차가 좌우로 이동하면서 시소의 평형상태를 유지시켜
주는 시스템이다.이러한 시소 시스템은 시소의 평형(Balancing)과 대차의 위
치(Positioning)문제를 동시에 가진다.이와 같은 문제들을 해결하기 위해 현
대제어 이론은 다양한 제어기법의 가능성을 제공한다.그러나 이들 연구는
정밀한 선형 모델을 얻을 수 있다는 가정 하에 수행되지만,정작 제어기 이
득은 일반적으로 추정된 근사모델로부터 얻는 경우가 대부분이다.따라서 더
욱 정교한 안정화 제어를 위해서는 선형 모델의 파라미터를 체계적으로 얻
고,이를 기반으로 제어기를 설계하는 절차가 요구되므로 본 연구에서는 이
러한 문제를 다루고자 한다.
시소 시스템의 제어에 관한 연구로는 Jeng-Hann[1]등이 FSMC(Fuzzy
Sliding-ModeControler)기법을 제안하였고,Chin-Ju[2-3]는 신경회로망 모
델(Neuralnetworkmodel)을 이용하여 PID 제어기를 유전알고리즘(GAs)으
로 동조하였고,다변수 시스템의 최적 PID 제어에 시소 시스템을 적용하였
다.또한,Chun-Hsien[4]등은 NSMC(Neuro-SlidingModeControl)기법을
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적용하여 시소 시스템을 제어하였다.
1.2연구 내용과 구성
본 논문은 시소의 평형과 대차의 위치 문제를 다루기 위해 시소 레일 위에
있는 대차의 구동 모터에 전압 즉,제어입력을 인가하여 시소의 평형을 유지
하도록 제어하고,허용 가능한 외란에 대해서도 평형을 유지하는 것을 목표
로 한다.
시소 시스템은 대표적인 불안정 시스템으로 피봇점을 기준으로 평형을 항
상 유지하여야 한다.본 논문에서는 다양한 초기조건이나 외란이 발생하는
환경 하에서도 빠른 시간에 시소를 평형점에 도달하도록 하는 제어기를 설계
하도록 한다.
이를 위해 우선 시소 시스템의 동역학적 운동을 해석 한다.본 논문에서는
라그랑지 운동방정식을 이용해 시소 시스템의 비선형 운동방정식을 유도하
고,상태방정식으로 표현한다.또한 계측을 통해 시스템의 데이터를 취득할
수 있는 환경을 가정하여 입·출력 데이터와 실수코딩 유전알고리즘
(Real-CodedGeneticAlgorithm :RCGA)[5,6]이 결합된 모델조정기법을 이
용한 선형모델의 파라미터 추정법을 제안한다.
다음으로 시소와 대차의 다양한 초기조건과 돌발적인 외란이 존재하는 경
우에도 정상오차가 발생하지 않는 PI형 상태피드백 제어기를 설계한다.이
제어기는 2차 최적제어에 기초한 것으로서 정상오차가 발생하지 않도록 오차
의 적분을 고려한 것이다.
이와 같은 상태피드백 제어기는 모든 상태변수의 피드백을 요구하나,실제
시스템에서 모든 상태변수들을 계측하기란 기술적·경제적으로 어려울 경우가
많으므로,계측 가능한 상태변수를 이용하여 다른 상태변수들을 추정하는 상
태관측기도 설계한다.이러한 상태관측기 이론은 Luenberger[7]에 의해 제시
되고,Gourishankar[8],Gopinath[9]등에 의해 발전되었다.본 논문에서 대차
의 위치와 시소의 각도는 엔코더를 이용하여 계측 가능한 것으로 가정하여
대차의 속도와 시소의 각속도를 추정하는 Luenberger형 축소차수 상태 관측
기를 적용한다.
지금까지 설명한 모델의 파라미터 추정,상태피드백 제어기의 이득 결정
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그리고 축소차수 상태 관측기의 이득 선정은 설계자가 고려해야하는 중요한
문제이다.따라서 본 논문에서는 최근 여러 가지 최적화 문제에 종종 적용되
는 RCGA를 이용하여 해결하고자 한다.
본 논문은 6장으로 구성된다.제2장에서는 본 논문에서 최적화 도구로 사
용한 RCGA의 개요에 대해 설명하고,제3장에서는 시소 시스템의 수학적 모
델을 유도하고,상태방정식으로 표현한다.또한,RCGA와 모델조정기법을 이
용하여 선형모델의 파라미터를 추정하는 기법을 설명한다.제4장에서는 시소
시스템의 안정화 제어를 위한 PI형의 상태피드백 제어기와 대차 속도 및 시
소 각속도를 추정하는 축소차수 상태관측기를 설계한 후,이들을 결합한 제
어시스템을 제안한다.이때,제어기와 관측기의 이득은 RCGA를 이용하여 최
적으로 탐색하는 기법을 사용한다.제5장에서는 제4장에서 제안한 제어시스
템을 비선형 시소 시스템에 적용하여 다양한 초기조건과 외란이 존재하는 환
경 하에서 시뮬레이션을 실시하여 제어기의 유효성을 확인한다.마지막으로
제6장에서는 본 논문의 최종적인 결론을 도출한다.
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제 2장 실수코딩 유전알고리즘
불안정한 시소 시스템의 균형을 유지시키기 위한 제어기 설계를 위해서는
우선 시소 시스템을 적절히 표현할 수 있는 모델이 필요하다.또한,제어기의
이득(Gain)과 상태관측기의 이득도 적절하게 선정되어야 원하는 제어 목적을
달성할 수 있다.
본 논문에서는 이와 같이 제어기 설계 시 필요한 여러 가지 최적화 문제를
RCGA를 이용해 해결하고자 한다.이후의 장에서 발생하는 최적화 문제는 시
소 시스템 선형모델의 파라미터 추정,제어기 이득과 상태관측기 이득의 결
정이 포함된다.따라서 여기에서는 최적화 문제의 해결도구로 사용되는
RCGA에 대해 이론적 배경을 살펴보기로 한다.
2.1유전알고리즘의 특징
유전알고리즘은 유전학과 자연환경에서 발견되는 자연선택(Natural
selection)원리를 알고리즘 형태로 구현하여 컴퓨터 알고리즘으로 모방한 최
적화 기법으로[10,11]1975년 Holand[12]에 의해 처음으로 개발 되었다.유전
알고리즘은 두 부모의 유전자로부터 그들 자손의 유전자를 형성하는 유성생
식과 자연환경에서 일어나는 진화원리를 흉내내며 “적자생존(Survivalofthe
fittest)”의 개념을 이용한다.이를 위해 해가 될 가능성이 있는 집단에서 서
로간의 유전정보를 교환하여 재생산(Reproduction),교배(Crossover),돌연변
이(Mutation)와 같은 자연 진화기구를 모방한 유전 연산자가 작동하게 된다.
유전알고리즘이 기존의 탐색 알고리즘과 구분되는 점은 유전 연산자를 사
용하고 파라미터를 직접 이용하기 보다는 이를 적절히 기호로 표현하여 이용
하며 하나의 해를 다루기보다 집단을 취급한다는 점이다.또한 이득함수 또
는 목적함수값만을 필요로 하고,연속성,미분가능성,단봉성 등과 같은 다른
보조정보를 요구하지 않는다.그리고 연산자들이 확률에 기초하여 동작되므
로 얻어지는 결과는 결정적이기 보다는 확률적이다.
유전알고리즘의 탐색과정은 집단의 초기화,적합도 평가,재생산,교배,돌
연변이의 5단계로 구분된다.이와 같은 과정을 통해 새롭게 형성된 집단은
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다시 적합도가 평가되고 최적의 해가 발견될 때까지 반복적으로 모의 진화를
수행하게 된다.
2.2유전알고리즘의 구조
유전알고리즘은 다수의 염색체 개체로 구성되는 초기집단이 생성되면 목적
함수를 기반으로 각 개체의 적합도가 평가되고,일련의 재생산,교배,돌연변
이 연산을 통해 집단이 변경되며,다시 개체의 적합도가 평가되는 연산을 반
복함으로써 집단 내 개체들을 최적해 쪽으로 진화해가도록 한다.















유전알고리즘은 기존의 탐색 알고리즘과는 달리 파라미터 그 자체를 다루
기보다는 연산에 적합한 부호공간 상의 자연 파라미터(Naturalparameter)의
형태로 변환하여 사용하여 왔고,주로 이진 형태(Binarytype)를 취해 왔다.
이진 염색체를 다루는 유전알고리즘을 이진코딩 유전알고리즘(Binary-Coded
GeneticAlgorithm:BCGA)이라 한다.그러나 탐색공간이 크거나,고정밀도의
해가 필요한 경우 또는 제약조건이 존재할 경우에는 염색체의 길이를 크게
해야 한다.이는 연산 부담으로 나타나며 경우에 따라서는 비전역 최적해 쪽
으로 수렴하는 문제를 일으킨다.
이러한 문제점을 해결하기 위해 본 논문에서는 기존 이진코딩의 단점을 극
복하고 제약조건이 있는 경우에도 적절한 응용이 가능한 RCGA를 사용한다.
RCGA는 염색체를 실수로 표시하기 때문에 염색체의 실수 유전자(Gene)가
문제의 해 벡터와 일대일로 대응된다.이진코딩 염색체와 실수코딩 염색체는
식 (2.1)과 식 (2.2)와 같은 형태로 표시된다.
§ 이진코딩 염색체
x1 x2 xi xn (2.1)s= (01001 01100 … 10001 … 11111)
§ 실수코딩 염색체
s= (x1 x2 … xi … xn) (2.2)
여기서 xi∈R는 i번째 유전자(요소),n은 벡터의 차원이다.실수코딩은 변수
(표현형)와 유전자(유전자형)간에 일대일 일치로 프로그래밍이 간편해지고
BCGA에서 요구되는 부호화,복호화 프로세스가 필요 없게 되어 탐색속도를
높일 수 있다.또한,지역동조를 통해 해의 정밀도를 개선할 수 있으며 해에
관한 사전지식이 없는 경우에는 매우 큰 정의영역을 정하는 것도 가능하다.
실수코딩을 채용함으로써 염색체의 길이는 벡터의 차원 n과 일치하게 되고,
문제공간에서 가까운 두 점은 표현공간에서도 서로 가깝게 되는 특징을 갖는다.
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2.2.2초기집단의 생성
RCGA는 염색체로 이루어진 집단(Population)안에서 모의진화를 수행하고,
세대를 거치면서 좋은 유전자를 보유하게 된다.N개의 염색체(개체)로 구성
되는 k세대의 집단 P(k)은 식 (2.3)과 같이 표시된다.
P(k)={s1(k) s2(k)⋯ si(k)⋯ sN(k)} (2.3)
여기서 si(k)=(xi1(k) xi2(k)⋯ xij(k)⋯ xin(k))는 i번째 염색체, xij(k)
는 i번째 염색체의 j번째 원소,N은 집단의 크기(Populationsize)이다.집단
크기 N은 세대와는 관계없이 항상 일정한 크기를 갖는 것으로 가정한다.
P(k)는 염색체로 특징 지워지는 N개의 개체들의 집합으로 정의된다.특히
초기 집단 P(0)는 무작위로 생성되는 무작위 초기화법과 경험을 기반으로 생
성되는 유도된 초기화법이 있다.전자는 난수발생기를 통하여 발생된 실수로
초기집단을 구성하고,후자는 다른 간단한 탐색 알고리즘으로 해를 포함하는
근사적인 정의영역을 얻고,이 안에서 균등확률로 점들을 선택해서 초기화시
킨다.
본 논문에서는 RCGA가 가혹한 환경에서부터 출발하여 해를 찾는 능력을
확인하기 위해 무작위법으로 초기집단을 초기화한다.따라서 염색체 요소들은
난수발생기를 통하여 발생되는 정의영역 xLj≤xij(k)≤xUj(1≤i≤N,1≤j≤n)
내의 임의의 실수값으로 설정된다.
2.2.3적합도 평가
자연계에서 한 생물의 생존 능력은 그 환경에 대한 적합도를 반영하게 되
는 것과 마찬가지로 유전알고리즘은 최적해로의 수렴 정도를 개체의 적합도
평가(Fitnessevaluation)로 반영시킨다.재생산,교배,돌연변이 연산을 통해
새로운 집단이 형성될 때마다 개체의 적합도는 목적함수에 의해 평가되고 적
합도의 크기에 따라 다음 세대에서 선택되어 재생산되는 비율이 결정되게 된
다.이 과정에서 적합도가 큰 개체가 더 많은 보상을 받을 수 있도록 배려하
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기 위해서 적합도 함수는 최대화 문제 형태로 표현되어야 하고,음의 값을 갖
지 않아야 한다.따라서 최대화 혹은 최소화 문제로 기술되는 목적함수로부터
적절한 적합도 함수는 다음과 같은 사상(Mapping)을 통해 얻을 수 있다.
§ 최대화 문제 :
f(s(k))=F(x(k))-γ (2.4a)
§ 최소화 문제 :
f(s(k))=-F(x(k))-γ (2.4b)
여기서 f(s(k))는 적합도 함수,F(x(k)는 목적함수,x(k)는 n차원 벡터,k는
세대,γ는 항상 f(s)≥0을 보장하는 상수로서 유전알고리즘의 성능에 직접적인
영향을 주므로 적절한 선정이 필요하다[5].
일반적으로 탐색 공간 내에서 목적함수의 최소치를 아는 것이 쉽지 않기 때
문에 γ는 경험적으로 아주 작은 값으로 선정된다.
2.2.4유전 연산자
집단 내에서 모의진화를 일으키기 위해서는 자연의 진화원리를 알고리즘으
로 흉내 내어야 하며,이를 위해 대부분의 유전알고리즘에서 재생산,교배,
돌연변이와 같은 유전 연산자(Geneticoperator)를 사용한다.
§ 재생산 연산자
재생산(Reproduction)은 자연의 적자생존 또는 자연도태를 모방하는 메커
니즘으로 각 개체의 적합도를 기반으로 집단 내의 개체들을 선택하고,새로운
집단을 형성하는 과정이다.이를 통해 집단 내의 약한 개체들은 도태되고,강
한 개체가 선택되어 세대교체가 진행될수록 좋은 유전자를 가진 집단이 되게
한다.가장 널리 알려진 루울렛휠 재생산(Roulettewheelreproduction)[12]은
초기 세대에서 초우량 개체가 출현하면 이를 여러 번 복제하여 집단의 유전
적 다양성을 감소시키고,확률적으로 최적 개체를 반드시 선택하지 못하는
단점을 가지고 있다.따라서 본 논문에서는 이러한 문제점을 보완한 구배와
유사한 재생산(Gradient-likereproduction)을 사용한다.이는 기존의 연산자
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와 구별되는 특수한 형태를 가지며,다음 6단계를 통해 완성된다.







단계 3 i≤ N의 조건이 만족될 때까지 단계 3-6을 반복한다.




여기서 xij(k+1)은 재생산 후 i번째 염색체의 j번째 요소이고 xij(k)와
xbj(k)는 xi(k)와 xb(k)의 j번째 요소이며,재생산 계수 ηi는 평균이 η
이고 분산이 σ2인 정규분포 (η,σ2)를 따르도록 선정되는 양의 상수이다.





교배(Crossover)는 자연계 생물의 유성생식을 모방하여 알고리즘 형태로 나
타낸 것으로서 탐색공간상의 새로운 점을 찾기 위해 교배는 교배급원으로부터
부모 세대의 유전인자를 임의로 선택하고,임의로 선택된 교배점 이후의 유전
자들을 서로 교환,결합하여 자손을 생성한다.이러한 연산은 생성된 자손의
수가 집단의 크기와 같을 때까지 반복한다.
교배 연산자는 플랫 교배(Flatcrossover),단순 교배(Simplecrossover),산
술적 교배(Arithmeticalcrossover)등이 있으며,본 논문에서는 수정단순 교
배(Modifiedsimplecrossover)[5]를 사용한다.수정단순 교배는 선택된 교배
점 이후의 유전자를 서로 교환하여 자손을 형성하는 단순 교배와 교배점의
유전자를 식 (2.7)과 같이 일차결합(Linearcombination)하여 자손을 생성하는















여기서 xuj와 xvj는 집단에서 선택된 부모 염색체의 유전자이고, x̃uj와 x̃vj는
자손 염색체의 유전자이다. λ는 곱인수(Multiplier)로서 고정되거나 각 유전
자 마다 독립적으로 결정될 수 있는 0과 1사이의 난수이다.






























































모의진화가 진행되는 동안 재생산과 교배를 통해 집단은 더욱 해에 근접한
염색체로 되고,이는 염색체들이 서로 닮아가게 되는 요인이 된다.그러나 이
러한 현상이 진화 초기에 발생하면 유전자의 다양성 결핍으로 인해 지역해
(Local solution)나 사점(Dead corner)에 빠지게 될 수 있다.돌연변이
(Mutation)는 이를 벗어나기 위한 전략이며, 균등 돌연변이(Uniform
mutation), 경계 돌연변이(Boundary mutation), 동적 돌연변이(Dynamic
mutation)등이 있다.
본 논문에서는 동적 돌연변이를 사용한다.이 돌연변이 연산자는 세대 초
기에 전 탐색공간을 균등한 확률로 탐색하다가 세대수가 증가하면서 탐색영
역을 좁혀 지역적으로 탐색하기 때문에 돌연변이 확률을 다른 돌연변이 연산
자보다 크게 선정하는 것이 가능하다.Fig.2.3과 같이 j번째 유전자에서 돌연
















1 if,)x~x~k,(x~ (L)jjj =τ−∆−
=jx (2.8)
여기서 x̃j는 교배 연산을 거친 염색체 내에서 돌연변이 확률에 의해 선택
된 j번째 유전자이다. x̃j(L), x̃j(U)는 각각 j번째 유전자의 하한값과 상한값이
고,τ는 0또는 1을 취하는 난수이다.이때 Δ(k,y)는 다음의 함수가 사용된다.
Δ(k,y)=y·r·(1- kT )
b (2.9)
여기서 r은 0과 1사이의 실수 난수이고,T는 유전알고리즘의 최대 세대수
이며,b는 불균형 정도를 나타내는 매개변수로서 사용자에 의해 결정된다.
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2.2.5전략
적합도 평가를 위해 선정하는 γ는 초기에 잘 선정해도 진화 도중에 값이 고
정되면 선택압(Selectionpressure)이 떨어지는 문제가 발생한다.한편,교배와
돌연변이 연산을 거치면서 그 세대에서 확보된 최적 개체가 파괴될 수도 있
다.이러한 문제점을 해결하기 위해 적합도의 스케일링(Scaling)과 엘리트 전
략(Elitiststrategy)을 사용한다.
§ 적합도의 스케일링
유전알고리즘이 특히 작은 집단을 취급할 때 개체집단의 적합도 평가는 그
성능에 크게 영향을 미친다.만약 초기 세대의 집단에 초우량 개체가 출현하
게 되면 재생산 연산자는 이 개체를 여러 번 복제하게 되고,그 결과 이들이
집단을 지배하게 되어 지역 최적점으로 급히 수렴하게 된다.이와 반대로 후
기 세대에는 집단이 강해지고 개체들이 한 점 주위로 군집되어 좋은 개체와
더 나은 개체를 구별하는 것이 쉽지 않게 된다.그러므로 초기에는 유전자의
다양성을 충분히 유지할 수 있도록 개체간의 상대적인 적합도의 영향을 줄여
주고,후기에는 그 영향이 커지게 해서 선택압을 일정하게 유지시켜 줄 필요
가 있다.
이 같은 역할을 하기 위해 스케일링을 통한 정규화 방법과 스케일링 윈도우
기법을 통한 정규화 방법이 사용될 수 있다.전자의 방법으로는 선형 스케일
링(Linear scaling), 시그마 절단(Sigma truncation), 로그 스케일링
(Logarithmicscaling)등이 있다.후자의 방법은 과거 집단의 개수인 스케일
링 윈도우 Ws를 사용하여 선택압을 유지하는 것으로써 γ값을 과거의 다수
집단에서 발견되는 목적함수 값으로 계속 변경해 주는 방법이다.본 논문에서는
Ws=1로 선정한 스케일링 윈도우 기법을 사용한다.
§ 엘리트 전략
RCGA에서 채용하는 구배와 유사한 재생산은 최적개체의 생존을 보장해
주지만 교배와 돌연변이 연산을 거치는 동안 파괴될 수도 있다.엘리트 전략
(Elitiststrategy)은 한 세대의 최적 개체의 소멸을 방지하는 전략으로 이전
세대의 최적 개체를 저장하고 있다가 일련의 모의진화를 수행한 후 최적 개
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체가 소멸된 것이 확인 되면 현 세대의 가장 약한 개체 또는 임의로 선택된
개체를 저장된 최적 개체와 교환함으로써 집단 내에서 가장 강한 개체가 다
음 세대로 전달되는 것을 보장한다.이 방법은 일반적으로 유전알고리즘의
성능을 개선하는 것으로 알려져 있다[13].
2.2.6종료 조건
유전알고리즘이 확률적인 탐색법이라는 사실을 생각할 때,어느 시점이 전
역 해에 도달한 것인지 알기가 쉽지 않다.그러나 구체적인 적용에 있어서는
유전알고리즘을 정해진 세대까지 모의진화 시키는 방법을 사용한다.만약 최
종 세대까지 진화한 염색체가 만족할 만한 해에 근접하지 못하면,최종 세대
수를 증가시켜 다시 모의진화를 진행시킨다.또 다른 방법으로 목적함수 값
의 허용치를 정하고,세대에 관계없이 목적함수가 허용치 안에 들어오면 모
의진화를 종료시키는 방법도 있다.본 논문에서는 전자의 종료 조건을 사용
한다.
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제 3장 시소 시스템의 모델링
불안정한 시소 시스템의 안정화 제어기를 설계하고 이를 검증하기 위해서
는 시소 시스템을 수학적으로 표현할 수 있는 운동방정식이 필요하다.따라
서 본 장에서는 구동부를 포함한 동역학적 비선형 모델을 라그랑지(Lagrange)
운동방정식을 이용해 구한다.
라그랑지 방식의 이점은 적용하고자 하는 문제에 대하여 그 운동을 가장
편리하게 표시할 수 있는 좌표계를 사용할 수 있다는 것이다.다만 이 경우
그 좌표계에 구하는 좌표들 값을 지정하면 그 역학계의 각 부분 위치가 완전
히 결정되어야 한다는 가정이 따른다.이것은 다루는 역학계가 가지고 있는
자유도 하나하나에 대하여 각각 1개씩의 좌표가 마련되어야 한다는 것을 의
미하고,이 같은 조건을 홀로노믹(Holonomic)조건이라 한다.
시소 제어를 위한 시스템은 크게 대차,시소,구동 모터로 구분할 수 있으
므로 여기서는 이에 대한 수학적 모델을 구한다.
3.1시소 시스템의 비선형 운동방정식
시소 시스템은 일반적으로 크게 병진운동 하는 대차,시소,구동 모터로 구
성되어 있으며 시소의 레일 위에 설치되어 있는 대차의 움직임을 조절하여
시소의 균형을 유지하는 구조로 되어 있다.시소 시스템 제어계는 시소중앙
의 피봇점을 중심으로 시소중심 좌표(Xs,Ys)의 움직임과 레일위에서의 대차
의 변위 움직임으로 크게 나눌 수 있다.Fig.3.1은 시소 시스템의 동역학적
직교 좌표계로 단순화 한 것이다.
이 시스템에서 θ[rad]는 피봇점 수직에 대한 각도, θ̇[rad/s]는 각속도,xc
[m]는 대차의 레일 위에서의 변위, ẋc[m/s]는 대차의 속도이다.대차의 질량
을 Mc[kg],시소 모듈의 중심에 대한 질량을 Ms[kg],시소 시스템의 관성
모멘트를 Js[kg·m²],피봇점과 레일 중심과의 거리를 DT [m],피봇점과 시
소중심과의 거리를 Dc[m]로 정의한다.중력가속도를 g[m/s
2],대차에 가해
지는 힘을 Fc [N]라 가정하고 라그랑지 방정식을 이용하여 일반화된 좌표
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Fig.3.1 Coordinatesystem ofaseesaw modulesystem
대차가 레일 위를 운동할 때 시소와 대차에 대한 중심좌표를 구하면 시소
의 중심좌표는 다음과 같다.
Xs=-Dcsinθ (3.1a)
Ys=Dccosθ (3.1b)




라그랑지 운동방정식을 이용하기 위해서 시소 시스템의 위치에너지와 운동
에너지를 구해야 한다.
먼저 시소 시스템의 전체 위치에너지를 구한다.시소 시스템의 총 위치에
너지 VT는 시스템 혹은 시스템 구성요소의 에너지 양으로 나타난다.위치에
너지는 일반적으로 기준점에서의 수직변위에 의한 중력 위치에너지와 스프링
종류에 의한 탄성에너지가 있으나 여기서 탄성에너지 성분은 존재하지 않으
므로 오직 중력 위치에너지만 고려한다.시소 시스템은 Fig.3.1과 같이 시소
와 대차 두 개의 운동 시스템으로 구성되어 있으므로 대차의 중력 위치에너
지 Vgc와 시소의 중력 위치에너지 Vgs는 다음과 같다.
Vgc=McgYc (3.3a)
Vgs=MsgYs (3.3b)
그러므로 전체 위치에너지는 다음과 같이 나타낼 수 있다.
VT=Vgc+Vgs=g(McDTcosθ+Mcxcsinθ+MsDcosθ) (3.4)
다음으로 시소 시스템의 운동으로 기인한 총 운동에너지 TT는 대차의 운
동에너지와 시소 자체의 운동에너지로 구분할 수 있는데,대차의 운동에너지
는 다시 대차의 이동 운동에너지와 대차 구동 모터의 회전 운동에너지로 나
누어 생각할 수 있다.
우선 대차의 이동에 의한 운동에너지 Ttc는 식 (3.5)와 같다.
Ttc= 12Mc( Ẋ2c+Ẏ2c)
2 (3.5)





다음으로 구동 모터에 의한 회전 운동에너지 Trc를 구하면 다음과 같다.
Trc= 12Jm(Kgrmp)2ẋc2 (3.7)
여기서 Jm [kg·m²]은 모터의 회전관성 모멘트,rmp[m]는 모터의 구동기어
반지름,Kg는 기어박스의 기어비를 의미한다.그러나 구동모터에 의한 회전
운동에너지는 그 양이 미소하므로 무시한다.
시소는 피봇점을 중심으로 회전운동만 하므로 시소의 회전운동에너지 Trs
를 구하면 다음과 같다.
Trs=12Jsθ
2̇ (3.8)
따라서 시소 시스템의 총 운동에너지 TT는 식 (3.5)와 식 (3.8)로 표현되는
두 운동에너지 합으로 표현할 수 있다.
TT=Ttc+Trs











다음으로 xc, θ에 대한 라그랑지 방정식을 고려하면 라그랑지안


















여기서 Qxc,Qθ는 xc와 θ에 대한 일반화된 힘이며,Bp와 Bs는 각각 구동
모터 피니언의 점성제동계수와 시소 피봇점의 마찰에 의한 점성제동계수를
의미한다.
식 (3.10)와 식 (3.12)을 식 (3.11)에 대입하여 정리하면 시소 시스템은 다음




        (3.14)
식 (3.13)와 식 (3.14)를 ẍc, θ̈에 대하여 정리하면 아래와 같은 2계 비선형































θ [rad] Seesaw anglefrom thehorizontalposition
θ̇ [rad/s] Seesaw angularvelocity
Mc [kg] Massofcart
Ms [kg] Massofseesaw system
Js [kg·m2] Momentofinertiaofseesaw system
DT [m] Distancefrom pivottocartrail
Dc [m] Distancefrom pivottocentreofgravityseesawsystem
Bp [N·s/m] Viscousdampingcoefficientatmotorpinion





구동 모터인 DC모터에 전압을 인가하면 모터에 회전력이 발생되고,이 회
전력은 대차를 움직여 시소를 평형하게 유지시켜준다.Fig.3.2는 모터를 포
함한 시소 시스템의 구동부를 나타내며,여기에서는 힘 Fc[N]와 구동 모터









DC모터의 인가전압을 u[V],전기자 전류를 ia [A],역기전력 상수를 Kb
[V·s/rad,N·m/A],모터 토크상수를 Km [N·m/A],기어박스비를 Kg,전기자
저항을 Ra[Ω],모터의 피니언 반지름을 rmp[m]라 정의하고 대차를 구동시
키는 힘 Fc와 모터 인가전압 u의 관계를 나타내면 다음과 같이 나타낼 수 있










ẋc                                    (3.17b)
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3.3시소 시스템의 상태공간 해석
앞 절에서 구한 xc와 θ에 대한 2차 비선형 연립 미분방정식에서 θ의 변동이 미
소하다고 가정하여 θ≅0근방에서 선형으로 근사화(sinθ≅θ,cosθ≅1)하고 정














구동부를 포함한 전체 선형 운동방정식을 표현하기 위해 식 (3.18)와 식
(3.19)에 식 (3.17b)를 대입하여 정리하면 다음과 같은 2계 선형 미분방정식으































구동부를 포함한 시소 시스템의 전체 선형운동방정식인 식 (3.20)과 식
(3.21)에서 x1=xc,x2=θ,x3=ẋc,x4= θ̇로 상태변수를 정의하고,상태방
정식으로 표현하면 다음과 같이 나타낼 수 있다.
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3.4RCGA를 이용한 파라미터 추정
3.3절에서 구한 시소 시스템의 수학적 모델의 정확도는 모델 내부 파라미터
값의 정확도에 의해 결정되나 기술적 혹은 환경적인 문제로 내부 파라미터의
정확한 값을 알지 못하는 경우가 빈번히 발생하기도 한다.이 경우에는 시스
템의 입·출력 데이터에 근거하여 모델의 파라미터를 추정해야 하는데,일반적
으로 시스템의 입·출력 신호와 그 도함수를 모두 직접 계측해야 한다는 문제점
을 가진다.이것은 기술적 또는 경제적으로 용이하지 않고,가능하다 하더라도
잡음의 영향을 쉽게 받아서 정확한 추정이 어렵게 된다.
따라서 본 논문에서는 이와같은 문제점을 해결하기 위해 RCGA 기반의 모
델조정기법을 이용하여 선형모델의 파라미터를 추정하는 방법을 제안하고자
한다.
모델조정기법(Modeladjustmenttechnique)은 Fig.3.3와 같이 제어대상과
병렬로 연결된 조정모델에 동일한 입력을 적용하고,모델의 동특성이 시스템
의 동특성에 가까워지도록 적응자로 모델의 파라미터를 조정하는 방법으로서










Fig.3.3의 모델조정기법은 대상 시스템이 안정한 경우에는 바로 적용 가능
하지만,본 논문에서 다루고자 하는 시소 시스템과 같은 불안정한 시스템에
는 파라미터 추정이 이루어지는 동안 시스템과 모델을 동시에 안정화 시킬
수 있는 입력을 선택해야 한다.따라서 Fig.3.4와 같이 폐루프를 구성하여
불안정한 시스템을 안정화 시키면서 파라미터를 추정하는 모델 조정기법이
필요하게 되며,시스템 안정화를 위한 폐루프 피드백 이득행렬 K는 전체시스
템이 안정하도록 적절히 선택된다.




조정모델은 식 (3.22)의 선형·시불변 상태방정식이 사용되므로 행렬 A의 원
소와 B의 원소가 조정된다.적응 메카니즘은 RCGA를 사용하므로 염색체는
다음과 같이 표시된다.
s=(a31,a32,a33,a34,a41,a42,a43,a44,b3,b4) (3.23)
결국 염색체 s의 각 유전자들은 다음 조건이 만족되도록 최적 조정된다.
lim
t→∞[xp-x]≅0 (3.24)
개체의 적합도를 평가하기 위해 식 (3.25)와 같은 목적함수를 사용하였다.실
제로 탐색해야 할 파라미터는 식 (3.23)과 같이 10개이지만 시소 시스템의 시
소피봇점에 대한 점성계수(Bs)를 0으로 가정하면,RCGA는 최종적으로 시스템







여기서 xp와 x은 각각 시소 시스템과 조정모델의 상태이고 tf는 최종 적분
시간으로써 이 후의 적분 값은 무시해도 좋을 정도의 충분히 큰 시간이다.
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제 4장 시소 시스템의 제어기 설계
시스템 제어에 있어 기준입력(즉,목표치)이 0이며,모든 상태변수를 0으로
수렴하게 하는 장치를 조정기(Regulator)라 한다.이러한 조정기 설계를 위해
앞 장에서 추정한 시소 시스템의 선형모델을 이용하여 안정한 제어를 위한
LQR(LinearQuadraticRegulator)이론에 기반을 둔 PI형의 상태피드백 제어
를 제안한다.한편,조정기와 같은 상태피드백 제어기는 모든 상태변수를 계
측하여야 하나 실제적으로 모든 상태변수를 계측할 수 있는 것은 아니다.따
라서 계측이 어렵거나 계측을 위해 고가의 장비를 사용하여야 하는 경우를
고려하여 상태변수를 추정하는 방법에 대해서 알아본다.
4.1PI형의 상태피드백 제어기 설계
시소 시스템의 안정화 제어를 위해 사용되는 본 논문의 제어기는 기본적으
로 LQR 이론에 기반을 두고 있다.P형 선형조정기의 경우 제어대상 시스템
에 외란이 존재할 때는 정상편차가 발생할 수 있다.계단상의 외란과 잡음이
존재하는 환경에서도 정상상태 오차가 없이 안정한 제어가 되도록 하기 위해
오차 보상기를 가진 PI형의 상태피드백 제어기를 설계한다.




여기서 x∈R는 시스템의 상태벡터, y∈R는 출력으로서 시소의 각도,
u∈R는 제어입력이고,A∈R4×4,B∈R4×1,C∈R1×4은 상수행렬이다.한편 행
렬쌍 (A,B)가 제어 가능하면,상태피드백 제어가 가능하다.
오차 보상을 위한 새로운 상태변수 z를 다음과 같이 정의한다.
z=⌠⌡ (y-yr)dt (4.2)
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식 (4.1)의 상태방정식과 식 (4.2)를 이용하여 확장된 상태방정식으로 표현하
면 다음과 같이 나타낼 수 있다.




























식 (4.3)을 다시 표현하면 다음과 같이 나타낼 수 있다.






































원래 시스템인 식 (4.1)이 제어 가능(Controlable)하고 rank(Â)=n+1의 관계가
만족되면 식 (4.4)로 표현된 확장시스템도 제어 가능하게 된다[14].
확장시스템에 근거하여 식 (4.5)와 같은 2차형식의 평가함수를 선정할 수 있다.
J1=⌠⌡(x̂ T Q̂ x̂+uTR̂u)dt (4.5)
여기서 Q̂는 양의 반한정 대칭행렬이고, R̂은 양의 하중계수이다. Q̂와 R̂은
상태벡터와 제어입력의 상대적인 중요성에 근거를 두고 주어진 설계사양을
만족시키도록 설계자가 적절히 선정하며,이들의 값에 따라 폐루프의 극점위
치와 고유벡터가 결정된다.
선정된 2차형식의 평가함수 J1를 최소로 하면서 피드백 시스템을 점근적으
로 안정하게 하는 상태피드백 제어입력은 식 (4.6)과 같다.
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여기서 K̂=[K̂1 k̂i]는 피드백 이득행렬, P̂는 다음 Riccati방정식의 해행렬
이다.
ÂTP̂+ P̂Â- P̂B̂ R̂-1B̂TP̂+ Q̂=0 (4.7)
식 (4.6)으로 부터 상태피드백 제어입력은 비례-적분(PI)제어기의 형태를 갖
고 있음을 알 수 있다.
본 논문에서는 식 (4.6)의 상태피드백 이득 K̂를 결정하기 위해서 Riccati
방정식의 해 행렬를 구하는 대신에 Fig.4.1과 같이 RCGA를 이용한다.
RCGA는 진화를 거듭하면서 집단 내 우열을 판단하기 위해서 목적함수가
필요하게 되는데 식 (4.5)와 같은 2차 형식을 사용하며,최종 적분시간은 시

















앞 절에서 설계된 PI형의 상태피드백 제어기 입력의 구현은 모든 상태변수
의 계측과 피드백을 필요로 한다.그러나 기술적 또는 경제적인 이유로 모든
상태변수를 계측하기가 어려운 경우에는 계측할 수 있는 계측신호 만으로 나
머지 신호를 추정하여 피드백하여야 하다.이렇게 상태변수를 추정하는 장치
를 상태관측기라 한다.
대차 위치 및 시소 각도와 같이 직접 계측할 수 있는 상태변수를 계측한
후 계측된 상태변수를 비롯한 시스템의 모든 상태변수를 관측하는 것을 전차
수 상태관측기라 하며,직접 계측 할 수 있는 상태변수를 제외하고 단지 계
측할 수 없는 상태변수인 대차 속도와 시소 각속도만 관측하는 것을 축소차
수 상태관측기라 한다.이는 연산량과 연산시간을 감소시킬 수 있으며 구현
이 간단해지고 성능에서도 우수한 특성을 가지며 피드백 이득 상수의 수가 줄
어드는 등의 관측기 설계가 용이해진다.
관측기 설계의 대표적인 방법인 Luenberger상태관측기[7,15,16]에 대해 알
아보자.
4.2.1전차수 상태관측기
식 (4.1)에 대해 Luenberger형 전차수 상태관측기(Ful-order state
observer)를 설계하면 다음과 같다.
ẋ̃=A x̃+Bu+L(y-Cx̃) (4.8)
여기서 x̃는 x의 추정치이고 L은 상태관측기의 이득행렬이다.
식 (4.8)의 L이 안정한 행렬이라면 상태관측기의 초기조건이 시스템과 서
로 다를 경우에도 x̃는 x를 추정하는 것이 가능하다.
전차수 상태관측기의 제어기 출력이 식 (4.6)과 같으므로 전차수 상태관측
기가 결합된 PI형 상태피드백 제어기의 출력은 다음과 같이 나타낼 수 있다.
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u=- K̂ 1x̃+kî⌠⌡(yr-y)dt (4.9)
여기서 e=x-x̃로 정의하고,이를 식 (4.9)에 대입하면 u는 다음과 같다.
u=- K̂ 1(x-e)+ k̂i⌠⌡(yr-y)dt (4.10)
그러므로 전체 폐루프 시스템은 다음과 같다.
ẋ̇̇̇=Ax-B(K̂1(x-e)+k̂iz) (4.11)
4.2.2축소차수 상태관측기
직접 계측할 수 있는 상태변수를 비롯한 모든 상태변수를 추정하는 전차수
상태관측기는 연산 관점에서 보면 비효율적이다.따라서 시소 시스템에서 대
차의 위치와 시소의 각도가 계측가능(q=2)하다고 가정하면,축소차수 상태관
측기는 n-q이므로 나머지 2개의 상태만을 추정하면 된다.
상태벡터 x는 직접 계측 가능한 출력벡터 xa와 계측불가한 상태벡터 xb로
나누어 지며 식 (4.1)의 상태방정식을 분할된 상태변수와 출력방정식으로 표















































Bb((n-q)×1)은 각각 분할된 행렬을 나타내고 Iq(q×q)는 단위행렬이다.
식 (4.12a)로부터 계측할 수 없는 축소차수 관측기 상태방정식과 계측가능
-32-
한 축소차수 관측기 출력방정식은 다음 방정식으로 다시 표현할 수 있다.
ẋ̇̇̇b=Abaxa+Abbxb+Bbu (4.13a)
w=Aabxb (4.13b)
여기서 w= ẏ̇̇̇-Aaaxa-Bau이다.따라서 식 (4.13b)는 기지의 신호 y와 u의
함수로 이루어진 것을 알 수 있다.또한 w는 계측 가능하므로 식 (4.13b)를
출력방정식으로 볼 수 있다.
식 (4.12)의 시스템은 행렬쌍 ( )Abb,Aab이 관측 가능행렬이면 상태관측기
의 구성이 가능한데,만약 ( )A,C가 관측가능하다면 ( )Abb,Aab도 관측가능
하게 된다[17].
식 (4.13a)와 식 (4.13b)에 대하여 상태관측기를 설계하면 다음 식을 얻는다.
ẋ̇̇̇̃b=(Abb-LAab)x̃b+Abay+Bbu+Lw (4.14)
여기서 L은 상태관측기 이득행렬이며 (n-q)×q행렬이다.
식 (4.14)에서 ẋ̇̇̇̃b를 추정하기 위해서는 y의 미분신호 ẏ̇̇̇가 필요하다.그러나
계측 가능한 출력신호에 잡음이 포함되어 있다면 ẏ̇̇̇는 잡음을 증폭시키므로
ẏ̇̇̇를 소거하기 위해 새로운 변수 η̃를 정의한다.
η̃=x̃b-Ly (4.15)



































































정의하면 x̃를 다음과 같이 η̃와 y로 나타낼 수 있다.
x̃=N η̃+My (4.18)
y는 계측되는 신호이고, η̃는 축소차수 상태관측기가 관측하는 최종상태 x̃b
를 포함하고 있으므로 식 (4.15)에서 x̃b를 구할 수 있다.
식 (4.16)에서 이득행렬 L을 행렬 H의 모든 고유치가 음의 실수부를 갖도
록 선정한다면 시스템과 상태관측기의 초기상태가 다르더라도 x̃b가 계측할
수 없는 값 xb를 추정할 수 있다.
일반적으로 관측기 이득행렬 L을 선정하기 위해서 극배치법을 사용하나
본 논문에서는 Lee등[18]이 제안한 RCGA를 이용한 탐색법을 사용한다.
Fig.4.2는 축소차수 상태관측기의 이득행렬을 RCGA를 이용하여 탐색하는
블록선도이며,RCGA는 행렬 H의 모든 고유치가 음의 실수부를 갖도록 이득
















한편,eb=xb-x̃b라 정의하면 L은 식 (4.19)와 같은 목적함수값이 최소가 되
도록 선정하며,축소차수 상태관측기의 제어입력은 식 (4.10)과 같은 형태이지
만 e=x-x̃=(Nη+My)-(N η̃+My)=Neb의 관계가 성립하므로 이를 식
(4.10)에 대입하면 축소차수 상태관측기가 결합된 PI형 상태피드백 제어기의
출력 u는 식 (4.20)과 같다.
J2=⌠⌡∥eb∥dt (4.19)
u=- K̂ 1(x-Neb)+ k̂i⌠⌡(yr-y)dt (4.20)
그러므로 전체 폐루프 시스템은 다음과 같다.
ẋ̇̇̇=Ax-B(K̂1(x-Neb)+k̂iz) (4.21)
















제 5장 시뮬레이션 및 검토
제2장에서는 본 논문의 제어대상인 시소 시스템의 선형모델을 기반으로 시
스템의 파라미터를 추정하고,안정한 제어기 설계와 최적화된 관측기를 설계
하기 위한 도구로 사용한 RCGA의 이론적 배경을 설명하였다.제3장에서는
제어기 설계의 선행 단계로 시소 시스템을 수학적으로 모델링하고,시소 시
스템의 입·출력 데이터가 주어지는 경우에 RCGA 기반의 모델조정기법을 이
용한 파라미터 추정 방법을 보였다.제4장에서는 시소 시스템의 안정화 제어기
로서 PI형의 상태피드백 제어기와 상태변수를 계측할 수 없는 제어환경을 고
려한 상태관측기를 설계하였다.
따라서 제5장에서는 제3장에서 제안한 선형모델의 파라미터 추정결과를 비
선형시스템과 비교하고,제4장에서 설계한 PI형의 상태피드백 제어기와 축소
차수 상태관측기를 비선형시스템에 적용하여 제안된 방법의 유효성을 시뮬레
이션을 통해 검증한다.
5.1시소 시스템의 파라미터 추정
5.1.1시소 시스템의 비선형 모델
시소 시스템의 비선형 모델은 Quanser사에서 제공하는 IP02장치의 계수들
을 사용하여 다음 방정식을 얻을 수 있다[19].방정식에서 제어대상의 상태벡
터 xp는 조정모델의 상태벡터 x와 구분하기 위해 첨자 p를 사용한다.
xṗ=f(xp) (5.1)
여기서 xp=[xc θ ẋc θ̇]T는 상태벡터,












5.1.2파라미터 추정을 위한 입·출력 데이터 취득
제3장에서 제안한 파라미터 추정방법은 실험장치에서 데이터를 획득하는 경
우에도 적용이 가능하지만,여기서는 식 (5.1)로 표현되는 비선형시스템으로부
터 데이터를 취득하기로 한다.
시소 시스템은 제어를 행하지 않으면 불안정하므로 파라미터 추정에 필요한
입·출력 데이터를 얻기 위해 Fig.3.4와 같이 폐루프 시스템을 구성하였다.이
때 피드백 이득행렬 K는 입·출력 데이터가 시소 시스템의 특성을 잘 나타낼
수 있도록 30[s]까지 감쇄진동하면서 점점 안정해지는 값을 경험적으로 다음
과 같이 선정하였다.
K=[60.5336 -86.9866 10.7839 -30.7055] (5.2)
Fig.5.1은 x=[0.050.1200]T인 경우의 응답을 그린 것으로서 샘플링 시
간을 0.01초로 하여 제어입력(u),대차위치(xc),시소의 각도(θ),대차의 속도
(ẋc),시소의 각속도(θ̇)에 관한 데이터를 각 3000개 취득하였다.
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비선형 시소 시스템의 선형모델은 식 (3.22)의 상태방정식으로 표현되므로
같은 구조와 차수의 이 식을 조정모델로 선정하였다.RCGA가 탐색하게 되는
파라미터는 행렬 A,B의 원소 a31,a32,a33,a41,a42,a43,b3,b4가 된다.미지의
파라미터들은 각각 구간 a(L)ij ≤aij≤ a(U)ij , b(L)i ≤bi≤ b(U)i에서 탐색된다.
이때 RCGA의 제어변수로는 집단의 크기 N=100,재생산계수 η=1.8,교배
확률 Pc=0.9,돌연변이 확률 Pm=0.1를 선택하였다.일반적으로 유전알고리즘으
로 얻어지는 추정치의 정밀도는 초기집단의 선택에 크게 좌우되므로 이를 배제하
기 위하여 독립된 씨드(seed)로 5회 모의실험을 실시하고 평균하여 최종적으로








0 0 1 0
0 0 0 1
-2.5694 -10.0507 -19.6019 0















추정된 선형모델로부터 시스템 행렬의 고유치를 구하면,[3.5763-1.2323
-2.5145-19.4314]가 되어 0형인 시스템이며,1개의 실근이 s평면의 우반부에
있어 불안정한 시스템임을 알 수 있다.또한, 추정한 모델에 대해 가제어행
렬과 가관측행렬을 구해보면 모두 랭크(Rank)4가되어 가제어하고 가관측한
시스템임을 알 수 있다.
Fig.5.2는 RCGA가 파라미터를 탐색해 가는 한 예를 보여준다.
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Fig.5.3은 시소가 감쇄진동하고 있을 때의 비선형시스템과 RCGA에 의해
추정된 선형시스템의 대차 위치와 시소 각도를 나타낸 것이다.여기서 초기
조건은 x(0)=[0.050.1200]T이며,상태피드백 제어기의 이득행렬은 식 (5.2)
와 동일한 것을 사용하였다.RCGA를 이용하여 추정된 선형모델은 비선형시
스템과 큰 오차가 없는 것을 알 수 있다.
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5.2제어기와 상태관측기의 이득행렬 선정
본 절에서는 식 (5.1)의 비선형시스템을 안정시키기 위해 PI형의 상태피드백
제어기를 RCGA를 이용해 설계한다.양의 반한정 행렬 Q̂와 양의 하중계수 R̂을
시행착오적으로 식 (5.4)와 같이 선정하며 RCGA의 목적함수는 식 (5.5)와 같다.
Q̂=diag(970,2780,0,0,8450), R̂=6.3 (5.4)
J1=⌠⌡(x̂ T Q̂ x̂+uTR̂u)dt (5.5)
이로부터 피드백 이득행렬 K̂를 RCGA를 이용하여 구하면 식 (5.6)과 같은
결과를 얻을 수 있다.
K̂ =[119.0832-118.67858.2422-31.5996-36.1347] (5.6)
위의 K̂는 식 (5.5)의 목적함수를 최소로 하도록 RCGA로 탐색된 것이다.
이때 RCGA의 제어 파라미터는 집단의 크기 N=100,재생산계수 ηi=1.8,교배
확률 Pc=0.9,돌연변이 확률 Pm=0.1을 사용하였으며,Fig.5.4는 RCGA가 상태
피드백 이득행렬을 탐색하는 과정을 나타낸 것이다.




















시소 시스템의 모든 신호를 계측할 수 있다면 위의 PI형의 제어기만으로
시소 시스템을 안정화 시킬 수 있지만,시스템의 신호를 모두 계측하기 어려
운 경우라면 상태관측기를 이용하여 상태변수 값을 추정하여야 한다.
시소 시스템은 대차의 위치와 시소의 각도는 엔코더를 이용하여 쉽게 계측
이 가능하므로 대차의 속도와 시소의 각속도를 추정하는 축소차수 상태관측
기만 고려하여 시뮬레이션을 실시한다.
먼저 식 (4.12)에서 A와 B를 분할한 행렬 Aaa, Aab, Aba, Abb그리고 Ba
와 Bb는 다음과 같이 된다.
Aaa=[ ]0 00 0 , Aab=[ ]1 00 1 ,  Abb=[ ]-19.6019 0-2.3793 0 , (5.7)
Aba=[ ]-2.5694 -10.0507-18.9823 9.5571 , Ba=[]00, Bb=[ ]2.32430.2583
여기서, ( )A,C가 관측가능하므로 ( )Abb,Aab도 관측가능하게 되어 축소차





축소차수 상태관측기의 이득행렬인 L은 RCGA를 이용하여 행렬 H의 고유
값이 음의 값을 갖도록 식 (5.9a)와 같이 탐색되었다.그에 따른 H,D,G 행



































이때,RCGA의 제어 파라미터는 집단의 크기 N=30,재생산계수 ηi=1.8,교
배확률 Pc=0.9,돌연변이 확률 Pm=0.1을 사용하였으며 Fig.5.5는 RCGA가 L
을 탐색해 가는 과정을 보여준다.


















또한,H의 고유값을 구해보면,다음과 같이 실수부가 모두 음의 값을 갖게
되어 시스템과 상태관측기의 초기상태가 다르더라도 시스템의 상태를 추정하
는 것이 가능하다.
(5.10)
그러면 축소차수 상태관측기 출력은 비선형시스템의 계측상태와 추정상태
를 각각 두개씩 피드백하므로 최종적으로 다음과 같이 추론된다.
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u=- K̂ 1(x-Neb)+ k̂i⌠⌡(yr-y)dt (5.11)
제안한 제어기의 유효성을 확인하기에 앞서 축소차수 상태관측기의 시스템
추종성능을 살펴본다.Fig.5.6은 시소의 비선형시스템과 설계된 상태관측기
의 성능을 확인하기 위해 상태관측기의 초기치가 0으로 설정되고 시스템 초
기치가 x(0)=[-0.050.100.00.0]T의 상태에서 동작할 때의 응답을 나타낸 것
이다.그림에서 상태관측기가 비선형시스템을 잘 추종하고 있음을 알 수 있다.

















































이제 최종적으로 설계된 RCGA 기반의 축소차수 상태관측기가 결합된 PI
형 상태피드백 제어기의 유효성을 알아본다.
우선 초기조건에 대한 제어성능을 살펴보기 위해 시스템이 x(0)=[0.050.10
0]T인 상태에서 제어를 시작하였다.비교목적으로 관측기를 사용하지 않는
RCGA 기반의 PI형 상태피드백 제어기의 응답을 동시에 나타낸다.Fig.5.7에
서 알 수 있듯이 3.5[s]이내에서 시소의 평형을 이루고 있다.
다양한 초기조건에 대한 제어성능을 확인하기 위해 x(0)=[-0.050.100]T에
서 제어를 시작하였다.제안된 제어시스템은 Fig.5.8에서 확인할 수 있듯이
가혹한 초기조건에 대해서도 약 3.5[s]이내에서 시소의 평형을 이루고 있다.
마지막으로 제어시스템의 운전 중에 발생할 수 있는 외란에 대한 제어성능
을 확인하기 위해 시소가 평형점을 찾아가는 과도상태와 평형점을 찾은 정상
상태에서 외란을 인가한다.Fig.5.9는 과도상태인 1.0[s]에서 -0.05[rad]크기
의 각을 인가하고,평형을 찾은 후 6.0[s]에서 0.1[rad]크기의 외란을 가하였
다.과도상태와 정상상태에서 주어진 외란에 대해 RCGA 기반의 축소차수 상
태관측기 결합 PI형 상태피드백 제어기의 응답과 RCGA 기반의 PI형 상태피
드백 선형제어기의 응답이 서로 비슷한 시간내에 평형상태를 찾아가는 것을
보여준다.이때 제어입력인 전압은 외란에 대응하기 위해 적절히 변경되고
있음을 확인할 수 있다.
다양한 초기조건과 외란에 대해 RCGA 기반의 축소차수 상태관측기 결합
PI형 상태피드백 제어기는 점선으로 표시된 RCGA 기반의 PI형 상태피드백
선형제어기와 유사한 결과를 보이고 있다.만약 기술적 또는 경제적인 이유
로 상태변수의 계측이 곤란한 경우에는 상태피드백 제어기는 사용이 어려우
므로,본 논문에서 사용하는 관측기가 결합된 상태피드백 제어기가 유용하게
사용될 수 있다.
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제 6장 결 론
시소 시스템은 도립진자와 더불어 대표적인 불안정한 시스템으로 여러 가
지 제어이론을 응용하여 안정화 제어 문제에 주로 응용된다.시소 시스템의
안정화 문제를 위해 설계된 제어기를 적용하기 위해서는 먼저 시스템을 수학
적으로 모델링하는 작업이 필요하다.따라서 본 논문에서는 시소 시스템에
라그랑지 방정식을 이용하여 비선형 운동방정식을 도출하였다.또한 모델조
정기법과 RCGA를 이용하여 선형화 모델의 파라미터를 추정하였다.
추정된 선형모델을 기반으로 외란이나 잡음이 존재하는 환경 하에서 시소
각도의 정상상태 오차가 발생하지 않도록 하기 위해 RCGA 기반으로 PI형
상태피드백 제어기를 설계하였다.그리고 대차의 위치와 시소의 각도는 엔코
더로 계측하고 대차의 속도와 시소의 각속도는 축소차수 상태관측기를 이용
하여 추정하였고,이때 필요한 관측기 이득행렬은 RCGA를 이용하여 탐색하
였다.
제안한 기법은 시뮬레이션을 통해 초기조건의 변화와 과도상태 및 정상상
태에서 외란이 주어지는 경우에도 빠르게 시소의 수평을 유지할 수 있음을
확인하였다.또한,상태피드백 제어기의 응답과 축소차수 상태관측기를 결합
한 제어기의 응답이 서로 유사한 것을 확인하였다.이는 상태변수의 계측이
어렵거나 고가의 센서를 설치해야 하는 제어 환경에서 유용하게 적용될 수
있을 것으로 사료된다.
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