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Abstract
In this paper we determine the graphs which have the minimal spectral radius (i.e., the largest eigenvalue
of its corresponding adjacency matrix) among all the graphs of order n with the diameter D = n − 4. This
result settles a problem proposed in [E.R. van Dam, R.E. Kooij, The minimal spectral radius of graphs with
a given diameter, Linear Algebra Appl. 423 (2007) 408–419], which is also the special case D = n − 4 of
the Conjecture 8 in van Dam and Kooij (2007).
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let G = (V (G),E(G)) be a simple graph. Denote the set of all the neighbors of a vertex v
in G by NG(v) and the degree of v by dG(v), or simply N(v) and d(v), respectively. Denote by
(G) the maximum degree of G. Write V (G) = {v1, v2, . . . , vn}. The adjacency matrix A(G)
of G is defined to be the n × n matrix (aij ), where aij = 1 if vi is adjacent to vj , and aij = 0
otherwise. The characteristic polynomial of G is just det(xI − A(G)), denoted by(G; x). Since
A(G) is a real symmetric matrix, all of its eigenvalues are real. The largest eigenvalue of A(G)
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is called the spectral radius of G, denoted by ρ(G). As usual, the cycle, path and star of order n
are denoted by Cn, Pn and K1,n−1, respectively.
The diameter of a connected graph G is the maximum distance between pairs of its vertices,
denoted by D(G) (or simply D). Which connected graph of order n with a given diameter D has
minimal spectral radius? In [1], the problem of cases with diameterD ∈ {1, 2, ⌊n2⌋ , n − 3, n − 2,
n − 1} are explicitly solved. Let Pm1,m2,...,mtn1,n2,...,nt ,k be the tree (of order n1 + n2 + · · · + nt + k)
obtained from Pk , labeled as v0v1 · · · vk−1, by attaching pendant paths of order ni + 1 at vertices
vmi for each i = 1, 2, . . . , t . van Dam and Kooij proposed the following conjecture.
Conjecture 1.1 [1]. For a fixed integer e, the graph P 
e−1
2 ,n−e− e−12 
 e−12 , e−12 ,n−e+1
has minimal spectral radius
among the graphs of order n with diameter D = n − e, for n large enough.
They also mentioned after this conjecture that: probably a good starting point is the case e = 4,
for which the conjecture becomes: for n  9 the graphP 1,n−61,2,n−3 has minimal spectral radius among
the graphs of order n and diameter D = n − 4.
2. Preliminaries
A weighted graph is a graph in which each edge is assigned a weight. In this paper we assume
that all the weights are positive. An unweighted graph, or simply a graph, can thus be considered
as a weighted graph with each of the edges bearing weight 1. For a weighted graph G of order
n denote by w(vivj ) the weight assigned to the edge vivj , and its adjacency matrix A(G) is
defined to be the n × n matrix (aij ), where aij = w(vivj ) if vi is adjacent to vj , and aij = 0
otherwise.
Let G = G1v : uG2 be the connected sum of G1 and G2, which is obtained by joining a vertex
v of the graph G1 to a vertex u of the graph G2 by an edge (where V (G1) and V (G2) are disjoint).
Suppose H ′ is isomorphic to H ′′, and the vertex u′ in H ′ corresponds to the vertex u′′ in H ′′
under this isomorphism. Denote by H ∗ H ′ the graph (Hv : u′H ′)v : u′′H ′′ (see Fig.1).
Theorem 2.1. Let H ∗ H ′ be the graph as defined above. Then
(H ∗ H ′; x) = (H ′; x)(S; x),
where S is the weighted graph obtained from Hv : u′H ′ by assigning a weight √2 to the edge
vu′ (other edges ofS bear weight 1).
Proof. Suppose that |V (H ′)| = n1, |V (H)| = n2. Label the vertices of H ∗ H ′ properly, then
we have
Fig. 1. The graph H ∗ H ′.
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(H ∗ H ′; x) =
∣∣∣∣∣∣∣∣
xI − A(H ′) 0 −en1 0
0 xI − A(H ′) −en1 0
−eTn1 −eTn1 x B
0 0 BT C(x)
∣∣∣∣∣∣∣∣
(2n1+n2)×(2n1+n2)
,
where en1 is the n1 × 1 column vector whose only nonzero entry is a 1 in the n1th position, and
the matrix xI − A(H) is denoted by
(
x B
BT C(x)
)
. Subtracting the first row block by the second
row block, and then adding the first column block to the second column block, the determinant
becomes∣∣∣∣∣∣∣∣
xI − A(H ′) 0 0 0
0 xI − A(H ′) −en1 0
−eTn1 −2eTn1 x B
0 0 BT C(x)
∣∣∣∣∣∣∣∣
. (2.1)
Set
D(x) =
∣∣∣∣∣∣
xI − A(H ′) −en1 0
−2eTn1 x B
0 BT C(x)
∣∣∣∣∣∣
(n1+n2)×(n1+n2)
.
Then we see that (2.1) equals (H ′; x)D(x).
Multiplying the first row block of D(x) by
√
2, and then multiplying the first column block by√
2
2 , then the determinant D(x) is unchanged, since xI − A(H ′) is square. So we have
D(x) =
∣∣∣∣∣∣
xI − A(H ′) −√2en1 0
−√2eTn1 x B
0 BT C(x)
∣∣∣∣∣∣ = (S; x),
where S is the weighted graph obtained from Hv : u′H ′ by assigning a weight √2 to the edge
vu′. Hence we obtain (H ∗ H ′; x) = (H ′; x)(S; x). 
Let X = (x1, x2, . . . , xn)T, Y = (y1, y2, . . . , yn)T be two n × 1 column vectors. We write
X  Y , if xi  yi for each i = 1, 2, . . . , n, and X < Y if X  Y but X /= Y .
Lemma 2.1 [2]. Let A be an irreducible, symmetric, n × n matrix with non-negative entries and
the largest eigenvalue ρ(A). Let Y be a n × 1 column vector with positive entries. If AY < λY
for some real number λ, then ρ(A) < λ.
If a weighted graph G is connected, then A(G) is an irreducible and symmetric matrix with
non-negative entries. By the Perron–Frobenius Theorem of non-negative matrices, ρ(G) has
multiplicity one, and there exists a unique positive unit eigenvector corresponding to ρ(G). We
shall refer to such an eigenvector as the Perron vector of G.
Theorem 2.2. Let v0v1 · · · vk(k  1) be a path of a connected weighted graph G of order n and
S0 = NG(v0)\{v1}, Sk = NG(vk)\{vk−1}. Suppose Gvt−1vt is obtained from G by subdividing the
edge vt−1vt (1  t  k) of G, and the two new edges are assigned weight 1. Suppose that
(1) ∑v∈Si w(vvi)2  2 for i = 0, k,(2) w(vivi+1) = 1 for i = 0, 1, . . . , k − 1,
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(3) dG(vi) = 2 for i = 1, 2, . . . , k − 1,
(4) ρ(G) > 2.
Then we have ρ(Gvt−1vt ) < ρ(G).
Proof. Write Gvt−1vt = G′, A(G′) = A′, A(G) = A, ρ(G′) = ρ′ and ρ(G) = ρ for short. Let X
be the Perron vector of G, i.e., AX = ρX, and Xv be the entry of X corresponding to the vertex
v of G. Reversing the path if necessary we may assume that Xv0  Xvk . Set
p = min{i|Xvi  Xvj for each j = 0, 1, . . . , k}.
Then p < k. Noting the hypotheses (2) and (3), we may view G′ as the graph obtained from G
by subdividing the edge vpvp+1, and denote by u the new vertex of G′. Let B = (bij ) = 0 ⊕ A,
where ⊕ means the direct sum of matrices. Let X∗ = (0, XT)T be a (n + 1) × 1 column vector,
then we have BX∗ = ρX∗. Under suitable ordering of the vertices of G′ (let u, vp and vp+1 be
the first three vertices of G′), then
A′ − B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 0 · · · 0
1 0 −1 0 · · · 0
1 −1 0 0 · · · 0
0 0 0 0 · · · 0
...
...
.
.
.
...
0 0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Let Y be the positive (n + 1) × 1 column vector obtained from X∗ by replacing the first entry 0
with Xvp , i.e., Y − X∗ = (Xvp , 0, · · · , 0)T, then B(Y − X∗) = 0. Furthermore we have
A′Y − ρY = (A′ − B)Y + B(Y − X∗) + (BX∗ − ρX∗) + ρ(X∗ − Y )
= (A′ − B)Y − ρ(Y − X∗)
=
⎛
⎜⎜⎜⎜⎜⎝
Xvp + Xvp+1
Xvp − Xvp+1
0
...
0
⎞
⎟⎟⎟⎟⎟⎠− ρ
⎛
⎜⎜⎜⎜⎜⎝
Xvp
0
0
...
0
⎞
⎟⎟⎟⎟⎟⎠ .
Hence
A′Y − ρY =
⎛
⎜⎜⎜⎜⎜⎝
Xvp + Xvp+1 − ρXvp
Xvp − Xvp+1
0
...
0
⎞
⎟⎟⎟⎟⎟⎠ . (2.2)
We distinguish the following two cases.
Case 1. p > 0.
We have Xvp−1 + Xvp+1 = ρXvp . From the definition of p we have Xvp < Xvp−1 and Xvp 
Xvp+1 . Hence Xvp + Xvp+1 < ρXvp . And from (2.2) we have A′Y < ρY , so ρ′ < ρ follows from
Lemma 2.1.
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Case 2. p = 0.
Let s0 = ∑v∈S0 w(vv0)Xv , then we have s0 + Xv1 = ρXv0 .
Subcase 2.1. Xv0 < s0.
When p = 0, (2.2) becomes
A′Y − ρY =
⎛
⎜⎜⎜⎜⎜⎝
Xv0 + Xv1 − ρXv0
Xv0 − Xv1
0
...
0
⎞
⎟⎟⎟⎟⎟⎠ . (2.3)
Then A′Y < ρY follows from the facts that Xv0 + Xv1 < s0 + Xv1 = ρXv0 and Xv0  Xv1 .
Hence ρ′ < ρ follows from Lemma 2.1.
Subcase 2.2. Xv0  s0.
Let Z be the positive (n + 1) × 1 column vector obtained from X∗ by replacing the first entry 0
with Xv0 , and replacing the second entry Xv0 with s0, i.e., Z − X∗ = (Xv0 , s0 − Xv0 , 0, . . . , 0)T.
Then we have
A′Z − ρZ = (A′ − B)Z + B(Z − X∗) + (BX∗ − ρX∗) + ρ(X∗ − Z)
= (A′ − B)Z + B(Z − X∗) − ρ(Z − X∗)
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
s0 + Xv1
Xv0 − Xv1
Xv0 − s0
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
0
s0 − Xv0
b42(s0 − Xv0)
...
b(n+1)2(s0 − Xv0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
− ρ
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Xv0
s0 − Xv0
0
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence
A′Z − ρZ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
Xv0 − Xv1 − ρ(s0 − Xv0)
0
−a31(Xv0 − s0)
...
−an1(Xv0 − s0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (2.4)
Noting that for each v ∈ S0 we have w(vv0)Xv0  (ρX)v , then w(vv0)2Xv0  w(vv0)(ρX)v.
Combining the hypothesis that 2 
∑
v∈S0 w(vv0)
2
, we have
2Xv0 
∑
v∈S0
w(vv0)
2Xv0 
∑
v∈S0
w(vv0)(ρX)v = ρ
∑
v∈S0
w(vv0)Xv = ρs0.
That is, Xv0  12ρs0. So
Xv0 − Xv1 − ρ(s0 − Xv0) = Xv0 − (ρXv0 − s0) − ρ(s0 − Xv0)
= Xv0 + (1 − ρ)s0 
(
1 − 1
2
ρ
)
s0 < 0,
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where the last inequality follows from the hypothesis ρ > 2. Hence we have A′Z < ρZ, since
ai1  0 for each i = 3, 4, . . . , n, and Xv0  s0. Thus ρ′ < ρ follows from Lemma 2.1.
Combining the above cases we obtain ρ(Gvt−1vt ) < ρ(G). The proof is completed. 
Hoffman and Smith (see [3]) defined an internal path of a graph G. Such a path is of one of
two types:
(a) a sequence of vertices v0, v1, . . . , vk+1(k  2) where v0, v1, . . . , vk are distinct, vk+1 = v0
of degree at least 3,dG(vi) = 2 for each i = 1, . . . , k, and vi−1 is adjacent to vi (i = 1, . . . , k + 1);
(b) a sequence of distinct vertices v0, v1, . . . , vk+1(k  0) such that vi−1 is adjacent to vi(i =
1, . . . , k + 1), dG(v0)  3, dG(vk+1)  3 and dG(vi) = 2 for each i = 1, . . . , k.
Lemma 2.2 [3]. Let G be a connected graph that is not isomorphic to P 1,n−41,1,n−2. Let Guv be the
graph obtained from G by subdividing the edge uv of G. If uv lies on an internal path of G, then
ρ(Guv) < ρ(G).
Remark 1. The results of Theorem 2.1 and 2.2 are the main tools of the proof of the later Lemma
4.4. The technique used in the proof of Theorem 2.1 is taken from [5]. Theorem 2.2 generalizes
Lemma 2.2 when an internal path is of type (b), and the technique used in the proof of Theorem
2.2 is taken from [3].
LetR(n, n − 4) denote the set of all graphs of order n with diameter n − 4. We call a graph G
an extremal graph in R(n, n − 4) if G is a graph in R(n, n − 4) and G has the minimal spectral
radius among the graphs inR(n, n − 4). In section 3, we will give some properties of the extremal
graphs in R(n, n − 4).
3. Some properties of the extremal graphs inR(n, n − 4)
In this section we will give two basic properties of the extremal graphs inR(n, n − 4). Denote
by n3(T ) the number of vertices with degree 3 of a tree T . We will show that for n  10 the
extremal graphs in R(n, n − 4) are trees, and for n  9 if a tree T is an extremal graph in
R(n, n − 4), then (T ) = 3 and n3(T )  3.
Lemma 3.1 [2,5]. The increase of any entry of a non-negative matrix A does not decrease the
largest eigenvalue of A. The largest eigenvalue increases strictly if A is an irreducible matrix.
Therefore, in a connected graph G whose edges are assigned positive weights, every proper
subgraph has the spectral radius smaller than that of G.
Denote by C1i the graph of order i + 1 obtained from a cycle Ci by attaching a pendant edge
at some vertex of Ci .
Lemma 3.2. ρ(C18) = ρ(P 1,31,2,6), ρ(P 33,7) = ρ(P 1,41,2,7).
Proof. It is easy to verify that
(C18 ; x) = x(x2 − 2)(x6 − 7x4 + 12x2 − 2), (3.1)
(P 1,31,2,6; x) = x(x2 − 1)(x6 − 7x4 + 12x2 − 2). (3.2)
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Let λ1(f (x)) be the largest (real) root of the equation f (x) = 0. From Lemma 3.1 we have
ρ(C18) > ρ(C8) = 2 and ρ(P 1,31,2,6) > ρ(P2) = 1, since C8 is a proper subgraph of C18 and P2 is
a proper subgraph of P 1,31,2,6. Hence from (3.1) and (3.2) we have
ρ(C18) = λ1(x6 − 7x4 + 12x2 − 2) = ρ(P 1,31,2,6).
Also
(P 33,7; x) = x2(x2 − 2)2(x4 − 5x2 + 3), (3.3)
(P 1,41,2,7; x) = x2(x2 − 1)(x2 − 3)(x4 − 5x2 + 3). (3.4)
Noting that x4 − 5x2 + 3 = (x2 − 2)(x2 − 3) − 3, then λ1(x4 − 5x2 + 3) >
√
3. Hence from
(3.3) and (3.4) we have
ρ(P 33,7) = λ1(x4 − 5x2 + 3) = ρ(P 1,41,2,7).
The proof is completed. 
Lemma 3.3. If G is an extremal graph in R(n, n − 4) for n  10, then G is a tree.
Proof. Suppose to the contrary that G contains some cycle. Denote by c(G) the largest length of
all the cycles of G. Then we have
D(G)  n −
⌈
c(G)
2
⌉
.
Since G ∈ R(n, n − 4), we have
n − 4  n −
⌈
c(G)
2
⌉
.
Thus c(G)  8. Then when n  10, G contains some C1i (3  i  8) as a proper subgraph. So
ρ(G) > ρ(C1i ) follows from Lemma 3.1. On the other hand, by using Lemma 2.2 we have
ρ(C1i )  ρ(C18) for 3  i  8, and ρ(P
1,3
1,2,6) > ρ(P
1,n−6
1,2,n−3) when n  10. While from Lemma
3.2 we have ρ(C18) = ρ(P 1,31,2,6). Hence
ρ(G) > ρ(C1i )  ρ(C18) = ρ(P 1,31,2,6) > ρ(P 1,n−61,2,n−3).
This contradicts to the hypothesis that G is an extremal graph in R(n, n − 4), since P 1,n−61,2,n−3
is also in R(n, n − 4). Hence G is a tree. 
Lemma 3.4. If treeT is an extremal graph inR(n, n − 4) forn  9, then(T ) = 3 andn3(T ) 
3 hold.
Proof. Let K21,4 be the tree (of order 7) obtained from K1,4 by identifying a pendant vertex of P3
with some pendant vertex of K1,4. Noting that D(T ) = n − 4, then (T )  5. If 4  (T )  5,
then T contains K21,4 as a proper subgraph when n  9. By computer we have ρ(K21,4) > 2.1 >
ρ(P
1,3
1,2,6). So from Lemma 3.1 and 2.2 we have
ρ(T ) > ρ(K21,4) > ρ(P
1,3
1,2,6) > ρ(P
1,n−6
1,2,n−3).
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Henceρ(T ) > ρ(P 1,n−61,2,n−3), a contradiction. Thus(T ) = 3 holds. Furthermore, we haven3(T ) 
3, since D(T ) = n − 4. 
4. Proof of Conjecture 1.1 of the case with D = n − 4
In this section we will determine the extremal graphs in R(n, n − 4). This result settles a
problem proposed in [1], which is also the special case with D = n − 4 of the Conjecture 8 in
[1]. Set
Ri = {T is a tree|T ∈ R(n, n − 4),(T ) = 3, and n3(T ) = i}.
From Lemma 3.3 and 3.4 we know that when n  10 the extremal graphs in R(n, n − 4) are
in
⋃3
i=1Ri .
Now we first determine the graph in R2 with the minimal spectral radius in the following
Lemma 4.1.
Lemma 4.1. For n  9 the tree P 1,n−61,2,n−3 alone minimizes the spectral radius among the trees in
R2.
Proof. For n  9 let F be a tree inR2 with F /= P 1,n−61,2,n−3. Let x, u be the two vertices with degree
3 in F (see Fig. 2). Then (only) two pendant paths, say xx1 · · · xs and xy1 · · · yt , are attached at
x, and (only) two pendant paths, say uu1 · · · uk and uv1 · · · v, are attached at u in F , where we
may assume that s  t  1, k    1. Let P be a path in F of length n − 4, i.e., P is a path in
F with the largest length, then |V (F)\V (P )| = 3. And the two pendant vertices of P are also
the pendant vertices of F . Noting that xs, yt , uk and v are all the pendant vertices of F , we
distinguish the following two cases to prove that ρ(F ) > ρ(P 1,n−61,2,n−3).
Case 1. uk and v are the two pendant vertices of P .
Then P = uk · · · u1uv1 · · · v. s = t = 1 and xu ∈ E(F) follow from the fact that |V (F)\
V (P )| = 3. We further claim that   2. For otherwise, we have  = 1, then uk · · · u1uxx1 is a
path longer than P , a contradiction. Write V ′ = V (P )\{u1, u2, u, v1, v2}, then |V ′| = n − 8 > 0,
i.e., V ′ /= ∅. Denote by F ′ the proper subtree of F obtained by deleting all the vertices in V ′. From
Lemma 3.1 we have ρ(F ) > ρ(F ′). Denote by F ′′ the tree obtained from F ′ by applying n − 8
times subdivision operations on the internal path xu, then F ′′ = P 1,n−61,2,n−3. And from Lemma 2.2
we have ρ(F ′) > ρ(F ′′). So
ρ(F ) > ρ(F ′) > ρ(F ′′) = ρ(P 1,n−61,2,n−3).
Fig. 2. Trees F and P 1,n−61,2,n−3.
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Fig. 3. Tree T (n, 1, 2) (of order n = 1 + 2 + 6).
Fig. 4. Tree P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3 .
If xs and yt are the two pendant vertices of P , by symmetry we can similarly obtain ρ(F ) >
ρ(P
1,n−6
1,2,n−3).
Case 2. xs and uk are the two pendant vertices of P .
Then P = xs · · · x1xz1 · · · zruu1 · · · uk . Since |V (F)\V (P )| = 3, then {t, } = {1, 2}, with-
out loss of generality, we suppose t = 1 and  = 2. Hence s  t = 1, k   = 2. Furthermore,
since F /= P 1,n−61,2,n−3, we have s  2 or k  3. Write V ′ = {xs, . . . , x2, uk, . . . , u3}, then |V ′| =
s − 1 + k − 2 > 0, i.e., V ′ /= ∅. Denote by F ′ the proper subtree of F obtained by deleting all the
vertices in V ′. Then ρ(F ) > ρ(F ′) follows from Lemma 3.1. And denote by F ′′ the tree obtained
from F ′ by applying s + k − 3 times subdivision operations on its internal path xz1 · · · zru, then
F
′′ = P 1,n−61,2,n−3.Andρ(F ′) > ρ(F
′′
) follows from Lemma 2.2. So we haveρ(F ) > ρ
(
P
1,n−6
1,2,n−3
)
.
If yt and v (or xs and v, or yt and uk) are the two pendant vertices of P , by the similar
arguments as above we can obtain ρ(F ) > ρ
(
P
1,n−6
1,2,n−3
)
.
The proof is completed. 
Now we determine the graph in R3 with the minimal spectral radius.
Lemma 4.2 [4]. Let T (n, 1, 2) be the tree as shown in Fig. 3. When 1  1, 2 − 1  2 and
n  10, we have ρ(T (n, 1 + 1, 2 − 1)) < ρ(T (n, 1, 2)).
Lemma 4.3. For n  9 the tree P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3 (see Fig. 4) alone minimizes the spectral radius
among all the trees in R3.
Proof. For n  9 let T be a tree with minimal spectral radius in R3. T is a tree in R3, i.e.,
D(T ) = n − 4, (T ) = 3 and n3(T ) = 3. Then T is a tree obtained from Pn−3 by attaching
three pendant edges at some three (non-pendant) vertices of Pn−3. Suppose u, v are the two
neighbours of the two pendant vertices of Pn−3, then from Lemma 3.1 and 2.2 we may claim that
two of the three pendant edges are attached at vertices u and v of Pn−3, respectively. Then when
X.-Y. Yuan et al. / Linear Algebra and its Applications 428 (2008) 2840–2851 2849
n = 9 it is easy to see that T = P 1,2,41,1,1,6(= P 1,3,41,1,1,6). And T = P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3 follows from Lemma
4.2 when n  10. The proof is completed. 
Lemma 4.4. Let P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3 , P
1,n−6
1,2,n−3 be the trees as shown in Figs. 2 and Fig. 4, respectively.
When n  9 we have ρ(P 1,n−61,2,n−3) < ρ
(
P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3
)
.
Proof. For i = 0, 1, denote by Q1i,k the weighted graph obtained from P 1i,k by assigning a weight√
2 to the edge vk−3vk−2, where P 10,k = Pk . Taking P 1,n−61,2,n−3 as P 11,n−5 ∗ P2, and using Theorem
2.1 we have
(P 1,n−61,2,n−3; x) = (P2; x)(Q11,n−3; x). (4.1)
We distinguish two cases depending on the parity of n.
Case 1. n is even. Then
⌊
n−4
2
⌋
= n−42 .
Taking P 1,
n−4
2 ,n−5
1,1,1,n−3 as P2 ∗ P 11, n−42 , and using Theorem 2.1 we have
(P
1, n−42 ,n−5
1,1,1,n−3 ; x) = (P 11, n−42 ; x)(Q
1
1, n2
; x). (4.2)
From Lemma 3.1 we have ρ
(
P
1,n−6
1,2,n−3
)
> ρ(P2) and ρ
(
P
1, n−42 ,n−5
1,1,1,n−3
)
> ρ
(
P 1
1, n−42
)
. So
From (4.1) and (4.2) we have ρ
(
P
1,n−6
1,2,n−3
)
= ρ (Q11,n−3) and ρ
(
P
1, n−42 ,n−5
1,1,1,n−3
)
= ρ
(
Q11, n2
)
.
We may view Q11,n−3 as the graph obtained from Q11, n2 by using the subdivision operations
several times (new edges are assigned weight 1) on the path v1v2 · · · vn
2 −3
. Now we will use
Theorem 2.2 to prove ρ(Q11,n−3) < ρ(Q11, n2 ). By computer we have ρ(Q
1
0,5) = 2. Since Q10,5 is a
proper subgraph of Q11, n2 when n  9 and n is even, then ρ(Q
1
1, n2
) > ρ(Q10,5) = 2 follows from
Lemma 3.1, i.e.,Q11, n2 satisfies the condition (4) of Theorem 2.2. Noting that |N(v1)\{v2}| = 2 and
w(vn
2 −3vn2 −2) =
√
2, then the path v1v2 · · · vn2 −3 of Q11, n2 satisfies the condition (2) of Theorem
2.2. Furthermore, sincew(f ) = 1 for each edgef /= vn
2 −3vn2 −2, so the path v1v2 · · · vn2 −3 satisfies
other conditions of Theorem 2.2. So by Theorem 2.2 we have
ρ
(
P
1,n−6
1,2,n−3
)
= ρ
(
Q11,n−3
)
< ρ
(
Q11, n2
)
= ρ
(
P
1, n−42 ,n−5
1,1,1,n−3
)
.
Case 2. n is odd.
Then
⌊
n
2
⌋− 1 = ⌈n2⌉− 2. Let H be the tree obtained from P 1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3 by subdividing the
edge v⌊ n−4
2
⌋
−1v
⌊
n−4
2
⌋
. Then we may take H as P2 ∗ P 11, n2 −1, and by using Theorem 2.1 we have
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(H ; x) = 
(
P 11, n2 −1; x
)

(
Q11, n2 +1; x
)
.
ρ(H) < ρ
(
P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3
)
follows from Lemma 2.2. Furthermore, by using the similar argu-
ments as Case 1, when n  9 we have
ρ
(
P
1,n−6
1,2,n−3
)
= ρ
(
Q11,n−3
)
< ρ
(
Q11, n2 +1
)
= ρ(H) < ρ
(
P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3
)
.
The proof is completed. 
Corollary 4.1. If tree T is an extremal graph in R(n, n − 4) for n  9, then T ∈ ⋃2i=1Ri .
Proof. First we have T ∈ ⋃3i=1Ri from Lemma 3.4. If T ∈ R3, from Lemmas 4.3 and 4.4 we
have
ρ(T )  ρ
(
P
1,
⌊
n−4
2
⌋
,n−5
1,1,1,n−3
)
> ρ
(
P
1,n−6
1,2,n−3
)
.
This is a contradiction. Hence T ∈ ⋃2i=1Ri . 
Theorem 4.1. For n  11 the tree P 1,n−61,2,n−3 is the unique extremal graph in R(n, n − 4).
Proof. For n  11 let T be an extremal graph inR(n, n − 4). Then T is a tree from Lemma 3.3.
Furthermore, T ∈ ⋃2i=1Ri follows from Corollary 4.1.
Since T ∈ R(n, n − 4), let P be a path with length n − 4 in T , i.e., P is a longest path in T .
If T ∈ R1, then T may be viewed as a tree obtained from P by attaching a P4 at some (proper)
vertex of P . So when n  11, T contains P 33,7 as a proper subtree. Hence combining Lemma 3.1,
3.2 and 2.2 we have
ρ(T ) > ρ
(
P 33,7
)
= ρ
(
P
1,4
1,2,7
)
> ρ
(
P
1,n−6
1,2,n−3
)
.
This is a contradiction. Thus T ∈ R2, and T = P 1,n−61,2,n−3 follows from Lemma 4.1. 
Theorem 4.2. Trees P 1,41,2,7 and P
3
3,7 are all the extremal graphs in R(10, 6).
Proof. Let T be an extremal graph in R(10, 6). Then T is a tree from Lemma 3.3. Further-
more T ∈ ⋃2i=1Ri follows from Corollary 4.1. And we can see that R1 = {P 33,7} when n = 10.
So if T ∈ R1 then T = P 33,7. If T ∈ R2, then T = P 1,41,2,7 follows from Lemma 4.1. While we
have ρ(P 33,7) = ρ(P 1,41,2,7) from Lemma 3.2. Hence P 1,41,2,7 and P 33,7 are all the extremal graphs in
R(10, 6). 
Theorem 4.3. Graphs P 1,31,2,6 and C
1
8 are all the extremal graphs in R(9, 5).
Proof. Let G be an extremal graph in R(9, 5). We distinguish the following two cases.
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Case 1. G contains some cycle.
Let c(G) be the largest length of all the cycles of G. Since D(G) = 5, then G contains no
C9 as a subgraph, so we have c(G)  8. If c(G)  7, then G contains some C1i (3  i  7) as a
subgraph. Henceρ(G)  ρ(C1i ) > ρ(C18). This contradicts to the hypothesis thatG is an extremal
graph in R(9, 5), since C18 ∈ R(9, 5). Hence c(G) = 8, i.e., G contains C18 as a subgraph. We
claim that G = C18 . For otherwise, G contains C18 as a proper subgraph, then ρ(G) > ρ(C18), a
contradiction. Thus G = C18 .
Case 2. G is a tree.
Then G ∈ ⋃2i=1Ri follows from Corollary 4.1. Furthermore we have G /∈ R1, since D(G) =
5. Hence G ∈ R2, and G = P 1,31,2,6 follows from Lemma 4.1.
While ρ(C18) = ρ(P 1,31,2,6) holds from Lemma 3.2. Hence C18 and P 1,31,2,6 are all the extremal
graphs in R(9, 5).
The proof is completed. 
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