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Abstract
We derive a family of Monte Carlo estimators for gradients of expectations which
is related to the log-derivative trick, but involves pairwise interactions between
samples. The first of these comes from either a) introducing and approximating an
integral representation based on the fundamental theorem of calculus, or b) applying
the reparameterisation trick to an implicit parameterisation under infinitesimal
perturbation of the parameters. From the former perspective we generalise to a
reproducing kernel Hilbert space representation, giving rise to locality parameter in
the pairwise interactions mentioned above. The resulting estimators are unbiased
and shown to offer an independent component of useful information in comparison
with the log-derivative estimator. Promising analytical and numerical examples
confirm the intuitions behind the new estimators.
1 Introduction
Our goal is to estimate the gradient of an expectation of some function f with respect parameters of
the distribution over which the expectation is taken, that is
∇θEx∼p(·|θ)
[
f(x)
]
. (1)
This is an important sub-problem of various machine learning tasks, including the optimisation of
policy gradient methods Williams [1992], the training of variational auto-encoders Kingma and
Welling [2014], and variational inference in general Jordan et al. [1999], Blei et al. [2016].
Sample efficient estimates of (1) are highly desirable as they typically feed into optimisation settings
where sampling x ∼ p(·|θ) is expensive Rezende et al. [2014], Gu et al. [2015], Silver et al. [2016],
Foerster et al. [2018], Khan et al. [2018]. This has inspired a large and growing body of work on
variance reduction techniques Wang et al. [2013], Miller et al. [2017], Roeder et al. [2017], Tucker
et al. [2017] — for a recent uniyfing overview see e.g. Geffner and Domke [2018], which studies the
control variate method of reducing variance by linearly combining multiple estimators.
Despite significant efforts, just two main families of estimators exist. The reparameterisation trick
Kingma and Welling [2014] samples x ∼ p(x|θ) as  ∼ E and x = tθ(), so
∇θEx∼p(·|θ)
[
f(x)
]
= E∼E
[∇θf(tθ())] ≈ 1
n
n∑
i=1
∇f(tθ(i))>∇θtθ(i), (2)
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Figure 1: Variance vs. sample size n on
the toy problem of subsection 7.1, for the
standard log-derivative estimator (3) (blue),
and our fundamental trick estimator of (4)
(orange). The pairwise nature of the new
estimator leads a favourable scaling for small
n, and, for this example, a better (lower)
variance for n ' 4.
where i ∼ E . This simplifies (1) by moving θ from the distribution to deterministic function. The
log-derivative trick Williams [1992] uses∇f = f ×∇ log f , to obtain
∇θEx∼p(·|θ)
[
f(x)
]
= Ex
[
f(x)∇θ log p(x|θ)
] ≈ Ln ≡ 1
n
n∑
i=1
f(xi)∇θ log p(xi|θ), (3)
where xi ∼ p(·|θ). However Ln typically suffers higher variance than the reparameterisation trick
(2); an observation which is only recently being theoretically explained Xu et al. [2019].
1.1 Paper Organisation and Overview
We provide a new family of estimators for univariate distributions (see table 1 for a comparison),
starting with our fundamental trick estimator in section 2. We then show in section 3 that our new
techniques provide (roughly speaking) a useful and new source of information, in linear combination
with the widely used log-derivative trick estimator. A shortcoming of the basic fundamental trick
estimator is that the pairwise interactions are in a sense non-local. We address this by introducing
the more advanced representer trick estimator in section 4, which is based on a reproducing kernel
Hilbert space (RKHS) perspective. This yields a family of estimators parameterised by the choice
of RKHS, and requires certain quantities which we provide in closed form in section 5 for two
important examples of RKHS (namely a particular Sobolev space on compact and non-compact
domains). Taking our novel univariate RKHS based schemes as a starting point, we derive multivariate
generalisations of the required closed form expressions in section 6. Finally, we provide some intuition
using analytical and numerical examples, in section 7, before concluding in section 8.
2 Fundamental Trick Estimator
Our simplest contribution, already featured in figure 1, is the fundamental trick estimator,



∇θEx∼p(·|θ)
[
f(x)
] ≈ Fn ≡ 1
n(n− 1)
n∑
i,j=1
i 6=j
f ′(xj) 12 sign(xi − xj)
p(xj |θ) ∇θ log p(xi|θ), (4)
where as before xi ∼ p(·|θ). The key property of this estimator is straightforward to establish, namely
Lemma 1. The estimator Fn of (4) is unbiased.
Proof. It is sufficient to consider the minimal n = 2, whereupon F2 contains two terms. Since for
any function g and samples x and z drawn i.i.d. from any distribution D,
Ex,z∼D [g(x, z)] = Ex,z∼D [g(z, x)] , (5)
we need only consider one of these two terms. Writing x ≡ x1 and z ≡ x2,
Ex,z
[f ′(z) 12 sign(x− z)
p(z|θ) ∇θ log p(x|θ)
]
=
∫∫
p(x|θ)f ′(z)1
2
sign(x− z)∇θ log p(x|θ) dxdz
= ∇θ
∫∫
p(x|θ)f ′(z)1
2
sign(x− z) dxdz = ∇θEx∼p(·|θ)
[ ∫
f ′(z)
1
2
sign(x− z) dz]
= ∇θEx∼p(·|θ)
[
f(x) + const.
]
= ∇θEx∼p(·|θ)
[
f(x)
]
. (6)
2
trick: reparameterisation log-derivative fundamental representer
reference: Kingma and Welling [2014] Williams [1992] (this paper) (this paper)
equation: (2) (3) (4) (11) &
[
e.g. (15) or (18)
]
uses f 7 3 7 3
uses∇f 3 7 3 3
uses∇ log p - 3 3 3
reparam. 3 7 7 7
pairwise 7 7 3 3
Table 1: A qualitative comparison of the Monte Carlo estimators of (1) considered in this paper.
The second last line uses that the fundamental theorem of calculus Gregory [1668] may be expressed
f(x) + const. =
∫ x
−∞
+f ′(z) dz =
∫ +∞
x
−f ′(z) dz =
∫ +∞
−∞
f ′(z)
1
2
sign(x− z) dz, (7)
where the second line does not follow from the first but may be proven in a similar fashion to it, and
the r.h.s. of the third line is the average of the r.h.s. of the first two lines.
2.1 Local Transformation Derivation
We provide intuition for (4) by deriving it constructively, by applying both the log-gradient and
reparameterisation tricks — see the supplementary figure 3. These estimators have previously been
combined a different and powerful manner by Ruiz et al. [2016], and more recently in a variety of
ways, all of which are rather distinct to the present idea Tucker et al. [2017], Maddison et al. [2016],
Jang et al. [2017]. Our idea is to express infinitesimal changes in θ by a reparameterisation, and then
to apply the chain rule (as done in the reparameterisation trick) to that reparameterisation — for the
full derivation see Appendix A. Note that the 1p(zi|θ) term in (26) arises in a different, arguably more
natural way in this derivation, which does not explictly rely on the fundamental theorem of calculus.
3 Usefulness of the Fundamental Trick
3.1 Motivation
From the perspective of the proof of Lemma 1, our new fundamental trick estimator is seen to be
similar to the log-derivative estimator, except that the value of the (assumed known) function f is
approximated by a Monte Carlo estimate of the integral of the derivative of f . It is not obvious
that such an (almost comical) approach can provide anything but independent noise on top of the
log-derivative estimator. It is therefore of central importance to the present work to establish that our
new scheme does provide useful information in addition to the log-derivative trick. We now show
that this is indeed the case, for the fundamental trick (a similar argument holds for the representer
trick which we will present in section 4).
3.2 Usefulness of the Fundamental Trick in Convex Combination with the Log-Derivative
We now review some well known concepts from statistics (see e.g. the recent and especially relevant
Geffner and Domke [2018]) and financial portfolio theory (see e.g. Markowitz [1970]). We use these
concepts to demonstrate the usefulness of our new family of estimators
Definition 1. The min-var weights of m random variables X1, X2, . . . , Xm is the set of vectors of
coefficients c ∈ Rm satisfying c>1 = 1 for which Var [∑ ciXi] is minimised.
The following result is well known, and easily shown with the method of Lagrange multipliers.
Lemma 2. If the min-var weights of the previous definition exist and are unique, then they are given
by c? ≡ Σ−11/(1>Σ−11), where Σ is the covariance matrix given by Σi,j ≡ Cov(Xi, Xj).
The crucial property we will verify is that the fundamental trick estimator adds useful information in
convex combination with the log-derivative estimator. The notion of adding useful information is
formalised by our definition of an important concept in financial portfolio theory, namely
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Definition 2. X2 diversifies X1 if the associated min-var weights do not include the vector (1, 0)>.
Checking whether one estimator diversifies another turns out to be particularly simple if they are
unbiased, with the condition involving only the uncentered second moments. In particular we have
Lemma 3. Let X1 and X2 be unbiased estimators of the same quantity, both with finite second
moments. If E [X1X2] 6= E [X1X1], then X2 diversifies X1.
Proof. The min-var weights are given by c? ∝ (Σ22 − Σ12,Σ11 − Σ12)>. But unbiasedness means
E
[
X1
]
= E
[
X2
] ≡ µ, so that Σi,j = E[XiXj]− µ2 ≡ Σˆi,j − µ2. Hence c? simplifies to
c? ∝ (Σˆ22 − Σˆ12, Σˆ11 − Σˆ12)>, (8)
in terms of the uncentered second moments Σˆi,j . Hence if E [X1X2] 6= E [X1X1] then the second
element of c? is non-zero.
Theorem 1. If the both fundamental trick estimator Fn of (4) and the log-derivative trick estimator
Ln of (3) have finite variance then in general Fn diversifies Ln.
Proof. Ln is unbiased Williams [1992], and by Lemma 1 Fn is an unbiased estimator of the same
quantity. It is sufficient to check the n = 2 case. Denote L2 and F2 by the subscripts l and f. The
uncentered second moment Σˆll of F2 is the expectation w.r.t. x, z ∼ p(·|θ) of(1
2
(
f(x)∇ log p(x|θ) + f(z)∇ log p(z|θ)))2
=
1
4
(
f(x)∇ log p(x|θ))2 + 1
4
(
f(z)∇ log p(z|θ))2 + 1
2
f(x)∇ log p(x|θ)f(z)∇ log p(z|θ). (9)
According to Lemma 3 we need to check whether this equals Σˆfl, which is the expectation with
respect to x, z ∼ p(·|θ) of the product of
1
2
( 1
p(x|θ) I(z > x)f
′(x)∇ log p(z|θ) + 1
p(z|θ) I(x > z)f
′(z)∇ log p(x|θ)
)
and 12
(
f(x)∇ log p(x|θ) + f(z)∇ log p(z|θ)
)
. But this expands to 1/4 of the sum of four terms
I(z > x)f ′(x)∇ log p(z|θ)f(x)∇ log p(x|θ)/p(x|θ)
+ I(z > x)f ′(x)∇ log p(z|θ)f(z)∇ log p(z|θ)/p(x|θ)
+ I(x > z)f ′(z)∇ log p(x|θ)f(x)∇ log p(x|θ)/p(z|θ)
+ I(x > z)f ′(z)∇ log p(x|θ)f(z)∇ log p(z|θ)/p(z|θ).
The second and third of the four terms above correspond to the first and second terms on the r.h.s. of
(9). For example, the expectation w.r.t. x of the second of the four terms is
Ez
[∫
x
I(z > x)f ′(x)∇ log p(z|θ)f(z)∇ log p(z|θ) dx
]
= Ez [f(z)∇ log p(z|θ)f(z)∇ log p(z|θ) dx] = Ez
[
(f(z)∇ log p(z|θ))2
]
, (10)
which matches as claimed. The cross terms, however, (the first and fourth of the four terms) do not in
general match those of (9). Indeed, an analagous application of the fundamental theorem of calculus
(as in (10)) is inapplicable because the variable involved appears in other factors.
Comment 1. This result is non-trivial in the sense that — as demonstrated in Appendix B of the
supplementary material — there are closely related estimators which fail to diversify in this way.
Comment 2. The above proof clarifies the nature of the diversification afforded by the fundamental
trick in combination with the log-derivative trick, namely that it is due to the pairwise interactions.
Comment 3. The “in general” (which is to be understood as saying that there exist cases for which
diversification occurs) in the statement of Theorem 1 is necessary, since pathological cases exist
for which Fn does not diversify (for example the case f(x) = 0). Strictly speaking therefore, a
single example of diversification consititutes a proof. Hence, in addition to the intuition oriented
proof above, we provide a specific and easily verified analytical example in subsection 7.1, for which
diversification does occur.
4
4 Representer Trick Estimator
We now introduce a more powerful version of the idea in section 2. The basic approach is simple;
rather than exploiting f =
∫
f ′ as in the proof of Lemma 1, if we letH be the RKHS with kernel k
then we may express f in a more general integral form f(x) = 〈f, k(x, ·)〉H.
4.1 Motivation
Roughly speaking, the sign(xi−xj) term in our fundamental trick estimator (4) reflects the direction
of movemement from xi to xj — thereby serving as a sort of stochastic proxy for the factor∇f(tθ(i))
in the reparameterisation trick (2), which is unavailable here as we are not resorting to an explicit
reparameterisation (see the supplementary figure 3 for an illustration).
The non-locality of this sign term (which ignores the magnitude of (xi− xj)) is undesirable however,
both intuitively and as empirically demonstrated in the supplementary figure 7. We now address this
by introducing a length scale parameter by way of a particular RKHS. The effect is to weight the
contribution of pairs of samples appropriately according to the distance between them, in a precise
manner which retains unbiasedness.
4.2 Definition and Unbiasedness
We define the representer trick estimator parameterised by the RKHSH as



∇θEx∼p(·|θ)
[
f(x)
] ≈ Rn ≡ 1
n(n− 1)
n∑
i,j=1
i 6=j
w(H, f, xi, xj)
p(xj |θ) ∇θ log p(xi|θ). (11)
In comparison with (4), the non-local sign function has been replaced by a more general weighting
function w, the precise form of which is implicitly defined by
f(x) = 〈f, k(·, x)〉H ≡
∫
Ω(H)
Pf(z)Pk(z, x) dz ≡
∫
Ω(H)
w(H, f, x, z) dz, (12)
which also implictly defines the regularisation operator P Wahba [1990], Scholkopf and Smola
[2001], Wendland [2004], Berlinet and Thomas-Agnan [2004], and the domain of the RKHS Ω(H).
Comment 4. For clarity we omit in this section 4 those terms which arise from the boundary
conditions of the compact domain case of subsection 5.2. These are accounted for by adding∑n
i=1B(H, f, xi)∇θ log p(xi|θ) to the r.h.s. of (11), where B is given in (19).
This more general formulation shares the key property of the fundamental trick, but now under slightly
stronger conditions, namely those of the following statement (which is proved in subsection C.1),
Lemma 4. Assume the support of p(·|x) matches the domain Ω(H). Then Rn of (4) is unbiased.
Comment 5. The condition that the support of p(·|θ) match Ω(H) motivates the explicit treatment
of compact domains in the derivation of specific functions w (as in the following section 5).
5 First-Order Sobolev Norm RKHS
We derive specific examples of the key quantity w of (12) in order to render the scheme of the
previous section concrete. Let Ha be the RKHS with regularisation operator P = 1 + a∂, a > 0
on domain Ω, where ∂ is defined by ∂f ≡ f ′. Ha is a Sobolev space with length-scale parameter a
Wahba [1990]. As we shall see, this choice of P is convenient as it involves only the first derivative,
thereby leading to a family of estimators that require only f and f ′.
5.1 Case of the whole real line
On the domain Ω = R the operator ∂ has adjoint ∂∗ = −∂, and so we have
〈f, g〉Ha = 〈Pf, Pg〉L2(Ω) = 〈f |(1 + a∂)∗(1 + a∂)|g〉L2(Ω) = 〈f |(1− (a∂)2)|g〉L2(Ω).
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Denoting φx(z) ≡ k(z, x), the reproducing property (12) implies the equation(
1− (a∂)2)φx(·) = δx(·), x ∈ R, (13)
where δx is the Dirac distribution centered at x. Here we impose φ′x(−∞) = φ′x(∞) = 0 to
obtain the well known solution (see e.g. Wahba [1990]) φx(z) ≡ k(z, x) = exp(− |x− z| /a)/(2a).
Letting ∂ act on the first argument of k(·, ·), we obtain
Pk(z, x) = k(z, x) + a∂k(z, x) = k(z, x) + a sign(x− z)/a k(z, x)
= (1 + sign(x− z)) k(z, x) = 2I(z < x) k(z, x).
Hence we have the w of (12) in closed form,
w(Ha, f, x, z) ≡ Pf(z)Pk(z, x) = (f(z) + af ′(z)) 2I(z < x) exp(− |x− z| /a)/(2a). (14)
Symmetrised weight function. The indicator function in (14) may be improved by symmetrisation,
in a manner which is analagous to (7). This leads to the w of (11) for the non-compact (whole real
line) case in closed form,



	wR(Ha, f, x, z) ≡ (f(z) + a sign(x− z)f ′(z)) exp(−|x− z|a )/(2a). (15)
5.2 Case of a bounded open interval
For the kernel on the bounded interval (−1,+1) we impose φ′(−1) = φ′(+1) = 0. We then
easily obtain (with the help of a symbolic math program such as Mathematica) the same result as
Thomas-Agnan [1996], namely, for xl ≤ xr,
ka(xl, xr) = (cosh((1 + xl)/a) cosh((1− xr)/a)) / (a sinh(2/a)) . (16)
Letting ∂ again act on the first argument of k(·, ·), we obtain with some algebra,
Pka(z, x) =
(
1 + sign(z − x) tanh ((1 + sign(z − x)x)/a))ka(x, z). (17)
Weight function and integral representation. The w of (11) for the bounded case is hence w[−1,+1](Ha, f, x, z) ≡ (f(z) + af ′(z))Pka(z, x), (18)
where Pka(z, x) is given in (17) and ka(z, x) in (16).
Boundary conditions. As φx is the solution to (13), we have by definition that P ∗Pφx = δx on
(−1, 1). However, the restriction to (−1, 1) introduces terms due to the boundary conditions, in
particular we have the representation
Lemma 5. For the present bounded case the integral representation is
f(x) =
∫ +1
−1
w[−1,+1](Ha, f, x, z) dz + af(−1)ka(x,−1)− af(1)ka(x, 1)︸ ︷︷ ︸
≡B(Ha,f,x)
. (19)
This representation, proved in subsection C.3), does not appear to have previously been made explicit
in the literature (see e.g. Thomas-Agnan [1996]).The term B(Ha, f, x) above is relevant because it
depends on x and must therefore be included in the representer trick estimator — see comment 4.
6 Multivariate Extension
Here we provide multivariate extensions of our estimators by generalising the integral representations
they are based on. Various approaches are possible — at present we directly generalise the Sobolev
space results section 5 (without explicitly utilising a multidimensional Sobolev space).
For the representer trick on R this is (12) with (15), which on Rd becomes the following (proven in
subsubsection C.4.1)
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Lemma 6. For any f : Rd → R which is sufficiently differentiable and for which for any J ⊆
{1, 2, . . . , d} , lim‖z‖→+∞
∣∣∣ ∂|J |f∏
k∈J
(z)
∣∣∣ < +∞, for any x ∈ Rd and a > 0 we have (20)
f(x) = (20)∫
Rd
∑
J⊆{1,2,...,d} a
|J | ∂|J |f∏
k∈J ∂zk
(z)
∏
k∈J sign(xk − zk) exp(−‖x−z‖1a )
(2a)d︸ ︷︷ ︸
≡wRd (a,f,x,z)
dz + const.,
where const. is constant with respect to x.
Combining wRd of Lemma 6 with (11) yields an estimator of (1) for multivariate distributions p(x|θ).
Note that the constant const. in (20) does not affect our estimator of (1) (vanishing similarly to the
constant in the univariate case, as in (6)).
As in the univariate case (see comment 5) we specifically address the case of compactly supported
(now multivariate) functions f , by providing the following (proved in subsubsection C.4.2)
Lemma 7. Let f : [−1, 1]d → R be d-times differentiable and a > 0. Along with ka of (16) define
ra(z, x) ≡
(
1 + sign(x− z) tanh((1 + sign(x− z)z)/a))
κa(z, x) ≡ ra(z, x)ka(z, x)
Ba(x) = cosh((1 + x)/a)/ sinh(2/a)
κa(z,x) ≡
d∏
i
κa(zi, xi).
Then we have the integral representation
f(x) = (21)∫
[−1,1]d
∑
J⊆{1,2,...,d}
(
a|J |
∂|J |f∏
k∈J ∂zk
(z)
)
κa(z,x)︸ ︷︷ ︸
≡w
[−1,+1]d (a,f,x,z)
dz −
∑
∈{−1,0,1}d\{(0,...,0)}
Ba(x) · f
(
x
)
,
where x =
(
1 + (1− 1)(1 + 1)x1
· · ·
d + (1− d)(1 + d)xd
)
and Ba(x) =
∏d
i=1Ba(ixi)i + (1− i)(1 + i).
As before we combine w[−1,+1]d of (21) with (11) (with the inclusion of the boundary conditions
analagously to the univariate case subsection 5.2) to obtain an estimator of (1) for compactly supported
and multivariate p(x|θ).
The representations provided by Lemma 6 and Lemma 7 involve summing all partial derivatives up
to d-th order, requiring 2d terms. Nonetheless, we demonstrate in subsection 7.2 that in practice the
estimator remains effective if we neglect higher than first-order derivatives. Furthermore, other more
convenient multivariate schemes may be possible.
7 Illustrative Experiments
We consider a toy example in subsection 7.1 and real data in subsection 7.2.
7.1 Analytical Example
Setup Consider f(x) = x where x, θ ∈ R. We wish to estimate (1) at the point θ = 0, with
p(x|θ) = 2
pi
{
1/(1 + (x− θ)2) |x− θ| ≤ 1
0 otherwise.
(22)
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Figure 2: The ELBO loss (light green
curve, right hand scale) as a function
of the number of training epochs for
a standard VAE where the gradient
of the expected log-likelihood term is
estimated with the log-derivative trick.
In the four additional curves (labeled
c = 0.8, 0.9, 1.1, 1.2, left hand scale)
c times the log-derivative estimator is
added to (1− c) times our representer
trick estimator, and the resulting ELBO
is plotted as a ratio to that of green
curve. See subsection 7.2 for details. 0 200 400 600 800 1000
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Training Loss for Various Mixing Coefficients
We provide a detailed theoretical and numerical investigation of this example in Appendix D. It turns
out that mixing an optimal ≈ 83% of the log-derivative estimator with the remainder the fundamental
trick estimator yields ≈ 7% variance reduction for n = 2 Monte Carlo samples, of the standard
log-derivative estimator. While this is a modest improvement, as seen in figure 1, greater relative
gains occur for larger n due to averaging O(n2) terms in (4).
7.2 Variational Autoencoder
Setup We trained a variational autoencoder (VAE) Kingma and Welling [2014] on the MNIST
dataset. Rather than use the reparameterisation trick (which is applicable for a Gaussian approximate
posterior), for the purpose of demonstration we use the log-derivative trick and the representer trick.
We used a typical computational setup with a 5 latent dimensions and 400 hidden units.
Experiment The evidence lower bound (ELBO) objective as optimised by the VAE decomposes
into a tractable regularisation term and an intractable expected log likelihood term which requires
stochastic approximation. We experimented with different estimators of the (gradient of) the ex-
pected log-likelihood, for consumption by a standard numerical optimiser. We mixed various fixed
proportions c of our new representer trick estimator with (1− c) of the log-derivative estimator. The
smoothing parameter a of section 6 was set to 1 (to be on the same range as the prior variance of the
latent encoding, which was also 1) and applied the multivariate representation of Lemma 6 with a
first order approximation, i.e. retaining up to first order derivatives (in the notation of Kingma and
Welling [2014] these derivatives are ∇z log pθ(x(i)|z), evaluated at a sample from the approximate
posterior z ∼ qφ(z|x(i))).
Results and Discussion The training curves of figure 2 show that mixing 20% of the new estimator
yields an improvement in the loss of around 7%. This demonstrates that under more realistic scenarios
than the toy example of subsection 7.1, our new family of estimators does offer a relevant source
of new information in comparison with the log-derivative trick. Note that the linear combination
employed here is very simplistic, and while the improvement demonstrated here is modest, we
conjecture that more refined approaches exist with stronger performance — examples: adaptive
choice of and/or averaging over of the Sobolev length-scale parameter a; robust combination of the
n(n− 1) terms summed in (11); adaptive/robust combination of the representer trick with the log
derivative trick, etc. However, such developments are rather non-trivial, and beyond the present scope.
Also note that it is highly non-trivial to adapt the new methods to such realistic sample bound settings
as policy gradient reinforcement learning.
8 Conclusion
We introduced the fundamental trick (4), and the representer trick (11) estimators for (1), with
multivariate generalisations in section 6. The new family of estimators is applicable in similar
contexts to the widely used log-derivative trick estimator (3). This provides a new avenue for
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exploration of a key technical challenge lying at the core of much Bayesian machine learning. While
our basic proof of concept experiments are promising and provide a strong intuition, this work raises
a number of important questions. Chief amoung these are how best to utilise the estimators either
via simple convex combination or more advanced robust statistical techniques, and how best to
incorporate the estimators into real world problems for which the number of required samples is
prohibitive. Indeed, while the new estimators are more involved to work with, the effort may be
worth it for such sample bound scenarios as reinforcement learning of physical systems via policy
gradient methods.
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This document contains supplementary appendices for New Tricks for Estimating Gradients of
Expectations.
A Details of the Constructive Derivation of the Fundamental Trick of
subsection 2.1
The setup for this approach is as follows. Consider without loss of generality evaluating (1) at θ = 0.
With a slight abuse of notation (including reuse of tθ from (2)), let the mapping tθ(x) transform
x0 ∼ p(·|θ = 0) to x = tθ(x0) such that x ∼ p(x|θ), i.e., by the transformation of random variables
we have the relation involving the Jacobian determinant
p(x|θ) = p(t−1θ (x)|θ = 0)
∣∣∣∣ ∂∂xt−1θ (x)
∣∣∣∣. (23)
Expand p(x|θ) to first order with respect to θ
p(x|θ) = p(x|θ = 0) + θ ∂
∂θ
∣∣∣∣
θ=0
p(x|θ) +O(θ2), (24)
and expand tθ with respect to θ about t0(x) = x,
tθ(x) = x+ θ∆(x) +O(θ
2). (25)
By neglecting the second order terms, and applying Monte Carlo to the resultant expectation, we are
able to obtain with some algebra (see Appendix A), the estimator
∇θEx∼p(·|θ)
[
f(x)
] ≈ 1
n
n∑
i=1
f ′(zi)
p(zi|θ) I(xi > zi)
∂
∂θ
log p(xi|θ), (26)
where xi, zi ∼ p(·|θ). By symmetrising (26) with both (5) (to introduce the double sum) and (7) (to
introduce the sign function), we obtain the main version of the fundamental trick estimator, (4).
Expansions (24) and (25) are coupled by (23); equating these two expansions of p(x|θ) and letting
uθ(x) ≡ t−1θ (x) gives
p(x|θ = 0) + θ ∂
∂θ
∣∣∣∣
θ=0
p(x|θ) = p(uθ(x)|θ) |u′θ(x)|+O(θ2). (27)
By construction, (27) holds at θ = 0; this can be verified by letting θ = 0 and observing that the
Jacobian |u′θ(x)| is equal to 1 at θ = 0 (indeed, u0(x) = x is the identity).
Consider infinitesimal θ (i.e. neglect O(θ2)); differentiating w.r.t. θ at θ = 0 gives the additional
condition
p(x|θ = 0) = p(x|θ = 0)
∂
∂θ
∣∣∣∣
θ=0
(
p(x|θ = 0) + θ ∂
∂θ
∣∣∣∣
θ=0
p(x|θ) +O(θ2)
)
=
∂
∂θ
∣∣∣∣
θ=0
(
p(uθ(x)|θ) |u′θ(x)|+O(θ2)
)
which simplifies to
∂
∂θ
∣∣∣∣
θ=0
p(x|θ) = ∂
∂θ
∣∣∣∣
θ=0
p(uθ(x)|θ) |u′θ(x)| . (28)
For small θ, the inverse uθ(x) = x− θ∆(x) because
∂
∂θ
∣∣∣∣
θ=0
tθ(uθ(x)) =
∂
∂θ
∣∣∣∣
θ=0
(
uθ(x) + θ∆(uθ(x)) +O(θ
2)
)
=
∂
∂θ
∣∣∣∣
θ=0
(
(x− θ∆(x)) + θ∆(x− θ∆(x)) +O(θ2))
= 0
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as required. Hence, to handle the r.h.s. we exploit our choice of i.e.
∂
∂θ
∣∣∣∣
θ=0
p(uθ(x)|θ)
∣∣u′θ(x)∣∣
=
∂
∂θ
∣∣∣∣
θ=0
(
p(x− θ∆(x)|θ)
∣∣∣∣ ∂∂x (x− θ∆(x))
∣∣∣∣)
=
(
∂
∂θ
∣∣∣∣
θ=0
p(x− θ∆(x)|θ)
)(∣∣∣∣ ∂∂x (x− 0∆(x))
∣∣∣∣) + (p(x− 0∆(x)|θ)) ∂∂θ
∣∣∣∣
θ=0
∣∣∣∣ ∂∂x (x− θ∆(x))
∣∣∣∣
=
(
∂(x− θ∆(x))
∂θ
∣∣∣∣
θ=0
∂p(x− θ∆(x)|θ)
∂(x− θ∆(x))
)(
1
)
− p(x|θ = 0) ∂
∂x
∆(x) sign
((
1 + 0
∂
∂x
∆(x)
))
= −
( ∂
∂x
p(x|θ = 0)
)
∆(x)− p(x|θ = 0)
( ∂
∂x
∆(x)
)
= − ∂
∂x
(
p(x|θ = 0)∆(x)
)
.
Putting this back into the right hand side of (28) gives
∂
∂θ
∣∣∣∣
θ=0
p(x|θ) = − ∂
∂x
(
p(x|θ = 0)∆(x)
)
,
which is solved by integrating both sides w.r.t x, yielding
∆(x) = − 1
p(x|θ = 0)
∫ x
z=−∞
∂
∂θ
p(z|θ = 0) dz
= +
1
p(x|θ = 0)
∫ ∞
z=x
∂
∂θ
p(z|θ = 0) dz,
where we used∫ x
z=−∞
∂
∂θ
p(z|θ = 0) dz +
∫ ∞
z=x
∂
∂θ
p(z|θ = 0) dz = ∂
∂θ
∫ ∞
z=−∞
p(z|θ = 0) dz = ∂
∂θ
1 = 0.
We rewrite ∆ as an expectation using the indicator I(x) ≡
{
1 x⇔ True
0 otherwise
, to obtain
∆(x) =
1
p(x|θ)
∫ +∞
−∞
I(z > x)
∂
∂θ
p(z|θ = 0) dz
=
1
p(x|θ)
∂
∂θ
∫ +∞
−∞
I(z > x)p(z|θ = 0) dz
=
1
p(x|θ)Ez∼p(·|θ=0)
[
∂
∂θ
log p(z|θ = 0)I(z > x)
]
.
The chain rule with tθ gives
∂
∂θ
∣∣∣∣
θ=0
Ex∼p(·|θ) [f(x)] = Ex∼p(x|θ=0)
[
∂
∂θ
f(tθ(x))
∣∣∣∣
θ=0
]
= Ex∼p(x|θ=0)
[
∂
∂θ
∣∣∣∣
θ=0
f(x+ θ∆(x))
]
= Ex∼p(x|θ=0)
[(
∂
∂x
f(x)
)
∆(x)
]
= Ex∼p(x|θ=0)
[
f ′(x)
p(x|θ)Ez∼p(x|θ=0)
[
∂
∂θ
log p(z|θ = 0)I(z > x)
]]
= Ex,z∼p(x|θ=0)
[
f ′(x)
p(x|θ)
∂
∂θ
log p(z|θ = 0)I(z > x)
]
.
This scheme applies at any θ (not only θ = 0). Hence by Monte Carlo estimation of the expectation,
we obtain the unsymmetrised form of our fundamental trick estimator, (26).
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B Hilbert-Sobolev-Laplace Gradient Estimator
To contrast with the novel and theoretically useful estimators of the main paper, we present here a
tempting alternative which we show to be essentially useless, in the sense that it does not offer any
orthogonal component of information over and above the log-derivative estimator.
B.1 The Estimator
To eliminate the factor 1p(z|θ) in (11) it is tempting to choose (for the case of the Sobolev space on the
entire real line subsection 5.2),
p(z|x, θ) = Laplace(z|x, a) (29)
≡ exp(− |x− z| /a)/(2a),
rather than p(z|x, θ) = p(z|θ) in (31). The point is that the factor then cancels with part of the weight
function w of (15), and it is easy to show using a similar argument as the proof of Lemma 4, that the
following Hilbert-Sobolev-Laplace estimator


∇θEx∼p(·|θ)
[
f(x)
] ≈ 1
mn
m∑
i=1
n∑
j=1
(f(xi,j) + a sign(xi − xi,j)f ′(xi,j))∇θ log p(xi|θ), (30)
is unbiased, where xi ∼ p(·|θ) as before, but now xi,j ∼ Laplace(xi, a) has mean xi and scale a.
B.2 Uselessness of the Estimator
Does (30) offer any independent information over the log-derivative estimator (3)? No; in line with
Lemma 3 that would require Σˆhl 6= Σˆll, for the (uncentred) second moments (indexed by l and h for
the log-derivative and Hilbert-Sobolev-Laplace estimators, respectively), but
Σˆll = Ex∼p(·|θ)
[(
f(x)∇ log p(x|θ))2]
and
Σˆhl = Ex∼p(·|θ)
[
Ez∼Laplace(x,a)
[(
f(z) + a sign(x− z)f ′(z))∇ log p(x|θ)f(x)∇ log p(x|θ)]]
= Ex∼p(·|θ)
[
f(x)
(∇ log p(x|θ))2 Ez∼Laplace(x,a)[(f(z) + a sign(x− z)f ′(z))]︸ ︷︷ ︸
=f(x)
]
= Σˆll,
where the underbrace is expounded upon in the following subsection B.3. Note that we needed only
consider the diversification between the log-derivative estimator associated with (in the notation of
the previous subsection B.1) a single xi and the associated Hilber-Sobolev-Laplace term associated
with a single perturbation xi,j of that point.
Hence while it is tempting to choose (29) in order to obtain the convenient looking (30), this estimator
is essentially just a noisy version the log-derivative estimator, and we cannot reduce the variance by
mixing it with the log-derivative estimator.
B.3 Laplace Evaluation Estimator
As an aside, we note that putting the w of (15) into (12) and writing the result as an expectation leads
to the neat identity
f(x) = Ez∼Laplace(x,a)
[
f(z) + af ′(z) sign(x− z)],
where f ′ is the derivative, sign is the ±1 valued sign function, and the Laplace distribution has mean
x and scale a, that is p(z|x, a) = exp(− |x− z| /a)/(2a).
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C Additional Mathematical Details
C.1 Proof of Lemma 4: Unbiasedness of the Representer Trick
Proof. The proof is analagous to that of Lemma 1 but uses our definition of w, i.e.
Ex,z
[
w(H, f, x, z)
p(z|θ) ∇θ log p(x|θ)
]
=
∫∫
Ω(H)2
p(x|θ)w(H, f, x, z)∇θ log p(x|θ) dxdz (31)
= ∇θ
∫∫
Ω(H)2
p(x|θ)w(H, f, x, z) dxdz
= ∇θEx∼p(·|θ)
[∫
Ω(H)
w(H, f, x, z) dz
]
= ∇θEx∼p(·|θ) [f(x)] ,
where the final line is due to (12).
C.2 First Principles Demonstration of Equation 15
We now check (15) by putting it into (12) and using integration by parts. This verifies both the
symmetrisation and the original RKHS based derivation. Assume w.l.o.g. that x = 0, giving
f(0) =
1
2a
∫
R
exp
(− |z|
a
)
(f(z) + a sign(−z)f ′(z)) dz = 1
2a
(I1 + I2), (32)
where I1 ≡
∫ 0
−∞ exp(+z/a)(f(z)+af
′(z)) dz and I2 ≡
∫∞
0
exp(−z/a)(f(z)−af ′(z)) dz. Then
I1 =
∫ 0
−∞
exp(
z
a
)(f(z) + af ′(z)) dz
=
∫ 0
−∞
exp(
z
a
)f(z) dz + a
∫ 0
−∞
exp(+
z
a
)f ′(z) dz
=
∫ 0
−∞
exp(
z
a
)f(z) dz + a
([
exp(
z
a
)f(z)
]0
−∞
− 1
a
∫ 0
−∞
exp(
z
a
)f(z) dz
)
= a [exp(+z/a)f(z)]
0
−∞
= af(0),
and by a similar argument I2 = af(0), as required by (32).
C.3 Integral Condition with Boundary Conditions
For Lemma 5 we have the following
Proof. Integration by parts gives 〈f, ∂g〉 = [fg]+1−1 − 〈∂f, g〉. Hence, the boundary terms involving
derivatives of φx vanish and we have∫ +1
−1
w[−1,+1](Ha, f, x, z) dz
≡ 〈Pφx, Pf〉
= 〈(1 + a∂)φx, (1 + a∂)g〉
= 〈φx, f〉+ a〈φx, ∂f〉+ a〈∂φx, f〉+ a2〈∂φx, ∂f〉
= 〈φx, f〉+ a
(
[φxf ]
+1
−1 − 〈∂φx, f〉
)
+ a〈∂φx, f〉+ a2
(
[∂φxf ]
+1
−1 − 〈∂2φx, f〉
)
= 〈φx, f〉+ a [φxf ]+1−1 − a2〈∂φx, ∂f〉
= 〈P ∗Pφx, f〉+ a [φxf ]+1−1 ,
= 〈δx, f〉+ a [φxf ]+1−1 ,
which rearranges to the result (19).
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C.4 Multivariate Integral Representations
C.4.1 Real Space Rd
For Lemma 6 we have the following
Proof. Let f : [−1, 1]d → R be d-times differentiable. Let define for any x in [−1, 1]d and a > 0:
I(a,x) ≡
∫
Rd
∂dga∏
k∈{1,2,...,d} ∂zk
(z)
∏
k∈{1,2,...,d}
sign(xk − zk) dz,
where ga(z) ≡ f(z) · exp(− |x− z|1 /a) for any z ∈ Rd \ {x} and a > 0.
I is well defined because ga is sufficiently differentiable on Rd \ {x}.
The representation of f follows from the above expression after having calculated it in two different
ways. We will differentiate the expression within the integral and then we will integrate it.
Step 1: differentiation We differentiate g with respect to each zi for i ∈ {1, 2, . . . , d}. Set
z ∈ Rd \ {x}:
∂dga∏
k∈{1,2,...,d} ∂zk
(z)
∏
k∈{1,2,...,d}
sign(xk − zk)
=
∂df(z) · exp(−‖x−z‖1a )∏
k∈{1,2,...,d} ∂zk
∏
k∈{1,2,...,d}
sign(xk − zk)
(1)
=
( ∑
J⊆{1,2,...,d}
∂|J |f∏
k∈J ∂zk
(z)
∂d−|J | exp(−‖x−z‖1a )∏
k/∈J ∂zk
) ∏
k∈{1,2,...,d}
sign(xk − zk)
(2)
=
( ∑
J⊆{1,2,...,d}
∂|J |f∏
k∈J ∂zk
(z)
∏
k/∈J sign(xk − zk)
a(d−|J |)
)
exp(−‖x− z‖1
a
)
∏
k∈{1,2,...,d}
sign(xk − zk)
=
(∑
J⊆{1,2,...,d} a
|J | ∂|J |f∏
k∈J ∂zk
(z)
∏
k∈J sign(xk − zk)
)
exp(−‖x−z‖1a )
ad
.
(1) is given by the product rule.
(2) is given by the the following formula, true for any z ∈ Rd \ {x} and i ∈ {1, 2, . . . , d},
∂ exp(− ‖x−z‖1a )
∂zi
= sign(x−z)a · exp(−
‖x−z‖1
a ) which we have applied (d− |J |)-times.
So if we integrate the expression above with respect to z in [−1, 1]d,
I(a,x) =
∫
Rd
((∑
J⊆{1,2,...,d}
(
a|J | ∂
|J |f∏
k∈J ∂zk
(z)
∏
k∈J sign(xk − zk)
)
exp(−‖x−z‖1a )
ad
)
dz.
(33)
Step 2: integration We integrate successively the derivatives inside the integral in I with respect
to each zi using the expression ∀t ∈ R,
h(t) =
∫
R
h′(z)
1
2
sign(t− z) dz + limz→+∞ h(z) + limz→−∞ h(z)
2
.
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Let’s prove the integration for one integral and then let’s repeat the integration successively by
recurrence. For i in {1, 2, . . . , d}, x in [−1, 1]d and (z2, . . . , zd) in [−1, 1]d−1 then:∫
R
∂dga∏
k∈{1,2,...,d} ∂zk
(z) sign(x1 − z1) dz1 =
2
(
∂d−1ga∏
k∈{2,...,d} ∂zk
(x1, z2, . . . , zd) + lim
z1→+∞
∂d−1ga∏
k∈{2,...,d} ∂zk
(z) + lim
z1→−∞
∂d−1ga∏
k∈{2,...,d} ∂zk
(z)
)
.
We will show that under the conditions of the lemma, the last two terms are equals to 0. Under
weaker conditions, the two last terms could be equal to a constant that depends on a and (z2, . . . , zd).
According to the last step, we have the formula:
∂d−1ga∏
k∈{2,...,d} ∂zk
(z) =(∑
J⊆{2,...,d} a
|J | ∂|J |f∏
k∈J ∂zk
(z)
∏
k/∈J sign(xk − zk)
)
exp(−‖x−z‖1a )
ad−1
.
As
∑
J⊆{1,2,...,(d−1)} a
|J | ∂|J |f∏
k∈J ∂zk
(z)
∏
k/∈J sign(xk − zk) is bounded for ‖x‖ → +∞, and
lim
z1→±∞
∂d−1ga∏
k∈{2,...,d} ∂zk
(z) = 0,
we get the result for one integral:∫
R
∂dga∏
k∈{1,2,...,d} ∂zk
(z) sign(x1 − z1) dz1 = 2 · ∂
d−1ga∏
k∈{2,...,d} ∂zk
(x1, z2, . . . , zd).
Then we proceed by recurrence for I(a,x):
I(a,x) =
∫
Rd
∂dga∏
k∈{1,2,...,d} ∂zk
(z)
∏
k∈{1,2,...,d}
sign(xk − zk) dz
=
∫
Rd−1
∫
R
∂dga∏
k∈{1,2,...,d} ∂zk
(z)
∏
k∈{1,2,...,d}
sign(xk − zk) dz1, . . .dzd
= 2 ·
∫
Rd−1
∂d−1ga∏
k∈{2,...,d} ∂zk
(x1, z2, . . . , zd)
∏
k∈{2,...,d}
sign(xk − zk) dz2, . . .dzd
= . . .
= 2d · ga(x1, . . . , xd)
= 2d · f(x1, . . . , xd) · exp(−‖x− x‖1
a
)
= 2d · f(x). (34)
Combining (33) and (34) completes the proof.
C.4.2 Compact [0, 1]d
We now restate Lemma 5 in manner which facilitates the subsequent proof of the multivariate case.
16
Lemma 8. Let f : (−1,+1)→ R, a > 0, and define
klra(xl, xr) ≡
cosh((1 + xl)/a) cosh((1− xr)/a)
a sinh(2/a)
ka(z, x) ≡ klra(min(x, z),max(x, z))
ra(z, x) ≡
(
1 + sign(x− z) tanh((1 + sign(x− z)z)/a))
κa(z, x) ≡ ra(z, x)ka(z, x)
b(a, x, f) ≡ cosh(
1−x
a )f(−1)− cosh( 1+xa )f(1)
sinh(2/a)
.
Then f has the integral representation
f(x) =
∫ +1
−1
(f(z) + af ′(z))κa(z, x) dz + b(a, x, f).
Now for the multivariate version Lemma 7 we have the following
Proof. Let f : [−1, 1]d → R be d-times differentiable and a > 0. Let define for any x in [−1, 1]d
and z in [−1, 1]d \ {x}:
gia(z,x) ≡ f(z1, . . . , zd) · κa(zi, xi),
and
ga(z,x) ≡ f(z1, . . . , zd) ·
d∏
i=1
κa(zi, xi).
The idea for the compact domain is similar to the full Euclidean case. We will compute for a > 0
and x ∈ [−1, 1]d, I(a,x) in two different ways, where
I(a,x) =
∫
[−1,1]d
∂dga∏
k∈{1,2,...,d} ∂zk
(z,x) dz.
We will integrate the expression successively and then we will compute the derivative of the expression
inside the integral.
Regarding the integration, we need some preliminary results with respect to the different values of κa
defined in the lemma.
Lemma 9. The following properties are true for any x ∈ [−1, 1]:
κa(1, x) =
Ba(x)
a
(35)
κa(−1, x) = Ba(−x)
a
(36)
κa(x
−, x)− κa(x+, x) = 1
a
. (37)
Proof. Let’s remind us the expressions of ka, ra, κa for x ∈ [−1, 1] and z ∈ [−1, 1] \ {x}:
ka(z, x) =
cosh((1 + min(x, z))/a) cosh((1−max(x, z))/a)
a sinh(2/a)
=
cosh( 1+sign(x−z)za ) cosh(
1−sign(x−z)x
a )
a sinh( 2a )
ra(z, x) =
(
1 + sign(x− z) tanh((1 + sign(x− z)z)/a))
κa(z, x) = ra(z, x) · ka(z, x).
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When z < x: We get: ra(z, x) = 1+tanh(1+z)a and ka(z, x) =
cosh(( 1+za ) cosh(
1−x
a )
a sinh(2/a) then:
κa(−1, x) = ra(−1, x) · ka(−1, x) = 1 ·
cosh( 12xa )
a sinh( 2a )
=
BA(−x)
a
.
which proves (36), and
κa(x
−, x) = ra(x−, x) · ka(x−, x)
=
cosh( 1+xa )− sinh( 1+xa )
cosh( 1+xa )
· cosh(
1+x
a ) · cosh( 1−xa )
a sinh( 2a )
=
cosh( 1−xa )
a · sinh( 2a )
[
cosh(
1 + x
a
) + sinh(
1 + x
a
)
]
. (38)
When z > x: We get: ra(z, x) = 1−tanh(1−z)a and ka(z, x) =
cosh( 1+xa ) cosh(
1−z
a )
a sinh(2/a) then:
κa(1, x) = ra(1, x) · ka(1, x) = 1 ·
cosh( 1+xa )
a sinh( 2a )
=
Ba(x)
a
,
which proves (35), and
κa(x
+, x) = ra(x
+, x) · ka(x+, x)
=
cosh( 1−xa )− sinh( 1−xa )
cosh( 1−xa )
· cosh(
1+x
a ) · cosh( 1−xa )
a sinh( 2a )
=
cosh( 1+xa )
a · sinh( 2a )
[
cosh(
1− x
a
)− sinh(1− x
a
)
]
. (39)
Finally with (38) and (39), we can prove (37):
κa(x
−, x)− κa(x+, x) =
cosh( 1−xa )
a · sinh( 2a )
[
cosh(
1 + x
a
) + sinh(
1 + x
a
)
]
− cosh(
1+x
a )
a · sinh( 2a )
[
cosh(
1− x
a
)− sinh(1− x
a
)
]
=
cosh( 1−xa ) cosh(
1+x
a ) + cosh(
1−x
a ) sinh(
1+x
a )
a · sinh( 2a )
− cosh(
1+x
a ) cosh(
1−x
a )− cosh( 1+xa ) sinh( 1−xa )
a · sinh( 2a )
=
cosh( 1−xa ) sinh(
1+x
a ) + cosh(
1+x
a ) sinh(
1−x
a )
a · sinh( 2a )
=
sinh( 2a )
a · sinh( 2a )
=
1
a
.
We can now get back to I(a,x) and integrate the expression successively:
Step 1: Integration Let’s prove the integration for one integral and then let’s repeat the integration
successively by recurrence. For i in {1, 2, . . . , d}, and x, z in [−1, 1]d:
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To compute the integral, we have to pay attention that xi is a point of discontinuity of
(
t→ κa(t, xi)
)
,
we need to cut the integral at this point.
∫
[−1,1]
∂gia
∂zi
(z,x) dzi
=
∫
[−1,1]
∂f(z) · κa(zi, xi)
∂zi
dzi
=
∫
[−1,xi[
∂f(z) · κa(zi, xi)
∂zi
dzi +
∫
]xi,1]
∂f(z) · κa(zi, xi)
∂zi
dzi.
=
[
f(z) · κa(zi, xi)
]1
x+i
+
[
f(z) · κa(zi, xi)
]x−i
−1
=
[
f(z1, . . . zi−1, 1, zi+1, . . . , zd) · κa(1, xi)− f(z1, . . . zi−1, x+i , zi+1, . . . , zd) · κa(x+i , xi)
]
+
[
f(z1, . . . zi−1, x−i , zi+1, . . . , zd) · κa(x−i , xi)− f(z1, . . . zi−1,−1, zi+1, . . . , zd) · κa(−1, xi)
]
=
[
f(z1, . . . zi−1, 1, zi+1, . . . , zd) · Ba(xi)
a
+
f(z1, . . . zi−1, xi, zi+1, . . . , zd)
a
− f(z1, . . . zi−1,−1, zi+1, . . . , zd) · Ba(−xi)
a
]
=
∑
i∈{−1,0,1}B
i(xi) · f(z1, . . . zi−1, xii , zi+1, . . . , zd)
a
,
where Bi(xi) = B(ixi)i + (1− i)(1 + i) and xii = + (1− )(1 + )xi.
This latter notation of Bi(xi) and xii enable a clear expression of the integral, and we find the
different terms immediately:
if i = −1 : Bia (xi) = −Ba(−xi) and xii = −1
if i = 0 : Bia (xi) = 1 and x
i
i = xi
if i = 1 : Bia (xi) = Ba(xi) and x
i
i = 1
Then we proceed by recurrence for I(a,x):
I(a,x) =
∫
[−1,1]d
∂dga∏
k∈{1,2,...,d} ∂zk
(z,x) dz
=
∫
[−1,1]d
∂df(z1, . . . , zd) ·
∏d
i=1 κa(zi, xi)∏
k∈{1,2,...,d} ∂zk
(z,x) dz1 . . . dzd
=
∫
[−1,1]d−1
∫
[−1,1]
∂
∂z1
(
∂d−1f(z1, . . . , zd) ·
∏d
i=2 κa(zi, xi)∏
k∈{2,...,d} ∂zk
κa(z1, x1)
)
dz1 . . . dzd
=
∫
[−1,1]d−1
∑
i∈{−1,0,1}B
1
a (x1) · ∂
d−1f(x11 ,z2,...,zd)·
∏d
i=2 κa(zi,xi)∏
k∈{2,...,d} ∂zk
a
dz2 . . . dzd
=
∑
i∈{−1,0,1}B
1
a (x1) ·
∫
[−1,1]d−1
∂d−1f(x11 ,z2,...,zd)·
∏d
i=2 κa(zi,xi)∏
k∈{2,...,d} ∂zk
dz2 . . . dzd
a
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and by recurrence
= · · ·
=
∑
∈{−1,0,1}d
(∏
i∈{1,2,...,d}B
i
a (xi)
)
· f(x11 , · · · , xdd )
ad
=
∑
∈{−1,0,1}d B

a(x) · f
(
x
)
ad
=
f(x) +
∑
∈{−1,0,1}d\{(0,...,0)}B

a(x) · f
(
x
)
ad
(40)
We are now going to compute I(a,x) by differentiation.
Step 2: Differentiation First, let’s compute the derivation of κa for x ∈ [−1, 1] and z ∈ [−1, 1] \
{x}:
When z < x:
∂ra
∂z
(z, x) =
1− tanh2( 1+za )
a
=
1− (1− ra(z, x))2
a
and
∂ka
∂z
(z, x) =
sinh(( 1+za ) cosh(
1−x
a )
a2 sinh(2/a)
When z > x:
∂ra
∂z
(z, x) =
1− tanh2( 1−za )
a
=
1− (1− ra(z, x))2
a
and
∂ka
∂z
(z, x) = −cosh(
1+x
a ) sinh(
1−z
a )
a2 sinh(2/a)
Finally when z ∈ [−1, 1] \ {x}:
∂ra
∂z
(z, x) =
1− (1− ra(z, x))2
a
and
∂ka
∂z
(z, x) = sign(x− z)cosh(
1−sign(x−z)·x
a ) sinh(
1+sign(x−z)·z
a )
a2 sinh(2/a)
=
sign(x− z) sinh( 1+sign(x−z)·za )
a cosh( 1+sign(x−z)·za )
cosh( 1−sign(x−z)·xa ) · cosh( 1+sign(x−z)·za )
a sinh( 2a )
=
sign(x− z) tanh(1+sign(x−z)·za )
a
· ka(z, x)
=
(r(z, x)− 1) · (k(z, x))
a
.
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Therefore
∂κa
∂z
(z, x) =
(∂ra
∂z
· ka + ∂ka
∂z
· ra
)
(z, x)
=
1− (1− ·ra(z, x))2
a
· ka(z, x) + (ra(z, x)− 1) · (ka(z, x))
a
· ra(z, x)
=
2 · ra(z, x)ka(z, x)− r2a(z, x) · ka(z, x)
a
+
r2a(z, x) · ka(z, x)− ka(z, x) · ra(z, x)
a
=
ra(z, x) · ka(z, x)
a
=
κa(z, x)
a
.
We can now compute the derivative of g inside I for x in [−1, 1]d and z in [−1, 1]d \ {x} Using the
formula of the product derivative,
∂dga∏
k∈{1,2,...,d} ∂zk
(z,x) =
∑
J⊆{1,2,...,d}
∂|J |f∏
k∈J ∂zk
(z) · ∂
d−|J |∏d
i=1 κa(zi, xi)∏
k/∈J ∂zk
=
∑
J⊆{1,2,...,d}
∂|J |f∏
k∈J ∂zk
(z) ·
∏d
i=1 κa(zi, xi)
ad−|J |
=
∑
J⊆{1,2,...,d} a
|J | ∂|J |f∏
k∈J ∂zk
(z)
∏d
i=1 κa(zi, xi)
ad
.
So if we integrate the expression above with respect to z in [−1, 1]d,
I(a,x) =
∫
[−1,1]d
(∑
J⊆{1,2,...,d} a
|J | ∂|J |f∏
k∈J ∂zk
(z)
∏d
i=1 κa(zi, xi)
)
dz
ad
. (41)
Combining (40) and (41) completes the proof.
D Details of the Analytical Example of subsection 7.1
This example provides a simple theoretical demonstration of the point of 1, that approximating the
(readily available) value of a function with a Monte Carlo estimate of the integral of the derivative of
that function can indeed yield an improved estimator.
D.1 Theoretical Analysis
Putting the definition (22) into e.g. the log-derivative trick yields in closed form
∇θ=0Ex∼p(·|θ)
[
f(x)
] ≡ µ = pi − 2
pi
≈ 0.363.
Take n = 2 samples and define x ≡ x(1) and z ≡ x(2). The variance of the log-derivative estimator
(3) at θ = 0 is then, defining gld(x) ≡ f(x)∇θ log p(x|θ),
Vld ≡ Ex,z∼p(·|θ=0)
[(
1
2
(
gld(x) + gld(z)
)− µ)2] = 1
4
− 2
pi2
≈ 0.0474. (42)
The corresponding variance of our new estimator (4) (for simplicity we avoid the further symmetrised
(4)) is, defining gft(x, z) =
f ′(z) 12 sign(z−x)
p(z|θ) ∇θ log p(x|θ),
Vft ≡ Ex,z∼p(·|θ=0)
[(
gft(x, z)− µ
)2]
=
pi
12
− (pi − 2)
2
pi2
≈ 0.130. (43)
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Although this is worse than Vld, the convex combination
gld+ft(x, z, c) = c× 1
2
(
gld(x) + gld(z)
)
+ (1− c)× gft(x, z)
retains the correct expectation while enjoying a variance of
Vld+ft ≡ Ex,z∼p(·|θ=0)
[
(gld+ft(x, z, c)− µ)2
]
=
1
12pi2
( (
24 + 72pi − 27pi2 + pi3) c2 + pi3 − 12pi2 + 48pi − 48− 2pi (60− 21 pi + pi2) c).
This is minimised at (it is straightforward to check that the same result may also be obtained in terms
of the uncentered moments using (8))
c? =
pi
(
60− 21pi + pi2)
24 + 72pi − 27pi2 + pi3 ≈ 0.831, (44)
obtaining a variance of
V ?ld+ft ≡ Ex,z∼p(·|θ=0)
[
(gld+ft(x, z, c
?)− µ)2
]
=
−384− 768pi + 288pi2 + 112pi3 − 39pi4 + pi5
4pi2 (24 + 72pi − 27pi2 + pi3) ≈ 0.925× Vld, (45)
where Vld is the log-derivative estimator variance of (42).
Baseline One typically includes a variance reducing baseline in the log-derivative estimator, replac-
ing gld(x) with the still unbiased
gld+b(x, b) ≡ (f(x)− b)∇θ log p(x|θ) (46)
(see e.g. Peters and Schaal [2006] for a detailed discussion of this approach). It is easy to verify
however, that for this example the optimal baseline is b = 0.
D.2 Numerical Experiments
Approximation of c?. In practice the optimal mixing proportion c? will be unknown. We handle
this by simply estimating the required moments (three real numbers: two variances and a covariance)
for (8) empirically based on the given samples x(i) — for a more general discussion of estimator
combination see e.g. Geffner and Domke [2018]. In our numerical experiments we use centered
empirical second moments (i.e. covariances), as this guarantees that the variance is minimised for the
given empirical sample (the result (8) uses the fact that the true expectations match). Our approach is
demonstrated in the included python script (mentioned at the top of subsection 7.1), and obtains a
close match to the theoretical results above in terms of both c? and (most importantly) the obtained
variance reduction — see figure 5.
The power of pairwise interactions. The analytical results above show that our new fundamental
trick estimator yields a reduction in variance, but only in convex combination with the standard
log-derivative estimator. While this is already promising, an important phenomenon arises as we
increase the number of samples beyond the minimal n = 2 considered above. This is illustrated in
figure 1, the value at n = 2 for the blue (orange) line of which matches the theoretical value of (42)
((43)). While the variance of the log-derivative estimator obviously decreases linearly in n, the double
summation of the fundamental trick estimator leads to a favourable scaling, especially for small n.
Remarkably, our new estimator rapidly achieves a superior variance all on its own, without requiring
convex combination as above. This phenomenon is especially interesting given the minibatch size in
stochastic gradient descent is typically moderate, say n ≈ 10 to 100, in size Hinton [2012].
Issues arising from the 1p(x|θ) factor. All of our new pairwise estimators sum terms with a proba-
bility in the denominator. The supplementary figure 6 explores the effect this has, by varying c (which
is 1 in (22) above) in the more general p(x|θ) ∝ 1/(c + (x − θ)2). As expected, the fundamental
trick estimator performs better for larger c, as the denominator is sufficently large. While it is
tempting to eliminate this term as in the supplementary Appendix B, we show that this results in a
non-diversifying estimator. A similar issues arises in importance sampling, which involves a ratio of
probabilities, and the recent work addressing this issue in that case may be appropriate here Ionides
[2008], Chan et al. [2018], but is beyond the present scope.
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The power of the representer trick. We extended the convex combination of fundamental trick
and log-derivative trick to include our more advanced representer trick, via the minimum variance
convex combination over all three estimators — see figure 4. The result is a scheme which (here
again for n = 2 samples) further reduces the variance to less than 80% of that of the log-derivative
estimator. To reveal the true power of the representer trick, however, we experiment with non-linear
test functions f(x) = sin(piωx), for ω ∈ {1, 2, 3}, in the supplementary figure 7. As expected, while
the non-local nature of the fundamental trick leads to a breakdown for larger ω, the representer trick
merely requires a matching length scale parameter a for the Sobolev space of section 5. Note that in
these cases again, due to symmetry the optimal variance reducing baseline of (46) is zero.
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Abstract
We derive a stochastic gradient estimator for e.g. the policy gradient method which can be viewed
as either a) applying the reparameterisation trick implicitly to a small perturbation of a distribution,
or b) exploiting the fundamental theorem of calculus. From the latter perspective we generalise
further via a reproducing kernel Hilbert space (RKHS) based integral form. Careful choice of RKHS
and sampling distribution yields analytical simplification to a new estimator which generalises the
classic log-derivative or REINFORCE estimator.
1 Introduction
Our goal is to estimate the gradient
r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
. (1)
This comes up in various machine learning problems, including policy gradient methods of reinforcement
learning, and training variational auto-encoders.
2 Existing Solutions
2.1 Reparameterisation Trick
Following [2], one may reparameterise x ⇠ p(x|✓) to ✏ ⇠ E and x = t(✏, ✓) so that
r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
= E✏⇠E
⇥r✓f(t(✏, ✓))⇤
⇡ 1
n
nX
i=1
rf(t(✏(i), ✓))>r✓t(✏(i), ✓),
where ✏(i) ⇠ E . This doesn’t actually solve the problem as stated in (1), but neatly side-steps it by
moving the parameters out of the distribution and into a deterministic function.
2.2 Log-Derivative Trick
The log-derivative trick (also known as the REINFORCE estimator, or score function estimator) [4] uses
rf = f ⇥r log f , to obtain
r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
=
Z
x
r✓p(x|✓)f(x) dx
=
Z
x
p(x|✓)r✓ log p(x|✓)f(x) dx
= Ex⇠p(·|✓)
⇥
f(x)r✓ log p(x|✓)
⇤
⇡ 1
n
nX
i=1
f(x(i))r✓ log p(x(i)|✓), (2)
where x(i) ⇠ p(·|✓). This solves the problem, but is widely believed to be worse (with higher variance)
than the reparameterisation trick.
⇤Data61 and ANU.
1
3.2 Unbiasedness of the Fundamental Trick Estimator
The estimator is unbiased, because
Ex,z⇠p(·,✓)
⇥f 0(z)I(z < x)
p(z|✓) r✓ log p(x|✓)
⇤
=
ZZ
p(x|✓)p(z|✓)f
0(x)I(z < x)
p(z|✓) r✓ log p(x|✓) dx dz
=
ZZ
p(x|✓)f 0(z)I(z < x)r✓ log p(x|✓) dx dz
= r✓
ZZ
p(x|✓)f 0(z)I(z < x) dx dz
= r✓Ex⇠p(·|✓)
⇥ Z
f 0(z)I(z < x) dz
⇤
= r✓Ex⇠p(·|✓)
⇥ Z x
 1
f 0(z) dz
⇤
= r✓Ex⇠p(·|✓)
⇥
f(x)  f( 1)⇤.
= r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
. (10)
From this perspective we see that since
f(x) =
Z x
 1
(+f 0(z) + const) dz =
Z +1
x
( f 0(z) + const) dz =
Z +1
 1
(
1
2
sign(z   x)f 0(z) + const) dz,
we improve the estimator by replacing I(z < x) with 12 sign(z   x) in (8), to obtain the estimator
@
@✓
Ex⇠p(·|✓) [f(x)] ⇡ 12n
nX
i=1
f 0(x(i))
p(x(i)|✓) sign(z
(i) < x(i))
@
@✓
log p(z(i)|✓). (11)
3.3 Analytical Example
Motivation To recap, in subsection 3.1 we derived the new estimator (9) by equating small changes
to the parameters to small perturbations (represented by a reparameterisation) of a base distribution.
This allowed the derivatives to be incorporated in a similar manner to the reparameterisation trick.
In subsection 3.2 however, we demonstrated correctness in expectation (unbiasedness) of the resultant
estimator in an almost comical fashion: f is expressed as the integral of its derivative (10); that integral
is approximated with Monte Carlo to form our estimator.
Can approximating the (readily available) value of a function with a Monte Carlo estimate of the
integral of the derivative of that function can yield an improved estimator? Remarkably it can, as we
now demonstrate.
Setup In the context of (1), consider f(x) = x2 where x, ✓ 2 R and
p(x|✓) = 2
⇡
(
1/(1 + (x  ✓)2) |x  ✓|  1
0 otherwise.
Analysis By symmetry r✓=0Ex⇠p(·|✓)
⇥
f(x)
⇤
= 0. Take n = 2 samples and define x ⌘ x(1) and z ⌘
x(2). The variance of the log-derivative estimator (2) at ✓ = 0 is then, defining gld(x) ⌘ f(x)r✓ log p(x|✓),
Vld ⌘ Ex,z⇠p(·|✓=0)
"✓
1
2
 
gld(x) + gld(z)
 ◆2#
=
12
⇡
  15
4
⇡ 0.0697. (12)
The corresponding variance of our new estimator is, defining gft(x, z) =
f 0(z) 12 sign(z x)
p(z|✓) r✓ log p(x|✓),
Vft ⌘ Ex,z⇠p(·|✓=0)
h 
gft(x, z)
 2i
=
4⇡
15
⇡ 0.838.
Although this is worse than Vld, the convex combination
gld+ft(x, z, c) = c⇥ 1
2
 
gld(x) + gld(z)
 
+ (1  c)⇥ gft(x, z)
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Abstract
We derive a stochastic gradient estimator for e.g. the policy gradient method which can be viewed
as either a) applying the reparameterisation trick implicitly to a small perturbation of a distribution,
or b) exploiting the fundamental theorem of calculus. From the latter perspective we generalise
further via a reproducing kernel Hilbert space (RKHS) based integral form. Careful choice of RKHS
and sampling distribution yields analytical simplification to a new estimator which generalises the
classic log-derivative or REINFORCE estimator.
1 I troduction
Our goal is to estimate the gradient
r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
. (1)
This comes up in various machine learning problems, including policy gradient methods of reinforcement
learning, and training variational auto-encoders.
2 Existing Solutions
2.1 Reparameterisation Trick
Following [2], one may reparameterise x ⇠ p(x|✓) to ✏ ⇠ E and x = t(✏, ✓) so that p(✏)
r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
= E✏⇠E
⇥r✓f(t(✏, ✓))⇤
⇡ 1
n
nX
i=1
rf(t(✏(i), ✓))>r✓t(✏(i), ✓),
where ✏(i) ⇠ E . This doesn’t actually solve the problem as stated in (1), but neatly side-steps it by
moving the parameters out of the distribution and into a deterministic function.
2.2 Log-Derivative Trick
The log-derivativ trick (als known as the REINFORCE estimator, or score function estimator) [4] uses
rf = f ⇥r log f , t obtain
r✓Ex⇠p(·|✓)
⇥
f(x)
⇤
=
Z
x
r✓p(x|✓)f(x) dx
=
Z
x
p(x|✓)r✓ log p(x|✓)f(x) dx
= Ex⇠p(·|✓)
⇥
f(x)r✓ log p(x|✓)
⇤
⇡ 1
n
nX
i=1
f(x(i))r✓ log p(x(i)|✓), (2)
where x(i) ⇠ p(·|✓). Th s solves the problem, but is widely believed to be worse (with higher variance)
than the reparameterisation trick.
⇤Data61 and ANU.
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(c) fu damental trick
Figure 3: The intuitive idea be ind our derivation of the fundamental trick (see subsection 2.1).
(a) In the log-derivative trick, varying the par met rs θ merely increases or decreases (as indica ed
by the blue arrows) the probability density at the ampled point xi (denoted by the green dot), and
thereby cannot make use of the derivative of f , but ather uses the value of f(xi) to weight the
gradients of the (log of the) density p(x|θ) at the sample — c.f. (3).
(b) In the reparameterisation trick, a sample i from a fixed base distribution E is mapped by a
deterministic function parameterised by θ. Hence, varying θ directly perturbs the mapped point itself
(as indicated by the green arrows). The derivative of f may therefore be made use of, as it indicates
the direction in which to perturb xi (and by the chain rule of calculus, θ) in order to increase the
value of f(xi) — c.f. (2).
(c) In our derivation of the fundamental trick of subsection 2.1, rather than initially sampling from
some fixed base distribution E , we initially sample an x(0)i given some fixed value of the parameters
(here and without loss of generality, θ = 0). Now, unlike the case of the reparameterisation trick,
we have no explicit transformation tθ. Nonetheless, by considering infinitesimal changes to θ (we
indicate that small changes are considered by plotting p(x|θ = 0) in red on the same right hand
side axis which depicts p(x|θ) in blue) we may construct an appropriate infinitesimal perturbative
transformation of the x(0)i , namely (25). By this theoretical construct, changing θ may be thought not
only to perturb the mapped point (as denoted by the green arrows), but also to increases or decreases
the probability of the mapped point (as denoted by the blue arrows). In this way, both the derivative
of f and the gradient of the (log of the) density p(x|θ) are made use of — c.f. (26).
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Figure 4: Convex combinations of estimators on the toy problem of section 7, for the minimal n = 2
samples. We plot variance ratios (left) and optimal mixing coefficients (right) for various convex
combinations of the L (log-derivative), F (fundamental trick) and R (representer trick) estimators, as
a function of the a parameter of the compact Sobolev space of section 5 (here this parameter affects
R). On the r.h.s. plot, for mixtures of just two estimators we plot the scalar c as the other coefficient
is simply 1− c, while for the combination of all three estimators we plot three dashed green, red, and
purple lines corresponding to the L, F and R components of the vector of coefficients c. The dotted
black line on the r.h.s. (respectively l.h.s.) plot is flat as it does not depend on c, and matches the
theoretical value of (44) (respectively (45)). We observe that the lowest overall variance corresponds
to the minima of the green l.h.s. curve, whereupon the variance is reduced by slightly more than 20%
w.r.t. the standard log-derivative estimator.
x=log-derivative, L:
E[x] = 0.3633 E[x^2] = 0.1794 VAR[x] = 0.0474
x=fundamental, F:
E[x] = 0.3635 E[x^2] = 0.2619 VAR[x] = 0.1297
x=representer a = 0.20, R:
E[x] = 0.3676 E[x^2] = 1.3989 VAR[x] = 1.2638
x=optimal cL + (1-c)F:
E[x] = 0.3633 E[x^2] = 0.1759 VAR[x] = 0.0439
optimal c in cL + (1-c)F = 0.8310
VAR[optimal cL + (1-c)F] / VAR[L] = 0.9251
x=optimal cL + (1-c)R:
E[x] = 0.3631 E[x^2] = 0.1774 VAR[x] = 0.0456
optimal c in cL + (1-c)R = 1.0399
VAR[optimal cL + (1-c)R] / VAR[L] = 0.9621
Figure 5: Output of the Supplementary Demo Program gradtricks demo.py The bold numbers
(approximately) match the corresponding values in subsection 7.1. The italic bold numbers pertain to
the optimal combination of the representer trick (with a = 0.2) and the log-derivative trick, and may
also be read off figure 4.
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Figure 6: On the top we plot ratios of the two variances previously plotted in figure 1 as a function
of the number of samples n — see the caption of that figure for more details. Here we vary the
parameter c in the probability distribution p(x|θ) ∝ 1/(c+ (x− θ)2), which is depicted on the lower
figure. Hence the upper c = 1 curve corresponds to (the ratio of the two curves plotted in) figure 1.
As expected, we observe that the variance of the fundamental trick increases as the minimum of the
distribution approaches zero (i.e. as c→ 0).
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(a) f(x) = sin(pix)
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(b) f(x) = sin(2pix)
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Figure 7: Variance ratios (left) for various test functions (right) of increasing non-linearity (top to
bottom). The l.h.s. figures above are similar to the l.h.s. figure of figure 4 — see the corresponding
caption for details. We observe that the fundamental trick breaks for overly non-linear functions
(as evidenced by the dotted black line on the l.h.s. figures) while the representer trick does not. As
expected, for increasingly non-linear test functions, the optimal length scale a of the Sobolev space
decreases.
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