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AB STPLACT 
An i t e r a t ive  o p t i c a l  vector-matr ix  m u l t i p l i e r  w i t h  a microprocessor-control led 
feedback loop  i s  capable  of performing a weal th  of d i v e r s e  o p e r a t i o n s .  I n  t h i s  paper, 
w e  survey and d e s c r i b e  many of  t h e s e  o p e r a t i o n s  t o  demonstrate  t h e  v e r s a t i l i t y  and 
f l e x i b i l i t y  of t h i s  c l a s s  of  o p t i c a l  p rocessor  and i t s  u s e  i n  d i v e r s e  a p p l i c a t i o n s .  
1. INTRODUCTION 
The o p t i c a l  vector-matr ix  m u l t i p l i e r  [l] i s  a g e n e r a l  purpose o p t i c a l  processor .  
The a d d i t i o n  of a microprocessor -cont ro l led  feedback loop  r e s u l t s  i n  a n  even more 
g e n e r a l  purpose and f a r  more powerful o p t i c a l  p r o c e s s o r  [2-61. I n  t h i s  p a p e r , w e s u r -  
vey and d e s c r i b e  a s e l e c t e d  set  of t h e  o p e r a t i o n s  a c h i e v a b l e  on such a processor .  
I n  S e c t i o n  2 ,  a g e n e r a l  d e s c r i p t i o n  of t h e  system i s  advanced. This  is  followed 
i n  S e c t i o n  3 by a d e s c r i p t i o n  of how b i p o l a r  and complex-valued d a t a  are handled on 
t h e  system and how t h e  convergence of t h e  i t e ra t ive  a l g o r i t h m  i s  i n s u r e d .  W e  t h e n  
a d d r e s s  i n  S e c t i o n  4 i ts  u s e  i n  t h e  s o l u t i o n  of  l i n e a r  d i f f e r e n c e  and d i f f e r e n t i a l  
e q u a t i o n s  and l i n e a r  a l g e b r a i c  e q u a t i o n s ,  In  S e c t i o n  5, we  cons ider  a p p l i c a t i o n  o f  
t h i s  processor  f o r  t h e  s o l u t i o n  of t h e  l e a s t - s q u a r e s  problem. I n  S e c t i o n  6 ,  w e  
a d d r e s s  i t s  u s e  f o r  deconvolut ion and f o r  t h e  computation of t h e  e igenvalues  and 
e i g e n v e c t o r s  of  a matrix. I n  S e c t i o n  7 ,  our  a t t e n t i o n  t u r n s  t o  t h e  u s e  of t h e  system 
f o r  matr ix-matr ix  m u l t i p l i c a t i o n ,  t h e  s o l u t i o n  of l i n e a r  matrix-matrix e q u a t i o n s  and 
m a t r i x  i n v e r s i o n .  We t h e n  cons ider  i n  S e c t i o n  8 i t s  u s e  i n  t h e  s o l u t i o n  of n o n l i n e a r  
matrix e q u a t i o n s  wi th  s p e c i f i c  a p p l i c a t i o n  t o  t h e  l i n e a r - q u a d r a t i c - r e g u l a t o r  problem 
and a l g e b r a i c  R i c c a t i  e q u a t i o n  of op t imal  c o n t r o l  engineer ing .  
2. ITERATIVE OPTICAL PROCESSOR SYSTEM 
The g e n e r a l  schematic  of t h e  i t e r a t ive  o p t i c a l  p rocessor  (IOP) i s  shown i n  Fig- 
This  f i g u r e  i l l u s t r a t e s  t h e u s e  of t h e  IOP b o t h  as a vector-matr ix  m u l t i p l i e r  u r e  1. 
and as a n  i t e ra t ive  p r o c e s s o r  f o r  t h e  s o l u t i o n  of l i n e a r  vector-matr ix  equat ions .  
S i n c e  a n  unders tanding  of  t h i s  a r c h i t e c t u r e  i s  paramount t o  t h e  remainder of t h i s  
paper ,  w e  review i t s  o p e r a t i o n s .  To m u l t i p l y  a v e c t o r  by a mat r ix ,  t h e  elements  of 
t h e  v e c t o r  are used t o  s p a t i a l l y  modulate a l i n e a r  a r r a y  of l i g h t  e m i t t i n g  d i o d e s  
(LEDs) o r  laser d i o d e s  (LDs) a t  PI. W e  denote  t h e  l i g h t  d i s t r i b u t i o n  leaviGg PI by 
t h e  v e c t o r x .  
expanded to-uniformly i l l u m i n a t e  t h e  corresponding row of a 2-D mask a t  P2. 




d i s t r i b u t i o n  l e a v i n g  each column of  P2 i s  then  summed onto  a d i f f e r e n t  p h o t o d e t e c t o r  
a t  P3, With t h e  t r a n s m i t t a n c e  of P2 s p e c i f i e d  by t h e  m a t r i x  H,  t h e  v e c t o r  o u t p u t  from 
t h e  l i n e a r  p h o t o d e t e c t o r  a r r a y  a t  P3  i s  t h e  matr ix-vector  product  -- H x  as d e s c r i b e d  i n  
[l] and ear l ier  by o t h e r s  [ 7 , 8 ] .  
I n  our  system [2 ,3] ,  w e  have inc luded  feedback of t h e  photodetec tor  o u t p u t s  t o  
t h e  LED i n p u t s  through an e l e c t r o n i c  feedback system. I n  our  o r i g i n a l  d e s c r i p t i o n  of 
t h i s  system [2 ,3] ,  the mask w a s  [ I  - H I ,  where I i s  t h e  i d e n t i t y  m a t r i x .  The P3 out-  
put  i s  then  [I - H ] s ( j ) ,  where x (3 )  denotes  t h e v e c t o r  x a t  t h e  j - t h  i t e r a t i o n .  
e x t e r n a l  v e c t o r  y w a s  added t o  t h i s  matr ix-vector  product  i n  t h e  e l e c t r o n i c  feedback 
system t o  form the n e w  i t e r a t ive  i n p u t  - x ( j  + 1). 
i t e ra t ive  a l g o r i t h m  
An 
Our system t h u s  implemented t h e  
I n  t h e  s t e a d y - s t a t e  when - x ( j  + 1) N - x ( j ) ,  e q u a t i o n  (1) reduces t o  _- H x =  - y and t h e  out-  
put  - x i s  t h e  s o l u t i o n  
x = H-ly - - -  
of t h e  vector-matr ix  equat ion  
H x  = y. -- (3)  
I n  t h e  newest [5,6] v e r s i o n  of t h i s  IOP, w e  have: (1) used f i b e r  o p t i c s  t o  
rea l ize  t h e  r e q u i r e d  p r o j e c t i o n  from PI o n t o  P2 ( t h i s  g r e a t l y  improves t h e  system's  
accuracy as w e l l  as i t s  mechanical and p o s i t i o n a l  s t a b i l i t y  and reduces  i t s  s i z e  and 
weight ) ;  (2) p laced  t h e  photodetec tor  a t  P3 i n  d i r e c t  c o n t a c t  w i t h  t h e  m a t r i x  mask a t  
P2 ( t h i s  i s  p o s s i b l e  when t h e  4 mm h e i g h t  of each photodetec tor  is  matched t o  t h e  
h e i g h t  of t h e  m a t r i x  mask a t  P2. T h i s  f u r t h e r  reduces t h e  s i z e  and weight  of t h e s y s -  
t e m  and makes i t  even more s t a b l e  f o r  a i r b o r n e  a p p l i c a t i o n s ) ;  ( 3 )  inc luded  a micro- 
processor  system w i t h  a n  a r i t h m e t i c  l o g i c  u n i t  (ALU), memory and hardwired m u l t i p l i e r  
i n  t h e  e l e c t r o n i c  feedback loop ( F i g u r e  2)'; ( t h i s  i n c r e a s e s  t h e  system's  f l e x i b i l i t y  
and v e r s a t i l i t y ) ;  and ( 4 )  modified t h e  feedback system and t h e  i t e r a t i v e  a l g o r i t h m  t o  
i n c o r p o r a t e  an a c c e l e r a t i o n  parameter  t o  i n s u r e  convergence of t h e  i t e r a t i v e a l g o r i t h m  
( S e c t i o n  3) .  
When funding p e r m i t s ,  w e  p l an :  (1) t o  i n c r e a s e  t h e  s i z e  of t h e  PI i n p u t  a n d t h e  
P2 mask from i t s  p r e s e n t  10 x 1 0  level;  (2) t o  i n c o r p o r a t e  a real-time and r e u s e a b l e  
s p a t i a l - l i g h t  modulator e l e c t r o - o p t i c a l  mask element (such as a CCD-addressed l i q u i d  
c r y s t a l  l i g h t  valve [S I )  i n t o  t h e  system; and (3) t o  i n c r e a s e  t h e  r e p e r t o i r e  o f o p e r a -  
t i o n s  and a p p l i c a t i o n s  f o r  t h e  system. I n  S e c t i o n s  4-8 ,  w e  advance t h e  f i r s t  descr ip-  
t i o n  of a s e l e c t e d  number of g e n e r a l  o p e r a t i o n s  and problems as w e l l  as a p p l i c a t i o n s  
f o r  which t h i s  new o p t i c a l  p rocessor  can b e  used. 
3 .  CONVERGENCE AND HANDLING BIPOLAR AND COMPLEX-VALUED DATA 
I n  t h i s  s e c t i o n ,  w e  f i r s t  d e t a i l  how t h i s  non-coherent o p t i c a l  system can b e  
t h e  t r a n s m i t t a n c e  of  t h e  mask elements  a t  P2 and t h e  photodetec tor  o u t p u t s  a t  P3  
used t o  o p e r a t e  on b i p o l a r  and complex-valued d a t a  [5 ,6 ] .  S i n c e  t h e  LED o u t p u t s  a t  
P1, 
a re  a l l  r ea l  and p o s i t i v e ,  and s i n c e  t h e  dynamic range of t h e  mask a t  P2 i s  f i n i t e ,  
v a r i o u s  s c a l i n g ,  b i a s i n g  and d a t a  encoding techniques  are r e q u i r e d  t o  p r o c e s s  v e c t o r s  
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and matrices w i t h  b i p o l a r  and complex-valued d a t a  on t h e  system. To handle  complex- 
va lued  d a t a ,  w e  p a r t i t i o n  t h e  m a t r i x  - H i n t o  i t s  rea l  and imaginary p a r t s  & and fli, 
r e s p e c t i v e l y ,  as r 
where H and H .  are b i p o l a r .  
wid th  FFoduct-hf H,  a n  i n p u t  LED a r r a y  w i t h  t w i c e  t h e  number of e lements  i n  - x and a 
l i n e a r  d e t e c t o r  a r r a y  w i t h  t w i c e  t h e  number of  elements p r e s e n t  i n  - y .  
This  r e q u i r e s  a P2 mask w i t h  f o u r  t i m e s  t h e  space-band- 
To handle  b i p o l a r  d a t a ,  w e  decompose t h e  input  v e c t o r  x i n t o  i t s  p o s i t i v e  and 
The M e lements  alm and a2m of af and 
n e g a t i v e  components. 
the  i n p u t  v e c t o r  a used in-the a c t u a l  system. 
- a- are genera ted  accord ing  t o  
L e t  a+ and a" denote  t h e  p o s i t i v e  and n e g a t i v e  components of  
% 
l m  
(5) 
where t h e  xm are t h e  elements  of t h e  b i p o l a r  p h y s i c a l  v e c t o r  - x. 
The system i s  then  opera ted  t w i c e ,  f i r s t  wi th  21 as t h e  i n p u t  and then  wi th  a2 
as t h e  i n p u t  (with t h e  same p h y s i c a l  mask - B used f o r  a l l  c y c l e s ) .  The o u t p u t s  from 
the system on successive c y c l e s  are Esl and Ea2. 
(2 )  s c a l e d  by (% - h)  , where h and h are t h e  maximum and minimum v a l u e s  of t h e  ele- 
ments of t h e  m a t r i x H  ; and ( 3 )  b i a s e d  by 
s u c c e s s i v e  c y c l e s  i s t h u s  -m=l m 
These o u t p u t s  are: (1) s u b t r a c t e d ;  
. The system's  o u t p u t  - y a f t e r  two 
To i n s u r e  t h a t  t h e  t r a n s m i t t a n c e  of t h e  p h y s i c a l  mask B has  a t r a n s m i t t a n c e  f o r  each 
element s a t i s f y i n g  0 5 bmn 1, we  scale and b i a s  - B such t h a t  
h - h  
Y ( 7 )  
mn - 
- b =  mn h - h  
where hm 
of t h e  p g y s i c a l  mask - B placed a t  P2. 
d e n o t e s  t h e  v a l u e s  of t h e  elements of - H and bmn denotes  t h e  t r a n s m i t t a n c e s  
The second i s s u e  t o  b e  d e t a i l e d  i n  t h i s  s e c t i o n  i s  how r a p i d  convergence of t h e  
i t e r a t i v e  a l g o r i t h m  i s  i n s u r e d .  T h i s  i s  achieved by modifying o u r  o r i g i n a l  i t e ra t ive  
a l g o r i t h m  t o  i n c l u d e  an a c c e l e r a t i o n  parameter w ( a s  shown i n  F i g u r e  1). The new 
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FIGURE 1 Schematic diagram of the i t e r a t ive  optical processor. 
Detector b o a r d l i  
I - - - - - - - - - - - -  1 I--- - - - - ‘I LED board [i) 
converters[iii) 
6 I I---- - 
L am cn 
Microprocessor 
FIGURE 2 Schematic diagram of the microprocessor-based 
fiber-optic i t e ra t ive  optical processor. 
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system thus  implements t h e  i t e ra t ive  a lgo r i thm [ 4-61 
W e  s e l e c t  w by one of t h e  fo l lowing  c r i t e r i a  t o  i n s u r e  r a p i d  convergence of t h e  algo-  
r i thm.  We can select  
w = - l / A m a x ,  
where X i s  t h e  maximum e igenvalue ,  i n  a b s o l u t e  v a l u e ,  of t h e  ma t r ix  - H,  o r  we  can 
o b t a i n  an approximation t o  (9)  by [lo] max 
Xmax L I IEI I = h~~ , (10) 
m = l  n = l  
where I IHI I i s  t h e  Eucl idean norm of  t h e  (N X N) m a t r i x  - H. The w c r i t e r i o n  r e s u l t i n g  
from theupper-bound i n  (10) can b e  modif ied by s e l e c t i n g  w = -K/Xmax, where K > 1 is  
a cons t an t  s e l e c t e d  e m p i r i c a l l y  from a n a l y s i s  of a s p e c i f i c  problem. ( I n  s e v e r a l s p e -  
c i f i c  case  s t u d i e s  t h a t  w e  have cons idered ,  K 2-3 w a s  found t o  be adequate . )  The 
microprocessor  feedback system (Figure  2)  performs t h e  necessary  s c a l i n g ,  b i a s i n g  and 
preprocess ing  desc r ibed  by (5) and ( 7 ) ,  t h e  d e t e c t o r  post-processing i n  (6) ,  and t h e  
a c c e l e r a t i o n  parameter  s e l e c t i o n  noted i n  (10).  I n  Sec t ion  6 ,  we d e s c r i b e  how t h e  
IOP i t s e l f  can b e  used t o  c a l c u l a t e  t h e  a c c e l e r a t i o n  parameter w i n  ( 9 ) .  
4 .  SOLUTION OF SIMULTANEOUS LINEAR EOUATIONS 
A s  ou r  f i r s t  gene ra l  IOP a p p l i c a t i o n ,  w e  cons ide r  t h e  use  of t h e  system of Fig- 
u r e  1 f o r  t h e  s o l u t i o n  of s imultaneous l i n e a r  ( d i f f e r e n c e ,  d i f f e r e n t i a l  o r  a l g e b r a i c )  
equa t ions .  The g e n e r a l  i t e r a t i v e  a lgo r i thm f o r  t h e  s o l u t i o n  of l i n e a r  d i f f e r e n c e  
equa t ions  is  
x ( j  + 1) = Cpx ( j )  + - f , - - -. 
where j i s  t h e  d i sc re t e - t ime  index, f is  t h e  f o r c i n g  f u n c t i o n  equal  t o  a c o n s t a n t v e c -  
t o r  ( o r ,  more g e n e r a l l y ,  a v e c t o r  o f t i m e - f u n c t i o n s ) ,  - x ( j )  i s  t h e  s t a t e  of t h e  system, 
and 2 is t h e  open-loop system mat r ix .  
The f i r s t  a p p l i c a t i o n  of t h e  IOP of F igu re  1 t o  t h e  problem i n  (11) is as a dy- 
namic system s imula to r .  I n  t h i s  ca se ,  w e  model t h e  phys ica l  system by t h e s t a t e - s p a c e  
d i f f e r e n t i a l  equa t ion  model 
dx - _  - A x  + b ,  
d t  
- 
_- - 
where - A i s  t h e  open-loop system ma t r ix  and t h e  v e c t o r  - b i s  a cons t an t  o r  f u n c t i o n  of 
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t i m e .  W e  then  u t i l i z e  a numerical  a n a l y s i s  a l g o r i t h m  t o  d i s c r e t i z e  t h i s  system model. 
We i l l u s t r a t e  t h e  approach by t h e  forward-Euler approximation [ll] 
T 
where T i s  t h e  c o n s t a n t  time-increment ( o r  s tep-s ize)  between d i s c r e t e  samples de- 
s c r i b e d  by t h e  index j .  S u b s t i t u t i n g  (13) i n t o  (12), w e  can s i m u l a t e  t h e  p h y s i c a l  
system modeled by ( 1 2 )  on the IOP of F i g u r e  1 by t h e  l i n e a r  i t e ra t ive  a l g o r i t h m  
By analogy wi th  (ll), [I + T A ]  - = CP and T b  - = f . Other numerical  a n a l y s i s  a lgori thms,  
such as t h e  t r a p e z o i d a l r u l e ,  are p o s s i b l e .  
t h e  Runge-Kutta and p r e d i c t o r - c o r r e c t o r  a lgor i thms 1121. 
The most p r e f e r a b l e  ones appear  t o  b e  
The second a p p l i c a t i o n  of (11) on t h e  IOP i s  t h e  i t e r a t i v e  s o l u t i o n  of l i n e a r  
a l g e b r a i c  equat ions .  I n  t h i s  case, t h e  i t e r a t ive  system a l g o r i t h m  of (8) i s  used. 
When rear ranged  i n  t h e  form i n  (l), w e  can i d e n t i f y  t h e  0 matrix and t h e  f v e c t o r  i n  
(11) as [I - wH] = CP and wy = f .  
t o  c a l c u l T t e  the s e t  of a d a p t i v e  weights  necessary  i n  a d a p t i v e  phased-array r a d a r  sig- 
n a l  process ing .  While space  does n o t  a l low u s  t o  e l a b o r a t e  on t h i s  a p p l i c a t i o n ,  w e  
n o t e  t h a t , i n  t h i s  c a s e , t h e  matrix H i n  ( 3 )  i s  t h e  covar iance  m a t r i x  M of t h e  f a r  f i e l d  
i n p u t  t o  t h e  antenna,  y i s  t h e  s t e e r i n g  v e c t o r  s f o r  t h e  antenna and-the unknown vec- 
t o r  x t o  b e  d e t e r m i n e d i s  t h e  set of a d a p t i v e  weights  w t o  b e  a p p l i e d  t o  t h e  rece ived  
s i g n a l s  t o  steer t h e  antenna i n  t h e  d e s i r e d  d i r e c t i o n  Tdefined by s) and t o  n u l l  t h e  
n o i s e  f i e l d  (def ined i n  f requency,  v e l o c i t y ,  a n g l e  and range  by - If): 
The a lgor i thms i n  (8) 2nd  (1) have b e e n u s e d  [2 ,13 ]  
Four i t e r a t ive  a l g o r i t h m s  t o  s o l v e  ( 3 )  f o r  x given by ( 2 )  can d i r e c t l y  b e  iden- 
t i f i e d .  The f i r s t  i s  t h e  Richardson a lgor i thm [14] of (1) implemented w i t h  t h e a c c e l -  
e r a t i o n  parameter w as i n  (8).  The remaining t h r e e  a lgor i thms can b e  descr ibed  i n  a 
new and q u i t e  u s e f u l  formula t ion  by decomposing t h e  m a t r i x  H i n t o  t h e  sum of a diago- 
n a l  m a t r i x  - D and lower and upper t r i a n g u l a r  matrices - L and - as 
I n  t e r m s  of  t h e  - -  D ,  L and - U, w e  can w r i t e  t h e  remaining t h r e e  a lgor i thms as [15]: 
Gauss-Seidel: x(j + 1) = (D - &)-'q Z ( j )  + (2 - - L ) - l y  - 
- c E- 
The choice  of one of t h e  f o u r  a lgor i thms i n  (8) o r  (16) depends on many f a c t o r s  t h a t  
are h i g h l y  a p p l i c a t i o n  and problem dependent (e.g. ,  convergence of t h e  a lgor i thm,  dy- 
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dynamic range of t h e  mask, number of  i t e r a t i o n s  r e q u i r e d  and t h e  need f o r  a n  a d a p t i v e  
mask). 
5. LEAST-SQUARES PROBLEMS 
The s o l u t i o n  t o  many p h y s i c a l  and s t a t i s t i c a l  problems can be  formulated i n  t h e  
g e n e r a l  c o n t e x t  of  a least mean-squares problem. A model i s  p o s t u l a t e d  t o  approximate 
measured d a t a  and t h e  parameters  of t h e  model are  s e l e c t e d  t o  minimize t h e  meansquare  
e r r o r  between t h e  measured d a t a  and t h e  model. C u r v e - f i t t i n g  and l inear  and poly- 
nomial r e g r e s s i o n  are c lassical  examples of  l eas t  mean-squares problems. W e  formulate 
and address  below t h e  s o l u t i o n  on our  IOP of t h i s  class of important  problems. 
W e  begin  by re formula t ing  our  s imultaneous l i n e a r  a l g e b r a i c  equat ion  problem 
s o l u t i o n  i n  S e c t i o n  4 as a l e a s t - s q u a r e s  problem. In the context  of  F i g u r e  3 ,  t he  
i n p u t  t o  t h e  o p e r a t o r  H i s  x a n d n o i s e o r  a n e r r o r  s o u r c e  g i s p r e s e n t  a t  t h e  o u t p u t  such 
t h a t  t h e  observable  o u t p u t  7 d i f f e r s  from H x . 
t h a t  minimizes t h e  square  o f  t h e  d i f f e r e n c e -  
The problem i s  t h u s  t o  f i n d  t h e  - x 
2 
J = I IY - llxl I 
between y and H x  . - _- 
Noise or 
Error Source - E 
FIGURE 3 Schematic diagram of a least-mean squares problem formulation; 
Upon expanding ( 1 7 ) ,  w e  o b t a i n  
To minimize (18), we  se t  t h e  p a r t i a l  d e r i v a t i v e  o r  g r a d i e n t  of  t h e  scalar per- 
formance index  i n  ( 1 7 )  w i t h  r e s p e c t  t o  t h e  unknown v e c t o r  fi equal  t o  zero.  
s u l t a n t  column v e c t o r  i s  t h e n  t h e  s o l u t i o n  of 
The re- 
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o r  > 
I n  l ea s t - squa res  d a t a  process ing ,  y i s  an M-vector, H i s  an (M X N) matrix and x i s  
an N-vector, where M > N .  W e  cons ider  f i r s t  t h e  case when t h e  number of unknowns N 
equa l s  t h e  number of e q u a t i o n s  M. 
t o  (19)  becomes 
I n  t h i s  c a s e ,  - H i s  a square  ma t r ix  and t h e s o l u t i o n  
L - J  
where H i s  assumed by i m p l i c a t i o n  t o  be  a non-singular  ma t r ix  and t h e r e f o r e  t o  be  in-  
v e r t i b l e .  
occurs  i n  a l l  p r a c t i c a l  engineer ing  problems. 
_ _  H-ly minimizes t h e  q u a d r a t i c  performance index i n  ( 1 7 ) .  For t h i s  ca se ,  w e  s o l v e t h e  
leas t  mean-square problem by our Richardson a lgo r i thm of (8) .  
Th i s  occurs  when t h e  y = Hx problem being solved i s  wel l - formulated as 
Thus, i n  t h i s  ca se ,  t h e  s o l u t i o n  x = 
A more i n t e r e s t i n g  problem (corresponding t o  t h e  p r a c t i c a l  c a s e  of c u r v e - f i t t i n 9  
occurs  when t h e r e  are more equat ions  M than  unknowns N ( i . e . ,  when M > N). 
case ,  i s  non-square and t h e r e f o r e  non- inve r t ib l e .  W e  t hus  s o l v e  (19)  by t h e  new 
i t e r a t i v e  a lgo r i thm 
I n  t h i s  
f -  
c 
T This  is equ iva len t  t o  pre-mult iplying ( 3 )  by H and apply ing  ou r  i t e r a t i v e  Richardson 
a lgor i thm i n  (8) t o  t h e  s o l u t i o n  of [HTH]x = ’iiTy r a t h e r  than  -- H x = - y.  - - _  - -  
The l eas t - squa res  f i t t i n g  of exper imenta l  obse rva t ions  l e a d s  t o  a more gene ra l  
i t e r a t i v e  vector-matr ix  s o l u t i o n .  
wish t o  approximate t h e  se t  of obse rva t ions  z ( p ) ,  - i n  t h e  least-squares-sense,  by t h e  
f i n i t e  l i n e a r  combination 
Suppose t h a t  w e  have L d a t a  p o i n t s  p = {pa)  and 
(22) 
T 
z < p )  = 2 $.(PI 
of b a s i s  f u n c t i o n s  $ = {$n} wi th  t h e  a s s o c i a t e d  weight ing c o e f f i c i e n t s  c = {cn}. I n  
(22) ,  each of t h e  N F a s i s  f u n c t i o n s  $ are eva lua ted  a t  t h e  L d a t a  points-{pR} and t h e  
r e l a t i o n s h i p  i n  (22) is approximate i f  t h e r e  are more d a t a  p o i n t s  L than  b a s i s  func- 
t i o n s  N.  The e r r o r s  o r  r e s i d u a l s  [ z (p )  - _ - -  cA+(p)] of t h e  c u r v e - f i t  are t h e  d i f f e rences  
between t h e  observed d a t a  z (p)  and t h e  approximation --- cT$(p) .  According t o  t h e  pr inc i -  
p l e  of l e a s t - s q u a r e s ,  w e  s e l e c t  t h e  weight ing c o e f f i c i e n t s  i n  (22) t o  minimize t h e  
sum-of-squares of t h e  r e s i d u a l s .  To f i n d  t h e  c o e f f i c i e n t s  _. c ,  t h e r e f o r e ,  w e  minimize 
t h e  mean-square d i f f e r e n c e  
m 
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W e  proceed as before .  Upon s e t t i n g  aJ /ac  - _  = 0,  w e  f i n d  
which is  a g a i n  of t h e  g e n e r a l  form H x  = y ,  wi th  t h e  summation over  t h e  {p } d a t a  
p o i n t s  incorpora ted  i n t o  t h e  m a t r i x a n d  v e c t o r s  i n  t h e  a l g o r i t h m  i n  (21) .  %hen t h e  
b a s i s  f u n c t i o n s  + = { $ I ~ }  are  s p e c i f i e d ,  t h e  m a t r i x  H can b e  precomputed and t h e  prob- 
l e m  so lved  by t h e  i t e r a t ive  a l g o r i t h m  i n  (8) o r  (217. A s imple d i s c r e t e  example of 
{+n} ar ises  i n  t h e  c a l c u l a t i o n  of t h e  b e s t  s t r a i g h t - l i n e  f i t  through a s e t  of  d a t a  
p o i n t s .  A s imple cont inuous 
example case i s  t h e  F o u r i e r  series expansion of z ( p ) ,  i n  which case t h e  {c$n} a re  t h e  
complex e x p o n e n t i a l s  exp (+jnw p) . 
I n  t h i s  case, 4 1  = 1 and +2 = p and z ( p )  = c1 + c2p. 
0 - 
I n  t h i s  s e c t i o n  w e  have i l l u s t r a t e d  and formulated t h e  l eas t  mean-squares prob- 
W e  recognize  t h a t  t h e  range of a p p l i c a t i o n s  of  our  formula t ion  i n c l u d e s  
l e m  as t h e  i t e r a t ive  s o l u t i o n  o f  t h e  system of l i n e a r  a l g e b r a i c  e q u a t i o n s  H x  = y on 
t h e  IOP. 
c u r v e - f i t t i n g ,  l i n e a r  and n o n l i n e a r  r e g r e s s i o n ,  s t a t e  and parameter e s t i m a t i o n ,  o r b i t  
d e t e r m i n i a t i o n  and s i g n a l  process ing  i n  c o n t r o l  and communication engineer ing .  We 
w i l l  a d d r e s s  t h e s e  a p p l i c a t i o n s  i n  our  f u t u r e  work. 
6 .  DECONVOLUTION AND EIGENVALUE PROBLEMS 
The need t o  implement a deconvolut ion f r e q u e n t l y  arises. I n  such appl ica-  
t i o n s  (F igure  4 ) ,  t h e  measured o u t p u t  d a t a  y = {ym} from a system c h a r a c t e r i z e d  by 
the impulse response  {hm} w i l l  be a m o d i f i e z  v e r s i o n  of t h e  o r i g i n a l  i n p u t  v e c t o r  - x = 
{xn}; i . e . ,  
m 
'm 
In  ( 2 5 ) ,  w e  assume t h a t  t h e  system s c a u s a l ,  otherw se we  a p p r o p r i a t e l y  s h i f t  t h e  im 
p u l s e  response  so t h a t  hm = 0 f o r  m < 0. 
x i s  d i r e c t l y  descr ibed  by t h e  vec tor -mat r ix  e q u a t i o n  - y = _ _  H x ,  where ( f o r  t h e  c a s e  of 
The s o l u t i o n  of (25) f o r  t h e  unknown i n p u t  








y = CY,} - I -  I 
FIGURE 4 Simplified schematic diagram of a deconvolution processing problem. 
In the general case of M > N = 3 ,  the size of H grows, but H still has only 
three non-zero diagonals (with equal values ho, hl azd h2, respectively, along each 
diagonal), and there are an additional (M - N) elements with zero value added to x. 
The solution of the deconvolution problem in (25) is thus directly realizable on the 
IOP by the iterative algorithm in (8) with the matrix mask in the form shown in (26). 
Once again, we see how different problems can be solved on the same IOP by different 
choices of the matrix mask and the iterative algorithm used. 
Another quite general and useful matrix operation is the calculation of the 
eigenvalues An and corresponding eigenvectors Qln of the (N X N) matrix - H. 
ation can be performed by the iterative algorithm [ 1 6 ]  
This opera- 
which is equivalent to (8) with the exogenous vector - y set equal to zero. 
(27) allows calculation of the An and An, we assume that lAll is the largest ei en- 
value and that the eigenvalues are ordered, in absolute value, according to lXly > 
initialization vector x ( 0 )  as 
To see how 
> * * * *  > \ANI. By singular value decomposition, we write - H and the original 
-1 
N 
H = C @.X.$, i=l -1 1 1 -
and J 
J 
After j iterations, x(j + 1) = H j x (0) is obtained. 
- -1 pression, we find (for large j) 
Substituting (28) into this ex- 
We form the component-wise ratio xi(j + l)/xi(j) an 
eigenvalue of H). We divide the denominator of the output vector x by the sum of the 
squares of its-elements and thus obtain the principal eigenvector - $1. We then use t h e  
new initial vector x (0) = ~ ~ ( 0 )  - allP1. 
-2 
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from it find 1 (the largest 
Repeating the same iterative procedure in 
( 2 7 ) ,  we then find A2 and k2. By continuing this process, all of the eigenvalues and 
eigenvectors of H can be determined in decreasing order. Modifications to this pro- 
cedure allow us t o  find the eigenvector whose eigenvalue lies closest to a prescribed 
value [16]. Many other extensions of these techniques and applications of the above 
results are possible and will be the subject of future work. 
7. SOLUTION OF MATRIX EQUATIONS 
Many problems involve matrix-matrix multiplication. There are two ways to real- 
ize a matrix-matrix multiplication on our vector-matrix multiplier. In the case of 
large matrices, the preferable technique is to form the product - - -  Y = M * N of the 
matrices M and N by feeding sequentially the columns E~ of N as successive input vec- 
tors. Wethus realize the matrix-matrix product by performing N vector-matrix multi- 
plications; i. e., 
where the matrix output Y appears sequentially as N column vectors; i.e., Y = [yl y2. . .yN]. 
whose first N elements are the elements of 21 and thenextN elements are the elements 
of I I ~ , . . .   
are replications of the matrix E; i.e,, 
A second technique is to vectorize the matrix N into an N2 element vector 
The matrix M is formatted as an (N2 X N ) matrix whose diagonal blocks 2 
With a matrix-matrix multiplier realized by ( 3 0 )  or ( 3 1 ) ,  we can thus use the 
IOP to solve matrix-matrix equations such as 
by vectorizing the matrix - Y or by operating the system on sequential cycles with the 
column vectors of Y as successive inputs. A particularly useful operation that is 
now possible is matrix inversion. In this case, we solve ( 3 2 )  using (8) ,  but with 
- Y = I (the identity matrix). 
is tge solution for the embedded matrix - X in an equation of the form 
A final useful matrix equation that frequently arises 
In this case, we write the matrices Y and X as the column vectors -- C [ Y ]  and _ -  C[X], whose 
elements are the lexigraphically-ordered eiements of the matrices - Y and 5, respective- 
ly. We solve ( 3 3 )  for - X by writing ( 3 3 )  in the form 
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where @ denotes  t h e  o u t e r  o r  Kronecker product .  For t h e  case of  t h e  (2 X 2) matrix 
r 
la 11 - BT 
a B  22 - 
(35) 
T S o l u t i o n  of t h e  Lyapunov m a t r i x  equat ion  _ _  X A + A - _  X = - Y i s  now p o s s i b l e  on t h e  vec tor -  
m a t r i x  IOP. 
8. SOLUTION OF NONLINEAR MATRIX EQUATIONS 
I n  S e c t i o n  7 ,  w e  d e s c r i b e d  how we  have broadened t h e  r e p e r t o i r e  of o p e r a t i o n s  
a c h i e v a b l e  on t h e  IOP t o  i n c l u d e  t h e  f u l l - c l a s s  of l i n e a r  and embedded matrix equa- 
t i o n s .  A s  our f i n a l  g e n e r a l  i t e r a t i v e  v e c t o r  matrix o p e r a t i o n ,  w e  cons ider  i t s  u s e  
i n  t h e  s o l u t i o n  of n o n l i n e a r  m a t r i x  equat ions .  The need f o r  t h e  s o l u t i o n  of such 
e q u a t i o n s  a r o s e  i n  our  o r i g i n a l  use  of  t h e  system f o r  a d a p t i v e  phased-array r a d a r  
process ing  [ 2 ]  and i n  our p r e s e n t  op t imal  c o n t r o l  l inear -quadra t ic - regula tor  appl ica-  
t i o n  [ 4 ] .  
The g e n e r a l  problem of two q u a d r a t i c  equat ions  i n  t h e  two unknowns p and q can 
b e  w r i t t e n  as 
f o r  n = 1 and 2 .  We rewr i t e  t h i s  p a i r  of two nonl inear  e q u a t i o n s  i n  v e c t o r  form as 
T T 
where - -  f [ x ]  = [ f l ( x )  f 2 ( x ) ]  
i t  era t ive a l g  o r i thm 
and - x = [ p  q ]  . W e  t h e n  s o l v e  (37) by t h e  Newton-Raphson 
The s o l u t i o n  of (38) r e q u i r e s  two i t e r a t i v e  loops .  The Jacobian  matr,x J = [ a f / a x ]  - _
i s  s t o r e d  a l g e b r a i c a l l y .  
e l e c t r o n i c s  a t  t h e  las t  i t e r a t e  x ( j )  . 
t h e  o p t i c a l  vec tor -mat r ix  s y s t e m i n  a n  i n n e r  i t e r a t ive  loop.  
i s  then  eva lua ted  o p t i c a l l y  i n  a n  o u t e r  i t e r a t ive  loop.  
A t  each i t e r a t i o n ,  J i s  e v a l u a t e d  numer ica l ly  w i t h  dedicated 
The i n v e r s e  m a t r i x  [ J [ x ( j ) ]  _ _  ]-I is  eva lua ted  on 
The new - x ( j  + 1) i t e r a t e  
Three immediate a p p l i c a t i o n s  f o r  such a n e s t e d  two-loop i t e r a t ive  a lgor i thm 
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ar ise .  The f i r s t  occurs  i n  t h e  implementation of t h e  o v e r r e l a x a t i o n  l i n e a r  a l g e b r a i c  
e q u a t i o n  s o l u t i o n  of (16c) w i t h  [D - wL] on t h e  le f t -hand  s i d e  of t h e  equat ion .  I n  
t h i s  case, a matr ix-vector  m u l t i p l i c a t i o n  is  r e q u i r e d  t o  o b t a i n  t h e  e x t e r n a l  v e c t o r  
t o  b e  added. The second case arises i n  t h e  u s e  of  (8) t o  s o l v e  f o r  t h e  a d a p t i v e  
weights  w f o r  a phased-array r a d a r  whose n o i s e  f i e l d  i s  descr ibed  by t h e  covar iance  
matr ix  Mand t h e  d i r e c t i o n  of i t s  main l o b e  i s  def ined  by t h e  s t e e r i n g  v e c t o r  s. 
t h i s  cage, w e  s o l v e  t h e  vector-matr ix  equat ion  - M 
v a r i e s ,  t h e  m a t r i x  mask - M must b e  updated. 
I n  
= - s. When t h e  n o i s e  d i s t r i b u t i o n  
The IOP a p p l i c a t i o n  w e  are  p r e s e n t l y  c o n s i d e r i n g  under suppor t  from t h e  NASA- 
L e w i s  Research Center i s  t h e  u s e  of t h e  IOP i n  t h e  s o l u t i o n  of t h e  l i n e a r - q u a d r a t i c -  
- r e g u l a t o r  (LQR) problem of opt imal  c o n t r o l .  I n  t h i s  a p p l i c a t i o n ,  tKe IOP xs used t o  
c a l c u l a t e  the opt imal  c o n t r o l s  t o  b e  a p p l i e d  t o  an FlOO a i r c r a f t  engine.  To determine 
t h e s e  c o n t r o l  s i g n a l s ,  w e  must s o l v e  t h e  a l g e b r a i c  R icca t i  equat ion  and c a l c u l a t e  t h e  
LQR feedback g a i n s .  In  t h i s  a p p l i c a t i o n ,  we  use:  (1) t h e  v e c t o r i z a t i o n  of a matrix; 
(2)  t h e  Kronecker product  technique;  and ( 3 )  t h e  n e s t e d  i n n e r  and o u t e r  loop  system 
t o  s o l v e  t h e  n o n l i n e a r  a l g e b r a i c  Riccat i  e q u a t i o n  [ 4 ] .  
9 .  SUMMARY 
I n  t h i s  paper ,  t h e  general-purpose n a t u r e  of a n  i t e r a t i v e  vector-matr ix  pro- 
c e s s o r  h a s  been emphasized. This  system is  capable  of s o l v i n g  a weal th  of  g e n e r a l  
purpose a p p l i c a t i o n s .  General  o p e r a t i o n s  descr ibed  included:  l i n e a r  d i f f e r e n c e  and 
d i f f e r e n t i a l  equat ions ,  l i n e a r  a l g e b r a i c  equat ions ,  m a t r i x  equat ions ,  matrix inver -  
s i o n ,  n o n l i n e a r  matrix equat ions ,  deconvolut ion and e igenvalue  and e igenvec tor  compu- 
t a t i o n s .  Engineer ing a p p l i c a t i o n s  being addressed f o r  t h e s e  d i f f e r e n t  o p e r a t i o n s  and 
f o r  t h e  IOP are:  a d a p t i v e  phased-array r a d a r ,  time-dependent system modeling, decon- 
v o l u t i o n  and opt imal  c o n t r o l .  
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