Generating high-quality and interpretable adversarial examples in the text domain is a much more daunting task than it is in the image domain. This is due partly to the discrete nature of text, partly to the problem of ensuring that the adversarial examples are still probable and interpretable, and partly to the problem of maintaining label invariance under input perturbations. In order to address some of these challenges, we introduce sparse projected gradient descent (SPGD), a new approach to crafting interpretable adversarial examples for text. SPGD imposes a directional regularization constraint on input perturbations by projecting them onto the directions to nearby word embeddings with highest cosine similarities. This constraint ensures that perturbations move each word embedding in an interpretable direction (i.e., towards another nearby word embedding). Moreover, SPGD imposes a sparsity constraint on perturbations at the sentence level by ignoring word-embedding perturbations whose norms are below a certain threshold. This constraint ensures that our method changes only a few words per sequence, leading to higher quality adversarial examples. Our experiments with the IMDB movie review dataset show that the proposed SPGD method improves adversarial example interpretability and likelihood (evaluated by average per-word perplexity) compared to state-of-the-art methods, while suffering little to no loss in training performance.
Introduction
Adversarial training ( [6] ) is an approach to training neural classification models that involves augmenting the training data with adversarial examples in order to regularize the model. This form of regularization has been shown to be particularly effective in the text domain, providing considerable increases in test accuracy over non-adversarially trained models ( [21] , [29] ). Various approaches to adversarial training for text have also been studied for their utility in analyzing and debugging text classifiers ( [28] ). This application is particularly important, since it has been shown that practitioners consistently overestimate their models' generalization to unseen data ( [27] ), a problem compounded by text classifiers' tendency toward over-sensitivity and by the enormous variety of text-in-the-wild -user sentences that diverge only slightly from inputs seen during training can often cause text classifiers to emit incorrect labels ( [12] ). This over-sensitivity, conversely, helps to explain the effectiveness of adversarial text training as a regularizer.
Adversarial training requires crafting adversarial examples at train time and training the model jointly on both oiriginal and adversarial examples. In the image domain, these adversarial examples (x , y) are often crafted by perturbing ground-truth examples (x, y) ∈ S through the addition of a small amount of noise d with a bounded norm to x. If an adversarial example is crafted successfully, given
In this simple two-word example, the adversary takes 3 steps (green arrows) away from the original word, ending at the raw perturbations indicated in yellow. With a sparsity coefficient of σ = 0.5, only the 50% of perturbations with largest norm are kept -here, Word A. Finally, Word A's perturbation is projected onto the nearest-neighbor path with the highest cosine similarity, yielding the red arrow. (x, y) and x = x + d, the classifier emits a label y = y. The model's weights are subsequently adjusted according to the gradient of the joint loss over both (x, y) and (x , y) -consequently, we would like to ensure both that x is sufficiently similar to other examples in S, and that in perturbing x the adversary has not inadvertently changed the ground-truth label from y to some y = y (we call this phenomenon label-inversion in the binary classification setting).
When the input space is not continuous (as the space of all images) but discrete (as the set of all well-formed strings in some language L, such as English), it is no longer immediately clear how to add noise to ground-truth examples, much less what a small amount of it might be. A number of solutions to this problem have been proposed, from discrete iterative methods ( [25] ) to methods that perturb a continuous global representation of the sequence ( [39] , [11] ). These approaches have their own set of advantages and disadvantages, and we discuss them further in the related work section.
However, a third class of method, proposed recently in [21] , recommends applying perturbations not to sequences of discrete words, but to sequences of their continuous embeddings ( [2] ). This method of adversarial training for text (here referred to as vanilla AdvT-Text) has been shown to be an excellent regularizer, achieving test accuracy just below contemporary state of the art performance on the IMDB classification task (reported in [13] ). However, it still suffers from a number of issues.
• Interpretability. There is no natural way to interpret (or discretize) the perturbed embeddings produced by vanilla AdvT-Text; this makes it difficult to (1) interpret the action of the adversary, (2) to diagnose the reason for the classifier's failure (useful in debugging models), and (3) to assess heuristically whether a label-inversion has taken place.
• Likelihood. The perturbed sequences tend to be significantly less probable (as measured by a language model trained on the original dataset) than the ground-truth sequences.
• Label-Invariance. Vanilla AdvT-Text perturbs every word embedding in a given sequence, possibly increasing the chance of inverting the ground-truth label.
[29] introduced a slight modification to vanilla AdvT-Text in an attempt to ameliorate the interpretability issue. This new method, iAdvT-Text, constrains a word embedding's perturbations to lie within the subspace spanned by unit direction vectors to its K nearest neighbors (where K is a hyperparameter), and yields test error similar to vanilla AdvT-Text. Since the resulting adversarial perturbation is a linear combination of unit direction vectors, [29] suggests the adversary may be interpreted as moving a word in the direction of the nearest neighbor with highest weight. We find, however, that iAdvT-Text only exacerbates the probability issue, producing sequences with even lower probability than vanilla AdvT-Text; we conjecture this is because of the lack of sparsity constraints on the linear combination's weight vector, as well as the fact that it uses much higher perturbation norms in order to achieve the same performance as AdvT-Text (this is apparent in Figs. 2, 3 , and 4).
To address these issues, we propose a novel fast-gradient method for adversarial training which we call sparsified projected gradient descent (SPGD). Our method essentially adds two steps to the algorithms considered in [21] and [29] (v. Fig. 1 for an illustration):
• Sparsification. The perturbations computed by vanilla AdvT-Text are sparsified at the sequence level: only the perturbations with highest L2 norms are selected; the rest are zeroed out. This significantly improves the likelihood of the generated adversarial examples, as well as the grammaticality and legibility of their discretizations (v. Fig. 2 ).
• Directional Projection. For each embedding, unit-direction vectors to the top-K nearest neighbors are computed. Each high-norm perturbation that survives sparsification is projected onto the nearest-neighbor vector with which it has highest cosine similarity.
Thus, unlike [21] and [29] , our method only perturbs words that contribute significantly to the correct label's probability density, and those words it does perturb, it moves towards at most one of its nearest neighbors. In experiments with the IMDB movie review corpus, we find that our training method sacrifices little to no final classifier performance and produces perturbed sequences with significantly higher probability under a language model (LM) trained on the same corpus (see Table 1 , below; recall that lower perplexity is better). In summary, our contributions in the present paper are:
• We introduce a novel, more interpretable adversarial attack that moves word embeddings toward one (and one only) nearby word
• We show a natural adaptation of perturbation sparsity constraints (often found in the image domain) to the text domain
• We show that the highly constrained, sparse perturbations generated by SPGD have a similar regularizing effect to that of previous, less interpretable fast gradient methods while improving the linguistic quality of adversarial examples
Related Work
The phenomenon of adversarial examples was first noted in [33] . Thereafter, [6] proposed injecting adversarial examples into a model's training data in order to regularize the model and improve test generalization (referred to here as AdvT). Early work in adversarial examples focused on the image domain, where example inputs have a natural continuous representation. Examples in the text domain, on the other hand, present peculiar difficulties due to their discrete nature; the sorts of methods devised to contend with these difficulties fall into three broad classes, which we address in turn, occasionally identifying a method's origins in image-domain work.
Fast gradient methods A family of fast-gradient sign methods was introduced in [6] , and applied to the image domain. A Jacobian-based saliency map attack (JSMA) was introduced by [23] and [24] , whereby a saliency map computed from the classifier's Jacobian is used to rank input components; thereafter, input components are perturbed iteratively, in order of salience, until the classifier's prediction changes. The method was never applied to text. [16] seems to have first proposed repeated application of FGMS to improve the chance of fooling the classifier.
With [21] , fast gradient AdvT was first applied to text classification models at the word embedding level. In contrast to [6] 's family of FGSM attacks, which only use the gradient sign, [21] uses the raw gradient. [29] extends [21] 's work, modifying their method to improve interpretabilitywithout sacrificing test accuracy or computational efficiency. Our method (SPGD) follows this line of work, further modifying fast gradient text methods by introducing sequence-level sparsification and projecting 3 onto a measure-zero subset of embedding space.
Global gradient methods In contrast to the fast-gradient methods just described, global gradient methods use the model gradient to perturb a global embedding of the entire example. For instance, [39] uses an adversarially regularized autoencoder ( [38] ) to learn a continuous projection of example sequences; in the adversarial regime, they perturb this global representation, subsequently decoding the perturbed point using an LSTM. [11] employs a similar approach, using syntactically-controlled paraphrase networks (SCPNs) to generate semantically similar, but syntactically divergent adversarial examples from original, ground-truth examples. The point of these sorts of approaches is usually to generate "natural" adversarial examples which, unlike those produced by the fast-gradient methods above, may diverge in word order or sentence structure from the original example. Thus, such methods align with -and represent an alternate approach to -our goal of generating syntactically wellformed and semantically consistent examples in order to improve model regularization. Unfortunately, text autoencoders tend to suffer from high reconstruction error when dealing with very long sequences (such as those in the IMDB corpus, where sequences can range over 2,000 words), and so global gradient methods cannot, in general, be applied to the same datasets.
Non-gradient, discrete methods Most of the past approaches to adversarial text generation, however, do not use the model gradient at all, instead working directly on the (discrete) text input. The earliest of these is due to [25] , which proposes iteratively substituting words in a sentence with nearby neighbors until the classifier's label prediction changes; [15] , unpublished, pursues a similar methodology. Still other recent methods ( [1] , [4] , and [18] , for example) attack text examples by scrambling, misspelling, or erasing words, or even by introducing out-of-vocabulary (OOV) words; these approaches can allow for more easily debugging and regularizing models in the text domain, but they also suffer from the aforementioned issues of harming syntactic coherence or destroying semantic equivalence between original example and adversarial example. Other rule-based methods, such as [28] , attempt to use hand-crafted rules to mitigate these issues and preserve semantic entailment between adversarially-generated and original example.
Further Reading Even this discussion is necessarily limited in scope and comprehensiveness, focusing only on the papers we feel are most closely related to the present work. For more in-depth surveys of recent methodologies in adversarial training for text, see [36, 35, 5, 37] .
Adversarial Training for Text
We start with a set of examples {(
, where each x is a sequence of words, and each y is a label. We wish to train a classifier p(y|x; θ) by finding weights θ * that minimize negative log-likelihood (NLL):
We denote an example sequence of T words as
, where each w i is a word in vocabulary W. Most of the time, however, we work with a word's continuous embedding. To this end, we define a dictionary V ∈ R (|V |+1)×D of embeddings, where V is a matrix. Each row v i of V represents the embedding of the i th word in the vocabulary, and v |V |+1 is the end-of-sequence marker, <eos>.
Vanilla Adversarial Training for Text
AdvT-Text ( [21] ) merely introduces an extra term into the objective function:
3 The idea of using some form of PGD to find adversarial examples in the image domain was recently explored in [20] , though our application is, to the best of our knowledge, unique. where λ is a hyperparameter that interpolates between the adversarial and non-adversarial loss, and L Adv is defined as follows:
Here d (j) is a list of worst-case perturbations added to each embedding -perturbations that increase classifier loss on this example as much as possible -so it is ideally the solution to the optimization problem:
The constraint is introduced to prevent the perturbation from moving too far from the original embedding at risk of inverting the ground-truth label. Hereθ is a constant copy of the current model weights; we have used the hat to indicate that the stop-gradient function should be applied. Solving this problem exactly is intractable for most interesting models like neural networks, so [21] (following
, yielding the closed-form approximation
Unfortunately, the perturbed embeddings obtained in AdvT-Text typically no longer correspond to words in the embedding dictionary, so it is difficult to interpret the action of the adversary or to explain its regularizing effect.
Interpretable Adversarial Training This led to the introduction by [29] of a more interpretable adversarial training method, iAdvT-Text. In this method, the unit direction vectors are calculated from each original word embedding v i to its K nearest neighbors -call this set of unit vectors U 
// zero indices with small perturbations end end for some vector α of weights, which is then calculated much as d before:
However, iAdvT-Text places no constraints on the weight vector, α, so the adversary can move embeddings towards or away from neighbors. Furthermore, the perturbed sequences are easily distinguished from ground-truth sequences by virtue of having significantly higher perplexity than the originals. Note that AdvT-Text suffers from the same issue, though to a slightly lesser degree.
Sparsified Projected Gradient Descent
In the image domain, adversaries often ensure the quality of the perturbed examples they generate by constraining the perturbation vector's norm; this ensures that adversarial examples remain close to the data-generating distribution. Occasionally, the perturbation vector is sparsified, often by selecting an appropriate p-norm (e.g., the 0 norm in [30] ); [31] even proposes a single-pixel attack. SPGD extends these sparsified attacks into the natural language domain in such a way as to improve adversarial example quality while preserving favorable effects on adversarial training.
SPGD works by applying vanilla AdvT-Text M times to produce a raw candidate perturbation r i for each embedding in a sequence (similarly to [16] , where repeated application of FGSM was found to increase the chance of fooling the classifier). To force a clear interpretation upon each i th raw perturbation, we project it onto the unit neighbor-direction vector in U K i with which is has the highest cosine similarity, 4 yieldinĝ
Thus, the adversary is constrained to move each word embedding only in a single interpretable direction, towards a neighboring word embedding. Finally, in order to ensure that the adversarial sequence remains similar to the original sequence, we introduce the idea of sparsifying the perturbation vectors at the sequence level. Specifically, given a sparsity factor σ (a hyperparameter), we identify the (1 − σ) N perturbation vectors in r with smallest L2 norm and set these perturbations to 0. Intuitively, the adversary only uses the perturbations in r that are most likely to fool the classifier.
Dataset
For all of our experiments, we used the well-studied Large Movie Review Dataset benchmark ( [19] ), which consists of 100K movie reviews from the Internet Movie Database (IMDB). 50k of the reviews are labeled either positive or negative. To construct a vocabulary V from the dataset, we remove and ignore words that occur only once (so-called hapax legomena), tokenize contractions, remove punctuation, and retain capitalization, for a final vocabulary size of |V| = 87, 008. Table 2 (above) for more information on the dataset. Note that the sequences in this dataset are too long to be immediately amenable to the global gradient methods proposed in [38] and [39] .
Models
For the sake of reproducibility and easy comparison, we adapted the codebase used by Sato et al. in their [29] , making as few changes and additions as possible. 6 Like [29] , we use a simple, unidirectional LSTM-based classifier ( [9] ). We also trained a unidirectional LSTM language model (LM) on examples from the labeled and unlabeled portions of IMDB. The LM was used to initialize the classifier's embedding dictionary and LSTM weights, as well as to rate the quality of adversarial examples (as described in our Results section). All our models use embeddings in R 256 . While we expect that a bidirectional LSTM ( [8] ) would have performed significantly better than our uniLSTM, our aim was not to beat current best classifier accuracies 7 , but merely to compare the effects of various forms of adversarial training. Hence, we opted to use the same style of uniLSTM classifier found in [21] and [29] to facilitate comparison.
In all, we trained five text classification models on the labeled portion of the IMDB dataset. Two of these were non-adversarially trained baselines, one of which was initialized using our pretrained LSTM language model's weights and embedding dictionary. 8 The other three were likewise initialized using the LSTM language model and trained adversarially using vanilla AdvT-Text ( [21] ), iAdvT-Text ( [29] ), and single-step SPGD (ours). All models, including the LSTM language model, were trained until convergence using the Adam optimizer ( [14] ) with the standard learning rate.
Results
Our experiments show that SPGD significantly improves the quality and interpretability of perturbed sequences over vanilla AdvT-Text and iAdvT-Text. At the same time, even given the strict constraints our method imposes on the perturbation calculation, we saw little statistically significant loss in model performance, as measured by test accuracy (reported in Table 3 , below). 5 We omit information on the unlabeled sequence lengths because we used them concatenated end-to-end, to train our language model. 6 Sato et al.'s original codebase may be found at https://github.com/aonotas/interpretable-adv 7 To the best of our knowledge, the current best test accuracy on this dataset is 95.4%, achieved by ULMFiT in 2018 ( [10] ) using a novel approach to inductive transfer learning. 8 Using a pretrained language model to initialize a text classifier's LSTM yields a significant gain in test accuracy; this effect was first noted and explored in [3] , and was employed in both [21] and [29] . The perturbed sequences produced by SPGD are also amenable to much simpler interpretation: to project them back onto discrete natural language space, one identifies each non-zero perturbation with the nearest neighbor toward which it moved. For example, consider Figure 2 , which compares adversarial examples produced from the same sequence by AdvT-Text, iAdvT-Text and SPGD. The original sequence is represented under each heatmap, and the cell colors represent the magnitude of perturbation. Within each cell, the first word denotes the discretization of the perturbed embedding (here, as in [29] , the nearest neighbor towards which the perturbed embedding most nearly moved, as measured by cosine similarity); the second word, in parentheses, denotes the nearest neighbor to each perturbed embedding (the reader will note that optimal hyperparameters for all three methods tend to yield vectors that still lie closer to the original embedding than to any other). The sequences produced by SPGD are very nearly like the original, but with a handful of semantically important words shifted slightly. More importantly, the discretized sequences are relatively grammatical compared to the AdvT-Text and iAdvT-Text examples, and cases where the adversary has clearly inverted the example's label are rare. By contrast, the sequence in Fig. 4 (Appendix A) has been perturbed by AdvT-Text and iAdvText to such a degree that it's difficult to assess in good faith what their new ground-truth label might be; the discretizations of SPGD's adversarial examples, however, remain mostly well-formed and semantically similar to the originals.
We can also compare the distribution of adversarial examples with the data generating distribution. By contrast with AdvT-Text and iAdvT-Text, we find that SPGD's adversarial examples are on average much less distinguishable from the original dataset. We measured this effect using an LSTM language model trained on the entire IMDB corpus, and in Table 1 we report our results in terms of average per-word perplexity over a large random sample of the test set. Recall the definition of perplexity:
As Table 1 shows, SPGD narrows the perplexity gap between adversarial and original sequences over other methods. Interestingly, we observed that higher sparsity coefficients (σ ≈ 0.75) yielded better test accuracies. Altogether, we believe these results strongly suggest that in the text domain more realistic adversarial examples regularize better, a suggestion that we hope will be take into account by future research in the area.
Discussion
We have presented a novel adversarial perturbation method (SPGD) and demonstrated its utility in adversarial training. Our experiments have shown that SPGD produces higher-quality, more interpretable perturbed sequences than previous fast-gradient methods for text without sacrificing final classifier accuracy. However, while our method addresses the problem of preserving label invariance under perturbation, it addresses it only indirectly by restricting the percentage of embeddings in a sentence that an adversary is allowed to perturb. We suggest future work explore a more direct approach, whereby a class-conditional LSTM p l (x|y) is trained on the dataset and added to the adversarial gradient term. Thus, the computation of d in vanilla AdvT-Text becomes:
The set of adversarial sequences generated by SPGD and its predecessors represents only a small subset of the set of all possible adversarial sequences: it excludes, for instance, paraphrases and other sequences where the word order or sentence structure has changed, but the meaning (or the label) has remained invariant. Recent work ( [39] , [11] ) has attempted to address these restrictions using autoencoders and SCPNs, but such approaches are limited by the ability of latent-variable generative text models to encode and decode very long sequences (such as those in IMDB) with high reconstruction accuracy. More work needs to be done here. size of = 5.0, and the iAdvT-Text model used a step size of = 15.0 and produced perturbations that were linear combinations of K = 15 nearest neighbor directional vectors. The last model, trained using SPGD, used an adversarial step of size = 25.0 projected onto a direction chosen from paths to the top K = 15 nearest neighbors, using sparsity σ = 0.75 (we found that a higher sparsity coefficient provided better results). We recomputed nearest neighbors every 50 batches, in order to account for the changing embedding during training. To determine best K, , and σ, we used an elided grid search, trying combinations of parameters under the assumption that model generalization error was roughly convex in each hyperparameter independently -this was necessary to conserve time.
To maintain gradient stability in the classifier's LSTM, gradients were clipped to a norm of 4.0 (as described in [26] ). In training the LSTM language model, we found we could clip gradients at 5.0 and maintain stability.
All training was performed on an NVIDIA Tesla V100 in the 16GB configuration. In order to cope with memory constraints, our LM training used truncated backpropagation through time (TBPTT), first described in [32, pg. 23] , with a backpropagation length limit of 35.
