We present a novel depth and depth-color codec aimed at free-viewpoint 3D-TV. The proposed codec uses a shape-adaptive wavelet transform and an explicit encoding of the locations of major depth edges.
space [1] . With the advent of multi-view autostereoscopic displays, 3D-TV is expected to be the next evolution of television after high definition. Three-dimensional television poses new technological challenges, which include recording, encoding, and displaying 3D videos. At the core of these challenges lies the massive amount of data required to represent the set of all possible views -the plenoptic function [2] -or at least a realistic approximation.
The Depth-Image-Based Representation (DIBR) has recently emerged as an effective approach [3] , which allows both compact data representation and realistic view synthesis. A DIBR is made of pairs of and depth and color images (see an example in Figure 1 ), each of which provides a local approximation of the plenoptic function. At the receiver, arbitrary views are synthesized from the DIBR using image-based rendering with depth information [4] . Depth information can be obtained by stereo match or depth estimation algorithms [5] . However, these algorithms are usually complicated, inaccurate and inapplicable for real-time applications. Thanks to the recent developments of lower-priced, fast and robust range sensors [6] which measure time delay between transmission of a light pulse and detection of the reflected signal on an entire frame at once, depth information can be directly obtained in real-time from depth cameras. This makes the DIBR problem less computationally intense and more robust than other techniques. Furthermore, depth information helps to significantly reduce the required number of cameras and transmitting data for 3D-TV. Thus, depth measurements will likely become ubiquitous in visual communication as they provide a perfect complementary information to the traditional color measurements in capturing 3D scenes.
Depth inputs can be considered as monochrome images and therefore encoded using classical codecs like MPEG-2, H.264/AVC, or JPEG-2000 with only minor modifications [1] , [3] . However, the transforms used to decorrelate the data, for instance Discrete Wavelet Transforms (DWT) or Discrete Cosine Trans-forms (DCT), loose their decorrelation power along edges. This issue is paramount with depth images, which tend to exhibit much sharper edges than regular images. Context-adaptive entropy coding [7] can limit the Rate-Distortion (RD) impact of poor data decorrelation, but our experimental results shall show that designing better decorrelation transforms can still lead to significant RD gains.
A large research effort has been spent to design more efficient image transforms. Wavelet footprints [8] reduced scale correlation by representing edges explicitly, through their locations and a set of wavelet coefficients. Geometric wavelets [9] [10] [11] [12] [13] reduced space correlation by taking into account the 2D nature of images using non-separable wavelets. In [14] for example, major RD gains over JPEG-2000 were reported on depth images using a representation based on platelets [11] .
Several issues limit the appeal of geometric wavelets and wavelet footprints for coding of depth images.
These methods tend to have large computational requirements due to their reliance on complex RD optimizations [10] , [11] , [13] , [14] instead of established tools like fast filter banks, quantizers, and entropy coders in common codecs. Some of these methods also tend to rely on redundant data representations [8] , [9] , [12] , which reduces RD performances.
Unlike typical color or grayscale images, depth images do not contain texture. In fact, as seen in Figure 1 (a), depth images are piecewise smooth with distinct edge around object boundaries that give sharp discontinuity in depth measurements. Therefore, unlike for traditional color and grayscale images, edges in depth images can be detected robustly and accurately (assuming that depth images have good quality). Moreover, for many image-based rendering algorithms with depth information, the accuracy of input depth image around object boundaries is very critical for the quality of the synthesized novel views [15] . A slight shift of an edge point in the depth image would lead to a large distance change in 3D of the corresponding point on the object boundary.
These observations lead us to consider explicitly encoding locations of edges in depth images. With encoded edge information, we can use the Shape-Adaptive Discrete Wavelet Transform (SA-DWT) [16] to obtain invertible representation with small coefficients in both smooth regions and along encoded edges. The result is a simple, yet highly effective codec for depth images or depth-color image pairs.
The remainder of the article is organized as follows. Section II presents an overview of our proposed codec. Section III presents the SA-DWT based on lifting with a novel border extension scheme. Section IV details the encoding of edges with a novel rate-constrained edge detection. Section V presents experimental results. Some preliminary results have been presented in [17] , [18] . [16] implemented by lifting [7] , [19] . Lifting provides a procedure which is fast, in place, simple to implement, and trivially invertible. The locations of the main edges are encoded explicitly and the regions on opposite sides of these edges are processed independently, effectively preventing wavelet bases from crossing edges. As a result, the transform generates small wavelet coefficients both in smooth regions and along the encoded edges.
In order to handle signals with finite-domain, SA-DWT schemes extend the signals using usually zero-padding, periodic extension, or symmetric extension [20] . As a consequence, the transform looses vanishing moments near edges and tends to generate larger high-pass coefficients there. Boundary wavelets have been proposed to address this issue [21] . Here, we introduce a novel scheme which only adds trivial computations to the lifting scheme: a short linear filter is applied along edges, which provides a polynomial extrapolation of the signal with arbitrary order and results in transforms with as many vanishing moments near edges as aways from them.
In our proposed codec, depth edges are detected using a novel rate-constrained version of the Canny edge detector [22] . The proposed edge detector replaces the two hysteresis thresholds of the original detector by a series of decreasing thresholds and associated edge significance bitplanes. These biplanes serve the same goal as wavelet significance bitplanes in codecs based on SPIHT and EBCOT [7] : they allow the most important edges to be encoded first, which leads to higher RD performances. Edges are encoded using a simple differential Freeman chain code [23] .
Figure 2(b) shows our extended codec for the case of depth and color images. This is the a typical setting of DIBR representation [3] with an example given in Figure 1 . Looking at the example pair of depth-color images, we notice a key source of redundancy is the correlation between locations of edges in these two images. Indeed, 3D scenes are usually made of objects with well-defined surfaces, which, by projection onto the camera image plane, create edges at the same locations in the depth map and the image. The explicit edge coding allows the codec to share the edge information between depth and color images, which reduces their joint redundancy. With the encoded edges, the SA-DWT is applied to both the depth and color images.
Our proposed codecs amount to simple modifications of existing algorithms. As a result, they benefits from the large body of existing work on wavelet-based codecs and edge detectors. Compared to the standard wavelet codec, the increase in complexity is only due to the additional edge detection and coding.
Moreover, data redundancy is limited to the locations of edges encoded explicitly. As experimental results shall show, the proposed modifications lead to significant PSNR gain of more than 5 dB for depth images and significant better visual quality for synthesized novel-view images on the Middlebury dataset [24] .
III. LIFING-BASED SHAPE-ADAPTIVE WAVELET TRANSFORM
A. SA-DWT SA-DWT [16] was originally developed to handle images with arbitrary shapes, not limited to rectangles like the regular DWT. Away from the shape boundary, SA-DWT and DWT are equivalent: they apply similar separable filtering and downsampling, as shown in Figure 3 (a) to obtain a multi-resolution representation. SA-DWT differs from DWT along the shape boundary: pixels outside the shape are considered missing and are extrapolated from pixels inside the shape, using symmetric extension for instance. This amounts to modifying the wavelet bases so that they do not cross the shape boundary.
This way, SA-DWT does not create large wavelet coefficients along the shape boundary.
In this context, boundaries are defined as curves separating the inside from the outside of a shape.
Here, we propose to extend this definition to any curve, be it at the border of the shape or inside it. This extended definition shall allow us to process opposite sides of depth edges independently, in the same way classical SA-DWT processes the inside and outside of a shape independently. Figure 5 shows how processing independently opposite sides of edges can be beneficial. A piecewisepolynomial signal, akin to a 1D depth map, is transformed by the DWT and the SA-DWT developed in this section. The SA-DWT clearly generates much fewer non-zero wavelet coefficients around edges than the DWT, which leads to significant bitrate savings. The SA-DWT has the disadvantage of requiring an overhead to code the edge location. However, experiments shall show that this overhead is more than compensated by the bitrate savings.
B. Conventional Lifting
We rely on separable lifting [7] , [19] to implement the SA-DWT. Since the 2D transform is obtained by applying two 1D transforms, we only study the latter. The lifting scheme, as shown in Figure 3 (b)
splits the samples into two cosets, one with samples at odd locations and the other with samples at even locations. Each coset is modified alternatively using a series of "lifting steps" called predicts and
updates. In general, any wavelet filter bank with FIR filters can be algebraically factorized [by applying the Euclidean algorithm to the polyphase components of filter pair H 0 (z) and H 1 (z)] into a finite sequence of lifting steps, each uses a one or two taps filters [25] . For simplicity, we only consider liftings modifying each sample based on its two neighbors. This case is sufficient to describe the two main wavelets in image processing, namely the 5/3 and 9/7 [7] .
More specifically, these liftings begin by modifying the odd coset by a so-called "predict" step, which transforms a signal x into a signal y such that
where t denotes the sample locations, 2k the step number and λ 2k a weight. The even coset is modified by a so-called "update" step, which transforms a signal x into a signal y such that
The above process can be extended into multiple alternations of "predict" and "update" steps [19] .
Lifting ends by a scaling which transforms a signal x into a signal y such that
where K 0 and K 1 are two weights. At this point, the odd coset contains the high-pass coefficients and the even coset the low-pass ones. Multiresolution lifting is obtained by repeating the process on the low-pass coefficients. Figure 4 shows a graphical example of these lifting steps. After the final update step, the "odd" coset contains the high-pass coefficients and the "even" coset the low-pass ones. Weights λ for the 5/3 and 9/7 wavelets are given in Table I (a). A key advantage of lifting is the trivial invertibility of its equations. 
C. Lifting with Polynomial Extrapolation
The key reason that wavelets can efficiently represent piecewise-smooth signals is because of their vanishing moment property [26] . Specifically, a wavelet transform is said to have N vanishing moments if the analysis highpass filter H 1 (z) in Figure 3 (a) can be factored as
The factor (1 − z −1 ) N means that any polynomial signal of degree less than N will be zeroed out by filtering with H 1 (z) in the highpass channel. For a piecewise-smooth signal, away from the discontinuities it can (a) Examples of lifting weights [7] . be locally approximated by a polynomial signal and thus compactly supported wavelets with enough vanishing moments would result in small wavelet coefficients. The 9/7 and 5/3 wavelets have 4 and 2 vanishing moments, respectively.
Therefore, in the lifting scheme (1) and (2) can be applied when the three used consecutive input samples -re-denoted by x t−1 , x t , and x t+1 -are not separated by edges. When edges are present, samples belonging to the sides of the edges not including x t are considered missing and their values need to be extrapolated.
Let us consider the case where sample x t+1 needs to be extrapolated; a similar reasoning applies to x t−1 . To maintain simple invertibility, the sample x t+1 is extrapolated by a linear combination of nearby samples which are on the same side as x t and belong to the same coset as x t+1 . In other words, we simply modify the predict or update operators P and U in Figure 3 (b) around the edges to avoid mixing samples across the edges.
More precisely, we consider extrapolated filters of the form
where c is a real vector of length N . The order N needs to be less than the distance to the closest edge on the left side of sample x t and thus should be chosen as small as possible. In a special case where sample x t is surrounded by two edges, then we set N = 0, x t+1 = x t−1 = 0, and the value of x t is left unchanged by (1) or (2) . Higher values of N allow extrapolations whose associated boundary wavelets have higher moments. The following result provides a closed form solution for the desired extrapolation filter (4).
Proposition 1:
Suppose that the input signal up to the sample at t is a polynomial signal of degree less than N . Also suppose that the used lifting scheme corresponds to an infinite-domain wavelet transform with N vanishing moments. Let the extrapolation filter for computing required samples at t + 1 during the lifting steps as in (4) be
Then the resulting boundary wavelet transform (up to the sample at t) generates all zero wavelet coefficients.
Proof: First, observe that uniform sampling and linear combination of a polynomial of degree less than N also result in polynomials of degree less than N . It follows that for the given input signal, the output of each lifting step (in both the even and odd cosets) up to the sample at t are polynomials of degree less than N . In particular, the sequence {x t−1−2k } k≥0 is a polynomial signal of degree less than N . Thus this polynomial is uniquely defined by N samples {x t−1−2k } k=0,1,...,N −1 . Furthermore, the extrapolated sample x t+1 would belong to this polynomial signal if and only if N + 1 samples
..,N −1 belong to a polynomial of degree less than N .
Indeed, the extrapolation in (4) implies
The left hand side of (6) amounts to filtering the sequence {x t−1−2k } k=−1,0,1,...,N −1 with the filter
And thus A(z) annihilates the sequence {x t−1−2k } k=−1,0,1,...,N −1 only if it belongs to a polynomial of degree less than N .
Therefore, the extrapolated sample x t+1 by (4) at each required lifting step is exactly equal to the output as if the original input signal was extended beyond sample t as a polynomial of degree less than N . Since the infinite-domain DWT has N vanishing moments, all the high-pass coefficients of the SA-DWT are zero.
Examples of extrapolation filters c are given in Table I (b). Figure 5 shows an example of a piecewisecubic polynomial signal transformed by the 9/7 SA-DWT with the cubic extrapolation given in Proposition 1. We see that the resulting SA-DWT gives exactly zero wavelet coefficients everywhere. 
IV. EDGE CODING AND DETECTION

A. Edge Representation and Encoding
We now turn to the representation of edges. As shown in Figure 6 , edge elements, or edgels for short, are either horizontal or vertical. They separate either columns or rows of samples into independent intervals. Edgels, their end-points, and depth samples form three interlaced lattices. Samples are assumed to fall on integer locations. As a consequence, edgel end-points fall on half-integer locations. We represent edgels by two binary edge maps, denoted e (h)
s,t+ 1 /2 , where s and t denote integer spatial locations, and h and v respectively horizontal and vertical directions.
Since the SA-DWT is a multi-resolution transform, each low-pass band must be associated with a pair of edge maps. Let us denote by e The edge maps are encoded at the finest resolution j = 0 using a differential Freeman chain code inspired from [27] . Let us assume for now that the edge maps have been estimated and that a set of edge chains has been extracted from these edge maps. Section IV-B shall address this issue. Each edge chain is represented by the location (s + 1 /2, t + 1 /2) of an initial edgel end-point, along with a series of edgel First, all but the first edge directions are transformed into differential edge directions ∆d l , such that
Differential edge directions take the values -1, 0, or +1, depending on whether the direction remains the same or undergoes a right-angle rotation. The chain is then encoded. For simplicity and compactness, the fixed-length codes shown in Figure 7 • ⌈log 2 h⌉ + ⌈log 2 w⌉ bits for the location of the first edgel end-point, 
B. Edge Detection
Since edge maps are unknown, the encoder must estimate them from the depth maps. The most popular edge detector is probably the Canny edge detector [22] , which proceeds as follows:
• Gaussian smoothing is applied to the image,
• image gradients are computed, December 
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• edgels whose gradient magnitudes are not local maxima are discarded, and
• edgels whose gradient magnitudes fail a two-threshold hysteresis test are discarded.
The two hysteresis thresholds control the number of edgels: decreasing them increases the number of edgels, which tends to increase the edge bitrate and decrease the wavelet bitrate. The objective is therefore to find the optimal thresholds which maximize bitrate savings. However, there does not seem to be an obvious relation between the thresholds and the two bitrates. For instance, although lowering the thresholds tend to increase the edge bitrate, the opposite can happen when chains merge. A brute force search being too computationally expensive, we formulate several approximations and follow a greedy approach to obtain an efficient algorithm.
First, we assume that the bitrate allocation between edges and wavelets is given. We also ignore multiresolution dependencies between edgels and wavelet coefficients. We only detect edgels at the finest resolution, which is sufficient for depth maps since the edges with the most impact on the total bitrate appear as large C 0 discontinuities at the finest resolution.
Classical wavelet codecs based on EBCOT or SPIHT [7] order wavelet coefficients by decreasing magnitudes, so that the coefficients encoded first are those with the largest impact on RD. Coefficient ordering is achieved by defining a series of decreasing thresholds and a set of associated significance planes. From this point of view, the two thresholds of the Canny edge detector can be seen as the beginning of such a series, applied to image gradients instead of wavelets.
Therefore, we define a series of strictly decreasing thresholds T n , n ≥ 0 and associate each threshold T n with an edge significance plane, which includes all the edgels whose gradient magnitude is larger or equal to T n . The algorithm then proceeds by extracting edgels from these significance planes in order, until the target bitrate is reached.
The hysteresis test of the Canny edge detector consists in imposing a stronger constraint on the creation of new chains than on the propagation of existing ones, which improves the robustness of the algorithm against noise. We preserve this feature by creating new chains using edgels from one significance plane and propagating chains using edgels from the next significance plane.
The Canny edge detector relies on Gaussian smoothing to reduce the effects of Gaussian noise and optical blur found in images. Since depth maps do not suffer from this kind of noise, we remove the Gaussian smoothing stage from the algorithm and rely on the kernel [−1 1] to compute derivatives.
This reduces computational complexity and increases the precision of edge locations, which is required to avoid large wavelet coefficients. Depth maps tend however to contain spurious noise. Its impact is reduced by removing short edge chains during a post-processing step.
The proposed algorithm proceeds as follows. First, depth-map derivatives δ (h) and δ (v) are computed
Edgels whose derivatives are not local maxima are then discarded. Non-maximality is tested by comparing the derivative of each edgel with those of its two neighbors sharing the same direction:
The initial significance threshold T 0 is set to
and the following steps are iterated until the target bitrate is reached. During the n th iteration,
• existing chains are propagated by adding connected edgels with δ ≥ T n /2,
• existing chains are merged when they become connected,
• new chains are created from still-unconnected edgels with δ ≥ T n ,
• new chains are propagated and merged like existing chains, and
• the significance threshold is halved, that is T n+1 = T n /2.
Finally, small chains are discarded.
V. EXPERIMENTAL RESULTS
A. Synthetic Piecewise-Smooth Images
We begin by comparing the behavior of standard and SA DWT on the synthetic image shown in 
B. Depth Images Only
We also present experimental results on the four depth images of the Middlebury dataset [24] , shown in Figure 10 . In-painting was used to estimate the depth in regions with missing data. The codec relies on a five-level decomposition based on 9/7 SA-DWT with symmetric extension [7] . Wavelet coefficients are quantized and encoded using the implementation of SPIHT provided by the QccPack library [28] .
The bitrate allocation between edges and wavelets coefficients can be varied, the case of zero bitrate allocated to edges corresponding to a codec based on standard DWT. The ability of SA-DWT to efficiently represent sharp discontinuities is confirmed in Figure 12 , which compares the reconstruction errors of standard DWT and SA-DWT on Teddy and Cones with a total 
C. Depth and Color Images
We present experimental results on the Teddy set with both depth and color images. For simplicity, only the luma channel of the color image is considered. We again compare the performances of two codecs: one based on the DWT and the other on the proposed SA-DWT with explicit edge coding. Both codecs perform a five-level decomposition and rely on the same quantizer and entropy coder, provided by the SPIHT implementation of the QccPack library. They also rely on the same 9/7 wavelet for the transform, which is the main wavelet in JPEG2000 [7] . Following [29] , both codecs allocate 20% of the bitrate to the depth. The two codecs differ in their handling of edges: the DWT-based codec uses the standard 9/7 wavelet with symmetric extension, denoted "std9/7sym," while the SA-DWT-based codec uses the shape-adaptive 9/7 wavelet with linear extension, denoted "SA9/7lin," for the depth map and the shape-adaptive 9/7 wavelet with symmetric extension, denoted "SA9/7sym," for the image. The SA-DWT-based codec also includes an edge codec, as shown in Figure 2 . The experiments are based on the edge map shown in Figure 1 , which has a bitrate overhead of 0.015bpp. To give a general idea of the speed of the proposed codec, on a Intel Pentium D at 2.8GHz, our mixed Matlab/C implementation takes 0.02s to perform the SA-DWT and 0.31s to perform the chain encoding. Finally, Figure 16 compares the synthesized novel view images from decoded DIBR representation using coding parameters as in Figure 10 (0.05 bpp for depth images, with 30% allocated to edges). 
VI. CONCLUSION
We have presented a novel depth image codec for free-viewpoint 3D-TV. The codec begins by extracting and encoding depth edges. It relies on an ordered set of edge significance planes to extract edges with the largest impact on bitrate first. Thanks to SA-DWT, the codec then takes advantage of this information by treating opposite sides of edges as independent. This prevents wavelet bases from crossing edges, which leads to small wavelet coefficients both inside smooth regions and along explicitly encoded edges.
SA-DWT is implemented using lifting to obtain an efficient algorithm. PSNR increases of 5 dB and more were observed over the entire Middlebury dataset.
The proposed scheme is also extended to jointly encode depth and color images for DIBR by sharing the same edge information to reduce redundancies between the two. The gain for depth image is again significant, while the gain for color image is modest. This is partly because color edges tend to be less sharp than deph edges, due for instance to optical blur, which makes SA-DWT less effective. Nevertheless, the shared edge locations in effect register encoded depth and color images around the critical areas of object boundaries. This alignment ensures high quality synthesizing of novel views for free-viewpoint 3D-TV.
This paper has aimed at improving the compression of single images. Although the proposed scheme could be applied as-is to videos, better RD performances are likely to be achieved by taking into account temporal data dependencies in addition to spatial ones.
