Abstract: Identification of a region in biological sequences, motif extraction problem (MEP) is solved in bioinformatics. However, the MEP is an N P-hard problem. Therefore, it is almost impossible to obtain an optimal solution within a reasonable time frame. To find near optimal solutions for N P-hard combinatorial optimization problems such as traveling salesman problems, quadratic assignment problems, and vehicle routing problems, chaotic search, which is one of the deterministic approaches, has been proposed and exhibits better performance than stochastic approaches. In this paper, we propose a new alignment method that employs chaotic dynamics to solve the MEPs. It is called the Chaotic Motif Sampler. We show that the performance of the Chaotic Motif Sampler is considerably better than that of the conventional methods such as the Gibbs Site Sampler and the Neighborhood Optimization for Multiple Alignment Discovery.
Introduction
The Human Genome Project was completed in April 2003. This project generated large data sets of genomic sequence data. The human genome consists approximately three billion base pairs and approximately 25, 000 genes. The deoxyribo nucleic acid (DNA) sequence is composed of four bases and a protein sequence is composed of 20 amino acids.
The interplay between bases and amino acids furnishes the necessary biological information. One of the most important issues in the field of bioinformatics is the identification of the specific sequences that contain important biological information. Methods of analyzing DNA sequences or protein sequences have been extensively studied in bioinformatics. One of the popular techniques is to find a conserved pattern, which is called a "motif." Then, pattern discovery is a fundamental problem in this field. All living creatures in the universe are considered to have evolved from the same ancestor. In this long process of evolution, many genes have undergone insertion, deletion, and substitution mutations; the motifs, however, have been preserved. If these conserved patterns (or motifs) are lost in the evolution process, the resulting creatures become extinct because the proteins essential for survival cannot be created. In this manner, the motifs responsible for different functions can be identified.
The motif extraction problem (MEP) is an N P-hard problem [1] . Therefore, it is almost impossible to obtain an optimal solution within a reasonable time frame. Thus, effective algorithms for solving such difficult problems are required, even if optimal solutions cannot be guaranteed. Various optimization techniques have been developed for the propose of extracting motifs, for example, the Gibbs site sampler (GSS) [2] , Neighborhood Optimization for Multiple Alignment Discovery (Nomad) [3] , and so on.
To obtain the approximate solutions of combinatorial optimization problems, many heuristic algorithms, not only stochastic but also deterministic, have been proposed. Stochastic algorithms such as the simulated annealing algorithm and the genetic algorithm explore near optimal solutions by changing the solution space stochastically. In deterministic approaches, such as tabu search [4, 5] and chaotic search, the solution space is changed deterministically to avoid the local minima. It has been shown that the most effective algorithm is the one that uses chaotic dynamics to explore the solution spaces [6] [7] [8] [9] [10] . The central idea of the algorithm is that the execution of a heuristic algorithm, for instance, the 2-opt algorithm 1 for solving traveling salesman problems (TSPs), is controlled by chaotic dynamics. The 2-opt algorithm cannot obtain an optimal solution because of the local minimum problem; therefore, chaotic dynamics is introduced to the algorithm to overcome this problem. Chaotic search-an approach that combines a heuristic algorithm and chaotic dynamics-is employed to overcome the local minimum problem and to find better near optimal solutions. It has already been shown that the chaotic search method can yield good near optimal solutions not only for TSPs [6] [7] [8] [9] [10] but also for other N P-hard problems such as the quadratic assignment problem (QAP) [11] and the vehicle routing problem (VRP) [12, 13] .
Although chaotic search methods are effective for solving assignment problems such as TSPs, QAPs, and VRPs, it is not known whether these methods are effective for solving alignment problems such as MEP. It is very important to design an efficient algorithm with chaotic dynamics for solving the MEP. An efficient chaotic method for MEPs can also be developed from the information provided by other chaotic search methods.
In a previous study, we have already applied chaotic neurodynamics to a motif extraction problems with artificial data sets [14, 15] . To realize chaotic dynamics, we used a chaotic neural network composed of chaotic neurons [17] . The chaotic search method involves assignment of the chaotic neurons to all motif candidate positions. A firing of a chaotic neuron corresponds to an alignment of the motif to the position. As a result, although the performance of the chaotic search method [14, 15] is better than that of GSS method [2] for artificial data sets, the method can only be applied to the simplest MEPs. Depending on the number of motifs in each sequence, MEPs are classified into four different types problems [3] : one occurrence per sequence (OOPS), at least one occurrence per sequence (ALOOPS), at most one occurrence per sequence (AMOOPS), and any number of occurrences per sequence (AOPS). Therefore, to find motifs in the real situation or to extract motifs from four types of MEPs, it needs to improve the chaotic search method because the chaotic search method can only be applied to the OOPS types problems.
To improve the performance of the chaotic search method, we have already proposed a motif extraction method by using a statistical measure [18, 19] . In the chaotic search method [14, 15] , to find the optimal positions of the motifs by avoiding the local minima, each neuron generates a complicated spike time series in the chaotic search method. We analyzed the complexity of the spike time series from each chaotic neuron by using the statistical measure [19] such as a coefficient of variation or a local variation of interspike intervals, which are frequently used in the field of neuroscience [18] . We observed that if the motifs are embedded in a sequence, the corresponding spike time series shows characteristic behavior. By using this characteristic property, one or many motifs in each sequence can be identified. Thus, the chaotic search method can extract motifs from artificial ALOOPS-type problem. However, the chaotic search method cannot identify motifs from AMOOPS-type and the AOPS-type problems.
In this paper, we propose a new chaotic search method which is called Chaotic Motif Sampler. To extract motifs from the AMOOPS-type and the AOPS-type problems, the conventional method of updating the internal state of chaotic neurons is modified by combining the conventional chaotic search method and generalized approaches described in [3] , and we introduce another operation called phase shift (PS). PS is commonly used for avoiding sub-optimal solutions [2, 3] . As a result, The CMS method can identify motifs from all types of MEPs. In addition, it shows better performance than the conventional approaches such as GSS method and Nomad method for real protein data sets [2, 3] .
Motif extraction problem
The motif extraction problem (MEP) is described as follows: A data set of biological sequences is given as S = {s 1 , s 2 , · · · , s N }, where N is the number of biological sequences, for example, DNA or protein sequences. Each sequence has m i bases or amino acids and the jth symbol (base or acid) of the ith sequence is denoted as 
where W is the length of the motif. Figure 1 shows the graphical representation of the MEP.
The set of motifs is decided by maximizing the following objective function:
where f k (ω) is the appearance frequency of an element (a base in the case of DNA or RNA sequences and an amino acid in the case of a protein sequences) ω ∈ Ω at the kth position of motif candidates; Ω is a set of bases or a set of amino acids; and p(ω) is the background probability of appearance of the element ω. In this paper, we define 0 log 2 0 ≡ 0. Although Eq. (1) is generally used as the objective function of MEP. This objective function is a log-likelihood ratio statistic. Then, the values of the objective function depends on how frequent symbols (f k (ω)) in each column appear in extracted motifs. If similar alignments are extracted from a data set, this function takes a large value. On the other hand, for a random pattern, the score is small. The aim of MEP is to extract a common or similar pattern. Thus, motifs that have the best score are extracted. Depending on the number of motifs in each sequence, MEPs are classified into four different types 
1. An example of a motif extraction problem for DNA sequences. A, C, G, and T denote Adenine, Cytosine, Guanine, and Thymine, respectively. In (a), the number of sequences N is five, the number of motifs L is five, and the length of motif W is seven. The blue regions indicate motif candidates. In this example, motifs v 1 , v 2 , ..., v 5 are extracted from each sequence, then, OOPS-type problem is the simplest and most constrained problem. One motif occurs exactly in all sequences ( Fig. 2(a) ). The number of sequences N and the number of motifs L is the same.
ALOOPS: at least one occurrence per sequence
At least one motif exists in each sequence ( Fig. 2(b) ). There can be more than one motif in some or all sequences.
AMOOPS: at most one occurrence per sequence
At most one motif exists in each sequence ( Fig. 2(c) ). Then, the number of motifs in each sequence can be either one or zero. In other words, it is possible to have a sequence without any motifs.
AOPS: any number of occurrences per sequence
The AOPS-type problem is the least constrained problem ( Fig. 2(d) ). It allows motifs to exist many times in one sequence. The AOPS-type problem is the most difficult MEP, because the number of possible motif patterns is the largest.
In this study, we first find motifs from the OOPS-type problem (described in section 4.1) because it is the simplest problem. We then find motifs from the AOPS-type problem (described in section 4.2).
Chaotic motif sampler
The CMS method introduces chaotic dynamics to an alignment algorithm for exploring various patterns. The chaotic dynamics controls the searching strategy by deciding a new motif position. To realize chaotic search, we construct a chaotic neural network [17] composed of
neurons (Fig. 3) . A chaotic neuron model that can reproduce the chaotic behavior observed in a real nerve membrane was proposed by Aihara, Takebe, and Toyoda [17] in 1990. A chaotic neuron in a chaotic neural network is a one-dimensional nonlinear map that can produce chaotic dynamics.
Chaotic neurons exhibit the refractory effect, which is one of the important characteristics of real biological neurons: once a neuron fires, this neuron becomes hard to fire for a while. In the CMS method, a chaotic neuron is assigned to the head positions of all motif candidates (Fig.  3) . If the head position of a motif is the jth position in sequence i, the index of the corresponding chaotic neuron is (i, j)th. The firing of the (i, j)th chaotic neuron is then defined as follows:
where x i,j (t) is an output state of the (i, j)th chaotic neuron at time t, and y i,j (t) is an internal state of the (i, j)th chaotic neuron at time t. The internal state of the chaotic neuron [17] is decomposed into two parts. The first part ξ ij (t) represents gain effect of the (i, j)th neuron at time t and the second part ζ ij (t) represents refractory effect of the (i, j)th neuron at time t. They have different effects to determine firing of a chaotic neuron in the algorithm. The first part ξ i,j (t) is defined as follows:
where β (> 0) is a scaling parameter of the gain effect; E i,j (t) is an objective function or the relative entropy score when a motif candidate position is moved to the jth position in the sequence s i ;Ê, the entropy score of the current state; f k (ω), the number of appearances of an element (a base in the case of DNA or RNA sequences and an amino acid in the case of a protein sequences) ω ∈ Ω at the kth position of motif candidates; p(ω), the background probability of appearance of the element ω; and Ω, a set of bases (Ω BASE = {A, C, G, T}) or a set of amino acids
If a new motif candidate position is better than the current position, the quantity on the right-hand side of Eq. (5) becomes positive; a positive value leads to firing of the neuron. Thus, the gain effect encourages the firing of a neuron, and such a characteristic realizes a greedy algorithm. However, the greedy algorithm gets stuck at a local minimum. To escape from the local minima, the refractory effect is assigned to each chaotic neuron. The second part, ζ i,j (t), qualitatively realizes the refractory effect. The refractory effect is one of the important properties of real biological neurons: once a neuron fires, a certain period of time must pass before the neuron can fire again. In the model of a chaotic neuron, the second part is expressed as follows: 
where α is a positive parameter; k r , a decay parameter that assumes values between 0 and 1; and θ, a threshold value. Thus, in Eq. (7), ζ i,j (t + 1) expresses the refractory effect with a factor k r because the more the neuron has fired in the past, the more negative is the first term on the right-hand side of Eq. (7). This, in turn, reduces the value of ζ i,j (t + 1) and causes the neuron to enter a relatively resting state. By using the two above-mentioned parts of the internal state of a chaotic neuron, the output value of the chaotic neuron is defined as
To improve the performance of the CMS method, we introduced another operation called phase shift (PS). PS is commonly used for avoiding sub-optimal solutions [2, 3] . In this operation, all motif candidates are shifted a few positions to the left or to the right simultaneously.
The CMS algorithm can be described as follows: (Fig. 4(a) ).
ALOOPS:
If one motif is selected in a single sequence a(i), the internal states are calculated from the first neuron j = 1 to the j = m a(i) − W + 1 neuron in the sequence a(i). However, if multiple motifs are selected in a single sequence a(i), the internal states of some neurons are not calculated. For example, two motifs v 1 and v 2 are selected from sequence a(i), then the position of v 1 will change to a new position. In this case, if the elements of the new motif candidate are not overlapped by the elements of v 2 , the internal states of the corresponding neurons in sequence a(i) are calculated (Fig. 4(b) ).
AMOOPS:
The internal states are calculated from the first neuron j = 1 to j = m a(i) − W + 1 in sequence a(i) and from the first neuron to the last neuron in a sequence which does not contain a motif candidate (Fig. 4(c) ).
AOPS:
If the elements of the new motif candidate are not overlapped with the elements of the other selected motifs, the internal states of the corresponding neurons are calculated (Fig.  4(d) ).
5. A new motif position at which the value of the internal state is a maximum is determined. If the internal state of the (i, j)th neuron is maximum and if x i,j (t + 1) > 1/2, the corresponding motif candidate becomes a new motif position, and the value ofÊ is updated. IfÊ is the best solution, PS is applied to this solution.
6. Repeat steps 3-5 until the number of iterations is satisfied. 
Results
In [3] , the performance of the Neighborhood Optimization for Multiple Alignment Discovery (Nomad) is compared with the performance of the several algorithms such as the Gibbs site sampler (GSS) [2] , MEME and CONSENSUS, for the OOPS-type and AOPS-type problems. Among these abovementioned algorithms, the performance of the GSS method was examined in detail because it is one of the most famous algorithms for detecting motifs and it provides better solutions than the MEME and CONSENSUS methods. In this section, we compare the performance of the CMS method to that of the Nomad method [3] and that of the GSS method [2] for the OOPS-type and AOPS-type problems. We conducted simulations using the gcc compiler on a Mac Pro (2×2.8 GHz Quad-Core Intel Xeon) with 2GB memory running Mac OS X 10.5.5.
The results for the OOPS-type problem
To compare the performances of the CMS, Nomad, and GSS methods for the OOPS-type problem, we prepared two data sets used [2, 3] (Fig. 5) . Since both data sets contain helix-turn-helix domains, it is difficult to identify the motifs. The first data set is HTH-A data set used in [2] , while the second one is HTH-B data set used in [3] . The HTH-A data set is composed of 30 sequences; one motif of width 18 is included in each sequence ( Fig. 5(a) ). The HTH-B data set is composed of 16 sequences; one motif of width 16 is included in each sequence (Fig. 5(b) ). First, we compared the temporal changes in the entropy score (Eq. (6)) for the GSS, Nomad and, CMS (β = 50, α = 0.90, k r = 0.45, θ = 1.0, = 0.01) methods. In this simulation, the width of PS is set to six for all methods. Figure 6 shows the temporal changes in the entropy scores for the HTH-B data set [3] . We observe that the CMS method finds the correct motifs with fewer iterations than the GSS and the Nomad methods. However, the CPU time of one iteration is different for each method. We then compared the three methods on the basis of the CPU time and the number of evaluations. The number of evaluations means how many times the entropy score is calculated (Eq. (6)) until correct motifs are found. If the number of evaluations for the entropy score is small, correct motifs are extracted with less costs. Figures 7 and 8 show the results of the comparisons. In these figures, the ordinates show the success rates of finding correct motifs over 500 trials, and the abscissas show the CPU times and the numbers of evaluation for the entropy score, respectively. From Fig. 7(a) , we can observe that for the HTH-A data set the CMS method obtains better solutions faster than the GSS method, and the Nomad method shows almost the same performance as the CMS method. On the other hand, for the HTH-B data set [3] , the performance of the Nomad method is the worst (Fig. 8(a) ), and the performance of the GSS method is almost the same as the CMS method. These results indicate that the CMS method is more robust than the GSS method and the Nomad method. In addition, the CMS method can extract correct motifs with fewer movements of motif candidates than the other methods, because the number of evaluation for the entropy score is less than the other methods (Figs. 7(b) and 8(b) ).
Next, we investigated the relationship between the performance of the CMS method and the refractory effect. We varied the values of α and k r in Eq. (7). If the values of α and k r become larger, the refractory effect becomes stronger. If these parameters take small values, the influence of the refractory effect is weak. In this simulation, the values of the other parameters are as follows: β = 50, θ = 1.0, = 0.01, and the width of PS is six. Figure 9 shows the results of the simulation. From the results, we can extract correct motifs in a large parameter space where the refractory effect is strong. Fig. 9 . Performance of the CMS method for (a) HTH-A data set [2] and (b) HTH-B data set [3] .
The results for the AOPS-type problem
To compare the performances of the CMS, Nomad, and GSS methods for the AOPS-type problem, we prepared a different data set, which has also been used in [3] . To investigate the performance of the Nomad method for the AOPS-type problem, a protein data set with two types of biological sequences has been constructed in [3] . One type is the PROSITE family PS00018 (ID EF HAND). The PROSITE family is known to contain one or more EF-hand domains. The second type is a random protein sequence that does not contain EF-hand domains. The data set [3] comprises seven sequences that contain multiple motifs (W = 12) in the PS00018 PROSITE family (Fig. 10) and seven random protein sequences (Table I) . We call this data set "EF-hand data" in this paper. Figure 11 shows the results for the CMS method (β = 15, θ = 1.0, = 0.01). From the results, we can extract correct motifs in large parameter space regions, where the refractory effect is strong. In the CMS, if the values of α and k r become larger, the refractory effect becomes stronger. On the Fig. 10 . Alignment for the correct motifs. The first column is the accession number in the Swiss-Prot database, the second column is the alignment of motifs, and the third column is the positions of the correct motifs. Table I . EF-hand data set. The first column is the accession number in the Swiss-Prot database, the second column is the length of the sequences, and the third column provides the number of motifs in each sequence. Length #EF-hand  P14533  CABO LOLPE  149  4  P53440  CALF NAEGR  155  4  P09485  LPSA LYTPI  321  8  P04113  MLRA PATYE  161  1  P02631  ONCO RAT  108  2  P04109  SP1A STRPU  152  4  P10246  TPCS MELGA  162  4  P16699  MANB BACSM  513  0  Q52814  AAPM RHILV  384  0  P23514  COPB RAT  953  0  Q8DI39  UVRC SYNEL  626  0  Q16348  PET2 HUMAN  729  0  P13201  VGLB HCMVT  907  0  Q8YEB3 IF2 BRUME  959  0 other hand, if these parameters take small values, the influence of the refractory effect is weak. From Figs. 9 and 11, even if the refractory effect is weak (the parameters α and k r are low), the results for EF-hand data set exhibit high performance. The regions with high performance are larger for EF-hand data set that HTH-A and HTH-B. One of the possible reasons is that it is easy to escape from the local minima in case of the EF-hand data set. Next, we compared the CPU time of the CMS and that of the Nomad methods. In this simulation, the values of the parameters of the CMS method are as follows: β = 15, α = 0.20, k r = 0.90, θ = 1.0, = 0.01, and width of shift is 4. Figure 12 shows the results of the simulation. In this figure, the ordinates show the success rates of finding correct motifs over 500 trials, and the abscissas show the CPU time and the number of evaluation for entropy score. From Fig. 12 , we can observe that the Nomad method obtains good solutions faster than the CMS method and that the number of evaluation for entropy score of the Nomad method is less than that of the CMS method. The reason why the Nomad method shows a slightly better performance with regard to the calculation cost is that it has a different strategy for avoiding the local minima. On the other hand, in the CMS method, chaotic dynamics is used to overcome the local minimum problem. Then, the CMS method can search not only around an initial solution but also in a larger solution space, and more time is spent on finding an optimal solution. On the other hand, the Nomad method searches an optimal solution by using a greedy strategy. In this method, after the searching states get at a local minimum, a different initial solution is reproduced to escape from the local minimum; the Nomad method continues to search the optimal solution from around the new initial solution. If the number of local minima is small, or the problem is easy, the Nomad method can find the optimal solution faster because it does not have to reproduce new initial solutions frequently. However, if many local minima exist in a problem, the Nomad method requires more time to find the optimal solution. Figure 13 shows the number of times the Nomad reproduces an initial solution in one trial. If the optimal solution is searched without reproducing new initial solutions from a data set, the number of initial solutions reproduced is zero. Figure 13 shows that the number of initial solutions are large in the case of the HTH-B data set (Fig. 13) . Then, this data set (HTH-B data set) is difficult problem. On the other hand, in the case of EF-hand data set, the initial solutions are not reproduced for 70% of the trials (Fig. 13) . In other words, this data set is an easy problem and because the number of local minima is small, then, this data set can be solved only by a greedy algorithm. In the case of EF-hand data, the Nomad method finds motifs faster than the CMS method. Thus, the Nomad method consumes less CPU time than the CMS method.
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Conclusion
In this paper, we proposed a new deterministic method called Chaotic Motif Sampler for solving motif extraction problems, which is one of the most important issues in genome information science; this method employs chaotic dynamics. Then, to investigate the performance of the CMS method, we applied the CMS method to the easiest type problem (OOPS-type problem) and the most difficult type problem (AOPS-type problem). The results indicate that the performance of the Chaotic Motif Sampler is better than that of the Gibbs site sampler (GSS) [2] and the Neighborhood Optimization for Multiple Alignment Discovery (Nomad) [3] . To extract motifs from biological sequences by using the proposed method, the optimal parameters have to be set. Then, it is important to develop a parameter adjusting method. To provide a guideline on how to tune the parameters in case that correct answers are not known, we have already reported preliminary results by a systematic method which adjusts the parameters α, k r , and β by the firing rates of chaotic neurons and an updating rate of motif candidate positions [16] . In [16] , for the same data set used in the present paper, we show that even if initial values of parameters are not appropriate, it is possible to find the motifs by the CMS with the parameter adjusting method. To realize much higher performance for the CMS, it is also important to apply the parameter adjusting method to various data sets to verify it validity.
