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1. INTRODUCTION AND TERMINOLOGY 
A connected graph G is elementary if the union of all its l-factors forms a 
connected subgraph. The special class of elementary graphs which are also 
bipartite play an important role in the structure of factorizable graphs as 
treated by the first author [5]. The following theorem due to Hetyei [3] 
provides four useful alternate characterizations of elementary bipartite 
graphs. 
THEOREM 1 (Hetyei). Let G be a bipartite graph with color classes U and W. 
Then the foIlowing properties are equivalent. 
(i) G is elementary; 
(ii) G = K2 , or I V(G)/ >4 andfor any UEU, WE W, G-u-w 
contains a l-factor; 
(iii) / U 1 = / W / and any set X, % C XC U, is ,joined to at least 
/ X 1 + 1 points in W; 
(iv) G is connected and every line of G lies in some l-factor of G. 
His results imply, however, yet another characterization of these graphs 
which will prove most useful in this paper, namely, their so-called “ear” 
structure. This structure is mentioned in [S, Theorem 3.101, but not discussed 
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in any detail there. Since it is so important in the studies in this paper, 
we shall now elaborate. 
Construction. Let x be any line. Join its endpoints by a path e1 of odd 
length (the so-called “first ear”). Inductively one may construct a sequence of 
bipartite graphs as follows. If G = x + l 1 + a.. + E,-~ has already been 
constructed, add the rth ear E, by joining any two points of G which lie in 
different color classes by an odd path (Ed). 
THEOREM 2. A graph G is elementary and bipartite z@ G has a represen- 
tation G = x + Ed + .‘. + E, where this decomposition is as described in the 
construction. 
ProoJ Suppose first that G has an ear decomposition x + cl + ..’ + c, 
conforming to the construction. We proceed by induction on the number of 
ears r. If r = 1, G is an even cycle and hence elementary. So suppose 
Gj-1 = x + Ed + *.. + Ej-1 (r > ,j 3 2) is elementary. We wish to show 
Gj = X + ~1 + ... + Ej is elementary. Let the points of attachment for cj 
be a and b. 
Choose any line x of GjPl . Since GjVl is elementary by the induction 
hypothesis, there is a l-factor F,’ of GiPl containing x by Theorem 1. More- 
over Fx’ extends to a 1 -factor Fz of Gj since cj is an odd path. So every line of 
GiPl lies in a l-factor of Gj . 
Now by Theorem 1, G - a - b has a l-factor F’ and F’ obviously extends 
to a 1 -factor F of G which uses all lines of Ej not in F above. Hence all lines of 
Gi lie in l-factors and Gj is elementary. 
Conversely, suppose G is an elementary bipartite graph. We wish to find 
an ear decomposition for G. Let x be any line of G and let F, be a l-factor of G 
containing .Y. Then if x = ab, suppose (without loss of generality) that 
1’ = bc is any line adjacent to x. Let Fv be a l-factor of G containing J* 
(such an F, exists by Theorem 1). Then the component of F u Fg containing 
.Y and 4’ is an even cycle C = x + Ed and we have our first ear. 
If G = .X + e1 we are done of course, so suppose there is a line z = ef 
of G - (s A 63 with at least one endpoint, say e, on .Y + or . Let Fz be a 
l-factor of G containing z. Let P be the alternating Fz u F2 path obtained 
by starting at e, traversing Fz u F,, through z todand ending upon the first 
reencounter with a point of .Y + or . The (necessarily odd) path traversed will 
be our second ear Ed . One may continue to find such ears until every line of G 
has been put in some ear. This completes the proof. 
Several remarks are in order here regarding such an ear decomposition. 
(If G = x I l 1 + ... 5 E,. , denote x + or + .a. t ei by Gi for all i, 
1 -<i-<r.) 
(1) It may be started with any line X. 
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(2) It is clearly not unique in general. 
(3) Single lines may appear as ears. 
(4) Note that Vi, 1 < i .< r, the graph G - V(Gi) has a l-factor. 
ln general we shall call a subgraph H of an elementary graph G nice if H is 
elementary and any l-factor of H extends to a l-factor of G. The latter is 
clearly equivalent to the condition that G - V(H) has a l-factor. Given any 
nice subgraph H of G, one can obtain a decomposition of G = H + 
El + ... + E, where Ei is an ear (i.e., a path of odd length) joining different 
color classes of H + Ed + ... t eiel . This follows just like Theorem 2. 
(5) If G has ear decomposition x + c1 + ... f F, , then it is easy to see 
that r = q - p + 2 where as usual p = ) V(G) 1, q = / E(G)\, and hence, 
although the ear decomposition is not necessarily unique, the number of ears 
in any ear decomposition is the same. Since in any ear decomposition x + pi 
forms a cycle we shall sometimes find it convenient to simply denote the ear 
decomposition as l 1 + ... + E, where Ed will be understood to be an even 
cycle. Of course r = q - p + 1 = the cyclomatic number of G. 
We would like to point out that for general (i.e., nonbipartite) graphs 
Theorem 2 does not remain valid, but we can replace it with the following. 
I f  G is an elementary graph, then there is a chain of subgraphs 
GoCG,C...CGk = G, 
where G, is an even cycle, each Gi is a nice elementary subgraph of G and G i+l 
is obtained from Gi by attaching one or two ears [6]. 
For any terminology not defined in this paper the reader is referred to 
Harary [2]. 
2. PROPERTIES OF MINIMAL ELEMENTARY BIPARTITE GRAPHS 
The main goal of this paper is to study the structure of minimal elementary 
bipartite graphs, i.e., those elementary bipartite graphs G such that for every 
line x, G - x is no longer elementary. Intuitively one can imagine that such 
graphs cannot be too dense. We shall make this precise. In the course of 
doing this, we shall also determine some important structural properties as 
well as obtaining a characterization. 
THEOREM 3. Any nice subgraph of a minimal elementary bipartite graph is 
minimal elementary. In other words, let G = Ed I .‘. f  E,. be a minimal 
elementary bigraph where l 1 is an even cycle. Then for i = l,..., r, G, = 
El A- .*. + ci is also minimal elementary. 
130 LOVkZ AND PLUMMER 
Proof. Clearly it suffices to show this for C,-, = G’. We know that G’ is 
elementary by Theorem 2. It remains only to show minimality. So let y be any 
line of G’ and suppose G’ - y is elementary. But then so is G’ - y + E, = 
G - y by Theorem 2. This contradiction completes the proof. 
Note in particular that in any ear decomposition of a minimal elementary 
bipartite graph no ear can consist of a single line. This observation also 
explains why in any ear decomposition of a minimal elementary bipartite 
graph (such as in the hypothesis of the preceding theorem) one must begin 
with an even cycle of length at least 6 (unless G = C,). 
One can, however, prove more; namely, C, cannot even be a subgraph of a 
minimal elementary bigraph. 
THEOREM 4. If G # C, and G is minimal elementary bipartite, G contains 
no c, . 
Proof. Suppose, on the contrary, that G does contain a C, . By the ear 
structure characterization of elementary bipartite graphs, we may choose 
any line and add ears until the first C, is formed. Now such a C, must have 
been formed by adding an odd path of length 1 or 3. By Theorem 3, only the 
latter possibility can occur. 
So suppose the C, was formed by adding a path P of length 3. Let H be the 
subgraph of G obtained just prior to adding P. Furthermore, suppose line 
x = ab is the line of H such that x + P is the C, . As we have remarked, no 
decomposition can start with C, , so H + x. By Theorem 3, H + P is a 
minimal elementary bipartite graph. On the other hand, H’ = H + P - x 
arises from H by subdividing the line x by two points, and hence it is also 
elementary. This contradiction proves the theorem. 
A line of graph G is a 2-line if both endpoints have degree 2. It is a 3-line 
if both endpoints have degree >3. Let q2(q3) denote the number of 2-lines 
(34ines). We now investigate the distribution of 2-lines in a minimal elemen- 
tary bipartite graph. 
THEOREM 5. Let G be a minimal elementary bipartite graph and let 
x+Q+ ‘. . + E, be an ear decomposition of G. Then every ci contains at 
least one 2-line. 
Proof. In the given decomposition, fix any ear ci . Now among all ear 
decompositions of G which use a piece of ei as an ear, choose one which 
uses a smallest such piece. Let this piece be Ed’. 
We claim that all inner points of ci’ have degree =2 in G. 
Suppose not. Let x = uv be any line not in l i’ but having one endpoint 
an interior point of ci’ (e.g., suppose v E V(E~‘)). Let F, be a l-factor of G 
containing x and let F be a l-factor of G - I/(E~’ + ... + Ed’). Starting with 
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X, take an alternating F, - F path P. Let A = U n V(Gj-,) and B = 
W n V(G;-3. 
(1) Suppose P returns to l i’ at some point a, say, before reaching 
A - V(+‘) or B - V(E~‘) (cf. Fig. la). Then take the ear decomposition 
El’ + ..* t- El-l + [Q’ - Ei’[a, c] + P] + Q’[U, r;] 
which is a nice subgraph and therefore can be extended to a valid ear decom- 
position of G. Since ~~‘[a, V] is a proper section of Q’, we contradict the 
selection of Ed’. 
(2) Suppose P reaches A u B at point w say, before ci’ (Fig. lb). Then 
take or’ -t .-. + E;-~ + [Q’ - Q’[u, IV] + P] + E~‘[zI, w] (which again is a 
nice subgraph and proceed as in (1). 
FIGURE I 
COROLLARY 5.1. If G is a minimal elementary bigraph which is not an even 
cycle and C is any cycle in G, then C contains two 2-lines which are separated 
on C by points of degree 33 in G. 
Proof. Let C be a fixed cycle in G. Let x be any non-Zline in G. Choose 
any ear decomposition G = x + or + 1.. + E, for G and suppose C is 
first complete at stage x + or + .‘* + Ed . Then by Theorem 5, Ed, and 
therefore C, will contain a 2-line y. On the other hand, we are also free to find 
an ear decomposition for G beginning with line y; i.e., G = y + 
El’ + ... + ET’. Now consider the stage of this decomposition when C is 
first complete, say at y + Ed’ t *.* + Q’. Then cj’ forms a piece of C and by 
Theorem 5 contains a 2-line z (#y). 
COROLLARY 5.2. Any minimaf elementary bipartite graph G is separated 
by its 24nes. 
Proof. Suppose not. Let G’ result from G by removing all 2-lines. Then 
G’ must be a spanning tree for G. But then reinserting a single 2-line will 
132 LOVASZ AND PLUMMER 
produce a cycle in G containing only one 2-line contradicting Corollary 5.1. 
We conclude by obtaining some bounds of several kinds for minimal 
elementary bigraphs. 
THEOREM 6. If G is a minimal elementary bigraph, q < (3p - 6)/2 and 
this bound is sharp for all p (even). 
Proof. Let G have an ear structure c1 + *.. + l i. . Then if E, is an even 
cycle it contains >,6 lines by Theorem 4 and since each succeeding ear 
contributes one more new line than new point the result follows trivially by 
induction on the number of ears. 
The extremal family shown in Fig. 2 demonstrates the sharpness of the 
bound. 
FIGURE 2 
THEOREM 7. Let G be a minimal elementary bipartite graph on p points 
(.p > 8) and let q3 be the number of 3-lines in G. Then q3 < 2[(p - 8)/4]. 
In each case the bound is sharp. 
Proof. We know that G has an ear assembly s + or + ... + E, where 
we are free to choose any line as our X, so choose a 3-line for x. (If there are 
no 3-lines, there is nothing to prove.) 
Let hi denote the number of 3-lines on .s~ , kj, the length of ci , and I?~ , the 
number of inner points of 6; of degree 23. 
Note first that hi & 12~ , Vi and in particular, hl < n, - 1, because each 
cycle is separated by its 2-lines and thus x + <I is so separated. 
Tf we let n = CL, n, + 2 = total number of points of degree at least 3, 
we have 
2q 2 3n + 2(p - n) = II + 2p 
= 2 Iii + 2p -A 2 
i=l 
3 i hj + 2p + 3 
i=l 
= q3 + 2p f 2. 
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On the other hand, since the 2-lines separate x t Ed, it follows that 
11~ .gt1-6andh, <ei-3,Vi>, l.Thus 
q3 = i hi + I .< i di - 3r -- 2 
i-1 i _ I 
=q--1 -33(9-/Jf1)-2 
= 3p - 2q - 6 
<3p-h-2p-2-6, bY (1) 
(2) 
and thus q3 G (p - 8)/2. 
Now if equality holds in (2), it must hold in (I) as well and hence q3 is even. 
In other words, if q3 is odd (or equivalently if p & 0 (mod 4)), then q3 < 
(p - 8)/2; i.e., q3 < (p - 10)/2. 
We now exhibit the extremal families (Fig. 3). 
C8 and for pro (mod 4) 
FIGURE 3 
Now let III~ denote the number of 2-points of G adjacent to exactly i 
2-lines (i = 0, 1,2). Our aim is to show that there are many %-points. Since 
those 2-points adjacent to exactly one 2-line will turn out to play the main role 
here, we consider the rest separately and set m = m, + m, . 
THEOREM 8. If  G is a minimal elementary bipartite graph which is not a 
cycle then m s< p - 6 - 2(q - p). In particular, m < p -- 8. Moreozler, 
this bout& is sharp for all p and q. p < q < (3p - 6)/2. 
ProoJ Let G = l 1 + 1.. + E,. be an ear decomposition of G. By 
Theorem 7, each ear contains at least one 2-line and hence, it contains at 
least two 2-points adjacent to exactly one 2-line. Similarly, by Corollary 5.1, 
the cycle e1 contains at least four such points. There are, furthermore, at 
least two points of degree 23. Hence 
m(p-2-4-2(r-1) 
= p -- 2 - 4 - 2(q - p). 
The bound is sharp, as shown by the graph (Fig. 4). 





THEOREM 9. Let G be a minimal eiementary bipartite graph with p > 10 
points which is nof an even cycle. Let m be as above and let pz denote the 
number of points of degree 2 in G. Then 
pz 2 m + 2KP - m + 7Y41, 
and moreover, this bound is sharp for all m and p 3 m + 8. 
Proof. Note that mi (i = 0, 1,2) is the number of points of degree i in G’, 
where G’ denotes the graph obtained by removing all 2-lines from G and let 
m3 = p - m, - m, - m2 . Observe that m = m, + m, and pz = m + m, . 
Thusp, - m is the number of 2-points incident with exactly one 2-line and is, 
therefore, even. 
By Corollary 5.2, G’ is a forest and since G is not an even cycle, at Ieast 
two components of G’ are not isolates. Thus if c denotes the number of 
components of G’, it follows that qC,’ = p - c < p - m,, - 2. Hence 
3m, i- 2m, + m, < 2(p - m, -- 2). Substituting for m3, we obtain 
3p-3m,-3m,-3m,+2m,+m,<2p-2m,-4.Thusp+4<m0+ 
2ml + m2 = 2p2 - m; i.e., (pz - m)/2 > (p - m + 4)/4. 
The result follows now from the observation that the left-hand side is an 
integer. 
To show the sharpness we refer to the families of graphs shown in Fig. 5. 
‘\ 
jfor p-m=0 (mod4) 
/’ 
‘\ 




I for p-m: 2 (mod 4) 
/’ 
-\ Ix- \ 1 for p-m:3 (mod41 / 
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THEOREM 10. Let G be a minimal elementary bipartite graph with q2 
2-lines. Then each of the following is a lower boundfor 4%: 
64 q2 b I E(G)1 - I VG)l + 2; 
(b) qz 2 KP + W/61. 
Moreover, bound (b) is sharp for all p > 6. 
Proof. Note first that if p = 4 or 6 then the cycle C, is the only minimal 
elementary bipartite graph on p points and each has q2 = p. 
Hence suppose p > 6. Bound (a) is immediate from Theorem 5 by letting x 
be a 2-line. 
To obtain bound (b) let F denote the forest resulting from G after removing 
its 2-lines; let k denote the number of points of degree 2 in F, s, the number of 
isolates in F; m, the number of endpoints of F; and let c denote the number of 
components of F. 
Then 3(p - m - k - s) + m + 2k < 2(p - c) and thus 
3s+2m+k>p+2c. 
On the other hand, the number of lines in F is 
(3) 
p-c>,2k+m (4) 
since no point counted by k is adjacent to one counted by m. 
From (3) k > p + 2c - 2m - 3s, so in (4) we have p - c > 2p - 4c - 
4m + m - 6s and hence 3m > p + 5c - 6s. But then 2s + m 3 
(p + 5c)/3 >, (p + lo)/3 and therefore q2 = (2s + m)/2 > (p + lo)/6 and 
q2 > [(p + 15)/6], since q2 is integral. The extremal graphs for this bound 
are shown in Fig. 6. 
The next theorem not only enables us to obtain a characterization of 
minimal elementary bipartite graphs in terms of cycles and chords, but also 
FIGURE 6 
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yields several other interesting corollaries. By chord we mean as usual an!’ 
line which has both endpoints on a given cycle, but which itself is not a line 
of the cycle. To avoid confusion in the following we shall call a path of 
length n all of whose interior points are of degree 2 in the graph an n-path. 
Similarly, denote as a pending path a path of any length all of whose interior 
points are of degree 2 in G. 
THEOREM Il. If G is an elementary bigraph and G,, is any subgraph of G 
without isolated points, then there exists a nice elementary subgraph G’ such 
that G, C G’ C G and G’ has cyclomatic number no greater than / E(G,,)I - 1. 
Proof. Let G’ be a minimal nice elementary subgraph of G containing G, . 
Define Gr as follows. Let W be the set of points of G’ of degree at least 3. 
We may assume W # @ for otherwise G, is a single line or a cycle and we 
are done. Given any two points of W, join them by a 2-path whenever they 
are connected by an even pending path in G, by a single line whenever they 
are connected by an odd pending path which does not meet Go (i.e., the path 
has no line in common with G,), and by a 3-path whenever they are joined 
by an odd pending path which contains a line of G, . 
We claim that G, is a minimal elementary bigraph. It is clearly bipartite 
and elementary. To check minimality, assume there is a line e in E(G,) such 
that G, - e is elementary. Then deleting from G’ the (necessarily) odd 
pending path corresponding to e, we obtain a nice subgraph G” C G’ C G 
and by definition of G, we still have G, C G”. Moreover, G” is elementary 
because it arises from G, - e by replacing each pending path by one of the 
same parity. But this contradicts the minimality of G’. This completes the 
proof of the claim. 
Now by Theorem IO(a), G1 has at least / E(G,)I - I V(G,)j T 2 2-lines. 
On the other hand, G, has at most 1 E(G,)I 2-lines, by definition of G, . 
so 
I E(G)/ 2 I HG)l - I UG,)l + 2 
= I E(G’)I - I QG’)I + 2 
and the theorem is proved. 
As a first corollary we present a special case of a theorem by Little [4]. 
COROLLARY II. 1. Any two lines of an elementary bipartite graph are 
contained in a nice cycle. 
Proof. Let G, denote the subgraph consisting of the two given lines. 
The next corollary implies that the following question is algorithmically 
decidable: “Given a graph Go does there exist a minimal elementary bipartite 
graph G containing G, as a subgraph?” 
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COROLLARY 11.2. If G, is a subgraph of some minimal elementary 
bipartite graph, then it is a subgraph of one with cyclomatic number no greater 
then 1 E(G& - 1 and with at most 12 1 V(G,,)/ - 10 points. 
Proof. Let G be a minimum minimal elementary bipartite graph con- 
taining G, . By Theorem 11 there is a nice elementary subgraph G’ C G 
such that G, c G’ and G’ has cyclomatic number at most / E(G,)I - 1. By 
Theorem 3, G is also a minimal elementary bipartite graph and so G’ = G 
by the assumption that G is minimal. So the cyclomatic number of G is at 
most 1 E(G,)J - 1. 
Clearly G has no 24ines point disjoint from G, since it is minimum and 
any point of G, is adjacent to at most two 2-lines of G. So the number of 
2-lines of G is 
y2 < 2 i VW. 
On the other hand, Theorem 10(b) yields 
qz 2 (P + W/6, 
where p is the number of points in G. So 
and hence 
2 I VW > (P + lo)/6 
p < 12 1 V(GJ - 10 
and the proof is complete. 
We can now present a characterization of minimal elementary bipartite 
graphs. 
THEOREM 12. Let G be a minimal elementary bipartite graph. Then G is 
minimal #no nice cycle in G has a chord. 
Proof. if G is minimal, consider any ear decomposition starting with any 
given nice cycle. Then any chord of this cycle would have to be an ear which, 
as we have already demonstrated, is impossible. 
Conversely, suppose G is not minimal. Then it contains a line x = ab 
such that G - x is elementary. But by Corollary 11 .l, a and b lie on a nice 
cycle in G - x and thus x is a chord of this cycle. 
We hasten to point out, however, that Theorem 12 does not preclude the 
existence of chords in minimal elementary bipartite graphs. The graph in 
Fig. 7 is a minimal elementary bipartite graph with chord x as shown. 
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FIGURE 7 
CONCLUSION 
In closing we would like to point out that there are a striking number of 
similarities between minimal elementary bipartite graphs and minimal 
blocks (i.e., 2-connected graphs). (See [I, 71 for the structural properties 
of the latter.) In particular, each has an ear decomposition and the 24ines 
play a similar separation role for elementary bigraphs as 2-points in minimal 
blocks. Both have characterizations in terms of chordless cycles. We cannot 
provide the reader with any deep underlying unifying theory for this, but the 
structure of minimal blocks did certainly motivate our studies in the present 
paper. 
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