Introduction
These notes discuss recent topics in orbit equivalence theory in operator algebra framework. Firstly, we provide an operator algebraic interpretation of discrete measurable groupoids in the course of giving a simple observation, which re-proves (and slightly generalizes) a result on treeability due to Adams and Spatzier [2, Theorem 1.8], by using operator algebra techniques. Secondly, we reconstruct Gaboriau's work [14] on costs of equivalence relations in operator algebra framework with avoiding any measure theoretic argument. It is done in the same sprit as of [23] for aiming to make Gaboriau's beautiful work much more accessible to operator algebraists (like us) who are not much familiar with ergodic theory. As simple byproducts, we clarify what kind of results in [14] can or cannot be generalized to the non-principal groupoid case, and observe that the cost of a countable discrete group with regarding it as a groupoid (i.e., a different quantity from Gaboriau's original one [14, p.43] ) is nothing less than the smallest number of its generators in sharp contrast with the corresponding ℓ 2 -Betti numbers, see Remark 3.4 (2) . The methods given here may be useful for further discussing the attempts, due to Shlyakhtenko [29] [30] , of interpreting Gaboriau's work on costs by the idea of free entropy (dimension) due to Voiculescu. We introduce the notational convention we will employ; for a von Neumann algebra N, the unitaries, the partial isometries and the projections in N are denoted by N u , N pi and N p , respectively. The left and right support projections of v ∈ N pi are denoted by l(v) and r(v), respectively, i.e., l(v) := vv * and r(v) := v * v. We also mention that only von Neumann algebras with separable preduals will be discussed throughout these notes.
We should thank Damien Gaboriau who earnestly explained us the core idea in his work, and also thank Tomohiro Hayashi for pointing out an insufficient point in a preliminary version. The present notes were provided in part for the lectures we gave at University of Tokyo, in 2004, and we thank Yasuyuki Kawahigashi for his invitation and hospitality.
Supported in part by Grant-in-Aid for Young Scientists (B) 14740118. a way that every g ∈ G \ K satisfies that E M A y i λ g φ ≤ ε/ 2 n i=1 x i ∞ . Then, |ψ λ (g)| ≤ ε for every g ∈ G \ K.
In what follows, we further assume that A is commutative. Denote G(M ⊇ A) := v ∈ M : v * v, vv * ∈ A p , vAv * = Avv * and call it the full (normalizing) groupoid of A in M. When A is a MASA in M and G(M ⊇ A) generates M as von Neumann algebra, we call A a Cartan subalgebra in M, see [12] . Let us introduce a von Neumann algebraic formulation of the set of one-sheeted sets in a countable discrete measurable groupoid. • u, v ∈ G =⇒ uv ∈ G;
• u ∈ G =⇒ u * ∈ G; • u ∈ A pi =⇒ u ∈ G (and, in particular, u ∈ G, p ∈ A p =⇒ pu, up ∈ G); • Let {u k } k be a (possibly infinite) collection of elements in G. If the support projections and the range projections respectively form mutually orthogonal families, then k u k ∈ G in σ-strong* topology; • Each u ∈ G has a (possibly zero) e ∈ A p such that e ≤ l(u) and E M A -groupoids inside a fixed G generate the same intermediate von Neumann algebra between G ′′ ⊇ A, then they must coincide. If A = C1, then the image π(G) with the quotient map π : M u → M u /T1 is a countable discrete group. The full groupoid G(M ⊇ A) itself becomes an E M A -groupoid when A is a MASA in M thanks to Dye's lemma ( [10, Lemma 6.1] ; also see [6] ), which asserts the same as in Lemma 2.3 for G(M ⊇ A) without any assumption when A is a Cartan subalgebra in M. (The non-finite case needs a recently well-established result in [3] .) Moreover, the set of one-sheeted sets in a countable discrete measurable groupoid canonically gives an E M A -groupoid, where M ⊇ A with E M A : M → A are constructed by the so-called regular representation. See just after the next lemma for this fact. Let us introduce the notions of graphings and treeings due to Adams [1] (also see [14] , [29, Proposition 7.5] ) in operator algebra framework. We call such a collection U as in Lemma 2.2, i.e, G ′′ = A ∨ U ′′ , a graphing of G. On the other hand, a collection U of elements in G(M ⊇ A) (n.b., not assumed to be a graphing) is said to be a treeing if E M A (w) = 0 for all words w in U ⊔ U * of reduced form in the formal sense. This is equivalent to that U is a * -free family (or equivalently, {A ∨ {u} ′′ } u∈U is a free family of von Neumann algebras) with respect to E M A in the sense of Voiculescu (see e.g. [32, § §3.8]) since every element in G(M ⊇ A) normalizes A. We say that G has a treeing U when U is a treeing and a graphing of G, and also G is treeable if G has a treeing.
Lemma 2.4. (cf. [17] , [4] 
Proof. We may and do assume M = M(G) for simplicity. We first assume that U is a finite collection. Since U is a treeing, each u ∈ U satisfies either u m = 0 or E M A (u m ) = 0, and thus each N u := A ∨ {u} ′′ can be decomposed into
−m means the adjoint u * m as convention. By looking at this description, it is not so hard to confirm that each triple N u ⊇ A with E M A Nv satisfies Relative Haagerup Property. Namely, one can construct a net Ψ (ε) u : N u → N u of completely positive maps in such a way that
u converges to id Nu pointwisely, in σ-strong topology, as ε ց 0;
The case (i) is easy, that is,
converges to id Nu pointwidely, in σ-strong topology, and one has
The case (ii) needs to modify the standard argument [17, Lemma 1.1]. By using the cyclic representation of Z induced by the positive definite function m → e −ε|m| one can construct a sequence
, and then the desired completely positive maps can be given by
In fact, it is easy to see that Ψ (ε) u (u m a) = e −ε|m| u m a for m ∈ Z, a ∈ A, which shows that the range of Ψ (ε) u sits in N u and that Ψ (ε) u converges to id Nu pointwidely, in σ-strong topology. Moreover, one has
in operator norm. Since U is a treeing, we have
Therefore, [4, Proposition 3.9] shows that the inclusion M ⊇ A with E u : M → M, which is uniquely determined by the following properties:
(See [5, Theorem 3.8] in the most generic form at present.) Since each Ψ (ε) u converges to id Nu pointwidely in σ-strong topology, as ε ց 0, the above two properties enable us to confirm that so does Ψ (ε) to id M . It is standard to see that
with
, where ⊗ ϕ means the relative tensor product operation over A with respect to ϕ| A ∈ A * (see [27] ). Notice that, with x (3) , and hence by (1),(2), we have, via (3),
with certain natural numbers n = n(u 1 , u 2 , . . . , u ℓ ; m 1 , m 2 , . . . , m ℓ ) that converges to +∞ as |m 1 |, |m 2 | . . . , |m ℓ | → ∞ (as long as when it is possible to do so). Note also that
By these facts, Ψ (ε) clearly falls in the operator norm closure of Me A M since U is a finite collection. Hence, the net Ψ (ε) of completely positive maps on M provides a desired one showing that the inclusion M ⊇ A with the E M A has Relative Haagerup Property.
Next, we deal with the case that U is an infinite collection. In this case, one should at first choose a filtration U 1 ⊆ U 2 ⊆ · · · ր U = k U k by finite subcollections. Then, instead of the above Ψ (ε) we consider the completely positive maps
converges to id M pointwidely, in σ-strong topology, as k → ∞, and so does Ψ (ε) k to id M too, as ε ց 0, k → ∞. We easily see that
in (3) . Note that the summation of each ℓth direct summand of (4) is taken over the alternating words in the fixed finite collection U k of length ℓ, and thus the previous argument works for showing that Ψ
. Hence, we are done.
Here, we briefly summarize some basic facts on von Neumann algebras associated with countable discrete measurable groupoids, see e.g. [16] , [25] . Let Γ be a countable discrete measurable groupoid with unit space X, where X is a standard Borel space with a regular Borel measure. With a non-singular measure on X under Γ one can construct, in a canonical way, a pair M(Γ) ⊇ A(Γ) of von Neumann algebra and distinguished commutative von Neumann subalgebra with A(Γ) = L ∞ (X) and a faithful normal conditional expectation E Γ : M(Γ) → A(Γ), by the so-called regular representation of Γ due to Hahn [16] (also see [25, Chap. II]), which generalizes Feldman-Moore's construction [12] for countable discrete measurable equivalence relations. Denote by G Γ of Γ the set of "onesheeted sets in Γ" or called "Γ-sets", i.e., measurable subsets of Γ, on which the mappings γ ∈ Γ → γγ −1 , γ −1 γ ∈ X are both injective. Note that G Γ becomes an inverse semigroup with product E 1 E 2 := {γ 1 γ 2 :
) with the properties: Its left and right support projections l (u(E)) , r (u(E)) coincide with the characteristic functions on
is an inverse semigroup homomorphism (being injective modulo null sets), where G (M(Γ) ⊇ A(Γ)) is equipped with the inverse operation u → u * ; E Γ (u(E)) = eu(E) with the projection e given by the characteristic function on
pi , E ∈ G Γ } is an E Γ -groupoid, which generates M(Γ) as von Neumann algebra. An (at most countably infinite) collection E of elements in G Γ is called a graphing of Γ if it generates Γ as groupoid, or equivalently the smallest groupoid that contains E becomes Γ. If no word in E ⊔ E −1 of reduced form in the formal sense intersects with the unit space X of strictly positive measure, then we call E a treeing of Γ. Then, it is not hard to see the following two facts: (i) the collection u(E) of u(E) ∈ G (M(Γ) ⊇ A(Γ)) with E ∈ E is a graphing of G(Γ) if and only if E is a graphing of Γ; and similarly, (ii) the collection u(E) is a treeing of G(Γ) if and only if E is a treeing of Γ. With these considerations, the previous two lemmas immediately imply the following criterion for treeability:
Proposition 2.5. Relative Haagerup Property of M(Γ) ⊇ A(Γ) with E Γ is necessary for treeability of countable discrete measurable groupoid Γ. In particular, any countably infinite discrete group without Haagerup Property has no treeable free action with finite invariant measure.
Note that this follows from a much deeper result due to Hjorth (see [20, §28] ) with the aid of Lemma 2.1 if a given Γ is principal or an equivalence relation. The above proposition clearly implies the following result of Adams and Spatzier: 
Remark 2.7. Note that the finite measure preserving assumption is very important in the above assertions. In fact, any countably infinite discrete group of Property T has an amenable free ergodic action without invariant finite measure (e.g. the boundary actions of some word-hyperbolic groups and the translation actions of discrete groups on themselves).

Operator Algebra Approach to Gaboriau's Results
We explain how to re-prove Gaboriau's results [14] on costs of equivalence relations (and slightly generalize them to the groupoid setting) in operator algebra framework, avoiding any measure theoretic argument. Throughout this section, we keep and employ the terminologies in the previous section.
Let E be a graphing of a countable discrete measurable groupoid Γ with a nonsingular probability measure µ on the unit space X. Following Levitt [22] and Gaboriau [14] the µ-cost of E is defined to be
and the µ-cost of Γ by taking the infimum all over the graphings, that is,
In fact, if Γ is a principal one (or equivalently a countable discrete equivalence relation) with an invariant probability measure µ, the µ-cost of graphings and that of Γ coincide with Levitt and Gaboriau's ones. Let M ⊇ A be a von Neumann algebra and a distinguished commutative von Neumann subalgebra with a faithful normal conditional expectation E M A : M → A, and G be an E M A -groupoid. For a faithful state ϕ ∈ M * with ϕ • E M A = ϕ, the ϕ-cost of a graphing U of G is defined to be
and that of G by taking the infimum all over the graphings of G, that is,
We sometimes consider those cost functions C ϕ for both graphings and E M Agroupoids with the same equations even when ϕ is not a state (but still normal and positive). When G = G(Γ), i.e., the canonical E Γ -groupoid associated with a countable discrete measurable groupoid Γ, it is plain to verify that C ϕ (G(Γ)) = C µ (Γ) with the state ϕ ∈ M(Γ) * defined to be X · µ(dx) • E Γ . Therefore, it suffices to consider E M A -groupoids and their ϕ-costs to re-prove Gaboriau's results in operator algebra framework with generalizing it to the (even not necessary non-principal) groupoid setting, and indeed many of results in [14] can be proved purely in the framework. For example, we can show the following additivity formula of costs of E 
as long as when C τ (G 1 ) and C τ (G 2 ) are both finite.
This can be regarded as a slight generalization of one of the main results in [14] to the groupoid setting. In fact, let Γ be a countable discrete measurable groupoid with an invariant probability measure µ, and assume that it is generated by two countable discrete measurable subgroupoids Γ 1 , Γ 2 . If no alternating word in Γ 1 \Γ 3 , Γ 2 \Γ 3 with Γ 3 := Γ 1 ∩Γ 2 intersects with the unit space of strictly positive measure, i.e., Γ is the "free product with amalgamation Γ 1 ⋆ Γ 3 Γ 2 " (modulo null set), and Γ 3 is principal and hyperfinite, then the above formula immediately implies the formula
as long as when C µ (Γ 1 ) and C µ (Γ 2 ) are both finite. Here, we need the same task as in [21] .
Proving the above theorem needs several lemmas and propositions, many of which can be proved based on the essentially same ideas as in [14] even in operator algebra framework so that some of their details will be just sketched.
The next simple fact is probably known but we could not find a suitable reference. Proof. The latter assertion clearly follows from the former. Since the linear span of G becomes a dense * -subalgebra of M, e ∼ M f implies eMf = {0} so that there is a v ∈ G with evf = 0. Letting u 0 := f ve one has l(u 0 ) ≤ f and r(u 0 ) ≤ e, and thus f − l(u 0 ) ∼ M e − r(u 0 ) since M is finite. Hence, standard exhaustion argument completes the proof.
To prove the next proposition, Gaboriau's original argument still essentially works purely in operator algebra framework. 
It is plain to find mutually orthogonal nonzero e 1 , . . . , e ℓ ∈ A p with e k ≤ r (v (b) Assume that M = M n (C). Let V be a graphing of G(M ⊇ A). Let p 1 , . . . , p n ∈ A p be the mutually orthogonal minimal projections in M, and define the new graphing V ′ to be the collection of all nonzero p i vp j with i, j = 1, . . . , n and v ∈ V, each of which is nothing but a standard matrix unit (modulo scalar multiple). Note that C τ (V) = C τ (V ′ ) by the construction, and it is plain to see that if V is a treeing then so is V ′ too. We then construct a (non-oriented, geometric) graph whose vertices are p 1 , . . . , p n and whose edges given by V ′ with regarding each p i vp j ∈ V ′ as an arrow connecting between p i and p j . It is plain to see that a sub-collection U of V ′ is a treeing of G(M ⊇ A) if and only if the subgraph whose edges are given by only U forms a maximal tree. Therefore, a standard fact in graph theory (see e.g. [28 
′ becomes a treeing when so is V itself. Such a treeing is determined as a collection of matrix units e i 1 j 1 , . . . , e i n−1 j n−1 up to scalar multiples with the property that each of 1, . . . , n appears at least once in the subindices Remark 3.4. (1) In the above (a), it cannot be avoided to assume that A is a MASA in M, that is, the assertion no longer holds true in the non-principal groupoid case. In fact, let M := L (Z N ) be the group von Neumann algebra associated with cyclic group Z N and τ Z N be the canonical tracial state. Then, (1)}) with the canonical generator1 ∈ Z N . This clearly provides a counter-example.
(2) Notice that the cost C τ G (G(G)) of a group G is clearly the smallest number n(G) of generators of G, and hence Theorem 3.1 provides a quite natural formula, that is, n(G⋆H) = n(G)+n(H). One should here note that the ℓ 2 -Betti numbers of discrete groupoids ( [15] , and also [26] ) recover the group ℓ 2 -Betti numbers when a given groupoid is a group (see e.g. the approach in [26] ).
(3) Assume that M is properly inifinite and A is a Cartan subalgebra in M. Based on the fact that the inclusion B ℓ
for every faithful state ϕ ∈ M * with ϕ • E M A = ϕ. Therefore, the idea of costs seems to fit for nothing in the infinite case with general states.
(4) One of the key ingredients in the proof of (b) can be illustrated by
which provides the treeing e 12 , e 23 of G(M ⊇ A) with M = M 3 (C). This kind of facts are probably known, and specialists in free probability theory are much familiar with similar phenomena in the context of (operator) matrix models of semicircular systems.
Throughout the rest of this section, let us assume that G is an E 
Proof. (Sketch) Let U (ℓ) be the set of words in U ⊔U * of reduced form in the formal sense and of length ℓ ≥ 1, and set q ℓ := w∈U (ℓ) wpw * . Since A is commutative, we can construct inductively the projections p ℓ ∈ A p by p ℓ := q ℓ (1−p 1 −· · ·−p ℓ−1 ) with p 0 := p. Letting p 0 := p we have ℓ 0 p ℓ = 1 thanks to c M (p) = 1. For each u ∈ U, we define u ℓ 1 ℓ 2 := p ℓ 1 up ℓ 2 ∈ G with ℓ 1 , ℓ 2 ∈ N ⊔ {0}, and consider the new collection U := ℓ 1 ,ℓ 2 ≥0 U ℓ 1 ,ℓ 2 with U ℓ 1 ,ℓ 2 := {u ℓ 1 ,ℓ 2 : u ∈ U} instead of the original U (without changing the τ -costs). Replacing u ℓ 1 ℓ 2 by its adjoint if ℓ 2 ℓ 1 we may and do assume that U ℓ 1 ,ℓ 2 = ∅ as long as when ℓ 2 ℓ 1 . Then, it is not so hard to see that 
with k ℓ, and define U h to be the collection of elements in G of the form, either v ∈ U 0,0 or w 1 vw * 2 = 0 with either
. It is not so hard to verify that all the assertions (a)-(d) hold for the collections U v , U h that we just constructed. (Note here that the trace property of τ is needed only for verifying the assertion (d).) Remark 3.6. We should remark that M v is constructed so that A is a Cartan subalgebra in M v . Let G v be the smallest E • G is treeable if and only if so is pGp;
Proof. The first assertion is nothing less than Lemma 3.5 (c). The second is shown as follows. By Lemma 3.
. Let ε > 0 be arbitrary small. Choose a graphing V ε so that C τ (V ε ) ≤ C τ (pGp) + ε. With U v as in Lemma 3.5 the new collection U ε := U v ⊔ V ε becomes a graphing of G by Lemma 3.5 (b), and hence
as ε ց 0. A) and suppose that G contains G (N ⊇ A) . Then, for each ε > 0, there is a graphing
is arbitrary, maximal abelian projection of M (hence the central support projection c M (e) must coincide with that of type I direct summand). (c) Let N be a hyperfinite intermediate von Neumann subalgebra between M ⊇ A, and assume that A is a Cartan aubalgebra in N. Let U be a treeing of G(N ⊇
a maximal abelian projection of N k and greater than e. It is standard to see that
, and then it follows immediately that C τ (U) = 1−τ (e) = C τ (G (M ⊇ A) ).
(c) Let N = N I ⊕N II 1 ⊇ A = A I ⊕A II 1 be the decomposition into the finite type I and the type II 1 parts. Looking at the decomposition, one can find a projection
p in such a way that p I is an abelian projection of N I with c N I (p I ) = 1 N I and τ p
+ ε/2, and thus by Proposition 3.3 (b) we get
+ ε, which implies the desired assertion.
Remark 3.9.
(1) The proof of (b) in the above also shows "hyperfinite monotonicity," which asserts as follows. Assume that M is hyperfinite and A is a Cartan subalgebra in M. For any intermediate von Neumann subalgebra N between M ⊇ A (in which A becomes automatically a Cartan subalgebra thanks to Dye's lemma, see the discussion above Lemma 2.4), we have
Note that this kind of fact on free entropy dimension was provided by K. Jung [19] . 
Here, "∨" means the symbol of generation as
This fact can be used in many actual computations, and in fact it tells us that the cost of an E M A -groupoid can be estimated by that of its "normal E M Asubgroupoid" with a certain condition. Its free entropy dimension counterpart seems an interesting question.
Proof. Choose a treeing U of G 3 so that C τ (G 3 ) = C τ (U) by Corollary 3.8 (b). Let ε > 0 be arbitrary small. By Corollary 3.8 (c), one can choose graphings U
To prove Theorem 3.1, it suffices to show the inequality
) thanks to Proposition 3.10. To do so, we begin by providing a simple fact on general amalgamated free products of von Neumann algebras.
be an amalgamated free product of (σ-finite) von Neumann algebras, and L 1 and L 2 be von Neumann subalgebras of N 1 and N 2 , respectively. Suppose that
and form commuting squares (see e.g. [11, p. 513 
can be naturally embedded into N, E N N 3 thanks to the commuting square assumption. Then, it is plain to see that
, i = 1, 2, by which the desired assertion is immediate.
The next technical lemma plays a key rôle in the proof of Theorem 3.1. 
Before giving the proof, we illustrate the idea in a typical example. Assume that M = N 1 ⋆ N 3 N 2 ⊇ A is of the form:
Denote by e
(1) ij ⊗e (2) kℓ , i, j, k, ℓ = 1, 2, the standard matrix units in
, and set
12 .
Clearly, V := V 1 ⊔ V 2 becomes a graphing of G := G 1 ∨ G 2 . In this example, the collections V 
Choose an increasing sequence of type I von Neumann subalgebras N (0) 3
is a treeing for every k; 
2 * for some finite k thanks to (a), and thus (i) follows from (b). For each pair k 1 , k 2 , the above (c-2), (c-3) imply, with
Hence,
form commuting squares for every k, k 1 , k 2 and each i = 1, 2, thanks to Dye's lemma (or Lemma 2.3); note here that A is assumed to be a Cartan subalgebra in N 3 . Then, (ii') follows immediately.
Set
2 , j = 1, 2, . . . , k, and that the next k + 1 is even (the odd case is also done by the same way). Consider
, which are clearly of finite type I. Then, one can choose an abelian projection p ∈ A p of K 0 with the central support projection c K 0 (p) = 1. Also, one can find a treeing U p of G (pK 1 p ⊇ Ap), see the proof of Proposition 3.
2 ⊔ U p , which are desired ones in the k + 1 step. In fact, (a) is trivial, and (b) follows from the (rather trivial) fact that K 0 and pK 1 p are * -free with respect to
(by Lemma 3.2 it follows from c K 0 (p) = 1 that K 1 = K 0 ∨ pK 1 p), which is nothing but (c-2). Finally, (c-1) follows from the assumption of induction together with that
One of the important ideas in Gaboriau's argument is the use of "adapted systems." It is roughly translated to amplification/reduction procedure in operator algebra framework.
Proof. [Proof of Theorem 3.1] (
Step I: Approximation) By Proposition 3.10, it suffices to show that
) modulo "arbitrary small error." Let ε > 0 be arbitrary small. There is a graphing V ε of G with C τ V ε ≤ C τ (G) + ε/3, and we choose a graphing U i of G i with C τ (U i ) < +∞ (thanks to C τ (G i ) < +∞) for each i = 1, 2, and set U := U 1 ⊔ U 2 . Since C τ (U) = u∈U τ (l(u)) < +∞, there is a finite sub-collection U 0 of U with u∈U \U 0 τ (l (u)) ≤ ε/3. Since both V and U are graphings of G, we may and do assume, by cutting each v ∈ V by suitable projections in A p based on Lemma 2.2, that each v ∈ V has a word w(v) in U ⊔ U * of reduced form in the formal sense and a a(v) ∈ A pi with v = a(v)w(v). Denote by w 0 := 1, w 1 , w 2 , . . . the all words in V ⊔ V * of reduced form, and by Lemma 2.2 again, each u ∈ U is described as u = j p k (u)a k (u)w k in σ-strong topology, where l(u) = k p k (u) in A p , the a k (u)'s are in A pi , and p k (u)u = p k (u)a k (u)w k for every k. Then, we can choose a k 0 ∈ N (depending only on the finite collection U 0 ) in such a way
Clearly, Y is decomposed into two collections
, while X not in general. Thus, we replace X by a new "decomposable" graphing in a sufficiently large amplification of M ⊇ A to use Lemma 3.12.
(
Step II: Adapted system/Amplification) Notice that each v ∈ X ⊆ V ε is described as
where n(v) ∈ N and u i (v) ∈ U, δ i (v) ∈ {1, * } (i = 1, . . . , n(v)). Cutting each u i (v) by a suitable projection in A p and replacing u i (v) by u i (v) * if δ i (v) = * , etc., we may and do assume the following: r (u i+1 (v)) = l (u i (v)) (i = 1, . . . , n(v) − 1); l(v) = l (a(v)) (= r (a(v))) = l u n(v) (v) and r(v) = r (u 1 (v)); and each u i (v) is of the form either eu or eu * with e ∈ A p , u ∈ U. In what follows, we "reveal" all words u n(v) (v) · · · u 1 (v)'s as follows. Set n := 1 + v∈X (n(v) − 1) < +∞, and choose a partition {2, . . . , n} = v∈X I v . Denote by e ij the standard matrix units in M n (C), by Tr n the canonical non-normalized trace on M n (C), and by E Mn(C) C n the Tr n -conditional expectation from M n (C) onto the diagonal matrices C n ⊆ M n (C). Let M n := M ⊗ M n (C) ⊇ A n := A ⊗ C n be the n-amplifications and write τ n := τ ⊗ Tr n ∈ M n * . For each v ∈ X , we define the n(v) elements u 1 (v), . . . ,ũ n(v) (v) ∈ G (M n ⊇ A n ) bỹ By straightforward calculation we have C τ (Z) − 1 = C τ n Z − τ n (P ).
Step III: Reduction) Set A := A n P and M := P M n P . Clearly, M is generated by the g ⊗ e 11 's with g ∈ G and the l (u k (v)) ⊗ e i k+1 1 's with k = 1, . . . , n(v) − 1, v ∈ V. Setτ := τ -groupoid that contains g ⊗ e 11 : g ∈ G ⊔ l (u k (v)) ⊗ e i k+1 1 : k = 1, . . . , n(v) − 1, v ∈ V . Also, for each i = 1, 2, 3, let G i be the smallest E M A -groupoid that contains g ⊗ e 11 : g ∈ G i ⊔ l (u k (v)) ⊗ e i k+1 1 : k = 1, . . . , n(v) − 1, v ∈ V and set N i := G ′′ i . Then, it is clear that N i = P (N i ⊗ M n (C)) P = (N i ⊗ M n (C)) ∩ M , i = 1, 2, 3. In particular, A is a Cartan subalgebra in N 3 , and thus G 3 = G N 3 ⊇ A . We have G = G 1 ∨ G 2 , i.e., the smallest E M A -groupoid that contains both G 1 and G 2 . Here, simple facts are in order.
(a) N 1 ⊗M n (C) and N 2 ⊗M n (C) are free with amalgamation over N 3 ⊗M n (C) inside M ⊗ M n (C) with subject to E to M (giving theτ -conditional expectation onto N 3 ). By (b) and (c), it is plain to see that Z is a graphing of G. Moreover, by its construction, it is decomposable, that is, Z = Z 1 ⊔ Z 2 with collections Z 1 , Z 2 of elements in G 1 , G 2 , respectively. Therefore, Lemma 3.12 shows that there is a treeing Z ′ = Z 
It is trivial that c N i (1 ⊗ e 11 ) = 1 M for all i = 1, 2, 3 with 1 M = P , and that {g ⊗ e 11 : g ∈ G i } = (1 ⊗ e 11 ) G i (1 ⊗ e 11 ) for every i = 1, 2, 3. Hence, (5), (6) and Propsotion 3.7 altogether imply that
