We present efficient algorithms that implement four local searches for the Steiner problem in graphs: vertex insertion, vertex elimination, key-path exchange, and key-vertex elimination. In each case, we show how to find an improving solution (or prove that none exists in the neighborhood) in O(m log n) time on graphs with n vertices and m edges. Many of the techniques and data structures we use are relevant in the study of dynamic graphs in general, beyond Steiner trees. Besides the theoretical interest, our results have practical impact: these local searches have been shown to find goodquality solutions in practice, but high running times limited their applicability.
Introduction
In the Steiner problem in graphs, we are given an undirected graph G = (V, E) with positive edge costs and a set T ⊆ V of terminals, and our goal is to find the minimum-cost tree connecting all terminals. The tree may contain elements from V \ T , known as Steiner vertices. This is a classical NP-hard problem [11] , and its best known approximation ratio is 1.55 [25] .
Its applications in many areas (such as circuit design, networking, and computational biology [3] ) have led to a vast literature on heuristics and exact (exponential) algorithms to deal with instances in practice [7, 12, 19, 21, 22, 24, 32] . (For more theoreticallyoriented exact algorithms, see e.g. [16] and references therein.) Practical algorithms use tools such as linear relaxations, branch-and-bound, reduction tests, and primal and dual heuristics. In particular, a wide variety of solvers [1, 6, 7, 18, 23, 24] use local search to find nearoptimum solutions for several benchmark instances [13] (including, in some cases, the best currently known solutions). Unfortunately, existing local search implementations are rather slow, which limits their applicability.
A local search algorithm tries to improve an existing solution S (any subtree of G containing T ) by modifying it slightly. It examines a neighborhood N (S) of S, a set of solutions obtainable from S by performing a restricted set of operations. Evaluating N (S) consists of either finding an improving solution S ′ (i.e., one with cost(S ′ ) < cost(S)) or proving that no such S ′ exists in N (S). Note that this definition allows opportunistic moves while searching N (S), possibly leading to improving solutions outside N (S). In general, larger neighborhoods are more likely to contain an improving solution, but more expensive to evaluate. A local search heuristic repeatedly replaces the current solution by an improving neighbor, eventually reaching a local minimum.
This paper shows how to evaluate four natural and well-studied neighborhoods in O(m log n) time (with m = |E| and n = |V |). The first two use the representation of a solution S = (V S , E S ) in terms of its set V S \ T of Steiner vertices. The minimum spanning tree of the subgraph of G induced by V S (which we denote by MST(G[V S ])) costs no more than S. In particular, if S is optimal, so is MST(G[V S ]). Section 2 shows how dynamic graph techniques can be used to evaluate in O(m log n) time the neighborhoods based on the insertion or removal of a single Steiner vertex [15, 17, 29, 34] . In the Steiner tree literature, the best reported bounds were O(n 2 ) for insertions and O(mn) for removals [1, 23, 24] .
The neighborhoods we study in Section 3 describe a solution S in terms of its key vertices K S , i.e., Steiner vertices with degree at least three in S. If S is optimal, it costs the same as the MST of its distance network restricted to K S ∪ T (the complete graph on |K S ∪ T | vertices in which each edge represents the corresponding shortest path in G). We show how to evaluate a neighborhood based on the elimination of key vertices in O(m log n) time. We get the same bound for a neighborhood based on key paths, which link vertices from K S ∪T in S. The corresponding key-path exchange local search [5, 6, 33] tries to replace an existing key path by a shorter path between the components it connects. In both cases, the best known bound was O(|T |(m + n log n)).
We believe our techniques are interesting in their own right, as are the theoretical results. The experi-ments in Section 5 show that our methods are also practical, confirming that nontrivial data structures and algorithmic techniques can play an important role in the solution of real-world optimization problems.
Steiner Vertices
Let S = (V S , E S ) be a starting solution, where V S is its set of vertices and E S its set of edges. We assume that S = M ST (G[V S ]) and all degree-one vertices are terminals (S can be trivially improved otherwise). This section considers two local searches, based on the insertion or removal of a single Steiner vertex from S. Although general dynamic MST algorithms could be used to evaluate these neighborhoods in O(m polylog n) time, they are barely practical [2] . Our application is more restricted in nature (it does not need to support deletions and insertions in arbitrary order), which makes our solutions not only simpler, but also asymptotically (and empirically) faster.
Steiner-Vertex Insertion. The local search based on vertex insertions must determine if there is a vertex
from scratch, Spira and Pan [29] proved it is enough to determine the MST of G ′ = (V S ∪ {v}, E S ∪ E(S, v)). They showed that this MST can be computed in O(n) time, allowing the entire neighborhood to be evaluated in O(n 2 ) time [15] . We propose a simple technique that is much faster for most instances-the exceptions are extremely dense graphs, which are not common in practical applications. Starting from E S (which forms a tree), we add the edges in E(S, v) one at a time. Let S i be the MST of G ′ restricted to the edges in E S ∪ {e 1 , e 2 , . . . , e i }, where e i is the ith edge in E(S, v) (in some arbitrary order). Note that S |E(S,v)| is the neighboring solution we seek. By definition, S 1 = (V S ∪ {v}, E S ∪ {e 1 }). For i ≥ 2, we compute S i from S i−1 by trying to insert edge e i = (v, w i ). We first look for the longest edge f on the unique path in S i−1 between v and w i . If f is costlier than e i , we remove f from the tree and insert e i instead. This is a straightforward application of Tarjan's red rule [30] : the heaviest edge on any cycle does not belong to the MST.
If we represent the solution as a dynamic tree data structure (such as ST-trees [27, 28] , also known as linkcut trees), it takes O(log n) time to perform each basic operation: finding the edge f , removing (cutting) it, and inserting (linking) e i into S i . If the neighboring solution S |E(S,v)| does not improve on S, we restore the original tree by removing the edges incident to v and reinserting the ones they replaced.
To evaluate the entire neighborhood, we repeat this procedure for all vertices v ∈ V \ V S . Since each edge is a candidate for insertion at most once, we have: Theorem 2.1. Steiner-vertex insertion can be evaluated in O(m log n) time.
2.2 Steiner-Vertex Elimination. We now consider the elimination of Steiner vertices. We must determine if there is a vertex v ∈ V S \T such that MST(G[V S \{v}]) is cheaper than S. Existing implementations [1, 23, 24] simply evaluate each possible removal by essentially rerunning Kruskal's algorithm on the entire (presorted) list of edges in the induced subgraph, taking Ω(mn) total time.
The dynamic graphs literature offers an asymptotically better solution to this problem (known there as "all nodes replacement"). Das and Loui [4] proposed an O(m log n) method based on the simultaneous (implicit) execution of O(n) instances of Kruskal's algorithm, each excluding a single vertex from the tree. We present a different O(m log n) algorithm, which is conceptually simple and evaluates vertices sequentially. (This allows our implementation to find multiple improvements in a single pass, as Section 4 will explain.) Moreover, we apply the techniques used here in the more general local searches of Section 3.
For efficiency, our method considers S to be a tree rooted at an arbitrary terminal r; all leaves are also terminals. Vertices are processed in post-order with respect to this tree, ensuring parents are only considered after their children. To process v, we first (temporarily) remove v from the tree. Let S 1 , . . . , S k be the subtrees rooted at v's original children (v 1 , . . . , v k ) and let S 0 be the component containing r. It can be shown [4] that there exists a minimum spanning forest of G[V S \ {v}] containing every edge in E S \ E(v), where E(v) is the set of all edges in G incident to v. Hence, it suffices to contract (implicitly) each subtree S i into a supervertex, compute the MST of the subgraph of G induced by the supervertices, and check whether it is cheaper than S.
Examining all (up to Θ(m)) edges in this subgraph can be too expensive, however. Instead, we subdivide them in two groups: a vertical edge has exactly one endpoint in S 0 (and another in S i , for i > 0), while a horizontal edge has endpoints in S i and S j , for 0 < i < j ≤ k. (See Figure 1. ) Note that these groups are defined relative to v.
An edge e = (x, y) is horizontal with respect to at most one vertex v, namely the nearest common ancestor in S of x and y (which we denote by nca(x, y)). We therefore keep with each vertex w a list L(w) of all edges e = (x, y) in G such that nca(x, y) = w. The lists, which have O(m) edges in total, can be built in a preprocessing stage in O(m log n) time with dynamic trees, or in O(m) time with a specialized algorithm [10] .
We cannot afford to keep similar lists of vertical edges, since each edge (x, y) can be vertical with respect to several vertices v (those on the tree paths from x or y to nca(x, y)). Fortunately, we do not need to. Since the MST we are computing has at most one edge between S 0 and S i (for any fixed i > 0), we only need to know the cheapest vertical edge incident to each such S i .
We call a vertex active if it has already been processed, but its parent has not. To help find vertical edges, each active vertex x keeps a heap H(x) containing edges incident to the subtree rooted at x, with cheaper edges given higher priority. Initially, when only leaves are active, the heap H(x) associated with each leaf x is created with all edges (x, y) with y ∈ S. When an internal vertex becomes active, its heap is created from a combination of its children's heaps (this is why vertices are processed in post-order). Any logarithmictime meldable heap, such as pairing [8] , Fibonacci [9] , or leftist heaps [30] , can be used.
With these data structures, processing v is straightforward. We know every child v i (i > 0) of v is active. We clean up each heap H(v i ) by calling extractmin until the top element is a vertical edge, with one endpoint in S i and another in S 0 (edges with both endpoints in S i or one in {v} are discarded). We build a set of candidate edges by taking the top element from each heap (vertical edges) and all elements in L(v) (horizontal edges). Finally, we run an algorithm such as Prim's to find the MST of the graph induced by the sets S i .
1 This results represents the neighboring solution. We use a unionfind data structure [30] to maintain the supervertices representing each S i (i > 0).
Once v is processed, it becomes active. We create H(v) by merging the heaps H(v i ) associated with its (now inactive) children; similar updates are done to the union-find data structure. Finally, we add to H(v) all edges (v, w) with w ∈ S i , i > 0.
Proof. The lists L(v) can be built in linear time. Heap operations take O(m log n) time: each edge is inserted into (and removed from) a heap at most twice, and there are O(n) merges and independent findmin queries. Finally, the MST computation when processing vertex v takes O(m v log n) time, where m v is the number of vertical and horizontal edges in the computation. Together, the MST computations take O(m log n) time, since each edge is horizontal at most once and the MST algorithm looks at only O(n) vertical edges in total (one for each subtree processed). 2
Key Vertices
We now consider local searches based on key vertices, which are more challenging but usually more effective. Given a solution S = (V S , E S ), a key vertex is a nonterminal v ∈ V S with degree at least three in S. We can succinctly describe S by its set K S of key vertices. Given K S , we can build a solution S ′ that is no more expensive than S as follows. Let C S = K S ∪T be the set of crucial vertices [6] associated with S. Let D(G, C S ) be the distance network associated with C S : a complete graph with C S as its set of vertices in which the cost of edge (v, w) is given by the length of the shortest path in G between v and w. The MST of D(G, C S ) costs no more than S; if S is optimal, they cost the same. Section 3.3 shows how to evaluate in O(m log n) time a natural neighborhood based on the elimination of a single key vertex. (Unfortunately, we could not get similar bounds for insertions.) Section 3.2 studies a neighborhood based on key path exchanges due to Verhoeven et al. [33] (see also [5, 34] ). A key path connects two crucial vertices in S and has no internal crucial vertex. We can determine in O(m log n) time if there is a key path in S that can be replaced by a shorter one.
Voronoi Diagrams. Both local searches use
Voronoi diagrams. Given G = (V, E) and a set A ⊆ V , a Voronoi diagram of V with respect to A is a partition of V into |A| connected regions such that (1) each region contains exactly one vertex of A (the base of this region) and (2) each vertex v in V \ A is assigned to the region whose base is closest to v. This generalizes Voronoi diagrams in geometric settings.
The diagram associates three pieces of information with each vertex v: base(v) is the base of the region containing v; p(v) is the predecessor of v on the shortest path from base(v) (if v is a base, then p(v) = v); and vdist(v) is the distance from base(v) to v. Ties are broken arbitrarily, as long as base(v) = base(w) when p(v) = w. The Voronoi diagram can be built with a slightly modified version of Dijkstra's algorithm having all vertices in A as sources. (Equivalently, one can run Dijkstra's algorithm from a single artificial source connected to all vertices in A by zero-length edges.) This takes O(m + n log n) time with Fibonacci heaps, or O(m log n) with binary heaps [14] .
Mehlhorn [14] suggested using Voronoi diagrams to implement the distance network heuristic (DNH), a 2-approximate constructive algorithm for Steiner trees. This heuristic first finds the MST of D(G, T ), the distance network associated with T , then transforms it into a Steiner tree of G by "expanding" each MST edge into the corresponding edges in G. A direct implementation would require |T | single-source shortest path computations in the original graph and Θ(|T | 2 ) space. Instead, Mehlhorn's implementation computes the MST in O(m + n log n) time without ever building D(G, T ). It first builds the Voronoi diagram with respect to T , then creates an auxiliary graph G ′ on |T | vertices, corresponding to the original terminals. For each boundary edge (v, w) in the Voronoi diagram (i.e., edges with base(v) = base(w)), G ′ has an edge between base(v) and base(w) in G ′ with cost vdist(v) + cost(v, w) + vdist(w). Note that G ′ has no more edges than G. Finally, it computes the MST of G ′ and expands its edges to obtain a tree in G. As Mehlhorn showed, the MSTs of G ′ and D(G, T ) cost the same. Our local searches use this method to compute the MST of D(G, A) for arbitrary sets A ⊆ V (not just T ). We also need to modify the set of bases of existing Voronoi diagrams: given the Voronoi diagram of G with respect to a set A ⊆ V of bases, we need the diagram with respect to a subset B ⊂ A. Instead of recomputing from scratch, we show how to repair the original diagram (with respect to A), converting it into the diagram with respect to B. Let base A (v) and base B (v) be the bases of v with respect to A and B, respectively. If base A (v) ∈ B, then base B (v) = base A (v) (v does not change bases if its original base is still available). Only the set C of vertices with original bases in A \ B needs updating.
We update the diagram in two stages. The first is initialization, which processes each v ∈ C in turn. It sets base(v) ← null , p(v) ← null , and vdist(v)
The second stage is a modified version of Dijkstra's algorithm (as in the full Voronoi computation) that scans only the vertices in C. The Voronoi diagram can thus be repaired in O(|E(C)| log n) time, where E(C) is the set of edges in G with at least one endpoint in C. Using this procedure, we can prove the following lemma (which will be useful for the local search implementations): 
, where C i is the set of vertices whose original bases are in A i . Since each base belongs to at most k sets A i , this can be bounded by O(log n v∈V k|E(v)|) = O(km log n). 2 3.2 Key-Path Exchange. We are now ready to discuss our third local search. Given a solution S = (V S , E S ), we must determine whether it is possible to remove some key path and reconnect the two resulting components more cheaply. Existing implementations [18, 33] process each of the Θ(|T |) key paths by simply running Dijkstra's algorithm between the two components it determines, which takes O(|T |(m + n log n)) total time with Fibonacci heaps. We now present an O(m log n) alternative.
During taining all original boundary edges with one endpoint in v's Voronoi region; each boundary edge appears in two heaps. The priority of an edge (x, y) is given by vdist(x) + cost(x, y) + vdist(y), the length of the shortest path between base(x) and base(y) containing (x, y).
(We refer to a heap element as a boundary path; the endpoints of such a path are the Voronoi bases of the endpoints of the corresponding boundary edge.) Since these heaps will be combined (to represent boundary paths incident to entire subtrees of S, instead of a single vertex), we use meldable heaps.
As in Section 2.2, the main loop views S as a tree rooted at a terminal r and processes crucial vertices in post-order. When processing v, we try to replace P uv , the unique key path containing both v and its parent in S. Let I uv be the (possibly empty) set of internal vertices of this path (those that are not crucial). Let S u and S v be the subtrees created when we remove I uv and its incident edges from S, with u ∈ S u and v ∈ S v . We must find the shortest path between S u and S v . (To simplify notation, consider S u and S v to be sets of vertices.)
If we had the Voronoi diagram of G with the vertices in S u ∪S v as bases, we could just pick the best boundary edge (x, y) that is relevant, i.e., with base(x) ∈ S u and base(y) ∈ S v . But the diagram we have has S u ∪S v ∪I uv as bases. To process v, we first remove I uv from the set of bases and repair the Voronoi diagram using the algorithm in Section 3.1. To find the cheapest boundary path between S u and S v in the repaired diagram, we cannot afford to enumerate all corresponding boundary edges. To avoid the enumeration, we conceptually split these edges in two groups: an original edge is already on the boundary in the original diagram, while a new edge becomes relevant only after the repair. A boundary path shorter than P uv in either group leads to an improving exchange.
We pick the best new boundary edge (x, y) (minimizing vdist(x) + cost(x, y) + vdist(y)) explicitly, while repairing the diagram. To find the best original boundary edge, we use the heap H(v). When processing v, H(v) contains all original boundary paths with one endpoint in S v (processing vertices in post-order helps ensure this). We must clean up H(v) by calling extractmin while its top path has two endpoints in S v or one in I uv ; these paths can be discarded. (We keep track of S v and I uv with a union-find data structure.) The top remaining element represents the shortest original boundary path between S u and S v .
Before processing the next key path, we restore the original Voronoi diagram and merge the heaps associated with u, v, and the vertices in I uv , creating an updated version of H(u). The union-find structure must be updated similarly. Proof. Computing the original Voronoi diagram takes O(m log n) time. This is also the total time spent repairing it: just apply Lemma 3.1 with A = V S and each A i corresponding to the internal vertices of one key path. The sets A i are disjoint. Finally, we spend O(m log n) time on heap operations: each edge is added or removed from a heap at most twice and there are O(n) merges. 2 3.3 Key-Vertex Elimination. We now consider a neighborhood based on the elimination of key vertices. Given a solution S associated with a set C of crucial vertices, we must determine if there is a nonterminal v ∈ C such that the solution S ′ associated with C ′ = C \{v} is cheaper. This is analogous to the neighborhood based on the elimination of Steiner vertices when applied to the distance network D(G, C). (As in that case, we assume S is minimal, i.e., it is the result of running DNH with C as the set of bases.) Building D(G, C) explicitly (as in [6] ) is too costly, especially if G is sparse. An alternative is to rerun DNH for each removal [18] , which saves memory but has the same worst-case complexity: O(|T |(m + n log n)). Instead, we propose an O(m log n)-time algorithm that combines elements of Steiner-vertex elimination (Section 2.2) and key-path exchange (Section 3.2).
As usual, we consider S to be rooted at a terminal r, and process the key vertices in post-order. Intuitively, we process v by temporarily removing v and its incident key paths from S, then computing the MST of the subgraph (of the distance network) induced by the remaining crucial vertices. We do not compute this MST from scratch. The removals create a parent component S 0 and k child components S i (1 ≤ i ≤ k) . We treat the components as supervertices and compute the MST of the subgraph they induce on the distance network. As in Section 2.2, this can be made efficient by considering two types of edges: a horizontal edge links two child components, while a vertical edge links a child component to S 0 . Because these edges are actually paths in the original graph, we use Voronoi diagrams to deal with them efficiently, as in Section 3.2.
2
Given the intuition, we now describe the algorithm in detail. We first compute the Voronoi diagram with all vertices in S as bases. We then associate with each vertex v in S a heap H(v) containing all boundary paths with v as an endpoint. (Once v is processed, H(v) will contain boundary paths with endpoints in the subtree rooted at v.) Shorter paths are given higher priority. We also keep a list L(v) of all horizontal boundary paths associated with v, i.e., boundary edges (u, w) such that nca(base(u), base(w)) = v. (As in Section 3.2, we refer to a heap or list element as a boundary path, but actually keep the associated boundary edge.)
To process a key vertex v, we temporarily remove v and its adjacent key paths from the solution, splitting it into a component containing the root (S 0 ) and k ≥ 2 child components (S 1 , . . . , S k ). For 0 ≤ i ≤ k, let v i ∈ S i be the other endpoint of the key path from v to S i , and let I i be the (possibly empty) set of internal vertices on this path. Processing v entails the following operations:
1. Remove from L(v) all paths with at least one endpoint in I i (for any i > 0). The remaining elements of L(v) represent the original boundary paths between S i and S j , with 0 < i < j ≤ k. We use a union-find data structure to keep track of the relevant components: when processing v, each S i (1 ≤ i ≤ k) and I i (0 ≤ i ≤ k) corresponds to a different set.
After processing v, we must restore the invariants for subsequent iterations. We update H(v) by merging it with all heaps H(u) such that u ∈ I i ∪ {v i }, for i ≥ 1. The heaps associated with v 0 and the vertices in I 0 should not be merged with H(v) yet-this will be done when v 0 is processed. The union-find structure must be updated similarly. Finally, we restore the original Voronoi diagram. Proof. Computing the initial Voronoi diagram and building the lists of horizontal paths takes O(m log n) time. During the main loop, each base u is removed from the Voronoi diagram at most twice (when the endpoints of the key paths containing u are processed), so Lemma 3.1 ensures all repair operations take O(m log n) time. Heap operations also cost O(m log n), since each edge is inserted or removed at most twice. Finally, MST computations deal with three classes of edges: original horizontal edges, original vertical edges, and new boundary edges (found when repairing the diagram). An edge (x, y) is horizontal at most once (when nca(base(x), base(y)) is processed); a total of O(n) vertical edges are used in MST computations (one out of each child subtree); and the number of new boundary edges found during repair operations is O(m) (since each original key path is temporarily removed from the tree at most twice, we can apply the proof of Lemma 3.1 with k = 2). An MST algorithm takes O(m log n) total time to process these O(m) edges. 2
Passes
We call a single execution of an O(m log n) local search algorithm a pass: given a solution S, it must either find an improving solution S ′ or show that none exists in the neighborhood. In fact, each algorithm we presented explicitly evaluates every element of its neighborhood. An actual implementation could pick the best neighbor after each pass, but we observed that, in practice, a single pass often finds more than one improving move (insertion, removal, or exchange). Performing several moves in a pass can help speed up convergence to a local minimum. This is easy for Steiner-vertex insertions. Since each successful move is immediately reflected in the dynamic tree data structure, we can safely perform several moves within a pass. In our implementation of this local search, a pass evaluates each vertex once, in random order.
In contrast, the other local searches use data structures that cannot be efficiently updated as soon as a move is performed (such as heaps, DFS trees, Voronoi diagrams, and union-find); we must keep them until the end of the pass. Because they are not up-to-date, however, we must use these data structures conservatively. In all three local searches, a move disconnects a component S 0 containing the root from one or more components S i , then reconnects them in a different fashion. To prevent conflicts with future moves in the same pass, we first mark as pinned the vertices in S 0 that are endpoints of the new paths added by the move. This prevents these endpoints for being removed later during the same pass. Second, we mark all original vertices that are not in S 0 as forbidden. These vertices can no longer be used to reconnect the solution until the end of the pass (using these vertices might lead to a disconnected solution, for example).
Maintaining these additional pieces of information takes O(m) time per pass. In particular, whenever we mark a vertex as forbidden, we must also mark all of its descendants in the original tree. Because we do so in DFS fashion, each new move can skip the subtrees marked by previous moves, ensuring each vertex is scanned at most once during a pass.
Experiments
We implemented all four O(m log n) local searches we proposed: Steiner-vertex insertion (denoted by v), Steiner-vertex elimination (u), key-path exchange (p), and key-vertex elimination (j). We also tested q, which combines p and j on the same pass: to process a key vertex v, we first check if v itself can be removed, then whether the key path with v at the bottom can be exchanged (vertices are still processed in post-order with respect to a DFS tree). This is faster than running p and j in sequence, just as effective, and also dominates u. Finally, we tested method vq, which simply runs v and q in sequence in each pass. As explained in Sec- Euclidean costs vlsi alue alut dmxa diw gap lin msm taq planar grid graphs with holes incidence i080 i160 i320 i640 random graphs, incidence costs tion 4, all local searches we implemented perform moves greedily, with multiple independent moves allowed per pass. The root terminal is picked uniformly at random in each pass.
We ran all local searches on solutions found by Mehlhorn's O(m log n)-time distance network heuristic (DNH). We also ran vq on solutions found by the shortest path heuristic (SPH): like Prim's algorithm, it starts from a single vertex and in each step adds to the solution the shortest path to the closest remaining terminal. Its worst case is O(|T |m log n), but it is about as fast as DNH in practice and usually finds better solutions [20] . After finding a solution, both DNH and SPH compute the MST of the induced subgraph and prune degree-one nonterminals (this step, MST-prune, is considered part of the constructive heuristic itself). The third construction we tested was RSPH, which runs SPH on min{n, 100} random roots (with priority given to terminals, as in [21] ) and returns the best solution found. Finally, we ran a simple multistart heuristic (MS): it is similar to RSPH, but runs vq after each execution of SPH.
The algorithms were implemented in C# and tested on a 2.4 GHz AMD Opteron CPU with 16 GB of RAM running Windows Server 2003. We use pairing heaps as meldable heaps, binary heaps for Dijkstralike computations, and a linear-time version of dynamic trees. With this version, path-traversing operations (like nca) take time proportional to the number of vertices visited; as shown in [31] , it is faster in practice than using logarithmic versions of dynamic trees when the average path is much shorter than n, which is the case on the graphs we tested. Even in applications in which the strict O(m log n) upper bound is essential, one could use the linear version by default, but monitoring the total path size. In case it became bigger than cm log n (for some constant c), the algorithm could simply switch to a logarithmic version of dynamic trees, such as ST-trees. In our experiments, this limit would not be reached even for very small c.
All methods were tested on 1020 instances from the SteinLib, shown in Table 1 , with various sizes (up to more than 100,000 vertices), densities (from planar to complete graphs), and numbers of terminals (up to thousands). See [13] for details.
In our first experiment, each local search was run until reaching a local minimum. Table 2 shows the average percentage errors relative to the best known solutions [13, 21] . Table 3 reports average running times, in milliseconds for the basic constructive algorithm (DNH) and relative to DNH for other algorithms (each entry is an average of ratios). The results are thus mostly language-and machine-independent. For accurate timing, for any given instance we ran each algorithm repeatedly for at least one second and took the average time. The times to start the .NET framework and reading the input graph are not included, since they are the same for all methods. But the times we report do include algorithm-specific data structure initialization and explicit garbage collection. Local search times do not include finding the starting solution; MS times include both SPH and local search.
As expected [20, 21] , RSPH finds the best solutions among the constructive algorithms, followed by SPH and DNH. All three can be substantially improved by local search. Even individual local searches can be very effective: for instance, p works particularly well on vlsi and fst instances (in which key paths have several hops), v helps the most when the diameter is small, and u is good at hard instances. But the best results are usually found by vq: in most cases, SPH+vq and even DNH+vq find better solutions than RSPH. The solutions obtained by RSPH+vq were on average within 0.5% of the best known, except on adversarial classes (hard and incidence). MS improves the results even further. Table 3 shows that local search is fast, even though multiple passes are allowed. A single pass of vq is actually only two or three times slower than DNH (this is not shown in the table). Indeed, vq needed fewer than six passes on average, and never more than nineteen. But allowing multiple moves per pass is key to good performance: instance es10000fst01, for example, required more than 1000 moves. On average, vq needs more than 80 moves to reach a local minimum on hard instances, but only about 5 passes.
If worst-case running times are essential, strictly limiting the number of passes to a small constant has Table 2 shows, for all classes. The worst case happens on incidence, when the relative error increases from 2.57% (as shown in Table 2 ) to 3.16% if only three passes are allowed, an increase of almost 23%. On the non-adversarial classes, in contrast, the relative error increases by less than 10%. The goal of our experiments was to illustrate the effectiveness of local search. Indeed, local search by itself is good enough for some applications, especially those with strict time constraints. We emphasize, however, that a state-of-the-art solver must include other techniques as well, such as reduction tests and dualitybased approaches [12, 19, 21, 22, 32] . In particular, the elaborate algorithms of Polzin and Daneshmand can quickly find optimum or near-optimal solutions to several classes of instances [21] . Our techniques are orthogonal and can be combined in several straightforward ways. For example, they could use solutions found by local search (instead of by RSPH) to guide heuristic reductions. More generally, reduction and dual-based techniques can significantly reduce the size of the input instance, so local search could be applied to the final result.
When reduction tests and dual-based techniques are less effective, primal-only metaheuristics based on local search have been instrumental in finding good solutions [1, 7, 18, 24] . For almost all open SteinLib instances (in classes hard and incidence), the best known solutions were found by methods based on local search [18, 26] . Our O(m log n) implementations can make heuristics such as these much fasterasympotically so. For example, on instance es10000fst01 (with n = 27 019, m = 39 407, and |T | = 10 000), the local search described in [18] (a combination of u, v, and p) is about 500 times slower to reach a local optimum than our implementation (on the same machine).
