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We investigate two main sources of information inaccuracies (i.e., errors and delays) in demand information sharing along the
supply chain (SC). Firstly, we perform a systematic literature review on inaccuracy in demand information sharing and its
impact on supply chain dynamics. Secondly, we model several SC settings using system dynamics and assess the impact of such
information inaccuracies on SC performance. More speciﬁcally, we study the impact of four factors (i.e., demand error, demand
delay, demand variability, and average lead times) using three SC dynamic performance indicators (i.e., bullwhip eﬀect,
inventory variability, and average inventory). The results suggest that demand error has a negative impact on SC performance,
which is exacerbated by the magnitude of the error and by low demand variability scenarios. In contrast, demand delay
produces a nonlinear behavior in the supply chain response (i.e., a short delay may have a negative impact and a long delay may
have a positive impact), being inﬂuenced by the supply chain conﬁguration.
1. Introduction
Information sharing is an eﬀective collaboration strategy
widely analyzed in the supply chain (SC) management-
related literature, as it improves SC performance and reduces
the noxious bullwhip eﬀect [1–6]. This phenomenon can be
deﬁned as the ampliﬁcation of order variability upstream in
the SC, and it is known to cause excessive inventory, grossly
inaccurate demand forecasts, low capacity utilization, and
poor customer service level [3, 4]. Since the lack of market
visibility has been traditionally identiﬁed as one of the main
causes of the bullwhip eﬀect, sharing market demand infor-
mation to the upstreammembers of the SC becomes an eﬀec-
tive strategy for bullwhip eﬀect reduction [7].
Nevertheless, implementing information sharing (IS) in
SCs presents some serious obstacles due to numerous bar-
riers [8]. Perhaps one of the most severe barriers is the quality
of the shared information, which can be deﬁned as the degree
to which the information exchanged between organizations
meets the needs of the organizations [9]. Without reliability
or validity, information has no value for the receiving partner
[10, 11], since such information might be erroneous. While
most of the studies about IS in SCs assume that the informa-
tion shared between members is fully accurate, in practice,
information is frequently distorted, either willfully or unin-
tentionally, as it travels through the SC [12]. Therefore,
unless each party can verify the authenticity of the other
parties’ information, SC members may spread false informa-
tion for their own beneﬁt [13].
Errors may be present in the transmission of market
demand information and inventory levels, both of them
having negative consequences on SC performance. Demand
errors occur when the realmarket demand of a product diﬀers
from the level of sales recorded in the information system.
As reported by Kwak and Gavirneni [14], the detrimental
impact of errors in demand information outweighs the
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beneﬁcial impact of IS when the variance of information
errors exceeds the variance of end-customer demands.
Inventory errors occur when the level of actual inventory
of a product diﬀers from that recorded in the information
system. The value of transmitting inventory information to
other SC partners may be undermined by these errors,
which are often present in SCs [15]. In turn, the presence
of inventory errors at downstream echelons causes demand
information distortion and may undermine the expected
beneﬁt of IS and the eﬀort in information technology
investment [16].
In addition to the quality of the information, another
important obstacle to IS implementation is the synchroniza-
tion of the information transmission process. A bad synchro-
nization leads to delayed information regarding market sales
and/or inventory levels (i.e., the information transmitted
upstream is received one or more periods later). The impact
of such information delays on SC performance remains
unclear in the literature; for example, Hoberg and Thone-
mann [17] state that the presence of unsynchronized pro-
cesses or inadequate communication structures hinders the
widespread availability of real-time information, thus harm-
ing the overall SC performance; Hosoda and Disney [18, 19]
show that while the ﬁrst level of a SC can beneﬁt from shorter
time delays, the beneﬁt perceived by the second level of the
SC is minor or even detrimental.
After a thorough review of the related literature, we
notice that (1) the impact of transmitting erroneous demand
information has not been addressed from a SC dynamic per-
spective, (2) the impact of demand information delay on SC
performance presents contrasting results, and (3) most of
the related literature focuses on two-echelon SCs. Motivated
by these considerations, in this work, we aim to ﬁll these gaps
by analyzing the dynamics of a collaborative four-echelon SC
where demand information is transmitted with errors and/or
delayed. The SC is modelled using a system dynamics
approach ([20], Syntetos 2011, [21, 22]). The results show
that both the bullwhip eﬀect and inventory variability are
exacerbated in the presence of errors in market demand
information, particularly for low demand variability scenar-
ios. The impact of information delays depends on the magni-
tude of the delay, so the performance of the SC deteriorates
for short delays and improves for long delays. Finally, we
found that the impact on the average SC inventory of errone-
ous/delayed market demand IS is lower than on the bullwhip
eﬀect and inventory variability.
The remainder of the paper is structured as follows: in
Section 2, we perform a systematic literature review. Then,
we present the SC model in Section 3. In Section 4, we
describe the design of experiments and show the results
obtained. Section 5 summarizes ﬁndings and managerial
implications, while Section 6 includes the conclusions of
the research.
2. Inaccuracy in Demand Information Sharing:
Systematic Literature Review
In order to depict the state of the art on demand information
sharing with errors and/or delays, we perform a systematic
review of the literature, focusing speciﬁcally on studies that
analyze the dynamic behavior of the SC. This systematic
review is conducted according to the framework provided
by Denyer and Tranﬁeld [23], that is, (1) question formula-
tion, (2) locating studies, (3) study selection and evaluation,
(4) analysis and synthesis, and (5) result reporting. There-
fore, in the ﬁrst step, we deﬁne the following research ques-
tion for the literature review: how does erroneous/delayed
demand information sharing impact on the dynamic of a
multi-echelon SC?
In the second step, in order to locate the relevant studies,
we use three well-established scientiﬁc databases, that is, Sco-
pus, ABI/Inform Global, and Web of Science. In each data-
base, we perform an identical search with the following
string: “supply chain∗” AND (“demand error∗” OR “informa-
tion error∗” OR “false demand” OR “false information” OR
“demand delay∗” OR “information delay∗”).
The resulting queries provided a total of 34 diﬀerent
papers in the English language. Table 1 summarizes these
papers, which are classiﬁed by scientiﬁc databases.
This third step concerns the explicit elucidation about the
selection/exclusion criteria of the review. In the following, we
report the exclusion criteria used in this review and the
excluded articles:
(i) Lack of speciﬁc insights: articles [2], [3], [8], [9], [12],
[20], [23], [26], [28], [29], [31], [32], and [33] are
excluded from further analysis due to lack of speciﬁc
insights on the potential impact of the demand error
and the demand delay on the dynamics of SC.
(ii) Nonrelated: articles [13], [14], [15], [29], and [31]
merely contain the search string’s terms in the key-
words, title, or abstract. However, they are not
related to the research question in Step 1.
(iii) Similar research results: article [6] is excluded as it
reports similar research results as in [5]. Thus, it
does not contain additional contributions.
In Step 4, after the application of the exclusion criteria,
the remaining 15 papers are reviewed in detail and cross-
tabulated in order to identify their key features (Table 2).
To this end, articles are categorized according to the follow-
ing criteria: type of shared information, type of information
distortion (i.e., demand error and/or demand delay), adopted
methodology, number of echelons in the SC, customer
demand patterns, replenishment policy, forecasting model,
and indicator for SC dynamic performance (i.e., bullwhip
eﬀect, average inventory, and inventory variability).
By analyzing Table 2, in the following, we summarize
the assumptions and observations arising from the litera-
ture gaps:
(i) The majority of the studies focuses on a two-echelon
SC structure. Moreover, the three studies adopting a
four-echelon structure (see, e.g., [37, 40, 45, 53]) do
not provide speciﬁc insights on the dynamics of SC
under demand information sharing with delays/
errors (in the following, demand delays/errors).
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(ii) The market demand structure adopted in studies on
demand error is the normal distribution (iid), while
the autoregressive model is the preferred demand
pattern in works on demand delay.
(iii) The most used replenishment policy is the classical
order-up-to, and the most used forecast policy is
the exponential smoothing.
(iv) The erroneous demand is usually modeled as a per-
centage of the customer demand. Articles dealing
with demand delays assume a constant and deter-
ministic time delay.
Analogously, in the following, we provide a summary of
the main ﬁndings related to the impact of demand and errors
and delays on SC dynamics:
(1) Impact on the bullwhip eﬀect: no work deals with the
impact of the demand error on the bullwhip eﬀect. In
contrast, four studies focus on the demand delay and
the bullwhip eﬀect (see [17, 19, 40, 43]). However, the
works report conﬂicting views on how demand delay
aﬀects SC performance.
(2) Impact on average inventory: four studies, using dif-
ferent methodological approaches and modelling
assumptions, prove that demand errors increase the
average inventory level for all SC members (see [14,
36, 38, 45]). According to these studies, demand
errors increase forecast errors, which leads to the
need of holding higher safety stocks in order to
achieve the target service level. Analogously, two
studies agree on the fact that demand delays increase
Table 1: Literature review: paper selection.
Number Authors (year) SCOPUS ABI WOS Selected Reason for inclusion/exclusion
[1] Kwak and Gavirneni (2015) X X X X Insights on the impact of demand error
[2] White and Censlive (2015) X Lack of speciﬁc insights
[3] Ju et al. (2015) X Lack of speciﬁc insights
[4] Hoberg and Thonemann (2014) X X X X Insights on the impact of demand delay
[5] Peng et al. (2014a) X X X X Insights on the impact of demand delay
[6] Peng et al. (2014b) X X X Similar insights to those in article [5]
[7] Avrahami et al. (2014) X “Demand delay” is present only in the title
[8] Yao and Ju-Qin (2013) X Lack of speciﬁc insights
[9] Ikonen et al. (2013) X Lack of speciﬁc insights
[10] Hosoda and Disney (2013a) X X X Insights on the impact of demand delay
[11] Hosoda and Disney (2013b) X X X Insights on the impact of demand delay
[12] Chung et al. (2011) X X X Lack of speciﬁc insights
[13] Cheng et al. (2011) X “Demand delay” is present only in the keywords
[14] Sundarakani et al. (2010) X “Demand delay” is present only in the abstract
[15] Jaggi and Kausar (2010) X “Demand delay” is present only in the keywords
[16] Kim (2010) X X X Insights on the impact of demand delay
[17] Nachtmann et al. (2010) X X X Insights on the impact of demand error
[18] Munoz and Clements (2008) X X X Insights on the impact of demand delay
[19] Choi (2008) X X Insights on the impact of demand error
[20] Arcelus et al. (2007) X X X Lack of speciﬁc insights
[21] Mishra et al. (2007) X X X X Insights on the impact of demand error
[22] Paik and Bagchi (2007) X X X Insights on the impact of demand delay
[23] Leopoulos et al. (2006) X Lack of speciﬁc insights
[24] Kim (2006) X X X Insights on the impact of demand delay
[25] Zhang (2005) X X X Insights on the impact of demand delay
[26] Ge et al. (2004) X Lack of speciﬁc insights
[27] Angulo et al. (2004) X X Insights on the impact of demand error and demand delay
[28] Jayaraman and Baker (2003) X X X Lack of speciﬁc insights
[29] Dutta and Roy (2003) X Lack of speciﬁc insights
[30] Chen (1999) X X X X Insights on the impact of demand delay
[31] Jones and Riley (1985) X Lack of speciﬁc insights
[32] Diedrichs et al. (2016) X Lack of speciﬁc insights
[33] Asala et al. (2017) X Lack of speciﬁc insights
[34] Lu et al. (2017) X Insights on the impact of demand error
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the inventory level of the echelons. The only excep-
tion is represented by Angulo et al. [45], where the
average inventory level of the upstream echelon
decreases in the presence of demand delay under a
nonstationary customer demand.
(3) Impact on inventory variability: the work of Lu et al.
[52] provides some insights on the impact of demand
error on inventory variability, which may increase or
decrease depending on the demand shock, on infor-
mation reliability and if errors occur during or before
the replenishment. Moreover, four studies [18, 19, 35,
42] show that demand delays increase inventory
variability.
As a summary, the impact of demand errors on SC
dynamic performance is almost unknown. On the other
hand, the eﬀect of demand delays has not received particular
attention in terms of the inventory variance ratio. Further-
more, these few related studies present conﬂicting results.
3. Supply Chain Model
In this section, we present the main assumptions and the
mathematical formalization of the SC model. To perform
a structured analysis, we adopt the information sharing SC
model presented by Cannella [21] via system dynamics sim-
ulation (Syntetos et al. 2001) and extend it to the case of
delayed or erroneous customer demand information. More
speciﬁcally, in contrast to the classical SC, in which the
information ﬂow consists of the mere upstream transmis-
sion of members’ orders, in the information exchange
SC, the information ﬂow consists of the upstream transmis-
sion of members’ orders and on sharing the market demand
information. Consequently, a member receives data regard-
ing the replenishment from the downstream adjacent mem-
ber and regarding the forecast on the market demand [21].
The following assumptions are adopted in the SC model:
(i) In a single-product, K-stage production-distribution
serial system, each echelon in the system has a sin-
gle successor and a single predecessor. The generic
echelon’s position is represented by index i. Eche-
lon i = 1 denotes the manufacturer and i = K + 1
the ﬁnal customer.
(ii) In the nonnegative condition of order quantity,
products delivered cannot be returned to the
supplier.
(iii) In each echelon, the backlog will be fulﬁlled as soon
as on-hand inventory becomes available. Thus,
orders not fulﬁlled in time are backlogged so that
inventory remains a positive or null value.
(iv) Production-distribution capacity is unconstrained.
No quantity limitations in production, buﬀering,
and transport are considered.
(v) Customer demand is assumed to be independent
and identically distributed (i.i.d).
(vi) Each member generates the order quantity on the
basis of the available data about incoming orders
and received information on market demand and
according to its own ordering parameters (i.e.,
inventory level and in-transit orders).
(vii) In line with related studies (see, e.g., [14]), demand
error is modelled by a multiplicative error struc-
ture, since the magnitude of the error may depend
on the quantity requested.
(viii) Analogously, according to the related literature,
demand delay is modeled as a shift in the time
dimension of the information about market
demand.
(ix) The replenishment rule employed is a periodic-
review order-up-to (R, S) [54]. More speciﬁcally,
each member adopts a speciﬁc typology of order-
up-to named Automatic Pipeline, Variable Inven-
tory, and Order-Based Production Control System
(APVIOBPCS) [2].
(x) Products delivered cannot be returned to the sup-
plier. By adopting this assumption, we implement
a more reliable modelling assumption for the bull-
whip eﬀect analysis [1].
The mathematical nomenclature is reported in Table 3.
The full model is reported in Table 4.
4. Experiment and Simulation Output
In this section, we discuss the design of experiments, the
experimental factors (independent variables), and the out-
come of the experiments (dependent variables), as well as
the parameters of the model and simulation conditions.
Then, we present a statistical analysis of the output data
using ANOVA.
4.1. Design of Experiments. To infer on the dynamics of a
multiechelon SC, we consider a serial system composed
of four echelons (K = 4), that is, retailer (i = 4), wholesaler
(i = 3), distributor (i = 2), and manufacturer (i = 1). The
experimental factors of our experiment are (1) the level of
demand error (measured as a percentage of the market
demand), (2) the demand information delay (measured in
time periods), (3) the average lead time, and (4) the stan-
dard deviation of customer demand. We test the statistical
signiﬁcance of the impact of these experimental factors by
performing a full factorial set of experiments.
The demand error factor is represented by three levels
(0%, ±10%, and ±20%). The ﬁrst level, that is, 0%, emulates
the situation where the members receive in each period
nonerroneous data on the observed customer demand.
The other two levels emulate erroneous demand informa-
tion, where the percentage of error changes every time
period according to a uniform distribution. Analogously,
demand delay is set to three levels and varies from 0
periods (it is equivalent to a scenario where customer
demand information is timely shared among partners) to
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2 and 5 periods. The standard deviation of customer
demand is characterized by two levels (i.e., 10 and 30 units
of product), as well as the average lead time (i.e., 2 periods
and 5 periods). Thus, we analyze a total of 36 (3× 3× 2× 2)
scenarios [55].
As both demand error and delay may produce a poly-
hedral impact on the behavior of the whole supply chain,
we adopt three complementary performance metrics for
evaluating three diﬀerent dimensions of the internal pro-
cess eﬃciency of the SC at systemic level. By using the
bullwhip slope (BwSl) (∗), we may assess the dynamics of
the members’ orders. Using the inventory variance slope
(InvSl) (∗∗), we may assess the dynamics of inventories, and
ﬁnally, using the systemic average inventory (SAI) (∗∗∗), we
can assess the impact on inventory requirements. A reduc-
tion in all three metrics reﬂects improved cost eﬀectiveness
of members’ operations. Table 5 provides more details on
the performance metrics adopted [56].
The values adopted for the parameters of the model
are common values used in SC dynamics literature (see,
e.g., [20, 57]). Table 6 shows the summary of the experi-
mental design.
We determine the simulation parameters (i.e., run length,
number of replications, and warm-up period) by analyzing
the results of a pilot test. As a result, we use a simulation time
of 1000 periods with a warm-up of 200 periods. In order to
obtain the consistency of the estimations in terms of the
width of conﬁdence intervals, we perform 30 replications of
each experiment. The SC is modelled and simulated using
Vensim PLE [58], a widely used system dynamics software
tool, running on a PC with Intel Core i7 CPU @ 2.00GHz
and 8GB memory. The simulation output is obtained by
adopting the Euler-Cauchy method with the order of accu-
racy Δt = 0 25.
4.2. Statistical Analysis (ANOVA). We present here the
results of the experiments by performing an ANOVA on
the simulation output using the statistical software Minitab.
Only information regarding the main eﬀects and ﬁrst-order
interactions is presented. Tables 6–8 show the results of the
ANOVA for each one of the three performance measures.
Table 8 reports the percentual variations in the performance
indicators for demand error and demand delay when shifting
from the condition of perfect and timely shared customer
demand to the diﬀerent levels of erroneous/delayed demand.
Additionally, percentual variations due to the interactions
between demand delay and demand error with demand var-
iability and lead time are also reported in Table 9. Finally,
Figure 1 shows the main eﬀects of demand error and demand
delay on the performance measures.
Results show that all the main factors are statistically sig-
niﬁcant at the 95% conﬁdence level (p < 0 05). Regarding the
ﬁrst order interactions, they are all signiﬁcant except the
interaction between demand error and demand delay for
the inventory metrics (p = 0 076 for the average inventory
level and p = 0 484 for the inventory variability).
4.3. Interpretation of the Results. We start by analyzing
the impact of the demand error on SC performance. In
Figure 1, it can be seen that each performance metric ana-
lyzed shows a growing trend as the demand error increases.
More speciﬁcally, BwSl and InvSl show a quasilinear trend
with the level of demand error. Instead, the trend of SAI is
diﬀerent and does not appear to be linear. Such trend is char-
acterized by an almost horizontal stretch (for the error in the
range from 0% to 10%) and another stretch with a higher
slope (from 10% to 20%). However, as we can see in
Table 8, the overall impact of demand error on SAI is almost
insigniﬁcant (the percentage variation of SAI is very low with
demand error, not exceeding 0.4% on average). This result is
conﬁrmed by the low F value obtained from the ANOVA
(Table 7). Regarding the interaction of demand error with
demand variability, we can notice in Table 8 that the impact
of the error on BwSl and InvSl is much stronger when
demand variability is lower. In this case, the percentage var-
iations of BwSl and of InvSl are +79.4% and +68.4%, respec-
tively. Instead, when demand variability is high, these are
only +6.6% and +5.6%. We interpret these results as the
demand variability masks the impact of demand error on
both performance metrics. In fact, when demand variability
is low, both BwSl and InvSl remain low as well. As such, in
this scenario, the introduction of an additional source of
uncertainty (such as the demand error) is more noticeable,
having a signiﬁcant impact on both indicators. On the other
Table 3: Model nomenclature.
Variables
B Order backlog
C Units/orders delivered
d Market demand
d̂ Market demand forecast
I Inventory
W Work in progress
O Replenishment order quantity
Parameters
α Forecast smoothing factor
η Customer demand error factor
ϕ Customer demand delay time
i Echelon in the serial system
K Total number of echelons
T Time horizon
ε Safety stock factor
λ Estimated pipeline time
β Order policy proportional controller
p Position of ith echelon
Statistics
σ2d Variance of the market demand
σ2I Variance of the inventory
σ2O Variance of the order quantity
μd Market demand mean
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hand, when the demand variability is high, the BwSl and
InvSl are also high. In this scenario, the negative conse-
quences of introducing the additional source of uncertainty
are less noticeable than in the previous scenario. Therefore,
the impact of demand error on BwSl and InvSl is still present
in the scenario with high demand variability, but its relative
impact is lower. Regarding the interaction of demand error
with lead time, we observe a weak interaction, since the
impact of the demand error on BwSl and InvSl is very similar
for the diﬀerent levels of lead time.
Now, we continue the analysis by focusing on the impact
of demand delay on SC performance. In Figure 1, we can see
a particular trend of all the performance metrics with the
increase of the demand delay. Such trend is characterized
Table 4: Mathematical model.
Order quantity placed by retailed (i = K) OK t = d̂K t + β λd̂K t + εd̂K t −Wi t − Ii t
Order quantity placed by upstream echelon (i = 1,… , K − 1)
under delayed demand
Oi t = d̂K t − η + β λd̂i t + εd̂i t −Wi t − Ii t
Order quantity placed by upstream echelon (i = 1,… , K − 1)
under erroneous demand
Oi t = 1 − ϕ d̂K t + β λd̂i t + εd̂i t −Wi t − Ii t
Work in progress Wi t =Wi t − 1 + Ci−1 t − Ci−1 t − λ
Inventory Ii t = Ii t − 1 + Ci−1 t − λ − Ci t
Backlog Bi t = Bi t − 1 +Oi+1 t − Ci t
Orders delivered Ci t =min Oi + 1 t +Bi t−1 ;Ii t−1 +Ci t−λ
Demand forecast
d̂i t = αOi+1 t − 1 + 1 − α d̂i t − 1
OK+1 t = d t
Nonnegativity condition of order quantity Oi t ≥ 0
Unlimited raw material supply Ci−1 t =O1 t , i = 1
Table 5: Performance metrics.
The BwSl is a concise measure of the bullwhip propagation in a given multiechelon
structure. Essentially, the BwSl is the slope of the linear interpolation of the set of
bullwhip values for a given SC. It provides information on potential unnecessary
costs for suppliers, such as lost capacity or opportunity costs and overtime working
and subcontracting costs of the whole SC.
BwSl =
K〠Ki=1piσ
2
Oi
/σ2d −〠Ki=1pi〠
K
i=1σ
2
Oi
/σ2d
K〠Ki=1p
2
i − 〠
K
i=1pi
2
∗
Similar to the BwSl, the InvSl is the slope of the linear interpolation of the set of the
inventory variance ratio values for a given SC. It measures the net stock instability,
as it quantiﬁes the ﬂuctuations in inventory. An increased inventory variance results
in higher holding and backlog costs, inﬂating the average inventory cost per period.
InvSl =
K〠Ki=1piσ
2
Ii
/σ2d −〠Ki=1pi〠
K
i=1σ
2
Ii
/σ2d
K〠Ki=1p
2
i − 〠
K
i=1pi
2
∗∗
The SAI is the sum of the average inventory values of all nodes, that is, the mean of tier’s
inventory values over the interval T . This metric provides concise information on
inventory investment.
SAI =〠K
i=0〠
T
t=0
Ii t
T
∗∗∗
Table 6: Experimental design.
Independent variables L1 L2 L3
Demand error factor ϕ 0 ±10% ±20%
Demand delay time η 0 period 2 periods 5 periods
Lead time mean λ 2 period 5 period —
Demand St. Dev σd 10 30 —
Dependent variables BwSl InvSl SAI
Model parameters
Customer demand mean μd N 100, σd
State variables at t = 0 Wi 0 , Ii 0 , Bi 0 = λd 0 , εd 0 , 0 ∀i
Safety stock factor ε 3
Demand smoothing forecasting factor α 0.33
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by an increasing stretch (from a demand delay of 0 periods to
a demand delay of 2 periods) and a decreasing stretch (from a
demand delay of 2 periods to a demand delay of 5 periods).
Moreover, a decrease of each metric is experienced when
moving from a demand delay of 0 periods to a demand delay
of 5 periods. As we can see in Table 8, SAI does not change
much (in percentage) with the increase in demand error.
Nevertheless, the percentage variations of BwSl and InvSl
are much larger. Regarding the interaction of demand delay
with demand variability, we notice that the impact of the
delay on BwSl and InvSl is stronger when demand variability
is lower. Instead, in the case of high demand variability, the
impact of demand delay on such performance indicators is
lower. Following a line of reasoning similar to that for the
demand error, it seems that demand variability masks the
eﬀect of delayed information on both performance metrics.
When the demand variability is low, both BwSl and InvSl
are also low. As such, in this scenario, the positive/negative
impact of delayed demand information on both performance
metrics (measured as the relative decrease/increase of the
indicator) is more signiﬁcant than in the scenario with high
demand variability, where both performance metrics have
high values regardless of the presence of delayed information.
Regarding the interaction of demand delay with lead time, we
notice that the impact of short delays on BwSl and InvSl is
stronger when lead time is shorter; nonetheless, long delays
have a stronger impact on these performance indicators
when lead time is longer.
5. Discussion
5.1. Findings. From the analysis of the simulation outcome, a
number of insights on the impact of demand error/delay on
the dynamics of SCs have been identiﬁed. More speciﬁcally,
in general, demand error causes an increase in the ampliﬁca-
tion of orders and inventory variability upstream in the SC,
leading to a decrease of the SC performance. This is due to
the fact that, in the presence of errors, the forecasts and the
orders are based on market demand data characterized by a
larger variability. Thus, the variability of the forecasts and
the orders increases as well, amplifying the bullwhip eﬀect
and inventory variability. In practice, demand errors add
another source of uncertainty to the system, increasing the
Table 7: ANOVA results for the bullwhip slope.
Source of variation SS DF MS F p
Delay 9.570 2 4.785 49.140 0.001
Error 23.187 2 11.593 119.057 0.001
Demand variability 19.211 1 19.211 197.282 0.001
Lead time 662.124 1 662.124 6799.581 0.001
Delay∗ demand variability 1.184 2 0.592 6.077 0.002
Delay∗ error 1.426 4 0.356 3.660 0.006
Delay∗ lead time 6.997 2 3.499 35.930 0.001
Error∗ demand variability 18.142 2 9.071 93.152 0.001
Demand variability∗ lead time 11.961 1 11.961 122.836 0.001
Error∗ lead time 14.067 2 7.034 72.230 0.001
Error 50.636 520 0.097
Total 818.505 539
Table 8: ANOVA results for the inventory variance slope.
Source of variation SS DF MS F p
Delay 47.846 2 23.923 17.854 0.001
Error 268.951 2 134.476 100.362 0.001
Demand variability 678.410 1 678.410 506.310 0.001
Lead time 8958.670 1 8958.670 6686.024 0.001
Delay∗ demand variability 11.628 2 5.814 4.339 0.014
Delay∗ error 11.421 4 2.855 2.131 0.076
Delay∗ lead time 45.333 2 22.667 16.916 0.001
Error∗ demand variability 226.667 2 113.334 84.583 0.001
Demand variability∗ lead time 538.603 1 538.603 401.970 0.001
Error∗ lead time 179.289 2 89.644 66.903 0.001
Error 696.753 520 1.340
Total 11663.572 539
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inherent uncertainty cause of a stochastic demand, and thus
the SC performance worsens.
Another important ﬁnding about the demand error is
the fact that its impact on orders and inventory variability
is much stronger when the demand variability is low. This
is because, when demand variability is low, an important
part of the total variability of orders/inventory is caused
by demand errors. Instead, when demand variability is
high, demand errors slightly impact on the total variability
of orders/inventory.
Regarding the demand delay, we found that a long
delay decreases in the variability of the orders and the
inventory, leading to a better performance of the SC. This
observation is in line with the analytical results of Zhang
[43], who demonstrates that, in the presence of delays,
forecasts are characterized by a smaller variability because
they are less sensitive to changes in demand and so they
tend to gravitate closer to the average market demand.
Consequently, the orders are also characterized by a smaller
variability and thus a decrease of bullwhip eﬀect and inven-
tory variability is obtained. However, this behavior is
observed for a long demand delay. Instead, for a short
delay, the results obtained are very diﬀerent. In fact, in this
case, the introduction of the delay causes increments in
order variability and inventory variability, decreasing the
SC performance.
Interestingly and perhaps in contrast to intuition,
demand delay may cause either an increase or a decrease of
SC performance. Although we do not have a conclusive
explanation, it might be due to the fact that, under the condi-
tions of this study, the impact of the forecast variability
reduction provided by the short delay (see [43]) is not
enough to compensate the impact of the forecast error. A
possible further reason behind this nonlinear behavior may
lie in the assumptions adopted and the design of experiments
(e.g., diﬀerent combinations of delay with lead time). Note
that this nonlinear behavior caused by diﬀerent demand
delays has been previously noticed by Hoberg and Thone-
mann [17]. Using control theory, they study the dynamics
of several conﬁgurations of a two-stage inventory system
subjected to information delays and observe a mixed picture
regarding the impact of the length of information delay.
More speciﬁcally, in terms of order ampliﬁcation, longer
information delays do not seem to necessarily imply a perfor-
mance deterioration as compared to shorter delays, but their
impact depends on the setup of the SC. Interestingly,
although our work greatly diﬀers from the analysis of Hoberg
and Thonemann [17] regarding the adopted methodological
approach (i.e., control theory versus system dynamics simu-
lation), modelling assumptions (e.g., two-echelon versus
four-echelon), and metrics (e.g., order ampliﬁcation at eche-
lon level versus bullwhip slope), we have noted a similar
counter-intuitive eﬀect of demand delay on the SC dynamics.
In line with Hoberg and Thonemann [17], we may consider
that this counter-intuitive eﬀect depends on the SC setting.
However, we acknowledge that further focused studies need
to be developed for better understanding the nature of this
interesting behavior, as it may have important implication
in real-life SC.
5.2. Insights for the Industry. Following the above consider-
ations, we report next some brief recommendations for SC
managers in the scenario of a collaborative multiechelon SC
with market demand information sharing facing information
errors and/or delays. First, as the demand error increases, the
dynamic performance of the entire SC deteriorates. SC
managers should work on eliminating or at least reducing
these errors, mainly emphasizing the prevention of inaccura-
cies caused by human actions at the point-of-sale stage. Sec-
ond, the negative impact of demand error on the dynamic
performance is more noticeable when the demand variability
is low. Therefore, error reduction can be more important in
markets with relatively stable demand (as in the case of basic
hardware, grocery, or pharmaceutical goods). However, the
inventory levels may be more sensitive to demand error in
turbulent markets and in SCs characterized by high lead
times, making important to control these errors also in such
Table 9: Detailed percentual variations of main eﬀects and
interactions.
Factors Level shifting BwSl InvSl SAI
Demand error
L1 → L2 +15.4% +15.6% 0.0%
L2 → L3 +24.4% +21.9% +0.4%
L1 → L3 +43.6% +40.8% +0.4%
Demand error
(σd L1)
L1 → L2 +22.8% +20.7% 0.0%
L2 → L3 +46.1% +39.5% 0.0%
L1 → L3 +79.4% +68.4% 0.0%
Demand error
(σd L2)
L1 → L2 +7.7% +9.0% +0.1%
L2 → L3 −1.1% −3.1% +0.8%
L1 → L3 +6.6% +5.6% +0.8%
Demand error
(λ L1)
L1 → L2 +11.8% +8.9% 0.0%
L2 → L3 +33.1% +28.0% 0.0%
L1 → L3 +48.7% +39.4% 0.0%
Demand error
(λ L2)
L1 → L2 +15.8% +16.3% +0.1%
L2 → L3 +23.5% +21.3% +0.8%
L1 → L3 +43.0% +41.0% +0.8%
Demand delay
L1 → L2 +14.4% +8.0% +0.5%
L2 → L3 −20.9% −13.6% −0.6%
L1 → L3 −9.5% −6.7% −0.1%
Demand delay
(σd L1)
L1 → L2 +17.1% +10.2% 0.0%
L2 → L3 −24.4% −16.3% −0.1%
L1 → L3 −11.5% −7.7% 0.0%
Demand delay
(σd L2)
L1 → L2 +10.9% +4.5% +0.9%
L2 → L3 −16.1% −9.2% −1.2%
L1 → L3 −7.0% −5.1% −0.2%
Demand delay
(λ L1)
L1 → L2 +38.5% +29.6% +0.1%
L2 → L3 −15.1% −4.7% −0.2%
L1 → L3 +17.6% +23.5% −0.1%
Demand delay
(λ L2)
L1 → L2 +12.2% +6.2% +0.9%
L2 → L3 −21.6% −14.5% −1.0%
L1 → L3 −12.0% −9.2% −0.2%
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markets and SC settings, especially when the inventory hold-
ing costs are high.
In contrast, the impact of demand delay on performance
may depend on its length. While a short delay has a negative
impact on performance, a long delay may have a positive
impact on performance. Under both circumstances, man-
agers should try to identify the length and causes of these
inaccuracies and consider tuning the inventory control
parameters for stabilizing the dynamics of the SC. Further-
more, the impact of demand delay may depend on the SC set-
ting (e.g., lead time); thus, it may be relevant for SCmanagers
to consider this potential error when the SC is characterized
by high lead times.
6. Conclusions and Limitations
In this work, we have investigated the main aspects of inaccu-
racies (errors and delays) in demand information sharing
along the SC. In particular, we analyze their causes and con-
sequences, using previous studies and diﬀerent research
methodologies like simulation and statistical analysis. We
have carried out a systematic literature review on inaccuracy
in demand information sharing and its impact on SC dynam-
ics. We have detected that the impact of demand errors and
demand delay in the dynamics of SCs has been not speciﬁ-
cally addressed and that more explorative studies were
needed. Thus, we have used systems dynamics to develop a
simulation model to assess the impact of such information
transmission inaccuracies on SC performance. Through a
factorial design of experiments, we have studied the impact
of four factors (i.e., demand error, demand delay, demand
variability, and average lead time) on three SC dynamic per-
formance indicators (i.e., bullwhip eﬀect, inventory variabil-
ity, and average inventory). We have statistically analyzed
the results obtained, from which we have extracted some
ﬁndings and related managerial implications. More speciﬁ-
cally, our simulation output suggests that demand error has
a negative impact on SC performance and that its impact
increases with its magnitude of the error; moreover, it has a
higher impact when the market demand is stable. On the
other hand, the impact of demand delay on SC performance
depends on the length of the delay. In our study, a short delay
Main eﬀect plot for bullwhip slope Main eﬀect plot for inventory instability
Demand delay Demand error Demand delay Demand error
M
ea
n 
of
 b
ul
lw
hi
p 
slo
pe
M
ea
n 
of
 in
ve
nt
or
y 
in
st
ab
ili
ty
1.7
1.6
1.5
1.4
1.3
1.2
1.1
0 2 5 0.0 0.1 0.2 0 2 5 0.0 0.1 0.2
6.0
5.5
5.0
4.5
4.0
Main eﬀect plot for average inventory
Demand delay Demand error
M
ea
n 
of
 av
er
ag
e i
nv
en
to
ry
817
816
815
814
813
812
0 2 5 0.0 0.1 0.2
Figure 1: Main eﬀect plots.
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may have a negative impact while a long delay may have a
positive impact. However, the ﬁnal impact may also depend
on the SC conﬁguration.
This work is limited by several assumptions, and there-
fore, it might be interesting for future works to extend it with
diﬀerent hypotheses or to investigate diﬀerent aspects not
covered in our paper. As previously stated, we believe that
the impact of demand delay deserves more research to
understand which factors—endogenous or exogenous to the
SC—may produce the counter-intuitive eﬀect observed in
this work and, under diﬀerent assumptions, also observed
by Hoberg and Thonemann [17]. In this fashion, the adop-
tion of analytical models, which may consider the uncer-
tainty of the demand delay for diﬀerent SC conﬁgurations
and market demand, may shed light on this peculiar behav-
ior. As the demand delay may produce better SC dynamics
with respect to sharing timeless information on market
demand, it can be particularly relevant to explore the causes
of such behavior, as sharing demand delay can also be con-
verted in an ad hoc bullwhip-dampening method. A starting
point can be represented by structurally analyzing the inter-
action between the lead-time variability and demand delay.
Further research should also focus on the impact of shar-
ing timely erroneous data on customer demand. Our work, in
line with other studies, reasserts that demand errors aﬀect the
internal process eﬃciency of the whole SC. However, our
model does not take into account the intrinsic variability of
several processes in SC, such as the delivery lead-time, nei-
ther other market scenarios nor SC conﬁgurations character-
ized by higher structural complexity (i.e., divergent and/or
convergent SC).
Conflicts of Interest
The authors declare that they have no conﬂicts of interest.
Acknowledgments
The authors thank Nicola Scaglione for his support. This
research was supported by the Italian Ministry of University
and Research (Rita Levi Montalcini Fellowship), by the Uni-
versity of Seville (V PPIT-US), and by the Spanish Ministry
of Science and Innovation, under the project PROMISE with
reference DPI201680750P.
References
[1] D. C. Chatﬁeld and A.M. Pritchard, “Returns and the bullwhip
eﬀect,” Transportation Research Part E: Logistics and Trans-
portation Review, vol. 49, no. 1, pp. 159–175, 2013.
[2] J. Dejonckheere, S. M. Disney, M. R. Lambrecht, and D. R.
Towill, “Measuring and avoiding the bullwhip eﬀect: a con-
trol theoretic approach,” European Journal of Operational
Research, vol. 147, no. 3, pp. 567–590, 2003.
[3] H. L. Lee, V. Padmanabhan, and S. Whang, “The bullwhip
eﬀect in supply chains,” Sloan Management Review, vol. 38,
no. 3, pp. 93–102, 1997.
[4] H. L. Lee, V. Padmanabhan, and S. Whang, “Information dis-
tortion in a supply chain: the bullwhip eﬀect,” Management
Science, vol. 43, no. 4, pp. 546–558, 1997.
[5] J. Ma and W. Lou, “Complex characteristics of multichannel
household appliance supply chain with the price competition,”
Complexity, vol. 2017, Article ID 4327069, 12 pages, 2017.
[6] S. Zhang, Y. Hou, S. Zhang, and M. Zhang, “Fuzzy control
model and simulation for nonlinear supply chain system
with lead times,” Complexity, vol. 2017, Article ID 2017634,
11 pages, 2017.
[7] H. L. Lee, K. C. So, and C. S. Tang, “The value of information
sharing in a two-level supply chain,” Management Science,
vol. 46, no. 5, pp. 626–643, 2000.
[8] R. Dominguez, S. Cannella, A. P. Barbosa-Póvoa, and J. M.
Framinan, “Information sharing in supply chains with hetero-
geneous retailers,” Omega, vol. 79, pp. 116–132, 2018.
[9] H. Zhou and W. Benton Jr, “Supply chain practice and infor-
mation sharing,” Journal of Operations Management, vol. 25,
no. 6, pp. 1348–1365, 2007.
[10] J. Kembro and K. Selviaridis, “Exploring information sharing
in the extended supply chain: an interdependence perspec-
tive,” Supply Chain Management: An International Journal,
vol. 20, no. 4, pp. 455–470, 2015.
[11] J. Li, R. Sikora, M. J. Shaw, and G. Woo Tan, “A strategic anal-
ysis of inter organizational information sharing,” Decision
Support Systems, vol. 42, no. 1, pp. 251–266, 2006.
[12] T. T. Niranjan, S. M. Wagner, and V. Aggarwal, “Measuring
information distortion in real-world supply chains,” Interna-
tional Journal of Production Research, vol. 49, no. 11,
pp. 3343–3362, 2011.
[13] B. K. Mishra, S. Raghunathan, and X. Yue, “Information shar-
ing in supply chains: incentives for information distortion,”
IIE Transactions, vol. 39, no. 9, pp. 863–877, 2007.
[14] J. K. Kwak and S. Gavirneni, “Impact of information errors on
supply chain performance,” Journal of the Operational
Research Society, vol. 66, no. 2, pp. 288–298, 2015.
[15] N. DeHoratius and A. Raman, “Inventory record inaccuracy:
an empirical analysis,” Management Science, vol. 54, no. 4,
pp. 627–641, 2008.
[16] H. Dai, J. Li, N. Yan, andW. Zhou, “Bullwhip eﬀect and supply
chain costs with low- and high-quality information on inven-
tory shrinkage,” European Journal of Operational Research,
vol. 250, no. 2, pp. 457–469, 2016.
[17] K. Hoberg and U. W. Thonemann, “Modeling and analyzing
information delays in supply chains using transfer functions,”
International Journal of Production Economics, vol. 156,
pp. 132–145, 2014.
[18] T. Hosoda and S. M. Disney, “On the replenishment policy
when the market demand information is lagged,” Interna-
tional Journal of Production Economics, vol. 135, no. 1,
pp. 458–467, 2012.
[19] T. Hosoda and S. M. Disney, “A delayed demand supply chain:
incentives for upstream players,” Omega, vol. 40, no. 4,
pp. 478–487, 2012.
[20] J. D. Sterman, “Modeling managerial behavior: misperceptions
of feedback in a dynamic decision making experiment,” Man-
agement Science, vol. 35, no. 3, pp. 321–339, 1989.
[21] S. Cannella, “Order-up-to policies in information exchange
supply chains,” Applied Mathematical Modelling, vol. 38,
no. 23, pp. 5553–5561, 2014.
[22] X. Zhu and F. Liu, “Research on behavior model of rumor
maker based on system dynamics,” Complexity, vol. 2017,
Article ID 5094218, 9 pages, 2017.
11Complexity
[23] D. Denyer and D. Tranﬁeld, “Producing a systematic review,”
in The Sage Handbook of Organizational Research Methods, D.
A. Buchanan and A. Bryman, Eds., pp. 671–689, Sage Publica-
tions Ltd., Thousand Oaks, CA, USA, 2009.
[24] A. S. White and M. Censlive, “A state-space model of a three
tier APVIOBPCS supply chain,” Journal of Modelling in Man-
agement, vol. 10, no. 1, pp. 76–104, 2015.
[25] W. Ju, A. F. Gabor, and J. C. W. Van Ommeren, “An approx-
imate policy for a dual-sourcing inventory model with positive
lead times and binomial yield,” European Journal of Opera-
tional Research, vol. 244, no. 2, pp. 490–497, 2015.
[26] M. Peng, H. Chen, and M. Zhou, “Modelling and simulat-
ing the dynamic environmental factors in post-seismic relief
operation,” Journal of Simulation, vol. 8, no. 2, pp. 164–178,
2014.
[27] M. Peng, Y. Peng, and H. Chen, “Post-seismic supply chain
risk management: a system dynamics disruption analysis
approach for inventory and logistics planning,” Computers &
Operations Research, vol. 42, pp. 14–24, 2014.
[28] A. Avrahami, Y. T. Herer, and R. Levi, “Matching supply and
demand: delayed two-phase distribution at Yedioth group-
models, algorithms, and information technology,” Interfaces,
vol. 44, no. 5, pp. 445–460, 2014.
[29] Y. Yuchen and S. Ju-Qin, “Study on the transmission of infor-
mation in the supply chain of traceable agricultural products
based on game theory,” Journal of Applied Sciences, vol. 13,
no. 13, pp. 2584–2588, 2013.
[30] J. Ikonen, A. Knutas, H. Hämäläinen, M. Ihonen, J. Porras, and
T. Kallonen, “Use of embedded RFID tags in concrete element
supply chains,” Journal of Information Technology in Con-
struction, vol. 18, pp. 119–147, 2013.
[31] W. Chung, S. Talluri, and R. Narasimhan, “Price markdown
scheme in a multi-echelon supply chain in a high-tech indus-
try,” European Journal of Operational Research, vol. 215,
no. 3, pp. 581–589, 2011.
[32] H. Cheng, X. Y. Wang, and Y. S. Su, “Optimal trade credit pol-
icy for supplier under asymmetric information in the supply
chain,” Journal of Donghua University, vol. 28, no. 4,
pp. 439–444, 2011.
[33] B. Sundarakani, P. Vrat, and P. Kumar, “Dynamic analysis of a
global supply chain using system dynamics approach,” Inter-
national Journal of Electronic Customer Relationship Manage-
ment, vol. 4, no. 4, pp. 340–358, 2010.
[34] C. K. Jaggi and A. Kausar, “Retailer’s optimal credit and
replenishment policy for deteriorating items with credit linked
demand in a supply chain,” International Journal of Applied
Decision Sciences, vol. 3, no. 2, pp. 117–131, 2010.
[35] H. K. Kim, “Numerical studies on the cost impact of incorrect
assumption and information delay in a supply chain,” Man-
agement Science and Financial Engineering, vol. 16, no. 3,
pp. 1–20, 2010.
[36] H. Nachtmann, M. A. Waller, and D.W. Rieske, “The impact of
point-of-sale data inaccuracy and inventory record data errors,”
Journal of Business Logistics, vol. 31, no. 1, pp. 149–158, 2010.
[37] A. Munoz and M. D. Clements, “Disruptions in information
ﬂow: a revenue costing supply chain dilemma,” Journal of The-
oretical and applied electronic commerce Research, vol. 3, no. 1,
pp. 30–40, 2008.
[38] H. C. P. Choi, Supply Chain Information Sharing and the
Impact of Information Errors, Doctoral Dissertation, Indiana
University, Bloomington, IN, USA, 2008.
[39] F. J. Arcelus, S. Kumar, and G. Srinivasan, “Manufacturer's
pricing strategies in a single-period framework under
price-dependent stochastic demand with asymmetric risk-
preference information,” Journal of the Operational Research
Society, vol. 58, no. 11, pp. 1449–1458, 2007.
[40] S. K. Paik and P. K. Bagchi, “Understanding the causes of the
bullwhip eﬀect in a supply chain,” International Journal of Retail
& Distribution Management, vol. 35, no. 4, pp. 308–324, 2007.
[41] V. Leopoulos, D. Voulgaridou, and K. Kirytopoulos, “Upgrad-
ing extended supply chain management through enterprise
resource planning systems,” Transactions on Systems World
Scientiﬁc and Engineering Society Press, vol. 5, no. 10,
pp. 2442–2449, 2006.
[42] H. K. Kim, “The cost impact of information delay in a supply
chain,” Management Science and Financial Engineering,
vol. 12, no. 1, pp. 1–34, 2006.
[43] X. Zhang, “Delayed demand information and dampened bull-
whip eﬀect,” Operations Research Letters, vol. 33, no. 3,
pp. 289–294, 2005.
[44] Y. Ge, J. B. Yang, N. Proudlove, and M. Spring, “System
dynamics modelling for supply-chain management: a case
study on a supermarket chain in the UK,” International Trans-
actions in Operational Research, vol. 11, no. 5, pp. 495–509,
2004.
[45] A. Angulo, H. Nachtmann, and M. A. Waller, “Supply chain
information sharing in a vendor managed inventory partner-
ship,” Journal of Business Logistics, vol. 25, no. 1, pp. 101–
120, 2004.
[46] V. Jayaraman and T. Baker, “The Internet as an enabler for
dynamic pricing of goods,” IEEE Transactions on Engineering
Management, vol. 50, no. 4, pp. 470–477, 2003.
[47] A. Dutta and R. Roy, “The physics of e-commerce supply
chains,” Information Systems and e-Business Management,
vol. 1, no. 2, pp. 175–188, 2003.
[48] F. Chen, “Decentralized supply chains subject to information
delays,” Management Science, vol. 45, no. 8, pp. 1076–1090,
1999.
[49] T. C. Jones and D. W. Riley, “Using inventory for competitive
advantage through supply chain management,” International
Journal of Physical Distribution & Materials Management,
vol. 15, no. 5, pp. 16–26, 1985.
[50] D. R. Diedrichs, K. Phelps, and P. A. Isihara, “Quantifying
communication eﬀects in disaster response logistics: a multiple
network system dynamics model,” Journal of Humanitarian
Logistics and Supply Chain Management, vol. 6, no. 1,
pp. 24–45, 2016.
[51] H. I. Asala, J. Chebeir, W. Zhu, A. D. Taleghani, and
J. Romagnoli, “Amachine learning approach to optimize shale
gas supply chain networks,” in SPE Annual Technical Confer-
ence and Exhibition of Society of Petroleum Engineers, San
Antonio, Texas, USA, October 2017.
[52] J. Lu, G. Feng, K. K. Lai, and N. Wang, “The bullwhip eﬀect on
inventory: a perspective on information quality,” Applied Eco-
nomics, vol. 49, no. 24, pp. 2322–2338, 2017.
[53] M. Edali and H. Yasarcan, “Results of a beer game experiment:
should a manager always behave according to the book?,”
Complexity, vol. 21, no. S1, 199 pages, 2016.
[54] S. M. Disney and M. R. Lambrecht, “On replenishment rules,
forecasting, and the bullwhip eﬀect in supply chains,” Founda-
tions and Trends® in Technology, Information and Operations
Management, vol. 2, no. 1, pp. 1–80, 2008.
12 Complexity
[55] N. Scaglione, Inaccuracy in Demand Sharing along the Supply
Chain, [M.S. thesis], University of Palermo, Italy, 2015.
[56] S. Cannella, A. P. Barbosa-Póvoa, J. M. Framinan, and
S. Relvas, “Metrics for bullwhip eﬀect analysis,” Journal of
the Operational Research Society, vol. 64, no. 1, pp. 1–16, 2013.
[57] S. M. Disney and D. R. Towill, “On the bullwhip and inventory
variance produced by an ordering policy,” Omega, vol. 31,
no. 3, pp. 157–167, 2003.
[58] Ventana Systems Inc, The Ventana Simulation Environment:
VENSIM 5.5D, Ventana Systems Inc., Cambridge, MA, USA,
2006.
13Complexity
Hindawi
www.hindawi.com Volume 2018
Mathematics
Journal of
Hindawi
www.hindawi.com Volume 2018
Mathematical Problems 
in Engineering
Applied Mathematics
Journal of
Hindawi
www.hindawi.com Volume 2018
Probability and Statistics
Hindawi
www.hindawi.com Volume 2018
Journal of
Hindawi
www.hindawi.com Volume 2018
Mathematical Physics
Advances in
Complex Analysis
Journal of
Hindawi
www.hindawi.com Volume 2018
Optimization
Journal of
Hindawi
www.hindawi.com Volume 2018
Hindawi
www.hindawi.com Volume 2018
Engineering  
 Mathematics
International Journal of
Hindawi
www.hindawi.com Volume 2018
Operations Research
Advances in
Journal of
Hindawi
www.hindawi.com Volume 2018
Function Spaces
Abstract and 
Applied Analysis
Hindawi
www.hindawi.com Volume 2018
International 
Journal of 
Mathematics and 
Mathematical 
Sciences
Hindawi
www.hindawi.com Volume 2018
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013www.hindawi.com
The Scientific 
World Journal
8
Hindawi
www.hindawi.com Volume 2018
Numerical Analysis
Advances in Discrete Dynamics in 
Nature and Society
Hindawi
www.hindawi.com Volume 2018
Hindawi
www.hindawi.com
Dierential Equations
International Journal of
Volume 2018
Hindawi
www.hindawi.com Volume 2018
Decision Sciences
Advances in
Hindawi
www.hindawi.com Volume 2018
Analysis
International Journal of
Hindawi
www.hindawi.com Volume 2018
Stochastic Analysis
International Journal of
Submit your manuscripts at
www.hindawi.com
