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Abstract
A large portion of the event-related potential (ERP) oddball task literature, and
associated theoretical development, has focused on context-related manipulations,
and somewhat overlooked the temporal determinants of ERP components. The
overarching aim of this doctoral thesis was to explore the mechanism underlying the
systematic increases in amplitude, and decreases in latency, of the P300 ERP
component that are observable when the interval separating presentations of matching
stimuli is increased (target-to-target interval, TTI; nontarget-to-nontarget interval,
NNI). This body of work suggests that the mechanism is operational on both target
and (sometimes) nontarget events at specific processing stages. Support was
evidenced for a memory-trace mechanism, however findings argued against a global
refractory period effect. Three paradigms were utilised: a visual (Study 1) and an
auditory (Study 5) fixed-ISI three-stimulus oddball task, and a unique auditory
variable-ISI equiprobable Go/NoGo task (Studies 2, 3, and 4). In both Studies 1 and
2, increases in the TTI systematically enhanced target P300 amplitude. However,
increases in the NNI augmented nontarget P300 amplitude in the equiprobable task
(Study 2) only, suggesting that NNI effects in the nontarget P300 are apparent only
under certain conditions. Study 3 examined the memory-trace mechanism and
demonstrated that participants with high working memory (c.f. low working memory)
ability showed a greater increase in target P3b amplitude with TTI increments,
indicating a direct link between TTI effects in the target P300 and WM processes.
Together, Studies 4 and 5 showed that matching-stimulus intervals modulated N1, P2,
mismatch negativity (MMN), P3a, and P3b, but not Processing Negativity (PN),
Novelty P3, and Slow Wave (SW), which suggests that a similar mechanism is
operating on separate stages of stimulus-processing. In addition, regression analyses
vi

showed that early ERP components did not predict TTI/NNI effects in the P300,
arguing against a global refractory period phenomenon, but possibly indicating
memory-updating processes, or very long component generator recovery cycles. This
thesis makes an important contribution by highlighting the circumstances in which
the mechanism of matching-stimulus interval effects operates. Further work is
required to separate a memory-trace mechanism from a very long recovery cycle
phenomenon.

vii

Table of Contents
Certification ................................................................................................................. ii
Acknowledgements .................................................................................................... iii
Publications from Thesis.............................................................................................iv
Abstract ........................................................................................................................vi
Table of Contents ..................................................................................................... viii
List of Tables ............................................................................................................ xiii
List of Figures ........................................................................................................... xiv
GENERAL INTRODUCTION ................................................................................1
1.1 P300: Basic Properties and Antecedent Conditions.............................................1
1.2 Oddball Task-Related Effects ...............................................................................2
1.3 Theoretical Interpretations of P300 Elicitation ....................................................5
1.4 The Mechanism of Matching-Stimulus Interval Effects .....................................7
1.5 Research Aims........................................................................................................9
STUDY 1: COMPARING P300 MODULATIONS: TARGET-TO-TARGET
INTERVAL VERSUS INFREQUENT NONTARGET-TO-NONTARGET
INTERVAL IN A THREE-STIMULUS TASK ..................................................10
2.1 Abstract .................................................................................................................11
2.2 Introduction ..........................................................................................................12
2.2.1 Expectancy and Memory-Update ........................................................12
2.2.2 Nontarget-to-Nontarget Interval (NNI) ...............................................14
2.3 Method ..................................................................................................................16
2.3.1 Participants............................................................................................16
2.3.2 Procedure ..............................................................................................17
2.3.3 Materials and Apparatus ......................................................................17
2.3.4 Data Extraction .....................................................................................18
2.3.5 Statistical Analyses...............................................................................19
2.4 Results ...................................................................................................................19
2.4.1 Targets ...................................................................................................21
2.4.2 Infrequents ............................................................................................22
viii

2.4.3 Interval Effects on Targets ...................................................................22
2.4.4 Interval Effects on Infrequents ............................................................24
2.5 Discussion.............................................................................................................24
2.5.1 P300 Amplitude ....................................................................................25
2.5.2 P300 Latency ........................................................................................28
2.5.3 Future Research and Conclusions .......................................................29
2.6 References ............................................................................................................32
STUDY 2: NONTARGET-TO-NONTARGET INTERVAL DETERMINES
THE NONTARGET P300 IN AN AUDITORY EQUIPROBABLE GO/NOGO
TASK ..........................................................................................................................36
3.1 Abstract .................................................................................................................37
3.2 Introduction ..........................................................................................................38
3.3 Method ..................................................................................................................43
3.3.1 Participants............................................................................................43
3.3.2 Procedure ..............................................................................................43
3.3.3 Materials and Apparatus ......................................................................45
3.3.4 Data Extraction .....................................................................................45
3.3.5 Principal Components Analysis...........................................................46
3.3.6 Statistical Analyses...............................................................................46
3.4 Results ...................................................................................................................48
3.4.1 Grand Mean ERPs ................................................................................48
3.4.2 PCA Outcomes .....................................................................................49
3.4.3 Topography ...........................................................................................51
3.4.3.1 PCA Component Source Localisation .................................52
3.4.4 Effects of Interval and Stimulus Type.................................................53
3.4.4.1 Factor 3: P3b..........................................................................53
3.4.4.2 Factor 2: SW ..........................................................................54
3.4.4.3 RT...........................................................................................54
3.5. Discussion............................................................................................................56
3.5.1 Effects of Interval and Stimulus Type.................................................57
ix

3.5.2 Theoretical Considerations and Future Research Directions.............60
3.6 References ............................................................................................................63
STUDY 3: CAN WORKING MEMORY PREDICT TARGET-TO-TARGET
INTERVAL EFFECTS ON THE P300? ..............................................................70
4.1 Abstract .................................................................................................................71
4.2 Introduction ..........................................................................................................72
4.3 Method ..................................................................................................................78
4.3.1 Participants............................................................................................78
4.3.2 Procedure ..............................................................................................79
4.3.3 Materials and Apparatus ......................................................................81
4.3.4 Data Extraction .....................................................................................81
4.3.5 Principal Components Analysis...........................................................82
4.3.6 Statistical Analyses...............................................................................83
4.4. Results ..................................................................................................................84
4.4.1 Grand Mean ERPs ................................................................................84
4.4.2 PCA Outcomes .....................................................................................86
4.4.3 TTI Effects ............................................................................................88
4.4.3.1 Factor 3: P3b..........................................................................88
4.4.3.2 Factor 8: uP3..........................................................................93
4.4.3.3 Factor 1: SW ..........................................................................93
4.4.3.4 RT...........................................................................................95
4.5 Discussion.............................................................................................................96
4.6 References ......................................................................................................... 101
STUDY 4: STIMULUS-TO-MATCHING-STIMULUS INTERVAL
INFLUENCES N1, P2, AND P3B IN AN EQUIPROBABLE GO/NOGO TASK
.................................................................................................................................. 109
5.1 Abstract .............................................................................................................. 110
5.2 Introduction ....................................................................................................... 111
5.3 Method ............................................................................................................... 116
5.3.1 Participants......................................................................................... 116

x

5.3.2 Procedure ........................................................................................... 117
5.3.3 Materials and Apparatus ................................................................... 118
5.3.4 Data Extraction .................................................................................. 119
5.3.5 Principal Components Analysis........................................................ 119
5.3.6 Statistical Analyses............................................................................ 120
5.4. Results ............................................................................................................... 121
5.4.1 Grand Means ...................................................................................... 121
5.4.2 PCA Output........................................................................................ 121
5.4.3 Factor 4: N1 ....................................................................................... 125
5.4.4 Factor 5: PN ....................................................................................... 127
5.4.5 Factor 3: P2 ........................................................................................ 127
5.4.6 Factor 2: P3b ...................................................................................... 128
5.4.7 Factor 1: SW ...................................................................................... 129
5.4.8 RT ....................................................................................................... 129
5.4.9 Regression .......................................................................................... 131
5.5 Discussion.......................................................................................................... 131
5.6 References ......................................................................................................... 138
STUDY 5: SEQUENTIAL PROCESSING AND THE MATCHING-STIMULUS
INTERVAL EFFECT IN ERP COMPONENTS: AN EXPLORATION OF THE
MECHANISM USING MULTIPLE REGRESSION ..................................... 145
6.1 Abstract .............................................................................................................. 146
6.2 Introduction ....................................................................................................... 147
6.2.1 Effects on Non-P300 ERP Components .......................................... 148
6.2.2 What is the Mechanism? ................................................................... 149
6.2.2.1 The Activation Mechanism ............................................... 151
6.2.2.2 The Refractory Period Mechanism ................................... 153
6.2.3 Aims and Hypotheses........................................................................ 154
6.3 Method ............................................................................................................... 155
6.3.1 Participants......................................................................................... 155
6.3.2 Procedure ........................................................................................... 156
xi

6.3.3 Oddball Paradigm .............................................................................. 156
6.3.4 Materials and Apparatus ................................................................... 157
6.3.5 Data Extraction and Averaging Procedure ...................................... 157
6.3.6 Principal Components Analysis........................................................ 158
6.3.7 Statistical Analyses............................................................................ 159
6.4 Results ................................................................................................................ 160
6.4.1 Grand Means ...................................................................................... 160
6.4.2 PCA Outcomes .................................................................................. 160
6.4.3 Regression .......................................................................................... 165
6.4.3.1 Targets................................................................................. 165
6.4.3.2 Infrequents .......................................................................... 165
6.4.3.3 Standards............................................................................. 165
6.5 Discussion.......................................................................................................... 165
6.5.1 Characteristics of Identified Components........................................ 166
6.5.2 Multiple Regression Findings ........................................................... 172
6.5.3 Examination of the Mechanism ........................................................ 174
6.5.4 Conclusions ........................................................................................ 176
6.6 References ......................................................................................................... 178
GENERAL DISCUSSION ................................................................................... 191
7.1 Contributions and Further Research ................................................................ 194
7.2 Limitations and Conclusions ............................................................................ 197
References ................................................................................................................ 199
Appendix A: Full List of Publications ................................................................... 221
Appendix B: Ethics Application Approvals .......................................................... 226
Appendix C: Demographic Questionnaire ............................................................. 230

xii

List of Tables
Table 3.1. F- and p-values, and partial effect sizes for the topographic analyses
carried out on the two P300 components ..................................................................52
Table 5.1. F- and p-values, and partial effect sizes for the topographic analyses
carried out on the five components. Italics indicate the region selected for analysis
.................................................................................................................................. 125
Table 5.2. Percentage change in component amplitudes (µV) relative to the first
matching-stimulus interval (1 s), separately for targets and nontargets .............. 126
Table 6.1. Information for the factors identifiable as ERP components. Component
names, latency, site of maximal amplitude, percentage of total variance explained,
and sites selected for analysis. TF = Temporal Factor......................................... 164

xiii

List of Figures
Figure 2.1. Grand mean ERP waveforms from midline sites for the three stimulus
types ............................................................................................................................20
Figure 2.2. Grand average ERP waveforms from midline sites for five intervals. The
waveforms in the left and right columns illustrate responses to target and infrequent
stimuli, respectively ...................................................................................................21
Figure 2.3. Mean P300 amplitude at Pz as a function of interval for both targets and
infrequents. It can be seen that P300 amplitude responses to infrequent stimuli do not
increase across interval levels....................................................................................23
Figure 2.4. Mean P300 latency at Pz for target and infrequent nontarget stimuli as a
function of matched-stimulus interval. Across interval increments, target P300
latencies decrease linearly, where infrequent P300 latencies show a quadratic trend.
For illustration, the data for both targets and infrequents are fitted with separate linear
trend lines over all increments, with the coefficient of determination indicated ...23
Figure 2.5. Mean RTs as a function of TTI .............................................................24
Figure 3.1. Illustration of the stimulus sequence including targets (T), nontargets (N),
and silence (shaded rectangles). Each rectangle is indicative of the 1 s SOA. An
example of seven sequential TTIs (3, 2, 1, 15, 1, 3, and 2 s) and NNIs (2, 3, 5, 2, 2, 1,
and 7 s) are illustrated above and below, respectively .............................................45
Figure 3.2. Mean (left) and corresponding PCA ERPs (right; derived from the sum of
the seven temporal PCA factor scores) at midline sites for targets and nontargets. The
dashed lines at Pz (maximal P300 site) represent the sum of the two PCA P300
components analysed (P3b, SW)...............................................................................49
Figure 3.3. Mean ERPs at midline sites for targets (left) and nontargets (right) for
each of the five intervals examined. Interval effects in the P300 component at Pz are
clearly visible for both stimulus types ......................................................................50
Figure 3.4. Upper: Topographic headmaps for each temporal PCA component
averaged across all stimuli and intervals, with factor information below. Lower:
Rescaled temporal PCA factor loadings as a function of time ................................51
Figure 3.5. eLORETA images of the major sources for the PCA components
identified as P3b and SW, separately for targets and nontargets ............................53
Figure 3.6. Upper and Middle: Target and nontarget means over intervals with
standard error bars for P3b (top; mean of parietal sites), SW (middle; difference
between means of parietal and frontal sites); dashed lines show linear trends, with the
coefficient of determination indicated. Lower: Mean RT as a function of TTI with
standard error illustrated; the dashed line indicates the quadratic trend, again with
coefficient of determination .......................................................................................55
Figure 4.1. Example of the stimulus sequence: T = Targets; N = Nontargets; silence
is indicated by the shaded rectangles. The arrow below illustrates time, with each
increment (shown here as rectangles) representative of the 1 s SOA. An example of
xiv

three sequential TTIs is indicated above: TTI = 5, 1, and 10 s ...............................80
Figure 4.2. Panel A: ERPs at midline sites for targets and nontargets (left column).
The pre-EOG corrected data at Fz, averaged across all participants, groups, and
stimuli, is overlayed in the dashed line in the uppermost panel. Virtual ERPs derived
from the sum of the twelve temporal PCA factors (right column). The dashed lines
mark the sum of three virtual P300 components (P3b, uP3, SW) at the site where the
P300 component is maximal (Pz). Panel B: Average ERP waveforms for high and
low groups. Larger P300 complexes are visible for the high than the low group to
both targets (left panel) and nontargets (right panel) ...............................................85
Figure 4.3. Grand average target ERP waveforms from midline sites for the five
TTIs. Interval effects in the P300 component are apparent at Pz. Mean vertical EOG
(VE) is displayed for each of the TTIs below before EOG correction ...................86
Figure 4.4. Temporal PCA factor loadings scaled to µV as a function of time. The
topographic headmaps and factor information for the virtual temporal components are
displayed above. Headmaps are averaged across stimulus type, group, and TTI .....
.....................................................................................................................................89
Figure 4.5. Panel A: Target and nontarget headmaps for P3b, uP3, and SW averaged
across interval and group. Panel B: Headmaps for P3b, uP3, and SW target responses
for the two WM groups averaged across interval (Column 1), and separately for the
five TTIs (Columns 2 – 6) .........................................................................................91
Figure 4.6. Panel A: Mean P3b amplitude at frontal (F: F3, Fz, F4) and parietal (P:
P3, Pz, P4) sites across all subjects, groups, and TTI, separately for targets and
nontargets. Panel B: The difference between frontal and parietal target P3b amplitude
(parietal minus frontal) across subject and group as a function of TTI. Panel C:
Illustration of the sagittal × group × interval interaction. The fronto-parietal
difference in target P3b amplitude is plotted separately for the two groups as a
function of TTI. A steeper increase in P3b amplitude can be seen for the high
compared to the low WM group................................................................................92
Figure 4.7. Mean RT as a function of TTI separately for high and low groups.
Groups are fitted with separate linear trends to demonstrate the between group
difference in RT as a function of TTI (marginal group × linear trend interaction)....
.....................................................................................................................................95
Figure 5.1. An example of the stimulus sequence: targets (T), nontargets (N), and
silence (shaded rectangles). Each rectangle illustrates the 1 s SOA. An example of
six sequential TTIs (5, 1, 15, 1, 3, and 2 s) and seven NNIs (2, 3, 5, 5, 1, 1, and 5 s)
are illustrated above and below, respectively ........................................................ 118
Figure 5.2. Left: Grand mean ERP waveforms from midline sites for targets and
nontargets; analysed components are labelled at Fz. Middle: Waveforms constructed
from the sum of the eight factors extracted from the PCA. Right: Difference between
original data (left) and PCA derived data (middle); any deviations are small .... 122
Figure 5.3. Average ERPs at midline sites for each of the five matching-stimulus
intervals examined (illustrated by the figure key; left column, Cz); targets (left),
nontargets (right); components analysed are labelled at Fz.................................. 123
xv

Figure 5.4. Top: Headmaps for each of the eight components averaged across all
subjects, stimulus types, and intervals. Factor order, latency, and percentage of total
variance explained, is indicated below each. Middle: Factor loadings (µV) for the
eight components identified. The solid lines indicate factors analysed, dashed lines
represent factors explaining < 3 % of the total variance. Bottom: Target and
nontarget headmaps averaged across subjects and intervals. Contour lines for very
negative components (N1 and PN) are shown in grey to increase their visibility .....
.................................................................................................................................. 124
Figure 5.5. Target and nontarget N1 across relevant TTIs/NNIs. A significant
across-stimulus type linear trend is apparent, where N1 is increasing in negativity at
0.16 µV/s. The overlapping unfilled markers at the end of the series indicate that
there is no overall difference in N1 amplitudes between targets and nontargets .......
.................................................................................................................................. 126
Figure 5.6. PN over intervals. No substantial linear trend or stimulus-related effect is
apparent .................................................................................................................... 127
Figure 5.7. P2 over TTIs and NNIs. Main effects of interval and stimulus type are
apparent .................................................................................................................... 128
Figure 5.8. P3b Increased as matching-stimulus interval increased; this did not differ
with stimulus type. The slope coefficient indicates that P3b is increasing at a rate of
0.25 µV/s .................................................................................................................. 129
Figure 5.9. SW amplitudes over TTIs and NNIs with a non-significant linear trend
illustrated. Amplitudes were more positive to targets than nontargets ............... 130
Figure 5.10. Mean RT as a function of TTI with standard error bars; the dashed line
represents the quadratic trend ................................................................................. 130
Figure 6.1. Left: Grand mean ERPs at midline sites for the three conditions. Right:
ERP waveforms reconstituted from the components selected for analysis ......... 161
Figure 6.2. Trials sorted into short, medium, long, and very long intervals for targets
(left) and infrequents (right) at midline sites. Interval effects are apparent for target
stimuli, particularly within the P300-latency range .............................................. 162
Figure 6.3. Factor loadings for targets (top), infrequents (middle), and standards
(bottom). Topographic plots for each extracted ERP component are illustrated above
the factor loadings, separately for each condition ................................................. 163

xvi

GENERAL INTRODUCTION

1.1 P300: Basic Properties and Antecedent Conditions
The P300 (also termed P3, and Late Positive Complex; LPC) is a large
positivity in the scalp-recorded event-related potential (ERP) occurring approximately
300 ms post-stimulus onset (Picton, 1992; Pritchard, 1981). P300 has been associated
with a wide range of cognitive processes including orienting (Donchin et al., 1984),
memory (Johnson et al., 1985; Karis et al., 1984), decision-making (Johnson &
Donchin, 1982; Nieuwenhuis et al., 2005), and expectancy (Donchin & Coles, 1988;
Sommer et al., 1998; Verleger, 1988). Due to its elicitation by a variety of stimuli
(e.g., emotional, appetitive, salient, novel etc.) in different types of tasks, there is little
consensus on the functional significance of the P300. This issue is further
exacerbated by disagreement within the field on which components of the ERP
waveform constitute the P300 (e.g., Barry et al., 2013 vs. Simons et al., 2001).
Since Sutton et al. (1965) originally described the P300 as a unitary peak,
many studies have demonstrated that P300 differs in latency and topography
depending on task requirements, suggesting that multiple sources are generating
several independent overlapping components1 (Ritter et al., 1968; Vaughan & Ritter,
1970). These components include the P3a (a fronto-central component occurring
approximately 250 ms post-stimulus; Johnson, 1993; Snyder & Hillyard, 1976;
Squires et al., 1977), P3b/P300 (the typical “P3” to target stimuli with a parietal
topography; Spencer et al., 2001; Squires et al., 1975), Novelty P3 (enhanced to novel
stimuli with a diffuse distribution across the scalp; Courchesne, 1983; Courchesne et

1

For the sake of clarity in this thesis, and to maintain consistent nomenclature with the original targetto-target interval studies conducted by Gonsalvez and colleagues, the label “P300” is adopted to
discuss the global response peak.

1

al., 1984; Cycowicz & Friedman, 1998; Rushby et al., 2005), and the Slow Wave
(SW; a frontally negative/parietally positive component occurring approximately 450
ms post-stimulus). Sutton and Ruchkin (1984) highlighted the complexity in
interpreting findings from P300 studies as the components overlap both spatially and
temporally, making it difficult to determine whether the various components are
actually related to the experimental variables. This problem has not deterred
researchers, with a large portion of the ERP literature focusing on P300, perhaps due
to its ubiquity.
1.2 Oddball Task-Related Effects
Early work on the P300 explored changes in its amplitude and latency by
varying the parameters of oddball tasks. Traditionally, the oddball task is used to
study the effects of stimulus novelty and significance on information processing, and
requires the participant to identify, or respond to (e.g., count, button press) infrequent
target stimuli that are dispersed in a background of frequent nontarget (standard)
stimuli. Varying the parameters of an oddball paradigm alters the task requirements
and changes the demand on cognitive (e.g., attentional) and perceptual (e.g., stimulus
discrimination) processes. Depending on the aims of an experiment, a range of
parameters might be manipulated, such as the number of stimulus conditions
presented (e.g., two- or three-stimulus tasks), modality (e.g., auditory, visual, tactile,
mixed), type of stimuli (repetitive or novel), response required to targets (overt or
covert), overall (global) target probability, interstimulus interval (ISI), and stimulus
sequence (often referred to as local target probability). P300 demonstrates a relatively
consistent pattern of results when a range of these variables is changed systematically:
amplitudes are enhanced when global target probability is decreased, and the ISI or
the number of preceding nontargets is increased. The literature pertaining to each of
2

these experimental manipulations will now be reviewed briefly 2.
The inverse relationship between global probability and P300 amplitude is
well documented (Donchin et al., 1973; Duncan-Johnson & Donchin, 1977; Friedman
et al., 1997; Polich et al., 1991; Roth et al., 1976; Sutton et al., 1965; Tueting &
Sutton, 1973; Tueting et al., 1971), with lower global target probabilities increasing
P300 amplitude. This effect was elegantly demonstrated in Duncan-Johnson and
Donchin (1977), where global target probability was systematically varied from .10 to
.90. P300 amplitude diminished accordingly and was inversely proportional to the
probability of target stimuli. In line with Squires et al. (1976), the authors interpreted
this to mean that P300 amplitude is primarily determined by the expectancy of the
eliciting event. This interpretation went on to form the basis of the influential
context-updating hypothesis (Donchin, 1981; Donchin & Coles, 1988), which will be
discussed in detail further below.
The effect of stimulus sequence on P300 is large, with targets (T) eliciting
greater amplitude P300s when preceded by longer, rather than shorter, chains of
nonmatching (nontarget; N) stimuli (e.g., NNNNT > NNNT > NNT> NT; Johnson &
Donchin, 1982; Leuthold & Sommer, 1993; Sams et al., 1983, 1984; Squires et al.,
1976, 1977; Starr et al., 1997; Verleger, 1987). Some studies have also suggested that
a similar pattern of results might also be apparent for task-irrelevant stimuli (DuncanJohnson & Donchin, 1977; Hermanutz et al., 1981; Johnson & Donchin, 1980; Sams
et al., 1983; Squires et al., 1977; Starr et al., 1997; Verleger, 1987). For example,
Squires et al. (1977) showed that nontarget P300 was larger when preceded by longer,
c.f. shorter, series of repeated targets (i.e., TTTTN > TTTN > TTN > TN). These
2

It should also be noted that there is a large body of work on the relationship between P300 and
stimulus meaning. However, this literature will not be reviewed here as it does not specifically relate
to temporal determinants of the P300, thus falling outside the scope of this thesis. For excellent
reviews see Polich (2007), and Polich and Kok (1995).
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findings were again discussed within an expectancy framework, and linked to the
concept of a decaying memory-trace for events within the stimulus sequence.
P300 amplitude is similarly affected by the time between stimuli, with longer
ISIs resulting in larger P300 amplitudes (Fitzgerald & Picton, 1981; Miltner et al.,
1991; Polich, 1990a, b). Woods et al. (1980) suggested that ISI-related findings could
be due to a refractory period effect resulting from inherent restrictions on P300 neural
generators. This interpretation was broadly accepted in Polich (1990b), where an
interaction between target probability and ISI was reported. Polich (1990b)
elaborated on Woods et al. (1980) and suggested that this interaction reflects the
amount of processing resources available at the time P300 is produced, and
acknowledged that temporal probability, the chance that a particular stimulus will be
presented within a set time period (Picton & Stuss, 1980), may have influenced
results.
The effect of temporal probability on P300 amplitude was initially
demonstrated in Fitzgerald and Picton (1981). Those authors showed that target
stimuli with a lower (c.f. higher) temporal probability elicited larger P300s, regardless
of sequential probability and temporal uncertainty. Importantly, those findings
emphasised the significance of temporal P300 determinants over expectancy-related
factors, such as the stimulus sequence. Building on Squires et al.’s (1976, 1977)
memory-trace theoretical framework, Fitzgerald and Picton (1981) suggested that
P300 amplitude was related to the decay of a temporally-determined (rather than a
context-determined) memory trace.
Following on from this early work, Gonsalvez et al. (1999) proposed that by
manipulating global target probability, stimulus sequence, and ISI, all these early
studies inadvertently altered temporal target probability, and the interval between
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presentations of target stimuli: the target-to-target interval (TTI). Gonsalvez and
colleagues (Croft et al., 2003; Gonsalvez et al., 1999, 2007; Gonsalvez & Polich,
2002) went on to show that when probability, sequence, and ISI were controlled, TTI
emerged as an independent determinant of P300 amplitude and latency. For example,
in a two-stimulus oddball task (both auditory and visual modalities), Gonsalvez and
Polich (2002) manipulated local target probability and ISI, whilst holding target
probability constant. P300 amplitude increased, and latency and response time (RT)
decreased with longer TTIs. Those findings were independent of stimulus sequence
and ISI, emphasising the importance of target timing over other factors. Similar to
Squires et al. (1976, 1977) and Fitzgerald and Picton (1981), Gonsalvez et al. (2007)
suggested that TTI-related effects on the P300 may be related to a memory-trace of
stimulus events.
1.3 Theoretical Interpretations of P300 Elicitation
The large number of P300 studies examining global probability and stimulus
sequence spurred the development of the context-updating hypothesis (Donchin,
1981; Donchin & Coles, 1988). Despite numerous alternative perspectives
(Gonsalvez et al., 2007; Kahneman, 1973; Kok, 2001; Nieuwenhuis et al., 2005;
Verleger, 1988), and the emergence of evidence contradicting this model (as outlined
in Verleger, 1988), context-updating hypothesis remains the dominant theory on P300
elicitation today. This was particularly apparent during the context-updating versus
context-closure debate (Donchin, 1981; Donchin & Coles, 1988; Sommer et al., 1998;
Verleger, 1988, 1998). Briefly, the context-updating hypothesis (Donchin & Coles,
1988) asserts that P300 reflects updating of the current model of the environmental
context. Verleger (1988) challenged this perspective and suggested that P300 is
elicited when an awaited event in a structured task closes a perceptual epoch (context5

closure). Sommer et al. (1998) highlighted a difference between these two accounts
in relation to subjective probability, and outlined work suggesting that P300 indexes
passive and perceptual, rather than active and consciously controlled expectancies.
This contradicted the context-closure account as Verleger (1988) explicitly stated that
P300 reflected conscious expectancies, whereas the context-updating hypothesis made
no specific claims about the nature of expectancies. Consequently, and in light of
further evidence linking the P300 to response-selection processes (Verleger, 1997),
Verleger (1998) withdrew the context-closure account.
Further problems (in addition to those outlined in Verleger, 1988) arise when
trying to interpret the TTI/P300 relationship within a context-updating framework.
First, the context-updating hypothesis predicts that events which violate expectancy
elicit a large P300 with a long latency due to the additional time required to update
the contextual model. Contrary to this, TTI studies have consistently reported that
longer intervals are associated with larger P300s with shorter latencies (e.g.,
Gonsalvez & Polich, 2002). Second, because the context-updating hypothesis draws
on a comparative mechanism to explain P300 elicitation, it emphasises the importance
of the stimulus-context in predicting P300 amplitudes, whereas TTI studies have
shown that target-timing (Croft et al., 2003; Gonsalvez et al., 1999, 2007), not the
stimulus context (whether silence or nontargets), is what determines P300. As a result
of these shortfalls, Gonsalvez et al. (2007) proposed an alternative memory-related
theoretical account to accommodate P300-TTI findings: a template-update model.
Early studies examining sequential- and probability-related changes in P300
amplitude suggested that findings may reflect the updating of a memory trace
(Squires et al., 1976, 1977). This notion, together with work on the Orienting Reflex
(Donchin et al., 1983; Sokolov, 1963), formed the basis of the context-updating
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hypothesis. In his critique, Verleger (1988) argued that the context-updating
hypothesis should be separated into “expect” and “update”, where the representation
of a stimulus in working memory (WM) is “updated” after it has decayed over time.
The template-update model, outlined in Gonsalvez et al. (2007), adopted a framework
similar to Verleger’s (1988) modified “update” hypothesis, but unlike Verleger (1988)
and other studies by Donchin and colleagues (Donchin & Fabiani, 1990; Karis et al.,
1984; Squires et al., 1977), Gonsalvez et al. (2007) did not directly link the P300 with
WM. In the template-update model, a template refers to a profile of neural activation
representing a stimulus in working memory. The template degrades as a function of
the time between matching-event presentations, and is updated when the stimulus is
re-presented. Importantly, the template-update model differs from other hypotheses
by asserting that TTI effects, not specific ERP components (which are sensitive to a
range of factors including the physical characteristics of stimuli, arousal, etc.), are
what reflects WM update, and that P300 amplitudes are not related to revised
expectancies (either “unexpected”, Donchin & Coles, 1988, or “awaited”, Verleger,
1988). As the template-update model asserts that specific events, rather than the
stimulus context, are represented in WM, further predictions can also be generated,
such as whether the nontarget-to-nontarget interval (NNI) influences P300 similarly
to TTI. The template-update model provides a possible account for the cognitive
processes underpinning the matching-stimulus interval effect, however further
evidence for this perspective is required, in addition to a thorough examination of
other possible mechanisms.
1.4 The Mechanism of Matching-Stimulus Interval Effects
The effect of matching-stimulus interval manipulations on the P300 is highly
systematic, and may reflect a specific neuronal mechanism sensitive to temporal
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variations of identical-stimulus presentations. Two possible explanations for this
response pattern in an ERP component can be made:
1. Following longer intervals, the neural generators of the response have become
more active; or
2. Following shorter intervals, the neural generators of the response are in a
relative refractory state, or have been inhibited.
It should be noted that highly similar predictions can be generated from both
explanations, making it difficult to interpret which mechanism is responsible for the
effects. Furthermore, it is impossible to distinguish between refractoriness and neural
inhibition with ERP measures, as both mechanisms produce identical outcomes. The
current literature usually treats this type of timing-related amplitude reduction as a
refractory period/recovery cycle effect; for the sake of parsimony, the same has been
done here.
Several forms of neural activation could account for the matching-stimulus
interval effect. For example, an early perceptual process may trigger an increase in
arousal (activation, as in VaezMousavi et al., 2007) to facilitate stimulus- and
response-related processes. Alternatively, stimulus-processing pathways might be
primed so that motivationally-significant events can be responded to quickly; or, as
the template-update model suggests, stimuli might activate/re-activate a memory
trace. This range of possible mechanisms produces an even larger array of
predictions. For the sake of clarity and generalisability to the template-update model
(used to account for P300-TTI effects previously), the sole neural activation
mechanism investigated in this thesis is the memory-trace hypothesis.
ERP component recovery cycles are typically explored by shortening the ISI
between identical stimuli until component magnitude decreases. Findings from these
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investigations are not directly comparable with matching-stimulus interval studies as
other stimuli may intervene between matching-stimulus presentations in TTI and NNI
studies. Furthermore, it may be that if all components of the ERP are showing a
similar response profile when matching-stimulus intervals are altered, a global
refractory period effect – progressing throughout the entire ERP-processing-sequence
– may be responsible. It is possible to explore a broad recovery cycle phenomenon by
examining whether the effect is present for all event-types, and by determining which
specific processing stages the mechanism operates on.
1.5 Research Aims
The overarching aims of this doctoral thesis were to:
1. Highlight the conditions in which the mechanism of matching-stimulus
interval effects operates; and
2. Explore the memory-trace and global recovery cycle mechanisms of
matching-stimulus interval effects in the P300.
Concerning the first aim, two avenues of exploration were pursued: a.) whether the
mechanism was operational for target and nontarget stimuli; and, b.) which stages of
sequential processing the mechanism affects. The following five empirical Studies
examined the two broad aims. Studies 1 and 2 explored the first aim by investigating
whether the mechanism was operational for all stimuli, or for target stimuli only. The
second aim was examined in Study 3 by exploring the memory-trace mechanism of
TTI effects in the P300; predictions were derived from the template-update model.
Both aims were explored in Studies 4 and 5, which investigated the global refractory
period mechanism, and the various processing stages on which the mechanism
operates.
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STUDY 1: COMPARING P300 MODULATIONS: TARGET-TOTARGET INTERVAL VERSUS INFREQUENT NONTARGETTO-NONTARGET INTERVAL IN A THREE-STIMULUS TASK

Published in Psychophysiology:
Steiner, G.Z., Brennan, M.L., Gonsalvez, C.J., Barry, R.J., 2013. Comparing P300
modulations: Target-to-target interval versus infrequent nontarget-to-nontarget
interval in a three-stimulus task. Psychophysiology, 50, 187-194.
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2.1 Abstract
This study examined temporal determinants of the P300 component of the ERP in a
three-stimulus visual oddball task. Frequent standards, with equiprobable targets and
infrequent nontargets, were utilised. We tested whether the infrequent nontarget-tonontarget interval (infrequent NNI) influences P300 amplitudes and latencies
analogously to the target-to-target interval (TTI). EEG was recorded from 27
participants, and response time and P300 effects of TTIs and infrequent NNIs were
assessed. Increases in TTI augmented target P300 amplitudes and decreased latencies
and response times. However, this modulation of P300 amplitude was weak for
manipulations of infrequent NNI. P300 latencies increased initially before decreasing
across infrequent NNI levels. Together, these findings support the notion that the
P300 has an underlying temporal mechanism that is modulated by motivationally
significant events. Theoretical implications are discussed.
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2.2 Introduction
The P300 component of the event-related potential (ERP) is an
electrophysiological index of neural processing that has a positive deflection, occurs
at approximately 300 ms poststimulus, and is distributed most prominently over
parietal scalp regions (Picton, 1992; Pritchard, 1981). Frequently explored within
oddball tasks, the P300 is typically examined in response to target stimuli, and is
often considered as an index of the neural processing associated with task-relevant
information (Duncan-Johnson & Donchin, 1982; Polich, 2007; Polich et al., 1991,
1996). It is well established that P300 amplitude varies with a number of stimulus
presentation characteristics, such as global target probability (Duncan-Johnson &
Donchin, 1977; Squires et al., 1976, 1977), stimulus sequence (local target
probability; Gonsalvez et al., 1995; Johnson & Donchin, 1980; Squires et al., 1977),
and interstimulus interval (ISI; Fitzgerald & Picton, 1981; Polich, 1990a, b).
However, manipulations of global and local target probability and ISI also change the
target-to-target interval (TTI), the interval between a given target and the preceding
target (Gonsalvez et al., 1999). Previous studies have suggested that TTI is a critical
determinant of P300 amplitude and latency, and is independent of global target
probability, stimulus sequence, and ISI (Croft et al., 2003; Gonsalvez et al., 1999,
2007; Gonsalvez & Polich, 2002). It has also been speculated that perhaps these
matching-stimulus interval effects are not isolated to targets, but also extend to
nontarget stimuli (Gonsalvez et al., 1999, 2007).
2.2.1 Expectancy and Memory-Update
To date, there is no single theoretical interpretation of the P300 that
adequately explains all of these empirical results. Although most theories of the P300
hold that these result-patterns represent endogenous processing (e.g., memory12

updating of the subjective context of a relevant series of stimuli; Donchin & Coles,
1988; Duncan-Johnson & Donchin, 1982; Squires et al., 1976), there is no consensus
on what the P300 represents. For example, this lack of consensus is apparent in the
context-update versus context-closure debate (Donchin & Coles, 1988; Verleger,
1988). A key tenet of the context-updating hypothesis (Donchin, 1981; Donchin &
Coles, 1988), arguably the most widely-cited theory of the P300, posits that large
P300 amplitudes to low probability targets are related to the “subjective probability”
(Johnson, 1986) or “expectancy” (Squires et al., 1977) of a task-relevant stimulus, the
“surprise” that the stimulus creates (Duncan-Johnson & Donchin, 1977). Conversely,
Verleger (1988) argues that low probability targets are expected, hence global target
probability effects on the P300 are considered to index a resolution of this
anticipation.
This lack of theoretical consensus may be due, at least in part, to the difficulty
of integrating such a wide variety of P300 results. TTI effects on the P300, for
example, cannot be explained adequately by a framework that incorporates an
expectancy construct. For instance, Gonsalvez and Polich (2002) reported larger
P300 amplitudes, but shorter latencies and RTs, to longer TTIs. This runs counter to
predictions derived from expectancy-based theories (e.g., the context-updating
hypothesis), which predict a slowing of P300 latencies and response times (RTs)
when events violate expectancy. In other words, the “disconfirmed expectancy” that
produces larger P300 amplitudes (as with longer TTIs) should also produce longer
P300 latencies, due to the additional time needed to assess information and update the
current model of the environment. The current paper argues that any theory
addressing the functional significance of the P300 needs to take these TTI findings
into account.
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Previous attempts have been made to account for TTI effects on the P300 by
drawing on a modified version of context-update theory (Donchin & Coles, 1988), in
which temporal factors are emphasised over subjective probability: a template update
model (Croft et al., 2003; Gonsalvez et al., 2007). Both template- and context-update
perspectives suggest that memory-update processes are involved in elicitation of the
P300. These theories differ in terms of what is being updated (context vs. templates),
and the determinants of update processes (subjective probability vs. non-expectancy
factors including template decay). Gonsalvez et al. (2007) suggested that TTI (and
perhaps matching-stimulus interval) results are related to the extent to which a
template of a stimulus in working memory is restored, after it has degraded
systematically over time, regardless of a stimulus’ subjective probability. A key
aspect of template update theory is its dissociation from expectancy-based
assumptions, both expectancy confirmation and disconfirmation. This dissociation
has important theoretical implications, as it draws attention to the possibility that nonexpectancy factors including memory trace degradation, and stimulus-related factors
such as intensity, can influence update processes (Gonsalvez et al., 2007). One
question that arises from this interpretation is whether these update processes are
confined to task-relevant situations, manifested by interval effects associated only
with target stimuli (i.e., TTI), or whether update processes occur also for nontarget
stimuli.
2.2.2 Nontarget-to-Nontarget Interval (NNI)
Research that examined temporal and probability-related determinants of P300
amplitude and latency primarily has focused on responses to targets, rather than
nontargets. The few ERP studies that examined P300 changes to nontargets have
done so in the context of local target probability manipulations (Johnson & Donchin,
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1980; Squires et al., 1976, 1977). For example, Squires et al. (1977) examined the
effect of stimulus sequence in two-stimulus oddball tasks (both auditory and visual).
Regardless of modality, P300s were larger to nontargets that were preceded by longer,
compared to shorter, trains of consecutive targets (TTTTN > TTTN > TTN, etc.). In
another study, Johnson and Donchin (1980) examined stimulus sequence length
effects on P300 amplitude for both targets and nontargets in a three-stimulus auditory
oddball task. Participants were required to count one of three equiprobable stimuli.
P300 amplitudes were larger to one of the nontargets when it was preceded by longer,
rather than shorter, trains of consecutive instances of the other nontarget. In both of
these studies, larger P300 amplitudes to nontargets were related to extended nontarget
intervals. This suggests that the effect of TTI on the P300 might be generalisable to
matched-stimulus intervals. P300 latency was not examined in any of these studies.
The only known study that compared effects between nontarget and target
intervals utilised functional magnetic resonance imaging (fMRI). In a three-stimulus
auditory oddball task, Stevens et al. (2005) systematically manipulated the timing
between equiprobable targets and infrequent nontargets and examined changes in
hemodynamic activity. Increased activity was apparent to longer TTIs, but no
changes in activity were noted to manipulations of infrequent NNI. Stevens et al.
(2005) linked the neural systems they found responsive to manipulations of TTI
(anterior cingulate, bilateral prefrontal cortex, temporal-parietal junction, postcentral
gyri, thalamus, and cerebellum) to the generators of the P300. They concluded that
modulation of these brain networks most likely represents the updating of working
memory processes.
The present study examined the effect of stimulus-to-matched-stimulus
interval on P300 amplitudes and latencies for equiprobable infrequent targets and
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infrequent nontargets. We employed a three-stimulus visual oddball task to
investigate whether the infrequent NNI influences the P300 in a manner comparable
to the TTI. To facilitate differential processing between the stimulus types, different
nontarget probabilities were employed, and differences in amplitudes, latencies, and
topographies were assessed. Previous studies (Johnson & Donchin, 1980; Squires et
al., 1977) that examined changes in P300 amplitude to nontargets used a counting task
and did not report P300 latency or response times. The current study remedied this by
using a button-press response to targets and explored changes in P300 latency and
response times. In accordance with previous studies that employed one- and twostimulus tasks (Croft et al., 2003; Gonsalvez & Polich, 2002; Gonsalvez et al., 1999,
2007), it was expected that as TTI increased, P300 amplitude would increase, latency
would decrease, and the time taken to respond would also decrease. In line with
Johnson and Donchin (1980) and Squires et al. (1977), we hypothesised that as
infrequent NNI increased, P300 amplitude would also increase. P300 latency has not
been examined in the context of infrequent nontarget intervals; however, it might be
expected that, as with TTI, P300 latency would decrease with increasing infrequent
NNIs.
2.3 Method
2.3.1 Participants
Thirty undergraduate students from the University of Wollongong School of
Psychology participated in this study in return for course credit. The sample included
8 males and 22 females, who were all right-handed, and had a mean age of 19.5 (SD =
1.7) years. Individuals taking psychotropic medication were excluded, as were those
with self-reported neurological or psychiatric illnesses. All participants claimed to be
nonsmokers, and had normal or corrected-to-normal vision.
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2.3.2 Procedure
After providing informed consent, participants completed a demographic and
screening questionnaire, and were fitted with electroencephalogram (EEG) recording
apparatus. The experiment took place in a sound-attenuated recording booth, in
which participants were seated approximately 1 m in front of a computer monitor.
The experiment consisted of one task that was broken into three blocks of
approximately 7.5 min each. To minimise fatigue effects, rest intervals were provided
between blocks. The task was a three-stimulus visual oddball paradigm. Target and
infrequent nontarget stimuli each had an equal global probability of .25, and a
frequent nontarget (standard) had a global probability of .50. Participants were
instructed to respond to target stimuli with a button press, as quickly and as accurately
as possible. Stimuli were presented on a black background and consisted of the white
outlines of geometric shapes (targets: triangle; infrequents: circle; and standards:
square) that were approximately equal in area (45 × 45 mm). Stimuli were presented
for a duration of 200 ms with a fixed stimulus-onset asynchrony of 1.5 s. Targets and
infrequents were separated by one of seven randomly occurring TTIs/infrequent NNIs
(1.5, 3.0, 4.5, 6.0, 7.5, 9.0, and 10.5 s). Thus, between consecutive targets, zero (TTI1.5), one (TTI-3), or more nontarget stimuli (standards or infrequents; TTI-4.5 to TTI10.5) occurred; and between infrequents, zero, one, or more target or standard stimuli
occurred. A minimum of 25 trials of each TTI and infrequent NNI were presented in
each of the three identical blocks. This procedure was approved by the University’s
Research Ethics Committee.
2.3.3 Materials and Apparatus
EEG data were recorded continuously from 19 scalp sites (Fp1, Fp2, F7, F3,
Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, O2) with an electrode cap
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using tin electrodes placed in accordance with the International 10/20 System (Jasper,
1958). Physically-linked ears were used as a reference and the cap was grounded by
an electrode located midway between Fp1/Fp2 and Fz. Data were acquired using a
NuAmps digital signal-processing system and Neuroscan 4.3 Acquire software.
Electrooculogram (EOG) was recorded using tin cup electrodes placed 2 cm
above and below the right eye for vertical movements, and on the outer canthus of
each eye for horizontal movements. Impedance was less than 5 kΩ for cap, EOG, and
reference electrodes. Care was taken to balance reference impedances. Scalp and
EOG potentials were amplified × 1,338, and digitised at 500 Hz. The data were
recorded using a 70 Hz lowpass filter.
2.3.4 Data Extraction
Three participants were excluded as their total error rates were unacceptably
high (omission and commission errors above 5 %). The EEG data from the remaining
27 participants were processed offline using Neuroscan Edit software. Single trial
ERPs were low pass filtered (0.1-30 Hz, zero-phase shift, 24 dB/Octave), epoched for
100 ms pre- to 700 ms poststimulus, and baseline corrected using the 100 ms
prestimulus interval. Prior to averaging, epochs were EOG corrected (Semlitsch et
al., 1986), and then visually inspected and rejected if they were contaminated by
ocular or movement artefact.
For both targets and infrequents, trials for each of the seven interval levels
were collapsed, and averages were calculated for each participant. For the target
stimuli, only trials eliciting the required button-press response were included in the
averaging. For infrequents and standards, trials were excluded where a response was
made. ERP peak amplitudes and latencies for P300 (270-550 ms) were obtained for
each stimulus interval, relative to the 100 ms prestimulus baseline.
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2.3.5 Statistical Analyses
A multivariate analysis of variance (MANOVA) was carried out for P300
amplitude with factors of Stimulus (infrequent, target, standard) and Site (Fz, Cz, Pz).
Another MANOVA assessed P300 latency across the three stimulus types. Interval
effects on P300 amplitudes were explored separately for targets and infrequents with
two independent MANOVAs, each with factors of Interval (1.5, 3.0, 4.5, 6.0, 7.5, 9.0,
and 10.5 s) and Site (Fz, Cz, Pz); within intervals, linear and quadratic trends were
assessed. Interval effects on P300 latencies were also explored independently for
targets and infrequents with two separate MANOVAs; linear and quadratic trend
analyses were conducted.
The topographic examination of the three midline sites (Fz, Cz, Pz) was
carried out using planned contrasts which compared Fz to Pz, and Cz to the mean of
Fz and Pz. The midline distribution of peak activity can be examined efficiently
utilising these orthogonal planned contrasts. Orthogonal planned contrasts were also
utilised to examine P300 amplitude and latency differences for infrequents vs.
standards, and targets vs. the mean of infrequents versus standards. In addition, RT to
target stimuli was assessed over the seven interval levels with a one-way repeated
measures ANOVA; with planned linear and quadratic contrasts.
All F-tests are reported with (1, 26) degrees of freedom. No Bonferroni-type
α adjustment was required as contrasts were planned, and the number of contrasts did
not exceed the degrees of freedom for effect (Tabachnick & Fidell, 1989). The
violations of sphericity assumptions associated with repeated-measures analyses do
not affect single degree of freedom contrasts, so Greenhouse-Geisser-type correction
was not necessary (O’Brien & Kaiser, 1985).
2.4 Results
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Grand mean ERPs for the three different stimulus types from the midline sites
(Fz, Cz, Pz) are shown in Figure 2.1. Figure 2.2 shows the grand mean ERPs from
the midline sites over five of the seven interval levels for targets and infrequents (the
inclusion of all seven intervals obscures effects).

Figure 2.1. Grand mean ERP waveforms from midline sites for the three stimulus
types.
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Figure 2.2. Grand average ERP waveforms from midline sites for five intervals. The
waveforms in the left and right columns illustrate responses to target and infrequent
stimuli, respectively.
2.4.1 Targets
Both the parietal and central enhancements were larger for target P300s
compared to the mean of infrequents and standards (target > infrequent/standard × P >
F: F = 133.98, p < .001, ηp2 = .84; target > infrequent/standard × C >F/P: F = 13.69, p
= .001, ηp2 = .35; Figure 2.1). This contributed to a main effect of stimulus type, with
larger P300 amplitudes to targets than to the mean of the two nontargets (target >
infrequent/standard: F = 127.44, p < .001, ηp2 = .83). P300 latencies were longer to
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targets than the mean of the two nontargets (target > infrequent/standard: F = 9.66, p
= .005, ηp2 = .27).
2.4.2 Infrequents
The parietal enhancement was greater for infrequents than standards (infrequent
> standard × P > F: F = 4.56, p = .042, ηp2 = .15), contributing to a main effect of
stimulus type, where P300 amplitudes were marginally larger to infrequents than
standards (infrequent > standard: F = 4.10, p = .053, ηp2 = .14). P300 latencies were
longer to infrequents than standards (infrequent > standard: F = 12.77, p = .001, ηp2 =
.33).
2.4.3 Interval Effects on Targets
As illustrated in Figure 2.3, target P300 amplitude increased with interval
increments (linear intervals: F = 118.81, p < .001, ηp2 = .82), and plateaued from
around 6 s (quadratic intervals: F = 22.43, p < .001, ηp2 = .46). This interval effect
was greatest parietally (linear intervals × P > F: F = 74.12, p < .001, ηp2 = .74;
quadratic intervals × P > F: F = 6.99, p = .014, ηp2 = .21). As shown in Figure 2.4,
P300 latency for targets decreased linearly with intervals of TTI (linear intervals: F =
7.08, p = .013, ηp2 = .21).
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Figure 2.3. Mean P300 amplitude at Pz as a function of interval for both targets and
infrequents. It can be seen that P300 amplitude responses to infrequent stimuli do not
increase across interval levels.

Figure 2.4. Mean P300 latency at Pz for target and infrequent nontarget stimuli as a
function of matched-stimulus interval. Across interval increments, target P300
latencies decrease linearly, where infrequent P300 latencies show a quadratic trend.
For illustration, the data for both targets and infrequents are fitted with separate linear
trend lines over all increments, with the coefficient of determination indicated.
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Figure 2.5 shows that RT decreased as TTI increased, before reaching a
plateau around the 6 s interval. This was apparent in significant linear (F = 46.40, p <
.001, ηp2 = .64) and quadratic trends (F = 24.59, p < .001, ηp2 = .49).

Figure 2.5. Mean RTs as a function of TTI.
2.4.4 Interval Effects on Infrequents
As can be seen in Figures 2.2 and 2.3, across the midline, the amplitude
increase for longer intervals was primarily evident for targets, with the linear trend for
infrequents not reaching statistical significance (linear intervals: F = 3.28, p = .082,
ηp2 = .11). Figure 2.4 indicates that P300 latencies for infrequents showed a quadratic
trend that peaked at around 6s (quadratic intervals: F = 5.79, p = .024, ηp2 = .18). As
can be seen in Figure 2.4, interval increments produced different P300 latency effects
for the two stimulus types with the major difference at the first interval level (1.5 s).
A follow up analysis indicated that this difference was significant, with longer target
P300 latencies than infrequent P300 latencies at 1.5 s (F = 10.64, p = .003, ηp2 = .29).
2.5 Discussion
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This study varied matching-stimulus intervals and examined the effects on
P300 amplitudes and latencies for both targets and equiprobable infrequent nontargets
in a three-stimulus visual oddball task. Target P300 amplitudes were greater centrally
than both nontarget types. P300 latencies and parietal amplitudes were both greater
for targets than the two nontargets, and were also greater for infrequents than
standards. These topographic differences suggest that distinct neural sources
contributed to the different response profiles seen for targets, infrequents, and
standards. In addition, our TTI findings were consistent with previous research (Croft
et al., 2003; Gonsalvez & Polich, 2002), with longer TTIs evoking larger target P300
amplitudes, shorter latencies, and shorter RTs. P300 amplitudes and latencies to
infrequent NNIs, however, did not demonstrate the same response profile.
2.5.1 P300 Amplitude
Counter to expectations derived from early ERP research (Johnson &
Donchin, 1980; Squires et al., 1977), infrequent P300 amplitudes showed a weak
linear trend across infrequent NNI increments 3. However, one of the main
differences between the design of the present study and that early ERP research was
the stimulus sequence preceding nontargets (homogeneous vs. heterogeneous
sequences). That previous research found that nontargets had enhanced P300
amplitudes when preceded by longer, rather than shorter trains of consecutive stimuli
(a homogeneous preceding sequence; consecutive targets: Squires et al., 1977;
consecutive nontargets: Johnson & Donchin, 1980). In the current study, however,
infrequent nontargets were nearly always preceded by a combination of targets and
standards (heterogeneous sequence). Together, the findings from the current study,
3

A power calculation revealed that in order for this trend to reach statistical significance (power = .8),
a sample more than twice as large as the one employed by the current study (i.e., N = 59) would be
needed.
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and Johnson and Donchin (1980) and Squires et al. (1977), suggest that a larger
response will be elicited when a nontarget occurs after several consecutive
presentations of another stimulus (target or a different distracter/nontarget), than when
the preceding sequence contains heterogeneous stimuli (e.g., N2N1N1N1N2 >
N2N1TN1N2). Within the framework of template update theory, this interesting
difference in P300 nontarget amplitudes may be related to the processing
characteristics of nontarget working memory templates. It is possible that template
update processes are influenced by similarities and/or common elements between
recently active templates and those templates currently being refreshed. If this is the
case, identical NNI intervals examined in the present study (e.g., N2TN2 and N2N1N2)
may have comprised different levels of updating processes. In effect, P300s
generated by infrequent stimuli (N2) in the current study, may have been affected by
N2-to-N2 and by N1-to-N2 intervals, reducing the effect-size of the NNI manipulation
employed.
Interestingly, this finding is not replicated for target stimuli, where P300
amplitude is enhanced for targets regardless of the order of preceding nontargets in a
train (e.g., N1N2N1T ≈ N1N1N1T; Gonsalvez & Polich, 2002). This finding highlights
the processing differences between distracter stimuli and novel or task-relevant
stimuli that invoke additional processing (Debener et al., 2004). In line with template
update theory, these results suggest that representations of targets in working memory
are not affected by several different intervening distracters, and that memory-trace
functions (decay and restoration) of salient templates occur over several seconds.
Unlike targets, nontarget templates may not be protected and/or updated in the same
manner. Specifically, intervening stimuli (targets and other nontargets) may interfere
with update and restore processes of nontarget representations. Hence, it is possible
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that due to their task-relevance, the encoding of target templates in working memory
is stronger and more robust (resistant to decay) than the encoding of nontarget
templates.
In terms of scalp distribution, increases in target P300 amplitude over longer
TTIs were greatest parietally. This finding is a replication of previous work
(Gonsalvez et al., 2007), and this change in P300 amplitude and topography could
suggest that a TTI-sensitive neural mechanism with a parietal source is underpinning
this effect. A principal or independent components analysis could be conducted to
confirm the presence of temporally-sensitive P300 subcomponent/s. For instance,
Jentzsch and Sommer (2001) performed an independent components analysis and
found a P300 subcomponent that was sensitive to stimulus sequence effects. This
subcomponent had a more anterior distribution than the typical parietal P3b. They
suggested that this subcomponent originates in the mesial subcortical or cingulate
structures and might be related to response-selection influencing processes.
It is possible that there is a similar mechanism that is sensitive to the timing
separating instances of salient information, and this could explain TTI effects. For
example, the locus coeruleus-norepinephrine (LC-NE) theory of the P300 (LC-P3
theory; Aston-Jones & Cohen, 2005; Nieuwenhuis et al., 2005), proposes that the
P300 reflects the phasic activity of the LC-NE system. Theoretically, the
neuromodulation of this system is sensitive to the outcome of internal decisionmaking processes, such as event-categorisation when classifying a stimulus as a
target. According to Nieuwenhuis et al. (2005), phasic NE activity that is driven by
the decision to respond to a stimulus may serve to enhance future attention to salient
stimuli. This framework can account for the TTI findings in the present study, as it
predicts that shorter intervals between target stimuli enhance the neural response in
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the brain areas that are active during task-relevant target processing. In other words,
less phasic NE activity is required for shorter TTIs (hence smaller P300 amplitudes),
as the neural network is already enhanced to facilitate stimulus processing. LC-NE
theory also predicts that less NE modulation would be seen when stimuli are not
salient, such as when a nontarget stimulus has been categorised as a distracter.
2.5.2 P300 Latency
P300 latency to infrequents demonstrated an initial increase over the first three
interval levels, before reaching a plateau around the 6 s infrequent NNI. The main
difference between infrequent and target P300 latencies occurred at the first interval
level (TTI/infrequent NNI = 1.5 s), with shorter P300 latencies to infrequents than to
targets (i.e., infrequents directly following other infrequents). This is inconsistent
with Smith et al.’s (2010) examination of sequence-effects in a visual equiprobable
Go/NoGo task. Smith et al. (2010) found that P300 latencies to the last stimulus in a
train were longer when the train ended in consecutive instances of NoGo compared to
Go trials, regardless of whether the rest of the train consisted of repetitions or
alterations. Despite both studies having similar target/nontarget probabilities (a factor
known to influence response preparation, e.g., Gehring et al., 1992), the P300 latency
findings for both studies were dissimilar. Regardless of this inconsistency with Smith
et al. (2010), the present study’s finding that repeated infrequents produced shorter
P300 latencies than repeated targets could suggest that distracter stimuli require less
processing than target stimuli. This interpretation is in line with Magliero et al.’s
(1984) assertion that P300 latency indexes stimulus-processing time. It also
compliments Verleger’s (1997; Verleger et al., 2005) and Nieuwenhuis et al.’s (2005)
view that the P300 represents the decision-making processes that underlie responseselection. As with our P300 amplitude findings, the differences in P300 latencies
28

between targets and infrequents outlined above imply that target and distracter stimuli
are not processed in the same fashion. These processing differences may contribute
to the differential effects seen following temporal manipulations.
The shorter P300 latencies, larger amplitudes, and shorter RTs to longer TTIs
seen here replicate previous findings (Gonsalvez & Polich, 2002), and add to the
body of P300 evidence that cannot be explained by expectancy-disconfirmation tenets
of context-update theories (Donchin & Coles, 1988).
2.5.3 Future Research and Conclusions
Taken together, our findings support the notion that the P300 has a mechanism
that is sensitive to the endogenous processing of task-relevant information (Polich,
2007). In the present study, both targets and infrequents were equiprobable,
suggesting that task-relevance, rather than probability, was a primary determinant of
the different response magnitudes obtained for these two stimulus types. That is,
P300 amplitudes were larger for targets than infrequents (and standards), irrespective
of probability. This finding can be accounted for by template update theory, which
de-emphasises the importance of subjective probability and instead posits that targets
induce template-updating in stimulus-response templates, and nontargets generate
updating-processes in stimulus-only templates (Gonsalvez et al., 1999). Although
Donchin and Coles (1988) argue that the P300 is determined by the “subjective
probability and the task relevance of eliciting events” (p. 357), the P300 responsepattern observed in the present study may be explained without recourse to
expectancy-based theories that rely on probability as a principal determinant of P300.
The design of the current study served well to test whether the linear TTIP300 relationship was apparent for targets in a three-stimulus task. However, this
study’s design was limited in several ways with respect to the examination of changes
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in P300 amplitudes/latencies to manipulations of infrequent NNI. First, trials effects
were ignored. Infrequent task-irrelevant stimuli are thought to elicit enhanced
attentional processing compared to standard/background nontargets. This enhanced
responding to infrequents is often attributed to novelty (Goldstein et al., 2002), and is
thus likely to decrease with repeated presentations. In this study, trials were collapsed
in order to obtain means for matched-stimulus intervals, thus any trials effects in
which response decrement to infrequents may have been apparent, were overlooked.
To control for possible effects of response decrement, future research should examine
the matched-stimulus interval-P300 relationship with standard nontargets. Standards
are neither novel nor motivationally significant. Hence, responses elicited by
standards are not likely to demonstrate the same profile as responses to infrequent
nontargets. Second, the random sequence in which stimuli were presented in the
current study meant that an infrequent NNI could contain standards, or a combination
of standards and targets (e.g., N2N1N1N1N1N2 or N2N1TN1N1N2; T = target, N1 =
standard, N2 = infrequent). When averaging NNIs, these combinations of stimuli
were treated similarly. Given that the results of the current study suggest that the
timing of salient events seems to be a primary determinant of P300 amplitude and
latency, it is possible that the interval between the most recent target and the next
infrequent may have a systematic effect on the infrequent P300 (e.g., TN2 / TN1N2 /
TN1N1N2 / TN1N1N1N2 / TN1N1N1N1N2).
An additional limitation of this study is inherent within the three-stimulus
design employed. That is, there was an inability to control for target probability
relative to standard probability. In order to adequately test the temporal
underpinnings of the matched-stimulus interval-P300 relationship, stimulus
probability needs to be controlled in a much tighter fashion. Future research could
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seek to examine the matched-stimulus interval-P300 relationship in an equiprobable
simple Go/NoGo task. Last, in order to ascertain whether distinct subcomponents of
the P300 are responsive to manipulations of matched-stimulus intervals, future
research should employ some version of waveform decomposition, such as principal
components analysis.
In conclusion, this study demonstrated that longer intervals between target
stimuli are associated with larger P300 amplitudes and shorter latencies, even when
presented within a background of frequent and infrequent nontargets. However,
when the timing between presentations of infrequent nontargets was manipulated,
interval effects were attenuated for infrequent P300 amplitudes, suggesting that this
temporal modulation of the P300 occurs primarily for task-relevant stimuli.
Matching-stimulus intervals also produced P300 latency differences between
infrequents and targets. Infrequent P300 latencies showed an initial increase followed
by a plateau at around the 6 s interval, whereas target P300 latencies decreased
linearly over all intervals. Put more simply, our systematic investigation of temporal
effects on the P300 has revealed different response-profiles for P300 amplitude
compared to P300 latency and RT. Given that targets and infrequents were
equiprobable, these different response-patterns provide evidence supporting the
notion of a dissociation between P300 amplitude and subjective probability-based
predictions. Together, our findings argue against explanations that emphasise the
importance of expectancy (e.g., Donchin, 1981) as a critical determinant of P300
amplitude. These findings, however, complement the notion that the timing
separating instances of task-relevant information is a crucial determinant of the P300,
and any theory addressing the functional significance of the P300 should take this
finding into account.
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3.1 Abstract
Increases in the target-to-target interval (TTI) systematically enhance the amplitude
of the target P300 ERP component. Research examining changes in nontarget P300
related to nontarget-to-nontarget interval (NNI) or sequential probability
manipulations has produced inconsistent results, with some studies reporting no
enhancement in nontarget P300 and others finding response profiles analogous to TTI
effects. Our aim was to clarify these differences. All participants completed a
specially designed auditory equiprobable Go/NoGo task with manipulations of TTI
and NNI while their EEG activity was recorded. P300 amplitudes were extracted
using temporal PCA with Varimax rotation. P3b to targets and nontargets increased
systematically as respective TTIs/NNIs increased, but this change did not differ
between stimulus types. The Slow Wave did not show any effect of interval, but was
more positive to targets than nontargets when interval was collapsed. P3b findings
show that matching-stimulus interval effects are not restricted to targets, but
discrepancies relative to previous research suggest that NNI effects in P3b may
depend on additional processing of nontarget stimuli.
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3.2 Introduction
The P300 is a late positive deflection in the event-related potential (ERP) with
a centro-parietal scalp distribution (Picton, 1992; Pritchard, 1981; Sutton, 1965).
Underlying this late positive complex are several independent components (P3a, P3b,
Novelty P3, Slow Wave; SW), that differ in their latency, topography, and
responsivity to task demands (Courchesne et al., 1975; Ritter et al., 1968; Squires et
al., 1975; Vaughan & Ritter, 1970). P300 has been extensively examined as an
electrophysiological correlate of information processing (Donchin et al., 1983; Polich,
2007), with early studies focussing on P300 elicitation in oddball task variants (e.g.,
Duncan-Johnson & Donchin, 1977).
Within the oddball and Go/NoGo context, P300 amplitude and latency, and
reaction time (RT), vary with stimulus presentation characteristics (Gonsalvez et al.,
1999). Early studies consistently reported P300 component magnitude changes
related to several factors, including: global probability (Duncan-Johnson & Donchin,
1977; Polich & Bondurant, 1997; Polich et al., 1991), stimulus sequence (Johnson &
Donchin, 1982; Leuthold & Sommer, 1993; Sams et al., 1983, 1984; Squires et al.,
1976, 1977; Starr et al., 1997; Verleger, 1987), and interstimulus interval (ISI;
Fitzgerald & Picton, 1981; Miltner et al., 1991; Polich 1990a, b). However, changes
in these variables also alter the temporal probability of the target, that is, the
probability of a target over a period of time, and importantly this changes the targetto-target interval (TTI), the interval between instances of target stimuli.
The importance of temporal probability in determining P300 amplitude was
illustrated in Fitzgerald and Picton (1981), where ISI and stimulus sequence were
manipulated whilst temporal probability was held constant. It was demonstrated that
changes in amplitude to later components in the ERP, including P300 and SW, were
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related to temporal probability and unrelated to sequential probability and temporal
uncertainty. This effect was contingent upon the stimulus being considered a target,
where P300 and SW were not elicited by standard nontarget stimuli, regardless of
their probability. Within the framework proposed by Squires et al. (1976, 1977),
Fitzgerald and Picton (1981) suggested that the amplitude of the P300 was, at least
partially, related to the decay of a memory trace that is determined by temporal
factors.
In a later series of studies by Gonsalvez and colleagues (Croft et al., 2003;
Gonsalvez et al., 1999, 2007; Gonsalvez & Polich, 2002; Steiner et al., 2013b), it was
reliably demonstrated that when probability, sequence, and ISI are controlled, TTI
emerges as an independent factor determining P300 amplitude and latency. In line
with Fitzgerald and Picton (1981), this again suggested that temporal factors, rather
than sequence and probability, are important in determining the P300. Gonsalvez et
al.’s studies all reported that as TTI increased, P300 amplitude increased and latency
decreased.
The TTI effect on RT is not as consistent as with the P300 (and underlying
components), as both increases and decreases have been reported across a range of
paradigms. For example, Gonsalvez et al. (2007) reported an increase in RT over
TTIs, where Steiner et al. (2013b) reported a decrease. This suggests different (or
perhaps overlapping) mechanisms of the P300 and RT; a dissociation frequently
reported in the literature (e.g., Matt et al., 1992; Sommer et al., 1990; Verleger, 1997;
Verleger et al., 2005). For instance, Verleger et al. (2005) suggest that P3b reflects a
monitoring process linking stimulus classification and response initiation.
One current perspective on the mechanism of TTI effects on the P300 is the
template-update model, where TTI effects index an ongoing process of encoding,
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update, and decay of an immediate memory trace (template) of a stimulus (Gonsalvez
et al., 2007; Steiner et al., 2013a). Here, a template is a profile of neural activation
representing a stimulus, or stimulus-response relationship, rather than a specific
structure of events (context) within a sequence (as noted by Squires et al., 1976), or
an unexpected (Donchin & Coles, 1988) or awaited event (Verleger, 1988). One
question arising from this model is whether TTI effects are only elicited by a stimulus
associated with a response (target), or whether a simple nontarget can evoke a similar
P300 response profile.
Stimulus sequence studies suggest that the nontarget-to-nontarget interval
(NNI) affects P300 measures similarly to TTI (Duncan-Johnson & Donchin, 1977;
Hermanutz et al., 1981; Johnson & Donchin, 1980; Sams et al., 1983; Squires et al.,
1977; Starr et al., 1997; Verleger, 1987). For example, Hermanutz et al. (1981)
manipulated serial position, and showed that P300 amplitude to rare targets increased
as serial position increased, however, the P300 to frequent standards showed a similar
pattern: after an initial decrease, a steady increase with serial position was observed.
This finding ran counter to the authors’ predictions, and was partly attributed to the
‘special nature’ of the task “i.e. the lengths of the sequences used, their
equiprobability, or some other aspect of our constraints on randomness” (p. 421).
However, other studies from different laboratories using equiprobable tasks have
reported similar results (e.g., Johnson & Donchin, 1980; Squires et al., 1977;
Verleger, 1987). For instance, Squires et al. (1977) reported larger P300s to
nontargets when preceded by longer, rather than shorter, chains of targets (i.e.,
TTTTN > TTTN > TTN > TN); this was replicated in Verleger (1987) for nontargets
(i.e., TTN > NNN). In their two-stimulus task, Johnson and Donchin (1980) reported
a similar pattern (i.e., TTTTN > TTTN > TTN > TN), and in their three-stimulus task
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P300 amplitudes were enhanced to nontargets when preceded by longer, compared to
shorter, chains of a different nontarget (i.e., N1N1N1N1N2 > N1N1N1N2 > N1N1N2 >
N1N2). These studies demonstrate that the effect of sequence length on nontarget
P300 amplitude is large. However, exploring sequential probability in this fashion
also inadvertently manipulates the NNI, and whether these previous results are an
outcome of this requires further exploration.
Previous research that directly manipulated the NNI has reported a different
pattern of results to the stimulus sequence studies described above. In a threestimulus task with equiprobable targets and infrequent nontargets, Steiner et al.
(2013b) reported typical TTI effects in the P300, but this pattern was not replicated
for the infrequent NNI. Similarly, in a three-stimulus fMRI study, again with
equiprobable targets and infrequent nontargets, Stevens et al. (2005) found TTI
effects in hemodynamic activity, but no changes with infrequent-novel NNI. In
summary, several studies showed that P300 amplitude increases as NNI increases
(Hermanutz et al., 1981; Johnson & Donchin, 1980; Squires et al., 1977; Verleger
1987), where others reported no change in P300 (Steiner et al., 2013b) or
hemodynamic activity (Stevens et al., 2005). The reason for these inconsistent result
patterns requires clarification.
Some of the discrepancies in the results described above may have resulted
from broad differences in the designs of these conflicting studies, such as the
matching-stimulus interval content, similarities/differences between multiple
nontargets, or relative target/frequent standard probability. For instance, some studies
interspersed infrequent and novel NNIs with standards and targets (e.g., N1N2TN2N1;
Steiner et al., 2013b; Stevens et al., 2005), where others structured NNI sequences
containing only the target (NTTTN) or another nontarget (N1N2N2N2N1; Johnson &
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Donchin, 1980; Squires et al., 1977; Verleger, 1987). Additionally, some studies
employed tasks where the nontarget of interest had a lower probability than the
frequent standard (e.g., Hermanutz et al., 1981: target p = .10, infrequent = .10,
standard p = .80; Steiner et al., 2013b: target p = .25, infrequent p = .25, standard p =
.50; Stevens et al., 2005: target p = .10, novel p = .10, standard p = .80), where others
used equiprobable two- (Johnson & Donchin, 1980; Verleger, 1987: target p = .50,
nontarget p = .50) and three-stimulus (Johnson & Donchin, 1980; Squires et al., 1977:
target p = .33, nontarget1 p = .33, nontarget2 p = .33) tasks. The differences in the
designs of these studies, and the relative discrepancies in their findings, highlight the
need for a careful and methodical approach to testing whether matching-stimulus
interval effects are apparent for nontargets. In addition, some of those studies
focused on baseline-to-peak derived P300 measures, and, as a result, may have
overlooked possible NNI effects in underlying P300 components (e.g., P3a, P3b, SW
etc.).
The current study aimed to resolve the differences in NNI effects reported
above by clarifying whether nontargets elicit interval effects on components of the
P300 akin to those reported for targets. A specific paradigm was carefully
constructed to test this aim: an auditory equiprobable 4 Go/NoGo task containing
targets and nontargets at various TTIs and NNIs that were interspersed with silence to
control global probability. Consistent with previous TTI studies (Croft et al., 2003;
Gonsalvez et al., 1999, 2007; Gonsalvez & Polich, 2002; Steiner et al., 2013a, b), as
TTI increased, we expected P3b and SW amplitudes to increase, and RTs to increase
then decrease. It was also predicted that without the interference of an additional
nontarget being presented within NNIs, NNI effects would be seen in at least one
4

An equiprobable task was utilised specifically to ensure that any differences in P300 between
stimulus types were related to task relevance.

42

component of the P300 complex (consistent with Hermanutz et al., 1981; Johnson &
Donchin, 1980; Squires et al., 1977; Verleger, 1987). We were also interested in
whether the TTI, and possibly NNI, mechanism affected different components of the
P300 (e.g., P3b vs. SW), and whether this would differ between stimulus types.
3.3 Method
3.3.1 Participants
Twenty University of Wollongong undergraduates (mean age = 19.9 years,
SD = 1.9; 11 males, 18 right-handed) participated in return for course credit. All
provided informed consent prior to commencing the experiment, and were free to
withdraw at any time without penalty. Individuals taking psychotropic medication,
and those with self-reported neurological or psychiatric illnesses, were excluded.
Self-reports indicated that the participants had refrained from psychoactive
substances for at least 12 h and from tea, coffee, alcohol, and cigarettes for at least 2 h
prior to testing. All the participants had normal or corrected-to-normal vision and
self-reported normal hearing.
3.3.2 Procedure
After providing informed consent, the participants completed a demographic
and screening questionnaire, and were fitted with EEG recording apparatus. Prior to
the experiment, the participants completed an electrooculogram (EOG)/EEG
calibration task (Croft & Barry, 2000). Participants were seated in an air-conditioned
room 600-800 mm in front of a 48.3 cm (19”) Dell LCD monitor and instructed to
fixate on a 10 × 10 mm grey cross centred on a black background. Acoustic stimuli
were delivered binaurally through Sony MDR V700 circumaural stereo headphones,
and consisted of 1000 and 1500 Hz tones of 50 ms duration (15 ms rise/fall time), at
60 dB SPL.
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The experiment consisted of a unique task5 that was broken into four different
blocks (approximately 4.5 min each), with short rest intervals between blocks to
minimise fatigue. To avoid global probability effects, the task was an equiprobable
oddball (Go/NoGo) paradigm (global p = 0.50), where target and nontarget stimuli
were counterbalanced 1000 and 1500 Hz tones (across participants). When designing
the paradigm, the presentation of TTIs and NNIs was randomised and silence was
added to maintain stimulus equiprobability (Figure 3.1). That is, desired TTIs and
NNIs were obtained by varying the stimulus onset asynchrony (SOA). Care was
taken to vary the local probability and density of targets, nontargets, and silence to
minimise possible expectancy effects related to sequence and ISI. The stimulus order
was fixed across subjects, with specific presentations of eight TTIs/NNIs (1, 2, 3, 5,
7, 10, 12, 15 s); a total of 264 trials were presented over the 4 blocks (132 targets; 132
nontargets). Exactly 20 trials for each of the five intervals of major interest (1, 2, 5,
10, 15 s) were presented with equal probability. Thus, stimulus order was semirandom with a variable SOA that was no less than 1 s for successive stimuli (TT, NN,
TN, NT). Between presentations of matching stimuli, for intervals longer than 1 s,
there was silence or the other stimulus type (or a combination of the two for intervals
> 2 s). To balance possible speed/accuracy trade-offs, participants were instructed to
“respond to target stimuli with a button press, as quickly and as accurately as
possible”. Participants responded with their dominant hand on a Logitech® Precision
game controller. Instruction was given to sit as still as possible, but participants were
not directly instructed to refrain from blinking (Verleger, 1991). This procedure was
approved by the joint South Eastern Sydney/Illawarra Area Health Service and

5

It should be noted that this paradigm is based on that used in Steiner et al. (2013a), but here we added
a manipulation of NNI.
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University of Wollongong Health and Medical Human Research Ethics Committee.

Figure 3.1. Illustration of the stimulus sequence including targets (T), nontargets (N),
and silence (shaded rectangles). Each rectangle is indicative of the 1 s SOA. An
example of seven sequential TTIs (3, 2, 1, 15, 1, 3, and 2 s) and NNIs (2, 3, 5, 2, 2, 1,
and 7 s) are illustrated above and below, respectively.
3.3.3 Materials and Apparatus
EEG data were recorded continuously using a 70 Hz lowpass filter from A2
and 30 scalp sites (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3,
Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, O2) with an
electrode cap using tin electrodes. A1 was used as a reference and the cap was
grounded by an electrode located midway between Fp1, Fp2 and Fz. Data were
acquired using a Neuroscan Synamps 2 digital signal-processing system and
Neuroscan 4.3.1 Acquire software, and were recorded DC – 70 Hz. The display and
stimulus markers were controlled by a linked stimulus computer using
Neurobehavioral Systems Inc. Presentation V 13.0 Build 01.23.09 software.
EOG was recorded using tin cup electrodes placed 2 cm above and below the
left eye for vertical movements, and on the outer canthus of each eye for horizontal
movements. Impedance was less than 5 kΩ for cap, EOG, and reference electrodes.
Scalp and EOG potentials were amplified with a gain of 500 and digitised at a rate of
1000 Hz.
3.3.4 Data Extraction
Trials containing omission (misses) or commission (false alarms) errors, or
response times longer than 800 ms, were excluded. All participants responded
accurately to at least 95 % of trials. The EEG data were EOG corrected using the
45

RAAA EOG Correction Program (Croft & Barry, 2000), and re-referenced to
digitally linked ears in Neuroscan. Single trials were extracted offline using the
Neuroscan Edit software, low pass filtered (0.1 – 30 Hz, zero-phase shift, 24
dB/Octave), epoched for -100 ms pre- to 750 ms post-stimulus, and baselined to the
pre-stimulus period. Data were manually inspected for any additional artefact; any
contaminated trials were rejected. For each stimulus type, averages were computed
for each subject for each of the five intervals of major interest.
3.3.5 Principal Components Analysis
The averaged data (-100 to 750 ms: 850 datapoints) from 30 scalp locations
were submitted to a temporal PCA using Dien’s ERP PCA toolkit (v. 2.23; Dien,
2010) in MATLAB (The Mathworks, R14SP3). Data for the PCA were half-sampled
to 425 time-points (variables) to reduce computation time. Factors for all conditions
were quantified simultaneously (6000 observations: 20 participants × 2 stimulus types
× 5 intervals × 30 sites). The PCA used the unstandardised covariance matrix with
Kaiser normalisation, and all 425 unrestricted factors underwent Varimax rotation,
following Kayser and Tenke (2003). PCA factors were identified as ERP
components based on their latency, topography, and polarity of their conspicuous
maximum loading. Although this quantification procedure was performed for all
components poststimulus, this study was interested in testing hypotheses pertaining to
the P300, thus only components identifiable as part of the P300/late positive complex
were retained for analysis. The factor scores for these components were output and
entered into subsequent statistical analyses.
3.3.6 Statistical Analyses
To define the topography for each identified P300 component, separate
MANOVAs were carried out on the microvolt-scaled factor scores (Dien, 2012) at the
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9 inner sites (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4), pooled across both stimulus types
and the five interval levels. It should be noted that although only 9 sites were
analysed, the PCA was conducted on all recording sites as all scores were needed to
produce topographic headmaps. The topographic examination involved the sagittal
plane: Frontal (F3, Fz, F4), central (C3, Cz, C4), and parietal (P3, Pz, P4); and the
coronal plane: Left (F3, C3, P3), midline (Fz, Cz, Pz), and right (F4, C4, P4).
Planned contrasts compared regions within each plane: Sagittal plane (frontal vs.
parietal, and central vs. mean of the frontal and parietal) and coronal plane (left vs.
right, and midline vs. mean of the left and right sites). The topographic distribution
of component amplitudes can be examined efficiently by utilising these orthogonal
planned contrasts. No Bonferroni-type α adjustment was required as contrasts were
planned, and the number of contrasts did not exceed the degrees of freedom for effect
(Tabachnick & Fidell, 1989). Component topography was defined as the mean
amplitude across the maximal region (e.g., parietal maximum → mean across P3, Pz,
and P4); using a mean across a region defined by multiple sites, rather than a single
electrode, reduces the impact of chance variance at a single site.
eLORETA (exact low resolution brain electromagnetic tomography; PascualMarqui, 1999; Pascual-Marqui et al., 1994) was used to examine the sources of each
P300 component to the stimulus types. This source examination was based on grand
mean components as a complement to the statistical analyses of their scalp
topography.
Separate repeated-measures MANOVAs assessed each P300 component for
the effects of Interval (5 levels: 1, 2, 5, 10, 15 s) and Stimulus Type (2 levels: Target
vs. Nontarget). Within the interval factor, weighted linear and quadratic trends were
assessed. RT to target stimuli was assessed over the five interval levels with a one47

way repeated-measures MANOVA, again with weighted linear and quadratic
contrasts.
To assess the difference between RT and P300 response patterns, we followed
Nieuwenhuis et al. (2011). These measures were both standardised and their z-scores
were assessed with MANOVA with factors of Measure (2 levels: RT and P300
component) and Interval (5 levels: 1, 2, 5, 10, 15 s). The Interval factor again
included weighted linear and quadratic trend analyses.
The violations of sphericity assumptions associated with repeated-measures
analyses do not affect single degree of freedom contrasts, so Greenhouse-Geissertype correction was not necessary (O’Brien & Kaiser, 1985). It should also be noted
that, as this paper details results for a number of dependent measures, the frequency
of Type I errors increases. However, Howell (1997) argues that adjusting α-levels
cannot be used to control this increase in frequency of Type I errors. All tests
reported have (1, 19) degrees of freedom.
3.4 Results
3.4.1 Grand Mean ERPs
Grand mean ERPs from the midline sites are shown for targets and nontargets
in the left column of Figure 3.2. Figure 3.3 shows the grand mean ERPs to both
stimulus types from the midline sites over the five intervals.
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Figure 3.2. Mean (left) and corresponding PCA ERPs (right; derived from the sum of
the seven temporal PCA factor scores) at midline sites for targets and nontargets. The
dashed lines at Pz (maximal P300 site) represent the sum of the two PCA P300
components analysed (P3b, SW).
3.4.2 PCA Outcomes
Of the 425 temporal factors extracted, the first seven explained 86.5 % of the
total variance. The right column of Figure 3.2 displays the sums of these temporal
components. Comparison with the ERPs in the left panel suggests a good fit with the
original data.
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Figure 3.3. Mean ERPs at midline sites for targets (left) and nontargets (right) for
each of the five intervals examined. Interval effects in the P300 component at Pz are
clearly visible for both stimulus types.
The rescaled temporal factor loadings for the seven components are displayed
as a function of time in Figure 3.4 (Tabachnick & Fidell, 1989). The percentage of
variance explained, latency, and factor order for each rotated component are also
indicated. The topographic headmaps of these components, averaged across stimulus
type and interval, are displayed above. These components were tentatively identified
in terms of their polarity, latency, temporal sequence, and topography as N1,
Processing Negativity (PN; temporal negativity occurring relatively late in the N1
latency range, described in Näätänen & Picton, 1987), P2, N2, P3b (distinct parietal
positivity), bipolar SW, and a very late negativity (VLN).
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Figure 3.4. Upper: Topographic headmaps for each temporal PCA component
averaged across all stimuli and intervals, with factor information below. Lower:
Rescaled temporal PCA factor loadings as a function of time.
There were two components identifiable as part of the P300 complex: P3b and
SW. In the right panel of Figure 3.2, the sum of these two components is illustrated
with dashed lines at Pz. Other than a small deviation from the actual data, starting
around 400 ms, a good fit with the P300 (particularly the PCA data) is apparent,
indicating that these two components are explaining a substantial proportion of the
variance in the P300 complex, and that their analysis is justified. The analyses of
these components are reported below in order of component latency. Trends
examined as a function of interval are denoted as “linear intervals” or “quadratic
intervals”. The direction of effects is written as “<” and “>”, and interactions
between variables as “×”.
3.4.3 Topography
The outcome of the topographic analyses, including the F- and p-values, and
partial effect sizes, are detailed in Table 3.1 for the two P300 components. As
illustrated in Figure 3.4, grand mean P3b was largest parietally, lower centrally, and
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larger in the midline. Laterally, P3b was greatest in the right-central regions. P3b
was thus defined as parietally maximal (i.e., 66% variance explained by parietal >
frontal effect within the sagittal plane), and the mean of these sites (P3, Pz, P4) was
selected for further analysis.
SW showed the typical frontally negative/parietally positive scalp distribution
(Figure 3.4), with the difference between frontal and parietal sites being greatest at the
midline, and in the left. The frontal/parietal difference explained 74% of the variance
in the SW scalp distribution. Thus, to reflect this typical bipolar topography, SW was
defined as the difference between frontal and parietal sites (i.e., [mean P3, Pz, P4]
minus [mean F3, Fz, F4]).
Table 3.1. F- and p-values, and partial effect sizes for the topographic analyses
carried out on the two P300 components.
Topography
F
p
P3b parietal > frontal
36.34 < .001
central < mean frontal/parietal
18.46 < .001
midline > mean left/right
8.66
.008
midline > mean left/right × parietal > frontal
8.94
.008
right > left × central > mean frontal/parietal
8.61
.009
central < mean frontal/parietal × midline > mean
left/right
5.55
.029
SW frontal < parietal
53.67 < .001
frontal < parietal × midline > left/right
25.31 < .001
frontal < parietal × left > right
13.71
.002

ηp2
.66
.49
.31
.32
.31
.23
.74
.57
.42

3.4.3.1 PCA Component Source Localisation
The eLORETA source plots of P3b and SW are illustrated in Figure 3.5,
separately for targets and nontargets. eLORETA found a number of sources active
for these two components; for simplicity, we detail the three major sources for each
component and stimulus type. For target P3b, this was BA5: postcentral gyrus,
paracentral lobule, and superior parietal lobule. Nontarget P3b was maximal in
postcentral gyrus (BA5, 7), superior parietal lobule (BA7), and precuneus (BA7).
The major sources for SW to targets were the medial frontal gryus (BA6), cingulate
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gyrus (BA31), and the paracentral lobule (BA31), and for nontargets, these were in
BA6: middle frontal gyrus, superior frontal gyrus, and medial frontal gyrus.

Figure 3.5. eLORETA images of the major sources for the PCA components
identified as P3b and SW, separately for targets and nontargets.
3.4.4 Effects of Interval and Stimulus Type
3.4.4.1 Factor 3: P3b
P3b demonstrated a main effect of interval, with amplitude increasing in a
linear fashion as interval increased (across both TTI and NNI; linear intervals: F =
30.07, p < .001, ηp2 = .61; Figure 3.6, top panel). This increase in P3b amplitude
plateaued from around 10 s (quadratic intervals: F = 13.45, p = .002, ηp2 = .41).
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There was no main effect of stimulus type (F = 1.03, p = .324, ηp2 = .05) and no
interval × stimulus type interaction (F = .31, p = .585, ηp2 = .02).
3.4.4.2 Factor 2: SW
The frontally negative/parietally positive SW did not demonstrate a main
effect of interval (Figure 3.6, middle panel; F = .37, p = .550, ηp2 = .02). As shown in
Figure 3.6, there was a main effect of stimulus type, where the frontally
negative/parietally positive difference was more positive for targets than nontargets
(frontal < parietal × target > nontarget: F = 40.90, p < .001, ηp2 = .68). There was no
interval × stimulus type interaction (F = 2.99, p = .100, ηp2 = .14).
3.4.4.3 RT
The bottom panel of Figure 3.6 shows mean RT as a function of TTI. RT
increased up to TTI-5 s before decreasing (quadratic intervals: F = 18.31, p < .001,
ηp2 = .49). The RT and P3b comparison produced a statistically significant measure ×
linear interval interaction (F = 4.88, p < .040, ηp2 = .20), indicating that TTI effects
were more systematic for P3b than RT.
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Figure 3.6. Upper and Middle: Target and nontarget means over intervals with
standard error bars for P3b (top; mean of parietal sites), SW (middle; difference
between means of parietal and frontal sites); dashed lines show linear trends, with the
coefficient of determination indicated. Lower: Mean RT as a function of TTI with
standard error illustrated; the dashed line indicates the quadratic trend, again with
coefficient of determination.
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3.5. Discussion
We investigated the matching-stimulus interval/P300 relationship in a
specially-designed auditory equiprobable Go/NoGo task with varying TTIs/NNIs.
Our TTI findings were as expected, with longer TTIs producing larger P3b target
responses, and RT showing an initial increase to shorter TTIs (TTI < 5 s) and a
decrease to longer TTIs. Importantly, the increase in P3b did not differ between TTI
and NNI. SW, however, did not show the same pattern of results; this is discussed
further below.
Seven components were identified from the PCA including N1, PN, P2, N2,
P3b, SW, and a VLN, and were mostly comparable with other equiprobable studies
(e.g., Barry & De Blasio, 2013). Verleger and Möcks (1987) note that slow waves,
such as the large, a-typical VLN, may arise from the misallocation of variance due to
data not returning to baseline within the Varimax-rotated span. However, a follow up
analysis showed that the VLN, the target/nontarget differences, and the ERP resolved
by 850 ms poststimulus. This, together with the ERP morphology, suggests that VLN
is a real component; further research is required to confirm its validity.
The PCA-derived ERPs were largely similar to the original data (Figure 3.2),
as was the reconstructed P300, other than a slight deviation at around 400 ms
poststimulus. However, PCA did not produce any other conspicuous components
explaining more than 1 % total variance within the P300 range. A slight deviation is
potentially noise (in the original data) extracted by the PCA as smaller factors and
will not be considered further.
Sources identified for the P3b and SW components were similar to previous
research using oddball (Saletu et al., 2008; Volpe et al., 2007) and Go/NoGo tasks
(Bokura et al., 2001), there is limited relevant LORETA data from equiprobable
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Go/NoGo tasks. In Barry and Rushby (2006), LORETA sources identified to Go
stimuli were cuneus, cingulate gyrus, and precuneus, and to NoGo, the cingulate
gyrus, cuneus, and anterior cingulate. There is some overlap between regions (e.g.,
precuneus, cingulate gyrus) and similarities with corresponding Brodmann areas
(BA7, 31), however, discrepancies could be related to computational differences
between LORETA versions. Further research is needed to clarify component sources
in equiprobable tasks, and reconcile those findings with other measures (e.g., fMRI
and lesion studies).
3.5.1 Effects of Interval and Stimulus Type
Across stimulus type, P3b systematically increased in positivity over
matching-stimulus intervals, before plateauing at around the 10 s interval.
Importantly, there was no interaction between interval and stimulus type, indicating
that interval effects are not isolated to target stimuli. This finding is in line with P300
research examining nontarget sequence effects (Duncan-Johnson & Donchin, 1977;
Hermanutz et al., 1981; Johnson & Donchin, 1980; Sams et al., 1983; Squires et al.,
1977; Starr et al., 1997; Verleger, 1987), but runs counter to our previous threestimulus study exploring P300 changes to the infrequent NNI (Steiner et al., 2013b).
For P3b, there was no statistical difference between stimulus type, as found in Squires
et al. (1977) and partly in Verleger (1987). Verleger (1987) noted that this deviates
from other equiprobable studies (Duncan-Johnson & Donchin, 1977; Johnson &
Donchin, 1982; Pfefferbaum et al., 1985; Squires et al., 1975). It is possible that our
nontarget/NNI P3b results are related to further processing of nontarget stimuli.
Several possible explanations for this will now be discussed.
Instructing participants to refrain from blinking is common practice in EEG
research, but can generate a secondary task, leading to a reduction in P300 amplitude.
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To reconcile discrepancies discussed in Verleger (1987), Verleger (1991)
demonstrated that equiprobable targets do not evoke larger P300s than nontargets
when participants are instructed to refrain from blinking. This instruction was not
directly provided in the current study, Squires et al. (1977), or Verleger (1987),
making this an unlikely explanation for the lack of stimulus-related differences in P3b
reported here.
The importance assigned to nontargets in a particular task can also affect the
P300 response profile. Target/standard context can affect stimulus-processing by
influencing an attentional set determining how nontargets are processed (taskrelevant, background, distracters; Sawaki & Katayama, 2006). When processed as
task-relevant, nontargets elicit a large target-like P300 (Azizian et al., 2006; Watson
et al., 2005); a response-pattern evident in the current data (see Figures 3.2 and 3.3).
When such a classification is made (which could be due to a range of factors
including the physical properties of the stimulus, task structure, distractor vs. standard
probability, the blinking instructions already discussed), additional processing can
occur, perhaps rendering nontargets susceptible to interval effects similar to targets.
We do not mean to imply that nontargets in the current study were “task relevant”,
however, the special task included an unpredictable stimulus sequence and highly
variable ISI, which may have increased stimulus classification difficulty and/or
facilitated additional nontarget processing.
Regarding the discrepancy with our prior NNI study (Steiner et al., 2013b),
tasks containing several nontargets may lead to all irrelevant non-novel stimuli being
classified as background information. For instance, in their equiprobable threestimulus task, Johnson and Donchin (1980) reported that the ERP morphology to two
nontargets suggested that they were processed as though prior probability was .67
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(i.e., as a single nontarget). Results were similar in Steiner et al. (2013b; highly
similar standard/nontarget waveforms), however, marginal topographic differences
were detected between nontarget types, suggesting different underlying sources.
Despite distinct processing requirements between targets/nontargets, setting their
probability equal is not sufficient to elicit NNI effects when additional background
information exists (or is contained within NNIs), and may lead to all nontargets being
processed as irrelevant background material. Further research is required to justify
this position.
The SW did not show the same systematic change over intervals as P3b, a
finding both consistent (Hermanutz et al., 1981) and inconsistent (Fitzgerald &
Picton, 1981; Starr et al., 1997; Verleger, 1987) with previous research. Temporal
probability effects seem to be at least partially contingent on how SW topography is
defined. For example, Steiner et al. (2013a) reported TTI effects in the form of a
complex interval by topography interaction. Some studies reporting sequential
probability effects have analysed either a site that is not representative of the bipolar
topography (e.g., Cz: Starr et al., 1997), or frontal and positive aspects separately
(e.g., Fz and Pz independently: Fitzgerald & Picton, 1981). In light of Dien’s (2012)
recent assertion that the two SW “subcomponents” represent only a single
component, it may be suboptimal to analyse one aspect. Here, SW was defined as the
frontally-negative/parietally-positive difference, and this produced a main effect of
stimulus type (targets more positive than nontargets), a finding consistent with prior
research (Fitzgerald & Picton, 1981; Hermanutz et al., 1981; Starr et al., 1997).
Our RT findings were in line with Steiner et al. (2013a), with RT showing an
initial increase to TTIs up to 5 s, followed by a decrease to longer TTIs. When
compared with P3b over intervals, RT did not demonstrate a similar systematic linear
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trend. This emphasises the dissociation between RT and P300 amplitude observed in
previous studies (e.g., Matt et al., 1992). Where P300 and TTI appear to be
intimately linked, consistently increasing together in a linear fashion, RT
demonstrates a range of patterns depending on task demand and structure. This could
be a combined effect of both automatic and controlled processes, such as sequence
generated expectancies (this is detailed further in Sommer et al., 1998), and/or an
overlapping mechanism (Verleger et al., 2005).
3.5.2 Theoretical Considerations and Future Research Directions
The mechanism underpinning matching-stimulus interval effects is yet to be
elucidated, but theoretical interpretations have been made. Sommer et al. (1998)
borrowed the term “passive expectancies” from Kahneman and Tversky (1982),
suggesting that P300 probability effects result from an automatic perceptual process
sensitive to stimulus frequency. This frequency detector, also outlined in Karis et al.
(1983), or a similar temporal mechanism, could be responsible for TTI/NNI effects,
and identifying its source (both conceptually and physically in the brain) would aid
our understanding of these temporal effects. For instance, Jentzsch and Sommer
(2001) reported a frontal P3(00) component sensitive to sequence, and suggested that
it originated in the mesial subcortical or cingulated structures and could play a role in
response-selection processes.
From a template update perspective, encoding of nontargets in working
memory may have been adequate here to produce NNI effects, but not sufficient in
Steiner et al. (2013b), where a similar template may have been utilised for both
frequent and infrequent nontargets. Comparatively, consistent elicitation of TTI
effects could be due to the added complexity of a stimulus-response element, where
the association with a response is also encoded. Here, additional resources are
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required, possibly greater networks, with greater overall template decay and update.
With multiple nontargets, the linear relationship between interval and P300 may be
compromised (as seen in Steiner et al., 2013b), which could be because the same, or
shared, neural networks are activated for processing any number of nontarget stimuli;
meaning a more frequently activated template that will decay less, require less update,
and correspond with reduced P300s. In that case, nontarget P300 may be determined
by other factors (e.g., ISI and stimulus sequence), rather than by NNI (such as in
Johnson & Donchin, 1980). Again, this is speculative: there are not enough data
available currently to permit the exploration of nontarget template differences.
Further work is required to expand this theoretical perspective.
Visual inspection of ERPs reveals interval effects in additional components
(P2, N2). However, this is not relevant to the research question of the current study
(i.e., are NNI effects apparent for the nontarget P300?). Specifically, effort was made
to clarify discrepancies within P300 research, hence only those components were
analysed. Future studies should explore matching-stimulus interval effects in other
ERP components, and replicate early work on sequences effects; work in our
laboratory is currently addressing this.
In conclusion, we demonstrated that nontarget P3b amplitude increases
systematically with NNI increments. Previous work was replicated by finding a
similar pattern in P3b to targets with manipulations of TTI. SW, however, did not
evidence the interval effects noted as a complex topographic interaction in our
previous investigation (Steiner et al., 2013b), but did show greater positivity to targets
than nontargets. Importantly, our nontarget P3b findings clarify a discrepancy in the
literature, and these, together, enhance our understanding of nontarget stimulus
processing. Data suggest that the P3b/TTI relationship is robust across a variety of
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tasks, and when TTIs are interspersed with multiple nontargets. However, NNI
effects seem to be apparent only when there is minimal distraction from other
nontargets, and the stimuli of interest are not classified as distracting or background
information. Future research should clarify the origin of matching-stimulus interval
effects in sequential processing (i.e., ERP components preceding the P300 complex)
and their locus in the brain.
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4.1 Abstract
It has been suggested that the P300 component of the ERP is an electrophysiological
index of memory-updating processes associated with task-relevant stimuli.
Component magnitude varies with the time separating target stimuli (target-to-target
interval: TTI), with longer TTIs eliciting larger P300 amplitudes. According to the
template-update perspective, TTI effects observable in the P300 reflect the updating
of stimulus-templates in working memory (WM). The current study explored
whether young adults’ memory-task ability could predict TTI effects in P300. EEG
activity was recorded from 50 university students (aged 18-25 years) while they
completed an auditory equiprobable Go/NoGo task with manipulations of TTIs.
Participants also completed a CogState® battery and were sorted according to their
WM score. ERPs were analysed using a temporal PCA. Two P300 components, P3b
and the Slow Wave, were found to linearly increase in amplitude to longer TTIs.
This TTI effect differed between groups only for the P3b component: The high WM
group showed a steeper increase in P3b amplitude with TTI than the low WM group.
These results suggest that TTI effects in P300 are directly related to WM processes.
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4.2 Introduction
The P300 (or late positive complex), first described by Sutton et al. (1965), is
a large centroparietal positivity in the event-related potential (ERP) that occurs
approximately 300 ms post-stimulus (Picton, 1992; Pritchard, 1981). This late
positivity has been shown to differ in scalp topography and latency depending on the
experimental design, suggesting that multiple sources are producing different and
independent components, rather than a single entity (Ritter et al., 1968; Vaughan &
Ritter, 1970). These components include P3a, P3b (the classic “P3” to target stimuli),
Novelty P3, and a late Slow Wave (SW; Courchesne et al., 1975; Squires et al.,
1975). Here we use the label “P300” when discussing the single entity/global
response peak, rather than these independent components. The P300 has been
associated with a range of cognitive processes including decision making (Johnson &
Donchin, 1982), memory (Johnson et al., 1985), and orienting (Donchin et al., 1984),
and has been extensively examined as an electrophysiological response to target
stimuli in oddball tasks (Duncan-Johnson & Donchin, 1977).
In the oddball context, P300 amplitude varies with different stimulus
presentation characteristics, including global and local target probability (DuncanJohnson & Donchin, 1977; Gonsalvez et al., 1995; Johnson & Donchin, 1980;
Squires et al., 1976, 1977), interstimulus-interval (ISI; Fitzgerald & Picton, 1981;
Polich, 1990a, 1990b), and the target-to-target interval (TTI; Gonsalvez et al., 1999).
Previous studies have suggested that, in this context, TTI is an important determinant
of P300 measures, and is independent of other stimulus manipulations, including
probability, sequence, and ISI (Croft et al., 2003; Gonsalvez et al., 1999, 2007;
Gonsalvez & Polich, 2002; Steiner et al., 2013). For example, Gonsalvez and Polich
(2002) demonstrated that when stimulus sequence and ISI were controlled, P300
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amplitude increased, and latency and response time (RT) decreased, to longer TTIs.
These findings suggest the greater importance of target timing over sequence and
general ISI manipulations.
Perhaps due to the wide range of conditions in which the P300 is elicited (e.g.,
habituation and passive paradigms, oddball, choice-reaction time (CRT), and
continuous performance tasks; Falkenstein et al., 1991; Johnson & Donchin, 1980;
Riccio et al., 2002; Rushby et al., 2005; Wronka et al., 2008), there is a lack of
consensus on what the P300 represents, other than that it is an electrophysiological
measure of “information processing” (Donchin et al., 1983). However, in the oddball
and Go/NoGo context, it has been suggested that the P300 is generated by working
memory (WM) processes (Squires et al., 1976), and that variations in amplitude and
latency result from a range of different variables including task difficulty (Kok,
2001), psychopathology (Slaets & Fortgens, 1984), and age (Vesco et al., 1993). It
has also been suggested that these variations in P300 might index individual
differences in memory-updating processes (Gonsalvez et al., 1995). However, the
link between P300 and memory is not fully understood, and there is evidence to
suggest that brain regions directly related to memory processes may only be involved
in the generation of one P300 component, P3a (for a summary, see Verleger, 2008).
Previous research investigating individual differences in memory and ERPs
primarily has focused on between-group differences in amplitude and latency of the
global P300 (i.e., not underlying independent components; e.g., Karis et al., 1984;
Polich et al., 1990b). Some of these studies have explored aspects of memory such as
recall (Fabiani et al., 1986), deficits in clinical (Chapman et al., 2007, 2011; Polich et
al., 1986, 1990a; e.g., Alzheimer’s disease), and subclinical groups (Pató & Czigler,
2011; Pfefferbaum et al., 1984; e.g., normal ageing, early-stage dementia), and
73

individual differences in healthy adults (Polich et al., 1983), and have reported similar
patterns: P300s with small amplitudes and prolonged latencies are seen for poor
versus good memory performance (Polich, 1989; Vesco et al., 1993). The P300 has
been explored in this context by some of these studies under the premise that it is an
index of immediate memory processes (Donchin & Fabiani, 1990; Polich, 1989;
Squires et al., 1977). For example, Karis et al. (1984) explored the relationship
between P300 amplitude and recall performance in a healthy population by presenting
words to participants, some of which were distinctive (i.e., smaller or larger in font
size). Distinctive words were used on the assumption that attention should be
enhanced to salient events, resulting in stronger WM representations of those events.
Karis et al. (1984) found that successful recall of distinctive words was associated
with larger P300 amplitudes during the encoding phase than words that were not able
to be recalled. This finding suggests that “events that elicit a P300 are remembered
better than events that do not…” (Donchin, 1981, p. 509), and also implies that there
is a relationship between WM and P300 amplitude. However, the specific nature of
this relationship (direct/indirect) and the mechanisms underpinning it are not known.
Evidence suggests that the P300 is sensitive to differences in memory
functioning between groups of young, healthy adults. For example, Polich et al.
(1983) demonstrated that P3a and P3b latencies from an auditory oddball task were
negatively correlated with memory digit-span scores (i.e., prolonged P300s were
linked to lower digit span scores). In another study, Polich et al. (1990b) showed that
digit span predicted differences in P300 amplitude and latency in children in several
auditory oddball tasks. Together, these findings suggest that the global P300 and its
components may be able to be predicted by individual differences in memory.
Although these previous studies provided a valuable contribution by identifying a
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relationship between P300 and WM, there are some aspects that require clarification
and extension. For instance, testing for a relationship between grand mean ERP peak
data and memory scores from one measure (i.e., digit span) may be suboptimal for
exploring the relationship between P300 and memory. That is, Polich et al. (1983,
1990b) did not take into account performance across different WM tests (e.g., N-back
tasks). Furthermore, Polich et al. (1983) explored P300 latency, not amplitude, and
Polich et al. (1990b) quantified global P300 measures, and consequently did not
explore whether separate P300 components (P3a etc.) are sensitive to individual
differences in memory ability. The present study aimed to clarify, enhance and
extend this literature.
Several theoretical perspectives addressing the functional significance of the
P300 posit that it represents some form of immediate memory-updating (e.g.,
Gonsalvez et al., 2007; Squires et al., 1976, 1977) and/or is related to event
expectancy (e.g., the context-updating vs. context-closure debate; Donchin & Coles,
1988; Verleger, 1988). In brief, the context-updating hypothesis (Donchin & Coles,
1988) asserts that expectancies are established by a model of the context of the
environment, and when events violate those expectancies, the model is updated, with
“P300... elicited by the processes associated with maintenance of... [that] model” (p.
370). Verleger (1988) separated this hypothesis into “expect” and “update”, where
the representation of a stimulus in WM is “updated” after it has decayed over time.
Verleger (1988) introduced the context-closure account – P300 is elicited by awaited
events in a structured and repetitive task “when a perceptual epoch is closed” (p.
351). Ten years on, Sommer et al. (1998) noted a key difference between these
perspectives in relation to subjective probability (not relative frequency, as outlined in
Donchin, 1981) and argued that “P300 appears to reflect mainly passive
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expectancies” (p. 150), a view contradicting Verleger’s (1988) assertions. In light of
the evidence suggesting that the P300 is not a strategic response (unconscious
expectancies: Sommer et al., 1998; response selection: Verleger, 1997), Verleger
(1998) withdrew the context-closure hypothesis.
Earlier TTI papers (Gonsalvez et al., 2007) attempted to account for P300 TTI
effects by adopting a framework similar to the context-updating hypothesis (Donchin
& Coles, 1988) and Verleger’s (1988) “update” hypothesis: a template-update model.
Template-update differs from both context-updating (Donchin & Coles, 1988) and
context-closure (Verleger, 1988) hypotheses as it rejects the notion that P300
amplitudes are related to revised expectancies of target and nontarget stimuli (both
“unexpected” or “awaited”).
Template-update assumes that templates are a profile of neural activation
generated by a stimulus and that TTI results are related to the integrity of those
templates in WM. The template is affected by both degradation, occurring as a
function of the time between matching-stimulus presentations, and WM update,
activated to refresh the neural model/template of the stimulus. This important aspect
of the model is shared with Verleger’s (1988) “update” interpretation. However,
Verleger’s (1988) criticisms of “update” related to P300 playing a direct role in
memory processes (e.g., “the close relationship of the P300 and working memory
postulated by context updating has not been demonstrated so far… P300 is unlikely to
reflect the activity of working memory”; p. 344). In contrast, a key tenet of templateupdate is that TTI effects are what directly reflect memory-updating processes, rather
than the P300 itself (which may be influenced by a range of other factors such as
arousal). This particular aspect of template-update, that TTI-related changes
(observable in P300 amplitude) reflect WM capabilities, is a novel prediction that has
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not been tested, and the aim of the present study is to directly test this hypothesis.
This prediction is made because template-update assumes that individuals
with high compared to low WM ability have stronger encoding abilities and/or richer
associative networks, and consequently larger P300 amplitudes when templates are
initially encoded. Compared to individuals with poor WM, those with good WM may
also have better mechanisms to retain templates over time, resulting in less decay and
smaller P300 differences during time frames critical to template decay. The latter is
difficult to test because of differing initial encoding values, and the possibility that
larger decay values may represent the decay from a greater number of networks rather
than faster decay per se. However, based on the assumption that individuals with
high WM ability encode templates more strongly to begin with, it can be predicted
that the difference between this strong initial encoding value (best estimated at long
TTIs – 15 s or more) and the value when there is minimal update (i.e., short TTIs – 1
s), will be greater for persons with high compared to low WM ability (i.e., a steeper
gradient).
The current study explored whether the TTI/P300 relationship could be
predicted by memory differences in a healthy population of young adults. To control
for possible age-related memory changes, only participants aged 18-25 years were
recruited. To elicit P300s, an auditory equiprobable Go/NoGo task was utilised, in
which TTI was manipulated. This paradigm was carefully constructed to control for
global probability, stimulus sequence, and ISI. WM was tested with a customised
CogState® battery. Participants were selected to form two groups (high- vs. lowWM) based on their CogState® performance across WM subtests, and their TTIdetermined ERPs were assessed. Although previous TTI research (Croft et al., 2003;
Gonsalvez et al., 1999, 2007; Gonsalvez & Polich, 2002; Steiner et al., 2013) has
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employed baseline-to-peak measures to assess the P300, it is reasonable to suggest
that P300 components (e.g., P3a, P3b, SW) are differentially responsive to
manipulations of TTI. Thus, the current study sought to clarify this by applying a
principal components analysis (PCA). In line with Polich et al. (1983, 1990b), it was
hypothesised that WM should directly affect one or more components of the P300.
Additionally, template-update (Gonsalvez et al., 2007) predicted that there would be
differences in the TTI-determined P300 amplitudes between the high versus low WM
groups. Specifically, it was hypothesised that as TTI increased, individuals with good
compared to poor WM would show a greater increase in P300 amplitude due to
stronger initial encoding values. In accordance with the previous TTI research in
two-stimulus oddball tasks (Gonsalvez & Polich, 2002; Gonsalvez et al., 2007), it
was also predicted that RT would decrease as TTI increased.
4.3 Method
4.3.1 Participants
Fifty young undergraduate students from the University of Wollongong
participated in this study in return for course credit. The sample included 24 males
and 26 females (47 right-handed, 3 left-handed), with a mean age of 19.7 (SD = 1.9)
years. All provided informed consent prior to commencing the experiment, and were
free to withdraw at any time without penalty. Recruited individuals self-reported no
neurological or psychiatric illnesses, and no use of psychotropic medication. Selfreports also indicated that participants had refrained from psychoactive substances for
at least 12 hours and from tea, coffee, alcohol, and cigarettes for at least 2 hours prior
to testing. All participants had normal or corrected-to-normal vision and self-reported
normal hearing.
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4.3.2 Procedure
Participants were required to complete a demographic and screening
questionnaire, and were fitted with EEG recording apparatus. The experiment took
place in an air-conditioned room with a background illuminance of 470 lux. Air
flowing from the air-conditioning was redirected away from participants to reduce
blinking and subsequent eye-movement artefact. Prior to the experiment, participants
completed an electrooculogram (EOG)/EEG calibration task (Croft & Barry, 2000).
Participants were seated 60 – 80 cm in front of a 19” Dell LCD monitor (REV
A00) and instructed to fixate on a 10 x 10 mm grey cross (luminance = 7.0 cd/m2)
displayed in the centre of a black background (luminance = 0.4 cd/m2). Acoustic
stimuli were delivered binaurally through Sony MDR V700 circumaural stereo
headphones, and consisted of 1000 and 1500 Hz tones of 50 ms duration (15 ms
rise/fall time), at 60 dB SPL.
The experiment consisted of a unique task that was broken into four different
blocks (approximately 4.5 min each), with short rest intervals between blocks to
minimise fatigue effects. To avoid global probability effects, the task was an
equiprobable oddball (Go/NoGo) paradigm (global p = 0.50), where target and
nontarget stimuli were counterbalanced between participants (1000 and 1500 Hz
tones). When designing the paradigm, the presentation of TTI was randomised and
silence was added to maintain stimulus equiprobability (see Figure 4.1 for a sample
of the stimulus sequence). Care was taken to vary the local probability and density of
targets, nontargets, and silence to minimise possible expectancy effects or participant
strategies related to sequence and ISI. The stimulus order was fixed across subjects,
with specific presentations of eight TTIs (1, 2, 3, 5, 7, 10, 12, 15 s); a total of 264
stimuli were presented over the 4 blocks (132 targets, 132 nontargets). Exactly 20
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trials for each of the five intervals of major interest (1, 2, 5, 10, and 15 s) were
presented with equal probability. Thus, stimulus order was semi-random with a
variable SOA that was no less than 1 s for successive stimuli (TT, NN, TN, NT).
Between target presentations, for TTIs longer than 1 s, there was silence or
nontarget/s (or a combination of the two for TTIs > 2 s). To balance possible
speed/accuracy trade-offs, participants were instructed to “respond to target stimuli
with a button press, as quickly and as accurately as possible.” The response was
made with the dominant hand on a Logitech® Precision game controller.

Figure 4.1. Example of the stimulus sequence: T = Targets; N = Nontargets; silence
is indicated by the shaded rectangles. The arrow below illustrates time, with each
increment (shown here as rectangles) representative of the 1 s SOA. An example of
three sequential TTIs is indicated above: TTI = 5, 1, and 10 s.
After completing the ERP task outlined above, participants completed a
customised CogState® research battery (a computerised neuropsychological test
battery) that was ~ 30 min in duration. The battery comprised 10 subtests that
examine a range of cognitive abilities, including: International Shopping List,
Continuous Paired Associate Learning Task, Detection Task, Identification Task, One
Card Learning Task, One Back Task, Two Back Task, Monitoring Task, International
Shopping List: Delayed Recall, and Continuous Paired Associate Learning: Delayed
Recall; these tasks measure verbal and visual learning and memory (short-term and
long-term), processing speed, visual attention and vigilance, and working memory,
and have acceptable criterion and construct validity in a neuropsychological context
(see www.cogstate.com; Maruff et al., 2009; Pietrzak et al., 2009). This procedure
was approved by the joint South Eastern Sydney/Illawarra Area Health Service and
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University of Wollongong Health and Medical Human Research Ethics Committee.
4.3.3 Materials and Apparatus
EEG data were recorded continuously from A2 and 30 scalp sites (Fp1, Fp2,
F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3, CPz,
CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, O2) using an electrode cap with tin electrodes.
A1 was used as a reference and the cap was grounded by an electrode located midway
between Fp1/Fp2 and Fz. The data were acquired using a Neuroscan Synamps 2
digital signal-processing system and Neuroscan 4.3.1 Acquire software, and recorded
DC – 70 Hz. The CogState® battery was administered on this computer after the
ERP task (Dell Optiplex computer with a 19” Dell LCD monitor; REV A00). The
display and stimulus markers were controlled by a linked stimulus computer using
Neurobehavioral Systems Inc. Presentation V 13.0 Build 01.23.09 software.
EOG was recorded using tin cup electrodes placed 2 cm above and below the
left eye for vertical movements, and on the outer canthus of each eye for horizontal
movements. Impedance was less than 5 kΩ for cap, EOG and reference electrodes.
Scalp and EOG potentials were amplified with a gain of 500 and digitised at a rate of
1000 Hz.
4.3.4 Data Extraction
The EEG data were EOG corrected using the RAAA EOG Correction
Program (Croft & Barry, 2000). For each trial, data were extracted offline using
Neuroscan Edit software, re-referenced to digitally-linked ears, low pass filtered (0.1
– 30 Hz, zero-phase shift, 24 dB/Octave), epoched from 100 ms pre- to 750 ms poststimulus, and baseline corrected using the pre-stimulus interval. For each condition,
averages were computed for each subject for each of the five intervals of major
interest. All participants had low error rates (< 5 %) and trials containing incorrect
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responses, both commission (false alarms) and omission errors (misses) were
excluded from further analysis.
WM was measured for each participant by forming a composite score (similar
to Lim et al., 2012) derived by averaging standardised scores from three subtests in
the CogState® battery that specifically measure WM (One Card Learning Task, One
Back Task, Two Back Task). The 50 participants were then sorted according to their
composite scores. Participants scoring in the top and bottom thirds formed high and
low WM groups (N = 17 for each group) that were retained for further analysis.
These groups were significantly different on WM, with the high group (M = 0.63, SD
= 0.18) scoring higher composite WM scores than the low group (M = -.81, SD = .85;
F = 45.82, p < .001, ηp2 = .59).
4.3.5 Principal Components Analysis
The averaged post-stimulus data (0-750 ms) from 30 scalp locations for each
interval and condition were submitted to a temporal PCA using Dien’s ERP PCA
toolkit (v. 2.23; Dien, 2010) in MATLAB® (The Mathworks, R14SP3). Data for the
PCA were down-sampled to 250 Hz (187 time-points/variables), to reduce
computation time and improve the ratio of cases/components. Factors for all
conditions were quantified simultaneously, hence there were 10,200 observations (34
participants × 2 stimulus types × 5 intervals × 30 sites). The PCA used the
unstandardised covariance matrix with Kaiser normalisation, and all 187 unrestricted
factors underwent Varimax rotation, following Kayser and Tenke (2003). PCA
factors were identified as ERP components based on their latency, topography, and
polarity. Although this quantification procedure was performed for all components
post-stimulus, this study was interested in testing hypotheses pertaining to the target
P300, thus only identifiable P300 component target responses were retained for
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analysis.
4.3.6 Statistical Analyses
Separate mixed-model MANOVAs were carried out on the virtual ERP
amplitudes for each of the identified P300 components at 9 central sites (F3, Fz, F4,
C3, Cz, C4, P3, Pz, P4), with the between-subjects factor of WM (High vs. Low), and
within-subjects factor of TTI (1, 2, 5, 10, and 15 s); within TTI, weighted linear and
quadratic contrasts were assessed. For each component, the first analysis also
examined stimulus type (Target vs. Nontarget); only the effects of topography and
stimulus type, and their interaction, are reported. The second analysis examined
topography, group, and TTI for target responses only. Each analysis included an
examination of topography involving the sagittal plane: Frontal (F3, Fz, F4), central
(C3, Cz, C4), and parietal (P3, Pz, P4); and the coronal plane: Left (F3, C3, P3),
midline (Fz, Cz, Pz), and right (F4, C4, P4). Planned contrasts compared regions
within each plane: Sagittal plane (frontal vs. parietal, and central vs. mean of the
frontal and parietal) and coronal plane (left vs. right, and midline vs. mean of the left
and right sites), and their interactions. The topographic distribution of peak
amplitudes can be examined most efficiently by utilising these orthogonal planned
contrasts. No Bonferroni-type α adjustment was required as contrasts were planned,
and the number of contrasts did not exceed the degrees of freedom for effect
(Tabachnick & Fidell, 1989). RT to target stimuli was also assessed between groups
and over the five interval levels (within subjects) with a mixed-model MANOVA,
again with weighted linear and quadratic contrasts over interval. The violations of
sphericity assumptions associated with repeated-measures analyses do not affect
single degree of freedom contrasts, so Greenhouse-Geisser-type correction was not
necessary (O’Brien & Kaiser, 1985). All F-tests are reported with (1, 32) degrees of
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freedom.
4.4. Results
4.4.1 Grand Mean ERPs
Grand mean ERPs (100 ms pre- to 1000 ms post-stimulus) over the 34
participants from the midline sites (Fz, Cz, Pz) are shown for targets and nontargets in
the left panel of Figure 4.2A. In the uppermost panel, the dashed waveform
(uncorrected) is the mean activity (across all subjects, groups, and stimulus types) at
Fz pre-EOG artefact correction. This serves to illustrate any contamination to be
dealt with by the EOG artefact correction procedure (Croft & Barry, 2000). Figure
4.2B shows the grand means to targets (left panel) and nontargets (right panel) for the
high and low WM groups. The upper three panels of Figure 4.3 show the grand mean
ERPs to targets from the midline sites over the five intervals. Here, as intervals
increase, an increase in the area under the curve for the P300 complex is apparent,
suggesting that any amplitude differences are not a result of shifting latency
variability.
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Figure 4.2. Panel A: ERPs at midline sites for targets and nontargets (left column).
The pre-EOG corrected data at Fz, averaged across all participants, groups, and
stimuli, is overlayed in the dashed line in the uppermost panel. Virtual ERPs derived
from the sum of the twelve temporal PCA factors (right column). The dashed lines
mark the sum of three virtual P300 components (P3b, uP3, SW) at the site where the
P300 component is maximal (Pz). Panel B: Average ERP waveforms for high and
low groups. Larger P300 complexes are visible for the high than the low group to
both targets (left panel) and nontargets (right panel).
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The lower panel of Figure 4.3 shows pre-corrected vertical EOG for the five
TTIs. The dissimilarity between the pre-corrected VEOG and the ERP waveforms,
especially in the P300 latency range, indicates that EOG artefact correction was
successful, and that EOG artefact did not contribute to the P300 data.

Figure 4.3. Grand average target ERP waveforms from midline sites for the five
TTIs. Interval effects in the P300 component are apparent at Pz. Mean vertical EOG
(VE) is displayed for each of the TTIs below before EOG correction.
4.4.2 PCA Outcomes
From the 187 temporal factors extracted, the first twelve each explained more
than 1% of the variance, and together they explained 90.5 %. The sums of these
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virtual temporal components at the midline sites are displayed in the right panel of
Figure 4.2A. Comparison with the ERPs in the left panel suggests a good fit with the
original data.
The temporal factor loadings for the twelve ERP components are displayed as
a function of time in Figure 4.4. The y-axis indicates the factor loadings (unscaled
correlations between each factor and the ERP waveform; Tabachnick & Fidell, 1989),
multiplied by the standard deviation of the ERP at each time-point to convert to µV.
The percentage of the total variance and the latency for each rotated component is
also indicated. The topographic headmaps of the virtual temporal components,
averaged across stimulus type, group, and interval, are displayed above. These
components (Factors 1-12, contributing to the virtual ERPs; right column Figure
4.2A) were tentatively identified, in terms of their polarity, latency, sequence, and
topography. Seven of the twelve factors were identified as P1, N1-1 (the dominant
frontocentral component of the N1 identified by Näätänen & Picton, 1987),
Processing Negativity (PN; temporal negativity occurring late in the N1 latency
range, following Näätänen & Picton, 1987), P2, N2, P3b (strong parietal positivity
and large response to targets), and the classic SW. The other five were less
distinguishable, but some resembled real components and were thus cautiously
labelled as N1-3 (again following Näätänen & Picton, 1987, a small and early “true”
N1 component), unidentified N2 (uN2; occurring before the identifiable frontallynegative N2), unidentified P3 (uP3; similar overall topography to the frontal P3a, but
occurring after the large target P3b at a time range similar to that of the Novelty P3;
Courchesne et al., 1975), an unidentifiable late component (Un), and a very late
negativity (VLN).
As specific predictions were made in regard to the P300 complex, only the
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three components identifiable as part of this complex (P3b, uP3, SW) were analysed
further. The sum of these three virtual components is illustrated with dashed lines at
the site of maximal P300 amplitude (Pz) in the right panel of Figure 4.2A. The good
fit with the P300 in both the virtual ERPs (sum of the twelve virtual factors; right
column) and the actual ERPs (original data; left column) indicates that these three
components explain a substantial amount of the variance in the P300 complex and
that their analysis is justified. The data reported below are in an order corresponding
to the latency of the component.
4.4.3 TTI Effects
To aid interpretation of results, trends analysed across TTIs are denoted as
“linear intervals” or “quadratic intervals”. The direction of difference between
variables is indicated by “<” and “>”, and interactions between effects by “×”.
4.4.3.1 Factor 3: P3b
Figure 4.4 shows that across stimulus type, group, and interval, P3b
demonstrated the typical strong parietal topography, with amplitudes larger parietally
than frontally (frontal < parietal: F = 150.86, p < .001, ηp2 = .83; also see Figure
4.6A), and lower centrally than the mean of frontal and parietal sites (central < mean
frontal/parietal: F = 55.95, p < .001, ηp2 = .64). These effects were greatest at the
midline (frontal < parietal × midline > mean left/right: F = 58.75, p < .001, ηp2 = .65;
central < mean frontal/parietal × midline > mean left/right: F = 15.98, p < .001, ηp2 =
.33). Across group and interval, P3b amplitudes were greater to targets than
nontargets (F = 6.75, p = .014, ηp2 = .17; see Figure 4.5A), particularly for the strong
parietal maximum (see Figure 4.6A; frontal < parietal × target > nontarget: F = 10.08,
p = .003, ηp2 = .24; central < mean frontal/parietal × target > nontarget: F = 14.04, p =
.001, ηp2 = .30). The greater central reduction for targets than nontargets
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Figure 4.4. Temporal PCA factor loadings scaled to µV as a function of time. The

Figure 4.4. Temporal PCA factor loadings scaled to µV as a function of time. The topographic headmaps
and factor information for the virtual temporal components are displayed above. Headmaps are averaged
across stimulus type, group, and TTI.

topographic headmaps and factor information for the virtual temporal components are
displayed above. Headmaps are averaged across stimulus type, group, and TTI
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was larger at the midline (central < mean frontal/parietal × target > nontarget ×
midline > mean left/right: F = 6.04, p = .020, ηp2 = .16), and in the right hemisphere
(central < mean frontal/parietal × target > nontarget × left < right: F = 11.10, p = .002,
ηp2 = .26); there was also an overall right hemisphere enhancement that was greater
for targets (left < right × target > nontarget: F = 8.21, p = .007, ηp2 = .20).
As illustrated in Figure 4.5B Column 1, across interval, target P3b amplitudes
were more positive for the high than the low WM group in the midline (midline >
mean left/right × high > low: F = 3.91, p = .057, ηp2 = .11) and for the central
reduction/right hemisphere enhancement (central < mean frontal/parietal × left < right
× high > low: F = 4.47, p = .042, ηp2 = .12). There was no main effect of group on
target P3b amplitudes.
Figure 4.5B also illustrates that as TTI increased, across group target P3b
amplitudes increased in a linear fashion (linear intervals: F = 10.50, p = .003, ηp2 =
.25). This increase was most prominent at the midline (linear intervals × midline >
mean left/right: F = 5.63, p = .024, ηp2 = .15), and in the parietal region (linear
intervals × frontal < parietal: F = 16.10, p < .001, ηp2 = .33; Figure 4.6B). The
parietal increase was particularly apparent in the right hemisphere (linear intervals ×
frontal < parietal × left < right: F = 7.54, p = .010, ηp2 = .19) and the midline (linear
intervals × frontal < parietal × midline > mean left/right: F = 21.64, p < .001, ηp2 =
.40). Importantly, Figure 4.6C demonstrates that this linear increase in parietal target
P3b amplitudes was greater for the high than the low WM group (linear intervals ×
frontal < parietal × high > low: F = 6.67, p = .015, ηp2 = .17).
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Figure 4.5. Panel A: Target and nontarget headmaps for P3b, uP3, and SW averaged
across interval and group. Panel B: Headmaps for P3b, uP3, and SW target responses
for the two WM groups averaged across interval (Column 1), and separately for the
five TTIs (Columns 2 – 6).
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Figure 4.6. Panel A: Mean P3b amplitude at frontal (F: F3, Fz, F4) and parietal (P:
P3, Pz, P4) sites across all subjects, groups, and TTI, separately for targets and
nontargets. Panel B: The difference between frontal and parietal target P3b amplitude
(parietal minus frontal) across subject and group as a function of TTI. Panel C:
Illustration of the sagittal × group × interval interaction. The fronto-parietal
difference in target P3b amplitude is plotted separately for the two groups as a
function of TTI. A steeper increase in P3b amplitude can be seen for the high
compared to the low WM group.
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4.4.3.2 Factor 8: uP3
As demonstrated in Figure 4.4, across stimulus type, group, and interval, uP3
had a midline topography (midline > mean left/right: F = 4.11, p = .051, ηp2 = .11),
dominant in the frontal region (midline > mean left/right × frontal > parietal: F =
15.04, p < .001, ηp2 = .32). uP3 amplitudes were smaller centrally (central < mean
frontal/parietal: F = 4.27, p = .047, ηp2 = .12), especially in the left hemisphere
(central < mean frontal/parietal × left > right: F = 5.20, p = .029, ηp2 = .14).
Figure 4.5A shows that across group and interval, uP3 was strongly parietal to
targets and frontal to nontargets (frontal < parietal × target > nontarget: F = 44.15, p <
.001, ηp2 = .58). There was no main effect of stimulus type.
Across interval, a central reduction in uP3 to targets was larger in the midline
for the high than the low group (central < mean frontal/parietal × midline > mean
left/right × high > low: F = 4.28, p = .047, ηp2 = .12; see Figure 4.5B, Column 1).
There was no main effect of group on uP3 amplitudes.
Across groups, as TTI increased, target uP3 amplitude decreased (linear
intervals: F = 6.62, p = .015, ηp2 = .17), before increasing at the longest TTI
(quadratic intervals: F = 4.65, p = .039, ηp2 = .13; see Figure 4.5B). These effects
were prominent for the central reduction/midline enhancement (linear intervals ×
central < mean frontal/parietal × midline > mean left/right: F = 7.25, p = .011, ηp2 =
.18; quadratic intervals × central < mean frontal/parietal × midline > mean left/right:
F = 15.00, p = .001, ηp2 = .32), with the overall decrease greater at the midline (linear
intervals × midline > mean left/right: F = 4.58, p = .040, ηp2 = .13). TTI effects did
not differ with group.
4.4.3.3 Factor 1: SW
As seen in Figure 4.4, across stimulus type, group, and interval, SW
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demonstrated the typical frontal negativity and parietal positivity (frontal < parietal: F
= 102.87, p < .001, ηp2 = .76), with central amplitudes being more positive than the
mean of frontal and parietal sites (central > mean frontal/parietal: F = 13.94, p = .001,
ηp2 = .30). The defining parietal positivity/frontal negativity difference was larger in
the left hemisphere (frontal < parietal × left > right: F = 11.13, p = .002, ηp2 = .26),
and greatest at the midline (frontal < parietal × midline > mean left/right: F = 78.99, p
< .001, ηp2 = .71).
Figure 4.5A shows that the difference between the parietal positivity and
frontal negativity was larger for targets than nontargets (frontal < parietal × target >
nontarget: F = 63.54, p < .001, ηp2 = .66), particularly in the left hemisphere (frontal <
parietal × target > nontarget × left > right: F = 12.83, p = .001, ηp2 = .29), and at the
midline (frontal < parietal × target > nontarget × midline > mean left/right: F =
34.48, p < .001, ηp2 = .52). There was a greater reduction at the vertex for targets than
nontargets (central < mean frontal/parietal × midline < mean left/right × target >
nontarget: F = 15.40, p < .001, ηp2 = .32). There was also a central reduction that was
greater in the left hemisphere for targets and in the right hemisphere for nontargets
(central < mean frontal/parietal × left > right × target > nontarget: F = 4.81, p = .036,
ηp2 = .13).
Across intervals, Figure 4.5B Column 1 shows that for targets, the parietal
positivity/frontal negativity difference and central enhancement were greater in the
left-hemisphere for the high than the low WM group (frontal < parietal × left > right ×
high > low: F = 3.25, p = .081, ηp2 = .09; central > mean frontal/parietal × left > right
× high > low: F = 4.48, p = .042, ηp2 = .12).
As TTI increased, the central right enhancement showed a linear increase
(Figure 4.5B; linear intervals × central > mean frontal/parietal × left < right: F = 8.09,
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p = .008, ηp2 = .20), as did the midline parietal positivity/frontal negativity difference
(linear intervals × midline > mean left/right × frontal < parietal : F = 4.71, p = .037,
ηp2 = .13), but this peaked and plateaued after the 2 s interval (quadratic intervals ×
midline > mean left/right × frontal < parietal: F = 9.83, p = .004, ηp2 = .23). Target
SW TTI effects did not differ between the WM groups.
4.4.3.4 RT
Mean RTs as a function of TTI are shown in Figure 4.7 separately for the two
WM groups. Across group, RT increased up to the 5 s TTI before decreasing
(quadratic intervals: F = 38.40, p < .001, ηp2 = .55). There was also a marginal group
difference, where the low group elicited longer RTs with TTI increments than the
high group (linear intervals × high < low: F = 3.34, p = .077, ηp2 = .09). There was no
group main effect.

Figure 4.7. Mean RT as a function of TTI separately for high and low groups.
Groups are fitted with separate linear trends to demonstrate the between group
difference in RT as a function of TTI (marginal group × linear trend interaction).
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4.5 Discussion
The current study explored whether WM could predict TTI effects in
components of the P300 in young, healthy adults. Participants completed a battery of
cognitive tests and a carefully constructed auditory equiprobable Go/NoGo task with
manipulations of TTI. Participants were sorted according to their WM, and their TTIdetermined P300s were analysed. Our TTI-P300 component and RT findings were
consistent with previous research exploring TTI effects on the global P300 complex
(Croft et al., 2003; Gonsalvez et al., 1999, 2007; Gonsalvez & Polich, 2002; Steiner
et al., 2013), with TTI effects apparent in RTs, target P3b and SW responses. These
TTI effects differed between groups for the P3b component only, with the high WM
group eliciting a steeper increase in P3b amplitude than the low group, a novel
finding that provides support for the template-update model.
A number of components were visually identifiable in the grand mean ERPs
(P1, N1-1, P2, N2, P3b, and SW), and several others emerged with the PCA (N1-3,
PN, uN2, uP3, an unidentifiable component, and a VLN). Only the components
identifiable as part of the P300 complex (P3b, uP3, SW) were retained for analysis, as
no predictions could be made about memory-related differences in TTI effects for the
other ERP components. To better understand the mechanism of TTI effects, future
research should seek to examine where the sequential processing that leads to TTI
effects in P300 components begins, that is, whether systematic TTI effects are also
present in earlier ERP components (e.g., P1, PN, N2). Further research is also
required to establish the validity and utility of the VLN identified here, particularly in
the light of Verleger and Möcks’ (1987) suggestion that such a late component may
reflect misallocation of variance from a monotonic trend in the data. We note
however, that when the epoch is extended to 1 s post-stimulus (see Figure 4.2), the
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VLN component resolves (at Fz and Cz), especially for nontargets, suggesting that it
is most likely a real component. The possibility that the VLN is related to response
processing should also be considered due to its strong left hemispheric bias (see
Figure 4.4) and our predominantly right-handed sample. This could imply
contralateral motoric contribution and should be considered in conjunction with the
left-hemispheric reduction in P3b, a finding similar to Jentzsch and Sommer (2001).
Those authors suggested that a reduction in P3(00) amplitude in the hemisphere
contralateral to the responding hand may be related to an overlapping negative-going
readiness potential.
As apparent in Figure 4.2B, WM appeared to have a direct effect on the global
P300, with larger P300s for the high compared to the low memory group; a finding in
line with previous research (Polich et al., 1983, 1990b). In the current study,
however, this main effect failed to reach statistical significance in the P3b, uP3, and
SW components. Visual inspection of the grand means (Figure 4.2A) also reveals
P300 differences for the two stimulus types (i.e., Target > Nontarget). Although not
tested here, this difference is most likely attributable to the specific nature of the
equiprobable task (see Barry & Rushby, 2006). That is, the lack of a probability bias
towards one stimulus type places no strict demand on response requirements (e.g.,
inhibition vs. rare target detection). Thus, larger P300s to targets can be attributed to
the only difference between stimulus types: task-relevance (not probability). This
stimulus-related difference was also apparent in P3b, uP3, and SW components.
Two of the three P300 components identified here, P3b and SW, demonstrated
a linear increase in target response amplitudes with extensions of TTI. The uP3,
however, did not demonstrate this increase. This finding contributes to research
examining inter-target interval effects on the P300 as it suggests that multiple
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components in this complex are responsive to this particular stimulus manipulation,
emphasising the importance of separating the P300 into its various components,
rather than treating it as a unitary construct. The target P3b seen here shared the
characteristics of the P3b (paretial scalp distribution, latency ~ 300 ms, large target
response) previously identified by Barry and Rushby (2006) in an equiprobable
Go/NoGo task. Given this component is generally enhanced to target stimuli, it was
not unexpected that an increase in P3b amplitude to longer TTIs was observed here.
It is also not surprising that TTI effects are apparent in the classic SW, given that
these effects were identified in previous P300 peak-data studies and the SW
contributes substantially to the P300 complex. Although the uP3 was greater
parietally for targets and frontally for nontargets, the uP3 was not a readily
identifiable component, making any WM, TTI or stimulus-related differences
difficult to interpret. The uP3 explained a small proportion of the overall variance
(2.2%), and the possibility that this component is merely noise should not be ruled
out.
Following on from the previous point, it should also be noted that the P3a
component (typical frontocentral positivity occurring ~ 60 – 80 ms prior to the P3b,
often associated with an attentional shift; Nieuwenhuis et al., 2005; Polich, 2007) was
not identifiable in the data presented here; an unexpected result, given that the P3a
component is identifiable in equiprobable Go/NoGo tasks (Barry & Rushby, 2006).
This may be an outcome of the unique paradigm employed here, where stimuli were
interspersed with silence, making the sequence unpredictable (Figure 4.1). It is
reasonable to suggest that the ambiguous nature of the task resulted in high
attentional demands overall (i.e., no regular switching of attention), and this may have
contributed to the lack of an identifiable P3a component.
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As predicted, the P3b component evidenced a steeper increase in amplitude to
TTI increments in the high compared to the low WM group. This is a unique finding
that supports the template-update model (Gonsalvez et al., 2007) and provides a direct
link between the TTI/P300 relationship and WM. That is, individuals with poor WM
may not have effectively updated their neural representation of events (due to
inadequate encoding/updating, or fast decay processes); this could be related to
activation of associative networks that are less effective. A further prediction of this
model would be that a steeper TTI-P300 function would also be seen for younger
compared with older adults, due to the deterioration of WM capabilities among the
latter group. Importantly, the present result was found while using a paradigm where
probability, stimulus sequences, and ISI were controlled, which implies that these
results are not directly related to subjective probability/expectancy (Donchin, 1981;
Donchin & Coles, 1988; Squires et al., 1977; Verleger, 1988). This suggests that
“update” is not occurring for the context (as suggested by Donchin & Coles, 1988),
but for the template or memory-trace. That is, the link between TTI and memory is
direct and independent of subjective probability, as the template-update model
predicts.
Furthermore, the finding that TTI effects in the P3b are related to WM, and
the lack of a group main effect, suggests that TTI effects are a direct outcome of
memory-update, but that an omnibus measure of P3b amplitude (across TTIs) is a less
sensitive metric. That is, if overall P3b amplitudes represent a cumulative measure of
template activation, this is likely to be influenced by both an element of templateupdate/decay and basal levels of activation, determined by non-memory factors such
as individual trait differences in activation levels, attention, and arousal (e.g., greater
P300 amplitudes seen for high vs. low intensity tones, Gonsalvez et al., 2007). This
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first element is better captured by a function of P3b changes associated with TTI.
Following on, there is a substantial body of evidence to suggest that the P3b is
generated in areas of the temporal and parietal cortex (for a review, see Polich, 2007),
and that these structures are not directly linked to memory (Verleger, 2008; Verleger
et al., 1994). Thus, it is possible that in the current study WM affected the TTI
mechanism and this process, in turn, modulated the P3b. That is, processes that have
been linked to both P3b elicitation and the functional role of temporal-parietal brain
regions (Corbetta et al., 2000; Downar et al., 2002; Todd et al., 2005), such as
attention and decision-making (Nieuwenhuis et al., 2005; Polich, 2007; Verleger,
2008; Verleger et al., 2005), may also be linked to the TTI-mechanism. Further
research that clarifies the neural substrates underlying TTI effects is required.
In sum, the current study extended previous research investigating temporal
effects on the global P300 by examining TTI effects in components of the P300 using
a PCA: both P3b and SW components demonstrated TTI effects. Importantly, this
study found that WM predicted TTI effects in the P3b, with the high WM group
eliciting a steeper increase in P3b amplitude to longer TTIs than the low WM group.
This is a valuable finding that indicates a link between TTI effects and WM, and
confirms a prediction derived from a template-update model. By offering a
mechanism for TTI effects, the template-update perspective facilitates the exploration
of memory-update, without reference to subjective probability, and can be employed
as a framework to guide future clinically-based research (e.g., populations with
memory deficits, such as Alzheimer’s disease).
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5.1 Abstract
Previous research has shown that as the stimulus-to-matching-stimulus interval
(including the target-to-target interval, TTI, and nontarget-to-nontarget interval, NNI)
increases, the amplitude of the P300 ERP component increases systematically. Here,
we extended previous P300 research and explored TTI and NNI effects on the various
ERP components elicited in an auditory equiprobable Go/NoGo task. We also
examined whether a similar mechanism was underpinning interval effects in early
ERP components (e.g., N1). Thirty participants completed a specially-designed
variable-ISI equiprobable task whilst their EEG activity was recorded. Component
amplitudes were extracted using temporal PCA with unrestricted Varimax rotation.
As expected, N1, P2, and P3b amplitudes increased as TTI and NNI increased,
however, Processing Negativity (PN) and Slow Wave (SW) did not show the same
systematic change with interval increments. To determine the origin of interval
effects in sequential processing, a multiple regression analysis was conducted on each
ERP component including stimulus type, interval, and all preceding components as
predictors. These analyses showed that matching-stimulus interval predicted N1,
P3b, and weakly predicted P2, but not PN or SW; SW was determined by P3b only.
These results suggest that N1, P3b, and to some extent, P2, are affected by a similar
temporal mechanism. However, the dissimilar pattern of results obtained for
sequential ERP components indicates that matching-stimulus intervals are not
affecting all aspects of stimulus processing. This argues against a global mechanism,
such as a pathway-specific refractory effect, and suggests that stimulus processing is
occurring in parallel pathways, some of which are not affected by temporal
manipulations of matching-stimulus interval.
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5.2 Introduction
The stimulus-to-matching-stimulus interval is the time between presentations
of a particular stimulus, such as the target-to-target interval (TTI) and nontarget-tonontarget interval (NNI). Increases in TTI have been shown to systematically
enhance P300 amplitude (Croft et al., 2003; Gonsalvez et al., 1999, 2007; Gonsalvez
& Polich, 2002; Steiner et al., 2013a), a component of the event-related potential
(ERP) thought to be related to “endogenous” aspects of information processing
(Donchin et al., 1984), such as decision-making (Johnson & Donchin, 1982;
Nieuwenhuis et al., 2005; Verleger, 1997). Similar patterns in nontarget P300 have
been reported for increases in NNI (Steiner et al., 2014), but these appear to be
contingent on the paradigm used (Steiner et al., 2013b).
Work on the TTI/P300 relationship was motivated by early oddball studies
exploring global probability (Duncan-Johnson & Donchin, 1977; Polich &
Bondurant, 1997; Polich et al., 1991), stimulus sequence (Hermanutz et al., 1981;
Johnson & Donchin, 1982; Leuthold & Sommer, 1993; Sams et al., 1983, 1984;
Squires et al., 1976, 1977; Starr et al., 1997; Verleger, 1987), interstimulus interval
(ISI; Fitzgerald & Picton, 1981; Miltner et al., 1991; Polich 1990a, b), and temporal
probability (Fitzgerald & Picton, 1981). Gonsalvez et al. (1999) argued that all the
P300 results from those early studies may have been attributable to changes in TTI, as
manipulations of global probability, sequence, and ISI unavoidably alter the temporal
probability of the target, and consequently the TTI. A similar argument can be made
for changes in nontarget ERP component amplitudes with inadvertent manipulations
of NNI.
To date, TTI effects have been explored directly for only N1 and the P300
(Gonsalvez et al., 1999, 2007), whilst studies specifically analysing NNI have
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considered only P300 (Steiner et al., 2013b, 2014). Data from a recent study in this
journal, Steiner et al. (2014), suggested possible TTI/NNI effects in earlier ERP
components (N1, P2, N2), however it was beyond the scope of that study to analyse
those effects. Hence, the purpose of the current paper is to explore both TTI and NNI
effects in a wider range of ERP components in order to clarify the origin of these
effects in sequential processing.
The effect of ISI on the N1 is well documented (Budd et al., 1998; Čeponienė
et al., 1998; Coch et al., 2005; Miltner et al., 1991; Polich, 1990b; Polich &
Bondurant, 1997; Teder et al., 1993; Woods & Courchesne, 1986; Woods et al.,
1980), with studies consistently observing a systematic augmentation in N1 negativity
as ISI increases. This pattern of results has been taken as evidence for a relatively
long refractory period or recovery cycle of N1 neural generators (Budd et al., 1998;
Callaway, 1973; Ritter et al., 1968), which may last up to 10 s, or even 1-2 min
(Näätänen, 1988). However, Näätänen and Picton (1987) detail several overlapping
N1 components that can become selectively adaptive, responding differentially to
stimulus repetition. That is, some neurons with wide receptive fields become
refractory, where others with greater specificity continue to respond. Thus, any study
examining N1 amplitude changes related to temporal factors needs to consider these
multiple generators and utilise appropriate measures to separate overlapping
components (e.g., principal components analysis; PCA).
These reliable N1-ISI effects contrast with the inconsistent pattern of results
reported by studies exploring the effect of stimulus sequence on N1. For example,
some studies have found enhancements in N1 amplitude with increases in preceding
stimulus sequence length (Hermanutz et al., 1981; Starr et al., 1997; Verleger, 1987),
whilst others have reported a decrease (Thomas et al., 2009), or no change
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(Kenemans et al., 1991; Polich & Bondurant, 1997). These discrepancies in results
cannot be entirely attributed to task differences; for example, Hermanutz et al. (1981)
and Polich and Bondurant (1997) reported contrasting patterns of results, but both
studies derived ERPs similarly from randomly presented sequences.
Inconsistencies in the N1 response profile are also apparent in TTI studies.
Gonsalvez et al. (2007) showed that N1 amplitude increased as TTI increased,
however, that study used a single-stimulus task where TTI was confounded with ISI.
Further, Gonsalvez et al. (1999) demonstrated that when ISI was controlled, TTI did
not emerge as a determinant of N1 amplitude. Discrepancies may have arisen from
paradigm differences, and thus a careful investigation of stimulus-to-matchingstimulus interval effects on N1 is warranted.
Evidence from temporal probability, sequence, and ISI studies suggests that
P2 may be affected by matching-stimulus intervals similarly to P300. For instance,
Fitzgerald and Picton (1981) showed that P2 amplitude increased as temporal
probability decreased; Polich and Bondurant (1997), and Polich (1990b) reported
longer P2 latencies to longer sequences; Polich (1990b), Miltner et al. (1991), and
Woods and Courchesne (1986) found larger P2 amplitudes to longer ISIs in adults;
whilst Coch et al. (2005) reported a similar pattern in children. These studies present
a congruent pattern of results suggesting that P2 amplitude may increase as TTI/NNI
increases.
The theoretical mechanism for a temporally-determined response-pattern as
consistent and systematic as the TTI effect on the P300 requires special consideration.
Arguably, the most pervasive P300 theory in the literature is the context-updating
hypothesis (Donchin & Coles, 1988), where it is argued that the “endogenous” P300
indexes violated expectancies that arise when events differ from a contextual model
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of the environment. However, there are two issues arising from TTI/NNI data that
are irreconcilable with this perspective. First, TTI studies consistently report that in
oddball tasks, increases in TTI evoke P300s with larger amplitudes and shorter
latencies. However, the context-updating hypothesis predicts that events violating
expectancies should elicit larger P300s with longer latencies due to the additional
time required to update the model of the context. Second, the context-updating
hypothesis does not make explicit the role P300 plays in sequential processing, and
how P300 may be an outcome from earlier “exogenous” processes (indexed by N1,
P2 etc.; Donchin et al., 1978). That is, no predictions are possible for TTI/NNI
effects in earlier ERP components.
Our previous papers examining TTI (e.g., Gonsalvez et al., 2007), and more
recently stimulus-to-matching-stimulus interval effects on the P300 (Steiner et al.,
2013b, 2014), have utilised the template-update model (Gonsalvez et al., 2007) as a
theoretical framework. Briefly, this model states that TTI/NNI effects on the P300
reflect an immediate memory process involving the decay and update of stimulus
templates. Implicit within this model is the assumption that P300 amplitude is
unrelated to both unexpected (Donchin & Coles, 1988) and awaited (Verleger, 1988)
events, and that the timing of events, rather than the specific “context” is important in
determining P300. However, elaboration is required to make sense of similar
possible TTI/NNI response profiles in earlier more “mechanistic” ERP components
(N1, P2 etc.). Importantly, and as argued in Steiner et al. (2013a), it is the TTI/NNI
response-profile that indexes memory-update, not solely ERP component amplitudes,
which can reflect a wide array of stimulus characteristics including novelty, intensity
etc.
The purpose of the current paper is to explore whether a similar mechanism
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underpins interval effects in the P300, and (possibly) early ERP components. Interval
effects similar to those seen for P300 have been reported previously in N1 (Gonsalvez
et al., 2007), perhaps suggesting a similar underlying mechanism (e.g., updating of a
memory trace and/or a recovery cycle effect). The ISI/recovery-cycle effects reported
for N1 (e.g., Budd et al., 1998) may indicate that a simple refractory process,
traceable through sequential ERP components, might be the mechanism underpinning
P300 TTI/NNI effects. If this were the case, it would suggest that P300 is not solely
the outcome of complex cognitive operations (e.g., a strategic response; Donchin &
Coles, 1988; Sommer et al., 1998; Verleger, 1998), but is somewhat “hardwired” to
automatic/obligatory processes (Näätänen & Picton, 1987), such as the recovery cycle
of early sensory components. Alternatively, differential patterns of timing effects in
sequential ERP components might suggest mechanism(s) other than a general
stimulus-pathway refractory effect.
Importantly, it should be noted that a refractory effect is difficult to separate
empirically from the updating of memory trace. For instance, Näätänen and Picton
(1987) speculate that N1 component 1 may reflect the neural formation of a sensory
memory trace of a stimulus, where “a ‘neuronal model’ of a stimulus may…be
represented in the pattern of refractoriness prevailing in the generator mechanism” (p.
414). However, there is no understanding of the mechanism of TTI/NNI effects, and
the origin of these effects in sequential processing should be examined. Thus, the
current study pursued two aims. We aimed to clarify whether early “exogenous” ERP
components, such as N1 and P2, are affected by the stimulus-to-matching-stimulus
interval, and whether those effects could be sequentially traced over time to the P300.
Here, we used the same paradigm as Steiner et al. (2014), but tested a different
group of subjects, extracted additional ERP components, and performed a wider
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range of analyses. In line with previous probability (Fitzgerald & Picton, 1981),
sequence (Polich & Bondurant, 1997), ISI (Coch et al., 2005; Miltner et al., 1991;
Polich, 1990b; Woods & Courchesne, 1986), and TTI/NNI studies (Croft et al., 2003;
Gonsalvez & Polich, 2002; Gonsalvez et al., 1999, 2007; Steiner et al., 2013a, b,
2014), we expected the P300 and other ERP components, such as P2, to increase in
amplitude as stimulus-to-matching-stimulus interval increased. At first glance, the
extant literature does not suggest a consistent N1 response profile (e.g., Hermanutz et
al., 1981 vs. Polich & Bondurant, 1997), but the majority of studies indicate that N1
may increase as TTI/NNI increases (Budd et al., 1998; Čeponienė et al.,1998; Coch et
al., 2005; Gonsalvez et al., 1999; Hermanutz et al., 1981; Miltner et al., 1991; Polich,
1990b; Polich & Bondurant, 1997; Starr et al., 1997; Teder et al., 1993;Verleger,
1987; Woods & Courchesne, 1986; Woods et al., 1980), thus allowing the prediction
that N1 will increase as stimulus-to-matching-stimulus interval increases. Further,
and in line with Steiner et al. (2014), we expected RT to increase then decrease. We
also explored the similarity between interval effects in different ERP components,
and the origin of these phenomena in sequential processing by using a regression
approach. Here, we expected to find that stimulus-to-matching-stimulus interval
would positively predict a variety of ERP component amplitudes.
5.3 Method
5.3.1 Participants
Thirty students from the University of Wollongong participated in return for
course credit (mean age = 19.6, SD = 1.8 years; 14 females, 28 right-handed). Prior
to commencing the experiment, participants provided informed consent, and were
free to withdraw at any time without penalty. Individuals self-reporting neurological
or psychiatric illnesses, and/or use of psychotropic medication, were excluded. Self116

reports indicated that participants had refrained from psychoactive substances for at
least 12 h and from tea, coffee, alcohol, and cigarettes for at least 2 h prior to testing.
All participants had normal or corrected-to-normal vision and self-reported normal
hearing.
5.3.2 Procedure
A demographic and screening questionnaire was completed by all participants
before they were fitted with EEG recording apparatus. Prior to the experiment,
participants completed an electrooculogram (EOG)/EEG calibration task (Croft &
Barry, 2000). Participants were seated in an air-conditioned room 600-800 mm in
front of a 48.3 cm (19”) Dell LCD monitor and instructed to fixate on a 10 × 10 mm
grey cross centred on a black background. Acoustic stimuli were delivered binaurally
through Sony MDR V700 circumaural stereo headphones, and consisted of 1000 and
1500 Hz 60 dB SPL tones, of 50 ms duration (15 ms rise/fall time).
The experimental task 6 was an uncued equiprobable Go/NoGo task, broken
into four different blocks (approximately 4.5 min each), with short rest intervals
between blocks to minimise fatigue. Equiprobable targets and nontargets (1000 and
1500 Hz tones, 132 of each across the 4 blocks; counterbalanced across subjects)
were presented in a pseudo-random order (fixed across subjects; see Figure 5.1).
Desired TTIs and NNIs were obtained by varying the stimulus onset asynchrony
(SOA; no less than 1 s) to create intervals of 1, 2, 5, 10, 15 s, each with 13.2 %
probability, and 3, 7, and 12 s with lower probability to be used as fillers (not
analysed further). Within each block, matching-stimulus intervals were not
significantly correlated with the preceding-stimulus interval (PSI), r(20) = .310, p =
.183, two-tailed (this analysis did not include the first interval as this was necessarily
6

It should be noted that this is the same paradigm as Steiner et al. (2014), and was based on that used
in Steiner et al. (2013b), but here we added a manipulation of NNI.
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correlated with PSI). To balance possible speed/accuracy trade-offs, participants
were instructed to “respond to target stimuli with a button press, as quickly and as
accurately as possible”. Participants responded with their dominant hand on a
Logitech® Precision game controller. Instruction was given to sit as still as possible,
but participants were not directly instructed to refrain from blinking (Verleger, 1991).
This procedure was approved by the joint South Eastern Sydney/Illawarra Area
Health Service and University of Wollongong Health and Medical Human Research
Ethics Committee.

Figure 5.1. An example of the stimulus sequence: targets (T), nontargets (N), and
silence (shaded rectangles). Each rectangle illustrates the 1 s SOA. An example of
six sequential TTIs (5, 1, 15, 1, 3, and 2 s) and seven NNIs (2, 3, 5, 5, 1, 1, and 5 s)
are illustrated above and below, respectively.
5.3.3 Materials and Apparatus
EEG data were recorded continuously using a 70 Hz lowpass filter from A2
and 30 scalp sites (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3,
Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, O2) with an
electrode cap using tin electrodes. A1 was used as a reference and the cap was
grounded by an electrode located midway between Fp1, Fp2 and Fz. Data were
acquired using a Neuroscan Synamps 2 digital signal-processing system and
Neuroscan 4.3.1 Acquire software, and were recorded DC – 70 Hz. The display and
stimulus markers were controlled by a linked stimulus computer using
Neurobehavioral Systems Inc. Presentation V 13.0 Build 01.23.09 software.
EOG was recorded using tin cup electrodes placed 2 cm above and below the
left eye for vertical movements, and on the outer canthus of each eye for horizontal
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movements. Impedance was less than 5 kΩ for cap, EOG, and reference electrodes.
Scalp and EOG potentials were amplified with a gain of 500 and digitised at a rate of
1000 Hz.
5.3.4 Data Extraction
Trials containing omission (misses) or commission (false alarms) errors, or
response times longer than 800 ms, were excluded. Participant error rates were < 1 %
(M = 0.85 %, SD = .88). The EEG data were EOG corrected using the RAAA EOG
Correction Program (Croft & Barry, 2000). Single trial ERPs were re-referenced to
digitally linked ears and extracted offline using the Neuroscan Edit software, low pass
filtered (0.1 – 30 Hz, zero-phase shift, 24 dB/Octave), epoched for -100 ms pre- to
500 ms post-stimulus, and baselined to the pre-stimulus period. Data were manually
inspected for additional artefacts, and any contaminated trials were rejected; together
with errors and RTs > 800 ms, an average of 1.22 % trials (SD = 1.05) were excluded
across subjects. For each stimulus type, averages were computed for each subject for
each of the five intervals of major interest.
5.3.5 Principal Components Analysis
The averaged data (-100 to 500 ms: 600 datapoints) from 30 scalp locations
were submitted to a temporal PCA using Dien’s ERP PCA toolkit (v. 2.23; Dien,
2010) in MATLAB (The Mathworks, R14SP3). Data for the PCA were half-sampled
to 300 time-points (variables) to reduce computation time. Factors for all conditions
were quantified simultaneously (9000 observations: 30 participants × 2 stimulus types
× 5 intervals × 30 sites). The PCA used the unstandardised covariance matrix with
Kaiser normalisation, and all 300 unrestricted factors underwent Varimax rotation,
following Kayser and Tenke (2003). PCA factors were identified as ERP
components based on their latency, topography, and polarity of their conspicuous
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maximum loading, and those explaining > 3 % of the total variance were retained for
analysis. The factor scores at the maximum peak of these components were output
and entered into subsequent statistical analyses.
5.3.6 Statistical Analyses
To define the topography for each of the ERP components identified, separate
MANOVAs were carried out on the microvolt-scaled factor scores (Dien, 2012) at the
9 inner sites involving the sagittal plane: Frontal (F3, Fz, F4), central (C3, Cz, C4),
and parietal (P3, Pz, P4); and the coronal plane: Left (F3, C3, P3), midline (Fz, Cz,
Pz), and right (F4, C4, P4). Planned contrasts compared regions sagittal (frontal vs.
parietal, and central vs. mean of the frontal and parietal) and coronal planes (left vs.
right, and midline vs. mean of the left and right sites). The topographic distribution
of component amplitudes can be examined efficiently by utilising these orthogonal
planned contrasts. No Bonferroni-type α adjustment was required as a priori contrasts
were used, and the number of contrasts did not exceed the degrees of freedom for
effect (Tabachnick & Fidell, 1989). Component amplitude was then defined as the
mean amplitude across the maximal region (e.g., parietal maximum → mean across
P3, Pz, and P4); using a mean across a region defined by multiple sites, rather than a
single electrode, reduces the impact of chance variance at a single site.
Separate repeated-measures MANOVAs assessed each component’s
amplitude for the effects of Interval (5 levels: 1, 2, 5, 10, 15 s) and Stimulus Type (2
levels: Target vs. Nontarget). Within the interval factor, weighted linear and
quadratic trends were assessed. RT to target stimuli was assessed over the five
interval levels with a one-way repeated-measures MANOVA, again with weighted
linear and quadratic contrasts. The violations of sphericity assumptions associated
with repeated-measures analyses do not affect single degree of freedom contrasts, so
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Greenhouse-Geisser-type correction was not necessary (O’Brien & Kaiser, 1985).
All F-tests reported have (1, 29) degrees of freedom unless otherwise noted.
To examine the second aim of this study, regarding the origin of interval
effects in sequential processing, the determinants of each ERP component were
examined through a series of regressions. Separate stepwise multiple regressions
with each component as the dependent variable were conducted; these included
factors of interval, stimulus type, and all sequentially preceding ERP component
amplitudes. One-way tests were utilised for all analysed predictions.
It should also be noted that, as this paper details results for a number of
dependent measures, the frequency of Type I errors increases. However, Howell
(1997) argues that this increase in frequency of Type I errors cannot be controlled by
adjusting α-levels, because the probability of Type I error remains the same.
5.4. Results
5.4.1 Grand Means
Figure 5.2 (left column) illustrates the grand mean ERPs for targets and
nontargets from midline sites. Grand mean ERPs for each of the five intervals of
major interest from midline sites are displayed in Figure 5.3 (targets: left column;
nontargets: right column).
5.4.2 PCA Output
Out of the 300 temporal factors extracted, the first eight explained 87.3 % of
the total variance. The middle column of Figure 5.2 displays the sums of these eight
temporal components at the midline sites. Comparison between original data and
PCA ERPs indicates a good fit (Figure 5.2, right column).
The temporal factor loadings (rescaled to µV by multiplying each time point
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Figure 5.2. Left: Grand mean ERP waveforms from midline sites for targets and
nontargets; analysed components are labelled at Fz. Middle: Waveforms constructed
from the sum of the eight factors extracted from the PCA. Right: Difference between
original data (left) and PCA derived data (middle); any deviations are small.
by the standard deviation; Tabachnick & Fidell, 1989) for the eight ERP components
are displayed as a function of time in Figure 5.4. The percentage of variance
explained, latency, and factor order for each rotated component is also indicated.
Topographic headmaps of the temporal components, averaged across stimulus type
and interval, are displayed at the top. These components were tentatively identified
in terms of their polarity, latency, temporal sequence, comparison with the raw ERPs,
and topography as P1, N1, Processing Negativity (PN; temporally distributed
negativity occurring relatively late in the N1 latency range, described in Näätänen &
Picton, 1987), P2, N2, P3b (distinct parietal positivity), frontal-P3 (topographically
resembling P3a, although surprisingly occurring after the P3b), and SW. Of these
eight components, factors 6-8 (identified as P1, N2, frontal-P3; dashed lines, grey text
Figure 5.4) did not explain a substantial amount of total variance (< 3% of the total
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Figure 5.3. Average ERPs at midline sites for each of the five matching-stimulus
intervals examined (illustrated by the figure key; left column, Cz); targets (left),
nontargets (right); components analysed are labelled at Fz.
each), and consequently were not considered for further analysis and will not be
discussed further. The remaining 5 components (P2, N1, PN, P3b, SW) explained
80.8 % of the total variance.
The analyses of these five components are reported below in order of
component latency. The topography for each component and the corresponding Fand p-values, and partial effect sizes (ηp2) are detailed in Table 5.1; the largest effect
size identified the component topography and this region (indicated in italics) was
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used for analysis. The direction of these effects is written as “<” and “>”, and
interactions between contrasts as “×”. Trends examined as a function of interval are
denoted as “linear intervals” or “quadratic intervals”. Figures 5.5-5.9 illustrate
component amplitudes over intervals separately for targets and nontargets, with
standard error bars. The dashed line indicates the linear trend across stimuli, and the
line equation is indicated. Unfilled markers at the end of each series indicate mean
target and nontarget amplitudes across intervals. Table 5.2 shows the relative change
(%) in component amplitudes c.f. the 1 s matching-stimulus interval level.

Figure 5.4. Top: Headmaps for each of the eight components averaged across all
subjects, stimulus types, and intervals. Factor order, latency, and percentage of total
variance explained, is indicated below each. Middle: Factor loadings (µV) for the
eight components identified. The solid lines indicate factors analysed, dashed lines
represent factors explaining < 3 % of the total variance. Bottom: Target and nontarget
headmaps averaged across subjects and intervals. Contour lines for very negative
components (N1 and PN) are shown in grey to increase their visibility.
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Table 5.1. F- and p-values, and partial effect sizes for the topographic analyses
carried out on the five components. Italics indicate the region selected for analysis.
Topography
F
p
ηp2
N1 central > mean frontal/parietal
126.29 < .001 .81
midline > mean left/right
82.04 < .001 .74
central > mean frontal/parietal × midline > mean
left/right
17.09 < .001 .37
left > right
4.65
.039 .14
PN frontal > parietal
27.02 < .001 .48
central > mean frontal/parietal
99.95 < .001 .78
mean left/right > midline
8.37
.007 .22
frontal > parietal × mean left/right > midline
67.64 < .001 .70
central > mean frontal/parietal × midline < mean
frontal/parietal
12.15
.002 .30
P2 central > mean frontal/parietal
29.41 < .001 .50
midline > mean left/right
18.88 < .001 .39
central > mean frontal/parietal × midline > mean
left/right
18.12 < .001 .38
P3b parietal > frontal
66.02 < .001 .69
central > mean frontal/parietal
24.10 < .001 .45
midline > mean left/right
5.76
.023 .17
midline < mean left/right × parietal > frontal
30.52 < .001 .51
midline < mean left/right × central > mean
frontal/parietal
8.34
.007 .22
SW frontal < parietal
71.93 < .001 .71
frontal < parietal × left > right
7.30
.001 .20
frontal < parietal × midline < left/right
46.01 < .001 .61
central > mean frontal/parietal × right > left
6.95
.013 .19
5.4.3 Factor 4: N1
As shown in Table 5.2 and the top panel of Figure 5.4, N1 demonstrated a
central topography. There was a vertex enhancement, and N1 was marginally more
negative in the left. N1 showed a systematic linear increase in negativity as interval
increased (across both TTI and NNI; linear intervals: F = 29.65, p < .001, ηp2 = .51;
Figure 5.5); this plateaued from around 10 s (quadratic intervals: F = 24.64, p < .001,
ηp2 = .46), this can be seen as a relative change in Table 5.2. There was no main
effect of stimulus type and no interval × stimulus type interaction.
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Table 5.2. Percentage change in component amplitudes (µV) relative to the first
matching-stimulus interval (1 s), separately for targets and nontargets.
Stimulus-to-matching-stimulus interval
1s
2s
5s
10 s
15 s
Target
N1
100 %
126 %
153 %
170 %
158 %
PN
100 %
104 %
100 %
113 %
130 %
P2
100 %
-37 %
266 %
551 %
716 %
P3b
100 %
116 %
159 %
196 %
232 %
SW
100 %
112 %
119 %
118 %
99 %
Nontarget
N1
100 %
117 %
126 %
130 %
127 %
PN
100 %
77 %
76 %
71 %
92 %
P2
100 %
47 %
77 %
130 %
149 %
P3b
100 %
147 %
191 %
257 %
206 %
SW
100 %
118 %
140 %
147 %
182 %

Figure 5.5. Target and nontarget N1 across relevant TTIs/NNIs. A significant acrossstimulus type linear trend is apparent, where N1 is increasing in negativity at 0.16
µV/s. The overlapping unfilled markers at the end of the series indicate that there is
no overall difference in N1 amplitudes between targets and nontargets.
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5.4.4 Factor 5: PN
PN was maximally negative centrally (Table 5.1 and Figure 5.4). There were
enhancements in frontal and temporal areas, and a central enhancement that was
smallest in the midline. Figure 5.6 illustrates that there were no significant main
effects or interactions involving interval or stimulus type.

Figure 5.6. PN over intervals. No substantial linear trend or stimulus-related effect is
apparent.
5.4.5 Factor 3: P2
P2 showed greatest positivity centrally (Table 5.1, Figure 5.4). Amplitudes
were enhanced in the midline, and this interacted with the central maximum to
produce a vertex enhancement. Figure 5.7 illustrates that P2 amplitude increased
over intervals in a linear fashion (linear intervals: F = 5.99, p = .021, ηp2 = .17) at
0.09 µV/s (see Table 5.2 for percentage increase in µV over intervals 7). There was a
main effect of stimulus type with greater positivity to nontargets (nontarget > target:

7

It should be noted that as P2 has a near-zero baseline the relative change is grossly exaggerated.
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F = 7.08, p = .013, ηp2 = .20). There was no interval × stimulus interaction.

Figure 5.7. P2 over TTIs and NNIs. Main effects of interval and stimulus type are
apparent.
5.4.6 Factor 2: P3b
P3b was parietally maximal (Table 5.1 and Figure 5.4). P3b was also
enhanced centrally, at the vertex, and was larger in the midline than in the
hemispheres, especially parietally. Across stimuli, P3b increased linearly as interval
increased (linear intervals: F = 29.79, p < .001, ηp2 = .51; Figure 5.8, Table 5.2), and
plateaued around 10 s (quadratic intervals: F = 11.95, p = .002, ηp2 = .29). There was
no main effect of stimulus type, or interval × stimulus type interaction.
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Figure 5.8. P3b Increased as matching-stimulus interval increased; this did not differ
with stimulus type. The slope coefficient indicates that P3b is increasing at a rate of
0.25 µV/s.
5.4.7 Factor 1: SW
SW demonstrated the typical frontally-negative, parietally-positive
topography, with this difference being relatively greater in the left than right, and
smallest in the midline (Table 5.1, Figure 5.4). There was also a right-central
enhancement. To reflect the typical bipolar topography, SW was defined as the
relative difference between frontal and parietal sites (i.e., [mean P3, Pz, P4] minus
[mean F3, Fz, F4]). The frontally-negative/parietally-positive difference was more
positive to targets than nontargets (target > nontarget: F = 65.72, p < .001, ηp2 = .69;
Figure 5.9). There was no main effect or interaction involving interval.
5.4.8 RT
Figure 5.10 shows that the response-profile of RTs followed a quadratic trend
over TTI, with an initial increase followed by a later decrease at longer TTIs
(quadratic intervals: F = 30.65, p < .001, ηp2 = .52).
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Figure 5.9. SW amplitudes over TTIs and NNIs with a non-significant linear trend
illustrated. Amplitudes were more positive to targets than nontargets.

Figure 5.10. Mean RT as a function of TTI with standard error bars; the dashed line
represents the quadratic trend.
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5.4.9 Regression
To test the origin of matching-stimulus interval effects in sequential
processing, five separate stepwise multiple regressions were conducted with each
ERP component as the dependent variable. Predictors were all preceding ERP
components, stimulus type, and interval, but as no analysed ERP components
sequentially preceded N1, only factors of stimulus type and interval were included in
its analysis. When stimulus type was excluded from the model (i.e., it was
nonsignificant), interval (β = -.196) explained 19 % of the variance in N1, F(1, 298) =
11.54, p = .001. PN and P2 were not significantly predicted by previous ERP
components, interval, or stimulus type. But when we relaxed the entry criteria for P2
(α = .075), interval (β = .105) had a weak effect on P2 and explained 10.5 % of its
variance, F(1, 298) = 3.35, p = .068. For P3b, when interval (β = .154) remained as a
predictor and the stepwise regression excluded all the other factors (N1, PN, P2,
stimulus type), the model reached statistical significance F(1, 298) = 4.45, p = .036.
P3b (β = -.232) accounted for 26 % of the variance in SW, and was the only factor
not to be eliminated from the model, F(1, 298) = 22.40, p < .001.
5.5 Discussion
This study was carried out to explore two aims. The first was to extend the
findings of Steiner et al. (2014) and ascertain whether matching-stimulus interval
effects were present in a range of ERP components. The second of these was to
highlight whether a single mechanism was responsible for interval effects in other
ERP components elicited in this task. Concerning the first aim, we showed that N1,
P2, and P3b increased in amplitude as matching-stimulus interval increased. PN and
SW showed no effect of interval, but SW was more positive to targets. RT showed
an initial increase followed by a decrease at longer TTIs. In relation to the second
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aim, interval predicted N1, P3b, and weakly predicted P2, amplitudes, but not PN or
SW. SW amplitude was predicted by P3b only. These data suggest that a similar (or
the same) temporal mechanism is affecting N1, P3b, and to some extent, P2. But the
lack of a consistent response-pattern for sequential ERP components (PN) indicates
that stimulus-to-matching stimulus intervals are not affecting all stages of the
processing sequence, arguing against a single definitive mechanism that operates
throughout the processing stream.
The unrestricted temporal PCA facilitated the identification and subsequent
analysis of 5 ERP components including N1, PN, P2, P3b, and SW. The vertex N1
identified here is topographically consistent with Näätänen and Picton’s (1987)
‘nonspecific’ component 3, which has a diffuse generator source including motor
areas, reticular formation, thalamus, and superior, middle, and inferior frontal gyri.
However, Näätänen (1988) notes that the recovery time for this component “is very
long, perhaps 1-2 min, and after a discrete stimulus, this component is deeply
refractory” (p. 128). Here, N1 amplitude increased up to the 10 s interval (170 % for
targets, 130 % for nontargets), before plateauing at the longest TTI/NNI. This pattern
of results is more consistent with Näätänen and Picton’s (1987) dominant component
1, thought to be generated in the supratemporal plane of the primary auditory cortex
(Vaughan & Ritter, 1970), which “appears to recover fully in about 10 s” (Näätänen,
1988, p. 128). It therefore seems likely that the temporal PCA approach employed
here has captured a subset of variance shared by multiple N1 components elicited in a
similar time-frame (i.e., N1 components 1 and 3 both occur around 100 ms
poststimulus). This is consistent with Näätänen’s (1988) assertion that an auditory
stimulus presented after a long period of silence elicits a large N1 peak comprised of
both nonspecific and supratemporal components.
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The increase in N1 over intervals corroborates previous TTI (Gonsalvez et al.,
2007), ISI (Budd et al., 1998), and some sequence studies (Hermanutz et al., 1981),
and extends this pattern of results to NNI research 8. Discrepancies with other studies
may result from paradigm differences. For instance, Thomas et al. (2009) reported a
decrease in N1 amplitude to increases in sequence length, however, that was a visual
inhibitory-style Go/NoGo task, with response-requirements and N1 generators
different to auditory oddball/equiprobable tasks. There was no mean difference in N1
amplitude between stimulus types, a finding that differs from some equiprobable
(Barry & De Blasio, 2013) and oddball tasks (Fitzgerald & Picton, 1981). However,
Näätänen and Picton (1987) highlight that when the timing of stimuli are made
unpredictable (eliminating the possibility of selective prior preparation), attentionrelated changes are not present in the N1, particularly at longer ISIs, which may
explain the current pattern of results.
It should also be noted that the increase over intervals (i.e., both TTI and NNI)
reported for the PCA N1 component does not seem to be entirely consistent with the
raw ERP waveforms. That is, Figure 5.3 suggests that N1 is influenced by TTI, but
not NNI. This discrepancy may be due to the temporal PCA analysis, which
distinguishes ERP components by their common temporal variance. As partly
outlined above, it is possible that our PCA-N1 reflects a subset of variance shared by
all N1 components, and this has contributed to the main effect of interval reported
here. Future research could apply a two-step temporal-spatial PCA to try and
separate the sources contributing to this complex.
8

It should also be noted that these temporal effects in N1 are attributed to matching-stimulus interval
and not to PSI. For P300, Polich has reliably demonstrated in multiple experiments (e.g., Polich,
1990b; Polich & Bondurant, 1997) that TTI effects are not due to PSI. That is, by comparing P300
derived from one and two-stimulus tasks using a range of ISIs, TTI effects remain unchanged when
PSI is varied widely. To the best of our knowledge, the current study is the first to demonstrate similar
temporal effects in N1 from matching-stimulus intervals.
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The PN was centrally negative with temporal enhancements, a topography
consistent with the processing negativity first identified in Näätänen et al. (1978). PN
did not show any statistically significant effect of interval, which is congruent with
the conceptualisation that PN is an effortful “attentional trace” (Näätänen, 1988),
dependent on participant rehearsal, rather than an automatic sensory-memory trace
dependent on the physical and temporal characteristics of stimuli (e.g., N1 component
1; Näätänen, 1990). The lack of a PN amplitude difference between stimulus types is
also consistent with Alho et al. (1987), who showed that PN can be elicited by both
attended and ignored stimuli.
Central P2 increased in positivity as interval increased, a finding broadly
consistent with temporal probability (Fitzgerald & Picton, 1981) and ISI (Miltner et
al., 1991; Polich, 1990b) studies. Figure 5.7 shows that the increase in P2 was most
apparent after the 2 s TTI/NNI, a pattern in line with Woods and Courchesne’s (1986)
refractory study, where P2 amplitude had partly recovered by 1500 ms. Compatible
with Barry and De Blasio (2013), P2 was more positive to nontargets than targets.
That finding supports Crowley and Colrain’s (2004) assertion that the P2 marks the
withdrawal of attention from a stimulus.
In line with previous TTI (Croft et al., 2003; Gonsalvez et al., 1999, 2007;
Gonsalvez & Polich, 2002; Steiner et al., 2013a,b), NNI (Steiner et al., 2014), and
nontarget sequence length studies (Duncan-Johnson & Donchin, 1977; Hermanutz et
al., 1981; Johnson & Donchin, 1980; Sams et al., 1983; Squires et al., 1977; Starr et
al., 1997; Verleger, 1987), P3b amplitude increased as stimulus-to-matching-stimulus
interval increased, before reaching a plateau around 10 s. Targets and nontargets
showed no difference in the rate of P3b amplitude increase over intervals, and in
congruence with Squires et al. (1977), did not differ overall between stimulus types.
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This relatively large parietal nontarget P3b, together with the similar target/nontarget
response profiles over intervals, suggests that targets and nontargets may have been
processed similarly. Duncan-Johnson and Donchin (1977) reported a similar finding
for the equiprobable condition in their varied probability study, indicating that
similarity in target/nontarget P300 amplitudes may be due to the equiprobable task.
Speculatively, equiprobable tasks with highly variable ISIs may facilitate additional
processing of nontargets, compared to traditional oddball tasks with highly probable
standards (Duncan-Johnson & Donchin, 1977). This corroborates Sawaki and
Katayama’s (2006) assertion that the target/standard context determines whether
nontargets are processed as task-relevant, background, or distracting information.
The bipolar SW did not show an amplitude change over intervals, but was
more positive overall to targets than nontargets, a finding largely consistent with
previous research (Fitzgerald & Picton, 1981; Hermanutz et al., 1981; Starr et al.,
1997). As discussed in Steiner et al. (2014), the definition of SW topography can
seriously alter the outcome of an analysis. Here, we followed Dien’s (2012)
suggestion that the frontal and negative aspects of SW represent only a single
component, and optimised our analysis by selecting the frontal/parietal difference.
RT demonstrated a similar response profile to Steiner et al. (2013a, 2014),
showing an initial increase, followed by a decrease after the 5 s interval. Unlike P300
measures, which show consistent TTI effects, RT can either increase (Gonsalvez et
al., 2007), decrease (Steiner et al., 2013b), or show a combination of those trends (as
reported here). This mixture of results is not surprising, given the wide variety of
paradigms with which TTI has been explored, and that RT varies greatly with
temporal expectancy (e.g., variable foreperiod paradigms; Thomaschke et al., 2011),
response readiness (generated by sequential and strategic factors; e.g., Verleger,
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1997), task requirements (e.g., oddball vs. choice reaction time), and response
facilitation (e.g., cued tasks). Several of these mechanisms may have contributed to
the RT response profile reported here. That is, the variable ISI and randomised
stimulus-sequences continually changed response requirements, and this may have
affected response readiness by disrupting participant strategies.
Regression analyses demonstrated that interval explained most of the variance
in N1 and P3b amplitudes, a finding consistent with Gonsalvez et al. (2007), where
N1 was found to correlate with P300 over TTIs. P2 was also predicted by interval,
but this effect was weak. This suggests that a similar, or perhaps the same
mechanism is affecting N1, P3b, and somewhat P2. Over a quarter of the variance in
SW was predicted by P3b, confirming the link between P3b and SW reported
previously (Barry & De Blasio, 2013; Barry & Rushby, 2006). Importantly, PN was
not determined by interval, stimulus type, or previous ERP components, indicating
other determinants. For N1 and P3b, the degree of component amplitude change over
intervals differed considerably. That is, as interval increased, N1 amplitude increased
at 0.16 µV/s, where P3b increased to a greater extent at 0.25 µV/s; approximately a
200 % overall increase. Increases in P2 amplitude are difficult to interpret, as P2 was
near-zero at the first interval level, meaning relative increases are exaggerated.
Together, the overall regression results indicate that the stimulus-to-matchingstimulus interval effects reported for P300 are not the result of a single mechanism,
such as a simple refractory effect progressing throughout the ERP from N19, but
rather that a similar temporal mechanism is operating on non-sequential components
(N1, P2, P3b). The different rates of increase suggest differential sensitivities to this
9

A further stepwise regression, without the interval factor, was conducted to confirm that interval was
an independent predictor of P3b. No significant predictors were found, suggesting that the effect of
interval on N1 was not translated to P3b.
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mechanism. This view is compatible with Woods and Courchesne (1986), who
demonstrated the dissociation in refractory properties of exogenous and endogenous
components of the auditory ERP. TTI/NNI effects throughout the ERP may be
evidence of refractoriness in a diffusely connected “system” e.g., memory (which is
also connected to perceptual registries; Wagner, 1981) rather than the specific
generators of particular components (e.g., the network of regions that generate the
N1). Furthermore, the lack of interval effects in sequential components (PN) suggests
that stimulus processing is occurring in multiple parallel pathways, some of which
may be unaffected by temporal changes in stimulus presentations.
The purpose of this study was to follow-up on interval effects Steiner et al.
(2014) observed in ERP components other than P300. Here, we showed that as
interval increased, N1, P2, and P3b amplitudes increased; PN and SW did not show
the same trends. When the determinants of these component amplitudes were
examined with multiple regression, N1 and P3b were predicted by interval, P2 was
determined by interval to some extent, PN had determinants other than the examined
variables, and SW was predicted by P3b. These data indicate that a similar
mechanism is operating on the processing stages reflected in N1, P2, and P3b, rather
than throughout the entire stimulus processing sequence. Together, this suggests that
there is not a simple definitive mechanism (such as a stimulus-pathway refractory
period) underpinning interval effects consistently throughout the ERP, but rather that
stimuli are processed in several parallel pathways, which are not all affected by
matching-stimulus intervals. Future research should focus on determining whether
these effects are present at the single-trial level in more typical ERP tasks.
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6.1 Abstract
In oddball tasks, increasing the time between identical stimuli (target-to-target
interval, TTI; nontarget-to-nontarget interval, NNI) systematically enhances N1, P2,
and P300 ERP component amplitudes. This study examined the mechanism
underpinning these effects in ERP components recorded from 28 adults who
completed a conventional three-tone oddball task. Multiple regression explored
component changes due to “naturally” occurring intervals within the stimulus series,
rather than constraining the task with artificially constructed intervals. For targets,
Mismatch Negativity (MMN) was predicted by N1 and TTI, TTI predicted P3a and
P3b, and reaction time was predicted by Processing Negativity (PN), P3b, and TTI.
Infrequent-nontarget P1 predicted N1, NNI predicted MMN, and N1 predicted Slow
Wave (SW). Findings show that the mechanism is operating on separate stages of
stimulus-processing, suggestive of either increased activation within a number of
stimulus-specific pathways, or very long component generator recovery cycles.
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6.2 Introduction
Within oddball and Go/NoGo tasks, the stimulus-to-matching-stimulus
interval is the time separating presentations of a particular stimulus (e.g., target-totarget interval; TTI; nontarget-to-nontarget interval, NNI). Depending on the type of
task, the matching-stimulus interval can contain any combination of stimuli or
silence, and in previous research, such intervals have been treated equally (Steiner et
al., 2013b). Changing these intervals alters the temporal probability of the stimulus
of interest, and the effect of these alterations has been explored in components of the
event-related potential (ERP), particularly the P300.
The P300 component of the ERP is a positive deflection in the waveform with
a parietal scalp distribution, occurring ~ 300 ms poststimulus, and comprises several
independent components (P3a, P3b, Novelty P3). P300 is strongly affected by TTI,
and in a number of studies, Gonsalvez and colleagues (Croft et al., 2003; Gonsalvez
& Polich, 2002; Gonsalvez et al., 1999, 2007; Steiner et al., 2013a, b, 2014a) have
shown that increases in TTI systematically enlarge target P300 amplitude, and reduce
target P300 latency. A similar pattern of results has been demonstrated for the
nontarget P300 in an equiprobable task (Steiner et al., 2014a), with increases in NNI
enhancing nontarget P300 amplitude. However, NNI effects seem to be contingent
on the task-relevance assigned to nontarget stimuli (Sawaki & Katayama, 2006), with
other studies not demonstrating NNI effects in low probability nontarget P300
amplitude (Steiner et al., 2013b), or changes in hemodynamic activity (Stevens et al.,
2005).
Many early oddball ERP studies explored the effects of stimulus sequence
(Hermanutz et al., 1981; Johnson & Donchin, 1982; Leuthold & Sommer, 1993;
Sams et al., 1983, 1984; Squires et al., 1976, 1977; Starr et al., 1997; Verleger, 1987),
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interstimulus interval (ISI; Fitzgerald & Picton, 1981; Miltner et al., 1991; Polich
1990a, b), and global (Duncan-Johnson & Donchin, 1977; Polich & Bondurant, 1997;
Polich et al., 1991) and temporal probability (Fitzgerald & Picton, 1981) on the P300,
reporting a relatively consistent pattern of results – decreases in global and temporal
probability, and increases in sequence length and ISI all increase P300 amplitude.
However, in a review of this previous research, Gonsalvez et al. (1999) argued that
many of those early findings may be attributable to changes in the matching-stimulus
interval, as manipulations of stimulus sequence, ISI, and global and temporal
probability unavoidably alter the TTI and NNI.
6.2.1 Effects on Non-P300 ERP Components
Some of the early ERP studies mentioned above also explored changes in a
range of ERP components, and reported findings similar to those found in the P300
for manipulations of matching-stimulus interval. For example, when the number of
stimulus repetitions preceding a deviant increases, deviant component magnitude
increases occur for N1 (Hermanutz et al., 1981; Starr et al., 1997; Verleger, 1987),
mismatch negativity (MMN; Haenschel et al., 2005; Imada et al., 1993; Sams et al.,
1983) and N2 amplitude (Sams et al., 1983); when ISI is longer, N1 (Budd et al.,
1998; Čeponienė et al., 1998; Coch et al., 2005; Miltner et al., 1991; Polich, 1990b;
Polich & Bondurant, 1997; Teder et al., 1993; Woods & Courchesne, 1986; Woods et
al., 1980) and P2 amplitudes increase (Miltner et al., 1991; Polich,1990b; Woods &
Courchesne, 1986); when the global probability of a stimulus decreases, MMN
(Näätänen et al., 1983) and N2 amplitudes increase (Polich 1990b); and when
temporal probability decreases, MMN (Sabri & Campbell, 2001) and P2 (Fitzgerald
& Picton, 1981) amplitudes increase. However, when compared to the highly
consistent response profile reported for target P300, the pattern of results is
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significantly more variable for P1 10 (Thomas et al., 2009), N1 (Kenemans et al.,
1991; Polich & Bondurant, 1997; Thomas et al., 2009), MMN (Javitt et al., 1998), P2
(Polich, 1990b; Polich & Bondurant, 1997), and N2 (Hermanutz et al., 1981; Polich
& Bondurant, 1997; Thomas et al., 2009), and this variability is largely contingent
upon the characteristics of the paradigm employed (e.g., two- or three-stimulus
oddball, Go/NoGo etc.).
In a recent study, Steiner et al. (2014b) aimed to address a range of
inconsistencies in the findings from probability, sequence, and ISI research by
systematically exploring the effect of TTI and NNI in a range of ERP components.
N1, P2, and P3b amplitudes were found to increase as TTI and NNI increased, but
Processing Negativity (PN; a temporally-distributed negativity late in the N1-latency
range; Näätänen et al., 1978), and the frontally-negative/parietally-positive Slow
Wave (SW; Courchesne, 1983; Courchesne et al., 1984) did not show the same
pattern of results. Steiner et al. (2014b) also explored the mechanism of matchingstimulus interval effects and its origin in sequential processing, and as non-sequential
ERP components elicited similar response profiles, it was concluded that a similar
temporal mechanism operating on different stages of stimulus processing was
underpinning TTI and NNI effects in early (N1) and late (P300) ERP components.
6.2.2 What is the Mechanism?
The mechanism underlying matching-stimulus interval effects may reflect
specific cognitive/neuronal processes. At least two possible mechanisms that elicit
this response pattern (in ERP components) are of interest:
1. Longer delays increase the activation of the neural
generators/networks/pathways that produce the response(s); or
10

However, effects of stimulus sequence, global probability, and ISI have not been widely explored in
P1.
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2. The neural generators of the response are in a relative refractory state/have
been inhibited 11
It is challenging to separate these possible mechanisms empirically using ERP
amplitudes and latencies as both produce identical outcomes. This issue is further
complicated by some authors combining mechanisms in their explanations for
matching-stimulus interval-type effects. For instance, Näätänen and Picton (1987)
refer to a sensory memory trace as a refractory period effect. But, a memory trace
may also be the result of increased activation in a neural pathway, rather than an
intrinsic restraint on neural generators. Fortunately, some authors acknowledge the
distinction between mechanisms (e.g., memory trace vs. refractoriness), and carefully
design experiments to tease them apart (e.g., Barry et al., 1992; Budd et al., 1998;
Schröger & Wolff, 1996). For instance, Jacobson et al. (2003) outline that the
common interpretation of MMN’s function is a memory-based comparison
mechanism, however, frequency-specific refractoriness (caused by repetitive
stimulation with standards) can result in the overestimation of memory-based
processes when the typical deviant-minus-standard MMN quantification is used.
There are at least two possible effects on the ERP from either a refractory
period or an activation mechanism. First, the mechanism operates on the entire
processing sequence, affecting all sequential components of the ERP (as tested in
Steiner et al., 2014b). Second, the mechanism only affects certain stages of stimulus
processing (as tested in Steiner et al., 2013a). To gain a better understanding, each
hypothesis requires a careful examination.

11

It should be noted that the extant literature typically treats this type of amplitude reduction as a
refractory effect, rather than an inhibitory response; for the sake of parsimony, the same has been done
here.
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6.2.2.1 The Activation Mechanism
The activation mechanism could be related to a range of different processes.
For example, stimulus presentation may activate a memory trace (neural
representation) of a stimulus, resulting in a broad increase in neural activation in
relevant processing stages, reflected in corresponding ERP components (Gonsalvez et
al., 2007). Alternatively, an early perceptual process may initiate an increase in
activation (a shift in arousal) to facilitate stimulus processing – Näätänen (1988)
suggests that N1 component 3 triggers “a widespread transient arousal burst,
facilitating sensory and ... motor response[s] to the stimulus, and perhaps also central
integrative functions” (p. 128). Then again, some form of neural pathway priming
might be occurring; for instance, Nieuwenhuis et al. (2005) details that phasic
norepinephrine modulation within the LC-NE system (indexed by P3b) enhances the
processing of motivationally significant events. This explanation predicts that less
phasic NE activity is required for shorter matching-stimulus intervals as the neural
network is already enhanced to facilitate stimulus processing.
The dominant theories on P300 elicitation (Donchin 1981; Donchin & Coles,
1988; Verleger, 1988) also appear to be conceptualised in terms of an activation
mechanism. Stemming from an Orienting Reflex perspective (Donchin et al., 1984;
Sokolov, 1963), the context-updating hypothesis (Donchin, 1981; Donchin & Coles,
1988) maintains that P300 indexes the updating of a contextual model of the
environment triggered by unexpected events, with component magnitude determined
by subjective probability and task-relevance. According to the context-updating
hypothesis, matching-stimulus interval effects in P300 are the result of the degree of
context-updating required (i.e., the greater the non-match, the more activation).
Alternatively, Verleger’s (1988) context-closure hypothesis asserts that P300 is
151

elicited when an awaited or expected event closes a perceptual epoch, which may lead
to activation, related to perceptual processing time, or deactivation: “the release of
excess activation...previously accumulated in...[the perceptual system]” (Verleger,
1988, p. 355). However, these theories have not been expanded to incorporate
aspects of sequential processing in components preceding the P300, which creates a
challenge when relating these perspectives to matching-stimulus interval effects in
(for example) N1 and P2.
A further difficulty that arises when linking matching-stimulus interval effects
to either context-updating or context-closure hypotheses relates to both theories
drawing on concepts of “expectancy” and “stimulus context”. That is, increases in
TTI enlarge P300 amplitude, but decrease latency, cannot be reconciled with the
context-updating hypothesis which predicts that an event disconfirming subjects’
expectancies (about the stimulus context) should elicit larger P300s with longer
latencies, due to the time required to update the contextual model. In addition,
previous TTI studies demonstrate that changes in the TTI are what is determining
P300 (Croft et al., 2003; Gonsalvez et al., 1999, 2007), not the stimulus context
(whether silence or a combination of different nontarget types). However, both
context-updating and context-closure hypotheses draw on a comparative mechanism
(deviant versus standard) for P300 to be elicited. For example, Verleger (1988)
argues that P300 “arise[s] from subjects’ combining successive stimuli into larger
units” (p. 343). These shortfalls in the ability to accommodate new research indicate
that these models require revision. This relates especially to the influential contextupdating hypothesis, as in light of new evidence suggesting that the P300 is not a
strategic response (unconscious expectancies: Sommer et al., 1998; response
selection: Verleger, 1997), Verleger (1998) retracted the context-closure hypothesis.
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The activation mechanism of matching-stimulus interval effects has also
formed the basis of the template-update model, the theoretical approach used to guide
previous TTI studies. Building on early ISI and stimulus sequence work (Squires et
al., 1976, 1977), Gonsalvez et al. (2007) suggested that TTI effects in the P300 reflect
the updating of stimulus-templates in working memory (WM). Here, a template is a
neural trace of a stimulus which decays as a function of time and must be updated
when the stimulus is re-presented. Evidence for this perspective was reported in
Steiner et al. (2013a), where participants’ ERP data were sorted into two groups
based on their WM ability. It was found that the high WM group showed a steeper
increase in target P3b amplitude with TTI than the low WM group, suggesting that
TTI effects in the P300 are directly related to WM processes. Further work is
required to extend the template-update model in order to accommodate similar TTI
and NNI effects in non-P300 components. It is clear that a rigorous theoretical
framework needs to be established that links together all the ERP components
showing matching-stimulus interval effects, and explains their functional relevance in
sequential processing.
6.2.2.2 The Refractory Period Mechanism
The refractory properties of ERP components are typically explored by
presenting a series of stimuli with a variety of ISIs. It is assumed that relative
refractoriness has occurred when component magnitude decreases for ISI below a
certain value, and absolute refractoriness when the component is no longer elicited.
However, when two or more stimuli are used, ISI is not equivalent to matchingstimulus interval, making it difficult to generalise any theoretical conclusions from
refractory period studies.
Steiner et al. (2014b) suggested that matching-stimulus interval effects may be
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the result of a refractory period within particular pathways of stimulus-processing
(i.e., a global stimulus-pathway specific refractory period effect beginning in N1 and
flowing through to later ERP components), rather than refractoriness in neural
generators for specific components. This was explored in two ways. First, the rate of
change of ERP component amplitudes over intervals was compared. By the longest
interval (15 s) target and nontarget N1 was found to increase over that at the shortest
interval (1 s) by around 140 % (0.16 µV/s), where P3b increased more rapidly at
approximately 0.25 µV/s to around 220 %. Second, a novel regression approach was
taken to explore the origin of interval effects in sequential processing. Steiner et al.
(2014b) found that interval predicted N1 and P3b, and P2 to some extent, but not PN
or SW. It was suggested that these two broad patterns of results indicate that the
mechanism is not a global stimulus pathway-specific refractory effect operating on
the entire processing sequence. These findings were in line with other work in the
field (e.g., Woods & Courchesne, 1986) that has demonstrated a dissociation in the
refractory properties of early c.f. late components of the ERP. However, the
generalisability of Steiner et al.’s (2014b) findings is limited due to the special
paradigm employed – an atypical equiprobable Go/NoGo task designed with a
variable ISI so that TTI and NNI could be manipulated independently; a unique
paradigm that is not representative of the conventional tasks utilised in typical ERP
research. The current study aimed to expand on Steiner et al. (2014b) by further
exploring the mechanism of interval effects in sequential processing and determining
whether the previous pattern of results could be obtained with a more-commonly used
paradigm.
6.2.3 Aims and Hypotheses
Hence, we aimed to replicate Steiner et al.’s (2014b) findings using a
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conventional oddball task with no TTI/NNI constraints. A novel regression approach
was used to explore the effect of naturally occurring intervals within a typical oddball
task. This method was used rather than artificially constructing various TTIs and
NNIs by using a range of ISIs within (Gonsalvez et al., 1999) or between (Gonsalvez
& Polich, 2002) stimulus blocks, or by embedding fixed interval ranges (e.g., 1-15 s)
within a stimulus sequence using a fixed-ISI (Steiner et al., 2013b). To facilitate the
exploration of differing stimulus-pathway specific effects, we aimed to examine the
mechanism of interval effects within the separate processing streams. In addition, a
fixed ISI was utilised to avoid any ISI/matching-stimulus interval confounds and the
possibility of eliciting atypical ERP components.
In line with Steiner et al. (2014b), it was expected that increases in TTI and
NNI would enhance N1 and P2 amplitudes, and we expected PN and SW to be
unaffected by manipulations of interval. As the paradigm was a three-stimulus task
with similar probabilities to Steiner et al. (2013b), we expected P300 components
(P3a and P3b) to be affected only by TTI and not infrequent NNI. In addition, and in
line with previous sequence studies (Haenschel et al., 2005; Imada et al., 1993), we
expected MMN amplitude to increase as matching-stimulus interval increased.
Furthermore, based on Thomas et al.’s (2009) sequence study using a Go/NoGo task,
we did not expect P1 to show a systematic increase as interval increased.
6.3 Method
6.3.1 Participants
Participants were 28 undergraduate students from the University of
Wollongong (mean age = 24.2, SD = 7.9, 18 females, all right handed), who
completed this study as part of a research participation course requirement. Prior to
the experiment, participants provided informed consent and were free to withdraw at
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any time without penalty. Those with self-reported neurological or psychiatric
illnesses, and individuals taking psychotropic medication, were excluded.
Participants self-reported that they had refrained from psychoactive substances for at
least 12 hours and from tea, coffee, alcohol, and cigarettes for at least 2 hours prior to
testing. All participants had normal or corrected-to-normal vision and self-reported
normal hearing.
6.3.2 Procedure
A demographic and screening questionnaire was completed by all participants
before they were fitted with EEG recording apparatus. Prior to the experiment,
participants completed an electrooculogram (EOG)/EEG calibration task (Croft &
Barry, 2000). Participants were seated in an air-conditioned room 600-800 mm in
front of a 48.3 cm (19”) Dell LCD monitor, and instructed to fixate on a 10 × 10 mm
grey cross centred on a black background. Acoustic stimuli were delivered binaurally
through Sony MDR V700 circumaural stereo headphones
6.3.3 Oddball Paradigm
Participants completed a three-tone oddball task consisting of low probability
targets (p = .10; 2000 Hz tone), infrequent nontargets (p = .10; 500 Hz tone), and a
frequent standard (p = .80; 1000 Hz tone). To increase the generalisation of this
study’s findings, all stimuli were 80 dB SPL, 336 ms duration (10 ms rise/fall; as per
Cycowicz et al., 1996). Stimulus order was fixed across subjects, with a total of 480
trials presented in a single block with a 1 s SOA. All participants were instructed to
respond to target stimuli as quickly and as accurately as possible with a button press
using their right hand on a Logitech® Precision game controller. Instruction was
given to minimize movement as much as possible, but participants were not
instructed to refrain from blinking (Verleger, 1991). This procedure was approved by
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the joint South Eastern Sydney/Illawarra Area Health Service and University of
Wollongong Health and Medical Human Research Ethics Committee.
6.3.4 Materials and Apparatus
Continuous EEG data were recorded DC-70 Hz with a Neuroscan Synamps 2
digital signal-processing system and Neuroscan 4.3.1 Acquire software. Data were
acquired from A2 and 30 scalp sites (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz,
FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz,
O2) with an electrode cap using tin electrodes. A1 was used as a reference and the
cap was grounded by an electrode located midway between Fp1, Fp2 and Fz. Display
and stimulus markers were controlled by a linked stimulus computer using
Neurobehavioral Systems Inc. Presentation V 13.0 Build 01.23.09 software.
EOG was recorded using tin cup electrodes placed 2 cm above and below the
left eye for vertical movements, and on the outer canthus of each eye for horizontal
movements. Impedance was less than 5 kΩ for cap, EOG, and reference electrodes.
Scalp and EOG potentials were amplified with a gain of 500 and digitally sampled at
1000 Hz.
6.3.5 Data Extraction and Averaging Procedure
Trials containing omission (miss) or commission (false alarm) errors, or
lengthy response times (> 800 ms), were excluded. All participants responded
accurately to at least 95 % of trials (mean across-subject errors = 0.63 %, SD = 1.0).
EEG data were EOG corrected using the RAAA EOG Correction Program (Croft &
Barry, 2000). Data were re-referenced to digitally linked ears and extracted offline
using the Neuroscan Edit software, low pass filtered (0.1-30 Hz, zero-phase shift, 24
dB/Octave), epoched for -100 ms pre- to 450 ms post-stimulus, and single trials were
baselined to the prestimulus period. Data were manually inspected for any additional
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artefact; any contaminated trials were excluded from analysis.
The stimulus-to-matching-stimulus intervals separating the presentation of the
48 targets and 48 infrequent nontargets (infrequents) were calculated, yielding 47
intervals of each stimulus type (TTI range = 2–39 s; infrequent NNI range = 2–38 s).
Separately for each condition, means were computed across-subjects for each
interval-trial (i.e., 2 conditions × 47 trials), creating a total of 94 trials. TTIs could
include both infrequents and standards, and NNIs both targets and standards. For a
similar quantification of high probability standards, an identical number of intervals
were obtained by calculating the interval from the standard (S) preceding every
second target (T) and infrequent (I; e.g., STS, SIS, STIS etc). However, this
produced a narrow interval range (standard-to-standard interval; SSI = 2-3 s), and
subsequently, quantification of standard data was for topographic illustration only; all
analyses involving interval were restricted to targets and infrequents.
6.3.6 Principal Components Analysis
The across-subjects averaged data (-100 to 450 ms) from 30 scalp locations
were submitted to a temporal PCA using Dien’s ERP PCA toolkit (v. 2.23; Dien,
2010) in MATLAB (The Mathworks, R14SP3). Following Dien (2012), an initial
temporal PCA was conducted on the averaged data for all three conditions combined.
However, this initial analysis failed to separate the data effectively, particularly after
~200 ms where broad differences in waveform morphology (temporally and spatially)
are apparent. Hence, separate PCAs were conducted on the three conditions. Several
PCAs were also conducted on epochs of different lengths; the epoch length chosen
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(-100 to 450 ms) separated the components most effectively. 12
Data for each PCA were half-sampled to 275 time-points (variables) to reduce
computation time and improve the cases/components ratio. Factors were quantified
separately for each condition (1,410 observations: 47 trials × 30 sites). The PCA
used the unstandardised covariance matrix with Kaiser normalisation, and all 275
unrestricted factors underwent Varimax rotation, following Kayser and Tenke (2003).
PCA factors were identified as ERP components and retained for analysis based on
their latency, topography, and polarity of their conspicuous maximum loading. The
microvolt-scaled factor scores (Dien, 2012) for these components were output and
entered into subsequent statistical analyses.
6.3.7 Statistical Analyses
To define component topography, a cluster of electrode sites surrounding the
site of maximal amplitude was selected; contour lines on topographic headmaps were
used as a guide. Means across these clusters were used for all further analyses to
reduce the impact of random variation at a single site.
To examine the origin of interval effects in sequential processing, the
determinants of each ERP component were examined through a series of regressions,
separately for targets and infrequents. Separate stepwise multiple regressions with
each component as the dependent variable were conducted; these included factors of
interval and the amplitudes of all sequentially-preceding ERP components. This
stepwise analysis was also conducted for RT, with all target ERP components and
TTI entered as predictors. Sequential processing was also explored in standards,
however, due to the narrow interval range, only sequentially preceding ERP
12

We were also concerned about possible latency variability attributable to the large differences in
interval length (> 35 s). Thus, additional PCAs that included only the shortest (2-4 s) and longest (1739 s) intervals were conducted separately on targets and infrequents. These analyses both produced
identical components to the final PCAs conducted on the entire interval series.
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components were included as predictors. One-way tests were utilised for all analysed
predictions.
It should also be noted that, as this paper details results for a number of
dependent measures, the frequency of Type I errors increases. However, Howell
(1997) argues that this increase in frequency of Type I errors cannot be controlled by
adjusting α-levels, because the probability of Type I error remains the same.
6.4 Results
6.4.1 Grand Means
Figure 6.1, left column, depicts the grand mean ERPs for each of the
conditions at midline sites. For illustrative purposes, trials were sorted into short (2-4
s), medium (5-9 s), long (10-16 s), and very long intervals (17-39 s), and averages
were formed separately for targets and infrequent; these means are shown in Figure
6.2. For targets (Figure 6.2, left column), clear TTI effects are visible at Cz in the
negative deflection ~ 200 ms, and in the positive deflection ~ 300 ms. NNI effects
are not as apparent for infrequents (Figure 6.2, right column), but there appears to be
some evidence at ~ 200 ms at Cz.
6.4.2 PCA Outcomes
For each condition, all 275 factors were rotated. For targets, the first 5 factors
accounted for 78.16 % of the total variance, for infrequents, the first 6 accounted for
78.3 % of the variance, and for standards, factors 1-6 explained 73.8 % of the
variance; these factors were extracted and retained for analysis. The sum of these
extracted factors is illustrated in the right column of Figure 6.1. Although some small
visual discrepancies are apparent when comparing the PCA data (right) to the original
grand mean data (left), when correlated across the midline, the PCA and original data
were highly similar for targets, r(823) = .99, p = < .001, infrequents, r(823) = .99, p =
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< .001, and standards, r(823) = .98, p = < .001.

Figure 6.1. Left: Grand mean ERPs at midline sites for the three conditions. Right:
ERP waveforms reconstituted from the components selected for analysis.
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Figure 6.2. Trials sorted into short, medium, long, and very long intervals for targets
(left) and infrequents (right) at midline sites. Interval effects are apparent for target
stimuli, particularly within the P300-latency range.
For each condition, the rescaled temporal factor loadings for each of the ERP
components are displayed as a function of time in Figure 6.3. Topographic headmaps
of the temporal components, averaged across interval, are displayed above the factor
loadings for each of the conditions.
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Figure 6.3. Factor loadings for targets (top), infrequents (middle), and standards
(bottom). Topographic plots for each extracted ERP component are illustrated above
the factor loadings, separately for each condition.
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Table 6.1. Information for the factors identifiable as ERP components. Component
names, latency, site of maximal amplitude, percentage of total variance explained,
and sites selected for analysis. TF = Temporal Factor.
Targets
TF005
TF004
TF003
TF002
TF001
Component
N110
N142
N192
P276
P366
Maximal Site
Cz
C3
FCz
FCz
Pz
Variance (%)
4.4
4.9
6.3
11.2
51.3
FCz, Cz,
T7, C3,
FC3,
CPz, P3,
Sites Analysed
FCz, Cz
CPz
C4, T8
FCz, FC4
Pz, P4
Infrequents
TF005
TF003
TF004
TF001
TF006
TF002
Component
P82
N118
N198
P304
P366
N438
Maximal Site
Fz
C4
FCz
CPz
Pz
FCz
Variance (%)
2.9
9.6
7.0
34.4
2.6
21.7
F3, FC3,
F3, Fz,
Cz, CPz,
P3, Pz,
Sites Analysed
C3, F4,
Fz, FCz
Fz, FCz
F4
Pz
P4
FC4, C4
Standards
TF006
TF004
TF002
TF003
TF001
Component
P70
N108
P152
P196
N374
Maximal Site
F3
Cz
T8
Cz
F4
Variance (%)
4.2
5.0
10.7
10.2
39.4
F3, Fz,
FCz, Cz, FCz, Cz,
Sites Analysed
Cz, CPz
Fz, FCz
F4
CPz
CPz
The component label, site of maximal amplitude, percentage of variance
explained, and sites selected for analysis for each of the rotated components are
indicated in Table 6.1. Components were labelled according to their latency and
polarity. For targets, in latency order, these were fronto-midline N110, temporally
distributed N142, frontal N192, fronto-central P276, and parietal P366. For
infrequents, frontal P82, fronto-central N118, frontal N198, centro-parietal P304,
parietal P366, and fronto-central N438 were identified. For standards, components
were frontal P70, midline N108, midline P152, centro-parietal P196, followed by an
unidentified frontally negative/parietally positive component (Un; dashed line, Figure
6.3, bottom panel, not analysed), and fronto-central N374. Other factors were not
readily identifiable as ERP components, and explained a small portion of the total
variance (targets and standards < 4%, infrequents < 2.5 %); consequently these were
not considered for further analysis and will not be discussed further.
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6.4.3 Regression
6.4.3.1 Targets
N110 was not significantly predicted by TTI, and N142 was not predicted by
N110 and/or TTI. With N142 excluded from the model (i.e., it was nonsignificant),
TTI (β = -.373) and N110 (β = -.279) explained 27 % of the variance in N192, F(1,
46) = 8.11, p = .001. TTI (β = .452) accounted for 21 % of the variance in P276, F(1,
46) = 11.57, p = .001, after N110, N142, and N192 were excluded from the model.
P366 was significantly predicted by TTI (β = .327), accounting for 10 % of the total
variance, F(1, 46) = 4.74, p = .035. RT was predicted by N142 (β = .321), P366 (β =
-.324), and TTI (β = .396), F(1, 46) = 6.682, p = .001, which accounted for 32 % of
overall RT variance.
6.4.3.2 Infrequents
P82 was not predicted by NNI. After NNI was excluded, P82 (β = .408)
explained 17 % of the variance in N118, F(1, 46) = 9.00, p = .004. N198 was
significantly predicted by NNI (β = -.295) after P82 and N118 were excluded from
the model, F(1, 46) = 4.30, p = .044, accounting for 9 % of the variance. P304 and
P366 were not predicted by preceding ERP components or NNI. N118 (β = -.400)
accounted for 16 % of the variance in N438, F(1, 46) = 8.57, p = .005.
6.4.3.3 Standards
None of the ERP components elicited by standards were predicted by
sequentially preceding components.
6.5 Discussion
We examined the determinants of the matching-stimulus interval effect in
components of the ERP using a conventional three-tone oddball task. Findings were
broadly compatible with our previous investigation (Steiner et al., 2014b). For
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targets, N192 was predicted by N110 and TTI, TTI predicted P276 and P366, and RT
was predicted by N142, P366, and TTI. For infrequents, P82 predicted N118, NNI
predicted N198, and N118 predicted N438. In addition, target N110 and N142, and
infrequent P82, P304, and P366, and all standard components, were not determined
by the variables examined here. Findings indicate that a global refractory period
mechanism is unlikely, but are suggestive of a temporal mechanism that affects
specific stages of sequential processing; these mechanisms will be further discussed
below after a review of the major findings.
6.5.1 Characteristics of Identified Components
The separate PCAs produced similar components for each of the stimulus
conditions. Analysed target components included N110, N142, N192, P276, and
P366; infrequent components were P82, N118, N198, P304, P366, and N438; and
standard components were P70, N108, P152, P196, and N374. Component
characteristics and their functional roles in sequential processing will now be
discussed in temporal order for the three stimulus conditions together.
PCAs extracted a fronto-centrally positive component for standards (P70) and
infrequents (P82) that topographically resembled P1 identified in previous work (Key
et al., 2005). The auditory P1 is thought to be generated in the superior temporal
gyrus (Thoma et al., 2003; Huotilainen et al., 1998), and to index preferential
attention to sensory information (Waldo et al., 1992). Although a positive deflection
at this latency was not identified for targets in the first five factors extracted from the
PCA, a small P1 peak is apparent in the grand mean waveforms (Figure 6.1). This
suggests that P1 is present to targets, but was not immediately identifiable due to the
small portion of temporal variance explained.
Targets (N110) and standards (N108) shared a similar negative component
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with fronto-midline topographies, suggestive of Näätänen and Picton’s (1987)
dominant N1 Component 1. This component is generated in the supratemporal plane
of the primary auditory cortex (Vaughan & Ritter, 1970), and according to Näätänen
(1990), it facilitates the conscious perception of auditory stimuli. The distribution of
infrequent N118 was similar to the target and standard N1 component 1, with some
additional temporal enhancements resembling Näätänen et al.’s (1978) Processing
Negativity (PN). Temporal PCA separates components based on common temporal
variance, and this approach may have resulted in the selection of a subset of variance
shared by multiple N1 components elicited in a similar time-frame.
The target N142 had a latency and temporal distribution that were highly
consistent with the PN identified in previous research (Näätänen, 1988, 1990;
Näätänen et al., 1978). PN is thought to be generated at least partly in the auditory
regions (Näätänen & Michie, 1979; Näätänen et al., 1980), and to reflect the
attentional trace of a stimulus, facilitating rapid selection of task relevant information
(Näätänen, 1990).
Standard stimuli elicited a midline positivity at 152 ms (P152). This
distribution and comparison with the raw ERPs (Figure 6.1) is suggestive of P2,
generated in areas of the auditory cortex and the reticular activating system (Ross &
Tremblay, 2009), albeit very early in the typical latency range (150-275 ms). The
temporal negativity, particularly visible on the right, suggests that this factor may also
include (elements of) PN (note the similar latency to target N142). Grand mean ERPs
indicate a similar deflection at ~ 150 ms for targets and infrequents, but this may
simply reflect the intersection of the two large negative peaks (~ 110 ms and ~ 200
ms), as no clear analogue to the standard P152 was produced by target and infrequent
PCAs. This is not surprising given that P2 is typically larger to irrelevant stimuli
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(Garcia-Larrea et al., 1992); an effect which is thought to reflect withdrawal of
attention (Crowley & Colrain, 2004).
Low probability targets and infrequents elicited a similar fronto-central
negativity that resembled an N2-type component (N192 for targets; N198 for
infrequents). In the context of the oddball task utilised here, this component is
probably the N2a: MMN. Although findings should be interpreted with caution as
data were referenced to linked ears and a polarity-reversal at the mastoids could not
be confirmed (Duncan et al., 2009), this identification is consistent with the absence
of a clear P2 component to targets and infrequents, as “MMN usually... lifts up the
descending limb of the ‘N1 wave’ and fills some of the ‘P2 trough’ ” (Näätänen,
1990); see Figure 6.1. Since the discovery of MMN (Näätänen et al., 1978), its
underlying mechanism has been thoroughly examined (Näätänen, 1990, 1992;
Näätänen & Winkler, 1999; Schröger, 1997), with a strong consensus now being on
the sensory-memory-trace-mismatch interpretation. That is, MMN is elicited when a
stimulus does not match the predictions (sensory/echoic memory-trace) “produced by
the neural representations of regularities extracted from the acoustic environment”
(Winkler, 2007, p. 147). This is further supported by the locus of its origin in the
auditory cortex (Alho, 1995) and prefrontal regions (Giard et al., 1990). It should
also be noted that in the current study, the grand mean ERPs (Figure 6.1) and mean
headmaps (Figure 6.3) suggest target N192 is larger than infrequent N198.
According to Javitt et al. (1998), this should be expected as MMN increases with
larger frequency differences; here our target-standard difference was larger (1000 Hz)
than our infrequent-standard difference (500 Hz).
Standards elicited a diffusely distributed positivity that was maximal centroparietally at 196 ms. Although a portion of oddball research asserts that P300 is not
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present to frequent standards (e.g., “rare events elicit a P300”, Donchin, 1981, p. 499;
“the P300...typically peaks...after onset of a rare, task-relevant stimulus”, Duncan et
al., 2009, p. 1888), it is reasonable to suggest that the P196 topographically
resembles P3, however the latency is earlier than the typical P300-range (250-400
ms). Further work is required to determine the functional significance of the P196.
Targets evoked a clear fronto-central P276 and parietal P366; probably P3a
(typically present to attention-capturing stimuli; Squires et al., 1975a, b) and P3b,
respectively. Although often labelled as a response to task-irrelevant stimuli only,
P3a is also elicited by rare target stimuli in the oddball task (Spencer et al., 2001), as
seen here, suggesting that it is the attention-capturing nature of the stimuli, rather than
task-relevance that elicits the P3a. This is corroborated in Näätänen et al. (2007),
where it is outlined that MMN, the mechanism that captures attention, is typically
followed by P3a, the mechanism that orients attention. A review of lesion literature
(Polich, 2007) suggested that P3a generators are located in the frontal lobe and
hippocampus, and Klostermann et al. (2006) suggest that the thalamus also
contributes to P3a. Furthermore, the overlap between P3a generators and memoryrelated brain regions suggests that memory processes may also underlie the P3a
response (Verleger, 2008).
The target P366 elicited here strongly resembles P3b, the primary constituent
of the P300 complex elicited in oddball tasks (Duncan-Johnson & Donchin, 1977).
There has been some disagreement in the literature on what process P3b reflects, with
links being made to violations of expectancy (Donchin, 1981; Donchin & Coles,
1988), awaited events (Verleger, 1988), and memory-updating processes (Donchin &
Fabiani, 1990; Karis et al., 1984; Polich, 1989, 2007; Squires et al., 1977), to name a
few. However, some of the more recent literature (Verleger, 2008; Verleger et al.,
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2005; Nieuwenhuis et al., 2005) suggests that P3b plays a role in decision-making
processes. For example, Verleger et al. (2005) conceptualises that P3b reflects
“whether the first decision to classify some stimulus and act accordingly has led to
appropriate steps of processing” (p. 179). That is, P3b might index a monitoring
process that is associated with both stimulus- and response-related processing. The
locus of P3b origin is thought to be in areas of the temporal and parietal cortex (for
reviews see Polich, 2007 and Verleger, 2008), such as the temporoparietal junction
(Knight et al., 1989; Soltani & Knight, 2000). This is further strengthened by
similarities between antecedent conditions for P3b and known functions of these
temporo-parietal areas, including identification, evaluation, decision-making, and
allocation of attention (Corbetta et al., 2000; Downar et al., 2000, 2002; Marois et al.,
2000; Todd et al., 2005).
Infrequents evoked a centro-parietal P304 that did not topographically
resemble the true fronto-central P3a expected for nontargets, but was similar to a
centro-parietal P3b (as in Spencer et al., 2001). A similar component was reported in
Wronka et al.’s (2008) active condition, which employed a three-tone oddball task
with identical probabilities to those used here. Wronka et al. (2008) showed that
when attention was directed towards stimulus discrimination (i.e., when a response to
targets was required), similar components were elicited for targets and infrequents.
Those authors concluded that the same neural generators produced the centro-parietal
target and infrequent responses.
Infrequents elicited a further late parietal positivity (P366) following the
centro-parietal P304. In line with other reports of a late, parietal, novelty-related
component (Bledowski et al., 2004; Courchesne, 1983; Courchesne et al., 1984;
Cycowicz & Friedman, 1998; Rushby et al., 2005; Polich & Comerchero, 2003),
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P366 may be the Novelty P3 (nP3). This component differs from the early frontocentral P3a, nowadays often referred to as Novelty P3 (Dien et al., 2004; Simons et
al., 2001; Spencer et al., 2001). For instance, Simons et al. (2001) used PCA to
replicate early reports (Courchesne, 1983; Squires et al., 1975a) of a novelty-related
component separate to P3a, but concluded that the distinction was not valid.
However, some recent studies have shown that P3a is not related to novelty
(Comerchero & Polich, 1999; Dien et al., 2003; Goldstein et al., 2002; Spencer et al.,
1999, 2001) or unexpectedness (Dien et al., 2004), arguing against Simons et al.’s
(2001) conclusion that Novelty P3 and P3a are synonymous. Furthermore, the nP3
component reported in the present study occurred much later in the P300-range than
the typical P3a/Simons et al.’s (2001) Novelty P3, and its latency and parietal
topography are in line with other reports (Barry et al., 2011, 2013; Bledowski et al.,
2004; Courchesne, 1983; Courchesne et al., 1984; Cycowicz & Friedman, 1998;
Polich & Comerchero, 2003; Rushby & Barry, 2009; Rushby et al., 2005), suggesting
that nP3 is a distinct component separate from P3a. It should also be noted that the
small portion of variance explained by nP3 suggests that it may have diminished over
the paradigm, but this is speculative and requires testing in future research.
Infrequents (N438) and standards (N374) both elicited a late fronto-central
negativity that partly resembles the SW. The late SW is usually comprised of both
frontally-negative and parietally-positive aspects (Courchesne, 1983; Courchesne et
al., 1984), with Dien (2012) asserting that the two aspects represent a single
component. However, it has been shown that the parietal positivity is primarily
evident to targets, with nontargets often eliciting the frontal negativity only at the
same latency range (e.g., Barry & De Blasio, 2013; Courchesne, 1983; Spencer et al.,
2001; Steiner et al., 2013a). The functional role of the SW is still unknown, but it is
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affected by task difficulty (Roth et al., 1978), sustained attention (Gevins et al.,
1996), perceptual difficulty (Ruchkin et al., 1988), and has been studied in the context
of the Orienting Reflex (Loveless & Sanford, 1974; Rushby et al., 2005).
6.5.2 Multiple Regression Findings
Using the component nomenclature developed above, regression analyses
showed that for targets, N1 and TTI determined MMN, TTI predicted P3a and P3b,
and PN, P3b, and TTI predicted RT. For infrequents, P1 predicted N1, NNI predicted
MMN, and N1 determined SW. None of the predictors determined target N1 and PN
amplitudes, or infrequent P1, P3, and nP3 13. In addition, standard component
amplitudes were not predicted by any preceding ERP components.
Despite large differences in paradigms (fixed vs. variable ISI, three vs. two
stimuli, and low- vs. equal-probability targets and nontargets), there was some
overlap between the current findings and Steiner et al. (2014b): both studies found
that P3b was determined by TTI, and PN and SW were not determined by matchingstimulus intervals. Due to the above-mentioned task discrepancies, different
components were elicited in the two studies, making some direct comparisons
impossible. For instance, in our previous investigation a clear P2 was obtained, but
as outlined above, this was absent to targets and infrequents in the current study (most
likely due to the overlapping MMN). On the other hand, P1, MMN, P3a, and nP3
were extracted in the present study, but were not identified in Steiner et al. (2014b).
Furthermore, and unlike Steiner et al. (2014b), N1 amplitude was unaffected by
interval alterations in the current study, which may be due to contributions from a
resolving contingent negative variation (CNV). Specifically, the regularity in the
13

It should be noted that the raw ERP waveforms (Figure 6.2, right column) suggest that the broad P3deflection at Pz is influenced by NNI. Temporal PCA may have selected a subset of variance shared
by multiple P3 components, some of which may not be sensitive to interval, resulting in the absence of
an NNI effect.
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current paradigm (fixed ISI) may have led to a stronger CNV (c.f. Steiner et al.,
2014b), which can influence the N1 (Karamacoska et al., in press). Future research
could clarify this by employing the same paradigm used here, but varying the SOA
around a 1 s mean to obviate the CNV.
The regression analyses produced a number of other novel findings. For
targets, RT was predicted by PN, P3b, and TTI, a highly novel finding that is
congruent with the functional roles of PN and P3b in sequential processing in active
tasks. For infrequents, P1 predicted N1, a similar relationship to reports from P50
paired-click paradigms, where the N1 following the second P50 is often reduced
(Hanlon et al., 2005). Infrequent N1 was found to predict SW, an unexpected finding
that is difficult to interpret, but may reflect a link between the sensory memory trace
of a stimulus (Näätänen, 1990), and decision-related processing time (Ruchkin et al.,
1988); this is speculative and requires replication in future research.
The predictors examined did not determine several ERP components. For
targets, TTI did not predict N1, and TTI and N1 did not determine PN. For
infrequents, NNI did not predict P1; NNI, P1, N1, and MMN did not determine P3,
and NNI, P1, N1, MMN, and P3 did not predict nP3. For standards, Standard P1 did
not predict N1, P1 and N1 did not predict P2, P1, N1, and P2 did not predict P196,
and P1, N1, P2, and P196 did not determine SW.
The current data and Steiner et al. (2014b) indicate that interval effects are
present in the substantially differential processing stages reflected in N1, P2, MMN,
P3a, and P3b, suggestive of activity within separable stimulus-processing pathways
related to attention, memory maintenance, and the monitoring of task-related
requirements (decision-making and responding). These are broad aspects of
executive control, and differences in NNI findings (e.g., Steiner et al., 2013b vs.
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Steiner et al., 2014a) suggest that they are largely influenced by the attentional set
(Sawaki & Katayama, 2006). The current data also indicate a divergence of stimulus
processing after MMN, with no NNI effects apparent in subsequent infrequent
components. Further, the absence of interval effects in PN suggests that stimulustiming may not be relevant for the process underlying this component.
6.5.3 Examination of the Mechanism
This study aimed to replicate Steiner et al. (2014b) and further explore the
locus of matching-stimulus interval effects in sequential processing. In our previous
investigation, we hypothesised that interval effects may represent a global refractory
period effect progressing throughout the sequential processing stages reflected in the
ERP components. Together, data indicate that alterations in matching-stimulus
intervals affect non-sequential aspects of stimulus processing, suggestive of parallelprocessing pathways, some of which are unaffected by temporal changes in identicalstimulus presentation, arguing against a global stimulus-pathway recovery cycle
mechanism. However, interval effects may be the result of very long component
generator recovery cycles, or alternatively, activation within particular streams of
stimulus processing, such as those involved in attention and working memory (as the
template update model predicts).
As briefly outlined in the introduction, the majority of studies examining the
refractory properties of ERPs have manipulated ISI, making it difficult to draw
generalised conclusions about matching-stimulus interval studies. Changes in the ISI
and preceding-stimulus interval (PSI) also alter the matching-stimulus interval
(Gonsalvez et al., 1999), but these manipulations are not directly interchangeable, as
intervals are either filled with silence (ISI/matching-stimulus intervals) or other
stimuli (matching-stimulus intervals only). Furthermore, these changes in the
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stimulus context can alter the components elicited. For example, MMN will not
occur solely to deviants when standards have been omitted from a sequence
(Näätänen, 1992). However, it has been demonstrated that for targets, regardless of
the stimulus context and ISI, TTI is a crucial determinant of P300 amplitude
(Gonsalvez et al., 1999; Steiner et al., 2013b). For example, TTI effects are apparent
in P300 irrespective of whether intervals contain one or more nontargets, silence, or a
combination of nontargets and silence, indicating a robust TTI phenomenon. This
suggests that ISI-related refractoriness may affect some components at shorter ISIs
(e.g., N1), but their relative refractory state does not impact the appearance of TTI
effects throughout the ERP.
The persistence of matching-stimulus interval effects regardless of the
stimulus context highlights the importance of the timing between repeated events, and
runs counter to predictions from both context-updating (Donchin, 1981; Donchin &
Coles, 1988) and context-closure hypotheses (Verleger, 1988), further emphasising
the need for a revised theoretical framework on P300 elicitation. Alternatively, the
template-update model can explain findings observed here. For example, the
differences in target and infrequent effects may suggest that TTI and NNI
manipulations capture decay- and update- processes associated with stimulusresponse (S-R), and stimulus-only (S) templates, respectively (Gonsalvez et al., 2007;
P3b may have captured S-R-template revisions to a large extent). Further, the
updating of infrequent nontarget templates may not directly correspond to changes in
the infrequent NNI. That is, in three-stimulus tasks, revisions of infrequent nontarget
templates may be affected by intervening updates of an additional nontarget Stemplate. To continue expanding this theoretical perspective, further work is required
to establish the specific characteristics of S- and S-R-templates, and explain how
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task-requirements influence decay and update processes.
6.5.4 Conclusions
Viewed as a whole, findings may suggest at least two different phenomena.
One possible explanation is that interval effects are associated with activation within
stimulus-specific processing pathways, such as the memory-updating processes
outlined in template-update model. An alternative account is that interval effects
represent a very long recovery cycle that affects each of the component generators
sensitive to TTI/NNI manipulations. For instance, Barry et al. (2011) reported ERP
component amplitudes up to 50 µV in a long ISI study (50-70 s), suggesting that
component magnitudes may continue to increase well beyond the ranges reported in
typical ERP-style short-ISI studies. Future research should seek to replicate these
findings, and further explore a broader range of interval effects (e.g., from 1 s to 2
min) in a variety of tasks known to elicit ERP components different to those already
examined.
In sum, this study applied a novel approach to examine the origin of interval
effects in sequential processing. We used multiple regression to explore changes in
component magnitude to a wide range of naturally occurring intervals in a typical
auditory three-stimulus oddball task. Findings were broadly compatible with our
previous investigation, with TTI predicting target MMN, P3a, and P3b, and NNI
predicting infrequent MMN, while target N1 and PN, and infrequent P1, P3, and nP3,
and standard components were not determined by any of the predictors examined.
Together, this suggests that the matching-stimulus interval effect is underpinned by a
mechanism that affects several stimulus-processing chains associated with attention,
memory updating, and decision/response monitoring. This argues against a global
refractory period mechanism, but may indicate either very long component generator
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recovery cycles, or increased activation within each particular pathway.
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GENERAL DISCUSSION
This doctoral thesis examined the temporal determinants of ERP components
and aimed to: identify some of the conditions in which the mechanism of matchingstimulus interval effects operates; and explore two possible mechanisms that might
underpin these effects. Concerning the first aim, Studies 1 and 2 examined whether
the matching-stimulus interval effect was apparent for P300 responses to nontargets,
as well as targets. Study 3 addressed the second aim and investigated whether the
P300/TTI relationship was related to WM. The final two empirical Studies (4 and 5)
investigated both aims by examining which processing stages the mechanism
operates on, and whether a global recovery cycle phenomenon could explain interval
effects on the P300. The findings from these investigations will now be discussed in
conjunction with their implications, alongside directions for future research.
Studies 1 and 2 investigated whether matching-stimulus effects were apparent
for both target and nontarget stimuli. Using a visual three-stimulus oddball task with
equiprobable targets and infrequent nontargets, Study 1 showed that increases in the
TTI enhance the amplitude and decrease the latency of the target P300. Conversely,
an identical manipulation of infrequent NNI produced a weak effect on nontarget
P300 measures. In contrast to Study 1, Study 214 used an auditory equiprobable
Go/NoGo task with a variable ISI, and showed that increases in the equiprobable TTI
and NNI enhance both target and nontarget P3b amplitudes in a similar fashion.
Together, Studies 1 and 2 demonstrate that the P300/TTI relationship is robust across
a variety of tasks, but the effect of NNI on nontarget P300 is variable.
This P300/NNI discrepancy is probably attributable to broad differences in the
14

Importantly, Study 2 was the first published report to review NNI effects in underlying components
of the P300 complex.
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task requirements of the two Studies (visual vs. auditory; three- vs. two-stimulus;
fixed vs. variable ISI). Specifically, the task structure (altered by probability,
stimulus sequences, and ISI) and distractor (c.f. standard) probability alter the
attentional set, which in turn can affect stimulus processing requirements (Sawaki &
Katayama, 2006). This is consistent with Polich’s (1990b) resource allocation
interpretation of P300, where component magnitudes are affected by the amount of
processing resources available. Accordingly, it appeared that NNI does not modulate
nontarget P300 when more than one nontarget is present in the stimulus sequence
(possibly due to inadequate resources, or because infrequent nontargets are
considered irrelevant together with standards). The differential findings reported in
Study 2, may have resulted also from the variable ISI; this could be further
investigated by employing an equiprobable task with a fixed ISI (using a mean of the
ISIs used in Study 2). Regarding the mechanism of these effects, findings indicated
that it operates primarily on task-relevant stimuli, and also on nontarget stimuli when
there is only one nontarget in the sequence.
Studies 4 and 5 aimed to highlight the stages of sequential processing that the
matching-stimulus interval mechanism affects by examining the ERP components
elicited in two different tasks. Study 4 used an auditory equiprobable Go/NoGo task
with a variable ISI, and showed that target and nontarget N1, P3b, and to some extent,
P2, increased in amplitude as TTI and NNI increased. However, PN and SW did not
show the same systematic changes as interval increased. Using an auditory threestimulus oddball task with equiprobable targets and infrequent nontargets, Study 5
demonstrated that target MMN, P3a, and P3b augmented as TTI increased, as did
infrequent-nontarget MMN with increases in the infrequent NNI. Changes in interval
did not affect target PN, infrequent nP3 and SW, or any of the standard ERP
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components. Together, findings suggested that a similar temporal mechanism is
operating on several separate and nonsequential stages of stimulus processing.
The memory-trace mechanism was explored in Study 3. Here, participants
completed a computerised neurocognitive test battery (CogState®) and were sorted
by their WM scores into high and low WM groups. Those in the high WM group
showed a greater increase in target P3b amplitude with TTI increments than the low
WM group. Importantly, there was no main effect of group on target P3b amplitude,
indicating that TTI effects (indexed by target P3b amplitude changes) are directly
related to WM processes, but the target P3b itself is not. By linking TTI effects in the
P300 to WM, these results provide support for the template-update model. Further
research could continue along this line of investigation and aim to clarify whether this
difference in the P3b-TTI slope is greater for populations with larger memory
deficits, such as mild cognitive impairment, or older adults with typical age-related
cognitive decline. Future work could also sort groups on a different ability, such as
attention, to ascertain whether that particular executive function is also related to the
P300/TTI relationship 15.
Studies 4 and 5 investigated the broad refractory period mechanism in
multiple ERP components using two different tasks. In both Studies, it was
hypothesised that interval effects occurring in earlier, highly refractory, sensoryrelated components (e.g., N1) might be contributing to the systematic effects seen in
the P300. In Study 4 (variable ISI equiprobable Go/NoGo), multiple regression
analyses were conducted on each ERP component with stimulus condition (target,

15

An additional exploration of the data presented in Study 3 sorted participants by g (general
intelligence) using composite scores formed across all CogState® measures. No differences in P300TTI measures were detected, further supporting the specific link between TTI and WM. Part of these
data were presented at an international conference in 2013 (see “Intelligence and PCA-derived ERP
components in an auditory equiprobable Go/NoGo task” in Published Conference Abstracts, pg. v).
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nontarget), interval (1-15 s), and all sequentially preceding ERP component
amplitudes as predictors. N1, P3b, and to some extent, P2, were predicted by
interval, and not predicted by any of the other variables examined. A similar analysis
was conducted in Study 5 (three-tone task). Target MMN was predicted by N1 and
TTI, P3a and P3b were predicted by TTI only, and RT was predicted by PN, P3b, and
TTI; infrequent MMN was predicted by NNI. Together, findings suggest that early
components did not predict interval effects in P300 component amplitudes (these
were predicted by TTI and NNI only), arguing against a global recovery cycle
mechanism. This may not be the case for some early components, as N1 and TTI
determined MMN. Results could indicate either some form of event-related
activation within a number of separate stimulus-specific pathways, or very long
component generator recovery cycles.
7.1 Contributions and Further Research
The findings from Studies 1-5 make a substantial contribution to the
ERP/oddball task literature. As outlined in the General Introduction, there has been a
strong focus in the literature on the effect of context-related manipulations (global
probability and stimulus sequence) on ERP components, with the temporal effects
(specifically TTI/NNI) being somewhat neglected. This thesis systematically
examined the temporal determinants of ERP components using three different
paradigms, and presented a range of novel findings that provide insight into the
circumstances in which matching-stimulus interval effects occur, as well as evidence
for possible mechanisms. Importantly, some of the overlapping components (e.g.,
PN, P3a, P3b) that are difficult to quantify with baseline-to-peak measures were
explored. Directions for future work will now be outlined.
To further investigate the various possible mechanisms, there are several
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avenues future research could explore. As briefly mentioned in the General
Introduction, interval-related activation may result from a shift in arousal, or an
increase in the gain of neural networks, or, as already explored, the updating of a
memory-trace. Arousal changes could be investigated by examining immediate
prestimulus activity to determine whether some global pre-event change is
modulating the entire brain-state across intervals. For example, prestimulus alpha
power (an inverse correlate of arousal; Barry et al., 2004, 2011) may be decreasing
over intervals, resulting in more efficient stimulus processing and larger component
amplitudes. Prestimulus EEG spectral band power could be used as a predictor of
poststimulus component amplitudes (as done in De Blasio & Barry, 2013) to
determine whether power fluctuations in the immediately-prestimulus period are
contributing to interval effects in ERP components.
As briefly introduced in Study 5, a neural network priming mechanism
underpinning interval effects could be the result of phasic NE modulation within the
LC-NE system. Outlined in Nieuwenhuis et al. (2005), motivationally significant
events trigger an increase in phasic NE (indexed by P3b) which facilitates stimulus
processing by increasing cortical gain. This mechanism could be investigated by
exploring autonomic correlates of LC-NE activity, such as the pupil dilation response
(Murphy et al., 2011).
Evidence conflicting with a global refractory period mechanism has been
presented in Studies 4 and 5. Specifically, early ERP components did not predict
TTI/NNI effects in the P300. Instead, it was suggested that findings may reflect
separate, and very long component generator recovery cycles. It is difficult to
generalise theoretical conclusions from existing refractory period work (Woods &
Courchesne, 1986; Woods et al., 1980) as those studies manipulated ISI, not
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matching-stimulus interval. This is further complicated when comparing the
proposed generator recovery cycles (e.g., ~ 900 ms for P300; Woods & Courchesne,
1986) to the greater temporal range of matching-interval effects on component
amplitudes (up to 40 s, as shown in Study 5). Typically, refractory studies have used
relatively short ISIs (300-1200 ms; Woods et al., 1980), however, component
amplitudes may continue to increase well beyond this restricted temporal range. For
example, a single-trial study that varied the ISI from 50-70 s produced ERP
components with amplitudes of up to 50 µV for dominant components (i.e., N1 and
P3; Barry et al., 2011). This suggests that ISI and/or interval effects may continue
until component generators respond at maximal thresholds. Future research could
endeavour to establish the nature of this increase (e.g., linear, quadratic, stepfunction), and plot an ISI-response curve for components ranging from very short to
very long ISIs (e.g., 250 ms-2 min), and match this with corresponding TTI- and
NNI-response curves. This would provide insight into whether matching-stimulus
interval effects are related to component generator recovery cycles, and may also
reconcile the ISI and matching-stimulus interval literature.
Further work is also required to integrate matching-stimulus interval effects
into a theoretical model. As detailed throughout this thesis, the studies presented
have provided support for the template-update model (Gonsalvez et al., 2007), but
conflicted with the context-updating (Donchin, 1981; Donchin & Coles, 1988) and
context-closure (Verleger, 1988) hypotheses. The template-update model requires
elaboration to integrate effects detected in earlier ERP components (N1, P2, MMN);
however, that is beyond the scope of this thesis. Further evidence in support of the
template-update model is also required to formally separate this account from a
refractory period phenomenon (similar to what has happened in the MMN literature;
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Näätänen, 1992).
7.2 Limitations and Conclusions
As detailed above, this thesis has provided a range of novel contributions to
the ERP/oddball literature, but, several limitations are apparent. First, peak-picked
data were used for the analysis employed in Study 1. As outlined throughout this
thesis, peak-picking can provide a coarse insight into component effects, but is
suboptimal for examining a range of effects in multiple components that overlap
spatially and temporally. This limitation was somewhat resolved by employing PCAanalyses in the remaining studies, particularly Study 5, which used a similar task.
Having said this, the latter four PCA studies have their own set of limitations –
component latency analyses are not possible with temporal PCA. This could be
overcome by complementing future PCA studies with the emerging Residue Iteration
Decomposition (RIDE) analysis, which clusters components together based on
latency variability, and uses these clusters as templates to estimate latencies at single
trials with a high degree of precision (Ouyang et al., 2011, 2013; Stürmer et al.,
2013).
The analysis of the sequences in the oddball paradigms used in Studies 1 and
5 could be improved in further research. Both of these Studies analysed responses to
infrequent nontargets, which may diminish over the course of the task due to
decreased novelty associated with stimulus repetition. Future research could utilise a
task (such as a variable ISI habituation paradigm) that facilitates the examination of a
range of infrequent NNIs at the beginning of a task to ascertain whether response
decrement has occurred.
To conclude, this thesis provides a valuable contribution to the ERP/oddball
task literature by systematically examining the mechanism of matching-stimulus
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interval effects in components of the ERP. Results suggest that the mechanism is
operational for both targets and (sometimes) nontargets, but only at specific stages of
processing reflected in N1, P2, MMN, P3a, and P3b; it does not operate on PN,
Novelty P3, or SW. Such findings argue against a global refractory period effect, and
provide support for both a memory-trace and a very long recovery cycle mechanism;
further work is required to separate these. Importantly, this thesis can inform
theoretical development, with findings evidencing support for the template-update
model, but contradicting predictions derived from both the context-updating and
context-closure hypotheses. Further empirical studies are required to explore other
possible mechanisms, such as a change in arousal. This body of work indicates that
matching-stimulus intervals are influential determinants of multiple components of
the ERP, and that they should be taken into account when interpreting findings from
studies that have manipulated probability, stimulus sequence, or ISI.
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Appendix C: Demographic Questionnaire
Subject No___
Age___________

Height____________

Sex___________

Weight____________

Handedness: Left/Right (Please circle one)
Please indicate whether you have used any of the following substances in the past 12
hours:
Caffeine (eg. tea/coffee)

Yes/No

When_______ Qty_______

Alcohol

Yes/No

When_______ Qty_______

Tobacco

Yes/No

When_______ Qty_______

Any other psychoactive substances (prescribed or illicit) in the last 12 hours?
Yes/No
If yes, please specify: ____________________________________
Are you receiving treatment for any medical condition?
Yes/No
If yes, please specify: ___________________________________
Are you taking any medications?
Yes/No
If yes, please specify: ___________________________________
Are you pregnant?

Yes/No

Have you received treatment for any of the following:
Heart Problems
Yes/No
Details _________________
Circulation Problems
Yes/No
Details _________________
Nerve or Sensory Problems Yes/No
Details _________________
Pain (Acute or Chronic)
Yes/No
Details _________________
Are you experiencing any of these problems now? _________________
Have you ever suffered epileptic seizures?
Yes/No
Have you ever suffered any serious head injuries or periods of unconsciousness?
Yes/No
Have you ever sought treatment for any psychiatric illness?
Yes/No
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