We consider the problem of phase retrieval from corrupted magnitude observations. In particular we show that a fixed x 0 ∈ R n can be recovered exactly from corrupted magnitude measurements | a i , x 0 | + η i , i = 1, 2 . . . m with high probability for m = O(n), where a i ∈ R n are i.i.d standard Gaussian and η ∈ R m has fixed sparse support and is otherwise arbitrary, by using a version of the PhaseMax algorithm augmented with slack variables subject to a penalty. This linear programming formulation, which we call RobustPhaseMax, operates in the natural parameter space, and our proofs rely on a direct analysis of the optimality conditions using concentration inequalities.
Introduction
Recovering signals from corrupted data is a prevalent problem in modern applied science. For example, data corruption may be due to sensor failure, adversarial tampering as in cybersecurity, or gross errors that are inherent to necessary preprocessing as in the structure from motion problem in computer vision. Appropriately handling such corrupted data is a challenging aspect of algorithm design, and falls broadly speaking under the umbrella of robust statistics [15] . A prominent example is that of principal component analysis, where standard solutions based on singular value decompositions are optimal under Gaussian noise but can be arbitrarily skewed by a single corrupted data point. Much work has focused on formulating robust versions of PCA, culminating in breakthrough results by Candes et al. [5] , which exploit concepts from compressed sensing and matrix completion to formulate a convex program that operates in the space of matrices to decouple low rank and sparse structures, the latter of which model corruptions. In addition to its favorable theoretical properties, the robust PCA framework has found much empirical success in a wide variety of applications. There has also been work on corruption and erasure robustness in other linear settings such as compressed sensing and matrix completion [17, 20, 8] .
Beyond the linear model setting, there are many situations in which signal recovery must be performed from corrupted nonlinear observations. One such scenario is phase retrieval, in which corrupted data is a natural byproduct of some of its most promising applications, such as Xray Free Electron Laser high energy imaging. In this imaging scenario a stream of identical particles is blasted by very high intensity lasers, yielding a multitude of highly noisy diffraction images of random rotations of the particle [2, 9] . Thus, the task at hand is recovering information from redundant yet highly corrupted data. We introduce here a linear program for phase retrieval in the natural parameter space called RobustPhaseMax, which we show recovers real vectors exactly with high probability from O(n) random Gaussian magnitude measurements, Ω(n) of which are arbitrarily corrupted. The RobustPhaseMax formulation is highly amenable to analysis, and our proofs rely on a simple characterization of its optimality conditions and standard concentration inequalities.
The first theoretical guarantees for stable and efficient phase retrieval at optimal sample complexity were for the PhaseLift algorithm, which is a convex program in a lifted space of matrices [4, 7] . Subsequently, an L1-aware version of PhaseLift was shown to be robust to noise in [4] , and to an O(1) fraction of arbitrary outliers, in addition to noise, in [11] . While having favorable theoretical properties, the PhaseLift framework is not computationally tractable in high dimensional regimes due to the squaring of the natural dimensionality of the problem at hand.
Meanwhile, lifting to higher dimensional spaces is not necessary for successful algorithm design for non-linear inverse problems -even for those that require robustness to outliers. For instance, nonlinear corruption-robust recovery in the natural parameter space was recently achieved in computer vision by the empirical success of the LUD algorithm for location recovery from corrupted relative directions [18] . It was shown by [12] that an alternative convex program called ShapeFit, recovers locations exactly from corrupted relative directions under broad conditions on the locations and the graph of relative direction observations. This location recovery problem can be interpreted as a robust PCA problem under projective ambiguity in each observation. That is, if we observed the pairwise distances as well as the relative directions, the problem would be an instance of structured rank-2 robust PCA problem. Remarkably, instead of lifting to a space of matrices, ShapeFit operates in the natural parameter space and still achieves the goals of robust PCA, even while subject to projective ambiguity in each observation and adversarial corruptions.
Indeed, corruption-robust recovery has also been achieved for phase retrieval in the natural parameter space in [16] , by modifying the Wirtinger Flow framework of Candes et al. [6, 3] . Unlike ShapeFit, which consists of a single convex program, Wirtinger Flow approaches rely on a spectral initialization, followed by a non-convex optimization program.
Recently, a linear programming formulation for phase retrieval, called PhaseMax, was independently discovered by [10, 1] . When provided with an anchor vector that correlates with the desired signal, PhaseMax has been shown to recover signals from magnitude measurements with high probability. Several recovery theorems exist for PhaseMax, some involving tools from statistical learning theory [1] , geometric probability [10] , and elementary probabilistic concentration arguments [14] . A sparsity-aware version called SparsePhaseMax recovers sparse signals at optimal sample complexity when properly initialized [13] . While noise stability for PhaseMax has been established [10, 1] , the assumptions on the noise are in the infinity norm, which are not realistic for Gaussian or even Poisson noise. At first glance, it isn't clear whether the PhaseMax framework can accommodate more realistic noise models due to the structure of its feasible set. Namely, the feasible set of PhaseMax can shrink very rapidly into a subset of a small ball around the origin when O(n) measurements significantly underestimate their true value, as may occur in the regime of highly redundant yet corrupted data. In this paper, we introduce a outlier-tolerant algorithm called RobustPhaseMax. It consists of augmenting the PhaseMax linear program with non-negative slack variables that are subject to a penalty on their sum.
One way to get an anchor vector for RobustPhaseMax is through the initializer provided by the Median-Truncated Wirtinger Flow work of [16] , which succeeds with high probability under m = O(n) Gaussian measurements and a constant fraction of corruptions. Thus, our results, together with the initializer of [16] , guarantee exact phase retrieval from O(n) corrupted measurements. This is the first result of its kind for corruption-robust phase retrieval in two respects. Firstly, RobustPhaseMax is a convex program in the natural parameter space. Secondly, the best previously published result that operates in the natural parameter space is that of [16] , which relies on O(n log n) measurements due to the post-initialization step of the Median-Truncated Wirtinger Flow pipeline. In sum, our work establishes that despite the non-linear nature of magnitude measurements, exact phase retrieval can be performed robustly to corruptions in the natural parameter space via linear programming, at optimal sample complexity.
Main result
where η ∈ R m is a sparse vector of corruptions of arbitrary magnitude and sign. If an anchor vector φ is known to approximate the signal x 0 , then we consider recovering x 0 by the following linear program, called RobustPhaseMax:
The variables {e i } m i=1 are slack variables, 1 represents the m-vector of all ones, and λ > 0. We show that this linear program recovers x 0 exactly with high probability from O(n) Gaussian measurements, of which an adversarially chosen O(1)-fraction are subject to arbitrary corruptions, provided that φ is sufficiently accurate and λ = Θ( x 0 2 /m). 
We note that when recovery occurs under the conditions of this theorem, the slack variables e act to correct only the measurements that are below their true value. Finally, RobustPhaseMax is equivalent to another natural formulation for corruption-robust phase retrieval as follows.
Then the following are equivalent:
This proposition follows from the fact that if (x,ẽ) is feasible for the program in (2), then (x, max(0,ẽ)) is also feasible and has a strictly greater objective ifẽ has any negative entries. Thus, any (x,ẽ) that satisfies (2) is such thatẽ ≥ 0.
Proofs
Proof of Theorem 1. Let Ω + = {i | η i > 0}, Ω − = {i | η i < 0}, Ω = Ω + ∪ Ω − , and η = η + + η − with η + = max(η, 0) and η − = min(η, 0). Consider a feasible point (x 0 + h, −η − + g). To show (x 0 , −η − ) is the unique solution, it suffices to show that for any feasible perturbation (h, g) = (0, 0),
Because of the feasibility of the perturbation (h, g),
Define S := {i | a i , x 0 a i , h > 0}. We will need the following special case of (5):
By the feasibility condition e i ≥ 0, i = 1 . . . m, we also have
We begin by establishing (4) if h = 0 and g = 0. In this case, note that −λ 1, g = −λ g 1 < 0, where the equality follows because of (7) and the combination of (5) with h = 0.
In the remainder of this proof, we assume h = 0 and establish (4). Write
where the inequality follows by (7).
First, we bound term I. Let ½ i = ½ | a i ,x 0 |≤3 x 0 2 be the indicator of the event on which
. By Lemma 4, there exist positive δ, c 0 , γ such that if |Ω| ≤ δm and if m ≥ 2c 0 n,
on an event with probability at least 1 − 2me −γm/4 . We write
where the second line follows from (9); the fourth line uses the fact that a i , x 0 a i , h ≤ 0 on S c and the fact that g i ≥ 0 for i ∈ Ω c ; the fifth line uses the feasibility condition (5); the sixth line uses the fact that g i ≥ 0 for i ∈ Ω c , the assumption that λ ≥ 7 m x 0 2 , which implies λ ≥ 6 |Ω c | x 0 2 for δ < 1/2, and the fact that ½ i · | a i , x 0 | ≤ ½ i · 3 x 0 2 ; and the seventh line uses the feasibility condition (6) . By Lemma 8, if m ≥ 2c 0 n for some c 0 , then on an event with probability at least
By (10), we thus have
Second, we now bound term II.
where the first inequality follows by (5) . By Lemma 6, if m ≥ n δ for some δ, and if |Ω − | ≤ δm, then on an event with probability at least 1 − 2e −δm ,
Using λ ≤ M m x 0 2 , and choosing δ small enough so that M 4 + 2 log(1/δ) + 2 δ ≤ 0.01,
Finally, we conclude from (8), (11), (12), and the assumption that φ − x 0 < 0.5 x 0 2 that φ, h − λ 1, g ≤ −0.51 x 0 2 h 2 + 0.01 x 0 2 h 2 + φ − x 0 2 h 2 < 0.
We now prove several technical lemmas used in the proof above. The first two lemmas concern probabilistic concentration of the eigenvalues of appropriately truncated averages of a i a 
Proof. If x 0 = 0, then the lemma follows directly from standard concentration estimates of Gaussian matrices, such as Corollary 5.35 in [19] . Consider x 0 = 0. Without loss of generality, let x 0 = e 1 . Let
where the third inequality follows from L 1/2 ≤ 1 and L − I = 1 − α < 0.03. Observe that E[ζ i ζ ⊺ i ] = I n×n and let A be the m × n matrix whose ith row is given by ζ i . By Theorem 5.39 in [19] , there exist positive C, γ such that for all t ≥ 0, with probability at least 1 − 2e −γt 2 ,
, we have by Lemma 5.36 in [19] ,
with probability at least 1 − 2e −γε 2 m/4 . The result follows by combining (13) and (14). 
Proof. Let c 0 , γ be given by Lemma 3. For δ < 1/2, the assumption m ≥ 2c 0 n implies |Ω c | ≥ m/2 ≥ c 0 n. By Lemma 3, for any fixed |Ω| with |Ω c | ≥ c 0 n, . Thus, by a union bound, the desired estimate holds simultaneously for all |Ω| ≤ δm with probability at least
The next two lemmas establish probabilistic concentration estimates on the quantity i∈Ω | a i , h | = A Ω h 1 for arbitrarily selected small subsets Ω, where A is a matrix with i.i.d. standard Gaussian entries.
Lemma 5. Let A be a k × n matrix with i.i.d. N (0, 1) entries and fix C > 0. If k ≥ n, then on an event of probability at least 1 − 2e −C 2 k/2 , the following holds simultaneously for all h ∈ R n :
Proof. By Corollary 5.25 in [19] , the spectral norm of A is bounded by A ≤ √ k + √ n + t with probability at least 1 − 2e −t 2 /2 .
By k ≥ n, and by taking t = C √ k, we have A ≤ (C + 2) √ k on an event with probability at least 1 − 2e −C 2 k/2 . On this event, we conclude A Ω h 1 ≤ 4 + 2 log(1/δ) + 2 δm h 2 .
Proof. Without loss of generality, it suffices to only consider Ω such that |Ω| = ⌊δm⌋ ≥ n. Let C = 4 + 2 log(1/δ). By Lemma 5, with probability at least 1 − 2e −C 2 ⌊δm⌋/2 , we have A Ω h 1 ≤ (C + 2)δm h 2 . The result follows by a union bound and by noting that
The final three lemmas establish probabilistic concentration lower-bounds on the average of
There exist constants c 0 , γ such that if m ≥ c 0 n, then with probability at least 1 − 5e −γm ,
Proof. Without loss of generality, we take x 0 2 = x 1 2 = 1. Define 
| is a sub-gaussian random variable. Let K be the sub-gaussian norm of ξ i − Eξ i . By Lemma 9, Eξ i ≥ 0.597. Thus, by a Hoeffding-type inequality (Proposition 5.10 in [19] ), for some c > 0,
for some γ > 0. Second, we show that the inequality in (16) holds simultaneously for all x 1 ∈ R n . Let N ε be an ε-net of S n−1 , where ε will be specified below. By Lemma 5.2 in [19] , we may take |N ε | ≤ 1+ 2 ε n . For any x 1 , there exists anx 1 ∈ N ε such that
On the intersection of the events
by choosing 9ε = 0.04. It remains to estimate the probability of E 1 ∩ E 2 . We have by a union bound that
If m ≥ c 0 n for a sufficiently large c 0 , then P(E 1 ) ≥ 1 − 3e −γm/2 . To bound P(E 2 ), note that
By Lemma 5 with C = 1 and by m ≥ n, there is an event E 3 , with P(E 3 ) ≥ 1 − 2e −m/2 , on which
for all x 1 ∈ R n . Notice that E 2 ⊂ E 3 , and hence P(E 2 ) ≥ 1 − 2e −m/2 . Thus, P(E 1 ∩ E 2 ) ≥ 1 − 5e −γm for some constant γ. 
Proof. Let c 0 , γ be the constants from Lemma 7. For any fixed Ω such that |Ω| ≤ δm, and for any δ < 1/2, we have (17) with probability at least 1 − 5e −γ|Ω c | ≥ 1 − 5e −γm/2 . By a union bound and by selecting δ small enough such that (e/δ) δ < e γ/4 , the result holds with probability at least Proof. Without loss of generality, take x 0 2 = x 1 2 = 1. Further, without loss of generality, take x 0 = e 1 and x 1 = cos θ e 1 + sin θ e 2 , where θ is the angle between x 0 and x 1 . The desired expected value is E ½ |a 1 |≤3 · a 1 (a 1 cos θ + a 2 sin θ) ≥ E ½ √ a 2 1 +a 2 2 ≤3
· a 1 (a 1 cos θ + a 2 sin θ) = 1 2π where the third equality is because 2 cos φ cos(θ − φ) = cos θ + cos(2φ − θ).
