Abstract. From the Modularity Theorem proven by Wiles, Taylor, et al, we know that all elliptic curves are modular. It has been shown by Martin and Ono exactly which are represented by eta-quotients, and some examples of elliptic curves represented by modular forms that are linear combinations of eta-quotients have been given by Pathakjee, RosnBrick, and Yoong.
Introduction and Statement of Results
Dedekind's eta-function η(τ ), defined for τ ∈ H := {τ ∈ C | Im(τ ) > 0} by η(τ ) := q Dedekind's eta-function has been featured prominently in work motivated by Ramanujan's study of the integer partition counting function p(n) (see [20] and [1] for example), as well as in the representation theory of the Monster group, studied by Conway and Norton [6] , Borcherds [5] , and others. Due to its expression as a simple infinite product, it is easy to compute expansions numerically. Thus it is useful when a modular form can be expressed in terms of products or quotients of η(τ ). By eta-quotient of level N , we mean a function of the form
Work on various classifications of eta-quotients has been of interest, see in particular work of Dummit, Kisilevsky, and McKay [8] , Martin [15] , and Lemke Oliver [12] . Moreover, the famous work of Wiles and Taylor [26, 24] in proving Fermat's Last Theorem, and in particular the ShimuraTaniyama conjecture, showed that elliptic curves were attached to modular forms, and thus the question of when these modular forms can be expressed in terms of eta-quotients is a natural one.
Theorem 1.1 (Modularity Theorem [7] ). Every elliptic curve E over Q with conductor N has an L-function
a E (n) n s such that the Fourier series
a E (n)q n , q = e 2πiτ , τ ∈ H represents a level N cusp form of weight 2.
In light of Theorem 1.1, Martin and Ono [16] classified all eta-quotients which are weight 2 newforms, as well as their associated elliptic curves. It is natural to ask when elliptic curves are associated to modular forms that can be written as linear combinationa of eta-quotients. Recently, Pathakjee, RosnBrick, and Toong [22] demonstrated four such examples, utilizing spaces of cusp forms which are spanned by eta-quotients. Further work on when spaces of modular forms are spanned by eta-quotients has been done by Rouse and Webb [23] , Arnold-Roksandich, James, and Keaton [3] , and Kilford [10] , for example.
Given a congruence subgroup group Γ ⊆ SL 2 (Z), we use the notation S k (Γ), M k (Γ), and M ! k (Γ) to denote the complex vector spaces of weight k cusp forms, holomorphic modular forms, and weakly holomorphic modular forms, respectively. When Γ = Γ 0 (N ) for a positive integer N , then we write S k (Γ 0 (N ), χ), M k (Γ 0 (N ), χ), and M ! k (Γ 0 (N ), χ) to denote the spaces of weight k cusp forms, holomorphic modular forms, and weakly holomorphic modular forms, respectively, with Nebentypus χ.
In this paper, we first show that eta-quotients which are modular for any congruence subgroup of level N can be viewed as modular for Γ 0 (N ). We then categorize when even weight eta-quotients can exist in M k (Γ 1 (p)) and M k (Γ 1 (pq)), for distinct primes p, q. We conclude by providing some new examples of elliptic curves whose corresponding modular forms can be written as a linear combination of eta-quotients, and describe an algorithmic method for finding additional examples.
1.1. Viewing eta-quotients over Γ 0 (N ). In order to state our first result, we review a few key theorems about the modularity of eta-quotients and their orders of vanishing at cusps.
The following well-known theorem originating in work of Newman [18, 19] as well as Gordon and Hughes [9] , provides explicit modularity properties with respect to Γ 0 (N ) for eta-quotients of specific shapes. 
If η g satisfies both
Remark 1.3. In the case where gcd(N, 6) = 1, the two conditions above are equivalent. This is because any δ | N must satisfy gcd(N, 24) = 1, and hence δ is its own inverse modulo 24. Thus,
As gcd(N, 24) = 1, N is not a zero divisor in Z/24Z, so The next theorem originating in work of Ligozat [13] , and further appearing in work of Biagioli [4] and Martin [15] , provides a mechanism for calculating the relative orders of vanishing at cusps for eta-quotients satisfying Theorem 1.2.
Recall that if h is the width of the cusp r with respect to the group Γ, then the order of vanishing relative to the group Γ of a modular form f at the cusp r is given by v Γ f,
, where inv r (f) is the invariant order of vanishing of f at r, and is always integral. We note that for the cusp at infinity, we always have v Γ f, 
Calculating orders of vanishing of modular forms at cusps can be extremely useful, due to the following result known as Sturm's bound. Theorem 1.5 (Sturm's Bound [17] ). Let Γ be a congruence subgroup and f ∈ M k (Γ). Let r 1 , . . . , r t be the Γ-inequivalent cusps of Γ. If
Remark 1.6. We note that Theorem 1.5 provides a direct way to check if two modular forms are equal by considering their q-expansions. Namely, if f, g ∈ M k (Γ) and their Fourier expansions at i∞ agree to a power of q past the bound in Theorem 1.5, then they must be equal.
Our first theorem shows that when gcd(N, 6) = 1, any eta-quotient which is modular for a congruence subgroup of level N is in fact modular for Γ 0 (N ) for some Nebentypus character χ. 
, where χ is defined as in Theorem 1.2. In Section 2, Theorem 1.7 is proved by showing that f (τ ) ∈ M ! k (Γ(N )) must satisfy the conditions of Theorem 1.2. Using that fact that N ) ) as well as Remark 1.3, we thus get the following immediate corollary to the proof of Theorem 1.7. N ) ). In work of Martin [15] , a complete set of representatives for the cusps of Γ 0 (N ) is given by
In the case where N is squarefree, gcd(c, N/c) = 1 for all c which divide N . This gives the following complete set of representatives: (
It is not the case that p = 5, p ≡ 5 (mod 24), and k = 2.
We also prove a theorem of similar flavor for eta-quotients of semiprime level, which extends previous work of Arnold-Roksandich, James, and Keaton [2, Theorem 5.8]. (
It is not the case that (p, q) mod 24 ∈ {(1, 5), (5, 1), (5, 5)}, p, q = 5, and k = 2.
1.3. Writing modular forms attached to elliptic curves in terms of eta-quotients. Utilizing our work in Section 4, we explore when S 2 (Γ 0 (pq)) has a basis consisting of eta-quotients. This allows us to provide examples of elliptic curves attached via the Modularity Theorem (Thm. 1.1) to linear combinations of eta-quotients. Theorem 1.11. Let E be an elliptic curve with conductor 35. Then E is associated via the Modularity Theorem to the modular form f (τ ) ∈ S 2 (Γ 0 (35)) given by
We are also able to provide an example even when S 2 (Γ 0 (pq)) does not have a basis consisting of eta-quotients. Theorem 1.12. Let E be an elliptic curve with conductor 55. Then E is associated via the Modularity Theorem to the modular form f (τ ) ∈ S 2 (Γ 0 (55)) given by
where in Section 5 the coefficients c i are given in Table 2 , and the eta-quotients g i (τ )/a(τ ) are given in Table 3 .
1.4.
Outline of the rest of the paper. The rest of the paper is devoted to proving our main theorems, and surrounding discussions. In Section 2, we prove Theorem 1.7. In Section 3, we prove Theorem 1.9, while in Section 4, we prove Theorem 1.10, discussing also squarefree level cases. Finally, in Section 5, we prove Theorems 1.11 and 1.12.
2. eta-quotients on Γ(N ) and Γ 0 (N ).
In this section we prove Theorem 1.7. We begin with a lemma.
Lemma 2.1. Fix a positive integer N with gcd(N, 6) = 1, and suppose
δ|N r δ , and
and by our hypotheses,
Thus utilizing Remark 1.3, we see that f g(τ ) satisfies the conditions in Theorem 1.2. In particular we have that
, and
In particular, g ∈ M ! kg (Γ(N )). We are now able to prove Theorem 1.7.
Proof of Theorem 1.7. Since we are assuming that gcd(N, 6) = 1, it suffices to show that any eta-
) satisfies the first condition in Theorem 1.2, namely that δ|N δr δ ≡ 0 (mod 24).
The contrapositive to Lemma 2.1 states that if for some residue class t modulo 24, there exists
, we must have that δ|N δr δ ≡ −t (mod 24).
Hence, if we can find such a g(τ ) for each nonzero residue class t modulo 24, we are left to conclude that any
Fix 1 ≤ t ≤ 23, and consider g t (τ ) = η t (τ ). Certainly g t satisfies (7), so we need only show that g t is not a weakly holomorphic modular form for any Γ(N ) with gcd(N, 6) = 1. Fix such an N , and let A = a b c d ∈ SL 2 (Z). The transformation properties of η(τ ) are given by (see Knopp [11] )
where
One way to show that
Since N is odd, v(A) evaluates in the case c ≡ 1 (mod 2) above. Since d = 1, the generalized Legendre symbol in this expression is trivial. So we get that
.
Thus v(A) t = 1 if and only if −tN is not divisible by 24. But this is certainly true by our choice of t and the fact that gcd(N, 6) = 1.
Eta-quotients of Prime Level
In this section our goal is to prove Theorem 1.9, which classifies when eta-quotients can exist in
And of course by Theorem 1.7 we know that eta-quotients in
for some character χ. By (3), there are two cusps of Γ 0 (p): 1 and 1/p. We first state the following useful result from a recent paper by Arnold-Roksandich, James and Keaton [3] , but offer an alternative proof which we will see in Section 4 generalizes to squarefree levels.
. By Corollary 1.8 we see that f satisfies the conditions in Theorem 1.4, and thus
Equation (9) can be viewed as a linear Diophantine equation in variables v 1 and r 1 . In this light, the existence of a solution implies gcd(p−1, 24) | 2k. As p = 2, p−1 is even and so 2 | gcd(24, p−1). Therefore, h = 1 2 gcd(p − 1, 24) is an integer and h | k. Conversely, if h | k, then there exists integers v 1 , r 1 which give a solution to (9) . Plugging these into (8) gives an integer r p . From (8) we see the first condition of Theorem 1.2 is satisfied, and so since (p, 6) = 1, Remark 1.3 implies that f (τ ) ∈ M ! k (Γ 1 (p)). Our proof of Theorem 1.9 will also rely on the following result of Rouse and Webb [23] .
Remark 3.3. The proof of this theorem carries through for spaces M k (Γ 0 (N ), χ) with character. Thus in light of Corollary 1.8, Theorem 3.2 holds for any eta-quotient in M k (Γ 1 (N )).
We also require two additional lemmas which will allow us to deal with certain cases in the proof of Theorem 1.9. These lemmas both deal with the value k(p + 1)/12, where p ≥ 5 is prime, and k is an even integer such that h = 1 2 gcd(p − 1, 24) | k. Note that in this case k(p + 1)/12 must be an integer, since if 3 doesn't divide p + 1, then 3 must divide p − 1, and so 3 divides h and thus k. 
Since k(p + 1)/12 is even, and by Remark 1.3, we see that f (τ ) satisfies the conditions of Theorem 1.2, and so
which is a positive integer. Thus
Remark 3.5. Note that we did not need the assumption that h | k in the previous lemma. This is because when k(p + 1)/12 is even, we must have h | k. To see this, observe that if k(p + 1)/12 = 2n, then 2k = 24n − k(p − 1), and so gcd(24, p − 1) | 2k.
The last lemma is a simple divisibility argument. Proof. We first note that when p = 2, (p − 1)/2h = 1 so is odd regardless of k. We now let p ≥ 3. Suppose (p − 1)/2h is even. By definition of h, (p − 1)/2h and 12/h are relatively prime, so 12/h must be odd. But then 12 is an odd integer times h, so we have that 4 | h, and so 4 | k. Thus 8 | k(p + 1), since p is odd. Therefore k(p + 1)/12 is even, which contradicts our assumptions.
We are now able to prove Theorem 1.9.
Proof of Theorem 1.9. First, we assume that f (τ ) = η r 1 (τ )η rp (pτ ) ∈ M k (Γ 1 (p)). By Lemma 3.1, we have that h | k. To complete this direction of the proof, we show that there are no eta-quotients in M 2 (Γ 1 (p)) when p ≡ 5 (mod 24) and p > 5. To do this, we recall Remark 3.3, and employ Theorem 3.2. Fix p ≡ 5 (mod 24) with p > 5, and suppose f (τ ) = η r 1 (τ )η rp (pτ ) ∈ M 2 (Γ 1 (p)). Theorem 3.2 gives us that
This upper bound decreases as p increases, so will be largest when p = 29, which gives a bound less than 5. Since r 1 and r p are integers, we have
Moreover, by Theorem 1.4 we have
We now consider the case when p ≡ 5 (mod 8). In this case either p ≡ 13 (mod 24) or p ≡ 5 (mod 24). We will show the existence of an eta-quotient in p) ). Suppose that p ≡ 13 (mod 24). Then h = 6, and using Theorems 1.2 and 1.4 one can quickly check that
Next, when p = 5 we have h = 2, and so
Finally, suppose p ≡ 5 (mod 24), with p = 5 and k = 2. It is sufficient to show that there exist eta-quotients f 4 (τ ) ∈ M 4 (Γ 1 (p)) and f 6 (τ ) ∈ M 6 (Γ 1 (p)) since either 4 | k or 4 | (k − 6) and thus either f
. We check using Theorems 1.2 and 1.4 that
and
which resolves the final case.
Eta-quotients of Semiprime and Squarefree Level
In this section, we generalize the results of Section 3 to semiprime level, and further to squarefree levels where possible. We begin with a squarefree generalization of Lemma 3.1 which extends a result of Arnold-Roksandich, James, and Keaton [3, Thoerem 5.8]. Equation (14) can be viewed as a linear Diophantine equation in the variables v 1/N , and r δ for each δ | N with δ = 1. Thus, the existence of an integer solution to (14) implies that (15) gcd
However, we note that
which follows from the fact that ab
As each p i is odd, we have that 2 | gcd(p 1 − 1, . . . , p t − 1, 24). Therefore, h is an integer and we see from (15) and (16) that h | k as desired.
Conversely, if h | k, then there exists integers v 1/N , and r δ for each δ | N with δ = 1, which give a solution to (14) . Additionally defining
gives that k = 
Proof. Since N is squarefree, Theorem 1.4 gives that
Since δ|N r δ = 2k, it suffices to show that the inner sum in (17) is σ 1 (N ). We thus fix δ | N , and aim to show that for each divisor d ′ of N , there is a unique divisor d | N such that
We first show existence. Given Our goal is to show (18), which we rewrite as
The left hand side of (19) is simply the product of the prime divisors of N which are also prime divisors of δ or d ′ . But this is also the right hand side of (19) so we are done, and have shown existence.
To determine uniqueness, we suppose
Since N is squarefree, comparing the prime factorizations of d 1 , d 2 , δ, and considering cases yields that d 1 = d 2 as desired.
We are now finished since we have shown that 12 .
From this we can observe that kσ 1 (N )/12 must always be an integer whenever k is an even integer such that h | k, for h = 1 2 gcd(p 1 − 1, . . . , p t − 1, 24). This is because if 3 doesn't divide p + 1 for any p | N , then 3 must divide p − 1 for all p | N , and so 3 divides h and thus k.
We next generalize Lemma 3.4 to squarefree levels. 
As N is squarefree, there are 2 t divisors of N , and so δ|N k 2 t−1 = 2k. Additionally, by our hypothesis 2 t | (kσ 1 (N )/12), so we have
Thus, f (τ ) satisfies Theorem 1.2, and so by Corollary 1.8,
Recalling (20), we have by Theorem 1.4 that
which is a positive integer by our hypotheses. Thus f (τ ) ∈ M k (Γ 1 (N )).
We are now ready to prove Theorem 1.10.
Proof of Theorem 1.10. First, we assume that
where N = pq is a product of distinct primes p, q ≥ 5, and k is an even integer. pq) ). Then by Theorem 3.2,
This upper bound decreases as p and q increases, so the bound will be largest when p = 29 and q = 53. This gives a bound less than 5, so since the r δ are integers,
Moreover, by Theorem 1.4, N ) ), we have that v 1 , v 1/p , v 1/q , v 1/N ≥ 0. It follows that r 1 , r p , r q , r N ≥ 0. Namely, if r 1 < 0, then using (21) , and assuming without loss of generality that p < q, we see that
which contradicts that v 1 ≥ 0. Similarly, if r p , r q , or r N is negative we get contradictions for the nonnegativity of v 1/p , v 1/q , and v 1/N respectively. By Corollary 1.8, we also know that
if (p, q) ≡ (1, 5) (mod 24), and
if (p, q) ≡ (5, 5) (mod 24). However, neither (22) nor (23) have nonnegative integer solutions which satisfy (21), which is a contradiction. Thus we have shown that there are no eta-quotients in M 2 (Γ 1 (pq)) for (p, q) ≡ (1, 5), (5, 1), (5, 5) (mod 24) and p, q > 5.
We now prove the converse by construction. Namely, we need to show that if h | k and it is not the case that (p, q) mod 24 ∈ {(1, 5), (5, 1), (5, 5)}, p, q = 5, and k = 2, then there does exist an eta-quotient in M k (Γ 1 (pq)).
We first note that setting t = 2 in Lemma 4.4 guarantees the existence of an eta-quotient in M k (Γ 1 (pq)) for distinct primes p, q ≥ 5, when k is an even integer divisible by h such that k(p + 1)(q + 1)/12 is divisible by 4. Since 4 divides k(p + 1)(q + 1)/12 whenever 4 divides any one of p + 1, q + 1, or k, it suffices to consider only the cases of p, q, and k when p + 1 ≡ q + 1 ≡ k ≡ 2 (mod 4). Consider the possible residues for (p, q) modulo 24, ordering so that the residue of p is no larger than that of q. We may immediately disregard the cases (1, 1), (1, 17) , and (17, 17) , since in each 4 | h, and thus since h | k they are covered by Lemma 4.4. This leaves the cases (1, 5), (1, 13), (5, 5) , (5, 13) , (5, 17) , (13, 13) , and (13, 17) . It suffices to show there exists an eta-quotient in M h (Γ 1 (N ) (Γ 1 (p) ). The following table gives such eta-quotients for the cases (1, 13), (5, 13) , (5, 17) , (13, 13) , and (13, 17) .
This leaves the cases (1, 5) and (5, 5), both of which have h = 2. If either p or q is 5, then
, and so by Theorem 1.9 there will exist an eta-quotient in M 2 (Γ(N )). We thus assume that neither p nor q is equal to 5. As every even integer k ≥ 4 can be written as a linear combination of 4 and 6, it suffices to show the existence of an eta-quotient in both M 4 (Γ 1 (N )) and M 6 (Γ 1 (N )). By Lemma 4.4, we have the existence of an eta-quotient in M 4 (Γ 1 (N )). Moreover, one can check using Theorem 1.2 that
Elliptic Curves and Eta-Quotients
In this section, we prove Theorems 1.11 and 1.12, and conclude by describing the method we used to find these examples.
Proof of Theorem 1.11. First using dimension formulas (Theorems 3.5.1 and 3.1.1 in [7] for example), we calculate that dim C S 2 (Γ 0 (35)) = 3. By Theorems 1.2 and 1.4, we see that the following three eta-quotients are members of S 2 (Γ 0 (35)),
The q-expansions of g 1 , g 2 , g 3 begin with
Since each q-expansion starts with a different power of q, we can quickly determine that g 1 , g 2 , g 3 are linearly independent. Thus, they form a basis of S 2 (Γ 0 (35)), and by Theorem 1.1, any elliptic curve of conductor 35 must be a linear combination of g 1 , g 2 , and g 3 . However, one can see for example from the L-functions and Modular Forms Database (LMFDB) [14] 
and since the bound in Theorem 1.5 is 8 in this case, we see by Remark 1.6 that f (τ ) = g 2 (τ )+g 3 (τ ), as desired.
We now turn to the proof of Theorem 1.12, which requires more finesse. 
The bound in Theorem 1.5 is 12 in this case, so we see by Remark 1.6 that modular forms in S 2 (Γ 0 (55)) are determined by their Fourier coefficients up to q 13 . Using dimension formulas, we calculate that dim C S 2 (Γ 0 (55)) = 5. However, there are only three linearly independent eta-quotients in S 2 (Γ 0 (55)) given by
with q-expansions beginning with 
We thus use a method originating in work of Rouse and Webb [23] , which is to multiply f (τ ) by an eta-quotient a(τ ) in order to push the product f (τ )a(τ ) into a higher weight space that is generated by eta-quotients. Then f can be written as a linear combination of weakly holomorphic eta-quotients in M ! 2 (Γ 0 (55)). Consider the eta-quotient
We see that a(τ ) ∈ S 6 (Γ 0 (55)) by Theorems 1.2 and 1.4 , and so a(τ )f (τ ) ∈ S 8 (Γ 0 (55)). Since the bound from Theorem 1.5 is 48 in this case, modular forms in S 8 (Γ 0 (55)) are determined by their Fourier coefficients up to q 49 . We see that the q-expansion for a(τ ) begins with Moreover, we calculate that dim C S 8 (Γ 0 (55)) = 40, and compute the following basis of S 8 (Γ 0 (55)) consisting only of eta-quotients {g 1 , . . . , g 40 }, which are given in Table 1 .
From their q-expansions, we calculate that
where the coefficients c i are given in Table 2 . Thus, we can write
where the simplified eta-quotients g i (τ )/a(τ ) are given in Table 3 .
We conclude by describing in an algorithmic fashion the method we used to obtain Theorems 1.11 and 1.12. We have seen that both of these theorems, once discovered, can be proved in a straightforward manner. However, how to find results like these may not be immediately apparent. Our approach, which is inspired by work of Pathakjee, RosnBrick, and Yoong [22] , utilizes results from Section 4 and has the potential to generate many new examples. We note that many of the steps require the aid of mathematical software to be practical. We used SageMath [25] .
Step 1. Fix a semiprime N = pq satisfying the conditions in Theorem 1.10 with k = 2 that is the conductor of an elliptic curve E. By the Modularity Theorem (Theorem 1.1) we know that E has an associated modular form f (τ ) ∈ S 2 (Γ 0 (N )).
Step 2.
Step 3. Compute all partitions of (p + 1)(q + 1)/6 into exactly four parts, and construct distinct rearrangements in order to get a complete list of all possible tuples (
By Theorem 4.2, we know that any eta-quotient in S 2 (Γ 0 (N )) must have orders of vanishing
Step 4. For each tuple (
Step 3, use Theorem 1.4 to construct the following system of four equations in the four unknowns (r 1 , r p , r q , r N ) 24v 1 = N r 1 + qr p + pr q + r N 24v 1/p = qr 1 + N r p + r q + pr N 24v 1/q = pr 1 + r p + N r q + qr N 24v 1/N = r 1 + pr p + qr q + N r N , and solve for the unique solution (r 1 , r p , r q , r N ) ∈ Q 4 .
Step 5. For each tuple (r 1 , r p , r q , r N ) from Step 4 that has integer entries, let Table 1 . Eta-quotient basis of S 8 (Γ 0 (55)) η(τ ) −1 η(5τ ) 3 η(11τ ) −1 η(55τ ) 3 5 η(τ ) 3 η(5τ ) −1 η(11τ ) 3 η(55τ ) −1 6 η(τ ) 4 η(5τ ) −2 η(11τ ) −2 η(55τ ) 4 7 η(τ ) 3 η(5τ ) 3 η(11τ ) −1 η(55τ ) −1 8 η(τ ) 4 η(5τ ) −2 η(11τ ) 4 η(55τ ) −2 9 η(τ ) −2 η(5τ ) 4 η(11τ ) −2 η(55τ ) 4 10 η(τ ) 5 η(5τ ) −3 η(11τ ) −1 η(55τ ) 3 and use Theorems 1.2 and 1.4 to check whether g(τ ) ∈ S 2 (Γ 0 (N )). List all such g ∈ S 2 (Γ 0 (N )).
Step 6. Construct a maximally sized linearly independent set of eta-quotients from the list in Step 5, using linear algebra.
Step 7. If the set from Step 6 has size d N , then it forms a basis of S 2 (Γ 0 (N )). In this case, compute the Sturm Bound from Theorem 1.5 and write f as a linear combination of the basis from Step 6. If not, go to Step 8.
Step 8. Repeat Steps 2-6 for weights 2, 4, 6, . . . until a weight k is found such that S k (Γ 0 (N )) has a basis of eta-quotients, and S k−2 (Γ 0 (N )) contains an eta-quotient a(τ ). Compute the Sturm Bound from Theorem 1.5 and write f (τ )a(τ ) as a linear combination of the basis. Divide through by a(τ ) to write f (τ ) as a linear combination of eta-quotients in M ! 2 (Γ 0 (N )).
