An existence result for a functional differential equation on a Banach space  by Yebdri, Mustapha & Nigro, Fadela
Applied Mathematics Letters 22 (2009) 356–360
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
An existence result for a functional differential equation on a
Banach space
Mustapha Yebdri ∗, Fadela Nigro
Department of Mathematics, University of Tlemcen, Algeria
a r t i c l e i n f o
Article history:
Received 23 January 2006
Received in revised form 20 April 2008







a b s t r a c t
We use the nonlinear alternative and topological transversality to prove an existence
theorem for the solutions of the functional differential equation x˙(t) = F(t, xt), where
xt(θ) = x(t + θ) for all θ ∈ [−r, 0] and F : [0, A] × X2 → X, X is a Banach space and X2 is
the Banach space of continuous functions defined on [−r, 0]with values in X .
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
In this work we give an existence result for a functional differential equation, where the solution lies in a Banach space.
Such equations have applications in many fields, for example in biology where delay is regarded as the incubation period, in
the study of the neuron network [3]. They have been employed in the study of some phenomena of population dynamics [1].
Let X, Y be two Banach spaces. We denote by ‖.‖X the norm of X, and by ‖.‖Y the norm of Y . The set X1 := C([−r, A], X)
is the space of continuous functions on the interval [−r, A]with values in X . The space X1 is a Banach space with the norm
‖ϕ‖1 := supθ∈[−r,0] ‖ϕ(θ)‖X . For x ∈ X1 and t ∈ [0, A]we define the function xt : [−r, A] → X; θ 7→ xt(θ) = x(t+ θ). The
function xt is an element of the setX2 := C([−r, 0], X)which is a Banach spacewith the norm ‖ψ‖2 := supθ∈[−r,0] ‖ψ(θ)‖X .
Definition 1.1. Let F : [0, A] × X2 → X . The differential equation
x˙(t) = F(t, xt) (1)
is called a functional differential equation on the Banach space X . The derivative x˙(t) is the Fréchet derivative.
By giving an initial condition on [−r, 0],we define the Cauchy problem{
x˙(t) = F(t, xt),
x(t) = ϕ(t), t ∈ [−r, 0]. (2)
Definition 1.2. A solution of the problem (2) is a function y of X1 such that y|[−r,0] = ϕ, and y|[0,A] has a Fréchet derivative,
which satisfies Eq. (1).
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In the case of constant delay, such equations were studied by Lee et al. in [6]. The organization of the work is as follows:
In the next section we recall the theorem of topological transversality and that of the nonlinear alternative. The principal
result is stated and proved in the third section. At the end of the work a model of a neuron network will be given as an
application.
2. Topological transversality and nonlinear alternative
Let K be a convex subset of a normed linear space and W an open subset of K .W¯ and ∂W denote the closure and the
boundary of the setW in K . The set K∂W (W¯ , K) denotes the set of compactmaps from W¯ into K without fixed points on ∂W .
Definition 2.1. A map F ∈ K∂W (W¯ , K) is called essential if every map in K∂W (W¯ , K), which agrees with F on ∂W , has a
fixed point inW .
We use the following Schauder fixed point theorem:
Lemma 2.2 ([4] Lemma2.4, P. 40). If U is a closed bounded convex subset of a Banach space and T → U is completely continuous,
then T has a fixed point in U .
We get:
Lemma 2.3. Let p ∈ W be a fixed point. Then the constant map, which maps every point in W¯ onto p, is an essential map in
K∂W (W¯ , K).




g(y), if y ∈ W¯ ,
p, if y ∈ K \ W¯ .
Themap g˜ is compact and g˜(K) ⊂ K . Then it has a unique fixed point p˜ in K . If p˜ ∈ K \ W¯ then p˜ = p. This is a contradiction,
so p˜ ∈ W . 
Definition 2.4. Two maps F and G in K∂W (W¯ , K) are homotopic if there exists a compact homotopy H : W¯ × [0, 1] →
K ; (u, λ) 7→ H(u, λ) such that Hλ : W¯ → K belongs to K∂W (W¯ , K) for every λ ∈ [0, 1], F = H0, and G = H1.
Lemma 2.5 ([5] Theorem 2.2). Let F ,G be two homotopic maps in K∂W (W¯ , K). The map F is essential if and only if G is essential.
Since every essential map has a fixed point, the following consequence of the topological transversality theorem holds and
is often useful for proving that a compact map of interest has a fixed point.
Lemma 2.6 ([5] Theorem 2.3). Let N : W¯ → K be a compact map, p ∈ W , and Nλ : W¯ × [0, 1] → K a family of compact maps
with N1 = N and N0 = p, the constant map to p. Then either
(1) N has a fixed point in W¯ ; or
(2) there is a point u ∈ ∂W and λ ∈ (0, 1) such that u = Nλu.
3. The main result
Let us consider the Cauchy problem{
x˙(t) = F(t, xt),
x(t) = ϕ(t), t ∈ [−r, 0], (2)
where F : [0, A] × X2 → X .We assume that:
(H1) The function F is a Carathéodory function, i.e.:
(1) F(·, z) is measurable for all z ∈ X2.
(2) F(t, ·) is continuous for almost all t ∈ [0, A].
(3) For r > 0 there exists a measurable function hr : [0, A] → R+ such that ‖F(t, z)‖X ≤ hr(t) for ‖z‖2 ≤ r and for
almost all t ∈ [0, A].
(H2) For every bounded subset S of X1 and every t ∈ [0, A] the set{∫ t
0
F(s, vs)ds; v ∈ S
}
is relatively compact.
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In the following we denote by X0 = C0([0, A], X) the set {ϕ ∈ C([0, A], X) such that ϕ(0) = 0}.We define the operator
N : X1 → X0; y 7→ Ny
such that (Ny)(t) := ∫ t0 F(s, ys)ds. The operator N is called the Carathéodory operator associated with the function F . If S is
a subset of X1,we denote NS the subset of X0 given by {w ∈ X0;w = Nv for v ∈ S}.
Lemma 3.1. If F is a Carathéodory function, then the operator N is continuous and the set NS is equicontinuous for all bounded
subsets S of X1.
Proof. Let (vn)n∈N be a sequence convergent to v in X1. This sequence converges uniformly to v on [−r, A]. Let us denote by
ρ a bound of (vn)n∈N and v. Since F is a Carathéodory function, there exists ameasurable function hr : [0, A] → R+ such that
‖F(s, vn,s)‖X ≤ hr(s) for almost all s ∈ [0, T ]. From the uniform convergence of (vn)n∈N it follows that F(s, vn,s)→ F(s, vs)
as n → +∞. By the dominated convergence theorem of Lebesgue we get (Nvn)(t) =
∫ t
0 F(s, vn,s)ds →
∫ t
0 F(s, vs)ds =
(Nv)(t) as n→+∞. Then the operator N is continuous.
Let S be a bounded subset of X1. Then there exists ρ > 0 such that ‖vs‖2 ≤ ρ for all s ∈ [0, A] and all v ∈ S. Since F is
a Carathéodory function there exists a measurable function hρ such that ‖F(s, vs)‖X ≤ hρ(s) for almost every s ∈ [0, A]. It
follows that ‖Nv‖X0 ≤
∫ A
0 hρ(s)ds for all v ∈ S and consequently we get that NS is bounded.
For all t, t ′ ∈ [0, A] we have ‖Nv(t) − Nv(t ′)‖X ≤
∫ t
t ′ hρ(s)ds. Since hρ is measurable, the integral is absolutely
continuous. Hence the set NS is equicontinuous. 
Remark 3.2. The idea is to apply directly the Ascoli–Arzela theorem [2]. Since the space X is of infinite dimension,we cannot
apply it. So (H2) is necessary for the operator N to be completely continuous. The assumption (H2) is called the assumption
of compactness.
A lemma follows:
Lemma 3.3. If the function F is a Carathéodory function and satisfies the assumption (H2), then the operator N is completely
continuous.
Proof. By the previous lemma, the operator N is equicontinuous. Combining with the assumption (H2), the result follows
on application of the Ascoli–Arzela theorem. 
In the following, for 0 ≤ λ ≤ 1,we consider the family of equations{
y˙ = λF(t, yt),
y(t) = ϕ(t), t ∈ [−r, 0]. (3)
We associate with the Eq. (3) the family of equations
y(t)− y(0) = λ
∫ t
0
F(s, ys)ds, 0 ≤ t ≤ A. (4)
We look for solutions y belonging to X1 = C([−r, A], X). We assume that Eq. (4) has such a solution y. Since F is an
L1-Carathéodory function, then F(s, ys) is Bochner integrable. Consequently the right-hand side of (4) is absolutely
continuous, and differentiable, with F(t, yt) as a derivative for almost all t ∈ [0, A]. Hence a solution y ∈ C([−r, A], X)
of (4) is also a solution of (3) provided y(t) = ϕ(t) for all t ∈ [−r, 0].
In the following we study Eq. (3) and we want to prove that this equation has a solution for λ = 1.
We consider the problem (3) and we define
Cϕ([−r, A], X) := {u ∈ X1 : u[−r,0] = ϕ},
C0([0, A], X) := {u ∈ C([0, A], X) : u(0) = 0} := X0,
Cϕ([0, A], X) := {u ∈ C([0, A], X) : u(0) = ϕ(0)},
C1ϕ([0, A], X) := {u ∈ C1([0, A], X) : u(0) = ϕ(0)}.
Lemma 3.4. The operator
Λ : C1ϕ([0, A], X)→ C([0, A], X); y 7→ Λy = y˙,
is invertible.
Proof. To prove that Λ is invertible it is sufficient to prove that Λ is injective. Let y1, y2 ∈ C1ϕ([0, A], X) be such that
Λy1 = Λy2. This is equivalent to y˙1 = y˙2 and then y1 = y2 + c, where c is a constant, c ∈ C1ϕ([0, A], X). Since
y1(0) = ϕ(0) = y2(0) the constant c is zero. 
M. Yebdri, F. Nigro / Applied Mathematics Letters 22 (2009) 356–360 359
Lemma 3.5. The operator
L : Cϕ([0, A], X)→ C0([0, A], X); y 7→ Ly = y(t)− y(0)
is invertible.
Proof. Let f ∈ C0([0, A], X). To prove that L is invertible it suffices to prove the existence of a unique y in C1ϕ([0, A], X) such
that Ly = f . The function y = f + ϕ(0) satisfies the assumptions. 
Lemma 3.6. The operator
L˜ : Cϕ([−r, A], X)→ C0([0, A], X); y 7→ L˜y := L(y|[0,A])
is invertible.
Proof. Set Z = Cϕ([−r, A], X) and X0 = C0([0, A], X). For g ∈ X0 let us defineM : X0 → Z by
Mg(t) =
{
L−1g(t), for 0 ≤ t ≤ A,
Φ(t) for − r ≤ t ≤ 0,
whereΦ is such that{
Φ(s) = ϕ(s) −r ≤ t ≤ 0,
Φ(0) = L−1g(0) s = 0. (5)
Since Φ satisfies (5) we have Mg(t) ∈ X1 = C([−r, A], X). By construction Mg satisfies the initial condition. An easy
computation gives L˜Mg = g for all g ∈ X0 andML˜u = u for all u ∈ Z . 
Assume thatΛ is invertible; since the Eq. (3) is equivalent to (4) provided y|[−r,0] = ϕ, then it is equivalent to L˜y = λNy,
which is equivalent to
y = Ψλy, (6)
with Ψλ = L˜−1λN.We recall that the operator N is such that (Ny)(t) =
∫ t
0 F(s, ys)ds. The operator Ψλ = L˜−1λN maps the
set Cϕ([−r, A], X) onto itself. It has the following properties:
Lemma 3.7. If F satisfies the hypotheses (H1), (H2), then the operator Ψλ is completely continuous.
The proof is analogous to Lemmas 3.1 and 3.3.
By the nonlinear alternative we get:
Theorem 3.8. Let F satisfy the hypotheses (H1), (H2).We assume the existence of M > 0 such that for every λ ∈ (0, 1) every
solution of (3) belonging to X1 = C([−r, A], X) has a norm bounded by M. Then Eq. (2), i.e. for λ = 1, has a solution y in
Cϕ([−r, A], X).
Proof. SinceΛ is invertible, the operator L˜ is invertible. Define h0 = L˜−10 ∈ Cϕ([0, A], X).
Set ρ = 1 + max{M, ‖h0‖}. Let Σρ be the open ball of radius ρ in the set E = C([0, A], X), and K = Cϕ([0, A], X),
which is convex in E. The set W = Σρ ∩ K is an open subset of K . We define the map Ψ = L˜−1N : W¯ → K and
Ψλ = L˜−1λN : W¯ × [0, 1] → K . The operator Ψλ is compact. By definition h0 belongs to W ,Ψ0 is the constant operator
equal to h0 and Ψ1 = N. The hypotheses of Lemma 2.6 (the nonlinear alternative) are satisfied. Then either:
(a) Ψ1 has a fixed point in W¯ ; or
(b) there is a point u ∈ ∂W and λ ∈ (0, 1) such that u = Ψλu.
Since the constant operator Ψ0 is essential, the conclusion (b) is excluded by the choice of W . Hence u = Ψ1u for some
u ∈ W¯ . Since Eq. (3) is equivalent to (4) provided y|[−r,0] = ϕ, then it is equivalent to L˜y = λNy.
It follows that (2) has a solution in Cϕ([0, A], X),which completes the proof. 
4. Application
In [3] the following equation:
v˙(t, x) = −v(t, x)+
∫ b
a
ω(|x− y|)l(v(t − r, y))dy (7)
models a one-dimensional neural network of neurons distributed on the interval [a, b] of the line, where v(t, x) is the
potential of amembrane at the position x and at time t. The functionω determines the total intensity of connection between
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cells in x and those in y. It is assumed that ω depends only on the distance between x and y. The functions ω and l are






ω(|x− y|)l(s− r, y)dy
)








Eq. (7) can be written in the following form:
v˙(t, x) = g(t, x, vt) (8)
where v : [0, T ] × [a, b] → R and vt : [−r, 0] × [a, b] → R; vt(θ, x) := v(θ + t, x) for all t ∈ [0, T ]. This equation has
application in many other domains, for example in biology, where the delay can be considered as the incubation period. It
is used in [1] for the study of some population dynamics phenomena.
The Cauchy problem{
v˙(t, x) = g(t, x, vt),
v(t, x) = ϕ(t, x), on [−r, 0] × [a, b], (9)
can be written as a Cauchy problem on an infinite dimensional space. To see that, let us define the function
V : [−r,+∞)→ C([a, b],R)
t 7→ V (t),
such that V (t)(x) := v(t, x) for all t ∈ [−r,∞) and all x ∈ [a, b]. If we define
F : [0,∞)× C([−r, 0], C([a, b],R))→ C([a, b],R)
(t, φ) 7→ F(t, φ),
such that F(t, φ)(x) := g(t, x, φ(·)(x)) then the previous equation can be written in the form
V˙ (t) = F(t, Vt).
Since Vt ∈ C([−r, 0], C([a, b],R)),which is a Banach space, the previous equation is a functional differential equation on a
Banach space. The hypotheses of Theorem 3.8 are satisfied and consequently it has a solution.
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