This project examines renewable energy deployment in the United States using a version of the Global Change Assessment Model (GCAM) with a detailed representation of renewables, the GCAM-RE. Electricity generation was modeled in four generation segments and 12-subregions. This level of regional and sector detail allows a more explicit representation of renewable energy generation. Wind, solar thermal power, and central solar PV plants are implemented in explicit resource classes with new intermittency parameterizations appropriate for each technology. A scenario analysis examines a range of assumptions for technology characteristics, climate policy, and long distance transmission. We find that renewable generation levels grow over the century in all scenarios. As expected, renewable generation increases with lower renewable technology costs, more stringent climate policy, and if alternative low-carbon technologies are not available. The availability of long distance transmission lowers policy costs and changes the renewable generation mix.
Introduction
This report documents the modeling approach and an overview of results from a detailed study of renewable energy in the United States using a research version of the Global Change Assessment Model (GCAM-RE). GCAM-RE contains a detailed representation of renewable energy supply for the United States embedded within the GCAM, a global, integrated assessment model of energy, agriculture, land use, and climate change.
Overview of GCAM
The analysis for this paper was conducted using the GCAM-RE, which is based on the GCAM 2.0 integrated assessment model (Brenkert et al., 2003; Kim et al., 2006) . GCAM is a dynamic-recursive, partial-equilibrium model that links representations of global energy, agriculture, land-use, and climate systems. GCAM runs in 15-year timesteps from 1990 through 2095, and has 14 regions, one of which is the United States. While the present study focuses on dynamics within electricity supply sectors, the model calculates equilibria in each time period in all regional and global markets for energy goods and services, agricultural goods, land, and, where applicable, greenhouse gas (GHG) emissions. GCAM-RE contains detailed representations of wind, solar PV, solar CSP, and solar hot water.
Exogenous model inputs include service demand drivers (population and economic growth), exhaustible and renewable resource supplies, and characteristics of technologies involved in the production, transformation, delivery, and final consumption of energy. Multiple technologies may compete to provide any energy good or service, and market share is allocated to competing technologies on the basis of relative costs, using a logit choice mechanism (Clarke and Edmonds, 1993) . The cost of each technology is calculated as the sum of levelized capital and O&M costs and fuel or resource costs. Capital and O&M costs are exogenous, and fuel costs are calculated from exogenous efficiencies and endogenous fuel prices. In the case of geothermal energy, the costs are calculated based on a combination of regional, exogenous supply curves that represent "resource" costs and technology. Model assumptions for scenario variables and technologies not investigated in this study can be found in Clarke et al. (2008a) . 
Model Configuration
For the analysis conducted in this project, the model was configured with 12 sub-regions, as illustrated in Figure 1 . Sub-regions generally followed NERC region boundaries, with some larger NERC regions sub-divided to better capture regional heterogeneity. Within each subregion, four electricity generation segments were implemented (Wise and Smith 2007: base load, intermediate, sub-peak, and peak (Figure 2) . We find that four segments are sufficient to capture the overall dynamics of electricity supply and demand over an average year. The segments are defined by the number of generation hours they contain in a load-duration curve. Fossil-fuel technologies are assigned to these segments based on average capacity factors. Base load plants have the highest capacity factors, with generation in this segment favoring plants with low fuel costs, with higher capital costs tolerated since this can be amortized over a larger number of operating hours. Peaking plants, in contrast, might operate a few hours a day for a few weeks a year. Operation under these conditions favors low capital costs, even if fuel costs are higher due to lower efficiencies.
A general translation between the operational categories used here and seasonal/time of day operation is as follows: base load technologies represent plants that operate in all seasons and around the clock. Most coal-fired and all nuclear power plants are base load plants. Intermediate load plants operate during the daytime through early evening. In the U.S., natural gas plants are often used for this segment. Sub-peak plants might operate only a few hours a day in most seasons, if at all, and all day in summer-peaking regions. Peaking plants in warm regions will operate on hot summer days, during afternoon through early evening. Natural gas and oil-fired turbines have traditionally been used for this purpose. 
Renewable Generation
Fossil-fuel and nuclear power plants can, in principle, be located where convenient (although often adjacent to a source of water for cooling) with fuel transported, usually over long distances, to the plant. Most renewable technologies have the opposite character; generation must be located at the location of a suitable resource, and the resulting product, such as electricity, must then be transmitted to load centers. Further, for many renewable technologies, generation can vary by time of day and season, an attribute often described as intermittency. Representation of renewable resources within energy-economic models must take these attributes into account.
Renewable generation within each sub-region was calibrated in 1990 and 2005 to EIA statelevel generation data, with generation pro-rated by population for states that cross NREC regions. Because this project was focused on renewable generation, and in order to simplify model set-up, generation for non-renewable resources was not calibrated at the sub-region level. Instead, non-renewable generation in each region used the average U.S. generation distribution as a starting point.
Each renewable technology supplies electricity to one or more electric load segments. Renewable generation does not always fit neatly into categories defined in terms of capacity factor. The GCAM currently treats geothermal and wind as base load technologies (as wind plants operate in all seasons; see below). CSP thermal and PV plants are treated as intermediate technologies, with an option for some contribution to peak and sub-peak. Additional demand can be met if electricity storage is paired with PV. Future CSP plants with large amounts of thermal storage can contribute to base load generation (Zhang and Smith 2007) . Rooftop PV will compete with grid-produced electricity for supplying electricity to buildings, with its higher levelized costs offset to some degree by the fact that it incurs no transmission and distribution costs or energy losses.
In the default model configuration used in this study, we account for regional differences in renewable resources by representing renewable generation in 12 U.S. sub-regions. Renewable generation within each sub-region is assumed to be available to serve loads within that subregion. While we also incorporate the additional transmission cost of connecting wind or CSP solar plants to the grid, we do not model any additional transmission investments that might be needed to augment transmission grids within a sub-region to accommodate additional renewable generation. We consider inter-regional renewable transmission as an explicit grid scenario, as described below.
Onshore Wind
Wind generation is represented as a set of wind resources and wind technologies, following Kyle et al. (2007) . Wind resources are characterized in terms of area, distance to grid, and wind speed. The wind resource data are derived from the 50-meter wind resource map developed by the U.S. Department of Energy's (DOE) Wind Program and the National Renewable Energy Laboratory (NREL)
1 . Wind data are processed by wind class to produce a resource curve in terms of available area as a function of distance to the transmission grid.
Not all windy land can be used for power generation. Wind resources are excluded based on land-use, land-cover, population density, and an overall landscape scale constraint. Wind resources are processed to exclude protected areas, waterways (including buffer areas), and half of Department of Defense (DoD) and national forest lands. Forested areas are excluded except for an allowance for 25% of forested land with class 5 and above winds (used to represent ridge top lands). An exclusion based on population density was also applied to simulate limits on turbine placement due to visual and noise impacts. A progressively increasing exclusion starts at 5 people per km 2 , with no turbine placement allowed at population densities above 325 people per km 2 . Finally, we assume that no more than 50% of the land in any half-degree grid cell can be used for wind turbines, which is a simple approach to the "suitability factor" used in some wind resource estimates (Hoogwijk et al. 2004 ). This can be considered an intermediate assumption for land-suitability. The impact of land suitability assumptions is examined in more detail in other work in progress (Zhou et al., in preparation) .
Wind generation is represented by a set of technology objects, one for each wind class (class 3 -7). Wind turbines are represented as idealized Rayleigh-Betz (R-B) turbines, characterized by a turbine rating and blade diameter. The output from the ideal turbine is reduced by three factors: a de-rating that represents real world turbine performance, conversion and turbine interaction losses, and an availability fraction. Wind speed at hub height is estimated from the wind resource data using a power law relationship between wind speed and height.
Intermittency
Wind generation varies by time of day and location, although when averaged over large areas this variation is reduced. There are a number of consequences of this variation, including impacts on voltage stability, ramping rates for other generators, reserve requirements, and potentially dumped output. The implementation used in this study accounts for three effects: increased reserve margin requirements with penetration, increased dumped output at higher penetration levels, and changes in the net load shape as a function of penetration.
As described in Kyle et al. (2007) , the representation used here assumes that at low penetration levels the existing reserve margin requirements are sufficient to handle periods of low wind. As more wind generation is used, the wind farm must supply additional reserve margin, modeled primarily as an additional capital cost (assumed to be combustion turbines). The functional form of this requirement is given by:
where W is the amount of wind generation, ReserveRequirement is the normal amount of reserve required, and σ 2 is the variance in wind power output. As more wind power is used, the shape of the remaining load changes. This effect can be examined on a national basis by computing the residual load as a function of wind penetration using wind output on an hourly basis from a national wind dataset constructed by NREL 2 . For each hour of the year, the residual load is calculated as the national load curve minus wind generation. Wind penetration is measured as the fraction of the GCAM base load segment. As more wind is used the load curve shifts down. From analysis of the residual load, several effects of increased wind penetration are apparent. First, the difference between the residual load and the original load curve occurs primarily in the base load segment as wind capacity increases (see Figure 3) ; this is demonstrated by the load curve somewhat uniformly shifting downwards with increasing wind penetration. This verifies that wind supplies primarily base load power. Second, at high wind penetration, wind output exceeds demand for some hours (particularly during nighttime). In Figure 3 , this occurs for all cases above 50% wind, where the residual demand reaches zero for some hours of the year. Without storage or sufficient system flexibility, this power must be dumped. This excess output only occurs when wind is supplying greater than about 50% of base load generation. Third, as wind penetration increases, the reduction in base load demand is larger than the amount of wind generation by about 10%. The difference manifests primarily as an increase in demand in the sub-peak segment. The reason for this effect is that due to varying wind output at different hours and seasons, generation in the sub-peak segment must "fill in" to meet load. Therefore, this study represents this phenomenon as a shift in the load curve over time as more wind is used in the system.
The estimated dumped load (also known as curtailment) that occurs when wind generation exceeds demand is a lower limit to the amount of actual dumped load. Wind output would also need to be dumped if wind output were to exceed base load generation. This effect has been examined in the context of PV generation by Denholm and Margolis (2007a, b) . Here, bounds are placed on this effect using the residual demand analysis shown above. Wind power might also be dumped due to transmission limitations. It might not be economic, for example, to build or upgrade transmission to handle relatively rare instances of maximum output from a remote wind farm. Dumped wind estimates from a variety of literature sources informed this exercise. A graphical synthesis of the above analysis along with a summary of results from the literature is shown in Figure . Vertical lines indicate ranges found in a particular study (with the upper value generally representing an extreme value derived by assuming, for example, no new transmission construction).
Two loss curves are derived. Dumped power in the Reference Scenario is about 5% at 30% penetration and increases to 10% at 50% penetration. The Advanced Scenario assumes more advanced grid and load management, and has a lower rate of dumped wind, reaching 5% at 50% penetration.
Offshore Wind
Offshore wind power is structured similarly to onshore wind, with individual base load technologies implemented for each wind class. Offshore wind contains an additional level of detail, with technologies and associated resources for three ocean depth categories: shallow, transitional, and deep water. Wind resources are characterized by available area as a function of distance to grid. In the case of offshore wind, the distance provided is the distance to shore -the distance over which expensive (relative to land-based transmission) underwater cable must be constructed to provide offshore wind power to the onshore electric transmission grid.
The cost of offshore wind is a combination of exogenous capital costs, an exogenouslyestimated cost of building underwater transmission lines, and technology performance parameters. Offshore wind capital costs are the sum of turbine costs and the additional costs related to collecting and transmitting power to shore, adjusted for a transmission loss percentage assigned to each depth. Offshore transmission losses are assumed to range from 4% for shallow to 7% for deep water, based on the average distance to shore for each depth class. The performance parameters are generally the same as for onshore wind farms.
The wind speed input data used are from UNEP's Solar and Wind Energy Resource Assessment project, collected by NREL. The QuikSCAT satellite estimates annual wind speeds at a height of 10m by measuring ocean surface roughness. To estimate wind speed at 50m, power law exponents of 0.10 and 0.30 are used to adjust wind power and speed, respectively. Climatic conditions can cause the actual shear values to range from below 0.10 to above 0.15 for speed and 0.30 to 0.45 for power. These values also change seasonally.
NREL then averaged the data over the course of a five-year period (2000) (2001) (2002) (2003) (2004) to obtain monthly averages of wind speed and power. Power is measured in W/m 2 , given by:
where ρ is the value of sea-level air density (1.225 kg/m 3 ), and V w is wind speed. If there were fewer than four observations for a cell in a given month, the data are excluded. The satellite measurements may vary from those taken by an anemometer. Annual wind speed accuracy is estimated to be ± 1 m/s. This uncertainty can result in a change of up to two power classes and a greater total speed range of 5-10m/s. Instances of fewer observations and larger errors tend to occur in areas near coastlines and closer to shore. Note that the QuickSCAT satellite measures wind speed at two fixed times per day. A biased estimate could result if there is a strong diurnal wind pattern.
Three water depth classes are used. Shallow water depth is 0-30m; in this class, the turbine tower structure is similar to those of onshore wind, though more costly. Transitional water depth is 30-60m, where a more extensive tower is necessary. Deep water is greater than 60m, where floating turbine platforms must be used. Water depth data from NOAA (ETOPO1 dataset) are used for determining areas for the three depth classes.
In this exercise, areas within nine kilometers (five nautical miles) of shore are excluded. Also excluded are two-thirds of the area between 9-40 km from shore, and one-third of more distant areas. Depths exceeding 200m are also excluded from the data. A recent EEA study (Europe's onshore and offshore wind energy potential; EEA 2009) assumes even more stringent limits, excluding 96% of area between 0-10 km, 90% between 10-50 km, and 75% of the area beyond 50 km. The impact of more stringent exclusion values could be examined.
There are several fixed costs that comprise the total capital cost of offshore wind:
The turbine cost is the cost of the turbine and tower structure, and is assumed to be 10% greater than land-based wind turbines. The collection cable cost assumes a wind farm turbine spacing of 630m and is based on the analysis of Green et al. (2007) . Transmission cost is equal to the distance to shore multiplied by an assumed transmission cable cost, expressed in units of dollars/MW/km. Transmission to shore can us AC technology for distances of around 80-100km. For greater distances, DC transmission must be used. Transmission costs are based on the average of the three cases reported in Green et al. (2007) . The foundation cost is the cost of the base of the wind turbine structure. It is assumed that the foundation cost is higher in deeper water because the platform must be taller and more structurally complex. Deep water turbines must utilize a floating platform technology. Foundation costs are based on a combination of estimates from NREL (Musial and Butterfield 2004) and project data reported by Greenacre et al. (2010) . Note that the shallow water foundation costs reported in Greenacre et al. (2010) are much higher than those in Musial and Butterfield (2004) . An intermediate value is used here. The remaining costs are balance-of-system (BOS) and fixed costs, which refer to costs other than the turbine, cabling, and transmission -such as labor, electricity, and operation permits.
While it is possible that off-shore wind may have different temporal characteristics than onshore wind, analysis of the supply-duration curve for off-shore wind generation on the U.S. east coast from Lund & Kempton (2008) finds a nearly identical behavior to the U.S. onshore data. Since a large portion of the U.S. wind resources is located off the east coast, we treat intermittency for offshore wind identically to onshore wind.
Concentrating solar thermal power (CSP)
Concentrating Solar thermal Power (CSP) plants are implemented using the methodology described in Zhang et al. (2010) . For simplicity, this study assumes that only the highest quality solar resources are used for CSP. The CSP resource is taken to be land with the best resources, taken from the resource categories used in Zhang et al. (2010) . Irradiance and the number of nonoperational cloudy days were estimated for each sub-region. All CSP plants are assumed to make use of the hybrid backup system to produce power on cloudy days when the solar field is not operational (excluding scheduled maintenance). CSP plants operating as intermediate load plants also must use backup power at some time periods as CSP penetration increases (Zhang et al. 2010) . Because CSP capital costs are assumed to fall over time, and natural gas costs often increase in GCAM scenarios (particularly under a carbon policy), backup costs can become a significant portion of total CSP levelized costs. The explicit representation of this interaction results in a more accurate representation of the potential role of CSP. CSP plants serving intermediate load also are subject to increasing dumped load as penetration increases, although for CSP plants with thermal storage this is small unless CSP is supplying a large fraction of intermediate power.
Photovoltaics
Photovoltaic (PV) technologies are implemented in two forms: as central PV generation plants and as distributed rooftop PV technologies. Rooftop PV is implemented in the building electricity distribution sector, where it competes with grid electricity to supply building electric loads using the supply curves for each sub-region from Denholm and Margolis (2008) . Rooftop PV is more expensive than central PV installations, due to economies of scale and lower installation costs for central systems. Rooftop systems are assumed to compete against delivered electricity, which has a higher price as compared to the average generation cost seen by a central PV plant.
Central PV plants are implemented assuming an average irradiance value for each sub-region assuming systems tilted at latitude. The electric generation module includes representations of central PV with and without a dedicated electricity storage system.
A comparison of PV output with the California load curve by season, taken as typical of sunny regions, as well as analysis of the results from Denholm and Margolis (2007a) , finds that while the largest portion of PV contributes to intermediate load, a portion of PV output offsets sub-peak and peak segments. Therefore, this study assumes that PV without storage contributes 25% of its power to the sub-peak load segment. PV with storage also contributes to peak and base load generation.
Intermittency is a substantial issue for PV power. This treatment of intermittency for PV draws from the analysis of Denholm and Margolis (2007a, b) , who examine the impact of PV penetration in the Texas region. They find that dumped power becomes significant at penetration levels as low as 10% for PV systems without storage. PV systems augmented by electricity storage (or flexible generation response) can supply a greater fraction of load without dumped power. Therefore, a dumped power parameterization based on the Denholm and Margolis analysis is used for central PV systems. A backup requirement is also implemented such that, at high PV penetration levels, reliable power is provided during cloudy days.
Geothermal
Geothermal technologies are assumed to be base load technologies with no intermittency. Three geothermal technologies are implemented -hydrothermal, near-field hydrothermal engineered geothermal, and deep engineered geothermal (EGS). Geothermal technologies are implemented in the GCAM as described in Hannam et al. (2009) , using updated resource and cost estimates from Augustine et al. (2010) .
Solar Hot Water
Residential solar hot water is implemented as described in Smith et al. (2010), drawing on the methodology of Christensen and Barker (1998) . Because solar hot water heaters can have natural gas or electric back-up, they can essentially be treated as high-efficiency natural gas and electric hot water technologies in residential buildings. As such, they are assigned an efficiency and non-energy service cost, representing levelized capital and O&M costs of the systems. The "efficiency" used by the GCAM is technically an I-O (input-output) coefficient that represents the amount of energy input needed for a unit of service output (Smith et al. 2010 ). Solar hot water heaters' I-O coefficients are given by:
where the I-O coefficient (CI-O) is equal to the ratio of the auxiliary energy consumed by a solar hot water system ( aux SHW E ) to the energy consumed by a conventional hot water system (Econv), divided by the system efficiency of a conventional water heater (εconv). These variables are specific to each sub-region, incorporating incident solar energy data from NASA, temperature differences between water mains and hot water tanks, and residential hot water draw (Smith et al. 2010 ).
Renewable Capital Costs
The capital cost assumptions for renewable technologies are shown in the table below. Capital costs for most electric generation technologies have increased in recent years. The renewable costs below are based on literature reviews and recent assessments. Because the core GCAM model capital costs for non-renewable technologies are baselined to earlier, and lower, cost data the cost figures below were reduced by 20 -25% in order to produce a level competition within the model. In general, the recent increase in power plant costs overall leads to substantial uncertainty in future costs. It is not clear, for example, how much of these recent cost increases might be temporary, or how much these reflect fundamental shifts in specific technologies or global cost structures. 
Results

Scenario Design
The goal of this study was to examine the role of U.S. renewable generation in the GCAM-RE model. Three dimensions were examined: technology cost and availability, availability of long-distance transmission, and stringency of a climate policy target. The scenarios considered are shown in the table below. In the advanced technology scenarios, costs for renewable technologies were assumed to fall faster in the future as compared to the reference scenario. Wind dumped load was also assumed to occur at lower levels (Figure 4) , and engineered geothermal generation is assumed to be available.
Two scenarios for other electric generation technologies are examined. In the first, there are no exogenous limits on any electric generation technology. A full suite of technologies compete, as appropriate, to supply electricity in the four generation segments. In the second scenario, Nuclear generation is limited to current levels and carbon-dioxide capture with geologic storage (CCS) is assumed to be unavailable. These can be considered bounding scenarios, with the first scenario perhaps overly optimistic, since not every technology will be suitable, or acceptable, in every region, and the second overly pessimistic.
The range of climate policy targets ranges from no climate policy, which is the reference case, to a very aggressive policy that meets a radiative forcing target of 3.0 W/m2 by the end of the century. The policy cases are implemented in two stages. First, the GCAM-RE model is run with a global carbon tax which results in the end of century radiative forcing as indicated in the scenario name. Carbon dioxide emissions in the United States were then constrained to follow identical pathways for the alternative renewable technology and transmission cases. The global carbon price path associated with each scenario is applied to the rest of the world. This process was repeated for the set of scenarios without nuclear or CCS. These scenarios result in higher global and U.S. carbon prices. Carbon dioxide concentrations and U.S. emissions are shown in Figure 5 .
Three transmission cases are considered. In the regional transmission case all wind, solar, and geothermal generation must be consumed within each U.S. sub-region. The national grid scenario adds an additional option whereby renewable generation can be consumed in any U.S. sub-region, although with an additional capital charge and transmission loss. The intermittency mitigation scenario examines the impact of changing the modeled constraints due to intermittency. The alternative transmission scenarios will be further described in the results section below. A common finding in IA models, including GCAM, is that the implementation of a comprehensive carbon policy spurs an increase in electricity demand. As electric generation decarbonizes, this spurs a shift in end-use sectors away from direct use of fossil fuels, which are now subject to a carbon price, toward electricity. This is shown in Figure 6 , where electricity generation increases to slightly over 35 EJ by the 2095. The cost of electricity generation increases over time, relative to the reference case due to a carbon policy. Costs for the reference case and the 4.5 W/m2 scenario are shown in Figure 7 . While under the reference case generation costs are fairly stable, costs are 20-40% higher under a carbon policy, relative to the reference case. Peak electricity costs increase the most, while costs for base load and intermediate generation show the smallest increase. This is because there are many more low-carbon options for base load and intermediate generation, while there are relatively limited options for the more flexible generation needed to provide peak and sub-peak power. Note that the cost to the consumer will be a weighted average of the costs for each segment. Changes in electric demand that might reduce the need for peak and sub-peak power was not considered in this study. Total renewable generation is shown in Figure 8 . Renewable generation increases over time in all scenarios due to both increased electric demand in general and an assumed decrease in renewable technology costs. Renewable generation is higher if the renewable costs are assumed to be smaller, which is the case in the advanced scenario. Renewable generation also increases as the radiative forcing target is lowered. The fraction of U.S. electricity provided by renewables increases over time. The flattening of renewable percentage in some cases is due to model dynamics, particularly competition from other electric generation sources, but also the extent to which the generation profile of renewables can contribute to different generation segments. There is no set limit to renewable penetration in these scenarios. Generation fractions from the no new nuclear or CCS scenarios have generation fractions that are much higher. Figure 9 for the 4.5 W/m2 policy scenario with advanced renewable assumptions. Biomass, CSP, on and off-shore wind, and PV make large contribution to U.S. electric generation under this scenario. Biomass generation is particularly important, as biomass coupled with CCS, can provide net negative emissions. Wind, solar, and geothermal supply 33% of U.S. electric generation in 2095 for this scenario. shows generation by sub-region for the same scenario. The regional generation mix varies considerably. Note that no regional differences in technology preferences or mandates were assumed. The differences shown here are solely due to the different assumptions for regional costs and resources of solar, wind, and geothermal technologies. The relative role of different renewable technologies reflects the regional distribution of renewable resources. The renewable percentage is lowest in the southeast, RFC_West, and RFC_East regions (see Figure  10) . The renewable fraction in the mid-west is around 40%, while on the west and southwest, the renewable fraction is around 50%.
Total Renewable Generation (USA)!
U.S. electricity production by technology is shown in
CSP solar technologies play the largest role in the west and south west. Offshore wind is largest along the east coast, and on-shore wind plays a larger role in the mid-west. Under a carbon dioxide emissions constraint, regions with abundant renewable resources preferentially use those resources. Those regions without good quality renewable resources rely more heavily on fossil, nuclear, or biomass. The ability, in principle at least, to build fossil, nuclear, or biomass plants in any region is a key flexibility. 
Impact of national transmission
In the national grid scenarios, any sub-region can, in addition to regional generation, also consume renewable generation from elsewhere in the United States through a national grid, paying an additional ~ 1 cents/kWhr along with an additional 5% transmission loss. Figure 11 shows the impact of a national grid, for the 4.5 W/m 2 scenario assuming advanced renewable technologies. There is an increase in the consumption of CSP and on-shore wind, as these are two of the most competitive technologies, and a decrease in fossil and nuclear generation. Note, however, that these shifts are relatively small compared to total U.S. electricity generation of ~ 32 EJ in 2095 in this scenario. If no new nuclear or CCS is assumed, then the shifts are twice as large for on-shore wind and 3 times as large for CSP. The intermittency mitigation scenario had very little impact on the results. In this scenario intermittency effects, such as wind and PC curtailment and reserve margin requirements, where evaluated against national renewable penetration levels instead of regional levels. The low impact of this change in assumption may mean that a modeling simplification may be reasonable whereby only national markets instead of multiple regional markets are tracked.
Renewable Generation and Climate Policy Costs
The carbon price for several carbon policy cases is shown in Figure 12 . In the original scenario set-up global carbon prices increases at a constant rate over time. When the U.S. carbon constraints are applied using the detailed U.S. regional model, the same basic character is seen. Under the weakest carbon constraint, the reference case using the detailed renewable model is below the carbon constraint until 2065 due to a larger penetration of renewables as compared to the core GCAM model. Renewable generation in this scenario is sufficient to keep reference case emissions below the specified carbon constraint path. The 4.5 W/m 2 case meets the constraint in 2020, with the carbon price increasing to 500 $/tC in 2095. The two most stringent scenarios (3.0 W/m 2 and 3.0 W/m 2 ) reach carbon prices of 1,000 and 2,000 $/tC by 2095. More important than the absolute values are the changes in carbon prices under a change in assumptions. The table below (rounded to 5%) shows how the carbon prices change, relative to the reference technology scenario, for several alternatives: advanced renewable technologies, no CCS or New Nuclear, and the national grid scenario. An important general tend is that renewable assumptions only impact the results when the carbon prices are under about $100/tC. Above this level the electricity generation is largely decarbonized and carbon prices depend on the ability of end-use sectors to reduce carbon emissions.
In the early stages of a carbon policy, renewable generation assumptions have a significant impact on carbon prices. More favorable assumptions for renewable technologies across the board, as in the "advanced" renewable technology scenario, lower carbon prices significantly in early years. Note that the relative change in the very first year of a policy can be large due to a low carbon price in that first year. The carbon price in the second policy period is 15-40% lower under the more favorable "advanced" case assumptions for renewable generation. Removing the option of building new nuclear plants and the use of carbon-dioxide capture and geologic storage (CCS) increases costs at all periods. Cost increases are particularly large in later years as CCS is a critical technology as it allows emissions reductions in sectors such as refining, and also allows net negative emissions when coupled with combustion of biomass. In early years, the impact of the noNuc-CCS assumption has a somewhat larger relative influence, although of opposite sign, than the advanced renewable assumptions.
Also shown in the table is the combination of advanced renewable assumptions with the assumption of no-new nuclear and no CCS. In the early stages of a climate policy, more favorable renewable assumptions can offset less favorable assumptions for nuclear and CCS. As policy emission targets get lower, however, the lack of CCS options increases costs considerably. This is due to the importance of CCS in lowering emissions in sectors such as refining and cement (Luckow et al. 2010) , where renewable options were not assumed to be available in these scenarios.
Finally, the presence of a national renewable grid also reduces costs, although by 5-15% in the second policy period. Allowing renewable energy production to be used in any sub-region, even with a cost penalty, allows sub-regions with limited renewable resources to use, for example, wind from the mid-west or solar from the southwest. Note that such a national grid might have additional benefits in terms of integrating renewables, such as allowing better matching between load and demand on a continental scale, but these benefits could not be evaluated in this framework.
Conclusions
This project has demonstrated the ability of the GCAM integrated assessment model to simulate renewable electricity generation at a sub-regional level in the United States. Regional renewable resources differ greatly across the United States and adding the ability to consider 12 U.S. sub-regions allows analysis of the impact of these differences. No overall constraints on renewable generation were applied, with the impact of intermittency addressed for each technology.
Renewable generation, including hydro and biomass, comprise a large portion of U.S. electricity supply in these scenarios, supplying 35-50% of electric generation by the end of the century, even in scenarios allowing competition with a full suite of electric generation technologies. Renewable penetration was highest in the west/south west, and lowest in the east/south-east. Use of renewable generation increases under an economy-wide carbon constraint, and also if future costs of renewable technologies are assumed to be lower and a more flexible electricity system is assumed.
Wind and CSP thermal power are the largest renewable sources. Offshore wind makes a substantial contribution, particularly along the east coast, in the advanced scenario where offshore wind farm transmission and construction costs are assumed to fall more rapidly.
The availability of a national transmission grid can further reduce costs, and changes the generation mix. The presence of a national transmission grid allows greater use of onshore wind and CSP in sub-regions where renewable resources are more limited.
A general finding of integrated energy models is that the electric generation system largely de-carbonizes in the early stages of a comprehensive carbon pricing policy (Clarke et al. 2007) . Consistent with this, we find that renewable assumptions have the most impact in the early years of a climate policy, which is where most of the transformation of the electricity system occurs. We demonstrate that renewable electricity generation can provide important flexibility in the lowering costs in the early stages of a climate policy. Climate policy costs in latter years, when emissions targets are lower, did not depend on renewable assumptions, but instead on assumptions for the remainder of the energy system, such as low-carbon options in the refining sector and the potential for electric vehicles in the transportation system.
