Abstract. Let M be a topological monoid with homotopy group completion ΩBM . Under a strong homotopy commutativity hypothesis on M , we show that π k (ΩBM ) is the quotient of the monoid of free homotopy classes [S k , M ] by its submonoid of nullhomotopic maps. We give two applications. First, this result gives a concrete description of the Lawson homology of a complex projective variety in terms of point-wise addition of spherical families of effective algebraic cycles. Second, we apply this result to monoids built from the unitary, or general linear, representation spaces of discrete groups, leading to results about lifting continuous families of characters to continuous families of representations.
Introduction
For each topological monoid M , there is a well-known isomorphism of monoids (1) π 0 (ΩBM ) ∼ = Gr(π 0 M ),
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where the left-hand side has the monoid structure induced by loop concatenation, and the right hand side is the Grothendieck group (that is, the ordinary group completion) of the monoid π 0 M . 1 Our main result extends this isomorphism to the higher homotopy groups of ΩBM , under a strong homotopy commutativity condition on M .
In order to state the result, we fix some terminology and notation. We will write [X, Y ] to denote the set of unbased homotopy classes of maps between spaces X and Y . Note that if M is a topological monoid, then [X, M ] inherits the structure of a monoid, and if M is homotopy commutative then [X, M ] is abelian. Given a (discrete) abelian monoid A and a submonoid B A, the quotient monoid is defined by A/B := A/∼, where a ∼ a ′ if and only if there exist b, b ′ ∈ B such that a + b = a ′ + b ′ . The natural surjective monoid homomorphism A → A/B has the expected universal property, making it the cokernel of the inclusion B ֒→ A (in the category of monoids). Theorem 1.1. Let M be a topological monoid such that for each x ∈ M , there exists a homotopy between the maps (m, n) → mn and (m, n) → nm that is constant on (x, x). Then for each k > 0, there is a natural isomorphism (2) [
where π 0 M [S k , M ] is the submonoid of nullhomotopic maps S k → M .
We provide an explicit description of the isomorphism (2) in Section 3. Our proof of Theorem 1.1 utilizes the McDuff-Segal approach to group completion [23] . The argument in fact requires only a somewhat weaker homotopy commutativity condition on M ; see Theorem 2.6 and Proposition 2.8. Note that this result does not hold when k = 0, because [S 0 , M ]/π 0 M ∼ = π 0 M , whereas π 0 (ΩBM ) is the group completion of π 0 M .
To avoid point-set hypotheses on the monoid M , we form the classifying BM using the "thick" geometric realization of the simplicial bar construction on M , and we work in the category of compactly generated spaces. In particular, when forming the bar construction we use the compactly generated topology on the product M n before taking geometric realization. 2 In the examples considered in this paper, the inclusion of identity element into M is a closed cofibration (in fact, in our examples the identity element is an isolated point), which implies in particular that the degeneracy maps in the simplicial bar construction are all closed cofibrations. This in turn implies that the natural map from BM to the "thin" realization of the bar 1 A short proof of this result is given in Appendix A. 2 Note that if M is a topological monoid that is not compactly generated, and k(M ) denotes M with the compactly generated topology, then k(M ) is also a topological monoid under the same multiplication map. Moreover, the left-hand side of the isomorphism (2) is unaffected by replacing M by k(M ) (more generally, for any space X the identity map k(X) → X is always a weak equivalence, since a function from a compact Hausdorff space to X is continuous if and only if it is continuous as a map to k(X)).
construction is homotopy equivalence (this is originally due to Segal [33] ; see also Wang [34] ).
Another formulation of the conclusion of Theorem 1.1 is that π k (ΩBM ) is isomorphic to the quotient of Grothendieck groups (3) Gr[S k , M ] Gr(π 0 M ) .
In this formulation, we recover the isomorphism (1) when k = 0. 3 We will see that for k > 0, every element of π k (ΩBM ) can be represented by some spherical family S k → M , because each element in [S k , M ] is invertible modulo π 0 M . This allows us to state Theorem 1.1 without reference to Grothendieck groups.
It is important to note that the isomorphism in Theorem 1.1 does not hold for all homotopy commutative topological monoids, and in fact the situation we are considering in this paper is in a sense orthogonal to many of the standard applications of group completion, in which Quillen's plus construction plays a critical role. For instance, let
where R is a ring and P runs over a set of representatives for the isomorphism classes of finitely generated projective R-modules. Direct sum makes M a homotopy commutative topological monoid, and the homotopy groups π * (ΩBM ) ∼ = K * (R) are the algebraic K-theory groups of R [23] . However, BAut(P ) is the classifying space of the discrete group Aut(P ), so for k 2 we have π k (BAut(P )) = 0 and hence every map S k → M is nullhomotopic. Thus the groups (3) are zero for k 2, whereas K * (R) is in general quite complicated.
We consider two main applications of Theorem 1.1: to representation spaces of discrete groups and to Lawson homology of complex projective varieties. Given a discrete group G, consider the monoids
Hom(G, U(n)) and Rep(G) hU = ∞ n=0 Hom(G, U(n)) hU (n) formed from the unitary representation spaces of G and from their homotopy orbit spaces (Borel constructions) with respect to the conjugation action of U (n). (The monoid operations are induced by block sum of matrices.) The homotopy groups π m ΩB(Rep(G) hU ) are the deformation K-theory groups of G introduced by Carlsson and studied by T. Lawson [17, 18] and the author [28, 30, 29, 31] . Using Theorem 1.1, we show that for m > 0 3 We note that that homotopy commutativity of M is important here: for example, if M = G is a non-abelian group, then Gr[S 0 , G] ∼ = G × G, and the subgroup of constant maps is the diagonal, which is not normal.
where K −m ( * ) is the complex K-theory of a point (see Theorem 7.3 , where a general linear version is also established). This lends some additional justification to the term deformation K-theory, by showing that these groups parametrize continuous spherical families ("deformations") of representations. The results in this article are used in the author's preprint [31] to give an explicit description of the coassembly map linking deformation Ktheory to topological K-theory, and to study spaces of flat connections over the 3-dimensional Heisenberg manifold.
One can also apply Theorem 1.1 to the abelian monoid
Hom(G, U(n))/U (n) of character varieties. In Section 8, we use this approach to study the problem of lifting a (spherical) family of characters to a family of representations. For instance, in Proposition 8.6 we show that when G is the fundamental group of a compact, aspherical surface, every map from a sphere into Hom(G, U(n))/U (n) can be lifted, up to homotopy, to a map into Hom(G, U(N )) for some N n.
In the case of Lawson homology, our results give a direct description of these groups in terms of the spherical families of algebraic cycles, lending concrete meaning to Friedlander's suggestion that the Lawson homology of a complex projective variety X "can be naively viewed as the group of homotopy classes of S i -parameterized families of r-dimensional algebraic cycles on X" [10, p. 55]. The reader who is mainly interested in Lawson homology may wish to skip to Section 6, where we give a shorter proof of Theorem 1.1 in the abelian case, using Quillen's approach to group completion [12, Appendix Q] instead of the McDuff-Segal approach.
Notation and conventions
Throughout the paper, we work in the category of compactly generated spaces as in [5, 19] and (except in Section 6) we use the thick geometric realization || − || of simplicial spaces (and sets).
For based spaces (X, x 0 ) and (Y, y 0 ), the set of based homotopy classes of based maps will be denoted by (X, x 0 ), (Y, y 0 ) = X, Y , while the set of unbased homotopy classes of unbased maps X → Y will be denoted [X, Y ].
The constant map X → {y} will be written c y , or sometimes simply y, when X is clear from context. The path component of x ∈ X is denoted by [x] , and we write x ≃ x ′ to indicate that [x] = [x ′ ]. The based homotopy class of a based map φ : (X, x 0 ) → (Y, y 0 ) is denoted by φ , and its unbased homotopy class by [φ] . We write
For m 1, we view π m (X, x 0 ) as the group (S m , 1), (X, x 0 ) , with multiplication ✷ defined via concatenation in the first coordinate of
For φ : (S m , 1) → (X, x 0 ) with m 1, we let φ denote the reverse of φ with respect to the first coordinate of I m (so that φ = φ −1 in π m (X, x 0 )).
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The homotopy group completion
In this section we formulate our main result (Theorem 2.6) describing the homotopy groups of the homotopy group completion for certain topological monoids. This result applies to all (strictly) abelian monoids, and to the monoids of representations defined in the Introduction (see Section 7).
We begin by describing the general context. Throughout, M denotes a topological monoid, with monoid operation (m, n) → m • n (so • is continuous, associative, and there exists a strict identity element in e ∈ M ). We define
and by convention m 0 = e. All of our results will require M to be homotopy commutative, in the sense that there exists a (possibly unbased) homotopy between • and • • τ , where
is the twist map τ (m, n) = (n, m). The classifying space of M , denoted BM , is the (thick) geometric realization of the topological category M with one object * and with morphism space M . Composition in M is given by m•n = m•n. The space BM has a natural basepoint * corresponding to the unique object in M . We note that the nerve N.M , which is the simplicial space underlying BM , is the simplicial bar construction on M , and has the form [n] → M n . The homotopy group completion of M is the based loop space ΩBM . There is a natural map
adjoint to the natural map S 1 ∧ M → BM (see Section 3 for further discussion of this map), and it is a standard fact that γ induces an isomorphism
where Gr denotes the Grothendieck group.
In this section, we present conditions on M under which the higher homotopy groups of ΩBM can be described in a manner analogous to (4) . Given a space X, the space Map(X, M ) is a topological monoid, whose monoid operation we denote simply by •. If M is homotopy commutative, which we assume from here on, then [X, M ] is an abelian monoid and Gr[X, M ] is an abelian group, so we will use additive notation + and −.
Choosing a basepoint x ∈ X gives a monoid homomorphism
defined by restriction to x. (We will usually view π 0 as the functor taking a space to its set of path components. For a based space (X, x 0 ), we will sometimes use the isomorphic functor X → π 0 (X, x 0 ) = S 0 , X .) This homomorphism is split by the homomorphism
sending each path component to the homotopy class of a constant map into that component. Hence [X, M ] contains a copy of π 0 (M ) (consisting of nullhomotopic maps), and it follows that Gr[X, M ] contains a copy of Gr(π 0 M ) as a direct summand (consisting of formal differences between nullhomotopic maps).
Note that we have natural direct sum decompositions
with Π k (M ) corresponding to the subgroup consisting of those formal differences [φ]−[ψ] for which φ(1) and ψ(1) lie in the same path component of M . Note also that if Gr(π 0 M ) is abelian, then there is a natural isomorphism
induced by sending the class represented by f :
In Section 3, we will construct a natural map
and we will show that Γ is an isomorphism under certain conditions on M . We now explain these conditions. We will need to consider the action of π 1 (M, m) on π k (M, m) (k 1). We use the conventions in Hatcher [13, Section 4.1] , so that this is a left action. We note that if [m] is invertible in π 0 (M ), then this action is trivial (this follows from [13, Example 4A.3] , for instance, which shows that the identity component of an H-space is always simple). Definition 2.2. Consider a topological monoid M and a natural number k 1. Given m ∈ M , let [m] ⊂ M be its path component, viewed as a subspace of M . We say that m is k-anchored if there exists a homotopy
such that H 0 = •, H 1 = ••τ , and the loop η(t) = H(m, m, t) acts trivially on π k (M, m 2 ). When k is clear from context, we will refer to H as a homotopy anchoring m. We say that m is strongly k-anchored if there are infinitely many n ∈ N for which m n is k-anchored. We say that m is (strongly) anchored if it is (strongly) k-anchored for all k 1. We say that a path component C of M is (strongly) k-anchored (or anchored) if there exists an element m ∈ C that is (strongly) k-anchored (respectively, anchored).
To simplify some subsequent statements, all m ∈ M are considered to be (strongly) 0-anchored. Examples 2.4. If M is (strictly) abelian, then every element of M is strongly anchored, since we can take H to be the constant homotopy.
If M is homotopy commutative, then every path component of M with abelian fundamental group is 1-anchored (since the action of π 1 on itself is conjugation). If M is homotopy commutative and every path component of M is a simple space (e.g. if π 0 (M ) is a group, or if all components are simply connected), then every element in M is strongly anchored.
We will see more interesting examples in Section 7.
Remark 2.5. In [28] , an element m 0 ∈ M is called anchored if all powers of m 0 are anchored and the loops η described in Definition 2.2 are all constant. Lemma 4.3 below provides a strengthening of [28, Corollary 3.14] , and shows that the results in that article hold if one simply requires m 0 to be strongly 1-anchored in the sense defined above (see also [28, Remark 3.7] ).
In order to motivate the construction of the map Γ in Section 3, we now formulate the strongest version of our main result.
Recall that a subset S of a monoid N is called cofinal if for each n ∈ N there exists n ′ ∈ N such that n • n ′ ∈ S. Theorem 2.6. Let M be a homotopy commutative topological monoid such that the subset of strongly 1-anchored components and the subset of strongly k-anchored components are both cofinal in π 0 (M ) (for some k 0). Then the natural map
We note that for k = 0, the assumption on 1-anchored components in Theorem 2.6 is unnecessary (and the proof given below does not use this assumption when k = 0). In fact, as discussed in Appendix A, for every topological monoid M the natural map M → ΩBM induces an isomorphism Gr(π 0 (M )) ∼ = ΩBM , and it follows from (5) that the map
is an isomorphism so long as Gr(π 0 M ) is abelian.
We end this section by establishing a helpful universal property of the natural map (6) [
where i is the universal map from the monoid [S k , M ] to its group completion, and q is the quotient map. We denote the composite (6) by π.
Definition 2.7. Let (A, +) be a (discrete) abelian monoid, and let A ′ A be a submonoid. Define an equivalence relation ∼ on A by a 1 ∼ a 2 if and only if there exist
The quotient monoid A/A ′ is defined to be the quotient set A/ ∼ with operation
The fact that ∼ is an equivalence relation follows from the assumption that A is abelian, and it is immediate that (A/A ′ , +) is a monoid. Furthermore, the quotient map π : A → A/A ′ is a monoid map, with the expected universal property: if P is a (not necessarily abelian) monoid with identity element 0 ∈ P , and f : A → P is a map of monoids satisfying f (A ′ ) = 0, then there exists a unique monoid map f : A/A ′ → P satisfying f • π = f :
Proposition 2.8. Fix k 1, and let M be a homotopy commutative topological monoid in which the subset of k-anchored components is cofinal. Then
is surjective, and in fact satisfies the universal property of the quotient map for the submonoid 
For the proof of Proposition 2.8, we need a version of the EckmannHilton argument, and first we record a basic fact regarding the action of the fundamental group on higher homotopy. Lemma 2.9. Consider a (not necessarily based) homotopy α s of maps
, and let η(t) = α t (1) be the track of this homotopy on the basepoint
Proof. In general, the action of π 1 (X, x 0 ) on π k (X, x 0 ) is induced by an operation which takes in a map γ : [0, s] → X (for some s ∈ [0, 1]) and a map α : (I k , ∂I k ) → (X, γ(s)) and produces a map
defined by shrinking the domain of α to a concentric cube C ⊂ I k of side length 1 − s/3 and filling in the path γ on each radial segment connecting ∂C to ∂I k (compare with Hatcher [13, Section 4.1], for instance). In this language, the desired homotopy is simply
Lemma 2.10. Fix k 1 and let M be a topological monoid and let m ∈ M be k-anchored. Then for any φ, ψ :
In particular, setting ψ = φ, we obtain based homotopies
Proof. Just as in the ordinary Eckmann-Hilton argument, the point is that
• is a homomorphism
The relevant equation holds on the nose, not just up to homotopy: for all maps α, β, α ′ , β ′ :
Hence we have:
To complete the proof, it suffices to show that c m • ψ = ψ • c m . Let H be a homotopy anchoring m, and set η(t) = H(m, m, t). By Lemma 2.9, By Lemma 2.10, ψ • ψ is nullhomotopic, so the element
, which is in the image of π. Hence π is surjective. Now say f : [S k , M ] → P is a homomorphism sending all nullhomotopic maps to the identity. Since π is surjective, f is completely determined by the equation
, and hence there exists τ :
. Again, we may assume without loss of generality that τ (1) is k-anchored. Adding [τ ] to both sides and applying f , we have
By Lemma 2.10, τ • τ is nullhomotopic. Since f sends all nullhomotopic maps to the identity, Equation (7) reduces to
showing that f is well-defined. It follows from the equation f = f • π (together with surjectivity of π) that f is a homomorphism as well.
Construction of the map Γ
We now give the details behind the construction of the natural map
We begin by discussing an alternate model for the groups π k (ΩBM ). Sending a based homotopy class to its unbased homotopy class defines a natural map
where the right-hand side is the set of unbased homotopy classes of maps f : S k → ΩBM such that f (1) is homotopic to the constant loop c * . When k = 0, it is immediate that J is bijective. Concatenation of loops makes ΩBM into an H-space with the constant loop c * as identity, so the identity component Ω 0 BM of ΩBM is simple. It now follows from Lemma 2.9 (see also [13, Section 4 .A]) that J is an isomorphism for k 1 as well; note also that in this case we have
There is a natural operation on [S k , ΩBM ] 0 coming from the H-space structure of ΩBM . This operation is induced by the point-wise concatenation map
The map ⊡ also induces an operation on S k , ΩBM = π k (ΩBM ), and the bijection (8) is a homomorphism with respect to these operations. Moreover, when k 1, the Eckmann-Hilton argument [6] shows that the operation on S k , ΩBM induced by ⊡ agrees with the usual multiplication operation on π k (ΩBM ). With this understood, we may now view J as a group isomorphism.
Recall that there is a natural map
resulting from the fact that the simplicial space underlying BM has M as its space of 1-simplices 4 . The adjoint of (10) is a map from M to Map([0, 1], BM ), and since BM has a single 0-simplex, this adjoint in fact lands in the based loop space of BM . We denote this map by
Note that γ is natural with respect to continuous homomorphisms of topological monoids. One might like to define a map
via composition with γ, but some correction is needed to make this map
Given α ∈ ΩBM and g : S k → ΩBM , we simplify notation by writing α ⊡ g in place of c α ⊡ g. For each k 0, we now define
We note that there is a potential ambiguity in this notation: the symbol γ(f (1)) refers to the constant map with image γ(f (1)) ∈ ΩBM , not to the reverse of the constant map with image γ(f (1)) (of course a constant map is its own reverse). We will continue to use this notation throughout the section.
It is straightforward to check that Γ is well-defined on unbased homotopy classes, and
Proposition 3.1. For each k 0, the function Γ is a monoid homomorphism, natural in M . Moreover Γ induces a natural homomorphism
We can now define the desired map Γ :
4 Our conventions on geometric realization come from Milnor [25] , and (10) is induced
where J is the (natural) isomorphism (8) .
The proof of Proposition 3.1 will use the following elementary lemma.
Proof. The space of 2-simplices in the simplicial space BM homeomorphic to M ×M , with (m, n) corresponding to the sequence of composable morphisms * (n, * )
We describe the desired homotopy M × M × I → ΩBM by specifying its adjoint, which is induced by a map of the form
where H : I × I → ∆ 2 is defined below and π is induced by the definition of geometric realization. Set
and define
The map H is defined by
and one may check that it has the desired properties (note that we are using the conventions regarding (co)face maps from [25] ). This proves commutativity of (12) .
When M is homotopy commutative, the second statement in the lemma follows from the first: we have
Proof of Proposition 3.1. First we show that Γ is a monoid homomorphism. Given φ, ψ :
or in other words that
Applying Lemma 3.3 gives
Since the operation ⊡ is homotopy associative, to complete the proof that Γ is a homomorphism it remains only to show that [γ(ψ (1) It follows from the definitions that Γ sends all nullhomotopic maps to the identity element in [S k , ΩBM ] 0 . Since Γ is a monoid homomorphism, it extends to a group homomorphism out of Π k (M ) = Gr[S k , M ], which must be zero on the subgroup Gr(π 0 M ). This yields the desired homomorphism
Naturality of Γ, and hence of Γ, follows from naturality of γ.
Stably group-like monoids
We now show that under certain conditions, it is possible to construct an inverse to the homomorphism Given m 0 ∈ M , we write M
where the right-hand side is the infinite mapping telescope of this sequence. As in [28] , we write points in M ∞ (m 0 ) as equivalence classes of triples (m, n, t), where m ∈ M , n ∈ N, t ∈ [0, 1], and
for each n ∈ N. We always use e := [(e, 0, 0)] ∈ M ∞ (m 0 ) as the basepoint.
Our next goal is to prove the following special case of Theorem 2.6, from which the full result will be deduced in Section 5 using a colimit argument. Proposition 4.2. Let M be a proper, homotopy commutative topological monoid that is stably group-like with respect to a strongly 1-anchored element m 0 ∈ M . If the submonoid of strongly k-anchored components is cofinal in π 0 (M ) for some k 0, then
is an isomorphism.
Before giving the proof, we need to review some facts surrounding the Group Completion Theorem of McDuff and Segal [23] . A detailed account of this result and its proof appears in [5] (see also [24, 32] ). The Group Completion Theorem provides an isomorphism
under the conditions in Proposition 4.2. We will give an explicit description of this isomorphism in Lemma 4.5 below. The proof of Proposition 4.2 will then proceed by constructing another map
so that the composite
is inverse to Γ. If M is proper and stably group-like with respect to a strongly 1-anchored component [m 0 ], then (13) is induced by a zig-zag of weak equivalences, as we now explain. The monoid M acts continuously on
An action of M on a space X gives rise to a category (internal to CGTop) with object space X and morphism space M × X; the morphism (m, x) has domain x and range m · x, and composition is just multiplication in
We denote the classifying space of this category by X M . Since { * } M ∼ = BM (where { * } is the one-point space), we get a canonical map q : X M → BM induced by the projection X → { * }. When X = M ∞ (m 0 ), we call this projection map q(M, m 0 ).
The isomorphism (13) is induced by a zig-zag of weak equivalences of the form (14) ΩBM
Here hofib(q(M, m 0 )) is the homotopy fiber of q(M, m 0 ) over the basepoint * ∈ BM . Points in hofib(q(M, m 0 )) are pairs (14) is induced by sending a based loop 
The second map g in (14) is the natural inclusion of the fiber of q(M, m 0 ) over * ∈ BM into the homotopy fiber. The fact that g is a weak equivalence is established in [28, Proof of Theorem 3.6] under a stronger anchoring condition on m 0 (see Remark 2.5). The proof given in [28, Proof of Theorem 3.6] relies on the fact that g induces isomorphisms in homology for all local (abelian) coefficient systems. A full proof of this fact, due to Randal-Williams, appeared only recently [32] . In the present context, however, considerations of non-trivial coefficient systems can be avoided: we show in Lemma 4.3 below that M ∞ (m 0 ) is in fact a simple space whenever m 0 is strongly 1-anchored. Since ΩBM is a group-like H-space, it too is simple, as is hofib(q(M, m 0 )) ≃ ΩBM . Thus in the present situation, to conclude that g is a weak equivalence it suffices (by [13, Proposition 4 .74]) to show that g induces an isomorphism in integral homology; this is proven, for instance, in [5, Section 6.4] .
For each k 0, there is a natural isomorphism
where the maps in the colimit on the right are those induced by (right) multiplication by the constant map c m 0 . We will denote the colimit on the right by
It will be helpful to describe the isomorphism (15) explicitly. Each finite stage of the mapping telescope M ∞ (m 0 ) deformation-retracts, in a canonical manner, to its right end M × {n} × {0} (n = 0, 1, . . .). Let
be the track of this deformation retraction on [(e, 0, 0)], so that ξ n is a path from [(e, 0, 0)] to [(m n 0 , n, 0)]. Then for each α ∈ π k (M, m n 0 ), the isomorphism (15) sends α to ξ n · α , where · refers to the operation described in Lemma 2.9. We refer to ξ n · α as a representative of ξ n · α at level n. Note that if x ∈ π k (M ∞ (m 0 ), e) admits a representative at level n, then it also admits representatives at level N for all N n. Lemma 4.3. Let M be a topological monoid that is stably group-like with respect to a strongly 1-anchored
, we may choose representatives ξ n · ξ and ξ n · α of these classes (at the same level), and we may assume that there exists a homotopy H anchoring m n 0 . Now consider the homotopy 1] should of course be reparametrized to have domain starting at 0). We have
allowing us to conclude that ξ n · ξ acts trivially on ξ n · α , as desired.
To prove (17,) let H be a homotopy anchoring m n 0 , and let η be the loop
, and set
For each s ∈ [0, 1], g s is based at m 2n 0 , and
To complete the proof, we must extend this simplicity result to the other path components of M ∞ (m 0 ). The proof is essentially that of [28, Corollary 3.14], so we will be brief. Let C be the path component of
Then f (C) ⊂ C e and g(C e ) ⊂ C. We claim that g * • f * , and hence f * , is injective on homotopy. Simplicity of C e then implies simplicity of C. Since
], the restriction of g • f to M × {l} × {0} is homotopic to the inclusion. Injectivity of g * • f * now follows from the fact that every compact set in M ∞ (M ) can be homotoped into M × {l} × {0} for some l.
The preceding discussion is summarized by the following proposition.
Proposition 4.4. Let M be a proper, homotopy commutative topological monoid that is stably group-like with respect to a strongly 1-anchored element m 0 ∈ M . Then there are weak equivalences
Our next goal is to give an explicit description of the isomorphism on homotopy groups provided by (18) . Let
denote the inclusion of M into the nth stage of the mapping telescope, and define
where γ : M → ΩBM is the map (11).
Lemma 4.5. Let M and m 0 be as in Proposition 4.2. Then for each element α ∈ π k (M, m n 0 ), the isomorphism
Note that every class in π k (M ∞ (m 0 )) has the form (i n ) * (α) for some α ∈ π k (M, m n 0 ) (by (15)), so Lemma 4.5 completely determines the isomorphism
induced by (14) . By abuse of notation, we will denote this isomorphism by i • f −1 from now on.
Proof of Lemma 4.5. It suffices to show that the diagram
is homotopy commutative. This can be proven using the argument at the end of the proof of [28, Theorem 3.6] . That argument shows that the diagram commutes after passing to connected components, and it is routine to check that the paths constructed there give rise to a continuous homotopy.
Remark 4.6. When k = 0, the colimit (16) has a monoid structure defined as follows: denoting elements in
This monoid structure is in fact a group structure since M is stably grouplike with respect to [m 0 ], and the bijection
given by composing (13) and (15) is a monoid isomorphism (see Ramras [28, Theorem 3.6] for details).
Proof of Proposition 4.2. Given a based homotopy class
Since all constant maps are trivial in Π k (M ), the maps Ψ n are compatible with the structure maps for colim n→∞ π k (M, m n 0 ) and induce a well-defined function Ψ : colim
1, it follows from Lemma 2.10 that Ψ is a homomorphism, while for k = 0, this is immediate from the definitions (the monoid structure on colim
, where i • f −1 is the map from Lemma 4.5. We will show that Γ and Φ are inverses of one another. 
so Γ • Φ is the identity map.
5 It then follows that Φ is independent of m0 and is natural. Since i • f −1 is an isomorphism, we also conclude that Ψ is an isomorphism. , and in fact we may assume φ(1) = m n 0 since the basepoint 1 ∈ S k is non-degenerate. Now
Applying (i • f −1 ) to this element gives (i n ) * φ , which maps to [φ] under Ψ as desired.
Proof of Theorem 2.6
We will need a definition.
Definition 5.1. Given a topological monoid M and a submonoid N ⊂ π 0 (M ), we define
More generally, if S is an arbitrary subset of π 0 (M ), we define
where S is the submonoid of π 0 (M ) generated by S. Note that S is a submonoid of M , and π 0 S = S . Moreover, S is a union of path components of M .
Observe that if M is homotopy commutative, so is S (for every S ⊂ π 0 (M )), and if m ∈ S is strongly 1-anchored in M , the same is true in S.
Proof of Theorem 2.6. Consider the set F of all finite subsets of π 0 (M ), which forms a directed poset under inclusion. For each F ∈ F, let σ(F ) ∈ π 0 (M ) be the product of all elements in F (this is well-defined, since M is homotopy commutative). Since the subset of strongly 1-anchored components is cofinal in π 0 (M ), the set
is cofinal in F (in the sense that each F ∈ F is contained in some F ′ ∈ F ′ ), and hence the natural map (23) colim
Since Γ is a natural transformation, to prove the theorem it will suffice to show that Γ F is an isomorphism for each F ∈ F ′ and that the natural maps (24) colim
and (25) colim
are isomorphisms for each k.
To show that Γ F is an isomorphism for each F ∈ F ′ , it suffices (by Proposition 4.2) to check that F is stably group-like with respect to the element σ(F ). Letting F = {a 1 , . . . , a l }, each component of F has the form C = [a
for some n j 0 (j = 1, 2, . . . , l). Setting N = max {n 1 , . . . , n l }, we have
so F is stably group-like with respect to σ(F ).
Next we show that (24) and (25) are isomorphisms. For the former, it suffices to observe that since (23) is a bijection, every map from a path connected space (e.g. S k or S k × I) into M factors through one of the embeddings F ֒→ M . For the latter, it suffices to show that for each k, these embeddings induce an isomorphism (26) colim
Given a topological monoid P , the singular simplicial set S.P has the structure of a simplicial object in the category of (discrete) monoids, and we define B(S.P ) to be the (thick) geometric realization of the bisimplicial set N..(S.P ) formed by applying the bar construction to each monoid S p P (p ∈ N); thus the set of simplices of N..(S.P ) in bi-degree (p, q) is (S p P ) q ∼ = S p (P q ). Let N.(S.P ) be the simplicial space 
in which the vertical maps in (28) are both isomorphisms by (27) .
The bottom map in Diagram (28) is the same as (26) , and to prove that this map is an isomorphism, it remains to observe that top map in Diagram (28) This completes the proof, because homotopy groups of the geometric realization commute with filtered colimits in the category of (bi)simplicial sets (for the thin geometric realization, this is proven in [4, Proposition A.2.5.3], for instance, and the thick and thin geometric realizations are naturally homotopy equivalent by [5, Lemma 1.7 and Theorem 7.1]).
Abelian monoids
In this section we consider the case of abelian monoids A, in which every element is automatically strongly anchored. In this case we can give a different proof of Theorem 2.6 (under a mild point-set assumption), using Quillen's approach to group completion [12, Appendix Q]. The argument presented here is similar to the arguments of Friedlander-Mazur [12, Section 2] (see also Friedlander-Lawson [11, Section 1]). At the end of this section, we discuss two particularly interesting abelian monoids, giving rise to Lawson homology of complex projective varieties, and to the deformation representation ring of a discrete group.
In this section, BA will denote the thin realization |N.A| of the bar construction on A, and we will assume that the inclusion of the identity element into A is a closed cofibration. As discussed in the Introduction, this condition, which we call properness, implies that the natural map ||N.A|| → |N.A| is a homotopy equivalence.
Let S be a set, and let F (S) be the free abelian monoid generated by S. We may consider F (S) as a category whose object set is the underlying set of F (S), and whose morphisms x → y are those z ∈ F (S) satisfying x + z = y. This is a filtered category, since given two objects x, y ∈ F , there exist morphisms x → x + y and y → y + x = x + y (and any two parallel arrows are equal). In what follows, we will use the fact that homotopy groups commute with filtered colimits of simplicial sets [4, Proposition A.2.5.3].
Let A be a topological abelian monoid. Following [12] , we define a base system for A to be a set B of representatives for π 0 A (in fact, Friedlander and Mazur allow more general base systems). Given an arrow a → a ′ in F (B), there exists a unique b ∈ F (B) such that a ′ = a + b, and we say that this arrow is labeled by b.
A choice of base system B defines a functor from F (B) to simplicial sets, sending each object to S.A (the singular set of A), and each morphism labeled by b to the map S.A → S.A induced by multiplication by b ∈ A. We will denote the colimit of this functor simply by colim B S.A, and similarly for the functor obtained by composing with geometric realization. We will explain the intermediate simplicial spaces as we go. For each k, Gr(S k A) is a discrete abelian group, and hence the natural maps γ : Gr(S k A) −→ ΩBGr(S k A) are weak equivalences. Letting k vary, we obtain the first weak equivalence of simplicial spaces in (29) .
Next, since S k A is good, the natural map S k A → Gr(S k A) induces a weak equivalence ΩBS k A ≃ −→ ΩBGr(S k A) by Quillen [12, Appendix Q, Propositions Q.1, Q.2]. These maps assemble to give the second weak equivalence in (29) .
The third weak equivalence in (29) is the natural map from the level-wise loop space of a simplicial space to the loop space of its realization; since BS k A is connected for each k, this map is a weak equivalence by May [ To complete the proof, we will show that there is natural weak equivalence of simplicial sets (30) colim B S.A φ −→ Gr(S.A). 6 We are using the thin geometric realization in this section so that we can apply May's result.
Let t : F (B) → A be the monoid homomorphism induced by the inclusion B ֒→ A. Elements in colim B S k A are represented by pairs (b, σ) with b ∈ F (B), σ : ∆ k → A, and we set
where c t(b) is the degenerate k-simplex with value t(b) ∈ A. Since S.A is good, the main result of Quillen [12, Appendix Q] shows that φ restricts to a homology equivalence between the connected components of the identity elements (namely the element in colim B S k A represented by (0, c 0 ) and the element in c 0 ∈ Gr(S 0 A)). We will show that the domain and range of φ are group-like topological abelian monoids, with φ inducing an isomorphism between their groups of connected components. Then φ is a homology isomorphism between simple spaces, hence a weak equivalence [13, Proposition 4.74, Example 4A.3]. Since |Gr(S.A)| is the realization of a simplicial abelian group, it is a topological abelian group. Next, we claim that colim B S.A has the structure of a simplicial abelian monoid, so that its geometric realization is a topological abelian monoid. For each k, the addition map A × A → A induces a map
and since A is (strictly) abelian, there is a well-defined map
This map makes colim B S k A a monoid (with identity element represented by (0, c 0 )). Moreover, the simplicial structure maps in colim B S.A are monoid homomorphisms. The map
is induced by a map of simplicial monoids, so it is a monoid homomorphism. We have natural isomorphisms of monoids
where f sends the point in colim
Hence the domain of (31) (31) is an isomorphism of groups, completing the proof. Corollary 6.2. Let A be a proper, topological abelian monoid with base system B. Then for each k 1, there is a natural isomorphism
The colimit above refers to the functor from F (B) to groups sending b ∈ F (B) to π k (A, t(b)), and sending each morphism labeled by c to the map induced by multiplication by t(c).
Proof. The first isomorphism follows from Theorem 6.1. Indeed, letting |c a | denote the point in |S.A| corresponding to the 0-simplex at a ∈ A, we have
where the second isomorphism follows from the fact that the weak equivalence |S.A| → A sends |c a | to a and induces a map between colimits. (Note that here we are taking a colimit in the category of groups.)
Consider the map
. This map is well-defined, and Lemma 2.10 shows that it is a monoid homomorphism. Surjectivity of ψ follows from the fact that every α : S k → A is homotopic to a map α ′ with α ′ (1) ∈ B. 
6.1. Lawson homology. The above results yield a concrete description of the homology groups for complex projective varieties introduced by Blaine Lawson [15] . Let X be a complex projective variety. Then associated to X one has the topological abelian monoid C m (X) of effective m-dimensional cycles in X. Points in C m are finite formal sums n 1 V 1 + · · · + n k V k with n i ∈ N and V i ⊂ X an irreducible subvariety of dimension m. Formal addition makes C m into an abelian monoid. Fixing an embedding X ֒→ CP n allows one to define the degree of a subvariety V ⊂ X, and we can extend by linearity to obtain a homomorphism deg : For good introductions to this subject, see the surveys of Lima-Filho [20] and Peters-Kosarew [26] . Note that the identity element in C m (X) forms its own path component, so C m (X) is proper and Theorem 2.6 gives the following result.
Corollary 6.3. Let X be a complex projective variety. Then there is a natural isomorphism
6.2. The deformation representation ring. Next we turn to the deformation representation ring, introduced by Tyler Lawson [18] . This is a direct topological analogue of the ordinary representation ring of a discrete group G. Consider the topological monoid
where the representation space Hom(G, U (n)) is topologized as a subspace of Map(G, U (n)) (with the compact-open topology), and U (n) acts by conjugation. Block sum of matrices makes this into a topological abelian monoid, and the unique element in Hom(G, U (0))/U (0) is the identity element. The deformation representation ring of G is defined by R def * (G) = π * ΩBRep(G) . (Lawson shows that there is a ring structure on this graded abelian group, induced by tensor product of representations.) One can also consider the general linear version of this construction. Again, these monoids are proper, and Theorem 2.6 yields:
Corollary 6.4. For each discrete group G, there is a natural isomorphism
Deformation K-theory
We can use Theorem 2.6 to describe the homotopy groups of the unitary and general linear deformation K-theory spectra associated to finitely generated discrete groups. The homotopy groups of these spectra are simply the ordinary homotopy groups of the group completions of the monoids
where on the right-hand side we are taking the homotopy orbit space (Borel construction) with respect to the conjugation action. Using a functorial model for the universal bundles EU (n) and EGL(n) in forming the Borel construction, block sum of matrices endows the above spaces with the structure of topological monoids. Moreover, every element in each of these monoids is strongly anchored. See [28] for details. Theorem 2.6 implies that for each m 0, the natural map
is an isomorphism. Our next goal is to describe these homotopy groups explicitly in terms of spherical families of representations S m → Hom(G, U(n)).
Hom(G, U(n)).
Block sum of matrices makes Rep(G) into a topological monoid, with the unique element in Hom(G, U(0)) as the identity. Replacing U(n) by GL(n), we obtain the monoid Rep(G, GL). Proof. We will phrase the proof so as to apply to both the unitary and general linear cases. Consider an n-dimensional representation ρ. Consider the permutation matrices (32) I m,n = 0 nm I n I m 0 mn , where 0 pq denotes the p × q zero matrix. Note that if A and B are m × m and n × n matrices, respectively, then I m,n conjugates A⊕ B to B ⊕ A. Since I m,n is diagonalizable, Ramras [28, Lemma 4.3] implies that there exists a path A t in Stab(ρ ⊕ ρ) (the stabilizer under the conjugation action) with A 0 = I 2n and A 1 = I n,n . Now
defines a homotopy anchoring ρ.
Let K −m ( * ) denote the complex K-theory of a point, so K −m ( * ) = Z for m even and K −m ( * ) = 0 for m odd. Theorem 7.3. Let G be a discrete group. Then there are natural isomorphisms
for each m > 0, as well as natural isomorphisms
. Analogous isomorphisms exist in the general linear case, so long as G is finitely generated.
We will need a lemma regarding the fibrations
Lemma 7.4. Let ρ : G → U(n) be a representation of the form ρ ∼ = ρ ′ ⊕ I k 0 , and assume that ρ ′ decomposes further as a direct sum of the form
for some (non-zero) representations ρ ′ i , where k i ρ ′ i denotes the k i -fold block sum of ρ ′ i with itself. Let k = min{k 0 , k 1 , . . . , k r }, Then for m 2k, the map i n appearing in the fibration sequence (33) induces an injection
The analogous statement holds with U(n) replaced by GL(n), so long as G is finitely generated.
Proof. We begin by proving the unitary case. At the end, we will explain the additional arguments needed in the general linear case.
If k = n (that is, if ρ = I n ), then this follows from the fact that the fibration (33) admits a splitting sending [e, * ] ∈ BU(n) ∼ = { * } hU(n) to [e, I n ] ∈ Hom(G, U(n)) hU(n) ; this splitting is just the map on homotopy orbit spaces induced by the U(n)-equivariant inclusion {I n } ֒→ Hom(G, U(n)) (note that in this case, (i n ) * is injective in all dimensions, not just when m 2k = 2n). So we will assume k < n.
It will suffice to show that for m 2k, the boundary map
is zero. Since we have assumed k < n, we have m 2k < 2n, which means π m+1 (BU(n), * ) is in the stable range, and is zero for m even. Hence we will assume m is odd for the remainder of the proof. Let O ρ ⊂ Hom(G, U(n)) denote the conjugation orbit of ρ. Then ∂ factors through the boundary map for the fibration
and we claim that π m (O ρ ) = 0 if m is odd and less than 2k, which will complete the proof. Letting Stab ρ U(n) denote the stabilizer of ρ under conjugation, Schur's Lemma implies that
where the numbers n i are the multiplicities of the irreducible summands of ρ. Our assumption on ρ implies that n i k for each i. The inclusion
is homotopic to the standard inclusion of U(k 0 ) into U(n), and hence is an isomorphism on homotopy in dimensions less than 2k 0 , and in particular, this map is an isomorphism on homotopy in dimensions less than 2k. This implies that the inclusion Stab ρ ֒→ U(n) is surjective on homotopy in dimensions less than 2k, and consequently the boundary map for the fibration sequence
for m 2k − 1. But we are assuming that m is odd and m < 2k 2n i for each i, so
It follows that π m (O ρ ) = 0 when m is odd and less than 2k. This completes the proof in the unitary case.
To extend this argument to the general linear case, we need to analyze Stab ρ for representations ρ : G → GL(n), with G finitely generated. If ρ is completely reducible (that is, isomorphic to a block sum of irreducible representations) then a decomposition analogous to (34) still holds, but this can fail if ρ is not completely reducible. We claim there exists a representation ρ red in the path component of ρ which is completely reducible and still satisfies the hypotheses of the Lemma. This will suffice, since the map (i n ) * is independent (up to isomorphism) of the chosen basepoint within the path component of ρ. Note that the rest of the unitary argument applies equally well in the general linear case, since GL(n) ≃ U(n).
To prove the existence of ρ red , we appeal to some results from algebraic geometry. If G is generated by, say, l elements (l < ∞), then
is an affine variety, cut out by the ideal of polynomials corresponding to the relations in G. A basic result in Geometric Invariant Theory states for every conjugation orbit O ⊂ Hom(G, GL(n)), there exists a (unique) completely reducible representation inside the closure O (in general, orbit closures of complex reductive groups acting on affine varieties contain unique closed orbits [3, Corollary 6.1 and Theorem 6.1], and in the present situation complete reducibility is equivalent to having a closed orbit [21, Theorem 1.27]). This implies that every path component of Hom(G, GL(n)) contains a completely reducible representation, since Hom(G, GL(n)) is triangulable (as are all affine varieties [14] ).
Recall that we have a decomposition
Letting ρ ′′ i denote the completely reducible representation in the path component of ρ ′ i , we see that
is again completely reducible, lies in the same path component as ρ, and satisfies the hypotheses of the Lemma, as desired.
Proof of Theorem 7.3. For m = 0, this is elementary (see the proof of [28, Lemma 2.5]), so we will assume m > 0. We will work in the unitary case; the proof in the general linear case is the same. Lemma 7.2, Theorem 2.6, and Proposition 2.8 give natural isomorphisms
To obtain natural isomorphisms between
(m > 0) it remains only to show that there are natural isomorphisms
Each representation space for the trivial group is a single point, so
and this monoid is stably group-like with respect to each of its components. Hence the Group Completion Theorem, together with Bott Periodicity, gives us isomorphisms
and this will be our model for K −m ( * ). The inclusion {1} ֒→ G induces a map of monoids
and hence a map
The maps
combine into a monoid homomorphism
and we have an induced map
To complete the proof, it will suffice to show that the sequence
is split exact for each m 1 (note that we are abbreviating (ΩBi) * to i * and (ΩBq) * to q * ). The map q * admits a right inverse, induced by the projection G → {1}, so the sequence (38) splits and q * is surjective. Next, the composite q • i factors through the discrete monoid N. Since π m (ΩBN) = 0 for m > 0, we have q * •i * = 0. To prove exactness of (38), it remains to show that ker(q * ) ⊂ Im(i * ) and ker(i * ) = 0. We will prove these statements by directs argument using Theorem 2.6, which provides an isomorphism between (38) and the corresponding sequence obtained by applying the functor Π m in place of π m (ΩB). Hence for the rest of the argument we will work with the sequence
First we show that ker(q * ) ⊂ Im(i * ). By Proposition 2.8, each element in ker(q * ) is represented by a map ψ : S m → Hom(G, U(k)) hU(k) such that for some constant map c : S m → BU(k ′ ), the map (q • ψ) ⊕ c is nullhomotopic. It follows that for any constant map c : S m → Hom(G, U(k ′ )) hU(k ′ ) , the homotopy class ψ ⊕ c lies in the kernel of
(for appropriately chosen basepoints). Since the sequence (33) is a fibration sequence for each n 0, there exists a map to both sides of (40) gives
Since U(n) is path connected, the map i n induces a bijection on path components for every n. Thus there exist constant maps c and d such that
so in particular i • (ρ ⊕ e) is nullhomotopic. (Note that while the above nullhomotopy need not be based, a based map out of a sphere that is nullhomotopic in the unbased sense is also nullhomotopic in the based sense, since basepoint in the sphere is non-degenerate.) Moreover, we have an isomorphism of representations
so, letting N = dim(ρ ⊕ e), Lemma 7.4 implies that the map
is injective if we use (ρ ⊕ e)(1) as our basepoint for Hom(G, U(N )). Since i • (ρ ⊕ e) is nullhomotopic, we conclude that ρ ⊕ e is nullhomotopic as well, and since e is constant it follows that [ρ] = 0 in Π m Rep(G). This completes the proof that (39) is exact, and also completes the proof of the Theorem.
Applications to families of characters
In this section, all discrete groups will be assumed to be finitely generated. We now give some applications of the preceding results to spherical families of (unitary) characters, that is, maps
We introduce two basic properties of such families.
Definition 8.1. Consider a family of characters
We say that χ is stably nullhomotopic if there exists a character χ 0 ∈ Hom(G, U (n))/U (n) such that χ ⊕ χ 0 is nullhomotopic.
We say that χ is geometric if there is a family of representations
such that χ ≃ π • ρ, where π : Hom(G, U (n)) → Hom(G, U (n))/U (n) is the quotient map. We say that χ is stably geometric if there exists a character χ 0 such that χ ⊕ χ 0 is geometric.
The term geometric is motivated by the observation that when G is the fundamental group of a manifold M , a family χ is geometric if and only if it is homotopic to the holonomy of some family of flat bundles over M (parametrized by X).
Our descriptions of π * K def (G) and π * R def (G) lead to close relationships between these concepts and the Bott map on deformation K-theory. To work with this map, we will view K def (G) as an S-module in the sense of [7] ; see [29, Section 6] for a discussion of the necessary concepts regarding S-modules and their applications in this context. The main point we need is that there are S-modules R def (G) and K def (G) whose homotopy groups are naturally isomorphic to R def * (G) and K def * (G) (respectively) as defined in Sections 6.2 and 7.
The Bott map takes the form
and is induced from the classical Bott map Σ 2 ku → ku on the connective K-theory spectrum ku = K def (1) by smashing (over ku) with the identity map on K def (G). Note here that tensor product of representations makes K def (G) into a ring spectrum (this was first proven in [17] ) and in fact an S-algebra. The natural map q * : K def (1) → K def (G) (where q : G → 1 is the projection) then gives K def (G) the structure of a ku-module (in fact, a ku-algebra). 
where the second map is induced by the quotient map Rep(G) hU → Rep(G). The associated long exact sequence in homotopy has the form
This yields the desired statement regarding vanishing of R def m (G), and shows that shows that injectivity of β * :
. It remains to show that surjectivity of this map is equivalent to the first statement in the lemma. Theorem 7.3 provides a splitting
⊕ π m ku, in which the second summand is the image of the natural map ku → K def (G) (on homotopy). Since the Bott map on π * ku is an isomorphism, this summand is in the image of the Bott map on K def * (G), and hence maps to zero under the projection K def * (G) → R def * (G). Together with the naturality statement in Theorem 2.6, this implies that surjectivity of
and the desired result follows from Proposition 2.8. Proof. This follows immediately from Lemma 8.2, because the domain of the Bott map
In the examples known thus far, two interesting phenomena appear. First, all spherical families of characters are stably geometric. Second, once the dimension of the spherical family is sufficiently high, all spherical families of characters are stably nullhomotopic. The dimension bound, interestingly, appears to be related to the rational cohomological dimension of G, namely the smallest dimension in which H * (BG; Q) is non-zero. We denote this number by Qcd(G).
We now explain several examples of these phenomena. It will also be helpful to understand the structure of K def (G) as a ku-module in these examples.
Finite groups. If G is finite, then Hom(G, U (n))/U (n) is a discrete space (it is a subspace of U (n) G , hence compact and Hausdorff, and it is finite since G has finitely many irreducible representations). Hence every family of characters parametrized by a connected space is constant, and in particular both stably nullhomotopic and stably geometric. Note that in this case, H * (BG; Q) = 0.
As a ku-module, K def (G) is simply a wedge of copies of ku, one for each irreducible representation of G. This was first proven by T. Lawson [16, Chapter 6.3] ; see also [28, Section 5] . The Heisenberg group. Let H denote the (integral) Heisenberg group, consisting of 3 × 3 upper-triangular integer matrices with 1's on the diagonal. T. Lawson calculated both R def * (H) and K def * (H) [16, 17] . In particular, R def * (H) vanishes for * > 2. Proposition 8.3 then implies that all spherical families of characters of H are stably geometric, and Corollary 6.4 implies that those of dimension greater than 2 are stably nullhomotopic. Note that H has rational cohomological dimension 3, because R 3 /H is a closed, orientable 3-manifold that models BH (here we view R 3 as the Lie group of 3 × 3 upper-triangular real matrices with 1's on the diagonal).
We in fact have the following description of K def (H) as a ku-module:
This weak equivalence is obtained by choosing bases {f i } i and {g i } i for
. These classes can be viewed as maps of spectra f i : S 0 → K def (H) and g i : S 1 → K def (H). We now obtain maps f i : ku → K def (H) as the composites
where µ is the structure map for the ku-module K def (H), and similarly we obtain maps g i : Σku → K def (H) as the composites
is now a map of ku-modules and an isomorphism on homotopy, as desired. (Note that these infinite wedges should be interpreted as colimits of finite wedges.)
Crystallographic groups. Recall that a (d-dimensional) crystallographic group is a discrete, cocompact subgroup of the group of isometries of R d (with its standard Euclidean metric). In [30] , it was shown that R def * (G) vanishes in degrees * > d. Combining this with Corollary 6.4 leads to the following result.
For the 17 isomorphism classes of 2-dimensional crystallographic groups, it follows that the Bott map is injective in all dimensions. Proposition 8.5. If G is a 2-dimensional crystallographic group, then all spherical families of characters of G are stably geometric.
T. Lawson calculated the deformation K-theory of the 2-dimensional crystallographic group G = Z 2 ⋊ Z/4Z, where Z/4Z acts by an order 4 signed permutation matrix, concluding that
For many crystallographic groups, Rep(G) is stably group-like with respect to the trivial representation (see [30, Section 10] ), and hence one only needs to stabilize with respect to block sum by identity matrices.
Surface groups. Let Σ be a product of compact aspherical surfaces, possibly with boundary. The deformation K-theory of π 1 Σ was calculated in [29] . In particular, the Bott map on K def * (π 1 Σ) is injective in all dimensions, and R def * (π 1 Σ) vanishes above the rational cohomological dimension of Σ [29, Proposition 6.11] . Thus all spherical families of characters are stably geometric, and those of dimension greater than Qcd(Σ) are stably nullhomotopic. Note that Rep(π 1 Σ) is stably group-like with respect to the trivial representation [29, Lemma 6.4] , so one only needs to stabilize with respect to block sum by identity matrices. Proposition 8.6. With Σ as above, for each spherical family of characters of ρ : S k → Hom(π 1 Σ, U (n))/U (n), there exists N ∈ N such that ρ ⊕ I N is geometric.
We note that this class of groups includes free groups (since Σ is allowed to have boundary) and free abelian groups. In these cases there are deformation retractions
Indeed, it is shown in Florentino-Lawton-Ramras [9, Proposition 3.4] that Hom(π 1 Σ, GL(n))/GL(n) (which is usually non-Hausdorff) deformation retracts to the geometric invariant theory quotient Hom(π 1 Σ, GL(n))/ /GL(n), which in turn deformation retracts to the subspace of unitary characters by Florentino-Lawton [8] (see also Bergeron [2] ). Hence in these cases, Proposition 8.6 applies to spherical families of general linear representations as well.
These examples raise the following questions. Question 8.7. Does there exist a finitely generated discrete group G and a spherical family of unitary characters that is not stably geometric? Question 8.8. If G is a finitely generated discrete group, and d > Qcd(G), are all S d -families of unitary characters are stably nullhomotopic?
It would also be interesting to answer these questions for other classical sequences of Lie groups (e.g. the general linear groups) in place of U (n).
We close by noting that these phenomena interact well with both free and direct products of groups.
For free products, the main result of [28] provides short exact sequences
0, and the maps in this sequence commute with the Bott maps. By the 4-lemma, injectivity of the Bott maps for G 1 and G 2 implies injectivity of the Bott map for G 1 * G 2 . In all cases in which injectivity of the Bott map is known (finite groups, products of surface groups, the Heisenberg group, G = Z 2 ⋊Z/4Z) we in fact have a more detailed description of K def (G) as a ku-module: it is elementary, in the following sense. Definition 8.9. We say that a ku-module M is elementary if it is a countable wedge sum of ku-modules of the form Σ i ku and Σ i (ku/n). The maximum value of i appearing in this decomposition will be called the suspension degree of M .
The spectrum ku/n is the "cofiber of multiplication by n"; its homotopy is given by π * (ku/n) = Z/nZ for * even, and π * (ku/n) = 0 for * odd, and its Bott map is an isomorphism in all (positive) dimensions. The spectrum ku/2 appears as a summand in the deformation K-theory of non-orientable surface groups; see [29] .
We have the following basic observations about elementary modules.
Lemma 8.10. Assume K def (G) is elementary. Then its Bott map is injective in all dimensions, and R def m (G) is isomorphic to the cokernel of
Consequently, all spherical families of characters of G are stably geometric, and the maximum dimension in which R def * (G) is non-zero is equal to the suspension degree of K def (G).
Proposition 8.11. If G is built via free and direct products from groups whose deformation K-theory is elementary, then K def (G) is elementary as well, and hence all spherical families of characters of G are stably geometric.
Furthermore, the suspension degree of K def (G 1 * G 2 ) is the maximum of the suspension degrees of K def (G 1 ) and K def (G 2 ).
Proof. The main result of [17] provides a weak-equivalence of ku-modules
where the smash product on the right is calculated in the derived category of ku-modules. Since the smash product is a left adjoint [7, III.3.2] , it commutes with colimits, and in particular it distributes over (countable) wedge sums. By [29, Lemma 6.7] , there is a weak equivalence of ku-modules (46) (ku/n) ∧ ku (ku/m) ≃ ku/gcd(n, m) ∨ Σ(ku/gcd(n, m)).
It follows that if K def (G 1 ) and K def (G 2 ) are elementary, so is K def (G 1 ×G 2 ). For free products, the main result of [28] shows that K def (G 1 * G 2 ) is the homotopy pushout of the diagram
where the maps are induced by the projections G i → 1. These maps ku → K def (G i ) are split by the map induced by 1 → G, and hence they are isomorphisms onto ku-summands in K def (G i ). Writing K def (G 1 ) ≃ ku∨M 1 and K def (G 2 ) ≃ ku ∨ M 2 , it follows that the homotopy pushout of (47) is weakly equivalent to ku ∨ M 1 ∨ M 2 , which is again elementary and has the claimed suspension degree.
Corollary 8.12. If Question 8.8 has a positive answer for G 1 and for G 2 , and K def (G 1 ) and K def (G 2 ) are elementary, then the question also has a positive answer for G 1 * G 2 .
Proof. By Lemma 8.10, we know that the suspension degree of K def (G i ) is at most Qcd(G i ) (i = 1, 2), and we must show that the same holds for G 1 * G 2 . By Proposition 8.11, the suspension degree of K def (G 1 * G 2 ) is the maximum of those for K def (G 1 ) and K def (G 2 ). Similarly, the MayerVietoris sequence applied to B(G 1 * G 2 ) = BG 1 ∨ BG 2 shows that Qcd(G 1 * G 2 ) = max(Qcd(G 1 ), Qcd(G 2 )).
For direct products, the situation is somewhat subtler, because the additional suspension appearing in (46) can, in principle, prevent the suspension degree from being additive under direct products. However, the suspension degree is additive for elementary modules of the form 
that further satisfy max{i j } j > max{l k } k , and in all the cases considered above in which K def (G) is known to be elementary, this holds: terms of the form Σ l (ku/n) only appears for fundamental groups of aspherical, nonorientable surfaces, whose deformation K-theory has the form ku ∨ i Σku ∨ ku/2 with i > 1. Thus if G is a direct product of the groups above for which we know that K def (G) is elementary, then we have a positive answer to Question 8.8 for G. −1 to the identity. Hence f descends to a homomorphism out of π 1 BS.M (which we continue to denote by f ). Moreover, letting u : π 0 M → Gr(π 0 M ) denote the the universal map from π 0 M to its group completion, we see that
is simply u, and the universal property of u implies that f • g must be the identity map on Gr(π 0 M ).
To complete the proof, we will show that g • f is the identity on π 1 BS.M . For each generator σ ∈ S 1 M we have g • f ([σ]) = σ(0) , where σ(0) is the constant map [0, 1] → M with value σ(0). We must show that σ = σ(0) in π 1 BS.M . Let σ denote the reverse of σ (so σ(t) = σ(1 − t)). A based nullhomotopy of the loop σ ✷ σ yields a singular 2-simplex τ : ∆ → M with d 0 τ = σ, d 2 (τ ) = σ, and d 1 (τ ) = σ(0). Now consider the 2-simplex (τ, s 0 σ) ∈ S 2 (M × M ), where s 0 denotes the degeneracy operator in S.M . This yields the relation σ σ = σ(0) • σ in π 1 BS.M . Since π 1 BS.M is a group, to complete the proof it suffices to show that σ(0) • σ = σ(0) σ . More generally, for any α, β ∈ S 1 M , the relation α•β = α β is witnessed by the 2-simplex (s 1 α, s 0 β) ∈ S 2 (M × M ).
