We study the identification and estimation of statistical functionals of multivariate data missing non-monotonically and not-at-random, taking a semiparametric approach. Specifically, we assume that the missingness mechanism satisfies what has been previously called "no self-censoring" or "itemwise conditionally independent nonresponse," which roughly corresponds to the assumption that no partiallyobserved variable directly determines its own missingness status. We show that this assumption, combined with an odds ratio parameterization of the joint density, enables identification of functionals of interest, and we establish the semiparametric efficiency bound for the nonparametric model satisfying this assumption. We propose a practical augmented inverse probability weighted estimator, and in the setting with a (possibly high-dimensional) always-observed subset of covariates, our proposed * The authors gratefully acknowledge funding from the National Institutes of Health, grant R01 AI127271-01 A1. estimator enjoys a certain double-robustness property. We explore the performance of our estimator with simulation experiments and on a previously-studied data set of HIV-positive mothers in Botswana.
Introduction
Missing data are a pervasive feature of observations in almost every area of scientific study.
Techniques for accounting for missing data in settings where the missingness depends only on observed data ("missingness-at-random" or MAR) are well-developed (Robins et al. 1994 , Tsiatis 2006 , Little and Rubin 2014 . The situation is substantially more difficult, however, in multivariate settings when the probability of missingness may depend on unobserved parts of the data ("missingness-not-at-random" or MNAR) and when the patterns of missingness are non-monotone (see , Rotnitzky and Robins 1997 , Scharfstein et al. 1999 . Non-monotone missingness may occur, for example, when there are complex patterns of drop-out/re-entry in a longitudinal study or when, as is often the case in practice, exposure, covariate, and outcome variables may each be subject to missing values with no specific pattern across the sample. Robins and Gill (1997) and Vansteelandt et al. (2007) argue that missingness-not-at-random should be expected in non-monotone longitudinal settings if, for example, a research subject's decision to re-enter depends in part on the evolution of attributes that would have been recorded in missed visits. MNAR is also common in settings where social stigma makes non-response to some research questions (e.g., about HIV status, sexual activity, or drug use) dependent on other imperfectly observed or censored questions (Marra et al. 2017 ).
Recent work on nonparametric or semiparametric inference in non-monotone MNAR settings has proceeded by positing some set of restrictions on the missingness mechanism sufficient for identifying a functional or parameter of interest (Rotnitzky et al. 1998 , Robins et al. 2000 , Vansteelandt et al. 2007 , Zhou et al. 2010 , Li et al. 2013 , Shpitser 2016 , Sadinle and Reiter 2017 . We adopt the identifying assumption introduced in Shpitser (2016) and Sadinle and Reiter (2017) -called "no self-censoring" in the former and "itemwise conditionally independent nonresponse" in the latter -which allows for both missingness-not-at-random and non-monotonicity. Specifically, we assume only that each measured but sometimes missing variable is conditionally independent of its missingness indicator given all other variables (which may also be missing) and all other missingness indicators. Mechanistically interpreted, this means that no variable is a direct cause of its own missingness status. Our parameter of interest is any measurable function of the full data distribution (for example, a marginal mean, correlation, or regression parameter), which is identified from the observed data under this assumption. Shpitser (2016) introduces a pseudolikelihood-based inverse probability weighted (IPW) estimator for the "no self-censoring" model. His approach is consistent but (as is common for IPW estimators) not efficient and relies on a specific parameterization of the missingness mechanism. Sadinle and Reiter (2017) introduce a modeling strategy that requires specifying joint distributions or multivariate kernel density estimation, which can be prohibitively challenging in practice and lacks desirable inferential guarantees such as √ n-consistency and asymptotic normality for estimating a particular parameter of interest. In contrast to these approaches, we present a semiparametric analysis yielding influence function (IF) based estimators which have a number of desirable properties (Newey 1990 , Bickel et al. 1993 , Van der Vaart 2000 , Tsiatis 2006 ). Furthermore, our approach exploits an odds ratio parameterization of joint densities due to Chen (2007; 2010) , thereby enabling convenient and congenial specification of the various components of the likelihood. Finally, the estimator we propose benefits from a certain appealing double-robustness property, which can mitigate the threat of model misspecification in the setting where a possibly high-dimensional set of always-observed covariates is also available.
We begin by introducing our central assumption, which we show implies nonparametric identification of both the probability of each missingness pattern and our parameter of interest. Next we use semiparametric theory to derive an observed data influence function of a pathwise differentiable functional on a nonparametric full data model. Because the no self-censoring model is nonparametric saturated (as defined by ), this influence function is unique and efficient. We then consider the case where there is available an additional vector of always-observed covariates and demonstrate that our proposed estimator is doubly-robust. We explore the performance of our estimator in simulated data, and conclude with an application to a cohort study of HIV-positive mothers in Botswana.
The model
Suppose the underlying data-generating process yields i.i.d. samples of (R, L) with full data vector L = (L 1 , ..., L K ) and missingness indicators R = (R 1 , ..., R K ) . R takes values in {0, 1} K where 1 corresponds to "observed" and 0 corresponds to "missing." That is,
is observed and R i = 0 otherwise. L may be continuous or discrete. In slight abuse of notation, we use equations such as R = r and R = 1 as shorthand for (R 1 , ..., R K ) = (r 1 , ..., r K ) and (R 1 , ..., R K ) = (1, ..., 1) K (an identity vector of length K).
Also for any vector A we use A −i = (A 1 , ..., A i−1 , A i+1 , ..., A K ) to denote the vector A with ith entry removed. Let L (r) be the subvector of the elements of L that are observed when R = r. The observed data is comprised of i.i.d. realizations of the vector (R, L (R) ). We use p(·) to denote a distribution or density function.
It is well known that the full data distribution p(L) is not identified from observed data distribution p(R, L (R) ) without a restriction on the missingness mechanism. We assume the following condition holds:
for all i = 1, ..., K. We also make the following standard assumption:
Assumption 2 (positivity)
w.p.1 for some constant σ. The independence model defined by (1) can be summarized graphically (shown for K = 3 variables in Figure 1 ) by a chain graph (Lauritzen 1996) . Note that all missingness indicators may depend on each other and any set of directed edges in the graph can be reversed without changing the model. The model corresponding to dropping undirected edges between missingness indicators, discussed in e.g. Mohan et al. (2013) and Mohan and Pearl (2018) , is a submodel of ours. Importantly, the joint distribution p(L) is unrestricted under assumptions (1) and (2).
Shpitser (2016) and Sadinle and Reiter (2017) discuss the no self-censoring assumption
(1) extensively. We only note a few features here which make the model interesting. First, the assumption does not place any restriction on the observed data distribution, i.e., the model is nonparametric saturated (see Shpitser 2016, Sadinle and Reiter 2017; . Second, if any of the K independence assumptions in (1) is false, the joint distribution is no longer nonparametrically identified (Mohan et al. 2013) . Thus, the model defined by (1) is an appealing starting point for analyzing MNAR data, either as a substantive model or in the course of sensitivity analysis.
Figure 1: A chain graph representation of the no self-censoring independence model, for K = 3 variables.
Identification
In order to fix ideas, suppose that our target parameter of interest is
for some known function b of the full data. Later, we consider more general parametric or semiparametric full data models. In order to express this parameter as a function of the observed data, we make use of an odds ratio (OR) parameterization of the joint density discussed in, e.g., Chen (2007; 2010) . First we show that the probability of missingness p(R|L) is identified for every missingness pattern. Then, the odds ratio function
(with reference values R = 1 and L = 0) is also identified. This enables identification of β. All proofs not in the main body are deferred to the appendix.
The missingness probability p(R|L) can be expressed using the odds ratio parameterization (Chen 2010):
where
.
Under the no self-censoring assumption (1), each term in this ratio can be written as a function of the observed data.
Theorem 1. p(R|L) is nonparametrically identified under (1).
To provide some concrete intuition for this result, we illustrate the case where K = 3.
The first equality follows from (3) using the following identity from Chen et al. (2015, Eq. 1):
, producing an expression in terms of pairwise odds ratios and a 3-way interaction on the odds ratio scale. The final equality follows by assumption (1). Each pairwise odds ratio
and by symmetry
which establishes that the numerator (and therefore also the normalizing constant) is function of only observed data. We note that a more abstract derivation can be obtained by comparing terms in the odds ratio parameterization with the Markov factorization associated with the chain graph in Figure 1 (Lauritzen 1996, p. 53).
As an immediate corollary, we have that the odds ratio OR(R, L) is also identified.
Corollary 1. Under assumptions (1) and (2),
Finally, we have the following result:
Corollary 2. Under assumptions (1) and (2), β is identified by
Proof. By Chen (2007, Eq. 1), we have that for any measurable function b:
Therefore,
(Note that one may replace sums over values of L with integrals as appropriate for continuous components of L.)
Thus β can be expressed as a functional of the observed data distribution p(R, L (R) ).
Semiparametric theory
Suppose that the full data law p(L; η) is indexed by an infinite-dimensional parameter η.
Of interest is a finite-dimensional parameter β = β(η). Further, we assume the conditional model p(R|L; γ) is indexed by an infinite-dimensional parameter γ. We are interested in deriving the efficient influence function for β in the nonparametric no self-censoring model, i.e., the model satisfying (1) and (2) but otherwise unrestricted. We denote this model by M nsc . Among all regular and asymptotically linear (RAL) estimators of β in M nsc , the estimator based on the efficient influence function (that is, solving the efficient IF estimating equation with all nuisance models estimated nonparametrically) achieves, under sufficient regularity conditions, the minimum asymptotic variance and is said to achieve the semiparametric efficiency bound (Bickel et al. 1993 ).
In what follows we define π j (L) ≡ p(R = r j |L) for missingness patterns j = 1, ..., J.
We reserve J for the complete-case pattern, i.e., R = r J = 1. Before presenting the main result for M nsc , we present the efficient influence function for β in a different nonparametric model, not necessarily satisfying the no self-censoring assumption. This influence function is easier to derive and will later on suggest an estimator that is both easier to implement and exhibits an interesting double-robustness property. Let the conditional model p(R|L)
be parameterized as log
For the next result, we assume that the log odds ratio is a known function of L. Specifically, we assume for the moment that
and denote by M odds the nonparametric model where h 2,j is known for j = 1, ..., J. We use φ full (β) to denote the full data influence function for β. (For
Lemma 1. In M odds , the efficient influence function for β is
This result is a version of Theorem 4.1 in Robins et al. (2000), though we provide a simple and self-contained proof in the appendix using our notation. Next, we return to the model M nsc , satisfying the no self-censoring assumption and where the odds ratio is not known a priori. Deriving the influence function for β involves two steps: first noticing that the odds ratio is point identified in M nsc by the results in the previous section, and second "adjusting" the above IF for nonparametric estimation of the odds ratio, subject to the no self-censoring restriction.
, with φ odds (β) from Lemma 1 and
Therefore the semiparametric efficiency bound in M nsc is given by the variance of φ nsc .
Double-robustness in settings with always-observed covariates
In some settings, there may be available an additional set of always-observed covariates X. For example, X may consist of baseline measurements (with no missing values) in a longitudinal study with complex patterns of missingness at follow-up times 1, ..., K. We may assume that our fundamental identifying assumptions on the missingness mechanism
(1) and (2) hold conditional on X, i.e.,
for i = 1, ..., K and
w.p.1 for some constant σ . Versions of Lemma 1 and Theorem 2 hold under these assumptions, where X is added to the conditioning set in all appropriate places. In particular, the
, and likewise for other terms which were previously considered only functions of
L.
It follows immediately that
and replacing assumptions (1) and (2) with (6) and (7),
) with φ odds (β) as above and
Interestingly, in the setting with always-observed covariates X we have an estimator that is doubly-robust. Specifically, the estimating function φ odds (β) above is meanzero at the true value of β in the union model where the odds ratio is correctly specified and for each pattern either the pattern probability π j (L, X) or pattern mixture re-
, X] is correctly specified, but possibly not both. Let
M OR denote the model where OR(R, L|X) is correctly specified, M π,j denote the model
We use ψ 0 = (ψ 1,0 , ..., ψ J,0 ) and µ 0 = (µ 1,0 , ..., µ J,0 ) to denote the true parameter vectors.
Note that the double-robustness property obtained in Theorem 3 requires that the odds ratio OR(R, L|X) is a known function of L and X. Since the odds ratio appears in both the pattern mixture regressions and the pattern probabilities π j (L, X), double-robustness in this setting does not protect against arbitrary misspecification of either the regression models or pattern probabilities: only components of these models variationally independent of the odds ratio may be misspecified without necessarily sacrificing unbiasedness of the estimating equation. Specifically, this implies that at most one of π j (L = 0, X) or the
for each pattern may be misspecified. Furthermore, the quantifier over patterns means that for some patterns one may correctly specify only the pattern probability and for other patterns one may only specify the pattern mixture regression without sacrificing unbiasedness.
It is instructive to contrast our double-robustness result with another recently proposed doubly-robust estimator for a MNAR model, the "discrete choice model" (DCM) estimator in Tchetgen . The model for the missingness mechanism introduced in that paper is motivated by some behavioral assumptions underlying observed patterns of nonresponse in the data. In that model (which is neither properly a superset nor subset of our model M nsc ), Tchetgen propose an estimator which is doublyrobust in the sense of requiring that either the pattern mixture regression or missingness mechanism is correctly specified. In our case we also require that the odds ratio is correctly specified for each pattern. However, in the special setting where the data only contains complete cases and every "leave-one-out" pattern (i.e., patterns where L i is missing but L −i is observed, for each i), then the no self-censoring and DCM models coincide. That is, if every missingness pattern besides the complete case and "leave-one-out" patterns have zero probability, then assumption (1) and the DCM independence assumption place exactly the same restriction on the missingness mechanism. Tchetgen Tchetgen et al. (2018) 
the unobserved subvector of L when R = r (see also Little (1993) ). With only complete cases and "leave-one-out" patterns this is simplifies to
In the same setting, the no self-censoring assumption In the next section, we propose an estimator for β based on parametric specification of each component of the estimating equation. When we use a doubly robust estimator for the odds ratio components, the resulting estimator for β will be doubly-robust in the sense just described.
The proposed estimator
In applications, it is common to specify parametric models for the odds ratio as well as the pattern probabilities π j (L, X) and the pattern mixture regressions, particularly if L has more than two continuous components. A convenient choice may be to assume a logistic model for R i in terms of two components, one of which appears only in the odds ratio and both of which appear in the pattern probabilities π j (L, X). For example:
) is a component of the odds ratio and so δh i (L −i , X; ψ i,LX ) = 0 when L −i = 0. The second component h i,X (X; ψ i,X ) is a function of X which is needed for the π j (L, X) but does not appear in the odds ratio.
The parameterized odds ratio is then OR(·; ψ LX ) where ψ LX ≡ (ψ 1,LX , ..., ψ K,LX ) and we write OR(·) ≡ OR(·;ψ LX ) for the estimated odds ratio. Also let ψ X ≡ (ψ 1,X , ..., ψ K,X ) ,
, and denote each estimated pattern probability by π j (L, X;ψ). We use µ ≡ (µ 1 , µ 2 ) to parameterize the pattern mixture regression functions.
We propose a straightforward augmented IPW (AIPW) estimator for β, where the augmentation term incorporates information from all the missingness patterns. Denote bŷ β AIP W the solution to:
where P n denotes the sample average. This (empirically) solves the estimating equation 
The resulting estimatorψ LX is consistent if either p(
Tan (2019)) so the derivatives reduce to L −i .
Let V (·) be the vector of stacked estimating equations for parametersβ AIP W ,ψ X ,μ, and OR dr using the doubly-robust odds ratio estimator above. Let Ω = (β, ψ X , µ, OR) be the combined set of parameters. Ultimately our procedure solves the estimating equation
Theorem 4. In the union model M union , Ω is consistent and asymptotically normal with
Thus, the proposed estimator has the benefit of being simple to implement and doublyrobust with respect to the always-observed covariates. We note that implementing an estimator based on the nonparametric IF φ nsc would be asymptotically more efficient when all parametric models are correctly specified, but also considerably more complicated to specify correctly because of the p(R −i = 1|L −i , X) terms; each of these would require correctly specifying a joint distribution and then marginalizing by integrating or summing
. As far as we are able to determine, although locally semiparametric efficient in M nsc , an estimator based on φ nsc fails to be doubly-robust as the entire missing data mechanism must be correctly specified. So, in the interests of ease-of-implementation and double-robustness, we propose the simplerβ AIP W and expore its performance with simulations in the next section.
Simulation study
In our simulations, we specifically consider the case where
we are simply interested in the marginal mean of the "outcome" variable, L 3 . First we examine the setting where all variables are sometimes missing (X is empty) and then the setting with an always-observed vector X = (X 1 , X 2 ). In both cases, we sample (R, L, X) from a conditional Gaussian chain graph model satisfying the no self-censoring assumption;
that is, missingness paterns R = r are sampled according to a multinomial distribution and L, X|R = r is normal N (µ 0 (r), Σ 0 ). With this parametric data-generating process, imposing the no self-censoring assumption amounts to setting certain mean parameters (interaction terms) to zero; see Højsgaard et al. (2012, p. 119-120 ). The precise parameter values chosen for the simulation study are detailed in the appendix.
Setting 1
In Figure 2 , we compare the performance of our AIPW estimator against a popular multiple imputation method for missing data: multivariate imputation by chained equations or MICE (Buuren and Groothuis-Oudshoorn 2010). Though MICE uses a series of flexible models to impute missing values based on covariate information, the consistency of this imputation procedure depends on the assumption that missing data mechanism is MAR.
Here we have generated data that are MNAR, satisfying assumption (1), and therefore, as expected, MICE performs poorly despite the quite simple parametric model for the full data. With all nuisance models correctly specified, the proposed AIPW estimator is seen to be unbiased.
Setting 2
In the second setting, with always observed vector X = (X 1 , X 2 ), we explored the doublerobustness property. From the conditional Gaussian form of the data-generating process, we know that the outcome regressions are correctly specified as log-linear functions of L (r) and X. Likewise, the logit probability of each missingness indicator R i in eq. (8) is a linear function of L −i and X. To illustrate our double-robustness result, these nuisance models were misspecified by replacing (X 1 , X 2 ) with (log(
regressions and missingness probabilities. We used the doubly-robust estimator OR dr for the odds ratio. Results for 1000 trials with n = 5000 samples are shown in Table 1 . The AIPW estimator is seen to be unbiased when either the outcome regressions or missingness probabilities are misspecified, but not both.
An application to HIV data
We applied the proposed AIPW estimator to data from an observational study of HIVpositive mothers in Botswana. Specifically, we are interested in the relationship between continuing highly active antiretroviral therapy (HAART) during pregnancy and adverse birth outcomes, such as preterm delivery. The full data set, abstracted from 6 sites in By way of estimating the association of interest and as further illustration of the proposed approach, we first obtain an estimate of the joint distribution of the variables of interest. In Table 2 , we compare the joint distribution as estimated by our proposed AIPW estimator with complete-case analysis. Substantial differences are evident, for example in==' the probability of observing HAART continutation, no low CD4 + count, and no preterm delivery (third column). From the estimated joint distribution, we can obtain an estimate of the odds ratios between HAART and preterm delivery at both levels of low (2016) also reports an estimated odds ratio association of 1.032 (95% CI: 0.670, 1.394) using his pseudolikelihood-based IPW estimator under the no self-censoring assumption. Neither analysis by Tchetgen Tchetgen et al. and Shpitser was able to detect a significant association between preterm delivery and HAART continuation conditional on CD4 + count; in contrast, the proposed AIPW estimator detected a significant association for mothers with low CD4 + count.
Discussion
We have introduced a practical and straightforward-to-implement AIPW estimator for functions of data missing-not-at-random, under the "no self-censoring" or "itemwise conditionally indendent nonresponse" assumption, which places no restrictions on the observed data. Our estimator improves on the efficiency and flexibility of previously proposed estimators (Shpitser 2016, Sadinle and Reiter 2017) and when a subset of covariates are always observed, enjoys a certain double-robustness property (provided the odds ratio function encoding the association between R and L is correctly specified). We demonstrated in simulations that the estimator is an attractive alternative to popular multiple imputation procedures when the missing data mechanism is MNAR. Our analysis of HIV data from Botswana demonstrates that the proposed estimator can potentially make an important practical difference in applied problems with acute missingness.
10 Appendix In the setting with X = (X 1 , X 2 ): It is straightforward to confirm with these parameter settings that the no self-censoring assumption is satisfied in the data generated.
Estimation of the pairwise odds ratios
The pairwise odds ratios in (3) for K = 3 can be parameterized as
, and θ 4 = Γ(R 1 , R 2 , R 3 ). Thus, for K = 3, we have the following four estimating equations.
The estimating equation for θ 1 is:
for arbitrary function g 1 . Similarly,
for arbitrary functions g 2 , g 3 . It is easy to see that E[U (θ i )] = 0 for each i. For arbitrary K, the number of parameters and number of estimating equations grows rapidly, since one must consider K-way interactions, all K-1-way interactions, and so on.
In the setting with always-observed covariates X and pairwise odds ratios such as OR(R i , R j |R k = 1, X), each estimating equation above becomes a system of simultaneous estimating equations with dimension depending on the size of X. For example, correspond-ing to θ 1 we solve E[U (θ 1 )] = 0 where:
One may proceed similarly for the other pairwise odds ratios.
Proofs
Proof of Theorem 1. We need to show that the numerator (and thus the normalizing constant in the denominator) is a function of only observed data. It is immediate from (1) that for each i, p(
is an i-way interaction term and R −(i−1,i) is shorthand for (R 1 , ..., R i−2 , R i+1 , ..., R K ). Applying this expansion inductively (i.e., expanding out the second term in the product) we eventually arrive at a representation of
in terms of pairwise odds ratios and higher-order interaction terms up to the K-way interaction term Γ(R 1 , ..., R K |L). Each pairwise odds ratio is a function of only L −(i−1,i) and hence a function of observed data by the following symmetry argument. Consider the pairwise odds ratio
by (1). By symmetry,
.., L K ) and thus also a function of observed data. Each 
. By (1),
is a function of L −(1,3) ,
is a function of L −(1,2) , and
is a function of L −(2,3) which is only satisfied if Γ(R 1 , ..., R 3 |(R 4 , ...,
, hence a function of observed data. The same is true for higher-order interactions.
Next we describe the semiparametric theory necessary for Lemma 1 and Theorem 2 in detail.
Let Λ 1 denote the observed nuisance tangent space for η and Λ 2 the observed nuisance tangent space for γ. (All nuisance tangent spaces we discuss here are subspaces of the standard Hilbert space of random functions with mean zero and finite variance, equipped with the usual inner product.) We use the superscript ⊥ to denote the orthocomplement of a space and the subscript 0 to denote the subspace that is mean zero. In particular 
is the orthocomplement to the nuisance tangent space in the full model, and
. In our setting, since the influence functions for β in the full model are denoted by φ full (β) we have that d(L) = φ full (β). We can also characterize Λ A by noting that it can be written equivalently as
. To see that they are equivalent, first one may verify that an element of this set is mean zero conditional on L. Then, we only need to argue the converse, that every conditionally mean zero
by substitution the result follows. Therefore,
for any function a(R, L (R) ) of the observed data. Scharfstein et al. (1999 Scharfstein et al. ( , p. 1117 ) establish:
where d is some function and Λ F 2 would be the nuisance tangent space for γ in the full data model. As noted in the main text, we use a multinomial logistic parameterization for the conditional model, log
= h j (L; γ). The likelihood is then: L) . The set of scores for the conditional model can be obtained by taking the logarithm and derivative w.r.t. γ.
Consequently the nuisance tangent space is:
for all functions g j . For Lemma 1 we assume that the log odds ratio is a known function of 
Proof of Lemma 1. We show that the nuisance tangent space Λ ⊥ 0 consists of the single element
It suffices to show that this choice of a * is the unique solution to E[λ
The third ⇐⇒ follows because E I(R=1)
This gives the set of influence functions when h 2,j is known. Next, we loosen this restriction and derive the nonparametric IF when the OR is not a known function of L. We need to "adjust" the above estimating function by a term which accounts for nonparametric estimation of the OR. We follow the approach of who consider a parametric model for the missingness mechanism and an instrumental variable assumption. (Note, however, that this strategy is a general one, which can be applied to any MNAR problem so long as the odds ratio is identified.)
Consider the estimating function φ odds (β; OR) ∈ Λ ⊥ 0 we derived, which is a function of β and the (known) the odds ratio. E[φ odds (β; OR)] = 0 at the truth. We can consider parametric submodels by indexing the densities that appear in the odds ratio with t such that p t (·)| t=0 = p(·), i.e., the true densities are recovered at t = 0. E t [φ odds (β t ; OR t )] = 0 for all t. Then:
Solving for ∂βt ∂t : Proof of Theorem 2.
where ∆(R, L) ≡ φ full (β) − E[φ full (β)|R, L (R) ]. Then, using the definition of OR(r, L):
E[∇ t φ(β; OR t )] = E I(R = 1)
= E I(R = 1)
where at (*) we used ∇ t log(
Proof of Theorem 3. The result for the union model follows.
Proof of Theorem 4. By the previous theorem we have a system of consistent estimating equations for Ω = (β, ψ X , µ, OR) and so according to standard semiparametric theory we have (under the usual regularity conditions) (Van der Vaart 2000) . The result follows.
