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In this paper we study moment sequences of matrix-valued measures on
compact intervals. A complete parametrization of such sequences is obtained
via a symmetric version of matricial canonical moments. Furthermore, dis-
tinguished extensions of finite moment sequences are characterized in this
framework. The results are applied to the underlying matrix-valued mea-
sures, generalizing some results from the scalar theory of canonical moments.
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1. Introduction
In this paper, we continue our program of studying the inner structure of moment se-
quences of matrix-valued measures on subsets of the real line. Now we deal with matrix-
valued measures on compact intervals. Guided by our former investigations on the whole
real axis (see [11, 12, 17]) on the one side and of closed semi-bounded infinite intervals
(see [10, 13–15]) on the other side, our approach is mainly of matrix theoretical nature.
It is divided into two principal steps. In the first step the focus lies on the associated
extension problem for non-negative Hermitian (not necessarily invertible) block Hankel
matrices. In the second step we look for an appropriate parametrization of the cor-
responding matricial moment sequences which reflects the main features of the inner
dependencies between the matrices forming the moment sequence under consideration.
What concerns the first step in the case of the matricial Hausdorff moment sequences a
complete treatment could be realized in our paper [16]. The main goal of this paper is to
handle the second step. More precisely, our main purpose is to construct a parametriza-
tion of the set of all matricial Hausdorff moment sequences of a given length, i. e., the
moment space on [α, β] of given order.
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Before explaining our strategy in more detail we give a short sketch about the history
of this topic. In the scalar case this theme was handled by associating the canonical
moments pk. For this subject, we refer to the monograph Dette/Studden [6], who also
give there a brief outline of the corresponding history, outgoing from considerations of
moment spaces, mentioning Kre˘ın [22], Karlin/Studden [19, 20], Kre˘ın/Nudel′man [23],
and Karlin/Shapley [18], to the first description in Seall/Wetzel [27], and its independent
rediscovery in Skibinsky [28]. For an initial expository introduction to moment space
geometry and canonical moment sequences for distributions on the unit interval we refer
also to Skibinsky [30].
Focusing on characterizing the domain of the measure of orthogonality in the frame-
work of Favard’s theorem for matrix-valued measures and orthogonal matrix polynomi-
als, Dette and Studden introduced in [7] matrix canonical moments Uk and generalized
several scalar identities involving classical canonical moments to the matrix case. The
unsymmetric construction used in [7] is suitable to obtain right matrix product represen-
tations, compatible with the right inner product structure of the right module of matrix
polynomials considered there. Due to this unbalance, the matrix canonical moments Uk
seem not to be Hermitian in general. However, their spectra are located in the interval
[0, 1]. To obtain a one-to-one correspondence between matrix-valued measures on [α, β],
or equivalently their complete sequences of power moments, and a class of sequences
of matrices, belonging indeed to a corresponding matricial interval [[Oq×q, Iq]] with re-
spect to the Löwner semi-ordering for Hermitian matrices, we choose a slightly different
symmetric construction.
This paper is organized as follows. In Section 2, we introduce two related types of
matricial power moment problems associated with a fixed non-empty Borelian subset of
the real axis. Since our considerations make intensive use of former results on moment
sequences of matrix-valued measures on the real axis R and the intervals [α,∞) and
(−∞, β], we recall these facts in Sections 3 and 4. In Section 5 basic observations con-
cerning the matricial moment problem on [α, β] are stated. Furthermore, we recall the
answer to the one-step extension problem for truncated matricial Hausdorff sequences
(see Theorem 5.14). Towards our main result, in Section 6 we associate to a Hausdorff
moment sequence (sj)κj=0 a sequence (fj)
2κ
j=0, reducing thereby in a first step the inner
dependencies of (sj)κj=0. To uncover the remaining dependencies between the matrices
(fj)2κj=0, we proceed in Definition 6.21 to a sequence (ej)
κ
j=0 of non-negative Hermitian
matrices, where ej is located in a matricial interval, the upper bound Pj−1 of which
corresponds to the orthogonal projection onto the column space of the width dj−1 of
the preceding section of the moment space. In this way, we have constructed the de-
sired parametrization in our main result Theorem 6.30. Several special configurations
in the sequence (ej)κj=0 are considered in Proposition 6.34. Some of them turn out to
be connected to the notions of centrality and complete degeneracy studied already in
our former paper [16]. Section 7 is devoted to demonstrate the invariance of the param-
eter sequence (ej)κj=0 under affine transformations of the measure having the moment
sequence (sj)κj=0. In the final Section 8, we translate our results on infinite Hausdorff
moment sequences (sj)∞j=0 into the language of non-negative Hermitian measures on
[α, β]. This concerns, e. g., the characterization of symmetry properties of measures. In
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Section 9, some concrete connections to formulas in Dette/Studden [7] are described and
using Moore–Penrose inverses some of their results are proved to be valid for arbitrary
points in the moment space without regularity assumptions.
2. On matricial power moment problems on Borel subsets of
the real axis
In this section we are going to formulate two related general classes of matricial power
moment problems. Before doing this we have to introduce some terminology. We denote
by Z the set of all integers. Let N := {n ∈ Z : n ≥ 1}. Furthermore, we write R for
the set of all real numbers and C for the set of all complex numbers. In the whole
paper p and q are arbitrarily fixed integers from N. We write Cp×q for the set of all
complex p× q matrices and Cp is short for Cp×1. When using m,n, r, s, . . . instead of
p, q in this context, we always assume that these are integers from N. We write A∗
for the conjugate transpose of a complex p× q matrix A. Denote by Cq×q< := {M ∈
Cq×q : v∗Mv ∈ [0,∞) for all v ∈ Cq} the set of non-negative Hermitian matrices from
Cq×q.
Let (X ,X) be a measurable space. Each countably additive mapping whose domain
is X and whose values belong to Cq×q< is called a non-negative Hermitian q × q measure
on (X ,X). For the integration theory with respect to non-negative Hermitian measures,
we refer to Kats [21] and Rosenberg [26].
Let BR (resp. BC) be the σ-algebra of all Borel subsets of R (resp. C). In the whole
paper, Ω stands for a non-empty set belonging to BR. Let BΩ be the σ-algebra of all
Borel subsets of Ω and letM<q (Ω) be the set of all non-negative Hermitian q × q measures
on (Ω,BΩ). Observe thatM
<
1 (Ω) coincides with the set of ordinary measures on (Ω,BΩ)
with values in [0,∞).
Let N0 := {m ∈ Z : m ≥ 0}. In the whole paper, κ is either an integer from N0 or ∞.
In the latter case, we have 2κ = ∞ and 2κ + 1 = ∞. Given υ, ω ∈ R ∪ {−∞,∞}, we
denote by Zυ,ω := {k ∈ Z : υ ≤ k ≤ ω} the perhaps empty or unbounded corresponding
section of Z. Let M<q,κ(Ω) be the set of all µ ∈ M
<
q (Ω) such that for each j ∈ Z0,κ the
power function x 7→ xj defined on Ω is integrable with respect to µ . If µ ∈ M<q,κ(Ω),
then, for all j ∈ Z0,κ, the matrix
s
(µ)
j :=
∫
Ω
xjµ(dx) (2.1)
is called (power) moment of µ of order j. Obviously, we have M<q (Ω) = M
<
q,0(Ω) ⊆
M<q,ℓ(Ω) ⊆ M
<
q,ℓ+1(Ω) ⊆ M
<
q,∞(Ω) for every choice of ℓ ∈ N0 and s
(µ)
0 = µ(Ω) for all
µ ∈ M<q (Ω). Furthermore, if Ω is bounded, then one can easily see that M
<
q (Ω) =
M<q,∞(Ω). In particular, for α, β ∈ R with α < β, we have M
<
q ([α, β]) = M
<
q,∞([α, β]).
We now state the general form of the moment problem lying in the background of our
considerations:
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Problem MP[Ω; (sj)κj=0,=]
Given a sequence (sj)κj=0 of complex q × q matrices, parametrize the set
M<q,κ[Ω; (sj)
κ
j=0,=] of all σ ∈M
<
q,κ(Ω) satisfying s
(σ)
j = sj for all j ∈ Z0,κ.
The set Cq×qH := {M ∈ C
q×q : M∗ = M} of Hermitian matrices from Cq×q is a
partially ordered vector space over the field R with positive cone Cq×q< . For two complex
q × q matrices A and B, we write A 4 B or B < A if A,B ∈ Cq×qH and B − A ∈ C
q×q
<
are fulfilled. Let Op×q be the zero matrix from Cp×q. Sometimes, if the size of the
zero matrix is clear from the context, we will omit the indices and write O. For a
complex q × q matrix A, we have obviously A < O if and only if A ∈ Cq×q< . The above
mentioned partial order 4 on the set of Hermitian matrices is sometimes called Löwner
semi-ordering. For κ <∞ the following modification of the above mentioned problem is
also of interest:
Problem MP[Ω; (sj)mj=0,4]
Given m ∈ N0 and a sequence (sj)mj=0 of complex q × q matrices, parametrize the set
M<q,m[Ω; (sj)
m
j=0,4] of all σ ∈ M
<
q,m(Ω) satisfying s
(σ)
m 4 sm and s
(σ)
j = sj for all
j ∈ Z0,m−1.
In this paper, the main interest is directed to the case that Ω is a compact interval
[α, β] of the real axis R. It is obvious that each solution of Problem MP[[α, β]; (sj)mj=0,=]
generates in a natural way solutions to each of the problems MP[[α,∞); (sj)mj=0,=],
MP[(−∞, β]; (sj)mj=0,=], and MP[R; (sj)
m
j=0,=]. The last mentioned three matricial mo-
ment problems were intensively studied in our former work (see [10–15, 17]). In par-
ticular, we analyzed the inner structure of matricial moment sequences associated with
each of the sets [α,∞), (−∞, β], and R. These investigations led us to corresponding
parametrizations which provide essential insights into the inner structure of the matri-
cial moment sequences under consideration. Our techniques were mainly based on the
use of Schur complements in appropriately built non-negative Hermitian block Hankel
matrices. The matricial Hausdorff moment sequences which are the central object of
this paper have a much more difficult structure which is caused by the interplay of four
coupled matricial Hamburger moment sequences. The essential point of our strategy
will be to find an appropriate way of organizing this interplay. In order to prepare the
cornerstones of our approach we have to recall some material which is connected with
matricial power moment problems associated with the case that Ω is one of the sets R,
[α,∞) or (−∞, β]. This will be done in the next two sections.
3. Matricial Hamburger moment sequences and H-parameters
We recall classes of sequences of complex q × q matrices corresponding to solvability
criteria for the matricial moment problem on Ω = R.
For each n ∈ N0, denote byH
<
q,2n the set of all sequences (sj)
2n
j=0 of complex q × q matri-
ces, for which the corresponding block Hankel matrix Hn := [sj+k]
n
j,k=0 is non-negative
Hermitian. Furthermore, denote by H<q,∞ the set of all sequences (sj)
∞
j=0 of complex
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q × q matrices satisfying (sj)2nj=0 ∈ H
<
q,2n for all n ∈ N0. The sequences belonging to
H<q,2n or H
<
q,∞ are said to be R-non-negative definite. In [11] and subsequent papers
of the corresponding authors, the sequences belonging to H<q,2κ were called Hankel non-
negative definite. Our terminology here differs for the sake of consistency.
Proposition 3.1 (cf. [3, Thm. 3.2]). Let n ∈ N0 and let (sj)2nj=0 be a sequence of
complex q × q matrices. Then M<q,2n[R; (sj)
2n
j=0,4] 6= ∅ if and only if (sj)
2n
j=0 ∈ H
<
q,2n.
The characterization of the solvability of the “=”-version of the moment problem as-
sociated with Ω = R requires additional tools which will be prepared now. Let n ∈ N0.
Denote by H<,eq,2n the set of all sequences (sj)
2n
j=0 of complex q × q matrices, for which
there exists a pair (s2n+1, s2n+2) of complex q × q matrices, such that the sequence
(sj)
2n+2
j=0 belongs to H
<
q,2n+2. Denote by H
<,e
q,2n+1 the set of all sequences (sj)
2n+1
j=0 of com-
plex q × q matrices, for which there exists a complex q × q matrix s2n+2, such that the
sequence (sj)
2n+2
j=0 belongs to H
<
q,2n+2. Furthermore, let H
<,e
q,∞ := H
<
q,∞. The sequences
belonging to H<,eq,2n, H
<,e
q,2n+1, or H
<,e
q,∞ are said to be R-non-negative definite extendable.
Proposition 3.2 ( [12, Thm. 6.6] (cf. [3, Thm. 3.1])). Let (sj)κj=0 be a sequence of
complex q × q matrices. Then M<q,κ[R; (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ H
<,e
q,κ .
In order to describe the inner dependencies of R-non-negative definite sequences (even
in the general case of not necessarily invertible non-negative Hermitian block Hankel
matrices Hn) in [11] the so-called canonical Hankel parametrization was introduced and
further discussed in [12, 17]. We slightly reformulate this notion in a more convenient
form in Definition 3.15. Therefore, we need several (block) matrices. For later use we
mention some simple observations concerning the arithmetics of these objects:
Notation 3.3. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let the block
Hankel matricesHn,Kn, andGn be given byHn := [sj+k]
n
j,k=0 for all n ∈ N0 with 2n ≤ κ,
by Kn := [sj+k+1]
n
j,k=0 for all n ∈ N0 with 2n+1 ≤ κ, and by Gn := [sj+k+2]
n
j,k=0 for all
n ∈ N0 with 2n+ 2 ≤ κ, resp.
Let Iq := [δjk]
q
j,k=1 be the identity matrix from C
q×q, where δjk is the Kronecker
delta. Sometimes, we will omit the indices and write I. Given n ∈ N arbitrary rectan-
gular complex matrices A1, A2, . . . , An, we write diag (Aj)nj=1 = diag(A1, A2, . . . , An) :=
[δjkAj ]
n
j,k=1 for the corresponding block diagonal matrix.
Remark 3.4. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices. Let
the sequences (uj)κj=0 and (vj)
κ
j=0 be given by uj := λsj and vj := λ
jsj , resp. Then
H
〈u〉
n = λH
〈s〉
n and H
〈v〉
n = [diag (λjIq)nj=0]H
〈s〉
n [diag (λjIp)nj=0] for all n ∈ N0 with 2n ≤ κ.
We write 〈A〉m := diag (A)mj=0, given A ∈ C
p×q and m ∈ N0.
Remark 3.5. Let L ∈ Cℓ×p, let R ∈ Cq×r, and let (sj)κj=0 be a sequence of complex
p× q matrices. Let the sequence (wj)κj=0 be given by wj := LsjR. For all n ∈ N0 with
2n ≤ κ, then H〈w〉n = 〈L〉n+1H
〈s〉
n 〈R〉n+1.
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Remark 3.6. Let (sj)κj=0 and (tj)
κ
j=0 be sequences of complex p× q matrices and let
the sequence (xj)κj=0 be given by xj := sj + tj. For all n ∈ N0 with 2n ≤ κ, then
H
〈x〉
n = H
〈s〉
n +H
〈t〉
n .
Given n ∈ N arbitrary rectangular complex matrices A1, A2, . . . , An, we write
col (Aj)nj=1 = col(A1, A2, . . . , An) (resp., row (Aj)
n
j=1 := [A1, A2, . . . , An]) for the block
column (resp., block row) build from the matrices A1, A2, . . . , An if their numbers of
columns (resp., rows) are all equal.
Notation 3.7. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let the block
row yℓ,m and the block column zℓ,m be given by yℓ,m := col (sj)mj=ℓ and zℓ,m := row (sj)
m
j=ℓ
for all ℓ,m ∈ N0 with ℓ ≤ m ≤ κ, resp.
In addition to Remarks 3.4 and 3.5, we have:
Remark 3.8. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices. Let the
sequences (uj)κj=0 and (vj)
κ
j=0 be given by uj := λsj and vj := λ
jsj resp. Then y
〈u〉
m,n =
λy
〈s〉
m,n and z
〈u〉
m,n = λz
〈s〉
m,n for all m,n ∈ Z0,κ. Furthermore, y
〈v〉
ℓ,m = [diag (λ
jIq)mj=ℓ]y
〈s〉
ℓ,m
and z〈v〉ℓ,m = z
〈s〉
ℓ,m[diag (λ
jIp)mj=ℓ] for all ℓ,m ∈ N0 with ℓ ≤ m ≤ κ.
Remark 3.9. Let L ∈ Cℓ×p, let R ∈ Cq×r, and let (sj)κj=0 be a sequence of complex
p× q matrices. Let the sequence (wj)κj=0 be given by wj := LsjR. For all m,n ∈ Z0,κ
with m ≤ n, then y〈w〉m,n = 〈L〉n−m+1y
〈s〉
m,nR and z
〈w〉
m,n = Lz
〈s〉
m,n〈R〉n−m+1.
The block Hankel matrix Hn admits the following block representation:
Remark 3.10. Let (sj)κj=0 be a sequence of complex p× q matrices. For all n ∈ N with
2n ≤ κ, then Hn =
[
Hn−1 yn,2n−1
zn,2n−1 s2n
]
.
The considerations in this paper heavily rely on the use of the following generalized
inverse for complex matrices: For each matrix A ∈ Cp×q, there exists a uniquely deter-
mined matrix X ∈ Cq×p, satisfying the four equations
AXA = A, XAX = X, (AX)∗ = AX, and (XA)∗ = XA. (3.1)
This matrix X is called the Moore–Penrose inverse of A and is denoted by A†. Concern-
ing a detailed treatment of the machinery of Moore–Penrose inverses we refer to [25], [2,
Chapter 1], and [1, Chapter 1]. For our purposes it is convenient to apply [9, Section 1.1].
In Appendix A we summarize a collection of properties of Moore–Penrose inverses used
in this paper.
Notation 3.11. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let Θ0 := Op×q,
Σ0 := Op×q, Θn := zn,2n−1H
†
n−1yn,2n−1, and Σn := zn,2n−1H
†
n−1Kn−1H
†
n−1yn,2n−1 for
all n ∈ N with 2n − 1 ≤ κ. Furthermore, let M0 := Op×q, N0 := Op×q, Mn :=
zn,2n−1H
†
n−1yn+1,2n, and Nn := zn+1,2nH
†
n−1yn,2n−1 for all n ∈ N with 2n ≤ κ. Moreover,
let Λn :=Mn +Nn − Σn for all n ∈ N0 with 2n ≤ κ.
In view of Remark A.2 and (3.1), we conclude from Remarks 3.4 and 3.8:
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Remark 3.12. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices. Let
the sequence (uj)κj=0 be given by uj := λsj. Then Θ
〈u〉
n = λΘ
〈s〉
n and Σ
〈u〉
n = λΣ
〈s〉
n
for all n ∈ N0 with 2n − 1 ≤ κ. Furthermore, M
〈u〉
n = λM
〈s〉
n and N
〈u〉
n = λN
〈s〉
n and,
consequently, Λ〈u〉n = λΛ
〈s〉
n for all n ∈ N0 with 2n ≤ κ.
Using Remark A.3, we obtain from Remarks 3.5 and 3.9 moreover:
Remark 3.13. Let U ∈ Cu×p with U∗U = Ip, let V ∈ Cq×v with V V ∗ = Iq, and let
(sj)κj=0 be a sequence of complex p× q matrices. Let the sequence (wj)
κ
j=0 be given by
wj := UsjV . Then Θ
〈w〉
n = UΘ
〈s〉
n V and Σ
〈w〉
n = UΣ
〈s〉
n V for all n ∈ N0 with 2n − 1 ≤ κ.
Furthermore, M 〈w〉n = UM
〈s〉
n V and N
〈w〉
n = UN
〈s〉
n V and, consequently, Λ
〈w〉
n = UΛ
〈s〉
n V
for all n ∈ N0 with 2n ≤ κ.
If A is a square matrix, then denote by detA the determinant of A.
Lemma 3.14. Let ξ ∈ C with |ξ| = 1 and let (sj)κj=0 be a sequence of complex p× q ma-
trices. Let the sequence (vj)κj=0 be given by vj := ξ
jsj. Then Θ
〈v〉
n = ξ2nΘ
〈s〉
n and
Σ〈v〉n = ξ2n+1Σ
〈s〉
n for all n ∈ N0 with 2n − 1 ≤ κ. Furthermore, M
〈v〉
n = ξ2n+1M
〈s〉
n
and N 〈v〉n = ξ2n+1N
〈s〉
n and, consequently, Λ
〈v〉
n = ξ2n+1Λ
〈s〉
n for all n ∈ N0 with 2n ≤ κ.
Proof. For all r ∈ N, all ℓ,m ∈ N0 with ℓ ≤ m, and all ω ∈ C \ {0}, the ma-
trix Dr,ℓ,m(ω) := diag (ωjIr)mj=ℓ fulfills Dr,ℓ,m(ω) = ω
ℓDr,0,m−ℓ(ω) and [Dr,ℓ,m(ω)]
∗ =
Dr,ℓ,m(ω) and, in view of ω 6= 0, furthermore detDr,ℓ,m(ω) 6= 0 and [Dr,ℓ,m(ω)]
−1 =
Dr,ℓ,m(ω−1). Since |ξ| = 1, for all r ∈ N and all n ∈ N0, the matrix Ur,n := Dr,0,n(ξ) =
diag (ξjIr)nj=0 fulfills then detUr,n 6= 0 and U
−1
r,n = U
∗
r,n. Using these notations, we have
y
〈v〉
ℓ,m = ξ
ℓUq,m−ℓy
〈s〉
ℓ,m and z
〈v〉
ℓ,m = ξ
ℓz
〈s〉
ℓ,mUp,m−ℓ for all ℓ,m ∈ N0 with ℓ ≤ m ≤ κ, according
to Remark 3.8, and furthermore H〈v〉m = Uq,mH
〈s〉
m Up,m for all m ∈ N0 with 2m ≤ κ and
K
〈v〉
m = ξUq,mK
〈s〉
m Up,m for all m ∈ N0 with 2m + 1 ≤ κ, according to Remark 3.4. By
virtue of Remark A.3, then (H〈v〉m )
† = U−1p,m(H
〈s〉
m )
†U−1q,m for all m ∈ N0 with 2m ≤ κ
follows. In view of Notation 3.11, from these formulas we easily conclude the asserted
identities.
Now we introduce the central object of this section.
Definition 3.15. Let (sj)κj=0 be a sequence of complex p× q matrices. Let the sequence
(hj)κj=0 be given by h2k := s2k−Θk for all k ∈ N0 with 2k ≤ κ and by h2k+1 := s2k+1−Λk
for all k ∈ N0 with 2k+1 ≤ κ. Then we call (hj)κj=0 the H-parameter sequence associated
with (sj)κj=0.
Remark 3.16. Let (sj)κj=0 be a sequence of complex p× q matrices with H-parameter
sequence (hj)κj=0. For each k ∈ Z0,κ, then the matrix hk is built from the matrices
s0, s1, . . . , sk. In particular, for each m ∈ Z0,κ, the H-parameter sequence associated
with (sj)mj=0 coincides with (hj)
m
j=0.
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For all ι ∈ N0 ∪ {∞} and each non-empty set X , let
Sι(X ) :=
{
(Xj)
ι
j=0 : Xj ∈ X for all j ∈ Z0,ι
}
. (3.2)
It is readily checked that a sequence (sj)κj=0 ∈ Sκ(C
p×q) can be recursively reconstructed
from its H-parameter sequence (hj)κj=0 via s2k = Θk + h2k for all k ∈ N0 with 2k ≤ κ
and s2k+1 = Λk + h2k+1 for all k ∈ N0 with 2k+1 ≤ κ. Furthermore, given an arbitrary
sequence (hj)κj=0 ∈ Sκ(C
p×q), we can build recursively, in the above mentioned way, a
sequence (sj)κj=0 ∈ Sκ(C
p×q) such hat (hj)κj=0 is the H-parameter sequence associated
with (sj)κj=0. Consequently, we have:
Remark 3.17. The mapping Φ: Sκ(Cp×q) → Sκ(Cp×q) defined by (sj)κj=0 7→ (hj)
κ
j=0 is
bijective.
We write R(A) := {Ax : x ∈ Cq} for the column space of a complex p× q matrix A.
As already mentioned, the H-parameters were introduced in a slightly different form as a
pair of two sequences in [11] under the name canonical Hankel parametrization. Several
properties of a sequence connected with R-non-negative definiteness can be characterized
in terms of its H-parameters, the main result being the following:
Proposition 3.18 (cf. [12, Prop. 2.10(b) and Prop. 2.15(b)]). A sequence (sj)2κj=0 of
complex q × q matrices belongs to H<q,2κ if and only if
(I) h2k+1 ∈ C
q×q
H and R(h2k+1) ⊆ R(h2k) for all k ∈ Z0,κ−1
and furthermore
(II) h2k ∈ C
q×q
< for all k ∈ Z0,κ and R(h2k+2) ⊆ R(h2k) for all k ∈ Z0,κ−2.
The H-parameters also occur in connection with three term recurrence relations for
systems of orthogonal matrix polynomials with respect to non-negative Hermitian mea-
sures on (R,BR) (see [11, Section 3] and [12]). In the remaining part of this section,
we summarize some later used results on the arithmetics of H-parameters. From Re-
marks 3.12 and 3.13 we obtain:
Remark 3.19. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices. Then
(λhj)
κ
j=0 coincides with the H-parameter sequence associated with (λsj)
κ
j=0.
Remark 3.20. Let U ∈ Cu×p with U∗U = Ip, let V ∈ Cq×v with V V ∗ = Iq, and let
(sj)
κ
j=0 be a sequence of complex p× q matrices. Then (UhjV )
κ
j=0 coincides with the
H-parameter sequence associated with (UsjV )κj=0.
In view of Example 7.5 below, the following observation, which can be easily seen from
Lemma 3.14, is of interest:
Remark 3.21. Let ξ ∈ C with |ξ| = 1 and let (sj)κj=0 be a sequence of complex p× q matri-
ces. Then (ξjhj)κj=0 coincides with the H-parameter sequence associated with (ξ
jsj)
κ
j=0.
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Now we turn our attention to the Schur complement associated with block matrices.
If M =
[
A B
C D
]
is the block representation of a complex (p+ q)× (r + s) matrix M with
p× r block A, then the matrix
M/A := D −CA†B
is called the Schur complement of A in M . Concerning this concept, we refer to [31].
In view of (3.1), we get from Remark A.2:
Remark 3.22. If η ∈ C, then ηM =
[ ηA ηB
ηC ηD
]
and (ηM)/(ηA) = η(M/A).
Lemma 3.23 (cf. [9, Lem. 1.1.9 and 1.1.10]). Let M =
[
A B
C D
]
be the block representa-
tion of a complex (p+ q)× (p+ q) matrix M with p× p block A. Then the following
statements are equivalent:
(i) M is non-negative Hermitian.
(ii) A and M/A := D − CA†B are both non-negative Hermitian and furthermore
R(B) ⊆ R(A) and C = B∗.
(iii) D and M/D := A − BD†C are both non-negative Hermitian and furthermore
R(C) ⊆ R(D) and B = C∗.
Proposition 3.24 (cf. [31, Thm. 5.9(ii)]). Let M1 =
[A1 B1
C1 D1
]
and M2 =
[A2 B2
C2 D2
]
be
the block representations of two non-negative Hermitian (p + q)× (p+ q) matrices M1
and M2 with p× p block A1 and A2, resp. Then M := M1 + M2 admits the block
representation M =
[A1+A2 B1+B2
C1+C2 D1+D2
]
and M/(A1 +A2) < (M1/A1) + (M2/A2).
By virtue of Remark 3.10, we use the following notation:
Notation 3.25. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let L0 := H0
and let Ln := Hn/Hn−1 for all n ∈ N with 2n ≤ κ.
Remark 3.26. Let (sj)κj=0 be a sequence of complex p× q matrices. For all n ∈ N0 with
2n ≤ κ, then h2n = Ln. In particular, if n ≥ 1, then h2n is the Schur complement
Hn/Hn−1 of Hn−1 in Hn.
Lemma 3.27. Let n ∈ N0 and let (sj)2nj=0 ∈ H
<
q,2n. Then:
(a) sj ∈ C
q×q
H for all j ∈ Z0,2n and s2k ∈ C
q×q
<
for all k ∈ Z0,n.
(b) R(s2k+1) ⊆ R(s2ℓ) for all k ∈ Z0,n−1 and all ℓ ∈ Z0,n.
(c) If n ≥ 2, then
R(s0) ⊇ R(s2) = R(s4) = · · · = R(s2n−2) ⊆ R(s2n). (3.3)
Proof. Part (a) was already proved in [17, Lem. 3.2]. First observe that each principal
submatrix of the non-negative Hermitian matrix Hn is non-negative Hermitian itself.
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Assume n ≥ 1. For each k ∈ Z0,n−1, we consider the principal submatrix
[ s2k s2k+1
s2k+1 s2k+2
]
of
Hn. Lemma 3.23 yields then
R(s2k+1) ⊆ R(s2k) and R(s2k+1) ⊆ R(s2k+2). (3.4)
Now, assume n ≥ 2. The application of Lemma 3.23 to the principal submatrices[ s0 s2
s2 s4
]
and
[ s2n−4 s2n−2
s2n−2 s2n
]
of Hn yields R(s2) ⊆ R(s0) and R(s2n−2) ⊆ R(s2n). Now,
assume n ≥ 3. For each k ∈ Z1,n−2, we consider the principal submatrices
[ s2k−2 s2k
s2k s2k+2
]
and
[ s2k s2k+2
s2k+2 s2k+4
]
of Hn. From Lemma 3.23 we conclude then R(s2k) ⊆ R(s2k+2) and
R(s2k+2) ⊆ R(s2k). Consequently, we have R(s2) = R(s4) = · · · = R(s2n−2) also
in the case n ≥ 2. Hence, (3.3) is proved. From (3.4) and (3.3) we now conclude
R(s2k+1) ⊆ R(s2ℓ) for all k ∈ Z0,n−1 and all ℓ ∈ Z0,n.
Remark 3.28. Let κ ∈ N0 ∪ {∞} and let (sj)2κj=0 ∈ H
<
q,2κ. In view of Lemma 3.27, then
sj ∈ C
q×q
H for all j ∈ Z0,2κ and, furthermore, s2k ∈ C
q×q
< for all k ∈ Z0,κ.
Proposition 3.29. Let (sj)2κj=0 and (tj)
2κ
j=0 be sequences belonging to H
<
q,2κ with
H-parameter sequences (xj)2κj=0 and (yj)
2κ
j=0, resp. Denote by (zj)
2κ
j=0 the H-parameter
sequence associated with (sj + tj)2κj=0. Then (sj + tj)
2κ
j=0 ∈ H
<
q,2κ and, for all k ∈ Z0,κ,
furthermore z2k < x2k + y2k.
Proof. Combine Remarks 3.6 and 3.26 and Proposition 3.24.
Proposition 3.30 (cf. [17, Prop. 3.11]). Let A ∈ Cp×q, let (sj)2κj=0 ∈ H
<
q,2κ with
H-parameter sequence (hj)2κj=0, and let (tj)
2κ
j=0 be the H-parameter sequence associated
with (AsjA∗)2κj=0. Then (AsjA
∗)2κj=0 ∈ H
<
p,2κ and t2k < Ah2kA
∗ for all k ∈ Z0,κ.
4. Matricial [α,∞)-Stieltjes moment sequences and
Kα-parameters
Let α, β ∈ R. In this section we summarize some results on [α,∞)-Stieltjes moment se-
quences and (−∞, β]-Stieltjes moment sequences which are important for our subsequent
considerations. These results are mostly taken from [13–15]. We concentrate mainly on
the case of an interval [α,∞). The dual case of an interval (−∞, β] can be reduced to
the former case applied to the interval [−β,∞) by a reflection procedure.
In our following considerations let α be a fixed real number.
Notation 4.1. Let (sj)κj=0 be a sequence of complex p× q matrices and assume κ ≥ 1.
Then let the sequence (aj)
κ−1
j=0 be given by aj := −αsj+sj+1. For each matrix Xk = X
〈s〉
k
built from the sequence (sj)κj=0, denote (if possible) by Xα,k := X
〈a〉
k the corresponding
matrix built from the sequence (aj)
κ−1
j=0 instead of (sj)
κ
j=0.
In view of Notation 3.3, we get in particular Hα,n = −αHn +Kn for all n ∈ N0 with
2n+1 ≤ κ. In the classical case α = 0, we have furthermore aj = sj+1 for all j ∈ Z0,κ−1.
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We start with some classes of sequences of complex matrices corresponding to solv-
ability criteria for matricial Stieltjes moment problems on the half-line [α,∞). Let
K<q,0,α := H
<
q,0. For each n ∈ N, denote by K
<
q,2n,α the set of all sequences (sj)
2n
j=0 of
complex q × q matrices for which the block Hankel matrices Hn and Hα,n−1 are both
non-negative Hermitian. For each n ∈ N0, denote by K
<
q,2n+1,α the set of all sequences
(sj)
2n+1
j=0 of complex q × q matrices for which the block Hankel matrices Hn and Hα,n are
both non-negative Hermitian. Furthermore, denote by K<q,∞,α the set of all sequences
(sj)
∞
j=0 of complex q × q matrices satisfying (sj)
m
j=0 ∈ K
<
q,m,α for all m ∈ N0. The
sequences belonging to K<q,0,α, K
<
q,2n,α, K
<
q,2n+1,α, or K
<
q,∞,α are said to be [α,∞)-non-
negative definite. In [13] and subsequent papers of the corresponding authors, the se-
quences belonging to K<q,κ,α were called α-Stieltjes (right-sided) non-negative definite.
Our terminology here differs for the sake of consistency.
Proposition 4.2 ( [10, Thm. 1.4]). Let m ∈ N0 and let (sj)mj=0 be a sequence of complex
q × q matrices. Then M<q,m[[α,∞); (sj)
m
j=0,4] 6= ∅ if and only if (sj)
m
j=0 ∈ K
<
q,m,α.
The characterization of the solvability of the “=”-version of the moment problem
associated with Ω = [α,∞) requires additional tools which will be prepared now. For
each m ∈ N0, denote by K<,eq,m,α the set of all sequences (sj)
m
j=0 of complex q × q matrices
for which there exists a complex q × q matrix sm+1 such that the sequence (sj)
m+1
j=0
belongs to K<q,m+1,α. Furthermore, let K
<,e
q,∞,α := K
<
q,∞,α. The sequences belonging to
K<,eq,m,α or K
<,e
q,∞,α are said to be [α,∞)-non-negative definite extendable.
Proposition 4.3 ( [13, Thm. 1.6]). Let (sj)κj=0 be a sequence of complex q × q matrices.
Then M<q,κ[[α,∞); (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ K
<,e
q,κ,α.
For the convenience of the reader we mention that we use in the following definition
the Θ’s introduced in Notation 3.11.
Definition 4.4. Let (sj)κj=0 be a sequence of complex p× q matrices. Let the sequence
(kj)
κ
j=0 be given by k2k := s2k−Θk for all k ∈ N0 with 2k ≤ κ and by k2k+1 := a2k−Θα,k
for all k ∈ N0 with 2k+1 ≤ κ. Then we call (kj)κj=0 the Kα-parameter sequence associated
with (sj)κj=0.
Remark 4.5. Let (sj)κj=0 be a sequence of complex p× q matrices with Kα-parameter
sequence (kj)κj=0. For each k ∈ Z0,κ, the matrix kk is built from the matrices s0, s1, . . . , sk.
In particular, for each m ∈ Z0,κ, the Kα-parameter sequence associated with (sj)mj=0
coincides with (kj)mj=0.
It is readily checked that a sequence (sj)κj=0 belonging to the set Sκ(C
p×q) given
in (3.2) can be recursively reconstructed from its Kα-parameter sequence (kj)κj=0 via
s2k = Θk+ k2k for all k ∈ N0 with 2k ≤ κ and s2k+1 = αs2k +Θα,k+ k2k+1 for all k ∈ N0
with 2k + 1 ≤ κ. Furthermore, given an arbitrary sequence (kj)κj=0 ∈ Sκ(C
p×q), we can
build recursively, in the above mentioned way, a sequence (sj)κj=0 ∈ Sκ(C
p×q) such hat
(kj)
κ
j=0 is the Kα-parameter sequence associated with (sj)
κ
j=0. Consequently, we have:
Remark 4.6. The mapping Φα : Sκ(Cp×q) → Sκ(Cp×q) defined by (sj)κj=0 7→ (kj)
κ
j=0 is
bijective.
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The Kα-parameters were introduced in [13] under the name right-sided α-Stieltjes
parametrization. Analogous to the H-parameters, several properties connected with
[α,∞)-non-negative definiteness can be characterized in terms of the Kα-parameters,
the main result being the following:
Proposition 4.7 (cf. [13, Thm. 4.12(b)]). A sequence (sj)κj=0 of complex q × q matrices
belongs to K<q,κ,α if and only if kj ∈ C
q×q
< for all j ∈ Z0,κ and R(kj+1) ⊆ R(kj) for
all j ∈ Z0,κ−2.
We have the following connection to theH-parameter sequence given in Definition 3.15:
Remark 4.8. Let (sj)κj=0 be a sequence of complex p× q matrices with Kα-parameter
sequence (kj)κj=0 andH-parameter sequence (hj)
κ
j=0. In the case κ ≥ 1, denote by (gj)
κ−1
j=0
the H-parameter sequence associated with the sequence (aj)
κ−1
j=0 given in Notation 4.1.
Then k2k = h2k for all k ∈ N0 with 2k ≤ κ and k2k+1 = g2k for all k ∈ N0 with 2k+1 ≤ κ.
Using Remark 4.8, we obtain from Remarks 3.26 and 3.16 the following two remarks:
Remark 4.9. Let (sj)κj=0 be a sequence of complex p× q matrices. Then k2n = Ln for
all n ∈ N0 with 2n ≤ κ and k2n+1 = Lα,n for all n ∈ N0 with 2n + 1 ≤ κ. In particular,
if n ≥ 1, then k2n is the Schur complement Hn/Hn−1 of Hn−1 in Hn and k2n+1 is the
Schur complement Hα,n/Hα,n−1 of Hα,n−1 in Hα,n.
Using Remark 4.8, we obtain from Remark 3.19 immediately:
Remark 4.10. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices. Then
(λkj)
κ
j=0 coincides with the Kα-parameter sequence associated with (λsj)
κ
j=0.
Since we consider the Kα-parameter sequence for real numbers α only, we can obtain
analogous results to Remark 3.21 in two different ways:
Lemma 4.11. Let (sj)κj=0 be a sequence of complex p× q matrices. Let the sequence
(rj)
κ
j=0 be given by rj := (−1)
jsj. Then ((−1)jkj)κj=0 coincides with the K−α-parameter
sequence associated with (rj)κj=0.
Proof. We consider the nontrivial case κ ≥ 1 only. Denote by (rj)κj=0 the K−α-parameter
sequence associated with (rj)κj=0. Because of Remark 4.8, then we conclude r2k =
(−1)2kk2k for all k ∈ N0 with 2k ≤ κ from Remark 3.21. Observe that −(−α)rj +
rj+1 = −(−1)
jaj for all j ∈ Z0,κ−1 holds true. Hence, by virtue of Remark 4.8, we get
r2k+1 = −(−1)
2kk2k+1 for all k ∈ N0 with 2k + 1 ≤ κ, using Remarks 3.19 and 3.21.
Hence, we have rj = (−1)jkj for all j ∈ Z0,κ.
Lemma 4.12. Let ξ ∈ C with |ξ| = 1 and let (sj)κj=0 be a sequence of complex
p× q matrices with K0-parameter sequence (kj)κj=0. Then (ξ
jkj)
κ
j=0 coincides with the
K0-parameter sequence associated with (ξjsj)κj=0.
Proof. We consider the non-trivial case κ ≥ 1 only. Let the sequence (rj)κj=0 be given
by rj := ξjsj and denote by (rj)κj=0 the K−0-parameter sequence associated with (rj)
κ
j=0.
Observe, that −(−0)rj+rj+1 = ξξj(−0·sj+sj+1) holds true for all j ∈ Z0,κ−1. For all j ∈
Z0,κ, we thus obtain rj = ξjkj by the same reasoning as in the proof of Lemma 4.11.
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Now we consider for an arbitrarily fixed number β ∈ R a class of sequences of complex
matrices, which turns out to be dual to the class K<q,κ,α and which takes the corresponding
role for the moment problem on the left half-line (−∞, β]. (This class was already
studied in [13].): Let L<q,0,β := H
<
q,0. For each n ∈ N, denote by L
<
q,2n,β the set of
all sequences (sj)2nj=0 of complex q × q matrices for which the block Hankel matrices
Hn and βHn−1 − Kn−1 are both non-negative Hermitian. For each n ∈ N0, denote by
L<q,2n+1,β the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices for which the block
Hankel matrices Hn and βHn − Kn are both non-negative Hermitian. Furthermore,
denote by L<q,∞,β the set of all sequences (sj)
∞
j=0 of complex q × q matrices satisfying
(sj)
m
j=0 ∈ L
<
q,m,β for all m ∈ N0. The sequences belonging to L
<
q,0,β, L
<
q,2n,β, L
<
q,2n+1,β,
or L<q,∞,β are said to be (−∞, β]-non-negative definite. (Note that in [13] the sequences
belonging to L<q,κ,β were called β-Stieltjes left-sided non-negative definite.) For each
m ∈ N0, denote by L
<,e
q,m,β the set of all sequences (sj)
m
j=0 of complex q × q matrices for
which there exists a complex q × q matrix sm+1 such that the sequence (sj)
m+1
j=0 belongs
to L<q,m+1,β. Furthermore, let L
<,e
q,∞,β := L
<
q,∞,β. The sequences belonging to L
<,e
q,m,β or
L<,eq,∞,β are said to be (−∞, β]-non-negative definite extendable.
Proposition 4.13 ( [13, Thm. 1.8]). Let β ∈ R and let (sj)κj=0 be a sequence of complex
q × q matrices. Then M<q,κ[(−∞, β]; (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ L
<,e
q,κ,β.
The proof of Proposition 4.13 is based on a combination of Proposition 4.3 applied to
the interval [−β,∞) with a reflection procedure as in Lemma 4.11.
5. Matricial [α, β]-Hausdorff moment sequences
At the beginning of this section we recall a first collection of results on the matricial
Hausdorff moment problem which are mostly taken from [16]. In the remaining part
of this paper, let α and β be two arbitrarily given real numbers satisfying α < β. We
now start considering moment sequences of non-negative Hermitian q × q measures on
the interval [α, β] which form the main object of this paper. To state a solvability cri-
terion for the corresponding matricial [α, β]-Hausdorff moment problem, we first extend
Notation 4.1:
Notation 5.1. Let (sj)κj=0 be a sequence of complex p× q matrices and assume κ ≥ 1.
Let the sequences (aj)
κ−1
j=0 and (bj)
κ−1
j=0 be given by aj := −αsj+sj+1 and bj := βsj−sj+1,
resp. Furthermore, if κ ≥ 2, then let the sequence (cj)
κ−2
j=0 be given by cj := −αβsj +
(α + β)sj+1 − sj+2.
For each matrix Xk = X
〈s〉
k built from the sequence (sj)
κ
j=0, we denote (if possible)
by Xα,k := X
〈a〉
k , by Xk,β := X
〈b〉
k , and by Xα,k,β := X
〈c〉
k the corresponding matrix built
from the sequence (aj)
κ−1
j=0 , from the sequence (bj)
κ−1
j=0 , and from the sequence (cj)
κ−2
j=0
instead of (sj)κj=0, resp.
In view of Notation 3.3, we get in particular Hα,n = −αHn+Kn andHn,β = βHn−Kn
for all n ∈ N0 with 2n+1 ≤ κ and Hα,n,β = −αβHn+(α+β)Kn−Gn for all n ∈ N0 with
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2n + 2 ≤ κ. In the classical case α = 0 and β = 1, we have furthermore aj = sj+1 and
bj = sj − sj+1 for all j ∈ Z0,κ−1 and cj = sj+1 − sj+2 for all j ∈ Z0,κ−2. The following
observation is immediate from the definitions:
Remark 5.2. We have cj = −αbj + bj+1 and cj = βaj − aj+1 for all j ∈ Z0,κ−2.
We denote by Cq×q≻ := {M ∈ Cq×q : v∗Mv ∈ (0,∞) for all v ∈ Cq \ {Oq×1}} the set
of positive Hermitian matrices from Cq×q. Now we introduce those classes of (finite or
infinite) sequences from Cq×q which are the central objects in this paper. Let F<q,0,α,β
(resp., F≻q,0,α,β) be the set of all sequences (sj)
0
j=0 with s0 ∈ C
q×q
<
(resp., s0 ∈ C
q×q
≻ ).
For each n ∈ N, denote by F<q,2n,α,β (resp., F
≻
q,2n,α,β) the set of all sequences (sj)
2n
j=0
of complex q × q matrices, for which the block Hankel matrices Hn and Hα,n−1,β are
both non-negative (resp., positive) Hermitian. For each n ∈ N0, denote by F
<
q,2n+1,α,β
(resp., F≻q,2n+1,α,β) the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices for which
the block Hankel matrices Hα,n and Hn,β are both non-negative (resp., positive) Hermi-
tian. Furthermore, denote by F<q,∞,α,β (resp., F
≻
q,∞,α,β) the set of all sequences (sj)
∞
j=0
of complex q × q matrices such that (sj)mj=0 belongs to F
<
q,m,α,β (resp., F
≻
q,m,α,β) for all
m ∈ N0. The sequences belonging to F
<
q,0,α,β, F
<
q,2n,α,β, F
<
q,2n+1,α,β, or F
<
q,∞,α,β (resp.,
F≻q,0,α,β, F
≻
q,2n,α,β, F
≻
q,2n+1,α,β, or F
≻
q,∞,α,β) are said to be [α, β]-non-negative (resp., pos-
itive) definite. (Note that in [16] the sequences belonging to F<q,κ,α,β (resp., F
≻
q,κ,α,β)
were called [α, β]-Hausdorff non-negative (resp., positive) definite.) The following result
indicates the importance of the just introduced objects.
Theorem 5.3 (cf. [4, Thm. 1.3] and [5, Thm. 1.3]). Let (sj)κj=0 be a sequence of complex
q × q matrices. Then M<q,κ[[α, β]; (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ F
<
q,κ,α,β.
Since Ω = [α, β] is bounded, one can easily see that M<q ([α, β]) = M
<
q,∞([α, β]), i. e.
the power moment (2.1) exists for all j ∈ N0.
Let σ ∈M<q ([α, β]). Then we call (s
(σ)
j )
∞
j=0 given by s
(σ)
j :=
∫
[α,β] x
jσ(dx) the sequence
of power moments associated with σ.
Given the complete sequence of prescribed power moments (sj)∞j=0, the moment prob-
lem on the compact interval Ω = [α, β] differs from the moment problems on the un-
bounded sets Ω = [α,∞) and Ω = R in having necessarily a unique solution, assumed
that a solution exists:
Proposition 5.4. If (sj)∞j=0 ∈ F
<
q,∞,α,β, then the set M
<
q,∞[[α, β]; (sj)
∞
j=0,=] consists
of exactly one element.
We can summarize Proposition 5.4 and Theorem 5.3 for κ =∞:
Proposition 5.5. The mapping Ξ[α,β] : M
<
q ([α, β]) → F
<
q,∞,α,β given by σ 7→ (s
(σ)
j )
∞
j=0
is well defined and bijective.
Observe that, for each ℓ ∈ N0, the ℓ-th moment space
Mq,ℓ([α, β]) :=
{
col(s
(σ)
0 , s
(σ)
1 , . . . , s
(σ)
ℓ ) : σ ∈M
<
q ([α, β])
}
(5.1)
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on [α, β] corresponds to the class F<q,ℓ,α,β via
Mq,ℓ([α, β]) =
{
y0,ℓ : (sj)
ℓ
j=0 ∈ F
<
q,ℓ,α,β
}
,
whereas its interior int(Mq,ℓ([α, β])) corresponds to F
≻
q,ℓ,α,β via
int(Mq,ℓ([α, β])) =
{
y0,ℓ : (sj)
ℓ
j=0 ∈ F
≻
q,ℓ,α,β
}
(cf. [7, Thm. 2.6]). Here y0,ℓ is given in Notation 3.7 .
Obviously, we have
F<q,2n,α,β =
{
(sj)
2n
j=0 ∈ H
<
q,2n : (cj)
2(n−1)
j=0 ∈ H
<
q,2(n−1)
}
(5.2)
for all n ∈ N and
F<q,2n+1,α,β =
{
(sj)
2n+1
j=0 ∈ S2n+1(C
q×q) :
{
(aj)
2n
j=0, (bj)
2n
j=0
}
⊆ H<q,2n
}
(5.3)
for all n ∈ N0. The following result can also be easily obtained from Theorem 5.3:
Proposition 5.6 ( [16, Prop. 9.1]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. If κ ≥ 1, then
{(aj)
κ−1
j=0 , (bj)
κ−1
j=0} ⊆ F
<
q,κ−1,α,β. If κ ≥ 2, furthermore (cj)
κ−2
j=0 ∈ F
<
q,κ−2,α,β.
Lemma 5.7. Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then sj ∈ C
q×q
H for all j ∈ Z0,κ and s2k ∈ C
q×q
<
for all k ∈ N0 with 2k ≤ κ. Furthermore, αs2k 4 s2k+1 4 βs2k for all k ∈ N0 with
2k + 1 ≤ κ.
Proof. In view of [16, Prop. 7.7(a)] and (5.2), (5.3), and α, β ∈ R, this can be seen from
Remark 3.28.
Particular relations between the moment problems on [α, β], [α,∞), and (−∞, β] are
expressed in the following two results:
Proposition 5.8 ( [16, Prop. 9.2]). Let m ∈ N0. Then F
<
q,m,α,β ⊆ K
<,e
q,m,α ∩ L
<,e
q,m,β.
Proposition 5.9 (cf. [16, Prop. 8.24]). F<q,2κ+1,α,β = K
<
q,2κ+1,α ∩ L
<
q,2κ+1,β.
Observe that in general the sets F<q,2n,α,β and K
<,e
q,2n,α ∩ L
<,e
q,2n,β do not necessarily
coincide (cf. [16, Example 1]). In comparison to [α,∞)-non-negative definite sequences,
the inner structure of [α, β]-non-negative definite sequences is more complicated. On
the other hand, finite sequences from F<q,m,α,β can always be extended to sequences from
F<q,ℓ,α,β for all ℓ ∈ Zm+1,∞, which is due to the fact that a non-negative Hermitian
measure on the bounded set [α, β] possesses power moments of all non-negative orders.
We first introduce several matrices and recall their role in the corresponding extension
problem for [α, β]-non-negative definite sequences, studied in [16].
For two Hermitian q × q matrices A and B with A 4 B, the closed matricial interval
[[A,B]] := {X ∈ Cq×qH : A 4 X 4 B} is non-empty. We write A ≺ B or B ≻ A if
A,B ∈ Cq×qH and B − A ∈ C
q×q
≻ are fulfilled, in which case the open matricial interval
((A,B)) := {X ∈ Cq×qH : A ≺ X ≺ B} is non-empty. For each matrix A ∈ C
q×q
< , there
exists a uniquely determined matrix Q ∈ Cq×q< with Q
2 = A called the non-negative
Hermitian square root Q = A1/2 of A.
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Lemma 5.10 ( [16, Lem. 10.1]). Let A,B ∈ Cq×qH and let D := B −A. Then:
(a) [[A,B]] 6= ∅ if and only if D is non-negative Hermitian. In this case, [[A,B]] =
{A+D1/2KD1/2 : K ∈ [[Oq×q, Iq]]}.
(b) ((A,B)) 6= ∅ if and only if D is positive Hermitian. In this case, ((A,B)) =
{A+D1/2KD1/2 : K ∈ ((Oq×q, Iq))}.
From Lemma 5.10 we immediately obtain the following observations:
Remark 5.11. Let A,B ∈ Cq×qH and let D := B −A. Then:
(a) Let D ∈ Cq×q< and let λ ∈ [0, 1], then A+ λD ∈ [[A,B]].
(b) Let D ∈ Cq×q≻ and let λ ∈ (0, 1), then A+ λD ∈ ((A,B)).
In the scalar case q = 1 the intervals [[A,B]] and ((A,B)) are obviously exhausted by
the set of points described in parts (a) and (b) of Remark 5.11, resp. It is easily checked
that in the case q > 1 the intervals [[A,B]] and ((A,B)) obtain also other points.
One of the main results in [16] states that the possible one-step extensions sm+1 ∈ Cq×q
of a sequence (sj)mj=0 belonging to F
<
q,m,α,β (resp., F
≻
q,m,α,β) to an [α, β]-non-negative
(resp., positive) definite sequence (sj)
m+1
j=0 fill out a matricial intervals. In order to give
an exact description we need a little preparation.
Definition 5.12. Let (sj)κj=0 be a sequence of complex p× q matrices. Then the se-
quences (aj)κj=0 and (bj)
κ
j=0 given by a2k := αs2k + Θα,k and b2k := βs2k − Θk,β for all
k ∈ N0 with 2k ≤ κ and by a2k+1 := Θk+1 and b2k+1 := −αβs2k +(α+β)s2k+1−Θα,k,β
for all k ∈ N0 with 2k+1 ≤ κ are called the sequence of left matricial interval endpoints
associated with (sj)κj=0 and [α, β] and the sequence of right matricial interval endpoints
associated with (sj)κj=0 and [α, β].
By virtue of Notation 3.11, we have in particular
a0 = αs0, b0 = βs0 (5.4)
and
a1 = s1s
†
0s1, b1 = −αβs0 + (α+ β)s1. (5.5)
Using Lemma 5.7 and Remark A.1, we easily obtain:
Remark 5.13. Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then {aj , bj} ⊆ C
q×q
H for all j ∈ Z0,κ.
The following result is of central importance for our subsequent considerations.
Theorem 5.14 (cf. [16, Thm. 11.2]). Let m ∈ N0 and let (sj)mj=0 belong to F
<
q,m,α,β
(resp., F≻q,m,α,β). Then the matricial interval [[am, bm]] (resp., ((am, bm))) is non-empty
and coincides with the set of all complex q × q matrices sm+1 for which (sj)
m+1
j=0 belongs
to F<q,m+1,α,β (resp., F
≻
q,m+1,α,β).
For later use, we recall several results and notations from [16] supplemented by some
additional observations:
16
Definition 5.15. Let (sj)κj=0 be a sequence of complex p× q matrices. Then the se-
quence (Aj)κj=0 given by A0 := s0 and by Aj := sj − aj−1 is called the sequence of
lower Schur complements associated with (sj)κj=0 and [α, β]. Furthermore, if κ ≥ 1, then
the sequence (Bj)κj=1 given by Bj := bj−1 − sj is called the sequence of upper Schur
complements associated with (sj)κj=0 and [α, β].
Because of (5.4) and (5.5), we have in particular
A1 = a0, B1 = b0, and B2 = c0. (5.6)
In view of Remark 3.26, we obtain:
Remark 5.16. We have A2n = Ln (resp., A2n+1 = Lα,n) for all n ∈ N0 with 2n ≤ κ
(resp., 2n + 1 ≤ κ). In particular, if n ≥ 1, then A2n is the Schur complement of Hn−1
in Hn and A2n+1 is the Schur complement of Hα,n−1 in Hα,n. Furthermore, we have
B2n+1 = Ln,β (resp., B2n+2 = Lα,n,β) for all n ∈ N0 with 2n+ 1 ≤ κ (resp., 2n+ 2 ≤ κ).
In particular, if n ≥ 1, then B2n+1 is the Schur complement of Hn−1,β in Hn,β and B2n+2
is the Schur complement of Hα,n−1,β in Hα,n,β.
Definition 5.17. Let (sj)κj=0 be a sequence of complex p× q matrices. Then we call
(dj)
κ
j=0 be given by dj := bj − aj the sequence of [α, β]-interval lengths associated with
(sj)
κ
j=0.
By virtue of (5.4) and (5.5), we have in particular
d0 = (β − α)s0 and d1 = −αβs0 + (α+ β)s1 − s1s
†
0s1. (5.7)
Observe that, in view of Theorem 5.14, the interval lengths dj can be understood as the
widths of the sections of the moment space (5.1). From Definition 5.12 we easily obtain:
Remark 5.18. Let (sj)κj=0 be a sequence of complex p× q matrices with sequence of
[α, β]-interval lengths (dj)κj=0. For each k ∈ Z0,κ, the matrix dk is built from the matrices
s0, s1, . . . , sk. In particular, for each m ∈ Z0,κ, the sequence of [α, β]-interval lengths
associated with (sj)mj=0 coincides with (dj)
m
j=0.
Remark 5.19. Let (sj)κj=0 be a sequence of complex p× q matrices. For all j ∈ Z0,κ−1,
then dj = Aj+1 +Bj+1.
We now consider the behavior of the sequence of [α, β]-interval lengths under two
elementary transformations of the underlying sequence (sj)κj=0 of complex p× q matrices.
In view of α, β ∈ R, the construction of the sequences (aj)κ−1j=0 , (bj)
κ−1
j=0 , and (cj)
κ−2
j=0 from
Notation 5.1 is compatible with the transformations in question. Thus, extending, in the
case κ <∞, the sequence (sj)κj=0 to a sequence (sj)
∞
j=0 of complex p× q matrices in an
arbitrary way and taking into account Remarks 3.26, 5.16, 5.18 and 5.19, we conclude
from Remarks 3.19 and 3.20 immediately:
Remark 5.20. If λ ∈ C and if (sj)κj=0 is a sequence of complex p× q matrices, then
(λdj)
κ
j=0 is exactly the sequence of [α, β]-interval lengths associated with (λsj)
κ
j=0.
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Remark 5.21. Let U ∈ Cu×p with U∗U = Ip, let V ∈ Cq×v with V V ∗ = Iq, and let
(sj)
κ
j=0 be a sequence of complex p× q matrices. Then (UdjV )
κ
j=0 coincides with the
sequence of [α, β]-interval lengths associated with (UsjV )κj=0.
Looking back to [16] we see that the parallel sum of matrices is an important tool for
the description of several statements connected with the extension problem for [α, β]-non-
negative definite sequences. For the convenience of the reader we recall the parallel sum
and one of its main properties. If A and B are two complex p× q matrices, then the
matrix
A⊤−⊥B := A(A+B)
†B (5.8)
is called the parallel sum of A and B.
Theorem 5.22 (cf. [24, Thm. 2.2(c)]). If A,B ∈ Cq×q< , then A⊤−⊥B ∈ C
q×q
< .
The following results indicate the key role of the parallel sum in the framework of our
extension problem.
Theorem 5.23 ( [16, Thm. 10.14]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then d0 = (β − α)A0 and,
for all k ∈ Z1,κ, furthermore dk = (β − α)(Ak ⊤−⊥Bk) and dk = (β − α)(Bk ⊤−⊥Ak).
Proposition 5.24 ( [16, Prop. 10.15]). If (sj)κj=0 belongs to F
<
q,κ,α,β (resp. F
≻
q,κ,α,β),
then dj is non-negative (resp., positive) Hermitian for all j ∈ Z0,κ.
Now we state a first consequence of Proposition 5.24.
Corollary 5.25. Let m ∈ N0, let (sj)mj=0 ∈ F
<
q,m,α,β, let λ ∈ [0, 1], and let sm+1 :=
am + λdm. Then:
(a) The sequence (sj)
m+1
j=0 belongs to F
<
q,m+1,α,β.
(b) The identities Am+1 = λdm, Bm+1 = (1 − λ)dm, and dm+1 = (β − α)λ(1 − λ)dm
hold true.
Proof. (a) Obviously, Am+1 = sm+1 − am = λdm and Bm+1 = bm − sm+1 = bm − am −
λdm = (1−λ)dm. In view of Proposition 5.24, we have dm ∈ C
q×q
< . Thus, Remark 5.11(a)
implies sm+1 ∈ [[am, bm]]. Because of Theorem 5.14, hence (sj)
m+1
j=0 ∈ F
<
q,m+1,α,β.
(b) By virtue of Theorem 5.23, part (a), (5.8), and (3.1), we get with δ := β −α then
dm+1 = δ(Am+1 ⊤−⊥Bm+1) = δ(λdm)[λdm + (1− λ)dm]
†[(1− λ)dm]
= δλ(1 − λ)dmd
†
mdm = δλ(1 − λ)dm.
Our next considerations can be summarized as follows: We consider a sequence
(sj)
κ
j=0 ∈ F
<
q,κ,α,β and the matrices introduced in Definitions 5.15 and 5.17. Then we
get a lot of interesting relations between ranges and null spaces of consecutive elements
belonging to these matrix sequences. We write N (A) := {x ∈ Cq : Ax = Op×1} for the
null space of a complex p× q matrix A.
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Proposition 5.26 ( [16, Cor. 10.20]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all j ∈ Z1,κ, then
R(dj) ⊆ R(dj−1), N (dj−1) ⊆ N (dj) and R(Aj) ⊆ R(Aj−1), N (Aj−1) ⊆ N (Aj). For
all j ∈ Z2,κ, furthermore R(Bj) ⊆ R(Bj−1) and N (Bj−1) ⊆ N (Bj).
Proposition 5.27 ( [16, Cor. 10.21]). If (sj)κj=0 ∈ F
<
q,κ,α,β, then dj = (β − α)Ajd
†
j−1Bj
and dj = (β − α)Bjd
†
j−1Aj for all j ∈ Z1,κ.
The geometry of a matricial interval suggests that in addition to the end points am
and bm of the extension interval in Theorem 5.14, the center of the matricial interval
[[am, bm]] is of particular interest:
Definition 5.28. Let (sj)κj=0 be a sequence of complex p× q matrices. Then (mj)
κ
j=0
given by mj := 12(aj + bj) is called the sequence of [α, β]-interval mid points associated
with (sj)κj=0.
In view of (5.4) and (5.5), we have in particular m0 =
α+β
2 s0 and m1 =
1
2 [s1s
†
0s1 −
αβs0+(α+β)s1]. It should be mentioned that the choice sj+1 = mj corresponds to the
maximization of the width dj+1 of the corresponding section of the moment space (5.1):
Proposition 5.29 ( [16, Prop. 10.23]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all j ∈ Z0,κ−1,
then dj+1 4
β−α
4 dj with equality if and only if sj+1 = mj.
6. The Fα,β-parameter sequence
This section occupies a central position in this paper. It contains the realization of our
main goal. For this we still need some preparations. By subsuming the Kα-parameters
of the sequence (sj)κj=0 and of the sequence (bj)
κ−1
j=0 associated to it via Notation 5.1 to
a new parameter sequence (fj)2κj=0 we are now led to one of the central objects of this
paper:
Definition 6.1. Let (sj)κj=0 be a sequence of complex p× q matrices. Let the sequence
(fj)
2κ
j=0 be given by f0 := A0, by f4k+1 := A2k+1 and f4k+2 := B2k+1 for all k ∈ N0 with
2k + 1 ≤ κ, and by f4k+3 := B2k+2 and f4k+4 := A2k+2 for all k ∈ N0 with 2k + 2 ≤ κ.
Then we call (fj)2κj=0 the Fα,β-parameter sequence associated with (sj)
κ
j=0.
In view of Definition 5.15, (5.6), (5.4), and (5.5), we have in particular
f0 = s0, f1 = a0 = s1 − αs0, f2 = b0 = βs0 − s1 (6.1)
and
f3 = c0 = −αβs0 + (α+ β)s1 − s2, f4 = s2 − s1s
†
0s1. (6.2)
The following observation is immediate from the definitions:
Remark 6.2. For all m ∈ Z1,κ, we have {f2m−1, f2m} = {Am, Bm}.
By virtue of Remarks 5.16 and 5.2, the connection to the Kα-parameter sequence given
in Definition 4.4 follows from Remark 4.9:
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Remark 6.3. Let (sj)κj=0 be a sequence of complex p× q matrices with Fα,β-parameter
sequence (fj)2κj=0 and Kα-parameter sequence (kj)
κ
j=0. In the case κ ≥ 1, denote by (lj)
κ−1
j=0
the Kα-parameter sequence associated with (bj)
κ−1
j=0 . Then k2k = f4k (resp. k2k+1 = f4k+1)
for all k ∈ N0 with 2k ≤ κ (resp. 2k+1 ≤ κ) and l2k = f4k+2 (resp. l2k+1 = f4k+3) for all
k ∈ N0 with 2k ≤ κ− 1 (resp. 2k + 1 ≤ κ− 1).
Now we state some observations on the arithmetics of the Fα,β-parameters.
Lemma 6.4. Let (sj)κj=0 be a sequence of complex p× q matrices with Fα,β-parameter
sequence (fj)2κj=0 and Kβ-parameter sequence (pj)
κ
j=0. If κ ≥ 1, denote by (qj)
κ−1
j=0 the
Kβ-parameter sequence associated with (aj)
κ−1
j=0 . Then pj = (−1)
j f2j for all j ∈ Z0,κ
and qj = (−1)jf2j+1 for all j ∈ Z0,κ−1.
Proof. Using Remarks 4.9 and 5.16, we obtain p2k = Lk = A2k = f4k for all k ∈ N0 with
2k ≤ κ. Now assume κ ≥ 1. Let the sequence (dj)
κ−1
j=0 be given by dj := −βsj + sj+1.
Then dj = −bj for all j ∈ Z0,κ−1. Hence, in view of Remark 3.22, we get from Remark 4.9
furthermore p2k+1 = L
〈d〉
k = −Lk,β = −B2k+1 = −f4k+2 for all k ∈ N0 with 2k + 1 ≤ κ.
Thus, pj = (−1)jf2j holds true for all j ∈ Z0,κ. Using Remarks 4.9 and 5.16, we obtain
q2k = Lα,k = A2k+1 = f4k+1 for all k ∈ N0 with 2k ≤ κ− 1. Now assume κ ≥ 2. Let the
sequence (ej)
κ−2
j=0 be given by ej := −βaj + aj+1. Because of Remark 5.2, then ej = −cj
for all j ∈ Z0,κ−2. Hence, in view of Remark 3.22, we get from Remark 4.9 furthermore
q2k+1 = L
〈e〉
k = −Lα,k,β = −B2k+2 = −f4k+3 for all k ∈ N0 with 2k + 1 ≤ κ − 1. Thus,
qj = (−1)
j f2j+1 for all j ∈ Z0,κ−1.
Remark 6.5. Let (sj)κj=0 be a sequence of complex p× q matrices with Fα,β-parameter
sequence (fj)2κj=0. Then f0 = s0. Furthermore, in view of Lemma 6.4 and Remark 4.5,
for each k ∈ Z1,κ, the matrices f2k−1 and f2k are built from the matrices s0, s1, . . . , sk.
In particular, for each m ∈ Z0,κ, the Fα,β-parameter sequence associated with (sj)mj=0
coincides with (fj)2mj=0.
Remark 6.6. In view of Remarks 6.3 and 4.6, the mapping Φα,β : Sκ(Cp×q)→ S2κ(Cp×q)
defined by (sj)κj=0 7→ (fj)
2κ
j=0 is injective.
We now consider the behavior of the Fα,β-parameter sequence under two elementary
transformations of the underlying sequence (sj)κj=0 of complex p× q matrices. In view
of α, β ∈ R, the construction of the sequences (aj)κ−1j=0 , (bj)
κ−1
j=0 , and (cj)
κ−2
j=0 from Nota-
tion 5.1 is compatible with the transformations in question. Thus, taking into account
Remarks 3.26 and 5.16 and Definition 6.1, we conclude from Remarks 3.19 and 3.20
immediately:
Remark 6.7. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices. Then
(λfj)
2κ
j=0 coincides with the Fα,β-parameter sequence associated with (λsj)
κ
j=0.
Remark 6.8. Let U ∈ Cu×p with U∗U = Ip, let V ∈ Cq×v with V V ∗ = Iq, and let
(sj)
κ
j=0 be a sequence of complex p× q matrices. Then (U fjV )
2κ
j=0 coincides with the
Fα,β-parameter sequence associated with (UsjV )κj=0.
Using Remark 6.3 and Lemma 6.4, we can obtain a result analogous to Lemma 4.11
for the Fα,β-parameter as well:
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Lemma 6.9. Let (sj)κj=0 be a sequence of complex p× q matrices with Fα,β-parameter
sequence (fj)2κj=0. Let the sequence (rj)
κ
j=0 be given by rj := (−1)
jsj. Denote by (rj)2κj=0
the F−β,−α-parameter sequence associated with (rj)κj=0. Then r4k = f4k for all k ∈ N0
with 2k ≤ κ and r4k+1 = f4k+2 for all k ∈ N0 with 2k + 1 ≤ κ. Moreover, r4k+2 = f4k+1
for all k ∈ N0 with 2k + 1 ≤ κ and r4k+3 = f4k+3 for all k ∈ N0 with 2k + 2 ≤ κ.
Proof. We consider the nontrivial case κ ≥ 1 only. Denote by (sj)κj=0 the K−β-parameter
sequence associated with (rj)κj=0. Because of Remark 6.3, then r4k = s2k for all k ∈ N0
with 2k ≤ κ and r4k+1 = s2k+1 for all k ∈ N0 with 2k + 1 ≤ κ. Denote by (pj)κj=0 the
Kβ-parameter sequence associated with (sj)κj=0. For all j ∈ Z0,κ, then (−1)
jpj = sj ,
according to Lemma 4.11, and furthermore pj = (−1)jf2j , by virtue of Lemma 6.4.
Consequently, we have r4k = f4k for all k ∈ N0 with 2k ≤ κ and r4k+1 = f4k+2 for all
k ∈ N0 with 2k+1 ≤ κ. Let the sequence (tj)κ−1j=0 be given by tj := (−α)rj−rj+1. Denote
by (tj)
κ−1
j=0 the K−β-parameter sequence associated with (tj)
κ−1
j=0 . Because of Remark 6.3,
then r4k+2 = t2k for all k ∈ N0 with 2k ≤ κ − 1 and r4k+3 = t2k+1 for all k ∈ N0 with
2k + 1 ≤ κ − 1. Denote by (qj)
κ−1
j=0 the Kβ-parameter sequence associated with (aj)
κ−1
j=0 .
Observe that (−1)jaj = tj holds true for all j ∈ Z0,κ−1. According to Lemma 4.11, then
(−1)jqj = tj for all j ∈ Z0,κ−1. From Lemma 6.4, we obtain furthermore qj = (−1)jf2j+1
for all j ∈ Z0,κ−1. Consequently, we have r4k+2 = f4k+1 for all k ∈ N0 with 2k + 1 ≤ κ
and r4k+3 = f4k+3 for all k ∈ N0 with 2k + 2 ≤ κ.
Proposition 6.10. Let A ∈ Cp×q and let (sj)κj=0 ∈ F
<
q,κ,α,β with Fα,β-parameter se-
quence (fj)2κj=0. Let the sequence (tj)
κ
j=0 be given by tj := AsjA
∗ and denote by (tj)2κj=0
the Fα,β-parameter sequence associated with (tj)κj=0. Then (tj)
κ
j=0 ∈ F
<
p,κ,α,β and, for
all j ∈ Z0,2κ, furthermore tj < AfjA∗.
Proof. In view of Notation 5.1, we have obviously −αtj+ tj+1 = AajA∗ and βtj− tj+1 =
AbjA
∗ for all j ∈ Z0,κ−1, and furthermore −αβtj + (α + β)tj+1 − tj+2 = AcjA∗ for all
j ∈ Z0,κ−2. Because of (5.2) and (5.3), hence (tj)κj=0 ∈ F
<
p,κ,α,β follows by virtue of
Proposition 3.30. Moreover, we can conclude tj < AfjA∗ for all j ∈ Z0,2κ also from
Proposition 3.30, taking into account Remarks 3.26 and 5.16 and Definition 6.1.
Using Proposition 3.29 instead of Proposition 3.30, we get in a similar way:
Proposition 6.11. Let (sj)κj=0 and (tj)
κ
j=0 be sequences belonging to F
<
q,κ,α,β with
Fα,β-parameter sequences (fj)2κj=0 and (gj)
2κ
j=0, resp. Let the sequence (zj)
κ
j=0 be given
by zj := sj+tj and denote by (zj)2κj=0 the Fα,β-parameter sequence associated with (zj)
κ
j=0.
Then (zj)κj=0 ∈ F
<
q,κ,α,β and zj < fj + gj for all j ∈ Z0,2κ.
Remark 6.12. Let λ ∈ [0,∞) and let (sj)κj=0 ∈ F
<
q,κ,α,β. Then (λsj)
κ
j=0 ∈ F
<
q,κ,α,β, by
virtue of Proposition 6.10.
The following result indicates that the Fα,β-parameter sequence associated with a
sequence (sj)κj=0 ∈ F
<
q,κ,α,β is a convenient tool to handle simultaneously all the four
coupled non-negative Hermitian block Hankel matrices associated with the sequence
(sj)
κ
j=0. We write rankA for the rank of a complex p× q matrix A.
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Proposition 6.13. Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then
rankHn =
n∑
k=0
rank f4k and detHn =
n∏
k=0
det f4k (6.3)
for all n ∈ N0 with 2n ≤ κ,
rankHα,n =
n∑
k=0
rank f4k+1, detHα,n =
n∏
k=0
det f4k+1, (6.4)
rankHn,β =
n∑
k=0
rank f4k+2, and detHn,β =
n∏
k=0
det f4k+2 (6.5)
for all n ∈ N0 with 2n + 1 ≤ κ, and
rankHα,n,β =
n∑
k=0
rank f4k+3 and detHα,n,β =
n∏
k=0
det f4k+3 (6.6)
for all n ∈ N0 with 2n + 2 ≤ κ.
Proof. From Propositions 5.8 and 5.9 we obtain (sj)κj=0 ∈ K
<
q,κ,α. In view of Remark 6.3,
the application of [13, Lem. 4.11] to the sequence (sj)κj=0 yields (6.3) and (6.4). Now
assume κ ≥ 1. According to Proposition 5.6, then (bj)
κ−1
j=0 ∈ F
<
q,κ−1,α,β. In particular,
(bj)
κ−1
j=0 ∈ K
<
q,κ−1,α, by the same reasoning as above. Taking into account Remarks 6.3
and 5.2, the application of [13, Lem. 4.11] to the sequence (bj)
κ−1
j=0 yields (6.5) and
(6.6).
Maximization of the determinant in (6.3) was treated by Dette and Studden in [8],
using matrix canonical moments introduced in [7]. We recall their construction and
mention the corresponding connections to the present paper briefly in Section 9.
Now we characterize [α, β]-non-negative definiteness analogously to Propositions 3.18
and 4.7 in terms of the Fα,β-parameters introduced in Definition 6.1:
Proposition 6.14. Let (sj)κj=0 be a sequence of complex q × q matrices. Then (sj)
κ
j=0 ∈
F<q,κ,α,β if and only if fj ∈ C
q×q
< for all j ∈ Z0,2κ.
Proof. In view of [16, Lem. 10.10], (sj)κj=0 ∈ F
<
q,κ,α,β implies fj ∈ C
q×q
< for all j ∈ Z0,2κ.
Conversely, assume fj ∈ C
q×q
<
for all j ∈ Z0,2κ. We are going to show (sj)κj=0 ∈ F
<
q,κ,α,β
by mathematical induction. Because of f0 = s0 = H0, we have (sj)0j=0 ∈ F
<
q,0,α,β.
Now assume κ ≥ 1 and suppose that there exists an integer m ∈ Z0,κ−1 such that
(sj)
m
j=0 ∈ F
<
q,m,α,β holds true. According to Remark 5.13, then the matrices am and bm
are both Hermitian. By virtue of Remark 6.2, we have furthermore {f2m+1, f2m+2} =
{Am+1, Bm+1} = {sm+1 − am, bm − sm+1}. Thus, we conclude sm+1 ∈ C
q×q
H and am 4
sm+1 4 bm, i. e. sm+1 ∈ [[am, bm]]. Theorem 5.14 yields then (sj)
m+1
j=0 ∈ F
<
q,m+1,α,β.
Proposition 6.15. Let (sj)κj=0 be a sequence of complex q × q matrices. Then (sj)
κ
j=0 ∈
F≻q,κ,α,β if and only if fj ∈ C
q×q
≻ for all j ∈ Z0,2κ.
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Proof. Combine Propositions 6.14 and 6.13.
By virtue of Lemma 6.4 and Remark 4.6, a sequence (sj)κj=0 of complex p× q matri-
ces can be recovered from its even indexed Fα,β-parameters (f2k)κk=0, in case that β is
known. In particular, there are inner dependencies in the complete sequence (fj)2κj=0 of
Fα,β-parameters, which easily can be seen from Remarks 5.19 and 6.2:
Remark 6.16. Let (sj)κj=0 be a sequence of complex p× q matrices. For all k ∈ Z1,κ,
then f2k−1 = dk−1 − f2k.
Furthermore, in view of Remark 6.2, we get from Theorem 5.23 the following con-
nection between Fα,β-parameters and [α, β]-interval lengths associated to a sequence
belonging to F<q,κ,α,β:
Remark 6.17. Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then d0 = (β − α)f0 and, for all k ∈ Z1,κ, further-
more dk = (β − α)(f2k−1 ⊤−⊥ f2k) and dk = (β − α)(f2k ⊤−⊥ f2k−1).
Remark 6.18. Let (sj)κj=0 ∈ F
<
q,κ,α,β. By virtue of [16, Prop. 10.18] and Remark 6.2,
then R(d0) = R(f0) and N (d0) = N (f0). Furthermore, R(dj) = R(f2j−1) ∩ R(f2j)
and N (dj) = N (f2j−1) + N (f2j) for all j ∈ Z1,κ and R(dj) = R(f2j+1) +R(f2j+2) and
N (dj) = N (f2j+1) ∩ N (f2j+2) for all j ∈ Z0,κ−1.
To single out all sequences (fj)2κj=0 of complex q × q matrices which indeed occur
as Fα,β-parameters of sequences (sj)κj=0 ∈ F
<
q,κ,α,β, we introduce, motivated by Re-
marks 6.16 and 6.17, the following class, using the parallel sum of two matrices, given
in (5.8):
Notation 6.19. For each η ∈ [0,∞), denote by C<q,κ,η the set of all sequences (fj)
2κ
j=0
of non-negative Hermitian q × q matrices satisfying, in the case κ ≥ 1, the equations
ηf0 = f1 + f2 and η(f2k−1 ⊤−⊥ f2k) = f2k+1 + f2k+2 for all k ∈ Z1,κ−1.
For positive real numbers fj, the condition η(f2k−1 ⊤−⊥ f2k) = f2k+1 + f2k+2 is ful-
filled if and only if the harmonic mean hk := 2/(1/f2k−1 + 1/f2k) and the arithmetic
mean ak+1 := (f2k+1+ f2k+2)/2 of consecutive pairs (f2k−1, f2k) and (f2k+1, f2k+2) have
constant ratio ak+1/hk = η/4.
The following result provides first information about the importance of the
Fα,β-parameterization of [α, β]-non-negative definite sequences.
Theorem 6.20. The mapping Γα,β : F
<
q,κ,α,β → C
<
q,κ,β−α given by (sj)
κ
j=0 7→ (fj)
2κ
j=0 is
well defined and bijective.
Proof. Let δ := β − α. First consider (sj)κj=0 ∈ F
<
q,κ,α,β arbitrarily with Fα,β-parameter
sequence (fj)2κj=0. In view of Proposition 6.14, we have fj ∈ C
q×q
< for all j ∈ Z0,2κ.
Remark 6.16 yields dk = f2k+1 + f2k+2 for all k ∈ Z0,κ−1. According to Remark 6.17,
we have furthermore d0 = δf0 and dk = δ(f2k−1 ⊤−⊥ f2k) for all k ∈ Z1,κ. In the case
κ ≥ 1, we obtain in particular δf0 = f1 + f2 and δ(f2k−1 ⊤−⊥ f2k) = f2k+1 + f2k+2 for all
k ∈ Z1,κ−1. Hence, (fj)2κj=0 belongs to C
<
q,κ,δ. Thus, Γα,β is well defined. Because of
Remark 6.6, the mapping Γα,β is furthermore injective. To verify the surjectivity of
Γα,β, we consider now an arbitrary sequence (fj)2κj=0 belonging to C
<
q,κ,δ. By virtue of
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Remark 4.6, there exists a sequence (sj)κj=0 of complex q × q matrices with Kβ-parameter
sequence ((−1)jf2j)κj=0. In view of Lemma 6.4, the Fα,β-parameter sequence (fj)
2κ
j=0 of
(sj)
κ
j=0 then fulfills f2k = f2k for all k ∈ Z0,κ.
We show fj = fj for all j ∈ Z0,2κ by mathematical induction: Obviously, f0 = f0. Now
let κ ≥ 1. By construction, we have f0 = f0 and f2 = f2 and, in view of (fj)2κj=0 ∈ C
<
q,κ,δ
and (6.1), (5.7), and Remark 6.16, then
f1 = δf0 − f2 = δf0 − f2 = δs0 − f2 = d0 − f2 = f1.
Now assume κ ≥ 2 and suppose that there is an integer m ∈ Z1,κ−1, such that
fj = fj holds true for all j ∈ Z0,2m. By virtue of Remark 6.5 and (fj)2κj=0 ∈ C
<
q,κ,δ,
the Fα,β-parameter sequence associated with (sj)mj=0 consists of non-negative Hermitian
matrices. Hence, (sj)mj=0 ∈ F
<
q,m,α,β, according to Proposition 6.14. Remark 6.17 yields
dm = δ(f2m−1 ⊤−⊥ f2m). We have f2m+2 = f2m+2 by construction. From (fj)2κj=0 ∈ C
<
q,κ,δ
and Remark 6.16 we get then
f2m+1 = δ(f2m−1 ⊤−⊥ f2m)− f2m+2 = δ(f2m−1 ⊤−⊥ f2m)− f2m+2 = f2m+1.
Thus, fj = fj is proved for all j ∈ Z0,2κ by mathematical induction.
Since (fj)2κj=0 belongs to C
<
q,κ,δ, the Fα,β-parameter sequence associated with (sj)
κ
j=0
consists of non-negative Hermitian matrices. Hence, Proposition 6.14 yields (sj)κj=0 ∈
F<q,κ,α,β. Moreover, (fj)
2κ
j=0 is the image of (sj)
κ
j=0 under Γα,β.
To uncover the above mentioned inner dependencies between the Fα,β-parameters of a
sequence belonging to F<q,κ,α,β, we introduce new parameters. Observe that the following
construction is well-defined due to Proposition 5.24:
Definition 6.21. Let (sj)κj=0 ∈ F
<
q,κ,α,β with Fα,β-parameter sequence (fj)
2κ
j=0 and se-
quence of [α, β]-interval lengths (dj)κj=0. Then we call (ej)
κ
j=0 given by e0 := f0 and by
ej := (d
1/2
j−1)
†f2j(d
1/2
j−1)
† for each j ∈ Z1,κ the [α, β]-interval parameter sequence associated
with (sj)κj=0.
For the special case that [α, β] = [0, 1] and s0 = Iq, we obtain, by virtue of (6.1), (6.2),
and (5.7), then (cf. [6, Example 1.3.1])
e0 = Iq, e1 = Iq − s1, and e2 =
[
(s1 − s
2
1)
1/2
]†
(s2 − s
2
1)
[
(s1 − s
2
1)
1/2
]†
.
Observe that the Fα,β-parameters ej of an [α, β]-non-negative definite sequence are con-
nected in the case q = 1, [α, β] = [0, 1], and s0 = 1 to the classical canonical moments
pk, given in our notation by (cf. [6, Eq. (1.3.2)])
pk =
sk − ak−1
bk−1 − ak−1
=
Ak
dk−1
,
of the corresponding point in the moment space of probability measures on [0, 1] via
p1 = 1 − e1, p2 = e2, p3 = 1 − e3, p4 = e4, p5 = 1 − e5, . . . , i. e., e2ℓ−1 = q2ℓ−1
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and e2ℓ = p2ℓ with the quantities qk = 1 − pk additionally occurring in the classical
framework.
Now we state some observations concerning the arithmetics of the object introduced
in Definition 6.21. From [16, Prop. 7.7(a)] and Remarks 5.18 and 6.5, we easily get:
Remark 6.22. Let (sj)κj=0 ∈ F
<
q,κ,α,β with [α, β]-interval parameter sequence (ej)
κ
j=0. For
each k ∈ Z0,κ, the matrix ek is built from the matrices s0, s1, . . . , sk. In particular, for
each m ∈ Z0,κ the sequence (sj)mj=0 belongs to F
<
q,m,α,β and has [α, β]-interval parameter
sequence (ej)mj=0.
Lemma 6.23. Let V ∈ Cq×p with V V ∗ = Iq and let (sj)κj=0 ∈ F
<
q,κ,α,β. Then
(V ∗sjV )
κ
j=0 belongs to F
<
p,κ,α,β and has [α, β]-interval parameter sequence (V
∗ejV )
κ
j=0.
Proof. Proposition 6.10 yields (V ∗sjV )κj=0 ∈ F
<
p,κ,α,β. Denote by (pj)
κ
j=0 the
[α, β]-interval parameter sequence associated with (V ∗sjV )κj=0, by (lj)
κ
j=0 the sequence
of [α, β]-interval lengths associated with (V ∗sjV )κj=0, and by (tj)
κ
j=0 the Fα,β-parameter
sequence associated with (V ∗sjV )κj=0. According to Remark 6.8, then tj = V
∗fjV for
all j ∈ Z0,2κ. In view of Definition 6.21, in particular p0 = t0 = V ∗f0V = V ∗e0V . Now
assume κ ≥ 1. Using Remark 5.21, we obtain lj = V ∗djV for all j ∈ Z0,κ. Consequently,
we have (l1/2j )
† = V ∗(d
1/2
j )
†V for all j ∈ Z0,κ, by virtue of Remarks A.7 and A.3. In view
of Definition 6.21 and V V ∗ = Iq, hence
pj = (l
1/2
j−1)
†t2j(l
1/2
j−1)
† = V ∗(d
1/2
j−1)
†V V ∗f2jV V
∗(d
1/2
j−1)
†V
= V ∗(d
1/2
j−1)
†f2j(d
1/2
j−1)
†V = V ∗ejV
follows for all j ∈ Z1,κ.
Using Remark A.2, we obtain from Remarks 6.12, 5.20 and 6.7 in a similar way:
Remark 6.24. Let λ ∈ (0,∞) and let (sj)κj=0 ∈ F
<
q,κ,α,β with [α, β]-interval parameter
sequence (ej)κj=0. Denote by (pj)
κ
j=0 the [α, β]-interval parameter sequence associated
with (λsj)κj=0. Then (λsj)
κ
j=0 belongs to F
<
q,κ,α,β and furthermore p0 = λe0 and pj = ej
for all j ∈ Z1,κ.
Extending in the case κ <∞ the sequence (sj)κj=0 ∈ F
<
q,κ,α,β to a sequence (sj)
κ+1
j=0 ∈
F<q,κ+1,α,β, using, e. g., Corollary 5.25, and applying Remarks 5.18 and 6.16, we conclude
from Proposition 6.10 easily:
Proposition 6.25. Let A ∈ Cp×q and let (sj)κj=0 ∈ F
<
q,κ,α,β with sequence of
[α, β]-interval lengths (dj)κj=0. Denote by (lj)
κ
j=0 the sequence of [α, β]-interval lengths
associated with (AsjA∗)κj=0. For all j ∈ Z0,κ, then lj < AdjA
∗.
Using Proposition 6.11 instead of Proposition 6.10, we get in a similar way:
Proposition 6.26. Let (sj)κj=0 and (tj)
κ
j=0 be sequences belonging to F
<
q,κ,α,β with se-
quences of [α, β]-interval lengths (dj)κj=0 and (vj)
2κ
j=0, resp. Denote by (lj)
κ
j=0 the se-
quence of [α, β]-interval lengths associated with (sj + tj)κj=0. For all j ∈ Z0,κ, then
lj < dj + vj.
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Our next aim is to single out all sequences (ej)κj=0 of complex q × q matrices, which
indeed occur as [α, β]-interval parameters of sequences (sj)κj=0 ∈ F
<
q,κ,α,β. With the
Euclidean scalar product 〈·, ·〉E : Cq × Cq → C given by 〈x, y〉E := y∗x, which is C-linear
in its first argument, the vector space Cq over the field C becomes a unitary space. Let
U be an arbitrary non-empty subset of Cq. The orthogonal complement U⊥ := {v ∈
Cq : 〈v, u〉E = 0 for all u ∈ U} of U is a linear subspace of the unitary space Cq. If U
is a linear subspace itself, the unitary space Cq is the orthogonal sum of U and U⊥. In
this case, we write PU for the transformation matrix corresponding to the orthogonal
projection onto U with respect to the standard basis of Cq, i. e., PU is the uniquely
determined matrix P ∈ Cq×q satisfying P 2 = P = P ∗ and R(P ) = U .
Proposition 6.27. Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all j ∈ Z1,κ, then
f2j−1 = d
1/2
j−1(PR(dj−1) − ej)d
1/2
j−1 = d
1/2
j−1(Iq − ej)d
1/2
j−1, f2j = d
1/2
j−1ejd
1/2
j−1,
and furthermore PR(dj−1) − ej = (d
1/2
j−1)
†f2j−1(d
1/2
j−1)
†.
Proof. Let j ∈ Z1,κ. In view of Proposition 5.24, the matrix D := dj−1 is non-negative
Hermitian. With Q := D1/2 we have ej = Q†f2jQ† by Definition 6.21. From Re-
marks 6.18 and A.9, we conclude R(f2j) ⊆ R(D) = R(Q) and N (Q) = N (D) ⊆ N (f2j).
By virtue of Remark A.5, we obtain then QejQ = QQ†f2jQ†Q = f2j. According to
Remark A.9, we have furthermore QPR(D)Q = QPR(Q)Q = QQ = D, whereas Re-
marks A.12 and A.9 yield
Q†DQ† = Q†QQQ† = PR(Q∗)PR(Q) = PR(Q)PR(Q) = PR(Q) = PR(D).
Using Remark 6.16, we get hence Q(PR(D) − ej)Q = Q(Iq − ej)Q = D − f2j = f2j−1 and
Q†f2j−1Q
† = Q†(D − f2j)Q
† = Q†DQ† −Q†f2jQ
† = PR(D) − ej .
Using Remark A.6 we see that the following construction is well defined.
Notation 6.28. For each η ∈ [0,∞), let E<q,κ,η be the set of all sequences (ek)
κ
k=0 from
Cq×q< which, in the case κ ≥ 1, fulfill ek 4 PR(dk−1) for all k ∈ Z1,κ, where the sequence
(dk)
κ
k=0 is recursively given by d0 := ηe0 and
dk := ηd
1/2
k−1e
1/2
k (PR(dk−1) − ek)e
1/2
k d
1/2
k−1.
Consider the scalar case q = 1 and an η ∈ (0,∞): The set E<1,∞,η consists of all
sequences (ek)∞k=0 of real numbers, having one of the following two forms:
• 0 = e0 = e1 = e2 = · · ·
• e0 ∈ (0,∞) and there exists an integer k ∈ N such that e1, e2, . . . , ek−1 ∈ (0, 1) if
k ≥ 2, and, furthermore, ek ∈ {0, 1} and 0 = ek+1 = ek+2 = · · ·
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Proposition 6.29. Let η ∈ [0,∞) and let ∆η : C<q,κ,η → E
<
q,κ,η be defined by (fj)
2κ
j=0 7→
(ek)
κ
k=0, where the sequence (ek)
κ
k=0 is given via
ek :=
{
f0, if k = 0
(h
1/2
k−1)
†f2k(h
1/2
k−1)
†, if k ≥ 1
where the sequence (hk)κk=0 is given by
hk :=
{
ηf0, if k = 0
η(f2k−1 ⊤−⊥ f2k), if k ≥ 1
. (6.7)
Then ∆η is well defined and bijective. Furthermore, (hk)κk=0 coincides with the sequence
(dk)
κ
k=0 associated to (ek)
κ
k=0 in Notation 6.28.
Proof. We first derive some facts, which will be used several times in the proof: Consider
a matrix D ∈ Cq×q
<
. Let P := PR(D) and Q := D1/2. Because of Remark A.9, we have
PR(Q) = P . Hence, Remark A.12 yields
QQ† = P = DD† and Q†Q = P. (6.8)
In view of Remark A.8, we conclude then
P = P 2 = Q(Q†)2Q = QD†Q and P = P 2 = Q†Q2Q† = Q†DQ†. (6.9)
Additionally, we consider now two matrices E,F ∈ Cq×q. First suppose that
E = Q†FQ† (6.10)
and
Oq×q 4 F 4 D. (6.11)
hold true. According to Remark A.1, we have (Q†)∗ = Q†. In combination with (6.10),
(6.11), Remark A.6, and (6.9), we get then
E = Q†FQ† 4 Q†DQ† = P. (6.12)
Using Lemma A.13 and Remark A.5(a), we conclude from (6.11) easily
PF = F and FP = (PF )∗ = F. (6.13)
By virtue of (6.10), (6.8) and (6.13), we obtain
QEQ = QQ†FQ†Q = PFP = F. (6.14)
In view of (5.8), we get from (6.8), (6.13), (6.14), and (6.9) then
(D − F )⊤−⊥ F = (D − F )D
†F = DD†F − FD†F = PF − FD†F
= F − FD†F = QEQ−QEQD†QEQ = Q(E − EPE)Q.
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Because of (6.10) and (6.8), we have PE = E. In combination with Remarks A.5(a)
and A.9, immediately PE1/2 = E1/2 follows. Thus, we have
E − EPE = E1/2PE1/2 −E2 = E1/2(P − E)E1/2
and, consequently,
(D − F )⊤−⊥ F = QE
1/2(P − E)E1/2Q. (6.15)
Conversely, suppose that
F = QEQ (6.16)
and
Oq×q 4 E 4 P (6.17)
are fulfilled. Using Lemma A.13 and Remark A.5(a), from (6.17) we conclude
PE = E and EP = (PE)∗ = E. (6.18)
By virtue of (6.16), (6.8), and (6.18), we infer
Q†FQ† = Q†QEQQ† = PEP = E. (6.19)
In view of (5.8), (6.8), (6.16), and (6.9), we get
(D − F )⊤−⊥ F = (D − F )D
†F = DD†F − FD†F
= QQ†QEQ−QEQD†QEQ = Q(E − EPE)Q.
From the first equation in (6.18) the identity E−EPE = E1/2(P −E)E1/2 follows in the
same way as above. Hence, we obtain again (6.15). We now start proving the assertion
of the lemma, only considering the non-trivial case κ ≥ 1: First let (fj)2κj=0 ∈ C
<
q,κ,η
and let (ek)κk=0 be its image under ∆η. Then fj ∈ C
q×q
< for all j ∈ Z0,2κ. In view
of Theorem 5.22, hence hk ∈ C
q×q
< for all k ∈ Z0,κ. Using Remarks A.1 and A.6, we
then obtain ek ∈ C
q×q
< for all k ∈ Z0,κ. Now consider an arbitrary integer k ∈ Z1,κ.
Observe that the matrices E := ek and F := f2k fulfill (6.10) with D := hk−1. Because
of (fj)2κj=0 ∈ C
<
q,κ,η and (6.7), we have
f2k−1 + f2k = hk−1. (6.20)
In particular, (6.11) holds true. Thus, from (6.12) (resp., (6.14)) we get
ek 4 PR(hk−1) (6.21)
and
h
1/2
k−1ekh
1/2
k−1 = f2k. (6.22)
In view of (6.20) and (6.15), we conclude
hk = η(f2k−1 ⊤−⊥ f2k) = η[(D − F )⊤−⊥ F ]
= ηQE1/2(P − E)E1/2Q = ηh
1/2
k−1e
1/2
k (PR(hk−1) − ek)e
1/2
k h
1/2
k−1.
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Since h0 = ηe0 also holds true, hence (hk)κk=0 coincides with the sequence (dk)
κ
k=0 asso-
ciated to (ek)κk=0 in Notation 6.28. By virtue of (6.21), thus (ek)
κ
k=0 belongs to E
<
q,κ,η.
Consequently, ∆η is well defined. Observe that, for each k ∈ Z2,κ, the matrix hk−1 is
built from f2k−3 and f2k−2. Hence, using (6.22) and (6.20), the whole sequence (fj)2κj=0
can be reconstructed from the sequence (ek)κk=0. This shows that ∆η is injective. To
prove the surjectivity of ∆η, we consider an arbitrary sequence (ek)κk=0 ∈ E
<
q,κ,η. Denote
by (dk)κk=0 the sequence associated to (ek)
κ
k=0 in Notation 6.28. Let (fj)
2κ
j=0 be given by
f0 := e0 and by f2k := d
1/2
k−1ekd
1/2
k−1 and f2k−1 := d
1/2
k−1(PR(dk−1) − ek)d
1/2
k−1 for k ∈ Z1,κ.
Observe that ek ∈ C
q×q
<
for all k ∈ Z0,κ and ek 4 PR(dk−1) for all k ∈ Z1,κ. Hence,
because of Remark A.6, we have then fj ∈ C
q×q
< for all j ∈ Z0,2κ. Now consider again
an arbitrary k ∈ Z1,κ. The matrix D := dk−1 belongs to C
q×q
< . Using (6.8), thus
f2k−1 + f2k = d
1/2
k−1PR(dk−1)d
1/2
k−1 = QPQ = QQQ
†Q = Q2 = D (6.23)
follows. The matrices E := ek and F := f2k fulfill (6.16) and (6.17). In view of (6.23)
and (6.15), hence
η(f2k−1 ⊤−⊥ f2k) = η[(D − F )⊤−⊥ F ] = ηQE
1/2(P − E)E1/2Q
= ηd
1/2
k−1e
1/2
k (PR(dk−1) − ek)e
1/2
k d
1/2
k−1 = dk.
(6.24)
Observe that, in the case k ≤ κ− 1, we get f2k+1 + f2k+2 = d
1/2
k PR(dk)d
1/2
k = dk in the
same way as above. Thus, we have η(f2k−1 ⊤−⊥ f2k) = f2k+1 + f2k+2 for all k ∈ Z1,κ−1.
Since d0 = ηf0 holds true, additionally ηf0 = f1 + f2 follows from (6.23) if k = 1.
Consequently, (fj)2κj=0 belongs to C
<
q,κ,η. In view of d0 = ηf0 and (6.24), the sequence
(dk)
κ
k=0 coincides with the sequence (hk)
κ
k=0 given via (6.7). By virtue of (6.19), we
obtain then (h1/2k−1)
†f2k(h
1/2
k−1)
† = Q†FQ† = E = ek. Hence, the sequence (ek)κk=0 is the
image of (fj)2κj=0 under ∆η. This shows that ∆η is surjective.
Theorem 6.30. The mapping Σα,β : F
<
q,κ,α,β → E
<
q,κ,β−α given by (sj)
κ
j=0 7→ (ej)
κ
j=0 is
well defined and bijective.
Proof. Let Γα,β : F
<
q,κ,α,β → C
<
q,κ,β−α be defined by (sj)
κ
j=0 7→ (fj)
2κ
j=0, where (fj)
2κ
j=0 is the
Fα,β-parameter sequence associated with (sj)κj=0. According to Theorem 6.20, then Γα,β
is well defined and bijective. By virtue of Proposition 6.29, the mapping ∆δ : C
<
q,κ,β−α →
E<q,κ,β−α given there is well defined and bijective as well. From Definition 6.21 and
Remark 6.17 we see that Σα,β = ∆δ ◦ Γα,β.
Now we are going to describe some connections between [α, β]-interval parameters and
[α, β]-interval lengths:
Notation 6.31. Let (sj)κj=0 be a sequence of complex p× q matrices with sequence of
[α, β]-interval lengths (dj)κj=0. Then for all j ∈ Z0,κ, let Pj := PR(dj) be the matrix
corresponding to the orthogonal projection onto R(dj).
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Proposition 6.32. Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then e0 < Oq×q and ej ∈ [[Oq×q,Pj−1]] for
all j ∈ Z1,κ. Furthermore, d0 = (β − α)e0 and dj = (β − α)d
1/2
j−1e
1/2
j (Pj−1 − ej)e
1/2
j d
1/2
j−1
for all j ∈ Z1,κ.
Proof. By virtue of Proposition 6.29, the mapping ∆δ : C
<
q,κ,β−α → E
<
q,κ,β−α given there
is well defined and bijective. Denote by (fj)2κj=0 the Fα,β-parameter sequence associated
with (sj)κj=0. According to Theorem 6.20, then (fj)
2κ
j=0 ∈ C
<
q,κ,β−α. From Definition 6.21
and Remark 6.17 we conclude in view of Proposition 6.29 that (ej)κj=0 is the image
of (fj)2κj=0 under ∆δ and that the sequence (dj)
κ
j=0 is of the asserted form given in
Notation 6.28. Consequently, the sequence (ej)κj=0 belongs to E
<
q,κ,β−α. In particular,
e0 < Oq×q and Oq×q 4 ej 4 Pj−1 for all j ∈ Z1,κ.
Proposition 6.33. Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all j ∈ Z1,κ, then
dj = (β − α)d
1/2
j−1ej(Iq − ej)d
1/2
j−1
=
β − α
4
dj−1 − (β − α)d
1/2
j−1
(
1
2
Pj−1 − ej
)∗(1
2
Pj−1 − ej
)
d
1/2
j−1
(6.25)
and, in particular, det(dj) = (β − α)
q det(dj−1) det(ej) det(Iq − ej).
Proof. Assume κ ≥ 1 and let j ∈ Z1,κ. In view of Remarks A.9 and A.4 and Defi-
nition 6.21, we have R(e1/2j ) = R(ej) ⊆ R((d
1/2
j−1)
†) = R(d
1/2
j−1) = R(dj−1), implying
Pj−1e
1/2
j = e
1/2
j and Pj−1d
1/2
j−1 = d
1/2
j−1. In particular, (Pj−1 − ej)e
1/2
j = (Iq − ej)e
1/2
j
and (12Pj−1 − ej)d
1/2
j−1 = (
1
2Iq − ej)d
1/2
j−1. According to Proposition 6.32, we obtain with
δ := β − α then
dj = δd
1/2
j−1e
1/2
j (Iq − ej)e
1/2
j d
1/2
j−1 = δd
1/2
j−1ej(Iq − ej)d
1/2
j−1.
and conclude from this furthermore
δd
1/2
j−1
(
1
2
Pj−1 − ej
)∗(1
2
Pj−1 − ej
)
d
1/2
j−1 = δd
1/2
j−1
(
1
2
Iq − ej
)2
d
1/2
j−1
= δd
1/2
j−1
(
1
4
Iq − ej + e
2
j
)
d
1/2
j−1 =
δ
4
dj−1 − dj .
Observe that the representation (6.25) yields the inequality in Proposition 5.29. The
distinguished points am, bm, and mm, given in Definitions 5.12 and 5.28, of the extension
interval [[am, bm]] in Theorem 5.14 stand in a direct correspondence to the from the
geometric view analogous points in the interval [[Oq×q,Pm]] in Proposition 6.32:
Theorem 6.34. Let (sj)κj=0 ∈ F
<
q,κ,α,β, assume κ ≥ 1, and let k ∈ Z1,κ. Then:
(a) If k is even, then ek = Oq×q (resp., ek = Pk−1) if and only if sk = ak−1 (resp.,
sk = bk−1). In this case, dk = Oq×q.
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(b) If k is odd, then ek = Oq×q (resp., ek = Pk−1) if and only if sk = bk−1 (resp.,
sk = ak−1). In this case, dk = Oq×q.
(c) ek =
1
2Pk−1 if and only if sk = mk−1. In this case, dk =
β−α
4 dk−1.
(d) dk = Oq×q if and only if e2k = ek. In this case, dj = Oq×q, ej = Oq×q, and
sj = aj−1 = mj−1 = bj−1 for all j ∈ Zk+1,κ.
(e) det dk 6= 0 if and only if det ej 6= 0 for all j ∈ Z0,k and det(Iq − ej) 6= 0 for
all j ∈ Z1,k. In this case, det dj 6= 0 for all j ∈ Z0,k and furthermore e0 ≻ Oq×q
and Oq×q ≺ ej ≺ Iq for all j ∈ Z1,k.
Proof. (a)–(b) In view of Definitions 6.1 and 5.15, the equivalences are direct conse-
quences of Proposition 6.27 and Definition 6.21. From Proposition 6.32, the conclusion
for dk follows.
(c) First assume ek = 12Pk−1. From Proposition 6.27 we conclude then f2k−1 = f2k.
Hence, Remark 6.2 yields Ak = Bk. In view of Definition 5.15, this means sk − ak−1 =
bk−1− sk, implying sk = 12(ak−1+ bk−1) = mk−1 by virtue of Definition 5.28. According
to Proposition 5.29, then dk =
β−α
4 dk−1. Conversely, assume sk = mk−1. By the same
reasoning as above, we conclude then f2k−1 = f2k. Consequently, from Definition 6.21
and Proposition 6.27, we obtain ek = Pk−1 − ek, implying ek = 12Pk−1.
(d) In view of Definition 6.21 and Remark A.4, we have R(ek) ⊆ R((d
1/2
k−1)
†) = R(d
1/2
k−1)
and hence P
R(d
1/2
k−1
)
ek = ek. Since, by virtue of Proposition 6.32, the matrix ek is
Hermitian, we can thus conclude ekd
1/2
k−1(d
1/2
k−1)
† = ekPR(d1/2
k−1
)
= (P
R(d
1/2
k−1
)
ek)
∗ = ek,
using Remark A.12. Taking additionally into account Remark A.8, furthermore
(d
1/2
k−1)
†d
1/2
k−1ek = (ekd
1/2
k−1(d
1/2
k−1)
†)∗ = ek follows. According to Proposition 6.33, we have
dk = (β − α)d
1/2
k−1(ek − e
2
k)d
1/2
k−1 and obtain then (d
1/2
k−1)
†dk(d
1/2
k−1)
† = (β − α)(ek − e
2
k). In
view of β − α > 0, thus e2k = ek is equivalent to dk = Oq×q. Now assume dk = Oq×q.
By virtue of Proposition 5.26, then dℓ = Oq×q and therefore Pℓ = Oq×q for all ℓ ∈ Zk,κ.
In view of Definition 6.21, thus ej = Oq×q follows for all j ∈ Zk+1,κ. For all j ∈ Zk+1,κ,
in particular, ej = Oq×q = Pj−1 = 12Pj−1, which because of parts (a)–(c) implies
sj = aj−1 = bj−1 = mj−1.
(e) First assume det dk 6= 0. Using Proposition 5.26, we then can conclude det dℓ 6= 0
and hence Pℓ = Iq for all j ∈ Z0,k. This implies det e0 6= 0 and Oq×q 4 ej 4 Iq for all
j ∈ Z1,k, by virtue of Proposition 6.32, and furthermore det ej 6= 0 and det(Iq − ej) 6= 0
for all j ∈ Z1,k, according to Proposition 6.33. Since we additionally have e0 < Oq×q
from Proposition 6.32, consequently e0 ≻ Oq×q and Oq×q ≺ ej ≺ Iq for all j ∈ Z1,k follow.
Conversely, suppose that det ej 6= 0 for all j ∈ Z0,k and det(Iq − ej) 6= 0 for all j ∈ Z1,k
hold true. In particular, det d0 = (β − α)
q det e0 6= 0, in view of Proposition 6.32. Using
Proposition 6.33, we then get det d1 6= 0, . . . ,det dk 6= 0 in a successive way.
In view of Remark A.11, we obtain from Proposition 5.26 immediately:
Remark 6.35. Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all j ∈ Z1,κ, then Pj 4 Pj−1.
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Hence, the matricial intervals [[Oq×q,Pj−1]] in Proposition 6.32 form a nested decreas-
ing sequence. By virtue of Proposition 5.24, the situation simplifies in the [α, β]-positive
definite case to Pj−1 = Iq:
Proposition 6.36. Let (sj)κj=0 be a sequence of complex q × q matrices. Then (sj)
κ
j=0 ∈
F≻q,κ,α,β if and only if e0 ∈ C
q×q
≻ and ej ∈ ((Oq×q, Iq)) for all j ∈ Z1,κ.
Proof. In view of e0 = f0 = A0 = s0, the case κ = 0 is readily checked. Now assume
κ ≥ 1.
First suppose that (sj)κj=0 belongs to F
≻
q,κ,α,β. According to Proposition 5.24, then
dj ∈ C
q×q
≻ for all j ∈ Z0,κ. Consequently, Theorem 6.34(e) yields e0 ≻ Oq×q and
Oq×q ≺ ej ≺ Iq for all j ∈ Z1,κ.
Conversely, assume e0 ∈ C
q×q
≻ and ej ∈ ((Oq×q, Iq)) for all j ∈ Z1,κ. Let η := (β − α)
and let the sequence (ek)κk=0 be given by ek := ek. Then it is readily checked that
the sequence (dk)κk=0 associated to (ek)
κ
k=0 via Notation 6.28 is well defined, fulfilling
dk ∈ C
q×q
≻ and PR(dk) = Iq for all k ∈ Z0,κ. Consequently, the sequence (ek)
κ
k=0 belongs
to E<q,κ,η, i. e., (ej)
κ
j=0 ∈ E
<
q,κ,β−α. According to Theorem 6.30, thus (sj)
κ
j=0 ∈ F
<
q,κ,α,β
follows. Hence, we can apply Theorem 6.34(e) to obtain det dj 6= 0 for all j ∈ Z0,κ. From
Remark 6.18 we conclude then det fj 6= 0 for all j ∈ Z0,2κ. Since Proposition 6.14 yields
fj ∈ C
q×q
<
for all j ∈ Z0,2κ, we get fj ∈ C
q×q
≻ for all j ∈ Z0,2κ. Using Proposition 6.15, we
infer (sj)κj=0 ∈ F
≻
q,κ,α,β.
In the remaining part of this section, we characterize two special properties for se-
quences (sj)κj=0 ∈ F
<
q,κ,α,β already considered in [16] in terms of their [α, β]-interval
parameters (ej)κj=0:
Definition 6.37 (cf. [16, Def. 10.24 and 10.25]). Let (sj)κj=0 be a sequence of complex
p× q matrices with sequence of [α, β]-interval lengths (dj)κj=0 and let k ∈ Z0,κ. Then
(sj)
κ
j=0 is said to be completely [α, β]-degenerate of order k if dk = Oq×q.
Proposition 6.38. Let (sj)κj=0 ∈ F
<
q,κ,α,β, assume κ ≥ 1, and let k ∈ Z1,κ. Then (sj)
κ
j=0
is completely [α, β]-degenerate of order k if and only if e2k = ek. In this case, dj = Oq×q,
ej = Oq×q, and sj = aj−1 = mj−1 = bj−1 for all j ∈ Zk+1,κ.
Proof. This is an immediate consequence of Theorem 6.34(d).
Observe that in the situation of Proposition 6.38 due to ek < Oq×q we have e∗k =
ek and thus the condition e2k = ek is equivalent to ek being a transformation matrix
corresponding to an orthogonal projection, i. e., ek = PR(ek).
Definition 6.39 (cf. [16, Def. 10.33]). Let (sj)κj=0 be a sequence of complex p× q matri-
ces with sequence of [α, β]-interval mid points (mj)κj=0. Assume κ ≥ 1 and let k ∈ Z1,κ.
Then (sj)κj=0 is said to be [α, β]-central of order k if sj = mj−1 for all j ∈ Zk,κ.
Proposition 6.40. Let (sj)κj=0 ∈ F
<
q,κ,α,β, assume κ ≥ 1, and let k ∈ Z1,κ. Then
(sj)
κ
j=0 is [α, β]-central of order k if and only if ej =
1
2Pj−1 for all j ∈ Zk,κ. In this
case, dj = [(β − α)/4]
j−k+1dk−1 and Pj = Pk−1 for all j ∈ Zk,κ.
Proof. This is an immediate consequence of Theorem 6.34(c).
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7. The binomial transformation in the class F<q,κ,α,β
To motivate the considerations of this and the next section, we give a matrix version of
the change-of-variables formula. Therefore, we consider a measurable function T : X →
Y between two measurable spaces (X ,X) and (Y,Y) and a non-negative Hermitian
q × q measure µ on (X ,X). For all Y ∈ Y, let [T (µ)](Y ) := µ(T−1(Y )), where T−1(Y ) :=
{x ∈ X : T (x) ∈ Y } is the preimage of Y under T . Then T (µ) : Y → Cq×q< is a non-
negative Hermitian q × q measure on (Y,Y), called the image measure of µ under T .
Proposition 7.1 (cf. [14, Prop. B.1]). Let g : Y → C be a measurable function. Then
g ∈ L(T (µ)) if and only if g ◦ T ∈ L(µ). In this case,
∫
Y gd[T (µ)] =
∫
T−1(Y )(g ◦ T )dµ
for all Y ∈ Y.
In particular, consider an affine transformation of R and let T be its restriction onto
a non-empty Borel subset Ω of R. Then the connection between the power moments
s
(σ)
j :=
∫
Ω x
jσ(dx) of a non-negative Hermitian measure σ on (Ω,BΩ) and the power
moments tj := s
(T (σ))
j =
∫
T (Ω) y
j[T (σ)](dy) of the image measure T (σ) of σ under T is
given via the following transformation for sequences of complex matrices:
Definition 7.2. Let φ,ψ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices.
Then the sequence (wj)κj=0 given by wj :=
∑j
ℓ=0
(j
ℓ
)
ψℓφj−ℓsℓ is called the (ψ, φ)-binomial
transform of (sj)κj=0.
Corollary 7.3. Let φ,ψ ∈ R, let Ω ∈ BR \ {∅}, let Θ := {ψx + φ : x ∈ Ω}, and
let T : Ω → Θ be defined by T (x) := ψx + φ. Let (sj)κj=0 be a sequence of complex
q × q matrices with (ψ, φ)-binomial transform (wj)κj=0 and let σ ∈ M
<
q,κ[Ω; (sj)
κ
j=0,=].
Then the image measure T (σ) of σ under T belongs to M<q,κ[Θ; (wj)
κ
j=0,=].
Proof. Use Proposition 7.1.
Remark 7.4. Let φ,ψ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices with
(ψ, φ)-binomial transform (wj)κj=0. For each k ∈ Z0,κ, the matrix wk is built from the
matrices s0, s1, . . . , sk. In particular, for each m ∈ Z0,κ, the (ψ, φ)-binomial transform
of (sj)mj=0 coincides with (wj)
m
j=0.
We are going to study the behavior of [α, β]-interval parameters, [α, β]-interval lengths,
and Fα,β-parameters under binomial transformation of the underlying sequence (sj)κj=0 ∈
F<q,κ,α,β, starting with some simple observations concerning the arithmetic of the binomial
transformation:
Example 7.5. Let φ,ψ ∈ C and let (sj)κj=0 be a sequence of complex p× q matri-
ces. Then (φjs0)κj=0 is the (0, φ)-binomial transform of (sj)
κ
j=0 and (ψ
jsj)
κ
j=0 is the
(ψ, 0)-binomial transform of (sj)κj=0.
Obviously, the binomial transformation is linear in the following sense:
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Remark 7.6. Let φ,ψ ∈ C and let (sj)κj=0 and (tj)
κ
j=0 be two sequences of complex
p× q matrices. Denote by (wj)κj=0 and by (vj)
κ
j=0 the (ψ, φ)-binomial transform of
(sj)
κ
j=0 and of (tj)
κ
j=0, resp. Then the sequence (wj + vj)
κ
j=0 is the (ψ, φ)-binomial
transform of (sj + tj)κj=0. Furthermore, for each λ ∈ C, the sequence (λwj)
κ
j=0 is the
(ψ, φ)-binomial transform of (λsj)κj=0.
Proposition 7.7. Let η ∈ R, let θ ∈ [0,∞), and let (sj)κj=0 ∈ F
<
q,κ,α,β with
Fα,β-parameter sequence (fj)2κj=0. Denote by (wj)
κ
j=0 the (θ, η)-binomial transform of
(sj)
κ
j=0 and by (gj)
2κ
j=0 the Fθα+η,θβ+η-parameter sequence associated with (wj)
κ
j=0. Then
(wj)
κ
j=0 ∈ F
<
q,κ,θα+η,θβ+η. Furthermore,
g2k = θ
kf2k for all k ∈ Z0,κ (7.1)
and
g2k−1 = θ
kf2k−1 for all k ∈ Z1,κ. (7.2)
Proof. Denote by (kj)κj=0 the Kα-parameter sequence associated with (sj)
κ
j=0. From
Propositions 5.8 and 5.9 we conclude (sj)κj=0 ∈ K
<
q,κ,α. According to [14, Thm. 4.12],
then (θjkj)κj=0 is the Kθα+η-parameter sequence associated with (wj)
κ
j=0. By virtue of
Remark 6.3, hence g4ℓ = θ2ℓf4ℓ for all ℓ ∈ N0 with 2ℓ ≤ κ and g4ℓ+1 = θ2ℓ+1f4ℓ+1 for
all ℓ ∈ N0 with 2ℓ + 1 ≤ κ. Now assume κ ≥ 1. Denote by (lj)κ−1j=0 the Kα-parameter
sequence associated with (bj)
κ−1
j=0 and by (rj)
κ−1
j=0 the (θ, η)-binomial transform of (bj)
κ−1
j=0 .
Because of Proposition 5.6, the sequence (bj)
κ−1
j=0 belongs to F
<
q,κ−1,α,β and, consequently,
to K<q,κ−1,α by the same reasoning as above. According to [14, Thm. 4.12], then (θ
jlj)
κ−1
j=0
is the Kθα+η-parameter sequence associated with (rj)
κ−1
j=0 . In view of Remark 4.10, the
Kθα+η-parameter sequence associated with (θrj)
κ−1
j=0 hence coincides with (θ
j+1lj)
κ−1
j=0 .
Let the sequence (tj)
κ−1
j=0 be given by tj := sj+1 and denote by (vj)
κ−1
j=0 the (θ, η)-binomial
transform of (tj)
κ−1
j=0 . For all j ∈ Z0,κ−1, we have, because of [14, Rem. 4.7], then
wj+1−ηwj = θvj and, by virtue of bj = βsj−tj and Remark 7.6, therefore θrj = θ(βwj−
vj) = θβwj−θvj = (θβ+η)wj−wj+1. Thus, (θj+1lj)
κ−1
j=0 is theKθα+η-parameter sequence
associated with ((θβ + η)wj − wj+1)
κ−1
j=0 . Remark 6.3 yields then g4ℓ+2 = θ
2ℓ+1f4ℓ+2 for
all k ∈ N0 with 2ℓ ≤ κ − 1 and g4ℓ+3 = θ2ℓ+2f4ℓ+3 for all k ∈ N0 with 2ℓ + 1 ≤ κ − 1.
Hence, we have shown (7.1) and (7.2). In view of θ ≥ 0, then (wj)κj=0 ∈ F
<
q,κ,θα+η,θβ+η
follows by virtue of (7.1), (7.2), and Proposition 6.14.
Corollary 7.8. Let η ∈ R, let θ ∈ [0,∞), and let (sj)κj=0 ∈ F
<
q,κ,α,β. Denote by (wj)
κ
j=0
the (θ, η)-binomial transform of (sj)κj=0. Then (θ
j+1dj)
κ
j=0 coincides with the sequence
of [θα+ η, θβ + η]-interval lengths associated with (wj)κj=0.
Proof. In the case κ <∞, we first extend the sequence (sj)κj=0 by virtue of Corollary 5.25
to a sequence (sj)
κ+1
j=0 ∈ F
<
q,κ+1,α,β. In view of Remarks 5.18 and 7.4, then the assertion
follows from Remark 6.16 and Proposition 7.7.
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Proposition 7.9. Let η ∈ R, let θ ∈ (0,∞), and let (sj)κj=0 ∈ F
<
q,κ,α,β. Denote by
(wj)
κ
j=0 the (θ, η)-binomial transform of (sj)
κ
j=0. Then (ej)
κ
j=0 coincides with the [θα+
η, θβ + η]-interval parameter sequence associated with (wj)κj=0.
Proof. Denote by (fj)2κj=0 the Fα,β-parameter sequence associated with (sj)
κ
j=0 and by
(pj)
κ
j=0 the [θα + η, θβ + η]-interval parameter sequence associated with (wj)
κ
j=0. In
view of Definition 6.21, then Proposition 7.7 yields p0 = θ0f0 = e0. Using additionally
Corollary 7.8 and Remark A.2, for all j ∈ Z1,κ, we obtain
pj =
[
(θjdj−1)
1/2
]†
(θjf2j)
[
(θjdj−1)
1/2
]†
= (θj/2d
1/2
j−1)
†(θjf2j)(θ
j/2d
1/2
j−1)
†
=
[
θ−j/2(d
1/2
j−1)
†
]
(θjf2j)
[
θ−j/2(d
1/2
j−1)
†
]
= (d
1/2
j−1)
†f2j(d
1/2
j−1)
† = ej .
To give an analogous result for θ < 0, we first consider the pure reflection already
treated in Lemma 6.9:
Lemma 7.10. Let (sj)κj=0 ∈ F
<
q,κ,α,β with sequence of [α, β]-interval lengths (dj)
κ
j=0
and [α, β]-interval parameter sequence (ej)κj=0. Let the sequence (rj)
κ
j=0 be given by
rj := (−1)
jsj. Denote by (pj)κj=0 the [−β,−α]-interval parameter sequence associated
with (rj)κj=0. Then (rj)
κ
j=0 belongs to F
<
q,κ,−β,−α and (dj)
κ
j=0 coincides with the sequence
of [−β,−α]-interval lengths associated with (rj)κj=0. Furthermore, p2k = e2k for all
k ∈ N0 with 2k ≤ κ and p2k+1 = P2k − e2k+1 for all k ∈ N0 with 2k + 1 ≤ κ.
Proof. Using Lemma 6.9, we conclude (rj)κj=0 ∈ F
<
q,κ,−β,−α from Proposition 6.14. Ac-
cording to Remark 6.17 and Lemma 6.9, then (dj)κj=0 coincides with the sequence of
[−β,−α]-interval lengths associated with (rj)κj=0. Denote by (fj)
2κ
j=0 the Fα,β-parameter
sequence associated with (sj)κj=0 and by (rj)
2κ
j=0 the F−β,−α-parameter sequence as-
sociated with (rj)κj=0. In view of Definition 6.21 and Lemma 6.9, we obtain then
p0 = r0 = f0 = e0 and
p2k = (d
1/2
2k−1)
†r4k(d
1/2
2k−1)
† = (d
1/2
2k−1)
†f4k(d
1/2
2k−1)
† = e2k
for all k ∈ N with 2k ≤ κ. Now we consider an arbitrary integer k ∈ N0 with 2k+1 ≤ κ.
Because of Lemma 6.9 and Remark 6.16, we have r4k+2 = f4k+1 = d2k − f4k+2. Observe
that the matrix d2k is non-negative Hermitian, according to Proposition 5.24. Hence, we
conclude then P2k = (d
1/2
2k )
†d2k(d
1/2
2k )
† in the same way as we derived (6.9). Consequently,
we get
p2k+1 = (d
1/2
2k )
†r4k+2(d
1/2
2k )
† = (d
1/2
2k )
†d2k(d
1/2
2k )
† − (d
1/2
2k )
†f4k+2(d
1/2
2k )
† = P2k − e2k+1.
Proposition 7.11. Let η ∈ R, let θ ∈ (−∞, 0), and let (sj)κj=0 ∈ F
<
q,κ,α,β with se-
quence of [α, β]-interval lengths (dj)κj=0 and [α, β]-interval parameter sequence (ej)
κ
j=0.
Denote by (wj)κj=0 the (θ, η)-binomial transform of (sj)
κ
j=0 and by (qj)
κ
j=0 the [θβ +
η, θα+ η]-interval parameter sequence associated with (wj)κj=0. Then (wj)
κ
j=0 belongs to
F<q,κ,θβ+η,θα+η and ((−θ)
j+1dj)
κ
j=0 coincides with the sequence of [θβ+η, θα+η]-interval
lengths associated with (wj)κj=0. Furthermore, q2k = e2k for all k ∈ N0 with 2k ≤ κ and
q2k+1 = P2k − e2k+1 for all k ∈ N0 with 2k + 1 ≤ κ.
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Proof. Let the sequence (rj)κj=0 be given by rj := (−1)
jsj. In view of Example 7.5,
then (rj)κj=0 is the (−1, 0)-binomial transform of (sj)
κ
j=0. Denote by (pj)
κ
j=0 the
[−β,−α]-interval parameter sequence associated with (rj)κj=0. According to Lemma 7.10,
then (rj)κj=0 ∈ F
<
q,κ,−β,−α, the sequence of [−β,−α]-interval lengths associated with
(rj)
κ
j=0 is (dj)
κ
j=0, and furthermore p2k = e2k for all k ∈ N0 with 2k ≤ κ and
p2k+1 = P2k−e2k+1 for all k ∈ N0 with 2k+1 ≤ κ. Denote by (uj)κj=0 the (−θ, η)-binomial
transform of (rj)κj=0. In view of −θ > 0, we can apply Proposition 7.7 to the sequence
(rj)
κ
j=0 ∈ F
<
q,κ,−β,−α and obtain (uj)
κ
j=0 ∈ F
<
q,κ,βθ+η,θα+η. Using Corollary 7.8 in a similar
way, we see that ((−θ)j+1dj)κj=0 is the sequence of [θβ + η, θα + η]-interval lengths as-
sociated with (uj)κj=0. Furthermore, by the same reasoning, Proposition 7.9 yields that
(pj)
κ
j=0 is the [θβ+η, θα+η]-interval parameter sequence associated with (uj)
κ
j=0. Since
(wj)
κ
j=0 coincides with (uj)
κ
j=0, by virtue of [12, Lem. 4.6], the proof is complete.
8. Matricial canonical moments
On the basis of Proposition 5.5 we now rewrite our results in terms of matrix measures.
In this way several results from the scalar theory of canonical moments can be generalized
to the matrix case.
Definition 8.1. Let σ ∈ M<q ([α, β]) with sequence of power moments (s
(σ)
j )
∞
j=0. De-
note by (e(σ)j )
∞
j=0 the [α, β]-interval parameter sequence associated with (s
(σ)
j )
∞
j=0 and by
(d
(σ)
j )
∞
j=0 the sequence of [α, β]-interval lengths associated with (s
(σ)
j )
∞
j=0. Then we call
(e
(σ)
j )
∞
j=0 the sequence of matricial canonical moments associated with σ and (d
(σ)
j )
∞
j=0
the sequence of matricial interval lengths associated with σ.
In view of Proposition 5.5, we can now translate several results obtained for [α, β]-non-
negative definite sequences into the language of non-negative Hermitian measures on
[α, β]:
Theorem 8.2. Let Π[α,β] : M
<
q ([α, β]) → E
<
q,∞,β−α be defined by σ 7→ (e
(σ)
j )
∞
j=0. Then
the mapping Π[α,β] is well defined and bijective.
Proof. Use Proposition 5.5 and Theorem 6.30.
Proposition 8.3. Let σ ∈ M<q ([α, β]). Then e
(σ)
0 < Oq×q and e
(σ)
j ∈ [[Oq×q,PR(d(σ)j−1)
]]
for all j ∈ N. Furthermore, d(σ)0 = (β − α)e
(σ)
0 and d
(σ)
j = (β − α)(d
(σ)
j−1)
1/2e
(σ)
j (Iq −
e
(σ)
j )(d
(σ)
j−1)
1/2 and, in particular, det(d(σ)j ) = (β − α)
q det(d
(σ)
j−1) det(e
(σ)
j ) det(Iq − e
(σ)
j )
for all j ∈ N.
Proof. Use Propositions 5.5, 6.32, and 6.33.
Consider a non-negative Hermitian measure σ ∈ M<q ([α, β]). Because of Propo-
sition 5.26, the column spaces Rj := R(d
(σ)
j ) build a nested decreasing sequence
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Cq ⊇ R0 ⊇ R1 ⊇ R2 ⊇ · · · ⊇ Rj ⊇ · · · ⊇ {Oq×1}, which, due to the finite dimensional
situation, necessarily stabilizes at some index j0 ∈ N0, i. e., Rj0−1 % Rj0 = Rj0+1 =
Rj0+2 = · · · In particular, the matrices Pj := PR(d(σ)j )
corresponding to the orthogonal
projections onto the subspacesRj form, by virtue of Remark A.11, a decreasing sequence
Iq < P0 < P1 < P2 < · · · < Pj0−1 < Pj0 = Pj0+1 = Pj0+2 = · · · < Oq×q
with Pj0−1 6= Pj0. Consequently, the matricial intervals [[Oq×q,PR(d(σ)j−1)
]] in Propo-
sition 8.3 are nested decreasing and remain unchanged for j > j0. Moreover, the
modified matricial interval lengths dj := 4β−αd
(σ)
j build itself a decreasing sequence
d0 < d1 < d2 < · · · < Oq×q of non-negative Hermitian q × q matrices, due to Proposi-
tions 5.24 and 5.29, which necessarily converges to a non-negative Hermitian limit with
column space contained in Rj0. The situation is transparent for non-negative Hermitian
measures σ concentrated on a finite subset of [α, β]:
Let M<,molq (Ω) be the set of all σ ∈ M
<
q (Ω) for which there exists a finite subset B
of Ω satisfying σ(Ω \ B) = Oq×q. The elements of M<,molq (Ω) are said to be molecular.
Obviously, M<,molq (Ω) is the set of all σ ∈ M
<
q (Ω) for which there exist an m ∈ N
and sequences (ξℓ)mℓ=1 and (Aℓ)
m
ℓ=1 from Ω and C
q×q
<
, resp., such that σ =
∑m
ℓ=1 δξℓAℓ,
where δξℓ is the Dirac measure on BΩ with unit mass at ξℓ. In particular, we have
M<,molq (Ω) ⊆M
<
q,∞(Ω).
Proposition 8.4. Let σ ∈M<q ([α, β]). Then the following statements are equivalent:
(i) σ is molecular.
(ii) d(σ)k = Oq×q for some k ∈ N.
(iii) e(σ)ℓ = Oq×q for some ℓ ∈ N.
(iv) (e(σ)m )
2 = e
(σ)
m for some m ∈ N.
If k ∈ N fulfills d(σ)k = Oq×q, then d
(σ)
j = Oq×q and e
(σ)
j = Oq×q for all j ∈ Zk+1,∞.
Proof. Denote by (sj)∞j=0 the sequence of power moments associated with σ and by
(fj)
∞
j=0 the Fα,β-parameter sequence associated with (sj)
∞
j=0. In view of Proposition 5.5,
we have (sj)∞j=0 ∈ F
<
q,∞,α,β. By virtue of Definition 8.1, furthermore (e
(σ)
j )
∞
j=0 is the
[α, β]-interval parameter sequence associated with (sj)∞j=0 and (d
(σ)
j )
∞
j=0 is the sequence
of [α, β]-interval lengths associated with (sj)∞j=0. Consequently, Theorem 6.34(d) yields
the equivalence (ii)⇔(iv), whereas the implication (iii)⇒(ii) can be seen from parts (a)
and (b) of Theorem 6.34.
(i)⇒(iii): Suppose that σ is molecular, i. e., σ =
∑m
ℓ=1 δξℓAℓ for some m ∈ N, some
numbers ξ1 < ξ2 < . . . < ξm from [α, β], and some matrices A1, A2. . . . , Am from C
q×q
< .
For all j ∈ N0, then sj =
∑m
ℓ=1 ξ
j
ℓAℓ holds true. Using [11, Lem. 2.40(d)], we can thus
conclude rankHm = rankHm−1. By virtue of Proposition 6.13, hence rank f4m = 0, i. e.,
f4m = Oq×q follows. In view of Definition 6.21, we obtain therefore e
(σ)
2m = Oq×q.
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(ii)⇒(i): Let k ∈ N with d(σ)k = Oq×q. By virtue of Theorem 6.34(d), then d
(σ)
j =
Oq×q and e
(σ)
j = Oq×q for all j ∈ Zk+1,∞. Hence, using Proposition 6.27, we obtain
f2j = Oq×q for all j ∈ Zk+1,∞. In particular f4ℓ = Oq×q for all ℓ ∈ Zk+1,∞, which, by
virtue of Proposition 6.13, implies rankHn = rankHk for all n ∈ Zk,∞. Consequently,
rankH(k+1)q = rankHk. Since Hk is a (k + 1)q × (k + 1)q matrix, then rankH(k+1)q ≤
(k+1)q follows. Taking into account that µ : BR → C
q×q
< defined by µ(B) := σ(B∩[α, β])
belongs to M<q,∞(R) and that
∫
R x
jµ(dx) = sj holds true for all j ∈ N0, the application
of [11, Lem. C.3] shows that µ and hence σ is molecular.
We now consider the behavior of the sequences (e(σ)j )
∞
j=0 and (d
(σ)
j )
∞
j=0 under some
transformations of the underlying non-negative Hermitian measure σ ∈M<q ([α, β]). The
following three remarks are readily checked:
Remark 8.5. Let σ, µ ∈M<q ([α, β]). Then σ+µ belongs toM
<
q ([α, β]) and has sequence
of power moments (s(σ)j + s
(µ)
j )
∞
j=0.
Remark 8.6. Let A ∈ Cp×q and let σ ∈ M<q ([α, β]). Then AσA
∗ belongs to M<p ([α, β])
and has sequence of power moments (As(σ)j A
∗)∞j=0.
Remark 8.7. Let λ ∈ [0,∞) and let σ ∈ M<q ([α, β]). Then λσ belongs to M
<
q ([α, β])
and has sequence of power moments (λs(σ)j )
∞
j=0.
Remark 8.8. Let σ, µ ∈ M<q ([α, β]). From Remark 8.5 and Proposition 6.26, we easily
see that σ + µ ∈M<q ([α, β]) and d
(σ+µ)
j < d
(σ)
j + d
(µ)
j for all j ∈ N0.
Remark 8.9. Let A ∈ Cp×q and let σ ∈ M<q ([α, β]). Remark 8.6 and Proposition 6.25
show that AσA∗ ∈M<p ([α, β]) and d
(AσA∗)
j < Ad
(σ)
j A
∗ for all j ∈ N0.
Lemma 8.10. Let V ∈ Cq×p with V V ∗ = Iq and let σ ∈ M<q ([α, β]). Then V
∗σV
belongs to M<p ([α, β]) and has sequence of matricial canonical moments (V
∗e
(σ)
j V )
∞
j=0
and sequence of matricial interval lengths (V ∗d(σ)j V )
∞
j=0.
Proof. In view of Proposition 5.5 and Definition 8.1, this is an immediate consequence
of Remarks 8.6 and 5.21 and Lemma 6.23.
Lemma 8.11. Let λ ∈ (0,∞) and let σ ∈ M<q ([α, β]). Then λσ belongs to M
<
q ([α, β])
and has sequence of matricial interval lengths (λd(σ)j )
∞
j=0. Furthermore, e
(λσ)
0 = λe
(σ)
0
and e(λσ)j = e
(σ)
j for all j ∈ N.
Proof. In view of Proposition 5.5 and Definition 8.1, this is an immediate consequence
of Remarks 8.7, 5.20 and 6.24.
Proposition 8.12 (for the scalar case, cf. [29] or [6, Thm. 1.3.2]). Let η ∈ R, let
θ ∈ (0,∞), and let T : [α, β]→ [θα+η, θβ+η] be defined by T (x) := θx+η. Furthermore,
let σ ∈M<q ([α, β]) with image measure T (σ) under T . Then T (σ) belongs to M
<
q ([θα+
η, θβ + η]), the sequence (e(σ)j )
∞
j=0 coincides with the sequence of matricial canonical
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moments associated with T (σ), and (θj+1d(σ)j )
∞
j=0 is the sequence of matricial interval
lengths associated with T (σ).
Proof. Denote by (sj)∞j=0 the sequence of power moments associated with σ. In view of
Proposition 5.5, we have (sj)∞j=0 ∈ F
<
q,∞,α,β. Furthermore, (e
(σ)
j )
∞
j=0 is the [α, β]-interval
parameter sequence associated with (sj)∞j=0 and (d
(σ)
j )
∞
j=0 is the sequence of [α, β]-interval
lengths associated with (sj)∞j=0, by Definition 8.1. Denote by (wj)
∞
j=0 the (θ, η)-binomial
transform of (sj)∞j=0. From Proposition 7.9 and Corollary 7.8 we conclude then, that
(e
(σ)
j )
∞
j=0 coincides with the [θα + η, θβ + η]-interval parameter sequence associated
with (wj)∞j=0 and that (θ
j+1d
(σ)
j )
∞
j=0 is the sequence of [θα + η, θβ + η]-interval lengths
associated with (wj)∞j=0. By virtue of Corollary 7.3, we see that T (σ) belongs to
M<q ([θα + η, θβ + η]) and that (wj)
∞
j=0 is the sequence of power moments associated
with T (σ). Taking again into account Definition 8.1, the proof is complete.
Using Proposition 7.11 instead of Proposition 7.9 and Corollary 7.8, we can prove the
following result in a similar way:
Proposition 8.13 (for the scalar case, cf. [29] or [6, Thm. 1.3.3]). Let η ∈ R, let
θ ∈ (−∞, 0), and let T : [α, β] → [θβ + η, θα + η] be defined by T (x) := θx + η. Let
σ ∈ M<q ([α, β]) with image measure T (σ) under T . For all k ∈ N0, then e
(T (σ))
2k = e
(σ)
2k
and e(T (σ))2k+1 = PR(d(σ)
2k
)
−e
(σ)
2k+1. Furthermore, ((−θ)
j+1d
(σ)
j )
∞
j=0 is the sequence of matricial
interval lengths associated with T (σ).
In the remaining part of this section we describe symmetry for non-negative Her-
mitian measures on ([α, β],B[α,β]) in terms of their matricial canonical moments. To
introduce the corresponding notion of symmetry, we consider the affine bijective func-
tion R : [α, β]→ [α, β] defined by R(x) := α+β−x. A measure σ ∈M<q ([α, β]) is called
symmetric, if it coincides with its image measure under R, i. e., if R(σ) = σ holds true.
Definition 8.14. Let η ∈ C. We call a sequence (sj)κj=0 of complex p× q matrices
symmetric with respect to η, if it coincides with its (−1, η)-binomial transform.
Lemma 8.15. A measure σ ∈ M<q ([α, β]) is symmetric if and only if (s
(σ)
j )
∞
j=0 is
symmetric with respect to α+ β.
Proof. Let η := α + β and let R : [α, β] → [α, β] be defined by R(x) := η − x. Further-
more, denote by ρ the image measure of σ under R and by (rj)∞j=0 the (−1, η)-binomial
transform of (s(σ)j )
∞
j=0. According to Corollary 7.3, then ρ ∈ M
<
q,∞[[α, β]; (rj)
∞
j=0,=],
i. e., ρ ∈ M<q ([α, β]) and (rj)
∞
j=0 is the sequence of power moments associated with ρ.
From Proposition 5.5 we conclude hence, that σ is symmetric if and only if s(σ)j = rj for
all j ∈ N0.
Proposition 8.16. Let (sj)κj=0 ∈ F
<
q,κ,α,β with Fα,β-parameter sequence (fj)
2κ
j=0, se-
quence of [α, β]-interval lengths (dj)κj=0, sequence of [α, β]-interval mid points (mj)
κ
j=0,
and [α, β]-interval parameter sequence (ej)κj=0. Then the following statements are equiv-
alent:
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(i) (sj)κj=0 is symmetric with respect to α+ β.
(ii) f4k+1 = f4k+2 for all k ∈ N0 with 2k + 1 ≤ κ.
(iii) d2k+1 =
β−α
4 d2k for all k ∈ N0 with 2k + 1 ≤ κ.
(iv) e2k+1 =
1
2P2k for all k ∈ N0 with 2k + 1 ≤ κ.
(v) s2k+1 = m2k for all k ∈ N0 with 2k + 1 ≤ κ.
Proof. Let η := α + β. Observe, that −β + η = α and −α + η = β. Denote by (rj)κj=0
the (−1, η)-binomial transform of (sj)κj=0 and by (qj)
κ
j=0 the [α, β]-interval parameter
sequence associated with (rj)κj=0. Applying Proposition 7.11 with θ = −1, we conclude
then that (rj)κj=0 belongs to F
<
q,κ,α,β as well, and, furthermore, that q2k = e2k for all
k ∈ N0 with 2k ≤ κ and that q2k+1 = P2k − e2k+1 for all k ∈ N0 with 2k + 1 ≤ κ.
(i)⇒(iv): Suppose that (sj)κj=0 is symmetric with respect to η. According to Defini-
tion 8.14, then sj = rj for all j ∈ Z0,κ. In particular, e2k+1 = q2k+1 for all k ∈ N0 with
2k + 1 ≤ κ. Consequently, e2k+1 = 12P2k for all k ∈ N0 with 2k + 1 ≤ κ.
(iv)⇒(i): Suppose that e2k+1 = 12P2k is fulfilled for all k ∈ N0 with 2k + 1 ≤ κ. Then
q2k+1 =
1
2P2k follows for all k ∈ N0 with 2k + 1 ≤ κ. Hence, ej = qj for all j ∈ Z0,κ.
Since (sj)κj=0 and (rj)
κ
j=0 both belong to F
<
q,κ,α,β, we obtain from Theorem 6.30 therefore
sj = rj for all j ∈ Z0,κ. Hence, (sj)κj=0 is symmetric with respect to η.
The equivalence of (iv) and (v) follows from Theorem 6.34(c), whereas Proposition 5.29
yields the equivalence of (v) and (iii). The equivalence of (ii) and (v) is a consequence
of Definitions 6.1, 5.28, and 5.15.
Corollary 8.17. Let ρ ∈ (0,∞) and let (sj)κj=0 ∈ F
<
q,κ,−ρ,ρ with sequence of
[−ρ, ρ]-interval lengths (dj)κj=0, sequence of [−ρ, ρ]-interval mid points (mj)
κ
j=0, and
[−ρ, ρ]-interval parameter sequence (ej)κj=0. Then (sj)
κ
j=0 is symmetric with respect
to 0 if and only if s2k+1 = Oq×q for all k ∈ N0 with 2k + 1 ≤ κ. In this case,
f4k+1 = f4k+2 = b2k = −a2k, d2k = 2b2k, d2k+1 =
β−α
2 b2k, m2k = Oq×q, and
e2k+1 =
1
2PR(b2k) for all k ∈ N0 with 2k + 1 ≤ κ.
Proof. According to Example 7.5, the sequence ((−1)jsj)κj=0 is the (−1, 0)-binomial
transform of (sj)κj=0. In view of Definition 8.14, consequently (sj)
κ
j=0 is symmetric with
respect to 0 if and only if sj = (−1)jsj for all j ∈ Z0,κ. The latter is obviously equivalent
to the condition that s2k+1 = Oq×q for all k ∈ N0 with 2k + 1 ≤ κ holds true. Now
suppose that (sj)κj=0 is symmetric with respect to 0. Consider an arbitrary k ∈ N0
with 2k + 1 ≤ κ. Then s2k+1 = Oq×q, whereas Proposition 8.16 yields s2k+1 = m2k.
Consequently, m2k = Oq×q. In view of Definition 5.28, then b2k = −a2k follows. Hence,
by virtue of Definitions 5.17, 6.1, and 5.15, we obtain d2k = 2b2k and, furthermore,
f4k+1 = A2k+1 = s2k+1 − a2k = b2k and f4k+2 = B2k+1 = b2k − s2k+1 = b2k. Taking
again into account Proposition 8.16, we can conclude d2k+1 =
β−α
4 d2k =
β−α
2 b2k and
e2k+1 =
1
2P2k =
1
2PR(b2k).
Proposition 8.18 (for the scalar case, cf. [29] or [6, Cor. 1.3.4]). A measure σ ∈
M<q ([α, β]) is symmetric if and only if e
(σ)
2k+1 =
1
2PR(d(σ)
2k
)
for all k ∈ N0.
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Proof. Denote by (sj)∞j=0 the sequence of power moments associated with σ. In view
of Proposition 5.5, we have (sj)∞j=0 ∈ F
<
q,∞,α,β. By virtue of Definition 8.1, we see
that (e(σ)j )
∞
j=0 is the [α, β]-interval parameter sequence associated with (sj)
∞
j=0 and that
(d
(σ)
j )
∞
j=0 is the sequence of [α, β]-interval lengths associated with (sj)
∞
j=0. Consequently,
Proposition 8.16 yields that (sj)∞j=0 is symmetric with respect to α + β if and only if
e
(σ)
2k+1 =
1
2PR(d(σ)
2k
)
for all k ∈ N0. Applying Lemma 8.15 completes the proof.
9. Interrelations with Dette’s and Studden’s approach
As already mentioned in the introduction, there exist far reaching connections of our con-
siderations to the concept of canonical moments. In this section, we are going to derive
generalizations of corresponding results from [7] for the general case of not necessarily
invertible block Hankel matrices, i. e. for sequences (sj)ℓj=0 ∈ F
<
q,ℓ,α,β corresponding to
points col(S0, S1, . . . , Sℓ) from the moment space (5.1), not necessarily located in its
interior. In [7], the authors considered the interval Ω = [0, 1], i. e., α = 0 and β = 1.
Using our notation, we have for the block Hankel matrices Hn and Hn, introduced
in [7, Eq. (2.11) and (2.12)], the relations H2m = Hm, H2m = Km−1−Gm−1 = H0,m−1,1,
H2m+1 = Km = H0,m, and H2m+1 = Hm − Km = Hm,1. Furthermore, for the matri-
ces S−n+1 and S
+
n+1 introduced in [7, Eq. (2.13) and (2.14)], we obtain the connections
S−2m = Θm = a2m−1, S
−
2m+1 = Θ0,m = a2m, S
+
2m = s2m−1 − Θ0,m−1,1 = b2m−1, and
S+2m+1 = s2m−Θm,1 = b2m. The differences Dk from [7, Eq. (2.17)] can be then written
as Dk = S
+
k − S
−
k = bk−1 − ak−1 = dk−1. Because of Sk − S
−
k = sk − ak−1 = Ak
and S+k − Sk = bk−1 − sk = Bk, consequently the below introduced matrices uk and vk
coincide with the matrices Uk and Vk, resp., given in [7, Eq. (2.16) and (2.18)] for an
interior point of the moment space only. In [7] the matrix Uk is called the kth matrix
canonical moment.
Let (sj)κj=0 be a sequence of complex p× q matrices with sequence of [α, β]-interval
lengths (dj)κj=0 and assume κ ≥ 1. For all k ∈ Z1,κ, then let
uk := d
†
k−1Ak and vk := d
†
k−1Bk. (9.1)
Between uk and vk we have the connection uk+vk = d
†
k−1dk−1, by virtue of Remark 5.19.
Consequently, we get
vk = d
†
k−1dk−1 − uk and uk = d
†
k−1dk−1 − vk. (9.2)
Lemma 9.1. Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all k ∈ Z1,κ, then dk−1uk = Ak,
(β − α)Bkuk = dk, dk−1vk = Bk, and (β − α)Akvk = dk.
Proof. We consider an arbitrary integer k ∈ Z1,κ. According to [16, Prop. 10.18], we
have R(dk−1) = R(Ak) +R(Bk). Hence, R(Ak) ⊆ R(dk−1). Because of Remark A.5(a),
then dk−1d
†
k−1Ak = Ak follows. By virtue of (9.1), consequently dk−1uk = Ak. In view of
(9.1), furthermore (β − α)Bkuk = (β − α)Bkd
†
k−1Ak = dk, because of Proposition 5.27.
The identities concerning vk can be proved in a similar way.
41
By virtue of Definition 5.15, we obtain in the setting of Lemma 9.1 consequently
sk = ak−1 + dk−1uk and sk = bk−1 − dk−1vk.
For arbitrarily given m ∈ N and complex q × q matrices A1, A2, . . . , Am, we write
→∏m
ℓ=1Aℓ := A1A2 · · ·Am for their product with indicated order.
Theorem 9.2 (cf. [7, Thm. 2.7] for the interior point case). Let (sj)κj=0 ∈ F
<
q,κ,α,β and
assume κ ≥ 1. For all j ∈ Z1,κ, then ujvj = vjuj and
dj = (β − α)
j+1s0
j
→∏
ℓ=1
uℓvℓ. (9.3)
Proof. According to Lemma 9.1, we have (β − α)dj−1ujvj = (β − α)Ajvj = dj for all
j ∈ Z1,κ. Furthermore, (β − α)s0 = d0, by virtue of (5.7). Hence, we get (9.3) for all
j ∈ Z1,κ. Because of β−α > 0, we conclude Ajd
†
j−1Bj = Bjd
†
j−1Aj for all j ∈ Z1,κ from
Proposition 5.27. In view of (9.1), consequently ujvj = vjuj .
Observe that the identities [7, Eq. (2.20) and (2.21)], which were essential for the
proof of [7, Thm. 2.7], correspond to the representations from Proposition 5.27 and
Theorem 5.23. For the characterization [7, Thm. 4.1] of systems of monic matrix poly-
nomials, orthogonal with respect to a non-negative Hermitian measure on ([0, 1],B[0,1]),
the authors introduced in [7, Formula (2.33)] the following matrices:
Let (sj)κj=0 be a sequence of complex p× q matrices and assume κ ≥ 1. Then let
ζ1 := u1, γ1 := v1, and, for all k ∈ Z2,κ, let ζk := vk−1uk and γk := uk−1vk. In view of
(9.2) and Remark A.12, the sequences (ζk)κk=1 and (γk)
κ
k=1 can be interpreted as matricial
chain sequences (cf. [7, Thm. 4.1(b)]).
Theorem 9.3 (cf. [7, Thm. 2.8] for the interior point case). Let (sj)κj=0 ∈ F
<
q,κ,α,β and
assume κ ≥ 1. Then (β − α)Ak−1ζk = Ak for all k ∈ Z1,κ and (β − α)Bk−1γk = Bk for
all k ∈ Z2,κ.
Proof. From Theorem 5.23 and Lemma 9.1, we conclude (β − α)A0ζ1 = d0ζ1 = d0u1 =
A1. Now assume κ ≥ 2. We consider an arbitrary integer k ∈ Z2,κ. Using Lemma 9.1,
we obtain then (β − α)Ak−1ζk = (β − α)Ak−1vk−1uk = dk−1uk = Ak. In a similar way,
we get (β − α)Bk−1γk = Bk.
Corollary 9.4 (cf. [7, Eq. (2.34) and (2.35)] for the interior point case). If (sj)κj=0 ∈
F<q,κ,α,β, then Ak = (β − α)
ks0
→∏k
ℓ=1 ζℓ and Bk = (β − α)
ks0
→∏k
ℓ=1 γℓ for all k ∈ Z1,κ.
Proof. Note that (β − α)s0ζ1 = d0ζ1 = d0u1 = A1 and likewise (β − α)s0γ1 = B1,
because of (5.7) and Lemma 9.1. Applying Theorem 9.3 completes the proof.
Observe that the identities stated in Corollary 9.4 were essentially used in the proof
of [7, Thm. 2.8].
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A. Some facts from matrix theory
This appendix contains a summary of results from matrix theory which are used in this
paper. What concerns results on Moore–Penrose inverses of matrices we refer to [9,
Section 1].
Remark A.1. If A ∈ Cp×q, then (A†)† = A and (A∗)† = (A†)∗.
Remark A.2. Let η ∈ C and let A ∈ Cp×q. Then (ηA)† = η†A†.
Remark A.3. Let U ∈ Cu×p with U∗U = Ip, let V ∈ Cq×v with V V ∗ = Iq, and let
A ∈ Cp×q. Then (UAV )† = V ∗A†U∗.
Remark A.4. Let A ∈ Cp×q. Then R(A) = R(AA∗) and N (A) = N (A∗A). Furthermore,
R(A∗) = [N (A)]⊥ = R(A†) and N (A∗) = [R(A)]⊥ = N (A†).
Remark A.5. Let A ∈ Cp×q. Then:
(a) Let B ∈ Cp×m. Then R(B) ⊆ R(A) if and only if AA†B = B.
(b) Let C ∈ Cn×q. Then N (A) ⊆ N (C) if and only if CA†A = C.
Remark A.6. Let A,B ∈ Cq×qH with A 4 B and let X ∈ C
q×p. Then the matrices X∗AX
and X∗BX are both Hermitian with X∗AX 4 X∗BX.
Remark A.7. Let A ∈ Cq×q< and let V ∈ C
q×p with V V ∗ = Iq. Then V ∗AV ∈ C
p×p
< and
(V ∗AV )1/2 = V ∗A1/2V .
Remark A.8. If A ∈ Cq×q< , then A
† ∈ Cq×q< and (A
†)1/2 = (A1/2)†.
Remark A.9. If A ∈ Cq×q
<
, then R(A1/2) = R(A) and N (A1/2) = N (A).
Remark A.10. If U is a linear subspace of the unitary space Cp, then Op×p 4 PU 4 Ip
and PU + PU⊥ = Ip.
Remark A.11. Let U and V be linear subspaces of the unitary space Cp. Then U ⊆ V if
and only if PU 4 PV .
Remark A.12. If A ∈ Cp×q, then PR(A) = AA† and PR(A∗) = A†A.
Lemma A.13. Let A,B ∈ Cq×qH with Oq×q 4 A 4 B. Then:
(a) R(A) ⊆ R(B) and N (B) ⊆ N (A).
(b) Oq×q 4 PR(A)B†PR(A) 4 A†.
Proof. (a) This is a well-known fact.
(b) Let Q := A1/2 and let R := B1/2. By virtue of Remark A.6 and (3.1), then
K := QR† fulfills
K∗K = (R†)∗AR† 4 (R†)∗BR† = (R†)∗R∗RR† = (RR†)∗RR† = RR†.
In view of Remarks A.12 and A.10, we have RR† = PR(R) 4 Iq. Thus, K∗K 4 Iq follows.
In particular, KK∗ 4 Iq holds true (see, e. g. [9, Lem. 1.1.12]). Because of Remark A.8,
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we have B† < Oq×q and furthermore Q†(Q†)
∗ = A† and R†(R†)∗ = B†. According to
Remark A.6, we obtain then
A† < Q†KK∗(Q†)∗ = Q†QR†(R†)∗Q∗(Q†)∗ = (Q†Q)B†(Q†Q)∗ < Oq×q.
From (3.1) and Remarks A.12 and A.9, we get moreover (Q†Q)∗ = Q†Q = PR(Q∗) =
PR(Q) = PR(A).
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