Abstract-The Hidden Markov Model (HMM) is one of the main-stays of statistical modeling of discrete time series and is widely used in many applications. Estimating an HMM from its observation process is often addressed via the Baum-Welch algorithm, which performs well empirically when initialized reasonably close to the truth. This behavior could not be explained by existing theory which predicts susceptibility to bad local optima. In this paper we aim at closing the gap and provide a framework to characterize a sufficient basin of attraction for any global optimum in which Baum-Welch is guaranteed to converge linearly to an "optimally" small ball around the global optimum. The framework is then used to determine the linear rate of convergence and a sufficient initialization region for Baum-Welch applied on a two component isotropic hidden Markov mixture of Gaussians.
I. INTRODUCTION
Hidden Markov models (HMMs) are one of the most widely applied statistical models of the last 50 years, with major success stories in computational biology, signal processing and speech recognition, control theory, and econometrics among other disciplines. An important problem to be solved is estimating the state transition probabilities and the parameterized output densities based on samples of the observable component.
The dominant approach to this parameter estimation problem is via the Baum-Welch algorithm [1] , a specialization of the EM algorithm [2] to the maximum likelihood problem associated with the HMM. Despite its use in practice, the Baum-Welch algorithm can get trapped in local optima of the likelihood function, and rigorously characterizing when the algorithm performs well has remained an open question for several decades.
With this context, the main contribution of this paper is a theoretical analysis of the Baum-Welch procedure, in particular providing sufficient conditions and finitesample error bounds on the difference between its iterates and the true parameter. We first analyze the Baum-Welch algorithm at the population level and provide sufficient conditions which can be used to characterize both the basin of attraction of the population global optimum of the likelihood function, as well as the rate of convergence of the Baum-Welch algorithm.
In the finite-sample case, Baum-Welch only converges to a local maximum of the sample log likelihood, while the same rate of convergence and basin of attraction as in the population analysis apply. We can guarantee that given an initialization in the basin, the final Baum-Welch estimate lies within a ball around the true parameter with a radius in the order of the minimax rate of the problem. This result provides an explanation why EM combined with spectral methods estimators initialization has empirically performed well. To our knowledge, these are the only rigorous guarantees establishing a form of global convergence for this widely used algorithm.
As an application of this theory, we consider the problem of estimating a hidden Markov mixture of two isotropic Gaussians. For this example, we show that when the mixture components are separated by O(log log d), the globally optimal solution of the population has a basin of attraction of size on the order of the mean separation. Note that this is in fact also the largest possible initialization radius one can hope for.
A. Related work
A systematic study of the statistical properties of the maximum likelihood estimator (MLE) was undertaken by Bickel et al. [5] , who established that it is consistent and asymptotically normal. On the other hand, the original papers of Baum and co-authors [3] , [1] showed that the Baum-Welch algorithm converges to a stationary point of the sample likelihood, which is in the spirit of the classical convergence analysis of the EM algorithm [4] , [2] . Existing analysis therefore only guarantees convergence towards the MLE, which is by [5] close to the true value, when the initialization is close enough.
In practice, however, a two-step procedure with an efficient initialization for Baum-Welch often converges close to a very good estimate of the true parameter (see [6] , [7] , [8] , [9] ). The goal of this paper is thus to obtain a result that can characterize the necessary basin of attraction, in which linear convergence to a minimaxoptimal ball around the true parameter is guaranteed. Note that as opposed to classical analysis, we do not make a statement about convergence to the MLE specifically.
Our analysis builds upon a framework for studying the EM algorithm on i.i.d. samples, previously introduced by Balakrishnan et al. [10] . In the non-i.i.d. setting, arguments passing from the population-based to samplebased updates are significantly more delicate. From a technical standpoint, various gradient smoothness conditions are much more difficult to establish since the gradient of the likelihood no longer decomposes over the samples as in the i.i.d. setting. Finally, in order to establish the finite-sample behavior of the Baum-Welch algorithm, we can no longer appeal to standard i.i.d. concentration and empirical process techniques; instead, we need to make use of more sophisticated techniques for dependent data, including the independent block technique [11] , [12] . Full proofs of the results can be found in the long version of the paper on arxiv.
II. BACKGROUND AND PROBLEM SET-UP

A. Standard HMM notation and assumptions
We begin by defining the notion of a hidden Markov model. Letting Z denote the integers, suppose that the observed random variables {X i } i∈Z take values in R d , and the latent random variables {Z i } i∈Z take values in the discrete space [s] : = {1, . . . , s]. The Markov structure is imposed on the sequence of latent variables. In particular, if the variable Z 1 has some initial distribution π 1 , then the joint probability of a particular sequence (z 1 , . . . , z n ) is given by
where the vector β denotes a particular parameterization of the initial distribution and Markov chain transition probabilities. We restrict our attention to the homogeneous case, meaning that the transition probabilities for step (s − 1) → s are independent of the index s. Consequently, if we define the transition matrix A ∈ R s×s with entries
then the marginal distribution π i of Z i can be described by the matrix vector equation
where π i and π 1 should be understood as probability vectors in the s-dimensional simplex. Throughout, we assume that the Markov chain is aperiodic and recurrent, which ensures that it has a unique stationary distribution π defined by the eigenvector equation π T = π T A. Note that π is in fact a function π(· | β) which depends on β as does A. However we will omit the dependence whenever it produces unnecessary notational clutter. We consider Markov chains which are already in their stationary state so that π 1 = π. In addition, we also assume that the chain is reversible, meaning that
for all pairs j, k ∈ [s].
Another key quantity in our analysis is the mixing rate of the Markov chain. We assume throughout that the stationary distribution π is strictly positive and introduce the mixing constant mix ∈ (0, 1] which satisfies
. This condition implies that the dependence on the initial distribution decays geometrically-more specifically
for all t = 1, 2, . . ., where ρ mix = 1 − mix denotes the mixing rate of the process, and c 0 is a universal constant. Note that as mix → 1 − , the Markov chain has behavior approaching that of an i.i.d. sequence, whereas as mix → 0 + , its behavior becomes increasingly "sticky".
Associated with each latent variable Z i is an observation X i ∈ R d . We use p(x i |z i , µ) to denote the density of X i given that Z i = z i , an object that is parameterized by a vector µ. Introducing the shorthand x n 1 = (x 1 , . . . , x n ) and z n 0 = (z 0 , . . . , z n ), the joint probability of the sequence (x n 1 , z n 0 ) (also known as the complete likelihood) can be written in the form
where the pair θ : = (β, µ) parameterizes the transition and observation functions. The unobserved state at time step t = 0 is introduced for notational convenience later on. The likelihood then reads
A simple example: A special case helps to illustrate these definitions. In particular, suppose that we have a Markov chain with s = 2 states. Consider a matrix of transition probabilities A ∈ R 2×2 of the form
where ζ : = Suppose moreover that the observed variables are conditionally Gaussian, say with
With this choice, the marginal distribution of each X t is a two-state Gaussian mixture with mean vectors µ and −µ, and covariance matrices σ 2 I d . We provide specific consequences of our general theory for this special case in the Section IV.
B. Baum-Welch updates for HMMs
We now describe the Baum-Welch updates for a general discrete-state hidden Markov model. As a special case of the EM algorithm, the Baum-Welch algorithm is known to ascend the likelihood function. It does so indirectly, by first computing a lower bound on the likelihood (E-step) and then maximizing this lower bound (M-step).
For a given integer n ≥ 1, suppose that we observe a sequence x n 1 = (x 1 , . . . , x n ) drawn from the marginal distribution over X n 1 defined by the model (4). The rescaled log likelihood of the sample path x n 1 is then given by
The EM likelihood is based on lower bounding the likelihood via Jensen's inequality. Using E Z n 1 |x n 1 ,θ to denote the expectation under the conditional distribution p(Z n 1 |x n 1 ; θ ), the concavity of the logarithm and Jensen's inequality imply that for any choice of θ , we have
where H n is a function only of θ . For a given choice of θ , the E-step corresponds to the computation of the
where Ω is the set of feasible parameter vectors. Overall, given an initial vector θ 0 = (β 0 , µ 0 ), the EM algorithm generates a sequence {θ t } ∞ t=0 according to the recursion θ t+1 = M n (θ t ). This description can be made more concrete for an HMM, in which case the Q-function takes the form
where the dependence of π 0 on β comes from the assumption that π 0 = π. Note that the Q-function can be decomposed as a sum of a term which is solely dependent on µ, and another one which only depends on β-that is
where
. In order to compute the expectations defining this function, we need to compute marginal distributions over the singletons Z i and pairs (Z i , Z i+1 ) under the joint distribution p(Z n 0 | x n 1 , θ ). These marginals can be computed efficiently using a recursive message-passing algorithm, known either as the forward-backward or sumproduct algorithm [13] .
In the M -step, decomposition (8) suggests that the maximization over the two components (β, µ) can also be decoupled. Accordingly, with a slight abuse of notation, we often write M β n (θ ) = arg max β∈Ω β Q 2,n (β|θ ) and M μ n (θ ) = arg max µ∈Ω µ Q 1,n (µ|θ ) for these two decoupled maximization steps, where Ω : = Ω β × Ω µ is the feasible set of parameters.
III. MAIN RESULTS
We now turn to a statement of our main results, along with a discussion of some of their consequences. We begin by establishing the existence of an appropriate population analog of the Q-function. Although the existence of such an object is obvious in the case of i.i.d. data, it requires some technical effort to establish existence for the case of dependent data. In our proof, we make use of a k-truncated version of the Q-function based on the mixing property and stationarity of the Markov chain. This object plays a central role in the remainder of our analysis. In particular, we first analyze a version of the Baum-Welch updates on the expected k-truncated Q-function for an extended sequence of observations x n+k 1−k , and provide sufficient conditions for these population-level updates to be contractive. We then use non-asymptotic forms of empirical process theory to show that under suitable conditions, the actual samplebased EM updates-i.e., what is actually implemented in practice-are well-behaved with high probability.
A. Existence of population Q-function
In the analysis of Balakrishnan et al. [10] for EM applied to i.i.d. data, the central object is the notion of a population Q-function-namely, the function that underlies the EM algorithm in the idealized limit of infinite data. When the samples are dependent, the quantity E Q n (θ | θ ) is no longer independent of n as opposed to the i.i.d. setting. A reasonable candidate for a general definition of the population Q-function is therefore given by
It is clear that this definition is sensible in the i.i.d. case, but for dependent sampling schemes, it is necessary to prove that the limit given in definition (9) actually exists.
In this paper, we do so by considering a suitably truncated version of the sample-based Q-function. Let us consider a sequence {(X i , Z i )} n+k i=1−k , assumed to be drawn from the stationary distribution of the overall chain. For positive integers i < j and a < b, we let E Z 
Similarly as in equation (7), we can then decompose
Note that, as opposed to the function Q n from equation (7), the definition of Q k n involves variables Z i , Z i−1 that are not conditioned on the full observation sequence x n 1 , but instead only on a 2k window centered around the index i. By construction, the k-truncated population function (and the decomposed equivalents) given by
is then well-defined: in particular, due to stationarity of the random sequences {p(
, the expectation is independent of the sample size n. Our first result uses the existence of this truncated population object to establish the existence of the standard population Q-function from equation (9) . In doing so, we make use of the sup-norm
Furthermore, we require in the following that the observation densities satisfy the following boundedness condition
Proposition 1 Under the previously stated assumptions, the population function Q defined in equation (9) exists.
The proof of this statement hinges on the following auxiliary claim, which bounds the difference between EQ n and the k-truncated Q-function as
where π min := min β∈Ω β ,j∈[s] π(j | β) is the minimum probability in the stationary distribution, and mix is the mixing constant from equation (2) in the range of feasible transition parameters β ∈ Ω β . Since this bound holds for all n, it shows that the population function Q can be uniformly approximated by Q k , with the approximation error decreasing geometrically as the truncation level k grows. This fact plays an important role in the analysis to follow.
B. Analysis of updates based on Q k
Let θ * be some fixed global maximum of the population likelihood function and assume throughout the paper that θ * is equal to the true parameter for the sake of identifiability. A key step for establishing linear convergence is to prove contraction of the EM update towards this local maximum. Our strategy to show this first involves analyzing some properties of the EM iterates at the population level via the truncated function Q k instead of Q, where k is a given truncation level (to be chosen in the sequel). The bound (14) provides us with uniform control on the difference between Q k and Q. Viewing the maximum θ * as fixed, consider the function q k (θ) : = Q k (θ | θ * ). Suppose that there is a radius r > 0 such that q k is λ-strongly concave over the Euclidean ball B 2 (r; θ * ) of radius r centered at θ * -that is
for all θ 1 , θ 2 ∈ B 2 (r; θ * ). In addition, suppose that the following first-order stability condition (or FOS(L) for short) holds:
for all θ, θ ∈ B 2 r; θ * . Our analysis to follow shows that these conditions hold for concrete models.
With this setup, we consider an idealized algorithm that, based on some initialization θ 0 ∈ B 2 (r; θ * ), generates the sequence of iterates
is an approximate version of Q, the update operator M k should be understood as an approximation to the idealized population EM operator M . The following theorem shows that the approximation error is well-controlled under suitable conditions and that the sequence { θ t } ∞ t−0 converges to a particular neighborhood of θ * . Recall hereby that π(· | β) denotes the stationary distribution of the Markov chain on a discrete space with s elements, a transition parameter β and π min = min
Theorem 1 (a) Approximation guarantee: Under the mixing condition (3), density boundedness condition (13), and strong concavity condition (15), there is a universal constant c 0 such that for all θ ∈ Ω
(b) Convergence guarantee: Suppose in addition that the FOS(L) condition (16) holds with parameter L ∈ (0, λ) over the ball B 2 r; θ * and that the truncation parameter k is sufficiently large to ensure
Note that the subtlety here is that θ * is no longer a fixed point of the operator M k , due to the error induced by the k th -order truncation. Nonetheless, under a mixing condition, as the bounds (17) and (18) show, this approximation error is controlled, and decays exponentially in k. The proof of the recursive bound (18) is based on showing that
holds for any θ ∈ B 2 (r; θ * ). Inequality (19) is equivalent to stating that the operator M k is contractive, i.e. that applying M k to the pair θ and θ * always decreases the distance.
C. Sample-based results
Theorem 1 is a population-level result applying to the (truncated) EM operators based on an extended sequence of samples. In this section we leverage the good behavior of the truncated population-based analogs to analyze a sample-based version of the EM algorithm in which each update uses a "fresh" and finite set of samples. More concretely, given a batch of n observations and a fixed iteration number T , suppose that we split the full collection of samples into a set of T subsets, each 1 of sizeñ : = n/T . The sample-splitting EM updates are given by
where we recall that M n (θ ) = arg max θ∈Ω θ Q k n (θ|θ ) and where the update at time t uses the t th subset of samples which we denote by S t . For this reason, strictly speaking, the operator Mñ should be further indexed by t, but we drop this dependence to simplify notation.
For a given sample size n ≥ 1 and number of iterations T , we adopt the shorthandñ = n/T for the number of samples used in each iteration. For a tolerance parameter δ ∈ (0, 1), we let ϕñ(δ, k) be the smallest positive scalar such that
This quantity bounds the approximation error for a fixed number of samples, and thus is conceptually related to the population-level quantity ϕ(k) appearing in Theorem 1(a). Similarly, for each δ ∈ (0, 1), we let ñ (δ; k) denote the smallest scalar such that
For a given truncation level k, it gives an upper bound on the difference between the population and sample-based M -operators.
Theorem 2 (Sample splitting) Suppose that the truncated population EM operator M k satisfies the local contraction bound (19) with parameter κ ∈ (0, 1) on the ball B 2 (r; θ * ). For a given sample size n and iteration number T , suppose that (k, n) are sufficiently large to ensure that
Then given any initialization θ 0 ∈ B 2 (r; θ * ), with probability at least 1 − 2δ, the sample-splitting EM sequence { θ t } ∞ t=0 satisfies the bound
Geometric decay
Residual error for all t = 1, . . . , T − 1.
The bound (22) shows that the distance between θ t and θ * is bounded by two terms: the first decays geometrically as t increases, and the second term corresponds to a residual error term that remains independent of t. Thus, by choosing the iteration number T larger than log(2r/ ) log κ , we can ensure that the first term is at most . The residual error term can be controlled by requiring that the sample size n is sufficiently large, and then choosing the truncation level k appropriately. We provide a concrete illustration of this procedure in the following section, where we analyze the case of Gaussian output HMMs.
IV. GUARANTEES FOR GAUSSIAN OUTPUT HMMS
Let us now return to the concrete example of a Gaussian output HMM, as first introduced in Section II-A. Recall that our Gaussian output HMM is based on s = 2 hidden states, using the transition matrix from equation (5), and the Gaussian output densities from equation (6) . For convenience of analysis, we let the hidden variables z i take values in {−1, 1}. In addition, we require that the mixing coefficient ρ mix = 1 − mix is bounded away from 1 in order to ensure that the mixing condition (2) is fulfilled. We denote the upper bound for ρ mix as b < 1 so that ρ mix ≤ b and mix ≥ 1 − b. The feasible set of the probability parameter ζ and its log odds analog β = 1 2 log ζ 1−ζ are then given by
and
A. Explicit form of Baum-Welch updates
We begin by deriving an explicit form of the BaumWelch updates for this model. Given n observations and T iterations of the algorithm, the sample-splitting EM update at iteration t operates on a set of subsamples S t of size n/T , which we denote by x(S t ). Using this notation, the Baum-Welch updates take the form
where Π Ω ζ denotes the Euclidean projection onto the set Ω ζ . Note that the maximization steps are carried out on the decomposed Q-functions Q 1,n (·|θ t ), Q 2,n (·|θ t ). In addition, since we are dealing with a one-dimensional quantity β, the projection of the unconstrained maximizer onto the interval Ω ζ is equivalent to the constrained maximizer over the feasible set Ω ζ . This step is in general not valid for higher dimensional transition parameters.
B. Population and sample guarantees
We begin by using the results from Section III to show that the population and sample-based version of the Baum-Welch updates are linearly convergent. In establishing the population-level guarantee, the key condition which needs to be fulfilled is the F OS(L) condition (16) with explicit dependence of the Lipschitz constant L on model parameters such as the separation of the mixtures.
Throughout this section, we use the notation c 0 , c 1 to denote universal constants, with no dependence on any problem parameters. In order to ease notation, our explicit tracking of parameter dependence is limited to the standard deviation σ and Euclidean norm µ * 2 , which together determine the signal-to-noise ratio η 2 : = µ * 2 2 σ 2 of the mixture model. We use the notation C 0 , C 1 to denote quantities that do not depend on ( µ * 2 , σ), but may depend on other parameters such as π min , ρ mix , b, and so on. We begin by stating a result that applies to the sequence { θ t } ∞ t=0 obtained by repeatedly applying the k-truncated population-level Baum-Welch update operator M k . Our first corollary establishes that this sequence is linearly convergent, with a convergence rate that is given by
Corollary 1 (Population Baum-Welch) Consider a two-state Gaussian output HMM that is mixing (2), and suppose that the SNR lower bounded as η 2 ≥ C log log d for a sufficiently large constant C. Given the radius r = µ * 2 4 , suppose that the truncation parameter k is sufficiently large to ensure that ϕ(k)
for all iterations t = 1, 2, . . .
Definition (24) yields that as long as the signal-to-noise ratio η is larger than a constant multiple of log log d, we can ensure that κ(η) ≤ 1 − b 2 < 1. The bound (25) then guarantees a type of contraction and also that the pre-condition ϕ(k) ≤ (1 − κ 1−b 2 )r can be satisfied by choosing the truncation parameter k large enough. If we use a finite truncation parameter k, then contraction occurs up to the error floor given by ϕ(k), which reflects the bias introduced by truncating the likelihood to a window of size k. At the population level (in which the effective sample size is infinite), we could take the limit k → ∞ so as to eliminate this bias. However, this is no longer possible in the finite sample setting, in which we must necessarily have k n.
Corollary 2 (Sample-splitting Baum-Welch iterates) For a given tolerance δ ∈ (0, 1) and iteration number T , suppose that the sample size is lower bounded as
for a sufficiently large constant C 1 . Then under the conditions of Corollary 1, with probability at least 1 − δ, we have
where κ = √ 2κ.
As a consequence of the bound (26), if we are given a sample size n d log 2 d, then taking T ≈ log n iterations is guaranteed to return an estimate ( µ T , β T )
with error of the order
C. Simulations
In this section, we discuss how simulations confirm our theoretical predictions for the two-state Gaussian output HMMs described in Section IV. The EM updates for the mean vector µ t+1 and transition probabilityζ t+1 are performed according to equation (23), where ζ is chosen instead of β for simplicity of computation. In the sequel, we denote the final parameter estimates by µ and ζ whereas the true parameters are µ * and ζ * . In all simulations, the mixing parameter ρ mix is fixed to be 0.6, since a discussion of the dependence on the parameters in this limited case is not expected to transfer to the general asymmetric case. The initializations µ 0 are generated randomly in a ball of radius r : =
around the true parameter µ * whereas ζ 0 = 1 2 . Finally, the estimation error of the mean vector µ is computed as log 10 μ−µ * 2 . Since the transition parameter estimation errors behave similarly to the observation parameter in simulations, we omit the corresponding figures here. 4 . We denote the final estimate of the first trial by µ ∞ 1 . The curves in red depict the differences between the Baum-Welch iterates µ t i using the i-th initialization, and µ ∞ 1 , whereas the blue lines represent the statistical error, i.e. the distance of the iterates from the true parameter µ * . For both family of curves we observe linear convergence in the first few iterations until an error floor is reached. This aligns with the upper bound (26) in Corollary 2. In addition, the red curves show that for different initializations, the Baum-Welch algorithm converges to different stationary points µ i which however all have the same distance from µ * . The dependence of the convergence rate on the SNR η 2 is confirmed by simulation results shown in Figure 2 . Lines of the same color represent different random draws of parameters given a fix SNR. Clearly, the convergence is linear for high SNR, and the rate decreases with decreasing SNR. It is also noticeable that for low SNR, the convergence ceases to be linear and even seems to elicit sublinear behavior. This observation suggests a phase transition at a particular value of the SNR and aligns with our theoretical predictions in inequality (26) only hold for sufficiently high SNR η 2 ≥ c log log d. 
V. DISCUSSION
In this paper, we developed tools to provide general global convergence guarantees for the Baum-Welch algorithm as well as specific results for a hidden Markov mixture of two isotropic Gaussians. When studying the Baum-Welch algorithm in cases when the underlying i.i.d. mixture is identifiable, we ideally hope to directly leverage results for the EM algorithm in the i.i.d. case together with appropriate mixing conditions on the underlying Markov chain in order to establish rigorous convergence guarantees. Our results confirm that (essentially) such a result is true for the mixture of two isotropic Gaussians and we conjecture that a fully general version of this result is possible. This conjecture if true would give a straightforward recipe for proving rigorous global convergence guarantees for the Baum-Welch algorithm, via analogous results in the i.i.d. setting.
