We solve the initial value problem for the linearized mean field Kramers equation describing Brownian particles with long-range interactions in the N → +∞ limit. We show that the dielectric function can be expressed in terms of incomplete Gamma functions. The dielectric functions associated with the linearized Vlasov equation and with the linearized mean field Smoluchowski equation are recovered as special cases corresponding to the no friction limit or to the strong friction limit respectively. Although the stability of the Maxwell-Boltzmann distribution is independent on the friction parameter, the evolution of the perturbation depends on it in a non-trivial manner. For illustration, we apply our results to self-gravitating systems, plasmas, and to the attractive and repulsive BMF models.
I. INTRODUCTION
The statistical mechanics of systems with long-range interactions is currently a topic of active research [1] [2] [3] [4] . In most papers devoted to this subject, one assumes that the system is isolated. This corresponds to the microcanonical ensemble in which the energy is conserved. This is the correct description of plasmas, stellar systems, and twodimensional vortices [5] [6] [7] [8] [9] [10] [11] . This is also the correct description of the Hamiltonian mean field (HMF) model [12] which is a toy model of systems with long-range interactions consisting in N particles of unit mass moving on a circle and interacting via a cosine potential. In the collisionless regime, valid for N → +∞ in a proper thermodynamic limit, Hamiltonian systems with long-range interactions are described by the Vlasov equation. The dynamical stability of a spatially homogeneous steady state of the Vlasov equation has been studied by Landau [13] in a seminal paper by solving an initial value problem (previous treatments by Vlasov [14, 15] and others were not rigorous and led to mathematical difficulties). For the Coulombian potential, Landau showed that the density perturbation exhibits a phenomenon of collisionless damping.
1 For the gravitational potential, the density perturbation either decays or grows depending on whether the wavelength of the perturbation is smaller or larger than the Jeans length [17, 18] .
In many situations of physical interest, the system is not isolated from the surrounding and it is important to take into account its interaction with the external medium. This interaction usually results in some effects of forcing and dissipation. In the simplest situation, the one that we shall consider here, the forcing and the dissipation satisfy a detailed balance condition so that formally the system can be thought to be in contact with a thermal bath fixing its temperature T . In that case, the proper statistical ensemble is the canonical ensemble. We stress that the thermostat is played by a system of another nature (physically different from the system under consideration) which usually has short-range interactions 2 . We shall consider a system of Brownian particles in interaction for which the deterministic Hamiltonian equations are replaced by stochastic Langevin equations [19] [20] [21] [22] . In addition to the longrange interaction, the particles experience a friction force and a stochastic force (noise). If we assume a detailed balance condition, the diffusion coefficient D and the friction coefficient ξ satisfy the Einstein relation D = ξk B T /m where T is the temperature of the bath. The self-gravitating Brownian gas has been studied in a series of papers by Chavanis and Sire (see, e.g., [23] and references therein) in the strong friction limit ξ → +∞ in which the motion of the particles is overdamped. Some interesting analogies with the chemotaxis of bacterial populations, the so-called KellerSegel model [24] , have been developed in these papers. The gravitational collapse of the self-gravitating Brownian gas also presents striking analogies with the Bose-Einstein condensation (in particular, a Dirac peak is formed in the post-collapse regime) [25] . Another example of Brownian systems with long-range interactions is the Brownian mean field (BMF) model [26] [27] [28] [29] which can be viewed as the canonical counterpart of the HMF model. In the collisionless regime, valid for N → +∞ in a proper thermodynamic limit, Brownian systems with long-range interactions are described by the mean field Kramers equation. In this paper, we solve the initial value problem for the linearized mean field Kramers equation around the spatially homogeneous Maxwell-Boltzmann distribution. We obtain the exact solution of this problem and determine the corresponding dielectric function. We show that it can be expressed in terms of incomplete Gamma functions. The zeros of the dielectric function determine the complex pulsations of the density perturbations depending on the temperature T , the wavenumber k, and the friction coefficient ξ. We show that the stability of the spatially homogeneous Maxwell-Boltzmann distribution is independent on the friction coefficient. By contrast, the complex pulsations that determine the evolution of the perturbation depend on it in a non-trivial manner. For ξ → 0 (no friction limit) we recover the results of the Vlasov equation and for ξ → +∞ (strong friction limit) we recover the results of the Smoluchowski equation. These results are illustrated for self-gravitating systems, plasmas, and for the attractive and repulsive BMF models.
II. BROWNIAN PARTICLES IN INTERACTION: INERTIAL MODEL

A. The Langevin equations
We consider a system of N Brownian particles in interaction. The dynamics of these particles is governed by the coupled stochastic Langevin equations
The particles interact through the potential U (r 1 , ..., r N ) = i<j m 2 u(|r i − r j |). The Hamiltonian is H = N i=1 mv 2 i /2+ U (r 1 , ..., r N ). R i (t) is a Gaussian white noise satisfying R i (t) = 0 and R α i (t)R β j (t ′ ) = δ ij δ αβ δ(t− t ′ ) where i = 1, ..., N label the particles and α = 1, ..., d the coordinates of space. D and ξ are respectively the diffusion and friction coefficients. The former measures the strength of the noise, whereas the latter quantifies the dissipation to the external environment. We assume that these two effects have the same physical origin, like when the system interacts with a heat bath. In particular, we suppose that the temperature T of the bath satisfies the Einstein relation
The temperature measures the strength of the stochastic force for a given friction coefficient. For ξ = D = 0, we recover the Hamiltonian equations of particles in interaction which conserve the energy E = H.
B. The N -body Kramers equation
The evolution of the N -body distribution function is governed by the Fokker-Planck equation [20] :
where
m ∇ i U is the force per unit mass acting on particle i. This is the so-called N -body Kramers equation. In the absence of forcing and dissipation (ξ = D = 0), it reduces to the Liouville equation. The N -body Kramers equation satisfies an H-theorem for the free energy
Therefore,Ḟ ≤ 0 andḞ = 0 if, and only, if P N is the canonical distribution defined by Eq. (6) below. Because of the H-theorem, the system converges towards the canonical distribution for t → +∞.
When the system is in contact with a thermal bath, the relevant statistical ensemble is the canonical ensemble. The statistical equilibrium state is described by the canonical distribution
where β = 1/(k B T ) is the inverse temperature and Z(β) = e −βH i dr i dv i is the partition function determined by the normalization condition P N i dr i dv i = 1. The canonical distribution (6) is the steady state of the N -body Kramers equation (3) provided that the Einstein relation (2) is satisfied.
We define the free energy by F (T ) = −k B T ln Z(T ). We also introduce the Massieu function J(β) = −βF (β) = ln Z(β). In the canonical ensemble, the average energy E = H is given by E = ∂(βF )/∂β = −∂J/∂β. The fluctuations of energy are given by H 2 − H 2 = k B T 2 C where C = dE/dT is the specific heat. This relation implies that the specific heat is always positive in the canonical ensemble.
We note that the canonical distribution (6) is the minimum of F [P N ] respecting the normalization condition. At equilibrium, we get
D. The mean field Kramers equation
In a proper thermodynamic limit N → +∞, we can neglect the correlations between the particles [4] . Therefore, the mean field approximation is exact and the N -body distribution function can be factorized in a product of N one-body distribution functions
Substituting this factorization in Eq. (3) and integrating over N − 1 variables we find that the evolution of the distribution function f (r, v, t) = N mP 1 (r, v, t) is governed by the mean field Kramers equation [20] :
is the mean potential and ρ(r, t) = f (r, v, t) dv is the density. For ξ = D = 0, Eq. (8) reduces to the Vlasov equation which describes the collisionless evolution of a Hamiltonian system with long-range interactions. Using the Einstein relation (2), the mean field Kramers equation (8) may be rewritten as
The mean field Kramers equation satisfies an H-theorem for the free energy
Its expression can be obtained from Eq. (4) by using the mean field approximation (7) . In terms of the free energy, the mean field Kramers equation may be written as a gradient flow
A simple calculation givesḞ
Therefore,Ḟ ≤ 0 andḞ = 0 if, and only if, f is the mean field Maxwell-Boltzmann distribution
with the temperature of the bath T . Because of the H-theorem, the system converges, for t → +∞, towards a meanfield Maxwell-Boltzmann distribution that is a (local) minimum of free energy at fixed mass. If several minima exist at the same temperature, the selection depends on a notion of basin of attraction. The relaxation time is t B ∼ 1/ξ, independent of N .
III. BROWNIAN PARTICLES IN INTERACTION: OVERDAMPED MODEL
A. The Langevin equations
In the strong friction limit ξ → +∞, the inertia of the particles can be neglected. This corresponds to the overdamped model. The stochastic Langevin equations (1) reduce to
where µ = 1/(ξm) is the mobility and D * = D/ξ 2 is the diffusion coefficient in physical space. The Einstein relation (2) may be rewritten as
The temperature measures the strength of the stochastic force (for a given mobility).
B. The N -body Smoluchowski equation
The evolution of the N -body distribution function P N (r 1 , ..., r N , t) is governed by the N -body Fokker-Planck equation [20] :
This is the so-called N -body Smoluchowski equation. It can be derived directly from the stochastic equations (15) . Alternatively, it can be obtained from the N -body Kramers equation (3) in the strong friction limit ξ → +∞ [30] . In that limit, using the Einstein relation (2), we find that
where the evolution of P N (r 1 , ..., r N , t) is governed by Eq. (17) . The N -body Smoluchowski equation satisfies an H-theorem for the free energy
The expression (19) can be obtained from the free energy (4) by using Eq. (18) . A simple calculation giveṡ
Therefore,Ḟ ≤ 0 andḞ = 0 if, and only, if P N is the canonical distribution in physical space defined by Eq. (21) below. Because of the H-theorem, the system converges towards the canonical distribution (21) for t → +∞.
The statistical equilibrium state in configuration space is described by the canonical distribution
where Z conf (β) = e −βU i dr i is the configurational partition function determined by the normalization condition P N dr 1 ....dr N = 1. The canonical distribution (21) is the steady state of the N -body Smoluchowski equation (17) provided that the Einstein relation (16) is satisfied. It can also be obtained from Eq. (6) by integrating over the velocity. We then find that Z(β) = Z conf (β)(2π/βm) dN/2 . We note that the canonical distribution (21) is the minimum of F [P N ] respecting the normalization condition. At equilibrium, we get
D. The mean field Smoluchowski equation
Substituting this factorization in Eq. (17) and integrating over N − 1 variables we find that the evolution of the density ρ(r, t) = N mP 1 (r, t) is governed by the mean field Smoluchowski equation [20] :
where Φ(r, t) is given by Eq. (9). The mean field Smoluchowski equation (23) can also be obtained from the mean field Kramers equation (10) in the strong friction limit ξ → +∞ [30] . In that limit, the distribution function is close to the Maxwellian
with the temperature of the bath, and the evolution of the density is governed by Eq. (23) . The mean field Smoluchowski equation (23) may be written in the form of an integro-differential equation as
It satisfies an H-theorem for the free energy
The expression (26) can be obtained from Eq. (19) by using the mean field approximation (22) . It can also be obtained from Eq. (11) by using Eq. (24) . In terms of the free energy, the mean field Smoluchowski equation may be written as a gradient flow
Therefore,Ḟ ≤ 0 andḞ = 0 if, and only if, ρ is the mean field Boltzmann distribution
with the temperature of the bath T . This distribution can also be obtained from the mean field Maxwell-Boltzmann distribution (14) by integrating over the velocity. Because of the H-theorem, the system converges, for t → +∞, towards a mean-field Boltzmann distribution that is a (local) minimum of free energy at fixed mass. 3 If several minima exist at the same temperature, the selection depends on a notion of basin of attraction. The relaxation time is t B ∼ 1/ξ, independent of N .
The mean field Smoluchowski equation (23) may also be written as
where p(r, t) is a pressure related to the density by the isothermal equation of state
This equation of state can be obtained from the expression of the local kinetic pressure p(r, t)
2 dv where u(r, t) = (1/ρ) f v dv is the local velocity, combined with the expression (24) of the distribution function valid in the strong friction limit. The steady states of the mean field Smoluchowski equation satisfy the equation
which may be interpreted as a condition of hydrostatic equilibrium. A generalization of these results to other barotropic equations of state p(ρ) is developed in [22, [31] [32] [33] [34] . In that case, the free energy is given by
up to an additional constant. Remark: at T = 0, the free energy reduces to the potential energy W = (1/2) ρΦ dr and the H-theorem (28) becomesẆ = − (ρ/ξ)(∇Φ) 2 dr ≤ 0. In that case, the system relaxes towards the state of minimum potential energy.
IV. THE GENERAL SOLUTION OF THE INITIAL VALUE PROBLEM USING GREEN FUNCTIONS
The mean field Kramers equation writes
The spatially homogeneous steady state of this equation is the Maxwell-Boltzmann distribution
Considering a small perturbation δf (r, v, t) ≪ f (v) about this steady state, we obtain the linearized mean field Kramers equation
This equation may be rewritten as
where L is the ordinary Kramers operator. To solve this equation we shall use the method of Green functions that has been introduced in similar problems [35] . The Green function of the ordinary Kramers operator is defined by
if t ≥ 0 and G(r − r 0 , v, v 0 , t) = 0 if t < 0. It depends only on the space variables r and r 0 through the difference x = r − r 0 . The solution of the initial value problem for the ordinary Kramers equation is therefore
The Green function of the linearized mean field Kramers equation (39) is defined by
if t ≥ 0 and g(r − r 0 , v, v 0 , t) = 0 if t < 0. It obeys the integral equation
as may be checked by applying the operator L. In Eq. (43) we must have t − t ′ ≥ 0 and t ′ ≥ 0 (otherwise the Green functions vanish) so that 0 ≤ t ′ ≤ t. This integral equation can then be solved by applying the convolution theorem. To that purpose, we introduce the Fourier-Laplace transform
This expression for the Laplace transform is valid for Im(ω) sufficiently large. For the remaining part of the complex ω plane, it is defined by an analytic continuation. The inverse transform is
where the Laplace contour C in the complex ω plane must pass above all poles of the integrand. Taking the FourierLaplace transform of Eq. (43) we get
the foregoing equation may be rewritten as
Integrating over v, we obtainq
where we have definedQ
Solving Eq. (50), we getq
Substituting this expression in Eq. (49), we finally obtaiñ
This is the resolvent, i.e. the Fourier-Laplace transform of the Green function. It connects δf (k, v, ω) to the initial value. Indeed, the evolution of the perturbed distribution function is given by
Taking the Fourier-Laplace transform of this expression, we get
where δf (k, v 0 , 0) is the Fourier transform of the initial perturbed distribution function. Substituting Eq. (54) in Eq.
(56), we obtain
This is the solution of the initial value problem in Fourier-Laplace space. Integrating over the velocity, we find that the Fourier-Laplace transform of the perturbed density is given by
where we have introduced the dielectric function
This expression shows thatP (k, ω) is the polarization function [6, 36] . The perturbed density δρ(k, ω) given by Eq.
(58) appears as a product of two factors: a "universal" factor ǫ(k, ω) −1 and an integral involving the initial condition δf (k, v 0 , 0). The first factor is due to collective effects. As we shall explain below, this term can produce damped, steady, or growing oscillations. On the other hand, the integral corresponds to the excess density produced by an initial disturbance in a Brownian gas of non-interacting particles (i.e., for whichû(k) = 0 or ǫ(k, ω) = 1). It is typical of an individual particle behavior. The effect of this term disappears for late times since the usual Kramers equation relaxes towards the Maxwell-Boltzmann distribution (36) . For dissipationless systems (ξ = 0) this term is responsible for the phenomenon of "phase mixing" associated with the Vlasov equation even in the absence of interaction (see Sec. V).
The temporal evolution of the Fourier modes of the density perturbation is given by the inverse Laplace transform
The "universal" poles of δρ(k, ω) correspond to the complex pulsations ω α (k) for which the dielectric function vanishes: ǫ(k, ω α (k)) = 0. This defines the dispersion relation. The evolution of the perturbation depends on the position of the zeros of the dielectric function in the complex plane. Using the Cauchy residue theorem, we have
where the sum runs over the whole set of poles and we have assumed, for simplicity, that the singularities are simple poles. In the following, we shall omit the subscript α for brevity. If at least one zero ω of the dielectric function lies on the upper half plane (i.e. ω i > 0), the system is unstable, and the perturbation grows exponentially rapidly with the rate (ω i ) max corresponding to the zero with the largest value of the imaginary pulsation. If all the zeros ω of the dielectric function strictly lie on the lower half-plane (i.e. ω i < 0), the system is stable, and the perturbation decays to zero exponentially rapidly with the rate |ω i | min corresponding to the zero with the smallest value of the imaginary pulsation in absolute value. If some zero(s) lie(s) on the real axis (i.e. ω i = 0) while the others lie on the lower half-plane, the system is marginally stable and the perturbation displays an oscillating behavior around zero with the pulsation(s) ω r . If the integrand has a pole at ω = 0 while the other zeros lie on the lower half-plane, the perturbation tends to a steady state for t → +∞. Finally, if the integrand has a pole at ω = 0 while other zeros lie on the real axis and the rest on the lower half-plane, the perturbation oscillates about a steady state. For more details, we refer to [5, 6] . Remark: Although we have considered the Kramers operator for illustration, we emphasize that the results of this section are actually valid for any linear operator L. Indeed, the formal solution of the problem only involves the Green function of the operator L and the steady distribution f (v). In this sense, the preceding formalism is very general.
V. INITIAL VALUE PROBLEM FOR THE LINEARIZED VLASOV EQUATION A. The dielectric function
If we take ξ = 0 in Eq. (34), we obtain the Vlasov equation. In that case, we can consider any steady state of the form f = f (v), not only the Maxwellian. Let us check that the general formalism developed previously returns the classical results for the initial value problem of the linearized Vlasov equation. The Green function of a free particle (ξ = 0) is simply
Its Fourier transform isĜ
and its Fourier-Laplace transform isG
From this expression, we obtaiñ
Using Eqs. (47), (52) and (63) we find that the temporal evolution of the polarization function is (see also [36] ):
According to Eq. (57), the solution of the initial value problem is
The resolvent operator that connects δf (k, v, ω) to the initial value through Eq. (56) is
The density perturbation is given by
This returns the results obtained by directly taking the Fourier-Laplace transform of the linearized Vlasov equation corresponding to Eqs. (37) and (38) with ξ = 0. Indeed, they give
Integrating Eq. (71) over the velocity and using Eq. (72), we get Eq. (70). Substituting this result back into Eq.
(71), we recover Eq. (68). The integral in Eq. (70) corresponds to the excess density produced by an initial disturbance in a gas of noninteracting particles. The effect of this term disappears for late times. Indeed, it can be shown that this integral produces damped oscillations (i.e. its poles are in the lower half-plane). Therefore, the density perturbation δρ(k, t) decays to zero although the Vlasov equation is time reversible. By contrast, the perturbed distribution function (68) has an additional real pole ω = k·v. It produces an undamped oscillation exp(−ik·vt) whose pulsation is proportional to the velocity v of the particles. Therefore the distribution function does not decay to zero but generates smallscale filaments. However, if we consider the perturbed density δρ(k, t) = δf (k, v, t) dv obtained by integrating the perturbed distribution function δf (k, v, t) over the velocity, the various velocities produce destructive interferences of the oscillations, and this is why the density perturbation decays: this is the phenomenon of phase mixing. This is an irreversible homogenization process in which the interactions play no role. The other poles of Eq. (68) correspond to the zeros of the dielectric function. They depend on k but not on v. They describe the collective behavior of the system. They produce damped or growing oscillations that "resist" the integration over v [5] .
B. The dispersion relation and the stability criterion
Although we can study the dispersion relation of the linearized Vlasov equation for any steady distribution f (v), we restrict ourselves here to the the case of the Maxwellian because we ultimately want to compare the results obtained from the linearized Vlasov equation to the results obtained from the linearized mean field Kramers equation that are valid only for the Maxwellian. Other steady states of the Vlasov equation are considered in [18, 36, 37] and in classical textbooks of plasma physics [5] .
For the Maxwell-Boltzmann distribution (36), we can write the dielectric function in the form
is the plasma dispersion function [38] . The integration has to be performed along the Landau contour L [13] . For any complex z, we have
The dispersion relation ǫ(k, ω) = 0 can be written as
The neutral mode corresponds to ω = 0. Using W (0) = 1 we get the condition 1 + (2π) dû (k)ρβm = 0. Using the Nyquist theorem [5, 18, 37] , we can show that the system is stable with respect to a perturbation of wavenumber k when
and unstable otherwise. For repulsive potentials for whichû(k) > 0, the system is always stable. For attractive potentials for whichû(k) < 0, the system is always stable when T > T c = (ρm/k B )(2π) d max k |û(k)| while it is unstable to some modes (corresponding to the converse of Eq. (77)) when T < T c . This stability criterion can also be obtained from the condition of formal nonlinear dynamical stability (see Appendix B).
We look for solutions of the dispersion relation (76) in the form ω = iω i where ω i is real. When ω i > 0, the perturbation grows exponentially rapidly and when ω i < 0 is decays exponentially rapidly (without oscillating). The growth or decay rate ω i is given by
with
where erfc is the complementary error function defined by
We note that W (ix) = w(x/ √ 2) for any real x. This function has the asymptotic behaviors
The asymptotic behaviors of the inverse function are
In the unstable case (ω i > 0), using the Nyquist theorem [5, 18, 37] , we can show that the purely imaginary pulsation ω = iω i determined by Eq. (78) is the only solution of the dispersion relation (76). In the stable case (ω i < 0), there exist other solutions of the form ω = ω r + iω i with ω r = 0.
C. Application to the HMF model, self-gravitating systems, and plasmas
For illustration, we apply the preceding results to the attractive and repulsive HMF models, self-gravitating systems, and plasmas. For the definition of these models and for the notations we refer to [18, 36, 37] .
For the attractive HMF model, usingû n = 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), and considering the modes n = ±1 (the modes n = ±1 cannot propagate), the dispersion relation (76) can be written as
According
We have the asymptotic behaviors
For self-gravitating systems, using (2π)
and making the Jeans swindle (see [6, 18] for more details), the dispersion relation (76) can be written as
where we have introduced the Jeans wavenumber k J = (S d Gρβm) 1/2 and the gravitational pulsation
(the inverse of the dynamical time t D = 1/ω G ). According to Eq. (77) the system is stable if k > k J and unstable if k < k J . Assuming that ω = iω i , we get
For the repulsive HMF model, usingû n = − 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), and considering the modes n = ±1 (the modes n = ±1 cannot propagate), the dispersion relation (76) can be written as
According to Eq. (77), the system is always stable. There is no solution of the dispersion relation (97) of the form ω = iω i . However, some asymptotic solutions of Eq. (97) can be obtained [37] . In the limit T → 0 we have ω = ω r +iω i with ω i ≪ ω r and the solution of the dispersion relation is
At T = 0, the perturbation oscillates with the pulsation ω r = 1/ √ 2. For T > 0, it also experiences a weak Landau damping ω i < 0. In the limit T → +∞ we have ω = ω r + iω i with ω i ≫ ω r and the solution of the dispersion relation is
In
where we have introduced the Debye wavenumber k D = (S d ρe 2 β/m) 1/2 and the plasma pulsation
(the inverse of the dynamical time t D = 1/ω P ). According to Eq. (77) the system is always stable. There is no solution of the dispersion relation (100) of the form ω = iω i . However, some asymptotic solutions of Eq. (100) can be obtained [5] . For k ≪ k D (long wavelengths) we have ω = ω r + iω i with ω i ≪ ω r and the solution of the dispersion relation is
For k = 0, the perturbation oscillates with the plasma pulsation ω P . For k > 0, it also experiences a weak Landau damping [13] . For k ≫ k D (small wavelengths) we have ω = ω r + iω i with ω i ≫ ω r and the solution of the dispersion relation is
In that case, the perturbation exhibits heavily damped oscillations.
VI. INITIAL VALUE PROBLEM FOR THE LINEARIZED MEAN FIELD SMOLUCHOWSKI EQUATION
A. The dielectric function by a direct approach
The mean field Smoluchowski equation writes
For the sake of generality, we consider an arbitrary barotropic equation of state p = p(ρ). This leads to the generalized mean field Smoluchowski equation [22, [31] [32] [33] [34] . For example, the polytropic equation of state p = Kρ γ can account for anomalous diffusion like in porous media. The usual Smoluchowski equation corresponds to the isothermal equation of state (31) leading to normal diffusion with the diffusion coefficient (16) .
Considering a small perturbation δρ(r, t) ≪ ρ about a spatially homogeneous steady state, we obtain the linearized mean field Smoluchowski equation
where c 2 s = p ′ (ρ) is the velocity of sound. Taking the Fourier-Laplace transform of these equations, we obtain
where δρ(k, 0) is the Fourier transform of the initial perturbation δρ(r, 0). Solving these equations, we get
This
where we have introduced the dielectric function [36] :
Taking the inverse Laplace transform of Eq. (109) and using the Cauchy residue theorem, we find that the temporal evolution of the Fourier components of the density perturbation is
Actually, this result may be directly obtained by taking the Fourier transform of Eqs. (105) and (106) which leads to the first order equation in time
Integrating this equation, we obtain Eq. (112).
B. The dielectric function by using the Green function
It is instructive to recover these results by using the same method as in Sec. IV. The linearized mean field Smoluchowski equation may be rewritten as
where L is the ordinary diffusion operator with diffusion coefficient D * = c 2 s /ξ. The Green function of the ordinary diffusion operator is defined by
LG(r − r 0 , t) = δ(r − r 0 )δ(t),
if t ≥ 0 and G(r − r 0 , t) = 0 if t < 0. It depends only on the space variables r and r 0 through the difference x = r − r 0 . The solution of the initial value problem for the ordinary diffusion equation is therefore δρ(r, t) = G(r − r 0 , t)δρ(r 0 , 0) dr 0 .
The Green function of the linearized mean field Smoluchowski equation is defined by
if t ≥ 0 and g(r − r 0 , t) = 0 if t < 0. It obeys the integral equation
as may be checked by applying the operator L. In Eq. (118) we must have t − t ′ ≥ 0 and t ′ ≥ 0 (otherwise the Green functions vanish) so that 0 ≤ t ′ ≤ t. This integral equation can then be solved by applying the convolution theorem. Taking the Fourier-Laplace transform of Eq. (118) we get
This is the resolvent operator, i.e. the Fourier-Laplace transform of the Green function. It connects δρ(k, ω) to the initial value. Indeed, the evolution of the perturbed density is given by δρ(r, t) = g(r − r 0 , t)δρ(r 0 , 0) dr 0 .
Substituting Eq. (119) in Eq. (121), we obtain
The Green function of the ordinary diffusion equation is
and its Fourier-Laplace transform isG 
C. The dispersion relation and the stability criterion
The complex pulsation is purely imaginary: ω = iω i . The perturbation grows exponentially rapidly when ω i > 0 and it decays exponentially rapidly when ω i < 0 (without oscillating). The neutral mode corresponds to ω = 0. We get the condition c
The system is stable with respect to a perturbation with wavenumber k when
and unstable otherwise. This stability criterion can also be obtained from the study of the second order variations of the free energy (see Appendix B).
D. Application to the BMF model, self-gravitating systems, and plasmas
For the attractive BMF model, usingû n = 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), the dispersion relation (128) can be written as
The modes n = ±1 are damped exponentially rapidly (stable). The modes n = ±1 are damped exponentially rapidly if c 2 s > 1/2 (stable) and they grow exponentially rapidly if c 2 s < 1/2 (unstable). For self-gravitating systems, using (2π)
2 , the dispersion relation (128) can be written as
The system is stable if k > k J and unstable if k < k J .
For the repulsive BMF model, usingû n = − 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), the dispersion relation (128) can be written as
The system is always stable. For Coulombian plasmas, using (2π)
, the dispersion relation (128) can be written as
The system is always stable.
VII. INITIAL VALUE PROBLEM FOR THE LINEARIZED MEAN FIELD KRAMERS EQUATION
A. The dielectric function
We now consider the mean field Kramers equation (34) which contains the Vlasov equation and the mean field Smoluchowski equation as particular cases. The Green function of the ordinary Kramers equation has been computed by Chandrasekhar [39] . It can be written as
Its Fourier transform iŝ
We note that its Fourier-Laplace transform is not available in a simple form contrary to the Fourier-Laplace transforms (64) and (126) of the Green function of a free particle (ξ = 0) and of an overdamped particle (ξ → +∞). Using Eq.
(137), we obtain after some calculationŝ 
For ξ → 0 we recover Eq. (67) and for ξ → +∞ we recover Eq. (127). The Laplace transform ofP (k, t) is
Substituting Eq. (139) in Eq. (140) and making the change of variables s = e −ξt for ξ > 0 we can express the integral in terms of the incomplete Gamma functions
We findP
where we have defined
Some properties of this function are given in Appendix A. The dielectric function can finally be written as
In the strong friction limit ξ → +∞, using F (α, 
B. The dispersion relation and the stability criterion
The neutral mode corresponds to ω = 0. Using F (x, x) = 1 which immediately results from Eq. (A1), we get the condition 1 + (2π) dû (k)ρβm = 0. It can be shown that the system is stable with respect to a perturbation with wavenumber k when
and unstable otherwise. This stability criterion can also be obtained from the study of the second order variations of the free energy (see Appendix B). We stress that the stability criterion (146) does not depend on the friction coefficient ξ while, of course, the evolution of the perturbation in the stable and unstable regimes (i.e. the value of the complex pulsations that are the solution of the dispersion relation) depend on it in a non trivial manner. Remark: The non-interacting limit corresponds toû(k) = 0. In that case, it is necessary that F (.) → +∞ in Eq. (145). According to Eq. (A1), this implies that ω = iω i with ω i = −Dk 2 /ξ 2 − nξ where n ≥ 0 is any positive integer. We therefore recover the well-known proper pulsations of the usual Kramers equation [30] .
C. Application to the BMF model, self-gravitating systems, and plasmas
For the attractive BMF model, usingû n = 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), and considering the modes n = ±1 (the modes n = ±1 evolve with the proper pulsations of the usual Kramers equation), the dispersion relation (145) can be written as The system is stable if T > T c = 1/2 and unstable (with respect to the modes n = ±1) if T < T c . For ξ ≫ 1, using Eq. (A2), we get
This is the first order correction to the Smoluchowski limit ξ → +∞. We now assume that ω = iω i (for T < T c , this is the only solution of the dispersion relation with ω i > 0). For T → 0, using Eq. (A2), we obtain
Close to the neutral mode ω i = 0, i.e. for T → T c = 1/2, using Eq. (A4) we obtain
For ξ → 0 and ξ → +∞, Eqs. (149) and (150) return the results of Sects. V and VI respectively. The fundamental pulsation ω i is plotted as a function of the temperature T in Fig. 1 for different values of the friction parameter ξ. For T < T c , ω i > 0 so the perturbation grow exponentially rapidly without oscillating. For T > T c , ω i < 0 so the perturbation decreases exponentially rapidly without oscillating (in that case, other modes exist with a non-vanishing pulsation ω r but they are damped more rapidly). For self-gravitating systems, using (2π)
We have introduced the dimensionless number N = t B /t D = ω G /ξ corresponding to the ratio between the Brownian time and the dynamical time. The system is stable if k > k J and unstable if k < k J . For N ≪ 1, using Eq. (A2), we get
This is the first order correction to the Smoluchowski limit N → 0. We now assume that ω = iω i (for k < k J , this is the only solution of the dispersion relation with ω i > 0) For k ≪ k J , using Eq. (A2), we obtain ω i (k/k J , N )/ω G ≃ 
Close to the neutral mode ω i = 0, i.e. for k → k J , using Eq. (A4) we obtain
For N → +∞ and N → 0, Eqs. (153) and (154) return the results of Sects. V and VI respectively. The fundamental pulsation ω i is plotted as a function of the wavenumber k/k J in Fig. 2 for different values of N . For k < k J , ω i > 0 so the perturbation grow exponentially rapidly without oscillating. For k > k J , ω i < 0 so the perturbation decreases exponentially rapidly without oscillating (in that case, other modes exist with a non-vanishing pulsation ω r but they are damped more rapidly). Actually, the description of self-gravitating systems is similar to the description of the attractive BMF model provided that we make the correspondences ω ↔ ω/(
, and ξ ↔ 1/( √ 2N ). For the repulsive BMF model, usingû n = − 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), and considering the modes n = ±1 (the modes n = ±1 evolve with the proper pulsations of the usual Kramers equation), the dispersion relation (145) can be written as
The system is always stable. For ξ ≫ 1, using Eq. (A2), we get
This is the first order correction to the Smoluchowski limit ξ → +∞. For T → 0, using Eq. (A2), we obtain ω(T, ξ) ≃ ω(0, ξ) + b(ξ)T + ... with
Let us consider the case T = 0. Eq. (157-a) shows that there is a critical friction parameter ξ c = √ 2. For ξ < √ 2, the perturbation oscillates with a pulsation ω r = Real and imaginary parts of the complex pulsation ω as a function of the temperature T for ξ = 2 (ξ > ξc) in the case of the repulsive BMF model described by the mean field Kramers equation. We find that ωr = 0 for T < Tc(ξ) and ωr = 0 for T > Tc(ξ). This is similar to a second order phase transition. For ξ → +∞ (Smoluchowski), the critical temperature Tc(ξ) is rejected to infinity and the complex pulsation is given by Eq. (132-b) .
perturbation is damped at a rate ω i = −ξ/2 + 1 2 ξ 2 − 2 without oscillating. For ξ → +∞, we recover the results of Sect. VI. For ξ → 0, we recover the results of Sect. V for the real part of the complex pulsation (98-a), but we do not obtain the Landau damping (98-b). Therefore, we conclude that frictional effects erase the Landau damping. 4 The real and imaginary parts of the fundamental pulsation ω are plotted as a function of the temperature T in Figs. 3  and 4 for different values of the friction parameter ξ. For ξ < ξ c , the perturbation oscillates with a pulsation ω r = 0 and is damped at a rate ω i < 0. For ξ > ξ c , there exist a critical temperature T * (ξ) such that ω r = 0 for T < T * (ξ)
For Coulombian plasmas, using (2π)
We have introduced the dimensionless number N = t B /t D = ω P /ξ corresponding to the ratio between the Brownian time and the dynamical time. The system is always stable. For N ≪ 1, using Eq. (A2), we get
This is the first order correction to the Smoluchowski limit N → 0. For k ≪ k D , using Eq. (A2), we obtain
Let us consider the case k = 0. Eq. (160-a) shows that there is a critical number N c = 1/2. For N > 1/2, the perturbation oscillates with a pulsation ω r /ω P = 1 2 4 − 1/N 2 and is damped at a rate ω i /ω P = −1/(2N ). For N < 1/2, the perturbation is damped at a rate ω i /ω P = −1/(2N ) + 1 2 1/N 2 − 4 without oscillating. For N → 0, we recover the results of Sect. VI. For N → +∞, we recover the results of Sect. V for the real part of the complex pulsation (101-a), but we do not obtain the Landau damping (98-b). Therefore, we conclude that frictional effects erase the Landau damping (see footnote 4). The description of plasmas is similar to the description of the repulsive BMF model provided that we make the correspondences ω ↔ ω/(
, and ξ ↔ 1/( √ 2N ). Therefore, the evolution of the real and imaginary parts of the complex pulsation as a function of the wavenumber k/k D for different values of the friction can be easily deduced from Figs. 3 and 4. The same phenomenon of "first order phase transition" occurs at a particular wavenumber k * (ξ) when N < 1/2.
D. Graphical construction to locate the purely imaginary pulsations
For the attractive and repulsive BMF models 5 , the dispersion relation may be written as
To simplify the discussion we have taken ξ = 1 but we shall explain later how to treat the general case. We have also assumed that ω = iω i . To understand the structure of the dispersion relation, we have plotted Depending on the value of the temperature, there may be several intersections corresponding to purely imaginary pulsations ω = iω i . On the other hand, the absence of intersection may reveal that the pulsation has a real part: ω = ω r + iω i with ω r = 0. Of course, the pulsation with the highest imaginary part (fundamental pulsation) is the most relevant.
Let us first consider the attractive case. Since the curve 1 2T F (T + ω i , T ) tends to +∞ when ω i → −T and to zero when ω i → +∞ (see Appendix A), we conclude that there is always a solution ω i = iω i with ω i ≥ −T . This is the fundamental pulsation. For T = T c = 1/2 we have ω i = 0 (neutral), for T < T c we have ω i > 0 (unstable), and for T > T c we have ω i < 0 (stable). This is illustrated in Figs. 5-7 . The evolution of the fundamental pulsation ω i with T is represented in Fig. 1 for different values of ξ. In Fig. 6 , since the temperature T = 0.1 is small, we have represented by black bullets the values of the pulsation given by the approximate expression (149). We see that they give a good agreement with the numerical (exact) values of the first two pulsations with the highest imaginary part. In the repulsive case, there is no purely imaginary pulsation since ξ < ξc = √ 2 (see the text for more details).
We note that the other pulsations are very close to the asymptotes at ω i = −T − n with n ≥ 2 where F diverges. This explains why we cannot obtain them with the expansion that we have used to obtain Eq. (149). On the other hand, since the temperatures T = 0.1 and T = 1 in Figs. 6 and 7 are not too far from T c = 1/2 we have represented by a white bullet the value of the pulsation given by the approximate expression (150). Again, we obtain a good agreement with the numerical (exact) value of the fundamental pulsation. We note that if the temperature is sufficiently small, there exist other purely imaginary pulsations. There also exist pulsations with a non-vanishing real part producing damped oscillations. However, these pulsations are less "fundamental" than the pulsation represented in Fig. 1 since they decay more rapidly. We now consider the repulsive case. Since the function 1 2T F (T + ω i , T ) is positive for ω i > −T , there is no intersection with the horizontal line −1 in that range. We conclude therefore that ω i is necessarily negative so that the system is always stable. The fundamental pulsation has its imaginary part ω i in the range −T − 1 ≤ ω i ≤ −T . For ξ = 1, there is no intersection with the horizontal line −1 in that range. This implies that the fundamental pulsation has a non-zero real part ω r = 0. This is in agreement with the result (157) valid for T → 0 which shows that the pulsation has a non-vanishing real part when ξ < ξ c = √ 2. We note that, depending on the temperature, there may exist purely imaginary pulsations with ω i ≤ −T − 2. For T → 0, they are very close to the asymptotes at ω i = −T − n with n ≥ 2 which explains why we cannot obtain them with the expansion that we have used to obtain Eq. (157). For ξ > ξ c = √ 2, the curve 1 2T F (T + ω i , T ) intersects the horizontal line −1 in the range −T − 1 ≤ ω i ≤ −T provided that the temperature is not too high. In that case, the fundamental pulsation is purely imaginary. For T → 0 it is given by Eq. (157). These results can be understood graphically as follows. First, restoring the friction parameter, we note that the dispersion relation may be written as
Therefore, the curves of Fig.  5-7 correspond to the left hand side of this relation provided that T is interpreted as T /ξ 2 and ω i is interpreted as ω i /ξ. In that case, we have to consider the intersection with these curves and the horizontal line −ξ 2 . For fixed ξ and T → 0, the maximum of the curve in the range −1 ≤ ω i ≤ 0 is −2 (the curve is 1/[2(ω i /ξ)(ω i /ξ + 1)]). This implies that for T = 0 the fundamental pulsation is purely imaginary when ξ > √ 2 (intersection) while it has a non-vanishing real part when ξ < √ 2 (no intersection). Furthermore, for fixed ξ, we see that the maximum of the curve
2 ) in the range −T − 1 ≤ ω i ≤ −T decreases as T increases. Therefore, when ξ > √ 2 the fundamental pulsation is purely imaginary for T < T c (ξ) (intersection) while it has a non-vanishing real part when T > T c (ξ) (no intersection) in agreement with the discussion of Sec. VII C.
VIII. THE MEAN FIELD DAMPED EULER EQUATIONS
It is interesting to compare the results obtained from the mean field Kramers equation with those obtained from the mean field damped Euler equations which also include a dissipative term [31, 32, 36] . However, we stress that the damped Euler equations, which rely on a local thermodynamic equilibrium (LTE) assumption, cannot be rigorously derived from the Kramers equation [40] . Therefore, the dispersion relation associated with the linearized mean field Kramers equation is very different from the dispersion relation associated with the mean field damped Euler equations except in particular limits.
A. The local thermodynamic equilibrium assumption
The mean field damped Euler equations write
For ξ = 0, we recover the mean field Euler equations and for ξ → +∞ we recover the mean field Smoluchowski equation (30) . The mean field damped Euler equations with an isothermal equation of state (31) may be obtained by taking the hydrodynamic moments of the mean field Kramers equation and making a LTE assumption
to close the hierarchy of equations. A generalization of this procedure to treat systems described by other equations of state is developed in [22, 31, 32] . However, we stress that there is no rigorous justification of the LTE assumption [40] except in the strong friction limit ξ → +∞ where we obtain the (generalized) mean field Smoluchowski equation.
In the isothermal case, the mean field damped Euler equation satisfies an H-theorem for the free energy
The expression (165) can be obtained from Eq. (11) by using Eq. (164). For an arbitrary barotropic equation of state p(ρ) we have [22, 31, 32] :
up to an additional constant. A simple calculation gives [31] :
Therefore,Ḟ ≤ 0 andḞ = 0 if, and only if, u = 0 and ∇p + ρ∇Φ = 0 (hydrostatic equilibrium). In the isothermal case, this leads to the mean field Boltzmann distribution (29) with the temperature of the bath T . Because of the H-theorem, the system converges, for t → +∞, towards a distribution that is a (local) minimum of free energy at fixed mass. If several minima exist, the selection depends on a notion of basin of attraction. The relaxation time is t B ∼ 1/ξ.
B. The dispersion relation and the stability criterion
The dispersion relation associated with the linearized mean field damped Euler equations may be written as [36] :
The complex pulsations are given by
and unstable otherwise [36] . This stability criterion can also be obtained from the study of the second order variations of the free energy (see Appendix B).
For the attractive BMF model, usingû n = 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), the dispersion relation (168) can be written as For n = ±1, the complex pulsations are given by
If n 2 < ξ 2 /4c 2 s , the perturbation decays exponentially rapidly at a rate
2 s , the perturbation oscillates with a pulsation ω r = ±(1/2) 4c 2 s n 2 − ξ 2 and is damped at a rate ω i = −ξ/2 < 0. For n = ±1, the complex pulsations are given by
The system is stable if c s > 1/2, the perturbation oscillates with a pulsation ω r = ± c 2 s − 1/2. These results are illustrated in Fig. 8 . For self-gravitating systems, using (2π)
2 , the dispersion relation (168) can be written as
The system is stable if k > k J and unstable if k < k J . The complex pulsations are given by
When (k/k J ) 2 < 1/(4N 2 ) + 1 we find ω r = 0 and
. We have to distinguish two cases. If k < k J , the perturbation grows exponentially rapidly at a rate ω to ω 2 = c 2 s k 2 − S d Gρ. If k < k J , the perturbation grows exponentially rapidly at a rate ω i /ω G = 1 − k 2 /k 2 J > 0 without oscillating. If k > k J , the perturbation oscillates with a pulsation ω r /ω G = ± k 2 /k 2 J − 1. For the repulsive BMF model, usingû n = − 1 2N (2δ n,0 − δ n,1 − δ n,−1 ) and ρ = 1/(2π), the dispersion relation (168) can be written as Eq. (171-a) for n = ±1 and as
for n = ±1. The system is always stable. The discussion of the modes n = ±1 is the same as the one given previously so we consider here the modes n = ±1. The complex pulsations are given by
If ξ < ξ c = √ 2, the perturbation oscillates with a pulsation ω r = ±(1/2) 4(c 2 s + 1/2) − ξ 2 and is damped at a rate ω i = −ξ/2 < 0. We now assume ξ > √ 2. If c 
The system is always stable. The complex pulsations are given by
If N > 1/2, the perturbation oscillates with a pulsation ω r /ω P = ±(1/2) 4(k 2 /k 2 D + 1) − 1/N 2 and is damped at a rate ω i /ω P = −1/(2N ) < 0. We now assume N < 1/2. If (k/k D )
2 < 1/(4N 2 ) − 1 the perturbation is damped at a rate ω i /ω P = −1/(2N ) ± (1/2) 1/N 2 − 4(k 2 /k 2 D + 1) < 0 without oscillating (ω r = 0). If (k/k D ) 2 > 1/(4N 2 ) − 1 the perturbation oscillates with a pulsation ω r /ω P = ±(1/2) 4(k 2 /k 2 D + 1) − 1/N 2 and is damped at a rate ω i /ω P = −1/(2N ) < 0. For the Euler equation (ξ = 0), the dispersion relation reduces to ω 2 = c 2 s k 2 + ω 2 P . The perturbation oscillates with a pulsation ω r /ω P = ± k 2 /k 2 D + 1.
Comparing the results of this section with the results of Sec. VII, we see that the complex pulsations associated with the linearized mean field damped Euler equations are different from the complex pulsations associated with the linearized mean field Kramers equation except for T = 0 (for the BMF model) or for k = 0 (for self-gravitating systems and plasmas). On the other hand, for the attractive BMF model and for self-gravitating systems, the perturbation oscillates at high T or k (for ξ < +∞) contrary to the case of the mean field Kramers equation where it is purely damped.
IX. CONCLUSION
In this paper, we have solved the initial value problem for the linearized mean field Kramers equation. The corresponding dielectric function has been expressed in terms of incomplete Gamma functions. Although the complex pulsations depend on the friction coefficient, the stability criterion does not depend on it. As an illustration, we have considered the attractive and repulsive BMF models, self-gravitating systems, and plasmas. Previously known results valid for the Vlasov equation (no friction ξ = 0) and for the mean field Smoluchowski equation (strong frictions ξ → +∞) have been recovered as particular limits of the present study. For ξ > 0, the Landau damping is erased by frictional effects. We have also considered the damped mean field Euler equations which include a dissipation term and for which the dispersion relation can be solved analytically. Other applications and extensions will be considered in future works. The function F (α, x) is defined in terms of incomplete Gamma functions in Eq. (143). Using γ(α, x) ∼ e −x x α /α for α → +∞, we find that F (α, x) ∼ x/α 2 for α → +∞. Another expression of this function in the form of a series is
We note that F (α, x) → ±∞ when α → −n where n ≥ 0 is any positive integer. The function F (α, x) can also be written as 
Using γ(α + 1, x) = αγ(α, x) − x α e −x we have F (α, x) = 1 + e x x α (x − α)γ(α, x).
From Eq. (A1) or from Eq. (A3), we directly obtain F (x, x) = 1. On the other hand, for ǫ ≪ 1 we can make the approximation F (x + ǫ, x) ≃ 1 − ǫ G(x) where we have defined
This function may also be written as 
are the incomplete and complete Gamma functions. We have the asymptotic behaviors
In order to obtain the second behavior, we have used the results
