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ABSTRACT
This dissertation examines the rise of the Republican Party in the 
South from 1948 to 1996. The South includes all the states of the 
Confederacy minus Virginia. This dissertation subdivides the South into 
nine geopolitical regions at the county/parish level and then examines the 
regional contributions to the rise of the Republican Party. The nine 
geopolitical regions are The Deep South, The Piedmont Up-Country, The 
Mountain South, The Ozarks, South Florida, French Louisiana, East Texas, 
West Texas, and Mexican Texas. The dissertation first tests for spatial 
autocorrelation in the South and the nine geopolitical regions. The South 
has two eras of spatial autocorrelation; one era of high spatial 
autocorrelation from 1948 to 1968 and another era of lowered spatial 
autocorrelation from 1972 to 1996. The Deep South, Piedmont Up-Country, 
and Mountain South followed that pattern to some degree but they also have 
a transitional period. From 1964 to approximately 1980 there is a 
transitional phrase of alternating degrees of spatial autocorrelation and 
high and low levels of Republican voting. South Florida, the Ozarks and 
French Louisiana experiences low or little spatial autocorrelation. The 
three regions of Texas all have low to moderate degrees of spatial 
autocorrelation.
Structural and structural-spatial multiple regression analysis found 
that in the Deep South and Piedmont Up-Country, race, religion, and 
urbanism are more important factors. In the Deep South racial and 
religious factors dominate, while in the Rimland South, race and social
xi
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concerns are less dominant in favor of income, education, and migration. 
Southern Baptist populations in the Deep South and Piedmont Up-Country 
switched from hurting to helping the GOP after 1972. Economic factors such 
as income and education have greater impact in the non-Deep Southern 
regions. Migration may be beginning to work against the Republican Party 
in all regions except for West Texas. Space is an important factor in all 
regions except for South Florida, the Ozarks, and French Louisiana. But 
the role of space waned through time. As the Republican vote became less 
clustered and higher it became less spatially dependent and structural 
factors dominated.
xii
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CHAPTER I
INTRODUCTION
In the summer of 184 8 in Jackson, Michigan, a group of people formed 
the Republican Party. Dedicated to stopping the spread of slavery into the 
West, the party counted many abolitionists among its members. The Grand 
Old Party (GOP) was for most of its history a northern party. Under the 
banner of Abraham Lincoln, the Party went on to win election to the White 
House in 1860, and after the Civil War became the dominant American 
political party until the Great Depression. At the same time, the 
Republican Party was anathema to most of the South, except for mountain 
areas. The GOP was hated as the Party of Lincoln, defeat, Reconstruction, 
humiliation, and the liberator and protector of Southern blacks.
The GOP has always remained strong in its home county of Jackson, 
Michigan. Even when its candidates suffer enormous statewide and national 
defeats, this county of 150,000 could be counted on for Republican votes. 
But in many counties and parishes of the South, the Republican Party 
rarely won many votes. But all that has changed since the Second World War 
and most strikingly since the 1960s. Today despite two defeats at the 
hands of Bill Clinton, the Republican Party has found that most of its 
support in the electoral college comes from the South. Both in 1992 and 
1996 a majority of Republican electoral votes came from the South. Bill 
Clinton by contrast has won the states of New England, New York, 
Pennsylvania, Ohio, Michigan, and the Pacific Coast— states that used to 
be bedrock Republican. In Lincoln's two victories, none of his electoral 
votes came from the South. In fact, until General Dwight D. Eisenhower's
1
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two victories in 1952 and 1956, Republicans assumed that another
revolution like the Civil War would be needed in order for the party to be 
competitive in the South.
Since World War II, a geographical and political revolution has 
occurred in the South. A viable second party has emerged in the eleven 
former states of the Confederate States of America— the South. By and 
large, political geographers and political scientists have associated the 
rise of the Republican Party with racial, economic, and social 
conservatism which resonated with Southern whites. Barry Goldwater, the 
first Republican to campaign in opposition to federal involvement in the 
affairs of states, swept the Deep South in 1964 by attracting Southern 
white voters many of whom interpreted his beliefs as pro-segregationist 
(Lamis 1990, p. 18-19). Four years later, Richard Nixon launched his
Southern Strategy. Nixon aimed his campaign at white Southerners who were 
disaffected with the liberalism of the national Democratic Party as 
personified by Hubert Humphrey and George McGovern.
George Bush's victory and sweep of the South in the 1988 
presidential election can be seen as the ultimate triumph of the Grand Old 
Party in the South, a triumph built on the base built by Goldwater, Nixon, 
and Reagan. Bush appealed to Evangelical Christians and to all classes of 
white Southerners by campaigning on racial, political, economic, and 
social conservatism, anti-crime, and patriotism and by defining his 
opponent, Michael Dukakis, as a Northeastern, liberal Democrat.
Numerous Political scientists, historians, and geographers have 
studied the post-1945 emergence of a two-party South. Their studies point 
to economics, race, and social values as the key variables in the fall of
the so-called Solid Democratic South. But even before WWII, the South was
not very solid. The Appalachians and the Ozarks in Arkansas had voted 
Republican since the Civil War. And in 1948 four Deep South states bolted
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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and voted for State's Rights' candidate, Strom Thurmond for President; and 
in 1952 Rim Southern states such as Tennessee, Texas, and Florida 
supported Dwight Eisenhower.
Scholars have pointed out the geographical variety of the South. 
From V.O. Key (1949) to Lamis (1990) and Webster (1992), they have 
recognized the role of geographical differences in Southern voting. In 
studying the Republican revolution, this dissertation focuses on these 
geographical differences. It subdivides the South into nine geopolitical 
regions and then examines each region's contributions to the rise of the 
Republican Party. The analysis thus compares the regional variations in 
the geographical, historical, and political determinants of the rise the 
GOP.
Importance and Purpose
The South and the nation have undergone vast social, political, and 
geographical changes since the end of the Second World War. The Civil 
Rights' Movement, the decline of agricultural employment, the growth of a 
middle class, the rise of the Sunbelt and associated political changes 
have been the subject of intense study. Black and Black (1992) claim that 
the South is the most vital region for winning the presidency, while 
Shelley and Archer (1996) regard it as the most volatile region in 
presidential electoral geography. Given the South's importance and its 
volatility in presidential elections, the South has an influence far 
beyond its numbers.
The Republican Revolution also affords an opportunity to examine the 
role of place and contextual effects in electoral geography (see Agnew 
1987, Johnston 1991, and O'Loughlin et al. 1994, and Flint 1995) . Place in 
electoral geography is comprised of locale— the setting for normal social 
interaction; location— the role of place in the world economy; and the 
sense of place— the socialization that comes with living in a place
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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(O'Loughlin et al. 1994, p. 352 and Agnew 1987, p. 5). This dissertation
will focus on these elements of place in the recent electoral geography of
the American South.
The method proposed here— subdividing the South into nine 
geopolitical regions and testing for differences in the social and 
economic determinants of Republican voting in different regions of the 
South— has not been deployed heretofore in this region nor for this time 
period. A similar method has been used by Flint (1995) and O'Loughlin et 
al. (1994) in examining the Nazi vote in Weimar Germany. Building on the 
methodology of Flint (1995) and O'Loughlin et al. (1994), this study 
regards the electoral mosaic of the South as the result of a history of 
aggregate social-cultural, economic, and political processes that assumed 
different forms in different places. The approach seeks to confirm or 
refute old ideas and illuminate new ones on the evolution of the 
Republican Party in Dixie. •
Dixie is arguably the most Republican region in the Union. 
Republicanism since the 1990s has trickled down into lower levels of the 
electoral process. A majority of its Senators, Representatives, and 
Governors are now Republican. How did this happen? How did the GOP become 
geographically dominant in the South? While much has been devoted to the 
political, social, and historical process, little attention has been
written about the spatial complexities of this process. While other
scholars have correctly identified structure, agency, and historical 
circumstance, they have tended to slight regional and subregional 
processes. Most analyses, in fact, have been non-spatial. To be sure, 
scholars have noted geographical differences but rarely in a consistent 
and systematic way.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Problem Statement and Hypothesis
The key problem is as follows: Do the six social and economic
variables theorized as structural determinants of presidential 
Republicanism exhibit similar or different relationships across regions 
over time? That is, do these electoral determinants vary in importance and 
in their associations through space and over time.
It is hypothesized that six social and economic variables are 
related to the growth and presence of the Republican Party in the South. 
These are median family income, education, urbanism, migrants, African- 
American population, and membership in the Southern Baptist Convention. 
These variables serve as surrogates (indicators) for the several 
interpretations noted below. Generally speaking, a wealthier, more 
educated, and more urban South increasingly turned to the conservative 
economic policies of the GOP; in addition the migration of non-Southerners 
hastened the South's shift towards the Republican Party; racial changes 
prompted many white Southerners to turn to the conservative racial 
policies of Republican candidates; and finally the social conservatism of 
Republican candidates appealed to protestant Southerners.
Organization of the Dissertation
The dissertation consists of 15 chapters. Chapter II presents a 
brief literature review outlining the prevailing theories and themes 
associated with the rise of the GOP in the South. These theories turn on 
regional, racial, social, and economic changes in the South. The chapter 
concludes with a brief discussion of regionalism which serves as a 
transition to Chapter III entitled "The Nine Geopolitical Regions of the 
South". That chapter presents the aims and methodology of the dissertation 
and theories associated with the ideas of place and context (Agnew 1987 
and subsequent works; Johnston 1991; Flint 1995; and O'Loughlin et al. 
1994) .
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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The fourth chapter on methodology offers a more detailed version of 
the problem statement and hypotheses. The chapter then examines data 
sources, the methods of data collection and database structure, and 
hypothesis testing— an OLS multiple regression with specification 
diagnostics (for non-normality and heterogeneity) and diagnostics for 
spatial effects such as spatial dependence. Spatial dependence is assessed 
by the levels of spatial autocorrelation in both the dependent variable 
(the Republican vote) and in the error term (the residuals). Spatial 
autocorrelation in the dependent variable is referred to as spatial lag, 
i.e., spatial dependence in the dependent variable (Anselin et al. 1996, 
Anselin 1992, Anselin and Rey 1991, and O'Loughlin et al. 1994). Spatial 
autocorrelation in the error term is known as the spatial error, i.e., 
spatial dependence in only the residual (error) terms (Anselin et al. 
1996, Anselin 1992, Anselin and Rey 1991, and O'Loughlin et al. 1994). If 
the diagnostic tests indicate that some of the regions suffer from 
misspecification and spatial dependence, a mixed structural-spatial 
multiple regression model will be applied to account for misspecification 
and spatial dependence; conversely regions that do not exhibit spatial 
dependence are candidates for a purely structural model (see O'Loughlin et 
al. 1994, pp. 368-372) . The best specified models will be used to test the 
hypothesis. Chapter V presents an exploratory spatial analysis of the 
Republican vote in the South as a whole. The methods provide a concise 
examination of the Republican vote in the South using exploratory spatial 
analysis and multiple regression analysis with dummy regional variables. 
Chapters VI through XIV tests the hypothesis for each of the nine 
geopolitical regions using the methods discussed in Chapter IV. The final 
chapter offers a summary of the dissertation, a discussion of the 
implications of this dissertation, and some thoughts on the past, present, 
and future of Southern Political Geography.
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CHAPTER II
LITERATURE REVIEW
This review of the literature is organized around a set of common 
theories or themes associated with the rise of the GOP in the South. These 
themes turn on regional, racial, social, and economic change. Regionalism 
is an especially common theme in this literature. From V.O. Key (1949) to 
Shelley et al. (1996), scholars have noted the differences between the 
Deep South of South Carolina, Georgia, Alabama, Mississippi, Louisiana, 
and the Rim South of Virginia, North Carolina, Tennessee, Florida, 
Arkansas, and Texas.
Early Post War Studies
An appropriate starting point is V.O. Key's Southern Politics in 
State and Nation (1949) . While focusing on the era of the Solid South 
(1900 to 1948), Key (1949, pp. 277-299) identifies three types of 
Republicanism: Presidential Republicans, Mountain Republicans, and Negro 
Republicans. Presidential Republicans voted Democratic locally and 
Republican.nationally; some of them were really Republicans who voted in 
Democratic primaries to fulfill a civic duty, and many were often 
immigrants from the North. Mountain Republicans were registered 
Republicans who voted a straight GOP ticket and were the descendants of 
the yeoman upland farmers who voted against secession. These Republicans 
were strongest in Western North Carolina, East Tennessee, and Southwestern 
Virginia. Negro Republicans represented the tradition of Republican voting 
by African Americans which lasted from Reconstruction until the era of
7
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Franklin Roosevelt. When whites gained control of the Southern Republican 
party after 1928, blacks ceased to be a force in the Southern GOP.
Key also proposed the black-threat hypothesis which holds that areas 
with the largest proportion of black population have the strongest 
interest in maintaining the racial status quo because of the political 
threat they would pose if black voters possessed the full franchise. He 
likewise attributed the region's politics to whites who, especially in 
rural black areas, controlled the racial agenda in order to maintain white 
political, economic, and social power.
Key (1949, pp.673-674) concluded his study by noting that the growth 
of cities will change Southern politics since urban areas behave 
differently from rural areas. He predicted further political changes with 
the out-migration of black voters, the declining importance of the black 
belt (because of black migration), the growth of financial and industrial 
interests more in tune with the Republican Party in the North, and the 
growth of an urban-industrial class— the last of which he thought would 
provide a liberal force in Southern politics.
In a follow-up to Key's study, Alexander Heard (1952) stressed the 
themes of racial and economic change. Like Key, he accented the effects of 
industrialization and the break-up of traditional agriculture on the 
political structure of the South. Heard (1952, pp. 246-247) also predicted 
the growth of the Republican Party based on the economic interests among 
conservative Southerners and the growth of a liberal base for the 
Democratic party as the result of growth in the industrial laboring class. 
Differences in geography are also noted e.g., Mountain Republicanism and 
the racial politics of the Deep South.
Eisenhower-Economic Republicanism
The effects of urban and economic change on Republicanism are first 
noted with the candidacies of Dwight Eisenhower. The urban appeal of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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GOP in the candidacy of Dwight Eisenhower is evident in Strong's (1960) 
Urban Republicanism in the South. He found that the GOP had made steady 
gains in urban counties in the South since 1936. He found that counties 
and parishes with populations over 50,000 reported the greatest gains for 
the GOP. He also examined precinct data in cities such as New Orleans, and 
found that wealthier urbanites offered more support for Eisenhower than 
did less affluent urban voters. Conversely, Black-Belt whites offered 
somewhat less support for Eisenhower. Strong concluded that the movement 
to the GOP was genuine and stable in urban counties especially in 
wealthier precincts and in urban areas growing at a faster rate than urban 
areas in the rest of the nation.
Prothro et al. (1958) also examined Eisenhower's performance in 
white precincts containing different social and economic groups. 
Republican support came from wealthier, better-educated Southerners, and 
migrants from outside the region. These groups, they predicted, would form 
the basis of a viable Republican Party in the South.
Cosman (1962) found that Eisenhower's support among the Southern 
urban upper class carried over to Nixon in 1960. Nixon performed as well 
as President Eisenhower among upper-class voters. Cosman (1962) thus 
concluded that the future success of the GOP lay in urban areas. Bartley 
and Graham (1975) attribute Eisenhower's success to Mountain Republicanism 
and to middle-to upper-income urban white Southerners, and subsequent 
success to these two factors along with appeals to racial conservatism as 
personified by Barry Goldwater.
Goldwater and Race-base Republicanism
In addition to the themes of the rise of an urban middle class and 
economic conservatism, the theme of racial conservatism is prominent. The 
theory is that Southern whites voted Republican because Republican 
presidential candidates stood for racial conservatism. In 1948 Strom
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Thurmond's Dixiecrat rebellion won the electoral votes of four Deep 
Southern states in protest of a liberal plank in the Democratic Party's 
platform. But Heard (1952) and Key (1949) observe that in the non-Deep 
Southern states Thurmond earned the greatest number of votes in counties 
with the highest proportion of African-Americans. This rebellion is seen 
as the beginning of the end of the Solid Democratic South; by 1952, areas 
of Dixiecrat support in the Deep South had become areas of Eisenhower 
support (Phillips 1969, p. 199). Nixon's 1960 campaign showed that growing 
numbers of white Southerners were suspicious of the civil-rights policies 
of the Democratic party, and this prompted Republicans to launch 
"Operation Dixie" (Phillips 1969, p. 203) .
The Republican Party's conservatism attracted many white Southerners 
in the 1964 campaign of Barry Goldwater during the apex of the Civil 
Rights Movement. Goldwater swept the Deep South. Michael Lind (1995a, p. 
22) makes a key point: "Though conservatives would prefer to deny it, 
Goldwater's failed campaign of 1964 should really be understood as an 
episode in the long-term partisan realignment of the South— a realignment 
based, primarily on Republican exploitation of Southern white resentments 
of the legislation and judicial decisions conferring civil rights and 
economic entitlements on black Americans."
The Confluence of Race and Class
Economics as well as racial issues are principal themes in Mary C. 
Brennan's (1995) Turning Right in the Sixties. She sees the GOP as 
benefitting from the socioeconomic transformation of the South as many 
white Southerners found employment in the defense industry and status in 
the working- and middle-class. Brennan (1995, p. 43) also credits northern 
migration into the South and the fact that many Southerners who joined the 
GOP practiced capitalism while clinging to rural values of God, family, 
and country.
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Another interpretation sees a blending of economic and racial 
conservatism as appealing to many middle to upper-class white Southerners. 
Lamis (1990) sees a confluence of race and class. The Republican Party was 
thus built on two rocks: the rock of white opposition to the racial
liberalism of the Democratic party and the rock of middle-and upper-class 
urbanites in the growing Southern cities of the 1950’s. Lamis (1990) 
describes the growth of the Republican Party in relation to the New Deal 
realignment in the South. Middle-class, urban white Southerners were drawn 
to the economic and racial conservatism of the Republican party in protest 
of the national Democratic Party's commitment to the civil right's 
Movements (Lamis 1990, pp. 24-28). According to Lamis, the most faithful 
converts to the GOP were reacting to the New Deal Realignment, but he also 
stresses that white Southerners felt a sense of betrayal by the National 
Democratic Party on the matter of Civil Rights. Lamis also identifies the 
successes of the Southern Republican party based on an economic and social 
conservatism.
Black and Black (1987) hold a similar view on the role of race. They 
(1992) credit the conservative ideology of the GOP after 1964 and the 
Democratic Party’s shift to the left after 1964 for the switch of native 
white Southerners in the subsequent victories of the GOP. Like Lamis, 
Black and Black emphasize urban, industrial, and economic changes as key 
contributors to the rise of the GOP in the South. With Strong (1955 and 
1960) and Lamis (1990), they identify a growing white middle class that 
favored the conservative economic policies of the Grand Old Party. By 1980 
the new middle class in the South dominated the culture, politics, and 
economics of the South (Black and Black 1987, p. 58), and it constituted 
the base of the GOP in the South. Black and Black (1987) also examine the 
results of societal changes on the growth of the Southern Republican 
Party. They underline the growth of a college-educated middle class of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
12
white Southerners; the importance of ideological and social conservatism; 
and the individualistic nature of Southern culture. For Black and Black 
(1987), racial politics and the vast economic and social changes in the 
South led to the growth of a Republican Party in the South.
Bass and DeVries (1976) also regard racial and economic change as 
crucial for the growth of the Southern GOP. Two groups constituted the 
industrial-urban base for Republican growth. One group was migrants from 
the North. These business and professional families had moved into the 
region with industrialization and economic expansion, and they brought 
Republicanism with them (Bass and DeVries 1976, p. 25). The other group 
was comprised of the urban and suburban middle and upper class— people who 
had migrated to the city from farms and small towns. These were native 
Southerners who had entered the middle class. According to Havard (1972, 
p.691; also see Bass and DeVries 1976), the new base for the Southern GOP 
resided in the rapidly developing urban and suburban areas of the South.
Whereas traditional Southern politics had revolved around rural and 
small-town regions and an agricultural economy, the institutions and 
practices of the new Southern politics were shaped by the growth of 
industry and urbanism and the changes in Southern society and economy 
(Black and Black 1987, p. 23) . The first industrial workers generally 
lived in small-town rural environments and were involved in extractive 
industries (Black and Black 1987). Industrialization came late to the 
South mainly in industries like textiles and lumber (Havard 1972, p. 9) . 
As late as 1950, powerful agricultural interests persisted. But from 1950 
to 1980, changes altered Southern manufacturing; by 1960 Southerners were 
employed in high-wage manufacturing jobs in newer plants at a rate higher 
than the national average (Black and Black 1987, p. 33). These plants 
brought other changes as well: organized labor, a willingness to hire 
blacks, Republican managers, and a preference for locating in urban areas
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(Black and Black 1987, p. 33). From the 1940s to the 1970s, the South grew 
to resemble the nation at large in terms of manufacturing, personal 
income, and urban population (Havard 1972, p. 12-13). From the mid 1940s 
to the mid 1960s Southern farm population fell from a third to a fifth of 
the total population, and per capita income as a proportion of the U.S. 
average increased from two-thirds to three-fourths (Havard 1972, p. 13) . 
According to Bass and DeVries (1976) migration patterns, urbanization, the 
abandonment of the family farm, and a developing economy represented the 
principal forces of change in the South.
These economic and social changes reinforced Southern conservatism 
on racial and social matters. Bartley and Graham's (1975) Southern 
Politics and the Second Reconstruction highlights this theme. Bartley and 
Graham argue on behalf of a conservative, continuum in Southern politics 
based on Cash's notion of a proto-Dorian bond or convention, i.e., the 
racial bond of upper-class and lower-class white Southerners in which 
whites are regarded as equal because they are not black. For Cash, the 
proto-Dorian bond represented a continuum in Southern history. Common 
white men became an extension of the dominant class (planters and 
merchants); they could not lose since they were joined with members of a 
superior class (Cash 1941, p. 38-39). The grand outcome of the proto- 
Dorian bond was the complete disappearance of economic and social focus on 
the part of the masses or, in other words, the disappearance of class 
consciousness (Cash 1941, p. 38-39). In Cash's day, of course, the 
Democratic Party was the party of the proto-Dorian bond.
The fall of the Democratic Party in the South has not altered this 
bond according to Bartley and Graham (1975). They point out that despite 
a Second Reconstruction in Southern politics, deep racial divisions have 
prevented class-based voting across racial lines; the result is continuing 
rule by conservative interests. Irt sum, the attractiveness of the GOP's
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economic, racial, and social conservatism and the socioeconomic changes in 
the region transformed the electoral geography of presidential elections 
in the South.
Class. Race, and Social Conservatism
The various themes of social conservatism— abortion, gun control, 
crime, conservatism, individualism, and school prayer—  reinforced racial 
attitudes. In this view, the social conservatism of Republican nominees 
appealed to traditional Southern values. Ronald Reagan first courted 
Evangelical Christians during the 1980 campaign (Black and Black 1992). In 
1988 George Bush's victory in the South was achieved by attacking Michael 
Dukakis's liberal views on gun control, crime, patriotism, and school 
prayer (Black and Black 1992, p. 315-325) . Along these lines, Southerners 
are more likely to- believe in individual responsibility than in the 
government's role in helping the poor find employment; they are more 
likely to distrust the federal government and to express more satisfaction 
with where they live and the status of their lives (Black and Black 1987, 
pp. 213-231) .
Geographical Factors
Geographical differences also played a key role in the rise of the 
GOP. First, it has been theorized the Rim South led the way into 
Republicanism, owing to the traditions of Mountain Republicanism, a 
lesser preoccupation with race, and earlier economic change. Second, 
political geography has identified key spatial and temporal changes. These 
changes include the sprouting of Republicanism in the Rim South and urban 
areas throughout the region during the fifties and sixties, and the 
dominance of the GOP in the whole South since the seventies.
Kevin Phillip’s (1969) The Emerging Republican Majority predicted 
a change in the political geography of the South and its emergence as a 
Republican stronghold in presidential elections. He based his prediction
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on Southern dissatisfaction with the racial politics of the national 
Democratic Party. Written as a report to then presidential candidate 
Richard Nixon, Phillip's book instantly ranked him as one of the 
architects of Nixon's Southern Strategy. This strategy based its appeal to 
white Southerners on racial and social conservatism. According to Phillips 
(1969, p. 287) Republican strength in the Outer South rests upon Mountain 
Republicans and the growth in the numbers of urban and suburban white, 
middle-class voters. The Deep South will shift to the GOP as blacks gain 
greater influence in the region's Democratic Party. The national 
Democratic Party had become too liberal and foreign for many Deep 
Southerners and, hence the opinion-making upper classes were already 
moving into the GOP. In Phillip's view, the strength of the GOP in the 
outer South would lead to GOP strength in the Deep South.
Political geography has made several contributions to the theme of 
the Rim South as the vanguard of Republicanism. Shelley et al. (1996), 
Shelly and Archer (1995), Archer et al. (1986), Archer and Shelley (1986), 
Archer and Taylor (1981), and Webster (1992) all highlight the role of 
sectional or geographical changes in the emergence of the Grand Old Party 
in the South. Political geographers have focused on the sectional 
emergence of the South as a key source of electoral votes for Republican 
candidates and on the roles of urban, racial, economic, and social 
changes. In their examination of the association of urban growth and GOP 
success, Ingalls and Brunn (1972) concluded that the GOP received more 
support from large urban counties (or parishes) and from the urban Rim 
South than from urban areas in the Deep South.
Employing factor analysis at the county and parish level, Shelley 
and Archer (1995) and Shelley et al. (1996) have interpreted the South as 
a distinct electoral region based on the Democratic vote for President 
from 1872 to 1992. The Republican Party first made inroads beyond its
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Mountain base in the elections of 1952, 1956, and 1960— elections in which 
General Eisenhower and Richard Nixon carried the Rim Southern states of 
Tennessee, Texas, Florida, and Virginia. They also point to the pivotal 
role of the election of 1948, when Strom Thurmond ran on the State's 
Rights Ticket, as the beginning of the end of the "Solid South".
The "Solid South" first started to crack during the 1950s as 
Mountain Republicans were joined by middle to upper-class white voters in 
urban and suburban areas especially in the Outer South {Shelley et al. 
1996). But the Deep South maintained its traditional loyalty to the 
Democratic Party from 1952 to 1960 as Stevenson and Kennedy muted their 
support for Civil Rights (Shelley et al. 1996). The situation reversed in 
1964. Barry Goldwater swept the Deep South and lost the Rim South. His 
extreme conservatism displeased Mountain Republicans, alienated the 
remaining black voters still loyal to the GOP, and cost him the Rim South, 
even though he won a majority of white voters in that region. (Bartley and 
Graham 1975). George Wallace, the symbol of Southern resistance to the 
Civil Right's Movement, won four states of the Deep South in 1968 despite 
the opposition of newly franchised African Americans (Shelley et al. 
1996), and Richard Nixon won the rest of the South except for Texas. Nixon 
recaptured the Rim-South coalition of 1960. Since 1972 when George 
McGovern and his support of civil rights and affirmative action drove away 
many white Southerners, Democrats have only been competitive in the South 
when a Southerner headed the Democratic ticket (Shelley et al. 1996). 
Realignment of Southern Voters 1948-1996
This Southern expansion of the Grand Old Party occurred within the 
larger picture of a national realignment of the two major political 
parties. A realignment is a durable change in the basic party attachments 
of the voters precipitated by a critical election (Sundquist 1983) . 
Critical elections are elections in which there occurs a sharp and durable
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realignment between parties (Key 1955). Southern whites broke their long 
term attachment to the Democratic Party in favor of the Republican Party 
in a series of presidential elections after 1944. For Southern blacks the 
election of 1964 is the critical election in which they shifted from the 
Republican to Democratic Party (Sundquist 1983).
The process for Southern whites cannot be as easily identified. The 
elections of 1948, 1964, and 1968 can be interpreted as deviating
elections. An election in which the shift of party loyalty is temporary 
(Key 1955) . The elections from 1952 to 1960 are maintaining elections. 
Elections in which party loyalty remains the same (Key 1955) . That process 
for Southern whites is further complicated by class. Sundquist (1983) 
identifies a break among upper-class, urban-suburban whites beginning in 
1944, which continued through the Eisenhower years in reaction to the 
Democratic Party's building of a labor, liberal, and black New Deal 
coalition, while working- and middle-class Southern whites remained more 
loyal to the Democratic Party. Working- to middle-class Southern whites 
because of the race issue deviated from Democratic voting in the elections 
of 1964, 1968, and 1972 (Sundquist 1983) The 1976 election saw a return to 
class based voting as working- and middle-class whites voted for Carter 
(Sundquist 1983).
The Reagan Era, from 1980 to the present, saw the permanent 
realignment of Southern Whites. Lamis' (1990) confluence of race and class 
brought both upper- and lower-class Southern whites permanently together 
after 1980. Many working- and middle-class Southern whites are part of the 
New Right (Sundquist 1983) . The New Right is comprised of Southern whites 
who are conservative on social, religious, and racial issues (Sundquist 
1983) . It is this confluence of the economic conservatism of wealthier 
whites and the social, religious, and racial conservatism of lower- and 
middle-class whites which has led to the realignment of Southern whites to
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the Republican Party. The elections of either 1972 (with 1976 as a 
deviating election) or 1980 can be interpreted as critical elections for 
the South. There has been a permanent shift of Southern white allegiance 
to the GOP in presidential elections since 1980. On the national scale the 
South since 1980 has been the GOP's most reliable base of electoral votes, 
while its hold on its traditional homes may be slipping since 1988. The 
rise of the GOP in the South is part of a larger national, regional 
realignment (see Sundquist 1983).
Summary and Conclusions
In conclusion, the growth of the GOP in the South has attracted the 
attention of geographers and numerous scholars from other disciplines 
(Bartley and Graham 1975, Black and Black 1987, Key 1949, Lamis 1990 and 
Shelley et al. 1996). Although these works by historians, political 
scientists, and geographers have provided a great deal of insight on the 
rise of the GOP, we as yet- lack a systematic, consistent, and 
comprehensive analysis of the growth of the GOP in the South during the 
second half of the 20th century. This dissertation attempts to fill this 
void through the use of consistent regionalizations and analyses of the 
presidential elections between 1948 and 1996.
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CHAPTER III
THE NINE GEOPOLITICAL REGIONS OF THE SOUTH
This chapter introduces the nine geopolitical regions of the South. 
Regions have been defined as scientific devices which allow one to make 
spatial generalizations that are based on artificial criteria established 
for the purpose of constructing them (De Blij and Muller 1997) . The 
artificial criteria established are the social, cultural, economic, and 
historical forces which have worked to produce nine different geopolitical 
regions in the South. Some of these forces have been at work since before 
the Civil War while others, have been present only since the end of the 
Second World War. This chapter begins with a review of previous methods of 
regionalization and then presents the nine geopolitical regions used in 
this study. These are followed by a discussion of place and voting 
behavior, why that approach is taken in this study, and by a more detailed 
examination of the nine geopolitical regions of the South.
Previous Methods of Regionalization
The regional approach has been used in many studies of Southern 
politics (Black and Black 1987; Lamis 1990; Bartley and Graham 1975; and 
Phillips 1969). These studies consider the South either as a region as a 
whole (e.g. Black and Black 1987) or in its parts [e.g., the Deep South 
(South Carolina, Georgia, Alabama, Mississippi, Louisiana) and the Rim or 
Outer South (Florida, Texas, North Carolina, Virginia, Tennessee, 
Arkansas,) as per Phillips (1969)].
Bartley and Graham (1975) and Phillips (1969) recognize regions 
which cross state boundaries. The former (1975) identify eight regions:
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The Mountain South, The Piedmont South, the black-belt South, the white- 
belt South, South Florida, Catholic Louisiana, West Texas, and Mexican- 
American Texas. Within these regions, county-and parish-level units are 
grouped into three classes: Metropolitan, Urban, and Rural-small town. 
Using this taxonomy they analyze the association between election returns 
and county and regional demographics. Unfortunately they offer no map of 
their regions, but a close reading of their book reveals that some of 
these regions— the Piedmont South, the white-belt South, and black-belt 
South— are discontinuous.
Phillips (1969) identifies nine regions: the Appalachians; the
Ozarks; the Piedmont-Tennessee-Cumberland Plateau and Valleys; the Deep 
South— stretching from East Texas to Southside Virginia; Urban and Resort 
Florida; French Louisiana; East and Urban Texas; West Texas Plains; and 
Mexican-Gulf Texas. These are aggregated into the simpler framework of 
Deep South and Outer South. Phillips also employs selective county/parish 
analysis, but not in a systematic, consistent manner.
Lamis (1990) mainly uses the state-by-state method in his study of 
the growth of the GOP from the end of WWII to 1988, though he also 
subdivides many states (e.g. Tennessee, North Carolina, and South 
Carolina) into regions. For example, Tennessee is partitioned (by county) 
into East, Middle, and West Tennessee. This method facilitates the 
analysis of the effects of Mountain Republicanism by counterbalancing the 
Deep-South characteristics of West Tennessee and the growth of the GOP as 
a statewide power.
Those various regional divisions do not always fit neatly together. 
Lamis's East Tennessee fits into Phillip's Appalachian region and into 
Bartley and Graham's Mountain South. Lamis's Middle Tennessee resembles 
Phillips' Piedmont-Tennessee Plateau region and Bartley and Graham's 
Piedmont Region. West Tennessee fits into Phillips' Deep South, but only
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counties that exceed 4 0 percent minority population fit into Bartley and 
Graham's black belt; the rest would go into their "white-belt South". They 
define the white-belt South as the counties of the tidewater, coastal 
plains, delta, and the Gulf-slope with over 60 percent white population. 
In the same manner, any county in Lamis's Middle Tennessee with over 40 
percent minority population would fall into Bartley and Graham's black- 
belt .
The method used here divides the counties and parishes of the South 
into nine contiguous regions from 1948 to 1996 (Figure 1). The South in 
this study will include the counties and parishes of the eleven states of 
the Confederacy minus Virginia.
Virginia, is excluded because the state created many independent 
cities (treated as counties by the census) during this time period. Voting 
data (proportions of the vote) and census data are reported separately for 
the county and the independent city born from the county. The problem lies 
in not using a standard set of combined independent cities/counties which 
is a common practice, but the fact that census data is often reported in 
percentages and that presents great difficulty in finding or creating a 
percentage which reflects the true figure for the combined independent 
city/county. An independent city of 171,345 with 20 percent black 
population combined with the county it was created from with 10 percent 
black population and a total population of 45, 456 does not lead to a total 
of 15 percent black population for the combined unit. Raw numbers would be 
needed for every variable. That is not an impossible task, but a herculean 
time consuming problem for all seven variables from 1948 to 1996. But the 
good news is that Virginia's three geopolitical regions are components of 
three regions in the South. Parts of Virginia fall into the Mountain 
South; others within the Piedmont Up-County, and others within the Deep 
South.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
22
The Nine Geopolitical Regions of the South
1. The Deep South
2. The Piedmont Up-Country







These regions (Figure 1) are primarily based on an interpretation of 
Phillip's (1969, p. 209) Southern geopolitical regions. They serve as a 
template for the regions of this study. By and large, my regions are 
assembled by assigning counties and parishes in my ten state study area to 
Phillip's regions.
I consulted Ford (1962) in defining the counties of the Mountain 
South, and Bartley and Graham (1975, p. 202)in constructing South Florida. 
The three regions of Texas were constructed in the following manner. 
First, the Louisiana/Texas Border served as the boundary between Texas and 
the Deep South. According to Key (1949) and Lamis (1990) Texas stopped 
being part of the South in the twentieth century. Second, Mexican Texas 
was made by consulting Key's (1949, p. 272) map of Mexican influenced 
Texas. Third, the boundary between East and West Texas was constructed by 
consulting Phillips' (1969). All the counties east of that boundary not in 
Mexican-Texas were placed into my East Texas Region. Fourth, what was left 
over was placed into West Texas in the manner of Bartley and Graham (1975, 
p. 203) .
This is done in order to establish nine unique political regions in 
the South with which social, economic, and voting data are widely 
available at the county level. With these aggregate data, a standard set 
of analyses and models can be applied to each geopolitical region through 
time. By applying the same sets of analyses through time and space one can 
determine if each region experienced a different spatial, structural.



































and/or structural-spatial pattern in the rise of the Republican Party in 
the South (see Flint 1995 and O'Loughlin et al. 1994 for a similar 
approach to the Nazi Vote in Weimar Germany).
Place. Voting, and Electoral Geography
Regions are as important for geographers as periods are for 
historians. Regions represent places which are comprised of three 
components: locale, the settings in which social relations are
constituted; location, the geographical area encompassing the settings for 
normal social interaction as defined by social and economic processes 
operating at a wider scale; and sense of place— the local structure of 
feeling (Agnew 1987, p. 28) . More concisely, place "refers to discrete if 
'elastic' areas in which settings for the constitution of social relations 
are located and with which people can identify" (Agnew 1987, p. 28). Each 
region possesses a different locale, location, and sense of place. 
Johnston (1991) .refers to places as having a "collective memory." The 
collective memory of places is the way in which a local culture develops 
and is passed on down to future generations (Flint 1995 and Johnston
1991). Johnston's (1991) notes that places differ because of differences 
in their physical environments and the way that people have responded 
differently to the opportunities and constraints that the environment 
offers.
Agnew (1987), Johnston (1991), Flint (1995), and O'Loughlin et al. 
(1994) acknowledge that the collective memories of places leads to 
differences in voting behavior. With Flint (1995), I postulate that each 
region's historical and political geography defines a unique geopolitical 
region. Agnew (1987) illustrates this for places as diverse as Scotland, 
Miami, and Detroit; in each case historical, and social forces create a 
sense of place. This view is contrary to two other views of region.
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First, This view of place rejects universalist arguments such as the 
Nationalization thesis of Southern Politics (see Webster 1996) . The 
nationalization thesis is bold (Petrocik 1987) . It argues that the South 
and the rest of the nation are gradually converging and becoming more and 
more alike in terms of education, income, religion, and race (Webster 
1996) . Conversely, while the South is becoming homogenized with regard to 
certain social and economic indicators, it remains a composite of 
distinctive regions (Webster 1996). In short, the South's collective 
history has set it apart from the rest of the nation (see Woodward 1993) .
Furthermore, political geographers from Archer and Taylor (1981) to 
Shelley et al. (1996) still find the South as a distinct political region 
of the United States. The collective memory of the South— rebellion, 
defeat, humiliation, and Reconstruction— have set it apart from the other 
regions of the United States (Woodward 1993). The association of the 
Republican Party with the Union and President Lincoln and the collective 
memory of defeat and hardship for many white Southerners caused it to 
rebuke the GOP for decades and attach itself to the white supremacy of the 
Democratic Party. In this sense, the South as a place "mediates between 
political organizations/institutions and political behavior not by 
immediate impacts of section-regional process or national social political 
cleavages but through the ways these impacts are given meaning by local 
populations engaging in their regular routines and interactions." (Agnew 
1987, p. 189).
Place remains important in the structuring of American political 
life, according to Agnew (1987), because of the unevenness of economic 
development and cultural outlooks. The South is a distinct place. The 
region's path to economic development, its historical experiences, 
especially after Reconstruction and Redemption (see Cobb 1984 and 1993) 
and its cultural outlooks have been unique. From the Twelve Southerners
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(1930) to Cash (1941) to Black and Black (1987), scholars have recognized 
a distinct Southern Culture.
Second, this view rejects the "Southernization" thesis, an approach 
used in the seminal works of Black and Black (1987 and 1992) which 
presumed that the growth of the Republican Party in the South is a pan- 
regional process. While, Black and Black (1987 and 1992) recognize 
regional differences, they eschew even the state-by-state approach of 
V.O.Key (1949) and Lamis (1990). They instead view the region as a whole 
with references to the geography of African-American population and 
urbanization.
The uniqueness of Southern history and culture applies as well to 
the nine geopolitical regions of the South. The South is actually a mosaic 
of regions. Each piece of the mosaic has enough of a unique history, 
culture, environment, and economic variation to produce a separate place 
just as those same factors created a South that is different from but a 
part of the United States. For example, the pro-Union sentiments and 
economic development of Appalachia created a separate sense of place. In 
sum, the growth of the Republican Party in the South is a growing 
political phenomenon throughout the South and its geopolitical regions. 
These regions because of their own unique geographies should exhibit 
different types of political behavior. These types of behavior should be 
expressed as variable spatial and structural-spatial patterns of the 
Republican vote from the smallest region of French Louisiana to the Deep 
South.
The Deep South
The Deep South is the largest of the South's geopolitical regions 
with 446 counties and parishes. This region incorporates portions of the 
lowland counties of the Gulf-Atlantic Coastal Plain of North Carolina, 
South Carolina, Georgia, Alabama, the entire state of Mississippi,
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Northern and Panhandle Florida, the lowland parishes and counties of North 
Louisiana, West Tennessee, and the Southeastern Delta portion of Arkansas. 
Historically and economically this region was dominated by cotton, 
plantation agriculture, slavery and sizable numbers of black populations. 
Until the 20th century, 90 percent of African-Americans lived in the 
South— mostly in the black-belts of the Deep Southern states and the 
Coastal Plain of the Carolinas, Georgia, and Florida, and this settlement 
pattern came to dominate the politics of this region. Ethnically, the vast 
majority of the people of this region are either white Anglo or black 
Protestants.
V.O. Key (1949) stated that the politics of the South revolve around 
the position of blacks and white supremacy. For Key (1949, p. 5) the 
backbone of Southern political unity is formed of counties in which 
African-Americans make up a substantial proportion of the population, and 
in which whites in the Deep South shared a common attitude toward blacks 
i.e., the maintenance of white supremacy (Key 1949). Furthermore, Key 
(1949), Phillips (1969), and Lamis (1990) recognize that lowland areas of 
Rim Southern States like Arkansas and North Carolina have regions like the 
Delta and Coastal Plain respectively which have high African-American 
populations and thus have characteristics like the black-belts of the Deep 
Southern States. Thus, a place based geopolitical region for the Deep 
South would include the black-belts of the Rim South and Deep South. 
Phillips (1969) in his analysis identifies black-belts in the Deep 
Southern States and Rim Southern States as does Key (1949), Bartley and 
Graham (1975) and Lamis (1990).
Of course, the Voting Rights Act of 1965 ensured black voting rights 
and discrimination and segregation are now illegal. The major battles of 
the Civil Rights Movement were fought in this region. But, as Key stated 
the politics of the South revolves around the theme of the black belts.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
28
Now even with black voting, this region remains a distinct geopolitical 
region as the concerns and conflicts between black and white voters 
becomes a dominant theme. Economic change also became a hallmark of this 
region as well. The dominance of agriculture and extractive industries 
have vanished. This part of the South as Brennan (1995) notes became part 
of the rapid economic growth Sunbelt-South. Soybeans have replaced cotton 
and sharecropping and tenancy have disappeared. But, Florin and Birdsall 
(1991) report that much of this change has bypassed the black-belts where 
many blacks in rural and urban areas have not enjoyed that growth. The 
struggle to maintain white supremacy in this region, the subsequent coming 
of black voting rights, and uneven economic development makes this 
geopolitical region a distinct place.
The Piedmont Up-Countrv
This geopolitical region of 142 counties follows Phillip's Piedmont 
Tennessee and Cumberland Plateau-and-Valley region. This region includes 
the counties between the Fall Line and the Appalachian Mountains in the 
Carolinas, Georgia, and Alabama as well as the counties of the Nashville 
Basin of Middle Tennessee. This region is sandwiched between the interior 
boundary of the Deep South and Ford's (1962) Southern Appalachian region.
Race and economics set the Piedmont apart from the Deep South. This 
region has generally lower African-American populations. The Up-country 
areas of Alabama, Georgia, and South Carolina have relatively low black 
populations and thus somewhat different concerns than the black-belts. Key 
(1949), Phillips (1969), Bartley and Graham (1975), and Lamis (1990) 
recognize cleavages between black-belt areas and the uplands of Alabama 
and South Carolina. Phillips (1969, p. 220) notes that these counties were 
supportive of populism and the New Deal in opposition to the more 
conservative interests of the lowland planters. Key (1949), Lamis (1990), 
Bartley and Graham (1975, p. 27) also show contrasts in Lowland and
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Piedmont voting in the Carolinas as does Phillips (1969) in Georgia and 
Alabama.
Historically, this was the region of Cash's (1941) yeoman farmers 
and mill workers. But despite modest African-American populations, the 
Piedmont generally sided with the black belts during the civil war 
(Phillips 1969). Later, however, the Up-Country and Piedmont diverged from 
the Deep South by backing populist candidates in the 1890s in opposition 
to the Bourbons of the Deep South. Indeed, this region offered the 
strongest support for populists demagogues such as "Pitchfork" Ben 
Tillman, Gene Talmadge, Theodore Bilbo, James K. Vardaman (Phillips 1969).
This region also followed a different path of economic development 
from the rest of the South. In the Piedmont of the Carolinas, southern 
industrialization, began in earnest in the textile mills and furniture 
factories of the Piedmont during the late 19th and early 20th centuries 
(see Cobb 1984 and 1993) . Vance (1968, pp. 275-315) highlights the 
Piedmont as a leading industrial region with emphasis on textiles, coal, 
iron, tobacco, and furniture. From 1900 to 1939, North Carolina led the 
South in the relative increase in the value of manufactured products and 
South Carolina was fifth(Key 1949, p. 210). Phillips (1969) notes that the 
Piedmont city of Charlotte, North Carolina is now a leading insurance, 
banking, and administration city based in part, on the growth of light 
industry in the region. Charlotte one of the New South's premier cities 
has achieved national and regional prominence with the election of a black 
mayor and the acquisition of professional basketball (Charlotte Hornets) 
and football (Carolina Panthers) franchises.
Labor strife is also a hallmark of the region. The geopolitical 
region experienced labor strife in attempts to unionize textile mills in 
the early 20th century (Cash 1941 and Black and Black 1987). Cash (1941) 
argues that unionization failed because mill owners were able to equate
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
30
unionization with racial equality for blacks. Cash (1941) also states that 
the Piedmont was a region in which whites often had the most hostility 
toward African-Americans. But, as Phillip's (1969) points out whites in 
the Up-Country voted against the whites of the black-belts. These 
agricultural racial, economic, and social differences facilitate the 
identification of an Up-Country Piedmont region.
The Mountain South
The Mountain South is comprised of 83 counties in the Appalachian 
Mountains. This region encompasses western North Carolina, eastern 
Tennessee, northern Alabama, and northern Georgia. The counties in this 
region are identical to those identified by Ford (1962) in his landmark 
work, The Southern Appalachian Region. When compared to the rest of the 
South, this region is anomaly in that it has consistently voted Republican 
since the Civil War, and because this mountainous region could not support 
plantation agriculture. The original inhabitants settled into the region 
during the mid-18th century. Primarily Protestant and Scotch-Irish, they 
traveled from Pennsylvania, Maryland and Virginia down the Shenandoah 
Valley into Virginia, Tennessee, North Carolina, northern Georgia, and 
northern Alabama and later some of them moved to northwestern Arkansas 
(Phillips 1969). Owsley (1949) accents these migration patterns and the 
region's mountainous physiography as factors that led to a distinctive 
agricultural economy, a predominantly white population, and eventually a 
different society. Both Key (1949) and Phillips (1969) observe that these 
mountaineers opposed secession from the Union and often opposed the 
lowland planters prior to 1860.
During the Civil War they fought for the Union and after the war 
they regularly voted Republican. In fact the Republicans were so strong in 
Eastern Tennessee and Western North Carolina that they had an effect on 
the Democratic party in these states (Key 1949). In these cases, the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
31
Democratic Party was less prone to factionalism since any break in 
Democratic ranks could lead to Republican victory (Key 1949). At the state 
level, these areas were represented by Republicans and the Republicans had 
local political control and often elected members to the House of 
Representatives (Key 1949). Key (1949) also notes that Republicanism in 
this region had little in common with traditional pro-business policies of 
the GOP. According to Lamis (1990), Mountain Republicanism remains as a 
force into recent times as well.
The economic growth of the Piedmont and Sunbelt sections of the 
South passed over many parts of Appalachia (Ford 1962) . Much of the region 
is still classified as rural. The economy is generally characterized by 
small family-owned general farming on poor soils, and despite coal mining, 
poverty do to mechanization. But, the TVA employs 35,000 workers and did 
generate a growth in industry and manufacturing (Birdsall and Florin
1992). In conclusion, the social, historical, and economic geography of 
this region is so distinctive as to constitute a separate geopolitical 
region.
The Ozarks
The 27 counties of Northwestern Arkansas form a region which in 
topography, settlement, and economy is similar to the Appalachians. The 
Ozark region of Northwestern Arkansas is physically dominated by the 
Boston and Ouachita Mountains. My region is demarcated by assigning 
Arkansas counties to Phillips' Ozarks geopolitical region. Birdsall and 
Florin (1992) place the Ozarks and Appalachians within the same region on 
the grounds that both regions share the same type of topography and the 
same pattern of human settlement and economic activity. The Ozarks were 
settled in the 19th century by migrants from Appalachia who chose the 
Mountainous Ozarks because of its similarity to the Appalachians (Jordan 
and Rowntree 1990) . This region was characterized by family-run general
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farming and suffered from some of the same problems as Appalachia with 
regard to low education and poverty (Birdsall and Florin 1992). Since 
WWII, this region has seen some economic benefit from retirement 
migrations from the North and from tourism just across the border in 
Branson, Missouri.
This geopolitical region is not as Republican as the Appalachians 
(Key 1949, Phillips 1969, and Lamis 1990). But, Key (1949), Phillips 
(1969), Bartley and Graham (1975) have acknowledged the political 
uniqueness of these Northwestern counties. But, Bartley and Graham (1975) 
in their study place the Ozarks into the same subregion for their 
analysis, but I keep this region separate since it is not contiguous to my 
Mountain South.
South Florida
My South Florida geopolitical region consists of the 31 southernmost 
Florida counties. I follow Bartley and Graham's (1975 p. 166) definition 
and map in demarcating this region. Bartley and Graham (1975 p. 202) found 
that these counties represent a rapidly developing area with a political 
culture quite different from the Deep-South political culture of North 
Florida. This region is almost identical to Phillips "Urban and Resort 
Florida". South Florida is heavily urbanized and dominated by the cities 
of Miami, Tampa Bay, St. Petersburg, and Orlando. Citrus farming, tourism, 
and the service and retirement services dominate this region's economy. 
This region is also characterized by Northern retirees and immigrants, 
often Roman Catholic and Jewish, from the industrialized Northeast and 
Great Lakes. This presents quite a contrast to the white Anglo-Saxon or 
black Protestants Deep South. At the time of the Civil War this part of 
the South was scarcely settled; and white political control never became 
a dominant feature of the politics of this region.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
33
Key (1949) observed that Florida barely qualified as a part of the 
South. He notes that it was the most urbanized state; had a dispersed 
population centered on four urban centers (Pensacola, Jacksonville, St. 
Petersburg, Tampa Bay, and Miami) ; was not preoccupied with the race 
issue; and contains a majority of residents who had immigrated from other 
states often from outside the South. The region's residents had a 
political culture quite distinct from its neighbors to the North, in a 
large part because South Florida was settled during the 20th century.
The real estate boom of the 1920s, Northern migrants who kept their 
Republican affiliations, and the explosive growth of a white suburban 
middle class have created a distinctive geopolitical region. Lamis (1990, 
p. 17 9) notes that massive demographic change in Central and Southern 
Florida— high rates of urbanization, both in growth and percentage 
residing in urban centers; heavy Northern migration with Republicanism in 
tow; and stunning population growth have set South Florida apart from the 
rest of the South.
Agnew (1987) has also noted that South Florida, especially the Miami 
metropolitan area, is distinctly non-Southern. The aforementioned 
demographic changes along with the massive Cuban, Caribbean, and Latin 
American immigrations and the continued growth of a non-Southern political 
culture and rapid economic growth in South Florida have resulted in a 
distinct geopolitical region of the South.
French Louisiana
French Louisiana is arguably the most distinctive cultural region in 
the South. Much of South Louisiana was settled in the 18th century by the 
Cajuns— a people of French descent who were forced to leave Canada by the 
British. New Orleans and the river parishes between New Orleans and Baton 
Rouge were originally colonized by the French and briefly by the Spanish 
and both have left their imprint in New Orleans and surrounding areas.
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This region is comprised of the twenty-two parishes recognized as Acadiana 
by the State of Louisiana, and the four French/Creole Parishes of Orleans 
(New Orleans), Jefferson, St. Bernard, and Plaquemines. Even though there 
are important cultural/historical differences between New Orleans and the 
Cajun Parishes of Acadiana, the differences between these French Parishes 
and adjacent areas in the Deep South are much greater.
Together these 26 parishes constitute a historically, culturally, 
and socially distinct geopolitical region. These parishes are 
characterized by the region's overwhelming Roman Catholicism and its 
French heritage which is evident in diet, speech, and other cultural 
features. South Louisiana is reputed to be more tolerant than the rest of 
the Deep South (Parent 1988) and in some parishes before the Civil Rights 
Movement blacks were allowed to register to vote (Fenton and Vines 1957) . 
Furthermore, black voters were a part of New Orleans' Mayor deLessops 
Morrison's political coalition during the 1940s and 1950s.
Key (1949), Phillips (1969), Bartley and Graham (1975), Lamis (1990) 
all recognize these differences noting that French Louisiana is often at 
odds politically and socially with the Deep-South Parishes of Louisiana. 
East Texas
My East Texas region is comprised of the 83 easternmost counties of 
Texas exclusive of Mexican Texas. This region includes the cities of 
Dallas and Houston which rank among the largest cities in the United 
States, and many rural counties of East Texas. Key (1949) and Phillips 
(1969) note that this region has a nineteenth-century southern history and 
later a twentieth-century pattern of rapid economic development. East 
Texas was settled originally by Southerners and today remains the most 
"Southern” part of the state. Unlike Phillip's who places the easternmost 
counties of Texas into the Deep South region. I place these easternmost
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counties in East Texas, since these counties arguably are neither Deep 
Southern or even Southern in the twentieth century.
Lamis (1990) questions whether or not Texas is any longer part of 
the South. V.O. Key (1949), a West Texas native, stated that Texas, 
because it had lower black populations, was less concerned with racial 
politics, and was more Western than Southern. Texans were more concerned 
about money, oil, sulfur, gas, cattle, irrigation, cotton, banking, and 
Mexicans (Key 1949, p. 254).
Phillips (1969) finds some similarities between Eastern and Urban 
Texas and Southern Florida. Both experienced an urban boom and Sunbelt 
growth. Phillips (1969) states that the urban boom of East Texas reshaped 
the politics of the state, and that the boom in Texas was based on 
aerospace, chemicals, electronics, oil, and gas— a technological and 
energy boom (1969, p 273). Lamis (1990) concurs, noting that Texas was 
recast by rapid growth. East Texas like . South Florida was reshaped by 
migration from the North, rapid industrialization (especially in 
technology, energy, and petrochemicals), urbanization, construction, and 
growth in service sector activities such as banking and real estate.
This experience of East Texas validates it as a separate 
geopolitical region of the South. Before the Second World War and 
especially after the war, economic and urban geography worked to create a 
geopolitical region separate from the South. Forces similar to those at 
work in South Florida have recast East Texas.
Mexican Texas
There are many parallels between Mexican Texas and French Louisiana. 
Just as French Louisiana was a part of France, Texas was once part of 
Mexico and Spain. The 4 6 counties of Mexican Texas have been heavily 
influenced by their Mexican-American population. Like the Creoles and
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Cajuns of Louisiana these people have retained their Roman Catholicism, 
language (Spanish), and their cultural heritage.
The region lies along the Rio Grande Valley and is based V.O. Key's 
(1949, p. 272) 1930 map of Texas Counties in which Mexican-Americans
constituted 30 to 50 percent of the population. Major urban areas include 
El Paso to the west, San Antonio in the middle, and Brownsville in the 
east. Key (1949) and Weeks (1930) noted characteristics in electoral 
behavior of this geopolitical region. Key (1949) characterized the 
Mexican-American population as politically and socially somewhere between 
whites and blacks. As Key (1949) notes they were allowed to vote, but 
their votes were often controlled by "bossism"— wealthy whites or a man 
who had absolute political control over the county (see Caro 1990 for the 
most famous example of this in Lyndon Johnson's senatorial "victory" in 
1948 over Coke Stevenson). But Phillips (1969) notes the end of bossism 
during the 1950s and the political awakening of Mexican-American voters in 
this region with the candidacies of Kennedy and Humphrey.
It should be noted that, Bartley and Graham's (1975) Mexican- 
American Texas consists of just 36 counties bordering the Rio Grande. Each 
county had Mexican-American populations of at least 40 percent in 1950. 
Phillips (1969) recognizes Mexican Texas, which served as the inspiration 
for my region, as part of a Latin Crescent including South Florida 
counties with Cuban populations.
Economically, this region has been part of the Sunbelt development 
in the San Antonio and El Paso areas and has enjoyed the multiplier 
effects of military bases. This region has also experienced economic 
growth with the maquiladora phenomenon in Northern Mexico and NAFTA. NAFTA 
will further tie this region to Mexico and enhance the Mexican influence 
within this region.
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West Texas
The 120 counties of the West Texas geopolitical region are 
essentially the same as Phillip's West Texas Plains region. Bartley and 
Graham (1975) also recognize a distinct geopolitical region of West Texas. 
Like Bartley and Graham (1975), my region is comprised of counties left 
over after delineating East Texas and Mexican Texas. The boundary between 
East and West Texas is based on Phillip's (1969) map of West Texas Plains.
Physically, this flat land is part of the Great Plains physiographic 
province of North America, which helps to explain the region's settlement 
pattern and political and economic development. This region was settled 
after the Civil War by Midwesterners and people from the Plains. The 
settlers were white and Protestant farmers. This is the part of Texas 
which Key (a West Texas native) likely had in mind when he characterized 
Texas as being concerned with money and how to make it. Bartley and Graham 
(1975, p. 203) find that West Texas is a peripheral region having much in 
common with the Great Plains. Phillips (1969, p. 278) characterizes West 
Texas as a land dominated by agriculture, ranches, oil, and rapid growth; 
it also one of the most conservative regions of the country. Growth is 
especially notable in places like Amarillo, Lubbock, Odessa, and Midland 
after WWII. Northern migration and rapid urbanization was one of America's 
biggest political trends. Vance (1968) also finds that the regions later 
settlement, and its emphasis on wheat and cattle and energy industries 
renders this region quite different from the rest of the South.
In sum, qualities often associated with the West and Great Plains 
plus the later settlement, urban boom, and rapid economic growth has made 
West Texas a distinct geopolitical region.
Conclusion
This chapter has delineated nine geopolitical regions in the South 
in the context of earlier regionalizations formulated by political
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scientists and histories. It also presents evidence on the uniqueness of 
each of these geopolitical regions. These are the regions which are used 
to examine the growth of the Republican Party.
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CHAPTER IV 
DATA AND METHODOLOGY
This chapter introduces the hypotheses and the data and 
methodologies used in testing the hypotheses in this dissertation. The 
methods deployed include basic exploratory spatial analysis of the 
Republican vote, e.g., Moran's I and ordinary least squares (OLS) multiple 
regression with specification and spatial diagnostics. The latter identify 
the structural or structural-spatial models that are most correctly 
specified for each geopolitical region for each election. Depending on the 
spatial diagnostics, "final" models may employ other forms of regression 
to accommodate non-normality, heterogeneity, and spatial dependence. The 
result in these cases is a structural-spatial model. The results of the 
final models are reported in Appendix A. The results of the OLS models are 
only reported here when they constitute the final and most refined models. 
Problem Statement and Hypothesis
The key problem is as follows: Do the six social and economic
variables theorized as determinants of Presidential Republicanism exhibit 
similar or different spatial and structural relationships across regions 
over time? That is, do these electoral determinants vary in importance and 
association through space and time.
It is hypothesized that the growth in voting for the Republican 
Party in the South is related to six social and economic variables. These 
are median family income, education levels, urbanism, migrants (non- 
Southern born population), African-American population, and Southern 
Baptist adherents. These variables are chosen as surrogates (indicators)
39
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for the several interpretations presented in Chapter III. Generally 
speaking, wealthier, more educated, and more urban Southerners have 
responded to the conservative appeal of the GOP. The migration of non- 
Southerners also rendered the region increasingly more Republican. Racial 
changes prompted many white Southerners to turn to the conservative racial 
policies of Republican candidates. And finally, the social conservatism of 
Republican candidates appealed to protestant Southerners. To be more 
precisely, the hypotheses are as follows:
Xl-Median Income. An increase in median income increases the 
Republican vote (Y).
X2-Education. An increase in the proportion of the population with 
a college education increases the Republican vote (Y).
X3-Urbanism. An increase in . the proportion of the population 
classified as urban increases the Republican vote (Y) .
X4-Migrants. An increase in the proportion of non-native Southern 
populations increases the Republican vote (Y) .
X5-Black population. Before 1968, an increase in the proportion of 
population that is black increases the Republican vote (Y) . After 1968, 
the impacts of the Voting Rights Act of 1965 inverts this relationship as 
enfranchised black voters voted Democratic because of that Party's civil 
rights policies. Black population serves as a surrogate for racial change. 
Before the Voting Rights Act, blacks were effectively disenfranchised in 
the South, hence high black population areas before the Voting Rights Act 
of 1965 will exhibit positive relationships with Republicanism, especially 
in 1964 to protest the increasingly liberal racial policies of the 
Democratic Party. White voters voted Republican to protest the national 
Democratic Party's civil rights' policies.
X6-Southern Baptists. An increase in the proportion of Southern 
Baptists in the population will increase the Republican vote (Y) . The
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Southern Baptist denomination serves as an indicator of religious and 
social conservatism. It is also a good surrogate for the rural white 
Southerners of the Bible Belt (Phillips 1969) . I posit that this 
relationship will be stronger after 1980 owing to the solidification of 
the relationship between the Religious Right and the Republican Party 
solidifies. In that regard it was Southern Baptist preacher, Jerry 
Falwell, who in 1980 led the Moral Majority in forging an alliance between 
the Religious Right and conservative Republican candidates (Black and 
Black 1992).
Data Procedures
The dependent variable is the proportion of county or parish votes 
won by the Republican presidential candidate. The county/parish data are 
obtained from two sources; The America Votes (1956 to 1992) series and the 
Great American History Machine CD-rom version 1.0. The data used in the 
Great American History Machine come from the Inter-University Consortium 
for Political and Social Research (ICPSR). America Votes and the ICPSR are 
widely recognized as reliable sources of political data. The 1996 
presidential data are from the World Almanac and Book of Facts 1997. In 
this case, I used the Republican vote as a proportion of the vote for the 
three leading candidates (Dole, Clinton, and Perot). This differs slightly 
from the proportion of the total vote used from 1948-1992, but the data 
sources used to obtain the voting data from 1948 to 1992 do not provide 
1996 data at the time the data was collected.
Social and demographic data come from four primary sources; 1) the 
various U.S. census decennial state reports from 1950 to 1990; 2) the 
Great American History Machine; 3) The Countv and Citv Data Book 
Consolidated File. Countv Data 1947-1977 (machine readable data file 
conducted by the Bureau of the Census); and 4) Churches and Church 
Membership in the United States for 1950, 1971, 1980, and 1990. The last
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of the religious censuses were published by the National Council of 
Churches and subsequently by the Glenmary Research Center. See Appendix B 
for the full citations of these sources.
The variables themselves deserve a word or two on their 
construction. Urbanism and median family income are readily calculated 
at the county/parish level for each decade. These data are directly 
downloaded or entered from the primary sources. The percentage of black 
population is available every ten years from 1960 to 1990. For 1950 I 
used the non-white proportion of the population. This raises few problems 
because the Census recorded Hispanics and Mexican-Americans as white and 
because the Asian population in the South was very small. The education 
variable used is the percentage of the population with a university or 
college education in 1990 and the proportion of the population with four 
or more years of college or university education for 1950-1980.
The religious and social conservatism variable uses the percentage 
of Southern Baptists in the population for the decades from 1970 to 1990. 
From 1970 to 1990, the religious census estimates the percentage of 
Southern Baptists by taking into account the percentage of children under 
the age of 13 in the county/parish. Unlike the Roman Catholic Church which 
considers baptized children members, Southern Baptists do not recognize 
infant Baptism. So from 1970 to 1990 Churches and Church Membership 
provided an estimate of Southern Baptist population by estimating the 
number members who are children. Since, there was no 1960 religious 
census, I estimated the proportion Southern Baptist based on rates of 
decrease or increase between 1950 and 1970.
In 1950 the Southern Baptist population percentage was estimated in 
the following manner. Churches and Church Membership 1950 provided the 
total number of adult members for each county/parish. It did not provide 
a proportional figure. The 1950 census was consulted to determine the
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number of children under the age of 14 for each county/parish and the 
percentage of the population Southern Baptist was estimated using a very 
similar method employed by Churches and Church Membership from 1970 to 
1990. The estimation was conducted as follows. The percentage of the total 
population under the age of 14 was calculated for each county/parish by 
looking at the total population and total number of inhabitants 14 or 
younger. It was assumed that figure was also a good estimate of the 
percentage of the Southern Baptist population under 14. For example if 10 
percent of the county/parish's total population was under 14 it was 
estimated that 10 percent of the total Southern Baptist population was 
under 14. If a parish had 3000 members of the SBC, it was estimated that 
an additional 300 children could be added to the adult membership for a 
total of 3300. That estimate was divided by the total population and 
multiplied by 100 to create a percentage of total population Southern 
Baptist. Note that the figures for some counties in the study region may 
exceed 100 percent Southern Baptist; that is because it is not uncommon 
for people to reside in one county and attend a church in a different 
county.
The migrant variable uses the non-native (non-southern) percentage 
of the population between 1960 and 1990. Owing to the absence of these 
data in 1950, I excluded this variable in the analysis of the elections of 
1948 and 1952.
For 1960 the number of inhabitants born in the Census Bureau's 
South or Southern Region (Delaware, Maryland, Virginia, North and South 
Carolina, Tennessee, Kentucy, West Virginia, Georgia, Florida, Alabama, 
Mississippi, Louisiana, Texas, Arkansas, and Oklahoma) exclusive of the 
current Southern state they were born in was not directly provided at the 
county/parish level as it was from 1970 to 1990. But the Census Bureau did 
provide statewide numbers which reported the number of inhabitants born in
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the state and the number of inhabitants born in the Census South exclusive 
of the state. From those numbers a statewide estimate of the percentage of 
the state's non-native population born in the Census South exclusive of 
the state in question was provided. At the county parish level, the Census 
Bureau reported the number of inhabitants born outside of their state. 
Using the statewide estimate, the number of inhabitants of each county not 
born in the state was multiplied by the statewide figure of the percentage 
of the non-native population born in the Census South exclusive of the 
state in question. That estimation was added to the number of people born 
in the state. That total figure was subtracted from the total number of 
inhabitants and divided by the total number of inhabitants and multiplied 
by 100 to create estimates of the population non-native to the South.
From 1970 to 1990, the Census provides county/parish level figures 
for the number of inhabitants born in the state in which they resided and 
the number of inhabitants born in the Census Bureau's Southern Region 
exclusive of the Southern state in which they were born. Using these 
figures and the county/parish total populations, I constructed estimates 
of the percentage of the population not born in the Census South. The 
total number of inhabitants born in the state was added to the total 
number of inhabitants born in the Census Bureau's South region exclusive 
of the state. The numbers born in the state plus those born in the South 
exclusive of the state were subtracted from the total number of 
inhabitants, and that resulting figure was divided by the total number of 
inhabitants and multiplied by 100. This represents the percentage of the 
population non-native to the South.
Although there are slight variations in the methods for estimating 
migration, the estimations seem reasonable accurate. A check of the data 
shows that Florida and Arkansas have high proportions of non-Southern
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population and Mississippi and Louisiana very low proportions, as would be 
expected.
Since census data are collected decennially and elections are held 
every four years, it is necessary to estimate values for the independent 
variables for off-census elections. These estimates are based on matching 
electoral data with the closest available census data e.g., 1948 electoral 
data with the 1950 census and 1964 electoral data with the 1960 census. 
1996 voting data are paired with 1990 data. That does raise the issue of 
time lag. County data are subject to greater change from 1990 to 1996 as 
compared to 1990 to 1992. The results may be slightly biased in favor of 
the analysis of elections in which the time lag is smaller between 
elections.
Soatial Weights Matrices
Since this study takes into account the spatial arrangement of the 
data, matrices of spatial weights must be calculated for the ten-state 
study area and for each geopolitical region. A spatial weights matrix is 
a matrix which records the potential for spatial interaction between two 
or more observations. Since, county boundaries did not change during the 
study period it was possible to calculate one spatial weights matrix for 
each geopolitical region. A weights matrix expresses the spatial 
arrangement of the data. The matrix W consists of elements Wij, where the 
i:1 index corresponds to each observed pair of spatial units; the non-zero 
elements of the weights matrix reflect the potential spatial interaction 
between two observations (Anselin 1992). The matrix may be measured in 
terms of simple contiguity (common boundaries) or distance contiguity 
(distance bands between country centroids) (Anselin 1992). For example, a 
spatial weights matrix based on binary contiguity is a matrix which 
records spatial units (counties/parishes) which border on other spatial 
units.
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SpaceStat (Anselin 1995a) is used in this dissertation to perform 
exploratory spatial analyses and multiple regressions that incorporate 
spatial effects as measured by the spatial weights matrices. SpaceStat 
also facilitates the construction of spatial weights matrices. First-order 
binary contiguity spatial weights matrices will be used throughout this 
investigation. Flint (1995) found very little difference in his analysis 
of the spatial diffusion of the Nazi vote in using either binary 
contiguity or distance contiguity spatial weight matrices.
The spatial weights matrices were created in the following manner. 
First, using Arcview (a GIS package) and the SHP2BND utility found in 
SpaceStat, shape files containing the information on polygon 
(counties/parishes) boundary coordinates are converted into an ASCII 
output file for the entire study area and for each geopolitical region. 
Second, the ASCII output files are imported into SpaceStat which creates 
binary contiguity spatial weights matrices using the queen contiguity 
criteria. The queen contiguity criteria holds that counties/parishes are 
neighbors if they share common corners and/or common boundaries. Finally, 
the binary contiguity spatial weights matrix is row standardized so that 
rows sum up to zero; this is the recommended practice (see Anselin 1992, 
Flint 1995, and O'Loughlin et al. 1994). Once created these spatial 
weights matrices are used in the analysis study.
Exploratory Spatial Analysis
One of the most common methods of exploratory spatial analysis is 
Moran's I (Moran 1948). Moran's I is an index which offers a global 
summation of spatial clustering. Moran's I is expressed as
1= {N/so) E iE Jwi;fxix;J/Eixi2,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
47
in which wi3 is an element of a spatial weights matrix W which indicates 
whether or not i and j are contiguous in a row standardized spatial 
weights matrix; xt is the Republican vote at location i (which is the 
deviation from the standard mean) and S0 is the normalizing factor equal 
to the sum of all the weights (O'Loughlin et al. 1994). Inferences on the 
value for Moran's I is based on a standardized z-value, which is computed 
by subtracting the theoretical mean (-1/N-1) where N is the sample size 
and dividing that by the theoretical standard deviation (Anselin 1992). 
That is,
Zl=(I-E[I])/SD[I],
where E[I] is the theoretical mean and SD[I] is the theoretical standard 
deviation (Anselin 1992) .
There are two approaches in using Moran's I. The first assumes that 
it follows a normal distribution and.then compares the statistic to its 
probability in a standard normal table (Anselin 1992). The second approach 
follows the randomization assumption, which assumes that an observation 
is equally likely at all locations; and these z-values are also compared 
to a standard normal table (Anselin 1992). There are no hard rules for 
which approach is better so this study will follow the lead of O'Loughlin 
et al. (1994) and use the randomization assumption. The interpretation of 
the z-values for Moran's I is fairly simple. A positive and significant z- 
value means that similar values (either high or low) are more spatially 
clustered than by chance (Anselin 1992). A negative and significant z- 
value for Moran's I indicates negative spatial autocorrelation— which 
means the distribution of the observations comes close to following a 
checkerboard or highly regular pattern (Anselin 1992). A zero value 
indicates a random pattern of spatial clustering. This study uses tables 
and graphs of Moran's I and z-values to briefly describe the spatial
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distribution of the Republican vote for the South and for each 
geopolitical region.
Local Indicators of Spatial Association
In addition to Moran's I, a Local Indicator of Spatial Association 
(LISA) can be used to test for spatial autocorrelation. While Moran's I 
asks if a universe of contiguous spatial units exhibit geographic 
clustering of a selected feature or variable, a LISA decomposes a global 
indicator like Moran's I and assesses the contribution of each individual 
unit to the overall spatial autocorrelation (Anselin 1995b). The LISA used 
in this study is the Local Moran (Anselin 1995b) and is calculated in 
SpaceStat. A LISA serves as indicators of local hot spots of the measured 
phenomenon as it gives for each spatial unit an indication of the 
significance of spatial clustering of similar values around the 
observation (Anselin 1995b). It fulfills two requirements; first it 
indicates the extent of significant spatial clustering of similar values 
around that observation; and second, the sum of LISAs for all units is 
proportional to a global indicator of spatial association (Anselin 1995b). 
The Local Moran is defined as:
where
m2 =EiZi,2'
and where the observations zit and zi are in deviations from the mean, the 
summation over j is such that only neighboring values are included, and m2 
is taken as the second moment(a consistent, but not unbiased estimate of 
the variance) (Anselin 1995b, pp. 98-99 and see Anselin 1995c, pp. 114- 
115). The value of Local Morans can be ranked according to the standard 
normal z-variate and associated probability (Anselin 1995b). They will be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
49
reported and mapped that way in this study. Local Morans in this study are 
used to identify spatial clusters of similar patterns of Republican 
voting.
Multiple Regression
This study will employ linear regression analysis using SpaceStat. 
The purpose of linear regression analysis is to discern the relationship 
between the dependent variable (Y, the Republican Vote) and the set of 
hypothesized explanatory or independent variables (XI . . . X6) . This
relationship is expressed as:
y=xp+e,
where y is the vector of observations of the dependent variable, X is the 
matrix with observations on the explanatory variables, beta is a vector 
with regression coefficients, and epsilon is the error term (Anselin 
1992) . There are two goals in linear regression: one is to find a good fit 
or match between the predicted values for the dependent variable and the 
actual values; the other is to determine the variables explanatory 
contribution to the relationship (Anselin 1992).
Goodness of fit is measured by R2 which is:
R 2=1-RSS/SST.
Another way to measure the goodness of fit is the adjusted R2 provided by 
SpaceStat (Anselin 1992):
Rg=R2- (1-R2)(K-l)/(N-K).
In this analysis, R2, is preferred because, unlike R2 it does not increase 
with the addition of independent variables.
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In addition to these traditional measures of fit, I also use
measures of fit based on Maximum Likelihood (ML). These are necessary to 
make comparisons between OLS linear regressions and spatial regression 
models (Anselin 1992 and 1988). Anselin (1992) states that the ML
estimation is based on the concept of a joint density or distribution 
function for the observed data y, which is referred to as the likelihood 
function. SpaceStat also provides Information Criteria (IC) to compensate 
for over fitting; these are the Akaike Information Criteria (AIC) and the
Schwartz Criteria (SC). The IC takes the form of
I C =  - 2 L + f ( K , N ) ,
where L is the maximized log likelihood and f(K,N) is a function of the 
number of variables (K) and the number of observations (N) (the degrees 
freedom in the model). In the AIC, this function is f(K,N)=2k and for the 
SC it is f(K,N)=K.In(N)(see Anselin 1992, Anselin 1988b, and Akaike 1981). 
Furthermore, SpaceStat also provides measures to test the contribution of 
each independent variable to the total equation and provides the F-test 
statistic for each OLS model.
OLS regression is dependent on the assumptions of homoskedastic and 
uncorrelated error terms, but these assumptions may not always be 
satisfied. Spacestat allows one to take this into account by using robust 
inferences based on the OLS estimates (Anselin 1992). In the presence of 
heteroskedasticity, the Jackknife method (Efron, 1982) may be used. The 
Jackknife is a resampling procedure in which each observation is dropped 
from the data set and resampled, in effect creating an artificial 
randomness in order to provide the basis for a Jackknife estimate of 
variance (see Anselin 1992, Anselin 1990a, and Efron 1982).
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Regression Specification Diagnostics
One of the purposes of this study is to identify models that are 
best specified. In order to accomplish that goal, specification 
diagnostics for OLS regression must be carried out. SpaceStat provides 
diagnostics for multicollinearity, non-normal errors, and 
heteroskedasticity.
Multicollinearity occurs when the independent variables in the 
linear model are highly correlated. This may cause a high degree of fit, 
even though none of the independent variables may be significant. 
SpaceStat provides a way of measuring multicollinearity using a condition 
number based on Belsley et al (1980). A condition number of 20 to 30 is 
considered suspect (Anselin 1992). The customary remedy in this situation 
is a constrained model in which non-significant independent variables are 
dropped from the model. Since it is preferable to try to include as many 
explanatory variables as possible, multicollinearity will not be 
considered a problem unless it is very high (see Flint 1995, chapter 4).
Non-normal errors are a problem because they violate the assumptions 
needed for the diagnostics for heteroskedasticity and spatial dependence 
(Anselin 1992) . SpaceStat uses the Kiefer and Salmon (1983) test for non­
normal errors based on the residuals. Low probability means that tests for 
heteroskedasticity and spatial dependence which rely on normality must be 
interpreted with caution (Anselin 1992). While non-normality may be a 
nuisance, running a constrained model often provides relief from non­
normality.
Heteroskedasticity arises when the random regression error does not 
possess a constant variance over all of the observations (Anselin 1992). 
The presence of heteroskedasticity means that the OLS estimates are 
unbiased but not efficient; hence inference based on t and F statistics 
will be misleading and the measures of fit will be incorrect (Anselin
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
52
1992). This is a special problem for spatial analysis because regional 
differences in the relationships may be embedded in the models and 
heteroskedasticity helps to identify systematic regional 
differences (Anselin 1992).
In this study, for example, a multi-state geopolitical region such 
as the Deep South will surely reveal sub-regional variation. The presence 
of heteroskedasticity suggests intra-regional variation at a scale smaller 
than the theorized regions (Flint 1995) .The presence of heteroskedasticity 
means that robust methods may be employed, or heteroskedastic error models 
should be considered. It will also be found that sometimes a constrained 
model alleviates that problem as well.
SpaceStat provides diagnostics for heteroskedasticity. The first is 
the test by Breush and Pagan (1979) . The second is the test suggested by 
Koenker (1981) and Koenker and Basset (1982). The third is used if the 
errors are non-normal; in that case, the Bruesh-Pagan (BP) test is 
contaminated and the Koenker-Basset (KB) test is preferred (Anselin 1992) . 
The White test (White 1980) has power over unspecified forms of 
heteroskedasticity and it is preferred when there are at least 15 degrees 
of freedom (Anselin 1992).
Spatial Dependence
Diagnostic tests will be performed to determine if any of the OLS 
multiple regressions for each region suffer from spatial dependence. 
Spatial dependence is assessed by the levels of spatial autocorrelation in 
both the dependent variable (the Republican Vote) and in the error term 
(the residuals) . One form of spatial dependence arises from spatial 
autocorrelation in the dependent variable. This is referred to as spatial 
lag (Anselin 1992). A second form of spatial autocorrelation arises from 
spatial autocorrelation in the error term. This is known as the spatial
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error— there is spatial dependence in only the residual (error) terms 
(Anselin 1992).
Ignoring spatial lag means that the OLS estimates will be biased and 
inference based on standard regression models will be incorrect. This is 
analogous to omitting an important independent variable (Anselin 1992). A 
correctly specified spatial lag model is a mixed regressive, spatial 
autoregressive model and is defined as:
y=pWy+XB + s,
where Wy is a spatially lagged dependent variable, and rho is the spatial 
autoregressive coefficient (Anselin 1992).
The other case of spatial dependence is spatial error. Ignoring 
spatial error is equivalent to ignoring heteroskedasticity; the OLS 
estimator remains unbiased but it loses its efficiency since it ignores 




e =XWe + £,
the top equation is the multiple regression equation; note however that 
epsilon in the bottom equation is defined differently in the spatial error 
model. W-epsilon is a spatial lag for the errors. Lambda is the 
autoregressive coefficient; a positive and significant value means that 
the residuals are positively autocorrelated. Lambda is a corrective factor 
which induces normality in the error terms, and chi is a well-behaved 
error term with mean of zero and variance matrix s2I (Anselin 1992). Both 
the spatial lag and the well behaved error term causes a problem with
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simultaneity, and this requires use of a maximum likelihood procedure 
which includes the estimation of a nonlinear likelihood function (Anselin 
1992).
SpaceStat provides seven diagnostics for the detection of spatial 
dependence. Four detect spatial error and two detect spatial lag. The 
first test for spatial error is Moran's I as defined above. It is the 
least reliable of the tests (Anselin 1992 and Anselin and Rey 1991) . 
Consequently, it will be used with caution throughout the study. The 
second test is the Lagrange Multiplier suggested by Burridge (1980). The 
test is asymptotic and it follows a chi-squared distribution with one 
degree of freedom (Anselin 1992). It is defined as:
LMERR={e'We/s2)2/tr[W'w+W2] ,
where tr stands for the matrix trace operator, e is a vector of OLS 
residuals, s2=e'e/N is the ML estimator for error variance and W is the 
spatial weights matrix (Anselin 1992; also see Burridge 1980 and Anselin 
1988b). The third test is the robust procedure developed by Kelejian and 
Robinson (1992). This test unlike Moran's I and the Lagrange Multiplier 
does not require normality (Anselin 1992). This statistic is calculated 
from an auxiliary regression of cross products of residuals and cross 
products of the explanatory variables which are collected in a matrix Z 
with P columns. Formally, this statistic is:
KR=(y 'z 'Zy ) / (ot'a/hN),
where gamma stands for the coefficient vector in the auxiliary regression, 
alpha is the resulting residual vector, for a total of hn pairs of the 
cross product for all pairs of observation for which a nonzero correlation 
is postulated (Flint 1995 and Anselin 1992).
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The final test for spatial error is fairly new; it is robust to 
ignored spatial lag dependence and has performed well in a large number of 
Monte Carlo experiments (Anselin et al. 1996, Anselin 1995c, and Anselin 
and Florax 1995). This test is formally expressed as:
LM-EL=[eW1e/s2-T1(Rjp )-l(eW1y/s2)]2/[T1-T12(Rjp J'1],’P *P
with
(Rjp r̂ t̂ XpJMf̂ XpJ/s2]-1."P
where e is a vector of regression residuals from an OLS regression of y on 
X, Wi is a spatial weights matrix with Tj = tr (W/Wi+W2!) and tr is the 
matrix operator, s2=e'e/R (with R as the number of observations) is an 
estimator of error variance, Wj chi-beta is a spatial lag of the predicted 
values from an OLS regression of y on X, and M =I-X(X'X) -IX' is the 
familiar projection matrix, which is distributed as chi-squared with one 
degree of freedom (Anselin 1995c and Anselin and Florax 1995).
SpaceStat also presents diagnostics for spatial dependence. The 
first test is the Lagrange Multiplier for spatial lag by Anselin (1988b) . 
This test requires normality, is asymptotic, is distributed as chi-squared 
with one degree of freedom, and is expressed as:
LM ^ ^ e W y /s2P/{( WXb) MWXb/ s 2 +1 r [ NW+W2 ]),
where tr stands for the matrix operator, M=I-X(X'X) "‘X ’, y is a N by 1 
vector of observations on the dependent variable (the Republican Vote), e 
is a vector of OLS residuals, W is a spatial weights matrix, s2 is the ML 
estimator of error variance and b is a K by 1 vector with OLS coefficient 
estimates (Anselin 1992, also see Anselin 1988b and Flint 1995) . The
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second test is robust to the presence of local spatial error dependence 
and is formally expressed as:
LM-EL=le'H1y/s2-e'w1e/s2)2/[Rj -TJ .
»
This test shares the same notation as the robust Lagrange Multiplier 
spatial error test (Anselin 1995c, also see Anselin et al. 1996, Anselin 
and Florax 1995).
Spatial Error Models
If the diagnostics find substantial spatial error, a spatial error 
model will be used as noted previously. That model is the standard 
regression specification with a spatial autoregressive error term (Anselin 
1992). This model uses a maximum likelihood procedure. The model provides 
estimates that are consistent and usually unbiased estimates for the 
regression coefficients (beta) but not for the nuisance parameter of 
lambda (Anselin 1992). Lambda can be thought as a corrective factor which 
produces normally distributed error terms. The ML procedure is based on 
the assumption of normal errors and a likelihood function can be found 
that is a non-linear function of the parameters that must be maximized 
(Anselin 1992, also see Anselin 1988a for more details).
The spatial error model in SpaceStat reports three pseudo R2 measures 
since the regular R2 cannot be applied to models with non-spherical errors 
(Anselin 1992 and Anselin 1988b). Furthermore, three measures of goodness 
of fit for the maximum likelihood function are used to judge the model. 
Those are once again the log likelihood, Akaike Information Criteria 
(AIC), and Schwartz Criterion (SC). Likewise, the spatial error model in 
SpaceStat comes with diagnostics for heteroskedasticity— the BP 
statistics. Finally, SpaceStat provides diagnostics to test the 
appropriateness of the spatial error model. It provides the Likelihood 
Ratio (LR) test on the spatial autoregressive coefficient, lambda, the
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Wald test and Likelihood Ratio test for the common factor hypothesis. 
Basically, these three tests determine the appropriateness of the spatial 
error model i.e., is the spatial error model the right model chosen. 
Highly significant tests would indicate the need for a different approach. 
Since they would indicate the persistence of spatial error unaccounted for 
by the spatial error model and/or the appearance of spatial lag.
Soatial Lag Models
If the diagnostics indicate spatial lag dependence then a spatial 
lag model should be considered. There are two kinds of spatial lag models. 
One model based on an underlying assumptions of normality applies ML 
estimation— the other is more robust and uses instrumental variables (IV) 
(Anselin 1992). The former includes a spatially lagged dependent variable 
(Wy) as one of the explanatory variables, and Wy is a N by 1 vector of 
spatial lags for the dependent variable (Anselin 1992). A spatially lagged 
variable is a weighted average of the values in locations neighboring each 
observation (the Republican Vote) (Anselin 1992).
This model provides two pseudo R2 measures, since the traditional R2 
is not applicable (Anselin 1992) . One measure is the ratio of the variance 
of the predicted values over the variance of the observed values for the 
dependent variable (reported as R2 in SpaceStat); the second measure is the 
squared correlation between the predicted and observed values (Anselin 
1992) . Furthermore, as noted above, the best way to determine goodness of 
fit for the spatial lag model is based on the likelihood function (Anselin 
1992) . These are the AIC and SC and the value of the maximized log 
likelihood. When comparing this model, to the standard regression model, 
the measures with the lowest values indicate the better model (Anselin 
1992).
SpaceStat also provides specification diagnostics. These include the 
Bruesh-Pagan test noted above and the spatial BP statistic for
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heteroskedasticity, which includes the adjustments needed for the Lagrange 
Multiplier (Anselin 1992, Anselin 1988a, and Anselin 1988b, chapter 6). 
Other tests include a Likelihood Ratio (LR) test for spatial lag 
dependence. This test of the spatial autoregressive coefficient rho is 
equal to twice the difference between the log likelihood in the spatial 
lag model and the log likelihood in a standard regression model with the 
same independent variables; it is distributed as a chi-squared variate 
with one degree of freedom (Anselin 1992). The other test is a test for 
spatial error dependence. If the spatial error model is the correct one, 
then no spatial error should remain in the residuals (Anselin 1992). The 
test known as the Lagrange Multiplier test for spatial error 
autocorrelation in the spatial lag model (Anselin 1988b) and it is defined 
as:
LMERR= (e'We/s2)2/{tr(W'w+W2) - tr(W'W+W2) A -1, var(p)},
where
A-'-d-pW)_1,
e represents the residuals in the ML estimation, s2 the estimated error 
variance, W the spatial weights matrix, and var(rho) the estimated 
asymptotic variance for the spatial autoregressive coefficient (Anselin 
1992; also see Anselin 1988a and Anselin 1988b). This test is 
asymptotically distributed as chi-squared with one degree of freedom 
(Anselin 1992). A significant test may indicate that a spatial lag model 
is not the appropriate model since not all of the spatial lag dependence 
has been accounted, and other models may be explored (Anselin 1992).
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Spatial Lag Models IV
Spatial lag dependence may also be estimated by instrumental 
variables (IV) methods. This alternative to ML estimation is robust to 
non-normal errors (Anselin 1992). SpaceStat provides an application of 
instrumental variables (IV) to the spatial lag model, and it also uses the 
IV estimator to create a bootstrap process (Anselin 1992). This model is 
similar to the spatial lag ML model. The instrumental variables Q are 
theoretically strongly correlated with the original variables Z, but 
asymptotically uncorrelated with the error term (Anselin 1992). These 
instruments are used to construct a proxy for the endogenous variables, 
defined as their predicted values in a regression on the instruments and 
the exogenous variables. This proxy is used in a standard least squares 
regression— this is a two-stage-least squares estimate:
QIV=[{Z'Q) ( Q'Q) ~l (Q'Z) ] (Z'Q) [Q'Q)-lQ'y,
where theta is a K+l vector with the estimate rho as the first element, 
followed with the estimates for beta; and Q is a N by P matrix of 
instruments which includes the exogenous variables (Anselin 1992; also see 
Bowden and Turkington 1984 and Anselin 1980, 1984, and 1988b for more
details of this process). In this study the instrumental variables are 
spatially lagged independent variables such as black population or median 
income. Kelejian and Robinson (1992) have demonstrated that this is the 
best method for spatial models (Anselin 1992). When this model is used, 
the instrumental variables will be created by transforming each 
observation into its spatial lag, that is, by the weighted average of the 
values in locations neighboring each observation (Anselin 1992). Like the 
spatial lag ML estimation, measures of pseudo R2 are used to determine 
goodness of fit.
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The final spatial lag model uses the robust bootstrap. The bootstrap 
exploits the randomness that is present in artificially created resampled 
data sets as the basis for statistical inference (Anselin 1992). According 
to Anselin (1988b and 1990a), the approach to bootstrap estimation must be 
based on the residuals in spatial lag models. There are two steps to the 
bootstrap process which is based on the procedures suggested by Freedman 
and Peters (1984a and 1984b) (Anselin 1992). The first step carries out an 
instrumental variation equation, which provides an estimate for the error 
vector e in the form of residuals:
e=y-pWy-Xp .
In this equation, rho and beta are replaced by their IV (instrumental 
variable) estimates (Anselin 1992). The second step generates pseudo error 
terms by random resampling with replacement from the error vector; the 
vector of pseudo observations on the dependent variable is then computed 
for each set of N resampled residuals as:
yr=(I-pW) ”l (Xp+er),
where X is the fixed exogenous variables, and rho and beta are replaced by 
their IV estimates. (Anselin 1992). The estimates for rho and beta in the 
resampled data sets are obtained by instrumental variables using Wyr as the 
spatial lag. This procedure is repeated a number of times to generate an 
empirical frequency distribution for rho and beta (Anselin 1992 also see 
Anselin 1988b and 1990a). The criteria and methodology for choosing 
instrumental variables are the same as for IV estimation. Finally, because 
the IV and bootstrap approach are robust methods, SpaceStat does not 
provide specification diagnostics.
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Conclusion
This chapter has outlined the methodologies used in this 
dissertation. This study first employs exploratory spatial analysis. It 
then engages OLS multiple regressions with specification and spatial 
diagnostics. These diagnostics identify the most appropriate models for 
testing the hypotheses. When indicated the models used to test the 
hypothesis take into consideration heteroskedasticity and or spatial 
dependence.
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CHAPTER V 
THE REPUBLICAN VOTE IN THE SOUTH
This chapter provides a spatial analysis of the Republican Vote in 
the South as a whole for the period 1948-1996. It then presents a robust 
multiple regression analysis for the entire study area from 1948 to 1996. 
Spatial Analysis of the Study Area
Figures 2 to 27 map the Republican vote at the county/parish level 
for every presidential election in the South from 1948 to 1996. The vote 
is presented in map pairs. In the first pair, the Republican vote is 
partitioned into quartiles with approximately 250 counties/parishes per 
category. The maps reveal that the vote is spatially clustered throughout 
the South. The companion map presents the local Moran for the Republican 
Vote— local Morans are local indicators of spatial association (LISAs) as 
discussed in Chapter IV. The second map measures the degree of spatial 
clustering. If a county/parish has a Z-value probability of at least .05, 
it is considered spatially autocorrelated with surrounding counties or 
parishes. Table 1 summarizes the Republican vote at the state level for 
the ten states of the study. Table 2 provides a summary of the Republican 
vote and the associated local Morans for the counties and parishes.
As noted in Chapter IV, Moran's I also assigns a global measure of 
spatial clustering. High and significant values for Moran's I and the 
associated standardized Z-values means that similar values are clustered. 
Table 3 lists the results of the Moran's I test for spatial 
autocorrelation using the randomization assumption during the study 
period. The average of all local Moran's in Table 2 for each county is
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The Republican Vote Spatial Autocorrelation 1952
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The Republican Vote Spatial Autocorrelation 1964
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Figure 15
The Republican Vote Spatial Autocorrelation 1972
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Figure 19
The Republican Vote Spatial Autocorrelation 1980
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The Republican Vote Spatial Autocorrelation 1984
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The Republican Vote Spatial Autocorrelation 1992
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Presidential Republicanism in the South 1948-1996
E le c AL AR FL GA L A MS NC SC TN TX RS REV*
1948 S .R . Dem. Dem. Dem. S .R . S .R . Dem. S .R . Dem. Dem. 0 0%
1952 Dem. Dem. R ep. Dem. Dem. Dem. Dem. Dem. Rep. R e p . 3 39%
19 56 Dem. Dem. R ep. Dem. R e p . Dem. Dem. Dem. R ep. R e p . 3 47%
19 60 Dem. Dem. R ep. Dem. Dem. Dem. Dem. Dem. R ep. Dem. 2 18%
1964 R e p. Dem. Dem. R e p . R e p . R ep. Dem. R e p . Dem. Dem. 5 41%
1968 G.W . G.W. R ep. G.W. G.W G.W . R ep. R e p . R ep. Dem. 4 40%
1972 R e p. Rep. R ep. R ep . R e p . R ep . R ep. R e p . R ep. R e p . 10 100%
19 7 6 Dem. Dem. Dem. Dem. Dem. Dem. Dem. Dem. Dem. Dem.. 0 0%
19 80 R ep. Rep. R ep. Dem. R e p . R ep. R ep. R e p . R ep. R e p . 9 91%
1984 R ep. Rep. R ep. R ep . R e p . R ep. R ep. R e p . R ep. R e p . 10 100%
1988 R ep. Rep. R ep. R ep. R e p . R e p . Rep. R e p . R ep. R e p . 10 100%
1992 R e p. Dem. R ep. Dem. Dem. R ep. R ep. R e p . Dem. R ep. 6 71%
19 96 R e p. Dem. Dem. R ep. Dem. R ep. R ep. R e p . Dem. R e p . 6 62%
The postal abbreviations are used to identify each state.
Dem. means that the Democrats won the state's electoral votes and Rep. 
means that the Republicans won the state's electoral votes.
S.R. indicates that the States' Rights ticket of Thurmond and Wright won 
the state's electoral votes.
G.W. indicates that George Wallace won the state's electoral votes.
RS indicates the number of states in the ten-state study area won by the 
Republican Party.
REV% equals the percentage of the electoral vote won by the Republican 
Party in the ten-state study area.
Note: the Republican Party has won Virginia every year except for 1948 and 
1964.
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Table 2
Local Moran Summary South 1948-1996




Standard Deviation of 
Local Moran
1948 0.732406 18.33119 1.492086
1952 0.671508 41.49159 0.899300
1956 0.723345 39.68283 0.819543
1960 0.682398 38.88667 0.954448
1964 0.831679 50.15569 1.117521
1968 0.769446 27.97144 1.088891
1972 0.486153 71.16168 0.883270
1976 0.560351 38.35548 0.808999
1980 0.578846 47.40954 0.916961
1984 0.473671 60.63919 0.939001
1988 0.447480 56.33606 0.982905
1992 0.485645 40.75238 0.863796
1996 0.499981 45.10898 0.965019
The mean and standard deviation of the local Moran is derived from the 
distribution of the local Moran over all 1010 observations.
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Table 3
Moran's I Test for Spatial Autocorrelaton South 1948-1996
Elec Weight I Mean St.Dev. Z-VALUE PROB
REP48 SOUTH 0.7324061 -0.001 0.018918 38.767297 0.00
REP 5 2 SOUTH 0.671508 -0.001 0.018941 35.505695 0.00
REP56 SOUTH 0.7233447 -0.001 0.018944 38.236634 0.00
REP60 SOUTH 0.6823978 -0.001 0.018941 36.080448 0.00
REP64 SOUTH 0.8316787 -0.001 0.018941 43.961041 0.00
REP68 SOUTH 0.7694462 -0.001 0.018938 40.682804 0.00
REP72 SOUTH 0.4861527 -0.001 0.018916 25.753142 0.00
REP76 SOUTH 0.5603514 -0.001 0.018941 29.635945 0.00
REP80 SOUTH 0.578846 -0.001 0.018940 30.614702 0.00
REP84 SOUTH 0.4736706 -0.001 0.018931 25.073388 0.00
REP88 SOUTH 0.4474798 -0.001 0.018932 23.688914 0.00
REP92 SOUTH 0.4856455 -0.001 0.018937 25.697706 0.00
REP96 SOUTH 0.4999811 -0.001 0.018935 26.457340 0.00
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equal to Moran's I in Table 3 for every election. The mean of I* will equal 
the global I up to a factor of proportionality (Anselin 1995b). Figure 28 
graphs the Z-values through time of our study area for Moran's I. A graph 
of Moran's I and its associated Z-value would reveal the same pattern. 
Both, Moran's I and its associated Z-values decrease through time. In 
other words, the Republican vote in the South has become less spatially 
autocorrelated through time, i.e., The Republican vote becomes more 
diffuse or common throughout the South. Hot spots (high Republican votes) 
and cold spots (low Republican votes) of Republican voting from 1972 
onward become smaller and more patchy. From 1948 to 1996, Tables 2 and 3 
and Figure 28 reveal a saw-toothed pattern of decreasing spatial 
autocorrelation of the Republican vote.
That is not surprising since the South has become the Republican
Party's main area of strength in presidential elections. Republican
candidates had to convince white Southerners in states such as South 
Carolina and Mississippi to vote Republican. In other words, they had to 
undermine Key's (1949) black-threat hypothesis which tied black-belt 
whites to the Democratic Party. With more Southerners embracing the 
Republican Party, their votes became less spatially clustered unlike the 
pattern in 1948.
In 1948 (Figures 2 and 3), spatial clusters of low Republican voting 
can be found in Mississippi and South Carolina. That was the year that 
governors Strom Thurmond of South Carolina and Fielding Wright of 
Mississippi ran on the States’ Rights ticket against Harry Truman and 
Thomas Dewey. Shelley et al. (1996) call the election of 1948 a Southern 
revolt election as Thurmond led a revolt of Deep Southerners who were 
angry about Harry Truman's civil rights plank in the 1948 Democratic 
platform. But Thurmond represented the conservative interests of Deep-
South elites as well (Phillips 1969 and Bartley 1995). Almost the entire
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Figure 28 
Moran's I Z-Values South 1948-1996
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states of South Carolina and Mississippi are cold spots (low votes) of 
Republican Voting, while Appalachia and Southern Florida are hot spots 
(high votes) of Republican voting. As Table 2 indicates the 1948 election 
was one of high spatial autocorrelation and very low Republican voting.
The elections of 1952-1960 adhere to the 1948 pattern more or less 
to a lesser degree with some exceptions (Figures 4-9). In 1952, hot spots 
appear in Texas, South Carolina, South Florida, and the Appalachians while 
cold spots appear in Georgia and Alabama. Nineteen fifty-six follows the 
same pattern; Louisiana reveals a hot spot of high Republican voting while 
the rest of the Deep South is cold. Nineteen sixty follows the pattern of 
hot spots in South Florida and Appalachia, but Louisiana and the rest of 
the Deep South (except for South Carolina) are cold. Shelley et al. (1996) 
identify the elections of 1952) 1956, and 1960 as transitional elections; 
Democratic candidates muted their support of civil rights to win 
Democratic voters. But if one interprets the Dixiecrat vote as a protest 
of wealthier white Southerners, the logical conclusion is that many of 
them did in fact make the jump to the GOP. It happened in 1952 and 1960 in 
South Carolina and in 1956 for Louisiana (Phillips 1969). Eisenhower was 
the first Republican to attract middle to upper class white Southerners. 
His status as a war hero also helped. Many white Southerners justified 
their vote for Eisenhower on the belief that he was the most qualified man 
to be president.
But many middle and working class white Southerners still supported 
the Democratic nominee from 1952 to 1960. Hot spots of the Republican vote 
were still clustered in the highlands and South Florida (a Northern 
migrant region). The GOP in general still had limited and inconsistent 
appeal beyond their traditional highland and South Florida base. In sum, 
the elections of 1952-1960 are elections of high spatial autocorrelation 
and low Republican voting with consistent support in South Florida and the
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mountains and inconsistent support in the Deep South (Table 2 Figures 4-9 
and 28) .
Nineteen sixty-four deserves notice as an election of high spatial 
autocorrelation both globally and locally in the South (Tables 2 and 3 and 
Figures 10-11 and 28). The Republican vote is spatially characterized by 
a large hot spot in the Deep South. The GOP did well in the five 
traditionally Deep-Southern states with the candidacy of Barry Goldwater; 
his opposition to the Civil Rights Act of 1964 was well-known and well- 
received by many Southerners. This election was also the last before the 
Voting Rights Act of 1965. Prior to 1965, blacks were effectively 
disenfranchised or voted at artificially low levels in the Deep South. 
White Southerners voted for Barry Goldwater to protest Lyndon Johnson's 
support of the Civil Rights Act of 1964. Also unique is the great spatial 
cluster of low Republican votes in Texas; Texans cast most of their votes 
for fellow Texan, Lyndon Johnson.
In 1968 the Deep South reverts back to its 1948 pattern as white 
Southerners in this region cast their votes for George Wallace. This 
election has high spatial autocorrelation and low Republican voting. The 
Republican vote is characterized by cold spots in the Deep South and hot 
spots in the highlands, South Florida, and West Texas. Wallace of Alabama 
ran for president as a populist opposed to the civil-rights agenda of the 
Democratic Party. The popular interpretation of Wallace as the man who 
represented the resentments and views of middle-to working-class white 
Southerners is well established (see Carter 1995) . Wallace voters were 
making a stop-gap protest vote before turning to Nixon in 1972 and 
thereafter to Reagan and Bush (see Webster 1996).
That transition to the Republican Party is especially evident in 
1972 and after. Spatially, the Republican vote experienced a dramatic 
decline in the degree of spatial autocorrelation, and the mean of the
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Republican vote at the county/parish level was 71.1 percent— that figure 
represents the highest mean ever (Tables 2, 3 and Figure 28). Figures 14 
and 15 reveal that large, state-sized hot or cold spots disappeared. Only 
fragments of Florida and Southwestern Texas appear as hot and cold spots, 
respectively. The spatial resistance in the Deep South among white voters 
was broken. The dramatic rise in Republican voting is inversely related to 
the dramatic decline in spatial autocorrelation from four years earlier. 
High proportions of Republican voting had diffused over the South.
Nixon saw the ultimate triumph of his "Southern Strategy" in 1972, 
four years after the Wallace challenge. Nixon was cognizant of the growth 
of middle-and upper-class Republicanism in the South and supported 
economic conservatism. Plus, as Carter (1995) observes many Republican 
ideas (e.g., the politics of resentment) were borrowed from George Wallace 
in order to win votes from working- and- middle-class white Southerners. 
These ideas included: contempt for the federal government— its policies 
and bureaucrats; disdain for limousine liberals who wanted to force busing 
but sent their own children to private schools; disapproval of Vietnam War 
protestors and their university professors; and resentment of the gains of 
the Civil Rights' Movement. But Nixon also was helped by the Democrats in 
1972. The Democrats and the Democratic convention were portrayed as "anti­
religion and pro-drugs, anti-profit and pro-welfare, anti-family and pro­
abortion, anti-farmer and pro-migrant worker, anti-Saigon and pro-Hanoi, 
anti-armed forces and pro-draft dodger" (Ambrose 1987, p.579). Nixon's 
support of conservative Republican economic and social policies, of law 
and order, and his non-support of Civil Rights issues reshaped Southern 
political geography from 1972 onward.
Shelley et al. (1996) identified the period from 1972-1992 as a 
Second Reconstruction Era of Southern presidential electoral geography. 
Nineteen ninety-six can be placed in this era as well. Tables 2 and 3 and
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Figures 17-27 reveal this era as one of fading spatial autocorrelation and 
rising Republican voting. Table 1 also shows that from 1972 to 1996, 
except for 1976, the GOP won a majority of states and electoral votes. 
From 1980 to 1996 the GOP has found its greatest success in the South. The 
cold spots of Republican voting have been relegated to black-belt areas of 
the Deep South, portions of French and black-belt Louisiana (especially in 
1992 and 1996), Mexican-influenced areas of Texas and the home states of 
Southern Democratic candidates, namely Jimmy Carter's Georgia in 1976 and 
1980, Bill Clinton's Arkansas in 1992 and 1996, and A1 Gore's Tennessee in 
1992. The election of 1996 stands out locally with scattered and somewhat 
large cold spots in Arkansas and Louisiana and hot spots in West Texas 
even though the global indicator (Moran's I) is not as high as the map 
suggests (Figure 27). Clinton/Gore also won Louisiana (1992 and 1996), 
Georgia (1992), and Florida (1996).
Smaller scale hot spots of Republican voting include most of the 
Florida Panhandle, West Texas, South Florida, and a reduced area of 
Appalachia. In 1984 and 1988, when the GOP faced Northern Democrats, 
spatial autocorrelation as measured by Moran's I (Table 3 and Figure 28) 
was at its lowest and the mean of the Republican vote by county was over 
60 and 56, percent respectively. Republicans did best in the South when 
there was a clear contrast against Northern liberal candidates (Black and 
Black 1992) . From 1980 to 1996, the spatial resistance to Republican 
voting was lowered and Republican voting was consistently high. Spatial 
autocorrelation was at its lowest in 1972, 1984, and 1988. Except when it 
faced native-sons, the GOP has been successful in breaking white Southern 
spatial resistance to Republican voting.
Reagan added an important element to this success in his wooing of 
religious conservatives in 1980. Jerry Falwell, a well-known Southern 
Baptist preacher and host of a Christian televison show, and his
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organization, the Moral Majority, went against fellow Southern Baptist 
Jimmy Carter and supported Reagan (Black and Black 1992 and Hill 1982). 
The winning over of Bible-belt and usually rural whites from 1980 to 1988 
reduced large scale hot or cold spots of Republican voting. Furthermore, 
Reagan declared that he would increase defense spending and America's 
military strength. He combined a "get-tough" foreign policy, Nixon's 
racial, social, and economic conservatism, and a pleasant, optimistic, and 
cheerful personality. He also possessed a wonderful gift for rhetoric. 
These are things that played well on W.J. Cash's (1941) Southern Mind.
Cash's Southern Mind was fond of rhetoric, romance, individualism, 
and quick-trigger responses to those who would challenge one's character 
or besmirch one's honor. Reagan's rhetoric, depicting the Soviet Union as 
an atheist-communist state challenging the honor of the United States, had 
sizable appeal in the South. As Cash (1941) noted, anti-communism has a 
long history in the South. Labor movements had been crushed by equating 
labor unions and strikers with communism and atheism and "social equality 
with the Negro" (Cash 1941, p. 353) .
With communism a dead or dying threat in the 1990s, the GOP has 
faced new challenges in the South with the arrival Bill Clinton. 
Possessed by political skills unseen since Reagan, and despite being 
dogged by Whitewater and sex scandals, Clinton has been a popular 
president. He reaped the benefits of an economic recovery from the 
recession of the early 1990s and of a new era of Pax Americana. He has won 
a combination of Rim and Deep Southern States in his two victorious 
campaigns. The elections of 1992 and 1996 thus produced an increase in the 
spatial autocorrelation of the Republican vote. As noted earlier, native- 
son voting created spatial resistance, but Clinton's political skills and 
lackluster Republican campaigns should be noted as a factor in this 
increased spatial autocorrelation.
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Spatially, the Republican vote from 1948 to 1996 saw a saw-toothed 
decline in spatial autocorrelation as the GOP has become more successful 
(Tables 1 and 2) . The elections from 1948-1996 can also be generalized 
into two eras. The first era from 1948 to 1968 can be generalized as an 
era of high spatial autocorrelation and low Republican voting. Table 1 
reveals that the GOP won the minority of states and electoral votes in the 
South. This was the Republican Minority Era. From 1972 to 1996, the levels 
of spatial autocorrelation in the South lowered and Republican voting 
rose. Table 1 reveals that the GOP won a majority of the states and 
electoral votes in the South. To paraphrase Phillips (1969)the latter era 
can be called the Republican Majority Era. The first era saw higher 
spatial resistance to Republican voting and lower votes, and the second 
era saw lowered spatial resistance to Republican voting and higher 
Republican votes.
Regression Analysis of the Republican Vote’ Minority Era
The following sections deploy a multi-variate approach within the 
nine regions and two eras of Republican voting in the South. I employ a 
robust method in an OLS regression for the entire South. It is best to 
begin with a robust method if one suspects that heteroskedasticity will be 
a problem because this approach is unhindered by heteroskedasticity 
(Anselin 1992). Moran's I indicates that the Republican vote is highly 
spatially dependent and hence non-normality and heteroskedasticity are 
likely problems. In the regression analysis, the dependent variable is the 
percentage of the Republican vote by county/parish and the independent 
variables are the proportions of blacks, Southern Baptists, those holding 
a college degree, residents non-native to the South, and urban 
populations, along with median family incomes.
This regression also includes regional dummy variables. The 
introduction of regional dummies serves as a test of the validity of the
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nine geopolitical regions of the South. The dummies will be administered 
using the N-l method, that is, there are eight regional dummy variables 
with the Deep South region acting as a control region in order to make 
comparisons between regions. The Deep South will not appear as a dummy 
variable but the method allows one to gage how the other regions perform 
vis-a-vis the Deep South. A positive coefficient indicates that a region's 
support for the GOP is greater than in the Deep South and negative 
coefficients the converse.
Figure 29 graph's the adjusted R2 for the entire study area from 1948 
to 1996; Table 4 lists these coefficients as well as their constants. 
Appendix A presents the full results of the robust inference from 1948 to 
1996. The graph reveals trends and volatilities of the model. Tables 5 and 
6 present the coefficients for the social-economic and regional dummy 
variables. Tables 5 and 6 can be interpreted in two ways. Reading across 
rows per year one can determine which variables per election are 
significant, the strength of the coefficients, and the direction of the 
coefficients. Reading in columns one can track a variable's behavior 
through time. Blank spaces indicate the variable was not available or not 
used in a constrained model. In sum, the coefficients and significance for 
the dummy regional variables from 1948-1968 indicate strong regional 
influences. The coefficients for the regional dummy variables are higher 
than the socio-economic variables. This is not to suggest that region is 
the paramount or most important factor, but rather that region is 
important, and the scheme used in this study has validity.
A great number of the structural variables from 1948-1968 are 
significant as are regional dummies. Together these offer fairly powerful 
explanatory variables of the Republican vote since 1948.
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Graph of Adjusted R2 for the South 1948-1996
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Table 4
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Table 5
Explanatory Variables South 1948-1996 
Coefficients and Standard Deviations 
OLS Robust Model

























































































































































* significant at .01, **significant at .05 
Standard deviations in parenthesis
Coefficients are based on Jackknife Variance Estimate
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Table 6
Regional Explanatory Variables South 1948-1996 
Coefficients and Standard Deviations 
OLS Robust Model

















































































































































































































♦significant at .01, **significant at .05 
Coefficients based on Jackknife Variance Estimate 
Standard deviations in parenthesis
ETX=East Texas; WTX=West Texas; MTX=Mexican Texas; FRLA=French Louisiana; 
OZA=The Ozarks; SFL=South Florida; MSO=The Mountain South; PCSO=Piedmont 
Up-Country. The Deep South is not included and used as a control region. 
Negative coefficients indicate that the geopolitical region voted at 
lesser degrees than the Deep South and positive coefficients mean that the 
region voted at greater degrees than the Deep South for the Republican 
Party.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
105
Examining the variables over time with significance levels at .01 or 
.05, we see that black population is significant in all but two elections 
from 1948 to 1996 (1952 and 1976) and it is negatively associated with the 
GOP in all elections except 1964— that was the year of the Goldwater 
candidacy. After the Voting Rights Act of 1965, areas with high black 
population still rejected the GOP. Income is first significant and 
positive in 1956 and then in every election from 1964 to 1996. Income did 
not emerge as a consistent factor until the fifth election in the study 
period, i.e., later than previously theorized. Turning to religion, the 
Baptist population variable is negative and significant from 194 8 to 1968 
and positive in 1972 and 1984-1996. That represents a significant change 
in the loyalties of who switched from the Democratic to Republican column. 
Education is significant and positively related to the Republican vote 
from 1948 to 1964 and in 1976 and 1980. It is negative and significant in 
1972. Migration has not been a consistent factor until recently. It is a 
positive factor in 1980 and negative in 1964 and most recently negative in 
1992 and 1996. Urbanism is significant in only two elections— in 1948 and 
197 6, this is contrary to the theory that urbanism was a leading factor in 
the growth of Republicanism.
The regional dummy variables paint an interesting picture (Table 6) . 
Please remember that the Deep South is not reported, it acts as a control 
variable to gage the behavior of the other regions in relation to the Deep 
South. Positive signs mean that a region gave Republicans more support 
than the Deep South and negative signs mean the converse. Years will be 
reported only if they are statistically significant at the .01 or .05 
levels.
East Texas is significant from 1948 to 1972 and from 1984 to 1992. 
The region is positive from 1948 to 1960 and 1968, i.e. it voted more 
Republican than the Deep South; it is negative in 1964 and 1972 and from
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1984 to 1992 it is less Republican than the Deep South. West Texas is 
significant and positive from 1952 to 1960, 1968, 1976, 1980, and 1996
meaning that it gave the GOP more support than the Deep South. The region 
is negative and significant in 1964, 1972, 1984 and 1996 meaning that the 
region voted less Republican than the Deep South. Mexican Texas voted more 
Republican than the Deep South in 1952 and 1956, and 1968, but in 1964, 
1972 and from 1980 to 1996 it gave less support to the GOP than the Deep 
South.
French Louisiana gave more support to the GOP than the Deep South 
from 1952 to 1956 but from 1960, 1964, 1972 and from 1984 to 1996 it has 
given less support to the GOP than the Deep South. The Ozarks gave more 
support to the GOP from 1948 to 1960, 1968, and 1980, but less support in 
1964, 1972, and in 1992 and 1996 than the Deep South. South Florida gave 
more support to the GOP from 1948 to 1960 and from 1968 to 1976 than the 
Deep South. In the other elections it is insignificant. The Mountain South 
is significant and gave more support to the GOP from 1948 to 1960, 1968, 
and 1976. The Mountain South voted less Republican in 1964, 1972 and from 
1984 to 1988. The Piedmont Up-Country voted more Republican in 1948 and 
1968 and less Republican than the Deep South in 1964 and from 1972 to 
1996. In summary, the Peripheral South in general gave more support to the 
Deep South from 1948 to 1968 except for 1964 and less support than the 
Deep South from 1972 to 1996. The Deep South has moved from being the 
worst region to the best region of Republican support. Regional 
differences have played a key role in the South and structural 
determinants paint an interesting picture as well.
Now, this chapter examines the role of the independent variables in 
each election from 1948 to 1996. In 1948 urbanism and education report 
significant and positive associations with the Republican vote, while 
black and Southern Baptist populations report significant and negative
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associations with the Republican Vote (Table 3 and Appendix A) . These 
results for 1948 confirm three things. First, that racial concerns in this 
era of black disenfranchisement were paramount in the Deep South. The 
regions with smaller black populations voted significantly more for the 
GOP while regions with larger black populations voted for other parties—  
Key's black-threat hypothesis was alive and well in 1948. All regions 
except for West Texas, Mexican Texas, and French Louisiana have 
significant and positive coefficients. Second, a more urban Southern 
population outside of the Deep South was creeping toward the GOP. Third, 
race was a factor. Fourth, peripheral regions gave the GOP more support 
than the Deep South.
Region and social-economic factors were also important from 1952 to 
I960— -the transitional era identified by Shelley et al. (1996) This era is 
strongly associated with economic Republicanism (Black and Black 1987 and 
Strong 1955 and 1960). Significant socioeconomic variables include black 
population (1956 and 1960), college education, migration (1956), and 
Southern Baptist populations (Table 5) . Southern Baptist population is 
negatively associated with Republican voting as is black population. 
Phillips (1969) found that Dixiecrat areas voted for Eisenhower in 1952. 
Education ranked as the most important positive explanatory variable with 
race second in 1956 and 1960.
All the regions except for the Piedmont Up-Country are positively 
associated with the Eisenhower vote in 1952. Eisenhower won rim southern 
states such as Texas, Florida, Virginia, and Tennessee. Eisenhower's best 
region according to the beta coefficients was the Mountain South, followed 
by South Florida, and West Texas.
In 1956 Eisenhower won the same states as in 1952. Plus, he added 
Louisiana. A look at the socioeconomic variables (Table 5) shows that 
education, income, and migration are positively associated with the
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Eisenhower vote while race and Baptists are negatively associated. Every 
geopolitical region in 1956, except for the Up-Country Piedmont had 
significant and positive associations with the Republican vote.
Although Richard Nixon lost every Deep Southern state he earned the 
votes of higher educated Southerners in 1960, while black population and 
Southern Baptism were negatively associated with Republicanism. This 
suggests that more educated Southerners were becoming permanent Republican 
voters, but in this era of black disenfranchisement white voters in the 
Deep South generally clung onto their Democratic ties. The heavily Roman 
Catholic French Louisiana voted strongly for Catholic Kennedy. Nixon was 
able to repeat Eisenhower's performance in South Florida, the Southern 
Highlands, and East and West Texas. Table 6 reveals that the majority of 
the regions possessed positive and significant coefficients indicating 
that they voted for the GOP at levels greater than the Deep South. In sum, 
these elections suggest that better educated Rim Southerners were making 
the move to the Republican Party. But, the Bible-belt and black-belts of 
the Deep South were voting Democratic. Education was the only positive and 
significant socioeconomic variable while black and Baptist populations 
constituted a drag on Republican voting (Table 5).
A different picture emerges in 1964. The results are similar to 1956 
with five significant variables, but signs reversed for three variables. 
Black populations and Baptist populations turned positive and migration 
switched to negative. With regard to the socioeconomic variables, higher 
levels of black population, Baptist populations, higher educated 
populations, and higher levels of income are associated with increased 
support for Barry Goldwater (Table 5) . Of those variables, education 
levels, black populations, and Southern Baptist populations rank as the 
most influential on the Republican vote. As noted earlier, Goldwater's 
criticism of the Civil Rights' Act in the pre-Voting Rights Act South won
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him the votes of many white Southerners. Especially noteworthy is 
Goldwater's lack of support in any geopolitical region (Table 6) except 
South Florida. All regions have negative coefficients indicating that 
Goldwater had little appeal beyond the Deep South. This is also reflected 
at the state level as Goldwater lost every Rim Southern state. Goldwater's 
appeal among migrants was also negative in the South as well. This 
evidence indicates that in the last election before the Voting Rights Act 
of 1965, educated and Baptist white Deep Southerners especially in high 
black population areas were voting Republican.
Nineteen sixty-eight follows the pattern of 1948 and the model works 
well in this election. Once again, region is important. All regions except 
for French Louisiana have significant and positive coefficients— meaning 
that these regions supported Nixon more than the Deep South (Table 6 and 
Appendix A) . Also as in 1948, black populations and Southern Baptist 
populations had negative and significant coefficients (Table 5); 
education, while not significant in 1948, appears as the most influential 
variable and remains the highest ranked socioeconomic variable. Renegade 
Democrat, George Wallace did well in the Deep South just as Strom Thurmond 
did in 1948. Virtually the entire states of Alabama and Mississippi 
appears as a spatial cluster of low Republican votes. Figure 11 and 12 
shows that much of the Deep South save South Carolina rejected Nixon. 
Senator Strom Thurmond, now a Republican, backed Nixon.
Furthermore in 1968, education and income (Table 3) are positively 
associated with Nixon. That better educated and wealthier voters supported 
Nixon confirms virtually all the previous scholarship, provided that 
region is incorporated into the analysis. The results suggest that in 1968 
a coalition of middle-to upper-class white Southerners in the Rim South 
voted Republican— a trend that began in the 1950s and continued to the end 
of the Republican Minority Era.
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In conclusion, economic Republicanism was paramount during the 
Republican Minority Era; race plays an important factor as well, working 
against the Republicans except for 1964. In this era, wealthier, and more 
educated Southerners made significant contributions to the growth of the 
Republican party in the South. Neither urbanism nor migration were 
especially important structural determinants. These social and economic 
factors were accelerated in the Rim South.
Regression Analysis of The Republican Vote Majority Era
During the Republican Majority Era, 1972 to 1996, different factors 
shaped the Republican vote. Once again Figure 29 graphs the R2, measure of 
goodness of fit. From 1972 onward, the model's fit is poorest when the GOP 
faced a Southerner and lost nationally, as it did in 1976, 1992, and 1996. 
The 1972 election stands out as a point in transition. In this election 
Nixon won two-thirds of the vote in three-fourths of the counties/parishes 
of the South— a figure unseen since in the South. His victory was so 
overwhelming and so total as to suggest that his appeal cut across all 
classes of white Southerners.
Furthermore, in this election liberal George McGovern offered a 
clear contrast to Nixon, the right-wing Republican, for white Southerners 
(Black and Black 1987). That election the socioeconomic variables (Table 
5) of black population and education are significant and negatively 
associated with the Republican vote, while income and Southern Baptist 
populations are significant and positively associated with Nixon’s vote. 
The inverse relationship of education and Republican voting supports 
Carter's (1995) and Scher's (1992) notion that Nixon co-opted many of 
Wallace's populist ideas. Also the Republican vote goes down as black 
population rises. African-American voters voted Democratic. As for the 
regional dummy variables, all regions except for South Florida (which is 
insignificant) are negatively associated with the Republican vote. Thus,
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the Deep South was the primary region which supported the GOP. Of note is 
the switch of Southern Baptist voters to positive associations with the
Republican vote. The Bible-belt became Republican in this election. The
largest and most influential religion in the South became positively 
associated with the GOP and since then the GOP has been the dominant party 
in this region. This is also coincides with a gradual and later permanent 
reduced era of lowered spatial clustering of the Republican vote.
The Republican Majority Era also reveals a slight decline in the 
explanatory power of the regional dummy variables, while the socioeconomic 
variables remain powerful explanatory factors (Table 6) . In 1976 all 
socioeconomic variables (migration is insignificant) except for Baptist 
and black population (Table 5) are significant and positive explanatory 
variables. As Southerners became better educated, wealthier, and more
urban they increasingly voted Republican. In 1976 when the GOP lost the
national election and ten Southern states to Jimmy Carter. Only West 
Texas, South Florida, and the Mountain South (Table 6) are positively 
associated with Republican voting.
In 1980, education, income, and migration are positively associated 
with the Republican vote while black populations mean lowered Republican 
voting. In 1980 only West Texas and the Ozarks exhibit positive and highly 
significant coefficients, and Mexican Texas and the Piedmont exhibit 
significant and negative coefficients. More educated, wealthier, and non­
native voters were key to Reagan's victory. In 1984 and 1988 black 
population remained a drag on Republican voting while income (in a reduced 
role) and Southern Baptist population were positively related to the 
Republican vote. Black population was the strongest determinant as ranked 
by the beta coefficients. In 1984 and 1988 all regions except for the 
Ozarks and South Florida have negative and significant coefficients. In
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sum in 1984 and 1988 wealthy, white Southern Baptist in the Deep South 
gave strong support to the GOP.
In 1992 and 1996 when the Republicans faced Bill Clinton the 
socioeconomic variables behave similarly. The coefficients of black 
population and migration are negative and significant; those for median 
family income and Southern Baptists are positive. (Table 5) . Black 
population ranks first and Southern Baptists ranks high in both 1992 and 
1996. It appears that Clinton's success was due to black voting, while the 
GOP was helped by Southern Baptists in the Bible-belt. Migrants to the 
region hurt Republican candidates. With regards to region only West Texas 
in 1996 registered as positive and significant for the GOP. In 1992 and 
1996 East Texas, Mexican Texas, French Louisiana, the Ozarks, and the 
Piedmont Up-Country report negative and significant coefficients. George 
Bush and Bob Dole did not perform well in these Rim South regions. 
Summary and Conclusions
The spatial evidence sustains the political science theme of two 
eras in the South (see Scherr 1992 and Black and Black 1992) . In the first 
era, the Republican Minority Era from 1948 to 1968 the vote for the GOP 
was very highly clustered spatially and highly spatially dependent and 
very low with the exception of 1964. That year, the Republican vote was 
highly dependent and high. Spatial clustering and dependence decrease 
during the second era from 1972 to 1996— our Republican Majority Era. The 
GOP rose to political dominance in this era in the South, and its vote 
became higher and less spatially dependent when compared to the first era.
Generally speaking, as Southern voters became wealthier and more 
educated after WWII they have voted for Republicans, especially in the Rim 
South (Table 1). In addition, Southern Baptists switched allegiances. 
Between 1948 and 1968 (except for 1964) they tended not to support 
Republican candidates and generally from 1972 to 1996, they have voted for
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Republican candidates. Moreover, so long as African-Americans were 
disenfranchised, white voters especially in the Deep South voted as 
predicted by Key's (1949) black-threat hypothesis i.e.,against the GOP and 
in favor of the party of white supremacy from 1948 to 1968. They either 
voted for Democrats or renegade Democrats. This was seen in this era 
except for 1964 when Barry Goldwater historically reversed the GOP 
standard from being in favor of civil rights legislation to being opposed 
as an issue of states' rights. When black Americans were given full voting 
privileges, they predictably voted against the GOP, and hence as black 
population rises GOP voting decreases. White voters as seen in the 
behavior of the Southern Baptist variable switched to the GOP after 1968.
But black enfranchisement has not prevented the Deep South from 
becoming the GOP's best region. White voters have turned Republican. 
Before 1964 peripheral regions such as South Florida, the Mountain South, 
and the Ozarks were the only homes of Republicanism in the South. Now 
these places do not support the GOP as strongly as they once did, but 
after 1980 the GOP found success in the Deep South(Table 1). The negative 
coefficients (Table 6) of the regional dummy variables for the non-Deep 
South also indicate that they are voting less Republican than the Deep 
South. Education, once a powerful determinant of GOP support (1952-1980) 
has receded into insignificance, to be replaced by the Baptists vote and 
to lesser extent by voters with slightly higher incomes. This chapter has 
suggested that middle-to-upper class white Southerners in these regions 
were responsible for propelling the Grand Old Party into respectability 
and dominance. Now as the Party has weakened in its older bases, it has 
found new strength in the Deep South.
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CHAPTER VI
THE DEEP SOUTH
This chapter examines the Republican vote in the Deep South from 
1948 to 1996. Following a brief look at the spatial distribution of the 
Republican vote, I turn to a structural or if possible and necessary 
structural-spatial analysis of these elections. The Deep South encompasses 
the black-belts of the South. These areas of sizable black populations 
have long made Deep-Southern politics distinctive(Key 1949). In 1950 the 
black population per county in the Deep South averaged 40 percent and in 
1990 it averaged 33 percent, by contrast the ten-state South averaged 25 
percent in 1950 and 20 percent in 1990. It is these higher black 
populations and the interplay between sizable numbers of white and 
African-American that have given this region of the South its distinctive 
political and social flavor.
Spatial Analysis of the Republican Vote
I use Moran's I as a test for spatial autocorrelation for the Deep 
South from 1948 to 1996. The results are presented in Table 7; and Figure 
30 graphs the Z-values. The results do not mirror the entire South 
exactly, but they are similar. One sees an era of higher spatial 
autocorrelation from 1948 to 1968 followed by an era of lower spatial 
autocorrelation from 1972 to 1996. The Deep South is the largest region in 
this study area with 446 counties and parishes; hence in the regional 
analysis of the entire South, its large number of observations would have 
the greatest influence on the region's overall Moran's I. Table 8 presents 
a summary of the local Morans of the Deep South and the mean of the
114
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Table 7
Moran's I Test for Spatial Autocorrelation
ABLE WEIGHT I MEAN ST.DEV. Z-VALUE PROB
REP48 DSOBCRS 0.5368727 -0.002 0.029206 18.459184 0.00
REP52 DSOBCRS 0.5959895 -0.002 0.029417 20.336119 0.00
REP56 DSOBCRS 0.5407703 -0.002 0.029424 18.454877 0.00
REP60 DSOBCRS 0.5853462 -0.002 0.029410 19.979222 0.00
REP64 DSOBCRS 0.810621 -0.002 0.029437 27.613366 0.00
REP68 DSOBCRS 0.625397 -0.002 0.029399 21.348869 0.00
REP72 DSOBCRS 0.4426221 -0.002 0.029347 15.158946 0.00
REP76 DSOBCRS 0.5766661 -0.002 0.029431 19.670472 0.00
REP80 DSOBCRS 0.4449151 -0.002 0.029419 15.199809 0.00
REP84 DSOBCRS 0.3506204 -0.002 0.029379 12.010736 0.00
REP88 DSOBCRS 0.3110565 -0.002 0.029388 10.661076 0.00
REP92 DSOBCRS 0.4156609 -0.002 0.029408 14.210523 0.00
REP 9 6 DSOBCRS 0.3860363 -0.002 0.029413 13.200895 0.00
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Moran's I








Moran's I Z-Values Deep South 1948-1996
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
117
Table 8
Local Moran Summary Deep South 1948-1996








1948 .536873 10.1 1.635312
1952 .595990 34.5 0.968593
1956 .540770 29.0 .747807
1960 .585346 32.0 .986128
1964 .810621 63.3 .908928
1968 .625397 18.5 .994648
1972 .442622 72.6 .678093
1976 .576666 35.8 .767860
1980 .444915 43.2 .710754
1984 .350620 57.7 .698637
1988 .311057 55.4 .645595
1992 .415661 40.1 .753990
1996 .386036 42.5 .655224
The mean and standard deviation of the local Moran is derived from the 
distribution of the local Moran over all 446 observations.
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Republican vote by county from 1948 to 1996. The mean of the local Moran 
is equal to Moran's I in Table 7. These tests and the graph of Z-values 
reveal three spatial phases of the Republican vote in the Deep South. The 
first phase (1948-1960) is an era of high spatial autocorrelation and low 
Republican voting. The second phase (1964-1976) is a transitional era of 
high spatial autocorrelation but fluctuating levels of Republican voting. 
Republican voting was high in 1964 and 1972 and lower in 1968 and 1976. 
The final phase (1980-1996) is an era of low spatial autocorrelation and 
high Republican voting. The era of GOP dominance in the Deep South took 
root in 1980 after fluctuations between 1964 and 1976.
The first phase partially coincides with the Republican Minority Era 
discovered for the South. Figures 2-8 reveal that the Deep South contains 
large cold spots of Republican voting. In 1948 cold spots dominate
Mississippi and South Carolina as whites in the Deep South voted for
Dixiecrats Strom Thurmond and Fielding Wright. In 1952 the cold spots of 
Republican voting shift to Georgia and Alabama, but a hot spot appears in 
lowland South Carolina as lowlanders were not ready to return to the 
Democrats. Cold spots appear in South Carolina, Georgia, and Mississippi 
in 1956 and in Southern Louisiana, Mississippi, and Georgia in 1960. By 
and large this era is characterized by voting that is spatially dependent 
and offers modest support for Republicans.
Matters were different in 1964. In this election, the Republican 
vote is both spatially dependent and very high. Bartley and Graham (1975) 
found that Goldwater's vote cut across all classes in the Deep Southern 
states, and he won a majority of the white vote in all Rim Southern states
except for Texas. As shown in Figures 10 and 11, Goldwater's votes are
highly concentrated in Northern Louisiana, the entire state of 
Mississippi, most of Alabama, Southwestern Georgia, and lowland South
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Carolina— areas constituting the heart of the Deep South. His message of 
States' Rights held wide appeal in the Deep South.
Richard Nixon in 1968 did not elicit the same response in the Deep 
South. George Wallace stole much of Nixon's thunder as Wallace swept four 
Deep Southern states and Arkansas. Nixon managed to win South Carolina 
with the help of former Dixiecrat and now Republican, Strom Thurmond. 
Figures 12 and 13 depict Republican cold spots in virtually the entire 
state of Mississippi and the Deep South portions of Alabama and Florida. 
Wallace more than Nixon was able to follow in Goldwater's footsteps and 
win over this region. Wallace's message, as noted before was similar to 
Thurmond's in regard to race. As governor of Alabama, he was well-known 
for opposing integration and the goals of the Civil Rights Movement. 
Nixon, by contrast, had no history of directly opposing the Civil Rights' 
Movement.
Nixon's appeal in the South was based on opposition to forced 
busing, his promise to appoint Southerners to the Supreme Court, and his 
call for law and order in response to the riots which struck many cities 
from 1965 to 1968 (see Ambrose 1987). In 1968, his plan worked in the Rim 
South where voters generally had not voted in the past for candidates like 
Wallace and Thurmond. Because of Wallace's third party challenge, this 
election resembles the high spatial autocorrelation/low Republican vote 
elections between 1948 and 1960. Spatial resistance to Republican voting 
was high.
Spatial resistance was lowered somewhat in 1972. Nixon's plan worked 
beautifully as this transitional election foreshadowed the final phase of 
low spatial clustering and high Republican voting in the Deep South. But, 
spatial resistance to Republican voting increased in 197 6 as Jimmy Carter 
appealed to Southerners and won every state in this study in the last 
election of the transitional phase.
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After the transitional phase, white voters in the Deep South have 
turned to the Party of Lincoln while black voters have come to reject it. 
Reagan used his considerable political skills in ushering in the final 
phase of lowered spatial autocorrelation and high Republican voting.
In the period from 1980-1988 Reagan and Bush appealed to more 
Southerners than previously. While the Republican vote was still spatially 
dependent, the decrease in autocorrelation signifies that the vote was 
becoming more diffuse (Figures 18-23). More places and people were voting 
Republican, and consequently "Hot or Cold Spots" of high or low Republican 
voting areas waned during this era.
Cold spots of low Republican voting during this era can be found, 
however mainly in the black-belts of the Deep South. Since Goldwater's 
campaign, African-Americans in the Deep South have had little reason to 
vote for the Republican Party.
Bush in 1988 was able to bring about the lowest degree of spatial 
autocorrelation in the Republican vote in his campaign against Michael 
Dukakis. Here, it appears that the GOP's appeal in the Deep South reached 
its apex spatially. Spatial resistance in the forms of large cold spots of 
Republican voting were relegated to the black-belt areas of the Deep 
South. Furthermore, as white Southerners increasingly turned to the GOP, 
hot spots of high Republican voting diminished sharply.
The 1990s reveal a slight increase in the spatial clustering of 
Republican voting to levels approaching those of 1980— the last time a 
Southerner ran for president. It appears that in the 1990s the increase in 
the spatial autocorrelation of the Republican vote is due largely to home 
state voting. Figures 24 to 27 indicate that Arkansas and Tennessee emerge 
as cold spots of Republican voting in the 1990s. Florida's Panhandle and 
Mississippi's Gulf Coast, by contrast, have become hot spots of high 
Republican Voting. The predominance of military bases and the GOP's pro-
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military record during the Reagan presidency (see Shelley et al. 1996, pp.
220-221) may offer some explanations for these hot spots, as does the
regions's healthy tourist and gambling industry. In sum, the final phase 
of Republican voting records a spatial breakthrough in the Deep South. 
This is an era when Republican voting diffused throughout the Deep South 
and the GOP came to dominate this region.
Regression Analysis of the Republican Vote
As discussed in Chapter IV, I employ a series of OLS multiple
regressions using full diagnostics. The original OLS models all have low
to only moderate levels of multicollinearity and good F statistics. 
Particular attention is paid to heteroskedasticity, non-normality, and 
spatial dependence. Based upon those diagnostics, a final model takes into 
consideration heteroskedasticity, non-normality, and spatial dependence in 
the Deep South from 1948 to 1996. The full results of the final models are 
reported in Appendix A. Constrained models are not used for the Deep South 
because multicollinearity is not a large problem and because constrained 
models do not improve performance vis-a-vis heteroskedasticity, non­
normality or spatial dependence.
Table 9 reports the final models that are used to infer the nature 
and character of the Republican vote in the Deep South from 1948 to 1996. 
The spatial lag bootstrap and spatial error models use the pseudo R;, and 
the OLS robust models use the adjusted R2 provided by SpaceStat. From 194 8 
to 1960 mixed structural-spatial models are employed. I was able to 
confidently diagnose the form of spatial dependence and use the best 
specified model incorporating space. The significance of those models are 
that we can analyze the role of space during the highly spatially 
dependent era of the Republican vote. The elections from 1964 to 1996 
employ a robust method. It was found that from 1964 to 1996 OLS robust 
models were the best option in analyzing the vote. The original OLS models
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
122
Table 9
Regression Models Deep South 1948-1996
Year R2/R2a Model
1948 .3605 Spatial Lag Bootstrap
1952 .1098 Spatial Error ML
1956 .3113 Spatial Lag Bootstrap
1960 .1063 Spatial Error ML
1964 .2101 OLS Robust
1968 .2849 OLS Robust
1972 .3915 OLS Robust
1976 .2541 OLS Robust
1980 .3955 OLS Robust
1984 .5992 OLS Robust
1988 .5820 OLS Robust
1992 .3867 OLS Robust
1996 .4580 OLS Robust
The pseudo R2 is used from 1948 to 1960 
The adjusted R2 is used from 1964 to 1996
This table provides a summary of the models in Appendix A
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diagnosed heteroskedasticity, non-normality and spatial dependence. 
Spatial dependence existed in the form of spatial error, but given the 
high degree of heteroskedasticity and non-normality the diagnostics for 
spatial dependence are unreliable. When the assumption of normality is 
violated, spatial diagnostics lose the ability to provide guidance on the 
best alternative model (Anselin 1992). Non-normality and 
heteroskedasticity can affect the LM tests in that indications for LM 
error verus LM lag may be misleading, and the error test can be unreliable 
(Anselin 1997). Also when heteroskedasticity is a problem, a robust 
approach is the best option (Anselin 1992). Thus, OLS robust models are 
deemed the safest and most reliable alternative.
Table 10 and Table 11 summarize the results of the models presented 
in Table 9. Table 10 presents the coefficients and standard deviations of 
the independent variables from 1948 to 1996, and Table 11 presents the 
coefficients and standard deviations of the spatial lag variable in 194 8 
and 1956 and the spatial autoregressive coefficient (Lambda) in 1952 and 
1960. Tables 10 and 11 can be interpreted in two ways. Reading across rows 
per year one can determine which variables per election are significant, 
the strength of the coefficients, and the direction of the coefficients. 
Reading in columns one can track a variable's behavior through time. Blank 
spaces indicate the variable was not available or not used in a 
constrained model.
The regression analysis sheds light on the rise of the Republican 
Party in the Deep South. Significant independent variables at the .01 or 
.05 levels paint an interesting picture of the rise of the GOP. Black 
populations are significant from 1948 to 1996 except for 197 6. The 
coefficient is negative in all cases except for 1952 and 1964 . Black 
populations have always played a key role in Southern society, history, 
and politics. As V.O. Key stated (1949, p. 5) "the politics of the South
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Table 10
Coefficients and Standard Deviations Deep South 1948-1996

























































































































































* significant at .01, ** significant at .05 
Standard Deviations in Parenthesis
1948 and 1956 used the spatial lag model from Table 10 and Appendix A 
1952 and 1960 used the spatial error model from Table 10 and Appendix A 
Figures for 1964 to 1996 based on Jackknife Variance Estimate and use the 
OLS Robust models from Appendix A
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Table 11
Spatial Variables in the Deep South 194 8-1960
Year Model Spatial Variable Coefficient
1948 Spatial Lag Bootstrap W Rep4 8
0.812248* (0.107045)
1952 Spatial Error ML Lambda
0.799723* (0.0312117)
1956 Spatial Lag Bootstrap W Rep56
0.503211* (0.124174)
1960 Spatial Error ML Lambda
0.812798* (0.298767)
♦significant at .01
Standard Deviations in Parenthesis
W_Rep48 and W_Rep56 are the spatially lagged independent variables 
Lambda is the spatial autoregressive coefficient
1948 and 1956 used the spatial lag model from Table 10 and Appendix A 
1952 and 1960 used the spatial error model from Table 10 and Appendix A
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revolves around the position of the Negro". The backbone of Southern 
political unity for Key was made up of the counties in which black voters 
if given the franchise could have political power or hold the balance of 
political power. Cash's (1941) proto-Dorian convention maintained that 
white political unity for the Democratic Party was necessary to maintain 
white power. Education is significant in 1952, 1960, 1964 from 1976 to 
1980 and in 1992 and 1996. Income is significant and positively related to 
Republican voting in 1956 and from 1968 to 1996. Education and wealth have 
generally helped the GOP since 1968. Migration plays a limited role and is 
significant and negative in 1992. Religion is significant in every year 
except 1960. Religion has been as important as race. Southern Baptist 
populations have a negative coefficient from 1948 to 1960 and 1968, and a 
positive coefficient in 1964 and from 1972 to 1996. A dramatic shift that 
mirrors the South. Urbanism is positive and significant from 194 8 to 1960 
and in 1980. Early Republicanism was spurred by urban voters.
The analysis of the Republican vote in the Deep South can be broken 
down into two time frames. The first time frame from 1948 to 1960 
incorporates structural-spatial models. Black populations meant trouble 
for Republican candidates from 1948 to 1960 except in 1952. In 1948 whites 
voted for Dixiecrat Thurmond. In 1948, Southern Baptist populations also 
spelled trouble for Republican candidates. Note that Southern-Baptist 
affiliation is a good surrogate for white populations since Southern 
Baptists are predominantly white and conservative (Bartley and Graham 1975 
and Phillips 1969, chap. Ill).
Urbanism is a positive for Republican candidates between 194 8 and 
1960. Although Strong (1960) had seen inklings of Republican success in 
urban areas in the 1936 election, but Key (1949) found little evidence of 
urban Republicanism during the 1940s. He did note that the growth of 
industrial and financial interests would be more in tune with the
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Republican Party. Bass and DeVries (1976) and Havard (1972) also saw the 
growth of the GOP in urban areas among middle to upper income whites 
during the Eisenhower era.
The Eisenhower era elections from 1952 to 1960 continue the urban 
trend as noted by Strong (1960). As urbanism rose, Key's wealthy 
industrial and urban classes increasingly voted for the GOP. Related 
determinants such as income and education move in and out of significance 
in favor of the GOP. The Eisenhower vote in 1952 combined education and 
urbanism and in 1956 income and urbanism. In the Deep South, middle- and 
upper-class voters were moving to the Grand Old Party. Nixon's vote in 
1960 also continued this trend as more highly educated and urban voters 
went his way. By contrast Southern Baptists were a drag on the Grand Old 
Party. Taken as a surrogate for social and religious conservatism and for 
white working- and lower middle-class voters the Baptist variable suggests 
that many white voters avoided the GOP.
Black populations continued to play an important role as well. In 
1952, high black areas supported Eisenhower. This confirms Phillips (1969) 
finding that Dixiecrat areas voted for Eisenhower in 1952 as retribution 
against the Democrats. But in 1956 Black populations switched to negative, 
and in 1960 the coefficient is negative and insignificant. This may be a 
reflection of Shelley et al.'s (1996) transitional phase. During this era 
Democrats muted their support for Civil Rights to attempt to win back 
Southerners (Shelley et al. 1996).
The models from 1948 to 1960 accommodate spatial dependence. While 
this was an era of low Republican voting, voting was highly dependent 
spatially (Table 8). In 1948 and 1956, the spatial lag of the Republican 
variable was highly significant and positive. The spatial lag is an 
independent or explanatory variable in the model which is the spatial lag 
of the dependent variable (Anselin 1992). A spatial lag is a weighted
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average of the values in locations neighboring each observation (Anselin 
1992) For example if a parish has three neighbors with values of 45, 20, 
and 30 percent respectively for Rep4 8, using a row-standardized first 
order contiguity matrix, the spatial lag for that parish would be 
95/3=31.666 or one third the sum of values observed in the locations 
neighboring that parish. In other words, the spatial lag is the mean of 
the values of the neighbors of each parish.
The spatial lag in 1948 and 1956 is the most influential variable 
according to the beta coefficients. Space was an important determinant. 
How each county/parish's neighbor voted influenced how it voted. This is 
akin to the "Friends and Neighbors" effect in voting. Figures 2-9 reveal 
large scale spatial clusters of Republican voting. In 1948 the Deep South 
is dominated by cold spots of Republican voting in South Carolina and 
Mississippi; in 1956, by cold spots in these states as well as Georgia.
In 1952 and 1960 the spatial error model is employed. The positive 
and significant sign of the spatially autoregressive coefficient (lambda), 
means that the original model contains spatially clustered error terms. 
The OLS model fails to predict the vote in the Deep South in clusters of 
spatially significant counties. By taking into account spatial error in 
1952 and 1960 we gain more accuracy and refinement. The problems of 
spatial error are similar to heteroskedasticity. Lambda is a corrective 
factor. It is a spatially autoregressive coefficient which produces error 
terms which resemble a less spatially dependent distribution of error 
terms. Figures 2-9 reveal some of the reasons for the for spatial error. 
In 1952, the GOP had both hot and cold spots in the Deep South. South 
Carolina had a hot spot, but Mississippi and Alabama had large cold spots. 
In 1960, Louisiana, Mississippi, and Georgia had cold spots while South 
Carolina had a hot spot. In this era of generally low Republican voting, 
when there are only cold spots (1948 and 1956) spatial lag models were
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best and when there were both cold and hot spots (1952 and 1960) spatial 
error models are best; conversely in other words, the presence of hot 
spots deviate from the pattern of low Republican voting and the result is 
spatial error.
In sum, while previous studies have stressed the emergence of 
economic Republicanism in the Deep South, it appears that racial attitudes 
(Key's (1949) black threat hypothesis) and Baptists had sizable effects on 
the voting habits of the Deep South. As Bartley and Graham (1975) point 
out Bible-belt Southerners still rejected the Grand Old Party even with 
Eisenhower or his heir at the helm. These results are enhanced by 
examining the role of space in this era of low, spatially-dependent 
Republican voting. A structural-spatial model offers more predictive 
ability, which allows other variables to come into the fire and allows one 
to incorporate spatial dependence (spatial lag)or correct for spatially 
dependent error terms.
For example in 1952 the original OLS model had education and 
urbanism as significant positive determinants and Southern Baptist 
populations were negative. The model was also plagued by spatial error, a 
low degree of non-normality (but not severe enough to distrust the spatial 
diagnostics), and heteroskedasticity. It was determined to experiment with 
a spatial error model (if that fails, a robust approach can be taken). The 
spatial error model as reported in Tables 9, 10, 11 was an improvement. 
The LIK, AIC, and SC measures used to compare goodness of fits between 
the OLS and spatial error models indicated that the spatial error model 
was an improvement. With regard to the independent variables, black 
populations joined the previously significant variables as a positive 
determinant. The addition of Lambda made the model more efficient and 
introduced black populations as a determinant. The diagnostics for the 
spatial error model (Appendix A) report that the heteroskedasticity
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problem was solved, and that the spatial error model was the most 
appropriate model, but not all spatial dependence in the form of error or 
lag were completely accounted for by the spatial error model. But after 
further experimentation the spatial error model was judged to be the best 
option. Unfortunately from 1964 to 1996 spatial error or lag models after 
trial and error were found not to be the best option and so OLS robust 
models are used. Keep in mind that from 1964 to 1996 non-normality and 
heteroskedasticity plagued the original OLS models as well.
The year 1964 represents a turning point in the electoral geography 
of the Deep South. Since this election, the Deep Southern states have 
become heavily Republican. Only once (in 1976) has the region supported a 
Democrat and only once (in 1968) an independent. Figures 10-27 indicate 
that this Republican region transcends state boundaries and the GOP vote 
is less spatially dependent than it was from 1948 to 1960.
After 1964, the OLS robust model is preferred. Using the OLS robust 
model we find that urbanism also ceases to be a factor. It was not until 
1980 that urban population is again associated with Republican gains. In 
1964, the main determinants of Republican voting are black populations, 
education (the highest ranking coefficient), and Southern Baptist 
populations. The shift of black populations is significant. The positive 
sign for black populations reflects the voting habits of black belt whites 
who wished to support Goldwater and his opposition of the Civil Rights Act 
of 1964.
Most interesting here is the sudden rise in the Southern Baptist 
support for Republicans. If Baptists serve as a surrogate or indicator of 
Bartley and Grahams' white-belt, and Phillips's (1969) white, rural Bible- 
belt, it suggests a transformation in rural voters. Goldwater thus did 
best in old plantation counties and in rural and small-town areas (Bartley 
1995, p. 388).
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In this last election before the Voting Rights Act of 1965, black- 
belts whites dominated voting in the black-belt. Since Goldwater was in a 
sense the candidate of white-supremacy, they voted as Key (1949) 
predicted. Goldwater's opposition to the Civil Rights' Act was well known. 
Shelley et al. (1996) classifies this election as a Southern Revolt 
Election. Black and Black (1992) also note the importance of this election 
as a white Southern protest. With the double switch of Southern Baptists 
(to positive associations with the Republican vote) and urbanism (to non­
significance) the GOP shifted gears. The shift involved the new appeal to 
rural and small-town residents in the Deep South. As Barry Goldwater put 
it, they went hunting where the ducks were. After this election, whites in
the Deep South were highly fluid. Lyndon Johnson wondered where the Deep
South was going by saying, "I don't care if we go to a whorehouse, I just 
wanta know where we are going'" (quoted in Black and Black 1992, p. 155). 
He soon found that the Deep South was going Republican.
The Nixon-Humphrey-Wallace election of 1968 was the first
presidential election after the Voting Rights Act of 1965. African- 
Americans were able to vote for the first time in much of this region and 
their impacts can be seen readily. It was a transitional election, coming 
at the end of one era— the Republican Minority and the beginning of 
another— The Republican Majority for the entire South.
In 1968, the greater the proportion of blacks the lower the
Republican vote. As black population increased, Republican voting 
decreased. With the passage of the Voting Rights' Act of 1965, black voter 
registration in Alabama, increased from 19 percent in 1965 to 52 percent 
in 1967 (Webster 1996, p.387). Simultaneously, white voter registration 
increased from 69 percent to 90 percent (Webster 1996, p. 387). Likewise, 
as Southern Baptist population increased, Republican voting decreased. 
This suggests that voters both white and black spurned the GOP in 1968.
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Black voters choose Humphrey while white Bible-belt voters chose Wallace. 
But rising median family incomes tended to increase Nixon voting. Nixon 
did poorly in the Deep South, but the Southern Baptist vote and income 
have been a positive determinant for Republican voting since then.
In the elections between 1972 and 1988 the consistently significant 
determinants were median income (positive), black populations (negative), 
and Southern Baptists (positive) . Median income is an important 
determinant from 1968 to the present, but a case can be made that social 
factors were more important. Just as race was paramount in the Solid South 
era, it appears that race and social concerns have had greater impacts in 
the Deep South after 1968 as well. The failure of education, income, and 
urbanism to exert consistent effects over time, and the fact that black 
population and Southern Baptist population are more consistent 
determinants suggests that race continues to be the most important factor 
in presidential elections in the Deep South. Urbanism disappears as a 
significant factor after 1960 (except for 1980), meaning that urban voters 
no longer led the way to Republicanism. Meanwhile, rural areas in the 
white-belt/Bible-belt increasingly voted Republican as well, and Black 
voters flexed their strength by consistently rejecting GOP candidates.
Lamis's (1990) confluence of race and class leans more on race 
through time. Early Republicanism was spurred by urban and more educated 
voters, but their roles have diminished over time. It appears that since 
1968 working-, middle-, and upper-class white voters have provided the 
backbone of Republican support in the Deep South. A proto-Dorian bond 
expressed through voting.
The Reagan era from 1980 to 1988 maintained race, religion, and 
income as the most important determinants of Republican voting. From 1980 
to 1996, the Republican vote in the Deep South became higher and more 
diffuse (Table 8). My model achieves its highest predicative levels during
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the Reagan era with adjusted R2s between 1980 and 1988 of .3955, .5992, and 
.5820. As Black and Black (1992) note, Republicans do their best when they 
run against clearly defined liberals. In 1984 and 1988 Reagan and his heir 
George Bush ran against liberal Democrats in Walter Mondale and Michael 
Dukakis. When the GOP ran against Southerners (1976, 1980, 1992, and
1996), however, the model's power fails. That failure may be related to 
slightly higher levels of spatial autocorrelation in 1976, 1980 and 1992.
Methodologically, the Deep-South model offers a model of Republican 
success. Since 1964 the OLS robust model is applied. The OLS robust model 
is robust to heteroskedasticity. The model performs best when the GOP does 
best, but it loses power when Southern Democratic candidates peel away 
voters, i.e. Southerners do not vote as the model predicts. In 1976, 
Carter won the entire South, and in 1992, Clinton won Arkansas, Georgia, 
and Louisiana.
The 1992 model is especially interesting in that five independent 
variables are significant. Black population is of course negatively 
associated with the Republican vote, migrants are negatively associated 
with the GOP, but education, income, and Southern Baptists are positive 
determinants and urbanism is non-significant. Of note is that places with 
more migrants meant lower votes for Bush. Migrants in the Deep South did 
not vote like their neighbors. This may signal a new trend in the Deep 
South. In the Deep South, migration was not a factor spurring the rise of 
the Grand Old Party in the heart of Dixie. But 1992 suggests that migrants 
may be bringing Democratic voting habits to the Deep South. This would be 
a sign of a new development and dramatic reversal in Southern political 
geography. Education from 1992 to 1996 also made a comeback as a positive 
force for the GOP. More educated Deep Southerners are voting for the GOP. 
In 1996 all independent variables except for migrants (which is non­
significant), behaved as they did in 1992. Into the millennium, it appears
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that religion, education, and wealth will work for the benefit of the GOP 
while black populations and perhaps migrants will help the Democrats. This 
is not good news for the Democrats as the GOP has successfully diffused 
among a majority of white Southerners and especially among the more 
educated, wealthy, and influential Southerners.
Summary and Conclusions
In the Deep South, race has been the paramount factor since 1948. 
Economic Republicanism has not been as prominent in this region. Although 
research has stressed economic Republicanism, the role of race has been 
very important and underrated. As the GOP has come to dominate Deep-South 
presidential elections some economic factors have waned. Urban voters have 
not been consistently more Republican than rural voters since 1960. 
College educated voters have shown patchy allegiance to the GOP except for 
the two most recent elections, and migrants to the Deep South played a 
very small role during the era of Republican Dominance. Indeed their votes 
tend to move against the GOP.
From 1948 to 1960, space is significant. Spatial lag and spatial 
error models took into consideration the highly spatially dependent vote. 
In 1948 and 1956 the spatial lag was an important determinant when the 
vote was characterized as clusters of low voting. When the vote was 
clustered into high and low clusters in 1952 and 1960 the spatial error 
model was appropriated.
Race and religion are the main political factors in the Deep South. 
They are the best predictors of Republican voting. Race has always been 
seen as paramount in the Deep South. Southern Baptists are a good 
surrogate for white rural and conservative support for the GOP. Income and 
education have taken a back seat to race and religion. Of note is the 
decline of urbanism as a determinant. Rural white voters have been 
embracing the GOP since Barry Goldwater's campaign of 1964. The picture
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that economic forces are equal with race does not come across as strongly 
over time in this region. The most consistent factors through time have 
been non-economic.
While, the confluence of race and class may be accurate for the rise 
of Republican voting in other Southern regions, race and religion have led 
the way in the Deep South. While works such as Strong's (1960) have 
stressed a smaller scale upper-middle class Republicanism in the cities 
and suburbs, the GOP could not have won without the white-belt and Bible- 
belt whites. As white-belt whites have joined wealthier whites the GOP 
rose on the foundation of a new version of Cash's (1941) proto-Dorian 
convention.
The GOP did not become consistently dominant until 1984. The 
transition to Republican dominance did not begin until after a 
transitional period from 1964 to 1976. From 1948 to 1960, the Republican 
vote can be characterized as low and dependent. From 1964 to 1976, the 
vote for the GOP was dependent but alternated between high in 1964 and 
1972 and low in 1968 and 1976. The GOP did not become dominant until 
spatial resistance was lowered. That period of GOP dominance was cemented 
when the rural white-belt, Bible-belt South switched to the GOP and joined 
wealthier white voters while black voters came to reject the GOP.
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CHAPTER VII 
THE PIEDMONT UP-COUNTY
This chapter examines the Piedmont Up-Country. The Piedmont Up- 
Country is a region between the Deep South and Mountain South, and it 
includes the Nashville Basin of Middle Tennessee and the area between the 
Gulf-Atlantic Coastal Plain and the Appalachians. Phillips (1969) states 
that this region historically followed the political patterns of the Deep 
South in presidential voting, but he did find differences between the Up- 
County and the lowlands of the Deep Southern States. The mean of black 
population by county decennially from 1950 to 1990 is 19, 18, 16.5, 15.7, 
and 15.3 percent respectively. Lamis (1990) and Key (1949) found stronger 
differences between the Piedmont and lowland areas of South Carolina as 
well. Plus, Lamis (1990) notes the differences between East, Middle, and 
Western Tennessee. This chapter offers insights into the rise of the GOP 
in the uplands of the South.
Spatial Analysis of the Republican Vote
I use Moran's I test for spatial autocorrelation from 1948 to 1996 
on the Republican vote using the randomization assumption. The results are 
presented in Table 12 and the Z-values are graphed in Figure 31. The 
Republican vote for the Piedmont Up-Country behaves similarly to the 
Republican vote for the South and Deep South. In those two regions, the 
Republican vote is highly spatially autocorrelated from 1948 to 1976 and 
less spatially autocorrelated from 1980 to 1996. The era of lowered 
spatial autocorrelation in the Piedmont Up-Country began in 1980. The 1972 
election in the Rim South is still highly spatially autocorrelated unlike
136
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Table 12
Moran's I Test for Spatial Autocorrelation
lRIABLE weight I MEAN ST.DEV. Z-VALUE PROB
REP48 PCSOBCRS 0.5631244 -0.007 0.054886 10.389135 0.0
REP52 PCSOBCRS 0.5896785 -0.007 0.055090 10.832575 0.0
REP 5 6 PCSOBCRS 0.6359353 -0.007 0.055109 11.668253 0.0
REP 60 PCSOBCRS 0.5508084 -0.007 0.055052 10.134101 0.0
REP64 PCSOBCRS 0.6514067 -0.007 0.055085 11.954321 0.0
REP68 PCSOBCRS 0.5405115 -0.007 0.055083 9. 941383 0.0
REP72 PCSOBCRS 0.5124547 -0.007 0.054999 9.446438 0.0
REP76 PCSOBCRS 0.4374639 -0.007 0.055115 8.066036 0.0
REP80 PCSOBCRS 0.3467649 -0.007 0.055085 6.423801 0.0
REP84 PCSOBCRS 0.3775402 -0.007 0.055071 6.984338 0.0
REP88 PCSOBCRS 0.3355209 -0.007 0.055095 6.218615 0.0
REP92 PCSOBCRS 0.4213843 -0.007 0.055035 7.785581 0.0
REP96 PCSOBCRS 0.3473482 -0.007 0.055047 6.438846 0.0
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Figure 31
Moran's I Z-Values Piedmont Up-Country 1948-1996
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the Deep South and South, which saw a great reduction in spatial 
autocorrelation of the Republican vote.
Table 13 provides a summary of the relationship between spatial 
autocorrelation and Republican voting. Table 13 lists the mean of the 
local Moran and the mean of the Republican vote by county. Table 13 
reveals three phases of the Republican vote in the Piedmont Up-Country. 
From 1948 to 1960 there is an era of high spatial autocorrelation and low 
Republican voting. From 1964 to 1976 there is a transitional phase. The 
vote is spatially clustered from 1964 to 1976 like it is during the first 
phase, but Republican voting levels fluctuated. In 1968 and 1976 the 
spatial behavior of the Republican vote is similar to its behavior during 
the first phase. In 1964 and 1972 Republican voting was highly clustered 
and high. The final period from 1980 to 1996 is an era of lowered spatial 
autocorrelation and high Republican voting like the Deep South. When 
spatial resistance lowered, the GOP found success in this geopolitical 
region.
During the first era from 1948 to 1960, while the GOP was successful 
in many of the Rim South states of this region (Table 1), it faced spatial 
resistance in this geopolitical region. Eisenhower and Nixon were the 
first Republicans to register repeat victories in the South. Eisenhower 
had lived in the South during his military career, generally liked the 
South, and wanted to campaign and win in the South (Ambrose 1983) . 
Eisenhower and Nixon won a combination of Texas, Florida, Virginia, and 
Tennessee from 1952 to 1960, but in the Piedmont Up-Country they faced 
spatial resistance similar to what they faced in the Deep South. Figures 
2 to 13 reveal cold spots in the Piedmont Up-Country areas of North 
Carolina, South Carolina, Georgia, and Alabama.
In the next era (1964-1976), the Goldwater election is important. 
The vote in 1964 reached its highest degree of spatial autocorrelation and
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Table 13
Local Moran Summary Piedmont Up-Country 1948-1996








1948 0.563124 21.5 0.746232
1952 0.589679 34.8 0.785463
1956 0.635935 34.7 0.832006
1960 0.550808 38.0 0.799673
1964 0.651407 43.7 0.953356
1968 0.540511 29.6 0.759119
1972 0.512455 70.4 0.847442
1976 0.437464 34.9 0.724972
1980 0.346765 43.5 0.658659
1984 0.377540 60.2 0.684297
1988 0.335521 58.7 0.595881
1992 0.421384 41.9 0.700601
1996 0.347348 47.1 0.618074
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived from the distribution of the local Moran and 
Republican vote over all 142 observations.
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the mean of the Republican vote reached 44 percent— an increase of 6 
points from 1960. But that figure is almost 20 points below the Deep South 
and six points below the South. Even though Goldwater swept the Deep 
Southern states, Figures 10 and 12 reveal that Goldwater was not as 
successful in Northern Alabama and Georgia, Middle Tennessee and the 
Piedmont areas of the Carolinas. Goldwater was less successful in this 
area with lowered black populations.
The Wallace-Nixon-Humphrey contest of 1968 presents sharp contrasts. 
Wallace won four Deep Southern States, but Nixon was successful in winning 
the Carolinas and Tennessee. Spatial resistance was high and the 
Republican vote plunged to 29.6 percent (Table 13). Figures 12 and 13 
reveal that Nixon performed poorly in Georgia and Alabama. In this three- 
man contest Republican success at the state level was based on 
consolidation of their highland base and Strom Thurmond's support in South 
Carolina. The 1968 election in this region is characterized by spatially- 
dependent low Republican voting. Spatial resistance to the GOP existed in 
this election most likely due to George Wallace. Wallace, like Goldwater, 
was the white protest candidate. But Nixon was more successful in this 
region than in the Deep South. Webster (1996) and Lamis (1990) found that 
Wallace held the race card in the South during his political career. When 
Wallace was no longer a factor, the GOP found success in 1972.
In 1972, the mean of the Republican vote zoomed to 70.4 percent but 
spatial autocorrelation was still as high as it was from 1948 to 1960 
(Table 13) . The Republican vote in this election unlike the Deep South and 
the rest of the South is high and spatially dependent. What this means is 
that Nixon did very well overall, and in some spatially clustered counties 
he performed even better.
The 197 6 election sees a lowered degree of spatial autocorrelation 
as the Piedmont Up-Country entered an era of lowered spatial
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autocorrelation, but this election can still be classified as transitional 
since the mean of the Republican vote plunged to 34.9 percent from 70.4 in 
1972 and later rebounded to 43.5 in 1980. The Carter candidacy in this 
region as in the Deep South attracted more Southern whites which led to an 
in increase in the spatial autocorrelation of the Republican vote.
In 1980 spatial autocorrelation lowered even more and the Republican 
vote rose. More white voters and places were voting Republican. The 
Republican vote was becoming more diffuse in this part of the South. The 
elections of 1984 and 1988 continue that pattern as Reagan and Bush found 
great success. Of note are the 1992 and 1996 elections. Nineteen ninety- 
two saw levels of spatial autocorrelation near 1976 levels as Bill Clinton 
was able to attract more Southern voters. Clinton won Georgia and 
Tennessee in 1992— two states with substantial portions in the Piedmont 
Up-Country region. Given the overwhelming loyalty of blacks to the 
Democratic Party, the increase in spatial autocorrelation may be due to 
Clinton's ability to win more white voters like Carter. For Clinton and 
Gore to win Tennessee and Georgia, more whites had to vote for them. But 
1996 saw a decrease in spatial autocorrelation to 1984-1988 levels, and 
Clinton lost Georgia to Bob Dole. It appears that more white Southern 
voters returned to the GOP in this region since the degree of spatial 
clustering is not as severe. In summary, this region saw a period of 
spatial resistance to Republican voting from 1948 to 1960, a transitional 
era from 1964 to 1976, and an era of greater spatial diffusion of 
Republican voting from 1980 to 1996.
Regression Analysis of the Republican Vote
The models I use in this chapter are presented in Table 14. A series 
of OLS regression models was run from 1948 to 1996, and specification and 
spatial diagnostics were consulted to choose the best final models. A 
procedure that was similar to the procedure followed for the Deep South
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Table 14
Regression Models Piedmont Up-County 1948-1996
Election R2/R2 (Buse) /R2a Model
1948 .2157 Spatial Error ML
1952 .0873 Spatial Error ML
1956 . 1004 Spatial Error ML
1960 .1010 Spatial Error ML
1964 . 1597 OLS Robust
1968 .1815 OLS Robust
1972 .4108 OLS Robust
1976 .1534 OLS Robust
1980 .1272 OLS Robust
1984 .3666 OLS Robust
1988 .4642 OLS Robust
1992 .4176 OLS Robust
1996 .4558 OLS Robust
The pseudo R2 is used from 194 8 to 1960 
The adjusted R2 is used from 1964 to 1996
This table provides a summary of the models in Appendix A
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was followed in this region. From 1948 to 1960 the spatial error model is 
used. This coincides with the first spatial era of Republican voting. The 
spatial error model works best for 1948, but the predictive ability of the 
models is very weak. Some of the diagnostics for the spatial error model 
pinpointed some potential problems in regards to specification and spatial 
dependence (see Appendix A for the full results of the final models) . But 
from 1948 and 1960 the spatial error models were still superior to any 
other models attempted. This finding is similar to the Deep South. When 
spatial autocorrelation was high and Republican voting low, structural- 
spatial models offered the best alternative. From 1964 to 1996 the OLS 
regression model suffered from heteroskedasticity and non-normality and so 
the OLS robust method was chosen to determine the nature and character of 
the Republican vote. Those problems can make interpretation of spatial 
diagnostics difficult and troublesome. A similar problem was encountered 
in the Deep South. This also mimics the Deep South, and after trial and 
error and consultation of the diagnostics it was determined that OLS 
robust models offered the most reliable and safest alternatives.
Table 14 also presents the measures of goodness of fit for the 
model. Overall the model is weak from 1948 to 1980 with the exception of 
1972. The model improves considerably from 1984 to 1996. From 1984 to 1996 
the model offers a good picture of the Republican vote. This coincides 
with an era of Republican success and an era of decreased spatial 
autocorrelation of the Republican vote. When spatial dependence and 
resistance to Republican voting subsided, structural determinants offered 
a good prediction of the Republican vote. Nineteen eighty-four and 1988 
are years of hallmark GOP success and the model performs well. In this 
era, the GOP found permanent success and by 1992 even when it faced a 
Southerner in Bill Clinton the GOP fared well.
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Tables 15 and 16 present the coefficients and standard deviations of 
the significant explanatory variables (.01 and .05 levels) from 1948 to 
1996. Black populations are significant and negative from 1948 to 1996 
with the exceptions of 1964, 1972 and 1976. Race plays an important role 
in this region. Education is positive and significant from 1948-1952, and 
in 1968 and 1976. Higher educated voters played a role before the 1980 
election. Income is significant and positively associated with the 
Republican vote from 1964-1972 and 1980-1996. Higher income voters have 
been associated with Republican voting. Migration is significant and 
surprisingly negatively associated with the Republican vote from 1968-1976 
and 1988-1996. Southern Baptist populations are significant and positively 
associated with the GOP in 1964, 1972, and from 1984-1996. Urban
populations are never significant. In sum, this pattern is similar to the 
patterns found for the Deep South in regards to race and religion. Based 
upon the models used and the results, the regression analysis can be 
divided into two eras. One era of spatial error models from 1948 to 1960 
and an era of OLS robust models from 1964 to 1996.
From 1948 to 1960 black populations as in the South and Deep South 
are negative determinants of the Republican Vote. Race-based resistance to 
Republican voting was still strong. But education in 1948 and 1952 is the 
most powerful and only independent variable positively associated with the 
Republican vote. This era saw high levels of spatial autocorrelation of 
the Republican vote. The models do not perform well even with the adoption 
of the spatial error model. Lambda is both positive and significant 
indicating that the models had spatially autocorrelated error terms. The 
model was mis-predicting the Republican vote in clusters of spatially 
significant counties during this era of low and spatially clustered 
Republican voting. But even with the incorporation of space and the
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Table 15
Coefficients and Standard Deviations Piedmont Up-County 1948-1996

























































































































































♦significant at .01, **significant at .05 
Standard Deviations in Parenthesis
The models from 1948 to 1960 use the spatial error model from Table 14 and 
Appendix A
Figures for 1964 to 1996 based on Jackknife Variance Estimate and use the 
OLS Robust models from Table 10 Appendix A
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Table 16
Coefficients and Standard Deviations for Lambda 1948-1960 
Spatial Error ML Model







Standard Deviations in Parenthesis
Lambda is the spatial autoregressive coefficient
Lambda is from the spatial error models used Table 14 and Appendix
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corrective factor of lambda the model is poor. The incorporation of space 
does not help much.
Furthermore, only one (median family income) of the other surrogates 
of economic Republicanism is significant in this era that saw the rise of 
economic Republicanism in the South. Education was a factor in the 1948 
and 1952 elections. Race is the most consistent explanatory factor from 
1948-1960. These findings do run contrary to the idea that the non-Deep 
South was pushed into Republicanism by economic forces. Many of the 
previous works (Lamis 1990, Black and Black 1987, Bartley and Graham 1975, 
Phillips 1969) focused on Rim Southern states like Florida and Texas. My 
Piedmont Up-Country region incorporates the region between the lowland 
Deep South and Mountain South of the traditional Deep and Rim Southern 
states. In the Deep South during this time period race and religion are 
the most consistent factors. The only state won by the GOP from 1948 to 
1960 in this region was Tennessee (Table 1) . The social and economic 
factors in Southern Florida and Texas may not have been the same forces at 
work in the Piedmont Up-Country region.
On the other hand, the first election of the subsequent period of 
regression analysis (1964-1996) is a watershed election in this region as 
it is for the rest of the South. This election started the spatial 
transitional era of Republican voting. The Republican vote is highly 
clustered and higher than 1960. Income becomes positive and significant 
and so do Southern Baptist populations. Surprisingly, black population is 
not a factor in this election. This is unusual in one of the most racially 
charged elections in the South. Black population is significant for every 
election from 1948 to 1996 except for 1964, 1972, and 197 6— elections
during the spatial transitional era (1964-1976) .
In 1964 income and Southern Baptist populations come into play as 
positive and significant explanatory factors of the Republican vote. The
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white-belt/Bible-belt voted Republican as Goldwater won the Deep Southern 
states of this region but lost the Rim Southern states.
Income became an important determinant during this transitional era. 
The general picture beginning to form is that wealthier, white Southerners 
began to call the GOP their political home during this time. In 1968, 
education once again is a powerful independent variable and wealthier 
Southerners voted for the GOP as well. Race is significant and negative 
again and migration works against the GOP. It appears that more middle-to 
upper-middle class native, white Southerners voted for the Grand Old 
Party. This pattern in 1968 mimics the 1948-1960 period of spatial 
resistance to the Grand Old Party. Wallace stole much of Nixon's thunder 
in the Deep South and he did it again to a lesser degree in this region.
In 1972, wealthier Southerners and Southern Baptist helped the GOP. 
Migrants once again constituted a drag on the Republican ticket, and race 
is insignificant as Nixon swept the South. In 1976, education is 
positively related and migration is negatively related to the Republican 
vote. Spatially, Carter's role in this region was not as powerful as it 
was in the Deep South. But migration, according to the coefficients, is 
ranked higher than education. In sum, during this spatial-transitional 
period a wealthier, better educated, and native population supported the 
GOP.
In the elections from 1980 to 1996 the GOP found lasting success; 
its vote became more spatially diffuse and higher (Table 13). The Party 
has also consistently won many of the states which constitute this region 
(Table 1). More white Southerners voted Republican and spatial resistance 
was permanently lowered. In this period the most consistent positive 
determinants are median family income and Southern Baptist populations. 
Negative determinants are black population and migrants. Overall, 
migration from 1988 to 1996 has ranked as the most powerful determinant
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followed with black population or religion second or third. Also the OLS 
robust model used from 1964 to 1996 has reached respectable levels of 
predictive ability from 1984-1996 (Table 14) . As the wealthy, native, 
white-belt/Bible-belt voters adopted Republican voting its vote became 
more diffuse and higher, and generally the GOP has come to dominate the 
vote in these states. Since 1984 the GOP has won the Carolinas and Alabama 
in every election, closely lost Georgia only once in 1992 and was 
competitive in losing Tennessee to the Clinton/Gore ticket. In this time 
period structural factors have worked to make the Grand Old Party dominate 
in this time period. In summary, the GOP has found success in this region 
on a base of wealthier and higher educated white voters. Plus, in this 
region Southern Baptists (the Bible-belt of white rural voters) switched 
voting habits from opposition to support for Republican candidates. This 
is similar to the Deep South. The GOP in both regions have been successful 
in combining working-class and middle- to upper-class voters. As in the 
Deep South this coincided with a greater spatial acceptance of Republican 
voting among various white classes.
Summary and Conclusions
From 1968 to 1996, the GOP made gains in this region. Spatial 
resistance to the GOP broke down for good in 1980. From 1968 to 1996 black 
voters shunned the GOP just as white, Baptist, Southerners adopted it. By 
examining the roles played by income and Southern Baptist populations it 
is clear that wealthy, white and conservative Southerners in this region 
have found a new home in the Republican Party. The arguments for an 
economically based Republicanism are offered by the role played by income 
and education from 1964 to 1996. Wealthier counties voted at increasingly 
higher levels for Republican candidates. But, other indicators of class do 
not weigh in as consistent and positive determinants of Republicanism. The 
model for this region is weak until 1984. But from 1984 to 1996 it is a
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good model of Republican voting. Namely, that black voters shunned the 
GOP, while white, native voters came to embrace it. The character of the 
white vote is native-Southerner, wealthy, and part of the white- 
belt/Bible-belt South. The lack of urban significance may signify that 
has been both an urban and rural phenomenon. Space in the form of spatial 
error models did play a weak role form 1948-1960. But, space did a play an 
important role in a different way. As the Republican vote became more 
diffuse, the GOP found more success and the structural models worked 
better. From 1980 to 1996 as the Republican vote became more spatially 
diffuse more white voters adopted the Republican Party and the models 
offered a good picture of the Republican vote.
In the future the GOP appears to have found a winning combination in 
social and racial conservatism. The Democratic Party has a base of voters 
consisting of blacks and migrants. This region includes places like the 
research triangle of North Carolina— heavy with migrants. The Piedmont Up- 
Country areas of South Carolina, Georgia, and Alabama also have a history 
of voting in opposition to the lowlands. So, the Republican grip on this 
region may not be as strong as it is in the Deep South.
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CHAPTER VIII 
THE MOUNTAIN SOUTH
This chapter will explore the Mountain South— the Appalachian 
Highlands of the South. This is the part of the South where the Republican 
Party has reigned supreme since the Civil War. These upland Southerners 
wanted no part of secession, fought for the Union, and voted Republican. 
The Republican Party did not have to rise in this region, which makes this 
geopolitical region unique. The lack of plantation agriculture and low 
black populations are still evident today. Ethnically this region is white 
and protestant. Black population decennially from 1950 to 1990 by county 
has averaged, 4.1, 3.6, 3.4, 3.0 and 2.8 respectively. This region has 
often been seen as a problem region of the South— characterized by 
provincialism, poverty, fatalism, out-migration, domination by agriculture 
and extractive industries— coal mining and lumber, and poor health (see 
Ford 1962) . On the brighter side, this region is also known for its 
colorful, proud, and unique folk culture.
Spatial Analysis of the Republican Vote
I use Moran's I test for spatial autocorrelation from 1948 to 1996. 
Table 17 presents the results and Figure 32 is a graph of the Z-values. 
The Republican vote is spatially autocorrelated during this time span and 
it decreases through time. Table 18 presents a summary of the local Moran 
and the Republican vote in this region from 1948 to 1996.
The Republican vote in the Mountain South follows a pattern similar 
to the pattern discovered for the South, Deep South, and the Piedmont Up- 
Country. The Republican vote exhibits a high degree of spatial
152
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Table 17
Moran' s I Test for Spatial Autocorrelation
Elec. WEIGHT I MEAN ST.DEV. Z-VALUE PROB
REP48 MSOBCRS 0.56319 -0.012 0.069757 8.248459 0.00
REP52 MSOBCRS 0.6087729 -0.012 0.069760 8.901519 0.00
REP56 MSOBCRS 0.501406 -0.012 0.069628 7.376371 0.00
REP60 MSOBCRS 0.5300644 -0.012 0.069654 7.785057 0.00
REP64 MSOBCRS 0.2984377 -0.012 0.069332 4.480344 0.00
REP68 MSOBCRS 0.6451218 -0.012 0.069641 9.438676 0.00
REP72 MSOBCRS 0.2825677 -0.012 0.069725 4.227524 0.00
REP76 MSOBCRS 0.5731407 -0.012 0.069709 8.396884 0.00
REP80 MSOBCRS 0.4940331 -0.012 0.069728 7.260005 0.00
REP84 MSOBCRS 0.2877006 -0.012 0.068538 4.375613 0.00
REP88 MSOBCRS 0.2744868 -0.012 0.069012 4.154100 0.00
REP92 MSOBCRS 0.3130868 -0.012 0.069027 4.712389 0.00
REP96 MSOBCRS 0.3254913 -0.012 0.069232 4.877580 0.00
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Moran's I








9^8 ' 19&6 ' 19(34 ' 1972 ' 19&) ' 1988 ' 19&i
1952 1960 1968 1976 1984 1992 
Elections
Figure 32
Moran's I Z-Values Mountain South 1948-1996
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Table 18
Local Moran Summary Mountain South 1948-1996








1948 0.563190 45.16265 0.681223
1952 0.608773 51.95916 0.684495
1956 0.501406 55.61072 0.656622
19 60 0.530064 55.13145 0.687746
1964 0.298438 49.02253 0.586579
1968 0.645122 46.01795 0.790261
1972 0.282568 73.68554 0.514870
1976 0.573141 42.18711 0.693123
1980 0.494033 51.97928 0.631459
1984 0.287701 64.44229 0.697359
1988 0.274487 62.96867 0.608140
1992 0.313087 45.48193 0.799742
1996 0.325491 49.52133 0.780293
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived from the distribution of the local Moran and 
Republican vote over all 83 observations.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
156
autocorrelation from 1948 to 1960, a lower degree of spatial 
autocorrelation from 1984 to 1996, and a volatile transitional phrase from 
1964 to 1980. It appears that like the previous regions, there is a 
transitional phase before the era of decreased spatial autocorrelation of 
the Republican vote. But, this region is different in that the GOP has 
always been the dominate party in this region. Spatially, the vote follows 
a pattern similar to the other regions, but the vote unlike the other 
regions have always been high. The county mean from 1948 to 1960 averaged 
52 percent, from 1964 to 1980 it averaged 52 percent and from 1984 to 1996 
it averaged 56 percent. In the Deep South, during the three similar phases 
the vote averaged 27, 46.7, and 49 percent respectively. In each phase, 
the Republican vote has been higher in the Mountain South, with the 
largest difference between the Deep South and Mountain South occurring in 
the first phase.
From 1948 to 1960 the spatial behavior of the Republican vote is 
consistent with the Deep South and the South, but the electoral behavior 
is different. The vote is spatially dependent with a pattern of highland 
counties voting heavily Republican. Table 18 and Figures 2-9 reveal a 
pattern that shows that the vote exhibits a high degree of spatial 
autocorrelation due to the fact that Republican voters in the Appalachians 
voted Republican, while some of the counties bordering the Piedmont Up- 
Country in this social-historical region voted more like the Piedmont Up- 
Country. The Republican vote in this region was high and spatially 
clustered in the traditional counties of Mountain Republicanism.
Of interest is the Republican Transitional Era. In 1964 Barry 
Goldwater found success in the Deep South, but Goldwater's pattern in 1964 
is different in the Mountain South. The degree of spatial autocorrelation 
plunged and his vote declined from the previous year (Table 18). Bartley 
and Graham (1975) report that Goldwater won the majority of white voters
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in the Rim South in addition to carrying the Deep South. In the Deep 
South, spatial autocorrelation increased and his vote rose from Nixon's in 
1960. Figures 10 and 11 reveal that Goldwater did not perform as well in 
the Appalachians as he did in the Deep South. In the Deep South he 
averaged 70 percent of the vote per county and in the Mountain South the 
mean of his vote by county is 43.7 percent. Goldwater's vote in 1964 is 
lower bur more spatially diffuse than 1960. This produces a less spatially 
clustered pattern.
George Wallace mounted a third party challenge in 1968. George 
Wallace attracted enough voters to create a spatial pattern resembling the 
election of 1948 and the first era of voting. That was high spatial 
clustering of Republican votes in the upper-most highlands. The third 
party challenge of Thurmond and Wallace produced similar voting patterns 
in this region. Unlike the Deep South and South, Republicanism did not 
drop as sharply from 1964 since these upland voters were traditionally 
Republican, and racial issues were not as strong in this region. When 
Nixon faced liberal George McGovern in 1972, the GOP won big in the whole 
South for the first time since Reconstruction. More voters embraced the 
GOP and that was expressed spatially at the county level. Spatial 
autocorrelation plunged to its lowest levels and the mean of the 
Republican vote jumped up to 73.7 percent (Table 18). The Republican vote 
diffused throughout this region. Jimmy Carter in 197 6 and 1980 produced an 
increase in spatial autocorrelation and the Republican vote both spatially 
and electorally resembled the first era as his Southern candidacy produced 
spatial resistence and the GOP was strongest again in the Appalachian 
Highlands of this region (Figures 16-19).
The Republican Majority Era took hold in 1984. From 1984 to 1996, 
spatial autocorrelation has plunged and Republican voting has been high 
even in the three man contests between Clinton, Perot, and Bush or Dole.
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A native Tennessean, A1 Gore and an Arkansan, Bill Clinton, were not able 
to attract enough voters to alter this final era of Republican dominance. 
Figures 20-27 reveal that the GOP is still strong in the highlands and 
spatially diffuse in this region. The GOP in this region after a 
transitional phase from 1964 to 1980 has become even stronger in this 
region as even more voters in counties of this region bordering the 
Piedmont Op-Country have turned to the Party of Lincoln.
Regression Analysis of the Republican Vote
Table 19 presents the elections, the goodness of fit, and the models 
used to examine the Republican vote( See Appendix A for the full results) . 
After a series of OLS regression analysis with consultation of 
specification and spatial diagnostics, structural-spatial models are 
chosen to examine the Republican vote for the elections from 1948 to 1996. 
The most prevalent model used is the spatial lag from 1948 to 1996 with 
exceptions in 1972 and 1984 when the spatial error model is used. Non­
normality and heteroskedasticity are not problems in this region, and OLS 
robust models are not employed. The likelihood measures (LIK, AIC, and 
SC), which offer a comparison between OLS and the spatial lag or error 
models all indicate an improvement when spatial factors are taken into 
consideration. In 1972 and 1984 the Republican vote experienced some of 
its lowest degrees of spatial autocorrelation and the two highest ever 
levels of Republican voting (Table 18) . Those circumstances make the 
spatial error model the most appropriate. The combination of diffuse and 
very high levels of Republican voting meant that the OLS model was mis­
predicting the Republican vote in a spatially significant group of 
counties. The OLS model in 1972 and 1984 was under predicting the vote in 
a cluster of counties.
Table 19 presents the goodness of fit for the structural-spatial 
models. The model works best in 1968 and 1980 when the pseudo R2 is around
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Table 19
Regression Models Mountain South 1948-1996
Election R2 Model
1948 .2518 Spatial Lag ML
1952 .1323 Spatial Lag ML
1956 .1526 Spatial Lag ML
1960 .1664 Spatial Lag ML
1964 .1772 Spatial Lag ML
1968 .3126 Spatial Lag ML
1972 .1962 Spatial Error ML
1976 .2715 Spatial Lag ML
1980 .3096 Spatial Lag ML
1984 .0790 Spatial Error ML
1988 .1683 Spatial Lag ML
1992 .1224 Spatial Lag ML
1996 .1435 Spatial Lag ML
The pseudo R2 is used from 1948 to 1996.
This table provides a summary of the models in Appendix A
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.31. Overall the model is a poor predictor of the Republican vote even 
when spatial dynamics are taken into consideration, but we can still make 
some conclusions on which social and economic factors are related to 
Republican voting. Table 20 presents the coefficients and standard 
deviations for the social and economic variables for the Mountain South 
from 1948 to 1996, and Table 21 does the same for the spatial variables. 
Black populations are not a factor except when it is negatively related to 
the Republican vote for 1948. In this region of low or no black 
populations, race was never a factor, but the coefficients for black 
population are always negative. Fears of black political control, and the 
politics of racial resentment never became the dominant themes in this 
region.
The surrogates for wealth and education are not consistently 
significant factors in this region also. Education is only significant 
(negatively) in 1972 and 1980. Higher educated voters did not support the 
GOP. Median family income is.negative and significant in 1964 and 1968 and 
significant and positively related to the GOP in 1988. But, migrants are 
significantly and positively related to Republican voting from 1972 to 
1980. Finally, urban populations are positively and significantly related 
to Republican voting from 1960-1964 and 1976-1980. Southern Baptists 
populations are always positively related to Republican voting and 
significantly so from 1948-1952, 1964, 1976-1980, and 1992-1996. Space in 
the form of the spatial lag is very important in this region. It is ranked 
as the first or second most important coefficient from 1948 to 1968, 1976, 
and from 1988-1996. In 1980 it fell behind the structural determinants.
From 1948 to 1960, there is no indication that wealthier, more 
urban, and better educated Mountain Southerners began turning to the Grand 
Old Party. Baptist populations in 1948 and 1952 and urbanism in 1960 are 
the only structural variables positively and significantly related to the
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Table 20
Coefficients and Standard Deviations Mountain South 1948-1996

























































































































































♦significant at .01, **significant at .05 
Standard Deviations in Parenthesis
This table provides a summary of structural-spatial models in Table 19 and 
Appendix A.
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Table 21
Coefficients and Standard Deviations for Spatial Variables 1948-1996
Election Spatial Variable Coefficient and Standard Deviation
1948 W_Rep4 8 0.7221* (0.0805681)
1952 W_Rep52 0.738589* (0.778574)
1956 W_Rep5 6 0.636146* (0.0962687)
1960 W_Rep60 0.665081*(0.0911416)
1964 W_Rep64 0.425355* (0.124787)
1968 W_Rep68 0.696488* (0.0814114)
1972 Lambda 0.701153* (0.0875896)
1976 W_Rep7 6 0.694944* (0.0822888)
1980 W_Rep80 0.646513* (0.0889636)
1984 Lambda 0.553448* (0.1126)
1988 W_Rep8 8 0.463216*(0.120851)
1992 W_Rep92 0.521144* (0.113951)
1996 W_Rep96 0.506471* (0.115667)
♦significant at .01
Standard Deviations in Parenthesis
W_Rep is the spatially lagged independent variable.
Lambda is the spatial autoregressive coefficient
Lambda is from the spatial error models used Table 19 and Appendix A
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GOP. Eisenhower won Tennessee with the help of East Tennessee, and 
according to Strong (1955 and 1960) his votes from the other regions of 
Tennessee came from wealthier urban-suburban counties. Chapters six and 
seven found that economic Republicanism made contributions to his 
coalitions in the Deep South and Piedmont, but at the county scale, 
wealth, education, and urbanism do not show up as a motivating force in 
this region. During this era of high spatial autocorrelation, the Mountain 
South was not swayed by economic forces. Space was paramount.
The election of 1964 did see the continuation of Southern Baptist 
populations and urbanism as positive explanatory variables, and income as 
a negative determinant. It appears that wealthier voters were less 
reluctant to vote for Barry Goldwater even though he did well in this 
region. But, the predictive ability of the model is weak in 1964 (R2 is
.1772). The election of 1968 saw income as a structural determinant 
associated with Republican voting, and it was out-ranked by the spatial 
lag. The model in 1968 achieves the highest degree of fit (R2 is .3126). 
But income did not emerge as an explanatory variable again until 1988 and 
it has not been significant since then. Overall, there is no evidence that 
economic forces were ever a powerful electoral force in this region during 
these transitional elections. Space was important during this time.
Social and economic forces become more prominent and significant 
factors in the elections from 1972 to 1980. In 1972 the spatial error 
model is employed while education is ranked higher (negative) than 
migrants (positive) as structural determinants in Nixon's landslide. The 
very high and spatially diffuse Republican vote necessitated the spatial 
error model. The OLS model had spatially autocorrelated error terms, 
meaning that the OLS model was mis-predicting the vote in a spatially 
significant cluster of counties. Nixon did much better than expected in 
certain clusters of counties.
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In 1976 and 1980 migrants, Southern Baptists, and urban voters are 
positively associated with presidential Republicanism. In 1980 the model 
achieves its best fit (R2 .3096) when education also becomes significant 
and negatively related to the Republican vote. In both elections the 
spatial lag is an important variable. But, in 1980 the spatial lag is not 
the highest ranked independent variable as more structural determinants 
come into play.
The Mountain South entered the era of low spatial autocorrelation in 
1984. This is election is similar to 1972 with the adoption of the spatial 
error model. Reagan's performance rivaled Nixon's but no structural 
determinants are significant in 1984 and from 1984 to 1996 the model 
falters. Only Southern Baptists were inclined to support the GOP in 1992 
and 1996 and income is the only significant structural variable in 1988. 
Little indication is given that wealthier and more educated Republicans 
joined forces with Southern Baptists.
In this region a better explanation of the Republican vote can be 
inferred by remembering this region's history and by looking at the 
contributions made by the spatially lagged variables (Table 20). The most 
dominant model is the spatial lag model from 1948-1996. One of the most 
important explanatory variables from 1948 to 1996 is the spatial lag of 
the Republican vote— the mean value of the Republican vote for the 
contiguous neighbors of each county.
A look at Table 20 and Appendix A reveals that the spatial lag of 
the Republican vote is the explanatory variable most consistently ranked 
as the highest explanatory variable by its beta coefficient. Given this 
region's history as the South's only home for Republicanism for a whole 
century, that is not surprising. The Republican Party did not have to rise 
in most of the counties in this region. It was always there. That 
historical process is expressed most clearly by looking at the role of
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space. Space in this election is a good surrogate for history. Counties in 
this region are historically Republican and that historical outcome is 
expressed by space. The best predictor of Republican voting for each 
county is how its neighbors vote. But structural determinants reveal that 
Southern Baptists, urban dwellers, and migrants have offered the GOP 
support. Higher educated voters and wealthier voters, unlike the 
previously studied regions, have not offered the GOP much support. The 
structural determinants paint an incomplete picture. In general the models 
do not perform as well as we would like.
The social and economic variables chosen for this study have 
theoretical roots based on the growth of the Republican Party in the 
South. It is based on economic and social transformations causing white 
Southerners to vote for the GOP. In this part of the South, white 
Southerners became Republican for different reasons. Theoretically, 
perhaps a different set of explanatory variables needs to be chosen given 
this region's history, but a look at the spatial analysis of the 
Republican vote reveals that space and history are the most important 
factors in this region regardless of the degree of spatial 
autocorrelation.
Summary and Conclusions
The Republican vote in this region has always been high, but the 
degree of spatial autocorrelation follows a familiar pattern. There was an 
era of high spatial autocorrelation from 1948 to 1960. From 1964 to 1980 
the spatial autocorrelation of the vote fluctuated between the highest and 
lowest levels of spatial autocorrelation, but the vote remained high. From 
1984 to 1996 the Republican vote followed the spatial pattern established 
by the South in the Republican Majority Era. Spatial autocorrelation 
lowered, Republican voting diffused, and the vote reached its highest
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levels. The Republican Party made successful inroads from its mountain 
base to more peripheral counties of the Mountain South.
Social and economic determinants are not that useful in deciphering 
the nature of the Republican vote in this region. In the structural- 
spatial models, the explanatory variable with the most consistent power is 
the spatially lagged variable. This means that space or how neighboring 
counties voted was the best predictor or indicator of how a county voted. 
In all three eras how a county's neighbors voted influenced how the county 
voted. In this region of Civil War Republicanism, space can be considered 
a surrogate for history.
The Republican vote in the region became less spatially dependent 
through time and more diffuse, but the impact of neighboring counties did 
not decrease in importance. It appears that the Republican vote in this 
region has expanded from its traditional highland base to neighboring not- 
so-Republican counties on the periphery of these traditional mountain 
counties.
This can be good news for the Republican Party. With the expansion 
of the Republican Party from its traditional highland base to other areas 
in the Mountain South, it can be more difficult for the Democrats to win 
presidential elections in the states of Tennessee and North Carolina. It 
appears that the GOP with its expanding Mountain base has found a 
permanent home in the Southern states that share the Appalachian 
Mountains.
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CHAPTER IX
THE OZARKS
This chapter will examine the rise of the Republican Party in a 
region similar to the Appalachians. I treat the twenty-seven counties of 
Northwestern Arkansas as a separate geopolitical region. This part of the 
South was settled by many people from Appalachia. They moved from the 
Appalachians in search of a place similar to the mountains they left, and 
most of them moved from the Appalachians to the Ozarks from 1830 to 1930 
(Jordan and Rowntree 1990). The Ozarks could not support plantation 
agriculture like the Delta region of Arkansas. This region like the 
Mountain South has very low or practically no black populations and is 
isolated from the rest of the South. The mean of black population by 
county in this region was 2 percent in 1950 and 1.2 percent in 1990. Key 
(1949) and Lamis (1990) note that Republicans were never that strong or 
much of a force in Arkansas like their counterparts in the Appalachians. 
That is one major difference from my Mountain South geopolitical region 
and makes the analyses of the GOP in this region unique.
Spatial Analysis of the Republican Vote 1948-1996
Table 22 presents the results of the Moran's I test for spatial 
autocorrelation. The Republican vote in this region does not suffer from 
a high degree of spatial autocorrelation. Nor, does it follow the patterns 
found before in the Deep South or in the Mountain South. The Republican 
vote from 1948 to 1996 suffers from a low to moderate degree of spatial 
autocorrelation. There are no spatial eras of the Republican vote in this 
region. The degree of spatial autocorrelation of the vote fluctuates from
167
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Table 22
Moran's I Test for Spatial Autocorrelation
Elec. WEIGHT I MEAN ST.DEV. Z-VALUE PROB
1948 OZABCRS 0.4435818 -0.038 0.122495 3.935199 0.00
1952 OZABCRS 0.3931171 -0.038 0.123101 3.505903 0.00
1956 OZABCRS 0.2730439 -0.038 0.120594 2.583102 0.00
1960 OZABCRS 0.3775228 -0.038 0.123053 3.380531 0.00
1964 OZABCRS 0.2667377 -0.038 0.122245 2.496614 0.00
1968 OZABCRS 0.4234158 -0.038 0.123172 3.749846 0.00
1972 OZABCRS 0.1075164 -0.038 0.085805 1.701278 0.09
1976 OZABCRS 0.4010099 -0.038 0.124271 3.536383 0.00
1980 OZABCRS 0.3184028 -0.038 0.123734 2.884128 0.00
1984 OZABCRS 0.1932495 -0.038 0.121963 1.899844 0.06
1988 OZABCRS 0.2463582 -0.038 0.121880 2.336885 0.02
1992 OZABCRS 0.3995754 -0.038 0.122414 3.578338 0.00
1996 OZABCRS 0.3196193 -0.038 0.124262 2.881661 0.00
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election to election. Table 23 provides a summary of the local Moran and 
the Republican vote. From 1948 to 1968 the GOP never won in Arkansas even 
though the vote is not especially spatially autocorrelated and Eisenhower 
and Nixon from 1952 to 1960 performed well (the county mean of the 
Republican vote is greater than 50 percent). The Republican vote is quite 
high for the South during this time. Goldwater performed worse than Nixon, 
even though the vote exhibits a lower degree of spatial autocorrelation in 
1964 than in 1960. Nixon in 1968 lost the state to Wallace as he could not 
match his 1960 vote and his vote became more spatially clustered.
But in 1972 the Nixon vote was as high in the Ozarks as it was in 
the other regions and his vote was not spatially autocorrelated (Table 22 
and 23). He did well in the entire region. Gerald Ford faced Southerner 
Jimmy Carter and the plunge in the Republican vote was in accordance with 
an increase in spatial autocorrelation in 1976. The elections from 1980 to 
1988 are very different though. Reagan and Bush saw voting on par with the 
Eisenhower era as the spatial resistence was lowered in 1984 and 1988. In 
this region like other regions the GOP saw hallmark success as its vote 
was high and not as spatially concentrated.
The GOP did not see any success when it faced Bill Clinton in 1992 
and 1996. The vote fell by twenty points from 1988 and it became more 
spatially concentrated into its Northwestern base (Figures 23-27). In sum, 
the GOP from 1948-1968 saw limited success and low to moderate levels of 
spatial clustering of its vote. The GOP during the Republican Majority Era 
of the South (1972 to 1996) saw success when it did not face a Southerner. 
Jimmy Carter in 197 6 and Bill Clinton were able to win enough votes and 
bring about a pattern of lowered and more spatially clustered Republican 
voting, which prevented the GOP from winning the state. Spatial resistance 
to Republican voting in this region most commonly occurs when the GOP
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Table 23
Local Moran Summary Ozarks 1948-1996








1948 0.443582 29.15926 0.668320
1952 0.393117 50.45444 0.700347
1956 0.273044 50.58519 0.428422
1960 0.377523 51.88444 0.605308
1964 0.266738 40.31481 0.373627
1968 0.423416 39.79741 0.508073
1972 0.107516 68.42222 0.256690
1976 0.401010 37.19111 0.539280
1980 0.318403 53.14407 0.467498
1984 0.193250 64.52593 0.404554
1988 0.246358 60.23704 0.456947
1992 0.399575 37.37778 0.612832
1996 0.319619 40.26815 0.544653
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived from the distribution of the local Moran and 
Republican vote over all 27 observations.
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faces a Southerner. Overall the GOP has not been as successful in Arkansas 
as it has been in other Rim Southern states (Table 1).
Regression Analysis of the Republican Vote 194 8-1996.
Table 24 presents the models I use to examine the Republican vote in 
the Ozarks from 1948 to 1996. Based on the OLS regression model 
specification and spatial diagnostics from 1948 to 1996 with all 
independent variables it was determined that constrained models provided 
the best option. The constrained model is a model that is run only with 
variables that reached a threshold level of statistical significance in 
the original OLS model. The most prevalent form is the OLS constrained 
model. The constrained spatial lag model is used in 1952 and 1976. The 
original OLS models were often plagued by low and suspect F-tests based on 
the associated probability, and high levels of multicollinearity based on 
Belsley et al.'s condition number. Furthermore, with only 27 observations, 
this region is also at the borderline of having enough observations for 
meaningful statistical analysis.
Constrained models are chosen in order to achieve higher degrees of 
freedom and to solve for multicollinearity. The independent variables were 
chosen based on the OLS multiple regression models. If an independent 
variable had a probability of at the .10 to .20 levels or if theoretical 
considerations deemed that it was important it was chosen for the 
constrained model and the other variables were not used in the final 
model. The models were then rerun with the chosen variables, and 
specification and spatial diagnostics were consulted to determine the most 
appropriate model. A system of trial and error was used to determined the 
final or best constrained model. The results of the constrained models are 
summarized in Table 24 and the full results of the final models are 
presented in Appendix A.
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Table 24
Regression Models Ozarks 1948-1996
Election R2./R2 Model
1948 .2230 OLS Constrained
1952 .2585 Spatial Lag ML Constrained
1956 .2074 OLS Constrained
1960 .4231 OLS Constrained
1964 .2343 OLS Constrained
1968 .2108 OLS Constrained
1972 .1478 OLS Constrained
1976 .2636 Spatial Lag ML Constrained
1980 .3139 OLS Constrained
1984 .5142 OLS Constrained
1988 .4991 OLS Constrained
1992 -.0286 OLS Constrained
1996 .0042 OLS Constrained
The OLS models use the adjusted R2 and the Spatial Lag models employ the 
pseudo R2.
This provides a summary of the models in Appendix A
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The constrained model approach achieves its best results during the 
1980s, but the model fails in the 1990s when Arkansans had the option of 
voting for Bill Clinton. In 1952 and 197 6 the spatial lag ML model is 
used, where it achieves approximately the same degree of fit (.2585 and 
.2636 respectively). The spatial lag in those years is the highest ranked 
explanatory variable. From 194 8 to 1976 the OLS constrained models achieve 
goodness of fits in the twenties with the exceptions of 1960 (.4231) and 
1972 (.1478). In sum, the model does not perform well until the Reagan 
years, and it collapses during the 1990s.
Table 25 presents the explanatory social-economic and spatially 
lagged variables of the regression models from Table 24 and Appendix A. 
Blank cells in Table 25 indicate that the constrained model did not 
consider that variable in the constrained model. Education was never a 
factor in the constrained models and is excluded from Table 25.
Black population is the independent variable most consistently 
chosen for the constrained models, but it is only significant at the .01 
or .05 levels in 1948, 1960, 1984, and 1988. It is always negatively
associated with the Republican voting. As black populations increased the 
Republican vote decreased. A finding that is consistent with the Deep 
South.
But, black population is very small in this region. The one county 
with the highest black population was approximately 27 percent black in 
1950 and the county with the next highest percentage was approximately 7 
percent black in 1950. The mean of black population by county in this 
region was 2 percent in 1950 and 1.2 percent in 1990. Race in this mostly 
white region is a factor in only a few counties, and cannot be considered 
a strong factor for the region as a whole, much like its sister region, 
the Mountain South. Even though in the constrained models it is often the 
highest ranking structural determinant based on the coefficients.
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Table 25
Coefficients and Standard Deviations Ozarks 1948-1996




















































*significant at .01, **significant at .05 
Standard Deviations in Parenthesis
This table provides a summary of structural-spatial models in Table 24 and 
Appendix A.
Education was never used in any of the constrained models and is excluded 
from this table.
Spatial Lag is the spatially lagged independent (W_Rep52 and W_Rep7 6) 
variable.
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Southern Baptist populations are used only twice (1948 and 1960) and 
it is significant in 1960 when it is negatively related to the Republican 
vote. That was the year of the Kennedy candidacy and Phillips (1969) 
reports some Bible-belt regions of the South voted against the Catholic 
Kennedy. It may be a valid hypothesis that anti-Catholic voting was a 
factor in 1960 since that is the only time Southern Baptist populations 
played a role.
Income is only significant and positively related to the Republican 
vote in 1972. Migration in the constrained model was an important 
determinant from 1956 to 1968 and ranked as the only or most important 
coefficient from 1956 to 1968. This is a place of retirement for 
Northerners much like South Florida. It is clear that migration played an 
important factor in this region during the 1950s and 1960s. This is one 
part of the South where migration of non-Southerners clearly made a 
contribution to the growth of the Republican party during the 1950s and 
1960s. That finding fits the theory that Northerners moving into the South 
brought and kept their Republican affiliations.
The other social and economic factor that is important in this 
region is urbanism. In 1952 and from 1976 to 1988 urbanism is a 
significant and positive factor for the Grand Old Party, and ranked as the 
only or second most powerful coefficient. Urban voters were turning to the 
Republican Party from 1976 to 1988. As theorized, migrants in the 1950s 
and 1960s and white, urban-suburban, voters in the 1970s and 1980s formed 
the backbone of Republican support in this geopolitical region.
Space plays a small role in this region. Structural-spatial models 
are used in 1952 and 197 6, where the spatial lag is the highest ranked 
explanatory variable. Those two elections have little or nothing in 
common. Of note is that from 1980 to 1988 the decrease in spatial 
autocorrelation of the Republican vote was matched by a slightly higher
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ability of structural determinants in predicting and inferring the 
character of the Republican vote. When spatial autocorrelation rose with 
the Clinton candidacy, the structural model collapsed. The original OLS 
models suffered from high degrees of multicollinearity and the constrained 
models collapse completely in 1992 and 1996. The models fail in most part 
because Bill Clinton like almost all candidates in American History win 
their home states convincingly.
Summary and Conclusions
The Republicanism in this region faintly echoes the Republicanism in 
the Mountain South. In this region factors such as migration and urbanism 
have played an important but temporally limited role. The confluence of 
race and class (Lamis 1990) is not clearly seen in this small region. 
First, race was never a consistent factor in this region with very low 
black populations. Second, the social and economic factors which would 
predict that a wealthier, more educated South, and urban South would 
become Republican are not as convincing as one would want. But, migrants 
and urban-suburban voters have played roles. Space has played a limited 
role. Unlike the Mountain South, spatial lag models were of limited use, 
but decreases in the spatial autocorrelation of the Republican vote was 
associated with Republican victories in 1972 and from 1980 to 1988.
The Highland Republicanism in this region was never strong enough to 
be a factor in Arkansas. In 1950 the Arkansas Legislature had only one 
Republican while Tennessee had 23 and North Carolina had 15 (Heard 1952) . 
In fact during the late 1960s the Republican Party in the state was 
dominated by moderate Republican, Governor Winthrop Rockefeller, who 
openly courted and won the votes of blacks and the votes of Republicans in 
the northwestern part of the state (Lamis 1990). Lamis (1990) states that 
Arkansas has the weakest Republican Party in the South. Democrats have
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been able to mute any statewide Republican challenge with moderate 
Democrats like President Bill Clinton.
Unfortunately, the structural and structural-spatial models did not 
shed much light on the growth of the GOP in this state. We do know that 
migrants during the 1950s and 1960s played a role and urban places 
supported the GOP from 197 6 to 1988 during the Reagan and Bush era. Race 
and religion have played limited roles in this region, while they did play 
larger roles in the Deep South and Piedmont Up-Country. Though the black 
population variable is used and often significant, black populations are 
very small in this region. The findings for migration and urbanism fit the 
theories outlined by previous studies, and even though this region faced 
analytical problems the findings in most part are consistent with previous 
studies and previous results of this study.
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CHAPTER X
SOUTH FLORIDA
This geopolitical region is the least Southern geopolitical region 
of the South. Lamis (1990) states that this region was recast by rapid 
growth. Bartley and Graham (1975), Grantham (1988), and Key (1949) all 
recognize Florida as separate and the least Southern of the Southern 
states. Bartley and Graham (1975) and Phillips (1969) regard Southern 
Florida as a separate region of the South and Florida. Phillips 
(1969)places Northern and Panhandle Florida in with the rest of the Deep 
South as this studies does. Northern Florida remained much like the rest 
of the South as Lamis (1990) notes. Migration, rapid economic growth, and 
urbanization have changed this geopolitical region. Florida was one of the 
fastest growing states from the 1960s to the 1990s.
Furthermore, this geopolitical region was less preoccupied with 
maintaining Democratic and white supremacy and rejected Strom Thurmond in 
1948 (Key 194 9) and George Wallace in 1968 (Bartley and Graham 1975) . This 
state had been one of the most reliable Republican states in presidential 
elections until 1996. This state voted for Eisenhower both times, Nixon 
three times and supported Reagan and Bush twice each before Bob Dole lost 
the state in 1996 (Table 1). As a whole, Florida represents one of the 
electoral college's biggest prizes and Southern Florida with the large 
metropolitan areas of Miami, Tampa Bay-Saint Petersburg, and Orlando is 
the key to taking the state.
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Spatial Analysis of the Republican Vote 1948-1996.
I use Moran's I test for spatial autocorrelation for Southern 
Florida from 1948 to 1996. The results are presented in Table 26. The 
Republican vote in Florida is not spatially autocorrelated. South Florida 
does not follow the pattern seen in the South, the Deep South, Piedmont 
Up-Country or the Mountain South. There are no spatial eras of the 
Republican vote in this region, since the Republican vote is not spatially 
clustered, except very mildly in 1952 and 1972. Table 27 presents the 
regression models and mean of the Republican vote by county. Since there 
is no spatial autocorrelation, the local Moran is not presented in this 
chapter. The Republican vote in this region is fairly high. From 1952 to 
1964, the mean of the Republican vote by county was over fifty percent. In 
1968 Nixon won the state and averaged 42 percent of the vote by county in 
the three-man race.
Nineteen seventy-two is an election that shows a small degree of 
spatial autocorrelation and the mean of the Republican vote rose to .almost 
77 percent. From 1980 to 1992, the GOP was successful in winning the state 
and winning votes in this region. The only time the GOP faltered was in 
1976 and 1996. The GOP faced Southerners in Jimmy Carter and Bill Clinton 
and the mean of the vote fell to below fifty percent and the GOP lost the 
state, but the vote did not become more spatially autocorrelated. In sum, 
the vote is not spatially autocorrelated except for Eisenhower's w m  in 
1952 and Nixon's landslide in 1972, and the Republican Party performed 
very well in this region.
Regression Analysis of the Republican Vote 1948-1996
Table 27 presents the models I use to examine the Republican vote in 
South Florida from 1948 to 1996. Based on OLS regression models from 1948 
to 1996 it was determined that constrained models provided the best 
option. Constrained models are chosen in order to achieve higher degrees
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Table 26
Moran 's I Test for Spatial Autocorrelation
Elec. Weight I Mean St. Dev. 2-value Prob
REP4 8 SFLBCRS 0.1101378 -0.033 0.115259 1.244768 0.21
REP52 SFLBCRS 0.1524141 -0.033 0.116090 1.600034 0.11
REP56 SFLBCRS 0.2034472 -0.033 0.115641 2.047546 0.04
REP60 SFLBCRS 0.1125071 -0.033 0.115418 1.263584 0.21
REP64 SFLBCRS 0.1493845 -0.033 0.114196 1.600031 0.11
REP68 SFLBCRS 0.02749076 -0.033 0.115534 0.526459 0. 60
REP72 SFLBCRS 0.2209827 -0.033 0.107972 2.355381 0.02
REP76 SFLBCRS -0.02393615 -0.033 0.115158 0.081603 0.93
REP80 SFLBCRS -0.08086593 -0.033 0.116163 -0.409187 0.68
REP84 SFLBCRS 0.08593985 -0.033 0.115950 1.028657 0.30
REP88 SFLBCRS 0.08706398 -0.033 0.115698 1.040617 0.30
REP92 SFLBCRS -0.03508605 -0.033 0.115248 -0.015208 0.99
REP 9 6 SFLBCRS -0.08546548 -0.033 0.114012 -0.457252 0. 65
Table 27





1948 35. 9 .4991 OLS Constrained
1952 56.3 .5942 OLS Constrained
1956 59.4 . 6544 OLS Constrained
1960 55.5 .4633 OLS Constrained
1964 51.2 .0200 OLS Constrained
1968 41.8 .7270 OLS Constrained
1972 76.7 .3139 OLS Constrained
1976 47.8 .4320 OLS Constrained
1980 57.5 .4076 OLS Constrained
1984 68.7 .2374 OLS Constrained
1988 63.7 .1633 OLS Constrained
1992 40.8 .2169 OLS Constrained
1996 43.1 .0993 OLS Constrained
The constrained models use the adjusted R2 from 1948 to 1996.
The mean of the Republican vote is the average of the Republican vote 
derived from all 31 counties.
This table provides a summary of the models from Appendix A.
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of freedom and to solve for multicollinearity. This smaller region with 31 
counties suffered from high degrees of multicollinearity, and that problem 
was solved by not including as many independent variables. The independent 
variables were chosen for the constrained models by examining the OLS 
multiple regression models with an emphasis on significance levels and 
diagnostics for multicollinearity in a process similar to the process used 
for the Ozarks. Appendix A presents the full results of the models with 
the specification and spatial diagnostics of the OLS constrained models. 
Spatial dependence in the form of spatial lag or error is not a problem 
with the OLS constrained models. This finding is logical, since the 
Republican vote in the region is not spatially autocorrelated (Table 26) . 
The models in this geopolitical region are purely structural since spatial 
dependence is not a problem.
The model works fine form 1948 to 1980 with the exception of 1964 if 
one measures the model by the adjusted R2- Goldwater barely lost the state 
with 4 8.9 percent of the vote running strong in North Florida while 
falling behind Nixon's 1960 performance in South Florida (Lamis 1990). 
From 1984 to 1992 the model begins to falter, and in 1996 it collapses 
completely as Clinton won Florida for the Democrats for the first time 
since 1976.
Two eras can be identified by looking at the performance of the 
models. From 1948 to 1980 with the exception of 1964 the models are a good 
predictor of the Republican vote regardless of the performance of the 
candidates or whether or not the GOP won the state. Table 1 reveals that 
the GOP won Florida in every election except for 1948, 1964, 1976, and
1996. From 1984 to 1996 the model began to falter. Unlike the South, there 
was no majority or minority era, and unlike the Deep South, Piedmont Up- 
Country, and Mountain South no eras according to spatial behaviors can be 
deciphered. Structural forces need to be examined. A more in depth study
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of presidential Republicanism in South Florida can be made by examining 
the explanatory variables of the OLS constrained model in Table 28. Blank 
spaces in the table indicate that the independent variables are not used 
in the constrained model for each election.
It has been theorized that South Florida's rise of presidential 
Republicanism was driven by economic and social concerns. More educated, 
wealthier, urban, and migrant populations propelled the GOP to victory in 
this region. This is the one region where the GOP was driven to victory 
more on Lamis's (1990) confluence of class instead of race. In this region 
with little or no history of Key's (1949) black threat hypothesis, race is 
expected to take a back seat to class. Table 28 shows that race was of 
little or no concern in this region. Race unlike the rest of the South and 
the Deep South only became a factor briefly in 1984 and 1988. As noted 
previously this region with, its settlement after the Civil War, lower 
black population and Rim Southern status, and heavy Northern migration was 
never preoccupied with race. In the South race has continued to be a 
factor, but in South Florida, race only became a factor during the 1980s. 
Bartley and Graham (1975) show that in 1968, Wallace's best counties in 
Florida were in the panhandle and Northern Florida, which borders the Deep 
Southern portions of Georgia and Alabama. Wallace did not perform that 
well in South Florida.
Race was a factor in Reagan's second term reelection and George 
Bush's first election. In both elections black population is significant 
(at the .01 and .05 levels) and negatively associated with the Republican 
vote. Perhaps, Reagan's "welfare queens in designer jeans" and Bush's 
Willie Horton ads had some effect in the sudden appearance of race as a 
factor. The Willie Horton ads concerning the story of the furloughed black 
criminal who raped a white women appeared racist to blacks and scared 
whites. Black population is negatively related to Republican voting. But
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Table 28
Coefficients and Standard Deviations South Florida 1948-1996





































































♦significant at .01, **significant at .05 
Standard Deviations in Parenthesis
Blank spaces indicate when a variable was not used in the constrained 
models.
The Table provides a summary of the models from Table 26 and Appendix A.
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the appearance of race in 1984 and 1988 may be an anomaly, since overall 
race has not been a factor this region. In 197 6 and 1996 it was chosen for 
the constrained model as well, but it was not a significant determinant.
Southern Baptist populations, are not a significant explanatory 
variable. It was chosen for the OLS constrained models in 1960 and 1964 
but it is not significant at the .01 or .05 levels. This part of the South 
lacks a Bible-belt of white rural voters. The county mean of Southern 
Baptist population fell decennially from 1950 to 1990 (17.5, 15.6, 13.8, 
10.5, and 9.6 respectively). In sum, race and religion have played very 
limited roles.
The class-based argument bears more fruit. Education is a 
significant, powerful, and positive factor in every election from 1948 to 
1992 except in 1964 (Table 28). As the percentage of the population with 
a college degree increased in each county the Republican vote increased. 
Clearly, in- South Florida, a better educated population voted Republican. 
Phillips (1969) states that the GOP in South Florida grew on a base of 
suburban, white, better educated, and often migrant populations. According 
to Phillips (1969) the GOP in South Florida rose on an urban-suburban boom 
based on the white middle-class fueled by the growth in real estate and 
the retirement and resort industries.
As measured by education, that theory bears fruit. Education is a 
strong explanatory factor from 1948 to 1992 except in 1964. But, its 
strength weakened through time. The coefficient of determination for 
education weakened as did the ability of an OLS constrained model through 
time to predict the Republican vote. In 1948 and 1952 education had a 
coefficient of approximately five and by 1980 it was below one. When the 
power of education weakened, the power of the model weakened after 1980.
Another indicator of wealth and middle-class status, income, is not 
a strong explanatory factor in South Florida. It is used in the OLS
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constrained model from 1948 to 1964 and in 1992. It is only significant in 
1960 (negatively) and 1992 (positively). Income as a surrogate for wealth 
and middle class status does not give an indication of a growing middle- 
class Republicanism as strongly as college education.
On the other hand, migration paints a different picture. Predictably 
it was a significant and positive force for the GOP in 1956, 1968, and
1980. Non-Southern migrants helped propel the GOP to victory in this study 
in 1956, 1968, and 1980. This does confirm that migration played a role in 
some elections. It is used in the OLS constrained models from 1956 to 1988 
except for 1964.
But, what is more important is that migration began to work against 
the Grand Old Party beginning in 1984. In 1984 and 1988 migration is 
significant and negatively related to Republican voting. As the percentage 
of the population born outside of-the. South increased the vote for the GOP 
decreased. Furthermore, the growth in non-native population may be related 
to the switch in the role of migration. In 1950 and 1960 the county mean 
of non-native population was less than forty percent. When it increased to 
over 50 percent in 1980 and 1990 respectively, non-native populations 
began to constitute a drag on Republican voting. Voters from other parts 
of the country voted against the GOP. In 1992 increases in migrant 
population hurt the GOP in the South, Deep South, and Piedmont. This 
finding in the South and South Florida reflects two things. One, that the 
GOP has become more popular and accepted by native Southerners than non­
native Southerners. In 1992 and 1996 both George Bush and Bob Doles' best 
regions were the South and the Great Plains. Bush and Dole lost in New 
England, the Northeast, the Midwest, and the West Coast. Bob Dole lost 
Florida in 1996 as he lost the Northeast and the Great Lakes States. Those 
two areas have provided a lot of the migrants to Florida. As Phillips 
(1969) states many of the migrants (often retirees) to South Florida are
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from New York and the industrialized Midwest. Second, it appears that in 
South Florida this trend first began in 1984.
Urbanism unlike in the South and Deep South is not a factor in 
explaining the growth of the Republican Party in South Florida. In its 
only appearance in the OLS constrained model in 1972 it is significant and 
negatively related to the Republican vote. The region experienced rapid 
urban growth as part of its Sunbelt boom. In 1950 and 1990 the county mean 
of urbanism in this region was 44 and 68 percent respectively. But, there 
is a not a large rural group of counties to provide a contrast in South 
Florida.
In summary, race and religion have not played large roles in this 
region, while education and migration have been the most important factors 
in explaining the rise of the Republican Party in South Florida. A higher 
educated and migrant population propelled the Grand Old Party to victory 
until 1980, but afterwards the character of the Republican Vote in South 
Florida is harder to explain. Migrants turned against the GOP, but higher 
educated voters continued to offer the Republican Party support until 
1992.
Summary and Conclusions
This chapter found that South Florida behaved as a distinct 
geopolitical region from the rest of the South, the Deep South, and 
Piedmont Up-Country, and Highland areas of the South. Space is not a 
factor in this region, and education is the most consistent and strongest 
explanatory factor in this region and it is more important in this region 
than previously studied regions. During the 1950s and 1960s education was 
the most powerful explanatory factor in this region and this is when the 
model performed at its best. As the model weakened through time so the did 
the explanatory power of education. Migration is also important. In the 
1950s and 1960s it was a positive determinant, but as the number of non­
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native Southerners increased in the 1980s it became a negative 
determinant. Perhaps, more Democratic voters moved into this region. 
Urbanism and Southern Baptists populations have not been important 
determinants in this urban, least rural, and least Southern part of the 
South. In the Deep South, urbanism and Southern Baptism have been strong 
explanatory factors. Also, the role of race has not been as strong as in 
other regions. It confirms that this part of the South did not have the 
cultural or historical forces making race an important factor.
But, race or ethnicity is a factor in South Florida with the large 
Cuban and Hispanic communities in Miami and Tampa Bay. This model does not 
take into account Spanish speaking populations or Hispanic ethnicity. The 
census has used various practices in counting Hispanic populations. 
African-Americans have been recognized as a separate category unlike 
Hispanics— a term than did not even come into common usage until the 1980s 
(Lind 1995b). Various studies from Phillips (1969) to Lamis (1990) have 
examined the role of the Cuban and Hispanic communities in South Florida, 
but more work needs to be completed. The scope and scale of this study has 
not been able to examine that role, but in this region it may play a role 
in the confluence of race and class.
The confluence of race and class are not seen in this region. The 
argument in the region is based on class. During the 1950s,1960s, and 
1970s well educated and presumably wealthier and often migrant South 
Floridians turned to the GOP. This model reaches it peak in 1956 and 1968 
when education and migration are both significant and positive explanatory 
variables— a more educated and non-native South Florida embraced the GOP. 
But, from 1984 to 1996 that picture began to change. Education weakens in 
its explanatory powers and migrants began to vote against the GOP. The 
model weaken after 1984 and it is clear that other forces and factors are 
taking shape in South Florida.
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The model falters after 1984. This suggest that new factors are 
coming into play. The old social and economic reasons for Republicanism do 
not explain the Republican vote. The GOP lost the state in 1996 and 
perhaps this region and state have changed so much that this model which 
worked so well during the 1950s and 1960s does not work at all now. If 
this region is not Southern anymore, then a model which is based on the 
Southern experience since the end of the Second World War would begin to 
falter and collapse as this region leaves the Southern experience into its 
own South Florida experience. Whichever party can tap into that South 
Florida experience may find lasting success in this region and state.
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CHAPTER XI 
FRENCH LOUISIANA
This chapter studies the rise of the Republican Party in this region 
of French and Roman Catholic influence. Though part of a Deep Southern 
state this part of the South has some non-Deep Southern characteristics, 
namely its overwhelming Roman Catholic and French heritage. This region of 
26 Louisiana Parishes from New Orleans to Texas along the Gulf Coast is 
known for its distinct cultural and historical differences which set it 
apart from the rest of Louisiana and the South. This part of the South was 
once part of Napoleon's French Empire and did not become part of the 
United States until 1803. The port of New Orleans is an economic staple of 
the region. Furthermore, Sugarcane instead of cotton was the plantation 
staple crop of this region, and later the petroleum and petrochemical 
industries dominated French Louisiana.
Furthermore, political differences between North and South Louisiana 
have been noted from Key (1949) to Lamis (1990) . Bartley and Graham (1975) 
and Phillips (1969) have previously placed this region into a distinct 
geopolitical region and this dissertation will continue in that trend. 
Spatial Analysis of the Republican Vote 1948-1996
I use Moran's I test for spatial autocorrelation for this region 
from 1948 to 1996. The results are presented in Table 29. By examining, 
Moran's I, the Z-values, and the associated probability we see that the 
vote suffers from light to moderate degrees of spatial autocorrelation in 
1948, 1952, 1964, and from 1972 to 1980. The degree of spatial
189
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Table 29
Moran's I Test for Spatial Autocorrelation
Elec. Weight I Mean St.Dev. Z-value Prob
REP4 8 FRLABCRS 0.2780437 -0.038 0.118843 2.663214 0.01
REP52 FRLABCRS 0.2602472 -0.038 0.104245 2.865445 0.00
REP56 FRLABCRS 0.1349137 -0.038 0.123287 1.406269 0.16
REP60 FRLABCRS 0.05787002 -0.038 0.129011 0.746690 0.46
REP64 FRLABCRS 0.4241546 -0.038 0.108009 4.283145 0.00
REP68 FRLABCRS 0.1613295 -0.038 0.126827 1.575301 0.12
REP72 FRLABCRS 0.3634143 -0.038 0.126231 3.183658 0.00
REP7 6 FRLABCRS 0.3991656 -0.038 0.122612 3.569190 0.00
REP80 FRLABCRS 0.2477952 -0.038 0.127692 2.241782 0.02
REP84 FRLABCRS 0.1329524 -0.038 0.127425 1.345213 0.18
REP88 FRLABCRS 0.02990865 -0.038 0.126664 0.539776 0.59
REP92 FRLABCRS 0.05988149 -0.038 0.125262 0.785101 0.43
REP96 FRLABCRS -0.05523985 -0.038 0.126125 -0.133029 0.89
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autocorrelation fluctuates from election to election. That is different 
than the Deep South.
The Deep South saw a period of low voting and high spatial 
autocorrelation from 1948 to 1960, A transitional period from 1964 to 1976 
of alternating levels of Republican voting and spatial autocorrelation, 
and an era of high Republican voting and lowered spatial autocorrelation 
from 1980 to 1996. On the other hand, French Louisiana does not follow 
that pattern.
Table 30 provides a summary of the local Morans for French Louisiana 
and its relationship to the Republican vote. French Louisiana behaves like 
the Deep South geopolitical region during the elections of 1948 and 1952. 
The 1948 election was Strom Thurmond's Dixiecrat election— an election 
which had high degrees of spatial autocorrelation in the Deep South with 
low Republican voting. The spatial autocorrelation is not as high in this 
region, but the Republican vote is low. In 1952 the Republican vote 
increased but there was no change in the degree of spatial 
autocorrelation. In 1956 Eisenhower won the state and in 1960 Nixon lost 
the state as Kennedy's Roman Catholicism helped him in French Louisiana—  
these historical elections produced a non-clustered pattern. The 
Republican vote is uniform throughout the region. In sum, from 1948 to 
1960 spatial autocorrelation was light or non-existent and it had no 
relationship to how the GOP performed. This pattern runs contrary to the 
Deep South, which demonstrated marked spatial resistance to Republican 
voting.
In 1964, Barry Goldwater swept the Deep South and his vote was 
spatially clustered. But, his vote was not nearly as high and as clustered 
in French Louisiana as it was in the Deep South. In the Deep South, the 
mean of the local Moran is .810621 and the mean of the Republican vote by
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Table 30
Local Moran Summary French Louisiana 1948-1996








1948 0.278044 16.8 0.490601
1952 0.260247 44 .48111 0.468691
1956 0.134914 51.9163 0.442133
1960 0.057870 17.84148 0.389992
1964 0.424155 43.93037 0.822022
1968 0.161330 19.44926 0.439407
1972 0.363414 61.65556 0.674280
1976 0.399166 39.89556 0.655884
1980 0.247795 46.67074 0.576588
1984 0.132952 56.80778 0.735582
1988 0:029909 47.93889 0.679007
1992 0.059881 35.79667 0.692725
1996 -0.055240 35.23963 0.664690
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived from the distribution of the local Moran and 
Republican vote over all 27 observations.
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county is 63.3 percent, while in French Louisiana those measures are 
.424155 and 43.9 percent respectively (Table 30).
The 1968 election in French Louisiana is also different than the 
Deep South. Nixon's vote is not spatially clustered but the county mean of 
his vote is 20 points below his performance in the Deep South. This 
smaller, compact region displays no spatial autocorrelation in Nixon's 
vote.
From 1972 to 1980 this region presents a picture that is slightly 
different from the Deep South. This era saw spatial autocorrelation of the 
Republican vote from 1972 to 1980. But, unlike the Deep South which saw 
fluctuations in the degree of spatial autocorrelation and Republican 
voting from 1964 to 1980, this very homogeneous region saw consistent and 
light levels of spatial autocorrelation but fluctuating levels of 
Republican voting (Table 30) . In the Deep South during this time frame 
Republican voting is related to the levels of spatial clustering. Lower 
levels of spatial clustering mean higher levels of Republican voting. But, 
in French Louisiana there is no evidence of that type of relationship. The 
GOP did very well in 1972, and slightly less so in 1976 and 1980 while the 
vote was spatially autocorrelated.
The era from 1984 to 1996 is an era in which spatial autocorrelation 
disappeared from French Louisiana. From 1984 to 1996 there is no spatial 
autocorrelation of the Republican vote. The vote is diffuse and not 
related to Republican performance. This does bear a resemblance to the 
decreased pattern of spatial autocorrelation that is found in the South 
and Deep South, but the lack of any spatial dependence in the Republican 
vote also sets it apart from the South and the Deep South, since the 
Republican vote for those regions was still spatially autocorrelated. 
There is some similarity to the Deep South and South in that the GOP has 
tended to perform less well against native-Southerners, like Bill Clinton,
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than when Republican candidates faced Northern liberals. This region is 
more loyal to the Democratic Party, more likely to support labor issues 
and more liberal on social issues (Parent 1988).
Regression Analysis of the Republican vote 1948-1996.
Table 31 presents the models I use to examine the Republican vote in 
French Louisiana from 1948 to 1996. An OLS multiple regression analysis 
with all the independent variables was undertaken from 1948 to 1996. The 
constrained model approach is used in this region. Like the Ozarks and 
South Florida, this region has a small number of observations(27)— which 
is near the limit for making meaningful statistical inferences. The same 
handicaps of degrees of freedom and multicollinearity were faced, and 
constrained models can cure multicollinearity and offer greater degrees of 
freedom. The specification and spatial diagnostics are examined and the 
same process that is followed for the Ozarks and South Florida is followed 
in this geopolitical region.
The variables chosen for the final models are presented in table 32. 
Blank spaces indicate that a variable is not chosen for the constrained 
model. Variables in the constrained models were found to be statistically 
significant at the .10 or .20 level in the unconstrained OLS model or 
deemed theoretical important. The most common approach is the OLS 
constrained model. In 1988 the spatial error constrained model is used. 
Spatial dependence (error) is only deemed serious enough in 1988. The 
adjusted R2 measures goodness of fit from 1948 to 1996 except in 1988 when 
the pseudo R2 is used with the spatial error ML constrained model. Appendix 
A presents the full results of the models.
Overall, the model is a good predictor of the Republican vote and 
one can see that different social and economic forces are at work in this 
region when compared to the South and other geopolitical places. But the 
model falters when the Republican vote is spatially autocorrelated in 1952
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Table 31
Regression Models French Louisiana 1948-1996
Election R2a/R2 Model
1948 .1491 OLS Constrained
1952 .0263 OLS Constrained
1956 .2841 OLS Constrained
1960 .5649 OLS Constrained
1964 .2260 OLS Constrained
1968 .6069 OLS Constrained
1972 .6106 OLS Constrained
1976 .3599 OLS Constrained
1980 .6684 OLS Constrained
1984 .7765 OLS Constrained
1988 .9584 Spatial Error ML 
Constrained
1992 . 6970 OLS Constrained
1996 .6252 OLS Constrained
The models use the adjusted R2 from 1948 to 1996 with the exception of 
1988, which uses the pseudo R2.
This table provides a summary of the models from Appendix A.
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Table 32
Coefficients and Standard Deviations French Louisiana 1948-1996

























































*significant at .01, **significant at .05 
Standard Deviations in Parenthesis
Blank spaces indicate when a variable is not used in the constrained 
models.
The Table provides a summary of the models from Table 30 and Appendix A. 
tin 1988 the Spatial Error ML Constrained Model is used, and the 
coefficient and standard deviation for Lambda is 0.499* and (0.188).
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and 1964. Tables 30 and 31 reveal the model offers the best prediction of 
the Republican vote when spatial autocorrelation is low or non-existent. 
The model works best when there was no spatial autocorrelation from 1984 
to 1996. But, spatial autocorrelation is never serious enough to warrant 
spatial lag or spatial error models except in 1988. This pattern mimics 
the performance of the models in the Deep South from 1984 to 1996, when 
lower levels of spatial autocorrelation is associated with better 
predictive ability.
The GOP has found patchy success in this geopolitical region and in 
Louisiana. Strom Thurmond and Adlai Stevenson won in 1948 and 1952 
respectively. Eisenhower's break through in 1956 was dramatic. It was the 
first time the Republican Party had won the electoral votes of a Deep 
Southern state since Reconstruction and Catholic voters supported him 
(Cosman 1966). But, Kennedy's Roman Catholicism swept South Louisiana and 
he won the state in 1960. Goldwater in 1964 and Nixon in 1968 were not as 
successful in this region. Even though Goldwater won the state in 1964, 
Catholics in South Louisiana supported President Johnson (Cosman 1966). 
The GOP was successful in the state from 1972 to 1988 with the exception 
of 1976, but Bill Clinton swept the state in his two campaigns. Democrats 
from former Governor Edwin Edwards to Bill Clinton won the state based on 
a coalition of blacks and Cajuns. In general the Republicans have not had 
much success below the presidential level as well. Louisiana has never 
elected a Republican to the US Senate, and Governor Mike Foster is only 
the second Republican since Reconstruction to be elected governor. Much of 
the GOP's lack of success is due to the statewide coalition of blacks and 
Cajuns built by Democrats from Edwards to Clinton.
Black voters have rejected the Grand Old Party. Black populations 
are a negative determinant. In 1970 the parish mean of the percentage of 
blacks in the population is 28.2 and in 1990 it is 27.6 percent. As black
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populations increased the Republican vote decreased. Black population is 
chosen from the OLS models and placed in the OLS constrained models from 
1968 to 1996, and it has always been negatively associated with the 
Republican vote. From 1968 to 1972 and from 1980 to 1996 black population 
is significant (.01 or .05 levels) and negatively related to the 
Republican Vote. This pattern mimics the Deep South geopolitical region 
that it borders. It is also significant that it was not until after the 
Voting Rights Act of 1965 that black population makes a contribution to 
the model. In the Deep South black populations before the Voting Rights 
Act are negatively associated with Republican voting and that is 
attributed to Key's (1949) Black Threat Hypothesis. Voters in the Deep 
South voted for white supremacy, whether their candidate was a Democrat, 
Dixiecrat, or Republican. In this geopolitical region, the black threat 
was not perceived as a. serious threat. Fenton and Vines (1957) found that 
black voters were allowed to register and vote in some South Louisiana 
Parishes before the Civil Rights Movement, Furthermore, black voters were 
allowed to vote in Orleans Parish in the 1950s and 1960s (see Haas 1986). 
In this part of the South, voting was not as racially motivated as it was 
in the Deep South from 1948 to 1968.
The class-based argument does not bear as much fruit in this region. 
Education is chosen for the constrained model in 1960, 1968, and 1976. It 
is significant with a fairly large and positive coefficient in 1960 and 
1968. Increasingly educated voters voted for the Grand Old Party as did 
wealthier South Louisianans in 1956 and 1992. Median family income is 
chosen for the models from 1952 to 1956, 1980 and from 1992 to 1996. It is 
significant and positive in 1956 and 1992 and significant and negative in 
1980. But, those two determinants fail to reveal any clearly defined 
pattern. Migration, chosen for the constrained models in 1964 and from 
1972 to 1976, is only positive and significant in 1964. Southern Baptists
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(negative and significant in 1948) make little or no contribution in 
explaining the Republican vote in this Roman Catholic region.
Urbanism makes a contribution to explaining the Republican vote. 
Beginning in 1980 and continuing until 1996, urbanism is positively 
associated with the Republican vote. People living in cities, namely white 
voters in urban places are voting Republican. The Republican Party in this 
region is based on urban-suburban whites. The other explanatory variables 
such as income and education do not paint a complete picture of class- 
based voting. But, by examining the high levels of goodness of fit in this 
region from 1968 to 1996, it appears that race and urbanism are driving 
the Republican vote. Those two variables from 1980 to 1990 explain more 
than 60 percent of the variance of the Republican vote. From 1948 to 1976 
it is more difficult to decipher the Republican vote. But, higher educated 
populations voted in increasing numbers for the GOP in 1960 and 1968. 
These findings do not paint as complete of a picture as one would like, 
but it does present some strong evidence of a white middle-class 
Republicanism. Black voters are rejecting the Grand Old Party in this 
region and white and urban and suburban voters are embracing it. A trend 
that may bode well for the Grand Old Party, but it has not been translated 
into consistent victory.
Summary and Conclusions
This geopolitical region does not conform to the same spatial 
pattern that is found in the Deep South and the South. Unlike the South 
and Deep South the success of Republican candidates are not as strictly 
tied to the spatial behavior of the Republican vote. While the Republican 
vote is spatially autocorrelated at times, it is never serious enough to 
warrant structural-spatial models with the exception of 1988.
The models achieve a good level of fit from 1968 to 1996, and even 
better level of goodness of fit from 1984 to 1996 when spatial
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autocorrelation of the Republican vote ceased. The most significant 
explanatory variables are black population and urbanism after 1968. Black 
voters have rejected the Grand Old Party, but urban places in French 
Louisiana are a place of strength for the Grand Old Party. But, the GOP 
has suffered two recent defeats at the hands of Bill Clinton, and the 
Republican vote by county averaged less than 40 percent in 1992 and 1996.
This region of French heritage, Roman Catholicism, and high black 
populations can be a place where the Democrats can battle the GOP. This 
region's Roman Catholics, black populations, petrochemical plants, and 
more socially tolerate places like New Orleans provides a vivid contrast 
to the white, protestant, and Anglo-Saxon Deep South. The Democrats can 
win with a moderate Democrat on the coalition built by Edwin Edwards. 
Edwards the most powerful and successful politician in this state won on 
a coalition of blacks, Cajuns, liberals, and labor. He also followed in 
the populist tradition built by Huey and Earl Long. Haves versus have-nots 
politics still work in Louisiana.
Race in French Louisiana did not become a factor until after the 
Voting Rights Act of 1965, even though this region is more socially 
tolerant and had a history of black registration before the Civil Rights 
Movement. David Duke lost badly in his much ballyhooed 1991 campaign for 
governor and has just become a political footnote since then in the state 
(see Heppen et al Forthcoming) . In his 1991 campaign he won only one 
parish, (white-working-class, St. Bernard) in French Louisiana, while he 
won more than fifteen parishes in North Louisiana. Especially, damaging to 
Duke were his huge losses in Orleans and Jefferson Parishes. While black 
voters are not voting for Republicans, white voters do have not a strong 
history of racial resentment.
In conclusion, if the Democrats nominate a moderate and Southern 
Democrat like Bill Clinton they can find success in French Louisiana and
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the state. The model in this region achieves some of its highest degrees 
of fit in this region and the Democrats found success. Black voters will 
vote Democratic and class-based and racially motivated voting for the 
Grand Old Party is not as strong. Wealth and class as measured by 
education and income do not necessarily make one a Republican voter in 
this geopolitical region— which is good news for the Democrats.
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CHAPTER XII
EAST TEXAS
This chapter explores the rise of the Republican Party in East 
Texas. Key (194 9) and Lamis (1990) recognize Texas as distinct from the 
rest of the South, and Key (194 9) notes that Texas was not as concerned 
with racial politics; it was more concerned with making money. East Texas 
was settled by Southerners who brought slaves and established plantations. 
But, as Key (1949, p.260) notes East Texas counties with high African- 
American populations never formed a political bloc like their counterparts 
in Deep Southern states because those counties never formed a contiguous 
geographic bloc. East Texas also includes the oil and construction fueled 
rapid-growth, Sunbelt areas of Dallas and Houston. This region uniquely 
combines the distinct Texas historical experience, a 19th century Southern 
legacy, and a 20th century experience fueled by the Sunbelt phenomenon, 
rapid urbanization and industrialization, economic growth, high 
technology, the defense industry, and Northern migration.
Spatial Analysis of the Republican Vote 1948-1996
I use Moran's I test for spatial autocorrelation from 1948 to 1996. 
Table 33 presents the results. In this region, the Republican vote is 
spatially autocorrelated. The Republican vote displays light to moderate 
degrees of spatial autocorrelation with some mild election by election 
fluctuations. Like the South, Deep South, Piedmont Up-Country, and 
Mountain South, the Republican vote is spatially clustered, but unlike 
those geopolitical regions there are no eras in which similar degrees of 
spatial autocorrelation dominated. There is no era of high spatial
202
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Table 33
Moran's I Test for Spatial Autocorrelation
Elec Weight I Mean St.Dev. Z-Value Prob
REP48 ETXBCRS 0.5140495 -0.011 0.065087 8.074524 0.00
REP52 ETXBCRS 0.4357537 -0.011 0.065927 6.784015 0.00
REP56 ETXBCRS 0.3795923 -0.011 0.065926 5.932247 0.00
REP60 ETXBCRS 0.2163327 -0.011 0.065804 3.462207 0.00
REP64 ETXBCRS 0.3486337 -0.011 0.065618 5.488219 0.00
REP68 ETXBCRS 0.4094327 -0.011 0.065529 6.423498 0.00
REP72 ETXBCRS 0.2110382 -0.011 0.065640 3.390198 0.00
REP76 ETXBCRS 0.3125025 -0.011 0.065767 4.926466 0.00
REP80 ETXBCRS 0.3808327 -0.011 0.065853 5.957635 0.00
REP 8 4 ETXBCRS 0.3654482 -0.011 0.065680 5.739107 0.00
REP88 ETXBCRS 0.3639013 -0.011 0.065690 5.714621 0.00
REP 92 ETXBCRS 0.4025239 -0.011 0.065795 6.292573 0.00
REP 9 6 ETXBCRS 0.3227964 -0.011 0.065716 5.086900 0.00
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autocorrelation, no transitional phase, and no era of lowered spatial 
autocorrelation. The Republican vote, spatially, behaves in a similar 
fashion through time. Table 34 provides a summary of the local Moran and 
the. Republican vote.
The election with the highest degree of spatial autocorrelation is 
the 1948 election. That election spelled the end of the Solid South. As 
Key (1949, p. 339) notes, the Dixiecrats posed no threat in Texas. Texas 
had too small of a black population to govern white political actions. In 
Texas, white political, economic, and economic control was never 
threatened by franchised blacks. But, the Republican vote is low and 
spatially clustered. In 1952 and 1956 Eisenhower won the state and the 
degree of spatial autocorrelation lowered in both elections and the vote 
rose in each election as well when compared to 1948 (Table 34) . 
Eisenhower's two victories presented a clean break from the Solid South 
era. Those elections in Texas represented a breakthrough that was 
interrupted by Kennedy and Johnson.
Kennedy and Johnson carried the state in 1960. The Republican vote, 
when compared to 1956, is less clustered, but it fell ten points. That 
trend of lowering Republican votes and light to moderate spatial
autocorrelation continued in 1964 and 1968 as Johnson and his vice- 
president, Humphrey, won the state both times. Figures 10 and 11 reveal 
large cold spots of Republican voting in East Texas. In sum, from 1960 to 
1968 the GOP did not find much success in this region. But that changed 
dramatically in 1972.
The GOP has dominated the state since 1972, and that is the
beginning of the Republican Majority Era in the South as well. In the Deep 
South and Piedmont Up-Country this election was part of a transitional
period from 1964 to 1976. East Texas did not display a transitional era,
but there are some similarities to the Deep South. In 1972 the Republican
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Table 34
Local Moran Summary East Texas 1948-1996








1948 0.514049 18.41591 0.783379
1952 0.435754 45.89023 0.678866
1956 0.379592 51.71023 0.549076
1960 0.216333 41.92534 0.522681
1964 0.348634 32.40636 0.823060
1968 0.409433 30.87227 0.615042
1972 0.211038 67.25455 0.549520
1976 0.312502 41.32477 0.562650
1980 0.380833 50.08807 0.543480
1984 0.365448 61.75568 0.764310
1988 0.363901 52.78295 0.672323
1992 0.402524 38.1 0.619393
1996 0.322796 47.85591 0.599758
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived form the distribution of the local Moran and 
Republican vote over all 88 observations.
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vote rose and spatial autocorrelation plunged, in 197 6 the Republican vote 
fell and became more spatially clustered, and in 1980 the vote rose and so 
did the degree of spatial autocorrelation in East Texas. That pattern is 
similar to the Deep South. And the GOP has dominated the state in 
presidential elections since then.
From 1980 to 1996 the GOP has won the state in every election and 
performed well in East Texas. The Republican Party has done well even in 
the three-man contests involving Texan, Ross Perot in 1992 and 1996. But, 
the Perot factor did cause the GOP to fall below fifty percent in 1992 and 
1996 (Table 34). In the Deep South, this era is associated with a more 
diffuse pattern of lower levels of spatial clustering of the Republican 
vote when compared to previous eras. East Texas can be characterized as a 
region of continuous moderate to low levels of spatial autocorrelation 
from 1948 to 1996. Even though the GOP has been more successful from 1980 
to 1996 in East Texas, that time frame does not stand out as an era of 
lowered spatial autocorrelation- when compared to previous time frames in 
East Texas.
Regression Analysis of the Republican Vote
An OLS multiple regression analysis was performed from 194 8 to 1996 
using the theorized determinants of Republican voting and specification 
and spatial diagnostics were consulted. Based on those results, final 
models that take into account specification and/or spatial effects are 
used to examine the Republican vote. A process similar to the process I 
use for the Deep South and Mountain South is used to determine the best 
final models. Table 35 reports the models I use and Appendix A reports the 
full results of the models. Tables 36 and 37 present the structural and 
spatial explanatory variables of the models.
From 194 8 to 1968 spatial lag models are used, and from 1972 to 1996 
the spatial error models are employed. The GOP was more successful from
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
207
Table 35
Regression Models East Texas 1948-1996
Election R2 Model
1948 .4724 Spatial Lag ML
1952 .3355 Spatial Lag ML
1956 .3209 Spatial Lag ML
1960 .3820 Spatial Lag ML
1964 .2942 Spatial Lag ML
1968 .6238 Spatial Lag ML
1972 .4657 Spatial Error ML
1976 .6202 Spatial Error ML
1980 .5565 Spatial Error ML
1984 .5284 Spatial Error ML
1988 .6458 Spatial Error ML
1992 .4609 Spatial Error ML
1996 . 6556 Spatial Error ML
The models use the pseudo R2 from 1948 to 1996
This table provides a summary of the models from Appendix A.
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Table 36
Coefficients and Standard Deviations East Texas 1948-1996

























































































































































♦significant at .01, **significant at .05 
Standard Deviations in Parenthesis
The Table provides a summary of the models from Table 35 and Appendix A.
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Table 37
Coefficients and Standard Deviations for Spatial Explanatory Variables
Election Variable Coefficient and Standard Deviation
1948 W_Rep48 0.599 (0.0892)*
1952 W_Rep52 0.565 (0.1014)*
1956 W_Rep5 6 0.488 (0.1124)*
1960 W_Rep60 0.324 (0.1267)**
1964 W_Rep64 0.603 (0.0997)*
1968 W_Rep68 0.3974 (0.1006)*
1972 Lambda 0.695 (0.08955)*
1976 Lambda 0.675 (0.0933)*
1980 Lambda 0.684 (0.0916)*
1984 Lambda 0.736 (0.0815)*
1988 Lambda 0.805 (0.0667)*
1992 Lambda 0.7605 (0.0765)*
1996 Lambda 0.685 (0.09135)*
♦significant at .01, **significant at .05
Standard Deviations in Parenthesis
W_Rep is the spatially lagged independent variable.
Lambda is the spatial autoregressive coefficient
Lambda is from the spatial error models used Table 35 and Appendix A
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1972 to 1996, only losing the state in 1976. But from 1948 to 1968 they 
won only in 1952 and 1956. From 1972 to 1996 the mean of the Republican 
vote by county from Table 34 is 45.4 and from 1948 to 1968 it is 36.9. 
When the GOP became successful in East Texas there was a change in the 
type of models employed. Spatial determinants (spatial lag) waned in their 
explanatory power and structural determinants though mis-predicting the 
vote in a spatially significant cluster of counties become more powerful 
in a series of spatial error models. In this region, when spatial error 
became the dominant form of spatial dependence it signified a new era of 
Republican voting. Spatial error dependence is less serious than spatial 
lag dependence and is more or less considered a nuisance (Anselin 1992). 
This new era of voting is associated with higher Republican voting and 
mild degrees of spatial autocorrelation of the Republican vote, spatial 
error models, and Republican victories in the state.
Furthermore, spatial error models are better models. A look at Table 
35 reveals that this era of spatial error models provides better goodness 
of fits. The pseudo R2 from 1948 to 1968 averages .3411, from 1972 to 1996 
the mean of the pseudo R2 is .5619. In this chapter it is appropriate to 
examine the Republican vote while keeping in mind the two different time 
frames.
Regression Analysis of the Republican vote 1948-1968
From 1948 to 1968 a strong case for a spatially dependent middle- 
class Republicanism can be made. The explanatory variable which makes the 
most positive, significant, (.01 and .05 levels) and consistent 
contribution in explaining the Republican vote is the spatial lag of each 
county (Tables 36 and 37). The spatial lag is the mean of the Republican 
vote of each contiguous county for each county and it is included as an 
independent variable. The most consistent influence on the Republican vote 
in each county are its neighbors— spatially dependent voting. Table 33 and
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34 reports that the Republican vote is spatially clustered— the Republican 
vote tends to cluster together. During this era the best explanatory 
factor in Republican voting is spatial. In sum, this is an era of 
spatially influenced voting.
But, spatial factors are not the only explanatory factors. Table 36 
reports the structural explanatory variables. First, African-American 
population only makes a significant (.01 or .05 levels) and negative 
contribution in the Wallace election of 1968. Wallace posed no threat in 
Texas in 1968, but African-American population is negatively associated 
with the Republican vote. Humphrey, who had served as LBJ's vice- 
president, was an avowed supporter of civil rights. From 1948 to 1964 
black population is not an explanatory factor. While in the rest of the 
South, especially the Deep South, black population are negatively 
associated with Republican voting. Key (1949) and Lamis (1990) state that 
race did not dominate Texas politics like the other Southern states due to 
lower black populations and a lack of a biack-belt. In East Texas race was 
not an important factor until 1968.
Education plays a limited role in explaining the Republican vote 
during this era as well. It is only a significant and positive explanatory 
factor in 1960. Migration is only.important as a negative determinant in 
1960 as well. This is in defiance of the theories which state that 
migration and education should be positive factors for the GOP. Southern 
Baptists populations are significant and negative from 1948 to 1956 and 
1968. Southern Baptists were not inclined to vote against John F. Kennedy, 
even though Phillips (1969) noted that many Bible-belt Southern Baptist 
counties voted against Kennedy in the Deep South and Dp-Country areas. 
But, the overall behavior of Southern Baptist populations are consistent 
with the findings for the Deep South and Piedmont Up-Country.
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Surrogates for a wealthier and a more urban East Texas becoming 
Republican bear some fruit. Income is positively associated with the 
Republican vote in 1956, 1960, and 1964. Urbanism is a positive and 
significant factor in favor of the Grand Old Party in 1948, 1964, and
1968. Clearly, as theorized a wealthier and urban-suburbanized East Texas 
voted Republican. As Phillips (1969) states these new suburban-urban areas 
of Dallas and Houston populated by white professionals voted for the Grand 
Old Party based on conservative economic interests.
In 1948 urban voters supported the GOP while the Bible-belt spurned 
the GOP. Thurmond in 1948 did not find much success in Texas either. Strom 
Thurmond received less than 25 percent of the vote in 99 percent of Texas' 
254 counties. In 1952 Southern Baptist voters rejected the GOP again, but 
in the 1956 election wealth came into play. As median family income rose 
the Republican vote rose but Southern Baptists again spurned the GOP but 
in 1960 higher educated voters joined wealthier voters while migrants come 
into play as a negative determinant. In LBJ's only time on the head of the 
ticket, Goldwater was supported by wealthy and urban voters. But Johnson 
won his state handily, while Goldwater did find some success in a handful 
of Texas counties (see Black and Black 1987 and 1992).
In 1968 Southern Baptist populations are negatively associated with 
Republican voting and so are black populations while urban voters 
supported the GOP. This pattern in 1968 is found in the Deep South as 
well. East Texas borders the Deep South geopolitical region. The three-way 
election produced similar effects in East Texas and the Deep South, but 
Wallace and Goldwater did not find much success in East Texas. Wallace did 
not win more than 50 percent of the vote in any East Texas county in 1968, 
though his strongest region was in East Texas where he won between 25 and 
4 9 percent of the vote in many counties (Black and Black 1992).
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In sum, race took a back seat to wealth and urbanism, but the GOP 
was space specific since in this era the spatial lag was the most 
important explanatory variable. The Republican vote was found mainly in 
the wealthier, more urban, and least Southern Baptist counties of East 
Texas. The GOP did not find success in Texas and in East Texas until the 
1972 presidential election.
Regression Analysis of the Republican Vote 1972-1996
This era of the Republican vote is marked by greater racial 
polarization and the introduction of spatial error models. Spatial error 
is when there is spatial dependence in the error terms— the residuals, 
which is the difference between the predicted value and the observed 
values.
Race becomes a consistent, significant, and negative explanatory 
variable in this era from 1980 to 1996. It is the most consistently 
significant among the structural variables (Table 36) . Black voters 
rejected Republican candidates and some white voters in East Texas have 
become regular Republican voters. It is theorized that white voters were 
driven to the Republican Party, and black voters were driven from the GOP 
on the basis of the politics of rage. Carter (1995) notes that Republican 
strategists like Kevin Phillips urged President Nixon to appeal to white 
Southern voters based on the politics of rage. It was a social 
conservatism that was designed to appealed to rural and urban-suburban 
Southern whites.
But, there is little evidence that appeal is the only force in East 
Texas. Like the Deep South, Southern Baptist populations are negatively 
associated with Republican voting from 1948 to 1968. But unlike the Deep 
South, Southern Baptist populations are still negatively associated with 
the Republican vote. Southern Baptist populations are significantly and 
negatively associated with the Republican vote in 1980, 1984, and 1996. In
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the Deep South that can be interpreted as the switch of rural, white and 
conservative voters to the Grand Old Party. In East Texas, Southern 
Baptists continued voting against Republican candidates. A look at Table 
36 reveals that this is the same pattern shared by black populations. As 
both black population and Southern Baptist population increased the 
Republican vote decreased. It appears that the white-belt, Bible-belt, 
rural areas of East Texas are still voting for the Democratic Party. This 
presents quite a different picture form the rest of the South. In other 
Rim Southern geopolitical regains, Southern Baptist populations have not 
been as important. On the other hand, migration is significant and 
negatively associated with the Republican vote in 1972, 1992, and 1996. 
The Republican vote in East Texas has become more native. Migrants to East 
Texas since 1992 have not supported the GOP.
The other surrogates testing the theory that a more educated, 
wealthier, and urban South and Texas voted for the Grand Old Party shows 
substance. Education from 1972 to 1996 is positively associated with 
Republican voting in 197 6 and from 1988 to 1992. Higher levels of income 
are positively associated with the Grand Old Party in 1972 and from 1988 
to 1996. Urbanism is positively associated with the GOP in 1976 and 1980. 
An interpretation of these results points to black voters rejecting the 
Grand Old Party; Southern Baptists— white-belt, rural voters are not 
embracing the GOP like their Deep Southern brethren (this goes against the 
conventional wisdom that religious conservatives are supporting the Grand 
Old Party); and higher educated, native, and wealthier East Texas are 
supporting the Grand Old Party. Furthermore, space declines in importance 
as spatial error models are employed. Structural determinants became more 
powerful as the spatial lag fell from importance but structural 
determinants still mis-predict the vote in clusters of spatially 
significant counties.
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In summary, black voters have not voted Republican from 1972 to 1996 
while better educated and wealthier voters have supported the GOP. 
Urbanism is a positive factor in 197 6 and 1980 while migrants especially 
in 1992 and 1996 and Southern Baptists in 1980, 1984, and 1996 have not 
supported the GOP. Space is a factor in this region since spatial error 
models are employed. This means that the original OLS models were mis­
predicting the Republican vote in a clusters of counties in East Texas. 
But in general, the GOP has done well in this region from 1972 to 1996 and 
the model may be under predicting the vote in East Texas.
Summary and Conclusions
The Republican vote in East Texas is characterized by low to 
moderate degrees of spatial dependence. From 1948 to 1968 spatial lag 
models are used and from 1972 to 1996 spatial error models are employed.
Race was not a factor during the spatial lag era (1948-1968), but 
income and urbanism do portray the Rim Southern pattern of wealthier, 
urban-suburban dwellers beginning to support the Grand Old Party. The 
white-belt, Bible-belt areas of Texas remained loyal to the Democratic 
Party. From 1972 to 1996 a slightly different picture emerges. Higher 
educated and wealthier East Texans became the GOP's most loyal voters. As 
noted by many scholars the urban-suburban boom and increased wealth of 
Texas made this region Republican. Black voters have voted against the 
GOP, and contrary to other regions and theories, increasingly higher 
levels of Southern Baptist, often socially conservative populations, did 
not lead to higher Republican votes.
This section of Texas has shown an independent streak from the rest 
of the South. Race was not always a prominent factor from 1948 to 1968, 
and its Southern Baptist areas behaved differently from the rest of the 
South. This chapter has shown that wealth and education was what drove the 
GOP in this region. Space also mattered in this region as the spatial lag
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was an important explanatory variable from 1948 to 1968. But, there was no 
relationship between the degrees of spatial autocorrelation and the 
Republican vote. Modeling the Republican vote revealed the importance of 
space. When the GOP became more successful space waned as an important 
determinant, structural determinants became more dominant but structural 
determinants still mis-predicted the vote in spatially significant areas.
In conclusion, the Grand Old Party has found a home in East Texas. 
This section with large suburban areas in Houston and Dallas is the key to 
winning the state. But, one thing working against the GOP is that 
migration is now a negative factor in explaining the Republican vote. In 
1996 as in many other regions of the South as the percentage of people 
born outside of the South increased the Republican vote decreased. But, 
given that Texas was safely Republican even in Dole's defeat the Democrats 
will have problems wrestling away this geopolitical region, which is key 
to taking this state's electoral college treasure chest.
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CHAPTER XIII
MEXICAN TEXAS
This chapter is devoted to Mexican Texas. This band of 46 counties 
borders Mexico and the Rio Grande in Southwest Texas. This area of Texas 
has strong Mexican cultural influences in ethnicity, language, and 
religion. Like French Louisiana this geopolitical region is unique because 
it has a culture and history that sets it apart from the white Anglo-Saxon 
or black, Protestant South. The region is defined on the basis of West 
Texas native V.O. Key's (1949, p. 272) map, which identified these forty- 
six counties as 30 percent or more Mexican-American population in 1930. 
That was the last census that enumerated them separately for a few 
decades.
Phillips (1969) notes that Mexican-American or Hispanic voters did 
not become politically motivated into a political force until the 1960 
Kennedy campaign. Like their religious brethren in Louisiana they became 
motivated to vote for the Irish-Catholic Kennedy. Before, the votes of 
Hispanics were bought and sold and controlled by white and Hispanic 
political bosses. The most famous example being Lyndon Johnson's 1948 
senatorial "victory" over Coke Stevenson in which LBJ won 99.1 percent of 
the vote over Coke Stevenson in Duval County (Key 1949, p. 275 also see 
Caro 1990). Mexican-Americans had a social status somewhere between blacks 
and whites, and they faced discrimination in jobs and education (Key 1949, 
pp. 271-276).
This study does not take into account Mexican-American population 
like it does for black population. The 1950 and 1960 census does not
217
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enumerate Hispanic population separately. But, the recognition of a 
separate Mexican Texas geopolitical region does recognize the ethnicity 
and uniqueness of this region.
Spatial Analysis of the Republican Vote 1948-1996
I use Moran's I test for spatial autocorrelation from 1948 to 1996. 
The results are presented in Table 38. These results are similar to the 
results found in East Texas. There are no eras that can be identified as 
easily as it is for the South and Deep South. Generally, the vote is a 
little more spatially autocorrelated from 1968 to 1996, but in 1972 and 
1992 the vote experiences a lowered degree of spatial autocorrelation. In 
general the Republican vote in this region suffers from a mild degree of 
spatial autocorrelation from 1948 to 1996. This pattern follows the 
pattern found in East Texas, but it is different from the pattern found in 
the South, Deep South, Piedmont Up-Country, and the Mountain South. Those 
regions display well defined eras of high and lowered degrees of spatial 
autocorrelation, with a transitional period-between the eras. No election 
in Mexican Texas stands out as an exceptionally spatially autocorrelation 
election like the elections of 1948, 1964, 1968 do for the South and Deep 
South.
The Republican Majority Era of 1972 to 1996 for the whole South is 
an era of lowered Republican spatial autocorrelation and higher Republican 
voting. The Republican vote in this region actually displays a slightly 
higher degree of spatial autocorrelation during the Republican Majority 
Era (1972-1996) . Figures 14 to 27 in Chapter V reveals that Mexican Texas 
has become a cold spot of Republican voting from 1972 to 1996. When the 
whole South is analyzed this geopolitical region stands out as an area of 
low Republican voting. Table 39 presents a more in-depth examination of 
the Republican vote and spatial autocorrelation. Table 39 provides a
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Table 38
Moran's I Test for Spatial Autocorrelation
Elec Weight I Mean St.Dev. Z-Value Prob
REP48 MTXBCRS 0.2740605 -0.022 0.098664 3.002961 0.00
REP52 MTXBCRS 0.2722253 -0.022 0.097439 3.021871 0.00
REP56 MTXBCRS 0.1920849 -0.022 0.096713 2.215909 0.03
REP60 MTXBCRS 0.3168432 -0.022 0.097863 3.464689 0.00
REP64 MTXBCRS 0.4170412 -0.022 0.099272 4.424853 0.00
REP 68 MTXBCRS 0.3725763 -0.022 0.097306 4.057285 0.00
REP72 MTXBCRS 0.2852086 -0.022 0.094630 3.248761 0.00
REP76 MTXBCRS 0.4395692 -0.022 0.098680 4.679698 0.00
REP80 MTXBCRS 0.4177688 -0.022 0.099208 4.435051 0.00
REP84 MTXBCRS 0.4443856 -0.022 0.099028 4.711897 0.00
REP88 MTXBCRS 0.3917482 -0.022 0.099109 4.176915 0.00
REP 92 MTXBCRS 0.2674048 -0.022 0.098470 2.941286 0.00
REP 9 6 MTXBCRS 0.4231599 -0.022 0.099656 4.4 69202 0.00
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Table 39
Local Moran Summary Mexican Texas 1948-1996








1948 0.274061 26.56304 0.649890
1952 0.272225 53.91065 0.794792
1956 0.192085 53.44891 0.680592
1960 0.316843 39.7163 0.888999
1964 0.417041 28.1587 0.855510
1968 0.372576 34.32543 0.927216
1972 0.285209 59.82609 0.605419
1976 0.439569 38.69913 0.802547
1980 0.417769 47.04848 0.673817
1984 0.444386 53.09261 0.714673
1988 0.391748 43.6 0.674120
1992 0.267405 : 34 .17391 0.561900
1996 0.423160 36.87348 0.690080
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived form the distribution of the local Moran and 
Republican vote over all 4 6 observations.
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summary of the local Moran and the mean of the Republican vote for all 4 6 
counties.
Table 39 shows that the Republican vote in 1948 was low and 
spatially clustered. In 1952 and 1956 spatial autocorrelation was light 
and the Republican vote by county averaged over 53 percent. Spatial 
resistance to Republican voting was not severe. The elections of I960,
1964, and 1968 saw declining Republican fortunes as the vote fell and
became more spatially clustered. The elections from 1972 to 1996 paint a 
picture of slightly greater spatial autocorrelation with Republican 
performances lagging behind East Texas (Table 34) and the Deep South 
(Table 8). In sum, while the GOP experienced greater spatial acceptance in 
most other parts of the South, they still faced spatial resistance in 
Mexican Texas.
Regression Analysis of the Republican Vote
An OLS multiple regression analysis was performed from 1948 to 1996, 
and specification and spatial diagnostics were consulted. Table 40 
presents the models I use to examine the Republican vote. Spatial lag and 
error models are the best available option from 1948 to 1968. During this 
time period Mexican Texas suffered from spatial dependence. In 194 8 and 
1952 the spatial lag model is a significant explanatory variable, and from 
1956 to 1968 spatial error models are employed. From 1972 to 1996 OLS 
regression models are appropriate. This means that spatial dependence was 
not found from 1972 to 1996, but for the 1972 and 1992 analysis OLS robust 
models are used. Even though the Republican vote is spatially clustered, 
spatial dependence is not a problem in the estimations from 1972 to 1996. 
Spatial forces recede and structural determinants become prominent.
The goodness of fits for the models improves through time as well. 
During the spatial dependent era of 1948 to 1968 the average measure of
the pseudo R2 is .3058, from 1972 to 1996 the mean of the adjusted R2 is
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Table 4 0
Regression Models Mexican Texas 1948-1996
Election R2/R2a Model
1948 .2326 Spatial Lag ML
1952 .1728 Spatial Lag ML
1956 .2480 Spatial Error ML
1960 .3606 Spatial Error ML
1964 .5286 Spatial Error ML
1968 .2921 Spatial Error ML





1992 .5723 OLS Robust
1996 .7211 OLS
Pseudo R2 measures goodness of fit from 1948 to 1968. 
Adjusted R2 measures goodness of fit from 1972 to 1996. 
This table provides a summary of the models in Appendix A.
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.5901. The explanatory power of the independent variables increases 
through time and the explanatory power of space in the form of spatial lag 
weakens. Structural forces become dominant. Two eras of the Republican 
vote can be identified from Table 40. An era of low explanatory power for 
the independent variables characterized by spatial dependence and a later 
era of higher explanatory power for the independent variables without 
spatial dependence. Of note is that during the era of low explanatory 
power and spatial dependence, space is included (either the spatial lag or 
lambda) in the estimation, but the overall explanatory power is still 
weak, especially when compared to the era of no spatial dependence. 
Regression Analysis 1948-1968
During this era the models suffer from spatial dependence. In 1948 
and 1952 spatial lag ML models are used and from 1956 to 1968 the spatial 
error ML models are employed. Table 41 summarizes the results of the 
estimation. It presents the coefficients and standard deviations of the 
independent variables and Table 42 presents the coefficients and standard 
deviations of the spatial explanatory variables. Appendix A presents the 
full results of the models.
Black populations, education, and migration are not statistically 
significant enough (.01 and .05 levels) to be considered determinants from 
1948 to 1968. Median family income is significant and positively related 
to the Republican vote from 1960 to 1968. Southern Baptist populations are 
significant and negatively related to the Republican vote in 194 8 and from 
1956 to 1964. Urbanism is negative and significantly related to GOP voting 
from 1952 to 1968.
In 1948 and 1952 the most consistent explanatory variable is the 
spatial lag of the Republican vote for each county. The most consistent 
influence on Republican voting for each county are its neighbors. In 1948 
Southern Baptist populations are negatively associated with the Republican
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Table 41
Coefficients and Standard Deviations Mexican Texas 1948-1996


























































































































































♦significant at .01, **significant at .05
Figures for 1972 and 1992 based on the Jackknife Variance Estimate 
Standard Deviations in parenthesis
The Table provides a summary of the models from Table 40 and Appendix A.
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Table 42
Coefficients and Standard Deviations for Spatial Explanatory Variables
Election Spatial Variable Coefficient and Standard Deviation
1948 W_Rep4 8 0.428704* (0.154681)
1952 W_Rep52 0.432858* (0.150604)
1956 Lambda 0.4522* (0.157003)
1960 Lambda 0.56457* (0.135847)
1964 Lambda 0.594963* (0.12948)
1968 Lambda 0.490504* (0.150198)
♦significant at .01
Standard Deviations in parenthesis
W_Rep is the spatially lagged independent variable from the spatial lag 
models used Table 4 0 and Appendix A.
Lambda is the spatial autoregressive coefficient
Lambda is from the spatial error models used Table 4 0 and Appendix A
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vote. That is the only independent variable that is significant and in 
1952 only urban population is negatively associated with the Republican 
vote. Black population does not play a role in 1948 and 1952. This follows 
the trend found in East Texas and in other non-Deep Southern regions such 
as South Florida. Black populations are small in this region. There is no 
black threat. The mean of black population by county in this geopolitical 
region in 1950 and 1960 is 2.6 and 2.4 percent respectively.
The findings for Southern Baptist are consistent with the Deep 
South, East Texas, and the Piedmont Up-Country, but the findings for 
urbanism runs contrary to many of the previous studies from Strong (1955 
and 1960) to Bartley and Graham (1975). It appears that in Mexican Texas 
urban places are not areas of Republican success. Higher degrees of 
urbanization did not lead to higher Republican voting. In sum, structure 
yields few clues from 1948 to 1952.
From 1956 to 1968, the spatial error ML estimation is the most 
appropriate model (Table 40). Table 40 also reveals that from 1956 to 1968 
the spatial error model achieves a higher goodness of fit. Southern 
Baptist populations and urbanism are still negative coefficients and 
lambda is positive and significant. More structural determinants come into 
play, but they are mis-predicting the vote in a spatially significant 
cluster of counties. But, spatial error models can correct that. From 1960 
to 1968 median family income is a positive explanatory independent 
variable. Wealthier counties supported Republicans. Wealthier people in 
Mexican Texas voted Republican. Race is not a factor in these elections as 
well. These findings do fit the theoretical argument that wealthier 
Southerners, especially in the Rim South, voted Republican.
But, on the contrary, urban places did not vote Republican. From 
1952 to 1968 as the percentage of urbanism increases the Republican vote 
decreases. Southern Baptist populations are also negatively associated
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with Republican voting from 1956 to 1964. Like the Deep South and East 
Texas, the Bible-belt did not support the GOP.
The Republican Party did not find much success during the Republican 
Minority Era in Texas and in this region. They lost the state in 1948, 
1960, 1964, and 1968 to the Democrats. From 1960 to 1968, Lyndon Johnson 
dominated the Democratic tickets. He was the vice-presidential nominee in 
1960, the presidential nominee in 1964, and his vice-president, Hubert 
Humphrey, led the ticket in 1968.
In summary from 194 8 to 1968, race was not explanatory factor, but 
Southern Baptists populations in 1948 and from 1956 to 1964 and urbanism 
from 1952 to 1968 were negative explanatory factors. Southern Baptists and 
urbanites did not vote Republican, but during this time period income 
became a factor. As median family income increased the Republican vote 
increased from 1960 to 1968. Wealthier Texans in Mexican Texas began to 
vote Republican. Space was prominent in this era as well. The spatial lag 
was an important explanatory variable in 1948 and 1952 and the spatial 
error models were employed from 1956 to 1968. These findings set the stage 
for the next period in this region.
Regression Analysis of the Republican Vote 1972-1996
The Republican party found lasting success in Texas from 1972 to 
1996, losing Texas only once in 1976. Also during this time period spatial 
dependence in the models disappeared. From 1972 to 1996 the regression 
results (Table 40, 41, and 42 and Appendix A) portray a wealthier, non­
native, Southern Baptist (white) , and non-urban population voting 
Republican. Black populations are not significant enough in any election 
from 1972 to 1996. Education in Mexican Texas makes a positive and 
important contribution in 1976 and 1984. It is ranked as the most 
important explanatory variable according to the coefficients. Median 
family income is significant and positively related to Republican voting
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from 1972 to 1996. Wealth makes an important contribution. Migration is 
positively associated with the Republican vote from 1976 to 1988. Migrants 
brought Republicanism with them. Southern Baptist populations are 
positively associated with the GOP in 1976, 1980, and 1988, as it is for 
the South, Deep South, and Piedmont Up-Country. Urbanism remains a 
negative determinant from 1972 to 1996. In sum, spatial effects declined 
in importance and structural determinants become the most important 
explanatory factors in this era of little Republican success in this 
region.
The most important explanatory variables are income, migration, and 
Southern Baptist population. As each one of these counties became 
wealthier, as the number of people born outside of the South increased, 
and as the number of Southern Baptist increased the county became more 
Republican. Theoretically, this is what one would expect to happen. Like 
in the Deep South, Southern Baptists voted Republican. Migrants to the 
region from 1976 to 1988 have a positive association with the Republican 
vote. Migration becomes a significant and positive factor in 1976 and it 
remains constantly positive until 1988. This fits the pattern that a 
wealthier, more non-Southern South, and social conservatives turned to the 
Republican Party. The most consistent indicator of the Republican vote is 
income. Income is significant and positively associated with the 
Republican vote from 1960 to 1996. As Mexican Texans became wealthier they 
voted Republican.
It is theorized that during the 1950s and 1960s migrants often of 
the managerial and professional class brought Republicanism with them. In 
Mexican Texas there is a time lag in the importance of migration when 
compared to other regions in the South, and income also has a delay in 
which it becomes an important explanatory variable. Perhaps this region 
unlike other areas of the South and East Texas did not experience the
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Sunbelt phenomenon until later on. Plus, migration now hurts the GOP in 
other regions, while it does not in Mexican Texas.
Urbanism is negatively associated with the Republican vote. Many 
urban areas of Mexican Texas have very large Hispanic populations. 
Phillips (1969, p. 285) notes that Hispanic voting in Southern Texas towns 
like Brownsville, Harlingen, Corpus Christi, and Galveston increased after 
1965. It appears that urban areas of Mexican Texas with large Mexican- 
American or Hispanic populations are voting Democratic and that has led to 
the negative association with Republican voting.
Not many people are voting Republican in this region (Table 39), 
those who are voting Republican are wealthy, rural, Southern Baptist, 
white, migrants and most likely not Hispanic. This is an area of low 
Republican voting, while the GOP has found success in Texas and the rest 
of the South. Figures 14 to 27 in Chapter V reveal that many of these 
counties are in the bottom two quartiles of Republican voting. While 
Reagan and Bush appealed to millions of Texas, their appeals did not win 
many converts in Mexican Texas in this era when space ceased to play a 
significant role. Mexican Texas is a cold spot of Republican voting and 
structural forces offer a good explanation for low Republican voting. 
Summary and Conclusions
The Mexican Texas geopolitical region is an area of low Republican 
voting. The spatial analysis of this region showed that the Republican 
vote in this region is spatially autocorrelated. The analysis of the vote 
shows that the spatial autocorrelation was caused by a clustering of low 
Republican votes, especially from 1972 to 1996. Furthermore, space in 
either the spatial lag of the Republican vote or the spatial clustering of 
residuals ceased to be a factor, and the structural models offered a 
better description of the Republican vote from 1972 to 1996.
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The regression analysis discovered two eras of presidential 
Republicanism. An era in which the model suffered from spatial dependence 
and an era in which the models did not suffer from spatial dependence. The 
era of spatial dependence coincided with the Republican Minority Era of 
the South, and the era of no spatial dependence coincided with the 
Republican Majority Era of the South. The latter era was also an era in 
which the OLS models achieved a very high degree of goodness of fit.
Race and education are not important factors in both eras. Southern 
Baptist populations meant lowered Republican voting at first, but it meant 
higher Republican voting from 1972 onward as it did in the Deep South. The 
Republican vote in Mexican Texas is white, Baptist, wealthy, influenced by 
non-natives, and rural. But, this is an area of low Republican voting. A 
spatial analysis of the whole South reveals that this region is a cold 
spot of Republican voting.
This is the one region where the Democratic Party is strong in the 
South. But like the black-belts of the post Civil Rights Movement South, 
Democratic strength in a minority region means Democratic losses 
statewide. Phillips (1969) pushed for a Republican strategy of encouraging 
minority involvement in politics, especially Democratic politics to push 
whites into the Republican Party. It appears that the voting behavior in 
Mexican Texas may resemble the black-belts of the Deep South. The 
Republican vote in Mexican Texas is small, but wealthy, white (Southern 
Baptist) and rural, while the Democratic vote is most likely minority, 
less affluent, and urban. But Texas is a GOP stronghold. Its two senators 
and governor are Republican. The governor, George W. Bush, is the son of 
the former president, and regarded as a potential candidate for president 
in 2000. Driving Mexican-American voters into the Democratic Party in 
Texas and Mexican Texas does not hurt the Grand Old Party and hurts the 
Democrats. The last region of this study, West Texas, is one the most
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heavily Republican and a study of the Republican vote in West Texas can 
confirm the Texas situation facing the Democrats in Texas.
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CHAPTER XIV
WEST TEXAS
The final geopolitical region I study is West Texas. This region was 
settled primarily after the Civil War. Many of the settlers to this region 
were Midwesterners from the Great Plains. Large parts of this region are 
part of the Great Plains physiographic province. Birdsall and Florin 
(1992) place much of this region into a Great Plains region with the 
states of Oklahoma, Kansas, Nebraska, and the Dakotas. That region since 
the second World War has been one of the most Republican regions of the 
country. Phillips (1969) states that this region was rapidly recast by the 
agriculture and energy industries and experienced rapid urbanization and 
industrialization after WWII. This geopolitical region also has some 
Western characteristics, and much of this region's history is non- 
Southern. Many West Texans were not from the South, and the fires of the 
Civil War, Reconstruction, and racial politics do not burn brightly here. 
But, Phillips (1969) notes that the inhabitants of West Texas are rural, 
Southern Baptist, and conservative Democrats, who embraced FDR's New Deal 
politics, and he predicted that even though some still supported Humphrey, 
they would soon move to the Republican Party.
Spatial Analysis of the Republican Vote
I use Moran's I test for spatial autocorrelation using the 
randomization assumption. The results are presented in Table 43. The 
Republican vote in West Texas is spatially autocorrelated. There are some 
mild fluctuations for Moran's I and the associated Z-values, but there are 
no clearly defined spatial eras. A look at Figures 2 to 27, which maps the
232
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Table 43
Moran' s I Test for Spatial Autocorrelation
Elec Weight I Mean St.Dev. 2-Value Prob
REP4 8 WTXBCRS 0.574229 -0.008 0.051355 11.345209 0.00
REP52 WTXBCRS 0.4886689 -0.008 0.053942 9.215010 0.00
REP56 WTXBCRS 0.5790622 -0.008 0.054015 10.875919 0.00
REP60 WTXBCRS 0.5445323 -0.008 0.054084 10.223586 0.00
REP64 WTXBCRS 0.6261441 -0.008 0.054120 11.724863 0.00
REP68 WTXBCRS 0.5787935 -0.008 0.053938 10.886533 0.00
REP72 WTXBCRS 0.4955954 -0.008 0.053846 9.360011 0.00
REP76 WTXBCRS 0.4917319 -0.008 0.054132 9.239170 0.00
REP80 WTXBCRS 0.5635995 -0.008 0.054217 10.550343 0.00
REP84 WTXBCRS 0.5300613 -0.008 0.054075 9.957730 0.00
REP 8 8 WTXBCRS 0.5226269 -0.008 0.054148 9.807001 0.00
REP92 WTXBCRS 0.6733163 -0.008 0.054274 12.560647 0.00
REP 9 6 WTXBCRS 0.52914 -0.008 0.054050 9.945381 0.00
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Republican vote in the whole South, shows that hot spots of the Republican 
vote cluster in West Texas. These counties of the South are some of the 
highest voting Republican counties. The Panhandle region of West Texas is 
one major and consistent hot spot of Republican voting. This presents a 
contrast from Mexican Texas, which is characterized by major cold spots of 
Republican voting.
The spatial autocorrelation in West Texas is contrary to the whole 
South and Deep South, which exhibits an era of high spatial 
autocorrelation and an era of lowered spatial autocorrelation with a 
transitional phase in between. The spatial pattern found in West Texas is 
like the patterns found in East Texas and Mexican Texas. All Texas regions 
exhibit a constant degree of spatial autocorrelation of the Republican 
vote. Other peripheral regions such as South Florida, the Ozarks, and 
French Louisiana show a constant pattern of no or weak spatial 
autocorrelation of the Republican vote.
Table 4 4 provides a summary of the local Moran and the mean of the 
Republican vote for the counties of West Texas. The Republican vote is 
moderately to highly spatially clustered from 1948 to 1996. But, the 
Republican vote is also very high in this region, and like the degree of 
spatial autocorrelation it remains fairly stable. Some noted exceptions 
are the low votes received in 1948, 1964, and 1968. But the degree of
spatial autocorrelation in those elections are relatively equal. The 
elections of 1972 and 1984 stand out as elections of unusually high levels 
of Republican voting, but the degree of spatial autocorrelation is 
consistent with the overall pattern of moderate to high spatial 
autocorrelation. In the Deep South, there is a period of spatial 
resistance from 1948 to 1960, a transitional phase from 1964 to 1980, and 
an era of more diffuse and lowered spatial resistance to Republican voting 
from 1984 to 1996. In West Texas there is no relationship between
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Table 4 4
Local Moran Summary West Texas 1948-1996







1948 0.574229 16.92083 1.919652
1952 0.488669 53.61192 0.923883
1956 0.579062 49.79308 0.935461
1960 0.544532 49.32092 1.033905
1964 0.626144 34.44667 0.945160
1968 0.578794 39.92833 0.985219
1972 0.495595 73.475 0.876612
1976 0.491732 44.5135 0.701585
1980 0.563600 58.95058 0.669098
1984 0.530061 69.28883 0.775198
1988 0.522627 59.07667 0.800219
1992 0.673316 44.7 0.707670
1996 0.529140 54.42775 0.858120
The mean and standard deviation of the local Moran and the mean of the 
Republican vote is derived form the distribution of the local Moran and 
Republican vote over all 120 observations.
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Republican voting and its degree of spatial autocorrelation. Spatially, 
the Republican vote in West Texas can be characterized as high and space 
specific or clustered, much like the Republican vote in the Mountain 
South, but with no direct relationship between voting and spatial 
autocorrelation. This is unlike the Deep South, Mountain South, Piedmont 
Up-Country, in which there are relationships between the levels of spatial 
autocorrelation and Republican voting.
Regression Analysis of the Republican Vote 1948-1996
Following a series of OLS regression analysis from 1948 to 1996 and 
the consultation of specification and spatial diagnostics, the best 
specified models incorporating spatial effects when necessary are used in 
examining the Republican vote in West Texas. The models are presented in 
Table 45 and the full results of the final models are presented in 
Appendix A. Spatial dependence is prominent in the analysis. It was found 
in every OLS regression, and every model from 1952 to 1996 incorporates 
spatial effects. The 1948 election suffers from heteroskedasticity and 
non-normality and the OLS robust approach is taken in that election, since 
non-normality can make interpretation of spatial diagnostics difficult and 
the robust approach is often appropriate when heteroskedasticity is 
present.
Spatial effects are prominent in this region, and spatial lag or 
spatial error models are used. In some cases the diagnostics for spatial 
lag dependence in the spatial lag and spatial error models reveal that the 
models reported in Table 45 and Appendix A suffer from some spatial lag 
dependence despite applying spatial lag or spatial error models. Spatial 
lag dependence in spatial lag and spatial error models may be an 
indication of potential specification error (Anselin 1992). Caution, as 
advised by Anselin (1992), is used in interpreting the results.
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Table 4 5
Regression Models West Texas 1948-1996
Election R2/R\ Model
1948 .3456 OLS Robust
1952 .3426 Spatial Lag ML
1956 .4289 Spatial Lag ML
1960 .3609 Spatial Lag ML
1964 .5908 Spatial Lag ML
1968 .4262 Spatial Lag ML
1972 .4396 Spatial Lag ML
1976 .5491 Spatial Lag ML
1980 .5322 Spatial Lag ML
1984 .5679 Spatial Lag ML
1988 .5136 Spatial Error ML
1992 .2281 Spatial Error ML
1996 .4241 Spatial Error ML
Adjusted R2 is used in 194 8 
Pseudo R2 is used from 1952 to 1996
This table provides a summary of the models from Appendix A.
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For the 1948 election, the OLS Robust method is used, from 1952 to 
1984 the spatial lag model is employed, and for the 1988 to 1996 elections 
I use the spatial error model. This finding mimics Mexican Texas and East 
Texas to some degree. East Texas also made the move toward spatial error 
models. But, Mexican Texas made the move from spatial lag to spatial error 
to OLS models. Spatial dependence decreased through time in Mexican Texas, 
and in West Texas there is a movement toward spatial error models. The 
trend in all Texas regions seems to be a movement toward a declining 
influence of space with structural factors becoming more important through 
time.
The mixed structural-spatial models are employed from 1952 to 1996, 
and Table 45 presents the goodness of fits. Table 46 presents the 
coefficients and standard deviations for the structural variables, and 
Table 47 presents the coefficients and standard deviations for the spatial 
explanatory variables. With reference to Lamis's (1990) confluence of race 
and class, race in the form of black and Southern Baptist populations 
paints an interesting picture.
Black populations with the exceptions of 1968, 1976, and 1980 and 
Southern Baptist populations with the exception of 1960 and 1992 are 
significantly (.01 and .05 levels) and negatively associated with the 
Republican vote from 1948 to 1996.
Texas did not have a reputation for black disenfranchisement like 
Mississippi and Alabama. In 1956 and 1964 37 percent and 56 percent
respectively of blacks of voting age were registered to vote (Phillips 
1969, p. 224), and as noted before Texans are not as concerned about race. 
Furthermore, black population is minimal in this region. For 1950 the mean 
of black population per county is 2.8 percent and for 1990 it is 2.7 
percent. With the negative association of Southern Baptism, it appears 
that some white voters are rejecting the Grand Old Party, and black voters
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Table 4 6
Coefficients and Standard Deviations West Texas 1948-1996

























































































































































194 8 figures based on Jacknife Variance Estimate 
♦significant at .01, **significant at .05 
Standard Deviations in parenthesis
The Table provides a summary of the models from Table 45 and Appendix A.
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Table 47
Coefficients and Standard Deviations for Spatial Explanatory Variables
Election Spatial Variable Coefficient and Standard Deviation
1952 W_Rep52 0.550537* (0.0882226)
1956 W_Rep56 0.6088332* (0.0785861)
1960 W_Rep60 0.591934* (0.0856024)
1964 W_Rep64 0.545834* (0.0807938)
1968 W_Rep68 0.683279* (0.0703873)
1972 W_Rep7 2 0.456469* (0.0969006)
1976 W_Rep7 6 0.499807* (0.0847242)
1980 W_Rep80 0.626248* (0.0743625)
1984 W_Rep8 4 0.458795* (0.0857933)
1988 Lambda 0.570933* (0.0980509)
1992 Lambda 0.845548* (0.0506613)
1996 Lambda 0.733007* (0.0727953)
*significant at .01
Standard Deviations in parenthesis
W_Rep is the spatially lagged independent variable from the spatial lag 
models used Table 45 and Appendix A.
Lambda is the spatial autoregressive coefficient
Lambda is from the spatial error models used Table 45 and Appendix A
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are voting Democratic as well. Southern Baptists from 1948 to 1968 in this 
mostly white region of Texas voted Democratic like their counterparts in 
the South and Deep South.
That black populations from 1948 to 1968 are negatively associated 
with Republicanism runs contrary to East and Mexican Texas. Black 
populations are not significantly associated with Republican voting until 
the 1970s in those regions. Race in this region has played a different 
role. Black voters and high black population areas continue to vote 
against the Grand Old Party from 1948 to 1996. In the other two Texas 
regions that relationship was not soundly established until after 1968.
The Southern Baptist variable is the single most consistent negative 
explanatory factor in this region from 1948 to 1996. Southern Baptists 
have consistently voted against the Republican Party. Southern Baptist 
population as measured by the county mean for 1950, 1970, and 1990 is 34, 
37, and 41 percent respectively. Some of these Bible-belt voters remain 
loyal to the Democratic Party. This is similar to East Texas. It appears 
that these voters unlike their brethren in the Deep South did not become 
Republican voters after 1968. In the Deep South, that is interpreted as 
white, rural, and conservative voters becoming Republican. White, rural, 
and conservative areas of West Texas may not be becoming as Republican as 
other parts of the South. The black threat never loomed large in Texas 
politics.
With black populations so small, there should be no black threat in 
this region. And there is no doubt that after the Goldwater candidacy, the 
small black population of voters are voting for the Democrats based on 
their record of supporting civil rights. But, black populations are 
consistently the highest or second highest ranked coefficient (Table 46). 
It is ranked higher than the spatial lag as well (Table 47). It appears 
that less affluent, rural, and conservative whites and blacks back
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Democrats. Without the black threat, these white voters have continued 
voting Democratic, unlike similar whites in the Deep South. The behavior 
of the Southern Baptist variable is strong evidence that the Bible-belt 
rural whites are continuing to vote Democratic.
The class side of the confluence comes through clearly. In this 
geopolitical region, wealthier, more educated, non-native, and urban 
voters are turning to the Republican Party in presidential elections. 
Education is significant and positively related to Republican voting from 
1956 to 1968 and 1976 to 1984. It is the highest ranked coefficient from 
1960 to 1968. From 1972 to 1996 income is significant and positively 
related to Republican voting. Wealthier voters are supporting the GOP. 
From 1984 to 1996 migration is significant and positively related to the 
Republican vote. Migrants have helped the Republican Party. In 1956, 1960, 
1968, 1976, and 1992 urbanism is significant and positively associated 
with Republican voting. Urban voters support the GOP. The economic class 
based theory bears fruit in West Texas. Migration also plays a role in 
that confluence of race and class. A unique aspect to Republicanism in 
West Texas is the later entrance of migration as a force in favor of 
Republican candidates. The elections from 1984 to 1996 have seen the 
emergence of non-native Republicanism. In other parts of the South, such 
as the Deep South and South Florida, migration began to work against the 
Party of Lincoln. Phillips (1969), Lamis (1990), and Black and Black 
(1987) conclude that migration worked in favor of the Grand Old Party 
beginning with Eisenhower's campaigns of the 1950s. Phillips (1969) 
stresses that migration, rapid economic growth, social conservatism, and 
the rapidly growing cities of Odessa, Midland, and Amarillo fueled 
Republican growth. It appears that the rural, white, native, less educated 
Bible-belts are voting more Democratic than their wealthy, more educated, 
and urban counterparts in West Texas. West Texas native Key (1949)
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stressed that Texas was still a one-party state into the 1940s, and it 
appears that some vestiges still remain in the non-panhandle of West 
Texas, even though West Texas is one of the GOP's strongest regions. In 
reference to Lamis's (1990) confluence of race and class the class based
side of the equation is clearly there, but the role of space needs to be
considered.
As noted earlier, space plays a role in this region. The positive
and significant explanatory power of the spatial lag means that each
county is spatially influenced by neighboring counties. That is the 
friends and neighbors effect. There is a spatial component to Republican 
voting. But, the spatial lag is the most important explanatory variable 
only in 1980 (Tables 4 6 and 47) . A look at Figures 2-27 reveals that this 
is a region of high Republican voting during the Republican Majority Era 
of the South. From 1948 to 1968 West Texas was often more Republican than 
the rest of the state (Figures 2-27) . As in the Mountain South, maybe 
space can be considered a surrogate for history. Many of the original 
settlers, especially in the Panhandle, were from the Midwest and brought 
Republicanism with them. From 1988 to 1996, the spatial error model is 
used. This means that space (the spatial lag) became less important and 
structural forces became paramount. This may signify that the spatial- 
historical reasons of voting Republican though still evident in the 
Panhandle have faded in the region as a whole and structural forces have 
become more important. Structural forces have become paramount but they 
are still mis-predicting the Republican vote in a spatially significant 
cluster of counties.
In summary, From 1948 to 1960, black populations and Southern 
Baptist populations are the major negative determinants, while education 
and urbanism beginning in 1956 hint at the urban, middle class 
Republicanism associated with the Eisenhower era. In the racially tinted
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elections of 1964 and 1968 Southern Baptists and black population in 1964 
only show that black voters and rural whites continued their voting 
patterns while higher educated voters in 1964 and 1968 and urbanites in 
1968 still maintained their Republican ties. The positive and significant 
spatial lag from 1948 to 1968 means that Republican support was space 
specific.
In the Republican Majority Era, income as a surrogate for middle 
class Republicanism comes into play in 1972. In this Republican landslide, 
black and Baptist voters did not support the GOP. Higher educated voters 
came back into play in 1976 and joined urbanites, and wealthier voters 
while Southern Baptists rejected the GOP. In the Reagan elections, that 
pattern basically stays the same except that migrants flexed their muscles 
in support of the GOP beginning in 1984. The significance of space in the 
form of the spatial lag does not disappear until 1988, when spatial error 
models are used. From 1988. to 1996 structural determinants become dominant 
and black voters and Baptists continued voting against the GOP, while 
wealthier voters and migrants continue supporting the Republicans while 
urbanism and education fall as consistent determinants.
Summary and Conclusions
This region has been one of the most Republican regions of the 
South. But, the vote in this region is consistently and highly spatially 
autocorrelated throughout the study period. There is only one era of the 
Republican vote in this region— an era of high spatial autocorrelation. 
The multiple regression analysis was conducted using mixed structural- 
spatial models. Spatial lag models were used from 1952 to 1984, and then 
from 1988 to 1996 spatial error models were employed. The Republican vote 
in this region can be characterized as wealthy, white, college educated, 
and non-native. Race and religion were also consistent factors in this 
region as negative determinants. As places became more African-American
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and more Southern Baptist the GOP vote decreased. In West Texas the role 
of race is similar to the role it played in the Deep South, while the 
Southern Baptist relationship is unique to this region. Space in the form 
of the spatial lag played an important role in this region. Space mattered 
in this region from 1952 to 1984, but its influenced has weakened since 
1988.
The Grand Old Party has found success in this region and Texas. In 
1952 and 1956 it went with Eisenhower. Nixon, Reagan, and Bush found big 
success in Texas. Even Bob Dole had Texas safely in the Republican column 
before election day. This region and East Texas are staunchly Republican, 
the only other region of Texas in which the Democrats have a chance is 
Mexican Texas. This region's Republicanism is economic. It is also white, 
but not as white as one would be led to believe.
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CHAPTER XV 
SUMMARY AND DISCUSSION
The South has experienced great change since the end of the Second 
World War. Political geographers and political scientists have associated 
the rise of the Republican Party with racial, economic, and social 
conservatism that appealed to Southern whites. Their studies pointed to 
economics, race, and social values as the key variables in the fall of the 
so-called Solid South. In studying the Republican revolution, this 
dissertation focused on these geographical differences. It subdivided the 
South into nine geopolitical regions at the county/parish level and then 
examined the regional contributions to the rise of the Republican Party. 
The nine geopolitical regions were The Deep South, The Piedmont Up- 
Country, The Mountain South, The Ozarks, South Florida, French Louisiana, 
East Texas, West Texas, and Mexican Texas.
The key problem was as follows: Do six key social and economic
variables theorized as structural determinants of presidential 
Republicanism exhibit similar or different relationships across regions 
over time? That is, do these electoral determinants vary in importance and 
association through space and time. It was hypothesized that these six 
social and economic variables were related to the growth and presence of 
the Republican Party in the South. These were median family income, 
education, urbanism, migrants, African-American population, and membership 
in the Southern Baptist Convention. These variables were chosen as 
surrogates (indicators) for the following interpretation.
246
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A wealthier, more educated, and more urban South turned to the 
conservative economic policies of the GOP; the migration of non- 
Southerners made the region increasingly more Republican; racial changes 
prompted many white Southerners to turn to the conservative racial 
policies of Republican candidates; and finally the social conservatism of 
Republican candidates appealed to protestant Southerners.
In studying this topic the dissertation first tested for spatial 
autocorrelation in the South and the nine geopolitical regions. The South 
was found to have two eras. One era of high spatial autocorrelation from 
1948 to 1968 and another era of lowered spatial autocorrelation from 1972 
to 1996.
The Deep South, Piedmont Up-Country, and Mountain South followed 
that pattern to some degree but they also had a transitional period from 
1964 to 1980. In these three regions there was a transitional era with 
alternating degrees of spatial autocorrelation and of high and low levels 
of Republican voting. After 1984, the Republican vote rose and became more 
dispersed. The GOP had made a spatial breakthrough.
The Republican vote in the other regions exhibited different spatial 
behaviors. South Florida, the Ozarks, and French Louisiana experienced 
little or no spatial autocorrelation throughout the study period, i.e. 
there was a weak link between Republican voting and spatial behavior. 
Structural forces were paramount. The three regions of Texas all reported 
consistent and moderate degrees of spatial autocorrelation of the 
Republican vote. In Texas, the role of space diminished through time. In 
the three Texas regions, spatial-lag models gave way to either spatial- 
error or OLS models through time; structural factors became more 
important.
Multiple-regression analyses with diagnostics for spatial dependence 
were performed for all the regions from 1948 to 1996. To summarize, the
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structural and spatial determinants exhibits different behaviors through 
space and over time. It was found that spatial dependence was more of a 
problem in larger regions such as the Deep South, Piedmont Up-Country, 
Mountain South, and the three regions of Texas. Smaller regions such as 
the Ozarks, South Florida, and French Louisiana showed little indications 
of spatial dependence.
Structural and structural-spatial analyses found that race and 
religion were prominent factors in the growth of the Republican Party in 
the Deep South and Piedmont Up-Country. In Rim Southern regions like South 
Florida, the Mountain South, and West Texas race and religion were not as 
prominent throughout the entire study period.
In the Deep South racial and religious factors tended to dominate, 
while in the Rimland South, race and social concerns gave way to income, 
education, and migration. In the Deep South, Piedmont, and Mountain South, 
race was, for the most part a negative determinant with the exception of 
1964, regardless of whether or not the region had a history of black 
disenfranchisement before the Voting Rights Act. That ran contrary to the 
hypothesis which stated that black populations would be positively related 
with the Republican Party before the Voting Rights Act of 1965. In the 
Deep South, black populations were positively associated with the 
Republican vote in 1952 and 1964, but for the most part negatively related 
with the Republican vote in the other years. Southern Baptist populations 
in the Deep South and Piedmont Up-Country switched from hurting to helping 
the GOP after 1972. This was interpreted as a switch of the white- 
belt/Bible-belt to Republican voting.
Race and religion were determinants in most of the elections in the 
Deep South and West Texas; elsewhere in the regions of French Louisiana, 
East Texas, and Mexican Texas race did not become a factor until the 
Republican Majority Era from 1972 to 1996. For South Florida and the
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Ozarks race was not an important factor. Furthermore, economic factors 
such as income and education had greater effects in the non-Deep Southern 
regions. Finally, migration may be working against the Republican Party in 
all regions except for West Texas. Migration, beginning in 1992, has 
become a negative determinant for the GOP in the South, Deep South and 
South Florida. It seems that non-native Southerners are voting for 
Democrats.
In summary, space was an important factor in all regions except for 
South Florida, the Ozarks, and French Louisiana. But the role of space 
waned through time. Space, either as lag or spatial error, was important 
before 1960 in the Deep South and Piedmont Up-Country. Problems with 
heteroskedasticity and non-normality hindered incorporating spatial 
effects in subsequent elections. While the OLS diagnostics indicate a 
potential problem with spatial error, that reinforces the view of space as 
a declining factor since spatial error is less serious than spatial-lag 
dependence. In the Mountain South, spatial lag models predominate and that 
was interpreted as a spatial-historical lag. Counties in the Appalachians 
have continuously voted Republican for historical reasons since the Civil 
War. In the Texas regions, space was important but declined through time. 
By the 1980s space (in the form of spatial lag) was an unimportant 
determinant and the emergence of spatial error models or purely structural 
models meant that spatial factors (the spatial lag) had declined through 
time.
As the Republican vote became larger, it also became less spatially 
dependent. As more people and counties supported Republican candidates, 
the voting became less dependent on space and more dependent on 
structural forces such as race, religion, and income. As spatial factors 
declined, structural factors became more important.
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Political Geography
What does this dissertation have to say about political geography, 
about the geography of place and the political geography of presidential 
elections in the South? First, the nine geopolitical regions of this study 
exhibited different distinctive spatial, structural, and structural- 
spatial behaviors. That is space mattered throughout this study. Of 
special interest to political geographers is the fact that the theorized 
structural determinants behaved differently through time and over space. 
Race, religion, migration, education, wealth, and urbanism played 
different roles in each region through time.
Second, in regard to the geography of place. It has been shown that 
different cultural/historical factors created nine distinctive 
geopolitical places in the South each with its unique pattern of voting 
behavior. For example, race was not a factor in some peripheral regions 
such as South Florida; and it was unimportant in East Texas until after 
the Civil Rights Movement. That was unlike the Deep South. In the Deep 
South race has exhibited a generally negative relationship to Republican 
voting. Race thus functions differently according to region.
This study in the political geography of the South found inspiration 
in previous studies by Key (1949), Phillips, (1969), Bartley and Graham 
(1975) and Lamis (1990) . These studies were part of or borrowed some 
aspects from the political ecological tradition in political science. 
Another school of thought places more emphasis on a national convergence 
of electoral politics. For example, the working classes in the South, 
East, or West should vote the same based on their class interests. From 
this argument has come the nationalization thesis of Petrocik (1987; also 
see Webster 1996) in which the South and the rest of the country is 
characterized by increasing homogeneity. The South and its voting are 
becoming less Southern, and more national according to that thesis.
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But, this dissertation takes a different view. It follows in the 
newer tradition of place-based politics (see Agnew 1987, Johnston 1991, 
O'Loughlin et al 1994, and Flint 1995). In this study, as in the seminal 
works on the South by Key (1949), Phillips (1969), Bartley and Graham 
(1975), and Lamis (1990), geographic differences between regions are 
noted. But, unlike those studies the geographic regionalization is 
systematically and consistently used in the analysis.
Different geographical places or geopolitical regions exist in the 
South. The differences between the Deep South and Rim South have long been 
noted and other regions such as the Mountain South, South Florida, and 
French Louisiana are distinctive as well. This study uses these regions 
and applies a uniform model to each. This permitted us to accomplish three 
things. The first was to see if each geopolitical region was a valid 
entity, i.e. does each region exhibit behavior that is place specific. 
Differences in spatial effects in each region and/or differences in the 
significance and contribution of voting determinants are a sign of place 
specific behavior. The second, is to identify the explanatory variables 
that played a role in the several regions. For example, race was not 
expected to be as paramount in non-Deep Southern regions. The third was to 
see if these effects (spatial and structural) changed through time and 
over space.
This study did find that egions exhibited different spatial 
behaviors through time and space. For example, the Republican vote in the 
Deep South, Piedmont Up-Country, and the Mountain South displayed three 
eras of spatial autocorrelation. These phases included an early era of 
high spatial autocorrelation, a transitional era and a later era of 
lowered Republican voting. The second era was a transitional era in which 
the Republican vote and spatial autocorrelation were unstable and 
fluctuated between high and low levels from election to election. The
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final era was one in which spatial autocorrelation permanently lowered and 
the Republican vote became consistently high. The Republican vote was 
higher and more dispersed. The GOP faced lowered spatial resistance over 
time.
The smaller regions (French Louisiana, the Ozarks, and South 
Florida) and arguably the most culturally, economically, and socially, 
homogenous all had weak or no spatial autocorrelation. Nonetheless, the 
GOP tended to perform better after 1980 in these regions. The Republican 
vote was not as spatially clustered, and these regions suffered from high 
degrees of multicollinearity. These regions were also confined within one 
single state.
The three regions of Texas all showed similar patterns of spatial 
behavior. They all had consistent degrees of spatial autocorrelation of 
the Republican Vote. But, in the structural-spatial analysis differences 
in behavior were evident. Mexican Texas went through a period in which 
spatial-lag models were used, then it entered a period in which spatial 
error models were appropriate and then spatial dependence disappeared and 
OLS models were used. East Texas and West Texas went through two periods 
of structural-spatial models. They had an era of spatial lag and then an 
era of spatial-error models. West Texas entered the era of spatial-error 
models later than East Texas. In Texas, the spatial lag as an explanatory 
variable declined and structural determinants became more important. In 
summary each region behaved differently. Different structural and spatial 
factors were found in each region. There was no one path to the rise of 
the Republican Party in the South.
Methodological Issues
Some methodological issues raised in this dissertation involve the 
problem of the ecological fallacy (Robinson 1950) when using aggregate 
data and analysis to explain individual behavior. This fallacy was not a
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problem for this study, since the purpose was to examine the behavior of 
Southern society and politics in different geographic regions through 
time. Flint (1995) took a similar approach in studying Nazi Germany. This 
study wished to see which different social groups through time and space 
supported or did not support the Republican Party. In addition, ecological 
units were needed to incorporate structural-spatial models. Furthermore, 
Owen and Grofman (1997) discovered that, under certain assumptions, simple 
ecological models can yield reliable results even with theoretical errors 
in model specification. Their study looked at ecological regression in 
estimating the vote in majority-minority districts and the reliability of 
those models in predicting minority votes.
A final issue concerns the regions and the variables. As explained 
in Chapter III, regions were chosen based on cultural and historical 
criteria. The problem is that regions are dynamic and changing in 
character. First, of course, some border counties could be shifted between 
regions and that can pose a minor problem with the growth of urban areas 
but regions were kept constant to maintain a consistency in the analysis.
The choice of independent variables is debatable, but this study 
will stand by its results and conclude that the six independent variables 
chosen have performed well for the most part. In the case of the Mountain 
South, Ozarks, South Florida, and the Piedmont Up-Country, for example, 
there were consistent periods in which the six structural variables even 
with the addition of a spatial variable could only explain 20 to 30 
percent of the variance in the Republican vote. The models were not always 
robust and had limitations. In these instances it appears that there may 
be an exogenous variable or variables. That exogenous variable may be 
place and/or time specific. Other surrogates may have been appropriate. It 
is difficult to explain the unexplained. Especially when there are 
instances when these six surrogates explain a great deal of the variance
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in these and other regions. To be sure, it can be theorized that the 
Republican surge in the South also depended on the devotion of resources 
for organization and campaigns. It would have been nice to include 
Republican activity in some form such as money or advertising, but 
practical limitations placed severe restrictions on the amount of time and 
resources that could be devoted to that scope of this study.
Future Research
Future research may examine the relationship between spatial 
autocorrelation and the need for structural-spatial models. Is there a 
degree of spatial autocorrelation in the dependent variable that triggers 
the need for spatial-lag or spatial-error models? Can the type of model be 
predicted based on the spatial behavior of the dependent variables? Also, 
what is the role of independent variables in this prediction process? What 
role does the statistical and spatial behavior of the independent 
variables play and what types of interactions in the OLS regression models 
lead to the choice of spatial-lag or spatial-error models. It is believed 
that future research will show that behavior of the dependent variable is 
paramount.
Future research might also territorial morphology. Does an elongated 
region like the Mountain South or South Florida affect the spatial 
diagnostics and spatial behaviors of the phenomenon differently than more 
compact regions like the Ozarks and West Texas? Similarly with the number 
of spatial units in a region.
Future research into the rise of the Republican Party may 
experiment with different independent variables for each state and compare 
the differences between the State of Louisiana and French Louisiana or 
between Florida and South Florida. Furthermore the three regions of Texas 
could be compared to the state and the South. Multiple-state geopolitical 
regions like the Deep South could be compared to a state like Georgia and
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then my Deep South could be compared to the whole state of Georgia and the 
traditional five state Deep South and differences in structural and 
spatial forces could be compared.
The Deep South. Rim South, and National Realignment
This dissertation has found differences between the Rim and Deep 
South. The Rim South has a Republicanism based on conservative economic 
issues. In the Deep South, the Republican Party grew on a base of race 
and religion. The election of 1972 saw the mass conversion of white, rural 
Bible-belt voters to the Republican Party. The New Right is composed of 
these socially and racially conservative voters. Since that election the 
GOP has had its most reliable base in the South and West. While the GOP 
has been losing electoral votes in the Northeast and Great Lakes. There is 
a Southern capture thesis which states that the Republican Party has 
become too Southern and the party has alienated conservative voters in 
other parts of the country (Caldwell 1998) . Much of the credit for 
alienating Northern voters is based on the social and cultural 
conservatism of Southerners and the Religious Right (Caldwell 1998). The 
evidence is based on the Party's poor showing in the Northeast and Great 
Lake states in the 1992 and 1996 presidential elections. The thesis holds 
that the GOP cannot hold together the two conservative wings of the Reagan 
coalition, since voters in the North have moved to the left on social 
issues while the Southern capture of the GOP have propelled the party too 
far right. The national realignment which began in 1948 has come full 
circle in which the Democrats are a majority Northern based party while 
the Republican Party has become a Southern based minority party according 
to that theory.
Could that dichotomy between social and economic conservatives 
afflict the South? Could the Rim and Deep South be at odds? The GOP did 
lose Florida, Arkansas, and Tennessee to the Democratic Party. This study
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has shown different bases of GOP support in those two regions, but the 
cultural, historical, economic, and political similarities between most of 
the Rim South and the Deep South are not as great as the chasm between the 
South and the North. This historical legacy of the South ties its 
subregions more closely together. The South is the only part of the nation 
to share in a common experience of rebellion, defeat, and foreign 
occupation (Woodward 1993). To paraphrase Faulkner, the past is never dead 
in the South.
A more rigorous approach would note that Rim Southern states such as 
Virginia, North Carolina, and Texas have been as Republican as Mississippi 
and Alabama since 1980. Furthermore, upper-middle class Deep Southerners 
were noted for their Republicanism in the 1950s like their Rim Southern 
counterparts. The Rim South is also heavily influenced by religion as 
well. These two currents are found in all parts of the South. The lines 
between those two groups in the South are very fuzzy as the two groups 
often overlap or are neighbors in South.
The Future of the Republican Party in the South
Since structural forces have become more prominent in the South, the 
Democrats and Republicans need to re-examine their strategies. For 
example, the Democratic success in Florida was best modeled by an OLS 
constrained model yet the variables failed to offer a structural 
explanation for the Republican vote. A model which was based on race and 
class failed in South Florida, which is the least Southern region. South 
Florida during the 1950s and 1960s achieved very high levels of fit and 
offered a fairly decent look at the Republican vote. Other regions such as 
French Louisiana, the Deep South, and West Texas have offered excellent 
insights on what is driving the Republican vote. It remains to be seen if 
those other regions go through a similar process. South Florida offers 
some credence to the nationalization thesis. The model based on the
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Southern social, racial, and economic experience since 1948 failed in 
South Florida in 1996. But the success of the model in the Deep South, 
East Texas, West Texas, and French Louisiana suggests that a model based 
on the post WWII experience of the South still works. But with space 
becoming less important, it remains to be seen if the South does in fact 
become more like South Florida.
This study holds that the South is unique; it also finds sharp 
differences within the South. But the general trend has been the declining 
importance of space especially after 1984 with structural forces becoming 
more important. This study found some regional convergence in the vote but 
there were still some striking structural differences in race, religion, 
and economics between regions, even as the Republican vote in the South 
has become larger and more dispersed. If the rest of the South becomes 
more socially and economically dispersed we may see a nationalization or 
southernization of the South, but that may be an issue best grappled with 
in the next century. In the early part of the next century the GOP will 
retain an advantage in Dixie since the structural determinants of race and 
class still favor the Party of Lincoln. In fact the decline of space was 
met with great Republican success, so perhaps the greater social and 
racial convergence of the South may still sustain GOP success well into 
the next century.
But, conversely if South Florida represents the future of the South, 
then the GOP may not dominate the South into the next century. But South 
Florida remains the least Southern region of the South. Texas, which is 
quite distinct from the South, is still a GOP stronghold and two of the 
three regions, including the most populous region, are very Republican. 
When one factors in the Republicanism of the Deep South, Piedmont, and the 
Mountain South, it appears that another revolution on the scale of the 
Civil War or Civil Rights Movement may be needed to overturn Republican
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dominance. At the moment there is little indication of another revolution. 
But when one considers that visionaries like W.J. Cash and V.O. Key failed 
to see the Civil Rights Movement, anything could be possible. In sum, 
unless something revolutionary happens the GOP can look forward to success 
in the South well into the next century.
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APPENDIX A 
MODELS USED FOR CHAPTERS V-XIV
Chapter V The South
1948
ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 
























VARIABLE COEFF S.D. z-value Prob
CONSTANT 24.2896 2.35982 10.292987 0.000000
BLACK50 -0.276556. 0.0269192 -10.273556. 0.000000
EDUC50 0.411843 0.237296 1.735565 0.082641
INCOME50 -0.0010158 0.000896788 -1.132708 0.257337
BAPTIST5 -0.149364 0.0351378 -4.250809 0.000021
URBAN50 0.037823 0.018801 2.011751 0.044246
ETX 3.40549 1.10457 3.083092 0.002049
WTX -1.93963 1.65478 -1.172138 . 0.241142
MTX 3.40595 2.15102 1.583413 0.113327
FRLA 1.65131 2.11444 0.780968 0.434821
OZA 7.78557 2.31928 3.356887 0.000788
SFL 18.5367 1.98513 9.337735 0.000000
MSO 29.1457 2.37047 12.295302 0.000000
PCSO 6.46813 1.31866 4.905079 0.000001
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 




ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE

















174.001 ( 13.1909 ) SIG-SQ(ML) 171.589 (
JACKNIFE VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 32.4454 2.35524 13.775840 0.000000
BLACKS0 -0.0367494 0.0336498 -1.092116 0.274782
EDUC50 1.79646 0.309221 5.809631 0.000000
INCOME50 0.000854443 0.00108116 0.790300 0.429352
BAPTIST5 -0.131577 0.0367012 -3.585093 0.000337
URBAN50 0.00889617 0.0241184 0.368854 0.712236
ETX 7.87287 1.26777 6.209996 0.000000
WTX 14.3414 1.86099 7.706344 0.000000
MTX 12.5915 2.55403 4.930060 0.000001
FRLA 6.95864 2.63955 2.636302 0.008382
OZA 15.0322 2.16591 6.940328 0.000000
SFL 14.7489 1.88876 7.808779 0.000000
MSO 19.6139 2.35498 8.328667 0.000000
PCSO -0.893039 1.43691 -0.621500 0.534271
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 15.386300 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 26.155161 0.000002
1956
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE
DEPENDENT VARIABLE REP56 OBS 1010 VARS 1!
R2 0.5086 R2-adj 0.5017
LIK -3967.10 AIC 7964.20 SC
RSS 152584 .
SIG-SQ 153.351 ( 12.3835 ) SIG-SQ(ML) 151
12.2912 )
JACKNIFE VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 34.0862 2.75439 12.375205 0.000000
BLACK60 -0.243021 0.0330486 -7.353441 0.000000
EDUC60 0.594662 0.204362 2.909854 0.003616
INCOME60 0.00133558 0.000666126 2.004995 0.044964
MIGRANT6 0.238686 0.0908182 2.628172 0.008585
BAPTIST6 -0.148853 0.0410925 -3.622392 0.000292
URBAN60 0.0164519 0.0202025 0.814350 0.415444
ETX 16.3741 1.27859 12.806343 0.000000
WTX 9.03468 1.73475 5.208061 0.000000
MTX 9.84468 2.36079 4.170086 0.000030
FRLA 16.4708 2.23802 7.359534 0.000000
OZA 11.9717 2.18989 5.466796 0.000000
SFL 12.6786 2.91175 4.354268 0.000013
MSO 21.4786 2.25566 9.522114 0.000000
PCSO 0.432882 1.55959 0.277561 0.781349
DF 995
8037.96
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REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 19.024610 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 32.540623 0.000000
1960
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
























VARIABLE COEFF S.D. z-value Prob
CONSTANT 33.6932 2.7003 12.477573 0.000000
BLACK 60 -0.172537 0.0343207 -5.027188 0.000000
EDUC60 0.995642 0.218393 4.558942 0.000005
INCOME60 0.000566837 0.00063029 0.899327 0.368479
MIGRANT6 0.163868 0.0894614 1.831715 0.066994
BAPTIST6 -0.0985108 0.0390871 -2.520290 0.011726
URBAN60 0.020303 0.0196524 1.033101 0.301557
ETX 4.91608 1.09829 4.476135 0.000008
WTX 8.48953 1.61193 5.266700 0.000000
MTX -3.19316 2.19905 -1.452063 0.146484
FRLA -18.317 1.54166 -11.881389 0.000000
OZA 13.7279 2.28487 6.008200 0.000000
SFL 10.2106 2.90139 3.519198 0.000433
MSO 19.9343 2.22489 8.959650 0.000000
PCSO 2.41982 1.51997 1.592017 0.111381
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 19.024610 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 42.180480 0.000000
1964
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE
DEPENDENT VARIABLE REP64 OBS 1010 VARS 15 DF 995
R2 0.4798 R2-adj 0.4725
LIK -4132.67 AIC 8295.34 SC 8369.10
RSS 211786.
SIG-SQ 212.850 ( 14.5894 ) SIG-SQ(ML) 209.689 (
14.4807 )
JACKNIFE VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
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CONSTANT 36.8199 2.77925 13.248145 0.000000
BLACK60 0.277703 0.0424432 6.542930 0.000000
EDUC60 0.676693 0.248809 2.719725 0.006534
INCOME60 0.00205915 0.00068904 2.988429 0.002804
MIGRANT6 -0.219808 0.111638 -1.968936 0.048960
BAPTIST6 0.298382 0.0412108 7.240382 0.000000
URBAN60-0.000485808 0.021845 -0.022239 0.982257
ETX -27.8106 1.28736 -21.602797 0.000000
WTX -24.8858 1.85186 -13.438256 0.000000
MTX -21.6812 2.09093 -10.369151 0.000000
FRLA -13.3017 2.58995 -5.135876 0.000000
OZA -8.2863 2.26794 -3.653675 0.000259
SFL -0.263631 3.16172 -0.083382 0.933548
MSO -11.3152 2.07255 -5.459559 0.000000
PCSO -16.8251 1.65845 -10.145115 0.000000
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 19.024610 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 3.519264 0.172108
1968
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 









VARIABLE COEFF S.D. z-value Prob
CONSTANT 15.8639 2.7031 5.868777 0.000000
BLACK70 -0.176324 0.0276257 -6.382602 0.000000
EDUC70 0.660217 0.147207 4.484961 0.000007
INCOME70 0.000982171 0.00034151 2.875966 0.004028
MIGRANT7 0.121598 0.0821221 1.480699 0.138687
BAPTIST7 -0.0736376 0.0328443 -2.242018 0.024960
URBAN70 -0.00114972 0.0153082 -0.075105 0.940131
ETX 7.97273 0.900423 8.854434 0.000000
WTX 14.2093 1.23018 11.550566 0.000000
MTX 7.42407 1.7212 4.313315 0.000016
FRLA -2.47936 1.39861 -1.772727 0.076274
OZA 15.3749 1.87628 8.194333 0.000000
SFL 11.4717 2.79473 4.104768 0.000040
MSO 23.6717 2.0932 11.308850 0.000000
PCSO 6.61989 1.21595 5.444219 0.000000
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 23.597388 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
REP68 OBS 1010 VARS 15 DF 995
R2-adj 0.5550
AIC 7469.13 SC 7542.90
9.69182 ) SIG-SQ(ML) 92.5364 (




ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE
ROBUST INFERENCE
DEPENDENT' VARIABLE REP72 OBS 1010 VARS 1
R2 0.3600 R2-adj 0.3510
LIK -3547.25 AIC 7124.50 SC
RSS 66442.3
SIG-SQ 66.7762 ( 8.17167 ) SIG-SQ(ML) 65.
8.11076 )
JACKNIFE VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 64.6831 2.53661 25.499881 0.000000
BLACK70 -0.21706 0.0294081 -7.380963 0.000000
EDUC70 -0.337864 0.123142 -2.743689 0.006075
INCOME7 0 0.00223034 0..000270817 8.235595 0.000000
MIGRANT7 -0.0444864 0.0577661 -0.770113 0.441233
BAPTIST7 0.172995 0.0249328 6.938455 0.000000
URBAN70 -0.00613915 0.0132472 -0.463431 0.643056
ETX -9.62682 0.874671 -11.006221 0.000000
WTX -9.23225 1.11959 -8.246077 0.000000
MTX -16.2186 1.8895 -8.583560 0.000000
FRLA -11.2239 1.55631 -7.211865 0.000000
OZA -8.52065 2.25837 -3.772916 0.000161
SFL 1.7006 1.79754 0.946067 0.344114
MSO -10.3132 1.30368 -7.910840 0.000000




MULTICOLLINEARITY CONDITION NUMBER 23.597388 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 569.641341 0.000000
1976
ORDINARY LEAST SQUARES ESTIMATION 
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BAPTIST8 0.0665144 0.0363944 1.827600 0.067610
URBAN80 0.0356133 0.0136786 2.603572 0.009226
ETX 1.12275 0.99975 1.123033 0.261423
WTX 4.46881 1.24044 3.602607 0.000315
MTX 0.602044 1.71853 0.350325 0.726094
FRLA 2.06816 1.96466 1.052681 0.292487
OZA 2.32335 1.90877 1.217200 0.223528
SFL 5.05069 1.99591 2.530518 0.011389
MSO 6.03849 1.64308 3.675102 0.000238
PCSO -3.60616 1.06221 -3.394961 0.000686
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 26.792691 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 3.928387 0.140269
1980
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE
DEPENDENT VARIABLE REP80 OBS 1010 VARS 15 DF 995
R2 0.4482 R2-adj 0.4405
LIK -3570.17 AIC 7170.34 SC 7244.10
RSS 69526.9
SIG-SQ 69.8763 ( 8.35920 ) SIG-SQ(ML) 68.8385 {
8.29690 )
JACKNIFE VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 32.6086 2.49538 13.067598 0.000000
BLACK80 -0.205297 0.0231073 -8.884488 0.000000
EDUC80 0.319671 0.108033 2.959006 0.003086
INCOME80 0.000816452 0.000140706 5.802550 0.000000
MIGRANT8 0.112176 0.0510656 2.196698 0.028042
BAPTIST8 0.0505323 0.0312417 1.617461 0.105779
URBAN80 0.0171949 0.0132175 1.300922 0.193285
ETX -0.448175 0.94 94 -0.472062 0.636883
WTX 6.00343 1.12177 5.351742 0.000000
MTX -4.00766 1.87416 -2.138375 0.032486
FRLA -0.31711 1.75191 -0.181008 0.856361
OZA 3.74992 1.57687 2.378076 0.017403
SFL 2.73788 2.01355 1.359732 0.173915
MSO 2.28622 1.48935 1.535048 0.124772
PCSO -5.67381 0.945125 -6.003236 0.000000
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 




ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
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DATA SET CENVOTE
DEPENDENT VARIABLE REP84 OBS 1010 VARS 1
R2 0.5051 R2-adj 0.4982
LIK -3473.17 AIC 6976.35 SC
RSS 57377.1
SIG-SQ 57.6654 ( 7.59378 ) SIG-SQ(ML) 56.1
7.53718 )
JACKNIFE 'VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 44.883 2.39531 18.737904 0.000000
BLACK80 -0.31867 0.0238233 -13.376371 0.000000
EDUC80 0.207845 0.106852 1.945176 0.051754
INCOME8 0 0.0012741 0.000128448 9.919204 0.000000
MIGRANT8 0.0405571 0.0442004 0.917574 0.358842
BAPTIST8 0.131144 0.0265252 4.944127 0.000001
URBAN80 -0.0127106 0.012684 -1.002097 0.316297
ETX -5.84454 0.955707 -6.115413 0.000000
WTX -2.53683 1.08877 -2.330006 0.019806
MTX -13.316 2.02708 -6.569032 0.000000
FRLA -5.43548 1.47761 -3.678560 0.000235
OZA -0.927725 1.39818 -0.663521 0.506997
SFL 1.48735 1.83247 0.811667 0.416983
MSO -4.93893 1.11608 -4.425270 0.000010




MULTICOLLINEARITY CONDITION NUMBER 26.792691 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 92.675909 0.000000
1988
ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 
























VARIABLE COEFF S.D. z-value Prob
CONSTANT 38.9873 2.28446 17.066300 0.000000
BLACK90 -0.258472 0.0231406 -11.169626 0.000000
EDUC90 0.0199184 0.073918 0.269466 0.787571
INCOME90 0.000903347 7.13333E-05 12.663750 0.000000
MIGRANT9 -0.02867 0.0409473 -0.700168 0.483823
BAPTIST9 0.0923294 0.024268 3.804568 0.000142
URBAN90 0.00724526 0.0120548 0.601026 0.547823
ETX -10.727 0.904108 -11.864694 0.000000
WTX -6.44599 1.14273 -5.640874 0.000000
MTX -15.6394 1.94043 -8.059775 0.000000
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FRLA -7.83868 1.50736 -5.200264 0.000000
OZA -0.394367 1.32529 -0.297571 0.766031
SFL -0.552657 1.86432 -0.296439 0.766895
MSO -2.3479 1.04946 -2.237246 0.025270
PCSO -6.78054 0.872132 -7.774670 0.000000
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 26.286265 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 26.983383 0.000001
1992
ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE 
DEPENDENT VARIABLE REP92 
















VARIABLE COEFF S.D. z-value Prob
CONSTANT 22.9762 2.25131 10.205736 0.000000
BLACK90 -0.125905 0.0224289 -5.613511 0.000000
EDUC90 0.098881 0.0719644 1.374026 0.169434
INCOME90 0.000686071 7.12329E-05 9.631374 0.000000
MIGRANT9 -0.0746899 0.0376672 -1.982887 0.047380
BAPTIST9 0.120691 0.0243914 4.948095 0.000001
URBAN 90 0.0205461 0.0121304 1.693773 0.090308
ETX -7.00799 0.857684 -8.170823 0.000000
WTX -1.61371 1.23795 -1.303538 0.192391
MTX -5.84336 1.62383 -3.598511 0.000320
FRLA -3.68051 1.18635 -3.102374 0.001920
OZA -3.13481 1.30473 -2.402640 0.016277
SFL -1.96371 1.63942 -1.197809 0.230991
MSO -0.356236 1.00915 -0.353006 0.724084
PCSO -4.61175 0.849586 -5.428236 0.000000
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 26.286265 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 0.069551 0.965822
1996
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET CENVOTE
REP96 OBS 1010 VARS 15
R2-adj 0.4 901
AIC 6984.00 SC 7057.76
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SIG-SQ 58.1038 ( 7.62259 ) SIG-SQ(ML) 57.2409 (
7.56577 )
JACKNIFE VARIANCE ESTIMATE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 22.5468 2.33204 9.668286 0.000000
BLACK90 -0.183717 0.0242949 -7.561955 0.000000
EDUC90 0.113861 0.0737691 1.543473 0.122716
INCOME90 0.000969972 7.22517E-05 13.424902 0.000000
MIGRANT9 -0.0905394 0.0426276 -2.123965 0.033673
BAPTIST9 0.0894189 0.0241609 3.700969 0.000215
URBAN90 -0.0208363 0.0120988 -1.722181 0.085037
ETX -1.42838 0.851829 -1.676840 0.093574
WTX 4.30069 1.16679 3.685932 0.000228
MTX -5.93951 1.85434 -3.203024 0.001360
FRLA -6.98518 1.35979 -5.136969 0.000000
OZA -4.0903 1.49399 -2.737839 0.006184
SFL -3.55599 1.88878 -1.882690 0.059742
MSO -0.880133 1.04319 -0.843693 0.398841
PCSO -4.4917 0.870054 -5.162549 0.000000
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 26.286265 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 24.053585 0.000006
Chapter VI The Deep South
1948
SPATIAL LAG MODEL - BOOTSTRAP ESTIMATION
DATA SET DSOCV SPATIAL WEIGHTS MATRIX DSOBCRS
DEPENDENT VARIABLE REP48 OBS 446 VARS 7 DF 439
INSTRUMENTS W_BLACK5 W_BAP50 
R2 0.3605 Sq. Corr. 0.2521










































SPATIAL ERROR MODEL 
































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 6.64 6923 0.24 8251
Spatial B-P test 5 6.647411 0.248211
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 337.107465
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 5 5.964520 0.309687
Wald Test 5 5.972998 0.308855
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB





SPATIAL LAG MODEL 
DATA SET DSOCV
DEPENDENT VARIABLE REP56
INSTRUMENTS W_BLACK6 W_BAP60 
R2 0.3113 Sq. Corr























































SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION 
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LAMBDA 0.812798 0.0298767 27.205080 0.000000
REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 9.112022
Spatial B-P test 6 9.112169
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX DSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 338.814267 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 7.330953 0.291322
Wald Test 6 7.255637 0.297852
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB





ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET DSOCV
























































MULTICOLLINEARITY CONDITION NUMBER 21.447103 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 14.962500 0.000564
1968
ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 
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JACKNIFE VARIANCE ESTIMATE 
VARIABLE COEFF S.D. z-value Prob
CONSTANT 11.2362 3.98134 2.822206 0.004769
BLACK70 -0.108515 0.0354915 -3.057483 0.002232
EDUC70 0.143758 0.170982 0.840776 0.400473
INCOME70 0.00225336 0.000467562 4.819384 0.000001
MIGRANT7 0.0270368 0.114937 0.235231 0.814029
BAPTIST7 -0.161105 0.0371348 -4.338384 0.000014
URBAN70 0.0378337 0.0198303 1.907876 0.056407
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 27.167236 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 29.443859 0.000000
1972
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET DSOCV
























































MULTICOLLINEARITY CONDITION NUMBER 27.167236 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 272.162795 0.000000
1976
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET DSOCV
REP76 OBS 44 6 VARS
R2-adj 0.2541
AIC 3244.42 SC









83.1827 ( 9.12046 ) SIG-SQ(ML)
3273.12
81.8772 (










































ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 







































































MULTICOLLINEARITY CONDITION NUMBER 30.507309 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 4.026644 0.133544
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 30.507309 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 5.449163 0.065574
1984
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET DSOCV
REP84 OBS 44 6 VARS
R2-adj 0.5992
AIC 2927.07 SC











( 6.39004 ) SIG-SQ(ML) 40.1917 (












































MULTICOLLINEARITY CONDITION NUMBER 30.507309 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 36.387065 0.000000
1988
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 


































































MULTICOLLINEARITY CONDITION NUMBER 29.368233 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 15.923730 0.000349
1992
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET DSOCV














( 7.08123 ) SIG-SQ(ML)
3047.38
49.3568 (
JACKNIFE VARIANCE ESTIMATE 
VARIABLE COEFF S.D. z-value Prob






































MULTICOLLINEARITY CONDITION NUMBER 29.368233 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 2.643328 0.266691
1996
ORDINARY LEAST SQUARES ESTIMATION 



































































MULTICOLLINEARITY CONDITION NUMBER 






Chapter VII The Piedmont Up-Countrv
1948
SPATIAL ERROR MODEL 































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 5 17.214 601
Spatial B-P test 5 17.214616




SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX PCSOBCRS (:
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 55.956603 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 5 18.854703 0.002046
Wald Test 5 18.927055 0.001983
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
PCSOBCRS yes no 1 0.047586 0.827319
1952
SPATIAL ERROR MODEL 



























































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 7.841079 0.165214
Spatial B-P test 5 7.841280 0.165203
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX PCSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 63.310189 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 5 21.756773 0.000582
Wald Test 5 20.914244 0.000841
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
PCSOBCRS yes no 1 0.001970 0.964595
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1956
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION





SPATIAL WEIGHTS MATRIX PCSOBCRS 
REP56 OBS 142 VARS 7 DF 135
Sq. Corr. 0.1354 R2(Buse) 0.1434
















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 13.106019 0.041383
Spatial B-P test 6 13.106682 0.041373
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX PCSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 96.798573 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 8.940964 0.176926
Wald Test 6 8.370161 0.212219
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
PCSOBCRS yes no 1 0.055760 0.813328
1960
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION




SPATIAL WEIGHTS MATRIX PCSOBCRS 
REP60 OBS 142 VARS 7 DF 135
Sq. Corr. 0.1732 R2(Buse) 0.1297
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RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 11.310507 0.079241
Spatial B-P test 6 11.311981 0.079200
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX PCSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 66.761957 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 7.512400 0.276045
Wald Test 6 7.102620 0.311461
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
PCSOBCRS yes no 1 0.581734 0.445633
1964
ORDINARY LEAST SQUARES ESTIMATION 



































































MULTICOLLINEARITY CONDITION NUMBER 21.239950 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 7.419610 0.024482
1968
ORDINARY LEAST SQUARES ESTIMATION 





































































MULTICOLLINEARITY CONDITION NUMBER 23.060893 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 6.493145 0.038907
1972
ORDINARY LEAST SQUARES ESTIMATION 




































































MULTICOLLINEARITY CONDITION NUMBER 23.060893 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 1.755777 0.415660
1976
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET PCSOCV
REP7 6 OBS 142 VARS
R2-adj 0.1534
AIC 1055.06 SC











( 9.69933 ) SIG-SQ(ML) 89.4394 (













































MULTICOLLINEARITY CONDITION NUMBER 27.265608 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 6.2384 96 0.044190
1980
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET PCSOCV
REP80 OBS 142 VARS
R2-adj 0.1272
AIC 1033.95 SC























































MULTICOLLINEARITY CONDITION NUMBER 27.265608 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 4.299089 0.116537
1984
ORDINARY LEAST SQUARES ESTIMATION - ROBUST 





















VARIABLE COEFF S.D. z-value Prob






































MULTICOLLINEARITY CONDITION NUMBER 27.265608 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 4.113310 0.127881
1988
ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET PCSOCV
REP88 OBS 142 VARS
R2-adj 0.4 642
AIC 97 9.938 SC













VARIABLE COEFF S.D. z-value Prob
CONSTANT 27.3755 5.46728 5.007147 0.000001
BLACK90 -0.295711 0.0581885 -5.081940 0.000000
EDUC90 -0.0742813 0.258867 -0.286947 0.774153
INCOME90 0.00122778 0.000182997 6.709276 0.000000
MIGRANT9 -0.539587 0.272072 -1.983252 0.047339
BAPTIST9 0.168599 0.0577724 2.918338 0.003519
URBAN90 0.0183906 0.0351633 0.523005 0.600971
REGRESSION DIAGNOSTICS
MULTICOLLINEARITY CONDITION NUMBER 24.74 6112 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 0.971895 0.615114
1992
ORDINARY LEAST SQUARES ESTIMATION 

























VARIABLE COEFF S.D. z-value Prob
CONSTANT 12.9895 5.16066 2.517016 0.011835

































MULTICOLLINEARITY CONDITION NUMBER 24.74 6112 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 0.977481 0.613398
ORDINARY LEAST SQUARES ESTIMATION 

































































MULTICOLLINEARITY CONDITION NUMBER 24.746112 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 0.227312 0.892565
Chapter VIII The Mountain South
1948
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX MSOBCRS 
REP4 8 OBS 83 VARS 7 DF 7 6
R2 0.2518 Sq. Corr. 0.1687
LIK -328.880 AIC 671.760 SC 688.692
SIG-SQ 140.407 ( 11.8494 )













































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 5 3.883675
Spatial B-P test 5 3.883738
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 43.349104 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB






SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX MSOBCRS 
REP52 OBS 83 VARS 7 DF 76
Sq. Corr. 0.2116
AIC 659.811 SC 676.743
( 10.9438 )

















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 1.232604 0.941711
Spatial B-P test 5 1.232708 0.941701
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 48.432471 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
MSOBCRS yes no 1 6.766199 0.009290
1956
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET MSOCV SPATIAL WEIGHTS MATRIX MSOBCRS
DEPENDENT VARIABLE REP56 OBS 83 VARS 8 DF 75
R2 0.1526 Sq. Corr. 0.1855
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LIK -320.839 AIC 657.678 SC 677.029















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 2.870395 0.824929
Spatial B-P test 6 2.870396 0.824929
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 30.867507 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
MSOBCRS yes no 1 7.257049 0.007062
1960
SPATIAL LAG MODEL - 




REP60 OBS 83 VARS
R2 0.1664 Sq. Corr. 0.2411
LIK -319.390 AIC 654.780 SC


















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 3.510835 0.742528
Spatial B-P test 6 3.510846 0.742526
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
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TEST DF VALUE PROB
Likelihood Ratio Test 1 34.868329 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
MSOBCRS yes no 1 7.900558 0.004 942
1964
SPATIAL LAG MODEL - 













































































Spatial B-P test 6
DIAGNOSTICS FOR SPATIAL
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 9.064610
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB








SPATIAL LAG MODEL - 








M M  I MUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX 
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REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 4.104195 0.662578
Spatial B-P test 6 4.104421 0.662548
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 47.405406 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB












































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 11.479938 0.074629
Spatial B-P test 6 11.480002 0.074627
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 25.050231 0.000001
TEST ON COMMON FACTOR HYPOTHESIS
TEST
Likelihood Ratio Test 
Wald Test
















































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 4.075174
Spatial B-P test 6 4.075224
DIAGNOSTICS FOR SPATIAL DEPENDENCE 






TEST DF VALUE PROB
Likelihood Ratio Test 1 42.967108 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
MSOBCRS yes no 1 4.219321 0.039966
1980
SPATIAL LAG1 MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET MSOCV SPATIAL WEIGHTS MATRIX
DEPENDENT VARIABLE REP80 OBS 83 VARS 8
R2 0.3096 Sq. Corr. 0.2300
LIK -290.590 AIC 597.180 SC
SIG-SQ 57.5454 ( 7.58587 )
VARIABLE COEFF S.D. z-value Prob
W REP80 0.646513 0.0889636 7.267164 0.000000
CONSTANT 13.691 8.94532 1.530522 0.125888
BLACK80 -0.38395 0.298056 -1.288182 0.197683
EDUC80 -0.858959 0.367341 -2.338317 0.019371
INCOME80-0.000299997 0.000524126 -0.572377 0.567067
MIGRANT8 1.07512 0.353114 3.044669 0.002329
BAPTIST8 0.146658 0.0564387 2.598532 0.009362





DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 6.616779
Spatial B-P test 6 6.617215
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 32.755179 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB






















































































Spatial B-P test 6
DIAGNOSTICS FOR SPATIAL 
SPATIAL ERROR DEPENDENCE 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 13.499139













Likelihood Ratio Test 
Wald Test
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RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 10.4 66909 0.106317
Spatial B-P test 6 10.467030 0.106313
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 10.287220 0.001340
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
























































































SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MSOBCRS (row-standardized 
weights)
TEST
Likelihood Ratio Test 











SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
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INCOME90 0.000426541 0.000228863 1.863737 0.062359
MIGRANT9 0.0631846 0.143971 0.438869 0.660756
BAPTIST9 0.0881705 0.0416569 2.116588 0.034295
URBAN90 0.0364429 0.0388732 0.937483 0.348510
REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 6.032332
Spatial B-P test 6 6.032334
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST
Likelihood Ratio Test 
















Chapter IX The Ozarks 
1948






















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF
Kiefer-Salmon 2
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF
Breusch-Pagan test 3 
















DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.174846 1.936575 0.052797
Lagrange Multiplier (error) 1 1.727861 0.188684
Robust LM (error) 1 2.597612 0.107025
Kelejian-Robinson (error) 4 1.728391 0.785554
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SPATIAL LAG MODEL - 

















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 2 0.860331 0.650401
Spatial B-P test 2 0.860469 0.650357
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX OZABCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 6.935935 0.008448
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
OZABCRS yes no 1 0.084984 0.770654
1956
ORDINARY LEAST SQUARES ESTIMATION 












































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 16.875020
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
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SPECIFICATION ROBUST TEST
TEST DF VALUE PROB
White 2 4.406864 0.110424
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.119746 1.425032
Lagrange Multiplier (error) 1 0.810439
Robust LM (error) 1 0.884138
Kelejian-Robinson (error) 2 0.821705
Lagrange Multiplier (lag) 1 1.555950
Robust LM (lag) 1 1.62964 9










ORDINARY LEAST SQUARES ESTIMATION 






















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 1.106100
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 2.289471










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights)
TEST MI/DF
Moran’s I (error) -0.051738
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 4
Lagrange Multiplier (lag) 1
Robust LM (lag) 1


















ORDINARY LEAST SQUARES ESTIMATION 
DATA SET OZACV
DEPENDENT VARIABLE REP 6 4 OBS 27 VARS 2 DF 25

















AIC 177.886 SC 180.477
F-test 7.65011 Prob 0.0105171











MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 4.023493
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 1 0.148742










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.112443 1.364229
Lagrange Multiplier (error) 1 0.714601
Robust LM (error) 1 1.013930
Kelejian-Robinson (error) 2 0.728800
Lagrange Multiplier (lag) 1 1.457186
Robust LM (lag) 1 1.756515
Lagrange Multiplier (SARMA) 2 2.471116
1968
ORDINARY LEAST SQUARES ESTIMATION 





















































TEST ON NORMALITY OF ERRORS
TEST DF VALUE
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White 2 0.663402 0.717702
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights) 
TEST MI/DF
Moran's I (error) 0.267410
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 2
Lagrange Multiplier (lag) 1
Robust LM (lag) 1
























ORDINARY LEAST SQUARES ESTIMATION 











































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 100.267519
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Koenker-Bassett test 1 2.135274
SPECIFICATION ROBUST TEST 
TEST DF VALUE
White 2 5.933303












Robust LM (error) 
Kelejian-Robinson (error) 
Lagrange Multiplier (lag) 
Robust LM (lag)
Lagrange Multiplier (SARMA)













SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX OZABCRS 
REP76 OBS 27 VARS 4 DF 23
R2 0.2636 Sq. Corr. 0.3136
LIK -89.6144 AIC 187.229 SC 192.412
SIG-SQ 41.4707 ( 6.43977 )
DATA SET OZACV 
DEPENDENT VARIABLE




























DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 2 0.540332 0.763253
Spatial B-P test 2 0.540442 0.763211
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX OZABCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 6.708131 0.009597
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
OZABCRS yes no 1 0.000517 0.981854
1980
ORDINARY LEAST SQUARES ESTIMATION 






















































MULTICOLLINEARITY CONDITION NUMBER 6.964047 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 3.064730 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
0.216024
TEST DF VALUE PROB
Breusch-Pagan test 3 
SPECIFICATION ROBUST TEST
3.728026 0.292370
TEST DF VALUE PROB
White 9 6.538948 
DIAGNOSTICS FOR SPATIAL DEPENDENCE
0.684999
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.238138 2.576175 0.009990
Lagrange Multiplier (error) 1 3.205181 0.073405
Robust LM (error) 1 0.389736 0.532438
Kelejian-Robinson (error) 4 4.707371 0.318662
Lagrange Multiplier (lag) 1 5.339858 0.020843
Robust LM (lag) 1 2.524413 0.112096
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Lagrange Multiplier (SARMA) 5.729594 0.056995
1984
ORDINARY LEAST SQUARES ESTIMATION 




























VARIABLE COEFF S.D. t-value Prob
CONSTANT 60.3614 1.20108 50.255766 0.000000
BLACK80 -0.848056 0.288816 -2.936319 0.007216
URBAN80 0.217289 0.0406202 5.349298 0.000017
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE
Kiefer-Salmon 2 0.921808
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE











DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights)
TEST MI/DF
Moran's I (error) 0.187083
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 3
Lagrange Multiplier (lag) 1
Robust LM (lag) 1


















ORDINARY LEAST SQUARES ESTIMATION 

















































MULTICOLLINEARITY CONDITION NUMBER 3.021541
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TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.287211
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 1.161477






Moran's I (error) 0.291900
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 3
Lagrange Multiplier (lag) 1
Robust LM (lag) 1





































































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.301854
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 1 0.263444










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.410121 3.735552 0.000187
Lagrange Multiplier (error) 1 9.506497 0.002047
Robust LM (error) 1 0.222309 0.637286
Kelejian-Robinson (error) 2 12.436707 0.001993
Lagrange Multiplier (lag) 1 9.379182 0.002195
Robust LM (lag) 1 0.094994 0.757922
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Lagrange Multiplier (SARMA) 2 9.601491 0.008224
1996
ORDINARY LEAST SQUARES ESTIMATION 











































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE
Kiefer-Salmon 2 1.883672
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE











DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX OZABCRS (row-standardized weights)
TEST MI/DF
Moran's I (error) 0.284369
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 2
Lagrange Multiplier (lag) 1
Robust LM (lag) 1

















Chapter X South Florida
1948
ORDINARY LEAST SQUARES ESTIMATION 
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REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 6.643694
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 3.471621










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.053532 0.960328
Lagrange Multiplier (error) 1 0.185607
Robust LM (error) 1 0.004174
Kelejian-Robinson (error) 3 2.773368
Lagrange Multiplier (lag) 1 0.266261
Robust LM (lag) 1 0.084829















ORDINARY LEAST SQUARES ESTIMATION 















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE
Kiefer-Salmon 2 3.216560
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE











DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) -0.007166 0.400994 0.688424
Lagrange Multiplier (error) 1 0.003326 0.954008
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Robust LM (error) 1 0.663978 0.415159
Kelejian-Robinson (error) 3 0.958593 0.811270
Lagrange Multiplier (lag) 1 0.593767 0.440966
Robust LM (lag) 1 1.254418 0.262710
Lagrange Multiplier (SARMA) 2 1.257745 0.533193
1956
ORDINARY LEAST SQUARES 





















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 3.362733
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 4.418771







































ORDINARY LEAST SQUARES ESTIMATION 




























































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 2.945959
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 4 1.972137










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF
Moran's I (error) 0.070707
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 5
Lagrange Multiplier (lag) 1
Robust LM (lag) 1
























ORDINARY LEAST SQUARES ESTIMATION 






















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 2.924359
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
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SPECIFICATION ROBUST TEST
TEST DF VALUE PROB
White 9 16.297089 0.060931
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.130665 1.617480
Lagrange Multiplier (error) 1 1.105825
Robust LM (error) 1 0.043906
Kelejian-Robinson (error) 4 7.074301
Lagrange Multiplier (lag) 1 1.304569
Robust LM (lag) 1 0.242649










ORDINARY LEAST SQUARES ESTIMATION 
















































MULTICOLLINEARITY CONDITION NUMBER 7.730715 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 3.482841 0.175271
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 2 0.561898 0.755067
SPECIFICATION ROBUST TEST
TEST DF VALUE PROB
White 5 3.520797 0.620243
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.244094 2.553105 0.010677
Lagrange Multiplier (error) 1 3.859070 0.049478
Robust LM (error) 1 12.907478 0.000327
Kelejian-Robinson (error) 3 2.923730 0.403535
Lagrange Multiplier (lag) 1 1.020068 0.312503
Robust LM (lag) 1 10.068475 0.001508
Lagrange Multiplier (SARMA) 2 13.927545 0.000946
1972
ORDINARY LEAST SQUARES ESTIMATION 
DATA SET SFLCV














































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 6.181813
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 7.123617










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST
Moran's I (error)
Lagrange Multiplier (error) 
Robust LM (error) 
Kelejian-Robinson (error) 






















ORDINARY LEAST SQUARES ESTIMATION 





















































MULTICOLLINEARITY CONDITION NUMBER 15.257706
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DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.034245 0.679677 0.496709
Lagrange Multiplier (error) 1 0.075958 0.782851
Robust LM (error) 1 4.481296 0.034268
Kelejian-Robinson (error) 4 2.013720 0.733235
Lagrange Multiplier (lag) 1 0.934948 0.333580
Robust LM (lag) 1 5.340286 0.020838
Lagrange Multiplier (SARMA) 2 5.416245 0.066662
1980
ORDINARY LEAST SQUARES ESTIMATION 
















































MULTICOLLINEARITY CONDITION NUMBER 8.547929
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE PROB
Kiefer-Salmon 2 1.858103 0.394928
DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 2 2.532537 0.281882
SPECIFICATION ROBUST TEST 
TEST DF VALUE PROB
White 5 9.235674 0.100025
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.040816 0.786063 0.431830
Lagrange Multiplier (error) 1 0.107900 0.742547
Robust LM (error) 1 7.399390 0.006525
Kelejian-Robinson (error) 3 1.220894 0.747997
Lagrange Multiplier (lag) 1 1.382147 0.239736









ORDINARY LEAST SQUARES ESTIMATION 
























































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 1.812517
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 2.788006










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.102726 1.286010 0.198440
Lagrange Multiplier (error) 1 0.683488 0.408388
Robust LM (error) 1 0.068375 0.793717
Kelejian-Robinson (error) 4 7.590844 0.107770
Lagrange Multiplier (lag) 1 0.617959 0.431807
Robust LM (lag) 1 0.002846 0.957455
Lagrange Multiplier (SARMA) 2 0.686334 0.709520
1988
ORDINARY LEAST SQUARES ESTIMATION 
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EDUC90 0.48529 0.214935 2.257840 0.032248
MIGRANT9 -0.216081 0.0933943 -2.313639 0.028539
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 2.430669
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 1.117664










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.031196 0.661942
Lagrange Multiplier (error) 1 0.063032
Robust LM (error) 1 1.163344
Kelejian-Robinson (error) 4 3.648497
Lagrange Multiplier (lag) 1 0.397827
Robust LM (lag) 1 1.498139
Lagrange Multiplier (SARMA) 2 1.561171
1992
ORDINARY LEAST SQUARES ESTIMATION 


























VARIABLE COEFF S.D. t-value Prob
CONSTANT 29.57 3.59712 8.220445 0.000000
EDUC90 0.561319 0.178744 3.140354 0.003958
BAPTIST9 0.280789 0.124877 2.248518 0.032599
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.682630
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 3.854522










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights) 
TEST MI/DF VALUE
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Lagrange Multiplier (error)












SIG-SQ 36.6528 ( 6.05415
5.75376 )
Chapter XI French Louisiana 
1948
ORDINARY LEAST SQUARES ESTIMATION 













OBS 31 VARS 3 DF 28
0.0993
202.465 SC 206.767
2.65420 Prob 0.0879951 













VARIABLE COEFF S.D. t-value Prob
CONSTANT 40.2482 3.91696 10.275374 0.000000
BLACK90 -0.301767 0.223046 -1.352933 0.186901
EDUC90 0.376959 0.203873 1.848992 0.075044
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 1.123334
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 2.547242
SPECIFICATION ROBUST TEST 
TEST DF VALUE
White 5 2.982734
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX SFLBCRS (row-standardized weights)
TEST MI/DF VALUE
Moran's I (error) -0.050064 -0.078677
Lagrange Multiplier (error) 1 0.162336
Robust LM (error) 1 1.248386
Kelejian-Robinson (error) 3 3.514646
Lagrange Multiplier (lag) 1 0.402057
Robust LM (lag) 1 1.488107
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VARIABLE COEFF S.D. t-value Prob
CONSTANT 21.4327 2.57237 8.331891 0.000000
BAPTIST5 -0.798086 0.338565 -2.357263 0.026547
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 18.819676
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Koenker-Bassett test 1 0.264 524










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.171413 1.834316
Lagrange Multiplier (error) 1 1.552073
Robust LM (error) 1 0.236884
Kelejian-Robinson (error) 2 2.888455
Lagrange Multiplier (lag) 1 2.067171
Robust LM (lag) 1 0.751981
Lagrange Multiplier (SARMA) 2 2.304055
1952
ORDINARY LEAST SQUARES ESTIMATION 













































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 15.821840
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Koenker-Bassett test 2 7.702993










DIAGNOSTICS FOR SPATIAL DEPENDENCE
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TEST MI/DF VALUE PROB
Moran's I (error) 0.251654 2.530991 0.011374
Lagrange Multiplier (error) 1 3.345306 0.067397
Robust LM (error) 1 0.245067 0.620570
Kelejian-Robinson (error) 3 9.840650 0.019970
Lagrange Multiplier (lag) 1 3.112268 0.077705
Robust LM (lag) 1 0.012030 0.912661
Lagrange Multiplier (SARMA) 2 3.357336 0.186622
1956
ORDINARY LEAST SQUARES ESTIMATION 












































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 2.725439
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 1 3.324059










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) -0.189219 -1.061565 0.288433
Lagrange Multiplier (error) 1 1.891274 0.169058
Robust LM (error) 1 2.586908 0.107751
Kelejian-Robinson (error) 2 3.216527 0.200235
Lagrange Multiplier (lag) 1 0.558425 0.454896
Robust LM (lag) 1 1.254058 0.262779
Lagrange Multiplier (SARMA) 2 3.145332 0.207491
1960
ORDINARY LEAST SQUARES ESTIMATION 




























VARIABLE COEFF S.D. t-value Prob
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CONSTANT 6.76273 2.03172 3.328567 0.002809
EDUC60 1.71382 0.526178 3.257115 0.003344
URBAN60 0.0766082 0.0402424 1.903668 0.069012
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 2.408188
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 0.4 64 939










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights) 
TEST MI/DF VALUE
Moran's I (error) 0.140473 1.449367
Lagrange Multiplier (error) 1 1.042341
Robust LM (error) 1 1.133397
Kelejian-Robinson (error) 3 0.946841
Lagrange Multiplier (lag) 1 0.170803
Robust LM (lag) 1 0.261859










ORDINARY LEAST SQUARES ESTIMATION 












































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 77.131061
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Koenker-Bassett test 1 0.178810










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights) 
TEST MI/DF VALUE PROB
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Moran's I (error) 0.050772 0.947363 0.343454
Lagrange Multiplier (error) 1 0.136170 0.712119
Robust LM (error) 1 6.250348 0.012417
Kelejian-Robinson (error) 2 7.285995 0.026174
Lagrange Multiplier (lag) 1 1.868423 0.171656
Robust LM (lag) 1 7.982601 0.004723
Lagrange Multiplier (SARMA) 2 8.118771 0.017260
1968
ORDINARY LEAST SQUARES ESTIMATION 




























VARIABLE COEFF S.D. t-value Prob
CONSTANT 14.6089 2.7844 5.246691 0.000022
BLACK70 -0.179034 0.0623734 -2.870355 0.008426
EDUC70 1.75743 0.322093 5.456261 0.000013
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.649737
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 0.874819










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.309101 2.874121 0.004052
Lagrange Multiplier (error) 1 5.046942 0.024669
Robust LM (error) 1 4.532706 0.033253
Kelejian-Robinson (error) 3 6.939825 0.073841
Lagrange Multiplier (lag) 1 1.200756 0.273171
Robust LM (lag) 1 0.686520 0.407351
Lagrange Multiplier (SARMA) 2 5.733462 0.056885
1972
ORDINARY LEAST SQUARES ESTIMATION 
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SIG-SQ 
5.33191 )






















MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 4.692894
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 2.765219










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF
Moran's I (error) 0.180264
Lagrange Multiplier (error) 1
Robust LM (error) 1
Kelejian-Robinson (error) 3
Lagrange Multiplier (lag) 1
Robust LM (lag) 1


















ORDINARY LEAST SQUARES ESTIMATION 


























































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 2.325322
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Breusch-Pagan test 4 3.969225 0.410187
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.134413 1.708987 0.087453
Lagrange Multiplier (error) 1 0.954355 0.328613
Robust LM (error) 1 0.007755 0.929827
Kelejian-Robinson (error) 5 12.708870 0.026265
Lagrange Multiplier (lag) 1 1.606561 0.204976
Robust LM (lag) 1 0.659961 0.416574
Lagrange Multiplier (SARMA) 2 1.614316 0.446124
1980
ORDINARY LEAST SQUARES ESTIMATION 



















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.4 96713
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 2.502881













MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF VALUE
Moran's I (error) 0.244267 2.848308
Lagrange Multiplier (error) 1 3.15177 6
Robust LM (error) 1 3.408826
Kelejian-Robinson (error) 4 7.979680
Lagrange Multiplier (lag) 1 0.281591
Robust LM (lag) 1 0.538641










ORDINARY LEAST SQUARES ESTIMATION 
DATA SET FRLACV 
DEPENDENT VARIABLE REP84





VARS 3 DF 24
SC 163.724





471.348 F-test 46.1742 Prob
19.6395 ( 4.43165 ) SIG-SQ(ML)
5.93484e-09 
17.4573 (
VARIABLE COEFF S.D. t-value Prob
CONSTANT 64.8669 2.72204 23.830252 0.000000
BLACK80 -0.562891 0.0670126 -8.399772 0.000000
URBAN80 0.13382 0.0331644 4.035049 0.000482
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 1.887455
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 2 3.726783










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran's I (error) 0.259130 2.653111 0.007975
Lagrange Multiplier (error) 1 3.547003 0.059653
Robust LM (error) 1 5.048068 0.024653
Kelejian-Robinson (error) 3 10.368106 0.015683
Lagrange Multiplier (lag) 1 0.006202 0.937230
Robust LM (lag) 1 1.507267 0.219557
Lagrange Multiplier (SARMA) 2 5.054270 0.079888
1988
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET FRLACV SPATIAL WEIGHTS MATRIX FRLABCR!
DEPENDENT VARIABLE REP88 OBS 27 VARS 3 DF
R2 0.9584 Sq. Corr. 0.6919 R2(Buse) 0.7580
LIK -76.6081 AIC 159.216 SC 163.104




























DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 2 2.261444 0.322800
Spatial B-P test 2 2.263172 0.322521
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX FRLABCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 2.989113 0.083826
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TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 2 7.816485 0.020076
Wald Test 2 10.843791 0.004419














ORDINARY LEAST SQUARES ESTIMATION 



























VARIABLE COEFF S.D. t-value Prob
CONSTANT 23.1727 4.56254 5.078898 0.000038
BLACK90 -0.201691 0.0572729 -3.521579 0.001829
INCOME90 0.000474739 0.000172387 2.753916 0.011303
URBAN90 0.117705 0.0283695 4.148990 0.000388
REGRESSION DIAGNOSTICS 
MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.788832
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 4.833930













MATRIX FRLABCRS (row-standardized weights)
TEST
Moran's I (error)
Lagrange Multiplier (error) 
Robust LM (error) 
Kelejian-Robinson (error) 



























ORDINARY LEAST SQUARES ESTIMATION 

















































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 1.646301
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 3 2.597037










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX FRLABCRS (row-standardized weights)
TEST MI/DF VALUE
Moran's I (error) 0.083477 1.406238
Lagrange Multiplier (error) 1 0.368098
Robust LM (error) 1 3.618323
Kelejian-Robinson (error) 4 1.559607
Lagrange Multiplier (lag) 1 1.370110
Robust LM (lag) 1 4.620334
Lagrange Multiplier (SARMA) 2 4.988433
Chapter XII East Texas
1948
SPATIAL LAG MODEL - 








































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 25.144802 0.000131
Spatial B-P test 5 25.144819 0.000131
DIAGNOSTICS FOR SPATIAL DEPENDENCE
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SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 29.761542 0.000000














SPATIAL LAG MODEL - 
































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 5.971209 0.309030
Spatial B-P test 5 5.971210 0.309030
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 20.265234 0.000007
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
ETXBCRS yes no 1 0.037450 0.846552
1956
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET ETXCV SPATIAL WEIGHTS MATRIX ETXBCRS
DEPENDENT VARIABLE REP56 OBS 88 VARS 8 DF 80
R2 0.3209 Sq. Corr. 0.3569
LIK -299.468 AIC 614.935 SC 634.754
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REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 10.186685
Spatial B-P test 6 10.186991
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 12.797443 0.000347
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB





TEST DF VALUE PROB
Breusch-Pagan test 5 25.144802 0.000131
Spatial B-P test 5 25.144819 0.000131
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 29.761542 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
ETXBCRS yes no 1 0.053939 0.816345
1960
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX ETXBCRS 
REP60 OBS 88 VARS 8 DF 80
Sq. Corr. 0.3805
AIC 592.663 SC 612.481
( 6.33714 )




















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 7.623147
Spatial B-P test 6 7.623196
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
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LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
ETXBCRS yes no 1 0.005478 0.941000
1964
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET ETXCV SPATIAL WEIGHTS MATRIX ETXBCRS
DEPENDENT VARIABLE REP64 OBS 88 VARS 8 DF 80
R2 0.2942 Sq. Corr. 0.2035
LIK -285.236 AIC 586.471 SC 606.290















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 3.055954
Spatial B-P test 6 3.055966
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 21.209394
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
ETXBCRS yes no 1 0.280681 0.596255
1968
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REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 15.354278 0.017673
Spatial B-P test 6 15.354497 0.017672
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 12.987486 0.000314
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
ETXBCRS yes no 1 0.457774 0.4 98666
1972
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIXDATA SET ETXCV 
DEPENDENT VARIABLE REP72 OBS 88 VARS
R2 0.4657 Sq. Corr. 0.1989 R2(Buse)
LIK -254.187 AIC 522.374 SC





















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 12.115274 0.059446
Spatial B-P test 6 12.115998 0.059431
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 24.377785 0.000001
TEST ON COMMON FACTOR HYPOTHESIS
TEST
Likelihood Ratio Test 
Wald Test










SPATIAL ERROR MODEL 
DATA SET ETXCV 
DEPENDENT VARIABLE
MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX ETXBCRS 
REP76 OBS 88 VARS 7 DF 81
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R2 0.6202 Sq. Corr. 0.5144 R2(Buse) 0.5616
LIK -272.992 AIC 559.984 SC 577.325

















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 2.990007 0.810100
Spatial B-P test 6 2.990016 0.810099
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 22.261333
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 4.419127 0.620151
Wald Test 6 4.340589 0.630689
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB





SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION







































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS






Breusch-Pagan test 6 2.634360
Spatial B-P test 6 2.634372
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 22.521558
TEST ON COMMON FACTOR HYPOTHESIS 
TEST DF VALUE
Likelihood Ratio Test 6 6.911377
Wald Test 6 6.804656
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB



















































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 10.161344 0.118020
Spatial B-P test 6 10.161354 0.118019
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 28.601947 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST
Likelihood Ratio Test 
Wald Test










SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION 
DATA SET ETXCV SPATIAL WEIGHTS MATRIX ETXBCRS





























































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 4.675490 0.586055
Spatial B-P test 6 4.675627 0.586037
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 43.317271
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 5.520276 0.479010
Wald Test 6 5.288228 0.507412
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB









































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
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Breusch-Pagan test 6 3.613548 0.728806
Spatial B-P test 6 3.613556 0.728805
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 27.832814 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 12.467153 0.052323
Wald Test 6 11.777146 0.067129
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB












































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 2.643755 0.852045
Spatial B-P test 6 2.643799 0.852040
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX ETXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 23.917292 0.000001
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 4.436707 0.617797
Wald Test 6 4.379223 0.625501
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
ETXBCRS yes no 1 0.649176 0.420407
Chapter XIII Mexican Texas
1948
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATIOn
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DATA SET MTXCV SPATIAL WEIGHTS MATRIX MTXBCRS
DEPENDENT VARIABLE REP48 OBS 4 6 VARS 7 DF 39
R2 0.2326 Sq. Corr. 0.2113
LIK -167.887 AIC 349.774 SC 362.574










































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 6.491297 0.261303
Spatial B-P test 5 6.492015 0.261242
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 5.943184 0.014774
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
MTXBCRS yes no 1 0.334879 0.562800
1952
SPATIAL LAG MODEL - 
































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 8.157679 0.147757
Spatial B-P test 5 8.158458 0.147716
DIAGNOSTICS FOR SPATIAL DEPENDENCE
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SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX MTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 5.518847 0.018813














SPATIAL ERROR MODEL 









SPATIAL WEIGHTS MATRIX MTXBCRS 
REP56 OBS 46 VARS 7 DF 39
Sq. Corr. 0.1535 R2(Buse) 0.2098
















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 15.753330 0.015141
Spatial B-P test 6 15.755799 0.015126
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX MTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 5.134147 0.023460
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 7.305250 0.293538
Wald Test 6 8.216807 0.222646
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
MTXBCRS yes no 1 0.544050 0.460759
1960
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX MTXBCRS 
REP60 OBS 4 6 VARS 7 DF 39
R2 0.3606 Sq. Corr. 0.2163 R2(Buse) 0.2692
LIK -167.172 AIC 348.344 SC 361.145
SIG-SQ 76.5820 ( 8.75111 )
DATA SET MTXCV 
DEPENDENT VARIABLE
VARIABLE COEFF S.D. z-value Prob
CONSTANT 25.1977 7.89639 3.191043 0.001418









































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 7.761819
Spatial B-P test 6 7.767067
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 8.211652
TEST ON COMMON FACTOR HYPOTHESIS 
TEST DF VALUE
Likelihood Ratio Test 6 11.959445
Wald Test 6 13.897953




















SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX MTXBCRS 
REP64 OBS 4 6 VARS 7 DF 39
R2 0.5286 Sq. Corr. 0.4136 R2(Buse) 0.3894
LIK -149.557 AIC 313.114 SC 325.914
SIG-SQ 35.1687 ( 5.93032 )
















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 4.169538 0.653745
Spatial B-P test 6 4.172082 0.653402
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX MTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
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Likelihood Ratio Test 1 9.355135 0.002224
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 9.586750 0.143169
Wald Test 6 10.817614 0.094180
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
MTXBCRS yes no 1 0.160601 0.688604
1968
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX MTXBCRS 
REP68 OBS 46 VARS 7 DF 39
R2 0.2921 Sq. Corr. 0.3387 R2(Buse) 0.2861
LIK -150.753 AIC 315.506 SC 328.307
SIG-SQ 38.4797 ( 6.20320 )
















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 3.157997 0.788771
Spatial B-P test 6 3.158823 0.788665
DIAGNOSTICS FOR SPATIAL DEPENDENCE 
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX 
weights)
TEST DF VALUE
Likelihood Ratio Test 1 6.416106
TEST ON COMMON FACTOR HYPOTHESIS 
TEST DF VALUE
Likelihood Ratio Test 6 3.259875
Wald Test 6 3.303835
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB








ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET MTXCV














( 9.46511 ) SIG-SQ(ML)
356.529
75.9553 (












































MULTICOLLINEARITY CONDITION NUMBER 16.309129 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 78.843974 0.000000
1976
ORDINARY LEAST SQUARES ESTIMATION 




































































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.925524
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 1.311487










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX MTXBCRS (row-standardized weights)
TEST MI/DF VALUE PROB
Moran’s I (error) 0.074414 1.445914 0.148201
Lagrange Multiplier (error) 1 0.513852 0.473476
Robust LM (error) 1 0.090153 0.763982
Kelejian-Robinson (error) 7 11.027237 0.137435
Lagrange Multiplier (lag) 1 1.561412 0.211459









ORDINARY LEAST SQUARES ESTIMATION 





































































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.568603
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 2.506666










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX MTXBCRS (row-standardized weights)
TEST
Moran's I (error)
Lagrange Multiplier (error) 
Robust LM (error) 
Kelejian-Robinson (error) 




























ORDINARY LEAST SQUARES ESTIMATION 






































































MULTICOLLINEARITY CONDITION NUMBER 
TEST ON NORMALITY OF ERRORS 
TEST DF VALUE
Kiefer-Salmon 2 0.927675
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 4.350719










DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX MTXBCRS (row-standardized weights) 
TEST MI/DF
























ORDINARY LEAST SQUARES ESTIMATION 




































































MULTICOLLINEARITY CONDITION NUMBER 17.398180 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Kiefer-Salmon 2 10.9854 90
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Koenker-Bassett test 6 6.757548








DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX MTXBCRS (row-standardized weights)
TEST
Moran's I (error)
Lagrange Multiplier (error) 
Robust LM (error) 
Kelejian-Robinson (error) 






















ORDINARY LEAST SQUARES ESTIMATION - ROBUST INFERENCE 
ADJUSTED WHITE VARIANCE MATRIX 
DATA SET MTXCV



































































































MULTICOLLINEARITY CONDITION NUMBER 17.398180 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 7.990940 0.018399
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1996
ORDINARY LEAST SQUARES ESTIMATION 






















































































DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHTS MATRIX MTXBCRS (row-standardized weights)
TEST
Moran's I (error)
Lagrange Multiplier (error) 
Robust LM (error)
Kelejian-Robinson (error) 





















Chapter XIV West Texas
1948
ORDINARY LEAST SQUARES ESTIMATION 
ADJUSTED WHITE VARIANCE MATRIX 































































MULTICOLLINEARITY CONDITION NUMBER 14.503794 
TEST ON NORMALITY OF ERRORS
TEST DF VALUE PROB
Kiefer-Salmon 2 286.027206 0.000000
1952 
SPATIAL LAG 
DATA SET WTXCV 
DEPENDENT VARIABLE






























































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 5 10.077299 0.073074
Spatial B-P test 5 10.077499 0.073069
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 28.591843 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.946784 0.330539
1956
SPATIAL LAG MODEL - 







































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 15.225155 0.018576
Spatial B-P test 6 15.225267 0.018575
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 42.165465 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.368462 0.543844
1960
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION



































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 11.913307 0.063931
Spatial B-P test 6 11.913310 0.063931
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 33.275759 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.000298 0.986238
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1964
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET WTXCV SPATIAL WEIGHTS MATRIX
DEPENDENT VARIABLE REP64 OBS 120 VARS 8
R2 0.5908 Sq. Corr. 0.6220
LIK -391.261 AIC 798.522 SC !
SIG-SQ 37.2466 ( 6.10300 )
VARIABLE COEFF S.D. z-value Prob
W REP64 0.545834 0.0807938 6.755897 0.000000
CONSTANT 6.56211 3.79801 1.727774 0.084029
BLACK60 -0.44716 0.215003 -2.079782 0.037546
EDUC60 0. 944029 0.298635 3.161151 0.001571
INCOME60 0.00144605 0.000857461 1.686437 0.091712
MIGRANT6 0.202291 0.149547 1.352698 0.176152
BAPTIST6 -0.135701 0.0613063 -2.213488 0.026864
URBAN60 0.0242873 0.0205863 1.179782 0.238087
REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 11.646027 0.070348
Spatial B-P test 6 11.646664 0.070332
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 36.059781 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB











































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 4.536917 0.604420
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
341
Spatial B-P test 6 4.536951 0.604415
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 57.453664 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB










































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 14.203135 0.027448
Spatial B-P test 6 14.203706 0.027442
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 20.387046 0.000006
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.889638 0.345575
1976
SPATIAL LAG MODEL - 
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MIGRANT8 0.052639 0.0889359 0.591876 0.553933
BAPTIST8 -0.210174 0.060782 -3.457837 0.000545
URBAN80 0.0738901 0.0228166 3.238429 0.001202
REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 9.049493 0.170814
Spatial B-P test 6 9.049925 0.170790
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 31.210116 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.727890 0.393568
1980
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
SPATIAL WEIGHTS MATRIX 
REP80 OBS 120 VARS 8
Sq. Corr. 0.4773






























































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 14.470984 0.024795
Spatial B-P test 6 14.471349 0.024792
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 51.448470 0.000000
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.134009 0.714311
1984
SPATIAL LAG MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET WTXCV SPATIAL WEIGHTS MATRIX WTXBCRS
DEPENDENT VARIABLE REP84 OBS 120 VARS 8 DF 112
R2 0.5679 Sq. Corr. 0.6143
LIK -384.704 AIC 785.408 SC 807.708




















































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 15.380230 0.017497
Spatial B-P test 6 15.380230 0.017497
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 23.542224 0.000001
LAGRANGE MULTIPLIER TEST ON SPATIAL ERROR DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.746623 0.387548
1988
SPATIAL ERROR MODEL 







































































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 7.049050 0.316335
Spatial B-P test 6 7.050450 0.316207
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 20.810326 0.000005
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 6.158466 0.405675
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Wald Test 6 5.813268 0.444430
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE 
WEIGHT STAND ZERO DF VALUE PROB











REP92 OBS 120 VARS























































DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS 
TEST DF VALUE
Breusch-Pagan test 6 8.837966
Spatial B-P test 6 8.843780
DIAGNOSTICS FOR SPATIAL DEPENDENCE 






TEST DF VALUE PROB
Likelihood Ratio Test 1 101.112029 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST DF VALUE PROB
Likelihood Ratio Test 6 3.492569 0.744958
Wald Test 6 3.564624 0.735353
LAGRANGE MULTIPLIER TEST ON SPATIAL LAG DEPENDENCE
WEIGHT STAND ZERO DF VALUE PROB
WTXBCRS yes no 1 0.172934 0.677517
1996
SPATIAL ERROR MODEL - MAXIMUM LIKELIHOOD ESTIMATION
DATA SET WTXCV SPATIAL WEIGHTS MATRIX
DEPENDENT VARIABLE REP96 OBS 120 VARS 7
R2 0.4241 Sq. Corr. 0.4661 R2(Buse)
LIK -376.879 AIC 767.758 SC
SIG-SQ 27.3251 ( 5.22734 )
VARIABLE COEFF S.D. z-value Prob
CONSTANT 34.8427 5.43011 6.416566 0.000000
BLACK90 -0.68641 0.209182 -3.281401 0.001033
EDUC90 0.109282 0.0793104 1.377904 0.168233
INCOME90 0.000716542 0.000170701 4.197645 0.000027
MIGRANT9 0.349247 0.117093 2.982640 0.002858
BAPTIST9 -0.109251 0.0428734 -2.548233 0.010827
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LAMBDA 0.733007 0.0727953 10.069427 0.000000
REGRESSION DIAGNOSTICS 
DIAGNOSTICS FOR HETEROSKEDASTICITY 
RANDOM COEFFICIENTS
TEST DF VALUE PROB
Breusch-Pagan test 6 8.246193 0.220616
Spatial B-P test 6 8.247476 0.220527
DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL ERROR DEPENDENCE FOR WEIGHTS MATRIX WTXBCRS (row-standardized 
weights)
TEST DF VALUE PROB
Likelihood Ratio Test 1 53.160486 0.000000
TEST ON COMMON FACTOR HYPOTHESIS
TEST
Likelihood Ratio Test 
Wald Test
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APPENDIX B 
DATA SOURCES
This Appendix will provide a bibliographic essay on the data sources 
and provide the proper referencing for the data sources. The 1996 
presidential election results by county were obtained from The World 
Almanac and Book of Facts 1997 (New York: Press Pub. Co., 1996). The 
elections results from 1948 to 1992 were obtained from these reliable 
sources. America Votes: a h a n d b o o k  of contemporary American election
statistics. (New York: Macmillan) edited by Richard Scammon was
considered the primary source. Volumes 1 (1956) to 20 (1992) were
consulted as was America at the polls; a handbook of American presidential 
elections statistics. 1920-1964 (Pittsburgh: University of Pittsburgh
Press, 1965). Furthermore, additional voting and census data was obtained 
from The Great American History Machine: an Interactive Atlas of the 19Ih 
and 20th Century: United States Social and Political History Version 1.0. 
(College Park, MD: Press Project, Academic Software Development Group, 
Computer Science Center, University of Maryland, 1994). This is an 
interaction CD-Rom. Another digital source of data was Countv and Citv 
Data Book Consolidated File. Countv Data 1947-1977 fmachine-readable data 
filel conducted by the Bureau of the Census (Washington: The Bureau,
1978).
Also consulted were the various U.S. censuses of the population for 
the states of Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, 
North Carolina, South Carolina, Tennessee, and Texas. The censuses 
consulted were: Census of Population: 1950: A Report of the Seventeenth
346
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Decennial Census of the United States. (Washington: G.P.O., 1952-1953);
Census of Population. 1960, Volume 1. Characteristics of the Population: 
Number of Inhabitants. General Population Characteristics. General Social 
and Economic Characteristics and Detailed Characteristics. (Washington: 
G.P.O., 1963); 1970 Census of Population. Volume 1. Characteristics of the 
Population. (Washington: G.P.O., 1973); 1980 Census of Population. Volume
1. Characteristics of the Population. Chapter C. General Social and 
Economic Characteristics. (Washington: G.P.O., 1983); 1980 Census of 
Population. Volume 1. Characteristics of the Population. Chapter A. Number 
of Inhabitants. (Washington: G.P.O., 1983); 1990 Census of Population. 
General Population Characteristics. (Washington: G.P.O., 1992); and 1990 
Census of Population. Social and Economic Characteristics. (Washington: 
G.P.O. 1993) .
Finally, the religious data was obtained from the following sources: 
National Council of Churches. Churches and Church Membership in the United 
States: An Enumeration and Analysis bv Counties. States, and Regions. (New 
York: National Council of Churches, 1956-1957); Douglas, M. Johnson,
Churches & Church Membership in the United States: An Enumeration bv 
Region. State, and Countv; 1971. (Washington: Glenmary Research Center, 
1974); Bernard Quinn, Herman Anderson, Martin Bradley, Paul Goetting, and 
Peggy Shriver, Churches and Church Membership in the United States 1980: 
An Enumeration bv Region. State, and Countv Based on Data Reported bv ill 
Church Bodies. (Atlanta: Glenmary Research Center, 1982); and Martin B. 
Bradley, Norman M. Green Jr., Dale E. Jones, Mac Lynn, and Lou McNeil, 
Churches and Church Membership in the United States 1990: An Enumeration 
bv Region. State, and Countv Based on Data Reported for 133 Church 
Groupings. (Atlanta: Glenmary Research Center, 1992) .
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