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Abstract
Consider the delay difference system
xi (n + 1) − xi (n) = −bixi
(
n − li (n)
)+ m∑
j=1
dij (n)xj
(
n − hij (n)
)
,
i, j = 1,2, . . . ,m,
where 0  li (n)  li , 0  hij (n)  hij , |dij (n)|  dij , li , hij are nonnegative integers, bi > 0,
dij  0 are real constants. It is shown that the trivial solution of the above system is asymptotically
stable if bi(li + 1) < 32 + 12(li+1) , i = 1,2, . . . ,m, and a certain matrix derived from the coefficient
matrix is a nonsingular M-matrix.
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The purpose of this paper is to establish new result for asymptotic stability of the trivial
solution of the delay difference systems of the form
xi(n + 1) − xi(n) = −bixi
(
n − li(n)
)+ m∑
j=1
dij (n)xj
(
n − hij (n)
)
,
i, j = 1,2, . . . ,m, (1.1)
where 0  li (n)  li , 0  hij (n)  hij , |dij (n)|  dij , li , hij are nonnegative integers,
bi > 0, dij  0 are real constants.
In the case of m = 1, system (1.1) reduces to the following scalar equation:
x(n + 1) − x(n) = −bx(n − l(n))+ d(n)x(n − h(n)), (1.2)
where 0 l(n) l, 0 h(n) h, |d(n)| d , l, h are nonnegative integers, b > 0, d  0
are real constants.
For Eq. (1.1), when d(n) = 0, the stability problem has been investigated by several
authors, for example see [1–3,12–14]. Applying the 32 stability result of [2,3,12–14] to
(1.2) with d(n) = 0, we get the following theorem.
Theorem 1.1. If
b(l + 1) < 3
2
+ 1
2(l + 1) , (1.3)
then the trivial solution of (1.2) with d(n) = 0 is asymptotically stable.
However, it seems that the technique used in these references is useless for the perturbed
Eq. (1.2) with d(n) = 0. So, a natural question arises: what additional condition on d(n)
can guarantee that the trivial solution of (1.2) is asymptotically stable? The more general
question is: can the 32 stability result for scalar equation (1.2) with d(n) = 0 be extended
to systems of the form (1.1)?
In this paper, by combining M-matrix theory with some new analysis technique, we
first succeed in establishing the stability results for system (1.1). Particularly, we derive
sufficient conditions for asymptotic stability of Eq. (1.1). The results obtained in this paper
extend the corresponding ones in [1–3,12–14].
Before moving on, we need some notations.
Let N denotes the set of all integers, N+ denotes the set of nonnegative integers. Define
N(a) = {a, a + 1, . . .}, N(a,b) = {a, a + 1, . . . , b} if a, b ∈ N and a < b.
For a vector x = (x1, x2, . . . , xm)T ∈ Rm, |x| denotes a vector norm defined by
|x| = max1im{|xi|}. Let l = max1i,jm{li , hij }, φ :N(−l,0) → Rm, we define ‖φ‖ =
maxj∈N(−k,0){|φ(j)|}. For any n0 ∈ N+, φ ∈ N(−l,0) → Rm, a sequence {x(n)} with
x(n) = (x1(n), x2(n), . . . , xm(n))T is called a solution of system (1.1) through (n0, φ),
denoted by x(n,n0, φ), if x(k) = φ(k), k ∈ N(n0 − l, n0), and {x(n)} satisfies (1.1) for
n ∈ N(n0).
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there exists a δ(ε, n0) > 0 such that ‖φ‖ < δ implies |x(n,n0, φ)| < ε for n ∈ N(n0). It is
uniformly stable if the above δ is independent of n0.
Definition 1.2. The trivial solution of (1.1) is asymptotically stable if it is stable and for
each n0 ∈ N+, there exists δ(n0) > 0 such that for any φ :N(−l,0) → Rm with ‖φ‖ < δ,
|x(n,n0, φ)| → 0, as n → ∞.
Set D = (dij )m×m, we define new matrix D˜ = (d˜ij )m×m by d˜ij = dij /ci , where
ci =


1 − b2i (li+1)
3
2(li+2)
1 + b2i (li+1)
3
2(li+2)
, if bi (li+1)
2
li+2  1;
3
2 + 12(li+1) − bi(li + 1)
bi(li + 1) + 12 − 12(li+1)
, if bi (li+1)
2
li+2 > 1.
Now we can state our main result.
Theorem 1.2. Assume that
bi(li + 1) < 32 +
1
2(li + 1) , i = 1,2, . . . ,m. (1.4)
If diag{b1, b2, . . . , bm} − D˜ is a nonsingular M-matrix, then the trivial solution of (1.1) is
asymptotically stable.
Remark 1.1. The stability criterion in Theorem 1.2 is concrete and easily verifiable.
Remark 1.2. Condition (1.4) is referred to as the 32 stability condition. In the scalar case,(1.4) was first proved in [2], see also [3,12]. This result was also extended to infinite delay
and nonlinear case [4,13], respectively. Specially, it was showed in the recent paper [14]
that (1.4) is the best possible in the sense that the above bound cannot be replaced by a
greater number. For the scalar delay differential equations, the corresponding results have
been done by many authors, see, for example, [5–11]. Theorem 1.2 can be regarded as an
extension of 32 stability results to systems.
Applying Theorem 1.2 to the scalar equation (1.2), we get the following theorem.
Theorem 1.3. Assume that (1.3) holds. Moreover,
d <
1 − b2 (l+1)32(l+2)
1 + b2 (l+1)32(l+2)
b, if b (l + 1)
2
l + 2  1
or
d <
3
2 + 12(l+1) − b(l + 1)
b(l + 1)+ 12 − 12(l+1)
b, if b (l + 1)
2
l + 2 > 1.
Then the trivial solution of (1.2) is asymptotically stable.
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2. Proof of Theorem 1.2
For the sake of convenience, we need introduce some notations. Since diag{b1, b2,
. . . , bm} − D˜ is a nonsingular M-matrix, there exist positive constants r1, r2, . . . , rm such
that
−biri +
m∑
j=1
rj d˜ij < 0, for i = 1,2, . . . ,m.
By the definition of d˜ij , we get
−biri + 1/ci
m∑
j=1
rj dij < 0, for i = 1,2, . . . ,m. (2.1)
In the sequel, we set
b¯ = max
1im
{1 + bi}, d¯ = max
1im
{
m∑
j=1
dij rj /ri
}
,
r¯ = max
1im
{ri}, r = min
1im
{ri}.
In addition, throughout this paper, we will use the convention
j∑
n=i
p(n) = 0, whenever j  i − 1.
Lemma 2.1. Let n0 ∈ N+, and {x(n)} = {x1(n), x2(n), . . . , xm(n)} be a solution of (1.1)
on N(n0). Set v(n) = max1im maxk∈N(−l,0) |xi(n + k)|/ri . Then,
v(n) (b¯ + d¯)n−n0v(n0), for n ∈ N(n0). (2.2)
Proof. From (1.1),
∣∣xi(n0 + 1)∣∣=
∣∣∣∣∣xi(n0) − bixi(n0 − li(n0))+
m∑
j=1
dij (n0)xj
(
n0 − hij (n0)
)∣∣∣∣∣
 (1 + bi) max
k∈N(−l,0)
∣∣xi(n0 + k)∣∣+ m∑
j=1
dij max
k∈N(−l,0)
∣∣xj (n0 + k)∣∣.
It follows that
∣∣xi(n0 + 1)∣∣/ri  (1 + bi) max
k∈N(−l,0)
∣∣xi(n0 + k)∣∣/ri + m∑
j=1
dij rj /ri
× max ∣∣xj (n0 + k)∣∣/rj  (b¯ + d¯)v(n0),
k∈N(−l,0)
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v(n0 + 1) (b¯ + d¯)v(n0).
By the way of induction, we get (2.2). The proof is complete. 
Lemma 2.2. Under the conditions of Theorem 1.2, the trivial solution of (1.1) is uniformly
stable.
Proof. First we notice that under condition (1.4), we have
0 < ci < 1.
For φ ∈ N(−l,0) → Rm and n0 ∈ N+, we set x(n) = x(n,n0, φ), and y(n) =
max1im{|xi(n)|/ri} for n ∈ N(n0). For any given ε > 0, set
δ = r/r¯(b¯ + d¯)−2lε.
From Lemma 2.1, for ‖φ‖ < δ,
y(n) v(n) (b¯ + d¯)2lv(n0) = (b¯ + d¯)2l max
1im
max
k∈N(−l,0)
∣∣φi(n0 + k)∣∣/ri
 (b¯ + d¯)2l‖φ‖/r < ε¯, for n ∈ N(n0, n0 + 2l), (2.3)
where ε¯ = ε/r¯ . So, if we can prove that
y(n) < ε¯, n ∈ N(n0 + 2l + 1), (2.4)
then, by (2.3) and (2.4), we get∣∣x(n)∣∣ r¯y(n) < r¯ε¯ = ε, n ∈ N(n0),
which implies that the trivial solution of (1.1) is uniformly stable. So we only need prove
that (2.4) holds. Suppose the contrary, there exists n∗ ∈ N(n0 + 2l + 1) such that
y(n) < ε¯, n ∈ N(n0, n∗ − 1), and y(n∗) ε¯.
So, ∣∣xi(n)∣∣ riy(n) < ri ε¯, i = 1,2, . . . ,m, n ∈ N(n0, n∗ − 1). (2.5)
We assume that y(n∗) = |xi0(n∗)|/ri0 for some i0 ∈ {1,2, . . . ,m}. Without loss of general-
ity, we may assume that xi0(n∗) > 0, then
xi0(n
∗) ri0 ε¯. (2.6)
Using (2.1) and (2.5), from (1.1), we get
xi0(n
∗) − xi0(n∗ − 1)−bi0xi0
(
n∗ − 1 − li0(n∗ − 1)
)+ m∑
j=1
di0j rj ε¯
< −bi0xi0
(
n∗ − 1 − li0(n∗ − 1)
)+ ci0bi0ri0 ε¯. (2.7)
If we can prove that
xi0(n) > ci0ri0 ε¯, for n ∈ N(n∗ − 1 − li0 , n∗ − 1), (2.8)
266 W.-H. Chen, X. Lu / J. Math. Anal. Appl. 299 (2004) 261–272then by (2.7), we get xi0(n∗) < xi0(n∗ −1) < ri0 ε¯, which contradicts (2.6), and so the proof
is complete. In the sequel, we prove that (2.8) holds. Suppose the contrary, by (2.6), there
exists n1 ∈ N(n∗ − li0 , n∗) such that
xi0(n1 − 1) ci0ri0 ε¯ and xi0(n) > ci0ri0 ε¯, for n ∈ N(n1, n∗). (2.9)
It follows that there exists θ ∈ [0, 1) such that
θxi0(n1) + (1 − θ)xi0(n1 − 1) = ci0ri0 ε¯. (2.10)
For n ∈ N(n1 − li0 , n∗), from (1.1), we get
xi0(n) − xi0(n − 1) < bi0
(−xi0(n − 1 − li0(n − 1))+ ci0ri0 ε¯) bi0(1 + ci0)ri0 ε¯.
(2.11)
On the other hand, by (2.10), for n ∈ N(n1, n∗),
−xi0
(
n − 1 − li0(n − 1)
)+ ci0ri0 ε¯
= −xi0
(
n − 1 − li0(n − 1)
)+ θxi0(n1) + (1 − θ)xi0(n1 − 1)
= xi0(n1 − 1) − xi0
(
n − 1 − li0(n − 1)
)+ θ(xi0(n1) − xi0(n1 − 1)).
If n1  n− li0(n− 1), for some n ∈ N(n1, n∗), then by the second inequality in (2.11), we
get
−xi0
(
n − 1 − li0(n − 1)
)+ ci0ri0 ε¯
=
n1−1∑
k=n−li0 (n−1)
(
xi0(k) − xi0(k − 1)
)+ θ(xi0(n1) − xi0(n1 − 1))
 bi0(1 + ci0)(n1 − n + li0 + θ)ri0 ε¯.
So, by the first inequality of (2.11), in this case, we have
xi0(n) − xi0(n − 1) < b2i0(1 + ci0)(n1 − n + li0 + θ)ri0 ε¯.
If n1  n− 1 − li0(n− 1), for some n ∈ N(n1, n∗), then by (2.9) and the first inequality of
(2.11), we have
xi0(n) − xi0(n − 1) < 0.
Therefore, for any n ∈ N(n1, n∗), we have
xi0(n) − xi0(n − 1) < b2i0(1 + ci0)(n1 − n + li0 + θ)ri0 ε¯.
Combining this and the second inequality of (2.11), we get, for n ∈ N(n1, n∗),
xi0(n) − xi0(n − 1) < bi0(1 + ci0)min
{
1, bi0(n1 − n + li0 + θ)
}
ri0 ε¯
= bi0(1 + ci0)min
{
1, bi0
(
li0 + 1 −
n∑
k=n1
λ(k)
)}
ri0 ε¯,
where λ(k) = 1, for k ∈ N(n1 + 1, n∗), and λ(n1) = 1 − θ .
Using (2.10) and the above inequality, we get
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∗) − ci0ri0 ε¯ = xi0(n∗) − θxi0(n1) − (1 − θ)xi0(n1 − 1)
= xi0(n∗) − xi0(n1) + (1 − θ)
(
xi0(n1) − xi0(n1 − 1)
)
=
n∗∑
n=n1
λ(n)
(
xi0(n) − xi0(n − 1)
)
< (1 + ci0)Ii0ri ε¯, (2.12)
where
Ii0 = bi0
n∗∑
n=n1
λ(n)min
{
1, bi0
(
li0 + 1 −
n∑
k=n1
λ(k)
)}
.
Next we give an estimate of Ii0 . There are two possible cases.
Case 1. bi0
∑n∗
n=n1 λ(n) > 1. In this case, there exists n2 ∈ N(n1, n∗) such that
bi0
n∗∑
n=n2+1
λ(n) 1 and bi0
n∗∑
n=n2
λ(n) > 1.
It follows that there exists γ ∈ [0, 1) such that
bi0
(
n∗∑
n=n2+1
λ(n) + γ λ(n2)
)
= 1.
Therefore,
Ii0 = bi0
n∗∑
n=n1
λ(n)min
{
1, bi0
(
li0 + 1 −
n∑
k=n1
λ(k)
)}
 bi0
{
n2−1∑
n=n1
λ(n) + (1 − γ )λ(n2) + γ λ(n2)bi0
(
li0 + 1 −
n2∑
k=n1
λ(k)
)
+ bi0
n∗∑
n=n2+1
λ(n)
(
li0 + 1 −
(
n2∑
k=n1
+
n∑
k=n2+1
)
λ(k)
)}
= bi0
n2∑
n=n1
λ(n)
(
1 − bi0
(
γ λ(n2) +
n∗∑
n=n2+1
λ(n)
))
+ bi0
(
bi0(li0 + 1) − 1
)
γ λ(n2)
+ b2i0(li0 + 1)
n∗∑
n=n2+1
λ(n) − b2i0
n∗∑
n=n2+1
λ(n)
n∑
k=n2+1
λ(n)
= bi0(n∗ − n2) + bi0(li0 + 1) − 1 −
1
2
(
bi0(n
∗ − n2)
)2(1 + 1
n∗ − n2
)
 bi0(li0 + 1)− 1 + bi0(n∗ − n2) −
l + 1 (
bi0(n
∗ − n2)
)2
2l
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1
2
− 1
2(l + 1) .
Case 2. bi0
∑n∗
n=n1 λ(n) 1. In this case,
Ii0  bi0(li0 + 1)bi0
n∗∑
n=n1
λ(n) − b2i0
n∗∑
n=n1
λ(n)
n∑
n=n1
λ(n)
= bi0(li0 + 1)bi0
n∗∑
n=n1
λ(n) − 1
2
b2i0
[(
n∗∑
n=n1
λ(n)
)2
+
n∗∑
n=n1
λ2(n)
]
 bi0(li0 + 1)bi0
n∗∑
n=n1
λ(n) − 1
2
li0 + 2
li0 + 1
(
bi0
n∗∑
n=n1
λ(n)
)2
.
Noticing that
f (x) = bi0(li0 + 1)x −
li0 + 2
2(li0 + 1)
x2
is increasing on[
0, bi0
(li0 + 1)2
li0 + 2
]
,
so, if bi0
(li0+1)2
li0+2 > 1,
Ii0  bi0(li0 + 1) −
1
2
− 1
2(li0 + 1)
;
if bi0
(li0+1)2
li0 +2  1,
Ii0 
1
2
b2i0
(li0 + 1)3
li0 + 2
.
It is easy to check that
1
2
b2i0
(li0 + 1)3
li0 + 2
 bi0(li0 + 1)−
1
2
− 1
2(li0 + 1)
.
Therefore, from Cases 1 and 2, we have
Ii0 


1
2b
2
i0
(li0+1)3
li0+2 , if bi0
(li0+1)2
li0+2  1,
bi0(li0 + 1)− 12 − 12(l +1) , if bi0
(li0+1)2
l +2  1.i0 i0
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ci0 >


1 − b2i0
(li0+1)3
2(li0+2)
1 + b2i0
(li0+1)3
2(li0+2)
, if bi0
(li0+1)2
li0+2  1;
3
2 + 12(li0+1) − bi0(li0 + 1)
bi0(li0 + 1) + 12 − 12(li0+1)
, if bi0
(li0+1)2
li0+2 > 1,
which contradicts the definition of ci0 , and the proof is complete. 
Proof of Theorem 1.2. In view of Lemma 2.2, the trivial solution of (1.1) is uniformly
stable. Moreover, from the proof of Lemma 2.2, every solution of (1.1) is bounded. Now
we prove that
lim
n→∞ xi(n) = 0, for i = 1,2, . . . ,m. (2.13)
Set
α = max
1in
{
m∑
j=1
rj dij /cibiri
}
,
then by (2.1), 0 < α < 1. Set βi = lim supn→∞ |xi(n)|, then 0 βi < ∞, i = 1,2, . . . ,m.
We assume that βi0/ri0 = max1im{βi/ri}, for some i0 ∈ {1,2, . . . ,m}. If βi0 = 0, then
(2.13) holds, and the proof is complete. If βi0 > 0, choose
σ¯i0 =


(1 − α)(1 − b2i0 (li0+1)32(li0+2) )/Mi0 , if bi0 (li0+1)
2
li0+2  1,
(1 − α)( 32 + 12(li0+1) − bi0(li0 + 1))/Mi0 , if bi0 (li0+1)
2
li0+2 > 1,
where Mi0 = 2(1 + αci0 )r¯/r .
Moreover, for any 0 < σi0 < min{σ¯i0 , βi0(1/(αci0) − 1)r/r¯, βi0(1 − αci0)/(1 +
αci0 r¯/r)}, there exists T ∈ N(n0 + 2l + 1), such that
|xi(n)| < βi + σi0 , for n ∈ N(T ), i = 1,2, . . . ,m.
We distinguish two cases.
Case A. {xi0(n) − xi0(n − 1)} is eventually sign-definite.
By the boundedness of {xi0(n)}, limn→∞(xi0(n) − xi0(n − 1)) = 0. Moreover, {xi0(n)}
is eventually monotone, which yields that limn→∞ |xi0(n)| exists and equals βi0 . Without
loss of generality, we assume that limn→∞ xi0(n) = βi0 . From (1.1), for n ∈ N(T + l + 1),
xi0(n) − xi0(n − 1)−bi0xi0
(
n − 1 − li0(n − 1)
)+ m∑
j=1
di0j (βj + σi0)
= −bi0xi0
(
n − 1 − li0(n − 1)
)+ m∑di0j rj (βj /rj + σi0/rj )
j=1
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(
n − 1 − li0(n − 1)
)+ m∑
j=1
di0j rj (βi0/ri0 + σi0/r)
−bi0xi0
(
n − 1 − li0(n − 1)
)+ αci0bi0ri0(βi0/ri0 + σi0/r)
−bi0xi0
(
n − 1 − li0(n − 1)
)+ αci0bi0(βi0 + σi0 r¯/r).
Letting n → ∞, we obtain
0 bi0(−βi0 + αci0βi0 + αci0σi0 r¯/r),
which yields σi0  βi0(1/(αci0) − 1)r/r¯ . This is a contradiction. So, βi0 = 0.
Case B. {xi0(n) − xi0(n − 1)} is oscillatory.
Without loss of generality, we assume that lim supn→∞ xi0(n) = βi0 . Since {xi0(n) −
xi0(n − 1)} is oscillatory, there exists increasing integer sequence {nk} such that nk → ∞,
xi0(nk) > xi0(nk − 1) and xi0(nk) > xi0(nk + 1), and limk→∞ xi0(nk) = βi0 . Hence, there
exists T1 ∈ N(T + h + 1) such that
xi0(nk) > βi0 − σi0 , for nk ∈ N(T1). (2.14)
From (1.1), for nk ∈ N(T1),
xi0(nk) − xi0(nk − 1)−bi0xi0
(
nk − 1 − li0(nk − 1)
)+ m∑
j=1
di0j (βj + σi0)
−bi0xi0
(
nk − 1 − li0(nk − 1)
)+ αci0bi0(βi0 + σi0 r¯/r).
(2.15)
Next, we prove that
xi0(n) > αci0(βi0 + σi0 r¯/r), for n ∈ N(nk − 1 − li0 , nk − 1). (2.16)
Suppose the contrary, by (2.14) and βi0 − σi0 > αci0(βi0 + σi0 r¯/r), there exists n1k ∈
N(nk − li0 , nk) such that
xi0
(
n1k − 1
)
 αci0(βi0 + σi0 r¯/r) and xi0(n) > αci0 (βi0 + σi0 r¯/r),
for n ∈ N(n1k, nk). (2.17)
It follows that there exists θk ∈ [0,1) such that
θkxi0
(
n1k
)+ (1 − θk)xi0(n1k − 1)= αci0(βi0 + σi0 r¯/r). (2.18)
For n ∈ N(n1k − li0 , nk), from (1.1), we get
xi0(n) − xi0(n − 1) bi0
(−xi0(n − 1 − li0(n − 1))+ αci0 (βi0 + σi0 r¯/r))
 bi0(1 + αci0 )(βi0 + σi0 r¯/r). (2.19)
For n ∈ N(n1, nk), if n1  n − li0(n − 1), then by the second inequality in (2.19), we getk k
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(
n − 1 − li0(n − 1)
)+ αci0 (βi0 + σi0 r¯/r)
= −xi0
(
n − 1 − li0(n − 1)
)+ θkxi0(n1k)+ (1 − θk)xi0(n1k − 1)
=
n1k−1∑
s=n−li0 (n−1)
(
xi0(s) − xi0(s − 1)
)+ θk(xi0(n1k)− xi0(n1k − 1))
 bi0(1 + αci0)
(
n1k − n + li0 + θk
)
(βi0 + σi0 r¯/r).
Substituting this into the first inequality in (2.19), we get
xi0(n) − xi0(n − 1) b2i0(1 + αci0 )
(
n1k − n + li0 + θk
)
(βi0 + σi0 r¯/r). (2.20)
For n ∈ N(n1k, nk), if n1k  n − 1 − li0(n − 1), then by (2.17) and the first inequality in
(2.19), we have xi0(n) − xi0(n − 1) < 0. Therefore, for any n ∈ N(n1k, nk), (2.20) holds.
Combining (2.20) and the second inequality in (2.19), we have
xi0(n) − xi0(n − 1)
 bi0(1 + αci0)min
{
1, bi0
(
n1k − n + li0 + θk
)}
(βi0 + σi0 r¯/r)
= bi0(1 + αci0)min
{
1, bi0
(
li0 + 1 −
n∑
s=n1k
λk(s)
)}
(βi0 + σi0 r¯/r),
where λk(s) = 1, for s ∈ N(n1k + 1, nk), and λk(n1k) = 1 − θk . Using the above inequality,
we have
xi0(nk) − αci0(βi0 + σi0 r¯/r) = xi0(nk) − θkxi0
(
n1k
)− (1 − θk)xi0(n1k − 1)
=
nk∑
n=n1k
λk(n)
(
xi0(n) − xi0(n − 1)
)
 (1 + αci0)Iki0(βi0 + σi0 r¯/r), (2.21)
where
Iki0 = bi0
nk∑
n=n1k
min
{
1, bi0
(
li0 + 1 −
n∑
s=n1k
λk(s)
)}
.
Using the same technique used in the proof of Lemma 2.2, we have
Iki0 


1
2b
2
i0
(li0+1)3
li0+2 , if bi0
(li0+1)2
li0+2  1,
bi0(li0 + 1) − 12 − 12(li0+1) , if bi0
(li0+1)2
li0+2 > 1.
Substituting this into (2.21) and using (2.14), we have
σi0  σ¯i0 ,
which is impossible since σi0 < σ¯i0 . Therefore, (2.16) holds. So, by (2.15), we have
xi0(nk) < xi0(nk − 1). This is a contradiction. Therefore, βi0 = 0. The proof is com-
plete. 
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