Abstract. We prove local limit theorems and density local limit theorems for various cocycles over suspended semiflows generalizing results for continuous time random walks. §1 Warm up This paper deals with local limit theorems for stochastic processes generated by semiflows. We begin with a paradigm.
where S n = n k=1 X k is as above and N(t) := # Γ ∩ (0, t) (t > 0) where Γ is a Poisson point process on R + which is independent of (X n : n ≥ 1) and where E(N(t)) = λt ∀ t > 0 where λ > 0 (the intensity of the process).
Evidently, the sample paths of a CTRW are step functions and indeed a CTRW is also a continuous time Markov chain as in e.g. [Nor98] .
The process (S (t) : t > 0) is a Levy process (having stationary, independent increments) and indeed, any Levy process whose sample paths are step functions is a CTRW.
We'll call (S (t) : t > 0) as above the CTRW with jump distribution f and intensity λ (the intensity of the Poisson process involved). The f -distributed, independent random variables (X k : k ≥ 1) are called the jump random variables.
Our warmup result is the local limit theorem (abbr. LLT) for CTRWs.
Fix a closed subgroup G of R κ of full dimension (the displacement group).
Theorem 0
Let (S (t) : t > 0) be a CTRW on G with jump random variables (X k : k ≥ 1) and intensity λ > 0. uniformly in z ∈ K a compact subset of R κ where f S is the probability density function of S.
Suppose that
Renewal process and suspended semiflow.
Let (X, B, m, T ) be an ergodic PPT (EPPT) and let r : X → R + be measurable (aka the roof function).
The renewal process generated is where n = N (t)(x, y) is such that r n (x) ≤ y + t < r n+1 (x).
N(t)(x)
i.e. N (t)(x, y) = # (Γ(x) ∩ (0, y + t]) = N(t + y)(x).
It follows from the definitions that ν(Y ) = 1 that for t > 0,
is continuous.
Next it is routine to check that N (t + t ′ ) = N (t) + N (t ′ ) • Φ t ∀ (x, y) ∈ Y, t, t ′ > 0; ( ) whence Φ t+t ′ = Φ t • Φ t ′ , showing that Φ : R → PPT(Y, C, ν) is indeed a semiflow and N : R + × Y → R is a Φ-cocycle.
We'll call N : R + × Y → R the renewal cocycle. Suspended semiflows are aka symbolic semiflows, suspensions, special semiflows and semiflows built under functions.
Jump cocycles over a suspended semiflow.
Let (Y, C, ν, Φ) = (X, B, m, T ) r be a suspended semiflow as above, let G ≤ R κ , dim span G = κ and let ϕ : X → G be measurable. Now define the jump cocycle
In the sequel, we'll refer to ϕ : X → G as the displacement and to
In case G = R κ , smooth cocycles may also be considered as in [Wad96] , [Iwa08] and [DN17] . These are treated in §7.
A jump cocycle modelling a CTRW.
Consider (S (t) : t > 0), the CTRW on G with jump distribution f ∈ P(G) and intensity λ > 0. We'll exhibit a jump cocycle over a suspended semiflow with the same distribution as (S (t) : t > 0). Let (X, B, m, T ) be given by X := (G×R + ) N , B = {Borel subsets of X}, T = shift and m = µ N where
Denote x ∈ X by x = (k, r) = ((k 1 , k 2 , . . . ), (r 1 , r 2 , . . . )) and define • r : X → R + by r(x) := r 1 and
We claim that the ν-distribution of (J (ϕ) (t, ·) : t > 0) coincides with the distribution of (S (t) : t > 0).
Indeed, considered with respect to m, {r n (·) : n ≥ 1} =: Γ(·) is a Poisson point process on R + with intensity λ. For y > 0, so is
Thus for A ∈ B((G) N ), considering (x, y) as a random variable, we have
Results are stated in the next section, after the Sketch proof of Theorem 0 Let Spt(X) := {x ∈ G : P (X ∈ U) > 0 ∀ x ∈ U open}. It follows from the assumptions that Spt(X) = G where A denotes the smallest subgroup of G containing A ⊂ G.
It is elementary that for ∆ ∈ (0, ], we have that:
].
Proof of (LLT 0)
→ z ∈ R κ whence writing B(x, r) := [x − r, x + r], B t := B(λt, λt∆ t ), we have
Thus
where by ( ), as t → ∞,
).
By the above,
The exponential inequality ( ) controls the probability of "vacuums" and "explosions" (too few or too many Poisson points in an interval).
We'll exploit it when the roof process (r • T n : n ≥ 1) and the displacement process (ϕ • T n : n ≥ 1) display some kind of independence to prove theorem 1.
(b) In the absence of such, we'll prove density results in theorem 2. §2 Introduction Suspended semiflows over fibred systems.
A fibered system is a quadruple (X, B, m, T, α) where (X, B, m, T ) is a non-singular transformation and α is a countable, measurable partition which generates B under T (σ({T −n α : n ≥ 0}) = B) such that T | a invertible and nonsingular for a ∈ α.
If (X, B, m, T, α) is a fibered system, then for n ≥ 1, so is
For n ≥ 1, there are m-nonsingular inverse branches of
We call the fibered system (X, B, m, T, α) topologically mixing if for every a, b ∈ ∞ n=1 α n , ∃ N ≥ 1 so that m(a∩T −N b) > 0 and probability preserving if m • T −1 = m. A fibered system (X, B, m, T, α) is called an interval map if X is an interval, m is Lebesgue measure and α is a partition mod m of X into open intervals so that for each a ∈ α, T | a is (the restriction of) a bi-absolutely continuous homeomorphism.
The transfer operator T :
Quasicompact action.
Let L ⊂ L ∞ be a Banach space which is admissible in the sense that
Example 1: AFU maps. An AFU map is an interval map (X, B, m, T, α) where for each a ∈ α, T | a is (the restriction of) a C 2 diffeomorphism T : a → T a satisfying in addition:
An AFU map with finite α is known as a Lasota-Yorke map after [LY73] .
It is known that [Zwe98] : an AFU map has a Lebesgue-equivalent, invariant probability whose density has bounded variation and which is uniformly bounded below;
for T a mixing, AFU map, T acts quasicompactly on L T = BV, the space of functions on the interval X with bounded variation; this quasicomptacness persists when m is replaced by the absolutely continuous, T -invariant probability;
: a topologically mixing AFU map is exact and ([AN05]) the generated stochastic process (α • T n : n ≥ 1) is exponentially reverse φ-mixing.
Example 2: Gibbs-Markov maps.
A Gibbs-Markov (G-M) map (X, B, m, T, α) is a fibered system which is Markov in the sense that
and which satisfies
and, for some θ ∈ (0, 1)
where t(x, y) = min{n ≥ 1 : x n = y n } ≤ ∞.
Up to isomorphism, a G-M map (X, B, m, T, α) has the form X ⊂ S N where is a S is a finite or countable state space, X is a Markov subshift and
for some M > 1, p s,t = M ±1 π t whenever s, t ∈ S, p s,t > 0. A G-M map on a finite state space is a subshift of finite type (SFT). It is known (see [AD01] ) that • a G-M map has a m-equivalent, invariant probability whose density h is θ-Hölder continuous on X in the sense that
where t(x, y) = min{n ≥ 1 : x n = y n } ≤ ∞;
• for T a mixing, G-M map, T acts quasicompactly on L T = H θ , the space of θ-Hölder continuous functions X → R with θ as in (g θ ).
• if the invariant density is bounded below, the quasicompactness persists when m is replaced by the absolutely continuous, T -invariant probability;
• a topologically mixing G-M map is exact and the stochastic process (α • T n : n ≥ 1) is exponentially continued fraction mixing, • a Markov AFU map is also a G-M map.
• a G-M map (X, B, m, T, α) is isomorphic to an interval map where elements a ∈ α are unions of interval map partition elements.
Transfer operator of a suspended semiflow.
Let (Y, C, ν, Φ) = (X, B, m, T ) r be a suspended semiflow. For t > 0, the transfer operator of Φ t is the operator Φ :
For f = 1 C with C ∈ C, it is given by
where for x ∈ X,
In case C = B × I, we have that C x = I for x ∈ B and C(x) = ∅ otherwise, whence
Aperiodicity and non-arithmeticity. Let H be a locally compact, Polish group. We call the measurable G : X → H : 
Set-up.
We'll prove local limit theorems (Theorems 1 and 2 below) for J (ϕ)
(defined above in ( )) with respect to the semiflow (Y, C, ν, Φ) = (X, B, T, µ, α) r . with (X, B, T, µ, α) a topologically mixing, probability preserving fibered system, r : X → R + and ϕ : X → G measurable satisfying certain conditions listed below.
General assumptions.
For all results, we assume that • (X, B, m, T, α) is probability preserving, mixing and either a G-M map or an AFU map;
Here, for A ⊂ X,
Note that for A ⊂ X an interval,
Also, by (U), if ϑ ∈ (0, 1) is sufficiently large, then
Independence.
The independence assumption is that the the roof process algebra A r := σ({r • T n : n ≥ 0} and the displacement process algebra A ϕ := σ({ϕ • T n : n ≥ 0} are independent on (X, B, m). The weak independence assumption is that for some c > 0 we have
Aperiodicity. We'll also consider the partial aperiodicity assumption:
and the joint aperiodicity assumption:
(J-Ap) (r, ϕ) : X → R × G is aperiodic Note that theorem 0 was proved under (P-Ap). In the sequel, we'll prove the semiflow LLT under (J-Ap) (theorem 1) and under (P-Ap) in theorem 2 for a more restricted class of underlying fibred systems.
Distributional assumptions.
For some 0 < p ≤ 2 and some
where S is a globally supported, symmetric p-stable random variable on R κ . We'll consider the following separate cases of (L): (CN) the classical normal case where
S is normal, (NNS) the non-normal, stable case where p = 2.
Results.
Theorem 1: semiflow local limits Under the general assumptions, weak independence, (J-Ap), and
The convergence is uniform in |
Here and throughout, d − → denotes weak convergence of the distributions of random variables.
In the sequel, we'll say that the Φ-cocycle J satisfies the (S, b)-LLT if (a) holds.
Remarks.
1. We do not know how to prove theorem 1 without the weak independence assumption. In the (CN) case, LLTs without this assumption are obtained in [DN17] , [Wad96] , [Iwa08] and are implicit in [LS06] .
2. As shown in [AD01] for G-M maps and in [ADSZ04] for AFU maps, in case NNS, the precondition (L) holds if and only if the distribution of ϕ is in the domain of attraction of the symmetric p-stable limit.
Replacing the independence assumption with a "recurrence" assumption, we have the weaker Theorem 2: conditional semiflow local limits in density
Under the general assumptions, (J-Ap), and (CN) or (NNS), with
Remarks.
(a) Because of the
where
Methods.
The proofs of both theorems use an operator LLT (Op-LLT) for (r, ϕ) : X → R × G with respect to T . This boils down to the classical multidimensional LLT (as in [GH88] ) in the (CN) case. See [AD01] and [ADSZ04] for the versions considered here.
The Op-LLT is proved here in the (NNS) case (below). For more information about operator stability & limits, see [JM93] .
The proof of theorem 1 also uses an exponential inequality for the renewal cocycle (like ( )).
Plan of the paper.
The proofs of both theorems use the estimation (I) (below). Theorem 1 needs an additional estimation (II) (below) which uses an exponential inequality proved in §4.
In §3, we prove (II) given the exponential inequality and then establish (I) given the Op-LLT. In §5, we prove the Op-LLT, given an infinite divisibility lemma, which in turn is established in §6.
In §7 we prove theorem 2. §3 Proof of theorem 1
In the (CN) case, we write b(t) := √ t. Let x : R + → G so that
κ and let A ∈ n≥1 α n a cylinder and I ⊂ R an interval and U ⊂ G a compact neighborhood with m G (∂U) = 0. As in [AN17] , for each M > 0, we have the following sum-splitting:
The rest of the proof has two parts:
These suffice for (a) as for C ∈ C, we have LHS of (a) = C (I(M, t, ω) + II(M, t, ω))dν(ω).
To prove (I), the weak independence assumption is not needed. We shall need:
• in the (CN) case, the local limit theorem for aperiodic (r, ϕ) as in [GH88] , and
• in the (NNS) case, an operator local limit theorem (OpLLT) for (r, ϕ) which we state now and prove in the sequel: Here and throughout a n ≈ b n as n → ∞ means that a n −b n − −− → n→∞ 0.
Operator local limit theorem Suppose (J-Ap), and (NNS) with 0 < p < 2, then there is a 1 p -regularly varying sequence (b(n) : n ≥ 1), a random variable Z = (N , S) on R × R κ with a positive, continuous, probability density function, where S is a globally supported, symmetric p-stable random variable on R κ , N is centered, Gaussian on R, and independent of S so that for A ∈ n≥1 α n a cylinder and I ⊂ R an interval so that A × I ⊂ Y, & U ⊂ G a compact neighborhood of 0 with m G (∂U) = 0,
where (z n , r n ) ∈ G × R with z n = b(n) · ζ n , r n = √ n · ρ n with (ζ n , ρ n ) =
O(1).
Proof of (I) given the OpLLT By the LLT for (r, ϕ) in case (CN) and (Op-LLT) in case (NNS),
for A ∈ n≥1 α n a cylinder and I ⊂ R an interval so that A × I ⊂ Y, & U ⊂ G a compact neighborhood of 0 with m G (∂U) = 0, where (z n , r n ) ∈ G × R with z n = b(n) · ζ n , r n = √ n · ρ n with (ζ n , ρ n ) = O(1).
Fix t, M > 0, then for n ≥ 1, t = E(r)n + x √ n with x = x n,t , |x| ≤ ME(r)
as t, n → ∞, |x n,t | ≤ M.
It follows that for fixed M > 0,
Exponential inequalities for the renewal cocycle. The estimation (II) requires the weak indpendence assumption. The following is used in the proof of (II).
There are constants G ′ , Γ ′ > 0 so that for each t, x > 0 with
The proof of (c) relies on a Chernoff inequality which we state now and prove in §4.
Chernoff inequality
Suppose that (X, B, m, T, α) is a probability preserving, fibred system, and that T acts quasicompactly on the admissible Banach space
Proof of (c) given the Chernoff inequality
We'll show that for 0 < a < λ 2
, t > 0 with at > 2
|N (t)(x, y) − λt| > at if and only if
either N(y + t)(x) > (λ + a)t in which case r n + < t + y, or N(y + t)(x) < (λ − a)t − in which case r n − > t + y where n + = ⌊(λ + a)t⌋ and n + = ⌈(λ − a)t⌉. Now r n + < t+y =⇒ r n + −E(r)n + < y+t−E(r)n + ≤ y−aE(r)t < − 1 2 aE(r)t and r n − > t + y =⇒ r n − − E(r)n − > y + t − E(r)n − > aE(r).
Proof of (II) We further split E(II(M, t)). To this end, define y :
For K ⊂ N, we have that
Thus, using weak independence, we have that as t → ∞,
The last inequality uses (H), as does
E(IV (M, t, y)) = ν([|N (t) − λt| > Mt 3 4 ]) ≤ G ′ e −Γ ′ M 2 √ t .
This proves (II). §4 Proof of the Chernoff inequality
We begin with a
Conditional Hoeffding inequality for fibred systems
Suppose that (X, B, m, T, α) is a probability preserving fibred system, and that T acts quasicompactly on the admissible Banach space L, then ∃ C > 0 so that
The proof of this uses the elementary
Hoeffding's lemma ( [Hoe63] ) Let (X, B) be a measurable space, and let F : X → R be bounded and measurable, then
∀ µ ∈ P(X, B).
Proof of the Hoeffding inequality
Proof To see (R 1 ):
by Hoeffding's lemma with respect to the measure
To complete the inductive proof, we show that (R k )=⇒(R k+1 ).
Assume (R k ), then
By quasicompactness,
Remark For similar results, see [CMS02] and [CG12] .
Proof of the Chernoff inequality
Fix f ∈ L, E(f ) = 0 & t > 0. We have that for a > 0,
Minimizing this over a > 0 for fixed t > 0 yields (H). §5 Proof of the Op-LLT
We'll use the spectral and perturbation theories of the transfer operator of a fibered system (X, B, m, T, α) which is assumed to be mixing, probability preserving and either a G-M map, or an AFU map. Details can be found in §2 in [AD01] for G-M maps and §5 in [ADSZ04] for AFU maps.
Let
For small t ∈ G, the characteristic function operator P t has a simple, dominant eigenvalue and indeed, by Nagaev's theorem: 1) There are constants ǫ > 0, K > 0 and θ ∈ (0, 1); and continuous functions λ :
where ∀|t| < ǫ, N(t) is a projection onto a one-dimensional subspace (spanned by g(t) := N(t)1).
Local limits. Now suppose that 0 < p < 2 and that the distribution of ϕ is in the strict domain of attraction of a symmetric p-stable random variable S; equivalently for some
As shown in [AD01] , and [ADSZ04] ,
Using this, one obtains (by the methods of [Bre68] 
for A ∈ n≥1 α n a cylinder & U ⊂ G a compact neighborhood of 0 with m G (∂U) = 0, where z n ∈ G with z n = b(n) · ζ n , ζ n = O(1).
Proof of the Op-LLT given the Infinite Divisibility Lemma
We have
where G is centered Gaussian on R and S is symmetric, p-stable on R κ It follows that ((
) : n ≥ 1) is a tight sequence of random variables on R × R κ . Let Z = (G, S) ∈ RV (R × R κ ) be a weak limit point of the sequence. By the Infinite Divisibility Lemma (see below) Z is infinitely divisible. By the Levy-Ito decomposition (see [Sat99] ), Z = G + C + c where G, C ∈ RV (R × R κ ) are independent, G is centered Gaussian, C is compound Poisson (e.g. p-stable with p < 2) and c is constant.
By uniqueness of the Levy-Ito decomposition, G = G, C = S and c = 0, whence G & S are independent. This determines Z uniquely and so
It follows that if λ(x, y) is the dominant eigenvalue of
uniformly on compact subsets. Now, the stable characteristic functions have the forms
Here
where ν is a symmetric measure on S κ−1 . In other words, −n log λ(
2 + c p,ν (y) ( ) uniformly on compact subsets. As in [Sto67] , fix f ∈ L 1 (R × G) so that f : R × G → C is continuous, compactly supported, a cylinder set A ⊂ X and (r n , z n ) ∈ R × G with
By Nagaev's theorem, ( ) and aperiodicity (respectively), there exist ϑ ∈ (0, 1) & δ > 0 so that
sup
We have, using (i) and (iii):
Writing ∆ n (x, y) := (
· y) and changing variables,
The convergence here is by Lebesgue's dominated convergence theorem, since by (ii):
(OpLLT) follows from this as in [Bre68] .
Remark.
Using ( ), we can deduce (as in the proof of lemma 6.4 in [AD01] ) that
uniformly in u = ±1, v ∈ S κ−1 . This is a "Fourier transform" relative of lemma 2.4 in [Tho16] . §6 Infinite divisibility lemma
In this section, we complete the proof of the Op-LLT by establishing:
Infinite divisibility lemma
Let (X, B, m, T, α) be a reverse φ-mixing, fibered system and let ϕ : X → G be θ-Hölder continuous on each a ∈ α with D α,θ (ϕ) < ∞.
Suppose that ∆ n = diag(δ
and so that {∆ n ϕ n : n ≥ 1} is uniformly tight. Let n k → ∞ and suppose that
where Z is a random variable on R κ , then Z is infinitely divisible.
Proof
By tightness, c(t) := sup n≥1 P ([ ∆ n ϕ n > t]) − −− → t→∞ 0 and by (X),
Suppose that 1 ≤ r ≤ n, then
whence for ǫ > 0,
Next, for Z a random variable, let
Similar to (♦), we have
Proof of (♠) If not, then ∃ ν k ≥ r k ≥ 1 and ǫ > 0 so that
Contradiction. (♠)
Now possibly passing to a subsequence of n k → ∞, we can ensure that k max This proves (C). For n ≥ 1, a ∈ α n , fix ζ n (a) ∈ T n a so that ∃ z n (a) ∈ a satisfying T n z n (a) = ζ n (a). Now define π n : X → X by π n (x) := z n (α n (x)).
It follows that for n, k ≥ 1,
By (T), for each 0 ≤ j ≤ k,
It follows that Theorem 2 follows from this by proposition 3.3 in [Aar13] .
Pointwise dual rational weak mixing.
As in [AN17] , we call the measure preserving transformation (Z, µ, R) pointwise dual rationally weakly mixing if there exist constants u n > 0 so that with a(n) := Proposition 3 Suppose that (X, B, m, T, α), r : X → R + and ϕ : X → G satisfy the assumptions of theorem 2, then for each t > 0 the skew product semiflow transformation (Z, µ, Φ (J (ϕ) ) t ) is pointwise dual rationally weakly mixing.
Proof Write R = Φ (J (ϕ) ) t and set
By theorem 2, (A) holds, which implies (P) for C = A × I × U ∈ B(Z) where A ⊂ X is a cylinder, I ⊂ R + is an interval so that A × I ⊂ Y and U is a precompact neighbourhood with m G (∂U) = 0. The rest of the proof of (P) for general sets of finite measure, follows the proof of proposition 4.2 in [AN17] .
