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INTRODUCTION
Les objets étudiés dans cette thèse sont des variétés presque hermitiennes. On ne re-
garde pas tant ces dernières comme des généralisations des variétés complexes  d'ailleurs
la structure presque complexe des variétés qui nous intéressent, aux chapitres 4, 5 ou 6
n'est pas intégrable  que comme des exemples de G-variétés (des variétés réelles admet-
tant une réduction du ﬁbré des repères à un sous groupe linéaire G) où G = U(n), le
groupe unitaire. Parmi les groupes de Lie pouvant advenir comme groupe d'holonomie
d'une variété riemannienne non localement symétrique, irréductible, d'après la liste faite
par Berger [8], certains groupes  SU(n), G2, Spin(7) et Sp(q)  peuvent être déﬁnis
comme les stabilisateurs dans GL(m,R) d'une ou plusieurs formes extérieures sur Rm.
Alors une G-structure sur une variété M de dimension m correspond à l'existence d'une
forme diﬀérentielle α (ou encore de plusieurs formes diﬀérentielles) satisfaisant certaines
conditions algébriques. Par exemple la présentation moderne du groupe exceptionnel G2
(voir par exemple [11]) insiste sur la 3-forme de R7 qu'il préserve. L'avantage est que la
condition d'holonomie réduite (ou d'intégrabilité à l'ordre 1 de la G-structure) s'exprime
simplement par le fait que la forme diﬀérentielle α est parallèle pour la connexion de
Levi-Civita ∇ ; autrement dit la torsion intrinsèque est identiﬁée à la dérivée covariante
∇α.
Au contraire, pour déﬁnir une réduction à U(n) on a besoin, outre la forme de Kähler,
soit de la métrique, soit de la structure presque complexe. Cependant, certaines variétés
presque hermitiennes en dimension 6 ont une réduction supplémentaire naturelle à SU(3).
Le groupe SU(3) est le stabilisateur, non pas d'une mais de deux formes de R6. Par
conséquent une structure SU(3) sur une variété de dimension 6 correspond à la donnée
d'une 2-forme ω et d'une 3-forme ψ vériﬁant
(1) ω ∧ ψ = 0.
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D'après Hitchin [36], celles-ci suﬃsent à retrouver la structure presque complexe J , la
métrique g et la forme volume complexe
(2) Ψ = ψ + iφ, φ ∈ Λ3
intervenant dans la description habituelle d'une variété spéciale presque hermitienne. Alors
ω est la forme de Kähler, de type (1,1), et (1) s'interprète : ψ est de type (3,0) + (0,3). En
outre, la torsion intrinsèque est déterminée seulement par les diﬀérentielles, dω, dψ et dφ,
des trois formes invariantes (voir [16]). Par conséquent une classe de géométrie spéciale
SU(3) est caractérisée par un système diﬀérentiel portant sur les formes diﬀérentielles ω,
ψ, φ.
Maintenant, pour une variété presque hermitienne de dimension 6, la diﬀérentielle de la
forme de Kähler dω est une 3-forme et sa partie de type (3,0)+(0,3) induit une réduction
à SU(3), sur un ouvert où elle ne s'annule pas. Dès lors, la caractérisation par un système
diﬀérentiel est toujours possible, au moins localement, pour certaines classes de variétés
presque hermitiennes (non intégrables) de dimension 6. Ce système diﬀérentiel est de loin
plus facile à manipuler que la condition originale utilisant la connexion de Levi-Civita.
C'est cette stratégie qui est utilisée pour obtenir deux résultats centraux de cette thèse.
Cette démarche a été inaugurée par Reyes Carrión [47] pour les variétés approximati-
vement kähleriennes ( nearly-Kähler , en anglais, nous abrégerons NK) où elle apparaît
particulièrement naturelle. Alfred Gray avait en eﬀet noté dans [30] une propriété es-
sentielle des variétés NK non kähleriennes en dimension 6 : la propriété dite  de type
constant . Pour nous cela signiﬁe qu'elles admettent une réduction globale à SU(3), avec
la particularité que la 3-forme ψ = dω dans ce cas est exacte. En eﬀet la diﬀérentielle de
la forme de Kähler est de type (3,0)+(0,3), de norme constante, pour une variété NK.
Le système diﬀérentiel dont on parlait est alors remarquablement simple. En le posant
de cette façon, le problème de la recherche des structures NK invariantes sur le produit
de sphères S3 × S3 devient possible à résoudre, or il est central pour la classiﬁcation des
variétés NK homogènes accomplie au chapitre 5.
Le deuxième résultat concerne la classiﬁcation de Gray, Hervella [31]. On montre que
toute variété de la classe W1 ⊕W4 est localement conforme à une variété NK en dimen-
sion 6. Pour cela on montre que la 1-forme de Lee θ aparaissant dans la décomposition
de dω est fermée donc représente localement, par le lemme de Poincaré, un changement
conforme de métrique. Là encore, la présentation de cette classe par un système diﬀéren-
tiel est pertinente : c'est en le diﬀérentiant qu'on obtient les informations nécéssaires sur
dθ.
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Ces deux résultats prennent part chacun à un problème plus large.
Pour le premier, on l'a dit, il s'agit de la classiﬁcation des variétés NK non kähleriennes
homogènes en dimension 6. On apporte en même temps la réponse à une vieille conjecture
de Gray et Wolf [53] : toutes les variétés strictement NK (i.e. qui ne peuvent pas être
décomposées en un produit d'une variété kählerienne par une variété NK), homogènes sont
des espaces 3-symétriques. Ces derniers sont déﬁnis par Gray [29] comme des espaces
homogènes G/H où le groupe G est muni d'un automorphisme d'ordre 3 dont H est
l'ensemble des points ﬁxes. Cette conﬁguration est moins singulière qu'il paraît. En eﬀet
on montre que les espaces localement 3-symétriques sont des variétés presque hermitiennes
telles que la torsion et la courbure de la connexion intrinsèque sont parallèles, un cas
particulier de variété localement homogène. Pour une G-structure générale, R. Cleyton et
A. Swann [17], [18] construisent une situation très générale où cela arrive en considérant
des G-variétés telles que la représentation de G sur l'espace tangent est irréductible et la
torsion intrinsèque est une 3-forme. La dernière condition est vériﬁée par déﬁnition par les
variétés NK. Dès lors, un thème secondaire de cette thèse est le lien entre les géométries
spéciales et les espaces homogènes.
Pour le second, la question de trouver quelles sont les variétés de type W1 ⊕ W4 en
dimension 6 est apparue en cherchant à quelles conditions la structure presque complexe
de l'espace de twisteurs réduit d'une variété presque hermitienne est intégrable. Ce der-
nier est construit au chapitre 6 comme la sous variété de l'espace de twisteurs conforme
engendrée par les sections, ou les structures presque complexes compatibles avec la mé-
trique, commutant avec la structure presque complexe de départ de la variété presque
hermitienne. Un autre thème secondaire par conséquent est la géométrie twistorielle, en
lien avec les G-structures.
On va maintenant résumer le contenu de cette thèse, chapitre par chapitre.
Le chapitre 1 est consacré à des faits élémentaires concernant les G-structures, les G-
connexions et, à la dernière section, les espaces homogènes réductifs. Un lecteur moyenne-
ment expérimenté pourra le passer. On établit l'équivalence entre les points de vue d'une
G-structure déﬁnie par un ﬁbré principal ou par un tenseur. L'exposé est centré sur la
notion de torsion intrinsèque. La torsion intrinsèque η d'une G-structure est nulle si et
seulement si cette dernière est intégrable à l'ordre 1 ou dans le cas où G ⊂ SO(m) si et
seulement si l'holonomie riemannienne est contenue dans G. Mais on peut aussi demander
qu'une partie seulement de η s'annule. Cela déﬁnit des géométries spéciales qui ne sont
pas des holonomies spéciales. Ce chapitre a surtout pour objet de ﬁxer un cadre général
et des notations. Il présente peut-être seulement deux résultats qui ne sont pas tout à
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fait classiques. D'abord on reproduit les équations de Cleyton exprimant la diﬀérence de
la courbure de la connexion intrinsèque avec la courbure riemannienne en fonction de la
torsion intrinsèque et de sa dérivée covariante. Ces équations (1.37) et (1.41) seront utiles
au chapitre 4, section 2 ainsi qu'au chapitre 6, section 3. Deuxièmement, la ﬁn de la sec-
tion 3 est consacrée aux espaces localement homogènes : comment reconstruire un espace
homogène à partir d'une connexion ∇˜ dont la torsion et la courbure sont parallèles :
(3) ∇˜T = 0, ∇˜R˜ = 0
Cela sera utile au chapitre 5, les espaces localement 3-symétriques correspondant au cas
où ∇˜ est la connexion intrinsèque d'une variété presque hermitienne, quasi-kählerienne.
Chapitre 2. Dans ce chapitre non plus il n'y a pas de résultat nouveau mais un exposé
sur la théorie des représentations : là encore, le lecteur qui connaît un peu ce domaine
n'apprendra presque rien, au moins jusqu'à la section 3. Le but est de pouvoir expliquer
la méthode de Salamon [48], chapitre 6, de décomposition  à la main  des produits
tensoriels. Cela consiste à calculer les poids dominants des composantes irréductibles de
V ⊗ W et leur multiplicité en manipulant la liste de tous les poids de V auxquels on
ajoute le poids dominant de W (il n'est pas nécéssaire de connaître les autres poids de
W ). De cette façon on calcule proposition 2.3.2 la décomposition irréductible de l'espace
des tenseurs de courbure hermitienne algébriques, en vue de la résolution des équations
du chapitre 6, section 2 et 3. On en proﬁte pour ﬁxer quelques notations : l'espace des
r-formes réelles de type (p, q) + (q, p), p+ q = r est noté [[λp,q]] si p 6= q ou [λp,p] sinon. De
plus la section 1 est consacrée aux relations entre les représentations réelles et complexes
d'un groupe.
Le chapitre 3 est central, bien qu'il ne contienne presque aucun résultat original. A la
section 1 on parle de choses bien connues, sur les variétés complexes et presque complexes.
A la section 2 on parle de la classiﬁcation de Gray, Hervella [31] avec beaucoup de pré-
cisions. Celle-ci consiste à décomposer l'espace où vivent la torsion intrinsèque ou ∇ω en
chaque point en 4 composantes irréductibles sous l'action de U(n) :
Λ1 ⊗ [[λ2,0]] = W1 ⊕W2 ⊕W3 ⊕W4
de telle sorte que chaque sous-espace W =
⊕
i∈I Wi, I  {1, 2, 3, 4} déﬁnit une classe
de géométrie spéciale, presque hermitienne en demandant que la torsion intrinsèque η ∈
W . C'est l'objet de la proposition 3.2.5 dont grâce au chapitre 2 on peut donner une
preuve plus courte que l'originale, sans passer par les invariants quadratiques, ce qu'avaient
d'ailleurs déjà fait Salamon lui-même avec Falcitelli, Farinola dans l'article [20]. Bien sûr
le sous-espace nul correspond à la géométrie kählerienne. Le sous-espace W1 correspond
à la classe des variétés NK. Le principe de cette classiﬁcation peut être appliqué pour
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classiﬁer les G-structures, quel que soit le groupe de Lie G ⊂ SO(m). Par exemple, pour
G2, cela avait été fait par le même Gray et Fernandez dans [21]. Pour SU(n) c'est un
travail récent de Chiossi, Salamon [16] lorsque n = 3  le cas qui nous intéresse surtout
à la section 3  et de Cabrera [15] pour n quelconque. Le seul résultat original de cette
section consiste en quelques précisions apportées par rapport à [16], au lemme 3.3.14 et à
la proposition 3.3.16, qui seront cruciales au moment de caractériser les variétés de type
W1 ⊕W4 au chapitre 6, section 4. On remarque aussi ici que la 3-forme φ dans (2) ne
dépend que de ψ, J . Or, par une remarque de Hitchin, la structure presque complexe
est elle-même déterminée par la 3-forme ψ. En eﬀet le stabilisateur de cette dernière
est isomorphe en tout point à SL(3,C). Lorsqu'on recherchera au chapitre 5, section 4,
les structures NK invariantes de S3 × S3, cela permet d'éviter jusqu'au dernier moment
de calculer la métrique. De plus, on obtient cette dernière à partir de ω et J donc ψ.
Cela suggère qu'on peut caractériser les variétés SU(3) uniquement en termes des formes
diﬀérentielles ω, ψ, φ. En eﬀet, de même que la torsion intrinsèque d'une variété presque
hermitienne est déterminée par la diﬀérentielle de la forme de Kähler dω et le tenseur de
Nijenhuis N (si bien que les variétés kähleriennes peuvent être autrement déﬁnies comme
les variétés à la fois complexes et symplectiques), on montre, section 3, après [15], que
dω, dψ, dφ suﬃsent à déterminer la torsion intrinsèque d'une variété SU(3).
Chapitre 4. Ce chapitre est consacré à une synthèse sur les variétés NK. La struc-
ture presque complexe d'une variété NK n'est pas intégrable, sauf si la variété est en
fait kählerienne. Cependant sa torsion intrinsèque, comme variété presque hermitienne,
vériﬁe deux propriétés importantes étudiées en général pour une G-variété par Cleyton
[17]. D'abord, par déﬁnition, elle est totalement antisymétrique. Ensuite, elle est parallèle
pour la connexion intrinsèque ∇ (la connexion hermitienne canonique). Cela a quelques
conséquences importantes. La connexion intrinsèque préserve une 3-forme ψ via la mé-
trique. Comme c'est une connexion métrique, ψ est de norme constante par conséquent,
vu son type algébrique, en dimension 6, ou bien elle est identiquement nulle et la variété
est kählerienne, ou bien la variété admet une réduction à SU(3). C'est ce deuxième cas
qui nous intéresse particulièrement : les variétés NK non kähleriennes en dimension 6
sont appelées, dans cette thèse, variétés de Gray. On les étudie à la section 1. Proposi-
tion 4.1.8 on montre, après Reyes-Carrion [47], qu'elles sont caractérisées par un système
diﬀérentiel simple portant sur ψ et ω. A la section 2, on s'intéresse à la relation entre
la courbure et la torsion intrinséque : on montre que la torsion intrinséque d'une variété
NK est parallèle pour ∇ (proposition 4.2.2). Puis on montre proposition 4.2.10 que la
courbure riemannienne d'une variété de Gray est très proche d'un tenseur de courbure de
type Calabi-Yau. Les variétés à holonomie contenue dans SU(3) sont Ricci-plates. Alors
les variétés de Gray sont d'Einstein (théorème 4.2.8), comme A. Gray l'avait démontré
10 INTRODUCTION
lui-même dans [30]. Notre preuve est conceptuellement plus simple : proche de celle de
[20], elle fait appel à l'étude des représentations plutôt qu'à des formules explicites. Enﬁn
à la section 3 on parle d'holonomie faible. On cherche à rendre compte des propriétés
communes plusieurs fois constatées dans des travaux de formes très diﬀérentes (voir [4],
[28], [36]) de certaines géométries spéciales en petites dimensions 5, 6, 7, 8. Notre point
de vue est plus proche de celui de l'article [49] de U. Semmelmann. On appelle variété
à holonomie faible une variété riemannienne admettant une forme de Killing spéciale.
Remarquons qu'une variété à holonomie réduite contenue dans G, pour les groupes déjà
cités, n'est autre qu'une variété admettant une ou plusieurs formes parallèles d'un certain
type algébrique. Une conséquence des travaux de Christian Bär [4] repris par U. Semmel-
mann [49] est que le cône d'une variété à holonomie faible est à holonomie réduite. Ainsi
le cône d'une variété de Gray est à holonomie contenue dans G2 (corollaire 4.3.15). Puis
en combinant des observations comme celle de Hitchin dans [36] qu'on peut déﬁnir une
structure SU(3) uniquement par ω et ψ et d'autres comme celle de Chiossi, Salamon (voir
chapitre 3) que la torsion intrinsèque est entièrement déterminée par les diﬀérentielles des
formes, on voit qu'on peut se passer a priori de la métrique.
Chapitre 5. Le contenu de ce chapitre suit assez ﬁdèlement l'article [13], sauf la section
2, un exposé sur les espaces 3-symétriques, qui a été ajoutée. Pour le reste, on a seulement
supprimé quelques passages qui seraient redondants avec les propres préliminaires de cette
thèse et revu quelques notations. Les espaces 3-symétriques déﬁnis par Gray [27] en 1970
sont une généralisation presque point par point des espaces symétriques riemanniens. Ce
sont des espaces homogènes M = G/H réductifs : il existe un supplémentaire Ad(H)-
invariant de l'algèbre de Lie h de H dans l'algèbre de Lie de G : g = h ⊕ m. Pour les
espaces symétriques, G est muni d'une involution s, un automorphisme d'ordre 2, tel
que h est le sous-espace propre pour la valeur 1 et m est le sous-espace propre pour la
valeur propre -1 de la diﬀérentielle de s à l'origine. Pour les espaces 3-symétriques s est
un automorphisme d'ordre 3 et on choisit m pour avoir, au niveau du complexiﬁé,
(4) m⊗R C = m1,0 ⊕m0,1
où m1,0 (resp. m0,1) est le sous-espace propre associé à la valeur j = −1
2
+
√
3
2
i (resp.
j2). Alors que les espaces symétriques riemanniens ont en général seulement une struc-
ture métrique, une telle décomposition (4) pour les espaces 3-symétriques est équivalente
à la donnée d'une structure presque complexe invariante telle que la variété est quasi-
kählerienne. Si on demande que l'espace homogène soit naturellement réductif, la variété
est NK. On a aussi une notion d'espace localement 3-symétrique : on montre proposition
5.2.12 que ce sont les variétés quasi-kähleriennes telles que la torsion et la courbure de la
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connexion intrinsèque sont parallèles :
(5) ∇η = 0, ∇R = 0
En particulier une telle variété est localement homogène (voir (3)). On peut voir (5) comme
une généralisation de l'équation ∇R = 0 déﬁnissant une variété localement symétrique
(en eﬀet la connexion de Levi-Civita est sans torsion). Maintenant, Gray et Wolf [53]
ont conjecturé réciproquement que tout espace strictement NK homogène est un espace
3-symétrique. La résolution de cette conjecture est un résultat original de cette thèse et
l'objet de ce chapitre. Elle est rendue vraisemblable pour nous par le fait qu'on a déjà
∇η = 0 (cf chapitre 4) donc il ne reste qu'à démontrer la deuxième partie de (5). Mais
c'est une autre méthode qu'on emploie. On classiﬁe les variétés de Gray et on vériﬁe que
ce sont toutes des espaces 3-symétriques connus. Or P.A. Nagy avait classiﬁé partiellement
les variétés strictement NK homogènes en toute dimension dans [43] en les décomposant
en produit d'espaces 3-symétriques et de variétés strictement NK homogènes de dimension
6. A la section 3 on fait une première liste d'espaces homogènes qui peuvent admettre une
structure strictement NK invariante (lemme 5.3.4). On les examine un par un. Section 4
on résoud le problème pour S3 × S3 en utilisant le système diﬀérentiel de Reyes Carrion.
Ce cas est le plus diﬃcile car on ne peut s'appuyer sur l'isotropie, réduite à 0. Section 5
on traite des cas qui s'y ramènent. Considérés respectivement aux section 6 et 7, l'espace
projectif complexe CP (3) et l'espace de drapeaux F (1, 2) sont des espaces de twisteurs
kähleriens au dessus de variétés riemanniennes de dimension 4, S4 et CP (2). En variant
la métrique et la structure presque complexe le long de la ﬁbre on obtient une variété de
Gray telle que l'holonomie de ∇ est contenue dans U(2) ([47], p57). Pour montrer qu'il
n'y a pas d'autre structure NK, non kählerienne à une homothétie près sur ces espaces,
la méthode est de décomposer la représentation d'isotropie. Pour CP (3), il y a deux
composantes irréductibles donc l'espace des métriques invariantes est de dimension 2 et
si on s'autorise un changement d'échelle il ne reste que les métriques twistorielles. On
conclut par un théorème de Friedrich dans [23]. Pour F (1, 2) la démarche est similaire
bien qu'il y ait trois composantes irréductibles. Enﬁn à la section 8, pour la sphère de
dimension 6, munie de sa métrique ronde, on utilise que le cône dans ce cas est plat. Alors
une structure NK sur S6 correspond à une 3-forme générique constante sur R7, par le
théorème de Bär cité au chapitre 4, section 3 ou 4.3.15.
Chapitre 6. Ce chapitre contient essentiellement 2 résultats originaux, résumés par les
théorèmes 6.1.1 et 6.1.2, qui ont fait l'objet de l'article unique [14]. On considère la sous-
variété Z de l'espace de twisteurs classique associé à une métrique riemannienne (ou une
classe conforme) formée des structures presque complexes compatibles avec la métrique
et qui commutent avec la structure presque complexe d'une variété presque hermitienne
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(M, g, J). On munit Z d'une structure presque complexe J en utilisant une connexion
hermitienne ∇˜. Une première question naturelle est : à quelle condition deux connexions
déﬁnissent la même structure presque complexe sur l'espace de twisteurs réduit. Une autre
question naturelle est l'intégrabilité de J . Finalement, par la proposition 6.3.5, seule la
structure presque complexe associée à la connexion hermitienne canonique ∇ peut être
intégrable. Les conditions pour que cela arrive portent sur la torsion de ∇  la torsion
intrinséque  et sa courbure et s'expriment naturellement en termes de représentations
de U(n). On utilise des décompositions obtenues au chapitre 2. On trouve d'abord que
la variété doit être de type W1 ⊕W4 dans la classiﬁcation de Gray, Hervella. Alors on
montre, théorème 6.4.5, que les variétés de type W1 ⊕W4 sont localement conformément
NK ce qui constitue le premier résultat annoncé. On s'inspire de l'étude des variétés NK,
on tente d'exporter les méthodes utilisées au chapitre 4. Grâce au chapitre 3, section 3, ces
variétés peuvent être caractérisées localement par un système diﬀérentiel. En le résolvant
on montre que la forme de Lee est fermée. En revenant à l'espace de twisteurs, on montre
ﬁnalement que la structure presque complexe de l'espace de twisteurs réduit est intégrable
si et seulement si, en dimension 6, la variété est localement conforme à la sphère S6 avec
sa structure NK canonique, ou en dimension paire quelconque strictement supérieure à 4,
localement conforme à une variété kählerienne, Bochner-plate. C'est le second résultat. A
la section 5, on situe le premier résultat de ce chapitre comme une pièce d'un problème
plus général. Parmi les 4 composantes de la torsion intrinsèque dans Wi, i = 1, 2, 3, 4, les
trois premières sont invariantes par un changement conforme. Par conséquent la classe⊕
i∈I Wi⊕W4, I ⊂ 1, 2, 3 contient les variétés localement conformes à des variétés de type⊕
i∈I Wi et on peut se demander si ce sont les seules. La réponse est positive par exemple
pour W4, la classe des variétés localement conformément kähleriennes ainsi que, on l'a
montré, pour la classe W1⊕W4 en dimension 6. En revanche on montre au corollaire 6.5.9
qu'il existe des variétés de type W1 ⊕W2 ⊕W4 non localement conformes à des variétés
de type W1 ⊕W2 (quasi-kähleriennes). On introduit une notion de géométrie conforme
presque hermitienne mieux adaptée aux problèmes traités dans ce chapitre.
CHAPITRE 1
G-STRUCTURES ET G-CONNEXIONS
1.1. G-structures et réductions des G-structures
Soit M une variété réelle de dimension m, TM son ﬁbré tangent. On note GL(M) le
ﬁbré des repères de M dont la ﬁbre au-dessus de x ∈ M , GLx(M), est l'ensemble des
bases de TxM . On note π : GL(M) →M la projection correspondante.
Un changement de base de TxM est représenté par une matrice inversible de taille
m × m, soit un élément du groupe GL(m,R), qui agit dès lors sur GLx(M). Ou bien,
un élément p ∈ GLx(M) peut aussi être vu comme un isomorphisme p : Rm → TxM
et l'action de GL(m,R) consiste en la composition à droite : pg = p ◦ g. Cette action
est libre et transitive sur chaque ﬁbre ou de façon équivalente si on considère l'action de
GL(m,R) sur la variété GL(M) entière, M ≃ GL(M)/GL(m,R). Ceci fait de GL(M) un
ﬁbré principal de groupe GL(m,R), au sens de la
Déﬁnition 1.1.1.  Un ﬁbré principal de groupe G est la donnée de deux variétés P et
M et d'une submersion π : P →M telles que
(i) G agit librement à droite sur P . On note cette action (g, p) 7→ pg ou Rg(p).
(ii) M ≃ P/G et π est la projection canonique.
(iii) Le ﬁbré π : P →M est localement trivial : ∀x ∈M , il existe un voisinage U de x et
un diﬀéomorphisme
P |U = π−1(U) → U ×G
p 7→ (π(p), gU(p))
où gU est G-équivariant.
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Ce qui est spécial avec les ﬁbrés principaux c'est que par l'action d'un élément du
groupe G on peut obtenir n'importe quel élément d'une ﬁbre à partir d'un autre. Par
conséquent une section locale sU de P , déﬁnie sur U , déﬁnit une trivialisation locale en
posant, quel que soit p ∈ P avec π(p) = x ∈ U que gU(p) est l'unique élément de G
vériﬁant p = sU(x)gU(p). En particulier P est trivial, c'est-à-dire isomorphe globalement
au ﬁbré trivial M × G (pour lequel π est la première projection), si et seulement si il
possède une section globale.
Maintenant, lorsque deux ouverts U , V de M associés à des trivialisations locales sU ,
sV , ont une intersection non nulle, la fonction de transition hUV : U ∩ V → G est déﬁnie
par sV = sUhUV .
Les fonctions de transition vériﬁent hUU = e, hUV = h−1V U et enﬁn, pour U∩V ∩W 6= {0},
hUV hVW = hUW . Réciproquement si on se donne un recouvrement deM par des ouverts et
des fonctions associées, à valeurs dans G, avec ces propriétés, on peut construire un ﬁbré
principal dont elles soient les fonctions de transitions. On arrive à une autre déﬁnition d'un
ﬁbré principal : à isomorphisme près, c'est un élément du premier groupe de cohomologie
de ech sur le faisceau des fonctions de M à valeurs dans G.
Une section locale de GL(M) est appelée repère local de M ou TM . Le ﬁbré GL(M)
est déﬁni pour une variété réelle quelconque mais on s'intéresse à des variétés spéciales
munies de sous-ﬁbrés principaux de GL(M), associés à des sous-groupes de GL(m,R).
Déﬁnition 1.1.2.  Soient π : P → M un ﬁbré principal de groupe G et H un sous-
groupe fermé de G. On appelle réduction de P à un sous-groupe fermé H un sous-ﬁbré
principal Q de groupe H.
Cela signiﬁe qu'on peut choisir les sections sU plus haut à valeurs dans ce sous-ﬁbré
c'est-à-dire encore telles que les fonctions de transitions hUV soient à valeurs dans H. Le
groupe H agit bien sûr sur P par restriction de l'action de G et si on les a choisies de
cette façon, toutes les sections sU sont équivalentes, en quotientant par cette action. Elles
déﬁnissent donc une section globale du ﬁbré P/H. On a donc une déﬁnition alternative
Déﬁnition 1.1.3 (bis).  Soit π : P → M un ﬁbré principal de groupe G. Une réduc-
tion de P à H est une section s : M → P/H.
Les deux déﬁnitions sont liées par Qx = π−1H (s(x)) où πH est la projection canonique
P → P/H.
NB : en déﬁnissant une réduction Q de P à H on déﬁnit en même temps toutes les
réductions isomorphes : Qg, g ∈ G.
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Maintenant, soit G un sous-groupe de GL(m,R), une G-structure sur M est une réduc-
tion du ﬁbré des repères GL(M) à G. Nous nous intéresserons particulièrement dans cette
thèse aux structures U(n) en dimension paire m = 2n. En général on notera G(M) une G-
structure deM en omettant le cas échéant la dimension dans le nom de G : par exemple on
notera Sp(M,R), non Sp(2n,R)(M), une structure Sp(2n,R), où Sp(2n,R) ⊂ GL(2n,R)
est le groupe symplectique. Il s'agit d'une notation abusive, puisqu'il existe fréquemment
plusieurs réductions non isomorphes de GL(M) à un sous-groupe linéaire G donné, mais
qui veut justement indiquer qu'on en a distinguée une, soit qu'on étudie toujours en-
semble une variété M et une G-structure ﬁxée une fois pour toute, G(M). Ainsi une
variété presque hermitienne M2n est une variété réelle avec une structure U(n), notée
U(M). Lorsqu'on étudiera, chapitre 6, l'espace de twisteurs réduit de cette variété, dont
les sections sont des structures presque complexes  d'autres structures U(n) , cela évitera
qu'on les confonde avec la première, qui a permis de déﬁnir l'espace de twisteurs.
Si H est un sous-groupe de G, lui même un sous-groupe de GL(m,R), on a une pro-
jection évidente GL(M)/H → GL(M)/G. L'image d'une réduction à H, donnée par une
section s : M → GL(M)/H, par cette projection est une section de GL(M)/G appelée
G-structure sous-jacente. On pense par exemple au cas traité au chapitre 3, section 3, où
H = SU(n) et G = U(n).
Voici deux exemples bien connus :
 G = GL+(m,R), le sous-groupe de GL(m,R) formés des matrices inversibles à déter-
minant strictement positif. Une variété admet une GL+(m,R)-structure si et seulement
si elle est orientable (i.e. admet une orientation  continue  de chaque espace tangent.)
Le sous-ﬁbré Q de P est l'ensemble des repères directs.
 G = O(m), le groupe orthogonal. Une structure O(m) est associée à une métrique g sur
M et Q est l'ensemble des repères orthonormés.
L'intérêt de considérer en premier le ﬁbré principal des repères est qu'on peut décrire
tous les ﬁbrés de tenseurs à travers lui. Plus généralement, soient (P, π) un G-ﬁbré prin-
cipal, V une variété et (g, v) 7→ ρ(g)v une action diﬀérentiable de G sur V . On déﬁnit une
action de G sur le produit P × V par
(1.1) ∀g ∈ G, g.(p, v) = (pg, ρ(g−1)v)
Alors
Déﬁnition 1.1.4.  Le ﬁbré associé à P , de ﬁbre V  on dit encore : le ﬁbré associé à
P par l'action ρ  est le quotient, noté P ×G V de P × V par l'action (1.1).
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Soit p ∈ P et v ∈ V , la classe d'équivalence de (p, v) est notée [p, v]. On a donc
(1.2) [p, v] = [pg, ρ(g−1)v]
Il s'agit bien d'un ﬁbré sur M , de ﬁbre isomorphe à V , la projection étant donnée par
[p, v] 7→ π(p).
Cette construction est particulièrement utilisée pour les espaces homogènes (voir section
3 de ce chapitre) ou lorsque la variété est un espace vectoriel et les diﬀéomorphismes ρ(g),
g ∈ G, des applications linéaires. Soit V un espace vectoriel, sur R ou C. On note GL(V )
le groupe des automorphismes de V , égal à GL(V,R) lorsqu'il est réel ou GL(V,C) s'il est
complexe. De même on note gl(V ) son algèbre de Lie, canoniquement identiﬁée à l'algèbre
des endomorphismes de V . En avance sur le chapitre 2 on donne la déﬁnition suivante :
Déﬁnition 1.1.5.  Soit G un groupe de Lie. Une représentation de G sur un espace
vectoriel V est un homomorphisme continu ρ : G→ GL(V )
On peut la voir autrement comme une action G×V → V . Alors le ﬁbré associé P ×GV
est un ﬁbré vectoriel par
∀u, v ∈ V, ∀λ ∈ R ou C, λ[p, u] + [p, v] = [p, λu + v]
NB : comme G agit transitivement sur la ﬁbre de P , en utilisant (1.2), deux éléments de
P ×G V dans la même ﬁbre peuvent toujours s'écrire [p, u], [p, v] relativement à un même
repère p.
On déﬁnit en outre une action dérivée de l'algèbre de Lie,
dρ : g → gl(V )
par
(1.3) ∀v ∈ V, dρ(X)v = d
dt
∣∣∣∣
t=0
ρ(exp(tX))v
Qu'est-ce à présent, dans ce formalisme, qu'une section ν de P ×G V ? Il existe pre-
mièrement une section p de P et une section v de V telles que pour tout x ∈ M ,
ν(x) = [p(x), v(x)]. Cependant, avec une telle écriture on privilégie arbitrairement un
repère p(x) dans chaque ﬁbre de P . De plus si ν est une section globale de P ×G V, on
ne peut pas prendre p diﬀérentiable sur tout M , à moins que P soit trivial. Il y a alors
deux stratégies : on peut travailler localement sur un ouvert U de M et dans ce cas on
s'arrange, grâce à la transitivité de l'action de G sur P , pour que p : U → P coïncide
avec une section locale distinguée de P (par exemple plus loin intégrable ou parallèle).
La diﬃculté est alors reportée sur l'étude de la fonction v : U → V . Ou bien on rétablit
1.1. G-STRUCTURES ET RÉDUCTIONS DES G-STRUCTURES 17
l'invariance par G : comme M = P/G, on voit v comme une fonction à valeurs dans P et
ainsi ν est identiﬁée à une fonction ν : P → V , équivariante
(1.4) ν(pg) = dρ(g−1)ν(p)
telle que
ν(x) = [p,ν(p)]
quel que soit p ∈ Px. L'avantage de cette façon de voir est que ν est à valeur dans un
espace ﬁxe, simple (vectoriel dans le meilleur des cas.)
Un cas particulier important est la représentation standard de GL(m,R) sur Rm. Le
ﬁbré associé de GL(M) par cette représentation est le ﬁbré tangent. Soit X ∈ TM ,
on l'écrit X = [p, v] où p ∈ GL(M) et v ∈ Rm est le vecteur des coordonnées de X
dans le repère p. La notion de ﬁbré associé d'un ﬁbré principal peut dès lors être vue
comme une généralisation des notions de repère et de coordonnées. En eﬀet, de même
que p ∈ GL(M) représentait un isomorphisme Rm → TxM , où x = π(p), pour un G-ﬁbré
principal P quelconque agissant sur une variété V , p ∈ P est identiﬁé à l'isomorphisme
V → (P ×G V)x
v 7→ [p, v]
où x = π(p).
Par le théorème de Peter-Weyl toute autre représentation de GL(m,R) peut être vue
comme un sous-espace de
⊗pRm⊗⊗q(Rm)∗ pour deux entiers p et q et les ﬁbrés associés
de GL(M) sont les ﬁbrés de tenseurs de M parmi lesquels les ﬁbrés extérieurs : dans la
suite on désigne par Λp (au lieu de ΛpM ou ΛpT ∗M) l'espace des p-formes de M et par
λp = Λp
C
l'espace des p-formes complexes. En particulier on écrira souvent Λ1 le ﬁbré
co-tangent T ∗M . Pour une G-structure G(M) (un sous-ﬁbré principal de GL(M)) et
une représentation ρ de G sur V , le ﬁbré associé G(M) ×G V sera souvent noté V (M),
voire simplement V . Cela suppose généralement de noter diﬀéremment les espaces de
représentations de sous-groupes distincts de GL(m,R).
Pour un ﬁbré principal P quelconque, on a les trois exemples fondamentaux suivants de
ﬁbrés associés. D'abord, par souci d'unité, notons que P est son propre ﬁbré associé par
la représentation à droite de G sur lui-même. Ensuite, G peut encore agir sur lui-même
par conjugaison : (g, h) 7→ Inngh = ghg−1. Le ﬁbré associé est noté Int P et appelé ﬁbré
intérieur de P et ses sections sont les automorphismes intérieurs de P . Enﬁn G agit sur
son algèbre de Lie g par la représentation adjointe (voir le chapitre suivant) et le ﬁbré
associé p est appelé ﬁbré adjoint. Le ﬁbré intérieur est un ﬁbré en groupes pour l'opération
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[p, g][p, h] = [p, gh] (en ramenant au même repère). De même le ﬁbré adjoint est un ﬁbré
en algèbres de Lie.
Il y a une action des sections locales du ﬁbré intérieur sur le ﬁbré principal : soient
Φ une section de Int P et p ∈ Px. Il existe h ∈ G tel que Φ(x) = [p, h], alors on pose
Φp = ph. On note que Φ préserve les ﬁbres de P . En outre, soit p′ = pg un élément de
la même ﬁbre, Φ(x) = [p, h] = [pg, g−1hg] donc Φp′ = pgg−1hg = (Φp)g c'est-à-dire que
Φ est équivariant. Ces deux propriétés caractérisent les automorphismes intérieurs. Une
autre façon de décrire cette action est en considérant la fonction équivariante Φ : P → G
associée à Φ (voir plus haut). Alors Φp = pΦ(p). On peut maintenant déﬁnir une action
de Int P , ou des automorphismes intérieurs, sur tous les ﬁbrés associés. Soit ν un point
(ou une section) de P ×G V . On note Φν l'action d'un automorphisme intérieur sur ν
déﬁnie par
(1.5) Φ[p, v] = [Φp, v] = [p, ρ(Φ(p))v]
Lorsque la ﬁbre est un espace vectoriel V , on peut en outre dériver cette action pour
obtenir une action du ﬁbré adjoint p. Soit A = [p,X] ∈ p, où X ∈ g et soit ν un élément
de P ×G V au-dessus du même point. On pose Φt = [p, exp(tX)] ∈ Int P . Alors
(1.6) A.ν = d
dt
∣∣∣∣
t=0
Φtν = [p, dρ(A(p))v]
Lorsque P = GL(M), le ﬁbré intérieur IntGL(M) et le ﬁbré adjoint gl(M) agissent en
particulier sur le ﬁbré tangent. On peut alors les identiﬁer respectivement au ﬁbré des iso-
morphismes et au ﬁbré des endomorphismes de TM (par là on entend que, ﬁbre par ﬁbre,
IntxGL(M), resp. glx(M) sont constitués des isomorphismes, resp. des endomorphismes
de TxM .) Les ﬁbrés associés sont les ﬁbrés de tenseurs et on a besoin de d'expliciter (1.5),
(1.6) lorsque ν est une p-forme, une section de Λp, ou plus généralement un champ de
tenseur p-fois covariant. Soit ν ∈⊗p T ∗M . Soient X1, X2, . . . , Xp ∈ TM ,
(1.7) Φν(X1, . . . , Xp) = ν(Φ−1X1, . . . ,Φ−1Xp)
et
(1.8) A.ν(X1, . . . , Xp) = −ν(AX1, . . . , Xp)− . . .− ν(X1, . . . , AXp)
NB : Conformément aux notations établies, le ﬁbré adjoint de G(M) est g(M).
Plus le sous-groupe G de GL(m,R) auquel on peut réduire GL(M) est petit, plus on
a d'informations sur la variété. Beaucoup de tels sous-groupes peuvent être déﬁnis via
une représentation de GL(m,R) comme le stabilisateur d'un certain tenseur. Par exemple
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O(m), le groupe orthogonal, est déﬁni comme le stabilisateur dans GL(m,R), agissant sur
le produit symétrique S2(Rm)∗, d'un produit scalaire (une forme bilinéaire symétrique non
dégénérée) de Rm. On sera particulièrement intéressé ici par les groupes déﬁnis comme
stabilisateurs de formes extérieures.
Soit (V, ρ) une représentation ﬁdéle de G (de telle sorte qu'on peut identiﬁer G et
son image par ρ). Soit a un élément de V . On appelle H le stabilisateur de a dans G,
l'ensemble des éléments h ∈ G tels que ρ(h)a = a.
H = StabGa
Alors la donnée d'un champ de tenseurs, une section α de V (M), qui ressemble en tout
point à a est équivalente à la donnée d'une réduction à H de G(M).  Ressembler 
signiﬁe ici qu'en tout point x ∈ M on peut trouver un repère de TxM dans G(M) où
les  coordonnées  de α dans V soient a. C'est l'objet du lemme fondamental des G-
structures :
Lemme 1.1.6.  Soient P une G-structure, ρ une action diﬀérentiable de G sur une
variété V, a ∈ V. Soit H le stabilisateur de a dans G. Il existe une réduction de P à H
si et seulement si il existe une section globale α du ﬁbré associé P ×ρ V telle que
(1.9) ∀x ∈M, ∃p ∈ Px tel que α(x) = [p, a]
Démonstration.  Supposons premièrement qu'il existe une section α comme dans l'énoncé.
Le sous-ﬁbré principal Q de P qu'on cherche est justement formé de tous les éléments qui
vériﬁent (1.9) :
Q = {p ∈ P | [p, a] = α(π(p))}
Soit p, p′ deux éléments de la même ﬁbre de Q, p′ = pg on a [pg, a] = [p, a] = [pg, ρ(g)a]
par (1.2) d'où, comme G agit simplement sur les ﬁbres, ρ(g)a = a c'est-à-dire g ∈ H.
Donc Q est bien un sous-ﬁbré principal de P de groupe H.
Réciproquement, si on se donne Q et des sections locales sU de Q associées à un re-
couvrement de M par des ouverts U , α est déﬁnie par la collection des sections [sU , a]
(c'est-à-dire x ∈ U 7→ [sU(x), a]) de P ×ρ V. Elle est bien déﬁnie et ne dépend pas du
choix des sections locales car si sU , sV sont deux sections associées à des ouverts U ,V
d'intersection non vide, la fonction de transition hUV est à valeurs dans H d'où
[sV , a] = [sUhUV , a] = [sU , ρ(hUV )a] = [sU , a]
sur U ∩ V .
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Notons que cette réduction est déﬁnie moins par référence à un élément a particulier de
V que par rapport à des  propriétés  algébriques (par exemple la propriété d'être non-
dégénérée pour une 2-forme) qu'il transmet au tenseur α. Ces propriétés sont invariantes
par G c'est-à-dire qu'elles sont caractéristiques d'une orbite de G dans V . Si on prend
un élément a′ de la même orbite O que a, a′ = ρ(g)a, g ∈ G, la réduction Q′ déﬁnie
par le lemme 1.1.6 n'est pas la même mais elle s'en déduit aisément : Q′ = Qg. Par là
on a d'ailleurs une identiﬁcation des deux points de vue sur les réductions d'un G-ﬁbré
principal à un sous-groupe H : par le stabilisateur (lemme 1.1.6) et par la section globale
de P/H (cf déﬁnition 1.1.3). En eﬀet si ρ : G → Diff (V) est un plongement, l'orbite O
est isomorphe à l'espace homogène G/H par gH 7→ ρ(g)a. Par conséquent les ﬁbrés P/H
et P ×G O sont isomorphes.
Exemples
 Une réduction à O(m) du ﬁbré des repères équivaut à la donnée d'un produit scalaire
sur chaque espace tangent variant de manière diﬀérentiable avec le point ou autrement
dit d'un tenseur g, une section de S2TM , telle que gx ∈ S2xTM est déﬁnie positive quel
que soit x ∈ M . Un tel tenseur est appelé une métrique de la variété M et une structure
O(m) est appelée une structure métrique.
 Le groupe G2 peut être déﬁni comme le stabilisateur d'une 3-forme ρ de R7 (voir
Bryant [11]). Par conséquent, lorsque M est de dimension 7, une structure G2 de M
est la donnée d'une 3-forme diﬀérentielle ressemblant en tout point à ρ. Alors il existe
une unique métrique g telle que G2(M) ⊂ SO(M). De même une structure Spin(7) en
dimension 8 est la donnée d'une 4-forme Ω avec certaines propriétés algébriques.
 Lorsque G est l'intersection des stabilisateurs de 2 objets a ∈ V et b ∈ W , on peut
aussi dire qu'il est le stabilisateur de (a, b) ∈ V × W . La présentation du lemme 1.1.6
vaut encore pour ce cas. L'appartenance de (a, b) à une orbite déterminée de GL(m,R)
s'intérprète alors en partie par des conditions de compatibilité entre a et b. On pense à
l'exemple de U(n) (m = 2n) qui sera traité au chapitre 3. Une structure U(n), ou structure
presque hermitienne, est déﬁnie par la donnée d'une métrique g et d'une structure presque
complexe J  le choix d'un endomorphisme de carré -1 de chaque espace tangent  qui
vériﬁent g(JX, JY ) = g(X, Y ) quels que soient X, Y ∈ TM .
Dans l'exposé qui précède on a souhaité être le plus général possible en parlant de
ﬁbrés principaux non nécéssairement obtenus par réduction du ﬁbré des repères GL(M).
Cependant il y a des notions et des objets relatifs à ce dernier qui ne sont pas ou mal
déﬁnis pour un ﬁbré principal général. Par exemple, le ﬁbré tangent étant un ﬁbré associé
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de GL(M), on peut déﬁnir une 1-forme sur celui-ci, à valeurs dans Rm :
(1.10) X ∈ TpP 7→ τ(X) = p−1(π∗X)
Cette 1-forme τ est appelée la forme tautologique.
D'autre part le ﬁbré des repères a des sections privilégiées. En eﬀet une carte de la
variété ϕ : U → Rm, où U ⊂M est l'ouvert de carte, induit une section locale
sϕ : U → GL(M)
x 7→ Dϕ(x)−1(1.11)
NB : dans cette thèse on utilise les deux notations suivant les cas pour la diﬀérentielle
d'une fonction f : M → N : f∗ : TM → TN ou Df et Df(x) : TxM → Tf(x)N . Si f
est un diﬀéomorphisme, Df(x) est inversible quel que soit x ∈ M . En outre pour une
fonction f à valeurs dans Rm, on calcule Df en prenant la dérivée extérieure de chaque
fonction coordonnée. On notera donc aussi bien df .
On appelle section intégrable de GL(M) une section localement issue d'une carte (ou
d'un isomorphisme local de M dans Rm) de la manière (1.11). Elle est caractérisée par
Lemme 1.1.7.  Soit s : U → GL(M) une section locale du ﬁbré des repères. Elle est
intégrable si et seulement si s∗(dτ) = 0
Démonstration.  Pour une section s quelconque, π∗◦s∗ = Id donc ∀X ∈ TxM , s∗τ(X) =
s(x)−1X. Alors pour une section intégrable, s = sϕ, localement, s∗τ(X) = dϕ(X) donc
s∗(dτ) = d(s∗τ) = 0.
Voici une autre façon de le voir. Si ϕ = (x1, . . . , xm) sont les coordonnées de la carte,
xj : M → R, sϕ est le repère local { ∂∂x1 , . . . , ∂∂xm}, s∗τ = (dx1, . . . , dxm) d'où d(s∗τ) = 0.
On peut déﬁnir de même les sections intégrables de GL(M)/G, pour un sous-groupe G
de GL(m,R), simplement en passant au quotient.
Maintenant on a une notion plus faible, d'intégrabilité à l'ordre 1, qui appliquée aux
G-structures produira une grande variété de géométries :
Déﬁnition 1.1.8.  On dit qu'une section s de GL(M) est intégrable à l'ordre 1 (1-
plate) en x si son 1-jet j1xs coïncide avec le 1-jet d'une section intégrable en ce point.
D'après le lemme 1.1.7 cela signiﬁe
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Lemme 1.1.9.  Soit s une section de GL(M). On déﬁnit un sous-espace Dx = Txs(M)
de GLx(M). Alors s est intégrable à l'ordre 1 en x si et seulement si dτ |Λ2Dx = 0.
On souhaite maintenant déﬁnir des notions d'intégrabilité et d'intégrabilité à l'ordre 1
pour des G-structures.
Déﬁnition 1.1.10.  Soit une G-structure donnée par un sous-ﬁbré principal G(M)
de GL(M). Elle est intégrable (plate) si et seulement si il existe localement des sections
intégrables à valeurs dans G(M). Elle est intégrable à l'ordre 1 si en tout point x ∈ M
on peut trouver un ouvert U , contenant x, et une section sx : U → G(M), intégrable à
l'ordre 1.
On peut aussi dire que la section globale de GL(M)/G est intégrable, au sens indiqué
plus haut. On voit que le ﬁbré des repères GL(M) est spécial en ce qu'il est toujours,
tautologiquement, intégrable : en tout point de GL(M) on peut faire passer une section
intégrable. Vue la déﬁnition de sϕ, on peut alors voir GL(M) comme le ﬁbré des 1-jets
d'isomorphismes locaux de M dans Rm.
En outre, notons que le 1-jet en x d'une section de P (en quelque sorte un repère d'ordre
2) peut-être identiﬁé comme en 1.1.9 à un sous-espace horizontal de TxP (un sous-espace
D de dimension m tel que la restriction de π∗ soit un isomorphisme.)
On se propose de mesurer le 1-jet d'une G-structure par référence aux 1-jets des struc-
tures intégrables. Pour cela on a besoin d'une notion de connexion.
1.2. Connexions et torsion intrinsèque d'une G-structure
Une connexion sur un ﬁbré est un moyen de décrire les 1-jets de ses sections. On note
J kP , pour un ﬁbré quelconque P , l'espace des k-jets de sections de P . Pour k = 0, J 0P
est identiﬁé à P : soit s : U → P une section locale, son 0-jet en x est simplement s(x).
Pour k = 1 on a une ﬁbration
π1 : J 1P → P
On identiﬁe le 1-jet de s au point x à la diﬀérentielle de s en ce point :
j1xs = (s(x), Ds(x))
Alors π1(j1xs) = s(x).
Pour un ﬁbré P quelconque, il y a une distribution canoniquement déﬁnie, intégrable,
donnée par l'espace tangent aux ﬁbres :
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Déﬁnition 1.2.1.  La distribution verticale V de P est déﬁnie par
∀p ∈ P, Vp = TpPπ(p)
Alternativement V = kerπ∗. En passant on donne aussi la
Déﬁnition 1.2.2.  On appelle sous-espace horizontal de TP au point p, un supplé-
mentaire de Vp dans TpP .
Par exemple, l'espace tangent d'une section de P est un sous-espace horizontal en s(x)
quel que soit x ∈M .
Lemme 1.2.3.  Le ﬁbré π1 : J 1P → P est un ﬁbré aﬃne modelé sur π∗T ∗M ⊗ V .
Démonstration.  Soient s et s′ deux sections locales au voisinage de x ∈ M telles que
s(x) = s′(x) = p. On pose f = Ds(x) − Ds′(x) : TxM → TpP . Alors ∀X ∈ TxM ,
f(X) ∈ kerπ∗ car π∗ ◦Ds(x) = π∗ ◦Ds′(x) = Id|TxM pour deux sections.
A partir de là on a une première déﬁnition d'une connexion :
Déﬁnition 1.2.4.  Une connexion est une section h de π1 : J 1P → P .
Cela revient à ﬁxer une origine dans chaque ﬁbre. Dès lors la diﬀérence de j1s avec h◦s
est une section d'un ﬁbré vectoriel sur M avec laquelle on peut calculer : la dérivée co-
variante. Avant de l'introduire, on souhaite donner une autre déﬁnition d'une connexion.
On se souvient qu'on peut voir le 1-jet d'une section s en x comme un sous-espace hori-
zontal de Ts(x)P . Par conséquent une connexion assigne à tout point de P un sous-espace
horizontal :
Déﬁnition 1.2.5 (bis).  Une connexion de P est une distribution horizontale H˜ ⊂
TP .
Autrement dit on demande
∀p ∈ P, TpP = Vp ⊕ H˜p
Si P est un ﬁbré principal de groupe G, on fait une hypothèse supplémentaire sur H˜ pour
déﬁnir une G-connexion.
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Déﬁnition 1.2.6.  Une G-connexion sur un ﬁbré principal P est une distribution ho-
rizontale équivariante :
(1.12) ∀p ∈ P, ∀g ∈ G, H˜pg = (Rg)∗H˜p
Il y a encore un troisième point de vue pour les connexions dans le cas des ﬁbrés
principaux par la forme de connexion.
Soit G un groupe de Lie. On sait que son ﬁbré tangent est trivial, canoniquement
isomorphe à G×g. L'isomorphisme est donné par la forme de Maurer-Cartan, θ : TG→ g :
∀X ∈ TgG, θ(X) = (Rg−1)∗X
en identiﬁant g à l'espace tangent au point e ∈ G. Pour un G-ﬁbré principal P , la ﬁbre
n'est pas canoniquement isomorphe à G mais il faut choisir un point p de Px, alors Px ≃ G
par l'application pg 7→ g. Cependant il existe encore une forme de Maurer-Cartan sur Px,
autrement dit la déﬁnition d'une forme sur TPx, copiée sur θ, ne dépend pas du choix du
point base. On note encore θ cette forme. Elle est déﬁnie sur la distribution verticale. On
a donc Vp ≃ g et V ≃ P × g, par des isomorphismes G-équivariants. Explicitement, un
élément a de g déﬁnit une action
R× P → P
(t, p) 7→ p exp(ta)
préservant les ﬁbres. Par conséquent le champ de vecteurs tangents Xa au ﬂot de cette
action est vertical :
(1.13) Xap =
d
dt
∣∣∣∣
t=0
p exp(ta) ∈ Vp
Maintenant l'application
g → Vp
a 7→ Xa
est l'isomorphisme cherché : θ(Xa) = a.
Or la distribution horizontale associée à une connexion permet de compléter θ en une
1-forme sur P en décrétant :
Déﬁnition 1.2.7.  La 1-forme de connexion ω associée à une ditribution horizontale
H˜ est déﬁnie par
ω|H˜ = 0, ω|V = θ
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Mais la distribution horizontale H˜ permet aussi de projeter sur V . Soit s une section
locale de P . La diﬀérentielle en x ∈ M est la somme d'une partie horizontale et d'une
partie verticale :
 La partie horizontale ne dépend que du 0-jet de la section en x et de la connexion.
Autrement dit on associe à tout vecteur Xp ∈ TxM et tout point p ∈ Px un vecteur,
X˜p ∈ H˜p : le relevé horizontal de X dans H˜p, tel que π∗X˜ = X (car s est une section.) Le
relêvement horizontal est donc une scission de la suite exacte courte
0 → V → TP → π∗TM → 0
où π∗TM est le ﬁbré induit de TM par l'application π : P → M , déﬁni par ∀p ∈ P ,
(π∗TM)p = Tπ(p)M .
 Quant à la partie verticale,
Déﬁnition 1.2.8.  La dérivée covariante ∇˜s d'une section s de P est la partie verti-
cale de sa diﬀérentielle s∗ :
∀X ∈ TM, s∗(X) = ∇˜Xs + X˜s
Soit X ∈ TxM , ∇˜Xs ∈ Vs(x). Par conséquent ∇˜s est une section de T ∗M ⊗ s∗V , un
ﬁbré vectoriel sur M .
Déﬁnition 1.2.9.  On dit qu'une section s de P est parallèle pour une connexion H˜
si ∇˜s = 0.
Finalement tous ces points de vue sont équivalents. Pour un ﬁbré principal de groupe
G, Vs(x) ≃ g donc on peut voir ∇˜s comme une 1-forme sur M à valeur dans g :
(1.14) θ(∇˜s) = s∗ω
La 1-forme ω vaut 0 sur H˜p et est un isomorphisme sur Vp, quel que soit p ∈ P : on
l'identiﬁera à la projection sur V parallèlement à H. Enﬁn la distribution horizontale est
engendrée par le 1-jet des sections parallèles :
H˜p = {s∗(TxM) | s : M → P, s(x) = p, (∇˜s)(x) = 0}
Le point de vue de la dérivée covariante est particulièrement pertinent pour un ﬁbré
vectoriel E (pour lequel en revanche, il n'y a pas quelque chose comme la 1-forme de
connexion) car dans ce cas le ﬁbré vertical est identiﬁé canoniquement au ﬁbré E lui-
même. Soit E → M un ﬁbré vectoriel, ∀x ∈ M , ∀v ∈ Ex, comme Ex est un espace
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vectoriel, TvEx ≃ Ex. Par conséquent ∀X ∈ TM , ∇˜Xs est encore une section de E si bien
qu'on peut par exemple calculer ∇˜Y (∇˜Xs), etc.
Mais l'intérêt de regarder les connexions des ﬁbrés principaux, et plus précisément une
G-connexion sur un G-ﬁbré principal P est qu'elle induit une connexion sur chaque ﬁbré
associé, grâce à l'hypothèse supplémentaire faite en 1.2.6. Pour la construire on a besoin
de comprendre l'espace tangent de P ×G V.
L'espace tangent de P × V en un point (p, v) est bien sûr TpP ⊕ TvV . Mais puisqu'on
a quotienté par l'action de G, toutes les variations dans l'orbite de (p, v) sont nulles.
Celles-ci sont engendrées inﬁnitésimalement par les t→ exp(ta)(p, v), quel que soit a ∈ g.
d
dt
∣∣∣∣
t=0
exp(ta)(p, v) =
d
dt
∣∣∣∣
t=0
p exp(ta) +
d
dt
∣∣∣∣
t=0
ρ(exp(−ta))v
A gauche du signe + on reconnaît Xap , qu'on identiﬁera à a (plus rigoureusement au couple
(p, a)). Le terme de droite est, par déﬁnition, −dρ(a)v ∈ TvV. Lorsque V est un espace
vectoriel, dρ coïncide avec la représentation dérivée de ρ (1.3). Alors on identiﬁe l'espace
tangent en [p, v] au quotient de TpP ⊕TvV par le sous-espace vectoriel {(a,−dρ(a)v) | a ∈
g} ce qu'on note
T[p,v](P ×ρ V ) = TpP ⊕g TvV
De plus, un élément de T[p,v](P ×ρ V ) représenté par a ∈ g ≃ TpP et X ∈ TvV est noté
[a + X].
Quel est à présent l'espace vertical ? Soit x = π(p). Comme le groupe G agit transi-
tivement sur la ﬁbre de P contenant p, lorsque u décrit V , [p, u] décrit toute la ﬁbre de
P ×G V au dessus de x. Par conséquent le ﬁbré vertical V est canoniquement isomorphe à
l'espace tangent à V : V[p,v] = {0}⊕gTvV. Mais comme d'autre part en se déplaçant dans
la ﬁbre de p ∈ P , on reste dans la même ﬁbre de P ×ρ V , on a aussi Vp ⊕g {0} ⊂ V[p,v].
En eﬀet
(1.15) ∀a ∈ g, [a + 0] = [0 + dρ(a)]
Alors
Déﬁnition 1.2.10.  Soit une G-connexion sur un ﬁbré principal P donnée par une
distribution horizontale équivariante H˜. La connexion induite sur P ×G V est donnée par
H˜[p,v] = Hp ⊕g {0}
On dit que H˜ est une G-connexion sur le ﬁbré associé.
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Cette connexion est bien déﬁnie grâce à (1.12) : H˜pg = (Rg)∗H˜p car le sous-espace
horizontal ne dépend pas du représentant choisi. Voyons maintenant quelle est la dérivée
covariante associée, encore notée ∇˜, ∇˜ν ∈ T ∗M ⊗ s∗V. Soient ν = [p, v] une section de
P ×G V et X ∈ TxM ,
ν∗(X) = [p∗(X) + v∗(X)]
En projetant sur V (en identiﬁant Vp(x) à g),
∇˜Xν = [ω(p∗(X)) + v∗(X)] = [0 +
(
dρ(p∗ω(X))v + v∗(X)
)
]
grâce à (1.15). Pour un ﬁbré vectoriel E = P ×G V , V est identiﬁé à E et on a
Proposition 1.2.11.  Soit ω la 1-forme associée à une G-connexion sur P . La dérivée
covariante de la connexion induite sur E = P×GV est donnée, pour une section ν = [p, v]
de E, par
∀X ∈ TM, ∇˜Xν = [p, dρ(p∗ω(X))v + X.v]
Pour une section locale p : U → P , la 1-forme à valeur dans g, p∗ω est appelée symbole
de Christoﬀel universel de la connexion eu égard au fait que toute section ν : U → P ×GV
peut s'écrire par rapport à ce repère local [p, v], pour une section v : U → V .
On peut aussi utiliser, pour déﬁnir la connexion induite, l'autre point de vue sur les
sections d'un ﬁbré associé E = P ×G V , par les fonctions équivariantes P → V . Si ν est
une telle fonction, la section de E, ν = [p,ν(p)] est bien déﬁnie. Alors quel que soit le
champ de vecteurs X ∈ TM , la section ∇˜Xν est représentée par la fonction équivariante
dν(X˜) :
Lemme 1.2.12.  Si ν = [p,ν] est une section du ﬁbré associé E de P , la dérivée
covariante est donnée par
(1.16) ∇˜Xν = [p, dν(X˜p)]
Démonstration.  Soit une section p de P , ν(x) = [p(x),ν(p(x))]. On diﬀérentie puis on
projette sur V :
ν∗(X) = [p∗(X) + dν(p∗(X))]
∇˜Xν = [ω(p∗(X)) + dν(p∗(X))]
On décompose p∗(X) = ∇˜Xp + X˜.
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En dérivant (1.4) on obtient :
∀a ∈ g, dν(Xa) = −dρ(a)ν
d'où, par (1.14)
(1.17) dν(∇˜Xp) = −dρ(θ(∇˜Xp))ν = −dρ(ω(p∗X))ν
Finalement, par (1.15)
∇˜Xν = [0 + dν(X˜)]
Autrement dit la 1-forme ∇˜ν à valeurs dans le ﬁbré E est associée à une 1-forme sur P à
valeurs dans V .
Déﬁnition 1.2.13.  Soit β une q-forme sur P , à valeurs dans un espace de représen-
tation V de G. On dit que β est horizontale si elle vériﬁe les conditions :
(i) β est nulle appliquée à un vecteur vertical : ∀X ∈ V , ιXβ = 0.
(ii) β est équivariante : R∗gβ = ρ(g−1)β.
La 1-forme sur P
(1.18) d˜ν : X 7→ dν(Xh)
où ∀X ∈ TP , Xh est la projection de X sur H˜, parallèlement à V , est une 1-forme
horizontale.
Plus généralement, avec cette déﬁnition, une q-forme α sur M à valeurs dans P ×G V
correspond à une q-forme horizontale α à valeurs dans V . La correspondance est donnée
par
∀p ∈ P, ∀X1, . . . , Xq ∈ TpP, [p,α(X1, . . . , Xq)] = α(π∗X1, . . . , π∗Xq)
et pour toute connexion H˜,
∀x ∈M, ∀X1, . . . , Xq ∈ TxM, ∀p ∈ Px, [p,α(X˜1, . . . , X˜q)] = α(X1, . . . , Xq)
Considérons un G-ﬁbré principal P et une réduction Q de P à H. Une G-connexion sur
P induit une H-connexion sur Q si le sous-espace horizontal H˜ est tangent à Q en tout
point de Q : ∀p ∈ Q, H˜p ⊂ TpQ. De façon équivalente la 1-forme de connexion ω restreinte
à TQ est à valeurs dans h. Supposons maintenant que la réduction Q est déﬁnie comme
en 1.1.6 par une section α de P ×ρ V . On note a ∈ V le tenseur tel que H = StabGa et
α = [p, a], quel que soit p ∈ Q.
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Proposition 1.2.14.  Une G-connexion ∇˜ sur P induit une H-connexion sur Q si et
seulement si ∇˜α = 0.
Démonstration.  Localement on peut écrire α = [p, a] pour une section p de Q. Alors
par la proposition 1.2.11,
∀X ∈ TM, ∇˜Xα = [p, dρ(p∗ω(X))a]
car a est constante. Par conséquent ∇˜α = 0 si et seulement si quel que soit X ∈ TM ,
quelle que soit la section locale p de Q, ω(p∗(X)) ∈ h.
Pour le prouver d'une autre façon, on écrit α = [p,α(p)] pour une fonction α : P → V
équivariante valant a sur Q (et seulement sur Q). Soit p ∈ Q, X ∈ TpP est tangent à Q
si et seulement si dα(X) = 0 par conséquent ∇˜ est une H-connexion si et seulement si
∀p ∈ Q, ∀X ∈ Tπ(p)M, dα(X˜) = 0
Cette dernière équation s'étend à P tout entier, par G-équivariance. Cela signiﬁe ∇˜α = 0
par le lemme 1.2.12.
Exemple
Une connexion O(m), ou connexion métrique, est une connexion dont la dérivée cova-
riante vériﬁe ∇˜g = 0.
On peut maintenant donner une condition plus pratique d'intégrabilité d'uneG-structure
à l'ordre 1. On se souvient que la déﬁnition 1.1.10 de cette dernière propriété faisait inter-
venir une famille (sx)x∈M de section locales de P telle que sx est déﬁnie au voisinage de x.
Une telle famille engendre une connexion H˜. En eﬀet par équivariance de la distribution
horizontale il suﬃt de ﬁxer H˜p pour un élément p de chaque ﬁbre. On pose alors
H˜sx(x) = Txsx(M)
Réciproquement une connexion déﬁnit une famille convenable de sections : pour tout
sous-espace horizontal H˜p ⊂ TpP on peut trouver une section sπ(p) dont il soit le 1-jet.
Par conséquent on réécrit 1.1.10, en se servant de 1.1.9 : G(M) est intégrable à l'ordre 1 si
et seulement si il existe une G-connexion H˜ telle que dτ |Λ2H˜ = 0. On déﬁnit une 2-forme
sur P :
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Déﬁnition 1.2.15.  Soit H˜ une G-connexion sur P . On appelle torsion de H˜ et on
note Θ la 2-forme à valeurs dans Rm déﬁnie par
Θ(X,Y ) = dτ(Xh, Y h)
Finalement
Proposition 1.2.16.  Une G-structure G(M) est intégrable à l'ordre 1 si et seulement
si elle admet une connexion sans torsion, c'est-à-dire telle que Θ = 0.
Pour qu'une section s : U → P soit intégrable, il suﬃt qu'elle soit intégrable à l'ordre 1
en tout point de U par le lemme 1.1.7, c'est-à-dire qu'elle soit tangente à une distribution
horizontale sans torsion.
Déﬁnition 1.2.17.  La courbure Ω de H˜ est la 2-forme à valeurs dans g déﬁnie par
Ω(X, Y ) = dω(Xh, Y h)
Proposition 1.2.18.  La distribution H˜ est intégrable si et seulement si sa courbure
est nulle.
Corollaire 1.2.19.  Une G-structure est intégrable si et seulement si elle admet une
connexion sans torsion, à courbure nulle : Θ = 0 et Ω = 0.
Démonstration.  Par le théorème de Frobenius H˜ est intégrable si et seulement si, quels
que soient les champs de vecteursX et Y à valeurs dans H˜, [X, Y ] ∈ H˜, soit ω([X, Y ]) = 0.
Pour une 1-forme α,
(1.19) dα(X, Y ) = X.α(Y )− Y.α(X)− α([X,Y ])
Or ω(X) = ω(Y ) = 0 quels que soient X, Y ∈ H˜ par déﬁnition de la 1-forme de connexion.
D'où
(1.20) ω([X, Y ]) = −Ω(X,Y )
Maintenant les variétés intégrales de H˜ sont les images de sections de P car H˜ est
horizontale et si elle est sans torsion, ces sections sont intégrables.
De la façon dont on les a déﬁnies, Θ, Ω sont bien sûr des 2-formes horizontales. Elles
correspondent par conséquent à des 2-formes sur M : on retrouve de cette façon les
déﬁnitions usuelles de la torsion et de la courbure par la dérivée covariante.
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Proposition 1.2.20.  La 2-forme horizontale Θ à valeurs dans Rm est associée à la
2-forme T à valeurs dans le ﬁbré tangent TM déﬁnie par
(1.21) T (X, Y ) = ∇˜XY − ∇˜YX − [X, Y ]
La 2-forme horizontale Ω à valeurs dans g est associée à R˜, à valeurs dans le ﬁbré adjoint
g(M), déﬁnie par
(1.22) R˜X,Y = [∇˜X , ∇˜Y ]− ∇˜[X,Y ]
où le premier crochet désigne le commutateur : [∇˜X , ∇˜Y ] = ∇˜X∇˜Y −∇˜Y ∇˜X . Les tenseurs
T et R˜ sont aussi appelés respectivement la torsion et la courbure de ∇˜.
Démonstration.  Pour la torsion. La 1-forme τ est horizontale par déﬁnition (1.10).
Elle correspond simplement à l'identité de TM . Par conséquent la fonction p 7→ τ(X˜p)
est associée au champ de tenseurs X et X˜.τ(Y˜ ) est associée à ∇˜XY par le lemme 1.2.12.
Maintenant
Θ(X˜, Y˜ ) = dτ(X˜, Y˜ ) = X˜.τ(Y˜ )− Y˜ .τ(X˜)− τ([X˜, Y˜ ])
Pour des champs de vecteurs projetables X,Y de P , π∗[X, Y ] = [π∗X, π∗Y ] donc la partie
horizontale de [X˜, Y˜ ] est [˜X, Y ] et τ([X˜, Y˜ ]) = τ([˜X,Y ]). Finalement le tenseur T associé
à Θ est bien
T (X, Y ) = ∇˜XY − ∇˜YX − [X, Y ]
Pour la courbure. On calcule R˜ ∈ g(M) via son action sur les ﬁbrés associés. Soit ν une
fonction équivariante de P dans V représentant une section ν : M → P ×G V . La dérivée
covariante ∇˜ν est représentée par d˜ν déﬁnie en (1.18).
0 = d2ν(X˜, Y˜ ) = X˜.dν(Y˜ )− Y˜ .dν(X˜)− dν([X˜, Y˜ ])
On décompose [X˜, Y˜ ] suivant H ⊕ V :
[X˜, Y˜ ] = [˜X,Y ] + [X˜, Y˜ ]v
d'où
dν([X˜, Y˜ ]v) = X˜.d˜ν(Y˜ )− Y˜ .d˜ν(X˜)− d˜ν([˜X,Y ])
Par (1.17), (1.20),
dν([X˜, Y˜ ]v) = −dρ(ω[X˜, Y˜ ])ν = dρ(Ω(X˜, Y˜ ))ν
et par déﬁnition de l'action du ﬁbré adjoint (1.6),
Ω(X˜, Y˜ ).ν = ∇˜X∇˜Y ν − ∇˜Y ∇˜Xν − ∇˜[X,Y ]ν
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La diﬀérence de deux connexions, données par leurs 1-formes ω, ω′,
η = ω′ − ω
est une 1-forme horizontale, à valeurs dans g car ω|V = ω′|V = θ. Elle représente donc un
tenseur
(1.23) η = ∇̂ − ∇˜ ∈ T ∗M ⊗ g(M)
où ∇̂ est la dérivée covariante de ω′.
De plus, soit ∇˜ une G-connexion, il n'est pas diﬃcile de vériﬁer réciproquement que
quel que soit le tenseur η ∈ Λ1 ⊗ g(M), ∇̂ = ∇˜ + η est encore la dérivée covariante
d'une G-connexion sur G(M). Ce n'est rien d'autre que 1.2.3 dans le contexte des ﬁbrés
principaux. La diﬀérence des torsions est alors bien sûr
(1.24) (T ′ − T )(X,Y ) = ηXY − ηYX = (dη)XY
où
d : Λ1 ⊗ g(M) → Λ2 ⊗ TM
On peut alors quotienter par l'image de d :
Déﬁnition 1.2.21.  Soit une G-connexion ∇˜, de torsion T , sur G(M). La classe
d'équivalence T0(G) de T dans Λ2 ⊗ TM/d(Λ1 ⊗ g(M)) ne dépend pas de la connexion
choisie, par (1.24). Elle est appellée torsion intrinsèque de la G-structure G(M).
Maintenant il existe une connexion sans torsion si et seulement si, pour toute connexion,
T est dans l'image de d :
Proposition 1.2.22.  Une G-structure G(M) est intégrable à l'ordre 1 si et seulement
si sa torsion intrinsèque T0(G) est nulle.
On peut voir la torsion intrinsèque comme le 1-jet de la G-structure.
L'exemple fondamental est G = O(m). Dans ce cas
d : Λ1 ⊗ so(M) → Λ2 ⊗ TM
est un isomorphisme, par conséquent
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Proposition et déﬁnition 1.2.23.  Toute structure O(m) est intégrable à l'ordre 1
et admet une unique connexion métrique, sans torsion : la connexion de Levi-Civita, notée
∇, de la métrique g.
Pour une autre connexion métrique ∇˜, on pose η˜ = ∇− ∇˜ de sorte que
dη˜ = T
et réciproquement η˜ = d−1T c'est-à-dire
g(η˜XY, Z) = −1
2
(g(T (X, Y ), Z) + g(T (Z, Y ), X) + g(T (Z,X), Y )
Par abus de langage on appellera aussi η˜ la torsion de ∇˜.
Si G est compact G ⊂ SO(m) et G(M) est une réduction à G de SO(M), une G-
connexion ∇˜ sur G(M) s'étend en une connexion métrique. Soit g⊥ l'orthogonal de g
dans so(m). On note g⊥(M) le ﬁbré associé de G(M).
(1.25) Λ1 ⊗ so(m) = Λ1 ⊗ g(M) ⊕ Λ1 ⊗ g⊥(M)
par conséquent
(1.26) Λ1 ⊗ g⊥(M) ≃ Λ
2 ⊗ TM
d(Λ1 ⊗ g(M))
La partie de η˜ dans Λ1⊗ g⊥(M), appelée η, ne dépend pas de la G-connexion ∇˜. En eﬀet
si ∇˜, ∇̂ sont deux G-connexions leur diﬀérence vériﬁe (1.23). On déﬁnit une connexion
métrique ∇ par
∇ = ∇− η
C'est une G-connexion. En eﬀet ∇ = ∇˜+ (η˜ − η) où η˜ − η ∈ Λ1 ⊗ g(M).
Déﬁnition 1.2.24.  La connexion∇ est appelée connexion intrinsèque (ou G-connexion
canonique) de G(M). Le tenseur η = ∇−∇ est la torsion intrinsèque de G(M).
En eﬀet, η est identiﬁée à T0(G) par (1.26).
Finalement, pour toute G-connexion ∇˜,
(1.27) ∇− ∇˜ = ∇−∇ + ∇− ∇˜
Λ1 ⊗ so(M) = Λ1 ⊗ g(M)⊥ ⊕ Λ1 ⊗ g(M)
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La connexion intrinsèque peut être déﬁnie plus directement par sa 1-forme de connexion,
en demandant que ω soit la projection dans g de ωLC , la 1-forme de connexion de la
connexion de Levi-Civita, à valeurs dans so(m).
On se place maintenant dans la situation de la proposition 1.1.6 : H ⊂ G est le stabili-
sateur d'un tenseur a ∈ V , on suppose que G(M) admet une réduction H(M), déﬁnie via
un champ de tenseurs α ∈ V (M) ressemblant en tout point à a. Alors par la proposition
1.2.14,
Proposition 1.2.25.  H(M) est intégrable à l'ordre 1 si et seulement si ∇α = 0 pour
une G-connexion ∇ sans torsion.
Corollaire 1.2.26.  Soit G(M) une réduction de SO(M) où G = StabSO(m)a. Elle
est intégrable à l'ordre 1 si et seulement si ∇α = 0, où ∇ est la connexion de Levi-Civita.
L'action du ﬁbré adjoint so(M) sur V (M) induit une action de Λ1⊗ so(M) sur V (M),
à valeurs dans Λ1 ⊗ V (M). Soit ν ∈ V (M), η ∈ Λ1 ⊗ so(M), on note η.ν la contraction
de η ⊗ ν :
(η.ν)X = ηX .ν
Cette action peut-être explicitée pour un tenseur p-fois covariant (voir (1.8)) :
(η.ν)X(X1, . . . , Xp) = −ν(ηXX1, . . . , Xp)− . . .− ν(X1, . . . , ηXXp)
Pour toute G-connexion ∇˜ (et ∇ la connexion de Levi Civita),
η˜.α = ∇α− ∇˜α = ∇α
Le noyau de
Λ1 ⊗ so(M) → Λ1 ⊗ V (M)
η 7→ η.α
est Λ1 ⊗ g(M) donc la restriction à Λ1 ⊗ g⊥ est injective et ∇α est identiﬁée à la torsion
intrinsèque η, ce qui est une autre explication du corollaire 1.2.26.
Remarque 1.2.27.  Par le corollaire 1.2.26, la notion d'intégrabilité à l'ordre 1 rejoint
la notion d'holonomie : une G-structure, G ⊂ SO(m) est intégrable à l'ordre 1 si et
seulement si l'holonomie riemannienne de (M, g) est contenue dans le groupe G. En eﬀet
le groupe d'holonomie d'une G-connexion est bien sûr inclus dans G.
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Il existe un lien entre la courbure d'une connexion et sa torsion exprimé par deux
équations, les identités de Bianchi, obtenues en calculant la diﬀérentielle extérieure de Θ,
Ω (voir [38], p121 ou p135 pour une preuve). Exprimées en termes des tenseurs sur la
base T , R˜,
Proposition 1.2.28.  Soit T , R˜ la torsion et la courbure d'une connexion linéaire
(une GL(m,R)-connexion) ∇˜. On a la première identité de Bianchi :
(1.28) S{R˜X,YZ} = S{T (T (X, Y ), Z) + (∇˜XT )(Y, Z)}
où S désigne la permutation circulaire sur X, Y, Z, et la deuxième identité de Bianchi :
(1.29) S{(∇˜XR˜)Y,Z + R˜T (X,Y ),Z} = 0
On va voir une expression plus commode plus loin de ces identités lorsque ∇˜ est une
connexion métrique, en utilisant η˜ au lieu de T . Ce qui nous intéresse pour l'instant sont
les connexions sans torsion. On déﬁnit l'opérateur de Bianchi :
b : Λ2 ⊗ Λ1 ⊗ TM → Λ3 ⊗ TM
par
b(α)(X, Y, Z) = S{α(X, Y, Z)} = α(X, Y, Z) + α(Y, Z,X) + α(Z,X, Y )
Alors, pour une connexion ∇ sans torsion, de tenseur de courbure R, (1.28) devient
simplement b(R) = 0, c'est-à-dire
(1.30) ∀X,Y, Z ∈ TM, RX,YZ + RY,ZX + RZ,XY = 0
Déﬁnition 1.2.29.  On appelle espace des tenseurs de courbure algébriques à valeurs
dans g le sous-espace
K(g) = ker b ∩ Λ2 ⊗ g
Lemme 1.2.30.  Soit ∇ une G-connexion sans torsion. Sa courbure R appartient à
K(g).
Lorsque G ⊂ SO(m), ∇ ne peut être que la connexion de Levi-Civita. Par consé-
quent d'après une remarque précédente 1.2.27, ou plus profondément d'après le théorème
d'Ambrose-Singer [2], K(g) est l'espace abstrait des tenseurs de courbure riemannienne
des métriques à holonomie contenue dans G.
On peut préciser la place de K(so(m)) dans Λ2⊗ so(M). Soit b′ l'antisymétrisation sur
les 4 variables de Λ2 ⊗ Λ2 :
(1.31) ∀α, β ∈ Λ2, b′(α⊗ β) = α ∧ β
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Son image est évidemment Λ4. Alors
Proposition 1.2.31.  Soit M une variété riemannienne. L'espace des tenseurs de
courbure riemannienne algébriques, K(so(m)), est un sous-espace du produit symétrique⊙2(Λ2), en identiﬁant Λ2 ⊗ so(M) à Λ2 ⊗ Λ2 via la métrique. Plus précisément
(1.32) K(so(m)) = ker b′ ∩⊙2(Λ2)
alors
(1.33) Λ2 ⊗ Λ2 = ∧2(Λ2)⊕ Λ4 ⊕K(so(m))
Démonstration.  On commence par décomposer Λ2⊗Λ2 en la somme directe du produit
antisymétrique et du produit symétrique :
Λ2 ⊗ Λ2 = ∧2(Λ2)⊕⊙2(Λ2)
Or l'opérateur de Bianchi b est injectif sur le premier sous-espace. Soit α ∈ ∧2(Λ2) tel
que b(α) = 0,
α(X, Y, Z, T ) = −α(Y, Z,X, T )− α(Z,X, Y, T )
= α(X,T, Y, Z)− α(Y, T,X, Z)
= α(X,T, Y, Z) + α(T,X, Y, Z) + α(X, Y, T, Z)
= −α(X, Y, Z, T )
d'où α = 0. Cela démontre la première assertion.
Deuxièmement, le produit symétrique
⊙2(Λ2) contient Λ4. Soit α ∈ Λ4, on a évidem-
ment b(α) = 3α. Donc l'opérateur de Bianchi est injectif sur ce sous-espace. Finalement
b :
∧2(Λ2)⊕ Λ4 → Λ3 ⊗ Λ1
est injectif.
D'autre part, soit a l'antisymétrisation suivant les deux premières variables :
a : Λ1 ⊗ Λ1 ⊗ Λ1 ⊗ TM → Λ2 ⊗ Λ1 ⊗ TM
a(β)X,Y = βX,Y − βY,X
Montrons que sa restriction a : Λ1 ⊗ Λ3 → Λ2 ⊗ Λ2 est injective et que son image est
contenue dans
∧2(Λ2)⊕ Λ4.
 Elle est injective. Soit β ∈ Λ1⊗Λ3 tel que a(β) = 0. En utilisant tour à tour la symétrie
sur les deux premières variables et l'antisymétrie sur les trois dernières variables :
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β(X,Y, Z, T ) = β(Y,X,Z, T )
= β(Y, Z, T,X)
= β(Z, Y, T,X)
= β(Z,X, Y, T )
= β(X,Z, Y, T ) = −β(X,Y, Z, T )
d'où β = 0.
 Son image est contenue dans
∧2(Λ2)⊕Λ4. On souhaite décomposer Λ1 ⊗Λ3. Pour cela
on introduit c :
(1.34) c(β)(X,Y, Z, T ) = β(X, Y, Z, T )− β(Y, Z, T,X) + β(Z, T,X, Y )− β(T,X, Y, Z)
soit
∀σ ∈ Λ1, ∀α ∈ Λ3, c(σ ⊗ α) = σ ∧ α
L'image de c est Λ4. De plus, quel que soit α ∈ Λ4, c(α) = 4α d'où
Λ1 ⊗ Λ3 = Λ4 ⊕ ker c
Soit β ∈ Λ1 ⊗ Λ3, a(β) ∈ ∧2(Λ2) si et seulement si, pour tous X,Y, Z, T ∈ TM
a(β)(X,Y, Z, T ) = −a(β)(Z, T,X, Y )
⇐⇒ β(X, Y, Z, T )− β(Y,X,Z, T ) = −β(Z, T,X, Y ) + β(T, Z,X, Y )
⇐⇒ β(X, Y, Z, T )− β(Y, Z, T,X) + β(Z, T,X, Y )− β(T,X, Y, Z) = 0
i.e. si et seulement si c(β) = 0 par conséquent a(ker c) ⊂ ∧2(Λ2). Bien sûr, quel que soit
β ∈ Λ4, a(β) = 2β d'où a(Λ4) = Λ4.
Finalement on a démontré :
Lemme 1.2.32.  Les applications
Λ1 ⊗ Λ3 a→ ∧2(Λ2)⊕ Λ4 b→ Λ3 ⊗ Λ1
sont des isomorphismes.
On en déduit que ker b et
∧2(Λ2)⊕ Λ4 ⊂ Λ2 ⊗ Λ2 sont supplémentaires et⊙2(Λ2) = ker b⊕ Λ4
D'autre part quel que soit α ∈ Λ4, b′(α) = 4α où b′ est déﬁni par (1.31) donc la restriction
de b′ à Λ4 est un isomorphisme. Comme b, b′ sont tous deux GL(m,R)-invariants, on a
(1.32). Cela termine la preuve de la proposition.
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Il y a une contraction évidente, tr sur Λ2 ⊗ Λ2 donnée par :
(1.35) tr(α)(X, Y ) =
m∑
i=1
α(ei, X, Y, ei)
Déﬁnition 1.2.33.  La contraction de Ricci, notée ric, est la restriction de la contrac-
tion tr à
⊙2(Λ2). Pour une variété riemanienne, de courbure riemannienne R, on pose
Ric = ric(R) le tenseur de Ricci.
L'image de ric est Σ2 =
⊙2(Λ1) qui se décompose en
Σ2 = Σ20 ⊕ Rg
où g est la métrique. De plus, vu la déﬁnition (1.35), ric(α) = 0 évidemment quel que
soit α ∈ Λ4 donc il existe un sous-espace W de K(so(m)) tel que
ker ric = W ⊕ Λ4
On a alors le résultat bien connu (voir par exemple [9], p47) :
Proposition 1.2.34.  Soit M une variété riemannienne.
K(so(m)) ≃ W ⊕ Σ20 ⊕ R
est la décomposition irréductible en chaque point de K(so(m)) sous l'action de O(m).
Déﬁnition 1.2.35.  Soit M une variété riemannienne. La composante de R dans W
est appelée le tenseur de Weyl de M . De plus on note Ric0 la composante de Ric dans
Σ20. Enﬁn la fonction s à valeurs dans R telle que
Ric = Ric0 + sg
est appelée la courbure scalaire de M .
Déﬁnition 1.2.36.  Une variété M est dite d'Einstein si R ∈W ⊕ R i.e. Ric0 = 0,
Ric = sg
Dans ce cas la courbure scalaire s est constante. C'est une conséquence de la seconde
identité de Bianchi (1.29).
Enﬁn notons que l'image de tr restreinte cette fois à
∧2(Λ2) est Λ2. Soit V son noyau.
(1.36) Λ1 ⊗ Λ3 = Λ2 ⊕ V ⊕ Λ4
par le lemme 1.2.32 et on peut montrer que cette décomposition est irréductible sous
l'action de O(m).
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Soient ∇˜, ∇̂ deux connexions surM , de diﬀérence η = ∇̂−∇˜ et de courbures respectives
R˜ et R̂. Soit T la torsion de ∇˜. Par (1.21), (1.22),
R̂X,Y = [∇̂X , ∇̂Y ]− ∇̂[X,Y ]
= [∇˜X , ∇˜Y ] + [∇˜X , ηY ] + [ηX , ∇˜Y ] + [ηX , ηY ]− ∇˜[X,Y ] − η[X,Y ]
= [∇˜X , ∇˜Y ]− ∇˜[X,Y ] + [∇˜X , ηY ]− η∇˜XY − [∇˜Y , η˜X ] + η∇˜YX + ηT (X,Y ) + [ηX , ηY ]
= R˜X,Y + (∇˜Xη)Y − (∇˜Y η)X + ηT (X,Y ) + [ηX , ηY ]
car (∇˜X η˜)Y = ∇˜X η˜Y − η˜∇˜XY = [∇˜X , η˜Y ]− η˜∇˜XY .
Lorsque ∇̂ = ∇, la connexion de Levi-Civita, η = η˜ = ∇−∇˜ et T (X, Y ) = −η˜XY +η˜YX
car ∇ est sans torsion. On remarque
(η˜.η˜)X,Y = −η˜η˜XY + [η˜X , η˜Y ]
Alors l'équation devient
(1.37) R = R˜ + a(∇˜η˜) + a(η˜.η˜)− [η˜, η˜]
ou en inversant le rôle de ∇ et ∇˜,
(1.38) R = R˜ + a(∇η˜)− [η˜, η˜]
Si on applique maintenant l'opérateur de Bianchi à (1.37) on trouve
(1.39) b(R˜) = b
(
[η˜, η˜]− a(η˜.η˜ + ∇˜η˜))
qui n'est rien d'autre que la première identité de Bianchi (1.28) dans le contexte des
connexions métriques. On l'interprète ainsi : l'image de R˜ par b ne dépend que de la
torsion η˜ et sa dérivée covariante pour ∇˜. On décompose Λ2 ⊗ g :
Λ2 ⊗ g = K(g)⊕K(g)⊥
Suivant cette somme directe, la courbure de ∇˜ s'écrit
(1.40) R˜ = R˜0 + R˜⊥
où R˜⊥ ne dépend que de η˜, ∇˜η˜ par (1.39), car la restriction de b à K(g)⊥ est injective.
En particulier, en prenant ∇˜ = ∇ la torsion intrinsèque,
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Lemme 1.2.37.  Si SO(M) admet une réduction à G, la courbure riemannienne est
déterminée, modulo un tenseur de courbure algébrique à valeur dans g, par la courbure
intrinsèque η de G(M) et sa dérivée covariante par ∇ :
(1.41) R = R0 + b⊥
(
[η, η]− a(η.η +∇η))
où R0 ∈ K(g).
1.3. Espaces homogènes
Les espaces homogènes donnent des exemples de G-structures, lorsque le groupe d'iso-
tropie est inclus dans G.
Déﬁnition 1.3.1.  Un espace homogène est le quotient à droite M = G/H d'un groupe
de Lie connexe G par un sous-groupe fermé H. Sous ces hypothèses, M est une variété
diﬀérentiable.
Alors, quasiment par déﬁnition,
Proposition 1.3.2.  Si M = G/H est un espace homogène, G muni de la projection
canonique π : G→ G/H est un ﬁbré principal sur M , de groupe H.
(il faut seulement démontrer qu'il est localement trivial).
Par ailleurs, outre l'action à droite de G sur lui-même qui permet de déﬁnir le ﬁbré
principal et l'espace homogène, en même temps, il y a une action ou une multiplication à
gauche, qui passe au quotient : G agit sur M par
(1.42) ∀g, g′ ∈ G, g′π(g) = π(g′g)
en notant de la même façon g un élément du groupe et l'application de M dans M ainsi
déﬁnie. On peut montrer que cette application est un diﬀéomorphisme. On note g∗ la
diﬀérentielle. Soit o = π(e) le point distingué de M . Le groupe d'isotropie de cette action
en o estH. Plus généralement, soit x = π(g), on vériﬁe facilement que le groupe d'isotropie
en x est le sous-groupe conjugué de H, gHg−1.
L'action à droite de H sur G déﬁnit des vecteurs verticaux distingués Xa, a ∈ h, comme
sur toute ﬁbration principale (1.13), coïncidant avec les champs de vecteurs invariants à
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gauche aL de G. L'action à gauche de G sur M induit des champs de vecteurs sur M ,
notés aK , a ∈ g :
∀x ∈M, aKx =
d
dt
∣∣∣∣
t=0
exp(ta)x
Par anticipation, les champs de vecteurs aK sont appelés les champs de Killing de M . Ce
sont les projections sur M des champs de vecteurs invariants à droite aR sur le groupe
G. En eﬀet, soit a ∈ g, π(exp(ta)g) = exp(ta)π(g) par déﬁnition (1.42). En dérivant par
rapport à t,
(1.43) π∗(aRg ) = aKπ(g)
L'action de G sur M est évidemment transitive. On demande souvent, pour déﬁnir
un espace homogène, qu'elle soit en outre eﬀective c'est-à-dire que l'homomorphisme
G→ Diff (M) qu'elle induit soit injectif. Il nous suﬃt de le supposer, quitte à quotienter
par le noyau N de cet homomorphisme (i.e. à substituer la paire (G/N,H/N) à (G,H) :
l'espace homogène est le même.)
Maintenant on fait une hypothèse supplémentaire sur l'espace homogène :
Déﬁnition 1.3.3.  L'espace homogène M = G/H est dit réductif si h admet un sup-
plémentaire Ad(H)-invariant dans g :
(1.44) g = h⊕m, ∀h ∈ H, Adhm = m
Pour un vecteur a ∈ g on note ah, resp. am, les projections de a sur h, resp. m, confor-
mément à (1.44).
L'espace vectoriel m est alors un espace de représentation de H, pour la restriction de
Ad, et on peut construire le ﬁbré associé :
Lemme 1.3.4.  Soit M = G/H un espace homogène réductif : g = h ⊕ m. Le ﬁbré
m(M) = G×H m est canoniquement isomorphe au ﬁbré tangent.
Démonstration.  En identiﬁant g à TeG, h = TeH = kerπ∗ et π∗ induit un isomorphisme
m ≃ ToM . De plus cet isomorphisme est H-équivariant :
∀h ∈ H, ∀v ∈ m, π∗(Adhv) = h∗π∗(v)
Il suﬃt pour l'obtenir de dériver π(h exp(tv)h−1) = hπ(exp(tv)). Alors l'application
m(M) → TM
[g, v] 7→ g∗π∗(v) = vKπ(g)(1.45)
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est bien déﬁnie et est un isomorphisme.
Autrement dit, de même que l'algèbre de Lie d'un groupe g peut-être déﬁnie comme
l'algèbre des champs de vecteurs invariants à droite sur G en identiﬁant a et aR, m est
identiﬁé à l'espace des champs de vecteurs de Killing, soit v ∈ m à vK . Or, pour un espace
homogène, les champs de vecteurs de Killing engendrent l'espace tangent en chaque point.
Grâce au lemme 1.3.4 on peut voir le ﬁbré principal G comme un sous-ﬁbré de GL(M) :
une H-structure. Les sections des ﬁbrés associés sont des champs de tenseurs sur M ,
identiﬁés à des fonctions équivariantes de G dans l'espace de tenseurs correspondant de
m. Si de plus ces sections sont G-invariantes pour l'action (1.42),
Lemme 1.3.5.  Soit ν une section d'un ﬁbré associé G×H V . Elle est G-invariante si
et seulement si la fonction associée ν : G→ V est constante, Ad(H)-invariante.
Démonstration.  L'action de G sur les sections de G×H V est donnée par
g′[g, v] = [g′g, v]
Lorsque V = m, on vériﬁe que cela correspond à l'action (g′, X) 7→ g′∗X sur TM par (1.45).
Par conséquent une section ν est G-invariante si et seulement si ∀g, g′ ∈ G, ν(g′g) = ν(g)
i.e. si et seulement si ν est constante. En outre, v ∈ V ne peut déﬁnir une section du
ﬁbré associé que si quel que soit le changement de repère h ∈ H, dρ(h−1)v = v, i.e. v est
invariante pour la représentation de H sur V .
Dans ce langage, une métrique G-invariante sur M n'est rien d'autre qu'un produit
scalaire Ad(H)-invariant sur m. Cela revient à construire g en ﬁxant sa valeur en un point
puis en translatant par l'action du groupe, en utilisant la transitivité. Réciproquement si
H est compact, on peut toujours trouver un tel produit scalaire c'est-à-dire une métrique
G-invariante sur G/H. Alors les diﬀéomorphismes (1.42) sont des isométries et G peut-
être vu, si l'action est eﬀective, comme un sous-groupe du groupe d'isométries. Cela donne
lieu à la déﬁnition alternative d'un espace homogène :
Déﬁnition 1.3.6.  Un espace homogène riemannien est une variété riemannienne
(M, g) telle que le groupe d'isométries agit transitivement sur M .
Le ﬁbré tangent de G est isomorphe à G × g. La distribution verticale, engendrée par
les aL, a ∈ h, est identiﬁée à G × h. Par conséquent un supplémentaire m de h fournit
aussi une distribution horizontale, G×m ou
mg = (Lg)∗m
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Pour qu'elle soit H-équivariante, mgh = (Rh)∗mg, il faut et il suﬃt que m soit Ad(H)-
invariant. Alors mg est la distribution horizontale d'une H-connexion sur G. La forme de
Maurer-Cartan θ : TG→ g de G se décompose suivant (1.44) en θ = θh + θm. Alors
Proposition 1.3.7.  Pour un espace homogène réductif M = G/H, il existe une H-
connexion sur G associée à m, de dérivée covariante ∇m, de 1-forme de connexion ω = θh.
Cette connexion est G-invariante : ∀g ∈ G, (Lg)∗ω = ω. On l'appelle la connexion normale
de l'espace homogène réductif.
Dès lors, la torsion et la courbure de ∇m aussi sont G-invariantes c'est-à-dire, par le
lemme 1.3.5, représentées par des tenseurs constants de m.
Lemme 1.3.8.  La torsion Tm de ∇m, vue comme un tenseur de m, est une 2-forme
à valeurs dans m :
∀u, v ∈ m, Tm(u, v) = −[u, v]m
Démonstration.  Un vecteur horizontal dans mg peut-être vu, via θ, comme le couple
(g, v) ∈ G × m. Par (1.45), il se projette sur le vecteur g∗π∗(v) ∈ Tπ(g), image de v ∈ m
par le repère g : m → Tπ(g)M . Par conséquent la forme tautologique de G est
τ = θm
en identiﬁant m à Rm. Soient u, v ∈ m. Les champs de vecteurs uR, vR sont horizontaux.
De plus τ(uR) = θ(uR) = u est constante, et de même τ(vR) = v. Par conséquent
dτ(uR, vR) = −τ([uR, vR]) = −[u, v]m
Lemme 1.3.9.  La courbure Rm de ∇m, vue comme un tenseur de m est une 2-forme
à valeur dans h :
Rmu,v = [u, v]
h
Démonstration.  En eﬀet, la courbure est un tenseur de Λ2⊗h(M) donc identiﬁée à une
2-forme horizontale sur G à valeurs dans h, ou encore à une fonction de G dans Λ2m∗⊗h.
Comme elle G-invariante cette fonction est constante et il suﬃt pour trouver sa valeur de
l'évaluer en e : soient u, v ∈ m,
Rmu,v = ω([u, v]) = [u, v]
h
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La connexion normale a une propriété exprimée par le lemme suivant :
Lemme 1.3.10.  Toute section ν d'un ﬁbré associé de G, invariante, est parallèle pour
la connexion normale : ∇mν = 0.
Démonstration.  Soit ν une section d'un ﬁbré associé de G, associée à une fonction
équivariante ν. La dérivée covariante est donnée par
∇mXν = [g, dν(X˜g)]
Maintenant, si ν est G-invariante, ν est constante par le lemme 1.3.5 donc ∇mν = 0.
En particulier Tm et Rm sont G-invariantes donc
Proposition 1.3.11.  La torsion et la courbure de la connexion normale sont parallèles
pour ∇m :
∇mTm = 0, ∇mRm = 0
Réciproquement, on va voir qu'une connexion dont la torsion et la courbure sont paral-
lèles détermine sous certaines conditions une structure d'espace homogène sur la variété.
Soit H un sous-groupe de Lie de GL(m,R), d'algèbre de Lie h. Soient
T ∈ Λ2(Rm)∗ ⊗ (Rm)∗
et
R˜ ∈ Λ2(Rm)∗ ⊗ h
deux tenseurs invariants par H vériﬁant
(1.46) S{R˜X,YZ} = S{T (T (X,Y ), Z)}
et
(1.47) S{R˜T (X,Y ),Z} = 0
Par les lemmes 1.3.8 et 1.3.9, la torsion et la courbure de la connexion normale d'un
espace homogène déterminent les composantes dans m, h, respectivement, du crochet de
deux vecteurs, c'est-à-dire en ﬁn de compte la structure d'algèbre de Lie de g. De même
ici on pose
g = h⊕ Rm
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et on déﬁnit un produit antisymétrique sur g, prolongeant le crochet de Lie de h :
(1.48) ∀a ∈ h,∀u ∈ Rm, [a, u] = −[u, a] = a(u)
(1.49) ∀u, v ∈ Rm, [u, v] = R˜u,v − T (u, v)
Notons que par (1.48), [h,Rm] ⊂ Rm ce qui correspond à l'hypothèse Ad(H)m ⊂ m
pour un espace homogène réductif.
Lemme 1.3.12.  L'espace vectoriel g muni du crochet déﬁni par (1.48), (1.49) est une
algèbre de Lie.
Démonstration.  On vériﬁe l'identité de Bianchi. Bien sûr pour a, b, c ∈ h,
[[a, b], c] + [[c, a], b] + [[b, c], a] = 0
Soient a, b ∈ h et u ∈ Rm,
[[a, b], u] + [[u, a], b] + [[b, u], a] = [a, b](u) + b(a(u))− a(b(u)) = 0
car le crochet sur h ⊂ gl(m,R) coïncide avec le commutateur.
Soient a ∈ h et u, v ∈ Rm,
[[a, u], v] + [[v, a], u] + [[u, v], a]
= R˜a(u),v − T (a(u), v)− R˜a(v),u − T (a(v), u) + [R˜u,v, a] + a(T (u, v))
= −(a.R˜)u,v + a.T (u, v)
= 0
car T et R˜ sont des tenseurs invariants. Enﬁn soient u, v, w ∈ Rm,
[[u, v], w] = [R˜u,v, w]− [T (u, v), w]
= R˜u,vw − R˜T (u,v),w + T (T (u, v), w)
En scindant suivant h ⊕ Rm, en permutant circulairement suivant u, v, w, on reconnaît
(1.46), (1.47) donc on a bien
[[u, v], w] + [[w, u], v] + [[v, w], u] = 0
Le couple (g, h) est appelé modèle inﬁnitésimal. Il existe un unique groupe de Lie G
simplement connexe dont g soit l'algèbre de Lie et un unique sous-groupe de Lie H ⊂ G,
d'algèbre de Lie h. F. Tricerri [52] a donné la condition pour qu'on obtienne de cette façon
un espace homogène, en faisant le quotient G/H :
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Proposition 1.3.13.  Les tenseurs T et R˜, vériﬁant (1.46), (1.47), sont la torsion
et la courbure de la connexion normale d'un espace homogène réductif au point o si et
seulement si H est un sous-groupe fermé de G. Dans ce cas le modèle inﬁnitésimal qu'il
permettent de construire est dit  régulier .
Considérons maintenant la situation suivante
Déﬁnition 1.3.14.  On appelle variété localement homogène une variété munie d'une
connexion ∇˜ dont la torsion T et la courbure R˜ sont parallèles :
(1.50) ∇˜T = 0 et ∇˜R˜ = 0
Soient H le groupe d'holonomie de ∇˜ et P la réduction d'holonomie (une H-structure).
Bien sûr ∇˜ est une H-connexion sur P . Puisque la torsion T est parallèle, par (1.16),
la fonction T : P → Λ2(Rm)∗ ⊗ (Rm)∗ est localement constante. De même R˜ : P →
Λ2(Rm)∗⊗h. De plus elles vériﬁent (1.46), (1.47) : ce ne sont rien d'autre que les identités de
Bianchi (1.28) et (1.29), compte-tenu de (1.50). On dispose donc d'un modèle inﬁnitésimal
à partir duquel on peut construire un espace homogène comme à la proposition 1.3.13 s'il
est régulier.
Proposition 1.3.15 (Tricerri).  Une variété localement homogène est localement dif-
féomorphe à un espace homogène si et seulement si le modèle inﬁnitésimal associé est
régulier.
Si la variété est simplement connexe, on peut trouver un diﬀéomorphisme global.
Remarque : Si H est un groupe compact et que la torsion de ∇˜ est nulle, [Rm,Rm] ⊂ Rm
par (1.49) c'est-à-dire
(1.51) [h, h] ⊂ h, [h,m] ⊂ m et [m,m] ⊂ h
Cela correspond aux espaces symétriques. Dans ce cas on peut construire sur G un auto-
morphisme σ d'ordre 2 en demandant que la diﬀérentielle de σ en e vale Id sur h (alors
H est inclus dans l'ensemble des points ﬁxes de σ) et −Id sur m puis en intégrant via
l'exponentielle. On peut alors déﬁnir les espaces localement symétriques comme un cas
particulier de 1.3.14 : ce sont les variétés riemanniennes (M, g) telles que la courbure
riemannienne est parallèle pour la connexion de Levi-Civita : ∇R = 0 (voir [39], chapitre
11, pour les détails).
CHAPITRE 2
REPRÉSENTATIONS
On construit les ﬁbrés associés d'un ﬁbré principal G(M) en connaissant les représen-
tations de G. Soit V une représentation linéaire de G
ρ : G→ GL(V )
En décomposant V en composantes irréductibles V =
⊕
i Vi, on décompose le ﬁbré
V (M) = G(M)×GV en autant de sous-ﬁbrés supplémentaires, associés à G(M) par les re-
présentations induites ρi : G→ GL(Vi). On utilisera ce procédé dans le cas où V = Λ1⊗g⊥
pour classiﬁer les G-structures en regardant leur torsion intrinsèque ∇ ∈ Λ1 ⊗ g⊥(M)
(voir chapitre 3, section 2 et 3, pour les variétés presque hermitiennes, resp. les variétés
SU(3)). D'autre part la résolution de problèmes naturels sur les G-variétés  comme pour
G = U(n) l'intégrabilité de la structure presque complexe de l'espace de twisteurs réduit
(voir chapitre 6) , conduit à des équations G-équivariantes c'est-à-dire les équations de
sous-espaces de tenseurs stables sous l'action du ﬁbré intérieur IntG(M). Pour ces rai-
sons il est utile de rassembler ici quelques déﬁnitions et résultats sur les représentations
des groupes de Lie compacts. Après avoir rappelé les déﬁnitions des poids et racines, on
consacre une section à la décomposition des produits tensoriels de représentations irréduc-
tibles telle que la méthode, sans utiliser de logiciel informatique, est exposée par Salamon
au chapitre 6 de son livre [48]. On a aussi fait de nombreux emprunts au livre [10] de T.
Bröcker et T. tom Dieck, surtout à la section 2.
2.1. Représentations réelles, représentations complexes
Dans la suite du chapitre, on s'intéressera surtout aux représentations complexes de G.
Ce qui rend cette restriction légitime, quoiqu'on prenne toujours pour objet des variétés
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réelles, est visible dans le cas de U(n) où on sait par exemple que la décomposition en types
réels d'une forme réelle α ∈ Λp (selon la décomposition en sous-espaces irréductibles de la
représentation réelle sous-jacente) n'est qu'une sous-décomposition de la décomposition
en types complexes, obtenue en considérant α comme un élément du complexiﬁé λp = Λp
C
.
Par exemple une forme réelle de type (3,0)+(0,3) est la somme de deux formes (complexes)
conjuguées de type (3,0) et (0,3), respectivement. Mais on peut donner une raison générale,
pour un groupe de Lie G compact quelconque, comme on le fait dans cette section.
Soit V un C-espace vectoriel. On appelle structure réelle sur V un C-anti-automorphisme
τ de carré 1, τ 2 = Id. On appelle structure quaternionique de V un C-anti-automorphisme
j de carré −1. Une représentation complexe irréductible de G sur V est dite de type réel
(resp. quaternionique) si et seulement si V admet une structure réelle (resp. quaternio-
nique) équivariante. Dans ces deux cas V est isomorphe, comme représentation de G, à la
représentation duale V . Si au contraire V 6≃ V la représentation est dite de type complexe.
Or il s'agit des trois seules possibilités et elles sont exclusives :
Proposition 2.1.1.  Soit V un espace de représentation irréductible complexe de G.
Une seule proposition parmi les trois suivantes est vraie.
(i) La représentation est de type réel : V ≃ V et
dim(S2V ∗)G = 1, dim(Λ2V ∗)G = 0
(ii) La représentation est de type quaternionique : V ≃ V et
dim(S2V ∗)G = 0, dim(Λ2V ∗)G = 1
(iii) La représentation est de type complexe : V 6≃ V .
Démonstration.  Par le lemme de Schur, l'ensemble des endomorphismes équivariants
de V est de dimension 1 pour une représentation irréductible :
dim(V ∗ ⊗ V )G = 1
Le groupe G étant compact, il préserve un produit scalaire hermitien 〈 , 〉 grâce à quoi V ∗
est isomorphe comme représentation à V . Si V 6≃ V on est dans le cas (iii) par déﬁnition.
Si V ≃ V ,
V ∗ ⊗ V ≃ V ∗ ⊗ V ∗ = S2V ∗ ⊕ Λ2V ∗
et même
(V ∗ ⊗ V )G ≃ (S2V ∗)G ⊕ (Λ2V ∗)G
donc les deux seuls cas possibles sont (i) et (ii).
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Un élément invariant α de V ∗ ⊗ V ∗ déﬁnit, en se servant du produit scalaire, un en-
domorphisme C-antilinéaire équivariant f ∈ V ∗ ⊗ V tel que 〈f(u), v〉 = α(u, v). On voit
que f est autoadjoint si α est symétrique, anti-autoadjoint si α est antisymétrique mais
dans les deux cas le carré de f est C-linéaire, hermitien, donc par le lemme de Schur c'est
un multiple réel de l'identité : f 2 = λId, λ ∈ R. De plus si f est conjugué ∀u ∈ V \{0},
〈f 2(u), u〉 = 〈f(u), f(u)〉 > 0 donc λ > 0 et si f est anticonjugué, λ < 0. Dans le premier
cas la structure réelle est donnée par τ =
√
λf et dans le deuxième cas j =
√−λf est
une structure quaternionique.
Pour faire le lien avec les représentations réelles on peut simplement regarder V comme
un sous-espace réel en  oubliant  la structure complexe : soit V un espace de représenta-
tion complexe de G, on note [[V ]] l'espace de représentation réel sous-jacent, de telle sorte
que dimR[[V ]] = 2dimCV . Cependant si V est irréductible, ce n'est pas nécéssairement
le cas de [[V ]]. En eﬀet si V est de type réel, appelons [V ] le sous-espace propre de τ
pour la valeur propre 1, dimR[V ] = dimC V . Comme τ est C-antilinéaire, ce n'est pas un
sous-espace complexe, en revanche c'est un sous-espace propre réel G-invariant de [[V ]].
De plus, V est la somme directe des sous espaces propres de τ pour les valeurs propres i
et −i :
(2.1) V = [V ]⊕ i[V ]
Proposition 2.1.2.  Soit V une représentation complexe irréductible de G. La repré-
sentation réelle [[V ]] est irréductible si et seulement si V est de type complexe ou qua-
ternionique. Lorsque elle est de type réel, V est la complexiﬁcation d'une représentation
réelle, [V ]⊗R C et [[V ]] ≃ 2[V ] où [V ] est irréductible.
Exemple
L'exemple fondamental pour nous est l'espace des formes de type (p, q) qui sera déﬁni au
chapitre 3. On sait que l'intersection de cet espace λp,q avec les r-formes réelles (r = p+q)
est nulle si p 6= q. En revanche λp,q ⊕ λq,p est la complexiﬁcation de l'espace des formes
réelles de type (p, q) + (q, p), isomorphe comme représentation réelle à [[λp,q]]. De l'autre
côté si p = q on a directement que λp,p est la complexiﬁcation de [λp,p], l'espace des formes
réelles de type (p, p).
Maintenant si on part d'une représentation réelle U :
Proposition et déﬁnition 2.1.3.  Toute représentation réelle irréductible U est de
la forme
50 CHAPITRE 2. REPRÉSENTATIONS
(i) U ≃ [V ] avec V une représentation irréductible complexe de type réel. Dans ce cas la
représentation réelle U est elle aussi dite de type réel.
(ii) ou U ≃ [[V ]] avec V irréductible de type complexe ou quaternionique. Dans ce cas U
est dite de type complexe ou quaternionique, respectivement.
Démonstration.  On poseW = U⊗RC,W est une représentation complexe de G. Alors,
de deux choses l'une. Si elle est irréductible, elle est de type réel avec τ la conjugaison :
∀u, v ∈ U , τ(u+iv) = u−iv. Si elle est réductible, comme [[W ]] ≃ 2U et U est irréductible,
on a W = V +V ′ avec V , V ′ irréductibles et [[V ]] ≃ [[V ′]] ≃ U . Les deux seules possibilités
sont donc V ′ ≃ V avec V 6≃ V ou V ′ ≃ V . Elles correspondent respectivement bien sûr à
V de type complexe ou quaternionique.
La justiﬁcation des noms donnés aux types de représentation réelles ou complexes est
la suivante. Soit U une représentation réelle, de dimension m. Comme G est compact,
il préserve un produit scalaire sur U et l'existence d'une telle représentation fournit une
inclusion G ⊂ SO(m). De même si V est une représentation complexe de dimension
(complexe) m′, G ⊂ U(m′). Qu'on puisse construire la représentation complexe U ⊗R C
à partir de la représentation réelle U comme à la démonstration précédente est une autre
façon de dire SO(m) ⊂ U(m). De plus,
Proposition 2.1.4.  Si U est de type complexe, m est pair, m = 2n et G ⊂ U(n). Si
U est de type quaternionique, m = 4q, q ∈ N et U ⊂ Sp(q).
Si U est de type réel on n'a en général pas mieux que G ⊂ SO(m).
Démonstration.  Lorsque U est de type complexe ou quaternionique, par la démons-
tration de la proposition 2.1.3, U ⊗R C = V ⊕ V pour une représentation complexe V de
dimension n avec m = 2n. Si U est de type quaternionique, V est muni d'un endomor-
phisme j, de carré -1. Donc n doit être pair, n = 2q et G préserve i, j et k = ij = −ji,
donc il est inclus dans Sp(q).
Exemple
La particularité du cas qui nous intéresse G = U(n) est qu'une représentation réelle U
peut toujours vue comme une représentation complexe, sans passer par la complexiﬁca-
tion. En eﬀet elle préserve un endomorphisme J de carré −1 de U et on pose, pour tout
u ∈ U , iu = Ju. La représentation complexe ainsi obtenue est notée UC de telle sorte que
[[UC]] = U .
Or on a le résultat très important (cf [10], p268) :
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Proposition 2.1.5.  Les représentations irréductibles de U(n) sont de type réel ou
complexe, jamais quaternionique.
On a donc les trois possibilités données par Nagy dans [43]
Lemme 2.1.6.  Soit U une représentation réelle de U(n). Une seule proposition parmi
les trois suivantes est vraie :
(i) UC est réductible (alors U est aussi réductible).
(ii) UC est irréductible mais U est réductible, donc UC est de type réel.
(iii) UC et U sont irréductibles et de type complexe.
De plus si on sait décomposer les représentations complexes de U(n) en composantes ir-
réductibles, il faut peu de travail pour obtenir la décomposition des représentations réelles.
C'est pourquoi à la section 3 on se limitera aux produits tensoriels de représentations
complexes. Pour obtenir de là les décompositions de produits tensoriels de représentations
réelles, la marche à suivre est donnée par la
Proposition 2.1.7.  Soit V , W des représentations complexes de G. Lorsque ces ex-
pressions ont un sens (i.e. en (2.3) et (2.4), lorsque V , ou V etW , admettent une structure
réelle) :
(2.2) [[V ]]⊗ [[W ]] ≃ [[V ⊗W ]]⊕ [[V ⊗W ]]
(2.3) [V ]⊗ [[W ]] ≃ [[V ⊗W ]]
(2.4) [V ]⊗ [W ] ≃ [V ⊗W ]
NB : lorsque V et W admettent une structure réelle, V ⊗W en admet une aussi.
Démonstration.  Soit U , U ′ deux représentations réelles de G.
(U ⊗R U ′)⊗R C = (U ⊗R C)⊗C (U ′ ⊗R C)
Alors, supposons qu'il existe deux représentations complexes V , W telles que U = [V ] et
U ′ = [W ],
(U ⊗ U ′)⊗R C = V ⊗W
d'où (2.4). Si U = [V ], U ′ = [[W ]],
(U ⊗ U ′)⊗R C ≃ V ⊗ (W ⊕W ) ≃ V ⊗W ⊕ V ⊗W
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c'est-à-dire (2.3). En eﬀet V ≃ V à cause de la structure réelle. Enﬁn si U = [[V ]] et
U ′ = [[W ]],
(U ⊗ U ′)⊗R C ≃ (V ⊗W ⊕ V ⊗W )⊕ (V ⊗W ⊕ V ⊗ V )
c'est-à-dire (2.2).
2.2. Poids et racines
Dans toute cette section G désigne un groupe de Lie compact, connexe, g son algébre
de Lie et V un espace de représentation complexe de G,
ρ : G→ GL(V )
On déﬁnit une action dérivée de l'algèbre de Lie, qui peut-être identiﬁée à la diﬀérentielle
à l'origine
dρ : g → gl(V )
En eﬀet g ≃ TeG. Cette application vériﬁe en outre
(2.5) dρ([X, Y ]) = [dρ(X), dρ(Y )]
On rappelle que gl(V ) est identiﬁée canoniquement à l'algèbre des endomorphismes de V .
Le crochet dans le membre de droite est alors interprété comme le commutateur. Une telle
application est appelée représentation de l'algèbre de Lie g. Il sera souvent commode de
travailler avec cette version inﬁnitésimale de ρ. Notons que dρ avait été autrement déﬁnie
précédemment par (1.3). Alors par naturalité de l'exponentielle le diagramme
(2.6) g dρ //
exp
²²
gl(V )
exp
²²
G ρ
// GL(V )
commute.
On appelle tore un sous-groupe abélien de G. Comme G est compact, un tel sous-
groupe est isomorphe à un produit de cercles S1 × . . .× S1. Un tore maximal est un tore
contenu dans aucun autre tel sous-groupe. Tous les tores maximaux d'un groupe compact
sont conjugués ([10], p159) et leur dimension commune (ou celle de leur algèbre de Lie)
s'appelle le rang du groupe. On en ﬁxe un par conséquent, noté T . On appelle t son
algèbre de Lie, de dimension p : t est une sous-algèbre de Cartan  un sous-espace abélien
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de dimension maximale de g. La théorie des représentations est fondée sur le fait qu'il
suﬃt pour caractériser une représentation de G d'étudier sa restriction à un tore maximal.
Or les représentations d'un groupe abélien sont les plus simples possibles.
Lemme 2.2.1.  Les représentations irréductibles complexes d'un groupe abélien sont
de dimension 1.
Démonstration.  Soit T un groupe abélien, V une représentation complexe irréductible
de T . Quel que soit g ∈ T , ρ(g) est un endomorphisme équivariant de V . En eﬀet,
∀g, h ∈ T , ρ(g) ◦ ρ(h) = ρ(gh) donc ρ(g) commute avec ρ(h) pour tout h ∈ T car le
groupe est abélien. Alors par le lemme de Schur, ∀g ∈ T , ρ(g) doit être un multiple de
l'identité. Mais cela implique que tout sous-espace complexe de V est invariant donc V
est une droite complexe, V ≃ C.
On a même une description plus précise de cette représentation, c'est-à-dire du multiple
λ(g) ∈ C dans ρ(g)v = λ(g)v. Comme V est de dimension 1, GL(V ) est identiﬁé à C∗ et
si on choisit un produit scalaire invariant sur V , ∀g ∈ G, ρ(g) ∈ U(V ), identiﬁé à U(1)
ou S1 = {e2πix, x ∈ R}. Il existe ﬁnalement A : T → R telle que λ(g) = e2πiA(g).
Au niveau des algèbres de Lie cela se traduit par l'existence d'une forme linéaire α ∈ t∗
telle que, pour tous X ∈ t, v ∈ V
dρ(X)v = 2πiα(X)v
A cause de (2.6) les deux applications sont liées par
(2.7) α(X) = A(exp(X))
Soit maintenant V un espace de représentation complexe de G ou g. On décompose la
représentation induite de t en composantes isotypiques
(2.8) V =
⊕
α
Vα
L'indice est une forme linéaire comme expliqué plus haut. La dimension de Vα n'est pas
nécéssairement égale à 1.
Déﬁnition 2.2.2.  Une forme linéaire α, apparaissant dans (2.8), caractérisant une
représentation irréductible du tore de dimension p, est un poids de la représentation V de
G. Le nombre mult(α) = dimCVα est la multiplicité de α en tant que poids de V . Enﬁn
l'ensemble des poids de V est noté P(V ).
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Cependant α ne peut pas être n'importe quelle forme dans t∗. Pour que ρ soit une
représentation il faut ρ(e) = Id donc A(e) ∈ Z. On obtient donc, par (2.7), que tout poids
α de V est un élément de
P = {α ∈ t∗ | ∀X tq exp(X) = e, α(X) ∈ Z}
Le sous-ensemble P de t∗ est appelé réseau des poids abstraits. Il existe des coordonnées
sur t∗ ≃ Rp telles que P soit le réseau entier :
P = {(d1, . . . , dp) ∈ t∗ | ∀i = 1, . . . , p, di ∈ Z}
Exemple
On représente conventionnellement U(n) par l'ensemble des matrices carrées de taille
n × n à coeﬃcients complexes, unitaires et son algèbre de Lie u(n) par les matrices
antihermitiennes. Le sous-groupe des matrices diagonales
T = {

z1 0 . . . 0
0 z2
...
... . . . 0
0 . . . 0 zn
 | ∀i = 1, . . . , n, zi ∈ C, |zi| = 1}
est évidemment un tore. De plus c'est un tore maximal de U(n). En eﬀet l'inclusion d'un
tore T ′ dans U(n) est une représentation unitaire de T ′ sur Cn. Grâce au lemme 2.2.1, on
décompose C en sous-espaces complexes de dimension 1 sur lesquels T ′ agit trivialement,
autrement dit il existe une base hermitienne où les matrices de T ′ sont toutes diagonales.
Le changement de base est représenté par un élement de U(n) et T ′ est conjugué par cet
élément à un sous-groupe de T .
Donc le rang de U(n) est n. On se donne les coordonnées canoniques sur T
∀x1, . . . , xn ∈ R (x1, . . . , xn) def=
 e2πix1 . . .
e2πixn

et sur t
(x1, . . . , xn)
def
=
 2πix1 . . .
2πixn

Dès lors P est le réseau entier pour les coordonnées duales comme annoncé.
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Pour organiser les poids, et par suite classer les représentations de G, on doit considérer
une réprésentation importante : la représentation adjointe de G sur son algèbre de Lie.
Soit la conjuguaison
Inng : G → G
h 7→ ghg−1
Alors Ad : G → GL(g) est déﬁnie par Ad(g) = (Inng)∗e et la représentation dérivée
ad : g → gl(g) vaut
ad(X)Y = [X, Y ]
Notons que (2.5) n'est rien d'autre dans ce cas que l'identité de Jacobi. On étend ces
représentations à gC = g⊗R C par C-linéarité. Pour tout poids α de Ad, on abrège (gC)α
en gα. Le poids 0 correspond au sous-espace g0 de gC où t agit trivialement et puisque ad
est le commutateur et t un sous-espace abélien, g0 contient tC = t ⊗ C. Comme t est de
plus maximale on a g0 = tC. Outre ce poids trivial, les poids non nuls de la représentation
gC sont appelés les racines de G. Leur ensemble ﬁni, dénoté R est appelé système de
racines. On va voir qu'il vériﬁe des conditions très fortes.
D'abord on doit faire une remarque importante compte-tenu qu'on s'intéresse particu-
lièrement au groupe U(n). Soit Z(G) le centre de G. Quasiment par déﬁnition, la repré-
sentation induite de la représentation adjointe Ad à Z(G) est triviale. Cela implique que
les racines vivent éventuellement dans un sous-espace propre de t∗. Soit Z(g) l'algèbre de
Lie de Z(G). Bien sûr Z(g) ⊂ Z(t) = t.
Lemme 2.2.3.  Les racines α ∈ R appartiennent à l'annihilateur R de Z(g) dans t∗.
De plus Z(g) =
⋂
α∈R kerα, donc R engendre exactement R et le rang de R est égal à la
co-dimension du centre. En particulier R est un système générateur de t∗ si et seulement
si Z(g) = {0} c'est-à-dire si Z(G) est ﬁni donc G est semi-simple (G est compact). Dans
le cas contraire (comme celui du groupe unitaire), l'étude de la représentation adjointe ne
permet pas de d'écrire les poids d'une représentation quelconque de G mais il faut aussi
regarder la représentation du centre.
Parmi les bases de R on en distingue certaines :
Déﬁnition 2.2.4.  Un sous-ensemble B de R est appelé base du système de racines si
(i) B est une base de R = V ect(R)
(ii) Tout élément α ∈ R peut s'écrire
(2.9) α =
∑
β∈B
nββ
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où les nβ sont des entiers soit tous positifs ou tous négatifs.
On admet qu'il en existe. Alors R est l'union disjointe de R+ et R−, respectivement
les racines positives  celles dont les coeﬃcients nβ dans (2.9) sont tous positifs  et les
racines négatives.
Exemple
Le complexiﬁé de u(n) est gl(n,C), l'ensemble des matrices carrées de taille n × n à
coeﬃcients complexes. Le sous-espace pour le poids nul de la représentation adjointe (com-
plexe) est u(n)0 = t ⊗ C, l'ensemble des matrices diagonales. Un supplémentaire évident
est m, l'ensemble des matrices avec des zéros sur la diagonale. Soit X = (x1, . . . , xn) ∈ t,
Y = (Yj,k)1≤j,k≤n ∈ m (∀j = 1, . . . , n, Yj,j = 0). Les coordonnées de ad(X)Y sont données
par
[X,Y ]j,k = 2πi(xj − xk)Yj,k
Par conséquent la base canonique de m, formée des matrices Ej,k, j 6= k avec 1 à la j-ième
ligne de la k-ième colonne, 0 partout ailleurs, fournit la décompososition en composantes
irréductibles (2.8) et les racines :
(2.10) [X,Ej,k] = 2πi(xj − xk)Ej,k
On note aussi xj ∈ t∗, j = 1, . . . , n la fonction coordonnée :
xj : (x1, . . . , xn) 7→ xj
Alors
Proposition 2.2.5.  On peut donner du système de racines R de U(n) la description
suivante :
(i) Les racines sont les xj − xk, j, k = 1, . . . , n, j 6= k.
(ii) Le sous-espace correspondant est u(n)xj−xk = CEj,k et la multiplicité 1.
(iii) Une base du système de racines est B = {xj − xj+1 | j = 1, . . . , n− 1}.
(iv) Les racines positives sont les xj − xk, j < k.
Dans les coordonnées duales des coordonnées canoniques de t, les racines positives sont
de la forme
α ∈ R+, α = (0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0)
et les éléments de la base sont les (0, . . . , 1,−1, . . . , 0) avec 1 prenant toutes les places
jusqu'à la (n− 1)-ième.
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Démonstration.  Les points (i) et (ii) résultent de (2.10). Bien sûr xj − xk, j > k n'est
rien d'autre que −(xk − xj). Alors (iii) et (iv) viennent de
∀j < k, xj − xk =
k−1∑
l=j
xl − xl+1
A présent, le centre Z(G) de U(n) est constitué des multiples zIn, |z| = 1 de l'identité et
Z(g) = {2πixIn | x ∈ R} = {(x1, . . . , xn) ∈ t | x1 = . . . = xn} est de dimension 1. Comme
prévu ∀X ∈ Z(g),∀α ∈ R, α(X) = 0 et R est de rang n − 1 bien que le groupe U(n)
soit de rang n. Cela se traduit dans les coordonnées canoniques par R = {(x1, . . . , xn) ∈
t∗ | ∑nj=1 xj = 0}. On appelle S le sous-espace analogue de t.
On appellera ainsi dans la suite S un supplémentaire de Z(g) dans t, de dimension q.
Le sous-espace R peut être identiﬁé au dual S∗ et les racines α ne seront regardées que
dans leur restriction à S.
Pour tout α ∈ R, vue comme une forme linéaire sur S, son noyau kerα est un hyperplan
de S et l'ensemble de ces hyperplans divise S en un nombre ﬁni de domaines convexes,
les chambres de Weyl du système de racines.
Déﬁnition 2.2.6.  Les composantes connexes de S\⋃α∈R kerα sont appelées chambres
de Weyl de R. Une chambre de Weyl Υ est ouverte dans S par déﬁnition et on désigne
par Υ¯ l'adhérence. Lorsqu'un hyperplan kerα rencontre Υ¯ ailleurs qu'en 0, l'intersection
est de dimension q − 1 (un demi-hyperplan de S) et dénommée mur de la chambre de
Weyl Υ. L'union des murs est le bord, ∂Υ = Υ¯ \Υ.
Tout ceci est plus clair avec un dessin : voir ﬁgure 1.
Un autre objet important est le groupe de Weyl. Soit N(T ) le normalisateur de T dans
G : N(T ) = {g ∈ G | gTg−1 = T}. Le centralisateur de T (l'ensemble des g ∈ G qui
commutent à tous les élements de T ) est T lui-même.
Déﬁnition 2.2.7.  Le groupe de Weyl de G est l'ensemble W des automorphismes de
T qui sont la restriction d'un automorphisme intérieur : W = {w = Inng|T | g ∈ N(T )}.
On voit que W ≃ N(T )/T .
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Fig. 1. Racines et chambres de Weyl
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Soit ρ : T → GL(V ) une représentation de T , h ∈ N(T ). La représentation ρ′ = ρ◦Inng
est équivalente à ρ via l'isomorphisme ρ(h) de V . En eﬀet
∀v ∈ V, ρ′(g)(ρ(h)v) = ρ(hgh−1)ρ(h)v = ρ(h)ρ(g)v
La même chose est vraie au niveau inﬁnitésimal. Par conséquent ρ et ρ′ ont la même
décomposition (2.8) donc quel que soit h ∈ N(T ), Innh laisse P(V ) stable dans t∗. De
plus on peut quotienter par T :
Lemme 2.2.8.  le groupe de Weyl W agit sur P(V ).
C'est-à-dire qu'il permute les poids d'une représentation. En particulier il y a la re-
présentation adjointe : W permute les racines de G. Par conséquent il permute aussi les
chambres de Weyl et les murs. Soit 〈 , 〉 un produit scalaire W-invariant sur t. Si on
prend S l'orthogonal de Z(g) dans t, W agit sur S et si on appelle sα, pour une forme
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linéaire α de S, la réﬂexion par rapport à l'hyperplan kerα, on peut montrer que W est
engendré dans le groupe des automorphismes de S par les sα, α parcourant R. En outre
il agit eﬀectivement et transitivement sur l'ensemble des chambres de Weyl.
Exemple
On a vu plus haut qu'on pouvait choisir comme tore maximal T de U(n) le sous-espace
des matrices unitaires diagonales.
Lemme 2.2.9.  Le groupe de Weyl W de T est isomorphe au groupe symétrique Sn
agissant en permutant les valeurs diagonales.
Démonstration.  Deux matrices conjuguées ont les mêmes valeurs propres par consé-
quent W permute les valeurs diagonales de g ∈ T . De plus il n'est pas diﬃcile de trouver
une matrice h de U(n) telle que Innh permute eﬀectivement deux valeurs diagonales à
des places données de n'importe quel g ∈ T .
Par conséquent il agit trivialement sur les multiples de l'identité. Le produit scalaire
canonique associé aux coordonnées canoniques
〈(x1, . . . , xn), (y1, . . . , yn)〉 =
n∑
i=1
xiyi
est évidemment W-invariant. Le sous-espace S choisi plus haut est bien l'orthogonal de
Z(g) = R(1, 1, . . . , 1) par ce produit scalaire. Le noyau de α = xi − xj est kerα =
{(x1, . . . , xn) | xi = xj} et la réﬂexion sα est l'application qui échange xi et xj dans les
coordonnées canoniques. Bien sûr le groupe symétrique est engendré par les transpositions.
Ce qui restreint beaucoup les dispositions possibles des racines dans R et permet ﬁnale-
ment de classiﬁer les groupes de Lie, en regardant leur système de racines, est l'observation
suivante. Le produit scalaire 〈 , 〉 permet d'identiﬁer S à R ≃ S∗. Soit α ∈ R, sα vue
comme endomorphisme de R est la réﬂexion par rapport à l'orthogonal de α, identiﬁé à
kerα. Elle est donnée explicitement par
∀β ∈ R, sα(β) = β − 2〈α, β〉〈α, α〉 α
Maintenant si β aussi est une racine, sα(β) est une racine et sα(β) − β est un poids
(abstrait). Comme il est colinéaire à α, c'est un multiple entier de α :
nαβ =
2〈α, β〉
〈α, α〉 ∈ Z
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Si on note (̂α, β) l'angle entre α et β déﬁni par le produit scalaire
nαβ = 2
|β|
|α| cos (̂α, β)
où |α| =√〈α, α〉. Inversement, en partant de la racine β et de la réﬂexion associée sβ on
déﬁnit de même nβα ∈ Z et le produit
dαβ = nαβnβα = 4 cos (̂α, β)
2
est un entier compris entre 0 et 4. Le cas dαβ = 4 correspond à β = ±α. Les 4 autres
cas 0, 1, 2, 3 correspondent à cos (̂α, β) égal à 0, ±1
2
, ±
√
2
2
, ±
√
3
2
puis en retournant à nαβ
on détermine le rapport des normes |α||β| . Il y a donc un petit nombre ﬁni de cas. Chacun
de ceux qui ont eﬀectivement lieu, pour un groupe de Lie G, est décrit par un type de
diagramme de Dynkin.
Soit la matrice carrée q×q,M = (dα,β)α,β∈B, pour un choix de base B deR. Le graphe de
Coxeter de M est le graphe dont les sommets sont indexés par les éléments de B et chaque
paire de sommets distincts α, β est liée par dα,β arêtes. Mais les nombres dα,β donnent
uniquement le cosinus de l'angle (̂α, β), au signe près. Pour reconstituer la géométrie du
système de racines il faut également des informations sur le rapport des normes de α, β :
Déﬁnition 2.2.10.  Le diagramme de Dynkin d'un système de racines R est le graphe
de Coxeter de M , avec une ﬂèche > ou < sur chaque double ou triple arête dirigée vers
le sommet correspondant à la racine la plus courte (de norme inférieure).
En eﬀet dans le cas où dαβ = 1, les normes sont égales : |α| = |β|. On peut montrer que
le diagramme de Dynkin ne dépend pas du choix d'une base et caractérise le système de
racines puis l'algèbre de Lie (deux algèbres de Lie sont isomorphes si et seulement si les
diagrammes associés sont isomorphes, au sens des graphes.)
Exemple
On a 〈xj, xk〉 = δjk. Donc deux racines distinctes α = xj − xj+1 et β = xk − xk+1
de la base B ont un produit scalaire non nul si et seulement si j et k sont deux entiers
consécutifs. Dans ce cas dα,β = 1. De fait les normes sont égales et l'angle (̂α, β) vaut 2π3 .
Le diagramme de Dynkin de U(n) est alors celui dessiné à la ﬁgure 2.
Retournons à une représentation quelconque V de G. Les poids nous intéressent aussi
parce qu'ils permettent d'indexer de façon univoque les représentations de G. Pour cela il
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Fig. 2. Diagramme de Dynkin
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faut choisir une chambre de Weyl qu'on appellera chambre fondamentale et qu'on notera
Γ. Il y a une bijection entre les chambres de Weyl et les bases de R. Autrement dit il y
a une (unique) chambre fondamentale Γ associée à B. Soit α ∈ R, Pα est un demi-plan
limité par kerα :
Pα = {v ∈ t |〈α, v〉 > 0 }
Alors on pose
Γ =
⋂
α∈B
Pα = {v ∈ t |∀α ∈ B, 〈α, v〉 > 0 }
Exemple
Soit α = xj − xk. Le demi-plan Pα est l'ensemble des X = (x1, . . . , xn) ∈ t tels que
xj > xk lorsque j < k (i.e. α ∈ R+) ou xj < xk si j > k (α ∈ R−). Alors la chambre
fondamentale associée à notre choix de base est
Γ = {(x1, . . . , xn) |x1 > x2 > . . . > xn }
On a aussi
Γ = {(x1, . . . , xn) | x1 ≥ x2 ≥ . . . ≥ xn }
Maintenant l'ensemble des poids de V est une union disjointe d'orbites deW et comme
le groupe de Weyl agit eﬀectivement et transitivement sur les chambres de Weyl, chaque
orbite a un et un seul élément dans l'adhérence de la chambre fondamentale :
P(V ) =
⊔
α∈P(V )∩Γ
Wα
En outre on a une relation d'ordre sur les orbites. Soit O une orbite de W dans V . On
note Conv(O) l'enveloppe convexe de O. Alors pour deux orbites O, O′ on déﬁnit :
O ¹ O′ ⇐⇒ Conv(O) ⊆ Conv(O′)
Proposition et déﬁnition 2.2.11.  Soit G un groupe de Lie compact, connexe.
(i) Pour chaque représentation irréductible V de G, il existe une unique orbite de W dans
P(V ) maximale pour la relation ¹. Le poids γ de cette orbite dans l'adhérence Γ de la
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Fig. 3. Base et chambre fondamentale de U(n)
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chambre fondamentale est appelé poids dominant de la représentation irréductible V . Sa
multiplicité est 1.
(ii) Deux représentations irréductibles de G avec le même poids dominant sont équiva-
lentes.
(iii) A tout poids dans Γ correspond une représentation irréductible de G.
Exemples
Pour la représentation usuelle λ1,0 de U(n) sur Cn, la décomposition en composantes
irréductibles (2.8) de la représentation de T est donnée par la base canonique. Les poids
associés sont les xi, i = 1, . . . , n et le poids dominant est x1 = (1, 0, . . . , 0).
L'ensemble des poids de la représentation adjointe de U(n) ne contient que deux orbites :
{0} et R. L'unique racine dans Γ : γ = (1, 0, . . . , 0,−1) est le poids dominant. Mais u(n)C
n'est pas irréductible. En eﬀet le centre Z(g) ≃ R est invariant (ad vaut 0 sur Z(g)).
Autrement dit, u(n)C est isomorphe à l'espace des formes de types (1,1), qui contient
l'élément invariant ω. Alors
λ1,1 = λ1,10 ⊕ Rω
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où λ1,10 = [1, 0, . . . , 0,−1] est irréductible. Plus de détails seront donnés au chapitre 3.
Plus généralement, quels que soient p, q ≥ 1, on déﬁnit l'application équivariante
L : λp−1,q−1 → λp,q
α 7→ ω ∧ α
Déﬁnition 2.2.12.  L'espace des formes primitives de type (p, q), noté λp,q0 , est l'or-
thogonal de l'image de L dans λp,q.
Lorsque p + q ≤ n, l'application L est injective, par conséquent
λp,q ≃ λp,q0 ⊕ λp−1,q−1
et on peut montrer que λp,q0 est la représentation irréductible de U(n) de poids dominant
(1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
q
)
Finalement, pour p + q ≤ n, p ≥ q,
λp,q ≃ λp,q0 ⊕ λp−1,q−1 ⊕ . . .⊕ λp−q,0
En particulier λp,q0 est la composante primitive  la composante irréductible de plus grande
dimension  de λp,q. Pour p + q > n en revanche λp,q0 = {0}.
On déﬁnit aussi
σp,q = ⊙pλ1,0 ⊗⊙qλ0,1
par analogie à (3.4). Si p = 0 ou q = 0, σp,q est irréductible mais lorsque p, q ≥ 1, on note
σp,q0 la composante primitive de σp,q, de poids dominant (p, 0, . . . , 0,−q).
2.3. Décomposition irréductible des produits tensoriels
Désormais on indique entre parenthèse après le nom d'une représentation son poids
dominant si elle est irréductible : V (γ), ou même simplement [γ]. Soient donc V (γ) et
W (λ) deux représentations irréductibles de G. Le poids γ + λ ∈ Γ est le poids dominant
d'une représentation irréductible, appelée produit de Cartan de V et W qu'on peut voir
comme un sous-espace de V ⊗W . Plus généralement, on obtient tous les poids de V ⊗W
en additionnant n'importe quel poids de V à n'importe quel poids de W . Cependant si
on cherche la décomposition en composantes irréductibles de V ⊗W
(2.11) V ⊗W =
∑
α∈D
(V ⊗W )α
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où les (V ⊗W )α sont les composantes isotypiques
(V ⊗W )α ≃ mα[α]
on n'est intéressé, parmi les poids de V ⊗W , que par les poids dominants des représenta-
tions intervenant dans (2.11) c'est-à-dire par le sous-ensemble D de P(V ⊗W ) ∩ Γ, ainsi
que par les multiplicités mα. Ce que dit Salamon ([48], p81, voir les références données
par l'auteur) c'est qu'on peut les obtenir uniquement en manipulant la liste des γ + β,
β ∈ P(W ) i.e. on a besoin de connaître tous les poids d'une représentation sur deux
seulement. La méthode n'est cependant pas directe : non seulement γ + β n'appartient
pas généralement à Γ mais il ne suﬃt pas de prendre le poids de l'orbite correspondante
W (γ + β) dans la chambre fondamentale Γ. Ce qu'il faut faire est très bien résumé par le
schéma à la page 82 de [48]. On le rappelle brièvement.
Avant tout on déﬁnit la quantité utile
h =
1
2
∑
α∈R+
α
Elle vériﬁe β ∈ Γ si et seulement si β + h ∈ Γ. D'autre part, on associe à tout élément
w de W son signe ε(w) = ±1 selon qu'il est engendré par un nombre pair ou impair de
réﬂexions sα, α ∈ R.
A présent, soit β ∈ P(W ). On associe au poids γ + β un poids α ∈ D si et seulement
si il existe w ∈ W tel que w(γ + β + h) ∈ Γ. Alors α = w(γ + β + h)− h ∈ Γ. L'ensemble
des β qui le vériﬁent est noté P ′(W ). Comme W agit eﬀectivement et transitivement sur
les chambres de Weyl, w lorsqu'il existe est unique. Plusieurs cas se présentent.
1) Si γ + β ∈ Γ, c'est tel quel le poids dominant d'une représentation irréductible de la
décomposition de V ⊗W : α = γ+β ∈ D mais il reste à calculer la multiplicité mα. Dans
ce cas w est l'identité.
2) Si γ+β+h n'appartient pas à Γ, comme en 1), mais à ∂Γ, pour tout w ∈ W , w(γ+β+h)
appartiendra au mieux à un autre mur de Γ donc w(γ + β + h)− h /∈ Γ. Par conséquent
il faut rejeter ce poids : β /∈ P ′(W ).
3) Si γ + β +h /∈ Γ alors il existe un unique w tel que w(γ + β +h) ∈ Γ et de deux choses
l'une :
a) si γ + β + h appartenait à un mur, w(γ + β + h) ∈ ∂Γ et on est ramené au cas 2).
b) mais s'il appartenait à l'intérieur d'une chambre, w(γ+β+h) ∈ Γ comme on souhaite.
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Finalement on a la formule pour calculer les multiplicités :
∀α ∈ D, mα =
∑
β∈P ′(W )
w(γ+β+h)−h=α
ε(w) mult(β)
On va maintenant présenter quelques décompositions calculées par cette méthode.
Comme Salamon on abrègera assez clairement β ∈ P ′(W ) en √ et β /∈ P ′(W ) en ×.
Exemples
D'abord on calcule h pour U(n) :
h =
1
2
∑
1≤j<k≤n
(xj − xk)
=
1
2
∑
1≤j<n
∑
j<k≤n
(xj − xk)
=
1
2
(n− 1, (n− 2)− 1, (n− 3)− 2, . . . ,−(n− 1))
=
1
2
(n− 1, n− 3, . . . ,−n + 1)
Notons que la diﬀérence entre deux coordonnées consécutives de h est 1. Soit un poids
α = (d1, . . . , dn) tel qu'il existe j tel que dj+1 − dj = 1. Alors les coordonnées de α+ h =
(d′1, . . . , d
′
n) vériﬁent d′j+1 = d′j c'est-à-dire que α+h appartient à un mur. Par conséquent
si ce poids, α apparaît dans la liste de la somme des poids de V et W , il est à rejeter, par
2) ou 3)a) ci-dessus.
On cherche à décomposer Λ1 ⊗ [λ1,1] :
[[λ1,0]]⊗ [λ1,1] = [[λ1,0 ⊗ λ1,1]]
Il existe un sous-espace U2, U(n)-invariant tel que
λ1,0 ⊗ λ1,1 = λ2,1 ⊕ U2
Lemme 2.3.1.  Soit n ≥ 3. Soit U20 la composante primitive de U2. La décomposition
(2.12) Λ1 ⊗ [λ1,1] ≃ [[λ2,10 ]]⊕ [[U20 ]]⊕ 2Λ1
est la décomposition en composantes irréductibles de la représentation de U(n). Pour
n = 2, la décomposition reste valable mais [[λ2,10 ]] = {0}.
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Démonstration.  On connaît les poids de la représentation adjointe u(n)C ≃ λ1,1. Ce-
pendant cette représentation n'est pas irréductible. Pour appliquer la méthode de Salamon
on doit plutôt regarder λ1,10 , de poids dominant (1, 0, . . . , 0,−1). On sait que
λ1,0 ⊗ λ1,1 ≃ λ1,0 ⊕ λ1,0 ⊗ λ1,10
Pour plus de clarté on ﬁxe n = 4.
β γ + β γ + β + h α
(1, 0, 0, 0) (2, 0, 0,−1)√ (2, 0, 0,−1)
(0, 1, 0, 0) (1, 1, 0,−1)√ (1, 1, 0,−1)
(0, 0, 1, 0) (1, 0, 1,−1) (5
2
, 1
2
, 1
2
,−5
2
)×
(0, 0, 0, 1) (1, 0, 0, 0)
√
(1, 0, 0, 0)
On a bien
[1, 0, 0, 0]⊕ [1, 0, 0,−1] = [2, 0, 0,−1]⊕ [1, 1, 0,−1]⊕ [1, 0, 0, 0] = U20 ⊕ λ2,10 ⊕ λ1,0
La représentation U20 est par déﬁnition la représentation irréductible de U(n) de poids
dominant (2, 0, . . . , 0,−1) c'est-à-dire σ2,10 et [[U2]] ≃ [[σ2,1]].
L'espace abstrait des tenseurs de courbure hermitienne est Λ2⊗ [λ1,1] (l'endomorphisme
R˜X,Y commute à J quels que soient les vecteurs X et Y ). On le décompose en composantes
irréductibles. On a premièrement
Λ2 ⊗ [λ1,1] = [[λ2,0]]⊗ [λ1,1] ⊕ [λ1,1]⊗ [λ1,1]
Puis
Proposition 2.3.2.  Soient V 1 la représentation irréductible de U(n) de poids domi-
nant (2, 0, . . . , 0,−1,−1) et V 2 = [2, 1, 0, . . . , 0, 1]. Pour n ≥ 4, les décompositions
[[λ2,0]]⊗ [λ1,1] = [[λ2,0 ⊗ λ1,1]]
≃ [[λ3,10 ]]⊕ [[V 2]]⊕ 2[[λ2,0]]⊕ [[σ2,0]](2.13)
et
[λ1,1]⊗ [λ1,1] = [λ1,1 ⊗ λ1,1]
≃ [λ2,20 ]⊕ [[V 1]]⊕ [σ2,20 ]⊕ 4[λ1,10 ]⊕ 2R(2.14)
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sont les décompositions en composantes irréductibles des représentations de U(n). Pour
n = 3 ces décompositions deviennent
(2.15) [[λ2,0]]⊗ [λ1,1] ≃ [[V 2]]⊕ 2[[λ2,0]]⊕ [[σ2,0]]
et
(2.16) [λ1,1]⊗ [λ1,1] ≃ [[V 1]]⊕ [σ2,20 ]⊕ 4[λ1,10 ]⊕ 2R
Enﬁn pour n = 2, [[V 1]] et [[V 2]] sont en outre réduits à 0.
Démonstration.  On doit démontrer, au niveau des représentations complexes,
λ2,0 ⊗ λ1,10 ≃ λ3,10 ⊕ V 2 ⊕ λ2,0 ⊕ σ2,0
et
λ1,10 ⊗ λ1,10 ≃ λ2,20 ⊕ V 1 ⊕ V 1 ⊕ σ2,20 ⊕ 2λ1,10 ⊕ R
On prend n = 4 (pour n > 4 les démonstrations sont similaires).
On connaît tous les poids de λ1,10 et le poids dominant de λ2,0 : (1, 1, 0, 0). On peut donc
appliquer l'algorithme de décomposition des produits tensoriels :
(1, 0, 0,−1) (2, 1, 0,−1)√ (2, 1, 0,−1)
(1, 0,−1, 0) (2, 1,−1, 0) (7
2
, 3
2
,−3
2
,−3
2
)×
(1,−1, 0, 0) (2, 0, 0, 0)√ (2, 0, 0, 0)
(0, 1, 0,−1) (1, 2, 0,−1) (5
2
, 5
2
,−1
2
,−5
2
)×
(0, 1,−1, 0) (1, 2,−1, 0) (5
2
, 5
2
,−3
2
,−3
2
)×
(−1, 1, 0, 0) (0, 2, 0, 0) (3
2
, 5
2
,−1
2
,−3
2
) −(5
2
, 3
2
,−1
2
,−3
2
) −(1, 1, 0, 0)
(0, 0, 1,−1) (1, 1, 1,−1)√ (1, 1, 1,−1)
(0,−1, 1, 0) (1, 0, 1, 0) (5
2
, 1
2
, 1
2
,−3
2
)×
(−1, 0, 1, 0) (0, 1, 1, 0) (3
2
, 3
2
, 1
2
,−3
2
)×
(0, 0,−1, 1) (1, 1,−1, 1) (5
2
, 3
2
,−3
2
,−1
2
) −(5
2
, 3
2
,−1
2
,−3
2
) −(1, 1, 0, 0)
(0,−1, 0, 1) (1, 0, 0, 1) (5
2
, 1
2
,−1
2
,−1
2
)×
(−1, 0, 0, 1) (0, 1, 0, 1) (3
2
, 3
2
,−1
2
,−1
2
)×
3(0, 0, 0, 0) 3(1, 1, 0, 0)
√
3(1, 1, 0, 0)
En particulier la multiplicité de λ2,0 = [1, 1, 0, 0] est 3−1−1 = 1. Les autres composantes
sont V 2 = [2, 1, 0,−1], le produit de Cartan de λ1,1 et λ2,0, σ2,0 = [2, 0, 0, 0] et λ3,10 =
[1, 1, 1,−1]. Le facteur 3 à la dernière ligne correspond à la multiplicité du poids 0 dans la
représentation λ1,10 , strictement supérieure à 1 dès que n > 2. On sait que le tore maximal
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de U(n) est de dimension n donc u(n)0 est de dimension complexe n mais λ1,10 ≃ u(n)C⊕C
donc mult(0) = n− 1.
En ce qui concerne la deuxième décomposition,
(1, 0, 0,−1) (2, 0, 0,−2)√ (2, 0, 0,−2)
(1, 0,−1, 0) (2, 0,−1,−1)√ (2, 0,−1,−1)
(1,−1, 0, 0) (2,−1, 0,−1) (7
2
,−1
2
,−1
2
,−3
2
)×
(0, 1, 0,−1) (1, 1, 0,−2)√ (1, 1, 0,−2)
(0, 1,−1, 0) (1, 1,−1,−1)√ (1, 1,−1,−1)
(−1, 1, 0, 0) (0, 1, 0,−1) (3
2
, 3
2
,−1
2
,−5
2
)×
(0, 0, 1,−1) (1, 0, 1,−2) (5
2
, 1
2
, 1
2
,−7
2
)×
(0,−1, 1, 0) (1,−1, 1,−1) (5
2
,−1
2
, 1
2
,−5
2
) −(5
2
, 1
2
,−1
2
,−5
2
) −(1, 0, 0,−1)
(−1, 0, 1, 0) (0, 0, 1,−1) (3
2
, 1
2
, 1
2
,−5
2
)×
(0, 0,−1, 1) (1, 0,−1, 0) (5
2
, 1
2
,−3
2
,−3
2
)×
(0,−1, 0, 1) (1,−1, 0, 0) (5
2
,−1
2
,−1
2
,−3
2
)×
(−1, 0, 0, 1) (0, 0, 0, 0)√ (0, 0, 0, 0)
3(0, 0, 0, 0) 3(1, 0, 0,−1)√ 3(1, 0, 0,−1)
On identiﬁe : λ1,10 est de multiplicité 3 − 1 = 2, σ2,20 = [2, 0, 0,−2], V 1 = [2, 0,−1,−1]
par déﬁnition et V 1 = [1, 1, 0,−2]. En eﬀet le représentant de l'orbite de (−2, 0, 1, 1) =
−(2, 0,−1,−1) dans la chambre fondamentale Γ est (1, 1, 0,−2). Enﬁn λ2,20 = [1, 1,−1,−1]
n'est pas déﬁni lorsque n = 3 et [0, 0, 0, 0] est isomorphe à R.
Aﬁn de caractériser V 1 on remarque que λ2,2, σ2,2 sont inclus dans le produit symétrique.
En fait
(2.17)
⊙2[λ1,1] = λ2,2 ⊕ σ2,2
Or
λ2,2 ≃ λ2,20 ⊕ λ1,10 ⊕ R
σ2,2 ≃ σ2,20 ⊕ λ1,10 ⊕ R
car σ1,10 = λ1,10 = [1, 0, . . . , 0,−1]. On en déduit∧2λ1,1 ≃ [[V 1]]⊕ 2[λ1,10 ]
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D'autre part on déduit de (2.17) :
Lemme 2.3.3.  L'espace abstrait des tenseurs de courbure kähleriens se décompose en
composantes irréductibles pour U(n) en
(2.18) K(u(n)) ≃ [σ2,2] ≃ [σ2,20 ]⊕ [λ1,10 ]⊕ R
De plus, l'espace des tenseurs de courbure riemannienne des variétés à holonomie contenue
dans SU(n) (les variétés de Calabi-Yau) est isomorphe en tout point à
(2.19) K(su(n)) ≃ [σ2,20 ]
Démonstration.  En eﬀet,
K(u(n)) ⊂⊙2(Λ2) ∩ Λ2 ⊗ u(n) =⊙2[λ1,1]
Maintenant l'intersection de Λ4 avec
⊙2[λ1,1] est évidemment [λ2,2] et par la proposition
1.2.31 on a (2.18).
Pour la deuxième partie du lemme, su(n) ≃ [λ1,10 ] d'où
K(su(n)) = K(u(n)) ∩⊙2[λ1,10 ] = [σ2,20 ]

CHAPITRE 3
VARIÉTÉS PRESQUE HERMITIENNES
3.1. Variétés complexes, variétés presque complexes
Le groupe GL(n,C) est le groupe des endomorphismes complexes de Cn, soit des ma-
trices carrées de taille n× n à coeﬃcients complexes. Mais Cn peut-être vu aussi comme
R2n par
(3.1) (z1, . . . , zn) 7→ (x1, . . . , xn, y1, . . . , yn), ∀j = 1, . . . , n, zj = xj + iyj
Alors la multiplication par i est l'endomorphisme de carré −1
(3.2) J : (x1, . . . , xn, y1, . . . , yn) 7→ (−y1, . . . ,−yn, x1, . . . , xn)
et le groupeGL(n,C) est l'ensemble des endomorphismes R-linéaires de R2n qui préservent
J . Le plongement est donné au niveau des matrices par
A + iB →
(
A −B
B A
)
Soit M une variété réelle de dimension paire m = 2n. Par le lemme 1.1.6, une réduction
du ﬁbré des repères à GL(n,C), notée GL(M,C), est la donnée (diﬀérentiable) d'un
endomorphisme Jx de carré −1 de chaque espace tangent TxM . Le champ de tenseurs J
est appelé structure presque complexe de M . Les repères appartenant à GL(M,C) sont
ceux de la forme {X1, . . . , Xn, Y1, . . . , Yn} avec, ∀j = 1, . . . , n, Yj = JXj.
La représentation complexe usuelle de GL(n,C) sur Cn engendre le ﬁbré vectoriel com-
plexe associé T 1,0. Quant à la représentation conjuguée elle est associée à T 0,1. On peut
voir T 1,0 et T 0,1 comme des sous-ﬁbrés de TCM = TM ⊗R C. Pour cela, on étend J à
TCM par C-linéarité. Alors T 1,0x en tout point x ∈M est le sous-espace propre de Jx pour
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la valeur propre i et T 0,1x est le sous-espace propre pour la valeur −i.
(3.3) TCM = T 1,0 ⊕ T 0,1
Puisque GL(n,C) est déﬁni dans GL(m,R) comme l'ensemble des endomorphismes qui
commutent à J , il préserve ses sous-espaces propres.
Soit X un vecteur complexe, on note X1,0, X0,1 les composantes de X dans la décom-
position (3.3). Comme J2 = −Id, les projections sont données par X1,0 = 1
2
(X − iJX),
et X0,1 = 1
2
(X + iJX). En particulier
TM → T 1,0 et TM → T 0,1
X 7→ X − iJX X 7→ X + iJX
sont des isomorphismes.
De même les représentations duales de GL(n,C) sur (Cn)∗ et (Cn)∗ donnent naissance
aux ﬁbrés λ1,0 et λ0,1, qu'on peut voir comme les sous-espaces propres de J , agissant sur
λ1 = Λ1
C
par Jα(X) = −α(JX) :
λ1 = λ1,0 ⊕ λ0,1
Plus généralement on pose
(3.4) λp,q =
∧pλ1,0 ⊗∧qλ0,1
l'ensemble des formes complexes de type (p, q). Alors
λr =
⊕
p+q=r
λp,q
Maintenant J est un endomorphisme inversible de TM , d'inverse −J . Il peut donc agir sur
les ﬁbrés de tenseurs par (1.5) ou (1.6). Pour des p-formes (même complexes) l'action de
J comme section du ﬁbré adjoint gl(M,C) est donnée par (1.8). Alors λp,q est caractérisée
dans λr, r = p + q par
∀α ∈ λp,q, J.α = i(p− q)α
Alternativement λ1,0 (resp. λ0,1) est l'ensemble des 1-formes complexes qui annulent T 0,1
(resp. T 1,0) :
α ∈ λ1,0 ssi ∀X ∈ TM, α(X + iJX) = 0
et λp,q est l'ensemble des formes complexes qui s'annulent si on les applique à p+1 vecteurs
de type (1,0) ou q + 1 vecteurs de type (0,1).
Il y a des variétés qui ont une structure GL(n,C) naturelle : les variétés complexes (ou
les variétés réelles sous-jacentes d'une variété complexe). Dans ce cas la structure presque
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complexe est la multiplication par i sur chaque espace tangent. Mais cette structure
GL(n,C) n'est pas quelconque.
Les cartes complexes de M sont des fonctions holomorphes donc elles fournissent des
sections de GL(M,C), localement autour de tout point de M par (1.11). Réciproquement
Lemme 3.1.1.  Une variété admet une structure GL(n,C) intégrable si et seulement
si elle est complexe.
Démonstration.  Soit s une section intégrable de GL(M,C), déﬁnie autour d'un point
x ∈M , associée à une carte ϕ : U → R2n. La diﬀérentielle de s doit vériﬁerDϕ◦J = J◦Dϕ
ou en identiﬁant R2n à Cn comme en (3.1),
Dϕ ◦ J = iDϕ
Puis si (ϕ,U), (ϕ′, U ′) sont deux telles cartes, quel que soit x ∈ ϕ(U ∩U ′), D(ϕ−1 ◦ϕ′)(x)
est C-linéaire donc ϕ−1 ◦ ϕ′ : ϕ(U ∩ U ′) → ϕ′(U ∩ U ′) est une application holomorphe.
Par conséquent à partir d'une structure GL(n,C) intégrable on peut construire un atlas
de variété complexe sur M .
Soit s = {X1, . . . , Xn, Y1, . . . , Yn} une section de GL(M), s∗τ = (x1, . . . , xn, y1, . . . , yn).
On pose Zj = Xj− iYj ∈ TCM et zj = xj + iyj ∈ λ1. Alors s est une section de GL(M,C)
si et seulement si quel que soit j = 1, . . . , n, Yj = JXj c'est-à-dire Zj ∈ T 1,0 ou encore
zj ∈ λ1,0. De plus par le lemme 1.1.7, s est intégrable si et seulement si d(s∗τ) = 0. Par
conséquent,
Lemme 3.1.2.  Soit M une variété de dimension m = 2n munie d'une GL(n,C)-
structure GL(M,C). Elle est intégrable si et seulement si on peut trouver, au voisinage
de chaque point, n formes fermées de type (1, 0) linéairement indépendantes.
Dans un tel co-repère, toute 1-forme α ∈ λ1,0 s'écrit
α = f1z1 + . . . + fnzn
pour des fonctions fj : U → C. Alors
dα = df1 ∧ z1 + . . . + dfn ∧ zn
d'où, puisque dfj ∈ λ1 pour tout j = 1, . . . , n est la somme d'une forme de type (1,0) et
d'une forme de type (0,1), dα ∈ λ2,0 ⊕ λ1,1.
Donc si α est de type (1,0), i.e.
∀X ∈ T 0,1, α(X) = 0
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quels que soient X, Y ∈ T 0,1,
(3.5) 0 = dα(X, Y ) = −α([X, Y ])
Autrement dit, puisque (3.5) est valable pour toute forme α ∈ λ1,0, GL(M,C) est
intégrable si et seulement si
(3.6) ∀X,Y ∈ T 0,1, [X, Y ] ∈ T 0,1
c'est-à-dire ssi la distribution T 0,1 est intégrable dans TCM par le théorème de Frobenius.
Soient X, Y ∈ TM . La partie de type (1, 0) de [X0,1, Y 0,1] est donnée par
[X0,1, Y 0,1]1,0 =
1
4
(Id− iJ)[X + iJX, Y + iJY ]
= N(X, Y )− iJN(X, Y )(3.7)
où
Déﬁnition 3.1.3.  Le tenseur N est le tenseur de Nijenhuis de J . Il est déﬁni par
(3.8) N(X, Y ) = 1
4
([JX, JY ]− J [JX, Y ]− J [X, JY ]− [X,Y ])
Il mesure l'intégrabilité à l'ordre 1 de la structure presque complexe mais d'après le
théorème de Newlander, Nirenberg [44], on a en fait que J est intégrable si et seulement
si N = 0.
En résumé :
Proposition 3.1.4.  Soit M une variété de dimension m = 2n. Les conditions sui-
vantes sont équivalentes :
(i) GL(M,C) déﬁnie par J est intégrable.
(ii) Quelle que soit α ∈ λ1,0, (dα)0,2 = 0.
(iii) Les distributions T 1,0 ou T 0,1 sont intégrables.
(iv) Le tenseur de Nijenhuis N est nul.
Les points (ii) à (iv) sont équivalents par ce qui précède. En revanche (i) est plus
forte a priori. Que (iv) implique ﬁnalement (i) est précisément le contenu du théorème de
Newlander, Nirenberg.
Soit α ∈ λ1,0, quels que soient X, Y ∈ TCM ,
(3.9) (dα)0,2(X,Y ) = dα(X0,1, Y 0,1) = −α([X0,1, Y 0,1]) = −α(N(X, Y ))
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en combinant (3.5), (3.7) (en étendant N à TCM par C-linéarité). On a bien (dα)2,0 = 0
pour toute forme α ∈ λ1,0 ssi N = 0. Par là le tenseur N peut-être vu comme un élément
de Hom(λ1,0, λ0,2) ≃ λ0,1 ⊗ λ0,2, ou autrement dit le tenseur réel N vit dans un espace
isomorphe à [[λ0,1 ⊗ λ0,2]].
Soit une forme décomposable α = αi1 ∧ . . .∧αip ∧βi1 ∧βiq ∈ λp,q où pour tout j, αj est
de type (1,0) et βj est de type 0, 1. En prenant la diﬀérentielle extérieure on voit aisément
dα ∈ λp−1,q+2 ⊕ λp,q+1 ⊕ λp+1,q ⊕ λp,q+1
Mais si J est intégrable, par la proposition 3.1.4, (ii),
d(Ω1,0(M)) ⊂ Ω2,0(M)⊕ Ω1,1(M)
et par conjugaison
d(Ω0,1(M)) ⊂ Ω1,1(M)⊕ Ω0,2(M)
D'où
Proposition 3.1.5.  La structure presque complexe J est intégrable si et seulement si
quels que soient p, q = 1, . . . , n,
d(Ωp,q(M)) ⊂ Ωp,q+1(M)⊕ Ωp+1,q(M)
3.2. Variétés presque hermitiennes, classiﬁcation de Gray-Hervella
Le groupe U(n) peut être décrit de deux façons  comme GL(n,C)  comme le groupe
des endomorphismes C-linéaires unitaires de Cn, muni de son produit scalaire hermitien
canonique h  l'ensemble des matrices carrées n×n à coeﬃcients complexes, hermitiennes
 ou à l'intérieur de GL(2n,R), comme le sous-groupe des endomorphismes qui préservent
le produit scalaire canonique g de R2n et J , déﬁni par (3.2), à la fois.
L'endomorphisme J est lui-même orthogonal, par conséquent g et J déﬁnissent une
2-forme ω par
(3.10) ∀X, Y ∈ R2n, ω(X, Y ) = g(JX, Y )
En eﬀet g(JX, Y ) = g(J2X, JY ) = −g(X, JY ). Les tenseurs h, g et ω sont liés entre eux
par
h(X,Y ) = g(X, Y ) + iω(X, Y )
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Alors, une réduction à U(n) du ﬁbré des repères équivaut à la donnée d'une métrique et
d'une structure presque complexe, ou d'une métrique et d'une 2-forme, compatibles au
sens de la
Déﬁnition 3.2.1.  Une variété presque hermitienne est une variété M2n donnée avec
une réduction du ﬁbré des repères GL(M) à U(n) ou autrement dit, avec une métrique g
et une structure presque complexe vériﬁant
(3.11) ∀X,Y ∈ TM, g(JX, JY ) = g(X, Y )
Déﬁnition 3.2.2.  La 2-forme diﬀérentielle ω déﬁnie par (3.10) est la forme de Kähler
de la variété presque hermitienne.
Le stabilisateur d'une 2-forme non-dégénérée sur R2n est Sp(2n,R), le groupe sym-
plectique. Une structure U(n), déﬁnissant une variété presque hermitienne, est donc l'in-
tersection d'une structure Sp(2n,R) et d'une structure GL(n,C) (ou structure presque
complexe).
Les sections s de Sp(M) sont telles que si s∗τ = (x1, . . . , xn, y1, . . . , yn), la 2-forme ω
s'écrit
ω = x1 ∧ y1 + . . . + xn ∧ yn
Si s est intégrable, dxj = dyj = 0 pour tout j = 1, . . . , n donc si Sp(M) est intégrable,
dω = 0. La réciproque est vraie : c'est le théorème de Darboux. D'autre part on a vu à
la section 1, proposition 3.1.4, que GL(M,C) est intégrable si et seulement si N = 0. Par
conséquent, pour une variété presque hermitienne, si U(M) est intégrable, ou seulement
intégrable à l'ordre 1, on doit avoir dω = 0 et N = 0.
Soit SO(M) la réduction de GL(M) à SO(m) induite par la métrique g, U(M) est la
réduction de SO(M) à U(n) induite par ω. En eﬀet
U(n) = StabSO(m)ω
Notez qu'on désigne ici de la même façon, par ω, le tenseur constant de Λ2R2n et la
2-forme diﬀérentielle.
Soit ∇ la connexion de Levi-Civita de g, la torsion intrinsèque de U(M) (cf déﬁnition
1.2.24) est identiﬁée à ∇ω ou ∇J . L'identiﬁcation est donnée par
(3.12) η.ω = ∇ω
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Le sous-espace u(M) de so(M) est l'ensemble des endomorphismes qui commutent à J
alors, comme J est orthogonal, u(M)⊥ est l'ensemble des endomorphismes qui anticom-
mutent à J . La torsion intrinsèque en particulier vériﬁe
(3.13) ηXJY + JηXY = 0
Pour une variété métrique, l'application
so(M) → Λ2
A 7→ { (X,Y ) 7→ g(AX, Y ) }(3.14)
est un isomorphisme. Pour une variété presque hermitienne on a en outre les isomor-
phismes U(n)-invariants
u(M) ≃ [λ1,1] et u(M)⊥ ≃ [[λ2,0]]
La dérivée de la forme de Kähler ∇ω est une section de Λ1 ⊗ [[λ2,0]]. En eﬀet, en dérivant
J2 = −Id on obtient
(3.15) (∇XJ)J + J(∇XJ) = 0
Comme ∇ est une connexion métrique,
(3.16) ∇Xω(Y, Z) = g((∇XJ)Y, Z)
Finalement
∇Xω(JY, JZ) = −∇Xω(Y, Z)
Proposition et déﬁnition 3.2.3.  La connexion hermitienne canonique∇ déﬁnie par
∇XY = ∇X − 1
2
J(∇XJ)
est la connexion intrinsèque de U(M).
Démonstration.  En utilisant (3.16), l'équation (3.12) devient
−g(JηXY, Z)− g(JY, ηXZ) = g((∇XJ)Y, Z)
D'où, puisque ηX est antisymétrique et anticommute à J ,
(3.17) ∀X ∈ TM, ηX =
1
2
J(∇XJ) = ∇−∇
Déﬁnition 3.2.4.  Une variété kählerienne est une variété presque hermitienne (M, g, ω)
intégrable à l'ordre 1 c'est-à-dire telle que ∇ω = 0.
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Lorsque M n'est pas intégrable à l'ordre 1, il y a cependant des cas où son 1-jet vériﬁe
certaines conditions utiles : soit ∇ω = [p,∇ω(p)], on demande que∇ω prenne ses valeurs
dans un sous-espace propre W  Λ1 ⊗ [[λ2,0]]. Comme elle est équivariante, W doit être
stable par U(n). Il faut donc décomposer Λ1 ⊗ [[λ2,0]] en composantes irréductibles de la
représentation de U(n). C'est ce que font Gray, Hervella dans l'articke [31].
Proposition 3.2.5 (Gray & Hervella).  Pour n ≥ 3, on désigne par U1 la représen-
tation irréductible de U(n) de poids dominant (2, 1, 0, . . . , 0). Alors on a la décomposition
en composantes irréductibles :
(3.18) Λ1 ⊗ [[λ2,0]] = W1 ⊕W2 ⊕W3 ⊕W4
avec
(3.19) W1 ≃ [[λ3,0]], W2 ≃ [[U1]], W3 ≃ [[λ2,10 ]] et W4 ≃ Λ1
Pour n = 2, cette décomposition est toujours valable mais W1, W3 sont réduits à 0.
Démonstration.  On écrit premièrement
(3.20) Λ1 ⊗ [[λ2,0]] = [[λ1,0 ⊗ λ2,0]]⊕ [[λ0,1 ⊗ λ2,0]]
Or
(3.21) [[λ0,1 ⊗ λ2,0]] = [[λ2,1]] = [[λ2,10 ]]⊕ Λ1
Il existe un sous-espace U1, U(n)-invariant (éventuellement réduit à 0) tel que
(3.22) λ1,0 ⊗ λ2,0 ≃ λ3,0 ⊕ U1
Or cette décomposition est la décomposition irréductible de λ1,0 ⊗ λ2,0. Par la méthode
de Salamon, pour n = 4,
(1, 0, 0, 0) (2, 1, 0, 0)
√
(2, 1, 0, 0)
(0, 1, 0, 0) (1, 2, 0, 0) (5
2
, 5
2
,−1
2
,−3
2
)×
(0, 0, 1, 0) (1, 1, 1, 0)
√
(1, 1, 1, 0)
(0, 0, 0, 1) (1, 1, 0, 1) (5
2
, 5
2
,−1
2
,−1
2
)×
d'où
[1, 0, 0, 0]⊗ [1, 1, 0, 0] = [2, 1, 0, 0]⊕ [1, 1, 1, 0]
c'est-à-dire (3.22)
Λ1 ⊗ [[λ2,0]] ≃ [[λ3,0]]⊕ [[U1]]⊕ [[λ2,10 ]]⊕ Λ1
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Cette décomposition est en fait valable quel que soit n ≥ 2 mais en dimension 4, [[λ3,0]]
et [[λ2,10 ]] sont réduits à 0.
A chaque composante irréductible Wi on associe un sous-ﬁbré Wi(M) de Λ1 ⊗ u(M)⊥,
invariant par les automorphismes intérieurs de U(M).
Déﬁnition 3.2.6.  Soit I ⊂ {1, 2, 3, 4}. On appelle variété de type ⊕i∈I Wi, une va-
riété presque hermitienne (M, g, J) telle que ∇ω est une section de ⊕i∈I Wi(M) et on
appelle classe
⊕
i∈I Wi l'ensemble de ces variétés.
On peut procéder de même à partir de η et on obtient les mêmes classes car η et ∇ω
sont échangés par des isomorphismes U(n)-invariants : par (3.16), (3.17),
(3.23) ∇ω(X, Y, Z) = 2g(ηXY, JZ)
Plus précisément, soient wi, i = 1, 2, 3, 4 les composantes de ∇ω dans la décomposition
(3.18) : ∀i = 1, 2, 3, 4, wi est donc une section deWi(M), et soient ξ, ζ, χ, ϑ les composantes
de η dans la décomposition correspondante. On peut identiﬁer, via (3.23), w1 à ξ, w2 à ζ
etc. On préfère noter diﬀéremment, pour la clarté du propos, des tenseurs qui pourtant du
point de vue de la structure U(n), ou des représentations de U(n), sont équivalents c'est-
à-dire sont échangés par des isomorphismes U(n)-invariants connus, faisant intervenir
la métrique, la structure presque complexe, et des opérations linéaires universelles des
variétés.
Par exemple, la variété M de type W1 ⊕W4 si et seulement si w2 = w3 = 0 mais aussi,
de façon équivalente, ζ = ξ = 0.
On souhaite préciser les propriétés algébriques de cette décomposition en se référant
par exemple à [1] ou [31], à nouveau. D'abord les projecteurs p−, p+ correspondant à la
décomposition (3.20) sont donnés par
p−β(X,Y, Z) =
1
2
(β(X, Y, Z)− β(JX, JY, Z))
et
p+β(X,Y, Z) =
1
2
(β(X,Y, Z) + β(JX, JY, Z))
en eﬀet les tenseurs α ∈ [[λ1,0 ⊗ λ2,0]] = W1 ⊕ W2 et β ∈ [[λ0,1 ⊗ λ2,0]] = W3 ⊕ W4
sont caractérisés respectivement par α(JX, JY, Z) = −α(X,Y, Z) et β(JX, JY, Z) =
β(X, Y, Z).
Par ailleurs,
Λ1 ⊗ Λ2 = Λ1 ⊗ [[λ2,0]] ⊕ Λ1 ⊗ [λ1,1]
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On a calculé la décomposition en composantes irréductibles de Λ1 ⊗ [λ1,1] en (2.12). Fi-
nalement on a la décomposition en composantes isotypiques :
(3.24) Λ1 ⊗ Λ2 ≃ [[λ3,0]]⊕ 2[[λ2,10 ]]⊕ 3Λ1 ⊕ [[U1]]⊕ [[U20 ]]
Maintenant Λ3 ⊂ Λ1 ⊗ Λ2 se décompose en
(3.25) Λ3 = [[λ3,0]]⊕ [[λ2,10 ]]⊕ Λ1
Il y a un unique sous-espace isomorphe à [[λ3,0]] dans (3.24). Par conséquentW1 dans (3.18)
et [[λ3,0]] ⊂ Λ3 coïncident. En fait on peut montrer que Λ3 ∩ (Λ1⊗ [[λ2,0]]) = [[λ3,0]], c'est-à-
dire queW1 est le sous-espace de Λ1⊗[[λ2,0]] formé des tenseurs totalement antisymétriques.
w1(X,Y, Z) = −w1(Y,X,Z)
et aussi
ξXY = −ξYX
Si on prend h ⊃ u(n) égal à sp(n) ou gl(n,C),
Λ2 ⊗ TM
d(Λ1 ⊗ h(M)) ⊂
Λ2 ⊗ TM
d(Λ1 ⊗ u(M)) ≃ Λ
1 ⊗ [[λ2,0]]
Par conséquent le tenseur de Nijenhuis N et dω sont déterminés par ∇ω.
En eﬀet, le permutation circulaire sur les 3 variables envoie Λ1 ⊗ [[λ2,0]] surjectivement
sur l'espace des 3-formes et ∇ω sur dω :
dω(X,Y, Z) = ∇ω(X, Y, Z) +∇ω(Z,X, Y ) +∇ω(Y, Z,X)
De plus, son noyau estW2. Comme elle est U(n)-équivariante, elle permet donc d'identiﬁer
les composantes w1,w3 et w4, respectivement, aux composantes de dω dans la décomposi-
tion (3.25), c'est-à-dire la décomposition en types. On note ψ = (dω)3,0 la partie de type
(3,0)+(0,3) de dω. Le sous-espace isomorphe à Λ1 de Λ3 est plus précisément l'image de
l'application L qui fait le produit extérieur des 1-formes avec ω et ainsi on appelle θ la
1-forme telle que
dω = ψ + (dω)2,10 + ω ∧ θ
Déﬁnition 3.2.7.  La 1-forme θ est la forme de Lee de la variété presque hermitienne.
Elle est liée à la co-diﬀérentielle de ω :
θ =
1
2
Jδω
mais elle est plus maniable dans ce contexte.
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Comme w1 ∈ [[λ3,0]] est déjà antisymétrique, ψ = 3w1 et par (3.23)
(3.26) 6g(ξXY, Z) = −ψ(JX, Y, Z)
Quant à ϑ, elle est donnée à partir de θ ∈ Λ1 par la formule :
(3.27) 4ϑX = X♭ ∧ θ − JX♭ ∧ Jθ
où ♭ désigne l'  isomorphisme musical  qui à un vecteur associe sa 1-forme duale par la
métrique. Notons également que l'expression ci-dessus identiﬁe un endomorphisme anti-
symétrique de l'espace tangent ϑX et une 2-forme diﬀérentielle (voir (3.14)).
En ce qui concerne le tenseur de Nijenhuis, la torsion de ∇ est déﬁnie par
[X, Y ] = ∇XY −∇YX − T (X, Y )
En remplaçant dans (3.8) et en remarquant ∇JXJY − J∇JXY = (∇JXJ)Y = 0, etc.,
(3.28) N(X, Y ) = 1
4
(−T (JX, JY ) + JT (JX, Y ) + JT (X, JY ) + T (X, Y ))
ce qui peut encore s'écrire
N = d(p−η)
car T = dη. Cela implique que N peut-être identiﬁé à la somme ξ + ζ (ou w1 + w2 via
la métrique). On avait déjà remarqué, équation (3.9), en interprétant l'intégrabilité de J
via les 1-formes, que le tenseur de Nijenhuis vit dans un espace isomorphe à [[λ1,0⊗ λ2,0]].
En tenant compte maintenant de (3.22) on le décompose en
N = N1 + N2
où N1 est totalement antisymétrique et N2 vériﬁe l'identité de Bianchi. Alors ξ est identiﬁé
à N1 par
(3.29) N1(X,Y ) = 2ξXY
et N2 est identiﬁé à ζ ou w2 par
N2(X, Y ) = ζXY − ζYX
ou
g(N2(X, Y ), Z) =
1
2
w2(JZ,X, Y )
Récapitulons. On peut écrire une première série de tenseurs  équivalents  : w1, ξ, ψ
ou (dω)3,0, et N1. Une autre série est w2, ζ, N2. Une troisième w3, χ, (dω)1,20 . Enﬁn on
identiﬁera w4, ϑ, ω ∧ θ ou θ et la co-diﬀérentielle de la forme de Kähler δω.
82 CHAPITRE 3. VARIÉTÉS PRESQUE HERMITIENNES
Fig. 1. Décomposition de Gray, Hervella
W1 ≃ [[λ3,0]] W3 ≃ [[λ2,10 ]]
W4 ≃ Λ1W2 ≃ [[U 1]]
Fig. 2. Décomposition des tenseurs η, dω et N
ξ
ζ ϑ
χ ψ (dω)2,10
θ
N1
N2
Tout cela, ces notations et ces correspondances, est résumé par les ﬁgures 1 et 2.
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3.3. Réduction d'une variété presque hermitienne de dimension 6 à SU(3)
On s'intéresse dans cette section à des variétés presque hermitiennes telles que U(M)
a une réduction supplémentaire à SU(n), le groupe spécial unitaire. Plus précisément on
s'intéresse à la dimension 6 et à des variétés SU(3).
Le groupe spécial unitaire est le sous-groupe de U(n) formé des éléments de déterminant
complexe égal à 1, c'est-à-dire qui préservent une n-forme complexe  une forme extérieure
de type (n, 0)  non nulle. Alors
Déﬁnition 3.3.1.  Une variété spéciale presque hermitienne est une variété presque
hermitienne M2n munie d'une forme volume complexe Ψ : une forme diﬀérentielle com-
plexe de type (n, 0), de norme 1.
La forme volume complexe Ψ se décompose en la somme de sa partie réelle et sa partie
imaginaire :
(3.30) Ψ = ψ + iφ
où ψ = 1
2
(Ψ + Ψ) ∈ [[λn,0]] et φ = − i
2
(Ψ − Ψ) ∈ [[λn,0]] sont des formes réelles. Elles sont
liées entre elles par
(3.31) ψ(X1, . . . , Xn) = φ(JX1, . . . , Xn)
En eﬀet Ψ(X1, . . . , Xn) est nulle dès qu'un des Xj est de type (0, 1) donc
(3.32) Ψ(X1, . . . , Xj, . . . , Xn) = −iΨ(X1, . . . , JXj, . . . , Xn)
La convention adoptée ici et dans la suite pour la norme des formes diﬀérentielles est
la suivante. Si (e1, . . . , em) est un repère local orthonormé, un repère local orthonormé de
Λp est donné par les formes
ei1 ∧ · · · ∧ eip , 1 ≤ i1 < i2 < · · · < ip ≤ n
De même pour les formes complexes en utilisant un repère unitaire (u1, . . . , un). Par
conséquent Ψ est de norme 1 si et seulement si elle sécrit localement
Ψ = u1 ∧ u2 ∧ · · · ∧ un
et on peut calculer que la norme de sa partie réelle ψ est 2(n−1)/2.
Par (3.31), φ est déterminé à partir de ψ par la structure presque complexe, puis bien
entendu Ψ = ψ + iφ. Finalement on a la déﬁnition équivalente à 3.3.1 :
Déﬁnition 3.3.2.  Une variété spéciale presque hermitienne est une variété presque
hermitienne M2n munie d'une forme diﬀérentielle réelle ψ ∈ [[λn,0]] de norme 2(n−1)/2.
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Les n-formes Ψ ou ψ, suivant la déﬁnition choisie, ne sont pas canoniquement déﬁnies
par la structure SU(n). En eﬀet on peut toujours multiplier Ψ par une constante apparte-
nant à C. Sur une variété presque hermitienne il existe en fait un ﬁbré en cercle au dessus
deM dont la ﬁbre est constituée des éléments de norme 2(n−1)/2 de [[λn,0]] en chaque point.
La variété presque hermitienne est réductible à SU(n) s'il existe des sections globales de
ce ﬁbré. La déﬁnition ci-dessus 3.3.2 consiste à en choisir une. On en obtient d'autres
simplement en faisant des rotations dans chaque ﬁbre.
On remarque que (3.32) implique Ψ(X1, . . . , JXj, . . . , Xn) = Ψ(X1, . . . , JXk, . . . , Xn)
pour tous j, k = 1, . . . , n ou encore
(3.33) Ψ(X1, . . . , JXj, . . . , JXk, . . . , Xn) = −Ψ(X1, . . . , Xj, . . . , Xk, . . . , Xn)
Pour une forme de type (0, n) le signe change dans (3.32) mais (3.33) reste vraie. Fina-
lement cette dernière équation caractérise les formes de type (n, 0)+(0, n). En particulier
ψ, φ ∈ [[λn,0]] la satisfont.
On souhaite rappeler quelques propriétés algébriques des formes réelles de type (n, 0)+
(0, n). Temporairement, ψ désigne une forme diﬀérentielle de type (n, 0) + (0, n) quel-
conque. Plus tard les résultats s'appliqueront à la forme déﬁnissant une variété spéciale
presque hermitienne par 3.3.2, mais pas seulement. De plus, dans la suite φ désigne
l'unique n-forme telle que Ψ = ψ + iφ est de type (n, 0). Alors ψ, φ sont liées par :
Lemme 3.3.3.  Soit ψ ∈ [[λn,0]] et soit φ ∈ [[λn,0]] l'unique forme telle que Ψ = ψ + iφ
est de type (n, 0).
(i) ∀X ∈ TM, ιXψ = ιJXφ
(ii) ω ∧ ιXψ = −JX♭ ∧ ψ, et de même pour φ.
(iii) ∀η ∈ Λ1, η ∧ ψ = Jη ∧ φ
Démonstration.  Le premier point (i) n'est qu'une réécriture de (3.31).
On prouve (ii). On a d'abord, par déﬁnition de la forme de Kähler
ιXω = JX
♭
Puis par distributivité du produit intérieur
ιX(ω ∧ ψ) = JX♭ ∧ ψ + ω ∧ ιXψ
Or le premier membre est nul car ω est de type (1,1) mais il n'y a pas de forme de type
(n + 1, 1) + (1, n + 1) en dimension 2n.
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Enﬁn (iii) résulte de (i) et (ii)
η ∧ ψ = ω ∧ ιJη♯ψ = −ω ∧ ιη♯φ = Jη ∧ φ
où ♯ désigne l'isomorphisme inverse, de Λ1 dans TM , de ♭.
Si ψ et φ ne s'annulent pas, elles forment un repère global de [[λn,0]] (dimC λn,0 = 1 d'où
dimR[[λ
n,0]] = 2).
Dans la suite, on se place en dimension 6, n = 3. On peut réécrire (3.31)
(3.34) φ = −Jψ
Sur une variété presque hermitienne, on a une forme de type (3,0)+(0,3) naturellement
déﬁnie
ψ = (dω)3,0
Alors on note φ la 3-forme déﬁnie par
φ = −Jψ
et
Ψ = ψ + iφ ∈ λn,0
En général ψ n'est pas de norme constante et a des zéros sur M . Par conséquent elle ne
déﬁnit pas de réduction globale à SU(3). Cependant, ce sera le cas localement pour des
variétés considérées au chapitre 6 et surtout, les variétés NK non kähleriennes en dimension
6 (appelées ici variétés de Gray) sont telles que ψ est de norme constante non nulle. Quitte
à multiplier la métrique par une constante on peut supposer que cette norme est 2. Alors
on déﬁnira la structure SU(3) naturelle d'une variété de Gray en posant simplement ψ = ψ
dans 3.3.2. Cela explique qu'on ait choisi des notations proches. Toutefois, pour l'instant
on s'occupe de variétés SU(3) en général donc elles sont bien distinctes jusqu'au chapitre
suivant.
En dimension 6, on a une autre relation utile entre ψ et φ :
Lemme 3.3.4.  Pour une variété spéciale presque hermitienne (M, g, ω, ψ) de dimen-
sion 6,
(3.35) φ = ∗ψ
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Démonstration.  Soit (ej)j=1,...,6 un repère local adapté à la structure presque hermi-
tienne : orthonormé et vériﬁant
∀j = 1, . . . , 3 Je2j−1 = e2j
On note (ei)j=1,...,6 le repère dual : ∀j = 1, . . . , 6, ei = e♭i. Alors la forme de Kähler est
(3.36) ω = e12 + e34 + e56
où e12 = e1 ∧ e2, etc. Une base unitaire de T 1,0 est (e1− ie2, e3− ie4, e5− ie6) et une base
de λ1,0, (e1 + ie2, e3 + ie4, e5 + ie6). Par conséquent la forme volume complexe Ψ s'écrit
localement
Ψ = (e1 + ie2) ∧ (e3 + ie4) ∧ (e5 + ie6)
et ψ, φ sont données dans un co-repère local par
(3.37) ψ = e135 − e146 − e236 − e245
φ = e136 + e145 + e235 − e246
Dès lors (3.35) résulte d'une simple vériﬁcation
La forme volume réelle est
(3.38) vol = e123456 = 1
6
ω ∧ ω ∧ ω
On voit
ψ ∧ φ = ψ ∧ ∗ψ = 4 vol = 2
3
ω ∧ ω ∧ ω
Cela suggère de déﬁnir le produit scalaire 〈 , 〉 et la norme | . | associée sur [[λ3,0]] par
Déﬁnition 3.3.5.  Soient ψ, ψ′ ∈ [[λ3,0]].
(3.39) ψ ∧ ∗ψ′ = 〈ψ, ψ′〉vol
Pour une variété spéciale presque hermitienne de dimension 6, les formes ψ et φ sont
de norme 2 à cause de la convention choisie.
Une autre expression de (3.39) nous sera utile :
Lemme 3.3.6.  Soit (ei)i=1,...,6 est un repère orthonormé
(3.40) 2
6∑
i=1
ιeiψ ∧ ιeiψ′ = 〈ψ, ψ′〉ω ∧ ω
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Démonstration.  On introduit la convention, pour toute forme α et tous vecteursX1, X2, . . . , Xp
ιX♭
1
∧X♭
2
∧...∧X♭p α = ιXp . . . ιX2ιX1α
si bien que, par exemple, par (3.36),
ιω ω = 3
et par (3.38)
(3.41) ιω vol =
1
2
ω ∧ ω
NB : Ce produit intérieur généralisé par une p-forme n'est pas une dérivation, sauf dans
le cas où p = 1.
Dans un repère orthonormé quelconque
(3.42) ω = 1
2
6∑
i=1
ej ∧ Jej
Notons qu'avec les conventions choisies, (JX)♭ = JX♭. En contractant dans (3.39), en
utilisant (3.41) et le fait que, pour tout X ∈ TM et toute forme ψ de type (3,0)+(0,3),
ιXιJXα = 0 par (3.32),
〈ψ, ψ′〉ω ∧ ω = 2〈ψ, ψ′〉ιωvol
= 2 ιω(ψ ∧ ∗ψ′)
=
6∑
j=1
ιejψ ∧ ιJej ∗ψ′ −
6∑
j=1
ιJejψ ∧ ιej ∗ψ′
Or ∀ψ ∈ [[λ3,0]], soit φ = ∗ψ, ιJXφ = ιXψ (voir (i) du lemme 3.3.3).
On veut décomposer la torsion intrinsèque de SU(M) pour obtenir un analogue de
la classiﬁcation de Gray, Hervella pour les variétés SU(3). On suit en cela Salamon et
Chiossi [16] mais on apporte des précisions par rapport à eux, par des formules explicites
qui seront utiles dans les calculs au chapitre 6.
La 3-forme de type (3,0)+(0,3) préservée par SU(3) en dimension 6 fournit des iso-
morphismes SU(3)-invariants entre certaines représentations de U(3) ou au niveau de la
géométrie, ψ ou φ fournissent des isomorphismes entre certains ﬁbrés associés de U(M) :
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Lemme 3.3.7.  Pour une variété spéciale presque hermitienne (M, g, ω, ψ) de dimen-
sion 6 on a les isomorphismes SU(3)-invariants :
[[λ3,1]] ≃ [[λ2,0]] ≃ Λ1
Démonstration.  Les applications
[[λ2,0]] → [[λ3,1]]
α 7→ α ∧ ω(3.43)
Λ1 → [[λ2,0]]
α 7→ ια♯ψ(3.44)
et
Λ1 → [[λ3,1]]
α 7→ α ∧ ψ(3.45)
sont les isomorphismes cherchés. En eﬀet, ils ne font intervenir que ω, ψ et la métrique
pour le second. Par conséquent ils sont SU(3)-invariants. Il n'est pas diﬃcile de montrer
qu'ils sont inversibles. En ce qui concerne les deux derniers, une façon de le voir est la
suivante.
Toute forme α de type (2,0)+(0,2) peut s'écrire comme le produit intérieur d'une 3-
forme de type (3,0)+(0,3) par un vecteur X ∈ TM . Maintenant (ψ, φ) est une base de
[[λ3,0]] donc α est une combinaison linéaire de ιXψ, ιXφ mais de plus, par le lemme 3.3.3
(i), ιXφ = −ιJXψ. Finalement toute forme de type (2,0)+(0,2) peut s'écrire de façon
unique ιXψ pour un vecteur X.
Un raisonnement similaire en se servant cette fois de 3.3.3 (ii) montre que toute forme
de type (3,1)+(1,3) peut s'écrire α∧ψ pour une unique 1-forme α donc (3.44), (3.45) sont
des isomorphismes.
Pour le dernier cela implique en particulier que [[λ3,10 ]] = {0}, en dimension 6.
En outre, un examen des dimensions montre que [λ2,20 ] est réduit à 0 en dimension 6
c'est-à-dire
(3.46) [λ2,2] ≃ [λ1,10 ]⊕ R
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Au niveau des représentations complexes, une forme volume complexe déﬁnit une forme
bilinéaire non dégénérée λ2,0×λ1,0 → R via le produit extérieur. Par conséquent Ψ induit
un isomorphisme
(3.47) λ2,0 ≃ (λ1,0)∗ ≃ λ0,1
On est maintenant prêt à décomposer l'espace Λ1⊗su(3)⊥, où vit la torsion intrinsèque
en chaque point, en composantes irréductibles de l'action de SU(3). D'abord
u(n) ≃ su(n)⊕ R
ce qui correspond à la décomposition de [λ1,1] :
[λ1,1] = [λ1,10 ]⊕ Rω
Dès lors su⊥(n) ≃ u(n)⊥ ⊕ R puis
(3.48) Λ1 ⊗ su⊥(n) = Λ1 ⊗ u(n)⊥ ⊕W5
où W5 ⊂ Λ1 ⊗ u(n) est isomorphe à Λ1. De là une première décomposition de la torsion
intrinsèque :
Lemme 3.3.8.  Soit ηs = ∇−∇s la torsion intrinsèque de SU(M). On désigne tou-
jours par η la torsion intrinsèque de la variété presque hermitienne sous-jacente, c'est-à-
dire de U(M). Alors
ηs = η + ς
où ς ∈ W5.
Démonstration.  Une connexion spéciale hermitienne (une SU(n)-connexion) est une
connexion hermitienne donc la projection de ∇−∇s sur Λ1 ⊗ u(n)⊥ est η, par déﬁnition
de la torsion intrinsèque.
Cependant la décomposition (3.18) de Λ1 ⊗ u(n)⊥ ≃ Λ1 ⊗ [[λ2,0]] n'est plus irréductible
pour SU(3).
Proposition 3.3.9.  La décomposition
(3.49) Λ1 ⊗ su(n)⊥ ≃ 2R⊕ 2Λ1 ⊕ 2[λ1,10 ]⊕ [[σ2,0]]
est la décomposition en composantes irréductibles de la représentation de SU(3). En par-
ticulier
W1 ≃ 2R, W2 ≃ 2[λ1,10 ], W3 ≃ [[σ2,0]]
et toujours W4 ≃ Λ1 pour une variété SU(3).
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Démonstration.  Par (3.47),
W1 ⊕W2 = [[λ1,0 ⊗ λ2,0]] ≃ [[λ1,0 ⊗ λ0,1]] ≃ 2[λ1,1] ≃ 2[λ1,10 ]⊕ 2R
La base (φ, ψ) de [[λ3,0]] fournit la décomposition de W1 :
(3.50) W1 ≃ 2R
On en déduit
(3.51) W2 ≃ 2[λ1,10 ]
D'autre part,
W3 ⊕W4 = [[λ1,0 ⊗ λ0,2]] ≃ [[λ1,0 ⊗ λ1,0]] ≃ [[σ2,0]]⊕ [[λ2,0]]
Or on sait que W4 ≃ Λ1 ≃ [[λ2,0]]. Finalement
W3 ≃ [[λ2,10 ]] ≃ [[σ2,0]]
est irréductible.
De tout ceci et (3.48) on déduit la décomposition de l'espace total (3.49). On pouvait
d'ailleurs l'obtenir directement (rappelons que [σ1,1] ≃ [λ1,1]) :
Λ1 ⊗ [[λ2,0]] ≃ Λ1 ⊗ Λ1 ≃ S2 ⊕ Λ2 = [[σ2,0]]⊕ [[λ2,0]]⊕ 2[λ1,10 ]⊕ 2R
Le groupe SU(n) peut être vu comme le stabilisateur de (ω, ψ) dans SO(m). Alors la
torsion intrinsèque de SU(M) est représentée par (∇ω,∇ψ). Cependant, dans l'identiﬁ-
cation aux composantes de ηs, certaines composantes sont déterminées  en double , à
la fois par ∇ψ et ∇ω (au contraire pour une variété presque hermitienne, il y a un iso-
morphisme entre ∇ω et η). Toutefois aucun des deux tenseurs ne suﬃt non plus à obtenir
toutes les composantes de ηs.
En eﬀet
∇ω = ∇ω −∇sω = ηs.ω
mais ς.ω = 0 car ∀X ∈ TM , ςX ∈ u(n). Par conséquent ς ne peut pas être obtenue à
partir de ∇ω. De même on verra que la composante χ de ηs ou η dans W3 ≃ [[λ2,10 ]] ne
peut pas être obtenue à partir de ∇ψ car χ.ψ = 0.
Comme on a identiﬁé 3 composantes parmi 4 de η à dω pour une variété presque
hermitienne via la permutation circulaire, de même pour une variété spéciale presque
hermitienne on identiﬁe certaines composantes de ηs à des composantes de dψ, dφ.
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Pour cela on rappelle la déﬁnition de c, (1.34)
(3.52) c(β)(X,Y, Z, T ) = β(X, Y, Z, T )− β(Y, Z, T,X) + β(Z, T,X, Y )− β(T,X, Y, Z)
ou encore
∀σ ∈ Λ1, ∀α ∈ Λ3, c(σ ⊗ α) = σ ∧ α
Bien sûr, pour une 3-forme α,
(3.53) c(∇α) = dα
Puis on déﬁnit
cψ : Λ
1 ⊗ su(M)⊥ → Λ4
η 7→ c(η.ψ)
et de même cφ par cφ(η) = c(η.φ). Alors
Lemme 3.3.10.  Pour une variété SU(3), (M, g, ω, ψ),
cψ(ηs) = dψ, cφ(ηs) = dφ
où φ = −Jψ.
Démonstration.  Ce n'est que l'application de (3.53) à
ηs.ψ = ∇ψ, ηs.φ = ∇φ
Comme cψ est SU(3)-équivariante, surjective, pour chaque composante irréductible
V de Λ4 il existe un sous-espace invariant V ψ ⊂ Λ1 ⊗ su(M) telle que la restriction
c : V ψ → V est un isomorphisme de représentations de SU(3). On déﬁnit de même V φ.
On a le raﬃnement de la proposition 3.3.9 :
Proposition 3.3.11.  Pour une variété SU(3) on a la décomposition en composantes
irréductibles
(3.54) Λ1 ⊗ su(n)⊥ = W+1 ⊕W−1 ⊕W+2 ⊕W−2 ⊕W3 ⊕W4 ⊕W5
où
(3.55) W+1 = Rψ, W−1 = Rφ, W+2 = [λ1,10 ]ψ, W+2 = [λ1,10 ]φ, W5 ≃ Λ1
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Démonstration.  Par le lemme 3.3.7 et (3.46)
Λ4 = [[λ3,1]]⊕ [λ2,2]
≃ [[λ2,0]]⊕ [λ1,10 ]⊕ R
≃ Λ2
Alors les composantes irréductibles de Λ4 correspondent par cψ aux sous-espaces de Λ1⊗
su(n)⊥, respectivement Rψ ⊂W1, [λ1,10 ]ψ ⊂ W2, enﬁn [[λ3,1]]ψ ⊂ W4⊕W5. D'un autre côté
on a aussi bien sûr Rφ ⊂ W1, [λ1,10 ]φ ⊂ W2, [[λ3,1]]φ ⊂ W4⊕W5. Il faut seulement vériﬁer que
Rψ ∩Rφ = {0}, de même [λ1,10 ]ψ, [λ1,10 ]φ sont en somme directe mais [[λ3,1]]ψ = [[λ3,1]]φ.
On peut alors déﬁnir des classes de variétés SU(3) comme pour les variétés presque
hermitiennes. Cependant cette déﬁnition contrairement à celle de Gray, Hervella dépend
d'un choix arbitraire au point de vue des représentations car 3 composantes isotypiques,
W1,W2 etW4⊕W5, ont une multiplicité strictement supérieure à 1. L'important pour nous
est la façon dont est déterminée dans la structure SU(3) la structure presque hermitienne,
surtout les composantes dans W1, W2 de la torsion intrinsèque.
Proposition 3.3.12.  Soit M une variété spéciale presque hermitienne de dimension
6. Il existe n1, m1 ∈ R et ν2, µ2 ∈ [λ1,10 ] telles que
(3.56) (dψ)2,2 = n1ω ∧ ω + ν2 ∧ ω
(3.57) (dφ)2,2 = m1ω ∧ ω + µ2 ∧ ω
Alors
1) la composante de ηs dans W+1 (resp. W−1 ) est nulle si et seulement si n1 = 0 (resp.
m1 = 0) ;
2) la composante dans W+2 (resp. W−2 ) est nulle si et seulement si ν2 = 0 (resp. µ2 = 0).
Corollaire 3.3.13.  Soit M une variété presque hermitienne de dimension 6 admet-
tant une réduction à SU(3) :
1) w1 ou ξ sont nulles si et seulement si n1 = m1 = 0 et
2) w2 ou ζ sont nulles si et seulement si ν2 = µ2 = 0.
On souhaite donner une version plus précise de cette proposition en calculant explici-
tement n1 et m1 :
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Lemme 3.3.14.  Pour une variété spéciale presque hermitienne de dimension 6, (M, g, ω, ψ),
soit ψ = (dω)3,0 et φ = −Jψ,
(3.58) n1 = −2
3
〈φ, ψ〉 et m1 = −2
3
〈φ, φ〉
Avant de le démontrer, on établit un lemme algébrique :
Lemme 3.3.15.  Soit le repère orthonormé (ej)j=1,...,6, on note (ej)j=1,...,6 le co-repère
dual. Soient η ∈ Λ1 ⊗ so(M), α ∈ Λp :
(3.59) c(η.α) =
6∑
j,k=1
ej ∧ (ηejek)♭ ∧ ιekα
Et si η = ξ,
(3.60) (ξ.α)X = −1
6
6∑
j=1
ιX(ιejφ) ∧ ιejα
(3.61) ξ.φ = − 1
24
|φ|2ω ∧ ω
(3.62) c(ξ.α) = −1
6
〈φ, α〉ω ∧ ω
Démonstration.  L'action du ﬁbré adjoint est donnée par
∀A ∈ so(M), A.α =
6∑
j=1
(Aej)
♭ ∧ ιejα
dans le repère orthonormé. Quant à c il vaut
(3.63) c(β) =
6∑
j=1
ej ∧ βej
On en déduit premièrement (3.59).
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Par (3.26), (ξXY )♭ = −16ιX(ιY φ) d'où (3.60) puis
c(ξ.α) = −1
6
6∑
j,k=1
ej ∧ ιej(ιekφ) ∧ ιekα
= −1
3
6∑
j=1
ιejφ ∧ ιekα
En eﬀet, pour toute p forme γ,
(3.64)
6∑
j=1
ej ∧ ιejγ = pγ
En utilisant l'expression du produit scalaire (3.40) on obtient (3.62). En outre, lorsque
α = φ,
ιX(ιejφ) ∧ ιejφ =
1
2
ιX(ιejφ ∧ ιejφ)
par conséquent ξ.φ est déjà une 4-forme sans passer par l'antisymétrisation c.
La démonstration du lemme 3.3.14 est maintenant immédiate, en se rappellant que la
composante de ξ dans Rψ est par déﬁnition identiﬁée à la composante de dψ proportion-
nelle à ω ∧ ω :
c(ξ.ψ) = n1ω ∧ ω
et de même
c(ξ.φ) = m1ω ∧ ω
Quant aux composantes dans W2 ≃ 2[λ1,10 ] on écrit seulement
(3.65) ν2 ∧ ω = c(ζ.ψ) et µ2 ∧ ω = c(ζ.φ)
Remarque : Puisque wi, i = 1, 2, est identiﬁé à Ni, on peut donner une autre preuve de
(3.58) en passant par le tenseur de Nijenhuis. En eﬀet, rappelons 3.1.5 que N = 0 si et
seulement si, pour toute forme α ∈ λp,q, dα est de type (p+ 1, q) + (p, q + 1). Autrement
dit pour une variété presque hermitienne quelconque la partie de type (p− 1, q + 2)  ou
(p + 2, q − 1)  de dα est donnée par le tenseur de Nijenhuis. Soit α une forme de type
(p, 0). On a l'équation, généralisant (3.9),
(3.66) (dα)p−1,2(X0, . . . , Xp) =
∑
i<j
(−1)i+jα(N(Xi, Xj), X0, . . . , Xˆi, . . . , Xˆj, . . . , Xp)
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Par la formule inscrite au membre de droite de (3.66) on déﬁnit un produit, noté
# : (Λ2 ⊗ TM)× Λp → Λp+1. On note  un analogue du produit intérieur déﬁni par
∀T ∈ Λ2 ⊗ TM, XT (Y, Z) = 〈T (Y, Z), X〉
Alors
∀T ∈ Λ2 ⊗ TM, ∀α ∈ Λp, T#α = −
6∑
i=1
eiT ∧ ιeiα
dans un repère local orthonormé. Remarquons que XN1 = 13ιXφ par (3.26), (3.29).
La 3-forme ψ est de type (3,0)+(0,3). Donc
(dψ)2,2 = N#α = N1#α + N2#α
où
N1#ψ = −1
3
6∑
i=1
ιeiφ ∧ ιeiψ
= −1
6
〈φ, ψ〉ω ∧ ω
par (3.40). De même pour φ. En comparant avec (3.56), (3.57) on obtient bien (3.58) mais
aussi (3.65) par
(3.67) ν2 ∧ ω = N2#ψ et µ2 ∧ ω = N2#φ
On s'intéresse maintenant à (dψ)3,1, (dφ)3,1.
Proposition 3.3.16.  Pour une variété SU(3), il existe une 1-forme σ telle que
1) La composante de ηs dans W5, ς est nulle si et seulement si σ = 0 (NB : on a toujours
que ϑ ∈ W4 est nulle si et seulement si θ, la forme de Lee, est nulle).
2) (dψ)3,1 = −(Jσ + θ) ∧ ψ et (dφ)3,1 = −(Jσ + θ) ∧ φ.
Démonstration.  Les sous-espaces stables, isomorphes à [[λ3,1]] ≃ Λ1 de Λ1⊗su(n)⊥ sont
W4 et W5. Donc
(dψ)3,1 = c(ϑ.ψ + ς.ψ)
Le deuxième terme, dans le membre de droite, est
ς.ψ = ηs.ψ − η.ψ = ∇ψ
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Or∇ est une connexion hermitienne donc elle préserve les types : ∀X ∈ TM ,∇Xψ ∈ [[λ3,0]]
c'est-à-dire est une combinaison linéaire de ψ et φ. Mais d'autre part
∀X ∈ TM, 〈∇Xψ, ψ〉 = 1
2
X.|ψ|2 = 0
car ψ est de norme constante. Finalement, il existe une 1-forme σ telle que ∀X ∈ TM ,
∇Xψ = σ(X)φ soit
(3.68) ∇ψ = σ ⊗ φ
Puis
(3.69) c(ς.ψ) = σ ∧ φ = −Jσ ∧ ψ
par 3.3.3 (iii).
En outre, puisque ∇ préserve J , on a aussi par (3.34)
∇φ = −σ ⊗ ψ
d'où
(3.70) c(ς.φ) = −Jσ ∧ φ
En ce qui concerne ϑ, les choses sont plus compliquées et on doit utiliser un repère
orthonormé. On substitue dans (3.59) à η l'expression (3.27) de ϑ en fonction de θ :
4(ϑejek)
♭ = δjkθ − θ(ek)ej − g(Jej, ek)Jθ + Jθ(ek)Jej
On a
4c(ϑ.ψ) =
6∑
j=1
ej ∧ θ ∧ ιejψ +
6∑
j,k=1
g(Jek, ej)〉ej ∧ Jθ ∧ ιekψ +
6∑
j,k=1
ej ∧ Jej ∧ Jθ(ek)ιekψ
= −θ ∧
6∑
j=1
ej ∧ ιejψ − Jθ ∧
6∑
j=1
Jej ∧ ιJejψ + 2ω ∧ ιJθ♯ψ
en tenant compte de (3.42). Puis, par (3.64)
4c(ϑ.ψ) = −3θ ∧ ψ − 3Jθ ∧ φ + 2ω ∧ ιJθ♯ψ
Enﬁn, en utilisant le lemme 3.3.3,
(3.71) c(ϑ.ψ) = −θ ∧ ψ
Bien sûr on obtiendrait de même (cela ne dépend que du type algébrique de la 3-forme)
(3.72) c(ϑ.φ) = −θ ∧ φ
3.3. RÉDUCTION D'UNE VARIÉTÉ PRESQUE HERMITIENNE DE DIMENSION 6 À SU(3) 97
Les équations (3.69), (3.70) et (3.71), (3.72) permettent ﬁnalement de prouver à la fois
les points 1) et 2).
En corollaire, on a l'équation de Salamon et Chiossi :
ιψψ = ιφφ
En résumé, pour obtenir la projection de ηs dans la composante isotypique 2Λ1, dψ, dφ
ne suﬃsent pas, contrairement à W1 ≃ 2R et W2 ≃ [λ1,10 ] (voir la proposition 3.3.11) mais
on a besoin de dω car [[λ3,1]]ψ = [[λ3,1]]φ. De plus, ce dernier sous-espace est diagonal par
rapport à la somme directe W4 ⊕W5.
Cependant, de même que N et dω suﬃsent à calculer toutes les composantes de η, ici
on a le fait fondamental suivant :
Remarque : Les diﬀérentielles de ψ, φ et ω déterminent entièrement la torsion intrinsèque
de la structure SU(3). En particulier une variété SU(3) est Kähler, Ricci-plate si et
seulement si dω = dψ = dφ = 0. Cela permet d'employer des méthodes utilisant des
formes diﬀérentielles, sans avoir recours à la métrique, chaque fois qu'on peut réduire
une variété presque hermitienne de dimension 6 à SU(3). En dimension supérieure à 8,
F. Cabrera [15] a même montré que toute l'information pour la torsion intrinsèque est
contenue dans dω et dψ ou dφ.

CHAPITRE 4
VARIÉTÉS APPROXIMATIVEMENT
KÄHLERIENNES ET VARIÉTÉS DE GRAY
4.1. Structure SU(3) naturelle d'une variété de Gray
On commence par une déﬁnition.
Déﬁnition 4.1.1.  Une variété approximativement kählerienne est une variété de type
W1 dans la classiﬁcation de Gray, Hervella.
Le mot anglais est  nearly-Kähler . On notera souvent simplement dans la suite NK.
Vu les déﬁnitions des composantes Wi, i = 1, 2, 3, 4, une variété NK a les propriétés
élémentaires suivantes :
Lemme 4.1.2.  Soit (M, g, ω) une variété NK,
(i) ∇ω est une 3-forme : ∇ω = 1
3
dω.
(ii) η est totalement antisymétrique : ηXY = −ηYX.
(iii) dω est de type (3, 0) + (0, 3) : dω = ψ.
(iv) dω ∧ ω = 0.
(v) Le tenseur de Nijenhuis N est totalement antisymétrique.
Les deux premiers points sont équivalents à la déﬁnition 4.1.1 car (Λ1⊗ [[λ2,0]]) ∩ Λ3 =
W1. Les points (iii) et (iv) sont équivalents : ils caractérisent les variétés quasi-kähleriennes
c'est-à-dire de typeW1⊕W2. Enﬁn (v) caractérise les variétés de type G1 (voir la déﬁnition
de cette classe dans [33]) ou W1 ⊕W3 ⊕W4, dans le formalisme de Gray, Hervella.
Les tenseurs w2, w3, w4 (ou ζ, χ, ϑ) sont donc nuls et la torsion intrinsèque est η = ξ
pour une variété NK. Elle est identiquement nulle si et seulement si w1, N1 ou ψ sont
nuls. Par conséquent la classe des variétés NK est orthogonale à la classe des variétés
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hermitiennes (caractérisée par N = 0, c'est-à-dire ∇ω ∈ W3 ⊕W4) mais aussi à la classe
des variétés symplectiques (ou  presque kähleriennes  : dω = 0 c'est-à-dire ∇ω ∈ W2) :
Lemme 4.1.3.  Soit (M, g, ω) une variété NK. La structure presque complexe est in-
tégrable, N = 0, si et seulement si M est kählerienne. De même la forme de Kähler est
fermée, dω = 0, si et seulement si la variété est kählerienne.
En dimension 6, on distingue des variétés NK, non kähleriennes :
Déﬁnition 4.1.4.  On appelle variété de Gray une variété NK de dimension 6 telle
que la norme de dω est constante, non nulle.
Cette hypothèse peut paraître arbitraire mais il s'avère que les variétés de Gray oc-
cupent une place centrale parmi les variétés NK : en dimension 6, une variété NK est
kählerienne ou de Gray (voir proposition 4.2.5) et ces dernières jouent un rôle crucial
dans la classiﬁcation de Nagy [43] en dimension quelconque. Elles se trouvent de plus au
croisement de la géométrie presque hermitienne et de l'holonomie faible telle que la notion
en sera précisée à la section 3.
Les variétés de Gray ont une réduction naturelle à SU(3). Quitte à pratiquer une
homothétie dans la variété, on peut supposer que la norme de dω est 2, en accord avec
la convention choisie pour la 3-forme ψ déﬁnissant une réduction à SU(3) au chapitre
précédent.
Déﬁnition 4.1.5.  On appelle structure SU(3) naturelle d'une variété de Gray la ré-
duction de U(M) obtenue en posant
ψ := dω = ψ
On peut dès lors appliquer les résultats du chapitre 3, section 3.
En outre, la connexion hermitienne canonique est la connexion intrinsèque de la struc-
ture SU(3) :
Lemme 4.1.6.  La torsion intrinsèque d'une variété de Gray est parallèle pour la
connexion hermitienne canonique ∇ :
(4.1) ∇η = 0
De façon équivalente, ∇ = ∇s.
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Démonstration.  La 3-forme servant à déﬁnir la structure SU(3) naturelle d'une variété
de Gray est exacte donc fermée, d'où (dψ)3,1 = (d2ω)3,1 = 0. La composante de ∇ω dans
W4 est nulle pour une variété NK, d'où θ = 0. Par la proposition 3.3.16, (dψ)3,1 et θ sont
associés à des sous-espaces irréductibles supplémentaires de la composante isotypique 2Λ1
de Λ1⊗ su(3)⊥. S'ils sont nuls à la fois, ς ∈ W5 ≃ Λ1 ou σ sont nuls aussi d'où ηs = η par
le lemme 3.3.8 puis ∇s = ∇. En particulier ∇ est une connexion SU(3) :
(4.2) ∇ψ = σ ⊗ φ = 0
De plus, ψ et η = ξ sont liés par (3.26) donc les équations (4.1) et (4.2) sont équivalentes.
Le lemme 4.1.6 est en fait valable pour une variété NK quelconque comme on verra à
la section 2.
Le groupe SU(3) est le  bon  groupe structural à considérer. On en verra une conﬁr-
mation dans la forme de la courbure calculée au chapitre suivant.
Proposition 4.1.7.  Les variétés de Gray sont les variétés SU(3) de type W−1 , non
kähleriennes dans la classiﬁcation de Chiossi, Salamon [16].
Démonstration.  Une variété de Gray est de type W1 comme variété presque hermi-
tienne. De plus, ηs = η par le lemme 4.1.6 donc ηs ∈ W1. Enﬁn ψ = dω implique dψ = 0
d'où n1 = 0.
Réciproquement, si ηs ∈ W−1 , ηs = η et la variété presque hermitienne est de type W1,
c'est-à-dire NK. En particulier dω est de type (3, 0) + (0, 3) donc on peut l'écrire
dω = λψ + µφ
En prenant la dérivée extérieure :
0 = d2ω = dλ ∧ dψ + λdψ + dµ ∧ φ + µdφ
Or dφ est de type (2,2) pour une variété de type W+1 ⊕W−1 mais dλ∧dψ et dµ∧φ sont de
type (3,1) et dψ = 0 car n1 = 0. On a donc µ = 0 puis dλ = 0 c'est-à-dire λ est constante,
dω = λψ
Si λ est non nulle, M est ﬁnalement une variété de Gray munie de sa structure SU(3)
naturelle.
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Grâce à la remarque faite à la ﬁn du chapitre précédent que la torsion intrinsèque, donc
la classe d'une variété SU(3), ainsi que la classe de la variété presque hermitienne sous-
jacente, ne dépendent que des diﬀérentielles de ψ, φ, ω, les variétés NK non kähleriennes
en dimension 6 sont caractérisées par un système diﬀérentiel :
Proposition 4.1.8 (Reyes Carrión).  Une variété SU(3), (M, g, ω, ψ) est une va-
riété de Gray si et seulement si sa structure SU(3) vériﬁe :
ψ = dω(4.3a)
dφ = −2
3
ω ∧ ω(4.3b)
On peut compléter ce système par l'équation
(4.4) dψ = 0
déduite évidemment de (4.3a).
Démonstration.  D'abord si la variété SU(3) vériﬁe (4.3), par (4.3a), dω est de type
(3,0)+(0,3) donc la variété est de type W1 ⊕W2. Puis, par (4.3b), dφ est proportionnelle
à ω ∧ ω i.e. sa projection sur [λ1,10 ] ⊂ [λ2,2] est nulle donc µ2 = 0. En outre ν2 = 0
évidemment à cause de (4.4). Alors, par le corollaire 3.3.13, la composante de ∇ω dans
W2 est nulle, c'est-à-dire que la variété est ﬁnalement de type W1, ou NK.
Réciproquement si M est une variété de Gray munie de sa structure SU(3) naturelle,
par déﬁnition on a (4.3a). Par la proposition 3.3.16, (dψ)3,1 = 0 implique (dφ)3,1 = 0. La
composante de dφ dans [λ1,10 ] ⊂ [λ2,2] est nulle aussi car w2 = 0. Enﬁn, comme ψ = ψ,
φ = φ, m1 = −16 |ψ|2 = −23 par le lemme 3.3.14 d'où (4.3b).
C'est en étudiant cette équation diﬀérentielle, à l'aide de la théorie de Cartan-Kähler,
que Reyes Carrión ([47], p62) peut démontrer l'existence locale des variétés NK en di-
mension 6.
4.2. Courbure et torsion intrinsèque d'une variété NK
On a déﬁni les variétés de Gray comme des variétés presque hermitiennes à torsion
intrinsèque totalement antisymétrique puis on a décrit leur structure SU(3) naturelle.
Vus les résultats collectés dans ce chapitre et le précedent on peut se demander si elles ne
devraient pas plutôt d'emblée être déﬁnies comme des variétés SU(3).
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En eﬀet, on a le résultat dû à Cleyton [17], p58,
Lemme 4.2.1.  Soit M une variété SU(n). Si la torsion intrinsèque est totalement
antisymétrique, la variété presque hermitienne sous-jacente est NK.
Démonstration.  On montre
Λ1 ⊗ su(M)⊥ ∩ Λ3 = W1
Alors ηs ∈ Λ3 si et seulement si ηs ∈ W1 ce qui implique en particulier que η ∈ W1.
On sait que Λ1 ⊗ u(M)⊥ ∩ Λ3 = W1. Or su(M)⊥ ≃ u(M)⊥ ⊕ Λ1. Par conséquent, il
suﬃt de vériﬁer que le sous-espace isomorphe à Λ1, {κ ∧ ω | κ ∈ Λ1} ⊂ Λ3, orthogonal à
W4, est encore orthogonal à la somme W4 ⊕W5 ≃ 2Λ1.
κ ∧ ω(X,Y, Z) = κ(X)ω(Y, Z)− κ(Y )ω(X,Z) + κ(Z)ω(X, Y )
ce qu'on réécrit avec le même abus de notation que précédemment :
(κ ∧ ω)X = (κ⊗ ω)X + JX♭ ∧ κ
La projection sur Λ1 ⊗ u(M),
q−(κ ∧ ω)X = (κ⊗ ω)X + 1
2
(JX♭ ∧ κ−X♭ ∧ Jκ)
appartient à W5 = Λ1 ⊗Rω si et seulement si κ = 0. Par conséquent κ ∧ ω ∈W4 ⊕W5 si
et seulement si il est nul.
On énonce maintenant un résultat fondamental pour les variétés NK, généralisant 4.1.6,
du à Belgun, Moroianu [6] ou avant eux Kirichenko [37] :
Proposition 4.2.2.  La torsion intrinsèque d'une variété NK est parallèle pour la
connexion hermitienne canonique
∇η = 0
C'est A. Gray lui-même qui l'avait démontré implicitement, sans faire le lien avec ∇.
En eﬀet, on lui doit la formule dans [30] :
2g((∇2J)X,YZ, T ) = S{g((∇J)XY, (∇J)ZJT )}
qu'on réécrit
∇2ω = η.∇ω
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En eﬀet, η ou ∇J sont totalement antisymétriques donc
η.∇ω(X,Y, Z, T ) = −g((∇ηXY J)Z, T )− g((∇Y J)ηXZ, T )− g((∇Y J)Z, ηXT )
= −g(ηXY, (∇ZJ)T )− g(ηZX, (∇Y J)T )− g((∇Y J)Z, ηXT )
= −1
2
S{g((∇XJ)Y, (∇ZJ)JT )}(4.5)
Alors
∇(∇ω) = ∇(∇ω)− η.ω = 0
On va donner une nouvelle démonstration de la proposition 4.2.2, conceptuellement
proche de celle de Gray. Auparavant on a besoin d'un lemme. Soit η ∈ Λ1 ⊗ so(M). On
déﬁnit les tenseurs η ◦ η et η2 ∈ Λ1 ⊗ Λ1 ⊗ gl(M) par
(η ◦ η)X,Y = ηX ◦ ηY
et
g(η2X,YZ, T ) = g(ηXY, ηZT )
On voit que
[η, η] = a(η ◦ η)
Lemme 4.2.3.  Soit le tenseur totalement antisymétrique ξ ∈ Λ3 ⊂ Λ1 ⊗ so(M). Les
tenseurs [ξ, ξ] et ξ2 appartiennent au sous-espace
⊙2(Λ2) ⊂ Λ2 ⊗ so(M). De plus
(4.6) ξ.ξ = −ξ2 + [ξ, ξ]
et
(4.7) ξ.ξ = b(ξ ◦ ξ) = −b(ξ2) = 1
2
b([ξ, ξ]) ∈ Λ4
Démonstration.  Comme ξXY = −ξYX, ξ2 ∈ Λ2 ⊗ so(M) ≃ Λ2 ⊗ Λ2. De plus il est
évident par sa déﬁnition qu'il est symétrique par paires : ξ2 ∈⊙2(Λ2). Par ailleurs
g((ξ2)X,YZ, T ) = g(ξXY, ξZY ) = g(ξξXYZ, T )
donc
ξ.ξ = −ξ2 + [ξ, ξ]
c'est-à-dire
(4.8) g((ξ.ξ)X,YZ, T ) = −g(ξXY, ξZT )− g(ξZX, ξY T )− g(ξYZ, ξXT )
analogue à (4.5). On reconnaît ξ.ξ = −b(ξ2) mais aussi ξ.ξ = b(ξ ◦ ξ) compte-tenu de
g((ξ ◦ ξ)X,YZ, T ) = g(ξXξYZ, T ) = −g(ξXT, ξYZ)
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Enﬁn on vériﬁe sur (4.8) que ξ.ξ ∈ Λ4. Par conséquent on a aussi [ξ, ξ] = ξ.ξ + ξ2 ∈⊙2(Λ2).
Pour une variété presque hermitienne, ξ ∈ W1. Dans ce cas, que ξ.ξ soit une 4-forme
résultait déjà de (3.61). En eﬀet ξ est identiﬁé via la métrique à φ (ou φ pour une variété
de Gray munie de sa structure SU(3) naturelle). Par conséquent,
ξ.ξ ∈ Rω ∧ ω
On peut maintenant démontrer la proposition 4.2.2.
Démonstration.  Pour une variété NK, η = ξ ∈ W1 ⊂ Λ3 donc on peut réécrire (1.37)
pour la connexion intrinsèque ∇, en utilisant le lemme 4.2.3.
(4.9) R = R + a(∇ξ) + 2ξ.ξ − [ξ, ξ]
Comme ξ ∈ Λ3,∇ξ ∈ Λ1⊗Λ3 et par le lemme 1.2.32, a(∇ξ) ∈ Λ2(Λ2)⊕Λ4. D'autre part∇
est une connexion hermitienne donc η ∈ Λ1⊗u(M)⊥ implique∇ξ = ∇η ∈ Λ1⊗Λ1⊗u(M)⊥
et ﬁnalement
a(∇ξ) ∈ (Λ2 ⊗ u(M)⊥) ∩ (Λ2(Λ2)⊕ Λ4)
Or dans (4.9), R ∈ K(so(m)), orthogonal à Λ2(Λ2) ⊕ Λ4 par 1.33 et R ∈ Λ2 ⊗ u(M),
orthogonal à Λ2 ⊗ u(n)⊥ donc ils sont tous les deux orthogonaux à a(∇ξ). En ce qui
concerne les deux derniers termes, on décompose leur somme
2ξ.ξ − [ξ, ξ] = (2ξ.ξ − 3[ξ, ξ]) + 2[ξ, ξ]
où
b(2ξ.ξ − 3[ξ, ξ]) = 3b([ξ, ξ])− 3b([ξ, ξ]) = 0
par (4.8) c'est-à-dire 2ξ.ξ−3[ξ, ξ] ∈ K(so(m)) et [ξ, ξ] ∈ Λ2⊗u(M) (en eﬀet, ξ anticommute
à J donc ξ ◦ ξ commute avec J).
Finalement a(∇ξ) est orthogonal à n'importe quel autre tenseur de (4.9) donc il doit
être nul. L'application a est injective sur Λ1 ⊗ Λ3 donc ∇ξ = 0.
En fait ce raisonnement est presque entièrement valable pour une G-structure quel-
conque lorsque la torsion intrinsèque est totalement antisymétrique. En particulier on a
toujours R ∈ Λ2 ⊗ g. On a seulement besoin de l'hypothèse supplémentaire, vériﬁée par
U(n),
(4.10) [g⊥, g⊥] ⊂ g
Cependant (4.10) s'interprète : SO(m)/G est localement symétrique. En consultant la
liste des espaces symétriques compacts, on voit qu'il n'y a qu'une autre possibilité : g =
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so(p) × so(q), p + q = m. Cette remarque est faite par Cleyton dans [17], p39. Il reste
tout de même que
Lemme 4.2.4.  Pour une G-structure, G ⊂ SO(m), à torsion intrinsèque ∇ ∈ Λ1⊗g⊥
totalement antisymétrique, la dérivée covariante ∇η est déterminée par la projection de
[η, η] dans Λ2 ⊗ g⊥.
Une conséquence importante de la proposition 4.2.2 est la suivante. Comme ∇ est une
connexion métrique, ∇dω = 0 implique que dω est de norme constante.
Proposition 4.2.5.  Soit M une variété NK de dimension 6. Les deux seules possibi-
lités sont :
(i) M est kählerienne
(ii) M est une variété de Gray
On peut alors se concentrer sur les secondes. Cette classiﬁcation sommaire des variétés
NK de dimension 6 avait été obtenue par Gray [30]. Les variétés de Gray sont les variétés
NK de type constant, pour lui.
Ce qu'on a montré à la section précédente est ﬁnalement valable pour toute variété
NK, non kählerienne. On peut voir la proposition (4.2.5) comme un cas particulier d'une
proposition en dimension quelconque, due à Nagy [42].
Déﬁnition 4.2.6.  On dit qu'une variété M , NK est strictement approximativement
kählerienne (SNK) si
∀X ∈ TM, ξX 6≡ 0
Proposition 4.2.7.  Une variété NK, M , complète, simplement connexe est le produit
riemannien d'une variété kählerienne par une variété SNK.
Démonstration.  Soit E1 la distribution de TM formée du noyau de X 7→ ξX . Comme
ξ = η est ∇-parallèle, E1 est ∇-parallèle. Or sur E1, la connexion de Levi-Civita et la
connexion hermitienne canonique coïncident :
∀X ∈ TM, ∀Y ∈ E1, ∇XY = ∇XY + ξXY = ∇XY − ξYX = ∇XY
Donc E1 est ﬁnalement ∇-parallèle. Maintenant, la distribution orthogonale E2 est aussi
∇-parallèle car ∇ est métrique. Par le théorème de De Rham, vues les hypothèses sur la
variété, E1, E2 sont les espaces tangents de deux variétés M1, M2 dont M est le produit.
Sur la première, ξ = 0 c'est-à-dire ∇ω = 0 donc elle est kählerienne. Sur la deuxième :
∀X ∈ TM, ∀Y ∈ E1, ξXY = −ξYX = 0
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Donc si ξX est nul sur E2, il est identiquement nul sur l'espace tangent c'est-à-direX ∈ E1.
Par conséquent M2 est SNK.
En dimension 2 ou 4, W1 ≃ [[λ3,0]] = {0} donc les variétés NK sont kähleriennes. C'est
pourquoi par la proposition 4.2.7 en dimension 6 il ne reste que les 2 possibilités : M est
kählerienne ou M est SNK.
On peut maintenant démontrer le résultat célèbre de Gray :
Theorème 4.2.8.  Les variétés de Gray (ou les variétés SNK de dimension 6) sont
d'Einstein.
On commence par un lemme
Lemme 4.2.9.  La courbure hermitienne de la connexion intrinsèque d'une variété NK
est symétrique par paires : R ∈⊙2(Λ2).
Démonstration.  L'équation (4.9) devient maintenant
(4.11) R = R− 2ξ2 + [ξ, ξ]
Outre R, tous les tenseurs dans cette équation appartiennent à
⊙2(Λ2) par le lemme
4.2.3.
NB : On peut écrire (4.11) plus explicitement sous la forme
R(X, Y, Z, T ) = R(X,Y, Z, T )− 1
2
g((∇XJ)Y, (∇ZJ)T )
+
1
4
(
g((∇XJ)Z, (∇Y J)T )− g((∇XJ)T, (∇Y J)Z)
)
C'est la formule donnée par Gray dans [30].
La proposition 4.2.2 implique que l'holonomie de ∇ est strictement incluse dans U(n)
en chaque point si la variété n'est pas kählerienne. En dimension 6, elle est incluse dans
SU(3).
Lemme 4.2.10.  La courbure hermitienne de la connexion intrinsèque ∇ d'une variété
de Gray peut être décomposée en
(4.12) R = R0 + R
⊥
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où R0 ∈ K(su(3)) et R⊥ dépend algébriquement de ξ ⊗ ξ donc appartient à un sous-
espace invariant de la représentation de SU(3) sur Λ2 ⊗ su(3) en chaque point. Quant à
la courbure riemannienne,
(4.13) R ∈ K(su(3))⊕ RR6
où R6 est le tenseur de courbure de la sphère de dimension 6, munie de sa métrique ronde.
Démonstration.  Par le lemme 4.1.6, ∇ψ = 0 donc ∇ est une connexion SU(3) (en fait
∇ = ∇s). Par conséquent R ∈ Λ2 ⊗ su(3) et on peut la décomposer comme en (1.40).
On obtient (4.12). Puisque b(R) dépend algébriquement de ξ ou ψ, R⊥ appartient à un
sous-espace invariant de K(su(3))⊥. Enﬁn (4.11) donne la dernière partie du lemme.
Il faut bien comprendre que les sous-espaces isomorphes à R qui interviennent dans la
décomposition de R ou R, sont distincts. En eﬀet le premier est inclus dans K(so(6)) et
le deuxième est inclus dans
⊙2
u(3) mais tous les deux ont une intersection nulle avec
K(u(3)) = [σ2,20 ]⊕ [λ1,10 ]⊕ R.
Au contraire, les composantes de R et R dans K(su(3)) = [σ2,20 ] sont les mêmes.
En vue de ces préliminaires la démonstration du théorème 4.2.8 est maintenant immé-
diate :
Démonstration.  Les variétés à holonomie contenue dans SU(3) sont d'Einstein et même
Ricci-plates. Au niveau de l'algèbre, cela signiﬁe que K(su(3)) n'a pas de composante
commune avec Σ2.
Dès lors, par (4.13), pour que la variété M soit d'Einstein, il suﬃt que Σ20 n'ait pas de
composante irréductible isomorphe à R. La représentation de SU(3) sur l'espace tangent
(la représentation standard de SU(3) de dimension 6) est irréductible. Cela équivaut par
le lemme de Schur à
(T ∗M ⊗ T ∗M)SU(3) ≃ (T ∗M ⊗ TM)SU(3) = {0}
d'où
(Σ20)
SU(3) = {0}
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En dimension strictement supérieure à 6, la forme de la courbure est toujours assez
simple : par le lemme 4.2.9, en dimension supérieure à 10,
R ∈⊙2([λ1,1]) ≃ σ2,20 ⊕ [λ2,20 ]⊕ 2[λ1,10 ]⊕ 2R
par (2.17) et en dimension 8, par [20],
R ∈ K(u(n))⊕ [λ1,10 ]⊕ R ≃ σ2,20 ⊕ 2[λ1,10 ]⊕ 2R
mais la variété n'est plus d'Einstein en général. En revanche Nagy [42] a montré que le
tenseur de Ricci d'une variété SNK est parallèle donc la courbure scalaire est constante.
On est, nous, pour l'instant intéressé par le résultat suivant, conséquence de (1.40), (1.41),
valable en particulier pour les variétés NK, et qui sera utile au chapitre 5 :
Lemme 4.2.11.  Soit M une G-variété, G ⊂ SO(m), telle que la torsion intrinsèque
est parallèle pour la connexion intrinsèque : ∇η = 0. Alors
∇R = ∇R = ∇R0
où R est la courbure de la connexion intrinsèque et R0 ∈ K(g).
4.3. Holonomie faible
On peut exprimer autrement le fait énoncé à la proposition 4.2.2 sans passer par la
connexion intrinsèque, dans le langage des formes de Killing. c'est ce qu'on fera à la
proposition 4.3.5. Auparavant on donne quelques déﬁnitions.
Un champ de vecteurs de Killing X ∈ TM est un champ de vecteurs vériﬁant
LXg = 0
De façon équivalente
∀Y, Z ∈ TM, g(∇YX,Z) = −g(∇ZX, Y )
ou encore, en appelant α = X♭ ∈ Λ1 la 1-forme duale, ∇α est totalement antisymétrique.
Pour une p-forme,
Déﬁnition 4.3.1.  Soit (M, g) une variété riemannienne de dimension m. On appelle
p-forme de Killing une forme α ∈ Λp telle que sa dérivée covariante pour la connexion de
Levi-Civita soit totalement antisymétrique.
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En général, si α ∈ Λp,∇α ∈ Λ1⊗Λp. Or, ce dernier espace se décompose en composantes
irréductibles en chaque point sous l'action de O(m) en
(4.14) Λ1 ⊗ Λp ≃ Λp+1 ⊕ T p ⊕ Λp−1
On avait déjà écrit cette décomposition en (1.36) pour p = 3. Une forme de Killing est
donc une forme diﬀérentielle telle que ∇α est à valeurs dans le premier sous-espace :
∇α ∈ Λp+1
De plus on connait les composantes de ∇α dans (4.14) :
∇α = 1
p+1
dα + Tα + 1
m−p+1 δ̂α
où
∀β ∈ Λp, β̂X = X♭ ∧ β
Déﬁnition 4.3.2.  L'opérateur twisteur T , de Ωp(M) dans l'espace des sections de
T p, est déﬁni pour tout entier p par
TXα = ∇Xα− 1p+1ιXdα− 1m−p+1X♭ ∧ δα
Par conséquent on a les déﬁnitions relatives aux autres sous-espaces de (4.14) :
Déﬁnition 4.3.3.  Soit (M, g) une variété riemannienne,
(i) on appelle forme twisteur une forme α ∈ Λp telle ∇α est à valeurs dans Λp+1 ⊕ Λp−1
c'est-à-dire Tα = 0.
(ii) on appelle forme co-Killing une forme α telle que ∇α est à valeurs dans Λp−1 ⊂
Λ1 ⊗ Λp, i.e. Tα = dα = 0.
Bien sûr une forme α est dite fermée si dα = 0 et co-fermée si δα = 0.
Une variété NK est une variété presque hermitienne telle que la forme de Kähler ω est
une forme de Killing : ∇ω est une 3-forme. Cependant, en dimension 6 on a mieux.
Déﬁnition 4.3.4.  On appelle forme de Killing spéciale une forme de Killing ω telle
que
∇Xdω = λX♭ ∧ ω
où λ ∈ R c'est-à-dire ∇dω = λ ω̂.
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En particulier dω est co-Killing. Alors
Proposition 4.3.5.  Pour une variété de Gray, la forme de Kähler ω est une forme
de Killing spéciale.
Démonstration.  On se sert de l'équation (3.61) : pour une variété de Gray, ψ = dω et
la norme de ψ est 2 donc
ξ.φ = −1
6
ω ∧ ω
Maintenant ∇ψ = 0 pour une variété NK implique
∇ψ = ξ.ψ
et
ξX .ψ = −ξJXφ = −ιJX(1
6
ω ∧ ω) = 1
3
X♭ ∧ ω
De plus, toujours par (3.61),
∇φ = ξ.φ ∈ Λ4
donc φ est une forme de Killing.
Déﬁnition 4.3.6.  Soit G un groupe de Lie. On appelle variété à holonomie faible G
une variété riemanienne (M, g) de dimension m admettant une forme de Killing spéciale
soit deux formes ω ∈ Λp et ψ ∈ Λp+1 non nulles déﬁnissant une réduction de SO(M) à
G  i.e. G est l'intersection des stabilisateurs en chaque point dans SO(m) de ω, ψ  et
vériﬁant
ψ = (p + 1)∇ω(4.15a)
∇ψ = µ ω̂(4.15b)
Selon cette déﬁnition, une variété de Gray est une variété à holonomie faible SU(3)
mais aussi :
Exemples
 les variétés à holonomie faible G2 ( nearly-parallel G2 , en anglais). Le groupe G2
est le stabilisateur d'une 3-forme de R7. Par conséquent par 1.1.6, une variété de dimen-
sion 7 admet une réduction à G2 si et seulement si elle est munie d'une 3-forme globale
ρ, d'un type algébrique déterminé (voir par exemple [11] ou [48], chapitre 110). Comme
G2 ⊂ SO(7), cela déﬁnit en même temps une métrique g. On note ∗ le dual de Hodge déﬁni
112 CHAPITRE 4. VARIÉTÉS DE GRAY
par g et ∇ la connexion de Levi-Civita de g. La torsion intrinsèque peut être identiﬁée à
∇ρ. Les variétés  presque parallèles  G2 sont déﬁnies par ∇ρ totalement antisymétrique,
i.e. ρ est de Killing et on peut montrer que c'est en fait une forme de Killing spéciale, avec
dρ = λ ∗ρ. Par conséquent elles sont à holonomie faible G2 (NB : le groupe G2 préserve
aussi ∗ρ).
 Suivant la déﬁnition habituelle, une variété de Sasaki est une variété riemannienne
(M, g) munie d'une structure de contact (ϕ,X, η) telle que
(i) X est un vecteur de Killing
(ii) ∀Y, Z ∈ TM , (∇Y ϕ)Z = g(Y, Z)X − η(Z)Y
Maintenant, par déﬁnition de la structure de contact, η = X♭ donc (i) équivaut à : η est
une 1-forme de Killing et dη(Y, Z) = 2g(Y, ϕ(Z)) donc (ii) équivaut à
∀Y ∈ TM, ∇Y dη = −2Y ♭ ∧ η
Finalement une formulation équivalente à (i) et (ii) est que η est une 1-forme de Killing
spéciale, par conséquent les variétés de Sasaki de dimension 2n + 1 sont des variétés à
holonomie faible U(n), suivant notre déﬁnition (en eﬀet, une structure de contact n'est
autre qu'une réduction de SO(M) à U(n), en dimension impaire).
On peut aﬀaiblir la condition d'holonomie ou d'holonomie faible :
Déﬁnition 4.3.7.  On appelle variété critique forte une variété riemannienne (M, g)
munie d'une p-forme ρ non nulle telle que
dρ = 0(4.16a)
d ∗ρ = 0(4.16b)
où ∗ désigne l'opérateur de Hodge de la métrique g.
Déﬁnition 4.3.8.  On appelle variété critique faible une variété riemannienne munie
de deux formes ω ∈ Λp et ψ ∈ Λp+1 non nulles telles que
ψ = dω(4.17a)
d ∗ψ = µ ∗ω(4.17b)
avec µ ∈ R.
Alors,
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Proposition 4.3.9.  Soit M une variété riemannienne munie d'une p-forme ρ non
nulle. Si l'holonomie de M est contenue dans G = StabSO(m)ρ, i.e. si ρ est parallèle pour
la connexion de Levi-Civita, la variété est critique forte.
Démonstration.  En eﬀet, le dual de Hodge ∗ commute à la connexion ∇, car c'est une
connexion métrique, par conséquent ∇ρ = 0 implique ∇ ∗ρ = 0 d'où, en projetant sur
Λm−p+1, d ∗ ρ = 0 mais aussi bien sûr dρ = 0.
Réciproquement, (4.16) implique ∇ρ = 0 pour certains groupes G. Ainsi pour G2, on
sait qu'il suﬃt pour que la 3-forme ρ soit parallèle qu'elle soit fermée et co-fermée (voir
[21]) et pour Spin(7) on a même ∇Φ = 0 équivaut à dΦ = 0 (et de plus ∗Φ = Φ, pour la
métrique induite par l'inclusion Spin(7) ⊂ SO(8)).
Exemples
 Par la proposition 4.3.9, les variétés telles que leur groupe d'holonomie préserve une
forme extérieure, comme les variétés à holonomie contenue dans G2, Spin(7), etc., sont
des variétés critiques fortes. Mais ce ne sont pas les seules.
 Les variétés symplectiques (M,ω) sont des variétés critiques fortes. Soit g une métrique
telle que (M, g, ω) est une variété presque hermitienne (ω est la forme de Kähler), la forme
volume s'écrit vol = 1
n!
ωn et ∗ω = 1
(n−1)!ω
n−1, où 2n est la dimension de la variété. Alors
dω = 0 implique d ∗ω = 1
(n−2)!dω ∧ ωn−2 = 0.
 Soit (M, g, J, ψ) une variété SU(3). On a φ = ∗ψ par (3.35). Alors, si ψ vériﬁe les
équations (4.16), dψ = dφ = 0, la structure presque complexe J est intégrable. En eﬀet,
par le corollaire 3.3.13, N1 = N2 = 0 donc le tenseur de Nijenhuis est nul.
De même,
Proposition 4.3.10.  Une variété à holonomie faible G, où
G = StabSO(m)ω ∩ StabSO(m)ψ
est critique faible.
Démonstration.  En eﬀet (4.15a) implique dω = ψ c'est-à-dire (4.17a) et (4.15b) im-
plique
δψ = k(m− p + 1)ω
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c'est-à-dire (4.17b) car la co-diﬀérentielle est l'application adjointe de la diﬀérentielle
extérieure pour le dual de Hodge :
δψ = (−1)mp+1 ∗ d ∗ ψ
Réciproquement (4.17) est équivalente à (4.15) sous la condition que ω et ψ sont des
formes twisteurs. En eﬀet (4.17a) implique que ψ est fermée et (4.17b) implique que ω
est co-fermée par conséquent, si ce sont des formes twisteurs, elles sont respectivement
Killing et co-Killing.
L'holonomie faible et l'holonomie réduite d'une part, les variétés critiques faibles et
critiques fortes d'autre part, sont liées via la construction du cône riemannien. Pour les
permières c'est une découverte de Bär [4], qui cherchait à classiﬁer les variétés admettant
un spineur de Killing réel, reprise dans le langage des formes de Killing par Semmelmann
[49]. Pour les secondes, c'est implicite par exemple dans le travail de Hitchin [36].
Déﬁnition 4.3.11.  Soit (M, g) une variété riemannienne de dimension m. Le cône
riemannien au dessus de M est la variété M̂ = M × R+, munie de la métrique
ĝ = r2g + dr2
dans les coordonnées (x, r).
Soit ∂r le vecteur radial tel que dr(∂r) = 1.
Lemme 4.3.12.  La connexion de Levi-Civita ∇̂ et le dual de Hodge ∗̂ sur le cône M̂ ,
relativement à ĝ, sont donnés par les formules :
 soient X, Y ∈ TM , vus comme champs de vecteurs sur M̂ ,
∇̂∂r∂r = 0
∇̂X∂r = ∇̂X∂r = 1rX(4.18)
∇̂XY = ∇XY − rg(X,Y ) ∂r
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 pour une p-forme ω sur M vue comme p-forme sur M̂ ,
∇̂∂rdr = 0, ∇̂Xdr = rX♭(4.19a)
∇̂∂rω = −prω(4.19b)
∇̂Xω = ∇Xω − 1rdr ∧ ιXω(4.19c)
 enﬁn
(4.20) ∗̂ω = rm−2p ∗ ω ∧ dr
Les premières formules sont issues de [25]. La dernière a fait l'objet d'un lemme dans
[49].
Sur le cône, les formes diﬀérentielles parallèles dans la direction radiale peuvent être
factorisées en utilisant des formes diﬀérentielles sur la base :
Lemme 4.3.13.  Soit ρ une (p + 1)-forme, p ∈ N, sur le cône M̂ d'une variété M ,
∇̂∂rρ = 0 si et seulement si il existe deux formes ω ∈ Λp et ψ ∈ Λp+1 sur M telles que
(4.21) ρ = rpdr ∧ ω + rp+1
p+1
ψ
Démonstration.  D'abord, on peut toujours factoriser ρ en
ρ = dr ∧ ω˜ + ψ˜
où ω˜, ψ˜ sont des formes horizontales, i.e. ι∂r ω̂ = ι∂r ψ̂ = 0. Par (4.19a), ρ est parallèle
dans la direction de ∂r si et seulement si ω˜, ψ˜ le sont or pour des formes horizontales cela
recquiert qu'on puisse les écrire suivant leur degré,
ω˜ = rpω et ψ˜ = rp+1ψ
où ω, ψ sont des formes diﬀérentielles sur la base. C'est une conséquence directe de (4.19a),
(4.19b).
Puis, pour que ρ soit parallèle dans les autres directions, horizontales, les formes ω et
ψ sur la base doivent satisfaire certaines relations :
Proposition 4.3.14.  Soit M une variété riemannienne. Il existe une (p + 1)-forme
ρ sur M̂ , parallèle si et seulement si il existe ω, ψ vériﬁant (4.15) sur la base telles
que ρ s'écrit (4.21). Autrement dit le cône riemannien est à holonomie réduite contenue
dans G′ = StabSO(m)ρ si et seulement si la variété M est à holonomie faible G, où
G = StabSO(m)ω ∩ StabSO(m)ψ.
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Démonstration.  Si ρ est parallèle, elle l'est en particulier dans la direction radiale donc
elle peut s'écrire (4.21). Réciproquement, si on a ω, ψ, on construit une (p+ 1)-forme sur
le cône par (4.21).
Soit X ∈ TM . Par (4.19c),
∇̂Xρ = 0 ⇐⇒ rp+1X♭ ∧ ω + rpdr ∧∇Xω + rp+1p+1∇Xψ − r
p
p+1
dr ∧ ιXψ = 0
⇐⇒ rpdr ∧ (∇Xω − 1p+1ιXψ) + rp+1(X♭ ∧ ω + 1p+1∇Xψ)
⇐⇒ ιXψ = (p + 1)∇Xω et ∇Xψ = −(p + 1)X♭ ∧ ω
Corollaire 4.3.15.  Une variété riemannienne de dimension 6 admet une structure
SNK (i.e. est une variété de Gray) si et seulement si son cône riemannien est à holonomie
contenue dans G2.
Grâce à la proposition 4.3.14 on peut classiﬁer toutes les variétés à holonomie faible à
partir de la classiﬁcation par Berger [8] des groupes d'holonomie riemannienne des variétés
irréductibles (voir [4] puis [49].) En eﬀet, le cône M̂ est ou bien irréductible ou plat.
Quant aux équations déﬁnissant les variétés critiques faibles (4.17), elles correspondent
à une (p + 1)-forme ρ sur le cône, fermée et co-fermée :
Proposition 4.3.16.  La (p + 1)-forme ρ déﬁnie sur le cône par (4.21) vériﬁe (4.16)
si et seulement si ω, ψ vériﬁent (4.17) sur la base. Par conséquent le cône riemannien
M̂ d'une une variété critique faible est une variété critique forte.
Démonstration.  D'abord,
dρ = 0 ⇐⇒ −rpdr ∧ dω + rpdr ∧ ψ + rp+1
p+1
dψ = 0
⇐⇒ ψ = dω et dψ = 0
la première équation à la dernière ligne impliquant évidemment la seconde. Puis par (4.20),
∗̂ρ = rpι∂r ∗̂ω + rp+1p+1 ∗̂ψ
= (−1)prm−p ∗ ω + rm−p−1
p+1
∗ ψ ∧ dr
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d'où
d ∗ ρ = 0 ⇐⇒ (−1)p rm−p−1
m−p dr ∧ ∗ω + (−1)p rm−p d ∗ω + r
m−p−1
p+1
d ∗ψ ∧ dr = 0
⇐⇒ rm−p−1dr ∧ ( 1
m−p ∗ω + (−1)m 1p+1d ∗ψ) + rm−pd ∗ω
⇐⇒ d ∗ψ = µ ∗ω et d ∗ω = 0
où µ = (−1)m+1 p+1
m−p .
Remarque : Par là, on a une autre preuve de 4.1.8, à peu près celle de Hitchin dans
[36]. En eﬀet, on reconnaît dans le système diﬀérentiel (4.3) trouvé par Reyes Carrión
[47] les équations d'une variété critique faible (4.17). Par conséquent, par la proposition
4.3.16, si une variété SU(3) les vériﬁe, pour la forme de Kähler ω et la 3-forme ψ, la 3-
forme ρ déﬁnie sur le cône par (4.21) et induisant une réduction à G2 de M̂ est fermée et
co-fermée. Or on a vu que cela équivaut, par un résultat de Gray, Fernandez [21] à ce que
ρ soit parallèle pour la connexion de Levi-Civita, c'est-à-dire encore à ce que l'holonomie
de M̂ soit réduite, contenue dans G2. Alors, par le corollaire 4.3.15, en retour, M est une
variété de Gray.
De la même façon, on peut déduire de ce que ∇Φ = 0 est équivalent, pour une variété
Spin(7), à dΦ = 0 et Φ = ∗Φ, que l'équation
dρ = λ ∗ ρ
déﬁnit une variété à holonomie faible G2, comme l'ont montré diﬀéremment, directement,
Friedrich, Kath, Moroianu et Semmelmann [24].
Le travail de Hitchin [36] autour de ce que nous appelons variétés critiques, consiste
alors en deux choses. Premièrement, remarquer qu'on peut se passer de la métrique, autre-
ment dit qu'on peut inverser l'ordre et voir g comme déterminée par la forme diﬀérentielle
ρ ou les formes ω et ψ à condition de les prendre d'un certain type algébrique. Alors ∗ρ
(ou ∗ω, ∗ψ) ne dépend que de ρ  elle est en fait obtenue à travers une fonctionnelle
dépendant de ρ  et les équations (4.16) ou (4.17) ne font plus intervenir la métrique.
Deuxièmement, ayant observé que pour certains groupes les équations (4.16) ou (4.17)
d'une variété critique faible ou forte, faisant intervenir uniquement les diﬀérentielles des
formes, sont en fait équivalentes à celles déﬁnissant l'holonomie (faible ou forte) et qui
utilisent la dérivée covariante ∇, montrer qu'on peut obtenir les premières comme points
critiques (ce qui justiﬁe qu'on leur donne ce nom) des mêmes fonctionnelles naturelles sur
les formes diﬀérentielles.
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Ce qui permet en premier lieu de poser le problème variationnel est la déﬁnition choisie
par Hitchin d'une forme stable.
Déﬁnition 4.3.17.  Soit ρ une p-forme sur Rm. Elle est dite stable si son orbite sous
GL(m,R) est ouverte dans Λp(Rm)∗.
Par extension, on appellera stable une forme diﬀérentielle sur une variété M , stable en
tout point de M .
Remarque : Si GL(m,R) a une orbite ouverte dans Λp(Rm)∗, alors il en a une aussi dans
le dual ΛpRm. Or, moyennant le choix d'une m-forme non nulle, ΛpRm ≃ Λm−p(Rm)∗ par
conséquent s'il existe des p-formes stables en dimension m, il existe aussi des (m − p)-
formes stables.
Exemples
Hitchin a recensé tous les exemples de formes stables, caractérisées par leur stabilisateur.
Ce sont :
 Toutes les 1-formes non nulles, quel que soit m.
 Les 2-formes de rang 2n en dimension impaire m = 2n + 1 ainsi, par la remarque
précédente, que les (2n− 1)-formes.
 Les 2-formes non dégénérées en dimension paire m = 2n (et les (m−2)-formes). Leur
stabilisateur est le groupe symplectique Sp(m,R).
 Les 3-formes en dimension 6 étudiées dans [35], de stabilisateur isomorphe à SL(3,C)
ou SL(3,R)× SL(3,R). Le premier cas nous intéresse particulièrement. En eﬀet c'est de
ce type qu'est la 3-forme ψ associée à une structure SU(3).
 Les 3 ou 4-formes en dimension 7, de stabilisateur G2.
 Les 3-formes, ou les 5-formes, en dimension 8, de stabilisateur isomorphe à SU(3),
SU(2, 1) ou SL(3,C) agissant par leur représentation adjointe.
On remarque que le stabilisateur de ces formes, sauf pour les deux premiers exemples,
préserve une forme volume. Par conséquent on a une application GL(m,R)-invariante
déﬁnie sur un ouvert (l'orbite) :
vol : Λp(Rm)∗ → Λm(Rm)∗
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On peut s'intéresser aux variations de vol : Dvol ∈ ΛpRm ⊗ Λm(Rm)∗. Or le produit
exterieur induit un isomorphisme
(4.22) A : ΛpRm ∼→ Λm−p(Rm)∗ ⊗ ΛmRm
(cette fois cela ne dépend du choix d'aucune forme volume). Alors,
Lemme et déﬁnition 4.3.18.  Quelle que soit la p-forme stable ρ sur Rm, il existe
une unique (m− p)-forme notée •ρ telle que Dvol(ρ˙) = •ρ ∧ ρ˙.
Par GL(m,R)-invariance,
(4.23) vol(λpρ) = λmvol(ρ)
alors par la formule d'Euler,
(4.24) •ρ ∧ ρ = m
p
vol(ρ)
Exemples
On explicite à la fois vol(ρ) et •ρ grâce à (4.24).
 Pour une 2-forme non dégénérée ω en dimension paire m = 2n, vol(ω) est la forme
volume symplectique : 1
n!
ωn (le produit extérieur de n-copies de ω) et la (m − 2)-forme
associée est
•ω = 1
(n−1)!ω
n−1
comme on vériﬁe aisément en diﬀérentiant vol.
 Pour les 3-formes en dimension 7, G2 ⊂ SO(7) donc ρ détermine une métrique et
une forme volume (pour plus de détails, voir [11] ou [36]). On prend cette dernière pour
vol(ρ) et alors •ρ = ∗ρ pour le dual de Hodge correspondant.
 C'est peut-être le cas qui nous intéresse le plus, celui des 3-formes ψ en dimension 6, le
plus diﬃcile. En reprenant la présentation (et les notations) de Hitchin [35], on commence
par déﬁnir une application
Kψ : R6 → R6 ⊗ Λ6(R6)∗
associée à ψ via l'isomorphisme (4.22) (pour p = 5 et m = 6)en posant
(4.25) Kψ(X) = A(ιXψ ∧ ψ)
Puis on déﬁnit la quantité
z(ψ) =
1
6
trK2ψ ∈ (Λm(R6)∗)2
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Alors, d'après Hitchin [35], ou bien z(ψ) = 0 et la forme n'est pas stable ou on peut
regarder son signe. On entend par là qu'un élement u ∈ (Λ6(R6)∗)2 est positif (u > 0) si
on peut l'écrire u = v ⊗ v et négatif sinon (u < 0, alors il existe v telle que u = −v ⊗ v
car Λ6(R6)∗ est de dimension 1).
Proposition 4.3.19 (Hitchin).  Une 3-forme ψ en dimension 6 est stable si et seule-
ment si z(ψ) 6= 0. De plus suivant le signe de ce dernier, on est dans un des deux cas
suivants :
(i) z(ψ) > 0 si et seulement si ψ est la somme de deux formes réelles décomposables
α, β ∈ Λ3(R6)∗ telles que α ∧ β 6= 0. Autrement dit il existe une base de (R6)∗, (ej)1≤j≤6
telle que
ψ = e123 + e456 = α + β
Alors on pose
•ψ = e123 − e456 = α− β
vol(ψ) = α ∧ β = e123456 = 1
2
•ψ ∧ ψ
(ii) z(ψ) < 0 si et seulement si ψ est la partie réelle d'une 3-forme volume complexe
décomposable c'est-à-dire si et seulement si il existe une base (ej)1≤j≤6, telle que
Ψ = ψ + iφ = (e1 + ie2) ∧ (e3 + ie4) ∧ (e5 + ie6)
où
φ = •ψ = ImΨ
vol(ψ) = 2e123456 =
1
2
φ ∧ ψ
Toutes les formes au (i) sont dans la même orbite de GL(6,R) : il suﬃt de prendre
l'isomorphisme qui envoie la base (ej)1≤j≤6, utilisée pour exprimer la première forme, sur
la base utilisée pour la seconde forme. De même toutes les formes dans le cas (ii). Par
conséquent z > 0, z < 0 déﬁnissent deux orbites disjointes ouvertes de GL(6,R) car
l'application z est continue.
De plus, dans les 2 cas, on déduit des expressions explicites données à la proposition
4.3.19 :
(4.26) K2ψ = z(ψ)⊗ Id
et
(4.27) z(ψ) = ±vol(ψ)2
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Le stabilisateur des formes décrites au (i) doit, soit préserver chaque forme α, β, ou
bien envoyer l'une sur l'autre, par conséquent la composante connexe de l'identité de
StabGL(6,R)ψ est isomorphe dans ce cas à SL(3,R) × SL(3,R). Quant au stabilisateur
des formes vériﬁant (ii), il préserve la 3-forme volume complexe Ψ et est isomorphe à
SL(3,C). Ce dernier préserve aussi un endomorphisme de carré -1. En eﬀet en posant
(4.28) J = 1
v(ψ)
Kψ
on a bien J2 = −Id, par (4.26) et (4.27).
On ne prouve pas la proposition 4.3.19 en entier (il faut se rapporter à [35]). On se
contente du lemme suivant :
Lemme 4.3.20.  Soit ψ une 3-forme sur en dimension 6 telle que son stabilisateur
en tout point est isomorphe à SL(3,C). Il existe une unique structure complexe J (un
endomorphisme de carré -1) sur R6 telle que ψ est de type (3,0)+(0,3), donnée par (4.28).
En eﬀet, quand on regarde, comme nous, des variétés SU(3), on sait toujours d'avance
qu'on se trouve dans le cas (ii).
Démonstration.  Supposons que la 3-forme ψ est de type (3,0)+(0,3) par rapport à une
structure complexe J . Alors ψ est la partie réelle d'une 3-forme complexe de type (3,0),
nécéssairement décomposable,
Ψ = z1 ∧ z2 ∧ z3
Comme ψ 6= 0, (z1, z2, z3) est une base de λ1,0 c'est-à-dire, en notant z1 = e1 + ie2, ainsi
de suite, où les ej sont des formes réelles, (ej)1≤j≤6 est un co-repère de R6 tel que si on
note le repère dual (ej)1≤j≤6 on a Je2i−1 = e2i pour tout i = 1, 2, 3. Cela détermine J .
Alors bien sûr
ψ = e135 − e146 − e236 − e245
comme au chapitre 3, équation (3.37), et vol(ψ) = 2e123456 facilement.
Montrons que la structure complexe trouvée coïncide avec (4.28). Le stabilisateur de
ψ, SL(3,C) par hypothèse agit transitivement sur les vecteurs. Par conséquent il suﬃt de
le vériﬁer pour e1.
ιe1ψ = e
35 − e46
puis
ιe1ψ ∧ ψ = −2e13456 = A−1(e2 ⊗ vol(ψ))
où A est donné par (4.22).
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Maintenant, dans chaque cas, on peut trouver une métrique g telle que pour le dual de
Hodge associé on ait ∗ρ = •ρ. Par conséquent on peut remplacer les équations (4.16) par
(4.29) dρ = 0 = d •ρ
De plus, on peut voir (4.29) comme la solution d'un problème variationnel. Soit M une
variété topologique compacte, orientée. On déﬁnit le volume associé à une forme stable
par
V (ρ) =
∫
M
vol(ρ)
Par 1.1.6, une p-forme diﬀérentielle stable ρ sur une variété peut être vue comme une
G-structure, où le stabilisateur de ρ en tout point est isomorphe à G. De fait on a vu que
l'espace desG-structures peut être identiﬁé à l'espace des sections deGL(M,R)×GL(m,R)O,
où O est l'orbite ouverte dans Λp(Rm)∗ formée des formes stables dont le stabilisateur est
un sous-groupe conjugué de G. Alors,
Proposition 4.3.21.  Une G-variété critique (M,ρ) est un point critique de V (ρ) où
ρ varie dans une classe de cohomologie ﬁxée de M .
Démonstration.  On ne peut parler de classe de cohomologie que si, au point où on se
trouve, on demande déjà que dρ = 0. Alors montrons que d •ρ = 0 aussi.
DV (ρ˙) =
∫
M
Dvol(ρ˙) =
∫
M
•ρ ∧ ρ˙
par (4.3.18). Si on ne s'autorise que des variations dans la classe de cohomologie, il existe
α ∈ Λp telle que ρ˙ = dα. Par le théorème de Stokes, sur une variété sans bord,
DV (dα) = (−1)p+1
∫
M
d •ρ ∧ α
est nul quel que soit α si et seulement si
d •ρ = 0
Cependant, un tel point critique ne peut exister dans la classe triviale. On ne peut avoir
à la fois que ρ = dα est exacte et d •ρ = 0, sinon le volume serait nul :
V (ρ) =
∫
M
•ρ ∧ dα =
∫
M
d •ρ ∧ α = 0.
En revanche, en partant de deux formes diﬀérentielles stables ω, ψ telles que ω et
•ψ sont exactes, les variétés critiques faibles peuvent être obtenues comme solution d'un
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problème variationnel plus compliqué. Pour que cela soit intéressant cependant il faut que
ω, ψ soient telles que l'intersection de leur stabilisateur est isomorphe à un groupe G ﬁxe,
c'est-à-dire qu'elles déﬁnissent une G-structure sur la variété M .
On est intéressé nous au cas d'une 2-forme et d'une 3-forme diﬀérentielles sur une
variété de dimension 6. Or, comme ψ détermine une structure presque complexe J sur la
variété par 4.3.20 puis ω, J déterminent la métrique
(4.30) g(X,Y ) = ω(X, JY )
pour une variété presque hermitienne, ω et ψ sont en principe suﬃsantes pour déﬁnir une
variété SU(3). Toutefois pour cela ait eﬀectivement lieu, elles doivent vériﬁer certaines
conditions. D'abord ψ ∈ Λ3 doit être dans la bonne orbite en chaque point :
(r1) z(ψ) < 0
Puis ω doit être non dégénérée :
(r2) vol(ω) = 1
6
ω ∧ ω ∧ ω 6= 0
Telle qu'on a déﬁnie J , ψ est automatiquement de type (3,0)+(0,3) par rapport à elle
mais il faut aussi que ω soit de type (1,1). Cela équivaut à la première condition de
compatibilité :
(c1) ω ∧ ψ = 0
Alors (4.30) déﬁnit une forme bilinéaire symétrique g. On demande qu'elle soit déﬁnie
positive de façon à ce que la variété soit riemannienne :
(c2) (X,Y ) 7→ g(X,Y ) = ω(X, JY ) > 0.
Enﬁn la dernière condition est que ψ soit de norme 1 pour g, ce qui dans le langage des
formes s'écrit
(c3) vol(ψ) = 2vol(ω).
Finalement 2 formes ω ∈ Λ2 et ψ ∈ Λ3 en dimension 6 qui vériﬁent (r1) et (r2), respec-
tivement et (c1), (c2), (c3) déﬁnissent une structure SU(3). Par rapport à la métrique g,
•ψ = φ = ∗ψ et •ω = 1
2
ω ∧ ω = ∗ω et les équations
ψ = dω
d •ψ = µ •ω
déﬁnissent une variété de Gray.

CHAPITRE 5
CLASSIFICATION DES VARIÉTÉS NK
HOMOGÈNES
Le contenu du chapitre qui suit reproduit à peu près l'article [13]. On a seulement
changé quelques notations et supprimés des passages dans les préliminaires qui se trouvent
maintenant développés au chapitre 1, section 3 (section sur les espaces homogènes) et au
chapitre 3 pour ce qui concerne les variétés presque hermitiennes. On a même gardé
l'introduction, qui contient les deux théorèmes principaux 5.1.1 et 5.1.2, prouvés dans le
corps du texte. De plus, on a ajouté une section, la section 2. On y trouvera une synthèse,
avec plus de précisions que dans l'article, des principaux résultats de Gray sur les espaces
3-symétriques contenus dans [30]  dont l'énoncé de la conjecture 5.2.16 résolue dans
ce chapitre  et surtout une présentation plus avantageuse de ces résultats utilisant la
connexion et la torsion intrinsèque.
5.1. Introduction
Une variété approximativement kählerienne (ou Nearly Kähler, en anglais : dorénavant
on note NK) est une variété presque hermitienne telle que la derivée covariante pour la
connexion de Levi-Civita de la forme de Kähler ω est antisymétrique.
Les variétés strictement approximativement kähleriennes (SNK)  c'est à dire qui ne
sont pas simplement kähleriennes  en dimension 6 sont particulières à plusieurs titres.
Notamment elles admettent un spineur de Killing (voir [32]) et sont d'Einstein ([29]).
Depuis les travaux de Nagy dans [42] on sait que de leur classiﬁcation dépend beaucoup
celle des variétés NK en toute dimension.
Une voie privilégiée de construction des variétés NK est celle des espaces 3-symétriques.
A. Gray a montré en 1972 que tout espace homogène 3-symétrique naturellement réductif
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est muni canoniquement d'une structure NK (voir [30]). Auparavant A. Gray et J.A. Wolf
avaient conjecturé en 1968 dans [53] que tout espace homogène SNK est 3-symétrique.
Retournant a l'intérêt manifesté dans les années 70 pour ces variétés, P.A. Nagy ([43]) a
décomposé les variétés SNK de dimension quelconque en produits riemanniens d'espaces
de twisteurs au-dessus de variétés Kähler-quaternioniques, d'espaces homogènes et de
variétés SNK de dimension 6. Si la variété est de plus homogène, il ne reste que des espaces
homogènes, de divers types mais tous 3-symétriques et des variétés SNK homogènes de
dimension 6 de telle sorte qu'il suﬃt pour que la conjecture soit vraie qu'elle le soit en
dimension 6.
Dans cet article on prouve la conjecture en classiﬁant totalement les variétés SNK
homogènes simplement connexes de dimension 6.
Theorème 5.1.1.  Tous les espaces homogènes strictement NK de dimension 6 sont
des espaces 3-symétriques munis de leur structure presque complexe canonique.
Plus précisément on a
Theorème 5.1.2.  Les seuls espaces homogènes strictement NK simplement connexes
de dimension 6 sont isomorphes à G/H où G et H sont les groupes de Lie donnés dans
la liste :
 G = S3 × S3 et H = {1}
 G = G2 et H est SU(3) (dans ce cas G/H est la sphère de dimension 6) ou un de
ses sous-groupes ﬁnis
 G = Sp(2) et H = S1×SU(2) (alors G/H est l'espace projectif complexe CP (3)) ou
un de ses sous-groupes ﬁnis
 G = SU(3), H = S1 × S1 et G/H est l'espace de drapeaux F (1, 2)
De plus sur chacun de ces espaces homogènes il y a une seule structure presque complexe
NK invariante à une homthétie près.
Pour achever la classiﬁcation il faudra examiner les quotients ﬁnis des espaces homo-
gènes dont la liste est dans le théorème 5.1.2. En eﬀet les variétés SNK sont compactes,
de groupe fondamental ﬁni d'après Nagy ([42]). En dimension 6 cela résultait déjà de la
démonstration par Gray dans [29] qu'elles sont d'Einstein, à courbure scalaire strictement
positive.
Dans la section 3, des préliminaires algébriques à la classiﬁcation permettent d'établir
une première liste des groupes G et H tels que leur quotient G/H est susceptible d'ad-
mettre une structure SNK invariante. Dans la section 4, on traite le cas jugé le plus diﬃcile
du produit de sphères S3×S3. En résolvant l'équation diﬀérentielle de Reyes Carrión [47],
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qui caractérise les variétés SNK en dimension 6, sur l'espace des 2-formes invariantes, on
montre que S3×S3 admet une seule structure homogène SNK correspondant à la construc-
tion de Ledger et Obata dans [40] d'un espace 3-symétrique. Dans la section 5 on traite
plusieurs cas qui se ramènent au précédent. Dans la section 6 et la section 7, le moyen
de déterminer les structures presque hermitiennes invariantes de F (1, 2) et CP (3) est de
décomposer la représentation linéaire isotropique en représentations irréductibles. Cette
recherche apparaît liée à la théorie des espaces de twisteurs des variétés de dimension 4
(ici CP (2) et S4 respectivement.) Il faut alors calculer quelles métriques sur ceux-ci sont
NK. Enﬁn dans la section 8, la donnée d'une structure NK de la sphère S6 est rappelée
être équivalente à la donnée d'une 3-forme générique constante sur l'espace euclidien R7
et cela termine notre étude.
5.2. Espaces 3-symétriques
Dans cette section on omet le détail de certaines preuves, pour lesquelles on peut se
reporter à l'article fondateur de Gray [29].
Les espaces 3-symétriques sont une généralisation des espaces symétriques. Ceux-ci
sont déﬁnis comme des espaces homogènes G/H où G est muni d'une involution  un
automorphisme d'ordre 2  dont H est l'ensemble des points ﬁxes. De même,
Déﬁnition 5.2.1.  Un espace 3-symétrique est un espace homogène G/H où G est
muni d'un automorphisme s d'ordre 3, s3 = Id tel que
Gs0 ⊂ H ⊂ Gs
où Gs = {g ∈ G | s(g) = g} est l'ensemble des points ﬁxes de s et Gs0 est la composante
connexe de l'identité de Gs.
Soit s∗ : g → g la diﬀérentielle de s à l'origine, h = gs est le sous-espace propre de s∗
pour la valeur propre 1. Puisque s3∗ = Id, les autres valeurs propres sont j = −12 + i
√
3
2
et
j2 = j¯ = −1
2
− i
√
3
2
.
Lemme 5.2.2.  Un espace 3-symétrique est un espace homogène réductif.
Démonstration.  On étend s∗ à gC = g ⊗R C par C-linéarité. Alors soient mj, mj2 les
sous-espaces propres de S pour les valeurs propres j, j2, respectivement.
(5.1) gC = hC ⊕mj ⊕mj2
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On pose m = (mj ⊕mj2) ∩ g de telle sorte que g = h⊕m et m est Ad(H)-invariant car s
est un automorphisme.
NB : pour un espace symétrique, un supplémentaire m, Ad(H)-invariant est déﬁni de
façon similaire comme le sous-espace propre pour la valeur propre -1 de la diﬀérentielle
de l'automorphisme en e.
Dans la suite on fait l'hypothèse supplémentaire suivante : m est muni d'un produit
scalaire Ad(H)-invariant g (représentant une métrique invariante sur M par rapport à
laquelle G est un sous-groupe du groupe d'isométries, cf chapitre 1, section 3) tel que
(5.2) ∀u, v ∈ m, g(s∗u, s∗v) = g(u, v)
c'est-à-dire s∗ est orthogonal. Dans ce cas, on dit que M = G/H est un espace 3-
symétrique riemannien (ou parfois encore un espace 3-symétrique tout court).
En passant au quotient, on déﬁnit un diﬀéomorphisme de M :
so(π(g)) = π(s(g))
Il est bien déﬁni (il ne dépend pas du représentant choisi) car ∀h ∈ H, s(h) = h (H ⊂ Gs)
donc π(s(gh)) = π(s(g)h) = π(s(g)).
Lemme 5.2.3.  Le point o est un point ﬁxe isolé de so.
Démonstration.  Soit g ∈ G tel que x = π(g) est un point ﬁxe de so :
π(s(g)) = so(π(g)) = π(g)
Par conséquent il existe h ∈ H tel que g = s(g)h. Puis g = s3(g)h3 = gh3 d'où h3 = e.
Or les racines cubiques de l'identité de G sont en nombre ﬁni (inférieur à 3). Si on est
proche de o, on peut choisir g assez proche de e pour que h = e et g ∈ Gs0. Alors g ∈ H
et x = o.
En conjuguant par l'action (transitive) du groupe on obtient des diﬀéomorphismes sx
attachés à chaque point x = π(g) de M :
sx = g ◦ so ◦ g−1
Cela suggère la déﬁnition
Déﬁnition 5.2.4.  On appelle famille de diﬀéomorphismes locaux cubiques de M , une
famille de diﬀéomorphismes (fx)x∈M variant avec x de façon diﬀérentiable, tels que
(i) fx est déﬁni localement sur un voisinage de x.
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(ii) x est un point ﬁxe isolé de fx.
(ii) f3x = Id
Pour un espace 3-symétrique, la famille (sx)x∈M est bien sûr une famille de diﬀéomor-
phismes locaux cubiques. Réciproquement on va voir qu'une telle famille déﬁnit un espace
3-symétrique, sous certaines conditions.
Mais d'abord, quel est le lien entre les espaces 3-symétriques et les variétés presque
hermitiennes ?
Soit (fx)x∈M une famille de diﬀéomorphismes locaux cubiques de M . On pose Fx =
Dfx(x) : TxM → TxM . Par analogie avec l'écriture des racines cubiques de l'identité dans
C on déﬁnit Jx par
(5.3) Fx = −1
2
Id|TxM +
√
3
2
Jx
Lemme 5.2.5.  L'endomorphisme J : TM → TM déﬁni par (5.3) est une structure
presque complexe sur M .
Démonstration.  On a F 2x + Fx + Id = 34(J2x + Id). Or 0 = F 3x − Id = (Fx − Id)(F 2x +
Fx+ Id) et par (ii) de la déﬁnition 5.2.4, 1 n'est pas une valeur propre de Fx donc Fx− Id
est inversible. Finalement F 2x + Fx + Id = 0 d'où J2x = −Id quel que soit x ∈M .
Déﬁnition 5.2.6.  La structure presque complexe déﬁnie par (5.3) est appelée struc-
ture presque complexe canonique associée à la famille (fx)x∈M . La structure presque com-
plexe canonique d'un espace 3-symétrique est la structure presque complexe canonique
associée à la famille de diﬀéomorphismes cubiques locaux dite canonique (sx)x∈M .
Réciproquement si on a une structure presque complexe J , il existe une famille de dif-
féomorphismes locaux cubiques dont elle la structure presque complexe canonique. On
déﬁnit (Fx)x∈M par (5.3). Alors on peut trouver un voisinage Ux de x et un diﬀéomor-
phisme fx déﬁni sur Ux tel que Dfx(x) = Fx et fx vériﬁe les conditions de la déﬁnition
5.2.4.
Bien sûr le champs d'endomorphismes de TM , F préserve (i.e. commute à) J et si
(M, g, J) est presque hermitienne, il préserve aussi g :
∀X,Y ∈ TM, g(FX,FY ) = g(X, Y )
On peut maintenant donner une autre déﬁnition des espaces 3-symétriques :
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Déﬁnition 5.2.7.  Un espace localement 3-symétrique riemannien est une variété rie-
mannienne M munie d'une famille de diﬀéomorphismes locaux cubiques (sx)x∈M telle que
quel que soit x ∈ M , sx est une isométrie holomorphe, relativement à g et la structure
presque complexe canonique J .
Proposition et déﬁnition 5.2.8.  Un espace 3-symétrique riemannien est un espace
localement 3-symétrique riemannien connexe dont les isométries holomorphes cubiques sx
sont déﬁnies globalement.
Démonstration.  Soit G le plus grand groupe connexe d'isométries holomorphes. Il agit
transitivement sur M : on rappelle brièvement la preuve de Gray.
Il s'agit de montrer que pour tout x ∈ M l'orbite de x sous G est ouverte. Alors le
complémentaire de G.x aussi est ouvert, comme réunion d'orbites G.y, y /∈ G.x. Par
conséquent G.x est ouvert et fermé et puisque M est connexe, l'orbite de x est la variété
entière.
Pour cela on déﬁnit ϕ : M → M par ϕ(y) = sy(x). Comme y 7→ sy est diﬀérentiable
par déﬁnition d'une famille de diﬀéomorphismes locaux cubiques, ϕ l'est aussi et on peut
calculer que Dϕ(x) = Id|TxM − Sx. Comme tout à l'heure, x est un point ﬁxe isolé de sx
donc Dϕ(x) est inversible. Il existe un voisinage U de x tel que ϕ est un diﬀéomorphisme
sur U . Maintenant ∀y ∈ ϕ(U), il existe z ∈ U tel que y = sz(x). Or sz est une isométrie
holomorphe par hypothèse et on peut choisir U pour que sz ∈ G. Par conséquent y ∈ G.x
et ϕ(U) est un voisinage de x dans l'orbite. C'est ce qu'on voulait démontrer.
On déﬁnit un automorphisme s de G. Soit x ∈M ,
s(g) = sx ◦ g ◦ s−1x
Bien sûr s(g) est encore une isométrie holomorphe et s3(g) = s3x ◦ g ◦ s−3x = g. Soit H le
sous-groupe d'isotropie en x. Il reste à vériﬁer Gs0 ⊂ H ⊂ Gs.
Montrons H ⊂ Gs. Soit g ∈ G, g ∈ Gs si et seulement si sx ◦ g = g ◦ sx Alors
sx(gx) = gsx(x) = gx. Le point x est un point ﬁxe isolé de sx donc si g est assez proche
de e, gx = x, c'est-à-dire g ∈ H.
Dans l'autre sens : soit h ∈ H, la diﬀérentielle en x de s(h) est
s(h)∗ = Sx ◦ h∗ ◦ S−1x
Or h est une isométrie holomorphe, donc h∗ commute à Jx, et à Sx par (5.3) : s(h)∗ = h∗
d'où s(h) = h (deux isométries qui ont la même diﬀérentielle en un point coïncident
partout) c'est-à-dire h ∈ Gs.
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Finalement M ≃ G/H est un espace 3-symétrique au sens de la déﬁnition 5.2.1.
En outre, classiquement :
Proposition 5.2.9.  Un espace localement 3-symétrique riemannien connexe, simple-
ment connexe est un espace 3-symétrique riemannien.
Que les sx soient des isométries holomorphes est une propriété globale qu'on peut
cependant remplacer par des conditions algébriques c'est-à-dire des relations entre des
tenseurs de M .
On part d'une variété presque hermitienne (M, g, J). On déﬁnit S par (5.3). Soit x ∈M .
Par un théorème de Kobayashi-Nomizu [39], p259, si Sx préserve les dérivées successives
de la courbure riemannienne au point x,
∀p ∈ N, S(∇pR) = ∇pR
il existe une isométrie locale sx telle que Dsx(x) = Sx. En fait Gray montre qu'il suﬃt
que S préserve R et ∇R. Puis l'isométrie sx est holomorphe si et seulement si Sx préserve,
outre J , ∇J et ∇2J .
Or, compte-tenu de la relation (5.3), on peut exprimer ces conditions en utilisant J au
lieu de S. Par exemple,
Proposition 5.2.10.  Soit (M, g) une variété presque hermitienne. Le champs de ten-
seurs S préserve g, J . Il préserve en outre ∇J si et seulement si la variété est quasi-
kählerienne.
Démonstration.  Soit α un tenseur 3-fois covariant, S préserve α si et seulement si pour
tous X, Y, Z ∈ TM
(5.4) α(X,Y, Z) = α(S−1X,S−1Y, S−1Z) = α(S2X,S2Y, S2Z)
Or S2 = −1
2
Id+
√
3
2
J . Des manipulations algébriques prouvent alors que (5.4) est équiva-
lente à
(5.5) α(X,Y, Z) = −α(JX, JY, Z) = −α(X, JY, JZ) = −α(JX, Y, JZ)
Appliqué à ∇J ou η = 1
2
J ◦ ∇J (on sait que S préserve J) cela donne
∀X, Y, ηXY = −ηJXJY
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En eﬀet on a déjà g(ηXJY, JZ) = −g(JηXY, JZ) = −g(ηXY, Z). Autrement dit S
préserve ∇J si et seulement si la variété presque hermitienne (M, g, J) est de type
W1 ⊕W2.
Gray transforme de même la condition Sα = α pour α d'ordre 4 ou 5. En appliquant
à R, ∇J et ∇R, il obtient les conditions nécéssaires et suﬃsantes :
Theorème 5.2.11.  Soit (M, g, J) une variété presque hermitienne. Il existe une fa-
mille de diﬀéomorphismes locaux cubiques (sx)x∈M dont J est la structure presque com-
plexe canonique, telle que M est un espace localement 3-symétrique, si et seulement si les
conditions suivantes sont réalisées : quels que soient W,X, Y, Z, T ∈ TM ,
M est quasi-kählerienne : (∇XJ)Y + (∇JXJ)JY = 0(5.6a)
S préserve ∇2J(5.6b)
R(X,Y, Z, T ) = R(JX, JY, Z, T ) + R(JX, Y, JZ, T ) + R(JX, Y, Z, JT )(5.6c)
(∇WR)(X, Y, Z, T ) + (∇WR)(JX, JY, JZ, JT ) = 0(5.6d)
Or nous voyons que le système d'équations (5.6) est équivalent à cet autre, exprimé en
termes de la connexion intrinsèque de variété presque hermitienne :
ηXY + ηJXJY = 0(5.7a)
∇η = 0(5.7b)
∇R = 0(5.7c)
En eﬀet, premièrement (5.6a) et (5.7a) sont clairement équivalentes, montrons que
(5.7b), avec (5.6a) ou (5.7a), impliquent (5.6b).
Par (3.17), ∇XJ = −2JηX d'où
∇2J = 2J(2η ◦ η −∇η)
En outre ∇η = ∇η + η.η donc si ∇η = 0, ∇2J dépend algébriquement de η et il est par
conséquent préservé par S, comme ce dernier.
Réciproquement, supposons que S préserve ∇J et ∇2J et montrons qu'il préserve ∇η.
La connexion ∇ est hermitienne donc
(∇η)X,JY JZ + (∇η)X,YZ = 0
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On utilise les équations de Gray dans [29]. Pour un tenseur d'ordre 4, si S préserve ∇η :
∇η(X, Y, Z, T ) = ∇η(JX, JY, Z, T ) +∇η(JX, Y, JZ, T ) +∇η(JX, Y, Z, JT )
= 3∇η(JX, JY, Z, T )
car ∇ est hermitienne mais aussi, en remplaçant X par JX et Y par JY
3∇η(X, Y, Z, T ) = ∇η(JX, JY, Z, T ) = 1
3
∇η(X, Y, Z, T ).
Finalement ∇η(X, Y, Z, T ) = 0 quels que soient X, Y, Z, T c'est-à-dire S préserve ∇η,
avec η ∈ W1 ⊕W2, si et seulement si ∇η = 0.
D'autre part (5.7b) implique aussi (5.6c), par le travail de Falcitelli, Farinola et Salamon
dans [20]. Avec leurs notations, (5.6c) s'écrit en eﬀet
R ∈ L2 = K ⊕K−1 ⊕K−2 ⊕ C4
Or, pour une variété quasi-kählerienne (voir les tables page 271 de [20]), les composantes
de la courbure dans le supplémentaire de L2 sont données par ∇η (et même seulement
par ∇ζ).
Quant aux deux dernières équations (5.6d) et (5.7c),
∇R = ∇R + η.R
puis, par le lemme 4.2.11, compte-tenu de (5.7b),
∇R = ∇R0 + η.R
où R0 ∈ K(u(n)).
L'équation (5.6c) implique
R(X,Y, Z, T ) = R(JX, JY, JZ, JT )
Mais η anticommute à J donc
(5.8) (η.R)W (X, Y, Z, T ) = −(η.R)W (JX, JY, JZ, JT )
De l'autre côté, R0 est un tenseur de courbure kählerien donc il vériﬁe en particulier
R0(X, Y, Z, T ) = R0(JX, JY, JZ, JT ) et puisque ∇ est une connexion hermitienne,
(5.9) ∇R(X,Y, Z, T ) = ∇R(JX, JY, JZ, JT )
On en déduit que (5.6d) est équivalente à ∇R0 = 0 ou ∇R = 0 sous les conditions (5.7b)
et (5.6c).
Finalement on a démontré
134 CHAPITRE 5. CLASSIFICATION DES VARIÉTÉS NK HOMOGÈNES
Theorème 5.2.12.  Une variété presque hermitienne M est un espace localement 3-
symétrique si et seulement si elle est quasi-kählerienne et la torsion et la courbure de la
connexion hermitienne canonique sont parallèles pour ∇ : ∇η = 0 et ∇R = 0.
On souhaite donner une autre preuve, beaucoup plus directe, de ce résultat, sans passer
par les équations de Gray. On commence par démontrer :
Proposition 5.2.13.  Soit M = G/H un espace homogène presque hermitien, réduc-
tif. C'est un espace 3-symétrique si et seulement si la variété est quasi-kählerienne et la
connexion normale coïncide avec la connexion hermitienne canonique.
Démonstration.  Pour un espace homogène presque hermitien réductif, g = h⊕m, m est
muni d'un endomorphisme J de carré -1, correspondant à une structure presque complexe
invariante de M . Cela induit une décomposition invariante
TCM = T 1,0 ⊕ T 0,1
ou
(5.10) mC = m1,0 ⊕m0,1
Cette décomposition vériﬁe en outre, puisque m et J sont Ad(H)-invariants,
(5.11) [h,m1,0] ⊂ m1,0 et [h,m0,1] ⊂ m0,1
Bien sûr on a toujours [h, h] ⊂ h. Cela va nous servir à construire un automorphisme s de
G par analogie avec (5.1). On construit une application linéaire f de g en posant
f |h = Id|h, f |m1,0 = jId|m1,0 et f |m0,1 = j2Id|m0,1
Elle s'intègre en un automorphisme d'ordre 3 de G déﬁni par
∀X ∈ g, s(exp(X)) = exp(f(X))
(comme G est simplement connexe, l'exponentielle exp : g → G est surjective) si et
seulement si
∀X,Y ∈ g, [f(X), f(Y )] = f([X, Y ])
Pour cela il suﬃt, à cause de ce qu'on a vu plus haut (5.11) que
(5.12) [m1,0,m1,0] ⊂ m1,0, [m0,1,m0,1] ⊂ m0,1 et [m1,0,m0,1] ⊂ h
On peut comparer (5.12) à la condition (1.51) pour un espace symétrique. La torsion de
la connexion normale ∇m est représentée par le tenseur constant Tm :
Tm(u, v) = −[u, v]m
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On peut donc réinterpréter (5.12) en
∀u, v ∈ m1,0, Tm(u, v) ∈ m0,1
∀u, v ∈ m0,1, Tm(u, v) ∈ m1,0
∀u ∈ m1,0, ∀v ∈ m0,1, Tm(u, v) = 0
En voyant Tm comme un tenseur 3 fois covariant, cela signiﬁe que Tm vit dans l'intersection
de Λ2 ⊗ Λ1 avec ⊗3(m1,0)∗ ⊕ ⊗3(m0,1)∗ : Tm ∈ [[λ2,0 ⊗ λ1,0]] alors
ηm ∈ W1 ⊕W2 ⊂ Λ1 ⊗ u⊥(n)
On en déduit premièrement que ∇m est la connexion intrinsèque puis que la torsion
intrinsèque est ηm, appartenant à W1 ⊕W2.
Finalement, (5.10) est la décomposition en sous-espaces propres d'un automorphisme s
d'ordre 3 de G si et seulement si la connexion normale de G/H est la connexion intrinsèque
et la variété est quasi-kählerienne.
A partir de là, il est aisé de démontrer le théorème 5.2.12 :
Démonstration.  Soit M une variété presque hermitienne, vériﬁant ∇η = 0 et ∇R = 0.
AlorsM est localement isomorphe à un espace homogène réductif presque hermitien G/H
dont la connexion normale est la connexion hermitienne canonique par le travail de Tricerri
(voir proposition 1.3.15). Si en outre la variété est quasi-kählerienne, par la proposition
5.2.13, M est un espace 3-symétrique.
Réciproquement, si M est un espace 3-symétrique, la décomposition (5.1) déﬁnit une
structure presque complexe invariante qui n'est autre que la structure presque com-
plexe canonique. De plus, par la proposition 5.2.13, la variété est quasi-kählerienne et
la connexion normale est la connexion hermitienne canonique, donc ∇η = 0 et ∇R = 0
par la proposition 1.3.11.
Les conditions au théorème 5.2.12 peuvent être comparées à la déﬁnition d'un espace
localement symétrique par ∇R = 0. En eﬀet on peut voir la connexion de Levi-Civita ∇
comme la connexion intrinsèque, de torsion nulle, de la structure métrique (la structure
SO(m)). On peut se demander quel espace homogène on obtient en généralisant ces
conditions pour une G-structure quelconque.
Maintenant, à l'intérieur de la classe des variétés quasi-kähleriennes, il y a les variétés
NK. Les variétés NK sont les variétés presque hermitiennes dont la torsion intrinsèque
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est totalement antisymétrique. Or, par la proposition 5.2.13 la connexion intrinsèque d'un
espace 3-symétrique est la connexion normale de l'espace homogène réductif.
Déﬁnition 5.2.14.  On dit qu'un espace homogène riemannien est naturellement ré-
ductif s'il est réductif et
∀X, Y, Z ∈ m, g([X,Y ], Z) = g(X, [Y, Z])
De façon équivalente, la torsion de la connexion normale est totalement antisymétrique.
C'est le cas en particulier si le produit scalaire g, Ad(H)-invariant sur m est la restriction
d'une métrique biinvariante de G.
Dès lors, puisque la connexion normale coïncide avec la connexion intrinsèque pour un
espace 3-symétrique,
Proposition 5.2.15.  Un espace 3-symétrique est NK si et seulement si il est natu-
rellement réductif.
Réciproquement on reformule géométriquement la conjecture de Gray et Wolf, énoncée
dans [53] (à la ﬁn, p113 ou dans l'introduction, p79) dans le langage de la théorie des
groupes de Lie :
Conjecture 5.2.16.  Tout espace homogène SNK est un espace 3-symétrique naturel-
lement réductif muni de sa structure presque complexe canonique.
Pour une variété NK, on a toujours ∇η = 0, par la proposition 4.2.2 par conséquent le
théorème 5.2.12 devient, dans ce cas :
Proposition 5.2.17.  Une variété NK telle que la courbure de la connexion hermi-
tienne canonique est parallèle, ∇R = 0, est un espace 3-symétrique.
P.A. Nagy [43] trouve dans Cleyton [17] une condition suﬃsante pour que cela arrive :
Proposition 5.2.18.  Une variété SNK, de dimension strictement supérieure à 6 telle
que la représentation du groupe d'holonomie de ∇ sur l'espace tangent est irréductible est
un espace 3-symétrique.
Nous nous fondons sur les énoncés plus précis de l'article de Cleyton et Swann [18] :
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Theorème 5.2.19 (Cleyton et Swann).  Soit (M, g) une G-variété riemannienne
irréductible. Si la torsion intrinsèque de M est non nulle, invariante, antisymétrique,
alors ou bien (M, g) est une variété de Gray, G = SU(3) ou une variété à holonomie faible
G2, ou bien elle est localement isométrique à un espace homogène à isotropie irréductible.
En particulier, (M, g) est d'Einstein.
NB : Une G-variété irréductible est une variété munie d'une G-structure telle que la res-
triction à G de la représentation standard de GL(m,R) sur Rm (permettant de construire
le ﬁbré tangent à partir du ﬁbré des repères) est irréductible.
Soit M une G′-variété telle que la torsion intrinsèque η est parallèle pour ∇. Alors on
a une réduction supplémentaire au stabilisateur G de η pour lequel évidemment c'est un
tenseur invariant. Puisque ∇η = 0, ∇ est une G-connexion et la torsion intrinsèque de
G(M) est toujours η car G ⊂ G′ implique η ∈ Λ1 ⊗ g′⊥ ⊂ Λ1 ⊗ g⊥. Par conséquent le
théorème s'applique dans ce cas.
Les variétés SNK vériﬁent bien sûr ∇η = 0. Les groupes G′ et G sont respectivement
U(3) et SU(3) en dimension 6 et en dimension quelconque supérieure à 8, G′ = U(n) et
G = StabU(n)ψ. La proposition 5.2.18 est alors un corollaire du théorème 5.2.19.
La démonstration du théorème 5.2.19 (ou directement, de la proposition 5.2.18) se
fonde, brièvement, sur les arguments suivants. M. Berger [8] a établi la liste des groupes
d'holonomie G pouvant advenir pour une variété riemannienne irréductible en étudiant
l'espace K(g) déﬁni plus haut des tenseurs de courbures algébriques à valeurs dans g. En
eﬀet on peut montrer
Proposition 5.2.20 (Cleyton & Swann).  Soit V une représentation irréductible
d'un groupe de Lie G. On est dans un des trois cas suivants :
(i) K(g) = {0}
(ii) G est un groupe d'holonomie riemannienne de la liste de Berger et V est la représen-
tation d'holonomie
(iii) G = Sp(n)U(1) et V = [[E ⊗ L]] où E, resp. L, sont les représentations complexes
standards de Sp(n) et U(1).
NB : La preuve de Berger prescrit en même temps que le groupe d'holonomie sa repré-
sentation sur l'espace tangent. C'est d'elle qu'il s'agit au (ii).
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Maintenant, si G préserve une 3-forme, on ne peut être dans le cas (iii), et dans le cas
(ii), les deux seules possibilités sont SU(3) et G2 avec leur représentation standard en
dimension 6 ou 7.
Pour une variété NK, on pose G égal comme précédemment au stabilisateur de ψ dans
U(n) : G  U(n) si la 3-forme n'est pas identiquement nulle, i.e. la variété n'est pas
kählerienne. Par conséquent en dimension supérieure à 8, si la représentation de G sur
l'espace tangent est irréductible, G ne peut pas être SU(3) et on est dans le cas (i)
de la proposition précédente : K(g) = {0}. Or par la proposition 4.2.11, ∇R = ∇R0
avec R0 ∈ K(g) d'où dans ce cas ∇R = 0, c'est-à-dire que la variété est localement
3-symétrique.
5.3. Espaces homgènes presque hermitiens
Déﬁnition 5.3.1.  Un espace homogène presque hermitien (M, g, J) est un espace ho-
mogène dont la métrique et la structure presque complexe sont invariantes pour l'action
de G et en font une variété presque hermitienne.
Si l'espace homogène est réductif, elles sont donc identiﬁées respectivement à un produit
scalaire et un endomorphisme de carré −1 de m, Ad(H)-invariants, notés encore g et J .
Un espace 3-symétrique est bien sûr un espace homogène presque hermitien, la structure
presque complexe étant donnée par
Sx = −1
2
Id|TxM +
√
3
2
Jx
Il est aussi réductif par le lemme 5.2.2.
La dérivée covariante ∇˜ d'une connexion n'est pas un tenseur, en revanche A déﬁni
par AX = LX − ∇˜X , si. Il y a donc une correspondance bijective entre les connexions
G-invariantes et les applications Λ : m → so(m), c'est à dire vériﬁant
(5.13) (Λ(X)Y |Z) + (Λ(X)Z|Y ) = 0 pour tous X, Y ∈ m
donnée par Λ(X) = (−AX)o, en identiﬁant m et ToM . Il s'agit du théorème de Wang
spécialisé aux espaces homogènes réductifs (théorème 2.1, p191 de [39]). Si ∇˜ = ∇, la
dérivée covariante de la connexion de Levi-Civita, qui est sans torsion, on a de plus
(5.14) Λ(X)Y − Λ(Y )X = [X, Y ]m pour tous X, Y ∈ m
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La notation m en indice signiﬁe la projection sur ce sous-espace du vecteur indicé. Les
équations (5.13) et (5.14) déﬁnissent une unique application Λ donnée par la formule du
théorème 3.3, p201 [39]
(5.15) Λ(X)Y = 1
2
[X,Y ]m + U(X, Y )
où
(5.16) 2(U(X, Y )|Z) = ([Z, Y ]m|X) + ([Z,X]m|Y )
Désormais M = G/H désigne un espace homogène réductif simplement connexe de
dimension 6. On cherche à quelles conditions il admet une structure presque hermitienne
NK. Or
Proposition 5.3.2.  Soit M = G/H un espace homogène riemannien de dimension 6,
non isométrique à la sphère standard S6. S'il admet une structure presque complexe NK,
elle est unique et invariante pour l'action du groupe G.
Démonstration.  L'exposé ci-dessous suit le livre [5], surtout les section 5.2 et 5.3.
En dimension 6, les variétés NK sont caractérisées par l'existence d'un spineur de
Killing : si on note ΣM le ﬁbré des spineurs complexes, il existe σ ∈ Γ(ΣM), β ∈ R\{0}
tel que
∇Xσ = βX.σ
en notant encore ∇ la connexion induite sur Γ(Σ) par la connexion de Levi-Civita. Quant
au point, il désigne la multiplication de Cliﬀord. Comme on est en dimension paire on peut
scinder σ en une partie négative σ− ∈ Σ−M et une partie positive σ+ ∈ Σ+M , suivant la
décomposition en sous-espaces irréductibles de la représentation de Spin(6). Alors
∇Xσ+ = βX.σ−
∇Xσ− = βX.σ+
si bien que le conjugué de σ, σ = σ+ − σ− est encore un spineur de Killing :
∇Xσ = −βX.σ
De plus β et −β sont les seules valeurs possibles car il faut que la courbure scalaire vaille
s = 4β2n(n − 1), où n = 6 est la dimension de M . On déﬁnit alors la structure presque
complexe J associée à σ par
(5.17) JX.σ+ def= iX.σ+
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après avoir vériﬁé que l'ensemble {X.σ+x |X ∈ TxM} est un sous-espace complexe de Σ+xM
en tout point x ∈ M . A présent si M n'est pas la sphère S6, l'ensemble des spineurs de
Killing pour la valeur β est de dimension 1 ([5], proposition 1, p126) et la structure
presque complexe associée J est NK. Inversement si on se donne une structure presque
complexe NK J sur M , il existe un spineur de Killing tel qu'elle en soit la structure
presque complexe associée (voir [32]). On en déduit qu'il y a une seule structure presque
complexe NK sur M . De plus on peut déﬁnir une action du groupe d'isométrie sur les
spineurs. Pour un espace homogène riemannien, les spineurs de Killing sont invariants et
par conséquent J aussi, par (5.17).
Ainsi, tout espace homogène riemannien de dimension 6 hormis la sphère S6, muni d'une
structure presque complexe NK est un espace homogène presque hermitien.
Dans l'examen de la conjecture 5.2.16 en dimension 6 on distingue deux types d'espaces
homogènes. Les cas où G et H sont des groupes produits des sphères S1 et S3. On veut
démontrer qu'ils se ramènent tous au cas de S3 × S3 c'est à dire, comme on le verra
à la section suivante, que la variété admet au plus une structure SNK homogène qui
est de plus 3-symétrique comme on souhaite. Et les cas exceptionnels de l'espace des
drapeaux F (1, 2), de l'espace projectif CP (3) et de la sphère S6 qu'on sait admettre eux
aussi une telle structure et on voudrait démontrer en examinant la représentation linéaire
isotropique de H qu'il n'y en n'a pas d'autre.
Une telle démarche est systématique :
Proposition 5.3.3.  Soit G/H un espace homogène SNK de dimension 6. Le groupe
H est contenu dans SU(3).
Démonstration.  D'abord M = G/H est un espace homogène presque hermitien, m est
muni d'un endomorphisme de carré −1 et on le voit comme un espace vectoriel complexe
de dimension 3. Alors Ad(H) ⊂ U(m), le groupe des transformations unitaires de m,
exprimant que la métrique et la structure presque complexe sont invariantes, ce qui s'écrit
encore g∗ω = ω, où ω est la forme de Kähler. Puis
g∗dω = d(g∗ω) = dω
Or pour une variété SNK de dimension 6, dω est non nulle, de type (3, 0) + (0, 3), Ad(H)
préserve aussi dans ce cas une 3-forme complexe sur m et doit ﬁnalement être contenu
dans SU(m).
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Celui-ci étant compact, de dimension 8, les seuls groupes qui conviennent, hormis lui-
même, sont U(1) = S1, SU(2) = Sp1 = S3 et leurs produits directs et leurs quotients
ﬁnis.
Pour un espace homogène on a la suite d'homotopie
(5.18) · · · → π2(G/H) → π1(H) → π1(G) → π1(G/H) → H/H0 → 0
Cela implique que le rang du groupe fondamental de G doit être inférieur ou égal à celui
du groupe fondamental de H. Et si on suppose G connexe, H l'est aussi.
A partir de ces considérations on peut établir une liste des groupes H possibles et la
liste, en regard, des couples (G,H), compatible avec ces faits. Il nous reviendra d'examiner
cas par cas à partir de cette liste ce que l'existence de cette application surjective
(5.19) φ : π1(H) → π1(G)
impose plus précisement au plongement de H dans G. Pour éviter de citer tous les quo-
tients ﬁnis d'un groupe on écrit seulement la liste des algèbres de Lie :
Lemme 5.3.4.  Soit G/H un espace homogène SNK simplement connexe de dimension
6 et soient g et h les algèbres de Lie de G et H, respectivement. Elles apparaissent à la
même ligne du tableau ci-dessous :
dim h h g
0 {0} su(2)⊕ su(2)
1 iR iR⊕ su(2)⊕ su(2)
2 iR⊕ iR iR⊕ iR⊕ su(2)⊕ su(2)
iR⊕ iR su(3)
3 su(2) su(2)⊕ su(2)⊕ su(2)
4 iR⊕ su(2) iR⊕ su(2)⊕ su(2)⊕ su(2)
iR⊕ su(2) sp(2)
8 su(3) g2
Démonstration.  Cette liste est établie, en commençant par h jusqu'à su(3) qui doit la
contenir à cause de la proposition 5.3.3, à partir de la liste par ordre de dimension crois-
sante des groupes simples, compacts, connexes : S3 ≃ SU(2) ≃ Sp(1), SU(3), Spin(5) ≃
Sp(2), G2, etc. Le dernier groupe cité est de dimension 14 car SU(3) est de dimension 8
et G/H est de dimension 6.
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Outre les raisons de dimension qui peuvent l'empêcher, on se demande quelles algèbres
de Lie h sont vraiment des sous-algèbres de su(3). C'est bien sûr le cas de iR, su(2) et
iR⊕ iR. C'est encore le cas de iR⊕ su(2) via le plongement
iR⊕ su(2) → su(3)
ix + A 7→
(
ix 0
0 A− ixI2
)
où A est une matrice 2 × 2 antihermitienne à trace nulle. En revanche ce n'est plus le
cas de su(2) ⊕ su(2). En eﬀet à partir d'une application ϕ : su(2) ⊕ su(2) → su(3), non
identiquement nulle, en restreignant à chaque facteur on obtient deux représentations
complexes ρ1, ρ2 de su(2) de dimension 3 qui commutent. Alors de deux choses l'une : ou
bien une représentation est irréductible et la seconde est triviale, par le lemme de Schur.
Ou bien il existe pour chacune un sous-espace de de dimension 1 et un sous-espace de
dimension 2 invariants, orthogonaux. Cette décomposition est la même pour ρ1 et ρ2 car
elles commutent et les deux représentations sont nulles sur le premier espace car su(2)
n'admet pas de représentation autre que triviale avant la dimension 2. Par conséquent ϕ
est le prolongement par zéro d'une application su(2)⊕su(2) → su(2). Dans ce cas, comme
dans le précédent, elle ne saurait être un plongement. Enﬁn iR ⊕ iR ⊕ iR et toutes les
algèbres qui la contiennent (en premier iR ⊕ iR ⊕ su(2)) ne peuvent pas être plongées
dans su(3) car les sous-algèbres de Cartan de celle-ci sont de dimension 2.
Si G n'est pas simplement connexe, soit π : G˜ → G son revêtement universel et H ′ le
sous-groupe de G˜, π−1(H). Alors
Lemme 5.3.5.  Les deux espaces homogènes M = G/H et M ′ = G˜/H ′ sont iso-
morphes.
Démonstration.  L'isomorphisme est donné par
M ′ → M
[g] 7→ [π(g)]
qui est bien déﬁnie et injective car g et g′ déﬁnissent la même classe, g′g−1 ∈ H ′, si et
seulement si π(g′)π(g)−1 ∈ H, c'est à dire π(g), π(g′) déﬁnissent la même classe de M .
Elle est aussi surjective car π l'est.
Si le groupe fondamental de G est ﬁni, G˜ et H ′ sont encore compactes, l'algèbre de Lie
de H ′, h′ = h est encore incluse dans su(3) et bien sûr l'algèbre de Lie de G˜ est g. Dans
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la suite on supposera donc que G est simplement connexe (sections 3, 5, 6, 7) ou que G
et H sont des produits ﬁnis des groupes S1 et S3 ou des quotients ﬁnis de ces produits
(section 4). Dans le premier cas, comme les groupes sont connexes, la représentation
linéaire isotropique de M , Ad(H), est donnée par la représentation de l'algèbre de Lie,
ad(h), sur le supplémentaire invariant choisi. On peut donc ﬁnalement se contenter de
chercher les structures presque hermitiennes invariantes des espaces G/H où G et H sont
les groupes simples, compacts, connexes, dont les algèbres de Lie apparaissent à une même
ligne du tableau 5.3.4.
5.4. Le groupe de Lie S3 × S3
On se propose ici de chercher toutes les structures NK sur le groupe de Lie S3 × S3,
invariantes à gauche. On en connait d'avance une, correspondant à la construction de
Ledger et Obata (voir [40]).
Si G est un groupe de Lie compact, g son algèbre de Lie, g une métrique biinvariante
sur G, on appelle ∆ le sous-groupe diagonal, isomorphe a G, de de G×G×G. L'espace
homogène M = G×G×G/∆ est isomorphe à G×G et on choisit l'identiﬁcation concrète
G×G×G/∆ → G×G
[x, y, 1] 7→ (x, y)
où [x, y, 1] désigne la classe de (x, y, 1). Toute classe contient un unique triplet de cette
forme donc l'application est bien déﬁnie. On choisit alors pour supplémentaire Ad(H)-
invariant de l'algèbre de Lie h de ∆ dans g⊕ g⊕ g, le sous-espace vectoriel m formé des
vecteurs à composante tangente au premier facteur nulle de telle sorte que la restriction
de g × g × g à m donne une métrique sur M qui n'est pas la métrique produit de G×G
mais le rend naturellement réductif. Maintenant la permutation circulaire de G×G×G
est un automorphisme d'ordre 3 qui induit une structure d'espace 3-symétrique sur M et,
ﬁnalement, une structure NK.
Lorsque G = SU(2) ≃ S3, si on joint deux bases orthonormées de g et qu'on prolonge
par invariance à gauche, on obtient un repère surM non orthonormé mais dans le co-repère
associé (e1, e2, e3, f1, f2, f3) duquel la forme de Kähler s'écrit
(5.20) ω =
√
3
2
(e1 ∧ f1 + e2 ∧ f2 + e3 ∧ f3)
144 CHAPITRE 5. CLASSIFICATION DES VARIÉTÉS NK HOMOGÈNES
Notre but est de démontrer que la structure SNK ainsi décrite sur S3 × S3 est la seule
(bien sûr cela dépend de la métrique biinvariante choisie, mais comme SU(2) est simple
elles sont toutes proportionnelles) :
Proposition 5.4.1.  Soit (g, J) une structure presque hermitienne invariante de S3×
S3. Si (S3×S3, g, J) est SNK, il est isomorphe, en tant qu'espace homogène presque her-
mitien, à la construction de Ledger et Obata. En particulier c'est un espace 3-symétrique.
Déﬁnition 5.4.2.  Étant donné un co-repère (e1, e2, e3, f1, f2, f3) de S3×S3, on appelle
2-forme canonique, la forme donnée en (5.20).
Les variétés SNK de dimension 6 sont caracterisées par la vériﬁcation par la forme
de Kähler d'une équation diﬀérentielle donnée par Reyes Carrión au théorème 4.9 page
48 de [47] (pour une présentation et une demonstration diﬀérentes du même fait voir
aussi [35] ou le chapitre 4 de cette thèse.) On appelle ψ une 3-forme de type (3,0)+(0,3)
proportionnelle à dω et φ l'unique 3-forme telle que ψ + iφ est une forme complexe de
type (3,0). On a
(5.21) −2λω ∧ ω = dφ
où λ est une constante réelle. Plus précisement
(5.22) dω = 3λψ
Dès lors on cherche des 2-formes invariantes sur S3 × S3 vériﬁant (5.21) ou encore des
triplets (ω, ψ, λ) vériﬁant (5.21) et (5.22).
Pour faciliter les calculs on introduit un repère approprié dans lequel l'expression de la
forme de Kähler est proche de celle de la 2-forme canonique.
Sur la sphère S3 il existe un repère global (X1, X2, X3) privilégié, invariant à gauche et
vériﬁant
[X1, X2] = 2X3
[X2, X3] = 2X1
[X3, X1] = 2X2
En prenant la base duale de l'espace cotangent en chaque point on obtient un repère des
1-formes (e1, e2, e3) tel que
(5.23) dei = ei+1 ∧ ei+2
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en notant les indices dans Z/3Z. On remarque que n'importe quel co-repère obtenu a
partir d'un tel repère par une isométrie directe a encore la propriété (5.23).
Déﬁnition 5.4.3.  On appelle co-repère circulaire un co-repère (e1, e2, e3, f1, f2, f3) de
S3×S3 tel que les trois premières (resp. les trois dernières) formes sont nulles en chaque
point sur l'espace tangent du second (resp. du premier) facteur et vériﬁent (5.23).
C'est dans un tel co-repère que les calculs seront faits.
Lemme 5.4.4.  Dans un co-repère circulaire (e1, e2, e3, f1, f2, f3), la forme de Kälher
d'une variéte NK s'écrit comme combinaison linéaire de termes  mixtes  ei ∧ fj i, j =
1, 2, 3
Démonstration.  On écrit pour l'instant en toute généralité
ω =
3∑
i=1
aiei+1 ∧ ei+2 +
3∑
i=1
bifi+1 ∧ fi+2 +
3∑
i,j=1
ci,jei ∧ fj
Que les coeﬃcients soient des constantes, non des fonctions sur la variété, traduit l'inva-
riance de ω. Puis, en exprimant seulement que la forme est non dégénerée, soit ω∧ω∧ω 6= 0,
on obtient d'abord
tACB + det C 6= 0
où A est le vecteur colonne des ai, i = 1, 2, 3, B le vecteur colonne des bi et C la matrice
des ci,j. Mais pour une variété NK, dω est une 3-forme de type (3, 0) + (0, 3). Comme ω
est elle-même de type (1, 1), on doit avoir
(5.24) ω ∧ dω = 0
c'est à dire que ω ∧ ω est fermée. En fait elle est même exacte par (5.21). Cela conduit à
tCA = 0 et CB = 0
puis à
tACB = 0
Finalement det C 6= 0, c'est à dire C et tC sont inversibles et il faut A = B = 0.
Remarquons que l'énoncé est toujours valide si on remplace NK par  quasi-kählerienne .
On peut même mieux choisir sa base pour que C soit diagonale :
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Lemme 5.4.5.  Il existe un co-repère circulaire (e1, e2, e3, f1, f2, f3) tel que
(5.25) ω = λ1 e1 ∧ f1 + λ2 e2 ∧ f2 + λ3 e3 ∧ f3
où les λi i = 1, 2, 3 sont des constantes réelles non nulles.
Démonstration.  Soient M , N deux matrices de SO(3). Partant d'un co-repère circu-
laire (e1, e2, e3, f1, f2, f3) on lui associe le co-repère obtenu en appliquant sur chaque espace
tangent aux 3 premières formes la matrice de changement de base M et aux 3 dernières
la matrice N . Comme remarqué précédemment, c'est encore un co-repère circulaire (cela
revient à appliquer sur chaque facteur du produit une isométrie directe de la métrique
biinvariante de SU(2).) Alors si ω s'écrivait dans l'ancien co-repère grâce à la matrice C,
son expression dans le nouveau fait intervenir la matrice MCtN . En écrivant C comme
produit d'une matrice symétrique (donc diagonalisable par un changement de base ortho-
normée) et d'une matrice orthogonale on voit qu'on peut choisir M et N telles qu'elle soit
diagonale.
A partir seulement de la forme de Kähler d'une variété SNK, on peut retrouver la
structure presque complexe, puis la métrique. En eﬀet, par le lemme 4.3.20 et (c3), ψ est
de type (3,0) + (0,3) par rapport à J si et seulement si il existe une constante positive c
telle que
(5.26) ιXψ ∧ ψ = c ιJXvol
où vol désigne la forme volume de g.
Cette expression intrinsèque de J permet de le calculer dans n'importe quel repère : soit
(X1, X2, X3, Y1, Y2, Y3) le repère associé à un co-repère circulaire (e1, e2, e3, f1, f2, f3) dans
lequel la forme de Kähler s'écrit (5.25). Rappelons la déﬁnition (4.25) de Kψ : TM →
TM ⊗ Λ6. En diﬀérentiant l'expression (5.25) de ω grâce aux formules (5.23), on trouve
(5.27) Kdω(X1) =
(
(λ21 − λ22 − λ23)X1 − 2λ2λ3Y1
)⊗ s
où s = e1∧e2∧e3∧f1∧f2∧f3. Pour calculer la constante c on se sert du fait que J2 = −Id.
En appliquant Kdω une nouvelle fois à la partie vectorielle de l'expression (5.27) ci-dessus,
on trouve
c =
1
3λ
√
−λ41 − λ42 − λ43 + 2λ21λ22 + 2λ22λ23 + 2λ21λ23
Dans cette base, J admet donc la matrice(
D E
−E −D
)
5.4. LE GROUPE DE LIE S3 × S3 147
avec
D =
1
c
 λ21 − λ22 − λ23 0 00 λ22 − λ23 − λ21 0
0 0 λ23 − λ21 − λ22

et
E =
1
c
 −2λ2λ3 0 00 −2λ3λ1 0
0 0 −2λ1λ2

On progresse : il est maintenant possible de calculer φ sans passer par la métrique,
ce qui va nous permettre de résoudre l'équation diﬀérentielle (5.21). Quels que soient les
champs de vecteurs X, Y, Z sur M on a
φ(X, Y, Z) = ψ(JX, JY, JZ) = −ψ(X,Y, JZ)
Lemme 5.4.6.  Soit (S3× S3, ω, J) une variété NK et soit (e1, e2, e3, f1, f2, f3) un co-
repère circulaire dans lequel ω s'écrit (5.25). Alors (5.21) est équivalente à
(5.28) k 1
λi
= λi(λ
2
i − λ2i+1 − λ2i+2) ∀i = 1, 2, 3
avec
(5.29) k = 6λ
2det C
c
Démonstration.  Soit (e1, e2, e3, f1, f2, f3) un co-repère circulaire dans lequel ω s'écrit,
comme démontré au lemme 5.4.4,
∑
ci,j ei ∧ fj et tel que J est représenté dans le repère
associé par la matrice (
D E
F G
)
On a
3λφ(ei+1, ei+2, fj) = −(CtG)i,j
3λφ(ei, fj+1, fj+2) = (DC)i,j
puis
3λ dρˆ =
3∑
i,j=1
(−CtG + DC)i,j ei+1 ∧ ei+2 ∧ fj+1 ∧ fj+2
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Quant au calcul de ω ∧ ω il fait apparaître les mineurs d'ordre 2 de C, c'est à dire son
inverse. L'équation caractéristique (5.21) s'écrit alors
2k′ tC−1 = −CtG + DC
avec
(5.30) k′ = 6λ2det C
Ce n'est rien d'autre que (5.28), en tenant compte de nos simpliﬁcations successives.
On résoud facilement (5.28). Premièrement notons que si tous les λi sont égaux ou
seulement de signes diﬀérents les trois équations sont vériﬁées à la fois pour k = λ41 =
λ42 = λ
4
3. Autrement si on note S = λ21 + λ22 + λ23 les λ2i doivent d'abord tous vériﬁer la
même équation du second ordre
2x2 − Sx− k = 0
Puis supposons que λ21 et λ22 soient deux racines distinctes et, par exemple, λ23 = λ22. Alors
λ21λ
2
2 vaut le produit des racines : −k2 et l'équation (5.28), i = 2 implique k = 0, ce qui
signiﬁerait que ω est dégénérée. Par conséquent toutes les valeurs diagonales sont égales
au signe près.
Il reste à trancher cette ambiguïté. On le fait en introduisant pour la première fois la
métrique et en demandant qu'elle soit positive.
D'abord, remarquons que le cas où les trois signes sont positifs est identique au cas où
un signe sur trois seulement l'est. En eﬀet on obtient l'un à partir de l'autre en changeant
e1 en −e1 et e2 en −e2 (en supposant que λ1, λ2 sont négatifs) c'est-à-dire en eﬀectuant
une rotation d'angle π autour de e3 dans le premier facteur. De même les deux cas restant.
Eﬀectivement, si on étudie la forme quadratique X 7→ ω(JX,X), on voit qu'elle est soit
déﬁnie positive si le déterminant de C est positif, ou déﬁnie négative dans le cas contraire.
Proposition 5.4.7.  Soit ω une 2-forme diﬀérentielle sur S3× S3 vériﬁant l'équation
diﬀérentielle (5.21). Il existe un co-repère circulaire tel que ω est un multiple de la 2-
forme canonique. Il est strictement positif si et seulement si ω représente une variété
riemannienne NK.
Démonstration.  Pour tout i dans Z/3Z
ω(Jei, e1) = −2
c
λi+1λi+2 ω(f1, e1) =
2
c
λ1λ2λ3
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ω(Jei, fi) =
1
c
λi(λ
2
i − λ2i+1 − λ2i+2)
La forme quadratique X 7→ ω(JX,X) est la somme de trois formes quadratiques de degré
2,
qi =
2λi
c
(
λi+1λi+2x
2
i − (λ2i − λ2i+1 − λ2i+2)xiyi + λi+1λi+2y2i
)
, i = 1, 2, 3
dont le discriminant est c2, positif, et les coeﬃcients des termes carrés ont le signe de
det C.
Ceci achève en même temps la preuve de la proposition 5.4.1.
5.5. Espaces homogènes quotients de groupes produits des sphères
Soit (g, h) un couple d'algèbres de Lie dans la liste du lemme 5.3.4. On cherche les
plongements possibles de h dans g à conjugaison près. En travaillant avec les algèbres
de Lie on écarte provisoirement la question des quotients ﬁnis des groupes. Cependant
si G est de la forme (S1)p × G′/Γ et H = (S1)q × H ′/Σ où Γ et Σ sont des groupes
ﬁnis et G′ et H ′ sont simplement connexes, on retient que la surjectivité de φ vue en
(5.19) implique premièrement p ≤ q, deuxièmement que le morphisme de groupe obtenu
en restreignant au facteur (S1)p de H et en projetant dans G sur le facteur (S1)q est
lui-même surjectif. Au niveau des algèbres de Lie cela se traduit, en notant p la projection
sur
⊕
iR, parallèlement à
⊕
su(2), par
(5.31) h ϕ→֒ g p→
⊕
iR est surjectif
Dans cette section on s'intéresse aux espaces homogènes G/H où G et H sont des
produits directs de S1 et S3 ou des quotients ﬁnis de ces produits. Par conséquent h
doit être iR, iR ⊕ iR, su(2) ou iR ⊕ su(2) et d'après le lemme 5.3.4 on a toujours g =
h ⊕ su(2) ⊕ su(2). Cependant on ignore encore si su(2) ⊕ su(2) aparaissant dans cette
décomposition est Ad(H)-invariant.
Proposition 5.5.1.  Soit M = G/H un espace homogène NK simplement connexe de
dimension 6 avec g et h sommes directes d'algèbres de Lie isomorphes à iR ou su(2).
Alors h admet pour supplémentaire dans g un idéal m isomorphe à su(2) ⊕ su(2) et M
est isomorphe à S3 × S3 muni de son unique structure NK 3-symétrique invariante.
Démonstration.  Un idéal est bien sûr en particulier ad(h)-invariant et même Ad(H)-
invariant puisque H est connexe. Considérons chaque cas :
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 g = iR⊕ su(2)⊕ su(2), h = iR
D'après (5.31), ϕ ◦ p est surjectif, c'est à dire dans ce cas bijectif. L'intersection du
plongement ϕ avec le noyau de la projection p est donc ϕ(h) ∩ (su(2) ⊕ su(2)) = {0}
et ce dernier est par conséquent toujours un supplémentaire de h dans g, quel que soit
précisément le plongement.
 g = iR⊕ iR⊕ su(2)⊕ su(2), h = iR⊕ iR
De même ici m = su(2)⊕ su(2) convient.
 g = su(2)⊕ su(2)⊕ su(2), h = su(2)
En projetant sur chaque facteur su(2) de g on obtient un endomorphisme d'algèbre
de Lie de su(2), soit une représentation unitaire de dimension 2 de su(2). Or su(2) n'a
qu'une seule représentation irréductible complexe en chaque dimension. En dimension 2
on ne peut donc avoir qu'un isomorphisme de su(2) ou la représentation triviale. Si les
trois représentations étaient triviales ϕ ne serait pas un plongement. Il y a donc au moins
un facteur su(2) tel que la projection p vériﬁe comme plus haut : ϕ ◦ p est surjectif et on
prend m égal au noyau de p : la somme des deux autres. C'est encore un idéal.
 g = iR⊕ su(2)⊕ su(2)⊕ su(2), h = iR⊕ su(2)
Cela résulte de la combinaison des deux arguments précédents pour les facteurs iR et
su(2), respectivement, de g.
Un idéal est en particulier une sous-algèbre de Lie. La variété M étant simplement
connexe, elle est diﬀéomorphe à S3 × S3. De plus puisque m ≃ su(2) ⊕ su(2), on peut
toujours le munir de l'unique (à multiple près) 2-forme ω susceptible de représenter une
structure NK invariante d'après les résultats de la section 3. Mais ici H n'est plus tri-
vial et il faut que ω soit Ad(H)-invariante pour le plongement précis de H choisi. Par
construction, c'est le cas dès que Ad(H) est inclus dans le sous-groupe diagonal. C'est
de plus une condition nécéssaire, Ad(H) agissant séparément sur chaque facteur de la
somme. Les seules possibilités pour H sont ﬁnalement les sous-groupes de S3 : {1}, S1 et
les quotients ﬁnis de S3. En eﬀet un espace homogène qu'on écritM = G/H peut toujours
s'écrire diﬀéremment M = G′/H ′ où G′ est un sous-groupe d'isométries plus petit que G
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mais agissant toujours transitivement sur M et H ′ le sous-groupe d'isotropie dans G′ :
H ′ = H ∩G′.
5.6. L'espace des drapeaux
L'espace des drapeaux F (1, 2) d'un espace vectoriel hermitien E de dimension 3 est
l'espace des couples (l, p) où l est une droite de E et p un plan contenant cette droite. Il
apparaît naturellement dans notre liste comme SU(3)/S1×S1 mais on peut aussi l'écrire
U(3)/U(1)×U(1)×U(1) : un point (l, p) est autrement déﬁni par une base orthonormée
(e1, e2, e3) telle que l = Ce1 et (e1, e2) est une base orthonormée de p ; l'action naturelle de
U(3) sur E induit une action sur les drapeaux dont le groupe d'isotropie en un point (l, p)
est formé d'endomorphismes qui préservent les trois droites complexes Ce1,Ce2,Ce3, c'est
à dire d'endorphismes diagonaux dans la base (e1, e2, e3). De façon équivalente il existe
trois ﬁbrations F (1, 2) → CP (2) à ﬁbres isométriques à CP (1). Sur la ﬁbre de la première
c'est la droite qui varie dans le plan, sur celle de la seconde c'est le plan autour de la
droite et sur la ﬁbre de la troisième, la deuxième droite du plan, Ce2, est ﬁxe et la droite
l varie dans le plan orthogonal et le plan p avec elle autour de e2. En fait chacune de ces
ﬁbrations est la ﬁbration d'un espace de twisteurs au-dessus d'une variété de dimension 4.
Cela permet que F (1, 2) soit muni naturellement de trois structures kähleriennes puis, par
variation canonique de la submersion riemannienne, d'une structure NK (voir [43] pour
la construction d'une variété NK à partir d'une submersion kählerienne générale, [5] pour
les espaces de twisteurs NK). Pour chercher toutes les structures NK de F (1, 2) on ne
privilégie aucune ﬁbration ou aucune direction complexe associée à un point de l'espace
de drapeaux, on regarde la représentation complexe Ad(H) de H = U(1)× U(1)× U(1)
associée au plongement naturel dans G = U(3). Tous les plongements de H dans G sont
conjugués et donnent lieu au même espace homogène G/H en ﬁn de compte car leur image
est un tore maximal. On choisit un supplémentaire m, Ad(H) invariant.
Lemme 5.6.1.  L'espace des métriques invariantes presque hermitiennes de F (1, 2)
est de dimension 3.
Démonstration.  La représentation complexe Ad(H) sur m (ou la représentation linéaire
isotropique) est réductible : elle se décompose en une somme de trois représentations
irréductibles. En eﬀet si on représente habituellement U(3) par les matrices unitaires et
le sous-groupe H = S1 × S1 × S1 par les matrices diagonales, u(3) est l'ensemble des
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matrices anti-hermitiennes et l'ensemble k des matrices avec des zéros sur la diagonale est
un supplémentaire évident de h. Or il est Ad(H)-invariant. En fait si on note
∀ a, b, c ∈ C 〈a, b, c〉 def=
 0 a b−a 0 c
−b −c 0

(5.32) Adh〈a, b, c〉 = 〈ei(t−s)a, ei(t−r)b, ei(s−r)c〉 où h =
 eir 0 00 eis 0
0 0 eit
 ∈ H
On le scinde en trois sous-espaces invariants :
l = {〈a, 0, 0〉 | a ∈ C}
m = {〈0, b, 0〉 | b ∈ C}
et n = {〈0, 0, c〉 | c ∈ C}
On voit par (5.32) que
(5.33) [h, l] = l, [h,m] = m, [h, n] = n
La représentation Ad(H) restreinte à l, m ou n est irréductible, par conséquent l'espace des
produits scalaires Ad(H)-invariants de k ou de façon équivalente l'espace des métriques
invariantes de F (1, 2) est de dimension 3.
De plus on peut calculer
[〈a, 0, 0〉, 〈0, b, 0〉] = 〈0, 0,−ab〉
[〈a, 0, 0〉, 〈0, 0, c〉] = 〈0, ac, 0〉
[〈0, b, 0〉, 〈0, 0, c〉] = 〈−bc, 0, 0〉
et
[〈a, 0, 0〉, 〈a′, 0, 0〉] =
 iz 0 00 −iz 0
0 0 0
 où z = 2Im(aa′)
et de même pour m et n si bien que
[l, l] ⊂ h, [m,m] ⊂ h, [n, n] ⊂ h(5.34)
[l,m] = n, [m, n] = l, [n, l] = m(5.35)
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Ces relations sont compatibles avec celles calculées par les auteurs de [5] p141 où notre
 l⊕m  est noté  m . On considère comme eux le produit scalaire sur u(3) donné par :
〈X|Y 〉 = −1
2
Re(tr(XY ))
Les trois sous-espaces invariants sont deux à deux orthogonaux, on peut donc appliquer
une homothétie dans chacun et obtenir encore une métrique invariante. En fait on les
obtient toutes de cette façon. On note g la métrique invariante associée aux coeﬃcients
d'homotétie r, s, t ∈]0; +∞[ c'est à dire au produit scalaire
(.|.) = r〈.|.〉|l×l + s〈.|.〉|m×m + t〈.|.〉|n×n
C'est la métrique d'une submersion riemannienne au-dessus de CP (2) muni de la métrique
standard si et seulement si deux paramètres, supposons r et s, sont égaux à 1. Alors n
est l'espace tangent à la ﬁbre en l'origine et (5.34) exprime le fait que les ﬁbres sont
totalement géodésiques. Puisqu'il s'agit de la ﬁbration d'un espace de twisteur au-dessus
d'une variété d'Einstein auto-duale de courbure scalaire égale à 24, le théorème de Hitchin
[34] ou Friedrich [22] dit que (F (1, 2), g) est kählerienne si et seulement si le troisième
paramètre t vaut 2. De plus, par un autre théorème de Friedrich dans [23],
Theorème 5.6.2.  Soit (M4, g) une variété riemannienne de dimension 4. Si son es-
pace de twisteurs Z π→M , muni de la métrique π∗g+tds2, où ds2 est la métrique standard
de CP (1), est d'Einstein pour un certain t > 0, alors (M4, g) est auto-duale, d'Einstein,
à courbure scalaire strictement positive R, et t vaut 48
R
ou 24
R
.
La variété (F (1, 2), g) est d'Einstein si et seulement si t = 1 ou t = 2. Dans le deuxième
cas elle est donc Kähler-Einstein, dans le premier il s'avère (voir [5], p145) qu'elle est
strictement NK. Comme en dimension 6 une variété NK est kählerienne ou d'Einstein
([27]), les seules possibilités que la variété soit NK dans le cas où deux paramètres sont
égaux, par exemple r = s, sont ﬁnalement t = 2r = 2s et t = r = s.
A cause de (5.33), (5.34), (5.35), on cherche une application Λ : k → so(k), représentant
la connexion de Levi-Civita de g, de la forme
Λ(X)U = α[X,U ]
Λ(U)A = β[U,A]
Λ(A)X = γ[A,X]
Λ(X)Y = Λ(U)V = Λ(A)B = 0
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où X, Y ∈ l, U, V ∈ m et A,B ∈ n. Par (5.14) on a alors
Λ(U)X = (1− α)[U,X]
Λ(A)U = (1− β)[A,U ]
Λ(X)A = (1− γ)[X,A]
En prenant dans (5.13) X ∈ l, Y ∈ m, Z ∈ n puis en permutant circulairement on obtient
les conditions, d'ailleurs suﬃsantes
(5.36)
 αt = (1− γ)sβr = (1− α)tγs = (1− β)r
Lemme 5.6.3.  Les seules structures presque complexes invariantes de l'espace des
drapeaux, compatibles avec g, sont celles représentées par la multiplication par ±i de
chacun des trois nombres complexes intervenant dans l'écriture des matrices de k.
Démonstration.  On note de la même façon J une structure presque complexe invariante
de F (1, 2) ou l'endomorphisme de carré −1 de k qui la représente. Si on note
∀ a ∈ C, J〈a, 0, 0〉 = 〈a′, b′, c′〉
AdhJ〈a, 0, 0〉 = 〈ei(t−s)a′, ei(t−r)b′, ei(s−r)c′〉 pour h =
 eir 0 00 eis 0
0 0 eit
 ∈ H
Dans l'autre sens
Adh〈a, 0, 0〉 = 〈ei(t−s)a, 0, 0〉
On choisit de faire s = t. Alors il faut quels que soient r et s
〈a′, b′, c′〉 = JAdh〈a, 0, 0〉 = AdhJ〈a, 0, 0〉 = 〈a′, ei(s−r)b′, ei(s−r)c′〉
car l'égalité centrale doit être vraie quel que soit h ∈ H. La seule solution est que b′ = c′ =
0 quel que soit a ∈ C. On procède de la même manière pour les deux autres sous-espaces
et on trouve que J préserve l, m et n. Sur ces sous-espaces de dimension 2, ce ne peut-être
que la rotation d'angle ±π
2
par rapport à (.|.)|l×l, (.|.)|m×m ou (.|.)|n×n.
On note dans la suite ε1, ε2, ε3 les nombres, égaux à ±1, tels que
J〈a, b, c〉 = 〈ε1a,−ε2b, e3c〉
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Puisqu'on connait la connexion de Levi-Civita ∇ on peut calculer ∇J . En exprimant qu'il
doit être antisymétrique :
(∇XJ)Y = −(∇Y J)X
on obtient des conditions sur ε1, ε2, ε3 et α, β, γ. Les trois sous-espaces étant préservés par
J , (∇XJ)Y = 0 dès que X, Y appartiennent au même. Les autres cas donnent :
(5.37)
 α(ε2 + ε3) = (1− α)(ε1 + ε3)β(ε1 + ε3) = (1− β)(ε1 + ε2)
γ(ε1 + ε2) = (1− α)(ε2 + ε3)
Si les trois signes sont égaux α = 1− α, c'est à dire α = 1
2
puis β = γ = 1
2
. En reportant
dans (5.36) on trouve r = s = t, c'est à dire que g est un multiple strictement positif de la
métrique NK connue. S'il y a deux signes distincts en revanche toutes les lignes de (5.37)
sont nulles c'est à dire ∇J = 0 et selon desquels il s'agit un paramètre dans l'écriture de
la métrique est égal à la somme des deux autres. On appelle ces métriques gλ,µ (quand α
est nul  les coeﬃcients de la métrique sont alors s = λ, t = µ et r = λ+µ), g′λ,µ (lorsque
β = 0) et g′′λ,µ (γ = 0), pour chaque couple de nombres strictement positifs (λ, µ). On a
démontré la
Proposition 5.6.4.  L'espace des drapeaux peut-être muni d'une seule métrique stric-
tement NK homogène, trois-symétrique, à un changement d'échelle et à isométrie près,
et des seules métriques kähleriennes homogènes gλ,µ, g′λ,µ et g′′λ,µ, λ, µ ∈]0; +∞[. Ces der-
nières, lorsque λ = µ, correspondent, à un changement d'échelle près, à la métrique
kählerienne naturelle de l'espace de twisteur de CP (2), la ﬁbration étant réalisée de trois
façons diﬀérentes à partir de F (1, 2).
5.7. L'espace projectif complexe de dimension 3
Dans cette section h = iR⊕ su(2), g = sp(2), l'algèbre de Lie de Sp(2).
Lemme 5.7.1.  Il y a deux plongements non equivalents de iR⊕ su(2) dans sp(2). Le
premier est le plongement standard de u(2) dans sp(2) induit par le plongement naturel de
C dans H. Le deuxième est donné par la composition des plongements naturels iR →֒ sp(1)
et su(2) ∼−→ sp(1) et du plongement diagonal sp(1)⊕ sp(1) →֒ sp(2).
Démonstration.  On cherche les plongements j : iR ⊕ su(2) → sp(2). On considère la
représentation complexe ρ de dimension 4 induite par la restriction de j à su(2). Elle
commute à tout élément X de l'image de iR. Comme tout endomorphisme de sp(2), on
peut voir X comme un endomorphisme complexe via l'inclusion sp(2) ⊂ su(4). Il est alors
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diagonalisable et son spectre est de la forme {λi, µi,−λi,−µi} où λ, µ ∈ R car quel que
soit le vecteur propre u de X, ju est un vecteur propre pour la valeur propre opposée.
Si les quatre valeurs propres sont distinctes, ρ préserve 4 sous-espaces de dimension 1,
c'est-à-dire est triviale et j n'est pas un plongement. Si λ = µ ou λ = −µ, X est la
multiplication dans H2 par un nombre imaginaire pur et ρ est la somme directe de deux
représentations irréductibles de dimension 2, nécéssairement conjuguées. Cela correspond
au premier plongement décrit dans l'énoncé du lemme. Enﬁn le cas où λ ou µ = 0
correspond au deuxième plongement car la somme des sous-espaces propres de λ et −λ
(ou µ et −µ) est stable par la multiplication par i, j, k.
En se limitant aux groupes simples, cela donne lieu à deux espaces homogènes M1 =
Sp(2)/S1 × SU(2) et M2 = Sp(2)/S1 × SU(2) diﬀérents. Cependant le premier peut être
écarté d'emblée :
Lemme 5.7.2.  L'espace homogène M1 n'admet aucune 3-forme invariante.
En particulier on ne peut trouver aucune structure SNK invariante sur Sp(2)/S1×SU(2)
pour ce plongement.
Démonstration.On représente habituellement sp(2) dans l'espace des matrices carrées 2×2
à coeﬃcients quaternioniques comme le sous-espace des matrices anti-autoconjuguées :
sp(2) = {A ∈ H(2) | A +tA∗ = 0}
où la conjugaison quaternionique est donnée explicitement, quels que soient u, v ∈ C par
H → H
a = u + jv 7→ a∗ = u− jv
Alors, un supplémentaire Ad(H)-invariant de u(2) dans sp(2), est l'ensemble m des ma-
trices jA + kB où A,B sont des matrices à coeﬃcients réels, symétriques. On remarque
que [m,m] = u(2) par conséquent M1 est un espace symétrique. L'automorphisme d'ordre
2 correspondant est la restriction de u + jv 7→ u− jv, u, v ∈ C.
Maintenant puisque i anticommute avec j, k, le centre de u(2),
Z(u(2)) = R
(
i 0
0 i
)
agit sur m avec l'unique valeur propre 2i et sur
∧3
m∗ avec la valeur propre −6i. Par
conséquent il n'y a pas de sous-espace invariant de l'espace des 3-formes pour l'action de
Z(u(2)), ni a fortiori pour celle de l'algèbre de Lie u(2) ou du groupe. ¤
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Dans la suite on ne considère plus que le deuxième plongement décrit dans l'énoncé du
lemme 5.7.1. L'espace homogène M2 est isomorphe à CP (3).
En général CP (2n − 1) est isomorphe à Sp(n)/S1 × Sp(n − 1). En eﬀet le groupe
Sp(n) agit transitivement sur C2n, identiﬁé à Hn, en préservant les droites complexes et
le groupe d'isotropie en u ∈ CP (2n − 1) de l'action induite est constitué d'endomor-
phismes qui préservent non seulement u mais aussi ju et agissent comme Sp(n − 1) sur
l'orthogonal, vu comme Hn−1. Pour n = 2, Sp(2) ≃ Spin(5) agit transitivement sur la
sphère S4 par l'intermédiaire de SO(5) et le groupe d'isotropie est l'image réciproque, par
le revêtement à 2 feuillets π : Spin(5) → SO(5), de SO(4) i.e. Spin(4). Par conséquent
S4 ≃ Sp(2)/Spin(4) et on déﬁnit une ﬁbration CP (3) → S4 par le plongement naturel
S1×Sp(1) →֒ Sp(1)×Sp(1) ≃ Spin(4). C'est en fait la ﬁbration de l'espace de twisteurs
de S4 comme expliqué dans [47] p45.
Dès lors si on décompose l'algèbre de Lie de Sp(2) en sp(5) = spin(4)⊕m, m est identiﬁé
à l'espace tangent à l'origine de S4. L'espace tangent à l'origine de CP (3) est lui identiﬁé
à m⊕ n où n est un supplémentaire de iR dans su(2) si bien que g = h⊕m⊕ n, spin(4)
étant isomorphe à su(2)⊕ su(2).
On pose cette fois
m = {
(
0 a
a∗ 0
)
| a ∈ H}
et
n = {
(
a 0
0 0
)
| a = jx + ky, x, y ∈ R}
Leur somme k = m⊕ n est un supplémentaire de h. Bien plus, chacun de ces sous-espaces
est préservé par Ad(H). Un élément h ∈ H représenté par
(
eiθ 0
0 u
)
, u ∈ Sp(1) agit par
l'action adjointe comme
Adh
(
0 a
a∗ 0
)
=
(
0 eiθab
b∗a∗e−iθ 0
)
sur les éléments de m et
Adh
(
a 0
0 0
)
=
(
e2iθa 0
0 0
)
sur n. Les deux représentations de H ainsi décrites sont irréductibles, la première, de
dimension 4, a fortiori car les représentations de Sp(1) données par la multiplication à
droite ou à gauche dans H le sont. Par conséquent Ad(H)k ⊂ k et k = m ⊕ n est une
décomposition irréductible. L'espace des métriques homogènes est de dimension 2 et si on
s'autorise un changement d'échelle elles ne sont plus décrites que par un seul paramètre,
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la courbure scalaire de la ﬁbre, isomorphe à CP (1), de la ﬁbration riemannienne CP (3) →
S4. Autrement dit ce sont les multiples strictement positifs des métriques twistorielles au
dessus de S4, munie de sa métrique standard. Plus précisément, avec le produit scalaire
sur k donné par 〈X, Y 〉 = −1
2
Re(tr(XY )) soit par
〈
(
0 a
a∗ 0
)
,
(
0 b
b∗ 0
)
〉 = Re(ab∗), 〈
(
a 0
0 0
)
,
(
b 0
0 0
)
〉 = 1
2
Re(ab∗)
et m et n sont orthogonaux, les métriques twistorielles sont les métriques invariantes gt
valant 〈., .〉|m×m + t〈., .〉|n×n sur ToM ≃ k. En eﬀet on a vu que m est identiﬁé à l'espace
tangent à S4 à l'origine. C'est lui qui reçoit la métrique de la base.
Finalement, à cause des mêmes théorèmes de Friedrich et Hitchin sur les espaces de
twisteurs en dimension 6 cités à la section précédente on a
Proposition 5.7.3.  Dans la famille (gt)t>0 de métriques homogènes de CP (3) =
Sp(2)/S1 × Sp(1), seules g1, strictement NK 3-symétrique, et g2, Kähler-Einstein, sont
des métriques NK. Toutes les métriques NK homogènes sur CP (3) sont des multiples de
celles-ci.
5.8. La sphère de dimension six
Le groupe exceptionnel G2, vu comme le groupe d'automorphismes des octonions, agit
transitivement sur la sphère S6, vue comme la sphère unité du sous-espace isomorphe
à R7 des nombres imaginaires purs. Le groupe d'isotropie est SU(3). Par conséquent
S6 ≃ G2/SU(3) (voir [47], p41 pour les détails.)
Il y a une seule façon, qui vient d'être décrite, de construire un espace homogène
M = G2/SU(3) - i.e. un seul sous-groupe de G2 à conjugaison près isomorphe à SU(3) 
car les deux groupes sont de même rang. La représentation d'isotropie est la représentation
standard de SU(3). Elle est irréductible et préserve une unique métrique, à homothétie
près, et une unique structure presque complexe sur S6. De plus on peut montrer que la
variété presque hermitienne est SNK.
Proposition 5.8.1.  La sphère S6, vue comme l'espace homogène G2/SU(3), admet
une seule structure presque hermitienne invariante à homothétie près. Elle est NK, 3-
symétrique.
En revanche, si on part de la variété riemannienne S6 munie de sa métrique ronde g, sans
privilégier de structure homogène, elle admet une inﬁnité de structures presque complexes
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NK. En eﬀet, contrairement à ce qui se passe pour les autres variétés NK, comme F (1, 2),
CP (3) et S3 × S3, il n'y a pas ici une seule droite de spineurs de Killing qui permettrait
de déﬁnir l'unique structure presque complexe compatible avec g rendant la variété NK
(voir proposition 5.3.2). Aﬁn de  compter  ces structures, on utilise l'agument suivant.
A un choix de structure SNK sur (S6, g) correspond une manière de la réaliser comme
l'espace homogène G2/SU(3), c'est-à-dire un sous-groupe diﬀérent, isomorphe à G2, du
groupe d'isométries SO(7) (g étant ﬁxée). Par conséquent :
Proposition 5.8.2.  L'ensemble J des structures presque complexes sur S6 compa-
tibles avec g, qui rendent la variété NK, est isomorphe à SO(7)/G2 ≃ RP (7).
Démonstration.  Par le travail de Christian Bär [4] (voir aussi le corollaire 4.3.15), les
structures SNK sur une variété riemannienne de dimension 6 sont en correspondance bi-
jective avec des 3-formes diﬀérentielles sur le cône déﬁnissant une réduction de l'holonomie
à G2. Plus précisément, une structure SNK en dimension 6 est déﬁnie par 2 formes ω et
ψ = λdω, λ 6= 0. Alors la 3-forme sur le cône est
ρ = r2dr ∧ ω + r3
3λ
ψ
Or, pour la sphère ronde S6, le cône riemannien est simplement R7 muni de sa métrique
canonique (à un facteur près) et une forme parallèle n'est autre qu'une forme constante.
Par conséquent les structures SNK sur (S6, g) correspondent à des 3-formes extérieures
stables ρ sur R7. Celles-ci forment par déﬁnition 4.3.17 un ouvert de Λ3(R7)∗, de dimension
35, une orbite de GL(7,R) : O ≃ GL(7,R)/G2. Cependant, ce n'est pas n'importe quelle
forme stable qui est acceptable mais il faut que le produit scalaire canonique déterminé
par ρ (par l'inclusion G2 ⊂ SO(7)) soit le produit scalaire canonique. Par conséquent J
n'est pas isomorphe à O mais à SO(7)/G2 ≃ RP (7).
Une conséquence est que toute structure complexe en un point peut-être étendue en
une structure presque complexe NK de la sphère.
Fixons dans la suite la courbure scalaire de la sphère : s = 10. Cela correspond à la
convention choisie au chapitre 4, section 1 pour les variétés de Gray : dω est de norme
2. En eﬀet, pour une variété SNK de dimension 6, la norme de ∇ω = 1
3
dω est constante
(c'est la propriété de  type constant , démontrée par Gray [29]) et cette constante k est
liée à la courbure scalaire par s = 15k. Donc les variétés de Gray sont d'Einstein (voir
théorème 4.2.8), de courbure scalaire égale à 10.
Alors,
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Lemme 5.8.3.  Soient x ∈ S6 et Jx un endomorphisme de carré -1 de TxS6, compatible
avec gx. Il existe une structure presque complexe J sur S6 telle que (S6, g, J) est une variété
de Gray et J vaut Jx au point x.
Démonstration.  L'endomorphisme Jx déﬁnit comme d'habitude une 2-forme
ωx = g(Jx., .) ∈ Λ2(T ∗xS6)
On choisit aussi une 3-forme ψ appartenant à la sphère de dimension 1, de rayon 2, de
l'espace des 3-formes de TxS6 de type (3,0)+(0,3) par rapport à Jx. La 3-forme constante
sur R7 donnée par
ρ(x,1) = dr ∧ ωx + 13ψ
déﬁnit une réduction de l'holonomie à G2. Par conséquent, par [4], la 2-forme
ω =
1
r2
ι∂rρ
est la forme de Kähler d'une structure NK sur S6 prolongeant Jx, avec ψ = (dω)x.
L'ensemble des endomorphismes de carré −1 sur TxS6 compatibles avec gx comme dans
la proposition 5.8.3 est la ﬁbre de l'espace de twisteurs riemannien de S6, isomorphe à
SO(6)/U(3). Cependant puisqu'il faut choisir aussi une 3-forme ψ, l'ensemble des struc-
tures presque complexes NK compatibles avec g est ﬁnalement paramétré par SO(6)/SU(3),
ce qui donne une version géométrique de l'isomorphisme
SO(6)
SU(3)
≃ SO(7)
G2
≃ RP (7) ≃ J
Ceci achève la classiﬁcation des variétés NK homogènes simplement connexes de di-
mension 6. En passant on a démontré la conjecture 5.2.16 en dimension 6 et d'après Nagy
[43], en toute dimension. Les résultats sont résumés dans les théorèmes 5.1.1 et 5.1.2.
CHAPITRE 6
ESPACE DE TWISTEURS RÉDUIT D'UNE
VARIÉTÉ PRESQUE HERMITIENNE DE
DIMENSION 6
Ce chapitre aussi, comme le précédent, est issu d'un article [14], ce qui explique sa
structure (par exemple le grand nombre de sections et une introduction, partiellement
redondante avec l'introduction principale de la thèse). On a cependant extrait notamment
certains lemmes et propositions à la section 4 qui préparaient le résultat principal de cette
section, le théorème 6.4.5, pour les généraliser à d'autres variétés presque hermitiennes
admettant une structure SU(3) au chapitre 3, section 3.
6.1. Introduction
La théorie des twisteurs inventée par R. Penrose (voir l'article fondateur [45]) est un
moyen d'utiliser les techniques eﬃcaces de la géométrie holomorphe pour résoudre des
problèmes de géométrie riemannienne ou pseudo-riemannienne.
Soit M une variété de dimension paire m = 2n. On part d'une variété complexe Z,
donnée avec une submersion à ﬁbres complexes π : Z → M . On associe à tout point j
de Z un endomorphisme de carré -1 de Tπ(j)M (ou à toute section, une structure presque
complexe de M) en transportant la multiplication par i de TjZ par l'isomorphisme dé-
pendant du point (π∗)j : TjZ/Vj → Tπ(j)M , où V est la distribution verticale. Soit Z le
ﬁbré de M dont la ﬁbre au-dessus de x est l'ensemble des endomorphismes de carré -1 de
TxM . On note π0 : Z → M la projection canonique. On a donc une application ϕ de Z
dans Z, préservant les ﬁbres. D'autre part, il est connu que Zx = π−10 (x) est isomorphe en
tout point à l'espace symétrique hermitien GL(m,R)/GL(n,C) donc admet une structure
presque complexe naturelle intégrable. Alors on demande que ϕ soit injective et que, pour
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tout x ∈ M , la restriction de ϕ à Zx soit une injection holomorphe. Dans ce cas, Z est
appelé un espace de twisteurs complexe de M .
Réciproquement, pour obtenir un espace de twisteurs sur M , on prend Z une sous-
variété de Z telle que la restriction de π0 à Z est toujours une ﬁbration et pour tout x ∈M ,
Zx est une sous-variété complexe de Zx. On construit une structure presque complexe J
sur Z de telle sorte qu'il soit un espace de twisteurs complexe, avec ϕ l'injection canonique,
si et seulement si J est intégrable. Pour cela on a besoin d'une section de la suite exacte
0 → V → TZ → TZ/V → 0
donnée d'habitude par une connexion sur M qui s'étend à Z.
Le parfait exemple d'une telle situation est la ﬁbration à ﬁbres CP (1) de l'espace
projectif complexe CP (3) sur la sphère S4 dont les vertus furent découvertes par Atiyah,
Hitchin et Singer dans [3]. Les mêmes auteurs ont cherché une généralisation aux variétés
riemanniennes de dimension 4, en posant a priori que Z est la sous-variété de Z constituée
des structures presque complexes compatibles avec la métrique. Cela peut d'ailleurs être
fait en dimension paire supérieure mais dès la dimension 6 la condition obtenue pour
l'intégrabilité de J est que la variété soit conformément plate tandis qu'en dimension 4
elle a lieu pour toute la riche classe des variétés auto-duales, en raison d'une singularité de
la décomposition en composantes irréductibles, en m = 4, de la réprésentation de SO(m)
sur l'espace des tenseurs de courbure riemannienne abstraits.
O'Brian et Rawnsley [46] regardent, eux, des espaces de twisteurs associés à une G-
structure et une G-connexion. Le cas originel correspond bien sûr à G = SO(m) et la
connexion de Levi-Civita. Ils se sont particulièrement intéressés au cas où G = U(n) : M
étant munie d'une structure presque hermitienne (g, J0), on demande que les sections de
Z soient compatibles avec g et commutent avec J0 et on montre section 4 qu'on peut, sans
perte de généralité pour notre problème (l'intégrabilité de J ), choisir la connexion presque
hermitienne canonique ∇. Les conditions établies en section 3 porteront non seulement
sur la courbure hermitienne de ∇ mais aussi sur sa torsion qui n'est pas nulle en général,
cette fois.
En dimension supérieure à 10, J est intégrable si et seulement si la variété est localement
conforme à une variété kählerienne (LCK) dont le tenseur de Bochner est nul. Ces dernières
sont intéressantes et leur étude diﬃcile est présentée par exemple dans [12] (voir aussi
[19]). On s'intéresse ici à la dimension 6. On montre que les conditions imposées à la
torsion sont moins strictes puisque outre les variétés LCK, toutes les variétés de type
W1⊕W4 dans la classiﬁcation de Gray-Hervella [31] les satisfont. Parmi celles-là il y a en
particulier les variétés strictement  nearly Kähler (NK). Mais la forme de la courbure
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de ces variétés en dimension 6 est si particulière que les conditions imposées en outre à
celle-ci pour que J soit intégrable ne sont ﬁnalement satisfaites que par la sphère S6.
Or on montre section 5 que
Theorème 6.1.1.  Les variétés presque hermitiennes de dimension 6, de type W1⊕W4
sont localement conformes à une variété NK.
Ce théorème et la discussion précédente permettent de conclure :
Theorème 6.1.2.  Soient M une variété presque hermitienne de dimension 6, Z son
espace de twisteurs réduit, J la structure presque complexe sur Z associée à la connexion
hermitienne canonique : J est intégrable si et seulement si M est localement conforme
à une variété kählerienne dont le tenseur de Bochner est nul ou si M est localement
conforme à la sphère S6 munie de sa structure NK.
Cet article est dès lors organisé en deux parties, correspondant aux deux théorèmes
principaux 6.1.1 et 6.1.2, quasiment indépendantes. C'est la résolution complète du pro-
blème soulevé dans la première partie qui rendait nécéssaire l'écriture de la seconde.
La méthode utilisée à la section 5 s'inspire de l'étude des variétés NK de dimension
6. Alfred Gray a montré dans [30] que celles-ci sont soit kähleriennes soit strictement
NK (SNK). Dans le dernier cas elles ont une réduction naturelle à SU(3). C'est de tenir
toujours un meilleur compte de cette structure SU(3) que sont venus les derniers résul-
tats les concernant. D'abord Reyes-Carrion [47] a montré que la connexion hermitienne
canonique était en fait une connexion SU(3). Puis il a découvert, ce que Hitchin a rendu
explicite [36], que toute l'information pour la structure SU(3), y compris la métrique et
la structure presque complexe, est comprise dans la donnée de deux formes : la forme
de Kähler ω et la forme volume complexe Ψ (ou dans ce cas la diﬀérentielle de la forme
de Kähler dω), ce qui permet de caractériser les variétés SNK de dimension 6 par une
équation diﬀérentielle simple portant sur la structure SU(3).
Ici on s'intéresse à d'autres variétés presque hermitiennes de dimension 6 qu'on appelle
spéciales c'est-à-dire à d'autres structures U(3) qui induisent une structure SU(3) sur la
variété par l'intermédiaire de dω. Salamon et Chiossi [16], prolongeant le travail de Gray
et Hervella ont classiﬁé les variétés ayant une structure SU(3) en considérant la torsion
intrinsèque. Or celle-ci est donnée par la décomposition en types de dω, dΨ. Les variétés
W1⊕W4 sont alors caractérisées par 2 équations diﬀérentielles portant notamment sur la
forme de Lee θ et on peut montrer que celle-ci est fermée, donc elle représente localement,
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par le lemme de Poincaré, un changement conforme par lequel la variété est issue d'une
variété NK.
Section 6, vue l'invariance conforme de la déﬁnition de l'espace de twisteurs, réduit
ou non, on reformule les résultats de la section 5 en considérant des variétés presque
hermitiennes conformes. On laisse ouverte la question de savoir si un théorème tel que
6.1.1 a lieu en toute dimension et pour d'autres classes de variétés presque hermitiennes,
stables par transformation conforme. Cette question est liée à l'existence des variétés de
type G1, G2 de Hervella et Vidal [33]. On donne seulement un résultat d'existence locale
de variétés de type W1⊕W2⊕W4 de dimension 6 non localement conformes à des variétés
de type W1 ⊕W2.
Enﬁn la section 2 est consacrée à des préliminaires.
6.2. L'espace de twisteurs réduit et sa structure presque complexe
Soit Z(n) l'ensemble des endomorphismes unitaires de carré −1 de Cn. Un élément J
de Z(n) a donc l'inverse J−1 = tJ¯ mais aussi, comme J2 = −1, J−1 = −J d'où J+ tJ¯ = 0.
Par cette remarque Z(n) est l'intersection U(n)∩ u(n) du groupe unitaire et de son algèbre
de Lie. La donnée d'un endomorphisme de Z(n) est équivalente à la donnée d'un couple
de sous-espaces complexes orthogonaux (F, F⊥), ses sous-espaces propres pour les valeurs
propres i et −i. En classant suivant la dimension p de F , on voit que Z(n) a plusieurs
composantes connexes, chacune isomorphe à une Grassmanienne complexe Gp(Cn). Le
groupe U(n) agit transitivement par
(g, J) 7→ gJg−1
sur chaque composante connexe qui s'identiﬁe ainsi à l'espace homogène U(n)/U(p) ×
U(n−p). En particulier la composante correspondant à p = 1 est isomorphe à CP (n−1).
En revanche on élimine les composantes singulières correspondant à la multiplication par
i et −i de Cn. De plus Z(n) est muni d'une structure presque complexe canonique U(n)-
invariante notée Jn, donnée par la multiplication à gauche par J sur chaque espace tangent
TJZ(n).
Soit (M, g, J0) une variété presque hermitienne de dimension m = 2n (NB : par éco-
nomie de notation, on appelle J0, dans cette section et la suivante, la structure presque
complexe.) L'espace de twisteurs réduit Z de M est le ﬁbré associé du ﬁbré principal
U(M) relativement à l'action de U(n) sur Z(n). Le sous-ﬁbré vertical T VZ (tangent aux
ﬁbres) est muni d'un endomorphisme J V , de carré −1, copié sur Jn.
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On adopte les notations suivantes : j désigne toujours un point de Z, π : Z →M est la
projection canonique, x = π(j). Bien sûr on peut voir j comme un endomorphisme de carré
−1 de TxM , commutant avec (J0)x et compatible avec gx. Alors J Vj est la multiplication
à gauche par j dans T Vj Z. D'un autre côté on notera par une majuscule J une section de
Z, globale ou locale, c'est-à-dire une structure presque complexe sur M ou un ouvert de
M .
Toute connexion de U(M), c'est-à-dire toute connexion hermitienne ∇˜, déﬁnit une
connexion sur Z. On note H˜ la distribution horizontale. Elle permet de compléter J V
en une structure presque complexe de Z : on demande que la restriction de J à T VZ
coïncide avec J V et la restriction à H˜ en tout point j ∈ Z soit le relevé par π∗ de j
lui-même, vu comme structure presque complexe de TxM .
Maintenant si on utilise une autre connexion ∇̂ et la distribution horizontale associée
Ĥ ⊂ TZ, on obtient une structure presque complexe a priori diﬀérente J ′. On note
ηX = ∇˜X − ∇̂X
pour tout X ∈ TM .
Proposition 6.2.1.  Deux connexions hermitiennes déﬁnissent la même structure presque
complexe sur l'espace de twisteurs réduit Z si et seulement si leur diﬀérence vériﬁe
(6.1) [ηJX , J ] = J [ηX , J ]
pour tout vecteur X et toute section J de Z, c'est à dire toute structure presque complexe
de M commutant avec J0.
Démonstration.  Soit U un vecteur tangent en j à Z. On appelle X = π∗(U) sa projec-
tion sur TxM . Alors il existe une section locale J de Z telle que Jx = j, J∗(X) = U . Par
déﬁnition de la dérivée covariante
U = J∗(X) = ∇˜XJ + X˜
où X˜ désigne le relevé horizontal dans H˜j de X. Cette décomposition est en outre la
décomposition de U en sa partie verticale et sa partie horizontale, qui nous permettra de
calculer JU . Mais de même
U = ∇̂XJ + X̂
D'où on déduit premièrement que
X̂ = X˜ + ∇˜XJ − ∇̂XJ = X˜ + [ηX , J ]
Puis
JU = J V (∇˜XJ) + J˜X
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J ′U = J V (∇̂XJ) + ĴX
On trouve que deux connexions ∇˜ et ∇̂ donnent la même structure presque complexe si
et seulement si leur diﬀérence vériﬁe
[ηJX , J ] = J V [ηX , J ]
qui n'est rien d'autre que (6.1), par déﬁnition de J V .
Une question naturelle maintenant est l'intégrabilité de J , en ﬁxant une connexion, ou
une classe d'équivalence de connexions déﬁnie par (6.1).
Proposition 6.2.2.  La structure presque complexe J de Z associée à la connexion
∇˜, de torsion T et de courbure R˜, est intégrable si et seulement si
(6.2) T (JX, JY )− JT (X, JY )− JT (JX, Y )− T (X, Y ) = 0
et
(6.3) [R˜JX,JY − JR˜JX,Y − JR˜X,JY − R˜X,Y , J ] = 0
pour tous vecteurs X, Y et toute structure presque complexe J commutant avec J0.
Démonstration.  Soit N le tenseur de Nijenhuis de J . Comme en (3.8),
(6.4) N (U, V ) = 1
4
([JU,J V ]− J [JU, V ]− J [U,J V ]− [U, V ])
pour deux champs de vecteurs U et V de Z. De plus on peut toujours décomposer ces
derniers en la somme d'un champ de vecteurs vertical et d'un champ de vecteurs horizontal
et par linéarité de N on peut supposer que U est ou bien vertical ou horizontal, et de
même pour V .
Si U et V sont deux champs de vecteurs verticaux, N (U, V ) au point j n'est que le
tenseur de Nijenhuis de Jn appliqué à Uj, Vj, moyennant l'identiﬁcation de la ﬁbre Zx
à Z(n). Or celui-ci est nul car la structure presque complexe de Z(n) est intégrable :
N (U, V ) = 0.
Si V est un champ de vecteurs vertical et U = X˜ est le relevé horizontal pour ∇˜ d'un
champ de vecteurs X de M , [X˜, V ] et [X˜,J V ] se projettent tous deux sur 0, c'est à dire
sont verticaux, et
J [X˜,J V ] + [X˜, V ] = J V (LX˜J V )V
Rappelons que pour un tenseur T et un vecteur U , de ﬂot (ϕt)t∈R
LUT = − d
dt
∣∣∣∣
t=0
(ϕt)
∗T
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Mais J V dépend uniquement du point où on se trouve : quels que soient j ∈ Z, V ∈ T Vj Z,
(ϕt)∗ J V V = (ϕt)∗jV = ϕt(j) (ϕt)∗V = J V (ϕt)∗V
d'où, en dérivant, LX˜J V = 0. Les choses sont plus compliquées pour la deuxième partie
de l'expression
(6.5) [J X˜,J V ]− J [J X˜, V ] = (LJ X˜J )V
à cause du fait que JX n'est pas projetable donc [J X˜,J V ], [J X˜, V ] ne sont pas verti-
caux. Cependant on peut prouver que (6.5) aussi est nul et par suite N (X˜, V ) = 0. On
trouvera une approche pour la démonstration dans [26], annexe A1.
Enﬁn si U et V sont horizontaux, on décompose [U, V ] suivant la somme directe T VZ⊕
H˜ :
[U, V ] = [U, V ]v + [U, V ]h
Or pour deux vecteurs horizontaux, [U, V ]v au point j ne dépend que de Uj, Vj (l'appli-
cation est tensorielle) et vaut
[U, V ]vj = [R˜X,Y , j]
où X = π∗(U), Y = π∗(V ). Par déﬁnition de J , au point j, π∗(JU) = jX et la partie
verticale de N (U, V ) ﬁnalement est
(6.6) N (U, V )vj =
1
4
([R˜jX,jY , j]− j[R˜jX,Y , j]− j[R˜X,jY , j]− [R˜X,Y , j])
Pour calculer la partie horizontale, comme N est un tenseur, on suppose que U et V
sont basiques (projetables et horizontaux), i.e. il existe deux champs de vecteurs X et Y
de M tels que U = X˜ et V = Y˜ . Alors la partie horizontale du crochet, appartenant à H˜,
est
(6.7) [X˜, Y˜ ]h = [˜X,Y ]
Les champs de vecteurs JX et J Y ne sont pas basiques. En particulier, il n'existe aucune
section J de Z telle que J X˜ = J˜X. Cependant il en existe telles que cette égalité ait lieu
sur une sous-variété de dimension m de Z et c'est suﬃsant pour ce calcul. Pour le voir on
a besoin d'un lemme (signalé par Paul Gauduchon, qui l'a déjà utilisé dans des situations
similaires) :
Lemme 6.2.3.  Soient M une variété, N une sous-variété de M , x ∈ N . Soient X et
Y deux champs de vecteurs de M tels que
(i) X est nul tout le long de N
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(ii) Yx ∈ TxN
Alors leur crochet de Lie au point x est [X,Y ]x = 0.
Démonstration.  Le ﬂot de X, (ϕt)t∈R, est égal à l'identité sur N à cause de (i). Par
conséquent, en tout point y de N la diﬀérentielle du ﬂot aussi, restreinte à TN , est
l'identité de TyN :
∀U ∈ TyN (ϕt)∗U = U
On a donc
(LXY )x = − d
dt
∣∣∣∣
t=0
(ϕt)∗Yϕ−t(x) = −
d
dt
∣∣∣∣
t=0
Yx = 0
Donnons-nous maintenant une section J de Z telle que
(a) Jx = j
(b) (∇˜J)x = 0
Par déﬁnition de J , J Y˜ coïncide tautologiquement le long de J(M) ⊂ Z avec J˜Y quel
que soit le champ de vecteurs Y de M :
∀y ∈M, J Y˜Jy = J˜yYy
ce qui correspond au point (i) du lemme 6.2.3, pour le champ de vecteur J Y˜ − J˜Y et la
sous-variété J(M). D'autre part (b) ci-dessus implique que TjJ(M) = H˜j donc tout champ
de vecteurs horizontal sur Z vériﬁe (ii) au point j. Cela implique que [X,J Y˜ − J˜Y ]j = 0
c'est-à-dire
[X˜,J Y˜ ]j = [X˜, J˜Y ]j
mais aussi [J X˜,J Y˜ ]j = [J X˜, J˜Y ]j et comme J X˜ coïncide aussi avec J˜X le long de
J(M),
[J X˜,J Y˜ ]j = [J˜X, J˜Y ]j, [J X˜, Y˜ ]j = [J˜X, Y˜ ]j
On peut désormais appliquer (6.7) à chaque crochet, pour trouver que la partie horizontale
de N est
N (X˜, Y˜ )hj =
1
4
( ˜[JX, JY ]− ˜j[X, JY ]− ˜j[JX, Y ]− [˜X, Y ]) = ˜NJ(X, Y )x
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où NJ est le tenseur de Nijenhuis de J . Cependant cette expression, contrairement à (6.6),
n'est pas tensorielle en la section J . Pour y arriver on met a proﬁt la formule
NJ(X, Y ) =
1
4
(T (JX, JY )− JT (JX, Y )− JT (X, JY )− T (X,Y ))
+
1
4
((∇˜JXJ)Y − J(∇˜XJ)Y − (∇˜JY J)X + J(∇˜Y J)X)
Par (b), la deuxième ligne est nulle au point j pour notre section particulière et N (X˜, Y˜ )hj
est le relevé horizontal dans H˜j de
1
4
(T (jX, jY )− jT (jX, Y )− jT (X, jY )− T (X, Y ))
qui doit être nul par conséquent, pour que J soit intégrable, quels que soient X, Y ∈
TM .
En transformant les tenseurs via la métrique en des tenseurs totalement covariants,
(6.1), (6.2) et (6.3) deviennent respectivement
(6.8) η(X, Y, Z)− η(JX, JY, Z)− η(JX, Y, JZ)− η(X, JY, JZ) = 0
(6.9) T (X, Y, Z)− T (JX, JY, Z)− T (JX, Y, JZ)− T (X, JY, JZ) = 0
(6.10) R˜(X, Y, Z, T )− R˜(JX, JY, Z, T )− R˜(JX, Y, JZ, T )− R˜(X, JY, JZ, T )
+ R˜(JX, Y, Z, JT ) + R˜(X, JY, Z, JT ) + R˜(X,Y, JZ, JT )− R˜(JX, JY, JZ, JT ) = 0
6.3. Résolution des équations d'intégrabilité
Pour résoudre ces équations, on complexiﬁe l'espace tangent et tous ses espaces de
tenseurs et on étend les tenseurs T , η, R˜ par C-linéarité. Chaque vecteur X de TCM peut
être décomposé suivant les sous-espaces propres T 1,0, T 0,1 de J0 en
X = X1,0 + X0,1
Il peut aussi être décomposé suivant les sous-espaces propres de J en
X = X1,0J + X
0,1
J
où X1,0J = 12(X − iJX) est la projection de X sur le sous-espace propre T 1,0J de J pour la
valeur propre i et X1,0J = 12(X + iJX) ∈ T 0,1J est la projection sur le sous-espace propre
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de −i.
On s'attache premièrement à résoudre l'équation portant sur la torsion, c'est-à-dire
qu'on cherche des conditions nécéssaires pour que, une connexion hermitienne ∇ étant
ﬁxée, la structure presque complexe associée J soit intégrable.
Rappelons que le tenseur de Nijenhuis NJ d'une structure presque complexe J mesure
le défaut pour le crochet de deux vecteurs de type (1, 0) d'être de type (1, 0).
(6.11) N(X, Y )0,1J = [X
1,0
J , Y
1,0
J ]
0,1
J
De même on peut réécrire (6.2)
T (X1,0J , Y
1,0
J )
0,1
J = 0
soit, quel que soit J compatible avec g
(6.12) T (X1,0J , Y
1,0
J , Z
1,0
J ) = 0
équation équivalente, par conjugaison (puisque T est l'extension d'un tenseur réel) à
(6.13) T (X0,1J , Y
0,1
J , Z
0,1
J ) = 0.
De la même façon, on obtient que (6.1) est équivalente à
(6.14) η(X1,0J , Y
1,0
J , Z
1,0
J ) = 0.
On a vu que J , en tant que section du ﬁbré adjoint so(m), agit sur les espaces de tenseurs,
en particulier sur l'espace des tenseurs 3 fois covariants par
J.T (X,Y, Z) = −T (JX, Y, Z)− T (X, JY, Z)− T (X,Y, JZ)
Comme J est diagonalisable, avec les valeurs propres i et −i sur λ1, il l'est encore sur⊗3 λ1 avec les valeurs propres 3i (c'est à dire i + i + i), −3i, i(= i + i− i) et −i. Soit T
un vecteur propre pour la valeur propre 3i.
(6.15) 3iT (X,Y, Z) = −T (JX, Y, Z)− T (X, JY, Z)− T (X,Y, JZ)
On peut supposer sans perte de généralité que tous les vecteurs aparaissant dans cette
équation, X, Y et Z sont de  type pur , c'est à dire appartiennent soit à T 1,0J soit à T
0,1
J .
L'équation (6.15) dit alors que T (X, Y, Z) est nul sauf si X, Y, Z appartiennent tous les
trois à T 0,1J . Par conséquent pour des vecteurs quelconques
T (X, Y, Z) = T (X0,1J , Y
0,1
J , Z
0,1
J )
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On verrait de même que T appartient au sous-espace propre pour la valeur propre −3i si
et seulement si
T (X, Y, Z) = T (X1,0J , Y
1,0
J , Z
1,0
J )
et par conséquent (6.12) et (6.13) sont les équations de la somme directe des sous-espaces
propres de i et −i dans⊗3 λ1.
Maintenant, pour que la partie horizontale de N soit nulle, T doit vériﬁer cette équation
quel que soit J commutant avec J0. Appelons T l'espace des tenseurs de type torsion
qui le vériﬁent. Il est U(n)-invariant. En eﬀet, J n'est pas en général invariant par un
élément g ∈ U(n) mais envoyé par lui sur une autre structure presque complexe gJg−1
commutant avec J0. C'est pourquoi pour trouver T , on décompose l'espace des tenseurs
de type torsion en chaque point en composantes irréductibles de la représentation de U(n)
et on ﬁxe une structure presque complexe J commutant avec J0. Si une composante W
a une intersection non nulle avec les sous-espaces propres de J pour les valeurs propres
3i ou −3i, elle n'apparaît pas dans la décomposition de T . Dans le cas contraire, si J
n'a que les valeurs propres i et −i sur W , par invariance, c'est aussi le cas de toutes
les autres structures presque complexes obtenues à partir de J par conjugaison avec un
certain g ∈ U(n), c'est-à-dire appartenant à la même composante connexe de l'espace
de twisteurs Z. Pour obtenir une condition d'intégrabilité de J il suﬃt par conséquent
d'étudier les sous-espaces propres d'une section J par composante connexe ou bien on
peut chercher des conditions d'intégrabilité partielle de J , en se restreignant à une sous-
variété connexe de Z. Les conditions obtenues sont éventuellement diﬀérentes pour des
composantes connexes distinctes, comme on va montrer que c'est le cas en dimension 8.
Comme on a vu au chapitre 1, il revient au même de travailler avec T ou η˜ = ∇− ∇˜ :
T (X, Y ) = η˜XY − η˜YX
On choisit le second, qui est une section de Λ1 ⊗ so(M) ≃ Λ1 ⊗ Λ2. Décomposons cet
espace sous l'action de U(n).
Λ1 ⊗ Λ2 = (Λ1 ⊗ [[λ2,0]])⊕ (Λ1 ⊗ [λ1,1])
Le premier sous-espace se décompose comme en (3.18) en
Λ1 ⊗ [[λ2,0]] ≃ [[λ3,0]]⊕ [[U1]]⊕ [[λ2,10 ]]⊕ Λ1
Pour le second, on reproduit (2.12) :
λ1,0 ⊗ λ1,1 ≃ λ2,1 ⊕ U2
Proposition 6.3.1.  Si M est de dimension supérieure à 10, T ≃ Λ1 ⊕ Λ1 ⊕ Λ1. Si
M est de dimension 6, T ≃ Λ1 ⊕ Λ1 ⊕ Λ1 ⊕ [[λ3,0]].
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Le cas de la dimension 8 reçoit plus loin, à la proposition 6.3.3, un traitement plus
raﬃné.
Démonstration.  Soit J un endomorphisme de carré −1, commutant avec J0. On dia-
gonalise simultanément J et J0 en chaque point. Soient F le sous-ﬁbré de TCM où J
coïncide avec J0, G le sous-ﬁbré sur lequel il vaut −J0. On a F ⊕G = TCM et même
λ1,0 = λ1,0F ⊕ λ1,0G
λ0,1 = λ0,1F ⊕ λ0,1G
où λ1,0F est l'ensemble des formes de type (1,0) qui s'annulent sur G, etc. Une autre façon
de le dire est λ1,0F = λ1,0 ∩ l1,0, où l1,0 est l'espace des 1-formes de type (1, 0) par rapport
à J , λ1,0G = λ1,0 ∩ l0,1, etc. On a donc aussi
l1,0 = l1,0F ⊕ l1,0G
= λ1,0F ⊕ λ0,1G
où l1,0F est comme on s'y attend l'ensemble des formes de type (1,0) par rapport à J qui
s'annulent sur G, etc.
Les composantes de T sont celles qui ne rencontrent pas⊙3l1,0 ni⊙3l0,1. Or⊙3l1,0 =⊙3λ1,0F ⊕ (⊙2λ1,0F ⊗ λ0,1G)⊕ (λ1,0F ⊗⊙2λ0,1G)⊕⊙3λ0,1G
Examinons premièrement l'intersection de chaque terme de cette somme directe avec
λ1 ⊗ λ2,0.
Le premier,
⊙3λ1,0F a une intersection non réduite à 0 avec λ3,0 : λ3,0F . Il a aussi une
intersection non nulle avec U1 qu'on peut noter U1F .
Le deuxième
⊙2λ1,0F ⊗ λ0,1G a une intersection non nulle avec λ2,10 : λ2,0F ⊗ λ0,1G
(Il est à noter que, comme F et G sont J-stables, orthogonaux, λ2,0F ⊗ λ0,1G a une
intersection nulle avec λ1,0 car celui-ci est obtenu dans λ2,1 en faisant le produit extérieur
avec ω ∈ λ1,1F ⊕ λ1,1G.)
Enﬁn les deux derniers sous-espaces λ1,0F ⊗⊙2λ0,1G et⊙3λ0,1G ont une intersection
nulle avec λ1 ⊗ λ2,0.
On procède de même pour les composantes de λ1⊗λ1,1. Le sous-espace isomorphe à λ2,10
a une intersection non nulle avec
⊙3l1,0 : λ2,0F ⊗ λ0,1G et U20 intersecte ⊙3l1,0 suivant
σ2,0F ⊗ λ0,1G.
Finalement il semble que tous les sous-espaces irréductibles de Λ1 ⊗ Λ2, sauf ceux
isomorphes à Λ1, rencontrent le sous-espace propre de J pour la valeur 3i. Cependant il
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faut voir que si les dimensions de F ou G sont petites, certaines des intersections sont
réduites à 0. Ainsi si F est de dimension 2 ou 4, λ3,0F = {0}. Mais alors et pourvu que
M soit de dimension supérieure à 10, G est de dimension supérieure à 6 et λ3,0 rencontre⊙3l0,1 s'il ne rencontre pas⊙3l1,0.
Corollaire 6.3.2.  Soit (M, g, J0) une variété presque hermitienne de dimension m =
2n. Une condition nécéssaire d'intégrabilité de J est que M soit localement conformément
kählerienne en dimension supérieure à 10 ou de type W1 ⊕W4 en dimension 6.
Démonstration.  Pour une connexion hermitienne ∇˜, la partie de la diﬀérence η˜ = ∇−∇˜
dans Λ1 ⊗ u(M)⊥ ≃ Λ1 ⊗ [[λ2,0]] est ﬁxe, égale à η par (1.27). Or les conditions imposées
à T ou η˜ pour que J soit intégrable impliquent que les composantes dans W2 ≃ [[U1]] et
W3 ≃ [[λ2,10 ]] sont nulles en dimension 6, ainsi que la composante dans W1 en dimension
supérieure à 10.
La particularité de la dimension 6 vient de ce que dimCF et dimCG sont toutes deux
strictement inférieures à 6 pourvu que J ne soit pas J0, ni son opposé. Alors λ1,0F , λ0,1G
sont de dimension 1 ou 2 et λ3,0F , λ0,3G sont réduits à 0. En dimension 8 c'est encore le cas
si dimCF = dimCG = 4 c'est à dire si J et J0 déterminent la même orientation. Appelons
Z1 le sous-ﬁbré de Z engendré par ces sections et Z2 le sous-ﬁbré supplémentaire. Or les
composantes connexes de Z sont exactement caractérisées par les dimensions des sous-
espaces F et G, car il faut voir J0 comme la multiplication par i. On en déduit que Z1
est connexe tandis que Z2 a deux composantes connexes correspondant respectivement à
dimCF = 2, dimCG = 6 et dimCF = 6, dimCG = 2. Si J est une section de Z2, un parmi
λ3,0F , λ3,0G, selon les cas, est non réduit à 0 par conséquent, quel que soit le tenseur
T de [[λ3,0]], il existe J ∈ Z2 tel que T ne vériﬁe pas (6.2). Ce qui nous intéresse alors
en cette dimension sont plutôt les restrictions notées J1, J2 de J à ces sous-ﬁbrés. Soit
M une variété presque hermitienne de dimension 8. On note T1 (resp. T2) le sous-espace
de l'espace des tenseurs de torsion abstraits dont les éléments vériﬁent (6.2) quelle que
soit la section J de Z1 (resp. Z2), c'est-à-dire correspondant à une condition nécéssaire
d'intégrabilité de J1 (resp. J2).
Proposition 6.3.3.  En dimension 8, T1 ≃ Λ1⊕Λ1⊕Λ1⊕[[λ3,0]] mais T2 ≃ Λ1⊕Λ1⊕Λ1.
Corollaire 6.3.4.  Soit M de dimension 8. La structure presque complexe J1 de Z1
est intégrable seulement si la variété est de type W1⊕W4 mais pour que J2 soit intégrable
il faut que M soit localement conformément kählerienne.
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Aucun travail supplémentaire n'est nécéssaire pour réduire (6.1) qui est identique à
(6.2) à ceci près que η vit dans le sous-espace Λ1 ⊗ [λ1,1] de Λ1 ⊗ Λ2. On en déduit que
deux connexions hermitiennes déﬁnissent la même structure presque complexe de l'espace
des twisteurs réduits si et seulement si leur diﬀérence est dans Λ1 ⊕ Λ1. On déﬁnit de
cette façon une relation d'équivalence sur les connexions hermitiennes de (M, g, J0) de
telle sorte que la construction de J sur l'espace de twisteurs réduits est une injection de
l'ensemble des classes d'équivalence dans l'espace des structures presque complexes de Z.
L'énoncé suivant groupe les deux résultats
Proposition 6.3.5.  La structure presque complexe de Z associée à une connexion
hermitienne ne peut être intégrable que si cette connexion appartient à la même classe
d'équivalence que la connexion hermitienne canonique ∇. De plus il faut que la torsion
de ∇ appartienne à Λ1 ≃ W4 en dimension supérieure à 8 ou à Λ1 ⊕ [[λ3,0]] ≃ W1 ⊕W4
en dimension 6.
On est donc fondé dans la suite (recherche de conditions suﬃsantes) à s'intéresser
seulement à la connexion hermitienne canonique ∇.
On veut maintenant résoudre l'équation (6.3) portant sur la courbure. Soit R la courbure
de ∇. De même que pour la torsion, T était le plus gros sous-espace U(n)-invariant tel
qu'une structure presque complexe J commutant avec J0, agissant sur les tenseurs de type
torsion, n'y ait que les valeurs propres i et −i, jamais 3i ni −3i, de même R, l'ensemble
des tenseurs qui vériﬁent (6.3), est l'espace, isomorphe à la représentation Λ2 ⊗ [λ1,1]
de U(n), des tenseurs de courbure hermitienne abstraits, à l'exclusion des composantes
irréductibles qui admettent ±4i, comme valeur propre de J . En eﬀet J agit sur λ2 ⊗ λ2
avec les valeurs propres 0,±2i,±4i et (6.3) peut être réécrite
(6.16) R˜(X1,0J , Y
1,0
J , Z
1,0
J , T
1,0
J ) = 0
Si on note p, q les projecteurs de λ2 ⊗ λ2 déﬁnis par
p(R˜)(X, Y, Z, T ) = R˜(X1,0J , Y
1,0
J , Z
1,0
J , T
1,0
J )
q(R˜)(X, Y, Z, T ) = R˜(X0,1J , Y
0,1
J , Z
0,1
J , T
0,1
J )
le sous-espace propre pour la valeur propre 4i est l'image de p (d'équation p(R˜) = R˜)
tandis que le sous-espace propre pour la valeur −4i est Im(q). Par conséquent la somme
des sous-espaces propres des valeurs propres restantes, 0 et ±2i, est l'intersection des
noyaux de p, q et R est dans celui-ci le sous-espace des tenseurs réels (un tenseur réel R˜
qui vériﬁe p(R˜) = 0, c'est à dire (6.16) vériﬁe automatiquement q(R˜) = 0.)
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On décompose Λ2 ⊗ [λ1,1] sous l'action de U(n) :
Λ2 ⊗ [λ1,1] = [[λ2,0]]⊗ [λ1,1] ⊕ [λ1,1]⊗ [λ1,1]
La décomposition en composantes irréductibles des deux sous-espaces intervenant dans
la dernière décomposition est donnée par (2.13) et (2.14) respectivement, en dimension
supérieure à 8, et (2.15), (2.16) en dimension 6. On examine l'intersection de chaque
composante avec
⊙4l1,0 et⊙4l0,1.
⊙4l1,0 =⊙4λ1,0F ⊕ (⊙3λ1,0F ⊗ λ0,1G)⊕ (⊙2λ1,0F ⊗⊙2λ0,1G)
⊕ (λ1,0F ⊗⊙3λ0,1G)⊕⊙4λ0,1G

⊙4λ1,0F n'a d'intersection non nulle qu'avec λ2,0 ⊗ λ2,0. De même⊙4λ0,1G ne nous
intéresse pas.

⊙3λ1,0F ⊗λ0,1G a une intersection non nulle avec λ3,10 (égale à λ3,0F ⊗λ0,1G) et avec
V 2 (isomorphe à U1F ⊗ λ0,1G.)
 λ1,0F ⊗⊙3λ0,1G est le conjugué du précédent.
 Enﬁn
⊙2λ1,0F ⊗⊙2λ0,1G a une intersection non nulle avec λ2,20 (λ2,0F ⊗ λ0,2G), V 1
(λ2,0F ⊗ σ0,2G), V 1 et σ2,20 (σ2,0F ⊗ σ0,2G).
Par conséquent les composantes qu'il faut éliminer sont [[λ3,10 ]], [[V 2]], [λ2,20 ], [[V 1]], [σ2,20 ],
en dimension supérieure à 10 et [[V 20 ]], [[V 1]], [σ2,20 ] en dimension 6.
Cependant,
Proposition 6.3.6.  Soit (M, g, J) une variété presque hermitienne de type W1⊕W4,
de dimension 6. Les composantes dans [[V 1]] et [[V 2]] de la courbure R de la connexion
hermitienne canonique ∇ sont nulles.
Démonstration.  Soit une variété de type W1 ⊕ W4. Les composantes de la torsion
intrinsèque dans W2 et W3 sont nulles,
(6.17) η = ξ + ϑ
Par conséquent (1.39) devient
b(R) = b
(
[ξ, ξ]− a(∇ξ)− a(∇ϑ)− a(ξ.ξ)
+[ξ, ϑ] + [ϑ, ξ]− a(ϑ.ξ)− a(ξ.ϑ) + [ϑ, ϑ]− a(∇ϑ)− a(ϑ.ϑ)
)
(6.18)
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Comme ∇ est une connexion hermitienne, ∇Xξ ∈W1 c'est-à-dire ∇ξ est une section de
Λ1⊗W1 ≃ Λ1⊗ [[λ3,0]]. De même ∇ϑ en tout point vit dans un espace isomorphe, comme
espace de représentation de U(n), à Λ1 ⊗ Λ1 car W4 ≃ Λ1. Puis, les tenseurs a(ξ.ξ) et
[ξ, ξ] vivent dans un espace isomorphe à [[λ3,0]]⊗ [[λ3,0]] ; les tenseurs a(ϑ.ξ), a(ξ.ϑ), [ξ, ϑ] et
[ϑ, ξ] dans un espace isomorphe à Λ1 ⊗ [[λ3,0]], enﬁn a(ϑ.ϑ) et [ϑ, ϑ] vivent dans un espace
isomorphe à Λ1 ⊗ Λ1. Or par (1.40),
(6.19) R = R0 + R
⊥
où R⊥ dépend algébriquement de b(R) et R0 ∈ K(u(n)) est un tenseur de type courbure
kählerienne. On décompose les divers espaces de représentation :
(6.20) Λ1 ⊗ Λ1 = [λ1,10 ]⊕ R⊕ [[λ2,0]]⊕ [[σ2,0]]⊕ R
Λ1 ⊗ [[λ3,0]] = [[V 3]]⊕ [[λ4,0]]⊕ [[λ3,10 ]]⊕ [[λ2,0]]
où V 3 est la représentation irréductible (complexe) de poids dominant (2, 1, 1, 0, . . . , 0).
En dimension 6, [[λ4,0]] et [[λ3,10 ]] sont réduits à {0} dans la dernière décomposition. De
plus,
[[λ3,0]]⊗ [[λ3,0]] = [[λ3,0]]⊕ R⊕ R
Enﬁn la décomposition de K(u(n)) est donnée par (2.18). On voit qu'aucun de ces sous-
espaces ne contient une composante isomorphe à [[V 10 ]] ou [[V 20 ]] par conséquent les com-
posantes correspondantes de R sont nulles.
Par ailleurs seul R a éventuellement une composante non nulle dans [σ2,20 ] par consé-
quent, en dimension 6, la condition porte indiﬀéremment sur la courbure hermitienne ou la
courbure riemannienne. C'est ce qui autorise l'interprétation de O'Brian et Rawnsley dans
[46] en termes de tenseur de Bochner généralisé tel que déﬁni par [51] pour la courbure
riemannienne de toute variété presque hermitienne.
Theorème 6.3.7.  Soit M une variété presque hermitienne de dimension 6 et ∇˜ une
connexion hermitienne. La structure presque complexe J de l'espace de twisteurs réduit
associée à ∇˜ est intégrable si et seulement si les trois conditions suivantes sont satisfaites
(i) La connexion ∇˜ déﬁnit la même structure presque complexe que la connexion hermi-
tienne canonique ∇ ;
(ii) La variété est de type W1 ⊕W4 ;
(iii) Le tenseur de Bochner est nul.
En particulier, par (4.13) pour une variété de Gray, (iii) implique que R est le tenseur
de courbure de la sphère S6.
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Corollaire 6.3.8.  L'unique variété strictement NK dont l'espace de twisteurs réduit
est muni d'une structure presque complexe J , intégrable, associée à la connexion hermi-
tienne canonique, est la sphère S6.
En dimension supérieure à 10 la variété doit être localement conformément kählerienne,
ce qui correspond à ξ = 0 dans (6.17). Par conséquent, compte-tenu de (6.20), la condition
est là encore réduite à l'annulation de la composante dans [σ2,20 ]. En outre, la même
remarque précédant le théorème 6.3.7 est valable. Comme de plus le tenseur de Bochner
est un invariant conforme on a
Theorème 6.3.9.  Soit M une variété presque hermitienne de dimension supérieure
à 10. La structure presque complexe J de l'espace de twisteurs réduit, associé à une
connexion hermitienne ∇˜ est intégrable si et seulement si
(i) ∇˜ déﬁnit la même structure presque complexe sur Z que la connexion hermitienne
canonique ∇
(ii) M est localement conforme à une variété kählerienne dont le tenseur de Bochner est
nul
C'est le résultat obtenu par O'Brian et Rawnsley. Il reste valable en dimension 8 à
condition de se restreindre à la sous-variété Z2 de Z déﬁnie plus haut.
6.4. Variétés de type W1 ⊕W4
La question posée dans cette section est : toutes les les variétés de type W1 ⊕W4, de
dimension 6, sont-elles localement conformément NK? Autrement dit, pour ces variétés,
la forme de Lee, θ représente-t-elle toujours un changement conforme local, c'est à dire
est-elle fermée (localement exacte) ?
Par le travail fait au chapitre 3, section 2, les variétés de type W1 ⊕ W2 ⊕ W4 sont
caractérisées par
dω = ψ + ω ∧ θ
où ψ ∈ [[λ3,0]] et θ ∈ Λ1 et parmi celles-là, les variétés de type W1⊕W4 sont celles vériﬁant
(6.21) η = ξ + ϑ.
A titre de comparaison, les variétés de type W2 ⊕W4 sont caractérisées par
dω = ω ∧ θ.
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De cette dernière équation on tire, en diﬀérentiant
0 = d2ω = ω ∧ dθ
De là que, en dimension supérieure ou égale à 6, θ est fermée (localement exacte) et les
variétés de la classe W2 ⊕W4 sont localement conformes à des variétés de type W2. En
particulier ∇ω ∈ W4 si et seulement si la variété est conformément kählerienne, comme
il est bien connu. En dimension 4 a contrario, toutes les variétés presque hermitiennes
sont de type W2 ⊕W4 et de type W4 si et seulement si la structure presque complexe est
intégrable.
On donne maintenant la déﬁnition suivante
Déﬁnition 6.4.1.  On appelle  spéciale  une variété presque hermitienne telle que
la norme de ψ = (dω)3,0 est constante, égale à 2.
Or on peut toujours supposer pour notre problème qu'une variété W1⊕W4 est spéciale,
localement autour d'un point où ψ n'est pas nulle. En eﬀet, d'abord la classe W1 ⊕W4
est stable par un changement conforme (voir [31].) Puis, si on substitue g′ = fg à g, où
f est une fonction strictement positive sur la variété, ω est remplacée par ω′ = fω et
dω′ = d(fω) = df ∧ ω + fdω
= (
df
f
+ θ) ∧ fω + fψ
Par conséquent θ est remplacée par la 1-forme cohomologue θ′ = θ + df
f
(en particulier θ
est fermée si et seulement si θ′ l'est), ψ par ψ′ = fψ et sa norme par
|ψ′|g′ = f |ψ|g′ = f− 12 |ψ|g
Localement sur un ouvert où ψ ne s'annule pas on peut donc choisir f pour que la norme
de ψ′ = (dω′)3,0 par rapport à la nouvelle métrique g′ soit constante égale à 2.
De plus, en dimension 6, ce ne peut-être que par ce changement conforme, ou un
changement proportionnel, qu'on transforme si possible la variété de type W1 ⊕W4 en
variété NK ou de type W1. En eﬀet le changement conforme est donné par le rapport
des normes de ψ et ψ′ comme on vient de voir. Or les variétés NK non kähleriennes en
dimension 6 sont de  type constant  c'est-à-dire ont ∇ω ou ψ de norme constante. Cette
discussion est résumée dans le
Lemme 6.4.2.  Les propositions suivantes sont équivalentes
(i) Les variétés de type W1 ⊕W4, de dimension 6 sont localement conformément NK
(ii) Les variétés de type W1 ⊕W4 spéciales de dimension 6 sont NK.
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On se restreint dans la suite aux variétés de type W1 ⊕W4 spéciales de dimension 6.
L'intérêt est qu'on peut s'appuyer sur cette 3-forme qui ne s'annule jamais pour obtenir
des restrictions sur la géométrie de la variété, en s'inspirant des méthodes utilisées pour
les variétés SNK. En premier lieu on dispose sur M d'une structure SU(3) en posant,
comme pour les variétés de Gray, ψ = ψ.
On peut appliquer les résultats du chapitre 3, section 3. Cependant la situation est
plus favorable que dans le cas générique car la structure SU(3) n'est pas quelconque par
rapport à la structure presque hermitienne mais la 3-forme ψ est issue de la diﬀérentielle
de la forme de Kähler dω comme sa partie de type (3,0)+(0,3). Alors le lemme 3.3.14
s'explicite en
Lemme 6.4.3.  Pour une variété presque hermitienne spéciale de dimension 6, n1 = 0,
i.e.
(dψ)2,2 = ν2 ∧ ω
avec ν2 ∈ [λ1,10 ], et m1 est constante égale à −23 .
Remarque
Une démonstration du lemme 3.3.14 faisait intervenir le tenseur de Nijenhuis via la
formule (3.66) pour des formes de type (3,0) ou (0,3). Appliquée maintenant à une 2-
forme α ∈ λ2,0,
(dα)1,2 = N1#α + N2#α
Plus précisément,
(dα)1,20 = N2#α
En eﬀet, soit (X, Y, Z) un repère orthonormé de T 1,0M . Alors (X, Y , Z) est un repère
orthonormé de T 0,1M .
(dα)1,2(X, Y , Z) = α(X,N(Y , Z))
= α(X,N2(Y , Z))
car N1(Y , Z) est colinéaire à X (le tenseur réel N1 est totalement antisymétrique.) Par
conséquent, pour une variété presque hermitienne (dα)1,20 est nulle quelle que soit α de
type (2, 0) si et seulement si N2 = 0. Les variétés de type W1 ⊕W4 vériﬁent de surcroît
(dω)1,20 = 0. C'est ce qui autorise la construction par Salamon (dans [48], p44) d'un
sous-complexe du complexe de de Rham pour ces variétés.
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Proposition 6.4.4.  Soit M une variété presque hermitienne de type W1⊕W4 spéciale
de dimension 6. Il existe κ ∈ Λ1 telle que
(6.22) dψ = κ ∧ ψ
(6.23) dφ = κ ∧ φ− 2
3
ω ∧ ω
Démonstration.  On applique la proposition 3.3.16, (ii) pour obtenir la partie de type
(3,1)+(1,3) de dψ, dφ :
(dψ)3,1 = κ ∧ ψ
(dφ)3,1 = κ ∧ φ
où κ = −(Jσ + θ). En ce qui concerne la partie de type (2,2), µ2 = ν2 = 0 par la
proposition 3.3.13 puis m1, n1 sont donnés par le lemme 6.4.3 :
(dψ)2,2 = 0
(dφ)2,2 = −2
3
ω ∧ ω
On obtient (6.22), (6.23) en additionnant les deux équations.
On peut maintenant énoncer le
Theorème 6.4.5.  Soit M une variété de type W1 ⊕W2 ⊕W4 c'est-à-dire vériﬁant
(6.24) dω = ψ + ω ∧ θ
(i) (dψ)2,2 = 0 si et seulement si (dθ)1,1 = 0
(ii) Et si M est de dimension 6, N2 = 0 ou w2 = 0, i.e. M est de type W1 ⊕W4 si et
seulement si elle est localement conformément NK.
Démonstration.  Le premier point résulte simplement de la diﬀérentiation de l'équation
caractéristique (6.24)
(6.25) 0 = dψ + ψ ∧ θ + ω ∧ dθ
La 4-forme ω ∧ dθ se scinde suivant les types en
ω ∧ dθ = ω ∧ (dθ)2,0 + ω ∧ (dθ)1,1
Le dernier terme est nul si et seulement si dψ est de type (3,1)+(1,3).
6.5. VARIÉTÉS PRESQUE HERMITIENNES CONFORMES 181
Pour prouver le deuxième point on se place dans les hypothèses de la proposition 6.4.4
en se ramenant aux variétés spéciales grâce au lemme 6.4.2. Par (6.22), dψ est de type
(3,1)+(1,3) donc (i) s'applique :
(dθ)1,1 = 0
En outre, en diﬀérentiant, on obtient
0 = d2ψ = dκ ∧ ψ
ce qui implique que dκ est de type (1,1) car l'application
[[λ2,0]] → Λ5
α 7→ α ∧ ψ
est bijective. Mais alors on a aussi dσ ∧ φ = 0 (il n'y a pas de forme de type (4,1)) et en
diﬀérentiant maintenant (6.23), en tenant compte que ψ ∧ ω = 0,
0 = −κ ∧ dφ− 4
3
dω ∧ ω
=
2
3
κ ∧ ω ∧ ω − 4
3
θ ∧ ω ∧ ω
=
2
3
(κ− 2θ) ∧ ω ∧ ω
Par conséquent θ = 1
2
κ et dθ est de type (1,1) c'est-à-dire, ﬁnalement, nulle.
Comme on a supposé que la variété était spéciale, c'est-à-dire la norme de la 3-forme ψ
déjà constante, on doit montrer que cela implique que θ aussi est nulle. Or (6.25) devient
maintenant dψ = θ ∧ ψ et (6.22), dψ = 2θ ∧ ψ d'où θ ∧ ψ = 0.
Réciproquement Gray et Hervella [31] ont montré qu'une variété localement conformé-
ment NK est de type W1 ⊕W4.
Les équations (6.22) et (6.23) sont ﬁnalement les équations caractéristiques d'une variété
de Gray (4.3). Toute variété presque hermitienne de type W1⊕W4 spéciale de dimension
6 est strictement NK et par le lemme 6.4.2 toute variété de type W1 ⊕W4 de dimension
6 est localement conformément NK.
6.5. Variétés presque hermitiennes conformes
De ce théorème et du corollaire 6.3.8 découle le théorème annoncé 6.1.2. Mais c'est aussi
une pièce d'un problème plus général.
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Gray et Hervella [31] ont déﬁni 16 classes⊕i∈I Wi, I ⊂ {1, 2, 3, 4} de variétés presque
hermitiennes en décomposant le tenseur ∇J (ou ∇ω, ces deux tenseurs étant interchan-
geables, via la métrique, pour ce problème) sous l'action du groupe de structure U(n). Or
ils remarquent que 8 parmi ces classes, celles dont la déﬁnition comprend W4, sont inva-
riantes conformes et que ∀I ⊂ {1, 2, 3},⊕i∈I Wi⊕W4 contient non seulement les variétés
de de la classe plus petite
⊕
i∈I Wi mais encore toutes les variétés localement conformes à
des variétés de ce type. La question se pose alors si ces dernières épuisent toute la classe.
Par le théorème 6.4.5 la réponse est positive en dimension 6 dans le cas de W1 ⊕W4.
On a vu au début de la section 5 que W2 ⊕ W4 était de même constituée seulement
de variétés localement conformément W2 (presque kähleriennes ou symplectiques) et que
W4 ne contenait que les variétés localement conformément kähleriennes, en dimension
supérieure à 6.
Au contraire il existe des variétés hermitiennes, c'est-à-dire dans la classe W3⊕W4, non
localement conformes à des variétés de type W3. En eﬀet soit M le produit d'une surface
de Riemann S, de forme de Kähler ω0, et d'une variété hermitienne N de dimension 4
(une surface complexe) non LCK (c'est le cas génériquement). La forme de Kähler ω1 de
N vériﬁe donc dω1 = θ1 ∧ ω1 pour une 1-forme θ1, non fermée par hypothèse. Alors la
forme de Kähler de M = S × N est ω = ω0 + ω1 et on vériﬁe que la forme de Lee est
θ = 1
2
θ1, telle que dθ 6= 0.
De plus on s'apprête à donner (voir corollaire (6.5.9) ) un résultat d'existence locale de
variétés de type W1 ⊕W2 ⊕W4 de dimension 6 non issues de variétés semi-kähleriennes
par un changement conforme c'est-à-dire vériﬁant (6.24) mais là encore dθ 6= 0.
Aﬁn de donner une formulation intrinsèque de ces résultats, on considère des variétés
presque hermitiennes conformes, au sens suivant. Soient une variété M , de dimension m.
Pour tout k on note Lk et on appelle ﬁbré des scalaires de poids k le ﬁbré associé de
GL(M)
Lk = GL(M)×|det|k/n R
de sorte que le ﬁbré des scalaires de poids 0 s'identiﬁe à M × R et Lk ⊗ Ll = Lk+l. Une
structure conforme sur M est la donnée d'une classe conforme de métriques C ou encore
d'une section c de S2(T ∗M) ⊗ L−2 telle que pour tout vecteur X non nul, c(X,X) est
strictement positif (c'est-à-dire s'écrit l ⊗ l pour une section non nulle l de L). Le lien
entre ces deux déﬁnitions est que le choix d'une métrique g dans C correspond à une
trivialisation ou une section l de L qui permette d'écrire
g = c⊗ l2
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La structure conforme c fournit les isomorphismes
TM → Λ1 ⊗ L2
X 7→ Xc
et
Λ1 → TM ⊗ L−2
α 7→ α⋄
analogues des  isomorphismes musicaux  X 7→ X♭ et α 7→ α♯ dans le cas riemannien. La
compatibilité entre une métrique et une structure presque complexe, telle qu'elle déﬁnit
une variété presque hermitienne, si elle a lieu pour une métrique de C, a lieu pour toutes
les métriques de la classe. C'est pourquoi
Déﬁnition 6.5.1.  On appelle variété presque hermitienne conforme une variété M
munie d'une structure conforme c et d'une structure presque complexe J compatibles au
sens que
∀X, Y ∈ TM, c(JX, JY ) = c(X,Y )
De façon équivalente il existe une réduction du ﬁbré des repères à CU(n), identiﬁé
canoniquement à R∗+ × U(n). En l'absence de métrique on ne dispose plus de connexion
de Levi-Civita mais de connexions de Weyl : soit D la dérivée covariante d'une telle
connexion, linéaire, sans torsion et préservant c. On regarde DJ ∈ Λ1 ⊗ co(M). En fait
∀X ∈ TM , DXJ est antisymétrique (relativement à c ou à toute métrique de la classe
conforme), c'est-à-dire appartient à so(M), bien déﬁni même en l'absence de métrique. De
plus en dérivant J2 = −Id on obtient qu'il anticommute à J . Par conséquent DJ ∈ Λ1 ⊗
u(M)⊥ (où l'orthogonal est toujours pris dans so(M)). En restreignant la représentation
de CU(n) à U(n) on peut décomposer cet espace en composantes irréductibles comme en
(3.18) dans le cas riemannien. Or les sous-espaces Wi sont aussi invariants sous l'action
de R∗+ donc il s'agit ﬁnalement de la décomposition en composantes irréductibles de la
représentation de CU(n). Choisissons maintenant une connexion de Weyl diﬀérente D′.
On cherche à comparer DJ et D′J . Chacune de ces deux connexions induit une connexion
linéaire sur L, notée respectivement D et D′. On peut calculer D ou D′ connaissant D
(resp. D′) par un analogue de la formule de Koszul :
2c(DXY Z) = DX(c(Y, Z)) +DY (c(X,Z))−DZ(c(X,Y ))
+c(Z, [X,Y ])− c(Y, [X,Z])− c(X, [Y, Z])
On appelle τ la 1-forme telle que, pour l ∈ L
(DX −D′X)l = 2τ(X)l
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Alors
c((D −D′)XY, Z) = τ(X)c(Y, Z) + τ(Y )c(X,Z)− τ(Z)c(X, Y )
soit
(6.26) (D −D′)XY = τ(X)Y + τ(Y )X − c(X, Y )τ ⋄
puis
c((D −D′)XJ)Y, Z) = τ(Y )c(X, JZ)− τ(Z)c(X, JY ) + τ(JY )c(X,Z)− τ(JZ)c(X,Y )
c'est-à-dire, en identiﬁant so(n) et Λ2 ⊗ L2,
(6.27) (D −D′)XJ = Xc ∧ Jτ + JXc ∧ τ
Par conséquent on voit qu'en changeant la connexion de Weyl on ne change pas les trois
premières composantes de DJ (c'est exactement ce qu'ont démontré Gray et Hervella, en
se retreignant aux structures de Weyl fermées c'est-à-dire coïncidant localement avec la
connexion de Levi-Civita d'une métrique de C) mais seulement la quatrième, appartenant
à W4. D'ailleurs on peut toujours modiﬁer D pour que celle-ci soit nulle :
Proposition et déﬁnition 6.5.2.  Soit (M, c, J) une variété presque hermitienne con-
forme. Il existe une unique connexion de Weyl, notée DJ , telle que la composante de DJJ
dans W4 est nulle. On appelle cette connexion la connexion associée à J de la variété
presque conforme.
Démonstration.  Soit une connexion de Weyl quelconque D. Il existe une 1-forme η telle
que la composante dans W4 de DJ peut s'écrire (voir (3.27) pour l'analogue riemannien)
L(D) = JX♭ ∧ η + X♭ ∧ Jη
Il suﬃt alors de poser, en s'inspirant de (6.26)
DJXY = DXY − η(X)Y − η(Y )Z + c(X,Y )η⋄
Alors par (6.27), L(DJ) = L(D)− (D −DJ)J = 0.
On est alors fondé à déﬁnir 8 classes de variétés presque hermitienne conformes de telle
sorte que la classiﬁcation ne dépende pas du choix d'une connexion de Weyl.
Déﬁnition 6.5.3.  Soit (M, c, J) une variété presque hermitienne conforme. On dit
qu'elle est de type (ou qu'elle appartient à la classe) W c, où W =
⊕
i∈I Wi, I ⊂ {1, 2, 3},
si pour toute connexion de Weyl D, DJ est une section de W ⊕W4.
On a évidemment
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Proposition 6.5.4.  Soient (M, c, J) une variété presque hermitienne conforme et g ∈
C, la classe conforme déﬁnie par c. La variété presque hermitienne (M, g, J) est de type⊕
i∈I Wi ⊕W4 si et seulement si (M, c, J) est de classe
⊕
i∈I W
c
i .
De plus on donne la déﬁnition suivante
Déﬁnition 6.5.5.  Une variété presque hermitienne conforme (M, c, J) est dite fermée
(resp. exacte) si la connexion associée à J est fermée (resp. exacte) en tant que structure
de Weyl.
Rappelons qu'une structure de Weyl D est fermée (resp. exacte) si pour une métrique
g ∈ C, la 1-forme η qui mesure la diﬀérence avec la connexion de Levi-Civita ∇ comme
en (6.26)
(∇−D)XY = η(X)Y + η(Y )Z − c(X,Y )η♯
est fermée (resp. exacte). La 1-forme η s'appelle la forme de Lee de (D, g) et la déﬁnition
d'une structure de Weyl fermée ou exacte ne dépend pas de la métrique choisie dans la
classe conforme car la forme de Lee de (D, g′ = e2fg) serait η′ = η + df , cohomologue
à la première. Or pour la connexion associée à J , la forme de Lee de (DJ , g) est égale
à 1
2
θ, c'est-à-dire, à un facteur près, à la forme de Lee de la variété presque hermitienne
(M, g, J). En eﬀet par (3.27)
(∇−DJ)J = L(∇) = 1
2
(Xc ∧ Jθ + JXc ∧ θ)
On peut alors reformuler le théorème 6.1.1
Theorème 6.5.6.  Toute variété presque hermitienne conforme de dimension 6, de
type W c1 est fermée.
Par une remarque précédente, on a le même résultat pour les variétés presque hermi-
tiennes conformes de type W c2 , en dimension supérieure à 6. Voyons ce qu'il en est des
variétés presque hermitiennes conformes dans la classe W c1 ⊕W c2 .
Rappelons (Hitchin [36], voir notre présentation à la ﬁn du chapitre 4, section 3) que
2-formes diﬀérentielles, ω ∈ Λ2 et ψ ∈ Λ3 suﬃsent à déterminer une réduction d'une
variété de dimension 6 à SU(3), par conséquent aussi la structure presque hermitienne
sous-jacente, sous certaines conditions (r1), (r2) et (c1) à (c3).
Certaines de ces conditions sont ouvertes. Précisément,
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Proposition 6.5.7.  Soit V un espace vectoriel de dimension 6. L'ensemble des couples
(ω, ψ) ∈ Λ2V ∗×Λ3V ∗ vériﬁant les conditions de régularité (r1) et (r2) et la condition de
compatibilité (c2) est un ouvert non vide.
Maintenant si M est une variété presque hermitienne, V = TxM , on peut choisir ψ
déterminée par le 1-jet de la forme de Kähler au point (et même seulement par ωx, dωx).
On appelle θω la 1-forme telle que
dω ∧ ω = θω ∧ ω ∧ ω
En eﬀet
Λ1 → Λ5
α 7→ α ∧ ω ∧ ω
est un isomorphisme si ω est non dégénérée. Alors on pose
ψω = dω − θω ∧ ω
Les conditions du chapitre 4, section 3 portent maintenant sur le 1-jet de ω : quel que
soit x ∈ M on appelle Ux ⊂ (J 1Λ2)x, l'ouvert des 1-jets j tels que ω et ψω satisfont les
conditions de la proposition 6.5.7.
Theorème 6.5.8.  Soit M une variété de dimension 6, x ∈M . A tout 1-jet j ∈ Ux, on
peut associer localement, sur un voisinage de x, une structure SU(3) telle que la structure
U(3) sous-jacente est de type W1 ⊕W2 ⊕W4.
Démonstration.  Soit ω une 1-forme diﬀérentielle dont le 1-jet en x, (j1ω)x = j ∈ Ux.
En un point y suﬃsamment proche de x, l'opération qui à une forme associe son 1-jet
étant continue, (j1ω)y reste dans Uy. Il existe un voisinage N de x tel que (ω, ψω) vériﬁent
(r1), (r2), (c2) en tout point de N . Elles vériﬁent aussi (c1) par déﬁnition de ψω, θω :
ψω ∧ ω = dω ∧ ω − θω ∧ ω ∧ ω = 0
Enﬁn pour que (c3) soit vériﬁée il faut plutôt déﬁnir la structure SU(3) par (ω, ψ′ = fψω)
où
f =
√
2vol(ω)
vol(ψ)
Les conditions (r1) et (r2) assurent que f est bien déﬁnie et ω, ψ′ continuent à vériﬁer les
conditions, en particulier ψ′ ne s'annule pas, donc elles déﬁnissent une structure SU(3)
au voisinage de x.
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En eﬀet
vol(fψ) = f 2vol(ψ)
pour toute fonction f par (4.23) d'où vol(ψ′) = 2vol(ω).
Maintenant la variété (N, g, J) est automatiquement de typeW1⊕W2⊕W4 par construc-
tion :
dω = f−1ψ′ + θω ∧ ω
n'a pas de composante dans [[λ2,10 ]].
De plus, vue la liberté dans le choix de ω, on peut toujours demander que dθω 6= 0.
Corollaire 6.5.9.  Il existe des variétés presque hermitiennes conformes de type W c1⊕
W c2 non fermées.
6.6. Conclusion
La théorie des twisteurs rencontre les variétés NK au moins à deux endroits.
Premièrement Hitchin [35] a démontré que les seuls espaces de twisteurs au dessus de
variétés de dimension 4, kähleriens sont CP (3) au dessus de S4 et F (1, 2), l'espace des
drapeaux de C3, au dessus de CP (2), c'est-à-dire 2 parmi les 4 seules variétés homogènes
de dimension 6 admettant une structure SNK (voir [13]). On obtient cette dernière à
partir de la structure kählerienne en faisant une homothétie et en changeant le signe de
la structure presque complexe le long de la ﬁbre, isomorphe à CP (1). Or cette méthode
est générale pour obtenir des variétés SNK à partir de submersions riemanniennes dont
l'espace total est kählerien, comme a démontré Nagy dans [42]. Il prouve ainsi l'existence
d'une structure SNK sur l'espace de twisteurs d'une variété Kähler-quaternionique.
Deuxièmement, par le théorème 6.1.2, les seules variétés presque hermitiennes conformes
de dimension 6 ayant un espace de twisteurs réduit complexe, correspondent aux 2 types
de variétés NK de dimension 6 : les variétés kähleriennes  pourvu qu'elles soient Bochner-
plates , et les variété SNK  ici seulement S6 munie de la structure conforme standard et
de la structure presque complexe issue des quaternions. Au regard de la raison (traduire
des problèmes sur M dans des propriétés des structures holomorphes d'objets associés à
Z, voir [3]) qui fait s'intéresser aux espaces de twisteurs complexes, ce résultat est juste
préliminaire.
Par exemple, en ce qui concerne S6, étant conformément plate, elle admet aussi un es-
pace de twisteurs classique. Il s'agit de l'hypersurface quadrique de dimension 6 complexe
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Q+ (voir [50]), dont l'espace de twisteurs réduit Z par conséquent est une sous-variété,
qu'il faudra précisement décrire.
En outre, on fait place à une observation de Berard-Bergery, Ochiai [7]. D'une impor-
tance cruciale dans la théorie des twisteurs en dimension 4 est la correspondance établie
en [3] entre les ﬁbrés holomorphes de l'espace de twisteurs, holomorphiquement triviaux
sur chaque ﬁbre, et certains ﬁbrés appelés  auto-duaux  sur la base. Cela appelle une
généralisation si possible, en suivant Slupinski [50] dans le cas riemannien.
Enﬁn, une particularité de S6 parmi les variétés SNK de dimension 6 est qu'elle admet
plusieurs structures presque complexes J compatibles avec une métrique donnée g telles
que (S6, g, J) est NK. En lien aussi avec la théorie des spineurs de Killing, on peut espérer
donner une expression naturelle de ce fait en termes de sections de l'espace de twisteurs.
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