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Das Heinz Nixdorf Institut der Universität Paderborn ist ein interdisziplinäres For-
schungszentrum für Informatik und Technik. Unser generelles Ziel ist die Steigerung 
der Innovationskraft von Industrieunternehmen im Informationszeitalter. Ein Schwer-
punkt des von mir vertretenen Fachgebiets „Strategische Produktplanung und Systems 
Engineering“ liegt auf der interdisziplinären Entwicklung von Intelligenten Technischen 
Systemen – dem sogenannten Systems Engineering.  
Viele Unternehmen des Maschinenbaus und verwandter Branchen vollziehen mit ihren 
Produkten den Innovationssprung von mechatronischen hin zu Intelligenten Techni-
schen Systemen. Derartige Systeme sind in der Lage sich autonom und flexibel an Ver-
änderungen in ihrer Umgebung anzupassen. Sie sind adaptiv, robust, vorausschauend 
und benutzungsfreundlich. Diese Eigenschaften bergen das Potential die Wirtschaftlich-
keit bestehender Systeme für den Kunden zu steigern. Es besteht jedoch die Herausfor-
derung, dass einerseits durch ihre hohe Komplexität höhere Kosten und andererseits 
durch die Funktionalität Zusatznutzen für den Kunden generiert werden. Es gilt somit 
ein ausgeglichenes Verhältnis von Kosten und Nutzen dieser Systeme bereits in der frü-
hen Entwicklung im Rahmen der Konzipierung sicherzustellen. Nur so lässt sich ein 
Erfolg am Markt und somit eine Innovation realisieren.    
Vor diesem Hintergrund hat Frau Vaßholz eine Systematik zur wirtschaftlichkeitsorien-
tierten Konzipierung dieser Systeme entwickelt. Sie gliedert sich in ein fachdisziplin-
übergreifendes Vorgehen auf Basis des Systems Engineering ein. Den Kern der Syste-
matik bildet ein konzeptuelles Wirtschaftlichkeitsmodell, welches den Aspekt der Wirt-
schaftlichkeit für das zu entwickelnde System abbildet. Zur Unterstützung bei der Mo-
dellierung wird eine Grundstruktur der Kosten und des Nutzens über den Lebenszyklus 
als Schablone bereitgestellt. Richtlinien und Bedingungen ermöglichen die Entwicklung 
eines plausiblen Wirtschaftlichkeitsmodells. Das Wirtschaftlichkeitsmodell kann somit 
von allen beteiligten Disziplinen gleichermaßen gelesen und verstanden werden. Zur 
Analyse und Bewertung der Wirtschaftlichkeit stellt die Systematik Methoden in einem 
Vorgehensmodell bereit. Insbesondere das Vorgehen zur frühzeitigen Analyse der Sys-
temdynamik ermöglicht die Analyse und Bewertung der Kosten und des Nutzens Intel-
ligenter Technischer Systeme, welche aus ihrer situationsabhängigen Funktionalität 
resultieren. Die Systematik wurde an einem Demonstrator aus dem Sonderforschungs-
bereich 614 „Selbstoptimierende Systeme des Maschinenbaus“ validiert. 
Mit ihrer Arbeit liefert Frau Vaßholz einen signifikanten Beitrag zur Weiterentwicklung 
der interdisziplinären Entwicklungsmethodik für Intelligente Technische Systeme und 
somit des Systems Engineering am Heinz Nixdorf Institut.  
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Die deutsche Industrie nimmt im globalen Wettbewerb eine Spitzenposition ein. Grund 
ist die zunehmende Entwicklung der Informations- und Kommunikationstechnik, auf 
der über 80% der Innovationen beruhen. Sie ermöglicht einen Innovationssprung von 
der Mechatronik hin zu Intelligenten Technischen Systemen und vergleichsweise eine 
Senkung der Kosten sowie eine Steigerung des Nutzens und der Wirtschaftlichkeit.  
Etwa 60% der Kosten sowie der Nutzen dieser Systeme werden bereits in der Konzipie-
rung festgelegt. In dieser Phase mangelt es den Entwicklern jedoch an einem Verständ-
nis für die Entstehung von Kosten sowie für die Bedürfnisse der Kunden. Die Folge: 
Viele Innovationen scheitern am Markt, weil sie letztlich zu geringen Nutzen für den 
Kunden stiften oder schlicht zu teuer sind. 
Ziel der vorliegenden Arbeit ist eine Systematik zur wirtschaftlichkeitsorientierten Kon-
zipierung Intelligenter Technischer Systeme. Sie umfasst ein Wirtschaftlichkeitsmodell, 
welches die Zusammenhänge von Kosten, Nutzen und Wirtschaftlichkeit verständlich 
abbildet. Die Systematik unterstützt den Entwickler bei einer kundenorientierten  
Erschließung von Nutzenpotentialen durch die technische Lösung innerhalb eines vor-
gegebenen Zielkostenrahmens. Im Fokus stehen die frühzeitige Analyse und Bewertung 
der Wirtschaftlichkeit Intelligenter Technischer Systeme unter Berücksichtigung ihrer 
besonderen Eigenschaften; dafür werden Methoden sowie eine Entscheidungsgrundlage 
für die Auswahl der wirtschaftlichsten Lösungsalternative bereitgestellt. 
Abstract 
German industry has a leading position within global competition. The reason is the 
progressing development of information and communication technology which is the 
basis for over 80% of innovations. This progress enables intelligent technical systems 
with reduced costs and higher benefits and economic efficiency. 60% of the costs and 
benefits of a system are defined within the conceptual design. In this phase, developers’ 
often lack the understanding of the origin of costs and the customers’ needs. Thus, in-
novations often fail in the market, because they either do not provide enough benefit for 
the customer or are too costly. 
The aim of this thesis is a systematic approach for the economic-efficiency-oriented 
conceptual design of intelligent technical systems. It includes a model of the economic 
efficiency, coherently representing the interconnections of costs, benefits and economic 
efficiency. The approach supports the development of a technical solution that exploits 
benefits in a customer-oriented way within predefined target costs. The early analysis 
and evaluation of the economic efficiency is supported by methods, taking into account 
the characteristics of intelligent technical systems. Furthermore, a basis for the selection 
of the best solution is provided. 
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Einleitung Seite 5 
1 Einleitung 
Ein Zyniker ist ein Mensch, der von allem den Preis und von nichts 
den Wert kennt1. 
– OSCAR WILDE 
Die vorliegende Arbeit adressiert eine wirtschaftlichkeitsorientierte Konzipierung Intel-
ligenter Technischer Systeme im Rahmen der Produktentstehung. Die entwickelte Syste-
matik zeigt auf, wie prinzipielle Lösungen für diese Systeme entwickelt werden können, 
welche das hohe wirtschaftliche Potential Intelligenter Technischer Systeme ausschöpfen 
und so Nutzen für die Stakeholder stiften.  
Die Problematik und Zielsetzung der vorliegenden Arbeit wird in den Abschnitten2 1.1 
und 1.2 dargestellt. In Abschnitt 1.3 wird ein Überblick über den Aufbau der Arbeit ge-
geben. 
1.1 Problematik 
In Zeiten der Eurokrise und einer verharrenden Weltkonjunktur gilt mehr als je zuvor: 
Innovationen stärken die internationale Wettbewerbsfähigkeit. Die deutsche Industrie 
konnte als drittinnovativste weltweit im Jahr 2013 ihren Abstand zur Spitze weiter ver-
ringern [BD13, S. 2ff.]. Einen wesentlichen Beitrag hierzu hat die zunehmende Entwick-
lung der Informations- und Kommunikationstechnik geliefert, auf der über 80 Prozent der 
Innovationen in Deutschland beruhen [Sie12, S. 15]. Neben dieser Entwicklung stellen 
auch nicht-technische Disziplinen, wie die Kognitionswissenschaft oder Neurobiologie, 
vielfältige Möglichkeiten bereit, mit denen sich die Funktionalität technischer Systeme 
weiter steigern lässt [GTD13, S. 49]. Der Innovationssprung von der Mechatronik hin zu 
Intelligenten Technischen Systemen ermöglicht neue Perspektiven, welche durch Schlüs-
selwörter wie „Things that Think“, „Cyber-Physical Systems“ und „Industrie 4.0“ be-
schrieben werden [DAG13, S. 112]. Intelligente Technische Systeme sind wesentlicher 
Innovationstreiber für die Export- und Wachstumsmärkte der deutschen Industrie [aca11, 
S. 5].  
 
                                                 
1  Vgl. Lady Windermeres Fächer, 3. Akt/Lord Darlington, (Original engl.: "[A cynic is] a man who knows 
the price of everything and the value of nothing."). 
2  Angelehnt an die DIN-Norm 1421 wird die vorliegende Arbeit in Abschnitte und nicht in Unterkapitel 
oder Unterabschnitte untergliedert [DIN1421, S. 1]. 
Seite 6  Kapitel 1 
Als Wegbereiter für diese Entwicklung gilt der BMBF3-Spitzencluster Intelligente Tech-
nische Systeme OstWestfalenLippe (it’s OWL), dessen Ziel die Einführung Intelligenter 
Technischer Systeme in der industriellen Anwendung ist [GDJ+14, S. 336ff.], [GTD13, 
S. 50]. Intelligente Technische Systeme lassen sich heute bereits durch den Einsatz von 
Selbstoptimierung in mechatronischen Systemen ermöglichen. Das Technologiekonzept 
des Spitzenclusters baut daher auf den Arbeiten des von der Deutschen Forschungsge-
meinschaft geförderten Sonderforschungsbereichs 614 „Selbstoptimierende System des 
Maschinenbaus“ auf [GRS14].  
Intelligente Technische Systeme sind in der Lage, intelligent und flexibel auf veränderte 
Umgebungsbedingungen zu reagieren. Ihr Verhalten geht somit weit über die reaktiven 
und starren Verhaltensweisen konventioneller mechatronischer Systeme hinaus [Dum11, 
S. 19]. Diese Systeme werden durch vier Eigenschaften charakterisiert. Sie sind adaptiv, 
robust, vorausschauend und benutzungsfreundlich [Dum11, S. 19], [GTD13, S. 49]. 
Durch diese Eigenschaften werden prinzipielle Lösungen ermöglicht, welche das Kosten/ 
Nutzen-Verhältnis und somit die Wirtschaftlichkeit bestehender Systeme erheblich ver-
bessern können [Ben05, S. 5]. Das Resultat: Die Differenzierung über den Nutzen bei 
gleichzeitiger Reduktion der Kosten über den Lebenszyklus wird ermöglicht – eine soge-
nannte Nutzeninnovation [KM05, S. 12ff.].  
Immer wieder scheitern jedoch Innovationen am Markt, weil sie letztlich zu geringen oder 
keinen Nutzen für die Stakeholder stiften [Sch12, S. 1]. Nutzen beschreibt die Fähigkeit 
eines Produkts ein bestimmtes Kundenbedürfnis zu befriedigen [Spr14a-ol]. Zur Abschät-
zung des Geschäftserfolgs ist daher eine starke Fokussierung heutiger und zukünftiger 
Kundenbedürfnisse über den gesamten Produktlebenszyklus hinweg erforderlich [Nie09, 
S. 229], [GEK01, S. 75]. Im Rahmen des Produktentstehungsprozesses werden diese Be-
dürfnisse in der strategischen Produktplanung ermittelt und in der Konzipierung durch 
eine prinzipielle Lösung erschlossen [GP14, S. 25]. Für Intelligente Technische Systeme 
erfolgt die Konzipierung interdisziplinär, da an ihrer Entwicklung neben den Fachdiszip-
linen Mechanik, Elektrik/Elektronik, Regelungstechnik und Softwaretechnik auch Exper-
ten aus den Bereichen der höheren Mathematik und der künstlichen Intelligenz beteiligt 
sind [DGI+14, S. 4f.]. Die Konzipierung bildet die Schnittstelle zwischen der strate- 
gischen Produktplanung und der fachdisziplinspezifischen Produktentwicklung [GP14, 
S. 25]. 
Im Rahmen der Konzipierung werden mittels der Prinziplösung nicht nur die technischen 
Eigenschaften des Systems festgelegt, sondern auch bereits bis zu 60 Prozent seiner Kos-
ten [Kol98, S. 62], [Bue09, S. 8]. Vor dem Hintergrund des zunehmenden Kostendrucks 
ist eine frühzeitige Abschätzung der Kosten, welche das zu entwickelnde System über 
den Lebenszyklus verursacht, unabdingbar [Bue09, S. 8]. Insbesondere bei komplexen 
Systemen, wie Intelligenten Technischen Systemen, können die Entwickler leicht den 
                                                 
3  Bundesministerium für Bildung und Forschung (BMBF). 
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Überblick über die zukünftig entstehenden Kosten verlieren [Ahm95, S. 261]. Laut einer 
Umfrage ist für 50 Prozent der befragten Entwickler das Verständnis für die Entstehung 
der Kosten ihres Produkts nur schwer bzw. überhaupt nicht gegeben [BHL07, S. 41]. 
Dieses Verständnis ist jedoch notwendig, um kosteneffiziente Lösungen zu finden. Es gilt 
somit, bereits im Rahmen der Konzipierung ein gemeinsames Verständnis der Entwickler 
für die Kostenentstehung über den Lebenszyklus zu schaffen [SPJ+02, S. 543]. Auch die 
Eigenschaften des Intelligenten Technischen Systems sowie der daraus resultierende Nut-
zen, werden in allen Lebenszyklusphasen durch konstruktive Einflüsse geprägt und in der 
Prinziplösung festgelegt [Nie09, S. 255]. Die Entwickler benötigen also zudem ein Ver-
ständnis für den Kunden und dessen Bedürfnisse, um kundenorientierte Verbesserungen 
am Konzept vornehmen zu können [DNL96, S. 103]. Hierbei sind die besonderen Cha-
rakteristika Intelligenter Technischer Systeme zu berücksichtigen, welche u.a. eine hohe 
Systemdynamik sowie ggf. eine gesteigerte Verlässlichkeit des Systems ermöglichen. Ein 
einheitliches Verständnis für das System wird durch modellbasierte Ansätze realisiert, 
welche zudem die Analyse komplexer Systeme ermöglichen [HFW+12, S. 41], 
[GFD+09, S. 201ff.].  
Fazit 
Der Einsatz von Intelligenten Technischen Systemen in der industriellen Anwendung 
stellt ein hohes Nutzenpotential für den Innovationsstandort Deutschland dar. Dieses Po-
tential ist jedoch noch kein Garant dafür, dass das System am Markt erfolgreich sein wird. 
Ein Markterfolg ist nur dann gegeben, wenn die technische Lösung die Bedürfnisse der 
Kunden entsprechend in einem vorgegebenen Kostenrahmen befriedigt. Die Weichen 
werden hierfür bereits im Rahmen der Konzipierung durch die Prinziplösung gestellt. Es 
bedarf daher einer durchgängigen Systematik, welche eine wirtschaftlichkeitsorientierte 
Konzipierung dieser Systeme ermöglicht. Mittels eines Wirtschaftlichkeitsmodells ist zu-
dem ein einheitliches Verständnis für die Entstehung von Kosten und Nutzen über ihren 
Lebenszyklus zu schaffen. 
1.2 Zielsetzung 
Ziel der vorliegenden Arbeit ist eine Systematik zur wirtschaftlichkeitsorientierten Kon-
zipierung Intelligenter Technischer Systeme im Rahmen der Produktentstehung. Sie rich-
tet sich gleichermaßen an Produktentwickler sowie an Entscheider. Es gilt, das interdis-
ziplinäre Entwicklungsteam bei der Entwicklung und Auswahl von Lösungsalternativen 
nach dem Ziel der Wirtschaftlichkeit zu unterstützen. Als integraler Bestandteil der Kon-
zipierung soll die Systematik die kundenorientierte Erschließung von Nutzenpotentialen 
durch die technische Lösung innerhalb eines vorgegebenen Zielkostenrahmens ermögli-
chen. Hierzu erfolgt eine Ergänzung der Prinziplösung um den Aspekt der Wirtschaft-
lichkeit. Das Wirtschaftlichkeitsmodell bildet die Zusammenhänge von Kosten, Nutzen 
und Wirtschaftlichkeit vor dem Hintergrund der Prinziplösung ab und schafft somit ein 
einheitliches Verständnis für ihre Entstehung über den Lebenszyklus des Systems.  
Seite 8  Kapitel 1 
Die Systematik stellt zudem Methoden4 bereit, welche eine frühzeitige Analyse und Be-
wertung der Wirtschaftlichkeit Intelligenter Technischer Systeme unter Berücksichtigung 
ihrer besonderen Eigenschaften ermöglichen. Die Systematik liefert somit eine Entschei-
dungsgrundlage für die Auswahl der wirtschaftlichsten Lösungsalternative und einen 
Rahmen für die nachfolgende wirtschaftliche, disziplinspezifische Entwicklung.  
1.3 Vorgehensweise 
Die vorliegende Arbeit gliedert sich in sechs Kapitel. In Kapitel 2 erfolgt eine Präzisie-
rung der in Abschnitt 1.1 dargelegten Problematik. Vor diesem Hintergrund erfolgt die 
Einordnung der Arbeit in den Produktentstehungsprozess sowie die Definition und Ab-
grenzung relevanter Begriffe. Im Anschluss wird der Innovationssprung von mechatroni-
schen hin zu Intelligenten Technischen Systemen aufgezeigt. Das Technologiekonzept 
selbstoptimierender Systeme wird exemplarisch für diese Systeme vorgestellt und ihre 
Nutzenpotentiale dargelegt. Es schließt eine Diskussion insbesondere der frühen Phase 
der Entwicklung dieser Systeme vor dem Hintergrund von Kosten, Nutzen und Wirt-
schaftlichkeit über den Lebenszyklus an. Die Problemanalyse ermöglicht die Konsolidie-
rung der Herausforderungen bei der wirtschaftlichkeitsorientierten Konzipierung Intelli-
genter Technischer Systeme und die Ableitung von Anforderungen an die Systematik.  
In Kapitel 3 wird der Stand der Technik vor dem Hintergrund der Anforderungen an die 
Systematik diskutiert. Zunächst werden allgemeine Bewertungsmethoden vorgestellt, 
welche bei der Auswahl Erfolg versprechender Lösungsalternativen im Rahmen der Kon-
zipierung unterstützen. Um den Markterfolg eines Systems sicherzustellen, ist eine kon-
tinuierliche Kundenorientierung im Produktentstehungsprozess sowie das Management 
der Kosten im Rahmen der Produktentwicklung notwendig. Entsprechende Ansätze aus 
dem Stand der Technik werden in diesem Kapitel ebenfalls diskutiert. Intelligente Tech-
nische Systeme entfalten ihr Potential erst im Rahmen des Systembetriebs auf Grundlage 
ihres Verhaltens. Um eine umfassende Analyse und Bewertung der Systeme sicherzustel-
len, ist daher das Systemverhalten bereits in der frühen Entwicklungsphase zu berück-
sichtigen. Ansätze wie „System Dynamics“ können dieser Anforderung gerecht werden. 
Die abschließende Bewertung der untersuchten Ansätze hinsichtlich der Anforderungen 
ermöglicht die Ableitung des Handlungsbedarfs. 
  
                                                 
4  Eine Methode bezeichnet eine Menge von Vorschriften, deren Ausführung den Vollzug einer als zweck-
mäßig erachteten Operationsfolge unter gegebenen Bedingungen hinreichend sicherstellt [Mat65, 
S. 13], [Mül90, S. 17]. Methoden sind somit präskriptiv und zielorientiert, also mit Fokus auf die Lösung 
eines Problems oder eine Aufgabenstellung [Lin05, S. 48]. 
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Kapitel 4 gibt einen Überblick über die Systematik zur wirtschaftlichkeitsorientierten 
Konzipierung Intelligenter Technischer Systeme. Kern der Systematik ist das Wirtschaft-
lichkeitsmodell, welches den Aspekt Wirtschaftlichkeit mittels definierter Elemente und 
Beziehungen abbildet. Zur Unterstützung des interdisziplinären Entwicklungsteams wird 
eine Grundstruktur der Kosten und des Nutzens über den Lebenszyklus Intelligenter 
Technischer Systeme bereitgestellt. Diese dient als Schablone und ist lösungsspezifisch 
auszuprägen. Um die Plausibilität des Wirtschaftlichkeitsmodells sicherzustellen, werden 
Vorgaben in Form von Richtlinien und Bedingungen abgebildet. Zur Entwicklung und 
Bewertung des Wirtschaftlichkeitsmodells im Rahmen der Konzipierung stellt die Syste-
matik Methoden und Vorgehensweisen bereit, welche zu einem systematischen Vorgehen 
zusammengefasst sind.   
Die einzelnen Phasen der Systematik werden in Kapitel 5 an einem Validierungsbeispiel 
vorgestellt. Das Kapitel schließt mit einer Bewertung der Systematik hinsichtlich der An-
forderungen aus Kapitel 2.  
Kapitel 6 fasst die vorliegende Arbeit zusammen und gibt einen Ausblick auf den zu-
künftigen Forschungsbedarf.  
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2 Problemanalyse  
Im Rahmen der Problemanalyse werden Anforderungen an eine Systematik zur wirt-
schaftlichkeitsorientierten Konzipierung Intelligenter Technischer Systeme abgeleitet. 
Basierend auf der Problematik in Abschnitt 1.1 erfolgt eine Einordnung der vorliegenden 
Arbeit sowie die Definition relevanter Begriffe in Abschnitt 2.1. Die technologische Ent-
wicklung von mechatronischen hin zu Intelligenten Technischen Systemen wird in Ab-
schnitt 2.2 aufgezeigt. Exemplarisch für Intelligente Technische Systeme werden selbst-
optimierende Systeme in Abschnitt 2.3 detailliert betrachtet. Intelligente Technische Sys-
tem weisen ein hohes Nutzen- sowie Kosteneinsparungspotential auf und können somit 
als Grundlage für eine Nutzeninnovation dienen (vgl. Abschnitt 2.4). Im Rahmen der 
Entwicklung dieser Systeme gilt es, diese Potentiale entsprechend unter dem Ziel der 
Wirtschaftlichkeit durch die technische Lösung auszuschöpfen (vgl. Abschnitt 2.5). Die 
daraus resultierenden Herausforderungen werden in Abschnitt 2.6 zusammengefasst. Ab-
schließend werden auf ihrer Basis Anforderungen an die Systematik in Abschnitt 2.7 ab-
geleitet. 
2.1 Einordnung der Arbeit und Begriffsabgrenzung 
Ziel der vorliegenden Arbeit ist eine Systematik zur wirtschaftlichkeitsorientierten Kon-
zipierung Intelligenter Technischer Systeme im Rahmen der Produktentstehung. Vor die-
sem Hintergrund wird die Systematik in Abschnitt 2.1.1 in den Produktentstehungspro-
zess nach GAUSEMEIER eingeordnet [GP14, S. 26]. In den Abschnitten 2.1.2 bis 2.1.5 
werden zentrale Begriffe der Arbeit diskutiert und definiert. Hierbei wird kein Anspruch 
auf eine vollständige Diskussion der Literatur erhoben. Die Begriffsdefinition dient viel-
mehr dem einheitlichen Verständnis.  
2.1.1 Produktentstehungsprozess nach GAUSEMEIER 
Der Produktentstehungsprozess reicht von der Geschäftsidee bis hin zum erfolgreichen 
Serienanlauf. Er wird in drei Aufgabenbereiche gegliedert: strategische Produktplanung, 
Produktentwicklung und Produktionssystementwicklung (vgl. Bild 2-1). Diese Aufga-
benbereiche und ihre implizierten Tätigkeiten bedingen sich und sind zyklisch, nicht se-
quenziell, zu bearbeiten.  
Die strategische Produktplanung beschreibt das Vorgehen vom Finden zukünftiger Er-
folgspotentiale zum Erfolg versprechenden Produktkonzept. Im Rahmen der Potentialfin-
dung werden mit Methoden, wie der Trendanalyse, heutige und zukünftige Kundenbe-
dürfnisse antizipiert und zukünftige Erfolgspotentiale abgeleitet [GEK01, S. 75], [GP14, 
S. 25]. Diese werden im Rahmen der Produktfindung durch geeignete Produktideen er-
schlossen. Die Geschäftsstrategie für ausgewählte Produktideen bildet den Ausgangs-
punkt für die Geschäftsplanung.  
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Die Geschäftsplanung legt fest, wann welche Marktsegmente wie bearbeitet werden sol-
len. Die Ergebnisse werden in der Produktstrategie konkretisiert und fließen in den Ge-
schäftsplan ein. Ziel ist der Nachweis, ob ein attraktiver Return on Investment (RoI) zu 
erzielen ist [GP14, S. 25]. Der Geschäftsplan liefert somit den Rahmen für die weitere 
wirtschaftliche Produktentwicklung. Die hierfür notwendigen Ergebnisse der strate- 
gischen Produktplanung werden im Entwicklungsauftrag zusammengefasst [WDG14, 
S. 124ff.].   
Die Produktkonzipierung bildet die Schnittstelle zwischen der strategischen Produkt-
planung und der Produktentwicklung [GP14, S. 25]. Nach PAHL/BEITZ wird unter konzi-
pieren die Phase verstanden, die nach Planen und Klären der Problemstellung durchge-
führt wird. Mittels Abstraktion der Problemstellung, dem Aufstellen einer Funktionshie-
rarchie, der Suche nach geeigneten Wirkprinzipien sowie deren Kombination in der 
Wirkstruktur wird die prinzipielle Lösung, auch Prinziplösung genannt, festgelegt 
[PBF+07, S. 171], [GEK01, S. 216]. Die Konzipierung ist der Ausgangspunkt für den 
disziplinspezifischen Entwurf, dessen Ausarbeitung und die Integration der Ergebnisse 
zu einer verifizierten Gesamtlösung im Rahmen der Produktentwicklung. Das Virtual 
Prototyping beschreibt die Bildung und Analyse von rechnerinternen Modellen und un-
terstützt den Entwicklungsprozess [GP14, S. 26].  
Die Produktionssystementwicklung erfolgt wechselseitig mit der Produktentwicklung. 
Den Ausgangspunkt dieses Zyklus bildet die Produktionssystemkonzipierung. Sie wird 
durch die Tätigkeiten Arbeitsablaufplanung, Arbeitsstättenplanung, Arbeitsmittelpla-
nung, Produktionslogistik sowie Materialflussplanung determiniert [GP14, S. 26]. 
Eine Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter Tech- 
nischer Systeme ist der Schnittstelle zwischen strategischer Produktplanung und Produkt-
entwicklung zuzuordnen. Die Produktkonzipierung wird auch als frühe Phase der Ent-
wicklung bezeichnet. Mit der Prinziplösung werden die wesentlichen Weichen für die 
weitere Entwicklung eines technischen Systems gestellt. Ungünstige Entscheidungen las-
sen sich in den nachfolgenden Entwicklungsschritten nicht oder nur mit großem Aufwand 
korrigieren [Kol98, S. 62]. Es gilt somit, ein Produktkonzept zu entwickeln, welches die 
Bedürfnisse der Kunden befriedigt, die Zielkosten einhält und somit wirtschaftlich ist. 
2.1.2 System 
Der Fokus der vorliegenden Arbeit liegt auf der Konzipierung Intelligenter Technischer 
Systeme. Allgemein können Systeme5 sowohl natürlich (bspw. der Organismus oder das 
                                                 
5  Der Begriff System ist vom spätlateinischem Wort systema abgeleitet, was so viel bedeutet wie aus 
mehreren Teilen zusammengesetztes und gegliedertes Ganzes [Dud14-ol]. 
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Ökosystem) oder künstlich vom Menschen erschaffen sein (politische Systeme, ökono-
mische Systeme, technische Systeme etc.) [BF11, S. 2]. In der Literatur existiert eine 
Vielzahl von Definitionen für den Systembegriff bspw. nach BERTALANFFY [Ber72, 
S. 18], FORRESTER [For72, S. 1], ULRICH und PROBST [UP91, S. 30] oder der INCOSE6 
[KSW13, S. 350]. Die vorliegende Arbeit folgt der Definition der DIN-Norm 60050. Ein 
(technisches) System ist demnach eine Menge von miteinander in Beziehung stehenden 
Elementen, welche in einem definierten Zusammenhang als Ganzes gesehen werden und 
in diesem Kontext von ihrer Umgebung abgegrenzt sind [DIN60050, S. 11]. 
Systeme bestehen aus Elementen sowie deren Eigenschaften und Funktionalitäten. Diese 
Elemente können wiederum selbst Systeme, sogenannte Subsysteme, sein. Sie sind unter-
einander durch Beziehungen verbunden (bspw. Materialfluss-, Informationsfluss-, Lage-
beziehungen oder Wirkzusammenhänge). Systemelemente und deren Beziehungen bil-
den ein Gefüge und weisen somit eine Ordnung auf, die sogenannte Systemstruktur. Zu-
dem sind Systeme von ihrem Umfeld und anderen Systemen durch eine definierte Sys-
temgrenze abgegrenzt [HFW+12, S. 34f.].  
Systeme lassen sich in verschiedene Kategorien einordnen; ein System kann dabei meh-
reren Kategorien angehören. Es wird neben natürlichen und künstlichen Systemen auch 
zwischen geschlossenen und offenen sowie statischen und dynamischen Systemen unter-
schieden [Kol98, S. 24ff.], [Has72a, S. 37], [Ber71, S. 38ff.], [BF11, S. 5ff.]. Geschlos-
sene Systeme bilden ein weitgehend unabhängiges System, ohne bzw. mit minimalen 
Wechselwirkungen zu ihrer Umgebung [Has72a, S. 37], [BF11, S. 8]. Offene Systeme 
sind über Stoff-, Informations- und Energieflüsse über die Systemgrenze hinaus mit der 
Umwelt verbunden und interagieren mit dieser [Ber72, S. 22], [BF11, S. 8], [Has72b, 
S. 57f.]. Statische Systeme weisen eine über den Zeitverlauf konstante Struktur auf und 
ihre Systemelemente und Verbindungen zeigen keine Aktivität auf [BF11, S. 7]. Dyna-
mische Systeme zeichnen sich hingegen durch dynamische Wirkbeziehungen der Syste-
melemente aus. Durch das Zusammenspiel der Elemente übertreffen die Eigenschaften 
des dynamischen Systems die Fähigkeiten der einzelnen Systemelemente [Has72a, S. 32].  
Durch Koppelung eigenständiger Systeme bspw. durch einen Informationsfluss entstehen 
sogenannte Systems of Systems. Entscheidend ist hierbei, dass die individuellen Systeme 
nicht ausschließlich vom übergeordneten System abhängig sind. Sie können unabhängig 
davon allein oder mit anderen Systemen betrieben werden und erfüllen einen eigenen 
Nutzen bzw. Zweck [Mai98, S. 268], [HFW+12, S. 37]. Durch das Zusammenwirken der 
Systeme wird ein zusätzlicher bzw. größerer Nutzen realisiert als dies ein einzelnes Sys-
tem ermöglichen könnte [HFW+12, S. 37]. 
                                                 
6  International Council on Systems Engineering (INCOSE). 
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2.1.3 Wirtschaftlichkeit 
Die Wirtschaftlichkeit eines Systems wird maßgeblich durch den Entwickler beeinflusst. 
Sie ist daher bereits frühzeitig in der Produktentwicklung zu berücksichtigen [VDI2235, 
S. 3]. Wirtschaften heißt wählen [Sch25, S. 12]. Einem wirtschaftlich arbeitenden Unter-
nehmen gelingt es, eine bestimmte Leistung mit einem möglichst geringen Mitteleinsatz 
oder mit einem gegebenen Mitteleinsatz die bestmögliche Leistung zu erbringen. Dieses 
Prinzip der Wirtschaftlichkeit, auch das ökonomisches Prinzip7 genannt, ist somit ein 
Auswahlprinzip für die geeignetste Lösungsalternative [Gut58, S. 31]. Zur Untermaue-
rung des unternehmerischen Handelns auf Basis des ökonomischen Prinzips wird die 
Wirtschaftlichkeitsrechnung8 eingesetzt [Sch86, S. 17]. Diese besteht aus zwei Teilope-
rationen. Zuerst werden die Lösungsvarianten fixiert. Im zweiten Schritt ist für diese das 
Optimum zu bestimmen und die wirtschaftlichste Lösung auszuwählen [Koc70, S. 13].  
Wirtschaftlichkeit bezeichnet den Quotienten von wertmäßigem Output zu wertmäßi-
gem Input einer Unternehmung [Gut58, S. 31f.], [Wöh13, S. 38]. Es handelt sich um eine 
dimensionslose Zahl. Beträgt sie genau eins, wird weder Verlust noch Gewinn erzielt 
[Tho08, S. 111]. In der Literatur wird zwischen der absoluten und der relativen Wirt-
schaftlichkeit sowie Produktivität und Rentabilität unterschieden. Übersteigen die Erträge 
(Erlöse) die Aufwendungen (Kosten) wird von absoluter Wirtschaftlichkeit gesprochen. 
Eine privatwirtschaftliche Unternehmung ist nur dann rentabel und überlebensfähig, 
wenn sie über einen längeren Zeitraum absolut wirtschaftlich arbeitet [Bro64, S. 9], 
[WBH+96, S. 14], [VDI2234, S. 28]. Relative Wirtschaftlichkeit beschreibt das Verhält-
nis von Ertrag zu Kosten verschiedener Lösungsalternativen. Eine Lösungsalternative ist 
relativ wirtschaftlicher, wenn sie bei gleichen Erlösen weniger Kosten verursacht [Bro64, 
S. 10], [WBH+96, S. 14], [VDI2234, S. 29]. Produktivität (bzw. technische Wirtschaft-
lichkeit) bezeichnet den Quotienten aus Ergebnis und Mitteleinsatz [Boh93, S. 2186], 
[Gut58, S. 29]. Ist das Ergebnis eine Gewinnziffer (z.B. Betriebsergebnis) und der Nenner 
eine Wertziffer, dann wird der Quotient als Rentabilität bezeichnet [Boh93, S. 2186], 
[Gut58, S. 32]. 
Die Konzipierung von Intelligenten Technischen Systemen nach dem Prinzip der Wirt-
schaftlichkeit wird im Rahmen der vorliegenden Arbeit als wirtschaftlichkeitsorientierte 
Konzipierung bezeichnet. In dieser frühen Phase ist jedoch eine quantitative Bewertung 
von Lösungsalternativen wie oben beschrieben auf Grund von mangelnden Informationen 
                                                 
7  Das ökonomische Prinzip wird durch drei Prinzipien ausgedrückt. Erstens ist mit einem gegebenen Auf-
wand an Wirtschaftsgütern ein möglichst hoher Ertrag zu erzielen (Maximusprinzip). Zweitens ist ein 
angestrebter Ertrag mit möglichst geringem Aufwand zu erreichen (Minimumsprinzip). Drittens ist ein 
möglichst optimales Verhältnis von Aufwand und Ertrag zu realisieren (Extremumsprinzip) [SW08, 
S. 5]. 
8  Häufig wird der Begriff der Wirtschaftlichkeitsrechnung synonym für Investitionsrechnung verwendet 
[Gut58, S. 72]. Eine Investition bezeichnet die Überführung von Zahlungsmitteln in Sachvermögen oder 
Finanzvermögen. Eine Investition wird somit durch eine Auszahlungs- und eine Einzahlungsoperation 
charakterisiert [WBH+96, S. 15], [Sch68, S. 4]. 
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oftmals schwer möglich [Sch86, S. 18], [VDI2234, S. 30]. Für die Entscheidungsfindung 
werden daher neben den quantitativen Kriterien auch qualitative bzw. nicht monetär be-
wertbare Kriterien (bspw. Ästhetik) herangezogen [WBH+96, S. 13], [VDI2234, S. 28]. 
Die Berechnung und Bewertung der Wirtschaftlichkeit erfolgt im Rahmen der Arbeit wie 
in Gleichung 2-1 dargestellt.  
Wirtschaftlichkeit w =  NutzenKosten
          mit ݓ < 1 nicht wirtschaftlich
mit ݓ ≥ 1 wirtschaftlich  
Gleichung 2-1: Bewertung der Wirtschaftlichkeit im Rahmen der Arbeit in Anlehnung 
an [Tho08, S. 111]  
2.1.4 Kosten 
Die vorliegende Arbeit folgt der Definition der Kosten nach der VDI-Richtlinie 2234. 
Unter Kosten9 in der Produktentstehung werden der in Geld bewertete Verbrauch von 
Gütern (bspw. Materialverbrauch, Abschreibungen) sowie Dienstleistungen (z.B. Löhne, 
Sozialkosten) verstanden, der für die Umsetzung sowie Aufrechterhaltung der betriebli-
chen Leistungserstellungsprozesse benötigt wird. Kosten sind dadurch gekennzeichnet, 
dass Güter oder Dienstleistungen verbraucht werden, die unmittelbar mit den betriebli-
chen Leistungserstellungsprozessen in Zusammenhang stehen und darüber hinaus mone-
tär bewertbar und somit vergleichbar und verrechenbar sind [VDI2234, S. 9]. Kosten las-
sen sich nach verschiedenen Merkmalen kategorisieren, für die zahlreiche Methoden zur 
Kostenermittlung in der Literatur existieren (vgl. z.B. [VDI2234], [CFG12], [Kos79]) 
[EKL07, S. 412]. Es kann eine Unterscheidung nach Kostenarten (z.B. Material, Perso-
nal), nach Kostenstellen (z.B. betrieblichen Funktionen), nach Kostenträgern (z.B. Pro-
dukt, Komponente), nach Zurechenbarkeit (Einzel- und Gemeinkosten) sowie nach Ab-
hängigkeit vom Beschäftigungsgrad (fixe und variable Kosten) erfolgen [EKL07, S. 412], 
[VDI2234, S. 10], [CFG12, S. 72ff. u. S. 118f.], [VDI2234, S. 10].  
                                                 
9  Allgemein betrachtet sind Kosten immer das Produkt aus Faktoreinsatzmenge und dem entsprechenden 
Preis [Gut58, S. 65]. In der Betriebswirtschaftslehre sind drei Interpretationen des Kostenbegriffs her-
vorzuheben; die wertmäßige, die pagatorische und die entscheidungsorientierte Kosteninterpretation 
[CFG12, S. 24]. Nach SCHMALENBACH und KOSIOL definiert der wertmäßige Kostenbegriff Kosten als 
bewertete(r) sachzielbezogene(r) Gütererstellung bzw. -verbrauch [Sch25, S. 9], [Kos69, S. 21]. KOCH 
definiert im Sinne der pagatorischen Sicht nur zahlungswirksame, leistungsorientierte Güterverbräuche 
als Kosten, hierzu zählen keine Abschreibungen [Koc58, S. 355ff.]. Kosten im entscheidungsorientier-
ten Kostenbegriff sind die mit der Entscheidung über das betrachtete Objekt ausgelösten Ausgaben 
[Rie90, S. 81], [CFG12, S. 24]. Für eine detaillierte Diskussion des Kostenbegriffs sei auf [Men65] 
verwiesen. 
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Im Rahmen der vorliegenden Arbeit werden diejenigen Kosten betrachtet, die durch das 
zu entwickelnde System über seinen Produktlebenszyklus10 verursacht werden. Diese 
werden in Bild 2-2 dargestellt und im Folgenden erläutert. 
 
Bild 2-2: Entstehung von Kosten im Produktlebenszyklus (in Anlehnung an [GLR+00, 
S. 3] 
Als Entwicklungskosten werden die Kosten bezeichnet, welche während der Entwick-
lung des Systems entstehen. Den Hauptteil der Entwicklungskosten bilden bei einer ho-
hen Eigenentwicklungstiefe die Personalkosten [EKL07, S. 144]. Die Herstellkosten11 
bilden den Kern der produktbezogenen Kosten. Sie sind die Summe aus Material- und 
Fertigungskosten12 [VDI2235, S. 9], [FGK+13, S. 130], [CFG12, S. 143].  
                                                 
10  Der (intrinsische) Produktlebenszyklus beginnt mit der strategischen Produktplanung und endet mit der 
Außerbetriebnahme und Entsorgung des Produkts [Lin09, S. 334], [FGG+13, S. 297]. 
11  Der Begriff Herstellkosten wird im Rahmen der Kostenrechnung eingesetzt. Das Steuer- und Handels-
recht spricht hingegen von Herstellungskosten (bspw. § 6 Abs. 1 EStG [Bec06, S. 41]; § 255 Abs. 2 
HGB [Bec09, S. 256]) [CFG12, S. 137]. 
12  Materialkosten unterteilen sich in Materialeinzel- und Materialgemeinkosten [Kos69, S. 121], 
[VDI2235, S. 13]. Fertigungskosten setzen sich aus Lohn-, Gemein- sowie Sondereinzelkosten der Fer-
tigung zusammen [Kos69, S. 121f.], [VDI2235, S. 9]. Die Fertigungskosten sind bspw. von der gefer-
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Die Höhe der Herstellkosten eines Produkts wird insbesondere durch die Aufgabenstel-
lung, die prinzipielle Lösung, Kompliziertheit13 des Systems, dessen Baugröße, die ein-
gesetzten Werkstoffe sowie die Stückzahl bzw. Losgröße beeinflusst [VDI2235, S. 11], 
[EKL07, S. 162]. Darüber hinaus gibt es produktbezogene Kosten, die nicht direkt einer 
Produktionseinheit zugerechnet werden können [EKL07, S. 5]. Kosten entstehen zudem 
durch Verwaltung und Vertrieb, die ebenfalls auf das Produkt umzulegen sind. Die 
Selbstkosten eines Produkts ergeben sich aus der Summe der Herstell-, Entwicklungs-, 
Investitions-, Vertriebskosten sowie sonstigen Kosten [EKL07, S. 141]. Die Selbstkosten 
umfassen somit alle Kosten, die einem Unternehmen im Produktentstehungsprozess ent-
stehen. 
Auf Basis der Selbstkosten, zuzüglich eines Zielgewinns aus Unternehmenssicht14, kann 
ein kalkulierter Brutto-Verkaufspreis ermittelt werden. Diese Vorgehensweise entspricht 
einem Verkäufermarkt; ob der Kunde15 diesen Preis akzeptiert, ist jedoch nicht sicherge-
stellt. Ein vom Kunden akzeptierter Produktpreis hat dessen Vorstellungen vom Nutzen 
des Produkts zu erfüllen und ist stark von den am Markt üblichen Preisen abhängig 
[FGK+13, S. 143], [EKL07, S. 413]. Im Rahmen des Target Costing, auch Zielkosten-
management genannt, kann der vom Markt akzeptierte Preis ermittelt werden. Durch Ab-
zug eines Zielgewinns lassen sich so vor der Entwicklung die zulässigen Selbstkosten für 
das Produkt ermitteln [FGK+13, S. 143]. 
Der Produktpreis stellt in Form von Anschaffungskosten16 die initialen Kosten für den 
Kunden dar. Über die weitere Nutzungsdauer des Produkts entstehen dem Kunden wei-
tere Kosten [SS95, S. 80]. Die Kosten, die dem Kunden entstehen, werden als Gesamt-
kosten [VDI2235, S. 7ff.], Lebenslaufkosten [EKL07, S. 123] oder Lebenszykluskosten 
(Life-Cycle Costs) [Bla78, S. 9f.], [VDI2800, S. 6], [VDI2884, S. 5] bezeichnet. Im Rah-
men dieser Arbeit wird im Folgenden der Begriff Lebenszykluskosten verwendet. Le-
benszykluskosten umfassen einmalige Kosten, Betriebskosten und Instandhaltungskos-
ten [VDI2235, S. 8]. Zu den einmaligen Kosten zählen neben den Anschaffungskosten, 
Kosten für den Transport und die Aufstellung, für Inbetriebnahme und Anlernen sowie 
für Umweltschutz und Entsorgung. Betriebskosten bilden die Summe aus den Kosten 
                                                 
13  Die Kompliziertheit eines Produkts ist abhängig von der Art seiner Zusammensetzung, d.h. von der 
Anzahl der Systemelemente und ihrer Verschiedenheit sowie ihren Beziehungen untereinander [UP91, 
S. 61]. 
14  Im Rahmen der Arbeit wird als Unternehmen das Glied der Wertschöpfungskette bezeichnet, welches 
das betrachtete System durch seinen Leistungserstellungsprozess herstellt. 
15  Als Kunde wird in der vorliegenden Arbeit das Glied der Wertschöpfungskette bezeichnet, welches das 
betrachtete System erwirbt und betreibt. Selbstredend kann es sich hierbei auch um ein Unternehmen 
handeln. 
16  Anschaffungskosten sind Aufwendungen, die für den Erwerb eines Vermögensgegenstands aufgewen-
det werden. Sie umfassen zudem die dem Vermögensgegenstand direkt zuordenbaren Aufwendungen, 
um diesen in einen betriebsbereiten Zustand zu versetzten (§ 255 I HGB) [Bec09, S. 56]. 
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für Energie, Betriebsstoffe, Hilfsstoffe, Bedienung und Software. Die Instandhaltungs-
kosten umfassen die Kosten für Wartung und Instandhaltung des Produkts [EKL07, 
S  124], [VDI2235, 8f.].  
2.1.5 Nutzen 
Um am Markt erfolgreich zu sein, müssen Neuprodukte zum Zeitpunkt ihrer Marktein-
führung einen Zusatznutzen aufweisen [Lüt07, S. 40ff.]. RINZA und SCHMITZ definieren 
Nutzen17 als den subjektiven Gebrauchswert, welcher das Maß der Bedürfnisbefriedi-
gung ausdrückt. Für die Bewertung von Nutzen können sowohl monetär sowie nicht mo-
netär bewertbare Kriterien eingesetzt werden [RS92, S. 240]: 
• Monetär bewertbare Kriterien: Zu diesen Kriterien zählen Leistung, Erlös, Umsatz, 
Ertrag sowie der Gewinn. Leistung steht als positive Komponente des kalkulatori-
schen Unternehmenserfolgs den Kosten gegenüber. Leistungen (Produkte) sind das 
Ergebnis eines Produktionsprozesses, für den bestimmte Kosten entstanden sind 
[Sch56, S. 10], [Kos69, S. 21]. Erlös setzt sich als Gegenbegriff zu Kosten immer 
mehr durch [Spr14b-ol]. Erlöse sind nach SCHMALENBACH das Entgelt für an den 
Markt abgegebene Güter und Dienste [Sch56, S. 13]. Als Umsatz wird der Wertbetrag 
bezeichnet, der durch verwertete Leistungen am Markt erzielt wurde [Gut58, S. 110]. 
Der Ertrag drückt die Betriebsleistung zum einen in Mengeneinheiten und zum ande-
ren in Geldeinheiten aus. In Geldeinheiten ist der Ertrag nur dann gleich dem Umsatz 
(Erlös), wenn in der betrachteten Periode alle betrieblichen Leistungen verkauft wur-
den. Ansonsten ist der Ertrag die Summe aus Umsatzerlösen und dem Kostenwert der 
nicht verkauften Lagerbestände [Gut58, S. 33f.]. Der Gewinn bzw. Verlust eines Un-
ternehmens ist die positive bzw. negative Differenz zwischen Erträgen und Aufwen-
dungen oder Leistungen (Erlösen) und Kosten [Sch93, S. 738].  
• Nicht monetär bewertbare Kriterien: Ein nicht monetär bewertbares Kriterium ist 
der Nutzwert, welcher das Ergebnis der Nutzwertanalyse ist. Die Nutzwertanalyse ist 
eine Methode zur Auswahl von Lösungsalternativen. Die Bewertung erfolgt für meh-
rere Lösungsalternativen. Den Gesamtnutzwert einer Alternative bildet die Summe 
aller Nutzwertbeiträge (Produkt aus Gewichtungsfaktor und Erfüllungsgrad) [RS92, 
S. 240]. 
Im Rahmen der Arbeit werden zur Bewertung des Nutzens sowohl monetär als auch nicht 
monetär bewertbare Kriterien herangezogen. Bei der Bewertung des Nutzens für ein Pro-
dukt ist neben dem Nutzen für den Kunden auch der Nutzen für das Unternehmen zu 
berücksichtigen. Aus diesem Grund wird in der Arbeit zwischen Unternehmens- und 
Kundennutzen unterschieden, wie Bild 2-3 zeigt. 
                                                 
17  Nutzen (auch wirtschaftlicher Wert) beschreibt die Fähigkeit eines Gutes, ein bestimmtes Kundenbe-
dürfnis zu befriedigen [Spr14a-ol].  
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Bild 2-3: Nutzen für das Unternehmen und den Kunden 
Der Nutzen für das Unternehmen ergibt sich nach PÜMPIN aus Nutzenpotentialen, die 
durch Aktivitäten des Unternehmens erschlossen werden und somit Nutzen für das Un-
ternehmen und seine Stakeholder stiften [Püm92, S. 50]. Nutzenpotentiale entstehen 
durch Veränderungen der Umwelt, sogenannte Trends [Püm92, S. 66ff. u. S. 90]. Es wird 
zwischen externen und internen Nutzenpotentialen18 unterschieden [Püm92, S. 91ff.]. 
Nutzenpotentiale können sich in kurzen Intervallen verändern. Sie durchlaufen insgesamt 
vier Phasen: Entstehung, Wachstum, Reife bis zum Niedergang. Unternehmen sollten 
ihre Aktivitäten auf Nutzenpotentiale konzentrieren, die sich in der Entstehungs- oder 
Wachstumsphase befinden [Püm92, S. 101].  
Der Nutzen für den Kunden resultiert aus der Befriedigung seiner Bedürfnisse [Hom12, 
S. 497]. Dieser Nutzen kann objektiv oder subjektiv sein. Der objektive Kundennutzen 
ergibt sich aus der Funktionalität des Systems zum einen und den entstehenden Anschaf-
fungs- und Betriebskosten zum anderen, die Wirtschaftlichkeit des Systems im engeren 
Sinn. In diese Bewertung gehen selbstverständlich auch Kriterien wie die Zuverlässigkeit 
oder Serviceleistungen für das System ein [EKL07, S. 60]. KELLER und KOTLER unter-
scheiden vier Dimensionen des Kundennutzens [SFC01, S. 784], [KKB+09, S. 353ff.]: 
Die Eigenschaften (Attributes) des Systems werden vom Kunden anhand der Systemei-
genschaften und dessen Funktionsattributen bewertet. Der immaterielle, erlebbare Nutzen 
(Benefits) ergibt sich z.B. aus der Benutzungsfreundlichkeit des Systems. Die Einstellung 
des Kunden zu einem Produkt/System oder einem Unternehmen/einer Marke, resultiert 
aus der Bewertung der ersten Kategorien und umfasst zudem einen symbolischen Nutzen, 
bspw. Markenimage und Exklusivität (Attitudes). Nutzen resultiert für den Kunden zu-
dem aus Synergieeffekten (Network effects), bspw. durch die Vernetzung von Systemen 
[Kel93, S. 2ff.], [SFC01, S. 784]. Die Nutzenkategorien Benefits, Attitudes und Network 
effects sind schwerer greifbar und zu bewerten als die funktionalen Eigenschaften des 
Systems (Attributes). Sie stellen die Basis für das Image einer Marke dar, weil sie Kun-
denerfahrung und -engagement voraussetzen und lassen sich dem subjektiv empfundenen 
Nutzen zuordnen [SFC01, S. 785]. 
                                                 
18  Externe Nutzenpotentiale umfassen das Markt-, Finanz-, Informatik-, Beschaffungs-, externes Human-
potential, Übernahme- und Restrukturierungs- sowie Kooperationspotential. Zu den internen Nutzen-
potentialen zählen das Kostensenkungs-, Know-how-, Synergiepotential sowie organisatorisches Po-
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2.2 Von der Mechatronik zu Intelligenten Technischen Systemen 
Durch die zunehmende Entwicklung der Informations- und Kommunikationstechnik 
kann die Informationsverarbeitung mechatronischer Systeme um kognitive Funktionen 
erweitert und somit eine erhebliche Funktionssteigerung erreicht werden [Dum11, S. 19]. 
Über 80 Prozent der Innovationen in Deutschland beruhen auf dieser Entwicklung [Sie12, 
S. 15]. Neben der Informationstechnik stellen auch nicht-technische Disziplinen, wie die 
Kognitionswissenschaft oder Neurobiologie vielfältige Methoden, Techniken und Ver-
fahren bereit, mit denen sich sensorische, aktorische und kognitive Funktionen in techni-
sche Systeme integrieren lassen. Auf diese Weise können Funktionen realisiert werden, 
welche bisher nur in biologischen Systemen vorkommen [GTD13, S. 49]. Das Ergebnis 
sind Systeme, die in der Lage sind, intelligent und flexibel auf veränderte Umgebungsbe-
dingungen zu reagieren. So kann ein Verhalten realisiert werden, welches weit über die 
reaktiven und starren Verhaltensweisen konventioneller mechatronischer Systeme hin-
ausgeht [Dum11, S. 19]. Im Folgenden wird der Innovationssprung von mechatronischen 
(vgl. Abschnitt 2.2.1), über adaptive (vgl. Abschnitt 2.2.2) hin zu Intelligenten Techni-
schen System (vgl. Abschnitt 2.2.3) dargestellt. 
2.2.1 Mechatronische Systeme  
Mechatronik ist ein Kunstwort, welches aus den Begriffen Mechanik und Elektronik zu-
sammengesetzt wurde [Com94, S. 46], [Roh08-ol], [Mor69], [Kah13, S. 10]. Der Begriff 
Mechatronik ist bis heute nicht einheitlich definiert und wird kontinuierlich weiterentwi-
ckelt. Kern der modernen Definitionen ist der synergetische Effekt durch das Zusammen-
wirken verschiedener Technologien, welche die Realisierung neuer Funktionen ermögli-
chen [VDI2206, S. 10ff.]. Im Rahmen der vorliegenden Arbeit wird Mechatronik gemäß 
der VDI-Richtlinie 2206 nach HARASHIMA, TOMIZUKA und FUKUDA als das Zusammen-
wirken der Fachdisziplinen Maschinenbau, Elektrotechnik und Informationstechnik defi-
niert [HTF96, S. 1], [VDI2206, S. 14]. Entsprechend der Anzahl der Definitionen existiert 
auch eine Vielzahl mechatronischer Anwendungen. Nach GAUSEMEIER werden mecha-
tronische Systeme in zwei Klassen unterteilt [GF06, S. 3]: 
Ziel der ersten Klasse mechatronischer Systeme ist die räumliche Integration von 
Elektronik und Mechanik. Auf diese Weise lässt sich eine hohe Dichte der Funktions-
träger und somit eine Miniaturisierung der Systeme erreichen. Es resultieren Erfolgspo-
tentiale insbesondere auf dem Gebiet der Aufbau- und Verbindungstechnik, bspw. mit 
Hilfe der Technologie MID (Molded Interconnected Devices) [GF06, S. 4].  
Der Fokus der vorliegenden Arbeit liegt auf der zweiten Klasse mechatronischer Systeme. 
Sie fokussiert die Verbesserung des kontrollierten Bewegungsverhaltens von Mehr-
körpersystemen. Diese Systeme bestehen aus vier Elementen: Grundsystem (mecha- 
nische Struktur), Sensor(en), Aktor(en) und der Informationsverarbeitung (vgl. Bild 2-4) 
[VDI2206, S. 10]. Die Elemente des Systems sind über Flüsse untereinander verknüpft. 
In technischen Systemen werden nach PAHL/BEITZ drei Flussarten unterschieden: 
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Stofffluss-, Energiefluss und Informationsfluss [FGG+13, S. 240ff.]. Das Grundsystem 
besteht aus einer mechanischen, elektromechanischen, hydraulischen oder pneumati-
schen Struktur, die auch in Kombination auftreten können. Es bildet die Basis für die 
physikalische Ebene. Die Sensorik nimmt ausgewählte Zustandsgrößen19 des Grundsys-
tems sowie Umgebungseinflüsse auf. Die Sensoren liefern die Messwerte als Eingangs-
größe für die Informationsverarbeitung, die die Basis für die logische Ebene bildet 
[VDI2206, S. 14f.]. Zur Verbesserung des Bewegungsverhaltens dient die Regelung des 
Systems. Der Regelkreis20 umfasst die folgenden drei Schritte: Erfassung der Regel-
größe21, Abgleich mit der Führungsgröße22 und Anpassung an die Führungsgröße. Über 
die Aktoren wird das Systemverhalten umgesetzt [GF06, S. 3]. 
 
Bild 2-4: Grundstruktur eines mechatronischen Systems nach [VDI2206, S. 14] 
In der Praxis können beide Klassen von mechatronischen Systemen auch in Kombination 
auftreten. Oftmals realisieren mechatronische Systeme der ersten Klasse Elemente der 
Systeme zweiter Klasse. Beispiele hierfür sind intelligente Sensoren und Aktoren [Ise08, 
S. 23f.].  
Mechatronische Systeme umfassen eine Vielzahl von Elementen und Subsystemen auf 
verschiedenen Ebenen. Die resultierende Komplexität dieser Systeme erfordert eine ge-
eignete Art der Strukturierung. LÜCKEL schlägt ein hierarchisches Ordnungsschema in 
                                                 
19  In technischen Systemen werden Zustandsgrößen als physikalische Größen verstanden, durch deren 
Wert zu einem beliebigen Zeitpunkt t0 der Ablauf des Systems für t > t0 eindeutig bestimmt ist, unter 
der Bedingung, dass die Eingangsgrößen des Systems für t > t0 gegeben sind [Föl08, S. 389]. 
20  Ein Regelkreis beschreibt die Anordnung von Übertragungsgliedern im geschlossenen Wirkungsablauf 
einer Regelung [DIN60050, S. 59]. 
21  Die Regelgröße ist die Ausgangsgröße der Regelstrecke, auf die eine oder mehrere Stellglieder wirken 
[DIN60050, S. 72]. 
22  Die Führungsgröße legt den Sollwert der Regelgröße fest, wird aus der Zielgröße abgeleitet und ist 






















überwiegend Energie- und Stofffluss
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Anlehnung an die funktionale Dekomposition des Bewegungsverhaltens vor [LHL01, 
S. 123f.]. Mechatronische Funktionsmodule (MFM) bilden die Basis des mechatroni-
schen Gesamtsystems. Ihr Aufbau entspricht der Grundstruktur in Bild 2-4. Durch die 
Vernetzung verschiedener MFMs in einer integrierenden Tragstruktur entstehen Auto-
nome Mechatronische Systeme (AMS). Sie bilden die oberste Ebene des physikalisch 
gekoppelten Systems und treten nur einmal auf. Vernetzte Mechatronische Systeme 
(VMS) setzen sich aus AMS zusammen, die informationstechnisch miteinander verbun-
den sind. Diese Koppelung ermöglicht eine dynamische Veränderung der Struktur im 
Systembetrieb [Nau00, S. 19ff.], [LHL01, S. 123f.], [ADG+09, S. 11f.]. 
2.2.2 Adaptive Systeme 
Die Entwicklung adaptiver Systeme begann in den 1950er Jahren mit der Entwicklung 
von Autopiloten für Hochleistungsflugzeuge. Der Begriff Adaption23 ist nicht eindeutig 
definiert. Umgangssprachlich bedeutet adaptieren, dass ein Verhalten entsprechend neuer 
Bedingungen angepasst wird [AW95, S. 1f.]. Unter einem adaptiven System wird im 
Kontext von mechatronischen Systemen ein geregeltes System verstanden, welches sein 
Verhalten im Rahmen von Gütekriterien selbstständig an sich ändernde Eigenschaften 
des kontrollierten Prozesses und der zugehörigen Signale anpasst. Die Adaption wird in 
der Regel durch ein Nachstellen der Parameter, wie bspw. der Regelparameter, erreicht 
[ILM92, S. 6], [SR88, S. 18].  
Das Grundsystem ist das zu regelnde System. Unabhängig der Umsetzung der Adapti-
onsschleife ist diese durch drei charakteristische Teilprozesse geprägt [SR88, S. 18f.], 
[Nau00, S. 8ff.]: 
1) Identifikation: Der Istwert der veränderlichen Größen wird kontinuierlich erfasst 
und entsprechende Kennwerte für das Grundsystem abgeleitet [SR88, S. 18f.]. Hier-
für können je nach Art der Parameteränderung sowie der zur Verfügung stehenden 
Informationen unterschiedliche Verfahren, wie Messungen oder Schätzverfahren, 
eingesetzt werden [Nau00, S. 8ff.]. 
2) Entscheidungsprozess: Um das gewünschte Systemverhalten zu erreichen, werden 
Stellsignale für den adaptiven Eingriff mit Hilfe von Optimierungsverfahren berech-
net [SR88, S. 18f.], [Nau00, S. 8ff.]. 
3) Modifikation: Durch Nachstellen der Regelparameter des Grundsystems erfolgt der 
Systemeingriff [SR88, S. 18f.], [Nau00, S. 8ff.]. 
                                                 
23  Vom lateinischen Verb adaptare = anpassen, passend herrichten [Dud13a-ol], [Dud13b-ol]. Adaption 
ist grundsätzlich von Adaptronik abzugrenzen. Der Begriff Adaptronik wurde vom VDI Technologie-
zentrum geprägt. Adaptronische Systeme sind geregelte Systeme, deren Funktionalität auf der Struktur 
und dem Verhalten von Multifunktionswerkstoffen beruhen [Jan07, S. 1f.]. 
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Auf diese Weise können Regelungen ermöglicht werden, deren Eigenschaften und Be-
dingungen im Betrieb während der Entwicklung nur unvollständig bekannt sind [KKK95, 
S. 1f.]. Adaptive Regelungen24 lassen sich in zwei Hauptgruppen unterteilen [SR88, 
S. 22], [ILM92, S. 6] (vgl. Bild 2-5):  
Feedforward Adaptive Controller werden eingesetzt, wenn sich Änderungen im Pro-
zessmodell auf Basis von messbaren Signalen ermitteln lassen und ihr Einfluss auf den 
Prozess bekannt ist. Die direkte adaptive Regelung erfolgt ohne Zwischenschritt durch 
eine Schätzung der Regelparameter. Lassen sich die Veränderungen im Prozess nicht 
durch direkte Messung der Prozessparameter ermitteln, wird ein Feedback Adaptive 
Controller eingesetzt. Bei der indirekten adaptiven Regelung erfolgt die Ermittlung der 
Regelparameter indirekt auf Basis eines geschätzten Prozessmodells [ILM92, S. 6ff.], 
[SR88, S. 22]. 
 
Bild 2-5: Direkte und indirekte adaptive Regelung nach [ILM92, S. 7f.] 
2.2.3 Intelligente Technische Systeme 
Durch die Erweiterung der Informationsverarbeitung mechatronischer Systeme um kog-
nitive Funktionen werden sogenannte Intelligente Technische Systeme realisiert [Dum11, 
S. 19], [DAG13, S. 112]. Die hierzu notwendige kognitive Informationsverarbeitung teilt 
sich nach STRUBE in drei Ebenen: „Nicht kognitive Regulierung25“, „Assoziative Regu-
lierung26“ und „Kognitive Regulierung27“ und wird durch das Dreischichtenmodell für 
die Verhaltensanpassung beschrieben [Str98, S. 96f.].  
                                                 
24  Adaptive Regelungen beschreiben nach DIN-Norm 60050 Regelungen, die in der Lage sind die Struktur 
oder Parameter der Regeleinrichtung selbsttätig gemäß veränderter Betriebsbedingungen zu verändern 
[DIN60050, S. 66]. 
25  Auf der untersten Ebene der „Nicht kognitiven Regulierung“ laufen kontinuierlich arbeitende Steuerun-
gen, rückgekoppelte Regelkreise und Reflexe ab [Dum11, S. 29]. 
26  Die „Assoziative Regulierung“ verknüpft Stimuli mit bekannten Verhaltensmustern. Es wird ein Wech-
sel zwischen verschiedenen Verhaltensmustern ermöglicht [Str98, S. 98f.]. 
27  Die oberste Ebene die „Kognitive Regulierung“ setzt eine zielorientierte und planende Verhaltenssteu-

















Feedback Adaptive Controller 
(indirekte Regelung)
Legende:   w(k): Systemeingangsgrößen (Sollgrößen)     x(k): Änderungen im Prozess
                   u(k):  Reglerausgangsgrößen (Stellgrößen)    z(k): Einflüsse auf das System
                   y(k):  Systemausgangsgrößen (Messgrößen)
Prozess
Adaption
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Intelligente Technische Systeme zeichnen sich durch vier zentrale Eigenschaften aus: Sie 
sind adaptiv, robust, vorausschauend und benutzungsfreundlich [GTD13, S. 49]. Sie 
übertreffen somit die Funktionalität mechatronischer und eingebetteter Systeme28. Diese 
Perspektive wird durch Schlüsselwörter wie “Things that Think29”, „Cyber-Physical Sys-
tems“ und „Industrie 4.0“ beschrieben [DAG13, S. 112]. Sie finden derzeit große Beach-
tung u.a. in Branchen, wie der Automobilindustrie, der Medizintechnik, im Maschinen- 
und Anlagenbau sowie der Automatisierungstechnik.  
Cyber-Physical Systems (CPS) sind Systeme mit eingebetteter Software, die mittels in-
tegrierter Sensorik physikalische Informationen unmittelbar erfassen und über Wirkket-
ten die physikalischen Vorgänge durch die Aktorik beeinflussen können [aca11, S. 13], 
[Bro10, S. 17]. Sie weisen ein hohes wirtschaftliches Potential sowie erheblichen gesell-
schaftlichen Nutzen auf [Bro10, S. 25ff.]. Die Anwendungsfelder lassen sich in intelli-
gente Mobilität, Fernbetreuung und -diagnose in der Medizin, intelligente Energienetze 
sowie intelligent vernetzte Produktion teilen [KLW11, S. 2], [GB12, S. 29]. Die systema-
tische Entwicklung dieser Systeme erfordert die Bereitstellung von wissenschaftlichen 
Grundlagen einschließlich Modellierung und Analyse. Ziel ist die umfassende Beherr-
schung der Entwicklung und Evolution von CPS hinsichtlich Qualität, Kosten und Time-
to Market [Bro10, S. 27f.]. Somit werden neue Geschäftsperspektiven sowie neue inno-
vative Infrastrukturen für die Arbeit eröffnet [KWH13, S. 30].  
Intelligente Technische Systeme sind wesentliche Innovationstreiber für Export- und 
Wachstumsmärkte der deutschen Industrie. Durch ihren Einsatz lässt sich somit die Wett-
bewerbsfähigkeit der deutschen Industrie maßgeblich steigern [aca11, S. 5]. Die Bundes-
regierung hat diese Nutzenpotentiale erkannt und Industrie 4.0 zu einem Kernelement 
ihrer Hightech-Strategie erklärt [Sen13, S. 1]. 
Der BMBF-Spitzencluster Intelligente Technische Systeme OstWestfalenLippe – it’s 
OWL – gilt als Wegbereiter für Industrie 4.0 [GDJ+14, S. 336ff.]. Ziel der 174 beteiligten 
Unternehmen und Forschungseinrichtungen ist die erfolgreiche Einführung von Intelli-
genten Technischen Systemen in der industriellen Anwendung. Hierzu wird im Rahmen 
des Projekts ein Technologiekonzept entwickelt, welches auf den Arbeiten des von der 
Deutschen Forschungsgemeinschaft (DFG) geförderten Sonderforschungsbereichs (SFB) 
614 „Selbstoptimierende Systeme des Maschinenbaus“ aufbaut [GTD13, S. 50f.], 
[GDJ+14, S. 336f.], [GRS14, S. 1ff.]. 
                                                 
28  Eingebettete Systeme (engl. Embedded Systems) sind technische Systeme mit integrierten Mikropro-
zessoren, deren Ziel die Steuerung einer Funktion oder einer Bandbreite von Funktionen ist [Hea03, 
S. 2]. 
29  „Things that Think“ bezeichnet die Kombination von Alltagsgegenständen (bspw. Schuhe, Möbelstü-
cke oder Spielzeug) mit eingebetteten Digitalsystemen und Kommunikationstechnik [HPT97, S. 13]. 
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2.3 Selbstoptimierende Systeme 
Intelligente Technische Systeme werden bereits heute durch den Einsatz von Selbstopti-
mierung in mechatronischen Systemen ermöglicht. Sie werden aufgrund ihrer hohen Nut-
zenpotentiale im Rahmen dieser Arbeit stellvertretend für Intelligente Technische Sys-
teme betrachtet. Im Rahmen des SFB 614 wurde das Paradigma der Selbstoptimierung 
für den Maschinenbau und verwandte Branchen erschlossen: 
„Unter Selbstoptimierung (self-optimization) eines technischen Systems 
wird die endogene Anpassung der Ziele des Systems auf veränderte Ein-
flüsse und die daraus resultierende zielkonforme autonome Anpassung 
der Parameter und ggf. der Struktur und somit des Verhaltens dieser Sys-
teme verstanden. Damit geht Selbstoptimierung über die bekannten Re-
gel- und Adaptionsstrategien wesentlich hinaus; Selbstoptimierung er-
möglicht handlungsfähige Systeme mit inhärenter „Teilintelligenz“, die 
in der Lage sind, selbständig und flexibel auf veränderte Betriebsbedin-
gungen zu reagieren“ [SFB04, S. 11], [ADG+09, S. 5]. 
2.3.1 Aspekte eines selbstoptimierenden Systems 
Ein selbstoptimierendes System ist im Grunde ein technisches System im Sinne der Be-
griffsdefinition in Abschnitt 2.1.2. Selbstoptimierende Systeme zeichnen sich dadurch 
aus, dass sie in der Lage sind, im Systembetrieb auf Basis von äußeren Einflüssen ihre 
internen Systemziele anzupassen [SFB04, S. 11]. Die wesentlichen Aspekte eines selbst-
optimierenden Systems werden in Bild 2-6 dargestellt.  
Einflüsse auf das selbstoptimierende System können störend oder unterstützend sein. Sie 
gehen von der Umwelt, vom Benutzer oder von anderen Systemen als externe Einfluss-
quellen aus. Weiterhin kann das System auf sich selbst bzw. externe Einflussquellen wir-
ken [ADG+09, S. 8]. 
Die Ziele eines selbstoptimierenden Systems beschreiben die geforderten, gewünschten 
oder zu vermeidenden Systemeigenschaften. Ziele werden im Systementwurf vorausge-
dacht, die Zielausprägung erfolgt hingegen erst während des Systembetriebs. Es werden 
drei Arten von Zielen unterschieden: Externe Ziele werden dem System von außen bspw. 
durch den Benutzer oder andere Systeme vorgegeben. Als inhärente Ziele werden dieje-
nigen bezeichnet, die auf den Entwurfszweck des Systems abzielen. Interne Ziele basie-
ren auf externen Zielen sowie inhärenten Zielen und sind Gegenstand der Optimierung. 
Sie können untereinander in Beziehung gestellt werden und bilden das interne Zielsys-
tem. In Abhängigkeit der Komplexität wird dies durch einen Zielvektor, eine Zielhierar-
chie oder einen Zielgraphen abgebildet [ADG+09, S. 20f.].  
Bei einem selbstoptimierenden System handelt es sich, wie beim mechatronischen Sys-
tem, um ein Mehrkörpersystem mit kontrolliertem Bewegungsverhalten (vgl. Abschnitt 
2.2.1). Dieses (Bewegungs-)Verhalten lässt sich mittels eines mathematischen Modells 
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beschreiben und bildet die Summe aller situationsspezifischen Aktionen. Das Systemver-
halten orientiert sich an den internen Systemzielen. Eine Anpassung des Verhaltens kann 
durch eine Parameter- oder eine Strukturanpassung erfolgen [ADG+09, S. 8].  
 
Bild 2-6: Aspekte eines selbstoptimierenden Systems [SFB04, S. 20], [SFB08, S. 18] 
Parameteranpassung bezeichnet die Anpassung eines Systemparameters30. Unter 
Strukturanpassung wird eine Änderung der Anordnung und Beziehung zwischen den 
Systemelementen verstanden [ADG+09, S. 8]. Die Struktur eines Systems beschreibt die 
Gesamtheit der Beziehungen zwischen den Systemelementen [DIN60050, S. 12]. Es las-
sen sich zwei Arten der Strukturanpassung unterscheiden. Bei der kompositionalen An-
passung werden neue oder bestehende Systemelemente eingefügt, entnommen, aktiviert 
und deaktiviert. Durch Rekonfiguration werden die Anordnung und die Beziehungen der 
bestehenden Systemelemente verändert [ADG+09, S. 8], [SFB08, S. 18f.]. Rekonfigura-
tion kann auf jedem Systemlevel durchgeführt werden. Auf Hardwareebene lässt sich dies 
durch dynamisch rekonfigurierbare Hardware realisieren, bspw. durch Field Pro-
grammable Gate Arrays (FPGAs) [GKP+14, S. 21]. 
                                                 
30  Ein Systemparameter ist eine charakteristische variable Größe, welche systemintern die Beziehung zwi-
schen variablen Größen kennzeichnet [DIN60050, S. 12]. 
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2.3.2 Selbstoptimierungsprozess 
Die Verhaltensanpassung des selbstoptimierenden Systems erfolgt im Rahmen des soge-
nannten Selbstoptimierungsprozess‘ in drei Aktionen [SFB08, S. 19f.], [ADG+09, S. 6]: 
1. Analyse der Ist-Situation: Die betrachtete Ist-Situation ergibt sich aus der Aufzeich-
nung der relevanten Zustandsgrößen des Systems sowie aus der Beobachtung des Sys-
temumfelds und den daraus resultierenden äußeren Einflüssen. Die notwendigen In-
formationen werden zum einen durch die Sensorik des Systems direkt und zum ande-
ren durch Kommunikation mit anderen Systemen indirekt ermittelt. Der Systemzu-
stand wird gespeichert und so die Voraussetzung für eine intelligente und lernende 
Verhaltensanpassung des Systems geschaffen. In dieser Aktion wird überprüft ob die 
aktuell verfolgten Ziele für die gegenwärtige Situation angemessen sind [SFB08, 
S. 19f.], [ADG+09, S. 6]. 
2. Bestimmung der Systemziele: Neue Ziele des Systems werden durch Auswahl, An-
passung oder Generierung der Ziele gewonnen. Unter Auswahl wird hierbei die Selek-
tion einer Alternative aus einer vorab festgelegten und endlichen Menge von Zielen 
verstanden. Eine Zielanpassung erfolgt durch die Veränderung der Ausprägung bzw. 
Gewichtung der aktuellen Ziele. Ziele werden generiert, wenn diese unabhängig der 
bestehenden Ziele neu erzeugt werden [SFB08, S. 19f.], [ADG+09, S. 6]. 
3. Anpassung des Systemverhaltens: Die im Rahmen der Zielbestimmung ermittelten 
Ziele erfordern in der dritten Aktion die Anpassung des Systemverhaltens. Die Ver-
haltensanpassung erfolgt, wie in Abschnitt 2.3.1 beschrieben, durch eine Struktur-  
oder Parameteranpassung. Die Informationsverarbeitung leitet die Ergebnisse weiter 
und stößt somit die Verhaltensanpassung über die Aktorik an [SFB08, S. 19f.], 
[ADG+09, S. 6]. 
Nur wenn diese drei Aktionen wiederkehrend ausgeführt werden, findet im System ein 
Selbstoptimierungsprozess statt. Hierbei sind die drei Aktionen nicht zwangsläufig in der 
vorgegebenen Reihenfolge zu durchlaufen [SFB08, S. 20], [ADG+09, S. 6]. Auf diese 
Weise sorgt die selbstoptimierende Regelung für ein optimales Systemverhalten. Diese 
Art der Regelung ist als Ergänzung zu den bekannten Regelungsverfahren zu verstehen 
(vgl. Abschnitte 2.2.1 und 2.2.2) [ADG+09, S. 28], [SFB08, S. 52].  
2.3.3 Informationsverarbeitung selbstoptimierender Systeme 
Die Umsetzung des Selbstoptimierungsprozesses erfordert eine geeinigte Strukturierung 
der Informationsverarbeitung in Form des Operator-Controller-Moduls (OCM) nach 
NAUMANN [Nau00, S. 27ff.], [SFB08, S. 52], [ADG+09, S. 9]. Bild 2-7 zeigt die Gliede-
rung des OCM in die drei Ebenen Controller, reflektorischer Operator und kognitiver 
Operator. 
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Bild 2-7: Struktur des Operator-Controller-Modul (OCM) [ADG+09, S. 14] 
Der Controller bildet die unterste Ebene des OCM. Seine Aufgabe ist die Beeinflussung 
des Grundsystems zur Erreichung eines gewünschten dynamischen Verhaltens. Als mo-
torischer Kreis wird hierbei der innerste Regelkreis bezeichnet, der die Messsignale in 
direkter Wirkkette verarbeitet, Stellsignale ermittelt und diese ausgibt. Auf dieser Ebene 
arbeitet die Software quasi-kontinuierlich und muss harten Echtzeitbedingungen genü-
gen. Der Controller kann mehrere Regler umfassen und zwischen diesen umschalten 
[SFB08, S. 21], [ADG+09, S. 14f.]. 
Der reflektorische Operator überwacht und steuert den Controller. Er ist über den re-
flektorischen Kreis mit dem Controller verbunden. Der reflektorische Operator greift 
nicht direkt auf die Aktorik des Systems zu, sondern initiiert eine Parameter- oder Struk-
turänderung, um den Controller zu modifizieren. Dieser Eingriff erfolgt unter harter Echt-
zeit. Funktionen, wie Ablaufsteuerung, Überwachungs- und Notfallprozesse, werden 
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und ist die Verbindung zur kognitiven Ebene des OCM. Als Verbindungselement dient 
hierzu ein Interface zwischen den nicht echtzeitfähigen, bzw. mit weicher Echtzeit arbei-
tenden Elementen des kognitiven Operators und dem Controller. Die ankommenden Sig-
nale werden durch den reflektorischen Operator gefiltert, welcher diese in die unterlager-
ten Ebenen einbringt. In einem zusammengesetzten selbstoptimierenden System ist der 
reflektorische Operator zudem für die Echtzeitkommunikation zwischen mehreren OCM 
verantwortlich [SFB08, S. 21f.], [ADG+09, S. 15].  
Die oberste Hierarchieebene bildet der kognitive Operator. Durch die Anwendung viel-
fältiger Methoden kann das System auf dieser Ebene Wissen über sich und seine Umge-
bung zur Verbesserung des Systemverhaltens sammeln und anwenden. Der Schwerpunkt 
wird dabei auf kognitive Fähigkeiten zur Durchführung einer individuellen Selbstopti-
mierung gelegt. Funktionen zur Planung und Bewertung der aktuellen Zielvorgaben lie-
fern verhaltensorientierte Optimierungsverfahren, während die modellorientierten Ver-
fahren eine vorausschauende und vom System zeitlich entkoppelte Optimierung ermög-
lichen. Der kognitive Operator kann im Gegensatz zum Controller oder reflektorischen 
Operator auch asynchron zur Realzeit arbeiten. Um dennoch die Gültigkeit der Resultate 
des Selbstoptimierungsprozesses sicherzustellen, ist aufgrund der veränderlichen Umge-
bungsbedingungen eine Antwort innerhalb einer gewissen Zeitspanne notwendig. Folg-
lich unterliegt der kognitive Operator weichen Echtzeitbedingungen [SFB08, S. 23], 
[ADG+09, S. 15f.]. 
Optimierungsverfahren 
Optimierungsverfahren bilden die Grundlage für die zweite und dritte Aktion des 
Selbstoptimierungsprozess‘ und werden im kognitiven Operator durchgeführt [SFB08, 
S. 23], [ADG+09, S. 15]. Optimierungsverfahren sind wesentlicher Bestandteil zur Auf-
lösung von Konflikten im Betrieb. Konflikte können durch Widersprüche in den Anwen-
dungssituationen oder durch Schwachstellen auftreten. Mit Hilfe von Optimierungsver-
fahren können konkrete Ziele für die aktuelle Anwendungssituation bestimmt werden. 
Somit werden auch Konflikte gelöst, welche in den frühen Phasen des Entwurfs nicht 
allgemeingültig aufgelöst werden konnten. Zur Realisierung der Selbstoptimierung wer-
den Verfahren der mathematischen Optimierung eingesetzt, die eine modellorientierte 
Optimierung ermöglichen (bspw. durch Mehrzieloptimierung oder Optimalsteuerung). 
Sind die physikalischen Zusammenhänge zwischen Ein- und Ausgangsgrößen des Sys-
tems bekannt, werden diese mathematisch durch Differentialgleichungen in (physikali-
schen) Modellen beschrieben [ADG+09, S. 125ff.]. Weiterhin werden Verfahren aus den 
Bereichen künstliche Intelligenz und Soft Computing verwendet, welche das System als 
Black-Box betrachten und eine verhaltensorientierte Optimierung ermöglichen 
[ADG+09, S. 123f.]. Es handelt sich im Wesentlichen um Lern- und Planungsverfahren, 
bei denen die relevanten Eingangsgrößen direkt auf die jeweilige Ausgangsgröße abge-
bildet werden. Die Bestimmung der Auswirkungen der Ein- auf die Ausgangsgrößen so-
wie ggf. darauf aufbauend das Erlernen optimaler Reiz-Reaktions-Schemata ist Ziel der 
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Lernverfahren. Bei den Planungsverfahren werden hingegen für die Bestimmung der op-
timalen Verhaltensweisen nicht nur die aktuelle Situation, sondern auch mögliche zu-
künftige Verhaltensweisen des Systems vorausgedacht [ADG+09, S. 135ff.]. Beide An-
sätze können zudem in Kombination als hybride Optimierungsverfahren eingesetzt 
werden. Ein Beispiel für hybride Verfahren ist die Hybride Planung. Verhaltensorientierte 
Verfahren, insbesondere die Planungsverfahren, betrachten die Zustandsübergänge nur 
diskret. Zumindest Teile des selbstoptimierenden Systems und dessen Prozesse sollten 
kontinuierlich beschrieben werden, da diese Systeme auf mechatronischen Systemen ba-
sieren. Dies wird durch Hybride Planung ermöglicht [AK09, S. 55ff.], [ARE10, S. 1ff.]. 
Struktur selbstoptimierender Systeme 
Die Realisierung der Aktionen des Selbstoptimierungsprozesses kann im Rahmen der 
OCM-Architektur auf vielfältige Art und Weise erfolgen [ADG+09, S. 16], [SFB08, 
S. 23]. In Abhängigkeit der Elemente die am Selbstoptimierungsprozess beteiligt sind 
können zwei Arten von selbstoptimierenden Systemen unterschieden werden. Wird der 
Selbstoptimierungsprozess von den Elementen eines isolierten Systems ausgeführt, wird 
von einem individuellen selbstoptimierenden System gesprochen. Seine Subsysteme 
dürfen hierbei nicht mit eigenen Zielen am Selbstoptimierungsprozess des Systems be-
teiligt sein. Ist dies der Fall, handelt es sich um ein zusammengesetztes selbstoptimie-
rendes System, das u.a. als Multiagenten-System mit interagierenden OCM realisiert 
werden kann [ADG+09, S. 9 u. S. 16ff.], [SFB08, 24 f.]. Die hierarchische Strukturierung 
entspricht dabei der eines mechatronischen Systems nach LÜCKEL (vgl. Abschnitt 2.2.1) 
[SFB08, S. 16], [ADG+09, S. 10f.]. 
2.3.4 Beispiele für selbstoptimierende Systeme 
Die Methoden und Verfahren zur Entwicklung selbstoptimierender Systeme wurden im 
SFB 614 an verschiedenen Demonstratoren erprobt. Bild 2-8 zeigt eine Auswahl der De-
monstratoren. 
 
Bild 2-8: Demonstratoren des SFB 614 als Beispiele für selbstoptimierende Systeme 







Seite 32  Kapitel 2 
Die Neue Bahntechnik Paderborn/RailCab31 ist ein innovatives Bahnsystem, das als um-
fassende Versuchsanlage im Maßstab 1:2,5 realisiert ist. Den Kern des Systems bilden 
autonome Fahrzeuge (RailCabs) für den Personen- und Gütertransport, die nach Bedarf 
und nicht nach Fahrplan fahren. Sie handeln proaktiv und bilden beispielsweise Konvois, 
um den Energiebedarf zu reduzieren. Die Module Antriebs- und Bremssystem, Feder- 
und Neigesystem sowie Energiemanagement des RailCabs wie auch ihr Zusammenwir-
ken beruhen auf Selbstoptimierung. Im Rahmen des SFB 614 wurden die Funktionsmo-
dule des RailCabs ebenfalls zur Erprobung der Selbstoptimierung als Prüfstände umge-
setzt [ADG+09, S. 29ff.]. Zur Demonstration ihres Zusammenwirkens wurden diese Prüf-
stände zu einem Prüfstand vernetzt, dem sogenannten Vernetzten Prüfstand [SB14, 
S. 46].  
Der Miniaturroboter BeBot dient als Technologieplattform für die Forschung in den Be-
reichen dynamisch rekonfigurierbarer Systeme, Multiagenten-Systeme sowie Schwar-
mintelligenz. Die Grundlage hierfür bildet die Kombination von rekonfigurierbaren Lo-
gikbausteinen (FPGA) und leistungsfähigen Mikrocontrollern. Zudem ist er Versuchsträ-
ger für die Technologie Molded Interconnect Devices (MID) [JKK+14, S. 50ff.]. 
Das X-by-Wire Versuchsfahrzeug Chamäleon ist ein vollaktives mechatronisches Ver-
suchsfahrzeug, das ausschließlich elektrisch aktuiert ist. Es wird komplett by-wire ge-
steuert, d.h. es gibt keine mechanische Kopplung zwischen dem Bedienelement und der 
Aktorik. Ziel im Kontext des SFB ist eine selbstoptimierende Fahrzeugregelung hinsicht-
lich der Vertikal- und Längsdynamik, das Energiemanagement sowie die Rekonfigura-
tion der Fahrwerksaktorik [RT14, S. 56ff.]. Eine detailliertere Darstellung der Anwen-
dungen selbstoptimierender Systeme werden u.a. in [ADG+09] und [BHH+14] gegeben. 
Anwendungsbeispiele aus der Industriellen Praxis sind die Innovationsprojekte „itsowl-
ReSerW“ und „itsowl-Self-X-Pro“ des Spitzenclusters it’s OWL. Im Projekt „itsowl-Re-
SerW“ wird eine ressourceneffiziente selbstoptimierende Großwäscherei mit dem Ziel 
entwickelt, die Effizienz z.B. hinsichtlich der eingesetzten Ressourcen Wasser und 
Waschmittel in der industriellen Anwendung zu erhöhen. Hierdurch ergibt sich u.a. gro-
ßes Potential zur Erschließung neuer Märkte [GTD13, S. 51f.], [Bun14, S. 118f.]. Die 
Entwicklung einer selbstoptimierenden Stanz-Biege-Maschine, die in der Lage ist Unre-
gelmäßigkeiten im Produktionsprozess eigenständig zu korrigieren, ist Gegenstand des 
Innovationsprojekts „itsowl-Self-X-Pro“. Auf diese Weise lassen sich bei bestmöglicher 
Qualität die Fertigungskosten weiter reduzieren sowie die Produkte weiter miniaturisie-
ren [Kal13, S. 38f.], [Bun14, S. 106f.].  
                                                 
31  Website des Projekts „Neue Bahntechnik Paderborn/RailCab“ der Universität Paderborn:  
http://nbp-www.upb.de. 
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2.4 Nutzeninnovation durch Intelligente Technische Systeme 
Immer wieder scheitern Innovationen32 am Markt, weil sie letztlich zu geringen oder kei-
nen Nutzen für die Stakeholder stiften [Sch12, S. 1]. Ursache hierfür sind häufig mangel-
hafte Marktanalysen [DNL96, S. 81]. Um erfolgreich zu sein, ist somit eine Differenzie-
rung über den Nutzen bei gleichzeitig niedrigen Kosten anzustreben. Nach KIM und 
MAUBORGNE wird dies durch eine Nutzeninnovation ermöglicht. Zu einer Nutzeninnova-
tion kommt es, wenn die Erschließung von Nutzenpotentialen durch ein Unternehmen 
sowohl die Kostenstruktur als auch den Nutzen des Systems positiv beeinflusst [KM05, 
S. 12ff.].  
Das enge Zusammenwirken von Mechanik, Elektro- und Informationstechnik ermöglicht 
neue prinzipielle Lösungen, die das Kosten/Nutzen-Verhältnis und somit die Wirtschaft-
lichkeit bestehender Systeme erheblich verbessern können [Ben05, S. 7]. Mechatronik 
stellt somit ein Erfolgspotential33 für die Gestaltung neuer Systeme dar [VDI2206, S. 3]. 
Ihr Nutzen resultiert aus der Innovationsdynamik der Informationstechnik und Elektronik 
[Sch00, S. 33]. Diese Innovationsdynamik ermöglicht durch die Erweiterung der Infor-
mationsverarbeitung mechatronischer Systeme um kognitive Funktionen Intelligente 
Technische Systeme und die damit einhergehende erhebliche Funktionssteigerung, wel-
che durch die vier Eigenschaften charakterisiert wird [Dum11, S. 19], [GTD13, S. 49]: 
• Adaptiv: Diese Systeme reagieren autonom und flexibel auf sich verändernde Um-
gebungsbedingungen. Sie sind in der Lage zu lernen und optimieren ihr Verhalten 
während des Betriebs. 
• Robust: Intelligente Technische Systeme sind in der Lage sogar in Situationen, die 
nicht während der Entwicklung des Systems vorausgedacht wurden, ein akzeptables 
Verhalten zu realisieren. Auf diese Weise lassen sich Unsicherheiten bis zu einem 
gewissen Grad kompensieren.  
• Vorausschauend: Diese Systeme können, basierend auf gesammelten Erfahrungen, 
kommende Zustände und Situationen erkennen. Sie können somit mögliche Gefahren 
erkennen und ihr Verhalten entsprechend anpassen. 
• Benutzungsfreundlich: Intelligente Technische Systeme passen ihr Verhalten den 
Bedürfnissen des jeweiligen Benutzers an. Sie interagieren sehr eng mit dem Benut-
zer, der ihr Verhalten immer nachvollziehen kann. 
                                                 
32 SCHUMPETER definiert Innovation wie folgt: „Technological change in the production [...] the opening 
up of new markets […,] the setting up of new business organizations [...] – in short, any ‘doing things 
differently’ in the realm of economic life – all these are instances of what we shall refer to by the term 
Innovation”  [Sch39, S. 84], [Ech14, S. 10].  
33  Nach GÄLWEILER können neue Erfolgspotentiale durch neue Lösungstechnologien entstehen [Gäl05, 
S. 159]. 
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Die in Abschnitt 2.3.4 beschriebenen Beispiele für Intelligente Technische Systeme zei-
gen die Funktionssteigerung und den daraus resultierenden Nutzen, welcher sich aus die-
sen Eigenschaften ergibt. So lässt sich bspw. die Ressourceneffizienz oder Prozessquali-
tät von Systemen weiter steigern oder Kosten reduzieren [GTD13, S. 51f.], [Kal13, 
S. 38f.]. Durch den Einsatz einer selbstoptimierenden Betriebsstrategie für ein hybrides 
Energiespeichersystem bestehend aus Nickel-Metall-Hydrid Batterien und Doppel-
schichtkondensatoren konnte für Elektrofahrzeuge im Stadtverkehr bei gleichbleibenden 
Herstellkosten der Energieverbrauch um 7,7 Prozent und die Verlustleistung um 15 Pro-
zent reduziert werden [Rom13, S. 21 u. S. 36 u. S. 174]. Weiterhin konnte der Radver-
schleiß des RailCabs durch eine selbstoptimierende Spurführung reduziert und der Wir-
kungsgrad durch eine situationsbezogene Luftspaltverstellung signifikant erhöht werden, 
um nur einige Beispiele zu nennen [ADG+09, S. 58], [Sch13, S. 210ff.]. In der Betriebs-
phase des Systems spielt dessen Verlässlichkeit34 zudem eine entscheidende Rolle, da 
diese die Funktionsfähigkeit und Verfügbarkeit des Systems beeinflusst, mit erheblichen 
Auswirkungen auf die Instandhaltungs- und Wartungskosten. Auch weitere Folgekosten 
für das Unternehmen wie z.B. Gewährleistungs- und Haftungskosten sowie Imageverlust 
können resultieren [DIN60300, S. 9f.]. Die Verlässlichkeit von Intelligenten Technischen 
Systemen kann durch den Einsatz von Selbstoptimierung gesteigert werden [DHK+09, 
S. 6]. Es liegt nahe, dass hierdurch die Kosten für die Instandhaltung und Wartung sowie 
weitere Folgekosten dieser Systeme reduziert werden können.  
Die Beispiele zeigen, dass durch Intelligente Technische Systeme sowohl die Kosten für 
den Kunden gesenkt als auch der Nutzen gesteigert werden kann. Die Technologie bietet 
somit das Potential einer Nutzeninnovation nach KIM und MAUBORGNE. Die Systemei-
genschaften bieten die Möglichkeit über die sechs Nutzen-Hebel (Produktivität, Einfach-
heit, Leichtigkeit, Risiko, Spaß und Image sowie Umweltfreundlichkeit) einen besonde-
ren Nutzen für die Stakeholder zu stiften [KM05, S. 110ff.]. Um mit einem Intelligenten 
Technischen System als Nutzeninnovation am Markt erfolgreich zu sein, sind daher im 
Rahmen der strategischen Produktplanung die Nutzenpotentiale zu identifizieren und in 
der Entwicklung durch die technische Lösung unter Berücksichtigung der Wirtschaftlich-
keit zu erschließen.  
  
                                                 
34  Nach LAPRIE ET AL. ist die Verlässlichkeit eines Systems die Fähigkeit Systemausfälle zu verhindern, 
welche, wenn sie vermehrt auftreten, schwer zu akzeptieren sind. Verlässlichkeit umfasst die Verfüg-
barkeit, Zuverlässigkeit, Sicherheit, Integrität sowie Wartbarkeit des Systems [LAR+04, S. 13]. Diese 
Definition wurde im Rahmen des SFB 614 für die Verlässlichkeit selbstoptimierender Systeme über-
nommen [IMP+14, S. 13]. 
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2.5 Entwicklung Intelligenter Technischer Systeme 
Die technologische Entwicklung hin zu Intelligenten Technischen Systemen steigert die 
Produktkomplexität in der Entwicklung. Grund dafür sind die wachsende Interdisziplina-
rität, die hohe Schnittstellenvielfalt, die zunehmende Produktvarianz und die kürzer wer-
denden Produktlebenszyklen [GDS+13, S. 16f.]. Für diese Systeme bedarf es verbesserter 
Entwicklungsprozesse, -methoden und -werkzeuge. Diese ermöglichen u.a. die frühzei-
tige Absicherung von Konzepten, der Produktivitätsgewinne in Bezug auf Qualität, Kos-
ten, Zeit etc. sowie die Komplexitätsbeherrschung von disziplinübergreifenden Systemen 
[DAB+10, S. 115]. Die im Rahmen der Arbeit angestrebte Systematik hat eine wirtschaft-
lichkeitsorientierte Konzipierung zum Ziel. Sie soll die Entwickler bei der Entwicklung 
und Auswahl von Lösungsalternativen nach dem Ziel der Wirtschaftlichkeit unterstützen. 
Insbesondere in frühen Phasen ist unter wirtschaftlichen Gesichtspunkten zu bewerten, 
ob eine Weiterentwicklung der Lösungsalternative für das Unternehmen lohnenswert ist 
[HFW+12, S. 289]. 
2.5.1 Beeinflussung der Wirtschaftlichkeit in der Entwicklung 
Der Entwickler beeinflusst die Wirtschaftlichkeit des Systems über den Lebenszyklus 
maßgeblich [VDI2235, S. 3]. Die Kosten, die ein System bis zu seiner Distribution an 
den Kunden verursacht, werden zu 70 bis 80 Prozent im Rahmen der Entwicklung fest-
gelegt (vgl. Bild 2-9). Der Anteil der in der Entwicklung festgelegten Lebenszykluskosten 
beträgt bis zu 50 Prozent [VDI2234, S. 5], [Bue09, S. 8], [DIN60300, S. 9].  
In der Konzipierung werden die Rahmenbedingungen für die weitere Entwicklung mit 
Hilfe der Prinziplösung (vgl. Abschnitt 2.1.1) sowie bereits etwa 60 Prozent der Kosten 
festgelegt [Kol98, S. 62], [Bue09, S. 8]. Die eigentliche Kostenentstehung erfolgt hinge-
gen erst in den späteren Lebenszyklusphasen [VDI2234, S. 5], [Bue09, S. 8]. Hier erge-
ben sich auch Möglichkeiten der Kosteneinsparung [HD97, S. 106]. Der größte Einfluss 
auf die Kosten ergibt sich somit in der Entwicklung, insbesondere in der frühen Phase 
[EB94, S. 351]. Die Berücksichtigung der Lebenszykluskosten im Rahmen der Konzipie-
rung ist somit notwendig (vgl. Abschnitt 2.5.2). 
Der Nutzen eines Systems ergibt sich ebenfalls erst in späteren Phasen des Produktle-
benszyklus, wird jedoch durch konstruktive Entscheidungen maßgeblich beeinflusst 
[Nie09, S. 228]. Nutzen resultiert aus der Befriedigung der Bedürfnisse der Kunden 
[Hom12, S. 497]. Zur Abschätzung des Geschäftserfolgs über den gesamten Produktle-
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benszyklus hinweg, ist eine starke Fokussierung der Bedürfnisse eines Kunden erforder-
lich (Paradigma des Product Life Time Value35) [Nie09, S. 229]. Im Rahmen der Konzi-
pierung kann dies durch Kundenorientierung (vgl. Abschnitt 2.5.3) erfolgen.  
 
Bild 2-9: Festlegung und Entstehung der Kosten im Produktlebenszyklus (in Anleh-
nung an [VDI2234, S. 5], [Bue09, S. 8], [Nie09, S. 228], [Bla78, S. 15], 
[FB91, S. 13]) 
Nach WARNECKE ET AL. erfolgt im Rahmen der Entwicklung und Konstruktion die Wirt-
schaftlichkeitsrechnung in Form von Prinzip-Bewertungen, Herstellkostenvergleichen 
sowie dem Vergleich der Kosten über den gesamten Produktlebenszyklus [WBH+96, 
S. 13]. Darüber hinaus können die bewährten statischen und dynamischen Verfahren der 
Wirtschaftlichkeitsrechnung im Rahmen der Entwicklung und Konstruktion eingesetzt 
werden. Die Wahl des Verfahrens ist dabei abhängig von der zu beurteilenden Investition 
und stellt in erster Linie ein praktikables Hilfsmittel zur Entscheidungsfindung für eine 
Lösungsalternative dar [VDI2234, S. 29f.], [WBH+96, S. 30f.]. Einen Überblick über 
einsetzbare Methoden der Wirtschaftlichkeitsrechnung geben u.a. [Bro64] und 
                                                 
35  Im Gegensatz zum Konzept des Customer Lifetime Value wird bei diesem Konzept nicht der Wert des 
Kunden über die Dauer der Geschäftsbeziehung (vgl. [HD97, S. 97]), sondern der Wert des Produkts 
über den Lebenszyklus für seine Stakeholder betrachtet. Im Rahmen der vorliegenden Arbeit wird zur 
Komplexitätsreduktion der Ansatz des Customer Lifetime Value nur indirekt über die Erfolgskette der 
Kundenorientierung (vgl. Abschnitt 2.5.3) berücksichtigt.  
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[WBH+96]. Die Bestimmung der Vorteilhaftigkeit basiert auf einer Reihe von Informa-
tionen, die im Rahmen der Entwicklung oftmals nur schwer zu quantifizieren sind [Sch86, 
S. 18], [VDI2234, S. 30]. Dies gilt neben der Abschätzung der Kosten auch für die er-
warteten Erlöse sowie den Nutzen der Lösungsvariante [VDI2234, S. 30]. 
2.5.2 Lebenszykluskosten in der Entwicklung  
Der zunehmende Kostendruck erfordert eine Integration der Kostenabschätzungen in die 
Entwicklungstätigkeiten [BHL07, S. 40]. Um den nachhaltigen Erfolg eines Intelligenten 
Technischen Systems über den gesamten Produktlebenszyklus zu ermitteln und so einen 
Vergleich alternativer Lösungen zu ermöglichen, bedarf es geeigneter Methoden zur Be-
wertung der Lebenszykluskosten dieser Systeme [Nie09, S. 226], [DAB+10, S. 123].  
Die Lebenszykluskosten eines Systems setzen sich, wie in Abschnitt 2.1.4 beschrieben, 
für das Unternehmen aus den Selbstkosten des Systems zusammen [VDI2884, S. 5]. Für 
den Kunden beginnt der Lebenszyklus des Systems mit dessen Kauf; für ihn entstehen 
neben den Anschaffungs-, auch Betriebs-, Instandhaltungs-/Wartungs- und Entsorgungs-
kosten. Neben den Selbstkosten können für das Unternehmen Folgekosten im Produktle-
benszyklus entstehen [DIN60300, S. 10]. Der Kunde sollte seine Entscheidung für ein 
System nicht ausschließlich auf Basis der Anschaffungskosten treffen (Kosteneisberg) 
[Bla78, S. 6], [Bla08, S. 420]. Für den Kunden sind die Anschaffungskosten für ein Pro-
dukt unmittelbar sichtbar. Die Kosten für Betrieb, Wartung, Instandhaltung und Entsor-
gung sind hingegen meist unsichtbar, machen jedoch den Hauptteil der Lebenszykluskos-
ten aus [DIN60300, S. 8].  
Eine lebenszyklusorientierte Betrachtung der Kosten ist vor dem Hintergrund von bspw. 
steigenden Entsorgungs- sowie Forschungs- und Entwicklungskosten für die Unterneh-
men und u.a. steigenden Energiekosten für den Kunden vermehrt durchzuführen. Es gilt, 
die Investitionen über den Lebenszyklus zu amortisieren [HD97, S. 96f.]. Erfahrungsge-
mäß werden bereits zum Ende der Konzeptphase über 50 Prozent der Lebenszykluskosten 
eines Systems festgelegt [DIN60300, S. 9]. Insbesondere bei komplexen Systemen kann 
der Entwickler hierbei leicht den Überblick über die zukünftig entstehenden Kosten ver-
lieren [Ahm95, S. 261]. Um diese Kosten möglichst gering zu halten und die Leistungs-
fähigkeit sowie Attraktivität des Systems zu steigern, sollte eine Analyse der Lebenszyk-
luskosten bereits in der frühen Phase der Entwicklung erfolgen. So lässt sich frühzeitig 
die Lösungsvariante auswählen, welche die geringsten Lebenszykluskosten verursacht. 
Es gilt zu beachten, dass zu diesem Zeitpunkt lediglich eine Abschätzung auf Basis von 
Modellen möglich ist; der Präzisionsgrad der Aussage steigt mit zunehmenden Detaillie-
rungsgrad [SF06, S. 1420f.], [VDI2884, S. 4].  
Für die Betrachtung der Lebenszykluskosten liefert die Literatur verschiedene Ansätze 
wie bspw. Lebenszykluskostenanalysen (vgl. u.a. [Dhi89, S. 29ff.], [Bla78, S. 35f.], 
[FB91, S. 29ff.]). Die Berücksichtigung der Kosten im Produktentstehungsprozess erfolgt 
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durch Ansätze wie die Wertanalyse oder das Target Costing (vgl. u.a. [DIN12973], 
[Sei93]).  
Für die Bewertung der Lebenszykluskosten ist Expertise aus verschiedenen Disziplinen 
notwendig [Dhi89, S. 35]. Daher sollte sie von einem interdisziplinären Team aus den 
Bereichen des Unternehmens durchgeführt werden, die durch das System beeinflusst wer-
den [Ahm95, S. 266], [VDI2807, S. 11]. In den meisten Fällen wird eine Lebenszyklus-
kostenbewertung durch Experten aus dem Bereich Controlling durchgeführt. Diese besit-
zen jedoch wenig bis keine Erfahrung in der Entwicklung und sind häufig nicht in den 
Entwicklungsprozess integriert. Den Entwicklern hingegen fehlt es an der Erfahrung die-
ser Experten [SPJ+02, S. 543]. Eine Umfrage hat ergeben, dass für 50 Prozent der befrag-
ten Entwickler die Nachvollziehbarkeit der Kostenentstehung ihrer Produkte nur schwer 
bzw. überhaupt nicht gegeben ist [BHL07, S. 41]. Im Rahmen des Entwicklungsprozesses 
ist es für die Entwickler jedoch wichtig zu verstehen wie Kosten entstehen, um so kos-
teneffiziente Lösungen zu finden. Dieses Verständnis ist somit bereits frühzeitig im Rah-
men der Entwicklung durch ein geeignetes Vorgehen zu schaffen [SPJ+02, S. 543].  
2.5.3 Kundenorientierung in der Produktentwicklung 
Kundenorientierung bezeichnet die Ausrichtung der betrieblichen Leistungserstellungs-
prozesse an den Kundenbedürfnissen. Ziel ist es eine langfristig stabile und ökonomisch 
vorteilhafte Kundenbeziehung und somit Nutzen für den Kunden und das Unternehmen 
[Bru07, S. 13], [Küh91, S. 98f.]. Um als Nutzeninnovation am Markt erfolgreich zu sein, 
muss das Intelligente Technische System über einen besonderen Nutzen für die Kunden 
verfügen [KM05, S. 107]. Besonderer Nutzen kann in den verschiedenen Phasen des Le-
benszyklus für den Kunden entstehen. Besonderer Nutzen lässt sich anhand der sechs 
Nutzen-Hebel nach KIM und MAUBORGNE oder durch Nutzenpotentiale nach PÜMPIN für 
das zu entwickelnde System identifizieren (vgl. Abschnitte 2.4 und 2.1.5). Kundenorien-
tierung im Rahmen der Produktentwicklung kann somit einen Beitrag zur Reduktion von 
Misserfolgen der Produktinnovationen leisten, welche für Investitionsgüter bei 25 bis 
40 Prozent liegen [Lüt07, S. 40ff.].  
Nach HAMEL und PRAHALAD ist es jedoch nicht ausreichend sich lediglich an den artiku-
lierten Bedürfnissen bedienter Kunden zu orientieren (vgl. Bild 2-10). Chancen für das 
Unternehmen bieten vielmehr die unartikulierten Bedürfnisse bedienter und nicht bedien-
ter Kunden. Um als Unternehmen erfolgreich zu sein, ist es zudem nicht ausreichend le-
diglich heutige Bedürfnisse zu befriedigen. Einem erfolgreichen Unternehmen gelingt es, 
den Kunden dorthin zu führen, wohin dieser will, ohne, dass dem Kunden bekannt ist, 
dass er dorthin will [HP95, S. 161ff.]. Es sind neben den heutigen somit auch zukünftige 
Bedürfnisse zu antizipieren und zu befriedigen [GEK01, S. 75].  
Es gilt zu beachten, dass die Entwickler ein Verständnis für den Kunden benötigen, so-
dass sich ihre Arbeit nicht nur auf die Einhaltung technischer Produktdaten beschränkt 
[DNL96, S. 103]. Die Eigenschaften eines Intelligenten Technischen Systems, respektive 
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sein Nutzen, sind in allen Lebenszyklusphasen durch konstruktive Einflüsse geprägt 
[Nie09, S. 225]. Kundenkontakt ermöglicht den Entwicklern, ihrerseits kundenorientierte 
Verbesserungen am Konzept vorzunehmen [DNL96, S. 103]. Die Systemeigenschaften 
werden frühzeitig in der Prinziplösung festgelegt (vgl. Abschnitt 2.1.1). Die technisch 
bedingten Merkmale legen die Basiseigenschaften des Systems fest. Der Nutzen ergibt 
sich aber auch anhand organisatorischer Parameter, welche die Effektivität des Systems 
in seiner Umgebung beeinflussen. Bei der Auswahl einer alternativen Prinziplösung sollte 
daher die Maximierung des Nutzens über den gesamten Lebenszyklus im Vordergrund 
stehen [Nie09, S. 225]. Auf diese Weise lassen sich kosten- und zeitintensive Iterationen 
in der späteren Produktentwicklung vermeiden [Lüt07, S. 40ff.], [Bri10, S. 2].  
 
Bild 2-10: Umfassende Kundenorientierung in Anlehnung an HAMEL und PRAHALAD 
[HP95, S. 167], [GEK01, S. 75]  
Die Auswirkungen der Kundenorientierung auf den Nutzen sowohl für den Kunden als 
auch für das Unternehmen wird in Bild 2-11 dargestellt; HESKETT ET AL. sprechen auch 
von der Erfolgskette der Kundenorientierung [HJL+94, S. 164ff.], [HSS97, S. 19]. Aus 
heutigen und zukünftigen Kundenbedürfnissen lassen sich nach KANO ET AL. Pro-
duktattribute ableiten [KST+84, S. 39ff.], [Bri10, S. 44]. Diese gilt es, in der Konzipie-
rung durch die Prinziplösung zu erschließen und somit Nutzen zu stiften. Der Kunde er-
wartet bereits vor dem Kauf eines Produkts einen gewissen Nutzwert für verschiedene 
Produktattribute. Hat er das Produkt erworben, findet ein Vergleichsprozess zwischen 
dem erwarteten und dem erlebten Nutzen des Systems statt. Ergebnis dieses Prozesses ist 
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Unzufriedenheit. Werden sie erfüllt oder übertroffen, entsteht Zufriedenheit und Begeis-
terung beim Kunden [Hin09, S. 502], [HHM03, S. 14f.], [Woo97, S. 143]. Änderungen 
im Lebenszyklus des Systems bspw. durch eine Änderung der Betriebssituation, stoßen 
erneut einen Bewertungsprozess des erwarteten und erlebten Nutzens beim Kunden an 
[FWG97, S. 171f.]. Die Folge: Die Kundenzufriedenheit kann sich über den Lebenszyk-
lus ändern. Aus diesem Grund ist es notwendig, den gesamten Lebenszyklus und die Ver-
änderung des Nutzens über die Zeit zu berücksichtigen [SN94, S. 22]. 
Die zunehmende Kundenorientierung erfordert somit eine kontinuierliche Anpassung des 
Systems auf die jeweiligen Kundenbedürfnisse über den gesamten Lebenszyklus 
[DAB+10, S. 111]. Intelligente Technische Systeme haben die Eigenschaft, dass sie sich 
autonom an sich ändernde Umgebungsbedingungen und veränderte Kundenbedürfnisse 
anpassen können und somit dieser Anforderung gerecht werden (vgl. Abschnitt 2.3.2).  
 
Bild 2-11: Erfolgskette der Kundenorientierung in Anlehnung an [HJL+94, S. 164ff.], 
[HSS97, S. 19], [KST+84, S. 39ff.], [MS00, S. 630]  
Bei der Kundenorientierung in der Entwicklung gilt es zu beachten, dass der Nutzen in-
novativer Technologien nicht immer auch vom Kunden wahrgenommen wird. Wenn ein 
Technologievorteil gegeben ist, der Markt- bzw. Kundenvorteil jedoch nicht wahrgenom-
men wird, ist der nachhaltige Erfolg des Systems nicht gesichert [BJ12-ol, S. 4]. Aus 
diesem Grund ist es notwendig im Rahmen der Entwicklung zu überprüfen, ob neue Tech-
nologien ausreichend Nutzen für den Kunden stiften. Darüber hinaus ist zu beachten, dass 
bei der Bewertung des Nutzens die Gefahr besteht, dass eine Neuentwicklung durch das 
Management irrational überbewertet wird; diese aber das Kundenverhalten frühzeitig vo-
raussagen müssen. Der Kunde auf der anderen Seite bewertet das gewohnte System über 
und lehnt das neue ab, obwohl es für ihn Nutzen stiften würde [Gou06, S. 47]. Die Nut-
zenbewertung bspw. im Rahmen einer Nutzwertanalyse ist also subjektiv und vom Be-
wertenden abhängig [Zan73, S. 50f.]. Eine frühzeitige Analyse und Bewertung des Nut-
zens eines Intelligenten Technischen Systems hat in Folge dessen im Rahmen der Syste-
matik, einerseits das Management bei der subjektiven Bewertung methodisch zu unter-
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Durch Kundenorientierung im Rahmen der Entwicklung lässt sich die Zufriedenheit der 
Kunden steigern. Nach MATZLER und STAHL dient die Erzeugung von Kundenzufrieden-
heit der Steigerung des Unternehmenswerts36; also zur Steigerung des Unternehmens-
nutzens [MS00, S. 630], [BKR+07, S. 879]. Bei der wertorientierten Unternehmensfüh-
rung stellt die Maximierung des Unternehmenswerts eine zentrale Zielgröße dar [HH98, 
S. 69], [MSH09, S. 5]. Entsprechende Maßnahmen zur Steigerung der Kundenzufrieden-
heit werden somit zunehmend als strategische Investition angesehen [MS00, S. 630], 
[BKR+07, S. 879]. In der vorliegenden Arbeit steht die Konzipierung Intelligenter Tech-
nischer Systeme im Vordergrund, daher werden lediglich Maßnahmen berücksichtigt, 
welche in direktem Zusammenhang mit der Prinziplösung stehen.  
2.5.4 Analyse Intelligenter Technischer Systeme  
Die im Rahmen der Arbeit angestrebte Systematik zur wirtschaftlichkeitsorientierten 
Konzipierung Intelligenter Technischer Systeme soll die Entwickler bei der Entwicklung 
von Lösungsalternativen, deren Analyse und Bewertung auf Basis des wirtschaftlichen 
Prinzips unterstützten. Die Entwicklung von Systemen beruht im Allgemeinen auf Syn-
these-, Analyse37-, Bewertungs- und Selektionstätigkeiten [Kol98, S. 108]. Dieser Prob-
lemlösungszyklus hat seine Ursprünge in der Systemtechnik und wird im Systems Engi-
neering38 als Mikro-Logik in jeder Phase der Entwicklung angewendet [VDI2206, S. 27], 
[HFW+12, S. 73ff.], [BF11, S. 41ff.], [Dep01, S. 31]. Zusammengefasst handelt es sich 
um drei Phasen: Synthese, Analyse und Auswahl, die integrativ, iterativ sowie kontinu-
ierlich in der Produktentwicklung durchgeführt werden [BF11, S. 41]. 
Ausgangspunkt für die Synthese ist das Ergebnis der Situationsanalyse sowie formulierte 
Ziele/Anforderungen, die das zu entwickelnde System zu erfüllen hat [HFW+12, S. 237], 
[VDI2206, S. 27].  
                                                 
36  Traditionell wurden zur Unternehmenssteuerung die monetär messbaren Ziele Liquidität und Erfolg 
durch das Management fokussiert. Durch die zunehmende Komplexität im Unternehmensumfeld und 
Unternehmen sowie Unsicherheit über deren zukünftige Entwicklung gewinnt das Erfolgspotential ei-
nes Unternehmens zunehmend als Zielgröße für die strategische Planung an Bedeutung. Nach  
GÄLWEILER wird Erfolgspotential als optimaler Deckungsgrad der Stärken des Unternehmens und der 
Chancen im Umfeld verstanden. Diese Zielgröße lässt sich monetär als Unternehmenswert interpretie-
ren, also als Barwert zukünftiger Erfolge oder Free Cashflows [CFG12, S. 8], [Gäl05, S. 26f.].   
37  Nach DUDEN bezeichnet Analyse eine Untersuchung bei der etwas in seine Bestandteile zerlegt wird 
[Dud13c-ol]. 
38  Systems Engineering ist ein interdisziplinärer Ansatz zur erfolgreichen Realisierung von Systemen, der 
in der Entwicklung den Produktlebenszyklus vom Konzept über die Produktion bis zum Betrieb berück-
sichtigt. Im Fokus stehen in der Konzeptphase die Definition der Kundenbedürfnisse sowie der gefor-
derten Funktionalität des Systems und deren Dokumentation als Anforderungen. Auf Basis der Anfor-
derungen werden Lösungsvarianten synthetisiert und validiert [Int04-ol], [KSW13, S. 7]. 
Seite 42  Kapitel 2 
Es handelt sich um einen kreativen Prozess bei dem bekannte Lösungsmuster39 und -ele-
mente40 neu kombiniert werden, um die Anforderungen an das System zu erfüllen. Hier-
bei werden top-down- und bottom-up-Aktivitäten kombiniert und bestehende sowie neu 
entwickelte Komponenten, Teile und Subsysteme in das Gesamtsystem integriert [BF11, 
S. 43], [Bla08, S. 96]. In dieser Phase erfolgt teilweise sogar unbewusst ein Wechselspiel 
aus Synthese- und Analysetätigkeiten [VDI2206, S. 27]. Die so entwickelten Lösungsva-
rianten können in der nächsten Phase detailliert analysiert werden [VDI2206, S. 28]. 
Die Systemanalyse bietet die Entscheidungsgrundlage für die Auswahl einer Erfolg ver-
sprechenden Lösungsvariante [BF11, S. 44], [KSW13, S. 100]. Als mögliche Bewer-
tungsmethoden schlagen HABERFELLNER ET AL. bspw. die Nutzwertanalyse, die Kosten-
Wirksamkeitsanalyse oder die Wirtschaftlichkeits- und Investitionsrechnung vor 
[HFW+12, S. 269ff.]. In dieser Phase werden die Lösungsvarianten dahingehend evalu-
iert, ob sie die gestellten Anforderungen erfüllen [Mac65, S. 1-6]. Die Systemanalyse 
liefert eine wissenschaftliche Methode, um komplexe Systeme zu untersuchen. Dabei 
wird versucht unterschiedliche Probleme durch dieselben Methoden zu lösen [Epp79, 
S. 36]. Für hoch komplexe Systeme, wie Intelligente Technische Systeme (vgl. Anhang 
A1), müssen Analyseverfahren gewählt werden, die neben den Elementeigenschaften 
auch die Beziehungen zwischen den Systemelementen erfassen [Fuc72, S. 82]. Die Ei-
genschaften der betrachteten Systeme übertreffen die Fähigkeiten ihrer einzelnen Syste-
melemente und sind im Zeitverlauf veränderlich [Has72a, S. 32]. Dies bedeutet für die 
Systemanalyse zum einen, dass bei der analytisch zergliedernden Betrachtung des Sys-
tems der Bezug zum Gesamtsystem gegeben sein muss. Zum anderen darf sich die Ana-
lyse von Wirkzusammenhängen nicht auf die strukturelle Betrachtung beschränken, viel-
mehr ist neben der strukturellen Beschreibung auch eine Betrachtung der Interaktion der 
Systemelemente im Zeitverlauf notwendig. Weiterhin können Aussagen über Elemente 
und Beziehungen komplexer Systeme häufig nicht nur durch eine Disziplin alleine ge-
troffen werden. Es ist daher ein interdisziplinärer Ansatz zu wählen [Fuc72, S. 83f.]. Es 
ergeben sich vier elementare Grundschritte für die Analyse von komplexen Systemen: 
Analyse der Zielsetzung (Input-Output-Analyse des Systems), Analyse der Elemente 
(Anforderungserfüllung), Analyse der Beziehungen, Analyse des Systemverhaltens 
[Weg69, S. 73ff.], [Fuc72, S. 84ff.].  
                                                 
39  Nach SUHM sind Lösungsmuster elementare Einheiten zur Entwicklung technischer Systeme [Suh93, 
S. 6f.]. Lösungsmuster im Kontext Intelligenter Technischer Systeme sind in Anlehnung an  
ALEXANDER ET AL. in der Umwelt auftretende Probleme sowie die Beschreibung ihrer Lösung, so dass 
diese Lösung in anderen Kontexten erneut eingesetzt werden kann [Dum11, S. 38f.], [AIS+95, S. 12]. 
40  Ein Lösungselement stellt eine existierende und bewährte Lösung zur Erfüllung einer Funktion dar. Es 
handelt sich meist um ein Modul/eine Baugruppe, das/die auf einem Wirkprinzip beruhen/beruht 
[GEK01, S. 36]. Ein Wirkprinzip bezeichnet nach PAHL/BEITZ den Zusammenhang von physikalischem 
Effekt und stofflichen sowie geometrischen Eigenschaften (Wirkgeometrie, Wirkbewegung, Werk-
stoff). Durch das Wirkprinzip wird das Prinzip der Lösung zur Erfüllung einer Teilfunktion erkennbar 
[PBF+07, S. 54]. 
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DAMM ET AL. bewertet für Cyber-Physical Systems, als Teil der Intelligenten Technischen 
Systeme, die adäquate Berücksichtigung des relevanten technischen Rahmens des Sys-
tems sowie die Gesamtheit der relevanten Wechselwirkungen ebenfalls als notwendig. 
Wesentliche Aufgabe der Systemanalyse ist für DAMM ET AL. die Entwicklung der Sys-
temarchitektur, die sowohl eine Balance zwischen Nutzenerwartungen, Anforderungen 
aus funktionaler, technischer und administrativer Sicht als auch die Einhaltung der Rand-
bedingungen (Ökologie, Ökonomie, Sicherheitsstandards etc.) bspw. durch den Einsatz 
von Modellen gewährleistet [DAB+10, S. 107]. Bei der Systemanalyse handelt es sich 
um eine Erkenntnismethode, die alle Verfahren und Systematiken umfasst, die für eine 
wirtschaftliche Realisierung von Systemen unter Beachtung unternehmensindividueller 
Zielsetzungen Einsatz findet [Kor72, S. 11]. Dabei erfolgt keine isolierte Betrachtung der 
Einzelfaktoren des Systems, sondern vielmehr eine Analyse ihrer Bedeutung und Einord-
nung im Gesamtsystem [Epp79, S. 36]. Voraussetzung für die Analyse eines Systems ist 
dessen geeignete Beschreibung [Har67, S. 22ff.]. Vor dem Hintergrund stetig wachsender 
Systemumfänge kommt einer automatisierten oder teilautomatisierten Analyse auf Basis 
von Modellen dabei besondere Bedeutung zu [DAB+10, S. 108]. Hierbei gilt, dass in 
Abhängigkeit des Detaillierungsgrads des Systemkonzepts und dem damit einhergehen-
den vollständigen Systemverständnis, weitere detailliertere Analysen möglich sind 
[Har67, S. 252f.]. 
2.5.5 Modelle in der Entwicklung 
Abschnitt 2.5.4 hat gezeigt, dass die Analyse Intelligenter Technischer Systeme aufgrund 
ihrer Komplexität auf Basis von Modellen zu erfolgen hat. Die im Rahmen der Arbeit zu 
entwickelnde Systematik soll daher die Bewertung und Abbildung der Wirtschaftlichkeit 
anhand eines parametrischen und graphischen Modells ermöglichen.  
Die Modellbildung ist ein wesentliches Prinzip des Systemdenkens41 zur Abbildung kom-
plexer Systemzusammenhänge. Modelle bilden eine Abstraktion und Vereinfachung der 
Realität ab. Sie zeigen somit lediglich Aspekte des betrachteten Systems. Es ist notwendig 
die Modelle dahingehend zu prüfen, ob sie hinsichtlich der Situation und Problemstellung 
genügend aussagefähig sind [HFW+12, S. 41]. Nach PATZAK haben Modelle daher die 
folgenden Anforderungen zu erfüllen: Ein Modell muss empirisch richtig sein, d.h. eine 
entsprechenden Übereinstimmung mit der Realität besitzen. Es muss formal richtig sein, 
also widerspruchsfrei und formal einwandfrei. Ein Modell sollte dem Modellierungs-
zweck entsprechen, also produktiv sein. Zudem sollte es handhabbar und seine Erstel-
lung, Anwendung und Pflege nicht aufwendig sein. Die Anforderungen sind konfliktär. 
                                                 
41  Beim Systemdenken (engl. systems thinking) wird der Ansatz einer ganzheitlichen Betrachtungsweise, 
wie sie für Systeme notwendig ist, auf das Denken übertragen, um die Gedanken zu ordnen [Che81, 
S. 4]. 
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Es gilt also, einen Kompromiss zu schließen [Pat82, S. 309]. Hierbei unterstützt ein prag-
matischer Ansatz bei der Erstellung von Modellen unter den Fragestellungen für wen, 
wann und wozu das Modell gebildet wird [Sta73, S. 196], [Kai14, S. 8].  
Die durchgängige Beschreibung und Analyse von Systemen im Rahmen der Entwicklung 
erfolgt zunehmend modellbasiert. Es wird auch von modellbasiertem Systementwurf oder 
Model-Based System Design gesprochen. Modelle im Rahmen des Systementwurfs sind 
bspw. Anforderungsmodelle, Verhaltensmodelle oder CAD-Modelle [VDI2206, S. 46]. 
Kosten werden bspw. mit Hilfe von Kostengliederungsstrukturen (Cost Breakdown 
Structures) [Bla78, S. 192 u. S. 32f.] abgebildet. Ein Beispiel für die Abbildung von Nut-
zen ist das Modell der Kundenzufriedenheit nach KANO ET AL. (vgl. Abschnitt 2.5.3) 
[KST+84, S. 39ff.]. Jede Fachdisziplin verfügt über eigene Modelle zur Abbildung des 
zu entwickelnden Systems [VDI2206, S. 46].  
Im Model-Based Systems Engineering finden formalisierte Modelle in der Entwicklung 
zur Unterstützung der Anforderungsdefinition, des Designs sowie zur Analyse, Verifika-
tion und Validierung durchgängig Anwendung [Int07, S. 15f.]. Hierbei steht das System-
denken im Vordergrund. Mit Hilfe eines Systemmodells wird das zu entwickelnde Sys-
tem so beschrieben, dass es für alle beteiligten Fachdisziplinen verständlich ist [Kai14, 
S. 24]. KAISER liefert ein Rahmenwerk zur Modellierung des Systemmodells für mecha-
tronische Systeme, welches auch auf Intelligente Technische Systeme angewendet wer-
den kann [Kai14, 73ff.]. 
Modelle werden durch Modellierungssprachen beschrieben. Als Beispiel für eine eta-
blierte Modellierungssprache sei hier die SysML (Systems Modeling Language) genannt. 
Sie wurde von der OMG (Object Management Group) und der INCOSE basierend auf 
der UML 2.1 (Unified Modeling Language) entwickelt, welche aus der Softwaretechnik 
stammt [Wei06, S. 21f.].  
Zur interdisziplinären Beschreibung des zu entwickelnden Systems lassen sich konzeptu-
elle Modelle einsetzten. Ein konzeptuelles Modell ist ein Modell, welches ein abstrahier-
tes Abbild der Realität mittels einer konzeptuellen Modellierungssprache beschreibt. Die 
konzeptuelle Modellierungssprache wird durch eine abstrakte Syntax, die Semantik der 
Modellkonstrukte sowie die konkrete Syntax definiert. Die konkrete Syntax beinhaltet 
Anordnungsregeln der Modellkonstrukte sowie ihre konkrete Repräsentation in Form ei-
ner graphischen Notation. Die abstrakten Konstrukte einer Modellierungssprache, Regeln 
zu deren Kombination sowie zur Wohlgeformtheit der Sprache werden durch die abs-
trakte Syntax definiert. Die Bedeutung der Konstrukte sowie die durch ihre Kombination 
gebildeten Ausdrücke werden durch die Semantik festgelegt [Poh07, S. 279 u. S. 667 u. 
S. 702ff.]. Je nach Formalisierungsgrad der Syntax und Semantik der Modellierungsspra-
che wird zwischen formalen, semiformalen und informalen Sprachen unterschieden. Zur 
Beschreibung des Systemmodells wird bspw. eine semiformale Modellierungssprache 
bevorzugt, da diese die Kreativität der Entwickler nicht hemmt. Darüber hinaus ist die 
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Akzeptanz bei den Anwendern höher, da keine Barrieren für die freie und flexible Mo-
dellierung geschaffen werden, wie es bei formalen Sprachen der Fall ist [Kai14, S. 35]. 
Nichtsdestotrotz ist sicherzustellen, dass das Modell die relevanten Aspekte der Realität 
abbildet und so modelliert ist, dass es von allen an der Entwicklung beteiligten Diszipli-
nen gleichermaßen verstanden wird. Hierbei werden die Modellersteller durch die 
Grundsätze ordnungsmäßiger Modellierung nach BECKER ET AL. unterstützt: Grundsatz 
der Richtigkeit, Grundsatz der Relevanz, Grundsatz der Wirtschaftlichkeit, Grundsatz der 
Klarheit, Grundsatz der Vergleichbarkeit und Grundsatz des systematischen Aufbaus. 
Diese lehnen sich an die Grundsätze ordnungsmäßiger Buchführung an [BPV12, S. 32]. 
KAISER definiert in Anlehnung an diese Grundsätze drei Anforderungen an ein plausibles 
Modell, welches mit einer semiformalen Modellierungssprache beschrieben wird [Kai14, 
S. 43f.]: 
• Vergleichbarkeit: Durch die Definition der abzubildenden Elemente und Beziehun-
gen des Modells ist sicherzustellen, dass dieses von allen Fachdisziplinen gelesen und 
vergleichbar interpretiert werden kann. 
• Vollständigkeit: Es sind Annahmen zu treffen, die eine Aussage über die Vollstän-
digkeit des Modells ermöglichen. 
• Richtigkeit: Diese Anforderung zielt auf die Syntax und Semantik des Modells ab. 
Die Überprüfung der Syntax ist durch Bedingungen, als Teil der Definition der Ele-
mente und Beziehungen, im Modell zu ermöglichen. Die Richtigkeit der Semantik 
des Modells ist abhängig vom Kontext. Der Modellersteller ist bei der Bewertung der 
Syntax durch Hilfsmittel geeignet zu unterstützen. 
2.5.6 Entwicklungsmethodik für Intelligente Technische Systeme 
Für die Entwicklung Intelligenter Technischer Systeme bedarf es eines interdisziplinären 
Ansatzes, da an ihrer Entwicklung neben den Fachdisziplinen Mechanik, Elektrik/Elekt-
ronik, Regelungstechnik und Softwaretechnik auch Experten aus den Bereichen der hö-
heren Mathematik und der künstlichen Intelligenz beteiligt sind [DGI+14, S. 4f.]. Die 
Entwicklungsmethodik für Intelligente Technische Systeme liefert einen interdisziplinä-
ren Ansatz zur Entwicklung dieser Systeme. Das Vorgehen gliedert sich, wie in Bild 2-12 
gezeigt, auf der obersten Ebene in die Phasen disziplinübergreifende Konzipierung und 
disziplinspezifischen Entwurf und Ausarbeitung [GFD+09, S. 201ff.], [GV14a, S. 66f.], 
[GV14c, S. 25ff.]. 
Die Konzipierung bildet im Produktentstehungsprozess die Schnittstelle zwischen der 
strategischen Produktplanung und der Produktentwicklung (vgl. Abschnitt 2.1.1). Da die 
Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter Technischer 
Systeme dieser Phase zuzuordnen ist, wird auf diese im Folgenden detaillierter eingegan-
gen. Für eine Beschreibung des disziplinspezifischen Entwurfs und der Ausarbeitung sei 
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auf [KPS+14, S. 74ff.] verwiesen. Das Vorgehen wird durch verschiedene Methoden un-
terstützt, die unter anderem selbstoptimierungsspezifisch sind (vgl. [ADG+09], 
[DHK+09], [GRS14], [GRS+14]). 
 
Bild 2-12: Entwicklungsmethodik für Intelligente Technische Systeme [GSD+09, 
S. 266], [GV14a, S. 67] 
Spezifikationstechnik CONSENS 
Ziel der Konzipierung ist die Entwicklung der Prinziplösung des zu entwickelnden Intel-
ligenten Technischen Systems. Die Konzipierung wird durch die Spezifikationstechnik 
CONSENS (CONceptual design Specification technique for the ENgineering of complex 
Systems) zur Beschreibung der Prinziplösung unterstützt [Fra06, S. 79ff.], [GZD+08, 
S. 1278ff.], [GFD+09, S. 201ff.]. Sie bilden die Basis für die Kommunikation und Ko-
operation der Entwickler über den gesamten Entwicklungsprozess [GTV14, S. 806]. Die 
Beschreibung der Prinziplösung ist in Aspekte gegliedert. Die rechnerinterne Repräsen-
tation der Aspekte wird als Partialmodell bezeichnet. Wie Bild 2-13 zeigt, umfasst die 
Prinziplösung die acht Aspekte Umfeld, Anwendungsszenarien, Anforderungen, Funkti-
onen, Wirkstruktur, Gestalt, Verhalten und Zielsystem. Die Aspekte stehen zueinander in 
Beziehung und sollen ein konsistentes Ganzes ergeben. Die Prinziplösung wird daher als 
kohärentes System von Partialmodellen abgebildet. Die Aspekte und respektive die Par-
tialmodelle sind im Wechselspiel zu entwickeln, wenngleich es eine gewisse Reihenfolge 
gibt, welche durch den Konzipierungsprozess vorgegeben wird [ADG+09, S. 156f.]. Die 
Abbildung der Partialmodelle wird durch das dedizierte Softwarewerkzeug Mechatronic 
Modeller unterstützt [GLL12, S. 107ff.].   
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Bild 2-13: Partialmodelle zur Beschreibung der Prinziplösung [Fra06, S. 80], 
[ADG+09, S. 157] 
Disziplinübergreifende Konzipierung 
Der Konzipierungsprozess gliedert sich wie in Bild 2-14 dargestellt in die vier Phasen: 
Planen und Klären der Aufgabe, Konzipierung des Gesamtsystems, Konzipierung der 
Subsysteme und Konzeptintegration. Ziel ist die Prinziplösung des zu entwickelnden In-
telligenten Technischen Systems, welche die zuvor vorgestellten Aspekte umfasst.  
In der ersten Phase Planen und Klären der Aufgabe wird zunächst die Aufgabenstellung 
abstrahiert und analysiert, um den Kern der Entwicklungsaufgabe zu identifizieren. 
Hierzu wird das System zunächst als Blackbox betrachtet und im Umfeldmodell die Sys-
temgrenze festgelegt. Zudem bildet das Modell die Interaktion des Systems mit den Ele-
menten in seinem Umfeld ab. Anwendungsszenarien beschreiben verschiedene Situatio-
nen in denen sich das System befinden kann sowie das gewünschte Verhalten. Durch 
Anwendungsszenarien lassen sich die externen Ziele des Systems identifizieren. Ab-
schließend werden Anforderungen an das zu entwickelnde System abgeleitet [GFD+09, 
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Bild 2-14: Vorgehen bei der Konzipierung Intelligenter Technischer Systeme [ADG+09, 
S. 167] 
In der zweiten Phase Konzipierung auf Systemebene werden prinzipielle Lösungsvari-
anten erarbeitet. Auf Basis der Anforderungen werden hierzu Funktionen abgeleitet und 
als Funktionshierarchie abgebildet. Für die Teilfunktionen der Funktionshierarchie wer-
den Lösungsmuster bzw. -elemente identifiziert. Durch Kombination der Teillösungen 
im morphologischen Kasten werden Lösungsvarianten entwickelt. Die Lösungsvarianten 
werden bewertet und für die weitere Betrachtung ausgewählt. Dieser Auswahlprozess soll 
durch die Systematik zur wirtschaftlichkeitsorientierten Konzipierung unterstützt wer-
den. Für die ausgewählten Lösungsvarianten werden die Teillösungen in der Wirkstruktur 
durch Informations-, Stoff-, und Energiebeziehungen verknüpft. Die Wirkstruktur be-
schreibt den grundsätzlichen Aufbau des Systems sowie dessen prinzipielle Wirkungs-
weise. Gestaltbehaftete Elemente der Wirkstruktur werden im Partialmodell Gestalt ab-
gebildet. Zur Beschreibung des Systemverhaltens werden im Partialmodell Verhalten drei 
Arten von Modellen eingesetzt: Aktivitätsdiagramme, State Charts sowie Sequenzdia-
gramme [GFD+09, S. 218], [ADG+09, S. 168ff.]. Für die entwickelte Lösung werden im 
nächsten Schritt in Anlehnung an POOK in Konflikt stehende Ziele des Systems identifi-
ziert [Poo11, S. 81ff.]. Diese können entweder durch einen Kompromiss oder durch die 
Integration von kognitiven Funktionen und die Integration von Lösungsmustern der 
Selbstoptimierung nach DUMITRESCU gelöst werden [Dum11, S. 98ff.]. Wird der Einsatz 
von Selbstoptimierung gewählt, werden diese Ziele im Partialmodell Zielsystem abgebil-
det und die anderen Aspekte entsprechend ergänzt. Im letzten Schritt erfolgt die Modula-
risierung des Systems in Subsysteme in Anlehnung an STEFFEN [Ste07, S. 88ff.] sowie 
eine abschließende Bewertung der Lösung. Auch dieser Bewertungsschritt soll durch die 
zu entwickelnde Systematik unterstützt werden. Ergebnis der Phase ist die Prinziplösung 
auf Systemebene [GV14b, S. 70ff.].  
Die Konzipierung auf Subsystemebene erfolgt für die Subsysteme gemäß der Vorge-
hensweise zur vorangegangenen Konzipierung auf Gesamtsystemebene. Ergebnis dieser 
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In der letzten Phase der Konzeptintegration werden die Prinziplösungen auf Gesamt- 
und Subsystemebene integriert. Es erfolgt eine abschließende Analyse des Systems hin-
sichtlich Verlässlichkeit, System Dynamik und Wirtschaftlichkeit. Der Analyseprozess 
soll durch die Systematik zur wirtschaftlichkeitsorientierten Konzipierung ebenfalls un-
terstützt werden. Ergebnis der Phase ist das Systemmodell. Dieses dient als Grundlage 
für die nachfolgende Konkretisierung in den einzelnen Disziplinen Mechanik, Elektronik/ 
Elektrik, Regelungstechnik sowie Softwaretechnik [GV14b, S. 73f.]. 
2.6 Herausforderungen bei der wirtschaftlichkeitsorientierten  
Konzipierung  
Der Innovationssprung von mechatronischen hin zu Intelligenten Technischen Systemen 
ermöglicht Systeme, die in der Lage sind, sich kontinuierlich an sich ändernde Umfeld- 
und Kundenanforderungen anzupassen (vgl. Abschnitt 2.2). Intelligente Technische Sys-
teme lassen sich durch die Integration von Selbstoptimierung realisieren (vgl. Abschnitt 
2.3). Sie sind adaptiv, robust, vorausschauend sowie benutzungsfreundlich und weisen 
somit ein hohes Nutzen- sowie Kosteneinsparungspotential auf. Diese Potentiale zei-
gen sich insbesondere in ihrer Betriebsphase. Intelligente Technische Systeme bieten so-
mit die Möglichkeit einer Nutzeninnovation (vgl. Abschnitt 2.4). Im Rahmen der strate-
gischen Produktplanung werden die Nutzenpotentiale identifiziert und im Rahmen der 
Produktentwicklung in eine technische Lösung überführt (vgl. Abschnitt 2.1.1). Die 
Schnittstelle zwischen beiden Phasen bildet die Konzipierung, deren Ergebnis die prinzi-
pielle Lösung darstellt. Der Konzipierungsprozess sowie die Entwicklung von techni-
schen Systemen sind durch eine hohe Interdisziplinarität geprägt. Aus diesem Grund er-
folgt die Entwicklung zunehmend modellbasiert (vgl. Abschnitt 2.5.5). Die Prinziplösung 
legt bereits bis zu 60 Prozent der Kosten des Systems fest und beschreibt, wie die Nut-
zenpotentiale durch die Lösung gehoben und somit die Kundenbedürfnisse befriedigt 
werden. In der Konzipierung wird also der Grundstein für die Wirtschaftlichkeit des In-
telligenten Technischen Systems über den Produktlebenszyklus gelegt (vgl. Abschnitt 
2.5.1). Bei der Konzipierung nach dem Prinzip der Wirtschaftlichkeit ergeben sich die 
folgenden Herausforderungen: 
• Interdisziplinarität: An der Entwicklung Intelligenter Technischer Systeme sind die 
Disziplinen Mechanik, Regelungstechnik, Elektronik/Elektrik sowie Experten aus der 
höheren Mathematik und der künstlichen Intelligenz beteiligt [DGI+14, S. 4f.]. Es ist 
notwendig neben der technischen Expertise dieser Disziplinen auch Experten hinzu-
zuziehen, die einen Überblick über das Gesamtsystem sowie den Produktlebenszyk-
lus besitzen [BF11, S. 45]. Der Konzipierungsprozess sowie die Entwicklung von 
technischen Systemen sind durch eine hohe Interdisziplinarität geprägt. Vor dem Hin-
tergrund der Wirtschaftlichkeit ist die Integration der Marketing- und Vertriebsabtei-
lungen sowie des Rechnungswesens ratsam, um so den unmittelbaren und schnellen 
Austausch der häufig divergierenden Vorstellungen zu ermöglichen [HHB09, 
S. 82f.].  
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• Einheitliches Verständnis: Die beteiligten Disziplinen haben spezifische Modelle 
und Dokumente, welche ihre Sicht auf das zu entwickelnde System abbilden (vgl. 
Abschnitt 2.5.5). Es gilt, ein ganzheitliches Systemverständnis zu erzeugen, welches 
sich nicht nur auf das technische System bezieht, sondern auch die Entstehung von 
Kosten und Nutzen über dessen Lebenszyklus umfasst. Das Systemmodell ist somit 
um den Aspekt Wirtschaftlichkeit zu ergänzen.  
• Abhängigkeiten von Kosten, Nutzen und Wirtschaftlichkeit: Die Erfolgskette der 
Kundenorientierung (vgl. Abschnitt 2.5.3) zeigt, dass der Nutzen der Stakeholder 
nicht unabhängig voneinander betrachtet werden kann. Auch Kosten bedingen sich 
untereinander, so setzten sich bspw. die Lebenszykluskosten aus den Anschaffungs-, 
Betriebskosten usw. zusammen (vgl. Abschnitt 2.1.4). Auch Kosten und Nutzen las-
sen sich nicht unabhängig voneinander betrachten, so ergibt sich die Wirtschaftlich-
keit des Systems aus dem Verhältnis von Nutzen zu Kosten (vgl. Abschnitt 2.1.3) 
oder die Anschaffungskosten für das System setzen sich aus dem Zielgewinn und den 
Selbstkosten zusammen (vgl. Abschnitt 2.1.4, Bild 2-2). Dabei stellt der Zielgewinn 
einen Nutzen für das Unternehmen dar (vgl. Abschnitt 2.1.5, Bild 2-3). Diese Bezie-
hungen zwischen Kosten, Nutzen und der Wirtschaftlichkeit des Intelligenten Tech-
nischen Systems sind entsprechend im Wirtschaftlichkeitsmodell abzubilden. 
• Plausibilität: Für ein Modell, welches die Wirtschaftlichkeit des Intelligenten Tech-
nischen Systems abbildet, sollte ein konzeptuelles semiformales Modell eingesetzt 
werden, da dieses die Kreativität der Anwender nicht einschränkt und über eine hö-
here Akzeptanz verfügt. Es gilt jedoch sicherzustellen, dass die relevanten Aspekte 
der Realität so abgebildet und modelliert werden, dass sie von allen Disziplinen ver-
standen werden. Ein plausibles Wirtschaftlichkeitsmodell hat somit die Anforderun-
gen an Vergleichbarkeit, Vollständigkeit und Richtigkeit nach KAISER zu erfüllen 
(vgl. Abschnitt 2.5.5) [Kai14, S. 43f.]. 
Im Allgemeinen besteht die Produktentwicklung aus einem Problemlösungszyklus, wel-
cher in allen Phasen kontinuierlich durchgeführt wird. Er umfasst die drei Phasen: Syn-
these, Analyse und Auswahl (vgl. Abschnitt 2.5.4). Um die Entwicklung wirtschaftlicher 
Lösungsvarianten zu ermöglichen, sind die drei Phasen über den gesamten Konzipie-
rungsprozess methodisch zu unterstützen. Hierbei ergeben sich die folgenden Herausfor-
derungen: 
• Analyse und Bewertung der Lebenszykluskosten: Eine wirtschaftlichkeitsorien-
tierte Konzipierung hat die Identifikation und Analyse von Kosten, welche das Intel-
ligente Technische System über den Lebenszyklus verursacht, zu umfassen (vgl. Ab-
schnitte 2.1.4 und 2.5.2). Die identifizierten Kosten sind entsprechend im Wirtschaft-
lichkeitsmodell für die relevanten Stakeholder wie den Kunden oder das Unterneh-
men abzubilden. Darüber hinaus bedarf es geeigneter Analyse- und Bewertungsme-
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thoden der Kostenelemente für die frühe Phase. Im Rahmen der Konzipierung ist si-
cherzustellen, dass der im Geschäftsplan festgelegte Zielpreis und die daraus resultie-
renden Zielkosten durch die Lösung eingehalten werden (vgl. Abschnitt 2.1.1).  
• Analyse und Bewertung des Nutzens: Im Rahmen der strategischen Produktplanung 
werden Nutzenpotentiale sowie heutige und zukünftige Kundenbedürfnisse identifi-
ziert. Sie beschreiben den Zusatznutzen im Sinne einer Nutzeninnovation (vgl. Ab-
schnitt 2.4). Im Rahmen der Konzipierung ist sicherzustellen, dass die Prinziplösung 
diesen besonderen Nutzen für die Stakeholder entsprechend realisiert (vgl. Abschnitt 
2.1.5, Bild 2-3). Der Nutzen ist somit im Wirtschaftlichkeitsmodell abzubilden. Die 
Nutzenelemente sind sowohl hinsichtlich der Erwartungen des Kunden als auch der 
Umsetzung durch die Prinziplösung zu analysieren und zu bewerten (vgl. Abschnitt 
2.5.3). 
• Systemverhalten: Intelligente Technische Systeme sind hoch dynamisch und kom-
plex (vgl. Anhang A1). Sie sind in der Lage ihr Verhalten im Betrieb selbstständig an 
ihre Umgebung anzupassen. Es ist daher bei der Analyse dieser Systeme nicht ausrei-
chend, lediglich die einzelnen Elemente des Systems zu betrachten, vielmehr sind 
nach FUCHS-WEGENER auch deren Beziehungen und ihr Verhalten im Zeitverlauf zu 
berücksichtigen (vgl. Abschnitt 2.5.4). Gleiches gilt für die Kosten und den Nutzen 
dieser Systeme, welche sich nicht nur einzelnen Elementen des Systems zuordnen 
lassen, sondern auch durch das Systemverhalten bedingt werden (vgl. Abschnitte 
2.5.2 und 2.5.3). Die Analyse hinsichtlich der Wirtschaftlichkeit im Rahmen der Kon-
zipierung hat demnach auch für die Kosten und den Nutzen im Lebenszyklus das Sys-
temverhalten zu berücksichtigen. 
• Entscheidungsgrundlage: Basierend auf den Ergebnissen der Analyse und Bewer-
tung der Prinziplösung unter wirtschaftlichen Gesichtspunkten gilt es zu entscheiden, 
ob eine Weiterentwicklung der Lösungsalternative für das Unternehmen lohnenswert 
ist [HFW+12, S. 289]. Das Wirtschaftlichkeitsmodell soll daher eine Entscheidungs-
grundlage für das Management liefern. Auf dieser Grundlage soll entschieden wer-
den, ob die ausgewählte Lösung im disziplinspezifischen Entwurf und Ausarbeitung 
weiterentwickelt wird.  
• Entwicklungsrahmen: Für die weitere Entwicklung liefert die Prinziplösung die 
technischen Rahmenbedingungen. Das Wirtschaftlichkeitsmodell und die Ergebnisse 
der Analyse und Bewertung sollen entsprechend einen Rahmen für die weitere wirt-
schaftliche, disziplinspezifische Entwicklung liefern. 
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2.7 Anforderungen an die Systematik zur frühzeitigen  
Wirtschaftlichkeitsanalyse Intelligenter Technischer Systeme 
Um den in Abschnitt 2.6 zusammengefassten Herausforderungen bei der wirtschaftlich-
keitsorientierten Konzipierung Intelligenter Technischer Systeme zu begegnen, hat die zu 
entwickelnde Systematik die folgenden Anforderungen42 zu erfüllen. Diese werden aus 
den vorangegangenen Abschnitten 2.1 bis 2.6 abgeleitet. 
2.7.1 Übergeordnete Anforderungen 
Nachfolgend werden übergeordnete Anforderungen dargestellt, welche die gesamte Sys-
tematik betreffen: 
A1: Integraler Bestandteil der Konzipierung 
Die Konzipierung besteht in jeder Phase aus einem Wechselspiel von Synthese-, Analyse- 
und Auswahltätigkeiten [VDI2206, S. 27]. Um die Entwicklung einer wirtschaftlichen 
Lösungsvariante zu ermöglichen, sind diese Tätigkeiten durch die zu entwickelnde Sys-
tematik unter der Berücksichtigung der Wirtschaftlichkeit entsprechend zu unterstützten. 
Auf diese Weise soll sichergestellt werden, dass die Lösung die Nutzenpotentiale er-
schließt und die vorgegebenen Zielkosten einhält. Da der Konzipierungsprozess eine all-
gemeingültige Anwendbarkeit besitzt, ist für die zu entwickelnde Systematik ebenfalls 
die Allgemeingültigkeit sicherzustellen. 
A2: Entscheidungsgrundlage 
Im Rahmen der Konzipierung stehen die Entwickler sowie das Management vor der Ent-
scheidung, ob die Prinziplösung bzw. welche Lösungsalternative für die Weiterentwick-
lung durch das Unternehmen lohnenswert ist. Diese Entscheidung ist unter wirtschaftli-
chen Gesichtspunkten zu treffen. Die zu entwickelnde Systematik soll daher eine Ent-
scheidungsgrundlage für die Entwickler und das Management liefern, ob und wenn, wel-
che Lösungsvariante ausgewählt und weiterbetrachtet wird.  
A3: Rahmen für die wirtschaftliche, disziplinspezifische Entwicklung 
Für die weitere Entwicklung des Intelligenten Technischen Systems in den Fachdiszipli-
nen liefert die Prinziplösung die technischen Rahmenbedingungen. Dementsprechend 
soll die wirtschaftlichkeitsorientierte Konzipierung neben den technischen auch wirt-
schaftliche Vorgaben für die Entwicklung in den Fachdisziplinen liefern.   
                                                 
42  Eine erste Ermittlung von Anforderungen an die Bewertung von Kosten und Nutzen selbstoptimierender 
Systeme erfolgte bereits in [VG12].  
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2.7.2 Anforderungen an das Wirtschaftlichkeitsmodell 
Nachfolgend werden die Anforderungen dargestellt, welche sich auf die Abbildung der 
Wirtschaftlichkeit im Wirtschaftlichkeitsmodell beziehen: 
A4: Einheitliches Verständnis der Wirtschaftlichkeit 
Im Rahmen der Konzipierung ist neben dem einheitlichen Verständnis des technischen 
Systems auch ein einheitliches Verständnis für die Entstehung von Kosten und Nutzen 
des Systems im Lebenszyklus zu ermöglichen. Hierzu ist das Systemmodell in  
CONSENS um den Aspekt der Wirtschaftlichkeit zu ergänzen. Im Wirtschaftlichkeits-
modell werden relevanten Stakeholdern Kosten- und Nutzenelemente zugeordnet. Es bil-
det zudem die Abhängigkeiten zwischen Kosten, Nutzen und Wirtschaftlichkeit des In-
telligenten Technischen Systems mittels geeignete Beziehungen ab.  
A5: Plausibilität 
Das Wirtschaftlichkeitsmodell stellt ein Abbild der Realität dar. Es ist so zu modellieren, 
dass es von allen an der Entwicklung beteiligten Disziplinen gleichermaßen verstanden 
werden kann. Ein Modell ist plausibel, wenn es die Grundsätze Vergleichbarkeit, Voll-
ständigkeit und Richtigkeit erfüllt. Die Modellierungssprache für das Wirtschaftlichkeits-
modell hat somit neben der graphischen Notation, der abstrakten und konkreten Syntax 
auch Hilfsmittel bereitzustellen, welche die Modellierung unter Berücksichtigung dieser 
Grundsätze ermöglichen. 
2.7.3 Anforderungen an die Analyse der Wirtschaftlichkeit 
Die im Folgenden dargestellten Anforderungen sind im Rahmen der Analyse der Wirt-
schaftlichkeit im Konzipierungsprozess zu berücksichtigen: 
A6: Lebenszykluskostenanalyse 
Im Rahmen einer wirtschaftlichkeitsorientierten Konzipierung gilt es, die Lebenszyklus-
kosten, die durch die prinzipielle Lösung für das Intelligente Technische System verur-
sacht werden, zu analysieren. Die Kosten sind entsprechend im Wirtschaftlichkeitsmodell 
abzubilden und den relevanten Stakeholder zuzuordnen. Die Systematik hat geeignete 
Methoden zur Analyse und Bewertung der Kostenelemente im Wirtschaftlichkeitsmodell 
zur Verfügung zu stellen. Hierbei ist die Kostenstruktur zu berücksichtigen.   
A7: Kundenorientierte Analyse 
In der wirtschaftlichkeitsorientierten Konzipierung sollen die identifizierten Nutzenpo-
tentiale sowie heutige und zukünftige Kundenbedürfnisse durch eine prinzipielle techni-
sche Lösung realisiert werden. Aus der Erschließung der Nutzenpotentiale sowie der Be-
dürfnisbefriedigung entsteht Nutzen für die Stakeholder. Dieser Nutzen ist im Wirtschaft-
lichkeitsmodell abzubilden und den relevanten Stakeholder zuzuordnen. Die Systematik 
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hat geeignete Methoden zur Analyse und Bewertung der Nutzenelemente im Wirtschaft-
lichkeitsmodell zur Verfügung zu stellen.  
A8: Berücksichtigung der Abhängigkeiten der Elemente 
Bei der Analyse der Wirtschaftlichkeit auf Basis der Prinziplösung sind neben den Kos-
ten, dem Nutzen und der Wirtschaftlichkeit auch deren Abhängigkeiten untereinander zu 
analysieren und zu bewerten. Hierzu bedarf es eines geeigneten Vorgehens im Rahmen 
der zu entwickelnden Systematik.  
A9: Berücksichtigung des Systemverhaltens 
Intelligente Technische Systeme sind in der Lage ihr Verhalten im Betrieb selbstständig 
an ihre Umgebung anzupassen. Die resultierende Systemdynamik nimmt Einfluss auf die 
Kosten und den Nutzen des Systems. Eine statische Analyse der Wirtschaftlichkeit ist 
daher nicht ausreichend. Vielmehr ist für Kosten- und Nutzenelemente eines Intelligenten 
Technischen Systems, welche sich gemäß dem Systemverhalten im Zeitverlauf verän-
dern, eine Analyse und Bewertung der Wirtschaftlichkeit unter Berücksichtigung des 
Systemverhaltens und der -dynamik notwendig.
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3 Stand der Technik 
Ziel des Kapitels ist ein systematisch hergeleiteter Handlungsbedarf für die Entwicklung 
einer Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter Techni-
scher Systeme. Hierzu werden Methoden und Ansätze aus dem Stand der Technik vor 
dem Hintergrund der identifizierten Anforderungen aus Abschnitt 2.7 diskutiert.  
Wirtschaften heißt wählen (vgl. Abschnitt 2.1.3), die Entscheidung für eine Lösungsal-
ternative im Rahmen der Konzipierung erfolgt auf Basis der Bewertung von Kosten und 
Nutzen. Einen Überblick über Ansätze zur Bewertung von Lösungsalternativen gibt Ab-
schnitt 3.1. Um sicherzustellen, dass die technische Lösung den notwendigen Zusatznut-
zen für den Kunden liefert und so am Markt erfolgreich ist, bedarf es einer kontinuierli-
chen Kundenorientierung im Produktentstehungsprozess. Ansätze zur Sicherstellung der 
Kundenorientierung werden in Abschnitt 3.2 beschrieben. Eine Nutzeninnovation kann 
nur realisiert werden, wenn neben dem Zusatznuten auch eine Kostensenkung erfolgt. 
Ansätze zum Kostenmanagement in der Produktentwicklung werden in Abschnitt 3.3 
vorgestellt. Da es sich bei den betrachteten Systemen um Intelligente Technische Systeme 
handelt, gilt es, bei ihrer Analyse bereits im Rahmen der Konzipierung das Systemver-
halten zu berücksichtigen. Ansätze zur Abbildung des Systemverhaltens werden in Ab-
schnitt 3.4 diskutiert. Ein Abgleich der Anforderungen aus Abschnitt 2.7 mit dem Stand 
der Technik ermöglicht die Ableitung des Handlungsbedarfs in Abschnitt 3.5.  
3.1 Ansätze zur Bewertung von Lösungsalternativen in der Produkt-
entwicklung 
Zur systematischen Durchführung der im Laufe der Entwicklung erforderlichen Bewer-
tungen liefert der Stand der Technik verschiedene Bewertungsansätze. Für den Einsatz in 
der frühen Phase bieten sich insbesondere die Nutzwertanalyse und verwandte Ansätze 
(vgl. Abschnitt 3.1.1) sowie die technisch-wirtschaftliche Bewertung an (vgl. Abschnitt 
3.1.2).  
3.1.1 Nutzwertanalyse und verwandte Ansätze 
Die durch ZANGEMEISTER im Jahr 1970 vorgestellte Nutzwertanalyse ermöglicht die 
Analyse und Bewertung komplexer Handlungsalternativen mit einer Vielzahl von Bewer-
tungskriterien (vgl. u.a. [Zan73]) [PBF+13, S. 390]. Sie stellt somit eine Planungsmetho-
dik zur systematischen Entscheidungsvorbereitung unter reinen nicht monetär bewertba-
ren Nutzenkriterien dar [Sch74, S. 3], [Pat82, S. 279]. Die Nutzwertanalyse umfasst die 
folgenden vier Schritte [Pat82, S. 298]: 
Auswahl und Gewichtung der Bewertungskriterien: In dieser Phase wird das Zielsys-
tem systematisch aufgestellt. Hierzu wird zunächst der Bewertungsraum festgelegt sowie 
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Kriterien definiert, welche nicht zulässige Alternativen im Vorfeld aussortieren. Das Ge-
samtziel wird in disjunkte Teilziele unterteilt und gewichtet [Pat82, S. 297]. Zur Gewich-
tung kann ein paarweiser Vergleich eingesetzt werden [PBF+13, S. 395]. Es wird zwi-
schen Knotengewichten gk (Anteil am übergeordneten Teilziel) und Stufengewichten gs 
(Anteil am Gesamtziel) unterschieden. Auf jeder Hierarchieeben ergeben die Gewichtun-
gen einen Gesamtwert von eins [PBF+13, S. 391]. Ergebnis ist das in Bild 3-1 dargestellte 
Zielsystem. 
 
Bild 3-1: Struktur eines gewichteten Zielsystems in Anlehnung an [PBF+13, S. 391] 
Vorhersage der Leistungen der Alternativen je Bewertungskriterium: In einer Nutz-
wertmatrix werden den jeweiligen Bewertungskriterien, die durch die Analyse der Alter-
nativen ermittelten Eigenschaftsgrößen zugeordnet. Hierbei kann es sich um einen Kenn-
wert oder verbale, möglichst konkrete Aussagen handeln [PBF+13, S. 391f.], [Pat82, 
S. 299].  
Bewertung der einzelnen Zielerträge je Bewertungskriterium: Auf Basis der Nutz-
wertmatrix lassen sich Wertungszahlen für die einzelnen Zielerträge je Bewertungskrite-
rium ermitteln. Die Bewertungsskala und der -maßstab reichen von null (unbrauchbare 
Lösung) bis zehn (ideale Lösung) [PBF+13, S. 392], [Pat82, S. 299f.]. Es gilt zu beachten, 
dass die Nutzenbewertung hierbei subjektiv und vom Bewertenden abhängig ist [Zan73, 
S. 50f.]. 
Nutzwertrangfolge ermitteln: Anhand der Nutzenbewertung der letzten Phase sowie 
der Zielgewichtungen der Bewertungskriterien werden die Zielwerte synthetisiert. An-
hand des Gesamtnutzwerts wird der Vergleich der Alternativen ermöglicht und es kann 
eine Nutzwertrangfolge ermittelt werden. Auf ihrer Basis lässt sich eine Lösungsalterna-
tive auswählen [PBF+13, S. 392], [Pat82, S. 301f.].  
Darüber hinaus kann zur Berücksichtigung von Ungewissheit bei der Bewertung eine 
Sensitivitätsanalyse43 der Ergebnisse durchgeführt werden [Pat82, S. 303]. 
                                                 
43  Mit Hilfe der Sensitivitätsanalyse kann die Empfindlichkeit des Outputs in Abhängigkeit von bestimm-
ten Parameterveränderungen identifiziert werden [KFG02, S. 42]. 
Z1: Gesamtziel
gk: 1 gs: 1
Z11: Teilziel 1
gk: 0,55 gs: 0,55
Z12: Teilziel 2
gk: 0,45 gs: 0,45
Z121: Teilziel 2.1
gk: 0,4 gs: 0,18
Z122: Teilziel 2.2
gk: 0,6 gs: 0,27
Z111: Teilziel 1.1
gk: 0,6 gs: 0,33
Z112: Teilziel 1.2
gk: 0,4 gs: 0,22
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In der klassischen Nutzwertanalyse werden keine Kosten berücksichtigt [Pat82, S. 303]. 
Die Nutzwert-Kosten-Analyse ergänzt die Nutzwertanalyse (nicht monetär) um eine 
Kostenbetrachtung (monetär). RINZA und SCHMITZ nutzen hierzu eine Aufwandsanalyse 
welche sowohl monetäre (Kosten) als auch nicht monetäre (Aufwandswert) Bewertungs-
kriterien berücksichtigt [RS92, S. 124f.]. Die Nutzwert-Kosten-Analyse umfasst somit 
neben den oben beschriebenen vier Phasen zwei weitere Phasen: 
Analyse der Kosten: In dieser Phase werden zunächst die zu berücksichtigenden Kosten 
definiert und in einer Kostenstruktur abgebildet (vgl. Abschnitt 3.3.5). Die Ermittlung der 
Kosten erfolgt mit Hilfe geeigneter Kalkulationsverfahren (vgl. u.a. [Zir10, S. 54f.]). Auf 
Basis der Teilbewertungen wird ein Gesamtkostenwert berechnet. Abschließend erfolgen 
eine Sensitivitätsanalyse und die Darstellung der Ergebnisse [RS92, S. 126ff.].  
Analyse der Aufwandswerte: Nicht monetär bewertbare Aufwände werden in Anleh-
nung an die Nutzwertanalyse bewertet. Hierzu wird zunächst eine Aufwandsstruktur er-
stellt und die einzelnen Aufwände gewichtet. Die Bewertung der Aufwände erfolgt an-
hand eines Vergleichs der Alternativen mittels einer Bewertungsskala und eines -maß-
stabs für den Aufwandswert von eins (sehr viel höher) bis fünf (sehr viel geringer). Die 
Aufwandswerte werden gewichtet und zu einem Gesamtwert aggregiert. Abschließend 
erfolgt ebenfalls eine Sensitivitätsanalyse der Ergebnisse [RS92, S. 142ff.].     
Die Auswahl einer Alternative erfolgt im Rahmen der Nutzwert-Kosten-Analyse neben 
der Nutzwertrangfolge auch auf Basis der Kosten- und Aufwandswertrangfolge [RS92, 
S. 145ff.]. 
Wird bei der Analyse der Nutzwert (nicht monetär) dem Aufwandswert (nicht monetär) 
einer Alternative gegenübergestellt, so wird von einer Nützlichkeitsanalyse bzw. Auf-
wandswert-Nutzwert-Analyse gesprochen [Pat82, S. 279]. Die Kosten-Nutzen-Ana-
lyse hingegen stellt eine absolute Bewertung von Projekten meist aus dem öffentlichen 
Bereich auf Basis monetär bewertbarer Kriterien. Ziel ist die Maximierung des „Wohl-
stands für die Gesellschaft“ [Pat82, S. 280], [Sch73, S. 280], [Mis75, S. 9]. 
Bewertung 
Die klassische Nutzwertanalyse unterstützt die Entwickler bei der Bewertung komplexer 
Handlungsalternativen mittels nicht monetär bewertbarer Kriterien zur Bewertung des 
Nutzens. Ihre Weiterentwicklungen berücksichtigen zudem die Kosten. Hierbei liegt der 
Fokus auf den Selbstkosten des Systems. Im Rahmen der Konzipierung können die Me-
thoden bei der Analyse und Bewertung von Lösungsalternativen unterstützen und liefern 
somit eine Entscheidungsgrundlage. Direkte Abhängigkeiten zwischen Kosten und Nut-
zen sowie das Systemverhalten werden nicht berücksichtigt. 
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3.1.2 Technisch-wirtschaftliche Bewertung 
Die technisch-wirtschaftliche Bewertung wird in der VDI-Richtlinie 2225 detailliert be-
schrieben und geht auf KESSELRING zurück [VDI2225-3, S. 2]. Einsatz findet die Bewer-
tungsmethode zum Abschluss der Konzeptphase [PBF+13, S. 392]. Die Bewertung er-
folgt wie in Bild 3-2 dargestellt in drei Phasen.  
Technische Bewertung: Im ersten Schritt werden die Mindestanforderung und Wünsche 
aus der Anforderungsliste sowie die technischen Eigenschaften der konstruktiven Lösun-
gen gesammelt. Darauf aufbauend werden die Bewertungsmerkmale ermittelt und mit 
Mitarbeitern und Kunden diskutiert. Die ausgewählten Merkmale werden dokumentiert 
und bewertet. Die Bewertung erfolgt über eine Punktbewertung von null (unbefriedigend) 
bis vier (ideal). Bezugsgröße ist dabei ein Produkt, welches die technische Ideallösung 
darstellt. Auf Basis der Bewertung können technische Schwachstellen identifiziert 
(Punktbewertung von 0 bis 2). Abschließend wird die technische Wertigkeit berechnet 
[VDI2225-3, S. 4ff.].  
  
Bild 3-2: Vorgehen bei der technisch-wirtschaftlichen Bewertung nach der VDI-Richt-
linie 2225 [VDI225-3, S. 6] 
Wirtschaftliche Bewertung: Neben der Forderung nach geringen Herstellkosten können 
auch Forderungen bspw. nach Gewichtsreduktion des Produkts gestellt werden. Diese 
werden separat aufgeführt und bewertet. Für die wirtschaftliche Bewertung werden zu-
nächst die Materialkosten abgeschätzt und Kostenschwerpunkte gekennzeichnet. Im 
nächsten Schritt werden die Herstellkosten abgeschätzt. Diese werden mit den idealen 
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den am Markt geforderten Preisen für Vergleichsprodukte. Abschließend wird die wirt-
schaftliche Wertigkeit berechnet [VDI2225-3, S. 5f.].  
Steuerung der konstruktiven Entwicklung: Die technische Wertigkeit wird auf der 
Abszisse und die wirtschaftliche Wertigkeit auf der Ordinate des S-Diagramms abgebil-
det. Aus dem Diagramm lässt sich der jeweilige technisch-wirtschaftliche Wert der kon-
struktiven Lösung ablesen. Hierbei ist eine ausgeglichene Wertigkeit anzustreben 
[VDI2225-3, S. 6].  
Bewertung 
Die technisch-wirtschaftliche Bewertung erfolgt im Rahmen des disziplinspezifischen 
Entwurfs insbesondere für die konstruktiven Lösungen. Die Methode liefert eine Ent-
scheidungsgrundlage für die wirtschaftlichste Lösung und gibt Vorgaben zur Verbesse-
rung im Rahmen der weiteren Entwicklung. In die Bewertung fließen die Herstellkosten 
sowie die Anforderungserfüllung der Lösung ein. Im S-Diagramm werden beide Wertig-
keiten gegenübergestellt und somit die wirtschaftlichste Lösung ermittelt. Das Verhalten 
und die Dynamik des Systems fließen nicht in die Bewertung ein. 
3.2 Ansätze zur Kundenorientierung im Produktentstehungspro-
zess 
Ausgangspunkt der Erfolgskette der Kundenorientierung sind heutige sowie zukünftige 
Kundenbedürfnisse bzw. -anforderungen, welche im Rahmen der Potentialfindung bspw. 
durch Methoden der qualitativen Marktforschung (vgl. u.a. [Sto10, S. 23ff.]), Delphi-
Studien [GP14, S. 88f.], Trendanalysen44, die Szenario-Technik [GP14, S. 44ff.], Erfolgs-
faktoren-Analysen [GP14, S. 139f.] usw. ermittelt werden können. Beispielhaft wird die 
Ermittlung von Nutzenpotentialen45 nach PÜMPIN auf Basis einer Trendanalyse in Ab-
schnitt 3.2.1 vorgestellt. Zur Ermittlung der Kundenpräferenzen von Attributen des Sys-
tems kann die Conjoint-Analyse aus Abschnitt 3.2.2 eingesetzt werden. Auf Basis der 
Bewertung der Attribute kann die Kundenzufriedenheit wie in Abschnitt 3.2.3 dargestellt 
ermittelt werden. Diese beeinflusst den Wert des Unternehmens, die Zusammenhänge 
werden in Abschnitt 3.2.4 diskutiert. 
                                                 
44  Eine mögliche zukünftige Entwicklung wird als Trend bezeichnet, wenn sie eine hohe Eintrittswahr-
scheinlichkeit sowie Auswirkung auf die Geschäftstätigkeit aufweist [Hor98, S. 7f.], [GP14, S. 91]. 
Methoden zur Trendanalyse liefern u.a. [GP14, S. 90ff.], [HHS+07, S. 64ff.], [Pil07, S. 138ff.], [FS06, 
S. 127ff.] und [KH99, S. 55ff.]. 
45  BURGER nutzt die Nutzenpotentiale bspw. zur Bewertung des Nutzens beim Nachweis der Wirtschaft-
lichkeit von Investitionen in der rechnerintegrierten Produktion [Bur97, S. 94ff.]. 
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3.2.1 Nutzenpotentiale nach PÜMPIN  
Im Mittelpunkt des Dynamik-Prinzips nach PÜMPIN steht die Steigerung des Nutzens für 
die Stakeholder einer Unternehmung [Püm92, S. 31]. Die Entfaltung der Dynamik erfolgt 
insbesondere durch die Ausschöpfung attraktiver Nutzenpotentiale [Püm92, S. 37]. Nut-
zenpotentiale sind eine in der Umwelt, im Markt oder im Unternehmen latent oder effek-
tiv vorhandene Konstellation [Püm92, S. 49f.]. Sie lassen sich durch Aktivitäten des Un-
ternehmens erschließen und stiften Nutzen für die Stakeholder und das Unternehmen 
[Püm92, S. 50]. Veränderungen in der Umwelt lassen sich u.a. durch Trends beschreiben 
[Hor98, S. 7f.]. Aus den identifizierten Trends lassen sich die Nutzenpotentiale für die 
Unternehmung ableiten [Püm92, S. 58]. Sie können entweder außerhalb oder innerhalb 
des betrachteten Unternehmens liegen. Es wird daher zwischen externen und internen 
Nutzenpotentialen unterschieden (vgl. Bild 3-3). Der Lebenszyklus der Nutzenpotentiale 
lässt sich in die vier Phasen Entstehung, Wachstum, Reife und Niedergang unterteilen 
[Püm92, S. 60ff.]. 
 
Bild 3-3: Externe und interne Nutzenpotentiale und ihr Lebenszyklus nach PÜMPIN 
[Püm92, S. 62 u. S. 98] 
1) Entstehungsphase: Der Trend ist noch nicht vollständig eingetreten und das Unter-
nehmen hat noch nicht die nötige Erfahrung zur Erschließung des Nutzenpotentials. 
Die Folge: Ausschöpfung des Nutzenpotentials führt zu geringem Geschäftsvolumen. 
2) Wachstumsphase: Trend und Erfahrung des Unternehmens sind ausreichend ausge-
bildet, um das Nutzenpotential nutzenstiftend zu erschließen. Besonderheit: Zunahme 
des Geschäftsvolumens mit jeder Transaktion. 
3) Reifephase: Verschiedene Faktoren können zu einem Abfall der Geschäftstätigkeiten 
führen, bspw. neue Entwicklungen in der Umwelt. 
4) Niedergangsphase: Für marktbezogene Nutzenpotentiale kann ein Rückgang der 
Nachfrage zum Niedergang führen. 
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Ein Unternehmen sollte somit attraktive Nutzenpotentiale zu Beginn der Wachstums-
phase durch neuartige Geschäftstätigkeiten erschließen [Püm92, S. 102]. 
Bewertung 
Die Ermittlung von Nutzenpotentialen nach PÜMPIN liefert einen Ansatz zur Ermittlung 
von zukünftigen Potentialen, welche durch die technische Lösung erschlossen, Nutzen 
für den Kunden und das Unternehmen stiften. Es liefert somit die Grundlage für die Kun-
denorientierung im Rahmen der Konzipierung.  
3.2.2 Conjoint-Analyse 
Die Conjoint-Analyse gehört zu den multivariaten Analyseverfahren, welches die Ana-
lyse des Nutzens einzelner Produktattribute für den Kunden fokussiert. Die Analyse er-
möglicht eine Aussage über den Anteil den ein Attribut am Gesamtnutzen des Produkts 
besitzt. Sie wird bspw. im Rahmen der Zielpreisfindung im Target Costing (vgl. Ab-
schnitt 3.3.1) eingesetzt. Voraussetzung für die Befragung ist ein konkretes Produktkon-
zept [BEP+11, S. 459], [Hom12, S. 405f.]. Die Analyse umfasst die in Bild 3-4 darge-
stellten Analyseschritte. 
Erstellung des Erhebungsdesigns: Im ersten Schritt wird das Produkt analysiert und die 
Eigenschaften ermittelt, welche präferenzrelevant, beeinflussbar und unabhängig vonei-
nander sind. Für diese Eigenschaften, wie bspw. Preis oder Verpackung, werden mögli-
che Ausprägungen ermittelt. Diese müssen in einer kompensatorischen Beziehung zuei-
nander stehen, dürfen nicht als Ausschlusskriterien dienen und sollten zudem nur eine 
begrenzte Anzahl umfassen. Durch Kombination der Eigenschaftsausprägungen mittels 
der Profilmethode oder der Zwei-Faktoren-Methode ergeben sich Stimuli, welche das 
vollständige Erhebungsdesign beschreiben. Zur besseren Handhabbarkeit wird eine 
zweckmäßige Teilmenge aus den Stimuli ausgewählt. Ergebnis ist das reduzierte Erhe-
bungsdesign [BEP+11, S. 462ff.]. 
Durchführung der Erhebung: Mittels des Erhebungsdesigns erfolgt die Bewertung der 
Eigenschaftskombinationen durch die Auskunftspersonen. Hierbei erfolgt bspw. eine 
Rangreihung der Stimuli nach ihrer Wichtigkeit [BEP+11, S. 468f.].  
Ermittlung der Nutzwerte: Basierend auf den empirisch ermittelten Rangdaten wird 
mittels der Conjoint-Analyse für jede Eigenschaft der Teilnutzenwert ermittelt. Darauf 
aufbauend wird der metrische Gesamtnutzenwert für alle Stimuli sowie die relative Wich-
tigkeit der einzelnen Eigenschaften berechnet. Ergebnis sind die Nutzenwerte einzelner 
Auskunftspersonen. Um eine umfassende Aussage treffen zu können, werden die ermit-
telten Nutzwerte aggregiert [BEP+11, S. 469ff.].  
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Bild 3-4: Vorgehen bei der Conjoint-Analyse in Anlehnung an [BEP+11, S. 462ff.] 
Im Rahmen des Spitzenclusters it’s OWL wurde ein toolunterstütztes Verfahren zur früh-
zeitigen Akzeptanzmessung Intelligenter Technischer Systeme entwickelt, welches auf 
der Limit-Conjoint-Analyse aufbaut. Die Stimuli werden hierbei durch virtuelle Prototy-
pen, im sogenannten Marktlab, abgebildet [BJ12-ol, S. 5ff.], [Bun14, S. 128f.]. 
Bewertung  
Bei der Conjoint-Analyse handelt es sich um ein vergleichsweise aufwendiges Verfahren 
[Bri10, S. 118]. Sie eignet sich zur Ermittlung von Kundenpräferenzen und Nutzwerten 
einzelner Produkteigenschaften für bestehende Produktkonzepte. Mit Hilfe des Marktlabs 
kann auf Basis virtueller Prototypen ein Verständnis für das Produkt bei den Befragten 
geschaffen werden. Es wird somit eine Entscheidungsgrundlage für eine Lösung auf Basis 
der Kundenpräferenzen ermöglicht und ein Rahmen für die Entwicklung gegeben, da die 
Conjoint-Analyse zudem zur Zielpreisfindung eingesetzt werden kann. 
3.2.3 Ansätze zur Bewertung von Kundenzufriedenheit 
Der Ansatz von KANO ET AL. zur Bewertung der Kundenzufriedenheit46 ist in der Praxis 
weit verbreitet [BKR+07, S. 880]. Aufbauend auf den Kundenbedürfnissen werden Pro-
duktattribute formuliert und als Begeisterungs-, Leistungs- oder Basisattribute klassifi-
ziert [KST+84, S. 39ff.], [Bri10, S. 44]. Während bei KANO ET AL. die Abhängigkeit der 
Funktionalität des Produkts und der Kundenzufriedenheit betrachtet wird, findet in der 
                                                 
46  Im Rahmen der vorliegenden Arbeit wird dem Mehr-Faktoren-Modell der Kundenzufriedenheit gefolgt. 
Die Literatur bietet eine Vielzahl von Theorien und Konzepten zur Entstehung von Kundenzufrieden-
heit. Für einen Überblick über diese sei auf [HS08, S. 23ff.], [MB09, S. 269ff.] und [MSS09, S. 321f.] 
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Zufriedenheitsforschung die Erwartungserfüllung Berücksichtigung [KH98, S. 267ff.], 
[HS08, S. 32f.], [BKR+07, S. 881]. Die Kundenzufriedenheit resultiert nach dem Confir-
mation/Disconfirmation-Paradigma aus einem Vergleichsprozesses zwischen der vor 
dem Kauf eines Produkts erwarteten und der durch den Kunden wahrgenommenen Leis-
tung; also dem erwarteten und erlebten Nutzen eines Attributs47 (vgl. Abschnitt 2.5.3). 
Diesem Verständnis wird im Rahmen dieser Arbeit gefolgt.   
Bild 3-5 zeigt die Einordnung der Attributsklassen in das Kano-Diagramm. Die Erwar-
tung des Kunden wird auf der Abszisse und die Kundenzufriedenheit auf der Ordinate 
aufgetragen. Für die drei Klassen ergeben sich unterschiedliche Abhängigkeiten zwischen 
Erwartungserfüllung und Kundenzufriedenheit [KST+84, S. 39ff.], [BKR+07, S. 882]. 
 
Bild 3-5: Kano-Modell in Anlehnung an [KST+84, S. 39ff.], [Sau00, S. 28] 
• Begeisterungsattribute: Diese Attribute werden vom Kunden nicht explizit nachge-
fragt. Sie sind meist so innovativ, dass der Kunden noch keine Erwartung gebildet 
hat. Die Kundenzufriedenheit steigt für Begeisterungsattribute überproportional an 
und sinkt nicht unter das Konfirmationsniveau. Ein Beispiel ist die Integration eines 
aktiven Parkassistenten in ein Automobil. 
• Leistungsattribute: Der Kunde verlangt Leistungsattribute explizit. Die Kundenzu-
friedenheit steigt und fällt proportional zum Erfüllungsgrad seiner Erwartungen, wenn 
diese übertroffen bzw. nicht erfüllt werden. Elektrische Fensterheber können beim 
Automobil der Klasse der Leistungsattribute zugeordnet werden. 
• Basisattribute: Es handelt sich hierbei um Attribute, deren Erfüllung vom Kunden 
als selbstverständlich vorausgesetzt wird. Meist sind diese Attribute dem Kunden nur 
unterbewusst bekannt. Die Kundenzufriedenheit fällt überproportional stark, wenn 
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Basisattribute, wie der Fahrerairbag im Automobil, nicht erfüllt werden. Eine Über-
erfüllung von Basisattributen hat hingegen keine Steigerung der Kundenzufriedenheit 
zur Folge, sie bleibt auf Konfirmationsniveau. 
Bei der Einordnung eines Attributs48 in eine Klasse ist zu beachten, dass diese durch ver-
schiede, in sich homogene Kundensegmente unterschiedlich erfolgen kann [BKR+07, 
S. 884]. Auch eine Veränderung über den Zeitverlauf ist zu berücksichtigen [HS08, 
S. 27ff.]. Zudem setzt sich die Kundenzufriedenheit insgesamt aus den Teilbewertungen 
der Attribute durch den Kunden zusammen. Die Folge: Der Kunde kann mit einzelnen 
Attributen des Produkts (un-)zufrieden sein und trotzdem ein positives Gesamturteil tref-
fen [KST+84, S. 39ff.]. 
Beim Modell nach KANO ET AL. handelt es sich um eine graphische und rein qualitative 
Darstellung [BKR+07, S. 883]. Zur Anwendung der Methode im Rahmen der vorliegen-
den Arbeit bedarf es einer Quantifizierung der Kundenzufriedenheit49 wie sie BUHL ET 
AL. liefern. Basierend auf dem Stand der Technik und den daraus resultierenden Neben-
bedingungen haben sie Funktionen für die Entwicklung der Kundenzufriedenheit inner-
halb der drei Attributsklassen abgeleitet. Mit diesen lässt sich in Abhängigkeit vom Wert 
für die Erfüllung der Kundenerwartungen die Kundenzufriedenheit berechnen [BKR+07, 
S. 883ff.]. Nach DESCHAMPS ET AL. lässt sich auf Basis des Konzepts Image/Wert/Zufrie-
denheit und dem Kano-Modell ein aussagekräftiges Modell der Kundenpräferenzen er-
stellen [DNL96, S. 91].    
Bewertung  
Der Ansatz nach KANO ET AL. ermöglicht die Ermittlung der Kundenzufriedenheit und 
bietet ein Modell, welches die Kundenpräferenzen abbildet. Es liefert somit Vorgaben für 
die Entwicklung hinsichtlich der kundenorientierten Ausgestaltung des Systems. Durch 
die graphische Darstellung wird das Verständnis für den Nutzen bei den Entwicklern ge-
fördert und eine Entscheidungsgrundlage basierend auf dem Nutzen bereitgestellt. Die 
Kosten über den Lebenszyklus werden nicht in die Entscheidung einbezogen.  
 
                                                 
48  Für die Identifikation der Basis-, Leistungs- und Begeisterungsattribute werden in der Literatur ver-
schiedene Ansätze vorgeschlagen (vgl. [MSS09, S. 324ff.]). Nach KANO ET AL. erfolgt die Einordnung 
bspw. anhand eines Fragebogens [KST+84, S. 39ff.]. 
49  In der einschlägigen Literatur werden verschiedene Verfahren zu Messung der Kundenzufriedenheit 
vorgeschlagen (vgl. [Beu08, S. 126ff.]). Die Befragung der Kunden erfolgt hierbei durch Methoden der 
qualitativen Marktforschung. Da sich die vorliegende Arbeit auf die frühe Phase des Produktentste-
hungsprozesses fokussiert, ist eine direkte Einbindung des Kunden in den Konzipierungsprozess insbe-
sondere bei radikalen Innovationen häufig nicht sinnvoll (vgl. [KN12, S. 8f.]). Aus diesem Grund wird 
auf das vorgestellte mathematische Erklärungsmodell der Kundenzufriedenheit zurückgegriffen.   
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3.2.4 Einfluss der Kundenzufriedenheit auf den Unternehmenswert 
Wie in Abschnitt 2.5.3 aufgezeigt wird ein Zusammenhang zwischen der Steigerung der 
Kundenzufriedenheit und dem Unternehmenswert postuliert. Dieser Zusammenhang 
wird im Folgenden genauer betrachtet. In der einschlägigen Literatur50 wird der Einfluss 
der Kundenzufriedenheit auf verschiedene Aspekte diskutiert und in empirischen Studien 
nachgewiesen. HOMBURG und BUCERIUS fassen diese zur Wirkungskette der Kundenzu-
friedenheit zusammen [HB08, S. 65]. MATZLER und STAHL konkretisieren diese Wir-
kungskette weiter und geben einen guten Überblick über die Einflussfaktoren [MS00, 
S. 631].  
Wie Bild 3-6 zeigt, beeinflusst die Kundenzufriedenheit auf der ersten Stufe die Kunden-
loyalität positiv [HB08, S. 57]. Die Kundenloyalität kann durch die Faktoren Wiederkauf, 
Cross-Selling, niedrige Preissensibilität sowie positive Mundwerbung ausgedrückt wer-
den. Loyale Kunden werden die Produkte des Unternehmens erneut nachfragen; die Wie-
derkaufrate wird also erhöht. Durch eine höhere Wiederkaufrate werden auf der zweiten 
Stufe Akquisitions- und Beziehungskosten gesenkt.  
 
Bild 3-6: Wirkungskette der Kundenzufriedenheit [HB08, S. 65] und Wirkung der Kun-
denzufriedenheit auf die Treiber des Unternehmenswerts [MS00, S. 631]  
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Diese Reduktion der Kosten wirkt sich auf der nächsten Stufe wiederum positiv auf den 
Cash-Flow des Unternehmens aus. Der Erfolg des Unternehmens am Markt steigt. Das 
Ergebnis: Der wirtschaftliche Erfolg des Unternehmens wird gesteigert und somit auch 
der Unternehmenswert [HB08, S. 56ff.], [MS00, S. 630ff.], [MSH09, S. 7ff.].  
Es besteht somit ein Zusammenhang zwischen Kundenzufriedenheit und dem Unterneh-
menswert. MATZLER und STAHL postulieren auf Basis von empirischen Untersuchungen 
einen nicht linearen, sattelförmigen Zusammenhang. Die Stärke des Zusammenhangs ist 
dabei abhängig von der Wettbewerbsintensität und weiteren Faktoren. Wie Bild 3-7 zeigt, 
können vier Zonen unterschieden werden. Innerhalb der Indifferenzzone führt der Ver-
gleich zwischen erwartetem und erlebtem Nutzen zur Konformität beim Kunden. Unter-
halb dieser Zone ist der Kunde unzufrieden. Mögliche Folge: Der Kunde kauft das Pro-
dukt der Konkurrenz, der Unternehmenswert sinkt. Enttäuschte Kunden haben also einen 
negativen Einfluss auf den Unternehmenswert. Wird der Kunde von der Leistung des 
Produkts überrascht, steigt seine Loyalität zum Unternehmen. Er wird seine positiven 
Erfahrungen weitererzählen. Begeisterte Kunden üben einen positiven Einfluss auf den 
Unternehmenswert aus. Oberhalb der Zone der Begeisterung befindet sich die Zone der 
Übertreibung. Ab einem gewissen Zufriedenheitsgrad steigt die Zufriedenheit des Kun-
den nicht weiter an. Ein sehr zufriedener Kunde kann also nicht noch zufriedener werden 
(vgl. [BKR+07, S. 885]). Da durch „Overservicing“ erfahrungsgemäß auch die Kosten 
für das Produkt steigen, kann dies wiederrum negative Einflüsse auf den Unternehmens-
wert besitzen [MS00, S. 636ff.], [MSH09, 14f.]. 
  
Bild 3-7: Postulierter Zusammenhang zwischen Kundenzufriedenheit und Unterneh-





































Stand der Technik Seite 67 
Bewertung  
Die Wirkungskette der Kundenzufriedenheit liefert eine Abbildung der Abhängigkeiten 
zwischen Kundenzufriedenheit und Unternehmenswert und liefert ein parametrisches 
Modell zu dessen Berechnung. Es liefert eine Entscheidungsgrundlage für eine Lösungs-
alternative auf Basis des Unternehmenswerts und ermöglicht eine kundenorientierte Ana-
lyse des zu entwickelnden Systems.   
3.3 Ansätze zum Kostenmanagement in der Produktentwicklung 
Nach einer Studie aus dem Jahr 2007 zur Kostentransparenz in der Mechatronik werden 
folgende Methoden in den befragten Unternehmen im Rahmen des Kostenmanagements 
eingesetzt: Target Costing (24,4%), Wertanalyse (21,9%), ABC-Analyse51 (15,0%), Kos-
tenschätzungen/Vorkalkulationen52 (8,8%), Benchmark53 (6,9%), Prozesskostenrech-
nung54 (3,8%), interne Workshops (2,5%) und selbst entwickelte Tools (1,9%). 8,1% der 
Befragten machten keine Angaben weitere 6,9% nannten Methoden, wie Quality Func-
tion Deployment55 (QFD) und die Fehlermöglichkeits- und Einflussanalyse (FMEA), bei 
denen die Autoren der Studie keinen direkten Zusammenhang zum Kostenmanagement 
sehen [BHL07, S. 42]. In den folgenden Abschnitten werden die im Rahmen der Arbeit 
relevanten Methoden vorgestellt sowie um weitere ergänzt.   
Das Target Costing und die Wertanalyse stellen methodische Ansätze zur Ermittlung zu-
lässiger Kosten dar. Sie sind (nahezu) deckungsgleich mit den Ansätzen des Design-to-
Cost (vgl. [Bri10, S. 50]). Die beiden Ansätze werden exemplarisch in den Abschnitten 
3.3.1 und 3.3.2 vorgestellt. In Abschnitt 3.3.3 wird ein Leitfaden vorgestellt, welcher das 
Target Costing auf den Systementwurf mechatronischer Systeme überträgt. Den Einsatz 
                                                 
51  Die ABC-Analyse (Paretoanalyse) bietet eine Möglichkeit zur Strukturierung bei der bspw. die Syste-
melemente hinsichtlich ihrem Anteil an einer Eigenschaft, in diesem Fall Kosten, in drei Klassen ein-
geteilt werden. Als Vereinfachung kann auch die 80/20-Regel Anwendung finden (d.h. 20 Prozent der 
Teile machen 80 Prozent der Kosten aus). Auf Basis der resultierenden Kostenstruktur lassen sich An-
satzpunkte für Verbesserungen identifizieren [EKL07, S. 81f.]. 
52  ZIRKLER gibt einen guten Überblick über Kostenschätz- und Vorkalkulationsverfahren für die an der 
Entwicklung mechatronischer Systeme beteiligten Disziplinen [Zir10, S. 54ff.]. 
53  Benchmarking bezeichnet den Vergleich von Leistungsmerkmalen von Produkten oder Prozessen mit 
den Besten, bspw. Mitbewerber, auf dem Gebiet. Einen Überblick über das Vorgehen beim Kosten-
Benchmarking geben [EKL07, S. 367ff.], [Kre97, S. 278ff.]. 
54  Die Prozesskostenrechnung wurde erstmals durch MILLER und VOLLMAN vorgestellt. Ziel ist die Be-
rechnung der Gemeinkosten nicht über Zuschlagsrechnung sondern auf Basis der tatsächlich in An-
spruch genommenen Prozesse [MV85, S. 142ff.]. Weiterentwicklungen hinsichtlich ressourcenbasierter 
Prozesskostenrechnung finden sich u.a. bei COOPER und KAPLAN [CK88a, S. 20ff.], [CK88b, S. 96ff.], 
[CK92, S. 1ff.]. 
55  Ziel des Quality Function Deployments ist eine technische Lösung, die auf die Kundenanforderungen 
abgestimmt ist. Sie stammt ursprünglich aus dem Qualitätsmanagement [Aka92]. 
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des Target Costings im Rahmen der strategischen Produktplanung zeigt Abschnitt 3.3.4 
exemplarisch als Teil der Entwicklung konsistenter Produkt- und Technologiestrategien.  
Die Abbildung von Kosten kann mit Hilfe der Kostengliederungsstruktur (Cost Break-
down Structure) in Abschnitt 3.3.5 erfolgen. Dieses Kostenmodell bildet neben den 
Selbstkosten des Produkts auch die Kosten über den Lebenszyklus ab. Ansätze zur Ana-
lyse der Lebenszykluskosten werden in Abschnitt 3.3.6 vorgestellt. Einen wesentlichen 
Einfluss auf die Kosten im Lebenszyklus hat die Verlässlichkeit des Systems [DIN60300, 
S. 9f.]. Aus diesem Grund wird in Abschnitt 3.3.7 die FMEA sowie deren kostenorien-
tierte Weiterentwicklungen vorgestellt. 
3.3.1 Target Costing 
Das Target Costing dient der zielkostengerechten Produktentwicklung. Es wurde in Japan 
entwickelt und ist dort seit den 1970er Jahren im Einsatz [Bri10, S. 50], [Sei93, S. 5]. 
Heute existieren vielfältige Ansätze, die SEIDENSCHWARZ in marktorientierte56, ingeni-
eursorientierte57 und produktfunktionsorientierte Target Costing Ansätze unterteilt. Be-
reits im Jahr 1998 gaben 47 Prozent der befragten Unternehmen im Rahmen einer Unter-
suchung an, dass ihre Zielkostenfestlegung in Höhe der vom Markt erlaubten Kosten mit 
Hilfe des Target Costings erfolgt („Market into Company“) [Arn01, S. 292].  
Der produktfunktionsorientierte58 Ansatz nach TANAKA berücksichtigt sowohl die Markt- 
als auch Ingenieurssicht und ist daher insbesondere für die Konzipierung als Schnittstelle 
zwischen der strategischen Produktplanung und der Produktentwicklung geeignet [Sei93, 
S. 6]. Bild 3-8 zeigt die Vorgehensweise im Target Costing. Die vier Phasen werden im 
Folgenden beschrieben:  
Funktionshierarchie des Produkts ermitteln: In der ersten Phase werden die Kunden-
anforderungen analysiert und Funktionen für das zu entwickelnde Produkt abgeleitet. Wie 
bei der Wertanalyse (vgl. Abschnitt 3.3.2) werden harte (produktbezogene) und weiche 
(nutzerbezogene) Funktionen unterschieden. Die harten Funktionen werden als Funkti-
onshierarchie strukturiert. Für die weichen Funktionen wird eine Darstellung gewählt, die 
einen Vergleich hinsichtlich ihrer Wichtigkeit ermöglicht [Tan89, S. 56ff.].  
                                                 
56  Beim marktorientierten Target Costing wird die Marktwirkung des Kostenmanagements bereits in der 
frühen Phase der Produktentwicklung berücksichtigt (vgl. Target-Costing-Ansätze von HIROMOTO 
[Hir88] und SEIDENSCHWARZ [Sei93, S. 115ff.]). HORVÁTH ET AL. zeigen in [Hor93] zudem die An-
wendung dieser Ansätze in der deutschen Praxis. 
57  Die Target Costing-Ansätze nach SAKURAI und MONDEN gehören zu den ingenieursorientierten Ansät-
zen [Mon89, S. 15ff.]. Sie zeigen insbesondere das Vorgehen des Target Costings im Rahmen der Pro-
duktentwicklung auf [Sei93, S. 6].  
58  EHRLENSPIEL ET AL. liefern einen praxisorientierten Ansatz zum Target Costing, der u.a. auf TANAKA 
[Tan89, S. 56ff.] aufbaut [EKL07, S. 46ff.]. 
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Bedeutungsgrade der Funktionen ermitteln: Die ermittelten Funktionen werden in 
Phase zwei hinsichtlich ihrer Bedeutung für den Kunden bewertet [Tan89, S. 60].  
Die Kundenpräferenzen sowie der Zielpreis (Preis, den der Kunde gewillt ist zu zahlen) 
lassen sich bspw. durch eine Conjoint-Analyse ermitteln (vgl. Abschnitt 3.2.2) [EKL07, 
S. 66].  
Zielkosten ermitteln: Aus dem Zielpreis lassen sich nach Abzug der Gewinnmarge so-
wie der Overheadkosten die Zielkosten für das Produkt ableiten. Den Funktionen werden 
gemäß ihres Bedeutungsgrads die Zielkosten anteilig zugewiesen [EKL07, S. 64f.]. 
Zielkostenkontrolldiagramm erstellen: Abschließend werden die anteiligen Kosten 
über den Bedeutungsgrad der erfüllten Funktion im Zielkostendiagramm abgetragen. Die 
ausgewählten Lösungselemente weisen ein angemessenes Kosten-Nutzen-Verhältnis auf, 
wenn sie in der Zielkostenzone liegen. Im Optimalfall ist dieses Verhältnis gleich Eins 
[Tan89, S. 61ff.], [Bri10, S. 51]. 
SEIDENSCHWARZ ET AL. sehen als Kerninstrumente des projektspezifischen Target 
Costings neben den oben beschriebenen Phasen die vorgelagerten Phasen des Marktvor-
baus (vgl. Abschnitt 3.2.1) sowie das Kundenbegeisterungsmodell (vgl. Abschnitt 3.2.3) 
[SEN+97, S. 105ff.]. 
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Bewertung  
Das Target Costing bewertet den Nutzen und die Selbstkosten einer Lösungsvariante auf 
Basis der Funktionen des Systems und lässt sich somit im Rahmen der Konzipierung ein-
setzen. Das Vorgehen unterstützt das Verständnis für die Entstehung der Kosten und des 
Nutzens. Die Ergebnisse der Analyse liefern somit eine Entscheidungsgrundlage für eine 
Lösungsvariante. Durch die Ermittlung der zulässigen Zielkosten und Berücksichtigung 
des Nutzens wird die Kundenorientierung unterstützt. Eine Analyse der gesamten Le-
benszykluskosten erfolgt nicht. 
3.3.2 Wertanalyse 
Die Wertanalyse (Value Analysis, Value Engineering) ist eine spezifische Methode des 
Value Managements59, welche ein systematisches sowie kreatives Vorgehen zur Steige-
rung des Werts eines Wertanalyse-Objekts60 bereitstellt [DIN12973, S. 25], [VDI2800, 
S. 9], [DIN1325-1, S. 3]. Ziel ist es, die ökonomisch beste Lösung zu finden und somit 
eine Optimierung des Unternehmenswerts zu erreichen [Bur99, S. 182], [VDI11, S. 29]. 
In der industriellen Praxis findet die Wertanalyse zu 60 Prozent Einsatz zur Kostensen-
kung von bereits bestehenden Produkten [EKL07, S. 118]. Der Wert eines Analyseob-
jekts bezeichnet das Verhältnis vom Beitrag der Funktion61 zur Bedürfnisbefriedigung 
des Nutzers zu den eingesetzten Ressourcen (bspw. Kosten zur Realisierung der Funk-
tion) [DIN1325-1, S. 3]. Der Wert ist eine relative Größe und kann von verschiedenen 
Beteiligten in verschiedenen Situationen unterschiedlich bewertet werden [DIN12973, 
S. 12]. Auf Basis des Werts wird der Vergleich zweier Lösungen ermöglicht (Wertver-
gleich) [DIN12973, S. 15]. In Anlehnung an die DIN-Norm 12973 und die VDI-Richtli-
nie 2800 gliedert sich das Vorgehen bei der Wertanalyse in die vier Phasen Projektpla-
nung, Analyse, Entwicklung sowie Realisierung (vgl. Bild 3-9) [DIN12973, S. 32ff.], 
[VDI2800, S. 20]. 
Projektplanungsphase: Zu Beginn der Wertanalyse gilt es zu klären, ob sich das ausge-
wählte Problem mit Hilfe der Methode sinnvoll bearbeiten lässt. Ist dies der Fall erfolgt 
                                                 
59  Value Management hat die Maximierung der Gesamtleistung einer Organisation zum Ziel. Auf Füh-
rungsebene baut Value Management auf einer wertorientierten Organisationskultur auf und zielt auf 
eine Wertsteigerung für ihre Stakeholder ab. Auf operativer Ebene werden geeignete Methoden und 
Werkzeuge zur Wertsteigerung bereitgestellt [DIN1325-2, S. 4]. 
60  Als Wertanalyse-Objekt wird das zu entwickelnde oder bereits existierende Produkt bezeichnet,  
welches Gegenstand der Wertanalyse ist [DIN1325-1, S. 4]. 
61  In der Konstruktionsmethodik beschreiben Funktionen einen gewollten Zusammenhang zwischen In- 
und Output eines Systems zur Erfüllung einer spezifischen Aufgabe [PBF+07, S.44]. Im Rahmen der 
Wertanalyse beschreibt eine Funktion die Wirkung eines Produktes oder seiner Elemente. Es wird zwi-
schen nutzerbezogenen (vom Nutzer erwartete Wirkung – Wofür?) und produktbezogenen (zur Reali-
sierung der nutzerbezogenen Funktion notwendige – Wie?) Funktionen unterschieden [DIN1325-1, 
S. 4], [DIN129730, S. 39]. 
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die Projektdefinition. Hierzu wird das Wertanalyse-Objekt, die Rahmenbedingungen 
(vorhandene Bedürfnisse, Trends etc.) sowie die Grobziele (Sach-, Kosten-, Termin- und 
Human-Ressources-Ziele) durch das Management festgelegt und eindeutig beschrieben. 
Um eine erfolgreiche Durchführung des Projekts sicherzustellen, wird die Projektorgani-
sation geplant (Festlegung von Arbeitspaketen, benötigtes Fachwissen und Ressourcen 
sowie der Zeitplan) [VDI2800, S. 22ff.]. Das Wertanalyse-Team ist interdisziplinär und 
wird auf Basis ihrer Kompetenzen gemäß der VDI-Richtlinie 2807 zusammengestellt 
[DIN1325-1, S. 4], [VDI2807, S. 24ff.]. Ergebnis der Projektplanung ist das definierte 
Wertanalyse-Projekt. 
 
Bild 3-9: Vorgehen bei der Wertanalyse (Wertanalyse-Arbeitsplan) in Anlehnung an 
[DIN12973, S. 32ff.], [VDI2800, S. 20] 
Analysephase: Im Rahmen der Analysephase wird zunächst die Ausgangssituation ana-
lysiert (z.B. durch Wettbewerbsanalyse, Trendanalyse, Patentrecherche, Marktforschung) 
und Kundenanforderungen/-bedürfnisse abgeleitet. Durch Abstraktion der Kundenbe-
dürfnisse zu nutzerbezogenen Funktionen und Zuordnung zu produktbezogenen Funkti-
onen wird der Lösungsraum vergrößert (Funktionenanalyse62) [VDI2800, S. 24]. Ihnen 
werden Funktionenkosten63 in der Funktionenkosten-Matrix zugeordnet. Auf Basis der 
                                                 
62  Vgl. [VDI2803] und [DIN16271]. 
63  Funktionenkosten beschreiben die Summe der geplanten und angefallenen Aufwendungen, die zur  

















• Projekt vorbereiten (Beschreibung, 
Machbarkeitsstudie)
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Analyseergebnisse können Detailziele und Bewertungskriterien64 festgelegt werden; sie 
sind das Ergebnis der zweiten Phase [VDI2800, S. 24].  
Entwicklungsphase: Für die vorab definierten Funktionen werden in der Entwicklungs-
phase mit Hilfe von Kreativitätstechniken Lösungsideen entwickelt und hinsichtlich ihrer 
Zielerreichung analysiert und bewertet. Ausgewählte Teillösungen werden zu ganzheitli-
chen Lösungskonzepten zusammengefasst. Diese werden iterativ weiterentwickelt und 
bewertet und so zu einer Lösung konsolidiert. Die abschließende Auswahl, Bewertung 
und Dokumentation bildet den Abschluss des direkten Entwicklungsprozesses. Die Ent-
scheidung über eine Realisierung der Lösung erfolgt anhand von nachvollziehbaren Kri-
terien [VDI2800, S. 26ff.]. 
Realisierungsphase: In der letzten Phase erfolgt die Umsetzung der Lösung in ein reales 
Produkt. Hierbei ist eine kontinuierliche Prämissenkontrolle notwendig und ggf. sind kor-
rigierende Maßnahmen einzuleiten. Die Realisierungsphase schließt das Wertanalyse-
Projekt ab; Ergebnis ist ein wertoptimiertes Produkt [VDI2800, S. 28]. 
Bewertung  
Die Wertanalyse wird durch ein interdisziplinäres Bewertungsteam durchgeführt und 
lässt sich bereits in der frühen Entwicklungsphase einsetzten. Wie beim Target Costing 
erfolgt die Bewertung der Kosten und des Nutzens auf Basis der Funktionen des Systems. 
Auf Basis der Ergebnisse lässt sich eine Entscheidung für die Weiterentwicklung einer 
Lösung treffen. Im Rahmen der Realisierungsphase wird auch während der weiteren Ent-
wicklung kontinuierlich die Wirtschaftlichkeit überprüft.  
3.3.3 Leitfaden für ein transdisziplinäres Zielkostenmanagement  
komplexer mechatronischer Produkte nach ZIRKLER 
Der Leitfaden für ein transdisziplinäres Zielkostenmanagement unterstützt die Entwickler 
bei der Konzeptfindung und -auswahl unter Kostengesichtspunkten im Systementwurf65 
mechatronischer Produkte. Der Leitfaden umfasst einen Zielkostenmanagement-Refe-
renzprozess sowie Methoden und Hilfsmittel, welche eine frühzeitige, aussagekräftige 
Kostenplanung, -steuerung und -kontrolle ermöglichen [Zir10, S. 2 u. S. 85]. Bild 3-10 
gibt einen Überblick über den Leitfaden, welcher die vierzehn Phasen zu fünf Hauptpha-
sen zusammenfasst. Er basiert auf einem matrixbasiertem Ansatz für den Systementwurf 
                                                 
64  Ein Bewertungskriterium ist ein Merkmal, welches die Bewertung einer erwarteten oder erbrachten 
Leistung eines Wertanalyse-Objekts ermöglicht. Für eine umfassende Spezifikation einer Funktion wer-
den meist mehrere Bewertungskriterien benötigt [DIN16271, S. 14].  
65  Der im Leitfaden betrachtete Systementwurf beschreibt das Vorgehen von Anforderungen über die 
Funktions-, Komponenten- und Prozessstruktur hin zu disziplinübergreifenden Lösungskonzepten  
[Zir10, S. 85f.].  
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sowie deren Visualisierung durch Graphen [LMB09, S. 67ff.]. Die Design Structure Mat-
rix (DSM) gehört zu den Intra-Domain Matrizen. Sie stellt gleiche Elemente in einer 
quadratischen Matrix gegenüber. Besteht eine Beziehung zwischen zwei Elementen, wird 
dies entsprechend mit einem Kreuz bzw. einer Eins in der Matrix vermerkt. Sollen Be-
ziehungen zwischen Elementen aus verschiedenen Domänen abgebildet werden, erfolgt 
dies über eine Domain Mapping Matrix (DMM). Die DMM gehört zu den Inter-Domain 
Matrizen [LMB09, S. 87ff.], [Zir10, S. 38ff.]. Auf Basis der Matrizen lassen sich ver-
schiedene Analysen, bspw. Strukturanalysen, realisieren [LMB09, S. 87ff.]. Einen Über-
blick über die eingesetzten Matrizen im Rahmen des Leitfadens und die zugehörigen Ele-
mente gibt Bild 3-11.  
 
Bild 3-10: Leitfaden für ein transdisziplinäres Zielkostenmanagement in Anlehnung an 
ZIRKLER [Zir10, S. 181ff.] 
Entwicklung von Produktkonzepten: Zur Entwicklung von Produktkonzepten wird im 
ersten Schritt eine Funktionshierarachie aufgebaut und die Funktionen in der DSMF(F) der 
Funktionsstruktur abgebildet. Darauf aufbauend werden geeignete Wirkprinzipien zur 
Erfüllung der Funktionen kombiniert. Die Komponenten werden in der DMMF-K mit den 























• Aufbau der Funktionsstruktur 
• Verknüpfung von Funktionen und Komponenten 
• Entwicklung der physikalischen Komponenten-
struktur 
• Berechnung der funktionalen Komponenten-
struktur 
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• Ermittlung der Funktionszielkosten
• Bestimmung der Komponentenzielkosten aus 
den Funktionszielkosten





• Funktionsschätzkosten in Komponenten-
schätzkosten umrechnen
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• Differenzbildung der beiden Strukturen
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Wirkbeziehungen zwischen den Komponenten in der DSMK(K) abgebildet. Durch eine 
Matrixmultiplikation DMMF-K mit der transponierten DMMF-KT ergibt sich die 
funktionale Komponentenstruktur DSMK(F). Zur Umsetzung des Produktkonzepts werden 
abschließend für jeden Unternehmensbereich (bspw. Entwicklung und Konstruktion) den 
Komponenten Prozessschritte zugewiesen. Die Verknüpfung der Komponenten mit den 
Prozesschritten erfolgt in der DMMK-P. Ergebnis der Phase ist die Funktions-, 
Komponenten- und Prozessstruktur für verschiedene Produktkonzepte [Zir10, S. 92ff. u. 
S. 181ff.].      
Ermittlung der Zielkosten: Zur Ermitllung der Zielkosten werden die Teilfunktionen 
gemäß ihrer Kundenrelvanz gewichtet. Durch Multiplikation der Gewichtungsfaktoren 
mit den Gesamtzielkosten ergeben sich die Funktionszielkosten. Diese werden in einer 
Diagonalmatrix diag ௭݂ሬሬሬԦ abgebildet. Im nächsten Schritt werden die Komponenten 
hinsichtlich ihres Beitrags zur Erfüllung einer Teilfunktion gewichtet (DSMF-Kg). Durch 
Matrixmultiplikation der transponierten DSMF-KgT mit dem Produkt aus Diagonalmatrix 
diag ௭݂ሬሬሬԦ und DSMF-Kg ergeben sich die Komponentenzielkosten (DSMK(F)z). Die 
Komponentenzielkosten ohne Funktionszielkosten ergeben sich aus der Gewichtung der 
Komponenten- und den Gesamtzielkosten (diag ݇௭ሬሬሬሬԦ ) [Zir10, S. 185ff.].   
 
Bild 3-11: Matrixbasierter Ansatz in Anlehnung an ZIRKLER [BBL08, S. 318], [Zir10, 
S. 181ff.] 
Ermittlung der Schätzkosten: Zur Ermittlung der Schätzkosten liefert der Leitfaden 
eine Sammlung ergebnisorientierter Kurzkalkulationsverfahren [Zir10, S. 118ff.]. Eine 
Kostenschätzung ist generell nur erfolgreich, wenn auf Daten von Vorgängerprojekten 
zurückgegriffen werden kann. Im ersten Schritt werden die Prozesskosten geschätzt. 
Hierzu werden die Ressourcen den Prozessschritten (DMMP-RS) zugeordnet und die 
Kostensätze für die Ressourcen ermittelt (diag ݎԦ). Durch Matrixmultiplikaton der beiden 
Ergebnisse resultieren die Prozesskosten (diag ݌௦ሬሬሬԦ). Die Komponenten- und die 
Funktionskosten werden mit Hilfe der Kurzkalkulationsverfahren geschätzt und in den 
Diagonalmatrizen diag ݇௦ሬሬሬԦ und diag ௦݂ሬሬԦ abgebildet. Im nächsten Schritt werden die Funkti-
onsschätzkosten durch Matrixmultiplikation der transponierten DMMF-KgT mit dem Pro-
dukt der Diagonalmatrix diag ݇௦ሬሬሬԦ und der gewichteten DMMF-Kg in Komponentenschätz-









Funktionen DSMF(F); diag fZ; diag fS DMMF-K; DMMF-Kg
Komponenten
DSMK(K); DSMK(F); DSMK(F)z; diag kZ; 
diag kS; DSMK(F)s; DSMK(P)s; DSMK(K)t2
DMMK-P; DMMK-Pg
Prozesse diag ps DMMP-Rs
Ressourcen diag r
DSM: Design Structure Matrix; DMM: Domain Mapping Matrix; diag: Diagonalmatrix
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Umrechnung von Prozessschätzkosten in Komponentenschätzkosten (DSMK(P)s). Ergeb-
nis der Phase sind die Schätzkosten für die Funktionen, Komponenten sowie Prozesse 
[Zir10, S. 188ff.].  
Überarbeitung der Produktstruktur: Auf Basis eines Vergleichs der Ziel- und 
Schätzkosten lassen sich Anstöße zur Optimierung der Produktstruktur ermitteln (bspw. 
Hinweise zur Reduzierung von Schnittstellenkosten). Gleiches gilt für die Analyse der 
Strukturcharakteristika anhand der Graphen der funktionalen und physikalischen 
Komponentenstruktur. Auf Basis der Optimierungsanstöße wird die Produktstruktur 
überarbeitet. Ergebnis sind kostenoptimierte Produktstrukturen [Zir10, S. 188ff.].  
Monetärer Vergleich von Produktkonzeptvarianten: Für den Vergleich wird die 
monetäre Differenz zwischen den Konzeptalternativen berechnet und die Konzept-
alternative mit den geringeren Schätzkosten ausgewählt [Zir10, S. 196]. 
Bewertung  
Der Leitfaden basiert auf einem matrixbasierten Entwurf, liefert einen interdisziplinären 
Ansatz und eignet sich für Anpassungsentwicklungen. Die Ermittlung der Kosten erfolgt 
zum einen wie beim Target Costing und zum anderen zur Überprüfung des Konzepts auf 
Basis von Schätzkosten. Hierfür sind detaillierte Kosteninformationen des Vorgängerpro-
dukts notwendig. Die Bewertung beschränkt sich auf die Selbstkosten des mechatroni-
schen Systems. Durch die Abbildung der Kosten und ihrer Abhängigkeiten in Form von 
Matrizen wird das Verständnis bei den Entwicklern unterstützt. Die Kundenorientierung 
erfolgt lediglich über die Präferenzen der Kunden für einzelne Funktionen des Systems.   
3.3.4 Verfahren für die Entwicklung konsistenter Produkt- und 
Technologiestrategien nach BRINK 
Ziel des Verfahrens nach BRINK ist die Entwicklung konsistenter Produkt- und Techno-
logiestrategien für neue Innovationsaufgaben mechatronischer Gebrauchsgüter. Der Fo-
kus liegt hierbei in Anlehnung an DESCHAMPS, NAYAK und LITTLE auf der Planung in der 
Schnittstelle zwischen Markt, Technologie und Wettbewerb [DNL96, S. 134]. Das Vor-
gehen ist in sieben Phasen gegliedert, wie Bild 3-12 darstellt. Eine werkzeugtechnische 
Unterstützung ist durch die am Heinz Nixdorf Institut entstandene Innovations-Daten-
bank gegeben [Bri10, S. 97f.].  
Analyse und Prognose des Geschäfts: Ziel ist die Antizipation von Chancen, die aus 
der Entwicklung von Markt und Umfeld resultieren. Hierzu wird die Geschäftsstruktur 
analysiert, die Kunden segmentiert und auf dieser Basis das zukünftige Geschäft prog-
nostiziert. Ergebnis sind zukünftige Anforderungen und Potentiale für bestehende Pro-
dukte. Für die identifizierten Produktbereiche werden Norm-Produkt- und Norm-Tech-
nologiestrategien entwickelt und die entsprechende Innovationsaufgabe je Bereich in 
Form eines Steckbriefs sowie einer Anforderungsliste abgeleitet [Bri10, S. 99ff.]. 
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Entwicklung von kundenspezifischen Anforderungsprofilen: Mittels Kundenbefra-
gung werden die Prioritäten für die Produktanforderungen je Kundensegment ermittelt. 
Analog zur Erfolgsfaktoren-Analyse (vgl. [GP14, S. 139f.]) werden kundensegmentspe-
zifische Anforderungsprofile gebildet [Bri10, S. 117ff.].  
 
Bild 3-12: Verfahren zur Entwicklung konsistenter Produkt- und Technologiestrategien 






















• Ermittlung des Potentials bestehender Produkte
• Charakterisierung der Norm-Produkt- und 
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• Aufstellen einer Funktionshierarchie
• Nutzengewichtung der Funktionshierarchie
• Erfassung bestehender, geplanter und 
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• Analyse der Technologieverträglichkeiten
• Zuordnung zu tech. Standardfunktionen
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7 Konsistente Produkt- und Technologiestrategie
• Entwicklung Morphologischer Kasten
• Konsistenz- und Clusteranalyse
• Zuordnung von Werkstoff- und Produkttechnolo-
gien zu den Produkt-Technologie-Clustern
• Optional: Technisches Benchmarking
• Auswahl des optimalen Produkt-Technologie-
Clusters
• make-or-buy-Entscheidung für beobachtete 
benötigte Technologien
• Formulierung der Produktstrategie
• Entwicklung der Technologie-Roadmap
• Prognose der Geschäftsstrukturentwicklung
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Anforderungsanalyse: Aus den funktionalen Anforderungen wird eine Funktionshierar-
chie abgeleitet. Auf Basis der kundenspezifischen Anforderungsprofile erfolgt in Anleh-
nung an das Target Costing (vgl. Abschnitt 3.3.1) eine Nutzengewichtung der Teilfunk-
tionen [Bri10, S. 122ff.]. 
Inventur des Technologieportfolios: Die bestehenden, geplanten und beobachteten 
Technologien werden in Steckbriefen beschrieben, paarweise auf Verträglichkeit bewer-
tet und somit substituierende, konfliktäre und neutrale Wechselwirkungen im Technolo-
gieportfolio aufgezeigt. Den Technologien werden Standardfunktionen zugeordnet und 
ein Überblick über die derzeitige Technologieverwendung gegeben; die derzeitige Tech-
nologiestrategie wird transparent [Bri10, S. 131ff.].  
Bildung von Produkt-Technologie-Clustern: In dieser Phase werden konsistente Pro-
dukt-Technologie-Cluster systematisch und softwareunterstützt im morphologischen 
Kasten gebildet und so die Innovationsaufgabe konkretisiert [Bri10, S. 136].  
Kosten- und Nutzenbewertung von Produkt- und Technologie-Clustern: Die in der 
vorherigen Phase entwickelten Produkt- und Technologie-Cluster werden zunächst hin-
sichtlich ihrer Anforderungserfüllung überprüft und so ihr Nutzen für die Kundenseg-
mente bewertet. Mit Hilfe einer Kostenbewertungsmatrix werden die Kosten-Nutzen-
Kongruenz sowie das kostengünstigste Produkt-Technologie-Cluster ermittelt. Im Ziel-
kostenkontrolldiagramm werden der Kosten- und Nutzenanteil einer Technologiekombi-
nation gegenüber gestellt und so kostentreibende und kostensenkende Kombinationen 
identifiziert. Im Anschluss erfolgt eine make-or-buy-Entscheidung für die benötigten 
Technologien [Bri10, S. 146ff.]. 
Integration zur konsistenten Produkt- und Technologie-Strategie: Abschließend 
wird die Produktstrategie formuliert, eine Technologie-Roadmap abgeleitet und darauf 
basierend eine Prognose über die Geschäftsstrukturentwicklung erstellt [Bri10, S. 154ff.].  
Bewertung 
Das Verfahren unterstützt die Analyse heutiger und zukünftiger Kundenanforderungen 
sowie die Bildung konsistenter Produkt- und Technologie-Cluster. Es kann somit im Rah-
men der Konzipierung eingesetzt werden. Die Kosten des Systems werden mittels Target 
Costing berücksichtigt und dem Kundennutzen gegenübergestellt sowie ein Entwick-
lungsrahmen bereitgestellt. Zudem wird eine Prognose über die Entwicklung der Ge-
schäftsstruktur durchgeführt. Das Verfahren liefert somit eine Entscheidungsgrundlage. 
3.3.5 Kostengliederungsstruktur (Cost Breakdown Structure) 
Die Kostengliederungsstruktur (CBS) bildet die Kostenelemente eines Produkts oder Sys-
tems über dessen Lebenszyklus als Hierarchie ab. Bild 3-13 zeigt einen Ausschnitt aus 
einer allgemeinen CBS. Das Modell verknüpft Ziele und Aktivitäten mit Ressourcen und 
stellt eine logische Unterteilung der Kosten hinsichtlich Funktionsbereichen, Elementen 
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des Systems und/oder hinsichtlich Ähnlichkeit dar. Die Struktur ist für jedes Produkt/Sys-
tem spezifisch anzupassen. Dabei sind die folgenden fünf Anforderungen einzuhalten 
[Bla78, S. 32ff.], [BF91, S. 28]: 
1) Es ist sicherzustellen, dass alle Lebenszykluskosten identifiziert und in der CBS be-
rücksichtigt wurden. 
2) Kostenkategorien lassen sich meist einer Aktivität oder einem Material zuordnen. Sie 
sind so zu definieren, dass sie von allen Beteiligten einheitlich verstanden werden und 
nachvollziehbar ist, welche Kosten unter die Kategorien fallen. 
3) Die Kosten sind so herunter zu brechen, dass sie in den einzelnen Phasen, wie Syste-
mentwurf, Entwicklung, Produktion etc., Kostentransparenz für das Management bie-
ten. Auf Basis der Struktur soll das Management in der Lage sein, Kostentreiber und 
Abhängigkeiten zu identifizieren. 
4) Die Kostenstruktur ist so aufzubauen und die Kostenkategorien so zu benennen, dass 
sie den Gliedern der Wertschöpfungskette (Hersteller, Lieferant, Kunde etc.) eindeu-
tig zugewiesen werden können.  
5) Die Kostenkategorien sind so zu benennen (z.B. über Nummerierungen, Indizes), dass 
sie innerhalb der gesamten Dokumentation des Entwicklungsprojekts einheitlich ver-
wendet werden.  
 
Bild 3-13:  Allgemeine Kostengliederungsstruktur (Ausschnitt) nach BLANCHARD 
[Bla78, S. 32 u. S. 192] 
Bewertung 
Die Kostengliederungsstruktur ermöglicht ein einheitliches Verständnis der Kosten des 
Systems über den Lebenszyklus. Die Darstellung erfolgt mit Hilfe eines Modells zu des-
sen Erstellung Richtlinien zur Unterstützung der Entwickler bereitgestellt werden. Es lie-
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stellt einen kostenorientierten Entwicklungsrahmen bereit. Dabei werden die Abhängig-
keiten der Kosten mittels der hierarchischen Struktur berücksichtigt. 
3.3.6 Ansätze zur Analyse der Lebenszykluskosten  
Die Lebenszykluskostenanalyse, auch Lebenszykluskostenrechnung genannt, wurde erst-
mals durch das amerikanische Verteidigungsministerium eingesetzt. Seitdem wurden die 
Ansätze zur Analyse der Lebenszykluskosten kontinuierlich weiterentwickelt. Für einen 
Überblick über die verschiedenen Ansätze sei auf ASIEDU und GU verwiesen [AG98, 
S. 883ff.]. Im Folgenden wird exemplarisch der Ansatz nach BLANCHARD vorgestellt 
[Bla78, S. 71ff.], [Bla08, S. 419ff.]. Das beschriebene Vorgehen findet sich u.a. bei DHIL-
LON oder in der DIN-Norm 60300 wieder [Dhi89, S. 34], [DIN60300, S. 17ff.].  
Ziel der Analyse der Lebenszykluskosten ist die Ermittlung und Bewertung der Kosten, 
die ein System/Konzept über seinen Lebenszyklus verursacht, um auf dieser Basis eine 
ökonomische Entscheidung für eine Alternative treffen zu können [Bla08, S. 419]. Die 
Analyse hat dabei vier Funktionen zu erfüllen: Abbildungs-, Prognose-, Erklärungs- und 
Gestaltungsfunktion [Sch08, S. 258f.]. Die Analyse erfolgt in zwölf Schritten, welche in 
Bild 3-14 zu vier Phasen zusammengefasst wurden und im Folgenden beschrieben wer-
den. 
Ermittlung der Lebenszykluskosten: Im ersten Schritt werden die Anforderungen an 
das System definiert. Dies beinhaltet eine Funktionsanalyse sowie die Definition von 
Leistungsparametern und der Nutzungsdauer für das System. Auf Basis der Anforderun-
gen wird der Lebenszyklus des betrachteten Systems beschrieben und für jede Phase des 
Lebenszyklus relevante Prozesse identifiziert. Diese Prozesse werden wie in Abschnitt 
3.3.5 dargestellt in einer (Lebenszyklus-)Kostengliederungsstruktur abgebildet [Bla08, 
S. 421ff.].  
Bewertung der Lebenszykluskosten: Für jedes Element der Kostengliederungsstruktur 
werden die Kosten für jedes Jahr des Lebenszyklus‘ abgeschätzt. Hierzu werden u.a. Me-
thoden zur Kostenschätzung oder die Prozesskostenrechnung66 eingesetzt. Im nächsten 
Schritt wird ein Modell ausgewählt und rechnerintern abgebildet, welches die Beteiligten 
beim Analyseprozess unterstützt. Mit Hilfe des Modells und der Schätzverfahren wird für 
jedes Element ein Kostenprofil erstellt. Hierbei können bspw. die Regressionsanalyse  
oder Neuronale Netze eingesetzt (vgl. [SPJ+02, S. 548ff.]) und Faktoren wie Inflation 
berücksichtigt werden [Bla08, S. 426ff.].  
Identifikation von Kostentreibern: Zur Identifikation der Kostentreiber wird zunächst 
eine Zusammenfassung der Ergebnisse aus den Kostenprofilen erstellt. Auf dieser Basis 
lassen sich Elemente in der Kostengliederungsstruktur identifizieren, welche einen hohen 
                                                 
66  Zur entwicklungsbegleitenden Prozesskostenprognose liefern u.a. FISCHER ET AL. einen Ansatz zur Be-
reitstellung von Kosteninformationen [FKH+94, S. 473]. 
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Anteil an den Kosten aufweisen. Im nächsten Schritt werden die Ursachen für die hohen 
Kosten sowie die Wirkbeziehungen der Kosten ermittelt. Hierbei kann bspw. das Ishi-
kawa-Diagramm unterstützen. Da die Bewertung der Kosten unter Unsicherheit erfolgt, 
wird eine Sensitivitätsanalyse der Ergebnisse durchgeführt und potentiell kritische Ele-
mente identifiziert. Diese werden mit Hilfe einer Paretoanalyse hinsichtlich ihrer Priorität 
bewertet. Ergebnis sind priorisierte, kritische Kostentreiber [Bla08, S. 434ff.]. 
Auswahl einer Lösungsalternative: Die Ergebnisse der vorangegangenen Phase liefern 
einen Überblick hinsichtlich der Vorteilhaftigkeit der Lösungsalternativen bezüglich der 
Lebenszykluskosten. Auf dieser Basis werden vorteilhafte Alternativen ausgewählt. Um 
das Risiko der Unsicherheit zu minimieren, wird für diese Alternativen erneut eine Sen-
sitivitätsanalyse sowie eine Break-Even-Analyse durchgeführt. Abschließend wird eine 
Alternative ausgewählt [Bla08, S. 436ff.]. 
 
Bild 3-14: Vorgehen bei der Analyse der Lebenszykluskosten in Anlehnung an 
BLANCHARD [Bla08, S. 205 u. S. 419ff.] 
Das beschriebene Vorgehen kann in den Phasen des Lebenszyklus‘ kontinuierlich wie-
derholt werden, wie [BF11, S. 572] zeigen. EMBLEMSVÅG legt mit seinem Ansatz zur 
prozessbasierten Lebenszykluskostenrechnung den Fokus auf die Prozesse und zugehö-
rigen Ressourcen, welche in den Lebenszyklusphasen durch das System durchlaufen wer-
den. Zudem nutzt er die Monte-Carlo-Simulation, um die Aussagegüte zu steigern. In 
jedem Schritt der Analyse wird zudem die kontinuierliche Verbesserung der gefundenen 
Lösung fokussiert [Emb03, S. 151ff.]. Hierbei können u.a. die Regeln zum Senken der 
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Bewertung 
Die Lebenszykluskostenanalyse ermöglicht die Analyse und Bewertung der Kosten über 
den Lebenszyklus und kann bereits im Rahmen der Konzipierung Einsatz finden. Die 
Analyse greift zur Darstellung der Kosten auf die Kostengliederungsstruktur zurück.  
Somit wird ein einheitliches Verständnis geschaffen. Die Lebenszykluskostenanalyse lie-
fert somit ebenfalls eine Entscheidungsgrundlage und einen Entwicklungsrahmen auf Ba-
sis der Lebenszykluskosten. Eine Berücksichtigung der Kundenbedürfnisse erfolgt durch 
die Aufnahme von Anforderungen. 
3.3.7 Ansätze zur kostenbasierten Fehlermöglichkeits- und Einflussana-
lyse (FMEA) 
Die Fehlermöglichkeits- und Einflussanalyse (FMEA) ist ein systematisches, induktives 
Analyseverfahren zur Identifikation und Bewertung von potentiellen Fehlern sowie zur 
Reduktion von Risiken basierend auf einer Verknüpfung von Fehlerursachen und -folgen 
[KI00, S. 1], [DIN60812, S. 31]. Sie ist bereits frühzeitig in der Entwicklung einzusetzen, 
um Fehler vor ihrer Entstehung kostengünstig zu beheben. Die FMEA begleitet den Ent-
wicklungsprozess iterativ und kann auch außerhalb der konstruktiven Entwurfsarbeit 
bspw. für die Analyse von Prozessen oder Dienstleistungen eingesetzt werden 
[DIN60812, S. 6f.], [Wan11, S. 1], [PBF+07, S. 702f.]. Das prinzipielle Vorgehen bei der 
FMEA lässt sich nach PAHL/BEITZ in vier Phasen gliedern (vgl. Bild 3-15). Ausgangs-
punkt ist das definierte System sowie seine Zerlegungsstufen [DIN60812, S. 6f.]. Für eine 
Anwendung im Rahmen der Konzipierung eignet sich als Ausgangspunkt die Prinziplö-
sung des Systems, insbesondere die Wirkstruktur (vgl. Abschnitt 2.5.6) [GKP09, 
S. 1111ff.]. Die Ergebnisse der FMEA werden durchgängig mittels eines Formblatts67 
dokumentiert [PBF+07, S. 704].  
Analyse des Risikos: Die Risikoanalyse beginnt mit den Systemelementen auf der un-
tersten Ebene und endet auf der Gesamtsystemebene [DIN60812, S. 10f.]. Es werden zu-
nächst potentielle Fehler für ein Systemelement angenommen sowie Ort und Art des Feh-
lers kurz beschrieben. Anschließend werden Auswirkung und Ursache des Fehlers be-
stimmt [PBF+07, S. 703f.], [DIN60812, S. 13ff.]. Checklisten und Fehlertaxonomien, 
bspw. nach FENELON ET AL., unterstützen die Identifikation [FMN+94, S. 24]. 
Bewertung des Risikos: Die Risikobewertung erfolgt anhand der drei Faktoren Wahr-
scheinlichkeit des Auftretens (Skala: 1 niedrig bis 10 hoch), der Auswirkung bzw. 
Schwere (Skala: 1 niedrig bis 10 hoch) sowie der Wahrscheinlichkeit der Entdeckung 
(Skala: 1 hoch bis 10 niedrig) eines Fehlers [PBF+07, S. 703f.], [DIN60812, S. 18f.], 
[KI00, S. 2f.].  
                                                 
67  Die DIN-Norm 60812 beschreibt den Aufbau des Formblatts [DIN60812, S. 33ff.]. 
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Der Bewertungsmaßstab wird meist system- und branchenabhängig gewählt. Häufig wer-
den hierbei die Bewertungsmaßstäbe der AUTOMOTIVE INDUSTRY ACTION GROUP 
(AIAG) als Grundlage verwendet [Aut08], [DIN60812, S. 25ff.], [KI00, S. 2f.].        
Bestimmung der Risikopriorität: Das Produkt der drei zuvor bewerteten Faktoren 
ergibt die Risikoprioritätszahl (RPN) [DIN60812, S. 18], [KI00, S. 2]. Für die RPN ergibt 
sich aus den einzelnen Bewertungsspektren ein Wertebereich von 1 bis 1000. Eine RPN 
größer als 125 deutet auf einen kritischen Fehler hin [PBF+07, S. 703]. Da die RPN  
ordinalskaliert ist, kann eine Rangfolge gebildet, jedoch mangels Distanzfunktion keine 
Distanz zwischen den Werten berechnet werden [RI04, S. 179f.]. Weiterentwicklungen, 
wie die Fehlerzustands-, -auswirkungs-, und -kritizitätsanalyse (FMECA), versuchen da-
her diese Unzulänglichkeit zu beheben. Kritische Fehler werden bei der FMECA auf Ba-
sis der Eintrittswahrscheinlichkeit und der Schwere in der Kritizitätsmatrix ausgewählt 
[DIN60812, S. 20ff.].   
 
Bild 3-15: Vorgehen bei der FMEA in Anlehnung an [PBF+07, S. 703f.], [Ech14, S. 83] 
Minimierung des Risikos: Abschließend werden Maßnahmen zur Verbesserung des 
Systems empfohlen und umgesetzt. Für durchgeführte Maßnahmen lässt sich nachfolgend 
analog zu Phase Zwei eine neue RPN bestimmen. Gegebenenfalls sind weitere Maßnah-
men zu definieren bis die RPN nicht mehr im kritischen Bereich ist [PBF+07, S. 703]. 
Die klassische FMEA betrachtet üblicherweise die Ausfallarten unabhängig voneinander; 
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(Common Cause68) haben [DIN60812, S. 7]. Aus diesem Grund wird die FMEA meist in 
Kombination mit einem deduktiven Verfahren, wie der Fault Tree Analysis (FTA) ver-
wendet [DIN60812, S. 31], [DIN61025, S. 1ff.]. DOROCIAK kombiniert die FMEA auf 
Basis der Prinziplösung [GKP09, S. 1011ff.] mit der frühzeitigen FTA [Gau10, S. 103ff.], 
[DGK+09, S. 59ff.] – ergänzt um Bayessche Netze [Dor12, S. 1ff.] – zur frühzeitigen 
probabilistischen Analyse der Verlässlichkeit fortschrittlicher mechatronischer Systeme 
auf Basis der Prinziplösung [DG14, S.38ff.]. Die szenariobasierte FMEA nach 
KMENTA/ISHII werden dieser Tatsache gerecht, indem sie Fehlerszenarien über den Pro-
duktlebenszyklus betrachten [KI00, S. 4ff.].  
Im Rahmen der vorliegenden Arbeit besonders interessant sind die kostenorientierten 
Weiterentwicklungen der FMEA, welche die Abschätzung von Fehlerkosten berücksich-
tigen. KMENTA/ISHII zeigen, dass eine Priorisierung von Fehlern auf Basis der erwarteten 
Kosten (Produkt aus Eintrittswahrscheinlichkeit und Fehlerkosten) vorteilhaft ist, da Feh-
ler bei gleicher RPN unterschiedliche Fehlerkosten verursachen (Life cost-based FMEA) 
[KI00, S. 5ff.]. RHEE/ISHII ergänzt die Life-cost-based FMEA um ein Formblatt, welches 
Personal-, Material- und Opportunitätskosten für die identifizierten Fehler berücksichtigt. 
Diese Personal- und Opportunitätskosten sind abhängig von Entdeckungs-, Reparatur-, 
Warte- sowie Anlaufzeiten und somit ebenfalls zu bewerten. Eine Sensitivitätsanalyse 
dieser Faktoren mit Hilfe der Monte-Carlo-Simulation unterstützt bei der Identifikation 
von Kostentreibern [RI02, S. 3f.], [RI04, S. 181f.]. Weitere Ansätze zur kostenbasierten 
FMEA liefern u.a. [SR03], [Wan11] und [HDS+08]. 
Bewertung: 
Die klassische FMEA liefert einen Ansatz zur Identifikation von Fehlern, die über den 
Lebenszyklus im System auftreten können. Die kostenbasierten Analysen unterstützen 
zudem bei der Bewertung der aus den Fehlern resultierenden Kosten über den Lebens-
zyklus und liefern somit eine verlässlichkeitsorientierte Entscheidungsgrundlage und ei-
nen Entwicklungsrahmen. Einen Einsatz im Rahmen der Konzipierung wird auf Basis der 
Prinziplösung, insbesondere der Wirkstruktur ermöglicht und somit ein einheitliches Ver-
ständnis unterstützt. 
3.4 Ansätze zur Analyse des Systemverhaltens Intelligenter  
Technischer Systeme in der Konzipierung 
Die Analyse des Systemverhaltens erfolgt im Rahmen der Entwicklungsmethodik für In-
telligente Technische Systeme (vgl. Abschnitt 2.5.6) im disziplinspezifischen Entwurf. 
Beispielsweise stellen KEßLER ET AL. einen Ansatz zur Erstellung von Prozessmodellen 
für den Entwurf selbstoptimierender Regelungen vor, welcher bereits im Rahmen der 
Konzipierung die notwendigen Informationen für das Modell ausarbeitet. Voraussetzung 
                                                 
68  Common Cause bezeichnet Ausfälle verschiedener Systemelemente aufgrund derselben unmittelbaren 
Ursache, wobei diese Ausfälle nicht voneinander abhängen [DIN13306, S. 17]. 
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für die Erstellung der Prozessmodelle ist dabei ein vorhandenes, valides Dynamikmodell 
der Regelstrecke [KKT+13, S. 5ff.]. Dieses Modell liegt im Rahmen der Konzipierung 
insbesondere für Neuentwicklungen nicht vor. Eine Möglichkeit die Dynamik eines Sys-
tems und somit sein Verhalten abzubilden liefert der Ansatz System Dynamics (vgl. Ab-
schnitt 3.4.1). Das Verhalten Intelligenter Technischer Systeme wird durch den Selbstop-
timierungsprozess geprägt (vgl. Abschnitt 2.3.2). Die Methode zur Zielabhängigkeitsana-
lyse nach DUMITRESCU in Abschnitt 3.4.2 analysiert die Abhängigkeiten der äußeren Ein-
flüsse auf die Ziele des Systems. Mittels der Methode zum Entwurf von Zielsystemen 
selbstoptimierender mechatronischer Systeme nach POOK in Abschnitt 3.4.3 lassen sich 
Ursache-Wirkbeziehungen von Zielkonflikten beschreiben. Eine situationsabhängige An-
passung der Zielgewichtung zeigt das Verfahren zur situationsspezifischen Bestimmung 
und Gewichtung von Entwicklungsprozesszielen nach KAHL in Abschnitt 3.4.4 auf. 
3.4.1 System Dynamics 
System Dynamics wurde in den 1950er Jahren durch FORRESTER an der Sloan School of 
Management des Massachusetts Institute of Technology (MIT) entwickelt [KFG02, 
S. 42]. Die Methode findet in verschieden Bereichen wie Management, Ökologie und 
Volkswirtschaft Einsatz (vgl. u.a. [For69], [For73], [SG08]) [KFG02, S. 42]. Grundge-
danke ist, dass der Mensch nicht in der Lage ist, komplexe Zusammenhänge bspw. von 
soziotechnischen Systemen zu verstehen [For72, S. 74ff.], [Epp79, S. 56]. Systems Dy-
namics beschreibt somit eine Art zu Denken (Systemdenken). Es ist Teil des Systems 
Engineerings [Hit07, S. 65ff.]. Der Ansatz stellt eine graphische Sprache zur Verfügung, 
mit deren Hilfe sich die Struktur von Systemen sowie das dynamische Verhalten von 
Systemen abbilden lassen. Insbesondere können Rückkoppelungen in Form von stabili-
sierenden bzw. verstärkenden Schleifen darstellt sowie das Verhalten des Systems quan-
titativ erfasst und simuliert werden [For72, S. 14ff.], [HFW+12, S. 55]. Der Aufbau einer 
Systemstruktur im System Dynamics kann als Hierarchie aufgefasst werden [For72, 
S. 106]. Auf oberster Ebene befindet sich die definierte geschlossene Systemgrenze. Da-
bei ist ein System gemeint, welches sein Verhalten innerhalb seiner internen Struktur re-
alisiert [For72, S. 106]. Darunter ist der Regelkreis als das Strukturelement des Systems 
angeordnet. Der Regelkreis verbindet die Entscheidung, die Aktion und den Zustand des 
Systems. Als Ergebnis werden Informationen über den Systemzustand zum Entschei-
dungspunkt zurückgegeben (vgl. Bild 3-16). 
Zustands- und Flussgrößen bilden die Substruktur des Regelkreises. Die Zustandsgrößen 
integrieren die Ergebnisse der Aktionen im System und lassen sich nur durch Flussraten 
über den Zeitverlauf verändern [For72, S. 92ff.]. Auf der untersten Ebene bilden Ziele, 
Zustände, Abweichungen und Aktionen die Substruktur der Aktionsvariablen. Eine Ra-
tengleichung oder auch Entscheidungsregel führt auf Basis der Abweichung eines beo-
bachteten Zustands zu einem Ziel, zu einer bestimmten Aktion im System [For72, 
S. 101ff.]. Die Gleichungen lassen sich u.a. mathematisch oder kausal abbilden und bspw. 
rechnerbasiert berechnen. Auf dieser Basis lässt sich das Systemverhalten über die Zeit 
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berechnen [For72, S. 107ff.]. GROESSNER und SCHAFFERNICHT haben verschiedene Stu-
dien mit System Dynamics untersucht und geben einen Überblick über die eingesetzten 
Beschreibungsarten der Abhängigkeiten [GS12, S. 49ff.]. Nach COYLE lässt sich der Sys-
tem Dynamics Ansatz in fünf Phasen durchführen. Erstens wird das Problem definiert, 
zweitens wird das System als Modell beschrieben und drittens erfolgt die qualitative Ana-
lyse. Im vierten Schritt wird das Modell simuliert und abschließend erfolgt auf Basis der 
Simulationsergebnisse eine Optimierung des Entwurfs [Coy96, S. 10ff.].  
 
Bild 3-16: Regelkreis im System Dynamics [For72, S. 89] 
Bewertung 
System Dynamics ermöglicht die Abbildung und Analyse komplexer Zusammenhänge, 
welche vom Zusammenspiel der Elemente eines Systems über den Zeitverlauf abhängen. 
Es wird somit ein Ansatz geliefert, um das Systemverhalten zu berücksichtigen. Welche 
Aspekte modelliert und simuliert werden, ist dabei von der Anwendung des Ansatzes 
abhängig.  
3.4.2 Methode zur Zielabhängigkeitsanalyse nach DUMITRESCU 
Die Methode zur Zielabhängigkeitsanalyse ist Teil der Entwicklungssystematik zur In-
tegration kognitiver Funktionen in fortgeschrittene mechatronische Systeme nach  
DUMITRESCU [Dum11, S. 102ff.]. Sie baut auf der Methode zur Identifikation von 
Selbstoptimierungspotential nach GAUSEMEIER ET AL. auf [GZF+07, S. 4ff.], [ADG+09, 
S. 170ff.], [GIV+14, S. 52ff.]. Das Vorgehen nach DUMITRESCU gliedert sich in vier Pha-
sen:  
Ermittlung zielrelevanter Einflussausprägungen: Im ersten Schritt werden die Ziele 
des Systems identifiziert und auf Basis des Partialmodells Umfeld der Prinziplösung (vgl. 
Abschnitt 2.5.6) die Einflüsse ermittelt, welche die identifizierten Ziele beeinflussen. Für 
die identifizierten Einflüsse werden qualitative Ausprägungen ermittelt [Dum11, S. 102]. 
Abbildung der Zielauswirkung der Einflussausprägungen: In einer Zielprioritäts-
matrix (vgl. Bild 3-17) werden die Einflüsse und ihre Ausprägungen den Zielen gegen-
übergestellt. Unter der Fragestellung „Wie wirkt sich die Einflussausprägung i (Zeile) auf 
die Zielpriorität der Systemziele j (Spalte) aus?“ wird die Auswirkung der Einflüsse auf 
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die Ziele bewertet. Für jede Kombination wird die Zielprioritätsänderung abgebildet 
[Dum11, S. 102f.].       
 
Bild 3-17: Zielprioritätsmatrix nach DUMITRESCU [Dum11, S. 103] 
Bildung relevanter Situationen: Zur Bildung relevanter Situationen werden im ersten 
Schritt nicht relevante Ziele und Einflüsse gestrichen (Faktoren die durchgängig mit keine 
Auswirkung bewertet wurden). Die verbleibenden Einflüsse werden zu konsistenten Si-
tuationen kombiniert. Es gilt zu beachten, dass diese keine Kombination von Ausprägun-
gen enthalten, welche so in der Realität nicht auftauchen [Dum11, S. 103].  
Auswertung der Situationsabhängigkeit der Ziele: Abschließend werden die Zielpri-
oritäten für die jeweiligen Situationen aus der Zielprioritätsmatrix zusammengezählt. Auf 
dieser Basis wird eine situationsabhängige Zielpriorität ermittelt. Zeigt sich, dass sich 
Ziele in den Situationen bedingen, ist das Potential für den Einsatz von Selbstoptimierung 
gegeben. Die Ziele werden im Partialmodell Zielsystem abgebildet (vgl. Abschnitt 2.5.6) 
[Dum11, S. 103f.].      
Bewertung 
Mit Hilfe der Zielprioritätsmatrix lässt sich die Wirkung der äußeren Einflüsse auf die 
Ziele eines Intelligenten Technischen Systems im Rahmen des Selbstoptimierungspro-
zesses abbilden. Es liefert somit einen Baustein zur Umsetzung des Selbstoptimierungs-
prozesses und somit zur Berücksichtigung des Systemverhaltens. Sie ist integraler Be-
standteil der Konzipierung bei der Integration von kognitiven Funktionen (vgl. Abschnitt 
2.5.6). 
Zielprioritätsmatrix (Auszug)
Fragestellung: Wie wirkt sich die Einﬂ uss-
ausprägung i (Zeile) auf die Zielpriorität der 
Systemziele j (Spalte) aus? 
Bewertungsmaßstab:
-- = starke Veringerung der Zielpriorität
-  = Veringerung der Zielpriorität
0 = keine Auswirkung
+ = Erhöhung der Zielpriorität














































Einﬂ üsse Ausprägungen Nr. 1 2 3 4
Unebenheiten
vorhanden 1 0 + + 0
nicht vorhanden 2 0 0 0 0
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3.4.3 Methode zum Entwurf von Zielsystemen selbstoptimierender  
mechatronischer Systeme nach POOK 
Die Methode zum Entwurf von Zielsystemen selbstoptimierender mechatronischer Sys-
teme nach POOK gliedert sich wie Bild 3-18 zeigt in vier Phasen. Im Rahmen der vorlie-
genden Arbeit sind insbesondere die Ursache-Wirkbeziehungen der Zielkonflikte interes-
sant. 
Entwicklung der Zielhierarchie des Systems: Ziel der Phase sind Systemziele. Ausge-
hend von den Funktionen der Informationsverarbeitung in der Funktionshierarchie wer-
den die Anforderungen ermittelt, aus denen die Funktionen resultieren. Basierend auf den 
Anforderungen lassen sich die Ziele der Ziel-Mittel-Ebene formulieren. Eine Beschrei-
bung der externen und inhärenten Ziele (vgl. Abschnitt 2.3.1) erfolgt auf Grund von nicht-
funktionalen Anforderungen [Poo11, S. 97f.].    
 
Bild 3-18: Vorgehen beim Entwurf von Zielsystemen nach POOK [Poo11, S. 97] 
Analyse der Wirkungsweise des Systems: Für die identifizierten Ziele werden in dieser 
Phase störende Wirkungen ermittelt, welche im Betrieb auf die Zielgrößen/-variablen 
wirken. Hierzu wird für jedes Ziel ein Fehlzustandsbaum erstellt; in diesem werden die 
Störwirkungen als Einflüsse beschrieben. Ergebnis der Phase sind die Störwirkungen auf 
die Ziele und ihre Ursachen [Poo11, S. 98]. 
Analyse störender Einflüsse und Wirkungen: Die Fehlzustandsbäume werden in der 
dritten Phase um störende Wirkungen von Einflüssen ergänzt. Hierzu werden sich verän-
dernde Umgebungsbedingungen sowie Einflüsse untersucht. Zudem wird ausgehend von 



















• Anforderungsanalyse zur Identifikation von Zielen 
des Systems
• Anforderungsanalyse zur Identifikation von 
hierarchischen Abhängigkeiten zwischen Zielen
• Analyse des Zusammenwirkens von Elementen 
des Systems zur Ermittlung störender Wirkungen 
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Verfolgung von Zielen
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Ermittlung von Ursachen störender Wirkun-
gen auf die Verfolgung von Zielen
• Identifikation und Beschreibung von Zielkon-
flikten
• Ermittlung weiterer Ziele
• Identifikation weiterer zu erfassender 
Einflüsse
Aufgaben/Methoden
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vollständigen Fehlerzustandsbäume lassen sich Zielkonflikte identifizieren [Poo11, 
S. 98].   
Erweiterung der Prinziplösung: Das Partialmodell Zielsystem wird so angepasst, dass 
es nur Ziele enthält, welche in Konflikt zueinander stehen. Die Zielkonflikte werden so 
beschrieben, dass sich eine Kausalkette der Ursache-Wirkbeziehungen auf das System-
verhalten ergibt. Die Wirkstruktur wird um Sensoren, Informationsverarbeitungen und  
-flüsse erweitert, so dass eine Lösung der Zielkonflikte im Rahmen des Selbstoptimie-
rungsprozesses im Betrieb möglich ist [Poo11, S. 98f.]. 
Bewertung 
Die Methode nach POOK ist ebenfalls integraler Bestandteil der Konzipierung und unter-
stützt die Entwicklung des Zielsystems (vgl. Abschnitt 2.5.6). Die Methode berücksich-
tigt die Wirkung der äußeren Einflüsse auf die Ziele und zeigt Zielkonflikte auf. Mittels 
Kausalketten wird der resultierende Einfluss auf das Systemverhalten Intelligenter Tech-
nischer Systeme abgebildet.   
3.4.4 Verfahren zur situationsspezifischen Bestimmung und Gewichtung 
von Entwicklungsprozesszielen nach KAHL 
Das Verfahren zur situationsspezifischen Bestimmung und Gewichtung von Entwick-
lungsprozesszielen ist Teil des Rahmenwerks für einen selbstoptimierenden Entwick-
lungsprozess fortschrittlicher mechatronischer Systeme nach KAHL. Das Verfahren er-
möglicht die Umsetzung der Phase Bestimmung der Systemziele des Selbstoptimierungs-
prozesses (vgl. Abschnitt 2.3.2). Der Entwicklungsprozess fortschrittlicher mechatroni-
scher Systeme gliedert sich in der Phase Entwurf und Ausarbeitung zum einen hinsicht-
lich der beteiligten Disziplinen und zum anderen hinsichtlich der Modulstruktur (vgl. Ab-
schnitt 2.5.6, Bild 2-12). Das Verfahren zur situationsspezifischen Bestimmung und Ge-
wichtung der Entwicklungsprozessziele umfasst die in Bild 3-19 dargestellten und im 
Folgenden beschriebenen fünf Phasen. 
Bestimmung des internen Zielsystems: Anhand der Eigenschaften des zu entwickeln-
den Systems, des Unternehmensumfelds sowie des vorliegenden Entwicklungsstands 
werden externe und inhärente Ziele des Entwicklungsprozesses bestimmt. Externe Ziele 
können bspw. „minimiere Entwicklungszeit“ oder „minimiere Entwicklungskosten“ sein. 
Die internen und externen Ziele werden zusammengenommen und gemäß des vorliegen-
den Entwicklungsstands auf den Entwicklungsstrang je Modul heruntergebrochen 
[Kah13, S. 124ff.].  
Bestimmung der strategischen Zielpriorität: Die ermittelten externen und inhärenten 
Ziele werden in einer strategieorientierten Relevanz-Matrix vor dem Hintergrund des Ent-
wicklungsauftrags und der gewählten Strategieoptionen gegenübergestellt und paarweise 
verglichen. Dieser Vergleich erfolgt in Anlehnung an den Analytic Hierarchy Process 
(AHP) nach SAATY [Saa80, S. 17ff.], [Kah13, S. 126f.]. Für jede Zielkombination wird 
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bewertet ob ein Ziel im Rahmen der Entwicklung eine größere oder gleich große Zielpri-
orität besitzt. Ergebnis der Phase sind die strategischen Zielprioritäten [Kah13, S. 127]. 
 
Bild 3-19: Ablauf des Verfahrens zur situationsspezifischen Bestimmung und Gewich-
tung von Entwicklungsprozesszielen nach KAHL [Kah13, S. 124] 
Bestimmung der technologischen Zielpriorität: In der dritten Phase werden die Ziele 
aus technologischer Sicht priorisiert, da die Eigenschaften der Module des Entwicklungs-
gegenstands Einfluss auf die Ziele im Prozessstrang besitzen. Hierzu wird zunächst die 
technologische Bedeutung der Module anhand von Attributen (Komplexität, Dynamik 
etc.) ermittelt. Mit Hilfe einer technologieorientierten Einflussmatrix wird festgelegt, wie 
sich die technologische Bedeutung des Moduls auf die Ziele des Entwicklungsprozess-
strangs auswirken. Auf Basis der Korrelation wird die technologische Zielpriorität für 
jedes Ziel des Modulentwicklungsstrangs mittels einer Priorisierungsfunktion festgelegt. 
Resultat der Phase ist die normierte, prozentuale, technologische Zielpriorität je Ziel und 
Modul [Kah13, S. 127f.].   
Bestimmung des Zielgewichtungsänderungsbedarfs: Für die situationsspezifische Ge-
wichtung der Ziele wird abschließend die Abweichung vom aktuellen Projektplan und 















• Entwicklungsauftrag und Unternehmens-
charakteristika analysieren
• Systemmodule identifizieren und analysieren
• Menge inhärenter und externer Ziele festlegen
• Interne Ziele je Modul festlegen
• Entwicklungsauftrag und gewählte Strategie-
Optionen analysieren
• Inhärente und externe Ziele gegeneinander 
bewerten
• Strategische Zielpriorität je Modul ermitteln
• Einfluss der technologischen Bedeutung auf 
die Ziele definieren
• Technologische Bedeutung je Modul ermitteln
• Technologische Zielpriorität je Modul ermitteln
• Überwachungsgrößen festlegen
• Überwachungsgrößen auf Ziele mappen
• Soll-Ist-Vergleich der Überwachungsgrößen 
je Modul durchführen







• Zuordnung der internen Ziele pro Modul
• Festlegung der Gewichtungsfunktion je Ziel und 
internem Modul
• Gewichtung der internen Ziele 
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wie verbrauchtes Budget oder verstrichene Zeit, festgelegt. Diese erfassen den Entwick-
lungsprozess aus Sicht des Projektmanagements. In der Überwachungsgrößen-Ziel-Ein-
flussmatrix wird definiert, wie sich eine Abweichung vom Soll-Zustand der Überwa-
chungsgröße auf die Gewichtung eines oder mehrerer Ziele auswirkt. Bei einer Änderung 
des Ist-Zustands lässt sich auf Basis der Einflussmatrix und der Abweichung vom Soll-
Zustand in Prozent der Zielgewichtungsänderungsbedarf je Modulstrang ermitteln. Der 
ermittelte Änderungsbedarf wird in einer Matrix abgebildet [Kah13, S. 129f.]. 
Gewichtung der internen Ziele: Die internen Ziele für jeden Modulentwicklungsstrang 
werden anhand der strategischen und technologischen Zielpriorität mittels einer Gewich-
tungsfunktion sowie dem aktuellen Zielgewichtungsänderungsbedarf priorisiert. Ergeb-
nis der Phase sind die prozentualen Gewichtungen der internen Ziele je Modul. Anhand 
dieser Zielgewichtungen kann aus einer Menge generierter möglicher Prozesspläne der 
optimale Prozessplan ausgewählt werden [Kah13, S. 130f.]. 
Bewertung 
Das Verfahren nach KAHL ermöglicht die Gewichtung der Ziele für Entwicklungspro-
zesse. Es unterstützt somit die Anpassung der Ziele im Rahmen des Selbstoptimierungs-
prozesses und liefert ein Vorgehen zur Abbildung dieses Prozesses im Rahmen der Kon-
zipierung für das zu entwickelnde Intelligente Technische System.  
3.5 Handlungsbedarf 
Bild 3-20 fasst die Bewertung der vorgestellten Ansätze aus dem Stand der Technik hin-
sichtlich der Anforderungen an eine Systematik zur wirtschaftlichkeitsorientierten Kon-
zipierung Intelligenter Technischer Systeme zusammen (vgl. Abschnitt 2.7). Keiner der 
betrachteten Ansätze erfüllt alle Anforderungen. Aus diesem Grund wird in diesem Ab-
schnitt der verbleibende Handlungsbedarf aufgezeigt. 
A1: Integraler Bestandteil der Konzipierung 
Die Systematik hat die Synthese-, Analyse- und Auswahltätigkeiten kontinuierlich im 
Rahmen der Konzipierung Intelligenter Technischer Systeme zu unterstützen. Die be-
trachten Ansätze unterstützen meist nur einzelne Tätigkeiten und einzelne Aspekte der 
Wirtschaftlichkeit. Es mangelt somit an einer durchgängigen Wirtschaftlichkeitsorientie-
rung im Rahmen des Konzipierungsprozesses. 
A2: Entscheidungsgrundlage 
Diese Anforderung wird von einer Vielzahl der betrachteten Ansätze erfüllt. Es gilt somit, 
sinnvolle Aspekte aus dem Stand der Technik zu identifizieren und in die zu entwickelnde 
Systematik zu integrieren. 
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A3: Rahmen für die wirtschaftliche, disziplinspezifische Entwicklung 
Bestehende Ansätze, wie das Target Costing oder die Wertanalyse, legen die zulässigen 
Kosten für die einzelnen Elemente der Lösung fest und liefern somit einen Rahmen für 
die wirtschaftliche, disziplinspezifische Entwicklung. Diese Ansätze können unter Be-
rücksichtigung anderer Anforderungen einen Beitrag bei der Entwicklung der Systematik 
leisten.   
A4: Einheitliches Verständnis der Wirtschaftlichkeit 
Ein einheitliches Verständnis mittels eines Wirtschaftlichkeitsmodells, welches die Spe-
zifikationstechnik um den Aspekt der Wirtschaftlichkeit ergänzt, wird von keinem der 
betrachteten Ansätze ermöglicht. Die betrachten Ansätze, wie die Kostengliederungs-
struktur oder die Ansätze zur Kundenorientierung nach KANO ET AL., ermöglichen das 
Verständnis von Teilaspekten. Es ist somit eine Kombination der Ansätze sowie eine ent-
sprechende Modellierungssprache notwendig, um die Wirtschaftlichkeit mittels eines 
konzeptuellen Modells abzubilden.  
A5: Plausibilität 
Zur Erstellung der Kostengliederungsstruktur werden Vorgaben zur Unterstützung der 
Entwickler bereitgestellt. Sie können als Ausgangspunkt für Hilfsmittel zur Modellierung 
eines plausiblen Wirtschaftlichkeitsmodells im Rahmen der Systematik genutzt werden.  
A6: Lebenszykluskostenanalyse 
Die Analyse der Lebenszykluskosten wird für Teilaspekte von allen Ansätzen im Rahmen 
des Kostenmanagements erfüllt. Eine umfassende Analyse ermöglichen die Ansätze zur 
Lebenszykluskostenanalyse. Die Abbildung der Kosten erfolgt mit Hilfe der Kostenglie-
derungsstruktur. Es gilt, die Ansätze vor dem Hintergrund mangelnder Informationen im 
Rahmen der Konzipierung in die Systematik zu integrieren. 
A7: Kundenorientierte Analyse 
Die vorgestellten Ansätze zur Kundenorientierung im Rahmen der Produktentstehung er-
möglichen in Kombination eine durchgängige Kundenorientierung. Für die kundenorien-
tierte Analyse im Rahmen der Systematik sind diese Ansätze daher zu kombinieren und 
in den Konzipierungsprozess zu integrieren. 
Seite 92  Kapitel 3 
 
Bild 3-20: Bewertung der untersuchten Ansätze hinsichtlich der Anforderungen an eine 
Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter 
Technischer Systeme 
Bewertung der untersuchten Ansätze 
hinsichtlich der gestellten Anforderungen.
Fragestellung: 
Wie gut erfüllen die untersuchten Ansätze 
(Zeile) die gestellten Anforderungen an eine 
Systematik zur wirtschaftlichkeitsorientier-
ten Konzipierung Intelligenter Technischer 
Systeme (Spalte)?
Bewertungsskala:
 = nicht erfüllt
 = teilweise erfüllt   










































































































































































Ansätze zur Bewertung der 
Kundenzufriedenheit













Leitfaden für ein transdisziplinäres 
Zielkostenmanagement (Z	
)














Methode zur Zielabhängigkeitsanalyse 
(D
)
Methode zum Entwurf von 
Zielsystemen (P)
Verfahren zur situationsspeziﬁ schen 
Bestimmung und Gewichtung (K	)
Stand der Technik Seite 93 
A8: Berücksichtigung der Abhängigkeiten der Elemente 
Die Ansätze im Stand der Technik berücksichtigen die Abhängigkeiten der Elemente nur 
partiell. Beispielsweise werden die Abhängigkeiten zwischen Nutzen und Kundenzufrie-
denheit durch KANO ET AL. berücksichtigt. MATZLER und STAHL fokussieren den Zusam-
menhang zwischen Kundenzufriedenheit und Unternehmenswert. In der Kostengliede-
rungsstruktur werden die Abhängigkeiten der Kosten über den Lebenszyklus berücksich-
tigt. Im Rahmen der Systematik gilt es, eine umfassende Analyse und Bewertung der 
Abhängigkeiten zwischen den Kosten, dem Nutzen und der Wirtschaftlichkeit für die Lö-
sungsvarianten zu ermöglichen. 
A9: Berücksichtigung des Systemverhaltens 
System Dynamics liefert einen prinzipiellen Ansatz zur Abbildung des Verhaltens und 
der Dynamik komplexer Systeme. Diesen gilt es im Rahmen der Systematik zu adaptieren 
und auf Intelligente Technische Systeme zu übertragen. Ziel ist die Abbildung des 
Selbstoptimierungsprozesses. Hierbei können die betrachteten Ansätze nach DUMIT-
RESCU, POOK und KAHL Ansatzpunkte liefern. 
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4 Die Systematik im Überblick 
Dieses Kapitel gibt einen Überblick über die Systematik zur wirtschaftlichkeitsorien- 
tierten Konzipierung Intelligenter Technischer Systeme. Die Systematik soll den identi-
fizierten Herausforderungen und Anforderungen der Problemanalyse (vgl. Abschnitte 2.6 
und 2.7) sowie dem in Abschnitt 3.5 aufgezeigten Handlungsbedarf gerecht werden.  
Die Systematik besteht aus einem Wirtschaftlichkeitsmodell sowie Methoden und Vor-
gehensweisen zu dessen Entwicklung und Bewertung (vgl. Bild 4-1). In Abschnitt 4.1 
wird das Wirtschaftlichkeitsmodell vorgestellt, welches die Spezifikationstechnik CON-
SENS um den Aspekt der Wirtschaftlichkeit ergänzt (vgl. Abschnitt 2.5.6). Die einzelnen 
Phasen der Systematik werden in Abschnitt 4.2 kurz beschrieben. Die Erstellung des 
Wirtschaftlichkeitsmodells erfolgt als integraler Bestandteil der disziplinübergreifenden 
Konzipierung (vgl. Abschnitt 2.5.6). Aus diesem Grund wird das Vorgehen in den dis-
ziplinübergreifenden Konzipierungsprozess der Entwicklungsmethodik für Intelligente 
Technische Systeme integriert. 
 
Bild 4-1: Bestandteile der Systematik  
4.1 Wirtschaftlichkeitsmodell  
Die Prinziplösung legt die Rahmenbedingungen für den disziplinspezifischen Entwurf 
und die Ausarbeitung des Intelligenten Technischen Systems sowie etwa 60 % der Le-
benszykluskosten und den Großteil seines Nutzens fest [Kol98, S. 62], [Bue09, S. 8]. Die 
Wirtschaftlichkeit des Systems über den gesamten Lebenszyklus ist daher bereits im Rah-
men der Konzipierung zu berücksichtigen. In dieser frühen Phase der Entwicklung ist 
lediglich eine Abschätzung möglich. Dennoch: Der Präzisionsgrad ist ausreichend, um 
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grundlegende Designentscheidungen auf Basis der Wirtschaftlichkeit über den Lebens-
zyklus des Systems im Rahmen der Konzipierung zu treffen und so ein Verständnis für 
die Entstehung von Kosten und Nutzen beim Entwickler zu schaffen. Der Präzisionsgrad 
der Aussage steigt jedoch mit zunehmenden Detaillierungsgrad in der Entwicklung 
[SF06, S. 1420f.], [VDI2884, S. 4].  
Aufbauend auf dem Stand der Technik wurde im Rahmen der vorliegenden Arbeit ein 
Wirtschaftlichkeitsmodell für den Einsatz in der disziplinübergreifenden Konzipierung 
entwickelt. Das Modell bildet die Zusammenhänge von Kosten und Nutzen vor dem Hin-
tergrund der Prinziplösung Intelligenter Technischer Systeme ab. Es ermöglicht den Ent-
wicklern somit ein frühzeitiges Verständnis für die Entstehung von Kosten und Nutzen 
über den Lebenszyklus des zu entwickelnden Systems. Ziel ist ein plausibles Wirtschaft-
lichkeitsmodell, welches die Spezifikationstechnik CONSENS ergänzt und die drei An-
forderungen Vergleichbarkeit, Vollständigkeit und Richtigkeit erfüllt (vgl. Abschnitt 
2.5.5).  
In Abschnitt 4.1.1 werden zunächst die Modellkonstrukte des Wirtschaftlichkeitsmodells 
definiert. Auch wenn sich Kosten und Nutzen je nach betrachtetem System und Stakehol-
der unterscheiden, ist eine gewisse Grundstruktur zu erkennen. Diese wurde im Rahmen 
der Arbeit extrahiert und wird in den Abschnitten 4.1.2 und 4.1.3 vorgestellt. Die Grund-
struktur dient als Ausgangspunkt für die Entwicklung des Modells. Um den Anforderun-
gen Vergleichbarkeit, Vollständigkeit und Richtigkeit an das Wirtschaftlichkeitsmodell 
gerecht zu werden, wurden Richtlinien und Bedingungen bei der Modellierung in Ab-
schnitt 4.1.4 definiert. Diese gilt es im Rahmen der Modellierung durch das interdiszipli-
näre Entwicklungsteam69 einzuhalten.  
4.1.1 Definition der Modellkonstrukte 
Ziel ist ein Wirtschaftlichkeitsmodell, welches von allen beteiligten Disziplinen gleich-
ermaßen gelesen und verstanden werden kann. Es wird daher ein konzeptuelles Modell 
gewählt (vgl. Abschnitt 2.5.5). Im Modell wird zwischen Kosten-, Nutzen-, Wirtschaft-
lichkeits- und Stakeholderelementen sowie Multiplikatoren unterschieden. Stehen Ele-
mente miteinander in Interaktion, wird dies durch eine Beziehung zwischen den Elemen-
ten dargestellt. Bild 4-2 zeigt eine Übersicht der Modellkonstrukte. Die Modellkonstrukte 
ergänzen die Spezifikationstechnik CONSENS. Für die Darstellung der Konstrukte 
wurde folgende graphische Notation (konkrete Syntax) gewählt: das orangene Polygon 
für ein Kostenelement, das gespiegelte violette Polygon für ein Nutzenelement, das grüne 
                                                 
69  Das interdisziplinäre Entwicklungsteam ist so zusammenzustellen, dass es neben der technischen Ex-
pertise aus den an der Entwicklung beteiligten Disziplinen (vgl. Abschnitt 2.5.6) auch über einen Über-
blick über das Gesamtsystem sowie den Produktlebenszyklus verfügt [BF11, S. 45]. Hierzu ist die In-
tegration der Marketing und Vertriebsabteilungen sowie des Rechnungswesens ratsam, um so den un-
mittelbaren und schnellen Austausch der häufig divergierenden Vorstellungen zu ermöglichen [HHB09, 
S. 82f.]. 
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Trapez für ein Wirtschaftlichkeitselement, das türkisene Oval für ein Stakeholderelement 
sowie das weiße Parallelogramm für einen Multiplikator. Ein Strichpunktpfeil wird, wie 
in CONSENS, für eine logische Beziehung verwendet. Eine Strichpunktlinie mit einer 
ausgefüllten schwarzen Raute steht für eine Aggregationsbeziehung; mit einer zweige-
teilten Raute für eine Verhältnisbeziehung; mit einer nicht ausgefüllten Raute und einem 
„+“ für eine verstärkende und mit einem „-“ für eine dämpfende Beziehung. 
Nachdem die konkrete Syntax durch die graphische Notation festgelegt wurde, wird im 
Folgenden die abstrakte Syntax und Semantik des Modells beschrieben: 
 
Bild 4-2: Graphische Notation der Elemente und Beziehungen (konkrete Syntax)  
Elemente 
Zur Abbildung der Kosten und des Nutzens über den Lebenszyklus eines Intelligenten 
Technischen Systems sowie dessen Wirtschaftlichkeit, werden die folgenden Elemente 
im Wirtschaftlichkeitsmodell eingesetzt: 
• Kostenelement: Bei Kostenelementen handelt es sich um Kosten, die über den Le-
benszyklus des Intelligenten Technischen Systems für die Stakeholder entstehen. Je-
dem Kostenelement wird ein Kostenwert als Eigenschaft zugewiesen (vgl. Bild 4-3).  
• Nutzenelement: Nutzenelemente stellen den Nutzen dar, welcher für den Stakehol-
der über den Lebenszyklus durch Befriedigung seiner Bedürfnisse oder Erschließung 
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werden verschiedene Eigenschaften zugewiesen (vgl. Bild 4-3), wie die Höhe des er-
warteten und erlebten Nutzens sowie einer Zuordnung zu einer Kano-Kategorie70. 
• Wirtschaftlichkeitselement: Die Wirtschaftlichkeit ergibt sich aus dem Verhältnis 
von Kosten und Nutzen (vgl. Abschnitt 2.1.3). Das Wirtschaftlichkeitselement stellt 
Kosten- und Nutzenelemente gegenüber. Dem Element wird der Wert des Quotienten 
von Nutzwerten und Kostenwerten als Eigenschaft zugewiesen.    
• Stakeholderelement: Die Stakeholder werden durch die Stakeholderelemente reprä-
sentiert. Stakeholderelemente werden mit Kosten-, Nutzen- und Wirtschaftlichkeit-
selementen verknüpft, welche für den jeweiligen Stakeholder entstehen. 
• Multiplikator: Die Elemente im Wirtschaftlichkeitsmodell können nicht unabhängig 
voneinander betrachtet werden; vielmehr beeinflussen sie sich mittels sogenannter 
Multiplikatoren. Die Auswahl der Multiplikatoren, wie bspw. die Auslastung des Sys-
tems oder der Marktanteil, für das Wirtschaftlichkeitsmodell erfolgt durch das inter-
disziplinäre Entwicklungsteam für die vorliegende Entwicklungsaufgabe. Einen zent-
ralen Multiplikator stellt die Kundenzufriedenheit dar, wie die Abschnitte 2.5.3 und 
3.2.4 zeigen.  
 
Bild 4-3: Eigenschaften der Elemente im Wirtschaftlichkeitsmodell  
Klassifikation 
Die Kosten- und Nutzenelemente des Wirtschaftlichkeitsmodells treten in verschiedenen 
Phasen des Lebenszyklus Intelligenter Technischer Systeme auf und sind entweder von 
einzelnen Funktionen des Systems, vom Zusammenspiel der Funktionen in einer Situa-
tion oder von der Summe der Funktionen abhängig (vgl. Abschnitt 2.5.4). Diese Abhän-
gigkeit wird mittels der Klassifikation der Elemente deutlich gemacht und findet bei der 
Bewertung der Elemente Berücksichtigung (vgl. Abschnitt 4.2).  
                                                 
70  In Anlehnung an KANO ET AL. wird zwischen Basis-, Leistungs- und Begeisterungsattributen unter-
schieden. Je nach Kano-Kategorie wirkt sich die Differenz zwischen erlebtem und erwartetem Nutzen 
unterschiedlich auf die Kundenzufriedenheit aus (vgl. Abschnitt 3.2.3). 
Wirtschaftlichkeit
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• Funktionsabhängige Kosten-/Nutzenelemente: Elemente vom Typ «funktionsab-
hängig» sind von einzelnen Funktionen des Intelligenten Technischen System abhän-
gig. Kosten- und Nutzenelemente vom Typ «funktionsabhängig» können direkt Funk-
tionen aus dem gleichnamigen Partialmodell zugeordnet werden.   
• Situationsabhängige Kosten-/Nutzenelemente: Elemente vom Typ «situationsab-
hängig» ergeben sich durch das Zusammenspiel der Teilfunktionen des Intelligenten 
Technischen Systems im Zeitverlauf. Sie werden vom Stakeholder je nach Betriebs-
situation und Verhalten des Intelligenten Technischen Systems unterschiedlich be-
wertet, wie bspw. der Komfort oder die Betriebskosten.  
• Gesamtsystemabhängige Kosten-/Nutzenelemente: Elemente vom Typ «gesamt-
systemabhängig» ergeben sich aus der Summe der Teilfunktionen. Sie werden vom 
Stakeholder in Hinblick auf das gesamte Intelligente Technische System bewertet. 
Beispiele für Elemente vom Typ «gesamtsystemabhängig» sind Vertriebskosten oder 
Entsorgungskosten. Einen Spezialfall der gesamtsystemabhängigen Elemente bilden 
die Elemente welche neben dem Gesamtsystem von dessen Verlässlichkeit abhängig 
sind. Diese Elemente werden als «gesamtsystemabhängig» klassifiziert, jedoch bei 
der Bewertung spezifisch betrachtet. 
Beziehungen 
Die Elemente im Wirtschaftlichkeitsmodell lassen sich nicht unabhängig voneinander be-
trachten. Sie stehen vielmehr in Beziehung zueinander. Diese Beziehungen lassen sich 
wie folgt darstellen: 
• Logische Beziehung: Die Semantik der logischen Beziehung ergibt sich aus der Be-
zeichnung der Beziehung [Kai14, S. 47]. Mittels der logischen Beziehung kann bspw. 
beschrieben werden, dass einem Stakeholder Kosten entstehen oder ein Stakeholder 
Nutzen aus etwas zieht. 
• Aggregationsbeziehung: Die Aggregationsbeziehung beschreibt, dass das überge-
ordnete Element aus der Summe der ihm zugeordneten Elemente besteht (vgl. Bild 
4-4). Die schwarze Raute deutet auf das Element, welches die anderen Elemente ag-
gregiert. Einem Element sind entweder keins oder immer mindestens zwei Elemente 
mittels einer Aggregationsbeziehung zuzuweisen. Der Gewichtungsfaktor beschreibt, 
welchen Anteil das Element am übergeordneten Element hat. Die Summe der Ge-
wichtungsfaktoren auf einer Ebene ergeben 100 Prozent. 
• Verhältnisbeziehung: Durch die Verhältnisbeziehung werden Kosten- und Nutzen-
elemente ins Verhältnis gesetzt. Die zweigeteilte Raute zeigt auf ein Wirtschaftlich-
keitselement. Einem Wirtschaftlichkeitselement sind mindestens ein Kosten- und ein 
Nutzenelement über eine Verhältnisbeziehung zugewiesen.   
Seite 100  Kapitel 4 
• Verstärkende Beziehung: Eine verstärkende Beziehung beschreibt, dass eine Ver-
änderung des einen Elements eine Verstärkung des Werts des anderen Elements be-
wirkt. Die Verstärkung wird durch einen Verstärkungsfaktor bzw. eine -funktion vor-
gegeben. Die Raute deutet auf das Element, welches verstärkend beeinflusst wird. 
Durch ein „+“ oder „-“ am sich verändernden Element wird dargestellt, ob der Wert 
des Elements steigen oder sinken muss, um eine Wertsteigerung des Elements zu be-
wirken.  
• Dämpfende Beziehung: Wenn eine Veränderung des einen Elements eine Dämpfung 
eines anderen Elements bewirkt, wird dies durch eine dämpfende Beziehung darge-
stellt. Die Höhe der Dämpfung wird durch einen Dämpfungsfaktor oder eine -funktion 
vorgegeben. Wie bei der verstärkenden Beziehung, zeigt die Raute auf das Element, 
welches dämpfend beeinflusst wird. Durch ein „+“ oder „-“ am sich verändernden 
Element wird dargestellt, ob der Wert des Elements steigen oder sinken muss, um eine 
Wertreduktion des Elements zu bewirken.  
4.1.2 Grundstruktur der Kosten im Lebenszyklus 
Kosten, die für das zu entwickelnde Intelligente Technische System entstehen, lassen sich 
gemäß ihrer Entstehung den Phasen im Lebenszyklus zuordnen (vgl. Abschnitte 2.1.4 und 
3.3.6). Diese Zuordnung ergibt eine Grundstruktur der Lebenszykluskosten für das Wirt-
schaftlichkeitsmodell, welche als Schablone dient und die Entwickler bei der Identifika-
tion der relevanten Kosten im Konzipierungsprozess unterstützt. Diese Grundstruktur ist 
in Anlehnung an die Kostengliederungsstruktur hierarchisch aufgebaut (vgl. Abschnitt 
3.3.5). Bild 4-4 zeigt die Grundstruktur der immer wiederkehrenden Kostenelemente über 
den Lebenszyklus sowie deren Klassifikation. Die Schablone ist für den betrachteten Ent-
wicklungsgegenstand entsprechend zu spezifizieren. 
Anregungen für die Identifikation weiterer Kostenelemente im Lebenszyklus geben u.a. 
[Bla78, S. 192] und [VDI2884, S. 12ff.]. Die einzelnen Kostenelemente werden im Fol-
genden kurz beschrieben. 
Die Lebenszykluskosten bilden die oberste Hierarchieebene. Sie sind vom Typ «gesamt-
systemabhängig» und aggregieren die im Lebenszyklus entstehenden Kosten. Je nach be-
trachtetem Stakeholder können sich die Lebenszykluskosten aus unterschiedlichen Kos-
tenelementen zusammensetzen. Beispielsweise entstehen dem Unternehmen, welches das 
Intelligente Technische System vertreibt, keine Betriebskosten für das System. Für den 
Betreiber des Systems bzw. den Kunden entstehen wiederrum Betriebskosten. Die Ent-
stehung von Kosten im Lebenszyklus ist somit abhängig vom betrachteten Stakeholder. 
Auf der nächsten Hierarchieebene setzen sich die Lebenszykluskosten aus Anschaf-
fungs-, Inbetriebnahme-, Betriebs-, Instandhaltungs- sowie Entsorgungskosten zusam-
men. Anschaffungskosten für ein System können neben den eigentlichen Kosten für den 
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Erwerb auch Kosten für den Transport etc. beinhalten. Sie sind ebenfalls vom Typ «ge-
samtsystemabhängig». Anschaffungskosten, die durch den Erwerb des Systems entstehen 
setzten sich aus den Selbstkosten sowie dem Zielgewinn zusammen. Am Beispiel der 
Anschaffungskosten lässt sich anschaulich zeigen, dass Kosten und Nutzen nicht immer 
eindeutig voneinander trennbar sind. Der Zielgewinn ist aus Sicht des Unternehmens ein 
Nutzen, welcher aus dem Verkauf des Systems resultiert. Der Kunde hat diesen Gewinn 
jedoch als Teil seiner Anschaffungskosten für das System zu zahlen. Aus diesem Grund 
ist für die Bewertung der Kosten- und Nutzenelemente eine einheitliche Bewertungsskala 
zu wählen. 
 
Bild 4-4: Grundstruktur der Lebenszykluskosten sowie deren Klassifikation  
Die Selbstkosten sind ebenfalls vom Typ «gesamtsystemabhängig». Sie aggregieren die 
Kosten, die dem Unternehmen im betrieblichen Leistungserstellungsprozess entstehen. 
Diese umfassen: Entwicklungs-, Investitions-, Herstell-, Vertriebs- und sonstige Kosten. 
Unter Entwicklungskosten71 werden die Kosten aggregiert, welche während der Ent-
wicklung des Systems entstehen, bspw. Personalkosten. Sie sind vom Typ «funktionsab-
hängig». Investitionskosten entstehen insbesondere für Neuentwicklungen, wenn z.B. in 
neue Produktionsanlagen zur Herstellung des Systems investiert wird. Die Herstellkos-
ten für das System unterteilen sich u.a. in Material- und Fertigungskosten. Sie aggregie-
ren alle Kosten, welche während der Herstellung des Systems entstehen. Vertriebskos-
ten entstehen im Vertriebsprozess für das betrachtete System. Sonstige Kosten umfassen 
                                                 
71  Es wird von einer funktionsorientierten Entwicklung des Systems ausgegangen (vgl. [BDP+07, 
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alle Kosten, die im betrieblichen Leistungserstellungsprozess anfallen, jedoch nicht ein-
deutig einem Produkt oder Prozess zuzuordnen sind. Hierunter fallen bspw. Verwaltungs-
kosten. 
Nach der Beschaffung wird das System in Betrieb genommen. Die im Rahmen der Inbe-
triebnahme anfallenden Kosten, wie Installationskosten, fallen unter die Inbetriebnah-
mekosten. Im Betrieb des Systems fallen bspw. Kosten für Energie, Personal oder Hilfs-
stoffe an. Diese werden unter den Betriebskosten aggregiert. Betriebskosten sind abhän-
gig vom Verhalten des Systems in den einzelnen Betriebssituationen und werden daher 
als «situationsabhängig» klassifiziert. Kosten für die Instandhaltung des Systems sind 
abhängig von dessen Verlässlichkeit (vgl. Abschnitt 2.4). Unter Instandhaltungskosten 
fallen Kosten für Wartung, Materialkosten oder Gewährleistungskosten. Sie sind vom 
Typ «gesamtsystemabhängig». Zum Ende der Nutzungsdauer des Systems ist dieses au-
ßer Betrieb zu nehmen und zu entsorgen. Die hierbei entstehenden Kosten werden zu den 
Entsorgungskosten, ebenfalls vom Typ «gesamtsystemabhängig», aggregiert. 
4.1.3 Grundstruktur des Nutzens im Lebenszyklus 
Die Grundstruktur des Nutzens im Lebenszyklus ist angelehnt an die Arbeiten von PÜM-
PIN sowie KELLER und KOTLER (vgl. Abschnitt 2.1.5) [Püm92, S. 50], [SFC01, S. 784], 
[Kel93, S. 2ff.]. Wie in Bild 4-5 dargestellt lässt sich der Gesamtnutzen, der durch ein 
Intelligentes Technisches System über den Lebenszyklus für die Stakeholder resultiert, 
auf der obersten Hierarchieebene in die Nutzenelemente Kunden- und Unternehmensnut-
zen unterteilen. Bild 4-5 zeigt die Grundstruktur der Nutzenelemente. Sie dient ebenfalls 
als Schablone und ist für den betrachteten Entwicklungsgegenstand entsprechend zu spe-
zifizieren. Ihr hierarchischer Aufbau ist angelehnt an die Struktur des Zielsystems in der 
Nutzwertanalyse (vgl. Abschnitt 3.1.1). 
Der Kundennutzen resultiert aus der Befriedigung von Kundenbedürfnissen [Hom12, 
S. 497]. Er aggregiert die Nutzenelemente subjektiver und objektiver Kundennutzen. Der 
objektive Kundennutzen ergibt sich aus der Funktionalität des Systems sowie dessen 
Verhältnis zu den Anschaffungskosten, also der Wirtschaftlichkeit [EKL07, S. 60]. Nut-
zenelemente, die aus den Eigenschaften des Systems resultieren, werden unter dem Nut-
zenelement Attribute aggregiert und als «funktionsabhängig» klassifiziert. Diese Ele-
mente werden vom Kunden anhand einzelner Funktionen und deren technische Umset-
zung bewertet (vgl. Abschnitt 2.1.5). Aus dem Verhältnis des Nutzenelements Attribute 
und dem Kostenelement Anschaffungskosten kann die Wirtschaftlichkeit zum Anschaf-
fungszeitpunkt berechnet werden. Wird die Wirtschaftlichkeit verbessert, steigt der Nutz-
wert für das Nutzenelement objektiver Kundennutzen; bei einer Verschlechterung sinkt 
dieser. 
Der subjektive Kundennutzen setzt sich aus dem situationsabhängigen Nutzen sowie 
dem Nutzen zusammen, der aus der Einstellung des Kunden zum System und aus Syner-
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gieeffekten resultiert. Beim situationsabhängigen Nutzen handelt es sich um den imma-
teriellen, erlebbaren Nutzen, der sich bspw. aus der Benutzungsfreundlichkeit oder der 
Verlässlichkeit des Systems im Betrieb ergibt. Der Wert dieser Nutzenelemente kann je 
nach Situation variieren; sie werden daher als «situationsabhängig» klassifiziert. Weite-
rer Nutzen resultiert aus der Einstellung des Kunden zum System, dem Unternehmen oder 
der Marke. Dieser Nutzen resultiert aus der Bewertung des situationsabhängigen Nutzens 
sowie aus dem Image der Marke oder der Exklusivität des Systems. Entsprechende Nut-
zenelemente werden unter dem Nutzenelement Einstellung aggregiert. Nutzenelemente, 
welche aus der Vernetzung des Systems sowie Synergien zwischen Systemen oder Per-
sonen resultieren, werden unter dem Nutzenelement Synergieeffekte aggregiert. 
 
Bild 4-5: Grundstruktur des Nutzens im Lebenszyklus sowie deren Klassifikation 
Unter dem Unternehmensnutzen wird der Nutzen zusammengefasst, welcher durch die 
Erschließung von Nutzenpotentialen durch Aktivitäten des Unternehmens resultiert (vgl. 
[Püm92, S. 50]). Es wird gemäß PÜMPIN zwischen externem und internem Nutzen unter-
schieden. Nutzenelemente des externen Nutzens ergeben sich aus der Erschließung ex-
terner Nutzenpotentiale. Zu ihnen zählen u.a. der Unternehmenswert (vgl. Abschnitte 
2.5.3 und 3.2.4) und der Zielgewinn. Die Erschließung interner Nutzenpotentiale, wie 
Kostensenkungs-, Know-how- oder Synergiepotential stiftet Nutzen, welcher unter dem 
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4.1.4 Richtlinien und Bedingungen der Modellierung 
Die Modellkonstrukte zur Beschreibung der Wirtschaftlichkeit des Intelligenten Techni-
schen Systems auf Basis der Prinziplösung sowie deren Zusammenspiel wurden in den 
vorherigen Abschnitten definiert. In Anlehnung an KAISER werden daraus Richtlinien und 
Bedingungen für die Modellierung abgeleitet. Richtlinien haben einen empfehlenden 
Charakter; Bedingungen sind bei der Modellierung verpflichtend und können rechnerin-
tern ausgewertet werden72. Ziel ist ein plausibles Wirtschaftlichkeitsmodell, welches die 
drei Kriterien Vergleichbarkeit, Vollständigkeit und Richtigkeit erfüllt (vgl. [Kai14, 
S. 92]). Die Bedingungen und Richtlinien an die Kostenelemente sind dabei angelehnt an 
die Vorgaben zur Erstellung der Kostengliederungsstruktur (vgl. Abschnitt 3.3.5).  
4.1.4.1 Vergleichbarkeit 
Entwickeln zwei interdisziplinäre Entwicklungsteams unabhängig voneinander mit der-
selben Modellierungssprache ein Modell des gleichen Intelligenten Technischen Sys-
tems, kommt es zu erheblichen Abweichungen in den Modellen. Die Ursache: Die Ele-
mente und Beziehungen werden beliebig benannt. Nach KAISER trägt die Klassifikation 
der Elemente und der Beziehungen zur Vergleichbarkeit von Modellen bei. Es kann somit 
unabhängig von der Bezeichnung eine einheitliche Modellierung gewährleistet werden 
[Kai14, S. 92].  
Bedingung: Jedes Kosten- und Nutzenelement ist einer Klasse zuzuordnen. 
Für Kostenelemente ergibt sich die Zuordnung zu einer Klasse aus der Art ihrer Entste-
hung im Lebenszyklus. Je nach Klasse gibt die Systematik verschiedene Bewertungsme-
thoden vor.  
Bedingung: Kostenelemente deren Entstehung von einer Funktion des Intelligenten 
Technischen Systems abhängen, sind als «funktionsabhängig» zu klassifi-
zieren. 
Bedingung: Kostenelemente deren Entstehung vom Gesamtsystem abhängt, sind als 
«gesamtsystemabhängig» zu klassifizieren. 
Bedingung: Kostenelemente deren Entstehung von der Betriebssituation des Intelligen-
ten Technischen Systems abhängt, sind als «situationsabhängig» zu klas-
sifizieren. 
Für Nutzenelemente ergibt sich die Zuordnung zu einer Klasse aus der Art der Bewer-
tung durch den Kunden im Lebenszyklus.  
                                                 
72  Voraussetzung für eine rechnerinterne Auswertung der Einhaltung von Bedingungen ist die rechnerin-
terne Repräsentation des Wirtschaftlichkeitsmodells sowie dessen Verknüpfung mit den Partialmodel-
len der Prinziplösung.  
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Bedingung: Nutzenelemente, die vom Kunden auf Basis einer Funktion des Intelligen-
ten Technischen Systems bewertet werden, sind als «funktionsabhängig» 
zu klassifizieren. 
Bedingung: Nutzenelemente, die vom Kunden auf Basis des gesamten Intelligenten 
Technischen Systems bewertet werden, sind als «gesamtsystemabhängig» 
zu klassifizieren. 
Bedingung: Nutzenelemente, die vom Kunden in jeder Betriebssituation erneut bewer-
tet werden, sind als «situationsabhängig» zu klassifizieren. 
Wirtschaftlichkeits- und Stakeholderelemente, Multiplikatoren sowie logische, aggregie-
rende, vergleichende, verstärkende und dämpfende Beziehungen sind bereits eindeutig 
klassifiziert.  
4.1.4.2 Vollständigkeit 
Die Vollständigkeit eines Modells lässt sich per Definition nicht erreichen, da es sich um 
ein abstrahiertes Abbild einer Realität handelt [Kai14, S. 94], [Poh07, S. 279]. Aus der 
Grundstruktur der Lebenszykluskosten (Abschnitt 4.1.2) und des Nutzens (Abschnitt 
4.1.3) Intelligenter Technischer Systeme sowie deren Zusammenspiel lassen sich jedoch 
Annahmen treffen, welche zur Vollständigkeit beitragen. 
Die Benennung der Elemente und Beziehungen tragen zur Vollständigkeit des Modells 
bei und müssen gut gewählt sein. Verwendete Abkürzungen sind in einem Glossar fest-
zuhalten [Kai14, S. 95]. 
Bedingung: Elemente und Beziehungen müssen benannt werden [Kai14, S. 95]. 
Richtlinie: Ein projektweites Glossar enthält mindestens die Abkürzungen und die 
entsprechend ausgeschriebenen Elementbezeichnungen [Kai14, S. 95]. 
Die Benennung der Kostenelemente ist so zu wählen, dass die Zuordnung zum Kosten-
träger eindeutig ist. 
Richtlinie: Kostenelemente sind so zu benennen, dass sie dem Kostenträger eindeutig 
zugewiesen werden können. 
Die Benennung der Nutzenelemente ist so zu wählen, dass die Zuordnung zum Nutzen-
träger eindeutig ist.  
Richtlinie: Nutzenelemente sind so zu benennen, dass sie dem Nutzenträger eindeutig 
zugewiesen werden können. 
Wirtschaftlichkeitselemente sind so zu benennen, dass deutlich wird, welche Kosten- 
und Nutzenelemente ins Verhältnis gesetzt werden. 
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Richtlinie: Wirtschaftlichkeitselemente sind so zu benennen, dass der Bezug zu den in 
das Verhältnis gesetzten Kosten- und Nutzenelementen eindeutig ist. 
Stakeholderelemente werden nach dem Stakeholder benannt, welchen sie repräsentie-
ren. 
Richtlinie: Stakeholderelemente sind nach dem Stakeholder zu benennen, den sie re-
präsentieren. 
Die Benennung von Multiplikatoren ist so zu wählen, dass der Sachverhalt, welchen sie 
beschreiben, eindeutig ist. 
Richtlinie: Multiplikatoren sind nach dem Sachverhalt zu benennen, den sie reprä-
sentieren.   
Wie in Abschnitt 4.1.1 beschrieben, ergibt sich die Semantik einer logischen Beziehung 
aus dessen Bezeichnung. Logische Beziehungen sind daher eindeutig zu benennen, so-
dass nicht nur dem Modellersteller sondern auch dem Modellnutzer der beschriebene 
Sachverhalt deutlich wird.  
Bedingung: Logische Beziehungen, die ein Stakeholderelement mit einem Kostenele-
ment verbinden, sind mit „entsteht“ zu benennen. 
Bedingung: Logische Beziehungen, die ein Stakeholderelement mit einem Nutzenele-
ment verbinden, sind mit „zieht“ zu benennen. 
Bedingung: Logische Beziehungen, die ein Stakeholderelement mit einem Wirtschaft-
lichkeitselement verbinden, sind mit „resultiert für“ zu benennen. 
Aggregations- und Verhältnisbeziehungen sowie dämpfende und verstärkende Beziehun-
gen sind auch ohne Benennung eindeutig beschrieben, sofern sie vollständig modelliert 
wurden. 
Um sicherzustellen, dass die entstehenden Kosten über den Lebenszyklus vom inter-
disziplinären Entwicklungsteam vollständig im Wirtschaftlichkeitsmodell berücksichtigt 
werden, ist die Grundstruktur der Lebenszykluskosten für Intelligente Technische Sys-
teme in Abschnitt 4.1.2 zu berücksichtigen. Es gilt die folgende Bedingung: 
Bedingung:  Im Wirtschaftlichkeitsmodell ist jedes Kostenelement aus der Grundstruk-
tur der Kosten im Lebenszyklus mindestens einmal vorhanden. 
Gleiches gilt für den Nutzen über den Lebenszyklus. Das interdisziplinäre Entwick-
lungsteam hat sich an der Grundstruktur aus Abschnitt 4.1.3 zu orientieren und die fol-
gende Bedingung einzuhalten:  
Bedingung:  Im Wirtschaftlichkeitsmodell ist jedes Nutzenelement aus der Grundstruk-
tur des Nutzens im Lebenszyklus mindestens einmal vorhanden. 
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Das Wirtschaftlichkeitsmodell besteht nicht nur aus der graphischen Notation. Zur Be-
rechnung der Wirtschaftlichkeit des betrachteten Intelligenten Technischen Systems ist 
es notwendig den betrachteten Kosten- und Nutzenelementen Eigenschaften in Form von 
Werten zuzuweisen. Zur Bewertung werden geeignete Bewertungsmethoden durch die 
Systematik zur wirtschaftlichkeitsorientierten Konzipierung vorgegeben (vgl. Abschnitt 
4.2 und Kapitel 5).   
Bedingung:  Jedem Kostenelement ist ein Kostenwert als Eigenschaft zuzuweisen. 
Bedingung:  Jedem Nutzenelement ist ein erwarteter Nutzwert, ein erlebter Nutzwert 
sowie eine Kano-Kategorie als Eigenschaft zuzuweisen. 
Der Wert der Wirtschaftlichkeitselemente ergibt sich aus dem Verhältnis der mit dem 
Element in Beziehung stehenden Nutzen- und Kostenelementen. 
Bedingung: Jedem Wirtschaftlichkeitselement ist ein Wert als Eigenschaft zuzuweisen.  
Bedingung: Der Wert für die Wirtschaftlichkeit ergibt sich aus dem Quotienten der 
mittels der Verhältnisbeziehung verbundenen Nutzen- und Kostenele-
mente. 
Stakeholderelemente sind im Wirtschaftlichkeitsmodell vollständig modelliert, wenn 
die folgenden Richtlinien berücksichtigt wurden: 
Bedingung:  Ein Stakeholderelement hat mindestens eine logische Beziehung zu einem 
Kosten- und einem Nutzenelement sowie zu einem Wirtschaftlichkeitsele-
ment. 
Bedingung:  Ein Stakeholderelement, das durch eine logische Beziehung mit einem 
Kosten- oder Nutzenelement verbunden ist, ist auch mit dessen aggregier-
ten Elementen verbunden. 
Multiplikatoren beeinflussen die mit ihnen in Beziehung stehenden Elemente, ihnen ist 
ebenfalls ein Wert als Eigenschaft zugewiesen. Dieser Wert kann im Rahmen der Wirt-
schaftlichkeitsanalyse (vgl. Abschnitt 5.6.2) variiert werden.  
Bedingung: Jedem Multiplikator ist ein Wert als Eigenschaft zuzuweisen. 
Wie zuvor beschrieben sind alle Beziehungen mit Ausnahme der logischen Beziehung 
bereits eindeutig benannt, sofern sie vollständig modelliert sind. Für die vollständige Mo-
dellierung sind die folgenden Bedingungen und Richtlinien zu beachten.   
Bedingung:  Einer Aggregationsbeziehung ist ein Gewichtungsfaktor zuzuordnen. 
Bedingung:  Einer verstärkenden Beziehung ist ein Verstärkungsfaktor oder eine -funk-
tion zuzuweisen. 
Bedingung:  Die Art der Veränderung bei einer verstärkenden Beziehung ist durch ein 
„+“ für steigen und ein „-“ für sinken zu spezifizieren. 
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Richtlinie:  Die Veränderung eines Elements kann bei einer verstärkenden Beziehung 
durch Nebenbedingungen genauer spezifiziert werden. 
Bedingung:  Einer dämpfenden Beziehung ist ein Dämpfungsfaktor oder eine -funktion 
zuzuweisen. 
Bedingung:  Die Art der Veränderung bei einer dämpfenden Beziehung wird durch ein 
„+“ für steigen und ein „-“ für sinken spezifiziert. 
Richtlinie:  Die Veränderung eines Elements kann bei einer dämpfenden Beziehung 
durch Nebenbedingungen genauer spezifiziert werden. 
4.1.4.3 Richtigkeit 
Gemäß des Grundsatzes der Richtigkeit wird zwischen syntaktischer und semantischer 
Richtigkeit unterschieden. Syntaktische Richtigkeit gilt für ein Modell, welches konsistent 
zum Metamodell erstellt wurde und somit formal korrekt ist. Ein formal korrektes Modell 
stellt jedoch noch nicht sicher, dass dieses auch semantisch richtig ist. Für semantische 
Richtigkeit gilt: Es ist sicherzustellen, dass das Modell dem Inhalt entspricht, den der 
Modellierer ausdrücken wollte und der für andere Modellnutzer von Bedeutung ist 
[Kai14, S. 38]. 
Bedingung:  Einem Kostenelement sind kein oder mindestens zwei Elemente durch eine 
Aggregationsbeziehung zuzuweisen. 
Bedingung:  Einem Nutzenelement sind kein oder mindestens zwei Elemente durch eine 
Aggregationsbeziehung zuzuweisen. 
Richtlinie:  Die schwarze Raute einer Aggregationsbeziehung zeigt auf das Element, 
welches die Elemente auf der unteren Hierarchieebene zusammenfasst. 
Bedingung:  Die Gewichtungsfaktoren der Aggregationsbeziehung haben einen Wert 
zwischen 0 und 100 Prozent. 
Bedingung:  Die Summe der Gewichtungsfaktoren auf einer Hierarchieebene ist immer 
100 Prozent. 
Bedingung:  Der Wert eines Kostenelements auf der oberen Hierarchieebene entspricht 
der Summe aus dem Produkt der aggregierten Kostenelemente und deren 
Gewichtungsfaktoren. 
Bedingung:  Der Wert eines Nutzenelements auf der oberen Hierarchieebene entspricht 
der Summe aus dem Produkt der aggregierten Nutzenelemente und deren 
Gewichtungsfaktoren. 
Bedingung:  Einem Wirtschaftlichkeitselement sind mindestens ein Kosten- und ein 
Nutzenelement durch eine Verhältnisbeziehung zuzuweisen. 
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Bedingung:  Die zweigeteilte Raute einer Verhältnisbeziehung zeigt auf das Wirtschaft-
lichkeitselement. 
Bedingung:  Der Wert des Wirtschaftlichkeitselements entspricht dem Wert des Quoti-
enten der mittels einer Verhältnisbeziehung verbundenen Nutzen- und 
Kostenelemente. 
Richtlinie:  Zwischen zwei Elementen kann zugleich eine verstärkende und eine dämp-
fende Beziehung bestehen. 
Bedingung:  Die Raute einer dämpfenden Beziehung zeigt auf das Element, welches 
durch eine Veränderung des verbundenen Elements gedämpft wird. 
Bedingung:  Die Raute einer verstärkenden Beziehung zeigt auf das Element, welches 
durch eine Veränderung des verbundenen Elements verstärkt wird. 
Bedingung:  Ein Multiplikator hat mindestens eine verstärkende oder dämpfende Be-
ziehung mit einem Element des Wirtschaftlichkeitsmodells. 
Bedingung:  Die Raute der verstärkenden oder dämpfenden Beziehung eines Multipli-
kators zeigt immer auf das Element, welches vom Multiplikator beeinflusst 
wird. 
Bedingung:  Ein Stakeholderelement hat mindestens eine logische Beziehung zu einem 
Kosten-, Nutzen- oder Wirtschaftlichkeitselement. 
Bedingung:  Die Pfeilspitze der logischen Beziehung zeigt auf das Kosten-, Nutzen-  
oder Wirtschaftlichkeitselement. 
4.2 Vorgehensmodell 
Die Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter Techni-
scher Systeme gliedert sich in sechs Phasen. Bild 4-6 gibt einen Überblick über die not-
wendigen Tätigkeiten und Resultate sowie deren Reihenfolge. Es handelt sich um das 
idealtypische Vorgehen. In der Praxis ist das Vorgehen jedoch durch Iterationen und 
Rücksprünge in allen Phasen geprägt. Diese sind ausdrücklich erwünscht, um so eine 
kontinuierliche Verbesserung der Lösungsvarianten hinsichtlich der Wirtschaftlichkeit 
im Rahmen der Konzipierung zu erzielen. Die Systematik ist integraler Bestandteil der 
disziplinübergreifenden Konzipierung Intelligenter Technischer Systeme. Bild 4-7 zeigt 
die Einordnung der Systematik in den Konzipierungsprozess (vgl. Abschnitt 2.5.6). Die 
einzelnen Phasen werden im Folgenden kurz vorgestellt. 
Identifikation von Kosten- und Nutzenelementen: Die Phase ist Bestandteil der Phase 
Planen und Klären der Aufgabe im wirtschaftlichkeitsorientierten Konzipierungsprozess 
(vgl. Bild 4-7). Als Ausgangspunkt für die Systematik dient der Entwicklungsauftrag, 
welcher die Entwicklungsaufgabe beschreibt. Vor diesem Hintergrund werden im ersten 
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Schritt die relevanten Stakeholder mittels Relevanzanalyse für die Wirtschaftlichkeitsbe-
trachtung ausgewählt. Diese werden in einer Auswirkungsmatrix den Trends aus dem Ent-
wicklungsauftrag gegenübergestellt und anhand der zukünftigen Veränderung Nutzenpo-
tentiale in Anlehnung an PÜMPIN abgeleitet [Püm92, S. 49ff.]. Die identifizierten Nutzen-
potentiale werden mittels der Partialmodelle Umfeld und Anwendungsszenarien in tech-
nische Anforderungen übersetzt. Auf Basis des Umfeldmodells lassen sich die Kosten- 
und Nutzenelemente identifizieren, welche sich aus dem Systemumfeld ergeben. Die 
Identifikation der Kosten- und Nutzenelemente im Lebenszyklus erfolgt über das Partial-
modell Anwendungsszenarien. Ein Leitfaden zur Entwicklung von Anwendungsszenarien 
unterstützt das interdisziplinäre Entwicklungsteam. Abschließend lassen sich auf Basis 
der Anforderungen die funktionsabhängigen Nutzenelemente identifizieren. Ergebnis der 
Phase sind Stakeholder-, Kosten- und Nutzenelemente für das Wirtschaftlichkeitsmodell. 
Entwicklung des Wirtschaftlichkeitsmodells: Die Entwicklung des Wirtschaftlich-
keitsmodells stellt in der wirtschaftlichkeitsorientierten Konzipierung eine eigene Phase 
dar (vgl. Bild 4-7). Der Aufbau des Wirtschaftlichkeitsmodells wird durch die Grund-
struktur der Kosten und des Nutzens über den Lebenszyklus unterstützt. Die identifizier-
ten Kosten- und Nutzenelemente werden den ausgewählten Stakeholdern zugeordnet und 
die Grundstruktur systemspezifisch ausgeprägt. Bei der Erstellung eines plausiblen Mo-
dells werden die Entwickler durch die Richtlinien und Bedingungen zur Modellierung 
unterstützt (vgl. Abschnitt 4.1.4). Für die Nutzenelemente des Wirtschaftlichkeitsmodells 
werden im nächsten Schritt die Gewichtungsfaktoren über eine Gewichtungsmatrix er-
mittelt und im Modell ergänzt. Die Nutzenelemente werden im Kano-Kategorisierungs-
portfolio hinsichtlich der Leistung des bestehenden Systems und den Erwartung des Sta-
keholders bewertet. Die resultierende Kano-Kategorie wird den Nutzenelementen als Ei-
genschaften zugewiesen. Im nächsten Schritt wird das Wirtschaftlichkeitsmodell um 
Multiplikatoren, wie bspw. die Kundenzufriedenheit, ergänzt und ihre Abhängigkeiten zu 
den Elementen beschrieben. Abschließend wird für jedes Nutzenelement der erwartete 
Nutzen bewertet. Ergebnis der Phase ist das initiale Wirtschaftlichkeitsmodell. 
Bewertung und Auswahl der wirtschaftlichsten Lösungsvariante: Die Bewertung und 
Auswahl der wirtschaftlichsten Lösungsvariante erfolgt in einem mehrstufigen Verfahren 
im Rahmen der Konzipierung auf Gesamt- und Subsystemebene (vgl. Bild 4-7). Zunächst 
werden die Lösungsvarianten hinsichtlich ihrer Anforderungserfüllung bewertet. Lö-
sungsvarianten, welche die Anforderungen nicht vollumfänglich erfüllen, werden nicht 
weiterverfolgt. Für die ausgewählte Lösungsvariante wird eine Zielkostenkontrolle 
durchgeführt und somit ihre Wirtschaftlichkeit überprüft. Hierzu werden die Kombinati-
onen aus Teilfunktionen und Lösungselementen der Lösungsvariante im Zielkostenkon-
trolldiagramm hinsichtlich ihres Funktionsnutzenbeitrags je Stakeholder und ihrem Funk-
tionskostenbeitrag gegenübergestellt. Das Ergebnis der Kostenbewertung sowie die Ge-
wichtungsfaktoren werden im Wirtschaftlichkeitsmodell dokumentiert. Abschließend er-
folgt für die funktions- und gesamtsystemabhängigen Elemente des Wirtschaftlichkeits-
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modells für die vorliegende Prinziplösung die Bewertung des erlebten Nutzens, der Mul-
tiplikatoren, der Kosten, der Wirtschaftlichkeit sowie des objektiven Nutzens. Ergebnis 
der Phase ist das initial bewertete Wirtschaftlichkeitsmodell. 
 
Bild 4-6: Vorgehen zur Entwicklung und Bewertung des Wirtschaftlichkeitsmodells 
Bewertung der verlässlichkeitsabhängigen Elemente: Die Bewertung erfolgt im Rah-
men der Konzeptintegration (vgl. Bild 4-7). In dieser Phase wird der Spezialfall der ge-
samtsystemabhängigen Elemente des Wirtschaftlichkeitsmodells, die verlässlichkeitsab-
hängigen Elemente in der Fehlermöglichkeits-, Einfluss- und Fehlerkostenanalyse73 
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(FMEFA) bewertet. Für jeden identifizierten Ausfall werden die unter den Instandhal-
tungskosten aggregierten Kostenelemente sowie die Gewährleistungs- und die Haftungs-
kosten bewertet. Im nächsten Schritt werden geeignete Gegenmaßnahmen für jeden Aus-
fall identifiziert und die verbesserte Prinziplösung erneut durch das interdisziplinäre Ent-
wicklungsteam in der FMEFA bewertet. Zudem werden die bis zu diesem Zeitpunkt be-
werteten Kostenelemente vor dem Hintergrund der Maßnahmenumsetzung geprüft und 
ggf. neu bewertet. Auf diese Weise lassen sich Kosteneinsparungen bzw. -steigerungen 
durch die Steigerung der Verlässlichkeit des Systems aufzeigen. Ergebnis der Phase sind 
die bewerteten verlässlichkeitsabhängigen Elemente.  
Bewertung der situationsabhängigen Elemente: Die Bewertung der situationsabhängi-
gen Elemente erfolgt ebenfalls im Rahmen der Konzeptintegration (vgl. Bild 4-7) durch 
Simulation möglicher Betriebsfälle und -situationen mit Hilfe der Methode zur frühzeiti-
gen Analyse der Systemdynamik. Hierzu werden zunächst die relevanten Aspekte des Sys-
tems identifiziert und das Simulationsmodell erstellt. Die Betriebsfälle werden simuliert 
und die situationsabhängigen Elemente auf Basis der Simulationsergebnisse bewertet. Er-
gebnis der Phase sind die bewerteten situationsabhängigen Elemente des Wirtschaftlich-
keitsmodells.   
Bewertung der Wirtschaftlichkeit: In der letzten Phase erfolgt eine Plausibilitätsprü-
fung des entwickelten Wirtschaftlichkeitsmodells. Anhand einer Checkliste kann das in-
terdisziplinäre Entwicklungsteam die Einhaltung der Bedingungen und Richtlinien zur 
Modellierung überprüfen. Im nächsten Schritt erfolgt eine abschließende Überprüfung 
der Wirtschaftlichkeit der Prinziplösung. Sind die Ergebnisse für das Entwicklungsteam 
zufriedenstellend, werden in Anlehnung an das Target Costing (vgl. Abschnitt 3.3.1) den 
einzelnen Kostenelementen Zielkosten zugewiesen. Ergebnis der Phase ist das plausible 
Wirtschaftlichkeitsmodell sowie ein Zielkostenrahmen für die weitere Entwicklung. Die 
Bewertung erfolgt im Rahmen der Konzeptintegration und schließt den Konzipierungs-
prozess ab. 
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Bild 4-7: Einordnung der Systematik in die disziplinübergreifende Konzipierung nach 
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5 Systematik zur wirtschaftlichkeitsorientierten Konzipierung 
Intelligenter Technischer Systeme 
Der Preis ist, was du zahlst. Der Wert ist, was du bekommst. 
– WARREN BUFFETT 
Dieses Kapitel beschreibt die einzelnen Phasen der Systematik zur wirtschaftlichkeitsori-
entierten Konzipierung Intelligenter Technischer Systeme. In Abschnitt 5.1 werden die 
Kosten- und Nutzenelemente, welche für das System über den Lebenszyklus entstehen 
identifiziert. Im nächsten Schritt wird das initiale Wirtschaftlichkeitsmodell in Abschnitt 
5.2 entwickelt. Es folgt die Bewertung und Auswahl der wirtschaftlichsten Lösungsvari-
ante in Abschnitt 5.3. Für diese Lösungsvariante werden in Abschnitt 5.4 auf Basis einer 
Fehlermöglichkeits-, Einfluss- und Fehlerkostenanalyse (FMEFA) die verlässlichkeits-
abhängigen Elemente im Wirtschaftlichkeitsmodell bewertet. Kosten- und Nutzenele-
mente, welche vom Betrieb des Systems abhängig sind, werden in Abschnitt 5.5 auf Basis 
eines Simulationsmodells der Systemdynamik bewertet. In Abschnitt 5.6 wird das Wirt-
schaftlichkeitsmodell auf seine Plausibilität geprüft, die Prinziplösung abschließend hin-
sichtlich der Wirtschaftlichkeit bewertet und der Zielkostenrahmen für die weitere Ent-
wicklung festgelegt. Das Kapitel endet in Abschnitt 5.7 mit einer Bewertung der Syste-
matik anhand der Anforderungen. Zum besseren Verständnis und zur Validierung des 
Vorgehens dient das Projekt „Neue Bahntechnik Paderborn“74, welches ein neues Mobi-
litätskonzept für Schienenfahrzeuge zum Ziel hat.  
5.1 Identifikation von Kosten- und Nutzenelementen 
Ziel der ersten Phase sind die über den Lebenszyklus entstehenden Kosten- und Nutzen-
elemente des zu entwickelnden Intelligenten Technischen Systems für das Wirtschaft-
lichkeitsmodell. Die Identifikation von Kosten- und Nutzenelementen erfolgt im Rahmen 
der Phase Planen und Klären der Aufgabe des Konzipierungsprozesses. Ausgangspunkt 
bildet der Entwicklungsauftrag (vgl. Abschnitt 5.1.1). In Abschnitt 5.1.2 werden relevante 
Stakeholder ausgewählt und für diese Nutzenpotentiale in Abschnitt 5.1.3 identifiziert. 
Die Kosten und Nutzenelemente werden anhand des Systemumfelds (vgl. Abschnitt 
5.1.4), von Anwendungsszenarien (vgl. Abschnitt 5.1.5) sowie der Anforderungen (vgl. 
Abschnitt 5.1.6) ermittelt. Ergebnis der Phase sind Stakeholder-, sowie Kosten- und Nut-
zenelemente für das Wirtschaftlichkeitsmodell.  
                                                 
74  Das in diesem Projekt entwickelte Schienenfahrzeug RailCab diente als Demonstrator im Sonderfor-
schungsbereich 614 „Selbstoptimierende Systeme des Maschinenbaus“ der Universität Paderborn (vgl. 
Abschnitt 2.3.4). Die vorliegende Arbeit wurde im Kontext des Sonderforschungsbereichs 614 erarbei-
tet. Die Validierung erfolgte retrospektiv am bestehenden System.  
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5.1.1 Ausgangspunkt: Entwicklungsauftrag 
Ausgangspunkt für die Identifikation von Kosten- und Nutzenelementen ist der Entwick-
lungsauftrag. Er wird von der strategischen Produktplanung erarbeitet, von der Unterneh-
mensführung erteilt und beschreibt die Entwicklungsaufgabe. Der Entwicklungsauftrag 
liefert neben einer Kurzbeschreibung des zu entwickelnden Intelligenten Technischen 
Systems und einer Skizze entwicklungsrelevantes Wissen aus der strategischen Produkt-
planung [WDG14, S. 124ff.].  
Bild 5-1 zeigt den Entwicklungsauftrag für ein autonomes Schienenfahrzeug RailCab als 
Teil eines zukunftsfähigen Mobilitätskonzepts. Laut Kurzbeschreibung fährt es nach 
Bedarf und nicht nach Fahrplan. Als Intelligentes Technisches System kann es mit dem 
Benutzer und der Umwelt interagieren und sich selbstständig an Veränderungen in sei-
nem Umfeld anpassen. Wie die Skizze zeigt, ist das RailCab eingebettet in ein Mobili-
tätskonzept, welches verschiedene Transportmittel vernetzt. 
In der vorangegangenen strategischen Produktplanung wurden nach GAUSEMEIER ET AL. 
im Rahmen der Potentialfindung zukünftige Erfolgspotentiale und Handlungsoptionen 
für die Bahntechnik ermittelt. Im vorliegenden Beispiel konnten durch Expertenbefragun-
gen mit Hilfe der Delphi-Methode75 Trends für die Bahntechnik ermittelt und analysiert76 
werden. Hierbei wurden Studien vom „Münchener Kreis e.V.“, der „Deutschen Bahn“, 
dem „Verband der Bahnindustrie in Deutschland e.V.“ sowie Unternehmensberatungen 
wir „Roland Berger“ herangezogen. Diese Trends wurden mit Hilfe einer Relevanzana-
lyse77 bewertet und auf 27 relevante Trends reduziert. Die Ergebnisse der Trendanalyse78 
liegen als Trendradar und in Form von Steckbriefen vor; sie ergänzen die Entwicklungs-
aufgabe (vgl. Anhang A2.1).  
Darüber hinaus wurden 23 Stakeholder79 für das neue Mobilitätskonzept ermittelt. 
Hierzu zählen neben den Reisenden, bspw. auch die Mitarbeiter und Führungskräfte der 
Neuen Bahntechnik Paderborn AG (NBP AG) sowie die Betreibergesellschaft RailCab 
AG (RC AG).  
                                                 
75  Bei der Delphi Methode wird eine Gruppe von Fachexperten nach ihrer Einschätzung der Zukunft be-
fragt. Sie liefert besonders aussagekräftige Ergebnisse bei langfristigen und allgemeinen Fragestellun-
gen mit einem Prognosezeitraum über 10 Jahre [GP14, S. 88f.].  
76  Methoden zur Trendanalyse liefern u.a. [GP14, S. 90ff.], [HHS+07, S. 64ff.], [Pil07, S. 138ff.], [FS06, 
S. 127ff.] und [KH99, S. 55ff.].  
77  Vgl. Abschnitt 5.1.2. Fragestellung im vorliegenden Anwendungsfall: „Ist der Trend in der Zeile wich-
tiger als der Trend in der Spalte für die Bahntechnik?“ 
78  Eine Übersicht über die relevanten Trends sowie die Einordnung in das Trendradar gibt Anhang A2.1. 
79  Methoden zur Stakeholderanalyse liefern u.a. [FS06, S. 179ff.], [GP14, S. 150ff.], [ML11, S. 160ff.] 
und [MAW97, S. 865ff.]. 
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Bild 5-1: Entwicklungsauftrag für ein neues Mobilitätskonzept für Schienenfahrzeuge  
Kurzbeschreibung
Das autonome Schienenfahrzeug „RailCab“ ist Teil eines zukunftsfähigen Mobilitätskonzepts, dass dem Wunsch der 
Kunden nach Individualität, Flexibilität und Privatsphäre gerecht wird. Der Kunde wird zukünftig wie selbstverständlich 
mit Hilfe eines mobilen Mobilitätsassistenten seine optimale individuelle Transportkette hinsichtlich Transportmittel, 
Zeit, Kosten und Ressourcenverfügbarkeit zusammenstellen. Teil dieser Transportkette ist das autonome Schienen-
fahrzeug RailCab. 
Das RailCab fährt nach Bedarf und nicht nach Fahrplan. Es passt sich automatisch an die Bedürfnisse des Kunden 
und die Umgebungsbedingungen an. Als Intelligentes Technisches System kann es so  jederzeit einen optimalen und 
ressourcenschonenden Betrieb gewährleisten. Auf langen Strecken kann es Konvois bilden, um Energie zu sparen. 
Hierbei kann es nicht nur Personen, sondern mit der entsprechenden Ausstattung auch Güter transportieren. Durch 
eine intelligente Verknüpfung mit anderen Verkehrsmitteln lässt sich ein reibungsloser Transport von Personen und 
Gütern „von Tür zu Tür“ auch über Ländergrenzen hinweg realisieren. 
Trends (Auszug)
• Steigende Umwelt- und Klimaschutzanforderungen (T1)
• Weltweit wachsende Ballungsräume („Megacities“) (T2)
• Zunehmende Globalisierung der Weltwirtschaft (T3)
• Zunehmende Liberalisierung und Deregulierung des 
Schienenverkehrs (T4)
• Zunehmende Interoperabilität des Schienenverkehrs in 
Europa (T5)
• ...
Markteinschätzung Bahntechnik (weltweit) 
Marktvolumen 2011: 105,7 Mrd. Euro 
Marktwachstum bis 2017: +2,7 Prozent pro Jahr 
Zugänglicher Weltmarkt für Bahntechnik 2011:
Entwicklungsauftrag Autonomes Schienenfahrzeug „RailCab“
Kundenanforderungen
• Zeit für andere Aktivitäten (KA1)
• Von-Tür-zu-Tür Flexibilität (KA 2)
• High Tech und 1. Klasse Komfort (KA 3)
• Umweltfreundlich durch die Stadt (KA 4)
• Entspannend und Sorglos (KA 5)
• Pragmatischer Transport (KA 6)
Stakeholder (Auszug)
• Reisende im Personenverkehr (S1)










































NAFTA = North American Free Trade Agreement
GUS = Gemeinschaft Unabhängiger Staaten
Skizze
Zielkosten
• Zielpreis: max. 360.000 Euro pro RailCab 
• Zielgewinn: 10 Prozent vom Zielpreis pro RailCab
• Kosten pro Sitzplatz: ca. 36.000 Euro (Vergleich ICE 50.000 Euro pro Sitzplatz)
• Instandhaltungs- und Wartungskosten: max. 1.300 € pro Jahr und RailCab 
• Energiekosten: max. 4.000 Euro pro RailCab und Jahr 
• Nutzungsdauer: 25 Jahre 
Zieltermin
• Abschluss der Konzeptphase: 30. Oktober 2014
• Inbetriebnahme: 1. September 2025
Seite 118  Kapitel 5 
Zur Ermittlung der zukünftigen Kundenanforderungen80 wurde vom „Münchener Kreis 
e.V.“ eine internationale qualitative Nutzerbefragung durchgeführt. Hierbei wurden von 
Experten zusammengestellte Nutzenaspekte, die aus den identifizierten Trends resultie-
ren, von den 7.278 Befragten anhand eines Fragebogens bewertet. Auf Basis der Ergeb-
nisse wurden Innovationsfelder ermittelt und Anforderungen abgeleitet [MED+13, 
S. 21ff.]. Die Ergebnisse der Stakeholderanalyse und die Kundenanforderungen reichern 
den Entwicklungsauftrag ebenfalls an (vgl. Anhang A2.2 und A2.3).  
Darüber hinaus liefert der Entwicklungsauftrag eine weltweite Markteinschätzung für 
Bahntechnik. Die dargestellten Ergebnisse sind das Resultat einer Marktstudie in der 
Marktvolumina, Marktwachstum sowie das Wachstumspotential für die Bahntechnik 
identifiziert wurden [Ver13, S. 4]. Für ein neues Mobilitätskonzept für Schienenfahr-
zeuge wird ein hohes Marktpotential prognostiziert. 
Zielkosten81 sowie Zieltermine runden den Entwicklungsauftrag ab. Die Zielkosten ge-
ben den Kostenrahmen für die wirtschaftlichkeitsorientierte Konzipierung vor. Zur bes-
seren Handhabbarkeit wird im Folgenden nur die Konzipierung des RailCabs für den Per-
sonentransport ohne die zugehörige Infrastruktur betrachtet. Auf Basis des Entwicklungs-
auftrags werden die relevanten Stakeholder für die weitere Betrachtung ausgewählt. 
5.1.2 Auswahl relevanter Stakeholder  
Der Entwicklungsauftrag liefert interne und externe Stakeholder die in Zusammenhang 
mit dem neuen Mobilitätskonzept stehen (vgl. Abschnitt 5.1.1). Ziel dieses Schritts sind 
relevante Stakeholder für das Wirtschaftlichkeitsmodell. Wie in Bild 5-2 dargestellt, wird 
hierzu eine Relevanzanalyse durchgeführt. Diese basiert auf einem paarweisen Vergleich 
der Stakeholder unter der Fragestellung: Wird dem Stakeholder i (Zeile) durch das neue 
Mobilitätskonzept für Schienenfahrzeuge voraussichtlich mehr Nutzen gestiftet als dem 
Stakeholder j (Spalte)? Nach GAUSEMEIER ET AL. wird lediglich eine Richtung binär be-
wertet (0 = nein/1 = ja); die zweite ergibt sich aus der invertierten ersten Bewertung 
[GP14, S. 53].  
Die kritische Grenze der Relevanzsumme, die als Auswahlkriterium für die Stakeholder 
gilt, ist durch das interdisziplinäre Entwicklungsteam festzulegen. Im Validierungsbei-
spiel wurde diese auf eine Relevanzsumme von 20 festgelegt und drei Stakeholder zur 
                                                 
80  Zur Segmentierung von Kunden und zur Ableitung von Kundenanforderungen können im Rahmen der 
strategischen Produktplanung u.a. die Ansätze nach [KB01, S. 415ff.] und [Bri10, S. 102ff.] sowie be-
stehende Kundensegmente, wie Sinus-Milieus des „Sinus Instituts“ [SI13-ol] oder der VALS-Ansatz 
(Values and Lifestyles) des „Stanford Research Instituts“ [SBI14-ol] eingesetzt werden. 
81  Die Zielkostenvorgaben im Validierungsbeispiel für das RailCab entsprechen vom Verhältnis den Vor-
gaben der Systemstrategie RailCab aus dem Projekt Neue Bahntechnik Paderborn. Da diese nicht öf-
fentlich ist, wurden aus Gründen der Geheimhaltung die Werte verändert.  
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weiteren Betrachtung ausgewählt. Hierzu zählen neben dem Hersteller des Schienenfahr-
zeugs Neue Bahntechnik Paderborn AG (NBP AG) auch die Betreibergesellschaft 
RailCab AG (RC AG) sowie die Reisenden, welche das neue Mobilitätskonzept nutzen 
werden. Diese Stakeholder stehen in direktem Zusammenhang mit dem zu entwickelnden 
System. Die ausgewählten Stakeholder werden, wie Bild 5-2 zeigt, als Stakeholderele-
mente im Wirtschaftlichkeitsmodell abgebildet. 
 
Bild 5-2: Relevanzanalyse der Stakeholder  
5.1.3 Identifikation von Nutzenpotentialen 
Für die ausgewählten Stakeholder werden in diesem Schritt in Anlehnung an PÜMPIN 
Nutzenpotentiale82 identifiziert (vgl. Abschnitt 3.2.1). Diese sollen das zu entwickelnde 
System von denen am Markt differenzieren und so eine Nutzeninnovation ermöglichen 
(vgl. [KM05, S. 11ff.]).  
Die systematische Analyse der Auswirkungen auf den Stakeholder durch das Eintreten 
der Trends erfolgt in Anlehnung an die Auswirkungsanalyse der Szenario-Technik nach 
GAUSEMEIER ET AL. [GP14, S. 75ff.]. Bei der Ermittlung der zukünftigen Auswirkungen 
                                                 
82  Die Konzipierung bildet die Schnittstelle zwischen der strategischen Produktplanung und der Produkt-
entwicklung (vgl. Abschnitt 2.1.1). Das Vorgehen zur Identifikation von Nutzenpotentialen kann im 
Rahmen der Potentialfindung bereits in der strategischen Produktplanung eingesetzt werden. Liegen 
bereits Nutzenpotentiale vor, entfällt dieser Schritt im Rahmen der Konzipierung.  
Relevanzmatrix
Fragestellung: 
Wird dem Stakeholder i (Zeile) 
durch das neue Mobilitätskon-
zept für Schienenfahrzeuge 
voraussichtlich mehr Nutzen 
gestiftet als dem Stakeholder j 
(Spalte)?
Bewertungsmaßstab:
0 = i ist unwichtiger als j


























































































Stakeholder Nr. 1 2 3 4 5 6 7 23
Reisende im Personenverkehr 1 0 0 1 1 1 1 1 20
Hersteller NBP AG 2 1 1 1 1 1 1 0 20
Transportunternehmen 3 1 0 1 1 1 1 1 20
Infrastruktur 4 0 0 0 1 1 1 1 18
Politik 5 0 0 0 0 1 1 0 10
Behörden 6 0 0 0 0 0 1 0 3
Mitarbeiter der NBP AG 7 0 0 0 0 0 0 1 10
Betreibergesellschaft RC AG 23 1 1 1 1 1 1 1 22
1
Beispiel
1 = Reisenden im Personenverkehr (Zeile 1)  
   wird durch das neue Mobilitätskonzept für  
   Schienenfahrzeuge mehr Nutzen gestiftet als 
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werden vom interdisziplinären Entwicklungsteam kreative und analytische Fähigkeiten 
gefordert. Für jeden Stakeholder hat das Team folgende Frage zu beantworten: „Wie wir-
ken sich die relevanten Trends auf den Stakeholder aus?“ (vgl. Bild 5-3).  
Die Entwickler müssen sich hierbei intensiv in den Stakeholder hineinversetzen und für 
jeden relevanten Trend oder deren Kombination analysieren, welche Auswirkungen auf 
dessen Umfeld und somit auf das Verhalten des Stakeholders resultieren. Bei diesem 
Schritt handelt es sich um eine kognitive Leistung der Entwickler, für die sich folgendes 
Vorgehen bewährt hat. Die Trends werden nicht der Reihe nach dem Stakeholder gegen-
über gestellt, sondern die Entwickler beginnen mit dem Trend, welcher für sie am greif-
barsten ist. Auf diese Weise wird die Kreativität des interdisziplinären Entwicklungs-
teams optimal ausgeschöpft. Anregungen für die Ableitung der Nutzenpotentiale können 
den Entwicklern, die im Rahmen der strategischen Produktplanung, ermittelten Kunden-
anforderungen geben (vgl. Anhang A2.3). 
Für jeden relevanten Trend formuliert das Entwicklungsteam auf Basis der Trendbe-
schreibung die Wirkung des Trends auf das Stakeholderfeld kurz und prägnant. Für den 
Trend Divergente Entwicklung der Realeinkommen kann die Trendwirkung wie folgt be-
schrieben werden: Die Einkommensschere geht weiter auf. Die Trendwirkung wird nun 
von den Entwicklern auf den betrachteten Stakeholder übertragen und die Auswirkungen 
auf dessen Verhalten abgeleitet. Im Validierungsbeispiel ergeben sich durch diesen Trend 
zwei Auswirkungen für den Stakeholder „Reisende im Personenverkehr“. Zum einen gibt 
es Privatreisende mit einem geringen Einkommen, die möglichst kostengünstig reisen 
möchten. Zum anderen gibt es Reisende mit einem hohen Einkommen, für die der Fahr-
preis irrelevant ist und eher die Befriedigung ihrer sonstigen Bedürfnisse im Vordergrund 
steht, wie z.B. möglichst komfortabel zu reisen. Anhand der Auswirkungen lassen sich 
im letzten Schritt die Nutzenpotentiale ableiten, die es durch die Prinziplösung zu er-
schließen gilt.  
Aus dem zuvor beschriebenen Beispiel resultiert das Nutzenpotential Flexibler Fahrpreis 
und Hoher Komfort für das neue Mobilitätskonzept für Schienenfahrzeuge RailCab. Zum 
Abschluss der Phase werden die identifizierten Nutzenpotentiale in einer Liste gesammelt 
(vgl. Tabelle 5-1). 
Es ist zu prüfen, ob Nutzenpotentiale, den gleichen Sachverhalt beschreiben und daher 
gleich zu benennen sind. Abschließend werden Doppelungen eliminiert und die Nutzen-
potentiale nummeriert. Im Validierungsbeispiel wurden insgesamt 44 Nutzenpotentiale 
für das neue Mobilitätskonzept für Schienenfahrzeuge identifiziert. Tabelle 5-1 zeigt ei-
nen Auszug aus der Liste der identifizierten Nutzenpotentiale, welche durch die Prin-
ziplösung des Intelligenten Technischen Systems in der Konzipierung erschlossen wer-
den und so Nutzen für die Stakeholder stiften.  
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Tabelle 5-1: Liste der identifizierten Nutzenpotentiale (Auszug) 
 
5.1.4 Identifikation von Kosten- und Nutzenelementen im Systemumfeld 
Die Identifikation von Kosten- und Nutzenelementen im Systemumfeld erfolgt in diesem 
Schritt im Rahmen der Umfeldanalyse des Konzipierungsprozesses. Bei der Analyse des 
Umfelds83 wird die Einbettung des zu entwickelnden Intelligenten Technischen Systems 
als Black-Box in sein Umfeld analysiert (vgl. Bild 5-4).  
Die Ergebnisse der Umfeldanalyse werden mit Hilfe der Spezifikationstechnik CON-
SENS (vgl. Abschnitt 2.5.6) im Umfeldmodell visualisiert. Bild 5-4 zeigt einen Auszug 
aus dem Umfeldmodell des RailCab. Das RailCab wird als Systemelement in der Mitte 
platziert und die Elemente des Umfelds bestimmt, mit denen es interagiert oder von denen 
es beeinflusst wird. Die Beziehungen zwischen dem System und den Umfeldelementen 
lassen sich als Stoff-, Informations- und Energiebeziehung sowie als logische Beziehung 
darstellen. Es ist sicherzustellen, dass neben den technisch relevanten Schnittstellen, wie 
bspw. der Energieversorgung, alle Schnittstellen nach außen vorgesehen werden, die zur 
Erschließung der zuvor identifizierten Nutzenpotentiale notwendig sind. Im Validie-
rungsbeispiel konnte anhand des Nutzenpotentials Vernetzung mit anderen Verkehrsmit-
teln das Umfeldelement weitere Verkehrsmittel identifiziert werden.  
 
                                                 
83  Für eine detaillierte Beschreibung des Vorgehens bei der Umfeldanalyse sei auf [Fra06, S. 105f.] und 
[GLL12, S. 91f.] verwiesen. 
Nutzenpotentiale für ein neues Mobilitätskonzept für Schienenfahrzeuge (RailCab)
Nr. Bezeichnung
1 Ausdehnung des Angebots der Betreibergesellschaft auf die Stadt
2 Durchgängige Transportketten
3 Eigenständige Mobilität bis ins hohe Alter
4 Einfachere Zulassung neuer Systeme





44 Vernetzung mit weiteren Verkehrsmitteln
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Bild 5-4: Umfeldmodell des RailCabs und die darin identifizierte Kosten- und Nutzen-
elemente (Auszug) 
Auf Basis des Umfeldmodells kann das interdisziplinäre Entwicklungsteam abschließend 
Kosten- und Nutzenelemente identifizieren, welche sich aus dem Systemumfeld ergeben. 
Bei diesem Schritt handelt es sich um eine kognitive Leistung des interdisziplinären Ent-
wicklungsteams. Wie Bild 5-4 zeigt wurden als Kostenelemente u.a. der Fahrpreis oder 
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5.1.5 Identifikation von Kosten- und Nutzenelementen im Lebenszyklus 
Die Identifikation von Kosten- und Nutzenelementen über den Lebenszyklus erfolgt mit-
tels Anwendungsszenarien. Sie charakterisieren das gewünschte Verhalten des Intelligen-
ten Technischen Systems in verschiedenen Situationen über den Lebenszyklus. Sie be-
schreiben Betriebssituationen und spezifizieren die gewünschte Verhaltensart und -weise 
des Systems in einer Situation bzw. in einem Zustand. Anwendungsszenarien eigenen 
sich daher zur Identifikation der Kosten- und Nutzenelemente im Lebenszyklus. Anwen-
dungsszenarien unterstützen die Entwickler die identifizierten Nutzenpotentiale (vgl. Ab-
schnitt 5.1.3) in technische Anforderungen zu übersetzten. Im Rahmen der Arbeit wurde 
ein Vorgehen zur Definition84 von Anwendungsszenarien für die wirtschaftlichkeitsori-
entierte Konzipierung entwickelt. Der Leitfaden zur systematischen Definition von An-
wendungsszenarien über den Lebenszyklus unterstützt das interdisziplinäre Entwick-
lungsteam bei der Definition von Anwendungsszenarien und liefert eine systematische 
Vorgehensweise (vgl. Bild 5-5).  
Die Schritte 1 bis 4 des Leitfadens sind rekursiv zu durchlaufen. Das bedeutet: Zunächst 
ist eine Lebenszyklusphase auszuwählen. Für diese Lebenszyklusphase werden verschie-
dene Situationen identifiziert, in denen sich das Intelligente Technische System befinden 
kann. Jede identifizierte Situation wird dann weiter spezifiziert und das Systemverhalten 
definiert. Die Ergebnisse werden wie in Bild 5-6 dargestellt im Partialmodell Anwen-
dungsszenarien dokumentiert. 
Das Vorgehen wird für alle identifizierten Betriebssituationen innerhalb der Lebenszyk-
lusphase durchgeführt; dann wird die nächste Lebenszyklusphase ausgewählt und das 
Vorgehen wiederholt. Abschließend wird überprüft, ob alle relevanten Situationen be-
rücksichtigt wurden. Die Anwendung des Leitfadens wird im Folgenden beispielhaft er-
läutert. 
Im ersten Schritt wird die Lebenszyklusphase Betrieb ausgewählt. Für diese identifiziert 
das interdisziplinäre Entwicklungsteam verschiedene Betriebssituationen wie bspw. Kos-
tengünstig von Tür-zu-Tür bei hohen prognostizierten Energiepreisen, Energieeffizienter 
Betrieb und Sicherheitskritischer Betrieb. Als Unterstützung kann hierbei die Hauptmerk-
malsliste für den Produktlebenszyklus dienen [FGN+13, S. 331].  
 
                                                 
84  Vgl. Anwendungsszenarien nach FRANK [Fra06, S. 106ff.] sowie die Weiterentwicklung nach GAUSE-
MEIER ET AL. [GLL12, S. 92]. 
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Bild 5-5: Leitfaden zur systematischen Definition von Anwendungsszenarien über den 
Lebenszyklus 
Im nächsten Schritt wird die Betriebssituation Kostengünstig von Tür-zu-Tür bei hohen 
prognostizierten Energiepreisen ausgewählt und spezifiziert. Hierzu werden Einflüsse 
aus dem Umfeld und deren Ausprägung in der Situation definiert und dokumentiert (vgl. 
Bild 5-6). In der betrachteten Situation hat u.a. der Einfluss Fahrpreis die Ausprägung 
minimieren sowie Prognose des Energiepreis die Ausprägung hoher Energiepreis. Auf 
Basis der Einflüsse werden die Betriebssituation und das gewünschte Systemverhalten in 
Prosa beschrieben. 
Der Forderung nach einem möglichst geringen Fahrpreis wird das RailCab nachkommen, 
indem es seinen Energiespeicher mit „günstiger“ Energie speist oder mit anderen 
RailCabs interagiert, um Konvois zu bilden und so die Energiekosten gering zu halten. 
Eine Skizze rundet die Beschreibung des Systemverhaltens ab. Darüber hinaus werden 
die in der beschriebenen Situation erschlossenen Nutzenpotentiale dokumentiert.  
Auf Basis der beschriebenen Situation und dem zugehörigen Systemverhalten lassen sich 
Kosten- und Nutzenelemente für das Wirtschaftlichkeitsmodell identifizieren. Einen An-
haltspunkt für Kosten in den einzelnen Lebenszyklusphasen gibt die VDI-Richtlinie 2884 
[VDI2884, S. 12ff.]. Die Elemente werden ebenfalls im Anwendungsszenario dokumen-
tiert. 
Leitfaden zur Definition von Anwendungsszenarien über den Lebenszyklus
Rekursive Schritte:
1. Lebenszyklusphase auswählen
    • In welcher Lebenszyklusphase befindet sich das Intelligente Technische System?
      (Entwicklung, Produktion, Distribution, Inbetriebnahme, Betrieb, Instandhaltung, Entsorgung)
2. Situationen identifizieren
    • Welche Situationen treten für das Intelligente Technische System in der ausgewählten Lebenszyklusphase auf?
 
3. Situation spezifizieren
    • Welche äußeren Einflüsse wirken auf das Intelligente Technische System?
    • Wie sind die äußeren Einflüsse ausgeprägt?
    • Welche Nutzenpotentiale sollen in der Situation durch das Intelligente Technische System erschlossen werden?
    • Welche Kosten treten in der Situation für die Stakeholder auf?
    • Welcher Nutzen resultiert aus der Situation für die Stakeholder?
4. Systemverhalten spezifizieren
    • Wie wirken sich die äußeren Einflüsse auf das Intelligente Technische System aus?
    • Wie reagiert das Intelligente Technische System auf den äußeren Einfluss?
    • Wie interagiert das Intelligente Technische System mit den Elementen im Umfeld?
    • Wie werden die Nutzenpotentiale durch das Intelligente Technische System erschlossen?
    • Wie kann das Intelligente Technische System durch sein Verhalten und seinen Aufbau den Nutzen für die
      Stakeholder steigert?
    • Wie können entstehende Kosten durch das Verhalten und den Aufbau des Intelligenten Technischen Systems
      reduziert bzw. vermieden werden?
Abschluss:
5. Anwendungsszenarien überprüfen
    • Wurden alle Lebenszyklusphasen betrachtet?
    • Wurden alle Situationen betrachtet?
    • Wurden alle äußeren Einflüsse berücksichtigt?
    • Wurden alle Nutzenpotentiale erschlossen?
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Bild 5-6: Anwendungsszenario „Kostengünstig von Tür-zu-Tür“ (Betriebsphase) 
 
AnwendungsszenarioStand: 23. Juni 2014Ersteller: M.V.
AS: Nr. 12
Seite 1(1)










• Prognose des Energiepreis: hoher Preis
• Aktueller Energiepreis: gering Preis
• Prognose Leistungsübertragung: ausreichend
• Zielort
• Anzahl der Reisenden: 3
• Ankunftszeit
Beschreibung der Betriebssituation
Eine Gruppe von 3 Reisenden ist mit dem RailCab auf dem Weg zu dem von ihnen vorgegebenen Zielort. Die 
Gruppe möchte möglichst kostengünstig von ihrem Abfahrtsort zu ihrem Zielort kommen. Das RailCab stellt nur 
ein Glied in der Transportkette dar. Beim Wechsel ihrer Verkehrsmittel soll die Wartezeit möglichst gering sein; 
die Ankunftszeit am Zielort ist unbedingt einzuhalten.
Das RailCab bezieht derzeit seine Energie aus dem Schienennetz, welches eine ausreichende Leistungsübertra-
gung ermöglicht. Der aktuelle Energiepreis ist gering; der Ladegrad des Energiespeichers des RailCabs ist 
ebenfalls gering. Nach neuer Prognose des Energiepreises durch das Smart Grid, wird dieser stark steigen.
Beschreibung des Systemverhaltens
1) Zunächst stellt das RailCab seine Ist-Situation fest. Aufgrund des geringen Energiepreises wurde derzeit das  
    System ausschließlich über das Schienennetz gespeist. Der Ladegrad des Energiespeichers ist gering, eine 
    Aufladung erfolgt derzeit nicht. Um bei hohen Energiepreisen, dass Ziel Fahrpreis minimieren zu erreichen,  
    muss das System seine Betriebsstrategie anpassen.
2) Solange der Energiepreis noch gering ist, lädt das RailCab seine Speicher mit der „günstigen“ Energie. 
3) Sobald der Energiepreis ansteigt, nutzt das RailCab die gespeicherte „günstige“ Energie. Wenn es möglich ist, 
    versucht das RailCab zudem Konvois zu bilden, um seinen Energieverbrauch zu senken. Eine Reduktion der 
   Geschwindigkeit ist nicht möglich, da sonst der Ankunftszeitpunkt nicht eingehalten werden kann.  
Erschlossene Nutzenpotentiale
• NP 2 „Durchgängige Transportketten”
• NP 5 „Einsatz neuer Antriebskonzepte”
• NP 6 „Einsatz neuer Speichertechnologien”
• NP 9 „Fahrt nach Bedarf”
• NP 11 „Flexible Reisedauer”
• NP 12 „Flexible Gruppengröße”
• NP 16 „Intelligente Energienutzung (Smart Grid)”
• NP 32 „Reduktion des Energieverbrauchs”
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Wie in Abschnitt 2.3 beschrieben, unterscheiden sich Intelligente Technische Systeme 
durch das interne Zielsystem von anderen technischen Systemen. Das Zielsystem umfasst 
externe, interne und inhärente Ziele [ADG+09, S. 20f.]. Auf Basis der Anwendungssze-
narien lassen sich die externen Ziele des Systems ermittelt. Im Validierungsbeispiel wur-
den die Nutzenpotentiale „Steigerung des Komfort“, „Flexibler Fahrpreis“ und „Flexible 
Reisezeit“ identifiziert. Die Anwendungsszenarien haben gezeigt, dass die Reisenden die 
Anforderungen an diese drei Nutzenpotentiale je nach Betriebssituation variieren. Diese 
gilt es somit, im Zielsystem des RailCab zu berücksichtigen. Ziele lassen sich hierar-
chisch als Baum darstellen [Fra06, S. 110]. Bild 5-7 zeigt einen Ausschnitt aus dem ex-
ternen Zielsystem für das RailCab. Auf Basis der externen Ziele können situationsabhän-
gige Kosten- und Nutzenelemente identifiziert werden.  
 
Bild 5-7: Externes Zielsystem des RailCabs und resultierende situationsabhängige 
Kosten- und Nutzenelemente (Ausschnitt) 
5.1.6 Identifikation von funktionsabhängigen Nutzenelementen 
Die Identifikation von funktionsabhängigen Nutzenelementen schließt die erste Phase der 
Systematik ab. Sie erfolgt auf Basis der Anforderungsliste. Die Anforderungsliste doku-
mentiert die Anforderungen an das zu entwickelnde System und spezifiziert dieses 
[FGN+13, S. 320]. Es handelt sich um ein gelebtes Dokument, welches im Laufe der 
Entwicklung kontinuierlich konkretisiert und erweitert wird [Ehr09, S. 375], [FGN+13, 
S. 321]. In den vorangegangenen Phasen des Konzipierungsprozesses konnten bereits die 
im Rahmen der strategischen Produktplanung ermittelten Kundenanforderungen sowie 
die identifizierten Nutzenpotentiale konkretisiert und auf die technische Lösung übertra-
gen werden. Die so identifizierten Anforderungen werden in der Anforderungsliste doku-
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Stand: 25. Juli 2014                                                                                                                                           
Nr. F/  W Anforderungen V FA/Q/R Quelle
1 Geometrie
1.1 F Shuttlehöhe 3,25 m M.V. R NP 25
1.2 F Shuttlebreite 2,60 m M.V. R NP 25
1.3 F Shuttlelänge 8,50 m M.V. R NP 25
12 Betrieb
12.1 Fahrkomfort
12.1.1 F Autonom fahrendes Shuttle M.V. Q EA
12.1.2 F Analyse der Ist-Situation M.V. FA AS 10
12.1.3 F Situationsabhängige Anpassung von Systemzielen M.V. FA AS 10
12.2 Flexibilität
12.2.1 F Flexible Reisedauer M.V. Q NP 11 
12.2.2 F Flexible Reisegruppengröße ermöglichen M.V. Q NP 12
12.2.3 F Flexible Reiseroute ermöglichen M.V. Q NP 13
12.2.4 F Flexible Reisezeit ermöglichen M.V. Q NP 14
12.2.5 F Flexibles Fahrpreissystem ermöglichen M.V. Q NP 10
12.3 Benutzungskomfort
12.3.1 F Tiefe Trittstufe für Einstieg von der Straße M.V. Q NP 22
12.3.2 F Wartezeiten beim Wechsel von Verkehrsmitteln gering halten M.V. Q NP 37
12.3.3 F Schnelle Ein- und Aussteigevorgänge ermöglichen (Rush-Hour) M.V. Q NP 28
16 Kosten
16.1 F Herstellkosten RailCab max. 360.000 € M.V. RB EA
16.2 F Kosten pro Sitzplatz ca. 36.000 € (Vergleich ICE 50.000 € pro Sitzplatz) M.V. RB EA
16.3 F Instandhaltungs- und Wartungskosten pro Jahr max. 1.300 € M.V. RB EA
16.4 F Energiekosten max. 4.000 € pro Jahr und RailCab M.V. RB EA
16.5 W Geringe Personalkosten für den Systembetrieb M.V. RB EA
16.6 W Betriebskosten möglichst gering halten M.V. RB EA
16.7 W Fahrpreis minimieren M.V. RB EA
17 Termin
17.1 F Abschluss der Konzeptphase 30. Oktober 2014 M.V. RB EA
17.2 F Inbetriebnahme 1. September 2025 N.N. RB EA
F/W Forderung/Wunsch                 NP/AS/EA Nutzenpotential/Anwendungsszenario/Entwicklungsaufgabe 
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Für eine qualitativ hochwertige Beschreibung85 der Anforderungen sind die Qualitätskri-
terien Korrektheit, Eindeutigkeit und Umsetzbarkeit zu berücksichtigen [FGN+13, 
S. 383]. Zur Vervollständigung der Anforderungsliste haben sich verschiedene Metho-
den, wie das Arbeiten nach einer Leitlinie mit einer Hauptmerkmalsliste nach PAHL/BEITZ 
oder Checklisten, in der Praxis bewährt [FGN+13, S. 329ff.], [Ehr09, S. 382]. 
In Anlehnung an POHL wird zwischen funktionalen Anforderungen86, Qualitätsanforde-
rungen87 und Rahmenbedingungen88 unterschieden [Poh07, S. 14ff.]. Eine weitere Unter-
scheidung erfolgt zwischen Forderungen und Wünschen [Ehr09, S. 379]. Zur besseren 
Nachvollziehbarkeit, wird die Quelle vermerkt aus der die Anforderung stammt.  
Die identifizierten Anforderungen werden durch das interdisziplinäre Entwicklungsteam 
zu thematischen Kategorien zusammengefasst. Jede Kategorie beschreibt in Anlehnung 
an KANO ET AL. die Attribute des Systems (vgl. Abschnitt 3.2.3). Die Kategorien werden 
entsprechend der Attribute benannt, welche sie spezifizieren. Im Validierungsbeispiel 
wurden u.a. die Attribute Geometrie, Betrieb, Fahrtkomfort und Benutzungskomfort iden-
tifiziert. Es handelt sich um die funktionsabhängigen Nutzenelemente des Wirtschaftlich-
keitsmodells (vgl. Abschnitt 4.1.3). Darüber hinaus enthält die Anforderungsliste auch 
die Anforderungen an die Kosten sowie Termine.  
5.2 Entwicklung des Wirtschaftlichkeitsmodells  
In dieser Phase wird auf Basis der zuvor identifizierten Kosten- und Nutzenelemente (vgl. 
Abschnitt 5.1) das initiale Wirtschaftlichkeitsmodell entwickelt. Durch das Modell legt 
das interdisziplinäre Entwicklungsteam fest, welche Kosten und welcher Nutzen bei der 
Entscheidungsfindung während der Entwicklung des Intelligenten Technischen Systems 
berücksichtigt werden sollen. Hierbei gilt es zu beachten, dass der Aufwand im Allge-
meinen mit der Anzahl der betrachteten Kriterien steigt. Es sind somit diejenigen Fakto-
ren zu berücksichtigen, welche tatsächlich für den Betrachtungsgegenstand relevant sind 
[VDI2884, S. 11]. Zur Modellierung werden die in Abschnitt 4.1.1 definierten Modell-
konstrukte eingesetzt. Bei der Modellierung sind die Richtlinien und Bedingungen aus 
Abschnitt 4.1.4 einzuhalten, um die Vergleichbarkeit, Vollständigkeit sowie Richtigkeit 
                                                 
85  Für weitere Handlungsempfehlungen bei der Beschreibung von Anforderungen wird auf FELDHUSEN 
ET AL. verwiesen [FGN+13, S. 337ff.]. 
86  Funktionale Anforderungen spezifizieren eine Funktionalität, welche das System seinen Stakeholdern 
bereitstellt [Poh07, S. 15].  
87  Qualitative Eigenschaften des Gesamtsystems, seiner Subsysteme oder Komponenten werden durch 
Qualitätsanforderungen definiert [Poh07, S. 16]. 
88  Rahmenbedingungen schränken die Entwickler im Lösungsraum ein [Poh07, S. 22].   
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des Wirtschaftlichkeitsmodells sicherzustellen. Es ist zu beachten, dass es sich beim Wirt-
schaftlichkeitsmodell um ein lebendes Dokument handelt, welches kontinuierlich im 
Rahmen der Konzipierung konkretisiert wird. Die Entwicklung des initialen Wirtschaft-
lichkeitsmodells erfolgt in fünf Schritten89: Aufbau des Wirtschaftlichkeitsmodells (Ab-
schnitt 5.2.1), Ermittlung der Gewichtungsfaktoren (Abschnitt 5.2.2), Kano-Kategorisie-
rung der Nutzenelemente (Abschnitt 5.2.3), Integration von Multiplikatoren (Abschnitt 
5.2.4) und Bewertung des erwarteten Nutzens (Abschnitt 5.2.5). Ergebnis ist das initiales 
Wirtschaftlichkeitsmodell.  
5.2.1 Aufbau des Wirtschaftlichkeitsmodells 
Ausgangspunkt für diese Phase bildet die Grundstruktur der Kosten (vgl. Abschnitt 4.1.2) 
und des Nutzens im Lebenszyklus (vgl. Abschnitt 4.1.3) sowie die im Rahmen der Phase 
Planen und Klären der Aufgabe des Konzipierungsprozesses identifizierten Kosten- und 
Nutzenelemente (vgl. Abschnitt 5.1). Im ersten Schritt wird die Grundstruktur auf die 
Entwicklungsaufgabe übertragen; die Zuordnung der identifizierten Kosten- und Nutzen-
elemente erfolgt in Schritt zwei. Abschließend werden die Elemente klassifiziert.  
Im ersten Schritt werden die Kosten- und Nutzenelemente der Grundstruktur den in Ab-
schnitt 5.1.2 ausgewählten Stakeholdern zugeordnet. Es gilt zu beachten, dass die Grund-
struktur lediglich einen Rahmen bildet, der durch das interdisziplinäre Entwicklungsteam 
auszugestalten ist. Die Benennung der logischen Beziehungen erfolgt gemäß Abschnitt 
4.1.4.2.  
Im Validierungsbeispiel wurden dem Hersteller des Systems der Neue Bahntechnik  
Paderborn AG die Selbstkosten sowie die darunter aggregierten Elemente zugeordnet; als 
Nutzenelement wurde auf oberster Ebene der Unternehmensnutzen zugewiesen (vgl. An-
hang A5, Bild A-9). 
Den Reisenden wurden als Endkunden die unter Kundennutzen aggregierten Nutzenele-
mente zugewiesen sowie als Kosten die Fahrtkosten (vgl. Anhang A5, Bild A-12). Eine 
Unterscheidung zwischen Unternehmen und Kunden, auf der die Grundstruktur aufbaut, 
ist nicht immer trennscharf, wie der Stakeholder RailCab AG in Bild 5-8 zeigt. Die be-
trachtete Wertschöpfungskette enthält drei Stakeholder. Wie beschrieben konnten der 
Hersteller und die Reisenden eindeutig zugeordnet werden. Die Betreibergesellschaft 
RailCab AG ist hingegen sowohl der Kunde, welcher das System RailCab kauft; als auch 
das Unternehmen, welches die Mobilitätslösung für die Reisenden anbietet.  
                                                 
89  Die Entwicklung und Bewertung des Wirtschaftlichkeitsmodells wird durch ein Excel-Tool unterstützt, 
dieses wurde im Rahmen der Arbeit prototypisch ohne graphische Repräsentation des Wirtschaftlich-
keitsmodells umgesetzt. 
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Bild 5-8: Zuordnung der Kosten- und Nutzenelemente zum Stakeholder RailCab AG 
Aus diesem Grund werden dem Stakeholder sowohl Kundennutzen als auch Unterneh-
mensnutzen zugewiesen. Zudem werden ihm die Lebenszykluskosten und die darunter  
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Der Grundstruktur ordnet das interdisziplinäre Entwicklungsteam im nächsten Schritt die 
in Abschnitt 5.1 identifizierten Kosten- und Nutzenelemente zu. Beispielsweise werden 
die funktionsabhängigen Nutzenelemente aus Abschnitt 5.1.6 unter dem Nutzenelement 
Attribute aggregiert (vgl. Bild 5-8). Hierbei sind die Richtlinien und Bedingungen zur 
Vollständigkeit (vgl. Abschnitt 4.1.4.2) und Richtigkeit (vgl. Abschnitt 4.1.4.3) einzuhal-
ten. 
Gemäß der Richtlinien und Bedingungen zur Modellierung (vgl. Abschnitt 4.1.4.1) wer-
den die zugewiesenen Kosten- und Nutzenelemente klassifiziert. Im Validierungsbeispiel 
wurden den, unter dem Nutzenelement Attribute aggregierten Elemente, der Typ «funkti-
onsabhängig» zugewiesen. Die Betriebskosten für die RailCab AG sind «situationsab-
hängig» sowie der Unternehmenswert RailCab AG «gesamtsystemabhängig». 
Bild 5-8 zeigt einen Auszug aus dem resultierenden initialen Wirtschaftlichkeitsmodell 
für den Stakeholder RailCab AG. Verwendete Abkürzungen werden, wie in Abschnitt 
4.1.4.2 gefordert, in einem Glossar festgehalten (vgl. Anhang A5). 
Abschließend legt das interdisziplinäre Entwicklungsteam den Bewertungsmaßstab für 
das Wirtschaftlichkeitsmodell des Intelligenten Technischen Systems fest. Im Validie-
rungsbeispiel wurde eine Bewertungsskala von 0 (keine Kosten- bzw. Nutzenimplikation) 
bis 5 (extreme Kosten- bzw. Nutzenimplikation) definiert. Tabelle 5-3 zeigt den Bewer-
tungsmaßstab für das Wirtschaftlichkeitsmodell des RailCabs. Der definierte Bewer-
tungsmaßstab wird innerhalb des gesamten Konzipierungsprozesses einheitlich verwen-
det.  
Tabelle 5-3: Bewertungsmaßstab für die Kosten- und Nutzenelemente im Wirtschaft-
lichkeitsmodell des RailCabs 
 
5.2.2 Ermittlung der Gewichtungsfaktoren für Nutzenelemente 
Die Gewichtung der funktions- und gesamtsystemabhängigen Nutzenelemente ergibt 
sich aus den im Rahmen der Strategischen Produktplanung durchgeführten Kundenbefra-
gungen (vgl. Abschnitt 5.1.1). Die Gewichtung der situationsabhängigen Nutzenelemente 
ist wie ihr Nutzwert ebenfalls von der Situation abhängig und wird in Abschnitt 5.5 be-
Wirtschaftlichkeit
Bewertungsmaßstab
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wertet. Die Gewichtungsfaktoren für die Kostenelemente resultieren auf den obersten Ag-
gregationsebenen aus den Zielkostenvorgaben im Entwicklungsauftrag (vgl. Abschnitt 
5.1.1). 
Das Vorgehen bei der Gewichtung der funktions- und gesamtsystemabhängigen Nutze-
lemente ist abhängig von der Anzahl der unter einem Element aggregierten Elemente. 
Handelt es sich hierbei um mehr als drei Elemente, ist eine einfache Gewichtung durch 
das interdisziplinäre Entwicklungsteam nicht handhabbar. Aus diesem Grund erfolgt die 
Gewichtung zur besseren Handhabbarkeit mit Hilfe einer Gewichtungsmatrix90 mittels 
eines paarweisen Vergleichs. Bild 5-9 zeigt die Gewichtungsmatrix zur Ermittlung des 
Gewichtungsfaktors für die funktionsabhängigen Nutzenelemente der Betreibergesell-
schaft RailCab AG.  
 
Bild 5-9: Gewichtungsmatrix zur Ermittlung der Gewichtsfaktoren ܩܨ௜ am Beispiel der 
funktionsabhängigen Nutzelemente für die RailCab AG (Auszug)  
Für jeden Stakeholder erfolgt ein paarweiser Vergleich der ihm zugeordneten Nutzenele-
mente auf der untersten Hierarchieebene unter der Fragestellung: Ist die Erfüllung des 
Nutzenelements i (Zeile) für den Stakeholder wichtiger als die Erfüllung des Nutzenele-
ments j (Spalte)? Ist das Nutzenelement i wichtiger als das Nutzenelement j, wird mit 
                                                 
90  Nach PAHL/BEITZ können Rangfolgeverfahren und Präferenzmatrizen, welche auf einem paarweisen 
Vergleich beruhen, zur Gewichtung von Kriterien eingesetzt werden [PBF+13, S. 395].    
Gewichtungsmatrix
Fragestellung: 
Ist die Erfüllung des Nutzen-
elements i (Zeile) für die Betreiberge-
sellschaft RailCab AG wichtiger als 
die Erfüllung des Nutzen-
elements j (Spalte)?
Bewertungsmaßstab:
0 = i ist unwichtiger als j




























































































Nutzenelement Nr. 1 2 3 4 5 6 7 8 25
Geometrie 1 0 0 0 0 0 0 1 1 2 0,7
Kinematik 2 1 1 1 1 0 1 1 1 8 2,7





Antrieb 4 1 0 1 1 1 1 1 1 22 7,3
Energiespeicher 5 1 0 1 0 0 1 1 1 19 6,3
Energieverbrauch 6 1 1 1 0 1 1 1 1 22 7,3
Bordnetz 7 1 0 1 0 0 0 0 0 2 0,7
Materialien 8 0 0 0 0 0 0 1 0 1 0,3
Umweltfreundlichkeit 25 0 0 0 0 0 0 1 1 10 3,3
Summe (Σ gi  und Σ GFi) 300 100
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einer eins bewertet; ansonsten wird mit null bewertet. Ergebnis der Gewichtungsanalyse 
ist die Gewichtungssumme je Nutzenelement ݃௜  sowie die Gesamtsumme der Gewich-tungssummen ∑ ݃௜. Der Gewichtungsfaktor ܩܨ௜ je Nutzenelement ݅ ergibt sich aus dem Quotienten von Gewichtungssumme ݃௜  und Gewichtungsfaktor ∑ ݃௜. 
Die ermittelten Gewichtungsfaktoren ܩܨ௜ werden entsprechend der Gewichtungsmatrix 
in das Wirtschaftlichkeitsmodell übertragen (vgl. Bild 5-10). Eine Ausnahme bilden Nut-
zelemente wie Antrieb oder Energiespeicher, welche über eine weitere Hierarchieebene 
in diesem Fall Energie aggregiert werden. Für die formal richtige Modellierung ist in 
diesem Fall wie in Bild 5-10 gezeigt zu verfahren. 
Der Gewichtungsfaktor ܩܨா௡௘௥௚௜௘ für das Nutzenelement Energie ergibt sich aus der 
Summe der Gewichtungsfaktoren der aggregierten Nutzenelemente. Im nächsten Schritt 
greift die folgende Bedingung, dass die Summe der Gewichtungsfaktoren auf einer Hie-
rarchieebene immer 100 Prozent ergeben (vgl. Abschnitt 4.1.4.3). 
Dies bedeutet, dass eine Anpassung der Gewichtungsfaktoren auf der untersten Hierar-
chieebene, wie in Bild 5-10 für das Nutzenelement Antrieb gezeigt, durchzuführen ist. 
Der Gewichtungsfaktor ܩܨ஺௡௧௥௜௘௕ ergibt sich aus dem Quotienten des ursprünglichen Ge-
wichtungsfaktors ܩܨସ und dem Gewichtungsfaktor für die Energie ܩܨா௡௘௥௚௜௘ multipliziert 
mit 100. Das Nutzenelement Antrieb wird somit mit ܩܨ஺௡௧௥௜௘௕ = 33,8 % gewichtet. 
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5.2.3 Kano-Kategorisierung der Nutzenelemente  
In Anlehnung an KANO ET AL. werden die Nutzenelemente in diesem Schritt einer Kano-
Kategorie zugewiesen, um ihren unterschiedlichen Beiträgen zur Kundenzufriedenheit 
gerecht zu werden (vgl. Abschnitt 3.2.3). In der Literatur werden verschiedene Ansätze91 
zur Klassifikation vorgeschlagen, welche aufwendige Kundenbefragungen umfassen. Zur 
besseren Handhabbarkeit wird im Rahmen dieser Arbeit ein pragmatischer Ansatz in An-
lehnung an OLIVER92 gewählt. Die Kano-Kategorisierung der Nutzenelemente erfolgt für 
jeden betrachteten Stakeholder anhand der in Tabelle 5-4 dargestellten Bewertungskrite-
rien. Die Bewertungsskala für beide Kriterien reicht von null bis fünf. 
Das Bewertungskriterium Leistung des bestehenden Systems wird mit null bewertet, wenn 
das bestehende System das Nutzenelement nicht erfüllt. Erfüllt das System das Nutzen-
element vollumfänglich, wird mit fünf bewertet. Der Bewertungsmaßstab für die Erwar-
tung des Stakeholders reicht in Anlehnung an die Erwartungslevels nach OLIVER von null 
(Attribut wird nicht erwartet/eine Erfüllung wäre ideal) bis fünf (Attribut wird erwartet/ 
eine Nichterfüllung wäre nicht tolerierbar) [Oli10, S. 68]. 
Die Nutzenelemente werden gemäß ihrer Bewertung im Kano-Kategorisierungsportfolio 
dargestellt (vgl. Bild 5-11). Auf der Ordinate wird die Leistung des bestehenden Systems 
für das Nutzenelement abgetragen. Die Abszisse des Portfolios bildet die Erwartung des 
Stakeholders ab. Das Nutzenelement wird durch die Kugel repräsentiert; ihre Farbe gibt 
Aufschluss über den zugehörigen Stakeholder.  
Tabelle 5-4: Bewertungsmaßstab für Kano-Kategorisierung der Nutzenelemente 
 
                                                 
91  Vgl. [MSS09, S. 324ff.]. 
92  OLIVER nutzt zur Kategorisierung von Attributen hinsichtlich ihrer Priorität das „Dichotomous Priority-
Based Grid“, welches die bewertete Leistung des Systems hinsichtlich eines Attributs dessen Bedeutung 
gegenüberstellt [Oli10, S. 32].  
Kano-Kategorie
Bewertungsmaßstab
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Bei Nutzenelementen, die bereits durch das bestehende System bzw. vergleichbare Sys-
teme erfüllt und die vom Stakeholder erwartet werden, können der Kategorie Basisattri-
bute zugewiesen werden. Beispiele sind die Sicherheit oder die Ergonomie des RailCabs. 
Als Leistungsattribute werden Nutzenelemente kategorisiert, bei denen das Verhältnis 
von bestehender Leistung und der Erwartung ausgeglichen ist, wie bei den Nutzenele-
menten Geringe Wartezeiten oder der Fahrtkomfort. Nutzenelemente, die vom bestehen-
den System nicht realisiert und vom Stakeholder nicht erwartet werden, können zur Be-
geisterung des Stakeholders für das System beitragen. Zu den Begeisterungsattributen 
zählen für das RailCab bspw. die Flexibilität oder die Individualität. Das Portfolio zeigt, 
dass gleiche Nutzenelemente von den Stakeholdern unterschiedlich bewertet werden, wie 
bspw. der Nutzen, welcher aus der Sicherheit oder dem Fahrkomfort des Systems resul-
tiert. Die ermittelten Kategorien werden den Nutzenelementen als Eigenschaft im Wirt-
schaftlichkeitsmodell zugewiesen (vgl. Bild 5-12). 
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5.2.4 Integration von Multiplikatoren 
Wie bereits in den Abschnitten 2.5.3 und 3.2.4 dargestellt, lassen sich die Kosten- und 
Nutzenelemente der Stakeholder nicht unabhängig voneinander betrachten, sie beeinflus-
sen sich vielmehr mittels sogenannter Multiplikatoren. Diese werden in diesem Schritt 
durch das interdisziplinäre Entwicklungsteam festgelegt. Die zu berücksichtigenden Mul-
tiplikatoren können sich je nach betrachtetem System unterscheiden. Für die Integration 
der Multiplikatoren und die Definition der Abhängigkeiten ist das Wissen der beteiligten 
Experten aus dem Bereich Vertrieb und Rechnungswesen notwendig. Gemäß Abschnitt 
4.1.4.2 sind die Multiplikatoren nach dem Sachverhalt zu benennen, den sie repräsentie-
ren. Ihnen ist zudem ein Wert als Eigenschaft zuzuweisen sowie ihre Abhängigkeit mit 
anderen Elementen des Wirtschaftlichkeitsmodells mittels geeigneter Beziehungen abzu-
bilden. Bild 5-12 zeigt die für das Validierungsbeispiel identifizierten Multiplikatoren 
Kundenzufriedenheit, Auslastung und das Absatzpotential. Sie werden im Folgenden spe-
zifiziert. 
Kundenzufriedenheit und Unternehmenswert 
Einen wesentlichen Multiplikator stellt die Zufriedenheit der Stakeholder mit dem Intel-
ligenten Technischen System dar, im Folgenden Kundenzufriedenheit genannt. Sie 
ergibt sich aus einem Vergleichsprozess zwischen dem vom Stakeholder erwarteten und 
dem erlebtem Nutzen (vgl. Abschnitt 3.2.3) und hat u.a. Einfluss auf den Unternehmens-
wert (vgl. Abschnitt 3.2.4). Kundenorientierte Unternehmen sollten daher die Kundenzu-
friedenheit im Wirtschaftlichkeitsmodell berücksichtigen. Im Validierungsbeispiel wird 
der Multiplikator Kundenzufriedenheit zum einen für die Betreibergesellschaft RailCab 
AG und zum anderen für die Reisenden berücksichtigt (vgl. Bild 5-12). 
Nach KANO ET AL. wird die Kundenzufriedenheit in Abhängigkeit von der Kano-Katego-
risierung K des betrachteten Nutzenelements unterschiedlich stark beeinflusst (vgl. Ab-
schnitt 3.2.3, Bild 3-5). Im Folgenden wird erläutert, wie sich der Wert der Kundenzu-
friedenheit93 in Anlehnung an BUHL ET AL. berechnen lässt. Die Kundenzufriedenheit 
setzt sich insgesamt aus den Teilbewertungen der Nutzenelemente i durch den Stakehol-
der S zusammen, die sogenannten Zufriedenheitsbeiträge ݖ௜,௄,ௌ (vgl. Abschnitt 3.2.3). 
Die Kundenzufriedenheit ist abhängig vom Wert der Erwartungserfüllung ݔ௜,ௌ durch das 
Intelligente Technische System. Dieser ergibt sich aus der Differenz vom erlebten Nutzen 
݊௜,ௌ und dem erwarteten Nutzen ݁௜,ௌ (vgl. Gleichung 5-1). Um unabhängig von der ge-
wählten Bewertungsskala für den Nutzen vergleichbare Ergebnisse zu erzielen, werden 
die Nutzwerte auf eins normiert. 
 
 
                                                 
93  Für eine detaillierte Herleitung der Berechnung sei auf [BKR+07, S. 879ff.] verwiesen.  
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ݔ௜,ௌ =  ݊௜,ௌ −  ݁௜,ௌ 
Gleichung 5-1: Wert der Erwartungserfüllung ݔ௜,ௌ in Anlehnung an [BKR+07, S. 885] 
Die Berechnung des Zufriedenheitsbeitrags ݖ௜,௄,ௌ erfolgt als Funktion von ݔ௜,ௌ in Abhän-
gigkeit von der zugehörigen Kano-Kategorie K für Basis-, Leistungs- und Begeisterungs-
attribute unterschiedlich. Für Leistungsattribute (LA) wird von einem proportionalen 
Zusammenhang zwischen der Erwartungserfüllung ݔ௜,ௌ und dem Zufriedenheitsbeitrag 
ݖ௜,௄,ௌ ausgegangen. Wird ein Leistungsattribut nicht erfüllt muss der Zufriedenheitsbei-
trag ݖ௜,௄,ௌ stets mindestens so groß sein wie bei einem Basisattribut. Bei Übererfüllung 
darf dieser hingegen niemals so groß werden, wie für ein Begeisterungsattribut [BKR+07, 
S. 886]. Aus diesem Grund wird der Wertebereich für den Zufriedenheitsbeitrag für ein 
Leistungsattribut auf ein Intervall zwischen [ܽ, ܽ] mit หܽห > |ܽ| und ܽ ∈ (−1, 0) bzw. 
ܽ ∈ (0, 1) begrenzt [BKR+07, S. 887]. 
Die Auswahl der Grenzen erfolgt durch das interdisziplinäre Entwicklungsteam auf Basis 
der Erfahrungen mit den Vorgängersystemen. Im Rahmen des Validierungsbeispiels 
wurde für die untere Grenze ܽ  = −0,8 und für die obere Grenze ܽ =  0,6 gewählt. Der 
Zufriedenheitsbeitrag für Leistungsattribute berechnet sich wie in Gleichung 5-2 darge-
stellt. 
ݖ௜,௅஺,ௌ =  −ܽݔ௜,ௌ für ݔ௜,ௌ  ≤ 0   
ݖ௜,௅஺,ௌ =  ܽݔ௜,ௌ für ݔ௜,ௌ > 0 
Gleichung 5-2: Zufriedenheitsbeitrag ݖ௜,௅஺,ௌ für Leistungsattribute in Anlehnung an 
[BKR+07, S. 888] 
Begeisterungsattribute (BEA) werden vom Stakeholder nicht explizit nachgefragt. Eine 
Nichterfüllung wird somit lediglich zur Indifferenz beim Stakeholder führen. Bei Erfül-
lung des Attributs wird die Kundenzufriedenheit hingegen streng zunehmend wachsen 
[BKR+07, S. 886]. Da die lineare Funktion für die Leistungsattribute (LA) nicht mit der 
Parabel für die Begeisterungsattribute (BEA) zusammenfallen darf, ergibt sich folgende 
Gleichung 5-3. Im Validierungsbeispiel ergibt sich für ܾ = 0,4. 
ݖ௜,஻ா஺,ௌ = 0 für ݔ௜,ௌ  ≤ 0   
ݖ௜,஻ா஺,ௌ =  ܽݔ௜,ௌ + ܾݔ௜.ௌଶ  für ݔ௜,ௌ > 0 mit ܾ = 1 − ܽ 
Gleichung 5-3: Zufriedenheitsbeitrag ݖ௜,஻ா஺,ௌ für Begeisterungsattribute in Anlehnung 
an [BKR+07, S. 888] 
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Bild 5-12: Integration von Multiplikatoren in das Wirtschaftlichkeitsmodell des 
RailCabs 
Die Erfüllung der Erwartungen des Stakeholders bei Basisattributen (BA) führt zu In-
differenz; eine Übererfüllung der Anforderungen wird die Kundenzufriedenheit nicht 
steigern. Wird die Erwartung hingegen nicht erfüllt, resultieren bereits geringe Abwei-
chungen in Unzufriedenheit. Aus diesem Grund wird ein Bereich von 0 bis −݀ festgelegt 
in dem der Zufriedenheitsbeitrag ݖ௜,஻஺,ௌ für leicht negative ݔ௜,ௌ auf den Minimalwert von 
−1 sinkt [BKR+07, S. 886ff.]. Im Validierungsbeispiel wurde für ݀ = 0,3 gewählt, so 
dass bei einer Abweichung von einer Bewertungseinheit die Kundenzufriedenheit sinkt. 
Weicht der erlebte Nutzen ݇ ௜,ௌ stärker vom erwarteten Nutzen ݁௜,ௌ ab, so erreicht der Zu-
friedenheitsbeitrag ݖ௜,஻஺,ௌ den Minimalwert. Es ergibt sich die folgende Gleichung 5-4:  
ݖ௜,஻஺,ௌ = −1 für ݔ௜,ௌ <  −݀   
ݖ௜,஻஺,ௌ =  −ܽݔ௜,ௌ − ܿݔ௜.ௌଶ  für −݀ ≤ ݔ௜,ௌ  < 0 mit ܿ = 1݀ଶ +  
ܽ
݀ 
ݖ௜,஻஺,ௌ = 0 für ݔ௜,ௌ ≥ 0   
Gleichung 5-4: Zufriedenheitsbeitrag ݖ௜,஻஺,ௌ für Basisattribute (BA) in Anlehnung an 
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Die ermittelten Zufriedenheitsbeiträge ݖ௜,௄,ௌ werden nachfolgend mit dem zuvor be-
stimmten Gewichtungsfaktor ܩܨ௜ (vgl. Abschnitt 5.2.2) zu einer Gesamtzufriedenheit ௌܼ 
aggregiert94 (vgl. Gleichung 5-5).  




ௌܼ =  ௌܼ,௅஺ +  ௌܼ,஻ா஺ +  ௌܼ,஻஺ 
Gleichung 5-5: Berechnung der Gesamtzufriedenheit ௌܼ  
Hierbei gleichen sich negative und positive Zufriedenheitsbeiträge ݖ௜,௄,ௌ innerhalb einer 
Kategorie sowie die Zufriedenheitsbeiträge ௌܼ,௄ Kategorie übergreifend aus. Im Rahmen 
der Konzipierung sollte bei negativen Zufriedenheitsbeiträgen ௌܼ,௄, insbesondere für Ba-
sisattribute, eine Verbesserung der Prinziplösung und somit der Kundenzufriedenheit er-
folgen. 
Wie in Abschnitt 3.2.4 hergeleitet und in Bild 5-12 dargestellt, beeinflusst die Kunden-
zufriedenheit den Unternehmenswert. Nach MATZLER und STAHL wird ein sattelförmiger 
Zusammenhang angenommen (vgl. Bild 3-7). Dieser Annahme wird im Rahmen der Ar-
beit zur Berechnung des Unternehmenswerts gefolgt.  
Für das Nutzenelement Unternehmenswert entspricht der erwartete Nutzwert ݁௎,ௌ dem 
bisherigen Wert des Unternehmens. Ziel durch die Entwicklung und Vermarktung eines 
neuen Intelligenten Technischen System ist die Erhaltung des Status-quo und im besten 
Fall eine Verbesserung des Unternehmenswerts. Liegt die Kundenzufriedenheit ௌܼ ∈
(−1,1) innerhalb der Indifferenzzone [−݂, ݂] mit ݂ < 1 und ݂ ∈ ሾ0, 1) verändert sich der 
Unternehmenswert nicht. Außerhalb der Indifferenzzone steigt bzw. sinkt der Unterneh-
menswert. Der Wert für ݂ wird durch das interdisziplinäre Entwicklungsteam auf Basis 
ihres Erfahrungswissens festgelegt. Im Validierungsbeispiel wurde ݂ = 0,3 gewählt. Für 
den erwarteten Nutzwert ݁௎,ௌ sowie den erlebten Nutzwert ݊௎,ௌ liegt das Minimum bei 
null das Maximum ist abhängig von der eingesetzten Bewertungsskala. Im Validierungs-
beispiel ergibt sich für das Maximum ݁௎,ௌ,௠௔௫. = 5 und ݊௎,ௌ,௠௔௫. = 5 (vgl. Tabelle 5-3). 
Der erlebte Nutzwert ݊௎,ௌ für das Nutzenelement Unternehmenswert berechnet sich in 
Abhängigkeit von der Kundenzufriedenheit ௌܼ und vor dem Hintergrund der zuvor ge-
nannten Nebenbedingungen wie in Gleichung 5-6 dargestellt.  
  
                                                 
94  Da es sich im Rahmen des Wirtschaftlichkeitsmodells um eine grobe Abschätzung der Kundenzufrie-
denheit handelt erfolgt die Berechnung in Anlehnung an [KST+84, S. 39ff.] durch einfache Addition.  
BUHL ET AL. liefern einen Ansatz zur Berechnung mit Hilfe der Cobb-Douglas Funktion. Dieser kann 
bei Bedarf ebenfalls eingesetzt werden. Für das Vorgehen sei auf [BKR+07, S. 889ff.] verwiesen.  
Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter Technischer Systeme Seite 141 
݊௎,ௌ =  ݉ ௌܼଶ + ݒ ௌܼ + ݁௎,ௌ für ݂ < ܼௌ mit ݒ =  ௡ೆ,ೄ,೘ೌೣ.ଶ  und ݉ = ݒ − ݁௎,ௌ 
݊௎,ௌ =  ݁௎,ௌ für −݂ ≤ ܼௌ  ≤ ݂ 
݊௎,ௌ =  −݉ ௌܼଶ + ݒ ௌܼ + ݁௎,ௌ für ௌܼ  < −݂ mit ݒ =  ௡ೆ,ೄ,೘ೌೣ.ଶ  und ݉ = ݒ − ݁௎,ௌ 
Gleichung 5-6: Berechnung des Unternehmenswerts ݊௎,ௌ  
Auslastung/Absatzpotential und Zielgewinn 
Neben dem Unternehmenswert wird auch der Gewinn für ein Unternehmen im Wirt-
schaftlichkeitsmodell durch Multiplikatoren beeinflusst. Für die Betreibergesellschaft 
RailCab AG (RC) im Validierungsbeispiel ist der Nutzwert für das Nutzenelement Ziel-
gewinn abhängig von der Auslastung des RailCabs im Betrieb (vgl. Bild 5-12). Für den 
Hersteller des RailCabs die Neue Bahntechnik Paderborn AG (NBP) beeinflusst der Er-
schließungsgrad des Absatzpotentials den Zielgewinn. Bei einer hohen Auslastung ܣோ஼ 
der RailCabs wird der Zielgewinn entsprechend steigen; gleiches gilt für das Absatzpo-
tential ܣ ேܲ஻௉ und den Zielgewinn der NBP AG. Es wird somit ein linearer Zusammen-
hang zwischen Auslastung ܣோ஼/Absatzpotential ܣ ேܲ஻௉ und dem Wert für den erlebten 
Zielgewinn ݊ீ,ௌ angenommen. Dabei gilt ܣோ஼ ∈ (0,1) und ܣ ேܲ஻௉ ∈ (0,1). Der erwartete 
Wert für den Zielgewinn ݁ீ,ௌ wird durch das interdisziplinäre Entwicklungsteam festge-
legt. Dieser entspricht dem erlebten Zielgewinn ݊ீ,ௌ bei einer 100-prozentigen Auslas-
tung ܣோ஼,ீ bzw. Erschließung des Absatzpotentials ܣ ேܲ஻௉,ீ. Somit berechnet sich der 
Zielgewinn wie in Gleichung 5-7 und Gleichung 5-8 beschrieben. 
݊ீ,ோ஼ =  ܣோ஼ ∗ ݁ீ,ோ஼   
Gleichung 5-7: Berechnung des erlebten Nutzwerts für den Zielgewinn ݊ீ,ோ஼  
 ݊ீ,ே஻௉ =  ܣ ேܲ஻௉ ∗ ݁ீ,ே஻௉   
Gleichung 5-8: Berechnung des erlebten Nutzwerts für den Zielgewinn ݊ீ,ே஻௉   
Bei beiden Multiplikatoren handelt es sich, anders als bei der Kundenzufriedenheit ௌܼ, 
um eine von den Elementen und ihrer Bewertung im Wirtschaftlichkeitsmodell unabhän-
gige Variablen. Sie werden vielmehr im Rahmen der abschließenden Wirtschaftlichkeits-
bewertung (vgl. Abschnitt 5.6.2) variiert und so die Sensibilität des Wirtschaftlichkeits-
modells getestet. Auf diese Weise kann ermittelt werden, bis zu welcher Auslastung bzw. 
zu welchem Grad der Erschließung des Absatzpotentials das Intelligente Technische Sys-
tem für die Stakeholder noch wirtschaftlich ist. 
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5.2.5 Bewertung des erwarteten Nutzens 
Im letzten Schritt der Phase Entwicklung des Wirtschaftlichkeitsmodells wird für jedes 
Nutzenelement ݅ im Wirtschaftlichkeitsmodell der erwartete Nutzen ݁௜,ௌ bewertet. Hierzu 
wird der in Abschnitt 5.2.1 festgelegte Bewertungsmaßstab verwendet. Die Bewertungs-
skala reicht von null bis fünf. Die Bewertung erfolgt durch das interdisziplinäre Entwick-
lungsteam auf Basis der ihm vorliegenden Informationen. Sie orientiert sich an den Er-
wartungen der Stakeholder aus Abschnitt 5.2.3. Nutzenelemente aus der Kategorie der 
Begeisterungsattribute werden vom Kunden nicht explizit nachgefragt; aus diesem Grund 
ist der erwartete Nutzen geringer als bei Leistungs- und Basisattributen (vgl. [BKR+07, 
S. 886]). Der erwartete Nutzen für den Unternehmenswert ݁௎,ௌ entspricht dem derzeitig 
durch das Unternehmen realisierten Unternehmenswert; der Zielgewinn ݁ீ,ௌ entspricht 
dem erwarteten Wert bei maximaler Ausschöpfung der Potentiale, wie in Abschnitt 5.2.4 
beschrieben. Bild 5-13 zeigt einen Ausschnitt aus dem im Validierungsbeispiel bewerte-
ten Wirtschaftlichkeitsmodell.  
 
Bild 5-13: Bewertung des erwarteten Nutzens ݁ ௜,ௌ im Wirtschaftlichkeitsmodell (Auszug) 
Für Nutzenelemente auf der obersten Aggregationsebene ݆ ergibt sich der erwartete Nut-
zen ௝݁,ௌ entsprechend aus den gewichteten Teilbewertungen der aggregierten Nutzenele-
mente ݅ wie in Gleichung 5-9 aufgezeigt. Beispiel hierfür sind die in Bild 5-13 dargestell-
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Gleichung 5-9: Berechnung des erwarteten Nutzens ௝݁,ௌ für ein Nutzenelement auf 
oberster Aggregationsebene 
Ergebnis der Phase ist das initiale Wirtschaftlichkeitsmodell, welches im Folgenden die 
Bewertung und Auswahl der wirtschaftlichsten Lösungsvariante im Konzipierungspro-
zess unterstützt. 
5.3 Bewertung und Auswahl der wirtschaftlichsten Lösungs- 
variante 
Entwicklungsprozesse werden durch einen enormen Zeitdruck sowie beschränkte Res-
sourcen geprägt. Aus diesem Grund können nicht alle entwickelten Lösungsvarianten 
weiterverfolgt werden. Es ist notwendig, die Anzahl der Lösungsvarianten zu reduzieren 
[Lin09, S. 179], [Sto10, S. 113]. Nach PAHL und BEITZ hat eine technische Lösung die 
Erfüllung der technischen Funktion, ihre wirtschaftliche Realisierung sowie die Einhal-
tung der Sicherheit für Menschen und die Umgebung zum Ziel [PBF+07, S. 57]. Die 
Auswahl einer Lösungsvariante erfolgt im Rahmen der wirtschaftlichkeitsorientierten 
Konzipierung in einem mehrstufigen Verfahren. Ausgangspunkt sind im Rahmen des 
Konzipierungsprozesses entwickelte Lösungsvarianten. Das Vorgehen zur Entwicklung 
dieser Varianten wird in Abschnitt 5.3.1 für das bessere Verständnis der nachfolgenden 
Bewertungsschritte kurz dargestellt. Grundvoraussetzung für eine weiterzuverfolgende 
Lösungsvariante ist die Erfüllung der geforderten technischen Funktion. Im ersten Be-
wertungsschritt werden die Lösungsvarianten hinsichtlich ihrer Anforderungserfüllung 
bewertet (vgl. Abschnitt 5.3.2). Nur Lösungen, welche die Anforderungen und somit die 
geforderte Funktionalität der Stakeholder umfassend erfüllen, werden im Folgenden hin-
sichtlich ihrer relativen Wirtschaftlichkeit bewertet. Im Sinne des Target Costings (vgl. 
Abschnitt 3.3.1) ist eine Lösungsvariante wirtschaftlich, wenn das Verhältnis von Kosten 
und Nutzen ausgeglichen ist. In Abschnitt 5.3.3 wird für jede Teilfunktion ihr Beitrag 
zum funktionsabhängigen Nutzen ermittelt. Für die Lösungsvarianten werden im nächs-
ten Schritt die Kosten für die Realisierung der Funktion bewertet und der Beitrag der 
Teilfunktion zu den funktionsabhängigen Kosten ermittelt. Abschließend wird für jede 
Lösungsvariante eine Zielkostenkontrolle durchgeführt und die wirtschaftlichste Lö-
sungsvariante ausgewählt. Für diese wird die Prinziplösung im Rahmen der Konzipierung 
vervollständigt, wie in Abschnitt 5.3.4 der Vollständigkeit halber kurz dargestellt. Für 
diese wird abschließend das Wirtschaftlichkeitsmodell für funktions- und gesamtsys-
temabhängige Nutzenelemente bewertet sowie die Kundenzufriedenheit berechnet (vgl. 
Abschnitt 5.2.5).  
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5.3.1 Lösungsvarianten 
Lösungsvarianten für das zu entwickelnde Intelligente Technische System werden im 
Rahmen der Konzipierung auf Gesamt- und Subsystemebene entwickelt (vgl. Abschnitt 
2.5.6). Sie sind Ausgangspunkt für die folgenden Bewertungsschritte in den Abschnitten 
5.3.2 und 5.3.3. Für eine detaillierte Beschreibung des Vorgehens bei der Entwicklung 
von Lösungsvarianten ist auf GAUSEMEIER und VAßHOLZ [GV14b, S. 70ff.] sowie GAU-
SEMEIER ET AL. [GFD+09, S. 201ff.] verwiesen. Im Folgenden werden kurz die für das 
weitere Verständnis notwendigen Schritte und ihre Ergebnisse beschrieben. Bild 5-14 
zeigt einen Ausschnitt der Ergebnisse für das Validierungsbeispiel RailCab in Anlehnung 
an die Ergebnisse aus dem SFB 614. 
Aus den in Abschnitt 5.1.6 identifizierten Anforderungen werden zunächst Funktionen 
abgeleitet. Sie beschreiben einen gewollten Zusammenhang zwischen In- und Output ei-
nes Systems zur Erfüllung einer spezifischen Aufgabe. Die Gesamtfunktion (autonom 
fahren) wird in Hauptfunktionen (System fortbewegen, etc.) untergliedert. Im Sinne des 
Systementwurfs erfolgt die Unterteilung in Subfunktionen (System tragen, etc.) solange, 
bis sich für die Teilfunktionen (Energie aufnehmen) sinnvolle Lösungen finden lassen 
[PBF+07, S.44], [VDI2221, S. 10]. Die gefundenen Funktionen werden im gleichnami-
gen Partialmodell in der Funktionshierarchie dargestellt. Diese wird auch als Kreativi-
tätstechnik eingesetzt, um weitere Funktionen zu identifizieren [GLL12, S. 94f.]. Funkti-
onskataloge (bspw. [Bir80]) sowie die Entwurfsschablone nach DUMITRESCU für die 
Funktionen der Informationsverarbeitung (System überwachen, System optimieren, etc.) 
unterstützen die Entwickler bei der Erstellung der Funktionshierarchie [Dum11, S. 118]. 
Funktionen der Informationsverarbeitung werden auch kognitive Funktionen genannt und 
sind spezifisch für Intelligente Technische Systeme [Dum11, S. 98]. Die Funktionen wer-
den als Substantiv-Verb-Kombination lösungsneutral beschrieben (vgl. Bild 5-14).  
Im nächsten Schritt werden für die Teilfunktionen der Funktionshierarchie Lösungsmus-
ter bzw. Lösungselemente identifiziert. Lösungsmuster im Kontext Intelligenter Techni-
scher Systeme sind in Anlehnung an ALEXANDER ET AL. in der Umwelt auftretende Prob-
leme, sowie die Beschreibung ihrer Lösung, so dass diese Lösung in anderen Kontexten 
erneut eingesetzt werden kann [Dum11, S. 38f.], [AIS+95, S. 12]. Lösungselemente stel-
len eine konkrete, existierende und bewährte Lösung zur Erfüllung einer Funktion dar. 
Es handelt sich meist um ein Modul/eine Baugruppe, das/die auf einem Wirkprinzip be-
ruhen [GEK01, S. 36]. Lösungsmuster für fortgeschrittene mechatronische Systeme nach 
DUMITRESCU realisieren kognitive Funktionen. Sie werden einheitlich spezifiziert, so 
dass eine einfache Integration in die mit CONSENS spezifizierte Prinziplösung möglich 
ist [Dum11, S. 130ff.]. Durch eine konsistente Kombination dieser Teillösungen im mor-
phologischen Kasten nach ZWICKY werden Lösungsvarianten entwickelt [Zwi89, 
S. 13ff.]. Die konsistente Kombination der Teillösungen wird durch die Ansätze nach 
KÖCKERLING [Köc04, S. 82ff.] oder BRINK unterstützt [Bri10, S. 137ff.]. Ergebnis sind 
konsistente Lösungsvarianten, welche im Folgenden bewertet werden. 
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Bild 5-14: Entwicklung von Lösungsvarianten   
5.3.2 Bewertung der Anforderungserfüllung  
Es können lediglich Lösungsvarianten weiter betrachtet werden, welche die an das Intel-
ligente Technische System gestellten Anforderungen (vgl. Abschnitt 5.1.6) erfüllen. Zur 
Bewertung der Anforderungserfüllung werden die Anforderungen den konsistenten Lö-
sungsvarianten aus Abschnitt 5.3.1 gegenübergestellt. Bild 5-15 zeigt einen Ausschnitt 
aus der Anforderungserfüllungsmatrix für das Validierungsbeispiel. 
Für jede Kombination wird bewertetet, wie die Lösungsvariante i (Spalte) die Anforde-
rung j (Zeile) erfüllt. Zur Bewertung wird eine Bewertungsskala von null bis zwei einge-
setzt. Wird die Anforderung nicht erfüllt, wird mit null bewertet, wird sie teilweise erfüllt 
mit eins und bei voller Erfüllung der Anforderung mit zwei. Es werden alle Lösungsvari-
anten im Folgenden weiterverfolgt, welche die Anforderungen vollumfänglich erfüllen. 
Im Validierungsbeispiel trifft dies nur auf Lösungsvariante Nr.2 zu. Es können prinzipiell 
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Bild 5-15: Bewertung der Anforderungserfüllung der Lösungsvarianten 
5.3.3 Durchführung der Zielkostenkontrolle 
Für die zuvor ausgewählten Lösungsvarianten wird in diesem Schritt eine Zielkostenkon-
trolle durchgeführt und somit die relative Wirtschaftlichkeit der Lösungsvarianten bewer-
tet. Hierzu wird in einem Zielkostendiagramm in Anlehnung an TANAKA [Tan89, S. 61ff.] 
und BRINK [Bri10, S. 51] für jede Teilfunktion-Lösungselement-Kombination ihr Funk-
tionsnutzenbeitrag je Stakeholder ܨܰܤ௜,ௌ dem Funktionskostenbeitrag ܨܭܤ௜ der Teil-
funktion ݅ gegenübergestellt. 
Ermittlung des Nutzenbeitrags der Teilfunktionen 
Die Ermittlung des Nutzenbeitrags der Teilfunktionen erfolgt mit Hilfe der in Bild 5-16 
dargestellten Nutzenbeitragsmatrix95. In der Nutzenbeitragsmatrix werden die Teilfunk-
tionen den funktionsabhängigen Nutzenelementen aus dem Wirtschaftlichkeitsmodell ge-
genübergestellt und hinsichtlich der Fragestellung bewertet: Trägt die Teilfunktion ݅ 
(Zeile) zur Erfüllung des funktionsabhängigen Nutzenelements ݆ (Spalte) bei? Die Be-
wertungsskala reicht von null bis zwei.  
                                                 
95 Die Nutzenbeitragsmatrix lehnt sich an die Unterstützungsmatrix nach BRINK an [Bri10, S. 125f.]. 
Anforderungserfüllungsmatrix  
Fragestellung:
Wie erfüllt die Lösungsvariante
i (Zeile) die Anforderung j 
(Spalte)?                                                                     
Bewertungsskala: 
0 bis 2                                                                        
Bewertungsmaßstab:                                  
0 = i erfüllt j nicht                                                                      
1 = i erfüllt j teilweise                                              


































































































































































Lösungsvarianten Nr. 1 2 3 27 28 29 178 178 183
Lösungsvariante 1 1 2 2 2 2 2 2 2 2 2 354 96
Lösungsvariante 2 2 2 2 2 2 2 2 2 2 2 366 100
Lösungsvariante 3 3 2 2 2 2 2 0 2 2 2 360 98
Lösungsvariante 4 4 2 2 2 2 2 1 1 2 2 320 87
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Bild 5-16: Funktionsnutzenbeitrag der Teilfunktionen je Stakeholder ܨܰܤ௜,ௌ  
Im Validierungsbeispiel liefert u.a. die Teilfunktion Energie verteilen (Zeile 2) keinen 
Beitrag zum Nutzenelement Geometrie (Spalte 1). Besteht ein Nutzenbeitrag, so wird mit 
einer Eins bewertet, wie bei Vertikale Kräfte dämpfen (Zeile 9) und Kinematik (Spalte 2). 
Liefert die Teilfunktion einen sehr starken Beitrag zum Nutzenelement, wie die Teilfunk-
tion Energie situationsabhängig abgeben (Zeile 6) zum Nutzenelement Energiever-
brauch (Spalte 6), wird mit einer Zwei bewertet.  
Der Funktionsnutzenbeitrag ܨܰܤ௜,ௌ je Teilfunktion in Abhängigkeit vom Stakeholder ܵ 
ergibt sich, wie in Gleichung 5-10 dargestellt, aus der Summe der Produkte der Teilbe-
wertung ݑ௜,௝, dem Faktor ௝݂ sowie dem Gewichtungsfaktor ܩܨ௝,ௌ. Der Faktor ௝݂ repräsen-
tiert die Anzahl der, für die Erfüllung des Nutzenelements j, notwendigen Teilfunktionen 
i. Der Gewichtungsfaktor ܩܨ௝,ௌ resultiert aus dem Wirtschaftlichkeitsmodell (vgl. Ab-
schnitt 5.2.2). Ist ein Nutzenelement für einen Stakeholder nicht relevant, wie bspw. das 
Nutzenbeitragsmatrix
Fragestellung: 
Trägt die Teilfunktion i (Zeile) zur Erfüllung 





0 = i trägt nicht zu j bei
1 = i trägt zu j bei























































































































Teilfunktion Nr. 1 2 3 4 5 6 34 35
Kommunikation mit Smart Grid ermöglichen 1 0 0 0 0 0 2 0 0 1,2 0
Energie verteilen 2 0 0 0 2 2 2 1 0 3,37 1,1
Energie aufnehmen 3 0 0 0 2 2 2 1 0 3,15 0,98
Viel Energie abgeben 4 0 0 0 2 2 2 1 0 3,15 1,3
Hohe Leistung abgeben 5 0 0 0 2 2 2 1 0 3,15 1,3
Energie situationsabhängig abgeben 6 0 0 0 2 2 2 1 0 3,23 1,3
Energie speichern 7 0 0 0 1 2 1 1 0 2,34 1,3
Sicherheit gewährleisten 8 0 0 0 0 2 0 2 0 1,08 0,68
Vertikale Kräfte dämpfen 9 1 1 2 0 0 0 0 0 1,14 0,75
Horizontale Kräfte dämpfen 10 1 1 2 0 0 0 0 0 1,14 0,75
Daten weiterleiten 91 0 0 0 0 0 0 0 0 0,78 0,46
Summe (Σ ui,j) 4 33 16 21 16 16 54 4 100 100
Faktor fj für Funktionsbeitrag 0,25 0,03 0,06 0,05 0,06 0,06 0,02 0,3
Gewichtungsfaktor RailCabAG GFj,RC 0,7 2,7 1,3 7,3 6,3 7,3 0 0
Gewichtungsfaktor Reisender GFj,R 0 0 0 0 0 0 8,5 3,9
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Nutzenelement „Kinematik“ (Spalte 2) für den Reisenden, ist der Gewichtungsfaktor 
ܩܨ௝,ௌ gleich null. 
ܨܰܤ௜,ௌ =  ෍൫ݑ௜,௝ ∗ ௝݂ ∗
௃
௝ୀଵ
ܩܨ௝,ௌ൯ mit ௝݂ = 1∑ ݑ௜,௝ூ௜ୀ଴   
Gleichung 5-10: Berechnung des Funktionsnutzenbeitrags ܨܰܤ௜,ௌ je Teilfunktion 
Ermittlung des Kostenbeitrags der Teilfunktion 
Zur Ermittlung des Kostenbeitrags ܨܭܤ௜ werden die Teilfunktionen hinsichtlich der unter 
dem Kostenelement Funktionskosten aggregierten Kostenelemente ݆ bewertet. Aufgrund 
der hohen Anzahl an Teilfunktionen wird auf eine Abbildung im Wirtschaftlichkeitsmo-
dell verzichtet und stattdessen die Bewertung mittels Bewertungsmatrix durchgeführt, 
wie in Bild 5-17 dargestellt. Sie stellt die Teilfunktion-Lösungselement-Kombination in 
der Zeile den Kostenelementen in den Spalten gegenüber. Für jede Kombination wird 
eine Kosteneinschätzung abgegeben. Die Bewertungsskala sowie der -maßstab entspre-
chen dem in Abschnitt 5.2.1 in Tabelle 5-3 festgelegtem. Die Beurteilung der Kostenele-
mente erfolgt durch das interdisziplinäre Entwicklungsteam im Rahmen eines Work-
shops. 
Im Validierungsbeispiel wurde für die Teilfunktion Energie verteilen (Zeile 2) eine Lö-
sungselementkombination aus dem Lösungsmuster Mehrzieloptimierung, sowie jeweils 
einer Stromregelung für die Batterien und den Doppelschichtkondensator gewählt. Die 
Entwicklungskosten (Spalte 1) wurden mit einer sehr starken Kostenimplikation (݇௜,ா௄ =
4) bewertet, da es die Optimierungsalgorithmen auf das vorliegende Problem zu adaptie-
ren und entsprechend umzusetzen gilt. Es fallen Investitionskosten (Spalte 2) mit einer 
mittleren Kostenimplikation (݇௜,ூ௄ = 2) insbesondere in Kow-how über Mehrzieloptimie-
rungsverfahren an. Die Herstellkosten (Spalte 3) haben eine mittelstarke Kostenimplika-
tion (݇௜,ு௄ = 3), da ein Großteil der Lösung in der Entwicklung realisiert wird. Auf Basis 
der Bewertung kann neben dem Funktionskostenbeitrag ܨܭܤ௜ je Teilfunktion, auch die 
Kostenwerte ௝݇ für die Kostenelemente ݆, ihre Gewichtungsfaktoren ܩܨ௝ sowie der Kos-
tenwert für das übergeordnete Kostenelement Funktionskosten ݇ி௄ berechnet werden 
(vgl. Gleichung 5-11). 
௝݇ =
∑ (݇௜,௝ ∗ூ௜ୀଵ ܨܭܤ௜)
100  mit ܨܭܤ௜ =
݇௜
∑ ݇௜ூ௜ୀଵ




݇ி௄ = ෍(݇௝ ∗
௃
௝ୀଵ




Gleichung 5-11: Berechnung der Kostenwerte ݇ி௄ für funktionsabhängige Kostenele-
mente und den Funktionskostenbeitrag ܨܭܤ௜ 
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Die berechneten Kostenwerte ݇ ௝ und ݇ ி௄ sowie die Gewichtungsfaktoren ܩܨ௝ werden den 
Kostenelementen ݆, ܨܭ im Wirtschaftlichkeitsmodell zugewiesen (vgl. Bild 5-17). 
 
Bild 5-17: Bewertung der Funktionskosten für die ausgewählte Lösungsvariante  
Zielkostenkontrolle 
Im letzten Schritt wird zum Nachweis der relativen Wirtschaftlichkeit für jede Teilfunk-
tion-Lösungselement-Kombination eine Zielkostenkontrolle durchgeführt. Hierzu wer-
den diese im Zielkostenkontrolldiagramm hinsichtlich ihres Funktionsnutzenbeitrags 
ܨܰܤ௜ auf der Abszisse und dem Funktionskostenbeitrag ܨܭܤ௜ auf der Ordinate darge-
stellt. Bild 5-18 zeigt einen Ausschnitt aus dem Zielkostenkontrolldiagram für die ausge-
wählte Lösungsvariante des Validierungsbeispiels. Teilfunktion-Lösungselement-Kom-
binationen (bspw. Energie speichern), welche sich innerhalb der Zielkostenzone befin-
den, sind relativ wirtschaftlich. Oberhalb der Zielkostenzone handelt es sich um kosten-
treibende Teilfunktion-Lösungselement-Kombinationen (bspw. Sicherheit gewährleis-















Welche Implikation hat das Lösungselement bzw. deren 




































































Nr. Teilfunktion Lösungselement bzw. -kombination





4 2 3 9 2,51
3 Energie aufnehmen Linearmotor 3 1 4 8 2,23
4 Viel Energie abgeben Gleichstromsteller, 
Zwischenkreis 1 0 2 3 0,845 Hohe Leistung abgeben
6 Energie situations-abhängig abgeben
Intelligente 






2 1 4 7 1,95
8 Sicherheit gewährleisten Überspannungsschutz, Temperatursensor 2 1 2 5 1,39
9 Vertikale Kräfte dämpfen GFK-Federn 1 0 1 2 0,56
10 Horizontale Kräfte dämpfen Aktormodule 3 2 3 8 2,23
91 Daten weiterleiten Datenfunk, Feldbus 2 1 4 7 1,95
Summe (Σ ki,EK, Σ ki,IK, Σ ki,HK, Σ ki , Σ FKBi) 148 45 166 359 100
Kostenwert kj, kFK 3 1 3 3
Gewichtungsfaktor GFj [%] 41 13 46
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Teilfunktionen gemeinsam durch ein Lösungselement erfüllt, dann werden diese bei der 
Zielkostenkontrolle zusammengefasst. Der Funktionsnutzenbeitrag ergibt sich aus Addi-
tion der Teilnutzenbeiträge.  
 
Bild 5-18: Zielkostenkontrolldiagramm der ausgewählten Lösungsvariante (Ausschnitt)  
Beispiel hierfür sind die Funktionen viel Energie abgeben und hohe Leistung abgeben, 
sie wurden für die Zielkostenkontrolle zu Energie/Leistung abgeben zusammengefasst. 
Wie Bild 5-18 kann die Einordnung einer Teilfunktion-Lösungselement-Kombinationen 
je nach betrachtetem Stakeholder variieren, wie bspw. für Personen aufnehmen. Ziel im 
Rahmen der Konzipierung ist es, die Prinziplösung möglichst so zu verbessern, dass sich 
die Teilfunktion-Lösungselement-Kombinationen für alle Stakeholder innerhalb der Ziel-
kostenzone oder in der Kostensenkungszone befinden.  
Die Auswahl der weiterzuverfolgenden Lösungsvariante(n) erfolgt auf Basis der Kosten-
bewertung (vgl. Bild 5-17) und der Zielkostenkontrolle (vgl. Bild 5-18) durch das inter-
disziplinäre Entwicklungsteam. Für diese wird im Rahmen der Konzipierung auf Gesamt- 
und Subsystemebene die Prinziplösung vervollständigt. Das prinzipielle Vorgehen wird 
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5.3.4 Prinziplösung 
Für die in Abschnitt 5.3.3 ausgewählte(n) wirtschaftliche(n) Lösungsvariante(n) wird im 
Folgenden die Prinziplösung vervollständigt. Wie in Abschnitt 2.5.6 aufgezeigt umfasst 
die Prinziplösung neben den Partialmodellen Umfeld (Abschnitt 5.1.4), Anwendungssze-
narien (Abschnitt 5.1.5), Anforderungen (Abschnitt 5.1.6) und Funktionen (Abschnitt 
5.3.1) die Partialmodelle Wirkstruktur, Gestalt, Verhalten sowie das Zielsystem. Das Vor-
gehen zur Vervollständigung der Prinziplösung wird im Folgenden zum besseren Ver-
ständnis kurz anhand des Validierungsbeispiels vorgestellt. Für eine detaillierte Beschrei-
bung sei auf [Fra06, S. 103ff.], [ADG+09, S. 155ff.] und [ABD+14, S. 119ff.] verwiesen. 
Die Lösungsmuster bzw. -elemente einer ausgewählten Lösungsvariante werden in der 
Wirkstruktur über Beziehungen verknüpft und so die Struktur des Systems abgebildet 
(vgl. Bild 5-19) [Fra06, S. 111ff.]. 
KAISER liefert ein Rahmenwerk zur Modellierung einer plausiblen Systemstruktur und 
ergänzt damit die Spezifikationstechnik CONSENS. Die Systemstruktur beinhaltet die 
Elemente und deren Beziehungen des zu entwickelnden Intelligenten Technischen Sys-
tems; sie unterscheidet nicht zwischen den Partialmodellen Umfeld und Wirkstruktur, 
sondern bildet diese auf verschiedenen Hierarchieebenen ab [Kai14, S. 8]. Das Vorgehen 
nach KAISER liefert klare Vorgaben zur Beschreibung der Elemente und ihrer Beziehun-
gen. Sie bildet ihre Merkmale sowie Beziehungen in Form von Stoff-, Informations-, 
Energiebeziehungen sowie logischen Beziehungen und mechanischen Verbindungen ab 
[Kai14, S. 74ff.].  
Im Partialmodell Gestalt werden grobe Angaben über die Gestalt des Systems gemacht 
(vgl. Bild 5-19). Es ist ein Modell der physischen Repräsentation der gestaltbehafteten 
Systemelemente aus der Wirkstruktur sowie deren Anordnung im Raum [Fra06, S. 115], 
[AEO04, S. 3ff.]. Auf Basis der Gestalt des Systems bewerten die Stakeholder bspw. das 
Nutzenelement Einstellung, welches bspw. aus der Ästhetik des Systems resultiert. Dar-
über hinaus kann die Gestalt eines gestaltbehafteten Systemelements Einfluss auf die un-
ter den Selbstkosten aggregierten Kostenelemente besitzen.  
Systemelemente können einen Zustand einnehmen oder Aktivitäten ausführen. Das dar-
aus resultierende Systemverhalten wird im Partialmodell Verhalten abgebildet. Zur Be-
schreibung des Systemverhaltens werden im Partialmodell Verhalten drei Arten von Mo-
dellen eingesetzt: Aktivitätsdiagramme, State Charts (Zustandsdiagramme) sowie Se-
quenzdiagramme. 
Das Zielsystem repräsentiert die Ziele des Intelligenten Technischen Systems sowie ihre 
Verknüpfung. Sie beschreiben das geforderte, gewünschte oder zu vermeidende Verhal-
ten des Systems (vgl. Abschnitte 2.3.1 und 5.1.5) [Fra06, S. 109f.]. Für eine detaillierte 
Darstellung des Vorgehens zur Erstellung des Zielsystems sei auf POOK [Poo11, S. 81ff.] 
verwiesen. Bild 5-19 zeigt einen Ausschnitt aus dem Zielsystem des RailCabs.  
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Bild 5-19: Wirkstruktur, Zielsystem, Verhalten und Gestalt des RailCabs in Anlehnung 
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5.3.5 Bewertung der Prinziplösung 
Für die abschließende Bewertung der Prinziplösung werden die funktions- und gesamt-
systemabhängigen Kosten- und Nutzenelemente im Rahmen eines Bewertungsworkshops 
durch das interdisziplinäre Entwicklungsteam bewertet. Der Bewertungsprozess wird im 
Folgenden beschrieben.  
Bewertung des erlebten Nutzens ࢔࢏,ࡿ  
Im ersten Schritt wird für jedes funktions- und gesamtsystemabhängige Nutzenelement ݅ 
vor dem Hintergrund der vorliegenden Prinziplösung ein erlebter Nutzen ݊௜,ௌ bestimmt. 
Die Bewertungsskala und der -maßstab entsprechen dabei den für das Wirtschaftlichkeits-
modell vorgegebenen (vgl. Abschnitt 5.2.1, Tabelle 5-3). Der erlebte Nutzen ݊௜,ௌ wird 
dem Nutzenelement ݅  als Eigenschaft im Wirtschaftlichkeitsmodell zugewiesen. Wie Bild 
5-20 zeigt, wurden für diese Nutzenelemente somit alle Eigenschaften vollständig zuge-
wiesen. Wurden alle Nutzenelemente auf einer Aggregationsstufe bewertet, ergibt sich 
der Nutzen ௝݊,ௌ für dieses Element aus der Summe der gewichteten Teilnutzen (vgl. Glei-
chung 5-12). Wie bspw. für die Nutzenelemente Betrieb und Attribute RailCab. 




Gleichung 5-12: Berechnung des erlebten Nutzens ௝݊,ௌ für ein Nutzenelement ݆ auf 
oberster Aggregationsstufe 
Berechnung des Multiplikators Kundenzufriedenheit 
Im nächsten Schritt kann nun die Kundenzufriedenheit berechnet werden. Die Berech-
nung erfolgt, wie in Abschnitt 5.2.4 beschrieben für jede Kano-Kategorie sowie je Stake-
holder. Im Validierungsbeispiel erzielt die ausgewählte Prinziplösung eine Gesamtzufrie-
denheit ܼோ = 0,68 für die Reisenden und ܼோ஼ = 0,22 für die Betreibergesellschaft 
RailCab AG. Für die RailCab AG wurde ein negativer Zufriedenheitsbeitrag innerhalb 
der Basisattribute erzielt. Dies ist darauf zurückzuführen, dass das Nutzenelement In-
standhaltung (IH) lediglich mit ݊ூு,ோ஼ = 4 bewertet wurde und somit unter dem erwarte-
ten Nutzen ݁ூு,ோ஼ = 5 liegt. Es gilt somit, die ausgewählte Prinziplösung hinsichtlich ih-
rer Instandhaltbarkeit zu verbessern. Dies erfolgt im Rahmen der Analyse der Verläss-
lichkeit des Intelligenten Technischen Systems (vgl. Abschnitt 5.4). Da die Kundenzu-
friedenheit der RailCab AG noch innerhalb der Indifferenzzone liegt (vgl. Abschnitt 
5.2.4), verändert sich der Unternehmenswert NBP nicht (vgl. Bild 5-20).  
Bewertung der Kosten ࢑࢏,ࡿ 
Die Bewertung der gesamtsystemabhängigen Kostenelemente ݅ erfolgt, wie im ersten 
Schritt für den Nutzen, vor dem Hintergrund der vorliegenden Prinziplösung. Die Bewer-
tungsskala und der -maßstab entsprechen ebenfalls den Vorgaben in Abschnitt 5.2.1, Ta-
belle 5-3. 
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Die Kosten ݇௜,ௌ werden den Kostenelementen i im Wirtschaftlichkeitsmodell zugewiesen 
(vgl. Bild 5-20). Wurden alle Kostenelemente auf einer Aggregationsstufe bewertet, er-
geben sich die Kosten ݇ ௝,ௌ für das übergeordnete Element aus der Summe der gewichteten 
Teilkosten (vgl. Gleichung 5-13). 
௝݇,ௌ =  ෍(݇௜,ௌ
ூ
௜ୀଵ
∗  ܩܨ௜) 
Gleichung 5-13: Berechnung der Kosten ௝݇,ௌ für ein Kostenelement ݆ auf oberster  
Aggregationsebene  
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Bewertung der Wirtschaftlichkeit 
Abschließend kann auf Basis der bewerteten Kosten- und Nutzenelemente die Wirtschaft-
lichkeit für das Intelligente Technische System selbst sowie der daraus resultierende ob-
jektive Nutzen für den Stakeholder berechnet werden.  
Die Wirtschaftlichkeit ݓ௜,ௌ für das Wirtschaftlichkeitselement i ergibt sich aus der Diffe-
renz zwischen den über eine Verhältnisbeziehung verbundenen Nutzen- und Kostenele-
mente, wie in Gleichung 5-14 dargestellt. Für die Wirtschaftlichkeit des RailCabs ergibt 
sich im Validierungsbeispiel ݓோ஼,ோ஼ = 1,33. 
ݓ௜,ௌ =  
݊௜,ௌ
݇௜,ௌ  
Gleichung 5-14: Berechnung der Wirtschaftlichkeit ݓ௜,ௌ  
Berechnung des objektiven Nutzens ࢔ࡻࡺ,ࡿ 
Auf Basis der Wirtschaftlichkeit lässt sich im nächsten Schritt der objektive Nutzen wie 
in Gleichung 5-15 beschrieben berechnen. Übersteigen die Kosten den gelieferten Nut-
zen, so ergibt sich für ݓ௜,ௌ < 1. Die Prinziplösung ist somit nicht wirtschaftlich. Für den 
objektiven Nutzen ݊ைே,ௌ ergibt sich ein Wert von null. Denn eine nicht wirtschaftliche 
Lösung liefert auch keinen Nutzen. Entsprechen sich die Bewertung von Nutzen und Kos-
ten, so ergibt sich für ݓ௜,ௌ = 1 und der objektive Nutzen ݊ைே,ௌ entspricht dem mit dem 
Wirtschaftlichkeitselement verbundenen erwarteten Nutzen ݁ ௜,ௌ. Die bewertete Prinziplö-
sung ist somit relativ wirtschaftlich. Stiftet die bewertete Lösung mehr Nutzen als sie 
Kosten verursacht, so steigt der objektive Nutzen ݊ைே,ௌ wie in Gleichung 5-15 aufgezeigt. 
Es gilt zu beachten, dass der Wert den maximalen Nutzwert ݁ ௠௔௫. nicht übersteigen kann.    
݊ைே,ௌ =  0 für ݓ௜,ௌ < 1 
݊ைே,ௌ =  ݁௜,ௌ für ݓ௜,ௌ = 1 
݊ைே,ௌ =  ݁௜,ௌ + ݂ für ݓ௜,ௌ > 1 mit ݂ = ݊௜,ௌ − ݇௜,ௌ für ݁௜,ௌ < ݁௠௔௫. sonst ݂ = 0  
Gleichung 5-15: Abhängigkeit zwischen Wirtschaftlichkeit ݓ௜,ௌ und objektivem Nutzen 
݊ைே,ௌ 
Für die weitere Konzipierung des Intelligenten Technischen Systems hat das interdiszip-
linäre Entwicklungsteam, sofern nicht bereits erfolgt, sich für eine Lösungsvariante zu 
entscheiden. Die Entscheidung erfolgt auf Basis der Zufriedenheit der Stakeholder sowie 
der Wirtschaftlichkeit der Lösungsvarianten. Auf Basis der Bewertung kann das interdis-
ziplinäre Entwicklungsteam zudem entscheiden, ob die bestehende Prinziplösung weiter 
verbessert werden soll. Dies kann bspw. durch die Auswahl neuer Lösungselemente er-
folgen (vgl. Abschnitt 5.3.1). In den folgenden Abschnitten 5.4 und 5.5 werden die Be-
wertungen für die verlässlichkeitsabhängigen Kosten- und Nutzenelemente des Wirt-
schaftlichkeitsmodells ermittelt.   
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5.4 Bewertung der verlässlichkeitsabhängigen Elemente  
Ziel dieser Phase ist die Bewertung des Spezialfalls der gesamtsystemabhängigen Ele-
mente des Wirtschaftlichkeitsmodells, die von der Verlässlichkeit des Intelligenten Tech-
nischen Systems abhängen. Im Rahmen des Konzipierungsprozesses eignet sich für die 
Analyse der Verlässlichkeit insbesondere eine Kombination aus frühzeitiger Fehlermög-
lichkeits- und Einflussanalyse (FMEA) sowie Fehlerbaumanalyse (FTA) auf Basis der 
Prinziplösung [Gau10, S. 103ff.], [DGG+13, S. 58ff.]. Im Rahmen der vorliegenden Ar-
beit wird das Vorgehen zur frühzeitigen Analyse der Verlässlichkeit fortschrittlicher me-
chatronischer Systeme auf Basis der Prinziplösung [DG14, S. 38ff.], um Ansätze der Life 
Cost-Based FMEA nach RHEE/ISHII [RI02, S. 3f.], [RI04, S. 181f.], der Fehlerzustands-
art-, -auswirkungs- und -kritizitätsanalyse (FMECA) [DIN60812, S. 7ff.] sowie um eine 
Wirtschaftlichkeitsbetrachtung im Sinne dieser Arbeit ergänzt. Ergebnis ist eine Fehler-
möglichkeits-, Einfluss- und Fehlerkostenanalyse96 (FMEFA). Die Bewertung erfolgt in 
zwei Stufen, zunächst für die bestehende Prinziplösung (Abschnitt 5.4.1) und dann für 
die hinsichtlich der Verlässlichkeit verbesserte Prinziplösung (Abschnitt 5.4.2). 
5.4.1 Bewertung der verlässlichkeitsabhängigen Elemente für die  
bestehende Prinziplösung  
Im Rahmen der FMEFA entspricht das Vorgehen zur Identifikation von Ausfällen dem 
in Abschnitt 3.3.7 beschriebenen. Die identifizierten Ausfälle werden bewertet und in 
einer Risikomatrix dargestellt (vgl. Bild 5-21). Die verwendeten Bewertungsmaßstäbe 
sind an die AUTOMOTIVE INDUSTRY ACTION GROUP (AIAG) angelehnt [Aut08], 
[DIN60812, S. 24ff.]. Die Bewertungsskala sowie der -maßstab wird im Anhang A3 dar-
gestellt. Auf der Abszisse wird die Schwere der Auswirkung ܽݏ௜ der Ausfallart auf den 
Betrieb des Systemelements, dessen Umfeld oder den Benutzer bewertet. Je höher die 
Auswirkungen des Ausfalls, desto höher ist das Gefährdungspotential. Die Entdeckungs-
wahrscheinlichkeit ݁ݓ௜ auf der Ordinate bewertet, mit welcher Wahrscheinlichkeit die 
Fehlfunktion des Systems entdeckt wird, bevor es zu einem schwerwiegenden Ausfall des 
Systems kommt. Je geringer die Entdeckungswahrscheinlichkeit, desto höher ist das Ge-
fährdungspotential. Die Auftretenswahrscheinlichkeit ܽݓ௜ (Kugeldurchmesser) bewertet, 
wie wahrscheinlich das Auftreten der Ausfallart bezogen auf die angestrebte Lebensdauer 
des Intelligenten Technischen Systems ist. Im Rahmen der Konzipierung können mangels 
Informationen Schätzwerte97 verwendet werden. Das interdisziplinäre Entwicklungsteam 
hat hierbei zu beachten, dass die Auftretenswahrscheinlichkeit die Anzahl des Auftretens 
                                                 
96  In Englisch: Failure Mode and Effects and Failure Cost Analysis. 
97  In der fortschreitenden Entwicklung, der Phase „Entwurf und Ausarbeitung“ kann die Auftretenswahr-
scheinlichkeit für die Systemelemente und ihre Ausfallarten basierend auf ihren eigenen spezifischen 
Ausfallraten und unter Berücksichtigung der Umgebungsbedingungen berechnet werden [DIN60812, 
S. 24]. 
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pro tausend Systeme innerhalb der angestrebten Lebensdauer wiederspiegelt. Der Risiko-
wert ݎ௜ für einen Ausfall ergibt sich wie in Gleichung 5-16 aufgezeigt. 
ݎ௜ = ܽݓ௜ ∗  ܽݏ௜ ∗ ݁ݓ௜ 
Gleichung 5-16: Berechnung des Risikowerts ݎ௜  
Hinsichtlich ihres Risikos werden vier Arten von Ausfällen unterschieden; je Ausfallart 
resultieren unterschiedliche Kosten sowie Maßnahmen für die Instandhaltung98 des Sys-
tems:  
• Vernachlässigbare Ausfälle besitzen ein geringes Risiko und lassen sich innerhalb 
eines geplanten Wartungsintervalls beheben. Für diese Art der Ausfälle treten somit 
lediglich Wartungskosten auf. Vernachlässigbare Ausfälle haben keinen Einfluss auf 
den Nutzen, da der Ausfall von den meisten Kunden nicht wahrgenommen wird. Zur 
Verbesserung der Prinziplösung bietet sich für Ausfälle mit großem Kugeldurchmes-
ser ggf. eine Erhöhung der Entdeckungswahrscheinlichkeit an. Auf diese Weise wird 
z.B. eine zustandsorientierte Instandhaltung realisiert und die Nutzungsdauer des Sys-
temelements erhöht. Verbesserungsmaßnahmen sind jedoch kritisch hinsichtlich ihrer 
Wirtschaftlichkeit zu betrachten.  
• Akzeptable Ausfälle sind erwartete Ausfälle mit überschaubarem Risiko. Sie können 
je nach Bedarf innerhalb von geplanten Wartungsintervallen oder durch korrektive 
Instandhaltung behoben werden. Akzeptable Ausfälle haben keinen nachhaltigen Ein-
fluss auf den erlebten Nutzen, sofern der Abstand zwischen den Ausfällen groß genug 
ist. Sofern wirtschaftlich, kann die Prinziplösung hinsichtlich der akzeptablen Aus-
fälle, bspw. durch die Erhöhung der Entdeckungswahrscheinlichkeit, verbessert wer-
den. 
• Unerwünschte Ausfälle sind risikobehaftet, weisen Gefährdungspotential auf und 
können den Verlust der Hauptfunktion des Systems zur Folge haben. Tritt ein uner-
wünschter Ausfall ein, sind je nach Auswirkung ggf. sofortige korrektive Maßnahmen 
zur Instandsetzung des Systems zu ergreifen. Im Rahmen der Entwicklung sind prä-
ventive Maßnahmen vorzusehen, mit denen die Fehlerursache frühzeitig identifiziert 
und somit ein Ausfall vermieden wird. Auf diese Weise kann auch die Auftretens-
wahrscheinlichkeit reduziert werden. Unerwünschte Ausfälle können zu Kundenun-
zufriedenheit führen. 
                                                 
98  Instandhaltung bezeichnet die Kombination aller technischen und administrativen Maßnahmen sowie 
die des Managements während des Lebenszyklus eines Systems oder Systemelements. Die Maßnahmen 
dienen dem Erhalt oder der Wiederherstellung ihres funktionsfähigen Zustands [DIN13306, S. 6]. Ge-
mäß DIN-Norm 31051 kann Instandhaltung in die vier Maßnahmen Wartung, Inspektion, Instandset-
zung sowie Verbesserung unterteilt werden [DIN31051, S. 4]. Darüber hinaus wird zwischen präventi-
ver, vorausbestimmter, zustandsorientierter, voraussagender, korrektiver, aufgeschoben korrektiver, so-
fortig korrektiver sowie geplanter Instandhaltung unterschieden [DIN13306, S. 22f.].  
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• Kritische Ausfälle weisen ein sehr hohes Risiko und somit auch ein hohes Gefähr-
dungspotential auf – sie sind daher vorrangig zu behandeln. Zur Minimierung des 
Risikos und der resultierenden Kosten sind geeignete Verbesserungsmaßnahmen so-
wie Notfallstrategien zu definieren. Kritische Ausfälle bedingen eine sofortige kor-
rektive Instandhaltung. Die Folge: Hohe Stillstands- und Instandsetzungszeiten sowie 
die daraus resultierenden Kosten; plus Opportunitätskosten99, Gewährleistungen und 
Haftungsansprüche. Diese Ausfälle haben eine hohe Kundenunzufriedenheit, Image- 
und Prestigeverlust sowie Rufschädigung und somit Kundenverluste zur Folge 
[DIN60300, S. 10f.], [RI04, S. 180ff.]. 
Die Einordnung der Ausfälle in der Risikomatrix dient dem interdisziplinären Entwick-
lungsteam als Anhaltspunkt für die anschließende Bewertung der von der Verlässlichkeit 
des Intelligenten Technischen Systems abhängigen Kostenelemente. Diese werden in der 
FMEFA100, wie in Abschnitt 5.3.3 für die Funktionskosten bewertet. Die Bewertungs-
skala und der -maßstab entsprechen dabei Tabelle 5-3. 
 
Bild 5-21: Risikomatrix in Anlehnung an [DIN60812, S. 22] 
                                                 
99  Opportunitätskosten bezeichnen entgangene Erträge oder Nutzen im Vergleich zur besten, nicht reali-
sierten Handlungsalternative, in diesem Fall das funktionsfähige System [Spr14c-ol]. 
100 Die FMEFA baut auf den Ergebnissen der Arbeitskreise Sicherheit- und Stabilität sowie Demonstrator 
des Sonderforschungsbereichs 614 „Selbstoptimierende Systeme des Maschinenbaus“ auf. In diesem 
Rahmen wurde die zu Grunde liegende FMEA erstellt. Im Rahmen der Arbeit erfolgte die Bewertung 
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Im ersten Schritt der Kostenbewertung werden die unter den Instandhaltungskosten ݇ ௜,ூு௄ 
aggregierten Kostenelemente sowie die Gewährleistungskosten ݇௜,ீ௄ und die Haftungs-
kosten ݇௜,ுி௄ bewertet, wie in Bild 5-22 dargestellt. Die Kostenwerte für die Instandhal-
tungskosten ݇௜,ூு௄ und die erwarteten Ausfallkosten ݇௜,ா஺௄ berechnen sich im Anschluss 
gemäß Gleichung 5-17. 
݇௜,௝ =  ෍ ݇௜,௝
௃
௝ୀଵ
 für ݆ ∈ (ܫܪܭ, ܧܣܭ) 
ܩܨ௝ =  
∑ ൫݇௜,௝ ∗௜௜ୀଵ  ܽݓ௜ܽݓ௠௔௫.ቁ





Gleichung 5-17: Berechnung Instandhaltungskosten ݇ ௜,ூு௄ und erwarteten Ausfallkosten 
݇௜,ா஺௄ 
Die Gesamtkosten je Kostenelement sind von der Auftretenswahrscheinlichkeit des Aus-
falls ܽݓ௜ abhängig. Dies wird ebenfalls bei der Berechnung ihrer Gewichtungsfaktoren 
ܩܨ௝ berücksichtigt. Auf Basis des identifizierten Risikos sowie der erwarteten Ausfall-
kosten ݇௜,ா஺௄ lassen sich die Ausfälle für die nachfolgende Verbesserung priorisieren. 
5.4.2 Bewertung der verlässlichkeitsabhängigen Elemente für die  
verbesserte Prinziplösung  
Zur Verbesserung der Prinziplösung werden für die gefundenen Ausfälle Gegenmaßnah-
men zur Minimierung der Auswirkung bzw. zum Abstellen des Ausfalls identifiziert. Zur 
Umsetzung der Maßnahme wird ein Verantwortlicher aus dem interdisziplinären Ent-
wicklungsteam bestimmt [DG11, S. 7]. Es wird mit den kritischen und kostenintensiven 
Ausfällen begonnen, da diese vorrangig durch geeignete Gegenmaßnahmen101 zu behan-
deln sind. Sie können in verschiedenen Phasen des Lebenszyklus eines Intelligenten 
Technischen Systems greifen. Gegenmaßnahmen, welche erst außerhalb der Konzipie-
rung greifen, können bereits in der Konzipierung vorgesehen und ihre Wirksamkeit und 
Auswirkungen auf die Wirtschaftlichkeit des Systems bewertet werden.  
                                                 
101 Im Rahmen der Konzipierung kann eine Steigerung der Verlässlichkeit durch die Erweiterung der Prin-
ziplösung erfolgen, bspw. durch redundante Auslegung eines Systemelements, Integration von System-
elementen zur Online-Überwachung oder die Anwendung des Mehrstufigen-Verlässlichkeitskonzepts 
[DG11, S. 7], [DGM+14, S. 47ff.]. Maßnahmen für den disziplinspezifischen Entwurf und Ausarbei-
tung können u.a. Test-, Simulations- oder Validierungsschritte sein. Geeignete Methoden für diese 
Phase liefert u.a. GAUSEMEIER ET AL. [GRS+14, S. 37ff.]. Im Rahmen der Produktion des Systems kön-
nen Qualitätssicherungsmaßnahmen, wie Six Sigma oder Lean Management (vgl. u.a. [Bas09], [TK08], 
[Zol13]), die Verlässlichkeit sicherstellen [DIN60812, S. 30]. Während des Betriebs des Intelligenten 
Technischen Systems wird die Verlässlichkeit durch die zuvor getroffenen Maßnahmen sichergestellt. 
Der Einsatz von Selbstoptimierung ermöglicht es dem System auch in sicherheitskritischen Situationen 
einen zuverlässigen Systembetrieb aufrecht zu erhalten [DHK+09, S. 6]. 
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Es gilt zu beachten, dass die getroffenen Maßnahmen auch Einfluss auf die in der FTA 
dargestellten Ausfallfortpflanzung haben können. Common Cause Failure lassen sich so 
ggf. durch Abstellen der gemeinsamen Ursache beheben. Die identifizierten Gegenmaß-
nahmen werden, wie in Abschnitt 5.4.1 beschrieben, hinsichtlich ihrer Risikopriorität be-
wertet und dokumentiert (vgl. Bild 5-23).  
Die Kostenbewertung wird aus Abschnitt 5.4.1 übernommen, da sich diese voraussicht-
lich beim Eintreten des Ausfalls nicht ändern werden. Eine Anpassung erfolgt dort, wo 
bspw. die Entdeckungswahrscheinlichkeit durch Wartungsmaßnahmen erhöht werden 
konnte. Eine Kostenreduktion erfolgt insbesondere durch die Reduktion der Auftretens-
wahrscheinlichkeit des Ausfalls. Es gilt zu beachten, dass bei Änderungen an der Prin-
ziplösung die bereits in Abschnitt 5.3.5 bewerteten funktions- und gesamtsystemabhän-
gigen Kosten- und Nutzenelemente unter Berücksichtigung der Änderungen ebenfalls er-
neut zu bewerten sind, wenn bspw. konstruktive Gegenmaßnahmen oder redundante Sys-
temauslegung als Gegenmaßnahme gewählt werden. Die Wirksamkeit einer Gegenmaß-
nahme lässt sich auf Basis der Risikoreduktion sowie der Kostensteigerung bzw. -sen-
kung bewerten. 
Im Validierungsbeispiel konnte eine Reduktion der erwarteten Ausfallkosten von 23 Pro-
zent erreicht werden. Die Funktionskosten stiegen im Vergleich lediglich um 2 Prozent. 
Zudem ist der Anteil der Entwicklungskosten leicht gestiegen. Insgesamt konnte eine 
Kostenreduktion von 15 Prozent erzielt werden. Der Nutzen für das Nutzenelement In-
standhaltung steigt durch die Anpassungen der Prinziplösung. Die Kundenzufriedenheit 
für die RailCab AG konnte dadurch auf ܼோ஼ = 0,48 (vorher 0,22) gesteigert werden. Der 
negative Wert für die Basisattribute konnte auf Indifferenzlevel gehoben werden.  
5.5 Bewertung der situationsabhängigen Elemente  
In dieser Phase werden die vom Betrieb des Intelligenten Technischen Systems abhängi-
gen Elemente des Wirtschaftlichkeitsmodells bewertet. Hierfür wird das prinzipielle Ver-
halten des Systems in verschiedenen Betriebssituationen simuliert und die Kosten- und 
Nutzenelemente situationsabhängig bewertet. Die vorliegende Arbeit liefert ein Vorge-
hen102 zur frühzeitigen Analyse der Systemdynamik Intelligenter Technischer Systeme 
und zur Bewertung der situationsabhängigen Elemente im Wirtschaftlichkeitsmodell.  
                                                 
102 Das Vorgehen basiert auf den Vorarbeiten der Autorin zur frühzeitigen Analyse der Systemdynamik 
selbstoptimierender Systeme [Vaß14, S. 174ff.], [VG14, S. 411ff.]. Im Rahmen der Arbeit wurden das 
Vorgehen vereinfacht und Bewertungsschritte automatisiert. Auf diese Weise kann eine bessere Hand-
habbarkeit gewährleistet werden. 
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Da die Dynamik eines Systems stark vom betrachteten System abhängig ist, erfolgt die 
Modellerstellung103 durch das interdisziplinäre Entwicklungsteam für jede neue Entwick-
lungsaufgabe. Hierzu wird das im Rahmen der Arbeit entwickelte und im Folgenden be-
schriebene Schema verwendet. Im Rahmen des Validierungsbeispiels werden die folgen-
den situationsabhängigen Elemente bewertet: Energieverbrauch, Reisedauer, Komfort, 
Energiekosten und Fahrtkosten. Hierzu werden in Abschnitt 5.5.1 die relevanten Aspekte 
des Intelligenten Technischen Systems für die Simulation identifiziert. Auf ihrer Basis 
wird der Selbstoptimierungsprozess des Systems in Abschnitt 5.5.2 abgebildet und das 
Simulationsmodell erstellt. Abschließend wird in Abschnitt 5.5.3 das Modell simuliert 
und die situationsabhängigen Kosten- und Nutzenelemente im Wirtschaftlichkeitsmodell 
bewertet.   
5.5.1 Identifikation der relevanten Aspekte 
Im ersten Schritt werden gemäß Abschnitt 2.3.1 (Bild 2-6) die für den Entwicklungsge-
genstand relevanten Aspekte des Intelligenten Technischen Systems auf Basis der Prin-
ziplösung identifiziert. Der Aufwand für die Modellerstellung sowie -simulation steigt 
mit der Anzahl der ausgewählten Aspekte. Das interdisziplinäre Entwicklungsteam wählt 
daher die relevanten Aspekte sowie den Detaillierungsgrad auf Basis der verfügbaren 
Ressourcen aus. Es ist nicht Ziel des Simulationsmodells, das Verhalten des zu entwi-
ckelnden Intelligenten Technischen Systems vollumfänglich abzubilden, vielmehr soll 
ein prinzipielles Systemverständnis geschaffen und auf dieser Basis die situationsabhän-
gigen Kosten- und Nutzenelemente bewertet werden. Bild 5-24 zeigt einen Ausschnitt 
der Aspekte, welche im Validierungsbeispiel berücksichtigt werden.  
Im ersten Schritt werden die Einflussfaktoren auf das Intelligente Technische System 
identifiziert. Die äußeren Einflüsse, wie bspw. die Leistungsübertragung aktuell, lassen 
sich aus dem Umfeldmodell in Abschnitt 5.1.4 ableiten. Die Benutzervorgaben resultie-
ren aus dem externen Zielsystem und den Anwendungsszenarien für den Betrieb in Ab-
schnitt 5.1.5. Ein Beispiel für eine Benutzervorgabe sind die gewünschten Fahrtkosten 
oder die Streckenlänge, welche durch Start- und Zielort determiniert wird. Mit den Be-
nutzervorgaben wird der erwartete Nutzen ݁௜,ௌ für die korrespondierenden Nutzenele-
mente in jeder Situation vorgegeben. Der Systemzustand ergibt sich aus der Wirkstruktur 
in Abschnitt 5.3.4. Für die identifizierten Einflussfaktoren werden mögliche Ausprägun-
gen durch die Entwickler festgelegt. Anregungen für die Ausprägungen der Einflussfak-
toren liefern die Anwendungsszenarien in Abschnitt 5.1.5. Eine qualitative Unterschei-
                                                 
103 Die Modellerstellung und -simulation wurde in einem Excel-Tool (Simulationstool) im Rahmen der 
Arbeit prototypisch für das Validierungsbeispiel umgesetzt. Das Vorgehen bei der Erstellung des Mo-
dells wird in diesem Abschnitt dargestellt. Das bestehende Simulationstool dient als Grundlage zur Er-
stellung von Simulationsmodellen für andere Systeme. Zur Anpassung werden rudimentäre Program-
mierkenntnisse vorausgesetzt. 
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dung der Ausprägungen ist in der frühen Phase ausreichend [Dum11, S. 102]. Der Lade-
grad (State of Charge –SOC) des Hybriden Energiespeichersystems kann beispielweise 
wie folgt ausgeprägt sein: 0,2 < SOC < 0,4, wobei der Wert 1 einen vollständig geladenen 
Energiespeicher repräsentiert.  
Im nächsten Schritt werden die Ziele des Intelligenten Technischen Systems, wie bspw. 
Komfort maximieren, auf Basis des Zielsystems in Abschnitt 5.3.4 ausgewählt, welche 
für die zu bewertenden Kosten- und Nutzenelemente relevant sind. Abschließend werden 
die Parameter104 identifiziert, welche den Betriebspunkt des Systems beschreiben. Im 
Validierungsbeispiel bestimmt der Betriebspunkt die Energieverteilung an die Funktions-
module des RailCabs. Darüber hinaus werden das Verhalten und die veränderlichen Grö-
ßen im System identifiziert. Anregungen für das abzubildende Verhalten des Systems 
geben die Wirkstruktur sowie die Verhaltensmodelle in Abschnitt 5.3.4. Die mathemati-
sche Beschreibung erfolgt durch das interdisziplinäre Entwicklungsteam auf Basis ihres 
Erfahrungswissens. Im Validierungsbeispiel kann bspw. der Energiespeicher geladen  
oder entladen werden, sowie der Nutzen für Komfort und Reisedauer durch das System-
verhalten verändert werden. 
 
Bild 5-24: Identifikation der Aspekte des Intelligenten Technischen Systems (Ausschnitt) 
 
                                                 
104 Eine Strukturanpassung des Systems wird im Rahmen der Methode aus Komplexitätsgründen nicht 
berücksichtig. 





















SOC < 0,2 10A
0,2 < SOC < 0,4 10B
0,4 < SOC < 0,8 10C












SOC(t) = SOC(t0) + EnHES(t) - HESspeich(t)
HESkost(t) = (HESkost(t) * (n(t) / (n(t) + EnHES(t)))) + 
       (EK(t) * (EnHES(t) / (n(t) + EnHES(t))))
...
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5.5.2 Simulation des Systembetriebs 
Auf Basis der identifizierten Aspekte aus Abschnitt 5.5.1 wird der Selbstoptimierungs-
prozess (vgl. Abschnitt 2.3.2) im Simulationsmodell abgebildet und der Systembetrieb 
simuliert. Im Folgenden wird sowohl die Erstellung des Simulationsmodells als auch die 
Simulation integrativ dargestellt. Bei der Beschreibung wird zwischen Modellerstellung 
(initial) und Simulation (je Simulationsschritt) unterschieden. 
5.5.2.1 Analyse der Ist-Situation 
Ein Intelligentes Technisches System analysiert im Betrieb kontinuierlich seine Ist-Situ-
ation. Im Simulationsmodell wird die Ist-Situation durch Betriebssituationen und deren 
Bündelung zu Betriebsfällen repräsentiert. Innerhalb eines Betriebsfalls werden die zu-
gehörigen Betriebssituationen während der Simulation variiert.  
Modellerstellung 
Die Betriebssituationen werden initial vor der Simulation des Modells erstellt. Eine Be-
triebssituation ist eine konsistente Kombination von Ausprägungen der äußeren Ein-
flüsse und Benutzervorgaben aus Bild 5-24. Zur Entwicklung von Betriebssituationen 
werden die Ausprägungen mit Hilfe der in Bild 5-25 dargestellten Konsistenzmatrix, hin-
sichtlich ihrer Verträglichkeit analysiert.  
Die Konsistenzmatrix basiert auf einem paarweisen Vergleich der Ausprägungen unter 
der Fragestellung: Tritt die Ausprägung i (Zeile) mit der Ausprägung j (Spalte) innerhalb 
einer Betriebssituation auf? In der Matrix wird lediglich eine Seite bewertet, da es sich 
um eine nicht gerichtete Bewertung handelt [GP14, S. 62]. Mit Hilfe der Konsistenzana-
lyse105 werden auf Basis der Konsistenzmatrix Betriebssituationen gebildet, welche je-
weils eine Ausprägung je Einflussfaktor beinhalten. Im Rahmen des Validierungsbei-
spiels wurden 152908 konsistente Kombinationen gebildet. Hiervon wurden 104 konsis-
tente Betriebssituationen zur weiteren Betrachtung ausgewählt. 
Im nächsten Schritt werden die Betriebssituationen zu Betriebsfällen gebündelt. Ein Be-
triebsfall ist ein Bündel von Betriebssituationen, welche auf Grund eines Einflussfaktors 
zusammengefasst wurden. Zur Clusterung der Betriebssituationen zu Betriebsfällen wählt 
das Entwicklungsteam einen Einflussfaktor als Kriterium aus. Im Validierungsbeispiel 
wurde der Faktor Streckenlänge (Spalte 6) ausgewählt und die Situationen entsprechend 
gebündelt. Die Eintrittswahrscheinlichkeit eines Betriebsfalls ist abhängig davon, wie 
häufig dieser im Betrieb auftritt. Die Eintrittswahrscheinlichkeit EWi der Betriebsfälle 
                                                 
105 Für eine ausführliche Beschreibung des Vorgehens bei der Konsistenzanalyse sei auf [GP14, S. 62ff.] 
verwiesen. Die Analyse wird durch die Szenario-Software unterstützt. Sie wurde zur Erstellung von 
Szenarien vom Heinz Nixdorf Institut und der Unternehmensberatung UNITY AG entwickelt 
(www.szenario-software.de). Das Ergebnis ist in das Simulationstool zu übertragen.  
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wird mit Hilfe einer Gewichtungsmatrix (vgl. Abschnitt 5.2.2 und Bild 5-8) unter folgen-
der Fragestellung bewertet: Tritt der Betriebsfall i (Zeile) im Systembetrieb häufiger auf 
als der Betriebsfall j (Spalte)?  
Ergebnis sind die Betriebsfälle und die zugehörigen Betriebssituationen, welche im Si-
mulationsmodell hinterlegt werden. 
 




Tritt die Ausprägung i (Zeile) mit der 
Ausprägung j (Spalte) innerhalb einer 
Betriebssituation auf?
Bewertungsmaßstab:
1 = totale Inkonsistenz
2 = partielle Inkonsistenz
3 = neutral oder unabhängig voneinander
4 = gegenseitige Begünstigung

































































Einﬂ ussfaktor Ausprägung Nr. 5 6 7A 7B 7C 7D 8A 8B 8C 8D
Energiekosten 
aktuell
niedrig 5A ... 3 3 3 3 3 3 3 3
mittel 5B ... 3 3 3 3 3 3 3 3
hoch 5C ... 3 3 3 3 3 3 3 3
sehr hoch 5D ... 3 3 3 3 3 3 3 3
Streckenlänge
Kurzstrecke Nahverkehr 6A 5 4 2 1 5 2 1 1
Langstrecke Nahverkehr 6B 2 3 3 3 4 3 3 2
Kurzstrecke Fernverkehr 6C 4 4 3 2 4 3 2 1
Langstrecke Fernverkehr 6D 1 3 4 3 3 4 3 3
Mittelstrecke Nahverkehr 6E 2 3 4 3 3 4 3 3
Mittelstrecke Fernverkehr 6F 2 3 4 3 3 4 3 3





























































































































Betriebsfall Nr. 1 2 3 4 5 6 7 8 9
Kurzstrecke Nahverkehr
1 A C C B A A B A A
0,272 A C C A A A B A A
3 B C C B A A B A A
Mittelstrecke Fernverkehr
83 C C C B A F C B B
0,2
96 D C C A A F A D D
Summe 1
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Simulation 
Während der Simulation wird zunächst ein Betriebsfall, bspw. Kurzstrecke Nahverkehr 
ausgewählt. Dem Betriebsfall ist eine Dauer t in Zeiteinheiten zugewiesen. Im vorliegen-
den Beispiel entspricht t = 3 ZE. Innerhalb des Betriebsfalls wird im nächsten Schritt eine 
Betriebssituation (Nr. 1 in Bild 5-25) ausgewählt und ebenfalls eine Dauer d = 3 ZE zu-
gewiesen. Für die Betriebssituation werden dann die Systemziele bestimmt.   
5.5.2.2 Bestimmung der Systemziele 
Die Anpassung der Systemziele wird bei einer Änderung der Einflüsse auf das Intelli-
gente Technische System notwendig. Sie erfolgt durch die Veränderung der Ausprägung 
bzw. Gewichtung der aktuellen Ziele.  
Modellerstellung 
Die Zielpriorität wird durch die Ausprägungen der Einflussfaktoren beeinflusst. Die Pri-
orisierung der Systemziele erfolgt im Simulationsmodell mit Hilfe des Analytic Hierachy 
Process (AHP) nach SAATY [Saa80, S. 17ff.].  
Eine manuelle Bewertung der Zielprioritätsmatrix durch die Entwickler würde einen sehr 
hohen Bewertungsaufwand bedeuten. Aus diesem Grund wurde im Rahmen der Arbeit 
die Befüllung der Zielprioritätsmatrizen für die jeweilige Betriebssituation automatisiert. 
Hierzu bewertet das Entwicklungsteam initial eine Zielrangfolgenmatrix (vgl. Bild 
5-26). Diese stellt die Einflussfaktoren und deren Ausprägungen den Zielen gegenüber. 
Die Bewertung erfolgt zeilenweise unter der Fragestellung: In welcher Rangfolge werden 
die Ziele i (Spalte) beim Eintreten der Ausprägung j (Zeile) priorisiert?  
Im zweiten Schritt werden Transformationsregeln für die automatisierte Befüllung der 
Zielprioritätsmatrix definiert. Sie definieren in Abhängigkeit der Ränge zweier Ziele, 
welche Bedeutung einem Ziel Z1 gegenüber einem Ziel Z2 zugewiesen wird. Der Bewer-
tungsmaßstab reicht von eins (gleichbedeutend) bis neun (absolut dominierend). 
Simulation 
Bild 5-26 zeigt das Vorgehen bei der Bestimmung der Systemziele am Beispiel der zuvor 
ausgewählten Betriebssituation. Für jede Einflussfaktor-Ausprägungs-Kombination der 
Betriebssituation ist zunächst eine individuelle Zielpriorität zu berechnen und diese dann 
zu einer Zielgewichtung zu konsolidieren. Auf Basis der Transformationsregeln befüllt 
das Simulationstool106 die Zielprioritätsmatrizen für die Einflussfaktoren für jeder Be-
triebssituation, wenn diese auftritt. Durch Normierung des Eigenvektors der konsolidier-
                                                 
106 Das Simulationstool nutzt zur Berechnung der Zielpriorität nach der AHP-Methode das Excel Templa-
tes Version 2014-07-27 von GOEPEL [Goe13-ol], [Goe13].   
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ten Zielprioritätsmatrix resultieren die Zielgewichtungen ZGi für die vorliegende Be-
triebssituation. Im Beispiel wird das Ziel Kosten minimieren in der aktuellen Situation 
am höchsten priorisiert. Nach der Bestimmung der Systemziele erfolgt im nächsten 
Schritt die zielkonforme Anpassung des Systemverhaltens. 
 
Bild 5-26: Vorgehen zur Bestimmung der Systemziele 
5.5.2.3 Anpassung des Systemverhaltens 
Auf Basis der Zielgewichtung wird zur Anpassung des Systemverhaltens ein geeigneter 
Betriebspunkt ausgewählt. Im realen Intelligenten Technischen System erfolgt die Aus-
wahl des Betriebspunkts über Lookup-Tables, welche durch Simulation von dynamischen 
Modellen des Systems und mittels Mehrzieloptimierungsverfahren erstellt werden (vgl. 
Abschnitt 2.3.3). Da zu diesem Zeitpunkt lediglich die Prinziplösung als Modell des Sys-
tems vorliegt, lassen sich die optimalen Betriebspunkte des Systems noch nicht durch 
Simulation ermitteln. Es wird daher eine vereinfachte Form der Lookup-Table gewählt.  
Zielprioritätsmatrix
Bewertungsmaßstab:
1 - 2 = gleiche Bedeutung
     3  = etwas größere Bedeutung
4 - 5 = sehr viel größere Bedeutung
6 - 7 = erheblich größere Bedeutung

















































Ziele Nr. 1 2 3 4
Komfort maximieren 1 1 / 7 1 / 4 1 / 3
Kosten minimieren 2 7 3 5
Reisezeit minimieren 3 4 1 / 3 3
Energiereserve maximieren 4 3 1 / 5 1 / 3
...
Transformationsregeln
Ziele Nr.  ZG [%]
Komfort maximieren 1 19
Kosten minimieren 2 54
Reisezeit minimieren 3 15
Energiereserve maximieren 4 12
Zielrangfolgenmatrix
Fragestellung: 
In welcher Rangfolge werden die Ziele i 
(Spalte) beim Eintreten der Ausprägung j 
(Zeile) priorisiert?
Bewertungsmaßstab:
4 = höchste Priorität
















































Einﬂ ussfaktor Ausprägung Nr. 1 2 3 4
Strecken-
beschaffenheit
kaum Unebenheiten 1A 1 4 3 2
geringe Unebenheiten 1B 3 4 2 1
Ladegrad 
Energiespeicher
0,4 < SOC < 0,8 10C 1 3 2 4
0,8 < SOC 10D 1 3 2 4
Zielprioritätsmatrix
Bewertungsmaßstab:
1 - 2 = gleiche Bedeutung
     3  = etwas größere Bedeutung
4 - 5 = sehr viel größere Bedeutung
6 - 7 = erheblich größere Bedeutung

















































Ziele Nr. 1 2 3 4
Komfort maximieren 1 1 / 7 1 / 4 1 / 3
Kosten minimieren 2 7 3 5
Reisezeit minimieren 3 4 1 / 3 3
Energiereserve maximieren 4 3 1 / 5 1 / 3
Zielprioritätsmatrix
Bewertungsmaßstab:
1 - 2 = gleiche Bedeutung
     3  = etwas größere Bedeutung
4 - 5 = sehr viel größere Bedeutung
6 - 7 = erheblich größere Bedeutung

















































Ziele Nr. 1 2 3 4
Komfort maximieren 1 1 / 7 1 / 4 1 / 3
Kosten minimieren 2 7 3 5
Reisezeit minimieren 3 4 1 / 3 3
Energiereserve maximieren 4 3 1 / 5 1 / 3
Analytic Hierarchy Process
Transformationsregeln
1. Z1 > Z2 und Z1 - Z2 = 3
2. Z1 > Z2 und Z1 - Z2 = 2
3. Z1 > Z2 und Z1 - Z2 = 1
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Modellerstellung 
Die Systemparametermatrix (vgl. Bild 5-27) wird durch das interdisziplinäre Entwick-
lungsteam auf Basis ihres Erfahrungswissens bewertet. Für jede Ausprägung j (Zeile) der 
Einflussfaktoren wird bewertet, welchen Parameterwert die Parameter i (Spalte) einneh-
men. Die Bewertungsskala reicht von 0 (keinen Wert) bis 5 (höchsten Wert). Beispiel-
weise ist der Energiebedarf des Hybriden Energiespeichersystems (HES) (Spalte 6) sehr 
hoch, wenn sein Ladegrad (Zeile 10A) unter 20 Prozent sinkt. 
Simulation  
Für jede Betriebssituation lässt sich über die Systemparametermatrix der gewünschte Be-
triebspunkt ermitteln. Hierzu wird für jede Ausprägung der Einflussfaktoren innerhalb 
der betrachteten Betriebssituation der geforderte Parameterwert für die Systemparameter 
bestimmt. Aus der resultierenden Menge der Parameterwerte je Systemparameter wird 
der höchste Wert ausgewählt. Die ausgewählten Parameterwerte legen den Betriebs-
punkt des Systems in der Situation fest.  
 
Bild 5-27: Systemparametermatrix zur Ableitung des Betriebspunkts für die ausgewählte 
Betriebssituation Nr. 1 und einem Ladegrad von 0,4 < SOC < 0,8 
Systemparametermatrix
Fragestellung: 
Welchen Parameterwert nimmt der 
Systemparameter i (Spalte) ein, wenn die 
Ausprägung j (Zeile) in einer Betriebssitua-
tion auftritt?
Bewertungsmaßstab:
0 (kein Wert) bis 5 (höchster Wert)
Bewertungsmaßstab:

























































Einﬂ ussfaktor Ausprägung Nr. 1 2 3 4
Energiekosten 
aktuell
niedrig 5A 0 0 3 0
mittel 5B 0 0 1 0
hoch 5C 0 0 0 0





SOC < 0,2 10A 0 0 5 0
0,2 < SOC < 0,4 10B 0 0 5 0
0,4 < SOC < 0,8 10C 0 0 2 0

























































Nr. 1 2 3 4
1A 2 0 0 1
2C 0 0 2 0
3C 0 0 0 0
4B 0 0 2 0
5A 0 0 3 0
6A 0 0 0 0
7B 0 4 0 0
8A 0 0 0 0
9A 2 0 0 1
10C 0 0 2 0
Parameter 1 2 3 4
Betriebspunkt 2 4 3 1
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Anhand des Betriebspunkts kann das Systemverhalten in der Situation abgebildet werden. 
Im Validierungsbeispiel sind der Ladegrad des Energiespeichers, der Energieverbrauch, 
die Kosten für die Energie sowie der erlebte Nutzen ݊௜,ௌ für die Nutzenelemente die im 
Systembetrieb veränderlichen Größen. Unter optimalen Bedingungen107 kann der gefor-
derte Betriebspunkt angefahren werden und die veränderlichen Größen werden wie in 
Abschnitt 5.5.1 definiert angepasst.  
In der Realität sind die Bedingungen jedoch nicht immer optimal. Aus diesem Grund sind 
Nebenbedingungen durch das interdisziplinäre Entwicklungsteam zu definieren und im 
Simulationsmodell abzubilden. Nebenbedingungen ergeben sich aus den Beschreibungen 
des Systemverhaltens aus den Anwendungsszenarien für den Betrieb (vgl. Abschnitt 
5.1.5). Unter diesen Bedingungen erfolgt eine Anpassung des Betriebspunkts, wenn nur 
so ein lauffähiges System möglich ist oder eine Steigerung des erlebten Nutzens ݊ ௜,ௌ bzw. 
eine Kostensenkung realisiert werden kann. Im Validierungsbeispiel wurden verschie-
dene Nebenbedingungen definiert. Bspw. wird das Hybride Energiespeichersystem nicht 
geladen, wenn es gleichzeitig Energie an das Bordnetz abgibt. Dies ist der Fall, wenn 
nicht ausreichend Energie über die Strecke verfügbar ist oder die aktuellen Energiekosten 
zu hoch, die Kosten für die Energie aus dem Speicher jedoch niedriger sind. Grundvo-
raussetzung hierfür ist, dass ausreichend Energiereserven vorhanden sind. 
Übersteigt die geforderte Energie (vgl. Bild 5-28) die verfügbare Energie, ist ein Betriebs-
punkt zu wählen, bei dem das System weniger Energie benötigt. Diese Anpassung des 
Betriebspunkts kann nur durch eine Reduktion des Nutzens für den Kunden erfolgen. Es 
wird mit dem Systemparameter begonnen, welcher mit dem am niedrigsten priorisierten 
Ziel korrespondiert. In Bild 5-28 wird das Ziel Reisedauer minimieren am niedrigsten 
priorisiert und der Reisende fordert eine mittlere Reisedauer. Der aus der Reisedauer re-
sultierende erwartete Nutzen ist ݁ோ஽,ோ = 3.  
In der vorliegenden Situation, wird durch Verlängerung der Reisedauer (Ausprägung 7D: 
längere) der Systemparameter für den Energiebedarf reduziert. Unter der Nebenbedin-
gung, dass kein äußerer Einfluss in der vorliegenden Situation einen höheren Systemwert 
für den Parameter fordert, wird der Betriebspunkt entsprechend angepasst. Der erlebte 
Nutzen, der durch die Verlängerung der Reisedauer für den Reisenden resultiert, beträgt 
݊ோ஽,ோ = 2. Da das Ziel Reisedauer minimieren nur gering priorisiert wurde, halten sich 
die Auswirkungen auf die Kundenzufriedenheit in der Situation in Grenzen. Ist mehr 
Energie verfügbar als gefordert und entsprechen die aktuellen Energiekosten den Vorga-
ben der Reisenden für die Fahrtkosten, kann wie oben beschrieben vorgegangen werden. 
Einziger Unterschied: Der erlebte Nutzen für den Reisenden wird für die Vorgabe ver-
bessert, welche die höchste Zielpriorität aufweist. 
                                                 
107 In diesem Zusammenhang bedeuten optimale Bedingungen, dass bspw. ausreichend Energie für das 
System zur Verfügung steht, um den geforderten Betriebspunkt umzusetzen. 
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Bild 5-28: Anpassung des Betriebspunkts 
Das Systemverhalten wird solange simuliert, bis sich die Betriebssituation nach der vor-
gegebenen Zeit (bspw. d = 3) oder der Zustand des Systems ändert und somit eine An-
passung der Systemziele erforderlich wird. In diesem Fall wird der Selbstoptimierungs-
prozess erneut angestoßen. Wurde der Betriebsfall nach der vorgegebenen Zeit (z.B. t = 3) 
simuliert, wird eine neue Simulation des Betriebsfalls mit einer neuen Betriebssituation 
als Startpunkt angestoßen. Wurden alle Betriebssituationen als Ausgangspunkt für den 
Betriebsfall simuliert, wird wie beschrieben für den nächsten Betriebsfall verfahren. Wur-
den alle Betriebsfälle simuliert, lassen sich die situationsabhängigen Elemente auf Basis 
der Ergebnisse bewerten.  
5.5.3 Bewertung der situationsabhängigen Elemente im Wirtschaftlich-
keitsmodell 
Ergebnis der Simulation des Betriebs sind die situationsabhängigen Bewertungen der be-
trachteten Elemente des Wirtschaftlichkeitsmodells über die einzelnen Betriebssituatio-
nen und Betriebsfälle hinweg. Diese werden wie in Tabelle 5-5 aufgezeigt dokumentiert. 
Wie bereits für die Teilfunktionen kann auf Basis der Ergebnisse für jede Betriebssitua-
tion ein Nutzenbeitrag ܰܤ௜ und ein Kostenbeitrag ܭܤ௜ berechnet werden. Diese ergeben 




Welchen Parameterwert nimmt der 
Systemparameter i (Spalte) ein, wenn die 
Ausprägung j (Zeile) in einer Betriebssitua-
tion auftritt?
Bewertungsmaßstab:
0 (kein Wert) bis 5 (höchster Wert)
Bewertungsmaßstab:



















Einﬂ ussfaktor Ausprägung Nr. 2
Reisezeit
sehr kurz 7A 5
möglichst kurz 7B 4
mittlere 7C 3
längere 7D 2
geforderte Leistung < verfügbarer Leistung
Parameter 1 2 3 4
Betriebspunkt 2 3 5 1
Ziele Nr.  ZG [%]
Komfort maximieren 1 23
Kosten minimieren 2 24
Reisezeit minimieren 3 8








0,2 < SOC < 0,4 10B
Parameter 1 2 3 4













× 100  
Gleichung 5-18: Berechnung des Nutzenbeitrags ܰܤ௜ und des Kostenbeitrags ܭܤ௜ 
je Betriebssituation 
Wie bereits für die Teilfunktionen in Abschnitt 5.3.3 lässt sich mittels der Nutzen- und 
Kostenbeiträge eine Zielkostenkontrolle im Zielkostenkontrolldiagramm für jede Be-
triebssituation durchführen (vgl. Abschnitt 5.3.3, Bild 5-18). Über den erwarteten Nutzen 
݁௜ und den erlebten Nutzen ݊௜ kann wie in Abschnitt 5.3.5 der Kundenzufriedenheitsbei-
trag je Nutzenelement berechnet werden. 
Tabelle 5-5: Simulationsergebnisse des dynamischen Verhaltens im Betrieb (Aus-
schnitt) 
 
Abschließend wird der erwartete Nutzwert ௝݁, der erlebte Nutzwert ௝݊  sowie der Kosten-
wert ௝݇ für die situationsabhängigen Elemente im Wirtschaftlichkeitsmodell, wie in Glei-
chung 5-19 dargestellt, berechnet.  
  



































































































































































1 3 1 3 19 54 15 12 2 2 4 4 3 2 0,7 2 2 0,7
2 3 2 3 23 24 8 35 2 2 4 3 3 3 0,7 3 3 1
3 3 3 3 46 18 24 12 2 3 4 4 3 3 0,9 2 2 0,8
Mittelstrecke 
Fernverkehr 104 25
96 10 13 48 9 30 3 3 3 3 3 3 0,8 2 2 0,8
83 8 64 10 18 8 3 4 3 2 3 4 0,9 3 2 0,9
79 7 58 21 5 16 5 5 2 2 3 3 0,9 2 2 0,8
Summe (Σ ek,i, Σ nk,i, Σ eRD,i, Σ nRD,i, Σ kF,i, Σ kE,i) 386 401 412 421 300 328 100 275 254 100
Nutzwert (ej, nj), Kostenwert (ki) 3 4 3 4 3 4 3 2
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Gleichung 5-19: Berechnung der Werte für die situationsabhängigen Elemente 
5.6 Bewertung der Wirtschaftlichkeit  
In der abschließenden Phase wird die Wirtschaftlichkeit der entwickelten Prinziplösung 
für das zu entwickelnde Intelligente Technische System analysiert. Hierzu wird das Wirt-
schaftlichkeitsmodell zunächst auf seine Plausibilität geprüft (vgl. Abschnitt 5.6.1), die 
Wirtschaftlichkeit abschließend überprüft (vgl. Abschnitt 5.6.2) und die Zielkosten für 
die weitere Entwicklung festgelegt (vgl. Abschnitt 5.6.3). 
5.6.1 Prüfung der Plausibilität des Wirtschaftlichkeitsmodells  
Zur Erstellung des Wirtschaftlichkeitsmodells wurden in Abschnitt 4.1.4 Richtlinien und 
Bedingungen definiert, mit denen die Modellierer bei der Erstellung eines plausiblen 
Wirtschaftlichkeitsmodells unterstützt werden. Im ersten Schritt der Wirtschaftlichkeits-
analyse wird das erstellte Wirtschaftlichkeitsmodell in Anlehnung an KAISER auf seine 
Plausibilität geprüft [Kai14, S. 101ff.]. Mit Hilfe einer Checkliste108 erfolgt die systema-
tische Überprüfung der Einhaltung der Richtlinien und Bedingungen. Sie gliedert sich in 
die drei Bereiche Vergleichbarkeit, Vollständigkeit und Richtigkeit. Tabelle 5-6 zeigt ei-
nen Ausschnitt aus der Checkliste.  
Die Fragen der Checkliste sind vom interdisziplinären Entwicklungsteam mit Ja oder 
Nein zu beantworten. Die Antworten zeigen auf, ob die Richtlinien und Bedingungen im 
Wirtschaftlichkeitsmodell entsprechend umgesetzt wurden. Wurde eine Frage mit Nein 
beantwortet ist entsprechend der Entwicklungsaufgabe zu prüfen, ob eine Nichterfüllung 
im vorliegenden Fall zu rechtfertigen ist. Die vollständige Checkliste findet sich in An-
hang A4. Für das im Validierungsbeispiel erstellte Wirtschaftlichkeitsmodell wurde mit 
Hilfe der Checkliste die Plausibilität geprüft und bestätigt. 
                                                 
108 Checklisten sind Organisationshilfen, welche die systematische Verfolgung und Kontrolle der Zieler-
reichung unterstützten. Sie fördern die intuitive Anregung und vermeiden das wichtige Punkte verges-
sen werden [Lin05, S. 229]. 
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Tabelle 5-6: Checkliste zur Plausibilitätsprüfung (Ausschnitt) 
 
5.6.2 Überprüfung der Wirtschaftlichkeit 
In dieser Phase erfolgt die abschließende Überprüfung der Wirtschaftlichkeit. Hierbei gilt 
es zu überprüfen, ob die vorliegende Prinziplösung den Ansprüchen der Stakeholder hin-
sichtlich der Wirtschaftlichkeit genügt. Die Überprüfung erfolgt in mehreren Schritten, 
welche im Folgenden beschrieben werden (vgl. Bild 5-29).   
Im ersten Schritt werden die Kostenelemente des Wirtschaftlichkeitsmodells mit Hilfe 
des Zielkostenkontrolldiagramms (vgl. Abschnitt 5.3.3) überprüft. Im nächsten Schritt 
wird für jedes Nutzenelement überprüft, ob der erlebte Nutzwert ݊௜,ௌ der vorliegenden 
Lösung dem erwarteten Nutzwert ݁௜,ௌ entspricht, oder diesen sogar übersteigt. Erfüllt die 
vorliegende Prinziplösung die Nutzenanforderungen der Stakeholder, wird im nächsten 
Schritt überprüft, ob für alle Wirtschaftlichkeitselemente des Modells ݓ௜,ௌ ≥ 1 gilt und 
somit die gefundene Lösung für alle betrachteten Stakeholder wirtschaftlich ist.   
Abschließend werden die Multiplikatoren und ihre Auswirkung auf die Elemente des 
Wirtschaftlichkeitsmodells überprüft. Hierzu werden die Werte der Multiplikatoren, wie 
bspw. die Auslastung, variiert und die resultierenden Veränderungen im Modell bewertet. 
Auf diese Weise lässt sich bspw. identifizieren, dass bei einer Auslastung von über  
80 Prozent das System noch für die Neue Bahntechnik Paderborn AG wirtschaftlich ist. 
Sind die Resultate der Überprüfung der Wirtschaftlichkeit für das interdisziplinäre Ent-
wicklungsteam zufriedenstellend, wird im letzten Schritt der Zielkostenrahmen für die 
weitere Entwicklung festgelegt. 
 
Nr. Checkliste zur Plausibilitätsprüfung des Wirtschaftlichkeitsmodells Ja /Nein
1 Vergleichbarkeit
1.1 Ist jedes Kosten- und Nutzenelement einer Klasse zugordnet?
1.2 Sind alle Kostenelemente deren Entstehung von einer Funktion des Intelligenten Technischen Systems abhängen als «funktionsabhängig» klassiﬁ ziert?
2 Vollständigkeit
2.1 Wurden alle Elemente benannt?
2.2 Wurden alle Beziehungen benannt?
3 Richtigkeit
3.1 Sind jedem Kostenelement kein oder mindestens zwei Elemente durch eine Aggregationsbezie-hung zugewiesen?
3.14 Zeigt die Raute der verstärkenden oder dämpfenden Beziehung eines Multiplikators auf das Ele-ment, welches vom Multiplikator beeinﬂ usst wird?
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Bild 5-29: Überprüfung der Wirtschaftlichkeit (Ausschnitt) 
5.6.3 Ermittlung der Zielkosten für die weitere Entwicklung 
Das überprüfte Wirtschaftlichkeitsmodell gibt die Gewichtung der betrachten Kostenele-
mente im Lebenszyklus des zu entwickelnden Intelligenten Technischen Systems für die 
unteren Aggregationsebenen vor. Auf dieser Basis lassen sich im Sinne des Target 
Costings (vgl. Abschnitt 3.3.1) die Zielkosten für die weitere Entwicklung des Systems 
für die einzelnen Elemente ermitteln (vgl. Gleichung 5-20). Hierzu weist das interdiszip-
linäre Entwicklungsteam den Kostenelementen die Zielkosten ܼܭ௜ gemäß ihrer Gewich-
tung ܩܨ௜ anteilig zu (vgl. Tabelle 5-7). 
ܼܭ௜ = ܼܭ௝ ∗ ܩܨ௜ 
Gleichung 5-20: Berechnung Zielkosten ܼܭ௜ 
Ergebnis der Phase ist ein plausibles Wirtschaftlichkeitsmodell für eine wirtschaftliche 
technische Lösung sowie ein Zielkostenrahmen für die weitere Entwicklung des Intelli-
genten Technischen Systems. Die im Rahmen der wirtschaftlichkeitsorientierten Konzi-
pierung angestoßenen Überlegungen zur Wirtschaftlichkeit sollten integraler Bestandteil 
des gesamten Entwicklungsprozesses sein. Im Rahmen des disziplinspezifischen Ent-
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überprüfen und zu bewerten, um das zu entwickelnde System hinsichtlich niedriger Le-
benszykluskosten und der Steigerung des Nutzens zu verbessern. Das Resultat der Syste-
matik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter Technischer Systeme 
gibt hierfür den notwendigen Entwicklungsrahmen vor.   
Tabelle 5-7: Ermittlung der Zielkosten (Ausschnitt) 
 
  
Zielkostenrahmen für die Entwicklung des RailCabs
Kostenelement GFj [%] Zielkosten ZKj [€] GFi [%] Zielkosten ZKi [€]
Lebenszykluskosten pro RailCab 
(25 Jahre Nutzungsdauer)
100 560.000
Zielpreis RailCab / Anschaffungskosten 100 359.520 64,2 359.520 
    Zielgewinn 10 35.952
    Selbstkosten RailCab 100 323.568 90 323.568
        Vertriebskosten 3 9.707,04
        Sonstige Kosten 5 16.178,4
        Funktionskosten 100 297.682,56 92 297.682,56
           Entwicklungskosten 100 122.049,85 41 122.049,85
                 Teilfunktion-Lösungselement-Komination1 0,34 414,97
           Investitionskosten 100 38.698,73 13 38.698,73
                 Teilfunktion-Lösungselement-Komination1 0,11 42,57
           Herstellkosten 100 136.933,98 46 136.933,98
                 Teilfunktion-Lösungselement-Komination1 0,39 534,04
Instandhaltungskosten  100 32.480 5,8 32.480
    Wartungskosten  23 7470,4
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5.7 Bewertung der Systematik anhand der Anforderungen 
In diesem Abschnitt wird die entwickelte Systematik zur wirtschaftlichkeitsorientierten 
Konzipierung Intelligenter Technischer Systeme anhand der in Abschnitt 2.7 aufgestell-
ten Anforderungen bewertet. 
A1:  Integraler Bestandteil der Konzipierung 
Die entwickelte Systematik ist integraler Bestandteil des Konzipierungsprozesses für In-
telligente Technische Systeme. Voraussetzung für die Anwendbarkeit der Systematik ist 
der Entwicklungsauftrag, welcher die Zielkosten vorgibt. In der Phase Planen und Klären 
der Aufgabe werden relevante Stakeholder für die Entwicklungsaufgabe ausgewählt und 
Nutzenpotentiale für diese identifiziert. Es wird ein Leitfaden zur Definition von Anwen-
dungsszenarien bereitgestellt, welcher bei der Übersetzung der Nutzenpotentiale in tech-
nische Anforderungen unterstützt. Auf Basis der Anforderungen werden in den Phasen 
Konzipierung des Gesamt- und Subsystems Lösungsvarianten entwickelt. Die Bewertung 
und Auswahl Erfolg versprechender Lösungsvarianten wird durch die Systematik mittels 
Methoden zur Bewertung der Anforderungserfüllung sowie Zielkostenkontrolle unter-
stützt. In der abschließenden Phase des Konzipierungsprozesses wird die Analyse und 
Bewertung der Wirtschaftlichkeit für die ausgewählte Prinziplösung mit Hilfe des Wirt-
schaftlichkeitsmodells ermöglicht. Hierbei wird zudem Verbesserungspotential für die 
Prinziplösung aufgezeigt. Durch das generische Vorgehen ist die allgemeingültige An-
wendbarkeit der Systematik im Rahmen der Konzipierung sichergestellt. 
A2: Entscheidungsgrundlage 
Das entwickelte Wirtschaftlichkeitsmodell zeigt die Kosten und den Nutzen auf, welche 
durch die entwickelte Lösung über dessen Lebenszyklus für die relevanten Stakeholder 
entstehen. Zudem werden die Kosten und der Nutzen gegenübergestellt und so eine Aus-
sage über die Wirtschaftlichkeit der Lösung getroffen. Das plausible und vollständig be-
wertete Wirtschaftlichkeitsmodell bietet somit eine Entscheidungsgrundlage für die Wei-
terentwicklung der vorliegenden prinzipiellen Lösung unter wirtschaftlichen Gesichts-
punkten. 
A3: Rahmen für die wirtschaftliche, disziplinspezifische Entwicklung 
Die entwickelte Systematik liefert Methoden und Vorgehensweisen, mit denen der Anteil 
einzelner Elemente des Systems an den Lebenszykluskosten ermittelt werden können. 
Dieser Kostenanteil wird im Sinne des Target Costings dem Nutzenanteil der Elemente 
gegenübergestellt. Auf dies Weise kann überprüft werden, ob eine wirtschaftliche Lösung 
gefunden wurde. Ist dies der Fall, werden zum Abschluss der Konzipierung auf Basis der 
Gewichtungsfaktoren im Wirtschaftlichkeitsmodell die zulässigen Kosten für die diszip-
linspezifische Entwicklung berechnet. Auf diese Weise liefert die Systematik einen Rah-
men für die nachfolgende wirtschaftliche Entwicklung.  
 
Seite 178  Kapitel 5 
A4: Einheitliches Verständnis der Wirtschaftlichkeit 
Die Wirtschaftlichkeit des Systems wird in der entwickelten Systematik durch ein Wirt-
schaftlichkeitsmodell abgebildet, welches von allen beteiligten Disziplinen gleicherma-
ßen gelesen und verstanden werden kann. Es bildet die Grundlage für ein einheitliches 
Verständnis der Wirtschaftlichkeit. Es handelt sich um ein konzeptuelles Modell, welches 
zwischen Kosten-, Nutzen-, Wirtschaftlichkeits- und Stakeholderelementen sowie Multi-
plikatoren unterscheidet. Stehen Elemente miteinander in Interaktion, wird dies durch 
eine Beziehung zwischen den Elementen dargestellt. Die Systematik definiert eine gra-
phische Notation, die Semantik sowie die konkrete und abstrakte Syntax für das Modell.  
A5: Plausibilität 
Die Modellierung eines plausiblen Wirtschaftlichkeitsmodells wird durch Richtlinien und 
Bedingungen im Rahmen der entwickelten Systematik unterstützt. Sie leiten das interdis-
ziplinäre Entwicklungsteam bei der einheitlichen Auswahl der Modellkonstrukte sowie 
bei der vergleichbaren Modellierung an. Um die Vollständigkeit des Wirtschaftlichkeits-
modells sicherzustellen, wird eine Grundstruktur für Kosten und Nutzen über den Le-
benszyklus bereitgestellt. Diese ist systemspezifisch auszuprägen. Hierbei unterstützt die 
Systematik bei der Identifikation der relevanten Kosten- und Nutzenelemente. Die Be-
dingungen an die Beziehungen zwischen den Elementen ermöglichen die Überprüfung 
der Richtigkeit des Modells. Abschließend erfolgt die Überprüfung der Plausibilität des 
Modells mit Hilfe einer Checkliste. 
A6: Lebenszykluskostenanalyse 
Die Identifikation der Kosten im Lebenszyklus des betrachteten Intelligenten Techni-
schen Systems unterstützt die Systematik zum einen durch die Analyse des Systemum-
felds. Zum anderen wird ein Leitfaden zur Definition von Anwendungsszenarien bereit-
gestellt, welcher die systematische Identifikation der Lebenszykluskosten in einzelnen 
Situationen ermöglicht. Die Analyse und Bewertung der Lebenszykluskosten für die prin-
zipielle Lösung wird über den gesamten Konzipierungsprozess durch die Systematik mit 
geeigneten Methoden unterstützt. Bspw. wurde eine Fehlermöglichkeits-, Einfluss- und 
Fehlerkostenanalyse (FMEFA) entwickelt, welche Kosten- und Nutzenelemente bewer-
tet, die von der Verlässlichkeit des Systems abhängen. Die Kostenelemente und ihre 
Struktur werden im Wirtschaftlichkeitsmodell abgebildet.    
A7: Kundenorientierte Analyse 
Die kundenorientierte Analyse des Systems wird in der wirtschaftlichkeitsorientierten 
Konzipierung kontinuierlich unterstützt. Die Identifikation von Nutzenpotentialen und 
der daraus resultierende Nutzen wird im Rahmen der Phase Planen und Klären der Auf-
gabe methodisch unterstützt. Die Nutzenelemente werden gemäß der Grundstruktur des 
Nutzens über den Lebenszyklus im Wirtschaftlichkeitsmodell abgebildet. Für jedes Nut-
zenelement wird mittels des Kano-Kategorisierungsportfolios eine Kano-Kategorie zuge-
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wiesen. Die Systematik stellt zudem verschiedene Bewertungsmethoden für den erwarte-
ten und erlebten Nutzen der Stakeholder für ein Nutzenelement bereit. Auf Basis der Nut-
zenbewertung und der Kano-Kategorie lässt sich die Kundenzufriedenheit berechnen, 
welche als Multiplikator die Abhängigkeiten des Nutzens der Stakeholder aufeinander 
abbilden. 
A8: Berücksichtigung der Abhängigkeiten der Elemente 
Im Wirtschaftlichkeitsmodell werden die Abhängigkeiten der Kosten, des Nutzens sowie 
der Wirtschaftlichkeit über Aggregations-, Verhältnis sowie dämpfende und verstärkende 
Beziehungen abgebildet. Zudem werden Multiplikatoren und ihr Einfluss auf die anderen 
Elemente des Modells abgebildet. Ein Beispiel hierfür ist die Kundenzufriedenheit.    
A9: Berücksichtigung des Systemverhaltens 
Die Bewertung der Kosten- und Nutzenelemente, welche vom Verhalten des Intelligenten 
Technischen Systems im Betrieb abhängen, werden durch das im Rahmen der Arbeit ent-
wickelte Vorgehen zur frühzeitigen Analyse der Systemdynamik und zur Bewertung der 
situationsabhängigen Elemente im Wirtschaftlichkeitsmodell unterstützt.  
Die entwickelte Systematik zur wirtschaftlichkeitsorientierten Konzipierung Intelligenter 
Technischer Systeme erfüllt somit die gestellten Anforderungen.
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6 Zusammenfassung und Ausblick 
Innovationen stärken die internationale Wettbewerbsfähigkeit. Wie Kapitel 1 zeigt, be-
ruhen über 80 Prozent der Innovationen in Deutschland auf der Entwicklung der Infor-
mations- und Kommunikationstechnik. In Kombination mit nicht-technischen Diszipli-
nen, wie der Kognitionswissenschaft oder Neurobiologie, werden sogenannte Intelligente 
Technische Systeme ermöglicht. Diese Systeme sind in der Lage, intelligent und flexibel 
auf veränderte Umgebungsbedingungen zu reagieren. Sie sind adaptiv, robust, voraus-
schauend und benutzungsfreundlich. Durch diese Eigenschaften kann das Kosten/Nut-
zen-Verhältnis und somit die Wirtschaftlichkeit bestehender Systeme erheblich verbes-
sert werden. Diese Nutzenpotentiale gilt es, entsprechend der Bedürfnisse der Kunden in 
einem vorgegebenen Kostenrahmen zu realisieren. Die Prinziplösung des zu entwickeln-
den Systems legt neben den technischen Eigenschaften, bereits bis zu 60 Prozent der Kos-
ten sowie den Nutzen für die Stakeholder über den Lebenszyklus fest. Es mangelt jedoch 
bei den Entwicklern an einem einheitlichen Verständnis für die Entstehung von Kosten 
und Nutzen und somit der Wirtschaftlichkeit des Systems über den Lebenszyklus. Dieses 
Verständnis gilt es, bereits in der Konzipierung zu schaffen, mit dem Ziel einer wirt-
schaftlichen Lösungsalternative, welche am Markt erfolgreich sein wird. Hierzu bedarf 
es jedoch eines strukturierten Vorgehens sowie eines Wirtschaftlichkeitsmodells. 
Die vielfältigen Herausforderungen bei der wirtschaftlichkeitsorientierten Konzipierung 
Intelligenter Technischer Systeme werden in Kapitel 2 herausgearbeitet. Ihr Konzipie-
rungsprozess sowie ihre Entwicklung sind durch eine hohe Interdisziplinarität geprägt. 
Aus diesem Grund erfolgt die Entwicklung zunehmend modellbasiert. Es gilt, ein ganz-
heitliches Systemverständnis zu erzeugen, welches sich nicht nur auf das technische Sys-
tem bezieht, sondern auch die Entstehung von Kosten und Nutzen sowie ihre Abhängig-
keiten über dessen Lebenszyklus umfasst. Ein entsprechendes Wirtschaftlichkeitsmodell 
ist so aufzubauen, dass es von allen an der Entwicklung Beteiligten gleichermaßen ver-
standen werden kann. Im Allgemeinen besteht die Produktentwicklung aus einem Prob-
lemlösungszyklus, welcher in allen Phasen kontinuierlich durchgeführt wird. Er umfasst 
die drei Phasen: Synthese, Analyse und Auswahl. Um die Entwicklung wirtschaftlicher 
Lösungsvarianten zu ermöglichen, sind diese drei Phasen über den gesamten Konzipie-
rungsprozess methodisch zu unterstützen. Hierzu bedarf es Methoden, welche die Ana-
lyse und Bewertung der Wirtschaftlichkeit Intelligenter Technischer Systeme auf Basis 
der Prinziplösung unter Berücksichtigung ihrer besonderen Eigenschaften ermöglichen. 
Zur Auswahl der wirtschaftlichsten Lösungsalternative bedarf es einer Entscheidungs-
grundlage für das Management. Zudem sollte das Resultat der Konzipierung neben den 
technischen Rahmenbedingungen auch einen Rahmen für die wirtschaftliche, fachdiszipl-
inspezifische Entwicklung liefern. Die Analyse des Stands der Technik in Kapitel 3 zeigt, 
dass keiner der diskutierten Ansätze alle Anforderungen erfüllt. Ausgewählte Ansätze 
können jedoch unterstützend eingesetzt werden. 
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Vor diesem Hintergrund wurde in Kapitel 4 ein Überblick über die Systematik zur wirt-
schaftlichkeitsorientierten Konzipierung Intelligenter Technischer Systeme gegeben. Die 
Systematik umfasst ein konzeptuelles Modell, welches den Aspekt der Wirtschaftlichkeit 
abbildet sowie ein Vorgehen zur Entwicklung und Bewertung der Wirtschaftlichkeit im 
Rahmen der Konzipierung. Im Modell wird zwischen Kosten-, Nutzen-, Wirtschaftlich-
keits- und Stakeholderelementen sowie Multiplikatoren unterschieden. Stehen Elemente 
miteinander in Interaktion, wird dies durch eine Beziehung zwischen den Elementen dar-
gestellt. Zur Darstellung der Modellkonstrukte wird eine graphische Notation bereitge-
stellt, welche die Spezifikationstechnik CONSENS ergänzen. Neben einer Grundstruktur 
von Kosten und Nutzen, welche über den Lebenszyklus für Intelligente Technische Sys-
teme resultieren können, wird das interdisziplinäre Entwicklungsteam bei der Erstellung 
eines plausiblen Wirtschaftlichkeitsmodells angeleitet. Hierzu werden Richtlinien und 
Bedingungen für die Modellierung sowie eine Checkliste zur Überprüfung ihrer Einhal-
tung bereitgestellt. Das systematische Vorgehen gliedert sich in sechs Phasen, welche 
integraler Bestandteil der disziplinübergreifenden Konzipierung Intelligenter Techni-
scher Systeme sind.  
In Kapitel 5 werden die sechs Phasen der Systematik zum besseren Verständnis und zur 
Validierung des Vorgehens am Projekt „Neue Bahntechnik Paderborn“ dargestellt. In der 
ersten Phase werden Kosten- und Nutzenelemente sowie die relevanten Stakeholder für 
das Wirtschaftlichkeitsmodell identifiziert. Ausgangspunkt hierfür ist der Entwicklungs-
auftrag. Die identifizierten Elemente werden in der zweiten Phase in die Grundstruktur 
der Kosten und des Nutzens über den Lebenszyklus eingeordnet und den ausgewählten 
Stakeholder zugewiesen. Bei der Erstellung des plausiblen Wirtschaftlichkeitsmodells 
werden die Entwickler durch die Richtlinien und Bedingungen zur Modellierung unter-
stützt. Die Nutzenelemente werden im nächsten Schritt gewichtet und einer Kano-Kate-
gorie zugewiesen. Abschließend werden die Multiplikatoren im Modell ergänzt und ihre 
Abhängigkeiten zu den Elementen beschrieben. Abschließend wird der erwartete Nutzen 
bewertet. Ergebnis der Phase ist das initiale Wirtschaftlichkeitsmodell, welches den Aus-
gangspunkt für die Bewertung und Auswahl der wirtschaftlichsten Lösungsvariante in 
Phase drei bildet. Diese erfolgt in einem mehrstufigen Verfahren und umfasst die Über-
prüfung der Anforderungserfüllung, eine Zielkostenkontrolle sowie die Bewertung der 
funktions- und gesamtsystemabhängigen Elemente des Wirtschaftlichkeitsmodells. Auf 
Basis des initial bewerteten Wirtschaftlichkeitsmodells kann eine Lösungsvariante aus-
gewählt werden. Für diese wird mittels der Fehlermöglichkeits-, Einfluss- und Fehlerkos-
tenanalyse (FMEFA) mögliche Ausfälle identifiziert sowie diese hinsichtlich Risiko und 
Kosten bewertet. Für diese werden geeignete Gegenmaßnahmen für jeden Ausfall iden-
tifiziert und die verbesserte Prinziplösung erneut durch das interdisziplinäre Entwick-
lungsteam in der FMEFA bewertet. Da sich der Nutzen Intelligenter Technischer Systeme 
insbesondere im Systembetrieb auf Basis des Verhaltens zeigt, wird dieses simuliert. 
Hierzu werden die relevanten Aspekte des Systems identifiziert und das Simulationsmo-
dell erstellt. Die Betriebsfälle werden simuliert und die situationsabhängigen Elemente 
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auf Basis der Simulationsergebnisse bewertet. In der letzten Phase erfolgt eine Plausibi-
litätsprüfung des entwickelten Wirtschaftlichkeitsmodells anhand einer Checkliste. Ab-
schließende wird die Wirtschaftlichkeit der Prinziplösung überprüft. Ist eine zufrieden-
stellende Lösung gefunden, werden den einzelnen Kostenelementen Zielkosten zugewie-
sen. Ergebnis der Phase ist das plausible Wirtschaftlichkeitsmodell sowie ein Zielkosten-
rahmen für die weitere Entwicklung.  
Zusammenfassend lässt sich feststellen, dass die Systematik alle an sie gestellten Anfor-
derungen erfüllt und ein einheitliches Verständnis der Wirtschaftlichkeit eines Intelligen-
ten Technischen Systems für ein interdisziplinäres Entwicklungsteam schafft.  
Für eine wirtschaftlichkeitsorientierte Entwicklung Intelligenter Technischer Systeme be-
steht zukünftiger Forschungsbedarf. Die vorgestellte Systematik ermöglicht die Ana-
lyse, Bewertung und Abbildung der Wirtschaftlichkeit der Prinziplösung für das Intelli-
gente Technische System im Rahmen der Konzipierung. Jedoch bedingen sich Produkt 
und Produktionssystem, wie der Produktentstehungsprozess nach GAUSEMEIER zeigt 
[GP14, S. 26]. Kurzfristig ist daher eine Erweiterung der Systematik auf das zugehörige 
Produktionssystem Erfolg versprechend. Um die Einhaltung der wirtschaftlichen Vorga-
ben im disziplinspezifischen Entwurf und Ausarbeitung zu gewährleisten, ist der Einsatz 
des Wirtschaftlichkeitsmodells in dieser Phase mittelfristig zu prüfen. Die vorliegende 
Systematik liefert hierfür den Ausgangspunkt. Zur Detaillierung scheint die Integration 
von disziplinspezifischen Kostenschätzverfahren (vgl. [Zir10, S. 54ff.]) sowie der Aus-
bau der Kundenorientierung im Rahmen der Entwicklung bspw. durch den Einsatz des 
Marktlabs aus dem Spitzencluster it’s OWL sinnvoll [BJ12-ol, S. 5ff.], [Bun14, S. 128f.]. 
Mittels eines Prämissen-Controllings lässt sich darüber hinaus die Frage klären, ob die 
dem Modell zugrunde liegenden Annahmen weiterhin Bestand haben. Im Idealfall könnte 
die Systematik und ihre Weiterentwicklung für die weitere Produktentwicklung in das 
Rahmenwerk für einen selbstoptimierenden Entwicklungsprozess fortschrittlicher me-
chatronischer Systeme nach KAHL integriert werden [Kah13, S. 97ff.]. Somit kann die 
Entwicklung automatisiert so angepasst werden, dass die Wirtschaftlichkeit des Systems 
kontinuierlich sichergestellt wird. Langfristig erscheint eine durchgängige Softwareun-
terstützung der Systematik sinnvoll. Die Abbildung des Wirtschaftlichkeitsmodells in 
Anlehnung an die Prinziplösung bspw. im Mechatronic Modeller [GLL12, S. 107ff.] oder 
im SysML-Profil von CONSENS im Enterprise Architect [IKD+13, S. 341ff.] kann die 
Entwickler zusätzlich unterstützen. Darüber hinaus sind die einzelnen Bewertungsschritte 
softwaretechnisch zu unterstützten. Zudem bietet sich für Folgeprojekte eine Datenbank 
an, in welcher die Kosten- und Nutzenergebnisse vorheriger Entwicklungsprojekte als 
Erfahrungswissen abgelegt werden. Hierzu ist die Erweiterung der Lösungsmuster um 
den Aspekt Wirtschaftlichkeit in der Lösungsmusterdatenbank nach DUMITRESCU zu prü-
fen [Dum11, S. 156ff.]. Auf dieser Basis lässt sich bereits in der Konzipierung eine de-
taillierte Aussage über die Wirtschaftlichkeit des zu entwickelnden Systems ermöglichen.
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7 Abkürzungsverzeichnis 
A Anforderung 
ܣோ஼ Auslastung des RailCabs für die Betreibergesellschaft RailCab AG 
AG Aktiengesellschaft 
AHP Analytic Hierachy Process 
AIAG Automotive Industry Action Group 
AMS Autonome Mechatronische Systeme 
ܣ ேܲ஻௉ Absatzpotential für das RailCab für den Hersteller Neue Bahntechnik  
Paderborn AG 
ܽݏ௜ Auswirkung des Ausfalls i 




BMBF Bundesministerium für Bildung und Forschung 
bspw. beispielsweise 
bzw. beziehungsweise 
CAD Computer-aided Design 
CBS Cost Breakdown Structure 
CONSENS CONceptual design Specification technique for the ENgineering of complex 
Systems 
DIN Deutsches Institut für Normung e.V. 
DMM Domain Mapping Matrix 
DSM Design Structure Matrix 
݁ீ,ௌ Erwarteter Nutzen für das Nutzenelement Zielgewinn G und den  
Stakeholder S 
݁௜,ௌ erwarteter Nutzen je Nutzenelement i für den Stakeholder S 
EAK erwartete Ausfallkosten 
Ed. Editor 
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engl. englisch 
et al. et alii 
etc. et cetera 
݁ݓ௜ Entdeckungswahrscheinlichkeit für den Ausfall i 
EWi Eintrittswahrscheinlichkeit des Betriebsfalls i 
f. folgende 
ff. fortfolgende 
FK funktionsabhängige Kostenelemente 
ܨܭܤ௜,ௌ Funktionskostenbeitrag je Funktion i für den Stakeholder S 
FMEA Fehlermöglichkeits- und Einflussanalyse 
FMECA Fehlerzustands-, auswirkungs-, und -kritizitätsanalyse 
FMEFA Fehlermöglichkeits-, Einfluss- und Fehlerkostenanalyse 
ܨܰܤ௜,ௌ Funktionsnutzenbeitrag je Funktion i für den Stakeholder S 
FPGA Field Programmable Gate Array 
FTA Fault Tree Analysis 
݃௜ Gewichtungssumme je Nutzenelement i 







INCOSE International Council on Systems Engineering 
it’s OWL BMBF-Spitzencluster Intelligente Technische Systeme OstWestfalenLippe 
j Zählvariable 
K Kano-Kategorie 
k୊୏ Kosten für funktionsabhängige Kostenelemente FK 
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݇௜,ா஺௄ erwartete Ausfallkosten für den Ausfall i 
݇௜,ீ௄ Gewährleistungskosten für den Ausfall i 
݇௜,ுி௄ Haftungskosten für den Ausfall i 
݇௜,ூு௄ Instandhaltungskosten für den Ausfall i 
݇௜,ூௌ௄ Instandsetzungskosten für den Ausfall i 
݇௜,ெ௄ Materialkosten für den Ausfall i 
݇௜,ை௄ Opportunitätskosten für den Ausfall i 
݇௜,ௌ Kostenwert für das Kostenelement i des Stakeholder S 
݇௜,ௐ௄ Wartungskosten für den Ausfall i 
ܭܤ௜ Kostenbeitrag der Betriebssituation i 
LA Leistungsattribut 
max. Maximum 
MDS Multidimensionale Skalierung 
MFM Mechatronische Funktionsmodule 
MID Molded Interconnected Devices 
݊ைே,ௌ erlebter Nutzwert für das Nutzenelement objektiver Nutzen 
݊௜,ௌ erlebter Nutzen je Nutzenelement i für den Stakeholder S 
ܰܤ௜ Nutzenbeitrag der Betriebssituation i 




OMG Object Management Group 
p. Page 
pp. Pages 
QFD Quality Function Deployment 
r୧ Risikowert für den Ausfall i 
RC AG RailCab AG 
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RoI Return on Investment 
RPN Risikoprioritätszahl (Risk Priority Number) 
S Stakeholder 
S. Seite 
SFB 614 Sonderforschungsbereichs 614 „Selbstoptimierende System des Maschi-
nenbaus“ der Universität Paderborn 
SOC State of Charge 
sog. sogenannt 
SysML Systems Modeling Language 
T Trend 
u.a. unter anderem 
UML Unified Modeling Language 
VDI Verein Deutscher Ingenieure 
vgl. vergleiche 
VMS Vernetzte Mechatronische Systeme 
ݓ௜,ௌ Wert des Wirtschaftlichkeitselements i für den Stakeholder S 
ݔ௜,ௌ Erwartungserfüllung je Nutzenelement i für den Stakeholder S 
Z Ziel 
ௌܼ,௄ Summe des Zufriedenheitsbeitrags je Stakeholder S in der Kano-Kategorie 
K 
ௌܼ Kundenzufriedenheit der Stakeholder S 
ݖ௜,௄,ௌ Zufriedenheitsbeitrag je Nutzenelement i für den Stakeholder S in der Kano-
Kategorie K 
z.B. zum Beispiel 
ZE Zeiteinheiten 
ZGi Zielgewichtung des Ziels i 
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A1 Kategorisierung Intelligenter Technischer Systeme 
Zur Identifikation der Herausforderungen bei der Analyse Intelligenter Technischer Sys-
teme werden die betrachteten Systeme zunächst gemäß Abschnitt 2.1.2 klassifiziert. Bei 
den in Abschnitt 2.2 betrachteten Systemen handelt sich um technische Systeme, die zu 
den künstlichen Systemen gehören [Hub84, S. 5]. Diese Systeme interagieren mit ihrem 
Umfeld und sind über Stoff-, Informations- und Energieflüsse mit diesem verbunden. 
Mechatronische (vgl. Abschnitt 2.2.1) und adaptive Systeme (vgl. Abschnitt 2.2.2) wei-
sen adaptives Verhalten auf; ihre Anpassungsleistung basiert auf Kommunikations-, In-
teraktions- und Transformationsprozessen. Sie reagieren dabei auf Änderungen des zu 
regelnden Prozesses. Selbstoptimierende (vgl. Abschnitt 2.3) und Intelligente Technische 
Systeme (vgl. Abschnitt 2.2.3) zeichnen sich darüber hinaus dadurch aus, dass sie ihr 
Verhalten an sich ändernde Umgebungsbedingungen anpassen und lernfähig sind. Es 
handelt sich somit bei den betrachteten Systemen um offene Systeme. Die Eigenschaften 
der betrachteten Systeme ergeben sich aus den Eigenschaften ihrer Systemelemente sowie 
deren Zusammenwirken; die dynamischen Aspekte der Systeme überwiegen im System-
betrieb. Es handelt sich somit um dynamische Systeme. Autonome Mechatronische Sys-
teme werden durch die Koppelung der Informationsverarbeitung zu vernetzten Mechat-
ronischen Systemen (vgl. Abschnitt 2.2.1); es kann also von System of Systems gespro-
chen werden. Gleiches gilt für adaptive Systeme, die eine Erweiterung mechatronischer 
Systeme darstellen. Die Verknüpfung individueller selbstoptimierender Systeme bspw. 
in Form von Multi-Agenten-Systemen mit interagierenden OCM zu zusammengesetzten 
selbstoptimierenden Systemen führt ebenfalls zu System of Systems. Gleiches gilt für die 
Vernetzung Intelligenter Technischer Systeme über Informationsflüsse; durch ihre Ver-
netzung ergeben sich Cyber-Physical Systems [GTD13, S. 50]. 
Nach ULRICH und PROBST lassen sich Systeme hinsichtlich Kompliziertheit und Komple-
xität bewerten [UP91, S. 61]. Anhand dieser Kriterien lassen sich vier Kategorien unter-
scheiden: Einfaches System, beziehungsreich kompliziertes System, dynamisch kompli-
ziertes System sowie komplexes System. 
Für Intelligente Technische Systeme und selbstoptimierende Systeme ergibt sich die Her-
ausforderung für ihre Analyse auf Basis ihrer Eigenschaften. Zum besseren Verständnis 
erfolgt daher die Kategorisierung der betrachteten Systeme im Portfolio (vgl. Bild A-1). 
In Anlehnung an [UP91, S. 61] und [Ban07, S. 93] wird auf der Abzisse die Kompliziert-
heit des Systems bewertet. Die Kompliziertheit wird durch die drei Bewertungskriterien 
Vielzahl, Vielfalt und Emergenz bestimmt. Tabelle A-1 zeigt den Bewertungsmaßstab für 
die drei Bewertungskriterien. Die Bewertungsskala reicht von 0 (wenig kompliziert) bis 
zu 3 (hoch kompliziert). 
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Tabelle A-1: Bewertungsmaßstab für die Kompliziertheit von Systemen auf der Abszisse  
 
Die Komplexität wird auf der Ordinate abgetragen. Komplexität wird durch die zwei 
Kriterien Dynamik und Veränderlichkeit bestimmt. Tabelle A-2 zeigt den Bewertungs-
maßstab für die zwei Bewertungskriterien. Die Bewertungsskala reicht von 0 (wenig 
komplex) bis 3 (hoch komplex). Anhand dieser Bewertungskriterien lassen sich die be-
trachteten Systeme kategorisieren. Die Bewertung wird in Tabelle A-3 dargestellt und im 
Folgenden erläutert. 
Tabelle A-2: Bewertungsmaßstab für die Komplexität von Systemen auf der Ordinate  
 
Mechatronische Systeme weisen neben der mechanischen Grundstruktur zudem Akto-
ren, Sensoren, eine Informationsverarbeitung sowie Schnittstellen zu seiner Umwelt auf 
[VDI2206, S. 14ff.]. Im Vergleich zu rein mechanischen Systemen weisen sie also meh-
rere verschiedene Systemelemente auf, die durch verschiedene Beziehungen miteinander 
verbunden sind. Die Systemeigenschaften gehen über die Eigenschaften der einzelnen 
Systemelemente aufgrund der integrierten Regelung hinaus und weisen daher emergente 
Eigenschaften auf (vgl. Abschnitt 2.1.2) [Hit07, S. 7]. Durch das synergetische Zusam-
menwirken verschiedener Technologien (aus den Bereich Elektronik, Softwaretechnik 
sowie Mechanik) in mechatronischen Systemen lassen sich neue Funktionen im Ver-
gleich zu rein mechanischen Systemen realisieren [VDI2206, S. 10ff.]. Durch das Zusam-
menwirken der Systemelemente sind die Wirkungsverläufe untereinander veränderlich. 
Darüber hinaus weisen sie eine Veränderlichkeit im Zeitverlauf auf.  
Kompliziertheit
Bewertungsmaßstab
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Adaptive Systeme sind darüber hinaus in der Lage, zwischen verschiedenen Reglern ge-
mäß den Umgebungsbedingungen umzuschalten. Sie weisen somit eine höhere Emergenz 
als mechatronische Systeme auf. Weiterhin lässt sich die Regler eine höhere Dynamik als 
bei konventionellen mechatronischen Systemen realisieren (vgl. Abschnitt 2.2.2). Eine 
Einordnung adaptiver Systeme im Portfolio, hat somit höher als das konventionelle me-
chatronische System zu erfolgen. 
Tabelle A-3: Bewertung der Systeme hinsichtlich ihrer Kompliziertheit und Komplexität  
 
Intelligente Technische Systeme und Selbstoptimierende Systeme verfügen über eine 
Vielzahl von Systemelementen. Diese geht über die Anzahl der Systemelemente mecha-
tronischer sowie adaptiver Systeme hinaus, da u.a. die kognitiven Funktionen durch ent-
sprechende Systemelemente zu realisieren sind (vgl. [Dum11, S. 101]). Die Verhaltensan-
passung eines selbstoptimierenden Systems erfolgt unter anderem durch eine Strukturan-
passung [ADG+09, S. 7]. Es existieren somit verschiedenste Beziehungen zwischen den 
Systemelementen, die zudem in der Lage sind sich im Betrieb zu verändern. Somit ist das 
System im Betrieb in der Lage neue Eigenschaften zu entwickeln, welche im Entwick-
lungsprozess nicht vorausgedacht wurden; es weißt somit eine hohe Emergenz auf [Hit07, 
S. 7]. Diese Systeme weisen eine inhärente Teilintelligenz auf und sind somit in der Lage 
intelligentes Verhalten zu realisieren [ADG+09, S. 5]. Dieses intelligente Verhalten ist 
anders als bei mechatronischen und adaptiven Systemen durch unterschiedliche Reaktio-
nen auf identische Reize gekennzeichnet [Hit07, S.43]. Diese Reaktionen werden durch 
den Selbstoptimierungsprozess angestoßen und durch das Operator-Controller-Modul re-
alisiert (vgl. Abschnitt 2.3.3). Selbstoptimierende Systeme weisen somit eine hohe Ver-
änderlichkeit der Wirkungsverläufe zwischen den Systemelementen auf und verändern 
sich im Zeitverlauf sehr stark. Intelligente Technische Systeme und Selbstoptimierende 
Bewertungsmatrix
Fragestellung: 



























































Bewertungskriterium G B BxG B BxG B BxG B BxG
Kompliziertheit
Vielzahl 0,33 2 0,66 2 0,66 3 1 3 1
Vielfalt 0,33 2 0,66 2 0,66 3 1 3 1
Emergenz 0,33 2 0,66 3 1 3 1 3 1
Summe 1 2 2,4 3 3
Komplexität
Dynamik 0,5 2 1 3 1,5 3 1,5 3 1,5
Veränderlichkeit 0,5 2 1 2 1 3 1,5 3 1,5
Summe 1 2 2,5 3 3
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Systeme sind somit im Portfolio als hoch kompliziert und hoch komplex einzustufen. Sie 
werden im Rahmen der Arbeit synonym verwendet. 
 
Bild A-1: Relative Einordnung der betrachteten Systeme hinsichtlich ihres Kompliziert-
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A2 Anlagen zur Entwicklungsaufgabe 
A2.1 Trendanalyse 
Die Ergebnisse der Trendanalyse können in Anlehnung an PILKAHN in einem Trendradar 
konsolidiert werden [Pil07, S. 138ff.]. Bild A-2 zeigt den Trendradar für die Bahntechnik. 
Die 27 ausgewählten Trends werden als Kreis dargestellt. Der Durchmesser gibt Auf-
schluss über die Auswirkungen auf den Schienenverkehr; die Eintrittswahrscheinlichkeit 
wird durch die Nähe zum Zentrum des Radars abgebildet. Da es sich bei den dargestellten 
Trends nur um sehr relevante Trends handelt, wurde eine Achse mit dem Bewertungs-
maßstab von hoch bis sehr hoch für die Eintrittswahrscheinlichkeit ausgewählt. Beispiels-
weise hat der Trend T2 „Weltweit wachsende Ballungsräume („Megacities“)“ eine sehr 
hohe Eintrittswahrscheinlichkeit sowie hohe gesellschaftliche Auswirkrungen auf den 
Schienenverkehr. Die Trends werden in Steckbriefform dokumentiert; diese Steckbriefe 
ergänzen die Entwicklungsaufgabe. 
 
Bild A-2: Trendsteckbrief „Weltweit wachsende Ballungsräume („Megacities“)“   
Beschreibung
Heute lebt die Hälfte der Weltbevölkerung in Städten 
– davon ein großer Teil in den derzeit 306 Millionen-
städten (“Megacities“) weltweit. Dieser Trend verstärkt 
sich: In den nächsten Jahrzehnten ziehen immer 
mehr Menschen in Städte, mehr als 180.000 sind es 
derzeit schon jeden Tag. Im Jahr 2030 werden 4,9 
Mrd. Menschen (59% der Weltbevölkerung) in 
Städten leben; in den entwickelten Volkswirtschaften 
sind es dann sogar 81% (heute 75%) [SR10, S. 10f.], 
[VDB13, S. 4].
Trendsteckbrief T2 „Weltweit wachsende Ballungsräume („Megacities“)“
Trendradar
Chancen
• Verbindung von Ballungsräumen durch neue



















• Mangelnder Bauraum für eine flächen-
deckende Infrastruktur innerhalb der Ballungs-
räume für den Schienenverkehr
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Bild A-3: Trendradar Bahntechnik    
A2.2 Stakeholderanalyse 
Die Ergebnisse der Stakeholderanalyse nach FINK und SIEBE lassen sich in einem Stake-
holder-Radar aufbereiten und visualisieren [FS06, S. 180], [GP14, S. 151]. Im Validie-
rungsbeispiel dienten bei der Stakeholderanalyse das Marktumfeld sowie das globale Um-
feld des betrachteten Unternehmens „Neuen Bahntechnik Paderborn AG“ für das neue 
Mobilitätskonzept für Schienenfahrzeuge als Suchfelder (vgl. Bild A-3). Insgesamt konn-
ten 23 Stakeholder109 identifiziert werden. Zu den Stakeholdern im Marktumfeld gehören 
neben den Mitarbeitern des Unternehmens auch die Reisenden im Personenverkehr oder 
                                                 

















T1 Steigende Umwelt- und Klimaschutzanforderungen
T2 Weltweit wachsende Ballungsräume („Megacities“)
T3 Globalisierung der Weltwirtschaft
T4 Liberalisierung und Deregulierung des Schienenverkehrs
T5 Interoperabilität des Schienenverkehrs in Europa
T6 Steigende Treibstoffpreise und Ressourcenverknappung
T7 Energieeffizienter Betrieb
T8 Energieeffiziente Nebenaggregate
T9 Hybridantriebe und Speichertechnologien
T10 Stationäre Energieversorgung
T11 Leichtbau-Entwicklung 
T12 Emissionsminimierung bei Dieselmotoren
T13 Einsatz alternativer Kraftstoffe 
T14 Oberleitungsloser Elektroantrieb 
T15 Aktive Lärmreduktion
T16 Informations- und Telekommunikationslösungen
T17 Europäische Migrationskonzepte 
T18 Zunahme des Güterverkehrs 
T19 Vereinfachte Zulassungsverfahren 
T20 Sinkende Grenzwerte in der Luftreinhaltung
T21 Demografischer Wandel
T22 Entwicklung der Realeinkommen
T23 Ganzheitliche Reise- und Transportketten
T24 Zunehmende Flexibilisierung
T25 Zunehmende Individualisierung
T26 Zuverlässigkeit der Verkehrsmittel
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die Betreibergesellschaft der Schienenfahrzeuge. Zum globalen Umfeld gehören Stake-
holder wie Politik, Banken und Interessenverbände.  
 
Bild A-4: Stakeholder-Radar für das neue Mobilitätskonzept für Schienenfahrzeuge 
Die Stakeholder werden ebenfalls in Form von Steckbriefen dem Entwicklungsauftrag 
beigefügt. Bild A-5 zeigt exemplarisch den Stakeholdersteckbrief für „Reisende im Per-
sonenverkehr“.  
  



































Der Umfang des Personenverkehrs betrug 2011 2.883,4 Mrd. Personen-
kilometer (Pkm) weltweit. In Deutschland waren es insgesamt 1.084 Mrd. 
Pkm wovon 84,6 Mrd. Pkm (7,2%) auf den Nah- und Fernverkehr auf der 
Schiene fallen. Der Großteil (85%) der Reisenden im Personenverkehr 
greift derzeit auf den Individualverkehr (motorisierte Zweiräder, Perso-
nen- und Kombinationswagen) zurück, da dieser einen flexiblen und 
individuellen Transport ermöglicht [VDB13, S. 5]. Reisende nutzen den 
Schienenverkehr im Nahverkehr insbesondere auf dem Weg zur Arbeit; 
Langstrecken werden vermehrt bspw. für längere Urlaubsreisen über die 
Schiene abgewickelt. Privatreisende schätzen am Schienenverkehr 
insbesondere die Möglichkeit die Reisezeit sinnvoll für andere Tätigkei-
ten (bspw. lesen, entspannen, arbeiten) nutzen zu können. Verspätungen 
und Ausfälle führen bei den Reisenden eher zu Unmut. 
Stakeholdersteckbrief S1 „Reisende im Personenverkehr“
Quelle: Fotolia (www.fotolia.de)
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A2.3 Kundenbedürfnisse und -anforderungen 
Bei der Ermittlung der zukünftigen Kundenbedürfnisse wurde auf eine Studie des „Mün-
chener Kreis e.V.“ zurückgegriffen, bei der eine internationale qualitative Nutzerbefra-
gung durchgeführt wurde. Vor dem Hintergrund der zunehmenden Durchdringung von 
Informations- und Kommunikationstechnologie (IKT) in allen Lebensbereichen, wurden 
7.278 Nutzer nach ihren zukünftigen Idealanforderungen an IKT-Lösungen und mögli-
chen Einsatzmöglichkeiten für verschiedene Themenfelder aus Nutzersicht befragt. Für 
eine Beschreibung des konkreten Vorgehens bei der Ermittlung der Kundenbedürfnisse 
sei auf den Methodensteckbrief in [MED+13, S. 22ff.] verwiesen. Im Kontext des vorlie-
genden Validierungsbeispiels sind die ermittelten Kundenbedürfnismuster im Themen-
feld „Mobilität“ relevant. Die 200 insgesamt ermittelten Nutzenaspekte wurden zu sechs 
Bedürfnismustern zusammengefasst [MED+13, S. 23]. Bild A-7 zeigt die Bedürfnismus-
ter im Überblick, die das interpretatorische Ergebnis einer Faktorenanalyse sind. Die Dar-
stellung zeigt eine „mentale“ Landkarte, wie sie auch bei den Sinus-Milieus110 verwendet 
wird. Die Bedürfnismuster spannen sich zwischen den vier Polen „Innovative Nutzungs-
möglichkeiten“, „Flexible und spontane Nutzungsmöglichkeiten“, „Einfache und sorgen-
freie Nutzungsmöglichkeiten“ sowie „Add-on Nutzungsmöglichkeiten auf“. Hierbei sind 
gegenüberliegende Pole wertfrei zu betrachten, da sie sich nicht gegenseitig ausschließen. 
Die Cluster werden so positioniert, dass sie den Polen am nächsten sind die sie am tref-
fendsten charakterisieren. Je größer der Durchmesser des Bedürfnismusters, desto rele-
vanter ist es für die unterschiedlichen Mobilitätssituationen der Nutzer [MED+13, 
S. 136f.]. Die sechs Bedürfnismuster wurden in Steckbriefen dokumentiert. Diese enthal-
ten neben einer Beschreibung, spezifische Anforderungsprofile für die jeweilige Mobili-
tätssituation. Darüber hinaus wurden sogenannte Kernbedürfnisse ermittelt, welche allen 
Bedürfnismustern gemein sind. Im Themenfeld Mobilität wurden die fünf Bedürfnisse 
„Ist komfortabel.“, „Ist stress- und sorgenfrei.“, „Ist sicher.“, „Funktioniert 100% zuver-
lässig.“, „Ich komme sicher an meiner Haustür an.“ als Kernbedürfnisse identifiziert 
[MED+13, S. 132f.]. 
                                                 
110 Die Sinus-Milieus des SINUS INSTITUTS basieren auf 100.000 Interviews, in denen die als relevant er-
achteten Bausteine der Lebenswelten, wie Normen, Werte und gesellschaftliche Stellung erfasst werden 
[KAS+07, S. 320f.], [AHH01, S. 79], [SI13-ol].  
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Zeit für andere Aktivitäten
Kunden wünschen sich eine 
Mobilitätslösung bei der sie sich 
nicht auf die Fahrt konzentrieren 
müssen, sondern sich auf andere 




Kunden wünschen eine schnelle und flexible Reise von 
Tür-zu-Tür bei der sie sich völlig unabhängig fühlen 
können. Eine vorherige Planung der Reise ist nicht 
notwendig. Die Kontrolle über die nach eigenen 
Präferenzen erstellte Route liegt allein beim Kunden.
High Tech und 1. Klasse Komfort
Kunden wünschen sich ein hohes 
Maß an Komfort und Service in 
Kombination mit moderner 
Technologie.
Umweltfreundlich durch die Stadt
Kunden wünschen sich eine 
Mobilitätslösung, die Nachhaltigkeit 
mit Flexibilität in der Nutzung und 
Einfachheit in der Handhabung 
kombiniert.
Entspannend und Sorglos
Kunden wünschen sich eine sorglose und 
komfortable Nutzung des Verkehrsmittels. Sie 
möchten sich entspannen und Zeit für sich haben.
Pragmatischer Transport
Der Transport von schweren und unhandlichen 
Gegenständen sowie Transportgut steht für diese 
Kunden im Vordergrund. Dieser soll problemlos 
möglich sein und dabei unabhängig von Verkehrs- 
und Witterungsbedingungen.
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Bild A-7: Kundenbedürfnismuster Mobilität [MED+13, S. 136f.] 
  
Kurzbeschreibung
Kunden wünschen sich eine Mobilitätslösung bei der 
sie sich nicht auf die Fahrt konzentrieren müssen, 
sondern sich auf andere Aktivitäten (bspw. lesen, 
arbeiten, telefonieren, entspannen) fokussieren 
können. Das Bedürfnismuster liegt vor allem bei sehr 
technologieaffinen Menschen vor. In 26 Prozent aller 
Mobilitätssituationen der 18-34-Jährigen wäre eine 
Lösung, die diese Anforderungen erfüllt ideal. Bei den 
35-49-Jährigen trifft dies auf 23 Prozent und bei den 
über 50-Jährigen nur auf 15 Prozent der Situationen 
zu. Im Ländervergleich ist insbesondere in den 
asiatischen Ländern die Nachfrage nach einer Lösung 
für dieses Bedürfnismuster vorhanden. Die Umfrage 
hat gezeigt, dass erhebliches Gestaltungspotential bei 
der Erschließung der Anforderungen durch ein neues 
Mobilitätskonzept vorliegt. Bisherige Lösungen 
erfüllen das Anforderungsprofil aus Nutzersicht bisher 
nur unzureichend [MED+13, S. 137ff.].
Anforderungsprofil
Unterhaltung und Aktivitäten
• Ich kann mich nebenbei unterhalten.
• Ich kann nebenbei Musik hören.
• Ich kann unterwegs Speisen und Getränke zu mir 
nehmen.
• Ich kann währenddessen produktiv arbeiten, als 
wäre ich an meinem Arbeitsplatz.
• Ich kann meine Zeit nutzen, um mich in meinen 
Sozialen Netzen / Communities online auszutau-
schen.
• Ich kann nebenbei lesen.
• Ich kann völlig ungestört telefonieren.
Komfort
• Ich kann mich ausruhen.
• Ich kann immer einen freien Sitzplatz finden.
• Ist klimatisiert.
• Ich muss mich nicht allzu sehr dabei konzentrieren.
Zeit und Freiraum
• Bietet mir die Möglichkeit, Zeit mit meinen Freunden 
und meiner Familie zu verbringen.
• Schenkt mir Zeit für mich selbst.
• Lässt mir Zeit, andere Menschen zu beobachten.
Schutz und Sorglosigkeit
• Bietet mir Schutz vor allen Witterungsbedingungen.
• Ich muss keine Angst vor Unfällen / Abstürzen 
haben.
Steckbrief Kundenbedürfnismuster „Zeit für andere Aktivitäten“
[MED+13, S. 139]Quelle: Fotolia (www.fotolia.de)
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A3 Analyse der Verlässlichkeit 
Für die Analyse der Verlässlichkeit Intelligenter Technischer Systeme wird der Risiko-
wert r୧ je Ausfall bestimmt. Hierzu werden die Auftretenswahrscheinlichkeit ܽݓ௜, die 
Entdeckungswahrscheinlichkeit ݁ݓ௜ sowie die Auswirkung ܽݏ௜ je Ausfall durch das in-
terdisziplinäre Entwicklungsteam bewertet (vgl. Abschnitt 5.4). Der für die Bewertungs-
faktoren verwendete Bewertungsmaßstab wird in den Tabellen A-4 bis A-6 dargestellt. 
Tabelle A-4: Bewertungsmaßstab für die Auftretenswahrscheinlichkeit ܽݓ௜ der Ausfall-
















1 gering Ausfall ist unwahrscheinlich. < 0,1 pro tausend Systeme/Einheiten < 1 * 10 -5
2
niedrig Relativ wenige Ausfälle.
0,1 pro tausend Systeme/Einheiten 1 * 10 -4
3 0,5 pro tausend Systeme/Einheiten 5 * 10 -4
4
mittelmäßig Gelegentliche Ausfälle.
1 pro tausend Systeme/Einheiten 1 * 10 -3
5 2 pro tausend Systeme/Einheiten 2 * 10 -3
6 5 pro tausend Systeme/Einheiten 5 * 10 -3
7 hoch Wiederholte Ausfälle.
10 pro tausend Systeme/Einheiten 1 * 10 -2
8 20 pro tausend Systeme/Einheiten 2 * 10 -2
9
sehr hoch Ausfall ist fast unvermeid-bar.
50 pro tausend Systeme/Einheiten 5 * 10 -2
10 > 100 pro tausend Systeme/Einheiten > 1 * 10 -1
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Tabelle A-5: Entdeckungswahrscheinlichkeit ݁ݓ௜ des Ausfalls nach AIAG [DIN60812, 

















Sehr hohe Entdeckungswahrscheinlichkeit der Fehlfunktion durch bewährtes Nach-
weisverfahren an Vorgängergeneration. Die Wirksamkeit der Entdeckungsmaßnahme 
wurde für dieses System(-element) nachgewiesen. Die Entdeckung ist fast sicher.
2 sehr hoch
Hohe Entdeckungswahrscheinlichkeit der Fehlfunktion durch bewährtes Nachweis-
verfahren. Die Wirksamkeit der Entdeckungsmaßnahme wurde für dieses Produkt 
nachgewiesen. Die Aussichten für eine Entdeckung sind sehr gut.
3 hoch
Hohe Entdeckungswahrscheinlichkeit der Fehlfunktion durch bewährtes Nachweisver-
fahren. Die Wirksamkeit der Entdeckungsmaßnahme wurde für dieses System
(-element) nachgewiesen. Die Aussichten für eine Entdeckung sind gut.
4 mäßig hoch
Mäßige Entdeckungswahrscheinlichkeit der Fehlfunktion. Bewährtes Nachweisverfah-
ren aus vergleichbarem System(-element) unter neuen Einsatz-/Randbedingungen. 
Die Aussichten für eine Entdeckung sind mäßig gut.
5 mittelmäßig
Mäßige Entdeckungswahrscheinlichkeit der Fehlfunktion. Bewährtes Nachweisverfah-
ren aus vergleichbarem System(-element) unter neuen Einsatz-/Randbedingungen. 
Die Aussichten für eine Entdeckung sind mittelmäßig.
6 niedrig
Niedrige Entdeckungswahrscheinlichkeit der Fehlfunktion. Bewährtes Nachweisver-
fahren aus vergleichbarem System(-element) unter neuen Einsatz-/Randbedingun-
gen. Die Aussichten für eine Entdeckung sind niedrig.
7 sehr niedrig
Sehr niedrige Entdeckungswahrscheinlichkeit der Fehlfunktion. Bewährtes Nachweis-
verfahren aus vergleichbarem System(-element) unter neuen Einsatz-/Randbedingun-
gen. Die Aussichten für eine Entdeckung sind sehr niedrig.
8 gering
Geringe Entdeckungswahrscheinlichkeit der Fehlfunktion, da Nachweisverfahren un-
sicher bzw. keine Erfahrung mit dem festgelegten Nachweisverfahren. Die Aussichten 
für eine Entdeckung sind gering.
9 sehr gering
Sehr geringe Entdeckungswahrscheinlichkeit der Fehlfunktion, da kein Nachweisver-
fahren bekannt bzw. kein Nachweisverfahren festgelegt ist. Die Aussichten für eine 
Entdeckung sind sehr gering.
10 völlig ungewiss Entdeckung der Fehlfunktion ist völlig ungewiss, da kein Nachweisverfahren bekannt bzw. kein Nachweisverfahren festgelegt ist. Es gibt kaum Aussichten auf Entdeckung.
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Ausfallart Reaktion des Kunden











1 keine Keine erkennbare Auswirkung.
Kunde bemerkt Fehler 
nicht.
Fehler kann im Rahmen der 
geplanten Wartungszyklen 
behoben werden, ohne dass 
es der Kunde merkt.
2 sehr gering
Systemelement erfüllt 
durch Ausfall die Anforde-
rungen nicht. 
Fehler wird von kritischen 
Kunden bemerkt (weniger 
als 25%).
Fehler kann im Rahmen der 
geplanten Wartungszyklen be-
hoben werden, ohne dass es 
der 75% der Kunden merken.
3 gering
Systemelement erfüllt 
durch Ausfall die Anforde-
rungen nicht.
Fehler wird von 50% der 
Kunden bemerkt.
Fehler kann im Rahmen der 
geplanten Wartungszyklen be-
hoben werden, ohne dass es 
der 50% der Kunden merken.
4 sehr niedrig
Systemelement erfüllt 
durch Ausfall die Anforde-
rungen nicht.
Fehler wird von den 
meisten Kunden bemerkt 
(weniger als 75%).
Fehler kann im Rahmen der 
geplanten Wartungszyklen be-
hoben werden, ohne dass es 
der 25% der Kunden merken.
5 niedrig
System betriebsbereit, 




Kunde etwas unzufrieden. Fehler ist durch eine geplante Instandhaltung zu beheben.
6 mittelmäßig
System betriebsbereit, 
aber nur mit eingeschränk-
tem Leistungsniveau 
einsetzbar, bspw. ohne 
Komfort.
Kunde unzufrieden.
Fehler ist durch eine kurz-
fristige Instandhaltung zu 
beheben.
7 hoch




unzufrieden. Der Kunde 
kann ggf. Gewährleistungs-
ansprüche geltend machen.
Fehler ist umgehend durch 
Instandhaltung zu beheben. 
8 sehr hoch
System nicht betriebsbereit 
(Verlust der Hauptfunk-
tion).
Stillstandszeiten und die 
damit verbundenen mone-
tären Verluste etc. senken 
die Kundenzufriedenheit 
stark. Der Kunde kann 
Gewährleistungsansprüche 
geltend machen.
Fehler ist umgehend durch 
Instandhaltung zu beheben. 
Ggf. ist ein System als Ersatz 






Sehr hoher Rang für 
Schwere, wenn eine mög-
liche Ausfallart die sichere 
Funktion des Systems 
beeinträchtigt und/oder die 
Nichterfüllung gesetzlicher 
Auﬂ agen Konsequenzen 
mit Warnung nach sich 
zieht.
Es kann ggf. zum Ver-
lust von Menschenleben 
kommen. Kunde kann 
Haftungsansprüche geltend 
machen. Das Verhältnis 
zum Kunden kann nachhal-
tig gestört werden.
Fehler ist umgehend durch 
Instandhaltung zu beheben. 
Rückrufaktionen können not-
wendig sein, was einen hohen 
Verlust des Image für das 





Sehr hoher Rang für 
Schwere, wenn eine mög-
liche Ausfallart die sichere 
Funktion des Systems 
beeinträchtigt  und/oder die 
Nichterfüllung gesetzlicher 
Auﬂ agen Konsequenzen 
ohne Warnung nach sich 
zieht.
Es kann ggf. zum Ver-
lust von Menschenleben 
kommen. Kunde kann 
Haftungsansprüche geltend 
machen. Das Verhältnis 
zum Kunden kann nachhal-
tig gestört werden.
Fehler ist umgehend durch 
Instandhaltung zu beheben. 
Rückrufaktionen sind notwen-
dig, hoher Verlust des Image 
des Unternehmens ist zu 
erwarten.
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A4 Checkliste zur Plausibilitätsprüfung des Wirtschaftlich-
keitsmodells 
Zur Überprüfung der Plausibilität des Wirtschaftlichkeitsmodells dient die im Folgenden 
dargestellte Checkliste in den Tabellen A-7 bis A-9. Das Vorgehen bei der Plausibilitäts-
prüfung ist in Abschnitt 5.6.1 beschrieben. 
Tabelle A-7: Checkliste zur Plausibilitätsprüfung des Wirtschaftlichkeitsmodells Teil 1 
 
Nr. Checkliste zur Plausibilitätsprüfung des Wirtschaftlichkeitsmodells - Teil 1 Ja /Nein
1 Vergleichbarkeit
1.1 Ist jedes Kosten- und Nutzenelement einer Klasse zugordnet?
1.2 Sind alle Kostenelemente deren Entstehung von einer Funktion des Intelligenten Technischen Systems abhängen als «funktionsabhängig» klassiﬁ ziert?
1.3 Sind alle Kostenelemente deren Entstehung vom Gesamtsystem abhängen als «gesamtsystemab-hängig» klassiﬁ ziert?
1.4 Sind alle Kostenelemente deren Entstehung von der Betriebssituation des Intelligenten Techni-schen Systems abhängen als «situationsabhängig» klassiﬁ ziert?
1.5 Sind alle Nutzenelemente, die vom Kunden auf Basis einer Funktion des Intelligenten Technischen Systems bewertet werden, als «funktionsabhängig» klassiﬁ ziert?
1.6 Sind alle Nutzenelemente, die vom Kunden auf Basis des gesamten Intelligenten Technischen Systems bewertet werden, als «gesamtsystemabhängig» klassiﬁ ziert?
1.7 Sind alle Nutzenelemente, die vom Kunden in jeder Betriebssituation erneut bewertet werden, als «situationsabhängig» klassiﬁ ziert?
2 Vollständigkeit (1/3)
2.1 Wurden alle Elemente benannt?
2.2 Wurden alle Beziehungen benannt?
2.3 Wurde ein projektweites Glossar erstellt?
2.4 Enthält das Glossar mindestens die Abkürzung und die entsprechend ausgeschriebene Element-bezeichnungen?
2.5 Wurden die Kostenelemente so benannt, dass sie dem Kostenträger eindeutig zugewiesen werden können?
2.6 Wurden die Nutzenelemente so benannt, dass sie dem Nutzenträger eindeutig zugewiesen werden können?
2.7 Wurden die Wirtschaftlichkeitselemente so benannt, dass der Bezug zu den in das Verhältnis gesetzten Kosten- und Nutzenelementen eindeutig ist?
2.8 Sind Stakeholderelemente nach dem Stakeholder benannt, den sie repräsentieren?
2.9 Sind die Multiplikatoren nach dem Sachverhalt benannt, den sie repräsentieren?
2.10 Sind die logischen Beziehungen, die ein Stakeholderelement mit einem Kostenelement verbinden, mit „entsteht“ benannt?
2.11 Sind die logischen Beziehungen, die ein Stakeholderelement mit einem Nutzenelement verbinden, mit „zieht“ benannt?
2.12 Sind die logischen Beziehungen, die ein Stakeholderelement mit einem Wirtschaftlichkeitselement verbinden, mit „resultiert für“ benannt?
2.13 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Lebenszykluskosten?
2.14 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Anschaffungskosten?
2.15 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Inbetriebnahmekosten?
2.16 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Betriebskosten?
2.17 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Instandhaltungskosten?
2.18 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Entsorgungskosten?
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Tabelle A-8: Checkliste zur Plausibilitätsprüfung des Wirtschaftlichkeitsmodells Teil 2 
 
Nr. Checkliste zur Plausibilitätsprüfung des Wirtschaftlichkeitsmodells - Teil 2 Ja /Nein
2 Vollständigkeit (2/3)
2.19 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Selbstkosten?
2.20 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Entwicklungskosten?
2.21 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Investitionskosten?
2.22 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Herstellkosten?
2.23 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung Vertriebskosten?
2.24 Enthält das Wirtschaftlichkeitsmodell mindestens ein Kostenelement mit der Bezeichnung sonstige Kosten?
2.25 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung Zielgewinn?
2.26 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung Unternehmenswert oder vergleichbar?
2.27 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung externer Nutzen?
2.28 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung interner Nutzen oder vergleichbar?
2.29 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung Unternehmensnutzen oder vergleichbar?
2.30 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung Synergieeffekt oder vergleichbar?
2.31 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung Einstellung oder vergleichbar?
2.32 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung situationsabhängiger Nutzen oder vergleichbar?
2.33 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung subjektiver Kundennutzen?
2.34 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung objektiver Kundennutzen?
2.35 Enthält das Wirtschaftlichkeitsmodell mindestens ein Nutzenelement mit der Bezeichnung Attribute?
2.36 Ist jedem Kostenelement ein Kostenwert als Eigenschaft zuzuweisen?
2.37 Ist jedem Nutzenelement ein erwarteter Nutzwert als Eigenschaft zugewiesen?
2.38 Ist jedem Nutzenelement ein erlebter Nutzwert als Eigenschaft zugewiesen?
2.39 Ist jedem Nutzenelement eine Kano-Kategorie als Eigenschaft zugewiesen?
2.40 Ist jedem Wirtschaftlichkeitselement ein Wert als Eigenschaft zugewiesen?
2.41 Entspricht der Wert für die Wirtschaftlichkeit dem Quotienten der mittels der Verhältnisbeziehung verbundenen Nutzen- und Kostenelemente?
2.42 Hat jedes Stakeholderelement mindesten eine logische Beziehung zu einem Kostenelement?
2.43 Hat jedes Stakeholderelement mindesten eine logische Beziehung zu einem Nutzenelement?
2.44 Hat jedes Stakeholderelement mindesten eine logische Beziehung zu einem Wirtschaftlichkeitse-lement?
2.45
Ein Stakeholderelement, das durch eine logische Beziehung mit einem Kosten- oder Nutzenele-
ment verbunden ist, ist auch mit dessen aggregierten Elementen verbunden. 
Ist die Zuordnung auf der unteren Ebene ebenfalls korrekt?
2.46 Ist jedem Multiplikator ein Wert als Eigenschaft zugewiesen?
2.47 Ist jeder Aggregationsbeziehung ein Gewichtungsfaktor zugeordnet?
2.48 Ist jeder verstärkenden Beziehung ein Verstärkungsfaktor oder eine -funktion zugewiesen?
2.49 Ist die Art der Veränderung bei einer verstärkenden Beziehung durch ein „+“ für steigen speziﬁ -ziert?
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Nr. Checkliste zur Plausibilitätsprüfung des Wirtschaftlichkeitsmodells - Teil 3 Ja /Nein
2 Vollständigkeit (3/3)
2.50 Ist die Art der Veränderung bei einer verstärkenden Beziehung durch ein „-“ für sinkend speziﬁ -ziert?
2.51 Wurde die Veränderung eines Elements bei einer verstärkenden Beziehung durch Nebenbedingun-gen, wo notwendig, genauer speziﬁ ziert?
2.52 Ist jeder dämpfenden Beziehung ein Dämpfungsfaktor oder eine -funktion zugewiesen?
2.53 Ist die Art der Veränderung bei einer dämpfenden Beziehung durch ein „+“ für steigen speziﬁ ziert?
2.54 Ist die Art der Veränderung bei einer dämpfenden Beziehung durch ein „-“ für sinkend speziﬁ ziert?
2.55 Wurde die Veränderung eines Elements bei einer dämpfenden Beziehung durch Nebenbedingun-gen, wo notwendig, genauer speziﬁ ziert?
3 Richtigkeit
3.1 Sind jedem Kostenelement kein oder mindestens zwei Elemente durch eine Aggregationsbezie-hung zugewiesen?
3.2 Sind jedem Nutzenelement kein oder mindestens zwei Elemente durch eine Aggregationsbezie-hung zugewiesen?
3.3 Zeigt die schwarze Raute einer Aggregationsbeziehung auf das Element, welches die Elemente auf der unteren Hierarchieebene zusammenfasst?
3.4 Haben die Gewichtungsfaktoren der Aggregationsbeziehung einen Wert zwischen 0 und 100 Prozent?
3.5 Ist die Summe der Gewichtungsfaktoren auf einer Hierarchieebene immer 100 Prozent?
3.6 Entspricht der Wert eines Kostenelements auf der oberen Hierarchieebene der Summe aus dem Produkt der aggregierten Kostenelemente und deren Gewichtungsfaktoren?
3.7 Entspricht der Wert eines Nutzenelements auf der oberen Hierarchieebene der Summe aus dem Produkt der aggregierten Nutzenelemente und deren Gewichtungsfaktoren?
3.8 Sind jedem Wirtschaftlichkeitselement mindestens ein Kosten- und ein Nutzenelement durch eine Verhältnisbeziehung zugewiesen?
3.9 Zeigt die zweigeteilte Raute einer Verhältnisbeziehung auf das Wirtschaftlichkeitselement?
3.10 Entspricht der Wert des Wirtschaftlichkeitselements dem Wert des Quotienten der mittels einer Verhältnisbeziehung verbundenen Nutzen- und Kostenelemente?
3.11 Zeigt die Raute einer dämpfenden Beziehung auf das Element, welches durch eine Veränderung des verbundenen Elements gedämpft wird?
3.12 Zeigt die Raute einer verstärkenden Beziehung auf das Element, welches durch eine Veränderung des verbundenen Elements verstärkt wird?
3.13 Hat jeder Multiplikator mindestens eine verstärkende oder dämpfende Beziehung mit einem Ele-ment des Wirtschaftlichkeitsmodells?
3.14 Zeigt die Raute der verstärkenden oder dämpfenden Beziehung eines Multiplikators auf das Ele-ment, welches vom Multiplikator beeinﬂ usst wird?
3.15 Hat jedes Stakeholderelement eine logische Beziehung zu einem Kosten-, Nutzen- oder Stakehol-derelement?
3.16 Zeigt die Pfeilspitze der logischen Beziehung auf das verbundene Kosten-, Nutzen- oder Stakehol-derelement?
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A5 Plausibles Wirtschaftlichkeitsmodell für das RailCab 
Im Folgenden wird das in Kapitel 5 entwickelte und bewertete plausible Wirtschaftlich-
keitsmodell für das Validierungsbeispiel RailCab dargestellt. Das Glossar in Tabelle A-
10 umfasst die im Wirtschaftlichkeitsmodell verwendeten Abkürzungen für ein einheitli-
ches Verständnis des Modells sowohl beim Modellersteller als auch beim Modellnutzer. 
Das gesamte Wirtschaftlichkeitsmodell wird in Bild A-8 im Überblick dargestellt. Bild 
A-9 zeigt den Ausschnitt für die Neue Bahntechnik Paderborn AG. Die Wirtschaftlich-
keit, welche für die RailCab AG resultiert wird in Bild A-10 und A-11 dargestellt. Die 
Wirtschaftlichkeit für den Stakeholder Reisende wird in Bild A-12 gezeigt.  
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Das Heinz Nixdorf Institut –  
Interdisziplinäres Forschungszentrum  




Das Heinz Nixdorf Institut ist ein Forschungszentrum der Universität Pader-
born. Es entstand 1987 aus der Initiative und mit Förderung von Heinz 
Nixdorf. Damit wollte er Ingenieurwissenschaften und Informatik zusammen-
führen, um wesentliche Impulse für neue Produkte und Dienstleistungen zu 
erzeugen. Dies schließt auch die Wechselwirkungen mit dem gesellschaftli-
chen Umfeld ein. 
 
Die Forschungsarbeit orientiert sich an dem Programm „Dynamik, Mobilität, 
Vernetzung: Eine neue Schule des Entwurfs der technischen Systeme von 
morgen“. In der Lehre engagiert sich das Heinz Nixdorf Institut in Studiengän-
gen der Informatik, der Ingenieurwissenschaften und der Wirtschaftswissen-
schaften. 
 
Heute wirken am Heinz Nixdorf Institut acht Professoren mit insgesamt 200 
Mitarbeiterinnen und Mitarbeitern. Etwa ein Viertel der Forschungsprojekte der 
Universität Paderborn entfallen auf das Heinz Nixdorf Institut und pro Jahr 






Heinz Nixdorf Institute –  
Interdisciplinary Research Centre  
for Computer Science and Technology  
 
 
The Heinz Nixdorf Institute is a research centre within the University of Pader-
born. It was founded in 1987 initiated and supported by Heinz Nixdorf. By do-
ing so he wanted to create a symbiosis of computer science and engineering 
in order to provide critical impetus for new products and services. This in-
cludes interactions with the social environment. 
 
Our research is aligned with the program “Dynamics, Mobility, Integration: En-
route to the technical systems of tomorrow.” In training and education the 
Heinz Nixdorf Institute is involved in many programs of study at the University 
of Paderborn. The superior goal in education and training is to communicate 
competencies that are critical in tomorrows economy. 
 
Today eight Professors and 200 researchers work at the Heinz Nixdorf Insti-
tute. The Heinz Nixdorf Institute accounts for approximately a quarter of the 
research projects of the University of Paderborn and per year approximately 
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