Pseudo-isochronicity in a class of septic differential systems  by Wu, Yusen & Li, Peiluan
Computers and Mathematics with Applications 58 (2009) 2069–2080
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Pseudo-isochronicity in a class of septic differential systemsI
Yusen Wu a,∗, Peiluan Li b
a School of Mathematical Science and Computing Technology, Central South University, Changsha 410075, Hunan, PR China
b School of Mathematics and Physics, Henan University of Science and Technology, Luoyang 471003, Henan, PR China
a r t i c l e i n f o
Article history:
Received 6 September 2008
Received in revised form 15 July 2009
Accepted 21 July 2009
Keywords:
Infinity
Singular point quantity
Period constant
Pseudo-isochronous center
Septic system
a b s t r a c t
This paper deals with the pseudo-isochronicity for a class of septic differential systems.
In this paper, we transform infinity into the origin so that the properties of infinity can
be investigated with the methods developed for finite critical points. By calculating the
singular point quantities and period constants of the origin, the problem of infinity being a
pseudo-isochronous center has been solved in this case.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and main results
In the qualitative theory of planar autonomous dynamical systems, the problems of determining center conditions and
isochronous center conditions are two issues that have stimulated a great deal of effort but which have been remarkably
intractable in general. As far as the case of the center is concerned, a lot of work has been done. Here we will not list them
one by one. When it comes to the isochronous center, the following are representative results: isochronous center at the
origin [1–14]. However, for the case of infinity being an isochronous center, we can find few results: [15–18], generalized
isochronous center at infinity in a quintic system [19].
Definition 1.1 (See [16, Definition 2.1]). For a real planar differential system, infinity (the equator) Γ∞ is said to be an
isochronous center if the trajectories in the neighborhood of infinity (the equator) are all closed and their periods are
constant.
Consider the following polynomial differential system
dx
dt
=
n∑
k=0
Xk(x, y)− y(x2 + y2)n,
dy
dt
=
n∑
k=0
Yk(x, y)+ x(x2 + y2)n,
(1)
where
Xk(x, y) =
∑
α+β=k
Aαβxαyβ , Yk(x, y) =
∑
α+β=k
Bαβxαyβ . (2)
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By means of the Bendixson reciprocal radii transformation
x = ξ
ξ 2 + η2 , y =
η
ξ 2 + η2 , dt = (ξ
2 + η2)ndτ , (3)
system (1) becomes
dξ
dτ
= −η −
n∑
k=0
(ξ 2 + η2)n−k [(ξ 2 − η2)Xk(ξ , η)+ 2ξηYk(ξ , η)] ,
dη
dτ
= ξ +
n∑
k=0
(ξ 2 + η2)n−k [(ξ 2 − η2)Yk(ξ , η)− 2ξηXk(ξ , η)] . (4)
Definition 1.2 (See [18, Definition 3.1]). Infinity (the equator) of system (1) is called a pseudo-isochronous center if the origin
of system (4) is an isochronous center.
In this paper, we are concerned with the pseudo-isochronous center conditions of infinity for a class of septic differential
systems
dx
dt
= A10x+ A01y+ A30x3 + A21x2y+ A12xy2 + A03y3 − y(x2 + y2)3,
dy
dt
= B10x+ B01y+ B30x3 + B21x2y+ B12xy2 + B03y3 + x(x2 + y2)3.
(5)
System (5) is composed of linear terms, homogeneous cubic terms and a septic term and it has no real singular point on
the equator Γ∞ of the Poincaré compactification on the sphere. As we all know searching for effective conditions to discern
whether infinity of system (5) is a focus or a center is essentially a difficult problem. Furthermore, in the case of it being
a center, it is also difficult and interesting for us to look for additional conditions in order to be pseudo-isochronous. To
the best of our knowledge, it is the first time the center and pseudo-isochronous center conditions at infinity for a septic
polynomial differential system have been studied.
By means of transformation (3) n=3, system (5) becomes
dξ
dτ
= −η − (ξ 2 + η2)2 [(ξ 2 − η2)(A10ξ + A01η)+ 2ξη(B10ξ + B01η)]
− [(ξ 2 − η2)(A30ξ 3 + A21ξ 2η + A12ξη2 + A03η3)+ 2ξη(B30ξ 3 + B21ξ 2η + B12ξη2 + B03η3)] ,
dη
dτ
= ξ + (ξ 2 + η2)2 [(ξ 2 − η2)(B10ξ + B01η)− 2ξη(A10ξ + A01η)]
+ [(ξ 2 − η2)(B30ξ 3 + B21ξ 2η + B12ξη2 + B03η3)− 2ξη(A30ξ 3 + A21ξ 2η + A12ξη2 + A03η3)] .
(6)
By means of complex transformation
z = ξ + iη, w = ξ − iη, T = iτ , i = √−1, (7)
system (6) becomes
dz
dT
= z + b03z5 + (3a30 − b12)z4w + b21z3w2 + b30z2w3 + b01z5w2 + b10z4w3,
dw
dT
= −w − a03w5 − (3b30 − a12)w4z − a21w3z2 − a30w2z3 − a01w5z2 − a10w4z3,
(8)
where
a10 = 12 (−A01 − iA10 − iB01 + B10),
a01 = 12 (A01 − iA10 + iB01 + B10),
a30 = 18 (A03 + iA12 − A21 − iA30 + iB03 − B12 − iB21 + B30) ,
a21 = 18 (−3A03 − iA12 − A21 − 3iA30 − 3iB03 + B12 − iB21 + 3B30) ,
a12 = −14 i (A12 − 2iA21 − 3A30 + 3B03 − 2iB12 − B21) ,
a03 = 18 (−A03 + iA12 + A21 − iA30 − iB03 − B12 + iB21 + B30) ,
b10 = a10, b01 = a01, b30 = a30, b21 = a21, b12 = a12, b03 = a03.
(9)
We call systems (6) and (8) associated.
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It is evident that the center or isochronous center in the real number field is respectively a special case of complex
center or complex isochronous center, i.e., the coefficients of complex system satisfy an additional conjugate condition.
Therefore, in the following we only discuss the conditions for a complex center or complex isochronous center of the
origin for system (8). In order to acquire more extended results, we assume that the coefficients aαβ , bαβ , (α, β) ∈
{(1, 0), (0, 1), (3, 0), (2, 1), (1, 2), (0, 3)} of system (8) are independent. Under the assumption, this paper factually solves
the isochronous center problem of the origin and the linearizability problem of the saddle when the coefficients of system
(8) are real.
The main results of this paper are as follows:
Theorem 1.1. The origin of system (8) is a complex isochronous center if and only if one of the following conditions holds:
(I) a21 = b21 = a10 = b10 = a12 = b12 = a30 = b01 = b03 = 0;
(II) a21 = b21 = a10 = b10 = a12 = b12 = b30 = a01 = a03 = 0;
(III) a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = a01 = 0;
(IV) a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = b01 = 0;
(V) a21 = b21 = a10 = b10 = a12 = b12 = a01 = b01 = 0, a230a03 + b230b03 = 0;
(VI) a21 = b21 = a10 = b10 = a12 = b30 = a01 = a03 = 0, b12 6= 0;
(VII) a21 = b21 = a10 = b10 = b12 = a30 = b01 = b03 = 0, a12 6= 0;
(VIII) a21 = b21 = a10 = b10 = a01 = b01 = a03 = b03 = 0,
a30 = 14b12, b30 =
1
4
a12, a12 6= 0 or b12 6= 0;
(IX) a21 = b21 = a30 = b30 = a01 = b01 = a10 = b10 = a12 = b03 = 0, b12 6= 0;
(X) a21 = b21 = a30 = b30 = a01 = b01 = a10 = b10 = b12 = a03 = 0, a12 6= 0.
Corollary 1.1. Infinity of system (5) is a pseudo-isochronous center if and only if one of the following conditions holds:
(i) A10 = B10 = A01 = B01 = 0, A21 = −B12, B21 = −3A30, A12 = −3B03,
B12 = 32 (A03 − B30), A
3
03 + A203B30 − 8A03A230 + 8A03A30B03 − A03B230 − 8A30B03B30 + 8B203B30 − B330 = 0;
(ii) A30 = −A12, B30 = 0, A21 = B12, B21 = −A12, A03 = 0, B03 = A12.
This paper is organized as follows: In Section 2, some basic results in [6,20] are presented which are necessary for
investigating the center conditions and isochronous center conditions of the origin. In Section 3, we talk about the relation
between infinity and the origin and transform infinity of system (5) to the origin. In Section 4, we compute the singular
point quantities at the origin of system (8) and obtain the center conditions. In Section 5, we compute period constants and
discuss the isochronous center conditions.
The technique employed in this paper is based on the origin of associated complex systems and differs more than the
usual ones.
All calculations in this paper have been done with the computer algebra system-MATHEMATICA.
2. Some preliminary results
Consider the real polynomial differential system
dx
dt
= −y+
∞∑
k=2
Xk(x, y),
dy
dt
= x+
∞∑
k=2
Yk(x, y),
(10)
by means of the transformation
z = x+ iy, w = x− iy, T = it, i = √−1, (11)
system (10) is transformed to
dz
dT
= z +
∞∑
k=2
Zk(z, w) = Z(z, w),
dw
dT
= −w −
∞∑
k=2
Wk(z, w) = −W (z, w),
(12)
where
Zk(z, w) =
∑
α+β=k
aαβzαwβ , Wk(z, w) =
∑
α+β=k
bαβwαzβ . (13)
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In [6,20,21], the authors defined the complex center and the complex isochronous center for system (12) and gave
two recursive algorithms to determine necessary conditions for a center and an isochronous center. We now restate the
definitions and algorithms.
By means of transformation
z = reiθ , w = re−iθ , T = it, (14)
where r, θ are complex numbers, system (12) can be transformed into
dr
dt
= iwZ − zW
2r
= ir
∞∑
k=1
wZk+1 − zWk+1
2zw
= ir
2
∞∑
k=1
∑
α+β=k+2
(aα,β−1 − bβ,α−1)ei(α−β)θ rk,
dθ
dt
= wZ + zW
2zw
= 1+
∞∑
k=1
wZk+1 + zWk+1
2zw
= 1+ 1
2
∞∑
k=1
∑
α+β=k+2
(aα,β−1 + bβ,α−1)ei(α−β)θ rk.
(15)
For the complex constant h, |h|  1, we write the solution of system (15) satisfying the initial condition r|θ=0 = h as
r = r˜(θ, h) = h+
∞∑
k=2
νk(θ)hk (16)
and denote
τ(ϕ, h) =
∫ ϕ
0
dt
dθ
dθ
=
∫ ϕ
0
[
1+ 1
2
∞∑
k=1
∑
α+β=k+2
(aα,β−1 + bβ,α−1)ei(α−β)θ r˜k(θ, h)
]−1
dθ. (17)
Definition 2.1 (See [6, Definition 2.1]). For a sufficiently small complex constant h, the origin of system (12) is called a
complex center if r˜(2pi, h) ≡ h, and it is called a complex isochronous center if
r˜(2pi, h) ≡ h, τ (2pi, h) ≡ 2pi. (18)
Lemma 2.1 (See [6, Lemma 2.1]). For system (12), we can derive uniquely the following formal series:
ξ = z +
∞∑
k+j=2
ckjzkwj, η = w +
∞∑
k+j=2
dkjwkz j, (19)
where ck+1,k = dk+1,k = 0, k = 1, 2, . . ., such that
dξ
dT
= ξ +
∞∑
j=1
pjξ j+1ηj,
dη
dT
= −η −
∞∑
j=1
qjηj+1ξ j. (20)
Definition 2.2 (See [6, Definition 2.2]). Let µ0 = 0, µk = pk − qk, τk = pk + qk, k = 1, 2, . . . . µk is called the kth singular
point quantity of the origin of system (12) and τk is called the kth period constant of the origin of system (12).
Theorem A (See [6, Corollary 2.3]). For system (12), the origin is a complex center if and only if µk = 0, k = 1, 2, . . .. The origin
is a complex isochronous center if and only if µk = τk = 0, k = 1, 2, . . . .
Theorem B (See [21, Theorem 2.1]). For system (12), we can derive successively the terms of the following formal series:
M(z, w) =
∞∑
α+β=0
cαβzαwβ , (21)
such that
∂(MZ)
∂z
− ∂(MW )
∂w
=
∞∑
m=1
(m+ 1)µm(zw)m, (22)
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where c00 = 1,∀ckk ∈ R, k = 1, 2, . . ., and for any integer m, µm is determined by the following recursive formulae:
c00 = 1;
when (α = β > 0) or α < 0, or β < 0, cαβ = 0;
else
cαβ = 1
β − α
α+β+2∑
k+j=3
[(α + 1)ak,j−1 − (β + 1)bj,k−1]cα−k+1,β−j+1, (23)
µm =
2m+2∑
k+j=3
(ak,j−1 − bj,k−1)cm−k+1,m−j+1. (24)
Theorem C (See [6, Theorem 3.1]). For system (12), we can derive uniquely the following formal series:
f (z, w) = z +
∞∑
k+j=2
c ′kjz
kwj, g(z, w) = w +
∞∑
k+j=2
d′kjw
kz j, (25)
where c ′k+1,k = d′k+1,k = 0, k = 1, 2, . . ., such that
df
dT
= f (z, w)+
∞∑
j=1
p′jz
j+1wj,
dg
dT
= −g(z, w)−
∞∑
j=1
q′jw
j+1z j, (26)
and when k− j− 1 6= 0, c ′kj and d′kj are determined by the following recursive formulae:
c ′kj =
1
j+ 1− k
k+j+1∑
α+β=3
[(k− α + 1)aα,β−1 − (j− β + 1)bβ,α−1]c ′k−α+1,j−β+1,
d′kj =
1
j+ 1− k
k+j+1∑
α+β=3
[(k− α + 1)bα,β−1 − (j− β + 1)aβ,α−1]d′k−α+1,j−β+1,
(27)
and for any positive integer j, p′j and q
′
j are determined by the following recursive formulae:
p′j =
2j+2∑
α+β=3
[(j− α + 2)aα,β−1 − (j− β + 1)bβ,α−1]c ′j−α+2,j−β+1,
q′j =
2j+2∑
α+β=3
[(j− α + 2)bα,β−1 − (j− β + 1)aβ,α−1]d′j−α+2,j−β+1.
(28)
In expressions (27) and (28), we have let c ′10 = d′10 = 1, c ′01 = d′01 = 0, and if α < 0 or β < 0, let aαβ = bαβ = c ′αβ =
d′αβ = 0.
The relations between pj, qj and p′j, q
′
j (j = 1, 2, . . .) are as follows:
Theorem D (See [6, Theorem 3.2]). Let p0 = q0 = p′0 = q′0 = 0. If there exists a positive integer k, such that
p0 = q0 = p1 = q1 = · · · = pk−1 = qk−1 = 0, (29)
then
p′0 = q′0 = p′1 = q′1 = p′k−1 = q′k−1 = 0, pk = p′k, qk = q′k (30)
per contra, it holds as well.
Similarly to the constructive theorem of singular point quantities, we obtain the following state.
Theorem E (See [16, Theorem 2.6]). The kth period constant τk at the origin of system (12) is a Lie invariant of order k.
Theorem E implies a sufficient condition for the origin to be a complex isochronous center:
Theorem F (See [16, Theorem 2.7]). If all the elementary Lie invariants of system (12) are zero, then the origin is a complex
isochronous center.
We introduce double parameter transformation groups
z = ρeiθ z˜, w = ρe−iθ w˜, (31)
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where z˜, w˜ are new variables, ρ, θ are complex parameters and ρ 6= 0. Denote z = x+ iy, w = x− iy, z˜ = x˜+ iy˜, w˜ = x˜− iy˜.
Transformation (31) can be turned into
x = ρ(x˜ cos θ − y˜ sin θ), y = ρ(x˜ sin θ + y˜ cos θ). (32)
In the case of real variables and real parameters, (32) is a transformation of similar rotation. With (31) being used, system
(12) can be transformed into
dz˜
dT
= z˜ +
∞∑
α+β=2
a˜αβ z˜αw˜β ,
dw˜
dT
= −w˜ −
∞∑
α+β=2
b˜αβw˜α z˜β ,
(33)
where ρ, θ are parameters, z˜, w˜, T are variables, and ∀α ≥ 0, β ≥ 0 we have
a˜αβ = aαβρα+β−1ei(α−β−1)θ ,
b˜αβ = bαβρα+β−1e−i(α−β−1)θ .
(34)
Under the transformation (31), suppose that f = f (aαβ , bαβ) is a polynomial of aαβ , bαβ with complex coefficients, and
denote
f˜ = f (a˜αβ , b˜αβ), f ∗ = f (a∗αβ , b∗αβ), (35)
where a∗αβ = bαβ , b∗αβ = aαβ , α ≥ 0, β ≥ 0, α + β ≥ 2.
Definition 2.3 (See [20, Definition 2.1]). Suppose that there exist constants λ, σ , such that f˜ = ρλeiσθ f , we say that λ
is a similar exponent and σ a rotation exponent of system (12) under the transformation (31), which are denoted by
Is(f ) = λ, Ir(f ) = σ .
(i) A polynomial f = f (aαβ , bαβ) is called a Lie invariant of order k, if f˜ = ρ2kf .
(ii) An invariant f is called a monomial Lie invariant, if f is both of a Lie invariant and a monomial of aαβ , bαβ .
(iii) Amonomial Lie invariant f is called an elementary Lie invariant, if it cannot be expressed as a product of twomonomial
Lie invariants.
Lemma 2.2 (The Constructive Theorem of Singular Point Quantities, See [20, Theorem 2.5]). A k-order singular point quantity of
system (12) at the origin can be represented as a linear combination of k-order monomial Lie invariants and their antisymmetry
forms, i.e.,
µk =
N∑
j=1
γkj(gkj − g∗kj), k = 1, 2, . . . , (36)
where N is a positive integer and γkj is a rational number, gkj and g∗kj are k-order monomial Lie invariants of system (12).
Lemma 2.3 (The Extended Symmetric Principle, See [20, Theorem 2.6]). Let g denote an elementary Lie invariant of system (12).
If for all g the symmetric condition g = g∗ is satisfied, then the origin of system (12) is a complex center. Namely, all singular
point quantities of the origin are zero.
Lemma 2.4 (The Time-angle Difference Theorem, See [22, Theorem 2.10]). Suppose that the origin of systems (10) and (12) is a
complex isochronous center. Then, the origin of systems (10) and (12) is a complex isochronous center, if and only if there exists a
formal series
G(z, w) =
∞∑
k=1
g3k(z, w)
(zw)k
, (37)
where g3k(z, w) are homogeneous polynomials with respect to z andw of degree 3k, such that
dG
dt
− 1+ dθ
dt
= 0. (38)
3. Relation between infinity and the origin
For system (1), the equator Γ∞ on the Poincaré closed sphere is a trajectory of the system, having no real singular point.
Γ∞ is also called infinity or the infinity point of the system. Bymeans of Bendixson transformation by reciprocal radii, infinity
of system (1) is transformed into the origin of system (1), so we can use the methods of the origin to study the properties of
infinity of system (1).
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Similarly to (7.9) in [23], under the transformation
x = ξ
ξ 2 + η2 , y =
η
ξ 2 + η2 , (39)
system
dx
dt
=

0, (x, y) = (0, 0),
−y+ 1
(x2 + y2)n
n∑
k=0
Xk(x, y), for other x, y,
(40)
dy
dt
=

0, (x, y) = (0, 0),
x+ 1
(x2 + y2)n
n∑
k=0
Yk(x, y), for other x, y,
can be transferred into system (4). Thus infinity of system (1) being a pseudo-isochronous center is equivalent to the origin
of system (4) being an isochronous center.
By means of transformation (7), system (4) becomes its associated complex system
dz
dT
= z + z2
n∑
k=0
Wn−k(z, w)(zw)k,
dw
dT
= −w − w2
n∑
k=0
Zn−k(z, w)(zw)k,
(41)
where
Zk(z, w) = Yk
(
z + w
2
,
z − w
2i
)
− iXk
(
z + w
2
,
z − w
2i
)
,
Wk(z, w) = Yk
(
z + w
2
,
z − w
2i
)
+ iXk
(
z + w
2
,
z − w
2i
)
.
(42)
In [5], the authors defined first the complex isochronous center (extended isochronous center). The origin of system (10)
being an isochronous center is equivalent to the origin of its associated system (12) being a complex isochronous center.
Obviously, system (41) is a particular case of system (12). From Section 2, we know that the problem to determine the center
and pseudo-isochronous center conditions at infinity of system (1) can be interpreted to the computation of singular point
quantities and period constants at the origin of system (41).
4. Singular point quantities and center conditions
Applying recursive formulae (23) and (24) (detailed recursive formulae, see Appendix A), we compute the singular point
quantities at the origin of system (8) and simplify them, we have
Theorem 4.1. The first 8 singular point quantities at the origin of system (8) are as follows:
µ1 = 0,
µ2 = −a21 + b21,
µ3 = −a10 + b10,
µ4 = −a12a30 + b12b30,
µ5 = 12 (−a12b01 + a01b12),
µ6 = 12 (−a03a30b12 + a12b03b30),
µ7 = 18 (2a12a21b01 + a01a12b03 − 2a01a21b12 − a03b01b12 + 2a12b01b21 − 2a01b12b21),
µ8 = 18 (2a10a12b01 − a
2
12a21b03 + 2a12b01b10 − 2a01a10b12 + 2a03a21a30b12
− 2a01b10b12 + a03a21b212 − a212b03b21 + 2a03a30b12b21 + a03b212b21 − 2a12a21b03b30 − 2a12b03b21b30).
In the above expression of µk, we have already let µ1 = · · · = µk−1 = 0, k = 2, 3, . . . , 8.
From Theorem 4.1, we get
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Lemma 4.1. For system (8), the first 8 singular point quantities are zero if and only if there exist λ, γ , p, q, s, such that one of
the following three conditions holds:
a21 = b21 = λ, a10 = b10 = γ , a12 = b12 = 0; (43)
a21 = b21 = λ, a10 = b10 = γ , a30 = pb12, b30 = pa12,
a01 = qa12, b01 = qb12, a03 = sa212, b03 = sb212, a12 6= 0 or b12 6= 0;
(44)
a21 = b21 = a30 = b30 = a01 = b01 = 0, a10 = b10 = γ ,
a12 6= 0 or b12 6= 0. (45)
Lemma 4.2. Under condition (45), the first 14 singular point quantities at the origin of system (8) are as follows:
µ1 = · · · = µ8 = 0,
µ9 = −38 (a
2
12b03 − a03b212)γ ,
µ10 = 148 (a03b03 − 4a12b12)(a
2
12b03 − a03b212),
µ11 = µ12 = µ13 = 0,
µ14 = 2180a
2
12b
2
12(a
2
12b03 − a03b212).
In the above expression of µk, we have already let µ1 = · · · = µk−1 = 0, k = 2, 3, . . . , 14.
From Lemma 4.2, we get
Lemma 4.3. Under condition (45), the first 14 singular point quantities are zero if and only if one of the following three conditions
holds:
a21 = b21 = a30 = b30 = a01 = b01 = 0, a10 = b10 = γ , a212b03 = b212a03,
a12 6= 0 or b12 6= 0; (46)
a21 = b21 = a30 = b30 = a01 = b01 = a10 = b10 = a12 = b03 = 0, b12 6= 0; (47)
a21 = b21 = a30 = b30 = a01 = b01 = a10 = b10 = b12 = a03 = 0, a12 6= 0. (48)
From the technique employed in [20], we have
Lemma 4.4. System (8) has the following 26 elementary Lie invariants:
a10, b10, a21, b21, a01b01, a30b30, a12b12, a03b03,
b01a12, b01b30, a30a12,
a01b12, a01a30, b30b12,
b201a03, a
2
30a03, b
2
12a03, b01a30a03, b01b12a03, a30b12a03,
a201b03, b
2
30b03, a
2
12b03, a01b30b03, a01a12b03, b30a12b03.
(49)
On the basis of Lemmas 4.1, 4.3 and 4.4, we obtain that
Theorem 4.2. For system (8), all the singular point quantities at the origin are zero if and only if one of the four conditions (43),
(44), (47) and (48) holds. Correspondingly, the four conditions are the center conditions of the origin.
Proof. If condition (43) holds, system (8) has the integrating factor (zw)−5. If condition (44) holds, system (8) satisfies the
conditions of Lemma 2.3. Condition (46) is a specific instance of condition (44). If condition (47) or (48) holds, system (8)
has the integrating factor (zw)−4(1+ b03z4 + a03w4)− 14 . 
5. Period constants and isochronous center conditions
Now let us turn to the investigation of isochronous center conditions of the origin for system (8). According to Theorems C
and D, we get the recursive formulae to compute period constants (detailed recursive formulae, see Appendix B). From the
center conditions given in Section 4, we investigate the following three cases:
Case 1: Condition (43) holds.
Putting condition (43) into the recursive formulae in Appendix B, we obtain the first sixteen period constants:
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τ1 = 0, τ2 = 2λ, τ3 = 2γ , τ4 = 0, τ5 = 32 (a01a30 + b01b30),
τ6 = −3(a03a230 + b03b230), τ7 = τ8 = τ9 = 0, τ10 = 39a01a30b01b30,
τ11 = 375964 (a01a03a
3
30 + b01b03b330), τ12 = τ13 = τ14 = τ15 = 0,
τ16 = − 21256 (23 677a
2
01a03a
4
30 − 128 960a03a330b03b330 + 23 677b201b03b430).
(50)
In the above expression of τk, we have already let τ1 = · · · = τk−1 = 0, k = 2, 3, . . . , 16.
From expression (50), it is easy to get that
Theorem 5.1. When (43) holds, the first sixteen period constants of the origin of system (8) are zero if and only if one of the
following three conditions holds:
a21 = b21 = a10 = b10 = a12 = b12 = a30 = b01 = b03 = 0; (51)
a21 = b21 = a10 = b10 = a12 = b12 = b30 = a01 = a03 = 0; (52)
a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = 0. (53)
Theorem 5.2. The origin of system (8) is a complex isochronous center if and only if one of (51) and (52) and the following
conditions holds:
a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = a01 = 0; (54)
a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = b01 = 0; (55)
a21 = b21 = a10 = b10 = a12 = b12 = a01 = b01 = 0, a230a03 + b230b03 = 0. (56)
Proof. When condition (51) or (52) holds, all the elementary Lie invariants of system (8) vanish. According to Theorem F,
the origin is a complex isochronous center.
When condition (54) or (55) holds, without loss of generality, we suppose condition (54) holds, then system (8) becomes
dz
dT
= z(1+ b03z4 + b01z4w2),
dw
dT
= −w(1+ a03w4).
(57)
For system (57), under (14), we have
dθ
dt
= 1
2
(2+ a03w4 + b03z4 + b01z4w2), (58)
there exists a function
G(z, w) = 1
4
i loge
z2w2
1+ a03w4 , (59)
such that
dG
dt
− 1+ dθ
dt
= 0. (60)
Similarly, when condition (55) holds, we can find the function
G(z, w) = −1
4
i loge
z2w2
1+ b03z4 (61)
to satisfy (60). According to Lemma 2.4, under condition (54) or (55), the origin of system (8) is a complex isochronous
center.
When condition (56) holds, the first twenty Pleshkan polynomials are zero which suggests that the origin of system (8)
is a complex isochronous center. 
Case 2: Condition (44) holds.
Putting condition (44) into the recursive formulae in Appendix B, we get the first six period constants:
τ1 = 0, τ2 = 2λ, τ3 = 2γ , τ4 = −a12b12(−1+ 4p),
τ5 = −54a12b12q, τ6 =
3
8
a212b
2
12s.
(62)
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In the above expression of τk, we have already let τ1 = · · · = τk−1 = 0, k = 2, 3, . . . , 6.
Theorem 5.3. Under condition (44), the first six period constants of the origin of system (8) are zero if and only if one of the
following three conditions holds:
a21 = b21 = a10 = b10 = a12 = b30 = a01 = a03 = 0, b12 6= 0; (63)
a21 = b21 = a10 = b10 = b12 = a30 = b01 = b03 = 0, a12 6= 0; (64)
a21 = b21 = a10 = b10 = a01 = b01 = a03 = b03 = 0,
a30 = 14b12, b30 =
1
4
a12, a12 6= 0 or b12 6= 0.
(65)
Theorem 5.4. The origin of system (8) is a complex isochronous center if and only if one of the three conditions in Theorem 5.3
holds.
Proof. When condition (63) or (64) holds, all the elementary Lie invariants are zero.
When condition (65) holds, system (8) becomes
dz
dT
= −1
4
z(−4+ b12z3w − a12zw3),
dw
dT
= 1
4
w(−4+ a12w3z − b12wz3),
(66)
for system (66), from (14), we have dθdt = 12
( 1
z
dz
dT − 1w dwdT
) = 1. System (66) therefore has a complex isochronous center at
the origin. 
Case 3: Condition (47) or (48) holds.
Theorem 5.5. The origin of system (8) is a complex isochronous center if and only if condition (47) or (48) holds.
Proof. Putting condition (47) or (48) into the recursive formulae in Appendix B, we get that the first twenty period constants
are all zero.
On the other hand, when condition (47) or (48) holds, there exists the function (59) or (61) such that (60) is satisfied,
respectively. 
Synthesizing all above cases, we have
Theorem 5.6. The origin of system (8) is a complex isochronous center if and only if one of the following conditions holds:
(I) a21 = b21 = a10 = b10 = a12 = b12 = a30 = b01 = b03 = 0;
(II) a21 = b21 = a10 = b10 = a12 = b12 = b30 = a01 = a03 = 0;
(III) a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = a01 = 0;
(IV) a21 = b21 = a10 = b10 = a12 = b12 = a30 = b30 = b01 = 0;
(V) a21 = b21 = a10 = b10 = a12 = b12 = a01 = b01 = 0, a230a03 + b230b03 = 0;
(VI) a21 = b21 = a10 = b10 = a12 = b30 = a01 = a03 = 0, b12 6= 0;
(VII) a21 = b21 = a10 = b10 = b12 = a30 = b01 = b03 = 0, a12 6= 0;
(VIII) a21 = b21 = a10 = b10 = a01 = b01 = a03 = b03 = 0,
a30 = 14b12, b30 =
1
4
a12, a12 6= 0 or b12 6= 0;
(IX) a21 = b21 = a30 = b30 = a01 = b01 = a10 = b10 = a12 = b03 = 0, b12 6= 0;
(X) a21 = b21 = a30 = b30 = a01 = b01 = a10 = b10 = b12 = a03 = 0, a12 6= 0.
In view of the conjugate condition (9), we have
Corollary 5.1. Infinity of system (5) is a pseudo-isochronous center if and only if condition (V) or (VIII) holds, which is equivalent
to the following conditions, respectively:
(i) A10 = B10 = A01 = B01 = 0, A21 = −B12, B21 = −3A30, A12 = −3B03,
B12 = 32 (A03 − B30), A
3
03 + A203B30 − 8A03A230 + 8A03A30B03 − A03B230 − 8A30B03B30 + 8B203B30 − B330 = 0;
(ii) A30 = −A12, B30 = 0, A21 = B12, B21 = −A12, A03 = 0, B03 = A12.
According to Corollary 5.1, we have the following two numerical examples:
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Example 5.1. Infinity of system
dx
dt
= x3 − 3xy2 + y3 − y(x2 + y2)3,
dy
dt
= x3 − 3x2y+ y3 + x(x2 + y2)3,
(67)
is a pseudo-isochronous center which belongs to case (i).
Example 5.2. Infinity of system
dx
dt
= −x3 + x2y+ xy2 − y(x2 + y2)3,
dy
dt
= −x2y+ xy2 + y3 + x(x2 + y2)3,
(68)
is a pseudo-isochronous center which belongs to case (ii).
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Appendix A
The recursive formulae to compute the singular point quantities at the origin of system (8):
c00 = 1;
when (α = β > 0) or α < 0, or β < 0,
cαβ = 0;
otherwise
cαβ = − 1
β − α (−b01c−4+α,−2+β − b01αc−4+α,−2+β − b03c−4+α,β − b03αc−4+α,β
+ a10c−3+α,−3+β − b10c−3+α,−3+β + a10βc−3+α,−3+β − b10αc−3+α,−3+β
− 2a30c−3+α,−1+β + b12c−3+α,−1+β + a30βc−3+α,−1+β − 3a30αc−3+α,−1+β
+ b12αc−3+α,−1+β + a01c−2+α,−4+β + a01βc−2+α,−4+β + a21c−2+α,−2+β
− b21c−2+α,−2+β + a21βc−2+α,−2+β − b21αc−2+α,−2+β − a12c−1+α,−3+β
+ 2b30c−1+α,−3+β − a12βc−1+α,−3+β + 3b30βc−1+α,−3+β − b30αc−1+α,−3+β + a03cα,−4+β + a03βcα,−4+β),
µm = b01c−4+m,−2+m + b03c−4+m,m − a10c−3+m,−3+m + b10c−3+m,−3+m
+ 2a30c−3+m,−1+m − b12c−3+m,−1+m − a01c−2+m,−4+m − a21c−2+m,−2+m
+ b21c−2+m,−2+m + a12c−1+m,−3+m − 2b30c−1+m,−3+m − a03cm,−4+m.
Appendix B
The recursive formulae to compute the period constants of the origin of system (8):
c ′10 = d′10 = 1; c ′01 = d′01 = 0;
if k < 0 or j < 0 or (j > 0 and k = j+ 1) then c ′kj = 0, d′kj = 0;
else
c ′kj =
1
j+ 1− k (b01(−4+ k)c
′
−4+k,−2+j + b03(−4+ k)c ′−4+k,j + (−a10(−3+ j)
+ b10(−3+ k))c ′−3+k,−3+j + (−a30(−1+ j)+ (3a30 − b12)(−3+ k))
× c ′−3+k,−1+j + (−a21(−2+ j)+ b21(−2+ k))c ′−2+k,−2+j
+ (−(−a12 + 3b30)(−3+ j)+ b30(−1+ k))c ′−1+k,−3+j),
d′kj =
1
j+ 1− k (a01(−4+ k)d
′
−4+k,−2+j + a03(−4+ k)d′−4+k,j + (−b10(−3+ j)
+ a10(−3+ k))d′−3+k,−3+j + (−b30(−1+ j)+ (−a12 + 3b30)(−3+ k))
× d′−3+k,−1+j + (−b21(−2+ j)+ a21(−2+ k))d′−2+k,−2+j
+ (−(3a30 − b12)(−3+ j)+ a30(−1+ k))d′−1+k,−3+j),
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p′j = b01(−3+ j)c ′−3+j,−2+j + b03(−3+ j)c ′−3+j,j + (−a10(−3+ j)
+ b10(−2+ j))c ′−2+j,−3+j + ((3a30 − b12)(−2+ j)− a30(−1+ j))
× c ′−2+j,−1+j + (−a21(−2+ j)+ b21(−1+ j))c ′−1+j,−2+j + (−(−a12 + 3b30)(−3+ j)+ b30j)c ′j,−3+j,
q′j = a01(−3+ j)d′−3+j,−2+j + a03(−3+ j)d′−3+j,j + (−b10(−3+ j)
+ a10(−2+ j))d′−2+j,−3+j + ((−a12 + 3b30)(−2+ j)− b30(−1+ j))
× d′−2+j,−1+j + (−b21(−2+ j)+ a21(−1+ j))d′−1+j,−2+j + (−(3a30 − b12)(−3+ j)+ a30j)d′j,−3+j,
τj = pj + qj = p′j + q′j.
References
[1] L. Cairó, J. Chavarriga, J. Giné, J. Llibre, A class of reversible cubic systems with an isochronous center, Comput. Math. Appl. 38 (1999) 39–53.
[2] J. Chavarriga, J. Giné, I. García, Isochronous centers of a linear center perturbed by fourth degree homogeneous polynomial, Bull. Sci. Math. 123 (1999)
77–96.
[3] J. Chavarriga, J. Giné, I. García, Isochronous centers of a linear center perturbed by fifth degree homogeneous polynomial, J. Comput. Appl. Math. 126
(2000) 351–368.
[4] C.J. Christopher, J. Devlin, Isochronous centers in planar polynomial systems, SIAM J. Math. Anal. 28 (1997) 162–177.
[5] Y. Lin, J. Li, Normal form and critical points of the period of closed orbits for planar autonomous systems, Acta Math. Sinica 34 (1991) 490–501 (in
Chinese).
[6] Y. Liu, W. Huang, A newmethod to determine isochronous center conditions for polynomial differential systems, Bull. Sci. Math. 127 (2003) 133–148.
[7] N.G. Lloyd, J. Christopher, J. Devlin, J.M. Pearson, N. Yasmin, Quadratic like cubic systems, Differential Equations Dynam. Systems 5 (3–4) (1997)
329–345.
[8] W.S. Loud, Behavior of the period of solutions of certain plane autonomous systems near centers, Contrib. Differential Equations 3 (1964) 21–36.
[9] P. Mardesic, L. Moser-Jauslin, C. Rousseau, Darboux linearization and isochronous centers with a rational first integral, J. Differential Equations 134
(1997) 216–268.
[10] P. Mardesic, C. Rousseau, B. Toni, Linearization of isochronous centers, J. Differential Equations 121 (1995) 67–108.
[11] I. Pleshkan, A new method of investigating the isochronicity of a system of two differential equations, Differential Equations 5 (1969) 796–802.
[12] V. Romanovski, M. Robnik, The center and isochronicity problems for some cubic systems, J Phys. A 34, 10267-10292.
[13] C. Rousseau, B. Toni, Local bifurcation in vector fields with homogeneous nonlinearities of the third degree, Canad. Math. Bull. 36 (1993) 473–484.
[14] C. Rousseau, B. Toni, Local bifurcation of critical periods in the reduced Kukles system, Canad. J. Math. 49 (1997) 338–358.
[15] J. Chavarriga, J. Giné, I. García, Isochronous centers of cubic systems with degenerate infinity, Differential Equations Dynam. Systems 7 (2) (1999)
221–238.
[16] W.Huang, Y. Liu, Conditions of infinity to be an isochronous center for a class of differential systems, in: D.Wang, Z. Zheng (Eds.), Differential Equations
with Symbolic Computation, Birkhäuser Press, 2005, pp. 37–54.
[17] W. Huang, Y. Liu, Conditions of infinity to be an isochronous centre for a rational differential system, Math. Comput. Model. 46 (2007) 583–594.
[18] Y. Liu, W. Huang, Center and isochronous center at infinity for differential systems, Bull. Sci. Math. 128 (2004) 77–89.
[19] H. Chen, Center-focus determination and bifurcation of limit cycles of the equator for planar polynomial differential systems, Doctoral Dissertation,
Central South University, 2003, pp. 121–132.
[20] Y. Liu, J. Li, Theory of values of singular point in complex autonomous differential system, Sci. China Ser. A 3 (1989) 245–255.
[21] Y. Liu, H. Chen, Formulas of singular point quantities and the first 10 saddle quantities for a class of cubic system, Acta Math. Appl. Sinica 25 (2002)
295–302 (in Chinese).
[22] Y. Liu, J. Li, Period constants and Time-Angle difference of isochronous centers for complex analytic systems, Internat. J. Bifur. Chaos 16 (12) (2006)
3747–3757.
[23] W. Huang, Several classes of bifurcations of limit cycles and isochronous centers for differential autonomous systems, Doctoral Dissertation, Central
South University, 2004, pp. 87–97.
