The accuracy of far-field noise obtained by the mathematical extrapolation of near-field noise data by Karel, S. & Ahtye, W. F.
General Disclaimer 
One or more of the Following Statements may affect this Document 
 
 This document has been reproduced from the best copy furnished by the 
organizational source. It is being released in the interest of making available as 
much information as possible. 
 
 This document may contain data, which exceeds the sheet parameters. It was 
furnished in this condition by the organizational source and is the best copy 
available. 
 
 This document may contain tone-on-tone or color graphs, charts and/or pictures, 
which have been reproduced in black and white. 
 
 This document is paginated as submitted by the original source. 
 
 Portions of this document are not fully legible due to the historical nature of some 
of the material. However, it is the best reproduction available from the original 
submission. 
 
 
 
 
 
 
 
Produced by the NASA Center for Aerospace Information (CASI) 
https://ntrs.nasa.gov/search.jsp?R=19750020994 2020-03-22T19:49:37+00:00Z
 NASA TECHNICAL	 NASA TM X-62,434
s	 MEMORANDUM
$l
qqq
(NASA-TM-X-62434) THE ACCURACY OF FAA-FIELD 	 N75-29061
NOISE OBTAINED BY THE MATHEMATICAL
X	 EXTRAPOLATION OF NEAR-FIELD NCISE DATA
E	 (NASA) 12 p HC $3.25	 CSCL 01C	 Unclasx	 F	 G3/03 32404
f
a
THE ACCURACY OF FAR-FIELD NOISE OBTAINED BY THE MATHEMATICALS
z	 EXTRAPOLATION OF NEAR-FIELD NOISE DATA
Warren F. Ahtye and Steven Karel
Ames Research Center
Moffett Field, California 94035
and
U.S. Army Element NASA
Washington, D.C. 20546 AUG 105
ktCElyED
NASA STI FACIUTy ry
INPUT BRANCH
	
cs l
r
t
July 1975
iI. Report No, 2. Government Accaalon No. 3, Recipient's Catalog No.
X-62 434
4. Title and Subtitle S. Report Onto
THE ACCURACY OF FAR-FIELD NOISE OB'T'AINED BY Tim
6. Performing Organization CadeMATHEMA'T'ICAL EXTRAPOLATION OF NEAR-FIELD NOISE DATA
7. Authorial 8. Performing Organization Report No
Warren F. Ahtye and Steven Karel A-6077
10, Work Unit No.
505 -10-319. Performing Organization Name and Addrea
Ames Research Center	 U.S. Army Element NASA
Moffett Field, Calif. 94035	 Washington, D.C.	 20546
11. Contract or Grant No.
13. Type of Report and Period Covered
Technical Memorandum12, Sponsoring Agency Name and Address
National Aeronautics and Space Administration 14. Sponsoring Agency Code
Washington, D.C. 	 20546
15, SupplemenLry Notes
16, Abstract
This paper describes the results of an analytical study of the accuracy
and limitations of a technique that permits the mathematical extrapolation
of near-field noise data to far-field conditions.	 The effects of the follow-
ing variables on predictive accuracy of the far-field pressure were examined:
(1) number of near-field microphones;	 (2)	 length of source distribution;
(3) complexity of near-field and far-field distributions; 	 (4) source-to-
microphone distance; and (5) uncertainties in microphone data and imprecision
in the location of the near-field microphones.	 It is shown that the most
important parameters describing predictive accuracy are the number of micro-
phones, the ratio of source length to acoustic wavelength, L/a, and the error
in location of near-field microphones.	 If microphone measurement and loca-
tion errors are not included, then far-field pressures can be accurately pre-
dicted up to
	
L/X	 values of 15 using approximately 50 microphones. 	 For
maximum microphone location errors of i• 1 cm, only an accuracy of ±2-1/2 dB
can be attained with approximately 40 microphones for the highest 	 L/a	 of 10.
However, this restriction can be lifted to a large degree if more precise
measurement techniques are used.
17. Key Words (Suggested by Author(s)) 18. Distribution Statement
k,' transportation
Aerodynamics Unlimited
STAR Category - 03, 02
19. Security Classif, (of This report) 20. Security Clauif. (of this page) 21. No. of Pages 22.	 Price'
Unclassified Unclassified
"For sale by the National Technical Information Service, Springfield, Virginia 22151
•: .... ^ ... s-vmw	 ^ ^:., uxru 
.n v,l	 ^ ru s';atli 'IsK`+^+ro ^F^u;fit 1ps	 w
THE ACCURACY OF FAR-FIELD NOISE OBTAINED BY THE DIATIIBMATICAL EXTRAPOLATION OP
NEAR-FIELD NOISE DATA
h'nrren F, Ahtye
Ames Research Center, NASA, Moffett field, California 94035
and
Steven Karol
U,S. .Army Element NASA, h'ashington, D.C. 20540
Abstract. 'This paper describes the results of an
analytical study of the accuracy and limitations of
a technique that permits the mathematical extrapola-
tion of near field noise data. to far-field condi-
tions. The effects of the following variables on
predictive accuracy of the for-field pressure were
examined:(1) number of near-field microphones;
(2) length of source distribution; (3) complexity of
near-field and far-field distributions; (4) source-
to-microphone distance; and (5) uncertainties in
microphone data and imprecision in the location of
the near-field microphones. It is shown that the
most important parameters describing predictive
accuracy are the number of microphones, the ratio of
source length to acoustic wavelength, L/n, and the
error in location of near-field microphones. If
microphone measurement and location errors are not
included, then far-field pressures can be accurately
predicted up to L/a values of 15 using approxi-
mately 50 microphones. For maximum microphone loca-
tion errors of tl cm, only an accuracy of ?2-1/2 dB
can be attained with approximately 40 microphones
for the highest LA of 10. However, this restric-
tion can be lifted to a large degree if more precise
measurement techniques are used.
INTRODUCTION
The measurement of the effects of forward speed
on the noise generated by a full-scale propulsion
system can be done by two complementary techniques.
The first is testing of the propulsion system in
large-scale wind tunnels such as the NASA Ames
40- by 80-Ft Wind Tunnel (1,2). The second tech-
nique is flight testing of aircraft containing or
carrying the propulsion system (3). The major por-
tion of these forward speed measurements should be
made in wind tunnels because of lower costs, shorter
times for configuration changes, and most important,
a precise control of aircraft and engine parameters
that results in more accurate and consistent noise
data.
However, there are certain limitations in using
wind tunnels with closed test sections. These limi-
tations can be attributed to the following factors:
(1) limited size of the test section; (2) large
reflectivity of the enclosing surfaces; (3) extrane-
ous noise arriving at the microphone from the tunnel
drive fans; and (4) extraneous noise generated at
the microphone itself by turbulent fluctuations on
the microphone body. The finite dimensions of the
test section physically limit the maximum source-to-
microphone distance for a given direction. Under
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certain circumstances, the last two factors can
restrict this distance even more. 1ho large
reflectivity of steel walls in large-scale wind
tunnels results in the formation of a reverberant
field that is relatively uniform within the test
section (4). The noise within the test section
that comes from the wind tunnel drive fan and the
noise generated at the microphone are also inde-
pendent of test section location. This is in con-
trast to the direct field from the propulsion
system, .nich falls off rapidly as source-to-
microphone distnnce increases. Under certain cir-
cumstances, diagnostic techniques call 	 used to
minimize the effects of reverberant noise or other
extraneous noises, so that the physical size of the
test section would be the only restriction on the
source-to-microphone distance. These diagnostic
techniques are described by Soderman (5).
When the usefulness of these diagnostic tech-
niques becomes marginal, then the only solution
remaining is to minimize the reverberant and other
extraneous noises by moving the microphones closer
to the primary source (i.e., the propulsion system).
Under these conditions the microphones are located
in the near-field of the primary source.- However,
far-field acoustic data are required for comparison
with flight test data. As a consequence, an ana-
lytical technique is required to permit the extrap-
olation of near-field data to far-field conditions.
This paper describes the accuracy and limitations
of one such technique.
PREVIOUS INVESTIGATIONS
Theoretical Investigations
The problem of predicting far-field pressures
from near-field measurements has received consider-
able attention from theoretical acousticians. Ini-
tially, the Helmholtz integral and Green's function
approaches were used for situations where there was
a specification of the continuous distribution of
near-field pressures on a surface surrounding the
source. However, these approaches are not suitable
for wind tunnel applications where measurements are
taken at discrete points. Suitable approaches do
exist that utilize the numerical solutions of par-
tial differential equations at discrete boundary
points. One of the simplest of these is the
boundary-collocation method, applied to the predic-
tion of far-field pressures from near-field data,
by Meggs (0) and Butler (7).
-The distinction between near-field and far-
field is discussed in the appendix.
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The most comprehensive application of this
method is described by Butler (8,9). Butler
applied the method to coherent sources (each mono-
pole emitting in phase with the other monopoles)
and partially coherent sources (each monopole emit-
ting with differing phase, but with defined space
correlations between phases from the other mono-
poles). Butler used two slightly different
approaches. The first (8) requires the simultane-
ous measurement of near-field pressure amplitudes
and phases, whereas the second (9) requires the use
of magnitude only, but with an attendant increase
in the number of microphones. Butler's calcula-
tions are more applicable to underwater acoustics
than aircraft propulsion noise because of the range
of wavelengths used. For example, his source
lengths are of the order of 2a, where A is the
acoustic wavelength. In contrast, aircraft propul-
sion systems have ratios of L/a ranging from 0.2
to 100.
The approach Butler took was to assume n dis-
tribution of three monopoles in line as his source.
From this known distribution, both the exact near-
field and far-field pressures are calculated, with
the exact near-field pressures taking on the role
of error-free microphone data. Boundary colloca-
tion is then applied to the near-field data to yield
the approximated far-field pressures. The latter is
compared with the previously calculated exact far-
field pressures to determine the accuracy of the
method. On the basis of his results (8), for the
simple monopole configuration and limited wave-
lengths, Butler (8) came to the following conclu-
sion: "A reasonable criterion for a good prediction
[of the far-field pressures] would be that N [num-
ber of near-field microphones] must be at least U,
where L is the length of the line or roughly
N > 6L/r". In addition, Butler showed that for a
given source configuration and a given number of
microphones, the accuracy of the prediction for the
partially coherent source is only slightly better
than that for the coherent source.
Experimental Investigation
An experimental verification of Butler's
boundary-collocation method was attempted by Ries
and Scharton (10). They used a complex noise source
consisting of a loudspeaker covered with a perfo-
rated faceplate. The overall dimension of the
source we , t .5a. A total of 15 microphones was used
to measure t:.e magnitudes of the near-field pres-
sures at a distance of approximately A and the
magnitudes of the far-field pressures at lla. The
sound source was excited with pure tone at 5 kHz
and wit: , 1/10 octave pink noise centered at 5 kHz.
They used Butler's second approach (9) utilizing
amplitudes of the near-field microphones for the
collocation calculation, rather than the more accu-
rate amplitude and phase approach (8).
In each case the calculation resulted in non-
sensical values of the collocation coefficients
which characterize the source. Bies and Scharton
attributed this failure to either an insufficient
number of microphones or inherent inaccuracies in
the microphones measurements of the near-field
amplitudes. No attempt was made to investigate
the effects of these two varinbles. In any event,
they came to the conclusion that "Anal ytical tech-
niques for calculating the far field uirectivity an
the basis of nonr-field acoustic data do not appear
promising". In q subsequent section we will
attempt to show why Ries and Scharton did not
succeed.
APPROACH TO PROBLEM
General Approach and Scope
The approach we used in this work is similar
to the one used by Butler (8). In the first phase,
we assume a linear distribution ofmultipoles.
From this known distribution, both the exact near-
field and for-field pressure amplitudes and phases
are calculated. The exact near-field pressure
amplitudes and phases at points corresponding to
microphone locations are used as input data in the
boundary-collocation computation of the far-field
pressures. These approximated far-field pressures
are then compared with the previously calculated
exact fnr-field pressures to determine the accuracy
of the method. However, the scope of this study is
much wider than that of reference 8; for example,
it covers the range of acoustic wavelengths that is
of primary interest in the examination of full-
scale aircraft propulsion noise (l from I m to
0.05 m). In addition, we investigate the changes
in the accuracy of the method due to changes in the
following parameters: (1) the number of near-field
microphones; (2) the length of the source distribu-
tion; (3) sout:e-to-microphone distance; and
(4) the types oc multipoles (e.g., dipoles, quadru-
pol.es). In :,ne respect, the scope is more limited
than Uat •.f ref 'rence 8. For all cases described
in this paper the multipoles were assumed to be
emitting coherently. Butler's comparison of coher-
ent and partially coherent sources indicates that
this restriction would give us a measure of predic-
tive accuracy that would be slightly lower than that
based on partially coherent sources for his con-
figurations. In the second phase, we investigate
the changes in the accuracy of the extrapolation
due to the presence of random errors in near-field
microphone data and in the locations of these
microphones.
Mathematical Background
The success of the boundary-collocation method
hinges on an accurate solution of the collocation
coefficients that are characteristic of the noise
source. These complex coefficients are used in the
direct computation of the approximate far-field
pressure amplitude and phase. Before we can mean-
ingfully discuss the results of the collocation
method, we must have a general idea of the mathe-
matical bases of thes- coefficients. The governing
field equation for harmonic waves emanating from a
distribution of sources is the Helmholtz equation
vzp . kzp = 0	 (1)
where p is the complex pressure at any field
point, and k is the wave number, equal to 2m/),.
An exact solution of this equation can be obtained
by the standard technique of separation of
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variables for certain coordinate systems. For the
special case of an axisyumetric distribution, the
expansion series for the complex pressure at any
given field point is
p(r, 0) =	 anpn(cos 0)h (I) (kr)	 (2)
n=0
in terms of spherical coordinates. Here Pn(cos e)
is the Legendre polynomial of order n, and h( l ) is
the spherical Hankel function. The pressure at any
field point can be approximated by the finite sum
N-1
p(r,0) m ^,' aal' n (cos 0)00 (kr)	 (3)
n=0
if the remainder term
ON(r, 0 ) = L nnPn(cos 0)h (l) (kr)I	 (4)
n=N
is small for the entire space.
At this point the boundary-collocation approxi-
mation is made. Let us assume that the acoustic
pressure amplitude and phase are known at N speci-
fied points (i,e., specified 0i and r i , i - 1, 2,
i)nicON) giving u values for p(r1,01),
s 60, and hn l ^(kri). Then the approximation
is made that
N-1
p(ri, e i ) _ F, anP n (cos 0i)h^l)(kri),	 i = 1, 2,.	 N
n=o
(5)
where an is the complex collocation coefficient.
These coefficients can be found by solving the
finite set of simultaneous linear equations (eq. (3)),
Whereas an in equation (2) is an exact character-
ization of the noise source, an' in equation (5) is
only an approximation. once the N values of an
are found from the near-field data, these colloca-
tion coefficients, along with the far-field coordi-
nates, are used in equation (5) to find the
far-field pressure.
An analysis of the rate at which the series
(eq. (2)) converges (which tells us how fast On
goes to zero) would be the proper approach to deter-
mine the accuracy of the collocation method. How-
ever, this approach is rendered infeasible by the
complicated nature of the functions involved.
Therefore, it is necessary to employ the less pre-
cise, but more practical, techniques described in
this paper.
Computational Limitations
At the beginning of this study we reproduced
some of the results of reference 8 in order to
check our computer program. The standard Gaussian
elimination subroutine for the computation of
the collocation coefficients was used. We
encountered no difficulty with the relatively simple
configurations of reference 8. When we progressed
to more complicated configurations (e.g., 31 multi-
poles encircled by 30 microphones) the computer pro-
gram yielded nonsensical values for the collocation
coefficients. An analysis of our computer program
by Galant (11) showed that the problem could he
attributed to the fact that the set of linear equa-
tions containing the collocation coefficients was
near-singular. Galant suggested that wereplace
the Gaussian elimination subroutine with it rela.
tively new subroutine using the concept of singular
value decomposition (12,13). We subsequently did
use this new subroutine and the resulting values of
the far-field pressures became reasonable. On the
basis of our experience, we strongly recommend the
use of singular value decomposition for any appli-
cation of the collocation method to configurations
that are not extremely simple.
Our computer program contains another poten-
tial numerical limitation. The subroutines for
computing spherical Bessel functions by recurrence
relations become inaccurate when j,(kr) approaches
10- 0 . This limitation interfered with our calcula-
tions for only a few unimportant cases. llowever,
this factor should be noted by those wishing to
conduct further investigations.
RESULTS
Basic Configuration
The basic source-microphone configuration used
for the greater part of the analysis Is shown in
figure 1. The 3-m length of the source was chosen
to correspond to the length of the major noise
producing region of a typical jet exhaust. This
hypothetical source is made up of G monopoles, as
well as 13 dipoles and 12 lateral quadrupoles with
their axes aligned parallel to the line joining the
multipoles. The strengths of these multipoles were
chosen at random with the source strengths varying
by a factor of 10. The near-field microphones are
arranged in a semicircular arc of 2-m radius with
0 ranging from 5° to 175 0 , unless otherwise spec-
ified. The far-field pressures are always taken at
points along a semicircular arc of 50-m radius,
with 0 ranging from 5° to 175° in increments of
s°.
Before we determine the accuracy of the collo-
cation method, we should compare the shapes of the
exact far-field and near-field pressures for the
base configuration in order to give us some indi-
cation of the predictive task that will be imposed
on this method. Both sets of exact data are com-
pared in figure 2, for a range of wavelengths.
Both sets have been normalized so that they have
the same peak value. For the longest a (I m) the
shapes are similar for angles greater than 20°,
with both distributions exhibiting four distinct
peaks of varying size. In contrast, the distribu-
tions at lower 1 are not similar. For example,
at a 1, of 0.2 m the exact near-field has one pre-
dominant peak at approximately 3°, whereas the
exact far-field has five major peaks of approxi-
mately the same magnitude. It is obvious from
these plots that the shorter a will present a
greater predictive challenge.
Pleasure of Predictive Accuracy
We must have some criterion for determining
the predictive accuracy of the collocation method.
In this study we used a simple man predictive
error that is determined as follows, The local
predictive error is defined as
	6SPLZ (Ofer) = 20 - log 10 (Peol location /pcxact ) 	(6)
where pcollocation and Pexact are local values.
The quantity 6SPL I can have both positive and
negative values. The mean predictive error, 6SPL,
is simply the mean of the absolute values of the
local errors at the 35 far - field points.
The mean predictive error can give misleading
indications, as it gives equal weight to errors in
peak regions of the distribution and to errors in
valleys, where the pressures may be orders of magni-
tude smaller than the peak pressures, This occurs
more frequently for large values of the mean pre-
dictive error. Comparison between exact and pre-
dicted far-field pressures, for cases where
6SPL > 5, shows relatively small discrepancies in
peak regions, but extremely large ones in valleys.
An example of this situation will be shown in a
subsequent section. A measure of accuracy which
would circumvent this problem is a weighted mean
using the following weighted local error:
6SPL 0	 ) = Pexact . 20 • to	 /p	 )
averageZ( far	 P	 gl0 (Pc ollocation exact
(7)
where
_ 1 ^n
Paverage	 n +a Pexact dO
	 (8)
Although we did not use such a weighted mean
because of increased computational time, we recom-
mend it for future investigations.
Number of Microphones
One of the obvious questions is, for a given
source configuration, how does the predictive accu-
racy change as the number of microphones is
increased? First, we should look at several com-
parisons of exact and approximated far-field pres-
sures for the basic configuration (fig. 1). The
cases are shown ii figure 3. A good example of the
predictive capability of the collocation method is
shown in figure 3(a) where 6SPL is essentially 0.
The mean predictive error in figure 3(b) is 9.9 dB.
There is very little agreement for any angle. In
figure 3 ( c), 6SPL is still relatively large at
5.5 dB. However, the comparative results would be
acceptable except for 0 below 20°. The predictive
accuracy for the basic configuration is summarized
in figure 4, where 6SPL is plotted against the
number of near-field microphones, N. For all , .ve-
lengths below 0.2 m, there is an error of approxi-
mately 10 dB if only 10 microphones are used. As
N is increased, there is no discernible improve-
ment, but just a slight fluctuation due to the
changing near-field coordinates, as the microphone
locations are changed. For all wavelengths, a
point is eventually reached where 6SPL begins to
decrease. This transition point decreases with
increasing X. The decrease in 6SPL is rela-
tively slow for the shorter X and extremely rapid
fat longer X. At wavelengths below 0.10 m, there
is a breakdown for large numbers of microphones
(e.g., 86). This may be due to an inadequacy of the
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computer subroutine for solving L system of linvar
equations of large order.
From figure 4 we can determine the number of
near-field microphones required to reach a certain
level of accuracy by cross -plotting. Figure 5
shows the required N as a function of wavelength,
with predictive errors of 1 dB and 3 dB. Super-
imposed on this figure is the curve N - UP,
indicating the lower limit of Butler ' s approximate
criterion for the required number of near-field
microphones. It is a good criterion at values of
L/% smaller than 1.5, which is the range of source
dimensions used by Butler in reference 8, but at
shorter X it considerably overestimates N.
Source Length
In the previous section we looked at the
effects of changing acoustic wavelength on the
required number of microphones for a fixed source
length. To complete the analysis we should look
into the effects of changing the length of a given
number of multipoles, keeping the acoustic wave-
length and radius of near - field microphones fixed.
The results are summarized in figure 6, where N
required for 1 dB accuracy is plotted against the
length of the source distribution, L. The source
distribution is composed of 31 random multipoles
arranged in a rixed order. This figure shows that
as L is expanded, more information (i.e., micro-
phones) is needed to give an accurate extrapolation
from the near field to the far field. Superimposed
on figure 6 is the curve N - 6L/X. It agrees with
our data only at L/X - 1.5, which is close to the
dimensions of the source that Butler used to deduce
his requirement of 6L/X.
On the basis of figures 5 and 6, we used curve
fitting procedures that give us the following rela-
tionship for the required N for 1 dB accuracy
Nmin = 6 . L0.7/X0.0
	 (9)
This relationship holds down to conditions where
Nmin = 10. For longer X or smaller source
lengths, or Loth, the lowest number should never be
less than 10. There are tw restrictions that
should be emphasized, First, this relationship is
for applications where both amplitude and phase
information are available. For partially coherent
noise sources the requirement is probably less than
Nmin . Second, this relationship is based on the
configurations using discrete multipoles. if noise
sources with radically different pressure distribu-
tions are used, then a similar analysis should be
made to determine the dependence of Nmin on L
and X.
Source-to-Microphone Distance
The source-to-microphone distance is another
variable that was investigated. The linear dis-
tribution of 31 random multipoles of 3-m length was
chosen as the noise source, The far-field points
were taken on a semicircular arc of 50-m radius,
with 0 ranging from 5° to 175° at 5° increments.
The microphones were also placed on a semicircular
arc, but with 0 (other than 5° and 175 0 ) t`osen
not to coincide with those used in the calculation
............
of the exact far-field pressures. Microphone arc
radii of 2, 5, 10, 20, 30, 40, •19, and 50 m were
used. The results are shown in figure 7. In gen-
eral, the increase in microphone radius has only a
slight effect an predictive accuracy. Note that
the only significant decrease in 6SP1. occurred
for the case where 1 - 0,1 m and N - 40. Here,
any .increase in N for the smallest radius of 2 m
would have probably resulted in a substantial
decrease in 6SPL as indicated in figure 4. Even
here, a 25-fold increase in the microphone distance
reduces 6SPL from 9.7 dB to only 4.7 dB. For all
other cases there was a gradual, but not signifi-
cant, decrease in 6SPL.
Ile can interpret these results in terms of
far-field and near-field pressure distributions
such as those shown in figure 2. As the microphone
radius increases, the shape of the pressure distri-
bution measured by the array of microphones
approaches that for the far field. Consequently,
the insignificant changes indicate that the large
disparity between shapes in the near field and far
field is not of primary importance. Rather, it is
probably the complexity in the pattern measured by
the array of microphones and the resulting large
number of significant terms in the expansion of
equation (5) that require the large N.
Complexity of Pressure Distribution
It has been suggested that the complexity of
the near-field patterns at shorter 1 (fig. 2(b)
and 2(c)) with their numerous valleys and peaks,
may be responsible for the requirement of large N.
To test this hypothesis, we used two different dis-
tributions of multipoles; which would give us con-
trasting pressure patterns. The assumption of a
linear distribution of 31 monopoles with randomly
selected amplitudes gives us a pattern with many
peaks and valleys (fig. 8); the assumption of a
linear distribution of 31 lateral quadrupoles with
randomly selected amplitudes gives us a pattern
with fewer peaks and valleys (fig. 9).
The mean predictive errors for both configura-
tions are shown in figure 10. Surprisingly, for
small and moderate N, the mean predictive error is
much larger for the less complicated distribution.
An inspection of the values of 6SPL for the dis-
tributed quadrupoles revealed several abnormally
high values (25 to 50 dB) in the vicinity of B =90°,
Figure 9 shows that the exact .!ar-field pressures in
that region are very close to zero. Consequently,
even small overestimates (compared with peak values)
would result in large values for 6SPL. In light of
this situation, we modified the averaging process to
give us a more realistic comparison. Based on the
far-field patterns of figures 8 and 9, the local
errors for B between 80° and 110° were omitted
from the averaging process for the quadrupole dis-
tribution; the local errors for P. between 100 0 and
110 0 , as well as 70 0 were omitted for the monopole
distribution. The revised 6SPL, compared in fig-
ure 11, show better predictive accuracy for the
quadrupole distribution. However, the difference is
not so large that we can unequivocally state that
complexity in field patterns and the need for numer-
ous near-field microphones go hand-in-hand.
what is needed is ananalysis using a source
configuration with a much smoother distribution
than that shown in figure 9, one in which the sharp
valleys are absent even at small values of 1; how-
ever, it may not be possible to find a finite dis-
tribution of point sources that will yield this
type of pressure distribution. A continuous dis-
tribution of sources must be used. Consequently,
one of our future goals is to conduct a similar
analysis with a continuous distribution of sources
modeled so that the resulting far-field pressure
distribution will approximate that of a typical jet
exhaust.
Microphone and Location Uncertainties
The second phase of our study is concerned
with the effects of scatter in microphone data and
imprecision in the location of the near-field
microphones. We used the following approach to
determine the effects of these errors. Again, we
assume a linear distribution of multipoles so that
we may calculate the exact near-field and far-field
pressure amplitudes and phases. Then we assume a
random distribution of errors in the near-field
amplitudes, as well as errors in the coordinates of
the near-field microphones. These errors are sub-
stitut	 into the near-field data. The modified
near-field data are then used in the boundary-
collocation computation of the far-field pressures.
Finally, these approximated far-field pressures are
compared with the previously calculated exact far-
field pressures to determine the accuracy of the
method. The predictive accuracy is again expressed
in terms of the mean predictive error.
The scatter in microphone data was randomly
chosen, with a maximum value of fl dB (approxi-
mately a 12% change in the pressure amplitude).
This figure of 1 dB is based on our experiences
with noise measurements in the Ames 40- by 80-Ft
Wind Tunnel (1,2). Larry Russell (14) estimated
that the microphones could be located within 114 in.
in the Ames 40- by 80-Ft Wind Tunnel using conven-
tional (i.e., non-coherent) optical equipment.
Accordingly, we assume random errors in the radii
and polar angles of the near•:ield microphone loca-
tions with a maximum of ±1 cm for the radius and
±1/3° for 0.
The results of this portion of the study are
summarized in figures 12 through 14. At longer 1,
the effects of microphone and location errors are
relatively constant as N is increased. The
microphone and location errors result in a 1-1/2 dB
rise in 6SPL at 1 - 1 m, and a 2-1/2 dB rise in
6SPL at 1 - 0.5 m, indicating that the colloca-
tion coefficients become more sensitive to these
errors as the wavelength is decreased. The oscil-
latory nature of the curve with both errors
included (fig. 13), is caused by the random fashion
in which these errors were introdu:ed as the number
of microphones was changed (values of 6SPL were
calculated for values of N in increments of 2
from 20 to 42).
The results shown in figure 14 for a wave-
length of 0.2 were unexpected. The mean predictive
error, due to microphone and location errors, no
longer remained constant as N increased. At
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N - 40, the combination of errors increased 6SPL
by 2 d8. But at N = 58, the combination of errors
raised 6SPL by 11 d8. Apparently, the crucial
factor is the large order of the system of linear
equations that leaves them vulnerable to an accumu-
lation of errors. The small errors accumulate in a
multiplicative sense, rather than an additive sense
completely destroying the predictive accuracy.
The question Is, which error Is responsible
for the Increase in 6SPL, the microphone error or
the location error? We calculated the effects of
microphone error alone and the effects of location
error alone for a few selected conditions. These
results are also shown in fl,ures 12 through 14.
Before we discuss the result=, we should point out
that random errors are not additive. For example,
if the randomly distributed errors due to the
effects of one variable acting alone ore much
larger than those due to a second variable acting
alone, then the random errors due to both variables
acting together are only slightly larger than the
errors due to the first variable acting alone.
For the longer wavelength, A - ! m. (fig. 12)
the mean predictive error due to micr phone error
is larger than 6SPI, duo to location error. Con-
sequently, at longer wavelengths, it is the micro-
phone error that is the source of the increased
6SPL. At A = 0.5 m, the microphone error and loca-
tion error have roughly the same effect. For the
shortest wavelength, A - 0.2 m (fig. 14), the effect
of location error is much larger than that for
microphone error.
The situation at the shorter wavelengths can
be improved in several different ways. One of these
is to simply increase the near-field radius so that
the relative location error is reduced. In fig-
ure 15, we compare the effects of location errors
for a near-field radius of 2 m with that for a
radius of 10 m. In the second case the maximum
radial error is still fl cm, but the maximum angular
error was reduced to it/18°. Figure 15 shows that
this change has considerably reduced the mean pre-
dictive error for 58 microphones. Another method
for reducing location errors is to use a dual laser
system (14), whereby the location errors can be
reduced to a few millimeters as compared to centi-
meters with non-coherent optical systems. The
scatter in microphone data can also be reduced to
it/2 dB by using longer time averaging.
Application
We will apply the results of our analysis to
estimate the number of near-field microphones that
should have been used for the Bies and Scharton
experiment (10). In addition, we will estimate the
effects of microphone and position errors. Bies and
Scharton did not state the criterion that they used
in choosing the number of microphones. However,
their figure of 15 microphones is slightly greater
than Butler's criterion of N = 6L/A (8). It should
be pointed out that this criterion is only valid
where simultaneous measurement of pressure amplitude
and phase are made. For the case where only ampli-
tude measurements are made, a larger number of
microphones must be used.
In order to ostitrrtc the number of microphones
required for near-field measurements of amplitude
alone, let us make the following assumptions.
First,the functional dependence of N on source
length and wavelength, as given in equation (9), it
unchanged. Second, we will account for the reduc-
tion In the number of measured variables by chang-
ing the constant of pro , jortionality. In other
words
Nmin = K . 10.7/10.8	 (10)
We can determine K from Butler's results in
reference 9 for coherent sources. Predicted and
exact far-field pressures were compared for two
configurations. The first consisted of three munu-
poles of equal amplitude, emitting coherently, and
separated by 0.25X. We calculated the 6SPL to be
5.6 dB. In the second configuration, the spacing
between monopoles decreased to 0.125X. For this
configuration, we calculated art
	 level
for 6SPL of 0.26 d8 using nine microphones.
Since this second combination of N and L/A gives
an acceptable value of 6SPL, we will use the vari-
ables from this configuration to determine K.
The resulting constant, K, is 24. What this,
admittedly empirical, approach says is that if the
number of measured variables is reduced by a factor
of two, then the number of microphones must be
increased by a factor of four to maintain a given
level of predictive accuracy. Using this constant,
and applying equation (10) to the variables of
reference 10 we find that Nmin =26 microphones.
Figure 13 shows that microphone and location errors
have not destroyed the predictive accuracy since
the value for L/X of 1.5 is still low. In our
analysis in the previous section, we assumed a
location error of 1 cm in a 2-m radius, or an error
of 0.5%. Assuming the same level of locational
accuracy for the experiment of reference 10, we
should be able to predict the far-field pressures
to within ±1 dB.
CONCLUSIONS
From the analysis presented here, the follow-
ing conclusions can be made if we assume no uncer-
tainties in microphone data or in the microphone
location:
1. The only limitation on an accurate predic-
tion of far-field pressures is the accuracy of
presently available subroutines for solving systems
of linear equations of large order, and for the
computation of spherical Bessel functions.
2. Source-to-microphone distance has little,
if any,effect on predictive accuracy.
3. Smaller numbers of microphones are
required if the field patterns become less complex;
however, the full extent of this improvement cannot
be determined by the type of analysis described in
this paper,where discrete point sources were used.
For the complex sources used in this study we have
the following additional conclusions:
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4. Where simultaneous measurements of near-
field pressure amplitudes and phases are made, the
minimum number of microphones required for accurate
prediction is given by the empirical expression
Nmin - 6L0.7
/a0.0
with a minimum of at least 10 microphones for very
large a or very small L.
S. For an acceptable number of microphones,
say 50, accurate predictions are limited to values
of L/a no granter than 15.
If we assume imprecision in microphone data
and in the location of those microphones, then we
have the following conclusions:
1. -Imprecision In the location of near-field
microphones has a very large effect on predictive
error. If we use standard wind tunnel instrumenta-
tion, then acceptable (!2-1/2 dB) predictions of
far-fiold pressures can only be obtained for L/1
up to 10.
2. This restriction can be lifted to a large
degree if we use more precise measurement techniques,
such as dual laser arrangements, to locate the
microphones.
3. The previous conclusions were based on the
use of coherent sources. Partially coherent sources,
which are typical of aircraft noise, are indicated
in a previous study to be less restrictive in that
fewer microphones are required to attain a given
level of predictive accuracy. Consequently, the
results of this paper indicate a lower limit to the
predictive accuracy.
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APPENDIX
DISTINCTION BETWEEN REGIONS OF NEAR FIELD
AND FAR FIELD
There is no precise boundary between the near
field and the far field. There is only a precise
definition of the far field. As the distance, R,
from the source to the field point is increased, the
far field is characterized as that region where:
(1) the pressure amplitude decays as 1/R, and
(2) the shape of the pressure distribution (i.e.,
the variation of p with B for a fixed R), does
not change as R is increased from one value to
another.
However, pressure distributions at varying
radii are not always readily available. As a con-
sequence, we are sometimes forced to use imprecise
criteria. The one commonly used is that R is in
the far field if: (1) the ratio of R to the
acoustic wavelength is larger than some number, nX,
and (2) the ratio of R to the source length is
larger than another number, n L , where the n's are
larger than unity. The question is, how large are
the n's7 There is no unique answer. The two num-
bers depend on the complexity of the sound source,
as measured by its distribution, and the particular
polar angle in that distribution. The numbers also
depend on how precisely we want to approach the
exact Par field (R - -), since actual pressures
approach the I/R varintion asymptotically.
We can get some Idea of the magnitudes of ni,
and % by inspecting the data for the configura-
tions of this study. We will first determine al.
from figure 16. This figure shows the sound pres-
sure level plotted against the ratio R/L for
three different polar angles. The configuration
was chosen such that R/l is 15 times larger than
R/L, so that the far-field criterion is not deter-
mined by wavelength considerations. For each polar
angle, a 1/R variation is superimposed upon the
exact pressures using the 50-m point (R/I.= 16.67)
as a reference.
We will attempt to find some correlation
between the shape of the near-field pressure dis-
tribution and the magnitude of the difference
between the calculated pressu re and the 1/11 varia-
tion of pressure. For the top set of curves in
figure 16, where 0 - 34.8°, the difference is rela-
tively small with a ASPL of 3-1/2 d0 at R/L- 1.
For all practical purposes, the difference lies dis-
appeared at R/L - 10 (i.e., n L = 10). For this
case, figure 2(b) shows that the near-field pres-
sure lies near a peak in the distribution. As 0
is increased to 70.6°, the near-field pressure
approaches a valley. Values of ASPL for the
center set of curves become larger, although the
difference still disappears at R/L - 10. At
6 - 81.2 = , the bottom of a near-field valley is
reached (fig. 2(b)). The resultant ASPL Is
extremely large with a value of 21-1/2 dB at
R/L = 1. The calculated pressures do not reach
far-field conditions until R/L= 250. From a strict
interpretation, a value of R/L - 250 would be
required for this configuration to completely
attain far-field conditions. From a practical
viewpoint, we should use a value of R/L - 10,
which is more indicative of regions in the pressure
distribution other than the valleys, as it is the
pressures in these regions which are of importance
in the subjective assessment of propulsion noise.
We will now look at a configuration In which
wavelength considerations are more important than
source length. The configuration was chosen such
that R/L is 33 times larger than R/x. Since
the wavelength is much greater than the source
length, the near-field and far-field distributions
for this case are much smoother than those used in
the previous case. The distributions are shown in
figure 17. Note that there is only one valley of
moderate depth for both distributions. The com-
parison of the calculated pressures and the 1/R
variations in pressure are shown in figure 18, for
three different polar angles. The 1/ R variations
used the 50-m point (R/1, = 5) as a reference. For
the top two sets of curves (6 = 23.9° and B =156.10),
the values of ASPL are very small. For all
practical purposes, the difference in both cases
has disappeared at R/1 = 3 (i.c., n l - 3).
r
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Figure 17 shows that the pressures are not too far
from peak values for both polar angles. The bottom
sot of curves in figure 18 shows larger values of
ASPL. These larger valuos or AS1% are the result
of the near-fiold pressure lying iu the bottom of
the valley as shown in figure 17. Ilowover, the
magnitudes of ASPL (1-1/2 dB at R/1 a 1) arc not
too large as the valley is shallow. The difference
in the calculated pressures and thr 1/R variations
has disappeared again at L/1 - 7	 Because of the
much smoothor shape of the near--'cold distribution,
we find that na is smaller than nL,
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Figure 1.- Basic soureo-microphone configuration.
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