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Abstract 15 
The Transient Climate Response (TCR) quantifies the warming expected during a transient 16 
doubling of greenhouse gas concentrations in the atmosphere. Many previous studies 17 
quantifying the observed historic response to greenhouse gases and with it the TCR use 18 
multimodel mean fingerprints and found reasonably constrained values, which 19 
contributed to the IPCC estimated (>66%) range from 1 to 2.5oC. Here, it is shown that 20 
while the multimodel mean fingerprint is statistically more powerful than any individual 21 
model’s fingerprint, it does lead to overconfident results when applied to synthetic data, 22 
if model uncertainty is neglected. Here a Bayesian method is used which estimates TCR, 23 
accounting for climate model and observational uncertainty with indices of global 24 
temperature that aim at constraining the aerosol contribution to the historical record 25 
better. However, model uncertainty in the aerosol response was found to be large. 26 
Nevertheless, an overall TCR estimate of 0.4 to 3.1oC (>90%) was calculated from the 27 
historical record, which reduces to 1.0 to 2.6oC when using prior information that rules out 28 
negative TCR values and model misestimates of more than a factor of 3, and 1.2-2.4oC 29 
when using the multi-model mean fingerprints with a variance correction. Modelled 30 
temperature, like in the observations, is calculated as a blend of sea surface and air 31 
temperatures. 32 
  33 
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1. Introduction 34 
The detection and attribution of the causes of climate change seeks to disentangle the 35 
changes caused by known drivers, like greenhouse gas (GHG) emissions, anthropogenic 36 
aerosols and natural forcings such as volcanic eruptions from that of internal variability and 37 
has been used extensively to determine the past and predicted anthropogenic contribution 38 
to global warming (see e.g Bindoff et al. 2013 and references therein). The techniques 39 
commonly used compare the spatio-temporal temperature pattern in observations to that 40 
produced by models and employ sophisticated statistical analysis to separate the forced 41 
from unforced variability. Typically these rely on optimised linear regression, a technique 42 
first proposed by Hasselmann (1993), that was further developed by Hegerl et al. (1997), 43 
Allen and Tett (1999), Allen and Stott (2003), Ribes et al. (2013) to determine the 44 
combination of the responses to different forcings, often referred to as their fingerprints, 45 
which best fit the observations. In practice, the attributable response to a particular forcing 46 
is estimated by calculating scaling factors for each of the forcings.  If the scaling factor for a 47 
forcing is found to be significantly greater than zero, the effect of the forcing has been 48 
detected. 49 
 50 
Through the use of these methods it was found that the attributable warming from GHGs 51 
could be consistently constrained using several different models (Stott et al. 2006). This is 52 
important since the effect of past GHG emissions on climate can be used to estimate the 53 
likely impact of future GHGs increases.  One way this can be done is by using detection and 54 
attribution results to constrain the Transient Climate Response (TCR) or closely related 55 
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Transient Climate Response to cumulative carbon Emissions (TCRE). The TCR is formally 56 
defined as the warming at the time of CO2 doubling in a climate simulation where the CO2 57 
concentration is gradually increased by 1% a year (Hegerl et al. 2007). The TCR has been 58 
found to be a generic property of the climate system that can be used to determine the 59 
global climate temperature response to any gradual increase in forcing (Bindoff et al. 2013). 60 
Previous studies have found that a probabilistic estimate of TCR can be calculated from the 61 
scaling factors derived from detection and attribution results (Frame et al. 2006). The TCRE 62 
combines the transient warming response with information about the carbon cycle and can 63 
be used to estimate the global warming response to cumulative emissions of CO2. It can be 64 
estimated from observations by dividing the attributable warming due to  CO2 by historical 65 
cumulative carbon emissions (Allen et al. 2009, Matthews et al. 2009, Gillett et al. 2013). 66 
Alternatively the scaling factors calculated by detection and attribution studies can be used 67 
to scale model simulations of future projections helping to provide a constraint to future 68 
predictions (Kettleborough et al. 2007).  69 
 70 
Recent detection and attribution studies carried out using the large number of simulations 71 
made available by the fifth Coupled Model Intercomparison Project (CMIP5) (Taylor et al. 72 
2012) have been able to constrain attributable warming due to GHGs using some model’s 73 
fingerprints,  while results based on other models give very wide or unconstrained values 74 
(Gillett et al. 2013, Jones et al. 2013, 2016, Ribes and Terray 2013). This has raised the 75 
question of whether detection and attribution can be reliably used to constrain predicted 76 
warming. As investigated in Jones et al. (2016) the problem arises when attempting to 77 
separate the response to anthropogenic aerosol forcing from that of GHGs, which tend to 78 
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show similar, but opposite patterns leading to degenerate results when attempting to 79 
separate their effect in observations.  This is because GHGs cause warming and aerosols 80 
cooling, with similar spatial patterns and timescales (Wilcox et al. 2013, Xie et al. 2013), 81 
although the level of similarity varies between models. The choice of a metric to best 82 
separate their effects is complicated by the differences between the responses to 83 
anthropogenic aerosols in different models. One proposed solution is to use average 84 
patterns across all models (which will subsequently be called the multi-model mean). This 85 
has been found to give constrained attributable GHG warming (Bindoff et al. 2013) and it is 86 
results using the multi-model mean which have been used in a number of studies (e.g. Jones 87 
et al. 2013, Gillett et al. 2013) to estimate a value for TCR. These formed one strand of 88 
evidence which allowed the Intergovernmental Panel on Climate Change (IPCC) to estimate 89 
a relatively wide likely (p>0.66) range of 1 – 2.5°C for the TCR (Collins et al. 2013),  using 90 
expert opinion to aggregate across multiple lines of evidence and account for further 91 
uncertainties. The use of fingerprints taken from a multi-model mean is supported by 92 
studies showing that multi-model average results often outperform any individual model 93 
(Knutti et al. 2010). In addition, by averaging over all available simulations the internal 94 
variability on the model fingerprints is substantially reduced giving better constrained TCR 95 
estimates as a consequence (Ribes et al. 2015). One problem relying on the multi-model 96 
mean, though, is that it does not account for uncertainty in the pattern of response to 97 
forcing, which can vary between models. 98 
 99 
Huntingford et al. (2006) proposed using an errors in variables (EIV) approach to explicitly 100 
account for model uncertainty, an approach that has also been used by Gillett et al. (2013) 101 
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to calculate TCR. However, in these approaches the statistical inference is much more 102 
complicated (e.g. maximum likelihood estimates are not explicit), and there are remaining 103 
problems in the uncertainty analysis and calculation of the model uncertainty covariance 104 
related to incomplete sampling of the true model error covariance , (Schnur and 105 
Hasselmann 2005, Hannart et al. 2014) from a limited, and biased sample of models (Knutti 106 
et al. 2010).  Recently, Ribes et al. (2017) introduced a new statistical approach to the 107 
detection and attribution problem. Instead of a regression-like approach, they used an 108 
additive decomposition technique to determine the most likely contribution from different 109 
forcings. Unlike traditional detection and attribution, this approach explicitly accounts for 110 
modelling uncertainty, which is estimated using the “models are statistically 111 
indistinguishable from the truth” paradigm. This approach has been used to calculate the 112 
contribution of different forcings to recent temperature rise. This method could also be 113 
used to determine a TCR estimate. However, the paradigm used in Ribes et al. (2017) would 114 
imply that the TCR distribution is roughly restricted to the modelled range. This is equivalent 115 
to assuming that we have fairly constrained prior information about the TCR range, coming 116 
from model simulations.  117 
 118 
Here we will consider wider (i.e. less informative) priors, in the standard detection and 119 
attribution framework of a regression-like approach, in order to estimate TCR. We consider 120 
the effect of observational uncertainty by the use of an ensemble of instrumental 121 
observations, and model uncertainty by calculating the results from seven different models, 122 
and combine the results by integrating over the probability density functions arising from 123 
individual realizations of model response (as was done in Hegerl et al. 2006 for many 124 
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possible reconstructions of past climate). This framework allows the use of prior 125 
information, which we find helps separate the response to the different forcings leading to a 126 
more constrained estimate of TCR and prevents un-physical scaling factors. We represent 127 
the spatial pattern by the global mean, hemispheric contrast, seasonal difference and land-128 
sea contrast. These are used to help separate the GHG warming from the aerosol cooling. By 129 
using relatively simple spatial information we also remove the need for  projection into a 130 
low-dimensional space, often of Empirical Orthogonal Functions (EOFs) of internal 131 
variability, which reduces the complexity and removes one possible source of uncertainty 132 
(Ribes et al. 2013) in addition to avoiding loss of signal due to inability to capture it in a low-133 
dimensional noise EOF space (Hegerl et al. 1997). 134 
 135 
In section 2 we present the modelled and observed temperature data and discuss our 136 
choice of fingerprints. Section 3 outlines the analysis framework and our statistical method. 137 
Section 4 describes tests carried out to evaluate the method using synthetic data from 138 
models in the place of observations to estimate known TCR values. These include a “perfect 139 
model study”, where the model used as “observations” is taken from the same model as 140 
that used for the analysis and an “imperfect model study”, where the model used as 141 
“observations” is taken from a different model. In section 5 TCR estimates from observed 142 
temperatures are shown and the implications discussed, followed by conclusions (section 6).  143 
 144 
2. Temperature Data 145 
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a) Observations and models 146 
The analysis is carried out, for each model, over the period 1863-2012 on decadally 147 
averaged temperature data (leading to 15 independent time values). We analyse a range of 148 
spatial and seasonal temperature fields, combining the global mean temperature with the 149 
hemispheric temperature difference as well as seasonal and land ocean temperature 150 
contrasts. 151 
 152 
For the observations we use the HadCRUT4 dataset (version 4.5.0.0; Morice et al. 2012). 153 
This is a gridded blend of the CRUTEM4 land-surface air temperature dataset and the 154 
HadSST3 sea-surface temperature (SST) dataset, where for each location anomalies are 155 
calculated with respect to 1961-1990. This dataset only contains temperature values in grid-156 
cells where there are observations, consequently the earlier decadal means, when 157 
observations were sparse, will be based on much fewer data-points than the final decades 158 
(decadal means have under 20% total coverage for 1863-1872 rising to about 80% coverage 159 
in the Northern Hemisphere and 60% in the Southern Hemisphere by the end of the 20th 160 
century).  In this study we calculate an ensemble of 100 possible realisations of temperature 161 
based on the HadCRUT4 data set (Morice et al., 2012), with additional uncertainty 162 
information provided in HadCRUT4 encoded into the ensemble. The HadCRUT4 ensemble 163 
times series, which sample uncertainty associated with systematic changes in observing 164 
practices, are augmented by additionally sampling from the measurement uncertainty and 165 
within grid cell sampling uncertainty terms of the Morice et al. (2012) uncertainty model. In 166 
the HadCRUT4 ensemble dataset this information is included as a separate uncertainty term 167 
that is not encoded into the ensemble time series (for more details see supplementary 168 
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information). Uncertainty relating to incomplete coverage of the globe by the HadCRUT4 169 
grid is accounted for by masking the model fields to match the available coverage in 170 
HadCRUT4, as has been the methodology in previous D&A studies (see Bindoff et al 2013 171 
and references therein), and is not encoded into the ensemble time series used in this 172 
study. 173 
We note that the observational ensemble only pertains to the Morice et al. (2012) method.  174 
Other near-surface temperature data sets use different methods to homogenise and bias 175 
adjust observational data and uncertainties associated with these different methods are not 176 
explored.  In particular, different methods for bias adjustment of sea-surface temperature 177 
measurements have an impact over decadal time-scales (Kent et al. 2017), that are not 178 
explored in this study. By repeating our analysis with each sample (weighting each equally) 179 
the analysis results should span the full HadCRUT4 uncertainty range. 180 
 181 
For the model fingerprints, we use historical CMIP5 simulations from 1863 to 2012. We 182 
apply the methodology outlined in Cowtan et al. (2015), to combine climate model Surface 183 
Air Temperature (SAT) and Sea Surface Temperature (SST) together to produce blended 184 
surface temperatures which can be directly compared to HadCRUT4. This is important as the 185 
commonly used approach of just using model SATs over both land and ocean was found to 186 
substantially underestimate climate sensitivity (Richardson et al. 2016). This method masks 187 
the model data to where there are observations in HadCRUT4, using the SAT field for land 188 
only and ice-covered grid boxes and the SST field for ice-free ocean regions. Similar to the 189 
observational anomalies in each grid cell are calculated with respect to 1961-1990. For 190 
details see Cowtan et al. (2015). Using the blended temperature is fairly rare in a detection 191 
10 
 
and attribution of this type, with previous studies (Gillett et al. 2013, Jones et al. 2013, Ribes 192 
and Terray 2013) comparing observed changes in temperature with the model SAT field. The 193 
implications of this will be discussed later in the paper. 194 
 195 
We restrict our analysis to only include models which simulate both a direct radiative 196 
aerosol effect and an indirect aerosol effect (which includes interactions with clouds), and 197 
therefore represent the anthropogenic aerosol forcing in a physically more realistic manner. 198 
It has also been found that this will better represent observed temperatures changes 199 
(Wilcox et al. 2013). In common with previous studies (e.g. Gillett et al. 2013, Jones et al. 200 
2013) we use a three signal analysis with fingerprints given by the historicalNAT (natural 201 
forcings, such as solar and volcanic only), historicalGHG (GHG forcings only), and historical 202 
(all forcings) CMIP5 simulations to calculate contributions by different combinations of 203 
forcings. Ideally, we would not restrict our analysis to only three fingerprints but decompose 204 
the temperature change into more factors. This however has been found to lead to 205 
degenerate results (Tett et al. 2002). We use ensemble means for all models which cover 206 
the analysis period (1863-2012) with at least three ensemble members for each experiment 207 
(see table 1 for details of the models used). The historical simulations only cover the period 208 
up to 2005. In order to extend the analysis to 2012, we preferentially use the CMIP5 209 
historicalExt experiments, or if not available, rcp4.5 experiments.  210 
 211 
The 1% yr-1 (1PCT) CO2 simulations are used to estimate a model’s TCR value. As in Gillett et 212 
al. 2013 we calculate the TCR value using the global-mean temperature anomaly in the 1PCT 213 
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simulation, relative to the corresponding control simulation, as the 20-year mean 214 
temperature centred on the year 70. We estimate a distribution of possible values, given 215 
internal variability, using the model’s piControl simulations. 216 
 217 
Multi-model mean fingerprints are calculated from all models with simulations available 218 
from each of the three different experiments and are constructed to have the same mix of 219 
model simulations across all experiments. This means, for example, that if a model has six 220 
historical and historicalGHG but only four historicalNAT simulations then only the first four 221 
ensemble members from each experiment will be used in the multi-model mean, which is 222 
calculated as the mean over all simulations. The multi-model mean TCR value (in table 1) is 223 
calculated from the multi-model mean of the respective 1PCT simulations for the different 224 
model simulations used taking into account the relative number of simulations each model 225 
contributes to the multi-model-mean. By calculating a mean over the available simulations 226 
and not the mean over all models, will result in a greater signal-to-noise ratio but will lead 227 
to some models being given greater weight. 228 
 229 
For the imperfect model study all the historical simulations listed in table 1 are used as 230 
pseudo-observations to act as a target for our analysis. In addition, further models, which do 231 
not provide individually forced simulation but do include both the direct and indirect 232 
anthropogenic aerosol effect, are included, bringing the total number of simulations used in 233 
the imperfect model analysis to 77 (see table 2). 234 
 235 
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To derive samples of internal variability we use 150-year segments from all piControl 236 
simulations in the CMIP5 archive (see supplementary information for details of models 237 
used) where each sample is a blend of SST and SATs masked to the HadCRUT4 dataset in the 238 
same way as with the forced experiments, consequently our samples of internal variability 239 
will account for the change in observational coverage. In total, this gives us 140 240 
independent chunks of 150 years in length. To increase the number of degrees of freedom 241 
of the internal variability estimate we take one sample every 25 years, resulting in a total of 242 
673 samples with an estimated 210 degrees of freedom (Allen and Tett 1999). 243 
 244 
b) Choice of fingerprints 245 
Fingerprints of change are calculated for both the observations and the model data, as a 246 
blend of SATs and SSTs (see previous section). The resulting decadal time series (see figure 247 
1), are formed of 15 time values and have anomalies calculated with respect to the full 248 
period (i.e. the mean of all 15 points is subtracted).    249 
 250 
Figure 1 compares the response to all forcings in individual models and the multi-model 251 
mean with that of the observations. It also shows the contribution from different 252 
combinations of forcings. For illustrative purposes only the response to “other” 253 
anthropogenic forcings is calculated from the historical simulation from which the 254 
historicalGHG and historicalNAT ensemble means are subtracted (note that this time series 255 
is not directly used in the analysis - see eq. 8-10).  The resultant “other” anthropogenic 256 
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forcing time series will be predominantly driven by anthropogenic aerosols (Myhre and 257 
Shindell 2014).  258 
 259 
Our first choice of diagnostic is the global mean temperature. This is calculated as the mean 260 
temperature of the Northern hemisphere (NH) and Southern hemisphere (SH), as used in 261 
Morice et al. (2012). The response to forcing in global mean surface temperature has been 262 
shown to be a good choice for detecting climate change signals due to a large signal to noise 263 
ratio (Hegerl et al 1997, Hegerl and North 1997, see also Ribes et al 2013). The strong 264 
degeneracy between the response to GHG forcing and aerosol forcing, reported by previous 265 
studies (Wilcox et al. 2013, Xie et al. 2013)  is clear though in the global mean temperature if 266 
the blue and red lines are compared in figure 1b, with the aerosols causing cooling while the 267 
GHGs cause warming. Our choice of further spatial and temporal diagnostics is influenced by 268 
this need to separate the GHG and aerosol forcings, so in addition to the global mean we 269 
select other diagnostics, which have been suggested in the literature.  270 
 271 
Aerosols are predominantly emitted over NH land so could be expected to have a larger 272 
effect over these areas (see Ming and Ramaswamy 2009; Shindell 2014; Stevens 2015; 273 
Wang et al. 2016). Consequently, we choose to look at the hemispheric difference and the 274 
land-ocean contrast. It has also been shown that the modelled response to anthropogenic 275 
aerosols could have a strong seasonal signal, with more cooling during Summer months 276 
(Hegerl et al. 1997, Tett et al. 2007) so this will be investigated through use of a seasonal 277 
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contrast, which will be calculated as the difference in mean temperature in October-March 278 
compared to April-September in the NH. 279 
 280 
The hemispheric difference appears to be a good choice to separate GHGs and aerosols. 281 
Although the aerosols preferentially cool the NH with respect to the SH while the GHGs 282 
preferentially warm the NH, their different temporal histories lead to responses which 283 
appear to break this degeneracy. Although there is a clear difference in the response to the 284 
forcing in each model, in general the aerosols have a larger effect up to the 1970s while 285 
after the 1980s the situation reverses with the GHG effect dominating.  The resultant 286 
temperature response to the combined forcings (fig 1c) looks qualitatively consistent with 287 
that observed, suggesting that much of the observed change in hemispheric contrast is 288 
forced. 289 
 290 
For the seasonal contrast (fig 1e and f) the response to GHGs shows a positive trend 291 
indicating that they cause more warming in winter months than summer months in the NH, 292 
which is consistent with the observed change (fig 1e). The seasonal response to aerosols is 293 
very model specific with aerosol forcing in some models causing positive and some negative 294 
trends. Whether including the seasonal contrast in the regression provides a better 295 
constraint therefore may prove to be model dependent. 296 
 297 
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In the response in the land-ocean contrast (figs 1g and h), GHG forcing warms the land more 298 
than the ocean, while aerosols cool the land more than the ocean. Thus, the response to 299 
this diagnostic shows a similar degeneracy to that seen in the global mean temperature (fig 300 
2b) and may consequently be of limited use to disentangle the different forcing responses. 301 
In addition, the large observational uncertainty and clear discrepancy between the observed 302 
and modelled land-ocean contrast early in the record could prove problematic.  303 
 304 
The uncertainty in the observations in figure 1 is represented by the ensemble spread (see 305 
data section). It is small for the global mean, larger for the hemispheric and seasonal 306 
differences, and larger still for the land-ocean contrast. The observations lie within the 307 
model range for the first three panels, except in the global mean where there is a 308 
discrepancy in the 1910s (although statistically, a short period of discrepancy is 309 
unsurprising). For the land-ocean contrast, many of the observational ensemble members 310 
are outside the model range for much of the analysis period particularly during the early 311 
part again supporting an omission of this diagnostic. 312 
 313 
In order to test which of these diagnostics is best to disentangle the forced responses we 314 
will carry out our analysis on a range of different choices for spatial and temporal means. 315 
Specifically we will analyse four different choices: the global mean temperature; global 316 
mean temperature combined with hemispheric temperature difference; global mean 317 
temperature, hemispheric difference and seasonal difference; global mean temperature, 318 
hemispheric difference and land ocean difference.   319 
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 320 
3. Methods 321 
a) Analysis framework  322 
We start from the standard optimal detection framework (see e.g. Hasselmann 1993, Allen 323 
and Stott 2003, Hannart et al. 2014 and Ribes et al. 2013), and assume that observed 324 
changes in surface temperature (Y) are due to a sum of an externally forced components  325 
and internal variability (𝜀0).  The externally forced components can be estimated from a 326 
linear combination of i scaled model fingerprints Xi , which also contain internal variability 327 
(𝜀𝑖). Following the formalisation in Ribes et al. (2013) the problem can be expressed  as: 328 
 329 
𝑌 = 𝑋∗𝛽 + 𝜀0,     𝜀0~𝑁(0, 𝛴),                                                                                          (1) 330 
𝑋𝑖 = 𝑋𝑖
∗ + 𝜀𝑖,     𝜀𝑖~𝑁(0, 𝛴/𝑛𝑖).                                                                                       (2) 331 
 332 
where X* is the true (i.e. noise-free) model response of the climate system, with columns 333 
𝑋𝑖
∗,  and 𝜀𝑖 denotes a random term which is assumed to be entirely due to the internal 334 
variability of model fingerprint i. The fact that the fingerprint Xi is calculated as an ensemble 335 
mean (or a multi-model-mean) over ni simulations implies that the variance of 𝜀𝑖  is 𝛴 𝑛𝑖⁄ . 336 
This is the approach used in the classical detection analyses, although (Allen and Stott 2003) 337 
who initially introduced the TLS technique, wrote the statistical model slightly differently.  338 
 339 
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We wish to use this framework to calculate a likelihood for the 𝛽𝑖 values. We firstly assume 340 
that internal variability (𝜀0, 𝜀𝑖) is Gaussian, which is reasonable for long-term and large-scale 341 
temperatures due to the central limit theorem. ℓ(𝑋∗, 𝛽), the -2 log-likelihood of the 342 
parameters, 𝑋∗and 𝛽, can then be written as: 343 
 344 
ℓ(𝑋∗, 𝛽) = 𝐶 + (𝑌 − 𝑋∗𝛽)′𝛴−1(𝑌 − 𝑋∗𝛽) + ∑ (𝑋𝑖
𝑛
𝑖=1 − 𝑋𝑖
∗)′ (
𝛴
𝑛𝑖
)
−1
(𝑋𝑖 − 𝑋𝑖
∗),        (3) 345 
 346 
which is a function of X* and β, the two parameters in eq 1&2, and where C is a constant 347 
that does not depend on any of those two parameters.  348 
 349 
The conventional TLS estimate minimises this -2 log-likelihood, 𝑙. In order to do that, we 350 
minimise 𝑙 on X*, for any fixed β. In that way, we compute the profile likelihood, or 351 
concentrated likelihood 352 
 353 
ℓ𝑐(𝛽) =
𝑚𝑖𝑛
𝑋∗
ℓ(𝑋∗, 𝛽),                                                                                                                    (4) 354 
ℓ𝑐(𝛽) = 𝐶 + (𝑋 𝛽 − 𝑌)′(𝑆𝛴)
−1(𝑋 𝛽 − 𝑌),                                                                            (5) 355 
where:  𝑆 = ∑
𝛽𝑖
2
𝑛𝑖
𝑖 + 1,                                                                                                                   (6)          356 
       357 
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In our analysis we wish to solve equations 1 and 2 for a linear combination of the 358 
historicalNAT (simulations forced by only natural forcings), historicalGHG (simulations 359 
forced by only GHG forcings) and historical (all forcings) simulations (see data section). 360 
 361 
 𝑌(𝑡) = 𝑋ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙
∗ 𝛽ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 +  𝑋ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝐺𝐻𝐺
∗𝛽ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝐺𝐻𝐺
+  𝑋ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝑁𝐴𝑇
∗𝛽ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝑁𝐴𝑇 + 𝜀0 
 
(7) 
Equation 5 is used to estimate the likelihood of scaling factors 𝛽ℎ𝑖𝑠𝑡𝐴𝐿𝐿, 𝛽ℎ𝑖𝑠𝑡𝐺𝐻𝐺 and 𝛽ℎ𝑖𝑠𝑡𝑁𝐴𝑇 362 
(where these estimates are denoted by 𝛽). 363 
 364 
Since the historical simulations contain the response to all known forcings including GHGs 365 
and natural forcings, those need to be disentangled to isolate just the total contribution 366 
from GHGs, 𝛽𝐺𝐻𝐺 (which is needed to determine the likelihood function of the TCR).  From 367 
equation 7, assuming linearity, and the relationship 𝑋𝐴𝐿𝐿(𝑡) = 𝑋𝑜𝑡ℎ𝑒𝑟𝐴𝑁𝑇(𝑡) + 𝑋𝑁𝐴𝑇(𝑡) +368 
𝑋𝐺𝐻𝐺(𝑡), it follows as described in Tett et al. (2002) that: 369 
 370 
?̂?𝑜𝑡ℎ𝑒𝑟𝐴𝑁𝑇 = ?̂?ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 
?̂?𝐺𝐻𝐺 = ?̂?ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝐺𝐻𝐺 + ?̂?ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 
?̂?𝑁𝐴𝑇 = ?̂?ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝑁𝐴𝑇 + ?̂?ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙                                              
(8) 
(9) 
(10) 
19 
 
 
Using the likelihoods calculated in equation 3 with equations 8, 9 and 10 we can calculate a 371 
likelihood of any combination of 𝛽𝑜𝑡ℎ𝑒𝑟𝐴𝑁𝑇,𝛽𝐺𝐻𝐺,𝛽𝑁𝐴𝑇.  372 
 373 
Using Bayesian inference, prior knowledge about the density function of any combination of 374 
𝛽 values can be included in our analysis. This prior information, 𝑃(𝛽), is then updated using 375 
the evidence from observations from the optimal detection analysis. Following Bayes theory 376 
we can calculate a conditional probability of 𝛽, given the observationally constrained 377 
estimate, using equation 11 (see also Lee et al. 2005 and Berliner et al. 2000). 378 
 379 
𝑃( 𝛽 ∣∣ ?̂? ) =
𝑃( ?̂?∣∣
∣𝛽 )𝑃(𝛽)
∫ 𝑃( ?̂?∣∣
∣𝛽 )𝑃(𝛽)𝑑𝛽
                                                     (11) 380 
 381 
where 𝑃(𝛽|𝛽) is our likelihood estimate taken from the optimal detection analysis. 382 
 383 
To obtain an estimate of TCR, for an individual model we first need to calculate the 384 
likelihood of the scaling factors for GHGs 𝑃(𝛽𝐺𝐻𝐺,𝑗|𝛽𝑗) and then multiply the values by each 385 
models actual TCR value P(TCRj) calculated from each model’s 1PCT  simulations (see data 386 
section). This is possible because TCR approximately scales with the observed GHG warming 387 
(Frame et al. 2006), although the spread in this relationship gives rise to additional 388 
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uncertainty (Gillett et al. 2013).  For any model, j, the probability density of the amplitude of 389 
the GHG scaling factor can therefore be used to calculate probabilities for TCR. To combine 390 
these into a single distribution we calculate a weighted distribution that is integrated across 391 
all the different models, j, where each model here is given equal weighting, this is 392 
equivalent to Bayesian model averaging with a uniform prior and is similar to the approach 393 
in Hegerl et al (2006).  394 
 395 
𝑃( 𝑇𝐶𝑅 ∣∣ ?̂?𝐺𝐻𝐺,𝑗 ) = ∑
1
𝑛𝑗 
𝑗 𝑃( 𝛽𝐺𝐻𝐺,𝑗 ∣∣ ?̂?𝐺𝐻𝐺,𝑗 ) 𝑇𝐶𝑅𝑗                                                              (12) 396 
 397 
b) Prior information 398 
Typically in optimal detection studies (such as Gillett et al. 2013, Jones et al. 2013, Ribes and 399 
Terray 2013)  all values of scaling factors are treated as equally likely, including negative 400 
scaling factors. This leaves feedbacks to forcings response completely unconstrained and 401 
varying between forcings; ignoring some basic physical constraints (Hegerl and Zwiers 402 
2011). Here we use prior information on the scaling factors (𝑃(𝛽), eq 11) to treat values 403 
closer to the modelled values as more likely, while at the same time giving zero possibility to 404 
physically implausible very large and negative values. This is similar to Hegerl and Allen 405 
(2002), who constrained the amplitude of the anthropogenic aerosol signal to be positive, 406 
improving the attribution of the GHG contribution.   407 
 408 
Our choice of the main analysis prior is motivated by three primary considerations: 409 
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1. That the prior had a mode and median value of 1 (i.e. the most likely value is 1 and 410 
the model is equally likely to have a scaling factor greater than 1 as less than 1). 411 
2. That the probability of having a scaling factor of 0 is finite but the probability of 412 
negative scaling factors is zero, this rules out physically implausible responses while 413 
still allowing for the response to that forcing not being present. 414 
3. That very large scaling factors above a factor of 3 are impossible. This is a strong 415 
constraint but given the model’s TCR values (see table 1) this constraint will only rule 416 
out very large scaled TCR values above 4.5°C which are far outside the range covered 417 
in climate models and have already been found to be inconsistent by multiple lines 418 
of evidence (Collins et al. 2013, Knutti et al. 2017). 419 
Following these considerations, we have chosen a skew normal distribution for our prior 420 
distribution on 𝛽𝐺𝐻𝐺, 𝛽𝑁𝐴𝑇 and 𝛽𝑜𝑡ℎ𝑒𝑟𝐴𝑁𝑇 (see figure 2).  To investigate the sensitivity of our 421 
results to the choice of prior we also repeat all our results using a less informative prior on 422 
𝛽𝐺𝐻𝐺, 𝛽𝑁𝐴𝑇 and 𝛽𝑜𝑡ℎ𝑒𝑟𝐴𝑁𝑇 which is constant from -1 to 3. The latter will be referred to as 423 
uninformative prior in the following, although it already implies some constraint on the 424 
scaling factors, with large negative and large positive values excluded. The IPCC report 425 
(Myhre and Shindell 2014) found that there was a very small probability of anthropogenic 426 
aerosols having a positive forcing mainly due to black carbon which would require a 427 
negative anthropogenic aerosol scaling factor for the models used here, and this will be 428 
allowable under this less informative prior.  429 
 430 
c) Analysis Framework summary 431 
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In summary to calculate a TCR value our overall analysis strategy is: 432 
1. For each individual model, calculate the likelihood distribution of scaling factors for a 433 
linear combination of the ensemble mean of historical, historicalGHG and 434 
historicalNAT experiments given a particular set of observations (equation 5). 435 
2. Determine a likelihood distribution for every combination of scaling factors 436 
𝛽𝑜𝑡ℎ𝑒𝑟𝐴𝑁𝑇, 𝛽𝐺𝐻𝐺 and 𝛽𝑁𝐴𝑇 individually using equations 8, 9 and 10. 437 
3. Use these calculated likelihoods to update the prior information (figure 2) using eq. 438 
11. 439 
4. Convert the probability distribution 𝑃(𝛽𝐺𝐻𝐺), for a specific model, to a probability 440 
distribution for TCR by scaling   𝑃(𝛽𝐺𝐻𝐺) by the TCR value of that model (not 441 
accounting for uncertainty in this relationship).  442 
5. Repeat for all models, including the multi-model mean. 443 
6. Integrate results from individual models into a combined distribution by calculating 444 
an average equally weighted distribution (equation 12) and present the results as 445 
the 5-95% and median values of this distribution (plotted in purple in figures 4-5,7-446 
10). 447 
7. To account for observational uncertainty repeat analysis using each of the 448 
observational ensemble members. Integrate over all distributions and present the 449 
results as the 5-95% and median values of this distribution. 450 
 451 
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4. Tests of the analysis method 452 
a) Perfect Model Study 453 
To both test that the analysis produces un-biased results and to help determine which of 454 
our diagnostics is best at constraining the GHG response we have conducted a perfect-455 
model study, whereby our analysis set-up is used to detect the likelihood of the forcing 456 
contribution in an all-forced historical simulation from the same model. Specifically this 457 
means that we use one of the historical simulation as pseudo-observation and use all the 458 
other historical, historicalNAT and historicalGHG simulations to determine the likelihood of 459 
each range of scaling factors, β. If our statistical model (including the assumption of 460 
linearity) is correct, by definition this should give a 5-95% confidence interval, which 461 
includes 1 for every scaling factor in 9 out of 10 cases on average. The results for our choice 462 
of four different spatial and temporal diagnostics (figure 3) show that we can estimate a 463 
reasonable value for βGHG of a model in this “perfect model” set-up, although the 464 
uncertainties are relatively large. Some models give tighter constraints than others and 465 
these uncertainties are reduced as the analyses uses more spatial and seasonal information, 466 
suggesting that the hemispheric difference improves, as expected, the GHG constraint and 467 
the inclusion of seasonal and land-ocean contrast further improves the analysis.  468 
 469 
It is clear that some models give over confident results (meaning that the 5-95% range does 470 
not contain the true value of 1 10% of the time); with the problem often more acute when 471 
the land-ocean contrast is used. One possible explanation for this could be that the 472 
covariance matrix used to determine the likelihoods (eq. 3) is calculated from segments 473 
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from control simulations from a large number of different models, so it will not be the true 474 
covariance matrix for any one individual model used in the analysis. Consequently, models 475 
that have larger internal variability might be expected to have overconfident results and vice 476 
versa. To investigate this we have compared the decadal internal variability of the global 477 
mean temperature for each of the models (estimated from their control simulations) and 478 
compared it to the distribution of the full set of control simulations used in the analysis (see 479 
fig S1). As could be expected the models with less variability than the average of the 480 
distribution: CanESM2, GISS-E2-H and GISS-E2-R have failure rates similar to or less than the 481 
expected 10%. In contrast, the models which are more variable than the average are those 482 
which give apparently over-confident results. Ideally, only samples from the same model 483 
control simulations should be used, but this is not possible due to insufficiently long 484 
piControl simulations, and also would not be applicable to a real world analysis where we do 485 
not know which of the models has internal variability most consistent with reality. 486 
 487 
Figure 3 also shows results using informative prior information. Using additional prior 488 
information leads to more constrained results, which are closer to the true value of 1. Since 489 
our prior information (𝑃(𝛽), eq 11), peaks at a scaling factor of 1 (see figure 1), this result is 490 
to be expected. 491 
 492 
b) Imperfect model study 493 
A perfect model setup might be expected to successfully estimate the correct forced 494 
response since the response in model fingerprints used should be identical to that in the 495 
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pseudo-observations given that they all come from the same model. An imperfect model 496 
study now accounts for model error. 497 
 498 
We use single historical simulations as pseudo-observations and use our full analysis 499 
strategy (methods) to estimate a TCR value using model fingerprints taken from different 500 
models. The resulting estimate of TCR can then be compared to the known TCR value of our 501 
pseudo-observations to evaluate how well our analysis is performing. Since each model is 502 
known to have different response patterns to different forcings, this analysis provides a test 503 
that is more relevant for the actual uncertainties, than the perfect model results described 504 
in the previous section, as we do not know which model is most realistic compared to 505 
observations. It should be noted that this analysis will only be relevant to a real analysis with 506 
actual observations, if we can assume that “models are statistically indistinguishable from 507 
the truth”.    It should also be noted that many of the models are not truly independent of 508 
each other with different models sharing common ideas or code (Knutti et al. 2013).  The 509 
models used as pseudo-observations are listed in tables 1&2.  510 
Results for when one of these simulations, by the model ACCESS-1-3, is used for the pseudo-511 
observations are shown as an illustration of the method (see fig 4).The fingerprints from 512 
different models give very different estimated TCR values. Similar to the perfect model test, 513 
the addition of more spatial and seasonal information leads to more constrained results 514 
with the confidence interval decreasing for the individual model results. Crucially it is not 515 
clear that the added diagnostics actually improve the chances of the results being accurate, 516 
and quite often they can lead to over-confidence. This seems particularly true for the case 517 
where the land-ocean contrast is included, where the results using fingerprints from 518 
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different models are often quite well constrained but each set of TCR estimates differ 519 
greatly from each other, with non-overlapping confidence intervals not always 520 
encompassing the correct answer (figure 4).  521 
 522 
To calculate a combined probability for the imperfect model study, we integrate across the 523 
information from the individual model results by taking a weighted mean following eq. 12, 524 
where each model is weighted equally (see method section – this method will be 525 
subsequently referred to as the “combined” model analysis). Here this gives a wide 526 
uncertainty range, which in all cases also, importantly encompasses the true TCR value 527 
(purple line; figure 4). The multi-model mean results (black line; figure 4), are very well 528 
constrained and give confidence intervals, which also include the correct answer, in this 529 
case. 530 
 531 
The results for all models and for our choices of four temporal and spatial climate change 532 
diagnostics are shown in figure 5. Our analysis method clearly has some skill, as in general 533 
higher TCR values are found for models used as pseudo-observations whose true TCR values 534 
are higher and vice versa in both the combined individual model analysis and the results for 535 
the multi-model analysis, as shown by positive trend lines (null hypothesis for zero slope 536 
rejected in all panels at p<1e-4).  537 
 538 
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For the combined results (purple lines), for the majority of the pseudo-observations, the 539 
true value lies within the 5-95% range of our estimate.  In fact, our analysis gives 540 
conservative confidence intervals (meaning that the 5-95% confidence interval includes the 541 
real result in greater than the expected 90% of cases), in most of the analyses. Although in 542 
the perfect model analysis the additional diagnostics led to results closer to the truth, the 543 
opposite is the case in the imperfect model analysis, with the global mean on its own and in 544 
combination with the hemispheric mean proving to be most accurate and have less 545 
frequently wrong confidence intervals, than the more complex diagnostics. In particular 546 
adding the seasonal difference causes an under-estimate of the true TCR value with best 547 
estimates of TCR further from the truth. Using prior information on the scaling factors leads 548 
to improved performance, with more constrained results, lower distances from the best 549 
estimate to the truth and less 5-95% scaling ranges not containing the truth. It is noticeable 550 
that in all cases in figure 5 the informative prior leads to a reduced trend line through the 551 
best estimated TCR values, implying that when the actual TCR is greater the analysis will 552 
likely lead to an underestimate and when the actual TCR is lower the analysis will 553 
overestimate the result. This is due to the informative prior putting most weight on scaling 554 
factors closer to 1. 555 
 556 
Using the multi-model-mean (black lines) rather than a combination of individual models 557 
(which are calculated from smaller ensembles) gives much more constrained results. 558 
Although the distance from best estimate to truth for the global mean analysis is slightly 559 
larger than for the analysis using the combined models, for all other metrics the multi-560 
model mean outperforms the combined results in terms of accuracy. This is because, unlike 561 
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in the combined analysis, for the multi-model mean adding further diagnostics improves the 562 
performance considerably. Importantly though in many cases, the true value now lies 563 
outside the calculated confidence intervals. This provides evidence that results using the 564 
multi-model mean are over-confident, most likely because the multi-model mean analysis 565 
does not account for model uncertainty. For an estimate of TCR to be useful to inform policy 566 
decisions, it is the uncertainty range as much as the most likely value that is of importance. 567 
An over-confident estimate, such as that calculated by the multi-model mean analysis 568 
should therefore be treated with caution. Given that the TCR range is already well 569 
constrained, using an informative prior has much less effect on the confidence intervals 570 
calculated for the multi-model analysis.   571 
 572 
While some models appear to perform better than others, no model fingerprints proves 573 
consistently better than any other (Figure S4). In addition, no individual model outperforms 574 
either the multi-model mean or the combined model results shown in figure 5. 575 
 576 
Gillett et al 2013 showed that there is uncertainty in the assumption that attributable 577 
warming scales linearly with TCR, finding considerable scatter around this relationship in 578 
model simulations. To test whether this, and not the difference in model response to 579 
external forcing, is the cause of our over-confident imperfect model results, we repeat our 580 
analysis, estimating attributable GHG warming instead of TCR, in individual model 581 
simulations where the actual value can be calculated directly. We define GHG warming as 582 
the linear annual trend in the global mean SAT in simulations forced with GHGs only during 583 
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the period 1861-2005. Note that this analysis requires model’s to have run simulations 584 
forced by just GHG. Since not all models have these simulations this analysis uses slightly 585 
less models that the TCR analysis.  The results are shown in figure 6 and show that the true 586 
magnitude of attributable warming in a model’s pseudo-observation is similarly 587 
misestimated as the TCR, suggesting that the cause for the multi-model mean’s 588 
overconfidence is not the TCR uncertainty but rather the neglect of model uncertainty in the 589 
attribution analysis. This also shows that using multimodel mean data for estimating 590 
attributable warming may also yield overconfident results.  591 
 592 
To address the over-confidence issue, we have repeated the multi-model-mean analysis 593 
with a covariance matrix (Σ in eq. 3) formed from piControl simulations with more variance 594 
than in the initial simulations to include the unaccounted sources of uncertainty (such as 595 
differences in model response to forcing). This is a somewhat arbitrary treatment of 596 
uncertainties but one which has been previously used for precipitation studies in order to 597 
address evidence of underestimated precipitation variability in models (e.g. Polson et al. 598 
2013, Zhang et al. 2007). To calculate the most sensible factor to inflate the variance by, we 599 
repeat the imperfect model study with a range of covariance matrices (fig S2) calculated 600 
from piControl samples multiplied by different factors. We then choose the covariance 601 
matrices, for each of our spatial domains, which give failure rates close to what should be 602 
expected (failures outside the 90% confidence interval equal to 10%). Suitable factors for 603 
inflating the variance in the control simulations are found to range from 2.4 to 2.8. If we 604 
assume that models are statistically indistinguishable from the real world then we can 605 
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expect that an analysis using these covariance matrices would give more realistic confidence 606 
intervals. 607 
5. Estimate of TCR from observations 608 
We now use our method to provide an estimate of TCR constrained by the HadCRUT4 609 
observational dataset.  As described in the data section there are 100 observational 610 
ensemble members which span the observational uncertainty range. First, we calculate 611 
results using only the median of these 100 (figure 7). Similar to the imperfect model results, 612 
the TCR estimates vary considerably when different models are used as fingerprints. This is 613 
in common with previous analyses (Gillett et al. 2013, Jones et al. 2013) who also found that 614 
different models give very different answers when estimating  the magnitude of GHG 615 
warming and TCR. This difference is reduced considerably when an informative prior is used. 616 
When combined into a single probability distribution (purple line) the most constrained 617 
results are obtained when the hemispheric difference is used with the seasonal contrast, 618 
with results similar to the likely (≥66%) IPCC range. On the other hand, including the land-619 
ocean contrast (in addition to the global mean and hemispheric difference) leads to large 620 
differences between the individual model results with non-overlapping TCR estimate ranges, 621 
even when using the informative prior. The multi-model analysis gives much more 622 
constrained results (which are all within the IPCC range), in common with the imperfect 623 
model study the informative prior has little effect on the final estimated TCR values. Also 624 
included in figure 7 is the multi-model mean results with inflated variance (plotted in grey). 625 
As expected these are similar to the regular multi-model mean TCR estimates, except with 626 
wider confidence intervals. 627 
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 628 
To determine the sensitivity of these results to observational uncertainty we repeat this 629 
analysis with each of the 100 separate observational ensemble members. The confidence 630 
intervals for the combined model results are shown for all 100 observational ensemble 631 
members in figure 8. The global mean results show very little sensitivity to the observational 632 
ensemble member and therefore observational uncertainty. This uncertainty increases 633 
when the hemispheric difference and seasonal difference are also used. When the land-634 
ocean contrast is included in the analysis results for different observational ensembles show 635 
large variations, given the large observational uncertainty in this metric (see figure 2), this is 636 
understandable. 637 
 638 
As in Jones et al 2017, to obtain a final probability distribution for each of our chosen 639 
diagnostics, results from the 100 observational ensemble members are combined into a 640 
probability distribution by adding all of the individual pdfs, shown in figure 8 and 641 
normalizing, this is equivalent to Bayesian model averaging with a uniform prior. This 642 
combined pdf is shown in figure 9 for each of the combinations of climate diagnostics for 643 
the un-informative and informative priors and for the combined model analysis, and the 644 
multi-model mean analysis with and without inflated variance.  645 
 646 
By comparing the confidence interval of the distribution integrated across all the 647 
observational ensemble members with that calculated from the median observations (figure 648 
7), we can determine the importance of accounting for the observational uncertainty. For 649 
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the multi-model-mean analysis with the non-informative prior, the inclusion of 650 
observational uncertainty gives an increase of 11% in the 5-95% confidence interval for the 651 
global mean metric increasing to 30% for the metric that includes the land-sea contrast. This 652 
is of a similar order to that found by Jones and Kennedy (2017) who calculated an 18% 653 
increase in the 5-95% range of the greenhouse gas scaling factor when accounting for 654 
observational uncertainty, in a similar detection and attribution analysis using multi-model 655 
mean spatio-temporal fingerprints.  656 
 657 
Of the four different combinations of climate change diagnostics analysed, the perfect 658 
model test suggests that including additional diagnostics, such as the hemispheric 659 
difference, land-sea contrast and seasonal contrast, should in theory lead to better 660 
constrained TCR estimates. Our imperfect study however suggests that the additional 661 
diagnostics do not improve the results but instead increase the distance between the best 662 
estimate and the truth. Similarly, TCR estimates are improved in the imperfect model 663 
analysis by using an informative prior (smaller error between best estimate and truth, and 664 
more confidence intervals containing the truth). Consequently, this points to the analysis 665 
with just the global mean or with the global mean and the hemispheric contrast in 666 
combination with an informative prior giving the most reliable results. Although it should be 667 
noted that, as figure 5 shows, because the informative prior favours TCR values closer to the 668 
model values, if the true TCR value is substantially higher or lower than the model values, 669 
this choice of prior could lead to unreliable estimates The TCR confidence interval (90% 670 
range) for this preferred diagnostic (global mean plus hemispheric contrast) is 0.4 to 3.1oC, 671 
which reduces to 1.0 to 2.6oC (best estimate 1.6 oC), when using an informative prior (see 672 
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figure 9). This spans the likely (≥66%) IPCC range (1-2.5°C; note, however, that the IPCC 673 
range is using uncertainty ranges that are increased by expert assessment in order to 674 
account for structural uncertainty and unknown unknowns, and hence cannot be readily 675 
compared to a 66% range arising from a statistical analysis). The imperfect model study 676 
suggests that our estimated TCR range could be overly conservative. 677 
 678 
The multi-model mean on the other hand is much more constrained, in our results with the 679 
regular covariance, consistent with the IPCC estimate for all of the analysis choices. For the 680 
set of diagnostics with global mean and hemispheric contrast the 90% range of TCR was 681 
found to be 1.1 -2.2°C with a best estimate of 1.7°C, which reduces to 1.3-2.2°C with an 682 
informative prior. The imperfect model study did find that the multi-model results were 683 
over-confident. This was corrected for by calculating covariance matrices with inflated 684 
variance. In the multi-model analysis using the global mean and hemispheric contrast a 685 
factor of 2.6 was found to be most suitable by the imperfect model study.  Using this 686 
covariance matrix for the analysis with the informative prior information a 90% range of TCR 687 
of 1.2 -2.4°C with a best estimate of 1.8°C is estimated, which is slightly wider than the raw 688 
multimodel TCR estimate, but still more tightly constrained than the integrated TCR 689 
estimate. 690 
 691 
It is interesting to compare our TCR range with those from similar analyses by other authors. 692 
Gillett et al. (2013), using an EIV method accounting for model uncertainty, calculated a 5-693 
95% range of 0.9-2.3°C, and Jones et al. (2016) calculated a 5-95% range of 1.1-2.1°C, both 694 
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using the multi-model mean. These two confidence intervals are very similar to our multi-695 
model results using the global mean and hemispheric contrast without an informative prior 696 
and using the standard covariance matrix (not inflated variance), which gives a 5-95% 697 
confidence interval of 1.1-2.2°C. 698 
 699 
As described in the data section, unlike Gillett et al. (2013) and Jones et al. (2013,2016), all 700 
our results have been obtained using blended temperatures using the method described in 701 
Cowtan et al. (2015). This is known to reduce warming in the models and would therefore 702 
be expected to increase our estimate of TCR. To determine the sensitivity of our results to 703 
this, compared to the more usual use of just surface air temperatures we repeated the 704 
analysis for the median of the HadCRUT4 observational ensemble but this time using just 705 
SATs to calculate the model fields. The results are shown in supplementary figure S3. Using 706 
only SATs does indeed result in lower values for TCR although the difference is relatively 707 
small (varying between 3-5% lowered estimate of TCR  for the multi-model mean analysis). 708 
This is a smaller effect than reported by (Richardson et al. 2016) who found that using only 709 
SATs reduced the estimated TCR value by 7-9%, however this value is for an analysis using 710 
model data with observations with perfect coverage, whereas in this study we have used 711 
observations with missing data and have masked our model data to the same coverage.  712 
In this study we have used full-coverage global SATs from 1PCT simulations to calculate the 713 
model’s TCR used in eq. 12 (see data section). This is the standard metric, used for example 714 
by the IPCC (Collins et al. 2013). We could instead have calculated a model’s TCR using a 715 
blend of SATs and SSTs in 1PCT simulations.  This is likely to have led to reduced values for 716 
P(TCR) (eq. 12) (see e.g. Cowtan et al. 2015) – which would lead to an equivalent reduction 717 
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in our observationally constrained TCR values. Our final TCR estimate would be likely 718 
reduced even further if we had additionally decided to calculate TCR from 1PCT simulations 719 
masked to observational coverage (Cowtan et al. 2015). Which definition of TCR to use 720 
depends on what measure of global mean surface temperature rise we are interested in 721 
(see e.g. Schurer et al. 2018), we have decided to use the definition we have, so that our 722 
results are directly comparable with previous published estimates (Knutti et al. 2017). 723 
 724 
6. Conclusions 725 
In this study, we have implemented an adapted optimal detection analysis within a Bayesian 726 
framework to derive estimates for TCR. We have tested our analysis approach with a perfect 727 
and imperfect model study and have shown that our method can correctly estimate TCR 728 
values using fingerprints taken from different models. We have evaluated the use of 729 
different climate diagnostics and the effect of combining results from individual models 730 
verses using the multi-model mean fingerprint.  731 
 732 
The best estimate from the combined model analysis is 1.7°C with a 90% range of 1.0-2.6°C, 733 
which method tests indicate is likely to be conservative. The best estimate from the multi-734 
model analysis is 1.7°C with 90% range of 1.3 -2.2°C, but this has been shown to be over-735 
confident in the presence of model uncertainty. To compensate for this we have carried out 736 
an alternate multi-model mean analysis with increased variance in the covariance matrix, 737 
this gives a 90% range of 1.2-2.4°C. These three strands of evidence combined strongly 738 
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supports a true TCR estimate lying within the central part of the IPCC estimated range and 739 
rules out very low or very high values, although this is, at least partly, due to the choice of 740 
prior used.  741 
 742 
 In common with Jones and Kennedy (2017), observational uncertainty has a moderate 743 
effect on the estimated TCR range increasing the uncertainty in TCR by 11-30% depending 744 
on the details of the analysis, with the land-sea contrast leading to the highest increase. 745 
Representing the model fingerprints as a blend of SATs and SSTs, rather than just SATs as is 746 
commonly done has a relatively small role on the TCR values increasing the estimate by 747 
about 3-5%.  748 
 749 
This study also reaches a number of other findings of interest to the detection and 750 
attribution community. The perfect model results highlight the importance of internal 751 
variability learnt from the piControl experiments for estimating the confidence interval on 752 
scaling factors. In cases where we know that the internal variability of a model is less than 753 
the average of the control samples used, our estimates prove to be conservative and in the 754 
cases where the internal variability is larger our results can be far too over confident. This 755 
should motivate the estimation of the actual internal variability of the climate and the use 756 
of models with realistic internal variability when estimating uncertainty ranges. 757 
 758 
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The imperfect model results raise interesting questions about the use of more spatial and 759 
seasonal information in the analysis, with more complex diagnostics leading to less robust 760 
results for many models. The multi-model mean fingerprints, which are widely used, have 761 
been shown to give more robust results both for estimates of TCR and attributable warming 762 
than any individual model, but, using the standard detection and attribution framework 763 
(which does not account for model uncertainty), gives over-confident TCR estimates. We 764 
would therefore recommend caution in the interpretation of detection and attribution 765 
analyses using just the multi-model mean fingerprints, which do not account for model 766 
uncertainty. Despite the poor performance by individual models results on their own, 767 
integrating of these individual results into a combined distribution yields a far more reliable 768 
result, with the best estimate closer to the real value than for any individual model. In the 769 
analysis with just the global mean, the combined distribution performs better at estimating 770 
a best-fit value than use of the multi-model mean fingerprint, which suggests that the 771 
combination of individual model results in this manner has potential and certainly lends 772 
confidence to our final results. 773 
 774 
The use of prior information has been shown to lead to more constrained results and 775 
further studies could investigate including different prior information into the analysis. For 776 
example a constraint on the anthropogenic aerosol forcing that makes use of the spatial 777 
pattern of aerosol forcing evaluated against data would be extremely valuable to break the 778 
degeneracy with the GHG forcing (Malavelle et al. 2017). 779 
 780 
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Figures captions 921 
 922 
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Figure 1 –Decadal mean temperature for observations and models for four different 923 
diagnostics for climate change. From top: global temperature, hemispheric temperature 924 
difference, seasonal contrast (NH winter temperature mean subtracted by NH summer 925 
mean), land-ocean contrast (global land mean temperature subtracted by global ocean 926 
temperature). Left Panels: Individual observation ensemble members (green) and median 927 
(black). Multi-model mean all forced “historical” simulations (blue) and individual model 928 
simulations (purple). Right panel: GHG only simulation “historicalGHG” (red), natural 929 
forcings only “historicalNat” (green), and otherANT (blue) which is plotted from the 930 
“historical” experiment mean after subtraction of the “historicalGHG” and “historicalNat” 931 
mean. Bold lines are for multi-model means, thin lines individual model ensemble means. 932 
Gray range (a-g) shows 2 standard deviation of piControl simulations. 933 
 934 
Figure 2 – Choice of priors, - Informative priors on 𝛽𝐺𝐻𝐺and 𝛽𝑂𝑇𝐻𝐸𝑅𝐴𝑁𝑇, 𝛽𝑁𝐴𝑇 - Red. 935 
Uninformative priors – green 936 
 937 
Figure 3 – Perfect model results for different combinations of spatial and temporal 938 
diagnostics. 5-95% and median probability range of the GHG scaling factor, 𝛽𝐺𝐻𝐺, where a 939 
historical simulation has been used as observations and the fingerprints are taken from the 940 
same model.  Panels show results for: global mean temperature; global mean temperature 941 
combined with hemispheric temperature difference; global mean temperature, hemispheric 942 
difference and seasonal difference;  global mean temperature, hemispheric difference and 943 
land ocean difference– Left panels where a non-informative prior has been used. Right 944 
46 
 
panels: where an informative prior has been used. Colours show results for different models 945 
(see table 1). Numbers at bottom indicate percentage of cases where the 5-95% range does 946 
not include 1. 947 
 948 
Figure 4 - 5-95% Confidence intervals for TCR. ACCESS-1-3 model used as observations and 949 
model fingerprints taken from a range of different models. Individual model colours – see 950 
table 1 for information. Combined model results (purple) and multi-model-mean (black line). 951 
The vertical lines show 5-95% range, the symbol median value, the horizontal line shows the 952 
true TCR value.  953 
 954 
Figure 5– Imperfect model results. Calculated TCR values plotted against actual TCR values 955 
for 77 different models used as observations, integrating over the individual model results 956 
(purple) and using the multi-model mean fingerprints (black). 5-95% confidence interval 957 
shown by vertical lines. Best guess estimate shown by a circle, circle is blue if 5-95% range 958 
does not encompasses the true value. The solid black line indicates where the truth lies; the 959 
solid green line shows the ordinary least squares regression through the best guess 960 
estimates. The top number in each plot is the mean absolute error between the best guess 961 
estimate and the truth; the second is the number of cases where the 5-95% range does not 962 
include 1. 963 
 964 
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Figure 6 – Imperfect model results for attributable GHG warming. Attributed GHG trends 965 
plotted against actual GHG trends for 62 different models used as observations, integrating 966 
over the individual model results (purple) and using the multi-model mean fingerprints 967 
(black). Results are shown in the same format as for figure 5. 968 
 969 
Figure 7 – TCR estimate from median observations. TCR estimates from individual models 970 
(colours – see table 1). Combined results (purple), multi-model mean (black), multi-model 971 
mean with double piControl variance (grey). Ranges are 5-95% probability. IPCC “likely” (i.e. 972 
P>0.66)  TCR range (1-2.5°C) shown by light blue bar.  973 
 974 
Figure 8 – Sensitivity of TCR estimate to observational uncertainty. Results shown for each 975 
of the 100 ensemble members, for combined model analysis (purple) and multi-model mean 976 
(black). 5-95% range, for each ensemble member, shown by thin vertical lines and are linked 977 
by a solid line; median probability shown by a circle. 5-95% range calculated using the 978 
median observations (see fig 7) are shown by the grey shaded region. Ensemble members 979 
are plotted in ascending order for the median TCR value.  980 
 981 
Figure 9 –TCR probability density functions for all observational ensemble members and 982 
individual model fingerprints. Distributions show combined pdf results for the combined 983 
model results (purple), multi-model-mean (black) and multi-model-mean with inflated 984 
variance (grey) with horizontal bars giving the 5-95% and 17-83% range. The prior range is 985 
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shown by the orange shading (note prior amplitude is arbitrary and has been re-scaled for 986 
illustrative purposes). IPCC “likely” (i.e. ≥ 0.66) TCR range (1-2.5°C) shown by light blue bar.  987 
 988 
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Table and Figures 989 
 990 
Model Number of  
historical 
simulations 
Number of  
historicalGHG 
simulations 
Number of  
historicalNAT 
simulations 
TCR 
value 
(°C) 
Colour in 
figures 
CanESM2 5 (5) 5 (5) 5 (5) 2.4 Light Green 
CNRM-CM5 10 (6) 6 (6) 6 (6) 2.1 Red 
CSIRO-Mk3-6-0 10 (5) 5 (5) 5 (5) 1.8 Teal 
GISS-E2-H (p1) 5 (5) 5 (5) 5 (5) 1.7 Purple 
GISS-E2-R (p1) 6 (5) 5 (5) 5 (5) 1.5 Orange 
HadGEM2-ES 4 (4) 4 (4) 4 (4) 2.5 Pink 
IPSL-CM5A-LR 4 (3) 3 (3) 3 (3) 2.0 Blue 
NorESM1-M (1) (1) (1) 1.4 - 
Multi-Model-mean (34)     (34)       - (34)       - 2.0 Black 
 991 
Table 1 – CMIP5 models used in the analysis. Bold un-bracketed values are the number of 992 
ensemble members for the individual models used in the main analysis. Italic numbers in 993 
brackets are the number of model ensemble members contributing to the multi-model mean. 994 
Note NorESM1-M only used for the multi-model mean. Where results using individual models 995 
are shown they will be plotted using the colours found in the last column. TCR values 996 
calculated from 1PCT simulations. 997 
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 998 
Model Number of  
historical 
simulations 
TCR value 
(°C) 
ACCESS1-0 1 2.0 
ACCESS1-3 1 1.7 
CESM1-CAM5 3 2.3 
GISS-E2-H (p3) 5 1.7 
GISS-E2-R (p3) 6 1.5 
GFDL-CM3 1 2.0 
HadCM3 10 2.0 
IPSL-CM5A-MR 1 2.0 
MIROC5 1 1.5 
MIROC-ESM 1 2.2 
MRI-CGCM3 1 1.6 
NorESM1-ME 1 1.6 
Total simulations for imperfect model 
study (including models from table 1) 
77 - 
 999 
Table 2 – Additional CMIP5 models used in the imperfect model analysis. Total number of 1000 
simulations in final row includes historical simulations used in the main analysis (see table 1). 1001 
TCR values from 1PCT simulations. 1002 
 1003 
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 1004 
Figure 1 –Decadal mean temperature for observations and models for four different 1005 
diagnostics for climate change. From top: global temperature, hemispheric temperature 1006 
difference, seasonal contrast (NH winter temperature mean subtracted by NH summer 1007 
mean), land-ocean contrast (global land mean temperature subtracted by global ocean 1008 
temperature). Left Panels: Individual observation ensemble members (green) and median 1009 
(black). Multi-model mean all forced “historical” simulations (blue) and individual model 1010 
simulations (purple). Right panel: GHG only simulation “historicalGHG” (red), natural 1011 
forcings only “historicalNat” (green), and otherANT (blue) which is plotted from the 1012 
“historical” experiment mean after subtraction of the “historicalGHG” and “historicalNat” 1013 
mean. Bold lines are for multi-model means, thin lines individual model ensemble means. 1014 
Gray range (a-g) shows 2 standard deviation of piControl simulations. 1015 
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 1016 
 1017 
Figure 2 – Choice of priors, - Informative priors on 𝛽𝐺𝐻𝐺and 𝛽𝑂𝑇𝐻𝐸𝑅𝐴𝑁𝑇, 𝛽𝑁𝐴𝑇 - Red. 1018 
Uninformative priors – green 1019 
 1020 
 1021 
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1022 
Figure 3 – Perfect model results for different combinations of spatial and temporal 1023 
diagnostics. 5-95% and median probability range of the GHG scaling factor, 𝛽𝐺𝐻𝐺, where a 1024 
historical simulation has been used as observations and the fingerprints are taken from the 1025 
same model.  Panels show results for: global mean temperature; global mean temperature 1026 
combined with hemispheric temperature difference; global mean temperature, hemispheric 1027 
difference and seasonal difference;  global mean temperature, hemispheric difference and 1028 
land ocean difference– Left panels where a non-informative prior has been used. Right 1029 
panels: where an informative prior has been used. Colours show results for different models 1030 
(see table 1). Numbers at bottom indicate percentage of cases where the 5-95% range does 1031 
not include 1. 1032 
 1033 
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 1034 
Figure 4 - 5-95% Confidence intervals for TCR. ACCESS-1-3 model used as observations and 1035 
model fingerprints taken from a range of different models. Individual model colours – see 1036 
table 1 for information. Combined model results (purple) and multi-model-mean (black line). 1037 
The vertical lines show 5-95% range, the symbol median value, the horizontal line shows the 1038 
true TCR value.  1039 
 1040 
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 1041 
Figure 5– Imperfect model results. Calculated TCR values plotted against actual TCR values 1042 
for 77 different models used as observations, integrating over the individual model results 1043 
(purple) and using the multi-model mean fingerprints (black). 5-95% confidence interval 1044 
shown by vertical lines. Best guess estimate shown by a circle, circle is blue if 5-95% range 1045 
does not encompasses the true value. The solid black line indicates where the truth lies; the 1046 
solid green line shows the ordinary least squares regression through the best guess 1047 
estimates. The top number in each plot is the mean absolute error between the best guess 1048 
estimate and the truth; the second is the number of cases where the 5-95% range does not 1049 
include 1. 1050 
 1051 
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1052 
Figure 6 – Imperfect model results for attributable GHG warming. Attributed GHG trends 1053 
plotted against actual GHG trends for 62 different models used as observations, integrating 1054 
over the individual model results (purple) and using the multi-model mean fingerprints 1055 
(black). Results are shown in the same format as for figure 5. 1056 
 1057 
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 1058 
Figure 7 – TCR estimate from median observations. TCR estimates from individual models 1059 
(colours – see table 1). Combined results (purple), multi-model mean (black), multi-model 1060 
mean with double piControl variance (grey). Ranges are 5-95% probability. IPCC “likely” (i.e. 1061 
P>0.66)  TCR range (1-2.5°C) shown by light blue bar.  1062 
 1063 
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 1064 
Figure 8 – Sensitivity of TCR estimate to observational uncertainty. Results shown for each 1065 
of the 100 ensemble members, for combined model analysis (purple) and multi-model mean 1066 
(black). 5-95% range, for each ensemble member, shown by thin vertical lines and are linked 1067 
by a solid line; median probability shown by a circle. 5-95% range calculated using the 1068 
median observations (see fig 7) are shown by the grey shaded region. Ensemble members 1069 
are plotted in ascending order for the median TCR value.  1070 
 1071 
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 1072 
Figure 9 –TCR probability density functions for all observational ensemble members and 1073 
individual model fingerprints. Distributions show combined pdf results for the combined 1074 
model results (purple), multi-model-mean (black) and multi-model-mean with inflated 1075 
variance (grey) with horizontal bars giving the 5-95% and 17-83% range. The prior range is 1076 
shown by the orange shading (note prior amplitude is arbitrary and has been re-scaled for 1077 
illustrative purposes). IPCC “likely” (i.e. ≥ 0.66) TCR range (1-2.5°C) shown by light blue bar.  1078 
 1079 
