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Introduction
Time-frequency analysis (or Gabor analysis) is a modern branch of harmonic
analysis with applications, among others, in signal processing, audio engi-
neering, psychoacoustics as well as in theoretical physics and pure math-
ematics. As such, it is concerned with its own version of the basic general
idea of harmonic analysis, namely the decomposition of mathematical objects
(like functions) into parts that are in some sense more elementary or simpler
than the original object. In classical Fourier analysis, functions (or signals)
are decomposed and represented as superpositions of pure frequencies. This
is accomplished by using the Fourier transform, that can be interpreted as
giving the frequency distribution of the original function. In the Gabor case,
functions (or signals) are decomposed into pieces that are time-frequency
shifts of some given analyzing window function. The corresponding trans-
form is the short-time Fourier transform, which can be interpreted as giving
a time-frequency distribution of the transformed function. It is, however, not
the only time-frequency distribution that is in use. In quantum mechanics,
the Wigner distribution has been around for quite some time, its first ap-
pearance in [44]. It was later derived independently in [41] and [29]. In [43],
it is used in connection with questions of quantization. The Weyl calculus
associated with the Wigner distribution is used to analyze pseudodifferential
operators in [15], [21] and [24]. Further time-frequency methods are ap-
plied to pseudodifferential operaors in [34]. The Rihacek distribution plays a
prominent part in connection with the Kohn-Nirenberg correspondence, [27].
All these time-frequency distributions are very similar structurally, have sim-
ilar properties and lead to similar theories. It is therefore quite natural to
try to find a general framework into which the different distributions can be
integrated as particular cases. To provide such a framework is one of the aims
of this work. The class of bilinear time-frequency distributions introduced
7
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in the first chapter is sufficiently general to contain the short-time Fourier
transform, the Wigner and the Rihacek distributions as special cases. A
bilinear time-frequency distribution is a bilinear mapping
f, g 7→ TFA(f, g)(x, ω) = F2TA(f ⊗ g)(x, ω)
=
∫
Rd
(f ⊗ g)(A ( xy ))e−2piiω·y dy,
that is a coordinate transform with transformation matrix A followed by a
partial Fourier transform, applied to the tensor product of the functions f
and g.
Which properties carry over to the general distributions? Can one set up a
pseudodifferential calculus associated to a general time-frequency distribu-
tion that has similar properties as the Weyl calculus associated to the Wigner
distribution? Is it possible to identify necessary or sufficient conditions on
the distributions to guarantee nice behavior of the associated calculus? The
first part (chapters 1 and 2) tries to answer these questions. It turns out
that many time-frequency distributions allow a rich theory analogous to the
existing calculi, although some pathological cases must be discarded. A key
property seems to be right resp. left regularity of the transformation matrix
A, as defined in the first chapter.
The second part (chapter 2) is concerned with another type of pseudodifferen-
tial operator, namely time-frequency localization operators, first introduced
in [9] and [10]. These are multipliers for the short-time Fourier transform,
acting on a function f by
f 7→ V ∗ϕ1(a · Vϕ2f) =
∫∫
R2d
a(x, ω) · Vϕ1f(x, ω)MωTxϕ2 dxdω.
The window functions ϕ1, ϕ2 are taken from some function space, that deter-
mines the mapping and boundedness properties of the operator. The function
a is called the symbol of the localization operator. The main result of this
part is to show a connection with the so-called Berezin transform, an ob-
ject that is of some importance in complex analysis. This connection gives
a powerful tool to examine the question how large the class of localization
operators (with symbols from some prescribed class, e.g. from L2(R2d)) is
compared to larger classes of operators (e.g. the Hilbert-Schmidt class). Can
arbitrary operators be approximated by localization operators, and in what
topology? It turns out that in many cases the set of localization operators is
9dense in a larger class of operators, with respect to either the norm topology
or the weak-∗ topology. There occurs an interesting phenomenon, however.
For symbols from, say, Lebesgue spaces Lp(R2d), the exponents 1 ≤ p ≤ 2
give stronger results than the exponents 2 ≤ p ≤ ∞. For symbols from mod-
ulation spaces, the situation is similar. In this regard, further results may be
possible in the future.
This work is structured as follows.
The first chapter introduces the notion of (generalized) bilinear time-frequency
distribution. This is a direct generalization of some well-known time-frequency
distributions that are in wide use in mathematics and physics, such as the
short-time Fourier transform (also called the Gabor transform) or the Wigner
distribution. Some basic properties of bilinear time-frequency distributions
are presented. These usually generalize the according properties of the short-
time Fourier transform. The time-frequency distributions considered can be
parametrized by real 2d × 2d coefficient matrices. Conditions on these ma-
trices yielding nicely behaved distributions, namely the notions of right resp.
left regularity, are identified and defined. Two important technical tools for
future use are provided, namely the covariance property and the so-called
’magic’ formula. Again, these generalize well-known formulas for the short-
time Fourier transform to the more general case of bilinear time-frequency
distributions. The former are contained in the latter as special cases.
In the second chapter, we present the pseudodifferential operator calculus
associated with bilinear time-frequency distributions. This is motivated by
the Kohn-Nirenberg correspondence (associated to the Rihacek distribution)
and the Weyl calculus (associated to the Wigner distribution) and generalizes
these for general bilinear time-frequency distributions. For a large class of
distributions, most of the desirable properties of the aforementioned classic
pseudodifferential calculi carry over to the more general situation. Well-
known mapping and Schatten class properties for the short-time Fourier
transform are proved in a more general setting. Particular importance is
given to various boundedness theorems on modulation spaces for pseudodif-
ferential operators associated to well-behaved bilinear time-frequency distri-
butions.
The third chapter is devoted to the study of time-frequency localization op-
erators. Well-known mapping properties of localization operators are sum-
marized in a unified framework. The connection to the Berezin transform is
shown and used to prove some new results on the density of the set of local-
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ization operators within larger spaces of operators with respect to different
topologies, e.g. the space of all bounded operators equipped with either the
norm topology or the weak-∗ topology.
Chapter 1
Bilinear Time-Frequency
Distributions
In this chapter, we define a particular class of general bilinear time-frequency
distributions that is the basic object of all our subsequent considerations. We
show that some well-known time-frequency distributions, like the short-time
Fourier transform or the Wigner distribution, can be subsumed under our
general framework. Moreover, many elementary properties enjoyed by the
aforementioned distributions have analogues in the general setting.
1.1 Definition
Definition 1.1.1 (Bilinear Time-Frequency Distribution). Let f, g ∈ L2(Rd)
and A =
(
A11 A12
A21 A22
) ∈ R2d×2d with detA 6= 0. Define the bilinear time-
frequency distribution of f and g to be
TFA(f, g) := F2TA(f ⊗ g).
In this definition, F2 denotes the partial Fourier transform of a function of
two variables with respect to the second variable, and TA is the coordinate
transformation with matrix A.
If TA(f⊗g) is an integrable function with respect to the second variable over
11
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Rd, we can represent the partial Fourier transform as an integral:
TFA(f, g)(x, ω) =
∫
Rd
(f ⊗ g)(A ( xy ))e−2piiω·y dy
=
∫
Rd
f(A11x+ A12y)g(A21x+ A22y)e
−2piiω·y dy
for (x, ω) ∈ R2d. This holds for example when f and g are Schwartz functions.
Important and well-known examples are
• Short-time Fourier transform:
V (f, g)(x, ω) =
∫
Rd
f(y)g(y − x)e−2piiω·y dy = TFA(f, g)(x, ω)
with matrix A =
(
0 I
−I I
)
. This is the basic time-frequency distribution
used in time-frequency analysis. For a short overview over the short-
time Fourier transform and its most basic properties see the appendix.
• Wigner distribution:
W (f, g)(x, ω) =
∫
Rd
f(x+
y
2
)g(x− y
2
)e−2piiω·y dy = TFA(f, g)(x, ω)
with matrix A =
(
I 1
2
I
I − 1
2
I
)
. This is undoubtedly the most popular
time-frequency distribution in signal analysis. It was, however, first
introduced in 1932 by E. Wigner in a paper on quantum mechanics
([44]).
• α-Wigner distribution:
Wα(f, g)(x, ω) =
∫
Rd
f(x+ (1− α)y)g(x− αy)e−2piiω·y dy
= TFA(f, g)(x, ω)
with matrix A =
(
I (1−α)I
I −αI
)
and α ∈ (0, 1). This is a (less symmetric)
variant of the Wigner distribution. The ordinary Wigner distribution
corresponds to the value α = 1
2
.
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• Rihacek distribution:
R(f, g)(x, ω) = f(x)gˆ(ω)e−2piix·ω
=
∫
Rd
f(x)g(x− y)e−2piiy·ω dy = TFA(f, g)(x, ω)
with matrix A =
(
I 0
I −I
)
.
• (Radar) ambiguity function:
A(f, g)(x, ω) =
∫
Rd
f(y +
x
2
)g(y − x
2
)e−2piiy·ω dy = TFA(f, g)(x, ω)
with matrix A =
(
1
2
I I
− 1
2
I I
)
.
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1.2 Elementary Properties
After having defined the general bilinear time-frequency distributions in the
previous section, we are now going to examine some of their most basic
properties.
Theorem 1.2.1. If f, g ∈ L2(Rd) and A ∈ R2d×2d with detA 6= 0, then
TFA(f, g) ∈ L2(R2d).
Proof. This is obvious, since the tensor product f ⊗ g ∈ L2(R2d) and TA and
F2 are bounded linear operators from L
2(R2d) into itself.
The set {TFA(f, g)| f, g ∈ L2(Rd)} is in fact a complete subset of L2(R2d),
i.e. its linear span is dense in L2(R2d):
Theorem 1.2.2. Denote the set {TFA(f, g)| f, g ∈ L2(Rd)} ⊆ L2(R2d) by
S. If detA 6= 0, then
span(S) = L2(R2d),
i.e. S is a complete subset of L2(R2d).
Proof. Assume F ∈ L2(R2d) such that
〈F,TFA(f, g)〉 = 0
for all f, g ∈ L2(Rd). We have to show that this implies F = 0 in L2(R2d).
Now
〈F,TFA(f, g)〉 = 〈F,F2TA(f ⊗ g)〉
= 〈T∗AF∗2F, f ⊗ g〉
= 0
for all f, g ∈ L2(Rd) if and only if
T∗AF
∗
2F = 0 in L
2(R2d),
since {f ⊗ g| f, g ∈ L2(Rd)} ⊆ L2(R2d) is a complete subset of L2(R2d). But
this is equivalent to
F = 0 ∈ L2(R2d),
since TA and F2 are bounded invertible operators from L
2(R2d) onto L2(R2d).
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We can also show (with identical proof), that {TFA(en, em)| n,m ∈ N} is a
complete subset of L2(R2d), if (en)n∈N is an arbitrary orthonormal basis of
L2(Rd) (because then the family (en ⊗ em)n,m∈N is an orthonormal basis of
L2(R2d)). In Section 1.3 we will see that this set is actually an orthonormal
basis of L2(R2d) itself.
Theorem 1.2.3. Let detA 6= 0. Then the bilinear mapping TFA : L2(Rd)×
L2(Rd)→ L2(R2d), (f, g) 7→ TFA(f, g) is (jointly) continuous.
Proof. Let f, g, fn, gn ∈ L2(Rd), n = 1, 2, . . ., with ‖fn − f‖ → 0 and
‖gn − g‖ → 0 for n→∞. Then
‖TFA(f, g)− TFA(fn, gn)‖ = ‖F2TA(f ⊗ g)− F2TA(fn ⊗ gn)‖
= ‖TA(f ⊗ g)− TA(fn ⊗ gn)‖ (since F2 is unitary)
=
1
| detA|‖f ⊗ g − fn ⊗ gn‖ (by Lemma A.3.2)
and
‖f ⊗ g − fn ⊗ gn‖ ≤ ‖f ⊗ g − f ⊗ gn‖+ ‖f ⊗ gn − fn ⊗ gn‖
= ‖f ⊗ (g − gn)‖+ ‖(f − fn)⊗ gn‖
= ‖f‖ · ‖g − gn‖︸ ︷︷ ︸
→0
+ ‖f − fn‖︸ ︷︷ ︸
→0
· ‖gn‖︸︷︷︸
→‖g‖
−→ 0
for n→∞.
Theorem 1.2.4. If f, g ∈ S(Rd), then TFA(f, g) ∈ S(R2d).
Proof. If f, g ∈ S(Rd), then the tensor product f ⊗ g ∈ S(R2d), hence
TFA(f, g) = F2TA(f ⊗ g) ∈ S(R2d) by Lemma A.3.5 and Lemma A.4.4,
respectively.
In the next theorem, certain bilinear time-frequency distributions are shown
to have a representation associated to the short-time Fourier transform, thus
having very similar (pleasant) properties.
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Theorem 1.2.5 (Representation). Let A =
(
A11 A12
A21 A22
) ∈ R2d×2d with detA 6=
0 and let both A12 and A22 be invertible matrices in Rd×d. Then the following
representation holds for all f, g ∈ L2(Rd), x, ω ∈ Rd:
TFA(f, g)(x, ω) =
e2pii(A
∗
12)
−1ω·A11x
| detA12| 〈f,MdTcg˜〉 ,
with g˜(z) := g(A22A
−1
12 z) and
d = d(ω) = (A∗12)
−1ω, c = c(x) = (A11 − A12A−122 A21)x.
Proof. If A12 and A22 are invertible, the functions f
′(y) = f(A12y) and
g′(y) = g(A22y) are well-defined and in L2(Rd) for f and g in L2(Rd). Then
f(A11x + A12y) = T−A−112 A11xf
′(y) and g(A21x + A22y) = T−A−122 A21xg
′(y) are
in L2(Rd) as well, so the integral
TFA(f, g)(x, ω) =
∫
Rd
f(A11x+ A12y)g(A21x+ A22y)e
−2piiω·y dy
makes sense pointwisely for all x, ω ∈ Rd. The stated representation now
follows from the change of variables z = A11x+ A12y.
Corollary 1.2.6. Under the assumptions of Theorem 1.2.5, TFA(f, g)(x, ω)
is a continuous function on R2d.
Proof. Let xn → x and ωn → ω in Rd. Put d(ω) = (A∗12)−1ω and c(x) =
(A11 − A12A−122 A21)x as in Theorem 1.2.5, then d(ωn) → d(ω) and c(xn) →
c(x) for n → ∞, since the functions d and c are continuous. It follows that
Md(ωn)Tc(xn)g˜ converges to Md(ω)Tc(x)g˜ in L
2(Rd). Finally, with Theorem
1.2.5, we conclude TFA(f, g)(xn, ωn)→ TFA(f, g)(x, ω).
Corollary 1.2.7. Under the assumptions of Theorem 1.2.5, the function
TFA(f, g)(x, ω) is bounded:
|TFA(f, g)(x, ω)| ≤ ‖f‖ · ‖g‖| detA12|1/2 · | detA22|1/2
for all (x, ω) ∈ R2d.
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Proof. We have
‖g˜‖ = ‖TA22A−112 g‖ =
| detA12|1/2
| detA22|1/2‖g‖,
hence
|TFA(f, g)(x, ω)| =
∣∣∣∣∣e2pii(A
∗
12)
−1ω·A11x
| detA12| 〈f,MdTcg˜〉
∣∣∣∣∣
≤ 1| detA12|‖f‖ · ‖g˜‖
=
‖f‖ · ‖g‖
| detA12|1/2 · | detA22|1/2 .
Corollary 1.2.8 (Riemann-Lebesgue). Under the assumptions of Theorem
1.2.5, TFA(f, g) vanishes at infinity, i.e.
lim
|(x,ω)|→∞
|TFA(f, g)(x, ω)| = 0.
Proof. We have to show that
lim
|(x,ω)|→∞
| 〈f,Md(ω)Tc(x)g˜〉 | = 0.
Let Ω ⊂ Rd be an arbitrary subset. Then
| 〈f,MdTcg˜〉 | = |
∫
Rd
f(t)g˜(t− c)e−2piid·t dt|
≤
∫
Rd
|f(t)| · |g˜(t− c)| dt
=
∫
Ω
|f(t)| · |g˜(t− c)| dt+
∫
Rd\Ω
|f(t)| · |g˜(t− c)| dt.
By the Cauchy-Schwarz Inequality, we get
| 〈f,MdTcg˜〉 | ≤
(∫
Ω
|f |2
) 1
2
(∫
Ω
|Tcg˜|2
) 1
2
+
(∫
Rd\Ω
|f |2
) 1
2
(∫
Rd\Ω
|Tcg˜|2
) 1
2
.
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Now let ε > 0 be given. Choose Ω ⊂ Rd in such a way that Ω is compact
and both
(∫
Ω
|f |2)1/2 ≥ (1− ε)‖f‖ and (∫
Ω
|g˜|2)1/2 ≥ (1− ε)‖g˜‖. (One could
use e.g. Ω = BR = {t ∈ Rd : |t| ≤ r} for sufficiently large r, the closed ball
with radius r.) Since Ω is compact, there exists a constant K > 0 depending
on f and g˜ such that Ω ∩ c+ Ω = ∅ for all c ∈ Rd with |c| > K. This yields(∫
Ω
|f |2
)1/2(∫
Ω
|Tcg˜|2
)1/2
=
(∫
Ω
|f |2
)1/2(∫
c+Ω
|g˜|2
)1/2
≤ ε · ‖f‖ · ‖g˜‖
and (∫
Rd\Ω
|f |2
)1/2(∫
Rd\Ω
|Tcg˜|2
)1/2
≤ ε · ‖f‖ · ‖g˜‖,
so
| 〈f,MdTcg˜〉 | ≤ 2ε · ‖f‖ · ‖g˜‖
for any d and all |c| > K in Rd.
Next observe that by Plancherel’s Formula and the canonical commutation
relation
| 〈f,MdTcg˜〉 | = |
〈
fˆ , M̂dTcg˜
〉
| = |
〈
fˆ , TdM−c ˆ˜g
〉
| = |
〈
fˆ ,M−cTd ˆ˜g
〉
|.
By the same argument as above we conclude that there exists a constant
K ′ > 0 depending on fˆ and ˆ˜g such that
| 〈f,MdTcg˜〉 | ≤ 2ε · ‖fˆ‖ · ‖ˆ˜g‖ = 2ε · ‖f‖ · ‖g˜‖
for any c and all |d| > K ′ in Rd.
So we find that
| 〈f,MdTcg˜〉 | ≤ 2ε · ‖f‖ · ‖g˜‖
for all (c, d) ∈ R2d with |c| > K or |d| > K ′, that means outside the compact
set BK ×BK′ ⊂ R2d. So
lim
|(c,d)|→∞
| 〈f,MdTcg˜〉 | = 0.
It remains to prove that |(x, ω)| → ∞ implies |(c(x), d(ω))| → ∞. We have
|d(ω)| = |(A∗12)−1ω| → ∞ for |ω| → ∞ if and only if (A∗12)−1 is invertible,
and |c(x)| = |(A11 − A12A−122 A21)x| → ∞ for |x| → ∞ if and only if A11 −
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A12A
−1
22 A21 is invertible. The former is true by assumption, the latter follows
from (
A11−A12A−122 A21 0
A21 A22
)
=
(
I −A12A−122
0 I
) (
A11 A12
A21 A22
)
and
0 6= detA = det ( A11 A12A21 A22 ) = det( A11−A12A−122 A21 0A21 A22 )
= det(A11 − A12A−122 A21) · detA22,
therefore det(A11 − A12A−122 A21) 6= 0.
Theorem 1.2.9. Suppose detA22 6= 0, but detA12 = 0, i.e. the matrix A12
is not invertible. Then TFA(f, g) is not necessarily a continuous function;
more precisely, there always exist functions f, g ∈ L2(Rd) such that TFA(f, g)
is not a continuous function on R2d.
Proof. Choose an orthonormal basis v1, . . . , vl of kerA12 and extend it to
an orthonormal basis v1, . . . , vl, vl+1, . . . , vd of Rd. The matrix V consisting
of the vectors v1, . . . , vd as columns is an orthogonal matrix. The vectors
wl+1 := A12vl+1, . . . , wd := A12vd are linearly independent; extend this set of
vectors to a basis w1, . . . , wl, wl+1, . . . , wd of Rd. The matrix formed with the
vectors w1, . . . , wd as columns is denoted by W .
Now consider the orthogonal coordinate transformation y = V z, y, z ∈ Rd.
This yields
A12y = A12V z = A12
d∑
j=1
zjvj =
d∑
j=1
zjA12vj =
d∑
j=l+1
zjwj
= W ·

0
...
0
zl+1
...
zd
 .
We can express the vector A11x in terms of the basis w1, . . . , wd:
A11x = Wξ =
d∑
j=1
ξjwj.
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Now let
f˜ := (r1 ⊗ r2 ⊗ . . .⊗ rd)(t) = r1(t1) · . . . · rd(td)
be a tensor product of arbitrary functions r1, . . . , rd ∈ L2(R), set
f := f˜ ◦W−1
and let g ∈ L1(Rd) ∩ L2(Rd) be an arbitrary function. Note that under this
assumptions we always have f, g ∈ L2(Rd). Denoting
0
...
0
zl+1
...
zd
 = z′,
we calculate
A11x+ A12y = Wξ +Wz
′ = W (ξ + z′),
therefore
f(A11x+ A12y) = f(W (ξ + z
′)) = f˜(ξ + z′)
=
l∏
j=1
rj(ξj) ·
d∏
j=l+1
rj(ξj + zj).
Using the substitution y = V z, we find
TFA(f, g)(x, ω) =
∫
Rd
f(A11x+ A12y)g(A21x+ A22y)e
−2piiω·y dy
=
∫
Rd
f(A11x+ A12V z)g(A21x+ A22V z)e
−2piiω·V z dz
=
∫
Rd
l∏
j=1
rj(ξj) ·
d∏
j=l+1
rj(ξj + zj)g(A21x+ A22V z)e
−2piiω·V z dz
=
l∏
j=1
rj(ξj)
∫
Rd
d∏
j=l+1
rj(ξj + zj)g(A21x+ A22V z)e
−2piiω·V z dz.
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Resubstituting x for ξ by the formula ξ = W−1A11x gives
TFA(f, g)(x, ω) = H(x)
∫
Rd
G(x, z)e−2piiV
∗ω·z dz
= H(x) · F (x, ω)
with
H(x) =
l∏
j=1
rj((W
−1A11x)j),
G(x, z) =
(
d∏
j=l+1
rj((W
−1A11x)j + zj)
)
· g(A21x+ A22V z)
and
F (x, ω) =
∫
Rd
G(x, z)e−2piiV
∗ω·z dz.
Observe that F (x, ω) is well-defined since both A22 and V are invertible and
hence G(x, z) is integrable with respect to z for all x ∈ Rd. If we choose
g ∈ S(Rd) and rl+1, . . . , rd ∈ S(R), it is not hard to see that F (x, ω) is a
continuous function on R2d. An appropriate choice ensures that F is not
identically zero. Choose a point (x0, ω0) ∈ R2d with F (x0, ω0) 6= 0. Since F
is continuous, F (x, ω) 6= 0 in a neighborhood of (x0, ω0). Then, by a suitable
choice of functions r1, . . . , rl ∈ L2(R), we clearly can achieve H(x) to be
uncontinuous at x0. But then TFA(f, g) cannot be continuous at (x0, ω0),
because otherwise
H(x) =
TFA(f, g)(x, ω0)
F (x, ω0)
(in some neighborhood of x0) would be continuous at x0, a contradiction.
The above theorems and corollaries show the relevance of various assumptions
on the invertibility or noninvertibility of the submatrices A11, A12, A21 and
A22 of A =
(
A11 A12
A21 A22
)
. We will come across this phenomenon several times in
this work. In order to simplify terminology, we make a general definition.
Definition 1.2.10 (Left- and Right-Regularity). A matrix A =
(
A11 A12
A21 A22
) ∈
R2d×2d is called
• left-regular, if the submatrices A11, A21 ∈ Rd×d are invertible;
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• right-regular, if the submatrices A12, A22 ∈ Rd×d are invertible.
The next theorem expresses a connection between right-regularity and left-
regularity that will be useful later.
Theorem 1.2.11. Let A =
(
A11 A12
A21 A22
) ∈ R2d×2d be invertible. Let B =(
B11 B12
B21 B22
)
= (A−1)∗. Then A is right-regular (respectively left-regular) if and
only if B is left-regular (respectively right-regular).
Proof. We show that A is right-regular if and only if B is left-regular. The
analogous statement where right-regular and left-regular are interchanged
follows from this by changing the roles of A and B (observe that if B =
(A−1)∗, then also A = (B−1)∗).
In order to simplify the notation, we write
A = (X UY V ) and A
−1 = C =
(
P Q
R S
)
.
Since B = C∗ =
(
P ∗ R∗
Q∗ S∗
)
, B is left-regular if and only P and Q are invertible.
Thus we have to show that U and V are invertible if and only if P and Q
are invertible.
Assume first that U and V are invertible. Then, since
CA =
(
P Q
R S
)
(X UY V ) = (
I 0
0 I ) ,
we have
PU +QV = 0
and
PX +QY = I.
The former is equivalent to QV = −PU and Q = −PUV −1; inserting this
in the latter yields PX − PUV −1Y = I, thus
P (X − UV −1Y ) = I. (∗)
On the other hand, we also have
AC = (X UY V )
(
P Q
R S
)
= ( I 00 I ) ,
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hence
XP + UR = I
and
Y P + V R = 0.
Here the latter yields V R = −Y P and R = −V −1Y P , which upon inserting
into the former gives XP − UV −1Y P = I, thus
(X − UV −1Y )P = I. (∗∗)
The equalities (∗) and (∗∗) together show that P is invertible with inverse
P−1 = X − UV −1Y , hence also Q = −PUV −1 is invertible.
For the opposite implication, assume P and Q are invertible. Then it is not
hard to see that from
AC = (X UY V )
(
P Q
R S
)
= ( I 00 I ) =
(
P Q
R S
)
(X UY V ) = CA
it follows that (
R∗ P ∗
S∗ Q∗
)
( U
∗ V ∗
X∗ Y ∗ ) = (
I 0
0 I ) = (
U∗ V ∗
X∗ Y ∗ )
(
R∗ P ∗
S∗ Q∗
)
.
By what we have already shown, the invertibility of P ∗ and Q∗ implies the
invertibility of U∗ and V ∗. Hence, P and Q invertible implies U and V
invertible.
Theorem 1.2.12 (Interchanging f and g). For f, g ∈ L2(Rd) and A =(
A11 A12
A21 A22
) ∈ R2d×2d,
TFA(g, f)(x, ω) = TFB(f, g)(x, ω)
with B =
(
A21 −A22
A11 −A12
)
= ( 0 II 0 ) · A ·
(
I 0
0 −I
)
.
Proof. Observe that
TA(g ⊗ f)(x, y) = g(A11x+ A12y)f(A21x+ A22y)
= f(A21x+ A22y)g(A11x+ A12y) = TB′(f ⊗ g)(x, y)
with B′ =
(
A21 A22
A11 A12
)
. It follows
TFA(g, f)(x, ω) = F2TA(g ⊗ f)(x, ω) = F2TB′(f ⊗ g)(x, ω)
= F2TB′(f ⊗ g)(x,−ω) = F2TB(f ⊗ g)(x, ω)
with B =
(
A21 −A22
A11 −A12
)
.
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One may ask whether it is possible to consider also bilinear time-frequency
distributions defined by using the partial Fourier transform F1 in the first
argument as opposed to our definition using F2. The following shows that
both formulations are essentially equivalent and that both definitions lead to
completely analogous theories.
In order to simplify the notation, we introduce:
Definition 1.2.13 (Flip). Let F (x, y) be a function on R2d. The flip oper-
ator is defined by
F˜ (x, y) := F (y, x),
i.e. interchanges the arguments x and y.
The flip operator is a specific coordinate transformation:
F˜ (x, y) = F (y, x) = TI˜F (x, y)
with matrix I˜ = ( 0 II 0 ).
Lemma 1.2.14. Let F = F (x, y) ∈ L2(R2d). Then
F1F (ξ, y) = F2F˜ (y, ξ).
Proof. Let F ∈ S(R2d). Then
F1F (ξ, y) =
∫
Rd
F (x, y)e−2piix·ξ dx
=
∫
Rd
F˜ (y, x)e−2piix·ξ dx = F2F˜ (y, ξ).
Since S(R2d) ⊂ L2(R2d) is a dense subspace, the assertion holds for all f ∈
L2(R2d) by the standard density argument.
Lemma 1.2.15. Let f, g ∈ L2(Rd) and A = ( A11 A12A21 A22 ) ∈ R2d×2d with detA 6=
0. Then
F1TA(f ⊗ g)(ξ, y) = F2TB(f ⊗ g)(y, ξ) = ˜F2TB(f ⊗ g)(ξ, y)
with B =
(
A12 A11
A22 A21
)
= A · ( 0 II 0 ).
1.2. ELEMENTARY PROPERTIES 25
Proof. By the previous Lemma 1.2.14,
F1TA(f ⊗ g)(ξ, y) = F2
(
˜TA(f ⊗ g)
)
(y, ξ)
= F2TI˜TA(f ⊗ g)(y, ξ),
where I˜ denotes the permutation matrix ( 0 II 0 ). But
TI˜TA = TA·I˜ = TB,
which concludes the proof.
Theorem 1.2.16 (Fourier Transform of a Time-Frequency Distribution).
For f, g ∈ L2(Rd) and A = ( A11 A12A21 A22 ) ∈ R2d×2d,
̂TFA(f, g)(ξ, η) = TFB(f, g)(η, ξ) = ˜TFB(f, g)(ξ, η).
with B =
( −A12 A11
−A22 A21
)
= A · ( 0 I−I 0 ).
Proof. Assume again that f, g ∈ S(Rd). Then TFA(f, g) ∈ S(R2d) as well, by
Theorem 1.2.4. Using Fubini’s Theorem and the Fourier Inversion Formula,
we compute
̂TFA(f, g)(ξ, η) =
∫∫
R2d
F2TA(f ⊗ g)(x, ω)e−2pii(x·ξ+ω·η) dxdω
=
∫
Rd
∫
Rd
F2TA(f ⊗ g)(x, ω)e−2piiω·η dω · e−2piix·ξ dx
=
∫
Rd
TA(f ⊗ g)(x,−η)e−2piix·ξ dx
= F1TA(f ⊗ g)(ξ,−η)
= F2TB˜(f ⊗ g)(−η, ξ)
with B˜ = A · ( 0 II 0 ) as in Lemma 1.2.15.
The last expression can also be written as
F2TB˜(f ⊗ g)(−η, ξ) = F2TB(f ⊗ g)(η, ξ)
where B denotes the matrix
B˜ · ( −I 00 I ) = A · ( 0 II 0 ) · ( −I 00 I ) = A · ( 0 I−I 0 ) .
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1.3 Orthogonality Relation and Inversion
Formula
Bilinear time-frequency distributions take two functions as their arguments:
they map a pair of functions of d variables to a single function of 2d vari-
ables. In many situations, however, it is more convenient to take up another
viewpoint. One may consider one of the two functions as a window function,
a fixed parameter of the mapping and not a variable. That means instead of
looking at
TFA : L
2(Rd)× L2(Rd)→ L2(R2d)
we now consider a mapping
TFA,g : L
2(Rd)→ L2(R2d), f 7→ TFA,g(f) = TFA(f, g).
In this sense the function TFA,g(f) can be thought of as a transformation
of f very much similar to other well-known integral transforms like e.g. the
Fourier transform.
In this section we will prove two important properties of such time-frequency
transformations, that are analogues of well-known properties enjoyed by the
Fourier transform. The first is the orthogonality relation for time-frequency
distributions, a counterpart of Parseval’s formula. In the presence of such
a formula there can usually be derived an inversion theorem that allows to
reconstruct the original function f from its time-frequency transformation
TFA,g(f).
Theorem 1.3.1 (Orthogonality Relation). Let f1, f2, g1, g2 ∈ L2(Rd) and
A ∈ R2d×2d with detA 6= 0. Then
〈TFA(f1, g1),TFA(f2, g2)〉 = 1| detA| 〈f1, f2〉 〈g1, g2〉.
Proof. Since F2 is a unitary operator on L
2(R2d) and TA is unitary up to a
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constant factor,
〈TFA(f1, g1),TFA(f2, g2)〉 = 〈F2TA(f1 ⊗ g1),F2TA(f2 ⊗ g2)〉
= 〈TA(f1 ⊗ g1),TA(f2 ⊗ g2)〉
=
1
| detA| 〈f1 ⊗ g1, f2 ⊗ g2〉
=
1
| detA| 〈f1, f2〉 〈g1, g2〉.
In particular we have
‖TFA,gf‖ = 1| detA|1/2 · ‖f‖ · ‖g‖;
this shows that TFA,g is a multiple of an isometry on L
2(Rd).
If (en)n∈N is an orthonormal basis of L2(Rd), then
〈TFA(en, em),TFA(ek, el)〉 = 1| detA| 〈en, ek〉 〈em, el〉 =
1
| detA|δn,kδm,l.
Thus {TFA(en, em)| n,m ∈ N} is an orthogonal family in L2(R2d). By The-
orem 1.2.2, it is also a complete subset, hence (up to the constant factor
1
| detA|) an orthogonal basis for L
2(R2d).
Next we prove an explicit formula for the adjoint of TFA,g.
Theorem 1.3.2. The adjoint of the operator TFA,g is given by
TF∗A,g : L
2(R2d)→ L2(Rd), TF∗A,gH(x) =
∫
Rd
TCF2H(x, y) · g(y) dy,
where C denotes the matrix C = A−1 · ( I 00 −I ).
Proof. For convenience, denote∫
Rd
TCF2H(x, y) · g(y) dy = h(x);
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note that if H ∈ L2(R2d), then by Fubini’s Theorem h(x) is defined for almost
all x ∈ Rd and h is a well-defined function in L2(Rd).
Now let f ∈ L2(Rd) and H ∈ L2(R2d). Then
〈TFA,gf,H〉 = 〈F2TA(f ⊗ g), H〉 = 〈TA(f ⊗ g),F∗2H〉 .
But F∗2 = TBF2 with B =
(
I 0
0 −I
)
by Lemma A.4.2. This yields
〈TA(f ⊗ g),F∗2H〉 = 〈TA(f ⊗ g),TBF2H〉 = 〈f ⊗ g,TA−1TBF2H〉
= 〈f ⊗ g,TCF2H〉
with C = A−1B = A−1 · ( I 00 −I ).
Finally, by Fubini’s Theorem, we get
〈f ⊗ g,TCF2H〉 =
∫∫
R2d
f(x)g(y) · TCF2H(x, y) dxdy
=
∫
rd
f(x)
∫
Rd
TCF2H(x, y) · g(y) dy dx
= 〈f, h〉 .
Now assume that A : L2(Rd) → L2(Rd) is a bounded operator that is a
constant multiple of an isometry, i.e. ‖Af‖ = c · ‖f‖ for all f ∈ L2(Rd).
There is the following canonical method for inverting A:
f =
1
c2
A∗Af for all f ∈ L2(Rd).
The proof is very easy: we have
〈A∗Af, h〉 = 〈Af,Ah〉
for all f, h ∈ L2(Rd). But by polarization,
〈Af,Ah〉 = 1
4
∑
ζ4=1
ζ · ‖Af + ζAh‖2 (sum over the fourth roots of unity)
=
1
4
∑
ζ4=1
ζ · c2 · ‖f + ζh‖2
= c2 〈f, h〉 .
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This yields
〈A∗Af, h〉 = c2 〈f, h〉
for all f, h ∈ L2(Rd), and therefore
A∗Af = c2f
for all f ∈ L2(Rd).
Slightly more general, we compute for bilinear time-frequency distributions:〈
TF∗A,γTFA,gf, h
〉
= 〈TFA,gf,TFA,γh〉 = 〈γ, g〉 〈f, h〉
for arbitrary f, h, g, γ ∈ L2(Rd). This implies the following inversion formula:
f =
1
〈γ, g〉TF
∗
A,γTFA,gf
for all f ∈ L2(Rd) (where we assume 〈γ, g〉 6= 0).
A more explicit version of this is presented in the next theorem.
Theorem 1.3.3 (Inversion Formula). Let A =
(
A11 A12
A21 A22
) ∈ R2d×2d be invert-
ible and right-regular. Let g, γ ∈ L2(Rd) be such that 〈g, γ〉 6= 0. Then the
following inversion formula holds for all f ∈ L2(Rd):
f =
1
〈g, γ〉
∫∫
R2d
TFA,γf(x, ω)
−e2pii(A∗12)−1ω·A11x
| detA12| Md(ω)Tc(x)g˜ dxdω,
with g˜(z) := g(A22A
−1
12 z) and
d(ω) = (A∗12)
−1ω, c(x) = (A11 − A12A−122 A21)x,
as in Theorem 1.2.5. The integral is to be understood as a vector valued
integral in L2(Rd), defined in a weak sense.
Proof. The statement is an immediate consequence of the representation for-
mula Theorem 1.2.5. Denote the function in L2(Rd) defined by the vector
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valued integral on the righthand side by f˜ for the moment. Then by the
weak definition of vector valued integration, we have for all h ∈ L2(Rd)〈
f˜ , h
〉
=
1
〈g, γ〉
∫∫
R2d
TFA,γf(x, ω)
−e2pii(A∗12)−1ω·A11x
| detA12|
〈
Md(ω)Tc(x)g˜, h
〉
dxdω
=
1
〈g, γ〉
∫∫
R2d
TFA,γf(x, ω)
e2pii(A
∗
12)
−1ω·A11x
| detA12|
〈
h,Md(ω)Tc(x)g˜
〉
dxdω
=
1
〈g, γ〉
∫∫
R2d
TFA,γf(x, ω)TFA,gh(x, ω) dxdω.
The orthogonality relation yields
1
〈g, γ〉
∫∫
R2d
TFA,γf(x, ω)TFA,gh(x, ω) dxdω
=
1
〈g, γ〉 〈TFA,γf,TFA,gh〉
= 〈f, h〉 ;
since this is true for arbitrary h ∈ L2(Rd), we conclude f = f˜ .
Finally, we show a little result about a reproducing kernel property of the
image subspaces of the transforms TFA,g(L
2(Rd)).
Theorem 1.3.4 (Reproducing Kernel). Let g ∈ L2(Rd) \ {0} and A =(
A11 A12
A21 A22
) ∈ R2d×2d be invertible and right-regular. The image TFA,g(L2(Rd)) ⊆
L2(R2d) of the transformation TFA,g : L2(Rd)→ L2(R2d) is a closed subspace
of L2(R2d) consisting of continuous functions. It is a reproducing kernel
Hilbert space. The kernel is given by
Kx0,ω0(x, ω) =
| detA| · e2pii(A∗12)−1ω·A11x
| detA12| · ‖g‖2 TFA,g(Md(ω)Tc(x)g˜)(x, ω),
where g˜(z) := g(A22A
−1
12 z) and
d = d(ω) = (A∗12)
−1ω, c = c(x) = (A11 − A12A−122 A21)x.
Proof. Since ‖TFA,gf‖ = ‖f‖ · ‖g‖, it is clear that the image of TFA,g is
a closed subspace of L2(R2d). By Corollary 1.2.6, TFA,gf is continuous for
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every f ∈ L2(Rd). In order to prove that TFA,g(L2(Rd)) has a reproducing
kernel, we have to show that point evaluations are bounded linear functionals
on this space. Let (x0, ω0) ∈ R2d be arbitrary, then by the Representation
Theorem 1.2.5
|TFA,gf(x0, ω0)| = 1| detA12|
∣∣〈f,Md(ω0)Tc(x0)g˜〉∣∣
≤ 1| detA12|‖f‖ · ‖Md(ω0)Tc(x0)g˜‖
≤ 1| detA12|‖f‖ · ‖g˜‖.
Now
‖g˜(·)‖ = ‖g(A22A−112 )·)‖ =
| detA12|
| detA22|‖g‖,
so
|TFA,gf(x0, ω0)| ≤ 1| detA22|‖f‖ · ‖g‖.
Using again the Representation Theorem 1.2.5 and the orthogonality relation,
it is easy to verify the reproducing property of the stated kernel
〈TFA,gf,Kx0,ω0〉 = TFA,gf(x0, ω0)
for all (x0, ω0) ∈ R2d, f ∈ L2(Rd), by direct calculation.
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1.4 The Uncertainty Principle
The prototype of a qualitative uncertainty principle for the Fourier transform
is the following well-known theorem ([2], [1]).
Theorem 1.4.1 (Benedicks’ Theorem). Let f ∈ L1(Rd) be such that both
the sets
{x : f(x) 6= 0}
and
{ξ : fˆ(ξ) 6= 0}
have finite Lebesgue measure. Then f = 0. 
This statement was subsequently extended to some of the classical time-
frequency distributions, in particular the short-time Fourier transform and
the Wigner distribution. This was done independently by several authors,
see [25], [26], [45]. A good survey is given in [18].
Theorem 1.4.2 ([25], [26], [45], [18]). Let f, g ∈ L2(Rd). Then the following
are equivalent:
1. The support of the short-time Fourier transform supp(V (f, g))
has finite Lebesgue measure.
2. The support of the Wigner distribution supp(W (f, g))
has finite Lebesgue measure.
3. Either f = 0 or g = 0. 
Since well-behaved generalized time-frequency distributions can be trans-
formed to short-time Fourier transforms by the Representation Theorem
1.2.5, we immediately have the analogous statement for such time-frequency
distributions:
Theorem 1.4.3 (Uncertainty Principle). Let f, g ∈ L2(Rd) and
A =
(
A11 A12
A21 A22
) ∈ R2d×2d with detA 6= 0 be right-regular. If the support of
TFA(f, g) has finite Lebesgue measure, then necessarily f = 0 or g = 0.
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Proof. By Theorem 1.2.5, we have
|TFA(f, g)(x, ω)| = 1| detA12| ·
∣∣〈f,Md(ω)Tc(x)g˜〉∣∣
=
1
| detA12| · |V (f, g˜)(c(x), d(ω))|
with g˜(z) = g(A22A
−1
12 z) and c(x) = Cx, d(ω) = Dω for some invertible
matrices C,D ∈ Rd×d. In particular, TFA(f, g)(x, ω) 6= 0 if and only if
V (f, g˜)(Cx,Dω) 6= 0. But this implies that the support of TFA(f, g) has
finite measure if and only if the support of V (f, g˜) has finite measure. By
the preceding theorem, this is equivalent to either f or g˜ being zero. Since
g˜ = 0 if and only if g = 0, the theorem follows.
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1.5 Covariance Property
The covariance property is an important technical tool for the following. It
clarifies how general time-frequency distributions TFA(f, g) behave under
time-frequency shifts of the functions f and g.
Theorem 1.5.1 (Covariance Property). Let f, g ∈ L2(Rd), u, v, η, γ ∈ Rd
and A =
(
A11 A12
A21 A22
) ∈ R2d×2d. Then the following covariance formula holds:
TFA(MηTuf,MγTvg)(x, ω) = e
2piiσ·sM( ρ−s )
T( rσ )
TFA(f, g)(x, ω)
= e2piiσ·se2pii(x·ρ−ω·s)TFA(f, g)(x− r, ω − σ)
with
( rs ) = A
−1 ( uv )
and
( ρσ ) = A
∗ ( η−γ ) =
(
A∗11η−A∗21γ
A∗12η−A∗22γ
)
.
Proof. Observe that
TFA(MηTuf,MγTvg) = F2TA(M(
η
−γ )
T(uv )
f ⊗ g).
Using Lemma A.3.3 and Lemma A.4.3 yields
F2TA(M(
η
−γ )
T(uv )
f ⊗ g) = F2M( ρσ )TA(T(uv )f ⊗ g), with (
ρ
σ ) = A
∗ ( η−γ )
= M( ρ0 )
T( 0σ )
F2TA(T(uv )
f ⊗ g)
= M( ρ0 )
T( 0σ )
F2T( rs )
TA(f ⊗ g), with ( rs ) = A−1 ( uv )
= M( ρ0 )
T( 0σ )
M( 0−s )
T( r0 )
F2TA(f ⊗ g);
with the canonical commutation relation, this simplifies to
TFA(MηTuf,MγTvg) = e
2piiσ·sM( ρ−s )
T( rσ )
F2TA(f ⊗ g).
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1.6 Marginal Densities and Cohen’s Class
One possible way of thinking about joint time-frequency distributions is in
terms of quantum mechanics as a joint probability density of position and
momenentum for a particle whose state is described by the quantum mechan-
ical wave function f ∈ L2(R3). In fact the quadratic Wigner distribution
W (f, f) was introduced with this idea in mind. This interpretation is, how-
ever, rather convenient heuristics than true in a strict mathematical sense.
The (quadratic) generalized time-frequency distributions that we consider
are sometimes lacking the most important features of a probability density
function, e.g.
1. correct marginal densities;
2. positivity.
The question arises whether for certain special choices of the matrix A some
or all of these requirements can be met.
Lemma 1.6.1 (Marginal Densities). Let f ∈ S(Rd). Then∫
Rd
TFA(f, f)(x, ω) dω = f(A11x)f(A21x)
and ∫
Rd
TFA(f, f)(x, ω) dx =
1
| detA| f̂(B12ω)f̂(−B22ω)
with B =
(
B11 B12
B21 B22
)
= (A−1)∗.
Proof. If f ∈ S(Rd) then TFA(f, f) ∈ S(R2d). Using the Fourier Inversion
Formula, we find∫
Rd
TFA(f, f)(x, ω) dω =
∫
Rd
F2TA(f ⊗ f)(x, ω)e2pii0·ω dω
= F−12 F2TA(f ⊗ f)(x, 0)
= TA(f ⊗ f)(x, 0)
= f(A11x)f(A21x).
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For the second part we proceed in a similar way:∫
Rd
TFA(f, f)(x, ω) dx =
∫
Rd
F2TA(f ⊗ f)(x, ω)e−2pii0·x dx
= F1F2TA(f ⊗ f)(0, ω)
= ̂TA(f ⊗ f)(0, ω).
Lemma A.2.4 shows
̂TA(f ⊗ f)(0, ω) = 1| detA|T(A−1)∗(f̂ ⊗ f)(0, ω)
=
1
| detA|T(A−1)∗(f̂ ⊗ f̂)(0, ω)
=
1
| detA|T(A−1)∗(f̂ ⊗
̂˜f)(0, ω),
where h˜(z) = h(−z) denotes the usual Fourier involution.
Putting (A−1)∗ = B =
(
B11 B12
B21 B22
)
, the last expression equals
1
| detA|T(A−1)∗(f̂ ⊗
̂˜f)(0, ω) = 1| detA| f̂(B12ω)f̂(−B22ω).
Theorem 1.6.2. Let A ∈ R2d×2d be of the form A = ( I I+VI V ) for some
arbitrary matrix V ∈ Rd×d. Then we have∫
Rd
TFA(f, f)(x, ω) dω = |f(x)|2
and ∫
Rd
TFA(f, f)(x, ω) dx = |f̂(ω)|2
for all f ∈ S(Rd), x, ω ∈ Rd.
Proof. If A =
(
I I+V
I V
)
for some V ∈ Rd×d, then | detA| = 1 since
detA = det
(
I I+V
I V
)
= det
(
I I+V
0 −I
)
= 1d · (−1)d.
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One easily verifies that(
I I+V
I V
) · ( I+V −VI −I ) = ( I+V −VI −I ) · ( I I+VI V ) = ( I 00 I )
so
A−1 =
(
I+V −V
I −I
)
.
When we denote
B =
(
B11 B12
B21 B22
)
= (A−1)∗ =
(
(I+V )∗ I∗
−V ∗ −I∗
)
,
then obviously
A11 = A21 = I, B12 = −B22 = I;
the statement follows now from Lemma 1.6.1.
There is a class of bilinear time-frequency distributions with particularly nice
properties that is closely related to the Wigner distribution and inherits many
of its desirable features. Cohen’s class consists of appropriately smoothed
versions of the quadratic Wigner distribution.
Definition 1.6.3 (Cohen’s Class). A time-frequency disribution Q(f, g) be-
longs to Cohen’s class if it satisfies a relation of the form
Q(f, f) = W (f, f) ∗ σ
for some distribution σ ∈ S ′(R2d), where W (f, f) denotes the quadratic
Wigner distribution.
Without proof, we cite the following result, cf [17]:
Theorem 1.6.4. Suppose that a bilinear time-frequency distribution Q(f, g) ∈
L2(R2d), f, g ∈ L2(Rd), is covariant, i.e.
Q(MωTxf,MωTxf) = T(x,ω)Q(f, f),
and satisfies the weak continuity condition
|Q(f, g)(0, 0)| ≤ c · ‖f‖ · ‖g‖
for some c ≥ 0 and all f, g ∈ L2(Rd). Then Q(f, g) belongs to Cohen’s
class. 
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With this sufficient condition, we can prove the following:
Theorem 1.6.5. The time-frequency representation TFA(f, g) belongs to Co-
hen’s class if the matrix A is of the form
A =
(
I B
I B−I
)
,
where B denotes any invertible matrix in Rd×d such that also B − I is in-
vertible.
Proof. In order to use the preceding theorem, we have to show, that the
stated condition on the matrix A implies covariance and weak continuity of
TF(f, g). The latter is clear from Corollary 1.2.7, since
|TF(f, g)(0, 0)| ≤ ‖f‖ · ‖g‖| detB|1/2 · | det(I −B)|1/2 .
The former follows from the covariance formula of Theorem 1.5.1. We have
TFA(MηTuf,MηTug)(x, ω) = e
2piiσ·sM( ρ−s )
T( rσ )
TFA(f, g)(x, ω)
with
( ρσ ) = A
∗ ( η−η ) =
(
I∗η−I∗η
B∗η−(B−I)∗η
)
=
(
0
η
)
and
( rs ) = A
−1 ( uu ) .
The inverse matrix A−1 is given explicitely as
A−1 =
(
I−B B
I −I
)
,
which can be verified by direct computation. Therefore
( rs ) =
(
I−B B
I −I
)
( uu ) =
(
(I−B)u+Bu
u−u
)
= ( u0 ) .
Plugging this into the covariance formula above yields
TFA(MηTuf,MηTug)(x, ω) = M( 00 )
T(uη )
TFA(f, g)(x, ω)
= T(uη )
TFA(f, g)(x, ω),
that is the property of covariance.
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1.7 The ”Magic Formula”
In this section, we give a result that will prove to be an extremely useful
tool in the following. Several versions of this identity have appeared in the
literature, see e.g. [6] for the case of Rihacek distributions. The formula is
called ”magic” since it constitutes the universal technical backbone of many
proofs in time-frequency analysis.
Theorem 1.7.1 (Magic Formula). Let f, g, φ, ψ ∈ L2(Rd), A = ( A11 A12A21 A22 ) ∈
R2d×2d with | detA| 6= 0, and z = ( z1z2 ), ζ =
(
ζ1
ζ2
)
.
Then
V (TFA(f, g),TFA(φ, ψ)) (z, ζ) = e
−2piiz2ζ2V (f, φ)(u, η)V (g, ψ)(v, γ),
where
( uv ) = A ·
(
I 0
0 −I
) · ( z1ζ2 )
and
( ηγ ) =
(
I 0
0 −I
) · (A−1)∗ · ( ζ1z2 ) .
Proof. We start on the right-hand side:
V (f, g)(u, η)V (φ, ψ)(v, γ) = 〈f,MηTuφ〉 〈g,MγTvψ〉
= 〈TFA(f, g),TFA(MηTuφ,MγTvψ)〉
by the orthogonality relation Theorem 1.3.1.
The covariance formula Theorem 1.5.1 gives for the second term in the inner
product
TFA(MηTuφ,MγTvψ) = e
2piiσ·sM( ρ−s )
T( rσ )
TFA(φ, ψ),
with
( rs ) = A
−1 ( uv )
and
( ρσ ) = A
∗ ( η−γ ) = A∗ ·
(
I 0
0 −I
) · ( ηγ ) .
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Inserting this in the inner product, we find
〈TFA(f, g),TFA(MηTuφ,MγTvψ)〉
=
〈
TFA(f, g), e
2piiσ·sM( ρ−s )
T( rσ )
TFA(φ, ψ)
〉
= e−2piiσ·s
〈
TFA(f, g),M( ρ−s )
T( rσ )
TFA(φ, ψ)
〉
.
But this is just the same as
e−2piiσ·s
〈
TFA(f, g),M( ρ−s )
T( rσ )
TFA(φ, ψ)
〉
= e−2piiσ·s V (TFA(f, g),TFA(φ, ψ))(( rσ ) , (
ρ
−s )).
The stated result now follows easily by identifying
z = ( z1z2 ) = (
r
σ )
and
ζ =
(
ζ1
ζ2
)
= ( ρ−s ) .
As an immediate application, we give two regularity results that will be
needed later.
Theorem 1.7.2. Let A ∈ R2d×2d be invertible and f, g ∈ M1(Rd). Then
TFA(f, g) ∈M1(R2d) and
‖TFA(f, g)‖M1 ≤ C · ‖f‖M1 · ‖g‖M1
for some constant C > 0.
Proof. Let Φ ∈ S(R2d). Then
‖TFA(f, g)‖M1 ≤ C · ‖VΦ(TFA(f, g))‖L1 .
Choose Φ = TFA(ϕ, ϕ) ∈ S(R2d) for some ϕ ∈ S(Rd). Then the Magic
Formula 1.7.1 yields
VΦ(TFA(f, g))(z, ζ) = V (TFA(f, g),TFA(ϕ, ϕ))(z, ζ)
= e−2piiz2ζ2V (f, φ)(u, η)V (g, φ)(v, γ)
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with (
u
v
η
γ
)
=
(
A·
(
I 0
0 −I
)
0
0
(
I 0
0 −I
)
·(A−1)∗
)
·
( z1
ζ2
ζ1
z2
)
= B ·
( z1
ζ2
ζ1
z2
)
.
The matrix B ∈ R4d×4d is invertible, we have
| detB| = ∣∣det (A · ( I 00 −I ))∣∣ · ∣∣det (( I 00 −I ) · (A−1)∗)∣∣
= | detA| · | det (A−1)∗|
= 1.
Thus we may apply a linear coordinate transform to obtain
‖VΦ(TFA(f, g))‖L1 =
∫∫
R4d
|VΦ(TFA(f, g))(z, ζ)| dzdζ
=
∫∫
R4d
|V (f, ϕ)(u, η)| · |V (g, ϕ)(v, γ)| dzdζ
=
1
| detB|︸ ︷︷ ︸
=1
∫∫
R4d
|V (f, ϕ)(u, η)| · |V (g, ϕ)(v, γ)| dudηdvdγ
=
∫
R2d
|V (f, ϕ)(u, η)| dudη ·
∫
R2d
|V (g, ϕ)(v, γ)| dvdγ
= ‖V (f, ϕ)‖L1 · ‖V (g, ϕ)‖L1
≤ C · ‖f‖M1 · ‖g‖M1
by Fubini’s Theorem. This yields the desired conclusion.
The last result in this section is concerned with a local and global regular-
ity propery of bilinear time-frequency distributions that can be formulated
appropriately in terms of Wiener amalgam spaces, cf. appendix.
Theorem 1.7.3 (Local-Global Regularity Property). Let A ∈ R2d×2d be
invertible and right-regular. Denote B = (A−1)∗. Let f ∈ Mp(Rd) and g ∈
M1(Rd). Then TFA(f, g) belongs to the Wiener amalgam space W (FL1, Lp)
and
‖TFA(f, g)‖W (FL1,Lp) ≤ C · ‖f‖Mp · ‖g‖M1
for all f ∈Mp(Rd) and g ∈M1(Rd) (with some generic constant C > 0).
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Proof. As in the proof before, choose Φ = TFA(ϕ, ϕ) ∈ S(R2d) for some
ϕ ∈ S(Rd), ϕ a test function with compact support that generates a partition
of unity. The Wiener amalgam norm of TFA(f, g) is given by
‖TFA(f, g)‖W (FL1,Lp) =
(∫
R2d
‖TFA(f, g) · TzΦ‖pFL1 dz
)1/p
=
(∫
R2d
‖ ̂(TFA(f, g) · TzΦ)‖pL1 dz
)1/p
=
(∫
R2d
(∫
R2d
| ̂(TFA(f, g) · TzΦ)(ζ)| dζ
)p
dz
)1/p
=
(∫
R2d
(∫
R2d
|V (TFA(f, g),Φ)(z, ζ)| dζ
)p
dz
)1/p
=
(∫
R2d
(∫
R2d
|V (TFA(f, g),TFA(ϕ, ϕ))(z, ζ)| dζ
)p
dz
)1/p
.
Using the Magic Formula 1.7.1, we find for the inner integral∫
R2d
|V (TFA(f, g),TFA(ϕ, ϕ))(z, ζ)| dζ
=
∫∫
R2d
|V (f, ϕ)(u, η)| · |V (g, ϕ)(v, γ)| dζ1dζ2
with
( uη ) =
( −A12ζ2+A11z1
B11ζ1+B12z2
)
and
( vγ ) =
( −A22ζ2+A21z1
−B21ζ1−B22z2
)
.
The coordinate transform
( s1s2 ) = (
u
η ) =
( −A12ζ2+A11z1
B11ζ1+B12z2
)
=
(
0 −A12
B11 0
) (
ζ1
ζ2
)
+
(
A11z1
B12z2
)
resp. (
ζ1
ζ2
)
=
(
B−111 s2−B−111 B12z2
−A−112 s1+A−112 A11z1
)
=
(
0 B−111
−A−112 0
)
( s1s2 ) +
( −B−111 B12z2
A−112 A11z1
)
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(whose tedious details are left to the reader) yields∫∫
R2d
|V (f, ϕ) ( uη ) | · |V (g, ϕ) ( vγ ) | dζ1dζ2
=
1
| detA12| · | detB11| ·
·
∫∫
R2d
|V (f, ϕ) ( s1s2 ) | · |V (g, ϕ)
( −A22A−112 (w1−s1)
B21B
−1
11 (w2−s2)
)
| ds1ds2
with
w1 = (A11 − A12A−122 A21)z1
and
w2 = (B12 −B11B−121 B22)z2.
Note that if A is right-regular, then B is left-regular by Theorem 1.2.11, so
the coordinate transform is allowed.
If we denote
F1(s1, s2) = |V (f, ϕ)(s1, s2)|
and
F2(s1, s2) = |V (g, ϕ)(−A22A−112 s1, B21B−111 s2)| = |(TRV (g, ϕ))(s1, s2)|
with invertible matrix
R =
( −A22A−112 0
0 B21B
−1
11
)
∈ R2d×2d,
then the inner integral can be written as a convolution∫
R2d
|V (TFA(f, g),TFA(ϕ, ϕ))(z, ζ)| dζ
=
1
| detA12| · | detB11|
∫∫
R2d
F1(s1, s2) · F2(w1 − s1, w2 − s2) ds1ds2
=
1
| detA12| · | detB11| (F1 ∗ F2) (w1, w2).
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Hence
‖TFA(f, g)‖W (FL1,Lp)
=
1
| detA12| · | detB11|
(∫∫
R2d
| (F1 ∗ F2) (w1, w2)|p dz1dz2
)1/p
=
1
| detA12| · | detB11| ·
·
(∫∫
R2d
| (F1 ∗ F2)
(
(A11−A12A−122 A21)z1
(B12−B11B−121 B22)z2
)
|p dz1dz2
)1/p
.
A similar argument as at the end of the proof of Corollary 1.2.8 shows that
both the matrices A11−A12A−122 A21 and B12−B11B−121 B22 are invertible with
det(A11 − A12A−122 A21) =
detA
detA22
and
det(B12 −B11B−121 B22) = −
detB
detB21
.
Another coordinate transform thus leads to
‖TFA(f, g)‖W (FL1,Lp)
=
| detA22| · | detB21|
| detA12| · | detB11| · | detA| · | detB|
(∫∫
R2d
| (F1 ∗ F2) (w1, w2)|p dw1dw2
)1/p
=
| detA22| · | detB21|
| detA12| · | detB11|‖F1 ∗ F2‖L
p
(note that detB = det (A−1)∗ = 1
detA
). But now everything finally follows
from Young’s Inequality: obviously, we have F1 ∈ Lp(R2d) (since, by assum-
tion, f ∈ Mp(Rd)) and F2 ∈ L1(R2d) (since F2 is a coordinate transform
of V (g, ϕ), which in turn is contained in L1(R2d), because g ∈ M1(Rd) by
assumtion). Thus
F1 ∗ F2 ∈ Lp(R2d) ∗ L1(R2d) ⊆ Lp(R2d)
1.7. THE ”MAGIC FORMULA” 45
and
‖F1 ∗ F2‖Lp ≤ ‖F1‖Lp · ‖F2‖L1
= ‖V (f, ϕ)‖Lp · ‖TRV (g, ϕ)‖L1
= ‖V (f, ϕ)‖Lp · 1| detR|‖V (g, ϕ)‖L1
= ‖V (f, ϕ)‖Lp · | detA12| · | detB11|| detA22| · | detB21|‖V (g, ϕ)‖L1
≤ C | detA12| · | detB11|| detA22| · | detB21|‖f‖M
p · ‖g‖M1 .
Putting it all together, all the determinants cancel:
‖TFA(f, g)‖W (FL1,Lp) ≤ C · ‖f‖Mp · ‖g‖M1 ,
which finishes the proof.
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Chapter 2
Pseudodifferential Operators
2.1 Motivation: Kohn-Nirenberg Correspon-
dence and Weyl Calculus
The calculus of pseudodifferential operators originated in 1965 with the work
of Kohn and Nirenberg, [27]. The fundamental idea is to generalize linear
partial differential operators in the following way. Assume
Af(x) =
∑
|α|≤n
aα(x)∂
αf(x)
is a linear partial differential operator of order n, acting on f ∈ S(Rd). Here
α denotes a multiindex α = (α1, . . . , αd) ∈ Nd, and the coefficient functions
aα are usually assumed to be C
∞. Using the Fourier inversion formula, we
have
∂αf(x) =
∫
Rd
∂̂αf(ω)e2piiω·x dω =
∫
Rd
(2piiω)αf̂(ω)e2piiω·x dω,
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hence
Af(x) =
∑
|α|≤n
aα(x)∂
αf(x)
=
∑
|α|≤n
aα(x)
∫
Rd
(2piiω)αf̂(ω)e2piiω·x dω
=
∫
Rd
( ∑
|α|≤n
aα(x)(2piiω)
α
)
f̂(ω)e2piiω·x dω
=
∫
Rd
σ(x, ω)f̂(ω)e2piiω·x dω
with
σ(x, ω) =
∑
|α|≤n
aα(x)(2piiω)
α
the so-called symbol of the operator, a polynomial of degree n in ω with the
coefficients being smooth functions in x. We extend this approach by allowing
as symbols much more general functions or even tempered distributions. This
leads to the following definition.
Definition 2.1.1 (Kohn-Nirenberg Correspondence). Let σ ∈ S ′(R2d). The
Kohn-Nirenberg correspondence maps σ to the operator σKN : S(Rd)→
S ′(Rd) defined by
σKNf(x) :=
∫
Rd
σ(x, ξ)fˆ(ξ)e2piiξ·x dξ
for f ∈ S(Rd).
The distribution σ is called the (Kohn-Nirenberg) symbol of the operator
σKN .
We want to bring the methods of time-frequency analysis into play. As it
turns out, the Kohn-Nirenberg correspondence is closely connected with a
well-known bilinear time-frequency distribution, the Rihacek distribution.
Proposition 2.1.2. Let σ ∈ S ′(R2d) and f, g ∈ S(Rd). Then〈
σKNf, g
〉
= 〈σ,R(g, f)〉
with R(g, f)(x, ω) the Rihacek distribution.
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Proof. If σ ∈ S(R2d), we can evaluate the integrals explicitly:〈
σKNf, g
〉
=
∫
Rd
(∫
Rd
σ(x, ξ)f̂(ξ)e2piiξ·x dξ
)
· g(x) dx
=
∫∫
R2d
σ(x, ξ) · f̂(ξ)g(x)e−2piiξ·x dξdx
= 〈σ,R(g, f)〉 .
The general case of a distributional symbol follows from this by the usual
density argument.
Observe that by the preceding proposition the mapping f 7→ σKNf from
S(Rd) into S ′(Rd) is continuous (with respect to the weak∗-topology on
S ′(Rd)). Indeed, if fn → f in S(Rd), then for arbitrary g ∈ S(Rd) we
have R(g, fn)→ R(g, f) in S(R2d), thus
〈
σKNfn, g
〉→ 〈σKNf, g〉.
In the following, any linear mapping from S(Rd) into S ′(Rd) that is continu-
ous with respect to the weak∗-topology will be called a pseudodifferential
operator. This obviously includes linear continuous mappings from S(Rd)
into S(Rd).
There are several other ways for associating pseudodifferential operators with
distributional symbols. Probably the most prominent among these is the
Weyl calculus. This was originally devised as a quantization rule in mathe-
matical physics in the 1930s, cf. [43].
Definition 2.1.3 (Weyl Transform). Let σ ∈ S ′(R2d). The Weyl trans-
form maps σ to the pseudodifferential operator σW : S(Rd)→ S ′(Rd) defined
by
σWf(x) =
∫∫
R2d
σ̂(ξ, u)Mξ/2T−uMξ/2f(x) dudξ
=
∫∫
R2d
σ̂(ξ, u)e−piiξ·uT−uMξf(x) dudξ, f ∈ S(Rd).
The distribution σ is called the (Weyl) symbol of the operator σW .
The Weyl transform σWf of a Schwartz function f is a tempered distribution
acting on a Schwartz function g in the sense of〈
σWf, g
〉
=
∫∫
R2d
σ̂(ξ, u)e−piiξ·u 〈T−uMξf, g〉 dudξ.
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Observe that
e−piiξ·u 〈T−uMξf, g〉 = e−piiξ·u 〈f,M−ξTug〉
= e−piiξ·uV (f, g)(u,−ξ)
is a Schwartz function on R2d for f, g ∈ S(Rd). Thus the above is well defined
for tempered distributions σ ∈ S ′(R2d). In fact the following holds:
Proposition 2.1.4. Let σ ∈ S ′(R2d) and f, g ∈ S(Rd). The action of the
pseudodifferential operator σWf on the Schwartz function g is given by〈
σWf, g
〉
=
〈
σ̂, ˜TFB(g, f)
〉
,
with matrix B =
( − 1
2
I I
1
2
I I
)
.
Proof. We have 〈
σWf, g
〉
=
〈
σ̂(ξ, u), e−piiξ·uV (f, g)(u,−ξ)
〉
.
A short calculation for the right hand expression yields
e−piiξ·uV (f, g)(u,−ξ) = epiiξ·u
∫
Rd
g(t− u)f(t)e−2piiξ·t dt
=
∫
Rd
g(t− u)f(t)e−2piiξ·(t−u2 ) dt
=
∫
Rd
g(s− u
2
)f(s+
u
2
)e−2piiξ·s ds,
by the substitution s = t− u
2
. This last expression equals∫
Rd
g(s− u
2
)f(s+
u
2
)e−2piiξ·s ds = TFB(g, f)(u, ξ) = ˜TFB(g, f)(ξ, u),
where B denotes the matrix
( − 1
2
I I
1
2
I I
)
, as claimed.
The preceding proposition gives again a close connection to time-frequency
analysis. This connection is even more striking, as seen in the following
proposition.
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Proposition 2.1.5. Let σ ∈ S ′(R2d) and f, g ∈ S(Rd). Then〈
σWf, g
〉
= 〈σ,W (g, f)〉
with W (g, f)(x, ω) the Wigner distribution.
Proof. We have 〈
σWf, g
〉
=
〈
σ̂, ˜TFB(g, f)
〉
with matrix B =
( − 1
2
I I
1
2
I I
)
. By Theorem 1.2.16,
˜TFB(g, f) = ̂TFA(g, f)
with B = A · ( 0 I−I 0 ). Hence
A = B · ( 0 I−I 0 )−1
=
( − 1
2
I I
1
2
I I
)
· ( 0 −II 0 )
=
(
I 1
2
I
I − 1
2
I
)
.
This coordinate transformation gives precisely the Wigner distribution:
TFA(g, f) = W (g, f), thus〈
σWf, g
〉
=
〈
σ̂, Ŵ (g, f)
〉
= 〈σ,W (g, f)〉
by Plancherel’s Theorem.
This representation proves in particular that σW : S(Rd)→ S ′(Rd) is in fact
a pseudodifferential operator in the sense defined above, i.e. continuous.
Thus we find that both presented classical pseudodifferential calculi can be
represented in a completely analogous fashion with bilinear time-frequency
distributions, the Kohn-Nirenberg correspondence with the Rihacek distri-
bution as 〈
σKNf, g
〉
= 〈σ,R(g, f)〉 , f, g ∈ S(Rd),
the Weyl calculus with the Wigner distribution as〈
σWf, g
〉
= 〈σ,W (g, f)〉 , f, g ∈ S(Rd).
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The idea to generalize this to arbitrary bilinear time-frequency distributions
is very close at hand. This forms the content of the present chapter and will
be taken up in the next section.
We present just one more useful representation for the Weyl calculus. This
expression gives a rather explicit form of the associated operator.
Proposition 2.1.6.
σWf(t) =
∫∫
R2d
σ(
t+ ξ
2
, ω)f(ξ)e2pii(t−ξ)·ω dξdω
for f ∈ S(Rd), σ ∈ S ′(R2d).
Proof. Consider the Wigner distribution
W (g, f)(x, ω) =
∫
Rd
g(x+
y
2
)f(x− y
2
)e−2piiy·ω dy.
The substitution t = x+ y
2
yields
W (g, f)(x, ω) = 2d
∫
Rd
g(t)f(2x− t)e−4pii(t−x)·ω dt.
Now let g ∈ S(Rd). Then〈
σWf, g
〉
= 〈σ,W (g, f)〉
=
∫∫
R2d
σ(x, ω) ·
(
2d
∫
Rd
g(t)f(2x− t)e4pii(t−x)·ω dt
)
dxdω
=
∫
Rd
(
2d
∫∫
R2d
σ(x, ω)f(2x− t)e4pii(t−x)·ω dxdω
)
g(t) dt
by Fubini’s Theorem. We apply the substitution ξ = 2x − t, i.e x = t+ξ
2
, to
the inner integral to get
2d
∫∫
R2d
σ(x, ω)f(2x− t)e4pii(t−x)·ω dxdω
=
∫∫
R2d
σ(
t+ ξ
2
, ω)f(ξ)e4pii(t−
t+ξ
2
)·ω dξdω
=
∫∫
R2d
σ(
t+ ξ
2
, ω)f(ξ)e2pii(t−ξ)·ω dξdω.
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An excellent account of the Weyl calculus and the theory of pseudodifferential
operators in textbook form can be found in Folland’s book [15]. Other good
sources for informations on pseudodifferential operators in the classic ”hard
analysis” style are the books by Ho¨rmander [23] and Shubin [36].
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2.2 Pseudodifferential Operators Associated
with Bilinear Time-Frequency Distribu-
tions
We begin our study of pseudodifferential operators with time-frequency meth-
ods. This approach has become more and more popular in recent years. On
the one hand, time-frequency distributions are naturally connected to the
classical pseudodifferential calculi, as we have seen in the preceding section.
Thus it seems equally natural to use time-frequency tools to analyse the
properties of pseudodifferential operators. On the other hand, the time-
frequency viewpoint seems to allow for avoiding some of the more technical
”hard analysis” parts of the classical machinery.
Our presentation relies heavily on some excellent expositions of time-frequen-
cy analysis and its application to pseudodifferential operators. First and
foremost, there has to be mentioned the book by Gro¨chenig [17] and his
article [19], that served as a blueprint for almost everything that is to come.
Other inspiration was provided by [28].
Proposition 2.2.1. Let A =
(
A11 A12
A21 A22
) ∈ R2d×2d be invertible and σ ∈
S ′(R2d) be a tempered distribution.
The mapping f 7→ σAf given by〈
σAf, g
〉
:= 〈σ,TFA(g, f)〉 , f, g ∈ S(Rd),
is well-defined, linear and continuous from S(Rd) to S ′(Rd) (with the weak∗-
topology).
Proof. Let f, g ∈ S(Rd). Then TFA(g, f) ∈ S(R2d) by Proposition 1.2.4,
hence the expression
〈
σAf, g
〉
= 〈σ,TFA(g, f)〉 is well-defined. It is obviously
linear in f and conjugate linear in g. Thus for a fixed f ∈ S(Rd) the mapping
g 7→ 〈σAf, g〉 from S(Rd) to C is conjugate linear. It is continuous, since if
gn → g in S(Rd), then TFA(gn, f)→ TFA(g, f) in S(R2d), hence〈
σAf, gn
〉
= 〈σ,TFA(gn, f)〉 → 〈σ,TFA(g, f)〉 =
〈
σAf, g
〉
.
Therefore σAf ∈ S ′(Rd).
Now if fn → f in S(Rd), then we have for arbitrary fixed g ∈ S(Rd) that
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TFA(g, fn)→ TFA(g, f) in S(R2d), which yields〈
σAfn, g
〉
= 〈σ,TFA(g, fn)〉 → 〈σ,TFA(g, f)〉 =
〈
σAf, g
〉
,
hence σAfn → σAf in the weak∗-topology on S ′(Rd). So the mapping f 7→
σAf is indeed continuous from S(Rd) to S ′(Rd), equipped with the weak∗-
topology.
Definition 2.2.2 (ΨDO Associated with a Bilinear Time-Frequency Distri-
bution). The pseudodifferential operator defined in the preceding proposition
σA : S(Rd)→ S ′(Rd), f 7→ σAf
given by 〈
σAf, g
〉
= 〈σ,TFA(g, f)〉 , f, g ∈ S(}rd), σ ∈ S ′(R2d),
is called the pseudodifferential operator with symbol σ associated
with the bilinear time-frequency distribution TFA or pseudodiffer-
ential operator with symbol σ associated with A, for short.
We give some elementary properties.
Proposition 2.2.3 (Adjoint operator). Let σ ∈ S ′(R2d) and A = ( A11 A12A21 A22 ) ∈
R2d×2d be invertible.
Then
(σA)∗ = τB
with
τ = σ
and
B =
(
B11 B12
B21 B22
)
=
(
A21 −A22
A11 −A12
)
= ( 0 II 0 ) · A ·
(
I 0
0 −I
)
.
More explicitly: 〈
σAf, g
〉
=
〈
f, τBg
〉
= 〈τBg, f〉
for all f, g ∈ S(Rd).
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Proof. Let f, g ∈ S(Rd) and B be given as above. We compute
TFB(f, g)(x, ω) =
∫
Rd
f(B11x+B12y)g(B21x+B22y)e
−2piiω·y dy
=
∫
Rd
f(A21x− A22y)g(A11x− A12y)e−2piiω·y dy
=
∫
Rd
g(A11x+ A12y)f(A21x+ A22y)e
2piiω·y dy
=
∫
Rd
g(A11x+ A12y)f(A21x+ A22y)e−2piiω·y dy
= TFA(g, f)(x, ω).
Thus for τ = σ we get
〈τBg, f〉 = 〈τ,TFB(f, g)〉
=
∫∫
R2d
τ(x, ω) · TFB(f, g)(x, ω) dxdω
=
∫∫
R2d
τ(x, ω) · TFB(f, g)(x, ω) dxdω
=
∫∫
R2d
σ(x, ω) · TFA(g, f)(x, ω) dxdω
= 〈σ,TFA(g, f)〉
=
〈
σAf, g
〉
.
Corollary 2.2.4. Suppose A is of the form A =
(
U V
U −V
)
with matrices U, V ∈
Rd×d.
Then σA is self-adjoint for real symbols σ = σ ∈ S ′(R2d), i.e if σ = σ, then
σA = (σA)∗.
Proof. Obviously, the matrix A =
(
A11 A12
A21 A22
)
is of the form
(
U V
U −V
)
if and only
if A11 = A21 and A22 = −A12. But this is equivalent to
( 0 II 0 ) · A ·
(
I 0
0 −I
)
= A.
Thus if σ = σ ∈ S ′(R2d), then τ = σ and B = A in the above theorem and
so (σA)∗ = τB = σA is self-adjoint.
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We make a short Remark:
If the matrix A ∈ R2d×2d is invertible and of the form ( U VU −V ) mentioned
above, then the matrices U, V ∈ Rd×d are necessarily invertible themselves.
This follows from
det
(
U V
U −V
)
= det
(
2U 0
U −V
)
= 2d · (−1)d · detU · detV 6= 0.
As an example, the Weyl calculus gives rise to pseudodifferential operators
that are self-adjoint for real symbols, since the matrix
(
I 1
2
I
I − 1
2
I
)
of the Wigner
distribution satisfies the assumptions of Corollary 2.2.4. This nice property
is not shared by the Kohn-Nirenberg correspondence, since the matrix
(
I 0
I −I
)
of the Rihacek distribution does not have the required form.
In a certain sense that is made precise by the following theorem, all pseudod-
ifferential calculi associated with arbitrary invertible matrices A are equiva-
lent.
The first of the following representations is the well-known classical Schwartz
Kernel Theorem (cf. [22] or [16]), but stated for tempered distributions rather
than general ones. We will not give a proof of this special case but rather
refer the interested reader to [32], which goes back to [37], or the lecture notes
of Christoph Thiele, [38]. It can also be derived from the classical version
mentioned above.
Theorem 2.2.5 (Kernel theorem). Let T be a continuous linear operator
mapping S(Rd) into S ′(Rd) (with the weak∗-topology). Let A = ( A11 A12A21 A22 ) ∈
R2d×2d be invertible.
Then there exist tempered distributions k, σ, F ∈ S ′(R2d) such that the fol-
lowing representations hold:
(a) as a (generalized) integral operator:
〈Tf, g〉 = 〈k, g ⊗ f〉 , f, g ∈ S(Rd);
(b) as a pseudodifferential operator associated with the time-frequency dis-
tribution TFA with matrix A:
T = σA;
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(c) as a superposition of time-frequency shifts:
T =
∫∫
R2d
F (x, ω) ·MωTx dxdω.
Proof. We skip (a) and proceed to (b).
Set σ = F2TAk ∈ S ′(R2d) with the tempered distribution k from (a). Then
〈Tf, g〉 = 〈k, g ⊗ f〉
=
〈
F2TAk,F2TA(g ⊗ f)
〉
= 〈σ,TFA(g, f)〉
=
〈
σAf, g
〉
for all f, g ∈ S(Rd). So T = σA.
Finally, (c) is a special case of (b).
The vector-valued integral
T =
∫∫
R2d
F (x, ω) ·MωTx dxdω
is interpreted in the weak sense to mean
〈Tf, g〉 =
∫∫
R2d
F (x, ω) · 〈MωTxf, g〉 dxdω
=
∫∫
R2d
F (x, ω) · V (g, f)(x, ω) dxdω
= 〈F, V (g, f)〉
for all f, g ∈ S(Rd). But V (g, f) = TFA(g, f) for the matrix A =
(
0 I
−I I
)
. So
simply choose F = σA for this matrix A as in (b).
Next we consider some mapping properties of the correspondence σ 7→ σA
from the symbol to the operator. We are particularly interested in the ques-
tion under what conditions σA gives a bounded linear operator on L2(Rd).
In the following theorems, we always assume that A =
(
A11 A12
A21 A22
) ∈ R2d is an
invertible matrix.
We begin with symbols in Lp-spaces.
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Theorem 2.2.6. Let σ ∈ L1(R2d). Let A be right-regular.
Then σA ∈ B(L2(Rd)) is a bounded operator on L2(Rd) and
‖σA‖B(L2) ≤ ‖σ‖L1| det(A12)|1/2 · | det(A22)|1/2 .
Proof. Let f, g ∈ L2(Rd). Then
| 〈σAf, g〉 | = |∫∫
R2d
σ(x, ω) · TFA(g, f)(x, ω) dxdω|
≤
∫∫
R2d
|σ(x, ω)| · |TFA(g, f)(x, ω)| dxdω
≤ ‖σ‖L1 · ‖TFA(g, f)‖L∞ .
By assumption, A is right-regular, hence by Corollary 1.2.7,
‖TFA(g, f)‖L∞ ≤ ‖f‖ · ‖g‖| det(A12)|1/2 · | det(A22)|1/2 .
The estimate
| 〈σAf, g〉 | ≤ ‖σ‖L1| det(A12)|1/2 · | det(A22)|1/2 · ‖f‖ · ‖g‖
proves that σAf ∈ L2(Rd) and σA : L2(Rd) → L2(Rd) is bounded, and also
yields the norm estimate.
Theorem 2.2.7. Let σ ∈ L2(R2d).
Then σA ∈ B(L2(Rd)) is a bounded operator on L2(Rd) and
‖σA‖B(L2) ≤ ‖σ‖L2| detA|1/2 .
Proof. We have
| 〈σAf, g〉 | = | 〈σ,TFA(g, f)〉 |
≤ ‖σ‖L2 · ‖TFA(g, f)‖L2
60 CHAPTER 2. PSEUDODIFFERENTIAL OPERATORS
by the Cauchy-Schwarz Inequality. Using Theorem 1.3.1 (or the remark
immediately following it), we continue
‖σ‖L2 · ‖TFA(g, f)‖L2 = ‖σ‖L2 1| detA|1/2 · ‖f‖ · ‖g‖.
This gives the desired conclusion.
For symbols in modulation spaces, we can even prove some Schatten-class
properties. The following line of argument imitates the very elegant proof
found in [19] for the special case of the Kohn-Nirenberg correspondence.
Theorem 2.2.8 (Trace class for symbol in M1). Let σ ∈M1,1(R2d).
Then σA ∈ B(L2(Rd)) is a bounded operator on L2(Rd) and belongs to the
trace class S1(L2(Rd)) with
‖σA‖S1 ≤ C · ‖σ‖M1
with some constant C > 0 independent of σ and of A.
Proof. Let σ ∈ M1,1(R2d) = M1(R2d) ⊆ L2(R2d). The inversion formula for
the short-time Fourier transform implies that σ can be written as a vector-
valued integral
σ =
∫∫
R4d
VΦσ(z, ζ) ·MζTzΦ dzdζ
with any Φ ∈ L2(R2d).
Now observe that for all f, g ∈ L2(Rd)〈
σAf, g
〉
= 〈σ,TFA(g, f)〉
=
∫∫
R4d
VΦσ(z, ζ) · 〈MζTzΦ,TFA(g, f)〉 dzdζ
by the weak interpretation of the above integral.
The term 〈MζTzΦ,TFA(g, f)〉 can be interpreted as
〈
(MζTzΦ)
Af, g
〉
, with
(MζTzΦ)
A the pseudodifferential operator associated to the symbol MζTzΦ ∈
L2(R2d). Hence〈
σAf, g
〉
=
∫∫
R4d
VΦσ(z, ζ) ·
〈
(MζTzΦ)
Af, g
〉
dzdζ.
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Thus
σAf =
∫∫
R4d
VΦσ(z, ζ) · (MζTzΦ)Af dzdζ
as vector-valued integral in L2(Rd). But this means that σA can be written
as an operator-valued integral
σA =
∫∫
R4d
VΦσ(z, ζ) · (MζTzΦ)A dzdζ,
that is as a continuous weighted superposition of elementary operators of the
form (MζTzΦ)
A.
Let us look closer at these elementary building blocks of the integral. We
have 〈
(MζTzΦ)
Af, g
〉
= 〈MζTzΦ,TFA(g, f)〉
= V (TFA(g, f),Φ)(z, ζ).
Choose Φ = TFA(ϕ, ϕ) with φ ∈ L2(Rd). Then the Magic Formula 1.7.1
yields
V (TFA(g, f),Φ)(z, ζ) = V (TFA(g, f),TFA(ϕ, ϕ))(z, ζ)
= e2piiz2ζ2V (g, ϕ)(u, η)V (f, ϕ)(v, γ)
= e2piiz2ζ2 〈f,MγTvϕ〉 〈MηTuϕ, g〉
with some u, v, γ, η ∈ Rd depending continuously on z and ζ. This implies
(MζTzΦ)
Af = e2piiz2ζ2 〈f,MγTvϕ〉MηTuϕ,
so the operator
(MζTzΦ)
A : L2(Rd)→ L2(Rd), f 7→ e2piiz2ζ2 〈f,MγTvϕ〉MηTuϕ
is in fact a rank one operator, in particular a trace class operator. The trace
class norm is given by
‖(MζTzΦ)A‖S1 = ‖e2piiz2ζ2 〈•,MγTvϕ〉MηTuϕ‖S1
= ‖ 〈•,MγTvϕ〉MηTuϕ‖S1
= ‖MηTuϕ⊗MγTvϕ‖S1
= ‖MγTvϕ‖ · ‖MηTuϕ‖
= ‖ϕ‖2
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independently of (z, ζ). Thus
σA =
∫∫
R4d
VΦσ(z, ζ) · (MζTzΦ)A dzdζ
is an operator-valued integral in the space S1(L2(Rd)) of trace class operators.
For σ ∈ M1(R2d), we have VΦσ ∈ L1(R4d), thus the integrand is absolutely
integrable with respect to the S1-norm:∫∫
R4d
‖VΦσ(z, ζ) · (MζTzΦ)A‖S1 dzdζ
=
∫∫
R4d
|VΦσ(z, ζ)| · ‖(MζTzΦ)A‖S1 dzdζ
=
∫∫
R4d
|VΦσ(z, ζ)| · ‖ϕ‖2 dzdζ
= ‖VΦσ‖L1 · ‖ϕ‖2
≤ C ′ · ‖ϕ‖2 · ‖σ‖M1
= C · ‖σ‖M1
with the constant C depending only on Φ resp. ϕ.
So finally σA ∈ S1(L2(Rd)) and
‖σA‖S1 ≤
∫∫
R4d
‖VΦσ(z, ζ) · (MζTzΦ)A‖S1 dzdζ = C · ‖σ‖M1 .
We also have the following generalization of a theorem that was first proved
for the Weyl calculus in [30].
Theorem 2.2.9 (Hilbert-Schmidt operator for symbol inM2). If σ ∈M2,2(R2d) =
L2(R2d), then we have σA ∈ S2, i.e. σA is a Hilbert-Schmidt operator. Fur-
thermore,
‖σA‖S2 = | detA|1/2 · ‖σ‖L2 ≤ C · | detA|1/2 · ‖σ‖M2
with some constant C > 0 independent of σ and of A.
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Proof. Let σ ∈ L2(R2d). As a continuous pseudodifferential operator from
S(Rd) to S ′(Rd), σA can be represented by the Schwartz Kernel Theorem
2.2.5 as a (generalized) integral operator: there exists a tempered distribution
k ∈ S ′(R2d) such that〈
σAf, g
〉
= 〈σ,TFA(g, f)〉 =
〈
k, g ⊗ f〉 .
The distributional symbols σ and k are related by the formula
σ = F2TAk, or k = TA−1F
−1
2 σ.
Since F2 (and F
−1
2 ) and TA (and T
−1
A = TA−1) are operators from L
2(R2d)
onto L2(R2d), we conclude that k ∈ L2(R2d). But this implies that σA is in
fact a true integral operator:〈
σAf, g
〉
=
〈
k, g ⊗ f〉
=
∫∫
R2d
k(x, ω)g(x)f(ω) dxdω
=
∫
Rd
(∫
Rd
k(x, ω)f(ω) dω
)
g(x) dx
= 〈h, g〉
with
h(x) =
∫
Rd
k(x, ω)f(ω) dω.
Thus σAf(x) = h(x) and σA : L2(Rd)→ L2(Rd) is an integral operator with
kernel k ∈ L2(R2d), hence a Hilbert-Schmidt operator with norm
‖σA‖S2 = ‖k‖L2
= ‖TA−1F−12 σ‖L2
=
1
| detA−1|1/2 · ‖F
−1
2 σ‖L2
= | detA|1/2 · ‖σ‖L2
by Lemma A.3.2 and the fact that F2 is unitary, Lemma A.4.2.
64 CHAPTER 2. PSEUDODIFFERENTIAL OPERATORS
2.3 Boundedness of Pseudodifferential Oper-
ators
We have seen in the preceeding section that pseudodifferential operators asso-
ciated with bilinear time-frequency distributions are especially well behaved
if the symbol is from a modulation space. This supports once more the folk-
loristic saying that modulation spaces are most perfectly suited for practicing
time-frequency analysis. Some more evidence for this view will be given by
the following theorem, which is the main result in this chapter.
Theorem 2.3.1 (Boundedness of ΨDOs). Let σ ∈ M∞,1(R2d) and A =(
A11 A12
A21 A22
) ∈ R2d×2d be invertible and left-regular.
Then the associated pseudodifferential operator σA is bounded on all modula-
tion spaces Mp,q(Rd), 1 ≤ p, q ≤ ∞. In particular, σA is bounded on L2(Rd).
Furthermore, we have
‖σA‖B(Mp,q)
≤ C · ‖σ‖M∞,1 · 1| detA21|1/p| detB22|1/q ·
1
| detA11|1/p′ | detB12|1/q′ .
Proof. Set B =
(
B11 B12
B21 B22
)
= (A−1)∗. By Proposition 1.2.11, A is left-regular
if and only if A11 and A21 are invertible if and only if B is right-regular if
and only if B12 and B22 are invertible.
Let f, g ∈ S(Rd). Then
| 〈σAf, g〉 | = | 〈σ,TFA(g, f)〉 |
= | 〈VΦσ, VΦTFA(g, f)〉 |
for any Φ ∈ S(R2d).
If σ ∈ M∞,1(R2d), then VΦσ ∈ L∞,1(R2d), and Ho¨lder’s Inequality for mixed
norm spaces implies
| 〈VΦσ, VΦTFA(g, f)〉 | ≤ ‖VΦσ‖L∞,1 · ‖VΦTFA(g, f)‖L1,∞
≤ C · ‖σ‖M∞,1 · ‖VΦTFA(g, f)‖L1,∞
with a constant C depending on Φ.
Choose Φ to be equal to TFA(ϕ, ϕ) for some ϕ ∈ S(Rd), for instance ϕ a
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Gaussian. Then Φ ∈ S(R2d).
With the help of the Magic Formula 1.7.1, we find
VΦTFA(g, f)(z, ζ) = V (TFA(g, f),TFA(ϕ, ϕ))(z, ζ)
= e−2piiz2·ζ2 · V (g, ϕ)(u, η) · V (f, ϕ)(v, γ)
with
( uv ) = A ·
( z1
−ζ2
)
=
(
A11z1−A12ζ2
A21z1−A22ζ2
)
and
( ηγ ) =
(
I 0
0 −I
) ·B · ( ζ1z2 ) = ( B12z2+B11ζ1−B22z2−B21ζ1 ) .
Hence we continue
‖VΦTFA(g, f)‖L1,∞ = ‖V (TFA(g, f),TFA(ϕ, ϕ))‖L1,∞
= sup
ζ∈R2d
(∫
R2d
|V (TFA(g, f),TFA(ϕ, ϕ))(z, ζ)| dz
)
= sup
ζ∈R2d
∫∫
R2d
|V (g, ϕ)(A11z1 − A12ζ2, B12z2 +B11ζ1)|·
· |V (f, ϕ)(A21z1 − A22ζ2,−B22z2 −B21ζ1)| dz1dz2.
Now denote by p′, q′ the conjugate exponents to p, q, respectively (i.e. such
that 1
p
+ 1
p′ = 1 and
1
q
+ 1
q′ = 1). Applying once more Ho¨lder’s Inequality for
mixed norm spaces, we estimate∫∫
R2d
|V (g, ϕ)(u, η)| · |V (f, ϕ)(v, γ)| dz1dz2
≤
(∫
Rd
(∫
Rd
|V (g, ϕ)(u, η)|p′ dz1
)q′/p′
dz2
)1/q′
·
·
(∫
Rd
(∫
Rd
|V (f, ϕ)(v, γ)|p dz1
)q/p
dz2
)1/q
= ‖V (g, ϕ)(u, η)‖Lp′,q′ · ‖V (f, ϕ)(v, γ)‖Lp,q
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(with a slight abuse of notation). The two terms in the last line can be
estimated further:
‖V (f, ϕ)(v, γ)‖Lp,q
=
(∫
Rd
(∫
Rd
|V (f, ϕ)(v, γ)|p dz1
)q/p
dz2
)1/q
=
(∫
Rd
(∫
Rd
|V (f, ϕ)(A21z1 − A22ζ2,−B22z2 −B21ζ1)|p dz1
)q/p
dz2
)1/q
=
(∗)
(∫
Rd
(
1
| detA21|
∫
Rd
|V (f, ϕ)(s1,−B22z2 −B21ζ1)|p ds1
)q/p
dz2
)1/q
=
1
| detA21|1/p ·
(∫
Rd
(∫
Rd
|V (f, ϕ)(s1,−B22z2 −B21ζ1)|p ds1
)q/p
dz2
)1/q
=
(∗)
1
| detA21|1/p ·
(
1
| detB22|
∫
Rd
(∫
Rd
|V (f, ϕ)(s1, s2)|p ds1
)q/p
ds2
)1/q
=
1
| detA21|1/p · | detB22|1/q · ‖V (f, ϕ)‖L
p,q
≤ 1| detA21|1/p · | detB22|1/q · C
′ · ‖f‖Mp,q
with the constant C ′ depending only on ϕ and p, q. Note that in the lines
marked with (∗) the coordinate changes are permitted since the matrices A21
and B22 are invertible by assumption.
In a completely analogous fashion, we find
‖V (g, ϕ)(u, η)‖Lp′,q′ ≤
1
| detA11|1/p′ · | detB12|1/q′ · C
′′ · ‖g‖Mp′,q′
with the constant C ′′ depending only on ϕ and p′, q′.
Thus putting it all together, we have
| 〈σAf, g〉 |
≤ C · ‖σ‖M∞,1 · ‖f‖M
p,q
| detA21|1/p| detB22|1/q ·
‖g‖Mp′,q′
| detA11|1/p′ | detB12|1/q′
with some generic constant C that does not depend on f or g. By duality,
this proves that σA extends to a bounded operator from Mp,q to Mp,q.
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With this theorem, we are finally able to strengthen considerably the Schat-
ten class results of the last section.
Theorem 2.3.2 (Schatten class for symbol in Mp,1). Let σ ∈ Mp,1(R2d),
1 ≤ p ≤ ∞, and A = ( A11 A12A21 A22 ) ∈ R2d×2d be invertible and left-regular.
Then the associated pseudodifferential operator σA belongs to the Schatten
p-class on L2(Rd), i.e. σA ∈ Sp(L2(Rd)), and
‖σA‖Sp ≤ C · ‖σ‖Mp,1 ,
where the constant C > 0 depends only on A.
Proof. The result (together with the norm estimate) follows immediately
from Theorem 2.2.8 and Theorem 2.3.1 by using complex interpolation on
the spaces Mp,1 = [M1,1,M∞,1]θ and Sp = [S1, B(L2)]θ.
The following table summarizes this section’s results on the mapping prop-
erties of the correspondence σ 7→ σA from symbols to associated pseudodif-
ferential operators with different matrices A.
Symbol Matrix A Operator σA
S ′(R2d) invtbl. ΨDO S(Rd)→ S ′(Rd)
L1(R2d) invtbl., right-reg. B(L2(Rd))
L2(R2d) = M2(R2d) invtbl. S2(L2(Rd))
M1(R2d) invtbl. S1(L2(Rd))
M∞,1(R2d) invtbl., left-reg. B(Mp,q), 1 ≤ p <∞
Mp,1(rdd), 1 ≤ p <∞ invtbl., left-reg. Sp(L2(Rd))
Table 2.1: Pseudodifferential operators associated to A with different symbols
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Chapter 3
Time-Frequency Localization
Operators and the Berezin
Transform
3.1 Time-Frequency Localization Operators
Time-frequency localization operators in the form considered here were first
introduced and studied by Daubechies, [9], and Ramanathan and Topiwala,
[31]. They were used as a mathematical tool to extract specific features from
the time-frequency representation of a signal on phase space. In physics,
such operators had been around for quite a long time in connection with
questions of quantization, under the name ”anti-Wick operators” in the work
of Berezin, [3]. They had also appeared earlier in the theory of pseudodiffer-
ential operators, cf. [8]. See also the book [36] by Shubin.
The fundamental idea behind the concept of localization operator is that of
a multiplier for the short-time Fourier transform. Let f be a given func-
tion on Rd, a ”signal” (whatever that may be). We perform an analysis by
a short-time Fourier transform with window ϕ2 to obtain a time-frequency
representation of f on phase space Rd × Rd. In order to extract interesting
parts of this representation, we may apply a time-frequency filtering proce-
dure by multiplying with a suitable ”mask”, the so-called symbol, a function
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a on Rd × Rd. Finally, we do a synthesis by means of an adjoint short-time
Fourier transform (possibly with some other window ϕ1) to get again a rep-
resentation of the filtered signal in the time domain. The whole process can
be summarized as follows:
f 7→ V ∗ϕ1(a · Vϕ2f) =
∫∫
R2d
a(x, ω) · Vϕ1f(x, ω)MωTxϕ2 dxdω.
We will see shortly that this definition yields a class of pseudodifferential
operators with many interesting and nice properties, especially concerning
the boundedness on Hilbert space L2(Rd) and Schatten class properties.
We start by making the above definition rigorous. Time-frequency local-
ization operators may be defined for many different classes of symbols and
windows. Most results in this section are well-known and may be found e.g.
in [4], [6] and [7].
We begin with the general case of tempered distributions as symbols. The
windows are then required to be Schwartz functions.
Definition 3.1.1 (Localization Operators as Pseudodifferential Operators).
Let a ∈ S ′(R2d) and ϕ1, ϕ2 ∈ S(Rd). The localization operator with
symbol a and windows ϕ1, ϕ2 is the pseudodifferential operator A
ϕ1,ϕ2
a :
S(Rd)→ S ′(Rd) defined by
〈Aϕ1,ϕ2a f, g〉 :=
〈
a, Vϕ2fVϕ1g
〉
for f, g ∈ S(Rd).
The term on the r.h.s. is reasonably defined, since for f, g, ϕ1, ϕ2 ∈ S(Rd),
we have Vϕ2f, Vϕ1g ∈ S(R2d) and in particular Vϕ2fVϕ1g ∈ S(R2d). Further,
if fn converges to f in the topology of S(Rd), then Vϕ2fn converges to Vϕ2f
in S(R2d), and Vϕ2fnVϕ1g converges to Vϕ2fVϕ1g. Therefore, 〈Aϕ1,ϕ2a fn, g〉 →
〈Aϕ1,ϕ2a f, g〉, so the mapping Aϕ1,ϕ2a : S(Rd) → S ′(Rd) is continuous (with
respect to the usual metric topology in S(Rd) and the weak∗-topology in
S ′(Rd)).
By the Kernel Theorem 2.2.5, we know that Aϕ1,ϕ2a can be written as a Weyl
operator σW for an appropriate Weyl symbol σ ∈ S ′(R2d). We will derive an
explicit formula for σ. As a preparation, we will need two lemmata.
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Lemma 3.1.2 (Fourier Transform of a Wigner Distribution). Let f, g ∈
L2(Rd). Then the Fourier transform of the cross Wigner distribution of f
and g can be expressed in terms of the short-time Fourier transform as
Ŵ (f, g)(y, η) = e−piiy·η · V (f, g)(−η, y), for all y, η ∈ Rd.
Proof. The Wigner distribution W (f, g)(x, ω) is just the generalized bilinear
time-frequency distribution TFA(f, g)(x, ω) with matrix A =
(
I 1
2
I
I − 1
2
I
)
. By
Theorem 1.2.16, the Fourier transform of this bilinear distribution is given
by
̂TFA(f, g)(y, η) = TFB(f, g)(η, y)
with the matrix B = A · ( 0 I−I 0 ) = ( − 12 I I1
2
I I
)
. Hence
Ŵ (f, g)(y, η) = TFB(f, g)(η, y)
=
∫
Rd
f(−η
2
+ t) · g(η
2
+ t) · e−2piiy·t dt.
The substitution s = t− η
2
yields
Ŵ (f, g)(y, η) =
∫
Rd
f(s) · g(s+ η) · e−2piiy·(s+ η2 ) ds
= e−piiy·η
∫
Rd
f(s) · g(s+ η) · e−2piiy·s ds
= e−piiy·ηV (f, g)(−η, y).
Lemma 3.1.3 (Fourier Transform of a Product of Short-Time Fourier Trans-
forms). Let f1, f2, g1, g2 ∈ L2(Rd). The the following holds:
̂(
V (f1, g1) · V (f2, g2)
)
(y, η) = V (f1, f2)(−η, y) · V (g1, g2)(−η, y)
for all y, η ∈ Rd.
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Proof. The Fourier transform yields
̂(
V (f1, g1) · V (f2, g2)
)
(y, η)
=
∫∫
R2d
V (f1, g1)(x, ω) · V (f2, g2)(x, ω) · e−2pii(x·y+ω·η) dxdω
=
〈
V (f1, g1), V (f2, g2) · e2pii(•·y+•·η)
〉
.
Now
V (f2, g2)(x, ω) · e2pii(x·y+ω·η)
=
∫
Rd
f2(t)g2(t− x)e−2piiω·t dt · e2pii(x·y+ω·η)
=
∫
Rd
f2(s+ η)g2(s+ η − x)e−2piiω·(s+η) ds · e2pii(x·y+ω·η)
=
∫
Rd
f2(s+ η)g2(s+ η − x)e−2piiω·s ds · e2piix·y
=
∫
Rd
e−2piis·y(MyT−ηf2)(s)e2pii(s−x)·y(MyT−ηg2)(s− x)e−2piiω·s ds · e2piix·y
=
∫
Rd
(MyT−ηf2)(s)(MyT−ηg2)(s− x)e−2piiω·s ds
= V (MyT−ηf2,MyT−ηg2)(x, ω)
with the substitution t = s+ η. Therefore
̂(
V (f1, g1) · V (f2, g2)
)
(y, η)
= 〈V (f1, g1), V (MyT−ηf2,MyT−ηg2)〉
= 〈f1,MyT−ηf2〉 〈g1,MyT−ηg2〉
= V (f1, f2)(−η, y) · V (g1, g2)(−η, y)
by the orthogonality relation for the short-time Fourier transform.
Now for the Weyl symbol of a localization operator.
Theorem 3.1.4 (Connection with the Weyl Calculus). Let a ∈ S ′(R2d) and
ϕ1, ϕ2 ∈ S(Rd). Then the localization operator Aϕ1,ϕ2a possesses the Weyl
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symbol a ∗ W (ϕ1, ϕ2), where W (ϕ1, ϕ2) denotes the Wigner distribution of
ϕ1, ϕ2; in other words,
Aϕ1,ϕ2a = σ
W
with
σ = a ∗W (ϕ1, ϕ2) ∈ S ′(R2d).
Proof. Let σ = a ∗W (ϕ1, ϕ2) ∈ S ′(R2d). Let f, g ∈ S(Rd). Then〈
σWf, g
〉
= 〈σ,W (g, f)〉
= 〈a ∗W (ϕ1, ϕ2),W (g, f)〉
=
Parseval
〈
â · ̂W (ϕ1, ϕ2), Ŵ (g, f)
〉
=
〈
â, ̂W (ϕ1, ϕ2) · Ŵ (g, f)
〉
=
Parseval
〈
a,F−1
(
̂W (ϕ1, ϕ2) · Ŵ (g, f)
)〉
.
Now by Lemma 3.1.2,
Ŵ (g, f)(y, η) = e−piiy·ηV (g, f)(−η, y)
and
̂W (ϕ1, ϕ2)(y, η) = epiiy·ηV (ϕ1, ϕ2)(−η, y).
Hence (
̂W (ϕ1, ϕ2) · Ŵ (g, f)
)
(y, η) =
(
V (ϕ1, ϕ2) · V (g, f)
)
(−η, y)
= F
(
V (f, ϕ2) · V (g, ϕ1)
)
(y, η)
and
F−1
(
̂W (ϕ1, ϕ2) · Ŵ (g, f)
)
=
(
V (f, ϕ2) · V (g, ϕ1)
)
(x, ω)
by Lemma 3.1.3. Thus〈
σWf, g
〉
=
〈
a, V (f, ϕ2) · V (g, ϕ1)
〉
= 〈Aϕ1,ϕ2a f, g〉 .
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As a general principle, if we restrict the class of symbols to some subset of
the tempered distributions, we may allow windows from a larger set than
the Schwartz functions. We consider first symbols in Lp-spaces. In this case,
L2(Rd) is a suitable class of windows.
Definition 3.1.5 (Localization Operators with Symbols in Lp-Spaces). Let
a ∈ Lp(R2d) and ϕ1, ϕ2 ∈ L2(Rd). The localization operator with sym-
bol a and windows ϕ1, ϕ2 on L
2(Rd) is the bounded linear operator on
L2(Rd) defined by
Aϕ1,ϕ2a f := V
∗
ϕ1
(a · Vϕ2f), f ∈ L2(Rd).
In order to make sense, this definition needs to be explained and interpreted
in an appropriate way.
Assume first that a ∈ L∞(R2d).
This yields indeed a bounded operator on L2(Rd): Vϕ2 and V ∗ϕ1 are bounded
operators from L2(Rd) to L2(R2d) and from L2(R2d) to L2(Rd), respectively,
and multiplication with a function in L∞(R2d) is bounded L2(R2d)→ L2(R2d).
We calculate
||Aϕ1,ϕ2a f || = ||V ∗ϕ1(a · Vϕ2f)||
≤ ||V ∗ϕ1||L2→L2 · ||a||∞ · ||Vϕ2||L2→L2 · ||f ||
= ||ϕ1|| · ||ϕ2|| · ||a||∞ · ||f ||,
so Aϕ1,ϕ2a ∈ B(L2(Rd)) and ||Aϕ1,ϕ2a ||B(L2) ≤ ||ϕ1|| · ||ϕ2|| · ||a||∞.
The mapping A : L∞(R2d) → B(L2(Rd)), a 7→ Aa := Aϕ1,ϕ2a is a bounded
linear operator with ||A||L∞→B(L2) ≤ ||ϕ1|| · ||ϕ2||.
Next suppose that a ∈ L1(R2d).
If ϕ2 ∈ L2(Rd) and f ∈ L2(Rd), then Vϕ2f ∈ L∞(R2d) and ||Vϕ2f ||∞ ≤
||f || · ||ϕ2||, so Vϕ2 is a bounded linear operator from L2(Rd) to L∞(R2d)
with operator norm ||Vϕ2||L2→L∞ ≤ ||ϕ2||. Multiplication with a function
in L1(R2d) yields a function in L1(R2d), whereas V ∗ϕ1 is the adjoint of Vϕ1 :
L2(Rd) → L∞(R2d) and is therefore bounded from L1 → L2 with operator
norm ||V ∗ϕ1||L1→L2 = ||Vϕ1||L2→L∞ ≤ ||ϕ1||.
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We estimate the operator norm of Aϕ1,ϕ2a :
||Aϕ1,ϕ2a f || = ||V ∗ϕ1(a · Vϕ2f)||
≤ ||V ∗ϕ1||L1→L2 · ||a · Vϕ2f ||1
≤ ||V ∗ϕ1||L1→L2 · ||a||1 · ||Vϕ2f ||∞
≤ ||ϕ1|| · ||ϕ2|| · ||a||1 · ||f ||,
hence again Aϕ1,ϕ2a ∈ B(L2(Rd)) and ||Aϕ1,ϕ2a ||B(L2) ≤ ||ϕ1|| · ||ϕ2|| · ||a||1.
We denote the mapping from symbol to operator again by A : L1(R2d) →
B(L2(Rd)); the preceding estimate shows that also in this caseA is a bounded
linear operator with ||A||L1→B(L2) ≤ ||ϕ1|| · ||ϕ2||.
Finally, assume a ∈ Lp(R2d), 1 < p <∞.
In this case, we use interpolation. The mapping A is well-defined as an
operator from L1(R2d) as well as from L∞(R2d) into the space B(L2(Rd)).
On the subset L1(R2d) ∩ L∞(R2d) the two definitions coincide. Using the
complex interpolation method on Lp = [L1, L∞]θ, the mapping A may then
be extended to a bounded operator A : Lp(R2d)→ B(L2(Rd)) on each of the
intermediate spaces Lp(R2d) , 1 < p <∞. The theorem yields the following
estimate for the norm:
||A||Lp→B(L2) ≤ (||ϕ1|| · ||ϕ2||)1−θ · (||ϕ1|| · ||ϕ2||)θ · ||a||p
≤ ||ϕ1|| · ||ϕ2|| · ||a||p,
where the constant θ ∈ [0, 1] depending on p cancels in the end. In this way
we can explain the localization operator Aϕ1,ϕ2a also for symbols a ∈ Lp(R2d)
as
Aϕ1,ϕ2a f = (Aa)(f), f ∈ L2(Rd).
The preceding considerations give rise to the following
Corollary 3.1.6. Let a ∈ Lp(R2d), 1 ≤ p ≤ ∞, and ϕ1, ϕ2 ∈ L2(Rd). The
localization operator Aϕ1,ϕ2a satisfies the norm estimate
||Aϕ1,ϕ2a f || ≤ ||ϕ1|| · ||ϕ2|| · ||a||p · ||f ||
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for all f ∈ L2(Rd). Equivalently,
||Aϕ1,ϕ2a ||B(L2) ≤ ||ϕ1|| · ||ϕ2|| · ||a||p
and
||A||Lp→B(L2) ≤ ||ϕ1|| · ||ϕ2||.

In case of Lp-symbols, we can prove even more than mere boundedness.
These operators satisfy certain compactness and Schatten p-class properties.
Lemma 3.1.7 (Compactness for Symbols with Compact Support). Let a ∈
L∞(R2d) have compact support, i.e., there is a compact set K ⊆ R2d such
that a(x, ω) = 0 for (x, ω) ∈ R2d\K almost everywhere. Let ϕ1, ϕ2 ∈ L2(Rd).
Then the localization operator Aϕ1,ϕ2a ∈ B(L2(Rd)) is a compact operator on
L2(Rd).
Proof. Denote by
Ma : L
2(R2d)→ L2(R2d), F (x, ω) 7→ (MaF )(x, ω) := a(x, ω) · F (x, ω)
the multiplication operator with the function a. Since a is bounded by as-
sumption, Ma is a bounded operator. We have
Aϕ1,ϕ2a = V
∗
ϕ1
◦Ma ◦ Vϕ2 ,
thus it suffices to show that Ma ◦ Vϕ2 is compact.
Let (fn)n∈N be a sequence in L2(Rd) that converges weakly to zero, fn
w−→ 0
for n→∞. We will show that Aϕ1,ϕ2a fn → 0 in the norm for n→∞.
To this end, consider a · Vϕ2fn. Since a ∈ L∞(R2d) and Vϕ2fn ∈ L2(R2d),
a · Vϕ2fn ∈ L2(R2d). The norm is given by
||a · Vϕ2fn||2L2 =
∫∫
R2d
|a(x, ω)|2 · |Vϕ2fn(x, ω)|2 dxdω
=
∫∫
K
|a(x, ω)|2 · |Vϕ2fn(x, ω)|2 dxdω.
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We have for every (x, ω) ∈ K
|a(x, ω)|2 · |Vϕ2fn(x, ω)|2
≤ ||a||2L∞ · | 〈fn,MωTxϕ2〉 |2︸ ︷︷ ︸
−→
n→∞0
−→
n→∞
0,
since fn
w−→ 0, i.e. 〈fn, g〉 → 0 for every g ∈ L2(Rd).
Thus the integrand converges to zero pointwisely on K.
Furthermore, weakly convergent sequences are norm bounded, i.e., there is a
constant C > 0 such that ||fn|| ≤ C for every n ∈ N. Thus
|a(x, ω)|2 · |Vϕ2fn(x, ω)|2
≤ ||a||2L∞ · ||ϕ2||2 · ||fn||2
≤ C2 · ||a||2L∞ · ||ϕ2||2
∈ L1(K)
is an integrable majorant over K independent of n.
Hence
||a · Vϕ2fn||2 → 0, n→∞,
by the Dominated Convergence Theorem, that means a · Vϕ2fn → 0 in
L2(R2d). But then also Aϕ1,ϕ2a fn = V ∗ϕ1(a · Vϕ2fn)→ 0 in L2(Rd).
Theorem 3.1.8 (Compactness for Lp-Symbols). Let a ∈ Lp(R2d), 1 ≤ p <
∞, and ϕ1, ϕ2 ∈ L2(Rd).
Then the localization operator Aϕ1,ϕ2a ∈ B(L2(Rd)) is a compact operator on
L2(Rd).
Proof. For every N ∈ N, set
AN := {(x, ω) ∈ R2d| |a(x, ω)| ≤ N and ||(x, ω)|| ≤ N}.
We have AN ⊆ AN+1 for all N ∈ N and ∪N∈NAN = R2d.
Now set
aN(x, ω) := a(x, ω) · χAN , N ∈ N,
where χAN denotes the characteristic function of the set AN . Then aN ∈
Lp(R2d)∩L∞(R2d) and has compact support. Thus the localization operator
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Aϕ1,ϕ2aN is a compact operator by Lemma 3.1.7. Furthermore, aN → a in Lp,
i.e. limN→∞ ||aN − a||Lp = 0.
Now obviously
Aϕ1,ϕ2a f − Aϕ1,ϕ2aN f = Aϕ1,ϕ2a−aNf
for all f ∈ L2(Rd), thus
||Aϕ1,ϕ2a − Aϕ1,ϕ2aN ||B(L2) ≤ ||a− aN ||Lp · ||ϕ1|| · ||ϕ2|| → 0
for N → ∞, by Corollary 3.1.6. So Aϕ1,ϕ2a is a uniform limit of compact
operators and therefore compact.
Theorem 3.1.9 (Schatten Class for Lp-Symbols). If a ∈ Lp(R2d), 1 ≤ p <
∞, then Aϕ1,ϕ2a ∈ Sp(L2(Rd)), the Schatten p-class, and
||Aϕ1,ϕ2a ||Sp ≤ ||a||Lp · ||ϕ1|| · ||ϕ2||.
Proof. From the discussion above resp. Corollary 3.1.6, we know that if
a ∈ L∞(R2d), then Aϕ1,ϕ2a ∈ B(L2(Rd)) = S∞(L2(Rd)) and
||Aϕ1,ϕ2a ||S∞ = ||Aϕ1,ϕ2a ||B(L2) ≤ ||a||L∞ · ||ϕ1|| · ||ϕ2||.
That means that the mapping A : L∞ → S∞, a 7→ Aa = Aϕ1,ϕ2a is bounded
linear with norm
||A||L∞→S∞ ≤ ||ϕ1|| · ||ϕ2||.
Next consider a ∈ L1(R2d). To show that Aϕ1,ϕ2a is a trace class operator we
use the criterion in Theorem A.7.9.
By Theorem 3.1.8, Aϕ1,ϕ2a is a compact operator.
Let (ek)k∈N be an arbitrary orthonormal basis of L2(Rd). Then∑
k∈N
| 〈Aϕ1,ϕ2a ek, ek〉 |
=
∑
k∈N
| 〈V ∗ϕ1(a · Vϕ2ek), ek〉 |
=
∑
k∈N
| 〈a · Vϕ2ek, Vϕ1ek〉 |
=
∑
k∈N
|
∫
R2d
a(x, ω) · V (ek, ϕ2)(x, ω) · V (ek, ϕ1)(x, ω) dxdω|
≤
∑
k∈N
∫
R2d
|a(x, ω)| · |V (ek, ϕ2)(x, ω)| · |V (ek, ϕ1)(x, ω)| dxdω.
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Since all the integrands involved are nonnegative, we may change the order of
summation and integration by Fubini’s resp. Tonelli’s Theorem to continue∑
k∈N
∫
R2d
|a(x, ω)| · |V (ek, ϕ2)(x, ω)| · |V (ek, ϕ1)(x, ω)| dxdω
=
∫
R2d
|a(x, ω)| ·
∑
k∈N
|V (ek, ϕ2)(x, ω)| · |V (ek, ϕ1)(x, ω)| dxdω.
Now, using the Cauchy-Schwarz Inequality,∑
k∈N
|V (ek, ϕ2)(x, ω)| · |V (ek, ϕ1)(x, ω)|
≤
(∑
k∈N
|V (ek, ϕ2)(x, ω)|2
)1/2
·
(∑
k∈N
|V (ek, ϕ1)(x, ω)|2
)1/2
=
(∑
k∈N
| 〈ek,MωTxϕ2〉 |2
)1/2
·
(∑
k∈N
| 〈ek,MωTxϕ1〉 |2
)1/2
= ‖MωTxϕ2‖ · ‖MωTxϕ1‖
= ‖ϕ2‖ · ‖ϕ1‖
since (ek)k∈N is an orthonormal basis.
Hence ∑
k∈N
| 〈Aϕ1,ϕ2a ek, ek〉 |
≤
∫
R2d
|a(x, ω)| dxdω · ‖ϕ2‖ · ‖ϕ1‖
= ‖a‖L1 · ‖ϕ2‖ · ‖ϕ1‖.
By Theorem A.7.9, we conclude
Aϕ1,ϕ2a ∈ S1(L2(Rd))
and
‖Aϕ1,ϕ2a ‖S1 = sup
(ek)k∈N ONB
∑
k∈N
| 〈Aϕ1,ϕ2a ek, ek〉 | ≤ ‖a‖L1 · ‖ϕ2‖ · ‖ϕ1‖.
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That is to say that the mapping A also satisfies A : L1(R2d) → S1(L2(Rd))
with
‖A‖L1→S1 ≤ ‖ϕ1‖ · ‖ϕ2‖.
Finally, for a ∈ Lp(R2d) we use again complex interpolation between Lebesgue
spaces Lp on the one hand and Schatten p-classes Sp on the other hand. We
thus find that Aa = Aϕ1,ϕ2a ∈ Sp(L2(Rd)) for a ∈ Lp(R2d) with norm estimate
‖A‖Lp→Sp ≤ ‖A‖θL1→S1 · ‖A‖1−θL∞→S∞
= (‖ϕ1‖ · ‖ϕ2‖)θ · (‖ϕ1‖ · | < ϕ2‖)1−θ
= ‖ϕ1‖ · ‖ϕ2‖
with [L1, L∞]θ = Lp, [S1, S∞]θ = Sp.
So
‖Aϕ1,ϕ2a ‖Sp = ‖Aa‖Sp ≤ ‖A‖Lp→Sp · ‖a‖Lp = ‖ϕ1‖ · ‖ϕ2‖ · ‖a‖Lp .
Finally, we want to look at symbols taken from modulation spaces. We expect
once more that modulation spaces behave nicely as symbols for localization
operators, in view of the very definition of these operators in terms of time-
frequency analysis. The next two theorems show that modulation spaces
indeed meet our expectation. The modulation space M1(Rd), Feichtinger’s
Algebra, turns out to be the appropriate window class.
Theorem 3.1.10 (Localization Operators with Symbols in Modulation Spaces).
If a ∈ M∞(R2d) and ϕ1, ϕ2 ∈ M1(Rd), then Aϕ1,ϕ2a is a bounded opera-
tor on all the modulation spaces Mp,q(Rd), 1 ≤ p, q ≤ ∞, in particular on
L2(Rd) = M2,2(Rd). Furthermore,
‖Aϕ1,ϕ2a ‖B(Mp,q) ≤ C · ‖a‖M∞,1 · ‖ϕ1‖M1 · ‖ϕ2‖M1 .
Proof. We know that Aϕ1,ϕ2a = σ
W for σ = a ∗W (ϕ1, ϕ2) by Theorem 3.1.4.
We will show that under the given assumptions we have σ ∈M∞,1(R2d) The
result then follows from Theorem 2.3.1 applied to the Weyl calculus (note that
the Weyl calculus is associated to the Wigner distribution, cf. Theorem 2.1.5;
this is the bilinear time-frequency distribution with the matrix
(
I 1
2
I
I − 1
2
I
)
,
which is left-regular, thus Theorem 2.3.1 is applicable).
In order to show σ ∈M∞,1(R2d), we prove a
3.1. TIME-FREQUENCY LOCALIZATION OPERATORS 81
Lemma 3.1.11 (Convolution Relations for Modulation Spaces I). We have
M∞(Rd) ∗M1(Rd) ⊆M∞,1(Rd)
and
‖f ∗ g‖M∞,1 ≤ C · ‖f‖M∞ · ‖g‖M1
for f ∈M∞(Rd) and g ∈M1(Rd).
Proof. Let f ∈ M∞(Rd) and g ∈ M1(Rd). Let φ ∈ S(Rd) and Φ = φ ∗ φ ∈
S(Rd).
Then
‖f ∗ g‖M∞,1 ≤ C · ‖VΦ(f ∗ g)‖L∞,1
= C ·
∫
Rd
sup
x∈Rd
|VΦ(f ∗ g)(x, ω)| dω.
We use the (easy to prove) identity
Vψh(x, ω) = e
−2piix·ω(h ∗Mωψ˜)(x)
for the short-time Fourier transform, where ψ˜(t) = ψ(−t) denotes the usual
involution. Then
|VΦ(f ∗ g)(x, ω)| = |
(
(f ∗ g) ∗MωΦ˜
)
(x)|
= |((f ∗ g) ∗Mω(φ˜ ∗ φ˜))(x)|
= |((f ∗ g) ∗ (Mωφ˜ ∗Mωφ˜))(x)|
= |((f ∗Mωφ˜) ∗ (g ∗Mωφ˜))(x)|.
with help from Lemma A.2.6 and the commutativity of convolutions.
Thus for fixed ω ∈ Rd
sup
x∈Rd
|VΦ(f ∗ g)(x, ω)| = ‖(f ∗Mωφ˜) ∗ (g ∗Mωφ˜)‖L∞
≤ ‖f ∗Mωφ˜‖L∞ · ‖g ∗Mωφ˜‖L1
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by Young’s Inequality.
The first term can be estimated by
‖f ∗Mωφ˜‖L∞ = sup
x∈Rd
|(f ∗Mωφ˜)(x)|
= sup
x∈Rd
|Vφf(x, ω)|
≤ ‖Vφf‖L∞
≤ C · ‖f‖M∞
with C = C(φ). So we find∫
Rd
sup
x∈Rd
|VΦ(f ∗ g)(x, ω)| dω
≤ C · ‖f‖M∞
∫
Rd
‖g ∗Mωφ˜‖L1 dω
= C · ‖f‖M∞
∫
Rd
∫
Rd
|Vφg(x, ω)| dxdω
≤ C · ‖f‖M∞ · ‖g‖M1
<∞
with some generic constant C.
This concludes the proof of the lemma.
Now observe that W (ϕ1, ϕ2) ∈M1(R2d) since ϕ1, ϕ2 ∈M1(Rd), by Theorem
1.7.2. Thus the lemma yields
a ∗W (ϕ1, ϕ2) ∈M∞(R2d) ∗M1(R2d) ⊆M∞,1(R2d),
so the theorem follows. The norm bound comes from
‖Aϕ1,ϕ2a ‖B(Mp,q) = ‖(a ∗W (ϕ1, ϕ2))W‖B(Mp,q)
≤ C · ‖a ∗W (ϕ1, ϕ2)‖M∞,1
≤ C · ‖a‖M∞ · ‖W (ϕ1, ϕ2)‖M1
≤ C · ‖a‖M∞ · ‖ϕ1‖M1 · ‖ϕ2‖M1
by the respective estimates in Theorem 2.3.1, Lemma 3.1.11 and Theorem
1.7.2.
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Observe that Mp,∞(R2d) ⊆ M∞,∞(R2d) = M∞(R2d) for all 1 ≤ p ≤ ∞,
thus localization operators with symbols in Mp,∞(R2d) are well defined by
the preceding theorem. For these operators, the following Schatten class
property holds.
Theorem 3.1.12 (Schatten Class for Mp,∞-Symbols). If a ∈ Mp,∞(R2d),
1 ≤ p <∞, then Aϕ1,ϕ2a ∈ Sp(L2(Rd)), the Schatten p-class.
Proof. Assume first that a ∈ M1,∞(R2d). We will show that Aϕ1,ϕ2a ∈
S1(L2(Rd)) is a trace class operator.
Again, we use Aϕ1,ϕ2a = σ
W for σ = a ∗ W (ϕ1, ϕ2) by Theorem 3.1.4. By
Theorem 2.2.8, σW is trace class if σ ∈ M1(R2d). For ϕ1, ϕ2 ∈ M1(Rd), we
have W (ϕ1, ϕ2) ∈M1(R2d) by Theorem 1.7.2. Hence the statement is proved
once we have shown the
Lemma 3.1.13 (Convolution Relations for Modulation Spaces II). We have
M1,∞(Rd) ∗M1(Rd) ⊆M1(Rd)
and
‖f ∗ g‖M1 ≤ C · ‖f‖M1,∞ · ‖g‖M1
for f ∈M1,∞(Rd) and g ∈M1(Rd).
Proof. The proof is very similar to the proof of Lemma 3.1.11.
Let f ∈M1,∞(Rd) and g ∈M1(Rd). Let φ ∈ S(Rd) and Φ = φ ∗ φ ∈ S(Rd).
Then
‖f ∗ g‖M1 ≤ C · ‖VΦ(f ∗ g)‖L1
= C ·
∫∫
R2d
|VΦ(f ∗ g)(x, ω)| dxdω
= C ·
∫∫
R2d
|((f ∗Mωφ˜) ∗ (g ∗Mωφ˜))(x)| dxdω
completely analogous to the argument in Lemma 3.1.11.
Now for fixed ω ∈ Rd∫
Rd
|((f ∗Mωφ˜) ∗ (g ∗Mωφ˜))(x)| dx = ‖(f ∗Mωφ˜) ∗ (g ∗Mωφ˜)‖L1
≤ ‖f ∗Mωφ˜‖L1 · ‖g ∗Mωφ˜‖L1
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by Young’s Inequality.
The first term yields
‖f ∗Mωφ˜‖L1 =
∫
Rd
|(f ∗Mωφ˜)(x)| dx
=
∫
Rd
|Vφf(x, ω| dx
≤ sup
ω∈Rd
∫
Rd
|Vφf(x, ω| dx
= ‖Vφf‖L1,∞
≤ C · ‖f‖M1,∞
with a constant depending on φ. We conclude∫∫
R2d
|VΦ(f ∗ g)(x, ω)| dxdω
≤ C · ‖f‖M1,∞
∫
Rd
‖g ∗Mωφ˜‖L1 dω
= C · ‖f‖M1,∞
∫
Rd
∫
Rd
|Vφg(x, ω)| dω
≤ C · ‖f‖M1,∞ · ‖g‖M1
<∞
with some generic constant C.
The lemma is thus proved.
Therefore we have
a ∗W (ϕ1, ϕ2) ∈M1,∞(R2d) ∗M1(R2d) ⊆M1(R2d),
hence Aϕ1,ϕ2a ∈ S1(L2(Rd)) for a ∈M1,∞(R2d).
Now by the preceding Theorem 3.1.10, we also have Aϕ1,ϕ2a ∈ B(L2(Rd)) =
S∞(L2(Rd)) for A ∈ M∞,∞(R2d) = M∞(R2d). By complex interpolation
between the Banach spaces M1,∞(R2d) and M∞,∞(R2d) on the one hand and
S1(L2(Rd)) and S∞(L2(Rd)) = B(L2(Rd)) on the other hand, we find that
Aϕ1,ϕ2a ∈ Sp(L2(Rd)) for symbols a ∈Mp,∞(R2d), as claimed.
3.1. TIME-FREQUENCY LOCALIZATION OPERATORS 85
Remark: A more general theorem on convolution relations between mod-
ulation spaces, that contains both lemmata used above in the proofs of the
last two theorems as special cases, can be found in [6]. In this context, also
[39] and [40] are of interest.
The following table summarizes this section’s results on the mapping prop-
erties of the correspondence A : a 7→ Aϕ1,ϕ2a from symbols in different classes
to localization operators.
Symbol Windows Localization Operator
S ′(R2d) S(Rd) ΨDO S(Rd)→ S ′(Rd)
L∞(R2d) L2(Rd) B(L2(Rd))
Lp(R2d), 1 ≤ p <∞ L2(Rd) Sp(L2(Rd))
M∞,∞(R2d) M1(Rd) B(Mp,q(Rd)), 1 ≤ p, q ≤ ∞
Mp,∞(R2d), 1 ≤ p <∞ M1(Rd) Sp(L2(Rd))
Table 3.1: Localization operators with different symbols and windows
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3.2 The Berezin Transform
The Berezin transform is of great importance in complex analysis or more
precisely in the theory of Hilbert spaces of analytic functions, e.g. Bergman
spaces, see for example [20], or Hardy spaces, see for example [11]. It acts on
bounded operators on these spaces. Assume H is a Hilbert space consisting
of analytic functions on some open set Ω ⊆ C, which allows a reproducing
kernel, i.e. for every z ∈ Ω, there is a Kz ∈ H such that f(z) = 〈f, kz〉
for every f ∈ H. Let T be a bounded operator on H. Then the Berezin
transform of T is the complex-valued function on Ω defined by
BT (z) = 〈Tkz, kz〉 , z ∈ Ω.
We define an appropriate analogous version of the Berezin transform for our
purposes, acting on bounded operators on L2(Rd).
Definition 3.2.1 (Berezin Transform). Let T ∈ B(L2(Rd)). Let ϕ1, ϕ2 ∈
L2(Rd). The Berezin transform B maps T to the function on R2d
BT (z) := 〈Tpi(z)ϕ2, pi(z)ϕ1〉 , z ∈ R2d.
Note that although the Berezin transform depends on the choice of the win-
dow functions ϕ1, ϕ2 ∈ L2(Rd), we prefer to omit this dependence notation-
ally by simply writing B (rather than for example Bϕ1,ϕ2). This practice will
in general not lead to any confusion.
For convenience and further reference, we give a representation of BT that is
valid for operators that can be written as a strongly convergent series of rank
one operators. We will make frequent use of this formula in the following.
Lemma 3.2.2. Let T ∈ B(L2(Rd)) be of the following form: there exist
some orthonormal systems (gn)n∈N and (hn)n∈N in L2(Rd) and a (necessarily
bounded) sequence of complex numbers (sn)n∈N such that
Tf =
∑
n∈N
sn · 〈f, gn〉hn =
∑
n∈N
sn · (hn ⊗ gn)(f)
for every f ∈ L2(Rd) (where the series is required to converge in L2(Rd) for
every f).
Then
BT (z) =
∑
n∈N
sn · Vϕ1hn(z) · Vϕ2gn(z)
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for every z ∈ R2d.
Proof. We compute
BT (z) = 〈Tpi(z)ϕ2, pi(z)ϕ1〉
=
〈∑
n∈N
sn · 〈pi(z)ϕ2, gn〉hn, pi(z)ϕ1
〉
=
∑
n∈N
sn · 〈pi(z)ϕ2, gn〉 · 〈hn, pi(z)ϕ1〉
=
∑
n∈N
sn · Vϕ2gn(z) · Vϕ1hn(z).
Note that the assumptions of the lemma are in particular satisfied for opera-
tors belonging to some Schatten p-class, 1 ≤ p <∞, since for these we have
the singular value decomposition
T =
∑
n∈N
sn · 〈•, gn〉hn
with (gn)n∈N, (hn)n∈N orthonormal systems and (sn)n∈N the sequence of sin-
gular values, sn ≥ 0 for all n ∈ N and (sn) ∈ `p for T ∈ Sp(L2(Rd)).
Theorem 3.2.3. The Berezin transform B defines a bounded linear operator
from B(L2(Rd)) into the space Cb(R2d) ⊆ L∞(R2d) of all bounded continuous
functions on R2d, with norm estimate
‖B‖B(L2)→L∞ ≤ ‖ϕ1‖ · ‖ϕ2‖.
Proof. The function BT (z) is bounded, since
|BT (z)| = | 〈Tpi(z)ϕ2, pi(z)ϕ1〉 |
≤ ‖T‖B(L2) · ‖pi(z)ϕ2‖ · ‖pi(z)ϕ1‖
= ‖T‖B(L2) · ‖ϕ2‖ · ‖ϕ1‖
for all z ∈ R2d, hence
‖BT‖L∞ ≤ ‖T‖B(L2) · ‖ϕ1‖ · ‖ϕ2‖
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and thus
‖B‖B(L2)→L∞ ≤ ‖ϕ1‖ · ‖ϕ2‖.
It is continuous since for arbitrary ϕ ∈ L2(Rd) the mapping z 7→ pi(z)ϕ is
continuous from R2d to L2(Rd).
Now consider the Berezin transform restricted to the set S1(L2(Rd)) of trace
class operators.
Theorem 3.2.4. The Berezin transform B is a bounded linear operator from
S1(L2(Rd)) to L1(R2d) with operator norm
‖B‖S1→L1 ≤ ‖ϕ1‖ · ‖ϕ2‖.
Proof. Let T ∈ S1(L2(Rd)) be a trace class operator. Then T has a spectral
representation of the form
Tf =
∑
k
sk 〈f, gk〉hk, f ∈ L2(Rd),
with (gk)k∈N, (hk)k∈N some orthonormal systems, and (sk)k∈N the sequence of
singular values of T , sk ≥ 0,
∑
k∈N sk = ‖T‖S1 <∞. The series converges in
the norm of L2(Rd). Using Lemma 3.2.2, we calculate∫∫
R2d
|BT (z)| dz =
∫∫
R2d
|
∑
k
skVϕ1hk(z)Vϕ2gk(z)| dz
≤
∫∫
R2d
∑
k
sk |Vϕ1hk(z)Vϕ2gk(z)| dz
=
Fub.
∑
k
sk
∫∫
R2d
|Vϕ1hk(z)| · |Vϕ2gk(z)| dz
≤
Cauchy-Schw.
∑
k
sk ‖Vϕ1hk‖L2(R2d) · ‖Vϕ2gk‖L2(R2d)
= ‖ϕ1‖ · ‖ϕ2‖ ·
∑
k
sk
= ‖ϕ1‖ · ‖ϕ2‖ · ‖T‖S1 <∞,
where Fubini’s Theorem and the Cauchy-Schwarz Inequality were used at
the indicated places. Hence BT ∈ L1(R2d), and B : S1(L2(Rd))→ L1(R2d) is
bounded with the stated norm estimate.
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Once again, we use the preceding two Theorems 3.2.3 and 3.2.4 as the end-
points of a complex interpolation with Lp = [L1, L∞]θ and Sp = [S1, S∞]θ =
[S1, B(L2)]θ and find the following theorem:
Theorem 3.2.5. Let 1 ≤ p ≤ ∞.
The Berezin transform defines a bounded linear operator
B : Sp(L2(Rd))→ Lp(R2d)
with operator norm
‖B‖Sp→Lp ≤ ‖ϕ1‖ · ‖ϕ2‖.
Proof. Complex interpolation yields the result and also the norm:
‖B‖Sp→Lp ≤ ‖B‖θS1→L1 · ‖B‖1−θS∞→L∞
≤ (‖ϕ1‖ · ‖ϕ2‖)θ · (‖ϕ1‖ · ‖ϕ2‖)1−θ
= ‖ϕ1‖ · ‖ϕ2‖.
If we assume ϕ1, ϕ2 ∈M1(Rd) for the windows, we can considerably strengthen
Theorem 3.2.4.
Theorem 3.2.6. Let ϕ1, ϕ2 ∈ M1(Rd). Let T ∈ S1(L2(Rd)). Then BT ∈
M1(R2d), and the operator B : S1(L2(Rd))→M1(R2d) is bounded with norm
estimate
‖BT‖M1 ≤ C · ‖ϕ1‖M1 · ‖ϕ2‖M1 · ‖T‖S1
for all T ∈ S1(L2(Rd)).
Proof. Assume T ∈ S1(Rd).
By Lemma 3.2.2 we have
‖BT (z)‖M1 = ‖
∑
n∈N
sn · Vϕ1hk(z)Vϕ2gk(z)‖M1
≤
∑
n∈N
sn · ‖Vϕ1hk(z)Vϕ2gk(z)‖M1 ,
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where (sn)n∈N ∈ `1, sn ≥ 0 for all n ∈ N and ‖T‖S1 =
∑
n∈N sn.
Observe that L2(Rd) = M2(Rd) with equivalent norms. By Theorem 1.7.3,
both the functions Vϕ1h and Vϕ2gk are in the Wiener amalgam spaceW (FL
1, L2)(R2d).
Thus their product Vϕ1hkVϕ2gk is in the Wiener amalgam spaceW (FL
1, L1)(R2d) =
M1(R2d), by the version of Ho¨lder’s Inequality for amalgam spaces, with
norm
‖Vϕ1hkVϕ2gk‖M1 ≤ C · ‖Vϕ1hkVϕ2gk‖W (FL1,L1)
≤ C · ‖Vϕ1hk‖W (FL1,L2) · ‖Vϕ2gk‖W (FL1,L2)
≤ C · ‖hk‖M2 · ‖ϕ1‖M1 · ‖gk‖M2 · ‖ϕ2‖M1
≤ C · ‖hk‖L2︸ ︷︷ ︸
=1
·‖ϕ1‖M1 · ‖gk‖L2︸ ︷︷ ︸
=1
·‖ϕ2‖M1
≤ C · ‖ϕ1‖M1 · ‖ϕ2‖M1
with a suitable generic constant C > 0. So
‖BT (z)‖M1 ≤
∑
n∈N
sn · ‖Vϕ1hk(z)Vϕ2gk(z)‖M1
≤ C · ‖ϕ1‖M1 · ‖ϕ2‖M1 ·
∑
n∈N
sn
= C · ‖ϕ1‖M1 · ‖ϕ2‖M1 · ‖T‖S1
<∞.
So BT ∈M1(R2d) and the theorem is proved.
Some more mapping properties of the Berezin transform with windows in
M1(Rd) will be shown in the next section, where additional tools will be at
our disposal.
The relevance of the Berezin transform comes from the following observation.
Theorem 3.2.7. Let T ∈ Sp(L2(Rd)), 1 ≤ p < ∞, and a ∈ Lq(R2d), 1 <
q ≤ ∞, where p and q denote conjugate exponents 1
p
+ 1
q
= 1.
Then
〈Aa, T 〉 = 〈a,BT 〉 .
(Here the left brackets denote the Sq-Sp duality, whereas the right brackets
denote the Lq-Lp duality.)
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Proof. Consider the case T ∈ S1(L2(Rd)) and a ∈ L∞(R2d) first.
We have
〈Aa, T 〉 = 〈Aϕ1,ϕ2a , T 〉
= tr(T ∗ ◦ Aϕ1,ϕ2a ), where tr denotes the trace,
=
∑
n∈N
〈(T ∗ ◦ Aϕ1,ϕ2a )en, en〉
=
∑
n∈N
〈Aϕ1,ϕ2a en, T en〉
for an arbitrary orthonormal basis (en)n∈N of L2(Rd) (all such bases yield the
same sum).
Now look at the singular value decomposition of T ,
T =
∑
k
sk · 〈•, gk〉hk,
with (sk) ∈ `1. The orthonormal system (gk)k can be completed to an or-
thonormal basis (gn)n∈N of L2(Rd). We obviously have Tgk = skhk for gk a
member of the original collection (gk)k, whereas Tgn = 0 for all gn that were
joined to the original system (gk)k to form a complete basis. Thus, choosing
the orthonormal basis (gn)n∈N for (en)n∈N above, we get∑
n∈N
〈Aϕ1,ϕ2a en, T en〉 =
∑
n∈N
〈Aϕ1,ϕ2a gn, T gn〉
=
∑
k
〈Aϕ1,ϕ2a gk, T gk〉
=
∑
k
〈Aϕ1,ϕ2a gk, skhk〉
=
∑
k
sk 〈Aϕ1,ϕ2a gk, hk〉 .
The inner product can be written as
〈Aϕ1,ϕ2a gk, hk〉 =
〈
V ∗ϕ1(a · Vϕ2gk), hk
〉
= 〈a · Vϕ2gk, Vϕ1hk〉
=
∫∫
R2d
a(z) · Vϕ2gk(z) · Vϕ1hk(z) dz.
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Hence we find
〈Aa, T 〉 =
∑
k
sk ·
∫∫
R2d
a(z) · Vϕ2gk(z) · Vϕ1hk(z) dz.
To justify a change of order of summation and integration, we have to check
the assumptions of Fubini’s Theorem:∑
k
∫∫
R2d
sk · |a(z)| · |Vϕ2gk(z)| · |Vϕ1hk(z)| dz
≤
∑
k
sk · ‖a‖L∞
∫∫
R2d
|Vϕ2gk(z)| · |Vϕ1hk(z)| dz
≤
Cauchy-Schw.
∑
k
sk · ‖a‖L∞ · ‖Vϕ2gk‖ · ‖Vϕ1hk‖
= ‖a‖L∞ · ‖ϕ2‖ · ‖gk‖︸︷︷︸
=1
·‖ϕ1‖ · ‖hk‖︸︷︷︸
=1
·
∑
k
sk
= ‖a‖L∞ · ‖ϕ2‖ · ‖ϕ1‖ · ‖T‖S1
<∞.
Thus Fubini’s Theorem is applicable and yields∑
k
sk ·
∫∫
R2d
a(z) · Vϕ2gk(z) · Vϕ1hk(z) dz
=
∫∫
R2d
a(z) ·
∑
k
sk · Vϕ2gk(z) · Vϕ1hk(z) dz
=
∫∫
R2d
a(z) ·
(∑
k
sk · Vϕ1hk(z) · Vϕ2gk(z)
)
dz
=
∫∫
R2d
a(z) · BT (z) dz
= 〈a,BT 〉
in the sense of L∞-L1 duality, by Lemma 3.2.2.
Now consider the case T ∈ Sp(L2(Rd)), a ∈ Lq(R2d), with 1 < p, q < ∞,
1
p
+ 1
q
= 1.
We cannot immediately repeat the above computation, since now Fubini’s
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Theorem is no longer allowed at the appropriate spot. However, if we re-
strict at first to operators T =
∑N
k=1 sk · 〈•, gk〉hk of finite rank and functions
a ∈ S(R2d) ⊆ Lq(R2d), the computation can be performed completely analo-
gously and yields
〈Aa, T 〉 =
N∑
k=1
sk · 〈Aϕ1,ϕ2a gk, hk〉
=
N∑
k=1
sk ·
∫∫
R2d
a(z) · Vϕ2gk(z) · Vϕ1hk(z) dz
=
Fub.
∫∫
R2d
a(z) ·
N∑
k=1
sk · Vϕ2gk(z) · Vϕ1hk(z) dz
= 〈a,BT 〉 .
Now use the fact that S(R2d) is dense in Lq(R2d) for 1 < q <∞. So for every
a ∈ Lq(R2d) there is a sequence (an)n∈N in S(R2d) that converges to a in the
Lq-norm:
lim
n→∞
‖an − a‖Lq = 0.
Similarly, every Schatten p-class operator T can be approximated in the
Sp-norm by a sequence (Tm)m∈N of finite rank operators:
lim
m→∞
‖Tm − T‖Sp = 0.
So
〈Aa, T 〉 =
〈
A(lim
n
an), lim
m
Tm
〉
=
〈
lim
n
(Aan), lim
m
Tm
〉
= lim
n,m
〈Aan, Tm〉
= lim
n,m
〈an,BTm〉
=
〈
lim
n
an, lim
m
(BTm)
〉
= 〈a,BT 〉 ;
here we used the boundedness of the operators A : Lp(R2d) → Sq(L2(Rd))
and B : Sp(L2(Rd)) → Lp(R2d) and the joint continuity of the dual pairings
〈•, •〉 of Sq and Sp resp. Lq and Lp.
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The following is then a simple corollary of Theorem 3.2.7.
Theorem 3.2.8. Let 1 ≤ p < ∞ and q be the conjugate exponent with
1 < q ≤ ∞ and 1
p
+ 1
q
= 1.
The operator A : Lq(R2d) → Sq(L2(Rd)) is the Banach space adjoint of the
operator B : Sp(L2(Rd))→ Lp(R2d), i.e. B∗ = A.
Proof. Note the dualities Lq(R2d) = (Lp(R2d))∗ and Sq(L2(Rd)) = (Sp(L2(Rd)))∗
for 1 ≤ p < ∞ (but not for p = ∞, q = 1!). If B : Sp(L2(Rd)) → Lp(R2d),
then B∗ : Sp(L2(Rd)))∗ → (Lp(R2d))∗, so B∗ : Lq(R2d) → Sq(L2(Rd)). The
adjoint of B is the uniquely defined operator B∗ such that
〈BT, a〉 = 〈T,B∗a〉
for all T ∈ Sp(L2(Rd)) and all a ∈ Lq(R2d). But by Theorem 3.2.7,
〈BT, a〉 = 〈T,Aa〉
for all T ∈ Sp(L2(Rd)) and all a ∈ Lq(R2d). Hence
B∗ = A.
If 1 < p <∞, then Lp(R2d) and Sp(L2(Rd)) are reflexive spaces, thus in this
cases we also have
Theorem 3.2.9. Let 1 < p < ∞ and q be the conjugate exponent with
1 < q <∞ and 1
p
+ 1
q
= 1.
The operator B : Sp(L2(Rd)) → Lp(R2d) is the Banach space adjoint of the
operator A : Lq(R2d)→ Sq(L2(Rd)), i.e. A∗ = B.
Proof. The statement is clear by the remark preceding the theorem about
the reflexivity of the involved spaces.
3.3. AUXILIARY RESULTS 95
3.3 Auxiliary Results
In this section we present (partly without proofs) some results that will be
needed in the sequel.
First, we will need two other versions of the Kernel Theorem 2.2.5. The first
one concerns the particular case of Hilbert-Schmidt operators.
Theorem 3.3.1 (Kernel Theorem for Hilbert-Schmidt Operators). Let T ∈
S2(L2(Rd)). Then there exists a unique kernel function σ ∈ L2(R2d) such
that
〈Tf, g〉 = 〈σ,W (g, f)〉
for all f, g ∈ L2(Rd). (W (g, f) denotes the Wigner distribution of g and f .)
Proof. We first prove existence.
If T ∈ S2(L2(Rd)), then there exist orthonormal families (gn)n∈N and (hn)n∈N
in L2(Rd) and a sequence (sn)n∈N in `2 such that
T =
∑
n
sn 〈•, gn〉hn.
This implies that for all f, g ∈ L2(Rd)
〈Tf, g〉 =
〈∑
n
sn 〈f, gn〉hn, g
〉
=
∑
n
sn 〈f, gn〉 〈hn, g〉
=
∑
n
sn
〈
hn ⊗ gn, g ⊗ f
〉
with the last inner product in L2(R2d). The family (hn⊗gn)n∈N is orthogonal
in L2(R2d), thus the series ∑
n
sn(hn ⊗ gn)
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converges in L2(R2d) to some function k ∈ L2(R2d), because (sn) ∈ `2. We
conclude
〈Tf, g〉 = 〈k, g ⊗ f〉
=
〈
F2TAk,F2TA(g ⊗ f)
〉
= 〈F2TAk,W (g, f)〉
for A =
(
I 1
2
I
I − 1
2
I
)
. Denote F2TAk by σ, then obviously σ ∈ L2(R2d), since F2
and TA are unitary operators from L
2(R2d) onto L2(R2d), and
〈Tf, g〉 = 〈σ,W (g, f)〉
for all f, g ∈ L2(Rd).
Now assume that σ, τ ∈ L2(R2d) such that
〈σ,W (g, f)〉 = 〈τ,W (g, f)〉
for all f, g ∈ L2(Rd). Then
〈σ − τ,W (g, f)〉 = 0
for all f, g ∈ L2(Rd). By Proposition 1.2.2, the set {W (g, f)| f, g ∈ L2(Rd)}
is a complete subset of L2(R2d), hence
σ − τ = 0 in L2(R2d).
This shows uniqueness.
The second one is a kernel theorem for modulation spaces. The proof can be
found for example in [17], Theorem 14.4.1, or in [13].
Theorem 3.3.2 (Kernel Theorem for Modulation Spaces). Let T : M1(Rd)→
M∞(Rd) be a bounded linear operator. Then there exists a unique σ ∈
M∞(R2d) such that
〈Tf, g〉 = 〈σ,W (g, f)〉
for all f, g ∈M1(Rd) (with W (g, f) the Wigner distribution of g and f).

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Using this theorem, we are now able to complement Theorem 3.2.6 and
prove some more mapping properties of the Berezin transform with windows
ϕ1, ϕ2 ∈M1(Rd).
Theorem 3.3.3. Let ϕ1, ϕ2 ∈ M1(Rd). Let T ∈ B(L2(Rd)). Then BT ∈
M∞,1(R2d) and
‖BT‖M∞,1 ≤ C · ‖ϕ1‖M1 · ‖ϕ2‖M1 · ‖T‖B(L2).
Proof. Since M1(Rd) ↪→ M2(Rd) = L2(Rd) ↪→ M∞(Rd) with continuous
embeddings, every T ∈ B(L2(Rd)) can be considered as a bounded operator
T : M1(Rd) → M∞(Rd). By the Kernel Theorem 3.3.2, there is a unique
σ ∈M∞(R2d) such that
〈Tf, g〉 = 〈σ,W (g, f)〉
for all f, g ∈M1(Rd). In particular,
BT (z) = 〈Tpi(z)ϕ2, pi(z)ϕ1〉
= 〈σ,W (pi(z)ϕ1, pi(z)ϕ2)〉
for all z ∈ R2d. Now a short computation shows
W (pi(z)ϕ1, pi(z)ϕ2) = TzW (ϕ1, ϕ2),
hence
〈σ,W (pi(z)ϕ1, pi(z)ϕ2)〉 = 〈σ, TzW (ϕ1, ϕ2)〉
=
∫∫
R2d
σ(w) ·W (ϕ1, ϕ2)(w − z) dw
=
(
σ ∗ ˜W (ϕ1, ϕ2)
)
(z)
with
˜W (ϕ1, ϕ2)(w) = W (ϕ1, ϕ2)(−w)
the usual Fourier involution.
By Proposition 1.7.2, W (ϕ1, ϕ2) ∈M1(R2d), if ϕ1, ϕ2 ∈M1(Rd), thus Lemma
3.1.11 yields
BT ∈M∞(R2d) ∗M1(R2d) ⊆M∞,1(R2d)
with the stated norm estimate.
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As usual, complex interpolation for
Sp(L2(Rd)) = [S1(L2(Rd)), B(L2(Rd))]θ = [S1(L2(Rd)), S∞(L2(Rd))]θ
and
Mp,1(R2d) = [M1(R2d),M∞,1(R2d)]θ = [M1,1(R2d),M∞,1(R2d)]θ
allows us to conclude the following
Corollary 3.3.4. Let ϕ1, ϕ2 ∈M1(Rd) and 1 ≤ p ≤ ∞. Then B : Sp(L2(Rd))→
Mp,1(R2d) is a bounded operator with
‖BT‖Mp,1 ≤ C · ‖ϕ1‖M1 · ‖ϕ2‖M1 · ‖T‖Sp
for all T ∈ Sp(L2(Rd)), with some fixed constant C > 0.
Proof. The endpoint results for the complex interpolation are given in The-
orem 3.2.6 and Theorem 3.3.3.
Next, we show a version of the famous theorem of Tauber. Whereas the
original result (with rather difficult proof) is concerned with functions in L1,
we content ourselves with proving the statement for the much more trivial
case of L2 functions.
Theorem 3.3.5 (Tauberian Theorem for L2(Rd)). Let f ∈ L2(Rd). Then
span{Tzf | z ∈ Rd} = L2(Rd) if and only if fˆ(ω) 6= 0 for almost all ω ∈ Rd.
Proof. The span of {Tzf | z ∈ Rd} is dense in L2(Rd) if and only if
〈g, Tzf〉 = 0 for all z ∈ Rd implies g = 0.
Now
〈g, Tzf〉 =
∫
Rd
g(t) · f(t− z) dt
=
∫
Rd
g(t) · f(−(z − t)) dt
=
∫
Rd
g(t) · f˜(z − t) dt
= (g ∗ f˜)(z)
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with f˜(t) = f(−t) the Fourier involution.
Hence
〈g, Tzf〉 = 0 for all z ∈ Rd
is equivalent to
(g ∗ f˜)(z) = 0 for all z ∈ Rd,
which in turn is equivalent to
ĝ(ω) · ̂˜f(ω) = 0 for almost all ω ∈ Rd
by the Fourier convolution theorem.
Thus the span of {Tzf | z ∈ Rd} is dense in L2(Rd) if and only if
ĝ(ω) · ̂˜f(ω) = 0 for almost all ω ∈ Rd implies g = 0.
But this is clearly satisfied if and only if
f̂(ω) 6= 0 for almost all ω ∈ Rd :
If f̂(ω) 6= 0 almost everywhere, then ĝ(ω) · ̂˜f(ω) = 0 almost everywhere
implies ĝ(ω) = 0 almost everywhere, hence ĝ = 0 in L2(Rd) and so g = 0 in
L2(Rd).
If, on the other hand, f̂(ω) = 0 on a set of positive measure, then in particular
f̂(ω) = 0 on a set A of positive finite measure, say 0 < |A| < 1. If we
choose g such that ĝ = χA ∈ L2(Rd), the characteristic function of A, then
ĝ(ω) · ̂˜f(ω) = ĝ(ω) · f̂(ω) = 0 for almost every ω ∈ Rd, but ĝ 6= 0 and so
g 6= 0 in L2(Rd).
For reference, we state the classic Tauberian Theorem for L1 without proof.
Observe the slightly stronger condition fˆ(ω) 6= 0 for all (instead of almost
all) ω in this case.
Theorem 3.3.6 (Classic Tauberian Theorem for L1(Rd)). Let f ∈ L1(Rd).
Then span{Tzf | z ∈ Rd} = L1(Rd) if and only if fˆ(ω) 6= 0 for all ω ∈ Rd.

Finally, we will need an extension of the preceding theorem to the modula-
tion space M1(Rd). It turns out that the classic Tauberian Theorem holds
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unchanged in the case M1(Rd) ⊆ L1(Rd). The proof (which is once more
not given) is based on very general statements about ideals in so-called Segal
algebras that can be found in the monograph [33] by Reiter. (Note that the
modulation space M1(Rd) is a particular case of a Segal algebra in L1(Rd).)
Theorem 3.3.7 (Tauberian Theorem for the Modulation Space M1(Rd)).
Let f ∈ M1(Rd). Then the subspace span{Tzf | z ∈ Rd} ⊆ M1(Rd) spanned
by all the translates of f is dense in M1(Rd) (with respect to the norm topology
induced by ‖ · ‖M1) if and only if fˆ(ω) 6= 0 for all ω ∈ Rd.

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3.4 Density Results
This section contains the main results of Chapter 3. We investigate the
possibility of approximating a given bounded linear operator on L2(Rd) by
localization operators. In particular, we are interested in conditions that
guarantee the density of the set of localization operators in different topolo-
gies.
In order to examine density properties of the set of localization operators
with symbols from various classes, we employ some well known results from
functional analysis, giving relations between properties of operators on Ba-
nach spaces and their adjoints on the respective dual spaces. Precisely, we
use the following facts (cf. [5]):
Let X, Y be Banach spaces and T : X → Y be a bounded operator. Its
(Banach space) adjoint operator be denoted by T ∗ : Y ∗ → X∗.
• T ∗ is injective if and only if the range of T is dense in Y with respect
to the norm topology on Y .
• T is injective if and only if the range of T ∗ is dense in X∗ with respect
to the weak* topology on X∗.
Since A and B are essentially adjoint to each other, the following question is
of considerable interest:
Under what conditions is the Berezin transform B a one-to-one operator?
Theorem 3.4.1. Let ϕ1, ϕ2 ∈ L2(Rd) and 1 ≤ p ≤ 2. Then the Berezin
transform B : Sp(L2(Rd)) → Lp(R2d) is a one-to-one operator if and only if
V (ϕ1, ϕ2)(x, ω) 6= 0 for almost all (x, ω) ∈ R2d.
Proof. If T ∈ Sp(L2(Rd)) and 1 ≤ p ≤ 2, then T ∈ S2(L2(Rd)) is a Hilbert-
Schmidt operator.
The Berezin transform B is one-to-one if and only if
BT = 0 in Lp(R2d) implies T = 0 in Sp(L2(Rd)).
But BT = 0 in Lp if and only if BT (z) = 0 for almost every z ∈ R2d if and
only if BT (z) = 0 for every z ∈ R2d, since BT is a continuous function by
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Theorem 3.2.3. So, equivalently, the Berezin transform B is one-to-one if and
only if
BT (z) = 0 for all z ∈ R2d implies T = 0 in Sp(L2(Rd)).
By the Kernel Theorem 3.3.1
BT (z) = 〈Tpi(z)ϕ2, pi(z)ϕ1〉 = 〈σ,W (pi(z)ϕ1, pi(z)ϕ2〉
for a uniquely determined function σ ∈ L2(R2d). The injectivity of B is
therefore equivalent to the statement, that
〈σ,W (pi(z)ϕ1, pi(z)ϕ2)〉 = 0 for all z ∈ R2d implies σ = 0 in L2(R2d).
Now for the Wigner distribution we easily verify by direct computation that
W (pi(z)f, pi(z)g)(x, ω) = W (f, g)(x− z1, ω − z2) = TzW (f, g)(x, ω)
for all f, g ∈ L2(Rd), z = (z1, z2) ∈ R2d and (x, ω) ∈ R2d.
So
〈σ,W (pi(z)ϕ1, pi(z)ϕ2〉 = 〈σ, TzW (ϕ1, ϕ2)〉 = 0 for all z ∈ R2d implies σ = 0
if and only if the subspace spanned by the translates of W (ϕ1, ϕ2) is dense
in L2(Rd). But by Theorem 3.3.5 and Lemma 3.1.2 this is equivalent to
̂W (ϕ1, ϕ2)(x, ω) = e−piix·ωV (ϕ1, ϕ2)(−ω, x) 6= 0
for almost all (x, ω) ∈ R2d, that means
V (ϕ1, ϕ2)(x, ω) 6= 0
for almost all (x, ω) ∈ R2d.
For the remaining values of p, note that the condition for injectivity is slightly
stronger.
Theorem 3.4.2. Let ϕ1, ϕ2 ∈ M1(Rd) and 2 < p ≤ ∞. Then the Berezin
transform B : Sp(L2(Rd)) → Lp(R2d) is a one-to-one operator if and only if
V (ϕ1, ϕ2)(x, ω) 6= 0 for all (x, ω) ∈ R2d.
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Proof. The proof is very similar to the preceding one. Again, we must show
that BT (z) = 0 for all z ∈ R2d implies T = 0 in Sp(L2(Rd)) if and only
if V (ϕ1, ϕ2)(x, ω) 6= 0 for all (x, ω) ∈ R2d. Since M1(Rd) ↪→ M2(Rd) =
L2(Rd) ↪→ M∞(Rd) with continuous embeddings, every T ∈ Sp(L2(Rd)) ⊆
B(L2(Rd)) can be considered as a bounded operator T : M1(Rd)→M∞(Rd).
By the Kernel Theorem 3.3.2, there is a unique σ ∈M∞(R2d) such that
〈Tf, g〉 = 〈σ,W (g, f)〉
for all f, g ∈M1(Rd). In particular,
BT (z) = 〈Tpi(z)ϕ2, pi(z)ϕ1〉
= 〈σ,W (pi(z)ϕ1, pi(z)ϕ2)〉
= 〈σ, TzW (ϕ1, ϕ2)〉
for all z ∈ R2d. Hence the mapping B is one-to-one if and only if
〈σ, TzW (ϕ1, ϕ2)〉 = 0 for all z ∈ R2d implies σ = 0 in M∞(R2d)
(since this is equivalent to T = 0 in Sp(L2(Rd)), in B(L2(Rd)) and as operator
M1(Rd)→M∞(Rd)). But this is in turn equivalent to the subspace
span{TzW (ϕ1, ϕ2) | z ∈ R2d}
being dense inM1(R2d), which, by the Tauberian Theorem 3.3.7, is equivalent
to ̂W (ϕ1, ϕ2)(x, ω) 6= 0 and thus V (ϕ1, ϕ2)(x, ω) 6= 0 for all (x, ω) ∈ R2d.
The following example illustrates that the weaker condition V (ϕ1, ϕ2)(x, ω) 6=
0 only for almost all x, ω ∈ Rd is in general not sufficient for the Berezin
transform to be one-to-one:
Assume that there are x0, ω0 ∈ Rd such that V (ϕ1, ϕ2)(x0, ω0) = 0. Then
consider the bounded operator T = pi(x0, ω0) = Mω0Tx0 ∈ B(L2(Rd)). We
compute the Berezin transform (with z = (z1, z2)):
BT (z) = 〈Tpi(z1, z2)ϕ2, pi(z1, z2)ϕ1〉
= 〈pi(x0, ω0)pi(z1, z2)ϕ2, pi(z1, z2)ϕ1〉
= e2pii(ω0·z1−x0·z2) · 〈pi(z1, z2)pi(x0, ω0)ϕ2, pi(z1, z2)ϕ1〉
= e2pii(ω0·z1−x0·z2) · 〈pi(x0, ω0)ϕ2, ϕ1〉
= e2pii(ω0·z1−x0·z2) · V (ϕ1, ϕ2)(x0, ω0)
≡ 0
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(where we have used the commutation relation Lemma A.2.3).
Thus BT = 0 ∈ L∞(R2d), but T 6= 0 ∈ B(L2(Rd)), hence B is not one-to-one.
Now let us look at localization operators with symbols in L∞(R2d), that is
Aϕ1,ϕ2a = Aa for A : L∞(R2d)→ B(L2(Rd)).
We have the following negative result on density with respect to the norm
topology:
Theorem 3.4.3. The Fourier transform F ∈ B(L2(Rd)) is not contained in
the norm-closure of the range of A. In particular the set of all localization
operators with symbols in L∞(R2d) is not dense in B(L2(Rd)) with respect to
the operator norm.
Proof. We will show that the Fourier transform F : L2(Rd)→ L2(Rd) cannot
be approximated by localization operators with symbols in L∞(R2d), that
means F 6∈ ran(A).
For f ∈ L2(Rd) we have
‖Ff − Aϕ1,ϕ2a f‖2 = ‖fˆ‖2 + ‖Aϕ1,ϕ2a f‖2 − 2 Re
(〈fˆ , Aϕ1,ϕ2a f〉)
≥ ‖fˆ‖2 + ‖Aϕ1,ϕ2a f‖2 − 2
∣∣〈fˆ , Aϕ1,ϕ2a f〉∣∣
= ‖fˆ‖2 + ‖Aϕ1,ϕ2a f‖2 − 2
∣∣〈fˆ , V ∗ϕ1(aVϕ2f)〉∣∣
= ‖fˆ‖2 + ‖Aϕ1,ϕ2a f‖2 − 2
∣∣〈Vϕ1 fˆ , aVϕ2f〉∣∣.
Now pick an arbitrary g ∈ L2(Rd), g 6= 0, and let f := Mω0Tx0g. Observe
that ‖f‖ = ‖g‖ for any x0, ω0, since the modulation operator Mω0 and
translation operator Tx0 are unitary. We will show that
lim
x0,ω0→∞
∣∣〈Vϕ1 ̂(Mω0Tx0g), aVϕ2 (Mω0Tx0g)〉∣∣ = lim
x0,ω0→∞
∣∣〈Vϕ1 fˆ , aVϕ2f〉∣∣ = 0.
Let ε > 0 be given.
Choose R > 0 such that∫∫
[−R,R]2d
|Vϕ1 gˆ(x, ω)|2 dxdω ≥ (1− ε)‖g‖2‖ϕ1‖2
and ∫∫
[−R,R]2d
|Vϕ2g(x, ω)|2 dxdω ≥ (1− ε)‖g‖2‖ϕ2‖2.
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(Note that it is always possible to find such an R in view of the fact that
‖Vϕg‖2 =
∫∫
R2d |Vϕg(x, ω)|2 dxdω = ‖g‖2‖ϕ‖2 for arbitrary g, ϕ ∈ L2(Rd).)
A time-frequency shift of g amounts to a translation of Vϕg in the time-
frequency plane (up to some phase factor of modulus 1), more precisely
|Vϕ(Mω0Tx0g)(x, ω)| = |Vϕg(x− x0, ω − ω0)|
for all g, ϕ ∈ L2(Rd), x, ω, x0, ω0 ∈ Rd. This yields
|Vϕ2(Mω0Tx0g)(x, ω)| = |Vϕ2g(x− x0, ω − ω0)|
and
|Vϕ1 ̂(Mω0Tx0g)(x, ω)| = |Vϕ1(Tω0M−x0 gˆ)(x, ω)| = |Vϕ1 gˆ(x− ω0, ω + x0)|.
If we define Uε :=
(
ω0
−x0
)
+ [−R,R]2d and Vε :=
(
x0
ω0
)
+ [−R,R]2d then by
a change of variable we have∫∫
Uε
|Vϕ1 ̂(Mω0Tx0g)(x, ω)|2 dxdω =
∫∫
[−R,R]2d
|Vϕ1 gˆ(x, ω)|2 dxdω
≥ (1− ε)‖g‖2‖ϕ1‖2
= (1− ε)‖Mω0Tx0g‖2‖ϕ1‖2
and ∫∫
Vε
|Vϕ2(Mω0Tx0g)(x, ω)|2 dxdω =
∫∫
[−R,R]2d
|Vϕ2g(x, ω)|2 dxdω
≥ (1− ε)‖g‖2‖ϕ2‖2
= (1− ε)‖Mω0Tx0g‖2‖ϕ2‖2.
By choosing x0 and ω0 large enough we can achieve Uε ∩ Vε = ∅, so that
Uε ⊂ R2d \ Vε and Vε ⊂ R2d \ Uε. Then∫∫
Vε
|Vϕ1 ̂(Mω0Tx0g)(x, ω)|2 dxdω ≤
∫∫
R2d\Uε
|Vϕ1 ̂(Mω0Tx0g)(x, ω)|2 dxdω
≤ ε‖Mω0Tx0g‖2‖ϕ1‖2
and∫∫
Uε
|Vϕ2(Mω0Tx0g)(x, ω)|2 dxdω ≤
∫∫
R2d\Vε
|Vϕ2(Mω0Tx0g)(x, ω)|2 dxdω
≤ ε‖Mω0Tx0g‖2‖ϕ2‖2.
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Writing Mω0Tx0g =: f again, we conclude∣∣〈Vϕ1 fˆ , aVϕ2f〉∣∣ = ∣∣ ∫∫
R2d
Vϕ1 fˆ(x, ω)a(x, ω)Vϕ2f(x, ω) dxdω
∣∣
≤
∫∫
R2d
|Vϕ1 fˆ(x, ω)‖a(x, ω)‖Vϕ2f(x, ω)| dxdω
≤ ‖a‖∞
∫∫
R2d
|Vϕ1 fˆ(x, ω)‖Vϕ2f(x, ω)| dxdω
= ‖a‖∞
[ ∫∫
Uε
|Vϕ1 fˆ‖Vϕ2f | dxdω
+
∫∫
R2d\Uε
|Vϕ1 fˆ‖Vϕ2f | dxdω
]
≤ ‖a‖∞
[(∫∫
Uε
|Vϕ1 fˆ |2 dxdω
)1/2(∫∫
Uε
|Vϕ2f |2 dxdω
)1/2
+
(∫∫
R2d\Uε
|Vϕ1 fˆ |2 dxdω
)1/2(∫∫
R2d\Uε
|Vϕ2f |2 dxdω
)1/2 ]
≤ ‖a‖∞
[
‖Vϕ1 fˆ‖
(∫∫
Uε
|Vϕ2f |2 dxdω
)1/2
+
(∫∫
R2d\Uε
|Vϕ1 fˆ |2 dxdω
)1/2
‖Vϕ2f‖
]
≤ ‖a‖∞
[
‖f‖ ‖ϕ1‖ ·
√
ε ‖f‖ ‖ϕ2‖+
√
ε ‖f‖ ‖ϕ1‖ · ‖f‖ ‖ϕ2‖
]
= 2 ‖a‖∞ ‖ϕ1‖ ‖ϕ2‖ ‖f‖2 ·
√
ε
= C ‖g‖2 · √ε
for all sufficiently large x0 and ω0, with C = 2 ‖a‖∞ ‖ϕ1‖ ‖ϕ2‖ independent
of x0, ω0. Thus the claim
lim
x0,ω0→∞
∣∣〈Vϕ1 fˆ , aVϕ2f〉∣∣ = 0.
is proved.
For nonzero g ∈ L2(Rd) choose x0, ω0 such that∣∣〈Vϕ1 ̂(Mω0Tx0g), aVϕ2(Mω0Tx0g)〉∣∣ ≤ 14‖g‖2.
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Then with f := Mω0Tx0g we have
‖Ff − Aϕ1,ϕ2a f‖2 ≥ ‖fˆ‖2 + ‖Aϕ1,ϕ2a f‖2 − 2
∣∣〈Vϕ1 fˆ , aVϕ2f〉∣∣
≥ ‖g‖2 − 2 1
4
‖g‖2
=
1
2
‖f‖2
since ‖f‖ = ‖fˆ‖ = ‖g‖ = ‖gˆ‖. This shows
‖F − Aϕ1,ϕ2a ‖op ≥
1√
2
> 0
for all a ∈ L∞(R2d), which was to be proved.
Note that virtually the same argument applies to any operator of the meta-
plectic representation, since these are exactly the operators that move the
time-frequency distribution of functions in L2(Rd) in phase space. So none
of these operators is contained in the norm-closure of ran(A) ⊂ B(L2(Rd)).
However, the density of the set of localization operators with L∞-symbols
with respect to the weak* topology can be characterized completely.
Theorem 3.4.4. Let A : L∞(R2d) → B(L2(Rd)) and B : S1(L2(Rd)) →
L1(R2d) be given as before.
The following conditions are equivalent:
1. ran(A) is weak* dense in B(L2(Rd)).
2. The Berezin transform B is one-to-one on S1.
3. The short-time Fourier transform of the windows ϕ1, ϕ2 is nonzero al-
most everywhere, i.e. V (ϕ1, ϕ2)(x, ω) 6= 0 for almost all (x, ω) ∈ R2d.
Proof. (1) ⇔ (2): follows from our remarks on functional analysis at the
beginning of the section, since A = B∗.
(2) ⇔ (3): follows from Theorem 3.4.1.
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Now consider A : Lq(R2d) → Sq(L2(Rd)) for 2 ≤ q < ∞. Then B :
Sp(L2(Rd)) → Lp(R2d), where 1 < p ≤ 2 is the conjugate exponent de-
fined by the relation 1
p
+ 1
q
= 1, is the adjoint of A by Theorem 3.2.9. Thus
in this case, the same reasoning as above yields a much stronger statement
about norm density.
Theorem 3.4.5. Let A : Lq(R2d) → Sq(L2(Rd)) with 2 ≤ q < ∞ and
B : Sp(L2(Rd))→ Lp(R2d) with 1
p
+ 1
q
= 1.
The following conditions are equivalent:
1. ran(A) is norm dense in Sq(L2(Rd)).
2. The Berezin transform B is one-to-one on Sq.
3. The short-time Fourier transform of the windows ϕ1, ϕ2 is nonzero al-
most everywhere, i.e. V (ϕ1, ϕ2)(x, ω) 6= 0 for almost all (x, ω) ∈ R2d.
Proof. The proof is exactly the same as for the preceding theorem.
We emphasize the special case of p = q = 2 in Theorem 3.4.5 as a corollary
on its own:
Corollary 3.4.6. Let ϕ1, ϕ2 ∈ L2(Rd) such that V (ϕ1, ϕ2)(x, ω) 6= 0 for
almost every (x, ω) ∈ R2d.
Then the set {Aϕ1,ϕ2a |a ∈ L2(R2d)} ⊆ S2(L2(Rd)) is norm dense in the space
S2(L2(Rd)) of all Hilbert-Schmidt operators on L2(Rd). 
Finally, for 1 < q < 2, the analogous statement follows using Theorem 3.4.2.
Theorem 3.4.7. Let ϕ1, ϕ2 ∈ M1(Rd). Let A : Lq(R2d) → Sq(L2(Rd)) with
1 < q < 2 and B : Sp(L2(Rd))→ Lp(R2d) with 1
p
+ 1
q
= 1.
The following conditions are equivalent:
1. ran(A) is norm dense in Sq(L2(Rd)).
2. The Berezin transform B is one-to-one on Sq.
3. The short-time Fourier transform of the windows ϕ1, ϕ2 is nonzero ev-
erywhere, i.e. V (ϕ1, ϕ2)(x, ω) 6= 0 for all (x, ω) ∈ R2d.
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Proof. The proof is again identical to the proof of Theorem 3.4.4, only with
Theorem 3.4.1 replaced by Theorem 3.4.2.
The following lemma allows to extend the previous results to localization
operators with symbols in modulation spaces.
Lemma 3.4.8. The Lebesgue spaces Lp(Rd) are continuously embedded into
the modulation spaces Mp,∞(Rd):
Lp(Rd) ↪→Mp,∞(Rd)
for all 1 ≤ p ≤ ∞ and
‖f‖Mp,∞ ≤ C · ‖f‖Lp
for all f ∈ Lp(Rd).
Proof. Let 1 ≤ p <∞ first.
Assume f, g ∈ S(Rd). Then
‖f‖Mp,∞ ≤ C · ‖Vgf‖Lp,∞
= C · sup
ω∈Rd
(∫
Rd
|Vgf(x, ω)|p dx
)1/p
.
Now observe that
Vgf(x, ω) =
∫
Rd
f(t)g(t− x)e−2piiω·t dt
=
∫
Rd
f(s+ x)g(s)e−2piiω·(s+x) ds
= e−2piiω·x ·
∫
Rd
g(s)f(s+ x)e−2pii(−ω)·s ds
= e−2piiω·x · Vfg(−x,−ω)
for all (x, ω) ∈ R2d. Thus
sup
ω∈Rd
(∫
Rd
|Vgf(x, ω)|p dx
)1/p
= sup
ω∈Rd
(∫
Rd
|Vfg(−x,−ω)|p dx
)1/p
.
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This last integral can be estimated by(∫
Rd
|
∫
Rd
g(t)f(t+ x)e−2piiω·t dt|p dx
)1/p
≤
∫
Rd
(∫
Rd
|g(t)|p · |f(t+ x)|p dx
)1/p
dt
=
∫
Rd
|g(t)|
(∫
Rd
|f(t+ x)|p dx
)1/p
dt
=
∫
Rd
|g(t)| · ‖f‖Lp dt
= ‖g‖L1 · ‖f‖Lp
<∞,
where we have used Minkowski’s Inequality for integrals. So
sup
ω∈Rd
(∫
Rd
|Vgf(x, ω)|p dx
)1/p
≤ ‖g‖L1 · ‖f‖Lp
and
‖f‖Mp,∞ ≤ C · ‖f‖Lp
with a constant C > 0 depending on g.
Thus the identity mapping f 7→ f from S(Rd) into Mp,∞(Rd) is continuous
with respect to the Lp-norm and the Mp,∞-norm. Therefore, it can be ex-
tended uniquely to a bounded linear embedding Lp(Rd) ↪→Mp,∞(Rd) by the
standard density argument, since S(Rd) is dense in Lp(Rd) with respect to
the Lp-norm.
For the case p =∞, we compute directly
‖f‖M∞ ≤ C · ‖Vgf‖L∞
= C · sup
(x,ω)∈R2d
|Vgf(x, ω)|
≤ C · sup
(x,ω)∈R2d
|
∫
Rd
f(t)g(t− x)e−2piiω·t dt|
≤ C · sup
(x,ω)∈R2d
∫
Rd
|f(t) · |g(t− x)| dt
≤ C · ‖g‖L1 · ‖f‖L∞
≤ C ′ · ‖f‖L∞
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for all f ∈ L∞(Rd).
Since Lp(R2d) ⊆Mp,∞(R2d) obviously implies
{Aϕ1,ϕ2a | a ∈ Lp(R2d)} ⊆ {Aϕ1,ϕ2a | a ∈Mp,∞(R2d)} ⊆ Sp(L2(Rd)),
we conclude that at least one of the implications of the above density re-
sults for localization operators with symbols in Lp also holds for localization
operators with symbols in Mp,∞. Thus we have
Theorem 3.4.9. Let ϕ1, ϕ2 ∈ M1(Rd) and A : M∞(R2d) → B(L2(Rd)) be
given as before.
If the short-time Fourier transform of the windows ϕ1, ϕ2 is nonzero almost
everywhere, i.e. V (ϕ1, ϕ2)(x, ω) 6= 0 for almost all (x, ω) ∈ R2d, then ran(A)
is weak* dense in B(L2(Rd)). 
Theorem 3.4.10. Let ϕ1, ϕ2 ∈ M1(Rd) and A : M q,∞(R2d) → Sq(L2(Rd))
with 2 ≤ q <∞.
If the short-time Fourier transform of the windows ϕ1, ϕ2 is nonzero almost
everywhere, i.e. V (ϕ1, ϕ2)(x, ω) 6= 0 for almost all (x, ω) ∈ R2d, then ran(A)
is norm dense in Sq(L2(Rd)). 
Theorem 3.4.11. Let ϕ1, ϕ2 ∈ M1(Rd) and A : M q,∞(R2d) → Sq(L2(Rd))
with 1 < q < 2.
If the short-time Fourier transform of the windows ϕ1, ϕ2 is nonzero every-
where, i.e. V (ϕ1, ϕ2)(x, ω) 6= 0 for all (x, ω) ∈ R2d, then ran(A) is norm
dense in Sq(L2(Rd)). 
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Appendix
A.1 The Standard Density Argument
Lemma A.1.1. Let X, Y be Banach spaces, D ⊂ X a dense linear subspace,
and T : D → Y a bounded linear map. Then T extends uniquely to a bounded
operator T˜ : X → Y , i.e. T˜ ∈ L(X, Y ) and T˜ (x) = T (x) for all x ∈ D. We
have ||T˜ ||X→Y = ||T ||D→Y .
Proof. The subspace D is dense in X, so for every x ∈ X there is a sequence
(xn)n∈N in D that converges to x: limn→∞ ||xn − x|| = 0. Define
T˜ x := lim
n→∞
Txn.
The limit on the r.h.s. exists, since the sequence (Txn)n∈N is a Cauchy
sequence in Y :
||Txn − Txm|| = ||T (xn − xm︸ ︷︷ ︸
∈D
)|| ≤ ||T ||D→Y ||xn − xm||;
but ||xn−xm|| ≤ ε for n,m ≥ N(ε), since (xn)n∈N converges and is therefore
a Cauchy sequence in X.
The limit is independent of the approximating sequence:
Assume x = limn→∞ xn = limn→∞ yn for two sequences (xn)n∈N and (yn)n∈N
in D. Consider the mixed sequence (z1, z1, . . .) = (x1, y1, x2, y2, . . .). Ob-
viously (zn)n∈N also converges to x, so limn→∞ Tzn exists. The sequences
(Txn)n∈N and (Tyn)n∈N are subsequences of (Tzn)n∈N and converge there-
fore to the same limit: limn→∞ Txn = limn→∞ Tyn (= limn→∞ Tzn). So
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T˜ : X → Y is well defined.
The linearity of T˜ is trivial:
Let x, y ∈ X and a, b ∈ C, then choose approximating sequences (xn)n∈N and
(yn)n∈N in D for x and y, respectively, and find
T˜ (ax+ by) = lim
n→∞
T (axn + byn) = a lim
n→∞
Txn + b lim
n→∞
Tyn = aT˜x+ bT˜ y.
Boundedness follows from
||T˜ x|| = || lim
n→∞
Txn|| = lim
n→∞
||Txn|| ≤ ||T ||D→Y lim
n→∞
||xn|| = ||T ||D→Y ||x||,
which shows ||T˜ ||X→Y ≤ ||T ||D→Y .
Finally, for x ∈ D one may choose the constant approximating sequence
(x1, x2, . . .) = (x, x, . . .) in D, which yields
T˜ x = lim
n→∞
Tx = Tx,
so T˜ x = Tx for all x ∈ D, and obviously ||T˜ ||X→Y ≥ ||T ||D→Y , since T˜ is an
extension of T .
For uniqueness:
Suppose S˜ : X → Y is another bounded extension of T , then for x ∈ X
choose an approximating sequence (xn)n∈N in D with x = limn→∞ xn. By
the continuity of S˜ and the definition of T˜ we have
S˜x = lim
n→∞
S˜xn = lim
n→∞
Txn = T˜ x.
The standard density argument is most often applied in the situation of the
following corollary.
Corollary A.1.2. Let X and Y be Banach spaces, D ⊂ X a dense linear
subspace, and S : X → Y and T : X → Y bounded linear operators such that
Sx = Tx for all x ∈ D. Then S = T .
Proof. The operator S − T is bounded on all of X and satisfies Sx − Tx =
(S − T )x = 0 for all x ∈ D, so S − T must be the unique bounded extension
of the restriction (S − T )|D = 0 of S − T to the subspace D. But the unique
bounded extension of the zero operator (on D) is again the zero operator (on
X). Therefore S − T = 0.
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A.2 Time-Frequency Shifts
Definition A.2.1 (Translation, Modulation, Time-Frequency Shift). Let
u, v ∈ Rd and λ = (u, v) ∈ R2d. Define the following operators on L2(Rd):
• Translation:
Tu : L
2(Rd)→ L2(Rd),
f(x) 7→ Tuf(x) := f(x− u);
• Modulation:
Mv : L
2(Rd)→ L2(Rd),
f(x) 7→Mvf(x) := e2piiv·xf(x);
• Time-frequency shift:
pi(λ) : L2(Rd)→ L2(Rd),
f(x) 7→ pi(λ)f(x) := pi(u, v)f(x) := MvTuf(x) = e2piiv·xf(x− u).
It is easy to see, that these are unitary operators on the Hilbert space L2(Rd).
Lemma A.2.2 (Canonical Commutation Relation). Let (u, v) ∈ R2d. Then
TuMv = e
−2piiv·uMvTu.
Proof.
TuMvf(x) = e
2piiv·(x−u)f(x− u) = e−2piiv·uMvTuf(x)
for all f ∈ L2(Rd).
An immediate corollary of this is the
Lemma A.2.3 (Commutation Relation for Time-Frequency Shifts). Let λ =
(x, ω), µ = (u, η) ∈ R2d. Then
pi(λ)pi(µ) = e2pii(ω·u−x·η)pi(µ)pi(λ).
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Proof. Using Lemma A.2.2 twice, we find
pi(λ)pi(µ) = MωTxMηTu
= e−2piix·ηMωMηTxTu
= e−2piix·ηMηMωTuTx
= e−2piix·ηe2piiω·uMηTuMωTx
= e2pii(ω·u−x·η)pi(µ)pi(λ).
Lemma A.2.4. The following formulas hold for all f ∈ L2(Rd) and u, v ∈
Rd:
T̂uf = M−ufˆ ,
M̂vf = Tufˆ ,
M̂vTuf = TvM−ufˆ = e2piiu·vM−uTvfˆ .
Proof. Assume that f ∈ S(Rd). Then
T̂uf(ω) =
∫
Rd
f(x− u)e−2piiω·x dx =
∫
Rd
f(y)e−2piiω·(y+u) dy
= e−2piiω·u
∫
Rd
f(y)e−2piiω·y dy = M−ufˆ(ω)
and
M̂vf(ω) =
∫
Rd
e2piiv·xf(x)e−2piiω·x dx =
∫
rd
f(x)e−2pii(ω−v)·x
= fˆ(ω − v) = Tvfˆ(ω).
Using these formulas and the commutation relation A.2.2 yields
M̂vTuf = TvT̂uf = TvM−ufˆ = e2piiu·vM−uTvfˆ .
Since S(Rd) is a dense subspace of L2(Rd), the formulas extend to all of
L2(Rd) by the standard density argument A.1.1.
Lemma A.2.5 (Strong Continuity of Time-Frequency Shifts). Let λn =
(un, vn) converge to λ = (u, v) in R2d. Then for any (fixed) f ∈ L2(Rd),
pi(λn)f → pi(λ)f in L2(Rd).
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Proof. We first show that for fixed h ∈ L2(Rd), Tunh → Tuh and Mvnh →
Mvh (i.e. the strong continuity of the unitary group of translations and the
unitary group of modulations, respectively). We calculate
||Mvnh−Mvh||2 =
∫
Rd
∣∣e2piivn·xh(x)− e2piiv·xh(x)∣∣2 dx
=
∫
Rd
∣∣e2piiv·x(e2pii(vn−v)·xh(x)− h(x))∣∣2 dx
=
∫
Rd
∣∣(e2pii(vn−v)·x − 1)h(x)∣∣2 dx.
The integrand satisfies limn→∞
∣∣(e2pii(vn−v)·x − 1)h(x)∣∣2 = 0 pointwise for al-
most all x ∈ Rd, and ∣∣(e2pii(vn−v)·x − 1)h(x)∣∣2 ≤ 4|h(x)|2 for all n ∈ N. The
Dominated Convergence Theorem is applicable and yields
lim
n→∞
||Mvnh−Mvh||2 = 0.
So Mvnh→Mvh in L2(Rd).
For the strong continuity of the translations, we observe
||Tunh− Tuh|| = ||(Tunh− Tuh)∧||
= ||M−unhˆ−M−uhˆ||
by Parseval’s Formula and Lemma A.2.4. The latter, however, tends to zero
for n→∞, as shown above. So also Tunh→ Tuh in L2(Rd).
We conclude
||pi(λn)f − pi(λ)f || = ||MvnTunf −MvTuf ||
= ||MvnTunf −MvnTuf +MvnTuf −MvTuf ||
≤ ||Mvn(Tunf − Tuf)||+ ||(Mvn −Mv)Tuf ||
≤ ||Tunf − Tuf ||︸ ︷︷ ︸
→0
+ ||(Mvn −Mv)Tuf ||︸ ︷︷ ︸
→0
→ 0
for n→∞.
Another useful property is given by the
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Lemma A.2.6 (Convolution Relations). Let f, g ∈ L2(Rd), x, ω ∈ Rd. Then
(Txf ∗ Txg)(t) = T2x(f ∗ g)(t)
and
(Mωf ∗Mωg)(t) = Mω(f ∗ g)(t).
Proof. Compute
(Txf ∗ Txg)(t) =
∫
Rd
f(s− x)g(t− s− x) ds
=
∫
Rd
f(y)g(t− y − 2x) dy
= (f ∗ g)(t− 2x)
= T2x(f ∗ g)(t)
with a trivial substitution and
(Mωf ∗Mωg)(t) =
∫
Rd
e2piiω·sf(s)e2piiω·(t−s)g(t− s) ds
= e2piiω·t
∫
Rd
f(s)g(t− s) ds
= Mω(f ∗ g)(t).
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A.3 Linear Coordinate Transformations
Definition A.3.1 (Coordinate Transformation). Let A ∈ Rd×d. Define the
coordinate transformation
TA : f(x) 7→ TAf(x) := f(Ax).
Lemma A.3.2. If det(A) 6= 0, the coordinate transformation TA is an in-
vertible bounded linear operator of L2(Rd) onto itself with inverse (TA)−1 =
TA−1 and adjoint (TA)
∗ = 1| detA|TA−1. If | det(A)| = 1, then TA is unitary.
Proof. We have
||TAf ||2 =
∫
Rd
|TAf(x)|2 dx =
∫
Rd
|f(Ax)|2 dx
=
1
| det(A)|
∫
Rd
|f(y)|2 dy = 1| det(A)| ||f ||
2
by the change of variables formula, hence TA is a bounded operator on L
2(Rd)
for det(A) 6= 0 and an isometry for | det(A)| = 1. It is also invertible, since
TA−1TAf = TATA−1f = f
for all f ∈ L2(Rd), so (TA)−1 = TA−1 . Finally, again by a change of variables,
we find
〈TAf, g〉 =
∫
Rd
f(Ax)g(x) dx =
1
| det(A)|
∫
Rd
f(y)g(A−1y) dy
=
〈
f,
1
| det(A)|TA−1g
〉
,
which proves (TA)
∗ = 1| detA|TA−1 .
Lemma A.3.3 (Commutation Relations with Time-Frequency Shifts). Let
f ∈ L2(Rd) and A ∈ Rd×d be invertible. Then for all x, ω ∈ Rd
TA(Txf) = TA−1x(TAf),
TA(Mωf) = MA∗ω(TAf).
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Proof. We find
TA(Txf)(t) = Txf(At) = f(At− x) = f(A(t− A−1x))
= (TAf)(t− A−1x) = TA−1x(TAf)(t)
and
TA(Mωf)(t) = Mωf(At) = e
2piiω·Atf(At)
= e2piiA
∗ω·tf(At) = MA∗ω(TAf)(t).
Lemma A.3.4 (Fourier Transform of a Coordinate Transformation).
T̂Af =
1
| detA|T(A−1)∗ f̂
holds for all invertible A ∈ Rd×d, f ∈ L2(Rd).
Proof. For f ∈ S(Rd), a change of variables yields
T̂Af(ξ) =
∫
Rd
f(Ax)e−2piix·ξ dx
=
1
| detA|
∫
Rd
f(y)e−2piiA
−1y·ξ dy
=
1
| detA|
∫
Rd
f(y)e−2piiy·(A
−1)∗ξ dy
=
1
| detA| f̂((A
−1)∗ξ)
=
1
| detA|T(A−1)∗ f̂(ξ).
The standard density argument gives the statement for all f ∈ L2(Rd).
Lemma A.3.5. Let A ∈ Rd×d be invertible. Then the coordinate transfor-
mation TA is a continuous mapping from S(Rd) to S(Rd).
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Proof. Let f ∈ S(Rd).
We start by considering a single partial derivative of TAf . For 1 ≤ j ≤ d,
∂jTAf(x) = ∂j(f(Ax))
= ∂j(f(a11x1 + . . .+ a1dxd, . . . , ad1x1 + . . .+ addxd));
the chain rule gives
∂jTAf(x) =
d∑
k=1
(∂kf)(Ax) · akj = TA(
d∑
k=1
akj∂kf)(x).
Continuing inductively, we get for any multiindex β ∈ Nd0
∂βTAf(x) = TA(
∑
|γ|≤|β|
cγ∂
γf)(x)
with some appropriate coefficients cγ.
If α = (α1, . . . , αd) ∈ Nd0 is a multiindex, then
xαTAf(x) = x
αf(Ax) = (A−1Ax)αf(Ax) = (A−1y)αf(y),
where we substituted y for Ax. The d components of A−1y are each a linear
combination of y1, . . . , yd. Denoting A
−1 =
(
a′ij
)
1≤i,j≤d, we have
(A−1y)α =
d∏
i=1
(
d∑
j=1
a′ijyj)
αi = pα(y)
with some polynomial pα(y) =
∑
|δ|≤|α| dδy
δ of degree less than or equal |α|.
The matrix A is invertible, so when x runs through all of Rd, the same is
true of y = Ax, therefore
sup
x∈Rd
|xαTAf(x)| = sup
y∈Rd
|pα(y)f(y)|.
By putting the pieces together, we conclude for any multiindices α, β ∈ Nd0
xα∂βTAf(x) = x
αTA(
∑
|γ|≤|β|
cγ∂
γf)
=
∑
|δ|≤|α|
dδy
δ(
∑
|γ|≤|β|
cγ∂
γf)(y)
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and
sup
x∈Rd
|xα∂βTAf(x)| = sup
y∈Rd
|
∑
|δ|≤|α|
dδy
δ(
∑
|γ|≤|β|
cγ∂
γf)(y)|
≤
∑
|δ|≤|α|
∑
|γ|≤|β|
|dδ| · |cγ| · ||yδ∂γf(y)||∞.
This estimate proves that TAf ∈ S(Rd) and TA : S(Rd)→ S(Rd) is continu-
ous.
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A.4 Partial Fourier Transform
Definition A.4.1 (Partial Fourier Transform). Let f = f(x, y) ∈ L2(R2d),
x, y ∈ Rd.
The partial Fourier transform of f (with respect to the second argument)
is defined as
F2f(x, ω) := f̂x(ω),
where ̂ denotes the Fourier transform on L2(Rd) and
fx(y) := f(x, y), y ∈ Rd,
denotes the cross section of f for fixed first argument x ∈ Rd.
By Fubini’s Theorem, fx ∈ L2(Rd) for almost every x ∈ Rd, thus F2f is well
defined.
Lemma A.4.2. F2 is a unitary operator from L
2(R2d) to L2(R2d). The
inverse (=adjoint) is given by
F−12 F (x, y) = F
∗
2F (x, y) = F2F (x,−y) = TAF2F (x, y)
with matrix A =
(
I 0
0 −I
)
.
Proof. We have∫∫
R2d
|F2f(x, ω)|2 dxdω =
∫
Rd
(∫
Rd
|f̂x(ω)|2 dω
)
dx
=
∫
Rd
‖f̂x‖2 dx
=
∫
Rd
‖fx‖2 dx
=
∫
Rd
(∫
Rd
|fx(y)|2 dy
)
dx
=
∫∫
R2d
|f(x, y)|2 dxdy
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with Fubini’s Theorem and Plancherel’s Formula. Thus F2f ∈ L2(R2d),
‖F2f‖ = ‖f‖, and F2 : L2(R2d)→ L2(R2d) is an isometry.
Let F ∈ L2(R2d). Set
f(x, y) := F−1Fx(y),
where F−1 denotes the inverse Fourier transform. Then
F2f(x, ω) = F−1FFx(ω) = Fx(ω) = F (x, ω),
thus F = F2f and F2 : L
2(R2d)→ L2(R2d) is surjective and thus unitary.
The above also shows that
F−12 g(x, y) = F−1Fx(y) = FFx(−y) = F2F (x,−y).
Lemma A.4.3 (Commutation Relations with Time-Frequency Shifts). Let
F ∈ L2(R2d). Then
F2(T( rs )
F )(x, ω) = e−2piiω·s(F2F )(x− r, ω) = M( 0−s )T( r0 )(F2F )(x, ω),
F2(M( ρσ )
F )(x, ω) = e2piiρ·x(F2F )(x, ω − σ) = M( ρ0 )T( 0σ )(F2F )(x, ω)
for all ( rs ) , (
ρ
σ ) ∈ R2d.
Proof. Assume that F ∈ S(R2d). Then a calculation yields
F2(T( rs )
F )(x, ω) =
∫
Rd
F (x− r, y − s)e−2piiω·y dy
=
∫
Rd
F (x− r, t)e−2piiω·(t+s) dt (Subst. t = y − s)
= e−2piiω·s(F2F )(x− r, ω)
= M( 0−s )
T( r0 )
(F2F )(x, ω),
with a substitution at the indicated place.
Analogously, we compute
F2(M( ρσ )
F )(x, ω) =
∫
Rd
e2pii(ρ·x+σ·y)F (x, y)e−2piiω·y dy
= e2piiρ·x
∫
Rd
F (x, y)e−2pii(ω−σ)·y dy
= e2piiρ·x(F2F )(x, ω − σ)
= M( ρ0 )
T( 0σ )
(F2F )(x, ω).
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That these formulas are also valid for arbitrary F ∈ L2(R2d), follows from
the standard density argument.
Lemma A.4.4. The partial Fourier transform F2 is a continuous mapping
from S(R2d) to S(R2d).
Proof. Let f ∈ S(R2d). Then
F2f(x, ω) =
∫
Rd
f(x, y)e−2piiω·y dy
is well-defined and exists as an integral for all x, ω ∈ Rd. We can thus
estimate for all x, ω ∈ Rd:
|F2f(x, ω)| = |
∫
Rd
f(x, y)e−2piiω·y dy|
≤
∫
Rd
|f(x, y)| dy
=
∫
Rd
(
(1 + |x|2 + |y|2)s/2 · |f(x, y)|) · (1 + |x|2 + |y|2)−s/2 dy
≤ sup
(x,y)∈R2d
(
(1 + |x|2 + |y|2)s/2 · |f(x, y)|) · ∫
Rd
(1 + |y|2)−s/2 dy.
The supremum is finite for arbitrary s > 0, since f ∈ S(R2d). The integral
is finite if and only if s > d. Thus
‖F2f‖∞ ≤ C · ‖(1 + |x|2 + |y|2)s/2 · f(x, y)‖∞ (∗)
for s > d and C > 0 some constant (depending only on s).
For convenience we introduce the following notation: Let F = F (x, y) be a
function on R2d and α = (α1, α2), β = (β1, β2) ∈ N2d0 be multiindices; then
write
Mα(x,y) := M
α1
x M
α2
y F (x, y) := x
α1yα2F (x, y)
for the multiplication operator and
Dβ(x,y) := D
β1
x D
β2
y F (x, y) := ∂
β1
x ∂
β2
y F (x, y)
for the partial differential operator.
It is then not hard to prove that the partial Fourier transform satisfies the
following rules that are analogous to the full Fourier transform:
Dβ1x D
β2
ω F2f = (−2pii)|β2| · F2(Dβ1x Mβ2y f)
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and
Mα1x M
α2
ω F2f = (
1
2pii
)|α2| · F2(Mα1x Dα2y f).
Hence, by induction, F2f is infinitely differentiable, and for arbitrary multi-
indices α, β ∈ N2d0 we have
|Mα(x,ω)Dβ(x,ω)F2f(x, ω)| = |Mα1x Mα2ω Dβ1x Dβ2ω F2f(x, ω)|
= |2pi||β2|−|α2| · |F2(Mα1x Dα2ω Dβ1x Mβ2ω f)(x, ω)|
≤ C · ‖F2(Mα1x Dα2ω Dβ1x Mβ2ω f)‖∞.
The estimate (∗) now yields
sup
(x,ω)∈R2d
|Mα(x,ω)Dβ(x,ω)F2f(x, ω)| <∞
for all multiindices α, β (hence F2f ∈ S(R2d)) and continuity of the mapping
F2 : S(R2d)→ S(R2d).
A.5. STFT AND MODULATION SPACES 127
A.5 Short-Time Fourier Transform and Mod-
ulation Spaces
Definition A.5.1 (Short-Time Fourier Transform). Let f, g ∈ L2(Rd). The
short-time Fourier transform of f with window g (STFT) is defined as
V (f, g)(x, ω) := 〈f,MωTxg〉 =
∫
Rd
f(y)g(y − x)e−2piiω·y dy
for x, ω ∈ Rd.
Lemma A.5.2. Let f, g ∈ L2(Rd). Then the following holds for all x, ω ∈
Rd:
V (f, g)(x, ω) = ̂(f · Txg)(ω)
=
〈
f̂ , TωM−xĝ
〉
= e−2piix·ωV (f̂ , ĝ)(ω,−x).
Proof. The first expression follows directly from the definition, the second
by applying Plancherel’s Theorem, and the third from Lemma A.2.3.
Observe that the STFT is a bilinear time-frequency distribution in the sense
considered in this work (with coefficient matrix A =
(
0 I
−I I
)
, which is right-
regular, cf. Definition 1.2.10. Thus all results of the first chapter apply.
In particular, one has such things as orthogonality relations or covariance
formulas for the STFT.
Definition A.5.3 (Mixed-Norm Spaces). Let 1 ≤ p, q ≤ ∞. The mixed-
norm space Lp,q(R2d) is defined as
Lp,q(R2d) := {F : R2d 7→ C measurable : ||F ||Lp,q <∞},
with mixed p,q-norm
||F ||Lp,q :=
(∫
Rd
(∫
Rd
|F (x, y)|p dx
)q/p
dy
)1/q
.
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For p =∞ or q =∞, this definition is modified in the expected way, i.e.
||F ||L∞,q :=
(∫
Rd
(
sup
x∈Rd
|F (x, y)|
)q
dy
)1/q
, if p =∞,
resp.
||F ||Lp,∞ := sup
y∈Rd
(∫
Rd
|F (x, y)|p dx
)1/p
, if q =∞.
As usual, we identify functions in Lp,q that differ only on a set of Lebesgue
measure zero (that is, formally we consider equivalence classes of measurable
functions, two functions F and G being equivalent if and only if λ({x ∈
R2d : F (x) 6= G(x)}) = 0, where λ denotes Lebesgue measure on R2d.) With
this convention, the mixed p, q-norm becomes indeed a norm (not only a
seminorm), and Lp,q(R2d) is a Banach space.
Lemma A.5.4 (Transformation Formula for Mixed Norm Spaces). Let F ∈
Lp,q(R2d), 1 ≤ p, q ≤ ∞. Let A1, A2 ∈ Rd×d be invertible matrices and
b1, b2 ∈ Rd be arbitrary vectors. Consider the function
G(z) = G(z1, z2) := F (A1z1 + b1, A2z2 + b2), z = (z1, z2) ∈ R2d.
Then G ∈ Lp,q(R2d) and
||G||Lp,q = 1| detA1|1/p · | detA2|1/q ||F ||L
p,q .
(In case p =∞ or q =∞, 1
p
resp. 1
q
are understood to be equal to 0.)
Proof. We compute the mixed p,q-norm of G:
||G||Lp,q =
(∫
Rd
(∫
Rd
|G(z1, z2)|p dz1
)q/p
dz2
)1/q
=
(∫
Rd
(∫
Rd
|F (A1z1 + b1, A2z2 + b2)|p dz1
)q/p
dz2
)1/q
.
The inner integral yields∫
Rd
|F (A1z1 + b1, A2z2 + b2)|p dz1 = 1| detA1|
∫
Rd
|F (s1, A2z2 + b2)|p ds1
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by an easy substitution in the first argument, hence
||G||Lp,q =
(∫
Rd
(∫
Rd
|G(z1, z2)|p dz1
)q/p
dz2
)1/q
=
(∫
Rd
(
1
| detA1|
∫
Rd
|F (s1, A2z2 + b2)|p ds1
)q/p
dz2
)1/q
=
1
| detA1|1/p
(∫
Rd
(∫
Rd
|F (s1, A2z2 + b2)|p ds1
)q/p
dz2
)1/q
=
1
| detA1|1/p
(
1
| detA2|
∫
Rd
(∫
Rd
|F (s1, s2)|p ds1
)q/p
ds2
)1/q
=
1
| detA1|1/p · | detA2|1/q
(∫
Rd
(∫
Rd
|F (s1, s2)|p ds1
)q/p
ds2
)1/q
=
1
| detA1|1/p · | detA2|1/q ||F ||L
p,q ,
by another substitution in the second argument.
In case p =∞ or q =∞, the calculations are even simpler.
Definition A.5.5 (Modulation Spaces). Let g ∈ S(Rd) be fixed. We define
the modulation space
Mp,q(Rd) := {f ∈ S ′(Rd) : V(f, g) ∈ Lp,q(R2d)}.
It can be shown that the modulation spaces are Banach spaces whose defi-
nition does not depend on the chosen window function g; different windows
yield just equivalent norms.
The theory of modulation spaces is explained in detail in the monographs
[17] and [14].
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A.6 Wiener Amalgam Spaces
This section discusses some properties of Wiener amalgam spaces. These
spaces are used as a technical tool at several places in the text. They char-
acterize functions that have certain local and global regularity properties
described by a local resp. global component, usually some normed spaces.
An excellent survey of Wiener amalgam spaces can be found in [12].
For our purposes, it is not necessary to define Wiener amalgam spaces in
full generality. We thus restrict ourselves to the special case where the local
component is always the Fourier algebra FL1 and the global component is
some Lp-space. As we will see, such Wiener amalgams are closely related to
the short-time Fourier transform and modulation spaces.
Definition A.6.1 (Wiener Amalgam Spaces). Let g ∈ D(Rd) be a test func-
tion (i.e. a C∞-function with compact support). The Wiener amalgam
space W (FL1, Lp)(Rd) (with local component FL1 and global compo-
nent Lp, 1 ≤ p ≤ ∞) is defined as the space of all functions f on Rd such
that the norm
||f ||W (FL1,Lp) =
(∫
Rd
||f · Tzg||pFL1 dz
)1/p
is finite. (Note that for p = ∞ the obvious adjustments need to be made.
For the sake of brevity, these will not always be pointed out explicitly in the
following.)
If we denote
F (z) = Ff (z) = ||f · Tzg||FL1 , z ∈ Rd,
then obviously f ∈ W (FL1, Lp)(Rd) if and only if F ∈ Lp(Rd), and
||f ||W (FL1,Lp) =
(∫
Rd
F (z)p dz
)1/p
= ||F ||Lp .
It is not hard to see that W (FL1, Lp)(Rd) equipped with the above norm is
a Banach space, consisting of continuous functions on Rd.
The next theorem shows that the definition of W (FL1, Lp)(Rd) does not
depend on the particular choice of the test function g; different such functions
yield the same space with equivalent norms.
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Theorem A.6.2 (Equivalence of Norms). Let g1, g2 ∈ D(Rd) be two different
test functions. Let f be a continuous function on Rd. Then
||f ||1 =
(∫
Rd
||f · Tzg1||pFL1 dz
)1/p
<∞
if and only if
||f ||2 =
(∫
Rd
||f · Tzg2||pFL1 dz
)1/p
<∞,
and in this case there are positive constants A,B > 0 independent of f such
that
A · ||f ||2 ≤ ||f ||1 ≤ B · ||f ||2.
Proof. In order to prove the theorem, we first show a useful
Lemma A.6.3. Let f ∈ FL1(Rd) and φ ∈ D(Rd).
Then f · φ ∈ FL1(Rd) (and in particular f · Tzφ ∈ FL1(Rd) for all z ∈ Rd),
and there exists a constant C = C(φ) > 0 independent of f such that
||f · Tzφ||FL1 ≤ C · ||f ||FL1
for all z ∈ Rd.
Proof. We have Tzφ ∈ D(Rd) ⊆ S(Rd) = FS(Rd) ⊆ FL1(Rd) for all z ∈
Rd. Now FL1(Rd) is a Banach algebra under pointwise multiplication, thus
f · Tzφ ∈ FL1 for all z ∈ Rd with
||f · Tzφ||FL1 ≤ ||f ||FL1 · ||Tzφ||FL1 .
Now, since φ ∈ D(Rd) ⊆ S(Rd), there is a ψ ∈ S(Rd) such that φ = ψ̂. Then
Tzφ = Tzψ̂ = M̂zψ, hence
||Tzφ||FL1 = ||Mzψ||L1 = ||ψ||L1 = ||φ||FL1
independent of z ∈ Rd. So
||f · Tzφ||FL1 ≤ ||φ||FL1 · ||f ||FL1
for all f ∈ FL1(Rd) and z ∈ Rd.
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Now assume ||f ||2 <∞.
Let φ = g2 · g2 = |g2|2 ∈ D(Rd). Then
||f · Tzφ||FL1 = ||f · Tz(g2 · g2)||FL1
= ||(f · Tzg2) · Tzg2||FL1
≤ C ′ · ||f · Tzg2||FL1
with a constant C ′ = C ′(g2) > 0, by the Lemma. Hence
(∫
Rd
||f · Tzφ||pFL1 dz
)1/p
≤ C ′ · ||f ||2 <∞.
Observe that φ ≥ 0, so we can find a suitable linear combination of translates
of φ, say
ψ =
n∑
j=1
Tzjφ ∈ D(Rd),
such that ψ(t) ≥ δ > 0 for all t ∈ supp(g1), the support of g1. Then
||f · Tzψ||FL1 = ||f · Tz(
n∑
j=1
Tzjφ)||FL1
= ||f ·
n∑
j=1
Tz+zjφ||FL1
= ||
n∑
j=1
f · Tz+zjφ||FL1
≤
n∑
j=1
||f · Tz+zjφ||FL1 ,
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so (∫
Rd
||f · Tzψ||pFL1 dz
)1/p
≤
(∫
Rd
n∑
j=1
||f · Tz+zjφ||FL1 dz
)1/p
≤
n∑
j=1
(∫
Rd
||f · Tz+zjφ||FL1 dz
)1/p
= n ·
(∫
Rd
||f · Tzφ||FL1 dz
)1/p
≤ n · C ′ · ||f ||2
<∞,
since the Lp-norm is translation invariant. Finally, choose a test function ρ ∈
D(Rd) such that ρ(t) = 1
ψ(t)
for t ∈ supp(g1). Then obviously g1 = ρ · (ψ · g1).
Therefore
||f · Tzg1||FL1 = ||f · Tz(ρ · ψ · g1)||FL1
= ||(f · Tzρ) · Tz(ψ · g1)||FL1
≤ C ′′ · ||f · Tzρ||FL1
with a constant C ′′ = C ′′(ψ · g1) > 0, again by the Lemma, and thus
||f ||1 =
(∫
Rd
||f · Tzg1||pFL1 dz
)1/p
≤ C ′′ ·
(∫
Rd
||f · Tzρ||pFL1 dz
)1/p
≤ C ′′ · C ′ · n · ||f ||2
<∞.
We conclude that ||f ||2 <∞ implies ||f ||1 <∞ and
||f ||1 ≤ B · ||f ||2
with B := C ′′ · C ′ · n > 0.
Finally, by symmetry, we may interchange the roles of g1 and g2 in the
preceding argument, so the other inequality is valid as well.
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The connection with the short-time Fourier transform is given in
Theorem A.6.4. Let f be a function (or tempered distribution) on Rd and
g ∈ D(Rd) be a test function. Then
||f ||W (FL1,Lq) = ||V (f, g)||L1,q
(where L1,q(R2d) denotes the mixed-norm space defined in Definition A.5.3).
Thus W (FL1, Lq)(Rd) = M1,q(Rd) with equivalent norms, in particular W (FL1, L1)(Rd) =
M1(Rd).
Proof. A direct computation shows
||f ||W (FL1,Lq) =
(∫
Rd
||f · Tzg||qFL1 dz
)1/q
=
(∫
Rd
||f̂ · Tzg||qL1 dz
)1/q
=
(∫
Rd
(∫
Rd
|f̂ · Tzg(ω)| dω
)q
dz
)1/q
=
(∫
Rd
(∫
Rd
|V (f, g)(z, ω)| dω
)q
dz
)1/q
= ||V (f, g)||L1,q
= C · ||f ||M1,q
with C > 0 depending on g. Thus f ∈ W (FL1, Lq)(Rd) if and only if
||f ||W (FL1,Lq) < ∞ if and only if ||f ||M1,q < ∞ if and only if f ∈ M1,q(Rd),
with equivalent norms.
Finally, the following theorem gives a version of Ho¨lder’s Inequality for
Wiener amalgam spaces.
Theorem A.6.5 (Ho¨lder’s Inequality for Amalgam Spaces). Let f ∈ W (FL1, Lp)(Rd)
and g ∈ W (FL1, Lq)(Rd) with 1
p
+ 1
q
= 1, 1 ≤ p, q ≤ ∞, conjugate exponents.
Then f · g ∈ W (FL1, L1)(Rd) = M1(Rd) and
||f · g||W (FL1,L1) ≤ C · ||f ||W (FL1,Lp) · ||g||W (FL1,Lq)
(with some generic constant C > 0).
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Proof. Choose a test function φ ∈ D(Rd). Then ψ = φ · φ ∈ D(Rd) is also
a test function, and φ and ψ generate equivalent norms in all the spaces
W (FL1, Lp)(Rd), 1 ≤ p ≤ ∞, by Theorem A.6.2. Thus
||f · g||W (FL1,L1) =
∫
Rd
||(f · g) · Tzφ||FL1 dz
≤ C ·
∫
Rd
||(f · g) · Tzψ||FL1 dz
= C ·
∫
Rd
||(f · g) · Tz(φ · φ)||FL1 dz
= C ·
∫
Rd
||(f · Tzφ) · (g · Tzφ)||FL1 dz
with a suitable constant C > 0 (that depends only on φ and ψ). Now the
Fourier algebra FL1 is a Banach algebra, hence
||(f · Tzφ) · (g · Tzφ)||FL1 ≤ ||f · Tzφ||FL1 · ||g · Tzφ||FL1 ,
so
C ·
∫
Rd
||(f · Tzφ) · (g · Tzφ)||FL1 dz
≤ C ·
∫
Rd
||f · Tzφ||FL1 · ||g · Tzφ||FL1 dz.
Ho¨lder’s Inequality for Lp-spaces now yields
C ·
∫
Rd
||f · Tzφ||FL1 · ||g · Tzφ||FL1 dz
≤ C ·
(∫
Rd
||f · Tzφ||pFL1 dz
)1/p
·
(∫
Rd
||g · Tzφ||qFL1 dz
)1/q
≤ C · ||f ||W (FL1,Lp) · ||g||W (FL1,Lp).
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A.7 Trace Class and Hilbert-Schmidt Opera-
tors
In this section we collect (mainly without proofs) the most fundamental facts
about compact operators on Hilbert space, spectral theory, and trace class
and Hilbert-Schmidt operators. These can be found in any standard textbook
on functional analysis, e.g. [5] or [35]. Unless otherwise stated, H always
denotes a complex separable Hilbert space.
Definition A.7.1 (Compact Operators). A linear mapping T : H → H is
called compact if T maps bounded subsets of H onto relatively compact sets,
i.e. T (B) ⊂ H is compact for all bounded B ⊂ H.
Since compact subsets of a Hilbert space are bounded, T maps bounded sets
onto bounded sets and in particular the closed unit ball onto a bounded set.
Therefore there is a C > 0 such that ||T (x)|| ≤ C for all x ∈ H with ||x|| ≤ 1;
so T is automatically a bounded linear operator.
Elementary properties of compact operators are contained in
Theorem A.7.2. Let S, T, Tn be compact (for n ∈ N), λ, µ ∈ C, and A :
H → H be bounded. Then the following holds:
1. The operator λS + µT is compact.
2. The composition of a compact and a bounded operator (in either order)
is compact, i.e. both AT and TA are compact.
3. If limn→∞ ||A − Tn||H→H = 0, then A is compact: the set of compact
operators is closed under limits with respect to the operator norm.
The statements of the previous theorem may be stated in a concise form by
saying: The compact operators form a closed two-sided ideal in the Banach
algebra B(H → H) of all bounded linear operators on H into itself.
Compact operators may be characterized in several ways:
Theorem A.7.3. Let T : H → H be a bounded operator. The following are
equivalent:
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1. T is compact.
2. If (xn)n∈N is a bounded sequence in H, then its image (Txn)n∈N contains
a convergent subsequence.
3. If (xn)n∈N is weakly convergent, then (Txn)n∈N converges in norm.
Theorem A.7.4 (Spectral Representation for Compact Self-Adjoint Oper-
ators). Let T : H → H be compact and self-adjoint. Then there exists a
sequence (λj)j∈N of real numbers and an orthonormal family (φj)j∈N of vec-
tors in H such that
• limj→∞ λj = 0;
• Tφj = λjφj for all j ∈ N, i.e. the λj are eigenvalues of T with associ-
ated eigenvectors φj;
• Tf = ∑∞j=1 λj 〈f, φj〉φj for all f ∈ H, with convergence of the series
in the norm of H.
Definition A.7.5 (Singular Values, Hilbert-Schmidt Operator, Schatten p–
Class). We define:
1. The singular values of a compact operator T : H → H are defined as
the square-roots of the eigenvalues of the (compact self-adjoint positive)
operator T ∗T . We write
sj(T ) := λj(T
∗T )1/2,
where λj(·) denotes the sequence of eigenvalues of a compact self-adjoint
operator in non-increasing order.
2. A compact operator T : H → H is called a Hilbert-Schmidt operator,
if (sj)j∈N ∈ `2(N). The set of all Hilbert-Schmidt operators is denoted
by S2.
3. A compact operator T : H → H belongs to the Schatten p-class, if
(sj)j∈N ∈ `p(N). The set of all Schatten p-class operators is denoted by
Sp.
Theorem A.7.6. Let T : H → H. The following are equivalent.
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1. T is a Hilbert-Schmidt operator.
2. There exists some orthonormal basis (ek)k∈N of H such that
∑
k∈N ||Tek||2 <
∞.
3.
∑
k∈N ||Tfk||2 <∞ holds for all orthonormal bases (fk)k∈N.
We have ∑
k∈N
||Tek||2 = ||T ||2S2
independently of the chosen basis (ek)k∈N.
Lemma A.7.7. If T : H → H satisfies ∑k∈N ||Tek||2 = C < ∞ for some
orthonormal basis (ek)k∈N, then T is bounded. The estimate ||T ||H→H ≤
√
C
holds.
Proof. Let f =
∑n
k=1 ckek. Observe that ||f ||2 =
∑n
k=1 |ck|2, since (ek)k∈N is
orthonormal. Then
||Tf ||2 = 〈Tf, Tf〉 =
n∑
k=1
n∑
i=1
ckci 〈Tek, T ei〉
≤
n∑
k=1
n∑
i=1
|ck| · |ci| · | 〈Tek, T ei〉 |
≤
n∑
k=1
n∑
i=1
|ck| · |ci| · ||Tek|| · ||Tei||
=
(
n∑
k=1
|ck| · ||Tek||
)2
.
This last expression can be estimated further by the Chauchy-Schwarz In-
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equality: (
n∑
k=1
|ck| · ||Tek||
)2
≤
(
n∑
k=1
|ck|2
)
·
(
n∑
k=1
||Tek||2
)
≤ ||f ||2 ·
(
n∑
k=1
||Tek||2
)
≤ ||f ||2 ·
( ∞∑
k=1
||Tek||2
)
= C · ||f ||2.
So T is bounded on the dense subspace of finite linear combinations of ele-
ments of (ek)k∈N with operator norm ||T ||op ≤
√
C. By the standard density
argument, T is bounded on all of H, with the same operator norm.
Lemma A.7.8. If T : H → H satisfies ∑k∈N ||Tek||2 < ∞ for some or-
thonormal basis (ek)k∈N, then T is compact.
Proof. Define the operator Tn as
Tn(
∑
k∈N
ckek) :=
n∑
k=1
ckTek,
i.e. Tn = TPn, where Pn is the projection onto the finite-dimensional space
spanned by the basis vectors e1, . . . , en. Obviously Tn has finite rank at most
n. Then
||(T − Tn)f ||2 = ||
∑
k>n
ckTek||2.
Using the same estimate as in the previous lemma, we continue
||
∑
k>n
ckTek||2 ≤
(∑
k>n
|ck|2
)
·
(∑
k>n
||Tek||2
)
≤ ||c||22 ·
(∑
k>n
||Tek||2
)
≤ ||f ||2 ·
(∑
k>n
||Tek||2
)
.
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This shows that
||T − Tn||H→H ≤
(∑
k>n
||Tek||2
)1/2
.
But the last term tends to zero for n → ∞, since the series ∑k∈N ||Tek||2
converges. This means that T can be approximated in the operator norm by
operators of finite rank. So T is compact.
The last two theorems in this section give useful criteria to decide whether
a bounded operator on L2(Rd) is trace class. Proofs can be found in [46].
Theorem A.7.9 (Criterion for Trace Class). Suppose T is a compact oper-
ator on H.
Then T belongs to the trace class S1(H) if and only if∑
n∈N
| 〈Ten, en〉 | <∞
for every orthonormal basis (en)n∈N of H.
In this case we have
||T ||S1 = sup
(en)n∈N ONB
∑
n∈N
| 〈Ten, en〉 |.

Actually, in the preceding theorem one can dispense with the assumption
that T be compact in the first place.
Theorem A.7.10 (Weidmann, [42]). Let T be a bounded linear operator on
H such that ∑
n∈N
〈Ten, en〉 <∞
for every orthonormal basis (en)n∈N of H.
Then T is a trace class operator. 
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A.8 Tensor Products
Definition A.8.1 (Tensor Product). Let f, g : Rd → C be two functions.
The tensor product of f and g is defined as the function on R2d
f ⊗ g(x, y) := f(x)g(y).
Lemma A.8.2. The tensor product f ⊗ g of f, g ∈ L2(Rd) is in L2(R2d),
and
||f ⊗ g||L2(R2d) = ||f || · ||g||.
Proof. If f, g ∈ L2(Rd), then∫∫
R2d
|f ⊗ g(x, y)|2 dxdy =
∫∫
R2d
|f(x)|2 · |g(y)|2 dxdy
=
∫
Rd
|f(x)|2 dx ·
∫
Rd
|g(y)|2 dy
= ||f ||2 · ||g||2 <∞,
so f ⊗ g ∈ L2(R2d) and ||f ⊗ g||L2(R2d) = ||f || · ||g||.
Lemma A.8.3. Let (ek)k∈N and (fl)l∈N be orthonormal bases for L2(Rd).
Then the family of tensor products (ek ⊗ fl)(k,l)∈N×N constitutes an orthonor-
mal basis for L2(R2d).
Proof. Orthonormality can be shown by direct computation:
〈ek ⊗ fl, ek′ ⊗ fl′〉 =
∫∫
R2d
ek(x)fl(y) · ek′(x)fl′(y) dxdy
=
∫
Rd
ek(x)ek′(x) dx ·
∫
Rd
fl(y)fl′(y) dy
= 〈ek, ek′〉 · 〈fl, fl′〉 = δk,k′δl,l′ .
For completeness, assume that H = H(x, y) ∈ L2(R2d) is arbitrary. For
y ∈ Rd, define the auxiliary function
Hy(x) := H(x, y).
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We have∫
Rd
(∫
Rd
|Hy(x)|2 dx
)
dy =
∫∫
R2d
|H(x, y)|2 dxdy = ||H||L2(R2d) <∞,
by Fubini’s Theorem, so
||Hy||2 =
∫
Rd
|Hy(x)|2 dx <∞
and Hy ∈ L2(Rd) for almost every y ∈ Rd. The (almost everywhere defined)
function
h : y 7→ ||Hy|| =
(∫
Rd
|Hy(x)|2 dx
)1/2
is also in L2(Rd) and
||h||2 =
∫
Rd
|h(y)|2 dy =
∫
Rd
||Hy||2 dy =
∫∫
R2d
|H(x, y)|2 dxdy = ||H||2L2(R2d).
Now, for any g ∈ L2(Rd), set
Hg(y) := 〈Hy, g〉 .
This function is again defined for almost every y ∈ Rd (since Hy ∈ L2(Rd)
for almost every y ∈ Rd), and is in L2(Rd) by
||Hg||2 =
∫
Rd
| 〈Hy, g〉 |2 dy
≤
∫
Rd
||Hy||2 · ||g||2 dy
= ||g||2 ·
∫
Rd
||Hy||2 dy
= ||g||2 · ||h||2
= ||g||2 · ||H||2L2(R2d) <∞,
with an application of the Cauchy-Schwarz Inequality.
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Now we get
〈H, ei ⊗ fj〉L2(R2d) =
∫∫
R2d
H(x, y) · ei(x)fj(y) dxdy
=
∫
Rd
(∫
Rd
H(x, y)ei(x) dx
)
fj(y) dy
=
∫
Rd
〈Hy, ei〉 · fj(y) dy
= 〈Hei , fj〉
for all i, j ∈ N, therefore Parseval’s Identity gives∑
(i,j)∈N×N
| 〈H, ei ⊗ fj〉L2(R2d) |2 =
∑
i∈N
∑
j∈N
| 〈Hei , fj〉 |2
=
∑
i∈N
||Hei ||2.
But
||Hei ||2 =
∫
Rd
|Hei(y)|2 dy =
∫
Rd
| 〈Hy, ei〉 |2 dy
yields ∑
i∈N
||Hei ||2 =
∑
i∈N
∫
Rd
| 〈Hy, ei〉 |2 dy
=
∫
Rd
∑
i∈N
| 〈Hy, ei〉 |2 dy
=
∫
Rd
||Hy||2 dy
= ||h||2
= ||H||2L2(R2d),
again by Parseval’s Identity (the change of the order of integration and sum-
mation is justified by Fubini’s Theorem). So we have∑
i,j∈N
| 〈H, ei ⊗ fj〉L2(R2d) |2 = ||H||2L2(R2d)
for all H ∈ L2(R2d), and this is equivalent to the completeness of the or-
thonormal system (ei ⊗ fj)(i,j)∈N×N.
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Theorem A.8.4. Let T := span{f ⊗ g : f, g ∈ L2(Rd)} ⊂ L2(R2d) be the
linear subspace of L2(R2d) spanned by all tensor products of functions in
L2(Rd). Then T is dense in L2(R2d).
Proof. This is an obvious corollary to the preceding lemma. Let (ei)i∈N and
(fj)j∈N be orthonormal bases in L2(Rd). If H ∈ L2(R2d) such that H⊥T ,
then H⊥(f⊗g) for all f, g ∈ L2(Rd), in particular H⊥(ei⊗fj) for all i, j ∈ N.
Since (ei⊗fj)(i,j)∈N×N is an orthonormal basis for L2(R2d), this implies H = 0.
Therefore T⊥ = T
⊥
= {0} and T = L2(R2d).
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Abstract
Diese Dissertation verfolgt zwei Zielsetzungen.
Erstens wird versucht, wohlbekannte Zeit-Frequenz-Verteilungen wie etwa die
Kurzzeit-Fouriertransformation oder die Wigner-Verteilung zu verallgemein-
ern und in einen einheitlichen Rahmen einzufu¨gen. Insbesondere werden
die zugeho¨rigen Pseudodifferentialoperator-Kalku¨le und deren wesentliche
Eigenschaften untersucht und mit bereits bestehenden Kalku¨len wie etwa der
Kohn-Nirenberg-Korrespondenz oder dem Weyl-Kalku¨l verglichen. Die Leit-
frage besteht darin, ob sich die recht scho¨nen Eigenschaften der erwa¨hnten
Kalku¨le auf die allgemeinere Situation u¨bertragen lassen.
Zweitens wird, basierend auf den Ergebnissen des ersten Teils, ein spezieller
Typus von Pseudodifferentialoperatoren, na¨mlich Zeit-Frequenz-Lokalsations-
operatoren, genauer analysiert. Ihre grundlegenden Eigenschaften, beson-
ders Abbildungseigenschaften des Symbols, werden in einheitlichem Rahmen
pra¨sentiert. Der Zusammenhang mit der Berezin-Transformation erlaubt es,
neue Dichtheitsresultate fu¨r die Menge der Lokalisationsoperatoren als Teil-
mengen gro¨ßerer Operatorklassen sowohl bezu¨glich verschiedener Symbol-
klassen als auch verschiedener Topologien zu beweisen.
The purpose of this doctoral thesis is twofold.
First, an attempt is made to generalize well-known time-frequency distribu-
tions, such as the short-time Fourier transform or the Wigner distribution,
and integrate them into a unified framework. In particular, the associated
pseudodifferential calculi and their properties are investigated and compared
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to already existing calculi, such as the Kohn-Nirenberg correspondence or the
Weyl calculus. The guiding question is which of the rather nice properties of
the mentioned calculi carry over to the more general situation.
Second, based on the first part, a specific type of pseudodifferential operators,
namely the time-frequency localization operators, are analyzed more closely.
Their basic properties, in particular mapping properties of the symbol, are
reviewed in a unified way. The connection with the Berezin transform allows
to prove new density results of the set of localization operators as subsets of
larger classes of operators, for different symbol classes and with respect to
different topologies.
