Prior literature argues that, given the existence of information asymmetries and agency costs, higher competition may increase financial constraints by reducing banks' incentives to build lending relationships. Using a sample of listed firms for six Latin American countries, we analyze the relation between banking competition and financial constraints. We find evidence in line with prior research that banking competition increases financial constraints. This result is robust and heterogeneous. We include other country-specific variables and check the robustness of our findings; the main results hold. Our results show that the effect of competition differs across firms and industries. Specifically, consistent with the information hypothesis, the negative impact of competition is higher for small quoted firms and for lowassets tangibility industries. Also, as expected, we find evidence that firms are more affected by financial constraints during the last crisis. This negative effect is larger for firms in more competitive banking industries.
Introduction
Prior literature has widely debated the relation between banking competition and credit access.
Theoretically, higher competition has an ambiguous impact on firm financing. On the one hand, the market power hypothesis suggests that, by reducing interest rates, higher competition facilitates credit access or relaxes financial constraints. On the other hand, the information hypothesis argues that, given the existence of information asymmetries and agency costs, higher competition increases financial constraints by reducing banks' incentives to build lending relationships (Petersen & Rajan 1995) . Also, fierce competition may relax the quality of screening (Broecker 1990; Marquez 2002 ) and reduce investments in information acquisition technologies (Hauswald & Marquez 2003 .
The empirical literature has not yet settled this debate, and the evidence is, in general, mixed.
Recent evidence by Ratti et al. (2008) for European countries find that higher banking concentration, which serves as a proxy for competition, is associated with reduced financial constraints. In contrast, Ryan et al. (2014) , using the same method for a large sample of SME European firms shows strong support consistent with the market power hypothesis that lower competition increases financial constraints.. 1 Two other recent studies also favor the market power hypothesis. Leon (2015) examines a large sample of firms from 69 developing and emerging countries and three indicators of banking competition and finds evidence that competition alleviates credit constraints. Also, Love and Martinez-Peria (2015) find evidence that competition increases access to finance in a sample of firms from 53 countries. Both Leon and Love and Martinez-Peria show that banking concentration 1 Some prior studies use the introduction of regulations in the United States to look at the impact of a more competitive banking industry on several dimensions of credit access. These results are also mixed. See, for example, Zarutskie (2006) and Rice and Strahan (2010) for contrasting empirical evidence.
is not a good measure of banking competition. Instead, direct measures of banking competition provide less ambiguous findings about the relation between competitive markets and financial constraints.
We contribute to this literature in two ways. First, we provide new evidence for a sample of Latin American countries. Second, we look at potential heterogeneous effects by firm size, industry financing needs, and the onset of financial crises. The question of banking competition's effect on credit access is very relevant not only due to the ambiguous theoretical predictions but also because it has important policy implications. Prior literature shows that credit access is important along several dimensions including productivity (Ibarrarán et al. 2009; Crespi et al. 2014) , firm creation and growth (Aghion et al. 2007) , innovation (Savignac 2008) , and entry and survival in export markets (Berman & Héricourt 2010; Jaud & Kukenova 2011; Manova 2013 ), among others.
Our results are in line with the information hypothesis. We find that banking competition increases financial constraints. This result is robust and heterogeneous. We include other countryspecific financing variables and check the robustness of our findings; the main results hold. We also find that, as expected, the negative relation differs across firms and industries. Consistent with the information hypothesis, the negative impact of competition is higher for small listed firms and for low-assets tangibility industries. Compared to previous studies (Love and Martinez-Peria, 2015 and Leon, 2015) focusing on small firms, our sample is constituted by listed firms. These listed firms have access to external funds, but may be partially constrained. Then, we interpret our findings as negative effects of competition along the intensive margin rather than the extensive margin as the other previous studies do.
The remainder of this paper is organized as follows. Section 2 describes the data set. Section 3 discusses the method. Section 4 presents the results and several robustness checks. Finally, Section 5 concludes.
Data Sources
Our data set comprises firm-level information from Thomson Reuters One and S&P Compustat Global Advantage and country-level data from the World Bank. Our raw data sample consists of 593 firms and 7,239 observations of annual financial information from 1999 to 2013. Because we focus only on nonfinancial firms, following Ratti et al. (2008) , we exclude all firms with a SIC over 6000. We also eliminate firms with less than three years coverage and firms with missing values for capital expenditures, sales, assets, debt, cash flow, and stock prices. Following Ratti et al. and Love (2003) , we also exclude observations with ratios of investment to assets above 2.0 and sales to assets above 4.5. Finally, we merge the financial data from Compustat Global with ownership data obtained from Thomson One and drop outliers in the top and bottom 1% of each variable. The final sample is an unbalanced panel of 3,181 observations from 445 quoted nonfinancial firms from Argentina, Brazil, Chile, Colombia, Mexico, and Peru. Table 1 provides the definition of each variable considered in the empirical analysis. Table 2 provides a further description of the sample by country. The largest (smallest) sample country corresponds to Chile (Colombia) with 1,006 (92) observations. Table 1 shows that the interest variables such as investment, cash flow, and leverage are all defined in the standard way, scaled up by total assets. The measure of banking competition is defined as the Boone index and comes from the World Bank. This index is calculated as the elasticity of profits to marginal costs. To estimate this elasticity, the log of a measure of profits is regressed against a log measure of marginal costs. The main idea of this indicator is that more efficient banks achieve higher profits (Boone 2008) . The more negative the Boone indicator is, the higher the level of competition in the market becomes because the effect of reallocation increases.
However, we use the inverse value of Boone index in order to make easy interpretation of our results (higher inverse Boone Index means higher competition).
The Boone index is calculated at the country level and does not consider, for example, withincountry regional differences in banking competition. This limitation can be very problematic in some large countries such as Brazil and Mexico, where regional disparities can generate differences in banking competition. However, given the sample of quoted firms, the relevant measure is plausibly the aggregate index because large and quoted firms relate with large and main banks in the country. Also, if this measure is not relevant, it would work against our hypothesis that banking competition has an effect on financial constraints. We have also used a measure of banking concentration to compare our results with this traditional proxy of competition. This variable is measured as the five-bank assets concentration and is calculated with information from Bankscope. Table 2 shows that the sample average investment over assets is about 7%, with lower values for Argentina (5.2%) and higher values for Brazil (8.0%). The sample average of cash flow over assets is 10.5%, with higher values for Peru (14.1%) and lower values for Argentina (8.3%). The sample average is about 25%. Indebtedness is relatively higher for Brazilian firms and lower for Colombian firms than the sample average.
The descriptive statistics for banking competition indicates that the Boone index, an inverse value, is 0.074. According to the index, the most and the lowest competitive industries are in Brazil (0.163) and Mexico (0.027), respectively. In terms of concentration, the five largest banks explain, on average, about 72% of total assets. The most concentrated banking industry is Peru (90.3%), and the least concentrated is Argentina (55.0%).
The data set presents two main concerns. First, because we use information for quoted firms, they are larger than the average firm in the economy. These firms may be less suitable to study this topic. However, even though these firms are comparatively large within these countries, they are smaller than average firms in developed countries. The average size (in total assets) of firms in our sample is about US$800 million, much lower than the average of more than US$3,200 million in the sample of European countries used by Ratti et al. (2008) . In addition, although listed firms have access to external funds (banking loans or bonds), they may be partially constrained.
Then, compared to previous works using small firms in developing countries (Love and Martínez.Peria, 2015; Leon, 2015) , we argue that those studies focus on extensive margin (i.e., percentage of firms obtaining external funds) whereas we concentrate on the intensive margin (i.e., extent of financial constraints). Finally, if large firms in these countries are not financially constrained, this condition works against our hypothesis.
Second, given the small number of firms in the sample, a concern arises about the representativeness of these firms compared with the population. Because we use information for quoted firms, our sample is clearly not representative of the population. These firms are larger and have better access to financial markets than firms in the population. Thus, we are careful not to discuss findings and implications as they are applicable to the average firm in developing countries. As we show later in our results, showing that relevant differences exist in financial constraints according to size is indeed a useful exercise. Obviously, these financial constraints may be larger for small firms in these Latin American countries.
Methodology
The model is based on the investment-cash flow sensitivity specification of Fazzari et al. (1988) .
The model assumes the existence of a wedge in financing costs between internal and external sources of funds. Hence, the higher the wedge of funding costs is, the more financially constrained firms are and the more dependent they are on internal cash flow to satisfy their investment opportunities. Therefore, dependence on internal funds can lead firms to invest suboptimally. Kaplan and Zingales (1997) cast doubts on the usefulness of investment-cash flow sensitivity regressions in Fazzari et al.'s (1988) methodology. Instead, they use dividend payments to identify a financially constrained subsample. In contradiction with Fazzari et al., they find no monotonically positive relation between investment and cash flow. Specifically, they find that the subsample of distressed firms have lower levels of investment-cash flow sensitivity and conclude that this coefficient is not a good proxy for financial constraints. This finding opened a strong and as yet unconcluded debate regarding the usefulness of some metrics for capturing financial constraints (Cleary 1999; Fazzari et al. 2000; Kaplan & Zingales 2000; Huang 2002; Allayannis & Mozumdar 2004; Cleary et al. 2007; Lyandres 2007; Hadlock & Pierce 2010) . However, the investment-cash flow sensitivity specification has been widely used in corporate finance literature (Pindado et al. 2011) .
To capture the specific differential effect of banking industry characteristics on the investment-cash flow sensitivity coefficient, the cash flow variable is interacted with measures of banking competition. This interaction term is the main variable of interest because it captures whether higher competition relaxes or increases financial constraints.
As in Laeven (2003) and Ratti et al. (2008) , the maximization conditions of the Euler equation is used to derivate a model for investment including the lagged investment variable for capturing the dynamics (Aivazian et al. 2005) 
where is the capital investment of firm i in year t; ℎ is the cash flow of firm i in year t; , measures the level of competition of the banking industry; and , is a set of control variables as defined in Table 1 . In addition, a set of fixed effects is included at different aggregation levels to control for unobservable time-invariant and time-variant fixed effects. In particular, fixed effects are included at the firm level ( ) and country-year level ( ).
As previously mentioned, in line with prior literature cash flow ( 2 ) is expected to be positive.
In the presence of financial constraints, an increase in cash flow should increase investment. More important, because the hypothesis states that banking industry competition potentially affects financial constraints, an interaction variable is introduced between cash flow and the indicator of banking competition. In the baseline regressions, the Boone indicator (Boone) is used as measure of competition.
There are two main competing hypotheses about the relation between banking competition and financial constraints. The more traditional view argues that higher competition reduces interest rates and improves firms' access to credit. As such, competition relaxes financial constraints, and thus investment would be less sensitive to cash flows in more competitive markets. In this case, β3 would be negative. 2 In contrast, some studies that focus on informational problems suggest that financial constraints are higher in more competitive banking industries. According to this argument, due to the existence of information asymmetries and agency costs, higher competition increases financial constraints by reducing banks' incentives to build lending relationships (Petersen & Rajan 1995) . The impact is more negative for small and new firms because they are more opaque and have less credit history than large and older firms (Rice & Strahan 2010; Ryan et al. 2014) . Also, fiercer competition may relax the quality of screening (Broecker 1990; Marquez 2002 ) and reduce investments in information acquisition technologies (Hauswald & Marquez 2003 . Thus, competition can increase financial constraints. In this case, β3 would be positive.
In sum, in line with Hypothesis 1, 3 is positive (negative) if industry banking competition increases (mitigates) financial constraints. This approach is similar to Ryan et al. (2014) who uses the Lerner index to measure competition and finds evidence of a mitigating effect of banking competition on financial constraints for European firms. To compare our findings with previous evidence, we also use a measure of banking concentration (Bankcon).
The information on firms of different countries over time contained in our panel database captures the potential effect of other country-specific and time-varying banking industry features such as financial market development. In fact, the competition variable reflects differences in financial development that also affect credit access. The introduction of additional interactions between cash flow and these variables better isolates the impact of banking competition on financial constraints.
Due to endogeneity problems in dynamic panel data, ordinary least squares estimators can provide coefficients that are biased. Thus, Blundell and Bond's (1998) generalized method of moments (GMM) system estimator is used. The GMM system estimator deals with the endogeneity issues in the relation between investment and cash, among others. In general, all of the right-hand variables are potentially endogenous (Pindado et al. 2011) . As equation (1) shows, even though all these variables are exogenous, the introduction of a lagged explanatory variable introduces endogeneity. The GMM system estimator presents some advantages over others dynamic panel models that are regularly used in corporate finance research (Flannery & Hankins 2013 ).
The consistency of the estimates depends critically on the absence of second-order serial autocorrelation in the residuals and on the validity of the instruments (Arellano & Bond 1991) .
Accordingly, p-values of the first and second order autocorrelation test are reported. To test the validity of the instruments, the Hansen test of overidentifying constraints is used, which tests for the absence of correlation between the instruments and the error term and, therefore, checks the validity of the selected instruments.
Econometric Results

Basic results
The analysis begins by testing whether bank competition influences firms' financial constraints for the entire sample. Table 4 presents the results of the baseline estimations. Column 1 shows the results of the basic estimations using only Tobin's Q and a set of country-year dummies as control variables. Column 2 introduces additional firm characteristics as control variables. To deal with the problem of attrition, Column 3 considers only surviving firms, that is, only those that remain in the sample to 2013.
[TABLE 4 ABOUT HERE]
The evidence in Table 4 across specifications indicates that cash flow (Cashflow) is positively associated with investment. This evidence is consistent with the existence of financial constraints.
The results are robust to the inclusion of additional covariates, including Tobin's Q, which controls for growth opportunities, and avoid confounding factors that can cause a spurious correlation between investment and cash flow. In Columns 1 and 2, the coefficient of Cashflow is positive (0.038, t = 1.97 and 0.055, t = 2.60, respectively) and statistically significant at the 5% and 1% level, respectively. The evidence is similar for estimations in Column 3 that restricts the sample to surviving firms.
Considering Hypothesis 2 relative to the impact of banking competition, Columns 1 and 2 of Table 4 shows that the parameter for the interaction ℎ , , * , is positive and statistically significant (0.750, t = 2.35 and 0.805, t = 2.54, respectively). The quantitative relevance of competition is large. Using the estimation in Column (2), the marginal effect of cash flow on the investment ratio is 0.053 + 0.809*Boone. Evaluated at the sample average of the Boones index (0.074), this result implies a marginal effect of 0.11. If competition increases from the least competitive banking industry in the sample (Mexico, average Boone = 0.027) to the most competitive (Brazil, Boone = 0.163), the marginal effect increases from 0.07 to 0.18. Thus, our findings suggest that higher banking competition increases firms' financial constraints. These results support the informational hypothesis, which argues that higher competition reduces the incentives to gather information and to establish new lending relationships and therefore increases firms' financial constraints.
Methodologically, the GMM results pass the required tests of autocorrelation and instruments validity. As Table 4 shows, these tests do not reject either the null hypothesis of validity of the instruments (Hansen) or the null hypothesis of absence of second-order autocorrelation.
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Some prior studies, including Ratti et al. (2006) , Ryan et al. (2014) and Love and MartinezPeria (2015) , use the Lerner index and/or the banking concentration as a proxy of market power (an inverse measure of banking competition). However, we use the inverse Boone index for four main reasons. First, the Lerner index is not available for the entire period in Mexico. Second, as Leon (2015) points out, the Lerner index may not capture competition because the indicator is sensitive to the business activity reallocation to efficient firms, which is relevant in concentrated industries such as the Latin American banking sector. In addition, prior literature argues that pricecost margins are sensitive to efficiency and risk (Koetter et al. 2012) . As a result, the Lerner index is not a clear inverse measure of competition because previous studies show that high competitive markets also have a higher Lerner index (Stiglitz 1989; Maudos & Fernandez de Guevara 2004 , 2007 Clerides et al. 2014) . Third, Leuvensteijn (2008) suggests that the theoretical fundaments of the Lerner index are weak and the Boone index captures market competition directly. Four, as Ryan et al. (2014) points out, the use of banking concentration as a "structural" measure of market power could present some problems since it has been observed that banking 4 These results hold for all GMM system estimations in the remaining tables.
sector often are concentrated and competitive, or that the measure of concentration could proxy other market characteristics different than market power (average bank size, bank complexity, informational flow and the average market size). However, we have estimated the model using both measures -Lerner Index and Bank Concentration -in our baseline model and the main results hold 5 . Table 5 provides a robustness check of the results of the interaction terms between cash flow and one measure of financial market development (Mkogdp). 6 If more developed financial markets are also more competitive, the banking competition variable may be capturing the effect of financial development and not higher competition. The results reveal a negative parameter for the interaction between cash flow and financial development for the three specifications (Columns 1-3), showing that higher financial development reduces financial constraints. However, these parameters are not statistically significant. In contrast, the interaction between cash flow and the Boone index is positive and significant. In general, after controlling for these additional variables, the findings are consistent with previous evidence that competition increases financial constraints.
Robustness Checks
[ In sum, the results show that banking competition increases credit constraints in this sample of Latin American countries. These findings contrast with some prior literature such as Love and Martinez-Peria (2015) and Leon (2015) . However, these previous studies focus on small firms operating in developing countries. This study thus adds to and complements to the literature by using information for listed firms from emerging countries. In fact, small firms may have no access to external finance (i.e., totally constrained). At the opposite end of the spectrum, listed firms have access to external funds (from banks or markets), but they may be partially constrained (i.e., level of funds obtained is smaller than the desired level of funds). In other words, compared to previous papers that focus on the extensive margin (number of firms obtaining external funds), this study concentrates on the intensive margin (size of financial constraints for firms with access to external finance).
Heterogeneity Analysis
The previous estimations estimate the average impact of cash flow on investment decisions. The evidence thus far suggests that financial constraints are relevant in Latin American countries and that these restrictions are more important in more competitive markets. However, these effects can be more fully investigated by exploiting the heterogeneous response of firms and industries to positive cash flows. In other words, the model now tests whether financial constraints are more relevant for some firms (industries) than others.
The following estimations are based on the prior corporate finance literature that shows that some firms are more prone to financial constrains than others (Fazzari et al. 1988; Almeida et al. 2004; Almeida & Campello 2007; Hovakimian 2009; Lima-Crisóstomo et al. 2014) . The literature that reports the investment-cash flow sensitivity relation has traditionally focused on the identification of restricted firms by using subsamples according to firms size (Devereux & Schiantarelli 1990; Kadapakkam et al. 1998; Arslan et al. 2006) , leverage (Whited 1992) , dividends payout (Arslan et al. 2006) , business groups affiliation (Hoshi et al. 1991; George et al. 2011 ), firm age (Oliner & Rudebusch 1992) , and assets tangibility (Almeida & Campello 2007; Ratti et al. 2008) . Although relevant differences on financial constraints may exist across firm age because younger firms are more likely to be excluded from financial markets (Brown et al. 2009 ), information of firm age is not available in this study's data set. Therefore, to shed some light on heterogeneity in financial constraints, two criteria are used to split the sample and provide separate regressions: firm size and industry asset tangibility.
The idea that financial constraints are more important for small firms and for those firms in industries with a lower proportion of tangible assets is tested. Both variables are related to the absence of collateral and greater opaqueness, which increase the information asymmetries in financial markets. Thus, banks are more reluctant to lend to these types of firms. Small firms are defined as those whose size (measured by assets) is lower than the median size of the corresponding country, industry, and year. Following Rajan and Zingales (1998), to explore how asset tangibility affects financial constraints, an exogenous measure of industry tangibility using information for the U.S. industries is also used. Industries with an indicator lower than the median across industries are defined as low tangibility industries. This last procedure is useful because it is an indicator of exposure that does not depend on banking competition or other industry characteristics of the country. Table 6 reports the results. In general, the findings are consistent with previous results and show that for both samples, divided by either assets tangibility or size, higher cash flow is associated with an increase in investment. To determine whether significant differences in financial constraints exist across firms and industries, the investment-cash flow parameter (marginal effect) is computed and whether statistical differences between both samples is determined. The marginal effect for firms in low-and high-tangibility industries is 0.166 and 0.093, respectively. According to the t-test, the difference is statistically significant. As expected, the evidence suggests that firms in low-assets tangibility industries are more financially constrained than firms in high-assets tangibility industries.
In the case of size, the results indicate significant differences between both groups of firms.
The marginal effect of cash flow on investment is 0.140 and 0.029 for small and large firms, respectively. According to the t-test, the parameters difference is statistically significant, indicating that large firms are more financially constrained than small firms. In quantitative terms, the difference is relevant. Considering an increase of 1 standard deviation in cash flow (0.083) for small and large firms, the marginal effect implies an increase of 0.012 (17%) and 0.002 (3.5%), respectively, in the investment ratio of the average investment in the sample.
[ The second hypothesis under study is whether a more competitive banking industry increases or reduces financial constraints during a crisis. The conceptual foundation is very simple. Consider that as result of the financial crisis, banks need to decide whether allocate more or less credit to firms. We look at whether this depends on the degree of banking competition. It has been argued that banks with some monopoly power have more profits than competitive banks and therefore they have more to lose by taking more risk and lending in hard times (Matutes and Vives, 1996) .
In this case, we expect that more competition may help to alleviate financial constraints during a crisis. There also other arguments in the same direction. Competitive banks may be less restrictive during financial crisis because they could be forced by fierce competition to take more risk to get new clients and increase market share. Some literature related with this idea suggests that higher competition may reduce incentives for screening (Allen and Gale, 2004) . However, in this case, it is not clear whether more competitive industries would be even less stringent during a crisis. It has been also argued that higher competition may be associated with lower financial constraints whenever competitive pressures and adverse selection induces lending to potentially bad clients during a crisis (Broecker, 1990) .
In contrast, considering that banks in non-competitive industries may concentrate their lending on few borrowers and they cannot afford a bankruptcy of these large clients, it can be argued that banks continue to finance these borrowers even when they have been adversely affected by the crisis and could be close to default. It is also possible that less competitive banks are more able to limit the detrimental consequences on lending during a crisis because, due to their market power, they have accumulated capital previously 9 . Then, in this case, lower competition would be associated with lower financial constraints during a crisis. For analyzing this issue, we introduce a triple interaction among cash flow, competition, and dummy for crisis. The parameter for this term is expected to be positive (negative) if higher competition increases (alleviates) financial constraints during episodes of financial crisis. Table 7 [ TABLE 7 ABOUT HERE]
The main result from these estimations comes from the triple interaction, which is positive and statistically significant for the recent financial crisis only. This finding indicates that higher competition increases financial constraints during a crisis, which is not consistent with the notion that more competitive banks help to relax financial constraints during episodes of crisis. These results suggest that higher banking competition-at least in the last financial crises-did not help to channel more lending to firms. Finally, we calculate the marginal effects for crises and no crises periods. As expected, the results show that for both specifications financial constraints increases during a crisis, particularly in the most recent financial crisis. The marginal effect of cash flow on investment is positive and significant in non-crises years (about 0.10), and, as expected, it is higher during the recent financial crisis (about 0.14). The last row of the table shows that this difference is statistically significant.
Conclusion
Using firm-level information for six Latin American countries and a standard methodology, we explore the relation between banking competition and financial constraints. Several previous works examine this issue using different samples and measures of competition, and the evidence is, in general, not conclusive. We contribute to this literature by reporting the impact of banking competition for a sample of emerging markets, where financial constraints can be more stringent.
This additional evidence is not only relevant due to the ambiguous theoretical predictions, but also because it has valuable implications for competition policy in emerging countries.
The debate on this literature has been dominated by the market power and the information hypotheses. We find evidence more in line with the information hypothesis. Our results indicate that banking competition increases financial constraints. This result is robust and heterogeneous.
We check the robustness of this finding by including other country-specific financing variables, and the main results hold. We also find that, as expected, the negative relation differs across firms and industries. Consistent with the information hypothesis, the negative impact of competition is higher for small firms and low-tangibility industries.
Our results are not in line with some recent studies, including Love and Martinez-Peria (2015) and Leon (2015) who find that banking competition alleviates financial constraints. However, we believe that our paper complements this evidence. Compared to these previous papers that focus on small firms, we use information for listed firms. Unlike small firms, which have limited or no access to external finance, listed firms have access external funds but may be partially constrained.
In other words, previous studies focus on the extensive margin whereas we concentrate our analysis on the intensive margin. That is, we concentrate our empirical analysis on the marginal effect of cash flow on investment; the previously cited works focus primarily on the dichotomous variables of credit access.
Our findings indicate that higher banking competition does not necessarily improve credit access in these countries and that financial constraints remain relevant, especially for the subset of small firms and more financially dependent industries. These results suggest that policies and instruments may be required to improve credit access in these countries. Also, these findings generate questions for additional research, in particular, on the real effects of financial constraints on other variables such as employment and productivity and on the effect of different corporate governance features that moderate the effect of bank competition on financial constraints. For instance, the existence of multiples large shareholders as a proxy of power distribution is an interesting topic as a moderating effect of the relation between investment cash flow sensitivity and banking competition. , is capital expenditures scaled by lagged total assets. ℎ , is the income-based cash flow over lagged total assets.
Appendix: Ordinary Least Squares Fixed Data Panel Regressions
, represents the Boone indicator as a proxy of bank competition. Qtob, P1, Size, Lev, Longdebt, Cash and sales are control variables defined in Table 1 . is the firm-specific effect, denotes the yearcountry dummies, and , represents the individual error term. t-statistics of standard errors clustered at country-year level are in parentheses. ***, **, and * represent a level of significance lower than 1%, 5%, and 10%, respectively. , is capital expenditures scaled by lagged total assets. ℎ , is the income-based cash flow over lagged total assets.
, represents the Boone indicator as a proxy of bank competition. Qtob, P1, Size, Lev, Longdebt, Cash and sales are control variables defined in Table 1 . is the firm-specific effect, denotes the yearcountry dummies, and , represents the individual error term. Auto(2) is a test of second-order serial autocorrelation of the residuals under the null hypothesis of no serial correlation. The Hansen test is a test of overidentifying restrictions, asymptotically distributed as 2 under the null hypothesis of no correlation between the instruments and the error term. t-statistics of standard errors clustered at country-year level are in parentheses. ***, **, and * represent a level of significance lower than 1%, 5%, and 10%, respectively. , is capital expenditures scaled by lagged total assets. ℎ , is the income-based cash flow over lagged total assets.
, represents the Boone indicator as a proxy of bank competition. , is the stock market capitalization over GDP and represents the capital market development proxy. Qtob, P1, Size, Lev, Longdebt, Cash and sales are control variables defined in Table 1 . is the firm-specific effect, yc t denotes the year-country dummies, and , represents the individual error term. Auto(2) is a test of second-order serial autocorrelation of the residuals under the null hypothesis of no serial correlation. The Hansen test is a test of overidentifying restrictions, asymptotically distributed as 2 under the null hypothesis of no correlation between the instruments and the error term. The t-statistics of standard errors clustered at country-year level are in parentheses. ***, **, and * represent a level of significance lower than 1%, 5%, and 10%, respectively. 
Notes:
, is capital expenditures scaled by lagged total assets. ℎ , is the income-based cash flow over lagged total assets.
, represents the Boone indicator as a proxy of bank competition. Qtob, P1, Size, Lev, Longdebt, Cash and sales are control variables defined in Table 1 . is the firm-specific effect, denotes the yearcountry dummies, and , represents the individual error term. Auto(2) is a test of second-order serial autocorrelation of the residuals under the null hypothesis of no serial correlation. The Hansen test is a test of overidentifying restrictions, asymptotically distributed as 2 under the null hypothesis of no correlation between the instruments and the error term. t-statistics of standard errors clustered at country-year level are in parentheses. ***, **, and * represents a level of significance lower than 1%, 5%, and 10%, respectively. 
, represents the Boone indicator as a proxy of bank competition. is a dummy variable that equals 1 for 1999 in column 1 and in column 2 also takes the value of 1 for Argentina in the period 2000-2002. is a dummy variable that equals 1 for 2007 and 2008. Qtob, P1, Size, Lev, Longdebt, Cash and sales are control variables defined in Table 1 . is the firm-specific effect, denotes the year-country dummies, and , represents the individual error term. Auto(2) is a test of second-order serial autocorrelation of the residuals under the null hypothesis of no serial correlation. The Hansen test is a test of overidentifying restrictions, asymptotically distributed as 2 under the null hypothesis of no correlation between the instruments and the error term. t-statistics of standard errors clustered at country-year level are in parentheses. ***, **, and * represents a level of significance lower than 1%, 5%, and 10%, respectively.
