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Abstract—Building detection from satellite multispectral im-
agery data is being a fundamental but a challenging problem
mainly because it requires correct recovery of building foot-
prints from high-resolution images. In this work, we propose
a deep learning approach for building detection by applying
numerous enhancements throughout the process. Initial dataset
is preprocessed by 2-sigma percentile normalization. Then data
preparation includes ensemble modelling where 3 models were
created while incorporating OpenStreetMap data. Binary Dis-
tance Transformation (BDT) is used for improving data labeling
process and the U-Net (Convolutional Networks for Biomedical
Image Segmentation) is modified by adding batch normalization
wrappers. Afterwards, it is explained how each component of our
approach is correlated with the final detection accuracy. Finally,
we compare our results with winning solutions of SpaceNet 2
competition for real satellite multispectral images of Vegas, Paris,
Shanghai and Khartoum, demonstrating the importance of our
solution for achieving higher building detection accuracy.
Keywords—Building detection, Satellite multispectral imagery,
Batch normalization, Binary distance transformation (BDT), U-
Net, OpenStreetMap data
I. INTRODUCTION
The detection from satellite imagery becomes the actual problem
for various urban applications: city planning, state cadastral inspec-
tion, infrastructure development, provision of municipal services, etc.
Urban planners and state inspectors are responsible for strategic
urban planning and long term development to reach proper sustain-
ability and city growth. Subsequently, they are the ones who are
responsible for detecting dwellings which have been built illegally.
Although without having a proper observation of the area, this is
a very challenging task. For instance, if there is a system which
monitors the required area continuously over a period of time, it
would help to determine whether it is an illegal project which
should be terminated or not. Another example, radio, cellular and
telecommunication companies need to make a proper decision about
positioning their transmitter stations in order to achieve a wider
coverage. Making an optimal configuration for broadcasting and
communication transmitter stations highly depends on the profile of
the terrain such as locations of existing buildings, lakes, rivers, etc.
Thus, instead of dependence on mathematical modeling, a field survey
is the best-adopted technique, but this is a very time-consuming
approach. Almost all the scenarios explained above are to be dealt
with either spatial or spatial-temporal processes that evolves in time.
Remote Sensing (RS) is composed of a set of techniques and methods
to explore the Earths surface at a long distance, where the object
detection is the most prominent task as well as the most difficult
to solve. According to [1], object detection in RS broadly classifies
into three categories: automatic, manual and hybrid. In recent times,
significant attention is received for automatic detection because of
various reasons such as the revolution of the deep neural network
approaches for object detection, dramatic increase of computing
power with respect to the cost, etc. DaoYu Lin [2] has proposed one
of the deep unsupervised representation learning techniques which
is one of the successful works in the RS context. But in this work
also, some improvements can be done to increase the final accuracy.
Another example is presented in [3], where training a CNN from
scratch to classify multispectral image patches taken by satellites as
whether or not they belong to a class of buildings was realized.
This additional information will help to narrow down the solution
space in an optimal way. More information can be found in [4],
[5]. Input feature descriptor should be decided by the model itself
without making any statistical hypothesis beforehand based on the
dataset only. The main motivation of this research is to investigate
possible approaches to automatically detect a mapping between input
and desired output. The deep neural network should decide itself what
are the most appropriate feature descriptors to map between input and
output that maximizes the final accuracy of the model.
Utmost important step of satellite imagery when detecting objects
is the mapping of actual earth surface locations into image pixel
values in a meaningful way. Initially, there are a few meta data
available for processing such as Ground Truth Distance (GTD) and
bands which belong to images.
The success behind the winning solution [6] for the Larger Scale
Visual Recognition Challenge (ILSVRC) [7] is to apply CNNs (Con-
volutional Neural Networks) that have resulted in various solutions
proposed for object detection. One satisfactory solutions is described
in the article [8], where some computer vision techniques for building
detection are integrated for generating region proposals, which are
classified by retrained GoogLeNet CNN with the following building
legality validation with a state cadastral map. The paper [9] presents
another good example with R-CNN, although main drawbacks of
similar technique have been identified in [6] with proposals how to
mitigate them in a proper way. This proposed solution has two key
insights: (1) CNN is employed for localizing and segmenting objects,
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and (2) applies supervised pre-training as a supplementary task.
Performing initial dataset normalization and changing the image
resolution may help for increasing detection accuracy. Typically,
resolution of satellite imagery is low because of complex atmospheric
conditions, which influence on spatial, spectral, radiometric and
temporal characteristics. In [10], Hopfield neural network is used
to increase the spatial resolution of images. On the other hand,
interpolation method [11] is employed for reconstruction of super-
resolution images. Since dataset normalization solely depends on the
given dataset, we proposed a technique for selected dataset in a proper
way.
Our proposed solution has been framed, after considering all those
facts.
Our contributions
1) Proposing an ensemble modeling for building footprints de-
tection by using multi-spectral satellite images and open street
map data.
• Selecting suitable bands (Coastal, Yellow, Red, Red Edge
and Near-IR1) for building footprints. These were selected
by empirical testing.
• To reduce the computational power resizing images into
256x256 resolution. On the contrary, to retrieve the loss
information after resizing, the second model where each
image with an original resolution (650x650) slice into 9
images is employed.
• To overcome suspected false positive during the labelling
and improve a sharpness of building footprints, model 3 is
introduced by incorporating 2 layers (building and roads)
form the open street map data.
2) 2-Sigma percentile normalization for the initial dataset normal-
ization.
3) BDT [12] to improve the building footprint labeling accuracy.
4) Modifications for the U-Net [13]:
• Introducing batch normalization wrapper around the acti-
vation function of each layer.
• Stochastic Gradient Descent (SGD) algorithm which is
used as the optimizer for original U-Net is changed into
ADAM [14] optimizer to increase the final accuracy.
II. METHODOLOGY
A. Dataset Selection
When selecting a dataset, these criteria should be considered:
number of images, feasibility of quick and accurate labeling of
dataset, information available on bands (e.g. RGB or multi spectral
information), image resolution and information about correspondence
between ground truth and pixel location. After considering all those
facts SpaceNet1 dataset has been selected. It comprises commercial
satellite imagery and labeled training data. It provides dataset of
four cities: Vegas, Paris, Shanghai and Khartoum in the following
format:
geojson- GeoJson labels of buildings for each tile
MUL- 8-Band Multi-Spectral images
MUL-PanSharpen- 8-Band Multi-Spectral images
PAN- Panchromatic images
RGB-PanSharpen- RGB images
summaryData- pixel based labels for the building
Pan sharpen images consist of merging high-resolution
panchromatic and low resolution multi spectral images. To
create a single high-resolution color image, 8-band images
have not been pan-sharpened. Building footprint corresponding
to each image can be found in summaryData in this
format: ImageId,BuildingId, PolygonWKT Pix where
PolygonWKT Pix stands for defining building footprint location
in Well-Known Text (WTK) format.
1SpaceNet dataset: https://github.com/SpaceNetChallenge
B. Data Preprocessing
The whole dataset is divided into two separate sets: training(80%)
and testing(20%). Again training dataset is divided into two separate
sets: training (70%) and validating (30%). RGB-PanSharpen images
Fig. 1: The high-level architecture for the proposed building detection
methodology, which contains 4 stages: preprocessing, image preparation,
model training and building footprint prediction.
consist of three bands which are Red, Green and Blue. Multi-
PanSharpen images consist of 8 bands [15]: Coastal (400 - 450 nm),
Blue (450 - 510 nm), Green (510 - 580 nm), Yellow (585 - 625
nm), Red (630 - 690 nm), Red Edge (705 - 745 nm), Near-IR1
(770 - 895 nm), Near-IR2 (860 - 1040 nm). Then, basic statistical
properties (mean, standard deviation, max and min) corresponding
to each channel (bands) are calculated for all training and validating
images considering as a single dataset. After making a hypothesis
such that each channel statistics belongs to a form of a normal
distribution, −2σ and +2σ where σ is the standard deviation values
which corresponds to each channel is calculated. −2σ and 2σ are
the upper and lower bound on each channel for the whole dataset.
However, -2σ is the 2.28th percentile value and +2σ is the 97.72nd
percentile value. Next step is to clip images which exceed upper limit
into +2σ percentile value and fall behind the -2σ into -2σ percentile
value. In this way noise of each channel can be reduced. This process
is shown in Fig. 1. Each channel is normalized based on the min-max
normalization technique as follows:
image channeli =
images channeli −min(image channeli)
max(image channeli)−min(images channeli)
(1)
C. Model Building
One of the investigations (U-Net [13]) which won the ISBI
tracking challenge 2015 [16] is used for segmentation of neuronal
structures in electron microscopic stacks. Although this work was
applied in different context, building footprints can be imagined as
neuronal structures. Thus, U-Net can be directly mapped for segment-
ing out building footprints. Initially there are 8 or 10 feature maps,
which correspond to each input image with 256x256 resolution, enter
to the network which is shown in Fig. 1 next to the prepossessing
stage.
(a) (b)
Fig. 2: (a) Normalized input image with 256x256 resolution (only RGB bands
are shown), (b) Sliced images (only RGB bands are shown).
The main idea of U-Net compared to [17] is replacing pooling
operators between successive layers by upsampling operators. Hence,
these layers increase the output resolution. This technique helps to
localize desired objects with a high accuracy because when doing
the upsampling, total feature set or image depth is increased that will
help to create a proper mapping between input and the output. In
addition, this network only uses the valid part of each convolution
with no fully connected layers throughout the network.
Most deep neural networks including U-Net are facing the fol-
lowing common problem: distributions of the output of each hidden
layer always depend on the result of previous layers. Thus, model
parameters are changed during the learning process. Each layer
needs to adapt to those changes during the training process. To
address this problem, Sergey Ioffe and Christian Szegedy suggested
a simple and effective solution in [18], which is called the batch
normalization. The basic idea proposed by this solution is to wrap
batch normalization layer around input to the activation function. As
an example, σ(Wx + b) is the activation function such as sigmoid
or Rectified Linear Unit (ReLU). The input should be wrapped with
batch normalization (BN) in this manner: σ(BN(Wx+ b)). Hence,
U-Net is modified by applying batch normalization.
Model accuracy is calculated in the training phase by using Jaccard
Index (J(A,B)) between area A and B which can be denoted as:
J(A,B) =
|A ∩B|
|A|+ |B| − |A ∩B| (2)
where A is the ground truth and B is the predicted area by the model.
The optimizer also completely affects the accuracy of the final
model. Original U-Net uses the stochastic gradient descent algorithm
(SGD). However, in this implementation ADAM [14] optimizer is
being used instead. The main reason for selecting ADAM over SGD is
to increase the model accuracy. According to [14], it is demonstrated
that ADAM outperforms problems for noisy data and non-stationary
objectives. In addition, it uses moving average of the momentum
which enables the use of large effective step size. The algorithm will
take care of the convergence even it takes some considerable amount
of time because the prime goal of this research is to improve the
building detection accuracy.
An ensemble modelling of building footprints detection contains
three models which are denoted by v1, v2 and v3. Following
subsections will explain more details on each model.
1) First Model (v1): Input of the v1 contains 8 bands: 3
bands form RGB-PanSharpen and 5 bands from Multi-PanSharpen
images which include Coastal, Yellow, Red, Red Edge and Near-
IR1. Creating label corresponding to each input image should be done
with a 650x650 resolution where building footprint of each image is
provided. Basic steps which involve data labeling images are
1) Reading building locations which are corresponding to each
training images
2) Initializing 650x650 matrix with zeros
3) Drawing polygons which are extracted from the first step as
shown in Fig. 3
Fig. 3: After locating the building footprints by using the given ground truth.
However, the main problem with this technique is that it may badly affect the
small building as seen in this figure.
4) Applying BDT: a positive distance is calculated if pixels inside
buildings, otherwise a negative distance will be instead. Result
of this transformation is shown in Fig. 4.
After creating labeled images, it is needed to be resized into desired
resolution (256x256x1).
Fig. 4: After applying binary distance transformation suggested by [12]. This
process is important when the building footprints’ sizes are quite small.
2) Second Model (v2): Resizing image resolution leads to
destroy its useful information that is inevitable. To overcome this
issue, the second model is being employed. Basic steps for creating
input images and labels are the same as v1. However for v2 input
image (e.g Fig. 2a) is sliced into 9 images as shown in Fig. 2b
with 256x256 resolution. Multi-PanSharpen images are used in v2
and creating masks is equivalent to the process is done in model v1
corresponding to each sliced image.
3) Third Model (v3): OpenStreetMap (OSM)2 data is usually
used for semantic labelling in RS for various purpose such as a
ground truth, automatic labelling, etc. In [19], OSM is used for
automatic object extraction or to build better semantic maps with the
help of deep learning techniques. v3 applies the same concept. OSM
shape files consist of various type of layers including buildings, lands
industrial zones, roads and water resources. Buildings and roads are
extracted corresponding to provided PAN images with the intention
of sharpening input images. To extract required polygons from shape
files, it is necessary to transform the image coordinate system into
latitudes and longitudes where buildings and roads can be extracted
from the shape files.
Extracted shapes should be transformed back to the image co-
ordinate system where required objects can be localized within the
image. How OSM can be utilized to extract required layers is shown
in Fig. 5. Extracted layers are added to each image and sliced into 9
images with 256x256 resolution which is the same process employed
in the v2 building. In addition to v2, v3 comprises 2 additional layers
extracted from OSM.
Once images are constructed for each model (v1, v2 and v3),
normalization is done by calculating mean image for whole training
dataset corresponding to each model and subtracting each image by
corresponding mean image. This process can be seen as centering
data around zero. This also allows coherent and aligned handling of
noises in an optimal manner.
2OpenStreetMap dataset: https://mapzen.com/
Fig. 5: Normalized input image and extracted OSM layers (buildings and roads)
corresponding to geolocation of the input image.
III. MODEL EVALUATION
As explained in the section II-C, there is an image set which
dedicated to model validation. Initial model training, 300 epoch along
with 64 batch size is used in each model. End of each epoch,
an accuracy of the model is calculated using validating dataset.
To measure the proximity between labeled building footprints and
predicting footprints of each model, Intersection of Union (IoU) [20]
similarity measure can be defined as:
IoU = Area(A ∩B)
Area(A ∪B) (3)
where A and B are corresponding to labelled and predicted building
polygon locations. Value of IoU is varied between 0 and 1. If the
result is close to one, prediction accuracy is high. Otherwise it has
low accuracy. To identify whether a detected polygon is a true positive
or false positive, IoU is used. If measured IoU is 0.5 or higher, it is
considered as a true positive, otherwise, it is considered as a false
positive.
Once clearly separating out whether it is false positive or true
positive, model accuracy can be calculated using F score which is
inspired by [21]. F score can be seen as a harmonic mean of precision
and recall because it comprises the accuracy of precision measure and
the completeness of the recall measurement. F score can be defined
as:
F1 score = 2 ∗ precision ∗ recall
precession+ recall
= 2 ∗
tp
M
∗ tp
N
tp
M
+ tp
N
=
2 ∗ tp
M +N
(4)
where N is the number of polygon labels for building footprints,
which is considered as ground truth, and M denotes the proposed
polygons by each model. Here tp denotes the number of true positives
out of the proposed polygons (M). Value of F score is varied between
0 and 1, where greater value means better the result.
The final result is calculated by averaging the results of model v1,
v2 and v3. In the training phase, model parameters were saved corre-
sponding to the highest F score for each model. Detected masks need
to be constructed by combining 9 sub-images corresponding to each
image. This process is applied only for model v2 and v3. The result
of v1, v2 and v3 are summed and divided by the number of images
which applies to each pixel location. The result of this is the final
predicted building footprints. Since original dataset is provided with
650x650 resolution, predicted result resized into original resolution.
There are some detection area that can be intercepted with a few
other polygons. Those polygons are cascaded into one. The result of
this process is a sequence of polygons where the area is greater than
given minimum threshold (minArea). If the size of polygon area is
less than minArea, those are neglected. Finally, the result is stored
in this format: ImageId,BuildingId, PolygonWKT Pix.
IV. EVALUATION RESULTS AND ANALYSIS
Final evaluation summary of each city is shown in the table I.
It can be clearly seen that final results are varied from city to city.
The main reason can be that our proposed solution does not handle
very small building footprints very accurately. As an example when
]
(a)
]
(b)
Fig. 6: Final building footprints detection result with F score by using our
proposed solution.
comparing Vegas or Paris and Shanghai or Khartoum most buildings
which are located in Vegas and Paris are quite bigger than Shanghai
and Khartoum. That is why there is approximately 0.2 difference
in F score between these pairs of cities. When comparing with the
winning solutions of SpaceNet Round2 our solution is able to get
maximum F score on each city (see, the table II).
TABLE I: THE BEST RESULT OF OUR PROPOSED SOLUTION FOR
EACH CITY CORRESPONDING TO THE MINIMUM POLYGON
AREA
City Precision Recall F-score minArea
Vegas 0.9300 0.8420 0.8838 120
Paris 0.8277 0.7031 0.7603 180
Shanghai 0.6832 0.5022 0.5789 180
Khartoum 0.7031 0.5303 0.6045 180
TABLE II: COMPARISON BETWEEN OUR PROPOSED SOLUTION
AND PROVISIONAL SCORES FOR WINNERS OF SPACENET
ROUND2
Competitor Las Vages Paris Shanghai Khartoum
XD XD 0.885 0.745 0.597 0.544
wleite 0.829 0.679 0.581 0.483
nofto 0.787 0.584 0.520 0.424
Our Solution 0.883 0.760 0.604 0.584
V. CONCLUSIONS
In this letter, a new framework has been proposed to detect building
footprints for a given dataset. Proposed solution is outperformed when
the size of the building is quite big. But for very small building
footprints, model does not succeed to detect correctly that should be
improved. Mainly there are two approaches that can be considered
in order to overcome those issues. The first one is to select the
training dataset which has more variance then build the model more
dipper. The second approach would be incorporating unsupervised
deep learning approaches such as Generative Adversarial Networks
it order to train the model.
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