For any graph G on n vertices and for any symmetric subgraph J of K n,n , we construct an infinite sequence of graphs based on the pair (G, J). The First graph in the sequence is G, then at each stage replacing every vertex of the previous graph by a copy of G and every edge of the previous graph by a copy of J the new graph is constructed. We call these graphs self-similar graphs. We are interested in delineating those pairs (G, J) for which the chromatic numbers of the graphs in the sequence are bounded. Here we have some partial results. When G is a complete graph and J is a special matching we show that every graph in the resulting sequence is an expander graph.
Introduction
For general graph theoretic concepts we refer the reader to any standard book on graph theory ( [1] , [2] ). The concept of self-similarity is may be described as follows: we may say an object is self-similar if it can be broken up into pieces and all pieces appear to be same (in some sense) as the whole object except for the scale. We say a graph G is self-similar if there is a partition of vertex set V into k disjoint sets V 1 , V 2 , · · · , V k so that G[
denotes the sub-graph on vertex set U and H is the graph obtained by contracting each V i to a vertex and deleting multiple edges and the symbol ∼ = indicates the graph isomorphism. In this paper we construct a large family of self-similar graphs that have a prescribed chromatic number and some classes of these graphs are shown to be expander graphs. In Section 2 we will provide a rigorous definition of self-similar graph. In what follows we give a general description. Let G be any graph on n vertices. Letting G 1 = G , we construct G 2 by replacing every vertex of G 1 by a copy of G and if two vertices x and y are adjacent then we attach a bundle of edges J (a sub-graph of the complete bi-partite graph K nn ) between the two copies of G corresponding to vertices x and y and if there is no edge between x and y then no edges are added between the corresponding copies of G . Since we are dealing with undirected graphs, we want the bundle of edges joining two copies of G corresponding to the adjacent vertices to be a symmetric bundle. We can repeat this construction to obtain G 3 by replacing each vertex of G 2 by a copy of G and placing the same edge bundle J between two copies corresponding to adjacent vertices inG 2 . Repeating this process we can construct an infinite sequence of graphs G 1 , G 2 , · · · . Similar constructions have appeared in Physics, see [3] for instance. We are interested in those pairs (G, J) for which the infinite sequence of graphs G 1 , G 2 , · · · have a bounded chromatic number. For instance, if G is the complete graph on n vertices and J is the complete bipartite graph K nn , then G i = K n i , a complete graph on n i vertices (χ(G i ) = n i ) and if G is any graph and J has no edges, then G i is simply n i many disconnected copies of G and all graphs G i in the sequence have same chromatic number namely χ(G). In Section 2, we give rigorous definitions, some examples and basic properties. In Section 3, we study two special cases of J for which the infinite sequence of graphs have constant chromatic number (Theorem 3.1 and Theorem 3.2). In the same section we delineate those edge bundles for which chromatic numbers increase unboundedly for any non-trivial graph (Theorem 3.4) and we also characterize those edge bundles for which the chromatic numbers of G 1 , G 2 , · · · is bounded when G is a complete graph. In Section 4, we give a complete analysis for small complete graphs on two and three vertices. In Section 5, we will produce an infinite sequence of edge expander graphs with fixed expansion coefficient. In Section 6, we explore some potential applications and list some unsolved problems.
Definitions and Examples
Throughout the rest of this paper we will write x ∼ y to indicate adjacency between two vertices x and y in a graph. Let G be a simple graph with vertex set V (G) = {v 1 , v 2 , · · · , v n }. Let K nn be the complete bipartite graph with bipartition I n and I ′ n , where I n = {1, 2, · · · , n} and
n , whose edges satisfy the symmetry condition i ∼ j ′ if and only if j ∼ i ′ , and we will refer to J as a symmetric subgraph of K nn or symmetric edge bundle. Since we attach the edge bundle between two copies of G, we may also write v i ∼ v ′ j instead of i ∼ j ′ . Next we define recursively the infinite sequence of self-similar graphs for any pair (G, J).
Definition 2.1. Given a simple graph G on n vertices and J a symmetric subgraph of K nn , let
, and the edges are defined in terms of adjacencies in G k−1 and adjacencies in J,
The adjacency condition (1) says we replace every vertex in G k−1 with a copy of G and the condition (2) says if two vertices are adjacent in G k−1 then attach an edge bundle between the corresponding copies of G. These graphs become very large very quickly, but we can visualize these graphs for some smaller examples.
Example 2.2. Suppose G is a single edge, i.e., G = K 2 , and edges of J are {(1,
Example 2.3. Suppose G is a single edge, i.e., G = K 2 , and edges of J are
Example 2.4. Suppose G is a single edge, i.e., G = K 2 , and edges of J are
Next we will count the number of edges of G k and find formula for the degree of vertices in G k in terms of the number of edges and degrees in G and J. Let e(H) denote the number of edges in a graph H and d H (x) denote the degree of vertex x in H. We will simply write d(x) for degree if the context is clear. Proposition 2.5. Let G be any simple graph on n vertices and let J be a symmetric subgraph of K nn and e J = e(J), then e(G k ) = e(G)⌈
Proof. Remembering that G k is constructed from G k−1 by replacing each of its vertices by a copy of G and attaching an edge bundle between the copies of G corresponding to edges in
Proposition 2.6. Let G be any simple graph on n vertices and let J be a symmetric sub-graph of
and the formula for d(u 1 , u 2 , · · · , u k ) follows by repeated application of this recursion relation.
The general formula for d(u 1 , u 2 , · · · , u k ) is not in closed form, but in some special cases we have closed formulas: (A) If both G and J are regular graphs with
(C) If G is any regular graph of degree d and J is a matching, then
3 Chromatic Numbers of graphs G k In this section we will calculate χ(G k ) for some pairs (G, J) where G is arbitrary but J ′ s are special edge bundles. It is clear that {χ(G k )} is a non-decreasing integer sequence. We write χ ∞ (G, J) for the limit of the sequence and write χ ∞ (G, J) = ∞ if the limit is unbounded. Theorem 3.1. Let G be any simple graph on n vertices and let J be a matching with edge set E(J) = (i, i
Proof. Let V (G) = {v 1 , v 2 , · · · , v n } and let χ(G) = p for some positive integer p. Let G be colored with group elements from the additive group of integers Modulo p, i.e., Z p = {0, 1, · · · , p − 1} and let C be the coloring function for G. We define a coloring function
It is worth noting that the matching in the above theorem is a special matching.
Proof. Suppose χ(G) = p and suppose S 1 , S 2 , · · · , S p are the color classes of G. Clearly, these sets S 1 , S 2 , · · · , S p partition V into independent sets. Now consider the following partition
We will show that each of
, since S i is independent in G, x and y are not adjacent in G and so
it is necessary to have an edge between x and y ′ in J which is impossible by the definition of J. This observation proves our assertion. Remark 3.3. We may note that if χ ∞ (G, J) is finite, then for every sub-graph H of G, χ ∞ (H, J) is also finite. Similarly, for every symmetric sub-graph
are also infinite respectively for every super-graph H of G and for every super-graph J ′ of J .
Let J * be an edge bundle with edge set {(i, j ′ ) : 1 ≤ i = j ≤ n}. In other words J * is the result of removing the matching {(i, i ′ ) : 1 ≤ i ≤ n}. In Theorem 3.2, suppose G = K n , then J is J * ,and we have χ ∞ (G, J * ) ≤ n. This observation results in the following corollary.
Corollary 3.4. Let G be any finite simple graph on n vertices, then χ ∞ (G, J * ) ≤ n.
Any sub-graph J of K nn can be represented as a directed graph J on the vertex set {1, 2, · · · , n} as follows: If there is an edge from i to j ′ , then we draw a directed arc from i to j , and if there is an edge from i to i ′ , then we draw a loop at i . If J is a symmetric edge bundle, then J is an undirected graph with some loops. We may freely identify the vertex v i of G with vertex i of J . With this definition of J , we can restate all theorems we proved so far in simple manner. The Theorem 3.1 can be restated as χ ∞ (G, J) = χ(G) for any graph G if J is a graph of n isolated loops. The Theorem 3.2 can be restated as χ ∞ (G, J) = χ(G) for any graph if J is same as G. The Corollary 3.3 can be restated as χ ∞ (G, J) ≤ n for any graph G if J is a complete graph K n with no loops. The next theorem says that if G and J both have a common edge and J has a loop is attached to that particular edge, then
Remark 3.5. In this article we deal with only undirected edge bundle graphs. But all the concepts in this article can be carried over to directed graphs as well in which case starting with a directed graph
is replaced by a copy of G and each directed arc from x to y of G k−1 is replaced by an edge bundle J (not necessarily symmetric) where I n is identified with the copy of G corresponding to vertex x and I ′ n identified with the copy of G corresponding to the vertex y , furthermore the edge bundle can be replaced by an arc bundle. For now however we have only the symmetric edge bundles, thus we deal with only undirected J. 
Proof. We will show that the clique number ω(G k ) is at least k + 1 for k ≥ 1. Clearly 
To each vertex in S t−1 concatenating the coordinate v i results in a set of t vertices in G t which form a complete graph by condition (2). All these vertices are adjacent to (v i , v i , · · · , v i , v j ). To see this first note that by condition (1)
Theorem 3.7. Let G be a simple graph with vertex set V (G) = {v 1 , v 2 , · · · , v n } and let J be a symmetric sub-graph of K nn . For any i = j with i, j ∈ {1, 2, · · · , n} , if J does not contain both the edge (i, i ′ ) and the pair (i,
Proof. From Remark 3.1, it is sufficient to prove the result for G = K n . Given any symmetric J it may contain r many edges of type (i,
. The condition J contains either (i, i ′ ) or(i, j ′ ) and (j ′ , i) but not both types excludes edges of type (i, j ′ ) with 1 ≤ i = j ≤ r. For anyi and j with r + 1 ≤ i = j ≤ n , we can include edges of type (i, j ′ ) in J. Thus, for a given value of r, the edge set of the maximal edge bundle J r is given by,
Using the graph description of J, the graph J r is simply a union of a collection of r isolated loops and a complete graph on n − r vertices. We will now exhibit a coloring scheme to color G k with 2n colors assuming that G k−1 can be colored with 2n colors. Clearly G 1 = K n can be colored in n colors, thus it can be colored in 2n colors with several empty color classes. Let A
2n be the color classes in G k−1 . Using these color classes we now partition the vertex set of as follows:
We may note that each of these sets, i.e., T p,q , are independent sets, but they are not maximal independent sets. The Table 1 shows a coloring scheme. The colors are just integers 1, 2, , 2n. The color scheme is presented as a rectangular array of n rows and 2n columns. The color assigned in the entry corresponding to the i th row and j th column corresponds to the color assigned to the vertices in the set T j,i where 1 ≤ i ≤ n, 1 ≤ j ≤ 2n. We use colors 1, 2, · · · , 2n in the first row, and then fill subsequent r − 1 rows by rotating the colors by two units at a time, i.e., the second row uses colors 3, 4, · · · , 2n, 1, 2 and so on. Thus the first r rows have permutations of all colors so that no two elements in the same row are same. We may note that the effect of shifting by two units at a time is that the first r colors in the odd numbered columns are odd and the first r colors in the even numbered columns are even. The rest of the colors in all odd numbered columns are even numbers from 2 to 2(n − r) and the colors in all even numbered columns are odd numbers from 1 to 2(n − r) − 1 .
To verify that the coloring scheme is a proper coloring (not necessarily optimal coloring) let us consider two vertices α = (
There is an edge between α and β if either (i) ( 
equality of first k − 1 coordinates is possibly only if both vertices α and β are in the same column, the case (i) is possible along columns, and since G = K n there are possible edges between two sets in the same column. Thus to ensure proper coloring each column must use distinct colors. This is true in the coloring scheme in Table 3 .1 since the first r colors in each column are consequence of permutations of 2n colors, and are either all even or all odd, while the rest of n − r colors in each column are distinct and opposite in parity (to the first r colors). This leaves us with case (ii), then (
In this case α and β must be in different columns. If 1 ≤ i k ≤ r, then an edge between α and β is possible only if v i k = u j k , i.e., only if α and β are in the same row in which they have different colors since the first r rows are permutations. If r + 1 ≤ i k ≤ n, there is no edge between α and β if both α and β are in the same row. Thus we can use same color within in row for rows r + 1, r + 2, · · · , n and distinct colors for distinct rows. This is true since we use a pair of colors 2i − 1, 2i for the row r + 1 for1 ≤ i ≤ n − r . This completes the proof.
Combining Theorem 3.4 and Theorem 3.5 we have shown the following result for complete graphs. 
and for any i = j with i, j ∈ {1, 2, · · · , n}. Using the graph description of J, we may restate this as: χ ∞ (K n , J) is finite if and only if the graph J on n vertices is a union of isolated loops and a complete graph.
4 Complete Analysis for K 2 and K 3 From Remark 3.1 to make a complete analysis for a graph G, it is convenient to consider the partial order of all possible symmetric edge bundles under sub-graph containment. For K 2 this partial order ℑ 2 contain eight elements, which are described below,
k is a tree on 2 k vertices. We can describe these trees as follows: G 1 = K 2 is an edge, having constructed G k−1 on 2 k−1 vertices, attaching an edge at each vertex of G k−1 , a total of 2 k−1 edges, results in G k . It is easy to see G k is tree and
In case of K 3 , the partial order ℑ 3 has too many elements if we use labeled edge bundles, and has twenty distinct elements if we use unlabeled edge bundles. Using graph description of edge bundles χ ∞ (K 3 , J) = ∞ if J has a loop attached to an edge. Then we are left with three maximal edge bundles for which χ ∞ (K 3 , J) is finite. The graphs J for these three edge bundles can be described as follows: (i) J is three isolated loops (ii) one isolated loop and an edge or (iii) a complete graph on three vertices. Theorem 3.1 is applicable in case (i) and Corollary 3.3 is applicable in case (iii) and in both cases we χ ∞ (K 3 , J) = 3 conclude . In case (ii) Theorem 3.5 suggests χ ∞ (K 3 , J) ≤ 6 . We will now prove χ ∞ (K 3 , J) = 4 in case (ii).
Proof. We will first prove three colors are not sufficient for G 2 and four colors will suffice, then we will prove theorem by recursively constructing independent sets in Thus we need at least four colors. For the rest of this proof we will use numbers 1, 2, and 3 to indicate the vertices v 1 , v 2 , and v 3 respectively. It is easy to verify the following four independent sets partition of V (G 2 ) proving χ ∞ (G 2 , J) = 4: (2, 3) , (3, 3) }.
We will use induction to prove χ(G k , J) = 4 for all k ≥ 2. We have shown the result for k = 2. Using numbers 1, 2, and 3 to indicate the vertices v 1 , v 2 and v 3 , V (G k−1 is the set product I k− 1 3 , where
is partitioned in to independent sets
We partition I k 3 into four independent sets in as follows:
To show A k is independent we first note that there are no edges in the set
− B k−1 } since the last coordinate is 2. There are no edges in the set
There are no edges across these two sets since the last coordinate in one set is 1 and the last coordinate in the other set is 2. Similar arguments show the rest of the sets are independent. This completes the proof.
Expansion Property
The expansion property is crucial in many applications in communication networks and this property is particularly important to build non-blocking networks, see [4] for an excellent discussion. However, it is important to note that in our definition of spectrum of a graph we simply mean the eigenvalues of the adjacency of a graph [6] , but in [4] the spectrum refers to the eigenvalues of the Laplacian of the graph. Definitions in this section are from Combinatorial Problems and Exercises by Laszlo Lovasz [5] .
The Conducatnce of a graph G, Φ(G), is the minimum of
over all non-empty subsets
, whetre δ G (S) is the total number of edges joining the set S to it's compliment V (G) − S. Graphs for which the conductance bounded from below by a positive constant are called expanders. We may refer to Φ(G) as the edge expansion coefficient. Similarly, we may define vertex expansion coefficient for regular graphs by taking δ G (S) as the total number vertices in V (G) − S joining to S. It can be shown (see exercise 31 in section 11 in [5] ) that for a regular graph with G with degree d that Φ(G) ≥
where λ 1 and λ 2 are the first and second largest eigenvalues of the adjacency matrix A(G) of G. If G = K n , and J is n loops with no edges, the self-similar graphs {G k } are all edge expander graphs with edge expansion coefficient greater than or equal to n 2 . This is the main point of the next theorem. The results stated in following remark will be used in the proof of the theorem.
Remark 5.1. If A = ((a ij )) n×n is a matrix with all diagonal elements equal to a and all non-diagonal elements equal to b, then det(A) = (a − b)
. Similarly if A = ((B ij )) nk×nk where B ij is a square matrix of order k, and B ii = D k×k , 1 ≤ n and B ij = E k×k for i = j for some matrices D and E, then det( [7] ).
Theorem 5.2. Let G = K n and let J be a matching with edge set
We will compute the spectrum of G k for k ≥ 1 and then calculate the difference. We Claim that the spectrum of G k is {−k, −k + n, −k + 2n, · · · , −k + kn} for k ≥ 1. We will prove this claim using mathematical induction.
n−1 (−λ + n − 1). This shows the spectrum of
n}. We will partition the vertices of G k into n subsets H i as follows: 
Conclusions and Problems
For any simple undirected graph G, we have constructed several infinite families of graphs (which we call self-similar graphs) all of which have chromatic numbers bounded by twice the number of vertices of G. For a complete graph on N vertices, using a special edge bundle J, we have constructed an infinite family of self-similar graphs all of which have the edge expansion coefficient Φ is bounded below by
. This investigation of infinite families of self-similar graphs based on a pair (G, J) leads to several interesting questions. Given a graph G, we found two special edge bundles for which χ ∞ (G, J) = χ(G). In Theorem 3.6 we have characterized the edge bundles J for which χ ∞ (K n , J) < ∞ . We believe a similar characterization exists for an arbitrary graph, hence we ask following questions. Problem 1: For any graph G, characterize the edge bundles J for which χ ∞ (G, J) < ∞. The next problem attempts to generalize Theorem 5.1. Problem 2: Let G be any graph on N vertices and let J be a matching with edge set E(J) = {(i, i ′ ) : 1 ≤ i ≤ N}. Let {G k } be the sequence of self-similar graphs based on the pair (G, J). Is it true that Φ(G k ) ≥ Φ(G) ?
