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 
Abstract— Robotic surgery is transforming the current surgical 
practice, not only by improving the conventional surgical methods 
but also by introducing innovative robot-enhanced approaches 
that broaden the capabilities of clinicians. Being mainly of man-
machine collaborative type, surgical robots are seen as media that 
transfer pre- and intra-operative information to the operator and 
reproduce his/her motion, with appropriate filtering, scaling, or 
limitation, to physically interact with the patient. The field, 
however, is far from maturity and, more critically, is still a subject 
of controversy in medical communities. Limited or absent haptic 
feedback is reputed to be among reasons that impede further 
spread of surgical robots. In this paper objectives and challenges 
of deploying haptic technologies in surgical robotics is discussed 
and a systematic review is performed on works that have studied 
the effects of providing haptic information to the users in major 
branches of robotic surgery. It has been tried to encompass both 
classical works and the state of the art approaches, aiming at 
delivering a comprehensive and balanced survey both for 
researchers starting their work in this field and for the experts. 
 
 
Index Terms— Haptics, Robot-assisted surgery, Surgical 
robotics, MIS minimally invasive surgery 
 
I. INTRODUCTION 
APTIC technology has shown the potential to restore 
tangibility to human-computer interaction. Despite 
substantial technological challenge, the spread of haptically-
active devices in numerous fields appear to be inevitable. In 
addition to its mainstream applications, haptic feedback has 
been employed to transform several specialized tasks by 
providing an auxiliary sensory channel in addition to the often 
overly burdened visual and auditory channels. The research 
efforts on specialized tasks have so far been dominated by 
surgical robotics and simulation [1], [2]. 
Almost thirty years have passed since the first attempts of 
using robots in the operating room [3]. Despite the ongoing 
controversy [4][5], especially on the overall cost-benefit ratio 
of current systems [6], [7], more operating rooms are equipped 
with robots every year under the premise that better outcomes 
could be achieved. Unlike industrial robots that were developed 
for tedious, repetitive, cumbersome or dangerous tasks, medical 
robots aim at linking information to interventional actions in a 
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more effective way compared to conventional surgery [8]–[10]. 
This distinction is rooted in the fact that medical actions are 
based on such a wide range of information such as patient-
specific data and general medical knowledge that can only be 
performed by human reasoning and judgement. To facilitate 
reasoning, computer-assisted surgical systems fuse and present 
information in a more purposeful and accessible manner to the 
physician [11]. Through robots, this information can directly 
influence the intervention, and potentially improve the quality 
of the outcomes [12]. 
Surgical robotic systems are often classified according to 
their level of autonomy into two categories. The first group, 
autonomous systems, execute specific tasks automatically with 
little intervention of the practitioner. Non-autonomous systems 
on the other hand, aim to reproduce the surgeon’s motion in 
either a master/slave tele-operated configuration or a hands-on 
configuration. Except for a few examples such as the Robodoc 
(Curexo Technology Corporation, CA, USA) [13] in total knee 
arthroplasty or the Cyber-Knife system (Accuray, CA, USA) 
[14] in radiosurgery, most of surgical robots belong to the 
second category. This is mainly due to substantial technical 
complications involved in executing automatic actions in 
medical interventions with the demanded reliability due to the 
criticality of the field. Current stage of autonomous execution 
of surgical subtasks [15] is encouraging, but far from 
approvable for clinical implementation and replacing clinicians. 
Robots of non-autonomous type are not designed to replace the 
surgeon. Rather, they are intended to augment capabilities of 
the medical staff and enable operations that would not 
otherwise be physically possible.  
Since these collaborative surgical robots aim at extending 
human capabilities, they clearly should not impede sensory 
perception of the operator. This, however, has proven to be a 
major challenge. Vision and haptic are the principal sensory 
inputs employed by humans in object manipulation tasks. While 
visual display technology has reached a fairly advanced stage 
[16], haptic feedback has remained rather underutilized because 
of practical challenges such as control loop stability. The lack 
of haptic feedback in a tele-operated system, forces the surgeon 
to depend merely on visual cues, such as the deformation of 
tissue under load, to estimate the forces. The likely outcome of 
misreading these cues is torn tissue or broken suture [17]. The 
necessity of communicating interaction forces to the user, has 
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led some researchers to try alternate displays such as audio or 
tactile devices to present haptic information indirectly without 
compromising stability [18].  
The objective in providing force information to the operator 
is often to enhance the tele-manipulation experience so that the 
operator feels as if he/she were actually present at the remote 
site. This is commonly referred to as transparency of haptic 
interfaces [19]. However, haptic technology aims to go even 
further than providing a realistic illusion of telepresence, by 
providing the possibility of interacting with operative 
information via virtually generated force constraints [20]. An 
active constraint (also known as virtual fixture) [21] is 
generated by software and attempts to encourage a user’s 
movement along desired paths or prevent he/she from moving 
into forbidden regions. These methods allow to exploit the 
precision of robotic systems while keeping the operator in 
charge. 
Haptic technology has had yet another impact on medical 
community, which is that of computer simulations for surgical 
training systems [22], [23]. Similar to flight simulator for pilots, 
these systems can train surgeons in a virtual operating room and 
at the same time provide quantitative feedback on the 
performed procedure. Using this feedback, the operator can 
refine the required skills until gaining a desired level of 
proficiency before starting the real practice. 
Since human tactile and kinesthetic senses present a unique 
information channel for motor capabilities, numerous 
researchers have attempted to utilize them in various types of 
surgical robotic procedures, and investigate their benefits and 
drawbacks both on real and simulated systems. Many of these 
works share the same concepts and methods while some have 
tried alternative approaches.  
The primary purpose of this paper is to give an introductory 
yet extensive overview of the general topic of haptics in surgical 
robotics. While technical matters are thoroughly discussed, 
attention has been paid to introduce psychophysical aspects 
such as those encountered in performance evaluation, and 
clinical aspects that are often overlooked in engineering studies. 
Furthermore, principles of operation, advantages and deficits of 
most recent works in the field are also reviewed to deliver a 
state-of-the-art outline. In comparison to previous reviews of 
haptics in robotics surgery, this paper reviews recent works not 
included in [24] and [25], provides a structured discussion of 
challenges and obstacles of haptic technologies in robotic 
surgery in comparison to [26] and delivers a more detailed and 
extensive analysis on the topic compared to brief reviews such 
as [27].  
The structure of this paper is as follows. In Section II, a brief 
terminology definition is provided. A plethora of works in the 
literature have explained these terms comprehensively. 
Therefore, here the concepts are briefly described and the 
readers are referred to related references for further 
information. In Section III, principal challenges that face the 
incorporation of haptic technology in surgical applications are 
discussed. Since stability is a major concern in haptic systems, 
it has been tried to deliver a concise overview of principal 
approaches, from the classical methods to more recent ones. 
Section IV reviews works that have studied the effects of haptic 
feedback in various surgical procedures. A brief discussion on 
haptic feedback in surgical simulation system is provided in 
section V. Alternative methods to display force information are 
described in section VI and the concept of active constraints is 
briefly introduced in section VII. Finally, conclusions are 
drawn in Section VIII. 
II. TERMINOLOGY 
A. Somatic senses 
Although touch is considered one of the five senses of 
humans, the perception of touch is induced through several 
modalities including pressure, vibration, stretch (of skin), and 
temperature. The term "somatic senses" is often used instead of 
"touch" to better reflect the variety of mechanisms involved in 
exploring mechanical properties of an object. These 
mechanisms are usually divided in two general classes, namely 
cutaneous (tactile) and kinesthetic [28]. Cutaneous information 
refers to spatial distribution of pressure in the region of touch, 
and is sensed by skin mechanoreceptors. Kinesthetic 
information refers to the limbs’ kinetic and force data, detected 
mainly by sensory receptors in the muscles and tendons. Both 
constituents are indispensable for efficient conduction of motor 
activities and physical interaction.  
B. Haptic interface types 
Haptic devices are commonly categorized based on the 
somatic modality that they stimulate. Kinesthetic devices aim 
at generating force/torque feedback and are usually actuated by 
electric motors. The force feedback can be large enough to stop 
user’s motion, for example, to simulate a rigid contact. While 
the focus of these interfaces is on displaying force, the presence 
of physical contact with the tool or handle inevitably induces 
some level of cutaneous sensation. In contrast, tactile displays 
convey contact information to the skin, with negligible effect 
on kinesthetic sensation. They accomplish the cutaneous 
stimulation in different ways such as electromagnetically 
actuated needles, shape memory materials, piezoelectric 
crystals, pneumatic systems, and heating systems [29]. Due to 
the large variations of cutaneous receptors in type, frequency 
response and spatial field, tactile displays are usually designed 
for specific applications such as display of events, contact 
texture and shape [1]. Compared to kinesthetic interfaces, the 
design and manufacturing of realistic tactile displays has 
proven to be more challenging, which has resulted in a far more 
widespread use of the kinesthetic interfaces [29]. For a review 
of common types of haptic interfaces and technologies, we refer 
the reader to [29]–[35]. 
C. Admittance vs Impedance 
In the system equivalence notion, electrical, mechanical and 
thermal actions are divided into flow and effort variables. For 
instance, in a mechanical system, flow variable can be position, 
velocity or acceleration and force is considered the effort 
variable. The impedance/admittance analogies are the two main 
mechanical-electrical analogies used for representing 
mechanical systems in the electrical domain. An impedance is 
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defined as the ratio of an effort variable over a flow variable 
and conversely, an admittance is the ratio of a variable of flow 
over an effort variable. Using these analogies, an impedance 
haptic device measures motion and displays force, while an 
admittance haptic device measures force and displays motion. 
Impedance displays typically exhibit low intrinsic friction and 
inertia and are highly back-drivable to minimize dynamic 
distortion of the user’s perception. The well-known Phantom 
haptic displays [36], the Novint Falcon [37], and the Force 
Dimension’s family of haptic devices [38] fall into this class, 
along with many others. Admittance haptic devices, are 
generally high-inertia, non-back-drivable mechanisms, 
equipped with force sensors and driven by a position or velocity 
control loop. They are often used in applications that require 
high forces and larger workspaces. The haptic Master [39] is an 
example of this group of kinesthetic interfaces. Commercially 
available haptic devices are mostly of the impedance type 
because of their simpler design and lower production cost. 
D. Surgical robots: Teleoperated vs Hands-on  
Surgical telemanipulators allow the user to perform surgical 
tasks by a slave robot in a remote environment through 
commanding a master robot. If the interaction forces of the 
slave robot are reflected at the master side, the teleoperator is 
said to be bilaterally controlled. The Raven II is an example of 
surgical teleoperation systems that encompassing a seven DoF 
manipulator designed for research in minimally invasive 
surgery [40]. In hands-on surgical robotic systems, on the other 
hand, the surgeon and the robot cooperatively move the surgical 
instrument. This can be considered as a special case of 
teleoperation, in which the master is located directly on the 
slave manipulator. The Acrobot (now commercialized as RIO 
System by MAKO surgical corp., US) is an example of hands-
on robots that is used for total knee replacement [41]. Many 
reviews on medical and surgical robotics can be found in the 
literature. The reader is referred to [42], [43] for reviews on 
medical robotics, [44] for a tutorial on surgical robotics and 
[45]–[48] for more recent reviews on surgical robotics.  
III. CHALLENGES 
Bi-directionality is the most salient feature of haptic 
perception. None of the other human sensing modalities involve 
such a significant interchange of energy between the sensory 
organ and the environment. Visible light and sound waves are 
perceived by the corresponding sensory organs in a passive 
fashion. Unlike these unidirectional perceptions, haptic 
perception always involves the exchange of mechanical energy. 
The bi-directionality property is the root of many challenges 
that not only make the design, production, and implementation 
of haptic interfaces demanding, but also cause their 
performance evaluation non-trivial. Further limitations are 
imposed on haptic systems used in surgical application from 
strict requirements of surgical tasks, particularly in Minimally 
Invasive Surgery (MIS), where specific problems are 
encountered in force/torque measurements. This paper does not 
aim to delve into any of these technical challenges, as they have 
been addressed in numerous publications focusing on specific 
issues. Nonetheless, the authors believe that having a general 
understanding of technical issues related to implementation and 
evaluation of haptic technology is crucial for investigating 
various applications and their roles in surgical robotics and 
above all, to recognize the obstacles that have precluded this 
technology from reaching its potential in operating rooms. 
A. Stability 
From a control theory perspective, dynamic force 
interactions can severely affect stability of a closed loop. In the 
early days of robot force control it was observed that a force-
feedback-controlled robot capable of executing unconstraint 
motion stably, is likely to show a chattering instability when in 
contact with rigid surfaces [49]. A bilateral tele-operation 
system faces further stability challenges because it involves 
three distinct systems - the human operator, the robot and the 
environment - that dynamically interact. The overall feedback 
loop, therefore, includes the human decision and neuro-
muscular delays, and more importantly, the biomechanical 
impedance of the user’s interaction with the device that can vary 
to a great degree. In fact, user’s grasp may stabilize an 
otherwise unstable system by dissipating mechanical energy, or 
conversely, it may destabilize an otherwise stable system by 
redirecting the energy into the system. Moreover, the presence 
of communication delays can cause – or aggravate instability. 
From early 60s the concept of supervisory control was the main 
approach to cope with the delay [50], [51]. Starting from the 
mid-1980s, advanced control theory methods such as Lyapunov 
based analysis gained more attention, and through the 
implementation of network-based techniques in late 1980s, 
passivity gained popularity for stabilizing bilateral tele-
operation with time delay [52], [53]. Due to the various non-
linearities and the dynamic properties of a human operator, it is 
difficult to analyze haptic systems in terms of models with 
known parameters and linear control theory. Instead, passivity 
which is concerned primarily with the flow of energy between 
interconnected systems, can be used as a design constraint in 
controlling these dynamical systems. A system is passive if and 
only if it cannot produce energy [54]. It is important to note that 
passivity is by no means an established requirement of 
dynamical systems. Nevertheless, ensuring passivity in 
potentially destabilizing interactions suffices to achieve a stable 
overall system behavior. It can be generally assumed that the 
environment is passive. It has been shown that, in the frequency 
range of interest for haptics, the behavior of the human operator 
can be assumed as a passive environment of arbitrary 
complexity [55]. Therefore, establishing the passivity of the 
interfaces between the human and the environment, leads to a 
closed-loop system compound of passive elements.  
In the case of virtual systems, the robot and the environment 
are replaced by computer simulations. Nevertheless, the 
dynamic force interaction between the user and the haptic 
interface imposes similar challenges in maintaining stability. 
Virtual systems approximate the laws that govern physical 
systems. The non-idealities introduced by the approximations 
can severely alter the fidelity of virtual interactions to physical 
world. Take the collision of two wooden rod as an example. It 
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is hard to imagine the rods displaying persistent oscillation after 
the collision in physical world. In computer haptic interactions 
however, this is a notorious stability issue, referred to as a limit 
cycle. Early works on haptics [56] showed that simulating stiff 
virtual objects, that is a basic yet essential constituent of haptic 
interaction, is particularly demanding when impedance type 
devices are used. Factors that can contribute to the injection of 
energy into the system, or "energy leaks'' as was called by 
Gillespie and Cutkosky [57], such as sampling rate, 
quantization of measurements, computational delays and 
amplification, impose strict limitations on stability of haptic 
control systems [58], [59]. Benefiting from the shared 
properties of these problems with those of bilateral tele-
operation, similar energy-based approaches have been 
employed to stabilize virtual haptic interactions. In mid 90s, 
Colgate et al. [60] derived a valuable design guideline as an 
upper bound for the stiffness of a “virtual wall” composed of a 





+ |𝐵| (1) 
where 𝐾 > 0 and 𝐵 are virtual stiffness and virtual damping 
coefficients, respectively, T represents the sampling period of 
the simulation and b is the damping of the haptic device. They 
concluded that to implement stiff and dissipative walls, one has 
to maximize b and minimize T. High sampling rate is a 
conventional objective, but maximizing damping is clearly 
against the objective of transparency. At any rate, if the haptic 
device’s intrinsic damping is not adequate to dissipate the 
energy injected by the non-idealities, the system may become 
unstable. More than a decade later, Abbot and Okamura [59] 
extended the condition to explicitly consider sensor 
quantization:  
 







where ∆ is the resolution of the optical encoder and 𝑓𝑐 is the 
internal Coulomb friction force of the device. Similar to Eq. 1, 
this condition suggests that to achieve passivity some physical 
energy dissipation is essential and that the performance of the 
measurement directly affects maximum achievable stiffness. 
In order to decouple the virtual scene generation from the 
haptic device control problem, a two-port interface between the 
haptic displays and the virtual environment was introduced by 
Colgate et al. [61] and Zilles and Salisbury [62]. This “virtual 
coupling” is a virtual combination of springs and dampers 
placed between the virtual environment and the haptic device 
to ensure stability by limiting the impedance presented by the 
virtual environment. In other words, the virtual coupling 
provides some further dissipation to prevent active behavior. 
Adams and Hannaford [63] extended the virtual coupling 
analysis to a more general framework so that admittance 
devices could be included. These works derive optimal 
parameters of the virtual coupling elements that guarantee 
passivity under all operating conditions. However, the optimal 
parameters can be too conservative at some interactions and 
therefore affect user’s experience. Rather than using passivity 
only as a design criteria, Hannaford and Ryu [64], postulated a 
“passivity observer/passivity controller” to be used in place of 
fixed-parameter virtual couplings. This controller (and those 
developed later [65], [66]) explicitly keeps track of the 
generated energy, and actively dissipates the excess energy to 
achieve passivity. Thus, it only degrades performance when 
stability is at risk, and only in the amount needed. A similar 
approach was taken by Stramigioli et al. [67] to track and 
dissipate energy excess, however by using a port-Hamiltonian 
definition.  
While works on stability have provided tools that can be used 
to achieve a stable interaction through haptic interfaces, most 
of these approaches do so by deteriorating transparency 
significantly. A controller that is tuned to remain passive with 
soft tissue interaction may become unstable when in contact 
with bone. Conversely, a controller that guarantees stability in 
rigid contacts may exhibit a poor transparency (low sensitivity) 
in soft tissue interaction. One way to mitigate this trade-off is 
to exploit the knowledge of the dynamics of the operator inputs 
and the remote environment (i.e. region of interest on patient’s 
body). Controllers such as those proposed by Haddadi et al. 
[68] and Willaert et al. [69], use the available information and 
make assumptions on characteristics of the surgeon and patient 
to achieve bounded passivity and improve performance without 
compromising stability. For further readings regarding stability 
refer to [70]–[72]. 
Research is still ongoing to enhance the stability and 
performance of haptic systems. Nevertheless, as far as such 
performance tradeoffs or counterintuitive behaviors are part of 
haptically enabled surgical systems, it is helpful for users to 
become familiar with the ideas used in the design of these 
systems, mainly to acquire a realistic insight on the 
performance that can be expected. In addition, since the 
passivity constraints can still be violated in certain situations -
by the surgeon, the environment, or the communications 
network - it is crucial for the software to be able to detect such 
cases and respond appropriately. Prospective research is 
expected to yield more robust yet less conservative control 
methods. On the other hand, improved hardware with higher 
performances (e.g. in terms of sampling frequencies) will 
further boost the boundaries of stable interactions through 
haptic systems. 
B. Force and tactile sensing  
Another major challenge for implementation of haptics in 
surgery is the acquisition of haptic information. Satisfying 
operating room requirements that put strict limits on size and 
robustness, and complications arisen by sterilization remain 
major hurdles in incorporation of sensors in surgical 
instruments. Furthermore, the sensors must conform to surgical 
device regulations such as those imposed by the European 
Medicines Agency (EMA) or the American Food and Drug 
Administration (FDA) and, needless to say, ought to have a 
reasonable cost. 
The type of complications faced in sensor design, varies 
depending on various parameters such as the desired number of 
measured DOFs and the placement of the sensing element [73]. 
While a full 6 DOF force and torque sensing is the most 
desirable, fewer DOFs may suffice in many applications. In 
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MIS procedures, the instrument is inserted in patient’s body 
through a small incision in which a trocar is placed. It is 
convenient to place the sensor at the external section of the 
instrument, but measurements of such a setup will comprise 
forces from the abdominal wall, shaft contact with nearby 
tissues, friction, backlash, and instrument’s weight and inertia. 
For a better measurement accuracy, the sensor should be placed 
close to the interaction region, i.e. the instrument tip. However, 
the placement of the sensor at the tip enforces design limitations 
such as robust insulation and size constraint since the sensing 
device is used inside the body and must pass through the 
insertion port.  
Another critical issue in the design of sensing instruments, 
especially those that will be inserted inside the human body, is 
sterilization. The most common method of sterilization is 
applying saturated steam on the instruments for a duration of 
about 15 minutes [74]. Therefore, the sensors must be robust to 
heat, pressure and humidity. Another solution is to employ 
chemical agents for sterilization which increases the duration of 
sterilization. Equipment which cannot be sterilized by any of 
the sterilization methods cannot be reused and need to be 
economically disposed of.  
1) Force measurement systems 
Force sensors are typically single-point sensing mechanisms 
that can be employed in establishing kinesthetic feedback. 
Several measurement techniques have been used in surgical 
force sensing systems, including capacitive, piezoresistive, 
piezoelectric, and optical-based sensors. The latter sensors do 
not use electricity in the sensing element and have a more 
convenient sterilizability that are both valuable advantages in 
risk management procedures required for medical devices of 
surgical grade. In addition, optical-based sensors are among the 
very few suitable choices for Magnetic Resonance Imaging 
(MRI) guided robots, due to their lack of electrical current. 
However, limited flexibility of some optical fibers and 
sensitivity to changes in light intensity caused by tilting of the 
optical cables or misalignment limits their use. Trejos et al. [74] 
summarized the MIS force sensing methods available in the 
literature until July 2009. Recent works on miniature force 
sensor for Robot-assisted Minimally Invasive Surgery (RMIS) 
applications have proposed innovative designs to achieve 
structural simplicity and potential cost effectiveness. Watanabe 
et al. [75] proposed a single-degree force visualization-system 
that achieves good resolution and sensitivity, while being low 
cost and serializable. Hong and Jo [76] fabricated a compliant 
forceps using two ﬂexure hinges with the capability to measure 
single-axis pulling and grasping forces at the tip of MIS 
instrument. It is however generally desirable to have 
measurements with more degrees of freedom. Uikyum et al. 
[77] developed a force sensor integrated surgical forceps that 
measures three-axis pulling forces and a single-axis grasping 
force thanks to four capacitive transducers. The sensing system 
was experimentally validated on the Raven-II platform by using 
a reference force sensor. In [78] the design of a 6-DOF fiber-
optic force-torque sensor for minimally invasive robotic 
surgery is described. The sensor has a diameter of 6.4 mm and 
ensures biocompatibility and sterilizability.  
2) Tactile measurement systems 
Tactile sensors measure one or more of properties such as 
pressure, vibration, stiffness, texture, shape, shear and normal 
forces through physical contact. Many tactile sensing systems 
are based on the same techniques used in force sensing, 
differentiated by disparate customization and implementation. 
The interested reader is directed to a thorough review providing 
a general overview of tactile technologies [79]. To measure 
distributed tactile information, rather than measuring a single 
force, an array of sensing elements is required. Under the 
restrictions of surgical applications discussed earlier, a 
multiple-sensing point design can contribute to complications 
such as problematic integration into surgical instruments and 
high production cost. In 2012, Tiwana et al. [80] reviewed the 
state-of-the-art in tactile sensing for biomedical applications 
including RMIS. The authors of [80] discuss the reasons that 
have led to “delayed acceptance” of tactile technology, among 
which cost is mentioned as one of the primary factors. The 
research is still on-going to provide cost-effective solutions for 
tactile sensors that satisfy surgical requirements. Examples 
include: [81] where an optical-based tactile sensor design is 
proposed that does not require the use of an array of sensors, 
and [82] where a piezoresistive tactile sensor measures 
indentation time in addition to force and displacement and is 
claimed to be cost-effectively batch-producible in miniaturized 
scale.  
In general, it can be said that at the present state of the 
literature, challenges of haptic measurement in surgical 
applications are well discussed and understood, and 
transduction techniques are well established. Recent 
approaches and customizations draw a promising future for 
small-sized force and tactile sensors in terms of ease of 
integration, cost, sterilizability and biocompatibility.  
C. Performance metrics 
To quantify possible benefits of haptic systems in surgical 
operations, a clear definition of measurable objectives is 
required. Particular traits of somatic senses make the evaluation 
of haptic systems often implicit and non-trivial. Vagueness of 
some performance objectives of surgical tasks only exacerbates 
the situation. The evaluation of haptic systems is traditionally 
tied to the concept of tele-presence. As described for 
teleoperation systems, tele-presence is the sensation of being at 
the slave site rather than at the master’s station. As applied to a 
virtual environment, tele-presence refers to experiencing the 
simulated environment rather than the actual physical world 
[83]. In spite of being an easy notion to understand, numerosity 
of factors influencing the sense of presence makes the concept 
ambiguous for quantitative evaluation. The notion of 
transparency, as in how transparent the intermediate interfaces 
are to the user, is instead a more suitable criterion. Naturally, 
control artifacts such as vibrations or hardware interface related 
distractions like hot grips (due to embedded active actuators) 
can deteriorate transparency. Assuming a stable control and 
minimized hardware distractions, transparency of haptic 
interfaces can be described as how close the user’s perceived 
impedance comes to the remote/virtual environment 
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impedance. Ideally, contact with a hard surface such as a bone 
in the remote environment must feel the same in the master site, 
and when the slave is in no contact with the remote 
environment, the master device must reflect no forces. 
While transparency is an important index and a good 
guideline in design and control of haptic systems, it cannot be 
used as the only metric in some surgical robotic applications. 
Take for example a virtual constraint that superimposes forces 
on top of interaction forces in a teleoperation robotic system to 
encourage the operator to follow a path. In presence of these 
guiding forces (that would have not been felt, had the user been 
interacting with the remote environment directly), the system is 
obviously not trying to achieve transparency, but to improve 
some form of performance of the task for which the system is 
used. It is therefore required to define metrics that objectively 
measure the effectiveness of haptic systems for each specific 
task. As it will be seen in the next section, for some tasks, this 
can be done easily. Comparing the number of occurrence of 
suture breakage or tissue tearing in a set of robot-assisted 
operations with and without haptic feedback is an example. For 
some other tasks, especially those in which accuracy is 
important, the definition of clear objectives can be more 
challenging. Accuracy of outcomes is not an easy measure to 
demonstrate, particularly for soft tissue surgery. Even in cases 
such as rigid bone machining in orthopedic surgery, the 
required accuracy is difficult to quantify and there is often 
disagreement on what forms a misalignment that will cause 
failure or will result in patient pain [84]. Other objective factors 
such pre- and intra-operative time and costs of operation are to 
be taken into account as well. Decreasing the time of operation 
particularly in cases where implementing robotic systems have 
been reported to elongate the operative time [85], is an 
important objective. 
Another important consideration in objective evaluation of 
haptic systems for surgical robotic applications is the level of 
expertise of the subjects who participate in experiments. Studies 
such as [86] have demonstrated that expert surgeons could 
obtain significantly higher scores in experiments, than those of 
the non-experts. It is common to perform experimentation using 
participants with little/no surgical experience. Although this is 
an acceptable preliminary evaluation, methods must ultimately 
be evaluated in experiments with surgeons, expecting that there 
may be considerable differences in the outcomes; a device that 
is proven to have outstanding results in tests with non-experts 
may show little improvements when used by surgeons, due to, 
for instance, their superior hand-eye coordination and motor 
skills.  
On the other hand, there is the distinct necessity of 
performing subjective evaluation of the outcomes. In objective 
evaluation, the performance of successfully completed defined 
tasks through a haptically enabled system is graded. Subjective 
evaluation focuses on the operator’s feelings and perception 
and is often performed by questionnaires asking the operator 
about her/his personal opinion and feelings [87]. Subjective 
study can point out issues that may not be uncovered in 
objective evaluation. For instance, a haptically-enabled 
assistance system may exhibit statistically significant accuracy 
enhancement in objective evaluation of a surgical task. 
However, surgeons may exhibit reluctance to implement the 
system if, for example, it increases greatly the amount of pre-
operative work.  
IV. HAPTICS IN SURGICAL TASKS 
In the context of surgical robotics, many works have studied 
the impacts of haptic feedback in terms of safety, accuracy, time 
and costs in various robot-assisted tasks. In this section, some 
of these studies are reviewed and their results are discussed. 
Safety enhancement is suggested in many of these works. 
Especially those that involve force-critical tasks such as 
suturing or soft tissue manipulation. Regarding accuracy, haptic 
feedback is shown to be important in performing surgical tasks 
with complex kinematics and it can ameliorate precision and 
enhance motor-skill learning [88], [89] when using instruments 
with limited maneuverability, as is the case in MIS. As for 
improvements in speed and time saving, lack of haptic feedback 
can force the surgeon to slow down their maneuvers to 
investigate visual cues for example, and thus prolonging the 
operation time. As indirect outcomes, the mentioned 
enhancements can lead to improvements in aesthetic aspects, 
patient pain and recovery time.  
Table I lists the surgical robotic systems that possess haptic 
capabilities. There is still no RMIS system available in the 
market that provides haptic feedback (as of November 2015). 
The only commercially available surgical robotic systems are 
RIO system [90] and ROSA [91], that provide force feedback 
in the form of active constraints in hands-on mode to limit 
user’s motion. 
A. General Minimally invasive surgery  
Minimally invasive surgery, also known as laparoscopic or 
keyhole surgery, is an operation of performing surgery through 
small incisions with specially designed slender instruments and 
endoscopic cameras. Compared to open surgery, MIS aims to 
minimize invasiveness which results in distinct advantages such 
as reduction of tissue trauma, intraoperative blood loss, post-
operative infection risk, patient pain, aesthetic aspects and 
recovery time. Nevertheless, there are some drawbacks, namely 
counter-intuitive motion of the instrument (that pivots around 
the incision point), deteriorated vision, and depriving the 
surgeon of direct haptic sensation [92]. In some cases such as 
colorectal surgery, MIS has been associated with an even higher 
intraoperative complication rate than open surgery [93]. These 
drawbacks motivated the introduction of RMIS with promising 
advantages such as helping the surgeon regain dexterity, 
optimal hand–eye alignment, motion scaling and tremor 
filtering. While there is no consensus on benefits of RMIS for 
all surgical procedures, many studies report positive results. To 
conform with the previous example of colorectal surgery, we 
refer to a meta-analysis work [94] including16 studies 
comparing RMIS and MIS in patients with colorectal diseases 
which concludes that robotic colorectal surgery is a “promising 
tool”.  
The da Vinci surgical system (Intuitive Surgical, US) is the 
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only general RMIS system available in the market (as of 
November 2015). It provides four arms for tool and camera 
handling. A newer version adapted for single-site MIS was 
introduced in 2011 [95]. The latest version Xi offers a larger 
workspace and enhanced vision quality. However, no haptic 
feedback is still provided to the user. A detailed technical 
analyses of the da Vinci robotic surgical system can be found at 
[96].  
The majority of studies in the literature report that the 
absence of haptic feedback in MIS can be a cause of error and 
therefore a possible safety concern. In a study by Joice et al. 
[97] a modified observation-based Human Reliability Analysis 
(HRA) approach, was adopted to categorize errors encountered 
during the practice of minimally invasive cholecystectomy. The 
majority of the errors recorded were errors associated with the 
motor control of instruments where an inappropriate level of 
force was applied by the surgeon because of the diminished 
haptic feedback. The most serious consequence of the observed 
errors was the perforation of the gallbladder that occurred in 15 
out of the 20 observed procedures. The role of force was again 
highlighted in a study of errors by 60 surgical trainees during 
simulated laparoscopic cholecystectomy on animal tissue [98]. 
Analysis revealed a total of 331 consequential errors from 
which 55% were due to application of excessive force. It must 
be noted that the role of haptic feedback in RMIS can be even 
more significant if the visual feedback is deteriorated during the 
RMIS operation, for example when the camera’s view is 
clouded by fluids or by the smoke generated from the 
electrosurgical hook operations. 
Notwithstanding the scarce quantity of conducted studies 
regarding the influence of haptic feedback in RMIS compared 
with that of traditional MIS (that is perhaps because of the lack 
of a commercially available RMIS systems with haptic 
feedback), the degree of evidence and conclusions are alike. 
Table II provides a list of clinical studies that have mentioned 
the lack of haptic feedback as an impediment to higher 
performances in various RMIS procedures. As it was reported 
by Bethea et al. [99], while working with minimally invasive 
robotic systems with no haptic feedback, even experienced 
surgeons often tear apart sutures and damage delicate tissues. 
In [100], Tavakoli et al. demonstrated that force interaction 
information can assist the user in exerting lower amount of 
forces on tissue during telemanipulated suturing maneuvers. In 
another quantitative study by Wagner et al. [101], subjects used 
a telerobotic system to perform a blunt dissection task and 
expose an artery in a synthetic model while viewing the 
operative site with a video laparoscope. Results show that 
presence of force feedback reduced the number of errors 
leading to tissue damage by a factor of three.  
Demi, et al. [102] and Ortmaier et al. [103] used a 
prototypical force reflecting RMIS system to evaluate the 
importance of kinesthetic feedback in RMIS. They asked 25 
surgeons to perform one manual MIS intervention and five 
robot-assisted intervention varying the scaling of the force 
feedback. The results included the comparison of outcomes in 
MIS, RMIS, and RMIS with force feedback. The study revealed 
that unintentional injuries were reduced in RMIS when 
appropriate force feedback is available. They reported however, 
that the operating time increased significantly in RMIS 
compared to a manual intervention. They hypothesized that the 
increase in time may be due to the delays in the position control 
loop of the robot that obliges the users to work slower to 
guarantee an accurate positioning of the instrument. 
Some works in the literature have used the term “haptic 
feedback” for systems that provide only kinesthetic (force) 
feedback. As explained in section II, haptic feedback refers to 
the combination of both tactile and kinesthetic constituents that 
possess distinct properties. It is likely that this term misuse is 
due to the fact that most of research on haptics in surgical 
robotics has been focused on kinesthetic feedback. There is 
however no doubt on the importance of tactile perception in 
motor capabilities and mechanical property inspection. In fact, 
TABLE I 
LIST OF SURGICAL ROBOTIC SYSTEMS WITH HAPTIC FEEDBACK CAPABILITIES 
Name Producer Availability Procedures 
RIO System [90] MAKO Surgical Corp., US Commercially available Orthopaedic Surgery (Hands-on) 
ALF-X [178] TransEnterix, US 
Upcoming for commercial 
exploitation 
RMIS 
SPORT (Formerly Amadeus) 
[179] 
Titan Medical Inc., Canada 




European FP7 consortium, led by 
Politecnico di Milano, Italy 
Research prototype Neurosurgery 
Steady-hand Eye robot [131] Johns Hopkins University, US Research prototype retinal microsurgery 
M7 [181] Stanford Research Institute, US Research prototype 
RMIS for battlefield and space 
applications 
MiroSurge [182] German Aerospace Center, Germany Research prototype RMIS 
SOFIE [183] 
Technical University of Eindhoven, 
the Netherlands 
Research prototype RMIS 
RAVEN II [41] Applied Dexterity, US Research prototype RMIS 
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surgeons make ample use of their cutaneous senses in tissue 
palpation to differentiate tissue qualities. This can hardly be 
achieved with kinesthetic feedback alone, motivating some 
researchers to expend effort on enabling tactile feedback in 
surgical applications [104]. 
 Excessive grasping forces and tissue slippage due to limited 
haptic feedback of traditional laparoscopic systems has been a 
concern of researchers [105] [106]. These are more likely to 
happen in systems such as the da Vinci, where the angular and 
force input of the user at the grip control of the robot's graspers 
is not proportional to the grasper instrument's output [107]. In 
some works, tactile feedback has been employed to prevent the 
user from applying excessive forces in tissue grasping with 
robotic laparoscopic instruments [108]. King et al. [109] 
fabricated and mounted a tactile feedback system on the da 
Vinci surgical robot allowing operators to grasp objects using 
the manipulators and to feel five discrete pressure levels on their 
digits that corresponded to the force applied at the grasper. 
Experiments comprised three blocks of peg transfer tasks 
performed by 20 subjects (4 surgeons), demonstrated a 
significant reduction of grip force during robotic manipulation 
with presence of tactile feedback in comparison with no-tactile-
feedback interactions. In-vivo experimentation by 19 surgeons 
on porcine models for potential clinical implementation of 
tactile-feedback-equipped da Vinci robot was reported in [110]. 
The experiments demonstrated that tactile feedback 
significantly decreased grasping forces for both expert and 
novice surgeons. As a result, the overall incidence of tissue 
damage was significantly decreased in all subjects. The 
development and experimentation of a system is reported in 
[111] that provides high-frequency vibration cues during 
RMIS. The system measures the vibrations experienced by the 
instruments during surgery through accelerometers, and it uses 
voice coil actuators to recreate the measured vibrations for the 
surgeon at the master handles. Experimentation was conducted 
on 11 surgeons using an augmented da Vinci S to perform three 
in vitro manipulation tasks. Despite positive subjective 
evaluation from the surgeons, the results do not demonstrate 
significant difference in task performance with respect to RMS 
force, RMS acceleration, or completion time. Furthermore, the 
in vitro tasks included rigid object interactions that generate 
vibration cues which are often not encountered in soft tissue 
interaction. Nonetheless, based on an in-vivo evaluation of the 
system on a porcine model [112] and a recent experimentation 
with higher test population [113], it is concluded that 
instrument vibrations can increase the immersion and 
situational awareness of the surgeons in procedures and both 
surgeons and non-surgeons find this technology useful.  
B. Instrument Positioning 
In the field of hands-on robots where the user manually 
guides the surgical instrument fixed to the robotic assistant, 
interaction force perception depends on the robot’s dynamics. 
The more “stiff” the robot is the more it deteriorates contact 
force perception, which can induce excessive tension. 
Impedance type controlled robots are better suited to provide 
low stiffness and damping [114]. Nevertheless, delicate forces 
such as those encountered in brain cortex stimulation are still 
likely to be masked by the residual inertia and friction of the 
manipulator.  
Force scaling strategies were developed to address this 
problem [115]. Brain cortex stimulation encompasses the 
execution of a simple and repetitive gesture, i.e. target reaching, 
which is performed to ensure correct mapping of functional 
topography prior to, and during resection of a brain tumor or of 
an epileptogenic zone. With force scaling, the interaction forces 
generated by the contact with the soft tissue are increased to 
provide enhanced haptic perception to the user during surgical 
tool placement and therefore prevent over-tensioning the tissue. 
In a feasibility analysis, Beretta et al. [116] evaluated a torque-
based impedance controller with force scaling for cooperatively 
assisted surgical brain cortex stimulation. 13 novice users and 
8 neurosurgeons participated in the experiments involving a 
light weight robot LWR4+ (Kuka, Germany) and brain-
mimicking phantoms. Results showed an 80% reduction in 
tissue indentation overshooting for the novice users and 30% 
reduction in maximum indentation force by the surgeons, thus 
improving the safety level during tissue indentation. The 
TABLE II 
LIST OF CLINICAL STUDIES MENTIONING THE LACK OF HAPTIC FEEDBACK AS A DRAWBACK IN RMIS 
Reference Study  Discussion on Haptics 
[184] 
Potential of performing coronary artery bypass 
grafting with robot-assisted technology 
The absence of proper tactile or sensory feedback and inadequate visualization, 
prolongs the time required to complete the task. 
[185] 
Comparison of robotically performed and 
traditional laparoscopic colorectal surgery 
Increase in operation time due to difficulties such as no haptic feedback (among 
other difficulties). 
[186] 
Randomized trial of robot-assisted versus 
laparoscopic Nissen fundoplication 
Current robotic systems are not of significant benefit to routine surgical practice, 
unless developments such as new instruments, smaller robotic arms and force 
feedback are performed. 
[187] 
Review of clinical studies on robot-assisted 
abdominal surgery 
One major drawback of robotic surgery is that the equipment does not supply the 
surgeon with tactile sensation. Whether this technology will enjoy widespread 
clinical application depends not only on its perceived cost–benefit profile but also 
on future developments. 
[188] 
Evaluation of robot-assisted Nissen 
Fundoplication  
Addition of force feedback (among other improvements) may decrease the 
operative time and make the procedure more attractive for anti-reflux surgery. 
[189] 
Review of clinical applications of robotic 
technology in vascular and endovascular surgery 
Lack of force-feedback enhances the risk of vascular damage and perforation, 
because a certain amount of stiffness of the active steerable catheter is required for 
navigation and orientation. 
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significant difference in the levels of improvement between 
novice users and surgeons highlights the importance of 
performing evaluation by expert users, as it was discussed in 
the subsection III-C.   
C. Needle Insertion 
One of the most common procedures in modern clinical 
practice is insertion of needles and catheters, where long, 
slender surgical tools and needles are inserted into soft, 
inhomogeneous tissue to reach a target inside the body. Such 
procedures range in complexity from superficial needle sticks 
to the biopsy of deep-seated tumors. In the absence of real-time 
imaging, the clinician cannot observe the path of the needle 
inside the tissue and thus must rely solely on kinesthetic 
feedback from the tool, correlated with their own mental 
visualization of anatomic structures to estimate the needle’s 
current position with respect to preoperative medical images. 
Perceiving the needle interaction forces could allow the surgeon 
to better estimate the position of the needle inside the tissue, 
enhance the accuracy in soft tissue identification (e.g., 
differentiating a vessel in brain parenchyma during 
probe/electrode placement for deep brain stimulation) and 
therefore contribute to significant safety improvements [117]. 
Gerovichev et al. [118] evaluated the effect of visual and haptic 
feedback in needle insertion tasks. Using a virtual needle 
insertion simulator, they studied the detection of transition 
between different layers (skin, fat and muscle) with two groups 
of volunteers. First group with 10 volunteers had medium 
exposure to haptic interfaces and low exposure to real needle 
insertion and the second group 4 volunteers with extensive 
experience in real needle insertion and no experience in haptics. 
The results show that the addition of force feedback reduces 
error in detection of transitions between tissue layers by 55% 
and as it can be expected, the addition of real-time visual 
feedback improved user performance by 87%. The authors of 
[118] discussed the results of their experiments as a study of 
force feedback in telerobotic needle insertion. However, the 
conclusion can be extended to cooperative robotic needle 
insertion where the haptic feedback can be severely distorted by 
the dynamics of the robot arm.  
A particular challenge in using force information in needle 
insertion is that the interaction with tissue is mediated by the 
needle and the force feedback on the grip includes both tip 
contact force and frictional forces between the tissue and the 
needle shaft [119]. In many cases, attempts were made to 
enhance the perception by identifying the mechanical model of 
the tissue and estimating the tip force through subtraction of the 
modeled force from the total measured force [120], [121]. Other 
researchers chose to follow a model free approach. Kataoka et 
al. [122] proposed an instrumented coaxial needle that 
separately measured pressing/cutting force at the needle tip and 
shear friction on the needle shaft, using two different force 
sensors. Based on the coaxial needle scheme, De Lorenzo et al. 
[123] presented a cooperative robotic assistant with the purpose 
of improving operator’s perception of small variations in tissue 
properties during needle insertion. Benefiting from separate 
measurements of the shaft and tip forces, the control algorithm 
can display the latter to the operator. The system was tested 
through experiments on brain-mimicking samples by 11 users 
who were asked to blindly insert the robot-assisted biopsy 
needle into the sample and press a button as soon as they 
perceived hitting a membrane. The results showed that the 
coaxial needle assistant facilitates the perception of membranes 
during the needle insertion. However, an amplification of the 
force at the needle tip was required. The success rate of the 
robot-assisted needle with amplified tip force was significantly 
higher. This, as authors of [123] argue, is due to the higher ratio 
of the shear force to the tip force in these cases and the fact that 
in presence of large background loads, small force variations 
are not felt by the human operator.  
D. Palpation and tissue stiffness mapping 
Thorough assessment of an organ’s mechanical properties 
relies heavily on tactile feedback, especially when layers of 
healthy tissue cover the abnormalities. Palpation probes aim at 
restituting this capability to the operators of surgical robotic 
systems. Konstantinova et al. [124] have recently (2014) 
surveyed tactile sensing for palpation in RMIS, discussing 
manual techniques used in palpation by expert surgeon and 
common designs of palpation probes. The ongoing research 
primarily revolves around performance enhancement and cost 
reduction through novel designs or new implementations. In 
[125], a multi-fingered pneumatic haptics device is proposed, 
aiming at haptic stimulation of multiple ﬁngers for remote soft 
tissue palpation. Evaluation by 9 non-expert users through 
palpation in a virtual environment seems to suggest 
improvement in stiffness levels discrimination, compared to 
that of single finger stimulation. In [126] a haptic palpation 
probe is introduced for locating subcutaneous blood vessels. 
The simple design of the probe reduces its production cost, 
making the sensor disposable. The efficacy of the sensor is 
demonstrated through sliding indentation experiments on 
silicone-based tissue phantom.  
Given that most of MIS palpation devices are at the stage of 
research and design, not many clinical studies are available in 
the literature. A particularity of this field is that, as the 
mechanical property of tissues can differ in living conditions 
from that of ex-vivo tissues, experimentation on ex-vivo models 
may produce limited results. However, only devices that have a 
high level of robustness and safety can be approved for in-vivo 
trials. In an initial study, Åstrand et al. [127] employed a tactile 
resonance sensor to detect tumors of a fresh prostate gland ex-
vivo, from a radical prostatectomy patient. The measurements 
on the prostate was in agreement with the location of the 
histologically determined cancer tumors. Although this initial 
results are promising, further investigation is required to 
quantitatively assess the accuracy and reliability of the sensor. 
Pacchierotti et al. [128], added a tactile sensor to the tool of a 
standard Da Vinci system and a cutaneous display to it's master 
controller to convey contact deformations to the user through 
constant pressure and vibration. Although the deformation 
feedback results show improvements in palpation performance, 
for the vibration feedback the results are not conclusive. 
Another trend in palpation research is to create tissue models 
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by acquiring organ’s stiffness distribution using rolling 
indentation probes [129]. The recorded information can be 
visualized for soft tissue tumor detection. Since the mechanical 
properties of the tissue are measured, it is possible to 
reconstruct the tissue model in a virtual environment with 
haptic feedback for the surgeon to perform palpation on [130]. 
The aim of these approaches is to eliminate the possibility of 
experiencing instability due to inherent characteristics of direct 
force feedback discussed in section III. While these methods 
provide an alternative for cases where palpation is necessary 
and stability of direct force feedback cannot be guaranteed, the 
feasibility in terms of added operation time should be studied 
and eventually evaluated in clinical trials. 
E. Microsurgical Tasks 
Microsurgery requires manipulation in submillimeter scale 
while visualizing the surgical field through a microscope with 
20 to 30 times magnification. A variety of surgical ﬁelds require 
microsurgery, such as neurosurgery, ophthalmic surgery and 
reconstructive surgery [131]. Development of experimental 
systems for microsurgery started in the late 90s. Examples 
include master-slave systems such as the Robot-Assisted 
MicroSurgery (RAMS) workstation [132], NeuRobot [133] and 
cooperative type robots like the steady-hand eye robot [134]. 
Among special microsurgical applications, ophthalmic 
microsurgery, such as vitreo-retinal surgery, are very 
demanding procedures due to extremely small cutting forces 
and minute workspace that require advanced surgical skills that 
are near, if not beyond, human capabilities [135]. A typical task 
is epiretinal membrane peeling, where an instruments with 
micro-forceps is inserted through a scleral trocar and the semi-
transparent membrane is peeled off the retina, to restore a 
patient’s vision. As it is often the case in microsurgery, the 
interaction forces involved are well below the human sensory 
perception. In such an operation, applying forces higher than 
the strength of the retina tissue, raises the risk of hemorrhage 
and retina tearing. Here, providing an amplified interaction 
force can allow the user to perceive and safely apply delicate 
forces that are traditionally interpreted solely from optical 
feedback [136][137]. Balicki et al. [138] demonstrated the 
efficacy of providing tool tip interaction force feedback, using 
force sensing instrument that incorporate fiber optic sensors 
into the distal portion of the instrument shaft located inside the 
eye. The experiments were however performed on a single user. 
Later He et al. [139] extended the work by adding an additional 
force sensor to a variable admittance controlled cooperative 
robot, to provide force feedback from both tool tip and sclera 
entry point. The work was based on the idea that in freehand 
manipulation, the surgeon can often sense the contact force at 
the sclera entry point, and utilizes it as an indicator to guide the 
desired motion. The results of a 5-trial experimentation show 
improvements in precision and force minimization in 
sclerotomy. It must be noted however, that providing direct 
force feedback is not the only approach taken by researchers for 
reducing applied force in retinal membrane peeling. In [140] for 
example, an active handheld micromanipulator [141] is 
implemented under a hybrid position/force control schema that 
is shown to reduce the maximum force by more than 50% in 
experiments on both artificial and animal models. 
Table III, summarizes the research studies that have 
investigated the effects of haptic feedback in robot-assisted 
surgery.  
V. HAPTICS IN SIMULATION FOR SURGICAL TRAINING 
The introduction of laparoscopic surgery was followed by a 
rapidly growing demand of surgical skills training. The 
techniques were new to the general surgeons and they had little, 
if any, training and experience with laparoscopy. Apart from 
lectures, discussions, and demonstrations, it was only practical 
exercise that could equip the surgeons with the set of 
psychomotor skills that underlie surgical techniques. Live 
animals were used for practical exercises in the early years 
[142]. However due to ethical issues and costs, laparoscopic 
simulators were developed using inanimate box trainers and 
shown to be effective [143] [144]. Computer-based Virtual 
Reality (VR) platforms made a bigger impact on the medical 
community and currently are a state-of-the-art technique in 
medical training systems. With VR it is possible to train 
psychomotor skills by consequence-free simulated tasks that 
vary from basic laparoscopic exercises to full operative 
procedures. A substantial progress in the learning curve can be 
achieved by using repetitive VR tasks before starting the 
practice on patients [145] [89]. Moreover, computer-based VR 
training offers means of providing objective performance 
assessment during and after training that can accelerate the 
learning process [146].  
 Despite the reported success of VR simulators in improving 
MIS operating room performance [147], augmented RMIS skill 
learning[148]–[150] and cost reduction [151], the lack of haptic 
feedback in some simulators may be considered as a potential 
drawback. Although there is no consensus on the benefits of 
haptic feedback in VR training for MIS [152], the majority of 
the conducted studies suggest that realistic procedural 
simulations with haptic feedback lead to better performances 
and more rapid learning curves, [106][25][153]. Jacobs et al. 
[88] studied the impact of haptic-visual over visual-only 
passive training for RMIS using two da Vinci consoles. Results 
suggested enhancement in terms of number of errors, accuracy 
and completion time in haptic-visual training group.  
Some virtual reality simulators such as the dV-Trainer 
(Mimic Technologies, Washington, USA) have been developed 
and commercialized for the da Vinci surgical system. The dV-
Trainer is a 2-handed haptic system with 3 degrees of force 
feedback and 7 degrees of measurements (translation, rotation, 
and grip closure) for each hand. Kenney et al. [154] validated 
the simulation system by performing experiments with 11 
residents and 5 surgeons. In a study by Lerner et al. [155] 
training with the learning performance with dV-Trainer was 
compared to that of training with the actual da Vinci system. 
Two groups of trainees and residents participated in the 
experiments. In one group, each participant completed one 
session of five exercises on the actual robotics system that were 
scored for timing and accuracy, followed by four training 
sessions on the simulator, and concluded with a final session on 
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the robot in which the initial exercises were repeated. 
Improvement on the exercises of this group was compared with 
the other group who completed four to six training sessions 
using the same exercises on the robotic system without any 
simulator training. It is claimed that training on the dV-Trainer 
improved performance on the robot system equal to training 
with the robot itself. 
Force modelling and simulation of needle insertion has been 
a very active topic of research that aim to prevent complications 
caused by poor technique and needle placement. In works such 
as [156] devices were developed to measure instrument-tissue 
interaction forces and other contact properties by ex vivo and in 
vivo experiments. Data acquired by these works can be used to 
model more accurately tissue interaction forces in virtual 
environment. A number of researchers have developed haptic 
virtual environments for surgical simulation, for many 
procedures including catheter insertion , bone cutting in middle 
ear surgery [157], brachytherapy [158], lumbar puncture[159], 
and endoscopic surgeries [160]. 
With the rapid development of haptically enabled robotic 
systems, it should be possible in the near future to develop 
realistic simulations with haptic feedback that not only will 
allow novice clinicians to learn surgical procedures more 
efficiently, but also enable expert surgeons to prepare for 
complex and particular procedures prior to the actual operation. 
A review on medical and surgical simulation systems can be 
found in [161]. 
VI. SENSORY SUBSTITUTION  
In view of current limitations in haptic sensing and control 
technologies that render providing direct haptic feedback for 
clinical application challenging, research on sensory 
substitution has received a lot of attention. Relying on the 
adaptive capacities of the central nervous system (brain 
plasticity), sensory substitution compensates human sensory 
loss by coupling information from different sensory channels to 
brain (e.g. Braille tactile writing system for the visually 
impaired) [162]. In teleoperation, sensory substitution often 
refers to transmission of environmental information by 
engaging another sensory channel rather than providing 
kinesthetic feedback on the master site. The typical substitutes 
for kinesthetic feedback are visual, auditory and tactile 
displays. Since implementing these passive displays devices 
does not require active actuation of the master device, the risk 
of facing instability is dramatically reduced. Tactile displays are 
more complex to employ than visual or auditory devices. 
However, as Hayward [163] has discussed, they possess 
properties that can be exploited to trick a human into perceiving 
force cues without providing actual force feedback. 
Experiments such as those performed by Prattichizzo et al. 
[164] and Meli et al. [165], suggest that users are able to 
perceive kinesthetic feedback (e.g., presence of a virtual wall) 
TABLE III 
LIST OF RESEARCH STUDIES ON EFFECTS OF HAPTIC FEEDBACK IN ROBOT-ASSISTED SURGERY 
Procedure Ref. Study  Results 
 
RMIS [99] 
Application of haptic feedback to robotic 
knot tying  
Significantly more consistent tensions applied to suture materials, without 
breakage, during robotic knot tying enhanced with haptic feedback compared to 
knots tied without feedback.  
[90] 
Haptic feedback and sensory substitution 
on RMIS suturing forces  
Force interaction information can assist the user in exerting lower amount of 
forces on tissue during telemanipulated suturing maneuvers. 
[101] Force feedback in blunt dissection  
Presence of force feedback reduced the number of errors leading to tissue 
damage by a factor of three. 
[92], 
[93] 
Kinesthetic feedback in RMIS by 
comparison of MIS, RMIS, and RMIS + 
force feedback. 
Unintentional injuries were reduced in RMIS when appropriate force feedback 
is available. 
[94] 
Force feedback and sensory substitution in 
tissue differentiation  
Subjects were more comfortable and more accurate at characterizing tissues 
with simultaneous vision and force feedback compared with vision feedback 
alone or force feedback alone. 
[96] 
Haptic feedback and sensory substitution 
in tissue grasping force 
A significant reduction of grip force during robotic manipulation with presence 
of tactile feedback in comparison with no-tactile-feedback interactions. 
[110] 
Potential clinical implementation of 
tactile-feedback-equipped da Vinci robot 
The experiments demonstrated that tactile feedback significantly decreased 
grasping forces for both expert and novice surgeons. 
[111] 
Providing high-frequency vibration cues in 
RMIS 
Despite positive subjective evaluation from the surgeons, the results did not 




Force enhancement for hands-on surgical 
brain cortex stimulation 
Force enhancement resulted in 80% reduction in tissue indentation overshooting 





Visual and haptic feedback in simulated 
needle insertion tasks 
The addition of force feedback reduces error in detection of transitions between 
tissue layers by 55%. 
[105] 
Force enhancement in hands-on needle 
insertion 
The success rate of membrane hitting perception was significantly higher when 
the robot-assisted needle with amplified tip force was implemented. 
Palpation [125] Multi-fingered pneumatic haptic device 




Tooltip force enhancement in robotic 
membrane peeling for vitreoretinal surgery 
Force scaling yielded the best overall performance in terms of mean forces 
showing the efficacy of providing tool tip interaction force feedback. 
[114] 
Multi point force sensing for RMIS in 
retinal microsurgery 
Improvements in precision and force minimization in sclerotomy. 
Successful retina vein tracing in an eye phantom with the introduced approach. 
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thanks to tactile feedback only. Auditory and visual signals can 
be effective in providing the operator with simple haptic 
information. Kitagawa et al.[166] compared applied forces 
during a standardized surgical knot-tying task with the da Vinci 
under 4 different sensory-substitution scenarios: no feedback, 
auditory feedback, visual feedback, and combined auditory-
visual feedback. The feedbacks provided also a means of 
comparison to an ideal tension that was defined from previous 
measurements. They report that the user performance of robot-
assisted suture tying aided by visual feedback or combined 
auditory-visual feedback sensory substitution was comparable 
and even superior to performances of tying directly with hands. 
Similarly, Akinbiyi et al. [167] report a decrease in the number 
of broken sutures in a phantom knot tying task, and Tavakoli et 
al. [168] report better localization accuracy for a lump 
localization task when force levels were visually communicated 
to the operator. 
While providing visual or auditory feedbacks are shown to 
enhance performance in such simple tasks, it must be noted that 
they may not be as effective for complex tasks due to perceptive 
and cognitive overload [169]. In visual feedback particularly, it 
is more practical to use peripheral vision capabilities of the user 
(e.g. Shoval et al [170]) rather than overlaying distracting 
information on the visual channel. Nonetheless, the amount of 
information that can be communicated by visual/auditory 
sensory substation is limited and force feedback is a more 
intuitive medium of relaying haptic information to the user. 
VII. ACTIVE CONSTRAINTS 
An active constraint (introduced as “virtual fixture” by 
Rosenberg [171]) is a software generated constraint that 
attempts to force a robot’s motion along desired paths or 
prevent a robot from moving into forbidden regions, providing 
the potential benefit of safer and faster operation. Davies et al. 
used the term “active constraints” for hands-on robot-assisted 
knee replacement surgery [172], where the surgical tools 
attached to a back-drivable robotic arm was manually operated 
by the surgeon. The robot showed little resistance when the tool 
was in allowed regions. However, as the surgeon moved toward 
forbidden regions (e.g. tissue which should not be removed), 
the stiffness in that direction increased to prevent damage. 
Abbott and Okamura [173] tested various forbidden region 
constraints and four control architectures in teleoperation using 
a one DoF master/slave system. Bettini et al. [174] presented a 
vision-based system for hands-on manipulation at millimeter to 
micrometer scales using the Steady Hand Eye robot. Results 
showed an expected trade-off between user performance and 
control; i.e. harder constraints resulted in higher accuracy and 
shorter execution time by highly limiting the user’s ability to 
control the motion. Nevertheless, they reported an overall 
improvement even in the case of less limiting constraints. 
Yamamoto et al. [175] developed an interface for teleoperated 
RMIS providing vision-based Forbidden-Region Virtual 
Fixtures (FRVF) and augmented visual feedback. The interface 
was tested through two tasks, namely palpation to detect hard 
lumps and surface tracing performed on artificial prostate 
model. Experiments showed the effectiveness of the FRVFs to 
prevent penetration into the curved surface of the artificial 
prostate model. Readers interested in technical aspects of active 
constraint implementation are referred to a recent survey by 
Bowyer et al. dedicated to this subject [15]. 
A current obstacle in implementation of active constraints in 
surgical applications is the organs’ displacement and 
deformability. Whether the constraint’s geometry is defined 
pre-operatively or intra-operatively, it must be mapped 
correctly to the organs as they move or deform. This can be a 
demanding task, particularly in cases where the surgical targets 
have few structural features for tracking. For rigid organs, such 
difficulties are less encountered and therefore orthopedic 
robotic surgery is one of the few cases in which active 
constraints are currently used in clinical applications. Recent 
works including operations on cadavers [176] and comparative 
retrospective study on 206 patients in Unicompartmental Knee 
Arthroplasty (UKA) [177], suggest improvements in accurate 
prosthesis positioning. A prospectively randomized study of 
robot-assisted Total Knee Arthroplasty (TKA) on 60 patients 
[5] concluded that robot-assisted TKA ammends mechanical 
alignment. However, the study did not show any significant 
differences in terms of clinical outcomes at 6-month early 
follow-up. 
Active constraints are one of the most promising features of 
haptically enabled surgical robots. Future directions in this field 
include improving constraint construction from medical 
imaging modalities, enhancement in intra-operative registration 
and tracking methods for dynamic situations, studying 
subjective aspects of constraint enforcement and performance 
metric evaluation. As commercial surgical robots with haptic 
capabilities are soon to appear, it can only be expected to see 
more research efforts expended in this field. 
VIII. CONCLUSION 
This paper presented an overview on challenges and benefits 
of haptic technologies in surgical robotics application. In 
addition to experimental publications, available clinical studies 
that involve haptically enabled surgical systems were reviewed. 
These works, some with high level of evidence and others with 
lower levels, show the benefits of including haptic feedback in 
specific applications. Surgical robotics is still struggling to 
prove itself useful in the operating room. Although initial 
reports on patient outcomes yielded mixed results, as more 
medical centers adopt robotics programs, comparable if not 
improved outcomes emerge for some applications. Robot 
technologists and lead users need to provide clear evidence of 
clinical benefits to convince medical system procurers and 
surgeons, to adopt robot-assisted systems despite of their cost 
and complexity. However, showing an improvement in 
outcomes and cost effectiveness is not always trivial. 
Particularly, for surgical robotic research groups and companies 
to survive and reach the market, justification of the use of robots 
must involve claiming clear measures, rather than long-term 
statistical measures that may require years of costly study. 
Incorporation of haptic technologies in surgical robotic systems 
can have a significant effect on the uptake of these systems, 
convincing also the more restive surgeons. The point is not that 
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haptic feedback is absolutely indispensable and surgical 
operations cannot be robotically performed without it, but what 
advantages can be achieved in such tasks by employing this 
underutilized sensory channel.  This has motivated the 
considerable quantity of research conducted in this field to 
improve hardware (haptic displays with higher power and 
frequency response and lower inertia and friction and 
force/tactile sensors that are high-performance, low-cost, 
biocompatible and sterilizable), software (more advanced and 
robust control systems to tackle challenges of stability and 
transparency) and to introduce innovative methods in 
employing the haptic sensory channel to enhance surgical 
outcomes. Despite remaining hurdles, the wide diffusion of 
surgical robots, will foster the research towards innovations that 
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