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Master 2 : EDP dispersives
Sylvie Benzoni1
23 fe´vrier 2010
1Universite´ Claude Bernard Lyon 1, benzoni@math.univ-lyon1.fr
2L’objectif de ce cours est de pre´senter un panorama de proprie´te´s analytiques et alge´-
briques de quelques e´quations aux de´rive´es partielles (EDP) mode´lisant des phe´nome`nes
de propagation d’ondes dispersives. Les domaines d’applications des EDP e´tudie´es sont
varie´s : vibrations, vagues, transitions de phase, me´canique quantique, etc.
Chapitre I
EDP dispersives line´aires
1 Exemples et de´finitions de base
On s’inte´resse dans ce premier chapitre a` des EDP d’e´volution line´aires, dans lesquelles
l’inconnue est une fonction (voire une distribution)
u : R+ × Rd → CN
(t,x) 7→ u(t,x) .
(Tout au long de ces notes, les caracte`res gras seront utilise´s pour des valeurs vectorielles
ou matricielles.) Dans toutes les applications conside´re´es, t repre´sentera une variable tem-
porelle et les composantes de x dans Rd des variables spatiales. Sauf mention contraire,
les EDP line´aires e´tudie´es seront a` coefficients constants. On conside`rera principalement




Aα∂αu = 0 ,
ou` les α sont des multi-indices α = (α1, . . . , αd) de « longueur » |α| =
∑
j αj (suppose´e
majore´e par un entier m), les Aα sont des matrices (re´elles ou complexes) N ×N , et
∂α := ∂α11 · · · ∂αdd
est un ope´rateur de de´rivation d’ordre |α|. Si N = 1 on parle d’EDP scalaire. En voici
quelques exemples.
E´quation de transport : ∂tu+ a · ∇u = 0 , a ∈ Rd.
E´quation d’Airy : ∂tu+ a∂xu+ k∂
3
xxxu = 0 , a, k ∈ R.
E´quation de Schro¨dinger : i∂tu+ h∆u = 0 , h ∈ R+∗,
cette dernie`re pouvant e´galement eˆtre vue comme un syste`me d’inconnue u a` valeurs
dans R2. On e´tudiera e´galement des e´quations d’ordre 2 en temps, construites autour de
l’e´quation des ondes.
E´quation des ondes : ∂2ttu− c2∆u = 0 , c ∈ R+.
E´quation de Klein-Gordon : ∂2ttu− c2∆u+ ku = 0 , c ∈ R+, k ∈ R∗.
E´quation de Boussinesq : ∂2ttu− c2∂2xxu+ k∂4xxxxu = 0 , c ∈ R+, k ∈ R∗,
3
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Les parame`tres pre´sents dans ces e´quations proviennent de constantes physiques. Toutes
ces e´quations ont comme point commun de mode´liser des phe´nome`nes de propagation
d’ondes, et l’on verra que la plupart sont dispersives, en un sens que l’on pre´cisera. Une
vague « de´finition » est la suivante : une EDP est dispersive si elle propage des fre´quences
diffe´rentes a` des vitesses diffe´rentes. La suite du chapitre permettra notamment de donner
un sens a` cette formulation.
De´finition I.1
Une onde plane est une fonction u : (t,x)→ u(t,x) de la forme
u(t,x) = U(ξ · x+ τt) ,
ou` ξ ∈ (Rd)′ et τ ∈ R.
Par de´finition, si v ∈ R3 appartient a` l’hyperplan {v ; ξ · v = −τ}, et si u est une onde
plane comme ci-dessus, on a pour tout (t,x)R× Rd,
u(t,x) = u(0,x− vt) .
Autrement dit, la valeur de u a` l’instant t sur un hyperplan {x ; ξ ·x = α} (qui ne de´pend
pas du point sur cet hyperplan) est entie`rement de´termine´e par sa valeur a` l’instant t = 0
sur l’hyperplan {x ; ξ · x = α+ τt}.
Dans ce qui suit on conside`re (momentane´ment) t comme une variable ordinaire, e´ga-
lement note´e x0, et les multi-indices comportent a priori une composante α0 pour les
de´rive´es par rapport a` t.
De´finition I.2
On appelle symbole d’une EDP line´aire a` coefficients constants∑
|α|≤m
Aα∂αu = 0 ,
la fonction polynoˆmiale
p : (R1+d)′ → CN×N
ξ 7→ p(ξ) :=
∑
|α|≤m
(iξ)αAα , ou` ξ
α := ξα00 · · · ξαdd .
Le symbole principal est la fonction polynoˆmiale




en supposant que les matrices Aα ci-dessus ne sont pas toutes nulles (auquel cas il
faudrait diminuer m). Lorsque p = pm, on dit que l’EDP est homoge`ne. Un vecteur
ξ ∈ (R1+d)′ est dit caracte´ristique pour l’EDP si
det pm(ξ) = 0 .
Parmi les exemples ci-dessus les seules EDP homoge`nes sont l’e´quation de transport,
pour laquelle pm(ξ) = i(ξ0 +
∑d
j=1 ajξj), et l’e´quation des ondes, pour laquelle pm(ξ) =
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c2‖ξ‖2 − ξ20 . Ces deux e´quations appartiennent a` la classe des EDP hyperboliques, dont
on rappelle ci-dessous la de´finition.
De´finition I.3
Une EDP line´aire a` coefficients constants de symbole principal pm est dite hyperbo-
lique si
• le vecteur (1, 0, . . . , 0) n’est pas caracte´ristique,
• pour tout ξ ∈ (R1+d)′, la fonction polynoˆmiale z 7→ det pm(ξ0 + z, ξ1, . . . , ξd) a
toutes ses racines re´elles.
Plus ge´ne´ralement, pour η ∈ (R1+d)′ l’EDP est dite hyperbolique dans les directions
transverses a` l’hyperplan {η · (t,x) = 0} de R1+d si
• le vecteur η n’est pas caracte´ristique,
• pour tout ξ ∈ (R1+d)′, la fonction polynoˆmiale z 7→ det pm(ξ + zη) a toutes ses
racines re´elles.
Par de´finition, une EDP hyperbolique admet au moins une direction caracte´ristique,
ζ = (τ, ξ1, . . . , ξd) ∈ (R1+d)′\{0}. A` cette direction correspondent des ondes planes so-
lutions de l’EDP si elle est homoge`ne : il suffit en effet de choisir un vecteur V dans le
noyau de pm(ζ) et une fonction scalaire f : θ 7→ f(θ) arbitraire ; l’onde plane
u : (t,x) 7→ f (ξ · x+ τt) V
est solution de l’EDP. (Ici ξ de´signe a` nouveau un e´le´ment de (Rd)′, ses composantes e´tant
naturellement (ξ1, . . . , ξd).)
Pour les e´quations non homoge`nes il n’est pas aussi facile de trouver des solutions
sous forme d’ondes planes. On peut cependant rechercher des ondes planes particulie`res,
pe´riodiques en ξ · x+ τt, que l’on appelle alors phase, et plus spe´cialement sous la forme
d’ondes planes progressives monochromatiques (OPPM) :
u : (t,x) 7→ u(t,x) = ei(ξ·x+τt) .
On obtient alors la relation de dispersion de l’EDP, qui s’exprime a` l’aide du symbole
(complet) sous la forme
det p(τ, ξ1, . . . , ξd) = 0 .
Dans une OPPM comme ci-dessus, la pe´riode temporelle est T = 2π/|τ | et ω = −τ (c’est
une convention) est la pulsation.
2 Dispersion
Afin d’amener progressivement les notions fondamentales lie´es aux phe´nome`nes dis-
persifs, on commence par se placer en une dimension d’espace.
2.1 Dimension un
Dans ce qui suit, on conside`re une EDP line´aire scalaire, de symbole p, en dimension
1 d’espace. Si (ξ, ω) ∈ R2 est tel que p(−ω, ξ) = 0, l’OPPM
u : (t, x) 7→ u(t, x) = ei(ξ·x−ωt)
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est solution de l’EDP. Le re´el ξ est appele´ nombre d’onde (il faudrait plutoˆt dire nombre
d’onde angulaire) : si λ de´signe la longueur d’onde, c’est-a`-dire par de´finition la pe´riode
spatiale, on a ξ = 2π/λ.
Comme on l’a de´ja` vu, si le symbole p est de plus homoge`ne, toutes les ondes planes
u : (t, x) 7→ u(t, x) = U(ξx− ωt) ,
ou` p(−ω, ξ) = 0 et U est une fonction arbitraire, sont des solutions de l’EDP. Si ξ 6= 0
(ce qui est automatique pour une EPD hyperbolique par exemple, puisque (1, 0) n’est
pas caracte´ristique), on voit que ces ondes planes se propagent a` la vitesse v = ω/ξ, une
quantite´ homoge`ne de degre´ 0 et donc inde´pendente de ξ : par exemple pour l’e´quation
de transport, v = a, et pour l’e´quation des ondes v = ±c.
Qu’en est-il pour les e´quations non homoge`nes ? Une OPPM de nombre d’onde ξ 6= 0
et de pulsation ω = W (ξ) se propage a` une vitesse W (ξ)/ξ qui de´pend en ge´ne´ral de ξ :
c’est le sens de l’e´nonce´ « elle propage des fre´quences diffe´rentes a` des vitesses diffe´rentes »
dans la vague de´finition que nous avons donne´e plus haut. Nous allons maintenant pouvoir
pre´ciser cette de´finition, en introduisant les notions de vitesse de phase et de vitesse de
groupe.
Afin de motiver les de´finitions de ces notions, nous allons e´tudier le comportement de
solutions plus ge´ne´rales que les OPPM, en l’occurrence des « paquets d’ondes », obtenus
en « superposant » des OPPM. En effet, si on a une famille de solutions de l’EDP sous
forme d’OPPM de pulsation ω = W (ξ), la fonction




i(ξx−W (ξ)t) dξ ,
ou` u0 est (par exemple) dans la classe de Schwartz, est solution de l’EDP et ve´rifie la
condition initiale u(0, x) = u0(x). Ci-dessus û0(ξ) de´signe la transforme´e de Fourier de u0
au point ξ : on ve´rifie ainsi que u(0, x) = u0(x) graˆce a` la formule d’inversion de Fourier
(pour laquelle on pourra se reporter a` l’appendice). Le fait que u soit effectivement solution
de l’EDP provient de la « de´rivation sous le signe somme », parfaitement autorise´e si u0
et toutes ses de´rive´es sont inte´grables, ce qui est le cas pour u0 ∈ S (R).
La me´thode de la phase stationnaire (voir par exemple [4, p.136]) permet d’e´tudier le
comportement de u(t, x) a` x/t fixe´ lorsque t → +∞. Supposons qu’il existe un unique ζ
tel que W ′(ζ) = x/t, et que W ′′(ζ) 6= 0 (c’est le cas par exemple si W est strictement
convexe). Alors
u(t, x) ∼ û0(ζ) e
−i sgnW ′′(ζ)π/4√
4πt|W ′′(ζ)| e
i(ζx−W (ζ)t) =: ϕ(t, x) =: A(t, x) eiθ(t,x) .
Lorsque l’on fait varier (t, x), le nombre d’onde « local » ζ = ζ(t, x) de´fini implicitement
par
W ′(ζ(t, x)) = x/t ,
est une solution autosimilaire de l’e´quation hyperbolique
∂tζ +W
′(ζ) ∂xζ = 0 .
La vitesse W ′(ζ) est ce que l’on appellera la vitesse de groupe de l’EDP, ou plus pre´ci-
se´ment de la famille des OPPM de pulsation donne´e par ω = W (ξ). Par ailleurs, on voit
que la phase θ(t, x) := ζ(t, x)x−W (ζ(t, x))t ve´rifie
∂xθ = ζ , ∂tθ = −W (ζ) ,
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et elle se propage par conse´quent a` la vitesse W (ζ)/ζ, au sens ou` θ est constant le long








Soit une famille d’OPPM dont la pulsation est donne´e en fonction du nombre d’onde
par ω = W (ξ). On appelle vitesse de groupe de cette famille la fonction
vg : ξ ∈ R∗ 7→ W ′(ξ) ,
et vitesse de phase la fonction
vϕ : ξ ∈ R∗ 7→ W (ξ)/ξ .
Si une EDP line´aire monodimensionnelle admet comme solutions une famille d’OPPM
avec une vitesse de phase et une vitesse de groupe diffe´rentes, l’EDP est dite dispersive.
On appelle lignes de groupe les courbes caracte´ristiques issues de 0 de
∂tζ +W
′(ζ) ∂xζ = 0 ,
(qui sont en fait des rayons x/t = constante), et lignes de phase les trajectoires de
X ′ = vϕ(ζ(t,X)), ou` ζ est donne´e implicitement par W ′(ζ(t, x)) = x/t.
On constate imme´diatement que vitesse de groupe et vitesse de phase co¨ıncident lorsque
W est homoge`ne de degre´ 1, ce qui est le cas si l’EDP est homoge`ne. (On a alors W (ξ) =
|ξ|W (sgnξ).) Ainsi l’e´quation de transport et l’e´quation des ondes (mono-dimensionnelle)
ne sont pas dispersives, ce qui est cohe´rent avec la remarque faite plus haut : pour ces
EDP, toutes les ondes planes se propagent a` la meˆme vitesse (au signe pre`s pour l’e´quation
des ondes). En revanche les autres EDP donne´es en exemple sont dispersives.
Remarque I.1
La de´finition ci-dessus peut apparaˆıtre restrictive, dans la mesure ou` certaines e´qua-
tions pre´sentent une combinaison d’effets dispersifs et d’effets diffusifs. C’est le cas par
exemple de l’e´quation obtenue en ajoutant un terme d’ordre 2 a` l’e´quation d’Airy
∂tu− µ∂xxu+ k∂3xxxu = 0 , (µ > 0) .
Cette EDP n’admet pas d’OPPM (elle admet en fait des « ondes » diffusives, de la
forme u(t, x) = ei(ξx+τt) avec Imτ > 0, et donc exponentiellement de´croissantes quand
t→ +∞), mais selon les valeurs respectives des parame`tres µ et k, elle peut eˆtre vue
comme une perturbation de l’e´quation d’Airy ou une perturbation de l’e´quation de la
chaleur
∂tu = µ∂xxu ,
qui est le mode`le de base des phe´nome`nes de diffusion (ici en une dimension).
On a vu que la vitesse de phase e´tait la vitesse de propagation de la phase θ pour
ϕ(t, x) = A(t, x)eiθ(t,x) , avec θ(t, x) = ζ(t, x)x−W (ζ(t, x))t et W ′(ζ(t, x)) = x/t ,




2πt|W ′′(ζ(t, x))| .
Quant a` la vitesse de groupe, on a vu que c’e´tait la vitesse de propagation du nombre
d’onde local ζ. Elle s’interpre`te aussi comme la vitesse de propagation de l’amplitude A,
ou plus exactement de |A|2. En effet, supposons W ′′(ξ) > 0 quel que soit ξ. Alors pour
x1 < x2, ∫ x2
x1












par changement de variables tel que x = W ′(ξ)t. Si l’on fixe ξ1 et ξ2, les points x1 = W ′(ξ1)t
et x2 = W
′(ξ2)t sont les positions a` l’instant t des lignes de groupe associe´es aux nombre
d’ondes locaux ξ1 et ξ2, et l’eg´alite´ ci-dessus montre que
∫ x2(t)
x1(t)
|A(t, x)|2 dx est constante
au cours du temps. La de´croissance de A en 1/
√
t est lie´e au fait que les lignes de groupe
se se´parent en O(t).
L’expose´ pre´ce´dent, en terme de paquets d’ondes, est fonde´ sur la transformation de
Fourier, et par conse´quent spe´cifique aux e´quations line´aires a` coefficients constants. On
peut donner une autre approche de la notion de vitesse de groupe, qui ne passe pas
par la transformation de Fourier, et s’ave`re applicable a` des e´quations plus ge´ne´rales (a`
coefficients variables, voire non line´aires). Elle est fonde´e sur ce que l’on appelle l’« optique
ge´ome´trique » (domaine mathe´matique inspire´ de la physique des rayons lumineux). Le
point de de´part de cette approche est la recherche de solutions de´pendant d’un petit
parame`tre ε, exprime´es en fonction des variables lentes x˜ = εx et t˜ = εt. Il s’agit plus
pre´cise´ment de chercher des solutions sous forme de trains d’onde, dont l’amplitude est
en O(1) et la phase en O(1/ε),
u(t, x) = A(εt, εx; ε) eiS(εt,εx)/ε .
A` titre d’exemple, conside´rons l’e´quation d’Airy,
∂tu+ a ∂xu+ k∂
3
xxxu = 0 ,
qui devient dans les variables lentes
∂etu+ a ∂exu+ ε
2k∂3exexexu = 0 .
Dans la suite du calcul on omet les tildas par commodite´. On cherche donc une solution
de
∂tu+ a∂xu+ ε
2k∂3xxxu = 0 ,
sous la forme
u(t, x) = A(t, x; ε) eiS(t,x)/ε .
En identifiant les puissances de ε (en supposant l’amplitude A analytique par rapport a`
ε), on obtient formellement l’e´quation
(I.1) ∂tS + a∂xS − k(∂xS)3 = 0 ,
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appele´e e´quation eikonale. C’est une e´quation de Hamilton-Jacobi : elle s’e´crit en effet
H(t, x, ∂tS, ∂xS) = 0
pour le Hamiltonien
H(t, x, τ, ξ) = τ + aξ − kξ3
(qui ne de´pend en fait pas de (t, x) ici). Une e´quation de Hamilton-Jacobi en ge´ne´ral se















τ ′ = −∂H
∂t
,
et l’observation que H est constant le long des courbes inte´grales de ce syste`me. On peut
ainsi calculer S solution de H(t, x, ∂tS, ∂xS) = 0 en inte´grant le syste`me (I.2) a` partir d’un
point (t0, x0, τ0, ξ0) tel que H(t0, x0, τ0, ξ0) = 0, puis en inte´grant l’e´quation S
′ = τt′+ ξx′.
Dans l’exemple choisi, le syste`me (I.2) se re´duit a`
x′ = a− 3kξ2,
ξ′ = 0 ,
t′ = 1 ,
τ ′ = 0 ,
et ses courbes inte´grales sont des droites parame´tre´es par t. On obtient ainsi une solution
S = S(t, x; ξ) de (I.1) pour chaque valeur de ξ = ξ0. Par construction, elle est telle que
∂xS = ξ et on voit en de´rivant (I.1) que
∂t(∂ξS) + (a− 3kξ2)∂x(∂ξS) = 0 .
Autrement dit, ξ est le nombre d’onde local associe´ a` la phase S, et les points ou` cette
phase est stationnaire, c’est-a`-dire ou` ∂ξS = 0, se propagent a` la vitesse de groupe (ici
a − 3kξ2). Ceci est un fait ge´ne´ral. En effet, pour une EDP line´aire d’ordre 1 (pour






xu = 0 ,












ℓ = 0 ,
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c’est-a`-dire p(∂tS, ∂xS) = 0, ou` p est le symbole de l’EDP. Ainsi l’e´quation eikonale est une
e´quation de Hamilton-Jacobi pour le Hamiltonien H = p/i ! En particulier, la relation de
dispersion n’est autre que H(−ω, ξ) = 0. Elle est a` coefficients re´els si l’EDP ne contient




relation de dispersion s’e´crit encore ω = W (ξ). On a H(τ, ξ) = τ +W (ξ), et l’e´quation
eikonale est
∂tS +W (∂xS) = 0 .
Le syste`me d’EDO associe´ (I.2) s’e´crit
x′ = W ′(ξ) ,
ξ′ = 0 ,
t′ = 1 ,
τ ′ = 0 ,
et la projection sur le plan {(t, x)} de ses courbes inte´grales fournit pre´cise´ment ce que
l’on a appele´ les lignes de groupe. Pour chaque valeur de ξ on trouve ainsi une solution
S = S(t, x; ξ) de l’e´quation eikonale telle que ∂xS = ξ, et par de´rivation de cette e´quation,
on a
∂t(∂ξS) +W
′(ξ)∂x(∂ξS) = 0 .
Le raisonnement ci-dessus a l’avantage de s’e´tendre a` des EDP a` coefficients variables, ce
qui donne un Hamiltonien de´pendant vraiment de (t, x), et fournit encore une interpre´ta-
tion de la vitesse de groupe.
2.2 Dimension quelconque
De´finition I.5
La varie´te´ caracte´ristique est l’ensemble
C = {(τ, ξ) ∈ (R× Rd)′ ; det p(τ, ξ) = 0 } .
Au voisinage d’un point (τ, ξ) ∈ C ou` elle est re´gulie`re, il existe une fonction W telle
que C ait pour e´quation τ +W (ξ) = 0. La co-normale a` C en un tel point s’identifie
au vecteur de R1+d dont la premie`re composante est 1 et les autres sont les de´rive´es
partielles de W par rapport a` ξ. Ces dernie`res de´finissent sans ambigu¨ıte´ la vitesse de
groupe vg : (W (ξ), ξ) ∈ C 7→ ∇ξW pour l’EDP. Par ailleurs, une vitesse de phase est
une fonction vϕ : (W (ξ), ξ) ∈ C 7→ vϕ telle que
ξ · vϕ(ξ) =W (ξ) .
On dira que l’EDP est dispersive s’il existe des points re´guliers de sa varie´te´ caracte´-
ristique ou` la vitesse de groupe n’est pas une vitesse de phase.
On remarque que si W est homoge`ne de degre´ 1, ce qui est le cas si l’EDP est homoge`ne,
la vitesse de groupe est une vitesse de phase. C’est le cas en particulier pour l’e´quation
des ondes.
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Pour une EDP multi-dimensionnelle, l’optique ge´ome´trique fournit encore une e´quation
de Hamilton-Jacobi comme e´quation eikonale. Si la relation de dispersion s’e´crit
ω = W (ξ) ,
l’e´quation eikonale est
∂tS +W (∇xS) = 0 .
Elle se re´sout en conside´rant le syste`me d’EDO
x′ = ∇ξW (ξ) ,
ξ′ = 0 ,
t′ = 1 ,
τ ′ = 0
et en inte´grant S ′ = τt′ + ξ · x′. Sans surprise, on obtient pour chaque valeur de ξ,
l’expression « naturelle » de la phase
S(t,x; ξ) = ξ · x−W (ξ)t
(a` une constante pre`s).
nom relation vitesse vitesse
EDP dispersion de groupe de phase
transport ω = ξ · a vg = a ξ · (vϕ − a) = 0
Airy ω = aξ − kξ3 vg = a− 3kξ2 vϕ = a− kξ2
Schro¨dinger ω = h‖ξ‖2 vg = 2hξ ξ · (vϕ − hξ) = 0
ondes ω = ±c‖ξ‖ vg = ±c ξ‖ξ‖ ξ ·
(
vϕ ∓ c ξ‖ξ‖
)
= 0
Klein-Gordon ω = ±√k + c2‖ξ‖2 vg = ±c2 ξ√
k+c2‖ξ‖2 ξ · vϕ = ±
√
k + c2‖ξ‖2





Tab. I.1 – Exemples de relations de dispersion, vitesses de groupe et vitesses de phase.
3 Formules de re´solution
Avant d’aborder des the´ore`mes plus ou moins abstraits concernant le proble`me de
Cauchy, nous allons taˆcher d’obtenir des formules de re´solution « explicites », ce qui est
possible pour les EDP line´aires a` coefficients constants pose´es dans tout l’espace graˆce
notamment a` la transformation de Fourier. Le but est d’obtenir des majorations fines du
noyau de Green de ces EDP : pour une EDP line´aire d’ordre un en temps, le noyau de
Green, ou encore la solution fondamentale, est par de´finition une application t 7→ Gt ∈
S ′(Rd), solution (faible) de l’EDP pour t > 0 et telle que limt→0Gt = δ (la masse de
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Dirac en x = 0) ; lorsque Gt s’ave`re eˆtre une fonction de x pour tout t > 0, on parle de
fonction de Green. Lorsqu’on connaˆıt le noyau de Green, on peut re´soudre le probe`me de
Cauchy pour toute donne´e initiale u0 qui se convole avec Gt quel que soit t > 0 : pour un
tel u0, la fonction t 7→ u(t) := u0 ∗x Gt est solution de l’EDP et ve´rifie limt→0 u(0) = u0.
La recherche du noyau de Green se fait pre´cise´ment en re´solvant le proble`me de Cauchy
pour une donne´e initiale arbitraire u0.
E´quation d’Airy Si u est solution de l’EDP
∂tu+ a∂xu+ k∂
3
xxxu = 0 ,
la fonction û = Fu (ou` la transformation de Fourier F agit sur la variable spatiale
seulement) est solution de l’EDO
∂tû+ i(aξ − kξ3) û = 0 ,
et par conse´quent
û(t, ξ) = û0(ξ) e
(−iaξ+ikξ3)t ,
ou` u0 := u(0, ·). Donc, si u0 est suffisamment localise´e en espace (par exemple a` support
compact),
u(t, ·) = u0 ∗ F−1(ξ 7→ e(−iaξ+ikξ3)t) .
La fonction analytique ξ 7→ e(−iaξ+ikξ3)t e´tant oscillante (mais tout de meˆme borne´e !), sa
transforme´e de Fourier inverse est a priori une distribution tempe´re´e. La multiplication
par e−iaξt en Fourier correspondant simplement a` une translation par −at en variables
spatiale, il suffit de calculer la transforme´e de Fourier inverse de ξ 7→ eikξ3t. Il n’y en fait
pas de formule explicite, mais dans le cas kt = 1/3 cette transforme´e inverse connue sous





























|x|3/2 + π/4) , x→ −∞ .




















La fonction Ai e´tant borne´e, on voit en particulier que
‖Kt‖L∞(R) = O(t−1/3)
lorsque t → +∞. Et par ailleurs, a` t > 0 fixe´, on a Kt ∈ L4(R) d’apre`s les estimations
ci-dessus de Ai.
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E´quation de Schro¨dinger Si u est solution de
i∂tu+ h∆u = 0
et vaut u0 a` t = 0, par transformation de Fourier on trouve
û(t, ξ) = û0(ξ) e
ih‖ξ‖2t ,





e−i d π/4 ei
‖x‖2
4h t , t > 0 .
La justification du calcul de F−1(ξ 7→ eih‖ξ‖2t) (au sens des distributions) est fonde´e sur
un argument de fonction de variable complexe et la formule pour le noyau de la chaleur,
donne´e pour α > 0 par






4α t , t > 0 .
On voit que pour u0 ∈ L1(R) , la fonction u(t) : x 7→ (u0 ∗ Ht)(x) est continue pour
tout t > 0. Si u0 est carre´ment a` support compact, u(t) est de classe C
∞ pour tout t > 0.
Ceci est l’effet re´gularisant local de l’e´quation de Schro¨dinger. (En comparaison, l’e´quation
de la chaleur est globalement re´gularisante : pour tout u0 ∈ L∞(Rd), l’application x 7→
(u0 ∗ Gt)(x) est de classe C∞ pour tout t > 0.) En contrepartie de cet effet re´gularisant
local, u(t) cesse instante´ment d’eˆtre a` support compact : ceci te´moigne d’un phe´nome`ne
de propagation a` vitesse infinie dans l’e´quation de Schro¨dinger, attribue´ a` la dispersion
(alors que la propagation a` vitesse infinie dans l’e´quation de la chaleur est atttribue´e a` la
diffusion).
Par comparaison avec l’e´quation d’Airy, on a une meilleure de´croissance en temps,
puisque pour d = 1,
‖Ht‖L∞(R) = O(t−1/2)
lorsque t → +∞. Ceci est lie´ au fait que « les basses fre´quences sont plus rapides »
(voir le tableau I.1) : les vitesses de propagation sont de l’ordre de ξ dans l’e´quation de
Schro¨dinger, et ξ2 dans l’e´quation d’Airy (en supposant a = 0, ce qui revient a` faire un
changement de re´fe´rentiel). En revanche, la re´gularisation en espace est moins bonne que
pour l’e´quation d’Airy, puisque le noyau Ht n’a pas de proprie´te´ de de´croissance a` l’infini
(quand x→ ±∞) : ceci est lie´ au fait que les hautes fre´quences (responsables des de´fauts
de re´gularite´) sont moins rapides.
E´quation des ondes Pour les EDP d’ordre deux en temps, une « donne´e initiale »
consiste en deux fonctions (note´es ci-apre`s u0 et u1) de´terminant non seulement les valeurs
de la solution a` t = 0 mais aussi les valeurs de sa de´rive´e partielle par rapport a` t. Dans
le cas de l’e´quation des ondes
∂2ttu− c2∆u = 0 ,
on obtient par transformation de Fourier en espace
∂2ttû+ c
2‖ξ‖2û = 0 .
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Cette e´quation diffe´rentielle ordinaire d’ordre deux se re´sout en
û(t, ξ) = û0(ξ) cos(ct‖ξ‖) + + û1(ξ) sin(ct‖ξ‖)
c‖ξ‖ ,
et ainsi
u(t, ·) = u0 ∗K0t + u1 ∗K1t ,






Attention cependant, les noyaux K0t et K
1
t sont ici des distributions (a` syme´trie radiale) :
ceci est lie´ a` la vitesse finie de propagation (isotrope) dans l’e´quation des ondes, notion
que l’on va pre´ciser avec le principe de Huyghens.




(δct + δ−ct) ,
en exprimant pour f ∈ S ,



































(Il y a diverses autres manie`res de l’obtenir, sans passer par la transformation de Fourier !)
Dimension d = 3. On peut montrer (par la me´thode dite des moyennes sphe´riques















Il existe une formule analogue en toute dimension impaire (voir par exemple [14, p. 72]).
On voit sur cette formule que si les donne´es initiales sont concentre´es dans la boule
rayon R de centre x, la solution au point (x, t) est nulle pour tout t > R/c. Ceci est
connu comme le principe de Huyghens.
Dimension d = 2 On peut montrer (en utilisant la formule de Kirchhoff pour des








c2t2 − ‖y − x‖2 dy
)







c2t2 − ‖y − x‖2 dy .
On remarque cette fois que meˆme avec des donne´es initiales concentre´es dans une boule
autour d’un point, la solution en ce point ne « s’e´teint » jamais.
E´quation de Klein-Gordon On voit naturellement apparaˆıtre une distinction entre
le « bon cas » (k > 0) et le « mauvais cas » (k < 0), pour lequel l’e´quation diffe´rentielle
du second ordre
∂2ttû+ (k + c
2‖ξ‖2)û = 0
admet des solutions exponentiellement croissantes. Si l’on se place dans le cas k > 0, on
obtient
û(t, ξ) = û0(ξ) cos t
√
k + c2‖ξ‖2 + + û1(ξ) sin t
√
k + c2‖ξ‖2√
k + c2‖ξ‖2 ,
ce qui ne donne pas grand chose par transformation de Fourier inverse ! Une astuce consiste
a` remarquer que la fonction
v : (t, x1, . . . , xd, y) ∈ R× Rd+1 7→ v(t, x1, . . . , xd, y) := ei
√
ky/c u(t, x1, . . . , xd)
est solution de l’e´quation des ondes en dimension d+ 1,
∂2ttv − c2∆v = 0 ,
si u est solution de l’e´quation de Klein-Gordon en dimension d.
E´quation de Boussinesq La` encore il y a le « bon cas » (k > 0) et le « mauvais
cas » (k < 0). Nous en reparlerons au prochain paragraphe. Dans le bon, la formule de
re´solution s’e´crit en variable de Fourier
û(t, ξ) = û0(ξ) cos t
√
k‖ξ‖4 + c2‖ξ‖2 + û1(ξ) sin t
√
k‖ξ‖4 + c2‖ξ‖2√
k‖ξ‖4 + c2‖ξ‖2 .
4 Estimations a priori
4.1 Conservation de l’e´nergie
Toutes les EDP cite´es en exemple dans le paragraphe 1 ont la proprie´te´ de conserver
une « e´nergie ». Pour les e´quations d’ordre 1, il s’agit simplement de la norme L2.
Proposition I.1
Soit u ∈ C 1(0, T ;L2(Rd))∩C (0, T ;Hm(Rd)) solution de l’e´quation de transport (m =
1), de l’e´quation de Schro¨dinger (m = 2), ou de l’e´quation d’Airy (m = 3, d = 1).
Alors pour tout t ∈ [0, T ],
‖u(t)‖L2 = ‖u(0)‖L2 .
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et d’inte´grations par parties.






u(t,x) a · ∇u(t,x) dx =
∫
|u(t,x)|2 diva dx = 0
si a est constant. En fait ce calcul donne aussi une estimation inte´ressante lorsque a est
une fonction Lipschitzienne :
‖u(t)‖L2 ≤ ‖u(0)‖L2 eT‖diva‖L∞ .
Ceci est ce que l’on appelle une estimation a priori (dans L2).






ih u(t,x) ∆u(t,x) dx = −2Re
∫
ih |∇u(t,x)|2 dx = 0 .




|u(t, x)|2dx = −2Re
∫
u(t, x) ( a∂xu(t, x) + k∂
3
xxxu(t, x) ) dx =∫
|u(t, x)|2 ∂xa + k ∂x((∂x|u(t, x)|)2) ) dx = 0
si a est constant (et k aussi : le cas d’un coefficient k variable est plus complique´).
Pour les e´quations du second ordre il existe e´galement des quantite´s conserve´es. Pour
l’e´quation de Klein-Gordon (qui contient l’e´quation des ondes si on autorise k = 0), on
constate que ∫
((∂tu)
2 + c2‖∇u‖2 + ku2)(t,x) dx






4.2 Estimations de dispersion
Nous allons dans ce paragraphe obtenir des estimations a priori supple´mentaires, de
type Lr







(On rappelle que le dual topologique de Lr est Lr
′
pour tout r ∈ [1,+∞[, et que le
dual de L∞ est strictement plus gros que L1.) Les estimations d’e´nergie du paragraphe
4. ESTIMATIONS A PRIORI 17
pre´ce´dent traitent du cas r = r′ = 2. Par ailleurs, la forme des noyaux des Green obtenus
au paragraphe 3 montre les estimations suivantes dans le cas r = +∞, r′ = 1.
Pour l’e´quation d’Airy :
‖u(t)‖L∞(R) . |t|−1/3 ‖u0‖L1(R) .
Pour l’e´quation de Schro¨dinger :
‖u(t)‖L∞(Rd) . |t|−d/2 ‖u0‖L1(Rd) .
On peut ensuite proce´der par interpolation, en utilisant le re´sultat classique suivant,
qui est un cas particulier du the´ore`me de Riesz-Thorin [2, p. 2 !]).
The´ore`me I.1 (Riesz-Thorin)
Si T de´finit un ope´rateur line´aire continu de L1 dans L∞, de norme M et aussi de L2
dans L2, de norme N , alors il est continu de Ls dans Lr avec
1
s








, 0 < θ < 1 ,
et la norme de T : Ls → Lr est majore´e par M1−θN θ.
Corollaire I.1
Pour tout r ∈ [2,+∞[, on a les estimations a priori suivantes, appele´es estimations
de dispersion pour l’e´quation d’Airy :
‖u(t)‖Lr(R) . |t|−1/3+2/3r ‖u0‖Lr′ (R) ,
et pour l’e´quation de Schro¨dinger (libre) :
‖u(t)‖Lr(Rd) . |t|−d/2+d/r ‖u0‖Lr′ (Rd) .
4.3 Estimations de de Strichartz
Depuis le travail fondateur de Strichartz (paru en 1977), on appelle ine´galite´s de Stri-
chartz des estimations a priori du type, pour les EDP d’ordre 1, L2 → Lq(0, t;Lr(Rd)).
Pour les EDP d’ordre 2 comme l’e´quation des ondes, on verra qu’il faut demander plus de
re´gularite´ sur l’espace de de´part (ce qui revient plus ou moins a` conside´rer ces e´quations
comme des syste`mes d’ordre 1 en ∂tu et ∇u). Dans tous les cas, pour espe´rer obtenir des
estimations (ou ine´galite´s) de Strichartz, il ne faut pas que la varie´te´ caracte´ristique de
l’EDP ait une composante plate : ceci exclut notamment l’e´quation de transport (dont la
varie´te´ caracte´ristique est un hyperplan), et l’e´quation des ondes en dimension 1 (dont la
« varie´te´ » caracte´ristique est compose´e de deux droites).
Les ingre´dients pour obtenir ces estimations sont :
• des estimations (ou ine´galite´s) de dispersion,
• un argument appele´ T ∗T ,
• l’ine´galite´ de Hardy-Littlewood-Sobolev, aussi appele´ the´ore`me d’inte´gration frac-
tionnaire.
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E´quations d’ordre 1
Des estimations de dispersion ont e´te´ obtenues au paragraphe 4.2 (Corollaire I.1) pour
les e´quations d’Airy et de Schro¨dinger. Ces e´quations ont de plus en commun d’avoir des
solutions donne´es par un groupe d’ope´rateurs unitaires. Bien que cela ne soit pas en soi
indispensable, nous allons utiliser ce groupe dans l’argument T ∗T .
Rappelons tout d’abord les rudiments de la the´orie des (semi-)groupes a` un parame`tre.
Semi-groupes fortement continus On appelle C 0-semi-groupe une famille d’ope´ra-
teurs (St)t≥0 telle que
• pour tout t ≥ 0, St est un ope´rateur line´aire continu sur un espace de Banach X ,
• pour tous t, s ≥ 0, St ◦ Ss = St+s,
• on a S0 =id,
• et de plus, pour tout φ ∈ X ,
lim
tց0
‖Stφ− φ‖X = 0 .
E´tant donne´ un semi-groupe (St)t≥0, on de´finit un unique ope´rateur non borne´ A de
domaine




(Stφ− φ ) existe } ,





(Stφ− φ ) .
Alors pour tout φ ∈ D(A), l’application u : t 7→ Stφ est de´rivable et ve´rifie u′ = Au.
Autrement dit, St joue le roˆle de e
tA (de´fini seulement pour les ope´rateurs A continus).
Plus ge´ne´ralement, si u0 ∈ D(A) et f ∈ C (0, t;D(A)), la formule de Duhamel




re´sout le proble`me de Cauchy avec second membre :
u′ = Au+ f , u(0) = u0 .
Pour u0 ∈ X et f ∈ L1(0, t;X ), la formule de Duhamel fournit seulement une « mild
solution » , terme que l’on pourrait traduire par « solution alle´ge´e » (et non « douce »,
car ce mot a un autre sens mathe´matique), mais qu’on laisse en anglais dans le texte en
ge´ne´ral. Une question naturelle mais difficile est de savoir, pour un ope´rateur non borne´
donne´, s’il est le ge´ne´rateur infinite´simal d’un C 0-semi-groupe. Le the´ore`me de Hille-
Yosida (voir par exemple [3, ch.VII], ou [13]) re´pond a` cette question pour certains types
d’ope´rateurs. Un cas plus facile est celui des ope´rateurs anti-autoadjoints (voir l’appendice
A pour la de´finition).
Groupes d’ope´rateurs unitaires On parle de groupe a` un parame`tre (St)t∈R si pour
tout t ∈ R, St est un ope´rateur inversible sur un espace de Hilbert et S−t = S−1t , et de
groupe d’ope´rateurs unitaires si on a de plus S−t = S∗t pour tout t ∈ R.
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The´ore`me I.2 (Stone)
Si A est un ope´rateur anti-autoadjoint a` domaine dense dans un espace de Hilbert H,
c’est le ge´ne´rateur infinite´simal d’un groupe d’ope´rateurs unitaires.
Pour une de´monstration, voir par exemple [13, p.41].
Les e´quations d’Airy et de Schro¨dinger sont pre´cise´ment de la forme u′ = Au, ou` A est
un ope´rateur anti-autoadjoint a` domaine dense dans L2. Notons au passage que toutes les





|u(t,x)|2dx = 2Re〈u(t,x) , Au(t,x) 〉 = 0 .
Pour l’e´quation d’Airy, D = H3, et pour l’e´quation de Schro¨dinger, D = H2. Les
groupes associe´s sont donne´s a` l’aide leur noyau de Green Gt par Stu0 = u0 ∗Gt.
On cherche des estimations a priori de la forme
‖S·u0‖Lq(R;Lr(Rd)) . ‖u0‖L2(Rd) ,
connaissant une estimation de la forme
(I.3) ‖Stu0‖Lr(Rd) . |t|−dα(r) ‖u0‖Lr′ (Rd) .
Argument T ∗T
L’ide´e (en s’inspirant de la formule de Duhamel) est de voir l’ope´rateur
L2(Rd) → L∞(R;L2(Rd))
v 7→ S·v
comme l’adjoint de l’ope´rateur
T : L1(R;L2(Rd)) → L2(Rd)




〈T ∗v, f〉 = 〈v, Tf〉L2(Rd) =
∫
〈v, S−sf(s)〉L2(Rd) ds =
∫
〈Ssv, f(s)〉L2(Rd) ds .
Ainsi on a
T ∗T : L1(R;L2(Rd)) → L∞(R;L2(Rd))
f 7→ T ∗Tf ; (T ∗Tf)(τ) =
∫
Sτ−sf(s) ds .
Le fait que T ∗T soit continu provient en fait du lemme suivant, qui impliquera e´gale-
ment, apre`s application de l’ine´galite´ de Hardy-Littlewood-Sobolev, l’estimation a priori
cherche´e.
Lemme I.1
Soit H un espace de Hilbert, X un espace de Banach, et D un sous-espace vectoriel
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dense dans X . T : D → H ope´rateur line´aire T ∗ : H → D∗ son adjoint alge´brique
(X∗ ⊂ D∗ le dual alge´brique de D)
〈T ∗v, f〉 = 〈v, Tf〉 , ∀f ∈ D, ∀v ∈ H .
Les trois conditions suivantes sont e´quivalentes.
1. il existe a ≥ 0 tel que, pour tout f ∈ D,
‖Tf‖H ≤ a‖f‖X .
2. l’image de T ∗ est incluse dans X ∗ et il existe b ≥ 0 tel que, pour tout v ∈ H,
‖T ∗v‖X ∗ ≤ b‖v‖H .
3. l’image de T ∗T est incluse dans X ∗ et il existe c ≥ 0 tel que, pour tout f ∈ D,
‖T ∗Tf‖X ∗ ≤ c‖f‖X .
De´monstration : 1 =⇒ 2 : pour v ∈ H et f ∈ D,
|〈T ∗v, f〉| ≤ ‖v‖H ‖Tf‖H ≤ a ‖v‖H ‖f‖X .
Donc d’apre`s le the´ore`me de Hahn-Banach (voir l’appendice A), T ∗v se prolonge en une
forme line´raire continue sur X et
‖T ∗v‖X ∗ ≤ a‖v‖H .
2 =⇒ 1 : pour v ∈ H et f ∈ D,
|〈v, Tf〉| ≤ ‖T ∗v‖X ∗ ‖f‖X ≤ b ‖v‖H ‖f‖X ,
donc
‖Tf‖H ≤ b‖f‖X .
Par ailleurs, 1 et 2 impliquent trivialement 3.
3 =⇒ 1 : pour f ∈ D,
|〈Tf, Tf〉| ≤ ‖T ∗Tf‖X ∗ ‖f‖X ≤ c ‖f‖2X .
Pour conclure, on va avoir recours au re´sultat (difficile) suivant.
The´ore`me I.3 (Hardy-Littlewood-Sobolev)











φa : y 7→ ‖y‖−n/a .
Alors u 7→ u ∗ φa est continue de Lp(Rn) dans Lq(Rn).
4. ESTIMATIONS A PRIORI 21
Remarque I.2
Si on avait φa ∈ La, ce serait un re´sultat classique de convolution (qui autoriserait
meˆme les cas extreˆmes a = 1, p = 1, p = q, q = +∞). Mais ce n’est pre´cise´ment pas le
cas : la fonction φa n’appartient a` aucun espace L
k. Malgre´ cela, ce the´ore`me montre
qu’on peut la convoler avec u ∈ Lp pour p > 1 et obtenir une fonction dans Lq avec
p < q < +∞.
Voir [8, p. 117 et suivantes] pour une de´monstration.
L’ine´galite´ de Hardy-Littlewood-Sobolev (avec n = 1) et l’ine´galite´ (I.3) impliquent
que l’ope´rateur
T ∗T : f 7→ T ∗Tf ; (T ∗Tf)(τ) =
∫
Sτ−sf(s) ds




(Rd)) dans Lq(R;Lr(Rd)) pour 0 < 2/q = dα(r) < 1. En effet,
pour tout φ ∈ Lq′(R;Lr′(Rd)), on a par l’ine´galite´ de Ho¨lder en espace
|〈φ, T ∗Tf〉| ≤
∫∫
‖Gτ−s ∗ f(s)‖Lr(Rd) ‖φ(τ)‖Lr′ (Rd) dsdτ
.
∫∫
|τ − s|−dα(r) ‖f(s)‖Lr′ (Rd) ‖φ(τ)‖Lr′ (Rd) dsdτ
d’apre`s (I.3), d’ou` par le the´ore`me de Fubini et l’ine´galite´ de Ho¨lder en temps,
|〈φ, T ∗Tf〉| .
∥∥∥∥τ 7→ ∫ |τ − s|−dα(r) ‖f(s)‖Lr′ ds∥∥∥∥
Lq(R)
‖φ‖Lq′ (R;Lr′ (Rd)) .
Et d’apre`s l’ine´galite´ de Hardy-Littlewood-Sobolev,∥∥∥∥τ 7→ ∫ |τ − s|−dα(r) ‖f(s)‖Lr′ (Rd) ds∥∥∥∥
Lq(R)
. ‖f‖Lq′ (R;Lr′ (Rd))
pour dα(r) + 1
q′
= 1 + 1
q
, c’est-a`-dire dα(r) = 2/q, sous les conditions 0 < dα(r) < 1,
1 < q′ < q < +∞.
D’apre`s le lemme I.1, ceci implique que T ∗ est continu de L2 dans Lq(R;Lr(Rd)).
The´ore`me I.4
Soit (St) un groupe d’ope´rateurs unitaires sur L
2(Rd) ve´rifiant l’ine´galite´ de dispersion
(I.3) pour r ∈ [2,+∞[. Alors il ve´rifie l’ine´galite´ de Strichartz
‖S·u0‖Lq(R;Lr(Rd)) . ‖u0‖L2(Rd) ,
pour r et q tels que 0 < 2/q = dα(r) < 1.
Certaines valeurs extreˆmes des parame`tres sont en fait autorise´es. Pour l’e´quation de
Schro¨dinger en particulier, ou` α(r) = 1/2 − 1/r, tous les triplets (q, r, d) pour lesquels
2/q = d/2 − d/r et 2 ≤ q, r ≤ +∞ sont autorise´s, sauf (q, r, d) = (2,+∞, 2) (voir [14,
p. 74]).
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E´quation des ondes
Rappelons que la solution du proble`me de Cauchy
∂2ttu− c2∆u = 0 , u|t=0 = u0 , ∂tu|t=0 = u1 ,
s’exprime a` l’aide de deux noyaux K0t et K
1
t qui sont des distributions :
u(t, ·) = u0 ∗K0t + u1 ∗K1t ,
K0t = ∂tK
1






Nous allons ici nous concentrer sur la dimension d = 3. Il n’est dans ce cas pas tre`s















φ(r sin θ cosϕ, r sin θ sinϕ, r cos θ) r2 sin θ dθdϕ .
En effet, comme σr est a` support compact, sa transforme´e de Fourier est la fonction de´finie
par
σ̂r(ξ) = 〈σr, e−iξ·x〉 ,
et comme σr est a` syme´trie radiale, σ̂r aussi. Il suffit donc de calculer














Attention, les ope´rateurs de convolution Qt et Pt associe´s respectivement aux noyaux
K0t et K
1
t ne sont pas des semi-groupes ! D’autre part, comme ce sont des multiplica-
teurs de Fourier a` symbole re´el (F(K0t ) et F(K1t ) sont a` valeurs re´elles), ce sont des
ope´rateurs auto-adjoints.
On peut ne´anmoins adapter la me´thode utilise´e plus haut pour les groupes d’ope´rateurs
unitaires et montrer des ine´galite´s de Strichartz pour l’e´quation des ondes. Ces ine´galite´s
s’e´crivent de fac¸on ge´ne´rale :
(I.4)

















, 2 ≤ p ≤ q ≤ +∞, , d ≥ 2 , (p, q, d) 6= (2,+∞, 3) .
4. ESTIMATIONS A PRIORI 23
Nous allons nous contenter de traiter, en dimension d = 3, le cas de Pt, ce qui revient
a` supposer u0 ≡ 0. L’ide´e est a` nouveau de voir l’ope´rateur
L2(Rd) → L∞(R;L2(Rd))
v 7→ P·v
comme l’adjoint d’un ope´rateur T pour lequel on saura estimer T ∗T . En l’occurrence, on
conside`re
T : L1(R;L2(Rd)) → L2(Rd)
f 7→ Tf :=
∫
Ptf(t) dt .
On a bien T ∗v = P·v car
〈T ∗v, f〉 = 〈v, Tf〉L2(Rd) =
∫
〈v, Ptf(t)〉L2(Rd) dt =
∫
〈Ptv, f(s)〉L2(Rd) ds .
Et par ailleurs,
T ∗T : L1(R;L2(Rd)) → L∞(R;L2(Rd))
f 7→ T ∗Tf ; (T ∗Tf)(τ) =
∫
PτPsf(s) ds .










Ce nouveau noyau Kt a l’avantage par rapport a` K
1
t d’eˆtre une fonction ! On de´montre




ou` H est la fonction de Heaviside (valant 1 sur R+∗ et 0 sur R−). De plus ce noyau ve´rifie
une ine´galite´ de dispersion : on ve´rifie par le calcul (en coordonne´es sphe´riques) que pour
tout r > 3,
‖Kt‖Lr(R3) . t−1+3/r .
Par suite, pour τ , s ≥ 0, l’ope´rateur PτPs (de convolution par (Kτ−s −Kτ+s)/2) ve´rifie,
par une ine´galite´ de convolution standard,










c’est-a`-dire pour q = 2r. Par l’ine´galite´ de Hardy-Littlewood-Sobolev on obtient alors
‖T ∗Tf‖Lp(R+;Lq(R3)) . ‖f‖Lp′ (R+;Lq′ (R3))
pour 2/p = 1− 3/r, c’est-a`-dire 1/p+ 3/q = 1/2. Du lemme I.1 on de´duit donc
‖P·v‖Lp(R+;Lq(R3)) . ‖v‖L2(R3) ,
ce qui revient a` (I.4) dans le cas particulier u0 ≡ 0.
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Remarque I.4







la conservation de l’e´nergie s’interpre`te comme la conservation de la norme L2 de U .
Plus ge´ne´ralement, toutes les normes Hs sont conserve´es : pour tout s ∈ R, pour tout
t ≥ 0,
‖U(t)‖Hs(Rd) = ‖U(0)‖Hs(Rd) = ‖(u1,∇u0)‖Hs(Rd) .
En particulier,
‖u(t)‖H˙s(Rd) ≤ ‖∇u(t)‖Hs−1(Rd) . ‖u1‖Hs−1(Rd) + ‖∇u0‖Hs−1(Rd) ,
et comme H˙s(Rd) s’injecte continuˆment dans Lq(Rd) pour s ∈]0, d/2[ et 1/q = 1/2−
s/d, on en de´duit l’estimation
‖u‖L∞(R+;Lq(Rd)) . ‖u1‖Hs−1(Rd) + ‖∇u0‖Hs−1(Rd) .
On trouve encore beaucoup d’autres estimations de type Strichartz dans la litte´rature.
Citons par exemple, d’apre`s les travaux de Koenig, Ponce et Vega (voir [14, pp. 205-206]),
les ine´galite´s suivantes pour l’e´quation d’Airy (avec a = 0) :
‖u‖L2(0,T ;L∞(R)) . ‖u0‖Hs , s > 3/4 ,
‖u‖L4(0,T ;L∞(R)) . ‖u0‖Hs , s ≥ 1/4 ,
‖∂s+1x u‖L∞(R;L2(0,T )) . ‖u0‖Hs , s ≥ 0 .
Chapitre II
EDP dispersives non-line´aires
1 Exemples et vocabulaire
On va s’inte´resser dans ce chapitre a` des versions non-line´aires des EDP rencontre´es
pre´ce´demment.
1.1 NLS et NLW
Les EDP semi-line´aires sont celles ou` la non-line´arite´ est d’ordre 0. C’est le cas en
particulier pour l’e´quation de Schro¨dinger non-line´aire (connue sous le sigle anglais NLS)
i∂tu+∆u = f(u) ,
et l’e´quation des ondes non-line´aire (connue sous le sigle anglais NLW)
∂2ttu− c2∆u+ f(u) = 0 .
L’e´quation des ondes non-line´aire avec f(u) = sinu est appele´e e´quation de sine-Gordon
(par analogie phone´tique avec l’e´quation de Klein-Gordon, qui en est la version line´arise´e
au voisinage de 0). Un autre type tre`s e´tudie´ de non-line´arite´ est
f(u) = µ|u|p−1u ,





(au sens ou` ∇uV = f(u) si u est complexe, ou simplement V ′(u) = f(u) si u est re´el).
En particulier, si p est un entier impair (cas dit « alge´brique » ), l’application u ∈ C 7→
µ|u|p−1u est de classe C∞. Selon le signe de µ on parle de non-line´arite´ (ou d’e´quation)
focalisante ou de´focalisante. Ceci s’interpre`te notamment en terme de solutions explicites
obtenues par se´paration de variables. En effet, si l’on cherche des solutions sous la forme
u(t,x) = eiξ·xv(t)
avec |v(t)| = constante (ce qui ge´ne´ralise les OPPM), on trouve
v(t) = α ei(‖ξ‖
2+µ|α|p−1)t pour (NLS) ,
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v(t) = α e±it
√
c2‖ξ‖2+µ|α|p−1 pour (NLW) .
Dans ce deuxie`me cas il faut en outre supposer c2‖ξ‖2+µ|α|p−1 ≥ 0, ce qui est automatique
pour µ ≥ 0 mais n’est valable que pour les « hautes » fre´quences (‖ξ‖ ≥ √−µ |α|(p−1)/2/c)
si µ < 0. On constate sur ces formules que µ > 0 ajoute une contribution « positive » a` la
dispersion line´aire, tandis que µ < 0 va a` son encontre : le premier cas est dit de´focalisant
et le second est focalisant.
On observe par ailleurs que (NLS) et (NLW) sont invariantes par certains changements
d’e´chelles. Plus pre´cise´ment, (NLS) est invariante par
u 7→ u˜ ; u˜(t˜, x˜) = λ−2/(p−1) u(t˜/λ2, x˜/λ) ,
et (NLW) est invariante par
u 7→ u˜ ; u˜(t˜, x˜) = λ−2/(p−1) u(t˜/λ, x˜/λ) ,






de sorte que la norme H˙sc(Rd) soit invariante par
u0 7→ u˜0 ; u˜0(x˜) = λ−2/(p−1) u(x˜/λ) ,
et la norme de H˙sc(Rd)× H˙sc−1(Rd) soit invariante par
(u0, u1) 7→ (u˜0, u˜1) ; u˜0(x˜) = λ−2/(p−1) u0(x˜/λ) , u˜1(x˜) = λ−2/(p−1)−1 u1(x˜/λ) .
Les espaces de Sobolev d’indice s > sc seront alors dit sous-critiques et ceux d’indice
s < sc seront dits sur-critiques. (L’inversion entre les ine´galite´s et les pre´fixes sous/sur
est motive´e par le fait que le proble`me de Cauchy sera moins difficile a` traiter dans les
espaces d’indice e´leve´.)
Les deux e´quations, (NLS) et (NLW), se mettent sous la forme semi-line´aire abstraite
(II.1) ∂tU = AU +N(U) ,
ou` A est un ope´rateur diffe´rentiel a` coefficients constants agissant sur des fonctions a`
valeurs dans Rn (R2 identifie´ avec C pour (NLS), et Rd+2 pour (NLW)), et N(U) = F ◦U
avec F : Rn → Rn. On supposera dans la suite que cette fonction F est de classe C∞ et

















et pour l’e´quation des ondes,
U =




 , A =
 0 0 00 0 c div
0 c∇ 0






On rappelle que par le the´ore`me de Stone, comme les ope´rateurs A ci-dessus sont anti-
autoadjoints, ils sont ge´ne´rateurs de groupes d’ope´rateurs unitaires.
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1.2 KdV et Boussinesq
Dans les EDP quasi-line´aires, la non-line´arite´ est en fait line´aire par rapport a` la




xxxu = ∂xf(u) ,
et l’e´quation de Boussinesq ge´ne´ralise´e
∂2ttu− ∂2xxf(u) + ∂4xxxxu = 0 .
Cette dernie`re peut eˆtre vue formellement (apre`s inte´gration en x) comme le syste`me
















Dans l’e´quation de Korteweg-de Vries classique (KdV), la non-line´arite´ est quadratique :
f ′(u) = u a` un facteur multiplicatif pre`s. Dans ce cas on a une invariance par le changement
d’e´chelle
u 7→ u˜ ; u˜(t˜, x˜) = λ−2 u(t˜/λ3, x˜/λ) ,
et l’indice critique est sc = −3/2. De meˆme, pour une non-line´arite´ quadratique, le syste`me
de Boussinesq est invariant par le changement d’e´chelle
(u, v) 7→ (u˜, v˜) ; u˜(t˜, x˜) = λ−2 u(t˜/λ2, x˜/λ) , v˜(t˜, x˜) = λ−3 v(t˜/λ2, x˜/λ) ,
et l’espace critique est H˙−3/2(R)× H˙−5/2(R).
L’e´quation de KdV et le syste`me de Boussinesq se mettent sous la forme quasi-line´aire
abstraite
(II.2) ∂tU + ∂xF (U) + K ∂xxxU = 0 ,
ou` l’inconnue U est scalaire (pour KdV, avecK = 1) ou a` valeurs dans R2 (pour le syste`me






2 Proble`me de Cauchy
Au chapitre pre´ce´dent, le proble`me de Cauchy a e´te´ vu essentiellement au travers de
formules de re´solution (noyaux de Green) et estimations a priori. Il est temps de de´finir
pre´cise´ment la notion de solution, et en fait les diffe´rentes notions de solutions, et celle de
proble`me de Cauchy bien pose´, pour des e´quations de la forme (II.1) ou (II.2).
2.1 Les diffe´rentes notions de solutions
La notion la plus facile a` appre´hender est celle de solution classique : une fonction
(t,x) 7→ U(t,x) est solution classique de (II.1), respectivement (II.2), si elle est de classe
C 1 en t et de classe Cm en x, ou` m est l’ordre de l’ope´rateur diffe´rentiel A, respectivement
m = 3. Pour une solution classique U , une donne´e initiale est une fonction U0 de classe
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Cm telle que U(0, ·) = U0. A` l’autre extre´mite´, une solution faible (ou solution au sens des
distributions) du proble`me de Cauchy sur [0, T ] pour (II.1), respectivement (II.2), avec
donne´e initiale U0 ∈ L∞loc(Rd) est une fonction U ∈ L∞loc(]0, T [×Rd;Rn) ve´rifiant pour tout




〈(∂tϕ−A∗ϕ)(t,x), U(t,x)〉+ 〈ϕ(t,x), F (U(t,x))〉dxdt+
∫ T
0





〈(∂tϕ+Kt∂3xxxϕ)(t,x), U(t,x)〉+〈∂xϕ(t,x), F (U(t,x))〉dxdt+
∫ T
0
〈U0(x), ϕ(0,x)〉dx = 0.
De´finition II.1
E´tant donne´ un espace fonctionnel H de donne´es initiales, on appelle
• solution faible dans H sur [0, T ] une solution faible appartenant en outre a` l’es-
pace L∞(0, T ;H),
• solution forte dansH sur [0, T ] une solution faible appartenant en outre a` l’espace
C (0, T ;H).
Remarque II.1
Si A est un ope´rateur borne´ sur H = L2(Rd;Rn) et si N : U ∈ H 7→ F ◦ U ∈ H,
alors (II.1) est en fait un e´quation diffe´rentielle ordinaire dans H, et les trois notions,
solution classique, solution forte et solution faible, co¨ıncident pour l’e´quation (II.1).
En effet, une solution classique est toujours une solution faible (ceci se voit juste en
inte´grant la relation 〈ϕ, ∂tU − AU − F ◦ U〉 = 0), et meˆme si l’expression n’est pas tre`s
heureuse, une solution forte est solution faible, par de´finition. Le « pivot » de la re´ciproque
est la formulation inte´grale de (II.1), a` savoir
(II.3) U(t) = U(0) +
∫ t
0
(AU(τ) + F ◦ U(τ) ) dτ .
Si U est solution faible dans H sur [0, T ], on a par de´finition U ∈ L∞(0, T ;H) et donc
F ◦ U ∈ L∞(0, T ;H) aussi. Or par de´finition d’une solution faible on a pour tout ϕ ∈




〈∂tϕ(t,x), U(t,x)〉+ 〈ϕ(t,x), AU(t,x) + F (U(t,x))〉dxdt = 0 .
Comme AU +F ◦U ∈ L∞(0, T ;L2(Rd;Rn)), ceci montre que U ∈ W 1,1(0, T ;L2(Rd;Rn)),
qui s’injecte dans C (0, T ;L2(Rd;Rn)), et que U satisait la formule inte´grale (II.3). Cette
meˆme formule montre ensuite que U ∈ C 1(0, T ;L2(Rd;Rn)), et en la de´rivant on obtient
que U est solution classique.
Remarque II.2
Bien entendu, pour les cas qui nous inte´ressent, A n’est pas un ope´rateur borne´ sur
L2, puisque c’est un ope´rateur diffe´rentiel, et F est une « vraie » non-line´arite´, qui ne
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pre´serve pas L2.
De´finition II.2
Le proble`me de Cauchy est localement bien pose´ dans un espace fonctionnel H si pour
tout U∗ ∈ H il existe T > 0, un voisinage V de U∗ dans H, et un sous-ensemble E de
C (0, T ;H) tels que,
1. pour tout U0 ∈ V, il existe un unique U ∈ E qui soit solution forte dans H sur
[0, T ] pour la donne´e initiale U0
2. l’application
V → C (0, T ;H)
U0 7→ U
est continue.
Si c’est vrai avec E = C (0, T ;H) on dit que le proble`me de Cauchy est inconditionnel-
lement (localement) bien pose´. Si c’est vrai pour T arbitrairement grand on dit que le
proble`me de Cauchy est globalement bien pose´.
Les re´sultats du chapitre I montrent que les proble`mes de Cauchy line´aires (c’est-a`-dire
avec F ≡ 0) sont globalement bien pose´s dans Hs(Rd) pour l’e´quation de Schro¨dinger et
l’e´quation d’Airy, et dans Hs(Rd) × Hs−1(Rd) pour l’e´quation des ondes vue comme un
syste`me d’ordre 1. Qu’en est-il pour les proble`mes non-line´aires ?
2.2 Me´thode des semi-groupes
Conside´rons une EPD de la forme (II.1), ou` A est un ope´rateur non borne´, anti-
autoadjoint sur un espace de Hilbert H. En conside´rant V (t) := S−tU(t), ou` (St)t∈R est
le groupe d’ope´rateurs unitaires engendre´ par A, et en remarquant que
〈∂tϕ+ A∗ϕ,U〉H = 〈∂t(S−tϕ(t)), V 〉H ,
on obtient en proce´dant comme pour (II.3) une formulation inte´grale pour les solutions
fortes :
(II.4) U(t) = StU0 +
∫ t
0
St−τ (F ◦ U)(τ) dτ ,
pour autant que t 7→ F ◦ U(t) appartienne a` L1(0, T ;H). Lorsque H = Hs(Rd) par
exemple, ceci loin d’eˆtre automatiquement le cas. Cependant, on a quelques re´sultats fort
utiles concernant ces espaces Hs et les non-line´arite´s.
The´ore`me II.1 (estimations de Moser)
• Si u, v ∈ Hs(Rd) ∩ L∞(Rd) avec s ≥ 0, on a uv ∈ Hs(Rd) avec
‖uv‖Hs(Rd) . ‖u‖L∞(Rd) ‖v‖Hs(Rd) + ‖v‖L∞(Rd) ‖u‖Hs(Rd) .
• Si f ∈ C∞(R;R) est telle que f(0) = 0, pour tout s > d/2, il existe une fonction
continue C : R+ → R+ telle que pour tout u ∈ Hs(Rd) on a f ◦u ∈ Hs(Rd) avec
‖f ◦ u‖Hs(Rd) ≤ C(‖u‖L∞) ‖u‖Hs .
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• Pour tout s > d/2, il existe une fonction continue C : R+ → R+ telle que pour
tous u, v ∈ Hs(Rd) ve´rifiant ‖(u, v)‖Hs(Rd) ≤ µ et ‖(u, v)‖L∞(Rd) ≤ R, on a
‖f ◦ u− f ◦ v‖Hs(Rd) ≤ C(R) ( ‖u− v‖Hs(Rd) + µ ‖u− v‖L∞(Rd) ) .
Remarque II.3
D’apre`s l’injection de Sobolev Hs(Rd) →֒ L∞(Rd), le premier point montre en parti-
culier que Hs(Rd) est une alge`bre de Banach lorsque s > d/2.
The´ore`me II.2
Pour une EPD de la forme (II.1) avec A un ope´rateur anti-autoadjoint surHs(Rd;Rn),
s > d/2, et F ∈ C∞(Rn;Rn) telle que F (0) = 0, le proble`me de Cauchy est localement
inconditionnellement bien pose´ dans Hs(Rd;Rn).
De´monstration : Le sche´ma de la de´monstration est le meˆme que pour les e´quations dif-
fe´rentielles ordinaires, en utilisant la formule inte´grale (II.4) (Duhamel) au lieu de la
formule inte´grale (II.3), qui est inutilisable lorsque A est un ope´rateur non borne´. En
fait ce sche´ma fonctionne de`s que A est le ge´ne´rateur infinite´simal d’un semi-groupe de
contractions (St)t≥0, c’est-a`-dire que tous les ope´rateurs St pour t ≥ 0 sont de norme au
plus 1.
On fixe une fois pour toutes s > d/2 et U∗ ∈ Hs(Rd). On notera µ∗ = ‖U∗‖Hs et
R∗ = ‖U∗‖L∞ . Soient µ > 0, R > 0,
U0 ∈ V := {V ∈ Hs(Rd;Rn) ; ‖V − U∗‖Hs ≤ µ/8 , ‖V − U∗‖L∞ ≤ R/2 } ,
E := {U ∈ C (0, T ;Hs(Rd;Rn)) ; ∀t ∈ [0, T ] , ‖U(t)−U∗‖Hs ≤ µ , ‖U(t)−U∗‖L∞ ≤ R } .
On va construire une solution de U ∈ C (0, T ;Hs(Rd;Rn)) de (II.4) sur un intervalle
[0, T ] assez petit de sorte que
‖U(t)− U0‖Hs ≤ µ/2 , ‖U(t)− U0‖L∞ ≤ R/2 ,
ce qui impliquera e´videmment U ∈ E . Pour cela on met en place un sche´ma ite´ratif.
On pose U0 := U0. En supposant U
k ∈ C (0, T ;Hs(Rd;Rn)) et ve´rifiant les ine´galite´s
ci-dessus, on peut de´finir
Uk+1(t) := StU0 +
∫ t
0
St−τ (F ◦ Uk)(τ) dτ ,
et




≤ ‖StU∗ − U∗‖Hs + µ/4 + TC(R∗ +R)(µ∗ + 5µ/8)
d’apre`s le the´ore`me II.1. En choisissant T ≤ µ/((8µ∗ + 5µ)C(R∗ + R)) tel que ‖StU∗ −
U∗‖Hs ≤ µ/8, on aura bien ‖Uk+1(t) − U0‖Hs ≤ µ/2. Et si µ a e´te´ choisi au de´-
part tel que Cd,sµ ≤ R, ou` Cd,s de´signe la norme de l’injection de Sobolev Hs(Rd) →֒
L∞(Rd), on aura e´videmment aussi ‖Uk+1(t)−U0‖L∞ ≤ R/2. Par construction, Uk+1 ∈
C (0, T ;Hs(Rd;Rn)), puisque t 7→ StV est continue et V 7→ F ◦ V est continue (par le
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the´ore`me II.1). L’e´tape suivante consiste a` montrer que la suite (Uk)k∈N est de Cauchy




St−τ (F ◦ Uk(τ)− F ◦ Uk−1(τ) ) dτ ,
et donc
‖Uk+1(t)− Uk(t)‖Hs ≤ L
∫ t
0
‖Uk(τ))− Uk−1(τ)‖Hs dτ ,
avec L := C(R∗ +R)(1 + Cd,s(µ∗ + µ)). Ceci montre (via une re´currence facile) que






et par suite, puisque la se´rie de terme ge´ne´ral LnTn/n! est convergente, que (Uk)k∈N
est de Cauchy dans C (0, T ;Hs(Rd;Rn)). Cet espace e´tant complet, on en de´duit que
(Uk)k∈N converge, et sa limite U ve´rifie la formule inte´grale (II.4) (en passant a` la limite
dans la relation de re´currence entre Uk et Uk+1). Supposons que U et V soient deux
solutions fortes appartenant a` E . Alors en faisant la diffe´rence entre les deux formules
inte´grales,
‖U(t)− V (t)‖Hs ≤ L
∫ t
0
‖U(τ))− V (τ)‖Hs dτ ,
d’ou`
‖U(t)− V (t)‖Hs ≤ eLt ‖U(0)− V (0)‖Hs = 0 .
Ceci montre l’unicite´ des solutions fortes dans E . Pour avoir l’unicite´ dans C (0, T ;Hs(Rd;Rn))
on utilise un argument de connexite´. Si V est une autre solution forte (pour la donne´e
initiale U0 ∈ V), l’ensemble
{t ∈ [0, T ] ; ∀s ∈ [0, t] , ‖V (t)− U(t)‖Hs = 0 }
est ferme´ par construction, non vide car il contient t = 0, et ouvert d’apre`s ce qui pre´ce`de
(en remplac¸ant U∗ et U0 par U(t0), et t = 0 par t = t0). Enfin, pour montrer la continuite´
de l’application U0 7→ U , on observe que si U ∈ E et V ∈ E sont des solutions fortes pour
des donne´es initiales U0 ∈ V et V0 ∈ V respectivement, on a pour tout t ∈ [0, T ],
‖U(t)− V (t)‖Hs ≤ ‖St(U0 − V0)‖Hs + L
∫ t
0
‖U(τ)− V (τ)‖Hs dτ ,
d’ou`
‖U(t)− V (t)‖Hs ≤ eLt ‖U0 − V0‖Hs .
Donc l’application U0 7→ U est (localement) Lipschitzienne.
Remarque II.4
Les solutions de (II.4) ne sont pas a priori de´rivables par rapport a` t, car pour pouvoir
de´river (en restant dans Hs) dans la formule inte´grale (II.4) il faut que U0 soit dans
D(A) et que la fonction t 7→ F ◦ U(t) appartienne a` L1(0, T ;D(A)). C’est possible au
prix de l’augmentation de l’indice s selon l’ordre de l’ope´rateur A. En effet, si A est
un ope´rateur diffe´rentiel d’ordre m, son domaine dans Hs(Rd) est Hs+m(Rd). Ainsi, si
U est une solution forte dans Hs+m(Rd) (pour une donne´e initiale U0 ∈ Hs+m(Rd)) on
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a U ∈ C (0, T ;Hs+m(Rd) ∩ C 1(0, T ;Hs(Rd)) et pour tout t ∈ [0, T ],
U ′(t) = AU(t) + F ◦ U(t) .
Quant aux e´quations de la forme (II.2), leur caracte`re bien pose´ (un non) n’est pas
directement accessible par la me´thode de type EDO utilise´e pour (II.1), car la de´rivation
devant F ◦U fait perdre un cran de re´gularite´ et empeˆche a priori de « boucler » le sche´ma


















et en se plac¸ant dans l’espace H := Hs(R)×Hs−1(R), avec s > 1/2. La non-line´arite´ est
localement Lipschitzienne dans cet espace puisque
‖∂x(f(u1)− u1)− ∂x(f(u2)− u2)‖Hs−1 . ‖f(u1)− f(u2)‖Hs + ‖u1 − u2‖Hs ,





∂x − ∂3xxx 0
)
,










= 〈u1, u2〉Hs−1 + 〈∂xu1, ∂xu2〉Hs−1 + 〈v1, v2〉Hs−1 .
En effet, l’ope´rateur ∂x e´tant anti-autoadjoint sur tous lesH
s, on voitA est anti-syme´trique :
quels que soient U1 = (u1, v1)
t, U2 = (u2, v2)
t ∈ D(A) = Hs+2(R)×Hs+1(R),
〈U1, AU2〉 = 〈u1, ∂xv2〉+ 〈∂xu1, ∂2xxv2〉+ 〈v1, ∂xu2〉 − 〈v1, ∂3xxxu2〉 =
−〈v2, ∂xu1〉+ 〈v2, ∂3xxxu1〉 − 〈u2, ∂xv1〉 − 〈∂xu2, ∂2xxv1〉 = −〈U2, AU1〉
(ou` dans les e´galite´s interme´diaires, 〈, 〉 de´signe le produit scalaire sur Hs−1). On montre
en outre facilement (comme A est un ope´rateur diffe´rentiel a` coefficients constants) que
A∗ a pour domaine D(A) = Hs+2(R)×Hs+1(R). Par suite, d’apre`s le the´ore`me de Stone,
A est le ge´ne´rateur infinite´simal d’un groupe unitaire (on peut d’ailleurs calculer son
noyau de Green). Ainsi, en adaptant le´ge`rement la de´monstration du the´ore`me II.2 (rem-
placer Hs par H ; voir le the´ore`me II.4) on montre que le proble`me de Cauchy asso-
cie´ au syste`me de Boussinesq est localement bien pose´ dans H, les solutions e´tant dans
C (0, T ;Hs+2(R)×Hs+1(R))∩C 1(0, T ;Hs(R)×Hs−1(R)) pour des donne´es initiales dans
Hs+2(R)×Hs+1(R) = D(A).
Une the´orie a e´te´ de´veloppe´e par Kato pour traiter des proble`mes quasi-line´aires plus
ge´ne´raux.
The´ore`me II.3 (Kato)
On suppose que X est un espace de Banach re´flexif et que Y →֒ X est dense dans
X . On suppose qu’il existe un isomorphisme S de Y sur X , et on e´quipe alors Y de la
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norme
‖y‖Y = ‖Sy‖X .
On suppose ensuite que V est une boule ouverte de Y , et que pour tout y ∈ V , A(y)
est un ope´rateur non borne´ sur X , ge´ne´rateur d’un semi-groupe de contractions, tel
que
• si y0 est le centre de la boule V , A(y)y0 ∈ Y et est uniforme´ment borne´ sur V ,
• l’espace Y est inclus dans le domaine de A(y), A(y) est continu de Y dans X , et
l’application y 7→ A(y) est uniforme´ment Lipschitzienne de V , muni de la norme
de X , dans l’espace des ope´rateurs continus de Y dans X ,
• le domaine de A(y) est tel que
x ∈ D(A(y)) ⇐⇒ (S−1x ∈ D(A(y)) et A(y)S−1x ∈ Y ) ,
l’ope´rateur SA(y)S−1−A est continu de X dans X , et sa norme est uniforme´ment
majore´e sur V .
On suppose enfin que F : V → Y est uniforme´ment borne´e, et uniforme´ment X -
Lipschitzienne. Alors pour tout U0 ∈ V le proble`me de Cauchy pour l’e´quation
U ′ = A(U)U + F ◦ U , U(0) = U0
admet une unique solution forte locale en temps U ∈ C (0, T ;Y) ∩ C 1(0, T ;X ).
Ceci est un cas particulier de [9, the´ore`me 6]. On peut en fait relaxer l’hypothe`se sur les
ope´rateurs A(y), en demandant « seulement » qu’ils soient m-quasi-accre´tifs, c’est-a`-dire




avec β uniforme sur V (mais pas ne´cessairement β ≤ 0).
Ceci permet notamment de montrer que l’e´quation de KdV est localement bien pose´e
dans Hs(R) avec s ≥ 3. On pose en effet X = L2(R), Y = Hs(R) avec s ≥ 3, S = Λs =
(1− ∂2xx)s/2 et A(u) = −∂3xxx+ f ′(u)∂x. Il n’est pas imme´diat de montrer que A(u) est m-
quasi-accre´tif. Cependant, cela se voit assez facilement pour A0(u) := f
′(u)∂x (estimations
a priori et re´solution d’une e´quation de transport a` coefficients variables, cf [1, Chap. 2]),
et comme l’autre morceau −∂3xxx est ge´ne´rateur d’un groupe unitaire, on peut montrer (cf
[9, pp. 501-502]) que cela implique que A(u) est m-quasi-accre´tif avec la meˆme borne β
que pour A0(u). Par ailleurs, on a
[S,A(u)]S−1 = [Λs, A0(u)]Λ−s
et il s’agit donc de montrer que [Λs, A0(u)]Λ
−s est un ope´rateur borne´ sur L2(R) lorsque
u ∈ Hs(R) avec s ≥ 3. L’estimation du commutateur [Λs, A0(u)] n’est pas du tout triviale.
Dans le cas s = 2 on pourrait faire le calcul explicite
[Λ2, A0(u)] = [Λ
2, f ′(u)]∂x = −(f ′′(u)uxx + f ′′′(u)u2x)∂x − 2f ′′(u)ux∂2xx
et l’on obtiendrait, en supposant quand meˆme u ∈ H3(R),
‖[Λ2, A0(u)]Λ−2v‖L2 ≤ ‖f ′′(u)uxx+ f ′′′(u)u2x‖L∞‖∂xΛ−2v‖L2 +2‖f ′′(u)ux‖L∞ ‖∂2xxΛ−2v‖L2
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≤ C(‖u‖H3) ‖v‖L2
ou` C de´pend continuˆment de son argument d’apre`s l’injection de Sobolev H1(R) →֒
L∞(R). Ce calcul se ge´ne´ralise (fastidieusement) aux nombres s qui sont des entiers pairs.
Plus pre´cise´ment, on peut montrer (voir par exemple [1, p. 470]) que pour a, w ∈ Hs(R),
s > 1, tels que ∂xa, ∂xw ∈ L∞(R),
‖[∂nx , a∂x]w‖L2 . ‖∂xa‖L∞‖w‖Hs + ‖∂xw‖L∞‖a‖Hs
pour tout entier n ≤ s. Ainsi, si s est un entier pair (supe´rieur a` 3),
‖[Λs, f ′(u)∂x]Λ−sv‖L2 . ‖∂xf ′(u)‖L∞‖v‖L2 + ‖∂xΛ−sv‖L∞‖f ′(u)‖Hs
. ‖f ′(u)‖Hs ‖v‖L2
graˆce a` l’injection de Sobolev Hs−1(R) →֒ L∞(R). Le terme ‖f ′(u)‖Hs se majore ensuite
en fonction de ‖u‖Hs graˆce au the´ore`me II.1 (on peut toujours se ramener a` f ′(0) = 0 en
remarquant que [Λs, f ′(u)∂x] = [Λs, (f ′(u)− f ′(0)∂x]).
2.3 Solutions moins re´gulie`res
Lorsque l’on conside`re des donne´es initiales moins re´gulie`res, typiquement dansHs(Rd)
avec s ≤ d/2, le sche´ma de preuve utilise´ pour le the´ore`me II.2 ne fonctionne plus.
Cependant, on peut espe´rer l’adapter si la perte de re´gularite´ duˆe a` la non-line´arite´ F est
« re´cupe´re´e » par l’ope´rateur de Duhamel




D’un point de vue abstrait cela peut s’e´noncer comme suit, ou` S joue le roˆle d’un espace
de fonctions plus re´gulie`res que celles de l’espace N .
The´ore`me II.4
Soient S et N deux espaces de Banach. On suppose que l’on a
1. un ope´rateur line´aire continu D : N → S de norme C0,
2. un ope´rateur non-line´aire N : S → N , tel que N(0) = 0, et il existe ε > 0 tel
que N soit Lipschitzienne de rapport 1/(2C0) dans la boule
Bε := {u ∈ S ; ‖u‖ ≤ ε} .
Alors, pour tout uℓ ∈ Bε/2, il existe un unique u ∈ Bε solution de l’e´quation implicite
u = uℓ +DN(u), .
En outre, l’application u ∈ Bε 7→ u est Lipschitzienne de rapport 2.
De´monstration : Sans originalite´, on construit une solution par un sche´ma ite´ratif
u0 = uℓ , u
n+1 = uℓ +DN(u
n) .
Les hypothe`ses sont faites pour que un ∈ Bε si uℓ ∈ Bε/2, et pour que
‖un+1 − un‖S ≤ 1
2
‖un − un−1‖S .
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Donc la suite (un) est convergente dans S. Sa limite u appartient a` Bε et ve´rifie l’e´quation
u = uℓ +DN(u). Si jamais v e´tait une autre solution dans Bε on aurait
‖u− v‖S ≤ 1
2
‖u− v‖S
et donc u = v. Enfin on obtient par diffe´rence de u = uℓ+DN(u) et v = vℓ+DN(v) que
‖u− v‖S ≤ 2 ‖uℓ − vℓ‖S .
On peut espe´rer appliquer ce re´sultat abstrait a` un ope´rateur de Duhamel D de´fini par
(II.5) a` l’aide d’un groupe unitaire (St) sur un espace de Hilbert H, si l’on dispose d’un
espace S s’injectant continuˆment dans C (0, T ;H) et d’un espace N tel que D : N → S.
Corollaire II.1
Si A est un ope´rateur anti-autoadjoint sur un espace de Hilbert H, si ST et NT sont
deux espaces de Banach tels que ST s’injecte continuˆment dans C (0, T ;H), si l’ope´ra-
teur de Duhamel (II.5) associe´ au groupe engendre´ par A est continu de NT dans ST ,
si N : ST → NT , tel que N(0) = 0, est Lipschitzienne de rapport 1/(2‖D‖) (pour T
assez petit) dans la boule
Bε := {u ∈ ST ; ‖u‖ ≤ ε} ,
alors le proble`me de Cauchy pour
∂tU = AU +N(U)
est localement conditionnellement bien pose´ dansH (la condition d’unicite´ e´tant porte´e
par l’ensemble E = ST ) au voisinage de 0.
Dans les « bons » cas, ce sont des estimations de Strichartz qui permettent d’obtenir
la « re´gularisation » par l’ope´rateur de Duhamel. On peut ainsi e´noncer :
Meta-the´ore`me II.1
Soit une EPD de la forme (II.1) avec A un ope´rateur anti-autoadjoint sur L2(Rd;Rn)
et N : U 7→ F ◦ U avec F ∈ C∞(Rn;Rn) une non-line´arite´ pour laquelle L2(Rd;Rn)
est sous-critique. On suppose que le semi-groupe engendre´ par A, et l’ope´rateur de
Duhamel associe´ (II.5), ve´rifient des estimations de dispersion et de Strichartz pour
un ensemble compact de couples (q, r), et l’on de´finit l’espace S0([0, T ] × Rd;Rn) ⊂




Alors le proble`me de Cauchy est localement conditionnellement bien pose´ dans L2(Rd;Rn),
la condition d’unicite´ e´tant porte´e par l’ensemble E = S0([0, T ]× Rd;Rn).
Pour en faire un vrai re´sultat nous allons conside´rer le cas de (NLS) avec une non-
line´arite´ alge´brique f(u) = µ|u|p−1u, ou` p un entier impair (ce qui assure la re´gularite´
de f). On constate qu’il y a tre`s peu de choix d’entiers p possibles pour que L2(Rd) soit
sous-critique. En effet,
0 > d/2− 2/(p− 1) ⇔ 1 < p < 1 + 4/d .
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Dans le cas d = 1 on trouve p = 3, et de`s la dimension d = 2, L2(Rd) est critique pour
p = 3, sur-critique pour p ≥ 5. (En dimension d = 3, L2 est sur-critique pour p = 3 ;
il faut aller chercher H1 pour avoir un espace sous-critique.) Ainsi la porte´e du « meta-






avec µ = ±1. Pour tout T > 0 on de´finit S0([0, T ]×R;C) ⊂ C ([0, T ];L2(R;C)) comme
l’adhe´rence de S ([0, T ]× R;C) pour la norme
‖u‖S0 := max
(q,r)∈Σ
‖u‖Lq(0,T ;Lr(Rd;C)) , Σ := {(q, r) ; 2/q + 1/r = 1/2 , 2 ≤ q, r ≤ +∞} .
Pour tout R > 0 on note
BR := {v ∈ L2(R;C) ; ‖v‖L2(R;C) ≤ R} .
Alors pour tout R > 0 il existe T > 0 tel que pour tout u0 ∈ BR il existe un unique
u ∈ S0([0, T ] × R;C) qui soit solution forte dans L2(R;C) de (II.6) pour la donne´e
initiale u0. De plus, l’application u0 ∈ BR 7→ u ∈ S0([0, T ]× R;C) est Lipschitzienne.
De´monstration : On rappelle (voir the´ore`me I.4 et les pre´cisions qui le suivent) que pour





‖u‖Lq(I;Lr(R;C)) . ‖u(0)‖L2(R;C) .
On a e´galement une « estimation duale » (dans l’argument T ∗T elle provient de la norme





. ‖f‖Lq′ (I;Lr′ (R;C)) ,





. ‖f‖Lq′ (I;Lr′ (R;C)) ,
qui provient de la norme de T ∗T . Dans toutes ces estimations I est un intervalle quel-
conque d’inte´gration en temps, par exemple R+. Mais en fait on a surtout besoin d’une










(qui s’annulent en t = 0). Une telle estimation peut se de´duire de celle de
∫ +∞
0 St−sf(s) ds
graˆce au lemme II.1 e´nonce´ ci-apre`s. Il s’applique a` K(t, s) = St−s, qui est continu de
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X = Lr′ dans Y = Lr pour r ≥ 2 d’apre`s (I.3), et p = q′ : noter qu’on a bien p < q
puisqu’en fait q ∈ [4,+∞] pour (q, r) ∈ Σ. Par suite les solutions de (II.7) ve´rifient
l’estimation a priori, pour tout couple (q, r) ∈ Σ,
‖u‖Lq(0,T ;Lr(R;C)) ≤ C(T )
(
‖u(0)‖L2(R;C) + ‖f‖Lq′ (0,T ;Lr′ (R;C))
)
,
ou` C de´pend continuˆment de T (et ne de´pend pas de (q, r)). En particulier, l’ope´rateur
de Duhamel (II.5) ve´rifie l’estimation a priori
‖Df‖Lq(0,T ;Lr(R;C)) ≤ C(T )‖f‖Lq′ (0,T ;Lr′ (R;C))
pour tout (q, r) ∈ Σ. En fait, on a une estimation beaucoup plus ge´ne´rale, a` savoir
‖Df‖Leq(0,T ;Ler(R;C)) ≤ C(T )‖f‖Lq′ (0,T ;Lr′ (R;C))
pour tous couples (q, r) et (q˜, r˜) ∈ Σ. Ceci de´coule du lemme II.2 montre´ ci-apre`s. Reste
a` savoir si, au moins pour un certain couple (q, r) ∈ Σ et quitte a` diminuer T , la non-
line´arite´ u 7→ |u|2u est Lipschitzienne de Lq(0, T ;Lr(R;C)) dans Lq′(0, T ;Lr′(R;C)) avec
un rapport assez petit. Soit r = 4, de sorte que r′ = 4/3 = r/3, q = 8, q′ = 8/7. Par
l’ine´galite´ de Ho¨lder en temps∥∥|u|2u− |v|2v∥∥
Lq′ (0,T ;Lr′ (R;C))
≤ T 1/2 ∥∥|u|2u− |v|2v∥∥
Lq/3(0,T ;Lr/3(R;C))
,
et en majorant de fac¸on e´le´mentaire (par la formule de Taylor avec reste inte´gral)∣∣|u|2u− |v|2v∣∣ ≤ 2 |u− v| (|u|2 + |v|2) ,







2T 1/2 ‖u− v‖Lq(0,T ;Lr(R;C)) (‖u‖2Lq(0,T ;Lr(R;C)) + ‖v‖2Lq(0,T ;Lr(R;C))) .
Lemme II.1 (Christ-Kiselev, 2001)
Soient X , Y deux espaces de Banach, I un intervalle de R, et K ∈ C (I× I;B(X ;Y))
(ou` B(X ;Y) de´signe l’espace des ope´rateurs line´aires continus de X dans Y). On
suppose que pour 1 ≤ p < q ≤ +∞,
K : Lp(I;X ) → Lq(I;Y)
f 7→ Kf ; Kf(t) = ∫
I
K(t, s) f(s) ds
est continu de norme C. Alors on a, pour tout f ∈ Lp(I;X ),∥∥∥∥t 7→ ∫
s∈I; s<t
K(t, s) f(s) ds
∥∥∥∥
Lq(I;Y)
≤ C ‖f‖Lp(I;X ) .
Avant la publication de ce lemme les estimations de Strichartz retarde´es e´taient traite´es
au cas par cas (cf [7], §3).
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Lemme II.2 (Keel-Tao, 1997 )
Soit une famille a` un parame`tre (St)t∈R d’ope´rateurs unitaires sur L2(R) ve´rifiant les







. ‖f‖Lq′ (I;Lr′ (R))
pour tout intervalle I, et
(II.9)







. ‖f‖Lq′ (0,T ;Lr′ (R)) ,
pour tout couple (q, r) ∈ Σ, c’est-a`-dire tel que (1/q, 1/r) appartienne au segment
d’extre´mite´s (0, 1/2) et (1/4, 0). Alors cette famille ve´rifie l’estimation
(II.10)







. ‖f‖Lq′ (0,T ;Lr′ (R)) ,
quels que soient les couples (q, r) et (q˜, r˜) dans Σ.





∣∣∣∣ . ‖f‖Lq′ (0,T ;Lr′ (R)) ‖g‖Leq′ (0,T ;Ler′ (R)) .
Or d’apre`s (II.9) cette estimation est vraie pour (q, r) = (q˜, r˜)elle l’est aussi pour (q, r) =



















. ‖g‖L1(0,T ;L2(R)) ‖f‖Lq′ (0,T ;Lr′ (R))
d’apre`s (II.8) et le fait que St est unitaire sur L





















. ‖f‖L1(0,T ;L2(R)) ‖g‖Leq′ (0,T ;Ler′ (R)) .
On peut ensuite conclure graˆce a` un re´sultat d’interpolation biline´aire (cf [2, p. 76], Exer-
cice 3.13.5) et aux re´sultats classiques sur l’interpolation des espaces Lq (cf [2, p. 109])
et Lq(0, T ;Lr(R)) (plus ge´ne´ralement pour les espaces Lq a` valeurs dans des espaces de
Banach, cf [2, p. 130]).
Le the´ore`me II.5 ne fait qu’eﬄeurer le champ extreˆmement vaste de l’e´tat de l’art
concernant (NLS). Pour plus de re´sultats on renvoie par exemple a` [14, ch. 3]. Nous allons
dans la fin de ce chapitre aborder la question de l’existence de solutions globales en temps,
ou` l’on verra le roˆle que peut jouer le caracte`re de´focalisant de la non-line´arite´.
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Avant cela, il faut signaler que les estimations de Strichartz sont surtout utiles pour
traiter les e´quations semi-line´aires. Lorsque la non-line´arite´ implique une de´rive´e, comme
dans l’e´quation de KdV, le proble`me est plus de´licat et ne´cessite d’autres estimations a
priori, qui permettent vraiment de gagner en re´gularite´ et pas seulement en inte´grabilite´.
Lemme II.3




ve´rifient l’estimation a priori
(II.12) ‖∂xu‖L∞(R;L2(0,T )) . ‖u(0)‖L2(R) + ‖f‖L1(0,T ;L2(R)) ,
et plus ge´ne´ralement, pour tout s ∈ R,
(II.13) ‖Λs∂xu‖L∞(R;L2(0,T )) . ‖u(0)‖Hs(R) + ‖f‖L1(0,T ;Hs(R)) .
De´monstration : On remarque qu’il suffit de montrer l’estimation
‖∂xu(·, 0)‖L2(0,T ) . ‖u(0)‖L2(R) + ‖f‖L1(0,T ;L2(R)) ,
car pour tout x0 ∈ R, l’application u˜ : (t, x) 7→ u(t, x − x0) est solution de l’e´quation
∂tu˜+ ∂
3
xxxu˜ = f˜ ou` f˜ : (t, x) 7→ f(t, x− x0), et
‖u(0)‖L2(R) = ‖u˜(0)‖L2(R) , ‖f‖L1(0,T ;L2(R)) = ‖f˜‖L1(0,T ;L2(R)) .





2 dt . ‖u(0)‖2L2(R) .
En effet, on sait que la tranforme´e de Fourier de u en espace est donne´e par
û(t, 0) = û(0, ξ) eiξ
3t .
D’autre part, soit u˘ la transforme´e de Fourier de u en temps. Par le the´ore`me de Plan-








et pour tout φ ∈ S (R;R),∫ +∞
−∞
φ(τ) ∂xu˘(τ, 0) dτ =
∫ +∞
−∞
φ˘(t) ∂xu(t, 0) dt =
∫∫
φ˘(t) i ξ û(0, ξ) eiξ
3t dtdξ .
Par les the´ore`mes de Fubini, Plancherel et Cauchy-Schwarz, on a donc∣∣∣∣∫ +∞−∞ φ(τ) ∂xu˘(τ, 0) dτ





= π‖u(0, ·)‖L2(R) ‖φ‖L2(R) .
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Ceci prouve (II.14). On en de´duit (II.12) graˆce a` la formule de Duhamel. En effet, en
posant z(t, x, s) = ∂x(St−sf(s)), on a pour tout s ∈ R et pour presque tout x ∈ R,
‖z(·, x, s)‖L2(R) . ‖f(s)‖L2(R) .
Soit Z(t, x) =
∫ t






‖Z(·, x)‖L2(0,T ) ≤
∫ T
0
‖z(·, x, s)‖L2(R)ds . ‖f‖L1(0,T ;L2(R)) .
Si l’on conside`re l’e´quation de KdV ordinaire, avec un non-line´arite´ quadratique, le
re´sultat d’existence locale de solutions fortes dans Hs avec s ≥ 3 montre´ a` l’aide du
the´ore`me abstrait de Kato est loin du cas critique s = −3/2. Le lemme II.3 et le re´sultat
suivant (que l’on admettra) permettent de descendre plus pre`s du cas critique, jusqu’a`
s > 3/4.
Lemme II.4 (Kenig-Ponce-Vega)
Les solutions (suffisamment re´gulie`res) de l’e´quation d’Airy avec terme source (II.11)
ve´rifient l’estimation a priori
(II.15) ‖u‖L2(R;L∞(0,T )) . ‖u(0)‖Hs(R) + ‖f‖L1(0,T ;Hs(R)) ,
pour tout s > 3/4.
L’inte´reˆt de cette estimation se voit lorsqu’on substitue u∂xu a` f dans (II.13) : pour
pouvoir « boucler » l’estimation a priori pour l’e´quation (non-line´aire) de KdV, il faut
controˆler ‖u∂xu‖L1(0,T ;Hs(R)) et donc en particulier ‖uΛs∂xu‖L1(0,T ;L2(R)). Or par l’ine´galite´
de Cauchy-Schwarz,
‖uΛs∂xu‖L1(0,T ;L2(R)) ≤ T 1/2 ‖uΛs∂xu‖L2(0,T ;L2(R)) = T 1/2 ‖uΛs∂xu‖L2(R;L2(0,T ))
≤ T 1/2 ‖Λs∂xu‖L∞(R;L2(0,T )) ‖u‖L2(R;L∞(0,T )) .
The´ore`me II.6 (Kenig-Ponce-Vega)
L’e´quation de KdV avec une non-line´arite´ quadratique est localement bien pose´e dans
Hs(R) pour tout s > 3/4.
2.4 Solutions globales
Les re´sultats aperc¸us pre´ce´demment donnent des solutions (fortes) locales en temps
dans Hs (pour certaines valeurs de s). Une question naturelle est ensuite de savoir dans
quels cas ces solutions peuvent eˆtre globales. Or, (comme pour les e´quations diffe´rentielles
ordinaires) pour un proble`me localement bien pose´ dansHs, si une solution maximale n’est
pas prolongeable au dela` d’un temps fini T > 0, c’est que ‖u(t)‖Hs tend vers l’infini lorsque
tր T . Montrer que l’on a des solutions globales demande donc de « controˆler » la norme
de ces solutions dans C (0, t;Hs) (qui pourrait « exploser » lorsque t ր T ). Pour NSL
avec une non-line´arite´ alge´brique par exemple, il s’ave`re que la norme Lp−1(0, t;L∞(Rd))
permet ce controˆle.
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Proposition II.1
Soient s ≥ 0, p un entier impair. Il existe C > 0 tel que si t > 0 et u ∈ C (0, t;Hs(Rd))
est une solution forte dans Hs(Rd)
(II.16) i∂tu+ ∂
2
xxu = µ|u|p−1u ,
alors
‖u‖C (0,t;Hs(Rd)) ≤ ‖u(0)‖Hs(Rd) exp(C‖u‖pLp−1(0,t;L∞(Rd))) .
De´monstration : D’apre`s la formule de Duhamel,










d’apre`s le the´ore`me II.1. On conclut par le lemme de Gronwall.
Ce re´sultat montre la persistence de re´gularite´ des solutions : les temps d’existence
de solutions fortes dans des espaces Hs d’indice diffe´rents sont les meˆmes ! Il permet
notamment de justifier de lois de conservation ; par exemple, la conservation de la norme
L2 pour les solutions fortes de l’e´quation (II.6).
Proposition II.2
Soit u ∈ S0([0, T ] × R;C) une solution forte dans L2(R) de (II.6). Alors ‖u(t)‖L2(R)
est inde´pendante de t.
De´monstration : On peut invoquer un argument de connexite´ pour se ramener a` un pro-
ble`me local. En effet, l’ensemble
A := {t ∈ [0, T ] ;∀s ≤ t, ‖u(t)‖L2(R) = ‖u(0)‖L2(R)}
contient 0 et il est ferme´ puisque u ∈ C (0, T ;L2(R)). Pour montrer qu’il est e´gal a` [0, T ]
il reste a` montrer qu’il est ouvert dans [0, T ]. Il suffit par translation de montrer qu’il












u(t,x)∆u(t,x) + µ |u(t,x)|3dx
)
= 0 .
Pour u « seulement » dans S0([0, T ] × R;C) ce calcul n’est pas justifie´. Cependant,
on peut approcher u0 dans L
2(R) par une suite d’e´le´ments un0 de H
s(R) avec s assez
grand. D’apre`s le the´ore`me II.5, il existe t > 0 et pour tout n ∈ N, une solution forte
un ∈ S0([0, t] × R;C) de (II.6) pour la donne´e initiale un0 . De plus, un converge vers u
dans S0([0, t]×R;C), et en particulier dans C (0, t;L2(R)). Pour montrer que [0, t] ⊂ A, il
suffit donc de montrer que ‖un(τ)‖L2(R) est inde´pendante de τ . Or d’apre`s la proposition
II.1,
‖un‖C (0,t;Hs(Rd)) ≤ ‖u(0)‖Hs(Rd) exp(C‖un‖3L2(0,t;L∞(Rd))) .
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Et puisque un converge dans S0([0, t] × R;C), ‖un‖L4(0,t;L∞(R)) est borne´e, et donc
‖un‖L2(0,t;L∞(R)) aussi. Donc un appartient a` C (0, t;Hs(Rd)) et donc, sans pour autant
avoir un ∈ S ([0, T ] × R;C)), on peut avoir un ∈ C 2([0, T ] × R;C)) en prenant s assez
grand au de´part.
The´ore`me II.7
Soit u0 ∈ L2(R). Quel que soit T > 0 il existe un unique u ∈ S0([0, T ] × R;C)
solution forte dans L2(R;C) de (II.6) pour la donne´e initiale u0. En outre l’application
u0 7→ u ∈ S0([0, T ] × R;C) est continue. Autrement dit, (II.6) est globalement bien
pose´e dans L2(R).
De´monstration : Appliquer le the´ore`me II.5 de fac¸on re´pe´te´e sur une subdivision de [0, T ]
en intervalles assez petits en fonction de ‖u0‖L2(R).
On peut parfois utiliser une autre loi de conservation, comme celle de l’e´nergie dans








qui controˆle e´videmment la norme H1.
The´ore`me II.8
L’e´quation NLS cubique de´focalisante en dimension 2 est globalement bien pose´e dans
H1(R2).
Citons pour finir un re´sultat global pour KdV.
The´ore`me II.9 (Kenig-Ponce-Vega)
L’e´quation de KdV avec une non-line´arite´ quadratique est globalement bien pose´e dans
Hs(R) quel que soit s ≥ 1.
Chapitre III
Syme´tries et lois de conservation
Dans ce chapitre on va s’inte´resser plus particulie`rement aux proprie´te´s alge´briques
des EDP rencontre´es pre´ce´demment.
1 Groupes de syme´trie des EDP
Commenc¸ons par quelques de´finitions tre`s ge´ne´rales, dans lesquelles Ω×U de´signe un
ouvert de Rd × Rn.
De´finition III.1
Un groupe local de transformations sur Ω × U est donne´ par l’action d’un groupe de
Lie G (c’est-a`-dire un groupe par exemple multiplicatif qui soit aussi une varie´te´ diffe´-
rentiable, de telle sorte que les applications (g, h) 7→ gh et g 7→ g−1 soient re´gulie`res),
qui a` tout g voisin de l’e´le´ment neutre e de G, et a` tout (x,u) ∈ Ω × U associe un
e´le´ment g · (x,u) en respectant les proprie´te´s suivantes :
• quel que soit (x,u) ∈ Ω× U , e · (x,u) = (x,u),
• quel que soit (x,u) ∈ Ω×U , pour tous g, h voisins de e dans G, g · (h · (x,u)) =
(gh) · (x,u).
Lorsque G est de dimension 1, on dit qu’on a un groupe de transformations a` un





(g · (x,u))|g=e ∈ Rd × Rn .













si v a pour composantes (ξ1, · · · , ξd, φ1, · · · , φn).
Pour un groupe local de transformations associe´ a` un groupe de Lie G, le the´ore`me
d’inversion locale montre que pour une fonction re´gulie`re x 7→ u(x), et pour g ∈ G voisin
de e, il existe localement une fonction x˜ 7→ u˜(x˜) telle que
g · (x,u(x)) = (x˜, u˜(x˜)) .
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De´finition III.2
Conside´rons une EDP abstraite
(III.1) F (x,u, du, · · · , dmu) = 0 ,
dans laquelle
u : Rd → Rn
x 7→ u(x)
de´signe la fonction inconnue, et pour tout k ≤ m (un entier au moins e´gal a` 1), dku
est la diffe´rentielle d’ordre k de u. On supposera la fonction
F : Ω× U ×L (Rd;Rn)× · · ·L sm(Rd;Rn)→ Rn
de classe C∞ (voire analytique).
Un groupe de syme´trie de (III.1) est un groupe local de transformations agissant
sur Ω × U et laissant invariant l’ensemble des solutions re´gulie`res, c’est-a`-dire que
pour toute solution re´gulie`re u : Ω → U de (III.1), toute fonction u˜ obtenue comme
ci-dessus est aussi solution de (III.1).
Exemples
Invariance par translation : Une EDP a` coefficients inde´pendants d’une variable xi
est invariante par translation xi 7→ xi + a, quel que soit a ∈ R. Ainsi R, muni de
l’addition, de´finit un groupe de syme´trie de ge´ne´rateur infinite´simal ∂xi . Son action
est simplement donne´e par
a · (x,u) = (x1, · · · , xi + a, · · · , xd,u) .
Invariance par changement d’e´chelle : Pour l’e´quation de KdV
(III.2) ∂tu+ ∂
3
xxxu = u∂xu ,
l’action de R+∗ donne´e par
λ · (t, x, u) = (λ3t, λx, λ−2u) ,
de´finit un groupe de syme´trie de ge´ne´rateur infinite´simal
x∂x + 3t∂t − 2u∂u .
Dans le cas de (NLS) alge´brique
(III.3) i∂tu+∆u = µ|u|p−1u ,
on trouve comme ge´ne´rateur de l’invariance par changement d’e´chelle
x∂x + 2t∂t − 2/(p− 1)u∂u ,
tandis que pour (NLW) alge´brique
(III.4) ∂2ttu− c2∆u = µ|u|p−1u ,
c’est
x∂x + t∂t − 2/(p− 1)u∂u .
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Invariance par changement de re´fe´rentiel : L’e´quation (III.2) admet aussi un groupe
de syme´trie pour l’action de (R,+), de´finie par
a · (t, x, u) = (t, x+ at, u− a) ,
et de ge´ne´rateur infinite´simal t∂x − ∂u.
Invariance par rotation : Le laplacien e´tant invariant par rotation, les e´quations de
NLS et NLW le sont e´galement. En dimension d = 2 par exemple, cela se traduit
par l’invariance sous l’action de (R,+) de´finie par :
a · (t, x, y, u) = (t, x cos a− y sin a, x sin a+ y cos a, u) ,
de ge´ne´rateur infinite´simal −y∂x + x∂y.
Invariance par rotation de phase : L’e´quation (III.3) est invariante par l’action de R
de´finie par
θ · u = eiθu ,
dont le ge´ne´rateur infinite´simal est iu∂u.
Remarque III.1
Attention, diverses autres syme´tries peuvent exister, qui ne rentrent pas dans le cadre
des syme´tries a` un parame`tre. C’est le cas notamment de l’inversion du sens du temps,
t 7→ −t (avec u 7→ u pour NLS), et de syme´tries plus complique´es (conforme, pseudo-
conforme, Lorentz, cf [14, pp. 114-115]).
Il existe une me´thode ge´ne´rale pour calculer tous les groupes de syme´trie a` un para-
me`tre d’une EDP donne´e. L’ide´e de de´part est simple : elle consiste a` conside´rer l’EDP
comme un objet ge´ome´trique dans l’espace Ed,n,m := Rd×Rn×L (Rd;Rn)×· · ·L sm(Rd;Rn).
Un rapide calcul de la dimension de cet espace montre que la mise en œuvre de la me´thode
devient vite effroyablement technique lorsque d, n ou m augmentent. Mais par exemple
pour l’e´quation de KdV (III.2), ou` d = 1, n = 1, m = 3, elle permet de montrer assez
facilement que les seuls groupes de syme´trie sont ceux que nous avons mis en e´vidence
(invariance par translation en t et en x, invariance par changement d’e´chelle et invariance
par changement de re´fe´rentiel).













ou` les φj sont fonction de u seulement. L’e´quation (III.5) est invariante par le groupe
de syme´tries de ge´ne´rateur infinite´simal v si pour toute solution u, pour tout g ∈ G, la





v(u) = df(u) · v(u) .
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Il est d’usage, en regardant v comme un ope´rateur diffe´rentiel, de noter le second membre
de cette e´galite´ comme v(f)(u), de sorte que v(f) de´signe la fonction







(Ainsi, au lieu de v(u), il faudrait noter v(Id)(u) : on identifie souvent les deux notations.)






ou` u′j = duj/dt. Ainsi, une condition ne´cessaire pour l’invariance de (III.5) s’e´crit de fac¸on
purement alge´brique










Soit une EDP de la forme (III.1), ou` F est une fonction analytique de tous ses
arguments. On suppose en outre qu’elle est de rang maximal (c’est-a`-dire que la dif-
fe´rentielle de F est de rang n en tout point de Ed,n,m ou` F s’annule), et qu’en tout














est le ge´ne´rateur infinite´simal d’un groupe de syme´trie pour (III.1) si et seulement si,
quel que soit (x,u, · · · ,u(m)) ∈ Ed,n,m,
F (x,u, · · · ,u(m)) = 0 =⇒ pr(m)v(F )(x,u, · · · ,u(m)) = 0 ,
ou` pr(m)v de´signe le champ de vecteurs prolonge´ a` l’ordre m, de´fini par :


























Ci-dessus, Dα de´signe la de´rive´e totale pour le multi-indice α, lorsque les ξi et φj sont
e´value´es en (x,u(x)), et uj,α = ∂
αuj.
Exemples d’application
• La condition obtenue plus haut est un cas particulier du the´ore`me, avec d = 1,
m = 1, ξi ≡ 0,
F (u,u′) = u′ − f(u) , v(Fk) = −v(fk) ,
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k − v(fk) .
• Pour l’e´quation de KdV (III.2), on a d = 2 (le temps t comptant pour une dimension
et l’espace x pour une autre), n = 1, m = 3,
F (u, ut, ux, uxxx) = ut + uxxx − uux .
Un champ
v = ξ∂x + τ∂t + φ∂u
est le ge´ne´rateur infinite´simal d’un groupe de syme´trie de (III.2) si
(III.7) φt + φxxx − φux − uφx = 0
pour tout (u, ut, ux, uxxx) tel que ut + uxxx − uux = 0, avec
φt := Dt(φ− ξux − τut) + ξuxt + τutt = φt − uxξt + (φu − τt)ut − uxutξu − τu(ut)2 ,
φx := Dx(φ− ξux− τut)+ ξuxx+ τutx = φx−utτx+(φu− ξx)ux−uxutτu− ξu(ux)2 ,
φxxx := D3x(φ− ξux − τut) + ξuxxxx + τuxxxt =
D3xφ− uxD3xξ − utD3xτ − 3uxxD2xξ − 3uxxxDxξ − 3utxD2xτ − 3utxxDxτ .
En remplac¸ant ut par uux − uxxx (ainsi que utx par (uux − uxxx)x, etc.) on peut
tout e´crire avec les « variables de´pendantes » u, ux, uxx et uxxx, et en collectant les
diffe´rents facteurs dans (III.7), on peut montrer successivement (cf [12, p. 126]) que
1. le coefficient τ ne de´pend que de t,
2. le coefficient ξ ne de´pend que de (t, x),
3. ils sont relie´s par l’e´quation τt = 3ξx,
4. le coefficient φ est line´aire en u et ve´rifie l’e´quation
φt + φxxx − uφx = 0 ,
5. et qu’enfin
−ξt + (φu − τt)− (φu − ξx)− φ = 0 .
On en de´duit qu’il existe quatre constantes ci, i = 1, . . . , 4, tels que
ξ = c1 + c3t+ c4x , τ = c2 + 3c4t , φ = −c3 − 2c4u ,
c’est-a`-dire que
v = c1∂x + c2∂t + c3(t∂x − ∂u) + c4(x∂x + 3t∂t − 2u∂u) .
Remarque III.2
Une fac¸on e´quivalente d’e´crire le champ prolonge´ est

































Syme´tries ge´ne´ralise´es L’exemple de l’e´quation de KdV laisse entendre que les groupes
de syme´tries au sens de la de´finition III.2 sont assez peu nombreux. C’est d’autant plus
e´tonnant que cette e´quation est connue pour admettre une infinite´ de lois de conservation,
et que (par le the´ore`me de Noether que l’on verra plus loin), les lois de conservation sont
associe´es a` des syme´tries. Ceci nous incite a` admettre des syme´tries ge´ne´ralise´es, pour
lequel les coefficients du champ v sont autorise´s a` de´pendre non seulement de (x,u), mais
aussi des de´rive´es de u en nombre fini (comme c’est d’ailleurs le cas pour le champ vQ de
la remarque ci-dessus).
De´finition III.3



























On de´finit leurs prolongements par
prv = prvQ +
d∑
i=1









ou` D0 = id.
The´ore`me III.2
Sous les hypothe`ses du the´ore`me III.1, un champ de vecteurs ge´ne´ralise´ v est le
ge´ne´rateur d’un groupe de syme´trie ge´ne´ralise´ pour (III.1) si et seulement si, quel que
soit (x,u, · · · ,u(m)),
F (x,u, · · · ,u(m)) = 0 =⇒ prv(F )(x,u, · · · ,u(m)) = 0 ,
ou de fac¸on e´quivalente,
F (x,u, · · · ,u(m)) = 0 =⇒ prvQ(F )(x,u, · · · ,u(m)) = 0 .
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On voit qu’il « suffit » de conside´rer le repre´sentant e´volutionnaire vQ de v. Cela vaut
aussi pour les champs de vecteurs standard : par exemple, le champ v = −∂x a comme
repre´sentant e´volutionnaire vQ = ux∂u. Cependant, il s’ave`re que la notion de syme´trie
ge´ne´ralise´e n’a d’inte´reˆt que pour les EDP, c’est-a`-dire pour d ≥ 2. En effet, si v est
un champ de vecteurs ge´ne´ralise´, son repre´sentant e´volutionnaire vQ correspond a` une











ou` Q˜ est obtenu a` partir de Q en substituant f(t,u) a` u′, etc., correspond a` une syme´trie
ordinaire.
Pour les EDP d’e´volution, le the´ore`me III.2 peut se reformuler en terme de crochets
de Lie.
De´finition III.4






































et l’on observe que pour toute fonction re´gulie`re f : U → R,
[v,w](f) = v(w(f))−w(v(f)) .
Pour des champs de vecteurs ge´ne´ralise´s v et w, le crochet de Lie est le champ de
vecteurs ge´ne´ralise´ [v,w] tel que pour toute fonction re´gulie`re f : Ω×U×L (Rd;Rn)×
· · ·L sm(Rd;Rn)→ R (avec m assez grand),
pr[v,w](f) = prv(prw(f))− prw(prv(f)) .
Si v = vQ et w = vR, alors [v,w] = vS avec
Sj = prvQ(Rj)− prvR(Qj) .
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The´ore`me III.3




= P (x,u, du, . . . , dmu) ,
ou` P : Ed,n,m → Rn est re´gulie`re et d de´signe la diffe´rentiation par rapport a` x
















ou` les Qj de´pendent de (t,x,u) et des de´rive´es de u, est le ge´ne´rateur infinite´simal
d’un groupe de de syme´tries ge´ne´ralise´es de (III.8) si et seulement si
∂vQ
∂t
+ [vP ,vQ] = 0 .
De´monstration : D’apre`s le the´ore`me III.2, une condition ne´cessaire et suffisante pour que
vQ de´finisse une syme´trie ge´ne´ralise´e est
DtQj = prvQ(Pj) , j = 1, . . . , n .
En efffet, ici F (t, x,x,u,u(1), . . . ,u(m)) = ut−P (x,x,u,u(1), . . . ,u(m)) et (puisque P ne
de´pend pas de t) il n’y a pas d’autre multi-indice avec un premier coefficient non nul que






























(DαP )(x,u,du, . . . ,dmu)
∂Qj
∂uk,α
pour u solution de (III.8), et donc
DtQj = ∂tQj + prvP (Qj) .
Remarque III.3
Puisque le crochet de Lie est antisyme´trique, on voit en particulier que vP est le
ge´ne´rateur infinite´simal d’un groupe de syme´tries ge´ne´ralise´es de (III.8). Cependant,
cette syme´trie n’est rien d’autre que l’invariance par translation en t ! (duˆe au fait que P
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qui co¨ıncide avec vP sur l’ensemble des solutions de (III.8).
2 Lois de conservation
De´finition III.5
Une loi de conservation (locale) pour une EDP abstraite de la forme (III.1) est une
EDP « sous forme divergence »
D1e1 + · · ·+Dded = 0 ,
ve´rifie´e par toutes les solutions re´gulie`res de (III.1), les Di de´signant (comme plus
haut) les de´rive´es totales. On notera aussi Dive = 0, ou` e est la fonction a` valeurs
dans Rd de composantes e1, . . . , ed. En particulier, pour une e´quation d’e´volution de
la forme (III.8), une loi de conservation s’e´crit
Dte+Divq = 0 ,
ou` Div de´signe la divergence totale dans les variables spatiales. On dit que e est une




e(t,x,u(t,x), . . .) dx
est inde´pendante de t lorsque u est une solution re´gulie`re de (III.1) tendant vers 0
ainsi que toutes ses de´rive´es lorsque x s’approche de ∂Ω.
Remarque III.4
Pour une EDO, une densite´ conserve´e n’est rien d’autre qu’une inte´grale premie`re.
Exemples
• L’e´quation (III.2) est elle-meˆme une loi de conservation
Dtu+Dx(∂
2
xxu− 12u2) = 0 .
Il en de meˆme pour l’e´quation de KdV ge´ne´ralise´e :
Dtu+Dx(∂
2
xxu− f(u)) = 0 .




u∂2xxu− 12(∂xu)2 − F (u)
)
= 0 ,
ou` F est une primitive de u 7→ uf ′(u).
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• L’e´quation (III.3) admet (notamment) comme lois de conservation
Dt|u|2 +Div(Im(u∇u)) = 0 ,
dont on verra qu’elle est lie´e a` l’invariance par rotation de phase,
Dt(Im(u∂ku)) + DivRe(∂ku∇u)−Dk(1
4
∆|u|2) = 0 , k = 1, . . . , d ,



















lie´e a` l’invariance par translation en temps.


























pour k = 1, . . . , d.
3 Formalisme Hamiltonien et the´ore`me de Noether
3.1 EDO














ou` le Hamiltonien H : Rn × Rn → R sera suppose´ de classe C∞. Les solutions de (III.9)













Plus ge´ne´ralement, a` toute fonction E : R × Rn × Rn → R re´gulie`re, on peut associer le
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Il s’ave`re que les inte´grales premie`res de (III.9) sont intimement lie´es aux groupes de
syme´trie engendre´s par les champs de vecteurs hamiltoniens. Tout d’abord, d’apre`s le
the´ore`me III.3, un champ v̂E est le ge´ne´rateur infinite´simal d’un groupe de syme´tries a`
un parame`tre pour (III.9) si et seulement si
∂v̂E
∂t
+ [v̂H , v̂E] = 0 .
Ensuite, le crochet de Lie [v̂H , v̂E] est relie´ au crochet de Poisson des fonctions H et E.
De´finition III.6
Le crochet de Poisson (associe´ a` forme symplectique
∑
j dqj ∧ dpj) de deux fonctions













On constate ainsi que quelles que soient les fonctions re´gulie`res E et f ,
v̂E(f) = {f, E} ,
d’ou`
[v̂H , v̂E](f) = v̂H(v̂E(f))− v̂E(v̂H(f)) = {{f, E}, H} − {{f,H}, E} = {f, {E,H}}
d’apre`s l’identite´ de Jacobi, et par conse´quent
[v̂H , v̂E] = v̂{E,H} .




+ {E,H} = 0 .
Proposition III.1
Si E est une inte´grale premie`re de (III.9) alors v̂E est le ge´ne´rateur infinite´simal d’un
groupe de syme´tries a` un parame`tre pour (III.9).
La re´ciproque est « presque » vraie (aux fonctions Casimir pre`s, qui pour la forme
symplectique
∑
j dqj ∧ dpj sont simplement les fonctions constantes : par de´finition, une
fonction Casimir C ve´rifie {C, f} ≡ 0 quelle que soit la fonction re´gulie`re f).
The´ore`me III.4 (Noether)
Soit E : R×Rn×Rn → R re´gulie`re. Le champ hamiltonien associe´ v̂E est le ge´ne´rateur
infinite´simal d’un groupe de syme´tries a` un parame`tre pour (III.9) si et seulement s’il
existe une fonction C : t 7→ C(t) ∈ R telle que E˜ := E−C soit une inte´grale premie`re
de (III.9).
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De´monstration : Si E˜ := E − C est une inte´grale premie`re de (III.9), alors v̂ eE = v̂E est
le ge´ne´rateur infinite´simal d’un groupe de syme´tries a` un parame`tre pour (III.9) d’apre`s
la proposition pre´ce´dente. Re´ciproquement, si v̂E est le ge´ne´rateur infinite´simal d’un
groupe de syme´tries a` un parame`tre pour (III.9), on a
∂v̂E
∂t












quelle que soit f . Donc ∂E∂t +{E,H} de´pend seulement de t. En appelant C une primitive
de cette fonction de t et E˜ := E − C on a
∂E˜
∂t
+ {E˜,H} = 0
et par conse´quent E˜ est une inte´grale premie`re de (III.9).
3.2 EDP
Le syste`me d’EDO (III.9) est le « prototype » de syste`me hamiltonien en dimension
finie : le the´ore`me de Darboux (cf par exemple [12, p. 405]) affirme meˆme que c’est la
forme canonique.
En dimension infinie, et plus spe´cialement pour des EDP d’e´volution comme (III.8),
on peut encore de´finir des structures hamiltoniennes, mais il n’y a pas de structure « ca-
nonique ». Ces structures reposent sur deux notions concernant les fonctionnelles : le
gradient variationnel et le crochet de Poisson.
De´finition III.7
Soit
H : Ed,n,m → R
(x,u, du, . . . , dmu) 7→ H(x,u, du, . . . , dmu)
une fonction re´gulie`re (C∞). On appelle fonctionnelle associe´e a` H l’application qui a`




H(x,u, du, . . . , dmu) dx .
Le gradient variationnel de H est la fonction
δH : Ed,n,m → Rn






δH (x,u(x), du(x), . . . , dmu(x)) · h(x) dx ,
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quel que soit h ∈ D(Rd;Rn).






















Dans la suite, pour toute fonction u : R×Rd → Rn assez re´gulie`re, on notera simple-
ment δH [u] la fonction
δH [u] : R× Rd → Rn
(t,x) 7→ δH (x,u(t,x), du(t,x), . . . , dmu(t,x)) ,
la diffe´rentiation d ne portant que sur les variables spatiales (x).
De´finition III.8
Une EDP d’e´volution (III.8) admet une structure hamiltonienne s’il existe des appli-
cations re´gulie`res J : Ed,n,m → Rn et H : Ed,n,m → R telles que P [u] = J δH [u],




= J δH [u] ,
ou` H est la fonctionnelle associe´e a` H (cf De´finition III.7), et J est l’ope´rateur
diffe´rentiel (e´ventuellement non-line´aire) de´fini par
(J u)(x) = J(x,u(x), du(x), . . . , dmu(x)) ,
auquel on demande de ve´rifier les deux proprie´te´s suivantes :
Anti-syme´trie : pour tout couple de fonctionnelles (Q,R),∫
δQ[u] ·J δR[u] = −
∫
δR[u] ·J δQ[u]
pour toute fonction u re´gulie`re telle que les deux membres de l’e´galite´ soient
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Identite´ de Jacobi : le crochet de´fini ci-dessus ve´rifie, pour tout triplet de fonction-
nelles (Q,R,S ),
{Q, {R,S }}+ {R, {S ,Q}}+ {S , {Q,R}} = 0 .
Ainsi { , } est un crochet de Poisson.
Remarque III.5
Pour ve´rifier l’anti-syme´trie de { , }, il suffit de ve´rifier que J est un ope´rateur anti-
syme´trique sur L2(Rd;Rn), voir [12, Ex. 5.42, p. 385]. C’est en ge´ne´ral assez facile.
En revanche, il est beaucoup plus de´licat de ve´rifier l’identite´ de Jacobi, sauf si J ne
de´pend en fait pas de u ni des dku, auquel cas l’identite´ de Jacobi est automatique
de`s que l’on a l’antisyme´trie (voir [12, p. 438]).
Exemples de structures hamiltoniennes





∂tu = J δH [u]





2 + F (u) ,
ou` F est une primitive de f . En effet,
δH [u] = −∂2xxu+ f(u) .
Dans le cas particulier f(u) = u2/2, une autre formulation hamiltonienne, moins
« naturelle » est obtenue avec H(u) = u2/2 et







L’antisyme´trie de J se ve´rifie aise´ment par des inte´grations par parties. Pour l’iden-
tite´ de Jacobi, voir [12, p. 442] (ceci demande d’assimiler quelques outils au pre´a-
lable !).
NLS : L’e´quation de Schro¨dinger non-line´aire
i∂tu+∆u = f(u)
s’e´crit aussi en identifiant C a` R2 comme






Par suite, si f(u) = ∇uV (u), on obtient la formulation hamiltonienne :





(‖∂xu‖2 + ‖∂yu‖2) + V (u) ,
ou` ‖ · ‖ de´signe la norme euclidienne dans R2.
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Remarque III.6
Pour une EDP hamiltonienne (III.10) dans laquelle le hamiltonien ne de´pend pas de
t, la fonctionnelle H est (au moins formellement) conserve´e le long des solutions. En





δH [u] · ∂tu =
∫
δH [u] ·J δH [u] = 0 .
Ainsi l’invariance de (III.10) par translation en t est relie´e a` la conservation de H :
ceci est un cas particulier du the´ore`me de Noether ge´ne´ralise´.








, Qj[u] := (J δR[u])j .






Si J de´finit un crochet de Poisson {, }, on a
prv̂R(P) = {P,R} .
De´monstration : Ceci repose sur l’observation cruciale suivante, que l’on admettra dans le
cas ge´ne´ral (voir [12, p. 367]) : pour tout couple d’applications re´gulie`res P , R : Ed,n,m →








Ci-dessus, Ej de´signe l’ope´rateur d’Euler. Dans le cas particulier d = 1, m = 1, et
H = H(u, ux), on voit facilement d’ou` vient la formule :




























puisque Qj = (J δR)j et EjP = (δP)j .
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The´ore`me III.5 (Noether ge´ne´ralise´)
Soit R : Ed,n,m → R re´gulie`re. Le champ hamiltonien ge´ne´ralise´ v̂R est le ge´ne´rateur
infinite´simal d’un groupe de syme´tries ge´ne´ralise´es a` un parame`tre pour l’EDP hamil-
tonienne (III.10) si et seulement s’il existe C : t 7→ C (t) telle que J δC (t) = 0 quel
que soit t ∈ R et R˜ := R − C soit conserve´e le long des solutions de (III.10).
De´monstration : La de´monstration est calque´e sur celle du the´ore`me de Noether en di-
mension finie. D’apre`s le the´ore`me III.3, une condition ne´cessaire et suffisante pour que




+ [v̂H , v̂R ] = 0 .
Or on ve´rifie (cf [12, p. 447]) a` l’aide des de´finitions des crochet de Lie et de Poisson, du
lemme III.1 et de l’identite´ de Jacobi que
[v̂H , v̂R ] = v̂{R,H } .
Donc la condition s’e´crit
v̂ ∂R
∂t








quelle que soit la fonctionnelle P. Ceci e´quivaut a` ce que ∂R∂t + {R,H } soit une fonc-
tionnelle C˜ (t) ve´rifiant J δC˜ (t) = 0. En appelant C (t) une fonctionnelle obtenue en
inte´grant C˜ par rapport a` t, et R˜ := R − C , on obtient la condition e´quivalente
∂R˜
∂t
+ {R˜,H } = 0 ,
qui signifie pre´cise´ment que R˜ est une quantite´ conserve´e le long des solutions de (III.10).
Exemples.
Invariance par translation en temps. Le the´ore`me de Noether confirme le lien entre
la conservation de l’e´nergie H et l’invariance par translation en t. En effet, le
groupe de syme´trie associe´ a` l’invariance par translation en t a comme repre´sentant
e´volutionnaire
ut ∂u = (J δH [u]) ∂u = v̂H .
Invariance par translation en espace. Dans le cas monodimensionnel d = 1, n = 1, le
groupe de syme´trie associe´ a` l’invariance par translation en x a comme repre´sentant
e´volutionnaire ux∂u. Lorsque J = Dx (comme pour KdV), il s’e´crit comme un




u2. En effet, δR[u] = u,
et par conse´quent ux = J δR[u]. On voit ainsi que l’invariance par translation en
x est lie´e a` la conservation de la norme L2.
En dimension supe´rieure, pour chaque k ∈ {1, . . . , d}, le repre´sentant e´volutionnaire
associe´ a` l’invariance par translation en xk est
∑n
j=1 uj,xk∂uj . En particulier pour
n = 2 et J = −i (comme c’est le cas pour NLS), on a uxk = J δRk[u] avec
Rk[u] = Im(uuxk).
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Invariance par rotation de phase, (pour (NLS) alge´brique par exemple). Le champ
de vecteurs ge´ne´ralise´ correspondant est −iu∂u, soit en coordonne´es re´elles, u2∂u1 −
u1∂u2 = v̂R avec R =
1
2
∫ ‖u‖2, si J = −i.
Autres invariances pour KdV. On a de´ja` vu deux formulations hamiltoniennes pour
KdV. Dans la premie`re, pour laquelle J = Dx, les fonctionnelles Casimir (qui
satisfont J δC = 0) sont proportionnelles a` la masse M = ∫ u. Cette dernie`re
est donc conserve´e (ce qui se voit bien suˆr directement sur la forme conservative de
l’EDP). D’autre part, on a vu que KdV e´tait invariante par le groupe de syme´trie
engendre´ par t∂x−∂u (invariance par changement de re´fe´rentiel), dont le repre´sentant
e´volutionnaire est −(1 + tux)∂u. En observant que 1 + tux = DxδR[u] avec R =
xu + 1
2
tu2, et en utilisant la conservation de la norme L2 (associe´e a` l’invariance
par translation en x), on en de´duit que le moment d’ordre 1 de toute solution u,∫
xu(t, x)dx est une fonction affine de t.
Quant a` l’invariance par changement d’e´chelle, elle ne donne rien dans la formulation
avec J = Dx (c’est-a`-dire que pour le repre´sentant e´volutionnaire Q∂u de x∂x +
3t∂t−2u∂u on ne peut pas e´crire Q[u] = DxδR[u]), tandis qu’elle redonne le moment
d’ordre 1 dans la formulation avec J = −D3x + 23uDx + 13ux.
Cependant, on peut obtenir de nouvelles lois de conservation en « jonglant » avec
les deux structures hamiltoniennes. En effet, la partie « facile » du the´ore`me de
Noether permet (re)trouver une nouvelle syme´trie, associe´e a` Q∂u avec
Q[u] = (−D3x + 23uDx + 13ux)
(−uxx + 12u2) ,
(on rappelle que −uxx + 12u2 = δH [u] avec H(u, ux) = 12(ux)2 + 16u3), et il s’ave`re
que
Q[u] = DxδR[u]
pour une nouvelle fonctionnelle R, qui est donc conserve´e. (Tous calculs faits,Q[u] =
uxxxxx − 53uuxxx − 103 uxuxx + 56u2ux et R[u] = 12u2xx + 56uu2x + 572u4.)
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Chapitre IV
Solitons
On a vu au chapitre pre´ce´dent que les principales e´quations dispersives e´tudie´es dans
ce cours e´taient dote´es de (nombreuses) structures hamiltoniennes, syme´tries, et lois de
conservation. Elles ont un autre point commum remarquable : celui d’admettre des solu-
tions exactes tre`s particulie`res, que l’on appelle solitons. Le terme « soliton » a e´te´ invente´
dans les anne´es 1960, a` partir d’ « onde solitaire » (terme de´ja` employe´ par Boussinesq en
1871) et du suffixe -on qui rappelle celui des particules e´le´mentaires car les solitons sont
remarquablement stables aux interactions. L’objectif de ce chapitre est de donner quelques
re´sultats concernant l’existence et la stabilite´ des solitons, en dimension 1 d’espace.
1 Existence des solitons
Une onde solitaire est une onde plane progressive « localise´e » , c’est-a`-dire qu’elle a
des limites en −∞ et +∞ et que ces limites sont les meˆmes (ge´ne´ralement 0). Comme
toutes les ondes planes progressives les ondes solitaires sont de´finies a` l’aide de leur profil
et de leur vitesse, qui est un scalaire en dimension 1 d’espace. Ainsi un soliton de profil
U et de vitesse σ est une fonction de la forme
u(t, x) = U(x− σt) avec lim
ξ→±∞
U(ξ) = U∞ ,
cette limite e´tant atteinte « rapidement » (en ge´ne´ral exponentiellement vite), si bien que
toutes les de´rive´es de U tendent vers ze´ro a` l’infini. Dans toute la suite on s’inte´ressera
aux solitons pour lesquels U∞ = 0. Pour l’e´quation de Schro¨dinger, les solitons rele`vent
d’une de´finition un peu plus ge´ne´rale, qui autorise la phase de la solution a` se propager a`
une vitesse e´ventuellement diffe´rente de σ. Ainsi pour (NLS) alge´brique
(IV.1) i∂tu+∆u = µ|u|p−1u ,
un soliton est une solution de la forme
u(t, x) = ei(rx−st) U(x− σt) avec lim
ξ→±∞
U(ξ) = 0 ,
et U a` valeurs re´elles : ceci est possible pour r = σ/2, car on trouve l’e´quation de profil a`
coefficients re´els
U ′′ + (s− r2)U − µ|U |p−1U = 0 .
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Une fac¸on « e´le´mentaire » de montrer l’existence d’un soliton est de calculer explicite-
ment son profil : ceci est possible pour certaines non-line´arite´s, et demande une certaine
habilete´ technique !







fournit une famille de solitons (avec α = r2 − s). La fonction se´cante hyperbolique est
de´finie comme sech(x) = 1/ch(x) et apparaˆıt tre`s souvent dans les formules explicites de
solitons.
Conside´rons maintenant l’e´quation de Korteweg-de Vries avec une non-line´arite´ qua-
dratique :
ut + uux + uxxx = 0 .
(Attention le choix du signe devant la non-line´arite´ est oppose´ a` celui du chapitre pre´ce´-
dent : ce changement est inoffensif puisqu’il revient a` changer u en −u.) Pour trouver des
solutions explicites, une premie`re ide´e (comme pour l’e´quation de Burgers ut + uux = 0)





p2x + pxxx = 0 .
La seconde ide´e (comme dans la transformation de Cole-Hopf pour l’e´quation de Burgers-





ou` a est un parame`tre a` de´terminer. Apre`s calcul, on constate en effet que pour a = 12,
l’e´quation devant eˆtre satisfaite par F se « re´duit » a` l’e´quation quadratique
F (Ft + Fxxx)x − Fx(Ft + Fxxx) + 3(F 2xx − FxFxxx) = 0 .
Bien que cette dernie`re e´quation semble a` premie`re vue plus complique´e que (KdV), on
en trouve des solutions explicites en remarquant que l’e´quation d’Airy
Ft + Fxxx = 0
admet des solutions ondes progressives ve´rifiant aussi
F 2xx − FxFxxx = 0 .
Ainsi, pour tout α ∈ R et pour tout s ∈ R, F (t, x) = 1 + e−α(x−s)+α3t est solution de
l’e´quation quadratique ci-dessus, d’ou`
p(t, x) = 12(logF )x = 6α tanh(
1
2
(−α(x− s) + α3t)) ,
et la famille de solitons de´finie par
u(t, x) = 3α2sech2(1
2
(−α(x− s) + α3t))
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Une approche un peu plus moderne pour de´montrer l’existence de solitons consiste
a` e´tudier le portrait de phase de l’e´quation de profil. Prenons par exemple l’e´quation de
Korteweg-de Vries ge´ne´ralise´e
(IV.2) ut + uxxx = f(u)x ,
avec f(0) = 0. L’e´quation de profil
−σU ′ + U ′′′ = f(U)′
s’inte`gre a` vue en
U ′′ = f(U) + σU .
Cette e´quation diffe´rentielle du second ordre s’e´crit dans le plan de phase {(U,U ′)} comme
le syste`me du premier ordre
(IV.3)
{
U ′ = V
V ′ = f(U) + σU
Le fait que f s’annule en 0 assure que (0, 0) est un point fixe. Les solitons, s’ils existent,
correspondent a` des orbites homoclines au point fixe (0, 0). Ce dernier doit donc eˆtre un
point selle, ce qui demande f ′(0) + σ > 0, et il doit exister un autre point fixe (u∗, 0) (a`
l’inte´rieur de la se´paratrice consiste´e par l’orbite homocline) qui soit un centre, et donc tel
que f ′(u∗) + σ < 0. C’est le cas dans l’exemple vu pre´ce´demment : f(u) = −u2/2, σ > 0,
u∗ = 2σ. On constate en outre que le syste`me (IV.3) admet comme inte´grale premie`re
1
2
V 2 − F (U)− 1
2
σU2 ,
ou` F est une primitive de f . Le point (um, 0) ou` l’orbite homocline, si elle existe, coupe
l’axe des U doit donc eˆtre tel que
F (um)− F (0)− 12σu2m = 0 .
Dans l’exemple, F (U) = −1
6
u3, et um = 3σ : on retrouve ainsi presque sans calcul la
valeur de l’amplitude du soliton (dont on constate qu’elle est d’autant plus grande que le
soliton est rapide).
Le fait que l’e´quation de profil admette une inte´grale premie`re, et soit meˆme hamilto-
nien, n’est pas un hasard, comme le montre le re´sultat abstrait suivant.
Proposition IV.1 (Benjamin)
Conside´rons une EDP hamiltonienne en dimension 1 d’espace
∂tu = J δH [u] ,
avec J = DxJ, ou` J est une matrice syme´trique inversible telle qu’il existe une
fonctionnelle (associe´e a` l’invariance par translation en x) I : u 7→ I [u] = ∫ I(u)
ve´rifiant
u = −JδI [u] .
On suppose que H ne de´pend que de u et ux. Alors





Fig. IV.1 – Portrait de phase pre´sentant une orbite homocline
• les solutions de l’EDP ve´rifient une loi de conservation
It + Sx = 0 ,
ou` S est une fonction de u, ux et uxx ;
• l’e´quation de profil des solitons de vitesse σ est l’e´quation d’Euler-Lagrange
associe´e au lagrangien H − σI. Le hamiltonien associe´ (et donc une inte´grale
premie`re de l’e´quation de profil) e´tant donne´ par S − σI.
De´monstration : Cherchons d’abord S. On doit avoir











































D’autre part, l’e´quation de profil s’e´crit
−σU′ = JδH [U]′ ,
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soit encore
Jδ(H − σI )[U]′ = 0 .
Puisque J est inversible on obtient par inte´gration (en supposant δ(H − σI )[0] = 0)
δ(H − σI )[U] = 0 ,
c’est-a`-dire
Ei(H − σI) = 0 , i = 1, . . . , n .
Le hamiltonien associe´ a` cette e´quation d’Euler-Lagrange est la transforme´e de Legendre






− (H − σI)
exprime´e en variables ui et pi =
∂H
∂ui,x











puisque I est quadratique (par de´finition).
2 Stabilite´ des solitons
Commenc¸ons par pre´ciser diffe´rentes notions de stabilite´.
De´finition IV.1
Conside´rons une EDP d’e´volution
(IV.4) ∂tu = P (u,ux, . . . ,u
(m)
x ) ,
et supposons qu’elle admette une solution stationnaire u (c’est-a`-dire que P (u,ux, . . . ,u
(m)
x ) =
0) dans un espace fonctionnel X.
• On dit que u est stable dans X si, pour tout ε > 0, il existe η > 0 tel que, pour
toute donne´e initiale u0 ∈ X telle que
‖u0 − u‖X ≤ η ,
le proble`me de Cauchy associe´ a` (IV.4) admet une solution valant u0 en t = 0,
de´finie pour tout t ∈ R+, et ve´rifiant
‖u(t)− u‖X ≤ ε .
• On dit que u est asymptotiquement stable si elle est stable et s’il existe η0 > 0
tel que, pour toute donne´e initiale u0 ∈ X telle que
‖u0 − u‖X ≤ η0 ,
la solution u(t) tend vers u lorsque t tend vers +∞.
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Meˆme si un soliton n’est pas exactement une solution stationnaire. on peut toujours se
ramener a` une solution stationnaire, pour un soliton de vitesse σ, en faisant le changement
de re´fe´rentiel (t, x) 7→ (t, x − σt). Cependant, puisque P ne de´pend pas de x, (IV.4) est
invariante par translation en x, et par conse´quent tout profil U de soliton est associe´ en
fait a` une infinite´ de solitons obtenus par translations :
us(t, x) = U(x− σt+ s) =: Us(x− σt) .
(Attention, on utilise ici l’indice s pour signifier une simple translation, et non une de´ri-
vation !) Pour cette raison, on doit assouplir la notion de stabilite´.
De´finition IV.2
Une onde progressive u(t, x) = U(x − σt) solution de (IV.4) est dite orbitalement
stable si, pour tout ε > 0, il existe η > 0 tel que, pour toute donne´e initiale u0 ∈ X
telle que
‖u0 −U‖X ≤ η ,
le proble`me de Cauchy associe´ a` (IV.4) admet une solution valant u0 en t = 0, de´finie
pour tout t ∈ R+, et ve´rifiant
inf
s∈R
‖u(t)−Us‖X ≤ ε .
On conside`re de´sormais une EDP hamiltonienne
(IV.5) ∂tu = J δH [u] ,
avec J = DxJ, ou` J est une matrice syme´trique inversible telle qu’il existe une fonction-
nelle (associe´e a` l’invariance par translation en x) I : u 7→ I [u] = ∫ I(u) ve´rifiant
u = −JδI [u] .
On a vu dans la proposition IV.1 que les solitons u(t, x) = U(x − σt) correspondaient a`
des points critiques de la fonctionnelle H − σI , leur e´quation de profil s’e´crivant
(IV.6) δ(H − σI )[U] = 0 .
La fonctionnelle H − σI e´tant conserve´e le long des solutions de (IV.5), si jamais U
en est un minimum local (dans un espace approprie´), on peut espe´rer l’utiliser comme
fonctionnelle de Lyapunov pour de´montrer la stabilite´ de u, qui e´quivaut a` la stabilite´ de
U comme solution stationnaire de l’e´quation (IV.5) re´e´crite dans le re´fe´rentiel se de´plac¸ant
a` la vitesse σ, c’est-a`-dire
(IV.7) ∂tu = J δ(H − σI )[u] .
Mais comme on l’a sugge´re´ ci-desssus, on s’attend seulement a` de la stabilite´ orbitale, a`
cause de l’invariance par translation en x. Et en effet, si l’on conside`re la hessienne de
H − σI , c’est-a`-dire l’application u 7→ l’ope´rateur diffe´rentiel Hess (H − σI )[u] de´fini
par




h · Hess (H − σI )[u]h ,
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on constate par de´rivation de l’e´quation de profil que
Hess (H − σI )[U]U′ = 0 .
Par conse´quent, U ne peut pas eˆtre un minimum local strict de H − σI . Au mieux, on
peut espe´rer une minoration du type
(H − σI )[u]− (H − σI )[U] ≥ α ‖u−U‖2
avec α > 0 dans un supple´mentaire de la droite engendre´e par U′. Avec une telle mino-
ration dans (U′)⊥, on pourrait conclure a` la stabilite´ orbitale de U comme solution de
(IV.7) en « e´liminant » le « proble`me » lie´ a` l’invariance par translation graˆce au re´sultat
suivant.
Lemme IV.1
Soit U ∈ Hm(R;Rn) avec m ≥ 1. On note Us : ξ 7→ U(ξ + s) ses translate´s pour
s ∈ R, qui sont aussi dans Hm(R;Rn). Il existe ε0 > 0 et une application de classe C 1
τ : V := {V ∈ Hm(R;Rn) ; min
s∈R
‖V −Us‖Hm < ε0} → R
telle que, pour tout V ∈ V, ∫
R
Vτ(V) ·U′ = 0 ,
et pour tout r ∈ R,
τ(Vr) = τ(V)− r .
De´monstration : On commence par construire τ au voisinage de U, en appliquant le the´o-
re`me des fonctions implicites a` l’application T : (t,V) 7→ ∫ Vt ·U′ au point (0,U). En















‖U′‖2 > 0 .
On obtient donc par le the´ore`me des fonctions implicites une application τ de´finie sur un
voisinage V0 := {V ; ‖V −U‖Hm < ε0} de U et a` valeurs dans un voisinage de 0 telle
que (∫
R
Vt ·U′ = 0 , V ∈ V0 , |t| < α
)
⇐⇒ t = τ(V) .
Ensuite, si mins∈R ‖V − Us‖Hm = ‖V − Us0‖Hm < ε0, on a e´videmment ‖V−s0 −
U‖Hm < ε0 et l’on peut de´finir
τ(V) := τ(V−s0)− s0 ,
de sorte que ∫
Vτ(V) ·U′ = 0
puisque par de´finition de τ , ∫
V−s0+τ(V−s0 ) ·U
′ = 0 .
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Pour ve´rifier que τ(Vr) = τ(V) − r quels que soient r ∈ R et V ∈ V, on observe
que, si r ∈ R et V ∈ V, alors Vr ∈ V, et si mint∈R ‖Vr − Ut‖ est atteint en t0,
mins∈R ‖V−Us‖ est atteint en s0 = t0− r. Par suite, si ‖Vr−Ut0‖Hm < ε0, on a d’une
part τ(Vr) = τ(Vr−t0) − t0 et d’autre part τ(V) = τ(Vr−t0) − (t0 − r). En faisant la
diffe´rence on en de´duit, τ(Vr) = τ(V)− r.
The´ore`me IV.1
On suppose queU est une solution stationnaire de (IV.7) dansHm(R;Rn) avecm ≥ 1,
telle qu’il existe α > 0 tel que
(H − σI )[u]− (H − σI )[U] ≥ α ‖u−U‖2Hm
pour tout u ∈ (U′)⊥ (l’orthogonal e´tant pris dans L2(R;Rn)) tel que
‖u−U‖Hm ≤ η0 .
On suppose en outre que H est continue dans Hm(R;Rn) et que le proble`me de
Cauchy pour (IV.7) est localement bien pose´ dansHm(R;Rn). AlorsU est une solution
orbitalement stable de (IV.7).
De´monstration : C’est une adaptation du the´ore`me de Lyapunov classique, utilisant le
lemme IV.1 pour e´liminer la «mauvaise » direction U′ lie´e a` l’invariance par translation.
On suppose sans perte de ge´ne´ralite´ η0 < ε0 (le ε0 du lemme), et qu’il existe T > 0 tel
que pour toute donne´e initiale dans Hm(R;Rn) a` distance au plus η0 de U l’e´quation
(IV.7) admet une solution u ∈ C (0, T ;Hm). Soit
a := (H − σI )[U] + αη20 .
On a par hypothe`se
inf
{
(H − σI )[V] ; V ∈ (U′)⊥ , ‖V −U‖Hm = η0
}
≥ a > (H − σI )[U] .
Par continuite´ de H − σI et de V 7→ Vτ(V), il existe η ∈]0, η0[ tel que pour tout
V ∈ Hm tel que ‖V −U‖Hm ≤ η on ait
(H − σI )[V] < a et ‖Vτ(V) −U‖Hm < η0 .
Soit donc u0 ∈ Hm tel que ‖u0 −U‖Hm ≤ η. Puisque η < η0, l’e´quation (IV.7) admet
une solution u ∈ C (0, T ;Hm) ve´rifiant u(0) = u0, et l’on a pour tout t ∈ [0, T ],
‖u˜(t)−U‖Hm < η0 ,
ou` l’on a note´ pour simplifier
u˜(t) = u(t)τ(u(t)) .
En effet, comme c’est vrai a` t = 0, s’il existait t1 ∈]0, T ] tel que
‖u˜(t1)−U‖Hm ≥ η0 ,
par le the´ore`me des valeurs interme´diaires et le principe de la borne supe´rieure il existerait
t∗ ∈]0, t1] tel que
‖u˜(t∗)−U‖Hm = η0 ,
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et pour tout t ∈ [0, t∗[,
‖u˜(t)−U‖Hm < η0 .
Donc par de´finition de a on aurait
(H − σI )[u(t∗)] = (H − σI )[u˜(t∗)] ≥ a ,
tandis que pour tout t ∈ [0, t∗[,
(H − σI )[u˜(t)] = (H − σI )[u(t)] = (H − σI )[u0] < a .
Ceci contredirait la continuite´ de t 7→ (H − σI )[u(t)].
On a donc pour tout t ∈ [0, T ],
(H − σI )[u˜(t)] = (H − σI )[u(t)] = (H − σI )[u0] < a et ‖u˜(t)−U‖Hm < η0 .
On peut par conse´quent repartir de u˜(T ) comme donne´e initiale en proce´dant comme
ci-dessus : ceci permet, en translatant la solution obtenue de τ(u(T )) en espace, de
prolonger la solution du proble`me de de´part a` l’intervalle [T, 2T ] de telle fac¸on que pour
tout t ∈ [T, 2T ],
(H − σI )[u(t)] = (H − σI )[u0] < a et ‖u(t)τ1(t) −U‖Hm < η0 ,
ou` τ1(t) = τ(u(T )) + τ(u(t)τ(u(T ))). On montre ainsi successivement que u est de´finie
pour tout t ∈ R et ve´rifie
inf
s∈R
‖u(t)−Us‖Hm < η0 .
Malheureusement, le the´oe`me IV.1 ne s’applique pas si Hess (H − σI )[U] a une
direction propre associe´e a` une valeur propre ne´gative, ce qui est ge´ne´ralement le cas pour
les solitons !
Exemple. Reprenons l’e´quation de KdV (IV.2), pour laquelle
J = 1 , H(u, ux) =
1
2




ou` F est une primitive de f . La hessienne
Lσ := Hess (H − σI )[U ] = −∂2xx + f ′(U) + σ
est un ope´rateur de Sturm-Liouville, ayant la de´rive´e du profil U dans son noyau. Or, si U
est un soliton, U ′ s’annule une fois, et la the´orie de Sturm-Liouville montre que 0 (valeur
propre associe´e a` U ′) n’est pas la plus petite valeur propre de Lσ : il en existe exactement
une strictement ne´gative.
Cependant, la «mauvaise » direction peut dans certains cas eˆtre e´limine´e, en utilisant
le fait que les solitons sont parame´tre´s par leur vitesse. C’est l’objet du re´sultat suivant.
The´ore`me IV.2 (Grillakis-Shatah-Strauss)
On suppose que le proble`me de Cauchy pour (IV.7) est localement bien pose´ dans
Hm(R;Rn) et que H est continue dans Hm(R;Rn). On suppose qu’il existe une famille
de solitons Uσ de vitesse σ ∈ Σ (un intervalle ouvert), tels que, pour tout σ ∈ Σ,
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Lσ := Hess (H − σI )[Uσ] a exactement une valeur propre ne´gative, son noyau e´tant
engendre´ par ∂xU





(H − σI )[Uσ] > 0
alors Uσ est une solution orbitalement stable de (IV.7).
Ceci est en fait un cas particulier du the´ore`me de´montre´ par Grillakis, Shatah et
Strauss, qui montrent aussi que la condition (IV.8) est ne´cessaire pour la stabilite´ des
solitons lorsque J est surjectif : ceci n’est clairement pas le cas lorsque J = Dx. Cepen-
dant, cette difficulte´ a e´te´ leve´e dans le cas de (KdV) par Bona-Souganidis-Strauss.
Remarque IV.1
D’apre`s l’e´quation de profil (IV.6),
d
dσ




(H − σI )[Uσ] = − d
dσ
I [Uσ] = −
∫
δI [Uσ] · ∂σUσ .
Or en de´rivant (IV.6) par rapport a` σ on voit que




(H − σI )[Uσ] = −〈∂σUσ,Lσ∂σUσ〉 .
La preuve du the´ore`me est fonde´e sur l’ide´e que
〈V,LσV〉 ≥ 0 ∀V ∈ δI [Uσ]⊥ ,
c’est-a`-dire que Uσ est un minimum local de H − σI sur la « varie´te´ » {I [V] =
I [Uσ]}.
3 Comple´ments




L’un des piliers de l’analyse fonctionnelle est le the´ore`me de Hahn-Banach, qui peut
eˆtre e´nonce´ sous diverses formes (voir [3, ch.1]). Nous l’utilisons dans ce cours essentielle-
ment sous la forme suivante.
The´ore`me A.1 (Hahn-Banach)
Soit E un espace vectoriel norme´, et G un sous-espace vectoriel de E. Si f est une
application line´aire continue de G dans R, elle se prolonge en une application line´aire
continue de E dans R, c’est-a`-dire une forme line´aire continue, de norme
sup{|f(x)| ; x ∈ G , ‖x‖E ≤ 1} .
De´finition A.1
Soit A un ope´rateur line´aire de domaine D, sous-espace d’un espace de Banach X , a`
valeurs dans un espace de Banach Y . On note X ∗ le dual topologique de X (c’est-a`-dire
l’espace des formes line´aires continues sur X , muni de la norme subordonne´e a` celle de
X ), de meˆme que Y∗ est le dual topologique de Y . On appelle adjoint de A l’ope´rateur
non borne´ de domaine




〈A∗v, f〉 = 〈v, Af〉 , ∀v ∈ D(A∗) , ∀f ∈ D .
D’apre`s le the´ore`me de Hahn-Banach, ceci permet de de´finir A∗v comme une forme
line´aire continue sur X , c’est-a`-dire un e´le´ment de X ∗, et ainsi A∗ comme un ope´rateur
non borne´ de D(A∗) ⊂ Y∗ dans X ∗. Si X est en fait un espace de Hilbert, il s’iden-
tifie a` X ∗ par la formule de repre´sentation de Riesz-Fre´chet. On dit alors que A est
autoadjoint si A = A∗, ce qui demande en fait deux choses :
1. e´galite´ des domaines : D(A∗) = D(A)
2. syme´trie : 〈Av, f〉 = 〈v, Af〉 , ∀v, f ∈ D(A) .
De fac¸on analogue, A est dit anti-autoadjoint si A = −A∗.
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Chapitre B
Re´sume´ d’analyse de Fourier
La transformation de Fourier est un ope´rateur line´aire continu
F : L2(Rd) → L2(Rd)
u 7→ û ,




u(x) e−iξ·x dx .
De plus F est un isomorphisme, et sa re´ciproque est donne´e par la formule d’inversion de





U(ξ) eiξ·x dξ .
Au facteur (2π)d/2 pre`s, F est une isome´trie. On a effet la formule de Plancherel : pour
tout u ∈ L2(Rd),
‖u‖L2 = (2π)−d/2‖û‖L2 .
La classe de Schwartz des fonctions a` de´croissance rapide
S (Rd) =
{
f ∈ C∞(Rd) ; ∀ α ∈ Nd , ∀β ∈ N , sup
x∈Rd
(1 + ‖x‖)β |∂αf(x)| < +∞
}
est invariante par transformation de Fourier. Ceci permet d’e´tendre cette transformation
aux distributions tempe´re´es
F : S ′(Rd) → S ′(Rd)
T 7→ T̂ ; 〈 T̂ , f 〉 = 〈T , f̂ 〉 pour tout f ∈ S (Rd) .
Remarque B.1
Si f ∈ D(Rd) (espace des fonctions de classe C∞ a` support compact), sa transforme´e
de Fourier f̂ se prolonge en une fonction analytique sur Cd.
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f(x) e− i ξ·x dx
est de´fini quel que soit ξ ∈ Cd et he´rite de l’analyticite´ de la fonction exponentielle. De
plus, en notant ‖ξ‖ =
√∑d
j=1 |ξj|2, η = Imξ et
IK(η) = max
x∈K
(x · η) ,
on montre par inte´grations par parties successives, l’ine´galite´
|f̂(ξ)| ≤ 1‖ξ‖|α| ‖∂
αf‖L1(K) eIK(η) ,
pour tout d-uplet α. Par suite, pour tout p ∈ N∗, il existe Cp > 0 tel que
|f̂(ξ)| ≤ Cp
(1 + ‖ξ‖)p e
IK(η)
quel que soit ξ ∈ Cd. (Noter qu’en particulier si K est la boule de centre 0 et de rayon
R, IK(η) = R ‖η‖.) Cette proprie´te´ caracte´rise en fait la transforme´e de Fourier des
fonctions de classe C∞ a` support inclus dans K : ceci est l’objet du the´ore`me de Paley-
Wiener e´nonce´ ci-dessous.
The´ore`me B.1 (Paley–Wiener)
Si F est une fonction analytique sur Cd pour laquelle il existe un compact K de Rd
tel que pour tout p ∈ N, il existe Cp > 0 avec
|V (ξ)| ≤ Cp






for all ξ ∈ Cd, alors F |Rd est la tranforme´e de Fourier d’une fonction f ∈ D(Rd) a`
support dans K.
The´ore`me B.2 (Paley–Wiener–Schwartz )
Pour u ∈ E ′(Rd) (ensemble des distributions a` support compact), la transforme´e de
Fourier s’e´tend en une fonction analytique sur Cd par la formule
U(ξ) = 〈u , e− i ξ· 〉 .
De plus si K = Suppu, il existe un entier p et C > 0 tels que






for all ξ ∈ Cd. Re´ciproquement, si U est une fonction analytique sur Cd pour laquelle
il existe un compact K de Rd, un entier p, et une constante C tels que l’estimation ci-
dessus soit satisfaite, alors U est la tranforme´e de Fourier d’une distribution a` support
dans K.
En re´sume´, la transformation de Fourier e´change les proprie´tes de localisation et de
re´gularite´.
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Principe d’incertitude de Heisenberg
The´ore`me B.3
Soit f ∈ H1(R) telle que x 7→ xf(x) soit de carre´ inte´grable. On de´finit la dispersion




(y − x)2|f(y)|2 dy
)1/2
.
Alors le produitDfD bf est minore´ par une constante strictement positive (inde´pendante
de f !).
De´monstration : Ce re´sultat est une conse´quence la formule de Plancherel et de l’ine´ga-
lite´ de Cauchy-Schwarz. En effet, si une fonction f ve´rifie les hypothe`ses du the´ore`me,
l’infimum dans la de´finition de Df et dans celle de D bf est atteint, car les fonctions
x 7→ ∫ (y − x)2|f(y)|2 dy et ξ 7→ ∫ (ζ − ξ)2|f̂(ζ)|2 dζ sont convexes et minore´es par ze´ro.
Sans perte de ge´ne´ralite´ on peut supposer qu’ils sont atteints en ze´ro, quitte a` changer f
en y 7→ e−iξ0yf(y + x0) (dont la dispersion est atteinte en x = 0 si celle de f l’est en x0,
de meˆme que la dispersion de sa transforme´e de Fourier ζ 7→ ei(ζ+ξ0)f̂(ζ+ξ0) est atteinte
en ζ = 0 si celle de f̂ est atteinte en ξ0). Ainsi, on a
D2f =
∫




ζ2|f̂(ζ)|2 dζ = 2π
∫
|f ′(y)|2 dy
d’apre`s la formule de Plancherel et l’identite´ F(f ′)(ζ) = ζf̂(ζ). Or, d’apre`s la ine´galite´
de Cauchy-Schwarz,(∫
y2|f(y)|2dy
)1/2 (∫ |f ′(y)|2dy)1/2 ≥ ∣∣∣∣∫ yf(y)f ′(y)dy∣∣∣∣ = 12
∫
f(y)2dy






(La valeur effective du minorant de´pend de la convention choisie pour la de´finition de la
transformation de Fourier.)
Transforme´es de Fourier classiques
• Gaussiennes : Pour α > 0,







• Noyau de Schro¨dinger : Pour h > 0,




e−i d π/4 ei
‖x‖2
4h .
Cette formule se de´montre en utilisant la pre´ce´dente et le principe du prolongement
analytique pour les fonctions holomorphes. En effet, quelle que soit la fonction test














4 z , φ
〉
co¨ıncident sur l’axe des nombres re´els positifs et sont holomorphes dans le demi-plan
{Rez > 0} (on prend la de´termination de partie re´elle positive de la racine carre´e),
donc elles co¨ıncident dans ce demi-plan. En passant a` la limite Rez ց 0 on obtient
la formule voulue.








ou` H est la fonction de Heaviside. Pour montrer cette formule on peut commencer
par calculer la transforme´e de Fourier de la fonction x 7→ χR(‖x‖)‖x‖ , ou` χR est la
fonction caracte´ristique de ]r, R[. Elle est ne´cessairement radiale, et en utilisant les
























‖ξ‖2 (cos(r‖ξ‖)− cos(R‖ξ‖)) .
Il reste ensuite a` montrer que cette fonction tend au sens des distributions vers la










cos(ρR)φ(ρ sin θ cosϕ, ρ sin θ sinϕ, ρ cos θ) sin θ dρ dϕ dθ .
En inte´grant par parties en ρ, on voit que∣∣∣∣∫ cos(R‖ξ‖)‖ξ‖2 φ(ξ) dξ
∣∣∣∣ . 1R
∫ ‖∇φ(ξ)‖
‖ξ‖2 dξ → 0
lorsque R→ +∞.
Espaces de Sobolev construits sur L2(Rd) Pour tout s > 0, on de´finit
λs(ξ) = (1 + ‖ξ‖2)s/2 ,
et l’espace
Hs(Rd) = { f ∈ L2(Rd) ; λs f̂ ∈ L2(Rd) }
muni de la norme
‖f‖Hs(Rd) = ‖λs f̂ ‖L2(Rd) .
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C’est un espace de Hilbert. D’apre`s la formule
∂̂αf(ξ) = i|α| ξα f̂(ξ) ,
on voit que pour tout p ∈ N∗, Hp(Rd) contient les fonctions p fois de´rivables dont toutes
les de´rive´es jusqu’a` l’ordre p sont de carre´ inte´grable. En fait, Hp(Rd) est exactement
l’ensemble des distributions tempe´re´es dont toutes les de´rive´es jusqu’a` l’ordre p sont des
fonctions appartenant a` L2(Rd). Et la norme sur Hp(Rd) est e´quivalente a` la norme ‖˜ · ‖˜
de´finie par




On de´finit e´galement les espaces de Sobolev homoge`nes
H˙s(Rd) = { f ∈ L2(Rd) ; ξ 7→ ‖ξ‖sf̂(ξ) ∈ L2(Rd) }
munis de la norme
‖f‖H˙s(Rd) = ‖ ξ 7→ ‖ξ‖sf̂(ξ) ‖L2(Rd) .
On a clairement Hs(Rd) ⊂ H˙s(Rd) avec
‖f‖H˙s(Rd) . ‖f‖Hs(Rd) ,
et
‖f‖H˙s(Rd) . ‖∇f‖Hs−1(Rd) .
De plus,
‖f‖Hs(Rd) ≈ ‖f‖L2(Rd) + ‖f‖H˙s(Rd) , s > 0 .
Injections de Sobolev :
Hs(Rd) →֒ L∞(Rd) , s > d/2 .
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