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Abstract  
 The motivation for this study is twofold: i) from a fundamental perspective, to further investigate and understand porosity in group IV-IV and group III-V semiconductors and its dependence on  ion fluence, temperature, and stoichiometry using multi-characterization techniques including electron microscopy (SEM and TEM), surface profiling, Rutherford backscattering (RBS), Raman Spectroscopy (RS) and Small Angle X-ray scattering (SAXS); and ii) to assist in opening up potential exploitation in  applications such as lithium ion batteries as an anode, in gas sensors, in thermoelectrics, and in optoelectronics applications.  
Firstly, pore formation in Ge and Si1-xGex alloys (x= 0.83, 0.77, and 0.65) was investigated under keV Ge ion irradiation. The initiation of porosity and the evolution of near-surface microstructure highly depend on ion fluence and irradiation temperature, as well as the substrate stoichiometry. Porosity is only observed up to 23 % Si in the alloy, higher Si concentration does not result in porosity for samples implanted at room temperature even when the ion fluence is increased to above 1018 ions/cm2. Additionally, in order to produce porosity in Ge and Si1-xGex alloys, the matrix has to be rendered amorphous during ion bombardment prior to porous formation. Increasing the Si content leads to an increase in the threshold condition for porosity, with higher ion fluence and higher implantation temperature required. Moreover, we observe at a 35 % Si content an unusual surface topography at elevated temperatures, which is largely irreproducible. This is explained in terms of oxidation and contamination due to poor vacuum in the implant chamber. Although, the observation of porosity in Ge is dominated by swelling of amorphous Ge, in Si1-xGex alloys preferential sputtering and segregation of Si/Ge play a significant role. All the data suggest a model of vacancy migration and clustering in an amorphous matrix is appropriate to explain pore formation. 
SAXS provides complementary information to electron microscopy, giving an estimation of pore size and sidewall thickness. Indeed, SAXS provides a better statistical average of the 
 radius of pore features as it gives the average of the entire bulk porous structure compared with only surface sensitivity of SEM. We find that using an appropriate core shell cylinder model to fit SAXS data, there is good agreement with cross-section TEM (XTEM) results. Results show that the pore size increases with ion fluence until the porous structure fully develops, and then no longer depends on ion fluence. Some differences in pore size between the different techniques is observed and these are explained as follows: SEM images consider only surface effects while XTEM and SAXS take into account the underlying bulk. However, both pore radii and sidewall thicknesses increase at elevated temperature by 8 and 2 nm, respectively, as expected as the point defect diffusivity increases with temperature. 
The third part of the thesis investigates the effect of a cap layer of SiO2 on pore formation. When porosity is observed, a cap results in a more developed and well-ordered porous layer compared to uncapped samples. This is explained in terms of suppression of sputtering in a capped sample and the resulting protection to the matrix, hence porosity becomes uniform and more developed. For samples implanted below room temperature, the porosity is completely suppressed by a cap. A large occasional void with a mostly intact surface devoid of pores is observed. When a porous layer does not form at higher temperatures there is a continuous amorphous Ge layer denuded of pores formed directly under, and in contact with, the cap. Interestingly, this layer remains constant at about 8 nm in thickness regardless of the ion fluence and temperature. Different possibilities that could explain the formation of this barrier layer are discussed. Firstly, ion irradiation can induce intermixing of O and Si from the cap with the underlying Ge as shown by an x-ray elemental distribution map and this could inhibit vacancy clustering and pore formation. However, this explanation is not the whole story since it would be expected that the barrier layer thickness should increase with ion fluence but the barrier layer thickness is always constant. A more reasonable explanation for a barrier layer denuded of pores is based of viscous flow of amorphous Ge under ion irradiation and the wetting of the cap to minimize interfacial free energy.  In addition, a cap layer on Si0.17Ge0.83 alloy always suppresses the porous structure. This may indicate the importance of preferential sputtering in inducing porosity in the alloy when a cap is not present, whereas the cap layer prevents sputtering and hence porosity.  
The last topic covered in this thesis is porosity and void evolution in GaSb and GaAs1-xSbx alloys (x=0.75, and 0.50) under the same implantation conditions as for Ge. Compared to GaSb behaviour, GaAs0.25Sb0.75 shows small swelling with void formation and sputtering both playing important roles. The formation of voids is strongly depending on ion fluence, temperature and stoichiometry. Indeed, the transformation from crystalline to amorphous
xiii  
 and to void formation occurs at the same ion fluence. For GaAs0.5Sb0.5 no void formation was observed, only the formation of an amorphous layer and associated significant sputtering.  
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    Chapter 1 
Introduction 
 
With the revolution in nanotechnology, our lives have become easier and more convenient. Many modern devices, including mobile phones, computers, car electronics, TV and so on, surround us and have become indispensable to our daily lives. These modern electronic devices build on a long history of discovery and invention involving semiconductor devices such as the diode, transistor and switching devices initially based on germanium (Ge). This started with the invention of the transistor by Bardeen, Brattain, and Shockley in 1947 which paved the way for modern devices [1].  
Although the first transistors and diodes were made of Ge, silicon (Si) prevailed as the most widely used material in semiconductor devices owing to its greater availability and larger band gap [2]. In addition, while the hexagonal phase in germanium dioxide (GeO2) is thermodynamically unstable and water soluble, and thus unsuitable for device fabrication, silicon dioxide (SiO2) is a very stable oxide [3, 4]. Moreover, Ge has lower band gap (0.67 eV) compared with Si (1.12 eV) resulting in higher conductivity at room temperature (RT), which consequently leads to undesirable leakage current in devices [1].  
After the introduction of the integrated circuit, the performance of transistors has been continually improved by the down scaling of the modern complementary metal-oxide-semiconductor field effect transistor (MOSFET). As the transistor becomes smaller, problems with operation and performance arose, such as excessive leakage currents, power consumption and switching control [4]. To overcome these issues, high permittivity (high-k) 
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materials can be used to replace SiO2 for gate oxide scaling in order to minimise the leakage current and hence reduce power consumption [4, 5]. Since the switching speed depends on the carrier mobility, it can be optimised by using materials with higher carrier mobility, such Ge. Consequently, Ge has been integrated with Si as a material for future nano-electronic devices. 
Nowadays, the demand for high speed devices is increasing both for military and commercial market applications including wireless and optical network systems. Formerly, III-V semiconductor-based systems such as gallium arsenide (GaAs) and related compounds such as gallium antimonide (GaSb) were regarded to be more suitable for high speed applications [6], since they are promising materials for long-wavelength lasers, modulators, photodetectors, light emitting diodes and optoelectronic devices [6-10]. They offer not only great carrier transport characteristics, but also have variable bandgaps, a property made possible by engineering different compositions with ternary alloy such as GaAs1-xSbx.  For example, the GaAs1-xSbx band gap energy Eg can be varied from 0.87-1.7 eV by varying the amount of Sb [11]. In addition,  its band structure allows for significant engineering of the valence band offsets in heterostructure systems [11]. These properties open the door for a variety of novel laser diodes, photocathodes and photodiode applications [12-14]. Although these material systems are relatively high cost for production, this has not inhibited their use in military applications. However, in terms of commercial applications, the importance of cost for implementing such systems is playing a significant role. For this reason, Si based systems have been the favored choice for a sustained time period.  
Ge has also been considered as a prime material for future electronic and high performance devices due to its higher carrier mobility, smaller band gap, larger effective Bohr radius, and higher solubility of some dopants [3, 4, 15]. Having materials that incorporate both Ge and Si may offer the best chances to combine advanced heterodevices with well-established Si-based integrated circuits. For instance, the development of high quality Si1-xGex alloys on Si substrates can improve the performance of microelectronic devices such as heterojunction bipolar and complementary metal–oxide–semiconductor (CMOS) transistors by improving the strain-related carrier mobility improvement and the quasi electric field from band gap grading [16]. In addition, Si1-xGex alloys possess several advantages compared with Si or Ge alone including higher mobility, faster response, and shorter exciton lifetime. Further, for 
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nanocrystalline feature in the matrix, quantum confinement effects are obtained and tunable emission is possible for a large range of Ge atomic fractions [17]. 
Doping is critical for semiconductor devices; it refers to the addition of impurities into the bulk material (a semiconductor) as charge carrying elements of the semiconductor. The two classes of doping are p-type and n-type which refer to the introduction of positive and negative charge carriers, respectively. The doping concentration changes the carrier concentration and the electronic band structure. One of the most powerful and versatile techniques for doping is ion implantation. It is a process during which energetic impurity ions are introduced into a single crystal substrate in order to control the dopant concentration and profile. This process ensures the isotopic purity of the implanted species and the precise control over the physical and electrical properties of the material. When an ion beam interacts with a crystalline substrate, the projectile ions collide with target atoms, resulting in different types of lattice damage. Thus, implantation not only results in the introduction of impurities, but energy is transferred into motion of lattice atoms which generate point defects in the material ultimately leading to significant damage. Of particular relevance to this thesis is the accumulation of damage resulting in the complete destruction of the crystal lattice, i.e amorphisation, as well as the introduction of discrete defects, which can lead to viscous flow and then swelling of the material. Furthermore, the agglomeration of vacancies can further lead to the formation of nanoporosity. This last type of damage will be the main topic covered in this thesis. Although swift heavy ion irradiation (several MeV) can result in buried porous layers and plastic deformation [18], in this thesis we will focus mainly on low-energy (140 keV ions), where the nuclear stopping power is the dominant regime and the ion-modified material is near the surface. Implantation conditions such as temperature dependence, ion fluences, ion flux, and ion incident angle are necessary to investigate the pore formation and are important for studying the evolution on the porous morphology. 
Porosity is defined as the “fraction of the bulk volume of the porous sample that is occupied by pore or void space” [19]. Another definition based on the International Union of Pure and Applied Chemistry (IUPAC) is the ratio of the total pore volume to the total volume of the material. The term nanoporous is a general descriptor that refers to any material with pore size less than 100 nm. It includes microporous (< 2 nm), mesoporous (2-50 nm), and macroporous (> 50 nm) [20]. Pores are classified into two types: i) open pores which are connected to the surface of the material, and ii) closed pores, which are isolated from the 
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outside. Further, pores can be cylindrical, spherical, cones, or even have more complex shapes such as hexagonal [16]. 
Porous structure was discovered coincidently in Si by Uhlirs at Bell University in the 1950s [20]. However, there was little interest in this structure until the 1970s and 1980s when the large surface area of porous Si (p-Si) was found to be useful in spectroscopic research. There was a decline in interest in the mid-1990s, owing to some problems with the material's chemical and mechanical stability and low electroluminescence efficiency. However, several of the main chemical stability problems were overcome in the last decade, due to the maturity of materials processing methods, and various applications emerged [20]. Nano-porous materials have attracted remarkable interest both scientifically and technologically because of their vast ability to adsorb and interact with atoms, ions, and molecules on the large interior surfaces within the nanometer scale structure [16]. The presence of pores in a material can provide useful properties that the bulk material would not have. Recently, there is renewed interest in porosity in wider semiconductor applications that need large surface areas, for example, in lithium ion batteries as an anode [21], in gas sensors [22], in thermoelectric applications [23] and in optoelectronic applications [16]. 
Although there are other methods to fabricate porous structures besides  ion implantation, such as chemical/physical vapor deposition [24], electrochemical etching [25] and spark processing [26], ion implantation has several advantages. Firstly, it is an accurate and an inherently clean method since it operates at high vacuum. Additionally, the pore size and depth can be controlled by tuning the implantation parameters [19]. Although, in most traditional semiconductor device applications porosity should be avoided, there are some applications which require porosity to be present. Whether or not porosity is required, it is critical to understand its formation qualitatively and quantitatively, and also the structural morphology evolutions. 
It is also of importance to investigate the porous structure in terms of pore size, shape, pore spacing and the open or closed nature of pores. Indeed, the distribution of size, shape and volume of void spaces are required for specific applications.  Many applications require different sets of performance criteria for specific properties.  For example, to obtain a high adsorbent capacity, we need to have information about the chemical nature of the surface, and the pore size from which adsorbent accumulation per unit mass can be obtained.  Also, the formation of uniform pore size, shape and volume can lead to superior properties for specific 
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applications. For instance, a zeolite (molecular sieves) requires  uniform microporosity since pore size distribution will limit the ability of the solid to separate molecules of different sizes [27]. Additionally, for applications such as separation, catalysis, sensing, filtration or membranes, often penetrating open pores are required. On the other hand, closed pores are useful in thermal insulation or lightweight structural applications [16]. 
  
  1.1 Aim 
The objective of this thesis is to conduct a systematic investigation of porosity in IV-IV and III-V group semiconductors as a result of low energy (keV) ion implantation. The materials of interest are mainly crystalline germanium Ge (c-Ge), crystalline silicon germanium alloys (c-Si1-xGex), crystalline gallium antimonide (c- GaSb) binary alloy, and crystalline gallium arsenide antimonide (c- GaAs1-xSbx) ternary alloys. Low energy implantation will introduce a variety of irradiation damage into these materials. Amorphous porous layers are the main specific type of damage we will highlight in this thesis. We aim to identify the pore formation window in both groups by using Ge ions in the c- Ge and c-Si1-xGex alloys, while As ions are used for implanting c- GaSb and c- GaAs1-xSbx alloys. Once the porous structure is formed, the focus is to understand the governing mechanisms in each case. The aim of each individual study is described below: 
• Although porosity in c-Ge has been studied extensively in the literature and is a very common phenomenon, porosity in c-Si is not usually observed under comparable implantation conditions. Thus, the first goal in this thesis (Chapter 4) is to investigate the porous structure in Si1-xGex alloy at room temperature and to determine the possible stoichiometry range to form a porous structure. In addition, the morphology of the porous structure will be studied quantitatively and compared with Ge for irradiation at room temperature. 
• Determining the pore formation window as a function of the implantation temperature in c- Si1-xGex alloys in comparison with Ge is then examined in Chapter 5. We also attempt to identify which mechanism governs the formation of porosity in the alloys. 
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• Applying Small Angle X-ray Scattering (SAXS) as a complementary technique to characterise the internal morphology and comparing it with conventional electron microscopy (Chapters 4 and 5). 
• Investigating the effect of using a cap layer prior to implantation in Ge and its alloys with respect to ion fluence, temperature, and thickness of the cap layer is outlined in Chapter 6. 
• The last aim is to investigate the porosity in GaAs1-xSbx as compared with GaSb. It is well known that ion bombardment in GaSb can result in massively porous fibrous structures; however no porous structure is formed in GaAs. Hence, we aim to investigate the porous structure in GaAs1-xSbx alloy and to determine the possible concentration of As which allows porosity to form (Chapter 7). 
Only a limited number of previously published works have been reported on the above topics. Thus, a significant amount of important information is still unknown, especially the formation of porosity in both alloys (Si1-xGex and GaAs1-xSbx) which we will be covered in this thesis to add new findings and understanding to the existing literature.  
 
1.2 Thesis Structure 
The outline below presents a brief overview of the thesis’s structure: 
Chapter 2 provides a general introduction to ion-solid interactions followed by detailed information on damage formation due to ion implantation. This includes a literature review in terms of the mechanisms proposed for pore formation in both Ge and GaSb. 
Chapter 3 details the experimental, analytical and sample preparation techniques utilised to fabricate and characterise the porous structures.  
Chapter 4 provides a quantitative analysis of porosity in Ge and Si1-xGx alloys as a function of stoichiometry and ion fluence at room temperature. 
Chapter 5 discusses the temperature dependence of the formation of nanoporous structures in Ge and Si1-xGex alloys. 
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Chapter 6 discusses the effect of depositing a cap layer prior to ion implantation on the suppression of pore formation in Ge and Si1-xGex alloys. Additionally, it provides a novel explanation for the observed results. 
Chapter 7 provides background data in addition to what has been reported in the previous literature in terms of porosity formation in GaSb and investigates the initial observations and evolution of porosity in GaAs1-xSbx for comparison with GaSb.  
Chapter 8 provides a brief summary of the overall results and conclusions and gives guidance for future work. 
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   Chapter 2 
 Background 
Ion implantation has become a powerful tool that is used in different fields including material science research and semiconductor device fabrication. It is a process in which ions are accelerated into a semiconductor target and come to rest at a certain depth within the lattice of the material. This process is used to modify the physical, chemical, electrical, or structural properties of the target material. This chapter will provide a fundamental description of the interactions between the ions and the target lattice. It will cover the background of ion beam interactions, implantation-induced damage effects such as ion beam mixing and sputtering and damage formation, especially the effect of porosity in both group IV and III-V semiconductors.  
 
2.1 Overview of Ion-Solid Interactions 
When an energetic ion penetrates a solid, it undergoes a series of collisions and interactions with the target atoms, loses energy and, finally, comes to a rest at a certain depth. There are two primary mechanisms that cause the slowing down of the ion and the loss of kinetic energy, namely the nuclear and electronic energy loss. In terms of nuclear energy loss, the ions lose energy via elastic collisions with the target nuclei and this can be modeled in terms of the stopping power of the target for a given ion species,  S n  with [1]:  
𝑆𝑆𝑛𝑛(𝐸𝐸) = � 𝑇𝑇𝑛𝑛(𝐸𝐸, 𝑝𝑝)2𝜋𝜋𝑝𝑝 𝑑𝑑𝑝𝑝𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚
0
   
(2.1) 
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where E is the ion energy, Tn (E, p) is the nuclear energy lost by an incident particle in an elastic encounter of impact parameter p (related to the distance of closest approach of the ion and scattering atom centers), with a single target atom. The integral is over all impact parameters from 0 (head-on collision) to a maximum value 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚 that is related to roughly half the atomic spacing in the lattice. 
The second type of stopping power is related to the electronic energy loss where the ion can lose energy by inelastic interactions with the target electrons. This can be modeled with the following equation [1]; where S e (E) is the electronic energy loss.   Se(E) =  kE1/2   (2.2) where k is a variable depending on the projectile and target material and E is the energy of the incoming ion. 
The two energy loss processes are considered to be independent of each other. However, generally, the total energy loss depends on the initial energy 𝐸𝐸0 and atomic number of the ion 
𝑍𝑍0 and the target atoms. The definition of the total stopping power S of the ion per unit path length (𝑥𝑥) in the target material can be written as [2]: 
 
𝑆𝑆 =  �𝑑𝑑𝐸𝐸
𝑑𝑑𝑥𝑥
�
𝑛𝑛
+  �𝑑𝑑𝐸𝐸
𝑑𝑑𝑥𝑥
�
𝑒𝑒
= 𝑆𝑆𝑛𝑛 + 𝑆𝑆𝑒𝑒   (2.3) The interaction between the ion and the electrons of the solid leads to the excitation and ionization of the target atoms. Indeed, this process acts as a drag on the ion, lowering its energy while not causing significant deviation to its path. Comparing ion velocity with Bohr velocity is a good criterion to determine the dominant energy loss. For example, ion velocity can be written as [1]:   𝑉𝑉 = 𝑣𝑣0 𝑧𝑧12/3 (2.4)  where 𝑣𝑣0 is the Bohr velocity that equals to 𝑞𝑞24𝜋𝜋ℏ𝜀𝜀0, z 1  is the ion atomic number. In the case of low ion velocities, which are smaller than the Bohr velocity of the electrons, ions neutralise by 
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electron capture and nuclear energy loss will be dominant. If the ion velocity is increased, more and more electrons are stripped off the ion, until a velocity-dependent equilibrium charge state is reached. A fully or partially stripped ion can transfer its energy to the target electrons by excitation and ionization. In this case the electronic stopping can be considered to be the primary energy loss interactions. The electronic stopping process dominates at higher ion energies (MeV to GeV). In addition, electronic energy loss does not influence the atomic motions and cannot displace the target atoms from their lattice sites.  In the nuclear energy regime, however, the velocity decreases through elastic collisions between the target atoms and incoming ions. These collisions take place via the screened coulomb potentials of the nuclei and result in large angular deflection which depends on the collision dynamics, scattering cross-section and collision angle. Moreover, in the nuclear energy loss the displacement of the target atoms and the formation of a collision cascade of displaced target atoms can occur due to recoiled target atoms with enough energy to displace other target atoms. Such collisions also result in the sputtering of target atoms from the sample surface as explained in the following section. Figure 2.1 shows the dependence of the electronic and nuclear energy loss on the ion energy E. The nuclear (green), and electronic (black), energy loss is calculated by SRIM2008 [3] for self-ion implantation of Ge with several energies.            
 
 
 
Figure 2.1: Energy loss as a function of ion energy for self-ion implantation of Ge over several orders of magnitude in energy. (Green) is nuclear stopping power, (Black) shows electronic stopping power, (Blue) represents projected ion range. 
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The nuclear energy loss is the dominant stopping mechanism for ions at low projectile energies, i.e. keV up to 1 MeV. For higher ion energies above a few tens of MeV, the electronic energy loss is dominant and the nuclear energy loss is negligible. The Figure shows that ion energy is dissipated by both mechanisms as the particle slows down. 
In this study, we have used a low Ge ion energy of 140 keV as marked in Figure 2.1 where the nuclear energy loss dominates (1.52 keV/nm) and electronic energy loss (0.20 keV/nm) can be neglected. Therefore, effectively all displacement collisions and damage in the Ge target occurs as result of nuclear energy loss.  
When ions travel through a solid and undergo a series of collisions with different lattice atoms, the path taken by each implanted ion will not be exactly the same as that shown in Figure 2.2. The total path length can be determined by the combination of nuclear and electronic stopping as [4]:   
𝑅𝑅𝑡𝑡 =  � 1𝑑𝑑𝐸𝐸
𝑑𝑑𝑥𝑥
0
𝐸𝐸0
 𝑑𝑑𝐸𝐸   (2.5)     where E 0  represents the ion incident energy. The collisions of individual ions with the target atoms cause a unique trajectory and result in fluctuations of the path length R t  of ions that are best described in a statistical distribution as illustrated in Figure 2.2. Such fluctuations to the ion trajectories cause a spread about the mean projected ion range R p  and this usually follows a Gaussian-like distribution for a random ion trajectory, where the ions usually are incident at an angle ≥ 7° to the crystallographic direction to avoid ion channeling [5]. A Gaussian-like profile shape occurs for both the longitudinal and lateral distributions, where the standard deviations  are ΔR p , and ΔR l  respectively [6]. The common simulation used by the ion beam community is a Monte Carlo (MC) approach based on the Stopping and Range of Ions in Matter simulation (SRIM) software package [3]. The model acquires their distribution by accumulating the results of a significant number of individual projectiles. It can be used to calculate the projected range, damage distribution and energy loss of ions in an amorphous material.  
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The projected range R p , (i.e. the penetration depth normal to the surface), is a more important parameter than the total ion path length. Generally, the mean penetration depth or projected range is dependent on the target atoms, ion species, and ion energy. It is shown in Figure 2.1(blue, dashed line), and increases non-linearly with increasing ion energy [6]. The projected ion range for this study (140 keV Ge into Ge) is highlighted in the Figure 2.1 as about 62 ± 30 nm. 
 
2.2 Fundamental Processes during Ion Implantation 
In this section we will discuss the damage induced by both electronic and nuclear energy deposition. 
 
 
Figure 2.2: Schematic illustration of the path length (Rt), projected range (Rp), straggling 
ΔRp, and lateral spread (ΔRt). 
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2.2.1 Electronic Energy Deposition 
In the case of ions with very high energies (hundreds of MeV to GeV) on a solid, a series of collisions will occur between both electrons and the ion cores in the target [7]. In this energy range electronic energy deposition can produce significant damage. For example, swift heavy ions (many hundreds of MeV energies) can result in a “Coulomb Explosion” in which the loss of electrons along the ion track can cause the atoms to be ejected by coulomb repulsion. This leads to extensive damage [8-10]. However, this process is not relevant to this thesis where the total damage formation occurs due to nuclear energy deposition at keV energies.  
 
2.2.2 Nuclear Energy Deposition 
In this section we will provide a physical understanding of the basic damage caused by ion implantation on a material as result of nuclear energy deposition. Implantation in the low energy range of several keV can substantially modify the structure and composition of the surface layers of the target material. Four basic processes occur within ion interactions including modifying near-surface compositions, disorder within a collision cascade, sputtering, and ion beam mixing.  
 
2.2.2.1 Collision Cascade  
The collision cascade model is the most widely accepted concept for radiation damage [7]. When ions lose energy in nuclear collisions with target atoms (keV to several MeV), many atoms are displaced from their normal locations. The amount of energy required to dislodge atoms is known to be the displacement energy (E d ) and is found to be 12-14 eV for Si and 14-16 eV for Ge [11]. Any energy transfer that exceeds E d  will result in a primary recoil atom which means the atom moves away from its lattice site. The majority of recoil atoms receive enough energy to undergo a series of secondary recoils with more displacement of target atoms. Many of these secondary recoil atoms can generate additional displacements in tertiary recoils and so on. Such a series of events is called a collision cascade and is illustrated in Figure 2.3.  
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The number of displaced atoms (N d ) can be estimated as the following [12]: 
 𝑁𝑁𝑑𝑑=0.42 𝑣𝑣(𝐸𝐸)𝐸𝐸𝑑𝑑             (2.6) 
where 𝑣𝑣(𝐸𝐸) is the nuclear component of  the ion energy loss that contributes to atomic displacements, E d  is the mean displacement energy for lattice atoms (~ 14 eV for Ge). The ion will keep going through the target material, creating more primary recoil atoms along its path until the energy is dissipated and the ion comes to a rest. The nature of collision cascades can vary strongly, depending on the energy and mass of both the recoil atom and the incoming ion, as well as the density of the material (stopping power). The final dimensions of the damage region caused by different ions may vary dramatically as in Figure 2.4 which shows SRIM simulations of collision cascades for Ge implanted with (a) light ions at high energy (He+ at 2 MeV), (b) heavy ions at low energy (Ge+ at 140 keV).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               Figure 2.3: Schematic presentation of   collision cascade [13].    
 Chapter 2: Background                                                                                                       18 
 
 
 
 
 
 
 
 
 
 
Generally, the deposited energy density is smaller for light ions compared with heavy ions. The primary recoils due to light incoming ions will have less energy; consequently, fewer secondary recoil atoms will be produced. If the secondary recoil energy is small and there are few of them, few displaced atoms will be generated. The collision cross section is much lower for light ions than for heavy ions; therefore, the mean path length between the collisions for light ions is much larger at around 6000 A as shown in Figure 2.4(a). Consequently, the damage will be dilute and will spread out over an extensive volume of the target. In this case, small cascades will usually not overlap, hence little crystal damage will be produced [1, 14, 15]. Additionally, more energy from light ions is transmitted to the lattice by electronic stopping. In the context of this thesis, this effect will be less important for Ge implantations as the electronic stopping is low for the low implant energies used. The example given in Figure 2.4(a) is typical of Rutherford backscattering spectroscopy (RBS) analysis, where the ion damage is low.  
The effect of heavy ions, on the other hand, is totally different. In this case the average energy transferred with each collision is much higher than light ions with larger scattering cross sections. Therefore, the incoming ion is deflected over a large range of scattering angles. Many displaced atoms have sufficient kinetic energy to produce a large number of secondary displacements as they move away from the path of the incident ion. The ion range of heavy ions is much shorter than light ions at a similar energy as shown in Figure 2.4(b): for self-ion implantation of Ge at 140 keV (the energy used in the current study), the projected range is ~ 
 
Figure 2.4: Ion trajectories of (a) light He+ ions at 2 MeV, (b) heavy Ge+ ions at 140 keV in Ge. 
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63 nm. Significant lattice damage can be produced in a small volume when most of the energy is transferred to the lattice by nuclear stopping [16].  
The deposited energy density will have an effect on the internal dynamics of moving lattice atoms. It is worthy to mention that three collision regimes can be defined: single cascade, displacement cascade (linear), and thermal spike [16].  In the single cascade regime that is typical for light ions (He+) at low energy, little development of cascade displacements occurs and the atomic motion will stop after a few displacement collision events. The linear cascade regime has an almost continuous network of displaced atoms. Such a displacement cascade may create excess damage by spontaneous collapse to an amorphous state, when the defect/displacement density exceeds a critical level (in a semiconductor this is about 10 % of the total atomic density) [17].  The level of damage, however, will be different for different ion mass. For lighter ions, the initial damage increases linearly with ion fluence and superlinerly at higher fluence levels where many individual cascades overlap. In this regime, defect interactions through overlapping cascades can lead to an amorphous phase above a critical defect density. Damage caused by heavier ions, on the other hand, can generate direct amorphisation within individual collision cascades and damage accumulates linearly with ion fluence, leading to amorphous zones  and eventually a continuous amorphous layer [17].  
Finally, a thermal spike regime can occur at very high energy deposition in which the average energy supplied to the lattice atoms substantially exceeds the enthalpy of melting. The definition of a thermal spike is when the energy deposition over the cascade volume exceeds a critical value for a phase change to occur (typically ~ 1 eV/atom for melting, or 3-4 eV/atom for evaporating)[17]. A thermal spike can give rise to excess damage by a process in which the melting surrounding the ion track extends out significantly beyond the original collision cascade dimension. In a period on the order of 10−11  sec, the super-heated region may quench into an amorphous state [16, 18]. In contrast, molecular dynamics (MD) simulation performed by Ghaly et al. [19, 20] revealed that, due to a dilution of the damage energy, there is a suppression of thermal spike effects in Ge. 
If the cascade volume intersects with the surface it can lead to sputtering as we will discuss in the next section. 
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2.2.2.2 Sputtering 
The collision cascade can eject atoms from the target surface when the energy transferred is greater than the surface binding energy.  Sputtering typically can occur within the first two layers beneath the surface and a schematic of sputtering is shown in Figure 2.3. The main parameter of interest is the sputtering yield which can be defined as the mean number of atoms removed from the surface of a solid per incident ion. It can be written as [16]:  
𝑌𝑌 = 𝑗𝑗𝑠𝑠𝑠𝑠
𝑗𝑗𝑖𝑖
                    (2.7) where 𝑗𝑗𝑠𝑠𝑠𝑠 and 𝑗𝑗𝑖𝑖 denote the number of sputtered atoms and the number of incident ions, respectively.  The sputtering yield can be approximated based on the linear collision cascade theory by Sigmund to [21]: 
 
  where E b  is the surface binding energy, 𝑀𝑀1
𝑀𝑀2
 is the ratio between target atom (M 2 ) and ion mass (M 1 ), and S n  represents the nuclear stopping cross section. Another interesting factor is the depth of origin of the sputtered atom. If the sputtered atoms come from the outermost surface, the surface will be homogenous; however; if it comes from below the surface it can result in a heterogeneous layer [22]. 
The sputtering rate depends on the energy and mass of the incoming ions, the angle of incidence, the mass of the target atoms, the crystallinity and crystal orientation of the target, and the surface binding energies of the target atoms, but it is almost independent of the implantation temperature. Generally, sputtering can occur at energies above about 20 eV, and the sputtering yield increases with increasing ion energy. A reduction of the sputtering yield occurs at higher energies, when the penetration depth of the ions into the solid is large and result in a lower energy deposition in the surface layer, as is shown in Figure 2.5 for self-ion implantation in Ge, where the sputtering yield reduces steadily from 4.8 to 2.3 atom/ion for energies ranging between 50 to 1 MeV. The sputtering rate for the current study is marked on 
 𝑌𝑌 = 0.042𝐸𝐸𝑏𝑏  𝑀𝑀2𝑀𝑀1 𝑆𝑆𝑛𝑛         (2.8) 
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Figure 2.5 at 4.3 atoms/ion for 140 keV Ge ions into Ge.  The sputtering yield for a range of materials used in this study is summarised in table 3.2 in Chapter3. Heavier ions give significantly larger sputtering yields than lighter ions [23].  
 
  
   
   
 
 
  
 
 
Preferential Sputtering  When sputtering takes place in compound targets and alloys, the sputtering yield for the individual components of the material (elements) can be different, an effect known as preferential sputtering. This process is more complex as the atoms participating in the cascade are of different masses. It is likely also that sputtering might be anisotropic with regard to the target components. Sputtering in alloys and compounds generally results in one component removed at a faster rate. Therefore, the surface layer becomes enriched in the other component, which leads to a different composition and structure from the starting material. Andersen [24] has reviewed sputtering from multicomponent alloys and compounds where non-stoichiometric layers occur on the surface as a result of preferential sputtering of one component.  
 
Figure 2.5: Sputtering yield as a function of Ge ion implantation energy into Ge.  
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Alloys of either binary or ternary materials are important in the context of this thesis, hence preferential sputtering is significant. For example, in a Si 1-x Ge x  alloy, (Si and Ge), Si is lighter than Ge, thus more energy can be transferred to Si instead of Ge during a collision cascade. Additionally, the bond strength between atoms can be different, which may lead to different sputtering rates for different masses in the material. For example, this sputter rate will be different for Ge and Si, which may result in a rich layer of Ge on the surface. Preferential sputtering in the materials used in this thesis (Si 1-x Ge x , GaSb, GaAs 1-x Sb x ) will be shown to occur and can significantly affect the results particularly when the surface compositions vary from the bulk compositions. At low temperatures where diffusion is suppressed, a steady state surface composition will be reached and the different atoms will then be removed stoichiometrically [25]. Indeed, in steady state, the alloy components must sputter at rates proportional to their bulk compositions (not to their surface compositions). At high temperature, a composition change can occur to a large depth in the target. Therefore, this process can significantly influence the sputtering [23].         
2.2.2.3 Ion-Beam Mixing 
Under ion bombardment, materials with different elements undergo significant displacement cascades that can result in several atoms near the recoil location exchanging lattice sites with neighbouring atoms. This process is called atomic mixing.  The most obvious example is when intermixing occurs at the interface separating two different materials during ion irradiation. Early observation of such a phenomenon was reported by Appleton [26] after the irradiation of a Ge substrate coated with an Au film. Interaction between Au and Ge atoms was found in which the intermixing rate increased linearly with ion fluence between Au-Ge interfaces from RBS spectra [26]. Ion beam mixing relies on both the kinematic factor (ballistic mixing) and the disorder created at the interface to enhance movement of atoms across the interface [27].  The ballistic mixing rate can be obtained by regarding the mixing in terms of a diffusion process [9]: 
 〈𝑟𝑟2〉 = 𝑛𝑛𝜆𝜆2                      (2.9)  where n is the mean number of random jumps each atom performs, and λ is the jump distance.  
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Atomic mixing will happen in any alloy material with different masses, and this process is very important in the context of this thesis, as we have interfaces between Si 1-x Ge x  alloys and the Si substrate, the GaAsSb alloys and the InP substrate, as well as SiO 2  coated on Ge. An example will help understand this intermixing mechanism which is schematically displayed in Figure 2.6. If we consider a thin film like SiO 2  (A) and the Ge substrate (B), when the Ge+ ions transfer enough energy to the target atoms, there will be interaction and motion of atoms at the SiO 2 -Ge interface. Some collision cascades occur at the interface resulting in Ge mixing with O and Si. There will be O and Si atoms from the SiO 2  cap layer redistributed into the underlying Ge. The O distribution will be deeper than the Si distribution because O atoms are lighter than Si and hence will receive more energy than Si in the forward direction. For example, Christel et al. [28] found a significant O distribution in a Si substrate occurred for 125 keV As+ bombardment of  a 75 nm SiO 2  layer on Si.  Another example of ion beam mixing is in Si 1-x Ge x  alloys an a Si substrate implanted with Ge.  It is easier to displace more Si than Ge, which mean that more Si will be knocked into the substrate than Ge, and hence change the alloy compositions near the interface, giving rise to regions that are richer in Si than Ge or vice versa. In addition, we also noticed ion beam mixing effects in GaAs 1-x Sb x  alloys on an InP substrate which will be discussed in chapter 7.   
 
 
         
Figure 2.6: Schematic of ion-beam mixing. 
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2.3 Radiation Damage and Amorphisation   
2.3.1 Defect Production 
As a result of collision cascades, atoms can be displaced from their regular lattice site to an interstitial site and create a vacancy. This simple point defect combination of vacancy and interstitial is called a ‘Frenkel pair’. The important parameter in producing Frenkel pairs is the threshold displacement Energy (E d ), i.e. the minimum energy to be transferred to a lattice atom to create a stable defect in the matrix [29]. Typically, a Ge atom must receive 15 eV of energy to create a stable interstitials-vacancy /Frenkel pair. If the energy of the recoil drops below 15 eV, the atoms will continue to be displaced from their lattice site but not displace other atoms. At higher energies, the strong elastic interaction between atoms and ions will produce a high density of defects, which makes it difficult to separate the individual interstitials –vacancy pairs as a result of annihilation and agglomeration [9]. Despite the fact that the formation of Frenkel pairs increases the entropy, if the Frenkel pair is mobile at the irradiation temperature, which will be the case in Ge, this will enhance the diffusion and agglomeration of Ge defects. 
When the atoms within a collision cascade eventually come to rest, they will leave behind a region of dense defects surrounded by point defects (vacancies and interstitials). Beyond the collision cascade several types of defects can also be introduced such as line defects, planar defects and volume/extended defects (divacancy, trivacancy, small voids) [30-32]. All these defects require dynamic annealing (motion of defects) or thermal annealing to form them. 
 
2.3.2 Ion Induced Amorphisation 
In ion-implanted semiconductor materials, an amorphous phase is formed owing to either direct amorphisation within collision cascades [33] or the accumulation of point defects due to overlap of ion collision cascades [34, 35]. An amorphous phase occurs spontaneously after a critical defect concentration is exceeded, typically around 10% of the total atom density for semiconductors [17, 36]. There are great differences between Si and Ge in terms of defect production and dynamic annealing, including point defect mobility, defect production rate, defect stability and clustering behaviour. For instance, Ge can be amorphised at a lower 
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critical fluence and higher temperatures than that in Si, and vacancies in Ge are more stable than in Si. The most important difference in the context of this thesis is that porosity can develop in amorphised Ge, while such behaviour has never been observed in Si except with some special cases under swift heavy ion irradiation, where electronic energy loss is the dominant regime, and under electrochemical processing methods [37]. 
The formation of radiation damage, including the amount of defects and degree of crystallinity, depends on several parameters such as ion fluence, ion mass, and the resistance of the target material to disorder (i.e. bond strength, threshold energy for displacement 14 eV for Ge and 12 eV for Si) [11]. Additionally, the substrate temperature, as well as the ion flux, can alter the amount of induced damage. By increasing implantation temperature Frenkel pairs (vacancies and interstitials) may become mobile which enables defect recombination to occur. As a result, the damage will reduce after implantation as a result of such defect annihilation and this dynamic annealing can therefore have a significant effect on the damage production. In terms of ion flux, this parameter changes the production rate of disorder and, along with dynamic annealing, it can dramatically alter the final damage after implantation in certain temperature ranges. At around room temperature (RT), Si has a stronger dynamic annealing effect than Ge. For example, Haynes and Holland [38] illustrated the dynamic annealing difference between Ge and Si in terms of disorder production and amorphisation for 1 × 1014 Si ions/cm2 implanted into a Si target at 70 keV and at 100 keV into a Ge target (see Figure 2.7). It was found from RBS measurements that, in the case of disorder production (in terms of displaced atoms) at RT and below, Ge registered a higher level of damage corresponding to the formation of a continuous amorphous layer, while Si shows only a small fraction of damage. 
With increasing implantation temperature, the measured damage in Si decreases gradually and reaches zero at a critical temperature of around 30 °C. However, although the damage in Ge drops off with increasing temperature, it has a much higher critical temperature between 125 to 130 °C [38]. The threshold fluence for amorphisation in Ge is also considerably lower than that for Si due to higher nuclear stopping, reduced defect mobility and thus the ability for producing stable atomic displacements.  
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Haynes et al. [38] and Linder et al. [39] also investigated  amorphisation of Si 1-x Ge x  alloys with a fixed fluence and found the damage increased with increasing Ge content, which led them to conclude that samples with higher Ge content were easier to amorphise. Hence, Ge is much more susceptible to radiation damage than Si. In addition, Ge and Si  experience strain after irradiation to fluences below the amorphisation threshold,  and it has been found that,  to reach the same value of strain in Ge, the ion fluence in Si has to be 20 times larger than the fluence in Ge [40]. Furthermore, Lie et al. found the amorphisation threshold fluence for implantation with 100 keV Si ions is roughly 15 times larger in Si than in Ge and indicated that both the lower melting temperature of Ge and the higher energy density in Ge damage cascades was responsible [41]. 
Studies that have focused on investigating the amorphous threshold in Ge found that it depends on both the ion energy and ion mass. For example, Mayer et al. [42] found the threshold fluence is roughly between 2 × 1013 to 1 × 1014 ions/cm2 with an  energy of 40 keV In+, whereas 65 keV B+ results in a threshold fluence of 3.5 × 1015 ions/cm2 and for  300 keV Si+ of 6 × 1013 ions/cm2 [43].  
 
 
Figure 2.7: The peak damage fraction (taken from RBS spectra) in Si and Ge irradiated with fluence of 𝟏𝟏 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏  Si ions/cm2 with 70 and 100 keV respectively [38]. 
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2.3.3 Defect Annealing 
The development of an amorphous layer can be affected by the ion flux, but since high ion flux may also cause heating of the substrate, it is not straightforward to distinguish between the effects of higher disorder production rate at high ion flux with the role of implantation temperature [11]. It was shown [11] in some studies that at higher ion fluxes, damage could be reduced as result of defect annealing which depends on increasing  target temperature. At relatively high temperature (above room temperature for Ge) mobile defects cause defect annealing. However, other studies have found an opposite flux effect. For example, Haynes et 
al. [44] implanted Ge with 100 keV Si+ ions at different temperatures between RT and 250 °C and found that the effect of ion flux (current density) plays an important role at high temperature between 120 and 250 °C, where the damage level increased for high flux (to the same fluence), and the effect of ion flux (current density) at RT was found to be small in Ge. This effect (when flux does not increase temperature at the elevated temperatures) relates to a higher defect production rate that overcomes a constant defect annihilation rate. However, the ion flux does not influence the damage formation for implantations at liquid nitrogen (LN 2 ) temperature since defects are not mobile at this temperature. Implantation at elevated temperature can also lead to ion beam induce epitaxial crystallization (IBIEC) in an already existing amorphous phase. Bachman et al. [45] found ion induced crystallization in Ge by irradiating with 0.5 -1.6 MeV  Ar+  ions  at elevated temperatures (267 and 302 °C). In particular, when the irradiation occurs below a critical temperature T c , the amorphous layer increases in thickness with ion fluence, i.e defect production dominates defect annihilation. Above the critical temperature T c , epitaxial recrystallization was observed and increased with increasing temperature, i.e. defect annihilation dominates. In relation to the current work it is very important to know the threshold temperature for defect annealing to occur especially in Ge and its alloys. As long as we can form an amorphous layer at a given temperature, a porous structure is likely to be produced. This conclusion is based on the fact that no porous structure is observed if the material has not been rendered amorphous, as will be discussed in Chapter 5. 
Ex-situ annealing can also induce solid phase epitaxial growth (SPEG). For instance, a complete recovery of damage in Ge after annealing at 500 °C for 30 min was found [46]. Darby 
et al. [47] did ex-situ annealing for amorphous layer (a-layer) formed by self-ion implantation 
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of Ge and found that an a-layer crystallised and reduced in thickness with longer time annealing (solid phase epitaxial growth SPEG) at 330 °C with an activation energy of 2.0 eV [48]. 
 
2.3.4 Viscous Flow  
Viscus flow is a common phenomenon that can occur in amorphous Si (a-Si) and amorphous Ge (a-Ge) under ion irradiation, either in homogenous or localised regions [49-51]. During ion implantation, damage builds up in the crystalline lattice of these materials, generating compressive stress. Once the material is fully amorphised, the compressive stress can be relieved by the material flowing out of the surface during ion implantation. Hence a-Si/a-Ge layers effectively show a liquid like flow behaviour with a certain viscosity which then leads to out-of-plane expansion [50]. Volkert [50] designed an experiment to measure the stress in Si during RT irradiation with 2 MeV Xe ions (where the nuclear and electronic deposition energy are equal), and found that the implanted region expands with increasing fluence and experiences compressive stress, leading to the bending of the wafer away from surface. It is suggested that radiation-enhanced flow releases the stress via a process that is governed by broken bond motion. This phenomenon can also occur in metals or insulating materials such as Pt [52] and SiO 2  [53], respectively. The influence of this effect in the current study relates to the expansion of amorphous, porous Ge, as observed in Chapters 4, 5, and 6. 
 
2. 4 Formation of an Amorphous Porous Structure 
During the ion bombardment of Ge, displaced atoms can be knocked into interstitials positions, leaving vacancies that are stable and mobile at the implantation temperature. These vacancies can diffuse and agglomerate, leading to void formation and even porosity, as illustrated below.  
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2.4.1 Porosity in Ge 
Once the defects (vacancies) become mobile in a-Ge and agglomerate, an amorphous, porous structure can be formed. It has been known since the last three decades that ion induced porosity in Ge at RT occurs above a critical fluence beyond the amorphisation threshold. This  leads the material to structurally ‘decompose’ and exhibit porosity in the nanoscale range, with layer thickness of about 6 × Rp [54]. Several terms have been used in the literature to describe the porous region especially in Ge. For example, "nanostructured", "voided", "porous", "nonporous", "crated", "honeycomb", "sponge-like structure", "columnar-structure", or "cellular-structure" have been used. The recent study by Romano and co-workers [55] investigated the formation and  evolution of porosity in Ge during irradiation with 300 keV Ge at RT. Figure 2.8 displays the results as a function of ion fluence in the range up to 4 × 1016  ions/cm2. These authors delineated the relation between the thickness of porous layer (h), the out of plane expansion (s) and the projected range by using both atomic force microscopy (AFM) and cross-section transmission electron microscopy (XTEM).  
             
[55]. 
 
Figure 2.8: XTEM images of self-ion implantation of Ge irradiated with 300 keV at RT of fluence (a)𝟏𝟏 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2, (b) 𝟐𝟐 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2, and (c) 𝟏𝟏 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2  
(a) 
(b) 
(c) 
[55]. 
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The relation between these three parameters (h); (s) and (R p ) can be written as the following:  ℎ = 𝑠𝑠 �𝑠𝑠 ≤  𝑅𝑅𝑠𝑠�,             (2.10)          ℎ = 𝑠𝑠 + 𝑅𝑅𝑠𝑠   �𝑠𝑠 > 𝑅𝑅𝑠𝑠�                           (2.11) This means that the porous layer thickness h is never smaller than the out-of-plane swelling. If the amount of swelling is much larger than R p  (where the ion energy is low), h is almost equal to s. As indicated above, void formation and porous development results from nuclear collisions that generate mobile vacancies in amorphous Ge. More detail from previous studies on the porosity in Ge is provided in Chapter 4 and 5.  
2.4.2 Mechanisms of Pore Formation in Ge 
Over the last three decades, there has been much debate about which mechanism could govern pore formation and control the morphological formation. Even though the precise mechanism is still uncertain, there are two theories that have been proposed to explain void formation: i) the so-called vacancy clustering (an agglomeration model); and ii) a “microexplosion” model. In addition to the present work, most of the previous findings show strong support to the vacancy clustering mechanism. In this section we will describe both mechanisms. 
 
2.4.2.1 Vacancy-Clustering 
The definition of vacancy-clustering is based on the hypothesis of insufficient recombination of point defects during ion bombardment. This leads to a supersaturation of vacancies in the near-surface region of a-Ge. When the ion fluence increases, the number of excess vacancies increases, which leads to the formation of voids [55, 56].  
The complete morphological evolution in Ge is presented schematically in Figure 2.9. We can describe it in the following way. It has been found necessary for c-Ge to be rendered amorphous prior to pore nucleation. During irradiation with heavy ions such as Ge at room temperature, above a critical concentration of point defects, an amorphous phase will be 
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produced at fluences of ≥ 5 × 1013 ions/cm2. As discussed before, the amorphous threshold fluence varies with ion species. Simulation [57] has shown that vacancy agglomeration is not significant in c-Ge to develop into pore formation; instead, vacancy production in the amorphous phase is favoured, giving rise to migration, agglomeration and void formation. Thus, porosity is only observed in the amorphous phase of Ge and its alloys. Therefore, with ongoing irradiation  vacancy clusters will form voids, a process which is driven by the minimization of dangling bond energy [58, 59]. After the ion fluence is increased in the range of 1015 ions/cm2, the vacancies have the ability to move and cluster throughout the amorphous phase and hence lead to pore nucleation and clustering [60]. If the fluence is increased further, the porous structure elongates and exhibits large out of plane expansion, a process that may be mediated by compressive stress and a-Ge flow as discussed in section 2.3.4. Finally, the porous structure develops with increasing fluence, until a complex network structure results. The amorphous phase thickness (underneath the porous layer) remains relatively constant with increasing ion fluence. The c-Ge/a-Ge interface (wavy structure) and surface roughness are increasing with ion fluence [61]. In most cases, however, the pores develop close to the surface which suggests that the mobility and agglomeration of vacancies near the surface are important as shown in Figure 2.9. Furthermore, from SRIM simulations the vacancy distribution is closer to the surface than the interstitial distribution produced by the ion bombardment [3]. If the vacancy and interstitials annihilate locally, then there will be an excess vacancy distribution even closer to the surface and an excess interstitial distribution beyond the ion range [62]. 
To conclude, the vacancy clustering model involves several implications such as the following: pores should nucleate near the peak of the vacancy profile once the vacancies become supersaturated; voids should nucleate in a uniform manner consistent with the implant profile; as the ion fluence increases, the total void volume should increase, and some thermally activated processes such as vacancy migration and agglomeration should indicate the porous structure will be sensitive to temperature during irradiation. Finally, the formation and development of a porous structure might be expected to exhibit an “Ostwald ripening process” where small pores dissolve at the expense of growth of large pores [61] as shown in Figure 2.9. Studies in this thesis will explore some of these implications. 
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2.4.2.2 Microexplosion 
The second proposed mechanism is “microexplosion”, where voids are created within pressure waves and thermal spikes owing to the overlap of collision cascades [63]. It was suggested that microexplosions could govern the formation of the porous structure as a result of very high local energy deposition, and thermal spikes occurring close to the surface. These lead to a vacancy excess centred around the point of impact [19]. The thermal spike only lasts for a few picoseconds: after this time, many-bodied interactions occur within the cascade. More analysis indicates that the local temperature can increase above the melting temperature, introducing liquid-like diffusion and defect clustering on subsequent cooling. Finally, Frenkel pairs are created at the periphery of the cascade with many atoms being relocated from their initial lattice sites [9, 64].  
To understand the term “microexplosion”, we will explain it with the following molecular dynamics simulation (MD) according to Bellon and co-workers [63] [65] who simulated the surface morphology for implantation of Au with 20 keV Au ions at different event time scales, 
 
Figure 2.9: Schematic representation of microstructural evolution in Ge [61]. 
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as illustrated in Figure 2.10. These simulation events revealed that such ion impacts produce high cavitation beneath the surface. At 3 ps, the surface is hardly affected with a large cavity subsurface. The cavities then grow until the surface was intersected, eventually leading to large surface craters. The cavity that initially developed just below the surface expands and ruptures the surface as a result of high internal pressure. This type of process is called “microexplosion”.  
 
 
 
 
 
 
 
 
    
 
The microexplosion process is better known to occur in metallic materials where the void can readily form at the depth of maximum energy deposition. However, in this study, it is possible that the thermal spike process could also have a role to play in terms of pore formation in Ge. However, it is interesting to report that there is no direct evidence for microexplosions in Ge 
 
Figure 2.10: MD simulation schematic for a microexplosion caused by 20 keV self-implantation of Au with (a, b) 3 ps events at the surface; (c) 4.8 ps; (d) 7 ps. The cell size in the simulation is 160000 atoms [63] [65]. 
 Chapter 2: Background                                                                                                       34 
 
 
[19]. Wilson stated in early studies that it is not possible to estimate the importance of this mechanism in Ge [54].  
The implications for microexplosions [61] are  the following: voids are the result of single ion impacts and microexplosion events depend on ion mass, ion energy, bond strength, melting temperature, atomic density, and average atomic mass.  
Some studies report on the importance of each of these two mechanisms in producing a porous structure in Ge. For example, Darby et al. [66] suggested vacancy clustering alone or microexplosion alone cannot explain the formation of a porous structure. Instead, voids may nucleate through a microexplosion event and then vacancy migration and clustering governs the pore size increase with ion fluence. Thus, they propose that the microexplosion is responsible for providing the nucleation point for vacancy clustering. Once a single void is formed, the formation energy is decreased for neighbouring voids to form: the clustering of voids will then increase with increasing ion fluence.  
The microexplosion process does not depend specifically on specimen temperature, so if it were the sole reason for porosity, the formation of pores should have no temperature dependence. The results of this thesis show a clear temperature dependence which suggests that other processes have a role to play in porous development (see Chapter 5). 
 
2.4.3 Porosity in GaSb 
The movement and accumulation of point defects within ion bombarded GaSb can result in a nanofibrous network that can be observed at much lower ion fluence than in Ge.  There is also a massive swelling of the damaged layer, up to an order of magnitude greater than for Ge. More information based on the literature will be introduced on this topic in Chapter 7. However, the suggested mechanisms are introduced below.  
The microstructural evolution in GaSb is based on the movement of point defects accompanied by sputtering and the redeposition of sputtered atoms on the surface during ion bombardment of GaSb. Datta et al. [67, 68] has presented a qualitative framework in the form of schematic diagrams as shown in Figure 2.11(a-c) to understand the observed morphology. Firstly, as result of insufficient recombination of point defects (vacancies and interstitials), 
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excess vacancies are generated because the mobile interstitials precipitate into extended defects such as dislocation loops and microtwins [69, 70]. As a result of the increasing vacancy concentration, voids nucleate by the coalescence of vacancies. The voids grow with ongoing irradiation due to the migration of more ion generated vacancies (a). The density of the material drops significantly as the damaged layer expands. When the void containing layer is formed, the incoming ions lose their energy in the thin walls. Further irradiation allows the incident ions to penetrate further into the substrate through the voids and thus nucleate a new void layer below the developed porous layer (b). This leads to an increase in the thickness of the void containing layer (c). At the same time, the vacancies migrate to the thin walls and cause growth of the voids and reduction in the wall thickness. More bombardment results in the development of a porous layer with a much larger thickness than the projected range. These processes and sputtering cause a columnar structure to develop, which eventually expand into a network of nanofibers. The formation of large voids especially at high fluence might be due to partial removal of the nanofibers. 
The evolution of a patch and ridge like structure develops through sputtering of the surface and redeposition of the sputtered atoms on the growing nanoporous layer. This is the dominant mechanism for the nanofibrous structure, as the green arrows show in Figure 2.11 (c). The sputtering effect is reduced at higher energy and the surface sputtering yield also drops readily as a result of expansion of the fibrous layer with increasing fluence [71]. With increasing ion fluence, the surface layer is finally eroded.  
   
 
Figure 2.11: Schematic representation in the formation of nanporous layer in GaSb [68]. 
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    Chapter 3 
Experimental Techniques 
The main aim of this chapter is to provide an overview of the analytical methods, experimental techniques and sample processing used to investigate the porous structure observed in ion implanted Ge, Si1-xGex binary alloys, GaSb and GaAs1-xSbx ternary alloys. 
 
3.1 Ion Implantation 
Ion implantation has become a key technology in modern devices for integrated-circuit fabrication. It is a process where accelerated ions penetrate a target material, modifying their properties by introducing defects and impurities. A high-voltage particle accelerator creates a high-velocity beam of ions that can penetrate into the target with typical ion energies between 50 to 500 keV. Ion implantation was initially established in 1968 [1]. This was followed by rapid development in the late 1970s as a fabrication method of bipolar transistors in Si integrated circuits [2]. Since then ion implantation has been utilized widely from industry applications to material science studies.  
Ion implantation provides several benefits which make it an extremely flexible and competitive technology. These include the reproducibility of the results and the absence of undesirable side effects due to the inherently clean environment as the implantation process is carried out under high vacuum conditions. In addition, a wide variety of impurities can be used in a single machine that can produce a high purity of dopant atoms. The process also controls the distribution of implanted ions in the target material by controlling the energy and 
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ion fluence delivered to the target. Ion implantation is often conducted at RT which enables the use of a wide variety of masks directly on the substrate (i.e silica, silicon nitride and so on). This gives great freedom in mask design. Ion implantation also can be conducted under different temperatures, ranging typically from LN2T to 400°C. Ion implantation is a non-equilibrium process, as it is possible to introduce dopants into the semiconductor to supersaturated concentrations, with respect to their equilibrium solid solubility [3].  
Low energy ion implantation is a key processing step for the production of integrated circuits in ultra-large-scale integrated technology (ULSI). It is widely used to introduce dopant atoms into semiconductors to produce an electrically active n/p-type doped region in complementary metal oxide semiconductor transistors (CMOS). In the current work it was used to induce porosity. 
 
3.1.1 Low Energy Implanter (LEI) 
In this thesis, the ion implantations were performed using the 150 keV Low Energy Implanter (LEI) at the Australian National University (ANU). A schematic of the LEI is shown in Figure 3.1. 
                                                                     
                                           
                                                          Figure 3.1: Schematic of the LEI, figure adapted from [4]. 
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A typical ion implantation system consists of six components such as the following: ion source to generate an ion beam; a source bias and acceleration stage to extract and accelerate ions; an Einzel lens to focus the beam; an analysis magnet to select the desired ion species; a scanner to raster the beam in y and x direction over the sample to ensure the uniformity of the implanted region; and finally an target chamber which operates under high vacuum. 
The ion source of the LEI is of a SNICS-type (Source of negative ions by Cesium Sputtering) shown in Figure 3.2.  The solid/liquid Cesium (Cs) is heated to form a vapour that is delivered to the surface of a hot ioniser (~1100oC) and to the cooled cathode. Therefore, some of the Cs condenses on the front of the cathode while some is ionized by the hot surface. When Cs vapour is ionized, the positively ionised Cs accelerates towards the negatively charged cathode, and then sputters the material to be implanted from the cathode. When the sputtered cathode atoms pass through Cs vapour, they will pick up electrons producing negative ions. The sputtered negative ions are repelled by the negative biased cathode and attracted by the positively- biased extractor that operates at ≤ 20 kV.   
The extracted negative ions are then accelerated by an acceleration column to the desired energy (in this study 120 keV) and focused by the Einzel lens system. The 90° magnet is tuned to select the desired mass ions). The magnetic field strength that is required for the selection of the ion mass can be written as: 
 
𝐵𝐵 = 1
𝑅𝑅
�
2𝑚𝑚𝑉𝑉𝑖𝑖
𝑞𝑞𝑞𝑞
                                 (3.1) 
where R is radius of the magnet, Vi is potential difference through which the ions are accelerated, q is the elementary charge, and Z represent ion charge state. 
The beam is electrostatically scanned over the target by a parallel plate scanning system which deflects the beam in both the  x and y-direction to ensure uniform implantation across the implanted area [5]. Finally, the beam is directed to the target chamber which operates under high vacuum conditions, typically ≤  10−6 Torr, and an aperture used (typically 6 × 5 mm2) to limit the irradiation area.  
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                       Figure 3.2: Sketch of SNICS ion source, adapted from [6].              
                             
3.1.2 Implantation Procedure  
All samples are implanted with 140 keV Ge- ions as this energy is close to the maximum nuclear energy loss as shown in Figure 2.1. This energy is sufficient to create damage and produce a porous layer that has a thickness in the range of 60 nm and can be observed under electron microscopy. The sample holder is oriented at an angle of 7° from the normal beam direction to avoid channelling effects. The ion fluences ranged between 1 × 1013 and 1 × 1018 ions/cm2.  In order to investigate the temperature dependence of pore formation, different substrate temperatures were applied. The sample holder can be set to temperatures between LN2T and 400 °C. During implantation, the temperature of the sample holder is kept constant with an accuracy of ±3 °C by using a CrAl thermocouple placed in contact with the sample holder. To achieve low temperature implantation, a hollow copper coil through which N2 gas flows is immersed in liquid nitrogen is used to obtain temperatures between LN2T and RT. The method is illustrated in Figure 3.3. One side of the copper coil is connected to the nitrogen gas N2 controller and the other side connected to the sample holder. The method is to place 
 
 Chapter 3: Experimental Techniques                                                                            47 
 
 
the copper coil in LN2 then open the gas flow controller, producing cold gas to cool the target chamber appropriately. The sample holder temperature is maintained by the gas controller (which controls the N2 gas flow rate) during implantation to the desired temperature. The accuracy of the temperature is ±5°. Increasing the gas flow by the regulator will cool the chamber, while reducing it warms up the chamber. 
             
  Small apertures of typically 0.54 mm2 were used to reduce the implantation time for the highest fluences used (typically > 5 × 1016 ions/cm2). Also, low-ion flux is used to prevent beam-induced heating in the wafers; the average ion flux is ~1.2 x1013 ions/cm2/s while the power is about 0.38 W/cm2. To minimise contamination, the pressure in the target chamber is 
set to ≤ 1x10-6 Torr. The suppression of secondary electron (SE) emission is applied by using a Cu cage at 300 V surrounding the target, cooled by LN2 to condense any gaseous contamination in the chamber. Table 3.1 shows the implantation conditions for each sample. 
  
 
Figure 3.3: The connection of the cooling unit used during ion implantation. 
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3.1.3 Sample Processing  
All of the experiments in pure Ge used undoped c-Ge substrates. For the alloys, undoped c-Si1-xGex (x=1.00, 0.83, 0.77, and 0.65) layers of (100) orientation were used. The alloys were grown to a thickness of 2.5 µm by molecular beam epitaxy (MBE) on a Si substrate by our collaborators at Aarhus University. GaSb and GaAs1-xSbx alloys are both grown by metal organic chemical vapour deposition (MOCVD) by our collaborators at the department of Electronic Materials Engineering, ANU. The alloy thickness was 50 nm (less than the projected 
range shown in Table. 3.3) onto an InP substrate. In fact, our thickness objective for growing GaAsSb alloy was 500 nm, but it turned out to be much thinner than expected. We additionally attempted to use a thick film of about 1.5 µm for the GaAs0.25Sb0.75 alloy but then film had 
very poor crystal quality, was compositionally non-uniform and had a rough surface. Due 
to large mismatch of the lattice constants between the InP substrate and the grown alloy 
layer, epi-layers are expected to be fully relaxed at these thicknesses and to therefore 
contain a significant concentration of misfit dislocations [7, 8]. 
In all cases the wafers were cut into pieces with a size of 1 × 6 cm2, cleaned in an ultrasonic bath with acetone and ethanol prior to implantation. Samples were mounted onto a sample holder which can be moved vertically (change the irradiated sample) and rotated laterally (tilt by 7 ° to avoid channelling). A thin layer of carbon paste is spread between the block and the 
Target Energy 
(keV) 
Ion species Ion fluences 
(ions/cm2) 
Temperature 
Ge  
 
140 
 
Ge 1x1013-2x1017 -180 to 400 °C 
Si0.17Ge0.83 Ge 1x1013-3x1017 -180 to 400 °C 
Si0.23Ge0.77 Ge 5x1013-3x1017 -180 to 400 °C 
Si0.35Ge0.65 Ge 2x1016-3x1017    RT to 400 °C 
Si0.57Ge0.43 Ge 2x1016-1x1018           RT 
GaSb As 1x1013-2x1017 -180 to 400 °C 
GaAs0.25Sb0.75 As 1x1013-2x1017 -180 to 400 °C 
GaAs0.5Sb0.5 As 1x1013-1x1017 180 to 400 °C 
Table 3.1: Summary of implantation conditions used in this work. 
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wafer to improve the electrical conductivity and thermal contact. Part of the sample is masked using a Si wafer to provide a well-defined edge between the irradiated and the non-irradiated area as shown in Figure 3.4. To avoid potential shadowing of the Si mask due to the sample alignment of 7°, masks were used on both the left and right side of the sample. The masking is crucial to quantitatively determine the sputtering/swelling as induced by ion implantation and pore formation.  
 
          
Different sets of Ge samples were coated with films of SiO2, Al, and a-Si to study the effect of cap layers on the pore formation. In the case of the Si0.17Ge0.83 alloy, only a SiO2 film was used to investigate the effect of a cap layer on the pore formation, as discussed in chapter 6. The cap layer is deposited onto the sample with thicknesses of SiO2 between 20 and 40 nm. The deposition of the SiO2 and a-Si cap layers was carried out using plasma-enhanced chemical vapour deposition (PECVD). The deposition rate was 58 nm/min at a temperature of 300 °C. For the Al cap layer, an electron beam (e-beam) evaporator was used.   
 
 Figure 3.4: Sample holder and the way the sample is mounted for irradiation.  
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3.1.4 TRIM (TRansport of Ions in Matter) 
The ion range distribution and the near surface damage due to ion bombardment can be quantified by simulation software called TRIM [9], which is included in the scientific software package SRIM. It is a simulation package utilizing a Monte Carlo algorithm based on the collision between ions and a target material to calculate various parameters. In this study, SRIM/TRIM is used to simulate important implantation parameters including ion energy loss, projected ion range, sputtering yield, and vacancy depth distributions in Ge, Si1-xGex, GaSb, and GaAs1-xSbx alloys. The projected ion range, the longitudinal straggling, the energy loss (nuclear and electronic) and the sputtering yield for the irradiation conditions used are calculated using SRIM [9] for each of the alloys examined and are summarized in Table 3.2 and 3.3. It is clear from the table that the nuclear energy loss is dominant, whereas electronic energy loss is negligible.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Target Rp 
nm 
ΔRp 
nm 
�
𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅
�
𝒆𝒆
 
keV 
�
𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅
�
𝒏𝒏
 
keV 
Maximum 
Vacancies 
depth 
distribution 
(nm) 
Sputtering yield  
atom/ion 
Ge Si total 
Ge 62.2 30.1 0.2 1.5 27.2 
 
4.2 - 4.2 
Si
0.17 
Ge
0.83
 66.6 30.9 0.2 1.4 27.1 3.2 0.5 3.7 
Si
0.23 
Ge
0.77
 68.2 31.1 0.2 1.4 26 2.9 0.6 3.5 
Si
0.35 
Ge
0.65
 71.8 31.5 0.2 1.3 24 2.4 0.9 3.3 
 
Table 3.2: Summary of implantation conditions used in this work in Ge and Si1-xGex alloys.     
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3.2 Universal Tools for Porous Structure Characterization 
This section provides an overview of the principles and operation of all the techniques used in this study for pore formation characterization. 
 
3.2.1 Profilometry 
In this study, two different types of profilometry were used to measure either swelling or sputter erosion of the target. The surface topography and roughness could be measured optically or mechanically. 
 
3.2.1.1 Contact Profilometry  
A basic mechanical profilometer was used to provide direct information about surface topography. To estimate the swelling/sputtering that occurred in each porous structure, a Burker XT Stylus profiler was used, as shown in Figure 3.5. The instrument measures surface roughness from around 0.1 nm up to ten millimetres. It has a sharp diamond-tipped stylus, which was mechanically dragged along the surface. The tip radius ranges from 50 nm to 25 µm and moves both vertically (by maintaining specific force (mass) range from 1 to 15 
Target Rp 
 
 
nm 
ΔRp 
 
 
nm 
�
𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅
�
𝒆𝒆
 
keV/nm 
�
𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅
�
𝒏𝒏
 
keV/nm 
Maximum 
vacancies 
depth 
nm 
Sputtering yield 
Atom/ion 
Ga Sb As Total 
GaSb 64.7 36.1 0.2 1.3 40.9 3.2 3.1 - 6.3 
(GaAs)0.25Sb0.75 57.3 30.9 0.2 1.5 40.9 3.2 2.3 1.7 7.3 
 
Table 3.3: Summary of implantation conditions used in this work in GaSb and GaAs1-xSbx alloys.     
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milligrams) and laterally across a specified distance. The vertical resolution is in the 0.1 nm range, whereas the lateral resolution is controlled by the scan speed and data signal from the sample, and is usually poorer than the vertical resolution and typically around 1-10 nm. Therefore, the surface profiler can measure small variations in vertical features from 1 nm to 50 mm as a function of position. The signal generated from the vertical displacement of the stylus can be observed and analysed using the software package ‘Bruker’s Vision 64 operation and Analysis’. In contact profilometry the stylus navigates across a line on the surface at a given distance. The radius of the stylus and the scan speed determine the accuracy of the data [10]. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: Burker XT Stylus profiler. 
 
 Chapter 3: Experimental Techniques                                                                            53 
 
 
3.2.1.2 Non-Contact Profilometry 
It is also possible to use a non-contact system to characterize the surface topography optically.  It is a well-established technique to obtain information about surface roughness, and is used in this study to compare with the results from contact profilometry. This optical profiler is based on interference microscopy using visible light and measures the surface roughness with high precision using the wavelength of light as the ruler. It uses the wave properties of light between a test and reference surface. Figure 3.6 shows the basic setup of the optical profiler. The process starts by splitting the light beam, and reflects half the beam from a test material which then passes through the focal plane of the microscope objective. The second half of the spilt beam is reflected from the reference mirror. The two beams recombine by either constructive or destructive interference depending on the path lengths. The constructive and destructive interference occurring in the combined beam can be observed as light and dark bands in the camera, known as interference fringes. The transition from dark to light bands is 
equal to one half a wavelength λ⁄2 between the reference and the sample path [11].  
  
 
 
 
 
 
 
          
             Figure 3.6: Basic setup of the interference microscopy/ optical profiler [11].  
 Once the images of the fringes are captured, the software package Veeco is utilized to analyse the data. A typical 3D image of the swelling of a Ge sample is shown in Figure 3.7. The optical profiler has two modes, called VSI (Vertical Scanning Interferometry) and PSI (Phase Shift 
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Interferometry). The PSI mode is fastest and uses green light but the measured surface 
roughness is limited to a scan length ≤ 150 nm, while the VSI mode utilizes white light and is able to measure rough surfaces in scan ranges from 160 nm to 10 mm. The vertical resolution for both modes is ~ 5 nm. 
       
 
 
  
 The optical profiler is sensitive to surface reflectance which means that, if the measured sample does not reflect the surface light, no step height will be measured. For example, the surface after forming a fibrous structure in GaSb is totally black and no surface reflection is observed. Therefore, the measured volumetric swelling can only be obtained by the contact profiler. Step height measurements in this study are performed using a Veeco Wyko NT9100 instrument with both modes VSI and PSI. 
 
3.2.2 Rutherford Backscattering Spectroscopy 
Rutherford backscattering spectrometry (RBS) is a technique for the analysis of near-surface layers, based on classical coulomb scattering of fast light ions. It enables the quantitative determination of material composition and acts as a depth profiler of individual elements. In this technique mono-energetic light ions (e.g. He2+ or H+) are accelerated with high energy 
 
Figure 3.7: 3D images of Ge swelling from an optical profiler at a fluence of   5 × 1016 ions/cm2 implanted at RT. The step height is around 170 nm. 
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(4MeV in this study) onto the specimen. Consequently, the incident ions collide with the target and the backscattered projectiles are recorded with an energy sensitive detector. If the lattice axis is aligned parallel to the direction of the incident ions, the number of backscattered particles is significantly reduced as a result of channeling effects. The incident ions are guided by the rows of target atoms, and hence penetrate deeper into the crystalline structure with a much reduced scattering probability. On the other hand, when the crystalline target is randomly orientated with respect to the incident ions or there is no single crystalline structure (i.e polycrystalline or amorphous), more direct scattering will occur. The energy of the backscattered ions depends on the ion mass, the target atom mass, the backscattering angle, the atomic density in the target, and the depth of the collision event (see [12] for further reading). 
In this thesis, the RBS is utilized in a random orientation to investigate the Si1-xGex alloy composition grown on Si and the thickness of this layer. Figure 3.8 shows an example of the RBS spectrum of the backscattering yield of a crystalline target of a randomly oriented Si1-
xGex alloy as a function of the energy of the backscattered ions.  
  
 Figure 3.8: Fitting RBS spectra of 2.5 µm Si0.23Ge0.77 measured with 4 MeV He+. 
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The Ge signal from the film (i.e. difference between backscattered energy from Ge at the front and back of the film) can be used to measure the film thickness [12]. The ratio of the step heights of the Ge and Si signal can be used to calculate the film stoichiometry [12]. In this study a simulated RBS spectrum (using the Rump package) (solid curve in Figure 3.8) is used to measure these values. 
 
3.2.3 Raman Spectroscopy 
Raman spectroscopy uses the highly specific vibrational fingerprint observed in a material by analysing inelastically scattered light. Raman spectroscopy is often used to characterize semiconductor materials, because it has the ability to identify the constituents of the material, the crystal lattice strain, and the stress and disorder in the materials. The main reason to use this technique in this study is to identify the chemical bonding and crystallinity in the matrix.  
The basic theory of Raman spectroscopy is that when monochromatic light penetrates the sample, the light will interact with the sample and is either scattered, absorbed, or reflected. Light is scattered from the sample without a change in energy of the incident photons is known as Raleigh scattering [13]. However, if the scattered light changes its energy through inelastic scattering, the phenomenon is called Raman scattering. There are two types of Raman scattering, Stokes – where the scattered photons decrease in energy – and anti-Stokes, where the scattered photons gain energy through the scattering event. The difference between the scattered energies with frequency of 𝑣𝑣1 and the incident photons with a frequency of 𝑣𝑣0  is:  ∆𝐸𝐸 = ℎ𝑣𝑣0 − ℎ𝑣𝑣1          (3.2)  
where h is Plank’s constant. Therefore, the Raman shift can be written as: 
 𝑣𝑣 � =  1
𝜆𝜆0
−
1
𝜆𝜆1
             (3.3)  
where 𝑣𝑣�  is Raman shift, and  𝜆𝜆0 and 𝜆𝜆1 represent the wavelength of the incident and Raman scattered light respectively.  
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A Raman spectrometer consists of a light source, collecting optics, a spectrometer (to separate light based on the wavelength) and a detector. The two types of light source used are green 
(λ=532 nm), and red (λ=633 nm) lasers. When the sample is illuminated with any type of laser, the scattered light passes through a filter. This filter allows only Stokes and anti-Stokes signals to be transmitted, and thus the detector acquires the Raman spectrum of the sample.  
The Raman spectra, from amorphous as well as crystalline Ge and its alloys were recorded by using a Renishaw inVia Reflex Spectrometer System in the Department of Electronic Materials Engineering at the ANU. Both red and green lasers were used. The scattered light was collected using a 100x objective (numerical aperture of 0.85) with nominal spot sizes of 0.9 µm, and 0.76 µm for the red and green laser, respectively. The spot size can be determined from numerical aperture and the wavelength of the laser (532 nm for green laser, and 555 nm for red laser). A filter to reject Rayleigh scattering is used in order to obtain high-performance edge filtration. Raman spectra are collected at room temperature. The laser power is kept below 3.5 mW to avoid any beam induced annealing effects in the samples. For Raman data recording, a Peltier cooled (-70 °C) CCD detector and a grating with a groove density of 1200 lines/mm has been used. After acquiring the data Raman spectra were normalised to a control sample.  
In this study, we used Raman to confirm the chemical bonding and phase (amorphous or crystalline) of the sample after irradiation. Figure 3.9 shows unirradiated c-Ge where only one Raman active phonon mode at 300 cm-1 is observed. After implanting c-Ge with different ion fluences, the Raman spectra displayed an amorphous signature which corresponded to broad peaks from the various vibrational modes. A typical Raman spectrum of a-Ge consists of different bands (modes) in the Stokes Raman spectra such as Transverse optic (TO), longitudinal optic (LO), longitudinal acoustic (LA), and transverse acoustic (TA) [14]. However, Raman spectroscopy is not very sensitive to detecting a porous structure. Instead electron microscopy is much more sensitive, so we focused on this technique in the following section 
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3.2.4 Electron Microscopy  
Electron microscopy (EM) is a well-established technique for the structural analysis of porous materials both in surface scanning mode for imaging the surface with low energy (< 30 keV) electrons and in transmission mode with high energy (300 keV) for imaging subsurface structure. The basic principle of EM in its imaging mode is somewhat similar to optical microscopy. However, instead of using light, a beam of electrons is utilized to illuminate the specimen, which due to their short wavelength, are able to resolve much smaller features than optical microscopy. In general, resolution can be defined as the minimum distance by which two structures can be isolated and distinguished as two objects. According to the Rayleigh theory, the resolution can be given as [15]:    
 
Figure 3.9: Raman spectrum in Ge for standard c-Ge and different ion fluence implantation 
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where δ is the resolution (smallest distance that can be resolved), λ is the wavelength of the 
radiation, µ denotes the refractive index of the viewing medium and α represents the semi-angle of collection of the magnifying lens. In the case of light microscopy, δ is about 300 nm which is not sufficient to resolve the detail of a nanoporous structure. In contrast, the theoretical resolution of electron microscopy is estimated to be about 10−3 nm since the wavelength of electrons is typically  105 times shorter than visible light [15, 16].In practise it is not possible to achieve the theoretical resolution as a result of aberrations related to electron beam manipulation. However, electron microscopy is widely used to obtain high resolution for characterizing the morphology and structure of nanoporous materials. 
When a high-energy electron beam penetrates a sample, interactions of the electron beam and the sample material produce a variety of interaction process, leading to signals including Auger electrons (AE), secondary electrons (SE), backscattered electrons (BSE), and characteristic X-rays. These signals (regularly used in scanning electron microscopy) can be detected to give sample information such as its morphology, chemical composition, and structure Figure 3.10 illustrates the different regions producing different signals. 
 
      
         
         Figure 3.10: Schematic of electron beam interactions with the sample. Adapted from [17].       
                                𝛿𝛿 = 0.61 𝜆𝜆
𝜇𝜇 𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠 
                                                (3.4)                 
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Although Auger Spectroscopy is an important technique in electron microscopy, it is not used for any aspect of this thesis and as such will not be discussed further. 
The secondary electrons (SE) are emitted from the conduction or valence bands of the atoms. They are reflected from surface features as they leave the surface, and give information about surface topography. Typically, scanning electron microscopy (SEM) detects secondary electrons to form images of the sample surface (see section 3.2.4.1). They are typically relatively low energy and as such can only escape the sample if created near the surface. As such the SE yield is highly sensitive to topography and is often used in SEM to image this. 
Backscattered electrons (BSE) are generated by the elastic interaction of atomic nuclei in the specimen with incident electrons. The BSE undergo single or multiple scattering events and escape the sample surface with energies typically > 50 eV [18]. This energy is higher than either AE or SE and as such this signal is less surface sensitive. However the backscattered yield is dependent on the atomic mass of the specimen, and as such this technique can be useful for distinguishing between regions of different composition. The backscattered detector can be used to give information on the atomic number (Z) of the sample, since a higher or lower Z -number that will produces more or less elastic collisions, giving rise to brighter or darker contrast [15, 18]. The interaction between the incident electrons and the inner-shell electrons of the atoms in the specimen can lead to characteristic X-rays. During this interaction, the inner shell electrons in the specimen may absorb energy from the incident electron and can be displaced, leaving a hole behind. An electron in the outer shell can then fill the hole lowering its energy state in the process. The excess energy is typically emitted as an X-ray photon and the x-ray energy is characteristic of the energy released by the election transition which in turn is characteristic for specific atoms. Hence, energy-dispersive spectroscopy (EDS) is used to collect X-rays for investigating the chemical composition of a material. Finally, a fraction of electrons can pass through the specimen if the sample is sufficiently thin. This transmitted beam is important for transmission electron microscopy (TEM) as discussed below. 
We have used scanning electron microscopy (SEM) and transmission electron microscopy (TEM) in the current investigations and will discuss both techniques in detail in the following subsections. 
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3.2.4.1 Scanning Electron Microscopy  
Scanning Electron Microscopy (SEM) provides a raster scan of the sample surface and can provide a magnified image in either plan-view (PVSEM) or cross-section (XSEM). This technique produces high-resolution (≤ 20 nm resolution) images with a very deep depth of field. In SEM an image may be formed be collecting the relevant signal as discussed above. In this project, secondary electrons (SE), and backscattered electrons (BSE) are used for imaging the sample surface and providing topographic information. SE is the most common signal to provide information on morphology and topography. Meanwhile, BSE was used in this study when the surface was contaminated, to give further information of surface material changes as well as topography that cannot be obtained by SE. The majority of the SEM images presented in this thesis are collected using SE. The typical energy to produce SE is < 50 eV. As a result of this low energy level, the majority of SE do not make it out of the sample and the only electrons produced and collected by the detector are those produced near to the surface, at depths up to 5 nm.  The number of SE ejected from the specimen surface depends on both the energy of the incident electron, the surface morphology and the specimen composition. The quality of the image depends on how many SE reach the detector. However, any SE which are prevented from reaching to the detector (for example topographies features) will produce shadows or darker contrast [18]. A schematic of a typical SEM is illustrated in Figure 3.11. This device uses electrons that are emitted from an electron gun, achieved by heating a filament. These electrons are then accelerated to several keV (typically between 1 and 50 keV) down the column with a voltage potential. Within the column the electron beam passes through the condenser lens system which is used to form the probe (to a spot size of about 0.4 to 5 nm). The beam then passes through scan coils which are used to raster the beam, and is focused on the sample by the objective lens system. In order to control the electron beam convergence angle, an aperture is used. The aperture also rejects the periphery of the beam, which tends to be the worst part of it, so it improves image quality and reduces spot size at the expense of beam current.The focused electron beam transfers its energy to the specimen, leading to the excitation of a certain volume underneath a nm spot size. This interaction causes the ejection of backscattered or secondary electrons from the samples which are collected by detectors. 
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SEM employs two types of SE detectors that were used in this work. A typical SE detector works at relatively large working distances and is located on the side of the objective lens. In contrast, an in-lens SE detector detects electrons at a very small working distance. The working distance can be defined as the distance between the objective lens and the specimen. The short working distance results in a smaller spot size and higher image resolution. The image quality depends on the signal strength, depth of field, and the spot size. Since SEM uses electrons to produce an image, this approach requires the sample to be electrically conductive. Non-conductive samples produce a charging effect which results in poor image quality. To avoid this effect, the surface can be covered with a thin layer of a conductive material.  In this thesis, the Zeiss UltraPlus Field Emission SEM in the Centre for Advanced Microscopy (ANU) was used specifically to perform imaging of the porous surface of semiconductors. The accelerating voltage in this work was between 3-7 keV. The instrument consists of a five axis goniometer stage, in-lens and below-lens secondary electron detectors, backscattering detectors, angular detectors, and an energy-dispersive x-ray spectroscopy (EDS) system. The majority of the imaging was performed utilizing the in-lens secondary electron detectors. However, in some cases where the surface contained some contamination, the in-lens backscattered electron detector has been used. SEM was utilized in this work to investigate the porous structure morphology, including pore diameter, crater density, pore shape, and aspect ratio. 
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                     Figure 3.11: Schematic of SEM column structure. Adapted from [19]. 
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 3.2.4.2 Transmission Electron Microscopy  
Transmission Electron Microscopy (TEM) is a powerful characterization technique with high resolution, in which a beam of electrons is transmitted through an ultra-thin specimen. TEM typically operates at a higher energy (100-400 keV) compared to SEM and has a higher resolution again limited by the spot size of the beam and details of the sample. It can provide images of subsurface microstructure, crystallographic information, and compositional analysis. Although SEM uses a focused beam, TEM usually operates with a parallel beam propagating through the sample, which is necessary to obtain sharp diffraction contrast and best image contrast.  TEM has a long history: the first TEM was built in 1931, and was significantly re-developed in 1986 [20]. Since then, it has become a major method of analysis in various scientific fields including physical, chemical and biological science, and finds applications in material science, nanotechnology and semiconductor research. In this thesis, TEM was used to determine the near-surface and subsurface micro structure of the nanoporous structure. This includes the shape and size of pores, thickness of porous and amorphous layers, and phase (crystalline or amorphous) of the irradiated materials.  When the sample is bombarded with a high energy electron beam (from 100 to 400 keV), the beam propagates through the sample. A series of magnetic lenses above the sample is used to form a parallel beam and below the sample a further set of lenses is used magnify the transmitted electron signal and select whether an image, or diffraction pattern is projected downwards. TEM requires a thin specimen (a few hundred nanometres) so that it can be transparent to the electron beam. However, not all of the electrons are transmitted (as Figure 3.12 shows). Like SEM, different signals are generated upon the interaction between the sample and the electron beam. In addition to SE, BSE and characteristic X-rays, the electron beam penetrates the sample, resulting in a direct beam and some forward-scattered electrons. As with SEM, characteristic X-rays can be used by an energy dispersive spectrometer (EDS) for elemental analysis. The forward-scattered electrons can be categorized into two types: elastically scattered or inelastically scattered. The elastically scattered or diffracted electrons make up the major source of contrast in the TEM images and the intensity distribution in diffraction patterns. 
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          Figure 3.12: Schematic of signals due to the interaction of electron with thin specimen [19].  Figure 3.13 illustrates the layout of a TEM. The TEM set-up consists of an electron source. This can be thermionic emission source (typically tungsten or LaB6 filaments) or a field emission gun. After emission, whether by field effect or thermionic emission, the free electrons are accelerated by a potential difference (typically between 100 and 400 keV) down the column. 
The condenser system consists of two or more lenses as well as an aperture. These are used to reject a portion of the electron beam for the sake of improved illumination quality, as well as to select the size of the area that is illuminated on the sample. The objective lens focuses the beam that comes through the sample and is the most critical component in determining image quality, while the projector lens is used both to magnify the signal, and select whether a diffraction pattern or image is projected downwards onto an imaging device such as a CCD detector, or onto a phosphor screen.  
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                                                        Figure 3.13: Schematic of a TEM [21]. 
 By changing the strength of the intermediate lens, we can switch from diffraction or imaging mode. The diffracted beam and the image are at different points on the same beam. Changing the strength of the lens brings different parts of the beam into focus on the imaging plane – image diffraction. Therefore, two basic operation modes can be achieved: diffraction and imaging. Figure 3.14 illustrates the conical ray diagrams for these modes. 
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In the diffraction mode (see Figure 3.14(a)), the intermediate lens is focused on the back focal plane of the objective lens, where the diffraction pattern of the sample is formed.  The objective aperture, inserted in the back focal plane of the objective lens, controls whether diffracted or transmitted electrons form the image. A selected area aperture is inserted into the image plane of the objective lens to choose a region of the sample which a diffraction pattern corresponds to. This process is known as selected area diffraction (SAD). 
In the case of imaging (see Figure 3.14(b)), a selecting aperture (objective aperture) is inserted in the back focal plane, thus selecting which component of the transmitted beam is subsequently used to form an image.. The subsequent intermediate and projector lenses expand the image onto an imaging device such as a CCD sensor, or onto a fluorescent screen. There are additional quadrupole lenses for beam distortional correction such as astigmatism. There are two different imaging modes: bright field (BF) and dark field (DF), where diffraction contrast is the most dominant mechanism used to produce either of these images. In BF imaging, which is the most common mode, the objective aperture is used to select only the direct beam. In this mode, strongly diffracting parts of the specimen will be producing the diffraction spots. So they will actually be high intensity and weakly diffracting, thinner and lower mass areas will be less intense. However, in DF imaging the objective aperture is positioned to select one or more of the diffracted beams from the sample. Hence, the image produced in DF mode is due to scattered/diffracted electrons resulting in an image with basically inverted contrast to that of the BF image. 
The diffraction patterns (DP) generated from diffraction of the beam from the sample give information about the crystal/ amorphous order in the sample. A unique set of crystal planes with a particular interplanar spacing give rise to Bragg diffraction and make up each spot in the DP. The crossing of at least two planes represents a specific crystallographic direction called a zone axis. The electron diffraction pattern of a sample gives information about the crystal structure and lattice plane spacing in reciprocal space.  A scattering pattern of a crystalline sample shows a unique arrangement of diffraction spots, while the distances between the diffraction spots corresponds to the atomic-plane spacing in reciprocal space. However, the diffraction pattern for an amorphous phase exhibits a series of diffuse concentric rings. High resolution transmission electron microscopy (HRTEM) images can indirectly image lattice planes in crystalline lattices and image defects such as dislocations [21]. More detail about TEM can be found in [15]. 
 Chapter 3: Experimental Techniques                                                                            68 
 
 
                     
 Figure 3.14: Diagram of two basic operation modes. (a) Diffraction mode, (b) image mode. (this figure adapted from [15]. 
 Three different TEMs were used in this project. All microscopy was performed at the Centre for Advanced Microscopy (ANU). Firstly, a Philips CM300 microscope and a Hitachi 7100 microscope using LaB6 or tungsten filaments at accelerating voltages of 300 and 125 keV, respectively were used. The BF images and diffraction patterns can be captured and displayed by a CCD camera. . The sample holders used were a double tilt holder with – 60° to +60° for capturing diffraction patterns, and a single-tilt holder for normal imaging. The third TEM, a 
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JEOL2100F is equipped with a field emission gun and operated at 200 keV. This was used to obtain X-ray maps of elemental composition.  
 3.2.4.3 TEM Sample Preparation  
 To ensure sufficient transmission of the electron beam, the sample must be thin (no thicker than 100 nm). This goal can be achieved by mechanical polishing [15, 22] or by using a focused ion beam to lift-off cross-sectional (XTEM) lamellae [23, 24] which will be explained in the following section. 
 
 Mechanical Polishing 
Typically, the samples were thinned down to ~ 100 nm to limit the absorption of electrons that pass through the sample and reach the detector. This provides necessary contrast for the TEM diffraction mode, visual images, and EDS analysis. There are several methods to thin the sample down. The majority of the samples in this project are prepared by mechanical polishing and ion beam milling for cross-section TEM analysis, including Ge, Si1-xGex alloy, and GaSb. There are different steps in the process used to prepare cross-sectional TEM samples, as listed below.  
• At first, a sandwich specimen is formed by bonding two different implantation condition samples face-to-face, as well as two additional dummy substrates attached to the backside of each piece to provide more structural support. The six pieces are then glued and stacked like a sandwich by using epoxy resin as seen in Figure 3. 15.  
• The sandwich is then placed in an oven for one hour at 100 °C to cure the glue.  
• A diamond saw was used to cut the sandwich into slices of approximately 1 mm thickness, to ensure spare samples are available, if needed. 
• Each slice is cut into 3 mm diameter discs with an ultrasonic cutter using a circular cutting tool. This step is important, as the TEM sample holder is designed to hold samples 3 mm wide.  
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• The sample is attached to a glass stub using crystal bond adhesive (this is temporary bonding and can be dissolved with acetone) and thinned down using the disk grinder and SiC-impregnated paper on both sides of the 3mm sample disc. The sample thickness should reach between 80 to 100 µm in this step. 
• Further thinning is performed using the dimple grinder, with 1 µm diamond paste and Al2O3 paste in solution. This step aims to thin the sample to < 10 µm. 
• The sample is then removed carefully from the stub by dissolving the crystal bond in acetone. 
• The final thinning is applied using a precision ion beam polishing system (PIPS) for final material removal/sputtering, to achieve electron transparency. For the polishing process, an Argon ion beam operates at 4 keV at angles ± 6° above or below the sample surface, with the sample maintained at RT to avoid annealing effects.  During ion milling, the sample is rotated at 2-3 rpm to ensure uniform sputtering. This process ends with a small hole created in the middle of the dimpled area, with sharp edges on both sides, as seen in Figure 3.16.  
 
  Figure 3.15: Schematic of a stack sandwich samples. 
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Focused Ion Beam Milling 
The focused ion beam (FIB) technique has become a significant tool for TEM sample preparation and is combined with a conventional SEM for accurate ion beam milling and nm scale patterning [19]. The FEI Helios  NanoLab 600 DualBeam SEM/FIB system, operated at the ACT node of the Australian National Fabrication Facility (ANFF), features excellent imaging, outstanding low kV operation down to 500 V and up to 21 nA beam current. 
The FIB was used in this thesis to prepare XTEM samples of GaAs1-xSbx alloy, as it is a very fragile material after irradiation. The degree of success using normal mechanical XTEM sample preparation was very low. Therefore, FIB was used to prepare XTEM lamellae. The FIB works by directing a focused beam of Ga+ ions accelerated at 30 keV into the area of interest. Pt is deposited in a rectangular shape about 12 µm long × 1 µm wide × 1µm high (see Figure 3.17(a)), for sample protection during the milling process. By using a 6.5 nA ion current, trenches are milled, then the walls thinned with smaller currents until the sample is ~ 500 nm thick. The prepared sample is still connected on the side and the bottom to the original sample (see Figure 3.17 (b)).  At this stage, the thinned sample is cut from under each side using a 0.47 nA Ga+ ion current. More thinning is performed by reduceing the ion beam current step-by-step, in order to reduce redeposition of sputtered materials, until the sample thickness reaches ~ 100 nm with a trapezoid-shaped slice [25] see figure 3.17(c).  The final cleaning is 
 
          Figure 3.16: sample after ion beam milling. 
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done using lower accelerating voltages (5 keV) and lower current (16 pA) to reduce the level of Ga implantation significantly [22, 24]. The sample then falls into the free volume around it and the final cut-out of the sample can be seen in Figure 3.17 (c). A micro-manipulator is then used to lift the sample and mount it on a TEM grid. This process is crucial, as the sample is vulnerable to loss or damage at this stage. 
      
 
 
 
 
 
 
3.2.5 Small-Angle X-ray Scattering 
Small-Angle X-ray Scattering (SAXS) is a powerful, non-destructive technique that has the capacity to analyse micro- to nano-sized structures in materials in terms of their size, shape, and spatial correlation. This method is used widely in condensed matter physics, molecular biology, and polymer science. In this thesis, SAXS was used as a complementary technique to determine the pore size and sidewall thicknesses in Ge and Si1-xGex alloys. This section provides a basic introduction to X-rays and SAXS, introduces the beam line setup used at the Australian Synchrotron, and features details on SAXS data analysis and modelling. 
 
 
Figure 3.17: SEM images for FIB procedure for XTEM sample preparation. (a) Platinum deposition in selected area; (b) milled trenches; (c) Final thinned and cut. 
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3.2.5.1 Basic X-ray Interactions  
X-ray photons are electromagnetic waves with a frequency ν, and wavelength λ.  The energy associated with a photon of a given frequency can be written as: 
 E = ħν = ħ c
λ
                   (3.5)  where c is the speed of light, and ħ is Planck’s constant. The X-ray frequencies lie between those classified as gamma and ultraviolet radiation, as shown in Figure 3.18. The typical wavelength ranges between 0.01 to 10 nm, equivalent to energies between 0.125 and 125 keV.  
        
                                  
                                     Figure 3.18: Electromagnetic spectrum [26]. 
 
Four different phenomena can occur when X-ray photons penetrate material. The photon can exit the material without any interaction; it can be absorbed by the material; it can experience Compton scattering, changing its energy; or it can undergo elastic scattering with no change to its energy. Figure 3.19 summarizes the different types of interaction with electrons.  
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                                          Figure 3.19: X-ray interactions with matter [27].  
X-ray scattering takes place with target electrons as well as nuclei. However, scattering from nuclei requires higher photon energies of several MeV to be significant, which is outside the range that typical x-ray characterisation methodologies use. Thus, the following section will consider only x-ray electron interactions.  
X-rays interact with the electrons in matter in two different ways [16, 28]: absorption and scattering. Photoelectric absorption occurs when an X-ray photon is absorbed by an atom and transfers all its energy to an electron, which is expelled from an inner atomic shell. Since the interaction creates a hole in one of the electron shells, typically the K or L, an electron moves down from a higher shell to fill the hole. The drop in energy of the displaced electron often produces a characteristic X-ray photon, referred to as fluorescent radiation.  
Another interaction effect that occurs is scattering, with or without losing energy (inelastic/elastic). When incident photons collide with the electrons in atoms, they can be 
deflected with the same wavelength and a π radian phase shift without losing energy; this is called Rayleigh scattering [16], and is also known as coherent or elastic scattering. In this 
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process, the energy of an electron is raised temporarily without removing it from the atom. The electron returns to its former energy level by emitting an X-ray photon with the same energy but a different direction from the incident photon. Multiple coherent photons that scatter from neighbouring atoms can interfere with each other constructively or destructively, depending on their phase relation at the given scattering angle. The resulting interference patterns provide information about the structure of matter on atomic to nanometre length scales. The scattering yield depends on the x-ray energy, the target atoms, and the scattering angle, i.e. heavier atoms scatter better then lighter atoms because they have more electrons.  
X-rays can also undergo Compton scattering (incoherent or inelastic scattering) [29]. In this case, a portion of the energy is absorbed, resulting in decreased photon energy and a deflection of the photon. Because of the change in photon direction, this type of interaction is classified as a scattering process. The scattered radiation has a different wavelength and no specific phase relationship to the incoming photon.  The possibilities of all these effects to occur depend on the material and the x-ray wavelength. In this study we are interested in elastic scattering since the intensity of x-rays as a function of the scattering angle contains information on the structure of the material on microscopic length scales. 
 
3.2.5.2 X-ray Diffraction 
The term diffraction arises from the interaction of lattice atoms with x-ray waves. Diffraction is a special case of scattering that occurs on periodic structures. If we regard identical scattering processes from purely atomic point of view, the total scattering amplitude is given by the coherent sum of the scattering from all atoms. Figure 3.20 shows a schematic of the diffraction of x-rays on a periodic structure. Considering a periodic structure (i.e lattice planes in a crystal), with inter-planer distance d. The scattering vector ?⃗?𝑞  can be defined as the difference between the wave vectors of incoming wave 𝑘𝑘𝚤𝚤���⃗  and outgoing wave 𝑘𝑘𝑓𝑓����⃗  and can be written as:  
 q�⃗ = kf���⃗ − kı���⃗                           (3.6)  
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The wavevectors 𝑘𝑘𝚤𝚤���⃗  of incident x-ray, with wavelength  𝜆𝜆, and wavenumbers �𝑘𝑘𝚤𝚤���⃗ � = 2𝜋𝜋𝜆𝜆  are diffracted by interacting with electrons of each lattice atoms. Thus, the momentum is changed by scattering angle 2𝜃𝜃 to the scattered wavevector 𝑘𝑘𝑓𝑓����⃗ . The difference in the optical path length can be calculated as  2 × 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝜃𝜃. For values of multiple wavelength (𝑑𝑑𝜆𝜆) with positive n index, constructive interference is observed. This is known as Bragg’s law [30]:  
where d denotes the distance between the two scattering centres, n is the order of diffraction. This formula known as Bragg’s law for diffraction. Bragg’s law is useful for determining the lattice spacing of crystals. If we substitute n=1 as the first order of diffraction a special case can be expressed as:  
 d = λ2 sinθ = 2π|q�⃗ |                                    (3.8) 
 This relation will be useful for discussing small-angle scattering. 
 
3.2.5.3 Small Angle X-ray Scattering  
SAXS is a powerful technique that helps to analyse the structure of matter. It can be used to investigate nano sized objects that differ in their electronic density from their surrounding 
 𝑑𝑑𝜆𝜆 = 2𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑𝜃𝜃                            (3.7) 
 
Figure 3.20: Schematic of scattering from a periodic structure. 
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material. It is applicable to crystalline and amorphous materials as long as there is sufficient scattering contrast [31]. The aim of using the technique for the work in this thesis is to characterise the size of the nanopores generated by ion irradiation.  
Figure 3.21 shows a schematic of the SAXS measurements as performed in the present work. A monochromatic X-ray source is directed at the sample. The majority of the radiation passes through the sample, but a small fraction of the beam is scattered from objects (kf) with sizes larger than the x-ray wavelength at very low angle 2Ɵ (typically between 0.1 to 10° which corresponds to structurers size between 1 and 100 nm) with respect to the incoming beam direction. The number of photons scattered from different regions can be collected by a two dimensional detector. A beam stop in the detector can protect the detector from the high intensity of the transmitted x-rays.                                                                                                 The experimentally measured scattering intensity for a single particle is:  I(q)α |F(q)|2                 (3.9)  and the scattering intensity for an ensemble of identical particles is:   I (q�⃗ ) =  [F (q�⃗ )]2 = N .∆ρ F(q�⃗ )2 . S(q�⃗ )               (3.10) where F(q) is the scattering amplitude which describes scattering from the objects, S(q) represents the structure factor describing the inter-particle scattering, and 𝑁𝑁  is the number density with identical scattering objects, and ∆𝜌𝜌 is the density difference. 
 
Figure 3.21: Schematic of SAXS scattering principle. 
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In dilute systems with no periodicity between particles, (i.e. random distribution), and negligible interaction between neighboring particles, the structure factor becomes S(?⃗?𝑞)=1. While the porous structures under investigation here are clearly not dilute systems, they are more or less randomly distributed and thus the structure factor was neglected. We note this approximation is justified as a result of the good agreement with TEM analysis. 
 
3.2.5.4 SAXS/WAXS Beam Line with Experimental Setup 
The SAXS measurements were performed at the SAXS/WAXS beamline of the Australian Synchrotron in Melbourne, which is a third generation synchrotron with ten operative beamlines. The SAXS/WAXS beamline is designed for small and wide-angle X-ray scattering. The beamline provides X-ray energies from 5.2 to 21 keV at a flux of 1012-1013 photons/s. The beam then passes through different optics including a cryo-cooled Si (111) double crystal monochromator, a KB bimorph mirror pair, three main slits to define the beam shape profile and to control parasitic scattering, and beam collimation as shown in Figure 3.22.  
 
 
 
 
 
 
 
 
 
                    Figure 3.22 : Schematic of SAXS/WAXS beamline at the Australian Synchrotron  [32]. 
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The beam size is about 150 µm vertical × 250 µm horizontal (FWHM) with the beam focus at the sample. Different slits can be used to change the beam size. Finally, the beam reaches the sample and photon detector and there is beam stop mounted before the detector to prevent the intensive direct beam from hitting it. The experimental setup is shown in Figure 3.23. A Pilatus detector is in operation, where a 1M detector was used for SAXS in this study to collect the scattering patterns. The detectors run simultaneously with great dynamic range, low noise and short exposure times.  To optimize the SAXS experimental setup within the required q range, a specific camera length and X-ray wavelength are chosen which determine the structure sizes that can be resolved. To determine the distance from the sample to the detector precisely, a silver behenate (AgBeh) sample is used as a standard to calibrate the 
scattering angle Ɵ and q.  
 
 
 
 
 
 
 
 
 
 
 
 
                              Figure 3.23: Experimental setup at the SAXS beamline [33].   
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The distance between the detector and the samples was set to approximately 0.9 m which corresponds to the q-range between 0.010-0.7 Å−1  in the experimental set up for the SAXS measurements of nano-porous samples investigated in this thesis. The pores in this study are elongated and aligned perpendicular to the surface normal.  To position the samples in the beam, they are mounted on a three-axis goniometer, allowing the porous structures to be tilted by 45° with respect to the incident X-ray beam. The beamline software (Scatterbrain) is used for data collection, normalization and absolute calibration. To avoid X-ray absorption and parasitic scattering from the substrate, the samples were thinned down to ~170 µm by mechanical polishing using a disk grinder and silicon carbide paper. This was done prior to ion implantation. 
 
3.2.5.5 Data Analysis and Modelling 
From TEM it is apparent that the pores investigated can be described as long cylinder-like objects orientated normal to the surface. SAXS measurements were performed at two tilting angles of the samples with respect to the x-ray beam. In Figure 3.24 (a), SAXS measurements are shown with the sample normal aligned nearly parallel to the x-ray beam. SAXS shows isotropic scattering resulting from the radius of the pores. This isotropic scattering turns into anisotropic scattering as shown in Figure 3.24(b), when the sample is tilted by 45°, and is governed by the alignment of the ‘elongated’ structures. This scattering pattern corresponds to elliptical elongated scattering that extends horizontally in short streaks or bulges reflecting the high aspect ratio of the porous structure. This detected difference in electron density between the a-Ge sidewall material of the pores and the hollow pores results in a strong x-ray scattering contrast for SAXS measurements. Thus, scattering curves obtained, they contain detailed information on the porous layer and allow the determination of pore radii and density changes to the surrounding material. 
The absorption of X-rays and parasitic scattering in the sample can affect the quality of the scattering data, which depends on the sample thickness and the absorption coefficient of the specific material. Interference effects resulting from the lattice periodicity of the crystalline sample lead to the formation of Kossel lines [34] as shown in Figure 3.24 (a, and b).  
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In order to extract the scattering intensities from the short streaks or bulges, two masks on both sides of the bulges were applied (see Figure 3.25). To remove the background intensity the scattering signal was subtracted by using either an air scattering measurement or from measuring the scattering signal from an unimplanted sample using the Irena computer program [35], which is software used to analyse X-ray scattering data through the IGOR Pro application [36]. This procedure isolates the signal from the porous structures for further analysis. 
  
 
Figure 3.24: SAXS images for self-ion implantation of Ge with 140 keV, for 𝟐𝟐 ×
𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2, corresponding to the porous structure (a) aligned to X-ray beam, (b) tilted by 45°. Kossel lines are arrowed in the figure. 
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 There are different models that have been considered during fitting of SAXS data such as: a spherical particle, a simple hard cylinder, and a cylindrical core shell model. In this study, we need to define an appropriate model for the porous structure in order to analyse the SAXS data.  The core shell structure was found to be the most appropriate model, approximating the pores by hollow ‘tubes’ of radius Rc with sidewall thickness Ts. Thus, a cylindrical core-shell model is applied with core radii of Rc and sidewall thickness Ts. Figure 3.26 illustrates a basic schematic of the scattering geometry with a cylindrical scattering object. When we regard negligible neighbor-neighbor interaction, the structure factor S(?⃗?𝑞) becomes 1 and the general scattering intensities in equation 3.10 can be written as: 
 
Figure 3.25: Scattering intensity from masking the short bulges and background (air-shot), as well as scattering intensity from the porous structure which results from subtracting the background from the signal.  
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 I(q�⃗ )= n(∆ρ)2V2F(q�⃗ )2    (3.11)                             
This equation is only valid when Δρ is constant. The core-shell model of the pore shows a radial variation in the electron density.  
 
 
 
 
 
 
 
 
 
 
 The scattering amplitude can then be derived by computing the integrating volume over the electron density: 
 
 𝑓𝑓𝑟𝑟(q�⃗ ) = � ∆ρ(r) exp( i. q�⃗ . r⃗) dr∞
−∞
    (3.12)  
The cylindrical pore has a radial symmetry, and can be written in cylindrical coordinates in Figure 3.26, the coordinates used are 𝑟𝑟 and ?⃗?𝑞 as the following: 
 𝑟𝑟��⃗ = �𝑟𝑟. 𝑐𝑐𝑐𝑐𝑑𝑑𝑐𝑐𝑟𝑟. 𝑑𝑑𝑑𝑑𝑑𝑑𝑐𝑐
𝑧𝑧
�           and ?⃗?𝑞= �𝑞𝑞𝑟𝑟. 𝑐𝑐𝑐𝑐𝑑𝑑𝜃𝜃𝑞𝑞𝑟𝑟. 𝑑𝑑𝑑𝑑𝑑𝑑𝜃𝜃.
𝑞𝑞𝑧𝑧
� 
   (3.13) 
 
                    Figure 3.26: Schematic of the transmission SAXS geometry. 
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The cylindrical symmetry enables the assumption of a radially symmetric electron density distribution, Δρ(𝑟𝑟) = Δρ(r).𝑞𝑞. Using the volume element 𝑑𝑑𝑟𝑟 = 𝑟𝑟𝑑𝑑𝑟𝑟𝑑𝑑𝑐𝑐𝑑𝑑𝑧𝑧, the scattering amplitude after integration can be written as [31]: 
 f(q�⃗ ) = � � � ∆ρ(r)r exp( i. q�⃗ . r⃗) dzdrdθ2π
0
∞
0
L/2
−L/2  
      (3.14) 
 The exponential function can be substituted to give 𝑞𝑞��⃗ . 𝑟𝑟 = 𝑞𝑞𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑𝜃𝜃 + 𝑞𝑞𝑟𝑟 𝑑𝑑𝑑𝑑𝑑𝑑𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝜃𝜃 + 𝑞𝑞𝑧𝑧𝑧𝑧R. We obtain:   f(q�⃗ ) = � exp(izqz) dzL/2
−L/2 � ∆ρ(r). r∞0 � exp(irqr cos(φ − θ)) drdθ2π0  (3.15)  By replacing  𝜓𝜓 = 𝜃𝜃 − 𝑐𝑐 and solving the last integration we get:  f(q�⃗ ) = � exp (izqz)L2
−
L
2
dz� ∆ρ(r)r.2π J0∞
0
(rqr)dr          (3.16) where 𝐽𝐽0 is the first order Bessel function. Integration over z results in:   f(q�⃗ )= 4πL sin�qzL2 �
qz
∫ ∆ρ(r)rJ0∞0 (rqr)dr          (3.17)  By applying the small angle approximation (𝑞𝑞𝑧𝑧→0), the scattering amplitude for pore shape, with length L of the porous layer and radial density profile as Δρ(r), can be written as: 
 
f(q�⃗ )= 2πL∫ ∆ρ(r)rJ0(rqr∞0 )dr     (3.18)   
 A cylindrical core-shell model is applied as shown in Figure 3.27 with a hollow core of radius Rc and sidewall thickness Ts. 
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 The electronic density distribution of the cylindrical core shell model is: 
 
 
∆ρ(r) = �ρc                     , 0 ≤ r ≤  Rc ρs                , Rc < r ≤  R 0                          , r ≥  R                    (3.19) 
 The scattering amplitude for the cylindrical core shell model with the radius of the core Rc , the total radius R, and the shell thickness as Ts=R-Rc will then yield:  
 f(qr) = 2πL�� ρ0Rc
0
. r. J0(rqr)dr + � ρs. r. J0(rqrR
RC
)� 
 
          (3.20) 
Solving the integration, the form factor becomes:   
 f(qr) = 2πL �(ρc − ρS) RCqr J1 (RCqr) + ρs (RC+Ts)qr J1((RC + TS)qr)�        (3.21) 
 
Figure 3.27: Density changes in cylindrical core-shell model between the pore radii and sidewall thickness. 
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The measured SAXS patterns can be approximated by using this analytical model. The radial 
electronic density profiles ρ(r) for the core shell cylindrical model are shown in Figure 3.27. The model describes a hollow cylinder with ρc~0 surrounded by a dense shell ρs. The porous structures are not monodisperse but are rather characterized by a size distribution in which the feature sizes like pore radius and shell thickness vary. To take into account the variation of the dimensions of the scattering object, a distribution function was introduced. Assuming a Gaussian radius distribution, the scattering intensity of polydispersed and radial symmetric scattering cylinders yields:                                          
 I(q) =  �  ∞
0
1
�2πσr
exp�− ( r − R )22σr2 � . f(q)2. dr                               (3.22) 
 where 𝜎𝜎𝑟𝑟  is the standard deviation of the Gaussian distribution. The distribution function is applied to the core radius then scaled to the shell thickness. 
Finally, the scattering from the pores is damped by ‘roughness’ of the pores manifested in the irregularity of the pores when compared to perfect cylinders. This can be modelled by introducing a phenomenological roughness or damping factor that  can be written as [31]: 
 e−σD2q                            (3.23)  which takes into account the relationship between the pore size and the surrounding matrix where 𝜎𝜎𝐷𝐷 is the roughness parameter. Using this adjustment of scattering intensities gives:  
 
 Ì(q) = I(q). exp(−σ𝐷𝐷2q2)                                      (3.24) 
 It is important to highlight that the main limitation of SAXS, in particular for complex systems such as the porous structures studied in this thesis, is the model assumption. A suitable model assumption generally requires prior knowledge about the system studied that can be derived from complementary techniques. Hence, we have used the results from TEM to refine our model in the current case. The error bars reported for the quantities derived from the SAXS 
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measurements correspond to the fitting errors from non-linear least squares fitting of the model to the data.  
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    Chapter 4 
Porosity in Ge/Si1-xGex Alloy at 
Room Temperature  
Over the last few decades, extensive research has focused on studying porosity in Ge. The study of morphological changes in Ge by ion beam modification date back to 1982 [1, 2] when a black appearance was noticed in implanted Ge. Generally, ion implantation of c-Ge to high fluences at room temperature leads to significant alteration in surface morphology in that an amorphous porous layer with a thickness of hundreds of nanometers is formed at the surface. After the crystalline to amorphous phase transformation at low to moderate implant fluences, ongoing irradiation appears to induce vacancies into the amorphous Ge, which agglomerate and form voids. Further growth of these voids forms a continuous sponge-like structure [3]. With an ion fluence of about one order of magnitude higher than the amorphisation threshold 
(≥ 1015 ions/cm2), porosity in Ge can be observed. Darby et al. [3] have established the "damage map" for self-ion implantation of Ge implanted at room temperature, shown in Figure 4.1. It displays the relationship between the ion energy and ion fluence, and summarises their work in relation to other results published in the literature in terms of the ion fluence’s role before and after pore formation. It indicates that the ion fluence is the main factor that controls morphological evolution. It also shows that the threshold for the formation of a continuous amorphous layer occurs at around 5 × 1013  ions/cm2, whereas the threshold for nucleation of small voids and clusters at and beneath the surface occurs at around 2 × 1015  ions/cm2. This data was obtained for ≤ 120 keV Ge+, Ga+, and As+ implanted ions. At higher fluences above 1 × 1016 ions/cm2, the porous structure is fully developed.  
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It has been found that an irradiation energy of greater than ~ 20 keV is required to result in a highly porous surface [1, 4]. Furthermore, the thickness of the porous layer is found to depend linearly on the nuclear energy deposited, which indicates that defects generated by the ion irradiation play a role in the porous formation mechanism [5]. The formation of nanoporous Ge has been observed for energetic irradiation at room temperature with a wide range of heavy ions (e.g., As+, Kr+, In+, Ga+, Sb+, Xe+,Ge+, Mn+, Au+, Pb+, Bi+)[3, 6-8] but not for light ions such as He, F, P, Al, or BF2  [8, 9].  The process of morphological evolution during ion implantation is also sensitive to the initial state of the material prior to irradiation. It has been shown that the pore radius and overall microstructure  are strongly affected by the material preparation (such as impurity content in deposited films)[10]. For instance, both Romano et al. [10] and Impellizzeri et al. [11] have shown that deposited amorphous Ge exhibited pores, but not a columnar pore structure that is observed in a single crystal starting material. In addition, in the case of single-crystal Ge 
(001), the pore radius is much larger than that observed in deposited amorphous Ge. 
 
Figure 4.1: 'Damage map' showing microstructural evolution of self-ion implantation of Ge+ implanted at RT [3].  
 Chapter 4: Porosity in Ge /Si1-xGex Alloy At Room Temperature                                 93 
 
 
It is interesting that porosity is not usually observed in Si. However, Perez-Bergquist et al. [12] have reported porous Si formation at very high ion fluxes where significant beam-induced heating occurs and this makes it unclear as to the mechanism for pore formation in Si. In particular, porosity was found in Si implanted with 300 keV Si+ at a high ion flux (1.7 × 1015 ions/cm2/s) and high ion fluences (2 to 8 × 1018   ions/cm2), as shown in Figure 4.2. This may indicate that vacancy complexes (the precursors to voids and porosity) are not formed at lower temperatures in Si. While Ge has to be rendered amorphous before pore formation develops within the amorphous phase, it is unclear whether porous Si can form in crystalline Si, and hence the crystal structure in Si could play an important role in possible porous network formation. Indeed, the pore formation mechanism in Si is not yet fully understood 
and requires further investigation [12].  
 Another interesting material that will be highlighted in this study is Si1-xGex alloys. The reasons for introducing Si into Ge in this thesis build on the fact that it is difficult to form a porous layer in Si as shown in Figure 4.2, but not in Ge. Having Si1-xGex material that is rich in Si should make it more difficult to form porosity. Indeed, Romano et al. [10] reported the development of a porous structure in a Si1-xGex alloy with x = 0.90 as shown in Figure 4.3. These authors suggested that no porous formation occurs when the Ge content is lower than 
 
Figure 4.2: (a) PVSEM and (b) XSEM images of porous Si of Self ion implantation of Si 
implanted with 300 keV at fluence of  8x1018 ions/cm2 implanted at 450 °C [12].  
 Chapter 4: Porosity in Ge /Si1-xGex Alloy At Room Temperature                                 94 
 
 
90%. The porous structure observed in Si0.1Ge0.9 alloys was found to have a mean pore size two times larger than that of pure Ge [10]. 
 Over the last three decades, there has been much debate about which mechanism could 
govern pore formation and control the morphological instability. Even though the precise mechanism is still uncertain, two theories have been proposed to explain the void formation that we have mentioned in Chapter 2. The first is vacancy clustering where the vacancies have the ability to move and cluster in the amorphous phase during irradiation. The excess vacancies that are produced by ion bombardment precipitate to form voids which intersect the surface [13]. The second proposed mechanism is that of a “microexplosion” where the voids are created within pressure waves and thermal spikes and pores develop owing to the overlap of ion cascades [4]. 
In this Chapter, we perform a quantitative investigation on the pore formation in self-ion implanted Ge and Si1-x Gex alloys with respect to the alloy stoichiometry and ion fluence under room temperature implantation. The effect of substrate temperature during ion implantation will be covered in the following chapter (Chapter 5). This study aims to quantify the nanostructured morphology over a wide range of irradiation conditions and material parameters in Ge including ion fluence, Ge stoichiometry, ion flux and ion incidence angle. Cross-sectional transmission electron microscopy (XTEM), scanning electron microscopy 
 
Figure 4.3: Plan-view SEM image of Si0.1Ge0.9 implanted with 
2x1016 ions/cm2 at 300 keV [10]. 
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(SEM) and surface profilometry have been employed to investigate the evolution of the morphology due to ion beam modification. We have also used SAXS as a complementary technique to characterize the porous structure. XTEM provides detailed information about the size, structure and arrangement of individual pores, yet is restricted to hundreds of pores, and 
requires elaborate ‘destructive’ sample preparation methods. Alternatively, SAXS can provide information about the pore size distribution of a large number of pores (~106) and provide information about the pore radius and sidewall thickness. The measurements are fast and non-destructive without requiring elaborate sample preparation. In general, the results of this work in terms of the development of a porous structure in Ge are consistent with previous studies, but several new details are revealed which provide new insight into the processes that occur in the initial stages of porous layer formation. For example, in contrast to previous findings [10], this study observed the presence of a porous structure in Si1-xGex alloys with a Ge concentration down to x ≥ 0.77, but the required fluences were considerably higher than that for pure Ge. The pore radius as measured by SAXS is consistent with XTEM which indicates that the small sample of pores from XTEM is representative of the whole of the porous layer. In addition, the results of this study are decidedly more consistent with the vacancy clustering mechanism, with vacancies and vacancy clusters on the surface of the Ge or Si1-xGex as the initiator for porosity. 
 
4.1 Pore Formation as a Function of Stoichiometry 
Figure 4.4 shows the PVSEM images of the surface morphology of c-Ge and c-Si1-xGex alloys implanted at room temperature to a fluence of  1 × 1016 (a-d) and 2 × 1017 ions/cm2 (e-h). 
The stoichiometries of the investigated alloys are (x=1, 0.83, 0.77, and 0.65). Porous 
structures were observed in alloys with Ge concentrations of x=0.77 and higher. While a porous network is clearly visible for Ge and Si0.17Ge0.83 at a fluence of 1 × 1016 P ions/cm2, only a surface with enhanced roughness is present for Si0.23Ge0.77 at this fluence. The latter composition, however, shows a porous structure at the higher fluence, indicating an increased threshold fluence of pore formation for decreasing Ge concentration. Furthermore, due to the absence of pores in the Si0.35Ge0.65 alloy, the threshold Ge concentration for pore formation 
can be estimated to be in the range of x=0.77 to 0.65 under the implantation conditions used in this study.  
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Once the pores are formed, their mean radius increases with increasing fluence as shown in Figure 4.5. The mean pore radius was calculated from the average pore radius from several digital micrographs, taking into account all visible pore boundaries and subtracting half the 
pores that intersected a micrograph edge. Typically, more than 1000 pores for each sample were measured indicating that the large standard deviation is not a result of statistical error but reflects the actual pore size variation in each sample. The difference in pore dimensions between Ge and Si0.17Ge0.83 lies within the standard deviation about the mean. Although the standard deviation of pore sizes is large, it is clear that the size of the largest pores increases with fluence.  
  
 
Figure 4.4: Plan-view SEM images of surface morphology of samples implanted with 140keV Ge+ ions for various Ge stoichiometry (a) 1 × 1016  ion/cm2 in Ge, (b) 1 × 1016  ion/cm2 in Si
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Furthermore, the trend for Ge to exhibit slightly larger pore dimensions compared with the alloys at a given fluence, is consistent with the increasing threshold fluence for pore formation with decreasing Ge concentration. This is also reflected in the two data points shown for Si0.23Ge0.77. For fluences of 5 × 1016 ions/cm2 and above, the mean pore radius of Ge and Si0.17Ge0.83 saturates at approximately 14 nm. The pore dimensions of Ge are furthermore in agreement with other reports [3, 14] under different implantation conditions. A similar saturation behaviour might be expected for Si0.23Ge0.77 at fluences around 1x1018 ions/cm2. The pore radius clearly exhibits a wide size distribution for Ge and its alloys from Figure 4.5 and this is illustrated more specifically in Figure 4.6. The mean pore radius obviously lies between the maximum size and the minimum size (Rmax > Raverage > Rmin). The difference between the maximum and the minimum radius decreases with increasing Si content. For example, at a fixed fluence of 2 × 1017  ions/cm2   the maxmuim radius in Ge is 23 nm higher than the average radius, while the minimum radius is about 12 nm less than the average radius. However, in Si0.17Ge0.83 alloy, the maximum radius is about 13 nm larger and the 
 
  Figure 4.5: Pore mean radius as a function of the Ge implanted fluence for Si1-x Gex alloys with   
different Ge concentration at 23°C irradiation. 
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minimum is about 5 nm less than the average radius. In the case of Si0.23Ge0.77 alloy, the minimum radius is 4 nm less and the maximum is about 8 nm larger than the average radius.  
 
It is worth noting that the shape of the pores appears irregular (not circular) in all alloys. The pores are not aligned with respect to each other, and have an aspect ratio of about 1.5 as shown in Figure 4.7(a). Moreover, the pore density decreases as the fluence increases (see Figure 4.7 (b)). This inverse relationship between pore density and fluence was first demonstrated by Romano et al. [14]. This indicates that the number of pores is reduced with increasing fluence as a result of the merging of pores to form a single larger pore. 
 
    Figure 4.6: Rmini, Rmax, and R average for Ge, Si0.17Ge0.83, and Si0.23Ge0.77 alloys at room temperature. 
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XTEM micrographs corresponding to the samples shown in plan-view in Figure 4.4 are shown in Figure 4.8 for the same stoichiometries and fluences:  1 × 1016 ions/cm2 (a-d) and 2 × 1017 ions/ cm2 [e-h]. In Ge, a continuous porous layer consisting of large columnar voids is formed 
surrounded by thin walls (~ 10 nm thickness) is formed on the top of a continuous non-porous amorphous layer (Figure 4.8(a)) at a fluence of 1 × 1016 ions/cm2, similar to what has been reported previously [3, 10, 15]. The onset of pore formation at the sample surface is visible in Si0.17Ge0.83 at the same fluence (Figure 4.8(b)), strongly suggesting that pore formation nucleated at the sample surface, despite the fact that the maximum vacancy 
production obtained from SRIM for 140 keV Ge+ irradiation is below the surface at ~ 28 nm as shown in Table 3.2 (Chapter 3).   
  
 
Figure 4.7: measured (a) aspect ratio of pores and (b) pore density of Ge; Si0.17Ge0.83; and Si0.23Ge0.77 
implanted with Ge at 140 keV at room temperature.  
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Figure 4.8: XTEM images of Ge+ implanted Si1-xGex alloys with different Ge stoichiometry (a) 1 ×1016ions/cm2 in Ge, (b) 1 × 1016 ions/cm2 in Si
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No pores are apparent in any Si1-xGex alloy with lower Ge concentration (x < 0.83) at 1 × 1016 ions/cm2 fluence, in agreement with the PVSEM images of Figure 4.4.  At the higher fluence of 2 × 1017 ions/cm2, the porous Ge layer has obviously evolved and grown in thickness compared with the lower fluence. Furthermore, the columnar porous structure has transformed into a more complex porous morphology with overlapping pores. The growth of the porous layer is also visible for Si0.17Ge0.83 Figure 4.8(f) and a clear porous surface structure has formed in the case of Si0.23G0.77 in Figure 4.8(g). This and the absence of pores in Si0.35Ge0.65 (Figure 4.8 (d, h)) are again consistent with the PVSEM observations shown in Figure 4.4(d, h). The thickness of the porous layers in the alloy is much smaller compared with that in pure Ge at the same ion fluence. With Si added into the matrix, it would appear more difficult for the voids to nucleate at the surface and grow in depth, as we discuss later. 
The thickness of the porous layer is plotted in Figure 4.9 as a function of the ion fluence for all alloys that exhibit a porous structure. All materials show an increase in the porous layer thickness with increasing fluence. Furthermore, the thickness of the very low density porous Ge layer is now much greater than the expected projected range in a non-porous amorphous Ge layer. For example, the pore thickness of 516±22 nm in Ge implanted to a fluence of 2 × 1017 ions/cm2   is eight times larger than the projected range of 62 nm in non-porous Ge. This is also the case in the Si0.17 Ge0.83 and Si0.23 Ge0.77 alloys, although the porous layer thickness decreases due to the increased Si content (at the same fluence). While the thickness of the porous layer in Ge appears to saturate for fluences above 5 × 1016 ions/cm2, no saturation behaviour is apparent for the Si1-xGex alloys in the investigated fluence range. Saturation, however, might be expected at higher fluences. 
The underlying non-porous amorphous layers have a thickness of 117±7 nm, 142±4 nm, 
164±11 nm, and 170±5 nm, in Ge, Si0.17Ge0.83, Si0.23 Ge0.77, and Si0.35Ge0.65 samples, respectively. This thickness remains relatively constant across the ion fluence range despite the increasing porous layer thickness, indicating that most ions pass through the porous layers with negligible energy loss. The increased thickness of the amorphous layers for decreasing Ge concentration is presumably a result of the decreasing nuclear stopping power in alloys with increasing Si content [16]. 
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4.2 Step Height Measurements 
Figure 4.10 shows the step height between implanted and unimplanted sample areas, caused by implantation-induced volumetric swelling and sputtering, as a function of ion fluence for various alloy stoichiometries.  
Three distinct regimes are apparent for pure Ge. In stage I, no void formation was observed. A plateau of < 3 nm swelling is apparent for fluences up to 2 × 1015  ions/cm2, which is consistent with the expected ~1-2% density reduction during the crystalline to  amorphous phase transition [17], noting that the sputter erosion (see table 3.2) is expected to be ~ 1nm. Remarkable volume expansion occurs in stage II immediately after the onset of the porous layer formation at a fluence of  5 × 1015 ions/cm2, which is consistent with previous reports [3, 18]. The step height increases dramatically as shown in Figure 4.10 from 2 to 178 nm for 
 
Figure 4.9: Thickness of the porous layer as a function of the Ge implanted fluence of Si1-x Gex 
alloys with different Ge content at 23°C irradiation. 
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fluences between 5 × 1015 and 2 × 1016 ions/cm2. In this regime, the samples appear much darker to the eye. In stage III, i.e above a fluence of ~3 × 1016 ions/cm2, the thickness of the 
porous layer saturates at about 180 nm, and the visual appearance of the samples turns from matt black to greyish.                  
 
 
Figure 4.10: Step height as a function of ion fluence of Si1-x Gex alloys with different Ge content at 23°C irradiation. Note for clarity that the pure Ge curve is on a log scale since there are large changes in step height whereas the two cases in the alloys are on a linear scale since the step height changes are very small. 
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The Si1-xGex alloys show a different behaviour to Ge, with three distinct regimes present in the Si0.17Ge0.83 case and two regimes for Si0.23Ge0.77. For the Si0.17Ge0.83 alloy, in stage I, no porous structure was observed and in stage II, surface expansion occurs but with a smaller step 
height compared with Ge. In stage III, sputter erosion of the surface occurs at high fluences ≥ 2 × 1017 ions/cm2. In the case of the Si0.23Ge0.77 alloy, the two distinct regimes observed are associated with little change in surface height (stage I) and sputter erosion at higher fluences (stage II). No swelling was observed. The onset of pore formation, i.e. the beginning of stage II, is shifted to higher fluences as the Ge content decreases in the alloys, as illustrated in Figure 4.11. The threshold fluence for pore formation can be estimated to be 5 × 1015,  8 × 1015 and 1 × 1017 P  ions/cm2 for Ge, Si0.17 Ge0.83 and Si0.23 Ge0.77,  respectively.  
                                       
 
   Figure 4.11: The ion fluence corresponding to the onset of porosity as a function of Ge composition. 
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4.3 SAXS Analysis of Nanoporous Structure  
4.3.1 Ge Samples 
As we discussed for the PVSEM images in Figure 4.5, the pore radius in Ge increases from about 4 - 14 nm and saturates at a fluence of 5 × 1016 ions/cm2. This behaviour is corroborated by the fluence dependence shown in Figure 4.12 (a-e), which is consistent with several studies in the literature [1, 14]. Pore formation further developed with ongoing ion implantation, leading to a complex and overlapped porous structure which makes the pore 
size characterization by XTEM non-trivial as illustrated by the XTEM micrographs in Figure 4.12 (f-j). However, the pore width observed from XTEM does not seem to change significantly 
while it appears to increase from the PVSEM micrographs. This clearly indicates a surface effect.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12: PVSEM (upper row) and XTEM (lower row) images, for self-ion implantation of Ge 
implanted with 140 keV at room temperature at (a, f) 5 × 1015  ions/cm2 (b, g) 1 × 1016  ions/cm2 (c, h), 2 × 1016  ions/cm2 (d, i), 5 × 1016   ions/cm2 (e, j), 1 × 1017  ions/cm2. The scale bar is the same for all 
SEM and TEM images. 
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The difference in electron density between the a-Ge sidewall and the hollow pores results in anisotropic x-ray scattering for Ge samples implanted to ion fluences of 1 × 1016  , 2 ×1016   and 5 × 1016 ions/cm2, as shown in Figure 4.13 (a-c)). These fluences correspond to the 
XTEM images in Figure 4.12(g-i), where the percentage of porous layer thickness increased 
from 51, to 72%. We note that the narrow straight scattering lines (Kossel lines) observed in the scattering patterns in Figure 4.13 result from inelastic scattering from the crystalline Ge substrate. 
 
 
 
 
 
 
 
  
Figure 4.14(a) shows the background-subtracted scattering intensities for porous Ge as extracted from the bulges shown in the SAXS images of Figure 4.13. It is clear that there are distinct oscillations for all scattering intensities, which are different to those from unimplanted Ge. The SAXS data were fitted to the cylindrical core-shell model described in 
Chapter 3. All results from PVSEM, SAXS, and XTEM are summarized in Table 4.1, including pore radii, and sidewall thickness. 
In Figure 4.14(b, c) the pore radii and sidewall thicknesses extracted from SAXS, PVSEM and 
XTEM data are plotted as a function of the ion fluence. The results from SAXS and XTEM are in 
remarkable agreement for both quantities, whereas SEM yields different results for both pore 
radius and sidewall thickness. From SAXS and XTEM it is apparent from Figure 4.14 (b) that the core radius increases from 11.8 nm at an ion fluence of 5 × 1015 ions/cm2, where the porous structure starts to nucleate, to 23.9 nm at an ion fluence of 1 × 1016 ions/cm2, where 
 
Figure 4.13: X-ray scattering images under 45° tilt for Ge implanted with 140 keV at RT at fluences of (a) 1 × 1016   ions/cm,2 (b) 2 × 1016   ions/cm,2 and (c) 5 × 1016  ions/cm2. 
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the pore structure is well developed. With further implantation, the core radius fluctuates somewhat up to a fluence of 2 × 1017 ions/cm2, although the error bars are large.  
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 Table 4.1: The table summarizes the core radii and shell thickness (as well as polydispersity from SAXS pore 
distributions)characterised by XT
E
M
 and SA
XS at room
 tem
perature for different ion fluences. T
he error bars arise 
directly from the fitting of the SAXS data. 
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For SAXS and XTEM data, the sidewall thickness, on the other hand, decreases from about 13.5 nm at the onset of pore formation, i.e. at an ion fluence of 5 × 1015 ions/cm2, to ~ 9.8 nm at an ion fluence of 1 × 1016   ions/ cm2 and remains approximately constant for further increases in ion fluence as shown in Figure 4.14 (c). This behavior is consistent with findings of Romano 
et al. [14]. In contrast, PVSEM shows larger sidewall thicknesses compared to XTEM and SAXS. This again is due to the fact that PVSEM images only the surface. However, a direct 
comparison between PVSEM and XTEM is very difficult since the pore size observed in the 
XTEM is not clearly defined at the surface and PVSEM averages over the top 1-2 nm at the surface.  Figure 4.15 shows the distributions of pore radius and sidewall thickness obtained from all 
three techniques for three ion fluences. For XTEM and SAXS the distributions are similar although the FWHM of SAXS distributions tend in many cases to be narrower than these from 
XTEM (note in particular Figure 4.15 (b, c). This may be a result of the fact that SAXS samples 
 
Figure 4.14: (a) Scattering intensities from nano-porous structures in Ge for fluences of 5 × 1015, 1 ×1016, 2 × 1016, 5 × 1016, 1 × 1017, 𝑎𝑎𝑎𝑎𝑎𝑎 2 × 1017  ions/cm2 implanted with 140 KeV Ge ions after 
background removal as a function of scattering vector q. The solid lines are the corresponding fits to the core-shell cylindrical model. (b) The pore radius as a function of fluence from XTEM, PVSEM and SAXS analysis; (c) The sidewall thickness of the pores as a function of fluence from XTEM, SEM and SAXS analysis. 
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all pores whereas XTEM only those within the field of view. Note that the polydispersity from SAXS (i.e. the FWHM of distribution) is listed in Table 4.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15: Distribution for the pore radii (left) and sidewall thicknesses (right) obtained from SEM, TEM, and 
SAXS for self-ion implantation of Ge irradiated with (a)(d) 5 × 1015 ions/cm2, (b)(e) 1 × 1016 ions/cm2, (c)(f) 2 × 1016 ions/cm2. The solid lines show the Gaussian fits to the PVSEM and XTEM data and the dashed line to 
the SAXS data. 
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In summary, it is clear that XTEM data is consistent with SAXS data both showing only small ion fluence dependence beyond the onset of porosity at 5 × 1015 ions/cm2. On the other hand, 
the pore radius observed by SEM exhibits a clear dependence on the ion fluence with an increase in radius with increasing ion fluence from 5 to 8.5 for fluences between 5 × 1015 P to 2 × 1016 ions/cm2. About three decades ago, Wilson [1] has reported that pore diameter 
increases from 45 nm to 120 nm with increasing ion fluence and saturates at a high fluence of 
1017 ions/cm2 by using 60 keV Ge ions. He interpreted the reasons for this effect as a combination of factors involving sputtering, flux enhancement, radiation damage, swelling and redisposition. It is important to highlight that Wilson measured pore size by using only 
PVSEM, while this work measured the average thickness of columnar pores using XTEM and SAXS which both provide more accurate methods than PVSEM, as we have shown. However, in the case of the sidewall thicknesses (Figure 4.15 (d- f)) SEM shows only slightly larger thicknesses than XTEM and SAXS. 
 
4.3.2 Si1-xGex Alloys 
As discussed in the previous sections, the onset of pore formation is shifted to higher ion fluences of 8 × 1015 P ions/cm2 in Si0.17Ge0.83 and 1 × 1017 ions/cm2 for Si0.23Ge0.77 alloys 
compared to Ge. XTEM images and corresponding SAXS scattering patterns of Si0.17Ge0.83 implanted to an ion fluence of 5 × 1016 and 1 × 1017 ions/cm2 are shown in Figure 4.16 (a-d). For the Si0.23Ge0.77 alloy, the XTEM and SAXS scattering images for ion fluences of 2 × 1017  and 3 × 1017 ions/cm2 are shown in Figure 4.16(e-h). The thicknesses of the porous layers increased from 95 to 130nm for Si0.17Ge0.83 and from 55 to 72 nm for Si0.23Ge0.77 for these fluences, respectively. The SAXS patterns of Si0.17Ge0.83 show almost isotropic scattering that correlates to the small aspect ratio of the observed pores in the cross section images that are shown in Figure 4.16 (a, b). This trend is further enhanced in the Si0.23Ge0.77 alloy as the degree of porosity is further reduced in this composition. 
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In the case of the Si0.17Ge0.83 alloy, much less pronounced oscillations are apparent in the scattering intensities for all investigated ion fluences as shown in Figure 4.17(a). The pore radii and sidewall thicknesses shown in Figure 4.17 again show a good agreement between SAXS and XTEM results. Similar to the case for Ge, the pore radius increases in the early stages, then is somewhat independent of the ion fluence with further irradiation. The sidewall thickness remains approximately constant over the fluence range.  
In addition, the magnitudes of the pore radii and sidewall thicknesses are similar for pure Ge and the Si0.17Ge0.83 alloy at between 20-25 nm and 10-12 nm, respectively.  
 
 
 
Figure 4.16: XTEM images, and X-ray scattering images under 45 ° tilt for Si
0.17
G
0.83
 implanted at (a, c)  5 × 1016 ions/cm2, (b, d) 1 × 1017 ions/cm2 and for Si
0.23
Ge
0.77
 implanted at (e, g) 2 × 1017ions/cm2 and (f, h) 3 × 1017ions/cm2. The scale bar is the same for all images. All samples were implanted at RT. 
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In the case of the Si0.23Ge0.77 alloy both the pore radius and sidewall thicknesses are 
essentially constant with fluence at around 20 nm and 11 nm, respectively (see Figure 4.18). However, as can be seen from Figure 4.16 (e, f), the porous layer thickness is very small compared the other alloy.  Again, the SAXS and XTEM data are in good agreement.  
  
 
Figure 4.17: (a) SAXS scattering intensities from nano-porous structures in Si
0.17
Ge
0.83
 for fluences of 3 × 1016, 5 × 1016, 1 × 1017 , 2 × 1017 , and 3 × 1017  ions/cm2 implanted with 140 KeV Ge ions after 
background removal as a function of scattering vector q. The solid lines are the corresponding fits to the core-shell cylindrical model. (b) The pore radius as a function of fluence from both XTEM and SAXS analysis, (c) The sidewall thickness as a function of fluence from both XTEM and SAXS analysis. 
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 Figure 4.19 shows the effect of Ge content on the feature sizes of the nano-pores. There is little change of pore radius and sidewall thickness with Ge content, except for the higher Si content alloy where pore radius is smaller. However, in this last case, the Si0.23Ge0.77 alloy exhibits a very small pore layer thickness and may not have fully developed.  
 
 
 
 
 
Figure 4.18: (a) Scattering intensities from nano-porous structures in Si
0.23
Ge
0.77
 for fluences of 2 × 1017 and 3 × 1017 ions/cm2 implanted with 140 KeV Ge ions after background removal as a 
function of scattering vector q. The solid lines are the corresponding fits with the core-shell cylindrical model. (b) The pore radius as a function of fluence from both XTEM and SAXS analysis, (c) 
The sidewall thickness as a function of fluence from both XTEM and SAXS analysis.  
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4.4 The Effect of Incident Ion Angle in Ge 
In order to study the effect of ion incidence angle on the pore radius, swelling and thickness of the porous layer, we implanted c-Ge at a fixed fluence (2 × 1016 ions/cm2) with different tilt angle of the sample holder with respect to the surface normal that ranged between ± 2 and ± 
12 °. Note that the crystallographic orientation of the (100) Ge wafers were within ±1° of the surface normal. The only change noticeable was that the volumetric swelling increased and remained constant for angles in the range between – 4 and +4 °, reaching ~ 130 nm as demonstrated in Figure 4.20. Tilting between ± 6 and ±12 ° exhibited a slightly lower step height at about 117 nm. Clearly, the large error bars in Figure 4.20 make it difficult to attribute this slight change in step height to effects related to the small angle change such as 
enhanced channeling close to 0°, to angle-dependent sputtering of the porous structure, or to a slight reduction in projected range as demonstrated by SRIM [19] (see table 4.2). 
 
  
Figure 4.19: Pore radii and sidewalls thicknesses as a function of Ge content for samples implanted at RT at a fluence of 2 × 1017 ions/cm2. 
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Ion incident angle Projected range Rp (nm) longitudinal straggling   Δ Rp (nm) 
0 65.5 30.9 
2 65.3 31.4 
4 65.3 30.7 
6 65 31.3 
8 64.7 31.3 
10 64.5 30.9 
 
        Table 4.2: the projected ion range and the longitudinal straggling as calculated from SRIM [19]. 
 
Figure 4.20: Volumetric swelling as a function of ion incidence angle for a selected fluence of 2 × 1016 ions/cm2 in Ge. 
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There was no significant change in the pore radius (6.6 nm), observed from SEM images, at different tilt angles between 0 and 6 °.  For the XTEM images in Figure 4.21, two angles were selected based on Figure 4.20. No significant change in terms of the shape of the pores and the thickness of the porous layer (~284 nm) are revealed. There is a slight indication that the thickness of the a-layer is a little larger for the 0° tilting case. This may account for the slightly higher step height for the near-normal tilt cases in Figure 4.20. However, the reason for such a difference in a-layer thickness and associated step height is difficult to explain in terms of angle-dependent ion penetration (table 4.2) and sputtering of a porous structure. More detailed measurements would need to be carried out to resolve this issue. Finally, we note that Bischoff et al. [7] observed nanoporous ripples perpendicular to the direction of the incoming beam structure with a much larger incidence angle between  30° and 80 °. This 
effect was associated with different ripple wavelengths for irradiation with 60 keV Bi++ and 30 
keV Ga+ ions, where the ripple wavelength increases with increasing angle. Such ripple topography is typical of high fluence irradiation at higher tilt angles as described in [20, 21]. In our case, the tilting angle may be too low for observing such changes.    
 
 
 
 
 
 
 
 
 
 
 
Figure 4.21: XTEM images for different tilt angle. (a) Parallel to the surface normal 0°; (b) (-6 °) from surface normal.  
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4.5 The Effect of Ion Flux in Ge 
When the ions flux (the number of ions implanted per unit area per second) is high, it can cause local heating of the sample. A higher ion flux and higher temperature can result in defect annealing, reducing disorder but making the remaining damage structure more complicated [22]. However, as indicated in Chapter 2, at lower ion fluxes where heating is not an issue, a higher ion flux causes a higher rate of production of defects and in some temperature regimes this can lead to increased disorder. 
In this work, we selected one ion fluence (3 × 1016 ions/cm2) to investigate whether there is an ion flux effect on pore formation in Ge in the low ion flux regime where no beam heating occurs. The implantation was conducted at room temperature and the ion flux range was from 9 × 1012 to  3 × 1013 cm-2.s-1. The only change recorded is that the step height increased slightly with increasing ion flux from 147 to 157 nm as illustrated in Figure 4.22.  
From the XTEM micrographs in Figure 4.23 a change in ion flux for room temperature irradiation does not have a marked effect on the porous microstructure or layer thickness.  
      
 
  
  
 
Figure 4.22: Volumetric swelling as a function of ion flux for self-ion implantation of Ge to a fluence of  3 × 1016 ions/cm2. 
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At room temperature and in this ion flux range, where there is no heating effect, no flux effect is observed. This slight increase in step height might be due to a higher density of defects causing a slight increase in the amorphous layer thickness (and possibly porous layer thickness as well), both effects increasing the step height slightly. However, based on the results of Haynes et al. [23], we would expect to especially observe an ion flux dependence 
near or above a critical temperature (above 200 °C in our case). In this temperature regime we would expect to observe strong changes in damage and porosity, but we did not conduct such a study. However, at such higher temperatures where we would expect to see flux effects in the amount of damage there is no porous structure observed. Hence, we did not pursue a higher temperature study. 
Kaiser et al. [9] revealed increasing surface roughness with increasing ion flux under 
irradiation with a few hundred keV heavy ions. In contrast, Chen et al. [24]  investigated the role of ion flux during irradiation with several tens of keV Co ions, where there was found to be a competition between amorphisation and radiation enhanced annealing. However, they did not record a significant effect on surface roughness. This discrepancy might be as a result of the different ion irradiation conditions used in each study.  
Figure 4.23: XTEM images for different ion flux irradiated with the same fluence of  3 × 1016 ions/cm2. The scale bar is the same in both images. 
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4.6 Discussion 
In the following, porosity in Ge is briefly discussed first, followed by a discussion of porosity in Si1-xGex alloys. Some further details and subtleties of porous formation are then discussed in relation to the observations. Finally, evidence for nucleation of voids precisely at the surface in a-Ge and Si1-xGex alloys is discussed that strongly points to a vacancy clustering model for the initial nucleation of porous amorphous layers in Ge and its alloys. In addition, the role of preferential sputtering of the atomic species in the alloys is discussed later, in the following chapter. 
In this study, pore formation in Ge during Ge ion bombardment, including the fluence dependence, is generally consistent with the available literature. In particular, the fluence dependence shows that an amorphous layer must first be formed. Then, above a threshold fluence of ~5 × 1015 ions/cm2, porosity develops. The thickness rapidly increases and saturates above about 2 × 1016  ions/cm2 where a complex porous network is obtained. 
In the case of the alloys implanted at room temperature, the behaviour for alloy compositions 
that exhibit porosity is quite different to that of Ge. Although the observation of porosity in Ge is dominated by swelling of amorphous Ge, in Si1-xGex alloys sputtering plays a significant role. For instance, it is clear that in Ge, the swelling dominates sputter erosion in all ion fluence regimes, while in Si0.17Ge0.83 swelling dominates up to the fluence of 1 × 1017 ions/cm2 and further ion irradiation of the matrix leads to modifications that are dominated by sputtering. In the case of Si0.23Ge0.77, sputtering is dominant in all ion fluences regimes.  Clearly, the onset of porous-like structures occurs at increasingly higher ion fluences as the Si content increases. That is, Si makes it more difficult to initiate porosity, which is consistent with the fact that in pure a-Si it is impossible to initiate porosity below 300 °C. Porosity is clearly initiated from the surface (see Figure 4.8(b) and Figure 4.8(g)) after an amorphous alloy layer is first formed. The thickness of the porous layer for alloys is far less than the thickness observed in Ge, presumably due to the presence of Si atoms in the matrix and hence the greater difficulty in generating vacancy clusters and a porous structure when Si is present. It is important to stress that the concentration threshold of Ge in the alloys must be > 0.65 to form a porous structure at the fluences used in this study. Romano et al. [10] reported that 
pore formation does not occur for Ge concentrations below 90%. However, implantation-
induced porosity is clearly present down to Ge concentrations of 77% in the present study, as 
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confirmed by our step height measurements, as well as PVSEM and XTEM micrographs. It is likely that the absence of porosity in the Romano et al. case for x < 90% is caused by the lower maximum implantation fluence. This is supported by our step height measurements in Figure 
4.10 that show a significant volumetric swelling at fluences above 2 × 1016 ion/cm2, combined with significant sputtering at an ion fluence of 1 × 1017 ions/cm2 for Si0.17Ge0.83. It is interesting that, for pure Ge, swelling totally dominates sputtering but for the alloys sputter erosion becomes more important as the Si content in the alloy increases. Clearly in the alloy the development of a porous structure occurs at much higher fluences where sputter erosion is more significant. Preferential sputtering will be discussed in detail in the following chapter (Chapter 5), since it appears to play a more significant role in the alloys at elevated temperatures. 
Comparison of the pore radius and sidewall thicknesses shows that SAXS and XTEM data are in good agreement when a core-shell cylindrical model is used for the SAXS analysis. This 
result may have been expected as both techniques probe the subsurface pore structure. However, SAXS provides a measurement of average pore dimensions over the entire pore 
volume whereas XTEM probe a much smaller number of pores. The PVSEM data for pore 
radius and sidewall thickness, on the other hand, does not agree well with SAXS / XTEM data 
and we attribute this to the fact that PVSEM only images the surface structure of pores.  
The mechanism for expansion (swelling) is related to the compressive stress resulting from ion induced damage in both amorphous and porous Ge and the alloys. It is well known that, under ion irradiation, a-Ge experiences viscous flow when the matrix is totally amorphised due to compressive stress in the irradiated layer [25]. This was evident in our step height 
measurements in Figure 4.10, where a little swelling in Ge and its alloys is observed when the implanted layer becomes amorphous. Creating vacancies and voids in the matrix will increase the compressive stress further in the surrounding material, and hence the amorphous (porous) material will also experience extensive flow (swelling).  
With regard to the two mechanisms introduced earlier, vacancy clustering and the so-called 
‘microexplosion’ effect, the latter may have a role to play, but the data in the current work in Ge and its alloys is much more consistent with the vacancy clustering model for the following reasons. First, it is noticeable that pore formation in every single case is always observed to nucleate at the surface (see Figure 4.8(b)), then the pores continue to grow deeper into the 
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amorphous Si1-xGex layer (Figure 4.8(f)). Finally, if the ion fluence is high enough, the pores will form a complex network (Figure 4.8(e)). This surface nucleation is also observed at different temperatures as shown in the following chapter (5). In contrast, for the 
‘microexplosion’ model it might be expected that vacancy clusters are formed initially close to the maximum of the nuclear energy deposition, which was never observed in the present study. It is interesting to ask why such porosity nucleates at the surface? It may be that, during the ion irradiation, vacancies are more mobile at the surface and hence clustering and void formation will first occur there. Previous literature strongly suggests that such vacancy clustering does not occur readily in Si (or amorphous Si), so adding Si to Ge could result in lower vacancy mobility and hence clustering. The initiation of porosity in such cases will only occur at higher ion fluences where sputtering is significant and possibly dominant. The fact that an amorphous Ge or amorphous Si1-xGex layer is a pre-requisite for the development of a porous layer may suggest that vacancy migration and clustering to form large voids is not favoured in c-Ge or its crystalline alloys. Indeed, simulation [26] has shown that vacancy agglomeration is not sufficient in c-Ge to develop pore formation whereas vacancy production in the amorphous phase is favoured due to formation of Frenkel pair-like defects, the 
absorption of the interstitial component and subsequent vacancy clustering. Thus, porosity is only observed in the amorphous phase of Ge and its alloys. 
In terms of the available literature, Wang et al. [27] has also strongly supported the vacancy clustering mechanism, observing, as in the current study, that void nucleation starts near the surface and small voids continue to grow in the amorphous state during irradiation. In some of the first reports of porosity in Ge [1, 13] a vacancy clustering mechanism for void formation at the surface was proposed. Wilson[1]  suggested that subsequent sputter etching may play a role in pore development and Holland and Appleton [13] indicated that the high mobility of vacancies in a-Ge may lead to segregation as voids which intersect the surface. Finally, Mayer and Averback [28] have suggested that strong compressive biaxial stress during irradiation plays a role in the swelling process, consistent with stress-induced viscous flow of a-Ge discussed earlier, although this does not appear to have a strong role as the initiator of pore formation in the current study. Compressive stress and material viscous flow may nevertheless affect the evolving porous structure at the network stage.  We will return to discuss the model for nucleation of porosity later following presentation of the temperature dependent data in Chapter 5 and the capping studies in Chapter 6.  
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4.7 Conclusions 
We have characterised the development of porosity in single-crystal Ge and (c-Si1-x Gex) alloys 
of (100) orientation following ion bombardment with 140 keV Ge- ions with ion fluences up to 1 × 1018 P ions/cm2. The near-surface morphology (and swelling) were investigated using multi-characterization techniques including styles profilometry, XTEM and PVSEM and SAXS.  The initiation of porosity and the evolution of the near-surface microstructure depend strongly on the ion fluence and the stoichiometry of the substrate.  Significant results and new understanding include: i) over the entire stoichiometry range, porosity is only developed once the substrate is rendered amorphous; ii) with increasing Si content in the alloy, the onset of porosity is pushed to higher fluences; iii) porosity is observed for Si contents in the alloy up to 
23% but not higher under the irradiation conditions used; iv) surface expansion (of an amorphous matrix and porous Ge or alloys) can occur as a result of stress induced during ion bombardment and viscous flow; v) the bulk methods of XTEM and SAXS  agree for measurements of pore radius and sidewall thickness whereas the surface sensitive method of 
PVSEM gives significantly different results; and vi) in all cases, the initiation of porosity was observed to occur at the surface of the amorphous alloy above a threshold fluence. This last result strongly suggests that the mechanism for initiation of porosity is via preferential vacancy segregation and clustering at the surface of a-Ge or the amorphous alloy. This aspect is further explored in the following chapters.    
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    Chapter 5 
Temperature Dependence of Pore 
Formation in Ge/Si1-xGex Alloys 
 
As indicated in Chapter 2, the substrate temperature has a significant influence on pore formation in Ge during ion bombardment. Furthermore, the ion mass is a very important factor that can also influence the behavior of pore formation as a function of temperature. For example, Bischoff et al. [1] investigated the temperature dependence in Ge from room temperature to 600 °C by using two ion species, Bi+ and Ga+,  with an energy of 30 keV at a fixed ion fluence of 1 × 1017 ions/cm2 . They found that up to 350 °C there was no change in the pore formation for both ion species. However, as the temperature increased to 400 °C, the Bi+ ion irradiation showed hexagonal ordering into a dot structure in Ge, while for Ga+ ions the Ge structure exhibited an irregular arrangement of isolated holes. Smooth surfaces with no porous structure were observed at 500 °C for both ion species. In addition, Ottaviano et al. [2] studied the temperature effect during irradiation with 100 keV Mn+ ions , and found that a porous structure was inhibited for temperatures > 240 °C. On the other hand, Holland et al. [3] found that implanting heavier ions such as Sn, could not suppress the development of severe surface roughness at LN2T at low fluence of  3 × 1016 ions/cm2 and inferred the onset of porosity. However, the porous structure was suppressed at temperatures > 300 °C. In terms of self-ion irradiation of Ge, Appleton et al. [4] revealed that a porous structure could be suppressed under LN2T implantation to fluences up to 4 × 1015 ions/cm2.  
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The most complete study on the temperature effect on pore formation in Ge using Ge was carried out by Stritzker et al. [5]. They observed swelling in the matrix as a result of porous formation from -80 °C to 200 °C. They furthermore suggested that irradiation-produced vacancies are sufficiently mobile to cluster and form voids during this temperature range. There was no porous structure observed outside of this range. It was suggested that vacancy diffusion and clustering are greatly suppressed in samples implanted at < -80 °C, and hence no porosity occurs.  Above 200 °C, the point defects generated by ion irradiation are highly mobile, vacancies and interstitials readily recombine to suppress amorphisation of the matrix. Only sputter erosion is observed in this temperature range. The porous structure, once formed, is found to be stable even during thermal treatment up to 500 °C [5].  
In this chapter, we investigate in some detail pore formation in self-ion implanted Ge and Si1-x Gex alloys with respect to implantation temperature. As in Chapter 4, the evolution of the morphology due to ion beam modification was investigated using XTEM, PVSEM, surface profilometry, and SAXS techniques. Additionally, Raman spectroscopy was used in certain fluence regimes for phase confirmation. Although, there is basically only one previous study on temperature dependence of pure Ge porosity, the trends in that previous study are consistent with the results in this chapter. In addition, there has been no previous temperature dependent study of porosity in Si1-xGex alloys. Hence, this chapter provides several new results giving considerably new insight into the processes occurring in the initial stages of porous layer formation. SAXS provides data an average pore radii and sidewall thickness which are in good agreement with XTEM data. The results of this study are decidedly more consistent with a vacancy clustering mechanism at the Ge or Si1-xGex surface as the initiator of porosity than a microexplison model. Our data suggest that preferential sputtering and elemental segregation is important in pore formation in the alloys, particularly at elevated temperatures. 
5.1 Results: Temperature Dependence in Ge and Si1-xGex Alloys 
To investigate pore formation in Ge and Si1-xGex alloys as a function of implantation temperature between -180 and 400 °C, one fluence was selected for each material that lead to porosity at room temperature as outlined in Chapter 4. The selected fluences are: 2 ×1016 P ions/cm2 for Ge and 1 × 1017 ions/cm2 for both Si0.17 Ge0.83 and Si0.23 Ge0.77 alloys.  
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The step heights between implanted and unimplanted sample areas are shown in Figure 5.1, and Figures (5.2, 5.5, and 5.6) show PVSEM and XTEM micrographs of Ge and alloy samples implanted at temperatures where swelling (and porosity) is present. Raman spectra are also shown for specific samples to confirm the amorphous and crystalline phases in Ge and the alloys at certain temperatures in Figure 5.3, 5.4, and 5.7. 
  
 
Figure 5.1: Volumetric swelling as a function of implantation temperature for different alloy stoichiometry. 
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Three distinct regimes can be identified for Ge: regime I below -80 °C, regime II between -80 and 240 °C, and regime III above 240°C. Regime I is characterised by negligible step heights of around 10 nm. Presumably, the matrix is amorphous and no pore formation is present as confirmed by XTEM as shown in Figure 5.2 (a, e). At LN2T implantation even at a high fluence of 1 × 1017 ions/cm2, almost one order of magnitude higher ion fluence than in Figure 5.1, no porous structure is observed, just a continuous amorphous layer is apparent. Regime II starts with a dramatic increase in step height from 20 nm to approximately 130 nm between -80 and 0 °C. The step height then plateaus at about 130 nm between 0 and 180 °C before it decreases again to about 30 nm at a temperature of 240 °C. Figure 5.2 (b-d) confirms the presence of a large number of small pores observed by PVSEM across the whole temperature range in regime II, with the pores appearing to slightly increase in size with increasing temperature. The XTEM micrographs (see Figure 5.2 (e-h)) show that the thickness of the porous layer increases for a temperature of 175 °C (compared to -60 °C), and then decreases again for a temperature of 240 °C, consistent with the step height measurements. Also, the underlying amorphous layer decreases in thickness at elevated temperature.  
                   
 
 
Figure 5.2: PVSEM and XTEM images for selected samples in Ge irradiated at different temperature. (a, e) 1 × 1017 ions/cm2 in Ge implanted at -180 °C. (b, f) 2 × 1016 ions/cm2 in Ge implanted at -60 °C. (c, g) 2 × 1016  ions/cm2 in Ge implanted at 175 °C. (d, h) 2 × 1016  ions/cm2 in Ge implanted at 240 °C. The scale bar is the same for all PVSEM and XTEM images. 
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In regime III, no significant step height is measurable. In this case, the matrix remains crystalline as shown by Raman spectroscopy in Figure 5.3. A green laser was mostly used in this work which provides the best sensitivity for near surface crystallinity. It is clear that, increasing the implantation temperature in Ge to 250 °C, the matrix remains crystalline with a single c-Ge peak at 300 cm-1, and hence the irradiated layer does not show a porous structure. Comparing this peak with that of unimplanted c-Ge, the sample implanted at higher temperature shows a broadened crystal Ge peak, indicating that the implantation has induced a level of crystalline defects that act to broaden the main c-Ge Raman peak. This temperature dependence of Ge is consistent with Stritzker et al. [5], although the previous work did not show details of the evolving microstructure with temperature. Despite the fact that the implantation conditions are different to those of Stritzker et al., pore formation occurs in a similar temperature range.  
 
 
 
 
 
 
 
 
 
 
 
 
 The Si0.17 Ge0.83 alloy exhibits a slightly different temperature behaviour to that of Ge as shown in Figure 5.1. Clearly, higher fluence is needed to produce pores in Si1-x Gex alloys as the Si content increases. Three distinct regimes can be defined as before: regime I covers temperatures below -60 °C, where no porous structure is observed, instead a continuous 
Figure 5.3: Raman spectra for self-ion implantation of Ge of  𝟐𝟐 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2 implanted at 250 °C and unimplanted c-Ge. 
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amorphous layer (Figure 5.4 and 5.5) with some sputter erosion. This is followed by regime II between -60 and 300 °C, and finally regime III at temperatures above 300 °C. Similar to Ge, no pore formation is present in regimes I and III. Both of these regimes are characterised by negligibly small step heights. While the matrix in regime I is rendered amorphous, it remains crystalline in regime III, as shown by the Raman spectrum for the 350 °C case in Figure 5.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 Porosity is observed in regime II, which can be divided into two sub-stages IIa between -60 and 140 °C and IIb between140 and 300 °C. After a steep increase in step height from about 20 to 60 nm, the step height plateaus at around 50 to 60 nm in stage IIa. The step height then drops to approximately 30 nm at the higher temperatures of stage IIb. Even though the step height is reduced by a factor of 2 from stage IIa to IIb, pore formation can still be observed as shown in the PVSEM and XTEM micrographs of Figure 5.5 (a-f). Whereas this drop in step height may be indicative of a different thickness of the porous layer (see Figure 5.5 (e, f)), preferential sputtering and segregation of Si and Ge could play a role at the higher temperatures. For example, note that the thickness of the porous layer at 150 °C appears to be non-uniform (Figure 5.5 (e)) and this could be a result of segregation and preferential sputtering, as we discuss later. At 300 °C, at the transition to regime III, pore formation is 
 
Figure 5.4: Raman spectra for Si0.17Ge0.83 implanted with Ge of ion fluence  𝟏𝟏 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2 implanted at LN2T and 350 °C. 
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clearly observed (Figure 5.5(c, f)) but the underlying matrix exhibits both amorphous and defective crystalline areas. This pore formation is surprising at 300 °C as porosity is not observed for pure Ge, an issue we also discuss later. In Figure 5.5(d-f) it is noticeable that the amorphous layer thickness decreases as the temperature increases, whereas the thickness of the porous layer increases with temperature and finally decreases at the higher temperatures, consistent with the behaviour for pure Ge. Furthermore, the pore size increases slightly with increased temperature and this is also consistent with the Ge behaviour. 
     
              
 
Figure 5.5: PVSEM and XTEM images for selected samples in Si0.17Ge083 alloy irradiated at different temperature. (a, d) 1 × 1017  ions/cm2 in Si0.17Ge083 implanted at -60 °C. (b, e) 1 × 1017 ions/cm2 in Si0.17Ge083 implanted at 150 °C. (c, f) 1 × 1017ions/cm2 in Si0.17Ge083 implanted at 300 °C. The scale bar is the same for all PVSEM and XTEM images.  
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A somewhat different temperature behaviour to Ge and Si0.17 Ge0.83 can be found in the Si0.23 Ge0.77 alloy. Indeed, the PVSEM and XTEM images in Figure 5.6 indicate structures that differ markedly from that of Ge and Si0.17 Ge0.83 materials. The negative surface height in Figure 5.1 for Si0.17Ge0.83 clearly shows that sputtering plays a major role across all the temperature ranges for a fluence of 1 × 1017 ion/cm2. Up to a temperature of 200 °C (regime I), no pores can be observed, instead a continuous amorphous layer is observed with some surface roughness as shown in the PVSEM and XTEM micrographs in Figure 5.6(a, d) and the Raman spectrum in Figure 5.7. Despite the fact that constant sputter erosion is observed by the step height of around -50 nm, and no porous structure at a fluence of  1 × 1017 ions/cm2, we note that a clear porous structure is formed at a higher fluence of 2 × 1017  ions/cm2 at room temperature as shown previously in Figures 4.4(g) and Figure 4.8(g). The absence of clear porosity in stage I in Figure 5.1 may be due to the fact that the fluence of 1 × 1017 ions/cm2 is not high enough in this temperature region to initiate full porosity.   
At 100 °C, the very early stages of pore formation can be observed by PVSEM as occasional voids observed at the surface (see Figure 5.6(a)), presumably formed via vacancy clustering at the sample surface. This topography is also conceivably associated with the sputtering effect that was measured in the step height at this stage. This surface topography initiation was also shown by Darby et al. [6] and supports the suggestion of a surface nucleation mechanism of void formation. Regime II ranges from 200 to 250 °C, where a thin and somewhat normal porous layer is observed as shown in Figure 5.6(b, e).  Note that there is a slight increase in sputtering between 200 and 250 °C compared to that of regime I. In regime III (> 250 °C), no porous structure is observed but an unusual surface topography, possibly due to segregation of Si and Ge and preferential sputtering effects. Even though there is still some surface topography in the PVSEM image at 400 °C, as shown in Figure 5.7, the Raman spectrum shows the matrix is crystalline. Despite more than a factor of two reductions in sputtering between regimes II and the crystalline regime III, a surprising and unusual pore formation is present as shown in Figure 5.6(c, f). However, the pore-like layer is now extremely thin and the surface morphology (Figure 5.6 (c)) is very different to the well-defined pore structure of Ge and Si0.17 Ge0.83 cases. Again Si and Ge segregation and preferential sputtering may play a role in the evolution of such structures in Si0.23Ge0.77 at high temperatures, as discussed later.  It can also be noted that the thickness of the amorphous layer decreases with increasing temperature, as before, but the thickness of the porous layer is roughly similar (Figure 5.6(e, f)), which is quite different to the other materials and may support the fact that thermal segregation and 
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sputtering effects play a strong role in microstructure development for high Si content alloys, as discussed below.  
Finally, it is important to highlight that Ge and its alloys all show an amorphous structure at lower fluences before pore formation begins but the amorphous layer thickness decreases with increasing temperature.  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 5.6: PVSEM and XTEM images for selected samples in Si0.23Ge0.77 alloy irradiated at different temperatures. (a, d) 1 × 1017   ions/cm2 in Si0.23Ge0.77 implanted at 100 °C. (b, e) 1 × 1017  ions/cm2 in Si0.23Ge0.77 implanted at 200 °C. (c, f) 1 × 1017   ions/cm2 in Si0.23Ge0.77 implanted at 300 °C. The scale bar is the same for all PVSEM and XTEM images. 
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5.2 SAXS Analysis of Porous Structure in Ge / Si1-xGex Alloys: 
Temperature Dependence 
As in the previous chapter, SAXS has been used in this chapter to obtain quantitative measurements of the pore radius and sidewall thickness for irradiated Ge and Si0.17Ge0.83 alloy as a function of the irradiation temperature. The results from SAXS, PVSEM and XTEM are summarised in Table 5.1 and the SAXS data are shown in Figure 5.8. 
  
 
Figure 5.7: Raman spectra for Si0.23Ge0.77 implanted with Ge of ion fluence 𝟏𝟏 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2 implanted at LN2T and 400 °C. The PVSEM image in the inset shows the onset of a porous-like structure for Si0.23Ge0.77 implanted at 400 °C. 
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SAXS 
 1 1×10
1
6 
 
70 
6.6±1.5 
27.4±0.3 
24±9.8 
18±2.2 
10.7±0.2 
9±1.7 
4.3±0.7 
150 
8±2.3 
28.5±0.6 
26±6.9 
18.3±2.8 
11.5±0.2 
10.4±2 
5.2±0.9 
200 
9.3±3 
31.7±0.4 
- 
19.4±2.2 
12±0.2 
- 
4.9±0.8 
 
0.83 1×10
1
7 
 
50 
- 
27±0.5 
25.3±15.2 
- 
10.1±0.2 
11.3±3.1 
2.6±0.2 
70 
11±3.9 
30.8±0.6 
- 
18.3±2.7 
10.7±0.2 
- 
5.9±0.2 
200 
12±5.2 
33.5±0.3 
28.3±15.2 
20.7±2.7 
12.9±0.2 
12.8±3.9 
3.3±0.4 
 Table 5.1: SAXS and TEM results of pore radii and sidewall thicknesses at different implantation temperatures for Ge and 
Si0.17 Ge0.83 . The error bars arise directly from the fitting of the SAXS data. 
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Figure 5.8 shows SAXS scattering intensities and the pore radii and sidewall thicknesses for Ge implanted with 1 × 1016 ions/cm2 at 70, 150, and 200 °C, and Si0.17Ge0.83 implanted with 1 × 1017 ions/cm2 at 50, 70, and 200 °C (c, d). Clearly, there are distinct broad oscillations observed in the scattering intensities corresponding to the nanoporous structures, similar to those previously shown in Chapter 4. It is apparent that the oscillations shift to lower q with increasing temperature for both Ge and the Si0.17Ge0.83 alloy. This indicates that the pore radius and sidewall thickness are increasing somewhat with increasing temperature. The mean pore radius and sidewall thickness shows good agreement between SAXS and TEM as plotted in Figure 5.8(b, d) for Ge and Si0.17Ge0.83. The pore radius increases with increasing temperature from 23.5 at RT to 31 nm at 200 °C, and the sidewall thickness also appears to increase slightly by ~2 nm from 9.8 to 12 nm between implantation at RT and 200 °C for Ge. In Si0.17Ge0.83, a similar trend is observed with an increase in the pore mean radius from 21.4 to 33 nm and in the sidewall thickness from 10.2 to 12.9 nm between RT and 200 °C. For both Ge and the Si0.17Ge0.83 alloy, pore radii were shown to clearly increase with increasing temperature by the PVSEM images (Figure 5.2 and 5.5) in the previous section. However, for Ge the scale of the increase from PVSEM and XTEM/SAXS (Figure 5.8) is roughly similar but the magnitude of pore dimensions between PVSEM and XTEM/SAXS is different, with the former up to 30 % larger. In the case of Si0.17Ge0.83 alloy, similar differences between PVSEM and XTEM/SAXS are obtained but the trends with increasing temperature are similar. Again, PVSEM data for the magnitude of pore radius and sidewall thickness do not agree well with XTEM and SAXS data (Figure 5.8) with increasing temperature, presumably indicating the difference between pore dimensions at the surface and subsurface. Nevertheless, it is clear that there is an increase in both pore radius and sidewall thickness with increasing temperature in XTEM, SAXS, and in most cases in PVSEM. It is possible to explain this temperature dependent behavior in terms of the increased diffusivity of both vacancies and interstitials with increasing temperature. As discussed later, we expect larger sidewalls and pore radii to be a result of enhanced defect diffusion at elevated temperature, partly as a result of enhanced Ostwald ripening effects. This is consistent with previous investigations on GaSb that showed that the size of the structural features in the porous material depended on the implantation temperature [7]. 
  
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           139 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.3 Surface Topography in the Si0.35Ge0.65 Alloy 
In the case of Si0.35Ge0.65 alloy, we do not observe porosity under irradiation at room temperature as we discussed in Chapter 4, even at an extremely high fluence of 5 × 1017 ions/cm2. As we noted in lower Si content alloys, the formation of porosity in the alloys is pushed to higher fluence. Also, at elevated temperatures, as we saw in the previous section the alloys develop a surface topography under irradiation that is thin and not a normal porous structure. Therefore, we have irradiated Si0.35Ge0.65 alloy (i.e. an even higher Si content 
 
Figure 5.8: Scattering intensities from porous structures in (a) Ge, and (c) Si0.17Ge0.83, implanted with 140 keV Ge ions at elevated temperatures after background removal as a function of scattering vector q. The solid lines are the corresponding fits to the core-shell cylindrical model. (b) Pore radius and sidewall thickness in Ge as a function of implantation temperature, (d) pore radius and sidewall thickness in Si0.17Ge0.83 as a function of implantation temperature. 
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material) at higher temperatures between 200 to 400 °C with one selected high fluence of 2 × 1017  ions/cm2 to determine if there is surface topography development. Figure 5.9 (a-c) clearly shows that there are occasional porous-like structures that developed at elevated temperatures between 250 and 400 °C under implantation (labelled first case). We have repeated the irradiation at the same fluence and temperature in Figure 5.9(d-f) (labelled second case) in order to examine reproducibility.  
Surprisingly, the surface topography structure was irreproducible as it appeared sometimes and not at other times. Interestingly, we found that there is a different topography from one part of the implant area to another. The nature of the topography suggests preferential element segregation and sputtering effects (see Figure 5.9 (b, f). It is clearly not reproducible and is laterally non uniform when we produce it. We selected two different temperatures (at 250 and 400 °C) from the first attempt samples and investigated the subsurface structure under XTEM. Figure 5.10 shows the formation of a porous-like structure which is a little similar to the one in Ge and its alloys. Note that, surprisingly, the matrix has turned amorphous despite the high temperature of 400 °C. The thickness of the porous-like layer increases with increasing temperature from 50 to 100 nm. In addition, the amorphous layer decreases with increasing temperature, as a result of annealing effects, from 120 to 50 nm. Moreover, there was an underlying defective crystal structure observed and this increase in thickness with increasing temperature from 30 and 100 nm. Finally, under all cases for this alloy we do not observe a normal porous layer formed through vacancy agglomeration: instead it appears to be a porous-like structure formed by surface topography changes due to oxidation and sputtering during irradiation, as we describe in the following. 
  
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           141 
 
 
 
 
 
                   
 
Figure 5.10: XTEM images for one selected fluence of 𝟐𝟐 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏  ions/cm2 implanted in Si0.35Ge0.65 at (a) 250 °C; (b) 400 °C. 
Figure 5.8 : PVSEM images of Si0.23Ge0.65 alloy implanted with 140 keV Ge- at different temperatures (a, d) at 250 °C; (b, e) at 350 °C; (c, f) at 400 °C for both early and late implant at ion fluence of 2 × 1017 ions/cm2. 
 
 
Figure 5.9 : PVSEM images of Si0.23Ge0.65 alloy implanted with 140 keV Ge- at different temperatures (a, d) at 250 °C; (b, e) at 350 °C; (c, f) at 400 °C for both early and late implant at ion fluence of 2 × 1017 ions/cm2. 
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           142 
 
 
It is somewhat difficult to understand the above behaviour. It may be related to the fact that native oxide in this high Si content alloy is playing a strong role in modifying sputtering and also contributing to amorphoisation at 400 °C as outlined below. There are several possible processes that may be contributing. Firstly, preferential sputtering (of Ge over Si) in the alloy and near-surface elemental segregation at elevated temperatures is one possible reason for this odd surface formation. However, such processes also occur to some extent in lower Si content alloys such as Si0.23Ge0.77, where unusual surface topography was also observed at elevated temperatures. In addition, at elevated temperatures the formation of a native oxide on Si is enhanced, and if the surface is irradiated under poor to moderate vacuum, a thick native oxide may be sustained despite sputtering. Indeed, in Si device processing the continual growth of oxide during high flux and high fluence implantation (under moderate vacuum) is used to reduce sputtering and retain a higher amount of dopant [8]. In our case, it was difficult to keep the vacuum below the 10-6 Torr range and such surface oxidation in high Si content alloys may be expected. Hence, the variable vacuum and irradiation conditions may lead to changes in the native oxide thickness and integrity. Thus, we believe that the irreproducibility of the surface structures for the Si0.35Ge0.65 alloy arose from such inconsistent oxidation during implantation. Indeed, in regions on the sample where the oxide remains intact, sputtering will be reduced (see Chapter 6) and when the oxide is ruptured, much higher sputter will occur and surface topography can develop in the alloy. Therefore, we believe that the unusual surface topography and non-reproducibility in the Si0.35Ge0.65 alloy results from such oxidation effects at elevated temperatures. We also note the lower than expected sputter erosion in regime III for the alloys in Figure 5.1 and suggest that this effect is also caused by contained development of a native oxide during irradiation.  One last point to discuss is why there is a-layer at elevated temperatures? We believe that the explanation also relates to oxidation during irradiation. If a thick native oxide is preserved during irradiation, there will be considerable atomic mixing between oxide layer and the underlying substrate, with recoil implantation of O into the underlying alloy. It is well known that O in Si markedly retards crystallisation of a-Si and stabilises the amorphous phase [9, 10]. Hence, we suggest that the surprising presence of an a-layer in the Si0.35Ge0.65 alloy at 250 °C and even at 400 °C relates to this effect. 
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5.4 Discussion 
With regard to the temperature dependence of porosity in Ge, the results of this study are generally consistent with the available literature. The temperature dependence can be conveniently divided into three regimes: i)  an amorphous layer but no porosity at < -80 °C; ii) porosity between -80 and 240 °C; iii) no amorphous layer or porosity above 240 °C. This is similar to the behaviour of Stritzker et al. [5] but the current data contains more detail of the microstructural development revealed by PVSEM, XTEM and SAXS such as an increasing pore size and sidewall thickness with increasing temperature, a porous layer that is characterised by large swelling and initially grows thicker with increasing temperature, but then decreases in thickness as the amorphous layer’s thickness decreases at higher temperatures. It is interesting that porosity appears (from XTEM micrographs at lower fluences) to initiate at or close to the surface of a-Ge. We suggest that the temperatures of regime I are too low for significant vacancy diffusion in the amorphous phase under irradiation; therefore, vacancy clustering and void formation cannot take place. At the other end of the temperature scale in regime III, the sample near-surface is not rendered amorphous, and the high mobility of vacancies and interstitials causes defect recombination and annihilation. In regime II, XTEM/PVSEM images give a strong indication that porosity first develops at the surface in a-Ge then progressively moves deeper into the a-Ge layer. This behaviour is discussed later in relation to the mechanism of porous initiation. 
With regard to the alloys, although they show roughly three temperature regimes similar to Ge, the detail of the temperature dependence is markedly different. For Si0.17Ge0.83, the magnitude of the step height (swelling) is much smaller than for Ge and similarly the porous layer thicknesses are smaller. For Si0.23Ge0.77, sputter erosion is prominent but porosity can still occur but is much thinner than in either Ge or Si0.17Ge0.83 material. However, a thin porous-like layer persists to much higher temperatures than for Ge or Si0.17Ge0.83. As we discuss below, such odd behaviour may be a result of preferential sputtering and associated segregation of Si and Ge at the near-surface. Whereas the lower threshold temperature for porous formation of Ge and Si0.17Ge0.83 are both around -80 °C, it would that the appearance of pore-like behaviour occurs at much higher temperatures for the Si0.23Ge0.77 case (> 100 °C) and for the Si0.35Ge0.65 alloy. One likely explanation could be that higher fluences are needed to induce porosity (e.g 2 × 1017 ions/cm2 at room temperature (Figure 4.8(g)) for the Si0.23Ge0.77 alloy. However, the upper temperature limit for porosity in the alloys and the quite different 
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surface morphology to that in Ge may suggest that different mechanisms for developing surface topography are emerging in higher Si content alloys, as discussed below. 
We noted earlier that, despite differences in the magnitude of pore dimensions depending on the technique used to measure them, there is increase in both pore radius and sidewall thickness (as measured from PVSEM, XTEM and SAXS) with increasing temperature. This observation can be explained in terms of increased defect diffusivity at elevated temperatures as might be expected. For instance, void/pore volume can increase by enhanced vacancy diffusion and associated Ostwald ripening of the open volume. As a consequence, interstitials remaining in the sidewall can add to its thickness.  
It is now of interest to discuss the possible reasons for some large differences between the alloys and Ge in terms of the several (often competing) factors involved with the surface morphology evolution. For instance, in pure Ge the swelling is much larger than the alloys, and the step height throughout the entirety of region II (temperature dependence) is consistent with the saturation level in Figure 4.10. Swelling always competes with sputtering, but the latter is negligible in the case of porosity in Ge [5]. In this case, swelling is large and dominates any sputter erosion. Indeed, the microstructure is such that sputter erosion of the porous layer itself appears to be much suppressed with respect to normal sputtering of a flat Ge substrate, as we discuss below. However, in the case of the alloys, the swelling is much less and may not dominate sputter erosion in all temperature regimes. Preferential sputtering and segregation of Si and Ge atoms in the near-surface may become important in the alloys, both at room temperature and at elevated temperatures where swelling is comparable to the level at room temperature (see Figure 5.1 and compare with the scale of the step height in Figure 4.10). Although it is expected that the average sputtering rate of the alloy decreases as the Si content increases (see Table 3.2 in Chapter 3), it is impossible to theoretically calculate it when both surface segregation and preferential sputtering of Ge over Si occurs and a porous structure develops (see Figure 5.2 (g) and compare it with Figure 4.8 (f)). For example, when ion bombardment occurs on a thin porous layer, such as in Figure 5.5(f), some of the beam may penetrate deeply and sputter the underlying a-layer which can then be redeposited on the pore walls, but the rate of sputter erosion of the walls could be either quite high if it is Ge rich or low if Si rich. In contrast, as shown in Figure 5.5(e), beam penetration through, and sputtering of, a columnar porous structure might result in low loss of material as the major sputtering will occur on the underlying a-layer which is well separated from the porous surface, giving rise to large redeposition on the walls. It is thus clear that the porous structure 
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itself, surface segregation of Ge and Si, and preferential sputtering in a developing porous structure could all play a role in alloys where swelling is smaller than in Ge. This raises an analogous issue that is related to the inhomogeneity of sputtering at the surface. Bischoff et al. [1] have demonstrated that the volumetric swelling related to pore formation is dominated by sputtering in the case of Bi+ implanted Ge at high fluences between 1 × 1016  to 1 ×1017ion/cm2, where Bi segregation (and preferential sputtering) can occur. The effect of such non-uniform surface segregation and associated sputtering also seems to be an important part for the mechanism of ‘pore’ formation in alloys in the current work. For example, the drop in the volumetric swelling from stage I to II in Si0.17Ge0.83 and increased sputtering from stage IIa to IIb in Si0.23Ge0.77 alloys are effects that are conceivably the result of temperature-dependent preferential sputtering and/or to the preservation of a native oxide during irradiation at elevated temperatures. Thus, these processes could be the major contributor to a thin porous-like layer rather than a layer formed by vacancy clustering and voids formation at elevated temperatures. For example, at the highest temperatures for the alloys (> 250 °C) a thin porous layer is often observed and the mechanism for such a ‘porous’ structure may be related to preferential sputtering and development of extreme surface topography at high fluences (see Figure 5.6(f)). Indeed, Darby et al. [6] also suggested that there are different factors determining the surface morphology in addition to void formation that include sputtering, volumetric swelling and ion beam annealing.  Sputtering and its effect on developing non-uniform surface topography is also very important in alloys. We attempted to investigate elemental segregation and preferential sputtering by using Energy Dispersive Spectroscopy (EDS) during PVSEM and XTEM electron microscopy, but because the size of probe beam was possibly large compared with elemental segregation islands, it was not possible to observe lateral changes in Si and Ge composition. Thus, the EDS probe we used has insufficient sensitivity and resolution for nanoscale composition changes likely to be present in irradiated alloys. However, we believe that preferential sputtering and sputter erosion of surfaces containing oxygen are playing important role in the alloys, particularly at elevated temperatures.  
Another important factor that could affect the surface morphology is the reduction of amorphous thickness at elevated temperatures (Figure 5.2 (h), Figure 5.5(f), Figure 5.6(f)) since the development of porosity first requires an amorphous layer to form.  This could again occur as a result of several competing effects. As the temperature increases, the matrix will experience dynamic defect annealing and a higher fluence would be needed to form an 
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amorphous layer that is also thinner than at lower temperatures [11]. Sputter erosion will be more significant prior to initiation of a porous structure and this effect, as well as the thinner a-layer, can result in a thinner porous layer. In addition, preferential sputtering may begin to develop surface topography prior to any porosity developing via vacancy agglomeration in the alloys at elevated temperatures. 
Another issue of importance relates to the different amorphisation kinetics of Ge and its alloys at elevated temperature. Although,  Haynes and Holland [12, 13] suggested that the higher Si content in the matrix makes alloys difficult to amorphise, we observe that this is not the case in this study as there is an a-layer forming at higher temperatures in the alloys. We believe this occurred as result of preserving a native oxide layer of lower sputter erosion rate during implantation due to poor vacuum at the implantation conditions used. Consequently, significant atomic mixing between O layer and the recoil implantation occurs in the underlying alloy and hence raises the amorphisation threshold.  
With regard to the two mechanisms introduced earlier for porosity development, that is vacancy clustering and the so-called ‘microexplosion’ effect, the latter may have a role to play in initiating a large number of vacancies, but the data in the current work in Ge and its alloys is much more consistent with the vacancy clustering model as we discussed in Chapter 4. The temperature-dependent data of this chapter further support this conclusion. First, it is noticeable that pore formation in every single case is always observed to nucleate at the surface. Furthermore, the surface nucleation effect is particularly evident at elevated temperatures (see Figure 5.6(a, d)). Thus, it would appear that, no matter what the implant temperature, vacancy agglomeration will first occur near the surface. However, there is also a further type of porous-like structure developed at elevated temperature in Si-rich alloys that appears not to be related to vacancy clustering but to the development of elemental segregation, surface topography related preferential sputtering and possibly contaminated growth of a nature oxide during irradiation under poor vacuum. 
5.5 Conclusions 
To conclude, our results on the temperature dependence of porosity in Ge are generally consistent with the prior literature but with some significant new findings. For example, it is significant that, over the entire temperature range (not only in Ge but in alloys as well), porosity is only developed once the substrate is rendered amorphous. We have observed from 
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           147 
 
 
SAXS and XTEM that pore radii and sidewall thickness increase above RT, presumably as a result of enhanced defect diffusion and Ostwald ripening effects. In addition, we observe a near-surface microstructure in high Si content alloys at higher temperatures that differs markedly from the well-defined pore structure for Ge and the alloys at lower temperatures. This suggests that surface segregation of Ge and Si in the alloys and preferential sputtering of the alloy may play a major role in topography evolution in such cases. Finally, our results of this chapter strongly suggest that vacancy clustering and void formation at the surface in an amorphous matrix is the major mechanism for a well-developed porous structure rather than a ‘microexplosion’ mechanism, consistent with the results of Chapter 4. 
  
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           148 
 
 
References 
[1] L. Bischoff, W. Pilz, and B. Schmidt, "Amorphous solid foam structures on germanium by 
heavy ion irradiation," J. Appl. Phys., vol. 104, pp. 1153-1158, 2011. 
[2] L. Ottaviano, A. Verna, V. Grossi, P. Parisse, S. Piperno, M. Passacantando, et al., "Surface 
morphology of Mn+ implanted Ge (100): a systematic investigation as a function of the 
implantation substrate temperature," Surf. Sci., vol. 601, pp. 2623-2627, 2007. 
[3] O. W. Holland, B. R. Appleton, and J. Narayan, "Ion implantation damage and annealing 
in germanium," J. Appl. Phys., vol. 54, p. 2295, 1983. 
[4] B. R. Appleton, O. W. Holland, J. Narayan, O. E. Schow, J. S. Williams, K. T. Short, et al., "Carachterization of damage in ion-implanted Ge " Appl. Phys. Lett., vol. 41, pp. 711-712, 1982. 
[5] B. Stritzker, R. G. Elliman, and J. Zou, "Self-ion-induced swelling of germanium," Nucl. 
Instrum. Methods Phys. Res., Sect. B., vol. 175, pp. 193-196, 2001. 
[6] B. L. Darby, B. R. Yates, N. G. Rudawski, K. S. Jones, A. Kontos, and R. G. Elliman, "Insights for void formation in ion-implanted Ge," Thin Solid Films., vol. 519, pp. 5962-5965, 2011. 
[7] S. Kluth, J. F. Gerald, and M. C. Ridgway, "Ion-irradiation-induced porosity in GaSb," Appl. 
Phys. Lett., vol. 86, p. 131920, 2005. 
[8] J. England and S. Ruffel, "Private communication," ed. 
[9] G. Olson and J. Roth, "Kinetics of solid phase crystallization in amorphous silicon," 
Materials Science Reports, vol. 3, pp. 1-77, 1988. 
[10] E. Donovan, F. Spaepen, D. Turnbull, J. Poate, and D. Jacobson, "Calorimetric studies of 
crystallization and relaxation of amorphous Si and Ge prepared by ion implantation," J. 
Appl. Phys., vol. 57, pp. 1795-1804, 1985. 
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           149 
 
 
[11] B. L. Darby, B. R. Yates, N. G. Rudawski, K. S. Jones, and A. Kontos, "Self-implantation 
energy and dose effects on Ge solid-phase epitaxial growth," Nucl. Instrum. Methods Phys. 
Res., Sect. B, vol. 269, pp. 20-22, 2011. 
[12] T. Haynes and O. Holland, "Damage accumulation during ion implantation of unstrained 
Si1− xGex alloy layers," Appl. Phys. Lett., vol. 61, pp. 61-63, 1992. 
[13] M. Vos, C. Wu, I. Mitchell, T. Jackman, J. M. Baribeau, and J. McCaffrey, "Selective 
amorphization of ion-bombarded SiGe strained-layer superlattices," Appl. Phys. Lett., vol. 
58, pp. 951-953, 1991. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 5: Temperature Dependence of Pore Formation in Ge/Si1-xGex Alloys           150 
 
 
 
 
    Chapter 6 
The Influence of Capping Layer 
on Pore Formation in Ge/Si1-xGex 
Alloy 
 
As we discussed in Chapters 4 and 5, porosity in Ge is observed to occur during Ge- ion implantation into crystalline Ge over a range of temperatures (-80 to 240 °C) at quite moderate implant fluences, resulting in significant volumetric swelling of amorphous porous layers [1-3]. Although deleterious for many microelectronic applications, especially applications which rely on doping Ge by ion implantation, such  nanoporous structures with nm scale can have wide applications including in lithium ion batteries as an anode [4], in gas sensors [5], in thermoelectric applications [6] and even in specific optoelectronic applications [7].  Most previous studies on porosity in irradiated Ge have focused on the evolution and understanding of porous structures quantitatively and qualitatively. Up until now, few studies have focused on studying the suppression of a porous structure. Generally, based on literature, porosity is often suppressed by liquid nitrogen implantation (LN2T) for most heavy ion implant species. Holland et al. [8]. found that implanting Bi+ into Ge at LN2T could suppress pore formation at fluences up to 4 × 1015 ions/cm2. Stritzker et al. [2] also observed that a porous structure was eliminated at LN2T for self-ion implantation of Ge even at high fluences of up to 1 × 1017 ions/cm2. This current work, as we demonstrated in Chapter 5, also supports this latter conclusion for self-ion irradiation of both Ge substrates and Si1-xGex alloys. Figure 6.1(a) shows clearly, that no porous structure is observed even after self-ion 
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implantation of Ge with 140 keV Ge- ions at an extremely high fluence of 1 × 1017 ions/cm2. This figure shows a thick a-layer was formed of about 181 nm. However, for some ion species porous structures or surface microstructural features have been observed in Ge even at LN2T. For example, Holland et al. [8] detected blackening on the  surface at a fluence of 3 ×1016 ions/cm2 when implanting with 120 keV Sn+ ions, which is indicative of structural changes in Ge, but they did not show any TEM images of the microstructure. Similarly, recent work by Tran et al. [9] observed porous structures by implanting 100 keV Sn+ ions with fluences between 2.5 × 1016 and 5 × 1016 ions/cm2 at LN2T. This is consistent with the finding of Bruno et al. [10], who observed a honeycomb-like structure for Sb implanted Ge at LN2T to a fluence of 6.4 × 1015 ions/cm2 at 50 keV. Clearly, these reports show that for some heavy ion species, LN2T bombardment does not suppress porosity.  Although many studies focused on investigating the evolution of porosity under ion bombardment, there have been few previous studies in terms of methods to suppress porosity. Appleton et al. [11] revealed that the free surface of Ge is not necessary for initial void nucleation after coating the surface with an Al film of ~80 nm and then implanting 230 keV Ge+ ions at room temperature with a fluence of 2 × 1016 ions/cm2. They observed that a porous structure still formed underneath the cap layer and concluded that the initial crater formation is not a sputtering process as suggested by Wilson [1], but relates to vacancy agglomeration at the Ge surface under a cap. In addition, Janssens et al. [12] also deposited a thin SiO2 film on the surface prior to implantation at room temperature with Sb, As and Ga ions at keV energies. At fluences between 1 × 1015 and 3 × 1015  ions/cm2 they found that subsurface void formation and porosity cannot be suppressed for Sb ions by using a cap layer, but no porous structure was observed for As and Ga ions, although it was unclear whether porosity occurred for Ga and As ions without a cap. They also suggested that voids form as a result of vacancy clustering, not sputtering, and thus the Ge expands beneath the oxide layer. Although not specifically examining a cap layer on Ge for suppression of porosity, Darby et al. [13, 14] examined the effect of ion bombardment of deposited Ge layers on both Ge and silicon dioxide (SiO2). They found that an evaporated Ge film onto thermally grown layers of SiO2, results in the formation of a normal columnar (porous) structure under ion irradiation, whereas in sputtered Ge films voids develop and expand isotropically. The specific location of the nucleation sites for pore formation is likely to cause this change in morphology. Interestingly, in both sputtered and evaporated films it was found that a thin layer of 
 Chapter 6: The Influence of Capping Layer on Pore Formation in Ge/Si1-xGex              153 
 
 
continuous a-Ge of ~ 8 nm thickness, which was devoid of pores, formed on top of the porous structure.  
 Surprisingly, in light of these previous room temperature studies with a capping layer, where porosity was still observed, Tran et al. [9] found that a capping layer of 20 nm thick SiO2 prior to implantation at LN2T with 120 keV Sn+ ions for ion fluence of 3 × 1016    ions/cm2 completely suppressed the porous structure. Presumably, the different implant temperature is responsible for this favorable result, which was thought to be a result of low mobility of point defects in this low temperature regime, combined with the behavior of a cap layer as an obstacle for vacancy clustering, thus preventing pore formation. We illustrate this behaviour in Figure 6.1, through XTEM images for  Ge bombarded with Ge- and Sn+ ions at LN2T, including the use of a SiO2 cap prior to Sn ion bombardment. Self-ion implantation of Ge at LN2T, even for fluences up to 1 × 1017 ions/cm2, produces a thick a-Ge layer but no pore formation as shown in Figure 6.1(a). In contrast, LN2T does not suppress the porous structure when implanting Sn with a lower fluence of  3 × 1016 ions/cm2, as can be seen in Figure 6.1(b).  
 
 
 
 
   
 
Figure 6.1: XTEM images of Ge implanted with Sn and Ge ions at LN2T with and without a SiO2 cap layer. (a) 1 × 1017 ions/cm2  with 140 keV Ge- ions without a cap layer; (b) 3 × 1016 ions/cm2 100 keV Sn+ ions without a cap; (c) 3 × 1016 ions/cm2  120keV Sn+ ions with a SiO2 cap layer ; in (c) the cap layer has been removed prior to the XTEM analysis. The scale bar is the same for all XTEM images. 
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In this case, the top 2/3rd of the a-Ge layer contains large columnar pores that intersect the surface, which is consistent with typical porosity microstructure in irradiated Ge [8], as shown in Chapters 4 and 5. In contrast, capping the surface with a SiO2 layer of 20 nm thickness prior to implantation totally eliminated pore formation at LN2T at the same Sn fluence as shown in Figure 6.1(c). The implant energy of the Sn ions was slightly higher to account for energy loss due to penetration through the cap layer. However, a band of small voids is observed in the a-Ge layer at approximately 60 nm below the oxide interface (roughly at the middle of the amorphous layer), which is around twice the depth of maximum energy deposition. This void depth is surprising since it is well beyond the depth of maximum vacancy production at less than 20 nm. In any case, there is no tendency for vacancies to migrate and agglomerate at the surface (interface) as has been found for the uncapped case. Comparing the Ge and Sn behaviour at LN2T for uncapped samples, the heavier Sn ions cause pores to form whereas Ge ions do not. The understanding of this behaviour in terms of the effect of higher nuclear energy loss and/or chemical effects in the case of Sn is treated in the discussion section. Indeed, differences between the porous behaviour of the two ion species and the effect of a cap on the data of Figure 6.1 were the motivations for the current study. 
In this chapter, we focus on examining the effect of a cap layer on pore formation with respect to ion fluence, temperature, thickness of the cap layer in self-ion implanted Ge. The experimental details for deposition of cap layers and implantation conditions have been given in Chapter 3. We find that a cap layer can suppress porosity in Ge in some cases, depending on the irradiation temperature. In addition, even when a porous structure develops, there is a continuous a-Ge layer of ~ 8 nm thickness immediately under the cap that is denuded of pores and we discuss this in terms of wetting of the cap by a-Ge which is subject to viscous flow during ion irradiation. In addition, we also show the effect of using a cap layer prior to implantation with 140 keV Ge- ions into Si1-xGex alloys. The cap layer entirely inhibits porosity in the alloy case.  
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6.1 Ion Fluence Dependence at Room Temperature 
Figure 6.2(a-l) shows PVSEM and XTEM micrographs following the self-ion implantation of Ge with 140 keV ions at room temperature with and without a cap layer of SiO2 at different fluences. The evolution of the pore structure with fluence at room temperature with no cap is consistent with our previous results which were introduced in Chapter 4: namely, the pore structure appears to nucleate from voids at the surface at low fluence (Figure 6.2(c)) then extends as columns with thin walls as the fluence increases (Figure 6.2(g, h)). The pore size increases slowly from 10-16 nm for fluences from 5 × 1015  to 2 × 1016  ions/cm2 (Figure 6.2 (a, e, i)) as we discussed in Chapter 4.  
For the capped samples, Figure 6.2 shows that the evolution of a porous structure, in terms of near surface void nucleation and development of a columnar structure, is essentially similar to uncapped samples. However, in all of the capped samples there is a band of a-Ge immediately under the cap layer that is denuded of pores and is approximately 8 nm in thickness. This band suggests that vacancy agglomeration and pore formation is suppressed immediately below the cap layer but it is surprising that this denuded layer does not change in thickness with fluence. Looking further at the detailed differences between capped and uncapped samples, it appears that at the low fluence of 5 × 1015 ions/cm2 (see Figure 6.2(d)) the cap layer may actually contribute to an ordered porous structure once porosity develops, with larger voids apparent in the capped sample, but the voids do not extend to the surface. We note that much lower sputtering occurs in the capped case and this may be the cause of different microstructures, as we discuss later. Furthermore, the porous structure for samples with a capping layer seems to be relatively uniform and well-ordered, with the individual pores more homogeneous in appearance and having walls that are mostly more vertical compared with the cases without the cap layer for almost all fluences (see Figure 6.2(d, h, i)). Presumably, sputtering of the porous layer at the a-Ge surface in uncapped samples contributes to the observed less ordered columnar arrangement in such cases. In summary, when the cap layer is present prior to implantation, the porous structure still forms at RT but there is a non-porous a-Ge barrier layer directly underneath the cap layer. 
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Figure 6.2: PVSEM and XTEM images for different ion fluences for self-ion implantation of Ge with 140 keV implanted at RT with a 
cap layer of SiO2  and without a cap layer; (a)(c) 5×10
1
5 ions/cm 2 without a cap; (b)(d) 5×10
1
5 ions/cm 2  with 20 nm of  SiO2  
layer; (e)(g) 1×10
1
6 ions/cm 2 without a cap layer; (f)(h) 1×10
1
6 ions/cm 2 with a cap layer; (i)(k) 2×10
1
6 ions/cm 2 without a 
cap layer; (j)(l) 2×10
1
6 ions/cm 2  with a cap layer; in (l) the cap layer has been partly removed due to sputtering. The scale bars in 
(a) and (c) are the same for all PVSEM and XTEM images, respectively. 
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Figure 6.3 shows the volumetric swelling as a function of implanted ion fluence with a SiO2 cap layer of 20 nm thickness and without a cap layer for self-ion implantation of Ge irradiated at 140 keV. The data show that for both cases swelling increases with ion fluence, but there is slightly less swelling for case of the cap layer samples. The reason for this might be due to the stress imposed by the cap layer on the underlying Ge that inhibits swelling.  However, despite the presence of a cap it is clear that volumetric expansion still occurs and is ~100 nm at an implanted fluence of 2 × 1016 ions/cm2.  
          
  
 
Figure 6.3: Step height due to volumetric swelling as a function of implanted fluence in Ge implanted with 140 keV Ge- ions at RT with and without a 20 nm SiO2 layer at room temperature. 
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6.2 Temperature Dependence of Porosity 
In this section we highlight the effect of temperature on pore formation with and without a SiO2 cap layer. One fluence has been selected (2 × 1016 ions/cm2), with one cap layer thickness (20 nm). Figure 6.4 (a-h) shows PVSEM and XTEM images for self-ion implantation of Ge at LN2T and -50 °C, with and without a SiO2 cap layer. It is obvious that irradiation at LN2T suppresses the porous structure regardless of the presence of a cap layer. This is consistent with the result in Figure 6.1 at a much higher Ge- ion fluence. 
 However, implanting at -50 °C without a cap layer develops a clear porous layer with a well-defined columnar structure with a thickness of 153 nm (see Figure 6.4(e, g)) overlaying an a-Ge layer of similar thickness. In contrast, with a cap layer at -50 °C there is clear suppression of a pore layer: the a-Ge is largely intact with occasional large voids with ~ 80 nm thickness under the cap as shown in Figure 6.4(f, h). Additionally, examining lower fluences than 2 × 1016  ions/cm2 that are implanted at -50 °C, as shown in Figure 6.5, we are able to observe the evolution of voids. Small voids are observed at a  5 × 1015 ions/cm2 fluence, whereas at a fluence of 1 × 1016 ions/cm2 only occasional much larger voids are observed underneath the cap layer. It is clear that small voids coalesce into larger voids with increasing ion fluence as illustrated in Figure 6.5, in a process of Ostwald ripening [15].  The size of the large void in Figure 6.5(b) at a fluence of  1 × 1016 ions/cm2 is around half the thickness (38 nm) of typical voids at 2 × 1016 ions/cm2. Hence, both the ion fluence and the temperature are playing an important role in terms of the evolving void and porous structure with a cap layer.  
Figure 6.6 shows the volumetric expansion as a function of implant temperature under self-ion implantation of Ge with and without a cap layer for one fluence of 2 × 1016 ions/cm2 . In Figure 6.6, the measured step height is in good agreement with XTEM results: at LN2T the swelling is less than 1 nm for a non-porous thick a-Ge layer. When the temperature increases to -50 oC, the step height is shown to be 65 nm for the samples without a cap, but only 3.9 nm for the samples with a cap. This is consistent with the XTEM results in Figure 6.5 where occasional large voids are observed with a cap, whereas a decidedly porous structure occurs without a cap. Implanting Ge ions at room temperature with a cap layer develops a thick, expanded porous structure which is in a good agreement with Figure 6.2.  
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Figure 6.4: PVSEM and XTEM images for Ge implanted with 140 keV Ge - ions under different temperatures with a 20 
nm SiO2 cap and without a cap layer; (a)(c) 2×10
1
6  ions/cm 2 at LN2 T without a cap; (b)(d) 2×10
1
6  ions/cm 2 at LN2 T 
with a cap layer;. (e)(g) 2×10
1
6  ions/cm 2  at -50 °C without a cap layer; (f)(h) 2×10
1
6  ions/cm 2 at -50 °C with a cap layer. 
The scale bars in (a) and (c) are the same for all PVSEM and XTEM images, respectively. 
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Figure 6.5: XTEM images for self-ion implanation of Ge irradiated with 140 keV Ge- with a SiO2 cap layer of 20 nm implanted at -50 °C. (a) 5 × 1015 and (b) 1 × 1016 ions/cm2 . The scale bar is the same in both images. 
 
Figure 6.6: Volumetric swelling as a function of implantation temperature in Ge at a fluence of  2 × 1016  ions/cm2 irradiated with 140 keV Ge- ions with and without a cap layer of 20 nm SiO2. 
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6.3 The Effect of Cap Layer Thickness 
To study the effect of cap layer thickness, two thicknesses of cap layer (20 and 40 nm of SiO2) were deposited onto Ge prior to implantation and fluences of 5 × 1015 and 1 × 1016  ions/cm2 were selected at room temperature. Figure 6.7 shows XTEM images for these implantation conditions. The only significant change observed was a slight reduction in the porous layer thickness for the 40 nm layer compared with the 20 nm layer from 55 to 45 nm (5 × 1015  ions/cm2) and from 98 to 84 nm (1 × 1016 ions/cm2). This is attributed to the reduction in the projected ion range for samples with a thicker cap layer. The cap layer thickness does not show any significant difference in terms of  porous layer formation or pore diameter which is in  good agreement with earlier studies of Janssens et al. for  Sb bombarded Ge [12].  We note that the layer of a-Ge denuded of pores directly under the cap layer remains close to 8 nm thick regardless of the cap thickness. 
 
Figure 6.8 shows the step height as a function of cap layer thickness and without a cap layer for three fluences (5 × 1015 and 1 × 1016 and 2 × 1016  ions/cm2). All fluences give rise to almost the same step heights regardless of cap layer thickness. This confirms that there is no major cap thickness dependence of porosity at room temperature.  In addition, it is clear that the volumetric swelling increases with increasing fluence with and without a cap layer. This indicates that the presence of the cap does not significantly inhibit the expansion of the underlying amorphous, porous Ge, noting that the thicker cap case exhibits a slightly lower expansion. 
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Figure 6.7: XTEM images for two fluences of 5 × 1015 and 1 × 1016  ions/cm2 of 20 and 40 nm thickness of a cap layer implanted at RT for self-ion implantation of Ge with 140 keV Ge- ions.  
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6.4 The Effect of Cap Layer on Porosity in Si1-xGex Alloy at Room 
Temperature 
 To examine similar effects in Si1-xGex alloys, we selected one alloy composition (Si0.17Ge0.83) where the matrix exhibited a porous structure and associated volumetric swelling at room temperature as previously shown in Figure 4.10. Three fluences are selected, 1 × 1016 , 2 ×1016 and 5 × 1016  ions/cm2.  
It is clear from the PVSEM images in Figure 6.9(a-d) that the surface morphology for the alloy without a cap layer shows the formation and development of a porous structure, where the pore radius increased with increasing fluence, as demonstrated in Chapter 4. By capping the sample surface with a SiO2 layer prior to ion implantation, the surface does not show any signs of pore formation. Instead, some slight roughness or (non-uniformity) on the surface was observed for both fluences 1 × 1016 and 5 × 1016 ions/cm2.  
  
 
Figure 6.8: Volumetric swelling as a function of SiO2 layer thickness with three different fluences for Ge implanted with 140 keV Ge+ ions at RT.  
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Inspection of the subsurface with XTEM images in Figure 6.10(a-d), also confirms the suppression of a porous structure for both fluences, in agreement with PVSEM images. Instead, an a-layer around 157 nm in thickness is observed. It is clear that the cap layer on the alloy reduces sputtering which then prevents preferential Si and Ge segregation in the alloy. We suggest that preferential sputtering and segregation into Ge-rich regions may be the main mechanism that governs the formation of a porous structure in the alloy when no cap is present. The volumetric swelling in Figure 6.11 for the Si0.17Ge0.83 alloy with and without a cap layer is consistent with PVSEM and XTEM results. The swelling for the capped case is only ~ 4 nm compared to the uncapped sample that reaches ~ 17 nm at a fluence of 5 × 1016  ions/cm2. 
 
Figure 6.9: PVSEM images for Si17Ge0.83 implanted with 140 keV Ge- for two fluences without cap layer. (a)  1 × 1016  ions/cm2; (b)  5 × 1016  ions/cm2; and with a SiO2 cap layer (c)  1 × 1016  ions/cm2; (d)   5 × 1016   ions/cm2. The scale bar is the same for all images. 
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Figure 6.10: XTEM images for Si0.17Ge0.83 implanted with 140 keV Ge- for two fluences without cap layer. (a)  1 × 1016  ions/cm2; (b)  5 × 1016  ions/cm2; and with a SiO2 cap layer (c)  1 × 1016  ions/cm2; (d)   5 × 1016  ions/cm2. The scale bar is the same for all images. 
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6.5 Discussion 
Overall, there are clear trends obtained from this study relating to the formation and evolution of porosity in ion irradiated Ge. The data are largely consistent with previous studies as demonstrated in Chapters 4 and 5, indicating a clear dependence on ion fluence and temperature. In terms of ion fluence, there is a threshold fluence above which porosity nucleates and develops in ion amorphised Ge. In addition, it appears there is a temperature range in which porosity is favored: below this window porosity is difficult or impossible to develop even at extremely high ion fluence; and above this window Ge cannot be rendered amorphous which is a prerequisite for pore formation [2]. In terms of a SiO2 capping layer, its effect in retarding porosity is apparent in some cases in the data presented but the role of the cap in influencing vacancy agglomeration (at the cap-Ge interface for example) appears to be quite complex. Clearly, in the case of Ge ions at low temperatures, the presence of a SiO2 cap suppresses porosity, appearing to substantially increase the threshold fluence for the development of porous layers. This behavior occurs at a temperature of - 50 °C for irradiation with Ge- ions as shown in Figures 6.4(g, h) and 6.5(a, b). For heavy ions such as Sn the temperature regime where a cap is observed to suppress porosity is lower, at LN2T, as shown 
 
Figure 6.11: Volumetric swelling as a function of ion fluence with 40 nm of SiO2 layer thickness in Si0.17Ge0.83 alloy implanted with 140 keV Ge- ions at RT.  
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in Figure 6.1(c). At room temperature, where a cap does not significantly suppress porosity (at least under the ion fluence range used in this study); there is evidence that, once porosity is initiated, a SiO2 cap may cause its development into a more ordered structure (i.e a more regular columnar structure, see Figure 6.2(c, d)). Another effect of a cap is that it inhibits sputtering of the underlying Ge layer and this lack of sputtering may contribute to the more ordered porous structure. In the case of the Si0.17Ge0.83 alloy, the porous structure is totally suppressed with a cap layer as is evident from Figure 6.9 and 6.10. This supports our argument in Chapters 4 and 5 that preferential sputtering and elemental segregation may control the initial formation of porosity in the alloy. When the matrix is coated with SiO2 prior to implantation, the sputtering yields will retard or inhibit the porous structure. 
To help understand why a cap can suppress porosity, particularly at low temperature, it is important to review the mechanism for pore nucleation in a-Ge under ion irradiation. For keV ion irradiation there is now considerable evidence in the literature that vacancy agglomeration first occurs at the Ge surface (in uncapped samples) rather than at the peak of the nuclear energy deposition density (maximum in vacancy production) [8]. Indeed, as we illustrated in Chapters 4 and 5, as well as in Figure 6.2(c), it is clear that voids develop first at the Ge surface at a low fluence of 5 × 1015 ions/cm2 at room temperature. In contrast, when a cap is used the surface of the Ge in contact with the cap appears denuded of voids. This may suggest that a cap layer suppresses vacancy agglomeration at the Ge surface, the region where pores nucleate in the uncapped case, thus raising the critical fluence for nucleation of pores. The compressive stress imposed on the underlying a-Ge layer by the cap may play a role here. We also observed this denuded layer in the case of Sn ions [16](not included in the thesis). We explore below possible reasons for the lack of void formation in a continuous a-Ge barrier layer directly below a SiO2 cap layer.   The barrier layer denuded of pores directly under the cap has a constant thickness of ~ 8 nm regardless of ion fluence, energy, mass or temperature. Even if the temperature is raised to 100 °C as is shown in Figure 6.12, the thickness of the barrier layer does not change significantly. In the literature there are few data with XTEM images of porosity under a cap layer. Indeed, Appleton et al. [11] and Janssens et al. [12] reported that pore formation does not extend to the surface when a cap layer is present but they do not clearly demonstrate a barrier layer under a cap. However, in the work by Darby et al. [13, 14] there appears to be  a 
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clear pore-free layer with the same thickness as in our case in deposited Ge layers on SiO2 following ion irradiation. No explanation was given as to the origin of such layers in this case. 
  
 
 
 
 
 
 
 
 
 
 
What then is the explanation for the formation of such a barrier layer between the cap and a porous subsurface layer? Firstly, this layer could be the result of ion-induced intermixing of Si and O with the underlying Ge layer. To explore such intermixing, Figure 6.13(a) shows EDX spectra of the Si and O distribution in the underlying Ge, indicating significant intermixing of O and Si directly below the cap compared with O and Si concentrations at depths below the porous layer. It could be that significant O (and Si) in a-Ge could inhibit vacancy agglomeration under the cap layer. Indeed, we have shown previously in Chapter 5 that porosity is suppressed in Si1-xGex alloys as the Si content increases. Janssens et al. also found that subsurface regions contain a large amount of O under a SiO2 cap [12]. However, we would expect the degree of intermixing and O/Si concentration-depth distributions to be significantly different as a function of both ion species (ie for Ge and heavier Sn ion 
 
Figure 6.12: XTEM images for a  fluence of  2 × 1016 ions/cm2 implanted into Ge with 140 keV Ge- at 100 °C. The cap layer has been removed due to sputtering. 
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irradiations) and ion fluence. In contrast, the barrier layer thickness remains constant, independent of ion species and fluence. 
            
 
 
 
 
 
 
 
 
Figure 6.13: EDX spectra for 5×10
1
5  Ge ions/cm 2 through a 20 nm SiO2  cap layer. (a) EDX performed in the barrier 
layer; (b) EDX performed far from the surface. 
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In terms of ion species, for example, at a depth of 5 nm in Ge, SRIM indicates that Sn ions would be expected to result in around 80% higher recoil oxygen concentrations than Ge ions at the same fluence, yet the barrier thickness is the same for both ions. Therefore, we do not believe that intermixing is the sole explanation for a barrier layer of constant thickness under a cap. Different cap layer materials such as metallic Al and a-Si have been used to investigate if this denuded layer depends on the type of cap material. Typical results after irradiation with Ge ions are shown in Figure 6.14(a-d). Interestingly, the barrier layer thickness does not change from ~ 8 nm in either case. In addition, since the barrier layer thickness is independent of the type of cap layer this reinforces the conclusion that intermixing is not the sole cause of a barrier layer denuded of pores. 
                      
 
Figure 6.14: PVSEM and XTEM images of  2 × 1016 ions/cm2 140 keV Ge- ions with different cap layers (40 nm thickness) at RT; (a)(c) Al cap layer; (b)(d) a-Si cap layer. The scale bar is the same for all PVSEM and XTEM images. 
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Therefore, we have sought a more plausible explanation for the a-Ge layer under the cap that remains denuded of pores. We suggest that it is primarily a result of wetting of the cap by a-Ge under ion irradiation and hence the denuded layer is the result of a process of minimisation of surface or interfacial free energy. Firstly, it is well known that, under ion irradiation, a-Si [17, 18] and a-Ge [18, 19] experience viscous flow. Indeed, material flow is one of the mechanisms by which lower density a-Ge/a-Si expands outwards from the surface under ion irradiation, a process driven by stress minimisation and mediated by broken bond and defect motion within the amorphous phase [17]. Also, when a-Ge goes porous, the further dramatic expansion of the porous layer is clearly assisted by the viscous flow of the amorphous phase. Hence, it might be expected that the presence of a mechanically strong cap may inhibit expansion of a-Ge and thus suppress porosity. Indeed, this is the case at temperatures below room temperature for an SiO2 cap. However, at higher temperatures lower mechanical strength may cause the cap to flow under ion irradiation, as is the case for SiO2 and a-Si materials [17, 20] and almost certainly true for metallic Al. In such cases there will now be no impediment to expansion of the underlying a-Ge and development of porosity. We also suggest that interfacial free energy minimisation and wetting processes will control the behaviour of a-Ge material directly under the cap. In this regard, Hu et al. [21, 22] reported on the case of dewetting of a deposited Pt layer on SiO2 under irradiation with 800 keV Kr+ ions.  This dewetting phenomenon was attributed to the minimisation of free energy, resulting in the formation of large Pt droplets on the surface with large regions free of Pt between them. Hence, in our case we suggest that the opposite, wetting phenomenon is operative: stress and viscous flow under irradiation [18, 21, 22] will drive a-Ge towards the cap layer and wetting and free energy minimisation will control the thickness of a pore-free a-Ge layer under the cap. Consequently, as long as a-Ge wets the cap under the irradiation conditions of this study, the layer denuded of pores will not exhibit any dependence on ion fluence, ion species, type and thickness of the cap layer, and temperature, as is observed experimentally. However, it might be expected that cap materials exist which can cause insufficient wetting (or even dewetting) of a-Ge. Thus, a much wider range of capping materials could be investigated to study the nature of the barrier layer when strong wetting does not occur.  We note that the walls of the porous structure, regardless of the presence of a cap, are also denuded of voids and are of a similar thickness to the denuded layer under the cap. However, the walls of pores, once formed, may be partly sustained by redeposition of material sputtered from the pore bottom, as previously suggested in Chapter 4, and the fact that the migration and annihilation 
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of defects (interstitials and vacancies) is favoured by the small thickness of the walls. Hence, the mechanism that controls wall thickness may be entirely different to that of a-Ge layers under a cap. Clearly, further experiments and calculations are needed to fully explore this intriguing process of a-Ge flow and wetting of a cap layer.   
 
6.6 Conclusions 
In this study we find that there is a significant dependence of pore formation on ion species. Heavier Sn ions promote porosity at LN2T at a threshold fluence of  > 2 × 1016 ions/cm2, whereas Ge ions do not give rise to porosity at LN2T even at fluences of > 1 × 1017 ions/cm2. Surprisingly, the presence of a cap layer can eliminate pore formation for both Sn and Ge ions if the irradiation is conducted below both a critical temperature and ion fluence. However, at room temperature a cap appears to allow the development of a porous layer that is well-ordered and uniform compared to uncapped samples. This is attributed to the cap layer significantly reducing sputtering in the underlying a-Ge layer.  Moreover, we have observed a barrier layer denuded of pores of constant 8 nm thickness directly under the cap layer, independent of ion fluence, temperature, ion species and type of cap. We suggest that this pore-free layer is due to viscous flow of a-Ge during ion irradiation and wetting of the cap layer which is a result of minimisation of the interfacial free energy.  
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    Chapter 7 
Void Evolution and Porosity in 
GaSb / GaAs1-xSbx Alloys 
 
Besides the formation of porosity in Ge and its alloys, anomalous swelling associated with the development of porosity can also occur under certain implantation conditions in irradiated layers of compound semiconductors such as in GaSb [1, 2] and InSb [3, 4].  
Anomalous porous structures in GaSb and InSb were first observed in 1957 [5] after bombarding with very energetic light ions (deuterons), with significant swelling observed in the early stages of ion bombardment. The formation of fibrous porous layers in GaSb requires only relatively low ion fluences and induces intense swelling in the material [1, 6]. For instance, Callec et al. [7] found that swelling started at a fluence of 4 × 1013 ions/cm2 for irradiation with 300 keV Ar+ ions. When the ion fluence increases, a porous structure develops until the irradiated matrix consists of a fibrous network. In addition to the formation of porous structures, the material is rendered amorphous. Both the onset of a porous structure and the crystalline-to-amorphous transition occur simultaneously [1, 6]. Kluth et al. reported that the amorphous fibrous rods in GaSb oxidize after the material is exposed to air forming Ga2O3 and metallic Sb [8, 9]. The nanofiber formation and swelling of the material occur irrespective of the nature of ion irradiation, [10] with a large range of ion species forming a nanofibrous structure [2, 7, 11-14], the exception being O+ ions [12]. These structures can be tailored,  including the fiber layer thickness and the degree of porosity, by adjusting the ion irradiation parameters [3]. For example, higher ion mass and ion fluence 
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result in a higher  degree of porosity since the volume expansion increases with increasing ion mass and fluence [15]. The sample temperature during irradiation can significantly affect the evolution and growth of the porous layer since it controls the mobility of point defects and their stability in the matrix. Kluth et al.[4] found that the thickness of the porous layer in GaSb irradiated with Ga+ ions was strongly reduced outside of the range between -80 and 120 °C, attributing this to the diffusivity of point defects (Frenkel pair mobility). For example, at low temperatures (e.g. LN2T) the mobility of point defects (vacancies) is low and they are less likely to agglomerate into voids [4]. In the case of high temperatures, the suppression of porosity results from an increased probability of annihilation of point defects [6]. Additionally, the swelling and the nano-porous structures were found to be stable following annealing up to 600 °C [15].  Nitta and Taniwaki [16] proposed a mechanism for the formation of porosity based on point defect diffusion and agglomeration, where sputtering and redeposition played only a small role. More recently, subsequent studies [2, 17, 18] have proposed a growth model for the porous network which again is based on point defect movement. 
In this chapter, Since GaSb and GaAs lie at either end of the spectrum (with GaSb very easily rendered porous and GaAs not able to be made porous), we have studied microstructure development in GaAs0.25Sb0.75 and GaAs0. 5Sb0.5 alloys with 140 keV As+ ions. The investigation of the alloy has covered both ion fluence and temperature dependencies and compares the results to porosity development in GaSb.  
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7.1 Implantation at Room Temperature  
Figure 7.1 (a–j) shows the PVSEM and XTEM images for the GaAs0.25Sb0.75 alloy for different fluences of (a, f) 5 × 1014, (b, g) 7 × 1014, (c, h) 1 × 1016, (d, i) 2 × 1016 and (e, j) 2 ×1017 P ions/cm2. It is clear that, for this As content in the alloy, the formation of large voids in the thin layer results from the irradiation. The transformation from a crystalline alloy to an amorphous voided structure appears to occur simultaneously, which is evident from the diffraction pattern in Figure 7.1(f) where residual crystallinity, as well as amorphous material can be identified from the ring pattern. This was also evident at the lower fluence of 2 × 1014 ions/cm2 (not shown) where the layer was still crystalline but voids had not yet formed. The onset of void formation appears to start at a fluence of 5 × 1014 ions/cm2 when the surface shows a slight roughness that corresponds to a non-uniform voided structure. The voided structures consist of rows of small voids separated by walls with a thickness of about 12 nm. 
By increasing the ion fluence, a patchy surface with some flat regions is observed as a result of the non-uniform heavily-voided structure of the subsurface (Figure 7.1(a–c)). As a result of the alloy’s small film thickness (50 nm), the voided structure was limited in thickness to the amorphous alloy layer. There was also an amorphous layer (a-layer) in the underlying InP substrate of about 100 nm. The void diameters increase with increasing ion fluence from 35 to 79 nm for a fluence between 5 × 1014 and 2 × 1016 ions/cm2 as shown in Figure 7.1(f–i). Note that there is a thin intact amorphous layer on the surface without voids observed in the subsurface images (Figure 7.1(f–i)), that appears to decrease in thickness with increasing ion fluence from approximately 25 to 10 nm for a fluence from 5 × 1014 to 2 × 1016 ions/cm2, respectively. It is to be expected that sputtering plays a role in reducing the thickness of this thin void-free layer (explained in more detail below). No voided structure is observed at a fluence of 2 × 1017 ions/cm2 (Figure 7.1(e, j)), since sputtering at this fluence causes the complete removal of the alloy layer, confirmed by energy dispersive X-ray (EDX) measurements (not shown). 
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Figure  7.1: Plan-view PVSEM and cross-section XTEM images of surface morphology of GaAs0.25 Sb0.75  implanted with 140keV As - ions 
for various ion fluences implanted at RT. (a, f) 5×10
1
4 ions/cm 2, (b, g) 7×10
1
4 ions/cm 2, (c, h) 1×10
1
6 ions/cm 2, (d, i) 2×10
1
6 
ions/cm 2, (e, j) 2×10
1
7 ions/cm 2. The scale bar is the same for all PVSEM and XTEM images, respectively. 
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Figure 7.2(a, b) shows the thickness and the step height of the voided layer in the GaAs0.25Sb0.75 alloy as a function of the implantation fluence. Generally, there are relatively large error bars to the thickness indicating large variations of void distributions and pores within the layers. The thickness of the voided layer increases from ~ 41 to 63 nm for a fluence between 5 × 1014 and 1 × 1016 ions/cm2. When sputtering becomes more significant at higher fluences, the voided layer thickness decreases to 25 nm for a fluence of 2 × 1016 ions/cm2. 
 
   
Figure 7.2: (a) Voided layer thickness from XTEM and (b) step height of GaAs0.25Sb0.75 implanted with various ion fluences at RT. 
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Three regions can be identified in the GaAs0.25Sb0.75 alloy (Figure 7.2(b)). In region I, at low fluences, relatively small volumetric swelling (up to 2 nm) is found between 1 × 1014 and 2 × 1014 ions/cm2, yet no voids are observed in XTEM. Further irradiation to an ion fluence of 5 × 1014 ions/cm2 increases the swelling to 9 nm, at which point the voided structure starts to form (Figure 7.1(f)). In region II, the step height increases almost linearly with ion fluence from 22 to 60 nm between 7 × 1014 and 5 × 1015 ions/cm2, and saturation occurs at 1 ×1016 P ions/cm2. In region III, further irradiation with fluences between 2 × 1016 P to 2 ×1017 ions/cm2 shows dominant sputtering to a depth of 50 to 300 nm below the original surface. The same trend was observed by Bischoff et al. [19] in Ge who showed that volumetric swelling was related to pore formation and was dominated by sputtering for irradiation with heavy ions, such as Bi+ ions, at high fluences between 1 × 1016 and 1 × 1017 ion/cm2. In the sputter erosion regime in Figure 7.2 (regime III) the erosion rates agree well with the calculated values (from Table 1) expect at the highest fluences where surface roughness is large. 
In the case of the second alloy (GaAs0.5Sb0.5) as shown in Figure 7.3(a-d), only an a-layer is formed just like previous observations in GaAs. Porosity/void formation is never observed in this alloy under ion fluences between 1 × 1014  to 3 × 1017 ions/cm2, and various implantation temperatures ranging from -180 to 300 °C. This is presumably because the high sputtering rate removes the entire GaAs0.5Sb0.5 layer before such microstructures nucleate.  
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7.2 Temperature Dependence 
Figure 7.4(a–h) shows PVSEM and XTEM images at a fluence of 1 × 1016 ions/cm2 for different implantation temperatures (–15, 150, 200, and 300 °C). No void formation is observed at implantation temperatures lower than –50 °C (not shown). A slight roughness of the surface, large voids, some open holes and flat regions are observed with increasing temperature (Figure 7.4(a-f)). At 200 °C, the surface exhibits a somewhat regular porous structure with open spherical voids (Figure 7.4(c)). The XTEM image in Figure 7.4(g) shows the formation of an open porous structure that is similar to the one observed in Ge and its 
 
Figure 7.3: PVSEM and XTEM images of the surface morphology of GaAs0.5 5Sb0.5 implanted with 140 keV As- ions for various ion fluences implanted at RT. (a, c) 𝟓𝟓 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2, (b, d) 𝟐𝟐 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ions/cm2. 
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alloys in Chapter 4 and 5. Increasing the temperature to 300 °C reduces the density of pores, which might be a result of preferential sputtering and species segregation effects. Figure 7.4(d) shows that the surface is pitted with small spherical voids, while the XTEM image in Figure 7.4(h) shows a less clear porous structure. The void diameter decreases with increasing temperature from approximately 110 to 50 nm for temperatures from –15 to 300 °C. In addition, a thin intact layer near the surface is found that is similar to the one observed for samples at RT. This thin layer disappeared between 200 and 300 °C and hence the layer exhibited a more normal porous structure (more explanation will be provided in the discussion). The a-InP layer in the underlying substrate decreases in thickness with increasing temperature, presumably a result of increased dynamic annealing at high temperatures. Glaser et al. [20] reported that a-InP undergoes crystallisation or remains crystalline when irradiated with 1.6 MeV Ar+ ions at 170 and 200 °C for ion fluences of 5 × 1015 and 1 × 1016 ions/cm2, respectively, where the elevated temperature causes enhanced defect annihilation. 
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Figure 7.4: PVSEM and XTEM images of surface morphology of GaAs0.25 Sb0.75 implanted with 140keV As - ions for different 
temperatures. (a, e) implanted at -15 °C(b, f) implanted at 150 °C(c, g) implanted at 200 °C (d, h) implanted at 300 °C. The scale bar 
is the same for all PVSEM and XTEM images, respectively. 
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Figure 7.5 shows the voided layer thickness (a) and the step height (b) as a function of the implantation temperature at a selected ion fluence of 1 × 1016 ions/cm2. It is apparent that the voided layer structure starts to occur at around –15 °C with a thickness of 42 nm and increases and levels off to ~60 nm at RT. By increasing the temperature to above 150 °C, the voided layer thickness decreases from approximately 50 to 30 nm. Figure 7.5(b) shows three different regimes related to sputtering and swelling in the GaAs0.25Sb0.75 alloy. In regime I, there is no evidence of void formation at lower temperatures between -180 and -80 °C. Instead, sputtering causes a surface depression to 20 nm below the original surface. In regime II, implanting at –50 °C shows slight swelling up to 20 nm. Implanting between –15 to 100 °C causes swelling to increase and saturate at ~45 nm, which is in good agreement with electron 
microscopy images. In regime III, an irradiating temperature ≥150 °C results in decreased volumetric swelling from approximately 30 nm to 3 nm, which is consistent with electron microscopy images showing that sputtering results in the formation of a somewhat more normal porous structure similar to Si1-xGex as shown in Chapter 5, which consisted of open cellular layers separated by thin walls, at 200 and 300 °C. 
   
Figure 7.5: (a) voided layer thickness from XTEM and (b) step height as a function of implantation temperature for GaAs0.25Sb0.75 implanted with As ions at 140 keV to an ion fluence of 1 × 1016  ions/cm2.  
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7.3 Discussion  
We have observed the microstructural evolution in GaAs0.25Sb0.75 upon ion irradiation. A buried voided layer is formed while the layer simultaneously becomes amorphous. The voids appear to grow somewhat with increasing fluence but the layer does not change dramatically, and in particular does not develop into a fully porous layer with excessive swelling such as has been observed for GaSb previously. However, sputtering plays a role at higher fluences, with the entire alloy layer removed at the highest fluence of 2 × 1017 ions/cm2. By increasing the implantation temperature, the voids decrease in height and the formation of a somewhat more normal open porous structure is observed. Except at the highest fluences, we also noticed the formation of a thin continuous void-free amorphous layer at the surface. This layer does not appear at elevated temperatures of 200 and 300 °C. Increasing the As concentration (GaAs0.5Sb0.5) results only in amorhisation and sputtering, with no void or pore formation. 
The voided layer observed in the GaAs0.25Sb0.75 alloy in the current work differs significantly from the porous structures observed in GaSb previously reported [14, 17, 18, 21, 22]. First, the formation of the porous structures in GaSb requires only low ion fluences, in the order of 1013 ions/cm2, whereafter a fibrous network develops with further irradiation (see Figure 7.7 later). In our study, the GaAs0.25Sb0.75 alloy forms a buried voided layer at one order of magnitude higher fluence than GaSb (1014 ions/cm2), and this voided layer does not develop into a fully porous layer at higher fluences. From Figure 7.1(f), for a fluence of 5 × 1014 ions/cm2, the total void volume can be measured and, taking the vacancy volume as 0.3 nm3, we obtain 1.1 × 1017 vac/cm2 within the total observed volume of the voids. In contrast, the total number of vacancies produced at this fluence as calculated by SRIM is around 7.8 × 1017 vac/cm2. Therefore, this indicates that about 8 times more vacancies are produced by the ion irradiation than the calculated void volume, which suggests that only about 14% of generated vacancies contribute to void formation, the rest presumably are lost at the surface or annihilate. Additionally, the porous fibrous structure observed in GaSb occurred at all temperatures examined (LN2T to 220 °C)[1] and swelling increased from -80 to 120 °C. However, in the GaAs0.25Sb0.75 alloy, the voided layer was totally suppressed at < –50 °C and the swelling was only significant from -50 to 100 °C. 
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Although our GaAs0.25Sb0.75 alloy layer is thin and the irradiation extended into the underlying InP substrate (the modified layer of the InP is about twice the alloy layer thickness), it is still clear that the swelling in the alloy is substantially less than in fully porous GaSb. For example, the measured step heights reported for GaSb are in the micrometre range, whereas it is just 60 nm for the thin alloy in the current study, which is fifty times less than the expected swelling for bulk GaSb. If the same mechanism for development of the porous structure occurred in our thin alloy layer, we would expect the swelling to be at least 20 times greater than we measure based on the thickness of our film. Instead, the dominant effect with increasing fluence is sputtering. The alloy exhibits the formation of a well-defined row of large voids which are relatively stable: they grow and elongate with increasing ion fluence until the layer is excessively sputtered and the thickness decreases. Ideally, having a thick GaAs0.25Sb0.75 film would be more appropriate. However, when attempts were made to grow such thick films they were laterally non-uniform in composition, had a rough surface and contained a high concentration of defects. Nevertheless, despite patchy regions on the surface that exhibit a fibrous structure following irradiation (presumably As-deficient regions) as shown in Figure 7.6(a, b), much of the sample (more As-rich) did not show such a structure. Therefore, this gives further evidence that a thick GaAs0.25Sb0.75 alloy layer will not exhibit a continuous fibrous network structure following ion irradiation. 
 
 
 
 
 
 
  
 
  
Figure 7.6: GaAs0.25Sb0.75 (with 1.5 µm thickness grown on InP) irradiated with 140 keV As- ions at room temperature for an ion fluence of 𝟏𝟏 × 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 ion/cm2 (a), with lower scale, (b) magnified small region. 
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In contrast to GaSb, GaAs does not exhibit porosity under ion irradiation, but results in an a- layer that is close in density to the crystalline phase. Indeed, with a high As content (GaAs0.5Sb0.5) in the alloy, the behaviour is the same as for GaAs. This behaviour is presumably a result of minimal vacancy migration and agglomeration in the GaAs system (vacancy migration energies are large [23]) at similar irradiation temperatures compared with GaSb where vacancy migration energies are very low [1]. However, if the As content is decreased (GaAs0.25Sb0.75), it becomes heavily voided.  It would appear that the presence of As affects the evolution of void formation, inhibiting the development of a fully porous structure. A similar suppression of full porosity occurs in the Ge system under irradiation below room temperature when the surface is coated with an SiO2 layer prior to implantation as indicated in Chapter 6: only large isolated voids are also observed in this case. 
It is interesting that the voids do not break through to the surface at moderate fluences at temperatures below 200 °C.  Instead, a thin amorphous layer is observed at the surface free of voids. Indeed, in Chapter 6, where Ge was irradiated under a cap layer, the underlying voided layer in amorphous Ge did not extend to the cap but exhibited a layer free of voids directly under the cap. As previously argued in the Ge case, we suggest that the void-free layer at the surface of the GaAs0.25Sb0.75 film arises as a result of minimisation of the surface free energy. It is well known that, during irradiation, an amorphous semiconductor will be subject to a viscous flow which acts to release stress in the matrix and we suggest that this viscous flow drives the minimisation of surface free energy [24, 25].  In the case of an amorphous alloy, a continuous surface layer rather than open voids may be a lower free energy situation. We further suggest that preferential sputtering of the elements in the alloy and surface segregation may play a role in this surface free energy minimisation. To examine the surface for elemental segregation, EDX was used, but it did not show any significant difference in elemental concentration across the surface. If the electron beam probe was larger than the segregated nanostructures, it could account for this result and a more accurate technique needs to be applied for further investigation.   
It is unfortunate that the thickness of the thin alloy layer decreases with increasing ion fluence due to sputtering as this limits the investigation of the full evolution of voids with increasing ion fluence.  However, it appears that the surface of the alloy layer free of voids is eventually sputtered away when the supply of material is depleted with continual erosion of the alloy layer. The question arises as to whether such a very thin surface layer devoid of voids appears 
 Chapter 7: Void Evolution and Porosity in GaSb/ GaAs1-xSbx Alloys                           190 
 
 
in other cases of irradiation-induced porosity. Indeed, in Figure 7.7(a, b) we show a case of GaSb irradiated with As ions to a fluence of 2 × 1015 ions/cm2 at room temperature for 140 keV irradiation energy. The PVSEM image in Figure 7.7(a) shows that the surface has not fully ruptured and some regions retain a continuous surface layer. The XTEM image in Figure 7.7(b) also shows such a continuous layer free of voids or pores at the surface, similar to the alloy layer shown earlier. This GaSb result is another case where a transition between a continuous, minimum free energy surface layer and a fibrous network occurs as the fluence increases. As sputtering begins to dominate at higher fluences and material transport to preserve a thin layer on the surface is compromised, a fibrous network fully opens to the surface and develops. For completeness the thickness of the entire nanoborous network and the measured step heights in GaSb are shown in Figure 7.8. Enormous swelling associated with a very large porous thickness compared to the GaAs0.25Sb0.75 alloy is apparent. 
  
 
Figure 7.7: (a) PVSEM and (b) XTEM images of the surface morphology of GaSb implanted at RT with 140keV As- ions at an ion fluence of  2 × 1015  ion/cm2. 
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Another factor that warrants mention is the role of the implanted As ions. Clearly, increasing the As concentration with increasing ion fluence would be expected to play some role. However, sputtering will limit the increased As concentration to a few atomic percent (see table 1). Hence, we do not believe that As implantation and incorporation plays a major role in the difference between the voided structure in the alloy and a porous GaSb network under irradiation. Indeed, the GaSb example in Figure 7.7 shows a case of As irradiation where the As concentration (~1%) does not appear to play a role in the developing fibrous structure. In addition, in the GaAs0.25Sb0.75 alloy thin film, the projected range of the As is beyond the 50 nm 
 
Figure 7.8: (a) The thickness of porous layer (from XTEM measurements) as a function of ion fluence for samples implanted with 140 keV As- at RT in GaSb., (b) the step height data for GaSb implanted at RT. 
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film thickness and, therefore, it would be expected to have even less compositional change in the alloy. 
To fully understand the void evolution and any possible transition into a fully porous structure in GaAs1-xSbx alloys, further experiments are required, particularly to investigate the mechanism for void formation with different alloy layer thicknesses and with a wider range of As contents.  
 
7.4 Conclusions 
Our results show that the GaAs0.25Sb0.75 alloy results in a buried voided layer at a fluence that also leads to amorphisation of the alloy. The onset of void formation occurs at an ion fluence an order of magnitude higher compared to GaSb. The voided layer in the GaAs0.25Sb0.75 alloy exhibits little swelling (few tens of nanometres) compared with enormous swelling in GaSb and this layer does not develop into a fully porous layer at higher ion fluences. When the As content is increased (GaAs0.5Sb0.5) no void formation is observed; instead, the sputtering effect dominates with increasing fluence, resulting in the total removal of the GaAs0.50Sb0.50 layer. In addition, void formation in the alloy shows only a small temperature dependence in terms of the shape and size of the voids. A thin continuous layer observed at the alloy surface that is void-free in almost all cases, is explained by minimisation of the free surface energy in a case where the amorphous alloy layer flows under the ion irradiation.  
  
 Chapter 7: Void Evolution and Porosity in GaSb/ GaAs1-xSbx Alloys                           193 
 
 
References 
[1] S. M. Kluth, J. D. F. Gerald, and M. C. Ridgway, "Ion-irradiation-induced porosity in GaSb," 
Appl. Phys. Lett. , vol. 86, p. 131920, Mar 28 2005. 
[2] A. Perez-Bergquist, S. Zhu, K. Sun, X. Xiang, Y. Zhang, and L. Wang, "Embedded 
Nanofibers Induced by High-Energy Ion Irradiation of Bulk GaSb," Small, vol. 4, pp. 1119-1124, 2008. 
[3] A. G. Perez-Bergquist, K. Li, Y. Zhang, and L. Wang, "Ion irradiation-induced bimodal 
surface morphology changes in InSb," Nanotechnology, vol. 21, p. 325602, 2010. 
[4] S. Kluth, J. F. Gerald, and M. C. Ridgway, "Ion-irradiation-induced porosity in GaSb," Appl. 
Phys. Lett., vol. 86, p. 131920, 2005. 
[5] D. Kleitman and H. Yearian, "Radiation-induced expansion of semiconductors," Phys. Rev. 
B, vol. 108, p. 901, 1957. 
[6] S. M. Kluth, B. Johannessen, P. Kluth, C. J. Glover, G. J. Foran, and M. C. Ridgway, "EXAFS 
comparison of crystalline/continuous and amorphous/porous GaSb," Nucl. Instrum. 
Methods Phys. Res., Sect. B vol. 238, pp. 264-267, Aug 2005. 
[7] R. Callec, P. Favennec, M. Salvi, H. L’Haridon, and M. Gauneau, "Anomalous behavior of 
ion-implanted GaSb," Appl. Phys. Lett. , vol. 59, pp. 1872-1874, 1991. 
[8] P. Kluth, S. M. Kluth, B. Johannessen, C. J. Glover, G. J. Foran, and M. C. Ridgway, "Extended x-ray absorption fine structure study of porous GaSb formed by ion 
implantation," J. Appl. Phys. , vol. 110, pp. -, 2011. 
[9] S. Kluth, B. Johannessen, P. Kluth, C. Glover, G. J. Foran, and M. C. Ridgway, "EXAFS 
comparison of crystalline/continuous and amorphous/porous GaSb," Nucl. Instrum. 
Methods Phys. Res., Sect. B vol. 238, pp. 264-267, 2005. 
[10] M. Gauneau, R. Chaplain, A. Rupert, Y. Toudic, R. Callec, and E. Andre, "Secondary ion 
mass spectrometry generates swelling of GaSb: Depth resolution and secondary ion 
yields," J. Appl. Phys., vol. 73, pp. 2051-2056, 1993. 
 Chapter 7: Void Evolution and Porosity in GaSb/ GaAs1-xSbx Alloys                           194 
 
 
[11] S. Pearton, A. Von Neida, J. Brown, K. Short, L. Oster, and U. Chakrabarti, "Ion 
implantation damage and annealing in InAs, GaSb, and GaP," J. Appl. Phys. , vol. 64, pp. 629-636, 1988. 
[12] Y. Homma, "Anomalous sputtering of gallium–antimonide under cesium-ion 
bombardment," J. Vac. Sci. Technol., A vol. 5, pp. 321-326, 1987. 
[13] C. Jacobi, T. Steinbach, and W. Wesch, "Development of porous structures in GaSb by ion 
irradiation," Nucl. Instrum. Methods Phys. Res., Sect. B, vol. 272, pp. 326-329, 2012. 
[14] N. Nitta, M. Taniwaki, Y. Hayashi, and T. Yoshiie, "Formation of cellular defect structure 
on GaSb ion-implanted at low temperature," J. Appl. Phys., vol. 92, p. 1799, 2002. 
[15] R. Callec and A. Poudoulec, "Characteristics of implantation-induced damage in GaSb," J. 
Appl. Phys. , vol. 73, pp. 4831-4835, 1993. 
[16] N. Nitta, M. Taniwaki, T. Hayashi, Y. Satoh, and T. Yoshiie, "Anomalous defect structure 
formed on GaSb surface by low temperature Sn ion-implantation and its formation 
mechanism," J. Jpn. Inst. Met., vol. 64, pp. 1141-1147, 2000. 
[17] D. Datta, A. Kanjilal, S. Garg, P. Sahoo, D. Kanjilal, and T. Som, "Temporal evolution of 
nanoporous layer in off-normally ion irradiated GaSb," J. Appl. Phys. , vol. 115, p. 123515, 2014. 
[18] D. Datta, A. Kanjilal, S. Garg, P. Sahoo, B. Satpati, D. Kanjilal, et al., "Evolution of porous 
network in GaSb under normally incident 60keV Ar+-ion irradiation," Appl. Surf. Sci. , vol. 
310, pp. 189-195, 2014. 
[19] L. Bischoff, W. Pilz, and B. Schmidt, "Amorphous solid foam structures on germanium by 
heavy ion irradiation," J. Appl. Phys., vol. 104, pp. 1153-1158, 2011. 
[20] E. Glaser, T. Fehlhaber, R. Schulz, T. Bachmann, and P. Gaiduk, "Ion beam induced epitaxial regrowth and interfacial amorphization of compound semiconductors," in 
MRS Proceedings, 1996, p. 175. 
[21] P. Dutta, H. Bhat, and V. Kumar, "The physics and technology of gallium antimonide: An 
emerging optoelectronic material," J. Appl. Phys. , vol. 81, pp. 5821-5870, 1997. 
 Chapter 7: Void Evolution and Porosity in GaSb/ GaAs1-xSbx Alloys                           195 
 
 
[22] A. G. Perez-Bergquist, K. Sun, L. Wang, and Y. Zhang, "Formation of GaSb core-shell 
nanofibers by a thermally induced phase decomposition process," J. Mater. Res., vol. 24, pp. 2286-2292, 2009. 
[23] S. Wee, M. Chai, K. Homewood, and W. Gillin, "The activation energy for GaAs/AlGaAs 
interdiffusion," J. Appl. Phys., vol. 82, pp. 4842-4846, 1997. 
[24] S. Mayr and R. Averback, "Ion-irradiation-induced stresses and swelling in amorphous Ge 
thin films," Phys. Rev. B: Condens. Matter., vol. 71, p. 134102, 2005. 
[25] C. A. Volkert, "Stress and plastic flow in silicon during amorphization by ion 
bombardment," J. Appl. Phys., vol. 70, pp. 3521-3527, 1991. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 7: Void Evolution and Porosity in GaSb/ GaAs1-xSbx Alloys                           196 
 
 
 
 
 
 
 
 
 
      
    Chapter 8 
Conclusions  
8.1 Summary 
In this work, the influence of ion beam-induced porosity and/ or void formation in group IV materials (Ge and Si1-xGex alloys) and in group III-V materials (GaSb and GaAs1-xSbx alloys) have been investigated in considerable detail.  The most significant results are summarised below. 
We studied the development of porosity in single crystal Ge (c-Ge) and c-Si1-xGex alloys under a wide range of temperatures from LN2T to 400 °C. It is very clear that self-ion implantation of Ge with 140 keV ions results in the formation of a porous structure which transforms into a dendrite-like structure with further irradiation. In the case of the alloy, we observed pore formation for Si contents of ≤ 23%. All the results of pore formation in Ge and its alloys are summarised in Table 8.1. Our results strongly support the vacancy clustering mechanism which initiates at the surface and not the peak of the nuclear energy deposition, as was evidenced from PVSEM/XTEM images in each case for both Ge and its alloys. It is highly likely that segregation of Si/Ge elements and preferential sputtering play a major role to form porous-like structures in the alloys, particularly at elevated temperatures.  
In all cases in Ge and Si1- xGex alloys, porosity is only initiated after the matrix has been rendered amorphous at all temperatures where pores are observed. Particularly in the Si0.35Ge0.65 alloy, we observed an unusual porous-like topography at elevated temperature not formed by vacancy agglomeration but as a result most likely of preferential sputtering and 
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elemental segregation of Ge/Si, combined with the effect of oxidation and contamination due to poor vacuum.  
Composition of 
Ge in Si1-xGex 
1 0.83 0.77 0.65 
Normal porous 
structure 
 
 -80 to 240 °C   -60 to 300 °C  Possibly from  200 to 250 °C   -  
Threshold ion 
fluence for 
porosity 
5 × 1015 ions/cm2 8 × 1015 ions/cm2 1 × 1017 ions/cm2 - 
Unusual surface 
topography 
 -  -  > 250 °C   250 to 400 °C  
 
 
 
 * Very large swelling at saturation.   * Swelling dominates sputtering except at temperatures  -80 °C >T> 250 °C 
 * Moderate swelling at saturation   ≤ 1 × 1017 ions/cm2.  *Sputter erosion dominates swelling above 
150 °C and   > 1 × 1017   ions/cm2.  
 *No swelling   *Sputtering dominates at all temperatures for high 
fluences ≥1016 ion/cm2  
 *No swelling   *Sputtering dominates at all temperatures for high fluences 
≥1016 ion/cm2 
Mechanisms for 
porosity/surface 
topography: 
Vacancy clustering and nucleation or voids at surface for normal porosity Surface topography at ≥ 250 °C results from preferential sputtering, elemental segregation, and oxidation.   
Table 8.1: A summary of the microstructure evolution in Ge and Si1-xGex alloys.  
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This thesis also focused on the effect of a cap layer on pore formation with respect to ion mass, ion fluence, implantation temperature, and cap layer thickness. We found several interesting effects. Firstly, a porous structure could be effectively suppressed over a range of temperatures below RT depending on ion species but, for implanting at room temperature and above, a cap does not suppress the porous structure. Secondly, a cap results in a well-ordered porous layer compared to uncapped samples due to the reduction of sputter erosion. Thirdly, when a porous layer forms there is always an a-Ge barrier layer denuded of pores with a thickness of ~8 nm directly under the cap layer, regardless of implantation parameters. This layer was interpreted in terms of irradiation-induced viscous flow of a-Ge, wetting of the cap and minimisation of interfacial free energy. Finally, in the case of Si0.23Ge0.77 alloy, we observed that the cap layer totally inhibited pore formation. This is explained in terms of the cap layer preventing sputtering and hence preventing pore formation. 
In this thesis, we also used SAXS as a complementary technique to measure pore size and surrounding material thickness. When an appropriate model for the porous structure was used, SAXS showed excellent  agreement with XTEM. The average pore size does not depend on ion fluence after the pore development, although there is a large range of pore sizes at all fluences. The thickness of the pore sidewalls increased slightly with increasing Si content. Implantation at elevated temperatures increased the diffusivity of point defects and hence the average pore radius and sidewall thickness increased with temperature. 
Finally, we have investigated the development of nanofibrous structures in GaAs1-xSbx alloys, and GaSb. Unlike Ge and its alloys, GaSb does not need to be amorphised before the onset of porosity. The structure observed in GaSb is very complicated and has no clear mechanism. However, adding 25% As content significantly changes the behaviour. A heavily voided layer was observed rather than a nanofibrous layer and the mechanism that governs void formation seems to be preferential sputtering and elemental segregation in some fluence and temperature regimes. However, it is clear that adding As to GaSb effectively eliminates nanofibrous behaviour. In both GaSb and GaAs1-xSbx alloys, a continuous layer denuded of voids was observed at the surface and this was explained in terms of minimising surface free energy. The results in GaSb and GaAs1-xSbx alloys are summarised in Table 8.2. 
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Composition of 
As in GaAs1-xSbx 1 0.75 0.50 
Conditions for 
nanofibrous 
network RT to 200 °C ≥ 2 × 1015 ion/cm2 at RT  
 *No fibrous network  *No fibrous network 
Conditions for 
Voided 
structures *Only at very low fluences. *A row of large voids at fluences from 5 × 1014 to 2 × 1016 ion/cm2, and between -15 and 300 °C  
*No void structures only surface topography and sputtering.  
Threshold ion 
fluence for void 
formation 5 × 1013 ions/cm2  5 × 1014 ions/cm2    -   *Enormous swelling dominates at ion fluences from 1 × 1014 to 2 × 1017 ion/cm2   * slight sputtering for ion fluences 
≥5 × 1016 ion/cm2. 
 *Swelling dominates at ion fluences ≤ 1 × 1016 ions/cm2 at temperatures -50 < T < 100°C.   *sputtering is significant at ion fluences ≥ 2 ×1016 P ions/cm2  and at temperatures above 100°C and less than -50 °C. 
 - 
 
Mechanisms 
for nanofibers 
and voided 
layer: 
  Point defect motion and vacancy agglomeration. 
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Table 8.2: A summary of the microstructure evolution in GaSb and GaAs1-xSbx alloys.  
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The new data and new insights resulting from this thesis are summarised below. 
• Carried out the most comprehensive study of porous development in Ge as a function of ion fluence and temperature that has refined conditions for porosity and clearly shown that porosity initiates from the surface via vacancy agglomeration and growth. 
• It is possible to form porosity in Si1-xGex alloy up to 23% Si content. Even though swelling is a very important and dominant phenomenon that accompanies porosity in Ge, sputter erosion and the likely elemental segregation of Si/ Ge are more dominant in developing porosity in Si1-xGex alloys. 
• An odd surface topography was observed at elevated temperatures in SiGe  alloys at large Si contents and this was explained in terms of contamination and oxidation during irradiation and subsequently sputter erosion that developed distinct surface topography. 
• It was demonstrated that SAXS is a powerful technique for measuring pore size and surrounding material thickness and the results were entirely consistent with XTEM when a cylindrical core-shell model was used. 
• The first detailed study of the effect of a cap layer on porosity revealed several new findings, including suppression of porosity in particular temperature ranges below RT for Ge and at all temperature for Si1-xGex alloys, a well-ordered morphology compared to uncapped samples at higher temperatures, and an intriguing barrier layer of ~ 8 nm thickness denuded of pores below the cap.  
• The barrier layer was explained in terms of wetting and minimisiation of interfacial free energy of a-Ge under the cap, driven by viscous flow under ion irradiation.  
• No previous study has been undertaken in ternary alloys such as GaAs1-xSbx alloys, where it was shown that the normal fibrous network typical of irradiation in GaSb could be suppressed.  Only a voided layer developed under irradiation, although a thin layer devoid of voids was observed at the surface which was again explained in terms of wetting and minimisation of surface free energy.  
8.2 Outlook 
There are several further studies that can be suggested to enhance understanding of the processes observed in this thesis. 
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To fully understand the mechanism of porosity, a wide range of ion mass and energy is needed. In this study we found that vacancy agglomeration occurred at the surface to initiate porosity but the maximum nuclear energy deposition was reasonably shallow at around 28 to 40 nm. It would be better to select higher energies of several hundred  keV( say up to 500 keV) to place the maximum vacancy production much further below the surface, and then study the initiation point of porosity to confirm if vacancy clustering and voids start from the surface. In terms of ion mass, the temperature dependence as a function of ion mass would help understand whether porous development at LN2T is caused by large vacancy production in cascades or if there is a chemical effect that assists vacancy migration at such temperatures.  
The capped samples have shown an intriguing denuded layer directly under the cap in all cases. The reasons for its origin and constant thickness independent of irradiation conditions needs to be further investigated. We have suggested viscous flow of a-Ge, wetting and minimisation of interfacial free energy to explain this behaviour. A wide range of cap materials need to be used under different implantation conditions, including ion mass and ion energy, to investigate whether some cap materials do not cause wetting. In addition, free energy and wetting calculations are needed to investigate the apparently constant layer thickness.  
In order to understand why the cap layers suppress pore formation at low temperature more extensive experiments are needed under different temperature regimes and as a function of ion fluence. The aim would be to measure buildup of stress with fluence and to investigate how voids nucleate and grow under a cap. Stress measurements with and without a cap layer may guide us to understand if the cap layer is imposing compressive stress which then suppresses the porosity. Further, using a wider range of cap layer materials is needed to examine if the hardness of the cap layer influences viscous flow of underlying a-Ge, and thus swelling and the development of the porous structure. 
 It might also be useful to measure capped samples using SAXS as the pore structure is well ordered in this case. It would be expected that a smaller pore size distribution should occur in capped samples.  
It is important to study different compositions of GaAs1-xSbx alloys with much thicker layers to fully understand the void/porosity mechanism as a function of the As content, and to study different ion mass and ion energies on void formation. In our study the crystal quality and 
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uniformity of composition of thick alloys was very poor and should be improved in subsequent studies.  
For all of the materials, Ge, Si1-xGex, GaSb and GaAs1-xSbx ternary alloys, ex-situ annealing could provide important information about the stability of porous structures and other microstructure in these materials. 
