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Recent work by Wu et al. [arXiv:1910.11011] proposed a numerical method, so called MPO-MPS method,
by which several types of quantum many-body wave functions, in particular, the projected Fermi sea state, can
be efficiently represented as a tensor network. In this paper, we generalize the MPO-MPS method to study
Gutzwiller projected paired states of fermions, where the maximally localized Wannier orbitals for Bogoliubov
quasiparticles/quasiholes have been adapted to improve the computational performance. The study of SO(3)-
symmetric spin-1 chains reveals that this new method has better performance than variational Monte Carlo for
gapped states and similar performance for gapless states. Moreover, we demonstrate that dynamic correlation
functions can be easily evaluated by this method cooperating with other MPS-based accurate approaches, such
as the Chebyshev MPS method.
I. INTRODUCTION
In physics, a large family of states of matter can be de-
scribed by paired fermions, which range from superconduc-
tors1 and superfluids2 to nuclei and neutron stars3. The ground
states and low-energy excited states of these paired fermions
are governed by an effective Hamiltonian of Bogoliubov-de
Gennes (BdG) type, and corresponding ground-state wave
functions are of Bardeen-Cooper-Schrieffer (BCS) type. The
idea of paired fermions was also combined with Gutzwiller
projection by Anderson to describe doped Mott insulators and
quantum spin liquids, which is dubbed as “resonating valence
bond” (RVB)4–8. In practice, the Gutzwiller projection is per-
formed numerically by the variational Monte Carlo (VMC)
method and the physical observables can be evaluated accord-
ingly9. As a result, these Gutzwiller projected wave functions
serve as a rather good variational ansatz for strongly corre-
lated electrons and quantum spin systems8.
Meanwhile, tensor networks provide an alternative way to
construct variational wave functions for quantum many-body
systems. Some of the most popular tensor networks, such
as the matrix product state (MPS), the projected entangled-
pair state (PEPS), and the multi-scale entanglement renor-
malization ansatz (MERA), are widely used as the basis for
variational approaches to quantum many-body problems10–14.
Considering the success of both methods (Gutzwiller pro-
jected states and tensor network states), it is very natural for
us to ask the question: Could we establish some generic rela-
tions between these two methods? However, the general re-
lation between Gutzwiller projected states and tensor network
states remains unclear so far, despite the fact that some RVB
states have exact PEPS representations15–18.
Very recently, it was realized by Wu et al.19 that Gutzwiller
projected Fermi sea states can be expressed as tensor network
states by rewriting a linear combination of single-particle op-
erators as a matrix product operator (MPO) with bond di-
mension D = 2. In this way, a Gutzwiller projected Fermi
sea state can be obtained by applying the MPOs to an MPS
one by one, which is termed as “MPO-MPS method”. Thus,
the Gutzwiller projected Fermi sea state can be efficiently ex-
pressed as a tensor network state. The efficiency of this tensor
network representation has been examined carefully with sev-
eral paradigmatic wave functions in Ref. [19]. If one chooses
the basis of the single-particle state properly, namely, by us-
ing maximally localized Wannier orbitals, the performance of
the MPO-MPS method will be improved dramatically. The
immediate advantage of the MPO-MPS method is two-fold:
(i) For Gutzwiller projected states, the computation of vari-
ous important characteristic quantities, such as entanglement
spectrum and von Neumann entanglement entropy, becomes
possible under the MPS representation. (ii) For MPS-based
variational approaches, such as density matrix renormaliza-
tion group (DMRG), the Gutzwiller projected states could be
used as a good initial input to speedup numerical simulations.
In this paper, we shall generalize the basis-optimized MPO-
MPS method to study Gutzwiller projected paired states of
fermions in one dimension. Indeed, we will demonstrate
that the basis-optimized MPO-MPS method is equally effi-
cient to compute the Gutzwiller projected paired states as well
as the unprojected paired states, since the Gutzwiller projec-
tion can be viewed as an MPO with bond dimension D = 1.
The method developed here complements the basis-optimized
MPO-MPS method proposed in Ref. [19] for the Gutzwiller
projected Fermi sea state. This completes the basis-optimized
MPO-MPS toolbox for Gutzwiller projected fermionic wave
functions. Furthermore, we demonstrate that the MPO-MPS
method can be used to calculate dynamic correlation functions
with the help of other MPS-based accurate approaches, such
as the Chebyshev MPS method20.
The remaining part of this paper is organized as follows.
In Sec. II, we introduce a generic BdG Hamiltonian and di-
agonalize it by a generalized Bogoliubov transformation. The
ground state of paired fermions is obtained by filling all the
Bogoliubov quasiholes, on which the Gutzwiller projection
will be implemented. In Sec. III, the MPO-MPS method is
formulated for paired fermions and the implementation of the
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2Gutzwiller projection is discussed. In Sec. IV, we use one
dimensional (1D) transverse field XY model as a benchmark
to compare various MPO-MPS methods. In Sec. V, SO(3)-
symmetric S = 1 spin chains are studied in details. The
truncation error of the MPO-MPS method is estimated. The
ground-state energy, the von Neumann entanglement entropy
and the spin spectral function are computed. Section VI is
devoted to summary and discussions.
II. BDG HAMILTONIAN AND THE GROUND STATE OF
PAIRED FERMIONS
We start with a generic BdG Hamiltonian that describes
paired fermions as follows,
HBdG =
N∑
k,l=1
tklc
†
kcl +
1
2
N∑
k,l=1
(∆klckcl + h.c.), (1)
where k, l = 1, . . . ,N denote generic single-particle degrees
of freedom, such as lattice sites and spin/flavor indices, and ck
and c†k are fermion annihilation and creation operators, respec-
tively. Note that tkl = t∗lk (∗ denotes complex conjugate) due to
the Hermiticity of the Hamiltonian and ∆kl = −∆lk because of
the fermion anticommutation relation.
For short, we define the vector operator c = (c1, . . . , cN)T
and the matrices t (with elements tkl) and ∆ (with elements
∆kl), and introduce the Nambu representation ψT = (cT , c†).
In the Nambu representation, the Hamiltonian HBdG can be
written in the matrix form,
HBdG =
1
2
ψ†HBdGψ + 12 tr(t) (2)
with
HBdG =
(
t ∆
−∆∗ −t∗
)
. (3)
The matrix HBdG can be diagonalized by a 2N × 2N unitary
matrixM as follows,
M†HBdGM =
( −Λ 0
0 Λ
)
, (4)
where Λ is a diagonal and non-negative matrix characterized
by matrix elements Λkl = εkδkl, and M satisfies the unitary
relationM†M =MM† = 12N and is of the form,
M =
(
V U∗
U V∗
)
, (5)
where U and V are two N×N matrices satisfying the relations,
V†V + U†U = 1N and UTV + VTU = 0. Here εk ≥ 0 is
the Bogoliubov quasiparticle excitation energy. It is worth
noting that we have chosen the quasihole representation for
later convenience. So that the Bogoliubov quasihole creation
operators d†m (m = 1, . . . ,N) are given by
d†m =
N∑
l=1
(
c†l Vlm + clUlm
)
, (6)
and the BdG Hamiltonian can be written in terms of quasihole
(and/or quasiparticle) operators as follows,
HBdG = −
N∑
m=1
εmd†mdm +
1
2
N∑
m=1
εm +
1
2
tr(t). (7)
The ground state of the BdG Hamiltonian, |Ψ0〉, can be rep-
resented as paired fermions and has the form of
|Ψ0〉 ≡ exp
∑
kl
gklc
†
kc
†
l
 |0〉c, (8)
where gkl = −glk is the pairing function and |0〉c is the vac-
uum state of c-fermions, i.e., cl|0〉c = 0 for l = 1, . . . ,N. On
the other hand, |Ψ0〉 must be the vacuum of the Bogoliubov
quasiparticles, namely, d†m|Ψ0〉 = 0 for m = 1, . . . ,N. Here
we would like to emphasize that d†m is a quasihole creation
operator thereby a quasiparticle annihilation operator in the
quasihole representation. It is easy to verify that the pairing
function should be
gkl =
1
2
(VU−1)kl (9)
so that the BCS state in Eq. (8) is annihilated by all d†m’s. How-
ever, it is noted that Eq. (8) is valid for a system with even
fermion parity only; while for a system with odd fermion par-
ity, unpaired fermions have to be involved. Therefore it is
more convenient to construct the ground state |Ψ0〉 by filling
all the quasihole states,
|Ψ0〉 =
N∏
m=1
d†m|0〉d, (10)
where |0〉d is the vacuum of Bogoliubov quasiholes, i.e.,
dm|0〉d = 0 for m = 1, . . . ,N. Notice that all the states in
the Fock space of quasiparticles (and/or quasiholes) will be
annihilated by the fully-filling operator
∏N
m=1 d
†
m except the
vacuum of quasiholes |0〉d, because
(
d†m
)2
= 0. Thus the
initial state |0〉d can be replaced by a simple direct-product
state | · · · 〉c (in the basis of original c-fermions) as long as
| · · · 〉c has the same fermion parity as |0〉d. Otherwise we have∏N
m=1 d
†
m| · · · 〉c = 0. In particular, we have
|Ψ0〉 =
N∏
m=1
d†m|0〉c (11)
in the presence of even fermion number parity.
A Gutzwiller projected paired state of fermions is obtained
by removing all the components consisting of empty or multi-
occupied sites, and can be expressed as
|Ψ〉 = PG |Ψ0〉, (12)
where PG is the Gutzwiller projector which imposes the
single-occupancy condition. Such a Gutzwiller projected state
is widely used as a trial wave function for quantum spin sys-
tems. In the next section, we will demonstrate that both un-
projected and projected paired states of fermions can be ex-
pressed as tensor-network states by using the MPO-MPS con-
struction.
3FIG. 1. Schematics of the MPO-MPS method based on Eqs. (11) and
(12). Here 2S + 1 species of fermions are introduced to represent a
quantum spin-S .
III. TENSOR-NETWORK REPRESENTATION OF PAIRED
STATES OF FERMIONS: MPO-MPS METHOD
A key observation was made in Ref. [19] that a single-
particle creation/annihilation operator can be rewritten as an
MPO. This can be naturally generalized to the Bogoliubov
quasiparticle/quasihole creation/annihilation operators. To be
explicit, the quasihole creation operator d†m can be written as
an MPO with bond dimension D = 2 as follows,
d†m =
(
0 1
)  N∏
l=1
(
1 0
Vlmc
†
l + Ulmcl 1
) ( 10
)
. (13)
Notice that dummy column and row are employed in Eq. (13)
to ensure the open boundary condition of MPO.
Based on the MPO expression in Eq. (13), the unprojected
state |Ψ0〉 given in Eq. (8) and Eq. (11) and the Gutzwiller pro-
jected state |Ψ〉 given in Eq. (12) can be converted into an MPS
form. The procedure of the MPO-MPS method is illustrated
in Fig. 1, and is made of two or three steps as follows:
(1) Initialize the vacuum state |0〉c as an MPS with bond
dimension D = 1.
(2) Act the N MPOs in accordance with the Bogoliubov
quasiholes d†m’s iteratively onto the vacuum MPS of |0〉c. Each
action generates one new MPS, and such a new MPS should
be compressed with the help of the so-called mixed canonical
form of MPS12, by using singular value decomposition (SVD)
at every intermediate step. Otherwise, the bond dimension of
the obtained MPS will grow exponentially with the number of
Bogoliubov quasiholes, i.e, D = 2N . So far we have obtained
an MPS for the unprojected paired state of fermions, |Ψ0〉.
(3) To obtain the projected state |Ψ〉, we apply the
Gutzwiller projector PG to the MPS |Ψ0〉 obtained in step (2).
Below we shall demonstrate how the Gutzwiller projection
is implemented and show that |Ψ〉 is an MPS, too.
Implementation of Gutzwiller projection. — For a spin-
S system with L lattice sites, it is convenient to use the in-
terleaved site index, l = 1, . . . , (2S + 1)L, instead of the
original lattice site index j = 1, . . . , L and spin/flavor index
α = −S , . . . , S , such that the Gutzwiller projection is imple-
mented on (2S +1) neighboring interleaved sites. Note that the
interleaved site index is related to lattice site and spin/flavor
indices as l = ( j, α).
To illustrate the Gutzwiller projection, we follow Refs. [21–
23] to introduce 2S + 1 species of fermionic parton operator
(Abrikosov fermion) c†jα and write the three components of
spin, S aj (a = x, y, z), in terms of these partons as follows,
S aj =
∑
αβ
c†jαI
a
αβc jβ (14)
with the single-occupancy constraint imposed at each lattice
site j, ∑
α
c†jαc jα = 1, (15)
where α and β are spin/flavor indices and Ia is the spin-S ma-
trix representation of spin operator S a.
At the end of step (2), one has obtained an MPS for the
unprojected paired state of fermions as follows,
|Ψ0〉 =
∑
s
sgn(s)As1 [1]As2 [2] · · · AsN−1 [N − 1]AsN [N]|s〉,
(16)
where N = (2S +1)L is the number of interleaved lattice sites,
Asl [l] is the matrix associated with fermion occupation num-
ber sl at interleaved site l, and s = ⊗Nl=1sl characterizes the ba-
sis of the fermion Fock space together with the fermion sign
function sgn(s) = ±1. We found that the Gutzwiller projected
state can be written as an MPS as well,
|Ψ〉 =
∑
τ
sgn(τ )Bτ1 [1]Bτ2 [2] · · · BτL−1 [L − 1]BτL [L]|τ 〉, (17)
where τ = ⊗Lj=1τ j denotes the basis of the spin Hilbert space,
and the associated matrix Bτ j is given by
Bτ j =
{ ∏
α Asl [l]|l=( j,α), if ∑α sl=( j,α) = 1,
0, otherwise. (18)
Here the interleaved site index l = ( j, α) = j(2S + 1) − S + α,
the spin index α runs from −S to S , so that l runs from 1 to
N = (2S+1)L. Note that sgn(τ ) in Eq. (17) is well defined and
is given by sgn(τ ) = sgn(s) as long as the single-occupancy
condition is satisfied. In practice, when one calculates the ex-
pectation value for an operator Oˆ, the fermion sign sgn(τ )
and/or sgn(s) can be absorbed in the operator Oˆ, then the MPS
itself will be implemented as a bosonic MPS.
Maximally localized Wannier orbitals. — As mentioned,
one has to compress the matrices Asl [l] in Eq. (16) after the
acting of each MPO d†m on the MPS, which is done by uti-
lizing SVD. The truncation error is unavoidable during the
process of compression of matrices. However, this truncation
4error can be significantly reduced by choosing the ordering of
the action of MPOs and the basis of single-particle orbitals
properly19.
To reduce the truncation error of MPS, we would like to fol-
low Ref. [19] to exploit the idea of “maximally localized Wan-
nier orbitals”24–28. These single-particle orbitals have mini-
mum spatial overlap with each other, which allows us to re-
duce the entanglement entropy when each MPO associated
with one of these single-particle orbitals is applied. These
maximally localized Wannier orbitals are determined as fol-
lows: First, we define position operators for particles and
holes in interleaved lattice sites,
Xˆ =
∑
l
lc†l cl, Xˆ
′ =
∑
l
lclc
†
l . (19)
For the Bogoliubov quasiparticles/quasiholes, the position op-
erators are projected into a matrix X˜ with matrix element
X˜mn = c〈0|dmXˆd†n |0〉c + c〈1|dmXˆ′d†n |1〉c, (20)
where |1〉c is the fully occupied state of c-fermions, i.e.,
c†l |1〉c = 0 for l = 1, . . . ,N. Note that the particle-hole
symmetric form in Eq. (20) provides an unambiguous defi-
nition even in the limit of vanishing pairing strength. Sec-
ond, the matrix X˜ can be diagonalized by an SU(N) matrix
W, i.e., W†XW = diag{x1, · · · , xN}, where the eigenvalues xn
are sorted as x1 < · · · < xN . Thus we find out a set of single-
particle operators { f †n } associated with the eigenvalues {xn} as
follows,
f †n =
∑
m
d†mWmn =
∑
l
[
c†l (VW)ln + cl(UW)ln
]
. (21)
Since W is an SU(N) matrix, we have
N∏
n=1
f †n =
N∏
m=1
d†m.
Therefore the paired state |Ψ0〉 given in Eq. (11) can be rewrit-
ten in terms of the single-particle operators { f †n },
|Ψ0〉 =
N∏
n=1
f †n |0〉c. (22)
When acting the MPO
f †n =
(
0 1
)  N∏
l=1
(
1 0
c†l (VW)ln + cl(UW)ln 1
) ( 10
)
(23)
on the MPS, the matrices Asl [l] will change considerably only
when the interleaved site l is near the position xn, because the
single-particle wave functions associated with f †n are maxi-
mally localized thereby separated from one another. On the
other hand, different orderings of f †n only differ by a global
factor ±1 in |Ψ0〉. So that one can act f †n in |Ψ0〉 by the or-
dering of “left-meet-right” which starts from the left or right
edge and gradually moves toward the center. This procedure
drastically minimizes the truncation error.
Another MPO-MPS representation of paired states. — As
mentioned in Ref. [19], Eq. (8) has another MPO-MPS repre-
sentation which can be achieved by rewriting Eq. (8) as
|Ψ0〉 =
∏
kl
(1 + gklc
†
kc
†
l )|0〉c =
∏
k
Wˆk |0〉c, (24)
where
Wˆk =
(
1 0
)  k−1∏
l=1
(
1 gklc
†
l
0 1
) ( 1 c†k−c†k 1
)
×
 N∏
l=k+1
(
1 0
gklc
†
l 1
) ( 10
) (25)
is also an MPO with bond dimension D = 2. However, the
formalism based on Eqs. (24) and (25) is hard to be improved
with the help of maximally localized Wannier orbitals. More-
over, the numerical calculation will become unstable when the
matrix U thereby the pairing function gkl become singular. We
shall examine and compare these different MPO-MPS repre-
sentations (in accordance with Eqs. (11), (22) and (24) respec-
tively) in the next section.
“Bosonization” of fermionic states. — Since the fermionic
sign brings extra complications in the MPO-MPS formal-
ism, we would like to bosonize the fermionic tensor networks
(MPOs and MPSs) with the help of Jordan-Wigner transfor-
mation,
c†l =
 l−1∏
k=1
σzk
σ+l , cl =
 l−1∏
k=1
σzk
σ−l . (26)
Thus the quasihole operator d†m defined in Eq. (6) and the cor-
responding MPO form given in Eq. (13) be rewritten in terms
of pseudospin-1/2 as follows,
d†m =
(
0 1
)  N∏
l=1
(
1 0
Vlmσ+l + Ulmσ
−
l σ
z
l
) ( 10
)
. (27)
Note that this pseudospin MPO expression can be used for the
maximally localized Wannier orbitals in Eq. (23) as well.
IV. TRANSVERSE FIELD XY MODEL: A BENCHMARK
In this section, we shall study the 1D transverse field XY
(TFXY) model, which is a spin-1/2 model defined by the fol-
lowing Hamiltonian:
HXY =
L∑
j=1
(
Jxσxjσ
x
j+1 + Jyσ
y
jσ
y
j+1 + hzσ
z
j
)
, (28)
where the periodic boundary condition is imposed by σx,y,zL+1 =
σ
x,y,z
1 . This model is exactly solvable and will be a good
benchmark of our MPO-MPS method. We will compare vari-
ous MPO-MPS expressions in accordance with Eqs. (11), (22)
and (24).
5The 1D TFXY model can be fermionized by the inverse
Jordan-Wigner transformation. The resulting spinless fermion
model reads
HXY =
L−1∑
j=1
(
J−c jc j+1 − J+c†jc j+1 + h.c
)
+
L∑
j=1
hz(2c
†
jc j − 1) + hL,1,
(29)
where J± = Jx ± Jy, and the boundary term reads
hL,1 =
(
J+c
†
Lc1 − J−cLc1 + h.c
)
eipiNˆ .
Here Nˆ =
∑L
j=1 c
†
jc j is the total fermion number. Since the
total fermion parity eipiNˆ = ±1 is a good quantum number,
the fermionic Hamiltonian will become quadratic when the
eigenvalue of eipiNˆ is fixed. Thus, we are able to obtain the
exact ground-state energy εXY and all the eigenstates of HXY
by the Bogoliubov transformation.
Now let us examine how efficient the ground state |ΨXY〉
can be computed by the MPO-MPS method, which is an un-
projected paired state of fermions and will be computed by the
maximally localized Wannier orbitals { f †l } (by using Eq. (22)),
original Bogoliubov quasiholes {d†m} (by using Eq. (11)), and
the pairing function {Wk} (by using Eq. (24)), respectively. To
see the precision of these MPO-MPS methods, we define the
energy deviation per site,
δεXY =
1
L
(〈ΨXY |HXY |ΨXY〉 − εXY ) , (30)
where εXY is the exact ground-state energy obtained by the
Bogoliubov transformation and |ΨXY〉 is computed by MPO-
MPS methods. In order to monitor the precision after each
MPO is applied and the truncation is done, we divide the spin
chain into two parts (denoted by A and B) from the middle and
calculate the von Neumann entanglement entropy (EE) of the
reduced density matrix for A,
S c = −tr (ρA log ρA) , (31)
where ρA = TrBρ = TrB|Ψ〉〈Ψ|, and |Ψ〉 is measured after
every MPO is applied.
The deviation of the ground-state energy δεXY is given in
Table I, and the entanglement entropy S c versus the number
of applied MPOs is plotted in Fig. 2. It turns out that the
f †l -MPO-MPS method using maximally localized Wannier or-
bitals and the “left-meet-right” scheme gives rise to very accu-
rate ground states. Namely, δεXY is always less than 10−10 for
all the model parameters chosen, i.e., Jy/Jx and hz/Jx, where
we fix Jx = 1. It can be seen from Fig. 2 that S c increases
very slowly and keeps a small value until the last few MPOs
are applied. So that the truncation error will keep a small value
when the MPSs are compressed after each MPO is applied.
As the comparison to the f †l -MPO-MPS method, the d
†
m-
MPO-MPS method using original Bogoliubov quasiholes is
also investigated. For this case, the ordering for the action of
(Jy, hz)
MPO
f †l d
†
m Wk
(0.5, 0.5) < 10−12 < 10−3 < 10−6
(0.8, 0.5) < 10−10 < 10−3 0.58
(0.5, 1.0) < 10−14 < 10−5 < 10−10
(0.8, 1.0) < 10−10 < 10−4 0.22
(0.5, 1.5) < 10−14 < 10−8 < 10−13
(0.8, 1.5) < 10−11 < 10−7 < 10−4
TABLE I. The energy deviation δεXY defined in Eq. (30) and evalu-
ated by three MPO-MPS methods. Here f †l denotes the method us-
ing maximally localized Wannier orbitals and the “left-meet-right”
scheme; d†m denotes the method using original Bogoliubov quasi-
particles (ordered with respect to single-particle energies); and Wk
means the MPO-MPS method using the pairing function gkl and de-
fined in Eqs. (24) and (25) (with the “left-to-right” scheme). We
choose lattice size L = 60, bond dimension D = 200, and set Jx = 1
in the Hamiltonian HXY .
d†m-MPOs is from low to high in their corresponding single-
particle energies. It gives rise to rather reasonable results
with δεXY ∼ 10−3 − 10−8, although the precision is much
poorer than the f †l -MPO method (see Table I). Finally, the
Wk-MPO-MPS method (also with a “left-to-right” scheme)
is found to be unstable and fail when the pairing function
gkl becomes singular, e.g., at (Jy/Jx, hz/Jx) = (0.8, 0.5) and
(Jy/Jx, hz/Jx) = (0.8, 1.0) (see Table I).
V. SO(3)-SYMMETRIC S = 1 SPIN CHAINS
In this section, we shall study SO(3) rotationally invari-
ant spin-1 chains29–37 by the f †l -MPO-MPS method, say, us-
ing maximally localized Wannier orbitals and the “left-meet-
right” scheme. The Hamiltonian for these S = 1 spin chains
is of the following bilinear-biquadratic (BBQ) form :
HBBQ =
L∑
j=1
[
JS j · S j+1 + K
(
S j · S j+1
)2]
, (32)
where S j is the S = 1 spin operator at the j-th site and L is the
length of the spin chain. The periodic boundary condition is
imposed by SL+1 = S1. Note that the Hamiltonian in Eq. (32)
can be re-parameterized by setting J = cos θ and K = sin θ
apart from an unimportant factor, such that
HBBQ =
∑[
cos θS j · S j+1 + sin θ
(
S j · S j+1
)2]
.
The phase diagram of the spin-1 BBQ chain is well stud-
ied: (1) for pi/2 < θ < 5pi/4, the system is in a gapless
ferromagnetic phase; (2) for pi/4 ≤ θ ≤ pi/2, it is a critical
phase31,34,36, which includes an exactly solvable Uimin-Lai-
Sutherland (ULS) point32,38,39 at θ = pi/4 (J = K > 0); (3)
for −pi/4 < θ < pi/4, it is the gapped Haldane phase con-
taining the Affleck-Kennedy-Lieb-Tasaki (AKLT) point40 at
60 10 20 30 40 50 60
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d†m
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FIG. 2. The entanglement entropy S c (defined in Eq. (31)) versus the number of applied MPOs, where d
†
m denotes the original Bogoliubov
quasiparticles, f †l the maximally localized Wannier orbitals, and Wk is defined in Eq. (25). We set L = 60, D = 200, Jx = 1, hz = 1, and (a)
Jy = 0.5 and (b) Jy = 0.8.
θ = tan−1(1/3); (4) for −3pi/4 < θ < −pi/4, it is a dimerized
phase; (5) there exists an exactly solvable Takhtajan-Babujian
(TB) critical point41,42 separating the Haldane and the dimer-
ized phase at θ = −pi/4 (J = −K > 0).
It was revealed in Ref. [23] that the Gutzwiller projected
wave functions of paired fermions are very good trial wave
functions for the ground states of the antiferromagnetic BBQ
model in the regime K < J (−3pi/4 < θ < pi/4), where varia-
tional energies and static spin correlation functions were cal-
culated by using the VMC method. In this section, we will
demonstrate that such trial wave functions can be efficiently
converted into MPSs by the MPO-MPS method. Moreover,
we find that the dynamic spin correlation (spin spectral func-
tion) can be easily evaluated, since the MPO-MPS method
can be naturally cooperated with the Chebyshev kernel poly-
nomial method to compute spectral functions20.
A. Fermionic theory, trial wave function and spin spectral
function
To formulate the fermionic theory and derive the trial wave
function for a spin S = 1 system, we follow Ref. [21] to in-
troduce three species of fermions: c1, c0, c−1. Then the spin
operators can be represented in terms of these fermions as in
Eq. (14). To see the SO(3) spin rotational symmetry, it is more
convenient to use the Cartesian basis: cx = i(c1 − c−1)/
√
2,
cy = (c1 + c−1)/
√
2, and cz = −ic0, and define two SO(3)
invariant bond operators χˆi j and ∆ˆi j as follows:
χˆi j =
∑
α=x,y,z
c†iαc jα, ∆ˆi j = −
∑
α=x,y,z
ciαc jα. (33)
Thus, the SO(3) symmetric model given in Eq. (32) can be
rewritten in terms of χˆi j and ∆ˆi j,
HBBQ = −
L∑
j=1
[
Jχˆ†j, j+1χˆ j, j+1 + (J − K)∆ˆ†j, j+1∆ˆ j, j+1
]
. (34)
It is expected that paired states of fermions with 〈∆ˆ j, j+1〉 , 0
will be energetically favored when J > K due to the last term
in Eq. (34).
Trial wave function. — At the mean-field level, the SO(3)
symmetric Hamiltonian given in Eq. (34) can be naturally de-
coupled to three copies of Kitaev’s Majorana chains43,44:
HMF ≡
∑
α=x,y,z
H(α)K ,
H(α)K =
L∑
j=1
[
−χc†jαc j+1α + ∆c jαc j+1α + h.c.
]
+ λ
L∑
j=1
c†jαc jα.
(35)
Here χ and ∆ are two mean-field order parameters, and λ
serves as the Lagrange multiplier to impose the particle num-
ber constraint given in Eq. (15) on average. For a given set
of {χ,∆, λ}, a mean-field ground state |ΨMF(χ,∆, λ)〉 can be
obtained. Thus the Gutzwiller projected wave function
|ΨBBQ(χ,∆, λ)〉 = PG |ΨMF(χ,∆, λ)〉 (36)
can be treated as a trial wave function for the spin Hamiltonian
HBBQ defined in Eq. (32), where {χ,∆, λ} is a set of variational
parameters. Then the ground state can be obtained by mini-
mizing the energy (per site)
Eg =
1
L
〈ΨBBQ|HBBQ|ΨBBQ〉
〈ΨBBQ|ΨBBQ〉 . (37)
It is worth mentioning that there are only two independent
variational parameters ∆/χ and λ/χ to determine the ground
7state. Here one subtlety is that for certain phases, e.g., Hal-
dane phase, which is characterized as a p-wave weakly pairing
state23, it is desirable to use antiperiodic boundary conditions
(cL+1,α = −c1,α) for the mean-field Hamiltonian in Eq. (35),
in order to obtain a nonvanishing Gutzwiller projected wave
function.
With the help of the trial wave function |ΨBBQ(χ,∆, λ)〉, the
ground state and elementary excitations of the SO(3) Hamil-
tonian HBBQ were studied by using VMC in Ref. [23] and
Ref. [45], respectively. It was found that the Gutzwiller pro-
jected wave function is in surprisingly good agreement with
the known result given by exact solution and/or DMRG when
J > K. Below we will demonstrate that the MPO-MPS
method provides an alternative and efficient way to perform
calculations based on the Gutzwiller projected wave function.
Furthermore, the spin spectral function can be computed by
the combination of the MPO-MPS method and the Chebyshev
kernel polynomial method.
Spin spectral function.— The spin spectral function in
(q, ω) space, which can be measured by the inelastic neutron
scattering, is defined as
S (q, ω) =
∑
α=x,y,z
〈0|S α(q)δ(ω − Hˆ − E0)S α(−q)|0〉. (38)
Here |0〉 denotes the ground state of a Hamiltonian Hˆ, and E0
is the corresponding ground-state energy. Usually, for a given
Gutzwiller projected wave function, such a spectral function is
difficult to calculate by the VMC method although static spin
correlation functions can be done. By contrast, there exist
a slice of MPS-based accurate approaches to calculate spec-
tral functions, such as correction-vector method46–49, time-
dependent DMRG50–54, and Chebyshev MPS20,55. In this pa-
per, we utilize the Chebyshev MPS method20, of which the
framework is to expand the δ function in Eq. (38) in terms of
Chebyshev polynomials. The details of the Chebyshev MPS
method can be found in Appendix A.
B. Numerical results and analyses
Numerically, we will focus on four representative points in
the phase diagram: (1) AKLT point at θ = tan−1(1/3) (or
K/J = 1/3); (2) TB point at θ = −pi/4 (or K/J = −1); (3)
ULS point at θ = pi/4 (or K/J = 1); and (4) Heisenberg
point at θ = 0 (or K = 0, J = 1). Two of them, AKLT and
Heisenberg points are gapped, while the other two, TB and
ULS points are gapless. We shall study the trial wave func-
tion |ΨBBQ(χ,∆, λ)〉 at these four points and use the parame-
ters {∆/χ, λ/χ} optimized by the VMC in Ref. [23]. Note that
the definition of the mean-field order parameters χ and ∆ are
different from those defined in Ref. [23] by a factor of J and
(J − K), respectively.
Truncation error. — To illustrate the precision of the MPO-
MPS calculation, we introduce the truncation error trunc of
MPS that is truncated down to the leading D singular values
(more precisely, the upper bound of the truncation errors dur-
ing the whole MPO-MPS process). Quantitatively, trunc is
D TB ULS Heisenberg AKLT
10 < 10−15
50 0.025 0.037 2 × 10−3 < 10−15
100 0.015 0.018 7 × 10−4 < 10−15
200 8 × 10−4 5 × 10−3 3 × 10−5 < 10−15
400 7 × 10−4 2 × 10−3 1 × 10−5 < 10−15
600 6 × 10−4 7 × 10−4 6 × 10−6 < 10−15
800 4.5 × 10−4 6.5 × 10−4 3 × 10−6 < 10−15
1000 4 × 10−4 5 × 10−4 7 × 10−7 < 10−15
1200 3 × 10−4 5 × 10−4 3 × 10−7 < 10−15
1400 2 × 10−4 3 × 10−4 2 × 10−7 < 10−15
TABLE II. Truncation errors trunc(D) in the basis-optimized MPO-
MPS process, which is defined in Eq. (39). The lattice size is L = 60.
defined as
trunc =
N∑
j=1
 j(D), (39)
where  j(D) is the sum of discarded squared singular values
at the j-th bond. The MPS truncation errors trunc for different
bond dimension D on an L = 60 lattice are listed in Table II
and plotted in Fig. 3 for four points: AKLT, TB, ULS and
Heisenberg.
In general, we find that the MPO-MPS method works much
more efficiently than the VMC for gapped states. For gapless
states, it will achieve similar precision as the VMC for the
same computing time. The reason is the following: The MPS
truncation error trunc decreases with the bond dimension D
nearly exponentially for gapped states; while it decreases in
a power law for gapless states, trunc ∝ D−1. The computing
time for an MPS grows with increasing D and is of O(D2).
So that the MPS truncation error trunc is of order of O(t−1/2)
for gapless states, where t is the time consumption in the cal-
culation. Meanwhile, the statistical error in the VMC is of
O(M−1/2) ∝ O(t−1/2), where M is the number of uncorrelated
Monte Carlo measurements.
Ground-state energy and its variance. — The ground state
energy and the energy variance have been computed by the
basis-optimized MPO-MPS method and some results are list
in Table III. Here the energy variance is defined as
ς ≡ 1
L
√
〈H2BBQ〉 − 〈HBBQ〉2, (40)
which measures how the trial wave function |ΨBBQ(χ,∆, λ)〉
deviates from an eigenstate of the Hamiltonian HBBQ. Note
that the energy variance ς defined in Eq. (40) is hard to com-
pute by VMC, which is different from the standard statistical
deviation in VMC. We choose lattice size L = 60 as in Ta-
ble II and Fig. 3 and use bond dimension D = 1400 to obtain
accurate values for gapless states (TB and ULS). However,
smaller D is sufficient to give the same precision for gapped
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FIG. 3. Truncation error trunc versus the inverse bond dimension
1/D. Inset: log scale is used and the dashed line (trunc ∝ 1/D) is a
guide to the eye. The data are the same as those list in Table II.
K (∆/χ, λ/χ) Eg ς Eg(VMC) E∗g
1
3
a (1, 0) − 23 < 10−15 − 23±7 × 10−15 − 23
−1b (2.22, 2.0) −3.9909 0.0389 −3.9917 ± 0.0012 −4
1c (0, 1) 0.2996 0.0150 0.2997 ± 0.0004 0.2971
0d (0.98, 1.78) −1.4000 0.0104 −1.4001 ± 0.0004 −1.4015
aAKLT bTB cULS dHeisenberg
TABLE III. Ground-state energy Eg and the variance of energy ς cal-
culated by the basis-optimized MPO-MPS method. The optimized
mean-field parameters (∆/χ, λ/χ) is given by the VMC in Ref. [23].
E∗g is the known result by exact solution (for AKLT
40, TB41,42 and
ULS32,38,39) or DMRG (for Heisenberg56). Note that E∗g corresponds
to per-site energies in the thermodynamic limit L→ ∞. We set J = 1
and choose bond dimension D = 1400 (D = 10 for AKLT) and lat-
tice size L = 60. The ground state energy and its statistical deviation
from the VMC calculation are also list for reference (L = 100 for
AKLT, TB, and Heisenberg; L = 99 for ULS)23.
states, namely, D ≥ 8 for the AKLT point and D ≥ 100 for the
Heisenberg point.
Energy deviation.— The deviation of the ground-state en-
ergy measures the difference between Eg calculated by the
basis-optimized MPO-MPS method and the known precise
value E∗g given by exact solution (for AKLT40, TB41,42 and
ULS32,38,39) or DMRG (for Heisenberg56), which is defined as
δEg(L,D) = Eg(L,D) − E∗g. (41)
Due to the lack of finite-size data, E∗g shown in Table II is
taken to be per-site energies in the thermodynamic limit (L→
∞). The bond dimension dependence of δEg(L,D) reflects
how fast Eg(L,D) approaches the precise value Eg(L,D = ∞)
with increasing D, and is plotted in Fig. 4. It can be seen from
Fig. 4 that Eg(L,D) − Eg(L,D = ∞) ∝ 1/D for two gapless
states, say, TB and ULS.
Entanglement entropy. — The calculation of the von Neu-
mann entanglement entropy S = −TrρA log ρA is straightfor-
0.001 0.002 0.003 0.004 0.005
1/D
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δE
g
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SU(3)
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FIG. 4. The energy deviations δEg defined in Eq. (41) versus 1/D.
The lattice size is L = 60.
ward in the MPO-MPS method. By contrast, it is unavailable
in the VMC method although the Re´nyi entropy S (n) = TrρnA
can be computed for n = 2.
The AKLT state is an explicit spin wave function that real-
izes the Haldane phase for integer spins, whose ground state
can be expressed as an MPS state8. On the other hand, it was
found that the spin-1 AKLT state can be exactly written as a
Gutzwiller projected paired wave function |ΨBBQ(χ,∆, λ)〉 by
choosing χ = ∆ = 1 and λ = 023. Our MPO-MPS calculation
results in Eg = −2/3 and S c = 2 log 2 exactly (in the sense of
machine precision), where S c is the half-chain entanglement
entropy defined in Eq. (31). These results coincide with the
exact solution.
For the two critical points, TB, and ULS, the von Neumann
entanglement entropy S is exploited to study the criticality
as well. For the ground state of a 1D quantum critical chain
with periodic boundary condition, the entanglement entropy
between one block with j spins and the other block with L− j
spins is known to scale as57–59
S ( j) =
c
3
log2
(L
pi
sin
pi j
L
)
+ c2, (42)
where c is the central charge of the conformal field theory and
c2 is a nonuniversal constant.
The entanglement entropy S ( j) has been calculated for two
gapped states, AKLT and Heisenberg, and two gapless states,
TB, and ULS, respectively. The results are plotted in Fig. 5.
The TB point is exactly solvable by Bethe ansatz41,42. By
fitting S ( j) to Eq. (42), we find that the central charge ex-
tracted from the MPS is c = 1.47, which agrees well with
the theoretical value c = 3/2 predicted by the SU(2)2 Wess-
Zumino-Novikov-Witten (WZNW) field theory60,61. The ULS
point can be exactly solved by Bethe ansatz as well38,39, of
which the low-energy excitations are effectively described
by the SU(3)1 WZNW field theory62,63 with central charge
c = 264. Our MPO-MPS calculation from the Gutzwiller pro-
jected wave function leads to c = 1.94, which is also in good
agreement with the SU(3)1 WZNW field theory.
Spin spectral function. — The spin spectral function
910 20 30 40 50
j
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E
E
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fit ULS, c=1.94
fit TB, c=1.47
FIG. 5. Block entanglement entropy S ( j) in an L = 60 chain. The
bond dimension in the MPO-MPS process is D = 1400. For two
gapless points, TB and ULS, central charges are fitted by Eq. (42).
S (q, ω) has been calculated at AKLT, Heisenberg, TB, and
ULS points by using the Chebyshev MPS method20. The nu-
merical results are plotted in Fig. 6, which catches all the ex-
pected features for these models. (i) For AKLT and Heisen-
berg points, the Haldane gap is clearly visible at q = pi, and
takes the value ∆gap = 0.70 at the AKLT point and ∆gap = 0.39
at the Heisenberg point. (ii) For the TB point, the spin spec-
tra are gapless at q = pi and there exists spinon continuum in
the spectra, which is exactly what is expected by the Bethe
ansatz solution65. (iii) For the ULS point, S (q, ω) is gapless
at q = ±2pi/3 and exhibits three thresholds in the spinon con-
tinuum as shown in Fig. 6 (d), which is in excellent agreement
with the Bethe ansatz solution39,66.
VI. SUMMARY AND DISCUSSIONS
In summary, we have generalized the basis-optimized
MPO-MPS method to study Gutzwiller projected states of
paired fermions. The key idea is that a BCS-type state can be
obtained by filling up all the Bogoliubov quasiholes. Exploit-
ing the maximally localized Wannier orbitals for the Bogoli-
ubov quasiparticle/quasihole states, we are able to minimize
the truncation error of MPS to improve the precision of this
method dramatically.
As a benchmark, we have examined the 1D transverse field
XY model, which is exactly solvable with the help of the
Jordan-Wigner transformation. We found that the MPO-MPS
method with maximally localized Wannier orbitals, together
with the “left-meet-right” scheme, gives rise to very accurate
ground states. The precision for the per-site ground-state en-
ergy is always less than 10−10 in the whole parameter region
inspected.
Then we used the Gutzwiller projected wave functions pro-
posed in Ref. [23] to study SO(3)-symmetric spin-1 chains.
We carefully examined the truncation error of MPS in the
basis-optimized MPO-MPS process. The ground state and
its variance have been evaluated with high precision. The
von Neumann entanglement entropy has been calculated in a
straightforward way. At the two critical points, TB and ULS,
the central charges have been obtained by fitting the entan-
glement entropy: c = 1.47 at the TB point and c = 1.97 at
the ULS point, which are in good agreement with SU(2)2 and
SU(3)1 WZNW field theories, respectively. The spin spectral
function S (q, ω) has been calculated at two gapped points,
AKLT and Heisenberg, and two gapless points, TB and ULS.
The Haldane gap was estimated to be ∆gap = 0.39 at the
Heisenberg point and ∆gap = 0.70 at the AKLT point. The
gapless feature has been found at TB and ULS points at q = pi
(TB) and q = ±2pi/3 (ULS), respectively.
We would like to point out that the MPS obtained from
such a Gutzwiller projected state via the MPO-MPS method
serves as a good initial state for DMRG and/or other tensor
network methods. With minor modifications, the MPO-MPS
method can also be utilized to represent partially Gutzwiller
projected states, which allows to study doped Mott insulators
and strongly correlated metals.
Finally, there are some remaining issues for future in-
vestigations: (1) Is the tensor network representation for
Gutzwiller projected states still efficient in dimensions larger
than one? (2) It is natural to combine the MPO-MPS method
with other techniques, such as Automatic Differentiation67,
to optimize the variational parameters in Gutzwiller projected
wave functions. (3) Can a Gutzwiller projected state of bosons
be calculated by the MPO-MPS method efficiently? The study
along these lines are in progress.
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Appendix A: Chebyshev MPS approach to spin spectral
function
This appendix briefly reviews the Chebyshev MPS
method20 for calculating the zero-temperature spectral func-
tions. Here we use the spin spectral function S (q, ω) as an
example, which has the form of Eq. (38).
The key intuition of the Chebyshev MPS method is rep-
resenting the spectral function via the Chebyshev expansion,
which is widely used for function expansion. The Cheby-
shev polynomials constitute an orthogonal basis with a weight
function (pi
√
1 − x2)−1 on the interval [−1, 1]. So at first the
frequency ω and Hamiltonian Hˆ should be linearly rescaled
and shifted68 to map the interval [0,W∗], such that the spectral
10
FIG. 6. The spin spectral functions S (q, ω) for the spin-1 models. Here we set J = 1, lattice size L = 60, bond dimension D = 400, and the
number of Chebyshev moments Nc = 300 (Nc = 150 for TB point). (a) AKLT point, the Haldane gap at q = pi is ∆gap = 0.70. (b) Heisenberg
point, the Haldane gap at q = pi reads ∆gap = 0.39. (c) TB point, S (q, ω) is gapless at q = pi and there exists spinon continuum in the spectra.
(d) ULS point, S (q, ω) is gapless at q = ±2pi/3 and shows three thresholds in the spinon continuum.
function has nonzero weight in the interval [−W ′,W ′], where
W ′ < 1 is a positive real number. The rescaled dimensionless
Hamiltonian and frequency are marked by primes, such as
ω′ =
2W ′
W∗
ω −W ′,
Hˆ′ =
2W ′
W∗
(Hˆ − E0) −W ′,
(A1)
where the ground-state energy of Hˆ′ is W ′. Then, S (q, ω) can
be rewritten as
S (q, ω) =
2W ′
W∗
∑
a
〈0|S a(q)δ(ω′ − Hˆ′)S a(−q)|0〉. (A2)
The δ(ω′ − Hˆ′) in Eq. (A2) is expanded by Chebyshev poly-
nomials as
δ(ω′− Hˆ′) u 1
pi
√
1 − ω′2
g0 + 2 Nc−1∑
n=1
gnTn(Hˆ′)Tn(ω′)
 , (A3)
where Tn(x) ≡ cos[n arccos(x)] are the Chebyshev polynomi-
als of the first kind and gn damping factors20,68. It is worth
noting that Eq. (A3) is an approximation for δ function since
only the first Nc Chebyshev moments are retained, and such a
truncation introduces the Gibbs oscillations68 of period 1/Nc.
So here the Jackson damping
gJn =
(Nc − n + 1) cos pinNc+1 + cot piNc+1 sin pinNc+1
Nc + 1
(A4)
is adapted to smooth the oscillations.
Conclusively, the spin spectral function S (q, ω) can be rep-
resented approximately as
S (q, ω) u
2W ′/W∗
pi
√
1 − ω′2
g0ν0 + 2 Nc−1∑
n=1
gnνnTn(ω′)
 , (A5)
where
νn =
∑
a
〈0|S a(q)Tn(Hˆ′)S a(−q)|0〉, (A6)
is so-called Chebyshev moments. Note that Chebyshev poly-
nomials, Tn(x), have the recurrent relations of
Tn+1(x) = 2xTn(x) − Tn−1(x). (A7)
Thus νn can be calculated recursively and efficiently by using
Eq. (A7).
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