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It is proved that for certain non-standard versions ∗G of inverse systems G of R-modules,
we have limn( ∗G)|I = 0 for n > 0.
The result is applied to deﬁne a reasonably canonical non-standard resolution for an
arbitrary inverse system G of R-modules, such that the application of the inverse limit
functor yields a complex whose cohomology groups are isomorphic to the derived limits,
limn . Furthermore, the non-standard resolution gives also the maps limn g, and the
connecting homomorphisms to a reasonable degree.
We also prove that for miscellaneous types of inverse systems H of modules, the system
H is a direct summand of ( ∗H)|I .
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1. Introduction
In Garavaglia [2] it was proved that Cˇech homology with equationally compact coeﬃcients, including certain non-
standard coeﬃcients, is exact in the category of compact pairs. In this article we prove a result similar to Garavaglia’s
result. We prove that certain non-standard versions ( ∗G)|I of inverse systems G of R-modules are lim-acyclic. In particular,
our class of lim-acyclic non-standard systems is so wide that if G = (I, (Gi)i∈I , (π ji)) is an inverse system, where I is a di-
rected set, all Gi are R-modules (R an arbitrary commutative ring with a unit), and all π ji are R-linear, then there exists
the lim-acyclic ( ∗G)|I , and a level homomorphism embedding G → ( ∗G)|I .
By a system X being lim-acyclic (or brieﬂy acyclic) we mean that limn X = 0 for all n > 0.
Furthermore, we prove that the higher limits of inverse systems and level homomorphisms can be obtained from a non-
standard resolution.
In Section 3 we prove that the if G = (I, (Gi)i∈I , (π ji)) is an inverse system of one of the types listed below, then G is
a direct summand of the acyclic ( ∗G)|I .
• Each Gi is a compact topological Abelian group and each π ji is continuous.
• F is a ﬁeld, each Gi is a ﬁnite-dimensional F -vector space, and each π ji is F -linear.
• G is a subequational system over an equationally compact base group in the sense of Section 5.2.
Hence, we get simple proofs for the lim-acyclicity of the systems of the above types. In the second case we know that
the acyclicity is previously known, see Jensen [4, Proposition 1.1]. We do not know if the acyclicity is a new result in the
ﬁrst and in the third case.
We assume that the reader is familiar with derived functors of the limit functor, the methods of non-standard analysis
and the basics of model theory. Mardesic [7, Chapter III] contains a good and concise introduction to derived functors of
the limit functor, so we use that book as our reference on the subject. For non-standard analysis we use Robinson [8] as
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Goze [6]. The basics of model theory can be found for example in Hodges [3].
In Korppi [5] we will apply the results of this paper to the homology of spaces.
2. Non-standard universe
In this section, we describe the non-standard world we will be using for the convenience of the reader. We assume that
the results and conventions of this section are well-known apart from insigniﬁcant details, so we feel that giving references
is unnecessary. In later sections, we will be using the results and conventions mentioned below without further mention,
unless we feel that the application is unobvious.
2.1. Basic constructs
Let κ > ω be a cardinal number, and let M = R(κ), the set of all sets of less rank than κ . By the standard approach
of modern mathematics, all mathematical structures can be represented in the ZCF set theory. Thus, we can assume that
M contains structures such as groups, inverse systems, group homomorphisms, topological spaces and so on. In particular,
given any set S of such structures, by choosing a big enough κ , we can assume that S ⊂ R(κ).
Let ( ∗M, ∗) be an |R(κ)|-saturated elementary extension of (M, ). Such an elementary extension exists by Hodges
[3, Theorems 10.2.1 and 10.1.2].
Following the conventions of non-standard analysis, we indicate by ∗ : M → ∗M , X → ∗X the elementary embedding. If
X ⊂ M is a class deﬁnable with a ﬁrst-order formula φ (such as the class of all the groups that lie in M), we use ∗X to
denote the class {x ∈ ∗M | ∗M | φ(x)}.
When there is no risk of confusion, we suppress the ∗ operator from the notation, and denote ∗x by x. This suppressing
is done, when x plays the role of an element rather than a set. This suppressing is also done, when x is an operator such
that  , or the plus operator + for some Abelian group in M .
If X is a ∗set we do not differentiate in the notation X and the set {x ∈ ∗M | x∗ ∈ X}. That is, we use the notation X also
for the latter set. If X ∈ M , we regard X as a subset of {x ∈ ∗M | x∗ ∈ ∗X} via the canonical embedding ∗( ) | X : x → ∗x.
If A ∈ ∗M , we say that B ⊂ A is internal, if B ∈ ∗M . By X is hyperﬁnite we simply mean ∗M | “X is ﬁnite”. That is,
∃N ∈ ∗N and internal bijection f : {0, . . . ,N} → X . That is, “ﬁnite” is a special case of “hyperﬁnite”.
We assume that the reader is familiar with the notion of “transfer” from the non-standard analysis.
Important for an algebraist, we note that the construction ∗ is functorial, that is, ∗idX = id ∗ X , and ∗( f ◦ g) = ( ∗ f ) ◦ ( ∗g).
2.2. The choice of M
When our arguments involve non-standard versions of objects, it is always to be understood that our claims concern
only those objects that lie in M . When there is no risk of confusion, we usually do not explicitly mention this assumption.
By choosing M large enough, it is always possible to ensure that any chosen set S of objects lies in M . Thus, our proofs
must be understood as follows: When we state a lemma, a proposition or a theorem, we implicitly mean that it holds for
all objects that lie in a set S , where S can be chosen arbitrarily large. Then, we extend S into M that contains S and all
other standard structures mentioned in the proof (we will be careful not to make a proper class of auxiliary constructions),
and do the non-standard argument in ∗M .
In the continuation we will omit the exact size of κ , and assume that it is big enough.
When we use the expression “by applying the saturation principle” or “by saturation”, we mean that our conclusion
follows by virtue of ∗M being |R(κ)|-saturated.
3. Acyclicity of non-standard systems
In this section, we give the main result of this paper, Theorem 7.
In this paper, we assume that R is a ﬁxed commutative ring with a unit, and all the inverse systems are assumed to be
inverse systems of R-modules with R-linear system projections. By a homomorphism, unless stated otherwise, we mean an
R-linear homomorphism. Furthermore, we assume that all inverse systems are over a directed set.
Assume (I,<) is a directed set in M . Let In be the set of all (not necessarily strictly) ascending n+ 1-tuples of elements
of I . If (I, (Gi)i∈I , (πi j) j<i∈I ) is an inverse system, the maps π ji are called the system projections.
Let n ∈ N and let (Xi)i∈In ∈ M be a collection of sets indexed with In .
Let f : In →⋃ ∗((Xi)i∈In ) be a function such that f (i) ∈ ∗Xi for all i ∈ I . Note that f /∈ ∗M , since f is deﬁned only for
standard values. Let, furthermore, φ(x) be a formula in the language of ∗M such that φ( f | Jn) is satisﬁed for all ﬁnite J ⊂ I .
Theorem 1. There exists a set I ′ ⊂ ∗ I in ∗M such that the following hold: I ′ is hyperﬁnite, I ⊂ I ′ , I ′ contains a largest element and for
I ′ there exists f ′ ∈ ∗M such that f ′ : I ′n →
⋃ ∗((Xi)i∈In ), f ′(i) ∈ ∗((Xi)i∈In )(i) for all i ∈ I ′n, f ′|(In) = f and φ( f ′).
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elements of In ∪ f (In) and whose ﬁnite subsets are satisﬁed in ∗M .
For each i′ ∈ In , write a ﬁrst-order formula φi′ with the pair ( f ′, I ′) as a free variable stating the following:
1. f ′ is a function f ′ : I ′n →
⋃ ∗((Xi)i∈In ).
2. f ′( j) ∈ ∗(X j) for all j ∈ I ′n .
3. I ′ is a ∗ﬁnite subset of ∗ I with a largest element.
4. i′ ∈ I ′n .
5. f ′(i′) = f (i′).
6. φ( f ′).
In (5), one should not refer to f but to the value of f (i′).
In (3), ∗ﬁnite means that “∃N ∈ ∗N and internal bijection {0,1, . . . ,N} → I ′”, i.e. hyperﬁnite.
Each ﬁnite subset J of a directed set can be extended into a ﬁnite subset J ′ having the largest element. Furthermore,
one easily sees that J ′ and f | J ′ are internal. Thus, the collection (φi)i∈I is ﬁnitely satisﬁable. Thus (φi)i∈I can be extended
into a type with parameters in I ∪ f (I). Since |I ∪ f (I)| < |R(κ)|, and ∗M is |R(κ)|-saturated, there exist f ′ and I ′ satisfying
all φi , i ∈ I . But now (1-6) state that f ′ and I ′ are as required. 
Now, assume that (I,Gi,π ji) is an inverse system of R-modules.
Deﬁnition 2. Following Mardesic [7, Section 11.5], we give the following deﬁnitions. For each n ∈ N, let Kn =∏i∈In Gi0 ,
where i = (i0, . . . , in), and let δn : Kn−1 → Kn be given by
δn(c)(i) = πi0i1c
(
d0i
)+
n∑
j=1
(−1) jc(d j i)
where d j i is obtained by dropping the jth index. For each subset J of I , we can deﬁne Kn| Jn =∏i∈ Jn Gi0 .
The deﬁnitions extend also into non-standard versions. For internal subsets J of ∗ I , and standard n, the deﬁnition trans-
fers into a deﬁnition of ( ∗Kn)| Jn = ∗∏i∈ Jn ∗Gi0 , where the product ∗
∏
is understood as the internal product. To justify the
notation, one easily sees that each element of ( ∗Kn)| Jn is a restriction of an element of ∗Kn .
We deﬁne also ( ∗Kn)|In =∏i∈In ∗(Gi0 ) for standard values of n, where the product is understood as the external “real
world” product. Let x ∈ ( ∗Kn)|In . By Theorem 1, x is a restriction of an element of ( ∗Kn)|I ′n for some hyperﬁnite I ′ containing
I , and hence a restriction of an element of ∗Kn .
We note that the value of δn(c)(i) depends only on those ci′ for which the elements of i′ are also elements of i.
Thus, if J is a subset of I , then δn restricts to a map δn| Jn−1 : Kn−1| Jn−1 → Kn| Jn characterized by the property that
δn| Jn−1(c| Jn−1)(i) = δn(c)(i) for all i ∈ Jn and c ∈ Kn−1. By transfer, ∗δn restricts to a map ∗δn| Jn−1 : ( ∗Kn−1)| Jn−1 →
( ∗Kn)| Jn for any internal J ⊂ I∗ , and ∗δn| Jn−1 has the same characteristic property as δn| above.
We also deﬁne ( ∗δn)|In−1 : ( ∗Kn−1)|In−1 → ( ∗Kn)|In by the formula ( ∗δn|In−1)(c)(i) = ( ∗πi0 i1 )c(d0i)+
∑n
j=1(−1) jc(d j i).
We note that also ( ∗δn)|In−1 has the property that ( ∗δn)|In−1(c|In−1)(i) = ( ∗δn)(c)(i) for all i ∈ In and c ∈ ∗Kn−1.
If (I, (Gi)i∈I , (π ji) j<i∈I ) is an inverse system of R-modules, then ( ∗ I, ( ∗Gi)i∈∗ I , ( ∗π ji) j<i∈∗ I ) is an inverse system of ∗R
modules, and consequently an inverse system of R-modules.
This holds, since “being a directed set”, “being an Abelian group”, “being a homomorphism” and “system projections
commute” can be expressed in the 1st order logic.
Deﬁnition 3. We denote by ( ∗G)|I the system (I, ( ∗Gi)i∈I , ( ∗π ji) j<i∈I ).
Lemma 4. Given c ∈ ( ∗Kn)|In = ∏i∈In ∗Ki0 such that ( ∗δn+1)|In(c) = 0 there exists a hyperﬁnite I ′ containing I and a largest
element and internal c′ ∈ ( ∗Kn)|I ′n such that c′(i) = c(i) for all i ∈ In and ( ∗δn+1)|I ′n(c′) = 0.
Proof. Apply Theorem 1 with φ(c′| Jn) = “( ∗π)i0 i1c(d0i) +
∑n+1
j=1(−1) jc(d j i) = 0 for all i ∈ Jn+1”. 
We recall that if J is a ﬁnite directed set, then any inverse system H = ( J , (Hi)i∈ J , (pij)) over J is lim-acyclic. Namely,
H has a resolution H ′ with injective systems over J and level homomorphisms. For each n  0 we have that lim H ′n is
naturally isomorphic to H ′i0
n , where i0 is the greatest element of J . Thus the chain complex lim H ′ is exact except possibly
for the zeroth place, which implies the lim-acyclicity of H .
Lemma 5. Let n > 0. Let I ′ be a hyperﬁnite subset of ∗ I such that there is a largest element in I ′ . If c ∈ ( ∗Kn)|I ′n is internal such that
( ∗δn+1)|I ′n(c) = 0, then there exists c′ ∈ ( ∗Kn−1)|I ′ such that ( ∗δn)|I ′ (c′) = c.n−1 n−1
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and has a largest element. Since I ′ is hyperﬁnite, the required c′ exists by transfer. 
Proposition 6. Let n > 0. Given c ∈ ( ∗Kn)|In such that ( ∗δn+1)|In(c) = 0, there exists c′′ ∈ ( ∗Kn−1)|In−1 such that
( ∗δn)|In−1(c′′) = c.
Proof. By Lemma 4, c can be extended into a hyperﬁnite set I ′ , and for this extended c, c′ exists by Lemma 5. Now the
required c′′ = c′|In−1. 
Theorem 7. The sequence 0→ ( ∗K 0)|I0 → ( ∗K 1)|I1 → ·· · has trivial cohomology (except possibly for the ﬁrst place).
Furthermore, the system (I, ( ∗Gi)i∈I , ( ∗π ji) j<i∈I ) is lim-acyclic.
Proof. The ﬁrst claim is simply the previous proposition. Mardesic [7, Section 11.5, Corollary 11.47], and exact deﬁnition
of ( ∗Kn)|In imply that the cohomology of the sequence in the statement of this theorem determines the derived limits of∗G|I = (I, ( ∗Gi)i∈I , ( ∗π ji) j<i∈I ). Thus the system ∗G|I is lim-acyclic. 
Let now G = (I, (Gi)i∈I , (π ji) j<i∈I ) and ( ∗G)|I = (I, ( ∗Gi)i∈I , ( ∗π ji) j<i∈I ). Since ∗M is an elementary extension of M ,
each Gi embeds naturally to ∗Gi , and each ∗π ji , j < i ∈ I extends each π ji . Thus, we have an embedding of systems
G → ( ∗G)|I that is R-linear. In the continuation, an embedding G → ( ∗G)|I will always mean this embedding.
Since ( ∗G)|I is lim-acyclic, we have an exact sequence
lim0
( ∗G
)∣∣I p→ lim0( ∗G)∣∣I/G → lim1 G → 0,
that is, lim1 G = lim0( ∗G)|I/G
p lim0( ∗G)|I .
4. Properties
4.1. Basic properties
The groups G and ∗G resemble quite a lot of each other, namely they satisfy the same 1st order sentences. Thus an
Abelian group G is divisible if and only if ∗G is, G is torsion free if and only if ∗G is, and so on.
Next we prove some more surprising results.
Lemma 8. Assume G, H are R-modules and f : G → H is an R-linear homomorphism. Then the R-linear homomorphism
∗ f : ∗G → ∗H induces an R-linear homomorphism ∗¯ f : ( ∗G)/G → ( ∗H)/H.
If f is a monomorphism, then so are ∗ f : ∗G → ∗H and ∗¯ f : ( ∗G)/G → ( ∗H)/H. If f is an epimorphism, then so are
∗ f : ∗G → ∗H and ∗¯ f : ( ∗G)/G → ( ∗H)/H.
Furthermore, if
0→ A f→ B g→ C → 0
is exact, then so are
0→ ∗A
∗ f→ ∗B
∗g→ ∗C → 0
and
0→ ( ∗A)/A
∗¯ f→ ( ∗B)/B
∗¯g→ ( ∗C)/C → 0.
Proof. Since ( ∗ f )G = f G , we have that ( ∗ f )G ⊂ H , and the map ∗¯ f is well deﬁned. Since injectivity and surjectivity are
deﬁnable in 1st order logic, we have by transfer immediately both epimorphism results and the monomorphism result
of ∗ f .
Let f be a monomorphism. We prove that ∗¯ f is a monomorphism. Assume the contrary, i.e. there exists x ∈ H such that
∗ f (y) = x for some y ∈ ( ∗G) \ G . Since ∗ f is a monomorphism, ∗ f (z) = x for all z ∈ G , and thus f (z) = x for all z ∈ G . Thus
‘x /∈ im f ’ is true in M , and by transfer x /∈ im ∗ f is true in ∗M . A contradiction. Thus ∗¯ f is a monomorphism.
To complete the proof, we must prove that the two sequences are exact. The exactness of the former sequence is holds,
since exactness of a short sequence can be expressed in the ﬁrst order logic.
To prove the exactness of the latter sequence, we are left with checking that it is exact in the middle place. Since
∗(g f ) = 0, also ∗¯g ∗¯ f = 0. Assume then that [b] ∈ ( ∗B)/B such that ∗¯g([b]) = 0. Then ∗g(b) = c ∈ C . By virtue of ∗( ) being
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∗ f (a) = b − b′ , that is, ∗¯ f ([a]) = [b]. 
We say that an inverse system is a monosystem [episystem] if all the system maps are monomorphisms [epimorphisms].
Corollary 9. If (I,Gi,π ji) is a monosystem or an episystem, then (I, ( ∗Gi), ( ∗π ji)) and (I, (( ∗Gi)/G), (∗¯π ji)) are monosystems or
episystems, respectively.
Furthermore, if A, B,C are inverse systems of R-modules over I , and f , g are level homomorphisms, then the sequences
0→ ( ∗A)∣∣I (
∗ f i)→ ( ∗B)∣∣I (
∗gi)→ ( ∗C)∣∣I → 0
and
0→ ( ∗A)∣∣I/A (
∗¯ f i)→ ( ∗B)∣∣I/B (
∗¯gi)→ ( ∗C)∣∣I/C → 0
are exact.
Proof. The ﬁrst part is immediate from the previous lemma. The second part is also immediate as we recall that a sequence
of level homomorphisms is exact if and only if each level is exact. (See Mardesic [7, Lemma 11.5].) 
Next we give an example of an actual computation of a derived limit using a non-standard resolution.
Example 10. Let I = N, each Gi = Z, and each πi,i+1 be the multiplication by a prime p, the map denoted by p. Now
each ( ∗Gi)/Gi = ( ∗Z)/Z, and the system projections ∗¯p : ( ∗Z)/Z → ( ∗Z)/Z are isomorphisms. They are injective by the
previous lemma. The map ∗¯p is surjective by the following argument. If n ∈ ∗Z we have that one of n,n + 1, . . . ,n + p − 1
is divisible by p, let n0 be the one that is divisible. Now ∗¯p(n0/p + Z) = n + Z. Thus lim0( ∗G)|I/G can be identiﬁed with
( ∗G0)/G0 = ( ∗Z)/Z. (Actually, as mentioned in Zivaljevic [10, proof of Proposition 1.1.c], ∗Z/Z is a rational vector space.)
Since ∗p : ∗Z → ∗Z is a monomorphism, lim0( ∗G)|I can be identiﬁed with ⋂n∈N im p0,n . Since im ∗p0,n = pn( ∗Z),
lim0( ∗G)|I = {n ∈ ∗Z | (∀i ∈ N)pi |n}. By the overspill principle, lim0( ∗G)|I = {n ∈ ∗Z | (∃i ∈ ∗N \ N)pi |n}, which we denote
by p∞ ∗Z. Here pi |n means pi divides n.
Now, lim1 G = lim0( ∗G)|I/G
lim0( ∗G)|I =
∗
Z
(p∞ ∗Z)⊕Z . Each element of
∗
N has a hyperﬁnite non-standard p-ary expansion (that is, can
be expressed as a hyperﬁnite sequence of p-ary digits). Since our non-standard model is ω1-saturated, given any sequence
(ai)i∈N , such that 0 ai < p, there exists n ∈ ∗N having (ai)i∈N as the ﬁrst ω p-ary digits.
Since the p-adic integers are simply inﬁnite p-ary expansions, the sequences (ai)i∈N can be identiﬁed with the elements
of the p-adic group. Thus, we have a surjection s : ∗N → P , where P is the p-adic group and s(n) corresponds to the
sequence of standard p-ary digits of n.
We note that if N > N is inﬁnitely large, then s(pN ) = 0. Let n ∈ ∗Z. We extend s : ∗Z → P by setting n → s(n + pN ) for
some N > N such that n + pN  0.
The addition of p-adics uses the ordinary laws of elementary arithmetic in the base p (that is, you add digits pointwise
with the carry). Since the laws of elementary arithmetic are formulable in the ﬁrst-order logic, also hyperﬁnite p-ary
expansions of the elements of ∗N use them.
Thus, we see that s is a group homomorphism. It is easy to see that the kernel of s is exactly p∞ ∗Z. Thus lim1 G equals
p-adic integers modulo ordinary integers.
4.2. Non-standard resolutions
Let I be a directed set. Here we construct a non-standard resolution for an inverse system G of R-modules over I and
prove that our construct is functorial with respect to level maps in any small subcategory of the category of inverse systems
of R-modules over I and level maps.
Furthermore, we give a non-standard characterization for the limn-functor.
4.2.1. Small subcategory of ModI
Let ModI be the category of inverse systems of R-modules over I , and R-linear level maps.
The author has no idea whether the following lemma is previously known. However, we need it so we prove it here.
Lemma 11. Let S ′ be a small subcategory of ModI . Then there exists a small full subcategory S ′′ of ModI such that
1. S ′ is a subcategory of S ′′ .
2. S ′′ is Abelian.
3. S ′′ has enough injectives.
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5. If I is an injective object of S ′′ , then I is an injective object in ModI .
Proof. Let S0 = S ′ . Assume that Sn has been chosen. Choose a small category Sn+1 such that Sn is a subcategory of Sn+1,
and Sn+1 contains the a zero object of ModI , and also the following.
(In the enumeration below all the category theoretical concepts are interpreted in ModI .)
1. If A, B are objects of Sn , then each morphism f : A → B is a morphism of Sn+1.
2. If f : A → B is a morphism of Sn , then at least one ker f and at least one coker f are in Sn+1.
3. At least one product and at least one coproduct for each ﬁnite set A1, . . . , An of objects of Sn are in Sn+1.
4. For every object A of Sn an injective B and an embedding A → B are in Sn+1.
5. For every object A of Sn such that A is not injective, there is an object B in ModI , and an embedding A → B with
no left inverse in ModI . We have that such a B and such an A → B are in Sn+1 for every object A of Sn that is not
injective in ModI .
That a category Sn+1 satisfying the above can be chosen is otherwise trivial, but getting it small is a minor exercise in
ZFC set theory. The set-theoretical argument is based on a lemma stating that if X is a set and φ(x, y) is a formula in the
language of set theory such that for all x ∈ X there exists y ∈ V (V the set-theoretical universe) such that φ(x, y), then
there exists a choice function f ∈ V such that φ(x, f (x)) for all x ∈ X .
Now let S ′′ =⋃∞n=0 Sn .
We remark that a kernel k of a map f in ModI is also a kernel of f in any full subcategory containing k and f , similarly
for a cokernel, injective object, ﬁnite product and ﬁnite coproduct.
We prove that S ′′ is as required.
Denote the points in the deﬁnition of Sn+1 by [k] and in the statement of the lemma by (k).
(1) is obvious. That S ′′ is a full subcategory of ModI follows from [1].
That S ′′ has ﬁnite products and coproducts follows from [3]. That S ′′ has kernels and cokernels follows from [2].
If f is a monomorphism in ModI , then f is the kernel of its cokernel. Similarly, if f is an epimorphism, then f is a
cokernel of its kernel. To conclude the proof of (2), we must thus prove that if f is a monomorphism in S ′′ , then f is
a monomorphism in ModI , and similarly for epimorphisms. If f : A → B is not a monomorphism in ModI , then S ′′ contains
its kernel k : K → A in ModI . But now f k = f k′ , where k′ : K → A is the zero map, k = k′ , k′ is a morphism of S ′′ . Thus f
is not a monomorphism in S ′′ . The proof for an epimorphism is dual. Thus we have (2).
That S ′′ has enough injectives (3) follows from [4], and that all A that are injective in S ′′ are injective in ModI (5) follows
from [5].
Now, a sequence A
f→ B g→ C is exact if and only if ker g = ker coker f . Thus, to prove (4), it is enough to prove that
each ker f and coker f of S ′′ is also ker f and coker f , respectively, in ModI . But this holds, since S ′′ contains a ker f and
a coker f , that are ker f and coker f in ModI , and two kernels (resp. cokernels) of a same map f are isomorphic in S ′′ , and
consequently in ModI . 
4.2.2. The resolution
Let M−1 = M , κ0 = κ and let iteratively for n ∈ N the model Mn+1 be an |R(κn+1)|-saturated elementary extension
of R(κn+1), where κn+1  κn , and the following things lie in R(κn+1).
• All inverse systems over I that lie in R(κn′ ), n′  n.
• H|I for each inverse system H such that H ∈ Mn′ , and the index set of H is ∗ I , n′  n.
• Kernels and cokernels of level homomorphisms between systems of the two previous points.
• All level homomorphisms between systems of the three previous points.
Given a system G = (I,Gi,π ji) ∈ M , deﬁne iteratively G−1 = G , G0 = ( ∗G)|I , and Gn+1 = ( ∗(Gn/Gn−1))|I . Here, each Gni
is a restriction of a system in Mn , and the ∗-operator in the deﬁnition of Gn+1 is understood to be the ∗-operator of the
embedding R(κn+1) → Mn+1.
We remark that ∗( ) : R(κn) → Mn , and ∗( ) : R(κn′ ) → Mn′ are different operators for n = n′ , even if we do not distinguish
them in the notation.
Let f−1 : G−1 → G0 be the map f−1(x) = ∗x. Let iteratively fn : Gn → Gn+1, n − 1, be the map induced by the natural
projection Gn → Gn/Gn−1. That is, fn(x) = ∗[x], where ∗( ) : R(κn+1) → Mn+1.
Now, one obtains an acyclic resolution
0→ G f
−1
→ G0 f
0
→ G1 f
1
→ G2 f
2
→ G3 f
3
→ ·· ·
of G . The sequence is easily seen to be exact.
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0→ limG0 lim f
0
→ limG1 lim f
1
→ limG2 lim f
2
→ limG3 · · ·
are isomorphic to the groups limn G . Proof of this is totally similar to the corresponding proof for sheaves in Bredon
[1, Section 2.4].
Let S ′ be a small subcategory of the category ModI of inverse systems of R-modules over I and R-linear level maps. We
assume from this on that M contains a small category S ′′ extending S ′ , such that S ′′ is as in Lemma 11.
Assume that G = (I,Gi,π ji) and H = (I, Hi, p ji) are two systems with g : G → H , g = (gi) a level map of inverse
systems.
Then, for each gi , we have the map ∗gi (where ∗: R(κ0) → M0), and since commuting can be expressed in the ﬁrst-
order logic, we get a map of systems ( ∗g)|I : ( ∗G)|I → ( ∗H)|I . Furthermore, the maps ( ∗g)i extend the maps gi , and they
commute with the inclusions G → ( ∗G)|I and H → ( ∗H)|I .
Thus, we get a commutative diagram with g−1 = g , g0 = ( ∗g)|I
G−1
g−1
fG
H−1
f H
G0
g0
H0
where the vertical arrows are the maps of the resolution complexes of G and H . Iterating the argument, we get the maps
gn : Gn → Hn , n ∈ N, gn = ∗¯gn−1 (∗( ) : R(κn) → Mn), and commutative diagrams
Gn
gn
fG
Hn
fH
Gn+1
gn+1
Hn+1.
One easily checks that the correspondence g → (gn)n∈N is functorial, i.e. (g1)n ◦ (g2)n = (g1 ◦ g2)n , and if g = id, then each
gn = id.
4.2.3. The connecting homomorphism
We show that Hn(lim(gm)m∈N) = limn g in S ′′ . To prove this, it is enough to show that the homology of the limit of the
resolution described above forms a universal connected sequence of functors as deﬁned in Mardesic [7, Section 11.4].
Lemma 12. If
0→ A g1→ B g2→ C → 0
is a short exact sequence of objects of S ′′ , then each of the sequences
0→ An g
n
1→ Bn g
n
2→ Cn → 0
is exact.
Proof. The claims for n = 0 and n = 1 follow from Corollary 9. The general case follows by induction and Corollary 9. 
Now, if
0→ A g1→ B g2→ C → 0
is a short exact sequence of objects of S ′′ we can by the things proved above form its non-standard acyclic resolution
0→ (An) (g
n
1)→ (Bn) (g
n
2)→ (Cn)→ 0.
Applying lim to each An , Bn , Cn , n > −1 will give us an exact sequence of chain complexes
0→ (lim An)n0
(lim gn1)→ (lim Bn)n0
(lim gn2)→ (limCn)n0 → 0.
The sequence is exact, since all the systems An , Bn , Cn , n 0 are acyclic. Now, a short exact sequence of chain complexes
gives us a long exact sequence of homology modules, with connecting homomorphisms δn .
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sequences of inverse systems, since the maps δn are the connecting homomorphisms obtained from the homology of the
functorial G → (lim(Gn)n∈N, lim( fn)n∈N), g → lim(gn)n∈N .
Now, by the ﬁrst page of Section 11.4 in Mardesic [7], and the things proved above, the homology of the resolution de-
scribed above together with maps H(gn), g is a map of S ′′ , and connecting homomorphisms δn form a connected sequence
of functors from S to the category of R-modules groups. If G is injective, then since the homology of (Gn)n>−1 determines
the modules limn G , we have that the homology of (Gn)n>−1 is trivial (except possibly for the 0th place), and the homology
of the resolution forms an universal connected sequence of functors from the category S ′′ to the category of R-modules by
Mardesic [7, Theorem 11.37].
Thus Hn((lim gm)m>−1) = limn g for all n 0 and g is a map of S . Furthermore, the maps δn are the connecting homo-
morphisms of limn . This holds, since the restrictions of the functors limn to S ′′ form also an universal connected sequence
of functors (by Lemma 11, points (4) and (5)), and the universal connected sequence of functors extending lim0 is unique
up natural isomorphism by Mardesic [7, Remark 11.36].
Thus we have proved the following
Theorem 13. Given a small subcategory S ′ of ModI (the morphisms are level maps), the limn functor, also the connecting homomor-
phisms of limn, can be obtained from the non-standard resolution constructed in this section.
5. Applications
5.1. Miscellaneous
Here we prove that various standard inverse systems are direct summands of their non-standard equivalents, and hence
lim-acyclic.
We give also a couple of new non-standard proofs for basic properties of inverse systems.
We say that an inverse system is bijective, if all the system projections are bijections.
The following lemma is probably known, but we give an easy non-standard proof for it.
Lemma 14. Bijective systems are acyclic.
Proof. Let G = (I,Gi,π ji) be a bijective system. By Corollary 9, its non-standard resolution G0 → G1 → G2 → ·· · is a reso-
lution with bijective systems. Let i0 ∈ I .
The sequence limG0 → limG1 → limG2 → ·· · has trivial homology except for the zeroth place, since each
πki0 : limGk → Gki0 is an isomorphism and the i0-level of the non-standard resolution is exact except for the 0th place. 
We give a new, easy proof for the coﬁnality theorem (see Mardesic [7, 14.9]) in a slightly weakened form.
Proposition 15. Assume G = (I,Gi, p ji) and H = ( J , Hi,π ji) are two systems of R-modules, with f = (φ, f j) a map G → H
such that each f j is an isomorphism Gφ( j) → H j , and φ : J → I is an increasing coﬁnal function. Then, for all n  0, f induces an
isomorphism of R-modules limn G → limn H.
Proof. We assume it known that lim0 f is an isomorphism. This is an easy result, see Mardesic 14.10. Now (φ, ∗ f ) is a map
( ∗G)|I → ( ∗H)| J , since commuting can be expressed in the ﬁrst-order logic. Furthermore each ∗ f j is an isomorphism by
Lemma 8. Thus, (φ, ∗ f ) induces the map f 1 = (φ, ∗¯ f ) : ( ∗G)|I/G → ( ∗H)|I/H . By Lemma 8, ( ∗¯ f ) j is an isomorphism for
each j ∈ J .
Let (Gn), (Hn) be the non-standard resolutions of G, H . Iterating the above argument, one gets maps f n : Gn → Hn ,
which form a chain map, such that each f nj is an isomorphism.
By Mardesic 14.10, lim f i : limGi → lim Hi is a thus an isomorphism for all i, which implies that H(lim f i) is an isomor-
phism. 
That the system G of the next proposition is lim-acyclic, is not new result. It is a special case Jensen [4, Proposition 1.1],
when one regards each Abelian group as a Z-module.
Proposition 16. Let G = (I,Gi,π ji) be a system with each Gi ﬁnite. Then G = ( ∗G)|I , and thus G is lim-acyclic.
Proof. Now ( ∗G)|I = G , since all ﬁnite groups can be characterized up to isomorphism in the ﬁrst order logic, and thus the
embedding G → ( ∗G)|I is actually surjective. Since ( ∗G)|I is lim-acyclic, also G is. 
If X is a topological Hausdorff space and x, y ∈ ∗X , we denote by x ∼ y that x, y are inﬁnitesimally close, that is there
exists a standard z such that x, y are contained in ∗U for all standard open neighbourhoods U of z.
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morphism. Then G is a direct summand of ( ∗G)|I , and thus lim-acyclic.
Proof. Since direct summands of lim-acyclic systems are lim-acyclic, it is enough to prove that G is a direct summand
of ( ∗G)|I . To prove that, it is enough to construct a left inverse f = ( f i) for the embedding e : G → ( ∗G)|I . Since each ∗Gi
is a compact Hausdorff space, for each x ∈ ∗Gi there exists a unique y ∈ Gi such that x ∼ y. We let f i(x) = y. Evidently,
f i ◦ ei = idGi .
We prove that f i is a group homomorphism. Let x0, x1 ∈ ( ∗Gi). Now x0 ∼ f i(x0) and x1 ∼ f i(x1). Since the group addition
is continuous, we have that x0 + x1 ∼ f i(x0) + f i(x1), where the right-hand side is standard as a sum of two standard
elements. Since the standard element y satisfying x0 + x1 ∼ y is unique, we have f i(x+ y) = y = f i(x) + f i(y).
We prove that f commutes with π ji , that is, f j ∗π ji = π ji f i . Let x ∈ ∗Gi . Since π ji is continuous and f i(x) ∼ x, we have
that ( ∗π) ji x ∼ π ji f i(x), and π ji f i(x) is standard. Since in ∗G j there is exactly one element y = π ji f i(x) satisfying those
requirements, we have that f j( ∗π ji x) = π ji f i(x). Thus, f = ( f i) is a map of systems. 
The category of compact Hausdorff groups and continuous maps is one of the classic categories for exactness of the
inverse limit. The other is the category of ﬁnite-dimensional vector spaces and linear maps, which we handle next.
That the G of the following proposition is lim-acyclic is not a new result. It is a special case of Jensen [4, Proposition 1.1].
Proposition 18. Assume that G = (I,Gi,π ji) is a system with each Gi a ﬁnite-dimensional F -vector space, and each π ji F -linear,
where F is a ﬁeld. Then G is a direct summand of ( ∗G)|I , and thus lim-acyclic.
Proof. Again, we construct a left inverse f for the embedding G → ( ∗G)|I .
One easily sees that F is a subﬁeld of ∗F . Let B be a basis for ∗F as an F -vector space such that 1 ∈ B . For each Gi
choose a ﬁnite basis Bi . By transfer and the fact that Bi is ﬁnite, Bi is the basis of ∗Gi as an ∗F -vector space, and thus BBi
is a basis of ∗Gi as an F -vector space. We deﬁne the F -linear f i on the basis elements such that for elements of the type
1b, b ∈ Bi , we have that f i(1b) = 1b, and for all other basis elements c we have that f i(c) = 0.
For x ∈ Gi we have that f i(x) = x, since x can be written as an F -linear combination of the elements of Bi = 1Bi .
We prove that f i commutes with π ji , that is, f j ∗π ji = π ji f i . It is enough to prove that f commutes with π ji for all
elements of BBi . Let ﬁrst x ∈ 1Bi . Now f i(x) = x, and thus ∗π ji f (x) = ∗π ji(x). Since ∗π ji(x) = π ji(x) is standard, ∗π ji(x) can
be written as an F -linear combination of the elements of 1B j , and thus ∗π ji f i(x) = ∗π ji(x) = f j ∗π ji(x) by the deﬁnition
of f .
Let then x = bb′ , 1 = b ∈ B , b′ ∈ Bi . Now f i(x) = 0, and thus π ji f i(x) = 0. Thus we need to prove that f j ∗π ji(x) = 0.
But ∗π ji is ∗F -linear, and thus ∗π ji(bb′) = bπ ji(b′). Since π jib′ is standard, it can be written as an F -linear combination of
elements of B j . Thus bπ ji(b′) can be written as an F -linear combination of elements of bB j . Since 1 = b ∈ B , we have that
f j ∗π ji(x) = f j(bπ ji(b′)) = 0. 
5.2. Equationally compact coeﬃcients
Garavaglia [2] proved that Cˇech homology for compact pairs and equationally compact coeﬃcient groups is exact. In this
subsection we prove that the particular types of inverse systems that arise when deﬁning Cˇech homology for compact pairs
and equationally compact coeﬃcient groups are lim-acyclic.
Let G be a ﬁxed Abelian group called in the continuation the base group. Let H =⊕i Gi , i = 0, . . . ,n, be a ﬁnite sum
such that each Gi is a copy of G . Let F =⊕ j G j be another such group. We say that f : H → G is equational, if f is of the
form f (
⊕
i gi) =
∑
ni gi for some constants ni ∈ Z. We say that f : H → F is equational, if each pr j f is equational.
If H ′ < H ′′ are two subgroups of H , such that H ′′ is a kernel of an equational map, and H ′ is the image of an equational
map, we say that H ′′/H ′ is an H-subequational group (or brieﬂy, a subequational group).
Given H-subequational H ′′/H ′ and F -subequational F ′′/F ′ , we say that f ′ : H ′′/H ′ → F ′′/F ′ is subequational, if it is
induced by an equational map H → F .
We say that a formula φ is G-equational, if it is of the form n1x1 + · · · + nkxk = g , where each nk′ ∈ Z, each xk′ is a free
variable and g ∈ G .
Following Garavaglia [2], we say that G is equationally compact if and only if each set T of G-equational formulas
satisﬁes the following: If there is a solution for each ﬁnite subset T ′ of T (i.e. given T ′ , it is possible to ﬁnd values from G
for all the variables in the equations of T ′ such that all the equations in T ′ are simultaneously true) then there is a solution
for T .
We remark that in the deﬁnition of equationally compact, the size of the set of equations or the size of the set of variable
symbols are not limited in any way: They may be of arbitrarily large cardinality.
The following lemma is a special case of Weglorz [9, Lemma 2.1]. We write the proof down in our special case for the
convenience of the reader.
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r satisﬁes the following: If φ is a G-equational formula, and g1, . . . , gn′ ∈ ∗G such that φ(g1, . . . , gn′ ) is true in ∗G, then also
φ(r(g1), . . . , r(gn′ )) is true in G.
Proof. Let Φ be the set of all G-equational formulas φ containing variable symbols xg for each g ∈ ∗G as their only variable
symbols such that φ(g¯/x¯g) is true in ∗G . Since G and ∗G are elementarily equivalent, each ﬁnite subset of Φ has a solution
in G .
Since G is equationally compact, the whole Φ has a solution in G . Let r(g) be the element of G that is the interpretation
of xg in the afore-mentioned solution.
Now, if φ(g1, . . . , gn′) is true in ∗G , then, by the deﬁnition of r, φ(r(g1), . . . , r(gn′ )) is true in G .
We check that r is a retraction. This is true, since for each g ∈ G , we have that xg = g is a formula of Φ .
We check that r is a homomorphism. This is true, since for each g, g′ ∈ G ′′ , we have that xg + xg′ − xg+g′ = 0 is a formula
of Φ . Thus, r(g) + r(g′) − r(g + g′) = 0. 
We use the lemma to prove the following corollary:
Corollary 20. Let G be equationally compact, and r : ∗G → G the retraction obtained from the previous lemma. The following hold:
1. Let H =⊕in G. Then ∗H =
⊕
in
∗G, and r induces a retraction r : ∗H → H by the formula (g1, . . . , gn) → (r(g1), . . . , r(gn)).
2. If f : H → F is equational, then there exist equational formulas φ1, . . . , φn′ such that f (x) = y if and only if φ1(x1, . . . , xn, y1)∧
· · · ∧ φn′ (x1, . . . , xn, yn′ ), where x1, . . . , xn are the coordinates of x, and y1, . . . , yn′ are the coordinates of y. Furthermore, then
also ∗ f (x) = y if and only if φ1(x1, . . . , xn) = y1 ∧ · · · ∧ φn′ (x1, . . . , xn) = yn′ for all x ∈ ∗H, y ∈ ∗F .
3. If φ is a ﬁnite conjunction of G-equational formulas, and g1, . . . , gn′ ∈ G∗ such that ∃x1, . . . , xnφ(x1, . . . , xn, g1, . . . , gn′) is true
in ∗G, then ∃x1, . . . , xnφ(x1, . . . , xn, r(g1), . . . , r(gn′ )) is true in G.
4. Let f : H → F be equational. Then r( ∗ker ∗ f )) = ker f and r( ∗im ∗ f )) = im f .
5. If H is subequational, then r induces a retraction r : ∗H → H.
6. If f : H → F is equational, then r( ∗ f ) = f r.
7. If f : H → F is subequational, then r( ∗ f ) = f r.
Proof. (1) Trivial, since H is a ﬁnite sum of copies of G .
(2) Since f is equational, for each pr j f we can write an equational formula such that φ j(x1, . . . , xn, y j) if and only if
pr j f (x) = y j . Now φ1, . . . , φn′ are as required. The furthermore-part follows, since f ∈ M and ∗ f ∈ ∗M satisfy the same
ﬁrst-order formulas.
(3) If ∃x1, . . . , xnφ(x1, . . . , xn, g1, . . . , gn′ ) is true in ∗G , then there exist g′1, . . . , g′n ∈ ∗G such that φ(g′1, . . . , g′n, g1, . . . , gn′ )
is true in ∗G . Consequently, φ(r(g′1), . . . , r(g′n), r(g1), . . . , r(gn′ )) is true in G , that is, ∃x1, . . . , xnφ(x1, . . . , xn, r(g1), . . . , r(gn′ ))
is true in G .
(4) We prove that r( ∗(ker f )) = ker f . Since r is a retraction, ker f ⊂ r( ∗(ker f )). Furthermore, x ∈ ker f can be expressed
with a ﬁnite conjunction of equational formulas, each of them stating that pr j′ f (x1, . . . , xn) = 0, where x1, . . . , xn are the
coordinates of x. Thus r( ∗(ker f )) ⊂ ker f .
We have that r( ∗( im f )) = im f holds, since r is a retraction, and y ∈ im f can be expressed with a formula of the type
handled in the point (3). If H =⊕i<n Gi and F =
⊕
j<n′ G j , then the formula is as follows: ∃x1, . . . , xn(pr1 f (x1, . . . , xn) =
y1 ∧ · · · ∧ prn′ f (x1, . . . , xn) = yn), where y1, . . . , yn′ are the coordinates of y.
(5) Follows directly from the previous point and (1).
(6) Let φ be ﬁnite conjunction of equations such that φ(x¯h, y¯h′) if and only if f (h) = h′ , where x¯h are the coordinates
of h and y¯h′ are the coordinates of h′ for all h ∈ H , h′ ∈ F . Now, also φ(x¯h, y¯h′) if and only if ∗ f (h) = h′ , similarly for h ∈ ∗H ,
h′ ∈ ∗F , because M and ∗M are elementarily equivalent.
If φ(x¯h, y¯h′) for h ∈ ∗H , h′ ∈ ∗F , then φ(r(x¯h), r( y¯h)). That is, if ∗ f (h) = h′ , then f r(h) = r(h′), and consequently
r( ∗ f )(h) = r(h′) = f r(h).
(7) Follows from points (5) and (6). 
Let G be the base group. Let H = (I, Hi,π ji) be an inverse system. If each Hi is an H ′i-subequational group for some
H ′i a ﬁnite sum of copies of G , and all the system projections are subequational, we say that H is a subequational inverse
system. We remark that the equational maps used to deﬁne system projections do not need to commute with each other.
Theorem 21. Let H = (I, J i,π ji) be a subequational inverse system with the base group G equationally compact. Let e : H → ( ∗H)|I
be the canonical embedding. Then the embedding e has a left inverse e′ . Thus, H is a direct summand of ( ∗H)|I , and thus lim-acyclic.
Proof. Let each e′i : ( ∗H)i → Hi be the map r from point (5) of the previous corollary. It is a retraction and a homomor-
phism, and the maps e′ commute with the system projections by the point (7) of the previous corollary. i
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a ﬁnitely generated Abelian group, then limn H = 0 for n > 1. According to Mardesic [7, Remark 21.8], the result is originally
due to by C.U. Jensen.
First, we note that if A, A′ are ﬁnitely generated free Abelian groups, with bases B A and BA′ , then each homomorphism
f : A → A′ is equational. Consequently, ∗A and ∗A′ are free modules over ∗Z with bases BA and BA′ , and ∗ f : ∗A → ∗A′ is
equational when we interpret ∗A and ∗B as ﬁnite sums of copies of ∗Z. Consequently, ∗¯ f : ( ∗A)/A → ( ∗B)/B is equational,
when ( ∗A)/A and ( ∗B)/B are interpreted as ﬁnite sums of copies of ( ∗Z)/Z with BA and BA′ as the index sets.
Now, if C,C ′ are ﬁnitely generated Abelian groups, then C and C ′ are of the form T ⊕ A, T ′ ⊕ A′ , where A, A′ are free
Abelian groups, and T , T ′ are ﬁnite groups. Now ( ∗C), ( ∗C ′) are T ⊕ ∗A, T ′ ⊕ ∗A′ , respectively, since a ﬁnite group can be
described up to isomorphism with ﬁrst-order sentences. Thus, ( ∗C)/C and ( ∗C ′)/C ′ are the groups ( ∗A)/A and ( ∗A′)/A′ . If
f : C → C ′ , then ∗¯ f : ( ∗A)/A → ( ∗A′)/A′ is induced by pr2 f |A : A → A′ , and thus ∗¯ f is equational.
Now the Abelian group ( ∗Z)/Z is divisible (see Example 10), hence injective. Consequently, if E is an elementary exten-
sion of ( ∗Z)/Z, the embedding i : ( ∗Z)/Z → E has a left inverse. Thus, by Weglorz [9, Lemma 2.3], the group ( ∗Z)/Z is
equationally compact.
Choose for each Hi an arbitrary ﬁxed presentation Ti ⊕ Ai . Now, ( ∗H)|I/H is a system of equational groups (( ∗Ai)/Ai)
and equational system projections (and hence a system of subequational groups and subequational system projections)
with the base group ( ∗Z)/Z equationally compact. Thus, limn( ∗H)|I/H = 0 for n > 0 by Theorem 21. But limn+1 H =
limn( ∗H)|I/H , and thus limn+1 H = 0 for n > 0.
5.3. Example computation of ﬁrst derived limits using a non-standard resolution
Mardesic [7, Example 11.26], claims that lim is an exact functor in the category of inverse systems of F -vector spaces
and linear maps. However, the claim is not true, and the ﬁnite-dimensionality assumption mentioned in Proposition 18 is
essential. Mardesic’s mistake is to assume that every system of vector spaces has a basis. However, this is not true, for
example the system Y of the following example does not have a basis.
Let F be a ﬁeld, and let X = (N, (Xi), (p ji)), where each Xi =⊕ ji F j , where each F j is a copy of F , and each p ji is the
inclusion. Let Y = (N, F , id) be the diagonal system, and f : X → Y be the level map such that each f i : ⊕x j →∑ x j . Let
ker f be the canonical kernel of f , i.e. the subsystem of X such that each (ker f )i = ker( f i).
Now the sequence
0→ ker f → X → Y → 0
is exact, but the limit of the sequence is
0→ 0→ 0→ F → 0,
which is not exact.
5.3.1. Resolution
Assume from this on that F is a ﬁnite ﬁeld. Using the non-standard resolution
0 0 0
0 ker f i X
f
Y 0
0 ( ∗ker f )|I ∗ i ( ∗X)|I
∗ f
( ∗Y )|I 0
0 ( ∗ker f )|I/ker f ∗¯i ( ∗X)|I/X
∗¯ f
( ∗Y )|I/Y 0
0 0 0
it is possible to compute lim1 X , lim1 ker f , lim1 i, and the connecting homomorphism of the lim-functors δ : lim0 Y →
lim1 ker f . The major advantage of a non-standard resolution is that we get a rather interesting formula for the connecting
homomorphism δ : lim0 Y → lim1 ker f .
First, we note that since the index set is countable, limn vanishes for n > 1, and thus the resolution written above is
enough to compute lim1. Thus, lim1 X = lim( ∗ X)|I/X∗ , and lim1 ker f = lim( ∗ker ∗ f )|I/ker f∗ ∗ .lim( X)|I lim( ker f )|I
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Since the system projections of ∗X are monomorphisms by Corollary 9, lim( ∗X)|I is identiﬁed with p∗0 lim( ∗X)|I ⊂ ∗X0.
Similarly, lim( ∗ker ∗ f )|I is identiﬁed with p∗0 lim( ∗ker ∗ f )|I .
Let i0 ∈ I . Let x ∈ ∗Xi0 , x = (xi)ii0 . Now let y ∈ Xi0 be the element yi0 = −xi0 , yi0+1 = xi , and yi = 0 otherwise. Now,
x+ y ∈ ∗πi0+1,i0 ∗Xi0+1, and [x] = [x+ y] ∈ ( ∗Xi0)/Xi0 .
Thus the system projections in ( ∗X)|I/X are surjective. They are injective by Corollary 9. Thus, they are bijective. Since
y ∈ ∗ker ∗ f , a similar argument shows that the system projections in ∗ker ∗ f /ker f are bijective. Thus, lim( ∗X)|I/X can be
identiﬁed with ( ∗X0)/X0 and lim( ∗ker ∗ f )|I/ker f with (( ∗ker ∗ f0)|I/ker f0).
5.3.3. The lim1 groups
Now, lim1 X = lim( ∗ X)|I/Xlim( ∗ X)|I =
∗ X0
X0⊕lim( ∗ X)|I . We have that
∗X0 is the set of hyperﬁnitely supported internal functions
∗
N → F , and lim( ∗X)|I is the subset of ∗X consisting of those sequences whose supports do not contain any standard
elements.
Thus lim1 X is the set AB⊕C , where A is the set of hyperﬁnitely supported internal functions
∗
N → F , B ⊂ A is the set
of ﬁnitely supported standard functions and C ⊂ A is the set of those hyperﬁnitely supported internal functions whose
supports do not contain any standard integers. The ‘+’ operator is the coordinatewise addition.
The vector space lim1 X is isomorphic to {g : N → F }/ ∼ with coordinatewise addition, where g0 ∼ g1 if and only if g0
and g1 coincide in some end segment. The isomorphism is induced by the coordinatewise projection q : A → {g : N → F }.
Namely, we have that q(g) = 0 if and only if g ∈ C and that q(g) ∼ 0 if and only if g ∈ B ⊕ C . Thus q is a monomorphism.
The map q is surjective because ∗M is an ω1-saturated elementary extension of M (see Theorem 1).
Similarly, lim1 ker f = A′B ′⊕C ′ , where A′ is the set of all hyperﬁnitely supported internal functions g : ( ∗N) → F , such that∗∑
i∈∗Ng(i) = 0, B ′ ⊂ A′ is the set of such ﬁnitely supported standard functions, and C ′ ⊂ A′ is the set of those functions
of A′ whose support does not contain standard integers. lim1 i for the inclusion i : ker f → X is induced by the inclusion
of A′ to A.
Since lim1 Y = 0, we have that lim1 i is an epimorphism.
5.3.4. The connecting homomorphism
Let N ∈ ∗N be non-standard. The functions kx : ∗N → F , kx(0) = −x, kx(N) = x, kx(n) = 0 otherwise, are a set of
representatives for ker lim1 i, when x runs through F . The connecting homomorphism δ : lim0 Y → lim1 ker f maps each
x ∈ F = lim0 Y to kx .
The map δ is determined as follows.
The element x ∈ F = lim0 Y lifts by ∗ f to k′x , k′x(N) = x, k′x(n) = 0 otherwise. (Note that k′x ∈ lim( ∗X)|I ⊂ ∗X0). The
element k′x projects to [kx] ∈ ( ∗X0)/X0 = lim( ∗X)|I/X .
Thus δ(x) = [kx], when we identify lim1 ker f with ∗ker ∗ f0lim( ∗ker ∗ f )|I⊕ker f0 .
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