Abstract. We complement our previous computation of the Chow-Witt rings of classifying spaces of special linear groups by an analogous computation for the general linear groups. This case involves discussion of non-trivial dualities. The computation proceeds along the lines of the classical computation of the integral cohomology of B O(n) with local coefficients, as done byČadek. The computations of Chow-Witt rings of classifying spaces of GLn are then used to compute the Chow-Witt rings of the finite Grassmannians. As before, the formulas are close parallels of the formulas describing integral cohomology rings of real Grassmannians.
Introduction
The present paper is a sequel to [HW17] which computed the Chow-Witt rings of classifying spaces of the symplectic and special linear groups. The present paper provides a similar computation of the total Chow-Witt ring of B GL n , essentially by a combination of the techniques developed in [HW17] andČadek's computation of cohomology of B O(n) with twisted coefficients in [Cad99] . Once the characteristic classes for vector bundles and their relations are known, we can also compute the Chow-Witt rings of finite Grassmannians. It turns out that the formulas describing the Chow-Witt rings of Grassmannians are direct analogues of the classical formulas for integral cohomology of real Grassmannians.
(1) The following square, induced from the description of the Milnor-Witt Ktheory sheaf, is a cartesian square of Z ⊕ Z/2Z-graded GW(F )-algebras:
Here det γ n is the determinant of the tautological rank n bundle on B GL n , Ch := CH /2 denotes mod 2 Chow groups,
is the (twisted) integral Bockstein operation. 
where we set p A = l i=1 p ai for an index set A = {a 1 , . . . , a l }. In the above, the p 2i are even Pontryagin classes in degree (4i, 0), e n is the Euler class in degree (n, 1). For the classes β J and τ J , the index set J runs through the sets {j 1 , . . . , j l } of natural numbers with 0 < j 1 < · · · < j l ≤ [(n − 1)/2] and we set β J = β O (c 2j1 · · · c 2j l ), and τ J = β det γ ∨ n (c 2j1 · · · c 2j l ).
For the index set J = {j 1 , . . . , j l }, the degree of β J is (1 + 2 l i=1 j i , 0) and the degree of τ J is (1 + 2 l i=1 j i , 1). (4) The reduction morphism ρ is given by It can be shown that formulas similar to the above description of I • -cohomology are true for real-étale cohomology, but as algebra over H 0 rét (F, Z) ∼ = colim n I n (F ). For F = R, real realization induces an isomorphism H • Nis (B GL n , I
•
where the target was computed in [Cad99] . This requires some compatibilities e.g. between localization sequences and the real cycle class maps which will be discussed in some other paper.
1.2. Chow-Witt rings of finite Grassmannians. The second point of the paper is to provide a computation of the Chow-Witt rings of the finite Grassmannians Gr(k, n). The full description is even longer than the description of the Chow-Witt ring of B GL n , so we will only give pointers to the main results in the text. First, the Chow-Witt ring is again given in terms of a cartesian square combining the kernels of integral Bockstein maps with I • -cohomology, cf. Theorem 5.10. The I
• -cohomology of Gr(k, n) can be described as follows: the characteristic classes of the tautological k-bundle E k and its complementary bundle E ⊥ n−k generate the I
• -cohomology, except in the case where k(n − k) is odd in which we have a new class R in degree n − 1. They naturally satisfy the relations in the I
• -cohomology of B GL k and B GL n−k , and they also satisfy the relations which are consequences of the Whitney sum formulas for
There are a few further relations involving the potential class R. All these statements are established in Theorem 5.6. The reduction morphisms H
• (Gr(k, n), I
• (L )) → Ch • (Gr(k, n)) are described in Proposition 5.8. Except for the new fact that R → c k−1 c ⊥ n−k , the description of the reduction morphisms follows directly from the ones for B GL k and B GL n−k . This also provides a description of the kernel of the integral Bockstein maps, cf. Theorem 5.10. An alternative way to describe the structure of the I
• -cohomology rings of the finite Grassmannians is the following: the cokernel of β (which is strongly related to the η-inverted Witt groups) has a presentation like the rational cohomology of the real Grassmannians, and the image of β is detected on the mod 2 Chow ring (and consequently can be determined from the Wu formula for the Steenrod squares).
Assuming the computations for Theorem 1.1 above, the proofs of these results for the finite Grassmannians are an adaptation of an elementary argument using localization sequences which was used for rational cohomology of real Grassmannians in [Sad17] , cf. also [MS74] . It follows from the presentation that the size of the I(F )-torsion part can be determined from the 2-torsion in the integral cohomology of the real Grassmannians. Conceptual descriptions for this can be found in [CS99] (with an interesting link to representation theory of real Lie groups) and [CK13] (explicitly in terms of signed Young diagrams). Again, similar formulas would be true in real-étale cohomology, and for F = R the above description recovers exactly the integral cohomology of the real Grassmannians Gr k (R n ) (with local coefficients). The description of Chow-Witt rings of finite Grassmannians will be used in a sequel to develop an oriented Schubert calculus which allows to establish arithmetic refinements of classical Schubert calculus.
Structure of the paper: We provide a recollection on relevant statements from Chow-Witt theory, in particular the twisted Steenrod squares, in Section 2. The relevant characteristic classes for vector bundles are recalled in Section 3, where we also formulate the main structural results on the Chow-Witt ring of B GL n . The inductive computation of the I
• -cohomology is done in Section 4. The results on Chow-Witt rings of finite Grassmannians are formulated in Section 5 and the proofs are given in Section 6.
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Recollection on Chow-Witt rings
Throughout the article, we consider a perfect base field F of characteristic char(F ) = 2. All the relevant cohomology groups will be Nisnevich cohomology groups, i.e., Ext-groups between Nisnevich sheaves on the small site of a smooth scheme.
Since this is a sequel to [HW17] , most of the general facts concerning Chow-Witt rings relevant for the computation in the present paper can already be found in the discussion of [HW17, Section 2] (or, of course, in the original literature, cf. loc.cit. for references). The same applies to the general discussion of Chow-Witt rings of classifying spaces; all the statements relevant for the present paper can be found in [HW17, Section 3]. We freely use the definitions, facts and notation from [HW17] .
What has to be discussed in slightly more detail is the use of twisted coefficients in Chow-Witt groups resp. I
• -cohomology which was only mentioned in passing in [HW17] . If L is a line bundle on a smooth scheme X, then there are twisted sheaves I n (L ) and K MW n (L ). For the construction as well as a decsription of Gersten-type complexes computing H
Section 10] and [AF16, Section 2]. In particular, Theorem 2.3.4 of [AF16] provides an identification of the Definition of twisted Chow-Witt groups in [Fas08] with the Nisnevich cohomology of the twisted Milnor-Witt K-theory sheaves. If L and N are two line bundles on X, then there are isomorphisms
The twisted versions of Chow-Witt groups and I n -cohomology have functorial pullbacks, pushforwards and a localization sequence. Formulations and references to the relevant literature can all be found in [HW17, Section 2.1].
The oriented intersection product for the Chow-Witt ring has the form
there is a similar product on twisted I
• -cohomology rings. With these products, the Chow-Witt ring is a −1 -graded commutative algebra over the GrothendieckWitt ring GW(F ), and n H n (X, I n ) is a (−1)-graded commutative algebra over the Witt ring W(F ), cf. e.g. [HW17, Section 2.2]. The total Chow-Witt ring of a smooth scheme X is defined by
cf. e.g. [Fas07, Definition 6.10]. Note that Pic(B GL n ) ∼ = Z and Pic(Gr(k, n)) ∼ = Z; in particular, there are only two nontrivial dualities to consider for the total Chow-Witt rings of B GL n and Gr(k, n). For B GL n , the nontrivial element of Pic(B GL n )/2 is given by det γ ∨ n , the dual of the determinant of the universal rank n bundle. Note that this corresponds precisely to the well-known topological fact that there are exactly two isomorphism classes of local systems on B O(n), the trivial one and the one for the sign representation of π 1 (B O(n)) ∼ = Z/2Z on the coefficient ring Z.
Finally, we also need to discuss twisted analogues of the facts on cohomology operations discussed in [HW17, Section 2.3]. If X is a smooth scheme and L is a line bundle on X, we can twist the exact sequence of fundamental ideals by L to get an exact sequence of strictly A 1 -invariant Nisnevich sheaves of abelian groups
. This is analogous to the topological exact sequence 0 → Z t → Z t → Z/2Z → 0 for a local system Z t with fiber Z. Associated to the previous exact sequence of Nisnevich sheaves, we get a twisted version of the Bär sequence:
The connecting map β L for this sequence is a Chow-Witt analogue of the Bockstein operation twisted by a local system in classical algebraic topology (for a discussion in the context of cohomology of B O(n), cf. [Cad99] ).
Remark 2.1. A funny side remark on the some differences between Ch n (X) and mod 2 singular cohomology. By the universal coefficient formula, mod 2 singular cohomology H n in general contains mod 2 reductions of integral classes in H n and classes related to 2-torsion classes in H n−1 . This is not true for Ch n (X), viewed as mod 2 reduction of CH n (X) -by definition all classes in Ch n (X) are simply mod 2 reductions of CH n (X). However, the Bär sequence encodes a behaviour of Ch n (X) exactly analogous to mod 2 singular cohomology: there are some classes which lift to integral cohomology H n (X, I n ), and some classes which don't (because they have nontrivial images under the Bockstein operation).
For a line bundle L on a smooth scheme X, the twisted Bockstein map β L :
n+1 (L )) can be used to define twisted versions of integral Stiefel-Whitney classes analogous to those defined in [Fas13] . The composition with the reduction morphism ρ : Proposition 2.2. Let X be a smooth scheme and L be a line bundle over X.
. As before, the twisted Steenrod operations Sq 2 L are also derivations, but we will not really use that.
After having discussed all the relevant preliminaries, there are now twisted analogues of the key diagram from [HW17] , for any line bundle L on X:
As already mentioned in [HW17] , there is a twisted analogue of [HW17, Proposition 2.11], which states that for F a perfect field of characteristic unequal to 2 and a smooth scheme X over F the canonical map
induced from the above key square is always surjective, and is injective if CH • (X) has no non-trivial 2-torsion. This way we can determine the additive structure of twisted Chow-Witt groups; if we consider the total Chow-Witt ring (i.e., the direct sum of twisted Chow-Witt groups over Pic(X)/2), the fiber square also describes the oriented intersection product. The result applies, in particular, to B GL n and the Grassmannians Gr(k, n) (or more generally flag varieties G/P for reductive groups) because these are known to have 2-torsion-free Chow groups. This implies that we only need to determine the individual terms of the fiber product to get a description of the Chow-Witt ring.
Characteristic classes for vector bundles
The next sections will provide a computation of the Chow-Witt ring of B GL n . The global structure of the argument is similar to the computation of integral cohomology with local coefficients of B O(n), cf. [Cad99] , and most of the necessary adaptations to the Chow-Witt setting have already been made in [HW17] . In this section, we begin by setting up the localization sequence and defining the relevant characteristic classes for vector bundles. We formulate the main structure results concerning the Chow-Witt and I
• -cohomology ring of B GL n and establish the basic relations between the characteristic classes. The inductive proof of the structure theorem will be done in the next section.
3.1. Setup of localization sequence. We begin by setting up the localization sequence for the inductive computation of the cohomology of B GL n , following the procedure for SL n in [HW17, Section 5.1].
Let V be a finite-dimensional representation of GL n on which GL n acts freely outside a closed stable subset Y of codimension s, and consider the quotient X(V ) := (V \ Y )/ GL n . This computes CH
• (B GL n , L ) in degrees ≤ s − 2, and a finite-dimensional model for the universal GL n -torsor is given by the projection p : V \Y → X(V ). The tautological GL n -representation on A n gives rise to a vector bundle γ V : E n (V ) → X(V ) associated to the GL n -torsor p :
Denote by S n (V ) the complement of the zero-section of γ V : E(V ) → X(V ). As in the case of SL n , the complement S n (V ) can be identified as an approximation of the classifying space B GL n−1 . Moreover, the quotient map q :
which models the stabilization map CH
for the standard inclusion ι : B GL n−1 → B GL n . Consequently, we get the following localization sequence:
Proposition 3.1. There is a long exact sequence of Chow-Witt groups of classifying spaces
The first map is the composition of the dévissage isomorphism with the forgetting of support, alternatively "multiplication with the Euler class of the universal bundle γ n ". The second map is the restriction along the stabilization inclusion ι : GL n−1 → GL n .
There are similar exact sequences for the other coefficients I • (L ) and K
M
• , and the change-of-coefficients maps induce commutative ladders of exact sequences.
The proof is the same line of argument as for the case SL n in [HW17, Proposition 5.1].
Remark 3.2. Note also that for L = det γ n , with γ n the universal rank n bundle on B GL n , we have ι * L ∼ = det γ n−1 . The multiplication with the Euler class changes the dualities.
Euler class.
Recall from [HW17, Definition 5.9] how the Chow-Witt-theoretic Euler class of [AF16] gives rise to an Euler class in CH
For a smooth scheme X, the Chow-Witt-theoretic Euler class of a vector bundle p : E → X of rank n is defined via the formula
where s 0 : X → E is the zero section. Using smooth finite-dimensional approximations to the classifying space B GL n provides a well-defined Euler class
In the localization sequence of Proposition 3.1, the Euler class corresponds under the dévissage isomorphism to the Thom class for the universal rank n vector bundle γ n on B GL n . This justifies calling the composition Proposition 3.3. There are unique classes c i (GL n ) ∈ CH i (B GL n ) for 1 ≤ i ≤ n, such that the natural stabilization morphism ι : B GL n−1 → B GL n satisfies ι * c i (GL n ) = c i (GL n−1 ) for i < n and c n (GL n ) = e n (GL n ). In particular, the Chow-Witt-theoretic Euler class reduces to the top Chern class in the Chow theory. There is a natural isomorphism
The restriction along the Whitney sum B GL m ×B GL n−m → B GL n maps the Chern classes as follows:
Remark 3.4. From the above computations of the Chow ring of B GL n we also see the standard fact that Pic(B GL n ) ∼ = Z. Note that for any smooth scheme X and any two line bundles L , N over X such that the class of L in Pic(X) is divisible by 2, we have CH
In particular, there are only two relevant dualities to consider for B GL n : the trivial duality corresponding to the trivial line bundle on B GL n , and the nontrivial duality 
which is induced from the symplectification morphism (aka standard hyperbolic functor) B GL n → B Sp 2n . Note that this means that the Pontryagin classes of vector bundles always live in the Chow-Witt ring with trivial duality (because they come from the symplectic group). As for the special linear groups, cf. [HW17, Proposition 5.8], the Pontryagin classes are compatible with stabilization in the sense that
where i < n and ι * : CH
is induced from the natural stabilization map GL n−1 → GL n . There are corresponding definitions of Pontryagin classes for I
• -cohomology, compatible with the natural change-of-coefficient maps CH Proposition 3.5. There are unique classes c i (GL n ) ∈ Ch i (B GL n ) for 1 ≤ i ≤ n, such that the natural stabilization morphism ι : B GL n−1 → B GL n satisfies ι * c i (GL n ) = c i (GL n−1 ) for i < n and c n (GL n ) = e n (GL n ). These agree with the Stiefel-Whitney classes in [Fas13, Definition 4.2]. There is a natural isomorphism
Again, this is a very classical formula. We include it just for the following discussion of the (twisted) Bockstein classes and the action of the respective (twisted) Steenrod squares on Ch
• (B GL n ). Recall from Section 2 that for a scheme X and a line bundle L , we have a Bockstein map Ch
For the specific case of B GL n , there are two relevant line bundles to consider: O and det γ ∨ n , cf. Remark 3.4. This leads to two types of Bockstein classes for vector bundles:
, there are classes
where d = l a=1 2j a . Remark 3.7. The Bockstein class β(∅) is trivial, cf. [HW17, Remark 5.12]. However, the class τ (∅) is nontrivial; more precisely, Proposition 3.9. With the notation from Definition 3.6, if n = 2k + 1, we have
Proof. This is proved in [Fas13, Theorem 10 .1], noting that our Stiefel-Whitney classes in Proposition 3.5 agree with those in loc.cit., cf. also [HW17, Proposition 7.5].
Combining Lemma 3.8 and Proposition 3.9, we see that the Euler class e n ∈ H n Nis (B GL n , I
n (det γ ∨ n )) is I(F )-torsion if n is odd. Remark 3.10. Note that on B GL n , the Bockstein classes don't contain more information than the Stiefel-Whitney classes because the reduction morphism ρ :
Proposition 4.9 and the remark before Corollary 4.15. However, for a smooth scheme X, it is possible that the Bockstein class is nontrivial while its reduction in the mod 2 Chow ring is trivial. Topologically, this happens if the integral Stiefel-Whitney class is divisible by 2; divisibility results for the integral Stiefel-Whitney classes arise e.g. in Massey's discussion of the obstruction theory for existence of almost complex structures.
3.6. The Wu formula for the Chow-ring. We shortly discuss the action of the Steenrod squares Sq 2 L on Ch
• (B GL n ). Essentially, this is described by the Wu formula.
Proposition 3.11. The untwisted Steenrod square Sq 2 O is given by Sq
The twisted Steenrod square Sq 2 det γn is given by Sq
(Twisted) Steenrod squares of other elements are determined by the above formulas and the derivation property of the Steenrod squares.
Proof. Probably the Wu formula for the Stiefel-Whitney classes in Chow theory mod 2 is well-known, but right now I don't know of a reference. The first and second statement are equivalent by using Proposition 2.2 and noting that c 1 (det γ n ) = c O is given by the subring
The kernel of the twisted Steenrod square Sq 2 det γn is given by the subring
Proof. The claims follow from the Wu formula in Proposition 3.11. The twisted Steenrod square is given essentially by the same formula as the Steenrod square in Ch 3.7. The candidate presentation. We define an appropriate graded ring R n /I n which we will prove to be isomorphic to H
• (B GL n , I
. The ring will be graded by Z ⊕ Z/2Z, where the degrees (n, 0) are those with I
• -coefficients, and the degrees (n, 1) are those with
for the symmetric difference of two subsets J and J ′ of a given set.
Definition 3.13. Let F be a field of characteristic = 2 and denote by W(F ) the Witt ring of quadratic forms over F . For a natural number n ≥ 1, we define the
The classes P i sit in degree (4i, 0), the class X n in degree (n, 1). For the classes B J and T J , the index set J runs through the sets {j 1 , . . . , j l } of natural numbers with 0 < j 1 < · · · < j l ≤ [(n − 1)/2], and the degrees of B J and T J are (d, 0) and (d, 1) with d = 1 + 2 l a=1 j a , respectively. By convention B ∅ = 0. Let I n ⊂ R n be the ideal generated by the following relations:
(3) For two index sets J and J ′ where J ′ can be empty, we have
where we set P A = l i=1 P ai for an index set A = {a 1 , . . . , a l }. Remark 3.14. Note that there are slight differences in the indexing sets between the formulas in [Bro82] and [Cad99] . For the Pontryagin classes, this difference is due to fact that the Euler class squares to the top Pontryagin class. So iň Cadek's presentation, there is no need to introduce the top Pontryagin class; on the other hand, Brown only computes cohomology with trivial coefficients and he has to introduce the top Pontryagin class separately. The same thing is true for the Bockstein classes:
and this relation cannot be expressed in cohomology with trivial coefficients. Moreover, the reason why Brown's additional c 1 -factors in the Bockstein classes can be omitted inČadek's presentation is given by the formula
Definition 3.15. Let n ≥ 2 be a natural number. Define the W(F )-algebra homomorphism Φ n : R n → R n−1 by setting (1) the element P i maps to P i if i < (n−1)/2 and maps to X 2 n−1 if i = (n−1)/2, (2) the element X n maps to 0, (3) for the index set J = {j 1 , . . . , j l }, we have
Remark 3.16. The above formulas model the restriction of classes from B GL n to B GL n−1 . On the level of mod 2 Chow rings, we have
using Proposition 2.2. Note that the formulas for restriction on the bottom of page 283 in [Cad99] contain some typos, the classes live in the wrong degrees.
Proposition 3.17. With the notation from Definitions 3.13 and 3.15, we have
In particular, the map Φ n descends to a well-defined ring homomorphism
Proof. We first deal with the relations of type (1). Recall that the map Φ n is by definition W(F )-linear, in particular, it will send I(F ) to I(F ). Since Φ n sends B J to either B J or T J ′ · X n−1 (and similarly T J to either T J or B J ′ · X n−1 , with the special case B ∅ = 0) it is clear the relations of type (1) are preserved.
The relations of type (2) are also preserved since both X 2k+1 and T k are mapped to 0 by Φ n .
It remains to deal with relations of type (3). These relations are trivially preserved if neither J nor J ′ contains the highest possible index j l = (n − 1)/2. In this case, all the relevant B J , T J and P J will exist both in R n and R n−1 , and the corresponding relation in R n is just mapped to the same relation in R n−1 .
For relations of type (3.1), assume that j l ∈ J ′ and j l ∈ J. On the left-hand side, B J ′ restricts to T J ′ \{j l } · X n−1 and on the right-hand side, B ∆(J\{k},J ′ ) restricts to B ∆(J\{k},J ′ \{j l }) · X n−1 . The result is the product of a relation of type (3.2) with X n−1 . Conversely, if j l ∈ J and j l ∈ J ′ , then the left-hand side restricts to T J\{j l } · X n−1 · B J ′ . The right-hand side restricts to
But this is the product of a relation of type (3.3) and X n−1 . Finally, the case where
The right-hand side restricts to
This is a product of a relation of type (3.4) with X 2 n−1 . The argument for restriction of relations of type (3.2) is completely analogous.
For the restriction of relations of type (3.4), if j l ∈ J and j l ∈ J ′ , the left-hand side restricts to B J · T J ′ · X n−1 . The right-hand side restricts to
. This is the product of a relation of type (3.3) with X n−1 , noting that all terms here are 2-torsion. All the other cases are done similarly.
Since Φ n (I n ) ⊂ I n−1 , it follows that the restriction map descends to a W(F )-algebra map Φ n : R n /I n → R n−1 /I n−1 as claimed.
Lemma 3.18. If n is even, then we have an isomorphism
In particular, the restriction map Φ n : R n /I n → R n−1 /I n−1 is surjective.
Proof. The index sets for the elements P i are the same for n and n−1. In particular, i = (n − 1)/2 which means that the P i in R n are just mapped to the P i in R n−1 . The same is true for the index sets for B J and T J . Moreover, in R n−1 /I n−1 we have X n−1 = T {(n−2)/2} . This proves the surjectivity of Φ n . The claim about the polynomial ring follows since X n doesn't appear in any relation in R n .
Lemma 3.19. If n is odd, then there is an exact sequence of graded W(F )-algebras:
Proof. The elements P i ∈ R n with i < (n − 1)/2 are mapped under Φ n to the elements with the same name in R n−1 . The same holds for the elements B J and T J where the index set J doesn't contain (n − 1)/2. In particular, the subalgebra of R n−1 /I n−1 generated by all P i , B J and T J is in the image. The only elements in R n we have not yet considered so far are the new P (n−1)/2 and the elements B J and T J where J contains (n − 1)/2. The element X 2 n−1 is in the image of P (n−1)/2 , the elements B ′ J X n−1 are in the image of T J and the elements T ′ J X n−1 are in the image of B J . However, the element X n−1 itself is not in the image since we noted in Lemma 3.18 that it is a polynomial variable in R n−1 . Consequently, defining the morphism R n−1 /I n−1 → W(F )[X n−1 ]/(X 2 n−1 ) by sending X n−1 to itself and all the other generators to 0 yields the desired exact sequence.
3.8. Statement of results. Now we are ready to state the main theorem describing the I
• -cohomology and Chow-Witt ring of B GL n . For the I • -cohomology, the result is very close toČadek's computation of the integral cohomology of B O(n) with twisted coefficients, cf. [Cad99] .
Theorem 3.20. Let n ≥ 1 be a natural number.
(1) The following ring homomorphism
For any line bundle L on B GL n , the reduction morphism
) generated by β J and τ J is trivial if and only if its reduction ρ(x) ∈ Ch
• (B GL n ) is trivial.
The proof will be given in Section 4. For now we draw some consequences concerning the structure of the Chow-Witt ring of B GL n . Proposition 3.21.
(1) The kernel of the composition
is the subring
(2) The kernel of the composition
Proof. The integral statements follow directly from the mod 2 statements: by (3) of Theorem 3.20 and Proposition 2.2, the kernel of β L equals the kernel of Sq 2 L and the latter is determined by the Wu formula, cf. Corollary 3.12.
Theorem 3.22. There is a cartesian square of
The right vertical morphism is the natural reduction mod 2 restricted to the kernels of the two boundary maps, and the lower horizontal morphism is the reduction morphism described in Theorem 3.20. The Chow-Witt-theoretic Euler class satisfies e n = (e n , c n ) with c n ∈ ker ∂ det γ ∨ n . For the Chow-Witt-theoretic Pontryagin classes, we have
where the odd Pontryagin classes in I-cohomology are I(F )-torsion and satisfy
The top Pontryagin class p n ∈ CH 2n (B Sp 2n ) maps to e 2 n ∈ CH 2n (B GL n , O).
Proof. The statement about the cartesian square follows directly from [HW17, Proposition 2.11]. The claims about the reduction from the Chow-Witt ring to I-cohomology follows from the definition of the characteristic classes. The statement about e n and c n follows from Proposition 3.3. The statement about the p i has been proved in [HW17] . The statement about the top Pontryagin class is proved in Proposition 4.13.
Example 3.23. To clarify the relation between the cohomology of B GL n and B SL n , cf. [HW17, Example 6.12], we describe in detail the cartesian square for B GL 3 with both dualities. For the trivial duality, we have the following cartesian square:
For the nontrivial duality, we have the following square:
Note that the Euler class e 3 = β det γ ∨ n (c 2 ) lives in the cohomology with twisted coefficients. Note also that
The remaining torsion relations are not completely spelled out for typesetting reasons.
Proposition 3.24. The homomorphism CH
induced from symplectification maps the odd Pontryagin classes as follows
With this notation, the restriction along the Whitney sum map B(GL n × GL m ) → B GL n+m maps the Pontryagin classes as follows
where the sum is over the indices j such that p j and p i−j are Pontryagin classes for GL n and GL m , respectively.
Proof. By Theorem 3.20, it suffices to show that all three classes have the same reduction in Ch
• (B GL n ). This follows from Proposition 4.4. The Whitney sum formula then follows directly from the Whitney sum formula for the Pontryagin classes of symplectic bundles and the compatibility of Whitney sum and symplectification, cf. [HW17] .
Remark 3.25. Note that the Whitney sum formula above is exactly the classical one from [Bro82] . It is easier to state simply by our conventions, cf. [HW17, Remark 5.7], concerning indexing of the Pontryagin classes.
The Chow-Witt ring of B GL n : proofs
The main goal of this section is to prove Theorem 3.20 which is a Chow-Witt analogue ofČadek's description of integral cohomology of B O(n) with local coefficients. The argument mainly follows [HW17] .
4.1. Relations in the mod 2 Chow ring. The first step is to show that the ideal I n of relations between characteristic classes is annihilated by the composition
Lemma 4.1. Assume n is odd. With the above notation we have
Proof. This follows from [ 
Proof. The first relation can be established as in [HW17, Proposition 7.13]. Note that ρ • θ n maps the elements B J and T J to the elements Sq
Proof. This follows directly from Lemma 4.1 and Proposition 4.2.
Proposition 4.4. Let 2i + 1 ≤ n be an odd natural number. Then 
4.2. Projective spaces. As a next step, we need to recall the computations of the I
• -cohomology and Chow-Witt rings of projective spaces P n from [Fas13] . Since Pic(P n ) ∼ = Z, there are only two possible dualities to consider, given by the line bundles O P n and O P n (1).
It is a most classical computation that Ch
). The Steenrod squares are given by Sq (1) If n is odd, then
Moreover, e 1 = β O(1) (1) and R ∈ H n (P n , I n ) is the fundamental class of P n (which is orientable in this case). The image of R under the reduction morphism ρ is c n ∈ Ch
Again, e 1 = β O(1) (1), and the class e ⊥ n ∈ H n (P n , I n (det γ ∨ 1 )) is the Euler class of the rank n hyperplane bundle on
Proof. Note that [Fas13] only estalishes the additive structure statements, not quite the full presentation of the ring structure as formulated. Nevertheless, the statements about the ring structure are basically direct consequences as follows: since we already know some characteristic classes of vector bundles, we obtain a ring homomorphism from our claimed presentation to the cohomology ring of P
• -cohomology to the integral cohomology of real projective space.
The following is the Chow-Witt version of [Cad99, Lemma 1]. This is basically a direct consequence of the above restatement of the computations in [Fas13, Section 11], noting that B GL 1 ∼ = P ∞ .
Proposition 4.7. The Euler class e 1 ∈ H 1 (P
The reduction morphism
(1) = c 1 . In particular, Theorem 3.20 is true for n = 1. 4.3. Setup for inductive proof. We begin preparations for the inductive computation of the cohomology of B GL n . This is a combination of the classical topological argument in [Cad99] and the motivic arguments for the oriented case B SL n in [HW17] .
The appropriate comparison between the candidate presentation of Theorem 3.20 and the localization sequence of Proposition 3.1 is given by the following cube diagram:
The maps j * on the right face are the restriction maps in the localization sequence of Proposition 3.1 and the maps ρ on the right face are induced by the reduction of coefficients ρ : If n is odd, the back face is commutative if we assume that the map θ n−1 :
It remains to deal with the (twisted) Bockstein classes. For classes B J and T J which already exist in R n−1 , the fact that both compositions agree follows from the commutativity of the restriction maps j * with long exact sequences, cf. Proposition 3.1: a product of Chern classes which exist in R n−1 just restricts to itself, and by the compatibility mentioned the same will be true for the (twisted) Bockstein.
So it remains to deal with classes of the form B J and T J with J = J ′ ⊔ {j l } where j l = (n − 1)/2. Assume J ′ = ∅. For B J , we need to show that
The assumption implies that we can check this equality in Ch • (B GL n−1 ), after applying ρ. But there both sides are equal to c 1 c n−1 . For T J , we need to show that β det γ ∨ n (c 2j l ) restricts to 0. But this is true since c 2j l is the reduction of the Euler class e n−1 , i.e., is an integrally defined class and therefore has trivial twisted Bockstein. Now consider the case J ′ = ∅. A class B J will be mapped under Φ n to T J ′ X n−1 , hence θ n−1 Φ n (B J ) = β det γ ∨ n−1 (c 2j1 · · · c 2j l−1 ) · e n−1 . On the other hand, j * θ n will map B J to β O (c 2j1 · · · c 2j l ) (viewed as an element of H q (B GL n−1 , I q )). Under the reduction ρ, both elements map to the same element, by Remark 3.16. By assumption, the Bockstein classes are detected by Ch
• , proving the claim.
4.4. Induction step, even case. We first deal with B GL n for n even. Our inductive assumption is that Theorem 3.20 holds for H • (B GL n−1 , I
• ⊕I • (det γ ∨ n−1 )). First, we note that the same argument as in [HW17, Lemma 8.3] shows that the restriction map
As in [HW17, Proposition 8.4], it follows that the presentation map
) is a surjection. By the splitting principle, cf. [HW17, Proposition 7.8], the W(F )-subalgebra p 2 , . . . , p n−2 , e n ⊆ H
• ⊕ I • (det γ ∨ n )) has the following structure: in trivial coefficients, we have a polynomial ring over W(F ) generated by p 2 , . . . , p n−2 , e 2 n ; in the nontrivial coefficient part, we have a free rank 1 module over this polynomial ring, generated by e n . Moreover, multiplication with e n is injective on this subalgebra. Consequently, from the surjectivity of θ n :
is exactly the ideal generated by the images of the Bockstein maps
However, this ideal will by definition be annihilated by
) and the exactness of the Bär sequence implies that the ideal generated by the image of β coincides with the image of β.
It remains to deal with the torsion in H • (B GL n , I
• ⊕ I • (det γ ∨ n )), proceeding as in [HW17] .
Proposition 4.9. Assume that we know Theorem 3.20 for B GL n−1 . Then for all line bundles L and for all degrees q, in the composition
the map ρ is injective on the image of β.
Proof. Note that the assumption implies that the analogue of the claim is true for B GL n−1 . We consider the following commutative diagram
where the triangles are given by Proposition 2.2. The morphism between the two triangles is the restriction map which commutes with all maps involved. Consider a class α ∈ Ch q (B GL n ) with Sq 2 L α = 0. Our claim is that β L α = 0. Restricting to B GL n−1 , we get a class j * α with Sq 2 L j * α = 0. The assumption implies that β L j * α = j * β L α = 0. Now we consider the localization sequence, cf. Proposition 3.1:
Since j * β L α = 0, there exists a class σ ∈ H q+1−n (B GL n , I q+1−n (L ⊗det γ n )) such that e n σ = β L α, and we wish to show that σ necessarily is trivial.
Next, we will show that ρ is injective on the image of β by an induction on the cohomological degree. The base case for the induction is given by vanishing of the cohomology in negative degrees. Now assume that the reduction map ρ is injective on the image of β L in degrees less than q. Let α ∈ Ch q (B GL n ) be a class with Sq 2 L (α) = 0, hence we have a class
. Then by the above remarks, it contains a nontrivial monomial in the Pontryagin and Euler classes; hence e n σ cannot be W(F )-torsion, contradicting the equality e n σ = β L (α). So σ is in fact in the image of β, hence we can apply our inductive assumption on ρ being injective on the image of β (which contains σ).
As in [HW17, Proposition 8.7], we have a commutative diagram
By assumption ρ e n σ = ρβ L α = Sq 2 L α = 0. Commutativity of the diagram implies c n ρσ = 0. But c n is injective since Ch
• (B GL n ) is a polynomial ring generated by the Chern classes, cf. Proposition 3.3. This implies ρσ = 0, and the inductive assumption implies σ = 0. Therefore, β L α = 0 as claimed.
Corollary 4.10. The morphism θ n : R n → H
• ⊕ I • (det γ ∨ n )) maps I n to zero and therefore factors through a well-defined surjective morphism
Proof. All the relations in the even case involve torsion. The type (1) relations are satisfied by Lemma 3.8. The type (3) relations are satisfied in Ch
• (B GL n ) by Corollary 4.3. Note that the type (3) relations are in the image of β. In particular, by Proposition 4.9, any such relation is mapped to 0 already in H
• ⊕ I
• (det γ ∨ n )). This proves the claim. Corollary 4.11. For all line bundles L and all q, the map
is injective.
Proof. As in [HW17, Corollary 8.9].
Proposition 4.12. The presentation morphism Ξ n of Corollary 4.10 is injective, i.e., there are no more relations.
Proof. As in [HW17, Proposition 8.10].
Proposition 4.13. The map
induced by the symplectification morphism maps p n to e 2 n . Proof. Consider the morphism
given by pullback to the orientation cover. 4.5. Induction step, odd case. Now suppose that n is odd and that Theorem 3.20 holds for H
• (B GL n−1 , I • ).
Proposition 4.14. In the composition
Proof. As in [HW17, Proposition 8.11], consider the following diagram
obtained from the localization sequence of Proposition 3.1 and the compatibility of Φ n with restriction, cf. Proposition 3.17. By the inductive assumption and Lemma 3.19, we can write any element in H
• (B GL n−1 , I
• ⊕I • (det γ ∨ n−1 )) as a sum j * θ n (u 1 )+e n−1 j * θ n (u 2 ). We first compute the image of e n−1 under the boundary map
As in [HW17] , the target is a cyclic W(F )-module generated by η(1), the image is a cyclic W(F )-module generated by ∂ e n−1 , and in fact ∂ is surjective. In particular, ∂(e n−1 ) = η(u) for some unit u ∈ H 0 (B GL n , W) ∼ = W(F ). Via the derivation property of the boundary map ∂ we can now compute the boundary of an arbitrary element in H
i.e., the boundary of such an element is trivial if and only if ηθ n (u 2 ) = 0. By the Bär sequence, this means that θ n (u 2 ) is in the image of one of the Bockstein maps and by linearity it suffices to show that elements of the form β L (c 2j1 · · · c 2j l ) e n−1 can be lifted. But now, using the inductive assumption on B GL n−1 , it suffices to do the computation in Ch
and by assumption a similar formula is true for the corresponding Bockstein map β L . Hence β(c 2j1 · · · c 2j l ) e n−1 is in the image of θ n−1 . By Lemma 3.19 and the previous computation, it is in fact in the image of θ n−1 Φ n , hence in the image of j * θ n .
Consequently, the homomorphism θ n : R n → H • (B GL n , I
• ) is surjective, as in [HW17, Corollary 8.12]. Denoting by P n the W (F )-subalgebra of R n /I n generated by the elements P 1 , . . . , P (n−1)/2 , the composition
is injective, by an argument as in [HW17, Proposition 8.13 ]. If we assume that we know Theorem 3.20 for B GL n−1 , then an argument as in [HW17, Proposition 8.14] shows that for all degrees q, in the composition
the map ρ is injective on the image of β L .
Corollary 4.15. The relations in I n are satisfied in the I • -cohomology, i.e., the homomorphism θ n :
Proof. The relation (2) has been verified in Proposition 3.9. All other relations involve torsion elements. The type (1) relations are satisfied by Lemma 3.8. The type (3) relations are satisfied in Ch • (B GL n ) by Corollary 4.3. Note that the type (3) relations are in the image of β. In particular, by the abovementioned analogue of [HW17, Proposition 8.14], any such relation is mapped to 0 already in H
• ). This proves the claim.
Proposition 4.16. The homomorphism
Proof. Surjectivity of the morphism as well as injectivity on the torsion-free part have been discussed above. By the abovementioned analogue of [HW17, Proposition 8.14], it suffices to show the statement after reduction to Ch
• (B GL n ). The direct translation (replacing w i by c i and Sq 1 by Sq 2 ) of the argument on page 285 of [Cad99] takes care of that.
Chow-Witt rings of finite Grassmannians: statement of results
In this section, we compute the Chow-Witt rings of the finite Grassmannians Gr(k, n). The inductive argument is an integral refinement of an inductive procedure used by Sadykov to compute rational cohomology of the real Grassmannians, cf. [Sad17] .
5.1. Generators from characteristic classes. The first step is to get enough classes in CH
Here, the morphism B GL k ×B GL n−k → B GL n maps a pair (V 1 , V 2 ) of a rank k bundle V 1 and a rank (n − k) bundle V 2 to the Whitney sum V 1 ⊕ V 2 . Put differently, the morphism c :
n−k is the trivial rank n bundle. We call E k the tautological rank k bundle, and E ⊥ n−k the complementary tautological rank (n−k) bundle, or simply the complement of the tautological bundle.
Note that there are two possible dualities on B GL k , corresponding to the line bundles O and det γ ∨ k ; and similarly there are two possible dualities on B GL n−k corresponding to O and det γ ∨ n−k . Consequently, there are four possible dualities on B GL k ×B GL n−k , given by the four possible exterior products of the above line bundles. For any choice of line bundles L k and L n−k on B GL k and B GL n−k , respectively, the classifying map above induces homomorphisms of Chow-Witt groups
Note that the bundle c * (L k ⊠ L n−k ) is trivial if and only if L k and L n−k are either both trivial or both nontrivial. This follows from the fact that the assignment
can be computed by pulling back both line bundles to the Grassmannian and then taking the tensor product, hence it induces the addition
The induced homomorphisms assemble into a ring homomorphism of the total Chow-Witt rings.
In particular, the images of the characteristic classes for vector bundles, cf. Section 3 and in particular Theorem 3.20 resp. the main result Theorem 1.1, induce classes in the Chow-Witt ring of Gr(k, n). The characteristic classes for the tautological bundle E k are (1) the Pontryagin classes p 1 , p 2 , . . . , p k−1 , (2) the Euler class e k , (3) the (twisted) Bockstein classes β O (c 2j1 · · · c 2j l ) and β det γ ∨ k (c 2j1 · · · c 2j l ), and (4) the Chern classes c i . Similarly, for the complement E ⊥ n−k , we have the same characteristic classes (with different index sets); these will be denoted by an additional superscript (−)
⊥ . This provides a number of canonical elements in CH 
where c = (1) There is a canonical isomorphism
where c = 
(3) The twisted Steenrod square is given by
j+1 . The following consequence of the description of the Chow ring given in Proposition 5.3 will be relevant later.
Proposition 5.4. Let 1 ≤ k < n and consider the ring
(1) The kernel of the multiplication by c
Proof. Remark 5.5. This is also the formula for the mod 2 cohomology of the real Grassmannians, cf. e.g. [MS74] . The notation for the classes c i and c ⊥ i is due to the fact that these are the mod 2 reductions of the Chern classes from the Chow ring. In the real realization these would go exactly to the corresponding Stiefel-Whitney classes.
5.3. Statement of the main results. Now we are ready to state the main results describing the I
• -cohomology of the finite Grassmannians. The lengthy formulation boils down to "the characteristic classes of the tautological bundle and its complement generate the cohomology (except for a new class in when k(n − k) is odd) and the only new relations come from the Whitney sum formula".
Theorem 5.6. Let F be a perfect field of characteristic = 2, and let 1 ≤ k < n. The cohomology ring q H q (Gr(k, n), I q ⊕I q (det E k )) is isomorphic to the Z⊕Z/2Z-graded W(F )-algebra generated by
(1) the Pontryagin classes p 1 , p 2 , . . . , p k of the tautological rank k bundle and the Pontryagin classes p
sits in degree (2i, 0), (2) the Euler classes e k and e ⊥ n−k , sitting in degrees (k, 1) and (n − k, 1), respectively, (3) for every set J = {j 1 , . . . , j l } of natural numbers 0
, respectively, where 0) and (d, 1) , respectively, where
is odd, we have a class R in degree (n − 1, 0) subject to the following relations:
(1) the classes p i , e k , β J and τ J satisfy the relations holding in
e., the product of the total Pontryagin classes is 1. Remark 5.7. Note that we include all Pontryagin classes because this makes the relations from the Whitney sum formula easier to state.
Proposition 5.8. Let F be a perfect field of characteristic = 2, and let 1 ≤ k < n. The reduction homomorphism
is given by
The reduction homomorphism ρ L is injective on the image of the Bockstein map β L .
Remark 5.9. Note that this presentation gives a complete description of the cup product. To multiply two torsion classes, we first rewrite the complementary classes c ⊥ 2i in terms of polynomials in the ordinary classes c 2j . (It follows directly from the well-known presentation of Ch
• (Gr(k, n)) that it is generated by the classes c i and the complementary classes c ⊥ j can be expressed in terms of these.) The product of classes of the form β L (c 2j1 · · · c 2j l ) is then given by the relation in H
• (B GL k ). Note also that the product of R with an even Pontryagin class is independent from the Pontryagin classes. The product of R with a torsion class is a torsion class, and so it can be determined by computation in Ch
• (Gr(k, n)).
Theorem 5.10. Let F be a perfect field of characteristic = 2, and let 1 ≤ k < n. Then there is a cartesian square of Z ⊕ Z/2Z-graded GW(F )-algebras:
Here det E ∨ k is the determinant of the dual of the tautological rank k bundle on Gr(k, n),
is the (twisted) integral Bockstein map. The kernel of the integral Bockstein map ∂ L is the preimage under reduction mod 2 of the subalgebra of Ch • -cohomology is given in Theorem 5.6, and the description of the reduction morphism ρ is given in Proposition 5.8. The description of the kernel of the boundary map follows directly from the definition and the Bär sequence, i.e., that the kernel of β L is exactly the image of the reduction map ρ L .
Remark 5.11. We can determine the images of Euler classes and Pontryagin classes in Chow theory using Theorem 3.22.
Examples and consequences.
Example 5.12. Let us work out the example case Gr(2, 4). The relevant characteristic classes for I
• -cohomology are the Pontryagin classes With twisted coefficients, we have the class β det E ∨
2
(1). The other twisted Bockstein classes β det E ∨ 2 (c i ) are trivial: we can check on reduction mod 2, the case i = 1 follows directly from the Wu formula and the case i = 2 follows from c 3 = 0. The other potential 2-torsion classes are products of the form τ ∅ β. We check on mod 2 reduction that ρ(τ ∅ β(c 1 )) = c (1) in degree 1 and
The relations encoded in p · p ⊥ = 1 are the following:
There is also a relation 2 p 2 β(c 1 ) = 0 which is trivially satisfied. From c On the other hand, ker ∂ det E2 is the submodule generated by 2, c 1 and c 2 .
Example 5.13. As another example, we work out the Steenrod squares for Gr(2, 5). The relevant relations arising from the Whitney sum formula are This recovers exactly the pattern for integral cohomology as discussed e.g. in [CK13] .
In addition to that, we can use the formulas from Theorem 1.1 to determine the cup product of the torsion classes. Computations as above could be done to determine the cohomology with twisted coefficients as well.
Chow-Witt rings of finite Grassmannians: proofs
In this section, we will now prove the claims about the structure of I • -cohomology of the Grassmannians discussed in Section 4. The overall argument is an inductive proof; for fixed n, the description of the I
• -cohomology of Gr(k, n) given Theorem 5.6 is proved by induction on k. The base case k = 1 is the case of projective space which basically follows from [Fas13] . The inductive step compares the cohomology of the Grassmannians Gr(k − 1, n) and Gr(k, n) via a space which appears as sphere bundle of the complementary resp. tautological bundle over Gr(k − 1, n) and Gr(k, n), respectively. For this, we will also need to establish some statements about the non-geometric bidegrees H j (Gr(k, n), I j−1 (L )).
6.1. Localization sequence for inductive proof. As a preparation for the inductive proof, we set up the relevant localization sequences which allow to compare cohomology of different Grassmannians.
Proposition 6.1.
(1) There are isomorphisms
(2) Denote by q : E k → Gr(k, n) and p : E ⊥ n−k+1 → Gr(k − 1, n) the respective tautological bundles. Then there is an A 1 -weak equivalence of associated sphere bundles
Moreover, under this weak equivalence, we have a correspondence of pullbacks of tautological vector bundles q
Proof.
(1) For a vector space V of dimension n, the natural bijection between k-dimensional subspaces of V and (n − k)-dimensional subspaces of its dual V
. This provides the claimed isomorphisms. Note that these are not natural.
(2) Since we only want to establish an A 1 -weak equivalence, we can replace the Grassmannians Gr(k, n) and Gr(k − 1, n) by the quotients GL n / GL k × GL n−k and GL n / GL k−1 × GL n−k+1 , respectively. The pullback of the vector bundle E k over GL n / GL k × GL n−k is the associated bundle for the Stiefel variety GL n / GL n−k viewed as GL k -torsor and the natural GL k -representation on A k . As in the setup of the localization sequence before Proposition 3.1, the complement of the zero section is then, up to a torsor under a unipotent group, GL n / GL k−1 × GL n−k because GL k−1 is the stabilizer of a line in A k . A similar argument works for Gr(k − 1, n). The vector bundle E ⊥ n−k+1 over GL n / GL k−1 × GL n−k+1 is the associated bundle for the Stiefel variety GL n / GL k−1 and the natural representation of GL n−k+1 on A n−k+1 . The complement of the zero section can then, up to a torsor under a unipotent group, be identified with GL n / GL k−1 × GL n−k+1 . This yields the required A 1 -weak equivalence. By an argument similar to the one in the setup for the localization sequence before Proposition 3.1, the pullback of the universal bundle E k to E k \ Gr(k, n) will split off a direct summand, and the remainder is the tautological rank (k − 1)-bundle on GL n / GL k−1 × GL n−k . On the other hand, the pullback of the tautological rank (k − 1)-bundle on GL n / GL k−1 × GL n−k+1 to GL n / GL k−1 × GL n−k will still be the tautological rank (k − 1)-bundle. This proves the claims.
Remark 6.2. It seems that sharper claims are true: that there is an isomorphism , n) under which the pullbacks of the tautological bundles correspond as claimed. Topologically, this is the case: for R n with the standard scalar product, a k-dimensional subspace with a fixed unit vector yields the complementary (n − k)-dimensional subspace, which together with the unit vector yields an (n − k + 1)-dimensional subspace with a fixed unit vector. It is not clear to me right now if this can be expressed algebraically without the scalar product.
Remark 6.3. In abuse of notation, we will denote the total spaces of both sphere bundles E ⊥ n−k+1 \ Gr(k − 1, n) and E k \ Gr(k, n) by S (k, n). This is justified by Proposition 6.1 because they are A 1 -equivalent and hence they will have isomorphic I
• -cohomology or Chow rings.
We obtain two localization sequences, relating the Grassmannians Gr(k, n) and Gr(k − 1, n) to their associated sphere bundles (which are weakly equivalent). This is the relevant input for the induction step for the computation of the cohomology of the Grassmannians.
Proposition 6.4.
(1) For any line bundle L on Gr(k − 1, n), there is a long exact localization sequence
For any line bundle L on Gr(k, n), there is a long exact localization sequence
Similar localization sequences are true for Chow groups.
6.2. Base case: projective space. As before, we fix a natural number n and prove the claim for Gr(k, n) by induction on k. The base case of the induction is the following:
Proposition 6.5. Theorem 5.6 is true for Gr(1, n) = P n−1 .
Proof. We want to show that the natural map from the algebra described in Theorem 5.6 to H • (P n−1 , I
• ) is an isomorphism. The I • -cohomology of P n−1 was described in Proposition 4.5.
From (1) in Theorem 5.6, we deduce e 1 = β det γ ∨
1
(1) and p 1 = e 2 1 . From the Whitney sum formula (2), we get p Here the notation is the one of Theorem 5.6, i.e., the bidegrees of the even Pontryagin classes p 2i are (4i, 0), the bidegrees of the Euler classes e k and e ⊥ n−k are (k, 1) and (n − k, 1), respectively, and the class R in the last case has bidegree (n − 1, 0). While these classes naturally live in geometric bidegrees, what we consider above are their images under the natural projection
Remark 6.8. It should be pointed out that the description of the I
• -cohomology ring in Theorem 5.6 is compatible with the above claims via the natural projection
Moreover, Theorem 5.6 implies Theorem 6.7.
The following is an analogue of Proposition 5.4 for the above cohomology; it will be used in the inductive proof of Theorem 6.7.
Proposition 6.9. Let 1 ≤ k < n. Consider the morphism
given by multiplication with the Euler class.
(1) The cokernel is the quotient of the cohomology algebra modulo the ideal e Proof. This follows directly from the explicit presentation of Theorem 6.7.
Proof of Theorem 6.7: Fix a natural number n. The claim for Gr(k, n) is proved by induction on k. The base case is the case P n−1 = Gr(1, n), in which case the claim follows from Proposition 6.5. In both cases there are only two non-trivial groups, one of them is H 0 (P n−1 , I −1 ) ∼ = W(F ). If n is even, then P n−1 is orientable, and the other nontrivial cohomology groups is H n−1 (P n−1 , I n−2 ) ∼ = W(F ) (non-twisted coefficients), generated by the orientation class R. If n is odd, the other non-trivial cohomology group is H n−1 (P n−1 , I n−2 (1)) ∼ = W(F ) (twisted coefficients), generated by e ⊥ n−1 .
For the inductive step, assume that Theorem 6.7 holds for Gr(k − 1, n). We have to make a case distinction depending on parities of k and n.
If n − k + 1 and k − 1 are even, then the Euler classes e k−1 and e ⊥ n−k+1
are non-zero. Cokernel and kernel of e ⊥ n−k+1 are described in Part (1) and (2) of Proposition 6.9. As an algebra over the image of the cokernel of e ⊥ n−k+1 , the cohomology of S (k, n) = E n−k+1 \ Gr(k − 1, n) is an exterior algebra, generated by 1 and the class R in degree (n − 1, 0) which is a lift of e k−1 along ∂. This follows from the localization sequence for the bundle E n−k+1 .
For the second localization, for the bundle E k , we first note that the Euler classes e k and e ⊥ n−k are zero. We check what we can say about the map q * : we have the Pontryagin classes p 2 , . . . , p k−1 , and these are mapped to their counterparts in the cohomology of E k \ Gr(k, n), by Proposition 6.1. By exactness, all the classes in the image of the restriction morphism q * will have trivial image under the boundary map ∂. Also, the class R from degree (n−1, 0) has image under ∂ in degree (n−k, 1); in the case at hand, n − k is odd, so there are no nontrivial elements in this degree and therefore ∂ R = 0. Now we need to determine which classes have nontrivial image under ∂. The class e k−1 from the cokernel of e ⊥ n−k+1 necessarily maps to 1 under ∂. By the derivation property, more generally a product p · e k−1 of the Euler class with a polynomial p in the Pontryagin classes p 2 , . . . , p k−1 will map under ∂ to p, viewed as an element of the cohomology of Gr(k, n).
At this point, we see that the candidate presentation is surjective: the Pontryagin classes p i and p ⊥ i are mapped to their counterparts in the cohomology of S (k, n); and the same is true for the class R. The only missing generator of the cohomology of S (k, n) is the Euler class e k−1 , but we saw above that this class has nontrivial boundary. Injectivity of the candidate presentation follows similarly.
If both n − k + 1 and k − 1 are odd, then the Euler classes e k−1 and e ⊥ n−k+1
are zero. In particular, via the first localization sequence for the bundle E n−k+1 → Gr(k − 1, n), the cohomology of S (k, n) consists of two copies of the cohomology of Gr(k − 1, n); one of the copies obviously generated by 1 in degree (0, 0), the other generated by a class in bidegree (n − k, 1) which is a lift of 1 ∈ H 0 along the boundary map. Now for the second bundle E k → Gr(k, n), both Euler classes e k and e
are nontrivial. We check what we can say about the restriction map q * in the corresponding localization sequence. In the cohomology of Gr(k, n), we have the Pontryagin classes and these are mapped under q * to their counterparts in the cohomology of S (k, n). The class in bidegree (n − k, 1) (which arose as lift of 1 in the first localization sequence) lifts to the Euler class e ⊥ n−k . The class R from the cohomology of S (k, n) has nontrivial boundary; its degree is (n − 1, 0) and its image under the boundary map has degree (n − k, 1), so the class R is mapped exactly to the Euler class e ⊥ n−k . Consequently, we see that the candidate presentation is bijective. If n − k + 1 is even and k − 1 is odd, then the Euler class e ⊥ n−k+1 is nontrivial. Cokernel and kernel of e ⊥ n−k+1 are described in Proposition 6.9. The cokernel is generated by the Pontryagin classes, and the kernel is the ideal p k−2 e ⊥ n−k+1 . The class p k−2 e ⊥ n−k+1 lives in degree (n − k + 3, 1) and consequently lifts along the boundary map ∂ to a class in degree (2n − 3, 0). Now for the second bundle E k → Gr(k, n), the Euler class e k is also nontrivial. We check what happens in the associated localization sequence. The cokernel of the multiplication by e k on the candidate presentation is generated by the Pontryagin classes which map to their counterparts in the cohomology of S (k, n). The kernel of the Euler class on the candidate presentation is the ideal generated by e k p ⊥ n−k−1 in degree (2n − k − 2, 1).
The Pontryagin classes in the cokernel all map to their counterparts under the restriction map q * . The class in degree (2n−3, 0) (which arose as a lift of p k−2 e ⊥ n−k+1
maps to e k p ⊥ n−k−1 in degree (2n − k − 2, 1). Consequently, we see that the description of the cohomology of Gr(k, n), given in Theorem 6.7, is true if and only if it is true for Gr(k − 1, n). Therefore, this argument also settles the case where n − k + 1 is odd and k − 1 is even.
6.4. Detecting the Bockstein classes. Now that we have established that the cokernel of β has the required structure, we still need to deal with the image of β, the Bockstein classes. To establish Theorem 5.6, it suffices to show that the Bockstein classes are detected under the reduction map to Ch
• (Gr(k, n) ). This will also be established via an induction on k as in the proof of Theorem 6.7. • (S (k, n)) only happens in the case where n − k is odd.
Proposition 6.11. The reduction morphism ρ L : H
•+1 (Gr(k, n), I
•+1 (L )) → Ch
•+1 (Gr(k, n)) is injective on the image of
•+1 (L )).
Proof. Fix an integer n, the proof is done by induction on k. The base case is given by the projective space, where the claim follows from Proposition 6.5. Using the first localization sequence for the bundle E ⊥ n−k+1 and the statements of Proposition 6.10, we can completely describe the Bockstein classes on S (k, n): these are the classes in the cokernel of e ⊥ n−k+1 on the cohomology of Gr(k − 1, n). These are either detected on Ch
• (S (k, n)) or are classes which map to the ideal c ⊥ n−k+1 . Now we consider a Bockstein class b in the cohomology of Gr(k, n). We want to show that it is detected on Ch
• (Gr(k, n)). We consider the second localization sequence for the bundle E k . The image of the class b under the restriction map q * in the localization sequence is a Bockstein class in the cohomology of S (k, n). If the restriction of the class is trivial, then it is a multiple of the Euler class, and we can apply an induction on the cohomological degree. If the restriction of the class is detected on Ch
• , we are done. If the restriction of the class is not detected, then it comes from the a Bockstein class in the cohomology of Gr(k − 1, n) whose reduction lies in the image of c ⊥ n−k+1 . By comparison with the localization sequence for Ch
• , there will be a class b ′ in the cohomology of Gr(k, n) which has the same reduction as b and whose reduction is detected by a class in the ideal c k ⊆ Ch
• (Gr(k, n) ). Now the difference b − b ′ is a multiple of the Euler class e k , and we can again apply induction on the cohomological degree. This proves the claim that the Bockstein classes are all detected by reduction to Ch
• .
2 The difference here is that for n − k even, we only take images of classes which lift to torsion, and in the second case we take images of all classes which have integral lifts.
6.6. Remarks on oriented Grassmannians. We shortly formulate the analogous results for the Chow-Witt rings of the oriented Grassmannians. Recall that the A 1 -fundamental group of the Grassmannians is π A 1 1 (Gr(k, n) ) ∼ = G m since the Grassmannians are GL n−k -quotients of the Stiefel varieties GL n / GL k which are highly A 1 -connected. The oriented Grassmannians Gr(k, n) are the A 1 -universal covers of the Grassmannians Gr(k, n). Explicitly, they are given as the complement of the zero section of the line bundle det E k . For the Chow-Witt rings of the oriented Grassmannians Gr(k, n), we only have the trivial duality because they are A 1 -simply connected. We can formulate a result analogous to Theorem 5.6 for the oriented Grassmannians. The proof of the result proceeds exactly along the lines of the proofs for Gr(k, n).
Theorem 6.12. Let F be a perfect field of characteristic = 2, and let 1 ≤ k < n.
(1) There is a cartesian square of Z-graded GW(F )-algebras:
(2) The cokernel of the Bockstein morphism
is described exactly as in Theorem 6.7, except that there is no additional Z/2Z-grading and the Euler classes live in the cohomology with trivial duality. (3) The reduction morphism
is injective on the image of the Bockstein morphism β. In particular, the image of Bockstein can be determined from the Wu formula for the Steenrod squares on the mod 2 Chow ring of Gr(k, n).
Remark 6.13. A result like the above should be true for all flag varieties (at least in type A). The cokernel of the Bockstein should have the same presentation as the rational cohomology of the real realization (but of course as a W(F )-algebra).
The Bockstein classes should all be detected on the mod 2 Chow ring so that the structure of the torsion can be determined just from the knowledge of the Steenrod squares.
