ABSTRACT
INTRODUCTION
In recent years, network carriers have begun to implement network functions based on a new technology called network functions virtualization (NFV) [1] - [3] . In an NFV-based network, network functions are implemented in a virtual manner by software on general-purpose servers. NFV makes it possible to select both the capacity and location of each function without physical constraints. Therefore, to build an economical NFV-based network, it is important to determine where each network function should be allocated in the network and what its capacity should be. The authors proposed an algorithm of virtual routing function allocation in the NFV network for minimizing the total power consumption or the total network cost, and developed effective allocation guidelines for virtual routing functions [4] , [5] . Specifically, it was found that the greater the power consumption of the routing function relative to that of the circuit bandwidth, and the greater the peak coefficient of traffic between areas is, the smaller the total power consumption or the total network cost can be made by integrating the routing functions of some areas into those of a small number of areas. It was also indicated that there can be cases where distributing low-capacity routing functions in the network, which has been difficult to implement in conventional networks but is made possible by NFV, can dramatically reduce the network power consumption. The above studies were not meant just to address the VNE (virtual network resource allocation) problem [6] , [7] . Rather, the aim was at developing function allocation guidelines, which show how much capacity each virtual routing function is required to have and what the effective way of allocating each function is depending on the ratio of the cost of a routing function to that of a circuit bandwidth and the peak coefficient of traffic between areas.
References [4] and [5] did not take network quality into consideration. This paper evaluates the effect of the maximum tolerable network delay on the guidelines for allocating the virtual routing function. The objective function in this paper is to minimize the total network cost. The rest of this paper is organized as follows. Section 2 explains related works. Section 3 proposes to enhance the existing routing function allocation algorithm, which was proposed in References [4] and [5] . Section 4 evaluates the effect of the maximum tolerable network delay on the function allocation guidelines, with a ladder-shaped network model that simulates the network structure of Japan. Finally, Section 5 presents the conclusions. This paper is an extension of the study in Reference [17] .
RELATED WORK
One of the related studies is the VNE (virtual network resource allocation) problem, a problem of allocating virtual nodes and links to a physical network efficiently [6] , [7] . Reference [8] evaluates the allocation of multiple VNFs. Reference [9] proposes a functional allocation assuming a hybrid arrangement in which dedicated hardware and virtual functions are used. References [10] and [11] proposes dynamic resource allocation and scheduling. Reference [12] evaluates the virtualization of S-GW (serving GW) and P-GW (packet data network GW) functions in a mobile network in terms of network load and network delay. Based on an evaluation made on a network that simulates the network structure of the U.S.A., it shows that four data centers that completely virtualize these GWs are required. Reference [13] proposes a method for solving the virtual DPI allocation problem, which is aimed at minimizing the cost.
We proposed a resource allocation method in a cloud environment in which computing power and access bandwidths are allocated simultaneously [14] - [16] . The key point of this method is how to pack as many requirements (simultaneously requiring two different types of resource of computing power and access bandwidths with service quality being not uniform) as possible into multiple sets of computing power and bandwidths.
Most of the above evaluations deal with how to pack (allocate) virtual network functions to finite physical network resources efficiently. In contrast, references [4] and [5] and this paper try to develop allocation guidelines that indicate how much capacity is required for each virtual network function and what is the effective way of allocating each function, both of which depend on the relative costs of the routing function and the circuit bandwidth and the inter-area traffic distribution. We believe that these guidelines provide network carriers with essential information when they design and build an NFV-based network in a medium to long term.
ENHANCED ROUTING FUNCTION ALLOCATION ALGORITHM UNDER NETWORK DELAY CONSTRAINTS
It is proposed to enhance the existing routing function allocation algorithm proposed in References [4] and [5] , in order to ensure that the network delay does not exceed the maximum tolerable network delay. In this paper, the constraint of the maximum tolerable network delay is applied to only intra-area communication and communication between adjacent areas. This is because, in communication between remote areas, the locations of routing functions do not greatly affect communication distances. Moreover, we evaluate the maximum tolerable network delay with the maximum number of transit areas, N.
In the existing allocation algorithm [4] - [5] , the routing function is first allocated to each area. Next, an area with the smallest number of packets received and transmitted over a certain period is selected. If integrating the routing function of this area (integration-origin area) into the routing function of another area (integration-destination area) reduces the total network cost, this integration is done. If not, the integration processing will not be done. Then, the integration judgment is similarly performed on the next integration-origin area candidate. This process is terminated when there is no integration-origin area left.
The following extension is proposed in the existing routing function integration process, to ensure that the network delay does not exceed the maximum tolerable network delay. That is, the integration processing will not be carried out if there is even one communication flow that does not satisfy N in the integration judgment for each integration-origin area candidate.
EVALUATION OF THE PROPOSED ROUTING FUNCTION ALLOCATION ALGORITHM

EVALUATION CONDITIONS
(1) We have developed a simulation program in C language that executes the enhanced allocation algorithm proposed in Section 3.
(2) Network structure: The ladder-shaped model illustrated in Figure 1 , which simulates the shape of Japan, is used as in References [4] and [5] .
(3) Traffic flow: The traffic flow is the same as that used in References [4] and [5] . The amount of traffic between Area #5 and each of the remaining areas is M times (peak coefficient) that of traffic between other areas. Thus, M=1 means that traffic flows between areas are uniform.
(4) Since the ratio of the cost of the routing function to the cost of the circuit bandwidth greatly affects the total network cost, the following ratio is defined as in Reference [5] :
Where αc is the cost of the routing function per pps (packets per second), and βc the cost of the circuit bandwidth per Mbps per 10 km. The fixed costs of the routing function and circuit bandwidth are not taken into consideration here.
(5) Routing policy: We revise the routing policy in References [4] and [5] so that the cost will be lower.
The route selection procedure is explained below. ① Select the route from the source area to the destination area in the horizontal direction. ② If one of the source area number and destination area number is an odd number and the other is an even number, select the route until a destination area appears upward or downward.
Afterwards if the destination area number is odd, the upward direction is selected. If it is an even number, the downward direction is selected. ③ If there is no area where the route selection function is deployed on the route based on ① and ②, select the area in which virtual routing function is deployed as the transit area, that will be the shortest distance when relaying the packet. ④ The route selection both from source area to transit area and from transit area to destination area follows ① and ②.
An example of route selection based on the above route selection procedure is shown in Figure 2 . Route selection function is allocated in Area # 4 and Area # 7, and shows the route when packet is transferred from Area # 1 to Area # 6, Area # 9, and Area # 10.
Moreover, the allowable maximum number of transit areas in the ladder-shaped network topology in Figure 2could be 7 as shown in Figure 3 .
EVALUATION RESULTS AND DISCUSSIONS
The evaluation results are shown in Figures 4 to 10 . Figure 4 shows the result when Zc is 2.0 and M is 2. Figures 5, 6 , and 7 illustrate graphs in which Zc is changed to 1.0, 0.5, 0.1, respectively. Here, we calculate all the deployment patterns and decide the deployment with the lowest cost as the optimal deployment. Figure 11 shows the final allocations when N is varied under the conditions of Figure 5 . The following points are clear from these Figs: 1) The smaller N is (i.e., the more severe the network delay requirement is), the greater the total network cost. However, in cases where routing functions end up being allocated to multiple areas (as in Figure 7 ), a decrease in N does not greatly increase the total network cost unless N is extremely small (for example, N is 2). <Reason> As shown in Figure 11 , in cases where there is no restriction on N (N is 7) under the conditions of Figure 5 , concentrating the routing function on Area #5 alone is the most economical. However, as N becomes smaller, it becomes necessary to allocate the routing function to many areas in order to satisfy the smaller N.
The value of maximum tolerable network delay can be decided if the condition of allowable increase of network cost is given. For example, if the allowable maximum number of transit areas is limited to 3 in the example of Figure 4 , the total network cost increases by about approximately 40%, resulting in 40% increase in service fee as well. If the carrier would like to limit the increase in service fee to 20% or less, it should limit the allowable maximum number of transit areas to 4 in this example. One of the main objectives of this paper is to be able to provide such network design guidelines.
2) The greater Zc is and the greater M is, the greater an increase in the total network cost caused by the restriction on N. <Reason> If Zc is small, the cost of the routing function is small relative to the cost of the circuit bandwidth. As a result, the cost increase caused by an increase in the number of areas (to which the routing function is allocated) in order to satisfy N becomes relatively small. As M increases, the cost reduction achieved by the integration of the routing function increases and it becomes more desirable to integrate the routing function.
3) The proposed algorithm could get results that are close to the optimal deployment by 85% or more in this evaluation, as in Figures 5, 7 , and 9. Although the specific network topology is assumed in the evaluation of this paper, the major trend and the network design guidelines clarified this time could be applicable in the same way, even if the number of areas is increased to 100, or a star or loop topology is assumed. As the proposed algorithm, which repeats the judgment as to whether the total network cost is lower if the virtual routing functions in the specific area is integrated in the other area, is also applicable, the similar evaluation results such as 'the shorter the maximum tolerable network delay, the greater the number of areas where the routing function must be allocated, resulting in an increase in the total network cost' could be expected. It is noted that the areas in which virtual routing functions are actually deployed depend on the network topology.
CONCLUSIONS
This paper has evaluated the effect of the maximum tolerable network delay on the guidelines for the allocation of virtual routing functions. Our results with the ladder-shaped network have revealed the following: (1) The shorter the maximum tolerable network delay, the greater the number of areas where the routing function must be allocated, resulting in an increase in the total network cost. (2) The greater the routing function cost relative to the circuit bandwidth cost, the greater the increase in the total network cost caused by the maximum tolerable network delay. This paper has also provided the possible guideline how to decide the value of maximum tolerable network delay when the condition of allowable increase of network cost is given. Moreover, this paper has also indicated that the proposed algorithm could get results that are close to the optimal solution by 85% or more.
It is required to study cases where the fixed costs of the routing function and circuit bandwidth are taken into consideration, and where multiple virtual network functions (ex. firewall function, DPI function) are to be allocated.
