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Abstract
Sketching is a probabilistic data compression technique that has been largely developed in
the computer science community. Numerical operations on big datasets can be intolerably slow;
sketching algorithms address this issue by generating a smaller surrogate dataset. Typically,
inference proceeds on the compressed dataset. Sketching algorithms generally use random pro-
jections to compress the original dataset and this stochastic generation process makes them
amenable to statistical analysis. We argue that the sketched data can be modelled as a random
sample, thus placing this family of data compression methods firmly within an inferential frame-
work. In particular, we focus on the Gaussian, Hadamard and Clarkson-Woodruff sketches, and
their use in single pass sketching algorithms for linear regression with huge n. We explore the
statistical properties of sketched regression algorithms and derive new distributional results for
a large class of sketched estimators. A key result is a conditional central limit theorem for data
oblivious sketches. An important finding is that the best choice of sketching algorithm in terms
of mean square error is related to the signal to noise ratio in the source dataset. Finally, we
demonstrate the theory and the limits of its applicability on two real datasets.
1 Introduction
Sketching is a general probabilistic data compression technique designed for Big Data applications
(Cormode, 2011). Even routine calculations can be prohibitively computationally expensive on
massive datasets. Computation time can be reduced to an acceptable level by allowing for some
approximation error in the results. Sketching algorithms relax the computational task by generating
a compressed version of the original dataset which then serves as a surrogate for calculations. The
compressed dataset is referred to as a sketch, as it acts as a compact representation of the full
dataset. Sketching algorithms use a randomised compression stage which makes them interesting
from a statistical viewpoint. Sketching algorithms for linear regression have attracted significant
attention in the numerical linear algebra and theoretical computer science communities (Woodruff,
2014; Mahoney, 2011). In this paper we investigate the statistical properties of sketched regression
algorithms, a perspective which has received little attention up to now.
To describe sketched regression in more detail, we first assume the data consists of a n-length
response vector y and a n× p matrix of covariates, X which is of full rank. It is assumed through-
out that n > p. The objective is to find the optimal least squares coefficients. Given sufficient
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computational resources, these could be computed exactly as
βF = (X
TX)−1XTy.
The subscript F is used to indicate the connection to the full dataset. Only two quantities are needed
in order to determine βF , the Gram matrix X
TX, and the marginal associationsXTy. Calculation
of XTX requires O(np2) operations while computation of XTy needs only O(np) calculations.
There are two broad methods for sketched regression, complete sketching and partial sketching.
Complete sketching is based on approximating both XTX andXTy, whereas partial sketching only
approximates the Gram matrix. Drineas et al. (2006) establish many important results for complete
sketching, and Dhillon et al. (2013) and Pilanci and Wainwright (2016) give foundational results for
partial sketching.
Sketching algorithms use random linear mappings to reduce the size of the dataset from n to
k observations. The random linear mapping can be represented as a k × n sketching matrix S.
Complete sketching generates a k-length sketched response vector y˜ and a k× p matrix of sketched
predictors X˜. The sketched data are computed through the linear mappings y˜ = Sy and X˜ = SX.
Partial sketching only generates a k× p matrix of sketched covariates X˜. We again use the random
mapping X˜ = SX.
The complete sketching estimator, βS , is defined as the least squares coefficients using the
sketched responses and predictors,
βS = (X˜
TX˜)−1X˜Ty˜. (1)
The partial sketching estimator, βP , is defined as
βP = (X˜
TX˜)−1XTy. (2)
The key difference between (1) and (2) is that the partial sketched estimator βP is constructed using
the exact marginal associations XTy. Given the sketched data, computation of βS or βP requires
only O(kp2) operations, compared with the O(np2) required for βF .
The estimand within a sketching algorithm is the optimal coefficient vector βF . Sketching algo-
rithms have the property that given a fixed k, the approximation error ‖βS − βF ‖2 or ‖βP − βF ‖2
remains probabilistically bounded even as n→∞. Designing estimators for approximate computa-
tion with such properties is very difficult, and is a common goal in the development of techniques for
Big Data (Bardenet and Maillard, 2015; Phillips, 2016). The favourable scaling properties of sketch-
ing algorithms are a critical factor in making them stand apart from simple subsampling approaches,
where it can be difficult to establish universal worst case bounds for large n (Drineas et al., 2006;
Ma et al., 2015). The fact that sketching algorithms provide finite k guarantees for arbitrarily large
n is a major reason they have received so much attention in the computer science community.
There is a large literature concerned with designing appropriate distributions for the random
sketching matrix S. Our focus is on data-oblivious random projections, where the distribution
of the sketching matrix is not a function of the source data [y,X]. An example is the Gaussian
sketch, where each element is independently distributed as a N(0, 1/k) variate. We also consider
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the Hadamard sketch and the Clarkson-Woodruff sketch, random projections that exploit structure
and sparsity for computational efficiency.
Most existing results on the accuracy of sketching are universal worst case bounds (Woodruff,
2014; Mahoney and Drineas, 2016). This is typical for randomised algorithms, however a more
detailed error analysis can provide important insights (Halko et al., 2011). We investigate the sta-
tistical properties of βP and βS when using data oblivious sketches. An important finding is that
the signal to noise ratio in the source dataset strongly influences the relative efficiency of complete to
partial sketching. The statistical analysis also allows the construction of exact confidence intervals
for the Gaussian sketch, and asymptotic confidence intervals for other random projections, paving
the way for their wider use in the statistical community interested in Big Data methods.
We start by reviewing the existing literature on sketching algorithms before investigating the
statistical properties in more detail. At its core, sketched regression is a randomised algorithm
for approximate computation of βF . Repeated application of the sketching algorithm on the same
dataset will produce different results. The first stage in our analysis is to establish the distributional
properties of the sketched estimators with the source dataset fixed. This gives a clear statistical
picture of the behaviour of the randomised algorithm. An important result is a conditional central
limit theorem for the sketched dataset that connects the Hadamard and Clarkson-Woodruff projec-
tions to the Gaussian sketch. The regularity conditions have a intuitive interpretation in terms of
the geometry of the source dataset. Our conditional analysis of the randomised algorithms is then
extended to cover situations where sketching is used for approximate statistical inference. Given a
statistical model for the response y =Xβ0+ ǫ, for a vector of population parameters β0, and error
terms ǫ, we can determine properties of βP and βS by integrating over the conditional distributions
of the sketched estimators that take y as fixed.
2 Background and related work
2.1 Preliminaries
Before proceeding, it is worth mentioning alternatives to sketching, in particular iterative methods
for calculating the least squares coefficients βF . These include coordinate descent or stochastic
gradient methods. Iterative methods are guaranteed to converge to βF under very mild conditions.
These iterative techniques assume that the entire dataset can stored in memory in a single location,
or require regular communication if the full dataset is distributed across multiple sites. Sketching
algorithms are not burdened by these memory and communication costs, with the drawback of no
convergence guarantees to βF . Connections to iterative methods are postponed until the discussion,
the focus for now is on the single pass estimators βS and βP .
The purpose of this section is to review the existing theoretical framework for sketching algo-
rithms. Sketching algorithms are largely motivated through worst case guarantees. We recap how
these bounds can be developed before studying the statistical properties of the sketched estimators.
It will be helpful to define a number of quantities related to the full dataset before moving on.
Let TSSF = y
Ty, RSSF = ‖y − XβF ‖22,MSSF = ‖XβF ‖22 and R2F = MSSF /TSSF . These
terms summarise the goodness of fit of the model. The total, residual and model sum of squares are
given by TSSF , RSSF and MSSF respectively, with TSSF = MSSF + RSSF . The proportion of
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variance explained by the model is given by R2F . These values will be important in characterising
the behaviour of βS and βP .
2.2 Worst case bounds
A key concept in the construction of sketching algorithms is the notion of an ǫ-subspace embedding
(Woodruff, 2014; Meng and Mahoney, 2013; Yang et al., 2015a).
Definition 1. ǫ-subspace embedding.
For a given n × d matrix A, we call a k × n matrix S an ǫ-subspace embedding for A, if for all
vectors z ∈ Rd
(1 − ǫ)‖Az‖22 ≤ ‖SAz‖22 ≤ (1 + ǫ)‖Az‖22.
Speaking broadly, an ǫ-subspace preserves the linear structure of the columns of the original
dataset up to some multiplicative (1 ± ǫ) factor. In particular, if ǫ is small, the linear mapping S
approximately preserves the covariance structure of the source dataset. Most theoretical arguments
for sketching algorithms are predicated on the idea that the sketching matrix S is an ǫ-subspace
embedding for the source dataset. The general notion is that it is possible to use a linear mapping
S that reduces the sample size from n to k whilst preserving much of the linear information in the
full dataset.
The issue of how to generate ǫ-subspace embeddings is deferred until section 2.3, the present focus
will be on the utility of ǫ-subspace embeddings for linear regression problems. For now, assume that
we have some method for generating ǫ-subspace embeddings for the source data matrix A. It will
be convenient to refer to A˜ = SA as an ǫ-subspace embedding of A if S is an ǫ-subspace embedding
for A. As regression is the focus from this point forward, we will define the source data matrix as
A = [y,X], the sketched data matrix as A˜ = [y˜, X˜] and set d = p+ 1.
The complete sketched estimator βS is given by the least squares coefficients using the sketched
responses y˜ and the sketched predictors X˜,
βS = argmin
β∈Rp
‖y˜ − X˜β‖22.
An ǫ-subspace embedding is useful as it relates the sketched optimisation problem to the full dataset
optimisation problem. If A˜ = [y˜, X˜] is an ǫ-subspace embedding of A = [y,X], it must hold that
for all β ∈ Rp,
(1− ǫ)‖y −Xβ‖22 ≤ ‖y˜ − X˜β‖22 ≤ (1 + ǫ)‖y −Xβ‖22.
If ǫ is small, minimising the sum of squared residuals on the sketched dataset is similar to minimising
the sum of squared residuals on the full dataset. If this is the case, it can be expected that βS will
be close to βF . It is possible to establish the concrete bounds, that if A˜ is an ǫ-subspace embedding
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of A˜ (Sarlos, 2006),
‖βS − βF ‖22 ≤
ǫ2
σ2min(X)
RSSF , (3)
where σmin(X) represents the smallest singular value of the design matrix X. A very similar
argument can be used to motivate the partial sketched estimator βP . Existing bounds for the partial
sketch focus on the prediction error ‖XβP −XβF ‖22 (Becker et al., 2015; Pilanci and Wainwright,
2016). To make a direct comparison to (3) we establish a bound on the coefficient error
Theorem 1. Suppose that X˜ is an ǫ-subspace embedding of X with ǫ < 0.5. Then the following
bound holds,
‖βP − βF ‖22 ≤
4ǫ2
σ2min(X)
MSSF . (4)
For proof see the supplementary material. The mild requirement that ǫ < 0.5 is imposed so that
the bound matches the functional form of the complete sketching bound (3). Comparing the partial
sketching bound to (3), we see that the tightness of the bound is controlled by the model sum of
squares as opposed to the residual sum of squares. The sensitivity of partial sketching to the model
sum of squares as opposed to the residual sum of squares has been noted in previous on partial
sketching (Dhillon et al., 2013; Pilanci and Wainwright, 2016; Becker et al., 2015). This suggests
that the signal to noise ratio in the source dataset will be important when selecting which sketched
estimator to use. A naive conclusion is that complete sketching is preferred when RSSF < 4MSSF ,
or equivalently R2F > 0.25. Such a result is hardly prescriptive, as the worst case bound is not
necessarily indicative of expected performance. A second point of interest is that if the k×n matrix
S is an ǫ-subspace embedding for A = [y,X], it is also an ǫ-subspace embedding for X. This
suggests that it is reasonable to compute both βP and βS from a single sketch, although it is not
clear how to combine the estimators into a single point estimator. These issues will be explored in
more depth by examining the statistical properties of both complete and partial sketching. Before
moving on to the statistical analysis we review some of the existing methods for generating ǫ-subspace
embeddings.
There are two general categories of distributions for the random matrix S, data aware random
projections and data oblivious random projections. A data aware random projection uses information
in the source data y, X to generate S. In contrast, a data oblivious random projection can be
sampled without knowledge of y or X. Data aware random projections are closely connected to
finite population sampling methods in the statistics literature, and this is discussed in more detail
in Section 2.4. Data oblivious random projections are more closely related to dimension reduction
techniques such as multidimensional scaling. Our main focus is on data oblivious random projections.
Data oblivious projections are designed to produce ǫ-subspace embeddings for an arbitrary source
data matrix with high probability.
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(a) Gaussian Sketch (b) Hadamard Sketch (c) Clarkson−Woodruff Sketch
Figure 1: Sampled sketching matrices S for k = 32, n = 36. Elements in the sketching matrix are
coloured based on the value. One and negative one are coloured as black and white respectively.
Intermediate values are in shades of grey.
2.3 Data oblivious sketches
The Gaussian sketch was one of the first projections proposed for sketched regression (Sarlos, 2006).
Recall that a Gaussian sketch is formed by independently sampling each element of S from a
N(0, 1/k) distribution. The drawback of the Gaussian sketch is that computation of the sketched
data is quite demanding, taking O(ndk) operations. As such, there has been work on designing more
computationally efficient random projections. The Hadamard sketch and the Clarkson-Woodruff
sketch are two examples of more efficient methods for generating ǫ-subspace embeddings.
The Hadamard sketch is a structured random matrix (Ailon and Chazelle, 2009). The sketching
matrix is formed as S = ΦHD/
√
k, where Φ is a k×n matrix andH andD are both n×n matrices.
The fixed matrix H is a Hadamard matrix of order n. A Hadamard matrix is a square matrix with
elements that are either +1 or −1 and orthogonal rows. Hadamard matrices do not exist for all
integers n, the source dataset can be padded with zeroes so that a conformable Hadamard matrix is
available. The random matrixD is a diagonal matrix where each nonzero element is an independent
Rademacher random variable. The random matrix Φ subsamples k rows of H with replacement.
The structure of the Hadamard sketch allows for fast matrix multiplication, reducing calculation of
the sketched dataset to O(nd log k) operations.
The Clarkson-Woodruff sketch is a sparse random matrix (Clarkson and Woodruff, 2013). The
projection can be represented as the product of two independent random matrices, S = ΓD, where
Γ is a random k × n matrix and D is a random n× n matrix. The matrix Γ is formed by choosing
one element in each column independently and setting the entry to +1. The matrix D is a diagonal
matrix where each nonzero element is an independent Rademacher random variable. This results in
a sparse S, where there is only one nonzero entry per column. The sparsity of the Clarkson-Woodruff
sketch speeds up matrix multiplication, dropping the complexity of generating the sketched dataset
to O(nd).
Figure 1 shows examples of the three sketches for k = 32, n = 36. The sketches are discussed in
more detail in the supplementary material.
Data oblivious sketches are designed to give an ǫ-subspace embedding for an arbitrary source
dataset with at least probability (1− δ). Sketching algorithms are appealing for large n problems as
the required k to attain the (δ, ǫ) bound is independent of n for the Gaussian and Clarkson-Woodruff
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Algorithm Sketching time Required sketch size k
Gaussian sketch O(ndk) O[{d+ log(1/δ)}/ǫ2]
Hadamard sketch O(nd log k) O[(
√
d+
√
logn)2{log(d/δ)}]/ǫ2]
Clarkson-Woodruff Sketch O(nd) O{d2/(δǫ2)}
Table 1: Properties of different data oblivious random projections (Woodruff, 2014).The third
column refers to the necessary sketch size k to obtain an ǫ-subspace embedding for an arbitrary
n× d source dataset with at least probability (1− δ).
sketches, and very weakly dependent on n for the Hadamard sketch. Table 1 summarises existing
results on the necessary k to attain the (ǫ, δ) bound. Probabilistic worst case bounds for sketched
regression are formed by noting that if a sketch produces an ǫ-subspace embedding with probability
at least (1− δ), then the bounds in Section 2.2 must hold with probability at least (1− δ). Woodruff
(2014) gives an excellent survey of work in this area.
2.4 Data aware sketches
As mentioned, data aware random projections can also be used to generate ǫ-subspace embeddings.
Data aware sketching is closely related to finite population subsampling methods (Ma and Sun,
2015), in particular classic Hansen-Hurwitz estimators (Hansen and Hurwitz, 1943). Suppose we
sample k observations from the original dataset with replacement using observation sampling weights
π1, . . . , πn. Let the data aware sketching matrix be constructed as S = RW . The k× n matrixW
subsamples k rows of the source dataset with replacement. Each row ofW contains a single nonzero
entry. Element Wij is equal to one if the jth original observation is sampled in the ith sampling
round for i = 1, ldots, k and j ∈ {1, . . . , n}. The k × k diagonal matrix R rescales the subsampled
rows. The ith diagonal element of R is set to 1/(kπj)
1/2 if Wij is equal to one, that is if row j in
the source dataset is subsampled by the ith row of the subsampling matrixW . Using a data aware
sketch, the sketched dataset is defined as
A˜ = SA
= RΦA.
The sketched dataset has the property that ES(A˜
TA˜ | ATA) = ATA. The subsampling and
rescaling can be interpreted as a Hansen-Hurwitz estimator of the full dataset sufficient statistics
ATA.
Data aware sketching algorithms use the leverage scores of the observations to define the sampling
weights π1, . . . , πn (Mahoney, 2011; Woodruff, 2014). Let the singular value decomposition of the
source data matrix A be given by A = UDV T, where U is the n×d matrix of left singular vectors,
D is a d × d matrix with the singular values of A on the diagonal, and V is the d × d matrix of
right singular vectors. Let uTi give the ith row in U . The leverage score for observation i is defined
as ‖ui‖22.
Suppose the original dataset is centred, so each column of A has mean zero. The leverage scores
then have a particularly intuitive interpretation in terms of the principal components decomposition
of the source dataset. The row vector uTi D gives the coordinates of observation i on the principal
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component axes. The elements of the vector ui give the coordinates of observation i in a scaled
system where the variance along each principal coordinate axis is set to be one. The leverage score
‖ui‖22 gives a measure of the distance from the origin in the principal coordinate system. This
geometric perspective will also be of use when analysing data oblivious random projections.
Data oblivious random projections operate in a different manner to data aware random projec-
tions, as the sketched dataset is not a rescaled subset of the original instances. Data oblivious random
projections generate a pseudo-dataset of k observations using the source dataset as a component in
the generative process. In Section 4 we will show that the leverage scores have an important role in
describing the asymptotic behaviour of data oblivious random projections. We first establish some
exact distributional results for the estimators βS and βP under the Gaussian sketch in Section 3.1.
In Section 4 we establish corresponding asymptotic results for the Hadamard and Clarkson-Woodruff
projections under regularity conditions on the statistical leverage scores.
3 Gaussian sketching
3.1 Complete sketching
The Gaussian sketch is mathematically tractable, and it is possible to establish a number of exact
finite sample results regarding the performance of the sketched estimators. In this section we will
develop the distribution of βS when using a Gaussian sketch. As mentioned previously, all results
treat y andX as fixed. The variability in βS is solely due to the use of the random sketching matrix
S. Let (y˜j, x˜
T
j )
T refer to the jth row in the sketched data matrix A˜ = [y˜, X˜] for j = 1, . . . , k.
Similarly, let sTj denote the jth row in the sketching matrix S. The sketched dataset consists of
k random units (y˜j , x˜
T
j ), (j = 1, . . . , k). The jth sketched response is given by y˜j = s
T
j y, and the
jth sketched predictor is calculated as x˜j = s
T
jX (j = 1, . . . , k). The k sketched instances are
independently distributed, because rows of the sketching matrix are independent.
We take an indirect route to find the distribution of βS , by focusing on the distribution of
the sketched data A˜ = [y˜, X˜] conditional on the original dataset A = [y,X]. The initial step is
to decompose the joint distribution on the sketched responses and predictors as the product of a
marginal and conditional distribution. Specifically,
p(y˜, X˜ | y,X) = p(y˜ | X˜,y,X)p(X˜|y,X).
It can be shown that p(y˜ | X˜,y,X)p(X˜ |y,X) has the structure of a hierarchical Gaussian linear
model. We first show that the sketched dataset has a multivariate normal distribution, conditional
on the source dataset. This follows as the sketched dataset can be expressed as a linear combination
of Gaussian random variables. Specifically, row j in the sketched dataset is (y˜j , x˜
T
j ) = s
T
jA. The
random vector (y˜j , x˜
T
j )
T is given by the linear combination[
y˜j
x˜j
]
= ATsj .
Conditional on A = [y,X], ATsj is a linear combination of independent Gaussians as sj ∼
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N(0, Id/k). As affine transformations of Gaussians are also multivariate normal, (y˜j , x˜
T
j ) must
then be jointly normally distributed, conditional on the source data A = [y,X]. It is easily shown
that the joint distribution of the sketched responses and predictors is then[
y˜j
x˜j
]∣∣∣∣∣y,X ∼ N
([
0
0
]
,
1
k
[
yTy yTX
XTy XTX
])
, (j = 1, . . . , k).
Standard results on the multivariate normal distribution give that the conditional distribution of y˜j
given x˜j is also normal. A routine calculation shows that the conditional mean is related to βF , that
is ES(y˜j | x˜j,y,X) = x˜Tj βF . The subscript S is used on the expectation operator to emphasise that
only random quantity is the sketching matrix. The conditional variance is related to the prediction
error on the source dataset RSSF ,
varS (y˜j | x˜j ,y,X) = 1
k
{yTy − yTX(XTX)−1XTy}
=
1
k
RSSF .
The subscript S is again used to recognise that the source of the variance is the random sketching
matrix, the source dataset is fixed. The step in the second line follows from sum of squares partitions
in linear models (Searle, 1997, Chapter 3). Therefore, the conditional distribution of y˜j given the
sketched predictors x˜j and the source dataset [y,X] is
y˜j | x˜j ,y,X ∼ N
(
x˜Tj βF ,
RSSF
k
)
(j = 1, . . . , k).
This is the exact form of a standard Gaussian linear model. The distribution p(X˜ | y,X) is easily
obtained as the marginal distribution of x˜j is also multivariate normal,
x˜j ∼ N
(
0,XTX/k
)
, (j = 1, . . . , k).
The sketching process can be described using the following hierarchical model,
y˜ | X˜,y,X ∼ N
(
X˜βF ,
RSSF
k
Ik
)
,
X˜ | y,X ∼MN
(
0, Ik,
1
k
XTX
)
.
A Gaussian sketch effectively simulates a series of observations from a Gaussian linear model
parametrised in terms of βF and RSSF , where the design matrix has a matrix normal distribu-
tion. We now turn to the distribution of βS . The distribution of βS conditional on the sketched
predictors follows immediately from standard results on linear models (Searle, 1997, Chapter 3).
βS | X˜,y,X ∼ N
(
βF ,
RSSF
k
(X˜TX˜)−1
)
. (5)
To obtain the marginal distribution of βS it is necessary to integrate over the random sketched
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design matrix X˜. From properties of the normal distribution (Eaton, 2007), it is possible to show
(X˜TX˜) | y,X ∼Wishart(k,XTX/k). As such,
(X˜TX˜)−1 | y,X ∼ Inverse-Wishart (k, k(XTX)−1) .
As seen in equation (5), βS is normally distributed when conditioned on the random Inverse-Wishart
matrix (X˜TX˜)−1. The marginal distribution of βS can then be described using the Normal Inverse-
Wishart distribution (Gelman et al., 2014, p.73). The following theorem characterises the distribu-
tion of βS under the Gaussian sketch.
Theorem 2. Suppose βS is computed using a Gaussian sketch and k > p + 1. The conditional
distribution of βS is
(i)βS |X˜,y,X ∼ N
(
βF ,
RSSF
k
(
X˜TX˜
)−1)
.
The marginal distribution of βS is
(ii)βS |y,X ∼ Student
(
βF ,
RSSF
k − p+ 1
(
XTX
)−1
, k − p+ 1
)
.
For proof see the supplementary material.
An immediate application of result (i) is the ability to generate exact confidence intervals for the
elements of βS , methodology that does not appear to be present in the existing literature. Let β
(i)
S
give the ith element of βS and let β
(i)
F give the ith element of βF . Let RSSS denote the sketched
residual sum of squares, RSSS = ‖y˜ − X˜βS‖22. To construct a 100(1 − α)% confidence interval,
let wii = (X˜
TX˜)−1ii , and tcrit denote the 100(1− α/2)th percentile of the t -distribution with k − p
degrees of freedom. Then from standard results on Gaussian linear models (Searle, 1997),
β
(i)
S ± tcrit × (wiiRSSS/(k − p))1/2 (6)
gives an exact 100(1 − α)% confidence interval for β(i)F . Again assuming that k > p + 1, it should
be noted that the variance of βS ,
var(βS | y,X) = RSSF
(k − p+ 1)(X
TX)−1 (7)
is not dependent on the compression ratio k/n. Although RSSF can be expected to grow linearly
with n, this will generally be counterbalanced by (XTX)−1 decreasing linearly with n. The distri-
bution of the approximation error ‖βS − βF ‖2 will largely be controlled by the target dimension k.
This speaks to the defining characteristic of sketching algorithms, that given a fixed k, the stochastic
approximation error does not necessarily increase with size of the original dataset n.
3.2 Partial sketching
Partial sketching was first proposed by Dhillon et al. (2013) using uniform subsampling, and later
studied for general sketches by Pilanci and Wainwright (2016). Existing results on partial sketching
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highlight that the model sum of squares influences the approximation error of the partial sketched
estimator βP . It is simple to see that the variance of the partial sketched estimator will not be a
function of the residual sum of squares. From the normal equations it holds that XTy =XTXβF .
Using this property, we see that conditional on y,X, the variance of the random linear combination
βP = (X
TSTSX)−1XTy = (XTSTSX)−1XTXβF will be a function of the covariatesX and the
fitted values XβF . The residual vector has no influence on the variance of the partial sketching
estimator, and as such the variance of βP will not be related to the residual sum of squares. This
suggests that when the noise level is high, partial sketching may become preferable to complete
sketching. This idea has been touched on in the existing literature, but specific guidelines are
lacking (Becker et al., 2015; Dhillon et al., 2013). A statistical analysis can provide some insight
into this issue.
The hierarchical model for complete sketching gave an intuitive statistical perspective on the
mechanics of the algorithm. Partial sketching seems to lack a similar conceptual device. The
least squares coefficients can be represented as the solution to the linear system of the equations
XTXb = XTy. Partial sketching simply returns the solution, b, to the approximate linear system
X˜TX˜b =XTy. Lacking a convenient representation for the estimator, we must proceed in a more
pedestrian manner. The mean square error of the estimator βP can be determined using only mean
and variance information, and this will be the goal for now. The key observation is that (X˜TX˜)−1 |
y,X ∼ InvWishart (k, k(XTX)−1) . Conditional on y,X, the estimator βP = (X˜TX˜)−1XTy is a
linear combination of the elements of an Inverse-Wishart random matrix. However, this is a non-
standard distribution and it is difficult to directly express the distribution function of βP . Despite
this, it is straightforward to determine the mean and variance of βP . From properties of the Inverse-
Wishart distribution, it can be seen that the partial sketched estimator is biased, with mean
ES(βP | y,X) = k
(k − p− 1)βF ,
where it is assumed that k > p+ 3. This motivates an alternative unbiased estimator
β∗P =
(k − p− 1)
k
(X˜TX˜)−1XTy.
Determining the variance of βP and the unbiased β
∗
P is a more lengthy computation (see supple-
mentary material). The variance of the biased estimator βP is
var(βP | y,X) = k
2
(k − p)(k − p− 1)(k − p− 3)
(
MSSF (X
TX)−1 +
k − p+ 1
k − p− 1βFβ
T
F
)
. (8)
The variance of the unbiased estimator β∗P is
var(β∗P | y,X) =
(k − p− 1)
(k − p)(k − p− 3)
(
MSSF (X
TX)−1 +
k − p+ 1
k − p− 1βFβ
T
F
)
. (9)
The variances of βP and β
∗
P have a similar structure to the variance of βS . The main point of
difference is that the variance of βS depends on the residual sum of squares, whereas the variance
of βP and β
∗
P depends on the model sum of squares.
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As mentioned the explicit form of the sampling distribution is hard to obtain, but by making a
connection with method of moments estimation it is possible to establish asymptotic normality of
both βP and β
∗
P as k tends to infinity. This motivates the construction of approximate confidence
intervals. As the exact variance is unknown we propose the following estimator
var(β∗P | y,X) ≈
(k − p− 1)
(k − p)(k − p− 3)
((
k − p− 1
k
)
MSSS(X˜
TX˜)−1 + β∗Pβ
∗T
P
)
. (10)
3.3 Relative efficiency
The relative efficacy of complete and partial sketching is also of interest. As the plug in estimator βP
has a higher mean square error than β∗P , it will not be considered in this section. The performance
of the complete sketching estimator βS and the unbiased partial sketched estimator β
∗
P will be
compared in terms of mean squared error. As both βF and β
∗
P are unbiased, the mean squared
error can be computed using their respective covariance matrices, that is
ES
(‖βS − βF ‖22 | y,X) = tr(var(βS)),
ES
(‖β∗P − βF ‖22 | y,X) = tr(var(β∗P )).
Comparing (7) and (9), the variance of β∗P is dependent on MSSF , whereas the variance of βS is
dependent on RSSF . This suggests that the signal to noise ratio in the source dataset will be an
influential factor in determining which estimator is more efficient. When R2F is close to one complete
sketching can be orders of magnitude more efficient than partial sketching, and when R2F is close to
zero, partial sketching can be orders of magnitude more efficient than complete sketching.
3.4 Combined estimator
So far we have assumed that an analyst much choose between one of the two methods. Obtaining
both β∗P and βS from a single sketch is computationally cheap, and may be an attractive strategy.
The most demanding operation with the sketched data is calculating (X˜TX˜)−1. Given this quantity
it is economical to compute both βS and β
∗
P . Becker et al. (2015) mention they are presently
investigating such a strategy, but do not give any details. Our motivation for a combined estimator
is driven by the fact even when using a single sketch (y˜, X˜), the two estimators are uncorrelated, that
is cov (β∗P ,βS) = 0. This is established by taking iterated expectations, and using the hierarchical
model established in Section 3.1 (see supplementary material). A simple strategy is then to take a
weighted combination of βS and β
∗
P . A combined estimator βC can be defined as
βC = φβS + (1 − φ)β∗P ,
for some 0 ≤ φ ≤ 1. The value of φ that minimises the mean square error is
φopt =
tr(var(β∗P ))
tr(var(β∗P )) + tr(var(βS))
.
Use of the weighted estimator is expected to be most beneficial when the signal to noise ratio
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is moderate, that is R2F ≈ 0.5. When the signal to noise ratio is either very high or very low,
there is little gain from using the weighted estimator as either the complete or partial estimator will
dominate.
3.5 One-step correction
As noted by a referee, the combined estimator is related to another strategy in the sketching literature
for improving βS . Dhillon et al. (2013) and Pilanci and Wainwright (2016) propose a refinement
procedure using gradient information from the source dataset. The one-step corrected estimator,
βH , is defined as
βH = βS + (X˜
TX˜)−1XT(y −XβS)
= (I − (X˜TX˜)−1XTX)βS + (X˜TX˜)−1XTy. (11)
The one-step estimator can be interpreted as a single step of the iterative Hessian sketch proposed
by Pilanci and Wainwright (2016), initialised at βS. The optimal least square solution βF satisfies
XT(y −XβF ) = 0 so
βF = βF + (X˜
TX˜)−1XT(y −XβF )
= (I − (X˜TX˜)−1XTX)βF + (X˜TX˜)−1XTy. (12)
Subtracting (12) from (11) gives the following expression for the error
βH − βF = (I − (X˜TX˜)−1XTX)(βS − βF ). (13)
The expected squared error is then
ES(‖βH − βF ‖22) = ES
{
(βS − βF )T(I − (X˜TX˜)−1XTX)T(I − (X˜TX˜)−1XTX)(βS − βF )
}
.
We can then take iterated expectations using the hierarchical model in Section 3.1. The action of
the sketch can be taken over X˜then over the conditional distribution y˜ given X˜. Theorem 2 (i)
gives the distribution of βS conditional on X˜ . We thus have
ES(‖βH − βF ‖22) = EX˜
[
E
y˜|X˜
{
(βS − βF )T(I − (X˜TX˜)−1XTX)T(I − (X˜TX˜)−1XTX)(βS − βF ) | X˜
}]
= E
X˜
[
tr
(
var(βS | X˜)(I − (X˜TX˜)−1XTX)T(I − (X˜TX˜)−1XTX
)]
= E
X˜
{
tr
(
RSSF
k
(X˜TX˜)−1(I − (X˜TX˜)−1XTX)T(I − (X˜TX˜)−1XTX)
)}
.
(14)
The key term in (14) is the randommatrix (X˜TX˜)−1. Now as (X˜TX˜)−1 ∼ Inverse-Wishart(k, k(XTX)−1),
it is possible to evaluate the expectation in (14) using moments of the Inverse-Wishart distribution.
The exact expression involves E(X˜TX˜)−1, E(X˜TX˜)−2 and E(X˜TX˜)−3. Formulae for the required
moments are given in Letac and Massam (2004). The main conclusions are that the one-step esti-
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mator βH can have a larger mean square error than βS when the sketch size to variables ratio k/p is
close to one. As k increases the one-step estimator becomes more efficient than both βS and βC with
the optimal weight φopt. The relative efficiency of βC to βS is at most two. The relative efficiency
of βH to βS can be much larger, providing that k/p is sufficiently large. The exact relationship is
a function of k and p. Direct comparisons between βH , βS and β
∗
P are difficult, as the one-step
estimator βH requires gradient information X
T(y − XβS). Calculation of the gradient requires
access to the full dataset. The single pass estimators βS and β
∗
P require only the sketched dataset
and the summary statistic XTy. Additionally, the iterative correction can also be applied to βP or
β∗P . We are currently investigating the properties of iterative sketching algorithms in more detail
using the asymptotic results developed in this paper.
4 Asymptotics
4.1 Preliminaries
Finite sample distributions of random projection estimators can be mathematically intractable, and
as such asymptotic analysis can be a powerful tool (Li et al., 2006; Diaconis and Freedman, 1984). It
is a very difficult task to establish meaningful finite sample results for the Hadamard and Clarkson-
Woodruff sketches, as they are discrete distributions over an enormous combinatorial space. The
explicit finite sample distribution of the sketched estimators can be written as a sum over all these
possible combinations, but such a representation is not very informative. Instead, it is useful to
study the large n distribution of the estimators βS and βP to obtain an interpretable expression.
As βF is the estimand in sketching algorithms, this requires conditioning on the source data
in the asymptotic analysis. To elaborate, let A(n) = [y(n),X(n)] represent the n × d source data
matrix of full column rank. Any source data matrix A(n) has a set of associated least squares
coefficients, which will here be denoted β
(n)
F . The overall goal is to determine the asymptotic form
of the distributions p(βS | A(n)) and p(β∗P | A(n)) for some arbitrary large dataset A(n).
To take limits, we employ a fixed sequence of n × d datasets, all of rank d. In the regression
scenario this amounts to assuming that X(n) is of full column rank and that y(n) is not a perfect
linear combination of the columns of X(n) for all n. Conditioning on A(n) is effectively the same
as treating the full dataset as an arbitrary sequence of constants Aij for i = 1, . . . , n, j = 1, . . . , d.
This is analogous to large sample results for regression models where the design matrix is treated
as arbitrary set of constants, and the random variables of interest are the error terms, for example
see Van Der Vaart (1998, Section 2.5). Here the source dataset is treated as a sequence of constants
and the random variables of interest are the elements of the sketching matrix.
The asymptotic analysis is carried out in two stages. The initial step is to establish asymptotic
normality of the sketched dataset. The regularity condition for the central limit theorem highlights
the influential role of the leverage scores of the observations in the source dataset. This is then
followed by an analysis of the limiting distribution of βS , and β
∗
P . There is some related work by
Ma et al. (2015) who develop Taylor series approximations for the bias and variance of data aware
sketched regression estimators, where the asymptotic expansion is taken in the sketch size k. Our
work is different as we study data oblivious random projections and build our asymptotic results
from a conditional central limit theorem for the sketched data matrix. The conditional central limit
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theorem is established for fixed k and d, taking the number of source observations to n to infinity.
4.2 Sketching central limit theorem
A central limit theorem for sparse sketching matrices with independent entries is given in Li et al.
(2006). The Clarkson-Woodruff sketch and the Hadamard sketch have dependent entries, and as
such we use a different method of proof. Under some regularity conditions the Hadamard and
Clarkson-Woodruff sketches produce sketched data that asymptotically has the same matrix normal
distribution as under the Gaussian sketch. Using a Gaussian sketch, conditional on A,
A˜ ∼MN(0, Ik,ATA/k). (15)
Each row is statistically independent, and marginally normally distributed with covariance matrix
ATA/k. Although asymptotic normality may not be particularly surprising seeing as the sketched
data are linear combinations of random vectors, the proof is not immediate due to the dependence
in the Hadamard and Clarkson-Woodruff sketches. The difficulties caused by the dependence are
most easily illustrated for the Clarkson-Woodruff sketch.
Algorithm 1 Clarkson-Woodruff sketch
A˜← 0 Initialise sketched dataset as k × d matrix of zeroes
For i = 1 to i = n
Sample z ∼ Uniform(1, . . . , k) Sample random index
Sample r ∼ Uniform(−1,+1) Sample random sign
A˜z ← r ×Ai + A˜z Multiply by r and add to row z in sketch
Output A˜ Output sketched dataset
The behaviour of the Clarkson-Woodruff sketch can be represented as a many to less mapping.
Each row in the source dataset is assigned to a single row in the sketched dataset. The Clarkson-
Woodruff sketch has an alternative streaming construction that highlights this property, given in
Algorithm 1. As each row in the source dataset only contributes to a single row in the sketched
dataset, it might be expected that this results in some statistical dependence amongst the rows
of the sketched dataset. Additionally, although it seems each row in the sketched dataset will be
marginally normally distributed, it is not clear if joint asymptotic normality over all rows will hold.
Similar conundrums arise when examining the Hadamard sketch in detail.
The k × d random matrix A˜ is the output of a stochastic process governed by the fixed n × d
source dataset A(n) and the distribution of the random k × n sketching matrix S. The sketched
dataset is a linear combination of random vectors, the number of which increases with n. As
such, we can expect A˜ to demonstrate some stable limiting behaviour as n grows larger. Under
an assumption on the limiting leverage scores of the source data matrix, we can establish a central
limit theorem for the sketched dataset. Recall the singular value decomposition of the source dataset
A(n) = U(n)D(n)V
T
(n). The leverage score of observation i in the source dataset is defined as ‖u(n)i‖22
where uT(n)i gives row i inU(n). The leverage scores of the observations in the source data matrix have
been identified an important structural property of sketching algorithms (Mahoney and Drineas,
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2016). Assumption 1 highlights their role in establishing asymptotic normality of the sketched data
matrix.
Assumption 1. Let the singular value decomposition of the n×d source dataset be given by A(n) =
U(n)D(n)V
T
(n). Let u
T
(n)i give the ith row in U(n). Assume that the maximum leverage score tends
to zero, that is
lim
n→∞
max
i=1,...,n
‖u(n)i‖22 = 0.
Theorem 3 gives the sketching central limit theorem.
Theorem 3. Consider a fixed sequence of arbitrary n × d data matrices A(n), where d is fixed.
Let A(n) = U(n)D(n)V
T
(n) represent the singular value decomposition of A(n). Let S be a k × n
Hadamard or Clarkson-Woodruff sketching matrix where k is also fixed. Suppose that Assumption 1
on the maximum leverage score is satisfied. Then as n tends to infinity with k and d fixed, we have
the following convergence in distribution
[A˜V(n)D
−1
(n) | A(n)]→ MN(0, Ik, Id/k).
The proof is given in the supplementary material. Heuristically, for large n we expect the matrix
normal result (15) to approximately hold for the Hadamard and Clarkson-Woodruff sketches. The
significance of Assumption 1 is perhaps best explained by making a connection to a version of the
Lindeberg-Feller theorem for triangular arrays of uniformly bounded random variables.
Theorem 4 (Billingsley, 1995, Chapter 5). For each n ∈ N, let Zn1, Zn2, . . . , Znrn be a sequence
of independent random variables with E(Zni) = 0 and var(Zni) = σ
2
ni for i = 1, . . . , rn. Let s
2
n =∑rn
i=1 σ
2
ni and assume that rn →∞ as n→∞. Suppose that we can form a sequence of upper bounds
(Kn)n∈N such that for each n,
|Zni| ≤ Kn almost surely for i = 1, . . . , rn.
Then if Kn/sn → 0 as n→∞ we have the following convergence in distribution
1
sn
rn∑
i=1
Zni → N(0, 1)
In Theorem 4, the condition that Kn/sn → 0 ensures that no random variable in a particular
row of the array has too much pull over the sum
∑rn
i=1 Zni. A triangular array of random variables
satisfying the conditions in Theorem 4 is often said to be uniformly asymptotically negligible, in that
no single term has undue influence over the random sum. We can make an analogy to the leverage
score condition in the sketching central limit theorem (Theorem 3). The sum of the statistical
leverage scores is always equal to the rank of the source dataset. As we have assumed that each
dataset in the sequence is of rank d, we have that
∑n
i=1‖u(n)i‖22 = d for all n. As n grows we need the
maximum contribution from a single term in the sum to tend to zero. The limiting leverage scores
must satisfy an asymptotic negligibility condition, so that each individual observation provides a
vanishingly small contribution to the total sum of the leverage scores.
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As mentioned in the discussion of data aware sketching, the leverage scores have a particularly
intuitive interpretation in terms of the principal components decomposition of the source dataset.
The row vector uT(n)iD(n) gives the coordinates of observation i on the principal component axes.
The elements of the vector u(n)i give the coordinates of observation i in a scaled system where the
variance along each principal coordinate axis is set to be one. Treating the source dataset as a point
cloud in Euclidean space, Assumption 1 essentially implies that there are no extreme outliers as n
tends to infinity. Each observation must have a negligible contribution to the total variance along
each principal component axis.
4.3 Sketching estimators
The central limit theorem for the sketched data suggests that the results about βS and βP for the
Gaussian sketch will also approximately hold for the Hadamard and Clarkson-Woodruff sketches for
large n. In order to establish convergence of the estimators it helps to adopt an extra assumption
on the sequence of source datasets.
Assumption 2.
lim
n→∞
n−1
[
yT(n)y(n) y
T
(n)X(n)
XT(n)y(n) X
T
(n)X(n)
]
= Q for some positive-definite matrix Q.
It is worth discussing the significance of the limiting matrix Q. A useful comparison can be
made to asymptotic theory for regression models, where a common assumption is that the design
matrix satisfies the limit condition n−1XT(n)X(n) → B, where B is some positive definite matrix
(White, 1984; Greene, 1997). The development of asymptotic results is often eased by treating the
covariates as a random sample, although this requires positing a realistic probability model for the
covariates, which may be difficult. Treating the covariates as an arbitrary fixed sequence relaxes this
assumption and covers more general scenarios. Although it is possible to establish asymptotic results
when n−1XT(n)X(n) is not required to converge to any fixed matrix, proofs can become very technical
(Fahrmeir and Tutz, 1994, Appendix A.2). Imposing a limiting value for n−1XT(n)X(n) simplifies
arguments and can be seen as a compromise between making strong and weak assumptions about
the covariates (Fahrmeir and Tutz, 1994, p.46). There is an analogous motivation for Assumption
2, the limiting matrix Q is present to avoid specifying a probability model for the source dataset,
without overcomplicating the mathematical analysis.
Setting up a limit theorem requires a little extra care with notation. As we have a sequence of
datasets A(n), there is a corresponding sequence of optimal least squares coefficients β
(n)
F . Similarly,
there is a sequence of squared residual errors RSS
(n)
F and model sum of squares MSS
(n)
F . As the
sequence of datasets are fixed, β
(n)
F , RSS
(n)
F and MSS
(n)
F are a deterministic sequence.
Under Assumptions 1 and 2, it is possible to establish an asymptotic result for βS and βP .
Theorem 5. Suppose that Assumptions 1 and 2 hold, k ≥ p, and βS is computed using a Hadamard
or Clarkson-Woodruff sketch. Let (X˜TX˜)+ denote the Moore-Penrose pseudo-inverse of (X˜TX˜).
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Let
V˜(n) =
RSS
(n)
F
k
(
X˜TX˜
)+
and V(n) =
RSS
(n)
F
k − p+ 1
(
XT(n)X(n)
)−1
.
Then as n→∞, convergence in distribution holds for
(i)[V
−1/2
(n) (βS − β
(n)
F ) | A(n)]→ Student (0, Ip, k − p+ 1) ,
(ii)[V˜
−1/2
(n) (βS − β
(n)
F ) | A(n)]→ N (0, Ip) .
For large n, we expect βS to be approximately distributed as per Theorem 5 for both the
Hadamard and Clarkson-Woodruff sketches.
It is harder to establish a comparable limit theorem for β∗P , due to the non-standard distribution
of β∗P when using a Gaussian sketch. There is no typical normalised distribution to target. Instead,
we wish to show asymptotic equivalence in moments. The partially sketched estimator under the
Hadamard and Clarkson-Woodruff sketches should have similar mean and variance properties to the
Gaussian partially sketched estimator. An extra assumption has to be made to show convergence in
moments. A sufficient condition is a stability condition on the singular values of the sketched data
matrix.
Assumption 3. Let G be the Gram matrix of the scaled sketched dataset, G = n−1X˜TX˜. Assume
that the sequence of source datasets is such that ES
(
1
σ2
min
(G)
)2
is finite for large enough n.
This additional regularity condition enables a formal limit theorem regarding the moments of
β∗P .
Theorem 6. Suppose that Assumptions 1, 2 and 3 hold, k > p + 3, and β∗P is computed using a
Hadamard or Clarkson-Woodruff sketch. Let
V(n) =
(k − p− 1)
(k − p)(k − p− 3)
(
MSS
(n)
F (X
T
(n)X(n))
−1 +
k − p+ 1
k − p− 1β
(n)
F β
(n)T
F
)
.
Then as n→∞,
(i) ES(β
∗
P − β(n)F | A(n)) → 0.
(ii) varS
(
V
−1/2
(n) (β
∗
P − β(n)F ) | A(n)
)
→ Id
Once again, the heavy notation may obscure the essence of the result. The subscript S is used to
emphasise that the only source of randomness is the sketching matrix, and that the source dataset
is fixed. The theorem suggests that the bias and variance of β∗P under the Clarkson-Woodruff and
Hadamard sketches should be approximately equal to that under the Gaussian sketch. Specifically,
we expect equations (8) and (9) to be good approximations for the variance of the sketched estimators
using the Hadamard or Clarkson-Woodruff sketches.
The results here are meant to be useful heuristics to assess the uncertainty attached to the
output of the randomised approximation algorithm. There is a need to communicate and quantify
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the approximation error of sketching algorithms to end users (Lopes et al., 2018; Dobriban and Liu,
2018), and the asymptotic results developed in this section can be of use.
5 Unconditional results
So far we have treated the source dataset as fixed to isolate the approximation error introduced by the
random projection. When sketching is used for statistical inference, we can extend the hierarchical
model of Section 3.1 to include a source of variation at the population level. We take the design
matrix X as fixed and treat the response y as random. We take the data generating process to be
y = Xβ0 + ε, where ε is a vector of n independently and identically distributed random variables
with mean zero and variance σ2. Let γ2 represent the average mean function sum of squares, so
γ2 = ‖Xβ0‖22/n. At the population level, the ordinary least squares estimator satisfies (Searle,
1997),
Ey(βF ) = β0,
vary(βF ) = σ
2(XTX)−1,
Ey(RSSF ) = (n− p)σ2,
Ey(MSSF ) = pσ
2 + nγ2.
Taking iterated expectations, we can see that the Gaussian sketch gives an unbiased estimator of
the population parameter β0,
Ey(βS) = Ey {ES(βS | y,X)}
= Ey(βF )
= β0
The unconditional variance of the Gaussian sketch can be obtained using the law of total variance,
vary(βS) = Ey {varS(βS | y,X)}+ vary{ES(βS | y,X)}
= Ey(
RSSF
(k − p+ 1)(X
TX)−1) + 0
=
(n− p)σ2
(k − p+ 1)(X
TX)−1. (16)
We can also determine the unconditional properties of the partial sketch estimator β∗P . The estimator
is also unbiased for β0,
Ey(β
∗
P ) = Ey{ES(β∗P | y,X)}
= Ey(βF )
= β0.
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The unconditional variance of β∗P is
vary(β
∗
P ) = Ey {varS(β∗P | y,X)}+ vary {ES(β∗P | y,X)} (17)
= Ey
{
(k − p− 1)
(k − p)(k − p− 3)
(
MSSF (X
TX)−1 +
k − p+ 1
k − p− 1βFβ
T
F
)}
+ 0 (18)
=
(k − p− 1)
(k − p)(k − p− 3)
{
(pσ2 + nγ2)(XTX)−1 +
(
k − p+ 1
k − p− 1σ
2(XTX)−1 +
k − p+ 1
k − p− 1β0β
T
0
)}
.
(19)
The most significant terms in the unconditional variance of βS are nσ
2 and (XTX)−1. The dom-
inating terms in the unconditional variance of β∗P are (X
TX)−1 and nγ2 = ‖Xβ0‖22. We reach
similar conclusions to the conditional analysis, in that we expect βS to be more efficient when the
signal to noise ratio is high, and β∗P to be more efficient when the signal to noise ratio is low. Under
Assumptions 1, 2 and 3, the variance expression give asymptotic approximations for the Hadamard
and Clarkson-Woodruff projections. These results can be extended to account for more complicated
error models on ε if it is still possible to determine Ey(βF ), vary(βF ), Ey(RSSF ) and Ey(MSSF ).
In independent work, Chi and Ipsen (2018), also study the error rates of sketched regression, and
additionally consider cases where the sketched design matrix does not have same rank as the full
design matrix.
6 Data application
6.1 Human leukocyte antigen dataset
We compared the performance of the sketching estimators on a real genetic dataset taken from the
UK Biobank database. We use a small extract from the data in Astle et al. (2016). The selected
response variable was mean red cell volume (MCV), taken from the full blood count assay and
adjusted for various technical and environmental covariates. Genome-wide imputed genotype data
in expected allele dose format were available on n = 132353 study subjects (Howie et al., 2009).
We consider 1000 genetic variants in the Human leukocyte antigen (HLA) region of chromosome 6,
selected so that no pair of variants had Pearson correlation of allelic scores greater than 0.8. The
region was chosen as many associations were discovered in a genome-wide scan using univariable
models; these associations were with variants with different allele frequencies, suggesting multiple
distinct causal variants in the region. The aim is to perform a multivariable regression analysis to
obtain variant effect size estimates that are conditional on the other variants in the region.
An early theoretical finding was that the partial sketched estimator βP was biased. One thousand
sketches were taken to estimate the bias ES(βP − βF ) with k = 1500. We also computed the bias
corrected estimator β∗P in each replication. Figure 2 plots the average value of the estimators against
the true value of the least squares coefficient using the full dataset. The top row (a)-(c) shows results
for βP , and the bottom row (d)-(f) shows results for β
∗
P . The first, second and third columns display
the results for the Gaussian, Hadamard and Clarkson-Woodruff sketches respectively. The solid line
in each panel is the identity line. The dashed line in the top row shows the theoretical bias, having
slope k/(k − p− 1).
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Figure 2: Bias of sketching estimators on the HLA dataset. Mean estimates are plotted against
true values. In this scenario n = 132353, p = 1000, k = 1500. Solid line is the identity line and
dashed line represents the theoretical bias factor.
The results in the top row show that βP is biased for each of the random projections. The
bias closely matches the theoretical factor. The bottom row shows that the adjusted estimator β∗P
appears to be unbiased, with the mean values falling closely along the identity line.
We also compared the complete and partially sketched estimators on mean square error and the
coverage of confidence intervals at k = 1500 and k = 10000. We also compared the data oblivious
sketches to simple uniform subsampling with replacement. Simple random sampling is often referred
to as the uniform sketch in the literature. We did not consider a combined estimator as the small
R2F value would mean give an optimal complete sketching weight of close to zero. Table 2 reports
the mean square error for each of the estimators. The signal to noise ratio is quite low for this
dataset with R2F = 0.02. We expect that partial sketching will be much more efficient than complete
sketching on this dataset given the low signal to noise ratio. The simulation results support this idea,
with β∗P having a mean square error roughly sixty times smaller than βS at both values of k. Results
are very similar for each of the random projections, suggesting that the asymptotic approximations
are reasonable for this dataset. For k = 1500, the mean square error of βP is approximately ten
times that of β∗P . For k = 10000, there is less of a difference, as the ratio k/(k − p − 1) is closer
to one. The bias adjusted estimator β∗P has significant advantages over βP when k/(k − p − 1) is
larger than one.
Table 3 summarises the coverage of 95% confidence intervals for the sketched estimators. We
report the overall proportion of intervals that contained the true value of the least squares estimate
βF over the two hundred and fifty sketches and p = 1000 coefficients. The observed coverage is
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k = 1500 k = 10000
βS βP β
∗
P βS βP β
∗
P
Gaussian 238 (3) 39 (0.7) 3.8 (0.08) 13.3 (0.17) 0.28 (0.004) 0.21 (0.002)
Hadamard 238 (4) 39 (0.7) 3.8 (0.07) 12.5 (0.16) 0.26 (0.003) 0.20 (0.002)
Clarkson-Woodruff 241 (3) 38 (0.8) 4.0 (0.05) 13.2 (0.16) 0.28 (0.004) 0.21 (0.002)
Uniform 375 (15) 105 (7.6) 10.7 (0.55) 13.8 (0.20) 0.38 (0.007) 0.29 (0.005)
Table 2: Mean square error of sketched estimators on HLA dataset. Standard errors are in brackets.
k = 1500 k = 10000
βS β
∗
P βS β
∗
P
Gaussian 0.950 0.953 0.950 0.951
Hadamard 0.949 0.949 0.954 0.954
Clarkson-Woodruff 0.947 0.952 0.951 0.950
Table 3: Coverage of confidence intervals on the HLA dataset. The largest standard error is 0.002
close the nominal level of 0.95 at both levels of k. The different random projections give very similar
results, suggesting that the use of asymptotic approximations is again reasonable on this dataset.
The intervals for the Hadamard sketch appear to be slightly conservative at k = 10000.
Table 4 reports the average sketching time for the data oblivious sketches. We computed ten
sketches using each projection. The Gaussian sketch is an order of magnitude slower than the
Hadamard projection and two orders of magnitude slower than the Clarkson-Wooduff sketch. The
Gaussian sketch also scales more poorly as k increases, as is expected from Table 1.
6.2 Flights dataset
The sketching algorithms were also evaluated on the New York flights dataset available in the R
package nycflights13 (Wickham, 2014). Arrival delay was taken as the response, and departure
delay, distance, departure time, origin and month and day were chosen to be the covariates. Rows
of the dataset with missing data were omitted, leaving n = 327346 and d = 47. The goal was to
compare the accuracy of the various sketches on real data rather than to build a statistical model
for the flights dataset. We compared the mean square error of the estimators and the coverage of
confidence intervals for k = 5000. In contrast to the HLA dataset, the flights dataset has a very
high R2F value of 0.99. We took five hundred sketches to compare complete and partial sketching.
Table 5 reports the mean square error of βS ,βP and β
∗
P . As expected, complete sketching has
a much smaller mean square error than partial sketching. Table 6 summarises the coverage rates of
k = 1500 k = 10000
Gaussian 522 3479
Hadamard 57 65
Clarkson-Woodruff 5.3 5.4
Table 4: Timings for sketching the HLA dataset in seconds. We report the average time to compute
the sketched dataset A˜ = SA.
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βS βP β
∗
P
Gaussian 60 (2) 14900 (400) 14900 (400)
Hadamard 63 (2) 14800 (500) 13900 (400)
Clarkson-Woodruff 66 (2) 15000 (500) 13800 (400)
Uniform 64 (2) 14600 (500) 14600 (400)
Table 5: Mean square error of sketched estimators on flights dataset with k = 5000. Standard
errors are in brackets.
βS β
∗
P
Gaussian 0.948 0.951
Hadamard 0.950 0.948
Clarkson-Woodruff 0.948 0.947
Table 6: Coverage of 95% confidence intervals on the flights dataset with k = 5000.The largest
standard error is 0.004
the 95% confidence intervals. We report the overall proportion of intervals that contained the true
value of the least squares estimate over the five hundred sketches and p = 46 coefficients.
Table 7 reports the average sketching time for the data oblivious random projections. We gen-
erated ten sketches with each method. The Gaussian sketch is again considerably slower to apply
than the Hadamard and Clarkson-Woodruff projections.
We also assessed the finite sample behaviour of the normal approximation in Theorem 3 at
different levels of k and p. We dropped some predictors from the full flights dataset to give smaller
datasets with p = 10 and p = 25 covariates. We then took subsamples of different sizes from each of
the datasets. A single subsample was taken at each value of n, so the same subsampled dataset was
being sketched each time. One thousand sketches were taken of each dataset at different values of
k. We tested the joint multivariate normality of [y˜, X˜] and the normality of the sketched residual
e˜ = S(y−XβF ). The squared Mahalanobis distance of the sketched observations was compared to
the theoretical χ2-distribution. As n increases the rejection rate is expected to fall to the type one
error rate of 0.05. Figure 3 plots the proportion of times the null hypothesis of normality is rejected
against the size of the source dataset.
The Hadamard sketch appears to have a much faster rate of convergence than the Clarkson-
Woodruff sketch. When using a Hadamard sketch, each row in the sketched dataset is a linear
combination of n observations from the source dataset. When using a Clarkson-Woodruff sketch,
each row in the sketched dataset is expected to be a combination of only n/k observations from the
source dataset. As such, n/k must be large for the normal approximation to hold. As expected,
k = 5000
Gaussian 404
Hadamard 5.8
Clarkson-Woodruff 0.2
Table 7: Timings for sketching the flights dataset in seconds. We report the average time to
compute the sketched dataset A˜ = SA.
23
k = 500 k = 1500 k = 5000
0.1
1.0
0.1
1.0
0.1
1.0
p = 10
p = 25
p = 46
1e+05 2e+05 3e+05 1e+05 2e+05 3e+05 1e+05 2e+05 3e+05
n
Pr
op
or
tio
n 
of
 ti
m
es
 n
u
ll 
hy
po
th
es
is 
re
jec
ted
 at
 al
ph
a=
0.0
5
Figure 3: Proportion of times null hypothesis of normality is rejected against size of the source
dataset (n) for the Hadamard (solid line) and Clarkson-Woodruff sketches (dashed line). Results
for tests of the sketched residual vector e˜ = S(y −XβF ) are plotted as circles (◦), and results for
tests of the entire sketched dataset [y˜, X˜] are plotted as triangles (△). The horizontal line gives the
type 1 error of 0.05. The y-axis is on a log scale.
the rejection rate for the Clarkson-Woodruff sketch increases with k, but remains stable for the
Hadamard sketch. In Fig. 3 the rejection rate for the Clarkson-Woodruff sketch increases with
p. The Hadamard sketch seems to be less sensitive to the number of covariates. The extra log k
computation cost associated with the Hadamard sketch (Table 1) appears to have the benefit of
accelerated convergence to normality. Even though joint normality may not be holding for the
Clarkson-Woodruff sketch for the flights dataset, the coverage of the confidence intervals is still very
good. As y˜ = X˜βF + e˜, normality of the sketched residual is perhaps sufficient in justifying the
approximate confidence intervals using Theorem 5 (ii). The sketched residual converges much more
quickly than the full sketched data matrix, which perhaps explains the good coverage properties of
the confidence intervals for βS in Table 6.
6.3 Synthetic data
We also generated a synthetic dataset with n = 10000, p = 50 and an R2F of close to 0.5. The dataset
consisted of responses yi and covariates xi, (i = 1, . . . , n). Covariates xi were drawn from a multivari-
ate normal distribution with mean zero and covariance matrix Σ, with elements Σij = 0.5
|i−j|. Re-
sponses were simulated independently using the standard linear model yi = x
T
i β0+ ǫi (i = 1, . . . , n),
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Figure 4: Comparison of sketching estimators on synthetic dataset with R2F ≈ 0.5. The y-axis is
on a log scale. The average squared error for the sketching estimator is plotted against sketch size.
Results are shown for βS (◦), β∗P (△), the weighted combined estimator βC () and the one-step
estimator βH (+).
where ǫi is a distributed as N(0, 0.45). Each element of β0 was sampled independently from a
N(0, 0.01) distribution. We compared the single pass estimators βS , β
∗
P to the combined esti-
mator βC with the optimal weight φopt, and the one-step estimator βH . We applied the Gaus-
sian, Hadamard, Clarkson-Woodruff and uniform subsampling sketches. We computed one hundred
sketches at a range of sketch sizes k. We calculated the conditional sketching error ‖β̂−βF ‖22 for each
sketched estimator β̂ in each replicate. Figure 4 plots the average error for the estimators βS , β
∗
P ,
βC and βH against the sketch size k. As expected, the combined estimator βC has a mean square
error that is roughly half that of βS or β
∗
P at all sketch sizes k. When k/p is small, the one-step
estimator βH has a higher mean square error than the single pass estimator βS . As the ratio k/p
increases, the one-step estimator βH becomes more efficient than the weighted estimator βC . This
phenomenon can be studied in more detail using the moment results in Letac and Massam (2004).
The results are similar for each of the data oblivious projections, suggesting that the asymptotic
approximations are reasonable for this dataset. The uniform projection behaves similarly to the
Gaussian projection, this is expected given that the covariates were simulated from a multivariate
normal distribution.
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7 Discussion
Sketching algorithms have emerged in the computer science community as a powerful device for
the analysis of massive datasets (Mahoney and Drineas, 2016). Sketched regression algorithms use
random projections to reduce the size of the original dataset, the sketched dataset is then used to
estimate the optimal least squares coefficients. Most existing theory for sketched regression is from
an algorithmic worst case perspective, and connects with random matrix theory and computational
geometry (Raskutti and Mahoney, 2014; Thanei et al., 2017). In this paper we have provided a
complementary statistical perspective and derived new tools for assessing the uncertainty attached
to sketched estimators, as well as guidelines for choosing between competing sketching algorithms.
The sketching central limit theorem was essential in establishing the asymptotic behaviour of the
Clarkson-Woodruff and Hadamard projections. The regularity condition on the limiting leverage
scores of the source dataset connects with both the existing computer science literature on sketching,
and classic central limit theorems from the statistics literature. The field of randomised algorithms
is clearly at the interface of computer science and statistics, and it is pleasing to see some overlap in
the fundamental theory underpinning a Big Data algorithm. It is also possible to use other methods
to develop uncertainty tools for randomised algorithms. (Lopes et al., 2018) use the nonparametric
bootstrap, and (Dobriban and Liu, 2018) use asymptotic results in random matrix theory. Together,
these provide a practical suite of tools for end users.
Iterative methods, in particular stochastic gradient descent, have not been mentioned so far.
For large n regression problems, stochastic gradient descent will produce iterates that converge to
βF under very mild conditions. Comparisons between single pass sketching and stochastic gradient
methods are difficult, as the two techniques are not formulated for the exact same purpose. Single
pass sketching algorithms are designed to return an approximate solution in finite time with prob-
abilistically controlled error, whereas stochastic gradient methods are designed to converge to the
exact solution asymptotically. It is perhaps more appropriate to compare stochastic gradient descent
to iterative sketching methods, as iterative sketching algorithms also come with convergence guaran-
tees to βF (Pilanci and Wainwright, 2016; Gower and Richtrik, 2015). Iterative sketching methods
make use of approximate second order information that can lead to a potential improvement com-
pared to first order stochastic gradient methods (Roosta-Khorasani and Mahoney, 2016). Our focus
has been on characterising the approximation error attached to single pass sketching estimators.
There has been recent work in adapting sketching methods for statistical inference in large
datasets, building from the worst case bounds in the computer science literature. Geppert et al.
(2017) and Bardenet and Maillard (2015) investigate sketching algorithms for Bayesian regression,
and derive bounds on the difference between the sketched posterior distribution and the full data
posterior distribution. Yang et al. (2015b) consider sketched penalised regression, and give bounds
between the sketched solution and the full data solution similar to the results in Section 2.2. Only
complete sketching is considered in the aforementioned work. The results on the advantages of
partial sketching in this paper could motivate adaptations that make use of the exact marginal
associations XTy.
Sketching ideas have been used to develop methods for approximate non-linear regression (Avron et al.,
2014; Banerjee et al., 2013). A related branch of work uses random projections to reduce the number
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of predictors in regression and classification problems (Shah and Meinshausen, 2013; Cannings and Samworth,
2015; Guhaniyogi and Dunson, 2015).
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Supplementary Information
A Sketching examples
As examples, we demonstrate the construction of a Hadamard sketch and a Clarkson-Woodruff
sketch, for k = 3, n = 4.
The Hadamard sketch matrix is formed as S = ΦHD/
√
k, where Φ is a k × n matrix and H
and D are both n×n matrices. The fixed matrixH is a Hadamard matrix of order n. The random
matrix D is a diagonal matrix where each nonzero element is an independent Rademacher random
variable. The random matrix Φ subsamples k rows ofH with replacement. The display below shows
an example of the random projection. The first matrix in the display represents ΦH , a subsample
of three rows from a 4 × 4 Hadamard matrix. In step 2, the diagonal matrix D is generated, with
random Rademacher random variables along the diagonal. The diagonal elements are shown above
the matrix. In step 3 the matrix multiplication ΦHD is performed. This outputs the sketching
matrix S.
 1 −1 1 −11 −1 −1 1
1 −1 1 −1
→
step 2
+1 −1 +1 +1
D11 D22 D33 D44 1 −1 1 −11 −1 −1 1
1 −1 1 −1
→
step 3
+1 −1 +1 +1
× × × × 1 −1 1 −11 −1 −1 1
1 −1 1 −1
→
output
 1 1 1 −11 1 −1 1
1 1 1 −1
The Clarkson-Woodruff sketch is a sparse random matrix. The projection can be represented as the
product of two independent random matrices, S = ΓD, where Γ is a random k × n matrix and
D is a random n × n matrix. The matrix Γ is formed by choosing one element in each column
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independently and setting the entry to +1. The matrix D is a diagonal matrix where each nonzero
element is an independent Rademacher random variable. This results in a sparse S, where there is
only one nonzero entry per column. The display below shows an example of the random projection.
The first matrix in the display represents Γ, a random matrix where a single element in each column
is set to one. In step 2, the diagonal matrix D is generated, with random Rademacher random
variables along the diagonal. The diagonal elements are shown above the matrix. In step 3 the
matrix multiplication ΓD is performed. This outputs the sketching matrix S.
 1 0 0 00 0 0 1
0 1 1 0
→
step 2
−1 +1 −1 +1
D11 D22 D33 D44 1 0 0 00 0 0 1
0 1 1 0
→
step 3
+1 −1 +1 +1
× × × × 1 0 0 00 0 0 1
0 1 1 0
→
output
 1 0 0 00 0 0 −1
0 −1 1 0
B Proof of Theorem 1
Theorem 7. Suppose that X˜ is an ǫ-subspace embedding of X with 0 < ǫ < 0.5. Then the following
bound holds,
‖βP − βF ‖22 ≤
4ǫ2
σ2min(X)
MSSF .
Let the singular value decomposition of X be given by X = UDV T. The singular value
decomposition will help to simplify expressions in later working. If the sketching matrix S is an
ǫ-subspace embedding for the source dataset with 0 < ǫ < 1, then UTSTSU is necessarily invertible.
The expression for βP can then be simplified to
βP = V D
−1(UTSTSU)−1D−1V TXTy
= V D−1(UTSTSU)−1D−1V TV DUTy
= V D−1(UTSTSU)−1UTy.
Similarly, βF can be written as βF = V D
−1UTy. The Euclidean norm of the approximation error
can thus be expressed as
‖βP − βF ‖2 = ‖V D−1(UTSTSU)−1UTy − V D−1UTy‖2
= ‖{V D−1(UTSTSU)−1 − V D−1}UTy‖2
= ‖{V D−1[(UTSTSU)−1 − Ip]}UTy‖2.
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The model sum of squares can be written as
MSSF = ‖XβF ‖22
= ‖XVD−1UTy‖22
= ‖UDV TV D−1UTy‖22
= ‖UUTy‖22
= ‖UTy‖22. (S.1)
The final line uses the fact that UTU = Ip. Using the matrix norm induced by the Euclidean norm
and the usual Euclidean norm for vectors we can form an upper bound on the error.
‖βP − βF ‖2 ≤ ‖V D−1
{
(UTSTSU)−1 − Ip
}‖2‖UTy‖2
≤ ‖V D−1‖2‖UTy‖2‖(UTSTSU)−1 − Ip‖2
=
MSS
1/2
F
σmin(X)
‖(UTSTSU)−1 − Ip‖2. (S.2)
It remains to upper bound the maximum singular value of the matrix (UTSTSU)−1 − Ip. Let
M = UTSTSU . The maximum absolute value of the singular values of (UTSTSU)−1 − Ip will be
given by max(|1/σmin(M) − 1|, |1/σmax(M) − 1|), where σmin(M) is the minimum singular value
of M , and σmax(M) is the maximum singular value of M . If S is an ǫ-subspace embedding for
the source covariate matrix X then it must hold that σmin(M) ≥ 1 − ǫ, and σmax(M) ≤ 1 + ǫ
(Woodruff, 2014, p.11). As such, max(|1/σmin(M) − 1|, |1/σmax(M) − 1|) ≤ |1/(1 − ǫ) − 1|. It is
simple to show that over the interval 0 ≤ ǫ ≤ 0.5, |1/(1 − ǫ) − 1| ≤ 2ǫ. This results in an upper
bound on the singular value of interest,
‖(UTSTSU)−1 − Ip‖2 ≤ |1/(1− ǫ)− 1|
≤ 2ǫ.
Substituting this back into (S.2) gives that under the condition that ǫ < 0.5
‖βP − βF ‖2 ≤ MSS
1/2
F
σmin(X)
× 2ǫ.
Squaring both sides gives the final result, that if ǫ < 0.5
‖βP − βF ‖22 ≤
4ǫ2
σ2min(X)
MSSF .
C Proof of Theorem 2 (Hierarchical model for the Gaussian sketch)
We use the following lemma about the Normal Inverse-Wishart distribution in many of our results
(Gelman et al., 2014, p.73).
Lemma 1. Suppose that Σ is a random d× d matrix and y is a d-dimensional random vector from
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the following hierarchical model
y|Σ ∼ N (µ,Σ/κ) ,
Σ ∼ Inv-Wishart(Λ, ν),
where Λ is a d× d scale matrix, ν is a scalar giving degrees of freedom, and κ is a scaling constant.
Then marginally,
y ∼ Student(µ,Λ/(κ(ν − d+ 1)), ν − d+ 1).
Theorem 2 (ii) follows from setting µ = βF , Σ = (X˜
TX˜)−1, κ = k/RSSF , Λ = k(X
TX)−1,
ν = k and d = p. Theorem 2 (i) follows from standard results on linear models, for example see
Searle (1997, Chapter 3).
D Variance for partial sketching
Using a Gaussian sketch of size k where k > p+ 3, the standard partial sketching estimator βP has
variance
var(βP ) =
k2
(k − p)(k − p− 1)(k − p− 3)
(
MSSF (X
TX)−1 +
(k − p+ 1)
(k − p− 1)βFβ
T
F
)
. (S.3)
The bias corrected partial sketching estimator β∗P has variance
var(β∗P ) =
(k − p− 1)
(k − p)(k − p− 3)
(
MSSF (X
TX)−1 +
(k − p+ 1)
(k − p− 1)βFβ
T
F
)
. (S.4)
We now prove (S.3) and (S.4).
Let the singular value decomposition of X be given by X = UDV T. The singular value
decomposition will help to simplify expressions in later working. The sketched Gram matrix has
the form X˜TX˜ = V DUTSTSUDV T. As UTSTSU ∼Wishart(k, Ip/k), the matrix UTSTSU is
almost surely invertible. The inverse Gram matrix can then be written as
(X˜TX˜)−1 = [DV T]−1(UTSTSU)−1[V D]−1
= V D−1(UTSTSU)−1D−1V T.
The expression for βP can then be simplified to
βP = V D
−1(UTSTSU)−1D−1V TXTy
= V D−1(UTSTSU)−1D−1V TV DUTy
= V D−1(UTSTSU)−1UTy.
Let M = (UTSTSU)−1. We know that M ∼ Inverse-Wishart(k, kIp). Properties of the Inverse-
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Wishart distribution give that that for i = 1, . . . , p,
var(Mii) =
2k2
(k − p− 1)2(k − p− 3) . (S.5)
Additionally, for i, j = 1, . . . , p, where j 6= i
var(Mij) =
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3) . (S.6)
Finally we have that for i, j = 1, . . . , p, i 6= j,
cov(Mij ,Mji) =
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3) , (S.7)
cov(Mii,Mjj) =
2k2
(k − p)(k − p− 1)2(k − p− 3) . (S.8)
All other covariances cov(Mij ,Mbr) are equal to zero unless they reduce to the cases in (S.7) or
(S.8). Let z = UTy. Let W = cov
(
MUTy
)
= cov(Mz). The elements of W can be determined
using the properties in equations (S.5) to (S.8). Starting with the diagonal entries,
Wii = var
 p∑
j=1
Mijzj

=
p∑
j=1
z2j var(Mij) +
p∑
j=1
p∑
w 6=j
zjzwcov(Mij ,Miw).
As cov(Mij ,Miw) is equal to zero for all w 6= j this simplifies to
Wii = var
 p∑
j=1
Mijzj

=
p∑
j=1
z2j var(Mij).
It is helpful to split the sum into two pieces, a single term for j = i and then a sum over the remaining
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indices. Grouping terms leads to an expression involving the model sum of squares MSSF .
Wii = z
2
i
2k2
(k − p− 1)2(k − p− 3) +
p∑
j=1,j 6=i
z2j
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)
= z2i
2k2(k − p)
(k − p)(k − p− 1)2(k − p− 3) +
p∑
j=1,j 6=i
z2j
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)
= z2i
2k2(k − p− 1) + 2k2
(k − p)(k − p− 1)2(k − p− 3) +
p∑
j=1,j 6=i
z2j
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)
=
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)
p∑
j=1
z2j +
k2(k − p− 1) + 2k2
(k − p)(k − p− 1)2(k − p− 3)z
2
i
=
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)MSSF +
k2(k − p+ 1)
(k − p)(k − p− 1)2(k − p− 3)z
2
i .
In the second line the first term is modified to have the same denominator as the remainder sum.
In the third line we add and subtract by 2k2 so that the numerator in the first term matches the
numerator in the remainder sum. This allows the zj terms to be grouped into a sum over the full set
of indexes j = 1, . . . , p in the third line. The fourth line uses the fact that
∑p
j=1 z
2
j = z
Tz =MSSF .
This was shown in the proof of Theorem 1 (S.1). For the off diagonal entries Wib where b 6= i,
Wib = cov
 p∑
j=1
Mijzj ,
p∑
r=1
Mbrzr

=
p∑
j=1
p∑
r=1
zjzr cov(Mij ,Mbr).
Now cov(Mij ,Mbr) is only nonzero for cov(Mib,Mbi) and cov(Mii,Mbb). Using (S.7) and (S.8) we
obtain
Wib = zizb cov(Mib,Mbi) + zizb cov(Mii,Mbb)
=
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)zizb +
2k2
(k − p)(k − p− 1)2(k − p− 3)zizb
=
k2(k − p+ 1)
(k − p)(k − p− 1)2(k − p− 3)zizb.
The entire covariance matrix W can therefore be written compactly as
W =
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3) (MSSFIp) +
k2(k − p+ 1)
(k − p)(k − p− 1)2(k − p− 3)zz
T
=
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)
(
MSSFIp +
(k − p+ 1)
(k − p− 1)zz
T
)
.
=
k2
(k − p)(k − p− 1)(k − p− 3)
(
MSSF Ip +
(k − p+ 1)
(k − p− 1)zz
T
)
.
Now βP = V D
−1Mz. Therefore var(βP ) = V D
−1var(Mz)D−1V T = V D−1WD−1V T. The
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variance of βP is then a linear function ofW ,
var(βP ) = V D
−1WD−1V T
= V D−1
k2
(k − p)(k − p− 1)(k − p− 3)
(
MSSFIp +
(k − p+ 1)
(k − p− 1)zz
T
)
D−1V T
=
k2
(k − p)(k − p− 1)(k − p− 3)MSSF (V D
−2V T)+
k2(k − p+ 1)
(k − p)(k − p− 1)2(k − p− 3)V D
−1zzTD−1V T. (S.9)
Recall that z = UTy and
βF = (X
TX)−1XTy (S.10)
= V D−1UTy (S.11)
= V D−1z. (S.12)
The term V D−1z appears in (S.9). Substituting (S.12) into (S.9) gives
var(βP ) =
k2
(k − p)(k − p− 1)(k − p− 3)MSSF (V D
−2V T)+
k2(k − p+ 1)
(k − p)(k − p− 1)2(k − p− 3)βFβ
T
F .
A final simplification can be made by noting that (XTX)−1 = V D−2V T giving
var(βP ) =
k2
(k − p)(k − p− 1)(k − p− 3)MSSF (X
TX)−1 +
k2(k − p+ 1)
(k − p)(k − p− 1)2(k − p− 3)βFβ
T
F
=
k2
(k − p)(k − p− 1)(k − p− 3)
(
MSSF (X
TX)−1 +
(k − p+ 1)
(k − p− 1)βFβ
T
F
)
.
The variance of β∗P = [(k − p− 1)/k]βP is then
var(β∗P ) =
(
k − p− 1
k
)2
k2(k − p− 1)
(k − p)(k − p− 1)2(k − p− 3)
(
MSSF (X
TX)−1 +
(k − p+ 1)
(k − p− 1)βFβ
T
F
)
=
(k − p− 1)
(k − p)(k − p− 3)
(
MSSF (X
TX)−1 +
(k − p+ 1)
(k − p− 1)βFβ
T
F
)
. (S.13)
E Combined estimator results
We first show that β∗P and βS are uncorrelated. We again avoid explicitly conditioning on the
source dataset [y,X] in every step, it is always treated as fixed. The covariance between β∗P and
βS computed from the same sketch can be shown to be zero. Using the definition of covariance, and
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taking iterated expectations
cov(β∗P ,βS) = ES
{
(β∗P − βF )(βS − βF )T
}
= EX˜
[
Ey˜
{
(β∗P − βF )(βS − βF )T | X˜
}]
.
Recall the hierarchical model for complete sketching,
y˜ | X˜ ∼ N
(
X˜βF ,
RSSF
k
Ik
)
.
Equivalently,
y˜ | X˜ = X˜βF + e˜,
where e˜ | X˜ ∼ N(0, RSSF
k
Ik). So
βS | X˜,y,X = βF + (X˜TX˜)−1X˜Te˜.
Substituting back into the expression for the covariance,
cov(β∗P ,βS) = EX˜
{
Ee˜|X˜
[
(β∗P − βF )(βF + (X˜TX˜)−1X˜Te˜− βF )T | X˜
]}
= EX˜
{[
(β∗P − βF )(βF + (X˜TX˜)−1X˜TEe˜|X˜ [e˜ | X˜]− βF )T | X˜
]}
= EX˜
{[
(β∗P − βF )(βF − βF )T | X˜
]}
= EX˜
{[
(β∗P − βF )0T | X˜
]}
= 0p×p.
Simple calculus shows that the value which minimises the expected mean square error ES(‖βC −
βF ‖22 | y,X) is
φopt =
tr(var(β∗P ))
tr(var(β∗P )) + tr(var(βS))
.
F Proof of Theorem 4 (central limit theorem under asymptotic negligibility condi-
tion)
A triangular array of random variables is a useful structure for studying weak convergence. To es-
tablish a triangular array, define for every n ∈ N a collection of random variables Zn1, Zn2, . . . , Znrn .
There are rn random variables in row n of the array. Suppose that rn = n. Visually we can represent
37
the first three rows of the array as
Z11
Z21 Z22
Z31 Z32 Z33
Theorem (Billingsley, 1995, Chapter 5, Section 27). For each n ∈ N, let Zn1, Zn2, . . . , Znrn be a
sequence of independent random variables with E(Zni) = 0 and var(Zni) = σ
2
ni for i = 1, . . . , rn. Let
s2n =
∑rn
i=1 σ
2
ni and assume that rn →∞ as n→∞. Suppose that we can form a sequence of upper
bounds (Kn)n∈N such that
|Zni| ≤ Kn almost surely for i = 1, . . . , rn.
Then if Kn/sn → 0 as n→∞ we have the convergence in distribution
1
sn
rn∑
i=1
Zni
d→ N(0, 1)
Lindeberg’s condition is a critical component in establishing asymptotic normality. We state
Lindeberg’s condition for triangular arrays of random variables.
Definition 2 (Lindeberg’s condition). For each n ∈ N, let Zn1, Zn2, . . . , Znrn be a sequence of
random variables with E(Zni) = 0 and var(Zni) = σ
2
ni for i = 1, . . . , rn. Let s
2
n =
∑n
i=1 σ
2
ni and
suppose that rn → ∞ as n → ∞. The random variables are said to satisfy Lindeberg’s condition if
for all η > 0,
lim
n→∞
1
s2n
rn∑
i=1
E(Z2ni1{|Zni|>ηsn}) = 0. (S.14)
The triangular array of random variables does not have to have independent random variables
in each row in order to satisfy the condition. The general form of the Lindeberg-Feller central
limit theorem shows that a triangular array of independent random variables satisfying Lindeberg’s
condition is asymptotically normal after suitable scaling.
Theorem 8 (Lindeberg-Feller). For each n ∈ N, let Zn1, Zn2, . . . , Znrn be a sequence of random
variables with E(Zni) = 0 and var(Zni) = σ
2
ni for i = 1, . . . , rn. Let s
2
n =
∑rn
i=1 σ
2
ni and suppose that
rn →∞ as n→∞. Suppose the triangular array of random variables satisfies Lindeberg’s condition
(Definition 2). Then
1
sn
rn∑
i=1
Zni
d→ N(0, 1)
For a proof see Loeve (1977). It can be difficult to show Lindeberg’s condition directly. A stronger
condition that implies the Lindeberg condition is the Lyapunov condition.
38
Definition 3 (Lyapunov’s condition). For each n ∈ N, let Zn1, Zn2, . . . , Znrn be a sequence of
random variables with E(Zni) = 0 and var(Zni) = σ
2
ni for i = 1, . . . , rn. Let s
2
n =
∑rn
i=1 σ
2
ni and
suppose that rn → ∞ as n → ∞. The triangular array of random variables is said to satisfy
Lyapunov’s condition if there exists a δ > 0 such that
lim
n→∞
1
s2+δn
rn∑
i=1
E(|Zni|2+δ) = 0. (S.15)
The Lyapunov condition implies the Lindeberg condition. We state this in a Lemma for later
reference.
Lemma 2. The Lyapunov condition implies the Lindeberg condition.
To see this assume the Lyapunov condition is satisfied and fix η > 0. Now |Zni| ≥ ηsn implies
that 1 ≤ |Zni/(ηsn)|δ. We can then form an upper bound on the sequence of partial sums that
appear in Lindeberg’s condition.
1
s2n
rn∑
i=1
E(Z2ni1{|Zni|>ηsn}) ≤
1
s2n
rn∑
i=1
E(Z2ni|Zni/(ηsn)|δ1{|Zni|>ηsn})
=
1
s2n
rn∑
i=1
E(|Zni|2|Zni/(ηsn)|δ1{|Zni|>ηsn})
=
1
s2n
1
(ηsn)δ
rn∑
i=1
E(|Zni|2+δ1{|Zni|>ηsn})
=
1
ηδ
1
s2+δn
rn∑
i=1
E(|Zni|2+δ).
Assuming that Lyapunov’s condition holds we can establish zero as an upper bound
lim
n→∞
1
s2n
rn∑
i=1
E(Z2ni1{|Zni|>ηsn}) ≤ limn→∞
1
ηδ
1
s2+δn
rn∑
i=1
E(|Zni|2+δ)
=
1
ηδ
lim
n→∞
1
s2+δn
rn∑
i=1
E(|Zni|2+δ)
= 0.
As the partial sums are lower bounded by zero, the Lyapunov condition implies the Lindeberg
condition.
We now present a useful Lemma for showing the Lyapunov condition. The result is from
Billingsley (1995) and applies to triangular arrays of uniformly bounded random variables.
Lemma 3 (Billingsley, 1995). For each n ∈ N, let Zn1, Zn2, . . . , Znrn be a sequence of random
variables with E(Zni) = 0 and var(Zni) = σ
2
ni for i = 1, . . . , rn. Let s
2
n =
∑rn
i=1 σ
2
ni and suppose that
rn →∞ as n→∞. Suppose that we can form a sequence of upper bounds (Kn)n∈N such that
|Zni| ≤ Kn almost surely for i = 1, . . . , rn.
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Then if Kn/sn → 0 as n → ∞ the Lyapunov condition holds for the triangular array of random
variables.
Lemma 3 is useful as it does not impose a constant uniform bound on the random variables.
In the special case where |Zni| ≤ M almost surely for some constant M for all n ∈ N and all
i = 1, . . . , rn we have that Lyapunov’s condition is satisfied providing that sn → ∞. Lemma 3
allows for the bound Kn to increase with n as long as the rate of growth is slower than the rate of
growth of sn. Lyapunov’s condition holds providing that Kn = o(sn).
The proof of Lemma 3 is given below. Again fix some δ > 0. If |Zni| ≤ Kn almost surely
for i = 1, . . . , rn it must hold that |Zni|δ ≤ Kδn as |Zni|,Kn and δ are all positive. As such
|Zni|2+δ = |Zni|2|Zni|δ ≤ |Zni|2Kδn. We can then form an upper bound on the sequence of partial
sums that appear in Lyapunov’s condition.
1
s2+δn
rn∑
i=1
E(|Zni|2+δ) ≤ 1
s2+δn
rn∑
i=1
E(|Zni|2)Kδn
=
Kδn
s2+δn
rn∑
i=1
E|Zni|2.
=
Kδn
s2+δn
s2n
=
(
Kn
sn
)δ
. (S.16)
Now assuming that Kn = o(sn) we have that Kn/sn → 0 as n→∞. We then also have that
lim
n→∞
(
Kn
sn
)δ
=
(
lim
n→∞
Kn
sn
)δ
= 0,
as the exponentiation by δ > 0 is a continuous function. Now taking limits on both sides of the
inequality (S.16):
lim
n→∞
1
s2+δn
rn∑
i=1
E(|Zni|2+δ) ≤ lim
n→∞
(
Kn
sn
)δ
(S.17)
= 0. (S.18)
We also have the lower bound
0 ≤ lim
n→∞
1
s2+δn
rn∑
i=1
E(|Zni|2+δ).
By the squeeze theorem we then have that Kn = o(sn) is sufficient for Lyapunov’s condition to hold.
The triangular array of independent random variables in Theorem 4 satisfies Lyapunov’s con-
dition by Lemma 3. As the Lyapunov condition implies the Lindeberg condition (Lemma 2) the
general Lindeberg-Feller central limit theorem (Theorem 8) gives asymptotic normality of the scaled
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row sums, thus proving Theorem 4.
G Proof of Theorem 3 (Sketching central limit theorem)
Assumption 1 Let the singular value decomposition of the n×d source dataset be given by A(n) =
U(n)D(n)V
T
(n). Let u
T
(n)i give the ith row in U(n). Assume that the maximum leverage score
tends to zero, that is
lim
n→∞
max
i=1,...,n
‖u(n)i‖22 = 0.
Theorem 3 gives the sketching central limit theorem.
Theorem. Consider a fixed sequence of arbitrary n × d data matrices A(n), where d is fixed. Let
A(n) = U(n)D(n)V
T
(n) represent the singular value decomposition of A(n). Let S be a k×n Hadamard
or Clarkson-Woodruff sketching matrix where k is also fixed. Suppose that Assumption 1 on the
maximum leverage score is satisfied. Then as n tends to infinity with k and d fixed,
[A˜V(n)D
−1
(n) | A(n)]
d→ MN(0, Ik, Id/k).
To prove the sketching central limit theorem it helps to restate Lemma 3. This helps to show
the importance of the leverage scores in establishing asymptotic normality. Lemma 3 provided a
sufficient condition for showing that Lindeberg’s condition holds. We can restate Lemma 3 in terms
of a normalised triangular array.
Theorem 9 (Billingsley, 1995). For each n ∈ N let Zn1, Zn2, . . . , Znrn be a sequence of random
variables with E[Zni] = 0 and var(Z
2
ni) = σ
2
ni for i = 1, . . . , rn. Define s
2
n =
∑rn
i=1 σ
2
ni each n.
Suppose that the rows of the triangular array are standardised such that s2n = 1 for all n. Suppose
that rn → ∞ as n → ∞. Suppose we have a sequence of upper bounds (Zn) suck that |Zni| ≤ Kn
almost surely for all i = 1, . . . , rn. Then a sufficient condition for Lyapnuov’s condition to hold is
Kn → 0 as n→∞.
The standardisation of the triangular array gives an intuitive condition for Lyapunov’s and hence
Lindeberg’s condition to hold. We require that Kn → 0 as n→∞. We require that the upper bound
tends to zero. All the random variables in the row must converge almost surely to zero. Almost
sure convergence is stronger than convergence in probability and rules out pathological cases where
a single random variable in a row can take a large value with small probability. Assumption 1 on
the leverage scores in the sketching central limit theorem enforces a bounded growth condition that
relates to Theorem 9.
Let n ∈ N index the sequence of source datasets of increasing size. We assume that the source
dataset consists of rn observations where rn → ∞ as n → ∞. For now we can take take rn = n to
ease interpretation. We take the singular value decomposition of each dataset A(n) = U(n)D(n)V
T
(n).
All results in this section treat the source dataset A(n) as fixed, only the sketching matrix is random.
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We consider the sequence of whitened sketched datasets
A˜V(n)D
−1
(n) = (SA)V(n)D
−1
(n)
= SU(n)D(n)V
T
(n)V(n)D
−1
(n)
= SU(n).
The whitened sketched dataset A˜V(n)D
−1
(n) has aMN(0, Ik, Id/k) distribution when S is a Gaussian
sketch. We need to show that as n tends to infinity, SU(n) convergences in distribution to a
MN(0, Ik, Id/k) random matrix for both the Clarkson-Woodruff and Hadamard sketches.
Let uT(n)i denote row i of the matrix of left singular vectors U(n). We write u
T
(n)i so that that
we can form a triangular array of left singular vectors. Taking rn = n, the first three rows of the
triangular array can be written as
u(1)1
u(2)1 u(2)2
u(3)1 u(3)2 u(3)3
An important property is that for all n, the sum of the norms of the leverage scores always equals
the number of variables in the source dataset d.
rn∑
i=1
‖u(n)i‖22 = d. (S.19)
As n increases, the typical norm of each vector u(n)i, i ∈ {1, . . . , rn} is expected to decrease. For
completeness we restate Assumption 1 in terms of the triangular array formulation.
Assumption 1 Let the singular value decomposition of the rn × d source dataset be given by
A(n) = U(n)D(n)V
T
(n). Let u
T
(n)i give the ith row in U(n) for i = 1, . . . , rn. Assume that the
maximum leverage score tends to zero, that is
lim
n→∞
max
i=1,...,rn
‖u(n)i‖22 = 0.
This increasing collection of smaller quantities is similar to the behaviour of the triangular array
of random variables in Theorem 9. The standardisation property in equation (S.19), namely that∑rn
i=1‖u(n)i‖22 = d for all n is similar to the assumption that sn = 1 in each row of the triangular
array of random variables in Theorem 9. Assumption 1 on the leverage scores, where the maximum
individual norm tends to zero is similar to the assumption that Kn → 0 in Theorem 9. This will be
made more explicit in the proofs. Before moving on we make a note that assumption 1 also implies
that the maximum square root of the leverage scores also tends to zero. As
max
i=1,...,rn
‖u(n)i‖2 =
(
max
i=1,...,rn
‖u(n)i‖22
)1/2
(S.20)
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We have that
lim
n→∞
max
i=1,...,rn
‖u(n)i‖2 = lim
n→∞
(
max
i=1,...,rn
‖u(n)i‖22
)1/2
=
(
lim
n→∞
max
i=1,...,rn
‖u(n)i‖22
)1/2
= 0. (S.21)
To establish joint asymptotic normality of the sketched data matrix we use the Crame´r-Wold
device.
Lemma 4 (Crame´r-Wold device). Let (Zn)n∈N be a sequence of random vectors in R
v. Let Z denote
another random vector also in Rv. The sequence of random vectors (Zn) converges in distribution
to Z as n tends to infinity if and only if the sequence of random variables (λTZn)n∈N converges in
distribution to λTZ for all unit vectors λ ∈ Rv.
A proof is given in Shorack (2000, Chapter 13, Section 3). Let zn represent the kd length vector
formed by stacking transposed rows of the whitened sketched dataset U˜ = SU(n). Let u˜
T
j give row
j in U˜ for j = 1, . . . , k. Formally,
zn =

u˜1
u˜2
...
u˜k
 . (S.22)
Let us define the random matrix k× d random matrixW as having the matrix normal distribution
W ∼MN(0, Ik, Id/k)
Let wTi refer to row i in W for i = 1, . . . , k. Let zL refer to the stacked transposed rows of W , so
zL =

w1
w2
...
wk
 . (S.23)
Let λ be an arbitrary unit vector in Rk×d. It will be useful to also partition the vector λ into k
sub-vectors,
λ =

λ1
λ2
...
λk
 , (S.24)
where λj is a d-dimensional vector for j = 1, . . . , k. For any unit vector λ ∈ Rk×d, λTzL is
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distributed as N(0, 1/k). We will aim to show that the distribution of the whitened sketched data
SA(n)V(n)D
−1
(n) converges to that of W through the Crame´r-Wold device. We must show that for
any fixed k × d length unit vector λ, λTzn converges in distribution to N(0, 1/k) as n→∞.
We will rely on a central limit theorem for jointly symmetric, pairwise independent random
variables (Pruss and Szynal, 2000). A collection of random variables (Z1, . . . Zn) is said to be jointly
symmetric if (Z1, . . . Zn) has the same distribution as (q1Z1, . . . , qnZn), where qi ∈ {+1,−1} for
i = 1, . . . , n. Given a set of random variables Y1, . . . , Yn, a jointly symmetric collection Z1, . . . , Zn
can be formed by sampling n independent Rademacher random variables h1, . . . , hn, and setting
Zi = hiYi (Pruss and Szynal, 2000). It is possible to establish a central limit theorem for jointly
symmetric, pairwise independent random variables.
Theorem 10 (Pruss and Szynal (2000), Theorem 1, Corollary 2). For each n ∈ N, let Zn1, Zn2, . . . , Znrn
be a sequence of jointly symmetric pairwise independent random variables with E(Zni) = 0 and
var(Zni) = σ
2
ni for i = 1, . . . , rn. Let s
2
n =
∑rn
i=1 σ
2
ni and assume that rn → ∞ as n → ∞. Sup-
pose the triangular array of random variables satisfies Lindeberg’s condition. Then as n → ∞,
s−1n
∑rn
i=1 Zni converges in distribution to N(0, 1).
Not all triangular arrays with pairwise independent random variables in each row satisfy a central
limit theorem. The joint symmetry property is very important (Pruss and Szynal, 2000; Svante,
1988).
To use Theorem 10 we need to show that the triangular array of random variables satisfies
Lindeberg’s condition. As discussed this can be very difficult to establish directly. If the triagular
array of random variables can be appropriately bounded, we can use Theorem 9 to show that
Lyapunov’s condition holds, and subsequently that Lindeberg’s condition holds.
This is the approach we take in proving the sketching central limit theorem. The Crame´r-Wold
device is used to reduce the study of multivariate convergence to univariate convergence. We can
then form a triangular array of random variables such that elements in each row are jointly symmetric
and pairwise independent. We then show that triangular array satisfies Lindeberg’s condition using
Theorem 9. Assumption 1 on the maximum leverage score enforces the necessary cap on the rate of
growth. Theorem 10 is then used to establish asymptotic normality.
G.1 Clarkson-Woodruff sketch
The Clarkson-Woodruff sketch can be represented as the product of two independent random ma-
trices, S = ΓD, where Γ is a random k × n matrix and D is a random n× n matrix. The diagonal
matrixD contains n independent Rademacher random variables on the diagonal. Let hi ∈ {+1,−1}
be the random sign in element Dii. The matrix Γ is formed by choosing one element in each column
independently and setting the entry to +1. Element Γij is equal to +1 if we add observation i in the
original dataset to sketched observation j. The signs in row i are flipped if hi is equal to negative
one. Each observation in the original dataset is assigned to one sketched observation as each column
of Γ contains a single +1 entry. Using a Clarkson-Woodruff sketch row j in the sketched data matrix
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can be represented as
u˜Tj =
n∑
i=1
hiΓiju
T
(n)i,
where hi represents the random sign flip applied to row i of the original data matrix, and Γij is the
indicator variable which is equal to one if row i of the original data is added to row j of the sketched
dataset.
Let us consider the linear combination λTz, where λ and z are defined as in (S.22) and (S.24)
respectively. The sum over the k rows in the sketched dataset can be rearranged into a sum over
the n rows in the source dataset,
λTzn =
k∑
j=1
λTj u˜j
=
k∑
j=1
λTj
n∑
i=1
hiΓiju(n)i
=
n∑
i=1
hi
k∑
j=1
Γijλ
T
j u(n)i. (S.25)
The scalar λTzn is equal to the sum of n independent random variables. Independence holds as the
signs flips hi on each observation are independent, and each column of Γ is independent.
In the language of Theorem 9 we can form a triangular array of random variables setting
Zni = hi
k∑
j=1
Γijλ
T
j u(n)i. (S.26)
for i = 1, . . . , n and n ∈ N. The linear combination in (S.25) then be expressed as a row sum over
the triangular array defined in (S.26):
λTzn =
n∑
i=1
Zni. (S.27)
Our goal of showing that λTzn converges in distribution to a N(0, 1/k) random variable is achieved
if we can show that
∑n
i=1 Zni converges in distribution to a N(0, 1/k) random variable.
It is worth making a connection to Theorem 10, because of the random sign flips hi appearing in
(S.26), we have a sequence of mutually independent jointly symmetric random variables. Mutually
independent random variables are also necessarily pairwise independent. Theorem 10 can be used
to establish asymptotic normality of the sum in (S.27) and hence the linear combination λTzn. To
show that the triangular array of random variables defined in (S.26) satisfies Lindeberg’s condition
we use Theorem 9. Set s2n =
∑n
i=1 var(Zni). We first determine s
2
n. We then form the necessary
sequence of upper bounds Kn such that |Zni| ≤ Kn almost surely for i = 1, . . . , n. The variance of
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a single term in the sum (S.25) is
var(Zni) = var
hi k∑
j=1
Γijλ
T
j u(n)i
 (S.28)
=
k∑
j=1
1
k
λTj u(n)iu
T
(n)iλj . (S.29)
The row-wise variance totals s2n are then
s2n =
n∑
i=1
var(Zni)
=
n∑
i=1
var
hi k∑
j=1
Γijλ
T
j u(n)i

=
1
k
n∑
i=1
k∑
j=1
λTj u(n)iu
T
(n)iλj
=
1
k
k∑
j=1
λTj
(
n∑
i=1
u(n)iu
T
(n)i
)
λj
=
1
k
k∑
j=1
λTjU
T
(n)U(n)λj
=
1
k
k∑
j=1
λTj Idλj .
=
1
k
k∑
j=1
λTj λj
=
1
k
.
The fact that UT(n)U(n) = Id for all n serves as a useful normalisation to give stable limiting
behaviour. The step in the last line follows as we have taken λ to be a unit vector. We have
sn = 1/k for all n in the triangular array. We now establish a sequence of upper bounds (Kn). As
the random variables in the construction of construction of the sketch are bounded, we can bound
the random variables in the triangular array using the leverage scores of the sequence of source
dataset. Now as the random sign hi ∈ {+1,−1}
|Zni| = |hi
k∑
j=1
Γijλ
T
j u(n)i|
= |
 k∑
j=1
Γijλ
T
j
u(n)i|. (S.30)
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Now by the Cauchy-Schwarz inequality
|
 k∑
j=1
Γijλ
T
j
u(n)i| ≤ ‖ k∑
j=1
Γijλj‖2‖u(n)i‖2 (S.31)
Now as Γij = 1 for a single j ∈ {1, . . . , k} and is zero otherwise we have that
‖
k∑
j=1
Γijλj‖2 ≤ max
j=1, . . . , k
‖λj‖2
≤ 1. (S.32)
The last line follows as we have taken λ to be a unit vector. Substituting (S.32) and (S.31) into
(S.30) we arrive at
|Zni| ≤ ‖u(n)i‖2.
We can then form the sequence of upper bounds Kn,
Kn = max
i=1,...,n
‖u(n)i‖2.
We have that |Zni| ≤ Kn almost surely for i = 1, . . . , n and n ∈ N. Assumption 1 controls the limiting
behaviour of Kn = max
i=1,...,n
‖u(n)i‖2 (recall equation (S.21)). Taking limits and using Assumption 1
shows that Kn → 0,
lim
n→∞
Kn = lim
n→∞
max
i=1,...,n
‖u(n)i‖2
= 0.
By theorem 9 we have that the triangular array of random variables in (S.26) satisfies Linde-
berg’s condition. As such the conditions of Theorem 10 are satisfied, giving that λTzn converges
in distribution to N(0, 1/k). Finally, the Crame´r-Wold device gives that the whitened sketched
dataset has a limiting matrix normal distribution, that is A˜V(n)D
−1
(n) converges in distribution to a
MN (0k×d, Ik, Id/k) random matrix.
G.2 Hadamard sketch
Recall that the Hadamard sketch is defined through S = ΦHD/
√
k. HereH is a Hadamard matrix.
Hadamard matrices are square matrices with 2n rows for some integer n. To take limits we have to
define our sequence of source datasets (A(n) = U(n)D(n)V
T
(n)) as having rn = 2
n rows for n ∈ N+.
In practice when taking a Hadamard sketch we pad the original dataset with zeros if the original
number of observations is not a power of two. To rigourously establish asymptotic normality for
the Hadamard sketch we have to take rn = 2
n. The first three rows of the triangular array of left
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singular vectors now looks like
u(1)1
u(2)1 u(2)2
u(3)1 u(3)2 u(3)3 u(n)4.
The intuition is the same as with the Clarkson-Woodruff sketch, as we move down the rows n we
expect the norms of u(n)i, i ∈ {1, . . . , 2n} to decrease. This follows from the implicit row-wise
normalisation property
rn∑
i=1
‖u(n)i‖22 = d.
The indexing change to rn = 2
n instead of rn = n has very little impact on the underlying arguments.
There are two independent sources of randomness in a Hadamard sketch, the rn = 2
n independent
random Rademacher variables in the diagonal matrixD, and the randommatrixΦ which subsamples
k rows with replacement from the Hadamard matrix H . Hadamard matrices have a number of
properties that we will use (Anderson, 1997, section 3.2).
• (P1) The first column contains all ones.
• (P2) Every column other than the first contains an equal number of +1 and −1 entries.
• (P3) Consider any two different columns i and s, where i, s ∈ {2, . . . , rn}, i 6= s. Columns i
and s will have +1 together in a quarter of the rows, and −1 together in a quarter of the rows.
Furthermore, a quarter of the rows will have +1 in column i and −1 in column s. Similarly, a
quarter of the rows will have −1 in column i and +1 in column s.
Let M represent the random k × n matrix from the subsampling operation M = ΦH . Let mji
refer to the element in row j and column i of M . Each element in M is equal to +1 or −1. Let
hi ∈ {+1,−1} be the random sign in element Dii. We now represent the Hadamard sketch as
S =MD/
√
k.
The structure of the Hadamard matrix gives the random matrix M some useful properties.
Consider an arbitrary row j in M . By (P1) listed above regarding the first column ofM , mj1 = 1
with probability one. For the other columns, mji = 1 with probability half, and mji = −1 with
probability half for i = 2, . . . , rn by (P2). By (P3) listed above, we have pairwise independence
between elements in row j of M , that is p(mji|mjs) = p(mji) for i, s ∈ {1, . . . , rn}, i 6= s. As rows
of M are sampled independently, each column of M is pairwise independent.
Row j in the sketched dataset is given by
u˜Tj =
1√
k
rn∑
i=1
mjihiu
T
(n)i.
Let us again consider the linear combination λTzn, where λ and zn are defined as in (S.22) and
(S.24) respectively. The sum over the k rows in the sketched dataset can be rearranged into a sum
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over the rn = 2
n rows in the source dataset,
λTzn =
k∑
j=1
λTj u˜j
=
1√
k
k∑
j=1
λTj
rn∑
i=1
mjihiu(n)i
=
1√
k
rn∑
i=1
hi
 k∑
j=1
mjiλ
T
j
u(n)i. (S.33)
In the language of Theorem 9 we can form a triangular array of random variables setting
Zni =
1√
k
hi
 k∑
j=1
mjiλ
T
j
u(n)i. (S.34)
for i = 1, . . . , rn and n ∈ N. The linear combination in (S.33) can then be expressed as a row sum
of the triangular array defined by (S.34)
λTzn =
rn∑
i=1
Zni. (S.35)
Our goal of showing that λTzn converges in distribution to a N(0, 1/k) random variable is achieved
if we can show that
∑n
i=1 Zni converges in distribution to a N(0, 1/k) random variable.
The sequence of random variables in each row of the triangular array Zn1, . . . , Znrn are not mutu-
ally independent over i = 1 . . . , rn. This is because the columns ofM are not mutually independent.
However, as the columns ofM are pairwise independent, the random sums
∑k
j=1mjiλ
T
j appearing
in (S.34) are also pairwise independent. Again making a connection to Theorem 10, the independent
sign flips hi appearing in (S.34) ensure that the random variables in each row of the triangular array
are jointly symmetric and pairwise independent.
Theorem 10 can be used to establish asymptotic normality of the sum in (S.35) and hence the
linear combination λTzn. To show that the triangular array of random variables defined in (S.34)
satisfies Lindeberg’s condition we use Theorem 9. Set s2n =
∑n
i=1 var(Zni). We first determine s
2
n.
We then form the necessary sequence of upper bounds Kn such that |Zni| ≤ Kn almost surely for
i = 1, . . . , n.
We start by considering the variance of a single term in the triangular array var(Zni). We have
that
var(Zni) =
1
k
var
hi
 k∑
j=1
mjiλ
T
j
u(n)i
 (S.36)
It is important to consider the covariance between the elements of the sum over j = 1, . . . , k. For
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i 6= 1 and j, v ∈ {1, . . . , k}, j 6= v the covariance is zero
cov
(
himjiλ
T
j u(n)i, himviλ
T
vu(n)i
)
= E
[
h2imjimviλ
T
j u(n)iλ
T
vu(n)i
]
= E [mjimvi]λ
T
j u(n)iλ
T
vu(n)i
= 0.
We use (P2) to conclude that E [mjimvi] = 0. Therefore for i = 2, . . . , rn
var(Zni) =
1
k
var
 k∑
j=1
himjiλ
T
j u(n)i

=
1
k
k∑
j=1
var
(
himjiλ
T
j u(n)i
)
=
1
k
k∑
j=1
λTj u(n)iu
T
(n)iλj. (S.37)
Results are different for i = 1 as the first column of the Hadamard matrix is all ones (P1). For
j, v ∈ {1, . . . , k}, j 6= v the covariance is
cov
(
h1mj1λ
T
j u(n)1, h1mv1λ
T
vu(n)1
)
= E
[
h21mj1mv1λ
T
j u(n)1λ
T
vu(n)1
]
= E [mj1mv1]λ
T
j u(n)1λ
T
vu(n)1
= λTj u(n)1λ
T
vu(n)1.
From (P1) mj1 = mv1 = 1. Now using the Cauchy-Schwarz inequality,
|cov (h1mj1λTj u(n)1, h1mv1λTvu(n)1)| = |λTj u(n)1||λTvu(n)1|
≤ ‖λj‖2‖u(n)1‖2‖λv‖2‖u(n)1‖2
≤ ‖u(n)1‖2‖u(n)1‖2
= ‖u(n)1‖22
The second last last uses the fact that λ is a unit vector and we must have ‖λj‖2 ≤ 1, ‖λj‖2 ≤ 1 for
any j, k. From assumption 1, the right hand side of the previous inequality tends to zero as n tends
to infinity. As such we conclude that |cov (h1mj1λTj u(n)1, h1mv1λTvu(n)1)| is o(1). Some covariance
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terms appear in the expression for var(Zn1)
var(Zn1) =
1
k
var
 k∑
j=1
h1mj1λ
T
j u(n)1

=
1
k
k∑
j=1
var
(
himjiλ
T
j u(n)1
)
+
1
k
2
k−1∑
j=1
k∑
v=j+1
cov
(
h1mj1λ
T
j u(n)1, h1mv1λ
T
vu(n)1
)
=
1
k
k∑
j=1
var
(
h1mj1λ
T
j u(n)1
)
+
1
k
2
k−1∑
j=1
k∑
v=j+1
λTj u(n)1λ
T
vu(n)1
=
1
k
k∑
j=1
var
(
h1mj1λ
T
j u(n)1
)
+ o(1)
=
1
k
k∑
j=1
λTj u(n)1u
T
(n)1λj + o(1) (S.38)
The trailing term can be grouped into an o(1) term as the sketch size k is fixed in our analysis.
Using (S.37) and (S.38) we can then determine the row-wise variance totals s2n:
s2n =
1
k
rn∑
i=1
var(Zni)
=
1
k
rn∑
i=1
k∑
j=1
λTj u(n)iu
T
(n)iλj + o(1)
=
1
k
k∑
j=1
λTj
(
rn∑
i=1
u(n)iu
T
(n)i
)
λj + o(1)
=
1
k
k∑
j=1
λTjU
T
(n)U(n)λj + o(1)
=
1
k
k∑
j=1
λTj Idλj + o(1)
=
1
k
k∑
j=1
λTj λj + o(1)
=
1
k
+ o(1).
The step in the last line follows as we have taken λ to be a unit vector. The fact that UT(n)U(n) = Id
for all n serves as a useful normalisation to give stable limiting behaviour. We are working with a
triangular array where the rows are nearly standardised. Asymptotically in n, s2n → 1/k.
We now establish a sequence of upper bounds (Kn). As the random variables in the construction
of construction of the Hadamard sketch are bounded, we can bound the random variables in the
triangular array (S.34) using the leverage scores of the sequence of source datasets. Now as the
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random sign hi ∈ {+1,−1} we have that for all i = 1, . . . , rn:
|Zni| = 1√
k
|hi
k∑
j=1
mjiλ
T
j u(n)i|
=
1√
k
|
k∑
j=1
mjiλ
T
j u(n)i|.
Now using the Cauchy-Schwarz inequality,
1√
k
|
 k∑
j=1
mjiλ
T
j
u(n)i| ≤ 1√
k
‖
 k∑
j=1
mjiλj
‖2‖u(n)i‖2. (S.39)
Using the triangle inequality,
‖
 k∑
j=1
mjiλj
‖2 ≤ k∑
j=1
‖mjiλj‖2. (S.40)
Now as mji ∈ {+1,−1} for all j = 1, . . . , k,
k∑
j=1
‖mjiλj‖2 =
k∑
j=1
‖λj‖2. (S.41)
As λ is a unit vector we can easily form the bound
k∑
j=1
‖λj‖2 ≤ k. (S.42)
Substituting (S.41) and (S.42) into (S.39) leads to the upper bound for i = 1, . . . , rn:
|Zni| ≤ 1√
k
k‖u(n)i‖2
=
√
k‖u(n)i‖2. (S.43)
We can then form the sequence of upper bounds Kn:
Kn =
√
k max
i=1,...,rn
‖u(n)i‖2.
We have that |Zni| ≤ Kn almost surely for i = 1, . . . , rn and n ∈ N. Assumption 1 (recall equation
(S.21)) gives the limiting behaviour of Kn. As the sketch size k is fixed in our analysis,
lim
n→∞
Kn =
√
k lim
n→∞
max
i=1,...,rn
‖u(n)i‖2
= 0.
We have that Kn → 0 as n→∞. As s2n = 1/k+ o(1) we have an asymptotically standardised array,
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and Kn/sn → 0. We can use Theorem 9 to conclude that the triangular array of random variables
defined in (S.34) satisfies Lindeberg’s condition. As such, the conditions of Theorem 10 are satisfied.
We conclude that the row sums in (S.35) converge in distribution to N(0, 1/k). Finally, the Crame´r-
Wold device gives that the whitened sketched dataset has a limiting matrix normal distribution.
That is the sequence of random matrices A˜V(n)D
−1
(n) converges in distribution to a MN (0, Ik, Id/k)
random matrix.
H Proof of Theorem 5 (Complete sketching asymptotics)
Assumption 2:
lim
n→∞
n−1
[
yT(n)y(n) y
T
(n)X(n)
XT(n)y(n) X
T
(n)X(n)
]
= Q for some positive-definite matrix Q.
Theorem. Suppose that Assumptions 1 and 2 hold, k ≥ p, and βS is computed using a Hadamard
or Clarkson-Woodruff sketch. Let (X˜TX˜)+ denote the Moore-Penrose pseudo-inverse of (X˜TX˜).
Let
H˜(n) =
RSS
(n)
F
k
(
X˜TX˜
)+
and H(n) =
RSS
(n)
F
k − p+ 1
(
XT(n)X(n)
)−1
.
Then as n→∞, convergence in distribution holds for
(i)[H
−1/2
(n) (βS − β
(n)
F )|A(n)]→ Student (0, Ip, k − p+ 1) ,
(ii)[H˜
−1/2
(n) (βS − β
(n)
F ) |A(n)]→ N (0, Ip) .
Notation is slightly heavier in the proof compared to the main text for the sake of clarity. Again we
do not explicitly condition on the source dataset A(n), the source dataset is always fixed, and the
only randomness is from the sketching matrix. The sketched data will be denoted y˜(n) and X˜(n)
to denote the dependence on the n × d source dataset. So y˜(n) = Sy(n) and X˜(n) = SX(n). The
dimension of the sketched dataset does not change.
Assumption 2 is of assistance in establishing the limit theorem. Let
Q(n) = n
−1
[
yT(n)y(n) y
T
(n)X(n)
XT(n)y(n) X
T
(n)X(n).
]
The matrixQ(n) contains the sufficient statistics needed to fit a Gaussian linear model, y
T
(n)y(n),X
T
(n)y(n)
and XT(n)X(n) given the source dataset A(n) = [y(n),X(n)]. Assumption 2 states the averaged suf-
ficient statistic matrix converges to a limiting matrix Q. It will be helpful to partition the limiting
matrix Q as
Q = lim
n→∞
n−1
[
yT(n)y(n) y
T
(n)X(n)
XT(n)y(n) X
T
(n)X(n)
]
=
[
s mT
m G
]
, (S.44)
where s is a scalar,G is a p×pmatrix and b is a p-length column vector. The matrixG is the limiting
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averaged Gram matrix of the predictors. The vector m is the limit of the predictor response inner
products n−1XT(n)y(n), and the scalar s is the limit of the mean total sum of squares n
−1yT(n)y(n).
As mentioned, the assumption of a sequence of source datasets also gives a sequence of optimal
least squares coefficients and residual errors. Let σ
2(n)
F = RSSF/n. Define the limiting least squares
coefficient estimate as β = lim
n→∞
β
(n)
F and the limiting residual error as σ
2 = lim
n→∞
σ
2(n)
F . Both β and
σ2 can be expressed as functions of the matrix Q. Specifically,
β = G−1m, (S.45)
σ2 = s−mTG−1m. (S.46)
From Assumption 2, we have that n−1V(n)D
2
(n)V
T
(n) → Q. As such we have that n−1/2D(n)V T(n) →
Q1/2 From the sketching central limit theorem the whitened sketched data converges to a matrix
normal distribution
[y˜(n), X˜(n)]V(n)D
−1
(n)
d→MN (0k×d, Ik, Id/k)
The benefit of adding Assumption 2 is that using Slutsky’s theorem we have the additional conver-
gence result
n−1/2[y˜(n), X˜(n)]
d→MN (0, Ik,Q/k) .
To prove results (i) and (ii) we use the continuous mapping theorem (Van Der Vaart, 1998, p. 7) in
conjunction with the previous convergence result. It will be helpful to define the random variables
y˜L, X˜L as having the above limiting matrix normal distribution
[y˜L, X˜L] ∼MN (0k×d, Ik,Q/k) .
This is so we can say that
n−1/2[y˜(n), X˜(n)]
d→ [y˜L, X˜L].
Lemma 5 (Continuous Mapping Theorem). Let (Zn)n∈N indicate a sequence of random vectors in
R
d and Z indicate another random vector in Rd. Suppose the function g : Rd → Rm is continuous
at every point of a set C such that P (Z ∈ C) = 1. Then if Zn d→ Z then g(Zn) d→ g(Z).
In Lemma 5, the function g : Rd → Rm does not change with n, and the dimensions d and
m are fixed when taking limits. The sketched estimator βS can be defined as a function of the
sketched data that is continuous over the set where X˜(n) is of full rank. Formally we could say that
βS = g(n
−1/2y˜(n), n
−1/2X˜(n)). As X˜L is of rank p almost surely, and X˜(n)
d→ X˜L we can apply
the continuous mapping theorem to determine the limiting distribution of the βS . The random
matrix [y˜L, X˜L] can be described using a hierarchical model completely analogous in structure to the
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hierarchical model established for the Gaussian sketch in Section 3.1 of the main text. Specifically,
y˜L | X˜L ∼ N
(
X˜Lβ,
1
k
σ2Ik
)
,
X˜L ∼MN
(
0, Ik,
1
k
G
)
.
From Theorem 2 in the main text, and recalling that the function g outputs βS , we have that
g(y˜L, X˜L) ∼ Student
(
β,
σ2
k − p+ 1G
−1, k − p+ 1
)
.
As such, for the Hadamard and Clarkson-Woodruff sketches,
[βS | y(n),X(n)] d→ Student
(
β,
σ2
k − p+ 1G
−1, k − p+ 1
)
.
Let
H(n) = σ
2(n)
F /(k − p+ 1)
(
n−1XT(n)X(n)
)−1
.
Now as n−1XT(n)X(n) → G, σ2(n)F → σ2, and β(n)F → β, Slutsky’s theorem can be used to arrive at
(i),
H
−1/2
(n) (βS − βF )
d→ Student (0, Ip, k − p+ 1) .
For result (ii), let us define the function
f(n−1/2y˜(n), n
−1/2X˜(n)) =
[
n
(
X˜TX˜
)+]−1/2 (
X˜+y˜ − β
)
=
[
n
(
X˜TX˜
)+]−1/2
(βS − β) .
This function transforms the βS so that the output is uncorrelated. This function is also continuous
over the set where X˜(n) is of rank p. Again using the fact that X˜L has rank p almost surely, it
follows from the continuous mapping theorem that f(n−1/2y˜(n), n
−1/2X˜(n))
d→ f(y˜L, X˜L). Result
(ii) in Theorem 2 also applies to the hierarchical model for y˜L, X˜L, and gives the distribution of the
transformed βS under the Gaussian sketch. The distribution of f(y˜L, X˜L) will be
f(y˜L, X˜L) ∼ N
(
0,
σ2
k
Ip
)
.
As such, for the Clarkson-Woodruff and Hadamard sketches,
[
n
(
X˜TX˜
)+]−1/2
(βS − β) d→ N
(
0,
σ2
k
Ip
)
.
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Now let
H˜(n) = nσ
2(n)
F /k
(
X˜TX˜
)+
Now as σ
2(n)
F → σ2, and β(n)F → β, Slutsky’s theorem can be used to arrive at (ii)
H˜
−1/2
(n) (βS − β
(n)
F )
d→ N (0, Ip) .
I Proof of Theorem 6 (Partial sketching asymptotics)
Theorem. Suppose that Assumptions 1, 2 and 3 hold, k > p + 3, and β∗P is computed using a
Hadamard or Clarkson-Woodruff sketch. Let
H(n) =
(k − p− 1)
(k − p)(k − p− 3)
(
MSS
(n)
F (X
T
(n)X(n))
−1 +
k − p+ 1
k − p− 1β
(n)
F β
(n)T
F
)
.
Then as n→∞,
(i) ES(β
∗
P − β(n)F |A(n)) → 0.
(ii) varS
(
H
−1/2
(n) (β
∗
P − β(n)F ) |A(n)
)
→ Id
Application of the continuous mapping theorem gives that the distribution of βS and β
∗
P under
the Hadamard and Clarkson-Woodruff sketches converges to the distribution of the estimators under
the Gaussian sketch. This does not necessarily guarantee convergence in moments. To establish a
limit theorem for the bias and variance of the estimators, we need a uniform integrability condition
on the sketched dataset. The sketched data will be denoted X˜(n) to denote the dependence on the
n×p source covariate matrix. So X˜(n) = SX(n). We again do not explicitly condition on the source
dataset A(n) = [y(n),X(n)] in the following working.
Let G(n) = n
−1X˜T(n)X˜(n). From the continuous mapping theorem and Theorem 3, it is known
that
G−1(n)
d→W ,
whereW has an Inverse-Wishart(k, kQ−1) distribution and Q is the limiting matrix from assump-
tion 2. We would like to establish convergence in first and second moments, that is
E(G−1(n))→ E(W ),
var(G−1(n))→ var(W ).
If convergence in first and second moments occurs, then we can show that (i) and (ii) will hold. If
E(G−1(n))→ E(W ), we can say that
E(β∗P − β)→ 0,
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where β is the limiting ordinary least squares estimator (S.45), that is a function of the limiting
matrix Q in Assumption 2. From here, using that lim
n→∞
β
(n)
F , Slutsky’s theorem can be used to arrive
at (i)
E(β∗P − β(n)F )→ 0.
To show convergence of the variance of the sketched estimator (ii), we define
H(n) =
(k − p− 1)
(k − p)(k − p− 3)
(
MSS
(n)
F
(
XT(n)X(n)
)−1
+
(k − p+ 1)
(k − p− 1)β
(n)
F β
(n)T
F
)
,
H =
(k − p− 1)
(k − p)(k − p− 3)
(
(s− σ2)G−1 + (k − p+ 1)
(k − p− 1)ββ
T
)
.
Where s, σ2 and and G are functions of the limiting matrix Q, as in (S.44), (S.45) and (S.46). If
var(G−1(n))→ var(W ) it follows that
varS
(
H−1/2(β∗P − β)
)
→ Id.
As H(n) converges to H and β
(n)
F converges to β asymptotically with n, an application of Slutsky’s
theorem gives (ii),
varS
(
H
−1/2
(n) (β
∗
P − β(n)F )
)
→ Id
As such, if we can establish that var(G−1(n)) → var(W ) we have proved (ii). The following theorem
describes the necessary conditions for such convergence to occur.
Theorem 11. (Billinglsley, 1968, Theorem 5.4) Let X1, . . . ,Xn be a sequence of random vectors.
Suppose Xn converges in distribution to a random variable Z as n tends to infinity. For the ad-
ditional convergence of moments E[Xn] → E[Z] and var[Xn] → var[Z], it must hold that for all
conformable constant vectors λ
lim
M→∞
lim sup
n→∞
|λTXn|21{|λTXn|2≥M} = 0.
The above condition can be difficult to verify directly. It can be shown that if asymptotically
|λTXn| has a bounded fourth moment, then the integrability condition is satisfied (Van Der Vaart,
1998, section 2.5).
A linear combination of the elements of the random matrix G−1(n) can be written an trace(ΛG
−1
(n))
for a p×p matrix of constants Λ. It is easier to work with this form rather than stacking the elements
of the random matrix to form a random vector. From theorem 11, it is sufficient to show that show
that the expected value of |trace(ΛG−1(n))|4 is finite for large n to show the desired convergence in
moments.
As trace(ΛG−1(n)) equals the sum of the singular values of the matrix ΛG
−1
(n), we can form an
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upper bound on the value,
trace(ΛG−1(n)) ≤ p‖ΛG−1(n)‖2
≤ p‖Λ‖2‖G−1(n)‖2
Squaring both sides gives an upper bound on the quantity that must satisfy the uniform integrability
condition,
|trace(ΛG−1(n))|2 ≤ p2‖Λ‖22‖G−1(n)‖22.
Squaring again gives an upper bound on the fourth moment of the linear combination of interest
|trace(ΛG−1(n))|4 ≤ p4‖Λ‖42‖G−1(n)‖42
= p4‖Λ‖42
(
1
σ2min(G(n))
)2
By Assumption 3, the expectation of the right hand side is finite. As such, the uniform integrability
condition holds and we can conclude that
E(G−1(n))→ E(W ),
var(G−1(n))→ var(W ).
As discussed at the beginning of the proof this is sufficient to show that (i) and (ii) hold.
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