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We study birational transformations of the projetive spae originating from lattie statistial
mehanis, speially from various hiral Potts models. Assoiating these models to stable patterns
and signed-patterns, we give general results whih allow us to nd all hiral q-state spin-edge Potts
models when the number of states q is a prime or the square of a prime, as well as several q-dependent
family of models. We also prove the absene of monoolor stable signed-pattern with more than four
states. This demonstrates a onjeture about yli Hadamard matries in a partiular ase. The
birational transformations assoiated to these lattie spin-edge models show omplexity redution.
In partiular we reover a one-parameter family of integrable transformations, for whih we give a
matrix representation when the parameter has a suitable value.
I. INTRODUCTION AND PRESENTATION
In a previous publiation [1℄ a set of birational transformations ating on projetive spaes of various dimension
has been introdued. These transformations are birational realizations of Coxeter groups. They arise naturally in
lattie statistial mehanis in relation with the Yang-Baxter equations for solving vertex models and star-triangle
relation for solving spin model [2, 3℄. However it is important to note that these birational symmetries are atually
symmetries of the lattie of statistial mehanis models beyond the Yang-Baxter integrable situations: they an
be seen as (generially innite) disrete and non-linear symmetries of the parameter spae of the model and, for
instane, of the phase diagram of these lattie models [4℄. These transformations an in fat be onsidered per se, as
disrete dynamial system. The degree omplexity (or entropy) of these transformations has been evaluated [57℄. An
unexpeted omplexity redution has been found, and it has been onjetured that the most general Potts model has
the same omplexity as the most general yli Potts model. Considering that the most general yli Chiral Potts
model has only q homogeneous parameters while the most general Potts model has q2 homogeneous parameters the
equality between their respetive omplexities is not obvious. In this paper we go further and study many partiular
yli spin-edge Potts Models and their assoiated birational transformations. As it is desribed below nding spin-
edge yli hiral Potts Models for lattie lattie statistial mehanis amounts to nding the so-alled stable patterns.
This problem turns out to be related to many interesting eld of mathematis: Bose-Mesner algebra [9℄, assoiation
shemes [8℄, Hadamard matries (one of our result demonstrates a partiular ase of a onjeture about Hadamard
matries [10, 12℄), Gauss identity, et .
A q-state Potts model [13℄ is ompletely dened by a lattie and a Boltzmann weight matrix W . The spins, whih
have q states, are loated at the verties of a graph, with oriented edges. The Boltzmann weight of a given spin
onguration is the produt of the Boltzmann weight over all edges, hene the name spin-edge model. The Boltzmann
weight of the edges an be onveniently seen as a matrix : the rows refer to the beginning i of the oriented edge, and
the olumn to the end j. The weight of the oriented edge (i, j) is W (σi, σj). The so-alled inverse-relation [18, 19℄
implies a funtional relation between the partition funtion of a model assoiated to a matrix and the model assoiated
to its inverse for the same lattie.
By denition a hiral Potts model is a model for whih the entries Wij and Wji are dierent, i.e. the Boltzmann
weight matrix is not symmetri. Of partiular interest are the yli hiral models for whih the Boltzmann weights
Wij are funtions of i − j mod q. This lass ontains in partiular the integrable hiral Potts models [14, 15℄. The
global symmetries of the yli models have been lassied in [16℄ . The most general yli Potts model orrespond to
the ase where there is no other onstraint. It means that the Boltzmann weight matrixW is yli. Now we an look
for other less general models, obtained by imposing further onstraints on the entries of W . The simplest onstraints
are equalities between some entries of the matrix W , but we will also onsider the ase where these onstraints are
anti-equalities, i.e. we demand that some pairs of entries are opposite. Imposing that two Boltzmann weights are
opposite ould appear unphysial but, as it will be explained below, it is mathematially very natural.
However these onstraints need to be ompatible with the inversion relation mentioned above, as well as with
a Hadamard inverse desribed below. The aim of this paper is to nd suh matries and the assoiated birational
transformations. It is organized as follows: we rst reall some denitions and what is already known on this problem.
We then generalize the notions used in this framework and gather together the notations we use. The next two setions
2are devoted to our analytial results. These results are grouped into two setions, depending whether the result is
diretly of importane from the lattie statistial mehanis point of view, or not. In setionII we rst present our more
mathematial results. In ontrast, the results orresponding to lattie statistial physis are all given in the subsetion
IIIA while the proofs, together with omments and examples, are given in subsetion III B. The ontent of the next
setion III is more Potts model oriented and as far as (Boltzmann weight spin-edge) matries are onerned, foused
on partiular subases of yli matries, with an attempt to perform an exhaustive lassiation of the "interesting
spin-edge Potts models. We give all hiral Potts models when the number of olors q is a square or the square of a
prime. In some ases we also study the degree-omplexity of the birational transformations anonially assoiated with
these subases of yli matries. Here also results are gathered in the subsetionIIIA and the proofs in subsetion
III B. Then, in setion IV, we turn to the ases where we were not able to nd analytial results and introdue a
omputer-aided method whih enable us to perform some alulation despite the huge ombinatorial of this problem.
We then present these results.
As far as appliations to spin-edge q-state Potts models are onerned our main results orrespond to nding the
stable patterns, or in other words, the "interesting lattie statistial mehanis spin-edge models", when, q, the number
of states of the q-state Potts model is a prime, or the square of a prime, and providing some rst steps for results when
the number of states is the produt of two primes. We also have, as a byprodut, other more spei results, like a
demonstration of a onjeture about Hadamard matries (for monoolor stable patterns). Beside the rigorous proofs,
we give numerous examples, most of them in the appendies. We have tried to be rigorous in the demonstration but
pedagogial in the examples. The reader more interested in the lattie statistial mehanis point of view an skip
the more mathematial setion II, in partiular the lemma whih are more tehnial. However we feel that the results
of this setion are worthwhile per se, and an be usefull to go further in the lassiation of the Potts models.
A. Realls
1. The ontext
Starting from the lattie statistial mehanis point of view, we onsider an anisotropi Potts model on a square
lattie with Boltzmann weight matrix Wh for the horizontal edges and Wv for the vertial edges. It has been shown
[18℄ that if T (Wh,Wv) is the transfer matrix of this model then
T (Wh,Wv)T (W
−1
h , J(Wv)) = C(Wv)I
where J(W ) designates the matrix whih entries are the inverse of the entries of W (see below). Transporting this
equality to the eigenvalues of T permits to nd a funtional relation for the partition funtion of the model. This
funtional relation indues a onstraining symmetry for the phase diagram.
We now adopt a more general point of view and we onsider the q × q matries projetively as elements of CPq2−1
(sine Boltzmann weight matries are dened up to a multipliative onstant). Using the same notation as in ref [20℄,
we dene K = I ◦ J where I is the usual matrix inverse I(M) = M−1 and J is the Hadamard inverse (inverse of the
Hadamard produt) dened by (J(M))ij =
1
Mij
. The transformations I and J are two non ommuting involutions,
whih an be represented polynomially in CPq2−1. In this representation I replaes eah entry of M by its ofator,
and J replaes eah entry by the produt of all other entries. It is lear that K and its inverse K−1 = J ◦ I are both
rational transformations. At eah step, the q2 entries of the matrix M are fatorized as produts of polynomial with
integer oeients, and the ommon fators of all the entries are disarded.
2. Degree omplexity
A quantity haraterizing the omplexity is the degree omplexity λ [57℄. We simply reall the denition
λ = lim
n→∞
1
n
log dn
where dn is the degree of the n
th
iterate Kn, where K is represented as q homogeneous polynomials of degree d.
Without the fatorizations dn = d
n
and onsequently λ = log d. For some transformations one has dn ∼ δn with
δ < d, this is alled a omplexity redution [23, 24℄. When the growth of the degree is polynomial one has λ = 0 and
the transformation is integrable[17℄. Finally we dene the degree generating funtion as
f(x) =
∞∑
n=0
dnx
n
(1)
3when this serie has a positive radius of onvergene.
3. (I,J)-stable patterns
We onsider a disjoint partition P = {E0, · · · , Er−1} of the indies with
⊔r−1
k=0 Ek = {(i, j), i, j = 0, · · · , n− 1}
where the symbol
⊔
denotes the disjoint union, we all r the number of olors, and we onsider a matrixM suh that
(i, j) ∈ Ek and (i′, j′) ∈ Ek ⇒Mij = Mi′j′
A matrix verifying this set of equalities is said to belong to the pattern P as in ref [1℄. We are interested in the
matries belonging to the same pattern as their image by K. Therefore we will onsider pattern ontaining at least
one invertible matrix (for example we exlude the pattern where all entries are equal). Obviously the transformation
J is ompatible with any pattern. Therefore a matrix and its K−image will belong to the same pattern i this
matrix and its inverse belong to the same pattern. Suh a pattern is said inverse-stable. The number r of subset of
the partition is alled the number of olors. The transformation assoiated with a stable pattern with r olors ats
on CPr−1.
4. Cyli matries
Consider the set of q × q yli matrix Mc with entries Mc(i, j) suh that
Mc(i, j) = Mc (0, i− j mod q) (2)
The orresponding model of lattie statistial mehanis is the yli hiral Potts model[14, 15℄. Chiral refers to the
fat that Mc(i, j) is not neessarily equal to Mc(j, i) (the lattie has an orientation) and yli refers to the fat
that one restrits to yli Boltzmann weight matries. The orresponding pattern is inverse-stable and also matrix-
produt stable (see next sub setion). Sine a yli matrix is fully determined by its rst row, the transformation K
an be represented in CPq−1. It is found that omplexity redution does our for yli matries and the omplexity
is the largest root of x2 + (2 − (q − 2)2)x + 1 [21℄. From numerial analysis it has been onjetured that this value
for the algebrai omplexity is the same than for arbitrary matries without any onstraint on the entries. Another
inverse-stable pattern is provided by yli and symmetri matries. In that ase the omplexity redution is even
bigger and the omplexity is the root of largest modulus of x2 +
(
2− (p− 1)2)x + 1 where p = ⌊ q2⌋ + 1 where ⌊⌋
denotes the integer part. One aim of this paper is to nd some subspaes where further omplexity redution takes
plae.
B. Generalizations
1. Produt-stability
A pattern is said produt-stable if the produt of two matries belonging to this pattern also belongs to this pattern.
Using the Cayley-Hamilton theorem, one an express the inverse of a matrixM as a linear ombination of its q−1 rst
powers. Therefore produt-stability implies inverse-stability. We are going to present examples where the reiproal
proposition is wrong. From now on we all P -stable a pattern whih is produt-stable, I-stable a pattern whih is
inverse-stable, and IP¯ -stable a pattern inverse-stable but not produt-stable. An obvious example are the symmetri
matries whih are inverse stable (the inverse of a symmetri matrix is symmetri) but are not produt-stable (the
matrix-produt of two symmetri matries is not neessarily symmetri).
2. Generalization of the notion of pattern : signed-patterns
We generalize the notion of pattern and look for a set of r independent q × q matries Mi suh that
K
(
r−1∑
i=0
xiMi
)
=
r−1∑
i=0
yiMi
4Let us introdue the harateristi funtion χ whih assoiates to eah set of indies E the matrix χ(E) dened by
(χ(E))ij =
{
1 (i, j) ∈ E
0 (i, j) /∈ E . The patterns dened in the previous paragraph orrespond to
Mk = χ(Ek) (3)
For reasons explained below, we also onsider the more general ase of matries with entries 0, 1 or -1
Mk = χ(E
+
k )− χ(E−k ) (4)
We all the partition
{
E+0 , E
−
0 , · · · , E+r−1, E−r−1
}
a signed-pattern, and r the number of olors. The algebra generated
by these matries is J-stable. The notion of "signed-patterns" simply orresponds to the notion of patterns dened
by equalities between entries up to a sign.
3. Stability of signed-patterns
A produt-stable set of matries with entries 0 or 1 and whih sum up to the all-one entry matrix is alled an
assoiation sheme [8℄. It is an algebra. If the matries are also symmetri, then it is a Bose-Mesner algebra [9℄.
The problem we address in this paper an be summarized as nding r q× q matries Mi with entry 0,1,-1 verifying
r∑
i=1
∣∣∣(Mi)jk∣∣∣ = 1 ∀j, k
and
(
r∑
i=1
xiMi
)(
r∑
i=1
yiMi
)
=
r∑
i=1
ziMi (5)
for P -stability and (
r∑
i=1
xiMi
)−1
=
r∑
i=1
ziMi (6)
when the inverse of
∑r
i=1 xiMi exists for I-stability. From the denition, the matries indued by a P -stable pattern
form an algebra. But the matries indued by I-stable patterns do not always (in ontrast with the problem studied
in [16℄).
Note that if a set of matries {Mi} denes an algebra, so does the set
{
P−1σ MiPσ
}
where σ is a permutation of
{0, · · · , q − 1} and P the assoiated permutation matrix (Pσ)ij = δi,σ(j). However if M is a yli matrix, P−1σ MPσ
is not neessarily a yli matrix.
C. Notations and denitions
1. From now on we will restrit ourself to yli matries. As far as notations are onerned, we identify a yli
matrix and its rst row seen as a vetor in CPq−1. Let v ∈ Cq be a vetor, we use the notation Cy(v) to denote
the q × q matrix
(Cy(v))ij = vi−j
and Diag(v) to denote the q × q matrix
(Diag(v))ij = viδij
δ is a Kroneker symbol.
52. As already mentioned in the introdution, the disrete Fourier transform plays a ruial role for stability of
yli matries. We therefore dene the matrix U =
(
ωij
)
where ω = exp 2π
q
ı and use notation
x̂ = Ux
to denote the Fourier transform of the vetor x ∈ Cq. We note the relation
U⋆ × Cy(x)× U = q Diag(x̂) (7)
whih will be useful. For the reader familiar to lattie statistial mehanis U is the generalization of the
Kramers-Wannier duality, however it is not a transformation of order two, but of order four.
3. When patterns are expliitly given we use a straightforward representation: we put in a braket the entries of
the rst row. An example is given with the omments in appendix A.
4. The subspae spanned by the set of vetors {v(i)}i=1···r with omplex oeients is denoted:⊕
1≤i≤r
Cv(i)
5. We use arithmeti modulo q, Z⋆q is the set of elements of Zq whih are invertible and if d is a divisor of q (noted
d | q) one introdues
Z(q, d) = {k ∈ Zq | gd(k, q) = d}
6. We will also use the onvolution produt (noted ⋆) and the Hadamard produt (noted .) between two vetors
of Cq dened respetively by
(u ⋆ v)i =
q−1∑
j=0
ujvi−j
(u · v)i = uivi
It is straightforward to see that Cy(u)Cy(v) = Cy(u ⋆ v). With these notations, Eq. 7 reads:
û ⋆ v = qû · v̂
We note u⋆n the onvolution produt of u with itself n times. By onvention u⋆0 = χ ({0}). Keeping in mind
that diagonalization of the yli matries requires the disrete Fourier transform Eq. 7, the previous relation
amounts to writing that the eigenvalues of the produt of two yli matries is the produt of the eigenvalues.
With these notations a partition E = {E1, · · · , Er} is P -stable if ∀ai, bi, ∃ci suh that∑
i
aiχ(Ei) ⋆
∑
i
biχ(Ei) =
∑
i
ciχ(Ei)
the partition E = {E1, · · · , Er}is I-stable if ∀ai, ∃ci suh that∑
i
aiχ(Ei) ⋆
∑
i
ciχ(Ei) = (1, 0, · · · , 0)
orresponding to the matrix inversion of a yli matrix.
7. A set of disjoint subsets E = {E0 = {0} , E1, · · · , Ek} of {0, · · · , q − 1} is onvenient if ∀ (n1, · · · , nk) ∈ Nk ∀l ∈
[0, k]
∀i, j ∈ El (χ(E1)⋆n1 ⋆ · · · ⋆ χ(Ek)⋆nk)i = (χ(E1)⋆n1 ⋆ · · · ⋆ χ(Ek)⋆nk)j
By a slight abuse of notation a set E suh that {{0} , E} is onvenient is also alled onvenient. In that ase
one has
∀n > 0 ∀i, j ∈ E (Cy(χ(E))n)0,i = (Cy(χ(E))n)0,j (8)
Atually, sine any power of a q× q M an be expressed as linear ombination of the rst q− 1 powers with the
help of the Cayley-Hamilton theorem, one needs to verify Eq.8 only for 0 < n ≤ q − 1.
Intuitively, a onvenient set of disjoint subsets an be seen as a possible beginning of a stable pattern. Indeed
it veries some neessary onditions suh that it an be it extended to a stable pattern. In partiular eah set of
a stable partition is onvenient. This will be used in setion IV. Note that if E is a partition then it is P -stable.
68. An admissible set is a subset E of {0, · · · , q − 1}
E =
⊔
d∈D
d idHd (9)
where D is a subset of the divisors of q, Hd is a subgroup of Z⋆q
d
and gd(did, q) = d ∀d ∈ D. We will show below
that the union in Eq. 9 is indeed a disjoint union and that the admissible sets are in fat the only possible sets
in a stable pattern.
9. For I a nite set, x = (xi)i∈I we note Px,I = {A1, · · · , Ar} the partition of I suh that xi = xj i i and j are
in a same Ak. Atually the Ak's are the preimages of the appliation i → xi. When the set I = {1, · · · , q} we
do not speify it and note simply Px. For example for q = 4 P(x1,x2,x1,x1) = {{1, 3, 4} , {2}}
10. Finally if E is a group, F < E means that F is a subgroup of E.
II. ANALYTICAL RESULTS PERTAINING TO MATHEMATICS
In this paragraph we express the inverse-stability and the produt-stability for the pattern and the signed-pattern
in term of matrix subalgebra and list mathematial results whih are used in the next setion. We also present results
interesting per se, and likely to be usefull to go further in the lassiation of the lattie models.
A. List of the results
1. Pattern stability as matrix subalgebra
• The pattern E = {Ei} is produt-stable i there exists a partition F = {Fj} suh that⊕
1≤i≤r
Cχ̂(Ei) =
⊕
1≤j≤r
Cχ(Fj) (10)
• The pattern E = {Ei} is inverse-stable i there exists a partition F =
{
F+j , F
−
j
}
suh that⊕
1≤i≤r
Cχ̂(Ei) =
⊕
1≤j≤r
C
(
χ(F+j )− χ(F−j )
)
(11)
• The signed-pattern E = {E+i , E−i } is produt-stable i there exists a partition F = {Fi} suh that⊕
1≤i≤r
C
(
χ̂(E+i )− χ̂(E−i )
)
=
⊕
1≤j≤r
Cχ(F j) (12)
• The signed-pattern E = {E+i , E−i } is inverse-stable i there exists a partition F = {F+i , F−i } suh that⊕
1≤i≤r
C
(
χ̂(E+i )− χ̂(E−i )
)
=
⊕
1≤j≤r
C
(
χ(F
+
j )− χ(F−j )
)
(13)
2. Stability by multipliation
If E and F are two signed-patterns verifying Eq. 13 then for any a prime with q
aE = E and aF = F
By aE = E we mean ∀i, ∃k suh that either aE+i = E+k and aE−i = E−k , or aE+i = E−k and aE−i = E+k .
73. Admissible subsets
All the sets E±i or Ei in relations Eq.10-Eq.13 are admissible.
4. Convenient sets : neessary onditions of stability
This result is mainly useful for the demonstration of the result of the paragraph IIIA 2.
For a partition {E1, · · · , Er, A} we dene a partition {F1, · · · , Fs} suh that
⊕
1≤i≤r Cχ̂(Ei) ⊂
⊕
1≤j≤s Cχ(Fj),
with Fj maximal. We dene J the subset {1, · · · , s} by
j ∈ J ⇐⇒
(
χ̂(Ei)
)
k
6= 0 ∀i ∈ {1, · · · , r} , k ∈ Fj
Then the set {E1, · · · , Er} is onvenient i
⊕
j∈J
Cχ̂(Fj) ⊂
 ⊕
1≤i≤r
Cχ(Ei)
⊕(⊕
a∈A
Cχ({a})
)
5. Subgroups indue produt-stable patterns
If H is a subgroup of Z⋆q (the set of the invertible elements of Zq) then H indues a produt-stable pattern given
by the lasses modulo H (i.e. the{iH} i ∈ Zq)
6. Monoolor inverse-stable signed-pattern
Exept a q = 4 (and q = 1) example, there is no inverse-stable signed-pattern. This result proves a onjeture
onerning yli Hadamard matries in the partiular ase of symmetri matries.
B. Proof and illustration of the above result.
Below we prove and omment the results mentioned above. We also give examples and illustrations. First we need
two assertions.
Assertion 1: Let V ⊂ Cq be a vetor subspae of dimension r then V is produt-stable i there exists disjoints
subsets F1, · · · , Fr of {1, · · · , q} with V =
⊕
1≤i≤r Cχ(Fi).
Assertion 2: Let V ⊂ Cq be a vetor subspae of dimension r and V ⋆ the (supposed nonempty) subset of vetors of
V with all non-zero omponents, then (V ⋆)−1 ⊂ V i there exist a partition of {1, · · · , q} F+1 , F−1 , · · · , F+r , F−r
with
V =
⊕
1≤i≤r
C
(
χ(F+i )− χ(F−i )
)
In other words Assertion 1 states that V an be generated by vetors with entries 0 or 1, and Assertion 2 states
that V an be generated by vetors with entries 0, 1 or -1, and suh that the absolute value of all the entries of these
vetors sum up to the all one entry vetor. These assertions are proved by reurrene on the spae dimension q.
Proof of Assertion 1 For q = 1 the assertion is lear. Suppose Assertion 1 is true for dimension q − 1 and let
V ∈ Cq be a produt-stable subspae. Let V ∩ (Cq−1 × {0}) = W × {0} therefore W = ⊕1≤l≤sCχ(Fl) where the Fl
are disjoint subsets of {1, · · · , q − 1}. Let v ∈ V , we will show that i, j ∈ Fl implies vi = vj . If vq = 0 it is lear. If
not, one an always admit vq = 1, then v · v − v ∈ W × {0} so that v2i − vi = v2j − vj , whih implies vi = vj sine
vi+ vj = 1 is impossible (one an add χ(Fl)×{0} to v). So if v ∈ V is a vetor suh that vq = 1, we an admit vi = 0
for i ∈ Fl ∀l. Sine V = (W × {0})⊕ Cv and v · v = v then all v = χ(F ) where F ⊂ {1, · · · , q} disjoint of all Fl.
8Proof of Assertion 2 Let V satisfying the onditions of Assertion 2 and v ∈ V ⋆ suh that vq = 1, we dene
W = {w ∈ V | wq = 0} and I = {i | wi = 0 ∀w ∈W}. If I = {1, · · · , q} then W = Cv therefore v−1 = v whih
proves the assertion. On the ontrary if I 6= {1, · · · , q} there exists w ∈ W suh that wi 6= 0 for all i /∈ I, this is
possible while W is not a nite union of proper subspaes. Let u = limǫ→0
(
v + ǫ−1w
)−1
, ui = v
−1
i if i ∈ I and
ui = 0 if i /∈ I. On another hand v− v−1 ∈W so vi = v−1i for i ∈ I, nally vi = ±1 for i ∈ I. One has V = Cu⊕W ,
and we proeed again with W , keeping only the oordinates not in I.
1. Proof of IIA 1: pattern stability as matrix subalgebra
Eq. 10 and Eq. 12 are diret onsequenes of the assertion 1, taking
V =
⊕
1≤i≤r
Cχ̂(Ei)
Eq. 11 and Eq. 13 are diret onsequene the assertion 2. If Eq. 10 holds, then {0} ∈ E and {0} ∈ F . Indeed if k 6= 0
and 0 are in the same Fj and 1 ∈ Ei then
(
χ̂(Ei)
)
0
=
(
χ̂(Ei)
)
k
is impossible.
We give in Appendix A the exhaustive list of theP -stable, I-stable and IP¯ -stable pattern for q = 8. The pattern 9
is an illustration of 10, the pattern 5 is an illustration of 12, the pattern 18 is an illustration of 11, and nally pattern
8 is an illustration of 13.
Note that inverse stability is the justiation of introduing signed-pattern, whih ould not be justied in the
strit framework of lattie statistial mehanis sine asking that two Boltzmann weights are opposite is unphysial
(however suh opposite entries in the Boltzman weight matrix ourred in the solution of the 3d generalization of the
Yang-Baxter equation (tetrahedron equations) by Baxter and Zamolohikov).
In Appendix A we give a detailed non trivial example of appliation of Eq. 13.
2. Proof of IIA 2: stability by multipliation
Let E and F be two signed-patterns verifying Eq. 13 and A = ⊕1≤i≤r C(χ̂(E+i )− χ̂(E−i )) =⊕
1≤j≤r C
(
χ(F
+
j )− χ(F−j )
)
therefore for any i, χ̂(E+i ) − χ̂(E−i ) ∈ A. This implies that, for any j,
(
χ̂(E+i )
)
k
=
ǫ
(
χ̂(E
−
i )
)
l
for k, l ∈ F+j ∪F−j with ǫ = 1 if k and l are both in F+j or both in F−j , and ǫ = −1 else. Let us introdue
the polynomial
P (X) =
∑
e∈E+i
Xek −
∑
e∈E−i
Xek
− ǫ
∑
e∈E+i
Xel −
∑
e∈E−i
Xel
 ∈ Q [X]
One has P (ω) = 0 and onsequently, using a Galois symmetry argument, P (ωa) = 0 for a prime with q. Therefore
χ̂(aE+i )− χ̂(aE−i ) ∈ A and
⊕
1≤i≤r C
(
χ̂(E+i )− χ̂(E−i )
)
⊂ A. The equality follows by a dimension argument.
Notie that, applying this result to a = −1, one nds that if E ∈ E then either E = −E or −E is another set of E .
3. Proof of IIA 3: admissible subsets
Let us rst reall that an admissible set E of {0, · · · , q − 1} is a disjoint union
E =
⊔
d∈D
d idHd
where D is a subset of the divisors of q, Hd is a subgroup of Z⋆q
d
and gd(did, q) = d ∀d ∈ D.
We rst note that the intersetion of two admissible sets is an admissible set. This omes from the fat that if d
is a divisor of q, H and H ′ are two subgroups of Z⋆q
d
, and id and i′d are two elements of Z(q, d) then either there
9exists i′′d ∈ idH ∩ i′dH ′ implying that idH ∩ i′dH ′ = i′′d (H ∩H ′), or idH ∩ i′dH ′ = ∅. We need also the following
tehnial lemma:
Lemma 1 Let P (X) ∈ Z [X ], if id ∈ Z(q, d) then {jd ∈ Z(q, d) | P (ωid) = P (ωjd)} = idH with H < Z⋆q
d
(with a little
abuse of notation).
Proof: ωid is a q
d
th primitive root of unity that we denote ζ. Let k be the inverse of i modulo q
d
. The ondition
P (ωid) = P (ωjd) beomes P (ζ) = P (ζkj). But the set H =
{
m ∈ Z⋆q
d
| P (ζ) = P (ζm)
}
is a subgroup of Z⋆q
d
. Indeed
P (ζ) = P (ζm) does not depend of the partiular hoie of the primitive root of unity sine it amounts to saying that
P (X)− P (Xm) is a multiple of the minimal polynomial of ζ and therefore P (ζ) = P (ζm) and P (ζ) = P (ζl) implies
P (ζ) = P (ζml) and P (ζ) = P (ζm
−1
).
Let us onsider Eq. 13. Let k ∈ F+j and dene Pi(X) =
∑
e∈E+i X
e −∑e∈E−i Xe . By Eq. 13 one has
F+j =
⋂
1≤i≤r
{
l ∈ Zq | Pi(ωl) = Pi(ωk)
}
if d = gcd(q, k) then F+j ∩ Z(q, d) =
⋂
1≤i≤r
{
l ∈ Z(q, d) | Pi(ωl) = Pi(ωk)
}
whih is an admissible set by the results
above, and nally F+j is also admissible.
4. Proof of IIA 4: onvenient sets, neessary onditions of stability
We dene the intersetion of two partitions E = {E1, · · · , Er } and F = {F1, · · · , Fs} of a nite set I by
E ∩ F = {Ei ∩ Fj |1 ≤ i ≤ r 1 ≤ j ≤ s}
Lemma 2 Let y ∈ Cnand a(1), · · · , a(t) ∈ Cn for A ∈ Pa(1)∩ · · · ∩ Pa(t). The two following armations 14 and 15
are equivalent (with the onvention 00 = 1)
∀(k1, · · · , kt) ∈ Nt
n∑
i=1
a(1)k1i · · ·a(t)kti yi = 0 (14)
∀A ∈ Pa(1) ∩ · · · ∩ Pa(t)
∑
i∈A
yi = 0 (15)
Proof: The proof goes by indution over t. For t = 1, let us dene the sets Ai by Pa(1),{1,··· ,n} = {A1, · · · , Ar} and
let bj be the value of a(1)i for i in Aj . Using 14 one has 1 · · · 1· · · · · · · · ·
br−11 · · · br−1r

︸ ︷︷ ︸

∑
i∈A1 yi
.
.
.∑
i∈Ar yi
 =
 0..
.
0

B
(16)
Sine detB =
∏
1≤i<j≤r(bi − bj) 6= 0 (Vandermonde determinant),
∑
i∈Ak yi = 0 for any 1 ≤ k ≤ r. This proves the
property for t = 1.
Let us take t > 1 and assume the lemma for t− 1, therefore Eq. 14 is equivalent to∑
i∈A
a(t)kti yi = 0 ∀A ∈ Pa(1) ∩ · · · ∩ Pa(t−1) ∀kt ∈ N
and using the lemma for t = 1 this is equivalent to∑
i∈C
yi = 0 ∀C ∈ Pa(t),A with A ∈ Pa(1) ∩ · · · ∩ Pa(t−1)
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∑
i∈C
yi = 0 C ∈ Pa(1) ∩ · · · ∩ Pa(t)
whih ompletes the proof of the lemma.
We now use this lemma to prove the result II A 4. Let {E0, E1, · · · , Er, A} be a partition suh that E =
{E0, E1, · · · , Er} is onvenient. For (k0, · · · , kr) ∈ Nr+1 one introdues u = χ(E0)⋆k0 · · ·χ(Er)⋆kr . By denition
ui = uj for i and j in the same El. If v = û = q
k0+···+kr χ̂(E0)
k0 · · · χ̂(Er)
kr
this implies
∑
m vmω
−im =
∑
m vmω
−jm
leading to ∑
m
(
ω−im − ω−jm) (χ̂(E0))k0
m
· · ·
(
χ̂(Er)
)kr
m
= 0
We now use the lemma 2 with ym = ω
−im − ω−jm and a(n) = χ̂(En) to get the result.
5. Proof of IIA 5: subgroups indue produt-stable patterns
To show that subgroups indue produt-stable pattern, we rst note that the lass modulo H is indeed a pattern.
Let I be a set of representative of the lasses modulo H . Let
x =
∑
i∈I
aiχ(iH) ∈
⊕
i∈I
Cχ(iH)
then
(x̂)j =
∑
i∈I
ai
|iH |
|H |
∑
h∈H
ωihj
where |A| denotes the ardinality of the set A. Consequently if j′ = tj with t ∈ H then (x̂)j = (x̂)j′ whih implies⊕
i∈I
Cχ̂(iH) ⊂
⊕
i∈I
Cχ(iH)
The inverse inlusion is shown using inverse Fourier transform.
6. Proof of IIA 6: monoolor inverse-stable signed-pattern
Let us take q > 1 (the ase q = 1 is obvious). It is readily veried that the monoolor signed-pattern [a,−a,−a,−a]
is I-stable. We now prove the following lemma whih we will need.
Lemma 3 if a, b ∈ N⋆ aZ⋆ab = aZ⋆b(by Z⋆b we means the elements of Zab whih are prime with b).
Proof: Let us introdue the set C = {k ∈ Zab | gcd(k, b) = 1}, we will prove aZ⋆ab = aC. It is lear that aZ⋆ab ⊂ aC.
We need to show that if k is prime with b, then one of the k, k + b, · · · , k + (a− 1)b is prime with a. Let us write
a = cd where the prime fators of b appear only in c. Sine gcd(b, d) = 1 then k, k + b, · · · , k + (d− 1)b are distint
modulo d, therefore one of them is equal to 1 modulo d, whih proves the lemma.
Below we show that there is no other I-stable signed-pattern than [a,−a,−a,−a]. Let E+, E− be an I-stable
monoolor signed-pattern and M = Cy (χ(E+)− χ(E−)), the inverse-stability an be expressed as M2 = tIq where t
is some even non zero integer and Iq is the identity matrix. Applying twie M to the all-one entry vetor, one gets
M2 = s2Iq (17)
with s = |E+| − |E−| where we onsider, without loss of generality, that |E+| > |E−|.
We now prove that s2 = q. Indeed using Eq. 13
U⋆MU = q diag
(
χ̂(E+)− χ̂(E−)
)
11
so there exists a onstant k and a partition {F+, F−} of {0, · · · , q − 1} suh that χ̂(E+)−χ̂(E−) = k (χ(F+)− χ(F−)).
s =
(
χ̂(E+)− χ̂(E−)
)
0
= k (χ(F+)− χ(F−))0 so s = k
χ̂(E+)− χ̂(E−) = s (χ(F+)− χ(F−)) (18)
Dene N = Cy (χ(F+)− χ(F−)) applying again the Fourier transform to Eq. 18 one gets
N2 =
(q
s
)2
Iq
whih ombined with Eq. 17 yields
M2 = qIq
as stated before.
Applying the equation above to a diagonal term proves that M is symmetri and therefore Eq. 17 an be written
as
M˜M = qIq (19)
In other words, M is a so-alled [12℄ symmetri Hadamard matrix, see ref [11℄.
Using Eq. 17 and Eq. 19 one gets q = 4u2. The example given in the beginning of this paragraph orresponds to
u = 1.
Sine χ̂(E+)− χ̂(E−) = 2χ̂(E+)− ̂χ({0, · · · , q − 1)}) = 2χ̂(E+)− qχ({0)}) and using Eq. 18(
χ̂(E+)
)
i
= ±u for i 6= 0 (20)
Sine E+ is an admissible set (see paragraph IIA 3)
E+ =
⊔
d∈D
didHd
where D is a subset of the divisors of q, gd(d id, q) = d and Hd < Z
⋆
q
d
. Using the result of subsetion IIA 2 and sine
|E+| 6= |E−| for any a ∈ Z⋆q one has aE+ = E+ yielding Z⋆qE+ = E+, in partiular for d ∈ D, iddZ⋆q ⊂ E+. Using
Lemma 3 one has iddZ⋆q = iddZ
⋆
q
d
= dZ⋆q
d
, so that
E+ =
⊔
d∈D
dZ⋆q
d
(21)
(in the example shown in the beginning of this setion one has E+ = {1, 3} ⊔ {2}) .
At this point we need to use results of number theory. The so-alled Moebius funtion µ [29℄ is dened by
µ(n) =
 1 if n = 1(−1)l if n = p1 · · · pl0 else with p1, · · · , pl distint primes
and it has the property that
∑
k∈Z⋆n ζ
k = µ(n) where ζ = exp 2π
n
ı. In our ase one gets
∑
k∈Z⋆
q/d
ωkd = µ( q
d
). We now
use Eq. 20 and Eq. 21 and we get
±u =
(
χ̂(E+)
)
1
=
∑
d∈D
µ(
q
d
)
Noting q = 22a0p2a11 · · · p2all where 2, p1, · · · , pl are distint prime numbers, one has
|{t|q suh that µ(t) = 1}| = 2l = |{t|q suh that µ(t) = −1}|
therefore u = 2a0−1pa11 · · · pall ≤ 2l, onsequently l = 0 and a0 = 1, whih proves that q = 4 is the only possible value.
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III. ANALYTICAL RESULTS PERTAINING TO STATISTICAL MECHANICS
In this paragraph we express the inverse-stability and the produt-stability for the pattern and the signed-pattern
in term of matrix subalgebra and list our analytial results.
A. List of the results
1. q is a prime
When q is a prime number, there is no other produt-stable pattern than the patterns indued by the subgroups of
Zq. Furthermore there is no inverse-stable pattern whih is not produt-stable. Consequently there are 1 + τ(q − 1)
stable patterns, where τ(n) is the number of divisors of n.
2. q is the square of a prime or the produt of two primes
If q is the square of a prime p, then there are 1 + τ(p − 1) + τ2(p− 1) produt-stable patterns. In addition to the
lass modulo Zq desribed in IIA 5, there exists other produt-stable patterns. If P denotes the natural projetion
from Zq on Zp the set of produt-stable patterns is:
{{0} ,Zq \ {0}}
⋃
{αL}
⋃{{0} , aP−1(H), bpK}
where
α ∈ Zq L < Zq
a, b ∈ Z⋆p H,K < Z⋆p
If q = p1p2 is the produt of two dierent prime numbers p1 and p2 then the three-olor pattern dened by E0 = {0}
and E1 = {p1, 2p1, · · · , (p2 − 1)p1} is produt-stable.
3. An integrable one-parameter family of integrable patterns
if q 6= 2 is a prime the three-olor pattern formed by
E0 = {0}
E1 =
{
i2, i ∈ Z⋆q
}
(22)
E2 = Zq − E0 − E1
is produt-stable. Furthermore if q = 4k + 1, then the assoiated transformation K is integrable.
4. Six families of stable patterns
We give below six families of patterns whih are stable for any even q. Two patterns on the same row of the table
below are related by disrete Fourier transform.
Prod.-stable signed-pattern Inv.-stable simple-pattern
P1 = [x0, x1, · · · ,−x1, · · · , x1] Q1 = [x0, · · · , x0, x1, x0, · · · , x0]
P2 = [x0, x1,−x1, · · · , x2,−x1, · · · , x1] Q2 = [x0, x1, x0, · · · , x0, x2, x0, x1, · · · , x1]
P3 =
[
x0, x1, x2, · · · , x q
2
,−x1, · · · ,−x q
2
−1
]
Q3 =
[
x0, x1, x0, x2, x0, x3, · · · , x0, x q
2
]
Patterns P1 and Q1 are two-olor pattern, P2 and Q2 are three-olor pattern , and P3 and Q3 are
q
2 +1-olor patterns.
For pattern P1 (resp. Q1) the entry−x1 (resp. x1) is in position q2 +1 (position starting at zero). For pattern P2 and
Q2 the entry x2 is also in position
q
2 +1. Note that for P2 the elements before and after x2 are x1when
q
2 is even and−x1 when q2 is odd.
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B. Proof and illustration of the above results.
1. Proof of IIIA 1: q is a prime
The key point of this demonstration is the well known fat that (if a0, · · · , aq−1 ∈ Q)
q−1∑
i=0
aiω
i = 0⇐⇒ a0 = · · · = aq−1 (23)
Let E = {E+1 , E−1 , · · · , E+r , E−r } and F = {F+1 , F−1 , · · · , F+r , F−r } be two partitions verifying Eq. 13 with E+1 , · · · , E+r ,
F+1 , · · · , F+r non empty. We admit r ≥ 2 sine the ase r = 1 ours only for q = 1 or q = 4 as shown in setion IIA 6.
Note that the E's and the F 's play the same role and an be interhanged.
Let 1 ≤ l,m ≤ r, Eq. 13 an be rewritten as(
χ̂(E+l )− χ̂(E−l )
)
i
=
(
χ̂(E+l )− χ̂(E−l )
)
j
if i, j ∈ F+m or i, j ∈ F−m(
χ̂(E+l )− χ̂(E−l )
)
i
= −
(
χ̂(E+l )− χ̂(E−l )
)
j
if i ∈ F+m and j ∈ F−m
 (24)
If 0 ∈ F+1 we will show F+1 = {0} and F−1 = ∅. Suppose, ab absurdo, that there exists i 6= 0 with i ∈ F+1 ∪ F−1 .
Using Eq. 24 one gets (
χ̂(E+l )− χ̂(E−l )
)
0
= ±
(
χ̂(E+l )− χ̂(E−l )
)
i
for l 6= 1 and 0 ∈ E+1 . So that
∣∣E+l ∣∣− ∣∣E−l ∣∣ = ±
∑
e∈E+l
ωie −
∑
e∈E−l
ωie

whih is impossible by Eq. 23, sine 0 /∈ iE+l and iE+l ∩ iE−l = ∅. The same applies interhanging the E's and F 's.
We now show that E−1 = · · · = E−r = F−1 = · · · = F−r = ∅. Realling that E+1 = {0} and E−1 = ∅, let suppose that
F−l is non empty and i ∈ F+l , j ∈ F−l , using Eq. 24 one has
(
χ̂(E+1 )
)
i
= −
(
χ̂(E+1 )
)
j
and onsequently 1 = −1, a
ontradition.
So, when q prime, Eq. 13 redues to Eq. 10 whih we write(
χ̂(E+k )
)
i
=
(
χ̂(E+k )
)
j
∀i, j ∈ Fl, ∀k, l (25)
if 1 ∈ H ∈ E and 1 ∈ K ∈ F so ∑h∈H ωih =∑h∈H ωjh for i, j ∈ K . Using Eq. 23, one dedues iH = jH . Taking
j = 1 one gets i ∈ H and therefore K ⊂ H . Interhanging H and K one nds that K = H . From ij−1 ∈ H we
dedue that the subset of the partition whih ontains 1 is a subgroup.
Again using Eq. 25 with l ≥ 2 one has iE+l = jE+l for i, j ∈ H and therefore E+l = HE+l and E+l is an union of
lasses modulo H . On another hand again using Eq. 25(
χ̂(H)
)
i
=
(
χ̂(H)
)
j
∀i, j ∈ E+l
therefore iH = jH and E+l is one lass modulo H . This ompletes the proof (noting E
+
1 = {0} = 0H).
2. Proof of IIIA 2: q is the square of a prime
We onsider the ase q = p2 with p a prime and note ω = exp 2π
q
ı and ζ = exp 2π
p
ı. We reall that the ylotomi
polynomial of respetive order p and q are
Φp(X) = 1 + · · ·+Xp−1
Φq(X) = 1 +X
p + · · ·+X(p−1)p
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therefore if P (X) =
∑p−1
k=0 akX
k
and Q(X) =
∑p2−1
k=0 bkX
k
are two polynomials in Q[X ] then
P (ζ) = 0 ⇐⇒ a0 = · · · = ap−1 (26)
Q(ω) = 0 ⇐⇒ (p | (l −m)⇒ bl = bm) (27)
A minimal polynomial of ω over Q[ζ] is Xp − ζ. Finally we note P the natural projetion Zq P→ Zp.
Lemma 4 If H < Z⋆q then either H = P
−1(K) with K < Z⋆p (in that ase H is said to be of type 1) or
h ∈ H, h′ ∈ H, h 6= h′ implies p ∤ (h′ − h) (in that ase H is said to be of type 2).
Proof : Suppose H < Z⋆q is not of type 2, then there exists h, h
′, h′ 6= h suh that p | (h− h′), so h′h−1 = 1+ kp with
1 ≤ k ≤ p− 1. Therefore (1 + kp)l = 1 + klp for all l and 1 + pZp ⊂ H and nally H(1 + pZp) = H : H is of type 1.
The next lemma is devoted to the determination of P
χ̂(E)
when E = iH (p ∤ i and H < Z⋆q) or E = jpK (p ∤ j and
K < Z⋆p).
Lemma 5 One distinguishes the three following ases
E = jpK, p ∤ j, K < Z⋆p =⇒ Pχ̂(E) =
{
pZp,
{
iP−1(K)| p ∤ i}} (28)
E = iP−1(K), K < Z⋆p, p ∤ it =⇒ Pχ̂(E) =
{{0} ,Z⋆q , {pjK| p ∤ j}} (29)
E = iH, p ∤ i, H < Z⋆q , H of type 2 =⇒ Pχ̂(E) = {jH | j ∈ Zq} (30)
Proof of Eq. 28
If p ∤ i and p ∤ l then(
χ̂(E)
)
i
=
(
χ̂(E)
)
l
⇔
∑
k∈K
(
ωijpk − ωljpk) = 0⇔ ∑
k∈K
(
ζijk − ζljk) = 0 (1)⇐⇒ iK = lK
on another hand
(
χ̂(E)
)
pt
= |K| for any t. The equivalene noted (1)⇐⇒ refers to 26 with H < Z⋆q p ∤ i
Proof of Eq. 29
If K = Z⋆p, then E = Z
⋆
q and 29 is veried. We now suppose K 6= Z⋆p. If p ∤ l then(
χ̂(E)
)
l
=
∑
k∈K
∑p−1
m=0 ω
il(mp+k) = 0, on another hand if p ∤ t
(
χ̂(E)
)
pt
= p
∑
k∈K ζ
itk 6= 0 using 26 and K 6= Z⋆p,
the value
∑
k∈K ζ
itk
depends only on K using again 26. Finally
(
χ̂(E)
)
0
= p |K|.
Proof of Eq. 30
If p ∤ l and p ∤ j the two quantities
(
χ̂(E)
)
j
=
∑
h∈H ω
ijh
and
(
χ̂(E)
)
l
=
∑
h∈H ω
ilh
are equal i ijH = ilH .
Indeed let us suppose
(
χ̂(E)
)
j
=
(
χ̂(E)
)
l
then ∀k ∈ [1, p− 1] , |ijH ∩ (k + pZp)| = 0, or 1 sine H is of type 2, and
if t ∈ (ijH ∩ (k + pZp)) \ (ilH ∩ (k + pZp)) then, using 27, t+ p, · · · , t+ (p− 1)p also belong to
(ijH ∩ (k + pZp)) \ (ilH ∩ (k + pZp)), a ontradition. On another hand
(
χ̂(E)
)
j
an be seen as a polynomial in ω
of degree stritly smaller than p over Q [ζ] therefore
(
χ̂(E)
)
j
/∈ Q [ζ] (see above point 4 of the realls). Finally if p ∤ l
and p ∤ j the two quantities
(
χ̂(E)
)
pj
=
∑
h∈H ζ
ijh ∈ Q [ζ] and
(
χ̂(E)
)
pl
=
∑
h∈H ζ
ilh ∈ Q [ζ] are equal i
ijP (H) = ilP (H) using 26.
Lemma 6 If E is onvenient, admissible, E ∩ Z⋆q 6= ∅ and E ∩ pZ⋆p 6= ∅ then E = Zq \ {0}.
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Proof: Let us take a set E verifying the onditions of the lemma, sine E is admissible then E = iH ⊔ jpK with
H < Z⋆q , K < Z
⋆
pand p ∤ i and p ∤ j . If there is A ∈ Pχ̂(E) with A = pM ⊂ pZ⋆p using (*)
(
χ̂(A)
)
i
=
(
χ̂(A)
)
jp
,
therefore
∑
m∈M ω
imp =
∑
m∈M ω
jmp2
, so
∑
m∈M ζ
im = |M | whih is impossible. Consequently there exists t
relatively prime to p suh that t, p ∈ B ∈ P
χ̂(E)
and so
(
χ̂(E)
)
t
=
(
χ̂(E)
)
p
whih reads
∑
h∈H
ωiht +
∑
k∈K
ζjkt =
∑
h∈H
ζih +
∑
k∈K
1 (31)
So
∑
h∈H ω
iht ∈ Q [ζ] and H annot be of type 2 sine the degree of ω over Q [ζ] is p. H is then of type 1,
H = P−1(L) where L < Z⋆p. Using 31,
∑
k∈K ζ
jkt = p
∑
l∈L ζ
il + |K| . We use 26 and we note
As = |{k ∈ K|p | jkt− s}| and Bs = |{l ∈ L|p | jl− s}| for 1 ≤ s < p, one dedues |K| = −As + pBs whih is
possible only if As = Bs = 1 ∀s, therefore K = L = Z⋆p and nally E = Zq \ {0}.
Remark If {{0} , E, F} is onvenient then ∀A ∈ P
χ̂(E)
∩P
χ̂(F )
one has
(
χ̂(A)
)
i
=
(
χ̂(A)
)
j
if i, j ∈ E or i, j ∈ F
and so if P
χ̂(A)
= {B1, · · · , Br} then E ⊂ Bs and F ⊂ Bt for some s and t.
Proof of the result IIIA 2 We onsider below ve possible ases of ouples (E,E′) suh that {{0}E,E′} is on-
venient. In eah ase we are going to apply the remark above with a suitable hoie of the set A, as well as Lemma
5.
1. E = iH, p ∤ i, H < Z⋆q , E
′ = jK, p ∤ j, K < Z⋆q , H and K are both of type 2. Using Eq. 30, Pχ̂(E) =
{kH | k ∈ Zq} and Pχ̂(F ) = {kH | k ∈ Zq} so Pχ̂(E) ∩ Pχ̂(F ) = {k(H ∩K)| k ∈ Zq}. Taking A = H ∩ K,
P
χ̂(A)
= {l(H ∩K)| l ∈ Zq}, one gets that E ⊂ l(H∩K) and E′ ⊂ m(H∩K) for some l and m whih is possible
only if H = K.
2. E = iH, p ∤ i, H < Z⋆q , H is of type 2 and E
′ = jP−1(L), L < Z⋆p, p ∤ j, Pχ̂(F ) =
{{0} ,Z⋆q , {pkL| p ∤ k}}.
Taking A = H ∈ P
χ̂(E)
∩P
χ̂(F )
, jP−1(L) ⊂ mH for some m whih is in ontradition with the fat that H is
of type 2.
3. E = iH, p ∤ i, H < Z⋆q , H is of type 2 and E
′ = jpK, K < Z⋆q , Pχ̂(F ) =
{
pZp,
{
tP−1(K)| p ∤ t}}. Taking A =
H ∩P−1(K) whih a subgroup of type 2, P
χ̂(A)
=
{
s(H ∩ P−1(K))| s ∈ Zq
}
and therefore H ⊂ s(H ∩P−1(K))
and pK ⊂ pt(H ∩ P−1(K)) for some s and t. We dedue that pH = pK.
4. E = ipK, p ∤ i, K < Z⋆q and E
′ = jpL, p ∤ j, L < Z⋆q , Pχ̂(E)∩P dχ(F ) =
{
pZp,
{
mP−1(K ∩ L)| p ∤ m}}. Taking
now A = P−1(K ∩ L), P
χ̂(A)
=
{{0} ,Z⋆q , {pt(K ∩ L)| p ∤ t}} yielding K = L.
5. E = iP−1(K), K < Z⋆p, p ∤ i and E
′ = jP−1(L), L < Z⋆p, p ∤ j. Taking A = p(K ∩ L) ∈ Pχ̂(E)∩P χ̂(F ) ={{0} ,Z⋆q , {pt(K ∩ L)| p ∤ t}}, Pχ̂(A) = {pZp,{mP−1(K ∩ L)| p ∤ m}} one gets K = L.
We now take E = {E1, · · · , Er} and F =
{
P ̂χ(aP−1(H)) =
{{0} ,Z⋆q , {pmH | p ∤ m}}F1, · · · , Fr} verifying Eq. 10. If
one of the Ei's is of the type of Lemma 6, then E = {{0} ,Zq \ {0}}. From now on we onsider the ase where no Ek
is of this type. So all the Ek's are either iH , or jpK or {0}, with H < Z⋆q p ∤ i or K < Z⋆p p ∤ j. It is lear that if
E, E′ (distint) are in E , then {{0}E,E′} is onvenient. Suppose there is a set Ek = iH with H < Z⋆q p ∤ i with H
of type 2, then using the three rst points above one gets that the El are the lass modulo H . Using now the last two
points, we see that ∀E ∈ E \ {0} either E = iP−1(K), p ∤ i or E = jpL, p ∤ j. Thus we have shown that the only
possible P -stable patterns are those ourring in the paragraph IIIA 2.
We now verify that these ases are indeed P -stable. Obviously{{0} ,Zq \ {0}}and {αL} are P -stable. Let us
now take E = {{0} , aP−1(H), bpK} with H,K < Z⋆p and a, b ∈ Z⋆p, P ̂χ(aP−1(H) = {{0} ,Z⋆q , {pmH | p ∤ m}} and
P
χ̂(bpK)
=
{
pZp,
{
tP−1K| p ∤ t}}. Note that these two sets are independent of a and b. Showing that E is produt
stable amounts to showing that it is onvenient. The only possible A in P ̂χ(P−1(H))∩Pχ̂(pK) are {0}, pmH and tP−1(K)
with p ∤ m and p ∤ t. When A = pmH then P
χ̂(A)
=
{
pZp,
{
mP−1(H)| p ∤ m}} while when A = tP−1(K),P
χ̂(A)
={{0} ,Z⋆q , {pmHK| p ∤ m}} . In both ases Eq. 10 is veried whih ompletes the proof of III A 2.
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We are now in position to ompute the number of stable patterns. We reall that a yli group of order n has τ(n)
subgroups so that Z⋆q has τ(p
2 − p) = 2τ(p − 1) subgroups, but there are as many subgroups of type 1 as subgroups
in Z⋆p i.e. τ(p− 1), so there are τ(p− 1) subgroups of type 2. Finally
∣∣{{0} , aP−1(H), bpK}∣∣ = (τ(p − 1))2, yielding
the stated result.
In appendix we give as an illustration the example of all stable patterns for q = 25 = 52.
3. Proof of IIIA 3: an integrable one-parameter family of integrable patterns
• Clearly for the pattern dened by Eq 22.
ard(E1) = ard(E2) =
q − 1
2
• If k ∈ E1then there exists a suh that k = a2 mod q therefore
kE1 = a
2
{
i2 mod q
}
= E1
so
∑
i∈E1 w
ki
is independent of k ∀k ∈ E1. Let us dene A and A′
A ≡
∑
i∈E1
wk1i, A′ ≡
∑
i∈E2
wk2i
where k1 ∈ E1 and k2 ∈ E2. One has A+A′ + 1 = 0.
Let us reall the Gauss's result [25℄
q−1∑
j=0
exp
2ıπj2
q
=

(1 + ı)
√
q q = 0 mod 4√
q q = 1 mod 4
0 q = 2 mod 4
ı
√
q q = 3 mod 4
from whih one dedues
A =
ǫq
√
q − 1
2
with
ǫq =
{
1 if q ≡ 1 mod 4
ı if q ≡ 3 mod 4
• Finally, the Fourier transform is represented by the 3× 3 matrix:
Fq =
 1
q−1
2
q−1
2
1
ǫq
√
q−1
2
−ǫq√q−1
2
1
−ǫq√q−1
2
ǫq
√
q−1
2
 (32)
When q = 1 mod 4 then ǫq = 1, Eq. 32 orresponds to Eq17 and Eq 18 of [26℄. We dedue that the integrable
mapping disovered in this referene orresponds to a spin edge model of lattie statistial mehanis when q is a
prime number with q = 1 mod 4, the pattern is expliitly dened by Eq. 22. The homogeneous expression of the
transformationK : (x, y, z)→ (X,Y, Z) an then easily be found. If one introdues then the inhomogeneous variables
u = y
x
and v = z
x
a K−invariant having a partiularly simple form is
∆ =
(u− v)2
(2uv − u− v)(u+ v − 2)
(
q + 2
uv − u− v + 1
u+ v
)
When q = −1 mod 4 then ǫq = ı and the orresponding mapping is not integrable. However a omplexity redution
ours and using the method developed in [1, 22℄ one nds for the generating funtion of the degree dened in Eq. 1
f(x) =
1
(1− x)(1 − x− x2)
leading to a omplexity
λ =
√
5− 1
2
≃ 1.618034
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4. Mapping of the six families of stable patterns of IIIA 4
These results are veried by diret inspetion. Using the methodology and notation of [22℄, the ollineation C, the
inverse I, the generi (i.e. arbitrary q) degree generating funtion f and therefore the omplexity an be omputed
for P1, Q1, P2 and Q2 .
• for P1 and Q1 the mapping are trivial. P1 leads to a linear mapping with generating funtion 11−x , and Q1 to a
mapping (K2Q2 = −1).
CP1 =
(
1 1
1 1− q
)
, IP1
(
x0
x1
)
=
(
x0 + (2− q)x1
−x2
)
CQ1 =
(
1 1
1 ǫq
)
, IQ1
(
x0
x1
)
=
(
x1
−x2
)
• for P2 and Q2, one an also nd expliitly the expression of the ollineation and of the inverse. The various
expressions depend of the parity of
q
2 (as mentioned q should be even) yielding four mappings all having the
same degree generating funtion
f(x) =
1 + x
(1− x)(1 − 2x)
giving an integer omplexity λ = 2. Introduing ǫq = (−1) q2 the orresponding ollineation and inverse are given
below
CP2 =
 1 2 11+ǫq
2
1−ǫq
2 −1
1 −(q − 2) 1
 , IP2
 x0x1
x2
 =
 x20 − (q − 2)x21 − (q − 4)x0x1 + ǫqx0x2−(x0 − ǫqx2)x1
−ǫqx22 + ǫq(q − 2)x21 + (q − 4)x2x1 − x0x2

CevenQ2 =
 q2 − 1 q2 11 0 −1
q
2 − 1 − q2 1
 , IevenQ2
 x0x1
x2
 =
 (2q − 4)x20 − 2qx21 + 4x0x2−4(x0 − x2)x1
−(q − 2)(q − 4)x20 + q(q − 2)x21 − 4x22 − 4(q − 3)x0x2

CoddQ2 =
 q2 q2 − 1 10 1 −1
q
2 − q2 + 1 −1
 , IoddQ2
 x0x1
x2
 =
 4(x1 − x2)x02qx20 + (4 − 2q)x21 − 4x1x2
−q(q − 2)x20 + (q − 2)(q − 4)x21 + 4x22 + 4(q − 3)x1x2

The supersript refers to the parity of
q
2 .
IV. NUMERICAL RESULTS
A. Computer-aided method
To study the ase where q is neither a prime nor the square of a prime, we use a omputer. In priniple there is no
diulty sine it is only a matter of generating the patterns or the signed-patterns and hek the stability. To test
the stability we an use the formula Eq. 10-13. However, in pratie, this would be tratable only for a very small
value of q sine the number of patterns grows extremely fast with q.
If a partition E = {E1, · · · , Er} is produt stable then for any k, Ek must be suh that i, j ∈ Ek ⇒ (Cy(χ(Ek)))i =
(Cy(χ(Ek)))j. Sine the yli matries assoiated to a stable pattern form an algebra, we see that any subset Ek
must be onvenient (see Eq. 8). This simple remark tells that it is not neessary to generate all possible subset
Ek, but only onvenient sets: one an rst enumerate the 2
q
subsets E of {0, · · · , q − 1}and keep only those whih
are onvenient. The key point here is that a subset E is onvenient irrespetive of the way the remaining indies
are grouped into others subsets. Then, using a tree struture, we an assoiate onvenient subsets to make stable
patterns. In order to minimize the tree struture, one an also use ondition on pairs (or more) of index subsets,
also dedued from Eq. 8. This proedure applies mutatis mutandis to inverse-stability when the matries χ(E) are
invertible. Note that this proedure an also be applied to the searh of non yli stable patterns.
In the ase of yli matrix we an go further and avoid the onsideration of all possible subsets, retaining only
the onvenient sets. Indeed using the result of setion IIA 3 one an generate diretly the admissible sets. We then
onsider these sets as atoms to be ombined to produe the patterns. This an also be implemented using a tree
struture. In the results shown below, we did not use this last remark.
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q 2 3 4 5 6 7 8
# tested pattern 3 11 49 257 1539 10299 75905
P -Stable Pattern 1 2 3 3 7 4 10
P -Stable signed-Pattern 0 0 6 0 3 0 17
IP¯ -Stable Pattern 0 0 2 0 3 0 11
IP¯ -Stable signed-Pattern 0 0 2 0 1 0 19
Total 1 2 13 3 14 4 57
Table I: Number of P - and IP¯ -stable patterns and signed-patterns.
q 9 10 11 12 13 14 15 16 17
# stable patterns 7 10 4 32 6 13 21 37 5
q 18 19 20 21 22 23 24 25 26
# stable patterns 42 6 47 28 14 5 172 13 19
q 27 28 29 30 31 37 41 43 49
# stable patterns 25 61 7 148 8 9 8 8 21
Table II: Number of produt-stable patterns.
B. Results
In table I we present the number of P -stable and IP¯ -stable patterns and signed-patterns for 2 ≤ q ≤ 8. In table
II we present the number of P -stable patterns for larger values of q. All these numbers have been found using the
algorithm presented above. We have veried that for q prime (i.e. q = 2, 3, 5, 7, 11, 13, 17, 19, 23, 29) it
orresponds to the result of setion III A 1, and for q the square of a prime (q = 4, 9, 25) to the result of setion
III A 2. In Table I the rst line is the number of onvenient sets. The expliit expression of eah pattern is not given
in the text, but an be downloaded from the site [28℄. However the ase q = 8 is given in detail in Appendix A.
Finally a maple program to generate all the stable patterns for q = p2 with p prime an be download from [28℄.
V. CONCLUSION
In this paper we have shown several results onerning stable patterns in the ase of yli matries. The notion of
signed-pattern arises naturally when one studies IP¯ -stability as a onsequene of a duality between yli matries
and their Fourier transform. We nd in partiular an exat orrespondene between IP¯−stable patterns and P−stable
signed-patterns, whih justies, a posteriori, the introdution of signed-patterns in this yli matrix ontext. The
main results Eq. 10-Eq. 13 enable to nd all I-stable patterns and signed-patterns when the number of states is
a prime or the square of a prime, and to nd some, but not all, stable patterns for omposite integer values of q.
This provides examples of birational transformations of an arbitrary large number of variables. We have omputed
the omplexity of the orresponding transformations in some ases, nding a omplexity redution. In partiular we
have reovered a one-parameter family of integrable transformations, for whih we have given expliitly the matrix
representation when it exists. The ase of the monoolor I-stable signed-patterns has been solved, demonstrating a
onjeture about Hadamard matries in a partiular ase. We also present an algorithm to nd I-stable patterns.
Although this algorithm is exponential, it an be used for not too large values of q.
It would be interesting to generalize our result to arbitrary value of q and to perform a more systemati analysis of
the omplexity of the assoiated birational transformation. Finally the same problem for non yli matries should
also be investigated, but it seems to us that it beomes a very ompliated task, as a onsequene of the loss of the
disrete Fourier transform.
Appendix A: STABLE PATTERNS FOR q = 8
We list below the stable patterns for q = 8. The number before the eight letters between braket is the arbitrary
label of the pattern. The sequene of eight letters designates the rst row of the yli matrix in the diret spae, and
the diagonal of the matrix in the Fourier spae. When a letter is repeated (resp. negated) this means that the two
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orresponding entries of the matrix are equal, (resp. opposite). For example the pattern number 10 below orresponds
to
M10
Fourier
=

a 0 0 0 0 0 0 0
0 b 0 0 0 0 0 0
0 0 −b 0 0 0 0 0
0 0 0 b 0 0 0 0
0 0 0 0 c 0 0 0
0 0 0 0 0 b 0 0
0 0 0 0 0 0 −b 0
0 0 0 0 0 0 0 b

, M10
diret
=

a b −b b c b −b b
b a b −b b c b −b
−b b a b −b b c b
b −b b a b −b b c
c b −b b a b −b b
b c b −b b a b −b
−b b c b −b b a b
b −b b c b −b b a

and the yli matrix assoiated to pattern 17 with rst row [a, b, a, b, c, b, a, b] beomes by fourier transform the
diagonal matrix M10
fourier
to whih one assoiates in the diret spae the yli matrix M10
diret
(see above).
Diret spae → Fourier spae Diret spae → Fourier spae
P -stable pattern→ P -stable pattern IP¯ -stable pattern→ P -stable signed-pattern
9[a, b, c, d, e, b, f, d]→ 9[a, b, c, d, e, b, f, d] 4[a, a, a, a, b, a, a, a]→ 55[a, b,−b, b,−b, b,−b, b]
15[a, b, c, b, d, b, c, b]→ 15[a, b, c, b, d, b, c, b] 6[a, b, c, b, a, d, e, d]→ 35[a, b, c, d, e,−d, c,−b]
22[a, b, b, b, b, b, b, b]→ 22[a, b, b, b, b, b, b, b] 11[a, b, a, c, a, d, a, e]→ 31[a, b, c, d, e,−b,−c,−d]
39[a, b, c, d, e, d, c, b]→ 39[a, b, c, d, e, d, c, b] 14[a, b, c, d, a, b, e, d]→ 21[a, b, c,−b, d, b, e,−b]
48[a, b, c, d, e, f, g, h]→ 48[a, b, c, d, e, f, g, h] 17[a, b, a, b, c, b, a, b]→ 10[a, b,−b, b, c, b,−b, b]
51[a, b, c, b, d, e, c, e]→ 51[a, b, c, b, d, e, c, e] 18[a, b, c, b, a, d, c, d]→ 5[a, b, c, b, d,−b, c,−b]
3[a, b, c, b, d, b, e, b]↔ 53[a, b, c, d, e, b, c, d] 20[a, b, c, d, a, d, c, b]→ 47[a, b, c,−b, d,−b, c, b]
24[a, b, c, b, c, b, c, b]↔ 56[a, b, b, b, c, b, b, b] 25[a, a, b, a, a, a, c, a]→ 37[a, b, c,−b,−c, b, c,−b]
29[a, b, c, d, a, e, c, f ]→ 13[a, b, c, d, e,−b, f,−d]
34[a, b, c, b, a, b, d, b]→ 49[a, b, c,−b, d, b, c,−b]
54[a, b, c, d, a, d, e, b]→ 44[a, b, c,−b, d, e, c,−e]
Diret spae → Fourier spae Diret spae → Fourier spae
P -stable signed-pattern→ IP¯ -stable pattern IP¯ -stable signed-pattern→ IP¯ -stable signed-pattern
5[a, b, c, b, d,−b, c,−b]→ 18[a, b, c, b, a, d, c, d] 8[a, b, c,−b, a,−b, c, b]→ 8[a, b, c,−b, a,−b, c, b]
10[a, b,−b, b, c, b,−b, b]→ 17[a, b, a, b, c, b, a, b] 16[a,−a, a,−a, b,−a, a,−a]→ 16[a,−a, a,−a, b,−a, a,−a]
13[a, b, c, d, e,−b, f,−d]→ 29[a, b, c, d, a, e, c, f ] 19[a, b, c, d,−a, b,−c, d]→ 19[a, b, c, d,−a, b,−c, d]
21[a, b, c,−b, d, b, e,−b]→ 14[a, b, c, d, a, b, e, d] 23[a, b, c, d, a,−d, e,−b]→ 23[a, b, c, d, a,−d, e,−b]
31[a, b, c, d, e,−b,−c,−d]→ 11[a, b, a, c, a, d, a, e] 27[a, b, c, b, a,−b, c,−b]→ 27[a, b, c, b, a,−b, c,−b]
35[a, b, c, d, e,−d, c,−b]→ 6[a, b, c, b, a, d, e, d] 32[a, b, c, d,−a, e,−c, f ]→ 32[a, b, c, d,−a, e,−c, f ]
37[a, b, c,−b,−c, b, c,−b]→ 25[a, a, b, a, a, a, c, a] 38[a, b, c, d, a,−b, c,−d]→ 38[a, b, c, d, a,−b, c,−d]
44[a, b, c,−b, d, e, c,−e]→ 54[a, b, c, d, a, d, e, b] 42[a, b, c,−b, a, d, e,−d]→ 42[a, b, c,−b, a, d, e,−d]
47[a, b, c,−b, d,−b, c, b]→ 20[a, b, c, d, a, d, c, b] 50[a, b, c,−b, a, b, d,−b]→ 50[a, b, c,−b, a, b, d,−b]
49[a, b, c,−b, d, b, c,−b]→ 34[a, b, c, b, a, b, d, b] 1[a, b, c, b, a,−b,−c,−b]↔ 52[a, b, a, c, a,−c, a,−b]
55[a, b,−b, b,−b, b,−b, b]→ 4[a, a, a, a, b, a, a, a] 2[a, b, c,−b,−a,−b, c, b]↔ 45[a, b,−a, c, a, c,−a, b]
7[a, b, c, d, a,−d, c,−b]↔ 36[a, b, c, b, a,−b, d,−b]
12[a, b, c,−b, a,−b,−c, b]↔ 41[a, b, a,−b, a, c, a,−c]
26[a, b,−a, b, a, c,−a, c]↔ 57[a, b, c, b,−a,−b, c,−b]
28[a, b, c,−b, a,−b, d, b]↔ 33[a, b, c,−b, a, d, c,−d]
30[a,−a, b,−a, a,−a, c,−a]↔ 40[a, b,−a,−b, c, b,−a,−b]
43[a, b,−a, c, a, d,−a, e]↔ 46[a, b, c, d,−a,−b, e,−d]
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In the following we show in detail that Eq. 13 is indeed veried on the example of the Fourier related pair of
signed-patterns labeled 7 and 36 above. We used the letter E for pattern 7 and F for pattern 36, and ω = exp 2π8 ı.
χ(E+0 ) =

1
0
0
0
1
0
0
0

, χ(E+1 ) =

0
1
0
0
0
0
0
0

, χ(E−1 ) =

0
0
0
0
0
0
0
1

, χ(E+2 ) =

0
0
1
0
0
0
1
0

, χ(E+3 ) =

0
0
0
1
0
0
0
0

, χ(E−3 ) =

0
0
0
0
0
1
0
0

χ̂(E+0 ) =

2
0
2
0
2
0
2
0

, χ̂(E+1 ) =

1
ω
ı
−ω¯
−1
−ω
−ı
ω¯

, χ̂(E−1 ) =

1
ω¯
−ı
−ω
−1
−ω¯
ı
ω

, χ̂(E+2 ) =

2
0
−2
0
2
0
−2
0

, χ̂(E+3 ) =

1
−ω¯
−ı
ω
−1
ω¯
ı
−ω

, χ̂(E−3 ) =

1
−ω
ı
ω¯
−1
ω
−ı
−ω¯

χ̂(E+0 ) =

2
0
2
0
2
0
2
0

, χ̂(E+1 )− χ̂(E−1 ) =

0√
2ı
2ı√
2ı
0
−√2ı
−2ı
−√2ı

, χ̂(E+2 ) =

2
0
−2
0
2
0
−2
0

, χ̂(E+3 )− χ̂(E−3 ) =

0√
2ı
−2ı√
2ı
0
−√2ı
2ı
−√2ı

(A1)
on another hand
χ(F+0 ) =

1
0
0
0
1
0
0
0

, χ(F+1 )− χ(F−1 ) =

0
1
0
1
0
−1
0
−1

, χ(F+2 ) =

0
0
1
0
0
0
0
0

, χ(F+3 ) =

0
0
0
0
0
0
1
0

(A2)
It is then straightforward to verify that the four vetors of Eq. A1 and Eq. A2 span the subspae:
χ̂(E+0 ) = 2χ(F
+
0 ) + 2χ(F
+
2 ) + 2χ(F
+
3 )
χ̂(E+1 )− χ̂(E+1 ) =
√
2ı
(
χ(F+1 )− χ(F−1 )
)
+ 2ıχ(F+2 )− 2ıχ(F+3 )
χ̂(E+2 ) = 2χ(F
+
0 )− 2χ(F+2 )− 2χ(F+3 )
χ̂(E+3 )− χ̂(E−3 ) =
√
2ı
(
χ(F+1 )− χ(F−1 )
)− 2ıχ(F+2 ) + 2ıχ(F+3 )
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Appendix B: STABLE PATTERNS FOR q = 25 = 52
We list, as an illustration, the stable patterns for q = 25. There are 1 + τ(4) + τ2(4) = 1 + 3 + 32 = 13 suh stable
patterns.
Firstly there is the simple pattern orresponding to the standard Potts model:
1 [a, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b, b]
then the pattern orresponding to the subgroup of Z⋆25 = {1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13 · · · , 24} :
L1 = Z
⋆
24
L2 = {1, 4, 6, 9, 11, 14, 16, 19, 21, 24}
L3 = {1, 6, 11, 16, 21}
L4 = {1, 7, 18, 24}
L5 = {1, 24}
L6 = {1}
whih gives the six patterns
2 [a, b, b, b, b, c, b, b, b, b, c, b, b, b, b, c, b, b, b, b, c, b, b, b, b]
3 [a, b, c, c, b, d, b, c, c, b, e, b, c, c, b, e, b, c, c, b, d, b, c, c, b]
4 [a, b, c, d, e, f, b, c, d, e, g, b, c, d, e, h, b, c, d, e, i, b, c, d, e]
5 [a, c, d, e, e, b, f, c, f, g, b, d, g, g, d, b, g, f, c, f, b, e, e, d, c]
6 [a, d, e, f, g, b, h, i, j, k, c, l,m,m, l, c, k, j, i, h, b, g, f, e, d]
7 [a, g, h, i, j, c, k, l, n, b, d, p,m, o, q, e, r, s, t, u, f, v, w, x, y]
Finally the remaining patterns are omputed fromZ⋆5 = {1, 2, 3, 4}:
K1 = {1, 2, 3, 4} P−1(K1) = Z⋆25
K2 = {1, 4} P−1(K2) = {1, 4, 6, 9, 11, 14, 16, 19, 21, 24}
K3 = {1} P−1(K3) = {1, 6, 11, 16, 21}
yielding the six last patterns:
8 [a, b, b, b, b, c, b, b, b, b, d, b, b, b, b, d, b, b, b, b, c, b, b, b, b]
9 [a, b, b, b, b, c, b, b, b, b, d, b, b, b, b, e, b, b, b, b, f, b, b, b, b]
10 [a, c, d, d, c, b, c, d, d, c, b, c, d, d, c, b, c, d, d, c, b, c, d, d, c]
11 [a, b, c, c, b, d, b, c, c, b, e, b, c, c, b, f, b, c, c, b, g, b, c, c, b]
12 [a, c, d, e, f, b, c, d, e, f, b, c, d, e, f, b, c, d, e, f, b, c, d, e, f ]
13 [a, d, e, f, g, b, d, e, f, g, c, d, e, f, g, c, d, e, f, g, b, d, e, f, g]
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