This paper addresses an optimal technique for throughput optimization of general non-linear data flow computations using a set of transformations. Throughput is widely recognized as the most important design metric of the modem DSP and communication applications. Numerous approaches have been proposed for throughput optimization, but most was restricted to limited classes of computations. They have limited effectiveness when applied to large complex non-linear DSP and communication computations. The new technique is used as an optimization engine in a divide-andconquer global approach for throughput optimization. We demonstrate the effectiveness of the new technique on numerous real-life non-linear designs.
Introduction
Throughput is widely recognized as the most important design metric of modem DSP and communication applications [7] . Techniques for optimizing throughput are also widely used during the optimization of other design metrics such as area and power. For example, one of the most effective techniques to optimize power is voltage scaling which is enabled by throughput optimization [ 
13.
Iteration bound, and control and data dependencies impose fundamental limits on achievable performance. Transformations are one of the most effective ways to overcome these limitations [lo, 11. Transformations alter the structure of a computation in such a way that the user specified input/output relationship is maintained. Numerous approaches have been proposed for throughput optimization using transformations, but most was restricted to limited classes of computations such as linear computations and even more restricted instances of linear computations [8, 9] . They are inapplicable or ineffective when applied to large complex non-linear DSP and communication computations. Guerra et al. [2] recently proposed a divide-and-conquer approach for general non-linear computations which leverages upon existing techniques for limited computation types by enabling more effective and coordinated use of the techniques. The approach logically divides the whole computation into subparts which may fall into special computation types that can be optimized effectively by existing techniques. However, the approach is ineffective when subparts are classified as general non-linear computation for which there are few existing effective techniques for throughput optimization.
To overcome these limits, this paper addresses an optimal technique for throughput optimization of general non-linear computations using a set of transformations (distributivity, associativity, inverse and zero element law, common subexpression replication and elimination, constant propagation, pipelining and unfolding). The target applications are large complex non-linear DSP and communication data-flow intensive computations.
To illustrate the key ideas behind the new approach and show its effectiveness, consider the control data flow graph (CDFG) of 2nd order Volterra filter, shown in Figure l(a) . The 2nd order Volterra filter is non-linear. The critical path of the computation is 12 clock cycles, assuming each operator takes one clock cycle. The critical path occurs when the next state of the delay D3 is computed. A number of known techniques can be used to improve the throughput, but only by limited amounts. For example, pipelining may reduce the critical path to at best 9 clock cycles. Using the technique proposed in this paper, the critical path can be reduced to 6, as shown in Figure l 
Preliminaries
We assume that an arbitrary non-linear computation is given. when the unfolding factor is k. Based on these results, the parts of the general non-linear computation which do not belong to feedback cycles can be optimized separately from those which belong to feedback cycles. Thus, we concentrate on the parts which belong to feedback cycles in our study to develop a technique for throughput optimization of general non-linear computation.
In linear computations, the next state (delay) and the outputs are linear functions of the previous states and inputs. A system exhibits linearity when using as computational elements only addition, subtraction and multiplication with constants. A system can also exhibit linearity over either min or nux in place of the addition, and addition in place of the multiplication with constants. Given arbitrary linear computations, the maximally fast technique 
Global Approach
Our strategy for optimizing throughput of general non-linear computations is based on the divide-and-conquer paradigm [2] . The divide-and-conquer approach is based on an observation that while a given computation may overall be difficult to optimize, some of its subparts can be optimized more easily. The divide-and-conquer approach divides a computation into subparts, which are separately optimized and thus enables more effective use of existing techniques for special classes of computations. This approach has limited effectiveness when subparts do not fall into one of the spe cial classes of computations for which effective techniques exist. We develop an optimal technique to optimize throughput of general non-linear computation using a set of transformations. This new technique is used as an optimization engine when subparts are classified as general non-linear computation.
The divide step partitions the computation by identifying mutually exclusive subparts. This involves identifying operations inside feedback cycles, and those outside of feedback cycles. Since all operations outside of feedback cycles can be pipelined to any requested level, we only need to consider the subparts of the computation inside feedback cycles for throughput optimization. The identification of operations inside feedback cycles is done by identifying the computation's strongly connected components(SCCs), using the standard depth-first search-based algorithm [ 111. For any pair of operations A and B within a SCC, there exist both a path from A to B, and one from B to A. All operations in non-trivial SCCs (those with more than one operation) are part of a feedback cycle. The non-trivial SCCs are isolated from each other and from parts outside of feedback cycles using pipeline delays, which allows independent optimization. During subpart optimization, the inserted pipeline delays are treated like a subpart primary input or primary output, depending on whether the subpart reads from or writes to the delay. The non-trivial SCCs are classified as being either linear or non-linear. Non-linear computations are further classified as being either feedback linear, being transformable to a form in which all non-linearities are moved outside of the SCC, or being neither.
Depending on the class in which an SCC belongs to, different optimal techniques are used to optimize throughput. The global throughput of the whole computation is the minimum of the throughputs for all SCCs. For each class of computations except the last class, the general non-linear computation, there exist optimal techniques for throughput optimization. We develop an optimal technique for throughput optimization of general non-linear computations, which is described in Section 5.
Throughput Optimization of General Non-Linear Computations
In this Section, we describe a new technique to optimize throughput of general non-linear computations.
Enabling Steps
Unfolding the computation by a factor of k results in the simultaneous computation of k + 1 iterations of the computation. For general non-linear computations, the throughput will continue to improve with larger factors of unfolding up to some point and then level off with larger factors. The search to find an optimal unfolding factor starts with an unfolding factor of 1. As long as the throughput continues to improve, the factor is doubled and the throughput optimization is performed. Once no improvement is achieved, a binary search between the current factor k and previously tried factor, k / 2 , is performed to find the smallest optimal factor for which improvement will cease. For the computation, unfolded by any factor, we apply the same technique to optimize throughput. First, we group and pipeline all primary inputs so that each next state depends on only one new pipeline delay. This step is an enabling transformation which greatly reduces the influence of the primary inputs. This step is most effective when a computation has a large number of primary inputs and relatively few states in feedback cycles. Next, we identify dependencies between delays (both algorithmic and pipeline delays) and non-linear operations. The dependencies can be represented in a directed acyclic graph. Finally, using the dependency information obtained in the last step, we arrange all output cones for next states using the fastest tree structure as described in the next subsections. The global throughput is the minimum of the throughputs for all output cones.
General Output Cone
Given a general output cone, the dependencies between delays and non-linear operations can be represented in a tree. If there are only linear operations between delays, between nonlinear operations, and between delays and non-linear operations, we connect a directed edge between them. At the top level, an output may be dependent on some independent non-linear operations and some delays. Each of these independent non-linear operations may depend on some other independent non-linear operations and some delays. In the base of the tree, non-linear operations depend on only some delays.
We note that the output of the parts can be of the following two types: linear output -the output does not depend on any nonlinear operations, non-linear output -the output depends on some non-linear operations. We can further classify the non-linear output into one with only one non-linear operation and one with more than one non-linear operations. The first case is interesting to consider because it gives us some insights on the effect of the non-linear operations on the critical path length (CPL) of the output cone.
Linear Output
If an output does not depend on any non-linear operations, the output can be represented as linear combination of the delays which it depends on. The throughput of the output cone can be optimized using the maximally-fast approach in [9] .
Output with One Non-Linear Operation
We consider an output cone which includes only one non-linear operation and a number of linear operations. This special case is interesting to consider because it gives us some insights on the effect of the non-linear operations on the critical path length (CPL) of the computation. Suppose that the CPL of the output cone by the maximally fast technique is I + 1, assuming all linear operations in the output cone. Let n be the number of delays for the output cone. It follows that 2l-l < n 5 2'. Let x be the maximum number of delays that the inputs of the non-linear operation depend on. The fastest way to compute the output of the non-linear operation is that all the inputs are computed by the maximally fast technique and then the non-linear operation is performed. Thus, the CPL for the non-linear part is rlogx + 21. We treat this output as an additional input to the maximally fast tree for the whole output cone. Of course, the available time of this input depends on the CPL for the non-linear part. There are four cases to consider in terms of the CPL of the non-linear output cone comparing with that of the corresponding linear output cone. The worst case arises when x is the same as n. In this case, the CPL for the non-linear output cone increases by three from that of the corresponding linear output cone.
1.' no increase in CPL:
This case happens when p + n 5 2', where p = 2" and m is the smallest integer such that 2* 2 42.
increase in CPL by one:
This case hap ens when there is no p that satisfies the case 1 and x 5 2'-. 3. increase in CPL by two: This case happens when 2'-2 <
increase in CPL by three: This case happens when 21-2 +
From this analysis, we note that the maximum number of delays that the inputs of a non-linear operation depend on should be minimized to optimize the critical path length of the computation.
Output with IC Independent Non-Linear Operations
We assume that the output cone of each independent non-linear operation has already been recursively optimized. We also assume that the linear part consists of d delays. Our goal is to find the fastest tree structure that maintains the original input/output relationship. It is equivalent to find the fastest tree structure of all inputs which consist of both the outputs of the k non-linear operations and d delays, where the inputs may arrive at different timing
based on the critical path length of the non-linlzir output cone of the non-linear operation. We now describe an algorithm to solve the problem optimally. The pseudo code of the algorithm is shown in Fi,gure 2. We first sort the inputs (k non-linear output cones and d delays) in the order of decreasing critical path length. We process the inputs in this order. Obviously, the d delays have their critical path lengths of 0. We solve a problem to build a tree with the smallest height for all the inputs. In the first step, the input nl, the output of the non-linear operation n l , is connected to a multiplication with constant and then the output of the multiplication is connected to one input of an addition al. The constant of the multiplication can be determined from the original computation. The critical path length has been increased by two from the critical path length of the output cone of the non-linear operation n1. In the next step, we solve a problem where for the other input of the addition a l , we need to include as many inputs as possible that does not increase the current critical path length. If any inputs are left out of the tree built, then the output of the addition a1 is connected to an input of the addition a2. Now the critical path length has been increased by one. For the other input of the addition a2, we include as many inputs as possible that does not increase the current critical path length. We repeat this process until all inputs are included in the tree. Note that the maximally fast tree in [9] is a solution for a special case of this problem when all the inputs arrive at time 0. We can verify that the new algorithm constructs the tree with the same height as the maximally fast tree for the special case.
Algorithm for Throughput Optimization of k Independent

Experimental Results
We have used several Volterra filters of different orders, several Noise Sharpers, Echo Canceller, Vocoder, NEC DAC (digital-toanalog converter), and ADPCM (adaptive delta pulse code modulation) for experimental results. Table 1 shows throughput improvement achieved using the best previous approach by [2] and using the new approach with optimization engine of general nonlinear computation with no unfolding. Table 2 shows throughput improvement achieved for non-restricted amount of unfolding.
When no unfolding is used, our approach reduces the critical path lengths from the technique of [2] by 35 % on average. When unfolding is used, for the five different Volterra filters, we improve the critical path lengths from the technique of [2] by more than 50 %. For the other designs, both the technique of [2] and ours result in arbitrary speed-up of throughput.
Conclusion
This paper addressed an optimal approach for throughput optimization of general non-linear computations using a set of transformations. We demonstrated the effectiveness of the new technique on* numerous real-life non-linear designs. When no unfolding was used, our approach reduced the critical path lengths from the previous best technique by 35 % on average. When unfolding was used, we improved the critical path lengths from the previous best technique by more than 50 % for many designs.
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