Introduction
The study of sums of squares in a ring or a field is a classic topic in algebra and number theory. In this context, several questions arise naturally. For example, which elements can be represented as sums of squares, and if an element can be written as a sum of squares, how many squares are actually needed ?
For instance, for an integer n to be a sum of squares of integers, we must obviously have that n ≥ 0, and it is well known that each such n can in fact be written as a sum of four integer squares, the first published proof of this result being due to Lagrange. Furthermore, in general one needs four squares as, for example, 7 cannot be written as a sum of three integer squares. This result readily carries over to the rational numbers Q : x ∈ Q is a sum of squares of elements in Q if and only if x ≥ 0, and in this case x can be written as a sum of ≤ 4 squares. However, 7 cannot be written as a sum of three squares in Q. If we define the Pythagoras number p(R) of a ring R to be the least integer n (if such an integer exists) such that each sum of squares in R can be written as a sum of ≤ n squares, then the above shows that p(Z) = p(Q) = 4. For number fields F in general, it follows readily from the Hasse-Minkowski theorem that p(F ) ≤ 4. If R is an order in F , then p(R) is finite but can grow arbitrarily large in the case of a totally real F (cf. [Pe] , [Sc] ).
Hilbert's 17th problem is another classic example concerning sums of squares, the problem itself being essentially the following : Let F = R(X 1 , · · · , X n ) be the rational function field in n variables over the real numbers R, and let f ∈ F be a rational function such that f (a) ≥ 0 for all a = (a 1 , · · · , a n ) ∈ R n where f is defined (f is then called positive semi-definite). Is f a sum of squares in F ? (It can readily be shown that in order to be a sum of squares, f must necessarily be positive semi-definite.) This problem has been given a positive answer by Artin in 1927 [A] . One can furthermore show that in this situation p(F ) ≤ 2 n , so that in particular p(R(X 1 )) = 2 (note that for example 1 + X 2 1 is a sum of two squares which is not a square), and for n = 2, it was shown by Cassels-Ellison-Pfister in 1971 [CEP] that p(R(X 1 , X 2 )) = 4. For n ≥ 3 the precise value is not known.
For this and more on generalized versions of Hilbert's 17th problem, we refer to the exposition given in Chapters 6 and 7 of Pfister's beautiful book [Pf] , where one also finds an account of the current state of knowledge regarding problems related to the Pythagoras number (also for rings). One question asked there was which positive integers can occur as Pythagoras numbers of fields (cf. [Pf, Ch. 7 , Open problem 1.6]). It is this problem which we will attack in this paper.
Let F be a field of characteristic = 2 and denote by S(F ) the set of nonzero sums of squares in F , i.e.
S(F
Suppose first that F is not formally real, i.e. −1 is a sum of squares in F . In this case, the level s of F is defined to be s(F ) = (−1), and it is a well-known theorem due to Pfister that s(F ) will always be a 2-power, and that all 2-powers can be realized as levels of suitable fields (see [Pf, Ch. 3, Theorems 1.3, 1.4] ). Using this, it is now easy to prove that for a nonformally real field F with s(F ) = 2 m , one has p(F ) = 2 m or p(F ) = 2 m + 1 (cf. [Pf, Ch. 7, Lemma 1.3] ), and one can show that to each m ∈ N ∪ {0} there exist nonformally real fields F , F with p(F ) = 2 m , resp. p(F ) = 2 m + 1 (cf. [Pf, Ch. 7, Prop. 1.5] ). It therefore remains to consider the case of a formally real field. Prestel [Pr] (cf. also [Pf, Ch. 7, Prop. 1.5 ] ) has shown that to each m ∈ N ∪ {0} there exist formally real fields F , F , F with p(F ) = 2 m , p(F ) = 2 m + 1, p(F ) = ∞, resp. In fact, he shows that there exist uniquely ordered subfields F , F , F of the reals which will take these prescribed values, and F and F will in addition have finite transcendence degree over the rationals. It remained an open problem whether for formally real fields the Pythagoras number, if finite, would always be of the type 2 m or 2 m + 1. We will show in the next section that this is not the case. In fact, we will prove Theorem 1. Let n ≥ 1 be an integer. Let F 0 be a formally real field. Then there exists a formally real field F over F 0 with p(F ) = n.
In the last section, we will give refinements of this construction to obtain to any given integers n, m ≥ 2 and k ≥ 1 with 2m ≥ 2 k ≥ n a uniquely ordered field F with p(F ) = n and u(F ) =ũ(F) = 2m (Theorem 2), and we will also give examples of uniquely ordered fields F with p(F ) = n and u(F ) =ũ(F ) = ∞ (Theorem 3). Here, u(F ) (resp.ũ(F)) denotes the u-invariant (resp. the Hasse number) of F defined as the supremum of the dimensions of all anisotropic forms over F which are torsion in the Witt ring of F (resp. which are indefinite with respect to each ordering on F ). These refinements will be achieved by combining our method presented in the next section with Merkurjev's method of constructing fields which have as u-invariant any given even positive integer [M] .
For the proof of Theorem 1, we will need certain facts from the algebraic theory of quadratic forms which can all be found in the standard references [L1] and [S] . For quadratic forms ϕ and ψ over F , ϕ ⊥ ψ, ϕ ∼ = ψ, ϕ ∼ ψ will denote orthogonal sum, isometry, and equivalence in the Witt ring W F , respectively. If ϕ is a subform of ψ, i.e. ψ ∼ = ϕ ⊥ τ for a suitable form τ , then we will write ϕ ⊂ ψ for short.
A form of type 1, −a 1 ⊗ · · · ⊗ 1, −a n , a i ∈ F * , will be called an n-fold Pfister form and we will use the short notation a 1 , · · · , a n to denote that form. The set of forms isometric (resp. similar) to n-fold Pfister forms will be denoted by P n F (resp. GP n F ). If π is a Pfister form, we can write π ∼ = 1 ⊥ π where π is uniquely determined up to isometry. π is called the pure part of π. A form ϕ is called a Pfister neighbor if there exist a ∈ F * and π ∈ P n F for some n such that ϕ ⊂ aπ and 2 dim ϕ > dim π = 2 n . In this case, we say that ϕ is a Pfister neighbor of π. Pfister forms have several very nice properties. They are multiplicative in the sense that if π is a Pfister form, then a ∈ F * is represented by π if and only if π ∼ = aπ. They are either anisotropic or hyperbolic. If ϕ is a Pfister neighbor of a Pfister form π and a Pfister form τ , then in fact π ∼ = τ (this can be shown using the Cassels-Pfister subform theorem [S, Ch. 4, Theorem 5.4 ], see below, or the ArasonPfister Hauptsatz [S, Ch. 4, Theorem 5.6] ). We have that this Pfister neighbor ϕ is anisotropic iff π is anisotropic, and if ϕ represents a ∈ F * , then the multiplicativity of π implies ϕ ⊂ aπ. If ψ is the uniquely determined form of dimension < dim ϕ such that aπ ∼ = ϕ ⊥ ψ, then ψ is called the complementary form of the Pfister neighbor ϕ (the uniqueness of ψ is a consequence of Witt cancellation) and dim ψ is called the codimension of ϕ.
Now let ϕ be a form of dimension ≥ 3 over F . The function field F (ϕ) of ϕ is the function field of the projective quadric defined by the equation ϕ = 0. F (ϕ)/F is of transcendence degree n − 2 over F , and it is purely transcendental if and only if ϕ is isotropic over
ϕ is isometric to the hyperbolic plane H = 1, −1 ). We also put F (ϕ) = F if dim ϕ = 1. The Cassels-Pfister subform theorem states that if an anisotropic form ψ over F becomes hyperbolic over the function field F (ϕ) of another form ϕ over F , then for any a ∈ F * represented by ϕ and any b ∈ F * represented by ψ we have abϕ ⊂ ψ.
Proof of Theorem 1
Our proof is based on a result in which the notion of excellent forms will play an important role. This notion has been introduced by Knebusch [K] . By definition, forms of dimension ≤ 1 are excellent of height 0. A form ϕ is called excellent of height h ≥ 1 if ϕ is a Pfister neighbor and its complementary form is an excellent form of height h − 1. So if ϕ = ϕ 0 is excellent of height h ≥ 1, then ϕ 0 is a Pfister neighbor with complementary form ϕ 1 , i.e. ϕ 0 ⊥ ϕ 1 ∈ GP m1 F for some m 1 , ϕ 1 is a Pfister neighbor with complementary form ϕ 2 , i.e. ϕ 1 ⊥ ϕ 2 ∈ GP m2 F for some m 2 < m 1 , and so on. The ϕ i , 1 ≤ i ≤ h, are called the higher complementary forms of ϕ 0 . Note that if ϕ 0 is anisotropic, then the associated Pfister form ϕ 0 ⊥ ϕ 1 is anisotropic, hence ϕ 1 is anisotropic and by induction all ϕ i and all the Pfister forms ϕ i ⊥ ϕ i+1 are anisotropic. A typical example of an excellent form is the quadratic form given by a sum of squares, ϕ 0 ∼ = 1, · · · , 1 . It will be a Pfister neighbor of a Pfister form of type −1, · · · , −1 , and one readily checks that all higher complementary forms will again be sums of squares.
Lemma 1. Let ϕ 0 be an anisotropic excellent form of height h ≥ 2 with higher complementary forms
Proof. Let π 1 ∈ GP m1 F and π 2 ∈ GP m2 F , 1 ≤ m 2 < m 1 , such that ϕ 0 ⊥ ϕ 1 ∼ = π 1 and ϕ 1 ⊥ ϕ 2 ∼ = π 2 . (Note that 1 ≤ m 2 follows from h ≥ 2.) In the Witt ring, we thus get
The left hand side has dimension dim ϕ 0 + dim ϕ 2 < dim ϕ 0 + dim ϕ 1 = 2 m1 , and the right hand side has dimension 2 m1 + 2 m2 . Hence, the Witt index of π 1 ⊥ −π 2 must be > 2 m2−1 . It will also be ≤ 2 m2 since both π 1 and π 2 are anisotropic. Since this Witt index must be a 2-power (cf. [EL, Prop. 4.4] or [H2, Lemma 3 .2]), it equals 2 m2 . This implies that ϕ 1 ⊥ ϕ 2 ∼ = π 2 ⊂ π 1 ∼ = ϕ 0 ⊥ ϕ 1 . Witt cancellation yields ϕ 2 ⊂ ϕ 0 . The full statement now follows easily from the fact that all the ϕ i are excellent.
Remark. In the situation of this lemma, one can show that there exist
We leave this as an exercise for the reader. This implies in particular that there exists an x ∈ F * such that xϕ 2 ⊂ ϕ 0 . However, for later purposes, we will need the fact that one can choose x = 1.
The next lemma is essentially due to Izhboldin [I, Prop. 7.4 ]. We will give a proof for the reader's convenience.
Lemma 2. Let ϕ 0 be a Pfister neighbor of dimension
(ii) Suppose now that ϕ is anisotropic. Since σ F (σ) is isotropic, it follows from (i) that ϕ F (σ) ⊂ π F (σ) , and it suffices to show that π F (σ) is anisotropic. Now π is anisotropic as the Pfister neighbor ϕ 0 contained in π is anisotropic. Suppose that π F (σ) is isotropic and hence hyperbolic. Then σ is similar to a subform of π by the Cassels-Pfister subform theorem. The fact that ϕ 1 ⊂ π and ϕ 1 ⊂ σ now implies that σ ∼ = ϕ 1 ⊥ −x ⊂ π ∼ = ϕ 0 ⊥ ϕ 1 . Witt cancellation yields that ϕ 0 represents −x, i.e. ϕ = ϕ 0 ⊥ x is isotropic, a contradiction.
Suppose that ϕ is anisotropic and that one of the following conditions holds:
and ψ is not a Pfister neighbor.
Proof. We will use induction on m. If we are in the situation of (i), the anisotropy of ϕ F (ψ) follows from [H1, Theorem 1] . Note that if m = 0, then we are certainly in the situation of (i).
So suppose that (ii) holds. If ψ is isotropic, then F (ψ)/F is purely transcendental and therefore ϕ stays anisotropic over F (ψ). Hence we may assume that ψ is anisotropic.
Suppose first that ϕ is a Pfister neighbor, say, of π ∈ P m+1 F . Note that the anisotropy of ϕ implies that π is anisotropic. If ϕ F (ψ) were isotropic, then π would become hyperbolic over F (ψ), which, by the Cassels-Pfister subform theorem, would imply that ψ would be similar to a subform of π. Since 2 dim ψ > dim π, ψ would be a Pfister neighbor of π, a contradiction to our assumption. Therefore, if ϕ is a Pfister neighbor, then ϕ F (ψ) is anisotropic.
Note that if dim ϕ = 2 m + 1, then ϕ is in fact a Pfister neighbor. This is because ϕ = ϕ 0 ⊥ x with ϕ 0 excellent of dimension 2 m , which implies that ϕ 0 ∈ GP m F , and for any a ∈ F * represented by ϕ 0 we get ϕ ⊂ ϕ 0 ⊗ 1, ax ∈ GP m+1 F . Hence, the only remaining case is 2 m + 2 ≤ dim ϕ < dim ψ ≤ 2 m+1 with ϕ and ψ not being Pfister neighbors. In particular, this implies m ≥ 2. Let ϕ 1 , resp. ψ 1 , be the first complementary forms of ϕ 0 , resp. ψ 0 . We have 1
Since ϕ and ψ are not Pfister neighbors, it follows from Lemma 2 that ρ and σ are anisotropic and that
is isotropic and thus π F (ρ)(ψ) is also isotropic and hence hyperbolic. The Cassels-Pfister subform theorem yields that ψ F (ρ) is similar to a subform of π F (ρ) . In particular, we have that ψ F (ρ) is a Pfister neighbor. By Lemma 2 we conclude that σ F (ρ) is isotropic.
Note that 2 ≤ dim σ < dim ρ ≤ 2 m with m ≥ 2. Let k ≥ 1 such that 2 k + 1 ≤ dim ρ ≤ 2 k+1 ≤ 2 m . We recall that σ = ψ 1 ⊥ −y and ρ = ϕ 1 ⊥ −x with ϕ 1 , ψ 1 excellent, ρ and σ anisotropic and dim σ < dim ρ. We will show that σ F (ρ) is anisotropic, contradicting the isotropy of σ over F (ρ) shown above.
If dim σ ≤ 2 k , then we are in case (i) which by the above implies that σ F (ρ) is anisotropic. So suppose that dim σ ≥ 2 k + 1. Then 2 k + 2 ≤ dim ρ ≤ 2 k+1 , and if we can show that ρ is not a Pfister neighbor, then we are in case (ii) and the anisotropy of σ F (ρ) follows by induction because k < m.
So suppose ρ = ϕ 1 ⊥ −x is a Pfister neighbor and 2 k + 2 ≤ dim ρ ≤ 2 k+1 . Since 2 k + 1 ≤ dim ϕ 1 ≤ 2 k+1 − 1, there exists a second complementary form ϕ 2 of ϕ 0 with dim ϕ 2 ≥ 1 and ϕ 1 ⊥ ϕ 2 ∈ GP k+1 F . By Lemma 2, ρ = ϕ 1 ⊥ −x being a Pfister neighbor implies that ϕ 2 ⊥ x is isotropic. But by Lemma 1, ϕ 2 ⊥ x ⊂ ϕ 0 ⊥ x = ϕ, a contradiction to ϕ being anisotropic. Hence, ρ is not a Pfister neighbor.
This completes the proof of the Proposition.
Corollary. Let F be formally real and x, y ∈ S(F ). Let n > m ≥ 0, ϕ = m× 1 ⊥ −x and ψ = n × 1 ⊥ −y . Then F(ψ) is formally real. Suppose furthermore that ϕ is anisotropic. Then ϕ F (ψ) is anisotropic.
Proof. Since −y < 0 < 1 with respect to each ordering on F , it follows that ψ is indefinite with respect to each ordering on F . By [ELW, Theorem 3.5] , each ordering on F extends therefore to an ordering on F (ψ). In particular, F (ψ) is again formally real. As already remarked, m × 1 and n × 1 are excellent forms. Thus, ϕ and ψ are as in the previous proposition. To establish the anisotropy of ϕ F (ψ) provided ϕ is anisotropic, it therefore suffices by this proposition to verify that if 2 k + 2 ≤ dim ψ ≤ 2 k+1 for some k ≥ 1, then ψ is not a Pfister neighbor. Suppose otherwise, i.e., suppose there exists π ∈ P k+1 F such that ψ is a Pfister neighbor of π. The subform (2 k + 1) × 1 of ψ is then also a Pfister neighbor of π, but it is also a Pfister neighbor of τ = 2 k+1 × 1 ∈ P k+1 F . Thus, τ ∼ = π and ψ is in fact a subform of τ as both ψ and τ represent 1. This is impossible as τ is positive definite with respect to each ordering on F , whereas ψ is indefinite with respect to each ordering on F . Now let F be a formally real field and n ≥ 1 an integer. We define
Proof of Theorem 1. Starting with any formally real F 0 , we define the rational function field in n − 1 variables over F 0 to be
. Then x is a sum of n squares in F 1 but not of n − 1 squares (cf. [L1, Ch. 9, Cor. 2.4]), i.e. (x) = n over F 1 . In particular, the form
, −x is anisotropic over F 1 . For i ≥ 1, we inductively define F i+1 to be the compositum of all function fields of forms in C(n, F i ). Let F = ∞ i=0 F i . Then by construction and the Corollary, F has the following properties :
First, F is formally real (cf. also [ELW, Remark 3.6] ). Then, for each y ∈ S(F ), the form n × 1 ⊥ −y is isotropic. In particular, each y ∈ S(F ) can be written as a sum of ≤ n squares. Hence, p(F ) ≤ n.
Finally, the form ϕ = (n−1)× 1 ⊥ −x stays anisotropic over F . In particular, x ∈ S(F 1 ) ⊂ S(F ) cannot be written as a sum of ≤ n − 1 squares. Hence, p(F ) ≥ n and therefore p(F ) = n.
Remark. In the above proof, one has some freedom in the choice of F 1 , resp. a ∈ F * 1 . In fact, any formally real field extension F 1 /F 0 and any a ∈ S(F 1 ) will work provided (a) ≥ n.
Formally real fields with given Pythagoras numbers and additional properties
Having constructed formally real fields with arbitrary Pythagoras number, it seems natural to ask whether our construction can be refined to yield fields with additional properties. Before continuing in this direction, let us recall the definitions of the u-invariant and the Hasse numberũ of a field F of characteristic = 2: u(F ) = sup{dim ϕ | ϕ is an anisotropic torsion form/F } , u(F ) = sup{dim ϕ | ϕ is an anisotropic totally indefinite form/F } , where torsion means that the class of ϕ in the Witt ring W F is torsion and totally indefinite means that ϕ is indefinite with respect to each ordering on F (if there are any). Recall that if F is not formally real, then every form is a torsion form, and if F is formally real, then by Pfister's local-global principle, torsion forms are exactly those forms ϕ with signature zero with respect to each ordering on F (cf. [L1, Ch. 8, Theorem 4 .1], [S, Ch. 3, Theorem 6 .2]). It is well known thatũ, resp. u, can never take the values 3, 5, or 7 (see [ELP] ). For other odd values > 1 this is still an unsolved problem. However, every even integer n ≥ 2 (≥ 0 in the formally real case) can be realized asũ, resp. u, of a suitable field; cf. [M] , [L2] , [Hor] .
We will assume from now on that all fields considered (unless otherwise noted) are formally real, in which case u, if finite, will always be even andũ will always be = 1.
Remarks and examples.
(i) Ifũ(F ) < ∞ and p(F ) = 1, thenũ(F) = 0; cf. [Pr, p. 292] . Note that the definition ofũ used in [Pr] differs slightly from ours. It yields the same values if they are ≥ 2, but the value 1 iff in our definition we have 0.
(ii) For F = R((X ))((Y )), the iterated power series field in two variables over the reals, we get p(F ) = 1 andũ(F ) = ∞.
If F 0 is any formally real field with p(F 0 ) = n ≥ 2, then for F = F 0 ((X )) we get p(F ) = n andũ(F ) = ∞.
The fact that in both cases the Pythagoras number of F is as claimed follows readily from Springer's theorem for quadratic forms over a field with a discrete 2-henselian valuation (cf. [L1, Ch. 6, Sect. 1], [S, Ch. 6, Cor. 2.6] ).
Over F = R((X ))((Y )), the form n × 1 ⊥ X, Y, −XY is totally indefinite and anisotropic for all n, and over F = F 0 ((X )) with p(F 0 ) = n ≥ 2, the form n × 1 ⊥ X 1, −a is totally indefinite and anisotropic for all n and all a ∈ S(F 0 ) of length ≥ 2. (The anisotropy follows again from Springer's theorem.) Hence, u(F ) = ∞ in both cases.
(iii) We have p(R) = p(R((X )) ) = 1 andũ(R) =ũ(R((X )) ) = 0. R is uniquely ordered, but R((X )) is not. On the other hand, one easily checks that if F is formally real and uniquely ordered, then p(F ) = 1 impliesũ(F ) = 0.
(iv) Let F be formally real with p(F ) = n ≥ 2, and let k ≥ 0 be an integer such that 2 k + 1 ≤ n ≤ 2 k+1 . Thenũ(F) ≥ u(F) ≥ 2 k+1 . In fact,ũ(F ) ≥ u(F ) always holds. Now let a ∈ S(F ) be such that (a) = p(F) = n. Then the form (n − 1) × 1 ⊥ −a is anisotropic, hence also the form 2 k × 1 ⊥ −a , which is a Pfister neighbor of −1, · · · , −1, a ∈ P k+1 F . This Pfister form is therefore also anisotropic, and it is furthermore torsion as a ∈ S(F ). This readily yields u(F ) ≥ 2 k+1 . In fact, we have shown that I k+1 t F = 0 (here, I m F denotes the m-th power of the fundamental ideal IF of classes of even-dimensional forms in W F , and I m t F its torsion part). (v) The field F = R(X), i.e., the rational function field in one variable over the reals, has p(F ) =ũ(F ) = 2. However, there do exist also uniquely ordered formally real F with p(F ) =ũ(F) = 2. In fact, in [Pr, Theorem 3 .1], Prestel constructs uniquely ordered fields F such that p(F ) = 2 andũ(F ) = 2 m to any given integer m ≥ 1 (resp.ũ(F ) = ∞).
As remarked above, all uniquely ordered fields with p(F ) = 1 haveũ(F ) = 0. Our aim will be to construct to any given integers n ≥ 2 and m ≥ 2 uniquely ordered fields with p(F ) = n andũ(F ) = 2m, provided these values are such that the obvious restriction given in (iv) above is satisfied, thus extending considerably Prestel's list of examples mentioned in the above remark under (v). More precisely:
Theorem 2. Let n ≥ 2, m ≥ 2 and k ≥ 0 be integers such that 2m ≥ 2 k+1 ≥ n ≥ 2 k + 1. Then there exists a uniquely ordered field F such that p(F ) = n and u(F ) = u(F ) = 2m.
Proof. Let F 0 be any formally real field, and let
be the rational function field in n + 2m − 3 variables over F 0 . Let a = 1 + x 2 1 + · · · + x 2 n−1 . Then, as in the proof of Theorem 1, (a) = n (over F 1 ), and we have the anisotropic form ϕ defined by
Consider the multiquaternion algebra
Then A is a division algebra over F 1 and it will stay a division algebra over F 1 ( √ −1) (see, e.g., [H3, Lemma 2] ). Furthermore, there exists a form α ∈ I 2 F 1 of dimension 2m such that in W F 1 we can write
for suitable λ i ∈ F * 1 , and this form α has the property that if K/F 1 is any field extension such that A K is a division algebra, then α K is anisotropic (see, e.g., [M, Lemmas 4, 5] or [H3, Lemma 2] ). In particular, α is anisotropic over F 1 .
If K/F 1 is any formally real field extension, then, since 1 + y 2 i ∈ S(K), the 2-fold Pfister forms 1 + y 2 i , z 1 are all torsion so that α K is torsion as well. Now let P 1 be any ordering on F 1 and let M/F 1 be any (formally real) field extension such that P 1 extends to an ordering Q on M . We define
Suppose now that K is a (formally real) field extension of F 1 such that P 1 extends to an ordering P on K, such that ϕ K is anisotropic and such that A K( √ −1) is a division algebra. We claim that all these properties carry over to K(ψ) for any ψ in C 1 (K, P ) ∪ C 2 (K, P ). Now any such ψ is by definition indefinite at P , hence P extends to an ordering P on K(ψ) which obviously extends the ordering P 1 .
If ψ ∈ C 1 (K, P ), then ϕ stays anisotropic over K(ψ) (the same argument as in the proof of Theorem 1 applies). If ψ ∈ C 2 (K, P ), then dim ϕ ≤ 2 k+1 < dim ψ and the anisotropy of ϕ K(ψ) follows from [H1, Theorem 1] .
, and so the division algebra A K( √ −1) will stay a division algebra over K(
) as a consequence of Merkurjev's index reduction theorems [M, Cor. 1] .
We now proceed as in the proof of Theorem 1. Starting with F 1 and any ordering P 1 on F 1 , we construct for every i ≥ 1 a field F i+1 and an ordering P i+1 as follows. Let F i+1 be the compositum of all function fields of forms in C 1 (F i , P i ) ∪ C 2 (F i , P i ). By the above, P i extends to an ordering on F i+1 . Let P i+1 be any ordering on F i+1
One checks readily that P defines an ordering on F .
As in the proof of Theorem 1, ϕ stays anisotropic over F and thus p(F ) ≥ n. On the other hand, all forms of type n × 1 ⊥ −b with b > P 0 are isotropic by construction, in particular also those with b ∈ S(F ). Hence p(F ) ≤ n and thus p(F ) = n.
By construction, all totally indefinite forms of dimension 2m+1 are isotropic, and since 2m + 1 ≥ 5, it follows that all totally indefinite forms of dimension ≥ 2m + 1 are isotropic (see [ELP, Theorem A] ). Henceũ(F ) ≤ 2m.
On the other hand, A will stay a division algebra over F ( √ −1) and thus over F . Hence, the torsion form α of dimension 2m will stay anisotropic over F and thus u(F ) ≥ 2m. All this yieldsũ(F ) = u(F ) = 2m.
It remains to show that P is the unique ordering on F . Suppose there exists an ordering Q on F , Q = P . Let b ∈ F * such that b > P 0 and b < Q 0. Let i ≥ 1 such that b ∈ F i . Now P is an ordering extending P i , thus b > Pi 0. Let Q i = Q ∩ F i and Q i+1 = Q ∩ F i+1 . Then Q i is an ordering on F i which extends to the ordering Q i+1 on F i+1 . In the compositum F i+1 there appears by definition of this compositum the function field of n × 1 ⊥ −b . Now this form is definite at Q i as b < Qi 0, and hence Q i does not extend to an ordering on F i+1 , contradicting the fact that Q i+1 is such an extension. Thus, P is the unique ordering on F .
Theorem 3. Let n be an integer ≥ 2. Then there exists a uniquely ordered field F with p(F ) = n andũ(F ) = u(F ) = ∞.
Proof. Only slight modifications of the previous proof will be necessary. Again, we let F 0 be any formally real field and we put F 1 = F 0 (x 1 , · · · , x m−1 , y 1 , y 2 , · · · , z 1 , z 2 , · · · ) , but this time with an infinite number of variables y i , z i . We let a be as before and we now denote the division algebra A above by A m−1 , referring to the number of quaternion algebra factors. Similarly, α will be α m−1 . We repeat the above construction, but this time only with C 1 (F i , P i ). By a similar reasoning as before, it follows that the limit F will be uniquely ordered, p(F ) = n, and that A m−1 will be a division algebra over F for all m ≥ 2. In particular, (α m−1 ) F will be an anisotropic 2m-dimensional torsion form for all m ≥ 2, hence u(F ) =ũ(F ) = ∞. Note that this time it is not even necessary to invoke Merkurjev's index reduction theorems.
Remark. Very little is known about the relationship between u andũ in the case of a formally real field with finiteũ. It is well known that they will always be equal ifũ ≤ 4. However, they need not be the same ifũ ≥ 6, but the only known counterexamples are withũ = 2m + 2 and u = 2m, where m can be any given integer ≥ 2; cf. [Hor] , [L2] . By fusing our construction in the proof of Theorem 2 with the one given in [L2] in a suitable way, we were able to construct examples of uniquely ordered F with p(F ) = n, u(F ) = 2m andũ(F ) = 2m + 2 provided that n ≥ 4 and there exists an integer k ≥ 2 such that 2m ≥ 2 k ≥ n. We will refrain from giving the rather technical details. It would be interesting to know if such examples exist also for p(F ) = 3 or p(F ) = 2. Note that by [EP, Prop. 2.7] , p(F ) = 2 together withũ(F ) finite implies u(F ) ≤ũ(F ) ≤ u(F ) + 2. One can even show (we leave this to the reader) that in this situation, u(F ) =ũ(F) provided u(F) ≤ 6 orũ(F ) ≤ 8.
