





































En  esta mirada  hacia  atrás,  la  primera mención  tiene  que  ser  necesariamente  para mis 




Por  supuesto,  todo  esto  nunca  se  hubiera materializado  sin  el  incansable  trabajo  de mi 
director, que ha  tirado  (casi materialmente) de mí durante estos años. Gracias Toni, por 
todas tus ideas, conocimientos, energía y sobretodo comprensión y por ser como eres. 
Trabajar  en  un  ambiente  agradable  y  donde  siempre  te  dan  facilidades  para  poder 
dedicarle más  horas  a  la  tesis  es  importantísimo,  y  eso  se  han  encargado  durante  este 
tiempo Jota, Paco, Tomás, David y sobretodo Héctor, gracias a todos por vuestra ayuda. 
Me he dejado para el final a las personas que más han sufrido junto a mí este largo camino 
que ha  llegado a su  fin. Ana, que pacientemente ha aguantado mis  idas y venidas con  la 

















convertido  desde  los  años  60  en  uno  de  los  problemas  clásicos  de  optimización 
combinatoria, en el que trabajan multitud de investigadores a nivel internacional. Hasta los 
años  90,  el  enfoque  que  se  realizaba  del  problema  era  básicamente  un  enfoque 
monobjetivo,  en  el  que  se  primaba  fundamentalmente  la  minimización  del  coste  de 
transporte  de material  o  personas  entre  las  diferentes  áreas  productivas  o  de  servicios. 




No obstante, el  criterio de  coste no  es  el único que  se debe  considerar en  este  tipo de 
planteamientos, pues existen otra serie de  indicadores que son de vital  importancia, para 
garantizar que  la  solución propuesta  tiene un nivel de  factibilidad  adecuado. Durante  la 
última década, debido en parte al mayor desarrollo tecnológico con la aparición de equipos 
y  programas  informáticos  más  desarrollados,  han  prosperado  las  aproximaciones 
multiobjetivo al problema de distribución en planta. 
Entre  los  objetivos  principales  del  presente  trabajo  se  encuentran;  la  realización  de  un 
estado del arte de los indicadores que se han empleado en la bibliografía para la resolución 
en planta, obteniendo un conjunto de indicadores independientes y suficientes que puedan 
ser  empleados  en  la  obtención de distribuciones  en planta óptimas.  Se  investigará  si  es 
necesario  definir  algún  nuevo  indicador  que  cubra  los  objetivos  fundamentales  de  la 
distribución en planta establecidos por distintos autores.  
Una  vez  seleccionados  los  indicadores  se  propone  una  técnica  de  optimización 
multiobjetivo  basada  en  un  algoritmo  de  recocido  simulado  (Simulated  Annealing).  La 
técnica emplea un conjunto de soluciones que son “indiferentes” es decir, que son buenas 




Finalmente  se  presentan  los  resultados  de  los  experimentos  realizados,  empleando  la 
técnica de optimización multiobjetivo propuesta, sobre un problema ampliamente utilizado 
en  la  bibliografía,  el  propuesto  por  Armour  y  Buffa  de  20  actividades.  Se  obtienen  las 
fronteras  de  Pareto  para  diferentes  bicriterios,  introduciendo  puntos  que  completan  las 







En el procés de disseny de  les  construccions  industrials, és de vital  importància  conèixer 
quina és  la ubicació òptima de  les diferents àrees de treball que conformen un procés de 
fabricació,  així  com de  les  instal∙lacions  i  serveis  auxiliars.  El problema de distribució  en 
planta (Facilities Layout Problem, FLP) integra totes les activitats industrials i s'ha convertit 
des  dels  anys  60  en  un  dels  problemes  clàssics  d'optimització  combinatòria,  en  el  qual 
treballen multitud d'investigadors a nivell internacional. Fins als anys 90, l'enfocament que 
es  realitzava  del  problema  era  bàsicament  un  enfocament monobjectiu,  en  el  qual  es 
prevalia  fonamentalment  la minimització  del  cost  de  transport  de material  o  persones 
entre  les diferents àrees productives o de serveis. Per això s'han vingut emprant diferents 
tècniques  d'optimització  heurística,  que  persegueixen  minimitzar  el  temps  de  càlcul  i 
facilitar  la  recerca de mínims, encara que  siguin  locals,  ja que  l'espai de  solucions és  tan 
gran, que és difícil garantir l'existència d'un mínim global del problema.  
No  obstant,  el  criteri  de  cost  no  és  l'únic  que  s'ha  de  considerar  en  aquest  tipus  de 
plantejaments,  ja que hi ha una altra sèrie d'indicadors que són de vital  importància, per 
garantir  que  la  solució  proposada  té  un  nivell  de  factibilitat  adequat.  Durant  l'última 





conjunt  d'indicadors  independents  i  suficients  que  puguin  ser  emprats  en  l'obtenció  de 
distribucions en planta òptimes. S'investigarà si és necessari definir algun nou indicador que 
cobreixi els objectius fonamentals de la distribució en planta que estableix diferents autors.  
Un  cop  seleccionats  els  indicadors  es  proposa  una  tècnica  d'optimització multiobjectiu 
basada  en  un  algorisme  de  recuit  simulat  (Simulated  Annealing).  La  tècnica  utilitza  un 
conjunt de solucions que són "indiferents" és a dir, que són bones des del punt de vista dels 
diferents  criteris  que  s'empren  en  l'optimització,  constituint  l'anomenada  frontera  de 
Pareto. Això fa que la tècnica d'optimització sigui més complexa, ja que cal considerar tots 
els paràmetres que la controlen tantes vegades com criteris es considerin.  
Finalment  es  presenten  els  resultats  dels  experiments  realitzats,  utilitzant  la  tècnica 
d'optimització  multiobjectiu  proposta,  sobre  un  problema  àmpliament  utilitzat  en  la 
bibliografia,  el  proposat  per Armour  i  Buffa  de  20  activitats.  S'obtenen  les  fronteres  de 








On the design process of  industrial construction,  is vitally  important to know which  is the 
optimum  location of different  areas of work  that make up a manufacturing process and 
facilities  and  auxiliar  services.  The  Facilities  Layout  Problem,  so  called  FLP  integrates  all 
industrial  activities  and  has  become  since  the  60's  in  one  of  the  classic  problems  of 
combinatorial optimization,  in which many international researchers works. Until the 90's, 
the  approach  to  the  problem  was  basically  a  single  objective  approach,  which  is  clear 
focused on minimizing the cost of transporting materials or people between the different 
production  and  service  areas.  Using  heuristic  optimization  techniques,  which  seek  to 
minimize the computation time and facilitate the search for minimal, although local, since 
the solution space is so large, it is difficult to guarantee the existence of a global minimum.  
However,  the criterion of cost  is not  the only  thing  to consider  in  this  type of approach, 
because there are a set of indicators that are vital to ensure that the proposed solution has 
a  proper  feasibility  level. During  the  last  decade,  due  in  part  to  increased  technological 
development with  the advent of  computers and  software more developed, have  thrived 
multiobjective approaches to the problem of plant distribution.  
The main objectives of this work are: the creation of a state of the art of the indicators have 
been used  in the  literature for the resolution on the ground, getting a set of  independent 
enough  that  can  be  used  in  obtaining  distributions  optimal  plan.  We  will  investigate 





optimization,  constituting  the  so‐called  Pareto  frontier.  This  makes  the  optimization 
technique more complex because we must consider all  the parameters  that control  it as 
many times as criteria are considered.  
Finally,  we  present  the  results  of  experiments,  using  the  proposed  multi‐objective 
optimization technique, for a widely used problem in the literature, the Armour and Buffa 
problem  of  20  activities.    Different  Pareto  frontiers  are  obtained  introducing 



































































































































































































































































































































































































































































































































































































por  Muther  comenzaron  a  investigar,  estableciendo  metodologías  que  permitieran 
encontrar una distribución en planta óptima para todas  las  industrias que proyectaban. El 
objetivo  fundamental era  conseguir un procedimiento estricto que  considerara  todos  los 
aspectos que afectan a un correcto diseño, explotación y desmantelamiento de las plantas, 
sin que quedara descuidado ninguno de ellos. Dentro de estas metodologías propuestas, 









por métodos  exactos  cuando  el  número  de  actividades  crece.  La  década  de  los  90  está 
marcada  por  el  uso  masivo  de  metaheurísticas  para  la  resolución  del  problema, 
apareciendo algoritmos bioinspirados que resuelven el layout de bloques con efectividad. 
Sin embargo muchas de las aportaciones realizadas en la resolución del problema adolecen 




del  problema  de  distribución  en  planta,  incluso  en  la  fase  del  layout  de  bloques  es 







Desde  la  aproximación  realizada  por  (Rosenblatt  1979),  numerosos  autores  se  han 
acercado al problema desde un enfoque multiobjetivo, agregando varios criterios en una 





del  índice  de  cercanía,  no  existe  una  recopilación  de  los mismos  ni  ningún  estudio  que 
determine  el  conjunto  de  indicadores  suficientes,  independientes  y  no  congruentes  que 
puedan ser utilizados en la resolución del layout de bloques. Tampoco se ha establecido en 
la  bibliografía  una  relación  directa  entre  los  objetivos  establecidos  por  los  diferentes 
autores,  los  principios  fundamentales  del  problema  de  distribución  en  planta  fijados  en 
(Muther 1968) y los distintos indicadores que se han empleado en el problema a lo largo de 
las ultimas décadas. 
En  la última década,  se han adoptado  técnicas de optimización multiobjetivo basadas en 



















El objetivo principal de  la  investigación es desarrollar una metodología para  la  resolución 




 Realizar  una  recopilación  de  todos  los  indicadores  que  se  han  empleado  como 




 Relacionar  los objetivos  a  cubrir por  cualquier distribución en planta de procesos 
industriales  establecidos  por  diferentes  autores  con  los  principios  básicos 
establecidos por Muther y con  los  indicadores propuestos por  los distintos autores 
que se han aproximado al problema.  
 Detectar  si  existe  la  necesidad  de  definir  algún  nuevo  indicador  para  poder 
optimizar  el  problema  de  distribución  en  planta  atendiendo  a  alguno  de  los 
principios de Muther que no tuviera indicador específico. 





tanto  técnicas  de  optimización  como  formas  en  las  que  se  considera  el  carácter 
multiobjetivo del problema. 
 Proponer  una metodología  basada  en  frontera  de  Pareto  para  la  resolución  del 
problema de distribución en planta atendiendo a los indicadores que se consideren 
de mayor importancia para cubrir los principios básicos de Muther. 

















Una  vez  presentado  el  problema,  en  este  capítulo  se  comentarán  todos  los  aspectos 
geométricos relevantes que se han de tener en cuenta en el planteamiento del problema 







relacionarán  los  principios  básicos  con  los  indicadores  propuestos  por  los  diferentes 
autores y se propondrá un nuevo indicador para cubrir el principio de circulación. 
Capítulo 4. Métodos de optimización multiobjetivo. 
En  este  capítulo  se  realiza  una  revisión  de  los  aspectos  fundamentales  relativos  a  la 
optimización  multiobjetivo.  Se  resumen  algunas  nociones  básicas  de  estos  tipos  de 













En  este  capítulo  se  propondrá  una  metodología  para  la  resolución  del  problema 
multiobjetivo de distribución en planta basada en una variación algoritmo MOSA propuesto 
por (Gonzalez 2005). Se definirán los mecanismos de construcción y generación de nuevas 






para  cada  uno  de  los  indicadores,  definiendo  la  frontera  de  Pareto  de  los  distintos 
bicriterios para ser comparados con los resultados obtenidos. 
Capítulo 8. Conclusiones y trabajos futuros. 
























1  Si     
Control de calidad y supervisión de procesos. 
2    Si   
Plantas de envasado, plantas químicas... 
3      Si 
Talleres mecánicos con maquinaria ligera. 
4  Si  Si   
Fabricación de utillajes en pequeñas cantidades. 
5  Si    Si 
Construcción aeronáutica. 
6    Si  Si 
Talleres mecanizados automatizados. 




para  establecer  las  diferentes  tipologías  de  distribución  en  planta,  se  obtienen  los  tipos 














1. Fabricación.  El  producto  final  se  obtiene mediante  la  ejecución  de  una  serie  de 
operaciones  encaminadas  a  cambiar  la  forma  de  la materia  prima  (extrusión  de 
piezas plásticas). 
2. Tratamiento.  El  producto  final  se  obtiene mediante  la  ejecución  de  una  serie  de 




A  continuación  se  detallan  las  características  fundamentales  de  los  tres  tipos  de 
distribución  en  planta  sobre  los  que  se  desarrollan  las  tres  clases  de  operaciones  de 
producción, cubriendo de esta  forma  la práctica  totalidad de distribuciones en planta de 
procesos industriales. 
1.2.1.1 Posición fija 
Este  tipo  de  distribución  se  caracteriza  porque  el  material  o  producto  que  se  está 
elaborando  permanece  estático  durante  el  proceso  de  fabricación.  Se  emplea  esta 
distribución en la construcción de productos muy voluminosos y pesados, cuyo movimiento 
es prácticamente inviable.  
Se  pueden  producir  partes  del  producto  final  en  otras  secciones  y  finalmente  ser 
















específicas  a  los  que  los  materiales  son  sometidos  en  función  de  tipo  de  producto  a 
elaborar.  Este  tipo  de  distribución  dota  a  la  industria  de  una  gran  flexibilidad,  aunque 







Si  la maquinaria y  los equipamientos, así como  los operarios se mantienen siempre en  la 
misma posición y lo único que se desplaza son los materiales se empleará una distribución 
en  planta  en  cadena  (también  denominada  en  serie,  de  desplazamiento  rápido  o  por 
producto).  La  maquinaria  se  sitúa  de  forma  que  la  distancia  y  los  tiempos  de 
desplazamiento de los materiales entre operaciones sean mínimos. 
Este  tipo  de  distribución  se  emplea  cuando  hay  que  producir mucha  cantidad  de  pocos 
productos diferentes, por ejemplo: en plantas embotelladoras, en  industrias químicas, en 








1.2.1.4 En  sistemas  de  fabricación  flexibles,  por  grupos  homogéneos  o  por  familia  de 
productos. 
La distribución en planta por familia de productos (por sistemas de fabricación flexibles o 
por  grupos  homogéneos)  se  basa  en  la  constitución  de  grupos  de  máquinas  que  son 
capaces de producir una serie de piezas y que son agrupadas en una zona de la planta para 










las  operaciones  requeridas  para  producir  un  conjunto  de  piezas  que  tienen  las 
mismas  operaciones  pero  no  la  misma  secuencia  o  cuando  teniendo  la  misma 
secuencia  los  ciclos  de  máquina  para  cada  pieza  varían  considerablemente. 





Este  sistema  productivo  reduce  los  inventarios  de  materias  primas  y  productos 
intermedios,  y  todo  ello  redunda  en  unas menores  necesidades  espaciales  de  la  planta, 







En  la Tabla 1.2.2 se muestran  las características más  importantes de  los  tipos básicos de 
distribución en planta, tomado de (Adam y Ebert 1991) y (Santamarina 1995).  



























































































































1.2.2 Metodologías  clásicas  para  la  resolución  del  problema  de  distribución  en 
planta 
A  lo  largo de  los  años 50‐70  aparecieron diferentes metodologías para  la  resolución, de 
manera  sistemática,  del  problema  de  distribución  en planta  de  procesos  industriales.  La 
que  tiene un mayor prestigio y que ha  sido catalogada como  la más completa, es el SLP 




El  primer  intento  por  establecer  una  metodología  estructurada  para  la  resolución  del 
problema de distribución en planta  la  realizó  (Immer 1950). Pese a  ser una metodología 
extremadamente  sencilla,  se destaca precisamente por  ser  la primera. Es un método de 












Recopilar  los datos  referentes al  recorrido de  las piezas y organización de  los mismos en 
forma de hojas de ruta. Realizar el análisis de los requerimientos del sistema productivo 
Etapa 2: Establecer la secuencia de las operaciones 
Elaborar  una  tabla  resumen  (Sequence  summary),  estableciendo  la  secuencia  de 
operaciones a realizar sobre cada una de las piezas. 
Etapa 3: Generar la tabla de cargas 






















En  esta  etapa  se  concluye  el diseño mediante  el desarrollo de  la distribución de detalle 









en  planta  de  establecimientos  industriales,  es  la  de  (Reed  1961)  que  viene  recogida  en 












El autor  le da una  importancia vital a  las tablas de planificación, y  la califica como "la fase 
más importante de toda la metodología", debiéndose incorporar: 








En  (Tompkins  y White  1984)  también  se  expone  la metodología  propuesta  por  (Nadler 
1965), denominada "ideal systems approach", y que pese a estar pensada para el diseño de 
sistemas  de manutención  es  extensible  a  la  resolución  del  problema  de  distribución  en 
planta. 
Tal  y  como  se  destaca  en  (Diego‐Más  2006),  es más  una  filosofía  de  trabajo  que  una 









absolutamente  eficiente.  El  sistema  ideal  último  representa  la  solución  que  con  la 
tecnología actual no es  implementable, pero que presumiblemente a corto plazo si que  lo 






En  (Apple  1968)  se  establece  una  secuencia  de  pasos  a  realizar  (no  necesariamente  en 



































sobre el conocimiento profundo de  todos  los aspectos que son  relevantes en el correcto 
funcionamiento  del  sistema  a  resolver.  Por  ello  es  de  vital  importancia  que  antes  de 
comenzar  a  realizar  la  planificación  se  disponga  de  toda  la  información  necesaria  para 
completar las diferentes etapas en lo relativo a: 
1. Producto (P): Se deben conocer todos los datos relativos a los productos que se van 




3. Recorrido  (R):  Entendiéndose  como  recorrido  la  secuencia  y  el  orden  de  las 
operaciones a la que deben someterse los diferentes productos. 
4. Servicios  (S):  En  cualquier  sistema  de  producción  los  servicios  auxiliares  de 
producción  tienen  una  gran  importancia,  deben  preverse  todas  las  interacciones 
entre operarios, actividades, tareas de supervisión... 
5. Tiempo  (T):  Puede  considerarse  también mediante  las  cantidades  de  productos, 
puesto que éstas se refieren siempre a un periodo de tiempo determinado. 























Tal  y  como  se  puede observar  en  el  esquema de  etapas del  SLP, mostrado  en  la  Figura 
1.2.7, toda la metodología comienza con un análisis detallado de la cantidad de productos 

















En  la  Figura 1.2.8  se muestran  las  cuatro posibles  situaciones que  conduzcan a  los  tipos 
básicos  de  distribución  en  planta.  Si  se  producen  pocos  productos  y  en  pequeñas 













se  vayan  a mover  en  toda  la  planta.  A  partir  del  proceso  productivo  de  los  diferentes 
productos y de los volúmenes de producción asociados a cada uno de ellos. Tal y como se 
profundizará en apartados posteriores de este trabajo, este punto es de gran importancia, 





Para  realizar  el  análisis  de  recorrido  de  los  productos  en  la  planta,  se  pueden  utilizar 
diferentes herramientas como  tablas y diagramas, que  facilitan y estructuran  la  tarea en 









‐ Diagramas  de  recorrido  sencillo.  Si  se  producen  muy  pocos  productos 
independientemente del volumen de producción. 
‐ Diagramas de recorrido multiproducto. Si se producen pocos productos. 








cuenta  a  la  hora  de  planificar  la  distribución  del  proceso,  sino  que  también  hay  que 
considerar otros aspectos que son de gran importancia en la misma, como son los relativos 
a  la  integración de  los medios auxiliares de producción. En esta  fase, el proyectista debe 
considerar en esta etapa  las exigencias constructivas,  los aspectos de seguridad e higiene 
en  el  trabajo,  los  sistemas  de manutención,  los  consumos  energéticos,  los  sistemas  de 
información... 








El  análisis  de  recorridos  comentado  anteriormente  cubre  las  relaciones  entre  las 
actividades de producción y  la  tabla  relacional considera  todos  los aspectos  relativos a  la 
integración de los medios auxiliares de producción. 
En  la propia confección de  la  tabla  relacional de actividades,  se hace patente el carácter 
multiobjetivo  del  problema  de  distribución  en  planta,  ya  que  es  una  práctica  habitual 








Una  vez  recopilada  toda  la  información  relativa  a  los  flujos  entre  actividades  y  a  las 





en  forma de grafo, que muestre  las  relaciones existentes entre  las actividades ya  sean a 
nivel de flujo entre las mismas o a nivel de proximidad. El diagrama resultante sobre el que 
se muestran  todas  las  relaciones  (Muther  1968)  lo  denomina  "Diagrama  relacional  de 
recorridos  y/o  actividades",  que  guarda  ciertas  similitudes  con  el  diagrama  esquemático 
ideal de (Buffa 1955). Ambos autores buscan una ordenación topológica de las actividades. 
En el diagrama, las actividades se representan mediante nodos, que son unidos entre sí en 











un  diagrama  con  estas  características  se  denomina  localizar  un  grafo  planar  ponderado 







Una  vez  obtenidos  los  diagramas  relacionales  de  actividades  y  recorridos,  con  el menor 




para  implantar  cada  una  de  ellas  es  suficiente.  Si  las  necesidades  no  casan  con  las 
disponibilidades, deberá  realizarse un  reajuste entre ambas,  reformando o ampliando  las 
edificaciones o espacios previstos para  la  implantación del proceso o bien disminuyendo 
(en la medida de lo posible) el espacio asignado a cada una de las actividades. Este suele ser 
un proceso  iterativo que desemboca en el Diagrama  relacional de espacios, que utiliza  la 
base  de  los  diagramas  anteriormente  obtenidos,  convirtiendo  los  nodos,  con  los  que  se 
representaban las actividades, por rectángulos de un área determinada. 













información  necesaria  para  generar  diferentes  configuraciones  que  resuelvan 
efectivamente el problema estudiado, se pasa a  la fase de síntesis, que tiene por objetivo 
fundamental  la  obtención  de  un  conjunto  de  soluciones  válidas  para  el  problema  de 
distribución en planta. 
En este punto es importante remarcar que el problema no tiene una solución única, pues si 




Muther  emplea  varias  técnicas  para  la  generación  de  alternativas,  pero  la  gran mayoría 
están basadas en el empleo de maquetas o en mera intuición del proyectista. Con los años, 







detalle  (detail  layout)  en  el  que  se  especifiquen  los  puntos  de  entrada  y  salida  de  los 
materiales  en  cada  una  de  las  actividades,  la  posición  de  la  maquinaria,  espacios  de 
seguridad, anchura de los pasillos... 
Una  vez  definido  el  layout  de  detalle,  se  debe  valorar  la  solución  obtenida  desde  otros 
objetivos  que  se  consideren  importantes  en  la  industria,  pues  con  toda  seguridad,  si  la 











metodología,  se  deben  tener  en  cuenta  múltiples  criterios,  y  bien  sea  mediante  una 




los  diferentes  criterios  que  entren  en  juego  en  la  implantación,  obteniendo  soluciones 
intermedias  que  sin  ser  óptimas  atendiendo  a  un  único  criterio,  sí  que  son  lo 
suficientemente  buenas  en  el  conjunto  y,  por  tanto,  puedan  ser  seleccionadas  como 
apropiadas. Por tanto, se culmina la fase de síntesis con un conjunto de soluciones que ya 
son eficientes, quedando para esta última un trabajo más simple. 
Si  se  aborda  el  problema  desde  un  único  criterio  (o  mediante  varias  optimizaciones 
atendiendo  a diferentes  criterios),  se parte para  esta  fase de un  conjunto de  soluciones 
buenas atendiendo a un único criterio, pero que pueden resultar pésimas en otros. 
Por tanto se disponen de una serie de soluciones, de entre las cuales se debe seleccionar la 

















deben  obtener  soluciones  viables  para  la  industria  en  proyecto.  En  esta  obtención  de 
soluciones, y con los medios disponibles en la actualidad se emplean los denominados MGL 
o  métodos  de  generación  de  layouts,  constituidos  por  algoritmos  diseñados  para  la 
resolución del problema, mediante los datos obtenidos en fases anteriores. 
"...se entiende por Métodos de Generación de Layouts al conjunto de técnicas 












aplicado  al  problema  de  distribución  en  planta monobjetivo,  por  tanto  simplemente  se 









En  los  primeros  tiempos  se  emplearon métodos  exactos  para  la  generación  de  layouts 
(enumerativos, basados en técnicas branch and bound y los algoritmos de planos de corte), 
que  persiguen  encontrar  una  solución  óptima  del  problema.  No  obstante,  pronto  se 
descartó esta vía por ser extremadamente  lenta y difícil de abordar cuando el tamaño del 
problema comenzó a ser grande. A raíz de la aparición de estos problemas, aparecieron una 
serie  de  métodos  alternativos  que  se  han  desarrollado  con  éxito  durante  las  últimas 
décadas.  
 Enumerativos. Este  tipo de métodos  se busca  la generación de  todas  las posibles 







en  (Gilmore 1962)  como en  (Lawler 1963). Para emplear esta  técnica, primero  se 
debe conseguir una solución  inicial, que puede ser generada por cualquiera de  los 
algoritmos de construcción que  se comentan en puntos posteriores. Esta  solución 
inicial  se  toma  como  una  cota  superior  del  problema,  para  subdividir 
posteriormente el problema en una  serie de  subproblemas  (fase de  ramificación), 
estableciéndose una cota inferior para cada uno de estos y comparando la solución 
de  los éstos con  la  inicial. Si una de  las  soluciones de  los subproblemas es menor 
que  la  solución  inicial  (y  es  factible),  el  nodo  queda  sondeado  (no  es  posible 
encontrar una mejor por esa  rama).  Si no es  factible  se  ramifica  y  se  continúa el 
proceso de búsqueda. El proceso finaliza tras inspeccionar todas las ramificaciones.  
 Planos de  corte. Esta metodología  se emplea en  la  resolución de problemas MILP 
(programación  lineal  entera mixta),  y  fue  introducida  por  (Aiello,  Enea  y Galante 
2006), aunque no  sería empleado en el ámbito de  la distribución en planta hasta 
algo después. En un problema de optimización  lineal con un conjunto elevado de 














Dada  la  extrema  dificultad  de  resolver  el  problema  de  distribución  en  planta  (FLP)  de 





“…  es  un  procedimiento  para  resolver  un  problema  de  optimización  bien 











En  los  años  posteriores  a  la  aparición  del  SLP,  y  con  los medios  disponibles  en  aquel 
entonces, los investigadores dejaron de lado los métodos exactos y desarrollaron una serie 
de heurísticas propias para  la generación de  layouts. El número de heurísticas es elevado 










En  el  punto  2.1.2  del  presente  trabajo  se  describen  con  mayor  detalle  las  heurísticas 
comentadas en la Figura 1.2.14, que en general fueron concebidas para una aproximación 




 Construcción.  Estos métodos  generan diferentes  layouts  variando  la  secuencia de 
colocación  de  las  actividades  en  la  fase  de  construcción  del  algoritmo.  Todas  las 
heurísticas de este tipo evalúan el  incremento  (o decremento) de coste surgido al 





 Mejora.  Las heurísticas de mejora parten de una  solución  generada mediante un 
constructor, a partir de la cual se van obteniendo soluciones alternativas mediante 
la aplicación de cambios sistemáticos. La solución inicial en las primeras técnicas era 
siempre  aleatoria,  aunque  posteriormente  se  obtiene  siempre  de  una  heurística 
previa, dando  lugar  los métodos híbridos. Las heurísticas de mejora más conocidas 
son:  CRAFT  (Armour  y  Buffa  1963),  COFAD  (Tompkins  y  Reed  1976)  y MULTIPLE 
(Bozer, Meller y Erlebacher 1994). 
 Híbridos. Estas heurísticas combinan ambas técnicas, de construcción y mejora, en 













de  distribución  en  planta  llegaron  a  un  punto  en  el  que  no  se  producían  avances 
significativos o aparecían nuevas heurísticas que aceleraran el proceso de optimización del 




En  cualquier  caso  anteponer  el prefijo  “meta‐“  a  la palabra heurística, define bien  a  las 
claras el objetivo de estas técnicas, pues implica la idea de ir “mucho más lejos” o llevar “a 
un  nivel  superior”  las  heurísticas  anteriormente  citadas.  En  otra  definición más  actual  y 
completa: 
“…dentro de la clase denominada metaheurísticas, se incluyen todos aquellos 
procedimientos  que  en  un  proceso  iterativo,  guían  a  una  heurística 
subordinada combinando inteligentemente diferentes conceptos tomados de 








 Son  de  uso  genérico  (no  específicas  para  un  tipo  de  problema,  debiéndose 
particularizar para cada problema). 
En  este  tipo  de  técnicas  se  debe  mantener  el  equilibrio  entre  dos  aspectos  de  gran 
importancia,  que  no  están  presentes  en  las  heurísticas  precedentes,  que  se  centraban 
únicamente  en una  zona del  espacio de  soluciones del problema.  Se debe  encontrar un 
equilibrio entre diversificación e intensificación. 
La  diversificación  se  puede  caracterizar  como  la  cantidad  de  esfuerzo  empleado  en  la 




















La mayor  parte  de  las metaheurísticas  son  bioinspiradas,  y  sus  fundamentos  básicos  se 
basan en algún proceso o mecanismo que se puede encontrar en la naturaleza, bien sea el 
comportamiento social de algunos animales (colonias de hormigas, enjambres de abejas..), 




La  clasificación más  interesante  y  que  adoptan  un mayor  número  de  autores  es  la  que 
diferencia a las metaheurísticas en función del número de soluciones que se emplean en el 
proceso  de  optimización.  Por  un  lado  están  las metaheurísticas  que  se  denominan  de 
trayectoria, es decir  se maneja una  solución que  se va mejorando y es  la que  recorre el 




enmarcar  las  técnicas  de  algoritmos  genéticos,  meméticos,  colonias  de  hormigas, 
enjambres de partículas....  
Otra  de  las  clasificaciones  mostradas  en  la  figura  es  en  función  del  tipo  de  función  
empleada,  aunque  la  práctica  totalidad  de metaheurísticas  tienen  una  función  objetivo 
estática,  es  decir  con  una  formulación  y  objetivos  fijos  a  lo  largo  del  proceso  de 
optimización.  Por otro lado están las metaheurísticas cuya función objetivo es variable, y  
se adapta según avanza el proceso de optimización (búsqueda local guiada, GLS). 
La  estructura  de  la  vecindad  (aquellas  soluciones  accesibles  desde  la  solución  actual 
mediante una pequeña variación de alguna de las variables)  también es un criterio que se 
gasta  para  realizar  la  clasificación  de  las  diferentes metaheurísticas.  Por  un  lado  están 
aquellas que emplean una estructura de la vecindad fija (algoritmos genéticos, colonias de 
hormigas..)  y  por  otro  lado  están  aquellas  que  admiten  una  estructura  de  la  vecindad 
variable (búsqueda por entornos, Simulated Annealing). 
La  clasificación  por  la  inteligencia del  algoritmo  diferencia  aquellas metaheurísticas, que 
por  su  estructura  son  capaces  de mantener  un  historial  de  la  búsqueda  realizada  y  por 
tanto  se  puede  decir  que  son metaheurísticas  con memoria,  dentro  de  este  grupo  se 
pueden  enmarcar  la  búsqueda  tabú,  las  colonias  de  hormigas,  algunos  tipos  de  redes 
neuronales... el resto de técnicas que no son capaces de "recordar" el proceso de búsqueda 
se enmarcan en el grupo de metaheurísticas sin memoria. 
Otros  autores,  como  (van  Camp,  Carter  y  Vanelli  1991)  prefieren  seguir  la  clasificación 
mostrada en la Figura 1.2.17 que fue propuesta por (Melian, Moreno Pérez y Moreno Vega 








Numerosos  autores  han  empleado metaheurísticas  para  la  resolución  del  problema  de 
distribución en planta. El número de publicaciones que han aparecido en  los últimos años 





problema,  remitiendo  a  la  tesis  doctoral  de  (Diego‐Más  2006)  o  al  reciente  artículo  de 
revisión  de  (Drira,  Pierreval  y  Hajri‐Gabouj  2007)  para  más  información  sobre  las 
metaheurísticas aplicadas al problema monobjetivo de distribución en planta. 
En  el  capítulo  4  se  describen  con  precisión  las  diferentes metaheurísticas  aplicadas  al 
problema  de  distribución  en  planta multiobjetivo,  que  es  el  objeto  de  la  presente  tesis 
doctoral. 
Por tanto, de esta fase del SLP se obtiene una solución o un conjunto de soluciones (en la 



















procede  a describir  todas  las  características  geométricas que  se deben  considerar  en  su 
modelización. 
En el presente capítulo se profundiza en las diferentes aproximaciones que, desde el punto 
de  vista  geométrico,  se  han  realizado  al  problema  de  distribución  en  planta  de 
establecimientos industriales. Estos aspectos son de gran importancia, pues el desarrollo de 
la  posterior  mecánica  de  optimización  queda  condicionada  a  la  forma  en  la  que  se 
considera  la  geometría  de  la  planta.  Para  establecer  una  formulación  del  problema  se 
requiere que fije un modelo geométrico de representación del espacio de la distribución en 
planta a optimizar. Por  tanto, el objetivo  fundamental es determinar el  soporte  sobre el 
que se van a construir todas las soluciones en fases posteriores. 






se abordarán cuestiones  relativas a cómo  se considera el espacio a  la hora de  realizar  la 
implantación  de  las  actividades  sobre  el mismo.  Se  describen  los modelos  continuos  y 
discretos que se han empleado en las referencias aplicadas al problema de distribución en 
planta de dos dimensiones (FLP). 
Otros aspectos a  fijar en el presente capítulo  son  los  relativos al  recinto  sobre el que  se 
colocarán  las  actividades,  debiendo  fijar  tanto  las  dimensiones  como  la  orientación  del 
mismo.  La  dimensión  del  recinto  debe  tener  capacidad  para  albergar  el  conjunto  de 
actividades,  la  forma generalmente es  fija, aunque podría considerarse variable con el  fin 















distribución  en  planta  de  establecimientos  industriales  es  el  relativo  al  modelo  de 






2. La  segunda  emplea  un  modelo  espacial  geométrico  a  la  hora  de  colocar  las 




espacial empleados en  las distintas versiones del problema de  implantación de  industrias 





iguales  y  ascensores  entre  ellas,  el  MFLP  (Multi  Facility  Layout  Problem)  o  bien  una 
formulación  que  emplee  plenamente  las  3  dimensiones.  En  cada  uno  de  los  modelos 









Las  aproximaciones  al  problema  de  distribución  en  planta  que  emplean  modelos  de 
representación  espacial  topológicos,  no  persiguen  encontrar  una  distribución  exacta  de 
cada una de las n actividades del problema, sino más bien su posición relativa. El diagrama 
final  deberá  satisfacer  una  serie  de  aspectos  que  tienen  que  ver  con  la  necesidad  de 
proximidad o lejanía de actividades, así como por el flujo de materiales entre actividades. 
Si  las  restricciones  espaciales  son  más  estrictas  y  solo  se  permite  la  colocación  de 
actividades en un plano de  trabajo, se obtiene un modelo de dos dimensiones, que es el 
más  extendido  en  la  bibliografía.  Sin  embargo  es  posible  extender  el  problema  a  tres 
dimensiones si se elimina la restricción de planaridad. 
Por  tanto,  se persigue  construir un diagrama  relacional de  actividades  y/o  recorridos de 
modo que no  se produzcan cruzamientos  (principio de circulación) y sean adyacentes  las 
actividades  con  máxima  relación  o  estén  separadas  las  incompatibles  (principio  de  la 
mínima distancia, principio de la seguridad y confort y principio de integración). 
Como paso previo  a  la materialización de  alternativas  (etapa de  síntesis),  tanto  (Muther 
1968) como (Buffa 1955) proponen, tal y como se vio en el capítulo anterior, realizar una 
representación  a  través  de  un  grafo,  para  plasmar  las  interacciones  existentes  entre  las 
diversas  actividades  que  componen  la  planta  (representando  las mismas  como  puntos). 








(Seppänen  y  Moore  1970)  inician  esta  nueva  línea  de  métodos  de  generación  de 
distribuciones en planta de recintos industriales (layouts) basados en técnicas de teoría de 
grafos, que ha llegado a alcanzar un considerable desarrollo.  





































































El  conjunto  de  grafos  que  tienen  un  mayor  interés  en  la  resolución  del  problema  de 
distribución en planta es el de los no dirigidos, ya que los métodos que utilizan la teoría de 
grafos  responden habitualmente a  las  relaciones  representadas en el diagrama  relacional 
de  actividades de Muther,  en  el  que  se  expresa  la  conveniencia  de  que dos  actividades 
ocupen posiciones adyacentes en el layout. 












Un  camino,  del  vértice  vp  al  vértice  vq,  en  un  grafo  G,  es  una  secuencia  de  vértices 
vp,vi1,vi2,...,vin,vq,  tal que  (vp,vi1),(vi1,vi2),...,(vin,vq) son aristas del grafo G. La  longitud de un 
camino es el número de aristas del mismo. Un camino simple es un camino en que todos 







Un grafo G es un grafo ponderado  si  sus aristas  tienen pesos asociados que pueden  ser 
utilizados como parámetros de coste o beneficio.  
Otro concepto importante es el de grafo planar, se dice que un grafo es planar si, al menos, 































cara  infinita,  y  conectando  con  una  arista  los  pares  de  puntos  cuyas  caras  tienen  arista 















un  árbol  como un  grafo  conexo que no  tiene  ciclos,  siendo un  tipo  especial de  árbol  el 







































El  tamaño  del  espacio  de  configuraciones,  es  decir,  el  del  número  de  posibles  grafos 
planares  construibles  (N)  para  un  conjunto  de  n  actividades  asciende,  tal  y  como 
señala(Santamarina 1995) a: 
  3n‐6n(n‐1)/2N=C   (2.2) 
con este modelo topológico la formulación del problema en dos dimensiones (plano) es: 
 
i ijMAX     G(a ,r )   (2.3) 
s.t.: 
 
i ijG(a ,r )     planar   (2.4) 
Si  se  quiere  extender  esta  formulación  al  problema  de  distribución  en  planta  en  tres 












método  heurístico  de  construcción  del  Diagrama  Relacional  de  Recorridos  y/o 
Actividades  (propuesto  por  Muther)  persigue  la  ordenación  topológica  de  las 
actividades. El objetivo es encontrar un grafo en el que se muestren  las relaciones 
existentes entre  las diferentes actividades  intentando que no existan cruzamientos 
(Principio de Circulación), al menos entre  las  líneas que muestran  las relaciones de 




En  (Santamarina  1995)  se  puede  encontrar  algunas  referencias  de  algoritmos 
desarrollados para  la obtención del GPPM a partir de  la  tabla  relacional, bien  sea 








En  esta  última  fase,  se  incorporan  los  aspectos  geométricos  (área  y  forma), 
obteniendo  a  partir  del  grafo  dual  la  distribución  del  layout  de  bloques.  En  esta 








La  opción más  simple  para  la modelización  del  problema  de  distribución  en  planta  es 
considerarlo como un problema de una sola dimensión, donde las actividades se colocan en 
una  fila,  sin  tener  en  cuenta  la  dimensión  Y,  generando  de  esta  forma  un  recinto  con 
muchos espacios vacios. 
(Simmons  1969) propone  la  resolución  del problema  de  distribución  en planta  como  un 
modelo de  secuenciación  y  lo  resuelve mediante  el método de  ramificación  y  acotación 








  N=n!   (2.5) 
En  (Heragu  1997)  se  clasifica  este  tipo  de  problemas  para  el  caso  en  continuo,  como 












El  segundo  grupo  de  aproximaciones  al  problema  son  aquellas  que  emplean  dos 




del centro de gravedad de  la misma, aunque  la forma en  la que se trata el espacio pueda 
ser diferente, tal y como se comentará en este punto. 





En  la Figura 2.1.10  se muestran  los distintos modelos geométricos en 2D aplicados en  la 













La  representación  geométrica  empleando  un modelo  discreto  se muestra  en  la  Figura 
2.1.11. Sea un dominio D(A) de geometría conocida y área A, donde deben ubicarse,  sin 
superposición, n actividades  industriales de área ai y geometría  libre. Por geometría  libre, 
se entiende que no existe ninguna  forma, ni coeficiente de aspecto definido a priori para 
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forma que  ∙c a A , produciéndose la siguiente transformación: 
 
i i i i i i
D(A) D(c,a)







conjunto de celdas elementales se  le denomina conjunto de asignación. Si  la  formulación 
del problema es  la de un problema cuadrático de asignación  (QAP), cada actividad ocupa 
una única casilla, por tanto no es necesario emplear el conjunto de asignación. 














































ij kl jl ik
k 1 l 1i j
1
d ∙ d ∙x ∙x
c ∙c  
    (2.9) 
La  formulación monobjetivo más  simple  del  problema,  es  la  que  viene  impuesta  por  la 








i 1 i 1 j 1
MHC b w ∙d   (2.10) 
Donde bi es el coste de  instalación de  la actividad  i‐ésima en su posición actual y wij es  la 
intensidad  relacional entre  las actividades  i y  j, que establece el coste de movimiento de 










de  asignación,  la  formulación del problema de distribución en planta  con  actividades de 
área variable que se va a utilizar es la siguiente: 
 
n n c c
ij
kl ik jl
i 1 j 1 k 1 l 1 i j
w
Min  C= ∙d ∙x ∙x
c ∙c   
   (2.11) 















  2ik ikx x   (2.14) 
La restricción (2.12) controla que cada actividad i este compuesta por un número de casillas 
tal que se alcance el área necesaria para la instalación (Ai). La restricción (2.13) vela por la 




restricción  es  dependiente  de  la  técnica  de  relleno  que  se  emplee,  pudiéndose  dar  dos 
casos: 
 La técnica de relleno no controla la agregación: Esta situación se da, por ejemplo, en 























espiral.  En  capítulos  posteriores  se  desarrollarán  aspectos  importantes  de  esta  técnica 





Plant  Layout  ANalysis  and  Evaluation  Technique  fue  propuesto  en  (Apple  y  Deisenroth 
1972). En este algoritmo el área del recinto es variable y tanto la forma como la dimensión 
de las actividades es conocida. El método para posicionar las actividades se realiza en base 











Una  evolución  a  la  técnica  ALDEP  es  la  construcción  de  soluciones mediante  curvas  de 
relleno del espacio, o SFC  (Space Filling Curves). Esta  técnica, ampliamente estudiada por 
los  matemáticos,  fue  empleada  por  primera  vez  en  un  problema  de  optimización  en 
(Bartholdi  III  y  Platzman  1982),  donde  es  aplicada  para  la  resolución  del  problema  TSP 
(problema del viajante de comercio). 
La primera aplicación de esta  técnica de  relleno al problema de distribución en planta se 
puede  encontrar  en  el  algoritmo MULTIPLE,  propuesto  por  (Bozer, Meller  y  Erlebacher 
1994). En el mismo,  los autores describen  la SFC como "una  línea continua que une todas 




En un  edificio  rectangular,  sin  actividades  fijas o  zonas  vetadas,  la  SFC puede obtenerse 
mediante un método  recursivo que da  lugar a  la denominada "curva de Hilbert", que  fue 
























distribución  en  planta  como  un modelo  de  secuenciación  en  el  cual  las  actividade
colocan  una  después  de  otra  en  forma  lineal  y  no  existe  la  restricción  en  la  forma

























forma  rectangular  o  cuadrada,  definida  por  sus  dimensiones  y  la  posición  de  la misma 
queda definida únicamente por  la posición de su centro de gravedad  (xi,yi). Por  tanto  las 











La  función  objetivo  que  habitualmente  se  formula  cuando  se  emplea  este  modelo 
geométrico es de tipo cuantitativo y consiste en minimizar el coste total de manutención 
requerido por el flujo entre actividades, si se emplea el concepto de  intensidad relacional 
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l L i =1,....,n
A
b = i =1,....,n
l
  (2.18) 
Las  restricciones  de  este  modelo  geométrico  son  más  complejas  que  las  del  modelo 
discreto, en todas ellas bi y li son los largos y anchos de las i actividades: 
Restricción de no superposición (2.16) 
Las dos  restricciones que  se  incorporan en este modelo,  representan  la  condición de no 
superposición, de  tal  forma que  se garantiza, que  siempre existirá una distancia mínima, 
min ijd  entre las actividades i y j.  
Restricción de inclusión en el dominio (2.17) 
Se  introducen  una  serie  de  restricciones  para  garantizar  que  las  actividades  queden 












Heragu  integrando  sobre  el mismo  la  posibilidad  de  considerar  el  diseño  de  detalle,  al 
incluir los puntos de entrada y salida de materiales de cada actividad. 





El  modelo  matemático  propuesto  emplea  una  formulación  MILP  (Mixed  Integer  Lineal 
Programming)  y  se  imponen  una  serie  de  restricciones  para  controlar  por  una  parte 
aspectos  relativos  a  las  actividades,  como  son  la Orientación  (permitiéndose  giros  cada 
90º), Descomposición (en subactividades conectadas entre sí), así como de Entrada y salida 
(posición de los puntos).  











Un  gran  número  de  autores  consideran  el  recinto  sobre  el  que  se  va  a  implanta
distribución en planta como un elemento continuo  sobre el que  se  realizan una  seri
cortes para  ir  configurando  la posición de  las actividades  sobre el mismo. Este grup
modelos son los modelos continual plane o modelos basados en cortes.  
La representación de la distribución mediante árboles de corte, tiene sus inicios a prin
de  los años 80 como se recoge en  las referencias  (Stockmeyer 1983),(Wong y Liu 198
(Tam  y  Li  1992).  Mediante  esta  técnica,  la  distribución  se  genera  a  base  de  di
recursivamente el dominio de partida D(A). Para ello, se definen una serie de operad
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Si  existen  n  actividades  se  realizan  n‐1  agrupaciones.  En  cada  una  de  ellas,  se  van 
agrupando las actividades o grupos de actividades que son entre sí, más afines. 
Existen numerosas técnicas para determinar  la forma de agrupar  las actividades en clases 










Si  al  dendograma,  que  muestra  los  grupos  de  actividades  homogéneas,  se  le  añade 
información sobre cómo realizar  los cortes para  la distribución de  las actividades sobre el 
recinto, el dendograma se transforma en un árbol de corte. La información de la forma en 

































en  lo  que  se  denomina  árbol  de  corte,  permitiendo  la  representación  esquemática  y 




























Dentro  de  los modelos  geométricos  continuos  basados  en  árboles  de  corte,  se  pueden 





muy  útil  cuando  se  quiere  obtener  una  configuración  de  las  actividades  que  facilite  un 
sistema  de manutención  que  pueda  ser  capaz  de mover  grandes  cargas  (puentes  grúa) 
entre  distintas  naves  de  una misma  planta.  La  dimensión  del  recinto  es  conocida  y  se 
adapta  a  un  sistema  de  naves  longitudinales  a  través  del  recinto  y  con  sistemas  de 






el  problema  de  naves  simples,  o  el  algoritmo  heurístico  de  (Tate  y  Smith  1995)  para 
problemas  grandes.  Hacer  notar  que  este  segundo  algoritmo  es  aplicable  al  problema 
























optimización  con una  función de penalización al problema de distribución en planta  con 
restricciones de  forma y área desigual. Se muestra en el algoritmo que  las soluciones son 
afectadas  por  las  restricciones  de  forma  de  las  actividades.  En  el  algoritmo  se muestra 
como una función adaptativa se puede utilizar para encontrar buenas soluciones factibles, 











una matriz  de  dos  dimensiones  que  contiene  información  de  la  posición  relativa  de  las 
actividades  en  el  recinto.  El número de  elementos  en  la matriz  es  igual o mayor que  el 
número de  actividades  (existen posiciones  con  actividad nula),  llamándose  a esta matriz  
Location Matrix. El tamaño del recinto donde serán ubicadas las actividades es conocido se 
emplea un método para dividir el espacio del estilo de  los  árboles de  corte,  aunque  los 
autores lo nombran SPM (Space Partitioning Method).  
Los autores, presentan  tres métodos para  la descomposición del espacio disponible en el 





















emplean  una  formulación  del  problema  basada  en  DISCON  (DISpersión‐CONcentración), 
que originalmente  fue  propuesta  en  (Drezner  1980).  En  esta  aproximación,  las  premisas 
fundamentales son: 
1. Cada una de las actividades se representa por un círculo de radio  i ir A . 
2. La distancia entre cada par de actividades i y j es la distancia Euclídea: 













w d   (1.23) 
s.t. 


























supera  las deficiencias de  la propuesta de Drezner, mediante  la  inclusión de una serie de 
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En  (Anjos  y  Vanelli  2002),  los  autores  presentan  un  modelo  al  que  denominan  AR 
(Attractor‐Repeller)  basado  en  los  previos  de  Drezner  y  van  Camp,  pues  emplea  la 
formulación de DISCON, y tiene en cuenta las restricciones empleadas por NLT. 
Los  autores  plantean  un modelo  para mejorar  el  punto  obtenido  en  la  fase  dos  de  la 
metodología NLT, y el problema queda formulado de la siguiente forma: 
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min ∙
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ejerza  de  Repelente,  para  conseguir  evitar  el  efecto  anteriormente  descrito,  para  ello 
emplean el concepto de distancia objetivo tij tal y como se formula en (1.34). 
  2∙( )ij i jt r r    (1.34) 
La distancia entre los centros de los círculos que representan cada una de las n actividades, 
se determina mediante la distancia Euclídea:  2 2 2( ) ( )ij ij i j i jD d x x y y     . Por tanto tij será 
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Una  variante  del  problema  de  distribución  en  planta  (FLP)  es  emplear  el  espacio  en  2 
dimensiones  y media,  es  decir,  considerar que  la  actividad  se desarrolla  en más  de  una 
planta de las mismas dimensiones, y la interconexión de todas ellas se realiza mediante el 
empleo de montacargas. Estos elevadores se consideran un sistema de manutención más, 
con  sus  costes  de  operación,  que  pueden  ser  considerados  iguales  o  distintos  que  el 
transporte dentro de una misma planta. 
La  consideración  de  éste  problema  como  un  problema  de  2  ½  D  se  debe  a  que  la 
configuración  no  puede  ser  considerada  plenamente  3D,  ya  que  la  posición  de  las 
actividades en el eje Z no es libre, sino que está condicionada a la altura de cada una de las 




Se  puede  realizar  una  clasificación  de  las  aproximaciones  al  problema  en  función  de  la 








de  las  plantas.  En  esta  segunda  fase,  se  puede  utilizar  un  modelo  geométrico 





























Program)  presentado  en  (Seehof  y  Evans  1967)  que  está  desarrollado  para  espacios 
discretos  en  dos  dimensiones,  aunque  presenta  en  el mismo  artículo  la  posibilidad  de 
utilizar el algoritmo en espacios con múltiples plantas.  
Esta mención al problema MFLP, contempla  la asignación del contorno de espacios  libres 





Papageorgiou  2002)  y  discretas  (Bozer,  Meller  y  Erlebacher  1994).  La  formulación  de 
problema  en  dos  fases  es  similar  a  la  del  FLP.  Sin  embargo  otros  autores  como  Bozer 
abordan el problema en una sola  fase, donde  la  formulación del problema MFLP es muy 
similar a la mencionada en el punto anterior, con la salvedad de que hay que añadir en la 
función objetivo un coste diferenciado para el movimiento de materiales en horizontal y en 
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donde  a  es  el  número  de  ascensores,  en  el  caso  de  ser más  de  uno,  los  productos  se 
desplazarán por el que minimice la distancia a recorrer por el producto. 
Adicionalmente hay que imponer las restricciones de no superposición y de área completa 
establecidas  en  (2.12)  y  (2.13),  así  como una  cuarta  restricción que  garantice que no  se 
produce la disgregación de las actividades entre las diferentes plantas del establecimiento. 
(Liggett  y Mitchell  1981)  propusieron  SPS  (Space  Planning  System),  que  considera  tres 
costes  (fijos,  interactivos  y  de  movimiento).  Los  autores  emplean  un  algoritmo  de 
construcción seguido de una mejora mediante intercambio de actividades. La metodología 
empleada  en  la  construcción  garantiza  la  regularidad  de  las  actividades,  así  como  la  no 
división de las mismas entre plantas. 
SPACECRAFT propuesto por  (Johnson 1982) es un algoritmo que, como su nombre  indica, 
está  basado  en  CRAFT.  En  el  algoritmo  se  tiene  en  cuenta  el  número  y  forma  de  las 
diferentes  plantas,  así  como  el  movimiento  de  materiales  entre  ellas  y  los  puntos  de 
conexión entre plantas, aunque no considera la inclusión de ascensores. 
Se  divide  cada  una  de  las  plantas  en  módulos  rectangulares  cada  del  mismo  tamaño 
(discretización  de  la  planta).  Al  igual  que  CRAFT,  requiere  de  una  solución  inicial  y  el 





MSLP  es  la  aproximación  realizada  por  (Kaku,  Thomson  y  Baybars  1988)  en  la  que  se 
emplea una heurística de  k‐mediana, para dividir  las  actividades en  varios  grupos de  tal 




2D,  así  como  el MFLP.  El mismo  emplea  implícitamente un procedimiento de dos  fases, 









curvas  de  relleno  dan  la  posibilidad  de  intercambiar  cualquier  par  de  actividades, 
introducen un control de forma de  las actividades y permiten que  las áreas de  las mismas 







En  (Abdinnour‐Helm y Hadley 1995) se  introduce por primera vez  la  técnica en dos  fases 
comentada  en  párrafos  anteriores.  En  la  primera  fase,  los  autores  determinan  las 
actividades que deben situarse en cada planta mediante una heurística de tipo GRASP, y en 




aplicación. En  la segunda aproximación  (FAF/TS),  la primera  fase es cubierta mediante un 






















Assignment  Formulation,  FAF).  La  diferencia  fundamental  respecto  a  SABLE  es  que  se 
emplea  una metodología  de  dos  fases,  no  dejando  que  se  produzca  el  intercambio  de 
actividades entre plantas. 
MULTI‐HOPE,  fue  propuesto  por  (Kochhar  y Heragu  1998)  para  resolver  el  problema  de 
distribución en planta en varios pisos iguales (MFLP). La metodología discretiza cada una de 
las plantas. Cada actividad se asigna a un conjunto de unidades tal que el área total de esas 
unidades  es  igual  al  área  de  las  actividades.  La  asignación  de  las  actividades  se  realiza 








MUSE  es  la  aproximación  propuesta  por  (Matsuzaki,  Irohara  y  Yoshimoto  1999),  y  está 
basada  en  LOGIC  (Tam  y  Li  1992),  una  heurística  para  la  optimización  del  FLP.  LOGIC  y 
MUSE utilizan expresiones de las distribuciones en planta muy similares, mediante árboles 
de  corte.  Los  autores  introducen  el  operador  “D”  en  la  cadena  de  codificación  de  la 
solución, para denotar el cambio de planta. En la Figura 2.1.37, se muestra la solución con 
la codificación mostrada en la secuencia de actividades siguiente:  













Para  la ubicación de  las actividades  se emplea un  listado ordenado y para determinar el 
intercambio de las actividades se utiliza una regla del estilo ruleta. Los autores discretizan el 
espacio de cada planta, y establecen una serie de reglas para obligar a que cada actividad 
tenga  una  forma  siempre  rectangular.  Esto  hace  que  el  aspecto  de  la  solución  pueda 














k‐mean y  la segunda  fase mediante un algoritmo genético en  (Chang, Lin y Lin 2006). Las 






Otros autores,  como  (Patsiatzis  y Papageorgiou 2002)  y  (Patsiatzis  y Papageorgiou 2003) 
plantean  la  resolución del problema  con una  formulación de MILP  (Mixed  Integer  Linear 
Programming), fijando un conjunto de restricciones más extenso. En este caso, no se realiza 
la discretización de cada una de  las plantas, sino que se obliga a que todas  las actividades 
tengan  forma  cuadrada,  y  que  las  plantas  no  se  deban  ocupar  completamente.  En  el 















En  la  última  referencia  consultada,  (Afrazeh,  Keivani  y  Najafabadi  Farahani  2010)  se 
aproximan  al  problema MFLP  con  un modelo  discreto monocasilla  que  posteriormente 









El  siguiente  paso  en  los  modelos  geométricos  de  representación  del  problema  de 
distribución  en  planta  son  los  basados  en  tres  dimensiones.  En  los mismos,  los  autores 
consideran un problema en el que todas  las actividades tienen una dimensión en planta y 
además una determinada altura. 










para  el  problema  FLP  (2D)  al  problema  de  distribución  en  planta  tridimensional.  La 
aplicación  de  la  formulación  propuesta  está  orientada  a maquinaria  y  equipamiento  de 
industrias químicas, aunque propone extenderlo a cualquier tipo de industria o problema.  
En  el modelo,  se  definen  las  unidades  de  equipamiento  (similar  a  las  actividades),  que 
pueden ser regulares o irregulares (puesto que en tal caso pueden ser descompuestas a su 




sal,entC   descomponiéndolo  a  su  vez  en  costes  horizontales,  de movimiento 









El  segundo  de  los  aspectos  geométricos  a  tener  en  cuenta  en  el  planteamiento  del 
problema  de  distribución  en  planta  es  el  relativo  a  la  métrica  que  se  emplee  para 
determinar la distancia entre las actividades del problema a optimizar. La distancia entre las 











1. Tipo  de  problema:  Según  se  esté  tratando  el  diseño  de  bloques  o  el  diseño  de 
detalle. 
2. Modelo geométrico: Según se emplee un modelo topológico o geométrico. 
3. Sistema  de manutención:  Cada  sistema  de manutención  puede  asimilarse  a  una 
métrica concreta. 
















Sin  embargo,  si  se  emplea  un modelo  geométrico  topológico,  puede  resultar  adecuado 
emplear una métrica del tipo camino más corto. 
Otros  autores  como  (Ozdemir,  Smith  y Norman  2003)  abogan  por  emplear  una métrica 
heterogénea, es decir dar  la posibilidad de emplear distintos sistemas de manutención en 
función del  flujo entre actividades en  función del  tipo de  sistema de manutención entre 
actividades. 
2.2.1 Distancia entre centroides 


















De  esta  formulación  se  extraen  las  tres  métricas  más  empleadas  en  el  problema  de 








También  conocida  como  métrica  rectilínea  o  rectangular,  se  obtiene  al  aplicar  en  la 




La  distancia  rectilínea  para  el  caso  de  dos  dimensiones  (x,y)  se  calcula  con  la  expresión 
simplificada: 
  ij i j i jd = x ‐ x + y ‐ y   (2.40) 
y representa la suma de las distancias horizontal y vertical entre los centros de gravedad de 
las actividades i y j, tal y como se muestra en la Figura 2.2.2. 






es  una medida  irreal,  pues  la mayor  parte  de  los  sistemas  de manutención  no  pueden 
cruzar por dentro de otras actividades tal y como se puede observar en la Figura 2.2.2. 
La  distancia  Euclídea  para  el  caso  de  dos  dimensiones  (x,y)  se  calcula  con  la  expresión 
simplificada: 











   ij i j i jd =max x ‐ x , y ‐ y   (2.42) 
La distancia Tchebychev se corresponde con el problema de manutención en una industria 













































Se  supone  que  las  actividades  i  y  j  están  definidas  por  las  regiones  (planares) 
i jR  y  R  
respectivamente, con un área total igual a 
i jA  y A . Sean las coordenadas de dos puntos de 
ambas regiones muestreados aleatoriamente  i i i(x ,y ) R  y  j j j(x ,y ) R . 
Dado  que  la  posición  de  cada  punto  es  específica  para  una  función  de  probabilidad 
uniforme  sobre  ambas  regiones,  la  distancia  rectilínea  esperada  (EDIST)  entre  las  dos 
actividades i y j (dij) queda fijada mediante la expresión: 
     
      i i i i j j j jij i j i j j j i ix R y R x R y R
i j
1 1
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Por  tanto,  no  se  debería  establecer  una metodología  para  la  resolución  del  problema 
basada  únicamente  en  el  indicador  de  flujo  (como  puede  ser  el  coste  de  transporte  de 
materiales),  pues  las  soluciones  obtenidas  podrían  no  representar  correctamente  la 
totalidad de los objetivos que se deben cumplir. 




Se  realizará  un  estado  del  arte  de  los  indicadores  que  se  han  empleado  en  todas  las 
referencias bibliográficas del problema, tanto las que abordan el problema desde un punto 




que  sean  redundantes y,  si es necesario, se propondrán  indicadores que puedan  resultar 
útiles para garantizar el correcto cumplimiento de aquellos principios que no tengan ningún 
indicador asignado. 
El  objetivo  fundamental  de  este  capítulo  es  encontrar  el  conjunto  de  indicadores 









Tal y como  se comentó en capítulos anteriores,  la distribución en planta de  los procesos 
industriales debe  realizarse atendiendo a una  serie de objetivos  fundamentales, que han 
sido  establecidos  por  diferentes  autores  en  sus  metodologías  para  la  resolución  del 
problema. 
Estos objetivos, que generalmente coinciden entre  los distintos autores, se materializan y 
condensan  mediante  el  cumplimiento  de  una  serie  de  principios  fundamentales, 
establecidos  por  (Muther  1955)  y  deben  ser  el  punto  partida  a  la  hora  de  realizar  la 
optimización  del  “block  layout”.  Estos  principios,  muchos  de  ellos  teóricos  deben  ser 







Por  tanto,  el objeto de  este  apartado  es determinar  en primer  lugar  los objetivos de  la 
distribución  en  planta  establecidos  en  la  bibliografía,  relacionarlos  con  los  principios 
fundamentales  del  problema  que  deben  cumplirse  en  el  proceso  de  optimización  y 






















los  pasos  peligrosos,  la  posibilidad  de  resbalones,  los  lugares  insalubres,  la mala 
ventilación… 
2. Elevar la moral y la satisfacción del trabajador. 
























Al  aplicar  una  secuencia  lógica  y  disminuir  las  distancias,  el material  permanece 
menos tiempo en el proceso, disminuyendo las demoras. Al disminuir las distancias, 
demoras y almacenamientos innecesarios el producto estará listo para la venta más 














Al  separar  las operaciones  se  reducen  las  influencias nocivas de unas a otras. Por 





































































En  todas  las  aproximaciones  a  la  determinación  de  los  objetivos  básicos  de  toda 
distribución  en  planta  se  puede  observar  que  existen muchos  puntos  en  común  y  que 










la  mejor  distribución  en  planta  posible,  y 
reducidos  estos  a  los  6  objetivos  básicos,  los 
expresa en  forma de principios, constituyéndose éstos en  la base de  la metodología que 
posteriormente formularía como el SLP: 
a) Principio de integración de conjunto.  







“En  igualdad de  condiciones,  la mejor  solución  será aquella que permita al 
material desplazarse la mínima distancia posible” 
En cualquier proceso industrial, el material (o la maquinaria) se debe desplazar por 
la  planta,  puesto  que  es  prácticamente  imposible  que  el  proceso  sea 
completamente  lineal.  Asumiendo  esta  premisa,  lo más  aconsejable  será  que  el 
recorrido sea mínimo, puesto que no añade ningún valor al producto. 
c) Principio de la circulación. 




mejor  la solución que haga que el material (o  la maquinaria) tenga que transitar  lo 
menos posible por los pasillos.  
El concepto de circulación se centra en la idea de un constante movimiento hacia la 








“La  economía  se  obtiene  utilizando  de  un modo  efectivo  todo  el  espacio 
disponible, tanto en vertical como en horizontal” 
Una  buena  distribución  en  planta  debería  de  aprovechar  la  tercera  dimensión, 




“En  igualdad  de  condiciones,  la mejor  solución  será  aquella  que  haga  el 
trabajo más  satisfactorio  y  seguro  para  los  operarios,  los materiales  y  la 
maquinaria” 
El  operario  desarrollará  su  trabajo  de  manera  más  efectiva  si  se  encuentra 
satisfecho y  seguro, así que  todo  lo que ayude a  fomentar estas dos condiciones, 
redundará en la efectividad de la distribución. 
f) Principio de flexibilidad. 
“En  igualdad  de  condiciones,  será más  efectiva  la  solución  que  pueda  ser 
ajustada o reordenada con menos costos o inconvenientes” 
Desde  los  primeros  trabajos  en  el  ámbito  de  la  optimización  multiobjetivo  del 
problema de distribución en planta, este fue uno de los factores que se tuvieron en 
cuenta,  puesto  que  debido  a  los  cambios  tecnológicos  y  a  los  cambios  en  la 
producción,  las  plantas  industriales  deben  ser  capaces  de  adaptarse  a  un  nuevo 
entorno con rapidez y a un coste mínimo. 














Posteriormente, otros autores también han hecho hincapié en  la  importancia de  la 
flexibilidad: 
“La  flexibilidad  implica dos aspectos:  el primero  relativo a  la  capacidad de 
realizar  una  variedad  de  tareas  en  diferentes  condiciones  y  una  segunda 
relativa a la capacidad de ampliar la planta” 
(Yang y Hung 2007) 
Otro aspecto  importante, que algunos autores han  introducido en  los últimos años 
es el de la flexibilidad de la configuración (o Facilities Layout Flexibility, FLF): 
“la  flexibilidad  de  la  configuración  es  la  capacidad  de  ésta  para  soportar 
efectivamente  las  sucesivas  variaciones  que  surjan  en  los  cambios  de 




Sin  embargo,  tal  y  como  se  verá  en  apartados  posteriores,  la  flexibilidad  de  la 
configuración no es una característica  sencilla de medir, y más desde el punto de 
vista del  layout de bloques, en el que únicamente se  reserva un área de  la planta 
para  instalar  las  actividades.  Por  tanto  resulta  interesante  definir  un  objetivo  de 
flexibilidad a menor escala como es la flexibilidad geométrica de una actividad. 
La  flexibilidad  geométrica  del  área  reservada  a  una  determinada  actividad  es  la 
capacidad del mismo para admitir cambios de implantación de la actividad sobre él. 
Es decir, se dice que un área es  flexible cuando admite diferentes configuraciones 
internas de  la actividad. De esta  forma,  las actividades con un área reservada más 
compacta serán más flexibles que  las que tengan un área más dispersa, y  las áreas 

















un mayor  número  de  principios  (6),  seguido  de  la  integración  de  conjunto  y  la mínima 
distancia recorrida (4 cada uno). Por ello resultará fundamental encontrar indicadores que 
permitan cuantificarlos y realizar una correcta optimización de la distribución en planta. 
Una  vez  conocidos  los  objetivos  básicos  de  una  correcta  distribución  en  planta,  y  los 
principios  que  se  deben  cumplir  a  la  hora  de  realizar  la  concepción  de  la misma,  resta 







3.2 INDICADORES  EMPLEADOS  EN  EL 
PROBLEMA  DE  DISTRIBUCIÓN  EN 
PLANTA 
Una  vez  conocidos  los  principios  básicos  que 
deben  regir  el  proceso  de  optimización  de  la 




dos  grandes  grupos,  aquellos  que  son  cualitativos,  es  decir  que  no  son  cuantificables 
medida  física  o  geométrica,  sino  que  deben  recurrir  a  calificaciones  otorgadas  por  un 
evaluador externo. Por otra parte se consideran los indicadores cuantitativos, que pueden 
ser  obtenidos  por  la medida  de  alguna  característica  física  o  geométrica  del  layout  de 














Un  gran  número  de  autores  han  empleado  indicadores  cualitativos  a  la  hora  de  incluir 
diferentes objetivos básicos en  sus  investigaciones,  todos ellos  requieren de un panel de 




de  cercanía  o  Closeness  Rating  (CRij  o  rij).  Éste  se  obtiene  de  la  Tabla  Relacional  de 
Actividades (Francis y White 1974), que es un cuadro organizado en diagonal, en el que se 
plasman  las  relaciones de  cada actividad  con  las demás. En ella, un experto  (o panel de 
expertos),  evalúa  la  necesidad  de  proximidad  entre  las  diferentes  actividades  bajo 
diferentes puntos de vista. 
La  relación  entre  actividades  se  valora  entre  A  (absolutamente  importante)  y  U  (no 
importante), y generalmente se emplea la X para relaciones indeseables. Estos valores son 
transformados en numéricos empleando diferentes escalas: 
  A  E  I  O  U  X 
(Moore 1971) 6 5 4 3 2 1
(Fortenberry y Cox 1985)  5  4  3  2  1  ‐1 
(Urban 1987)  4  3  2  1  0  ‐1 
(Chen y Sha 1999)  64  16  4  1  0  ‐1024 
(Ye y Zhou 2007)  5  4  3  2  1  0 
Tabla 3.2.1 Valores de transformación para CRij. 









evaluación  de  diversos  subcriterios  (que  se  pueden  corresponder  con  alguno  de  los 
indicadores que se exponen en puntos posteriores): 






























Otro de  los  indicadores empleados en el problema es  la flexibilidad, que tal y como se ha 
comentado  con  anterioridad  coincide  con  uno de  los  principios  básicos  establecidos por 
Muther. 
Algunos autores han evaluado este indicador de forma cuantitativa, en (Malakooti 1987) y 
(Raman, Nagalingam  y  Lin 2009)  se  comentan  las diferentes  aproximaciones que  se han 
hecho a la medida de la flexibilidad en las plantas industriales: 





 (Rosenblatt y Lee 1987) exponen que  la configuración más flexible es aquella en  la 
que el MHC permanezca dentro de un rango pese a las variaciones de flujo.  












difusas.  (Raman,  Nagalingam  y  Lin  2009)  los  tratan  con  lógica  borrosa  para 






que  emplea  la  flexibilidad  en  el  estudio  multiobjetivo  del  problema  es  Malakooti  en 
(Malakooti y D'Souza 1987), (Malakooti 1987) y (Malakooti 1989). Siempre en los siguientes 
términos:  “…el  efecto  que  tiene  la  cercanía  de  dos  actividades  en  la  flexibilidad  de  la 
solución…”.  Por  tanto  la  medida  de  esta  flexibilidad  es  completamente  subjetiva  y  se 
cuantifica de la misma forma que el índice de cercanía, mediante una escala de letras que 
marcan  la  necesidad  de  proximidad  de  las  actividades  para  obtener  una  solución más 
flexible. 
Otros autores, consideran la flexibilidad como uno de los aspectos a tener en cuenta en la 









































El  primer  autor  que  hace  referencia  al  indicador  de movimientos  peligrosos  (Hazardous 
Movement)  es  (Waghodekar  y  Sahu  1986)  en  el  que  se  tienen  en  cuenta  a  la  hora  de 
elaborar un  indicador de cercanía. Posteriormente  (Chen y Sha 2005)  también  lo utilizan 
como  uno  de  los  objetivos  a  minimizar  (en  términos  de  reducir  las  distancias  entre 
actividades en las que se manejen materiales peligrosos). La última referencia en la que se 
emplea este indicador es (Singh y Singh 2009), en la misma línea de los autores anteriores. 
Este  indicador  no  se  encuentra  formulado  en  ninguna  de  las  referencias,  sino  que  los 












Los  indicadores  cuantitativos  aportan  medidas  precisas  y  reales  de  la  bondad  de  una 
solución y permiten, mediante heurísticas conseguir soluciones que mejoren a las actuales. 













El  objetivo  principal  del  problema  de  distribución  en  planta  (igual  que  en  el QAP)  es  la 
reducción  del  coste  de  transporte  de  materiales  (Material  Handling  Cost).  No  es 
propiamente un indicador, aunque ciertamente da la medida de la calidad de la solución en 
términos de coste, puesto que como resaltan (Tompkins et al. 1996) el coste de transporte 
interior  de  materiales  puede  suponer  entre  el  20‐50%  de  los  costes  de  fabricación. 




y  D'Souza  1987)  y  (Malakooti  1989),  y  es  el  tiempo  de movimiento  de  los materiales. 
Apuntan  los autores que es un  indicador de  la eficiencia de  las operaciones, puesto que 
cuanto más  rápido  se mueva  el material, mayor  será  la  productividad  de  la  planta.  El 
tiempo de movimiento de materiales se calcula como el coste de transporte de materiales, 





















De  todos  los  indicadores,  para  la  presente  investigación  son  de  mayor  interés  todos 
aquellos  que  están  agrupados  en  el  Flujo  (aunque  algunos  de  ellos  no  tengan  una  clara 





una  determinada  configuración.  Hay  tres  elementos  constructivos  que  afectan  a  este 





 Los pilares afectan al posicionamiento de  la maquinaria, así como a  los medios de 
manutención.  Los  autores  llaman  a  los  espacios  en  los  que  hay  algunos  pilares 
interiores,  Espacio  Semi‐Abierto  (ESA)  y  a  los  espacios  sin  columnas  interiores 
Espacio Abierto (EA). 
 Las  escaleras  (o  ascensores)  afectarán  al  sistema  de manutención,  a  la  distancia 
recorrida por  los productos o por  los trabajadores. Así en un edificio de oficinas (o 
de  viviendas)  las escaleras deben estar  situadas en el  centro  (para  reducir así  los 
recorridos de los trabajadores) y sin embargo en un edificio de producción, es más 
adecuado que esté en una esquina para aumentar el espacio libre. 
Para calcular el  indicador,  los autores emplean  los conceptos de Espacio Abierto, Espacio 

















(EA)∙(factor de forma) (ESA)∙(factor de forma) / (nº columnas) 1
Diafanidad
nº de partes




















 El  primero  es  proporcionar  un  espacio  definido  para  cada  actividad,  lo  que 
denominan Space Suffiency. 
 El  segundo  es  examinar  la  efectividad  de  la  utilización  espacial  en  dos  y  tres 
dimensiones. El objetivo es determinar si el espacio de la planta esta sobreutilizado 
o infrautilizado. 




Este  indicador mide  la efectividad de  la distribución de  los pasillos en  la planta. Hay dos 
tipos de pasillos: 
 Los pasillos que se desarrollan debido a las necesidades de construcción del edificio. 




















































El objetivo del  indicador es estimar  la  robustez del  sistema de manutención para ajustar 






 Utilización  del  sistema.  Proponen  calcular  un  ratio  de  utilización  del  sistema  de 
manutención (o de cada parte del mismo). 
Para realizar el cálculo del indicador, se basan en varios factores, todos ellos referidos a los 
diferentes  subsistemas  de  la  configuración,  en  nuestro  caso  habría  que  aplicarlo  a  las 
diferentes actividades que componen el problema. 
 Numero de subsistemas. 
 Capacidad  de  cada  subsistema,  medido  en  número  de  unidades  que  puede 
producir. 
 Aptitud  de  cada  subsistema, que  tiene  en  cuenta  el  número  de operaciones  que 
puede realizar el mismo. 
Con  este  indicador  es  complicado  determinar  la  flexibilidad,  pues  permite  calcular 
capacidades de  los  subsistemas, pero  requiere de una  gran  cantidad de datos que en  la 
formulación habitual del problema de distribución en planta no se facilitan. 
Expansión de edificios 
En este  indicador,  los autores estiman  la  facilidad para poder ampliar el espacio ocupado 
por  los edificios o añadir actividades al existente. Para  realizar el cálculo del  indicador se 
tienen en cuenta dos factores: 
 Área disponible para la expansión del edificio: 
  Ind.AREA = Area exterior disponible / Area actual   (3.9) 
 Trastornos  derivados  de  la  ampliación.  En  esta  parte  se  incluyen  todos  los 
problemas  que  puedan  ocasionar  a  la  producción  las  obras  de  ampliación  del 















Parece  lógico  pensar  que  cuanto  menor  sea  el  tráfico  por  los  pasillos  de  una  planta, 
menores serán los riesgos de incidencias en el transporte de los materiales y, en general, en 
los servicios auxiliares que los rodean (mano de obra, utillajes…). Además, si el tráfico es de 
poca  intensidad por  los pasillos, querrá decir que  las actividades con una mayor  relación 

























De esta manera, si  la posición que ocupan dos actividades cualquiera  (i,  j) es contigua, el 
flujo  de  materiales  entre  ambas  no  es  tenido  en  cuenta  en  el  sumatorio,  ya  que  se 
considera  que  el  “consumo  de  pasillo”  (o  circulación)  generado  por  la  interacción  entre 
ambas actividades es nulo (actividades k y l de la Figura 3.2.4). 
Sin  embargo,  si  las  actividades  no  comparten  frontera,  el  trasiego  de materiales  por  la 
interacción entre ambas actividades es tenida en cuenta. Por tanto entra en el sumatorio 










puesto que  la circulación únicamente  se puede entender como un concepto global de  la 
configuración  de  la  planta,  pues  se  necesita  el  flujo  entre  actividades  para  evaluar  el 
indicador. 
Una planta será más eficiente y segura en términos de riesgos laborales, cuanto menor sea 



















Si  no  se  tienen  en  consideración  estos  aspectos  formales  se  obtienen  soluciones  no 
factibles  desde  el  punto  de  vista  práctico,  y  que  tienen  como  máxima  expresión  las 
configuraciones “sándwich” y “diana”, mostradas en la Figura 3.2.5 y que fueron expuestas 
en (Contero 1995). 
El  algoritmo  de  optimización  busca  soluciones  de  este  tipo,  en  el  que  las  distancias  se 
minimizan  al  tomar  como métrica  la  distancia  entre  centroides.  Este  tipo  de  problemas 






distancia entre  los  centros de  gravedad, puede desvirtuar  la  solución obtenida,  llegando 
hasta  soluciones  como  la mostrada  en  b),  que  pese  a  tener  un  coste  de  transporte  de 
materias nulo, no es factible desde un punto de vista práctico. 
Asimismo, se puede  llegar a soluciones en  los que el  ratio alto‐ancho de cada una de  las 
actividades es excesivamente elevado, llegando a soluciones tipo sándwich como la que se 
muestra  en  a)  y  que  tiene  un  coste  extremadamente  bajo,  aunque  su  factibilidad  es 
también nula, pues las actividades no se pueden desarrollar en áreas tan alargadas. 
Algunas  de  las  mejores  soluciones  desde  el  punto  de  vista  del  coste  que  se  pueden 









Con  la  finalidad  de  controlar  todos  estos  problemas,  surgidos  fundamentalmente  de  la 
utilización de un modelo geométrico discreto y de métricas basadas en  la distancia entre 
centroides,  se definen una  serie de  indicadores geométricos. Además,  las  soluciones que 




En  esta  parte  del  estudio  se  pone  una  especial  atención,  puesto  que  al  trabajar  con  un 
relleno  discreto  de  las  actividades,  los  indicadores  geométricos  constituyen  una 
herramienta  fundamental  para  obtener  soluciones  eficientes  desde  el  punto  de  vista 
formal. 
Se describirán  las diferentes características geométricas y  los  indicadores tanto a nivel de 




















planta,  en  (Bozer  y Meller  1994)  donde  se  inspiraban  en  un  artículo  de  procesado  de 
imágenes (Freeman 1974). Bozer lo expresa como i, y se basa en el hecho de que cuanto 
mayor sea el perímetro de la actividad, menor será la calidad formal de la misma. 
Posteriormente este  indicador aparece con  idéntica  formulación, pero bajo el nombre de 
SR  (Shape Ratio) en  (Wang, Hu y Ku 2005), como parte básica de un  indicador global de 
configuración. 
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Para  el  caso  de  una  actividad  de  tamaño  medio  i (25) 2.6    y  para  una  grande 

















aceptable será  11.5 0.67    . 
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más a  la  forma cuadrada de  la actividad, en cuyo caso se alcanzará el valor unidad, y en 
función de  lo  alejado que  esté  el  siguiente  cuadrado,  el  valor  se  acerca  a  la unidad,  sin 
alcanzarse. 









conseguir un valor lo más elevado posible del  indicador de perímetro  1( ) , por tanto no 
es de gran importancia la variación del valor mínimo con el numero de casillas que tenga la 
actividad.  Sin  embargo  sí  que  se  debe  tener  en  cuenta  que  el  valor  máximo  de  este 
indicador  se  ve  influenciado  por  el  número  de  casillas  que  tenga  la  actividad.  Así,  una 
actividad con un área de 4, 9, 16, 25 unidades puede alcanzar el valor máximo de  1 1  y 
sin embargo áreas de 2, 8, 18 unidades como máximo alcanzarán el valor de  1 0.9428  . 























En este caso, tal y como se puede observar en la Figura 3.2.11, y para un valor de  1 0.5  , 
se  pueden  obtener  los  valores  correspondientes  al  indicador  corregido  para  diferentes 
áreas de la actividad (línea morada). 
 













     (3.16) 
Este es un indicador que tiene una fiabilidad muy baja, pues aparecen situaciones como la 
mostrada en los casos a) y b) de la Figura 3.2.12, en la que el valor del indicador es idéntico 
e igual al mínimo  ( 1)  , aunque la primera solución es mucho mejor que la segunda. Tal y 
como  se puede observar en  c) y d) en  los  casos en  los que el  relleno  se  realice  con SFC 




  a) =1  b) =1  c) =1.25  d) =1.43 
Figura 3.2.12 Evaluación del indicador  para varias actividades de n=9. 
El indicador tampoco es capaz de determinar si la actividad ha sido implantada de manera 
inconexa, es decir, si se ha producido rotura a  la hora de  la colocación de  la misma. Tal y 
como  se puede observar en  la Figura 3.2.13,  todas  las actividades  tienen un  ( 1)  . Por 
tanto no se empleará en la presente investigación, al no considerarlo un buen referente. 
 
   









el perímetro de  las actividades, y  también  se puede extender el  indicador de actividad a 
toda la configuración. 
SRFwhole 
En  (Wang,  Hu  y  Ku  2005)  aparece  un  indicador  global  de  la  configuración  denominado 
SRFwhole (Shape Ratio Factor) como parte de una función agregada multiplicativa con la que 
resuelve el problema de distribución en planta.  
Los autores proponen emplear el  indicador clásico de perímetro   , al que  llaman SR, de 











         
    (3.17) 
Para  el  caso  (ideal)  en  el  que  todas  las  actividades  tuvieran  una  forma  cuadrada,  el 





















Pueden  configurarse  actividades  con  formas  altamente  indeseables,  comprometiendo, 
incluso,  la  implantación de  las mismas. Para evitar estos problemas,  se pueden emplear 
indicadores de compacidad de las actividades. A continuación se recogen los indicadores de 







Ratio  y posteriormente  renombrado  y empleado por  (Gonzalez 2005)  como Compacidad 
(i). 
La compacidad de una actividad es el cociente entre el área de la actividad (Ai) y el área del 
rectángulo  de menor  área  que  es  capaz  de  contenerla  en  su  totalidad,  tal  y  como  se 
muestra en la Figura 3.2.14. 
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Un  valor  de  compacidad  1  indica  actividades  que  rellenan  de  una  forma  compacta  la 





el  relleno  del  área,  es  ya  compacto  de  por  sí,  por  tanto  siempre  i 1  .  En  los modelos 
discretos,  como  el  empleado  en  la  presente  investigación,  si  que  puede  aportar 
información muy  útil,  pues  cuanto  más  compacta  sea  la  actividad,  mayor  facilidad  de 
implantación práctica tendrá la misma. 
No  obstante,  la  compacidad  no  controla  la  forma  asignada  a  la  actividad,  pues  puede 
ocurrir que actividades con  i 1   tengan una forma no deseable desde el punto de vista de 
la implantación tal y como se puede ver en la Figura 3.2.16. 
 
Figura 3.2.16 Configuraciones con  i 1.   
Con  este  indicador  ocurre  lo  mismo  que  con  el  indicador  de  perímetro,  el  óptimo  (y 
máximo)  siempre  es  la  unidad,  aunque  en  este  caso  puede  no  corresponderse  con  una 
forma de  la actividad aconsejable, mientras que el mínimo se corresponde con formas en 






x∙(n x 1) 2















No  existe  en  la  bibliografía  ningún  indicador  específico  de  la  compacidad  de  una 
configuración, pudiéndose emplear como un  indicador válido cualquiera de  las siguientes 
opciones:  


































como  Proportion  Ratio,  en  (Contero  1995)  como  3   y  posteriormente  renombrado  y 
empleado por (Gonzalez 2005) como Robustez (i). Posteriormente también fue empleado 
en (Aiello, Enea y Galante 2006) bajo el nombre de Aspect Ratio (i). 








Maxima dimension rectangulo max(a ,h )






















por  autores  como  (Diego‐Más  2006).  La  aplicabilidad  en  los modelos  continuos  de  este 
indicador es directa, pues el relleno del espacio es compacto, sin embargo, en los modelos 
discretos,  al  ser  el  relleno  no  compacto  pueden  darse  situaciones muy  contradictorias, 










































Ni  la  compacidad  ni  la  robustez,  proporcionan  por  separado  una  garantía  de  que  las 
soluciones  tienen una  calidad  formal elevada, pues pueden darse  soluciones  con buenos 




En (Gonzalez 2005) se definió un  indicador que combina  la compacidad y  la robustez para 
generar uno nuevo que potencie los beneficios de ambos, la llamada forma de la actividad 
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los modelos  continuos  es  análogo  a  la  robustez,  pues  la  compacidad  en  este  caso  es 
siempre  igual  a  la  unidad.  En  modelos  discretos,  este  indicador  es  más  fiable  que  la 










Para  evitar  esta  situación,  se  puede  reformular  el  indicador,  penalizando  aquellas 
configuraciones  en  las  que  la  compacidad  es manifiestamente  negativa,  empleando  una 
expresión del tipo: 












































Tal  y  como  se  describió  en  el  apartado  correspondiente  al  indicador  ,  este  v



























Una  de  las  aportaciones más  originales  al  problema  distribución  en  planta  de  la  última 
década es la realizada en (Islier 1998), en la que el autor aborda el problema mediante una 























    (3.29) 
Donde:  upk: Es  la  distancia Manhattan  entre  la  celda  p  y  el  centro  de  gravedad  de  la 
actividad k, siempre que la celda p pertenezca al dominio de la actividad k. 
La actividad de 9 casillas, comentada con anterioridad, adopta un valor de este indicador: 





































 En (Gonzalez 2005) se plantea un  indicador de  la configuración global al que  llama 
Forma Media Ponderada 
MP
( ) , que define como  la suma ponderada de todas  las 
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 También es posible maximizar  la menor de  las formas de  la configuración   i , de 
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la  actividad  respecto  a  los  valores  máximo  y  mínimo  que  podría  adoptar  en  una 
configuración discreta mencionados anteriormente y cuya expresión sería la siguiente: 

















I (9 ∙1 9∙1 ) 61.5
12
    3 3min
1
I (3 3 3 ∙3) 13.5
12








indicador  de  configuración  de  la  solución  que  tenga  como  base  el  indicador  de  inercia 































Otra  de  las  características  geométricas  a  tener  en  cuenta  es  la  relacionada  con  el 
aprovechamiento que se hace del recinto sobre el que se  implanta  la  industria. Se puede 

































  RUE=1 ratio de espacio libre   (3.36) 




implantar  una  nueva  actividad.  Es  decir,  es  preferible  que  el  espacio  libre  esté 
concentrado a que esté diseminado. 
Así pues, la eficiencia de la utilización espacial puede ser juzgada desde el ratio de espacio 
libre y desde  la distribución de espacios  libres. El  indicador (ratio de utilización espacial, o 
RUE)  se  desarrolla  basándose  en  estos  conocimientos  y  adopta  los  conceptos  del 
coeficiente  k  y  del  coeficiente  de  forma  del  indicador  de  diafanidad  para  medir  la 
distribución de espacios libres (huecos en la distribución espacial). 
1. Si no hay espacios libres: 






RUE 1 1 valor objetivo ∙( ) ∙(coef.forma)
area total area total
 









RUE 1 1 valor objetivo ∙ ratio S ∙ ∙ coef.forma
area total area total










valor  objetivo  representa  la  preferencia  del  coeficiente  de  utilización  espacial 
definida por el usuario (suele estar entre el 0.8 y 0.9) y define la cantidad de espacio 
libre  que  existe  en  la  configuración.  Si  no  hay  huecos  debería  ser  1  (o  el  valor 
objetivo) como en (3.37). 






























disponible.  Sin  embargo,  (Raman,  Nagalingam  y  Lin  2009)  emplean  2  medidas  para 
calcularla (el ratio de área libre y la distribución de áreas libres). Estas dos medidas pueden 









Una  vez descritos  los  indicadores encontrados en  la bibliografía, y propuesto uno nuevo 
como es  la  circulación en pasillos,  resta por  realizar un  resumen de que objetivos y que 
indicadores  se  pueden  asociar  a  cada  uno  de  los  6  principios  básicos  de  una  correcta 





Cabe  recordar  que  la  presente  investigación  se  enmarca  dentro  de  la  aproximación  al 
problema desde el punto de vista del layout de bloques, siendo en esta fase de resolución 
del problema  imposible  localizar algunos elementos de  la distribución  final, como pueden 
ser  la  localización  de  los  puntos  de  entrada  y  salida  de material  de  cada  actividad  o  la 






























Este es el principio que  tiene una serie de  indicadores que  recogen claramente el 
sentido  que  Muther  quiso  transmitir  al  enunciarlo.  Es  el  principio  de  mayor 
importancia  de  todos,  pues  una  menor  distancia  recorrida  devenga  en  unos 
















































Si  se  emplea  un  recinto  de  área  estricta,  y  un modelo  geométrico  discreto,  es 




















En  el  enunciado  del  principio  se  remarca  que  el  trabajo  sea  satisfactorio,  pero 















La  flexibilidad  de  una  planta  es  un  concepto  que  ha  sido  discutido  por  diversos 
autores tal y como se comentó en puntos anteriores, siendo un concepto difícil de 
cuantificar,  pues  deberían  plantearse  diversos  escenarios  sobre  una  misma 
configuración,  algo  que  no  es  habitual  en  los  problemas  de  optimización 





Por otra parte,  en  el  caso de modelos  geométricos 2D discretos, un  aspecto que 
mejora  la  flexibilidad  es  conseguir  formas  de  las  actividades  lo  más  cuadradas 














Una  vez  descritos  todos  los  indicadores  que  se  han  empleado  en  el  problema  de 
distribución en planta en  la bibliografía, y propuesto uno nuevo que mide el  flujo en  los 




Los  indicadores cualitativos no  se consideran porque  tal y como  también  se comentó en 
apartados anteriores, en el planteamiento que  se ha hecho del problema únicamente  se 
consideran  los datos cuantitativos para evitar problemas de subjetividad en el proceso de 
optimización.  Por  tanto  el  estudio  que  se  realiza  a  lo  largo  de  este  trabajo  comprende 
únicamente a los indicadores cuantitativos del problema de distribución en planta. 
A  continuación  se  revisan  los  indicadores  expuestos  por  categorías,  comprobando  la 
independencia  de  cada  uno  de  ellos  respecto  al  resto  y  si  fuera  necesario  eliminando 
aquellos que resulten redundantes o que no aporten información útil al problema. 
Para  conocer  la  relación  entre  dos  indicadores  no  se  puede  estudiar  únicamente  la 
formulación  matemática  de  los  mismos,  al  menos  cuando  intervenga  un  indicador  de 
actividad, ya que es posible que  cada uno de  los  indicadores alcance  su peor  valor para 
diferentes  actividades  de  una  misma  configuración.  En  esta  situación,  se  necesita  una 
herramienta para determinar la independencia de los indicadores. 
Para obtener datos de las relaciones existentes entre todos estos parámetros se realiza un 
paseo  aleatorio  (random walk)  generando  25000  soluciones  independientes  entre  sí  del 
problema de 20 actividades de  (Armour y Buffa 1963)  sobre un  recinto  fijo  sin holguras, 
obteniendo  los  valores  de  los  indicadores  más  significativos  para  comprobar  su 
independencia  dos  a  dos.  El  constructor  de  soluciones  emplea  un  modelo  geométrico 
discreto  y  un  relleno mediante  curvas  de  relleno  (SFC)  cuya mecánica  de  colocación  se 
comenta en detalle en el apartado 6.1.2. 




Del  paseo  aleatorio  se  obtienen  los  siguientes  datos  estadísticos  para  la  formulación 







  Coste CTC   min   min   min  Ω
4
 max  k min  ‐1min  max  
Mínimo ó Máximo  7714,34  0,75  0,50  0,36  3,01  0,36  0,81  1,00 
 
Promedio  12224,85  0,48  0,17  0,13  9,81  0,13  0,57  1,07 
 




CosteEDIST  Circul  FMP  SRF  CMPo  RMPo  IMPo  kMPo   
Mínimo ó Máximo  9068,55  0,00  0,65  1,09  0,94  0,81  2,40  0,65 
 
Promedio  12993,36  0,33  0,36  1,30  0,79  0,46  4,54  0,36 
 









otra  el  número  de  puntos  que  configuran  la  frontera  de  Pareto  de  cada  uno  de  los 
bicriterios.  Una  frontera  de  Pareto  con  pocos  puntos  implica  que  los  indicadores  son 







De  los  indicadores  de  flujo  comentados  en  puntos  anteriores  se  decide  emplear  en  la 
investigación dos,  como  son el  coste entre  centroides  (CTC)  y el  indicador propuesto de 







soluciones  que  dominan  a  otras  y  que,  a  su  vez,  no  son  dominadas  por  ninguna  Una 
solución domina a otra cuando los valores de ambos objetivos son más cercanos al óptimo. 
En las siguientes figuras, la frontera la conforman todos los puntos grafiados en rojo. 






de  los  problemas  de  test  de  la  bibliografía  da  valores  para  poder  implementarlo  en  los 

















anterior,  entre  estos  indicadores  se  pueden  encontrar  de  configuración,  que  tienen  en 

















En  primer  lugar  se  realizan  los  descartes  de  aquellos  indicadores  que  tienen  una 
concordancia más acusada y que, por tanto, no son de interés por ser redundantes.  





Los  indicadores  de  configuración  MP  (Robustez  media  ponderada)  y  kMP  (k  media 
ponderada)  son  concordantes  con  la  Forma  Media  Ponderada,  tal  y  como  ponen  de 
manifiesto las gráficas de la Figura 3.4.5. En las mismas se observa la poca dispersion de los 




















En  primer  lugar  se  enfrentan  los  indicadores  de  compacidad  y  la  compacidad  media 










se  puede  observar  que  la  forma  obtenida  en  todos  los  casos  es muy  similar  aunque  la 



















El  resto  de  indicadores  no  tiene  una  correlación  directa  clara,  y  por  tanto  no  se  puede 
considerar que  sean  redundantes. A  continuación  se muestran  algunas de  las  relaciones 








pudiéndose  concluir  que  respecto  a  los  objetivos  de  Forma  Media  Ponderada,  forma, 
compacidad y robustez tiene un comportamiento similar, obteniéndose curvas del estilo de 
las mostradas en  la parte superior de  la Figura 3.4.9. En todas ellas,  la frontera de Pareto 









El comportamiento del  indicador respecto a  la  inercia es diferente, pues como se observa 
en  la parte  inferior de  la  Figura 3.4.9  todas  las  soluciones  están dominadas por un  solo 








En  la  Figura  3.4.10  se muestra  la  relación  entre  el  indicador  de  robustez  y  el  resto  de 
indicadores.  Cabe  destacar  la  gran  independencia  del  par  de  indicadores  Robustez‐
Compacidad (con 4 puntos de Frontera y una gran dispersión de los valores) y la tendencia 














































































En  las  figuras anteriores se puede apreciar que el  indicador de circulación es discordante 








y  compacidad  aunque  la  nube  de  valores  adopta  una  cierta  forma  elíptica,  al  igual  que 
ocurre con la Forma Media Ponderada.  
Como también se puede observar en  las  imágenes anteriores,  la relación de  la circulación 
con  la  robustez  y  la  forma mínima es muy  similar. En ambos  casos,  se  ve que no existe 
















utiliza  como objetivo principal de  la optimización,  independientemente de que  la misma 
sea mono  o multiobjetivo.  El  coste  EDIST  pese  a  que  es  eficaz  para  controlar  algunas 
incorrecciones formales en la construcción de la solución, no se considera, pues el resto de 
indicadores geométricos ya van a controlar la forma en la que las actividades se implantan 
en  la  solución, por  tanto no  tiene  sentido emplearla en el proceso de optimización. Este 
indicador  se  relaciona  directamente  con  el  principio  de mínima  distancia  recorrida  que 
formuló Muther. 
También se utilizará y explorarán las posibilidades del indicador de circulación, que ha sido 
propuesto  en  esta  tesis.  Tal  y  como  se  ha  mostrado  en  apartados  anteriores,  es 
independiente  de  todos  los  indicadores  geométricos,  por  tanto  puede  resultar muy  útil 
como  complemento  del  coste  entre  centroides  en  la  fase  de  layout  de  bloques.  Este 








El  segundo  grupo  de  indicadores,  los  geométricos,  se  relacionan  directamente  con  el 
principio  del  espacio  cúbico  y  el  principio  de  flexibilidad,  tal  y  como  se  comentó  en 
apartados anteriores. 
Entre los indicadores geométricos de configuración se decide emplear uno que considera el 
perímetro de  las actividades, el SRF propuesto por Wang y otro que  considera  la Forma 
Media  Ponderada  de  la  configuración.  Estos  dos  indicadores  proporcionan  a  la 
optimización  un  control  formal  de  la  solución,  dándole mayor  importancia  a  la  calidad 
formal de las actividades de mayor tamaño, por ello se considera interesante emplear en la 
optimización  también  una  serie  de  indicadores  geométricos  de  actividad,  que  pueden 
ayudar a controlar los problemas de forma de las actividades de menor tamaño. 
Se considerarán  también en  la  fase de optimización  los  indicadores de: compacidad  (que 
vela por conseguir que las actividades se coloquen sobre el recinto discreto de la forma más 
compacta posible), robustez (persigue conseguir formas cuadradas de las actividades, para 
aumentar  su  flexibilidad)  y  forma  (que  busca mejorar  los  dos  indicadores  anteriores  de 
forma conjunta). 


















esta  nueva  área  de  investigación  (llamada  ahora  optimización  evolutiva  con  objetivos 
múltiples) ha crecido considerablemente y esto se refleja con un notable incremento (sobre 
todo en  los últimos 15 años) de artículos  técnicos en  revistas  internacionales, y en otros 








solo  usando  una  suma,  una multiplicación  o  cualquier  otra  combinación  de  operaciones 
aritméticas. Hay,  sin embargo, problemas obvios  con esta  técnica. El primero de ellos es 
que se debe disponer de  información escalar precisa sobre el rango de  los objetivos, a fin 
de  evitar que uno  de  ellos  domine  a  los  demás.  Esto  implica  saber,  en  la medida  de  lo 
posible, el comportamiento de cada una de las funciones objetivo, lo cual es normalmente 
(al menos en  la mayoría de  las aplicaciones del mundo  real) un proceso muy costoso  (en 
términos  de  tiempo  de  CPU).  Si  esta  combinación  de  objetivos  es  posible  (y  lo  es,  en 
algunos casos), esta técnica no sólo es la más simple de implementar, sino que además es 




En  el  proceso  de  seleccionar  las  funciones  objetivos  para  resolver  el  problema  de  la 
distribución en planta, parte de  los objetivos y principios que  rigen  la  resolución de este 
tipo de problemas,  autores  como  (Muther 1968)  y  (Moore 1971) entre otros, presentan 
una relación de los objetivos perseguidos, que se resumen en la ordenación de las áreas de 
trabajo y equipo que sea más económica, al mismo tiempo más segura y satisfactoria para 
los  empleados.  De  esta  forma  los  criterios  tomados  en  cuenta  en  la  optimización 
multiobjetivo (multicriterio) se basa en una “combinación” de los objetivos planteados por 
estos  autores.  En  la bibliografía  existente  se  pueden  encontrar diferentes  formulaciones 
que  abordan  el  tratamiento  conjunto  de  los mismos  optimizándolos  simultáneamente. 
Existen  formulaciones del  tipo cualitativo, cuantitativo o una combinación de ambas. Los 
criterios cuantitativos utilizados en las formulaciones han sido principalmente: minimizar el 













Encontrar  el  vector   1 2   , ,...,
T
nx x x x

  que  optimice  el  conjunto  de  funciones  objetivo 
1 2[ ( ), ( ),..., ( )]mf x f x f x
  
, satisfaciendo el conjunto de restricciones: 
  ig (x) 0          i = 1,2,...,u

  (4.1) 




















S  tal que  ( ) ( )i if f xx
 
 para toda i=1,...,m y  ( ) ( )j jf f xx
 
 para cualquier j. 















con  sus  respectivas  funciones  objetivo  1 2( ), ( )f x f x
 



















   1 2 1 2 1 2       , 1,..., ,     f ( ) f ( ) : f ( ) f ( )i i k kx x si i k m x x k x x    
     
   (4.3) 













   S S' ' =         x   : x x x         (4.4) 




soluciones  S .  En  el  ejemplo mostrado  en  la  Figura  4.1.1  y  en  la  Figura  4.1.2,  todos  los 














En  la  bibliografía  se  pueden  encontrar  diferentes  aproximaciones  multiobjetivo  a  los 
problemas  de  optimización  combinatoria,  cuyo  acrónimo  en  ingles,  que  se  empleará  de 
aquí en adelante, es MOCO (Multi Objective Combinatorial Optimization). 








los objetivos uno a uno  teniendo en  cuenta el  resto de objetivos  como  restricciones. En 
cada  una  de  las  técnicas  se  citan  aplicaciones  de  las mismas  a  diferentes  campos  de  la 
ingeniería, cuyas referencias se pueden encontrar en el artículo de (Coello Coello 1999). 
 
En  (Coello  Coello  1998)  se  puede  encontrar  un  resumen  de  las  todas  estas  técnicas 






















Min w ∙f (x)

  (4.5) 














w = 1   (4.7) 
Aunque  en  otras  aproximaciones  se  pueden  encontrar  que  los  pesos  son  iguales  a  la 
unidad, no priorizando ninguno de  los objetivos a optimizar. De esta manera y mediante 
este proceso de escalarización se transforma un problema de optimización vectorial en un 
problema  de  optimización  convencional  mono‐objetivo.  Dado  que  los  resultados  de 




En este caso, el  investigador todavía tiene que tomar  la decisión de elegir  la solución más 
apropiada  en  base  a  su  experiencia.  En  capítulos  posteriores,  se  profundiza  en  las 
diferentes  aproximaciones  al  problema  de  distribución  en  planta mediante  técnicas  de 










La  programación  por  metas,  empleada  como  técnica  de  decisión  multicriterio  fue 
introducida por (Charnes y Cooper 1961) en este método, se deben asignar los objetivos o 
metas  que  desee  alcanzar  para  cada  una  de  las  funciones  objetivo.  Estos  valores  se 
incorporan  en  la  formulación  del  problema  como  restricciones  adicionales.  La  técnica 









min f (x) ‐ T , / x F
 
  (4.8) 




Este  método  se  formuló  originalmente  para  su  aplicación  en  problemas  industriales, 
aunque es en el ámbito de la economía donde más se ha empleado en los últimos años. No 
se ha  encontrado ninguna  reseña bibliográfica que  aplique  este método  al problema de 










considerando  los  demás  objetivos  como  restricciones  acotadas  por  ciertos  niveles 
permisibles de error  i . 
Los  niveles  de  error  admitidos,  los  i   se  podrían  ir modificando  para  generar  todo  el 
conjunto de Pareto, aunque esto último no se ha encontrado en la bibliografía consultada. 
El  método  se  formula  de  la  siguiente  manera,  considerando  que  el  objetivo  r  es  el 
prioritario: 
1. Encontrar el mínimo de la  r ‐ésima función objetivo, es decir, encontrar  x

 tal que: 




  i if (x) ε i = 1,2,...,u ; i r 

  (4.10) 




2. Repetir  (1)  para  distintos  valores  de  i .  La  información  derivada  de  un  conjunto 
adecuadamente seleccionado de  i  puede ser útil para  tomar  la decisión  final. La 
búsqueda se detiene cuando el investigador encuentra una solución satisfactoria. 
Puede ser necesario repetir  los pasos anteriores, considerando diferentes objetivos como 
principales  (distintos  valores  de  r).  Para  obtener  valores  adecuados  de  i   con  los  que 
realizar  la  optimización  se  efectúan  optimizaciones  individuales  de  cada  una  de  las 
funciones objetivo de forma sucesiva, usando técnicas de programación matemática. Para 
cada función objetivo  if (i 1,2,...,m)  , hay un vector de diseño óptimo  x















multiobjetivo  (MOEA)  fue  VEGA  (Vector  Evaluation  Genetic  Algorithm)  introducido  por 
(Schaffer 1984) en la década de los 80 y su principal aportación fue resolver problemas de 
inteligencia  artificial.  VEGA  básicamente  consiste  en  un  algoritmo  genético  con  una 
modificación  en  el  mecanismo  de  selección.  En  cada  iteración  un  número  de 
subpoblaciones  se  generan  de  acuerdo  a  una  selección  proporcional  a  cada  una  de  las 
funciones  objetivo,  sin  embargo,  la  aproximación  que  se  hace  no  tiene  en  cuenta  el 
concepto de óptimo de Pareto. 
En un problema  con m  funciones objetivo  se genera m  subpoblaciones de  tamaño N/m. 
Estas se mezclan  luego entre sí a fin de obtener una nueva población de tamaño N, en  la 
que el algoritmo  genético aplica  los operadores de  cruzamiento  y mutación de  la  forma 
habitual. 
Schaffer  se percató  de  que  las  soluciones  generadas por  su  sistema  eran  no  dominadas 
localmente, porque esta no dominancia se limitaba a la población en proceso y aunque un 
individuo  dominado  localmente  es  dominado  también  globalmente,  esta  propiedad  no 
aplica necesariamente a la no dominancia.  
Un  individuo que es no dominado en una cierta generación, puede resultar dominado por 
otro  que  emerja  en  una  generación  posterior.  También  advirtió  un  problema  al  que  se 
denomina  en  genética  como  especiación,  fenómeno  consistente  en  que  ciertas  especies 



















funciones  objetivo  por  separado,  empezando  con  la más  importante  y  procediendo  de 
acuerdo con el orden de importancia asignado a cada uno de los objetivos. 
Si  los  subíndices de  los objetivos  indican no  sólo el número de  funciones objetivo al que 























sujeto    a:    g (x) 0; j=1,2,...,u




























por  separado. Uno  de  los  problemas  de  aplicar  esta  técnica  es  que  todas  las  funciones 

































En  ambos  casos,  0 min   ( )i if f x

,  si  todos  los  objetivos  se minimizan,  la  ecuación  (4.13) 
define  incrementos  relativos,  mientras  que  si  todas  se  van  a  maximizar,  define 
decrementos relativos.  
Se genera un vector de  los  incrementos relativos:   1( ) ( ),..., ( ),..., ( ) Ti mz x z x z x z x
    
, en el que 
las componentes del mismo se evalúan a partir de la ecuación (4.15): 
   ' ''( ) max ( ), ( )i i iz x z x z x
  
  (4.15) 
Una  vez  conocidos  los  extremos  de  las  u  funciones  objetivo,  obtenidos  mediante  la 
optimización  por  separado  de  cada  uno  de  ellos,  se  define  el  óptimo MiniMax  como  la 



















manera  íntegra, teniendo en cuenta todos  los objetivos al mismo tiempo, e  integrándolos 
en heurísticas que permiten realizar una optimización eficiente del problema. 
El  numero  de  técnicas  es muy  variado,  pudiéndose  realizar  una  primera  agrupación  en 
función  de  la metaheurística mediante  la  cual  se  realiza  la  optimización,  así  existe  un 












el  problema  con  la  óptica  Pareto.  En  todos  estos  años  se  han  desarrollado  y  aplicado 










En  los  últimos  años  se  han  publicado  un  número  muy  elevado  de  referencias  (tanto 




de  los MOEA.  Coello  en  una  de  sus  revisiones  establece  una  diferencia  entre  las  tres 
primeras técnicas (NSGA, NPGA y MOGA) a las que llama técnicas de primera generación y 
las restantes,  llamadas de segunda generación. La diferencia fundamental es que  las de  la 
primera  generación  únicamente  buscaban  simplemente  hacer  una  técnica  que  fuera 
funcional, mejorando el camino emprendido por VEGA, a partir del momento en el que se 















ip   individuos de  la generación actual. Su posición actual en  la  jerarquía puede obtenerse 
mediante: 
    ti ijerarquía x , t = 1+ p   (4.16) 
A  todos  los  individuos  no  dominados  se  les  asigna  la  jerarquía=1,  mientras  que  a  los 




2. Asignar aptitud a  los  individuos  interpolando entre el mejor (jerarquía=1) y el peor 




mantiene  la  aptitud  global de  la población  constante,  a  la  vez que mantiene una 
presión de selección apropiada de acuerdo a la función utilizada. 
Uno de  los problemas que  inicialmente se atribuyeron a  la técnica de  jerarquización pura 
de Goldberg es  este  tipo de  asignación de  aptitud  con bloqueo  suele producir una  gran 
presión de selección que puede conducir a una convergencia prematura. Para evitar este 
problema,  (Fonseca  y  Fleming  1993)  usaron  un  método  de  formación  de  nichos  para 
distribuir la población sobre el frente de Pareto. 
En MOGA, la repartición de aptitud se efectúa en el espacio de los valores de las funciones 




Fleming  funciona  de  una  forma  correcta  y  tiene  la  ventaja  de  que  existe  una  nutrida 
bibliografía al respecto. 















clasificación de  los  individuos. Antes de efectuar  la selección,  la población es  jerarquizada 
en base a la dominación de cada uno de los componentes de la misma.  
Todos los individuos no dominados se clasifican en un primer grupo (con un valor arbitrario 
de  aptitud,  que  es  proporcional  al  tamaño  de  la  población,  a  fin  de  proporcionar  un 
potencial reproductivo equitativo para estos individuos). 
Posteriormente,  se  obtienen  los  individuos  no  dominados  de  la  población  restante, 
configurando  así  el  segundo  grupo  (o  capa).  Este  proceso  se  repite  hasta  que  todos  los 
individuos de  la población  estén  clasificados.  La  técnica utiliza  selección proporcional  (la 
variante llamada stochastic remainder).  
Debido a que los individuos de la primera capa tienen el máximo valor de aptitud, siempre 
consiguen  tener un mayor número de  copias que el  resto de  la población.  Esto permite 
buscar regiones no dominadas, y produce convergencia rápida de  la población hacia estas 
regiones. El  reparto de aptitud, por  su parte, ayuda a distribuir  los  individuos  sobre esta 
región.  La  eficiencia  del NSGA  reside  en  que  los  objetivos múltiples  de  un  problema  se 
reducen  a  una  función  de  aptitud  arbitraria  usando  un  procedimiento  de  ordenamiento 
basado en no dominancia.  
En este caso el reparto de la aptitud se efectúa en base a los valores de los parámetros en 
vez de en base a  los valores de  las  funciones objetivo,  lo cual pretende asegurar que  se 
lleve  a  cabo  una  mejor  distribución  de  los  individuos,  así  como  permitir  que  existan 
múltiples soluciones equivalentes. Sin embargo, esta técnica es más ineficiente que el resto 





operador  de  cruzamiento  en  vez  de  emplear  nichos.  Además  de  contar  con  el  uso  de 
elitismo es mucho más eficiente que su predecesora y es un algoritmo muy competitivo. 









de  la población y se  les compara con un subconjunto de  la población (de alrededor de 10 
individuos). Gana la competición aquel de los dos individuos que resulte no dominado por 
ningún individuo del subconjunto. 
Cualquier  otra  situación  (ambos  no  dominados  o  ambos  dominados)  se  considera  un 
empate  y  se debe proceder  al desempate, que  se  resuelve mediante una  repartición de 
aptitud.  Normalmente  se  deben  usar  poblaciones  considerablemente  mayores  de  lo 
habitual, para hacer tolerable el ruido producido por  la técnica de selección utilizada para 
los nichos emergentes (Fonseca y Fleming 1995). 





segmento  de  ella  en  cada  arranque,  su  ejecución  resulta muy  rápida  y  produce  buenas 
fronteras de Pareto que suelen mantenerse durante un gran número de generaciones. Sin 
















un  camino  para  integrar  las  diferentes  técnicas  de  primera  generación,  intentando 
combinar  las mejores  características  de  cada  uno  de  ellos.  SPEA  utiliza  un  archivo  que 
contiene  soluciones no dominadas previamente encontradas, en  cada una de  las nuevas 
generaciones,  los  individuos  no  dominados  son  copiados  al  conjunto  de  no  dominados 
externo. Para cada individuo en este conjunto externo, se calcula un valor de clasificación. 
Este valor es similar al valor de clasificación de MOGA, y que es proporcional al número de 
soluciones  a  las  que  un  cierto  individuo  domina.  Con  SPEA  comienza  una  segunda 
generación  de  algoritmos  evolutivos,  al  introducir  el  uso  de  elitismo,  se  ha  podido 
demostrar  que  el  uso  de  elitismo  es  necesario  para  garantizar  la  convergencia  de  un 
algoritmo evolutivo multiobjetivo a la verdadera frontera de Pareto. 
SPEA  se  ha  empleado  para  la  planificación  de  tratamientos  médicos,  diagnóstico  de 
enfermedades,  
Posteriormente  vería  la  luz  SPEA‐II  (Ziztler,  Laumanns  y  Thiele  2001)  que  tiene  tres 
diferencias fundamentales con respecto a su predecesor: 
1. La incorporación de una mejora de la estrategia empleada para asignar la aptitud de 
cada  individuo de  la población,  teniendo en  cuenta el número de  soluciones que 
domina y la cantidad de individuos que la dominan. 
2. Utiliza  una  técnica  para  estimar  la  densidad  de  vecinos  de  una  determinada 
solución, que guía la búsqueda de una manera más eficiente. 




PAES  fue  introducido por  (Knowles  y Corne 1999)  y emplea una estrategia de evolución 
sencilla, de 2 miembros  (un padre que  es mutado para  generar un hijo)  y  cuya  clave  el 
empleo de una  rejilla  adaptativa para  retener  a  los  individuos no dominados obtenidos, 










Utiliza  la  rejilla  adaptativa  de  PAES  para  mantener  la  diversidad,  sin  embargo,  este 










(Van  Veldhuizen  y  Lamont  2000)  proponen  este  algoritmo  que  trata  de  extender  las 
características del messy GA a un problema multiobjetivo. Los autores diferencian 3 fases:  
1. Fase  de  inicialización.  En  la  que  el  algoritmo  produce  todos  los  bloques 
constructores de un determinado tamaño fijado. 
2. Fase  primordial.  Se  efectúa  una  selección  mediante  torneo  en  la  población, 
reduciendo el tamaño de la misma si fuera necesario.  
3. Fase  Yuxtaposicional.  Se  construye  la  población  nueva mediante  los  operadores 
corte y unión. 
Se  ha  empleado  esta  técnica  en  el  diseño  de  controladores  y  en  funciones  de  prueba 
tradicionales. 
En  (Zydallis,  Van  Veldhuizen  y  Lamont  2001)  presentaron  una  evolución  de  la  técnica, 








Propuesto  por  (Coello  Coello  y  Toscano  2001),  este  es  un  algoritmo  genético  con  una 
población pequeña (menos de 5 individuos) y un proceso de reinicialización cada vez que se 
alcanza  convergencia  nominal.  Primero,  genera  una  población  aleatoria,  esta  población 
aleatoria  nutre  a  la  memoria  de  la  población,  la  cual  se  divide  en  dos  partes:  una 
reemplazable  y  otra  no  reemplazable.  La  porción  no  reemplazable  de  la memoria  de  la 
población  nunca  cambia  durante  toda  la  ejecución  y  es  mala  para  proporcionar  la 
diversidad  requerida  por  el  algoritmo.  En  contraste,  la  experiencia  de  la  porción 
reemplazable cambia después de cada ciclo del micro GA. 















sistema  inteligente,  que  es  capaz  de  aprender  y  reproducir  conocimiento  previamente 
adquirido. Algunos investigadores han reproducido  la forma de actuar del sistema inmune 
para  una  gran  variedad  de  problemas  ya  sean  de  reconocimiento,  clasificación  o  de 
optimización, mediante una metaheurística conocida como AIS (Artificial Immune System). 
El primer uso específico del sistema  inmune en problemas de optimización se  remonta a 
1999,  donde  Yoo  y  Hajela  emplearon  un  algoritmo  genético  donde  el  principio  de 
inmunidad anticuerpo‐antígeno se emplea para modificar el valor de ajuste.  
Desde  ese  momento,  se  pueden  encontrar  extensiones  del  AIS  a  la  optimización 
multiobjetivo, también conocidas como MOAIS (MultiObjective Artificial Immune System), e 
incluso  un  estado  del  arte  en  (Freschi  y  Coello  Coello  2009)  en  el  que  se  recogen  las 
aportaciones  al problema por  los diferentes  investigadores,  y en el que  se describen  los 
diferentes algoritmos (12 en concreto) propuestos desde 2002 a 2007, de entre los que se 
pueden destacar: 
 MISA  (Multiobjective  Inmune  System  Algorithm),  es  un  algoritmo  que  se  ha  ido 
actualizando  hasta  la  última  versión  de  2005  (Coello  Coello  y  Cruz  Cortés  2005), 
destaca por ser la primera aplicación de AIS en un problema multiobjetivo. 
 omni‐aiNet,  propuesto  en  (Coelho  y  Von  Zuben  2006)  tiene  la  peculiaridad  que 
permite lidiar con problemas mono y multiobjetivo con AIS. 
 QUICMOA,  propuesto  en  (Li  y  Jiao  2007)  que  hibrida  una  técnica  basada  en  un 
algoritmo cuántico con AIS. 

























combinatoria  multiobjetivo,  este  tipo  de  algoritmos  sean  desarrollados  con  mayor 
intensidad,  tal  y  como  lo  destacan  Coello,  Erghott  y  Gandibleux  en  alguna  de  sus 
publicaciones de resumen del campo. 
4.3.4 Enjambre de partículas Multi‐Objetivo (Particle Swarm Optimization) 
Esta metaheurística  fue  introducida por  (Kennedy y Eberhart 1995) y está  inspirada en el 
movimiento colectivo de grupos de animales, como pájaros, peces o enjambres de abejas. 
Este es un algoritmo distribuido y que sirve para realizar una búsqueda multidimensional.  
Desde  el  primer  intento  de  ampliar  esta  técnica  a  problemas  con  múltiples  objetivos 
(Moore y Chapman 1999) se han realizado diferentes aportaciones que la han situado como 
una de las técnicas emergentes en este campo.  
En  (Reyes‐Sierra  y Coello Coello 2006)  se  realiza un estado del  arte de  las publicaciones 
realizadas en el ámbito de esta técnica de optimización, en el que se recogen cerca de una 
treintena  de  aportaciones  en  las  que  se  aplica  PSO  a  problemas  de  optimización 
multiobjetivo. 
Hasta  hace  poco  tiempo,  las  publicaciones  en  este  campo  se  centraban  en  realizar 
aplicaciones  directas  del  algoritmo,  más  que  en  producir  variantes  del  original,  sin 
embargo, en los últimos años, los investigadores se han centrado en realizar variaciones en 















época  en  la  que  la  computación  evolutiva  estaba  comenzando  a  consolidarse.  En  este 
escenario surge la idea básica que sustenta los algoritmos meméticos; combinar conceptos 
y estrategias de diferentes metaheurísticas extrayendo las ventajas de cada una de ellas. 
La denominación de memético  surge del  término  inglés meme,  acuñado por R. Dawkins 
como el análogo del gen en el contexto de la evolución cultural: 
“…ejemplos  de  memes  son  melodías,  ideas,  frases  hechas,  modas  en  la 
vestimenta, formas de hacer vasijas o de construir bóvedas. Del mismo modo 




De esta definición  se puede extraer  la  idea central de  los algoritmos meméticos,  realizar 
mejoras individuales de las soluciones junto con procesos de cooperación y competiciones 
de  tipo poblacional. El algoritmo mantiene en  todo momento una población de diversas 
soluciones  (o  agentes)  del  problema  considerado.  La  interacción  entre  los  agentes  se 







Tanto  la  selección  como el  reemplazo  son procesos únicamente  competitivos en  los que 
solo varía la distribución de los agentes existentes, esto es, no se crean nuevos agentes en 
estas fases, algo que queda reservado para la etapa de reproducción. 










 MOGLS  (MultiObjective Genetic  Local  Search),  propuesto  por  (Ishibuchi  y Murata 
1996) 
 RD‐MOGLS  (Random  Direction  MOGLS),  propuesto  por  (Jaszkiewicz  1998)  y  su 
variación posterior, el PMA (Pareto Memetic Algorithm). 
 M‐PAES, propuesta en (Knowles y Corne 2000). 
Mientras  que  los  dos  primeros  algoritmos  aplican  una  función  escalarizante  para 
jerarquizar  las  soluciones  y  seleccionar  aquellas  que  generarán  las  nuevas  soluciones,  el 












combinación pesada de  restricciones para  reflejar  la  intensidad  con  la que  se  incumplen 
ciertas restricciones (surrogate constraints).  
Opera  sobre  un  conjunto  de  soluciones  (reference  points),  que  constituyen  “buenas” 
soluciones  obtenidas  en  pasos  anteriores.  Posteriormente,  el  algoritmo  genera 





Selecciona  un  subconjunto  de  las mejores  soluciones,  en  cuanto  a  evaluación  de 
función objetivo y diversidad.  
2. Se  crean  nuevas  soluciones  mediante  combinaciones  de  subconjuntos  de  las 
soluciones  de  referencia.  Se  buscan  soluciones  tanto  dentro  como  fuera  de  las 
















Uno de  los últimos  algoritmos evolutivos propuestos en el  campo de  la optimización en 











 No  se utiliza una distribución  fija para  controlar el  comportamiento del operador 
mutación,  sino  que  se  deja  que  la  distribución  de  las  soluciones  obtenidas  en  el 
espacio determine la dirección de búsqueda. 
La evolución diferencial emplea un operador mutación basado en evaluar  las diferencias 
entre  pares  de  soluciones  (llamadas  también  vectores),  que  marcarán  la  dirección  de 






vector  donante  (en  la  figura  xr3),  el  mismo  se  puede  determinar  de  manera  aleatoria 
(random) o emplear el mejor de  la población actual  (best). A este  vector  se  le aplica un 
operador mutación,  para  generar  un  nuevo  elemento  de  la  población  (vector mutación, 
punto cuadrado negro en la figura), este operador emplea una dirección de búsqueda que 
se determina a través del empleo de uno o más pares de elementos de la población, que se 











 El tipo del criterio empleado para seleccionar  los  individuos que se utilizarán en el 




























2. Variantes  con  recombinación  aritmética:  La  diferencia  entre  ambas  reside  en  la 






Además  de  los  parámetros  típicos  de  los  algoritmos  genéticos  (número  de  individuos  y 
número de generaciones), se adoptan dos adicionales en ED, como son: 
 CR; controla  la  influencia de  los progenitores en  las nuevas generaciones. Valores 
mayores implican una menor influencia. 










de Pareto,  sino que utilizan uno de  los objetivos como  restricción o  la agregación de  los 
objetivos obteniendo una única solución como óptimo global del problema. 














 Pareto  Differential  Evolution  (PDE):  Establecida  en  (Abass  2001)  tiene  algunas 
versiones modificadas,  introducidas por el mismo autor en 2002, como  son: SPDE 
(Self‐Adaptative PDE) y MPANN (Memetic Pareto Artificial Neural Networks). 
 Generalized  Differential  Evolution  (GDE):  Establecida  en  (Lampinen  2001)  y 
mejorada en (Kukkonen y Lampinen 2004) , con el nombre de GDE2. 




Aquí  se  enmarcan  aquellas  aproximaciones  donde  se  ha  incluido  un  procedimiento  de 
ranking  de  Pareto.  El  objetivo  es  realizar  una  selección  posterior  a  la  generación  de  los 
vectores  de  prueba  en  la  población  actual.  Algunas  de  las  referencias  que  aplican  esta 
aproximación para  resolver problemas, y que  se pueden encontrar en el estado del arte 
comentado anteriormente son: 
 Pareto Based Differential  Evolution  (PBDE): Propuesto  en  (Madavan 2002), utiliza 
algunos  aspectos  recogidos  por  Deb  en  NSGA‐II  y  los  aplica  a  la  Evolución 
Diferencial. 
 Multi‐Objective  Differential  Evolution  (MODE):  Propuesto  por  (Xue,  Sanderson  y 
Graves 2003). En esta versión se introduce un mecanismo basado en dominancia de 
Pareto para realizar  la selección del mejor  individuo que participará en  la creación 
de la nueva generación. 
 Nondominated Sorting Differential Evolution (NSDE): Propuesto por (Iorio y Li 2004), 
tiene  un mecanismo  exactamente  igual  al  NSGA‐II,  sustituyendo  los  operadores 
cruzamiento y mutación, por los operadores propios de la evolución diferencial. 
 Differential  Evolution  for  Multi‐Objective  Optimization  (DEMO):  Propuesto  por 








 Generalized Differential  Evolution  (GDE3):  En  la última  versión de esta  técnica  se 
mejoran  los  problemas  de  lentitud  de  convergencia  de  las  versiones  anteriores, 









una hibridación de  ‐MyDE  con Rough Sets, propuesta por  (Hernández‐Díaz et al. 
2006). 








En  otra  línea  diferente  podemos  encontrar  aquellos  métodos  que  emplean  como 
metaheurística de optimización un algoritmo basado en  técnicas de  recocido simulado  (o 
Simulated Annealing). En  las referencias (Smith 2006) y (Suman y Kumar 2006) se pueden 
encontrar estados del arte de que  resumen  con  claridad, algunas de  las propuestas más 
significativas  que  emplean  técnicas  de  este  tipo.  Todas  ellas  se  desarrollan  a  partir  de 
finales de  los 90 y hasta  la actualidad,  lo que pone de manifiesto que es un campo de  la 
optimización  multiobjetivo  vigente,  el  mismo  se  ha  actualizado  con  las  últimas 
publicaciones que han aparecido en este campo.  
El Simulated Annealing, en adelante SA, es una  técnica compacta y  robusta, que ha  sido 
empleada  en multitud  de  problemas  de  optimización mono‐objetivo,  incluyendo  el  FLP 







Existen diferentes  formas de abordar el problema, pero prácticamente  todas  las  técnicas 









mediante  una  agregación  de  objetivos  de  forma  que  se  barre  el  espacio  de  soluciones, 
mientras se va construyendo y evolucionando el conjunto de Pareto. 
En  la  aproximación  de Ulungu  (b),  se  realiza  el  rearranque  del  algoritmo  desde  puntos 
aleatorios y cada iteración proporciona diferentes puntos de la frontera de Pareto. 




evolucionada  en  (Serafini  1992)  y  (Serafini  1994).  El  algoritmo  de  esta metodología  es 
prácticamente  igual  que  el  mono‐objetivo,  pero  utiliza  una  variante  del  criterio  de 
aceptación de  soluciones del algoritmo original. Se  investigan varios criterios alternativos 
para  aumentar  la probabilidad de  aceptación de  soluciones no dominadas. Propone una 
regla  especial  dada  por  la  combinación  de  varios  criterios  para  concentrar  la  búsqueda 
exclusivamente en soluciones no dominadas, una estrategia similar se plantea en (Ulungu 
et al. 1999). 
Serafini  trabajó  estas  técnicas  en  el  problema  del  viajante  (TSP),  aunque  no  presenta 










Annealing,  la  probabilidad  de  transición  a  una  solución  no  óptima  (un movimiento  de 
empeoramiento)  es  única  y  puede  obtenerse  sin  ambigüedad,  algo  que  no  ocurre  en 
cuando se pasa a trabajar con más de un objetivo. 











(Ulungu, Teghem  y Fortemps 1995)  y queda definido en    (Ulungu et al. 1999). El mismo 




objetivo utilizando  la  técnica de  sumas ponderadas, es decir, proyectar el espacio multi‐
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
          (4.18) 
En esta expresión,   es el vector de pesos y f es la función escalar mono‐objetivo obtenida 
del  producto  escalar  del  vector  funciones  objetivo  (fi)  por  el  vector  de  ponderaciones 
normalizado  ().  La  función  de  normalización  también  da  lugar  a  soluciones  diferentes, 









1. Se  genera  aleatoriamente  un  conjunto  de  vectores  de  pesos  normalizados








2. Se  genera  aleatoriamente  una  solución  inicial  0x

,  se  evalúan  las  m  funciones 
objetivo, aplicando, si ha lugar, las correspondientes penalizaciones, colocándose la 
solución inicial en el conjunto de Pareto  ( )P . 






es  necesario,  las  funciones  de  penalización  a  las  funciones  objetivo 
correspondientes. 
4. Se  compara  la  solución  1x







































finalmente  presentaron  un  nuevo  algoritmo,  el  PSA  (Pareto  Simulated  Annealing)  en 
(Czyzak y  Jaszkiewicz 1998). Este algoritmo combina un SA mono‐objetivo con algoritmos 
genéticos para proporcionar  soluciones eficientes  generando una buena  aproximación  al 





Se  emplean  funciones normalizadas basadas  en probabilidades de  aceptación de nuevas 
soluciones.  En  cada  iteración  del  procedimiento,  un  conjunto  de  soluciones  llamado 
“muestra generadora” controla los pesos de los objetivos empleados en la probabilidad de 
aceptación. Esta variación de pesos, asegura que se alcancen todo el espectro de soluciones 
eficientes. Se puede  incrementar o disminuir  la probabilidad de mejorar  los valores de un 
objetivo en concreto controlando el peso del mismo. Cuanto mayor sea el peso asociado 




1. Elegir una muestra generadora  inicial de entre el conjunto de soluciones  factibles, 
0( )iX x S

  y  actualizar  el  conjunto  de  soluciones  no  dominadas  ( )P   para  cada 













 es no dominada,  incluirla en el conjunto de Pareto  ( )P , 
actualizándolo. 





4. Si  no  existe  ''ix

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      
  
   (4.21) 
Esta  forma  de  determinar  la  transición  a  soluciones  dominadas  se  conoce  como 





















Otra  técnica  diferente  se  propone  en  (Suppapitnarm  et  al.  2000)  donde  los  autores 
emplean el concepto de archivar las soluciones óptimas de Pareto para resolver problemas 
multiobjetivo con SA. El método está basado en el propuesto en (Engrand 1997) y permite 
la  búsqueda  y  el  re‐arranque  del  algoritmo  en  sucesivas  iteraciones  desde  soluciones 
archivadas de una determinada región de  la frontera de Pareto. Esta estrategia se conoce 
como “retorno a  la base”. Los autores proponen una  formulación para  la probabilidad de 
transición basada en un esquema annealing con múltiples temperaturas (una por objetivo), 
algo novedoso en este campo. No emplean una función objetivo compuesta, es decir, no se 
agregan  los objetivos en el cálculo de  la probabilidad de transición y  los cambios en cada 
objetivo se comparan antes de archivar la solución, esto asegura la posibilidad de transición 
a soluciones no‐dominadas.  
Los pasos básicos del algoritmo SMOSA para un problema con m  funciones objetivo y  n  
variables de decisión son los siguientes. 
El algoritmo SMOSA 
1. Iniciar  con  una  solución  inicial  0x

  generada  aleatoriamente,  evaluando  todas  las 
funciones objetivo y agregando esta primera solución al conjunto de soluciones de 
Pareto  ( )P . 






























      
   (4.22) 





 no es aceptado, se retiene la última solución  0 0x x
 
 y va al paso 7. 
7. Periódicamente  se  reinicia  el  algoritmo  con  una  solución  seleccionada 
aleatoriamente del conjunto Pareto  ( )P  (los autores recomiendan que esté sesgada 
en los extremos de la frontera). Esta estrategia la denominan “retorno a la base”. 








La  aproximación  al problema MOSA  realizado por  (Nam  y Park 2000) es una de  las más 


























      
  (4.23) 









f x f x

    
Esto promueve  la exploración extensiva del espacio de búsqueda  y  la posibilidad de 
escapar  de mínimos  locales,  aunque  a medida  que  el  número  de  objetivos  crece, 
también lo hace la proporción de movimientos que son aceptados incondicionalmente. 
Esto  limita  el  comportamiento  del  algoritmo  haciéndolo  prácticamente  un  “random 
walk” a través del espacio de soluciones en problemas con gran numero de objetivos. 
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Propuesto en  (Suman 2002) y  (Suman 2003),  incluye  las  restricciones del problema en el 
algoritmo principal, empleando un vector de ponderación en el criterio de aceptación. 











1. Inicia  con  una  solución  inicial  0x

  generada  aleatoriamente,  se  evalúan  todas  las 
funciones objetivo y se agrega al conjunto de soluciones Pareto  ( )P . 









se actualiza  ( )P , si es necesario. 












        
  (4.31) 
Dónde:  1 1 0 0Δ = ( )∙ ( ) ( )∙ ( )i if W x f x W x f x































El ajuste de una solución generada  ' , ii xf
  se define como 1 + el numero de soluciones de  ( )P  


















1. Inicia  con  una  solución  inicial  0x

  generada  aleatoriamente,  se  evalúan  todas  las 
funciones objetivo y se agrega al conjunto de soluciones Pareto  ( )P . 






3. Se  compara  la  solución generada  1x

  con  todas  las  soluciones en el  conjunto  ( )P  
(tanto  las  factibles  como  las no  factibles) y  se actualiza  ( )P ,  si es necesario. Este 
conjunto se emplea para el cálculo del ajuste de la solución. 
4. Aceptar  la  solución  1x

  generada  como  solución  actual  0x




























de Pareto  ( )P . 




El  autor  aplica  el  algoritmo  PDMOSA  a  un  problema  tipo,  junto  con  otros  algoritmos 
(UMOSA, PSA, y WMOSA)  con  los que  se  comparan  los  resultados,  concluyendo el autor 









El algoritmo propuesto por  (Tekinalp y Karsli 2007),  se  caracteriza por utilizar valores de 
ajuste, o FF (Fitness Function) en el cálculo de las probabilidades de transición a soluciones 
dominadas en el proceso de optimización, los autores proponen un algoritmo poblacional, 
como  en  PSA.  Otra  característica  de  este  algoritmo  es  que  utiliza  temperaturas  de 



















        
          (4.33) 
Donde:  0 1( ) ( )      :   i=1, ...., m
K K K
i iiF F x F x  
 
, y  
    iF es un conjunto de de funciones de ajuste. 
4. Aceptar  la  solución  generada,  1x


















           (4.34) 
5. Si la probabilidad de transición es 1: 
 Archivar  la  solución  generada  10 1
k kx x 
 
  en  las  soluciones  del  conjunto  de 
Pareto  ( )P . 































que conforman el conjunto de Pareto  ( )P . 
Los  pasos  fundamentales  del  algoritmo  AMOSA,  para  el  caso  de  m  objetivos  son  los 
siguientes: 
El algoritmo AMOSA 
1. En  las  fases  iniciales  del  algoritmo,  se  inicializa  Archivo  generando  una  serie  de 
soluciones  no  dominadas,  mediante  una  serie  de  lanzamientos  del  algoritmo, 
limitando el tamaño del Archivo en el rango [1,HL]. 







1, ( ) ( )
( ) ( ) /
j j
m
a b j j j
j f a f b

















a) La  solución  actual  domina  a  la  propuesta  0 1x x
 
   y  k  puntos  de  Archivo
























          










El  nuevo  punto,  1x










c) La solución propuesta domina a la actual  1 0x x
 
 . 
A  su  vez,  se  pueden  dar  dos  situaciones,  que  la  solución  propuesta  sea 
dominada por alguno de los k puntos del Archivo, en cuyo caso se acepta con 
una  probabilidad  calculada  según  (4.38),  y que  no  sea  dominada,  en  cuyo 
caso entra a formar parte del Archivo, debiendo comprobar, como en el caso 
anterior  si entra dominando algún otro punto del mismo  (en  cuyo  caso  se 
eliminan) o se añaden simplemente al Archivo. 
Los  autores  aplican  su  algoritmo  sobre  seis  problemas  de  tres  objetivos  de  referencia 










parte  explota  la  búsqueda  local  mediante  SA  y  la  evolucionaria  mediante  algoritmos 
genéticos.  
Existen diferencias  significativas en  la  forma de determinar  si  la  solución propuesta  1(x )

 
pasa a  ser  la  solución actual  0(x )






Generar  aleatoriamente  una  población  de  soluciones  iniciales  de  tamaño  p,  así 
como un vector de pesos normalizados uniformemente distribuidos. 













, si  1 0x x
 
 . 
 Hacer  la  solución  1x

  la  solución  actual  (
0 1x x
 











































  1 0min(1,exp( (x ,x ) / ))P E T 
 
   (4.40) 
en  ella  se  utiliza  la  diferencia  de  energía   1 0(x ,x )E
 







1 01 0 x x
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  respectivamente  (en  la Figura 4.4.6, adquieren  los 
valores 3 y 1, respectivamente).  
Así la diferencia de cantidad de energía calculada según la ecuación (4.41), para el ejemplo 
es   1 0
1
(x ,x ) ∙ 1 3 0.2
10













determinar  la  transición a una  solución dominada es el  incremento de energía entre  los 
puntos  actual  y propuesto,  calculado de  la  forma  comentada  con  anterioridad.  También 




1. Inicializar  el  archivo  F  en  el  que  se  almacenaran  las  soluciones  no  dominadas, 


















6. Una  vez  repetida  k  veces  la  rutina  se  baja  un  escalón  de  temperatura  según  el 
esquema de enfriamiento: 
  1k kT T      (4.42) 




























Tompkins  y  White,  por  su  parte,  insisten  en  la  necesidad  de  reconocer  la  naturaleza 
multicriterio del problema de la Distribución en Planta: 










cada una de  las  soluciones obtenidas, pero  siempre desde un enfoque monobjetivo, que 
trataba, en la mayor parte de los casos, de minimizar el coste derivado del movimiento de 
los materiales.  
En  este  año,  aparece  una  publicación  (Rosenblatt  1979)  en  la  que  el  autor  plantea  una 
primera propuesta para  combinar dos  criterios  a  la hora de obtener  la distribución más 




corrientes  de  trabajo  existente  en  ese momento,  diferenciadas  por  la  naturaleza  de  la 







Donde  quedan  enmarcadas  técnicas  como:  Craft  (Armour  y  Buffa  1963), Gilmore 
(Gilmore 1962), Lawler (Lawler 1963), Hillier (Hillier 1963) (Hillier y Connors 1966), 
Frat (Khalil 1973)…, en las que la resolución del problema se centra en el objetivo de 
minimizar  los  costes  relacionales  derivados  de  un  único  criterio,  el  trasporte  de 
materiales entre actividades (en adelante MHC, de Material Handling Cost). Son por 
tanto técnicas cuantitativas monobjetivo. 
"The cost of moving material  from one manufacturing area  to another  is a 
complete loss insofar as its effect upon the value of the product is concerned. 









por  los productos.  Sin  considerar, por  tanto,  los  costes  relacionales que pudieran 
derivarse  de  la  adyacencia  o  no  adyacencia  entre  actividades  por  otra  serie  de 
motivos  diversos  (molestias  ocasionadas  por  niveles  sonoros  excesivos,  malos 
olores,  seguridad en  las plantas  industriales,  riesgos de  incendio, explosión, etc.), 
primando  los principios de circulación y mínima distancia sobre  los de seguridad y 
confort, integración de conjunto, flexibilidad y espacio cúbico. 
Este  planteamiento  no  permite  la  integración  de  los  Medios  Auxiliares  de 
Producción  (Servicios  Auxiliares  para  la  Producción  y  Servicios  para  el  Personal), 
puesto  que  las  intensidades  relacionales  existentes  entre  éstos  y  los  Medios 
Directos  de  Producción  no  se  pueden  expresar  a  través  del  Recorrido  de  los 
Productos. 
Además,  en  ciertas  plantas  el  Recorrido  de  los  Productos  es  relativamente  poco 









Moore 1967), basados en  la minimización de  los  costes  relacionales derivados de 








"One  of  the  real  difficulties  in  developing  and  using  these multiple  criteria 
models is the natural vagueness associated with the inputs to the model", 
(Raoot y Rakshit 1993) 
Con  lo cual,  la necesidad de proximidad entre actividades, y por tanto  la Distribución 
en Planta, debe ser estudiada en función de la intensidad relacional existente entre las 
actividades como consecuencia de múltiples criterios.  
Rosenblatt  insiste  en  su  publicación  en  la  necesidad  de  estudiar  el  problema 
atendiendo  a  más  de  un  criterio,  en  concreto  uno  cuantitativo  y  otro  cualitativo, 
estableciendo una serie de soluciones que sean Eficientes, no óptimas. 
Por  otra  parte,  a  la  hora  de  planificar  una  Distribución  en  Planta  puede  ser  muy 
interesante  integrar  en  la  formulación  aspectos  relativos  a  la  entrada  en 
funcionamiento  del  sistema  productivo  que  se  desea  implantar,  tener  en  cuenta 
aspectos  relativos a  la  forma de  las actividades que conforman el mismo, o  la  forma 









































que  únicamente  se  habían  producido  8  publicaciones  en  este  campo,  que  aun 
estaba  poco  explorado.  Los  autores  aportan  una  primera  clasificación  de  las 
publicaciones hasta ese momento (ver Figura 5.0.2) en la que incluye técnicas como 
el  MUCFAL  de  (Sayin  1981)  y  las  técnicas  MFLAP  que  propondrán  los  autores 
posteriormente en (Waghodekar y Sahu 1986) y una segunda la MFLAPSA que no se 








 (Matai y Singh 2008), es una publicación en un congreso en  la que  se  repasa una 






posibles  líneas  de  investigación.  Veamos  cual  ha  sido  la  evolución  temporal  y  algunas 
características de las publicaciones del FLP multiobjetivo.  
El  número  de  publicaciones  en  revistas  internacionales  en  los  30  años  de  vigencia  del 





En  el  presente  capítulo  se  realiza  una  revisión  de  las  publicaciones  atendiendo  a  dos 
clasificaciones  existentes,  debidas  a  Waghodekar  y  Malakooti  para  pasar  después  a 







5.1 CLASIFICACIÓN  DE  LAS  TÉCNICAS  MULTIOBJETIVO  APLICADAS  AL 
PROBLEMA DE DISTRIBUCIÓN EN PLANTA 
Tal  y  como  se ha  comentado  con anterioridad, el problema de distribución en planta es 
claramente un problema multiobjetivo, pues se deben tener en cuenta tanto los objetivos 
cualitativos como los cuantitativos. 
Desde  el  artículo  seminal  de  Rosenblatt,  han  sido  muchos  los  autores  que  se  han 
aproximado  al  problema  desde  diferentes  ámbitos,  e  introduciendo  la  naturaleza 
multicriterio en una fase diferente de la resolución del problema. 












De todas  las referencias del problema encontradas en  la bibliografía,  la distribución de  las 
mismas  según  esta  clasificación  es  la  que  se muestra  en  la  Figura  5.1.2,  destacando  el 









En este  tipo de métodos,  la distribución en planta es el  resultado de una serie de 
decisiones tomadas bajo diferentes criterios. Realmente se trata de un método para 
la  agregación  de  opiniones  de  varios  expertos,  al  calificar  los  grados  de  relación 
entre  actividades,  y  tomando  estas  opiniones  en  la  fase  de  generación  de  la 
solución. 





El  procedimiento  de  selección  de  alternativas  se  lleva  a  cabo  mediante  alguna 
metodología  de  análisis multicriterio  que,  a  su  vez,  puede  desarrollarse  de  dos 
formas distintas:  
 Utilizando en la formulación del problema una función objetivo resultante de 















 Utilizando  procedimientos  de  jerarquización.  En  este  caso  se  realiza  la 
generación  de  multitud  de  soluciones  a  un  determinado  problema,  y 
posteriormente  son  seleccionadas  mediante  un  procedimiento  de 





En  (Malakooti  y  D'Souza  1987)  se  propone  un  método  de  agregación  parcial 
interactivo. Es un procedimiento  iterativo  (de construcción y mejora) en el que se 
van generando y evaluando alternativas  secuencialmente.  La evaluación  la  realiza 
uno  o  varios  expertos  bajo  diferentes  criterios.  Las  opiniones  expresadas  son 
tenidas  en  cuenta  a  la  hora  de  generar  la  siguiente  alternativa,  guiando  así  el 
procedimiento de mejora. 


























objetivo  con  los  pesos  obtenidos.  Por  último  se  describen  métodos  interactivos  entre 
expertos y diseñador, que  tienen en  cuenta el  carácter multiobjetivo del problema en el 
proceso de generación de la solución. 
A  continuación  veremos que  referencias podemos  incluir  en  cada una de  las  categorías, 










En  este  primer  grupo  de  metodologías,  se  generan  un  conjunto  de  soluciones 






en  una  sola  función  objetivo  o mediante  técnicas  Pareto.  Dentro  de  este  grupo 
podemos incluir las siguientes referencias: 
(Rosenblatt 1979)  (Dutta y Sahu 1982)  (Fortenberry y Cox 1985)  (Waghodekar y Sahu 1986) 
(Urban 1987)  (Urban 1989)  (Malakooti 1989)  (Harmonosky y Tothero 1992) 






En  un  segundo  grupo,  Malakooti  agrupa  todas  aquellas  técnicas  en  las  que  se 
comienza evaluando las preferencias del panel de expertos primero, generando los 
pesos  para  cada  uno  de  los  criterios  y  poder  obtener  así  la  mejor  solución. 
(Malakooti  y  D'Souza  1987)  desarrollaron  una  metodología  de  comparación  de 
pares basada en la intensidad de preferencia entre soluciones, generando los pesos 





presenta un proceso  interactivo, que  requiere  las  respuestas del experto a ciertas 
cuestiones  establecidas  por  el  programador, obteniendo  tanto  los  pesos  como  la 












Algunas  de  las  referencias  encontradas  no  se  pueden  enmarcar  en  ninguno  de  estos 
grupos, bien porque se trate de aproximaciones de evaluación de soluciones, o porque  la 
técnica no se ajuste a ninguna de las anteriormente descritas: 
(Rosenblatt y Sinuany‐Stern 1986)  (Cambron y Evans 1991)  (Lin y Sharp 1999)  (Yang y Kuo 2003) 
(Yang y Hung 2007)       
 















como objetivo  fundamental determinar  la mejor de  las soluciones de un conjunto 
de layouts generados mediante cualquier técnica de construcción. 
 Optimización  de  Soluciones:  En  este  segundo  grupo  se  incluyen  todas  las 
referencias  que  tienen  como  objetivo  la  generación  de  soluciones  optimizadas  a 
partir de un layout original. Todas estas técnicas se pueden clasificar en función de 
cómo se realiza  la optimización bien a través de una función objetivo en  la que se 













vista  de  la  selección  de  diferentes  alternativas  (o  evaluación  de  soluciones).  En  sus 
propuestas, se generan una serie de soluciones, mediante cualquier técnica de generación 
existente  y posteriormente  se  evalúan, obteniendo  de  entre  las  soluciones  generadas  la 
mejor atendiendo a los diferentes objetivos. 






En  (Malakooti  y  Tsurushima  1989),  se  propone  una metodología mixta MCDM‐ES,  que 
combina los conceptos de la toma de decisiones multicriterio y de un sistema experto (ES).  




1. Base de datos: En este elemento  se  encuentra  toda  la  información que define el 
problema, número y tamaño de actividades, flujo entre actividades…  
2. Base  de  conocimientos:  Contiene  conocimientos  del  FLP  adquiridos  de  la 
experiencia,  incluyendo heurísticas,  reglas de decisión…  En  este  caso,  los  autores 
emplean una serie de reglas IF‐THEN en las que se apoyan para la construcción de la 
solución. 
3. Base de prioridades: En este elemento se encuentran  las reglas para determinar  la 
prioridad  entre  los  diferentes  criterios,  para  priorizar  soluciones.  Aquí  es  donde 
mayor es  la  influencia de  los expertos, que son  los que marcan  las prioridades de 
proximidad, de adyacencia o de posición entre actividades. 
4. Motor de decisión: Controla y gestiona  las bases a  la hora de construir  las nuevas 
soluciones. 









En  (Cambron y Evans 1991)  se generan  seis  soluciones a un problema de distribución en 
planta de 25 actividades de área desigual mediante técnicas como CRAFT, CORELAP, ALDEP 
y  una  generación manual  que  posteriormente  son  clasificadas  atendiendo  a  diferentes 
criterios. 







de  alternativas  a  un  problema  de  distribución  en  planta.  En  la  misma,  los  autores 
completan el trabajo que emprendieron en (Lin y Sharp 1996) y (Lin y Sharp 1996). En  los 
artículos  precedentes,  se  establecieron  una  serie  de  18  objetivos,  que  se materializan  a 
través  de  indicadores,  que,  jerarquizados  son  el  marco  de  trabajo  para  evaluar  las 
alternativas. 
En  este  último  artículo  se  establece  una metodología  novedosa  para  la  evaluación  de 
diferentes  alternativas.  Se hace un especial hincapié a  la  forma de  generar  los pesos de 
cada criterio, así como de la normalización de los mismos. 
El resultado es una metodología muy detallada, aunque algo complicada para la evaluación 
de  las  alternativas,  y  que  contempla  multitud  de  objetivos  e  indicadores  (tanto 
cuantitativos como cualitativos) y que se escapa al alcance del presente trabajo. 
Se aplica  la misma a  la  selección entre dos  alternativas de un problema multicasilla  con 





planta,  pues  los  autores  plantean  una  técnica  que  no  está  basada  en  la  agregación  de 
objetivos  en  una  sola  función,  sino  que  emplean DEA  (Data  Envelopment Analysis)  para 
realizar la selección de la mejor solución de entre las generadas. 
Los  autores  plantean  el  problema  atendiendo  a  criterios  tanto  cuantitativos  (Flujo, 





Mantenimiento). De  entre  estos  criterios destaca  el  Factor de  Forma  (Shape Ratio), que 
será tratado en apartados posteriores de este trabajo. 
Los criterios cualitativos se ponderan y evalúan mediante AHP, y los cualitativos se evalúan 
una  vez  construida  la  solución  (que  se hace mediante SPIRAL).  La decisión  sobre  cual es 
mejor solución de entre  las generadas se realiza mediante DEA, que es una aproximación 
no paramétrica, que no requiere ningún supuesto sobre la forma de la función objetivo. 
El  problema  se  aplica  sobre  un  ejemplo  propio  de  10  actividades  de  diferente  área, 









de  la metodología TOPSIS  (Technique  for Order Preference by Similarity  to  Ideal Solution) 
establecida  por  (Hwang  y  Yoon  1981),  que  se  fundamenta  en  el  principio  de  que  la 















coste  total  resultante  del  producto  de  los  flujos  por  las  distancias  entre  actividades  sea 
mínimo. En el problema generalizado  las áreas de  las n actividades pueden  tener valores 
distintos, sin embargo en el problema monocasilla o monoárea son iguales, de valor unidad 
y de geometría cuadrada.  
En  este  tipo  de  formulación,  cada  actividad  solo  puede  ser  asignada  a  una  única 
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x k ub   (5.4) 
  2ik ikx x   (5.5) 








 La  restricción  (5.3) establece que para  cada una de  las n  actividades,  la  suma de 
celdas que ocupa  la actividad debe ser  igual al área de  la actividad (cada casilla es 
una unidad de área). Esta restricción se simplifica para el caso del QAP monocasilla, 
pues el valor de ni es siempre igual a la unidad. 
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    (5.8) 
  2ik ikx x   (5.9) 
En la que  ijklm  es la función objetivo del problema, en el caso monobjetivo cuantitativo de 
la formulación del QAP  ijkl ijkl ij ij klm a f c d    , y en el resto de aproximaciones multiobjetivo 
varía tal y como veremos en apartados posteriores. Esta misma formulación del problema 
es  válida,  para  el  caso  monocasilla  y  en  aquellas  situaciones  en  las  que  el  coste  de 
instalación  de  la  actividad  no  fuera  nulo,  empleando  la  función  objetivo: 










el  que  los  objetivos  son  agregados  en  una  única  función  objetivo.  La  agregación  de 
objetivos  se  realiza  bien  mediante  una  función  aditiva  o  mediante  una  función 
multiplicativa. 
En  la mayor  parte  de  estas  aproximaciones,  se  emplea  una  formulación  del  tipo  QAP 





En  este  tipo  de  aproximaciones,  se  deben  obtener  en  primer  lugar  los  pesos  de  los m 






  .  Una  vez 











    fijkl,u  Es el valor del objetivo u‐ésimo. 
Dentro de  los métodos aditivos podemos encontrar dos formas de realizar  la ponderación 
de los objetivo: por un lado los autores que emplean una adición que hemos denominado 
“pura”, en  la que  los pesos no son normalizados, por tanto  la suma no tiene en cuenta  la 










En  estas  aproximaciones,  la  adición  de  los  diferentes  objetivos  se  realiza  de  manera 
ponderada  sin  normalizar  los  valores  de  los  mismos.  Las  referencias  que  afrontan  el 
problema de esta forma son las siguientes: 
(Rosenblatt 1979)  (Dutta y Sahu 1982)  (Waghodekar y Sahu 1986)  (Malakooti y D'Souza 1987) 
(Malakooti 1987)  (Houshyar 1991)  (Suresh y Sahu 1993)  (Meller y Gau 1996) 













  2 1 2 1
1 1 1 1
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Min Z z z a w x x      (5.11) 
  2 1 2 11        , 0y        (5.12) 
Sujeto a  las  restricciones habituales del QAP  (5.7),  (5.8),  (5.9)  y adicionalmente a  (5.12), 
relativa  a  los  pesos  de  los  criterios  cuantitativos  (2)  y  cualitativos  (1)  que  tienen  una 
relación lineal. Por tanto la función que relaciona ambos criterios es aditiva ponderada, y se 
formula:  2 1∙ ∙ijkl ijkl ijklm a w    




























  j i j i 1 2 2 i 1 i 2 j 1 jSi R R    C C  /  , 0   :      ∙ C   ∙ R ∙ C   ∙ R                    (5.14) 
Se generan un conjunto de soluciones aleatorias mediante ALDEP, construyendo  lo que el 
autor  llama el  conjunto  frontera eficiente   E   (layout efficient  set), para  conformarlo  se 
compara  la  nueva  solución  generada  con  todos  los  que  ya  están  en  la  frontera  y  se  va 
actualizando el conjunto hasta que se han generado N soluciones. 
Una vez generado el conjunto  E , realiza un estudio para ver en que rangos de los pesos 
,  es  cada  una  de  las  soluciones  del  conjunto  eficiente   E   la mejor.  Lo  aplica  a  un 





cuenta  una  función objetivo  aditiva  ponderada,  en  la  que  se determina directamente  el 
valor del coste “relacional” y del coste de transporte de materiales. Esta  función, aunque 
con diferente nomenclatura es idéntica a la de Rosenblatt:   2 1∙ ∙ijkl ijkl ijklm a w   . 
Proponen un algoritmo de optimización, mediante el empleo de un método de mejora, en 
el que partiendo de una  configuración  inicial generada aleatoriamente  se van  realizando 
intercambios de actividades y evaluando  la  función objetivo, aceptando el primer cambio 








configuración,  mientras  que  Rosenblatt  considera  que  con  compartir  la  esquina  es 
suficiente, tal y como se muestra en  la Figura 5.3.4. Éste y otras cuestiones fueron fuente 













La  formulación  se  realiza  para  el  caso  de  tener M  objetivos,  aunque  finalmente  solo  lo 










 SCCjk:  Coeficiente  de  similitud  ponderado  para  las  celdas  j  y  k,  para  todos  los 
objetivos. 
Todos  los  coeficientes anteriores  se  calculan para  todos  los pares de actividades  j‐k y  se 
obtienen  las matrices  SCW,  SCA  y  SCC,  así  como  los  valores  de  los  coeficientes de  cada 
actividad j (SCWTj, SCATj y SCCTj). 















u mediante un panel de expertos. Podemos  considerarla una  técnica de  construcción  y 
mejora, pues aborda el problema en ambas fases del proceso. 







2. Flexibilidad: Los autores definen este objetivo como: “…la  facilidad por  la cual  las 
actividades  pueden  ser  colocadas  u  recolocadas,  por  tanto  puede  ser medida  en 
términos  de  índice  de  cercanía…”  por  tanto  es  un  objetivo medido  en  términos 
cualitativos, empleando una escala de A‐U en función de los beneficios en términos 
de flexibilidad que un experto determine para cualquiera dos actividades. 
3. Tiempo  de movimiento  de materiales:  Tiene  en  cuenta  el  tiempo  que  tardan  los 





En  (Malakooti  1987)  continua  en  la misma  línea  que  el  artículo  anterior,  y  describe  en 
detalle  la  metodología  CAFLAS,  aplicándola  a  un  ejemplo  de  áreas  desiguales  de  10 




pesos,  al  que  llama  gradiente  y  una  segunda  etapa  en  la  que  se  generan  una  serie  de 
soluciones  basadas  en  el  intercambio  de  actividades,  son  aceptadas  siempre  que  sean 
eficientes y por último el sistema de expertos (DM) decide qué solución es la mejor. 








En  (Houshyar  1991)  se  propone  un  nuevo  método  aditivo  ponderado,  y  se  centra 
fundamentalmente  en  la  obtención  de  los  valores  de  los  pesos  de  cada  uno  de  los 
objetivos.  La  formulación  es  similar  a  la  empleada  en  los  artículos  precedentes  de 
Rosenblatt, Dutta y Fortenberry, con una diferencia fundamental y es que el autor emplea 
objetivos Cualitativos (Rijkl) y Cuantitativos (Cijkl), agrupándolos de manera aditiva en el caso 
de  que  existan  más  de  uno  de  cada  tipo  (fundamentalmente  en  el  caso  de  criterios 
cualitativos). La función objetivo ponderada que emplea el autor es: 



















  Min    E (1 )∙C ∙R       (5.16) 
En realidad, esta formulación es exactamente la misma que planteó Rosenblatt. 
Como  técnica de optimización emplea un Simulated Annealing y  lo aplica a una  serie de 
problemas QAP de 6 y 8 actividades monocasilla, comparando  los  resultados con  los que 








En  (Meller  y  Gau  1996),  se  hace  una  aproximación  al  problema, mediante  una  función 
objetivo  aditiva,  con  una  formulación  diferente  a  la  propuesta  por  (Rosenblatt  1979).La 
diferencia fundamental estriba en que separa  los términos cuantitativo y cualitativo, pues 
éste último se formula en términos de adyacencia. 
Los autores  tienen un especial  interés en dar una  interpretación  física a  los pesos de  los 
diferentes criterios, así como de determinar los valores críticos de los mismos, formulada: 
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min   f ·c ·d w ·r ·(1 x )   (5.18) 
Los autores acuñan el término de layout más robusto: “…es aquel que minimice el máximo 
porcentaje sobre  la mejor solución de cada uno de  los dos objetivos”, pone como ejemplo 
que  una  solución  que disminuya  un  3%  y  un  4%  en  cada  uno  de  los  objetivos  que  otra 
solución que disminuya un 5% y 1%. La metodología que proponen se fundamenta en este 















Vanelli  1991)  pero  multiobjetivo,  incluyendo  el  criterio  de  forma,  que  justifica  por  la 
necesidad de que las actividades no tengan una forma irregular. 









La  optimización  se  realiza  mediante  Tabú  Search  y  se  resuelven  problemas  test  de 





aditiva  ponderada,  del mismo  estilo  que  la  propuesta  en  (Dutta  y  Sahu  1982),  con  los 
mismos objetivos, el coste de transporte de materiales (MHC) y un índice de cercanía. 
En este caso los pesos de cada uno de los objetivos se obtienen mediante una combinación 
de  lógica borrosa y AHP y  la diferencia  fundamental con otros procedimientos es que  los 
valores de los índices de cercanía entre actividades se obtienen mediante lógica borrosa, y 
configuran  lo que  los  autores denominan  la  Fuzzy Closeness Rating Matrix.  La heurística 
propuesta combina estas dos técnicas para obtener la mejor solución posible. 














(Urban 1989)  (Urban 1987)  (Khare, Khare y Neema 1988)  (Harmonosky y Tothero 1992) 
(Sarin et al. 1992)  (Shang 1993)  (Chen y Sha 1999)  (Sha y Chen 2001) 
(Deb y Bhattacharyya 2003)  (Chen y Sha 2005) 
(Khilwani,  Shankar  y  Tiwari 
2008) 
(Singh y Singh 2009) 





El artículo de  (Urban 1987) es el primero que  intenta  resolver el problema de  la  falta de 
normalización entre los criterios empleados en la formulación multiobjetivo del problema e 
introduce una formulación aditiva con la función objetivo: 
  ∙ijkl ij ijm f c r    (5.20) 
Donde  c  es  una  constante  (peso)  para  determinar  la  importancia  relativa  del  índice  de 
cercanía  con  el  flujo  (c0).  Por  tanto  c=c(fij),  para  hacer  que  el mismo  sea  insensible  al 
sistema  de manutención  empleado  y  a  los  volúmenes  de  flujo  del  problema.  Con  esta 
formulación  aditiva  evita  los  problemas  que  surgen  con  el  modelo  multiplicativo  de 
Fortenberry, pues se consigue: 
 Separar  suficientemente  las  actividades  con  índices  de  cercanía  malos, 
particularmente las que tienen un flujo de material bajo. 
 Permitir que el  índice de cercanía  influya en el coste de  la solución para todos  los 
pares de actividades independientemente de la distancia que haya entre ellos. 
Al valor mijkl=fij+c∙rij, el autor  le  llama Factor de Carga y para cada par de actividades,  se 
determina un valor numérico, asignando al término cualitativo valores numéricos (similares 
a los de Fortenberry, A=4, B=3,…,X=‐1). 
Aplica  el  modelo  a  problemas  de  6  y  12  actividades  propuestos  por  Rosenblatt  y 












En  todos  los  casos,  la  constante  c  adquiere  el  valor  del  mayor  de  los  flujos  entre 
actividades. 















2 1∙ ∙MGM W TFC W TNR    (5.21) 
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La  normalización  de  los  objetivos  es  algo  necesario,  pues mientras  el  flujo  se mide  en 
cientos o miles de unidades, el índice de cercanía normalmente se mide en una escala de ‐1 
a 4. Algunos autores, como Urban ya habían tenido una aproximación a  la normalización, 
pues  la constante por  la que multiplicaban el  índice de cercanía estaba relacionada con el 
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En cuanto a la técnica de optimización, los autores proponen una técnica de construcción y 
mejora, en  la que aplican un algoritmo de  intercambio de actividades similar al empleado 









Tothero 1992) en  lo referente a  la normalización de  los objetivos, aunque con diferencias 
significativas en la forma de hacerlo. Los autores establecen, como función objetivo, el TRP 











es más  que  un  valor  agregado  de  los m  objetivos,  y  en  el  que  estriba  la  diferencia  con 
técnicas  anteriores.  En  este  caso  cuanto  mayor  sea  el  valor  de  preferencia  entre  dos 
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
    (5.27) 
En la que u es cada uno de los m objetivos y: 
 Cu    es el peso del objetivo u‐ésimo. 
 u ij u(x )   es  la  función  de  valor  marginal  que  proporciona  el  índice  de 
referencia del objetivo u‐ésimo.  
Estas  funciones  de  valor  marginal  no  son  numéricas,  sino  que  son  funciones  de 
transformación como  las mostradas en  la Figura 5.3.6. Los valores de ratio de preferencia 














las  mismas  restricciones,  en  la  que  la  función  objetivo  (mijkl)  es  multicriterio,  con  la 
siguiente expresión: 









Donde:  ijir :  Valor  medio  de  las  intensidades  relacionales  existentes  entre  las 
actividades,  resultante  de  la  agregación  de  los  criterios  de  naturaleza 


































seguridad  (1,2)  (1,3)  (1,4)  (2,3)  (2,4)  (3,4) 
(1,2)  1  1/3  2  1  1/4  3 
(1,3)  3  1  5  4  2  1/3 
(1,4)  1/2  1/5  1  1/3  1  1/5 
(2,3)  1  1/4  3  1  2  1/2 
(2,4) 4 1/2 1 1/2 1 6
(3,4)  1/3  3  5  2  1/6  1 
Tabla 5.3.1 Matriz de preferencia de proximidad (Pr), bajo el criterio seguridad 





















Siendo:  t:  El  número  de  pares  de  actividades  que  se  comparan 
(n∙(n 1) / 2)  
sd,upr :  Preferencia  de  proximidad  del  par  de  actividades  "s" 
sobre el par "d" bajo el criterio u‐ésimo. 
4. Se calcula  la  "necesidad global de proximidad" entre un par de actividades 
(s),  resultante de  la  agregación  ponderada de  las  necesidades  relativas  de 
proximidad bajo cada criterio: 
  s u sd,u
u=1





de  índice  de  cercanía  entre  actividades,  atendiendo  a  criterios  cualitativos,  para 
emplear en un estadio posterior de la misma.  
  A  B  C  D 
A  X  0.143  0.226  0.108 
B  0.143  X  0.150  0.208 
C  0.226  0.150  X  0.165 
D  0.108  0.208  0.165  X 
Tabla 5.3.2  Ejemplo de matriz de índice de cercanía (Rij) entre actividades (n=4). 
b) Resolución del problema 
El  autor,  propone  una  heurística  Simulated  Annealing  para  la  resolución  del  FLP 
multiobjetivo, mediante la función agregada comentada anteriormente. La metodología 
se compara con la de (Malakooti y D'Souza 1987), para 5, 10, 15, 20, 25 y 30 actividades 









En  (Chen  y  Sha  1999)  y  (Sha  y  Chen  2001),  los  autores  plantean  una  formulación muy 
similar  a  la  introducida  por  (Khare,  Khare  y  Neema  1988),  en  la  que  se  emplea  una 
aproximación al problema de distribución en planta mediante una función objetivo aditiva 
ponderada,  en  la  que  la  normalización  de  los  objetivos  se  realiza  con  parámetros 













de  cada  uno  de  los  m  objetivos  también  se  puede  aproximar.  Por  tanto,  podemos 
determinar  las cotas  superiores e  inferiores, correspondientes a un nivel de confianza , 
para cada objetivo u, como: 
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Se  construye  la  solución  inicial  mediante  CORELAP  y  aplican  una  mejora  mediante 
intercambio  de  actividades,  quedándose  con  aquel  intercambio  que  genere  un  mayor 
decremento  del  coste. Aplican  la metodología  a  un  ejemplo  propio  de  10  actividades,  y 







(Deb  y Bhattacharyya 2003)  inciden en  la  línea de  (Raoot  y Rakshit 1993) de  abordar el 
problema  de  distribución  en  planta mediante  lógica  borrosa.  En  el mismo  emplean  una 
función  objetivo  aditiva  ponderada,  con  una  normalización  de  los  objetivos  igual  a  la 
empleada en (Harmonosky y Tothero 1992).  
Se  emplean  únicamente  objetivos  cuantitativos,  como  son  el  PFC  (coste  de  flujo  de 
personal)  y  el  DS  (espacio  vacío),  que  es  un  objetivo  interesante,  pues  el  modelo 
geométrico  empleado  es  continuo  (Absmodel),  por  tanto  el  espacio  vacío  es  un  valor  a 
minimizar. 



































el problema  con una  formulación QAP monocasilla  como hemos  visto  anteriormente.  La 
posición de  las actividades no está  restringida  y  se  coloca en primer  lugar una actividad 
central, para recorrer el perímetro posteriormente con el resto de actividades. 
Tienen en cuenta en su propuesta 3 objetivos todos ellos cuantitativos: flujo de materiales, 














  Donde  ARij  es  la  relación  entre  las  actividades  i‐j  y  en  ella  se  integran  todos  los 
objetivos enumerados anteriormente, ya sean cuantitativos o cualitativos. La integración de 
todos objetivos se realiza mediante lógica borrosa. 











1. Obtención de  información: Se plantea el problema con  los objetivos a un panel de 
expertos (DMi), recopilando la información sobre la importancia de objetivos sobre 
cada  par  de  actividades.  La  opinión  de  los  expertos  se  traduce  en  una  serie  de 













Los  autores  aplican  la  metodología  a  un  problema  de  5  actividades  de  área  desigual, 
propuesto en (Dweiri y Meier 1996). Comparan los resultados obtenidos con los de Dweiri y 
Deb, y además implementan un algoritmo genético y una técnica de CSA (Chaos Simulated 








(Singh y Singh 2009), en ella  los autores  realizan una aproximación al problema  con una 
formulación  QAP  monocasilla,  y  teniendo  en  cuenta  cuatro  objetivos,  dos  cualitativos 
(índice de cercanía y movimientos peligrosos) y dos cuantitativos (MHC y MHT). 
Emplean  una  función  objetivo  aditiva  ponderada,  con  los  valores  de  los  objetivos 
normalizados y con pesos para cada uno de ellos, en concreto, para el caso de 4 objetivos, 
la función sería la siguiente: 




1. Normalización  de  las  matrices  de  datos:  En  esta  primera  fase  se  realiza  la 
normalización de los datos de las matrices de flujo, índice de cercanía… para ello se 










u n(f (X) ) , se 
calcula el peso de cada objetivo como el valor mínimo del objetivo entre  la 
suma de los valores del resto de objetivos. 
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 CRITICM  (método de  la  importancia crítica de  la correlación entre criterios). 
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C ∙ 1 r          t=1,....,m


      (5.45) 






























mediante  una  función multiplicativa,  en  la  que  los  distintos  objetivos  se multiplican  (o 
dividen), sin necesidad de ponderación entre ellos. 















La  aparición  del  articulo  (Fortenberry  y  Cox  1985)  marca  un  hito  en  el  campo  de  la 
optimización multiobjetivo  del  problema  de  distribución  en  planta,  porque  emplea  una 
función objetivo multiplicativa que minimiza los objetivos (MHC y CR). 
La  formulación  del  problema  es  idéntica  a  la  de  Rosenblatt,  la  del  QAP  generalizado 
monocasilla, solo que cambia la función en la que se relacionan los objetivos  ∙ijkl ijkl ijklm a w
, donde aijkl es el coste derivado del transporte de materiales y wijkl el coste de  intensidad 
relacional  entre  las  actividades,  formulado  de  manera  diferente  que  en  los  artículos 
anteriores, pues en este caso  los autores  tienen en cuenta el  índice de cercanía  (CR o rij) 
independientemente de la ubicación relativa de las mismas. 
  ∙ ( ∙ ∙ )∙ijkl ijkl ijkl ij ij ij klm a w f c r d    (5.48) 
Los  valores  de  transformación  del  índice  de  cercanía  son  diferentes  a  los  empleados  en 
Roseblatt o Dutta, tal y como se muestra en la Tabla 5.3.3. 
  A  E  I  O  U  X 
Rosenblatt,Dutta 6 5 4 3 2 1












1. Las actividades que  tengan una  relación X con cualquiera del  resto de actividades 
serán muy penalizadas sea cual sea el flujo de materiales entre ellas. 




Para  la  optimización  utiliza  un  algoritmo  similar  al  de  Dutta,  en  el  que  a  partir  de  una 









donde  se  presenta  una  formulación  multicriterio  con  agregación  multiplicativa  para  el 
problema  de  distribución  en  planta  y  resuelve  la  optimización  mediante  el  uso  de 
algoritmos genéticos. 
La formulación matricial propuesta, considera tres factores: un factor de carga (t), un factor 




































posición  ij‐ésima),  la segunda controla que el área de una actividad esté entre  los  límites 
admisibles  inferior y superior, por tanto se permite  introducir actividades con holgura (en 
esta  restricción a es el número de  filas y h el numero de columnas) y  la  tercera  limita el 
número de celdas ocupadas a las disponibles en el recinto (a∙h). 
Veamos cada uno de  los  factores que  intervienen en  la  formulación de  Islier y qué papel 
juegan en la misma: 











de  las matrices  de  distancias  entre  casillas  (ordenada  de menor  a 
mayor)  y  la matriz de  flujos  (ordenada de mayor  a menor), para el 
caso del problema monocasilla. 
n  es el número de actividades. 




Este  factor siempre adquiere un valor en el  intervalo  [0,1], cuanto mayor sea  t,  la 





































r = u   (5.53) 



































(Wang,  Hu  y  Ku  2005),  presentan  una  formulación  multicriterio  con  agregación 
multiplicativa  para  el  problema  de  distribución  en  planta  y  resuelve  la  optimización 
mediante el uso de algoritmos genéticos. 






















a 1                   posicion  i, j



















































































i 1 j 1








Los  autores  resuelven  el  problema  de  distribución  en  planta  con  actividades  de  área 
desigual, utilizan un dominio  finito, que se discretiza y sobre él se  realiza  la construcción 
mediante una curva de relleno (SFC).  
Se  fijan diferentes dimensiones  del dominio  y  se  emplea un  análisis de  la  varianza,  tipo 







Una  aproximación  totalmente  distinta  a  la  comentada  en  apartados  anteriores  es 
considerar el problema de distribución en planta multiobjetivo desde el punto de vista de 















El  concepto  de  óptimo  de  Pareto  ya  se  explicó  en  capítulos  anteriores  y  es  ésta 
aproximación la que el siguiente conjunto de referencias realizan al problema: 
(Rosenblatt y Sinuany‐Stern 1986)  (Malakooti 1989)  (Raoot y Rakshit 1993)  (Tuzkaya, Ertay y Ruan 2005) 
(Aiello, Enea y Galante 2006)  (Ye y Zhou 2007)  (Sahin y Türkbey 2009)   
 
En este caso no  tiene sentido hablar de una  función objetivo, pues  la optimización no se 
realiza atendiendo a un único valor resultante de la combinación de los objetivos, sino que 
en cada caso hay que ver si el punto entra a  formar parte de  la  frontera de Pareto o no, 
para así aceptarlo. 
Algunas  de  las  referencias  mencionadas  combinan  la  aproximación  como  frontera  de 
Pareto  con  un  proceso  posterior  de  selección  de  alternativas,  en  todos  los  casos  con 
ELECTRE, para determinar qué solución de la frontera es la óptima. 
La  primera  publicación  que  trato  el  problema  desde  un  punto  de  vista  multiobjetivo 
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En  (Malakooti  1989)  se  establece  la  primera  referencia  del  problema  de  FLP  como  un 
problema  multiobjetivo  en  términos  del  conjunto  eficiente  de  Pareto,  aunque  sin 
nombrarlo específicamente. 






pueden  aparecer  algunos problemas que  tienen que  ver  con  los  valores de  los pesos,  si 
estos son fijos, ya que únicamente se generarán soluciones que (en el caso de un problema 
bicriterio) estén en la recta: 








 Como  un QAP monobjetivo,  con  una  sola  función  objetivo  en  la  que  se  agregan 
(ponderados y normalizados), todos los objetivos. 
El autor acuña el término configuración localmente eficiente, que es aquella solución que es 
eficiente  respecto  a  todas  sus  configuraciones  adyacentes  (una  configuración  Xn+1  es 
adyacente a una  configuración Xn,  si  se obtiene  intercambiando dos actividades, o  como 
comentamos en el presente trabajo n+1 está en la vecindad de n). 






en  (Malakooti  y  D'Souza  1987),  de  la  siguiente  forma:  genera  todas  las  soluciones  del 
problema  (9!=362880),  de  ellas  extrae  todas  las  soluciones  eficientes  frente  a  los  3 




de  eficiencia  local.  Genera  las  soluciones  de  la  vecindad  y  va  agregando  soluciones  al 

















No  emplea  ninguna  heurística  especifica  de  mejora,  sino  que  propone  el  intercambio 
manual de dos actividades y la comparación de ambas, empleando el término de Eficiencia 









































































e    si  z >0
1              si  z >0
   

  (5.65) 








    (5.66) 
  kkp min( )
    (5.67) 
Donde  Tn es la temperatura en el escalón de temperatura n‐ésimo. 













 Cualitativos:  Adyacencia  (cuantificada  a  partir  de  un  índice  de  cercanía,  rij)  y 
Distancia Requerida (cuantificada a través de un índice de distancia, sij). 
Emplean un modelo geométrico continuo  tipo  flexbay, y como heurística de optimización 








En  su  artículo  (Ye  y  Zhou  2007)  plantean  una  nueva  heurística  híbrida  entre  algoritmos 
genéticos y Tabú Search  (GATS) para  la optimización del problema, que  se aborda en  su 
vertiente de actividades de diferente tamaño y con pasillos. 
Los  objetivos  que  emplean  los  autores  son  el  flujo  de materiales  (MHC)  y  el  índice  de 
cercanía de las actividades (CR), como en la mayor parte de las referencias anteriores. 
La metodología se aplica sobre un ejemplo propio de 11 actividades de diferente área, con 
un  recinto con pasillos y dimensiones  fijos, aplicando  también optimización multiobjetivo 









(CR),  que  tal  y  como  se  ha  comentado  en  toda  la  bibliografía  descrita  son  un  criterio 
cuantitativo (MHC) y otro cualitativo (CR). 








il 1 cos t 2 closenessE w ∙E w ∙E    (5.68) 
El valor de la función objetivo aditiva ponderada E, se utiliza como referencia a la hora de 
determinar  si  se  acepta  una  nueva  solución,  en  el  criterio  de  aceptación  del  Simulated 
Annealing. Se determina el valor de la distancia existente entre la solución actual y la mejor 
solución  existente  (o  solución  de  referencia,  que  es  aquella  con  un menor  valor  de  la 
función objetivo Ec): 
 





Si  E 0  la solución es mejor que la solución de referencia, con lo cual entra en el conjunto 
de Pareto,  y pasa  a  ser  la nueva  solución de  referencia.  Si  E 0  ,  la  solución no  forma 
parte del conjunto de Pareto y se aceptará con una probabilidad de transición  E/ Tp e . 

















6  (Fortenberry y Cox 1985) 4 2 2
8  (Fortenberry y Cox 1985)  5  3  2 
12  (Fortenberry y Cox 1985)  20  1  19 
12  (Suresh y Sahu 1993) 20 7 13
15  (Suresh y Sahu 1993)  23  1  22 
20  (Suresh y Sahu 1993)  29  1  28 
30  (Suresh y Sahu 1993) 33 2 31
Tabla 5.3.4 Soluciones de (Sahin y Türkbey 2009). 
 
De  todas  las  referencias  bibliográficas  comentadas  en  el  presente  capítulo, muy  pocas 
emplean  objetivos  geométricos,  únicamente  lo  hacen  cuatro:  (Logendran  y  Kriausakul 
2006),  (Deb  y  Bhattacharyya  2003),  (Islier  1998)  y  (Wang,  Hu  y  Ku  2005).  Todas  las 























En  el  siguiente  esquema  se muestran  todas  las  cuestiones  que  se  van  a  detallar  en  el 
presente  capítulo,  de  importancia  crucial  en  la  presente  investigación.  Los  ejemplos 










El primer  aspecto  a  fijar  en  la metodología  a  emplear en el presente  trabajo  es  todo  lo 
relativo a la construcción de una solución al problema de distribución en planta. A la hora 





sobre  el  que  se  va  a  plasmar  la  solución,  y  que  deben  considerar,  entre  otras  cosas,  el 
tamaño  y  orientación  del  recinto,  el  modelo  geométrico  empleado,  tamaño  de  la 
discretización... 
Una  vez  se  tiene  claro el  soporte  sobre el  cual  se  va  a desarrollar  la  solución,  se deben 
establecer criterios en lo relativo a la forma en la que se van a colocar las actividades sobre 
el mismo. Según el modelo geométrico seleccionado, esta etapa será o no necesaria, pues 
determinados  modelos  geométricos  tienen  implícitamente  descrito  un  sistema  de 
colocación de actividades. 
Por último  se debe  conocer  la  secuencia de colocación de actividades a  colocar  sobre el 
soporte, mediante el sistema de colocación por el que se haya optado. 
Una  vez  conocidos  todos estos parámetros,  se establecerá una  codificación que permita 

















Solo  hay  dos  formas  de  abordar  el  problema,  considerando  el  recinto  estrictamente 




tamaño  estricto,  y  solo  en  los  casos  en  los  que  la  forma  del  recinto  se  varía  y  como 




actividades  de  138  unidades.  Sin  embargo  en  todas  las  referencias  que  emplean  el 






La  segunda  característica  a  fijar  en  lo  relativo  al  recinto  es  la  forma  en  la  que  se  van  a 
configurar  las  dimensiones  del mismo.  En  el  presente  trabajo  se  propone  emplear  un 
parámetro  R,  que  recoja  por  una  parte  el  aspecto  formal  del  recinto,  e  implícitamente 
también la orientación del mismo. 




















caso  de  formas  de  recinto  rectangulares.  En  la  Figura  6.1.2  se  pueden  observar  los  dos 
casos  de  diferente  orientación  de  un  recinto  con  idéntica  forma.  En  ambos  casos  es  un 
recinto de 20x30 unidades de área.  










orienta  el  recinto, mientras  que  (Wang, Hu  y  Ku  2005)  y  (Gonzalez  2005)  emplean  una 
orientación  con R=0.67,  otros  autores  como  (Islier  1998),  (Meller  y Gau  1996)  y  (Tate  y 
Smith 1995) emplean R=1.5. 
Antes  de  comenzar  el  trabajo  de  investigación  se  realizó  un  tanteo  de  las  diferentes 
opciones de  tamaño de  recinto anteriormente comentadas, para ello se  realiza un paseo 
aleatorio  considerando  un  tamaño  de  recinto  variable  entre  0.5  y  2,  con  la  finalidad  de 






En  el  presente  trabajo  se  opta  por  orientar  el  recinto  con  R=1.5,  persiguiendo  obtener 
soluciones  con  una mejor  calidad  formal,  puesto  que  si  la  anchura  de  la  banda  es muy 



















tamaño  de  la  discretización  que  se  va  a  emplear  para  realizar  la  colocación  de  las 
actividades mediante la curva de relleno que se describirá en apartados posteriores. 




2005), en  la que  se emplean  rejillas de doble  resolución  (con  celdas de 0.5 unidades de 
área). En la investigación se encontraron algunas mejoras en indicadores concretos, aunque 
por  lo general  las soluciones conseguidas con doble resolución eran dominadas por  las de 
resolución sencilla. 
Por  todo ello  y dado que el emplear una  rejilla de doble  resolución  conlleva una mayor 
complejidad  a  la  hora  de  construir  las  soluciones,  lo  que  devenga  en  un mayor  (casi  el 









Una  vez  conocido  el  modelo  geométrico  a  emplear  en  la  presente  investigación  (el 
discreto), se debe analizar las diferentes opciones para realizar el relleno del mismo, que se 
pueden resumir en técnicas basadas en ALDEP y las basadas en curvas de relleno (SFC). En 





ALDEP,  descrita  por  (Seehof  y  Evans  1967),  en  la  que  se  realiza  un  barrido  del  recinto 
mediante una relleno oscilatorio, que puede ser, tal y como se muestra en la Figura 6.1.5; 
Oscilatorio en X, Oscilatorio en Y, o bien mediante un relleno en espiral. 




de  la  selección  del  tipo  de  oscilación  que  se  seleccione,  esta  técnica  puede  dar  lugar  a 

















El  relleno  oscilatorio  XY  tipo  ALDEP  ha  sido  ampliamente  empleado  como  técnica  de 
construcción de  soluciones por  los autores que abordado el problema de distribución en 
planta,  tanto  en  el  caso  de  formulaciones mono  como multiobjetivo,  cuando  el modelo 
geométrico es discreto. 






Esta  técnica  de  relleno  funciona  perfectamente,  sin  rotura  siempre  que  el  número  de 










relleno en  la celda  (2,1) para evitar que se produzca  la rotura cuando se alcanza  la parte 
superior  (ver Figura 6.1.9). Aun así se producirá rotura en algunos casos, como cuando el 































Una  evolución  a  la  técnica  ALDEP  es  la  construcción  de  soluciones mediante  curvas  de 
relleno del espacio, o SFC  (Space Filling Curves). Esta  técnica, ampliamente estudiada por 
los  matemáticos,  fue  empleada  por  primera  vez  en  un  problema  de  optimización  en 
(Bartholdi  III  y  Platzman  1982),  donde  es  aplicada  para  la  resolución  del  problema  TSP 
(problema del viajante de comercio). 
La primera aplicación de esta  técnica de  relleno al problema de distribución en planta se 
puede  encontrar  en  el  algoritmo  MULTIPLE,  propuesto  por(Bozer,  Meller  y  Erlebacher 
1994). En el mismo,  los autores describen  la SFC como "una  línea continua que une todas 




En un  edificio  rectangular,  sin  actividades  fijas o  zonas  vetadas,  la  SFC puede obtenerse 
mediante un método recursivo que da  lugar a  la denominada "curva de Hilbert", que  fue 
























 Columna actual:    J 
 Dirección de barrido:   D 
 Ancho de banda:    B 
 Paso del barrido:    F 
Con  todos  ellos,  los  autores  establecen 
una  serie  de  reglas  IF‐THEN  que 
determinan el buen funcionamiento de la 




El  proceso  de  generación  de  la  SFC  se 
muestra  en  el  diagrama  de  la  Figura 
6.1.12, y  las reglas de decisión marcan el 






















  CP  ( , , , )L DW B F I J C   (6.2) 
Posteriormente  se enuncian  reglas  IF‐THEN para  la definición de  la  transición  cuando  se 










L D L D
W B W B
  (6.3) 
Los  autores  dejan  claro  que  las  reglas  deben  definirse  para  cada  problema  y  para  cada 
situación,  las mismas  deben  conseguir  que  no  se  produzca  la  rotura  en  el  proceso  de 
colocación y que la misma sea continua a lo largo de todo el recinto. 
6.1.2.1.3 Definición de la técnica de colocación empleada. SFC y sus reglas 
En el presente  trabajo,  se ha optado por emplear una SFC, para  lo cual  se deben definir 
claramente los parámetros comentados en los puntos anteriores, para que la colocación de 
actividades sea continua y no se produzca disgregación de casillas. Se emplean curvas de 
relleno para evitar  tener que hacer un control de agregación  (como  se hace en  (Contero 
1995) o más recientemente en (Gonzalez 2005)) y aunque el nivel de esfuerzo en la fase de 
programación y definición de  la curva sea mayor,  los resultados obtenidos mediante esta 
técnica  son  notables  y  prácticamente  todos  los  autores  que  tratan  el  problema  de 
distribución en planta con un modelo geométrico continuo emplean esta técnica. 
En  este  apartado  se  definirán  las  reglas  de  transición  al  final  de  cada  banda,  así  como 
parámetros básicos en  la  construcción de  la  SFC  como  son el  inicio de  la misma  y otros 
aspectos  de  interés.  Todas  las  figuras  y  los  ejemplos  empleados  se  montan  sobre  un 
tamaño de recinto de 30x20 unidades de espacio y con una resolución de la discretización 







En este apartado  se empleará el  término giro de  la  SFC, definido  como  cada una de  las 
transiciones  entre  las  nb  bandas  definidas  para  la  construcción  de  la  solución  sobre  el 
recinto discreto. El número de giros de la SFC es función del número de bandas será: 
















1( 1) 1       ISP=(b ,0)Si 





   

   
  (6.5) 
Con esta sencilla regla se consigue que el primer giro sea continuo y no se produzca rotura 










uno de  los giros de  la SFC, que variarán en función de si  la banda actual (bi) y  la siguiente 
(bi+1) son pares/impares. 
En este punto hay que destacar que  las SFC propuestas por el  resto de autores  siempre 
tenían  limitaciones  respecto  a  la  anchura  de  las  bandas,  bien  sea  porque  se  hacían 




mayor número de  soluciones posibles.  La  liberación de esta  restricción,  conlleva algunos 
problemas en  la definición de  la  secuencia de  reglas  IF‐THEN en  los giros de  la  curva de 
relleno. 
Se presentan cuatro posibles situaciones  independientemente de que el giro se produzca 


















en peligro  la no agregación de  la actividad que  se esté  colocando, pues  todas  las 







orientación y  relación ancho/alto),  los  relativos al modelo geométrico empleado  (tamaño 
de  la  discretización)  y  la  forma  de  realizar  el  relleno  del mismo,  el  ultimo  conjunto  de 
variables a fijar son las relativas a la estructura de bandas que se emplea en la construcción 
de la solución. 









Tal  y  como  se  ha  comentado  en  apartados  anteriores,  la metodología  empleada  en  el 
presente trabajo utiliza una característica del algoritmo ALDEP (Seehof y Evans 1967), como 

























toman  en  sentido  trasversal  y  ese  parámetro  viene  dado  por  na,  que  es  el  numero  de 
casillas en sentido longitudinal (na=30, para el problema AB20).  
En  el  proceso  de  generación  de  nuevas  soluciones  se  pueden  adoptar  dos  estrategias 
diferentes, en función de la variabilidad que se le quiera conferir al sistema de generación. 




En este  tipo de estrategia  se utiliza el mismo número de bandas nb, en  cada una de  las 
etapas del proceso de generación de soluciones. La práctica totalidad de las referencias que 








número  de  bandas  sea  variable  entre  cada  una  de  las  iteraciones  del  proceso  de 
optimización.  En  apartados  posteriores  se  establecerán  los mecanismos  habilitados  para 
generar la vecindad de una solución en términos de número de bandas, pues no es posible 
pasar  de  una  estructura  de  bandas  a  otra  cualquiera  de  las  posibles,  sino  que  hay  que 
restringir ese camino a soluciones que sean cercanas a la actual. Este tipo de estrategia se 
puede encontrar en (Gonzalez 2005), (Meller y Gau 1996) y (Tate y Smith 1995). 
En  el  presente  trabajo  se  empleará  una  estrategia  de  número  de  bandas  variable,  para 
permitir una mayor diversidad en la búsqueda de soluciones, fijando el número mínimo de 
bandas en 1  (se  correspondería con un  relleno oscilatorio en X) y un número de bandas 
máximo  de  15  (influenciado  por  el  ancho  de  banda mínimo,  aspecto  que  se  comenta  a 
continuación). Por tanto: 









un mínimo  y  un máximo  para  este  valor.  En  la  bibliografía  se  encuentran  las  siguientes 
referencias a estas características: 
En (Islier 1998) se puede encontrar una limitación en lo relativo al ancho de banda mínimo 
y  máximo  para  obtener  soluciones  formalmente  eficientes,  el  intervalo  queda  fijado 
mediante la siguiente expresión: 
     
n n
i i i
i 1 i 1
min A b max A
 





     
n n
i i i
i 1 i 1
1 min A b 1 max A
 






excesivamente alargadas de  las actividades. Por  tanto, el ancho de banda queda  limitado 
por: 
   i2 b 28   (6.9) 
Una vez fijado las características relativas al tamaño del ancho de banda, resta por describir 
los aspectos relativos a la secuencia de los anchos de banda de cada una de las mismas. En 
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i
i j b b b n

     (6.11) 












Por último,  la  tercera de  las variables  relativas a  las bandas de colocación de actividades 
queda  determinada  por  la  capacidad  de  variar  el  ancho  y  el  número  de  bandas  entre 
distintas iteraciones del proceso de optimización. 
Esta variable en realidad es una combinación de las dos anteriores, tal y como se muestra 
en  la  Tabla  6.1.2,  en  la  que  se  resumen  las  diferentes  opciones  a  la  hora  de  realizar  la 




















En  esta  estrategia,  tanto  el  número  como  el  ancho  de  banda  son  constantes  entre  dos 
iteraciones del proceso de optimización, tal y como se puede observar en la Figura 6.1.18. 
Secuencia de bandas semi‐dinámica 




tamaño  y  número)  puede  modificarse  entre  diferentes  iteraciones  del  proceso  de 
optimización, tal y como ocurre en la Figura 6.1.20. 



























Con  la definición de  todas  las variables  comentadas en este punto,  solo  resta establecer 
una  codificación  que  defina,  de manera  biunívoca,  cada  una  de  las  soluciones  que  se 
pueden obtener  con  el modelo  geométrico  empleado  en  la presente  investigación. Para 
ello se propone emplear la siguiente codificación: 
           
nº bandassecuencia de actividades secuencia bandas recinto
3 6 9 8 2 1 4 7 5 10  2  3 5  1.5    (6.12) 
Con la codificación expresada en la ecuación (6.12) se recogen los aspectos de la secuencia 
de  colocación de  las  actividades,  el número  de bandas  y  los  anchos de  cada una de  las 





  1‐18‐11‐16‐17‐13‐15‐10‐12‐5‐14‐9‐3‐8‐19‐2‐4‐7‐20‐6   7   2+2+2+2+2+2+18   1.5   (6.13) 
 
Figura 6.1.21 Solución 1 de la frontera Coste‐Circulación, con un valor nulo de circulación. 











Para  garantizar  la  diversidad  en  el  espacio  de  soluciones  explorado,  y  evitar  el 
estancamiento  en  óptimos  locales,  se  emplea  una  característica  fundamental  de  una 
metaheurística  de  entorno  variable  como  es  el  VNS  (Variable  Neighborhood  Search), 
propuesto  en  (Mladenovic  y  Hansen  1997),  como  es  la  variación  sistemática  de  la 
estructura de la vecindad de la solución. 




























En  el  presente  trabajo  se  consideran  cuatro  mecanismos  de  generación  de  nuevas 
soluciones  desde  una  determinada  configuración  del  problema,  basadas  todas  ellas  en 
variaciones  de  los  dos  elementos  fundamentales  empleados  en  la  construcción  de 
soluciones, por una parte en  la  secuencia de entrada de  las actividades  y por otra en  la 
estructura de bandas que se emplee durante el relleno del espacio. 
Tal  y  como  se  ha  comentado  con  anterioridad,  desde  una  solución  dada  no  se  puede 
acceder a cualquier otra del espacio de soluciones, dado que entonces  la búsqueda no es 
guiada, sino que se convierte en una búsqueda aleatoria. 
El  tamaño de  la vecindad se verá que varía para  las diferentes soluciones que se pueden 




del  vector  que  marca  la  secuencia  de  colocación  de  las  mismas  sobre  el  recinto.  Se 
considera que dos  secuencias de actividades  son vecinas  si una  se puede obtener por el 












decir  que  la  configuración  obtenida mediante  el  vector  1ka 










k 1 2 3 i i 1 j j 1 n
k 1 1 2 3 i i 1 j j 1 n
a a ,a ,a ,.....,a ,a ,....a ,a ,.....a
a a ,a ,a ,.....,a ,a ,....a ,a ,.....a
 
  
   














En  la Figura 6.2.3 se pueden observar una solución  1ka 











  k+1 11 1 16 17 12 6 18 4 2 10 19 3 14 5 9 20 15 8 13 7
swap














configuración  es  realizar  la  modificación  de  la  estructura  de  bandas  empleada  en  la 











Donde: nb  es el número de bandas empleadas en el proceso de  construcción  y na es el 
número de  celdas en  la dirección a, que es  la perpendicular a  las bandas,  tal y  como  se 
comentó con anterioridad. 













Para  el  caso  de  una  solución  como  las mostradas  en  la  Figura  6.2.3,  con  6  bandas,  el 





























(6.16). Por  tanto  la  solución de  la vecindad  siempre va a  tener una banda menos que  la 
solución de origen, y el número máximo de  soluciones de  la vecindad atendiendo a este 
mecanismo de generación será función del número de bandas, y en este caso: 
  MB2Vec (nb) (nb 1)    (6.19) 
Para  el  caso  de  una  solución  como  las mostradas  en  la  Figura  6.2.3,  con  6  bandas,  el 




Para el  caso en estudio, del problema de  (Armour y Buffa 1963) de 20 actividades,  tal y 
como se comentó con anterioridad, la cota superior del número de bandas sería 15, siendo 
en este caso el tamaño de la vecindad máximo igual a: 
  MB2Vec (15) (15 1) 14     (6.20) 
En  la  siguiente  figura  se pueden observar dos  soluciones vecinas, partiendo de  la misma 























bandas  es  el  denominado  mecanismo  de  expansión  de  bandas.  El  objetivo  de  este 




generación  basado  en  la  expansión  de  bandas  es  el  siguiente;  se  selecciona  una  de  las 
bandas del  vector  y  se hace una  división  aleatoria  en dos bandas  que  tengan  un  ancho 
superior al ancho mínimo de banda (fijado en 2), siguiendo estas premisas el tamaño de la 
vecindad atendiendo únicamente a este mecanismo será: 
  MB3Vec (nb) nb   (6.21) 
Para  el  caso  de  una  solución  como  las mostradas  en  la  Figura  6.2.3,  con  6  bandas,  el 












Para el  caso en estudio, del problema de  (Armour y Buffa 1963) de 20 actividades,  tal y 
como se comentó con anterioridad, la cota superior del número de bandas sería 15, siendo 
en este caso el tamaño de la vecindad máximo igual a: 
  MB3Vec (15) 15   (6.22) 
 














En  la  Figura  6.2.5  se  pueden  observar  dos  soluciones  vecinas,  partiendo  de  la  misma 











MA MB1 MB2 MB3Vec(n,b) Vec (n) Vec (nb) Vec (nb) Vec (nb)
n∙(n 1) n∙(n 1)
Vec(n,b) (nb 1) (nb 1) nb (3∙nb 2)
2 2
   
 

























La  utilización  de  uno  u  otro  mecanismo  se  decidirá mediante  una  selección  aleatoria, 
dotando a  cada uno de  los  cuatro mecanismos un mayor porcentaje de probabilidad de 
ocurrencia, tal y como si fuera un juego de la ruleta. Se selecciona un numero aleatorio en 
el rango  [0,1], que hace  las veces de bola de  la ruleta, y esta ruleta está  formada por  los 
diferentes mecanismos de generación, distribuidos de forma uniforme en el rango [0,1]. 




Este  experimento  se monta  sobre  el modelo  geométrico  discreto  para  el  problema  de 
Armour  y  Buffa  de  10  actividades  sobre  soporte  discreto  y  empleando  una  curva  de 
colocación  de  actividades  como  la  comentada  anteriormente.  En  cada  experimento  se 
lanzan 50 pruebas y se configura la ruleta de transición a una nueva solución de la vecindad 
con diferentes porcentajes para cada uno de los mecanismos de generación de soluciones 










composición  es  la  que  emplea  una  distribución  de  la misma  proporcional  al  tamaño  la 



































ij kl jl ik
k 1 l 1i j
1
d ∙ d ∙x ∙x
c ∙c  
    (6.25) 
Considerando el dominio discreto y la función de coste expresada en términos de variables 
de  asignación,  la  formulación del problema de distribución en planta  con  actividades de 
área variable que se va a utilizar es la siguiente: 
 
n n c c
ij
kl ik jl
i 1 j 1 k 1 l 1 i j
w
Min  C= ∙d ∙x ∙x
c ∙c   
   (6.26) 















  2ik ikx x   (6.29) 
La restricción (6.26) controla que cada actividad i este compuesta por un número de casillas 
tal que se alcance el área necesaria para la instalación (Ai). La restricción (6.28) vela por la 






No  se  requiere  una  restricción  de  control  de  agregación,  puesto  que  el mecanismo  de 
colocación de actividades mediante SFC controla la desagregación de manera implícita. 
Esta  formulación  se  emplea para  evaluar  el  indicador de  coste de  la  solución, que  es  el 
principal de  los objetivos del problema  aunque no el único que  se  considerará, pues en 




adelante  SA)  queda  caracterizado mediante  una  serie  de  parámetros,  que  pueden  ser 
clasificados en dos grandes grupos, por una parte los específicos del problema que se esté 
optimizando y otros genéricos, y que son independientes de la naturaleza del problema. 
Los  parámetros  específicos  del  problema  a  optimizar,  que  han  sido  introducidos  en  los 
apartados precedentes de este capítulo, resumidos en: 
 El  espacio  de  soluciones  S,  que  es  el  conjunto  finito  de  todas  las  soluciones  del 
problema que se va a optimizar. 
 Una función de coste f definida como:  f : S R  


















serie  de  iteraciones  a  partir  de  la 
temperatura  inicial  (T0),  que 
posteriormente se  fijará. En cada escalón 




mediante  la  ley  de  enfriamiento  que  se 
haya elegido.  
El  sistema  va  pasando  por  una  serie  de 
escalones  de  temperatura  hasta  que 
finalmente  se  verifica  el  criterio  de 
congelación  que  marca  la  parada  en  el 
proceso de optimización.  
Una  característica  fundamental  del 
algoritmo SA es que, en  la fase  inicial del 
enfriamiento,  cuando  la  temperatura  es 
elevada,  se  produce  un  elevado  número 
de  transiciones  que  provocan  un 
incremento  de  coste.  A  medida  que  el 
proceso  de  enfriamiento  avanza,  el 


























En  la  Figura  6.3.2  se  presenta  un 
diagrama  de  flujo  detallado  de  un 
algoritmo  SA  estándar,  incluyendo  un 
contador  m  de  los  escalones  de 
temperatura  realizados,  ya  que  en 
muchas  implementaciones  del  algoritmo 
se  emplea  para  determinar  la  condición 
de  congelación  o  calcular  el  siguiente 
escalón  de  temperatura  según  la  ley  de 
enfriamiento. 
Se selecciona una solución de la vecindad 
de  la  configuración  activa,  evaluando  la 
transición  a  ésta.  Se produce de manera 
automática  si  disminuye  coste  y  si 
produce  un  aumento  se  acepta  con  una 
probabilidad  que  es  función  de  la 
temperatura actual (Tm). 
Una vez aceptada  la solución, se valora si 
se  ha  producido  el  equilibrio  para  el 
escalón  de  temperatura  actual  (Tm),  en 
cuyo  caso  se  disminuye  la  misma 
siguiendo  la  ley de enfriamiento,  sino  se 
vuelve a evaluar a una nueva solución de 
la vecindad. 
Si  se  ha  producido  el  equilibrio  para  el 
escalón de temperatura, se comprueba si 
el algoritmo ha alcanzado  la temperatura 



















generación  y  la estructura de  la  vecindad a una  solución dada, el  funcionamiento de un 
algoritmo SA consiste en un intento continuo de transformación de la configuración actual 
en alguna de sus configuraciones vecinas. 
Este  mecanismo  es  matemáticamente  asimilable  a  una  cadena  de  Markov,  es  decir 
corresponde a una secuencia de experimentos, en la que el resultado de cada experimento 
depende únicamente del  resultado del experimento anterior. En el caso de un algoritmo 
SA,  los experimentos equivalen a  las  transiciones, y es evidente que el  resultado de una 
transición depende únicamente del resultado de la transición previa. 
Una  cadena  de  Markov  se  describe  por  medio  de  un  conjunto  de  probabilidades 
condicionales Pij (k‐1,k) para cada par de resultados (i,j) donde Pij (k‐1,k) es la probabilidad 








a (k) a (k 1) P (k 1,k) k 1,2,...

       (6.30) 
siendo L el número de posibles soluciones. 
Si se denota como X(k) el resultado del experimento k, entonces: 
   ijP (k 1,k) Pr X(k) j | X(k 1) i       (6.31) 
y que: 
   ia (k) Pr X(k) i    (6.32) 
Si  las  probabilidades  condicionales  no  dependen  de  k,  la  correspondiente  cadena  de 
Markov se denomina homogénea, y en caso contrario, no homogénea. 
En  el  caso  de  los  algoritmos  SA,  la  probabilidad  condicional  Pij(k‐1,k)  representa  la 
probabilidad de que la k‐ésima transición sea una transición de la configuración i a la j. De 
esta forma, X(k) es la configuración obtenida después de k transiciones. A la vista de esto, 






Las  probabilidades  de  transición  dependen  del  valor  del  parámetro  de  control  T  (de  la 
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probabilidades  condicionales:  la  probabilidad  de  generación  Gij(T),  que  proporciona  la 
probabilidad de generar la configuración j a partir de la configuración i, y la probabilidad de 
aceptación Aij(T), que indica la probabilidad de aceptar la configuración j generada a partir 






i P (T) 1    (6.34) 
Utilizar  la expresión  (6.33), supone una generalización de  la  idea de algoritmo SA, ya que 
éste  sería un  caso particular de un  tipo de algoritmos más general,  siendo en este  caso, 
Gij(T)  una  distribución  uniforme  de  la  vecindad  (las  transiciones  se  realizan  escogiendo 





homogéneas.  Cada  una  de  estas  cadenas  es  generada  para  un  valor  fijo  de  la 
Temperatura. Esta T se disminuye progresivamente entre cadenas consecutivas.  
b) Algoritmo no homogéneo: el algoritmo es descrito por una única cadena de Markov. 
El  valor  de  T  se  disminuye  entre  transiciones  consecutivas,  lo  que  equivale  a 
considerar  que  se  realiza  el  enfriamiento  a  través  de  una  serie  de  escalones  de 
longitud unidad.  
El  algoritmo  S.A.  obtiene  un mínimo  global  si,  después  de  un  número  de  transiciones 
(normalmente bastante elevado, de valor K), se verifica la siguiente relación: 




















garantizan  la  convergencia.  En  (van  Laarhoven  y  Aarts  1987)  se  puede  encontrar  el 
desarrollo matemático que justifica las afirmaciones anteriores. 
6.3.2.2 Implementación del algoritmo. 










La  temperatura  inicial debe  ser  independiente de  la  solución  inicial  y  lo  suficientemente 
alta como para aceptar casi libremente todas las soluciones del entorno. Esta decisión es la 
primera  a  tomar  en  el  diseño  del  algoritmo  y  se  basa  en  reglas  semi‐empíricas.  En  la 
bibliografía se pueden encontrar diferentes sistemas para determinarla. 
Por  ejemplo,  escoger  T0  de  tal  forma  que  prácticamente  sean  aceptadas  todas  las 
transiciones,  es  decir  que  la  probabilidad  de  transición  0( C/T )P= e 1  .  Aunque  los  dos 
mecanismos más empleados para calcular la temperatura inicial son los siguientes. 
(Kirkpatrick, Gelatt y Vecchi 1983) en su artículo proponen una regla empírica, basada en el 
concepto  de  coeficiente  de  aceptación  ,  definido  como  el  cociente  entre  transiciones 
aceptadas e intentadas. 






















serie  de  transiciones  prefijado  (generalmente  igual  al  tamaño  de  la  vecindad)  para  un 
determinado valor de 0 (0.8 es el valor propuesto por los autores).  
En  (Dowsland  y  Adenso  Diaz  2003)  se  pueden  encontrar  algunos  otras  reglas  para  la 
determinación de la temperatura inicial del algoritmo. 
6.3.2.2.2 Temperatura final (criterio de congelación). 
El  segundo  de  los  parámetros  a  fijar  en  el  algoritmo  es  la  condición  de  parada,  que  se 
puede establecer de diferentes maneras: 
 Fijando  un  número  determinado  de  valores  de  T  para  los  cuales  se  ejecuta  el 
algoritmo. 











probabilidad menor de  tal  forma que   k kL si T 0 . Por ello, Lk debe estar acotado 
superiormente por una cierta constante  L , para evitar cadenas de Markov excesivamente 
largas para bajos valores de T. 
En  esta  línea  (Kirkpatrick,  Gelatt  y  Vecchi  1983)  proponen  que  el  valor  superior  de  la 








Existen diferentes  leyes de  evolución de  temperatura que  se  clasifican en  función de  su 
complejidad.  Un  primer  grupo  agruparía  a  los  esquemas  sencillos  de  enfriamiento.  Se 
pueden englobar aquí leyes de tipo geométrico: 
  m m 1T c T     (6.36) 
Pudiendo  fijar  el  valor  de  c  en  función  de  que  se  quiera  un  enfriamiento  lento  (el más 




m 0T c ∙T   (6.37) 
con  lo  que  se  obtiene  una  curva  de  enfriamiento,  produciéndose  un  enfriamiento más 
rápido  a  temperaturas  elevadas,  que  posteriormente  se  hace  más  lento  a  bajas 
temperaturas. 
Otro tipo de ley de enfriamiento que aparece en la bibliografía es la de establecer a priori 







































Objective  Simulated  Annealing)  comentados  en  capítulos  anteriores  aunque  con  ligeras 
modificaciones realizadas sobre los allí expuestos. 
El  punto  de  partida  para  el  algoritmo  empleado  es  el  GHC‐Aleatorio  introducido  por 
(Gonzalez  2005),  sobre  el  que  se  hacen  algunas  modificaciones  para  mejorar  su 
rendimiento. En el mismo  trabajo, el autor  introduce otros dos algoritmos  (GHC‐Pareto y 
GHC‐Lógico)  que  variaban  únicamente  en  la  forma  en  la  que  se  obtenían  las  nuevas 
soluciones  en  cada  uno  de  los  lanzamientos  del  algoritmo  (tras  verificar  el  criterio  de 
estabilidad). 
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1.  Inicialización  del  conjunto  de  Pareto:  Al  iniciar  el 
algoritmo el conjunto de Pareto   P está vacío, con  lo 
cual  se  introducirá  la  primera  solución  generada 
aleatoriamente en él. 
 
2.  Generar  solución  inicial  S0:  Se  construye  una 
solución  inicial,  generando  de  forma  aleatoria  una 




3.  Elegir  solución  Si  de  la  vecindad:  Se  genera  la 
vecindad,  seleccionando  el  mecanismo  (bandas  o 






entonces  la  frontera,  eliminando  los  elementos 



































solución  actual,  manteniéndose  S0  para  la  siguiente 
iteración. 
 
8.  Comprobar  el  criterio  de  equilibrio:  Una  vez 
establecida la nueva S0 (que puede ser igual o diferente 








9.  Comprobar  el  criterio  de  congelación:  Una  vez 
descendido el escalón de Tª,  se comprueba el criterio 




10.  Comprobar  el  criterio  de  estabilidad:  ¿Es  la 
frontera de Pareto  {P} estable? en  caso afirmativo, el 





El  primer  parámetro  a  fijar  es  la  temperatura  inicial  del  algoritmo.  Una  característica 
fundamental  de  la  aproximación  multiobjetivo  realizada  es  precisamente  ese  carácter 
multicriterio del propio algoritmo diseñado, pues se establece una temperatura inicial para 
cada uno de los objetivos que se optimice en cada uno de los lanzamientos del mismo. 

















Chiang  y  Fitzsimmons  1992),  que  era  de  0.8.  Este  coeficiente  se  hace  algo mayor  para 














independientes  del  algoritmo,  pues  varía  en  función  de  la  solución  inicial  que  se  haya 
obtenido  y  del  tamaño  de  la  vecindad  de  la misma.  En  la  Tabla  6.3.1,  se  adjuntan  los 
resultados del cálculo de Ti obtenidos sobre 100 lanzamientos del algoritmo. 
  Media  Mínimo  Máximo  Desviación    
Coste entre centros  5968,8  2059,3  16427,32  2428,81     
Compacidad mínima  0,68  0,11  1,6  0,32     
Coste EDIST  5617,3  1644,21  14290,52  2253,6     
Robustez mínima  0,51  0,08  1,59  0,31     
Circulación  0,54  0,09  1,04  0,2     
FMP  0,28  0,04  0,61  0,11     
SRF  0,22  0,06  0,68  0,11     










temperatura de  la ecuación (6.41), en  la que se reduce  la temperatura  inicial T0 de forma 
escalonada: 
  1i iT c T     (6.41) 
El  parámetro  c  se  denomina  Coeficiente  de  enfriamiento  y  se  empleará  el  valor  0.8,  el 
mismo se propone en (Gonzalez 2005), donde se obtuvo mediante el lanzamiento de 1000 






Un ejemplo de  la  ley de evolución de  la  temperatura para el criterio coste entre centros, 










El  siguiente  parámetro  a  fijar  es  el  de  la  condición  de  equilibrio  para  cada  uno  de  los 
escalones de temperatura del algoritmo Annealing multiobjetivo. El criterio viene dado por 






  ∙aceptN LENPERCENT Vec   (6.42) 
Donde LENPERCENT es un parámetro marcado por Kouvelis y que establece en 0.95. 
2. El número total de intentos de cambio (Nint) realizados a una temperatura sea: 
  int 2∙N Vec   (6.43) 
Estas dos condiciones son las que determinarán en cada escalón de temperatura la longitud 
de la cadena de Markov, fijando de esta forma la condición de equilibrio. 
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de  intercambio  aceptados  (%acept)  a  una  Temperatura  dada.  Si  el  porcentaje  de 
intercambios aceptados es menor del coeficiente de congelación, se considera que 
el  algoritmo  ha  llegado  a  la  congelación.  En  caso  contrario  se  baja  el  escalón  de 
temperatura, siguiendo la ley (6.41). 








    (6.44) 
2. Número  máximo  de  escalones  (Escmax):  Para  limitar  la  duración  temporal  del 
algoritmo  se puede establecer un número máximo de escalones de  temperatura, 
este  parámetro  tiene  una  difícil  implementación,  si  no  se  conoce  cuál  es  el 
comportamiento del algoritmo sobre el problema a optimizar. Uno de los objetivos 
a  resolver  en  el  presente  trabajo  es  determinar  cuál  es  el  número máximo  de 
escalones de temperatura del algoritmo, con la finalidad de imponer una condición 
en futuras aplicaciones del algoritmo a otros problemas de distribución en planta. 
Una  vez  desarrollado  el  plan  experimental,  sobre  el  problema  de  AB20  y  los  diferentes 
indicadores  comentados  con  anterioridad,  se  obtienen,  sobre  5000  lanzamientos  del 
algoritmo los valores de número de escalones mostrados en la siguiente tabla. 
Número de Escalones   
Promedio Mínimo Máximo  
CTC‐Circulación  24,9  20,3  29,5   
CTC‐Compacidad  26,9  22,7  31,7 
 
CTC‐Forma  26,9  22,5  31,8 
 
CTC‐FMP  26,2  22,3  30,9 
 
CTC‐Robustez  27,3  23,3  32,3 
 
CTC‐SRF  25,7  25,7  22 
 
EDIST‐Circulación  25  20,5  29,5 
 







Con  estos  datos  parece  razonable  plantear,  para  futuras  investigaciones  un  número  de 






En  (Gonzalez  2005)  se  puede  encontrar  un  estudio  de  un  parámetro  de  estabilización 
aplicado  al  problema  de  distribución  en  planta.  En  la  referencia,  el  autor  plantea  un 
algoritmo con "memoria", pues se  lanza una única vez y el mismo acumula  la frontera de 
Pareto  durante  toda  la  ejecución.  Es  por  este  motivo  que  el  valor  del  parámetro  de 
estabilización estudiado es de 25‐50‐100‐150  lanzamientos sin variación de  la  frontera. El 
autor llega a la conclusión de que el parámetro de estabilidad 100 es el más apropiado. 
En  la  presente  investigación  se  valora  la  posibilidad  de  realizar  el  lanzamiento 
independiente  del  algoritmo,  acortando  el  parámetro  de  estabilización  y  realizando 
relanzamientos partiendo de conjunto de Pareto  (P)  . 
Se  plantea  un  parámetro  de  estabilidad más  corto,  de  5  ciclos  del  algoritmo  sin  que  se 
produzca  mejora  en  la  frontera  de  Pareto.  Esta  decisión  viene  determinada  por  lo 














Una  primera  opción,  que  se  puede  encontrar  en  (Gonzalez  2005),  realiza  una  serie  de 
experimentos  concatenados,  donde  la  frontera  de  Pareto  de  cada  nuevo  lanzamiento 















De  esta  forma,  cada  experimento  es  independiente,  y  como  resultado  se  obtiene  una 









cada  experimento  (E1,..,Ej)  se  parte  desde  un  conjunto  de  Pareto  vacío,  obteniendo  la 













la  frontera. Destacar, que en  los  resultados obtenidos, el promedio de  lanzamientos por 




fronteras  de  Pareto,  fusionando  ambas  para  obtener  la  frontera  global  de  las  dos.  Esta 
rutina permite determinar si cada punto de  la nueva frontera a fusionar es dominado (en 
cuyo  caso  es  eliminado),  domina  a  otros  puntos  (en  cuyo  caso  entra  en  el  conjunto, 

















dimensiones  fijas  y  rectangular  (R=1.5),  de  tamaño  300x200  unidades  de  longitud.  Los 
autores  emplean  el  sistema  métrico  anglosajón,  utilizando  los  pies  como  unidades  de 
longitud y los pies cuadrados como unidad de superficie.  
La superficie ocupada por cada una de las 20 actividades se muestra en la Tabla 7.1.1. Tal y 
como  se  puede  observar  la  suma  total  del  área  de  todas  las  actividades  es  igual  a  la 



















1  A  27  11  L  60 
 
2  B  18  12  M  42 
 
3  C  27  13  N  18 
 
4  D  18  14  P  24 
 
5  E  18  15  R  27 
 
6  F  18  16  S  75 
 
7  G  9  17  T  64 
 
8  H  9  18  U  41 
 
9  J  9  19  V  27 
 
10  K  24  20  W  45 
 
Tabla 7.1.1 Superficie de cada una de las 20 actividades del problema AB20. 
El  dominio  de  partida  está  discretizado  tomando  un módulo  cuadrado  de  100  pies2  de 
superficie (10∙10 pies). Este problema es uno de los más empleados en la bibliografía como 




actividades  de  área  desigual.  En  el  planteamiento  original  de  Armour  y  Buffa  no  se 












































Gonzalez  1995)  y  (Wang,  Hu  y  Ku  2005)  pues  en  el  artículo  original  no  estaban  bien 
consignados. 
  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20 
 
1  0  1,8  1,2  0  0  0  0  0  0  1,04 1,12 0  0  1,2  0  0  0  0  0  0 
 
2  1,8  0  0,96  24,5 0,78 0  14  0  1,2  1,35 0  0  0  0  0  0  0  0  6,9  0 
 
3  1,2  0,96  0  0  0  2,21 0  0  3,15 3,9  0  0  0  13,1 0  0  0  0  13,65  0 
 
4  0  24,5  0  0  1,08 5,7  7,5  0  2,34 0  0  1,4  0  0  0  0  0  1,5  15,75  0 
 
5  0  0,78  0  1,08 0  0  2,25 1,35 0  1,56 0  0  0  0  1,35 0  0  0  0  0 
 
6  0  0  2,21  5,7  0  0  6,15 0  0  0  0  0,45 0  0  0  0  0  1,05 0  0 
 
7  0  14  0  7,5  2,25 6,15 0  24  0  1,87 0  0  0  0,96 0  0  0  1,65 0  3,75 
 
8  0  0  0  0  1,35 0  24  0  0  0  0  0  0,6  0  0  0  0  0  7,5  33,45 
 
9  0  1,2  3,15  2,34 0  0  0  0  0  0  0  0  0  7,5  0  0  7,5  0  0  0 
 
10  1,04  1,35  3,9  0  1,56 0  1,87 0  0  0  0,36 12  0  18,6 1,92 0  0  0  5,25  0 
 
11  2,25  0  0  0  0  0  0  0  0  0,36 0  2,25 0  3  0,96 22,5 0  0  0  0 
 
12  0  0  0  1,4  0  0,45 0  0  0  12  2,25 0  0  0  1,65 0  15  0  8,4  0 
 
13  0  0  0  0  0  0  0  0,6  0  0  0  0  0  8  1,04 6  0  0  0  0 
 
14  1,2  0  13,1  0  0  0  0,96 0  7,5  18,6 3  0  8  0  9,75 0  0  0,9  0  0 
 
15  0  0  0  0  1,35 0  0  0  0  1,92 0,96 1,65 1,04 9,75 0  0  5,25 0  0  0 
 
16  0  0  0  0  0  0  0  0  0  0  22,5 0  6  0  0  0  12  0  0  0 
 
17  0  0  0  0  0  0  0  0  7,5  0  0  15  0  0  5,25 12  0  0  7,5  0 
 
18  0  0  0  1,5  0  1,05 1,65 0  0  0  0  0  0  0,9  0  0  0  0  4,65  0 
 
19  0  6,9  13,7  15,8 0  0  0  7,5  0  5,25 0  8,4  0  0  0  0  7,5  4,65 0  0 
 








Otros  problemas  test  empleados  en  la  bibliografía  para  contrastar  los  resultados  de  las 
distintas metodologías propuestas son: el de (Francis y White 1974) que es un problema de 
13 actividades, una de las cuales es fija y sin flujo con el resto y el ejemplo 8.2 del libro de 
(Tompkins,  White  y  Tanchoco  2003),  de  8  actividades,  una  de  las  cuales  (dummy)  se 
corresponde a  la holgura del dominio, por  tanto  tampoco  tiene  relación  con el  resto de 
actividades.  
Aunque estos problemas en su planteamiento inicial no son multiobjetivo y se presentaron 
para  ilustrar diferentes heurísticas  y algoritmos de  resolución del problema monobjetivo 
(únicamente  con  coste),  en  los  últimos  años  se  han  utilizado  como  referencia  de 
planteamientos multiobjetivo.  
El problema de Armour y Buffa es el más empleado en la bibliografía como problema test, 
puesto  que  es  un  problema  de  gran  tamaño,  no  obstante,  los  otros  dos  problemas 
completan aspectos del problema FLP no abordados por aquel, tales como pueden ser  las 
actividades  fijas  sin  flujo  que  permiten  configurar  contornos  irregulares  y  recintos  no 
convexos, aspectos que se desarrollarán en trabajos futuros. 
La dominancia del  flujo  f  se  considera  como un  índice de  la  facilidad del problema  (Das 
1993) y se define como el coeficiente de variación, expresado en tanto por ciento, de  los 
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Valores de baja dominancia del  flujo  f ponen de manifiesto  la dificultad de encontrar el 
óptimo  al  tratarse  topografías  llanas  de  la  función  de  objetivo,  mientras  que  valores 





















la máxima  dominancia  de  flujo,  fmax(n)  y  la mínima  fmin(n),  estableciendo  un  valor  que 
permita  comparar  problemas  con  distinto  número  de  actividades.  En  la  Figura  7.1.1  se 




















Coste CTC  10369,132  Compacidad mínima  0,875  Robustez mínima  0,333 
 







Destacar,  que  la  aproximación  de  Armour  y  Buffa  era  una  aproximación  meramente 











Coste CTC  8085,64  Compacidad mínima  0,750  Robustez mínima  0,333 
 








obtenida mediante una aplicación denominada MULTIPLE,  concebida para el  trabajo  con 
varios  pisos,  en  el  que  también  tienen  en  cuenta  aspectos  como  la  robustez  y  la 





Coste CTC  7064,87  Compacidad mínima  0,45  Robustez mínima  0,333 
 


















Coste CTC  7165,65  Compacidad mínima  0,675  Robustez mínima  0,375 
 







Otras  soluciones problema  son  las dos obtenidas  en  (Wang, Hu  y Ku 2005).  Los  autores 
proponen soluciones óptimas (según el criterio de coste entre centroides) para dos recintos 
de diferente aspecto. En la Figura 7.2.5 se puede encontrar la mejor solución obtenida para 




tamaño  del  espacio  de  soluciones  asociado  a  esta modelización  es  de   c f ∙n!WANGN   , 
donde  f  y  c  son el número de  filas  y  columnas de  la discretización  y n es el número de 
actividades.  De  este  modo 
20










Coste CTC  5927,749  Compacidad mínima  0,563  Robustez mínima  0,313 
 









Coste CTC  5798,05  Compacidad mínima  0,533  Robustez mínima  0,313 
 







La ultima  aproximación encontrada,  con el modelo  geométrico discreto  se encuentra en 
(van  Camp,  Carter  y  Vanelli  1991),  donde  se  realiza  la  optimización  multiobjetivo  del 












Coste CTC  8446,504  Compacidad mínima  0,720  Robustez mínima  0,333 
 
















emplean  en  multitud  de  referencias  posteriores  como  soluciones  de  partida.  Las 
configuraciones de  los resultados de Tate y Smith, así como  los valores de  los  indicadores 
estudiados en el presente trabajo se adjuntan en las siguientes figuras y tablas. 
El modelo geométrico empleado es un modelo  continuo de  tipo  flexbay. En este  caso el 





































































































































Otro  trabajo  que  empleando  una  geometría  continua  ha  utilizado  el  problema  de 
Armour&Buffa  de  20  actividades  para  ilustrar  la  eficacia  de  su  propuesta,  se  puede 
encontrar  en  (Kim  y  Kim  1998).  El modelo  geométrico  de  Kim  es  continuo  y  basado  en 
cortes guiados por  la matriz de  localización. El  tamaño del espacio de  soluciones de este 
modelo geométrico es de     N f∙c !/ f∙c n !  , siendo f y c el numero de filas y columnas de 
la matriz  de  localización  y  n  el  número  de  actividades  del  problema.  En  este  caso  en 
concreto, para 20 actividades, se tiene que    28KIMN  35!/ 35 20 ! 10   . 
Las tres soluciones finales del problema AB20 obtenidas por Kim (e identificadas como K1, 

















































































obtener  las  fronteras  de  Pareto  "históricas"  para  el  problema  de Armour  y  Buffa  de  20 
actividades atendiendo a los principales criterios de configuración e individuales.  
En  las  siguientes  figuras  se  pueden  observar  las  posiciones  de  todas  las  soluciones 
históricas obtenidas, ordenadas  según  los diferentes objetivos. Con círculos  se  tienen  las 
soluciones  en  las  que  se  emplea  un  marco  geométrico  continuo  y  con  triángulos  las 





La  frontera de Pareto del bicriterio Coste‐Circulación  (indicador propuesto en  la presente 
investigación) está  compuesta por 4 puntos,  todos ellos  correspondientes  a  autores que 










En  cuanto  al  indicador  de  forma media  ponderada,  la  frontera  de  Pareto  obtenida  con 
todas  las  soluciones  históricas  está  compuesta  por  seis  puntos,  todos  ellos  obtenidos 











indicador  únicamente  representativo  en  el  caso  de  modelos  geométricos  discretos,  la 




En el presente  trabajo,  tal y como se concluyó en capítulos anteriores,  se emplean otros 
indicadores  de  actividad,  que  consideran  el  peor  de  los  valores  del  conjunto  de  las  20 
actividades del problema a la hora de obtener el global, como son la Forma, la Robustez y la 
Compacidad.  

























de  configuración  (Coste, Circulación  y  FMP) es  la mostrada en el gráfico 3D de  la  Figura 















Tal  y  como  se  comentó  en  la  ecuación  (7.1),  el  problema  AB20,  sobre  un  modelo 
geométrico  discreto,  como  el  empleado  en  el  presente  trabajo,  tiene  un  tamaño  del 
espacio  de  soluciones  del  orden  de  10715.  Para  tener  alguna  noción  de  la  bondad  del 
generador  de  soluciones  empleado  en  la  investigación,  se  realizó  un  paseo  aleatorio 
(generando 50.000  soluciones) para determinar  la calidad de  las  soluciones  “no guiadas” 
obtenidas con el mismo. 






Como  se  observará  en  los  siguientes  apartados,  las  soluciones  obtenidas  en  el  paseo 









En el paseo aleatorio  realizado  sobre el espacio de  soluciones utilizando el generador de 
soluciones y  sobre el espacio discreto,  se obtienen  los  resultados mostrados en  la Figura 






de  las soluciones encontradas en  la bibliografía se marca mediante una  línea discontinua. 
Todas  las  graficas  relacionan  el  coste  entre  centroides  (CTC)  con  cada  uno  de  los 
indicadores, al ser el coste el principal objetivo en el problema de distribución en planta. 
En la siguiente figura se muestran los resultados del indicador propuesto, la circulación en 
pasillos.  Tal  y  como  se  puede  observar,  los  resultados muestran  que  el  constructor  de 
soluciones  utilizado  genera  configuraciones  con  costes  superiores  a  10.000  y  valores  de 












valores de  coste del orden de 5000 unidades, que están muy  alejados de  los  resultados 
obtenidos en el paseo aleatorio. 
Tal  y  como  se observa  en  la  siguiente  figura,  los  valores obtenidos para  el  indicador de 
Forma  Media  Ponderada  están  muy  lejos  de  la  frontera  histórica,  compuesta  por 
aproximaciones  con  un  modelo  geométrico  continuo  y  también  de  las  soluciones 
encontradas con un modelo discreto. 
En  la Figura 7.4.9 se pueden observar  las soluciones obtenidas para este bicriterio  tras  la 
























indicadores  de  actividad.  En  este  punto  cabe  recordar  que  los  valores  obtenidos  se 











de  robustez,  y  su  relación  con  los  valores de  la  frontera histórica.  Los  valores del paseo 
aleatorio se distribuyen de una  forma similar a  los valores de Forma, estando  igualmente 
alejados de la frontera. Tras el proceso de optimización, se obtienen valores muy cercanos 









posición relativa con  la  frontera de Pareto de este bicriterio. Destacar, que  tal y como se 
comentó en  la definición del  indicador, es únicamente  valido para modelos  geométricos 
discretos.  Las  soluciones  obtenidas  están  lejos  de  la  frontera,  y  tras  la  optimización 













1. Conseguir  una mejora  en  las  fronteras  de  Pareto  bicriterio  de  los  indicadores  de 
configuración y actividad encontrados en las referencias bibliográficas del problema 
de Armour y Buffa de 20 actividades. 

























Pareto para  estos dos objetivos, obtenida mediante  el  conjunto  de  soluciones históricas 
(tanto discretas  como  continuas),  está  formado por 4  soluciones  (todas ellas  continuas), 
siendo por tanto, una frontera muy poco definida. 
Se  realizaron  41  lanzamientos  independientes  del  algoritmo,  deteniéndose  los 
lanzamientos al detectar que se habían producido 5 consecutivos sin obtener una mejora 
en la frontera de Pareto. La evolución de la misma se puede observar en la Figura 7.4.1, así 











En  la Figura 7.4.2  se muestra  la  frontera  final obtenida en el proceso así como  todos  los 






En  la  Figura  7.4.3  se  presenta  la  frontera  de  Pareto  obtenida  para  el  bicriterio  Coste‐
Circulación, en la que se introducen 8 nuevos puntos, con valores de circulación muy bajos 
(incluso  alcanzándose  valores  iguales  a  0),  que  dominan  a  tres  de  las  soluciones  que 
conformaban la frontera de Pareto histórica, quedando únicamente en la frontera final dos 
puntos de  los continuos que tienen valores de coste muy bajos debido a  la  laminación de 
las actividades, como se comentó anteriormente. 









Nº Sol  Código Solución  Coste  Circulación 
 
1  1‐18‐11‐16‐17‐13‐15‐10‐12‐5‐14‐9‐3‐8‐19‐2‐4‐7‐20‐6   7   2+2+2+2+2+2+18   5616,67  0 
 
2  1‐18‐11‐16‐5‐17‐15‐10‐12‐13‐14‐9‐3‐8‐19‐2‐4‐7‐20‐6   7   2+2+2+2+2+2+18   5573,67  0,011 
 
3  1‐18‐11‐16‐13‐17‐15‐10‐12‐5‐14‐9‐3‐8‐19‐2‐4‐7‐20‐6   7   2+2+2+2+2+2+18   5462,34  0,021 
 
4  1‐11‐16‐15‐17‐18‐13‐14‐5‐9‐10‐12‐3‐8‐19‐2‐4‐7‐20‐6   7   2+2+2+2+2+2+18   5323,50  0,029 
 
5  16‐11‐18‐13‐12‐10‐1‐9‐14‐15‐17‐3‐19‐2‐4‐20‐8‐5‐7‐6   6   2+2+2+2+2+20   5293,93  0,206 
 
6  13‐18‐11‐16‐1‐2‐4‐5‐6‐19‐7‐3‐8‐20‐10‐9‐14‐15‐17‐12   6   2+2+2+3+2+19   5162,54  0,210 
 
7  16‐11‐18‐13‐15‐17‐12‐9‐10‐14‐1‐3‐19‐2‐4‐20‐8‐5‐7‐6   6   2+2+2+2+2+20   4968,81  0,216 
 















las  actividades  para  garantizar  que  una  disminución  de  la  circulación  no  deriva  en  una 
reducción  excesiva  de  la  forma  media  ponderada.  Con  la  finalidad  de  mejorar  estas 





























En  la  Figura  7.4.8  se  muestra  una  solución  con  un  valor  elevado  de  la  forma  media 
















Nº Sol  Código Solución  Coste  FMP 
 
1  1‐11‐16‐13‐17‐15‐12‐14‐9‐10‐2‐4‐19‐6‐7‐3‐8‐20‐18‐5   3   9+19+2   5013,36  0,30318 
 
2  1‐11‐16‐13‐17‐15‐14‐12‐9‐10‐2‐4‐19‐6‐7‐3‐8‐20‐18‐5   3   9+19+2   5168,70  0,3032 
 
Tabla 7.4.2 Soluciones aportadas a la frontera de Pareto Coste‐FMP. 























El  último  de  los  indicadores  de  configuración  objeto  del  presente  estudio  es  el  SRF, 
introducido por (Wang, Hu y Ku 2005). Tal y como se comentó en capítulos anteriores, se 










En  la Figura 7.4.12 se muestra  la  frontera  final obtenida y  todos  los puntos que en algún 
momento han formado parte de la misma (el número de puntos es elevado, lo que da una 
idea de  la dispersión que se ha producido durante toda  la optimización del problema), así 


















Nº Sol  Código Solución  Coste  SRF 
 
1  11‐16‐17‐12‐5‐13‐20‐6‐8‐4‐7‐2‐19‐10‐9‐15‐14‐3‐1‐18   8   3+2+2+2+4+2+13+2   4793,27  1,6 
 
2  11‐16‐17‐13‐1‐3‐14‐9‐10‐19‐12‐15‐18‐5‐2‐6‐4‐7‐8‐20   7   2+2+2+3+2+10+9   5234,7  1,34 
 
3  11‐16‐13‐17‐15‐3‐14‐9‐10‐5‐12‐19‐18‐1‐2‐6‐4‐7‐8‐20   8   2+2+2+3+2+8+2+9  5321,43  1,31 
 
4  11‐16‐17‐1‐12‐5‐13‐15‐14‐10‐3‐9‐18‐19‐2‐6‐4‐7‐8‐20   7   2+2+2+5+5+5+9  5657,96  1,25 
 
5  13‐11‐16‐17‐15‐14‐10‐12‐1‐19‐2‐4‐9‐3‐5‐6‐7‐8‐20‐18   8   3+2+2+4+6+6+4+3  5900,88  1,16 
 
6  13‐11‐16‐17‐9‐14‐10‐12‐1‐15‐2‐4‐19‐3‐5‐6‐7‐8‐20‐18   8   3+2+2+4+6+6+4+3  6033,41  1,14 
 
7  11‐16‐17‐15‐14‐10‐12‐18‐19‐13‐3‐5‐8‐7‐9‐6‐4‐2‐20‐1   8   2+2+3+4+6+4+3+6  6320,16  1,13 
 
8  5‐20‐18‐6‐8‐7‐4‐2‐15‐1‐13‐14‐3‐9‐19‐10‐16‐12‐17‐11   8   2+2+3+4+6+4+3+6  6447,09  1,13 
 
9  5‐7‐8‐20‐9‐2‐6‐4‐18‐10‐19‐3‐15‐14‐12‐17‐11‐13‐16‐1   8   3+3+2+5+5+4+2+6  6453,36  1,12 
 
10  5‐7‐8‐20‐9‐2‐6‐4‐18‐10‐19‐3‐15‐14‐12‐17‐11‐13‐16‐1   7   3+3+2+5+5+4+8  6503,61  1,11 
 
11  5‐7‐8‐20‐9‐2‐6‐4‐18‐19‐10‐3‐15‐14‐12‐17‐11‐13‐16‐1   7   3+3+2+5+7+4+6  6590,64  1,1 
 
12  5‐7‐8‐20‐9‐2‐6‐4‐18‐10‐19‐3‐15‐14‐12‐17‐11‐13‐16‐1   7   3+3+2+5+7+4+6  6677,73  1,1 
 
13  6‐7‐2‐1‐4‐8‐20‐19‐3‐9‐17‐18‐10‐14‐15‐5‐12‐16‐11‐13   7   3+3+3+3+6+5+7  6740,73  1,08 
 
14  6‐7‐5‐1‐2‐8‐20‐4‐3‐9‐17‐19‐14‐15‐13‐10‐12‐18‐16‐11   7   3+3+3+2+6+4+9  6967,89  1,08 
 
15  6‐4‐20‐7‐2‐19‐3‐8‐1‐5‐18‐10‐14‐9‐15‐16‐17‐12‐13‐11   7   3+3+3+3+5+7+6  7120,57  1,08 
 
16  7‐8‐17‐20‐9‐18‐19‐4‐2‐6‐3‐1‐10‐14‐5‐15‐13‐12‐16‐11   8   3+2+3+4+3+4+5+6  7302,72  1,07 
 
17  6‐4‐20‐7‐2‐19‐3‐8‐1‐5‐10‐18‐14‐9‐15‐16‐17‐12‐13‐11   7   3+3+3+3+5+7+6  7339,24  1,07 
 
18  6‐20‐18‐8‐7‐5‐10‐14‐3‐19‐2‐4‐13‐1‐15‐12‐9‐16‐17‐11   8   2+2+3+6+6+3+3+5  7359,82  1,07 
 
19  6‐4‐20‐7‐2‐19‐3‐8‐1‐14‐9‐10‐13‐18‐15‐16‐17‐12‐5‐11   7   3+3+3+3+5+7+6  7525,89  1,07 
 
20  6‐4‐20‐7‐2‐19‐10‐8‐1‐14‐9‐3‐13‐18‐15‐16‐17‐12‐5‐11   7   3+3+3+3+5+7+6  7600,36  1,06 
 
21  6‐7‐5‐1‐2‐4‐19‐9‐8‐20‐17‐3‐14‐15‐13‐10‐12‐18‐16‐11   7   3+3+3+2+6+6+7  7640,37  1,06 
 






















forma.  Se  persigue  maximizar  el  valor  de  la  actividad  con  peor  forma  de  toda  la 
configuración.  Así  el  resto  de  los  valores  de  forma  de  las  actividades  serán  superiores, 
aumentando la calidad de la configuración. 
En  este  experimento  se  realizaron  40  lanzamientos  independientes  del  algoritmo, 
obteniendo una  frontera de Pareto estable desde  los primeros momentos del mismo. Se 


























La  frontera total se construye uniendo  los puntos de  las soluciones históricas continuas y 
discretas  con  las obtenidas  en  el presente  trabajo  se  aporta  en  la  Figura 7.4.19.  Se han 
obtenido  dos  nuevas  soluciones  que  completan  la  frontera  de  Pareto,  que  son  los 
mostrados en la siguiente tabla: 
Nº Sol  Código Solución  Coste  Forma Min 
 
1  11‐16‐1‐17‐12‐6‐7‐2‐8‐4‐19‐3‐9‐10‐14‐15‐5‐18‐13‐20   8   3+2+2+2+2+2+13+4   4991,75  0,11 
 








Las  soluciones  aportadas  por  el  presente  trabajo  se  encuentran  en  la  parte  baja  de  la 










El  segundo  de  los  indicadores  de  actividad  empleados  es  la  robustez,  nuevamente  se 
maximiza  el  valor  del  valor mínimo  de  la  robustez  de  las  actividades  del  problema.  Los 
valores  de  las  soluciones  encontradas  en  la  bibliografía  y  que  emplean  un  marco 
geométrico continuo tienen valores de  la robustez muy aceptables. En  la Figura 7.4.21 se 


































2  11‐16‐15‐13‐14‐9‐10‐12‐17‐5‐1‐3‐4‐2‐7‐19‐8‐20‐6‐18   8   3+2+2+8+2+9+2+2  5019,46  0,15 
 
3  16‐11‐17‐12‐13‐15‐14‐10‐3‐19‐4‐9‐2‐1‐18‐7‐8‐6‐5‐20   8   2+2+3+3+2+12+4+2  5049,32  0,18 
 


















El último de  los  indicadores de actividad empleados es  la compacidad, que  tal y como se 
comentó en  capítulos anteriores es un  indicador que deba  ser empleado únicamente en 
modelos geométricos discretos, pues en los continuos siempre alcanza su valor máximo tal 
y como se puede observar en la siguiente figura. 
Se  realizan  50  lanzamientos  deteniéndose  el  experimento,  al  igual  que  en  el  resto  de 








Al  no  considerar  las  soluciones  que  emplean  un  modelo  geométrico  continuo,  se 
introducen un gran número de puntos en  la nueva  frontera absoluta del bicriterio, como 
son los mostrados en la Tabla 7.4.1. En la Figura 7.4.27 se representa la frontera de Pareto 















Nº Sol  Código Solución  Coste  Comp. 
 
1  1‐16‐11‐17‐12‐20‐6‐7‐8‐18‐2‐4‐19‐3‐10‐14‐9‐15‐13‐5   6   2+3+3+3+3+16   5153,83  0,53 
 
2  11‐16‐1‐17‐13‐9‐15‐12‐5‐6‐10‐14‐18‐3‐19‐2‐4‐7‐8‐20   8   3+2+2+4+2+3+5+9  5337,15  0,71 
 
3  11‐16‐1‐13‐17‐9‐15‐12‐5‐6‐10‐14‐18‐3‐19‐2‐4‐7‐8‐20   8   3+2+2+4+2+3+5+9  5357,86  0,75 
 
4  11‐16‐1‐13‐17‐9‐15‐12‐5‐6‐10‐14‐18‐3‐19‐2‐4‐7‐8‐20   9   3+2+2+2+2+2+3+5+9   5214,66  0,6 
 
5  1‐17‐15‐12‐6‐3‐9‐19‐4‐2‐7‐8‐20‐11‐18‐16‐13‐14‐10‐5   6   3+2+3+9+7+6  7381,79  0,8 
 
6  6‐20‐7‐4‐2‐19‐8‐11‐18‐5‐10‐17‐12‐3‐1‐14‐16‐9‐15‐13   8   2+2+2+2+5+2+6+9  9168,63  0,84 
 
7  11‐16‐17‐15‐13‐9‐14‐10‐3‐12‐1‐18‐2‐4‐19‐8‐7‐20‐6‐5   7   2+2+2+2+2+11+9  5289,77  0,63 
 
8  5‐12‐17‐20‐10‐15‐14‐18‐11‐7‐8‐19‐3‐4‐2‐1‐9‐13‐16‐6   8   2+2+3+4+4+9+3+3  8618,42  0,8 
 
9  13‐18‐11‐12‐15‐14‐9‐17‐20‐10‐8‐19‐3‐4‐2‐1‐7‐5‐16‐6   8   2+2+3+4+4+9+3+3  9467,35  0,86 
 
10  13‐18‐17‐12‐15‐14‐9‐11‐20‐10‐8‐19‐3‐4‐2‐1‐7‐5‐16‐6   8   2+2+3+4+4+9+3+3  9400,93  0,85 
 
11  1‐18‐16‐11‐17‐15‐6‐4‐13‐14‐9‐19‐7‐8‐2‐3‐5‐12‐20‐10   10   2+3+3+5+2+4+2+3+4+2  7356,86  0,76 
 
12  11‐16‐1‐13‐14‐15‐10‐3‐12‐9‐17‐18‐6‐4‐2‐19‐7‐8‐20‐5   6   3+2+2+2+12+9  5270,8  0,61 
 
13  11‐16‐13‐17‐12‐15‐5‐10‐14‐1‐6‐3‐19‐4‐7‐9‐2‐8‐20‐18   6   2+2+2+3+18+3  4594,67  0,31 
 
14  11‐16‐13‐17‐12‐20‐8‐6‐7‐2‐4‐19‐1‐3‐9‐10‐15‐14‐18‐5   8   2+2+3+2+2+2+14+3  4920,28  0,43 
 
15  18‐16‐11‐13‐20‐8‐3‐7‐6‐14‐4‐2‐10‐9‐19‐12‐17‐1‐5‐15   7   2+2+2+2+2+18+2  5020,63  0,5 
 





















7.4.2 Obtención  de  Frontera  de  Pareto  Coste‐Circulación‐Forma  Media 
Ponderada 
Otro de  los objetivos de  la presente  investigación era  implementar y  testear el algoritmo 
MOSA  para más  de  dos  objetivos,  empleando  para  cada  uno  de  ellos  una  temperatura 
independiente.  
En  la  bibliografía,  tal  y  como  se  comentó  en  capítulos  anteriores,  se  pueden  encontrar 
algunas  referencias  que muestran  resultados  de  optimizaciones  bicriterio  del  problema 
bicriterio, pero no  se encuentra ninguna que aborde el problema empleando  tres o más 
objetivos.  
Para  cumplir  este  objetivo  se  establece  un  único  ensayo  con  los  tres  objetivos  de 
configuración  principales  comentados  en  apartados  anteriores,  como  son  el  coste  entre 
centroides,  la  forma media  ponderada  y  el  nuevo  indicador  de  circulación,  todos  ellos 






Se  realizaron un  total de 40  lanzamientos del algoritmo, deteniendo el experimento  tras 
detectar dos  lanzamientos consecutivos sin que se produjera  la mejora de  la  frontera 3D 
del problema. La representación de los resultados del problema se realiza con el programa 
























La proyección  de  la  frontera  3D  sobre  el  plano Coste‐Circulación  da  lugar  a  las  frontera 
bicriterio del problema, compuesta por 12 puntos, y cuya representación se muestra en la 
siguiente figura, en color verde. 
En  la misma  figura, se  representa  también  la  frontera obtenida mediante  la optimización 























En cualquier caso,  los datos obtenidos en  la optimización con  tres objetivos  son valiosos 


























Con  la  fase  experimental,  en  la  que  se  han  realizado  pruebas  con  el  generador  de 
soluciones  y  la  metaheurística  de  optimización  multiobjetivo  basada  en  algoritmos 
Simulated Annealing finaliza el trabajo de la presente tesis doctoral, cuyas conclusiones se 
pueden resumir brevemente en los siguientes puntos: 
 Se  ha  realizado  un  estado  del  arte  en  lo  relativo  a  los  indicadores  aplicados  al 
problema  de  distribución  planta  desde  su  aparición  (en  los  años  50)  hasta  la 
actualidad, clasificando los mismos atendiendo a diferentes criterios. Este trabajo ha 
dejado  patente  que  el  problema  con  el  que  se  está  tratando  tiene  un marcado 




 Se ha establecido una  relación directa entre  los  indicadores del problema con  los 










 Se  ha  propuesto  un  nuevo  indicador,  la  circulación,  que  plasma  directamente  lo 
fijado en el principio de Circulación de Muther, reducir el  tráfico de materiales en 
los pasillos. La  formulación del  indicador posibilita su empleo tanto en geometrías 





































trabajando  con  el  concepto  de  frontera  de  Pareto.  Una  de  la  modificaciones 
realizadas es el empleo de tantas temperaturas como objetivos se estén manejando 
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 Realizar  la  optimización  multiobjetivo  de  la  distribución  en  planta  de  procesos 
industriales mediante el empleo de metaheurísticas poblacionales, contrastando los 
resultados  con  los  obtenidos  en  este  trabajo  y  consolidando  el  indicador  de 
circulación propuesto. 











pues es posible que en algunos  casos  (siempre que  la estructura del problema  lo 
permita) se puedan conseguir mejores resultados que con el recinto fijo. 
 Ampliar  el  trabajo  realizado  al  problema  de  distribución  en  planta  en  dos 
dimensiones y media  (problema multifloor), utilizando  curvas de  relleno  como  las 
empleadas en el el caso 2D y un modelo geométrico discreto. 
 Integrar el cálculo estructural en  todo el proceso de optimización para el caso del 
problema  multifloor,  introduciendo  el  coste  de  construcción,  así  como  el  coste 
medioambiental de la misma en el proceso. 
 Utilizar  las metaheurísticas  de  optimización multiobjetivo  en  otros  campos  de  la 
ingeniería  de  la  construcción  afines  al  perfil  profesional  del  autor,  como  en  la 
optimización de elementos estructurales (cimentaciones, losas alveolares...) pues se 
ha mostrado la capacidad de mejora de soluciones que muestran. 
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