Abstract. The modified Gram-Schmidt algorithm is a well-known and widely used procedure to orthogonalize the column vectors of a given matrix. When applied to ill-conditioned matrices in floating point arithmetic, the orthogonality among the computed vectors may be lost. In this work, we propose an a posteriori reorthogonalization technique based on a rank-k update of the computed vectors. The level of orthogonality of the set of vectors built gets better when k increases and finally reaches the machine precision level for a large enough k. The rank of the update can be tuned in advance to monitor the orthogonality quality. We illustrate the efficiency of this approach in the framework of the seed-GMRES technique for the solution of an unsymmetric linear system with multiple right-hand sides. In particular, we report experiments on numerical simulations in electromagnetic applications where a rank-one update is sufficient to recover a set of vectors orthogonal to machine precision level.
Introduction.
Let A be an m × n real matrix, m ≥ n of full rank n. In exact arithmetic, the modified Gram-Schmidt algorithm (MGS) computes an m × n matrix Q with orthonormal columns and an n × n upper triangular matrix R such that A = QR. The framework of this paper is the study of the MGS algorithm in the presence of rounding errors. We call computed quantities quantities that are computed using a well-designed floating point arithmetic [1] . We denote byQ andR the computed quantities obtained by running MGS in the presence of rounding errors.
In [2] , Björck and Paige show thatR is as good as the triangular factor obtained using backward stable transformations such as Givens rotations or Householder reflections. This property of MGS explains why this algorithm can be safely used in applications where only the factorR is needed. This is namely the case in the solution of linear least squares problems where the R-factor of the QR-factorization of [A, b] is needed [1, 2] . Another important feature of MGS is that the number of operations required to explicitly compute the Q-factor (known as the orthogonal basis problem) is approximatively half that of the methods using Givens rotations or Householder reflections [7, p. 232] . However, the computed factorQ has less satisfactory properties, since for an ill-conditioned matrix A, it may exhibit a very poor orthogonality as measured by the quantity Q TQ − I n , where . denotes the spectral 2-norm and I n denotes the identity matrix of order n [15] . This has stimulated significant work on modifications of MGS that enhance the orthogonality ofQ at low computational cost. One of those strategies performs reorthogonalizations during the algorithm when a prescribed criterion is satisfied. This has given rise to the family of iterated modified Gram-Schmidt algorithms, which differ in the criterion they use to enforce the reorthogonalization (see, e.g., [3, 10, 16] ). An alternative way to compensate for the lack of orthogonality inQ is derived in [2] for a wide class of problems, including the linear least squares problem and computation of the minimum 2-norm solution of an underdetermined linear system and the projection of a vector onto a subspace. A careful use ofQ andR, based on an equivalence of MGS on A and Householder QR on an augmented matrix obtained by putting a matrix of zeros on top of A, leads to a backward stable algorithm. Such a strategy implies-in general-that the use ofQ is computationally more expensive than would be the use of a Q-factor with orthonormal columns.
The error analyses related to the loss of orthogonality, used to derive the successful methods mentioned above, are based on the study of the quantity Q TQ − I n . We propose here to adopt a different approach by inspecting not only the largest singular value, as actually done in the related literature, but each singular value of the matrices involved in MGS. We denote by σ i , i = 1, . . . , n, the singular values of A, σ 1 ≥ · · · ≥ σ n > 0, by κ = σ 1 /σ n the spectral condition number of A. Also we define the reduced condition numbers via the following definition. Definition 1.1. Let κ i , the reduced condition number, be defined by
Finally let Q be the matrix obtained fromQ by normalizing its columns. In this paper, we exhibit a series of low rank matrices F k , k = 0, . . . , n − 1 that enables us to update the factor Q such that
• the columns of Q + F k are orthonormal up to machine precision times κ k , if k = n − 1, then the columns of Q + F n−1 are exactly orthonormal, • ( Q + F k )R represents A up to machine precision. In the case k = 0, F 0 = 0 so ( Q + F 0 ) = Q and the results obtained are of the same essence as the ones by Björck [1] . Namely, MGS generates a Q-factor such that the columns of Q are orthonormal up to machine precision times κ = κ 0 and QR represents A up to machine precision. In the case k = n − 1, ( Q + F n−1 ) is indeed the same matrix asQ, the matrix exhibited by Björck and Paige [2] . That is,Q has orthonormal columns andQR represents A up to machine precision. Our result can be seen as a theoretical bridge that links the result of Björck [1] to the result of Björck and Paige [2] . An algorithm to compute F k , k = 0, . . . , n − 1, is also derived. In our experiments this algorithm behaves well in the presence of rounding errors. For example, when κ k is close to one, the update ofQ with F k produces a Q-factor with columns orthonormal up to machine precision. The complexity of this algorithm increases with k. For small k, its complexity is competitive with other standard reorthogonalization techniques. We conclude our study with an application of this algorithm in the framework of the solution of unsymmetric linear systems with multiple right-hand sides where a seed variant of GMRES can be successfully used.
In the remainder of this paper, for any m × n matrix X, we denote by σ i (X), i = 1, . . . , n the singular values of X ordered such that σ 1 (X) ≥ · · · ≥ σ n (X). We note that the work of this paper can be extended to complex arithmetic as well.
Rank considerations related to the loss of orthogonality in MGS.

Introduction.
A rigorous measure of the orthogonality of an m × n matrix Q can be defined to be the distance, in the spectral 2-norm, to the set O(m, n) of m × n matrices with orthonormal columns
Fan and Hoffman in [4] for the case m = n and Higham in [9] for the general case n ≤ m proved that the minimum is attained for V being the unitary polar factor ofQ. The easily computed quantity I n −Q TQ is often preferred to measure the orthogonality, because, as shown in Lemma 2.1, it has the same order of magnitude as min V ∈O(m,n) Q − V when Q is close to one.
Lemma 2.1 (see [9] ). LetQ ∈ R m×n , n ≤ m,
Lemma 2.1 can be generalized into Lemma 2.2.
where i = 1, . . . , n and U is the unitary polar factor associated withQ. An important consequence of Lemma 2.2 is that ifQ does not have orthonormal columns, but ifQ TQ − I n has only k nonzero singular values,Q is at most a rank-k modification of a matrix with orthonormal columns (namely, U ).
In section 2.3, we derive a result for MGS that is similar in essence to Lemma 2.2. However, for any k ≤ n , the MGS context will enable us to find explicitly a rank-k matrix F k such thatQ + F k has an improved orthogonality compared withQ and such that the product (Q + F k )R still accurately represents A. [2, equation (3. 3)] to give an orthogonal transformation P such that [2, equation (3.8) ]. This implies that under the assumptioncuκ < 1,R has full rank n.
Some useful background related to MGS
E 1 A + E 2 = P R 0 = P 11 P 21 R , E i ≤c i u A , i = 1, 2,(2.
2.3.
Recapture of the orthogonality in MGS. As (P
11
P21
) has orthonormal columns and n ≤ m, we consider its CS decomposition [7, p . 77] defined bỹ
where C is singular sinceP 11 is strictly upper triangular, the entries of S are in increasing order (0 ≤ s 1 ≤ · · · ≤ s n = 1), the entries of C are in decreasing order (1 ≥ c 1 ≥ · · · ≥ c n = 0), and C 2 + S 2 = I n , and the three matrices U , V , W have orthonormal columns. C, S, U , and W are n × n, V is m × n. Similarly as in [2] , we suppose that A is not too ill-conditioned, by assuming that (c 1 +c)uκ < 1 or equivalently (since this implies bothcuκ < 1 andc 1 uκ < 1 −cuκ)
where η = (1−cuκ) −1 . This has the following consequence. Since the leading element of C is (using (2.1)) c 1 = P 11 = E 1R −1 ≤c 1 uσ 1 /σ n , and since from (2.2) |σ n −σ n | ≤cuσ 1 , we see thatσ n ≥ σ n − ≤cuσ 1 = σ n η, and it follows c 1 ≤c 1 uηκ < 1 (see [2, equation (3.11) ]), all the s i are nonzero, and thus S is nonsingular.
Our goal is to improve the orthogonality of the Q-factor while maintaining the residual error, A − QR / A , at the level of the machine precision. SinceQ has orthonormal columns and (2.2) holds,Q answers our question. Therefore, a straightforward but expensive way to achieve our goal would be to computeQ withQ = V W T [7, p. 149] . Let us evaluate F =Q− Q to find matrices that approximate the difference betweenQ and Q at low computational cost. SinceQ = V W T , using P 21 = Q(I n − P 11 ) (see section 2.3), the CS decomposition (2.3), and the fact that S is nonsingular, we get
We define the truncated matrices U k , V k , and W k by retaining the first k columns in their counterparts U , V , and W . In Matlab-style notation, it reads U k = U (:, 1 : k). We also denote by C k (resp., S k ) the diagonal matrix of order k whose diagonal entries are the c i , i = 1, . . . , k (resp.,
k).
We define the matrix F k obtained by setting the c l and the s l , l > k, to zero and one, respectively, in (2.5); this gives
so that F 0 = 0, F n−1 = F n = F , since s n = 1 and c n = 0. The matrix Q + F has orthonormal columns and accurately represents A when multiplied on the right bȳ R. Theorem 2.3 shows how these properties are modified when the matrix Q + F k is considered instead. The matrices Q k are then a sequence of matrices going from the matrix of normalized vectors from MGS Q 0 = Q to the matrix of orthogonal vectors
enjoys the following properties:
(a)
is a consequence of the definition (2.6) of F k . We then establish part (b) of this theorem. From (2.1), P 11R = E 1 , and multiplying to the left by U
Using the definition of the truncated matrices
Let us bound the residual error A − Q kR . Using the triangular inequality yields
The first term of the right-hand side can be bounded using [6, Lemma A.2] . We study the second term of the right-hand side: F kR . By definition (2.6) of F k ,
Applying the result of [6, Lemma A.3] 
where we have used the fact that the two matrices C k and S −1 k being diagonal, they commute. We recall after (2.4) that C k ≤c 1 uηκ < 1 and therefore S
With [6, Lemma A.2], we end the proof of part (b). A − QR ≤ c 2 + 2c 1 (1+c 1 uηκ)
We now prove part (c) of the theorem. We define the matrices Uk, Vk, Wk so that U = [U k , Uk], and similarly for V and W . In Matlab-style notation, Uk = U (:, k+1 : n). We also define the matrices Ck (resp., Sk), the diagonal matrix of order n−k +1 whose diagonal elements are the c i , i = k +1, . . . , n (resp.,
Since both the s i and the c i belong to [0, 1] and the c i (resp., the s i ) are sorted in decreasing (resp., increasing) order, one obtains
k+1 c k+1 , which yields, using (2.10),
From [6, Lemma A.1], and using the fact that c k+1 ≤ c 1 ≤c 1 uηκ, we get
−1 , and c k+1 is the (k + 1)th singular value of P 11 , one has c k+1 ≤
, and the conclusion for the case k = 0, . . . , n − 2 follows using Lemma 2.1. For the case k = n − 1, this bound on c n gives c n ≤c 1 uη, which is not satisfactory. Since P 11 is strictly upper triangular, a better bound is c n = 0 from which we recover with (2.15) thatQ = Q n−1 .
Several remarks can be made. First, consistency, A − Q kR / A , is maintained close to machine precision independently of the rank-k of the update. In the introduction, we explain that in the case k = 0 and k = n − 1, we recover the result of Björck [1] for Q = Q 0 and Björck and Paige [2] forQ = Q n−1 , respectively. A consequence of this unified framework is that the bounds given are larger than the original ones but remain very close. In Table 2 .1, we summarize the relations to be compared. Note that the results of Björck [1] have been replaced by analogous results of Björck and Paige [2] in order to compare the same quantities. , c i , i = 1, . . . , n, and the associated k right (resp., left) singular vectors U k (resp., W k ) finally form
3. Numerical illustrations and examples of application.
Numerical illustrations of the bounds in Theorem 2.3.
The aims of this section are twofold. First, we give an algorithm to compute the approximationsF k (resp.,Q k ) of the matrices F k (resp., Q k ), then we verify numerically that Theorem 2.3 is satisfied with these computed quantities up to machine precision.
To ensure that the rank-k property of the m × n matrix F k is inherited by the computed matrixF k , we defineF k as the product of the m × k computed quantities
Then by construction, the first statement (a) of Theorem 2.3 is satisfied and we can now focus on the last two statements and show that the bounds are sharp.
In the following, the notation F k (resp., Q k ) stands for the the computed quantitȳ F k (resp.,Q k ). For the experiments, we proceed as follows. Starting from an initial matrix A, we run MGS to obtainQ andR. Then for each k from k = 0 to n − 1, we compute the associated matrix Q k using formulas (2.6) and (2.7). In that respect, we need to compute P 11 . In T j−1 )q j for i < j. We define T such that T is strictly upper triangular with element (i, j),q T iq j , (i < j). Since q i = 1 for all i, one may notice that (I n + T )(I n − P 11 ) = I n , which can also be written
The matrix P 11 is also closely related to the T -factor of the YTY-representation of the matrix P (see Schreiber and Van Loan [12] ). Calling Y = (
−Iñ Q
) and T Y T Y = −I n + P 11 , we have
and developing this expression leads directly to [2, equation (4.2) ]. Note that in practice the mathematical quantitiesq i are replaced by the computed quantitiesq i . Equation (3.1) is preferred to the original equation of Björck and Paige [2, equation (4.1)] since it enables us to compute P 11 with significantly fewer flops when m is large compared to n. We summarize the corresponding algorithm in Table 3 .1.
In this section, the numerical experiments are run with Matlab 6, where the unit roundoff is u ≈ 1.1 · 10 −16 . We consider two test matrices, which are the matrices P (1500, 500, 1, 5) from Paige and Saunders [13] and GRE 216B from Matrix Market.
1
The first is a 1500 × 500 matrix with condition number 10 16 and the second is a 216×216 matrix with condition number 6·10 14 . On those two matrices we investigate how sharp the bounds (b) and (c) in Theorem 2.3 are.
To quantify the orthogonality quality of the columns of different matrices, we define the level of orthogonality of Q as the quantity I n − Q T Q . In Figure 3 .1(a), we plot the "recovered orthogonality" with •. For k = 0, we have Q 0 =Q; therefore we simply plot the level of orthogonality obtained after the run of MGS on P (1500, 500, 1, 5). For k = 1, we correctQ by the rank-one update F 1 to obtain Q 1 and then plot the level of orthogonality of Q 1 . While k increases, we observe the benefit of adding F k toQ on the orthogonality quality. We stop the plot at k = 100. At this step, the matrix Q 100 has nearly reached its final level of orthogonality (1.44 · 10
−14
for k = n − 1). With , we plot the corresponding uκ k+1 , k = 0, . . . , n − 1. The theorem predicts that for each k, I n − Q T k Q k is bounded above by uκ k+1 times a constant. In this experiment we observe that both curves fit well. This indicates that the constant can be taken close to one for these experiments and that the bound (c) of Theorem 2.3 is tight. In Figure 3 .1(b), we illustrate that property (b) of Theorem 2.3 holds. In this case A − Q kR is smaller than u A times a constant where the constant is small. Similar experiments are reported in Figure 3 .2 for the matrix GRE 216B that also illustrates the tightness of the bounds.
Given the singular value distribution of A and the machine precision, Theorem 2.3 gives us a set of k for which all the associated matrices Q k satisfy a prescribed level of orthogonality. Since the amount of work of Algorithm 1 (Table 3 .1) increases with k, we can choose the lowest k of this set and updateQ with the rank-k matrix F k . Therefore an interesting feature of Algorithm 1 is that it is able to adapt its amount of work with respect to the level of orthogonality expected. For example, if the level of orthogonality required for the Q-factor of matrix GRE 216B is 10 −9 , with both Theorem 2.3 and the knowledge of uκ k+1 , we can choose k = 10. Meanwhile, if the level of orthogonality required is 10 −14 , we can estimate the value a priori k = 37. A posteriori we observe in Figure 3 .2 and curve I n − Q T k Q k that these two choices are correct. 
An application of choice: Seed-GMRES.
A practical framework where our algorithm fits perfectly is the seed-GMRES method for solving a sequence of linear systems with the same coefficient matrix but for a sequence of different right-hand sides. Roughly speaking, one solves the linear system for one right-hand side at a time but uses the Krylov space associated with the current right-hand side to compute a good initial guess for the next ones.
Let us now briefly describe the seed-GMRES method and the various alternatives we consider to compare with our algorithm. Let Z be a square matrix of order m with full rank. We want to solve the linear systems Zx (i) = b (i) for i = 0, . . . , p by using seed-GMRES with MGS (see, e.g., [14, 17] ). For the sake of clarity, but without loss of generality, we describe the method assuming that the initial guesses for all the right-hand sides are zeros, and we illustrate it only when the first right-hand side has converged. For the next ones, the same algorithm applies but the initial guesses are no longer zero, making the notation more complicated for a purpose that is out of the scope of this paper.
We first run GMRES with MGS to solve the linear system Zx (0) = b (0) . This amounts to solving the linear least squares problem
n−1 is a set of n − 1 vectors built with an Arnoldi process on Z using the starting vector b (0) and orthogonalization scheme MGS. In most applications, the computational burden lies in the matrix-vector products and the scalar products required to solve this linear least squares problem. In seed-GMRES, the subsequent right-hand sides benefit from this work. An effective initial guess
for the system i is obtained by solving the same linear least squares problem but with another right-hand side, namely,
We first compare four approaches to solve this problem. In the first part, we present two standard algorithms and compare them in terms of floating point operations (flops) with an approach implementing Algorithm 1. In the second part, one aspect of our problem is examined in more detail to show that-under reasonable assumptions-a rank-one update is enough to recover with Algorithm 1 a good level of orthogonality. In this particular case, a second algorithm is also derived based on an heuristic that enables us to substantially save computational work. Finally, we illustrate the effectiveness of our approach when embedded in large electromagnetism applications.
In what follows, the superscript (0) is omitted and the matrix A denotes the computed matrix (b (0) , ZV
n−1 ), similar to the first section, and MGS is run on A of size m × n in a well-designed floating point arithmetic to obtainQ andR. Indeed, the Arnoldi process givesQ = V (0) n but for the sake of generality this property is not taken into account. . . .
From a complexity point of view the MGS algorithm applied to A requires 2mn 2 flops while the (p − 1) projections (3.2) for the remaining right-hand sides require 4mnp flops.
A second way is to reorthogonalizeQ, the Q-factor from MGS, before performing the set of projections. We reorthogonalizeQ to obtain Q k using formula (2.6), with Algorithm 1. The value of k is chosen large enough so that Q k has columns orthonormal up to machine precision. Then we project the (p − 1) remaining right-hand sides with classical Gram-Schmidt type projections, which is
This latter approach still requires 2mn 2 flops to get the QR-factorization of A but only 2mnp flops for the (p − 1) projections. However, we have to add the cost of the reorthogonalization that is mainly governed by the construction of T , which is mn 2 flops, plus the assembly of Q k with (2.6), which is 4mnk flops.
A third approach consists in not using MGS as an orthogonalization scheme in GMRES but instead iterated modified Gram-Schmidt with a criterion denoted by MGS2(K) [10] . The extra costs compared with MGS come from the reorthogonalizations. We call ν the quantity so that the cost of MGS2(K) is 2mn 2 ν; ν ranges from 1 (if no reorthogonalization is performed) to 2 (if one reorthogonalization per column is performed). The parameter K defines the criterion used to decide whether the reorthogonalization has to be performed. According to [3] , we choose the value K = √ 2 and justify this choice later through numerical experiments. The aim here is to obtain directly an orthogonal basis to machine precision and then use (3.3) with the Q-factor obtained with MGS2(K). We summarize the costs in flops of these three approaches in Table 3 .2. From Table 3 .2, for rather small p a good approach in term of flops seems to be MGS. However, our interest is in large p. For large p, Algorithm 1 is interesting over MGS2(K) when
We have seen that the parameter k is determined a priori by the level of orthogonality required by the user. In the rest of the paper, we consider k small compared to n, and the critical value is then ν = 1.50. A larger value for ν would make our approach more efficient than MGS2(K)-and vice versa-since the construction of T which requires mn 2 is the main cost of Algorithm 1; therefore we compare 3mn
2 (Algorithm 1) to 2mn 2 ν (MGS2(K)).
3.2.2.
Special feature of A = (b, ZV n−1 ). Greenbaum, Rozložník, and Strakoš [8] have shown that for GMRES with orthogonalization schemes MGS, the quantity σ n ((b, ZV n−1 )) is of the order of the residual of GMRES obtained at step n − 1. When the residual is small, we expect A = (b, ZV n−1 ) to be ill-conditioned and so an important loss of orthogonality is expected with MGS.
Since
, if we assume Z and V n−1 well-conditioned, we get that κ 2 is close to one. We note that if the matrix (b, ZV n−1 ) is numerically nonsingular, then as in [5] ,Q (= V n ) is well-conditioned and we restrict our study only to well-conditioned matrix Z. From this analysis, the value k = 1 is enough for the reorthogonalization ofQ with Algorithm 1 to obtain a Q-factor orthogonal up to machine precision. In the experimental part, we illustrate that k = 1 is indeed necessary and sufficient in the seed-GMRES context.
For small k compared to n, the cost of the a posteriori reorthogonalization procedure of MGS performed with Algorithm 1 is mainly governed by the computation of the n(n + 1)/2 entries of the matrixT (section 3.2.1). We degrade Algorithm 1 to get a second algorithm, and this algorithm relies mainly on an heuristic that attempts to avoid the complete computation ofT . First, we consider that the rank ofP 11 is one-this is justified by the special feature of the problem: κ large and κ 2 close to one-and since P 11 is strictly upper triangular and therefore nilpotent (i.e., P n 11 = 0), we have P 2 11 = 0, and so (3.1) reduces to P 11 = T. Therefore in practice we just compute T and use it as P 11 . But computing all the entries of a rank-one matrix may be considered a waste of time. In theory, it is enough to build a row i and a column j so that the entry (i, j) is nonzero. With rounding errors, the best choice is to build the row i and the column j such that the entry (i, j) is the largest in magnitude. In practice, if the entry (i, j) is not the largest but of the order of the largest entry of T , the procedure is still reliable. A good candidate to be of the order of the largest entry ofT is |q T 1qn | since the orthogonality given by MGS ofq n overq 1 assumes in theory the orthogonality of all the previous vectors; in practice, we expect the loss of orthogonality in V to be maximal betweenq n andq 1 . This defines our heuristic:
| is of the order of the largest entry in magnitude ofT .
Thanks to this heuristic, only the first row and the last column ofT are computed. 
Algorithm 2 in Table 3 .3 uses the reorthogonalization based on this heuristic. The fourth approach to compute the orthogonalization and the projections in seed-GMRES is to use Algorithm 2 and then project the (p − 1) other right-hand sides with (3.3). The whole algorithm is very cheap and requires only 2mn 2 + 2mnp + 8mn flops, in which 8mn flops are necessary for the reorthogonalization. For comparison, 8mn corresponds to the extra cost of the reorthogonalization of about four columns. Finally, let us remark that if p < n, then it is worth using the factorized form of Q 1 instead of computing it explicitly as suggested by line 4 of Algorithm 2.
Numerical experiments in a large electromagnetism calculation.
Our case study arises from large calculations in electromagnetism. The boundary element method is used to discretize the three-dimensional Maxwell's equations on the surface of an object. The formulation relies on the combined field integral equations, and the preconditioner used is a sparse approximate inverse [18] , and this means that in practice the preconditioned matrix Z is well-conditioned. Moreover, one can notice that the matrix Z is not explicitly known and is accessed through matrix-vector product done via the fast multipole method. All the calculations are performed using double precision arithmetic. There are several linear systems Zx (i) = b (i) to be solved; for this typical calculation we have p = 180, but this value might be much larger if several radar cross sections have to be computed, as is often the case in engineering applications. For each right-hand side, GMRES is stopped at iteration l if the approximate solution x
We remark that the problem is defined in complex arithmetic; however, to be consistent with the whole paper the real notation is maintained.
Four geometries are considered, which represent standard test cases for electromagnetism calculations, namely, a cetaf, an Airbus airplane, a sphere, and an almond [18] . In Table 3 .4, we give the characteristics of the matrices (b, ZV n−1 ) obtained by a GMRES-MGS run on these matrices. The values obtained with GMRES-MGS2(K) are the same. For more information on the method and the test case, see [18] .
In Table 3 .4, # iter represents the number of GMRES iterations required to converge. The number of columns of the matrix A = (b, ZV n−1 ) is n = # iter + 1, and the number of rows is m. As expected (see section 3.2.2), the condition number κ is such that κ · 10 −14 is close to one, while κ 2 is of order O(1). The fourth column of Table 3 .4 corresponds to the average number of reorthogonalizations obtained with MGS2( √ 2). In this cases, MGS2( √ 2) systematically performs an extra reorthogonalization per matrix-vector product, which explains the constant value (ν = 2.00).
In Table 3 .5, we illustrate that all the residual errors A −QR -whereQ and R designated the QR-factor given by one the four algorithms-are of the order of the machine precision. In Table 3 .6, the different levels of orthogonality characterized with I n −Q TQ are given. As expected, MGS completely loses the orthogonality while the three other approaches give a set of vectors orthogonal up to machine precision. In the context of seed-GMRES, this enables us to use confidently (3.3) to project the (p − 1) remaining right-hand sides.
MGS2(
A conclusion drawn from Table 3 .6 is that in the case of GMRES-MGS applied to a not too ill-conditioned matrix, the value k = 1 is satisfactory (Algorithm 1 with k = 1). Moreover, from Table 3.5 and Table 3 .6, we observe that Algorithm 2 relying on the heuristic works fine in practice.
One might question the relevance of the choice K = √ 2 and its possible artificial high cost. In Table 3 .7 we report on the sensitivity of the orthogonality quality with respect to the choice of the threshold. These experiments assess the choice of K = √ 2 for MGS2(K). This value gives a good orthogonality level for all the examples while the others tested (K = 2 and K = √ 5) fail. However, K = √ 2 implies in these cases ν = 2.00, meaning that the criterion is unable to save any reorthogonalization. This result is not satisfactory and highlights a weakness of the MGS2(K) procedure.
Even if κ 2 is close to one, improving noticeably the condition number, κ cannot be obtained in the general case by removing only a column of (b, ZV n−1 ); it is a global phenomenon that needs a global treatment (e.g., to add the singular vector associated to the smallest singular value to all the columns). In the same way, the loss of orthogonality is global and affects all the columns ofQ. An algorithm like MGS2(K) that acts locally on each column performs poorly in this case, whereas Algorithms 1 and 2 represent appealing strategies since the reorthogonalization-which has to be global-is expressed as a rank-one update.
Finally, there exist other examples where the value of k > 1 can be given a priori. Still, for the solution of linear systems with multiple right-hand sides, we mention, for instance, the Block(k)-seed-GMRES-MGS algorithm; that is, one run Block GMRES on k vectors, when the convergence is observed, a rank-k update is performed to recover an orthogonal set of vector, which we use to project the p − k right-hand sides as in seed-GMRES.
Conclusion.
In this paper we propose an a posteriori reorthogonalization technique based on a Rank-k update to reorthogonalize a set of vectors built by the modified Gram-Schmidt algorithm. We show that for large enough k, we can fully recover the orthogonality. We illustrate the effectiveness of our technique in the framework of the iterative solution of linear systems based on the GMRES algorithm. On a set of industrial test problems we demonstrate that our algorithm is efficient and outperforms classical approaches that also permit one to remedy the loss of orthogonality observed when GMRES has converged.
