In this paper, we present Levenberg-Marquardt method for solving nonlinear systems of equations. Here, both the objective function and the symmetric Jacobian matrix are assumed to be Lipchitz continuous. The regularization parameter is derived using Matrix-Norm approach. Numerical performance on some benchmark problems that demonstrates the effectiveness and efficiency of our approach are reported and have shown that the proposed algorithm is very promising.
1 Introduction.
In this paper, we consider the problem of finding solution to the nonlinear equation
where
is continuously differentiable function.
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Special Conference Edition November, 2018 I.e F = ( f 1 , f 2 , f 3 , ..., f n ) T and x = (x 1 , x 2 , x 3 , ..., x n ). The Jacobian matrix, J(x) = F ′ (x), ∀ x ∈ R n and is denoted as J k which is also assumed to be symmetric and Lipschitz continuous.
The most efficient procedure for solving (1.1) is purely iterative (Amini and Rostami, 2015; Fan et al., 2005; Karas et al., 2016; Yamashita and Fukushima, 2001; Qi et al., 2016) . Many algorithms have been used for solving (1.1). For instance, Newton's method, Gauss-Newton's, Trust Region Method and Quasi-Newton's method (Bidabadi, 2014; Broyden, 1967; Li and Fukshima, 1999; Solodov et al.,1998) . As (1.1) is nonlinear, it may have no solution. In this paper, we assume that the solution of (1.1) exits. It is well known that the Levenberg-marquardt LM method is one of the most important and efficient methods for solving the nonlinear system of equations (Amini et al., 2015; Brown, 1971; J. Fan, 2012; Fan and Pan, 2006; He and Fan, 2015; Li, 2014) . Recently, the LM method turned out to be a valuable principle for obtaining fast convergence to a solution of nonlinear system if the Jacobian matrix is Lipschitz continuous and nonsingular at the solution ( Amini and Rostami, 2015) . The LM method is a classical method for solving nonlinear system of equations.The LM direction d k , is computed at each iteration as
where, µ k is called Levenberg-Marquadrt regularization parameter and I is an n × n identity matrix of the Jacobian. The LM parameter µ k , is introduced to overcome the difficulty when J T k J k is singular or very close to singularity (Amini et al., 2015; Fan, 2015; Karas et al., 2016; Li, 2014) . By choosing a suitable parameter µ k , the method acts like the gradient descent method whenever the current iteration is far from a solution x * , and behaves similar to the Gauss-Newton method if the current iteration is close to x * ( AMasoud, 2018). The parameter µ k is updated in every iteration. The notion of (local ) error bound usually plays a key role in establishing the rate of convergence of the sequence of iterations generated by a given algorithm. This condition guarantees that the distance from the current iteration x k to the solution set denoted by dist(x k , x * ) = inf y∈x * ||x k − y||, is less than the value of a residual function ϕ : R n → R+ at that point (ϕ(xk)) (Masoud, 2018) . For many decades, alot among researchers use various approaches for computing the regularization parameter for Levenberg-Marquadrt. It is vital to mention that Fan and Yuan,2005 ; Proposed (LM) parameter µ k = ||F k || σ and obtained an algorithm that has quadratic convergence .
Special Conference Edition November, 2018 (Fan and Pan, 2006) , proved that if the parameter is choosen as µ k = ||F k || δ , for δ ∈ (0, 2], under local error bound condition, then the convergent order of the LM algorithm is min{1 + δ, 2} . (C. Ma and L. Jiang, 2007) ; came up with parameter as µ k = θ||F k || + (1 − θ)||J k F k || as a convex combination of the above two parameters. Where θ ∈ [0, 1]. (Fan and Pan,2009 ); proposed their parameter as 
where P k is the projection onto the range of the matrix J k . Musa and Waziri obtained a globally convergent algorithm by using
are the spectral radii of the matrix Q k and J k respectively. 
Technical results.
Special Conference Edition November, 2018 But by proposition 2.2, we have
Hence, either
It implies that
Special Conference Edition November, 2018 where n is the dimension of the square n × n matrix J k . Supposition 2:
From the two suppositions, we have
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Since ||F k || ≤ ||J k ||, for all k, we proposed to choose our µ as
, where,tr(J 2 k ), is the trace of the square of the matrix J k ,
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Numerical results
In this section, we report some numerical results of our proposed method. The performance of the Algorithm was tested on certain bench-mark problems in comparison to two other LM methods. The Algorithms were coded in MATLAB 7.10.0 (R2014a) and run on a personal computer with a 3.0GHZ CPU processor. The results are listed in Table 1 -2, where different initial points were considered.
We adopted almost all the parameters used in ( 
Result discussion
The results corresponding to the solve problems are represented in the performance profiles of Figure1, 2 and 3 , for the number of iterations, cputime and function evaluation.The outcomes of the three strategies, Corrected LM, denoted as (CLC) by ( He and Fan, 2015) . Algebraic rule of computing LM Parameter by (Karas, 2016) and our proposed method, i.e Matrix Norn Approch of Computing LM parameter denoted as (MNLM) are displayed for each problem respectively. It is also very known that some variations of the CPU time may occur from one excution of an algorithm to the other, we run eight times and consider the average CPU time of the last six runs, where the first and last CPU times are discarded. Problems 5 and 6 were not solved by CLM and 4 at higher dimension. Similarly, problem 4 was not solved by both ARCLM and our proposed method at higher dimension It is moreover clear from Tables 1 and 2 and Figures 1 and 2 that our proposed method solves about 73% of the total tested problems with the fewest number of iterations, cpu time and function evaluations. Moreover, in contrast to the two other algorithms, it can also be observed that as the dimension increases, our proposed algorithm requires less cpu time to get to the approximated solution. In terms of robutness and efficiency, our proposed method greatly out performed both CLM and ARCLM with regard to number of iterations, cputime and function evaluations. Problems 2-6 below are deduced from (Waziri and Sabiu ,2015) , while problem 1 is a modified form of problem 1 of ( ( Waziri and Sabiu ,2015) , and 7 is sourced from (Darvish and Shin, 2011) .
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Problem 2: 
Performance Profile
Below are the figures indicating the performances of our new method (MNLM) in comparison to (CLM and ARCLM ). The comparison was conducted in terms of number of iterations, CPU-time and function evaluation . We proposed a new procedure of computing Levenberg-Marquadrt regularization parameter for method of nonlinear system of equations. The matrix-norm approach has been used for derivation of the parameter and in turns produces a moderate LM step that makes the iterate move faster to the solution. From the numerical experiment conducted, the approach has shown that it is both efficient and promising.
