Sub-pixel mapping technique can specify the location of each class within the pixels based on the assumption of spatial dependence. Traditional sub-pixel mapping algorithms only consider the spatial dependence at the pixel level. The spatial dependence of each sub-pixel is ignored and sub-pixel spatial relation is lost. In this paper, a novel multi-objective sub-pixel mapping framework based on memetic algorithm, namely MSMF, is proposed. In MSMF, the sub-pixel mapping is transformed to a multi-objective optimization problem, which maximizing the spatial dependence index (SDI) and Moran's I, synchronously. Memetic algorithm is utilized to solve the multi-objective problem, which combines global search strategies with local search heuristics. In this framework, the sub-pixel mapping problem can be solved using different evolutionary algorithms and local algorithms. In this paper, memetic algorithm based on clonal selection algorithm (CSA) and random swapping as an example is designed and applied simultaneously in the proposed MSMF. In MSMF, CSA inherits the biologic properties of human immune systems, i.e. clone, mutation, memory, to search the possible sub-pixel mapping solution in the global space. After the exploration based on CSA, the local search based on random swapping is employed to dynamically decide which neighbourhood should be selected to stress exploitation in each generation. In addition, a solution set is used in MSMF to hold and update the obtained non-dominated solutions for multi-objective problem. Experimental results demonstrate that the proposed approach outperform traditional sub-pixel mapping algorithms, and hence provide an effective option for sub-pixel mapping of hyperspectral remote sensing imagery.
INTRODUCTION
The mixed pixel is a common phenomenon in remote sensing image because the sensor's instantaneous field-of-view (IFOV) often includes more than one land cover class on the ground (Chang, 2003) . The Land-cover classification accuracy may be severely compromised by the presence of mixed pixels. Although spectral unmixing technique (Chang, 2003) and fuzzy classifiers can obtain the fraction image indicating the percentage of each class in the mixed pixel, they do not provide any indication about the sub-pixel spatial distribution of the classes within the coarse pixel. Sub-pixel mapping techniques can be used to specify the sub-pixel spatial distribution of each class, based on the fraction image, by dividing pixels into smaller sub-pixels based on the spatial dependence phenomenon (Atkinson, 1997) in which observations close together are more alike than those further apart. The key problem of sub-pixel mapping is determining the most likely locations of the fractions of each land cover class within the pixel (Verhoeye and Wulf, 2002) . Different potential techniques have been proposed for sub-pixel mapping based on the assumption of the spatial dependence, such as sub-pixel mapping algorithms based on direct neighboring algorithm (DNSM), spatial attraction model (SASM) (Mertens et al., 2006) , BP neural network (BPSM) (Zhang, et al., 2008) , Linear optimization techniques (Verhoeye and Wulf, 2002) , Genetic algorithm (GASM) (Mertens et al., 2003) . These current sub-pixel mapping algorithms may obtain the classification result with a finer resolution, but they only consider the spatial dependence at the pixel level by utilizing the neighbour pixels of the mixed pixel. These sub-pixel mapping algorithms with calculation at pixel level ignore the spatial dependence of each sub-pixel and they can be further improved by using the spatial information at sub-pixel level.
In this paper, to consider the spatial dependence between pixels and sub-pixels together, a new search strategy inspired by multi-objective memetic algorithm (Ong et al., 2010) , namely multi-objective memetic sub-pixel mapping framework (MSMF), is proposed. In MSMF, the sub-pixel mapping problem becomes a multi-objective optimization problem, which one of objective function using spatial dependence index (SDI) describes the spatial dependence between pixels (Verhoeye and Wulf, 2002) , and another function with Moran's I considers the spatial dependence between sub-pixels (Moran, 1950) . Memetic algorithm (Ong et al., 2010) , a union of a population-based global search and local improvements, provides a power and effective algorithm for multi-objective optimization problem. MSMF utilizes memetic algorithm to construct a multi-objective sub-pixel mapping optimization framework with global and local search. In this opening framework, global search may be carried out using different evolutionary algorithms, such as artificial immune systems (Dasgupta et al., 2011) , differential evolution (Zhong and Zhang, 2012) . Local search for sub-pixel mapping may be designed by random algorithm or pixel swapping algorithm. In this paper, MSMF utilizes artificial immune systems for global search, and random algorithm for local search to perform the task of the sub-pixel mapping for hyperspectral remote sensing imagery as follows. (1) In MSMF, each candidate individual represents the possible sub-pixel configuration of the pixel, and Pareto dominated individuals based upon multi-objective function evaluations are removed by Pareto ranking. (2) Evolutionary operations are performed to generate new individuals by the adaptive evolution operators, such as clonal, selection, mutation. These operators can draw the evolutionary process closer to the goal, i.e. the optimal sub-pixel distribution and these parameters can be adaptively calculated without userdefined. For example, the mutation rate is determined according to the value of objective function, which better individual will have smaller mutation rate. (3) After evolution, Pareto dominated and infeasible individuals are removed and good individuals are retained for the next generation by using ranking and elitism selection. (4) In addition, to avoid stagnation in global search, MSMF explores the local neighbourhood regions in objective space to find a more feasible solution. The proposed method was tested using the synthetic and degraded real imagery, and experimental results demonstrate that the proposed approach has better results.
The remainder of this paper is organized as follows. Section 2 provides the mathematical formulation of the sub-pixel mapping algorithm, and Section 3 deals with the multi-objective memetic algorithm. Section 4 presents the proposed adaptive multi-objective sub-pixel mapping framework based on memetic algorithm for remote sensing imagery, namely MSMF. In Section 5, the experimental results are provided. Finally, the conclusion is given in Section 6.
MULTI-OBJECTIVE OPTIMIZATION PROBLEM DEFINITION FOR SUB-PIXEL MAPPING
Sub-pixel mapping is a technique designed to specify the assumption of spatial dependence. The assumption is based on the tendency for spatially proximate observations of a given property to be more alike than more distant observations. The basic principle of sub-pixel mapping is illustrated in Figure 1 by a simple example with two classes (class 1 and class 2), which each pixels is divided into 4 (2×2) sub-pixels. The fraction image of land-cover class 1 is shown in Figure 1 It is assumed that the land cover is spatially dependent between pixels and sub-pixels. The sub-pixel mapping problem needs the spatial dependence model between pixels and sub-pixels, respectively, to determine the most likely locations of the fractions of each land cover class. In this paper, the spatial dependence index (SDI) and Moran's I are utilized to evaluate the spatial dependence of the sub-pixel mapping result between pixels and sub-pixels. Without the loss of generality, sub-pixel mapping can be formulated a multi-objective optimization problem.
where the decision vector
g x is the constrain condition, Ω denotes the decision space, Λ is called as the objective space.
Spatial dependence Index (SDI)
Let us suppose the linear pixel unmixing model yields the fraction images for C land cover classes and the coarse resolution pixels are to be divided into D sub-pixels. To construct the mathematical model, the attribute of each subpixel can be defined by ij x as follows
where
The spatial dependence mathematical model z is computed by the following equation (Verhoeye and Wulf, 2002) :
where i NC is the number of sub-pixels that have to assigned to land cover class i.
The method uses fraction values of neighboring pixels to find the sub-pixel location of the fractions inside the pixel under consideration. The neighboring pixels are considered to have an influence attracting the sub-pixels of the same class in neighboring pixels. So, ij SDI can be calculated as follows:
where k w is the weight of each neighboring pixel, N is the number of neighboring pixels, k Fraction is the fraction of the kth neighboring pixel for the i-th land cover class. Thus, the sub-pixel mapping problem of D sub-pixels with C land cover classes can be suitably formulated as an optimization problem to find the global maximum of the criterion function z (See also equation (3)).
Moran's I
In statistics, Moran's I is a measure of spatial autocorrelation developed by Moran (Moran, 1950) . Spatial autocorrelation is characterized by a correlation in a signal among nearby locations in space. So, in this paper, Moran's I is used to estimate the spatial dependence between sub-pixels as follows. So, sub-pixel mapping can be formulated a multi-objective optimal problem, while maximizing the spatial dependence index (SDI) and Moran's I, simultaneity using the following equations from equation (1).
MULTI-OBJECTIVE MEMETIC ALGORITHM

General framework of multi-objective memetic algorithm (MOMA)
For a multi-objective optimization problem, max ( ) f X , related definitions are as follows. 
To solve the multi-objective problem, Memetic algorithm (MA) is utilized as a form of population-based Evolutionary algorithms hybridized with individual learning procedure that are capable of performing local refinements. Without loss of generality, the framework of multi-objective memetic algorithms (MOMAs) can be summarized by Figure 2 .
Figure 2 General framework for MOMAs
As shown in Figure 2 , one major difference between MAs and conventional EAs is that the local search operator is added in addition to the evolutionary operators. Hence, the success of MAs is largely due to the appropriate adoption of local search operators. Unlike the evolutionary operators, which are usually very general and applicable to various problems, MOMAs provide the general framework, which the global search and the local search operators are usually expected to incorporate some domain specific heuristics, so that MAs can balance well between generality and problem specificity. In this paper, artificial immune algorithm is selected as the global search algorithm.
Artificial immune algorithms for global search
De Castro and Von zuben developed the Clonal Selection Algorithm on the basis of clonal selection theory of the immune system (De Castro and Von zuben, 2002) . It was proved that can perform pattern recognition and adapt to solve multi-modal optimization tasks. The CLONALG algorithm can be described as follows:
Step 1: Randomly initialize a population of individual (M);
Step 2: For each pattern of P, present it to the population M and determine its affinity with each element of the population M;
Step 3: Select n of the best highest affinity elements of M and generate copies of these individuals proportionally to their affinity with the antigen. The higher the affinity, the higher the number of copies, and vice-versa;
Step 4: Mutate all these copies with a rate proportional to their affinity with the input pattern: the higher the affinity, the smaller the mutation rate;
Step 5: Add these mutated individuals to the population M and reselect m of these maturated individuals to be kept as memories of the systems;
Step 6: Repeat steps 2 to 5 until a certain criterion is met.
ADAPTIVE MULTI-OBJECTIVE SUB-PIXEL MAPPING FRAMEWORK BASED ON MEMETIC ALGORITHM FOR HYPERSPECTRAL REMOTE SENSING IMAGERY
Based on the multi-objective sub-pixel mapping problem, the adaptive multi-objective sub-pixel mapping framework based on memetic algorithm, namely MSMF, is proposed. In contrast to the previous single-objective optimization for sub-pixel mapping, such as genetic sub-pixel mapping algorithm (GASM) (Mertens et al., 2003) , MSMF has no single global solution, and it is often necessary to determine a set of points that all fit a predetermined definition for an optimum using the concept of Pareto optimality (Coello et al., 2007) . As shown in Figure 3 , MSMF provides the framework, and the evolutionary algorithms and local search may be selected using different algorithms according to the real problem. In this paper, clonal selection algorithm and random swapping algorithm are selected. The MSMF is completed according to the following steps.
Initialization
In the initial step, each individual t ab in MSMF represents the possible sub-pixel configuration of the pixel and is directly described by a string consisting of integer numbers, which the length of each antibody string is equal to the number of subpixels.
, where the value of each bit in the string t ab represents the class of each sub-pixel. Because the number of sub-pixels for each class i NC has been calculated by fraction images in adavance, the algorithm should satisfy the limition of equation (3). The initial process is as follows: for each class i, selecting i NC sub-pixels using the following equation until all sub-pixels have been assigned to the land cover class
where D is the number of sub-pixels, C is the number of land cover classes, and funciton Irandom(1, D) returns a random integer value with the range [1, D] . After initialization, the simulation of the clonal selection process begins.
Calculation of affinity
According to the initial antibody population, the affinity of all M Ab's in the antibody population AB are calculated using the criterion function 1 ( ) f ab and 2 ( ) f ab using equation (3) and (5).
Selection using non-dominated sorting
(1)Identify the non-dominated solutions in the population and store them in a set Pf k representing Pareto Front according to the definition 1-3, setting front count k=1;
(2)Remove the non-dominated individuals from the temporary. 
Clone
After receiving antibody individuals closer to the solution, the next generation should mainly be derived from the betterfitting individuals. Thus, the n selected ab's are cloned based on their antigenic affinities, generating the clone set C. The total number of clones-generated N c is defined as follows:
where β is a multiplication factor, M is the total number of antibodies, round(·) is the operator that rounds its argument.
Mutation
Provide each ab in the clone set C with the opportunity to produce mutated offspring C * . The higher the affinity, the smaller the mutation rate. The mutation process utilizes the non-uniform mutation operator, and exchanges the position of the sub-pixels. To improve the intelligence of MSMF, the mutation rate of each cloned antibody, pm, is adaptively determined according to its affinity.
Local search
There is always a possibility of stagnation in MSMF. To move away from the point of stagnation, a feasible operation is a neighborhood or local search, which can be applied to a solution to find a more feasible solution in the local neighborhood. In this paper, the values in the individual indexed by i and j are then swapped. The objective function of the new individual is calculated, and only if there is an improvement is the new solution accepted. In addition, the pixel-swapping algorithm is also utilized in the local search.
Re-calculation of affinity
Calculate the affinity * 1 ( ) f ab and * 2 ( ) f ab using equation (9) and (5) of the matured clones C * .
Re-selection
After cloning and mutation, the new offspring combines C* with the parent population to form a temporary population. The new population AB is obtained by the non-dominated sorting and selection (See also 4.3).
Updating the memory cell set
Select the solutions in Pareto front 1 to form memory set.
Stopping condition
If the generation, G, does not meet the maximum generation number, max G , go to step 4.3. Otherwise, output the best individuals as the sub-pixels of the pixel ij x . The above process is repeated from Step 4.1 until the sub-pixels of all pixels in the fraction image are located. Finally, the proposed algorithm outputs the sub-pixel mapping image.
EXPERIMENTS AND ANALYSIS
Experiment 1-HJ-1A hyperspectral imagery
The synthetic real hyperspectral remote sensing image based on Chinese HJ-1A image with 115 bands (0.45-0.95 μm) was used to test the performance of the proposed sub-pixel mapping algorithm by comparing it with the DNSM, SASM, BPSM, and GASM algorithms. The HJ-1A satellite is a small Chinese environmental satellite. The HJ-1A image (256×256), shown in Figure show the sub-pixel mapping results obtained by using DNSM, SASM, BPSM, GASM, and the proposed algorithm MSMF. To quantitatively evaluate the sub-pixel mapping accuracy, the original hard classification result, as the real sub-pixel mapping result, was used to test the performance of the five algorithms. Two small images of S1 and S2 areas were zoomed and are shown in Figure 4 (i) to evaluate all the sub-pixel mapping algorithms from the visual results.
As shown in Figure 4 Table 1 using the overall accuracy (OA), Kappa coefficient (Kappa). In addition, an adjusted confusion matrix was utilized, which it is calculated only for mixed pixels. Based on the adjusted confusion matrix, we adjust OA (OA*), Kappa coefficient (Kappa*), the average of the producer's accuracy (APA), and the average of the user's accuracy (AUA). As with the visual results, the sub-pixel mapping accuracy of DNSM and BPSM are lower than that of the other algorithms. For instance, one can see from 
Experiment 2-Washington D. C. HYDICE imagery
In experiment 2, a part of Hyperspectral Digital Imagery Collection Experiment (HYDICE) airborne hyperspectral data over the Washington, D. C. Mall with 192 bands was used, which it comprised 300 lines and 240 columns as shown in Figure 5 (a). Figure 5 ( As shown in Figure 5 and Table 2 , MSMF obtains smoother results with most classes' structural information preserved and has the highest overall accuracy, Kappa coefficient, adjusted overall accuracy, and adjusted Kappa coefficient, which are 75.22%, 0.6824, 68.50%, and 0.6037, respectively. Compared to conventional EAs, for example, genetic algorithm, there are two possible key issues for the success of MSMF. One is an appropriate balance between global and local search, and other is a cost effective coordination of local search. Based on the above results, MSMF can obtain better sub-pixel mapping results for the complex hyperspectral remote sensing image with more classes and higher spatial resolution.
CONCLUSION
Based on memetic algorithm, this paper proposed an adaptive multi-objective sub-pixel mapping framework, namely MSMF, for hyperspectral remote sensing images. The proposed MSMF defines two objective function to describe the spatial dependence between pixels and sub-pixels. The sub-pixel mapping problem is transformed to a multi-objective problem. MSMF utilizes the memetic algorithm to solve this problem by combining the global search and local search. The experimental result shows that MSMF algorithm consistently outperforms the previous sub-pixel mapping algorithms, and hence provides an effective method for remote sensing image sub-pixel mapping. 
