In this paper, a new sequent calculus is presented. This sequent calculus is suitable for automated proof search of natural deduction. Also such calculus represents convenient theoretical basis for the proof theory.
Area of implementation and justification of systems for automated deduction is a fundamental part of computer science [1, 2, 3] . Theoretical research of computers represents aided automated theorem proving is of essential interest recently [4] . Sequent calculus often employed as meta-theory for specialized proof search calculi and strategies (see e.g. [4] ). It is well suited to serve as a basic representation formalism for many automation oriented search procedures. It should be noted that not every sequent calculus is suitable for these procedures. Also, it is clear that not every sequent calculus exposes all details of structure of natural proofs in a clear manner. Therefore, it would be quite good to make a new calculus which could help with decision of these problems. In this paper, a new formulation of sequent calculus is given that most precisely corresponds to system of a natural deduction. Our formulation turns out the new construction of the proof theory such that it is giving doubtless advantages in comparison with existing construction of this theory. Also, one of advantages of the new theory is its close connection with an effective method of automated search of natural proofs that presented in [5] .
In this paper, we use the usual rules for abbreviating the writing of formulas of the language of first-order logic. We do not use the outermost parentheses. Conjunctions and disjunctions are assumed to bind more strongly than implications. By A(x/t) we denote the result of substituting of the term t for all free occurrences of the variable x in the formula A. In this connection, it is assumed that if parameters of t lie in the scope of quantifiers of A, then a renaming of the bound variables of A is carried out. Throughout the paper we systematically identify formulas which differ only by a renaming of bound variables. In particular, we freely replace such formulas by one another within derivations.
By definition, a collection is a finite or empty set of formulas. In a collection, a repetitions of some formulas are not admitted. The order of formulas in a collection is not essential. The operations under collections must be treated in appropriate way. For example, the union Γ ∪ ∆ of collections Γ and ∆ consists all formulas from Γ and ∆. Traditionally, we use Γ∆ instead of Γ ∪ ∆. So Γ∆ and ∆Γ is the same collection. The collection AΓ is obtained from Γ by adjoining of formula A. A sequent can be represented as Γ → A, where Γ is a collection and A is a formula. The formulas on left-hand side of the arrow are called the antecedent. The formula on right-hand side are called the succedent. The sequent calculus is set up for the derivation of sequents. Now we formulate the axioms and the rules of inference for our minimal sequent calculus. We denote this calculus S 1 . There are two kinds of axioms, GΓ → G and ∆ → , where G is an atomic formula or ⊥. We note that and ⊥ are not considered as atomic formulas. They are considered as logical constants. Logical rules of inference in our theory are divided into two groups. We say that the rules introduce logical connectives to left and to right into a sequent:
(⊃→)
In rules (→ ∀), (∃ →), the variable y does not occur freely into the lower sequent. We say that y is a proper variable in the rules (→ ∀) and (∃ →). Also in this context in left introduction rules formula G is an atom, a disjunction or ⊥.
If we will add one of rules of the contradiction, (⊥ i ) or (⊥ c ), then we will obtain intuitionistic sequent calculus S 2 or classical sequent calculus S 3 , respectively,
In these rules, formula G is an atom, a disjunction or formula of the form ∃x A. We denote the formula G ⊃ ⊥ by ¬G. A derivation in S i , i = 1, 2, 3, is a finite tree-like figure such that some sequent is prescribed to every node of this tree and each relation between the parent-node and its sons forms some rule of inference of the theory S i . Axioms are prescribed to the leaves of the inference-tree. The height of the derivation is the number of sequents in the longest branch. In addition, we will make no distinction between formulas and sequents that differ only by renaming bound variables. Thus, if there is a derivation with the lower sequent S, then a derivation is considered automatically as the same derivation of any sequent obtained from S by renaming bound variables.
Let S be a sequent. The derivability of S in sequent calculus S i we denote by S i S, i = 1, 2, 3. Where it is possible, we use S for simplicity. A valuable property of our calculi is the subformula property: all formulas in the premisses of the rules of inference of these calculi consist of formulas of the conclusion. In short, when considering inference rules "bottom-up" formulas in a sequent only crushed, no foreign formulas do not appear. This helps very mach in the search for a derivation of a given sequent. On a succedent of axioms and some rules is imposed hard restrictions. Although these generalizations of axioms and rules are valid for arbitrary formula in the succedent (see observations 1, 2 and 4), nevertheless, such a formulation is of fundamental importance from the point of view for efficiency of automatic search of sequential derivation. To obtain a reliable theoretical basis for the development of procedures for automated theorem proving, we need to establish both soundness and completeness of our sequent calculus with respect to the usual predicate calculus. To prove the equivalence of our sequent calculus and predicate calculus, here we consider certain variant of a predicate calculus. This is an axiomatic system of deduction such that derivations are modeled as a sequence of formulas. Now we consider the minimal predicate calculus for logical formulas. We use D 1 as the name of this calculus. The calculus D 1 contains the following well-known axioms and rules of inference:
12. ∀x(B(x) ⊃ A) ⊃ (∃x B(x) ⊃ A); 13. If Γ is a collection of formulas and A is a formula, then the expression Γ A means that A can be derived from the collection of formulas Γ with help of axiom schemes and rules of inference of D i , where the generalization rule 14 is not applied with respect to parameters in Γ. The expression Γ A to be read as "A is derivable from Γ". More detail formulation of predicate calculus can be found in any textbook on mathematical logic (see e. g. [7] , [6] ). With each sequent we associate in a standard way a formula -the formula image of the given sequent. In fact, if we are given a sequent S of the form A 1 . . . A n → B, then we associate with it the formula S Φ having the form Proof. By induction on the height of the derivation of the given sequent Γ ¬H → C, where H is A&B, or A ⊃ B, or ∀xA(x).
Observation 4. Contradiction rules can be generalized to an arbitrary formula in the succedent.
1. In intuitionistic sequent calculus S 2 the following statement holds:
2. In classical sequent calculus S 3 we have:
Proof. In both cases these statements are proved by induction with respect to the construction of C. In classical case the proposition is proved with help observation 3.
The sequent calculus obtained from S i by addition of more general axioms and inference rules formulated in observations 1, 2, 4 we denote by S i for all i = 1, 2, 3.
If S is a sequent, then we denote the result of substituting of the term t for all free occurrences of the variable x in every formula, member of this sequent, by S(x/t).
Observation 5. If a sequent S is derivable in S i , then the sequent S(x/t) is derivable in S i by a derivation of the same height.
Proof. We assume that a derivation of S is given. We carry out in this derivation the replacement of free occurences of the parameter x by the term t. When necessary we rename bound variables and proper variables of the derivation S. By induction with respect to the construction of the derivation, we can show that we obtain as a result a derivation of the sequent S(x/t).
Observation 6. The derivability of Γ → B in S i implies the derivability of AΓ → B in S i by a derivation of the same height.
Proof. By induction with respect to the construction of the derivation Γ → B. In dealing with the case where Γ → B is obtained by the rules (→ ∀) or (∃ →), we use observation 5.
Observation 7. The rules (→ &), (→⊃) and (→ ∀) of inference of S i , are invertible; that is, the derivability of the conclusion of each of the rules implies the derivability of any of the premisses:
In addition, in all cases, the derivation of the premiss has a height that does not exceed the height of the derivation of the conclusion.
Proof. This statement is proved by induction with respect to the construction of the derivation of the conclusion of the rule.
Observation 8. The following rule of inference, called a cut, is admissible in S i :
Γ → A AΓ → B Γ → B Proof. Assume given derivations of the sequents Γ → A and AΓ → B in S i . We assign a triple of natural numbers (k, l, m) to this pair of derivations, where k is the logical compexity of the formula A, l is the height of the derivation Γ → A, and m is the height of the derivation AΓ → B. Note that the logical compexity of A is the number of symbols &, ∨, ⊃, ∀ and ∃ involved in the construction of A from atomic formulas and logical constants. We carry out (3.b) A = ∀x C(x). The given cut has the form
We transform this figure to the form
Here, the uppermost cut has lower height than the right derivation and the lower cut is applied to a formula of lower complexity. The derivation Γ → C(t) is obtained from Γ → C(y) by observation 5.
(3.c) A = ∃x C(x). We transform the given cut
Note, that the notation C(t) is an abbreviation for C(x/t). Denote by S i the calculus obtained from S i by addition of a rule of cut. This calculus is required to us for transformation of a predicate derivation into sequential.
Observation 9. If A is derivable in D i , then the sequent → A is derivable in S i .
Proof. We will prove by induction with respect to the construction of the derivation of A in D i . The key idea of the proof is the consideration of rule 13. Assume that the sequents → A and → (A ⊃ B) derived. We must derive the sequent → B. First, we derive the sequent (A ⊃ B) A → B and then, applying a cut with → (A ⊃ B), we obtain A → B. Finally, applying a cut with → A and A → B, we derive the sequent → B.
Now, in view of observations 1 -9, it is easy to establish the second part of the Theorem and to completely finish its proof. Indeed, let S Φ is derivable in However, the extended calculus S i is obtained from the calculus S i by adding only admissible inference rules. Thus, we obtain S in S i .
