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Abstract
In this paper we study the reduction of Galois covers of curves, from characteristic zero
to positive characteristic. The starting point is a recent result of Raynaud, which gives a
criterion for good reduction for covers of the projective line branched at three points. We use
the ideas of Raynaud to study the case of covers of the projective line branched at four points.
Under some condition on the Galois group, we generalize the criterion for good reduction of
Raynaud. As a new ingredient, we use the Hurwitz space of such covers. Combining our results
on reduction of covers with the Hurwitz space approach, we are able to describe the reduction
of the Hurwitz space modulo p and compute the number of covers with good reduction.
2000 Mathematical Subject Classification: 14H30, 14G32
Introduction
Let R be a complete discrete valuation ring whose residue field k is algebraically closed of charac-
teristic p and whose quotient field K is of characteristic zero. Let fK : YK → P1K be a Galois cover
defined over K. We ask ourselves whether fK has good reduction. In case p divides the order of
the Galois group, this is a hard question. We cannot expect good reduction, in general.
A recent paper of Raynaud gives a criterion for good reduction in a first case. Let fK : YK → P1K
be a Galois cover branched at 0, 1 and ∞. Suppose that p strictly divides the order of the Galois
group G, but not the ramification indices of fK and that the center of G is trivial. Let P ∼= Z/p
be a p-Sylow of G, and denote by n := [NG(P ) : CG(P )] the index of the centralizer of P in the
normalizer of P . Let e be the absolute ramification index of p in K. It is shown that the cover
has good reduction, provided that en < p − 1. The idea of the proof is to suppose that fK has
bad reduction and to study the semistable reduction of fK . Raynaud proves general structure
results on the semistable reduction. Using these techniques, he proves that bad reduction implies
en ≥ p− 1.
In this paper, we follow the approach of Raynaud. We consider the reduction of G-covers
fK : YK → P
1
K branched at four points. We suppose that p|| |G|, but that p does not divide the
ramification indices of fK . This is the next case to study after the result of Raynaud. However,
we put a much stronger condition on the group G. In particular, we assume that n = 2. The
criterion for good reduction given by Raynaud extends to our situation. The stronger condition
on the Galois group allows us to get a stronger result. For instance, we are able to describe the
semistable model of fK .
When passing from 3 to 4 branch points, a new aspect arises: the reduction of fK might depend
on the position of the branch points. It is therefore natural to study the corresponding Hurwitz
space, i.e. the moduli space ofG-covers of a certain type, and its reduction to positive characteristic.
Hurwitz spaces were first introduced in a purely geometric context, but have since then proved
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to be useful for studying arithmetic aspects of covers as well, see e.g. [8], [10]. There are many
variants of Hurwitz spaces. To fix ideas, let G be a group, r ≥ 3 and denote by H := H inr (G) the
Hurwitz space parameterizing G-Galois covers of P1 with r branch points. Then H is a smooth
variety defined over Q. It is known that H has good reduction to characteristic p provided p ∤ |G|.
Recently, Abramovich and Oort [1] suggested a definition of an arithmetic compactification of
Hurwitz spaces. We follow, and somewhat simplify, this approach. The idea is to take the closure
of H inside a bigger moduli space which parameterizes maps between stably marked curves. We
obtain an algebraic space H¯ which is proper over Z and contains H as a dense open subspace.
The complement H¯bad := H¯ − H is a closed subspace supported in positive characteristic and
corresponds to G-covers with bad reduction. Let us denote by H¯good the closure of H ⊗ Fp inside
H¯ ⊗ Fp. In the case of r = 4 branch points, there is a finite map H¯good → P1λ. Let d
good be its
degree. For a “generic” choice of λ ∈ K−{0, 1}, there will be exactly dgood nonisomorphic G-covers
fK : YK → P
1
K branched in 0, 1,∞ and λ which have good reduction. More precisely, there is a
finite set λ¯1, . . . , λ¯m ∈ F¯p of exceptional values such that dgood is the number of covers as above
with good reduction provided λ 6≡ λ¯i (mod p) for all i. The λi’s are the images of the points
where H¯good intersects H¯bad. One way to actually compute the number dgood and the exceptional
values λ¯i would be to determine the precise structure of H¯
bad. This seems a difficult problem, in
general. In this paper, we are able to solve it in a special case, thanks to a surprising connection
with modular curves.
Even though our definition of H¯ works without any extra assumption, it seems to be a hard problem
to describe the structure of H¯ and H¯bad in general. To our knowledge, the only case that has been
studied is the case of modular curves, which admit an interpretation as Hurwitz spaces. Let us
sketch this correspondence in the case of X1(p). Let fK : YK → P
1
K be a G-cover branched at 4
points of order 2, whereG is a dihedral group of order 2p. We may identify YK with an elliptic curve
EK over K; the cover fK factors through a p-cyclic isogeny πK : EK → E′k. Moreover, the choice
of an element σ of G of order p defines a p-torsion point P := σ(0) ∈ EK [p] generating the kernel
of πK . The pair (EK , P ) corresponds to a point on X1(p). This gives an identification H ∼= X1(p),
for a suitable Hurwitz space H . By the results of Katz and Mazur [17], the reduction of X1(p)
to characteristic p is well understood. One can check that the subspace H¯bad of the arithmetic
compactification of H corresponds to the component of X1(p) ⊗ Fp parameterizing pairs (E,P )
such that P = 0 and hence the isogeny π : E → E′ = E/<P> is inseparable. Even without
using the very precise results of [17], the theory of elliptic curves gives the following result on good
reduction of Galois covers. Suppose the elliptic curve E′K given by the equation y
2 = x(x−1)(x−λ)
has good ordinary reduction. Then there are precisely p− 1 nonisomorphic G-covers branched in
0, 1, ∞ and λ, with ramification index 2, which have good reduction. On the other hand, there is
no such cover with good reduction if E′K has supersingular reduction.
Results
In this paper, we look at the following situation. Let G be a finite group and p an odd prime which
strictly divides |G|. We assume that the normalizer of a p-Sylow of G is a dihedral group. Let K
be as in the beginning, and let fK : YK → P
1
K be a G-Galois cover branched at 4 points, of order
prime-to-p. We prove that the cover fK has either good reduction or a very specific type of bad
reduction, which we call modular reduction.
We will briefly explain what this means. Assume that fK has bad reduction. Following Raynaud
[24], §3.2, we associate to the G-cover fK a ∆-cover gK : ZK → P1K , called the auxiliary cover.
Here ∆ is a subgroup of G, and gK is branched in the same points as fK and has bad reduction.
The statement that fK has modular reduction of level N means essentially that ∆ is a dihedral
group of order 2N (where p|N) and that gK has ramification of order 2. In particular, gK gives
rise to a K-point on X1(N). This is the link between our results and modular curves.
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To explain the construction of gK , we assume for simplicity that the normalizer of a p-Sylow
of G is of order 2p and that the branch points of fK do not coalesce modulo p. Let f : Y → X be
the special fiber of the semistable model of fK . The curve X consists of 5 components: the strict
transform of the original component X0, and 4 tails X1, . . . , X4 containing the specializations of
the branch points xi. The cover f is inseparable over X0 and separable over the tails. Let E be
a component of Y above X0. The decomposition group ∆ := D(E) ⊂ G is dihedral of order 2p,
the inertia group I(E) cyclic of order p (see Fig. 2 in Section 2.4). We obtain g : Z → X by
replacing, for i = 1, . . . , 4, the (disconnected) G-cover f−1(Xi)→ Xi by a ∆-cover Zi → Xi which
is locally, i.e. in an e´tale neighborhood of E, isomorphic to f−1(Xi) → Xi and tamely ramified
above xi ∈ Xi. This is possible in a unique way, by the Katz–Gabber Lemma, [16]. Using formal
patching one can show that g : Z → X is the reduction of a ∆-cover gK : ZK → P1K which, in
some sense, contains all the information about the bad reduction of fK .
Let H ⊂ H in4 (G) be the subset of the Hurwitz space corresponding to G-covers with 4 branch
points and prime-to-p ramification. Denote by H¯ its arithmetic compactification and by H¯bad ⊂
H¯ ⊗ Fp the subspace corresponding to bad reduction in characteristic p. The map f : Y → X
discussed above corresponds to a k-point on H¯bad; the associated map g : Z → X corresponds
essentially to a k-point on X1(N) ⊗ Fp. The formal patching argument mentioned above can be
used to show that the deformation theory of f and g are equivalent. This gives a strong connection
between the subspace H¯bad ⊂ H¯ and the component of X1(N) ⊗ Fp corresponding to inseparable
isogenies. Using the results of [17] on the reduction of X1(N), we prove our Reduction Theorem,
which describes H¯ ⊗ Fp. It can be roughly stated as follows (see Fig. 1). The subspaces H¯
good
and H¯bad are smooth curves over Fp; they intersect transversally in the supersingular points, i.e.
the points of H¯bad with supersingular λ-value. The scheme H¯ ⊗ Fp is not reduced, in general; the
irreducible components of H¯bad have multiplicity p − 1 or (p − 1)/2. Moreover, each irreducible
component of H¯bad is essentially the reduction of a modular curve.
0 1 ∞
P1λ
H¯bad
H¯good
Figure 1: the Reduction Theorem
We call the Q¯-rational points of H¯ lying above 0, 1 and ∞ the cusps of H . A cusp corresponds
to a degenerate cover fQ¯ : YQ¯ → XQ¯, obtained from a smooth G-cover by coalescing of branch
points. The curve XQ¯ is the union of two projective lines intersecting in one point. The cover
fQ¯ is ramified above the singular point of XQ¯, say of order n. Our next result, which we call the
Cusp Principle, states that this cusp has bad reduction (i.e. its closure in H¯ meets H¯bad) if and
only if p|n. Essentially, this is an application of Raynaud’s result, since the degenerate cover fQ¯ is
build up from two 3 point covers. The Cusp Principle is the key result in our calculation of the
number of G-covers with good reduction. The point here is that, via the Hurwitz classification
and the braid action, one can explicitly compute the set of cusps of H and decide for each of them
whether they have good or bad reduction. In particular, given a finite group G and an odd prime
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p verifying all the assumptions made above, we can compute two numbers, d and dbad, such that
|Cov(G, λ)good| =


d− dbad, if λ is ordinary,
d− p+1p d
bad, if λ is supersingular.
Here Cov(G, λ)good is the set of isomorphism classes of G-covers of P1 with good reduction, branched
in 0, 1, ∞ and λ.
Let G = PSL2(ℓ), where ℓ is an odd prime different from p such that p exactly divides the
order of G, and consider G-covers branched in 4 points of order ℓ. We have computed the cusps
of the corresponding Hurwitz spaces, using the computer program ho [21], for ℓ ≤ 31. From this
information, we can deduce the complete structure of H¯bad ⊗ Fp and the number of covers with
good reduction.
This paper owes a lot to Raynaud. It started as an attempt to understand a talk he gave in
Oberwolfach, June 1997. In this talk Raynaud presented Example 4.3.2. In the problem session of
the same conference, he gave a similar problem as an exercise. In a way, this paper is our solution of
this exercise. We would also like to thank Bas Edixhoven for a helpful conversation and for sending
his manuscript [7], and Andrew Kresch for comments on an earlier version of Section 1. The second
author gratefully acknowledges financial support from the Deutsche Forschungsgemeinschaft.
Notation
In this paper we will understand by a semistable curve a flat projective morphism X → S of
schemes whose geometric fibers are reduced connected curves having at most ordinary double
points as singularities. We write X sm for the subset of smooth points of the morphism X → S. A
mark on X/S is a closed subscheme D ⊂ X sm which is finite and e´tale over S. The pair (X/S,D) is
called a marked semistable curve. A stably marked curve is either a pointed stable curve (X/S;xi)
in the sense of [19] or a marked semistable curve (X/S,D) which becomes a pointed stable curve
after an e´tale base change S′ → S. By an algebraic stack we mean an algebraic stack in the sense
of Deligne–Mumford [5].
1 Complete Hurwitz spaces
The goal of this section is to define arithmetic compactifications of Hurwitz spaces for G-covers.
For a given Hurwitz space H , such a compactification H¯ should be a proper model of H over
Z whose points in positive characteristic correspond to the reductions of the covers which are
parameterized by H . To make this precise, one first has to give the definition of the reduction of
a G-cover. This is done in Section 1.1.
Our definition of the complete Hurwitz space for G-covers essentially follows the approach
of [1]. We let H¯ be the closure of the moduli stack of G-covers inside a bigger moduli stack
parameterizing certain maps between stably marked curves. Then we define H¯ as the coarse
moduli space associated to H¯. This is the content of Section 1.2. Section 1.3 discusses a technical
problem that arises from our definition. The reader who is not interested in this abstract approach
may wish to skip these two sections.
1.1 Reduction of G-covers
In this section we give some terminology and recall some general facts concerning the reduction
of G-covers to positive characteristic. We closely follow [24], §2. However, our definition of the
model of a G-cover is not exactly the same as Raynaud’s. Also, since we allow the bottom curve
to degenerate, we have to consider a slightly more general situation than in [24], §2.
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Definition 1.1.1 Let K be a field and G a finite group. A G-cover defined over K is a finite
separable morphism f : Y → X of smooth projective and geometrically irreducible K-curves
together with an isomorphism G ∼= Aut(Y/X) such that |G| = deg f . We say that a G-cover f is
tame if it is tamely ramified.
Throughout this section, we assume the following situation. Let R be a complete discrete
valuation ring with quotient field K of characteristic zero, and residue field k = k¯ of characteristic
p > 0. Let fK : YK → XK be a G-cover defined over K (fK is automatically tame). Write
x1,K , . . . , xr,K ∈ XK(K¯) for the branch points and y1,K , . . . , yn,K ∈ YK(K¯) for the ramification
points of fK . We assume that 2g + r ≥ 3, where g is the genus of XK .
We would like to define a model of the G-cover fK over the ring R. After replacingK by a finite
extension K ′/K and R by its integral closure in K ′, we may assume that the ramification points
yi,K of fK are K-rational. After a further extension of K, we may assume that the smooth stably
marked curve (YK ; yi,K) extends to a stably marked curve (YR; yi,R) over R, [19]. In particular,
YR is semistable over R and the points yi,K specialize to pairwise distinct, smooth points yi on the
special fiber Y of YR. Since the stably marked model is unique, the action of G on YK extends to
YR. Let XR := YR/G be the quotient scheme and X the special fiber of XR. By [22], Appendice,
XR is again a semistable curve over R. Since the ramification points yi,K specialize to pairwise
distinct smooth points on Y , the branch points xj,K specialize to pairwise distinct smooth points
xj ∈ X . According to [19], the stably marked curve (XK ;xj,K) over K extends to a stably marked
curve (X0,R;x
′
j,R) over R, and we have a well defined contraction morphism XR → X0,R sending
xj,R to x
′
j,R. Let fR : YR → XR and f0,R : YR → X0,R be the natural maps and f : Y → X ,
f0 : Y → X0 the induced maps on the special fibers.
Definition 1.1.2 Let fR : YR → XR and f0,R : YR → X0,R be as above. We call fR : YR → XR
the quotient model and f0,R : YR → X0,R the stable model over R of the G-cover fK .
The quotient model and the stable model of fK exist after a finite extension of K. It is clear
that these models are stable with respect to any further extension of K. In many places it is better
to work with the quotient model, because it is a finite map. However, the stable model is easier to
study the moduli of. Therefore, our definition of a complete Hurwitz space will be based on the
stable model.
Definition 1.1.3
(i) The G-cover fK has (potentially) good reduction if (after a finite extension of K) the special
fiber f : Y → X of the quotient model of fK is a tame G-cover.
(ii) The G-cover fK has (potentially) admissible reduction if (after a finite extension of K) the
special fiber f : Y → X of the quotient model of fK is a tame admissible cover. By this we
mean that f is finite, separable, tamely ramified over the smooth locus X sm and has tame
admissible ramification over the ordinary double points of X , see [13], §4, or [25], where such
a cover is called kumme´rien.
(iii) The G-cover fK has bad reduction if it does not have potentially admissible reduction.
For the rest of this subsection we will omit the word “potentially” and assume that K is chosen
such that the quotient and stable model exist over R. Note that fK has good reduction if and
only if it has admissible reduction and XR is smooth over R. If fK has admissible reduction then
XR = X0,R, i.e. quotient and stable model are the same.
Let W be a component of X . We call W an original component if it is the strict transform of
a component of X0 (otherwise, the map X → X0 contracts W ). We will say that f is separable
over W if for one (and therefore for all) components Z of Y above W the restriction f |Z : Z →W
is a separable morphism. Equivalently, the inertia group of Z (the group of elements of G acting
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trivially on Z) is trivial. Proposition 1.1.4 below extends [24], Corollaire 2.4.9, to our situation,
which includes admissible reduction. The proof is essentially the same, with [25], The´ore`me 3.2,
as additional ingredient.
Proposition 1.1.4 The G-cover fK has admissible reduction if and only if f is separable over the
original components of X .
From Proposition 1.1.4 we can deduce the following well known fact.
Corollary 1.1.5 Assume that the order of G is prime to the characteristic of k. Then fK has
potentially admissible reduction. If in addition the branch points xj,K of fK specialize to pair-
wise distinct points on the special fiber of a smooth model of XK , then fK has potentially good
reduction.
The following example plays a central role in this paper.
Example 1.1.6 Let R and K be as before. Choose four R-rational points x1, . . . , x4 on P
1 such
that xi 6≡ xj (m), where m ✁ R is the maximal ideal. Then (P1R;xi) is a smooth, stably marked
curve over R. Let G be the dihedral group of order 2p, where p is an odd prime, equal to the
residue characteristic of R. Let fK : EK → P1K be a G-cover branched only in the 4 points xi, with
ramification of order 2. We have 4p ramification points yi,j on EK , where 1 ≤ i ≤ 4, 1 ≤ j ≤ p
and fK(yi,j) = xi. The curve EK has genus 1. After extending K we may assume that the yi,j are
K-rational. Choosing e.g. y1,1 as the origin gives EK the structure of an elliptic curve. Moreover,
fK can be written as the composition
fK : EK
p
−→ E′K
2
−→ P1K
of a p-cyclic isogeny of elliptic curves and a cyclic cover of degree 2. The cover fK extends to a
finite flat morphism fR : ER → P1R. Moreover, ER is an elliptic curve and fR factors through an
isogeny πR : ER → E′R.
There are two cases to consider. First, πR might be e´tale. In this case, the ramification points
yi,j extend to disjoint sections yi,j : SpecR → ER and f : ER → P1R is tamely ramified along the
sections xi : SpecR → P1R. In other words, fK has good reduction. Now assume that πR is not
e´tale. Then its restriction π : E → E′ to the special fiber is purely inseparable, and for fixed i the
p points yi,j , j = 1, . . . , p specialize to the same point of E. We see that (ER; yi,j) is not a stably
marked curve. Let (ZR; yi,j) be the extension of (EK ; yi,j) to a stably marked curve over R and
qR : ZR → ER the contraction morphism. We can identify E with its strict transform in ZR. The
special fiber Z of ZR has exactly 5 components E, Z1, . . . , Z4. For i = 1, . . . , 4, the curve Zi is
smooth and of genus 0, connected to E in one point and contains the specialization of the points
yi,j for j = 1, . . . , p. Let XR := ZR/G be the quotient. The special fiber X := XR ⊗R k has 5
componentsX0, . . . , X4. In fact, X0 is the original component, and for i = 1, . . . , 4, the component
Xi is the image of Zi and contains the specialization of xi. The restriction of f : Z → X to Xi is
a G-cover Zi → Xi ramified in two points, with ramification of order 2 and 2p (so it is not tame).
1.2 Complete Hurwitz stacks
In this section we define the concept of a complete Hurwitz stack, following the idea of [1]. Since
there are many different versions of Hurwitz stacks, we do this first in detail for one specific kind,
namely for Hin[r](G), the inner Hurwitz stack for G-covers of genus 0 curves with unordered branch
points. Then we define several variants of the above. In Section 1.2.4 we look at Hurwitz spaces
as coarse moduli spaces.
In this paper we only consider Hurwitz spaces for Galois covers. Moreover, the target curve of
the cover will always be of genus 0 and is considered “up to isomorphism”. Thus, we only consider
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“reduced” Hurwitz spaces in the terminology used by Fried [8]. The genus zero assumption is made
only to simplify the notation. It is easy to extend all our definitions to nonreduced Hurwitz spaces.
It seems much less trivial to do the same for Hurwitz spaces parameterizing non-Galois covers. For
instance, in [1] a completion of the classical Hurwitz stack for simple covers is constructed, using
the moduli space of stable maps as an ambient space. This construction is more involved than the
one we give here. Another problem, discussed in [1], Section 4.1, is that “taking quotients by finite
groups does not commute with base change”. Therefore, the method proposed in [2] of studying
complete moduli of non-Galois covers by going to the Galois closure probably does not work very
well with our definition of complete Hurwitz stacks. A related problem is discussed in Section 1.3.
1.2.1 The ambient stack Let (X/S,C) and (Y/S,D) be stably marked curves, defined over
the same scheme S. A morphism of stably marked curves is an S-morphism f : Y → X such that
f(D) ⊂ C. To ease notation, we will usually write X and Y instead of (X/S,C) and (Y/S,D).
We fix an integer r > 0 and let S[r] be the following category. Objects of S[r] are morphisms
f : Y → X between stably marked curves such that X has genus 0 and is stably r-marked. A
morphism between an S-object f : (Y,D) → (X,C) and an S′-object f ′ : (Y ′, D′) → (X ′, C′) of
S[r] consists of a Cartesian diagram
Y ′ −−−−→ Y
f ′
y fy
X ′ −−−−→ Xy
y
S′ −−−−→ S
(1)
such that D′ = D ×S S′ and C′ = C ×S S′. It is clear that S[r] is a stack.
Let G be a finite group and S in[r](G) the following category. Objects of S
in
[r](G) (over a scheme
S) are pairs (f, σ), where f : Y → X is an object of S[r] defined over S and σ : G→ Aut(Y/X) is
an action of G on Y commuting with f such that the induced action on every geometric fiber of
f is faithful (equivalently, σ induces a closed immersion σ˜ : GS →֒ Aut(Y/X) of group schemes).
Mostly we will omit the map σ and simply write f : Y → X for an object of S in
[r]
(G). A morphism
between two objects f ′ : Y ′ → X ′ and f : Y → X of S in[r](G) is an S[r]-morphism (1) such that the
top arrow Y ′ → Y is G-equivariant. Again it is clear that S in
[r]
(G) is a stack.
Proposition 1.2.1 The stacks S[r] and S in[r](G) are algebraic, separated and locally of finite type
over Z.
Proof: The stack M¯g,[n] classifying stably n-marked curves of fixed genus g is algebraic, sepa-
rated and of finite type over Z. A standard Hilbert scheme argument (see e.g. [20], Chap. 0.5)
shows that S[r] is algebraic, separated and locally of finite type over Z. Let f : Y → X be an
object of S[r] defined over a scheme S. Since Aut(Y/X) is a finite S-group scheme, the functor
HomS(GS ,Aut(Y/X)) is represented by a finite S-scheme. It is clear that the natural morphism
S ×S[r] S
in
[r](G) →֒ HomS(GS ,Aut(Y/X)) is a locally closed immersion. Therefore, the forgetful
morphism S in
[r]
(G) → S[r] is relatively representable, separated and of finite type. This completes
the proof of the proposition. ✷
1.2.2 The complete inner Hurwitz stack Let r and G be as before. We define the Hurwitz
stack Hin[r](G) as follows. Objects of H
in
[r](G) over a scheme S are morphisms f : Y → X between
smooth S-curves, together with an action of G on Y , commuting with f , such that the following
holds. The curve X/S has genus 0 and the geometric fibers of f are tame G-covers (see Definition
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1.1.1) with exactly r branch points. Morphisms in Hin
[r]
(G) are Cartesian diagrams of the form (1)
such that the top horizontal arrow is G-equivariant. We call an object f : Y → X of Hin[r](G) a
tame G-cover, defined over S. It is proved e.g. in [29] that Hin
[r]
(G) is an algebraic stack, smooth
and of finite type over Z.
Let f : Y → X be an S-object of Hin[r](G). Then f is finite and tamely ramified along a divisor
C ⊂ X which is finite e´tale of degree r over S. Hence (X/S,C) is a (smooth) stably r-marked
curve. Moreover, (Y/S,D) is a (smooth) stably marked curve, where D := f−1(C) ⊂ Y is the
(reduced) inverse image of C. Therefore, we obtain a natural monomorphism
Hin
[r]
(G) →֒ S in
[r]
(G),(2)
identifying Hin[r](G) with a full subcategory of S
in
[r](G). We will show in Proposition 1.2.4 below
that (2) is a locally closed immersion. Note however that we do not need this fact to make the
following definition.
Definition 1.2.2 The complete Hurwitz stack H¯in
[r]
(G) is the closure of Hin
[r]
(G) inside S in
[r]
(G) (i.e.
the smallest closed substack of S in[r](G) containing H
in
[r](G) as a full subcategory).
Proposition 1.2.1 shows that H¯in[r](G) is an algebraic stack, separated and locally of finite type
over Z. Let k be an algebraically closed field and f : Y → X an object of H¯in[r](G) defined over
k. Choose an e´tale neighborhood U → H¯in
[r]
(G) of the point s : Spec k → H¯in
[r]
(G) corresponding
to f and let η : SpecK → U be a generic point of some irreducible component of U . By [14],
Exercise II.4.11, η extends to a morphism ηR : SpecR → U , where R is a discrete valuation
ring of K with residue field k, and the restriction of ηR to the special point is equal to s. The
morphism SpecR → H¯in[r](G) corresponds to an R-object fR : YR → XR of H¯
in
[r](G) with special
fiber f : Y → X . Since Hin
[r]
(G) is dense in H¯in
[r]
(G), the generic fiber fK : YK → XK of fR
is actually an object of Hin[r](G), i.e. a tame G-cover. Moreover, K has characteristic 0. We are
essentially (modulo taking the completion of R) in the situation of Section 1.1. It is clear that
fR : YR → XR is the stable model of the G-cover fK . In particular, fK has good reduction if and
only if f is an object of Hin[r](G). We say that f is a bad cover if fK has bad reduction (Definition
1.1.3). By Proposition 1.1.4, f is a bad cover if and only if some irreducible component of Y has
a nontrivial inertia group (with respect to the action of G).
Lemma 1.2.3 There is a unique closed reduced substack H¯in
[r]
(G)bad ⊂ H¯in
[r]
(G) characterized by
the following property. For an algebraically closed field k, a k-object f : Y → X of H¯in[r](G) is a
bad cover if and only if it is an object of the substack H¯in[r](G)
bad.
Proof: By [14], Lemma II.4.5, it suffices to show that the subset of bad covers is stable under
specialization. More precisely, let R be a discrete valuation ring and fR : YR → XR an object of
H¯in[r](G) defined over R. Assume that the generic fiber fK : YK → XK of fR is a bad cover. We
have to show that the special fiber f : Y → X is a bad cover, too. As remarked above, fK (resp.
f) is a bad cover if and only if some irreducible component of YK (resp. Y ) has a nontrivial inertia
group. Clearly, this property is stable under specialization. ✷
By the lemma, H¯in
[r]
(G)adm := H¯in
[r]
(G) − H¯in
[r]
(G)bad is a dense open substack of H¯in
[r]
(G). The
discussion before Lemma 1.2.3 shows that the geometric points of H¯in[r](G)
adm correspond to tame
admissible covers f : Y → X over k which arise as the reduction of tame G-covers. It follows that
an object f : Y → X of H¯in
[r]
(G)adm (defined over an arbitrary scheme S) lies in the full subcategory
Hin[r](G) if and only if X/S is smooth. Since smoothness of X/S is an open condition on S, H
in
[r](G)
is an open substack of H¯in
[r]
(G)adm, and hence an open substack of H¯in
[r]
(G).
Proposition 1.2.4 The algebraic stack H¯in[r](G) is reduced, proper and of finite type over Z and
contains Hin
[r]
(G) and H¯in
[r]
(G)adm as dense open substacks.
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Proof: It only remains to show that H¯in
[r]
(G) is reduced and proper. We know that the dense
open substack Hin[r](G) is reduced, therefore H¯
in
[r](G) is reduced as well. To prove properness, we
apply [12], Corollaire 7.3.10. We are immediately reduced to the following situation. Let R be a
complete discrete valuation ring with residue field k = k¯ of characteristic p and quotient field K of
characteristic 0. Let fK : YK → XK be an object of H
in
[r](G), i.e. a G-cover. This is the situation of
Section 1.1. After a finite extension of K, fK has a stable model fR : YR → XR over R (Definition
1.1.2). Obviously, fR is an object of S in[r](G). Therefore, fR is an object of H¯
in
[r](G), by Definition
1.2.2. This proves that H¯in
[r]
(G) is proper. ✷
The stack Hin[r](G) is called the inner Hurwitz stack for G-covers with r (unordered) branch
points. We will say that the stack S in
[r]
(G) is the ambient stack of Hin
[r]
(G). We will call the stack
H¯in
[r]
(G) the completion of Hin
[r]
(G).
Remark 1.2.5 It is easy to check that the stack H¯in
[r]
(G)adm can be identified with the compacti-
fication of Hin
[r]
(G) constructed in [29] or [2]. It follows from loc.cit. that H¯in
[r]
(G)adm is smooth over
Z and proper over Z[1/|G|].
Variant 1.2.6 Let Hab
[r]
(G) be the stack whose objects are S-morphisms f : Y → X which are
locally on S tame G-covers. More precisely, after an e´tale localization S′ → S, there exists an
action of G on Y such that f : Y → X becomes an object of Hin[r](G). We call H
ab
[r](G) the absolute
Hurwitz stack for G-covers with r (unordered) branch points, see also [10]. We embed Hab
[r]
(G)
into an ambient stack Sab[r](G). Objects of S
ab
[r](G) are pairs (f,G), where f : Y → X is an object
of S[r] defined over a scheme S and G ⊂ Aut(Y/X) is an e´tale subgroup scheme which becomes
isomorphic to the constant S-group scheme GS after an e´tale localization of S. We define the
completion H¯ab[r](G) as the closure of H
ab
[r](G) inside S
ab
[r](G).
Variant 1.2.7 Let Hinr (G) and H
ab
r (G) be the inner resp. absolute Hurwitz stack for G-covers
with r ordered branch points. We can embed Hinr (G) into an ambient stack S
in
r (G). Objects of
S inr (G) are objects f : Y → X of S
in
[r](G) together with r sections x1, . . . , xr : S → X such that
C = ∪ixi(S) is the mark of the stably marked curve X . We define the completion H¯inr (G) as the
closure of Hinr (G) inside S
in
r (G). Similar for H¯
ab
r (G).
We obtain a diagram
H¯inr (G) −−−−→ H¯
in
[r]
(G)y
y
H¯abr (G) −−−−→ H¯
ab
[r](G).
(3)
The vertical arrows in (3) are principal Aut(G)-bundles, the horizontal arrows are principal Sr-
bundles. All stacks in (3) are algebraic, reduced and proper and of finite type over Z.
1.2.3 Complete Hurwitz stacks for a given type With G and r as before, let C =
(C1, . . . , Cr) be an r-tuple of conjugacy classes of G. We denote by Q(C) ⊂ Q(ζn) the field
generated by the values χ(τ), where χ runs over all irreducible characters of G and τ ∈ Ci, for
i = 1, . . . , r. In other words, Q(C) is the minimal number field over which every class Ci becomes
rational. Let us make a “choice of nth root of unity over Q(C)”, i.e. we choose an orbit under
Gal(Q¯/Q(C)) of primitive nth roots of unity, see [27], Section 8.2.1. Let Λ ⊂ Q(C) be a Dedekind
domain with fraction field Q(C). We define an open substack
Hinr (C)Λ ⊂ H
in
r (G) ⊗Z Λ,(4)
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corresponding to G-covers with inertia type C. To be more precise, let f : Y → (X ;xi) be an
object of Hinr (G)⊗Λ, defined over an algebraically closed field k. We say that f has inertia type C
if Ci is the conjugacy class associated to the branch point xi (with respect to a canonical choice of
mith root of unity, induced by the natural map Λ→ k), compare [28], Section 2.2.1. An object of
Hinr (G) ⊗ Λ, defined over an arbitrary scheme S, is said to have inertia type C if all its geometric
fibers have inertia type C. We define the completion H¯inr (C)Λ as the closure of H
in
r (C)Λ inside
S inr (G)⊗Z Λ. Clearly, H¯
in
r (C)Λ is an algebraic stack, proper and of finite type over Λ. If the choice
of Λ is understood, we will omit it from the notation, and we say that H¯inr (C) is defined over Λ,
or that Λ is the domain of definition of H¯inr (C).
In a similar way, we can define further variants of complete Hurwitz stacks: H¯abr (C), H¯
in
[r](C)
and H¯ab[r](C). The domains of definition of these stacks are Dedekind domains whose fraction fields
are suitable subfields of Q(C). For instance, H¯in[r](C) can be defined over the ring of integers of the
smallest field over which C as a tuple is rational, compare [28], Definition 3.15.
1.2.4 Complete Hurwitz spaces as coarse moduli spaces Let H¯ := H¯inr (C) be the com-
plete Hurwitz stack over Λ, as defined in Section 1.2.3. We denote by H¯ := H¯ inr (C) the associated
coarse moduli space, and call it the complete Hurwitz space over Λ for G-covers with inertia type
C. By construction [18], H¯ is an algebraic space, proper and of finite type over Λ, and contains
the usual Hurwitz space H = H inr (C) as a dense open subspace. Actually, H is a scheme and is
smooth over Λ, see [29]. We define a closed subspace H¯bad as the image of the natural morphism
H¯bad → H¯ . Thus, H¯adm := H¯ − H¯bad is the coarse moduli space associated to H¯adm = H¯ − H¯bad
and contains H as a dense open subset. According to [29], H¯adm is a normal scheme.
Let H¯ → M¯0,r be the natural forgetful morphism. It is known that M¯0,r is represented by a
smooth projective scheme over Z, see [11]. By the universal property of the coarse moduli space,
we obtain a morphism H¯ → M¯0,r.
Proposition 1.2.8 Assume that the complete Hurwitz stack H¯ is normal and that the forgetful
morphism H¯ → M¯0,r ⊗ Λ is relatively representable and finite. Then the complete Hurwitz space
H¯ is a normal scheme, finite over M¯0,r ⊗ Λ.
Proof: If H¯ is normal and H¯ → M¯0,r⊗Λ finite, then the coarse moduli space H¯ is the normalization
of M¯0,r ⊗ Λ in H , see [6], Proposition IV.3.10. This proves the proposition. ✷
Variant 1.2.9 In the same manner, we define complete Hurwitz spaces H¯ in
[r]
(G), H¯abr (G), etc.
Proposition 1.2.8 applies as well. There are natural maps between all these variants. For instance,
diagram (3) induces an analogous diagram of finite morphisms between algebraic spaces. But
unlike the maps in (3), these maps are in general not e´tale.
1.3 Quotient model versus stable model
Let us fix a finite group G and an integer r ≥ 0. Let H¯ := H¯inr (G) be the complete inner Hurwitz
stack defined in Section 1.2. In Section 1.1 we have defined two different models of a G-cover
fK : YK → XK , where K is a complete discrete valued field: the quotient model fR : YR → XR
and the stable model f0,R : YR → X0,R. The definition of H¯ was made such that the stable model
f0,R : YR → X0,R of the G-cover fK is an object of H¯. One drawback of the stable model is that
it is in general not a finite map. Over the discrete valuation ring R, one can recover the quotient
model from the stable model by taking the quotient scheme XR := YR/G. The problem is that
taking quotients does not commute with arbitrary base change. So it is not clear how to define
a quotient model of an object f0 : Y → X0 of H¯ over an arbitrary scheme S. In this section we
propose a definition that works well when S is either the spectrum of an algebraically closed field
or a normal scheme S with function field of characteristic 0. This will be enough for our purposes.
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Definition 1.3.1 Let S be a scheme and f0 : Y → X0 an object of H¯ defined over S. Let
f : Y → X be a finite morphism between marked semistable curves commuting with the action of
G on Y . We say that f is a quotient model of f0 if f0 is the composition of f with an S-morphism
X → X0 and if for every geometric fiber fs : Ys → Xs of f the following holds.
(i) The natural morphism Ys/G→ Xs induces a bijection on geometric points.
(ii) Let Yi be a component of Ys and Xi the component of Xs under Yi. Then the degree of Yi
over Xi is equal to the order of the stabilizer D(Yi) ⊂ G of Yi.
Proposition 1.3.2 Let S be either the spectrum of an algebraically closed field k or a normal
scheme, generically of characteristic 0. Let f0 : Y → X0 be an object of H¯ over S. Then there
exists a unique quotient model f : Y → X of f0.
Proof: Let us first assume that S is a normal scheme, generically of characteristic 0. We may
assume that S = SpecR is local, with algebraically closed residue field k. The generic fiber
fK : YK → XK is an admissible cover. In particular, fK is a quotient model of itself. Let
X := Y/G. It follows from [4], Proposition 4.2, and [17], Corollary A.7.2.2, that f : Y → X
is a quotient model of f0. To show that it is unique, suppose we have another quotient model
f ′ : Y → X ′ of f0. Since f ′ commutes with the action of G on Y , there exists a morphism
κ : X → X ′ of S-schemes such that κ ◦ f = f ′. We claim that κ is an isomorphism of X0-schemes.
Since X and X ′ are flat over S and κ is the identity on the generic fiber, it suffices to prove that
the restriction of κ to the special fiber is an isomorphism of X0-schemes. Hence we have reduced
the proposition to the case S = Spec k. Let us now prove this case. We have seen before that every
k-object f0 : Y → X0 of H¯ is the reduction of a G-cover fK : YK → XK , where K is the quotient
field of a discrete valuation ring R with residue field k. Therefore, the special fiber f : Y → X
of the quotient model of fK is a quotient model of f0. It remains to prove its uniqueness. The
quotient X ′ := Y/G is a semistable curve over k and the natural map X ′ → X is a bijection on
geometric points, by assumption. Let Yi be a component of Y and Xi resp. X
′
i the component of
X resp. of X ′ under Yi. It follows from [14], Proposition IV.2.5, that Xi is the nth Frobenius twist
(X ′i)
Fn of X ′i, where p
n is the order of the inertia group I(Yi) ⊂ G of Yi. Clearly, this characterizes
the map X ′ → X and hence the quotient model f : Y → X uniquely. ✷
2 Semistable reduction
In this section the notations and conventions are as in Section 1.1. Let us recall them briefly. Let
R be a complete discrete valuation ring with quotient field K of characteristic zero and residue
field k = k¯ of characteristic p. Let fK : YK → XK be a G-cover of smooth curves defined over
K. Let g = g(XK) and r the number of branch points of fK . Let fR : YR → XR be the quotient
model of fK defined in Definition 1.1.2. Write f : Y → X for its special fiber. The branch points
of fK specialize to distinct points x1, . . . , xr of the smooth locus of X . Let mi be the ramification
index of xi in fK . Recall that we also defined a different model for fK , called the stable model
f0,R : YR → X0,R. It is obtained from fR by composing with a contraction map XR → X0,R.
We will determine the structure of the reduction f : Y → X in case the cover fK has bad
reduction, under suitable assumptions (Condition 2.2.2 below). All results of this section rely on
the results of [23] and [24]. Results from these papers are recalled very briefly and the reader is
referred to these papers for more details.
Condition 2.2.2 plays an essential role in the rest of the paper. It will enable us to compute the
structure of f : Y → X . Most importantly, we will assume that the normalizer of a p-Sylow group
P of G is a dihedral group. We will define an auxiliary cover g : Z → X . The condition on the
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normalizer NG(P ) will imply that this auxiliary cover is equivariant under a (dihedral) subgroup
of NG(P ). In Section 3 we will relate the deformation theory of f to the deformation theory of g.
In Section 2.1 we will recall some results on inertia and decomposition groups of points and
components of Y . In Section 2.2 a technical lemma is proved. This enables us to extend some
constructions and notations from [24] to the case that X0 is not smooth in Section 2.3. In Section
2.4 we show that f : Y → X has a fairly simple structure, which we call modular reduction. In
Section 2.5 we study the reduction of the degenerate covers in characteristic zero, i.e. the covers
corresponding to cusps of the Hurwitz space.
2.1 Inertia and decomposition groups
Lemma 2.1.1 A singular point of Y maps to a singular point of X , i.e. G acts on Y without
inversions.
Proof: The ramification points yi,K specialize to distinct smooth points of Y , by construction. It
follows from [24], Proposition 2.3.2.b, that there are no inversions. ✷
Note in particular that the above lemma implies that the irreducible components of Y do not
intersect themselves. For an irreducible component Z of Y , we denote by I(Z) its inertia group,
and D(Z) its decomposition group. Analogously, for a closed point y of Y , we will write I(y) for
its inertia group I(y). It is equal to the decomposition group of y, since k is algebraically closed.
Lemma 2.1.2 (a) Let Z be an irreducible component of Y . Then I(Z) is a p-group and a
normal subgroup of the decomposition group D(Z).
(b) Let yR : Spec(R) → YR be a section whose image is contained in the smooth locus of YR.
Let Z be the irreducible component of Y on which y := yR ⊗ k lies. Write m = pαn,
with gcd(n, p) = 1, for the ramification index of yK in f . Then I(Z) is normal in I(y) and
I(y)/I(Z) is cyclic of order n.
(c) Any branch point xi,K of fK whose ramification index mi is prime-to-p, specializes to a
component of X over which f is separable.
Proof: Part (a) and (b) follow from [23], Lemme 6.3.3. Let xi,R be a branch point such that
the ramification index mi of xi,K is prime-to-p. Suppose it specializes to a component W of X
over which f is inseparable. Then the inertia group of any component Z of Y mapping to W is
nontrivial. Hence xi := xi,R ⊗ k will be branched of order pami with a > 0, by Part (b). This is
in contradiction with the assumption that the ramification points specialize to distinct points on
Y . This proves (c). ✷
Lemma 2.1.3 Let y be a singular point of Y . Let Z1, Z2 be the two irreducible components of Y
passing through y.
(a) The inertia group I(y) is an extension of a cyclic group of order prime-to-p by a p-group.
(b) The groups I(Z1) and I(Z2) are normal subgroups of I(y) and <I(Z1), I(Z2)> is the p-Sylow
group of I(y).
Proof: Part (a) follows from [24], Proposition 2.3.2.a, since G acts without inversions. Part (b)
is proved analogous to [23], Lemme 6.3.6.iii. The assumptions in that lemma differ from the
assumptions in the present case, but the proof goes through. ✷
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2.2 First properties
We will suppose now that fK : YK → XK is a G-cover branched at four points x1, . . . , x4, where
XK has genus zero. Let mi be the ramification index of a point above xi. We suppose that fK
has bad reduction, and denote by f : Y → X the special fiber of the quotient model of fK .
Notation 2.2.1 Let U be the union of the components W of X such that f is inseparable over
W . Let P be a p-Sylow group of G. We denote by NG(P ) the normalizer of P in G and by CG(P )
the centralizer of P in G.
Condition 2.2.2 In the rest of the paper we will assume the following conditions to hold:
(a) p 6= 2, (c) p|| |G|,
(b) m1, . . . ,m4 prime-to-p, (d) NG(P ) is a dihedral group.
Example 2.2.3 Here are some examples of groups for which Condition 2.2.2.(d) is satisfied. Let
G = PSL2(ℓ
α), where ℓ > 2 is a prime. Suppose that p 6= ℓ is a prime exactly dividing |G| =
(ℓα− 1)ℓα(ℓα+1)/2. Then NG(P ) is a dihedral group of order ℓα−1 or order ℓα+1, [15], Abschnitt
II.8. Special cases are G = PSL2(5) = A5 and G = PSL2(9) = A6.
Recall that there is a map X → X0 which contracts some components; the strict transforms
of the components of X0 in X are called the original components. Since we assumed that r = 4,
there are two possibilities for X0: it can be smooth or not. In case X0 is singular, it will consist of
two genus zero components which meet in a unique point. We will call these components W1 and
W2 and will also write W1,W2 for their strict transform in X . Similarly, we will write X0 for the
strict transform of X0 in X , in case X0 is smooth.
Suppose X0 is not smooth. Since X0 is stably marked, there will be exactly two branch points
specializing to each of the componentsWi. In X the two componentsW1 andW2 are connected by
a chain of P1’s, since the dual graph of X is a tree. Let Λ the union ofW1, W2 and the components
connecting the two. We will say that a component W of X is a tail if it is not contained in Λ and
meets the rest of X in a unique point.
In case X0 is smooth we just put Λ = {X0}. The definition of tail then becomes the usual
definition of tail, i.e. one views the dual graph of X to be oriented from X0.
Lemma 2.2.4 Suppose that fK has bad reduction. Let W be an irreducible component of X .
Then f |W is separable if and only if W is a tail.
In case X0 is smooth, the statement of this lemma is the same as [24], Lemme 3.1.2, except
that the model we are looking at is slightly different from the one considered in that paper. The
definition of tail is made in such a way that f will be separable exactly over the tails of X . The
proof of Lemma 2.2.4 relies on Condition 2.2.2. If one does not assume the condition, it will not
be true in general that f will be exactly separable over the tails. For counter-examples see for
example [1] for p = 2 or [26] for general p.
Proof: We split the proof up in two parts. First we consider the statement of the lemma for
componentsW which are not contained in Λ. Then we show that f is inseparable for all components
contained in Λ.
Let W be a component of X such that f |W is separable and W is not contained in Λ. The
proof of [24], Proposition 2.4.8, carries over to this situation and shows that W is connected to the
rest of X in a single point, i.e. W is a tail.
Now suppose thatW is a tail of X . Let Z be a component of Y which maps toW . In case there
is a branch point specializing toW , the cover is separable overW by Lemma 2.1.2.(c) and Condition
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2.2.2.(b). Suppose there are no branch points specializing to W and Z →W is inseparable. Then
I(Z) is a nontrivial p-group which is a normal subgroup of D(Z). Let Z ′ = Z/I(Z). Since p exactly
divides the order of G, it follows that D(Z)/I(Z) is of order prime-to-p. Then Z ′ → W is Galois
of prime-to-p order and branched at at most one point, hence trivial. Since Z → Z ′ =W is purely
inseparable, Z is a component of Y of genus zero which meets the rest of Y in a single point.
By assumption, there is no ramification point specializing to Z. This contradicts the minimal
character of Y . Hence f |W is separable.
We are now going to prove the lemma for components contained in Λ, i.e. we have to show that
f is inseparable over the components contained in Λ.
Suppose that X0 is smooth. The cover f is inseparable over X0, by Proposition 1.1.4. This
finishes the proof of the lemma for X0 smooth.
Suppose that X0 is singular and suppose that there exists a component of Λ over which f is
separable. Let U be the union of the components of X over which the cover is inseparable. If f
is separable over both W1 and W2, then the reduction is admissible by Proposition 1.1.4. It is no
restriction to suppose that f is inseparable over W1. Let U
′ be the connected component of U
containing W1. The assumption on Λ implies that U
′ does not contain W2. The number of branch
points specializing to U ′ is at most two. Let U¯ ′ be the union of U ′ and the components of X which
are adjacent to U ′.
We orient the dual graph of U¯ ′ starting from W1. Let B
′ be the set of tails of U¯ ′. Let b0 be
the unique component of U¯ ′ on the geodesic connecting W1 and W2 over which f is separable. By
assumption, such a component exist. For b ∈ B′ − {b0}, we say that the corresponding tail Xb
is primitive if one of the branch points specializes to this component. Otherwise, we will call the
tail new. Denote the set of primitive (resp. new) tails by B′prim (resp. B
′
new). The tail Xb of U¯
′
meets the rest of u¯′ in a unique point xb. Let yb be a point of Y mapping to xb. By Lemma 2.1.2,
I(yb) is an extension of a cyclic group of order nb prime-to-p, by a cyclic group of order p. Denote
the conductor by hb, and put σb = hb/nb. Recall that the ramification at yb is wild. This means
that I(yb) is a subgroup of NG(P ). We have assumed (Condition 2.2.2) that NG(P ) is a dihedral
group. It follows from [24], Lemme 1.1.2, that σb ≡ 1/2 (mod Z). In particular, for b ∈ B′, we
have σb ≥ 1/2.
Analogous to [24], Section 3.4, one proves the following vanishing cycle formula:∑
b∈B′new
(σb − 1) = −2 +
∑
b∈B′prim
(1− σb) + (1 − σb0).
(One proves this formula by constructing an “auxiliary cover” Z ′ → U¯ ′ and showing that it can be
lifted to characteristic zero. The vanishing cycle formula follows then from the Riemann–Hurwitz
formula applied to the generic fiber of the lift.) Furthermore, for b ∈ B′new we have that σb−1 ≥ 1/2.
This follows from a genus consideration, [24], Proposition 3.3.5. The inequalities for σb together
with the fact that |B′prim| ≤ 2, implies that
|B′new|
2
≤ −2 +
|B′prim|+ 1
2
≤ −
1
2
.
Which is impossible. This concludes the proof. ✷
Remark 2.2.5 The notation and results used in the above proof will be introduced and explained
in more detail in the next section. The reason for introducing the notation twice is that now that
we proved Lemma 2.2.4, the notation can be simplified considerably.
2.3 The auxiliary cover
In this subsection we will suppose that Condition 2.2.2 is satisfied. Furthermore, we suppose that
the cover fK has bad reduction. We start by introducing some more notation. Similar notation is
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used in the proof of Lemma 2.2.4.
Let B be the set of tails of X . Every tail Xb of X contains a unique singular point xb of X .
Choose a singular point yb of Y mapping to xb and let Yb be the component of Y through yb
which is mapping to Xb. Denote by hb the conductor of Yb → Xb at yb, and by nb the order of
the prime-to-p ramification. Put σb = hb/nb; this is the jump in the higher ramification groups of
D(yb), in the upper numbering.
Let P be a p-Sylow group of G. Let U be the union of all components of X over which f is
inseparable. Let V be any connected component of f−1(U). Let y be a singular point of V and Z1
and Z2 be the components passing through y. By Lemma 2.2.4, the inertia groups I(Z1), I(Z2) are
cyclic of order p, since Z1 and Z2 do not map to tails of X . Therefore, by Lemma 2.1.3, we have
that I(Z1) = I(Z2) and both are equal to the p-part of I(y). Here we use that p exactly divides
the order of G. It follows that all irreducible components of V have the same p-Sylow subgroup of
G as inertia group. Therefore, there is a connected component V of f−1(U) such that I(V ) = P .
We will always assume V to be chosen like this.
As a consequence of Lemma 2.2.4, the construction of auxiliary covers as in [24], Section 3.2,
goes through in our slightly different context. Since our notation differs from the notation of [24],
we will recall the result.
Proposition 2.3.1 There exists a cover gK : ZK → XK which is Galois with group D(V ) and has
a quotient model gR : ZR → XR. It is uniquely characterized by the following properties:
(a) There exists a suitable open Ω ofXR, which containsXb−{xb} for b ∈ B, such that ZR → XR
is tamely ramified over Ω and unramified outside the sections xi (i = 1 . . . 4).
(b) There exists an e´tale neighborhood X ′R → XR of U ⊂ X ⊂ XR such that Y
′
R → X
′
R ≃
IndGD(V )(Z
′
R → X
′
R), where Z
′
R = ZR ×XR X
′
R and Y
′
R = YR ×XR X
′
R.
We call gK the auxiliary cover associated to fK .
Proof: [24], Proposition 3.2.6. ✷
The (special fiber of the) auxiliary cover looks as follows. As above, we let V be a connected
component of f−1(U) with inertia group P . Restricted to U , the auxiliary cover is just V → U .
Let Xb be a tail of X and xb the unique point of Xb which is singular in X ; we may suppose
xb = ∞. Let ∆b be the inertia group of a point yb above xb which lies on V . Then, by the
Katz–Gabber Lemma [16], there exist a cover Zb → Xb unbranched outside 0,∞ and at most
tamely ramified at 0 which locally around ∞, if we induce it up to a G-cover, agrees with Y → X .
Now Z → X |Xb = Ind
D(V )
∆b
(Zb → Xb). Note that by construction, the σb for b ∈ B for the cover
g : Z → X , are the same as for the original cover.
Lemma 2.3.2 For b ∈ Bnew, we have σb − 1 ≥ 1/2.
Proof: This follows from [24], Proposition 3.3.5 and Lemme 1.1.2, and the assumption that NG(P )
is a dihedral group. ✷
The following formula reflects the condition that the genus of Y has to be equal to the genus
of the generic fiber YK . It is proved in [24], Section 3, using the auxiliary cover gR : ZR → XR.
Proposition 2.3.3 (Vanishing cycle formula)
∑
b∈Bnew
(σb − 1) = −2 +
∑
b∈Bprim
(1− σb).
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2.4 Modular reduction
Let fK : YK → XK be a G-cover for which Condition 2.2.2 holds. In this subsection we will
show that fK has either good reduction or modular reduction. Essentially, the property of having
modular reduction means that the auxiliary cover introduced in the previous section is a cover
ZK → P1K with Galois group a dihedral group and ramification of order 2 as discussed in Example
1.1.6.
Definition 2.4.1 Suppose fK has bad reduction. We will say that fK has modular reduction if
the following conditions are satisfied.
(a) The curve X has four primitive tails and no new tails. Every irreducible component of X is
either an original component or a tail.
(b) Let E be a connected component of f−1(X0). Then D(E) is a dihedral group of order 2N
for some N divisible by p.
(c) Let Xb be a tail of X . Let xb be the unique singular point of Xb in X and let yb be a point of
Y mapping to xb. Then the inertia group I(yb) is a dihedral group of order 2p and σb = 1/2.
If fK : YK → XK has modular reduction, then we will say that the special fiber f : Y → X of the
quotient model of fK is of modular type.
The integer N defined above will be called the level of f . This terminology reflects the relation
between f of modular type and modular curves.
Remark 2.4.2 Suppose that fK : YK → XK has modular reduction of level N . The auxiliary
cover gK : ZK → XK corresponding to fK is a Galois cover with Galois group the dihedral group
∆ of order 2N , branched at x1, . . . , x4 of order 2. The reduction g : Z → X is inseparable over
X0; it is separable over the tails. Note that g
−1(X0) may be identified with E in the definition; it
is, after choice of a base point, a generalized elliptic curve.
E E
...
...
...
X0X
Y Z
f g
Figure 2: modular reduction of level N = p
Proposition 2.4.3 Let fK : YK → XK be as before, in particular we suppose that Condition
2.2.2 is satisfied and that fK has bad reduction. Then fK has modular reduction.
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Proof: Suppose that fK has bad reduction. Proposition 2.3.3 implies that
∑
b∈Bnew
σb − 1 = −2 +
∑
b∈Bprim
1− σb.
Recall that σb ≥ 3/2 for b ∈ Bnew and σ ≥ 1/2 for b ∈ Bprim, Lemma 2.3.2. Hence |Bnew|/2 ≤ 0.
This implies that |Bnew| = 0 and σb = 1/2 for b ∈ Bprim. Moreover, all xi specialize to components
over which f is separable, so |Bprim| = 4.
The decomposition group of a singular point yb of Y contains a dihedral group of order 2p, since
σb = 1/2. (It cannot be Abelian, since then σb would be an integer by the Hasse–Arf Theorem.)
Since D(yb) = I(yb) is a cyclic-by-p group, D(yb) is isomorphic to a dihedral group of order 2p.
This proves Part (c) of Definition 2.4.1.
The decomposition group D(V ) is a subgroup of NG(P ) which is a dihedral group, by assump-
tion. Note that D(V ) is not cyclic, since it contains (a conjugate of) the inertia group of some
point yb, which is dihedral. This proves Part (b).
The only thing left to show is the second part of Part (a). Let W be a component of X which is
neither a tail nor an original component and let Z be a component of Y which maps to W . Above
we have shown that there are exactly four tails. This implies that W meets the rest of X in two
points. There is no branch point specializing to W , so the maximal separable subcover Z ′ → W
of Z → W is branched at at most two points. Moreover, IZ is a cyclic group of order p, since W
is not a tail. This implies that the degree of Z ′ → W is prime-to-p, so it is a cyclic cover of P1
branched at two points. But then Z has genus zero and meets the rest of Y in exactly two points.
This contradicts the minimality of Y .
This shows that the cover has modular reduction. ✷
2.5 Reduction of degenerate covers
In this section we will study the reduction behavior of the degenerate covers corresponding to the
cusps of the Hurwitz space. Note that the theory of semistable reduction we developed so far does
not apply here, since we always assumed that the generic fibers of our curves were smooth.
The situation in this section is somewhat different from that in the previous sections. Let R
be a complete discrete valuation ring whose quotient field K is of characteristic zero and whose
residue field k = k¯ has characteristic p. Let (XK ;x1, . . . , x4) be a stably marked K-curve of genus
zero, which we suppose to be singular. Let X1,K and X2,K be the two irreducible components
of XK . Let τ be the singular point of XK . Let fK : YK → XK be an admissible G-Galois
cover ramified at x1, . . . , x4. Let ρ be a point of YK mapping to τ and let Y1,K and Y2,K be the
components of YK passing through ρ, where we suppose that Yi,K maps to Xi,K . Let Gi be the
decomposition group Yi,K . Let Xi,R and Yi,R be the closure of Xi,K and Yi,K in XR. Since H¯in4 (G)
is proper, fK extends uniquely to a map f0,R : YR → X0,R between stably marked curves over
SpecR. Let fi : Yi,R → Xi,R be the corresponding morphism. We will denote the special fibers
of YR, XR, Yi,R, Xi,R by Y,X, Yi, Xi, respectively. The mark C on XR can be written as a union
C = C′1 ∪ C
′
2, where C
′
i is a mark on Xi,R. Let τ be the unique singular point of XK , we denote
its (unique) extension to XR also by τ . Let Ci = C
′
i ∪ {τ}. Let D
′
i be the restriction of the mark
of YR to Yi,R and write Di for the union of D
′
i with the points of Yi,R which are singular in YR.
The next lemma follows immediately.
Lemma 2.5.1 The morphism fi,R : (Yi,R, Di) → (Xi,R, Ci) constructed above is a morphism of
stably marked curves.
The covers fi,K constructed above are covers of a projective line branched at three points. So
for these covers we can apply the criterion for good reduction proved by Raynaud [24]. Actually,
since here we put a stronger condition on G than in [24], we can show that the covers fi,K have
17
good reduction iff p does not divide the ramification indices, Lemma 2.5.2. In other words, the
condition on the field of definition in the Theorem of Raynaud is not needed in this case.
Proposition 2.5.3 is the key result in this section. It describes the reduction of the degenerate
covers to characteristic p. The idea is that we can understand the reduction of such a degenerate
cover, because we understand the reduction of the two three point covers of which it is made.
Proposition 2.5.3 will be used in Section 5 to explicitly describe the bad part of the Hurwitz space.
Lemma 2.5.2 Let fK : YK → XK ∼= P1K be a G-cover branched at three points 0, 1,∞. Suppose
that p exactly divides the order of G and the normalizer of a p-Sylow group of G is dihedral.
Denote the ramification indices of fK by m1,m2,m3. Let fR : YR → XR be the quotient model
corresponding to X0,R = P
1
R. Then fR has good reduction if and only if p ∤ mi for i = 1, 2, 3.
Proof: This follows immediately from the vanishing cycle formula [24], Section 3.4, combined with
the estimates for σb from Lemma 2.3.2. ✷
Proposition 2.5.3 Let fK : YK → XK be as above and let f : Y → X be its reduction. Let n be
the order of the ramification of fK above the singular point τ . We denote by τk the image of τ on
the special fiber. Let ρk be a point on Y above τk.
(a) The cover fK has admissible reduction iff p ∤ n.
(b) The inertia group I(ρk) has order n
(c) If fK has bad reduction, then f is of modular type.
(d) Suppose fK has bad reduction, then n divides the level N of f . Let Z1 and Z2 be the
irreducible components of Y passing through ρk. Then D(Z1) and D(Z2) are dihedral groups
of order 2n.
Proof: The cover f : Y → X is the reduction of a degenerate cover, by assumption. However, there
will be covers representing points in the interior of the Hurwitz stack in characteristic zero which
specialize to f . Therefore, in case fK has bad reduction, f will be of modular type by Proposition
2.4.3. This proves Part (c).
This implies that in case fK has bad reduction, f0 : Y → X0 does not contract any components
to τ . This is clearly also the case if fK does not have bad reduction. Since fi : Yi,R → Xi,R for
i = 1, 2 are flat, we have g(Yi) = g(Yi,K). Moreover, g(Y ) = g(YK). Now
g(Y ) = (|G|/|G1|)g(Y1) + (|G|/|G2|)g(Y2) + 1− |G|/|G1| − |G|/|G2|+ |G|/|I(ρk)|
and
g(YK) = (|G|/|G1|)g(Y1,K) + (|G|/|G2|)g(Y2,K) + 1− |G|/|G1| − |G|/|G2|+ |G|/n.
This shows that |I(ρk)| = n.
Suppose p|n. Then Part (b) of Lemma 2.1.2 implies that the covers fi,K have bad reduction
for i = 1, 2. It follows that fK has bad reduction. Conversely, suppose that fK has bad reduction.
Part (c) implies that fK has modular reduction. In particular it follows that I(Zi) is p-cyclic. Part
(b) of Lemma 2.1.2 implies that p|n.
Suppose that fK has bad reduction. The decomposition groups D(Zi) are subgroups of NG(P ),
since the corresponding inertia groups are nontrivial. Moreover, they contain a dihedral group of
order 2p, by the definition of modular reduction (Definition 2.4.1). It follows that the D(Zi) are
dihedral groups. The maximal separable subcover of Zi → Xi is f ′i : Z
′
i := Zi/I(Zi) → Xi. Note
that f ′i is branched at three points of order 2, 2, n/p hence g(Z
′
i) = 0. It follows that the degree
of f ′i is 2n/p, hence D(Zi) is a dihedral group of order 2n. By definition of the level N of f , the
subgroup of NG(P ) generated by D(Z1) and D(Z2) is a dihedral group of order 2N ; this implies
that n|N . ✷
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3 A Reduction Theorem
In this section we prove a theorem about the structure of H¯ ⊗ Fp, where H¯ is a complete Hurwitz
space for G-covers satisfying Condition 2.2.2. As explained in the introduction, this theorem relies
on, and in some sense extends, the results of Katz and Mazur on the reduction of the modular
curve X1(p). This is somewhat surprising. Like modular curves, the Hurwitz spaces we look at are
curves, defined over small number fields, and arise as quotients of the upper half plane by discrete
subgroups of GL2(Z), see [8]. However, these groups are non-congruence subgroups, in general.
3.1 Statement of the main results
3.1.1 Let G be a finite group, C = (C1, C2, C3, C4) a class vector in G of length 4 and p an
odd prime. We denote by mi the order of the elements of Ci. We assume that Condition 2.2.2
holds, with respect to G, p and mi.
Let K := K(C) ⊂ Q(ζm) be the minimal field over which the classes Ci are rational, see Section
1.2.3. We choose a prime ideal p of K dividing p, and denote by Λ := OK,p its local ring. We let
H¯ := H¯ in4 (C) be the complete Hurwitz space over Λ, as defined in Section 1.2.4. By construction, H¯
is an algebraic space, proper and of finite type over Λ. It contains the Hurwitz space H := H in4 (C)
as a dense open subscheme. The scheme H is smooth over Λ; its generic fiber H⊗K is the reduced
Hurwitz curve studied e.g. in [8].
Let H¯bad ⊂ H¯ be the closed subspace corresponding to bad covers. Since bad covers occur
only in positive characteristic, H¯bad is a closed subspace of H¯ ⊗Fq, where Fq is the residue field of
Λ. The complement H¯adm := H¯ − H¯bad is a dense open subscheme and corresponds to admissible
covers. Let H¯good be the closure of H¯adm ⊗ Fq in H¯ ⊗ Fq. Note that this is an abuse of notation,
since H¯good has nontrivial intersection with H¯bad, in general. There is a natural map H¯ → P1λ⊗Λ.
We say that an F¯p-rational point s of H¯
bad is supersingular if the corresponding value λ(s) ∈ F¯p is
supersingular.
Theorem 3.1.1
(i) The complete Hurwitz space H¯ is a normal scheme of dimension 2. The natural map H¯ →
P1λ ⊗ Λ is finite and flat.
(ii) The subspaces H¯bad and H¯good are smooth projective curves over Fq. They intersect transver-
sally in the supersingular points.
In the rest of Section 3.1 we state a number of results on the local structure of H¯ and explain
how Theorem 3.1.1 can be deduced from them. Let us give a brief outline. On the open subset
H¯adm ⊂ H¯ , Theorem 3.1.1 is known to hold, see [29]. Therefore, it suffices to look at H¯ in a
neighborhood of a point corresponding to a bad cover. Theorem 3.1.2 below describes the universal
deformation ring of such a bad cover. Essentially, this theorem implies that the complete Hurwitz
stack H¯ associated to H¯ is regular and that a version of Theorem 3.1.1 holds for H¯. To finish
the proof of Theorem 3.1.1, we have to study the monodromy action, i.e. the action of the group
of automorphisms of a bad cover on its universal deformation ring. Propositions 3.1.4 describes
this action, and Theorem 3.1.1 follows. Under some extra hypotheses (Condition 3.1.6), we can
improve our results on the monodromy action, and we can actually show that H¯ is regular. The
relevant statement is made in Proposition 3.1.7.
The proofs of Theorem 3.1.2, Proposition 3.1.4 and Proposition 3.1.7 are postponed to Section
3.3.
3.1.2 The universal deformation ring Let H¯ := H¯in4 (C) be the complete Hurwitz stack over
Λ, associated to H¯ , and let H¯bad, H¯good ⊂ H¯ be the closed substacks corresponding to the closed
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subspaces H¯bad, H¯good ⊂ H¯ . We look at the following situation. Let k be an algebraically closed
field of characteristic p and
f0 : Y −→ (X0;xi)
an object of H¯bad, defined over k. In the rest of this section we will mostly write “Y ” instead of
“f0 : Y → (X0;xi)” for this object; we understand that the curve Y is equipped with an action of
the group G, a mark D ⊂ Y and a map f0 to the stably marked curve (X0;xi).
Let RY be the strict complete local ring of H¯ at the k-point corresponding to Y . Let Yuniv
be the object of H¯in4 (C) corresponding to the tautological morphism SpecRY → H¯. By a general
property of algebraic stacks, Yuniv is the universal deformation of Y as object of H¯. This means
the following. Let W (k) denote the ring of Witt vectors over k and Cˆk the category of complete
local Noetherian W (k)-algebras with residue field k. We let Def (Y ) be the functor which assigns
to R ∈ Cˆk the set of isomorphism classes of deformations of Y over R. Then Yuniv defines an
equivalence
Hom
Cˆk
(RY , · )
∼
−→ Def (Y ).
The closed substack H¯bad ⊂ H¯ (resp. H¯good ⊂ H¯) corresponds to a subfunctor Def (Y )bad ⊂ Def (Y )
(resp. Def (Y )good ⊂ Def (Y )), which is represented by a quotient ring RbadY (resp. R
good
Y ) of RY .
We denote by Def (X0;xi) the deformation functor for (X0;xi) as object of M¯0,4 and by RX0
the universal deformation ring. The morphism H¯ → M¯0,4 induces a transformation Def (Y ) →
Def (X ;xi), hence a morphism RX0 → RY . The ring RX0 is of the form RX0 = W (k)[[w]]. For
instance, if X0 is smooth we may assume that X0 = P
1, x1 = 0, x2 = 1, x3 = ∞, x4 = λ0 ∈
k − {0, 1} and w = λ− λ0. We say that Y is supersingular (resp. ordinary) if λ0 is supersingular
(resp. ordinary). If X0 is singular, we will also say that Y is ordinary.
Theorem 3.1.2 The ring RY is regular of dimension 2 and a finite flat extension of RX0 . More-
over, there exists a regular sequence (t, π) for RY such that
(i) RbadY = RY /(π)
∼= k[[t]],
(ii) The induced (finite) morphism RX0 ⊗W (k) k→ R
bad
Y is inseparable of degree p. Its separable
part RX0 ⊗W (k) k → (R
bad
Y )
p ∼= k[[tp]] is tamely ramified (of degree d); if X0 is smooth then
d = 1.
(iii) If Y is ordinary, then p = u πp−1 for a unit u ∈ R×Y and R
good
Y = 0.
(iv) If Y is supersingular, then p = u πp−1, where u ∈ RY is a local equation for H¯in4 (C)
good. More
precisely, RgoodY = RY /(u)
∼= k[[π¯]], and (u, π) is a regular sequence for RY .
In Section 3.2 we will prove this theorem in the case that the group G is dihedral and the
conjugacy classes Ci represent reflections. In this case, the G-cover f : Y → X0 corresponds
essentially to a point on the modular curve X1(N), and Theorem 3.1.2 follows from the results of
[17]. We will prove the general case in Section 3.3.2 by reduction to the dihedral case.
Corollary 3.1.3 The complete Hurwitz stack H¯ is regular of dimension 2. The natural morphism
H¯ → M¯0,4 is finite and flat. The closed substacks H¯bad and H¯good are smooth over Fq, and intersect
transversally in the supersingular point.
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3.1.3 The monodromy action Corollary 3.1.3 together with Proposition 1.2.8 implies Part
(i) of Theorem 3.1.1. To prove Part (ii) of Theorem 3.1.1, we use the general fact that the coarse
moduli scheme is locally the quotient of (an e´tale cover of) the corresponding algebraic stack by a
finite group action. Actually, it suffices to look at the strict complete local rings. Hence we are led
to study the monodromy action of the automorphisms of Y on the universal deformation ring RY .
Let Y be as in Section 3.1.2. We write Autk(Y ) for the group of k-linear automorphisms
of Y , considered as object of H¯. Since (X0;xi) has no nontrivial automorphism, an element
σ ∈ Autk(Y ) is a k-automorphism of Y such that f0 ◦σ = f0 and g ◦σ = σ ◦g for all g ∈ G. By the
universal property of Yuniv, for each σ there exists a unique automorphism γ : RY
∼
→ RY such that
σ lifts to a unique γ-semilinear automorphism σuniv : Yuniv
∼
→ Yuniv. We call γ ∈ AutCˆk(RY ) the
monodromy action of σ. We define themonodromy group Γ of Y as the image of the homomorphism
Autk(Y )→ AutCˆk(RY ). Let Yη¯ be the geometric generic fiber of Yuniv (note that RY is a domain,
by Theorem 3.1.2). Identifying the group of η¯-automorphisms of Yη¯ with CG, the center of G, we
obtain a natural exact sequence
1 −→ CG −→ Autk(Y ) −→ Γ −→ 1.(5)
Let s : Spec k → H¯ be the geometric point of the Hurwitz space corresponding to Y . The strict
complete local ring of H¯ is the ring of Γ-invariants of RY :
OˆH¯,s = R
Γ
Y .(6)
3.1.4 The absolute monodromy action To study the action of Γ on RY , it will turn out to
be useful to enlarge Γ and look at the absolute monodromy group Γab.
Let H¯ab4 (C) be the absolute version of the complete Hurwitz stack H¯. Let us for the moment con-
sider Y and Yuniv as objects of H¯ab4 (C). In other words, we forget the embedding G →֒ Aut(Y/X),
and only retain its image, see Variant 1.2.6. It is still true that Yuniv is the universal deformation
of Y . But we obtain a bigger automorphism group, in general. We denote by Autabk (Y ) the group
of k-automorphisms of Y as object of H¯ab4 (C). An element σ ∈ Aut
ab
k (Y ) is a k-automorphism of
Y such that f0 ◦ σ = f0 and σ ◦ g ◦ σ−1 ∈ G for all g ∈ G. We find that G is a normal subgroup
of Autabk (Y ), and Autk(Y ) is the centralizer of G in Aut
ab
k (Y ). The group Aut
ab
k (Y ) acts on RY ;
this action extends the action of Autk(Y ). We write Γ
ab for the image of Autabk (Y ) in AutCˆk(RY ).
Clearly, Γ ⊂ Γab, and the exact sequence (5) becomes
1 −→ G −→ Autabk (Y ) −→ Γ
ab −→ 1.(7)
Proposition 3.1.4 There exist two characters χbad : Γab −→ F×p and χ
adm : Γab −→ µd (here
µd ⊂ RY denotes the set of dth roots of unity, for d as in Theorem 3.1.2 (ii)) with the following
properties. The parameters t, π ∈ RY in Theorem 3.1.2 can be chosen such that for all γ ∈ Γab
γ(t) = χadm(γ) · t, γ(π) ≡ χbad(γ) · π (mod π2).
Moreover, the homomorphism (χbad, χadm) : Γab −→ F×p × µd is injective.
We will prove this proposition in Section 3.3.3. In the rest of this subsection we will show that
Theorem 3.1.2 and Proposition 3.1.4 together imply Theorem 3.1.1. Since Γ ⊂ Γab, Proposition
3.1.4 holds also for Γ.
The closed subscheme H¯bad ⊂ H¯ is the image of the natural morphism H¯bad → H¯, by definition.
It follows that the strict complete local ring OˆH¯bad,s is the image of the natural morphism R
Γ
Y →
RbadY . By Proposition 3.1.4, the order of Γ is prime-to-p. Therefore, the natural map R
Γ
Y → (R
bad
Y )
Γ
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is surjective, hence OˆH¯bad,s = (R
bad
Y )
Γ, see [17], A 7. Now Theorem 3.1.2 (i) and Proposition 3.1.4
imply
OˆH¯bad,s = (R
bad
Y )
Γ ∼= k[[td
′
]],(8)
where d′|d is the order of χadm(Γ). We have shown that H¯bad is a smooth curve. The same argument
shows that
OˆH¯good,s = (R
good
Y )
Γ ∼=
{
0 if Y is ordinary,
k[[π¯µ]] if Y is supersingular,
(9)
where µ|(p−1) is the order of χbad(Γ). We conclude that H¯good is a smooth curve and that H¯good →
P1λ is ramified of order (p−1)/µ in the supersingular points. Let us assume that Y is supersingular
and denote by H¯ redp (resp. by H¯
red
p ) the closed subscheme (H¯⊗Fp)
red ⊂ H¯ (resp. the closed substack
(H¯⊗Fp)red ⊂ H¯). By Theorem 3.1.2 (iv), H¯redp ×H¯SpecRY = RY /(πu) ∼= k[[π¯, u¯ | π¯u¯ = 0]]. Taking
invariants and arguing as before, we get
OˆH¯redp ,s = (RY /(πu))
Γ ∼= k[[π¯µ, u¯ | π¯µu¯ = 0]](10)
(note that χadm = 1, since X0 is smooth). This completes the proof of Theorem 3.1.1, modulo the
proofs of Theorem 3.1.2 and Proposition 3.1.4.
Translating the statements of Theorem 3.1.2 into geometric properties of the map H¯ → P1λ, we
obtain the following corollary.
Corollary 3.1.5 Let s be the point on H¯bad corresponding to Y .
(i) The natural map H¯bad → P1λ ⊗ Fq is finite, with inseparability degree p. Its separable part
(H¯bad)(p) → P1λ ⊗ Fq is tamely ramified at λ = 0, 1,∞ and e´tale everywhere else. More
precisely, its ramification index in s(p) is equal to [Im(χadm) : µd].
(ii) The natural map H¯good → P1λ ⊗ Fq is tamely ramified at λ = 0, 1,∞ and the supersingular
values of λ, and is e´tale everywhere else. Its ramification index in s ∈ H¯good ∩ H¯bad is
[χbad(Γ) : F×p ] (this happens if and only if Y is supersingular).
(iii) Let ms be the multiplicity of H¯
bad in a neighborhood of s in H¯ ⊗ Fq, i.e. the length of the
Artinian local ring OˆH¯,η/pOˆH¯,η, where η : Spec k((t
d′))→ H¯ comes from equation (8). Then
ms = [χ
bad(Γ) : F×p ].
3.1.5 Regularity We have a better control of the monodromy group Γ, if we assume that —
in addition to Condition 2.2.2 — the following holds.
Condition 3.1.6
(e) The center CG of G is trivial.
(f) Let G′ be a subgroup of G which contains an element of order p and an element of one of
the classes Ci, i = 1, . . . , 4. Then G = G
′.
Proposition 3.1.7 Assume that Condition 3.1.6 holds. Let N be the level of Y . Then χadm|Γ = 1
and
Γ ∼=
{
Z/2 if N = p,
1 if N > p.
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We will prove Proposition 3.1.7 in Section 3.3.4.
Corollary 3.1.8 If Condition 3.1.6 holds, then H¯ is regular.
Proof: It follows from Theorem 3.1.2 and Propositions 3.1.4 and 3.1.7 that RΓY has a regular
sequence (t, π′), where π′ ∼ πµ and µ = 1, 2. ✷
Remark 3.1.9 We do not know of any example in which either H¯ or H¯ab4 (C) is not regular. On
the other hand, the Hurwitz spaces H¯ in[4](C) and H¯
ab
[4](C) behave like modular curves. We have to
replace the λ-line with the j-line. For the special values j = 0 and j = 1728, the monodromy
action may become more complicated then in Proposition 3.1.4. Therefore, H¯ in[4](C) and H¯
ab
[4](C)
are very often not regular. However, Theorem 3.1.1 remains true.
3.2 Dihedral covers and generalized elliptic curves
In this section we show that Theorem 3.1.2 is true in the case the group G is a dihedral group
of order 2N , where p ||N , and C consists of 4 times the conjugacy class of reflections. In order
to prove this, we relate the deformation theory of a bad cover, which arises as the reduction of
a G-cover of type C, to the deformation theory of a generalized elliptic curve endowed with a
certain level structure. Once this is achieved, Theorem 3.1.2 follows from the results of [17] on the
reduction of the modular curve X1(p).
3.2.1 Generalized elliptic curves We start by recalling some definitions from [6], [17] and
[7]. A generalized elliptic curve over a scheme S is a semistable curve E/S of genus 1 together with
a section 0 : S → Esm and an S-morphism + : Esm ×S E → E, verifying the following properties.
The geometric fibers of E/S are either smooth or “n-gons”. The restriction of + to Esm gives
Esm the structure of a commutative group scheme with identity 0. Moreover, Esm acts on E by
“rotation”, see [6], Definition II.1.12. If E/S is smooth of genus 1 and 0 : S → E a section, then
there exists one and only one such group law + : E × E → E, and we call (E, 0) an elliptic curve
over S.
Let A be a finite Abelian group and E/S a generalized elliptic curve. A weak A-structure on
E is a group homomorphism φ : A → Esm(S) such that the Cartier divisor φ(A) :=
∑
a∈A φ(a)
is a subgroup-scheme of Esm. A weak A-structure φ is called an A-structure if φ(A) meets every
irreducible component of every geometric fiber of E/S. The following two examples are classical.
For A = Z/n, an A-structure is called a Γ1(n)-structure. For A = Z/n × Z/n, an A-structure is
called a Γ(n)-structure.
3.2.2 Γ2(N)-structures We fix an integer N > 0 and an odd prime number p such that p ||N .
We define the Abelian group
A := Z/2N × Z/2.
Similarly, we let A′ := Z/2N ′×Z/2, where N = pN ′, and let τ : A→ A′ be the natural projection.
Definition 3.2.1 A Γ2(N)-structure on a generalized elliptic curve E/S is an A-structure φ :
A → E(S), with A as above. We say that φ is e´tale if the subscheme φ(A) ⊂ E is e´tale over S
(equivalently, the induced map φs : A→ Es(K) is injective for all geometric points s : Spec k → S).
We say that φ is p-local if Kerφ ⊂ A has order p.
The following is obvious from [17]:
Remark 3.2.2
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(i) If 2N is invertible on S then φ is e´tale.
(ii) If φ is p-local then S is an Fp-scheme. Moreover, φ = φ
′ ◦ τ , where φ′ : A′ → E(S) is an e´tale
Γ2(N
′)-structure.
Proposition 3.2.3 Let G be a dihedral group of order 2N and f : E → P1K a G-cover, branched in
4 points with ramification index 2. After a finite extension of K, there exists a map φ : A→ E(K),
whose image φ(A) ⊂ Y is the set of ramification points of f , such that (E, φ) is an elliptic curve
with an e´tale Γ2(N)-structure.
Proof: The cover f factors through an e´tale N -cyclic cover π : E → E′, and E and E′ are smooth
projective curves of genus 1. We may assume that all ramification points of f are K-rational. Let
us choose one ramification point 0 ∈ E(K), and set 0′ := π(0). Now we can regard π is an N -cyclic
isogeny between elliptic curves. Moreover, the branch points of f are precisely the points of E lying
above the 2-torsion points of E′. Therefore, the set of branch points is a subgroup of E[2N ](K),
of order 4N , and contains a point of order 2N . It is clear that this subgroup is isomorphic to A.
✷
Consider the exact sequence
0 −→ Z/N −→ A −→ Z/2× Z/2 −→ 0(11)
of Abelian groups, where a ∈ Z/N is send to (2a, 0) ∈ A and (a, b) ∈ A is send to (a¯, b¯). Let
(E, φ) be a generalized elliptic curve with Γ2(N)-structure. The image φ(Z/N) ⊂ E is a subgroup
scheme of Esm, finite and flat over S. Since Esm acts on E, we can form the quotient scheme
E′ := E/φ(Z/N). One checks fiber by fiber that E′/S is again a generalized elliptic curve. Via the
exact sequence (11), E′ is endowed with a Γ(2)-structure φ¯ : Z/2×Z/2→ E′(S). Let [−1] : E′
∼
→ E′
be the canonical involution (see [6], Chapitre II) and X0 := E
′/<[−1]> the quotient. We write
fφ : E → X0 for the natural map. We choose a bijection α : {1, 2, 3, 4} ∼= Z/2 × Z/2 and let
xj ∈ X0(S) be the image of φ¯(α(j)), for j = 1, . . . , 4.
Proposition 3.2.4 Suppose 2 is invertible on S.
(i) The curve (X0;xj) is stably marked, of genus 0.
(ii) If φ is e´tale, then fφ : E → X0 is an admissible cover, ramified of order 2 along the sections
xj . There is a natural G-action on E, where G is dihedral of order 2N , such that X0 = E/G.
If in addition E/S is smooth then fφ is a tame G-cover.
Proof: It suffices to prove the proposition in the case S = Spec k, where k is an algebraically
closed field. Carrying a Γ(2)-structure, E′ is either smooth or a 2-gon. Since [−1] is the identity
on E′[2] ∼= Z/2 × Z/2, the points x1, . . . , x4 ∈ X0 are distinct and smooth. If E is smooth then
X0 ∼= P1k. Otherwise, [−1] restricts to an involution on each component of E
′ and interchanges the
two singular point. In this case, X0 is the union of two projective lines meeting transversally in
one point, and each component of X0 contains two of the points x1, . . . , x4. This proves (i).
We have seen that E′ → X0 is ramified at x1, . . . , x4 of order 2 and e´tale everywhere else.
Assume that E/S is smooth and φ(A) ⊂ E is e´tale. Then π : E → E′ is an e´tale N -cyclic isogeny.
It follows that fφ is a dihedral Galois cover, ramified at x1, . . . , x4 of order 2. In case E is singular,
the map fφ may be ramified in the singular points. However, using the description of the group
law on a Ne´ron polygon given in [6], Chapitre II, one checks that fφ is admissible. ✷
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3.2.3 Deformation Let k be an algebraically closed field of characteristic p. We fix a gen-
eralized elliptic curve E over k and a Γ2(N)-structure φ : A → E(k). We assume that φ is
p-local. Let Def (E, φ) denote the deformation functor classifying isomorphism classes of deforma-
tions (ER, φR) of (E, φ) over complete localW (k)-algebras R with residue field k. Let Def (E, φ)
loc
be the subfunctor corresponding to deformations (ER, φR) where φR is p-local.
Proposition 3.2.5 The functor Def (E, φ) has a universal deformation ring Rφ. The ring Rφ is
regular of dimension 2; there exists a regular sequence (t, π) with the following properties.
(i) The ring Rlocφ := Rφ/(π)
∼= k[[t]] is the universal deformation ring for Def (E, φ)loc.
(ii) If E is ordinary, then p = uπp−1, where u ∈ R×φ .
(iii) If E is supersingular, then p = uπp−1, and (u, π) is another regular sequence for Rφ.
Proof: Let us first assume that E is smooth. We write Def (E, φ|Z/p) for the functor classifying
deformations of E together with the Γ1(p)-structure φ|Z/p. Since A ∼= A
′ × Z/p and the order of
A′ is prime-to-p, the morphism Def (E, φ)→ Def (E, φ|Z/p) that sends (ER, φR) to (ER, φR|Z/p) is
an equivalence. Therefore, if E is smooth, the proposition is a direct consequence of [17], Section
13.5. Namely, the universal deformation ring Rφ can be identified with the strict complete local
ring of the moduli stack M(Γ1(p)) at the point corresponding to (E, φ|Z/p).
It is clear from [7] how to extend this to the general case. Actually, since p ||N , the situation here
is somewhat easier than in [7]. Since φ is p-local, the number of components of E is prime-to-p (more
precisely, if E is singular, the number of components is 2n, where n|N ′). By [6], The´ore`me III.1.2,
the generalized elliptic curve E admits a universal deformation ER0 over R0 =W (k)[[t]]. As in the
smooth case, the morphism Def (E, φ) → Def (E, φ|Z/p) is an equivalence, if we regard φ|Zp as a
weak Z/p-structure. It follows from [17] that Def (E, φ) admits a universal deformation (Euniv, φuniv)
over a ring Rφ. In fact, SpecRφ is a closed subscheme of ER0 [p]
× and Euniv = ER0 ⊗R0 Rφ. We
regard t as an element ofRφ via the natural morphismR0 =W (k)[[t]]→ Rφ. Let us choose a formal
parameter T of Euniv along the 0-section (see [17], Section 2.2.3). The point Puniv := φuniv(2N
′, 0) is
a point of exact order p on Euniv. Since φ is p-local, Puniv|E = φ(2N
′, 0) = 0. Hence we may regard
π := T (Puniv) as an element of Rφ. We claim that (t, π) is a regular sequence for Rφ such that (i),
(ii) and (iii) hold. We have already mentioned that, if E is smooth, this is proved in [17]. If E is
singular, the situation is essentially the same as for E smooth and ordinary, see [7]. Namely, we
may choose T such that ER0 [p]
× = SpecR0[T | Φp(1+T ) = 0 ], where Φp(X) = (Xp−1)/(X−1).
Therefore, Rφ =W (k)[ζp][[t]] and π = ζp − 1. This completes the proof of the proposition. ✷
Let (ER, φR) be a deformation of (E, φ). Following Section 3.2.2 we associate to every deforma-
tion (ER, φR) of (E, φ) a finite map fφR : ER → X0,R and sections x1,R, . . . , x4,R : SpecR→ X0,R
such that (X0,R;xj,R) is a stably marked curve of genus 0. This gives rise to a morphism
Def (E, φ) −→ Def (X0;xj)(12)
of deformation functors and hence to a W (k)-algebra morphism RX0 → Rφ.
Proposition 3.2.6 The ring Rφ is a finite and flat extension of RX0
∼=W (k)[[w]]. Modulo π, we
obtain a finite extension
RX0 ⊗W (k) k ∼= k[[w]] −→ R
loc
φ
∼= k[[t]]
with inseparability degree p. Its separable part k[[w]] → (Rlocφ )
p = k[[tp]] is tamely ramified of
degree d. Here
d =
{
1 if E is smooth,
N ′/n if E is a 2n-gon.
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Proof: Let E′′ := E/φ(Z/p) be the quotient by the subgroup scheme φ(Z/p) ⊂ Esm and φ′′ : A′ →
E′′(k) the induced Γ2(N
′)-structure. Clearly, the map fφ : E → X0 induced by φ factors through
the projection E → E′′. The resulting map fφ′′ : E′′ → X0 is the map induced by φ′′. We see that
the morphism (12) can be written as the composition of two morphisms, as follows:
Def (E, φ) −→ Def (E′′, φ′′) −→ Def (X0;xj).(13)
Let Rφ′′ be the universal deformation ring of Def (E
′′, φ′′). By Proposition 3.2.4 (ii), the map
fφ′′ : E
′′ → X0 is admissible, and is “Galois” with dihedral Galois group of order 2N ′. If E is
singular, then fφ′′ is ramified of order d over the unique singular point of X0, where d is as in the
statement of the proposition. It is not hard to see that any deformation of the admissible cover
fφ′′ together with the group action corresponds to a unique deformation of (E
′′, φ′′). Therefore, it
follows from [29] that Rφ′′ = RX0 [ z | z
d = w ] ∼=W (k)[[z]]. Here we identify RX0 with W (k)[[w]],
such that, if X0 is singular, w is the deformation parameter of the singular point. We are reduced
to showing that Rφ′′ → Rφ is finite and flat, and purely inseparable of degree p modulo π.
Let B := Rφ′′ ⊗W (k) k ∼= k[[z]] and B˜ := B
1/p ∼= k[[z1/p]]. Let (E′′
B˜
, φ′′
B˜
) be the deformation of
(E′′, φ′′) corresponding to the natural morphism Rφ′′ → B˜. We can define a generalized elliptic
curve EB˜ over B˜ such that E
′′
B˜
= E
(p)
B˜
is the pth power Frobenius twist of EB˜. The relative
Frobenius F : EB˜ → E
′′
B˜
is a p-cyclic, purely inseparable “isogeny” whose kernel is generated by
the 0-section of EB˜ (which is a point of exact order p). Moreover, there exists a unique p-local
Γ2(N)-structure φB˜ : A→ EB˜(B˜) such that φ
′′
B˜
= F ◦ φB˜. Conversely, let (ER, φR) be any p-local
deformation of (E, φ). By [17], we can canonically identify E′′R := ER/φR(Z/p) with E
(p)
R and the
quotient map ER → E′′R with the Frobenius F : ER → E
(p)
R . It follows that B˜ = R
loc
φ . Hence
Rφ′′ → Rφ is purely inseparable of degree p modulo π. Nakayama’s Lemma shows that Rφ is
finite over Rφ′′ . Since a finite morphism between two regular local rings of the same dimension is
automatically flat (see [3], V.3.8), the proposition is proved. ✷
3.2.4 Stabilization Let (ER, φR) be a deformation of (E, φ). A stabilization of (ER, φR) is a
morphism qR : ZR → ER between semistable R-curves together with a map ψR : A→ ZR(R) such
that (i) (ZR, ψR(A)) is a stably marked curve, (ii) φR = qR ◦ ψR, and (iii) qR is the contraction of
the marked semistable curve (ZR, ψR(A
′)) (see [19]).
Lemma 3.2.7 For every deformation (ER, φR), there exists a stabilization (ZR, ψR). Assume that
there exists a dense open subset U ⊂ SpecR such that φU is e´tale. Then (ZR, ψR) is unique up to
unique isomorphism.
Proof: If φU is e´tale, then (EU , φU (A)) is stably marked, so necessarily ZU = EU . Therefore, the
uniqueness follows from the fact that the moduli stack of stably marked curves is separated, see
[19].
The notion of stabilization is certainly compatible with base change R→ R′. Hence it suffices
to prove the existence of stabilization for the universal deformation (Euniv, φuniv). Recall that
π = T (φuniv(2N
′, 0)) ∈ Rφ, where T is a formal parameter of Euniv along the 0-section. Relative
to T , the formal group of Esmuniv is given by a power series Φ(T1, T2) = T1 + T2 + . . . ∈ R[[T1, T2]].
Since φuniv is a group homomorphism, we have
T (φuniv(2N
′m, 0)) ≡ mπ (mod π2), m ∈ Z/p.(14)
Let quniv : Zuniv → Euniv be the blowup of Euniv along the closed subscheme φuniv(A′)∩ (π) ⊂ Euniv.
Since φuniv(A
′) consists of |A′| = 4N ′ pairwise disjoint sections SpecRφ → Esmuniv, the blowup Zuniv
is a semistable curve over Rφ. Denote its special fiber by Z. Then
Z = E ∪
⋃
b∈A′
Zb,
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where Zb ∼= P1k is connected to E in the point zb := φ(b). For b ∈ A
′, the translate Tb := T−φuniv(b)
is a formal parameter of E along the section φuniv(b). By the definition of Zuniv, T˜b := Tb/π is
a regular function in a neighborhood of Zb − {zb} ⊂ Zuniv and defines an isomorphism Zb ∼= P1k
mapping zb to ∞. For a ∈ A, let ψuniv(a) be the closure of φuniv(a)|K ∈ Euniv(K) = Zuniv(K) in
Zuniv. This defines a map ψuniv : A → Zuniv(Rφ) such that φuniv = quniv ◦ ψuniv. Write a = b + c,
with b ∈ A′ and c ∈ Z/p. Using (14) one finds that ψuniv(a) meets the special fiber in the point
c ∈ Zb(Fp) ∼= Fp ∪ {∞}. By construction, (Zuniv, ψuniv) is a stabilization of (Euniv, φuniv). This
proves the lemma. ✷
As in the proof of the lemma, let Zuniv be the stabilization of the universal deformation
(Euniv, φuniv). Let f0,univ : Zuniv → X0,univ be the composition of quniv with the map fφuniv : Euniv →
X0,univ induced by φuniv. Let K be the fraction field of Rφ. Since φK is e´tale, ZK = EK . By
Proposition 3.2.3, f0,K : ZK → X0,K is a G-cover, branched at 4 points of order 2, where G is
dihedral of order 2N . In other words, ZK is a K-object of the Hurwitz stack Hin4 (G). By the
uniqueness of stabilization, the action of G extends to Zuniv. Therefore, Zuniv, together with the
mark ψuniv(A), the action of G and the map f0,univ, is an Rφ-object of the complete Hurwitz stack
H¯in4 (G). In particular, the special fiber Z of Zuniv is a k-object of H¯
in
4 (G)
bad. Via pullback, we
obtain a morphism
Def (E, φ) −→ Def (Z)(15)
of deformation functors, compatible with the morphisms Def (E, φ)→ Def (X0;xj) and Def (Z)→
Def (X0;xj).
Proposition 3.2.8 The morphism (15) is an isomorphism; it induces an isomorphism between
Def (E, φ)loc and Def (Z)bad.
Proof: The first statement is equivalent to the assertion that Zuniv is the universal deformation
of Z. By construction, the maximal subset U ⊂ SpecRφ such that φU is e´tale is precisely the
maximal subset such that ZU → X0,U is an admissible cover. Therefore, the first statement of the
proposition implies the second.
Let ZR be a deformation of Z. We denote by ψ : A→ Z(k) the restriction of ψuniv to Z. Clearly,
ψ lifts uniquely to a map ψR : A → ZR(R) such that ψR(A) is the mark of the stably marked
curve ZR. Let qR : ZR → ER be the contraction of the marked semistable curve (ZR, ψR(A′)),
and let φR := qR ◦ ψR. We claim that the assignment ZR 7→ (ER, φR) defines a morphism
Def (Z) → Def (E, φ), which is the inverse of (15). This is clear from the construction and the
following lemma.
Lemma 3.2.9 There exists a unique morphism +R : E
sm
R × ER → ER such that (ER,+R, φR(0))
is a generalized elliptic curve and φR is a Γ2(N)-structure.
Proof: By construction, ER is a semistable R-curve of genus 1. We claim that every geometric
fiber Es of ER is either smooth or a Ne´ron polygon, and that φR(A) meets every irreducible
component of Es. In fact, this is an open condition on SpecR, and it is true for the special fiber
E.
Let us first prove the uniqueness of +R. Suppose a morphism +R satisfying the conditions
of the lemma exists. Since φR : A → EsmR (R) is a group homomorphism (with respect to the
group law induced by +R), it induces an action of A on ER via translation. Since φR is a Γ2(N)-
structure, A acts transitively on the set of irreducible components of every geometric fiber. By
definition of this action, φR is equivariant (here A acts on itself by translation). But (ER, ψR(A
′))
is stably marked, so there can exists at most one A-action on ER with this property. Therefore,
we can apply [6], The´ore`me II.3.2, to conclude that there exists at most one morphism +R with
the claimed properties.
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The assignment ZR 7→ (ER, φR) is clearly compatible with base change R → R′. Hence it
suffices the prove the existence of +R in the case R = RZ , i.e. when ZR is the universal deformation
of Z. Let U ⊂ SpecR be the maximal subset such that ZU is a G-cover. By the construction of the
complete Hurwitz stack H¯in4 (G), U is open and dense. Moreover, ZU = EU is a smooth curve of
genus 1. By [6], Proposition II.2.7, there exists a unique structure of elliptic curve on (EU , φU (0)).
As in the proof of Proposition 3.2.3 one shows that φU is a Γ2(N)-structure. In particular, A acts
on EU such that φU is equivariant. Since (ER, φR(A
′)) is stably marked and U ⊂ SpecR is dense,
this action extends uniquely to ER, and φR is equivariant. By [6], Proposition II.2.7, the induced
action of A on Pic0ER/R is trivial. Therefore, we can apply [6], The´ore`me II.3.2, to show that
there exists a structure of generalized elliptic curve on ER such that the action of a ∈ A on ER
is given by translation with φR(a). It remains to show that φR is a weak A-structure. But this is
a closed condition on SpecR (see [17]) and it is true on U ⊂ SpecR. Hence it is true on SpecR.
This concludes the proof of Lemma 3.2.9 and Proposition 3.2.8. ✷
By Proposition 3.2.8, we can identify the universal deformation rings Rφ and RZ , and regard
Zuniv as the universal deformation of Z. In view of Proposition 3.2.5 and Proposition 3.2.6, we
obtain:
Corollary 3.2.10 Theorem 3.1.2 is true for Y = Z.
Remark 3.2.11 Let X0(N)Z(p) and X1(N)Z(p) be the arithmetic models over Z(p) of the modular
curves X0(N) and X1(N), as defined in [6] and [17]. The results of this section imply that
X0(N)Z(p)
∼= H¯ab[4](C) and X1(N)Z(p)
∼= H¯ in[4](C), where
C :=
{
(2A, 2A, 2A, 2A) if N is odd,
(2A, 2A, 2B, 2B) if N is even,
(16)
and 2A, 2B denote the conjugacy classes of the “reflections” in a dihedral group of order 2N . Let
X2(N) be the coarse moduli space for generalized elliptic curves with Γ2(N)-structure. One can
show that X2(N)Z(p)
∼= H¯ in4 (C˜), where C˜ = (2A˜, 2A˜, 2B˜, 2B˜) is the tuple of conjugacy classes in a
dihedral group of order 4N , as in (16).
3.3 Proof of the Reduction Theorem
We are now ready to complete the proof of the Reduction Theorem. The main argument is given
in Section 3.3.2, where we compare the deformation theory of Y to the deformation theory of the
special fiber Z of the associated auxiliary cover. Since we have modular reduction, Theorem 3.1.2
follows from the results of Section 3.2. In Section 3.3.3 and Section 3.3.4 we prove Proposition
3.1.4 and Proposition 3.1.7, using the same method: we first reduce the statements to the dihedral
case and then use the results of Section 3.2.
3.3.1 The auxiliary cover Let f0 : Y −→ X0 be as in Section 3.1.2. As we have seen in the
paragraph following Definition 1.2.2, there exists a complete discrete valuation ring R with residue
field k and quotient field K of characteristic 0 such that f0 : Y → X0 is the reduction of a G-cover
fK : YK → P1K . More precisely, the G-cover fK has a stable model f0,R : YR → X0,R over R, with
special fiber f0. We denote by fR : YR → XR the quotient model of fK and by f : Y → X its
special fiber (see Section 1.1). Note that f0 factors through f and that f does not depend on the
choice of the lift fK , by Proposition 1.3.2.
We are assuming that Condition 2.2.2 holds. Therefore, it follows from Proposition 2.4.3 that
the G-cover fK has modular reduction of level N , where N is some integer diving |G| and divisible
by p (see Definition 2.4.1). Let gK : ZK → P1K be the auxiliary cover associated to fK . The
cover gK : ZK → P1K is a ∆-cover, where ∆ ⊂ G is a dihedral group of order 2N ; it has the same
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branch locus as fK , but with ramification of order 2. Let Caux be the inertia type of gK , and let
H¯aux := H¯in4 (Caux)Z(p) be the complete Hurwitz stack over Z(p) for ∆-covers with inertia type Caux.
By definition, gK is a K-object of H¯aux. Let gR : ZR → XR and g0,R : ZR → X0,R be the quotient
and the stable model of gK . By definition, g0,R is an R-object of H¯aux extending gK ; its special
fiber g0 : Z → X0 is a k-object of H¯badaux . In the sequel, we will denote this object simply by Z.
According to Section 3.2.2, there exists a map φK : A → ZK(K) such that (ZK , φK) is an
elliptic curve with Γ2(N)-structure, and the cover gK : ZK → XK is induced by φK . We extend
φK to a map ψR : A → ZR(R); let qR : ZR → ER be the contraction of (ZR, ψR(A′)) and let
φR := qR ◦ ψR. By Lemma 3.2.9, (ER, φR) is a generalized elliptic curve with Γ2(N)-structure.
Let (E, φ) be the special fiber of (ER, φR). Clearly, we are in the situation of Section 3.2.4. In
particular, Theorem 3.1.2 is true for Y = Z, by Corollary 3.2.10.
3.3.2 Proof of Theorem 3.1.2 By the construction of the auxiliary cover, there exists an
e´tale map U (1) → X , covering X0, and a G-equivariant isomorphism
Y ×X U
(1) ∼= IndG∆(Z ×X U
(1))(17)
of X-schemes. Over the open subset U (2) := X−X0, the map g is tamely ramified along the mark
C ⊂ X . Let Xuniv := Zuniv/∆. Since RZ is regular, the natural morphism guniv : Zuniv → Xuniv is a
quotient model of Zuniv, by Proposition 1.3.2. In particular, Xuniv is a semistable curve and carries
a natural mark Cuniv ⊂ Xuniv.
Construction 3.3.1 LetR ∈ Ck be Artinian, and let ZR be a deformation of Z overR. There exist
a unique morphism RZ → R such that ZR = Zuniv⊗RZR. Let XR := Xuniv⊗RZR. Then ZR → XR
is a quotient model of ZR. Note that the pair (U
(1), U (2)), where U (1) → X and U (2) → X are as
above, is an e´tale covering of X . For i = 1, 2, let Y (i) := Y ×X U
(i) and Z(i) := Z ×X U
(i). For
i, j = 1, 2, let U (i,j) := U (i) ×X U (j), Y (i,j) := Y ×X U (i,j) and Z(i,j) := Z ×X U (i,j). Since R is
Artinian, the e´tale covering (U (1), U (2)) of X extends uniquely to an e´tale covering (U
(1)
R , U
(2)
R ) of
XR. Actually, U
(2)
R = XR − X0. Over U
(2), the finite map f : Y → X is tamely ramified along
C. By a theorem of Grothendieck and Murre, there exists a unique extension of Y (2) → U (2) to a
finite morphism Y
(2)
R → U
(2)
R which is tamely ramified along CR ⊂ XR. Define
Y
(1)
R := Ind
G
∆(ZR ×XR U
(1)
R ).(18)
By (17), Y
(1)
R ⊗R k = Y
(1). We claim that there exist G-equivariant isomorphisms
α
(i,j)
R : Y
(i)
R ×U(i)
R
U
(i,j)
R
∼
−→ Y
(j)
R ×U(j)
R
U
(i,j)
R , i, j = 1, 2(19)
of U
(i,j)
R -schemes which extend the identity on Y
(i,j). For (i, j) 6= (1, 1), this follows again from
Grothendieck–Murre. For (i, j) = (1, 1), we obtain (19) via the canonical identification
Y
(1)
R ×U(1)
R
U
(1,1)
R
∼= IndGH(ZR ×XR U
(1,1)
R )
∼= Y
(1)
R ×U(1)
R
U
(1,1)
R(20)
(on the left hand side we use the first projection U
(1,1)
R → U
(1)
R , on the right hand side we use
the second projection). It is clear that the isomorphisms (19) verify the obvious cocycle condition.
Therefore, there exist a finite morphism fR : YR → XR such that Y
(i)
R = YR ×XR U
(i)
R , for i = 1, 2.
Construction 3.3.1 associates to any deformation ZR ∈ Def (Z)(R) over an Artinian ring R ∈ Ck
a finite map fR : YR → XR which extends f : Y → X . Moreover, the G-action on Y and the
mark D ⊂ Y extend to YR. Since XR is projective over R, we can apply Grothendieck’s Existence
Theorem and extend this construction to the case of an arbitrary ring R ∈ Cˆk. We claim that the
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constructed curve YR, together with the G-action, the natural morphism f0,R : YR → X0,R and
the mark DR ⊂ YR, is an object of H¯. It suffices to prove this in the case R = RZ , ZR = Zuniv.
So let YRZ → Xuniv be the map associated to Zuniv by Construction 3.3.1. Since the generic fiber
of guniv : Zuniv → Xuniv is a ∆-cover, the generic fiber of the map YRZ → Xuniv is a G-cover, i.e. an
object of H. By construction, YRZ → Xuniv is an object of S
in
[r](G). Therefore, YRZ → Xuniv is an
object of H¯. We have shown that Construction 3.3.1 defines a morphism of functors
Def (Z) −→ Def (Y ).(21)
To complete the proof of Theorem 3.1.2, we have to show that (21) is an isomorphism. We need
two lemmas.
Lemma 3.3.2 Let R ∈ Ck be an Artinian k-algebra. Let ZR be a deformation of Z over R and
YR its image under (21). If YR ∼= Y ⊗kR is a trivial deformation, then ZR ∼= Z⊗kR is trivial, too.
Proof: It suffices to show that the deformation (ER, φR) of (E, φ) corresponding to ZR is trivial.
Since YR ∼= Y ⊗k R, the closed embedding E →֒ Y extends to a closed embedding E ⊗k R →֒ YR.
By Construction 3.3.1 and descent, we obtain a closed embedding E ⊗k R →֒ ZR extending the
closed embedding E →֒ Z. Composition with the contraction morphism qR : ZR → ER yields a
morphism E ⊗k R → ER which restricts to the identity on the special fiber. Since both E ⊗k R
and ER are flat and of finite type over R, it is an isomorphism. By construction, this isomorphism
identifies φR with φ⊗k R. This proves the lemma. ✷
Lemma 3.3.3 Let R ∈ Cˆk be a normal domain, with fraction field of characteristic 0. Let YR be
a deformation of Y over R. Then there exists a deformation ZR of Z over R whose image under
(21) is isomorphic to YR.
Proof: Let X ′R := YR/G. By Proposition 1.3.2, the natural map fR : YR → X
′
R is a quotient
model of YR. In particular, X
′
R is a semistable curve with special fiber X . The image of DR ⊂ YR
is a mark C′R ⊂ X
′
R. There exists a maximal open subset U
′
R ⊂ X
′
R, containing C
′
R, over which
fR is tamely ramified along C
′
R. Clearly, U
′
R contains the generic fiber and U
′
R ⊗R k = X −X0.
We claim that there exists a finite morphism gR : ZR → X ′R extending g : Z → X , with ∆
acting on ZR, characterized by the following two properties: (i) over U
′
R, the map gR is tamely
ramified along C′R, (ii) over an e´tale neighborhood of X
′
R − U
′
R, YR is isomorphic to Ind
G
∆(ZR).
In fact, one can construct gR using the same method as in Construction 3.3.1. It follows that
the generic fiber of gR is a ∆-cover, hence an object of Haux. Therefore, ZR ∈ Def (Z)(R). By
construction, gR : ZR → X ′R is a quotient model of ZR. The uniqueness of the quotient model
implies X ′R = Xuniv⊗RZR. A formal verification shows that YR is the image of ZR under (21). ✷
We are now going to complete the proof of Theorem 3.1.2. The morphism (21) induces a
homomorphism RY → RZ of local rings. We have to show that it is an isomorphism. Let
mY ✁ RY , mZ ✁ RZ be the maximal ideals. Lemma 3.3.2 implies that for every N > 0 the k-
module RZ/mYRZ is generated by the images of 1 and (mZ)
N . It follows that RZ/mYRZ = k. So
RY → RZ is surjective, by Nakayama’s Lemma.
Let p ∈ SpecRY be a generic point. The quotient A := RY /p is a complete local domain with
residue field k and fraction field K of characteristic 0. The integral closure A˜ of A in K is again
a complete local domain with residue field k. So by Lemma 3.3.3, the morphism RY → A˜ factors
via RY → RZ . Therefore, I := Ker(RY → RZ) ⊂ p. It follows that I is contained in the nilradical
of RY . But RY is reduced, so I = 0 and (21) is an isomorphism. This completes the proof of
Theorem 3.1.2. ✷
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3.3.3 Proof of Proposition 3.1.4 We fix an element γ ∈ Γab and choose an automorphism
σ : Y
∼
→ Y ∈ Autabk (Y ) which induces γ. Such an automorphism σ is unique up to composition with
an element of G (later in the proof we will give a “canonical” choice). Recall that the generalized
elliptic curve E is a closed subscheme of Y . Let E0 be the identity component of E. Since E0 is
an irreducible component of Y above X0, we may assume σ|E0 = IdE0 , after composing σ with
an appropriate element of G. Since E is either irreducible or a Ne´ron polygon, it follows that
σ induces an automorphism σ|E : E
∼
−→ E of the k-curve E which normalizes the action of
∆ = D(E) and commutes with f0|E : E → X0. By the construction of Z, σ|E extends uniquely to
an automorphism σZ : Z
∼
→ Z such that σZ and σ agree in an e´tale neighborhood of E. Note that
σZ normalizes the action of ∆ and commutes with g0 : Z → X0. In other words, σZ ∈ Aut
ab
k (Z).
Therefore, σZ lifts to a γ
′-semilinear automorphism σZ,univ : Zuniv
∼
→ Zuniv, for some W (k)-algebra
automorphism γ′ of RY = RZ . Let Eˆ be the formal completion of Zuniv along E ⊂ Zuniv. It follows
from Construction 3.3.1 that we can identify Eˆ with the formal completion of Yuniv along E ⊂ Yuniv,
and that σZ,univ|Eˆ = σuniv|Eˆ . In particular, γ
′ = γ. Therefore, to prove Proposition 3.1.4, we may
assume that Y = Z and G = ∆.
Recall that there exists a map ψuniv : A→ Zuniv(RZ) such that the following holds: (i) ψuniv(A)
is the mark of the stably marked curve Zuniv, (ii) (Zuniv, ψuniv) is the stabilization of (Euniv, φuniv)
and (iii) (Euniv, φuniv) is the universal deformation of its special fiber (E, φ). Let ψ : A → Z(k)
be the restriction of ψuniv to Z and let Z0 be the component of Z which meets E in 0 ∈ E. By
the proof of Lemma 3.2.7, we may identify Z0 with P
1
k such that ∞ ∈ Z0 is the point where Z0
meets E and such that ψ(2N ′a, 0) = a ∈ Fp ⊂ Z0(k). It is clear that σ : Z
∼
→ Z restricts to an
automorphism of Z0 which fixes ∞ and permutes the points ψ(2N ′a, 0). Therefore, σ acts on Z0
as z 7→ cz + b, with b, c ∈ Fp, c 6= 0. Composing σ by an element of the decomposition group
D(Z0) ⊂ G, we may assume that b = 0. This determines σ uniquely. Moreover,
χbad(γ) := c−1
defines a homomorphism χbad : Γab → F×p . Since σuniv is an automorphism of Zuniv as stably marked
curve, it descents to an automorphism σ˜univ : Euniv
∼
→ Euniv such that quniv ◦ σuniv = σ˜univ ◦ quniv,
where quniv : Zuniv → Euniv is the projection morphism. Let Puniv := φuniv(2N ′, 0) ⊂ Euniv. Since
φuniv is a group homomorphism, we have a ·Puniv = φuniv(2N ′a, 0), for a ∈ Z/p. Using the definition
of χbad, we obtain
σ˜univ(a · Puniv) = χ
bad(γ)−1 · a · Puniv, a ∈ Z/p.(22)
In particular, σ˜univ fixes the 0-section of Euniv. Similar to the proof of Lemma 3.2.9, one shows that
σ˜ is a γ-semilinear automorphism of the generalized elliptic curve Euniv, i.e. is compatible with the
“group law” on Euniv. In particular, σ|E : E
∼
→ E is a k-linear automorphism of the generalized
elliptic curve E.
Recall that Euniv = ER0 ⊗R0 RZ , where ER0 is the universal deformation of E, defined over
R0 = W (k)[[t]] ⊂ RZ . It follows that σ˜univ is induced by a γ0-linear automorphism σR0 : ER0
∼
→
ER0 , where γ0 := γ|R0 is the monodromy action of σ|E on R0. If E is smooth then σ|E = IdE . So
in this case we have γ(t) = t, as claimed in Proposition 3.1.4. If E is not smooth, it is isomorphic to
the standard 2n-gon, for some n|N ′, see [6], Section II.1.1. So we identify the group of components
Esm/Esm0 with Z/2n and the individual components Ei, i ∈ Z/2n, with P
1
k. According to [6],
Proposition II.1.10, the automorphism σ|E is given by the formula
σ|E(x, i) = (ζ
ix, i), x ∈ P1, i ∈ Z/2n,
for some 2nth root of unity ζ. But σ|Ei : Ei
∼
→ Ei lifts to an element of the decomposition group
D(Ei) ⊂ G, which is dihedral of order 2N/n, by Proposition 2.5.3 (d). We conclude that ζ is a
dth root of unity, where d is the greatest common divisor of 2n and N ′/n. We set χadm(γ) := ζ. It
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is obvious that this defines a group homomorphism χadm : Γab → µd. If we identify Euniv with the
Tate elliptic curve Gtm/q
Z, where q = t2n, then we find γ(t) = ζ · t, see [6], Chapitre VII.
It remains to prove the formula γ(π) ≡ χbad(γ) · π (mod π2). Recall that π = T (Puniv), where
T is a formal parameter of Euniv along the 0-section. Actually, T was chosen as a formal parameter
of ER0 , see the proof of Proposition 3.2.5. It follows from the preceding discussion that we may
assume σ˜∗
univ
(T ) = T . Using (22) and the formal group law on Euniv, we get
π′ := T (σ˜univ(Puniv)) ≡ χ
bad(γ)−1 · π (mod π2).(23)
By definition, we have
T − γ(π′) = σ˜∗
univ
(T − π′) = u (T − π), u ∈ RZ [[T ]]
×.(24)
Comparing coefficients, we find u ≡ 1 (mod π), and therefore γ(π′) ≡ π (mod π2). With (23), we
conclude that γ(π) ≡ χbad(γ) · π (mod π2). ✷
3.3.4 Proof of Proposition 3.1.7 We assume that Condition 3.1.6 holds. Recall that the
curve X consists of five components X0, . . . , X4, where Xi contains the specialization of the branch
point xi, for i = 1, . . . , 4. Fix i ∈ {1, . . . , 4} and letWi be a component of f−1(Xi). The restriction
of f : Y → X to Wi is a D(Wi)-Galois cover Wi → Xi, branched at 2 points. Over xi, the cover
Wi → Xi is tamely ramified, with inertia type Ci. Over the point where Xi meets X0, we
have wild ramification, of order 2p. It follows from Condition 3.1.6 (f) that D(Wi) = G, i.e.
Wi = f
−1(Xi) → Xi is a G-cover. Let w ∈ Wi be a point where Wi meets E ⊂ Y . The inertia
group I(w) is dihedral of order 2p.
Since CG = 1, by Condition 3.1.6 (e), every element γ ∈ Γ is induced by a unique element
σ ∈ Autk(Y ). It is clear that σ fixes the component Wi and that σ(w) is again a singular point
of Y . Moreover, there exists an element τ ∈ G such that σ′ := τ−1 ◦ σ ∈ Autabk (Y ) fixes w.
The element τ is unique up to composition with an element of I(w) and normalizes I(w). For
h ∈ I(w), we have σ′h(σ′)−1 = τ−1hτ . By Condition 2.2.2 (d), we may assume that σ′ centralizes
I(w). According to the Katz–Gabber Lemma, there exists a unique I(w)-cover Zi → Xi which
is isomorphic to Wi → Xi in an e´tale neighborhood of w and tamely ramified above xi ∈ Xi.
In fact, Zi is a component of g
−1(Xi), where g : Z → X is the auxiliary cover associated to f .
The automorphism σ′|Wi induces an isomorphism σ
′
Zi
of Zi centralizing I(w). Recall that there
exists an isomorphism Zi ∼= P1k such that the action of I(w) on Zi is generated by the translation
z 7→ z + 1 and the reflection z 7→ −z. Using this identification it is easy to see that σ′Zi = IdZi ,
hence σ|Wi = τ |Wi . It follows that τ ∈ G centralizes the action of D(W ) = G on W . But G has
trivial center by Condition 3.1.6 (e), so σ|Wi = IdWi .
We have shown that σ is the identity on all components of Y except possibly on those that
lie above X0. Therefore, σ restricts to an automorphism σ|E : E
∼
→ E of E which fixes all points
where E meets another component of Y . Recall that the set of points where E meets another
component is the image of a Γ2(N
′)-structure φ′ : A′ = Z/2N ′ × Z/2 → E(k), with N ′ = N/p.
In particular, σ fixes 0 ∈ E and is thus an isomorphism of E as generalized elliptic curve (see the
proof of Proposition 3.1.4 above).
We can now finish the proof of Proposition 3.1.7 by applying the classification of automorphism
groups of generalized elliptic curves, see [6]. Assume that N ′ > 1. Using that φ′(A′) meets
every component of E and contains points of order > 2 we conclude that σ|E = IdE . Therefore,
χbad(γ) = χadm(γ) = 1, so γ = 1.
Suppose N ′ = 1. Then σ|E ∈ <[−1]>, where [−1] : E
∼
→ E is the canonical involution of
E. Therefore, χbad(γ) = ±1 and χadm(γ) = 1. It remains to be shown that [−1] : E
∼
→ E lifts
to an element σ ∈ Autk(Y ) inducing γ ∈ Γ with χbad(γ) = −1. We can set σ|Wi := IdWi for
Wi := f
−1(Xi), i = 1, . . . , 4, and define σ|τ(E) as the canonical involution on the generalized
elliptic curve τ(E), for all τ ∈ G. This completes the proof. ✷
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4 Applications to good reduction
In this section we apply the results obtained in the previous sections to questions of good reduction
of Galois covers. We extend Raynaud’s criterion for good reduction to our situation (Theorem
4.1.2). Since we are in a very special situation, we get a somewhat sharper bound. For covers with
4 branch points, this result is not useful to produce covers with good reduction, in practice. The
rigidity method, which can be used to construct covers over fields with low ramification, hardly
ever works for 4 branch points.
However, our results on the reduction of the Hurwitz space allow us to compute the number
of covers with good reduction, for given type and position of the branch points (Theorem 4.2.5).
The rough idea is this. In characteristic 0, the structure of the Hurwitz space H as a cover of the
λ-line is known, and has a nice description in terms of the braid action. Our Reduction Theorem
describes the structure of H¯ ⊗ Fp. The Cusp Principle links these two results. It states that a
cusp of H¯ has good reduction if and only if it corresponds to an admissible cover with prime-to-p
ramification over the singular point.
4.1 Good and bad reduction
4.1.1 Let G be a finite group and C = (C1, C2, C3, C4) be a 4-tuple of conjugacy classes of G.
Let K0 be a field of characteristic 0 such that the individual conjugacy classes Ci are rational over
K0, i.e. Q(C) ⊂ K0. We fix an algebraic closure K¯0 of K0. We choose an element λ ∈ K0 − {0, 1}
and define Cov(C, λ) as the set of isomorphism classes of G-covers f : Y → P1, defined over K¯0,
of type (C; 0, 1,∞, λ). In other words, Cov(C, λ) = π−1(λ), where
π : H in4 (C) −→ P
1
λ − {0, 1,∞}(25)
is the natural map from the inner Hurwitz space of G-covers of type C to the λ-line, and we see λ
as a K¯0-rational point on P
1
λ.
Since the domain of definition ofH in4 (C) is contained inK0 (by assumption), we obtain a natural
action of Gal(K¯0/K0) on Cov(C, λ). In more concrete terms, this action is given as follows. For
σ ∈ Gal(K¯0/K0) and f ∈ Cov(C, λ), we can form the twisted cover
σf : σY → P1 by applying σ
to the coefficients of the equations defining f and the action of G on Y . To each f ∈ Cov(C, λ)
we can associate the field of moduli of f (relative to K0), i.e. the fixed field of all σ ∈ Gal(K¯0/K0)
such that σf ∼= f . Equivalently, K is the field of rationality of the point on H in4 (C) corresponding
to f . If the center of G is trivial then f has a unique model fK : YK → P1K over K. See e.g. [10].
4.1.2 In the situation of 4.1.1, we will now make the following assumptions. The field K0 is
complete with respect to a discrete valuation v. We denote by R0 the corresponding valuation
ring. The residue field k0 of v is assumed to be algebraically closed of characteristic p, where p is
an odd prime number. We assume that Conditions 2.2.2 and 3.1.6 hold, with respect to the class
vector C and the prime p. Finally, we assume that
λ 6≡ 0, 1,∞ (mod v).(26)
For a G-cover f : Y → P1 in Cov(C, λ) we can ask whether it has good or bad reduction at v, in the
sense of Section 1.1 (under Condition (26), good reduction is equivalent to admissible reduction).
If a cover f ∈ Cov(C, λ) has good reduction, its reduction fk : Yk → P1k is a G-cover over the
field k of positive characteristic, of type (C; 0, 1,∞, λ¯) (λ¯ ∈ k denotes the residue of λ ∈ K0). By
a theorem of Grothendieck, all G-covers over k of type (C; 0, 1,∞, λ¯) arise as the reduction of a
unique G-cover f ∈ Cov(C, λ) with good reduction. This motivates the following question.
Question 4.1.1 How many covers f ∈ Cov(C, λ) have good reduction at v?
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Theorem 4.2.5 below answers this question in an explicit way. Its proof relies on the Reduction
Theorem 3.1.1 and the Cusp Principle, Proposition 4.2.1.
4.1.3 Let H¯ = H¯ in4 (C) be the completion of the Hurwitz space H = H
in
4 (C), see Section 1. We
understand that H¯ is defined over Λ := OQ(C),p. Here Q(C) ⊂ K0 is as in Section 1.2.3 and p is
the prime ideal corresponding to the restriction of v to Q(C). By Theorem 3.1.1 (i), H¯ is a normal
scheme of dimension 2, proper and flat over Λ. Let f ∈ Cov(C, λ) and be K its field of moduli
(relative to K0). Since K/K0 is finite, v extends uniquely to K. We denote by R the corresponding
valuation ring. Since H¯ is proper over Λ, the morphism SpecK → H corresponding to f extends
uniquely to a morphism φ : SpecR → H¯ , giving rise to a k-rational point s : Spec k → H¯. By the
definition of H¯bad, f has good (resp. bad) reduction if and only if s 6∈ H¯bad (resp. s ∈ H¯bad).
We can be more precise. Since we assume the center of G to be trivial, f descents to a unique
G-cover fK : YK → P
1
K defined over K. Let K
′/K be the minimal extension of K over which
fK⊗K ′ has a stable model f0,R′ : YR′ → P1R′ over the valuation ring R
′ ⊂ K ′ (see Section 1.1). We
denote by f0,k : Yk → P1k the special fiber of f0,R′ . The morphism f0,k (together with the induced
marks on Yk and P
1
k and the G-action on Yk) is an object of the Hurwitz stack H¯ associated to H¯
and corresponds to the k-point s : Spec k → H¯ . The stable model f0,R′ is a deformation of f0,k.
Hence it corresponds to a unique morphism
RYk −→ R
′(27)
of W (k)-algebras, where RYk is the universal deformation ring of f0,k, see Section 3.1.2. The
extension K ′/K is Galois, and its Galois group is a subgroup of Γ, the universal monodromy
group of f0,k, see Section 3.1.3. The morphism (27) is equivariant with respect to the injection
Gal(K ′/K) →֒ Γ. The morphism
OˆH¯,s = R
Γ
Yk
−→ R(28)
obtained from (27) by taking invariants corresponds to the morphism φ : SpecR → H¯. If f has
good reduction, then Γ = 1 and K ′ = K. On the other hand, if f has bad reduction, it has
modular reduction of level N , where N is an integer strictly divisible by p, see Proposition 2.4.3.
We say that λ ∈ K0 is ordinary (resp. supersingular) if the elliptic curve y2 = x(x−1)(x−λ) has
ordinary (resp. supersingular) reduction modulo v. By [14], Corollary IV.4.22, λ is supersingular if
and only if hp(λ) ≡ 0 (mod v), where hp(X) ∈ Z[X ] is an explicit polynomial of degree (p− 1)/2.
By a theorem of Igusa, hp(X) is separable modulo p, i.e. there are exactly (p− 1)/2 supersingular
values λ¯.
Theorem 4.1.2 Assume that f ∈ Cov(C, λ) has bad reduction of level N . Let K be the field of
moduli of f , relative to K0, and denote by e the ramification index of p in K. Then
e ≥
{
(p− 1)/2 if N = p
p− 1 if N > p.
(29)
Moreover, if λ is supersingular then the inequality (29) is strict.
Proof: As explained above, the cover f ∈ Cov(C, λ) gives rise to a local ring homomorphism
RYk → R
′, where RYk is the universal deformation ring of the reduction of f and R
′/R is the
minimal extension over which f has a stable model. We denote by π ∈ R′ the image of the element
of RYk with the same name, given by Theorem 3.1.2. Clearly, v(π) > 0. Since π
p−1|p (Theorem
3.1.2 (iii) and (iv)), the ramification index of p in K ′ is at least p − 1. But Gal(K ′/K) →֒ Γ, so
the inequality (29) follows from Proposition 3.1.7. If λ is supersingular then p = πp−1u, where
v(u) > 0, showing that the inequality (29) is strict. ✷
Remark 4.1.3 The inequality e ≥ (p − 1)/2 can also be deduced from [24], Corollaire 4.2.5 and
The´ore`me 5.1.1.
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4.2 The Hurwitz space as cover of the λ-line
4.2.1 The Hurwitz classification and braid action Let us for the moment consider the
morphism π in (25) as an unramified cover of Riemann surfaces. We choose a point λ0 ∈ (−∞, 0)
on the negative real line and a point x0 ∈ {x ∈ C | Imx > 0} on the upper half plane. Let γi
be the unique element of π1(P
1
C − {0, 1,∞, λ0}, x0) represented by a simple loop which crosses the
real line exactly twice, turning around the ith point in the list (0, 1,∞, λ0), in counterclockwise
orientation. The group π1(P
1
C−{0, 1,∞, λ0}, x0) is generated by the γi, i = 1, . . . , 4, with the only
relation
∏
i γi = 1. With these choices made, there is a canonical bijection
π−1(λ0) ∼= Ni
in
4 (C) := { g = (g1, . . . , g4) | G = <gi>, gi ∈ Ci,
∏
i
gi = 1 }/G,(30)
(here G acts on the set of tuples g by diagonal conjugation).
The cover π induces an action of Π := π1(P
1 − {0, 1,∞}, λ0) on π−1(λ0), hence on Ni
in
4 (C) via
(30). To describe this action explicitly, we denote by H4 the Hurwitz braid group on 4 strings,
with generators Q1, Q2, Q3 and relations [9], (3.1.a-c). We identify H4 with the fundamental group
of U4 := {x ⊂ P1(C) | |x| = 4}, with base point x0 = {0, 1,∞, λ0}. Thus we obtain an embedding
Π := π1(P
1 − {0, 1,∞}, λ0) →֒ H4.(31)
The elements
a0 := Q3Q2Q
2
1Q
−1
2 Q
−1
3 , a1 := Q3Q
2
2Q
−1
3 , a∞ := Q
2
3,(32)
lie in the image of (31) and define standard generators of Π. In particular, a0a1a∞ = 1, and aw
is represented by a simple loop around w, for w ∈ {0, 1,∞}. One can check using the formula [9],
(3.1.d), that the induced action of Π on Niin4 (C) is given by
[g1, g2, g3, g4] aw =


[gγ1 , g2, g3, g
γ
4 ], γ = g4g1, if w = 0,
[g1, g
γ
2 , g
[g−12 ,g
−1
4 ]
3 , g
γ
4 ], γ = g2g4, if w = 1,
[g1, g2, g
γ
3 , g
γ
4 ], γ = g3g4, if w =∞
(33)
(we use the notation gγ = γ−1gγ).
4.2.2 The cusps Let π¯ : H¯ → P1λ denote the canonical map, which extends π. We say that
a Q¯-point c on H¯ is a cusp if π¯(c) ∈ {0, 1,∞}. We write Cusps(C,w) for the set of cusps above
w ∈ {0, 1,∞}. The cusps are the ramification points of the finite, tamely ramified morphism π¯Q.
By Section 4.2.1 we can identify cusps with certain braid orbits:
Cusps(C,w) ∼= Niin4 (C)/<aw>, w ∈ {0, 1,∞}.(34)
Let us fix a cusp c above w ∈ {0, 1,∞}, represented by a class [g] ∈ Niin4 (C). The conjugacy
class of the element γ ∈ G associated to [g] in (33) does only depend on the orbit of [g] under the
action of aw, and is thus canonically associated to the cusp c. We call n := ord(γ) the order of the
cusp c. Note that the length of the aw-orbit of [g] divides n.
As a point on H¯, the cusp c corresponds to an admissible cover
fK : YK −→ XK
between stably marked curves over a number field K, together with an action of G on YK . The
bottom curve XK is singular, consisting of two components X1,K , X2,K ∼= P1K , intersecting in one
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point. It is shown e.g. in [29], Section 4.3.3, that the order n is the ramification index of f above
the singular point of XK .
We choose once and for all a valuation v¯ of Q¯ extending the valuation of Q(C) corresponding
to the prime ideal p. Since H¯ is proper over Λ, the Q¯-valued point c reduces (with respect to the
valuation v¯) to an F¯p-valued point c¯ on H¯ . We say that the cusp c has good (resp. bad) reduction
if c¯ 6∈ H¯bad (resp. c¯ ∈ H¯bad). If c has bad reduction then the point c¯ ∈ H¯bad corresponds to a bad
cover f : Y → X of modular type of level N , for some integer N strictly divisible by p. We say
that c has bad reduction of level N .
Proposition 4.2.1 (The Cusp Principle) A cusp c of order n has bad reduction if and only if
p|n. In this case, n divides the level N .
Proof: After a finite extension of K, the admissible cover fK corresponding to c extends to an R-
object fR : YR → XR of the Hurwitz stack H¯, where R is the valuation ring of K corresponding to
v¯|K . The special fiber f : Y → X of fR is the object of H¯ which induces the F¯p-point c¯ on H¯ . We
are exactly in the situation of Section 2.5. The Cusp Principle follows from Proposition 2.5.3. ✷
4.2.3 The bad components According to Theorem 3.1.1, H¯bad ⊗ F¯p is a smooth projective
curve over F¯p. We pick a connected componentW ⊂ H¯bad⊗ F¯p. We callW a bad component. The
geometric points of W correspond to bad covers of modular type. It is clear that the level N of
these covers is constant on W . Therefore, we may call N the level of W . We let η be the generic
point of W , and we denote by m the multiplicity of W inside H¯bad. By definition, m is the length
of the local ring of η on H¯ ⊗ F¯p.
Proposition 4.2.2 If N = p then m = (p− 1)/2. Otherwise, m = p− 1.
Proof: This follows directly from Corollary 3.1.5 (iii) and Proposition 3.1.7. ✷
By Corallary 3.1.5 (i), the natural map W → P1λ⊗ F¯p is inseparable, with inseparability degree
p. Moreover, the induced map W (p) → P1λ⊗ F¯p is tamely ramified in 0, 1,∞, and e´tale everywhere
else. We are interested in describing it in more detail. We write N = pN ′, and let X2(N
′) be the
coarse moduli space for generalized elliptic curves with Γ2(N
′)-structure, see Section 3.2. We fix
a bijection α : {1, 2, 3, 4} ∼= Z/2×Z/2; this determines a finite map X2(N ′)→ P1λ, by Proposition
3.2.4 (i). Since N ′ is prime-to-p, X2(N
′) ⊗ F¯p is a smooth projective curve over F¯p and the map
X2(N
′)⊗ F¯p → P1λ ⊗ F¯p is finite, tamely ramified in 0, 1, ∞ and e´tale everywhere else.
Proposition 4.2.3 There exists a finite map h : W → X2(N ′)⊗ F¯p, compatible with the maps to
P1λ ⊗ F¯p. This map is the composition of a purely inseparable map of degree p and an e´tale map.
Proof: Let s : Spec k → W be a geometric point, corresponding to a cover f0 : Y → X0 over
k. Following Section 3, we associate to f0 a generalized elliptic curve E over k, together with a
Γ2(N)-structure φ. We may assume that the ordering of the branch points x1, . . . , x4 ∈ X0 is
compatible with the bijection α : {1, 2, 3, 4} ∼= Z/2 × Z/2 we have chosen above. As in the proof
of Proposition 3.2.6, we let E′′ := E/φ(Z/p) and φ′′ be the induced Γ2(N
′)-structure. The pair
(E′′, φ′′) gives rise to a geometric point s′ : Spec k → X2(N ′)⊗ F¯p. One easily checks that (E′′, φ′′)
is unique up to isomorphism. In other words, s 7→ h(s) := s′ is a well defined map on geometric
points. We claim that this map is induced by a finite morphism h : W → X2(N ′)⊗ F¯p, as in the
statement of the proposition. In order to prove this claim, it suffices to show the following. Let
Rs (resp. Rs′) be the complete local ring of s on W (resp. of s
′ on X2(N
′) ⊗ F¯p). Then there
exists a finite morphism h∗s : Rs′ → Rs of local F¯p-algebras, purely inseparable of degree p, with
the following property. Let K¯ be an algebraic closure of the fraction field of Rs, s˜ : Spec K¯ → W
the tautological point and s˜′ : Spec K¯ → X2(N ′)⊗ F¯p the point induced by h∗s. Then h(s˜) = s˜
′.
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Following Section 3.1.4, we identify Rs = OˆW,s with (RbadY )
Γ = k[[t]]Γ. By Proposition 3.1.7, Γ
acts trivially on k[[t]], so Rs = k[[t]]. In particular, the point s˜ corresponds to the generic fiber of
Yuniv ⊗RY k[[t]]. In the same way, we can identify Rs′ with R
Γ′′
φ′′ , where Rφ′′ is the universal defor-
mation ring of (E′′, φ′′) and Γ′′ the corresponding monodromy group. By the proof of Proposition
3.2.6, we have Rφ′′ = k[[t
p]]. Moreover, Γ′′ is trivial, because
Aut(E′′, φ′′) =
{
Z/2 if N ′ = 1,
1 otherwise.
If we define h∗s as the natural injection k[[t
p]] →֒ k[[t]], the proposition follows. ✷
Remark 4.2.4 One can show that the e´tale part h(p) : W (p) → X2(N ′) ⊗ F¯p of h is in fact an
isomorphism. In this sense, bad components are “modular”.
4.2.4 The number of covers with good reduction Let us denote by Cov(C, λ)good the
subset of Cov(C, λ) containing the covers with good reduction. Define
d := | Niin4 (C) |, d
bad := | { [g] ∈ Niin4 (C) | p| ord(g3g4) } |.
We know from (30) that d = deg π¯ = |Cov(C, λ)|. Using the Cusp Principle and the Reduction
Theorem, we can show:
Theorem 4.2.5 We have
|Cov(C, λ)good| =


d− dbad, if λ is ordinary,
d− p+1p d
bad, if λ is supersingular.
In particular, if λ is ordinary and Niin4 (C) 6= ∅ then Cov(C, λ)
good 6= ∅.
Proof: According to Theorem 3.1.1, H¯good is a smooth curve over Fq and the natural map π¯
good :
H¯good → P1λ ⊗ Fq is finite. Let S := H¯
good ∩ H¯bad. By Theorem 3.1.1 (iii), S contains exactly the
points on H¯bad with a supersingular λ¯-value. By definition, we have H¯good − S = H¯adm ⊗ Fq. It
follows that H¯good − S → P1λ ⊗ Fq is tamely ramified in 0, 1 and ∞ and e´tale everywhere else.
Comparing the degrees of π¯good and of H¯adm → P1λ above ∞, we get
deg π¯good =
∑
c
ec = d− d
bad.(35)
Here c runs over the set of cusps above ∞ with good reduction, and ec denotes the ramification
index of π¯ in c (which is equal to the length of the a∞-orbit of Ni
in
4 (C)). The second equality in
(35) is a consequence of the Cusp Principle, Proposition 4.2.1.
In case λ is ordinary, the statement of the theorem follows directly from (35). Assume that λ
is supersingular, and let Sλ be the set of points in S above λ¯. For s ∈ Sλ, we denote by ms the
ramification index of πgood in s. We obtain
| Cov(C, λ)good | = deg π¯good −
∑
s∈Sλ
ms.(36)
According to Corollary 3.1.5 (ii) and (iii), ms equals the multiplicity of the bad component Ws
meeting H¯good in s. By Corollary 3.1.5 (i), the natural map Ws → P1λ ⊗ F¯p is the composition of a
purely inseparable map of degree p and a map which is e´tale away from 0, 1 and ∞. Therefore,
d = deg π¯good + p ·
∑
s∈Sλ
ms.(37)
The equations (35), (36) and (37) together imply Theorem 4.2.5 in the supersingular case. ✷
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4.3 Examples
In this section, we explain how the results we obtained can be used to compute the reduction of
the Hurwitz space, in an explicit example. We take G = PSL2(ℓ), where ℓ 6= p is a prime such
that p exactly divides |G| = (ℓ2− 1)ℓ/2. Recall that G has two conjugacy classes of order ℓ, which
we denote by ℓA and ℓB. We take C = (ℓA, ℓA, ℓA, ℓA) or C = (ℓA, ℓA, ℓB, ℓB). The normalizer
of a p-Sylow group of G for p 6= ℓ is a dihedral group of order ℓ+1 or ℓ− 1, depending on whether
p|ℓ+ 1 or p|ℓ− 1, [15]. Note that Condition 3.1.6 is also satisfied. We are interested in computing
the reduction to characteristic p of H¯ := H¯ in4 (C).
We will explain the algorithm for computing the reduction of H¯ in the special case ℓ = 11 and
C = (ℓA, ℓA, ℓB, ℓB). After that, we give a table with the reduction of H¯ for ℓ ≤ 31, to all odd
primes p 6= ℓ exactly dividing the order of G.
Take ℓ = 11 and C = (ℓA, ℓA, ℓB, ℓB). Since |G| = 660, we know that H¯ has good reduction
to characteristic p 6= 2, 3, 5, 11. The reduction to characteristic 2 and 11 we cannot compute using
our methods. Let us first take p = 3. The normalizer of a 3-Sylow group is a dihedral group of
order 12, so the possible levels associated to the bad components are 3 and 6. To decide which
ones occur, we want to apply the Cusp Principle 4.2.1. For this we need to know the order of the
cusps in characteristic zero.
Using the program ho, [21], we compute the irreducible components Z of H¯ ⊗ Q¯, and the
ramification indices of Z → P1λ, for each irreducible component. Let us relate these ramification
indices to the order of the cusps. Let s be a cusp of H¯ ⊗ Q¯ defined over K, and let fK : YK → XK
be the corresponding admissible cover. Let τ be the unique singular point of XK and ρ a singular
point of YK . Let n be the ramification index of ρ and G1 and G2 the decomposition groups of the
two components of YK passing through ρ. Using the description of the normalizers of elements in
G = PSL2(ℓ) given in [15], Abschnitt II.8, one easily checks that the ramification index e of s in
H¯ ⊗C→ P1λ is equal to n, unless n = ℓ and Gi ≃ Z/ℓ for some i, see. Section 4.2.1. In particular,
p|n iff p|e.
ℓ = 11, C = (ℓA, ℓA, ℓB, ℓB)
ramification deg g num
21;−; 12 2 0 1
2262;−; 1434 16 1 1
23156252;−; 5211134 33 2 1
The notation is as follows. Each row corresponds to an irreducible component; the last entry
of each row gives the number of isomorphic components. The first entry gives the ramification of
H¯ ⊗ C → P1λ over 0, 1,∞. Here 2
1 means one ramification point of order 2, and 12 means two
ramification points of order 1. A “−” indicated that over this point, the ramification indices are
the same as over the previous point. The next entries give the genus of the components and its
degree over the λ-line.
The Cusp Principle implies that the first component W1 has good reduction to characteristic 3,
since 3 does not divide the order of any of the cusps. The second and third component, which we
will denote by W2 and W3, have bad reduction to characteristic 3. Since both these components
have a cusp of order n = 6 and the order of the cusp divides the level of the bad component
it reduces to, we see that in both cases there will be a bad component of level N = 6. A bad
component of level 6 is a cover of X2(N
′)⊗ F¯3, purely inseparable of degree 3, with N ′ = N/p = 2,
see Remark 4.2.4. The curve X2(2) ⊗ F¯3 is a cover of degree 2 of the λ-line, branched at 0 and 1
and unbranched at ∞. In Proposition 4.2.2 we computed the multiplicity of the bad components.
A bad component of level 6 has multiplicity p − 1 = 2. We conclude that the reduction of the
irreducible components W2 and W3 each have one bad component, and it is of level 6.
Now let us have a look at the good components. The good and the bad components intersect
over the supersingular λ’s. In characteristic 3, there is only one supersingular λ, namely λ = −1
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(mod 3). This means that the good and bad components meet in two points. Since the multiplicity
of the bad component is two, the good components will be ramified of order two in these intersection
points. From this we can compute the number of covers with good reduction, for each value of λ.
|Cov(W2, λ)
good| =
{
4 if λ 6≡ −1 (mod 3),
0 if λ ≡ −1 (mod 3).
|Cov(W3, λ)
good| =
{
21 if λ 6≡ −1 (mod 3),
17 if λ ≡ −1 (mod 3).
In general we are not able to calculate the number of good components. However, since the
degree of W2 is sufficiently small, we can describe what its good part looks like. As remarked
before, the degree of W good2 over P
1
λ is 4 and it is ramified over −1 at two points of order two.
Outside the supersingular λ’s, the ramification is as in characteristic zero. So over 0 and 1, there
are two ramification points of order two, and over ∞ it is unramified. From this it follows that
W good2 is connected.
Now let us have a look at p = 5. In this case, the componentsW1 andW2 both have good reduction,
since 5 does not divide the order of any of the cusps. The component W3 has bad reduction. Note
that the normalizer of a 5-Sylow group of G is a dihedral group of order 10, so the only possibility
for the level is 5. A bad component of level 5 is a cover of X2(1) ⊗ F¯5, purely inseparable of
degree 5. The curve X2(1)⊗ F¯5 is isomorphic to the λ-line. It has multiplicity (p− 1)/2 = 2. In
characteristic 5, there are two supersingular λ-values: the primitive sixth roots of unity. In these
points the good part will have an “extra” ramification of order two. So as before we are able to
compute the number of covers with good reduction.
|Cov(W3, λ)
good| =
{
23 if λ 6≡ ζ6, ζ56 (mod 5),
21 if λ ≡ ζ6, ζ56 (mod 5).
The results are summarized in the following lemma.
Lemma 4.3.1 Let W1,W2,W3 be the three irreducible components of H
in
4 (PSL2(11)) ⊗ Q¯, as
described above.
(a) Then W1 has good reduction to characteristic p 6= 2, 11.
(b) The componentW2 has good reduction to characteristic p 6= 2, 3, 11. In characteristic 3, it as
two irreducible components: a bad component of level 6 and a good component. The degree
of the good component over the λ-line is 4.
(c) The component W3 has good reduction to characteristic p 6= 2, 3, 5, 11. In characteristic 3,
there is one bad component, of level 6, and the degree of the good part over the λ-line is 21.
In characteristic 5, there is one bad component, of level 5, and the degree of the good part
over the λ-line is 23.
The Hurwitz space might have irreducible components of large degree having good reduction
at many primes. For example, take ℓ = 31 and C = (ℓA, ℓA, ℓB, ℓB). The Hurwitz space in
characteristic zero has an irreducible component of genus 37, whose degree over the λ-line is 128.
The cusps of this component all have ramification index a power of 2. We conclude from the Cups
Principle that this component has good reduction to all primes p 6= 2, 31. For details, see the table
below.
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Example 4.3.2 (Raynaud) Let H be the inner Hurwitz space parameterizing Galois covers of
P1 with Galois group A5 which are branched at four points of order 3. Let H¯ be its completion,
over Z(5). (Raynaud considered the absolute Hurwitz space; it is easy to make the adaption to
that case.) In characteristic zero, H¯ ⊗ Q¯ is connected and has degree 18 over the λ-line. Over
0, 1,∞ this cover has ramification 325212. We conclude as above that the reduction of the Hurwitz
space to characteristic 5 has one bad component of level 5. So the good degree is 8. If λ reduces
to a supersingular value, there are 6 covers with good reduction.
The above example was presented by Raynaud in his talk in Oberwolfach, June 1997. In the
problem session of the same conference he proposed the exercise of computing the number of covers
with good reduction to characteristic 3 for G = A5 and ramification of order 5. The answer to this
exercise appears in the first rows of the table below.
The following table describes the reduction of the Hurwitz space H¯ := H¯ in4 (C), where G = PSL2(ℓ)
and C is either (ℓA, ℓA, ℓB, ℓB) or (ℓA, ℓA, ℓA, ℓA). Every row corresponds to an isomorphism class
of irreducible components in H¯; the entry “num” gives the number of isomorphic components.
The first column gives the ℓ, the second column gives the class vector. The third column gives the
ramification of H¯ → P1λ in characteristic zero over 0, 1,∞. Here a
b means: b ramification points of
order a and − means: the same as the previous point. The entries “deg” and g give the degree over
the λ-line and the genus of the component (in characteristic zero). The last three entries describe
the reduction for odd primes different from ℓ which exactly divide the order of G. No statement is
made for other primes. A dash means: the component has good reduction to all such primes. Each
prime p such that the component has bad reduction to characteristic p, is listed on a separate row.
Under “bad components”, for each prime, all the bad components are listed. The last entry gives
the degree of the good part over the λ-line. This is the number of covers with good reduction, for
λ ordinary. The number of covers with good reduction for supersingular λ can be computed by
Theorem 4.2.5. A component has good reduction to characteristic p for odd primes p 6= ℓ which
are not listed and which strictly divide the order of G. The prime ℓ = 13 is missing from the table
because our computer refused to run ho for PSL2(13). The prime ℓ = 17 is missing because there
are no primes p 6= 17 which exactly divide the order of PSL2(17).
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ℓ Ni ramification deg g num p bad comp gdeg
5 AABB 21;−; 12 2 0 1 − − −
5 AABB 3112; 3121;− 5 0 1 3 1×N = 3 2
5 AAAA 513112;−;− 10 0 1 3 1×N = 3 7
7 AABB 42;−; 1422 8 0 1 − − −
7 AABB 134231;−; 713122 14 0 1 3 1×N = 3 11
7 AAAA 12; 22;− 2 0 3 − − −
7 AAAA 2231;−;− 7 0 1 3 1×N = 3 4
11 AABB 21;−; 12 2 0 1 − − −
11 AABB 2262;−; 1434 16 1 1 3 1×N = 6 4
11 AABB 23156252;−; 5211134 33 2 1 3 1×N = 6 21
5 1×N = 5 23
11 AAAA 1131;−;− 4 0 4 3 1×N = 3 1
11 AAAA 3452;−;− 22 3 1 3 4×N = 3 10
5 1×N = 5 12
19 AABB 21;−; 12 2 0 1 − − −
19 AABB 24104;−; 1858 48 9 1 5 1×N = 10 16
19 AABB 25193393104;−; 589333191 95 17 1 5 1×N = 10 55
19 AAAA 1252;−;− 12 1 4 5 1×N = 5 2
19 AAAA 335893;−;− 76 18 1 5 4×N = 5 36
23 AABB 42;−; 1422 8 0 1 − − −
23 AABB 44124;−; 18643824 64 13 1 3 1×N = 12 16
23 AABB 11146115124;−; 138 32 1 3 1×N = 12 90
641153826231 11 1×N = 11 83
23 AAAA 12; 21;− 2 0 3 − − −
23 AAAA 3111;−;− 4 0 4 3 1×N = 3 1
23 AAAA 2262;−; 3414 16 1 2 3 1×N = 6 4
23 AAAA 263811564;−;− 115 24 1 3 3×N = 6, 2×N = 3 67
11 1×N = 11 60
29 AABB 21;−; 12 2 0 1 − − −
29 AABB 26146;−; 112712 96 25 1 7 1×N = 14 12
29 AABB 563527146154;−; 203 54 1 3 1×N = 15, 1×N = 3 128
141547125635 5 1×N = 15, 1×N = 5 113
7 1×N = 14 119
29 AAAA 1373;−;− 24 4 4 7 1×N = 7 3
29 AAAA 1143571256154291;−;− 232 54 1 3 1×N = 15, 1×N = 3 157
5 1×N = 15, 1×N = 5 142
7 2×N = 7 148
31 AABB 168;−; 116284888 128 37 1 − − −
31 AABB 1153516856154;−; 248 67 1 3 1×N = 15, 1×N = 3 173
56154311128483588 5 1×N = 15, 1×N = 5 158
31 AAAA 21;−; 12 2 0 3 − − −
31 AAAA 1422; 42;− 8 0 3 − − −
31 AAAA 182444; 84;− 32 0 3 − − −
31 AAAA 3528154564888;−;− 217 51 1 3 1×N = 15, 1×N = 3 142
5 1×N = 15, 1×N = 5 127
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