The fundamental model-checking problem, given as input a model and a specification, asks for the algorithmic verification of whether the model satisfies the specification. Two classical models for reactive systems are graphs and Markov decision processes (MDPs). A basic specification formalism in the verification of reactive systems is the strong fairness (aka Streett) objective, where given different types of requests and corresponding grants, the requirement is that for each type, if the request event happens infinitely often, then the corresponding grant event must also happen infinitely often. All ω-regular objectives can be expressed as Streett objectives and hence they are canonical in verification. Consider graphs/MDPs with n vertices, m edges, and a Streett objectives with k pairs, and let b denote the size of the description of the Streett objective for the sets of requests and grants. The current best-known algorithm for the problem requires time O(min(n 2 , m √ m log n) + b log n). In this work we present randomized near-linear time algorithms, with expected running time O(m + b), where the O notation hides poly-log factors. Our randomized algorithms are near-linear in the size of the input, and hence optimal up to poly-log factors. 
Introduction
In this work we present near-linear (hence near-optimal) randomized algorithms for the strong fairness verification in graphs and Markov decision processes (MDPs). In the fundamental model-checking problem, the input is a model and a specification, and the algorithmic verification problem is to check whether the model satisfies the specification. We first describe the models and the specifications we consider, then the notion of satisfaction, and then previous results followed by our contributions.
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Our contributions. In this work, our main contributions are randomized near-linear time (i.e. linear times a polylogarithmic factor) algorithms for graphs and MDPs with Streett objectives. In detail, our contributions are as follows:
First, we present a near-linear time randomized algorithm for graphs with Streett objectives where the expected running time is O(m + b), where the O notation hides poly-log factors. Our algorithm is based on a recent randomized algorithm for maintaining the SCC decomposition of graphs under edge deletions, where the expected total running time is near linear [4] . Second, by exploiting the results of [4] we present a randomized near-linear time algorithm for computing the MEC decomposition of an MDP where the expected running time is O(m). We extend the results of [4] from graphs to MDPs and present a randomized algorithm to maintain the MEC decomposition of an MDP under edge deletions, where the expected total running time is near linear [4] . Finally, we use the result of the above item to present a near-linear time randomized algorithm for MDPs with Streett objectives where the expected running time is O(m + b). All our algorithms are randomized and since they are near-linear in the size of the input, they are optimal up to poly-log factors. An important open question is whether there are deterministic algorithms that can improve the existing running time bound for graphs and MDPs with Streett objectives. Our algorithms are deterministic except for the invocation of the decremental SCC algorithm presented in [4] . 
Preliminaries
A Markov decision process (MDP) P = ((V, E), V 1 , V R , δ) consists of a finite set of vertices V partitioned into the player-1 vertices V 1 and the random vertices V R , a finite set of edges E ⊆ (V × V ), and a probabilistic transition function δ. The probabilistic transition function maps every random vertex in V R to an element of D(V ), where D(V ) is the set of probability distributions over the set of vertices V . A random vertex v has an edge to a vertex w ∈ V , i.e. (v, w) ∈ E iff δ(v) [w] > 0. An edge e = (u, v) is a random edge if u ∈ V R otherwise it is a player-1 edge. W.l.o.g. we assume δ(v) to be the uniform distribution over vertices u with
Graphs are a special case of MDPs with V R = ∅. The set In(v) (Out(v)) describes the set of predecessors (successors) of a vertex v. More formally, In(v) is defined as the set {w ∈ V | (w, v) ∈ E} and Out(v) = {w ∈ V | (v, w) ∈ E}. When U is a set of vertices, we define E(U ) to be the set of all edges incident to the vertices in U . More formally,
we denote the subgraph of a graph G = (V, E) induced by the set of vertices S ⊆ V . Let GraphReach(S) be the set of vertices in G that can reach a vertex of S ⊆ V . The set GraphReach(S) can be found in linear time C O N C U R 2 0 1 9 using depth-first search [27] . When a vertex u can reach another vertex v and vice versa, we say that u and v are strongly connected.
A play is an infinite sequence
The set of all plays is denoted with Ω. A play is initialized by placing a token on an initial vertex. If the token is on a vertex owned by player-1, he moves the token along one of the outgoing edges, whereas if the token is at a random vertex v ∈ V R , the next vertex is chosen according to the probability distribution δ(v). The infinite sequence of vertices (infinite walk) formed in this way is a play.
Strategies are recipes for player 1 to extend finite prefixes of plays. Formally, a player-1 strategy is a function σ : V * · V 1 → V which maps every finite prefix ω ∈ V * · V 1 of a play that ends in a player-1 vertex v to a successor vertex σ(ω) ∈ V , i.e., (v, σ(ω)) ∈ E. A player-1 strategy is memoryless if σ 1 (ω) = σ 1 (ω ) for all ω, ω ∈ V * · V 1 that end in the same vertex v ∈ V i , i.e., the strategy does not depend on the entire prefix, but only on the last vertex. We write Σ for the set of all strategies for player 1.
The outcome of strategies is defined as follows: In graphs, given a starting vertex, a strategy for player 1 induces a unique play in the graph. In MDPs, given a starting vertex v and a strategy σ ∈ Σ, the outcome of the game is a random walk w σ v for which the probability of every event is uniquely defined, where an event A ⊆ Ω is a measurable set of plays [28] . For a vertex v, strategy σ ∈ Σ and an event A ⊆ Ω, we denote by Pr σ v (A) the probability that a play belongs to A if the game starts at v and player 1 follows σ.
An objective φ ⊆ Ω for player 1 is an event, i.e., objectives describe the set of winning plays. A play ω ∈ Ω satisfies the objective if ω ∈ φ. In MDPs, a player-1 strategy σ ∈ Σ is almost-sure (a.s.) winning from a starting vertex v ∈ V for an objective φ iff Pr σ v (φ) = 1. The winning set 1 a.s. (φ) for player 1 is the set of vertices from which player 1 has an almost-sure winning strategy. We consider Reachability objectives and k-pair Streett objectives.
Given a set T ⊆ V of vertices, the reachability objective Reach(T ) requires that some vertex in T be visited. Formally, the sets of winning plays are
An infinite path satisfies the objective iff for all 1 ≤ i ≤ k some vertex of L i is visited infinitely often, then some vertex of U i is visited infinitely often.
Given
(1) the subgraph induced by X is strongly connected (i.e., (X, E ∩ X × X) is strongly connected) and (2) all random vertices have their outgoing edges in X. More formally, for all v ∈ X ∩ V R and all (v, u) ∈ E we have u ∈ X. In a graph, if (1) holds for a set of vertices X ⊆ V we call the set X strongly connected subgraph (SCS). An end-component, SCS respectively, is trivial if it only contains a single vertex with no edges. All other end-components, SCSs respectively, are non-trivial. A maximal end-component (MEC) is an end-component which is maximal under set inclusion. The importance of MECs is as follows: (i) it generalizes strongly connected components (SCCs) in graphs (with V R = ∅) and closed recurrent sets of Markov chains (with V 1 = ∅); and (ii) in a MEC X, player-1 can almost-surely reach all vertices u ∈ X from every vertex v ∈ X. The MEC-decomposition of an MDP is the partition of the vertex set into MECs and the set of vertices which do not belong to any MEC. The condensation of a graph G denoted by CONDENSE(G) is the graph where all vertices in the same SCC in G are contracted. The vertices of CONDENSE(G) are called nodes to distinguish them from the vertices in G.
Let C be a strongly connected component (SCC) of G = (V, E). The SCC C is a bottom SCC if no vertex v ∈ C has an edge to a vertex in V \ C, i.e., no outgoing edges. Consider an MDP P = (V, E, V 1 , V R , δ) and notice that every bottom SCC C in the graph G = (V, E) is a MEC because no vertex (and thus no random vertex) has an outgoing edge.
A decremental graph algorithm allows the deletion of player-1 edges while maintaining the solution to a graph problem. It usually allows three kinds of operations: (1) preprocessing, which is computed when the initial input is first received, (2) delete, which deletes a player-1 edge and updates the data structure, and (3) query, which computes the answer to the problem. The query time is the time needed to compute the answer to the query. The update time of a decremental algorithm is the cost for a delete operation. We sometimes refer to the delete operations as update operation. The running time of a decremental algorithm is characterized by the total update time, i.e., the sum of the update times over the entire sequence of deletions. Sometimes a decremental algorithm is randomized and assumes an oblivious adversary who fixes the sequence of updates in advance. When we use a decremental algorithm which assumes such an oblivious adversary as a subprocedure the sequence of deleted edges must not depend on the random choices of the decremental algorithm.
Decremental SCCs
We first recall the result about decremental strongly connected components maintenance in [4] (cf. Theorem 1 below) and then augment the result for our purposes. The preprocessing time of the algorithm is O(m + n) using [27] . To use this algorithm we extend the query and update operations with three new operations described in Corollary 2. The first function is available in the algorithm described in [4] . The second function can be implemented directly from the construction of the data structure maintained in [4] . The key idea for the third function is that when an SCC splits, we consider the new SCCs. We distinguish between the largest of them and the others which we call small SCCs. We then consider all edges incident to the small SCCs: Note that as the new outgoing edges in the large SCC are also incident to a small SCC we can also determine the outgoing edges of the large SCC. Observe that whenever an SCC splits all the small SCCs are at most half the size C O N C U R 2 0 1 9
Theorem 1 (Theorem 1.1 in [4]). Given a graph G = (V, E) with m edges and n vertices, we can maintain a data structure

Corollary 2. Given a graph G = (V, E) with m edges and n vertices, we can maintain a data structure
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of the original SCC. That is, each vertex can appear only O(log n) times in small SCCs during the whole algorithm. As an edge is only considered if one of the incident vertices is in a small SCC each edge is considered O(log n) times and the additional running time is bounded by O(m log n). Furthermore, we define T d as the running time of the best decremental SCC algorithm which supports the operations in Corollary 2. Currently,
Graphs with Streett Objectives
In this section, we present an algorithm which computes the winning regions for graphs with Streett objectives. The input is a directed graph
Algorithm Streett and good component detection. Let C be an SCC of G. In the good component detection problem, we compute (a) a non-trivial 
3.
Output the set of vertices that can reach a satisfying SCC as the winning set. Since the first and last step are computable in linear time, the running time of Algorithm Streett is dominated by the detection of good components in SCCs. In the following, we assume that the input graph is strongly connected and focus on the good component detection.
Bad vertices.
A vertex is bad if there is some 1 ≤ j ≤ k such that the vertex is in L j but it is not strongly connected to any vertex of U j . All other vertices are good. Note that a good vertex might become bad if a vertex deletion disconnects an SCS or a vertex of a set U j . A good component is a non-trivial SCS that contains only good vertices.
Decremental strongly connected components. Throughout the algorithm, we use the algorithm described in Section 3 to maintain the SCCs of a graph when deleting edges. In particular, we use Corollary 2 to obtain a list of the new SCCs which are created by removing bad vertices. Note that we can 'remove' a vertex by deleting all its incident edges. Because the decremental SCC algorithm assumes an oblivious adversary we sort the list of the new SCCs as otherwise the edge deletions performed by our algorithm would depend on the random choices of the decremental SCC algorithm.
Data structure. During the course of the algorithm, we maintain a decomposition of the vertices in G = (V, E): We maintain a list Q of certain sets S ⊆ V such that every SCC of G is contained in some S stored in Q. The list Q provides two operations: Q.add(X) enqueues X to Q; and Q.deque() dequeues an arbitrary element X from Q. For each set S in the decomposition, we store a data structure D(S) in the list Q. This data structure D(S) supports the following operations 1. Construct(S): initializes the data structure for the set S 2. Remove(S, B) updates S to S \ B for a set B ⊆ V and returns D(S) for the new set S. 3. Bad(S) returns a reference to the set {v ∈ S | ∃j with v ∈ L j and U j ∩ S = ∅}
SCCs(S) returns the set of SCCs currently in G[S].
We implement SCCs(S) as a balanced binary search tree which allows logarithmic and updates and deletions. In [19] an implementation of this data structure with functions (1)-(3) is described that achieves the following running times. For a set of vertices S ⊆ V , let bits(S) be defined as We augment the data structure with the function SCCs(S) which runs in total time of a decremental SCC algorithm supporting the first function in Corollary 2.
Algorithm Description. The key idea is that the algorithm maintains the list Q of data structures D(S) as described above when deleting bad vertices. Initially, we enqueue the data structure returned by Construct(V ) to Q. As long as Q is non-empty, the algorithm repeatedly pulls a set S from Q and identifies and deletes bad vertices from G [S] . If no edge is contained in G[S], the set S is removed as it can only induce trivial SCCs. Otherwise, the subgraph G[S] is either determined to be strongly connected and output as a good component or we identify and remove an SCC with at most half of the vertices in G [S] . Consider Figure 1 for an illustration of an example run of Algorithm 1. Outline correctness and running time. In the following, when we talk about the input grapĥ G we mean the unmodified, strongly connected graph which we use to initialize Algorithm 1. In contrast, with the current graph G we refer to the graph where we already deleted vertices and their incident edges in the course of finding a good component. For the correctness of Algorithm 1, we show that if a good component exists, then there is a set S stored in list Q which contains all vertices of this good component.
To obtain the running time bound of Algorithm 1, we use the fact that we can maintain the SCC decomposition under deletions in O(T d ) total time. With the properties of the data structure described in Lemma 3 we get a running time of O(n + b) for the maintenance of the data structure and identification of bad vertices over the whole algorithm. Combined, these ideas lead to a total running time of O(T d + n + b) which is O(m + b) using Corollary 2. 
while D(S).Bad(S) is not empty do
B ← D(S).Bad(S); D(S) ← D(S).Remove(S, B);
// obtain SCCs after deleting bad vertices from S
D(S).SCCs(S) ← D(S).SCCs(S)
\ b∈B {A.rep(b)} ; 9
D(S).SCCs(S) ← D(S).SCCs(S) ∪ A.deleteAnnounce(E(B));
if G[S] contains at least one edge then
11
Initialize K as a new list;
for X ← D(S).SCCs(S) do
if X = S then output G[S];
// good component found 
D(X).SCCs(X) ← {A.rep(x)} for some x ∈ X;
20
D(S).SCCs(S) ← D(S).SCCs(S) \ {A.rep(x)} for some x ∈ X;
21
Q.add(D(X));
if D(S).SCCs(S) = ∅ then Q.add(D(S).Remove(S, R)) ;
23 return No good component exists.
Proof.
The preprocessing and initialization of the data structure D and the removal of bad vertices in the whole algorithm takes time O(m + k + b) using Lemma 3. Since each vertex is deleted at most once, the data structure can be constructed and maintained in total
time O(m). Announcing the new SCCs after deleting the bad vertices at Line 9 is in O(T d ) = O(m) total time by Corollary 2. Consider an iteration of the while loop at Line 4: A set S is removed from Q. Let us denote by n the number of vertices of S. If G[S]
does not contain any edge after the removal of bad vertices, then S is not considered further by the algorithm. Otherwise, the for-loop at Line 12 considers all new SCCs. Note the we can implement the for-loop in a lockstep fashion: In each step for each SCC we access the i-th vertex and as soon as all of the vertices of an SCC are accessed we add it to the list K. When only one SCC is left we compute its size using the original set S and the sizes of the other SCCs. If its size is at most |S|/2 we add it to K. Note that this can be done in time proportional to the number of vertices in the SCCs in S of size at most |S|/2.
The sorting operation at Line 15 takes time O(|K| log |K|) plus the size of all the SCCs in
Note that during the algorithm each vertex can appear at most log(n) times in the list K. This is by the fact that K only contains SCCs that are at most half the size of the original set S. We obtain a running time bound of O(n(log n) 2 ) for Lines 12-15. Consider the second for-loop at Line 17: Let |X| = n 1 . The operations Remove(·) and
Construct(·) are called once per found SCC G[X]
with X = S and take by Lemma 3 O(|X| + bits(X)) time. Whenever a vertex is in X, the size of the set in Q containing v originally is reduced by at least a factor of two due to the fact that |X| = n 1 ≤ n /2. This happens at most log n times. By charging O(1) to the vertices in X and, respectively, to bits(X), the total running time for Lines 21 & 22 can be bounded by O((n + b) log n) as each vertex and bit is only charged O(log n) times. Combining all parts yields the claimed running time bound of O(
The correctness of the algorithm is similar to the analysis given in [11, Lemmas 3.6 & 3.7 ] except that we additionally have to prove that SCCs(S) holds the SCCs of G [S] . Lemma 5 shows that we maintain SCCs(S) properly for all the data structures in Q.
Lemma 5. After each iteration of the outer while-loop every non-trivial SCC of the current graph is contained in one of the subgraphs G[S] for which the data structure D(S) is maintained in Q and SCCs(S) stores a list of all SCCs contained in S.
We prove the next Lemma by showing that we never remove edges of vertices of good components. The running time bounds for the decremental SCC algorithm of [4] (cf. Corollary 2) only hold against an oblivious adversary. Thus we have to show that in our algorithm the sequence of edge deletions does not depend on the random choices of the decremental SCC algorithm. The key observation is that only the order of the computed SCCs depends on the random choices of the decremental SCC and we eliminate this effect by sorting the SCCs.
Lemma 6. After each iteration of the outer while-loop every good component of the input graph is contained in one of the subgraphs G[S] for which the data structure D(S) is maintained in the list Q.
Proposition 7. Algorithm 1 outputs a good component if one exists, otherwise the algorithm reports that no such component exists.
Proof. First consider the case where Algorithm 1 outputs a subgraph G[S]. We show that G[S] is
Proposition 8. The sequence of deleted edges does not depend on the random choices of the decremental SCC Algorithm but only on the given instance.
Due to Lemma 4, Lemma 7 and Proposition 8 we obtain the following result.
Theorem 9. In a graph, the winning set for a k-pair Streett objective can be computed in
O(m + b) expected time.
Algorithms for MDPs
In this section, we present expected near-linear time algorithms for computing a MEC decomposition, deciding almost-sure reachability and maintaining a MEC decomposition in a decremental setting. In the last section, we present an algorithm for MDPs with Streett objectives by using the new algorithm for the decremental MEC decomposition.
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Random attractor. First, we introduce the notion of a random attractor attr R (T) for a set T ⊆ V . The random attractor A = attr R (T) is defined inductively as follows: A 0 = T and
Given a set T , the random attractor includes all vertices (1) in T , (2) random vertices with an edge to A i , (3) player-1 vertices with all outgoing edges in A i . Due to [21, 3] we can compute the random attractor A = attr R (S) of a set S in time O( v∈A In(v)).
Maximal End-Component Decomposition
In this section, we present an expected near linear time algorithm for MEC decomposition. Our algorithm is an efficient implementation of the static algorithm presented in [9, p. 29]:
The difference is that the bottom SCCs are computed with a dynamic SCC algorithm instead of recomputing the static SCC algorithm. A similar algorithm was independently proposed in an unpublished extended version of [12] .
Algorithm Description. The MEC algorithm described in Algorithm 2 repeatedly removes bottom SCCs and the corresponding random attractor. After removing bottom SCCs the new SCC decomposition with its bottom SCCs is computed using a dynamic SCC algorithm.
Algorithm 2: MEC Algorithm
Input:
Correctness follows because our algorithm just removes attractors of bottom SCCs and marks bottom SCCs as MECs. This is precisely the second static algorithm presented in [9, p. 29] except that the bottom SCCs are computed using a dynamic data structure. By using the decremental SCC algorithm described in Subsection 3 we obtain the following lemma.
Lemma 10. Algorithm 2 returns the MEC-decomposition of an MDP P in expected time O(m).
Proof. The running time of algorithm A is in total time O(T d ) = O(m)
by Theorem 1 and Corollary 2. Initially, computing the SCC decomposition and determining the SCCs with no outgoing edges takes time O(m + n) by using [27] . Each time we compute the attractor of a bottom SCC C k at Line 7 we remove it from the graph by deleting all its edges and never process these edges and vertices again. Since we can compute the attractor A at Line 7 in time O( v∈A In(A)), we need O(m + n) total time for computing the attractors of all bottom SCCs. Hence, the running time is dominated by the decremental SCC algorithm A,
The algorithm uses O(m + n) space due to the fact that the decremental SCC algorithm A uses O(m + n) space and Q only contains vertices.
Theorem 11. Given an MDP the MEC-decomposition can be computed in O(m) expected time. The algorithm uses O(m + n) space.
Note that we can use the decremental SCC Algorithm A of [4] even though this algorithm only works against an oblivious adversary as the sequence of deleted edges does not depend on the random choices of the decremental SCC Algorithm.
Almost-Sure Reachability
In this section, we present an expected near linear-time algorithm for the almost-sure reachability problem. In the almost-sure reachability problem, we are given an MDP P and a target set T and we ask for which vertices player 1 has a strategy to reach T almost surely, i.e., 
Decremental Maximal End-Component Decomposition
We present an expected near-linear time algorithm for the MEC-decomposition which supports player-1 edge deletions and a query that answers if two vertices are in the same MEC. We need the following lemma from [7] to prove the correctness of our algorithm. Given an SCC C we consider the set U of the random vertices in C with edges leaving C. The lemma states that for all non-trivial MECs X in P the intersection with U is empty, i.e., attr R (U) ∩ X = ∅.
Lemma 13 (Lemma 2.1(1), [7] ). Let C be an SCC in
Then for all non-trivial MECs X in P we have Z ∩ X = ∅ and for any edge (u, v) with u ∈ X and v ∈ Z, u must belong to V 1 .
The pure MDP graph P P of an MDP P = (V, E, V 1 , V R , δ) is the graph which contains only edges in non-trivial MECs of P . More formally, the pure MDP graph P P is defined as follows: Let M 1 , . . . M k be the set of MECs of P .
} and for each v ∈ V R : δ P (v) the uniform distribution over vertices u with (v, u) ∈ E P . Throughout the algorithm, we maintain the pure MDP graph P P for an input MDP P . Note that every non-trivial SCC in P P is also a MEC due to the fact that there are only edges inside of MECs. Moreover, a trivial SCC {v} is a MEC iff v ∈ V 1 . Note furthermore that when a player-1 edge of an MDP P is deleted, existing MECs might split up into several MECs but no new vertices are added to existing MECs.
Initially, we compute the MEC-decomposition in O(m) expected time using the algorithm described in Section 5.1. Then we remove every edge that is not in a MEC. The resulting graph is the pure MDP graph P P . Additionally, we invoke a decremental SCC algorithm A which is able to (1) announce new SCCs under edge deletions and return a list of their vertices and (2) is able to answer queries that ask whether two vertices v, u belong to the same SCC. When an edge (u, v) is deleted, we know that (i) the MEC-decomposition stays the same or (ii) one MEC splits up into new MECs and the rest of the decomposition stays the same. We first check if u and v are in the same MEC, i.e., if it exists in P P . If not, we are done. Otherwise, u and v are in the same MEC C and either (1) 
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We delete an edge which splits the MEC into two new SCCs C1 and C2. The SCC C2 is not a MEC. We thus compute and remove the attractor of U2 and the resulting SCC is a MEC. not split or (2) the MEC C splits. In the case of (1) the SCCs of the pure MDP graph P P remain intact and nothing needs to be done. In the case of (2) we need to identify the new SCCs C 1 , . . . , C k in P P using the decremental SCC algorithm A. Let, w.l.o.g., C 1 be the SCC with the most vertices. We iterate through every edge of the vertices in the SCCs C 2 , . . . , C k . By considering all the edges, we identify all SCCs (including C 1 ) which are also MECs. We remove all edges (y, z) where y and z are not in the same SCC to maintain the pure MDP graph P P . For the SCCs that are not MECs let U be the set of random vertices with edges leaving its SCC. We compute and remove A = attr R (U) (these vertices belong to no MEC due to Lemma 13) and recursively start the procedure on the new SCCs generated by the deletion of the attractor. The algorithm is illustrated in Figure 2 . Lemma 14 describes the key invariants of the while-loop at Line 3. We prove it with a straightforward induction on the number of iterations of the while-loop and apply Lemma 13. Proof. We show that after deleting an edge using Algorithm 3 (i) every non-trivial SCC is a MEC and vice-versa, and (ii) there are no edges going from one MEC to another. Initially, we compute the pure MDP graph and both conditions are fulfilled.
Lemma 14. Assume that
When we delete an edge and the while-loop at Line 3 terminates (i) is true due to Lemma 14 (2, 3) . That is, as we never delete edges within MECs they are still strongly connected and when the while-loop terminates, K = ∅ which means that all SCCs are MECs.
For (ii) notice that each SCC is once processed as a List J. Consider an arbitrary SCC C i and the corresponding list of SCCs J = {C 1 , . . . , C k } of the iteration in which C i was identified as a MEC. By Lemma 14(1) there are no edges to SCCs not in the list. Additionally, due to Line 10 we remove all edges from C i to other SCCs in J. Now that we maintain the pure MDP graph P P in A, we can answer MEC queries of the form: query(u, v): Returns whether u and v are in the same MEC in P , by an SCC query A.query(u, v) on the pure MDP graph P P .
MDPs with Streett Objectives
Similar to graphs we compute the winning region of Streett objectives with k pairs (L i , U i ) (for 1 ≤ i ≤ k) for an MDP P as follows:
1. We compute the MEC-decomposition of P .
2.
For each MEC, we find good end-components, i.e., end-components where L i ∩ X = ∅ or U i ∩ X = ∅ for all 1 ≤ i ≤ k and label the MEC as satisfying.
3.
We output the set of vertices that can almost-surely reach a satisfying MECs. For 2., we find good end-components similar to how we find good components as in Section 4. The key idea is to use the decremental MEC-Algorithm described in Section 5.3 instead of the decremental SCC Algorithm. We modify the Algorithm presented in Section 4 as follows to detect good end-components: First, we use the decremental MEC-algorithm instead of the decremental SCC Algorithm. Towards this goal, we augment the decremental MEC-algorithm with a function to return a list of references to the new MECs when we delete a set of edges. Second, the decremental MEC-algorithm does not allow the deletion of arbitrary edges, but only player-1 edges. To overcome this obstacle, we create an equivalent instance where we remove player-1 edges when we remove 'bad' vertices. Deleting bad vertices. As the decremental MEC-algorithm only allows deletion of player-1 edges, we first modify the original instance P = (V, E, V 1 , V R , δ) to a new instance P = (V , E , V 1 , V R , δ ) such that we can remove bad vertices by deleting player-1 edges only. In P each vertex v ∈ V x for x ∈ {1, R} is split into two vertices v in ∈ V 1 and v out ∈ V x such that E = {(u out , v in ) | (u, v) ∈ E} ∪ {(v in , v out ) | v ∈ V } and L i = {v in ∈ V | v ∈ L i } and U i = {v out ∈ V | v ∈ U i } for all 1 ≤ i ≤ k. The new probability distribution is δ (v out )[w in ] = δ(v) [w] for v ∈ V R and w ∈ Out(v). Note that for each v ∈ V R the corresponding vertex v out ∈ V R has the same probabilities to reach the representation v out of a vertex as v. The described reduction allows us to remove bad vertices from MECs by removing the player-1 edge (v in , v out ).
The key idea for the following lemma is that for each original vertex v ∈ V either both v in and v out are part of a good end-component or none of them. Note that the only way that v in and v out are strongly connected is when the other vertex is also in the strongly connected component because v in (v out ) has only one outgoing (incoming) edges to v out (from v in ).
Lemma 20. There is a good end-component in the modified instance P iff there is a good component in the original instance P .
On the modified instance P the algorithm for MDPs is identical to Algorithm 1 except that we use a dynamic MEC algorithm instead of a dynamic SCC algorithm. 
