Abstract. This paper deals with state-constrained optimal control problems governed by semilinear parabolic equations. We establish a minimum principle of Pontryagin's type. To deal with the state constraints, we i n troduce a penalty problem by using Ekeland's principle. The key tool for the proof is the use of a special kind of spike perturbations distributed in the domain where the controls are dened. Conditions for normality of optimality conditions are given.
1. Introduction. In the last years, some proofs of minimum principles of Pontryagin's type have appeared. For long time, the optimality conditions for control problems governed by partial dierential equations have been given in an integral form, assuming the convexity of the control set and the dierentiability with respect to the control and state of all functions involved in the problem. This makes a big dierence with the control theory for problems governed by ordinary dierential equations, where a Pontryagin's principle is derived without the previous assumptions. In my opinion, the reason of this dierence is the diculty of extending the methods used for ODE's to the innite dimensional systems. In particular, the classical spike perturbations of the controls localized around a point does not work properly for PDE's because they lead to some equations with Dirac measures as data, which produces non continuous solutions. This makes dicult to treat the state constraints, specially the pointwise state constraints.
A new type of spike perturbations was developed by a group of mathematicians from Shanghai University; see Li [25] , Li and Yao [26] and Li and Yong [27] . They used these perturbations to study control problems of evolution equations. The spike perturbations were dened by using the representation of the state given by the corresponding semigroup. This idea was also followed by F attorini [17] , [18] , Fattorini and Frankowska [19] , Fattorini and Murphy [20] , [21] . Later Yong [33] and Casas and Yong [14] build a similar kind of spike perturbations for elliptic equations by using the representation of the solution with the aid of the Green function. Afterwards, Casas suggested a new construction of the set where the perturbations are localized; see Casas [11] and Bei Hu and Yong [22] . This construction was independent of the equation. For a dierent viewpoint explaining the true nature of this new type of spike perturbations, the reader is referred to Casas [12] , where the boundary control of a quasilinear equation was considered.
Bonnans and Casas [5] , [6] followed a dierent approach to derive P ontryagin's principle that did not use this type of spike perturbations. However it was necessary to assume a stability condition of the optimal cost functional with respect to small perturbation of the feasible state set.
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In this paper, we consider a boundary control problem governed by a parabolic semilinear equation. General state constraints are included in the formulation of the problem. The idea developed in [12] is used here. To deal with the state constraints we penalize them. But the lack of convexity of the control set and the noncontinuity with respect to the control of the functions involved in the control problem make dicult to formulate a penalty problem having a solution converging to the optimal control of the original problem. Ekeland's variational principle is the key tool to obtain the suitable penalization.
Pontryagin's principle is often established in a nonqualied form, which implies that the cost functional does not appear in the conditions for optimality. In the absence of equality state constraints, we give a condition that leads to a qualied optimality system. This condition was introduced by Bonnans [4] and Bonnans and Casas [6] . It consists in assuming a certain kind of Lipschitz dependence of the optimal cost functional with respect to small perturbations of the state constraint. It is proved that this condition is satised \almost everywhere". We will distinguish strong and weak Pontryagin's principles, depending on whether the optimality system is qualied or not. To prove the strong principle we make an exact penalization of the state contraints.
One of the diculties found in the optimality system is the adjoint state equation. This equation can have measures as data in the domain, on the boundary and as a nal condition. There are not many papers written about parabolic equations involving measures. For these equations the reader is referred to Barbu and Precupanu [ 1 ] , Lasiecka [24] , Tr oltzsch [32] , Boccardo and Gallou et [3] , the last one dealing with quasilinear equations. Here we use the transposition method to derive a general result of existence and \uniqueness" of solution. Since we do not assume continuity of the coecients of the state equation, we need to precise in which sense the solution is unique; see Serrin [30] for a nonuniqueness result in W 1;p 0 () (p < 2) of an elliptic problem well posed in H 1 ().
The paper is organized as follows. In the next section, the control problem is formulated. The state constraints are presented in an abstract framework. We show through some examples how the usual state constraints are included in the abstract formulation. The weak and strong Pontryagin's principles are formulated in x3 and x4 respectively. I n x 5, the state equation is studied and the spike perturbations are dened. The linear parabolic equations involving measures are analyzed in x6. All the mentioned papers dealing with control of evolution equations, except [22] , followed the semigroup approach to analyze the state and adjoint state equations. Here we will follow the variational approach, which allows to obtain some pointwise information of the solutions of the PDEs. This information is very important to study the control problems with pointwise state constraints. Finally, the proofs of weak and strong principles are given in x7.
2. Setting of the control problem. Let R n , n 1, be an open and bounded set, with Lipschitz boundary . Given 0 < T < + 1 , w e set T = (0; T ) and T = (0; T ). Let (K; d ) be a metric space and let us consider a function f : T R K ! R of class C 1 with respect to the second variable and satisfying the following assumptions: @f @y (x; t; y; u) 0 8(x; t; y; u) 2 T R K ; (2.1) 8 < :
8M > 0 9 C M > 0 such that 8(x; t; u) 2 T K and jyj M j f ( x; t; 0; u ) j + @f @y (x; t; y; u)
The state equation is as follows 8 > > > > > < > > > > > : @y @t (x; t) + Ay(x; t) + a 0 ( x; t; y(x; t)) = 0 in T ; @ A y(x; t) = f ( x; t; y(x; t); u ( x; t)) on T ;
y(x; 0) = y 0 (x) in ;
where y 0 2 C( ), A is the linear operator
[a ij (x; t)@ xi y(x; t)] + b j (x; t)y(x; t) ) + n X j=1 d j (x; t)@ xj y(x; t) + c ( x; t)y(x; t) (2.4) and
[a ij (x; t)@ xi y(x; t)] + b j (x; t)y(x; t) ) j (x); (2.5) (x) being the outward unit normal vector to at the point x; see Casas [9] or Casas and Fern andez [13] for an interpretation of this Neumann condition in a trace sense. a ij (x; t) i j jj 2 ; 8 2 R n ; a:e: (x; t) 2 T ; with > 0: (2.8) Once given the sate equation, we i n troduce the cost functional
L ( x; t; y u (x; t))dxdt + Z T l(x; t; y u (x; t); u ( x; t))d(x)dt; where y u is the solution of (2.3) associated to u; denotes the usual (n 1)-dimensional measure on induced by the parametrization (remind that is a Lipschitz manifold); and L : T R ! R and l : T R K ! R are of class C 1 with respect to the second variable, L being measurable with respect to the rst one, satisfying 8 < : The space of controls U is formed by the measurable functions u : T ! K such that the mapping (x; t) 2 T ! (f(x; t; y; u(x; t)); l ( x; t; y; u(x; t))) 2 R 2 is measurable for every y 2 R. I n x 5 w e will prove that there exists a unique solution of (2.3) in the space Y = C( T )\L 2 ([0; T ] ; H 1 ()) for every u 2 U , so that functional J : U ! R is well dened.
Finally we i n troduce the sate constraints. Let Z be a separable Banach space and Q Z a closed convex subset with nonempty i n terior. Given two mappings of class C 1 , G : Y ! Z and F : C( T ) ! R l , l 1, we formulate the optimal control problem as follows (P) Minimize fJ(u) : u 2 U ; G ( y u )2 Q; F(y u ) = 0 g :
Let us show h o w the usual examples of state constraints can be handled with this formulation.
Example 2.1. Given a continuous function g :
T R ! R of class C 1 respect to the second variable, the constraint g(x; t; y u (x; t)) for all (x; t) 2 T , with > 0 being a given number, can be written in the above framework by putting Z = C( T ), G : Y ! C( T ), dened by G(y) = g ( ; y ( )), and Q = fz 2 C( T ) : z ( x; t) 8(x; t) 2 T g:
T , then we can include the equality constraints y u (x j ; t j ) = j , 1 j l , in the above formulation. Indeed, it is enough to dene the functions F j : C( T ) ! R given by F j (y) = y ( x j ) j and to take F = ( F 1 ; : : : ; F l ) T . Then F is of class C 1 . can also be included in problem (P) in the obvious way b y assuming the same hypotheses as in Example 2.5.
Example 2.7. Integral constraints on the gradient of the state can be considered within our formulation of problem (P):
In this case we can take Z = R and Q = ( 1; ].
3. The weak Pontryagin's principle. Before formulating the weak Pontryagin's principle, we i n troduce some notation. Given 0, we dene the Hamiltonian H : T R K R ! R as follows H (x; t; y; u; ') = l(x; t; y; u) + 'f(x; t; y; u): Now w e can establish Pontryagin's principle 
@ y @t +A y+a 0 (x; t; y(x; t)) = 0 in T ; @ A y(x; t) = f ( x; t; y(x; t); u(x; t)) on T ; y(0) = y 0 in ; Let us apply the above principle to the examples given in x2. y(x; t)))d (x; t) 0 8z 2 C( T ) with z(x; t) :
From this relation we can deduce that is a positive measure concentrated in the set of points (x; t) 2
T where g(x; t; y(x; t)) = . In particular, it could be a Dirac measure or a combination of Dirac measures; see Casas [7] .
The adjoint state equation ( @ A ' = @f @y (x; t; y; u) ' + @l @y (x; t; y; u) + @g @y (x; t; y) j T on T ; '(T ) = @g @y (x; T; y(x; T )) j fTg in ;
Since @g=@y is a continuous function in T , then the product (@g=@y) is well dened and can be identied again with a measure. = @g @y (x; t; y(x; t)) (t):
Then we h a v e the following equation for '
@ ' @t +A '+ @a 0 @y (x; t; y) '= @L @y (x; t; y) + @g @y (x; t; y) j (0;T) in T ; @ A ' = @f @y (x; t; y; u) ' + @l @y (x; t; y; u) o n T ; ' ( T ) = @g @y (x; T; y(x; T )) (fTg) i n :
So, in particular, we h a v e that '(T) = 0 i f t h e state constraint is not active i n T . This type of state constraints has been studied by many authors; see Barbu and Precupanu [ 1 ] , Lasiecka [24] and Tr oltzsch [32] . All of them consider the semigroup theory approach to deal with the state and adjoint state equations. They prove some regularity of the adjoint state '; see x6. By increasing the regularity of functions j , w e can improve the regularity o f ' such as it was described in Example 3.6.
For the equality constraints considered in Example 2.6 the adjoint state equation is similar to the above one. The only dierence is that the Lagrange multipliers can be negative. 4. The strong Pontryagin's principle. In this section we will prove that, in the absence of equality constraints, Theorem 3.1 holds with = 1 for \almost all" control problems. We will precise this term later. The key to achieve this result is the introduction of a stability assumption of the optimal cost functional with respect to small perturbations of the set of feasible controls. This stability allows to accomplish an exact penalization of the state constraints. First of all let us formulate the following control problem This concept was rst introduced in relation with optimal control problems by Bonnans [4] ; see also Bonnans and Casas [6] . A weaker stability concept was used by Casas [8] to analyze the convergence of the numerical discretizations of optimal control problems. The following proposition states that almost all problems (P ) are strongly stable. Proof. The uniqueness of the solution in Y can be proved by using the Gronwall inequality in the standard way along with the monotonicity of the nonlinear terms. Let us prove the existence. An analogous modication can be made on a 0 . Then we deduce the existence and
with a 0 and f replaced by a 0m and f m , respectively. N o w thanks to the assumptions (2.1){(2.8), we can apply the procedure of Ladyzhenskaya et al. [23] to deduce the existence of a constant M > 0 independent o f m and u 2 U such that (5.2) holds for y u replaced by y m . This implies that a m (x; t; y m (x; t)) = a(x; t; y m (x; t)) 8m M and f m (x; t; y m (x; t); u ( x; t)) = f(x; t; y m (x; t); u ( x; t)) 8m M:
Consequently, the uniqueness of a solution of (2.3) lets to obtain the identity y m = y u and the inequality (5.2).
In order to prove the continuity o f y u , w e rst suppose that y 0 2 C ( T ) for some constant 2 (0; 1]. Then, by applying the results of Di Benedetto [2] , we deduce that y u 2 C ;=2 ( T ) for some 2 (0; ]. When y 0 is not a H older function, we can take a sequence fy 0k g 1 k=1 C ( T ) converging uniformly to y 0 in T . Then the corresponding solutions of (2.3), denoted by y k , are H older functions. Now, by applying the methods of [23] is easy to deduce the convergence y k ! y u in L 1 ( T ), which proves the continuity o f y u .
Finally, the convergence y uk ! y u in L 2 ([0; T ] ; H 1 ()) when d E (u k ; u )!0 i s easily derived. The uniform convergence is obtained again by using the arguments of [23] .
The rest of the section is devoted to the proof of the following theorem (ii) The functions a r : ( ; + ) n 1 ! R are Lipschitz and for some coordinate system (x 0 r ; x r ;n ) = ( x r ; 1 ; : : : ; x r ;n ) i n R n w e h a v e that We are going to prove that 1
Once this is proved, the convergence (1= p ) E k ! 1 weakly in L 1 ( ) follows from the density of the simple functions in L 1 ( ). 
Finally, let A b e a -measurable set. Given > 0 arbitrary, w e can take K closed and V o p e n s u c h that K A V and (A) (K) (V ) (A) + :
which concludes the proof of (5.7). Taking E k = E k J k , it remains to prove the convergence (1=) Ek ! 1 weakly in L 1 ( T ). Given f 2 L 1 ( ) and h 2 L 1 (0; T ), we get from the steps 1 and 2
Since the functions f(x)h(t), with f 2 L 1 ( ) and h 2 L 1 (0; T ), expand a subspace dense in L 1 ( T ), we conclude the proof. '(T ) = T in :
The reader is referred to Boccardo and Gallou et [3] for the study of a quasilinear parabolic equation with a measure in T as datum. Here we improve the results of 
Let us take ' k 2 Y such that Using (6.8) and the properties of f k , g k and h k , w e deduce from (6.8)
the last inequality being a consequence of the estimates for the solution of (6.9); see Di Benedetto [2] and Ladyzhenskaya et al. [23] . 
Now (6.6) is obtained by passing to the limit. Finally, the uniqueness of ' follows from (6.6). Indeed, the regularity results for the Neumann problem associated to the operator (@=@t) + A (see [2] 
Moreover krd Q (z)k Z 0 = 1 for every z 6 2 Q; see Clarke [15] and Casas and Yong [14] . Let us take J : U ! R dened by
It is obvious that J (u) > 0 for every u 2 U and J ( u) = . On the other hand, thanks to Given v 2 U arbitrary, let us take E and u as in Theorem 5.2,
Then we get with the help of (5.3) and (5.4) @ A z = @f @y (x; t; y (x; t); u ( x; t))z +f(x; t; y (x; t); v ( x; t)) f(x; t; y (x; t); u ( x; t)) on T ;
z (x; 0) = 0 in ; .7) and (7.10). Then, using (7.11) , it is easy to pass to the limit in (7.8) and (7.9) and to deduce (3.3) and (3.5). Now remembering the denition of and and (7.1), we deduce h ; z G ( y ) i 08 z 2 Q: The following lemma is used in this proof. jf(x; t) f(x 0 ; t 0 ) j dm T (x; t) = 0 : thanks to (7.14) and the fact that (x; t) ! f(x; t; y(x; t); u(x; t)) is bounded in T because of the assumption (2.2) and the boundedness of y. Now w e will prove Theorem 4.3. The key to achieve this result is to carry out an exact penalization of the state constraint. To do this, we will use the distance function d Q associated to the set Q , and dened in the same way as in the proof of Theorem 4.3. Proposition 7.3. If (P ) is strongly stable and u is a solution of this problem, then there exists q 0 > 0 such that u is also a solution of inf u2U J q (u) = J ( u ) + qd Q (G(y u )) (7.15) for every0 .
Proof. Let us suppose that it is false. Then there exists a sequence fq k g 1 k=1 of real numbers, with q k ! +1, and elements fu k g 1 k=1 U such that J(u k ) + q k d Q ( G ( y k )) < J ( u) 8k1;
where y k is the state corresponding to u k . F rom here we obtain that d Q (G(y k )) < J( u) J(u k ) q k !0 when k ! +1
and G(y k ) 6 2 Q . Let k > be the smallest number such that G(y k ) 2 Q k . Since k ! , w e can use (6.2) to deduce C( k ) inf (P ) inf (P k ) J( u) J(u k ) > q k d Q ( G ( y k )) = q k ( k ) 8k k ;
which is not possible.
Since J q is not Gâteaux dierentiable on Q , w e are going to modify slightly this functional to attain the dierentiability necessary for the proof. 
