In the last three years, Google has conducted the largest corporate experiment with prediction markets we are aware of. In this paper, we illustrate how markets can be used to study how an organization processes information. We document a number of biases in Google's markets, most notably an optimistic bias. Newly hired employees are on the optimistic side of these markets, and optimistic biases are significantly more pronounced on days when Google stock is appreciating. We find correlated trading among employees who sit within a few feet of one another and employees with social or work relationships. The results are interesting in light of recent research on the role of optimism in entrepreneurial firms, as well as recent work on the importance of geographic and social proximity in explaining information flows in firms and markets. 
Using Prediction Markets to Track Information Flows: Evidence from Google
In the last 4 years, many large firms have begun experimenting with internal prediction markets run among their employees. 2 The primary goal of these markets is to generate predictions that efficiently aggregate many employees' information and augment existing forecasting methods.
Early evidence on corporate markets' performance has been encouraging (Ortner, 1998; Chen and Plott, 2002; this paper) .
In this paper, we argue that in addition to making predictions, internal prediction can provide insight into how organizations process information. Prediction markets provide employees with incentives for truthful revelation and can capture changes in opinion at a much higher frequency than surveys, allowing one to track how information moves around an organization and how it responds to external events. We exemplify this use of prediction markets with an analysis of Google's internal markets, the largest corporate prediction market we are aware of.
We can draw two main conclusions. The first is that Google's markets, while reasonably efficient, reveal some biases. During our study period, the internal markets overpriced securities tied to optimistic outcomes by 10 percentage points. 3 The optimistic bias in Google's markets was significantly greater on and following days when Google stock appreciated.
Securities tied to extreme outcomes were underpriced by a smaller magnitude, and favorites were also overpriced slightly. These biases in prices were partly driven by the trading of newly hired employees; Google employees with longer tenure and more experience trading in the markets were better calibrated. Perhaps as a result, the pricing biases in Google's markets 2 Apart from Google, firms whose internal prediction markets have been mentioned in the public domain include Abbott Labs, Arcelor Mittal, Best Buy, Chrysler, Corning, Electronic Arts, Eli Lilly, Frito Lay, General Electric, Hewlett Packard, Intel, InterContinental Hotels, Masterfoods, Microsoft, Motorola, Nokia, Pfizer, Qualcomm, Siemens, and TNT. Of the firms for which we know the rough size of their markets, Google's are by far the largest in terms of both the number of unique securities and participation. 3 In Google's markets, as in many other corporate prediction markets, participants begin with an endowment of artificial currency (called "Goobles" in Google's case). Participants can use this currency to "purchase" "securities" that pay off in Goobles if a specified event occurs. While we follow the academic literature and use the terms "purchase" and "security" in describing Google's markets, it is important to note that legally Google employees are not trading securities as defined under securities laws in that they are not placing real money at risk. declined over our sample period, suggesting that corporate prediction markets may perform better as collective experience increases.
The second conclusion is that opinions on specific topics are correlated among employees who are proximate in some sense. Physical proximity was the most important of the forms of proximity we studied. Physical proximity needed to be extremely close for it to matter. Using data on the precise latitude and longitude of employees' offices, we found that prediction market positions were most correlated among employees sharing an office, that correlations declined with distance for employees on the same floor of a building, and that employees on different floors of the same building were no more correlated than employees in different cities. 4 Google employees moved offices extremely frequently during our sample period (in the US, approximately once every 90 days), and we are able to use these office moves to show that our results are not simply the result of like-minded individuals being seated together.
Other forms of proximity mattered too. Google employees who had worked concurrently on the same project, reviewed each other's code, or were within 1-2 steps on the organizational chart had more correlated trading. Most measures of demographic similarity (we checked 8 measures) were not associated with higher position correlations, but sharing native speaking ability in English or a common non-English native language was in some specifications.
The results about demographics not affecting information sharing significantly are interesting given that participants in Google's prediction markets were decidedly not representative of the organization as a whole. Participants were more likely to be in programming roles at Google, located on either the main (Mountain View, CA) or New York campuses, and, within Mountain View, located closer to the center of campus. In addition, participation was higher among those with more quantitative backgrounds (as evidenced by undergraduate major or aptitude test scores) and more interest in either investing or poker (as evidenced by participation on related email lists). The fact that trading positions were not correlated along most of these dimensions (physical geography being the exception) suggested that even if the market participants were not representative of Google, the people they were sharing information with might be more so.
These results contribute to three quite different literatures: on the role of optimism in entrepreneurial firms, on employee communication in organizations, and on social networks and information flows among investors. De Meza and Southey (1996) argue many of the stylized facts about entrepreneurship are consistent with an "entrepreneur's curse" in which firms are started by those most overly optimistic about their prospects. Evidence from experiments and the field (Cramerer and Lovallo, 1999; Arabsheibani, et. al. 2000; Simon and Houghton, 2003; Astebro, 2003) suggest that entrepreneurs are indeed optimistically biased. A modest optimistic bias may be a desirable for both leaders and employees in entrepreneurial firms, however, if it generates motivation (Benabou and Tirole, 2002 and 2003; Compte and Postlewaite, 2004) , leads to risk-taking that generates positive externalities (Bernardo and Welch, 2001; Goel and Thakor, 2007) , or makes employees cheaper to compensate with stock options (Oyer and Schaefer, 2005) . We contribute to this literature by documenting optimism among the employees of an important entrepreneurial firm, as well as by showing a strong link between optimistic bias and recent stock market performance.
Communication between managers and workers and among peers has long been viewed as an important determinant of optimal organizational structure (Bolton and Dewatripont, 1994; Harris and Raviv, 2002; Dessein, 2002) , with improvements in communication technology making more efficient structures possible (Chandler, 1962 and 1990; Rajan and Wulf, 2006 Google employees moved so frequently during our sample period suggests that considerable thought is put into optimizing physical locations. To this literature, which has largely relied on retrospective surveys to track communication, we illustrate how prediction markets can be used as high-frequency, market-incentivized surveys to track information flows in real-time.
Finally, our work relates to a recent literature on geography, social networks and investing. Coval and Moskowitz (1999, 2001) find that fund managers overweight local firms and earn a higher return on these holdings. Hong, Kubik, and Stein (2004, 2005) find within-city correlations in the trading of fund managers. Massa and Simonov (2005) find correlations in the trading of investors with similar educational backgrounds, while Cohen, Frazzini, and Malloy (2007) find that fund managers outperform when investing in firms with board members who attended the same educational institution. Unlike many of these studies, we have much more detailed data on the extent to which any two individuals interact and can test the relative importance of physical proximity and social networks. In our setting at least, we find the former to play a significantly larger role in information sharing than the latter.
The next section describes our data and analyzes the efficiency of Google's internal markets, documenting the optimism, extremeness aversion, and favorite biases discussed above. The following section discusses our analysis of trading correlations and the flow of information. A discussion follows.
Data
The data used in our analysis was collected in anonymized format from a variety of different Berg, et. al., 2001) . In Google's terminology, a market asks a question (e.g., "how many users will Gmail have?") that has 2-5 possible mutually exclusive and completely exhaustive answers (e.g., "Fewer than X users", "Between X and Y", and "More than Y"). Each answer corresponds to a security that is worth a unit of currency (called a "Gooble") if the answer turns out to be correct (and zero otherwise). Trade is conducted via a continuous double auction in each security. As on the IEM, short selling is not allowed; traders can instead exchange a Gooble for a complete set of securities and then sell the ones they choose.
Likewise, they can exchange complete set of securities for currency. There is no automated market maker, but several employees did create robotic traders that sometimes played this role.
Each calendar quarter from 2005Q2 to 2007Q3 about 25-30 different markets were created. Participants received a fresh endowment of Goobles which they could invest in securities. The markets' questions were designed so that they could all be resolved by the end of the quarter. At the end of the quarter, Goobles were converted into raffle tickets and prizes were raffled off. The prize budget was $10,000 per quarter, or about $25-100 per active trader (depending on the number active in a particular quarter). Participation was open to active employees and some contractors and vendors; out of 6,425 employees who had a prediction market account, 1,463 placed at least one trade.
5 Table 1 provides an overview of the types of questions asked in Google's markets.
Common types of markets included those forecasting demand (e.g., the number of users for a product) and internal performance (e.g., a product's quality rating, whether a product would leave beta on time). Much smaller scale experiments in these uses of prediction markets have been documented at other companies (e.g., by Chen and Plott, 2002 and Ortner, 1998, respectively) . Markets were also run on company news that did not directly imply performance (e.g., will a Russia office open?) and on features of Google's external environment that might affect its planning (e.g., the mix of hardware and software used to access Google).
In addition, about 30 percent of Google's markets were so-called "fun" marketsmarkets on subjects of interest to its employees but with no clear connection to its business (e.g., the quality of Star Wars Episode III, gas prices, the federal funds rate). Other firms experimenting with prediction markets that we are aware of have avoided these markets, perhaps out of fear of appearing unserious. Interestingly, we find that volume in "fun" and "serious" markets are positively correlated (at the daily, weekly, and monthly frequencies),
suggesting that the former might help create, rather than crowd out, liquidity for the latter. We excluded from our analyses a small number of trades that were placed after an event happened (but before the market was closed and expired) or were self-trades (which resulted from the fact that the software allowed traders to be matched with their own limit orders).
Mountain View, they are more likely to have offices close to the center of campus. They have been employed longer, are less likely to leave after our sample ends, and are more deeply embedded in the organization across a number of measures (they subscribe to more email lists, name more professional contacts, and are more likely to have been named by someone at Google as a friend). They are also slightly more senior (as measured by levels from the CEO) than non-participants. Regressions predicting participation in Table 3 largely confirm these results in a multivariate context.
The Efficiency of Google's Markets
Google's prediction markets are reasonably efficient, but did exhibit four specific biases: an overpricing of favorites, short aversion, optimism, and an underpricing of extreme outcomes.
New employees and inexperienced traders appear to suffer more from these biases, and as market participants gained experience over the course of our sample period, the biases become less pronounced.
A simple test of a prediction market's efficiency is to ask whether, when a security is priced at X, it pays X in expectation. In Figure 1 , we sort trades in the Google markets into 20 bins based on their price (0-5, 5-10, etc.) and plot the average price and ultimate payoff. The standard errors for the average payoff of a bin are adjusted for clustering of outcomes within a market. 6 The results suggest a slight (and marginally statistically significant) overpricing of favorites and underpricing of longshots. Figure 2 conducts the analysis separately for 2 and 5-outcome markets (which account for 29 and 57 percent of the markets, respectively). The two outcome markets exhibit positive returns for securities priced below 0.5, while the five outcome markets exhibit positive returns for securities priced below 0.2, confirming that a reverse favorite-longshot bias is a useful way of characterizing this predictability. 6 Clustering standard errors by market allows for any relationship in the error terms of observations from the same market. In our case, returns to expiry for different trades of the same security will be positively correlated, while returns to expiry for different securities will be negatively correlated. Monte Carlo simulations in Zitzewitz (2008) find that clustering standard errors of groups of related derivatives produces uniformly distributed p-values under the null hypothesis. Table 4 presents regressions of returns to expiry on the difference between the transaction price and 1/N (where N is the number of outcomes). We use this functional form for two reasons: 1) the difference between price and 1/N captures the extent to which a contract is a favorite and 2) the non-parametric analysis in Figure 2 suggests that this form would describe the data well. These regressions provide statistically significant evidence of a reverse favorite-longshot bias (or favorite bias, for short). The bias is present to a roughly equal extent in subsamples of the data (2 and 5 outcome markets; fun and serious markets). Since these results could be driven by microstructure-driven noise in prices (e.g., due to bid-ask bounce), we repeat these tests using lagged prices, bid-ask midpoints, and after limiting the same to trades conducted inside the arbitrage-free bid-ask spread. 7 The favorite bias is robust to these alternative specifications.
The presence of a favorite bias is somewhat surprising in light of Ali (1977) and Manski's (2006) theoretical analysis, as well as the evidence of a longshot bias in public prediction markets (Tetlock, 2004; Zitzewitz, 2006; Leigh, Wolfers, and Zitzewitz, 2008) . Ali and Manski point out that because traders can take larger positions for a given amount of downside risk when betting on longshots, when traders are liquidity constrained (and risk-neutral), we should expect the prices of longshots (favorites) to be above (below) the median probability belief. If median probability beliefs are unbiased, this should result in a longshot bias in prices. Given that these assumptions of liquidity-constraints and risk-neutrality seem more likely to hold for a corporate prediction market than for a public prediction market, especially one like Intrade.com where account sizes are not constrained, this makes the finding of a favorite bias in Google's markets particularly surprising. One possibility is that the favorite bias in prices reflects a larger favorite bias in the beliefs of the median trader. 7 In an IEM-style prediction market, one can increase one's exposure a given security by either purchasing the security or by exchanging $1 for a bundle of securities track all possible outcomes in a given market and then selling the other components of the bundle. We calculate the "arbitrage-free" ask as the cheapest way of acquiring the security, i.e. the minimum of the ask for the security and one minus the sum of the bids for the other securities. We do the analogous calculation to determine the arbitrage-free bid. The arbitrage-free mid point is the average of the arbitrage-free bid and ask. For 70 of 70,706 trades, the pre-trade arbitrage-free ask was actually below the arbitrage-free bid, implying that there was an arbitrage opportunity to either buy or sell all securities in a bundle. In these cases, we also used the midpoint as an indicator of the securities value. Table 5 calculates returns from purchasing securities, which are negative and statistically significant on average. This suggests some traders may be adverse to short selling securities. As further evidence of short aversion, in order book snapshots collected each time an order was placed, we found 1,747 instances where the bid prices of the securities in a particular market added to more than 1, implying an arbitrage opportunity (from buying a bundle of securities for $1 and then selling the components). In constant, we found only 495 instances where the ask prices added to less than 1 (implying an arbitrage opportunity of buying the components of a bundle for less than $1 and then exchanging the bundle). Table 5 also calculates returns according to whether the security's outcome would be good news for Google. For some markets, such as markets on "fun" or "external news" topics, it was not clear which outcome was better for Google, so we are able to rank outcomes for 157 out of 270 markets. Of these 157, all but 11 have either 2 or 5 outcomes, and so, for simplicity, the table restricts attention to these. In two-outcome markets, the optimistic (i.e. better for Google) outcome is significantly overpriced: it trades at an average price of 46 percent but these trades earn average returns to expiry of -26 percentage points. The pessimistic outcome is underpriced by a similar margin. Five-outcome markets display a small amount of optimism bias but primarily an overpricing of intermediate outcomes; the third-best outcome out of five is priced at 30 but earns returns to expiry of -12 percentage points. 8 We refer to this bias as extreme aversion. Table 6 measures the extent of the optimism bias in subsamples of the data. The optimistic bias exists entirely in the two categories of contracts where outcomes are most directly under the control of Google employees: company news (e.g., office openings) and performance (e.g., project completion and product quality). Markets on demand and external news with implications for Google are not optimistically biased. Optimistic bias is larger in two outcome markets, early in our sample period, and earlier in each quarter. Table 7 provides tests for whether these biases are independent of one another, finding that they largely are. The final column in Table 7 interacts the four biases (optimism, favorite bias, extreme aversion, and short aversion) with a date variable (scaled to equal 0 at the beginning of our sample on April 7, 2005 and 1 at the end on September 30, 2007). The coefficients on these interactions suggest that Google's markets became significantly less biased over the course of our sample period. In the final column of Table 7 , we find that weighting trades by the number of shares transacted, rather than equally, reduces the estimated magnitude of the biases.
Three of the four biases (optimism, extreme aversion, and favorite bias) could reflect ex post surprise rather than ex ante biases in beliefs: Google's outcomes during this time period could simply have been more disappointing, more extreme, and harder to predict than rational traders anticipated. Google's stock price more than tripled during our time period (April 2005 to September 2007), casting doubt on a negative ex post surprise as the explanation.
Furthermore, most of the appreciation occurred during 2005, the period in which the apparent optimistic bias in Google's markets was greatest.
Further evidence that there is a behavioral component to the optimism comes from Table 8 , which examines how the optimistic bias in Google's markets varies with very recent Google stock returns. Cowgill and Zitzewitz (2008) report that employee job satisfaction is higher on days that Google stock appreciates, that this effect lasts one or two days, and that appreciation is accompanied by lower work effort and tougher grading of job candidates and ideas. In this paper, we find that the overpricing of optimistic securities in Google's prediction markets becomes more pronounced on days Google stock appreciates.
The coefficient of -10.5 in column 1 can be interpreted as showing that, on average, optimistic securities earn returns to expiry that are 10.5 percentage points lower than neutral securities. The coefficient of 2.2 on the interaction of optimism and prior day returns implies that this pricing bias is 4.4 percentage points larger following a day with 2.0 percent higher Google stock returns (one standard deviation during this time period). Further tests reveal that this pricing bias appears to mean revert after one day and is robust to controlling for day of the week effects and the returns on the S&P 500 and Nasdaq composite. 9 Evidence of an impact of stock price movements on the optimism bias persists when we volume-weight, rather than equal-weight, trades.
Who is driving these biases? If we predict whether a trader will trade with or against these biases using the individual characteristics in Table 9 , we find several relationships. Newly hired employees are significantly more likely to take optimistic positions than other employees.
In further tests omitted for space reasons, we find that this is especially true for contracts in the "Performance" and "Company News" categories in which prices are optimistically biased on average. On the other hand, newly hired employees are more likely to sell favorites and to build positions by selling rather than purchasing securities, i.e. to trade in a way that takes advantage of the reverse favorite-longshot and short aversion bias in prices. Coders are like newer employees in that they trade optimistically (which lowers their returns), but also trade in a way that takes advantage of favorite and short aversion biases. More experienced traders trade in a way that profits from optimism, favorite, and short aversion biases, but contributes to extreme aversion.
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In summary, while Google's prediction markets grew more efficient over time, they did exhibit pricing predictabilities during our sample period. These pricing predictabilities likely arise from short aversion, as well as from optimistic, extremeness aversion, and favorite biases in the market-weighted average beliefs of Google's employees. To better understand how Google processes information as an organization, we turn to the question of whether we can use its prediction markets to understand how information moves around the organization.
Measuring the Flow of Information
In this section we aim to understand how information and opinions are shared by testing whether employees who are proximate to each other trade in a correlated manner. We develop measures of geographical, organizational, and social proximity, and also measure demographic similarity.
Our analysis aims to understand which of these measures of proximity is related to correlations in information and opinion, as expressed in prediction market trading. We follow an approach similar to the prior studies cited above that test for communication in securities markets, in that we test for correlations between the trading and prior positions of those who are proximate along some dimension. We design our approach to take into account of the fact that we are testing the relative importance of alternative forms of proximity, that we have trade-by-trade rather than quarterly holdings data, and that our markets are comparatively short-lived.
In order to take maximum advantage of our data, we conduct our analysis at the trade level. In most of our tests, we take the participants in each trade to be exogenous, and use the prior positions of proximate colleagues to predict the size and direction of the trade. Our rationale for this approach is both simplicity and the fact that exact timing of individuals' trades in a low-stakes prediction market is likely to be exogenous, since it would be largely determined by when they have time available (e.g., for a programmer, while code is being compiled and tested), but the direction and size of their trades is of course not likely to be.
Given the likely absence of hedging motives in these markets, if trader i buys a security from trader j at some price, we can infer that i's subjective belief about its payoff probability is higher than j's. Equally, if a third trader k holds a large long position in the security prior to the trade, we can infer that her subjective belief about the value of the security is higher than if she were holding a short position. Our approach will be to test whether the buyer in a particular transaction is more proximate to other traders with prior long positions.
12 Specifically, we will estimate i's desired holdings of security s at prevailing market prices, ∑ , where is the weight that i gives the opinion of k, is a vector of measures of the proximity/similarity of i and k, is a vector of parameters to be estimated, is an error term capturing the component of i's opinion about s that is not affected by her colleagues, and is an error term capturing the influence of k on i that is not due to their proximity. 11 Given this setup, we can predict the difference in their holdings after the trade as:
It is convenient to rewrite this as:
and a symmetric expression for , with having a natural interpretation as a trade fixed effect. This equation can be estimated as a regression equation. Intuitively, one predicts the size and direction of the trade between i and j using the differences in the positions of their proximate colleagues, constructed using different measures of proximity, as regressors.
The identifying assumption in estimating (2) is the standard assumption that the error term (in parentheses) is uncorrelated with the independent variable (the proximity-weighted positions of colleagues). In this context, this requires assuming that the portion of the traders' opinion that is not influenced by their proximate colleagues (i.e., e i ) is uncorrelated with the positions of their proximate colleagues (∑ ). In addition, it requires assuming that proximate colleagues are not unexpectedly influential in ways that are uncorrelated with their proximity (i.e., that n ik is uncorrelated with s ik , when weighted by the q ik ).
The first assumption requires that like-mindedness for other reasons not be correlated with proximity. This seems unlikely, given that geographic and organizational proximity is optimized by the firm, that social proximity develops endogenously, and that demographical similarity may be correlated with likemindedness even in the absence of communication. We will therefore carefully examine the robustness of our results to the inclusion and exclusion of controls for observable forms of proximity. Furthermore, for geographic proximity, we can exploit the frequency of office moves at Google to separate the effects of geographic proximity and like-mindedness that may be correlated with it.
The second assumption requires assuming that our observed measures of proximity are not correlated with unobserved proximity. For example, if colleagues who shared an office were also friends, but failed to report in on their social network survey, we would include the effect of their being friends as part of the effect of sharing an office. The potential for such confounding effects must be kept in mind when interpreting our results.
We construct our dataset for estimating (2) as follows. For each pair of our 1,463 prediction market traders, we calculate measures of their geographic, organizational, and social proximity and their demographic similarity. While our demographic similarity measures are constant throughout our time period and, due to data limitations, our social proximity measures are as well, we update our geographic and organizational proximity measures each week. 12 As of each Sunday morning in our sample, we construct: 1) a company-wide seating chart using our database of office moves, 2) an organizational chart using our history of changes in reporting relationships, and 3) measures of whether any two employees had concurrently worked on a project together or reviewed one another's code as of the week in question. We then construct measures of the geographic and organizational proximity of every pair of traders for that week.
Prior to each trade, we calculate the normalized net position of each trader for each security. 13 We then construct the proximity-weighted sum of colleagues' positions for each of the two traders along each dimension of proximity. We then predict the size and direction of 12 It is possible that our finding of a greater role for geographic and organizational proximity is due to the fact that we have better data for these than for social connections. In earlier versions of our analysis, however, we also only had seating and organizational charts for a single point in time, and yet found a greater role for geographical and organizational proximity and a more limited role for social connections and demographics. 13 We calculate net positions in a security as the difference between a trader's cumulative net purchases of a security and the average of her cumulative net purchases of all securities in that market. For example, if there are two outcomes in a market, and trader X has made net purchases of 20 shares of outcome A and 10 shares of outcome B, we would calculate her positions as being +5 shares of A and -5 shares of B. We then normalize positions across traders within each security using the standard deviation of positions at the time of the trade.
the trade using the proximity-weighted colleague positions across the different dimensions and the trader's prior position as regressors and including a trade fixed effect. Standard errors allow for clustering of errors within a given trader's trades across all securities.
Table 10 presents estimates of (2). The first column provides weak evidence that the trader from the city with a larger prior net position in a particular security is more likely to be the buyer in a given transaction. The regression controls for the prior positions of the traders themselves, which is important to do because the direction of a trader's trades in a given security is usually positive serially correlated, and we do not want to mistake this for a proximity effect. Omitting this control makes our proximity results slightly stronger, while adding controls for lagged own positions does not meaningfully affect them.
Subsequent columns add measures with narrower definitions of proximity. In column 2,
we add a term that weights colleagues according to the proximity of their buildings within a given campus. 14 The positive coefficient on this term and the change in the same-city coefficient to zero suggests that the relationship with same-city colleagues is driven by those who are close together on campus. In subsequent columns, we add terms that capture only the positions of even more proximate colleagues. In each case, we find that only the most proximate colleagues appear to be correlated. The final specification in column 6 implies that that colleagues who share an office or whose offices are located within a few feet on the same floor are correlated. 15 Note that the coefficients can be directly compared; they tell us how to construct an estimate of k's influence on I (w ik ) from a vector of measures of their proximity (s ik ).
Geographic information is missing for some traders. For about 8 percent of trades, we are missing building information for the week in question, while room information is missing for 19 percent of trades. Many of these cases involved instances where an employee does not have an assigned location. Since these employees may be less likely to develop geographicallydriven relationships that lead to information sharing, we treat them differently, creating a second term with a weight equal to one the parties are in the same city, but building information is missing for either, and a term with a weight equal one if they are in the same building, but room information is missing for either. For traders with missing information, these terms will be the sum of positions of colleagues in the same city or building, duplicating other variables in the regression. For traders with position information, however, these terms will be equal to the position of colleagues in the same city or building without building or room information, respectively. While including these terms does not significantly affect the coefficients on the other terms, we include them so the model can distinguish between colleagues with and without fixed positions. The negative coefficient on the "room missing"
term implies that colleagues with no fixed location in a building are less correlated than the average occupant with their same-building colleagues. Table 11 conducts a similar analysis using measures of social connections, work history, and organizational proximity. We find that measures of social connections, either self-reported on the April 2006 survey or inferred from subscriptions to email lists, do not explain trading correlations well. A history of reviewing each other's code or overlapping on a project does, however. Adding terms that capture the portion of the organization one is in reduces the explanatory power of work history, and the single best explanator is being within one or two steps on the organization chart (i.e., sharing a manager, being someone's manager, or being someone's manager's manager). Adding the geographical proximity variables from Table 10 reduces the estimated effect of organizational proximity; this reflects the fact that teams are usually co-located.
Finally, adding controls for demographic similarity does not meaningfully affect the results. 16 None of the demographic similarity terms are consistently statistically significant, with the partial exception of both being native English speakers or sharing a common nonEnglish native language in some specifications. 17 Apart from these variables, trading was if anything more correlated among dissimilar employees.
The fact that the coefficient on the self-reported friendship term turns negative when the work history and organizational proximity variables are added to the model suggests that friendship and a shared work history are correlated, and that the employees most likely to have correlated trading are those who are proximate organizationally or geographically and are not friends. One admittedly speculative interpretation of this result is that friends have better things to discuss than the subjects of prediction markets, while the prediction markets provide a topic of conversation for those who are not friends. Table 12 examines the robustness of the geographic proximity results to adding the demographic, social, work history, and organization proximity variables to the model. Adding demographic similarity variables slightly increases the estimate effect of sharing an office, while controlling for being 1-2 steps away on the organizational chart reduces the same office coefficient slightly. The latter change is again consistent with managers' direct reports being co-located.
In Table 13 , we exploit the frequency of office moves and, to a lesser extent, reorganizations, to attempt to separate causal effects of proximity from other sources of correlation between proximity and like-mindedness. Columns 1 and 4 repeat earlier 16 We construct eight measures of demographic similarity: sharing an undergraduate alma mater or major, both being native English speakers, sharing a common non-English native language, either both or neither being coders (defined as employees who participated in at least one code review during our sample period), and similarity along three commonly studied demographic variables. For the demographic characteristics that we obtained from a voluntary survey (undergraduate school and major and languages spoken), we are missing data for 65 percent of our traders (who account for 37 percent of the trades). For pairs of traders where one has unknown demographics, we code the "same group" variables as zero. 17 In the April 2006 survey, Google employees were asked to list languages they spoke and to rate their ability from one to five, with 5 being native and 4 being fluent. All but 2 percent of Google employees reported being at least fluent in English. Given the fact that the difference between fluency and native ability seemed likely to affect informal communication, we focused on this distinction in constructing the variable.
specifications, without and with demographic variables, respectively. Columns 2 and 5 add 13-week lags of the geographic and 1-2 steps away variables given, and columns 3 and 6 add 13-week leads of these variables. None of the lead variables are statistically significant. Assuming that like-mindedness for non-proximity reasons is persistent, this suggests that proximity is indeed causing correlated trading. At the same time, the lagged effects of sharing an office or being 1-2 steps away are roughly as strong as the current effects, suggesting it may take a few months for proximity to produce relationships that lead to information sharing. Table 14 estimates the model for different types of contracts. We find that proximity is less associated with correlated trading for markets on performance and company news subjects, which are also the markets that exhibit a strong optimism bias. One possible explanation for this difference is that these subjects are more politically sensitive, and therefore traders are more likely to keep their true beliefs to themselves. We tested for separately for proximity effects from colleagues who were taking optimistic (i.e. betting outcomes that were good for Google) and pessimistic positions and found no significant differences. Table 15 considers the robustness of our results to variations in methodology. Column 1 repeats as a baseline the specification from Table 12 , column 6, Table 13 , column 4, and Table   14 , column 1. The next column drops controls for the traders' initial positions from the model, which as mentioned above tends to strengthen results. Column 3 uses the sums of the signs of colleagues' positions rather than normalized colleague positions in constructing the proximity terms. Column 4 predicts (using a linear model) the direction of trade rather than its direction and normalized size. Column 5 calculates colleague's positions from 24 hours before the trade in question. In general these modifications to the methodology do not affect conclusions about geographical and organizational proximity, with the exception of using 24-hour-lagged colleague's positions. The weaker results in this specification suggest that much of the sharing of information with proximate colleagues may occur shortly after trades are placed. This story would again be consistent with prediction market topics being a topic of causal interest, as opposed to employees' main job function.
With the exception of the last model, the conclusion that geographic and organizational proximity is associated with correlated trading is robust to alternative approaches. The fact that significance is lost in the last column suggests that communication about prediction market topics and trading happens at high frequency. Since account sizes in Google's markets are limited, one plausible story is that traders take the maximum possible position for themselves and then tell their office or teammates about a security that in their view remains mispriced.
Discussion
In the past few years, many companies have experimented with prediction markets.
In this paper, we analyze the largest such experiment we are aware of. We find that prices in Google's markets closely approximated event probabilities, but did contain some biases, especially early in our sample. The most interesting of these was an optimism bias, which was more pronounced for subjects under the control of Google employees, such as whether a project would be completed on time or whether a particular office would be opened. Optimism was more present in the trading of newly hired employees, and was significantly more pronounced on and immediately following days with Google stock price appreciation. Our optimism results are interesting given the role that optimism is often thought to play in motivation and the success of entrepreneurial firms. They raise the possibility of a "stock price-optimismperformance-stock price" feedback that may be worthy of further investigation.
We also examine how information and beliefs about prediction market topics move around an organization. We find a significant role for micro-geography. The trading of physically proximate employees is correlated, and only becomes correlated after the employees begin to sit near each other, suggesting a causal relationship. Work history and organizational proximity play a detectable, but significantly smaller, role, while social connections and demographics have little explanatory power.
An important caveat to our results is that they tell us about information flows about prediction market subjects, many of which are ancillary to employees' main jobs. This may explain why physical proximity matters more than work relationships -if prediction market topics are lower-priority subjects on which to exchange information, then information exchange may require the opportunities for low-opportunity-cost communication created by physical proximity. Of course, introspection suggests that genuinely creative ideas often arise from such low-opportunity-cost communication. Google's frequent office moves and emphasis on product innovation may provide an ideal testing ground in which to better understand the creative process. Trades in two (red) and five-outcome (blue) markets (22,452and 42,416, respectively) are sorted into 20 bins according to price (i.e., 0-5, 5-10, etc.), and then average price and payoff probability for the bin is plotted. Dashed lines plot regression equations using OLS. Optimism is scaled so that the worst outcome for Google is coded -1 and the best is coded 1. I.e., (-1, 1), (-1, 0, 1), (-1, -0.33, 0.33,1) , and (-1, -0.5, 0, 0.5, 1) for 2, 3, 4, and 5 outcome markets, respectively. Notes: These regressions predict returns from a given trade's price to expiry. Optimism is scaled -1 (worst outcome for Google) to 1 (best outcome for Google). Extremeness is the demeaned absolute value of optimism, scaled -1 to 1. The date variable is scaled to be zero at the beginning of the sample (4/1/2005) and one at the end (9/30/2007). Standard errors are heteroskedasticity robust and account for clustering of outcomes within the same market. Notes: Current-day stock return refers to the stock/index return for the same stock market close-to-close period. The daily standard deviation of Google's log stock return during the sample period is 2.0%. Standard errors are heteroskedasticity robust and adjust for clustering of outcomes within markets. Table 10 , cols 6) Demographic similarity Observations R-squared X X Notes: The last column includes 8 variables capturing the pre-trade positions of colleagues who are similar along a demographic dimension (attended the same undergraduate school, had the same undergrad major, are both or neither in programming roles at Google, are both native English speakers, share a common nonEnglish native language, or are similar according to three commonly studied demographic variables). 
