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Abstract Organisms that live in constantly cold environments
have to adapt their metabolism to low temperatures, but
mechanisms of enzymatic adaptation to cold environments are
not fully understood. Cold active trypsin catalyses reactions more
efficiently and binds ligands more strongly in comparison to
warm active trypsin. We have addressed this issue by means of
comparative free energy calculations studying the binding of
positively charged ligands to two trypsin homologues. Stronger
inhibition of the cold active trypsin by benzamidine and positively
charged P1-variants of BPTI is caused by rather subtle
electrostatic effects. The different affinity of benzamidine
originates solely from long range interactions, while the
increased binding of P1^Lys and ^Arg variants of BPTI is
attributed to both long and short range effects that are enhanced
in the cold active trypsin compared to the warm active counter-
part. Electrostatic interactions thus provide an efficient strategy
for cold adaptation of trypsin. ß 2001 Federation of European
Biochemical Societies. Published by Elsevier Science B.V. All
rights reserved.
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1. Introduction
Understanding the generally enhanced reaction rates of
cold-adapted enzymes often depends on comparison with
closely related enzymes working at di¡erent temperature [1^
4]. Hochachka and Somero [5] suggested that organisms
adapted to cold environments need to compensate the reduced
temperature by expressing enzymes with increased £exibility
in order to maintain a high catalytic e⁄ciency. The increased
catalytic e⁄ciency of cold-adapted enzymes would not in gen-
eral need to be attributed to an overall increase in £exibility,
but rather to increased £exibility for some of their structural
components [1^3,6]. X-ray analysis of mesophilic (bovine) and
psychrophilic (salmon) trypsin did not provide indications of
any overall di¡erences in the £exibility [1], though localised
weaker interactions between the N- and C-terminal domains
were observed in the latter case. Comparative molecular dy-
namics (MD) simulations of the same two trypsins did not
either reveal elevated molecular £exibility of the cold active
trypsin [7]. Increased £exibility may, however, not be the only
strategy for adaptation to cold environments. Alteration of
the electrostatic potential of key residues central to ligand
binding and catalysis may also be a strategy for cold adapta-
tion, as seems to be the case for cold active citrate synthase.
Cold active citrate synthase has strikingly di¡erent electro-
static potential in comparison to its hyperthermophilic coun-
terpart, and focussed electrostatic attraction of substrates has
been proposed to be a possible source of the enhanced cata-
lytic e⁄ciency of the cold active citrate synthase [2]. Di¡er-
ences in electrostatic surface potentials in the substrate bind-
ing area have also been observed between cold and warm
active trypsin (see e.g. [8]), but the e¡ect of this on binding
or catalysis is not yet fully understood.
Binding of protein inhibitors, e.g. bovine pancreatic trypsin
inhibitor (BPTI), to trypsin is characterised by well de¢ned
binding sites, and the binding arrangement closely resembles
that of real substrates. The primary speci¢city of trypsin is to
a large extent determined by shape, size and electrostatic po-
tential of the speci¢city pocket (S1-site). Trypsin has a narrow
speci¢city that predominantly arises from the aspartic acid
(Asp189) at the bottom of the speci¢city pocket. Asp189 forms
strong electrostatic interactions with complementary charged
substrates, whereas the hydrophobic walls of the pocket are
capable of forming interactions with the non-polar parts of
entering substrates. Recent binding a⁄nity measurements for
18 di¡erent P1-variants of BPTI in complex with bovine tryp-
sin (BT) and anionic salmon trypsin (AST) revealed, as ex-
pected, a very narrow speci¢city for cognate Lys and Arg
side-chains [9]. The two trypsin homologues bind non-cognate
P1-residues at a similar strength, but association constants for
AST were 100-fold higher for both cognate P1-variants. Ki-
netic characterisation of AST and BT showed higher catalytic
e⁄ciency (kcat/Km) for the cold-adapted AST [10], arising
from a twofold increase in the kcat and a 10-fold decrease in
Km at 293 K. The water-mediated hydrogen bonding network
in the S1-site is highly conserved between BT and AST [1,11],
and the binding contacts are virtually identical. This implies
that di¡erences in binding a⁄nity and catalytic e⁄ciency be-
tween BT and AST arise from sources outside the S1-pocket.
Recent Poisson^Boltzmann (PB) calculations [8] indicate that
residues outside the S1-pocket cause di¡erences in electro-
static potentials at the S1-site of BT and AST.
In order to investigate the questions raised by Gorfe et al.
[8], that electrostatic interactions could be one of the sources
to di¡erences in both binding and catalytic features of cold
and warm active trypsins, we employ comparative binding
free energy calculations. The linear interaction energy (LIE)
approach [12] seems to be particular attractive in this respect,
and has already proven to be a valuable tool for estimation of
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absolute binding free energies of inhibitor binding to several
biological systems [13^17], including trypsin [18,19]. The bind-
ing of benzamidine (bza) to trypsin as well as binding of
substrate analogues (BPTI) is addressed here by means of
comparative MD simulations that form the basis for free en-
ergy calculations using the LIE approach.
2. Materials and methods
2.1. The LIE method
The LIE method [12,13] for estimating absolute binding free ener-
gies approximates the binding free energy as:
vGLIEbind  K GV vdWlÿs fbound3GVvdWlÿs ffree  L GV ellÿsfbound3GV ellÿsffree
where VvdW and Vel are the non-polar and the electrostatic interaction
energies between the ligand and the surrounding environment respec-
tively, and G f denotes the ensemble average over a MD simulations
trajectory. The electrostatic linear response approximation is used to
calculate the polar part of the binding free energy, and the non-polar
part is evaluated using an empirical relationship calibrated against a
set of experimental binding data. The two coe⁄cients, K and L, are
scaling factors for the non-polar and electrostatic contributions to the
free energy, respectively. Both of these have been subjected to re¢ne-
ment procedures and here we use the earlier determined values
K= 0.18 and L= 0.5 in all calculations [13,20].
2.2. Computational details
MD simulations were carried out starting from the crystal structure
of BT-bza (3ptb) and AST-bza (2tbs) [1,21], and the crystal structures
of BPTI P1-variants in complex with BT and AST [11,22]. Crystallo-
graphic water molecules closer than 12 Aî from the simulation centre,
de¢ned as the carbon atom of the guanidinium group in bza and the
CK-atom of the P1-residue in BPTI, were included in the calculations.
Additional water molecules were added to ¢ll a 16 Aî sphere around
the simulation centre, and all water molecules were treated with the
TIP3P model [23]. Protein atoms outside the 16 Aî sphere were highly
restrained to their initial positions, and non-bonded interactions
across the boundary were excluded. A 10 Aî residue-based solute^
solute and solute^solvent cut-o¡ was used along with the local reac-
tion ¢eld (LRF) method [24]. The LRF method has been shown to
reproduce the results of an in¢nite cut-o¡ at only a modest computa-
tional cost, by treating long range electrostatics through a multipole
expansion [24]. The non-bonded potentials involving the ligand (bza
or the P1-residue) were not subjected to any truncation schemes.
Ionisable residues within 12 Aî from the simulation centre were con-
sidered as charged along with the N-terminal residue, while distant
ionisable residues were described using a neutral charge set. The con-
tributions from these charges were taken into account using either a
screened Coulombic potential with O= 80 or the sigmoidal dielectric
function of Mehler and Eichele [25]. The total charge of the proteins
was zero in the bza calculations, yielding a net charge of +1 for the
protein^bza complexes. The protein^protein and solvated BPTI sim-
ulations were carried out with a +4 charge within the interaction
sphere. The spherical surface of water molecules was subjected to
radial and polarisation restraints as de¢ned in [26,27]. Prior to the
LIE calculations a stepwise heating procedure followed by a simula-
tion at constant temperature of 300 K was performed for all calcu-
lations. Production runs were carried out at 300 K using a time step
of 1.5 fs, and the systems were coupled to an external bath [28] to
maintain the temperature. Energy data were collected every ¢fth step.
The total length of the simulations ranged from 300 to 450 ps, de-
pending on the time required to reach convergent results. Conver-
gence of the calculated binding free energies was judged by dividing
the production phase in two parts, and then calculating a binding free
energy for each part. The simulations were de¢ned as converged when
the di¡erence between these two binding free energies was less than
1 kcal/mol. This di¡erence was also used as error bars for the calcu-
lated binding free energies. All calculations were carried out using the
MD program Q [27] with the Amber95 force ¢eld [29]. Charges for
bza were obtained using the restrained electrostatic potential ¢tting
procedure [30]. Electrostatic potentials were generated through single
point quantum mechanical calculations at the Hartree^Fock level with
the 6-31G* basis set.
3. Results and discussion
3.1. Simulations of trypsin-bza
Binding of bza to trypsin is characterised by formation of
an ion-pair between the positively charged guanidinium group
and the negatively charged aspartic acid (Asp189) at the S1-site
of trypsin. Bza is also hydrogen-bonded to Ser190 and Gly219,
as well as to two water molecules. X-ray structures of both
AST and BT show that these features are identical in the two
structures, and yet the experimental binding free energies
shows that binding of bza to AST is about 1 kcal/mol stronger
compared to bza-BT (Os and Otlewski, unpublished data).
Average ligand surrounding interaction energies for water
and protein simulations are presented in Table 1, along with
the calculated as well as the experimental binding free ener-
gies. It should be noted that the binding free energy of bza to
BT has previously been calculated using the LIE approach
[18]. Since a di¡erent protocol and force ¢eld is used in the
current work the simulation was recalculated in order to allow
a comparison with AST. Without including the contribution
from distant charges, the LIE calculations estimate the total
binding free energy to 37.3 and 37.2 kcal/mol for binding of
bza to BT and AST, respectively. This implies that the electro-
static interactions of the ligand within the primary interaction
zone are essentially identical in the cold and warm active
trypsin. Average structures from the MD simulations of the
two complexes also superimpose remarkably well (Fig. 1),
which re£ects that the principal interactions are virtually iden-
tical. However, the Poisson^Boltzmann (PB) calculations [8]
revealed that the electrostatic potential at and around the S1-
site was more negative in the AST structure compared to BT
(with residues 21, 150, 175, 221B and 224 being important for
this di¡erence [8]). The PB calculations also showed that the
origins of the di¡erences in potential at the S1-site of the two
Table 1
Average ligand interaction energies within the 16 Aî simulation sphere and contribution from distant charges (kcal/mol)






AST Bza 3111.1 320.1 3100.6 39.2 30.4 37.6 þ 0.3 37.1
BT Bza 3111.4 320.0 3100.6 39.2 +0.7 36.6 þ 0.6 36.3
aExperimental data from Os and Otlewski (unpublished).
Fig. 1. Superposition of average structures from the MD simula-
tions of bza in complex with bovine (grey) and salmon (black) tryp-
sin.
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trypsins was from sources outside the S1-site, and computa-
tional modelling of the host^ligand energetics requires treat-
ment also of the long range electrostatic interactions. The LIE
calculations were as mentioned, performed with a +1 charge
in the 16 Aî sphere keeping distant ionisable residues neutral.
This procedure does, however, requires a correction term to
be added to the ¢nal binding free energy to account for the
neglected distant charges. Since all such charges are located
on the protein surface their electrostatic e¡ects will be
screened by a high dielectric constant (the assignment of pro-
tonation states of surface charges at the relevant pH [9], is in
this case straightforward). It has been shown that three alter-
native ways of estimating long range electrostatic e¡ects,
namely (1) Coulomb’s law with a high dielectric constant,
(2) the Mehler and Eichele function and (3) the PB equation,
all are able to reproduce the experimental data pertaining to
the interactions of distant charges with the active site in sub-
tilisin [31]. Using a Coulombic potential with O= 80, the total
binding free energies become 36.6 þ 0.6 and 37.6 þ 0.3 kcal/
mol for binding of bza to BT and AST, respectively. Evalua-
tion of the long range contribution using the sigmoidal screen-
ing function of Mehler and Eichele [25] yields very similar
results (0.1^0.2 kcal/mol di¡erence) to the screened Coulom-
bic potential. Furthermore, the calculated binding free ener-
gies can be divided into electrostatic and non-polar contribu-
tions, and Table 1 shows that the non-polar contribution is
identical in the two complexes and amounts to 32.0 kcal/mol.
Based on these arguments, di¡erences in binding of bza to BT
and AST are caused by dissimilar long range electrostatic
interactions that arise from charged groups located outside
the binding site.
3.2. Protein^protein simulations
X-ray analysis [22] has shown that interactions from the
secondary binding contacts in the complexes between P1-var-
iants of BPTI and trypsin is virtually identical, and that the
binding free energy di¡erence vGX3vGGly can be used as a
measure of the strength of the interaction formed between the
P1^X side-chain and the S1-site of trypsin. The idea is then to
treat the P1-residue as ‘ligand’ in the LIE calculations, and to
calculate the contribution from the P1^X side-chain to the
total binding free energy by subtracting the P1^Gly interac-
tions. The reference state will thus be the P1^Gly variant.
Unfortunately, the experimental structure of the P1^Gly com-
plex is only available for BT. The experimental association
measurements [9] showed that the contribution to the associ-
ation energy that arises from secondary interactions is similar
in the P1^Gly complexes (BT and AST). Furthermore, the
P1^Gly residue does not have a side-chain that interacts
with the S1-site in the complex, and it is therefore assumed
that the di¡erence in association energy of P1^Gly to AST
and BT is not caused by the P1-residue itself. Comparison of
the electrostatic potentials of the two trypsins showed that the
AST surface is overall more negative [8], and it is hence rea-
sonable to expect that long range electrostatic interactions are
the source of the di¡erent a⁄nity of P1^Gly as BPTI is pos-
itively charged (+6 charge). Based on these arguments, the
reference state for the calculations involving both AST and
BT is chosen to be the P1^Gly from BT.
Association measurements [9] revealed an approximately
100 times stronger association of BPTI P1^Lys in complex
with AST compared to BT, corresponding to about 2.2
kcal/mol. The calculated average P1^Lys interaction energies
in the complex as well as in solvated BPTI are presented in
Table 2 for BT and AST, along with the P1^Gly interactions.
The experimental association energy measurements showed
that the contribution from the P1^Lys side-chain to the total
association energy is 312.3 and 314.5 kcal/mol for BT and
AST, respectively, whereas the LIE calculations yield
312.3 þ 0.8 and 315.0 þ 0.4 kcal/mol (Table 3) after correc-
tion for neglect of distant charges. The contribution from
distant charges is also in this case approximated using a Cou-
lombic potential with O= 80, and the sigmoidal screening func-
tion again yields a correction that is 0.1^0.2 kcal/mol more
positive than the Coulombic. Table 2 also shows that the non-
polar contribution is identical in the two complexes, while the
electrostatic part is 2.5 kcal/mol more favourable in the AST
complex. Thus, also for BPTI binding the di¡erence in a⁄nity
between the two trypsins is caused by di¡erent electrostatic
interactions.
Binding of P1^Arg to trypsin is the strongest of all P1-
variants with an association energy of 318.4 and 320.8
kcal/mol, and subtraction of the contribution from secondary
binding sites (P1^Gly) yields a P1^S1 interaction free energy
of 312.8 and 315.2 kcal/mol for BT and AST, respectively.
Experimental structures are not available for either of the
complexes, and models were built based on the respective
P1^Lys complexes. The complexity of the water-mediated hy-
drogen bonding network at the S1-site changes in response to
size, charge and shape of the P1-residue accommodated at the
S1-site [22]. It is of crucial importance to maintain a saturated
hydrogen bonding pattern when the ligand/P1-residue is car-
rying a net charge or is highly polar. This is related to the fact
that burial of charges is generally thermodynamically unfav-
ourable, unless they can acquire su⁄ciently favourable inter-
actions. Binding of both polar and ionic ligands must there-
fore be accompanied by a local stabilisation, which is achieved
through speci¢c hydrogen bonding interactions. Additional
information regarding the internal water structure around
the ion-pair interaction formed between the P1-residue and
Table 2
Average ligand interaction energies and long range binding contri-
butions (kcal/mol)
Ligand GVelecf GVvdWf vGellong range
AST P1^Arg 3130.2 323.4 30.2
AST P1^Lys 3136.8 320.8 30.2
BT P1^Arg 3127.7 323.9 +0.8
BT P1^Lys 3133.8 320.7 +0.8
BT P1^Gly 390.8 35.1
BPTI P1^Arg 3112.8 311.0 +0.6
BPTI P1^Lys 3121.3 38.6 +0.6
BPTI P1^Gly 399.9 33.3
Table 3





AST P1^Arg 316.0 þ 0.4 315.2
AST P1^Lys 315.0 þ 0.4 314.5
BT P1^Arg 313.7 þ 0.5 312.8
BT P1^Lys 312.3 þ 0.8 312.3
aCalculated based on data from Table 2.
bExperimental values from [9].
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Asp189 was obtained from the X-ray structures of trypsin in
complex with bza [1]. This was primarily motivated by the fact
that the guanidinium group of bza and the P1^Arg side-chains
should overlap in the complexes. The LIE calculations esti-
mate the binding free energy associated with accommodation
of P1^Arg at the S1-site to 313.7 þ 0.5 and 316.0 þ 0.4 kcal/
mol (including the contribution from distant charges) for BT
and AST (Table 3). The more negative value of AST is once
more caused by a stronger electrostatic contribution (Table 2),
and the non-polar contribution to the binding free energy is
again identical in the two trypsins.
Even though the calculated binding free energies reproduce
the experimental association measurements in a quantitative
manner, questions regarding structural di¡erences within the
MD simulations should be examined carefully. Such issues
must thus be addressed in order to both validate the MD
simulations and to rule out the possibility that structural dif-
ferences are responsible for the elevated inhibition of AST.
The average structure from the MD simulations of P1^Lys
and P1^Arg in complex with AST has been superimposed
on the corresponding complexes of BT (Figs. 2 and 3). The
average structure from the two bza simulations (Fig. 1)
showed that the principal interactions between bza and the
substrate binding site were identical in the two structures.
Figs. 2 and 3 reveal that the binding arrangement involving
the P1-side-chain is also very similar in the BT and AST
simulations, but the di¡erence in a⁄nity of P1^Lys/Arg be-
tween AST and BT is not solely caused by long range electro-
statics. However, the non-polar part of the P1^S1 interaction
is the same in accommodation of both variants, and the di¡er-
ence in a⁄nity is entirely due to electrostatic interactions.
3.3. Electrostatic e¡ects on binding and catalysis
It is well recognised that the speed of chemical reactions is
temperature dependent, and that decreased temperatures gen-
erally lower reaction rates. Cold-adapted enzymes are there-
fore faced with the problem of maintaining su⁄cient catalytic
speed to ensure a functional metabolism at low temperatures.
This obviously requires adaptational strategies that must be
developed through evolution of the catalytic systems to coun-
teract the temperature problem. Attractive electrostatic inter-
actions are formed exothermically and are stabilised at lower
temperatures, in contrast to endothermically formed non-po-
lar interactions that are destabilised at lower temperatures.
The strength of the interactions plays a crucial role in this
context, and electrostatic interactions are expected to have a
more important function than non-polar interactions due to
their long range nature. In fact, we ¢nd that they are the
dominant contribution to the association energy in binding
of positively charged ligands to both cold (AST) and warm
(BT) active trypsin. This e¡ect is even more pronounced in the
cold active trypsin, as is clearly demonstrated by the present
calculations. Thus, positively charged inhibitors bind signi¢-
cantly more strongly to the cold active AST due to enhanced
electrostatic interactions in comparison to the warm active
BT.
Kinetic characterisation of AST and BT showed a notably
reduced Km, and slightly increased kcat for AST [10]. The rate
determining step in hydrolysis of amides is, according to the
standard serine proteinase mechanism [32], the acylation pro-
cess. The measured Km and kcat should therefore approximate
the true binding a⁄nity (Ks) and acylation rates (k2), and
increased catalytic e⁄ciency for the cold active AST is con-
sequently to a large extent a result of higher binding a⁄nity.
Based on the comparative binding free energy calculations
presented here, increased binding a⁄nity of AST is caused
by optimisation of electrostatic features. This is a di¡erent
origin than the previously proposed £exibility hypothesis.
Hence, it is reasonable to expect that the decrease in Km is
also caused by the enhanced electrostatic potential that in turn
results in a tighter binding. This is also further supported by
the fact that the binding arrangement of the BPTI^trypsin
complexes closely resembles that of real substrates.
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