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Статтю присвячено досвіду застосування методів випадкового пошуку для 
оптимізації об'єктів хімічної промисловості. Метою є розробка на основі генетичних 
алгоритмів процедури для оптимізації задач хімічної технології. Наведено підхід до 
вирішення задач нелінійного програмування та частково-цілочисельного нелінійного 
програмування. Описано алгоритм загального рішення та процедуру оптимізації. Приклади, 
представлені в роботі, показують, що підхід є надійною технікою для оптимізації задач 
хімічної технології. 
Ключові слова: випадковий пошук оптимуму, генетичні алгоритми, нелінійне 
програмування, частково-цілочисельне програмування, об'єкти хімічної технології 
 
Статья посвящена опыту применения методов случайного поиска для оптимизации 
объектов химической промышленности. Целью является разработка на основе 
генетических алгоритмов процедуры для оптимизации задач химической технологии. 
Приведен подход к решению задач нелинейного программирования и частично-
целочисленного нелинейного программирования. Описан алгоритм общего решения и 
процедура оптимизации. Примеры, представленные в работе, показывают, что подход 
является надежной техникой для оптимизации задач химической технологии. 
Ключевые слова: случайный поиск оптимума, генетические алгоритмы, нелинейное 
программирование, частично-целочисленное программирование, объекты химической 
технологии 
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This paper addresses experience of application of random search methods to optimization of 
chemical engineering facilities. The aim of the approach is develop genetic algorithms procedure 
for chemical engineering tasks optimization. The approach is presented for solving nonlinear 
programming and mixed-integer nonlinear programming problems as well. The general solution 
algorithm is outlined and detailed procedure of optimization is described. The examples presented 
in the paper show that the approach is robust technique for chemical engineering tasks 
optimization. 
Keywords: random search optimization, genetic algorithms, nonlinear programming, mixed-
integer programming, chemical engineering facilities  
 
Одна із базових парадигм сучасного автоматизованого проектування хіміко-
технологічних процесів (ХТП) – переведення задач проектування із технологічної в 
інформаційну площину. Зокрема, оптимальний синтез ХТП може бути здійснено 
шляхом складання і вирішення оптимізаційної задачі математичного програмування. 
Вирішення такої задачі (у залежності від конкретного її вигляду) вимагає 
застосування специфічних числових методів оптимізації. Проблеми вибору 
ефективного методу оптимізації неодноразово ставилася як у математичному аспекті 
[1], так і у застосуванні до оптимізації технологічних систем у цілому та окремих 
підсистем [2, 3].  
Суттєвою проблемою при побудові оптимальних процедур проектування 
хіміко-технологічних систем, як свідчить попередній досвід авторів в галузі синтезу 
підсистем теплообміну [4], схем водного господарства [2, 5] є гарантування 
досягнення глобального оптимуму задачі нелінійного програмування. Для вирішення 
цієї проблеми було вирішено вдатися до застосування методів випадкового пошуку, 
зокрема, до генетичних алгоритмів. Множина сучасних алгоритмів випадкового 
пошуку включає низку числових методів, як-то: генетичні алгоритми, метод 
мурашиної колонії, метод набігів, тощо. Генетичні алгоритми (ГА) – це ефективна 
стратегія випадкового пошуку для вирішення задач оптимізації. ГА застосовуються в 
хімічній інженерії у широкому діапазоні задач від структурної та параметричної 
оптимізації процесів, апаратів і систем (див., напр., [6]) до експертних систем (напр., 
[7]). Стратегія ГА дозволяє досягти добрих результатів для глобальної оптимізації 
комбінаторних задач. Можливе також її застосування до задач математичного 
програмування із неперервними змінами, хоча традиційні («нестохастичні») числові 
методи, як можна очікувати, характеризуватимуться для таких задач більшою 
збіжністю. В той же час, методи випадкового пошуку, незважаючи на притаманні їм 
недоліки (надвеликий обсяг обчислень, тощо) виявляються більш ефективними у 
випадку наявності обчислювальних труднощів (розриви функцій, 
багатоекстремальність та ін.). Слід зауважити, що докладне обґрунтування вибору 
саме генетичних алгоритмів знаходиться поза межами цієї короткої публікації. 
У даній роботі представлено процедуру оптимізації на базі ГА, яка (у 
загальному випадку) призначена для вирішення задач для задач частково-
цілочисельного нелінійного програмування (MINLP). У процесі розробки даної 
процедури автори намагалися досягти компромісу між високою ймовірністю 
визначення глобального оптимуму (зазвичай потребує складного алгоритму) та 
легкістю застосування (вимагає невеликої кількості контрольних параметрів). Нижче 
представлено: 1) опис розробленої процедури; 2) приклад застосування процедури 
для ХТП. 
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Процедура пошуку оптимуму на базі ГА 
Розроблений підхід дає, у загальному випадку, змогу вирішувати задачі 
частково-цілочисельного нелінійного програмування (MINLP). На відміну від 
процедур ГА, пропонованих раніше, пропонований авторами не використовує 
традиційний хромосомний код. Натомість було застосовано достатньо просте і 
очевидне для представлення технічних задач представлення змінних оптимізації, у 
якому хромосома визначається вектором реальних параметрів рішення. 
З метою збільшення шансів виживання найкращих індивідів та зменшення 
ефекту "передчасної дегенерації" було застосовано так звану "генетично 
модифіковану суб-популяцію". Члени цієї суб-популяції створюються за допомогою 
генетичних операторів для випадково вибраних членів батьківської популяції. На 
наступному кроці генерується проміжна популяція, яке є надмножиною батьківської 
популяції та генетично модифікованої суб-популяції. Механізм відбору дозволяє 
обирати особини, які утворюють батьківську популяцію наступного покоління. Варто 
відзначити, що обсяг суб-популяції є меншим за обсяг батьківської популяції, а число 
її членів визначається параметром налаштування u_mod, що має назву коефіцієнту 
модифиікації. Процедура оптимізації за засадами генетичного алгоритму полягає в 
наступному: 
1. Вхідні значення параметрів курування: розмір популяції NPOP, загальна 
кількість популяцій, що генеруються у процесі оптимізації NPOK, кількість 
генетичних операторів NOPER, коефіцієнт модифікації u_mod, ймовірність 
використання операторів p_geni (i=1,..., NOPER). 
Зауважимо, що як і в багатьох інших методах оптимізації на основі ГА, в 
процесі оптимізації зберігається незмінний розмір популяції. Задане значення 
загальної кількості генерованих популяцій використовується як критерій зупинення 
обчислень. 
2. Розрахунок параметрів для функції пристосованості. 
Функція пристосованості зі штрафними доданками розраховується за виразами: 
 
Для пошуку мінімуму:   FP=Cmax-FC-CK       (1) 
Для пошуку максимуму:   FP=Cmin+FC-CK       (2) 
 
Параметри Cmax, Cmin розраховуються наступним чином. Випадковим чином 
генерується потужна множина особин (наприклад, у кількості 10000); після чого 
параметри Cmax, Cmin можуть бути розраховані за виразами: 
 
Для пошуку мінімуму: Cmax=ABS(max{FC+CK})      (3) 
Для пошуку максимуму: Cmin=ABS(min{FC-CK})      (4) 
 
3. Розрахунок розміру генетично модифікованої популяції: 
NPOPgen=INT(u_mod*NPOP). 
4. Створення початкової популяції POP0. 
5. Розрахунок функції пристосованості для членів популяції POP0 за (1) для 
пошуку мінімуму, або за (2) для пошуку максимуму. 
6. Розрахунок імовірностей p0i (i=1, ...,NPOP) для відбору особин з популяції 
POP0. 
7. Створення генетично модифікованої суб-популяції: 
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а) відбір генетичного оператора i із імовірністю p_geni; 
б) відбір особини (особин) i для генетичних модифікацій із імовірністю p0i; 
в) створення модифікованої особини (особин) із використанням обраного 
оператора; 
г) етапи а) та б) повторюються доти, поки не буде досягнене обсяг суб-
популяції NPOPgen. 
8. Розрахунок функції пристосованості для членів суб-популяції POPgen. 
9. Розрахунок імовірностей p1i (i=1,...,NPOP+NPOPgen) для відібраних особин 
із надмножини, утвореної суб-популяцією і батьківською популяцією. 
10. Отримання популяції нащадків на основі NPOP членів шляхом відбору 
членів надмножини, утвореної суб-популяцією і батьківською популяцією із 
ймовірністю p1i  (надпопуляція виступає проміжною популяцією). 
11. Популяція з попереднього етапу копіюється у батьківську популяцію 
наступного покоління. 
12. Пункти 5-11 виконуються доти, поки кількість поколінь не перевищує 
NPOK. 
У представленій версії алгоритму було застосовано наступні генетичні 
оператори: простий кросовер, арифметичний кросовер, евристичний кросовер, 
рівномірна мутація, неоднорідна мутація, місцева мутація, мутація граничної 
дальності. 
 
Застосування процедури пошуку оптимуму на базі ГА 
Для апробації процедури було підібрано множину тестових прикладів, що 
являли собою математичне оптимізаційне формулювання прикладних та теоретичних 
задач із галузі хімічної інженерії та за іншими спорідненими напрямами. У процесі 
відбирання перевага надавалася задачам із складною (багато екстремальною, з 
наявністю розривів, тощо) цільовою поверхнею. Мета застосування розробленої 
процедури до множини прикладів полягала в перевірці надійності процедури та 
ефективності обчислень для широкого спектру задач оптимізації для потреб хімічної 
інженерії, визначення діапазонів значень для параметрів налаштування процедури. 
Нижче наведено один із характерних прикладів з тестової множини – розрахунки 
рівноваги хімічної реакції. Дана задача [8] передбачає мінімізацію потенціалу Гібса 
для системи, тобто визначення рівноважного складу реакційної суміші. Цільова 
функція задачі оптимізації – функція вільної енергії для N компонентів, температури 
T і тиску P, відповідно до [8], може бути виражена залежністю: 
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де Gi
o
 – стандартна енергія Гібса для компонента i за температури T; i –
 компонент; xi – кількість молів компонента i; P – тиск; GM –вільна енергія Гібса для 
системи. 
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У задачу оптимізації включено обмеження. Зокрема, на основі матеріальних 
балансів можна покласти:  
 
j
i
iij bxa   j=1, …, Na,        (6) 
 
де Na – кількість типів атомів у системі; aij – кількість атомів типу j у речовині i 
після реакції; xi – кількість молів компоненту i; bj – кількість атомів типу j у системі.  
Внаслідок спалювання стехіометричної суміші газів (гідразину та кисню) за 
температури 3500 K і тиску P = 750 kPa утворюється десять речовин: (i = 1, ..., 10): H, 
H2, H2O, N, N2, NH, NO, O, O2, OH. У системі присутні три типи атомів (3): (j = 1, ..., 3;  
j = 1 – H; j = 2 – N; j = 3 - O). 
Для спалювання гідразину цільова функція задачі оптимізації (5) набуває 
вигляду: 
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Обмеження задачі оптимізації (6): 
x1 + 2x2 + 2x3 + x6 + x10 = 2         (8) 
x3 + x7 + x8 + 2x9 + x10 = 1          (9) 
x4 + 2x5 + x6 + x7 = 1,        (10) 
 
де ci – вектор параметрів (Gi
o
/RT+lnP) з рівняння (5); значення для даного 
випадку взято з [8]: 
 
c=[-6.089;-17.164;-34.054;-5.914;-24.721;-14.986;-24.100;-10.708;-26.662;-22.179]. 
 
Зауважимо, що у літературі вже є дані про застосування до даної задачі 
генетичних алгоритмів: результати розрахунків за еволюційною процедурою Genocop 
наведено З. Міхалевичем у [5]. Оптимальне вирішення згідно [5]:  
 
x
*
 = [0.04034785; 0.15386976; 0.77497089; 0.00167479; 0.48468539; 0.00068965; 
0.02826479; 0.01849179; 0.03849563; 0.10128126]  
 
f(x
*
) = - 47.760765. 
 
Представлена вище процедура ГА дала змогу знайти глобальний оптимум 
f(X
*
) = -47.7102 із значеннями параметрів ГА, наведеними у табл. 1.  
Апробація розробленої процедури ГА на множині тестових прикладів показала 
ефективність даної процедури щодо знаходження глобальних оптимумів (або рішень, 
близьких до глобального оптимуму). Даний підхід добре підходить для опрацювання 
інженерних задач з неперервними функціями та логічними обмеженнями, і може бути 
у подальшому застосований до задач синтезу хіміко-технологічних систем. 
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Таблиця 1. Параметри генетичного алгоритму 
Параметр ГА Значення 
кількість особин у популяції 6 
кількість поколінь 5000 
коефіцієнт модифікації u_mod 
(modification ratio) 
0.95 
ймовірність для  простого кросоверу 
(simple crossover) 
0.1 
ймовірність для арифметичного кросоверу 
(arithmetic crossover) 
0.1 
ймовірність для евристичного кросоверу 
(heuristic crossover) 
0.2 
ймовірність для рівномірної мутації 
(uniform mutation) 
0.05 
ймовірність для неоднорідної мутації 
(non-uniform mutation) 
0.25 
ймовірність для місцевої мутації 
(local mutation) 
0.25 
ймовірність для мутації граничної дальності 
(range limit mutation) 
0.05 
 
Автори присвячують цю роботу світлій пам’яті професорів Яцека Єжовського 
(Жешувський політехнічний університет) та Геннадія Статюхи (КПІ ім. Ігоря 
Сікорського). 
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