A small dipole oscillator moving along a circular trajectory in zero-point electromagnetic field (ZPF) and with a polarization normal to the rotation plane, is considered. Temporal periodicity conditions are imposed on ZPF, associated with the way the rotating oscillator "observes" ZPF.
SGV ). Indeed, at small distances , when running coupling constant is very small ( asymptotic freedom ) and perturbation theory works well, one can expect the situation in Quantum Chromodynamics ( QCD ) very similar to the Quantum Electrodynamics ( QED ) and its classical analog -Stochastic Electrodynamics ( SED ). The SQV, in full analogy with SED, can be described as a set of all possible plane gluon waves with random phases. Then self-consistent trajectories in both SED and Wong/SGV theory can be calculated in a similar way.
In this work we investigate a self-consistent SED model even though we expect some unphysical ( not observable ) results. We consider this work as the first step to a more " realistic " model in Wong/SGV theory, the subject of the next paper.
The system we discuss in this work consists of two parts, a dipole oscillator and stochastic zeropoint electromagnetic field (stochastic vacuum). Interaction between these parts changes both the oscillator motion and the vacuum. We assume that these changes can result in appearance of a stable on the average configuration. The most likely candidate for such stable average configuration is the oscillator moving along an average circular orbit in the ZPF with a (modified) discrete spectrum.
This system is assumed to be self-consistent. The oscillator, due to its rotation, observes the vacuum discrete spectrum. The mechanical reaction from the modified vacuum is an average force keeping the oscillator on the circular orbit. The calculation of this average vacuum force is a central point of our
work. An analogy of this force with the Casimir force can be be useful to understand its origin.
The Casimir force is considered as a result of finite and observable changes in the infinite zeropoint energy of the vacuum which are connected with spatial boundary conditions. In this work we consider vacuum forces, also associated with vacuum fluctuations change, which however are due to "temporal boundaries " or periodicity. For illustration of this change, let us consider gedanken measurements of a two-point correlation function of the vacuum field made by a point-like observer uniformly rotating about some point in the vacuum. The correlation function depends on the difference of proper times of these two points, τ 2 − τ 1 , because of stationarity of the vacuum field. Moreover, we have to expect the results of such measurements, made by the observer participating in a periodic motion, to be the same for any loop, and the correlation function should satisfy periodic condition that is CF (τ 2 − τ 1 ) = CF ((τ 2 − τ 1 ) + n × T ) ,where n = ±1, 2, 3, ... and T is a period of rotation. As a result of this periodicity condition the observed spectrum of the vacuum field correlation function should contain harmonics with frequencies multiple to the angular velocity of rotation, the effect well known from Fourier series theory, and differ from the original vacuum continuous spectrum. Below we will derive an expression for such a force exerting on a small z-oscillator uniformly rotating in xy-plane in the vacuum represented as a classic zero-point electromagnetic field. Due to the vacuum fluctuations change, the vacuum force experienced by the rotating object has ( after renormalization) a finite value.
According to our calculations the force has the component which is directed to a rotation center and could contribute to a net centripetal force keeping the moving object on a circle. Then there is a great temptation to see if this vacuum force alone, without any other external forces, can support this rotation? On this way we obtain relationship between the mass and angular velocity of the oscillator stationary rotating in the vacuum without any externally applied forces. It contains the Plank's constant and therefore has a quantum character, even though the computation is done in the frame of classical stochastic electrodynamics. It is estimated for the case of non relativistic rotation.
Speaking about self-consistency, we talked above, one has to mention the approach [2] , [7] (see also references) which did not effect our work but conceptually is very closely related with ours.
The approach is developed as a stochastic theory of relativistic particles moving in a quantum field.
Even though the quantum field theory is the starting point of this approach, a particle in the field environment can participate in different regimes of the motion: quantum, stochastic, and semi classical.
The main philosophy of the approach is that a classical trajectory can not be prescribed, it has to be determined.
We consider here only a steady state situation and choose a classical trajectory of a particle which is self-consistent with the zero point field in which it moves and which it modifies.
2 The Average Force Calculation Method.
The average non zero net force exerted on an oscillator should be an expression bilinear in terms of an applied stochastic electromagnetic field, ( E a , B a ), because a linear expression of such field vanishes after averaging. So it is different from the Lorentz force. To find such force we follow the approach developed in [8] .
The force can be calculated by integrating the Maxwell stress tensor over the spherical surface just outside the particle,
where
The net fields in this expression are E = E a + E d and B = B a + B d , where ( E a , B a ) is an applied electromagnetic field defined below and ( E d , B d ) is the field scattered by the particle interacting with the applied field. The integration surface is taken very closely to the particle. So the scattered field is assumed to be taken in the near zone in dipole approximation:
Here r is the radial distance from the particle, p is its time-varying dipole moment induced by the applied field and to be defined below , andn is the outward directed unit normal vector on the sphere surrounding the particle.
Only the cross terms in T (ij) are of interest. So
Because the particle and the radius of the integration surface are assumed to be small, E a and B a can be expanded in a Taylor series around x = x 0 , the location of the particle. The leading non zero contributions to the force come from the zero-order in B a and the first order term in E a :
Then after the angular integration the force takes the form
We are going to use the method to calculate the average force exerted on a small oscillator moving on a circle with radius R and angular velocity Ω 0 , through random classical radiation according to
So the method, developed in [8] for a static situation, in our case should be modified.
In our case the force (6), obtained for a body at rest, is computed in an instantaneous inertial reference frame I τ , with the oscillator equilibrium point also at rest in it, and I τ is defined by 4 vectors µ i (k) (τ ) of a Frenet-Serret orthogonal tetrad [9] (55):
where U i (τ ) is a 4 vector velocity of the oscillator equilibrium point in the laboratory system at its
All quantities associated with instantaneous frames I τ in (6),dipole momentum p (j) , zero-point electric E 
So, indeed, in the reference system S, consisting of all instantaneous inertial reference frames I τ , the oscillator equilibrium point is at rest at any proper time τ and its spatial coordinates are x In this reference system, the z-oscillator coordinates are x (i) = (0, 0, z(τ )), and dipole moment is
The expression for the force F (i) was found for an arbitrary applied electromagnetic field but in an electric-dipole approximation. It can be a problem to match this restriction with a random classical radiation field, which spreads over all frequencies from 0 to ∞, because electric-dipole approximation can be broken for high frequencies due to very small wave lengths. So the final result should be checked regarding validity of the electric-dipole approximation.
Three more comments regarding our calculations of the force should be added here. First, all our calculations are done in the frame of the stochastic electrodynamics (SED). 1 Second, it is known that 1 There is an opinion that SED can not be alternative to QED [6] . But nevertheless it is useful tool to get understanding or intuition of some problems. Besides there can be reasons to consider SED not as an alternative to QED but as a necessary and essential part of a full quantum theory. Indeed, Philip R. Johnson and B. L. Hu discussing in [2] , p.4
" The view of the emergence of semi classical solutions as decoherent histories" formulated in [10] suggest to consider classical solutions of particle-field systems "in the context of how classical solutions arise from the quantum realm".
in the frame of SED the random classic radiation fields applied in our model to the rotating oscillator and thereforeF (i) depend on random phases. The observable force exerted on the rotating oscillator can be obtained fromF (i) only after averaging it over these random phases. It will be taken to be <F (i) >, where the symbol < ... > means averaging. Third, we use rotating Frenet-Serret orthogonal tetrads (other than more often referred Fermi-Walker tetrads) because it is convenient that vector µ i (1) (τ ) of the tetrad is directed along the radius of rotation, µ i (2) (τ ) is tangent to the rotation circle, and µ i (3) is perpendicular to the rotation plane at all times τ .
3
Classical Electromagnetic Zero Point Radiation.
Applied Field at the Location of the Oscillator in the Laboratory System
The applied field, which was referred above as E a , B a with index a, through which the oscillator moves, is classical electromagnetic zero point radiation. It has a form [11] :
where the θ( k, λ) are random phases distributed uniformly on the interval (0, 2π) and independently for each wave vector k and polarization λ of a plane wave,
It is convenient to use vector k = (k x , k y , k z ) in spherical coordinates k = (k, θ, φ) to separate integration over k from integration over angles θ and φ:
So vectors ǫ( k, λ) and [k,ǫ( k, λ)] can also be expressed in terms of spherical k-coordinates (k, θ, φ).
To find the electric and magnetic fields at the location of the oscillator center (we referred to them as ( E 0 , B 0 ) ) one has to insert (7) into (11) . It is easy to see then that the electric and magnetic fields at the location of the oscillator center are functions of time only, t in a lab system and τ in I τ , and do not depend on spatial coordinates. Even the R-function (7) is a periodic in time, the obtained this way formal expressions for the fields are not periodic because of the term ωt in (11) .
From observation point of view it does not look reasonable. The oscillator center motion is periodic and all oscillator observables also should be periodic, with the period T = 2π/Ω 0 . This time periodicity caused by the observation is similar to a spatial periodicity of the vacuum imposed by boundary conditions in Casimir effect. In other words, any observations, including the fields, made by the oscillator at time interval 0 < t < T should be identical with the measurements at interval nT < t < (n + 1)T , where n = 0, ±1, ±2, ....
To achieve it , in the expressions for observable zero-point fields E 0 and H 0 continuous variable ω in (11) should be changed to a discrete one, ω n = Ω 0 n, and integration over k = ω/c to summation
Then the electric and magnetic components of the zero-point radiation field at the oscillator center location, modified by the observation process, become:
We have introduced index i = 1, 2 to distinguish the fields at two different times, t 1 and t 2 , which is necessary for further calculations. The unit vectork defines a direction of the wave vector.
The expressions for the average over random phases are transformed first to spherical momentum space [12] , then to the case of discrete values of "k", and take the form:
The equation (14) does not depend on n and has the same form for both continuous and discrete spectrum.
3.2
Applied Field at the Location of the Oscillator in an Instantaneous Frame.
The expressions (17) are obtained in the laboratory system. In an instantaneous reference frame I τ , after Lorentz transform, corresponding expressions for the fields at the time τ i = t i /γ, i = 1, 2, and at the location r (k) = (0, 0, 0) are as follows
Quantities with an index in parenthesis are to be taken for the field components in instantaneous inertial reference frames I τ . The quantities with an index without parenthesis, for the field components in the laboratory system, are described in (17) , with t i = γτ i . The quantities β and γ do not do not depend on τ and are not supplied by index i.
It is easy to see from (19) and (20) that in terms of τ all these fields are periodic with the period To calculate the rate of change of the z-oscillator dipole,ṗ (z) (τ ) ≡ e v (z) (τ ) = e dz dτ , we use the motion equation of a z-oscillator in the coordinate system defined as a set of all instantaneous inertial frames I τ . It is taken in the form similar to (14) in [4] for hyperbolic motion and justified exactly the same way:
e 2 c 3 [
The only difference between them is that the constant acceleration a in this equation, unlike the hyperbolic motion, is centripetal and directed against axis x (1) because 4-vector acceleration of the observer in the associated instantaneous reference frame I τ is constant in both magnitude and directioṅ
Solution to (21) iṡ
0 (τ 1 ) exp(−iω n τ 1 ),
It is a rate of change of the dipole of the rotating z-oscillator induced by zero-point field and which is used in (6). The (x)-component of the component of the force (6), which is due to the oscillator dipole change, in an instantaneous inertial reference frame I τ after averaging is
The Force
where the symbol < ... > means averaging over random phases and is discussed in the next subsections below.
Using (23) this expression can be written in a more transparent and convenient for calculation and interpretation form :
is the correlation function, Appendix A, with
and
is the oscillator selectivity function depending on inner structure of the oscillator, Section A.
( The symbol F without indexes is just a designation, not a force!)
We see that both the correlation function and the selectivity function depend on difference of times, τ 1 − τ 2 , and then the force does not depend on time. Therefore we have omitted time in the function <F (x) > in (25). Index "d" means that corresponding quantities contain discrete variable ω n .
The term ∞ n=0 in the correlation function, with the help of Abel-Plana formula ( [13] , [14] , [15] ,
can be represented as a sum of two functions:
The integrals in this expression can be computed:
and S d and S c are divergent but their difference
For further interpretation a presentation of S d as a series of fractions can also be useful:
So the correlation function with a discrete spectrum is a sum of two parts:
where the first one, with index c, corresponds to S c with continuous spectrum and the second one to S r . Then subtracting < ... > c correlation function from < ... > d we obtain convergent correlation function describing net contribution of the periodicity
or after some simplifications, Appendix B,
> r is similar to a local renormalization procedure used in Casimir effect theory [15] (1.31). The renormalized correlation function < E (z) (τ 1 )H (y) (τ 2 ) > r corresponds to a net change in vacuum fluctuations spectrum, which is due to the periodicity condition, and it is reasonable to use it instead of < E (z) (τ 1 )H (y) (τ 2 ) > d in calculation of the observed force.
The Expression for the Renormalized Force
The exact expression for the force < 2 3 (˙ p × B 0 ) (i) > r corresponding to the renormalized correlation function is determined by three equations: (25), (28), and (36). To represent it in simpler form turned out to be difficult. But in the case ω 0 ≪ Ω 0 the selectivity function f d reduces to (88) and the force becomes
This expression can also be significantly simplified when β ≪ 1 and γ ≈ 1. In the first order of β the force is
In this case cosh(2xβ sin(δ/2) sin θ sin φ) | (β=0) = 1, integration over φ, θ and δ can be separated and easily carried out. Then
Retaining only the first term in the sum and ignoring all other fast decreasing terms we have
Two approximations need to be explained. First, a small speed, β ≪ 1, does not prevent large angular velocity. It just means that rotation radius can be very small. The condition ω 0 ≪ Ω 0 means that instead of the oscillator we deal with a point-like particle but the particle oscillation is still restricted to only z-direction.
So the centripetal renormalized force < F (x) > r , at least in non relativistic case, is directed to the center of rotation and proportional to the radius of the circle.
5 Calculation of the Force < F
>.
The Force < F
(1) 1
> in Terms of a Correlation Function and a Selectivity
Function.
For the x-component of the force acting on the z-oscillator this expression gets the form
or after changing the order of integration and summation < F
1 >=
The function
is similar to the function f d in (28).
The angle φ n in the last expression is defined by the equation
Calculation of the Correlation Function
We do not supply F
1 with time arguments because we will see later that it does not depend on time.
Introducing local coordinates x (ν) (τ ) in an instantaneous inertial reference frame, defined by µ i (ν) (τ ), connected with the center of the rotating z-oscillator, [17] , [18] (9.88)
and using the formulas
we can easily represent the correlation function in terms of zero-point fields in the laboratory system
Spatial derivatives of the fields are taken at locations x 0 (t i ) of the oscillator center(7) at the times t 1 and t 2 . So from (11) we have
After simple but long and tedious calculations, similar to ones used for (26), we come to the expression for the correlation function < E (3) (τ 1 )∂ (1) E (3) (τ 2 ) >:
As in (35), the correlation function depends on difference of times δ = α 2 − α 1 = Ω 0 γ(τ 2 − τ 1 ) as it is supposed to be for the correlation function of a stationary process of rotation.
Analysis and Renormalization of the Correlation Function
Using the Abel-Plana formula again we obtain
The first integral is divergent if |τ 2 − τ 1 | → 0 ( and F → 0) because
The second integral can also be represented as a sum
and then the correlation function S 1 can also be given in the form
It is obvious that S 1,r is convergent and for F ≪ 1,
For the reasons, explained in Section 4.2, the renormalized correlation function corresponding S 1,r will be used to calculate the renormalized force F
1,r . It has the form:
5.4 The Expression for the Force < F
The expression (58), pretty complicated,can be significantly simplified if β ≪ 1. Then F ≈ δ, the last integral over t does not depend on θ and φ, and the integral over angular variables θ and φ can be easily found. The only non zero contribution comes from thek 2 2 term.
The renormalized correlation function takes the form:
With this renormalized correlation function and f 1,d defined in (44) , the renormalized force < F
1 > r corresponding to (43 ) becomes
Moving all time-dependent terms to the right we obtain < F
or, after some rearrangements,
and < F
(1)
6 Calculation of the Force < F
in Terms of a Correlation Function and a Selectivity Function.
For the x-component of the F 
2 >=
The function f 1,d is given in ( 44 ), and the correlation function
> and its Renormalization.
After tedious calculations, similar to ones leading to ( 26 ) and described in Appendix A, we come to the expression
with the sum term like one in (26). Then the renormalized correlation function is
6.3 The Force < F
It is easy to see that
and, because
this renormalized correlation function is zero,
and the corresponding (renormalized ) force is also zero:
7 The Total Renormalized Force <F (1) > r : Estimation for β ≪ 1, γ ≈ 1, and ω 0 ≪ Ω 0 .
From (41), (64) and (73) we obtain the expression for the total renormalized force:
It is easy to find the values of integralsJ n . For example,J 1 ≈ 0.143823,J 2 ≈ 0.0317016,J 3 ≈ 0.00867892,J 4 ≈ 0.0031658,J 5 ≈ 0.00139711,J 6 ≈ 0.000703877 and so on. So alternating series is decreasing by absolute value significantly. Then we can ignore all terms starting from the second one to have
From the physical point of view it means that all high harmonics with small wave lengths can be defied.
The main contribution to the force comes from the first harmonic with wave length 2πc/Ω 0 which is much greater than the circle radius βc/Ω 0 and therefore the oscillator size. It justifies electric-dipole approximation used in the force calculation.
The total force has a negative value. So the force is directed to the center of rotation. This feature of the force is discussed in the next section.
8 About the Possibility of Non Relativistic Rotation of an Oscillator in Zero-Point Field, Without Any Other External Forces.
The force (76) has been calculated in an instantaneous inertial frame I τ associated with a tetrad µ τ .
Using a Lorentz transform it is easy to determine a new tetrad λ τ , and the force in it, which has the same orientation in 3-space as µ τ but is at rest in the lab system. For small velocities, β ≪ 1, (76) in λ τ will not change. The same is true for the acceleration of the oscillator center, and its value is
If the force ( 76) is the only averaged force acting on the oscillator center then
All quantities in this equation have the same direction, to the center of rotation, and we omit their negative sign. From (78) follows
for the frequency rotation without external forces and
for the radius of rotation.
Let us compare R with characteristic lengths of the electron, for example, electron classical radius r cl and Zitterbewegung radius r zbw :
where α is a fine structure constant, and 1 α = 137.04. It is easy to see that in non relativistic case with β ≪ 1 radius of rotation in zero-point field without external force should be much less than the classical electron radius:
The trajectories with such small radii can not be observed experimentally because our semi classical approach does not work for R ≪ r cl . The positive result, R ≫ r cl , would have contradicted our intuition and experimental observations. The issue about possibility of stable orbits in the vacuum should and will be addressed to colored particles ( quarks) moving in a colored non abelian vacuum field. It is the subject of the next paper.
There are also some works where a classical description of quark motion is being developed and even applied to experimental results [5] , [19] , [20] , [21] .
APPENDIX
A Appendix: Calculation of the Correlation Function < E
consists of several steps:
1. Inserting E (z) (τ 1 ) and H (y) (τ 2 ) from (19) and (17) 
we obtain pretty complicated expression with two double sums, n 1 n 2 and λ 1 λ 2 , and double integral over the angles do 1 do 2 ≡ dθ 1 dφ 1 sin θ 1 dθ 2 dφ 2 sin θ 2 .
2. Using (18) and summing over λ 2 , n 2 , and integrating over do 2 , we come to the expression with single sums λ 1 and n 1 , and an integral over angles do 1 .
3. Using summation over λ 1 and using (14) we come to the expression with one integral over angular variables and one sum over n 1 , n 1 dθ 1 dφ 1 sin θ 1 or, after notation change, n dθdφ sin θ . This expression is still pretty long and depends on two parameters α 1 and α 2 defined in (20).
Introducing new parameters according to
we can change integration variableŝ
which is equivalent to φ ′ = φ − α and keeps do invariant.
Finally we come to the expression for the CF (26) We omitted here upper index "′" and use dummy variables θ, φ, andk i instead of θ ′ , φ ′ , andk ′ i .
So the CF depends on the difference τ 2 − τ 1 , an expected feature, and index d means discrete spectrum of zero-point radiation due to the periodicity condition we use.
The function f d can also be written in the form:
The cosine and sine functions are defined as follows cos ϕ n = ω n Γ(1 + Changing the order of integration, it easy to see that 
