In this paper domain decomposition methods for radiative transfer problems including conductive heat transfer are treated. The paper focuses on semi-transparent materials, like glass, and the associated conditions at the interface between the materials. Using asymptotic analysis we derive conditions for the coupling of the radiative transfer equations and a di usion approximation. Several test cases are treated and a problem appearing in glass manufacturing processes is computed. The results clearly show the advantages of a domain decomposition approach. Accuracy equivalent to the solution of the global radiative transfer solution is achieved, whereas computation time is strongly reduced.
Introduction
Simulations of heat transfer in semitransparent materials such as, for example, glass are usually done on the basis of the radiative transfer equations or, using a di usion approximation, on the basis of a nonlinear di usion equation. We refer to 6], 9], 12], 13], 14], 15] for a detailed description of the equations and further references. In many applications it is not necessary to model the whole computational region by the computationally expensive radiative transfer equation. Only in particularly sensitive regions, where the solution is far from equilibrium, as for example in boundary layers, do these equations have to be employed. In the remaining regions of the domain the di usion approximation is valid, and will lead to su ciently accurate results. Domain decomposition methods are thus a natural design tool in this case leading to accurate numerical codes with reasonable computation times. The general aim of these methods is to approximate the global solution of the radiative transfer equation by the solution computed with the hybrid code. In this way a considerable amount of computing time is saved. The locations of the radiative transfer and di usion domains are often given a priori by the physical situation: in the present problem the radiative transfer equations are used in a layer near the boundaries and the di usion equation in the interior of the domain. The layer region is chosen as small as possible in order to save CPU time. The remaining problem is to obtain the correct coupling conditions at the interface between the two regions. This will be investigated together with the derivation of boundary conditions in the present work. In Section 2 we state the equations and boundary conditions under consideration. In Section 3 the asymptotic procedures to derive the di usion equation and associated boundary conditions are described. We concentrate on the description of the boundary layers. In Section 4 we state coupling conditions for the domain decomposition problem at the interface. These conditions are derived by an analysis of the interface layer between the two domains, using asymptotic analysis similiar to the boundary layer analysis to obtain half-space problems. To solve these problems approximately, methods as in 4], 6], 10] can be used. Simpler but less accurate approximations are given as well. In Section 5 we show some numerical results for one-dimensional model problems. As one observes in the simulations the developed coupling conditions lead to a very accurate approximation of the radiative transfer solution by the solution of the domain decomposition problem even for anisotropic situations. In Section 6 a problem in glass manufacturing processes is considered, namely the cooling down of a cylindrical piece of glass. This is an example for a problem with a very sensitive layer region near the boundaries where the process has to be computed in an accurate way using the radiative transfer equations, and an outer region, where it is su cient to use a di usion approximation.
The Equations
In a domain D 0 2 R 3 we consider the radiative transfer equations including conductive heat transfer but without photon scattering. The space variable is dentoted by r 2 D 0 , the direction by the unit vector 2 S, S the unit sphere, 2 R + denotes the frequency, t 2 R + the time and M the number of spectral bands. For the absorption cross-section~ =~ ( ) we assume~ ( ) = (k) = const; k = 1; ; M for 2 k ; k+1 ), where (k) is the absorption crosssection for band k. This assumption is justi ed in many cases, for example, in the case of radiative heat transfer in glass. The interval 1 ; 1) is called the transient region and 0; 1 ) the opaque region of the frequency. We denote by I = I(r; ; t; k) the radiative intensities at r in the direction in band k and by T(r; t) the temperature. We consider the transport equation for the radiative intensity r r I(r; ; t; k) = (k) B(T(r; t); k) ? I(r; ; t; k)];
(1) where the spectral black body intensity for the k-th band is de ned by B(T(r; t); k) = T(r; 0) = T 0 (r); r 2 D 0 :
Boundary conditions for I can be of absorbing, re ecting or mixed type. For example, forr 2 @D 0 , whose inward-pointing normal is n, one can use the boundary condition I(r; ; t; k) = R(r; ; k); where n > 0;
or a semitransparent boundary condition I(r; ; t; k) = ( )I(r; 0 ; t; k) + 1 ? ( )]R(r; ; k); where n > 0: (5) 0 is the re ection of in the tangent plane to @D 0 :
is the re ectivity and R denotes the radiative intensity transmitted into the medium from the outside. if jsin( 1 )j n 2 n 1 and = 1 otherwise. Here n 1 is the refractive index for the material and n 2 the coe cient for the surroundings. We assume n 1 n 2 .
If k h is not equal to 0, boundary conditions for the heat transfer equation (3) are needed as well. One can prescribe either the temperature or the heat ux at the boundary. The heat ux is given by the total (convective plus radiative) heat input at the boundary. For example, the following conditions can be imposed atr 2 @D 0 , see 15]:
T(r; t) = h(r; t); (6) where h is a given function, or k h n r r T(r; t) = ?q 0 (T (r; t)) (7) with q 0 given by q 0 (T (r; t)) = h(T ext (r; t) ? T(r; t)) where T ext is a xed exterior temperature. The last equation models the heat transfer at the boundary resulting from a convective term due to the temperature di erence at the boundary and a term due to the surface radiation of the body. h denotes the convective heat transfer coe cient and the emissivity.
The integration is only over the opaque frequencies, 2 0; 1 ).
From the point of view of numerical simulations the full radiative transfer equations give a very accurate descriptions of the physical situation; however, to solve them is in general extremely time-consuming. If certain parameters in (1) and (3) are small, see Section 3.1., the approximation that is usually used is a di usion approximation, the Rosseland approximation: c m m @ t T = r r (k h + k r (T ))r r T] Equation (8) has to be supplemented with suitable initial and boundary conditions. This equation and the associated boundary conditions will be derived in the next section. In order to simplify the notation we do not write in the following the explicit dependence of the functions on the number k of the frequency band. Moreover,
is used.
3 Asymptotic Analysis and the Boundary Layer Problem
In this section we describe the derivation of the di usion approximation (the outer solution) and the boundary layer equations (the inner solution). The matching of inner and outer solution is discussed, leading to boundary conditions for the di usion equation. For the case k h = 0 we refer to 6, 10 ].
An important parameter in radiative transfer is the mean free path a photon can travel before being absorbed; it is proportional to the inverse absorption cross section. The general assumptions needed for the asymptotic analysis in the next sections are the following: The physical system is large compared to the mean free path and the curvature of the boundary is small. The boundary conditions for the radiative transfer equations are assumed to vary slowly with respect tor and t.
We denote by the dimensionless parameter given by the mean free path divided by a characteristic length scale and assume this parameter to be small.
Outer solution (Di usion approximation)
Mathematically, the di usion approximation is obtained by using the di usion scaling, 7, 6], r = x= ; t = = 2 ; > 0, where denotes the above parameter.
Using this type of scaling together with the boundary condition (7) This is equivalent to considering equations (1) and (3) (9) is considered together with the boundary conditions (4) or (5) withr 2 @D 0 replaced byx =r 2 @D and t replaced by . In case k h 6 = 0 additionally the conditions (6) or (7) are used. The rescaling of the ux yields for (7) k h n r x T(x; ) = ?q(T(x; )) withx 2 @D. Equation (11) is the nonlinear di usion equation (8) for the temperature with the new time and space variables x and . Suitable initial and boundary conditions have to be imposed on equation (11) . We concentrate in the following on the boundary conditions. Moreover, in this section the radiative transfer equation (9) is considered with xed boundary condition (4), (6) . For the treatment of re ecting boundary conditions in the linear case, see, e.g., 3].
In the following we do not write explicitly the dependence of the functions on the time variable .
Inner problem (Boundary layer problem)
The boundary conditions for (11) can be found by reconsidering equations (9) and using an additional rescaling of the normal component of the space variable in the boundary layer. Using the standard multiple scales approach, the new boundary layer coordinate y is given by the following, see, for example, 3, 6]:
We consider points x 2 D in a layer near the boundary. Letx 2 @D be the point on the boundary closest to x 2 D. n(x) denotes the inner normal atx.
The new coordinate y along the normal to the boundary is given by
y andx give a set of coordinates in the boundary layer. For the sake of a simpler notation we use the coordinates y and x and treat them as independent variables.
The boundary layer functions I b (y; x; ) and T b (y; x) are de ned in a layer of the thickness of the order of a mean free path near the boundaries. Lower order boundary conditions are obtained using only an O( ) approximation. This would yield su ciently accurate results for small .
Plugging (15) and (16) into (12) The ingoing function at 0 is due to (13) and (18) 
In case k h 6 = 0 the additional conditions for the temperature T 0 b at 0 and 1 are according to (14) and ( 
Approximate boundary conditions
Here we explain a simple approach to obtain boundary conditions for the diffusion equation based on the assumption of the equality of half-range uxes. One uses the boundary condition given by (27). We have to approximate 
Remark:
For the case k h = 0, i.e. a material without conductive heat transfer a detailed asymptotic analysis has been performed in 6, 10] . In particular an analysis of the boundary layer has been worked out there. For other approaches to obtain approximate equations, see 8, 11].
Domain Decomposition Approaches
By solving radiative transfer and di usion equations simultanously in di erent domains, a very good approximation of the full radiative transfer solution may be obtained. Moreover, the computational complexity is in general considerably below the one needed for the full radiative transfer solution. An important point in obtaining such a coupled solution is the derivation of coupling conditions at the interface between di usion and radiative transfer equations. This will be discussed in the following. We assume, as mentioned in the introduction, that the computational domain is separated into a subdomain, where the radiative transfer equation is solved and another subdomain where the di usion approximation is used. (9) is solved and in D B the di usion equation (11) . Providing these equations with coupling conditions at the interface F will lead to a properly stated problem. However, the solution depends strongly on the type of coupling conditions employed. In the next sections we discuss an approach based on an interface layer analysis and its approximations. In the following I A ; T A and I B ; T B denote the solution of (9) 
Interface layer problem
The interface layer near F with a thickness of the order of a mean free path is introduced in the same way as the boundary layer in Section 3 with D B playing the role of D. y is now the rescaled coordinate normal to the interface F; n = n(x) is the normal atx at F pointing into D B .
The 
It is now most important to have a fast, however, accurate enough solution procedure for the half-space problem in order to obtain explicit conditions from (42) and (43). We remark, that solving the full half-space problem, for example, by a standard discretization procedure would need a lot of computing time, in particular, since it has to be solved at each point of the interface. Instead, one uses an approximation procedure, as in 10], 4], 5], leading to easy to evaluate, however, accurate explicit coupling conditions. See Section 5, where the results of such a procedure are presented. One obtains in this way higher order accuracy than using the following simple conditions.
Approximate coupling conditions
In 
with from (54). Again using only the rst terms in these approximations one obtains exactly the approximate condition (51) in 4.6. In the following gures results for di erent situations are plotted. We implement the solutions with di erent interface conditions. We use the conditions based on (52) combined with (53), (54) and (55) with (56), (57).
In the rst three gures the coupled problem is shown with the approximate conditions obtained by using in each of the above formulas only the rst term.
As mentioned these conditions are the approximate conditions developed in 4. In the isotropic case the distribution function is well approximated by (10) in the whole domain. A more detailed boundary layer analysis is not necessary. The approximate conditions which are essentially based on this assumption are in this case su cient.
A 3-D Domain Decomposition Problem in Glass
Cooling Processes
In this section we consider a typical example appearing in glass manufacturing processes. A cylindrical solid with radius 1 cm and height 2 cm is considered. The material is glass.
Consider equations (1) In case the boundary condition (7) is used for the radiative transfer problem with k h 6 = 0, the boundary conditions for the di usion approximation can be determined in the following way: We equalize uxes at the boundary similar to the procedure in sections 4.5 and 4.6:
Here (10) has been used. Using (10) again for I(x; ); < 0 and using the boundary condition for I; > 0 we get: This gives a boundary condition for T 0 .
The solution is computed using the domain decomposition approach, the full radiative transfer equations and the di usion approximation. The radiative transfer equations are solved using a method based on ray tracing and the di usion equation by a nite element method. The natural way to decompose the domains is to solve the di usion equation in the interior of the cylinder and the radiative transfer equation in a domain near the boundary. We investigate solutions with larger and smaller radiative transfer regions. The interface is located 0:3 cm and 0:1 cm, respectively, away from the boundary. Here the boundary conditions are isotropic. Therefore, we use the approximate coupling conditions (42), (47) together with (50) and (51). Figures 5 and 6 show the temperature distribution in the glass after 2 seconds. The results computed with the domain decomposition method are as in the last section in good agreement with the solution of the radiative transfer equation in the whole domain as in Figure 2 . In the situation with smaller radiative transfer region (0:1 cm) the CPU time for the solution of the coupled problem is about 4 times smaller than the time for the solution of the global radiative transfer equation. For the larger radiative transfer domain (0:3 cm) the gain in CPU time is still roughly a factor 2. Figure 5 shows a comparison of the domain decomposition approach, the global radiative transfer solution and the di usion approximation with boundary conditions given by (58). The temperature is plotted after two seconds considering a horizontal section in the middle of the cylinder. The radiative transfer solution and the coupled solution show a very good agreement. The solutions with radiative transfer regions of size 0:1 cm and 0:3 cm, respectively, are plotted in Figure 5 . The solution with the larger radiative transfer region is coincident with the radiative transfer solution. One observes that using the di usion approximation with the above boundary condition does not yield very accurate results. Here a more detailed investigation of situations, where boundary conditions like (5) and (7) for the radiative transfer equations are involved, could give better results. Figure 6 shows the full distribution of the temperature in the cylinder after two seconds.
Conclusions
Detailed coupling conditions can be derived for radiative transfer equations with conductive heat transfer by asymptotic analysis. Approximations of these conditions are given. These can be used for a variety of problems with good success. For anisotropic situations more accurate approximations are necessary. Further work is required to clarify in detail the connection between the situations with k h = 0 and k h 6 = 0.
Rigorous work, concerning special cases of the equations presented here, can be found in 2, 1]. However, for the full equations a rigorous analysis is still missing. 
