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Energetic particles of solar origin raining on the atmosphere is known as energetic particle
precipitation (EPP) and causes NOx (NO + NO2) increases in the polar atmosphere. When
this occurs during the Southern polar winter, the lack of sunlight and stable atmospheric
conditions allow for the NOx to be transported down to the stratosphere, where it lingers
until early spring.
Using NO2 observations from the Ozone Monitoring Instrument (OMI) and Ap index
as a proxy for EPP, we show that NOx increases from EPP in the winter (EPP-NOx) are
detectable in the NO2 stratospheric column, and when the polar vortex is accounted for,
EPP-NOx is traceable until the polar vortex break-up in late November. We show that the
easterly phase of the Quasi-Biennial Oscillation (QBO) strengthens the EPP-NOx signal.
We postulate that the QBO modulates transport of equatorial N2O, the principle NOx
source, while also affecting levels of NOx in the lower polar atmosphere. This is supported
by observations of HNO3 and N2O from the Microwave Limb Sounder (MLS).
NOx is notable in the stratosphere because it is a catalyst in O3 depletion reactions. We
use O3 observations from both OMI and MLS to find the effect of EPP-NOx on O3 in the
springtime stratosphere. We find O3 increases in the mid and lower stratosphere that are
positively correlated with EPP levels, and occur simultaneously with the already observed
NO2 increases. We also find that the easterly phase of the QBO results in higher correlation
between O3 and EPP.
It has been previously hypothesised that EPP-NOx in the stratosphere reacts with the
chlorine species responsible for the ozone hole in the Antarctic stratosphere in spring, form-
ing ClONO2, a reservoir species that is unavailable for O3 destruction. We test this with
ClO observations from MLS, and ClONO2 observations from a combination of Atmospheric
Chemistry Experiment-Fourier Transform Spectrometer (ACE-FTS), and Michelson Inter-
ferometer for Passive Atmospheric Sounding (MIPAS). We find statistically significant de-
creases in ClO, suggesting that EPP is associated with ClO reduction in the Antarctic
springtime stratosphere. We also find evidence of simultaneous increases in ClONO2 provid-
ing further proof that indeed ClO is being buffered to ClONO2. We show that the easterly
phase of the QBO results in less chlorine activation and associated increases in ClONO2,
suggesting that easterly QBO inhibits ClO activation from ClONO2.
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Chapter 1
Introduction
The immediate international response to the discovery of the ozone hole in 1985 is one of
humankind’s greatest conservation efforts. Upon the revelation of massive amounts of ozone
depletion in the Antarctic stratosphere in springtime [Farman et al., 1985] a worldwide effort
resulted in the ratification of the Montreal Protocol which aimed to phase out Chlorofluo-
rocarbons (CFCs), the gases responsible for this major ozone loss. This response required
worldwide agreement, based on scientific evidence, that humans were ultimately responsible
for this atmospheric calamity. While the ozone hole has continued to form every springtime
since its discovery, evidence now points to the success of the Montreal Protocol in curbing
ozone loss and thus reducing the size of the ozone hole [Solomon et al., 2016; Kuttippurath
& Nair, 2017; Strahan & Douglass, 2018].
The formation of the ozone hole in the Southern polar spring is due to an unfortunate
combination of factors unique to the southern polar region in winter; very cold tempera-
tures, a lack of incoming radiation, and a relatively stable atmosphere. There is another
phenomenon that favours this combination of factors, the descent of NOx gases formed by
incoming energetic particles.
It is well understood that incoming energetic particles from the Sun form NOx gases
in the upper atmosphere [Crutzen et al., 1975]. These gases also deplete ozone in catalytic
cycles though this generally occurs at altitudes much higher than the ozone hole. However,
the cold, dark, stable polar atmosphere provides a means for NOx molecules formed at high
altitudes to descend to the stratosphere. It has been posited that this NOx descent may
buffer active chlorine into inactive reservoir species (i.e. move it from the state available for
ozone depletion, ClOx, to a compound that is not, ClONO2) [Funke et al., 2014b] but this
has not been shown in observations.
In this work, we investigate the role of NOx from solar particles as a potential buffer
in ozone depletion reactions, showing for the first time observational evidence of the com-
plex interplay between ozone, chlorine and NOx, and how outside factors influence these
processes. We use observations from notable satellites, with observation periods that have
lasted well over 10 years. The “golden age of satellite observations” in the 1990s and 2000s
represents a boom in atmospheric science, with different national space agencies utilising
their technology to aid our understanding of our planet’s atmosphere. These long term ob-
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servations on a global scale allow for robust analyses of annual and inter-annual variability
in our atmosphere.
Firstly we use observations of NO2 to show that NOx from particle precipitation both
remains in the middle atmosphere until the main period of ozone depletion in the spring,
and that the NOx descends to the altitudes where this depletion occurs. We also examine
dynamical mechanisms that modulate this descent. We then examine ozone from the same
period to find the effect that the descending NOx has on ozone. We find that ozone increases
occur simultaneously with NOx increases.
While perhaps unexpected (as NOx catalytically destroys ozone), ozone increase follow-
ing particle precipitation has been previously posited [Funke et al., 2014a], but never before
found in observations. We investigate the previously proposed idea for this increase: that
NOx produced by energetic particles interferes with the formation of active chlorine, the
very chemical that depletes ozone. Our analysis involves observations of chlorine in both
its active (ClO) and inactive (ClONO2) forms. Our results provide observational evidence
to the theory that NOx interferes with chlorine activation. We also show that this involves
a delicate balance of the amount of solar particles with the Quasi-Biennial Oscillation, a
planetary mode whose wide-reaching effects include modulating polar dynamics crucial to
ozone hole formation.
Our findings have profound consequences for the ozone hole formation in the future. As
we have found that NOx from solar particles is a major player in this process, we suggest
avenues for future study, as the healing of the ozone hole can only lead to NOx playing a
larger role in the future of the Antarctic stratosphere.
1.1 Organisation of Thesis
This thesis is divided into chapters. Chapters 1 to 4 can be considered background mate-
rial, providing the foundations required for this study. Chapter 2 is a background of various
chemical and dynamical mechanisms affecting the polar atmosphere followed by a review of
literature that pertains to this study. We provide a description of all the satellite observa-
tions, error, and inversion methods in Chapter 3. Chapter 4 is a description of the various
methods used in this thesis and the rationale behind them.
Chapter 5 introduces the results of the analysis of NO2 in the springtime stratosphere.
The work in Chapter 5 is currently in review [Gordon et al., 2019]. Chapter 6 investigates the
effect of NOx on ozone and how this couples to chlorine chemistry. In Chapter 7 we perform
a linear regression analysis in an attempt to quantify the importance of solar particles in
the evolution of stratospheric NO2 and ozone in the springtime. Each of the discussion
chapters (5-7) are concluded by a short summary of the findings of that chapter. Finally,
Chapter 8 summarises the conclusions of this whole work as well as suggesting avenues for
future study based on our findings. The PDF version of this thesis includes hyperlinks for
references, figures and tables.
1.2 Original Work 5
1.2 Original Work
This thesis, as science should be, has been a collaborative effort. The research topic was
designed by myself and Dr. Annika Seppälä who recognised the potential utility of the
recent observations by OMI and MLS in detecting the EPP in the stratosphere. I have done
the data analysis
This thesis utilises commonly used methods in geophysics with previous studies appro-
priately referenced. Novel methods developed for this study include the examination of com-
posite anomaly for different combinations of QBO phase and Âp level, and the designation
of the polar vortex edge.
Here we use satellite observations from four different satellite instruments. These were
provided in various data formats. My work included organising these into usable formats as
well as excluding the poor/failed observations according the data quality documentation.
The work in Chapter 5 is currently in review [Gordon et al., 2019]. I performed the data
analysis while Annika Seppälä supervised this effort, suggesting that the QBO was playing
a part. Prof. Johanna Tamminen, an OMI instrument Principal Investigator informed us
of good practise for working with OMI data, including checking OMI averaging kernels for
increased rigour. Dan Smale first recommended that we need to include polar stratospheric
clouds in our analysis and Prof. Cora Randall suggested further checks to ensure that the
analysis was correct. Prof. Randall recommended the inclusion of HNO3 in the analysis
and other checks which increased our confidence in the results. These, along with other
sensitivity tests are summarised in Appendix A.
The analysis in Chapters 6 was again performed by me with input from Dr. Seppälä. The
hypotheses tested in these chapters is based on our original results coupled with previous
studies which are appropriately referenced.
The linear regression analysis in Chapter 7 is adapted from models used previously in
literature with the new inclusion of Âp based on our earlier findings.
I have written this thesis. Annika Seppälä has been invaluable in the editing process,
optimising this thesis to best showcase the results of this study while intervening when my
natural loquaciousness was in danger of overwhelming the reader.
Chapter 2
The Polar Middle Atmosphere
2.1 The Middle Atmosphere
The neutral atmosphere is divided into four layers based on composition and temperature
gradient. These are the troposphere (0 km to ∼15 km), stratosphere (∼15 km to ∼50 km),
mesosphere (∼50 km to ∼80 km) and thermosphere (altitudes > 80 km, the thermosphere
gradually turns into space). These heights are approximate and vary according to season
and latitude. Each layer is separated by its relevant “pause” e.g. the top of the troposphere
is called the tropopause etc.. A diagram of the atmosphere with each layer and boundary is
provided in Figure 2.1.
The middle atmosphere is generally considered to extend from the tropopause to the
mesopause. Above the tropopause large scale processes begin to dominate and the layers
become more stratified (as opposed to the well-mixed troposphere) and is defined as the
first temperature minimum in the atmospheric profile i.e. temperature decreases from the
surface throughout the troposphere until the tropopause when the temperature begins to
increase again. The stratosphere is defined as the part of the atmosphere where temperature
increases with altitude. The stratopause is the local maximum in temperature at the top of
the stratosphere. Temperature then decreases to the mesopause at the top of the mesosphere.
The mesopause is the coldest point in the atmosphere. In the thermosphere, temperature
gradually increases. This temperature profile is demonstrated in Figure 2.1.
The main gases that make up the air in the middle atmosphere are N2 and O2 (con-
tributing ∼80% and ∼20% respectively [Brasseur & Solomon, 2005]). Temperature increases
in the stratosphere because of the influence of ozone (O3): ozone absorbs incoming solar ra-
diation in the ultra-violet (UV) causing the stratosphere to warm with altitude. The ozone
layer and its presence in the stratosphere will be discussed in more depth in Section 2.4.
While temperature gradient changes direction throughout the atmosphere, air pressure
and particle density decrease approximately exponentially with altitude. Table 2.1 demon-
strates the typical values of physical parameters in the atmosphere from surface to 100 km
based on the U.S. Standard Atmosphere [U.S. Standard Atmosphere, 1976]. This table is
useful to provide a fairly robust means for estimating physical atmospheric quantities based
on altitude.
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Figure 2.1: Diagram of Earth’s atmosphere with each layer and its approximate boundary labelled. Approx-
imate temperature profile (temperature vs altitude) is shown by the dotted line, with red indicating warmer
temperatures and blue indicating cooler.
2.1.1 The Polar Middle Atmosphere
The polar atmosphere is generally regarded as the atmosphere above the Earth’s poles (i.e.
latitudes north of 60◦N or south of 60◦S). There are several factors unique to the polar
regions that separate them from the rest of this atmosphere that are pertinent to this work.
Firstly, the human population at the poles is considerably less than in other areas of the
Earth such as the tropics. This means that any atmospheric pollutants in the polar regions
are largely of tropical and extra-tropical origin, transported by large scale circulation rather
than being emitted in situ. Secondly, as the Earth’s magnetic field lines terminate in the
polar regions, they are subject to collision from particles in the near Earth environment
being guided by the Earth’s magnetic field. These particles ionise the neutral atmosphere,
resulting in different species forming in the polar regions than elsewhere in the atmosphere.
Lastly, the polar regions are cold and receive little to no sunlight during the wintertime. As
the Sun provides an important radiation source for the atmosphere, the lack of day–night
transition in the wintertime results in different dynamical patterns such as the polar vortex.
It also allows for the accumulation of compounds whose main destruction is via photolysis
(i.e. decomposition by the presence of sunlight), since there is no radiation to break them
down.
2.2 Chemistry of the Polar Middle Atmosphere
Like the rest of the middle atmosphere, the polar middle atmosphere is dominated by pro-
cesses involving ozone which provides much of the radiation absorption.
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Table 2.1: U.S. Standard Atmosphere for values of temperature, pressure, and particle concentration for 5
km intervals from the surface (0 km) to 100 km.
Altitude (km) Temperature (K) Pressure (hPa) Concentration (cm−3)
0 288 1013.3 2.55×1019
5 256 540.5 1.53×1019
10 223 265.0 8.61×1018
15 217 121.1 4.04×1018
20 217 55.3 1.85×1018
25 222 25.5 8.33×1017
30 227 12.0 3.83×1017
35 237 5.7 1.74×1017
40 250 2.3 6.67×1016
45 264 1.5 4.12×1016
50 271 0.80 2.14×1016
55 261 0.43 1.19×1016
60 247 0.22 6.45×1015
65 233 0.11 3.42×1015
70 220 5.2×10−2 1.71×1015
75 208 2.4×10−2 8.36×1014
80 198 1.1×10−2 4.03×1014
85 189 4.5×10−3 1.72×1014
90 187 1.8×10−3 6.98×1013
95 188 7.6×10−4 2.93×1013
100 195 3.2×10−4 1.19×1013
2.2.1 Ozone
Ozone (O3) in the atmosphere is only formed by the three body reaction between atomic
and molecular oxygen [Brasseur & Solomon, 2005]:
O2 +O+M −→ O3 +M (2.1)
where M is some third body, usually N2 or O2. As this is the only way ozone is formed, and
O2 is abundant in the atmosphere, this reaction is highly dependent on the availability of
atomic oxygen.
Atomic oxygen is formed by the photodissociation of molecular oxygen by ultraviolet
radiation (with wavelength λ < 242.4 nm):
O2 + hν (λ < 242.4 nm) −→ O+O (2.2)
As this then depends on the presence of UV light from the Sun, atomic oxygen is only
produced in the sunlit atmosphere. Therefore, ozone is also only produced in the sunlit
atmosphere. This is an important result for the polar atmosphere as it receives little to no
sunlight in the winter, meaning no ozone is created in situ at this time and any increases
are due to transport to the polar regions by large scale circulation.
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Ozone is destroyed by photodissocation, creating molecular oxygen and atomic oxygen
in either the ground (3P) or first excited (1D) state [Brasseur & Solomon, 2005].
O3 + hν (λ > 310 nm) −→ O2 +O(3P) (2.3)
O3 + hν (λ < 310 nm) −→ O2 +O(1D) (2.4)
Ozone can also recombine with atomic oxygen:
O3 +O −→ 2O2 (2.5)
Lastly, and most importantly to this work, ozone can be destroyed in catalytic cycles of the
form:
XO+O −→ X+O2 (2.6)
X+O3 −→ XO+O2 (2.7)
Net : O+O3 −→ 2O2 (2.8)
so-called as they destroy ozone with no net loss of the catalyst. Here X is a specific family
of compounds responsible for O3 catalytic cycles. The most important of these to this work
are NOx( = NO + NO2), and Clx ( = Cl + ClO). The second of these, the Clx family is
largely responsible for “the hole” in the ozone layer that forms in the Antarctic stratosphere
every spring. This process will be discussed in more detail later in Section 2.4.
As ozone is principally formed from atomic oxygen and destroyed by photodissociation
or by catalysts, its abundance in the atmosphere maximises where its production - loss max-
imises. This leads to the ozone layer in the lower stratosphere from approximately 20 km
to 35 km. Note that the ozone mixing ratio (proportion of air made up by a substance)
maximises in the upper stratosphere allowing for UV absorption to occur there too. Ozone
absorption of UV light is important for two reasons: firstly this absorption provides heating
in the stratosphere causing the observed temperature increase in this region. This means
changes in ozone concentrations lead to temperature fluctuations and thus dynamical vari-
ability e.g. ozone changes in the stratosphere have been shown to affect the strength of
circulation between the equator and poles [e.g. Abalos et al., 2019]. Secondly, UV is harmful
to humans, causing sunburn and associated health issues such as skin cancer. The presence
of ozone in the stratosphere protects humans from much of this harmful radiation.
2.2.2 Odd Nitrogen
Odd nitrogen NOy (= NO + NO2 + NO3 + HNO3 + N2O5 + HO2NO2 + ClONO2 +
BrONO2) is a family of gases in the middle atmosphere. The principle members, NOx( =
NO + NO2), are catalyst in ozone destruction reactions, while the larger NOy provides a
reservoir for these NOx gases. An atmospheric reservoir refers to a non-reactive gas which
provides a source for a reactive gas via some reaction or mechanism e.g. photolysis. NOx is in
photochemical equilibrium, i.e. while NO and NO2 partitioning changes with the influence
of solar radiation, the amount of NOx remains constant for the most part. Here, we discuss
10 2. The Polar Middle Atmosphere































Figure 2.2: Plot of mixing ratios of various NOy gases in August at latitudes poleward of 60◦S as measured
by ACE-FTS at sunrise. Horizontal axis is mixing ratio in ppbv and vertical axis is altitude from 15 km to
50 km.
the NOy gases that will be used in this work and their formation and destruction reactions,
along with the role they play in the polar middle atmosphere. Further detail can be found
in Brasseur & Solomon [2005].
NO
Nitric oxide (NO) is found in all parts of the atmosphere, but mostly in the upper strato-
sphere and mesosphere. It is formed either by dissociation of N2O through a reaction with
excited oxygen (O(1D)),
N2O+O(1D) −→ 2NO (2.9)
the photolysis of NO2
NO2 + hν(λ < 405 nm) −→ NO+O(3P) (2.10)
or in the reaction with atomic oxygen
NO2 +O −→ NO+O2 (2.11)
The atomic oxygen required in the above reactions is generated only by radiation from
the Sun or by energetic particle precipitation, thus these reactions all directly or indirectly
require solar activity. This has the result that NO is most abundant during the evening,
and in the upper stratosphere and mesosphere where more radiation is able to penetrate.
The profile of the mixing ratio of NO in the middle to lower stratosphere is demonstrated in
Figure 2.2 in blue. NO is destroyed in reactions that form NO2 (see below) or by reactions
with atomic nitrogen in its ground state (N(4S))
N(4S)+ NO −→ N2 +O (2.12)
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NO2
In the stratosphere, nitrogen dioxide (NO2) is converted from NO by reactions with several
different species, for example in a reaction with ozone (O3)
NO+O3 −→ NO2 +O2 (2.13)
or HO2
NO+ HO2 −→ NO2 +OH (2.14)
or halogen species e.g. ClO
NO+ ClO −→ NO2 + Cl (2.15)
NO2 forms in the middle to lower stratosphere, where the atmosphere is more dense and
collisions required for its formation are more likely to occur. Note also that NO2 is destroyed
by photolysis which forms NO (reaction 2.10). This has the result that NO2 is most abundant
in the morning and is not abundant higher up where photolysis dominates (e.g. in Figure 2.2
NO2 mixing ratio begins to decrease around 35 km).
N2O5
Dinitrogen pentoxide (N2O5) is a chief reservoir for NOx formed by a three-body reaction
of nitrogen dioxide with nitrogen trioxide at night time when both species are present
NO2 + NO3 +M −→ N2O5 +M (2.16)
and its destruction is via photolysis during the daytime
N2O5 + hν(λ < 380 nm) −→ NO2 + NO3 (2.17)
−→ NO3 + NO+O (2.18)
and by collisional decomposition (though this is not very prevalent in the polar regions)
N2O5 +M −→ NO2 + NO3 +M (2.19)
N2O5 is principally found in the lower stratosphere, between 15–40 km and although it is
considered a reservoir for NOx, it also provides a pathway for net NOx loss (see below). Like
NO2, it mostly forms at night and is rapidly photolysed during the day.
HNO3
Nitric acid, HNO3 is formed in reactions between hydrogen species and NOx e.g.
NO2 +OH+M −→ HNO3 +M (2.20)
It is also formed in the heterogeneous reaction
N2O5(g)+ H2O(l,s) −→ 2HNO3(g) (2.21)
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Heterogeneous reactions are reactions that involve two or more states of matter (e.g. at least
two of solid, liquid, gas). In reaction 2.21, l refers to the liquid phase, s to the solid phase
and g, the gas phase. In the atmosphere, heterogeneous reactions occur on the surface of
things like ice particles, water droplets and solid nitric acid, among others. In this process,
HNO3 can be incorporated into the solid or liquid particles. This can result in gravitational
sedimentation, where the heavy particles fall into the troposphere. As HNO3 is formed from
N2O5 which is itself a NOx reservoir, reaction 2.21 can be considered a net loss of NOx from
the stratosphere.
HNO3 is also lost via
HNO3 + hν(λ < 310 nm) −→ OH+ NO2 (2.22)
and
HNO3 +OH −→ NO3 + H2O (2.23)
Nitric acid is most abundant between 15 – 40 km, and does not vary significantly during
the day.
ClONO2
The last species to be discussed here is chlorine nitrate (ClONO2). It is formed in the three
body reaction
ClO+ NO2 +M −→ ClONO2 +M (2.24)
and is destroyed by photolysis with two possible channels
ClONO2 + hν(λ < 320 nm) −→ Cl+ NO3 (2.25)
−→ ClO+ NO2 (2.26)
ClONO2 can also be broken down in heterogeneous reactions
ClONO2(g)+ H2O(l,s) −→ HOCl(g)+ HNO3 (2.27)
ClONO2(g)+ HCl(l,s) −→ Cl2(g)+ HNO3 (2.28)
ClONO2 is most abundant in the lower stratosphere as it requires a three-body reaction to
form, and is photolysed by sunlight. This means it is also more abundant in the morning
than the evening. ClONO2 represents an important link between NOx and Clx, as it forms
a reservoir for both.
2.2.3 Nitrous Oxide
Any in situ nitrous oxide (N2O) production is insignificant in the polar atmosphere. It is
emitted in the tropics from both natural (e.g. soils) and anthropogenic sources and is drawn
into the polar stratosphere by the Brewer-Dobson circulation (see Section 2.3.1). N2O is
critical as it is the principal source of NO in the polar stratosphere via Reaction 2.9. This
production maximises at altitudes of around 25 km in the polar region [Brasseur & Solomon,
2005].
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2.2.4 Chlorine
Clx
The presence of active chlorine (Clx = Cl + ClOx) in the stratosphere is almost entirely
due to the anthropogenic emission of Chlorofluorocarbons (CFCs). CFCs are emitted from
industrial processes such as refrigeration and, similar to N2O, are drawn into the polar
stratosphere by the Brewer-Dobson circulation. They can be broken down into active chlorine
(Clx) and thus CFCs are the major source of Clx in the polar lower stratosphere. These
reactions are many and varied and are well-described by Brasseur & Solomon [2005].
The abundance of active chlorine in the Antarctic stratosphere is highly dependent on
season, with very low amounts throughout the year except in spring when conditions allow
for large amounts of chlorine activation from CFCs. Clx is important to this work because
is it an effective source of ozone destruction via
ClO+O −→ Cl+O2 (2.29)
Cl+O3 −→ ClO+O2 (2.30)
Net : O+O3 −→ 2O2 (2.31)
Reservoirs (HCl/ClONO2/HOCl)
Chlorine reservoirs are another source of active chlorine, so-called because they provide a
source for Clx that is not chemically available to destroy ozone. HCl and HOCl both provide
a reservoir for Clx for example via
Cl+ HO2 −→ HCl+O2 (2.32)
ClO+ HO −→ HCl+O2 (2.33)
ClO+ HO2 −→ HOCl+O2 (2.34)
(2.35)
While the formation of HCl is slow, it is relatively inert and thus its formation reduces
catalytic ozone destruction from Clx. HOCl, while shorter lived due to photolysis, also forms
a reservoir for Clx in the upper stratosphere. Another reservoir, ClONO2 was introduced in
Section 2.2.2. Here we reinforce that ClONO2 both links NOx gases with Clx and provides
an inert form of chlorine in the lower stratosphere [Brasseur & Solomon, 2005].
All these reservoir gases can yield active chlorine. One of the most favourable conditions is
the presence of Polar Stratospheric Clouds (PSCs). Recall reactions 2.27–2.28, and note they
result in compounds that indirectly lead to ozone and NOx losses in the lower stratosphere
(via Cl2 and HNO3 respectively).
2.3 Relevant Dynamics
This section will cover various atmospheric dynamical processes that are relevant to this
work. Where applicable the links between one another and the climate system will also be
discussed.
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Figure 2.3: Representation of the Brewer-Dobson circulation. White arrows indicate the direction of air flow
with orange arrows showing two-way mixing and green strips are transport/mixing barriers. The vertical
scale is altitude (note the mesosphere is compressed in size) and the horizontal scale is latitude from the
winter pole to the summer pole. Reprinted from Baldwin et al. [2018].
2.3.1 Brewer-Dobson Circulation
The Brewer-Dobson Circulation was first proposed by Brewer [1949] and provides a crucial
link both between the stratosphere and troposphere, and the equator and the poles. It can
be summarised as follows; in the tropics, tropospheric air parcels rise into the stratosphere
where they are drawn to the extra-tropics (i.e. regions poleward of the tropics) and polar re-
gions. Brewer-Dobson circulation has been likened to an “extra-tropical pump” [Holton et al.,
1995], as the pressure difference between the equator and the poles produces strong upward
air flow in the tropics accompanied by transport to and downwelling in the extra-tropics and
poles. Thus mean stratospheric circulation in the meridional direction is poleward [Holton,
2015]. Figure 2.3 is an interpretation of the observed Brewer-Dobson circulation. White
arrows indicate air movement, with air rising in the tropics into the upper stratosphere
and being transported to the poles where it sinks back down. This figure also shows how
the Brewer-Dobson circulation is stronger between the equator and the winter pole as the
pressure difference is larger. The Brewer-Dobson circulation has the result that the polar
stratosphere is warmer than the equatorial stratosphere, as warm equatorial air accumulates
in the polar region. This has a similar result for trace gases such as ozone, whose in situ
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production is lower in the extra-tropics and polar region than in the equatorial regions,
hence much of its abundance around the poles is due to this circulation [Brewer, 1949].
2.3.2 Quasi-Biennial Oscillation (QBO)
The Quasi-Biennial Oscillation (QBO) of the equatorial middle atmosphere is another large–
scale dynamical effect that is important to this work. The QBO is a mode in the equatorial
stratosphere that oscillates between the easterly and westerly phase with a period of around
28 months. One of the ways the QBO manifests is as an oscillation of equatorial zonal wind
(i.e. equatorial mean zonal winds oscillating between easterly and westerly) [Dunkerton et
al., 2015]. The QBO signal propagates downward in the stratosphere as demonstrated in
Figure 2.4. This Figure shows the mean zonal wind above three equatorial stations (Canton
Island, Gan/Maledive Islands and Singapore) from 1953 until the present. Contours repre-
sent wind direction, with westerlies (positive wind direction) shaded. From this we can see
that at a particular level, the equatorial zonal wind oscillates between easterly and westerly
approximately every two years. We can also see the downward propagating QBO signal in
time as the vertical axis extends from ∼32 km down to ∼15 km.
2.3.3 The Polar Vortex
From Figure 2.3 we found that the Brewer-Dobson circulation is stronger between the equa-
tor and the winter pole. This is because the winter pole receives no sunlight in the winter
months, resulting in a large temperature difference between the tropical and polar tropo-
sphere, which in turn drives stronger circulation. This has a secondary effect; the Earth is
a rotating frame, and objects moving in a rotating frame are subject to a Coriolis force.
This causes air moving poleward to be deflected eastward, resulting in westerlies circling the
winter pole. This phenomenon is known as the polar vortex [Schoeberl & Newman, 2015].
Air moving poleward is also subject to planetary waves which are caused by tropospheric
air being deflected upwards by things like mountains and other large scale topography. This
vertical transport weakens the strength of the circulation and the polar vortex itself. For
this reason, the polar vortex in the Southern Hemisphere is stronger than its Northern
Hemispheric counterpart, as the topography of the Northern Hemisphere is dominated by
variations in land mass.
The polar vortex edge forms a mixing barrier, making it difficult for horizontal transport
across the edge, isolating the vortex air. At the same time, the relatively stable conditions
in the vortex allow for strong downwelling i.e. air from the mesosphere transported to the
middle to lower stratosphere.
Figure 2.5 illustrates these differences in the polar vortex between hemispheres. The
left figure shows the mean Southern Hemisphere vortex in July from 1979 – 2011 at 20
km altitude based on MERRA reanalysis data while the right is the Northern Hemisphere
vortex for the same data set but in January. The colour scale is Ertel’s potential vorticity,
essentially indicating the strength of the vortex. The white lines are streamlines with thick-
ness indicating strength. Notice how the Southern Hemisphere vortex is both much stronger
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Figure 2.4: Quasi-biennial oscillation of the equatorial middle stratosphere represented by zonal mean wind.
Horizontal axis is year from 1953 to the present and vertical axis from 100 hPa to 10 hPa (∼15 km to
∼32 km). Contours are zonal mean wind in m/s, with westerlies (positive wind direction) shaded. Figure
retrieved from https://www.geo.fu-berlin.de/met/ag/strat/produkte/qbo/qbo_wind_pdf.pdf [date
accessed: 27/12/2019].
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Figure 2.5: Polar vortex for Northern and Southern Hemispheres from 1979 – 2011 based on MERRA re-
analysis. Colour represents Ertel’s potential vorticity and white line are streamlines with line thickness
indicating increasing strength. Reprinted from Schoeberl & Newman [2015].
and more symmetric around the pole. The vortex edge is usually defined as the maximum
gradient in potential vorticity which here we can see coincides with the maximum wind
strength.
In the Southern Hemisphere, the polar vortex forms around May, with the final break-
up occurring in November. Throughout the winter months, the vortex is typically highly
symmetric in shape and begins to deform in late September – early October.
The Holton-Tan Effect
The QBO phase affects the strength of the polar vortex which is known as the Holton-Tan
effect after the discoverers of the phenomenon [Holton & Tan, 1980]. This process is defined
by the strengthening of winter polar westerlies (i.e. the polar vortex) in years where the
equatorial QBO is in the westerly phase, with corresponding weakening occurring when
the QBO is easterly. Holton and Tan first detected this in the Northern Hemisphere using
the QBO at 50 mbar (50 hPa) but it has since been observed in the Southern Hemisphere
when the QBO is defined at the 25 hPa level [Baldwin & Dunkerton, 1998]. The Holton-Tan
effect is driven by the difference in planetary wave propagation between the easterly and
westerly phases of the QBO. Easterly equatorial winds increase the amount of planetary
wave breaking in the mid and high latitudes, and as mentioned before, planetary waves
cause the polar vortex to be weakened. This is currently the prevailing explanation behind
the observed weakening polar vortex during easterly QBO years [Baldwin et al., 2001].
Sudden Stratospheric Warmings (SSWs)
As discussed, the strength of the polar vortex may be influenced by outside factors, causing
it to weaken and distort. Sometimes, these factors are so effective that they result in the
mean zonal wind reversing direction, from westerly to easterly accompanied by a reversal of
the equator to pole temperature gradient (i.e. sudden heating of the polar stratosphere and
cooling of the polar mesosphere). This process is known as a major Sudden Stratospheric
Warming (SSW) [O’Neill et al., 2015]. A minor SSW occurs when the temperature gradient
changes direction but the wind direction does not [Baldwin et al., 2018]. As the northern
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polar vortex is much more influenced by planetary wave activity, the polar vortex in the
Northern Hemisphere is much more likely to undergo an SSW. In fact, there has only been
one major warming observed in the Southern Hemisphere (2002). The 2019 warming event
is as yet undiagnosed at the time of writing this thesis. As SSWs are caused by increases in
planetary wave activity, Northern Hemisphere SSWs are much more likely to occur in the
easterly phase of the QBO.
2.3.4 Polar Stratospheric Clouds (PSCs)
Polar Stratospheric Clouds (PSCs) occur when molecules in the stratosphere cool to their
solid or liquid state. They form in the Antarctic lower stratosphere in the winter as this is
the only period when temperatures are low enough in the stratosphere for the constituents
to either condense or freeze. This requires temperatures as low as ∼200 K [Brasseur &
Solomon, 2005]. This means that the formation and abundance of PSCs in the wintertime
is highly dependant on stratospheric temperature [Kondo, 2015].
PSCs provide an effective sink for reactive nitrogen via gravitational sedimentation of
HNO3, see Section 2.2.2. PSCs are relevant in this work for their effect on reactive nitrogen,
but also as they have proven critical to the formation of the Antarctic ozone hole in the
springtime.
2.4 The Ozone Hole
The Antarctic ozone hole was discovered by Farman et al. [1985], whose discovery of large
amounts of ozone loss over Antarctica in the spring led to the international effort to discover
its cause and mitigate its effect.
The accepted mechanism for the formation of the ozone hole draws on many dynamical
effects discussed above and their unique behaviour in the Antarctic stratosphere. Brewer-
Dobson circulation allows gases such as CFCs emitted in the tropical troposphere to be
drawn into the polar atmosphere. In winter, the polar vortex allows the polar stratosphere to
become very cold, with a net down-welling effect pulling gases from the upper stratosphere
into the lower stratosphere. PSCs then form in the very cold lower stratosphere which,
with the reintroduction of sunlight in the early spring, enables the break down of CFCs and
chlorine reservoirs into simpler Clx (= Cl + ClO) molecules on the cloud surfaces. PSCs thus
allow for the activation of chlorine, while also removing reactive nitrogen (see Section 2.2.2).
Reactions with reactive nitrogen form an important reservoir for active chlorine (see e.g.
reaction 2.24) so the absence of NOx results in even more chlorine activation.
The combination of heterogeneous activation of Clx with the removal of NOx from the
lower stratosphere has the result that Clx is incredibly effective at catalytically destroying
ozone with the chain of reactions 2.29 – 2.30 in the lower stratosphere in the southern polar
springtime. Other, more complicated heterogeneous reactions also destroy ozone but they
will not be included here. The reader is directed to the excellent chapter on ozone balance
by Brasseur & Solomon [2005].
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Following the discovery of the ozone hole, much work was done to investigate its causes
and how it may be mitigated. This resulted in the signing of the Montreal Protocol in 1987
phasing out and eventually banning the emission of CFCs. Throughout the 1990s, the ozone
hole continued to form and increase in size each year. However its size peaked in the mid
2000s, and now evidence suggests that the Montreal Protocol has worked and the ozone
hole is decreasing in size overall [see e.g. Solomon et al., 2016; Kuttippurath & Nair, 2017;
Strahan & Douglass, 2018].
2.4.1 The QBO and the ozone hole
As the QBO affects the polar vortex strength via the Holton–Tan effect, it is perhaps
unsurprising that there have been suggestions for a link between the QBO phase and the
ozone hole size. Garcia & Solomon [1987] found that years with easterly QBO resulted in
a smaller ozone hole. This was supported by Lait et al. [1989], who suggested that this
modulation is due to the warmer vortex in easterly QBO years resulting in lower PSC
formation and thus less chlorine activation followed by less catalytic ozone destruction.
2.5 The Sun and its Influence
The Sun is the closest star to the Earth and provides the energy required for life to survive.
The surface of the Sun and its atmosphere are made up of very hot plasma with complex
magnetic structures. At the same time, the Sun is rotating, with the equator rotating with
a shorter period (∼27 Earth days) than the poles (∼32 Earth days) [Kallenrode, 2004]. The
combination of a hot plasma and a non-uniform rotation period contributes to the complex
magnetic field, with regions of open and closed magnetic field lines across the surface. There
are also regions where the closed magnetic field loops extend out from the surface. These
regions are called sunspots. The number of sunspots on the surface of the Sun increases
and decreases with a regular period of around 11-years and indicates the 11-year sunspot
cycle. Figure 2.6 shows the smoothed yearly sunspot number from 1700 to the present. The
time between two sunspot minima is one solar cycle. Note that while the period is mostly
regular, the maximum number of sunspots in a cycle varies.
The solar cycle is sometimes defined by the 11-year sunspot cycle. In this definition, at
the beginning of the solar cycle, known as solar minimum (minimum sunspot number = solar
minimum), the Sun’s magnetic field is (for the most part) a dipole with each pole having
opposite polarity. As the cycle progresses, the effect of the non-uniform rotation period
means that the magnetic field in the plasma becomes more and more complex, with more
sunspots occurring. The number of sunspots increases until solar maximum then decreases
again. At the end of the solar cycle, the polarity of the Sun flips to the opposite of the
previous cycle [Priest, 1995]. The solar cycle changes the amount of activity on the Sun,
with more activity e.g. solar flares and coronal mass ejections, occurring at solar maximum.
The effects of solar activity, and the changes due to the solar cycle, can be detected on Earth
in two ways; changes in solar particles brought to Earth, and changes in radiation.
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Figure 2.6: Sunspot number from 1700 to present. Black represents yearly mean sunspot number from 1700
to 1749 and blue is monthly 13-month smoothed sunspot number from 1749 up to the present. Retrieved
from sidc.oma.be/silso/yearlyssnplot [23/01/2020].
2.5.1 Radiation
The presence of radiation in the atmosphere is the most important chemical and dynamical
driver in the climate system. Solar heating affects circulation and wave breaking while
radiation causes photolysis and ionisation of neutral species. This means that variations in
radiation (throughout the solar cycle) or radiation exposure (e.g. seasonal changes between
summer and winter, or diurnal variations between night and day) have profound effects on
the atmosphere.
While most of the dynamical and chemical effects of solar radiation have been mentioned
in this chapter, there is one other to cover here: the effect of radiation changes throughout the
solar cycle. The variation in Total Solar Irradiance (TSI, i.e. solar power integrated over all
wavelengths emitted) is ∼ 0.07% over the solar cycle. However, the variation in UV (between
200-300 nm) over one solar cycle is around 5% [Seppälä et al., 2014]. This is important as
UV drives photolysis of molecular oxygen, thus increasing ozone in the upper stratosphere
(see section 2.2.1). Furthermore, radiative heating due to ozone absorbing UV also changes
around the stratopause. These mechanisms are focused on the equatorial stratosphere but
since much equatorial ozone is transported to the polar regions by the Brewer Dobson
circulation, solar cycle variability also manifests in ozone changes at the poles [Gray et al.,
2010].
2.5.2 Energetic Particle Precipitation (EPP)
Earth is also influenced by the Sun due to the solar wind which carries the Sun’s magnetic
field into space via open magnetic field lines on the solar surface. The solar wind is a stream
of charged particles emitted from the solar surface. The solar wind interacts with the Earth’s
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Figure 2.7: Schematic of the different types of energetic particle precipitation, their penetration depth and
ionisation rate in the atmosphere. Also includes penetration depth of types of solar radiation (EUV and
X-ray), and galactic cosmic rays. Adapted from Baker et al. [2012].
magnetic field, so changes in the solar wind, and by extension surface solar variability, can
be detected in the Earth’s magnetic field.
Energetic Particle Precipitation (EPP) is the flux of particles (protons and electrons
of solar origin) on the Earth’s atmosphere. The charged particles are brought to Earth
by the solar wind and are guided to the polar regions by the Earth’s magnetic field. In
the atmosphere they ionise the neutral gases, especially N2 and O2 as these are the most
abundant species. The chain of ionisation reactions then leads to increases in NOx species,
usually in the mesosphere and lower thermosphere [Seppälä et al., 2014]. Figure 2.7 is a
qualitative view of the different types of EPP (auroral electrons, relativistic electrons and
solar proton events), showing the energy range of the particles, penetration depth in the
atmosphere, and associated ionisation rate at each altitude.
EPP mostly manifests as energetic electron precipitation (EEP, i.e. auroral electrons and
relativistic electrons in Figure 2.7). The most extreme EPP is proton precipitation in the
form of solar proton events (SPEs) [Seppälä et al., 2014], usually associated with coronal
mass ejections (CMEs). CMEs are large, sudden ejections of matter from the solar surface.
While the particles from CMEs are highly energetic and have the ability to ionise as far down
as the stratosphere, events are sporadic and short in duration. Once in the stratosphere,
the NOx increases associated with SPEs are effective at catalytically destroying ozone (see
Jackman et al. [2008] and the references therein). Conversely, EEP is always present in some
form and is highly dependant on solar wind speed which peaks in the declining phase of
the solar cycle [Turunen et al., 2009]. The NOx increases associated with EEP mostly occur
in the mesosphere and have been recorded to destroy mesospheric ozone [Andersson et al.,
2014].
When EPP occurs over the winter pole, the mesospheric NOx can be transported into the
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Figure 2.8: Schematic of EPP-NOx in the polar vortex. Particles precipitate in the mesosphere and thermo-
sphere, with associated NOx increases descending into the stratosphere inside the polar vortex.
stratosphere by down-welling in the polar vortex as the absence of light on the pole results
in long lifetimes of NOx. This NOx has been shown to catalytically destroy stratospheric
ozone [Randall et al., 2007]. The destruction of stratospheric ozone in the springtime by
NOx created by winter EPP is known as the EPP indirect effect.
2.6 History of the EPP Indirect Effect
EPP has long been identified as a source of mesospheric NOx [Crutzen et al., 1975], especially
in the polar regions. Here, we investigate the history of the literature about NOx created by
EPP (EPP-NOx), especially with regard to the EPP indirect effect. As mentioned briefly
in Section 2.5.2, when particle precipitation occurs over the winter pole, the associated
NOx increases can be brought into the stratosphere by a combination of down-welling in
the polar vortex and the lack of sunlight preventing photolysis of this NOx. This effect is
particularly noticeable in the Southern Hemisphere where the polar vortex is stronger and
more stable. An illustration of the EPP indirect effect is provided in Figure 2.8, showing
energetic particles precipitating into the mesosphere–lower thermosphere. The NOx created
by this EPP is then able to be transported into the stratosphere by the polar vortex.
Past studies have examined the effects of EPP on polar winter NOx. Randall et al. [1998]
used Polar Ozone and Aerosol Measurement (POAM) II observations to show that NOx
generated in the southern polar mesosphere during the winter was able to be transported
down into the stratosphere in the polar vortex. They suggested that the NOx generated in
the mesosphere and lower thermosphere was due to solar particles and would be visible in
the polar NO2 column.
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This was followed by Siskind et al. [2000], who used HALOE (Halogen Occultation
Experiment) observations from 1991-1996 to track NOx enhancements in October in the
southern polar region. They found that NOx increases were correlated with the wintertime
mean Ap index, a measure used to quantify geomagnetic activity. At its maximum, the NOx
enhancements from geomagnetic activity were around 3-5% of the total NOx generated from
N2O in the polar region. This number was revised to 40% in later works [Randall et al.,
2007; Funke et al., 2014b].
Studies of NOx enhancements following the large solar proton events (SPEs) in October
2003 (known as the Halloween events) revealed large quantities of NOx in the Northern
Hemisphere in the following January [Jackman et al., 2005]. It was not immediately evident
whether this NOx actually originated from the SPEs: Randall et al. [2005] used observations
from HALOE, SAGE (Stratospheric Aerosol and Gas Experiment) II and III, POAM II and
III, MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) and OSIRIS (Op-
tical Spectrograph and InfraRed Imager System) to detect the NOx increases in the Northern
Hemisphere in January to March 2004 but could not conclude whether this was due to the
Halloween events, or the strong polar vortex in January enabling effective mesospheric NOx
descent that spring. Dynamical effects, especially the large sudden stratospheric warming
(SSW) in December indicated that this NOx was unlikely to have originated from the SPEs.
Clilverd et al. [2006] used observations of radio-wave propagation in the Northern polar
region to investigate perturbations in the ionosphere as a source of this NOx. They con-
cluded the NOx enhancements were mostly due to NOx created at thermospheric altitudes
in January descending into the mesosphere, and that any NOx enhancements from the SPEs
would have abated by this time due to the SSW.
Randall et al. [2007] used ACE-FTS (Atmospheric Chemistry Experiment Fourier Trans-
form Spectrometer) and HALOE observations to show that early springtime NOx enhance-
ments from EPP correlate with average winter Ap over 1992-2005. They posit that the
relatively stable vortex in the Southern Hemisphere means the efficiency with which NOx
is transported into the stratosphere does not change much from year to year. They found
that the largest EPP-NOx enhancements occurred during the declining phase of the solar
cycle when the solar wind speed is fastest. Using tracer correlations to quantify EPP-NOx
vs NOx from N2O oxidation they concluded that maximum EPP-NOx enhancements made
up to 40% of the polar NOy budget.
Similar to Siskind et al. [2000], Seppälä et al. [2007] correlated the four-month wintertime
average Ap value with the wintertime NO2 data from GOMOS (Global Ozone Monitoring by
Occultation of Stars) from 2002 – 2006 for both hemispheres, again finding a robust linear
relationship between the two.
More recently Funke et al. [2014a] used MIPAS observations of NOy to quantify the
amount of EPP-NOy (i.e. all odd nitrogen) in the polar winter by using tracer correlations
to distinguish it from NOy produced by the oxidation of N2O. Like Randall et al. [2007], they
discovered that EPP-NOy accounts for up to 40% of the total NOy in the southern polar
atmosphere in the winter. In their follow-up work which uses the derived EPP-NOy from
the previous paper, Funke et al. [2014b] then correlated Ap and EPP-NOy in the wintertime
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and concluded that the strong correlation between Ap and EPP-NOy suggests that Ap forms
a good proxy for tracking EPP-NOy in the Southern Hemisphere wintertime. Using linear
regression, they quantify the EPP NOy contribution as +0.0698 Gmol/Ap to polar NOy in
September, i.e. an increase of 0.0698 Gmol of NOy per unit increase in Ap.
2.6.1 EPP Indirect Effect and Ozone
As the effects of NOx on the middle atmosphere are primarily via its catalytic ozone destruc-
tion, it is important that we also understand how EPP-NOx affects stratospheric ozone. It
is well established that SPEs can result in in situ NOx enhancements which destroy ozone
[see e.g. Jackman et al., 2008]. However, like the events themselves, ozone depletion from
SPEs is sporadic. We are now becoming increasingly concerned with the effect of all types
of EPP on both in situ and indirect ozone loss as it becomes more evident that not only
does this occur in more abundance than previously thought [Andersson et al., 2014], but it
is not well understood and has poor representation in current climate models [Funke et al.,
2017].
Randall et al. [2005] reported ozone loss in March 2004 in the Northern polar strato-
sphere. They attribute it to the combination of geomagnetic activity occurring in the winter
and the strong reformation of the polar vortex following the SSW earlier in the winter. Sep-
pälä et al. [2007] also note this ozone loss and suggest it is due to the descent of EPP-NOx.
Damiani et al. [2016] looked directly at ozone observations from the Solar Backscatter
Ultraviolet Radiometer (SBUV) and the microwave limb sounder (MLS) on the Aura satellite
which together span the period 1979-2014. They correlate O3 and MLS HNO3 with the
Ap index in the Southern Hemisphere winter, finding ozone depletion of around 10-15%
descending to 30 km (mid stratosphere) in September before disappearing. By comparing
this with HNO3 enhancements in the Aura period (2004-2014) at the same time, they
attribute this ozone depletion to NOx increases from EPP as HNO3 provides a reservoir for
NOx.
2.6.2 Representing EPP
As we have increasing evidence that EPP causes both direct and indirect ozone loss, there
is now more focus on adequately representing EPP in climate models. This follows the
recognition of the effects of EPP on the full climate system, for example solar forcing for
CMIP6 (Coupled Model Intercomparison Project phase 6) [Matthes et al., 2017] recommends
the inclusion of energetic particles. Unfortunately, the models are still yet to completely
recreate observed EPP-NOx descent and O3 loss due to the EPP indirect effect [see e.g.
Funke et al., 2017].
Randall et al. [2015] attribute the discrepancies between their modelled NOx descent
in the Whole Atmosphere Community Climate Model (WACCM) and observations during
the 2004 NH winter as being due to poorly represented high energy electrons coupled with
underestimated transport from the mesosphere into the stratosphere. Conversely, Andersson
et al. [2018] compare CMIP5 simulations with their own simulations (again with WACCM)
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which included increased medium energy electron (MEE) precipitation, finding the asso-
ciated O3 decreases from EPP-NOx agree better with the findings from observations e.g.
from Damiani et al. [2016]. They also attribute the underestimation of Southern Hemisphere
NOx descent to the lack of EPP, resulting in inadequate NOx production. The model does
however adequately estimate wintertime descent in the vortex [Andersson et al., 2018]. Ar-
senovic et al. [2019] included higher fluxes of both MEE and Low Energy Electrons (LEE)
and found that both fluxes are required in the SOCOL3-MPIOM chemistry-climate model
in order to recreate the observed ozone anomalies from EPP in the Southern Hemisphere
wintertime.
While perhaps unable to agree on the precise reason why, it is clear that EPP is under–
represented in models [Matthes et al., 2017]. This problem becomes especially prominent
in the Southern polar region where ozone depletion, then recovery due to CFCs and their
ban following the Montreal protocol, has dominated ozone trends in the last 40 years. The
recent publication by Stone et al. [2018] points out that SPEs also have played a critical role
in ozone recovery since 2000 as they inhibit this trend. It seems pertinent that findings of
previous studies along with these results point to EPP contributing to at least some of this
hampered ozone recovery especially as the time of ozone hole formation exactly coincides
with the large amount of NOx descent into the stratosphere.
This provides us with a clear directive for this thesis: can we show that EPP-NOx
has affected ozone during the period of ozone recovery in the Southern Hemisphere (i.e.
since ∼2005) and can this give us a better indication of how ozone will evolve in future?
We will attempt this with satellite observations which allows us to circumvent the issues




3.1 Remote Sensing the Atmosphere
Remote sensing the atmosphere involves using some technique to measure atmospheric con-
stituents from a distance, usually with satellites or ground-based instruments. Remote sens-
ing satellites are space-borne instruments orbiting the Earth that take advantage of various
physical properties and optical principles of the atmosphere to measure different aspects of
the atmosphere. However, no matter the physical principle or property used, remote sensing
almost always involves the same process: take some direct measurement of the atmosphere
which we call the measurement vector y, and use this to infer the state vector, x. The state
vector represents the “true” state of the variable we are interested in.
In essence, the algorithm for a remote sensing instrument solves the inverse problem:
y = F(x) + ε (3.1)
where x and y are as above, F (x) is some vector valued function of state that encapsulates
the physics that relates x to y and ε is the vector of measurement error. The state vector
x is the unknown and to find this we must find best estimates for F (x) and ε. For full
introduction to the inversion methods used in remote sensing and how to solve this problem
for various measurement techniques with associated error calculation see Rodgers [2000].
This thesis uses data from four instruments on three different satellites. The purpose of
this work is not to describe in detail the measurement or inversion techniques of each instru-
ment. The following sections list each satellite and the data sets used. For each instrument,
the physics utilised to measure the raw data i.e. the measurement vector y will be briefly
described, followed by a description of the measurement output (i.e. the best guess for the
state vector x). Where available the estimated error or uncertainty for each product will
be listed. The reader will be pointed to appropriate data validation documents, algorithm
descriptions and quality documents for each instrument or product. We also cover the units
in which each product is provided, with a short description of each provided in Section 3.5.
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Figure 3.1: Illustration of the species and vertical ranges of each of the products from the instruments on
Aura. Further products without vertical resolution are listed in the text at the top [Duncan, 2019].
3.2 Aura
The Aura satellite was launched in July 2004 with the purpose of observing the Earth’s
atmosphere. It is part of the wider Earth Observing System (EOS) by the National Aero-
nautics and Space Agency (NASA), a series of satellites making observations of the land
surface, biosphere, solid Earth, atmosphere, and oceans. Aura is in Sun-synchronous orbit,
meaning that it crosses the same points at the same time every day. Its orbital altitude is ap-
proximately 700 km. The orbital period is approximately 100 minutes with around 15 orbits
completed daily. On board Aura are four instruments to measure atmospheric chemistry:
the Ozone Monitoring Instrument (OMI), Microwave Limb Sounder (MLS), High Resolution
Data Limb Sounder (HIRDLS) and Tropospheric Emission Spectrometer (TES). Figure 3.1
illustrates the species measured by each instrument and their corresponding vertical ranges.
Note the OMI instrument column observations do not provide products with vertical reso-
lution so they are not in the figure, however they are listed in the text at the top. Here we
use data from OMI and MLS (detailed in the following sections). Our study required long
term measurements of stratospheric constituents, thus TES data does reach high enough
altitudes and HIRDLS failed in May 2008 so the series is not long enough for our use.
3.2.1 OMI
The Ozone Monitoring Instrument (OMI) was built and is managed in collaboration between
NASA, the Finnish Meteorological Institute (FMI) and the Royal Netherland Meteorological
Institute (KNMI). OMI is a nadir viewing instrument using back-scattered solar radiation to
measure atmospheric constituents [Levelt et al., 2006]. This has the result that observations
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are only available during the daytime, although this technique allows for a relatively good
signal to noise ratio in the data. Nadir viewing instruments look straight down on the Earth
from the satellite which allows them to have a very wide Field of View (FOV). In the case
of OMI, this results in swaths that are 2600 km wide on the Earth’s surface. Level 2 column
data are provided in swaths (i.e. all the data from a single orbit) or daily gridded files (all
the data from a single day in a latitude × longitude grid with 0.25◦ × 0.25◦ resolution).
Since 2007, OMI has been experiencing an issue known as the row anomaly, where certain
FOV are blocked [Bucsela et al., 2016]. This issue has been accounted for in the data used
here, and we exclude all row anomaly affected data in this study.
OMI NO2
The OMI NO2 product used here is the level 2 daily gridded product [Krotkov, 2012], for
latitudes poleward of 50◦ S. The algorithm for the level 2 product is described by Bucsela et
al. [2013]. The level 2 product includes a separated tropospheric and stratospheric column
product based on the location of the tropopause. This is explained in detail in the algorithm
document Bucsela et al. [2013]. Here we use the stratospheric column which we calculate to
have an effective altitude range of around 15–35 km from the averaging kernels using the
method described in Krotkov et al. [2017]. As mentioned, some OMI products are affected
by the row anomaly. Here, all affected measurements are removed according to the data
quality and description document [Bucsela et al., 2016], along with data that fails to meet
required precision and accuracy. All OMI NO2 column products are provided in units of
molecules cm−2. The error in the individual NO2 column measurement is estimated to be
< 2× 1014 molecules cm−2, however in areas with low levels of tropospheric pollution (such
as the Southern polar region), this error is considerably less [Bucsela et al., 2013].
OMI O3
Here we use the OMI O3 level 2 daily gridded product [Bhartia, 2012], for latitudes poleward
of 50◦S. The algorithm is described by Bhartia [2002] with validation of OMI O3 reported
by McPeters et al. [2008]. OMI total O3 coulmn measurements have an estimated error of
around 1-2%. The ozone column is provided in Dobson Unit (DU) (see Section 3.5).
3.2.2 MLS
The Microwave Limb Sounder (MLS) uses the limb sounding technique described by Waters
et al. [2006]. Limb sounders view the atmosphere through the Earth’s limb (i.e. through
the atmosphere into empty space), and in the case of MLS, detect microwave emissions
from the atmosphere in the millimetre and sub-millimetre wavelength range. This allows
measurements to be taken at any time, day or night. However, limb sounders generally
have a narrower FOV than nadir viewing instruments such as OMI. This results in latitude
coverage limited to 82◦S to 82◦N for MLS, as measurements are limited by the inclination
of Aura’s orbit. Microwave sounders also have more noise in their measurements than those
that use solar radiation, as the microwave signal from the atmosphere is not as strong as that
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from back-scattered solar radiation. This occasionally results in negative biases, especially
when the concentration of the measured species is very small. MLS data is provided as
volume mixing ratio with the associated pressure vector included. Unless stated otherwise
we use the level 2, version 4.2 product.
MLS ClO
MLS ClO [Santee et al., 2015] is scientifically valid throughout the stratosphere although
the lower-most altitudes (15-18 km) suffer from a negative bias. This results in the output
reporting negative mixing ratios, which is not physically possible. The negative bias is
fortunately least significant in the polar region and is also systematic so each latitude is
affected the same way. It has also been uniform throughout the MLS period. We mitigate
the effect of the bias in our study by looking at trends and anomalies. Any systematic bias
up or down will not affect the overall gradient of the trend, and anomalies are differences
from a mean so any shift is cancelled in subtraction. The vertical resolution of stratospheric
ClO is around 3 km and the error on individual profiles is around ±0.1 ppbv [Livesey et al.,
2017]. Here we do not use ClO from dusk until dawn (i.e. nighttime). This is because ClO
changes rapidly with changing solar radiation to the OClO dimer at nighttime. Excluding
these measurements thus accounts for the change in partitioning between day and night.
We sort for day by only using profiles with solar zenith angle < 90◦. MLS ClO profiles have
been validated by Santee et al. [2008].
MLS HNO3
MLS HNO3 profiles [Manney et al., 2015] have been validated by Santee et al. [2007].
The valid HNO3 pressure range in the stratosphere is approximately 100 hPa to 10 hPa,
corresponding to ∼18 km to ∼32 km with resolution of around 4 km. This requires using
data from both the HNO3 240 GHz radiometer (for pressures ≥ 22 hPa) and HNO3 190 GHz
radiometer (for pressures ≤ 15 hPa). The estimated error in the individual profiles is no
more than 10% [Livesey et al., 2017].
MLS N2O
MLS N2O profiles [Lambert et al., 2015] are one of the only MLS products to have suffered
from the ageing of the instrument. As the 640 GHz band began degrading around 2013, N2O
measurements were shifted to the 190 GHz radiometer. As a result the profiles since 2013
show less precision than earlier data since N2O has more noise in this band. The vertical
range for N2O in the 190 GHz band is 64 hPa to 0.46 hPa (∼20 km to ∼55 km). The vertical
resolution is around 6 km in the lower stratosphere and 10 km in the upper stratosphere. The
data quality changes significantly throughout the stratosphere, with uncertainty around 10%
in the lower stratosphere and becoming as high as 100% in the upper stratosphere. Here, we
do significant averaging at all altitudes which considerably decreases the uncertainty. The
MLS N2O product was validated by Lambert et al. [2007].
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MLS O3
The O3 profiles from MLS [Schwartz et al., 2015] have been validated by Froidevaux et al.
[2008]. The vertical range of the O3 profiles extends from the upper troposphere (215 hPa,
∼12 km) up into the mesosphere (0.02 hPa,∼75 km), though precision decreases significantly
at the extremes of its vertical range. Here, we use O3 data from the stratosphere (15 km to
50 km). In this region, the vertical resolution is around 3 km, with uncertainty of no more
than 4%.
3.3 SCISAT
SCISAT is a satellite built and managed by the Canadian Space Agency (CSA). It was
launched into Sun-synchronous, low Earth orbit (650 km) in August 2003, completing 15
orbits per day. On-board are two solar occultation instruments, ACE-FTS (Atmospheric
Chemistry Experiment Fourier Transform Spectrometer) and MAESTRO (Measurements
of Aerosol Extinction in the Stratosphere and Troposphere Retrieved by Occultation). One
of the goals of the SCISAT mission is to measure atmospheric constituents and especially
to track the recovery of the ozone hole following the Montreal Protocol. Due to this, it has
relatively good polar coverage compared to previous solar occultation instruments.
3.3.1 ACE-FTS
ACE-FTS uses solar occultation with a Fourier Transform Spectrometer to measure at-
mospheric constituents. This technique involves looking at the Sun through the atmosphere
and measuring species by the extinction of certain wavelengths. As the instrument measures
direct solar radiation, it has high accuracy compared to e.g. microwave sounders. On the
other hand, the exact requirements of geometry for the instrument (direct sun at sunrise
or sunset) means that ACE takes considerably fewer daily measurements than instruments
such as MLS and OMI. Another advantage is that the vertical resolution is mostly constant
throughout the measurement range for each species, and all are measured simultaneously
[Bernath et al., 2005]. The algorithm for retrieval and inversion of the ACE product is
provided by Boone et al. [2005]. All atmospheric chemical species are provided in units of
volume mixing ratio (vmr). In this study we use ACE ClONO2 sorted according to Boone et
al. [2019]. The errors in ACE ClONO2 have been found to vary across the stratosphere, with
errors on individual profiles minimising at ∼10% between 20-30 km, increasing to ∼40% at
14 km and to ∼20% above 30 km [Wolff et al., 2008]. Like MLS ClO, negative bias exists in
ClONO2 but also like MLS ClO, it is mitigated in this study through the use of trend and
anomaly studies as the bias is consistent both in time and altitude. ACE ClONO2 has been
validated by Wolff et al. [2008].
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3.4 Envisat
Environmental Satellite (Envisat) was an Earth observing satellite operated by the European
Space Agency (ESA). It was launched in February 2002 and the mission ended in April 2012
when contact with the satellite was lost. On board are nine observational instruments. Here
we use data from only one of those, the Michelson Interferometer for Passive Atmospheric
Sounding (MIPAS). Envisat is in Sun-synchronous orbit at an altitude 800 km with an
orbital period of around 100 minutes.
3.4.1 MIPAS
Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) is a limb sounder on
Envisat that measured radiation emitted from the atmosphere in the mid-infrared, thus
it is able to make observations when no sunlight is present. Full instrument details, along
with the algorithm description and error analysis are available from Fischer et al. [2008].
MIPAS was fully operational from July 2002 until March 2004. An error with the instrument
then resulted in observations being taken sporadically until normal operation resumed in
January 2006. Here, we use data for November from years 2005-2011. We exclude 2002 due
to the Sudden Stratospheric Warming (SSW) that occurred that spring disrupting the polar
stratosphere so any NOx formed would not descend far down enough for our study. We also
exclude November 2003 due to the extremely large SPEs, know as the Halloween event, that
occurred throughout late October and early November of that year. These events caused
large amounts of particle precipitation resulting in in situ NOx increases in the Antarctic
stratosphere [López-Puertas et al., 2005]. These increases in November would mask any EPP
effects from the previous winter. The 2004 spring is not included because that was during
the period of instrumental error. Here we use MIPAS ClONO2 profiles which have been
validated by Höpfner et al. [2007].
3.5 Units
Here we provide a short description of the various units used to describe atmospheric con-
stituents.
Number Density
The number density (n) of a gas describes the number of molecules of gas (N) present in a





Its units are molecules cm−3 or just cm−3
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Volume Mixing Ratio
The volume mixing ratio (vmr) of a gas describes the relative abundance of a gas in a sample
to the rest of a sample. Consider a molecule i with number density of ni and the surrounding





Mixing ratio is dimensionless but can be expressed as ppmv (parts per million by volume) or
ppbv (parts per billion by volume). This allows gases with low abundances to be expressed
more intuitively, e.g. 1 ppmv of O3 means there is one ozone molecule for every million
molecules of surrounding air.
Column
Column or column abundance of a gas is the vertical integral of the number density of gas
between two specified heights. Total column is thus the vertical integral from the surface to
the top of the atmosphere. As it is the integral of number density over height, the units are
in molecules cm−2 or just cm−2.
Dobson Unit
Dobson unit (DU) is a unit for column used specifically for ozone. It expresses the ozone
column as the height (in 10−3 cm) of the sample at sea level pressure, e.g. an ozone column
of 250 DU corresponds to a pure sample of ozone that is 2.50 mm thick at the surface of
the Earth. Conversion to DU is given via
1 DU = 2.687× 1016 cm−2 (3.4)
Chapter 4
Methods
This chapter provides descriptions of the various scientific methods used in this study, along
with the rationale behind them.
4.1 EPP proxy
This study is largely focused on diagnosing the effect of EPP taking place in winter on trace
gases in the winter and following spring. To approximate the amount of EPP in winter we
use a geomagnetic index, the Ap index. Ap has proven a good proxy for considering EPP
effects on the atmosphere, especially when we are considering the long-term effects of EPP,
rather than just individual precipitation events. It has been used extensively in previous
studies, for example Siskind et al. [2000] and Seppälä et al. [2007] used four month mean
Ap (Âp) as a proxy for winter EPP. Funke et al. [2014b] use a linearly regressed Ap index
from various months to attempt to quantify the amount of NOx entering the stratosphere
following periods of high amounts of EPP. The Ap index is derived from the Kp index
which is a quasi-logarithmic scale between 0-9 which, in three hour increments, determines
the maximum magnetic field deviation from the expected quiet field in each of the three
magnetic field directions [Kallenrode, 2004]. The Ap index to is a linearised version of the Kp
index. The Ap index is provided in eight hour intervals and to estimate EPP for the entire
winter period, we take a four month average of the Ap index from May to August. The
mean of Ap from May to August will be hereafter referred to as Âp. The Ap data set used
in this work is available at http://wdc.kugi.kyoto-u.ac.jp/kp. Table A.1 shows the Âp
value for each year in this study. Furthermore, we designate those years with Âp lower than
the mean Âp of the winters of this study (i.e. 8.3) as low Âp (l–Âp) and similarly high Âp
(h–Âp) years are those with Âp above the mean Âp for this study. Table A.1 also includes
the Âp designation of each year in this study.
4.2 QBO
This work requires diagnosing the effect of the phase of the Quasi-Biennial Oscillation (QBO)
on trace gases in the southern polar region. The effect from the QBO on the polar region
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Table 4.1: Table showing Âp ±2× the standard error in the mean, Âp designation, and QBO phase for each
year of this study. See text for method for designation of QBO phase and Âp level
year Âp QBO
2005 13.9 (±2.9) h–Âp eQBO
2006 7.6 (±1.2) l–Âp wQBO
2007 6.8 (±1.0) l–Âp eQBO
2008 5.8 (±0.7) l–Âp wQBO
2009 4.3 (±0.6) l–Âp eQBO
2010 6.9 (±1.3) l–Âp eQBO
2011 8.1 (±1.3) l–Âp wQBO
2012 9.5 (±1.8) h–Âp eQBO
2013 10.0 (±1.6) h–Âp wQBO
2014 6.2 (±0.9) l–Âp eQBO
2015 11.1 (±2.1) h–Âp wQBO
2016 9.7 (±1.5) h–Âp wQBO
2017 8.4 (±1.4) h–Âp eQBO
is not immediate and depends on the level from which the QBO is taken. Here, we use
the level designated by Baldwin & Dunkerton [1998], who found empirically that the zonal
mean zonal wind at 25 hPa above Singapore results in the best QBO signal in the southern
polar region. For this study investigating the effect of the QBO phase in the spring, we
take the QBO from the previous May [Strahan et al., 2015]. So years with a westerly zonal
mean zonal wind above Singapore in May are diagnosed as westerly QBO (wQBO) and
years with easterly zonal mean zonal wind above Singapore in May are defined as easterly
QBO (eQBO). Here we use QBO data from https://www.geo.fu-berlin.de/en/met/ag/
strat/produkte/qbo. The QBO phase at 25 hPa in May for each year of the study is in
Table A.1.
4.3 Calculating Correlation
In this thesis we calculate correlations between Âp and various trace gases in the atmosphere.
We use the Spearman rank correlation coefficient ρ which correlates two non-normally dis-
tributed vectors. This is a number between [-1 1] that is assigned based on how well a
monotonic relationship exists between the two distributions, ρ = 1 indicates perfect correla-
tion, ρ = −1 indicates perfect anti-correlation and ρ = 0 indicates no correlation. We choose
the Spearman rank correlation coefficient here as it calculates correlation independent of
distribution [von Storch & Zwiers, 1999].
We also include significance testing, indicating how likely it is that a relationship exists
between the two data sets. Here we state that a correlation is significant if the p value is
less than 0.05, i.e. correlation is significant at 95%.
Correlation studies can be misleading in their results as they view climate through a
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purely statistical lens and do not account for underlying physics. In this study, significance
of a correlation is only tested if we have substantial evidence for the connection from physics
or observational data. We also take steps to minimise the occurrence of false correlation (see
Section 4.3.1).
4.3.1 Detrending
One method utilised to prevent false correlation is detrending. If we know from prior research
that a linear trend occurs in a data set, then we remove it. This is important since we have
a relatively small number of years that we use in this analysis, linearity is more likely
to randomly occur. Consider the following example: we test correlation between a vector
which has an identified linear trend whose cause is known, and another, random vector. As
the second vector is random, it is possible for it to contain sequences that monotonically
increase or decrease. If the number of samples is small enough, the trends in both vectors
would result in correlation between the two. By removing the linear trend from the first
vector we decrease the likelihood of linearity in the first vector being falsely correlated with
the vector that is random.
The detrending done in this study is based on MATLAB’s detrend function https://
au.mathworks.com/help/matlab/ref/detrend.html which uses the least squares method
to find and remove the linear trend.
4.4 Multiple Linear Regression
In multiple linear regression, we model that the ith element of the n dimensional vector Y
can be predicted by a constant term a0, plus the weighted sum of the ith elements of some
vectors xki, plus the ith element of some error vector Ei




So the full prediction of Y can be expressed by the matrix equation
Y = Xa+E (4.2)
where X is the predictor matrix with dimensions (k+1)×n, a is the vector of weights with
dimension k+1 and E is the n dimensional error vector. In this model, we want to solve for
the weights of the predictors (i.e. the vector a) such that we minimise the squared length
of the squared error, ETE. This involves a strategic choice of X
X =

1 x1,1 . . . xk,1




1 x1,n . . . xk,n

The first column of X is a column of ones to operate on the a0 term in equation 4.1.
The following columns are the vectors xk which are the predictors; vectors chosen as their
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weighted sum predicts Y . For this study, we choose our predictors as various atmospheric
parameters that have been found to affect concentrations of gases in the polar region. This
method allows us to quantify the importance of each parameter on how a gas abundance
has evolved over the study period.
The vector a is called either the vector of weights or coefficients. The vector a tells us
the relative contribution of each prediction vector xk to Y , while the sign of each element
ak indicates whether Y is correlated or anti-correlated with the associated predictor xk.
For more information on multiple linear regression models and their use in climate science
see von Storch & Zwiers [1999]. The regression performed in this thesis uses the MATLAB
regress function (https://au.mathworks.com/help/stats/regress.html).
4.5 Polar Vortex Edge
In part of the analysis we separate OMI NO2 data located within the polar vortex from data
that is outside for the month of October. In order to achieve this we create a proxy polar
vortex edge using co-located OMI O3 observations.
The underlying principle of this method is that the ozone hole forms inside the polar
vortex in the lower stratosphere in October [Kuttippurath & Nair, 2017], so ozone depleted
air is coincident with the polar vortex in the lower stratosphere. The ozone at the edge of
the vortex forms a sharp gradient allowing it to be identified. We locate the daily vortex
edge by finding the latitude where daily mean O3 is both < 245 DU and poleward of 50◦S for
each of the longitudes averaged over 1◦ bins. This vortex outline can then be applied to the
OMI NO2 data to find NO2 that is inside the vortex on this day. This method is repeated
for every day of October from 2005-2017, creating a data set of daily NO2 in October that
is entirely contained within the vortex.
Figure 4.1 shows an example of this method for one day of this study (19th October
2014). The top panel is the mean OMI O3 interpolated to a 1◦ × 1◦ grid (original grid is
0.25◦ × 0.25◦). The blue line indicates the vortex edge calculated from the method above.
The bottom panel is mean OMI NO2 on the same day (resampled onto 1◦× 1◦ grid but not
interpolated). The blue line is the calculated vortex edge from the top panel and indicates
the extent of NO2 that we deem to be isolated in the polar vortex for this particular day.
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Figure 4.1: Example of polar vortex edge estimation for 19 October 2014. Top panel is OMI O3 in DU over
the southern polar region. Contour interval is 50 DU and blue line indicates modelled vortex edge. Bottom
panel is OMI NO2 for same location and day with contour interval 0.5 × 1015 cm−2. Blue line is the same
estimated vortex edge as in the top panel.
Chapter 5
Investigating EPP Indirect Effect using
OMI
5.1 Detecting EPP
The first goal of this thesis was to verify whether the results of previous observational studies
[e.g Siskind et al., 2000; Randall et al., 2005; Funke et al., 2014b] could be observed using the
Ozone Monitoring Instrument (OMI) NO2 column data. Namely, that EPP-NOx produced
during the southern polar winter was detectable in the NO2 observations of the following
spring. Previous studies have used vertically resolved observations so they could track the
downward descent of NOx during the polar winter–spring. Our study differs in that we are
using total column data to see if EPP-NOx is detectable in the total column during the
polar winter–spring as was proposed by Randall et al. [1998].
Figure 5.1a shows the mean NO2 column averaged over one degree latitude bins and 3
day running mean for all the years of this study observed by OMI (2005 – 2017). This is to
give a reference for the usual evolution of polar NO2 column throughout the later winter–
spring. Namely, showing how polar NO2 increases throughout this period. These increases
are due to NO2 being released from more complex reservoir species with the reintroduction
of sunlight into the polar atmosphere at the onset of spring. This is especially obvious in
the more poleward latitudes as this region undergoes the most extreme changes of radiation
exposure, changing from polar winter with no sunlight, to polar summer when sunlight is
always present. Panels b) and c) are the composite anomalies from this mean for b) years
with high Âp (h–Âp) during the winter and c) years with low Âp (l–Âp) in the preceding
winter (see Table A.1). In panel b) there is a positive anomaly (i.e. increase above the
mean) poleward of 60◦S which increases as spring progresses, reaching +0.9× 1015 cm−2 in
mid November. Conversely, panel c) shows increasingly negative anomaly (decrease below
the mean) in the same region in spring. These panels imply that years with high Âp, and
therefore more EPP in winter, result in higher amounts of NO2 present in the stratosphere
in spring (recall that the OMI NO2 stratospheric column measures from around 18 – 32 km).
It is interesting to note however any anomaly due to EPP is at its weakest in December
which is possibly the signal being overwhelmed by the large amounts of NO2 released from
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Figure 5.1: Panel a) OMI NO2 column zonal mean for 2005 – 2017 with 3 day running mean and 1◦ latitude
resolution. Vertical axis is latitude, from -50 to -90 (i.e. 50◦S to 90◦S). The horizontal axis shows time from
early August until the end of December. Contour interval is 0.5× 1015 cm−2. Panel b) OMI-NO2 anomaly
of the composite mean of years with high Âp (h–Âp). Contour interval is 0.1× 1015 cm−2 with zero contour
shown with black line. c) as b) but for years with low Âp (l–Âp).
winter reservoirs at this time as in December in panel a).
In Figure 5.2 we show the relationship between monthly mean polar column NO2 (from
60◦S to 90◦S) and Âp from the previous winter, for example, panel a) presents Âp against
August mean polar NO2 (averaged over 60◦S to 90◦S) for each year of the study. The Spear-
man correlation coefficient is also included for each panel, with a linear best fit calculated
from least squares also present to guide the eye. The p-value which indicates statistical sig-
nificance is also included. Error bars are calculated as two times the standard error in the
mean.
This figure confirms the results from Figure 5.1: springtime NO2 increases with increas-
ing Âp in every month except December. However, each month differs in how strong this
relationship is. The strongest correlation occurs in September (ρ = 0.5, p = 0.08), there
is a linear relationship in August and November but these are much weaker (ρ = 0.3 and
ρ = 0.36 respectively). Interestingly, in October the linear relationship (ρ = 0.18, p = 0.57)
weakens only to become stronger again in November. This indicates that some other effect




































Figure 5.2: Âp plotted against monthly mean polar NO2 (60◦S to 90◦S) for each year of this study. Linear
best fit is calculated from least squares. Error bars are two times the standard error in the mean. ρ indicates
the Spearman correlation coefficient and p indicates the p-value for the correlation.
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may be masking EPP-NOx during this time. We return to this in Section 5.3. The results
from Figures 5.1 and 5.2 agree with the results of the many previous studies [e.g. Randall
et al., 1998; Siskind et al., 2000; Seppälä et al., 2007; Funke et al., 2014b], that strong
EPP in the polar winter results in higher NOx the following spring. Here though we have
gone one step further as we have shown that this increase is detectable in the NO2 column
(whereas previous studies have used altitude resolved data). This is significant as it shows
that EPP-NO2 noticeably contributes to the total amount of NO2 in the stratosphere.
5.2 The effect of the QBO
In the context of EPP-NOx, the effect of the QBO has previously not been considered. From
the review of the literature, it is apparent that the QBO affects the lower stratosphere in the
polar region during the polar winter by both modulating equatorial transport of trace gases
such as N2O, and its effect on the polar vortex (see e.g. sections 2.3.1, 2.3.3). We repeat the
previous analysis but this time we account for QBO phase by separating the years of the
study based on the QBO phase of the previous May (see section 4.2 for justification of this
method).
In Figure 5.3 we show the anomalies as in Figure 5.1, this time sorting the years according
to both Âp and QBO direction (see Table A.1). For example, panel a) shows the anomaly
from the dataset mean for the composite mean of years that had high Âp and easterly
QBO, i.e. 2005, 2012 and 2017. Panel a) suggests that the combination of easterly QBO
(eQBO) and high Âp results in the largest positive anomalies in springtime NO2, with
positive anomaly increasing until November and reaching values of +0.9 × 1015 cm−2 in
mid November. In panel b), anomalies are variable throughout August to October, though
they are weakly negative poleward of 70◦S in September, becoming consistently negative
in November and becoming variable again in December. Panel c) is similarly variable from
August to October. This time there is consistently positive anomaly in November. Panel
d) suggest that westerly QBO (wQBO) and low Âp together result in negative anomalies
as it is consistently negative poleward of 60◦S throughout November before disappearing in
December.
This figure aligns with the findings of Figure 5.2 in that high Âp results in NO2 increases
which are mostly apparent in September and November. It also suggests that eQBO and
high Âp are the most favourable conditions for NO2 increases (above the mean behaviour)
throughout spring.
In Figure 5.4 we show the monthly mean polar NO2 for each year of this study plotted
against Âp, as in Figure 5.2. However, this time we split the years according to QBO direc-
tion. Years with eQBO are shown in red triangles and those with blue circles correspond
to wQBO. We also include linear least square fits for only eQBO years (red solid line) and
only wQBO years (blue solid line) along with the linear fit for all data (yellow solid line as
in Figure 5.2). The Spearman correlation coefficients and p values are given separately in
Table 5.1.
Splitting the years by QBO phase results in higher correlation in August, September
42 5. Investigating EPP Indirect Effect using OMI
Figure 5.3: Panel a) OMI NO2 column zonal mean anomaly for years with high Âp and eQBO. Vertical axis
is latitude from -50 to -90 (i.e. 50◦S to 90◦S). The horizontal axis shows time from early August until the
end of December. Contour interval is 0.1× 1015 cm−2 with zero contour shown with black line. Panels b)-d)
as panel a) but for different combinations of Âp and QBO direction (see panel labels).
and November (panels a, b, d) for both QBO phases. Visually, the data appears to fit the
best fit lines better. This is also evident in the calculated correlation coefficients. In August
and September, correlation increases for both eQBO and wQBO years from the correlations
in Figure 5.2. This would suggest that the QBO phase in May has an effect on how EPP-
NO2 will evolve in the early spring. For October and November, the correlations are larger
and more significant for eQBO years, however, they become lower for wQBO years. This
suggests that the QBO effect on EPP-NO2 becomes most important in the late spring as the
results differ so dramatically for the different phases. In panel e), the linear relationships
are very weak for both phases. They are also not consistent in the sign (i.e. positive or
negative) of the correlation which may suggest that other sources of NO2 are becoming
more important at this time (Âp is not a good predictor for these values). Note also that
years with wQBO have consistently lower NO2 values for similar Âp levels in eQBO years
(panels a–d). This suggests that there is some mechanism that lowers the amount of NO2
in the polar stratosphere during spring under wQBO conditions.







































Figure 5.4: Âp plotted against monthly mean polar NO2 (60◦S to 90◦S) for August–December. eQBO years
are indicated with red triangles and wQBO years with blue circles. Linear best fit is calculated from least
squares. Red solid line fits only eQBO data while blue solid line fits only the wQBO. The yellow solid line
fits all data. Error bars are two times the standard error in the mean.
44 5. Investigating EPP Indirect Effect using OMI
Table 5.1: Spearman ρ and p-value for the correlation between Âp and polar NO2 for each month from









wQBO Oct -0.09 0.92
Nov 0.2 0.71
Dec -0.37 0.50
We have established that there is a positive correlation between Âp and polar springtime
NO2, and that this is influenced by the QBO. In Figure 5.5 we show latitude resolved
correlation between Âp with NO2 for five day running mean NO2 averaged over 1◦ latitude
bins. Stippling indicates areas statistically significant at 95% (p-value less than 0.05).
In panel a) significant correlation occurs in late August and September at more pole-
ward latitudes. As previously, correlation then breaks down in October before returning in
November. In December there is no significant correlation. Panels b) and c) again confirm
previous results, namely that QBO direction influences the strength of correlation between
Âp and NO2. In panel b) which is only eQBO years, correlations are larger and have a greater
latitude extent than those in panel a), implying that eQBO allows for a stronger EPP-NO2
signal. Panel c) (wQBO) shows very little significant correlation, though the coefficients are
still high and positive throughout August and September. This suggests that wQBO hinders
EPP-NO2 in the polar springtime stratosphere. Note again in all panels that correlations
are reduced in October, before returning in November, then disappearing in December.
5.3 Accounting for the Changing Vortex Shape
We now investigate the reasons behind the apparent disappearing of correlation in Octo-
ber. Recall the mechanism for the descent of NOx into the stratosphere from its point of
creation in the mesosphere. As previously described, this is due to down-welling within the
polar vortex, where species created in the polar mesosphere are pulled downwards into the
stratosphere while remaining within the vortex. The location of the vortex will determine
the location of EPP-NOx as it should be isolated within. In October, with the reintroduction
of light (and therefore more heat) into the atmosphere, the vortex shape begins to become
distorted from being mostly symmetric to highly asymmetric. In our above analysis, we took
zonal means, i.e. averaging over all longitudes. Due to this, large longitudinal variations in
NO2 distribution would be smeared out. This is not too critical in August and September






























































Figure 5.5: Correlation of Âp and five day running mean NO2 column with 1◦ latitude resolution. Horizontal
axis is time from August to December, while vertical axis is latitude from -50 to -90 (50◦S to 90◦S). Colourbar
is Spearman correlation coefficient from -1 to 1 with contour interval of 0.2. Stippling indicates areas of
statistical significance (p-value ≤ 0.05)
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Table 5.2: Spearman ρ and p-value for the correlation between Âp and NO2 that is inside the polar vortex.
All years is correlation for all years of the study (2005 – 2017), while eQBO and wQBO refer to the QBO
direction from the preceding winter.
ρ p
all years 0.30 0.32
eQBO 0.71 0.088
wQBO 0.37 0.50
when the vortex extent and thus NO2 area is more symmetric [Schoeberl & Newman, 2015].
However, in October when the vortex edge can extend from extreme polar latitudes (e.g
∼85◦S) to up to 50◦S, taking zonal means will mix NOx abundant air with extra-vortex air
(i.e. air outside the vortex), thus averaging out the EPP-NOx signal. In November, when
the vortex is breaking up, the asymmetry of the vortex is once again not as critical. At this
time, extra-vortex air begins to mix with vortex air, thus the NO2 distribution is not as
dependent on vortex shape allowing it to be more uniformly distributed around the pole.
To test whether the vortex shape influences our October results, we repeat our analysis
for the month of October but this time only using NO2 from within the vortex. The method
for establishing the vortex edge is described in section 4.5. In essence, we find the daily
extent ozone hole and use this as our daily vortex edge. This method for finding NO2 in the
vortex is valid for two reasons: firstly as ozone depleted air is isolated within the vortex until
the vortex breakup [Kuttippurath & Nair, 2017], the geographical area identified as in the
ozone hole must also be in the vortex. Secondly, while this method will result in the location
of the polar vortex in the lower stratosphere (the polar vortex is not vertically uniform),
NO2 profile maximises in the lower stratosphere [Brasseur & Solomon, 2005] meaning that
this method will capture the majority of the in–vortex NO2. Note that this method only
works while the ozone hole is present (i.e. October) and for the lower stratosphere. For these
reasons, we only use this method for OMI NO2 observations.
Figure 5.6 shows a similar result to Figure 5.4c except here instead of averaging over
all polar NO2 (i.e. 60◦S to 90◦S) the data is averaged over only points designated as within
the vortex by the method described above. The correlation coefficients and p values for this
plot are provided in Table 5.2 where “all years” provides the correlation coefficient (ρ) and
p value for all years of the study, “eQBO” is only for eQBO years and “wQBO” is only for
wQBO years. When inspecting both this figure and the accompanying statistical evidence
in Table 5.2 it is apparent that this method has made the relationship between Âp and NO2
more positive. This is evidenced by the best fit line in Figure 5.6 better matching the data
and by the increase in ρ with accompanying decrease in p for all the categories considered.
This indicates that the masking effect of the correlations must at least in some part be
related to the shape of the vortex in October.
Figure 5.7 shows the latitudinal correlation of Âp and NO2 for October, but for NO2
identified as within the polar vortex. Note that as this uses a five day running mean, the time
series begins on the 5th of October. Comparing this to the month of October in Figure 5.5 we
















Figure 5.6: Âp plotted against October NO2 that is in the polar vortex. Years with eQBO are indicated
with red triangles and years with wQBO are indicated with blue circles. Linear best fit is calculated from
least squares. Red solid line fits only eQBO data while blue solid line fits only the wQBO. The yellow solid
line fits all data. Error bars are two times the standard error in the mean.
again see that isolating polar vortex NO2 results in stronger and more significant correlation.
This is especially noticeable in eQBO years (panel b) and reinforces the hypothesis that lack
of correlation in our earlier analysis was due to the method of taking zonal means. These
results also support the claim that EPP-NO2 is still isolated within the polar vortex in
October as the signal is strongest when only data from that location is analysed.
5.4 Relevant Mechanisms Controlled by the QBO
We have shown that QBO direction influences EPP-NOx in the spring. We now explore
why this is the case. In this pursuit we utilise results of previous studies along with original
results.
5.4.1 Transport in eQBO years
As already explored in Section 2.2.2, the main (non-EPP) source of NOx in the polar regions
is due to dissociation of N2O by excited atomic oxygen. However, N2O is not created in the
polar regions, it is emitted into the atmosphere from anthropogenic sources in the tropics
and extra-tropics, then transported to the polar region by the Brewer-Dobson circulation.
The QBO is known to modulate the Brewer-Dobson circulation, with wQBO allowing for
more stable circulation to the winter pole. In their study on the effect of the QBO on polar
N2O, Strahan et al. [2015] found that wQBO around the winter solstice (late June) leads































































Figure 5.7: Correlation of Âp and five day running mean NO2 column for data that is inside the polar vortex
with 1◦ latitude resolution. Horizontal axis is time from August to December, while vertical axis is latitude
from -50 to -90 (50◦S to 90◦S). Colourbar is Spearman correlation coefficient from -1 to 1 with contour
interval of 0.2. Stippling indicates areas of statistical significance (p-value < 0.05).
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Figure 5.8: MLS NO2 composite zonal mean in ppbv for (a) wQBO years between 2004 – 2014 and (b) eQBO
years between 2004 – 2014. Panels C) Composites of the anomalies calculated as a percentage difference
from the dataset zonal mean MLS N2O September mixing ratios for wQBO years. D) as C) but for eQBO.
Contour intervals are as labelled. The zero wind line is shown in solid yellow, and easterly zonal winds
are shown as yellow dashed lines. The red arrows in Figures 1a and 1b indicate the direction of the QBO
meridional circulation in the middle stratosphere during each phase. Reprinted from Strahan et al. [2015].
to a positive N2O anomaly of around +20% in the lower polar stratosphere in September.
This is shown in Figure 5.8, which is Figure 1 from the aforementioned study [Strahan
et al., 2015]. This study uses N2O data from MLS from the years 2004 – 2014. Panels A
and B show the composite zonal mean N2O in September for wQBO years (panel A) and
eQBO years (panel B). Panels C and D are the composite percentage anomalies from the
10-year zonal mean N2O in September for wQBO years (C) and eQBO years (D). As the
original version did not include a colourbar, this Figure (a reprint of the original) does not
have a colourbar and thus contours are labelled in the Figure. In Panel C, note the large
positive anomaly in the lower polar stratosphere. Note also that this anomaly occurs across
the altitudes at which the N2O profile maximises in panel A. This implies that there is
more N2O transported to the polar region in wQBO years than eQBO years. With less NOx
formed from N2O in eQBO years, EPP-NOx would have a greater significance at this time,
explaining the higher likelihood of significant correlation in eQBO years.
The study of Strahan et al. [2015] varies slightly from this current one e.g. different QBO
lag and times series length so we perform a similar analysis but for MLS N2O from 2005 –
2017 and lag calculated from 25 hPa in the previous May. This will ensure that the result



















































































Figure 5.9: a) Composite mean of 3 day running mean polar N2O mixing ratio averaged of 60◦S to 90◦S
for 2005 – 2017. Vertical axis is pressure in hPa and horizontal axis is day from 1 August until 1 October.
Contour interval is 10 ppbv. b) Composite anomaly for eQBO years with horizontal and vertical axes as in
a). Contour interval 2 ppbv. c) as b) but for wQBO years.
is applicable to this study. Our results are shown in Figure 5.9.
Panel a) of Figure 5.9 shows the vertically resolved composite 3 day running mean N2O
mixing ratio averaged over the polar region (all longitudes, 60◦S to 90◦S) from August until
the end of October. Panel b) is the composite difference from the mean for only eQBO years,
with QBO direction from the 25 hPa in May. We see that throughout August and September,
the anomaly in the lower stratosphere is negative, at around -6 ppbv, supporting the result
of Strahan et al. [2015]. Similarly, for panel c) which shows the composite anomaly from the
mean in wQBO years, the anomaly in the lower stratosphere is positive, again supporting
Strahan et al. [2015] and validating that result for use in this study. This result shows that
there is less N2O in the southern polar region in August and September in eQBO years than
in wQBO years. This means that there is less NOx created from N2O with the reintroduction
of light in September. With a smaller background signal, the NOx signal from other sources,
i.e. EPP is thus stronger in these years. This is consistent with our findings.
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5.4.2 Denitrification in wQBO years
We hypothesise that there is another mechanism that would lead to more EPP-NOx being
present in eQBO years than wQBO years. This is due to the different effect of denitrifi-
cation in the polar vortex in eQBO and wQBO years. Denitrification is the process where
NOx is removed from the stratosphere in the late winter–early spring via the gravitational
sedimentation of HNO3 on the surface of PSCs. Recall that the formation of PSCs requires
a very cold polar vortex. Recall also that the important result from the Holton-Tan effect
is a stronger, colder polar vortex in wQBO years compared to eQBO years. So theoretically
more PSCs should form in wQBO years, and there should be thus more denitrification in
wQBO years.
To test how the QBO influences denitrification, we use MLS HNO3 data. Figure 5.10a
shows the composite mean of the MLS HNO3 profile from 2005-2017 averaged over the
polar region (60◦S to 90◦S) from 1st August until 1st October, using a three-day running
mean. The pressure range extends from the lower stratosphere (100 hPa) as this is where
denitrification will mostly occur, up to the mid stratosphere at 10 hPa. This panel shows
that as winter progresses into spring, the amount of HNO3 in the lower stratosphere in the
polar region decreases. This is because one of the primary losses of HNO3 is by sunlight
[Brasseur & Solomon, 2005] thus the reintroduction of light in the spring will result in
decreasing HNO3, as we see in a).
To verify how the QBO affects denitrification in the polar region, we look at the composite
anomaly from the mean for eQBO years (Figure 5.10b) and wQBO years (Figure 5.10c). In
b) (eQBO years) there is positive HNO3 anomaly in most of the lower stratosphere (pressure
< 20 hPa, altitude ∼27 km) while panel c) shows a negative HNO3 anomaly in wQBO years.
From this we conclude that as there is less HNO3 in wQBO years, this is evidence of more
denitrification. Denitrification provides a sink for NOx in the lower stratosphere in the winter
which likely explains why there is consistently less NO2 in wQBO years that we noted in
Figure 5.4. It may also contribute to the lower incidence of correlation between NO2 and Âp
in wQBO years as NOx created in the mesosphere in early winter could also have descended
far enough to be removed by denitrification.
5.5 Chapter Summary
In this Chapter we have used OMI NO2 data to detect EPP-NO2 in the Antarctic springtime
stratosphere. We first showed that years with higher Âp (proxy for winter EPP) have higher
NO2 in the following spring. This was achieved by looking both at the NO2 anomalies for
years of both high and low Âp, and then plotting polar NO2 against Âp to ensure that the
relationship existed. This relationship turned out to be strongest in September, supporting
the results of many previous studies while also confirming that NO2 increases from EPP are
detectable in the column.
We then split the years of the time series based on the QBO direction and performed
a similar analysis to find whether QBO direction affected the strength of the relationship























































































Figure 5.10: a) Composite 3 day running mean HNO3 averaged over 60◦S to 90◦S from 2005 – 2017 over
July to October. Vertical axis is pressure from 100 hPa to 10 hPa. Contour interval 1 ppbv. b) Composite
anomaly HNO3 from mean for years with eQBO, c) as b) but for wQBO years. Contour interval is 0.1 ppbv
with black line representing zero contour.
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between Âp and NO2. This was confirmed as years with eQBO showed stronger and more
significant correlations while years with wQBO did not. From this we conclude that the
eQBO heightens the EPP-NO2 signal while wQBO dampens it. We also showed that in
eQBO years, EPP-NO2 increases can be detected until mid-November which is later than
any study has found to this point.
We have shown that the loss of correlation in October was due to the shape of the
polar vortex at this time. This was achieved by isolating the NO2 within the vortex and
showing that the correlations became more consistent with those of the surrounding months
when only NO2 from inside the vortex is examined. This suggests that NO2 is still mostly
contained in the vortex at this time while also verifying that EPP-NO2 is still present at
this time.
Lastly, we addressed the question of which mechanisms contribute to the QBO influence
on EPP-NO2. We provided two explanations, firstly that as the QBO affects N2O transport
to the polar regions, the less N2O in eQBO years means that NO2 increases due to EPP are
more significant. This was verified using results from previous work along with N2O data
from MLS. Secondly, we suggest that the Holton-Tan effect results in more denitrification
in wQBO years. This was reinforced by examining HNO3 data from MLS to show that more
denitrification occurs in wQBO years.
We conclude that the QBO modulates the EPP-NOx in November in the Antarctic
stratosphere, allowing EPP-NOx to be detectable in the polar NO2 column in eQBO years.
To our knowledge, this is the first time this result has been recorded in observations and is
also the first time the QBO has been linked with the transport of EPP-NOx.
From here it is necessary to recall why we are interested in NOx: it catalytically destroys
ozone. Thus having found that accounting for the QBO results in a longer–lasting EPP-NOx
signal, it now is imperative to examine how this NOx affects ozone in the lower stratosphere
in November. This is crucial as it is when the ozone hole is present in the Antarctic lower
stratosphere.
Chapter 6
EPP and Catalytic Ozone Loss
We showed in the previous chapter that EPP-NOx is detectable in the stratosphere until
mid to late November when the QBO phase is easterly. But why do we care about NOx in
the stratosphere? We care because it causes catalytic ozone loss. The next question thus
simply follows: what is the effect of this NOx on ozone in the polar springtime?
6.1 Detecting Ozone Changes due to EPP
As in the last chapter, we start by investigating what changes there are in ozone due to
EPP-NOx, but this time we know that we must account for the QBO phase. For this, we
will use both OMI O3 and MLS O3 data as this gives both vertical resolution (from MLS),
and good horizontal coverage (from OMI).
6.1.1 Results from OMI Ozone
We look first at the effects of EPP-NOx on the polar O3 column using OMI O3 data (provided
in Dobson unit). The composite mean behaviour of O3 column from 2005 – 2017 is presented
in Figure 6.1a. This plot shows zonal mean ozone on the vertical axis as spring progresses
from early August to the end of the December on the horizontal. Note that, like OMI NO2,
there is no data for the polar night as OMI O3 is also measured with back-scattered solar
radiation. This panel effectively shows the formation of the ozone hole in the springtime,
with minimum values in ozone of less than 150 DU occurring around the 1st of October at
the pole.
Panels b)-e) show the composite anomaly from the composite mean for various combi-
nations of QBO phase and Âp. Panel b) is the composite anomaly for years with eQBO
and h–Âp. This figure is almost totally positive, with the strongest anomaly of > 80 DU
occurring in mid-November. Recall at this time NO2 also showed strong positive anomaly
(Figure 5.3a). This would imply that the combination of high Âp and eQBO results in in-
creases in both NO2 and ozone throughout the springtime but especially in November. Panel
c) is slightly more variable, especially in early spring. It also indicates that low Âp drives
positive ozone anomaly in October, however the sign of the anomaly changes in November
which seems to imply that low Âp results in O3 decreases in November. Panel d) is also
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Figure 6.1: a) Composite zonal mean OMI column ozone from 2005 – 2017. Time from the beginning of
August until the end of December is on the horizontal axis and latitude is on the vertical. Contour interval
is 25 DU. b) Composite anomaly from zonal mean for years with eQBO and high Âp. Horizontal and vertical
axes as in a) with contour interval 10 DU and 0 contour in black. c)-e) as b) but for different combinations
of QBO direction and Âp, see panel titles.
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variable throughout early spring, making it difficult to draw conclusions for this period.
However, like panel b), the positive anomaly in November suggests that the combination of
high Âp and wQBO may result in ozone increase at this time. Lastly, panel e) shows almost
all negative anomaly, implying that low Âp in wQBO years results in ozone decreases.
The results from this figure are somewhat surprising, as previous results suggest that
EPP-NOx should be responsible for catalytic ozone loss. These results suggest that periods
of high EPP-NOx (i.e. h–Âp years) actually result in ozone healing. To verify this, we now
look at the correlation of ozone and Âp of the springtime stratosphere. Again, we perform
this for all years, and then for years separated based on QBO phase. For this we use a
detrended ozone data set as, following the Montreal Protocol, ozone has been increasing
yearly during the period of this study (see Section 4.3.1).
Figure 6.2a shows the correlation for all years of the study. There are patches of positive
and negative correlation throughout August to October, though mainly nothing statistically
significant. In November, correlation is always positive, and occasionally significant poleward
of around 65◦S. This suggests that perhaps ozone is correlated with Âp at this time. However,
significant anti-correlation is present between 50◦S and 60◦S.
In panel b), years with only eQBO, correlation is positive poleward of 60◦S for almost
all of spring. Areas of significant positive correlation occur variably throughout August to
October while early November has consistently significant positive correlation. This supports
the finding from Figure 6.1, that Âp causes ozone increase at the poles and that this is more
prevalent in eQBO years. Between 50◦S and 60◦S there are patches of significant negative
correlation.
Lastly, panel c) (wQBO years) is highly variable at all times, with areas of positive
and negative correlation. The area of significant correlation at the very end of December
is unlikely to be related to this study as it unlikely that EPP from May to August will
have much influence on polar ozone after the vortex break up in late November. This panel
suggests that any influence of EPP on ozone is weaker in wQBO years.
In the previous chapter we found that polar NO2 is positively correlated with EPP in
eQBO years. The findings of this chapter imply that O3 and NO2 increases are happening
simultaneously. However we know NO2 contributes to reactions that catalytically destroy
ozone. Since we are seeing ozone increases in observations, either there is a problem with
the observations or our assumption that NOx catalysed ozone destruction is incorrect.
We will firstly verify these findings using MLS O3 data. This will also allow us to inspect
vertical variability in ozone.
6.1.2 Results from MLS Ozone
First we look at the composite mean of the MLS O3 data from 2005 – 2017. This is shown
in Figure 6.3a as composite zonal 3 day running mean O3 averaged over 60◦S to 90◦S.
The vertical axis is pressure from 100 hPa (approx. 18 km) to 1 hPa (approx. 50 km)
while the horizontal axis is time from early August until the end of December. This shows
the ozone hole forming at pressure levels greater than 20 hPa (altitude <∼28 km) from






























































Figure 6.2: Correlation of zonal mean OMI O3 and Âp from August to December for a) all years of the study,
b) years with eQBO, and c) years with wQBO. Vertical axis is latitude from 50◦S to 90◦S and horizontal axis
is time from early August to the end of December. Contours represent correlation coefficient with contour
interval of 0.2 and black line indicating the zero line. Stippling indicates statistical significance at 95%.
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September. Note: at altitudes above this, ozone goes through a maximum. This is due to
the reintroduction of sunlight in the spring photodissociating O2 to O, allowing for ozone
creation. Recall in Figure 6.1a that total ozone column was reduced in this time. This is
because atmospheric particle density decreases exponentially with increasing altitude (see
Table 2.1). So while ozone mixing ratio maximises at around 10 hPa, the exponentially lower
number density at this level means that the hole at lower altitudes dominates the column
value.
Panels b)-e) show the composite anomaly from the mean in panel a) for the four different
combinations of Âp and QBO directions. To draw conclusions from this figure, we must find
whether effects are attributable to EPP, QBO phase, or whether they are unidentifiable
at this stage. Firstly, years with high Âp (panels b and d) have positive anomaly in the
mid stratosphere in August and September (∼20 hPa) while years with low Âp (panels c
and e) show the opposite. This implies that positive anomaly in the middle stratosphere
in August and September is due to high Âp. Years with eQBO (b and c) have a positive
anomaly in the mid stratosphere in October while years with wQBO show the opposite.
From this we conclude that this anomaly is due to the QBO. This is perhaps evidence of
the effect noted by Garcia & Solomon [1987] and Lait et al. [1989], that ozone abundance is
modulated by the QBO to be slightly higher in years with eQBO. In the lower stratosphere
in November, positive anomaly occurs in years with high Âp, while negative anomaly occurs
in years with low Âp. This indicates that these changes are due to EPP while also supporting
the OMI O3 findings: that high Âp causes ozone increases in November. There does appear
to be an opposite effect happening in December that was not in the OMI results. In the
middle stratosphere in December it appears that high Âp results in negative ozone anomaly.
Notably, in all these Figures the anomaly appears to descend in the stratosphere, from high
altitudes (∼ 1 hPa) in early August, to the almost the tropopause (∼ 100 hPa) in November.
As this matches the descent pattern of EPP-NOx in the polar vortex observed by Funke et
al. [e.g. 2014a] this supports our theory that these ozone anomalies propagate with changes
in NOx.
We now look at correlation between MLS O3 and Âp. This is shown in Figure 6.4 for a)
all years, b) eQBO years, and c) wQBO years. As in Figure 6.3, ozone is taken as the zonal
mean averaged over 60◦S to 90◦S. We have again used detrended O3 data.
First we note the significant anti-correlation in the upper stratosphere (∼2 hPa) in both
panels a) and b). This suggests that Âp results in ozone loss in this area. This is likely
catalytic ozone loss due to the EPP-NOx descending in the polar vortex. In panel b) this
is followed by an area of positive contribution at around 10 hPa suggesting that at this
level, EPP in eQBO years contributes to ozone increases. In November, both a) and b)
have significant positive correlation in the lower stratosphere though this extends into the
upper stratosphere in eQBO years, once again suggesting Âp results in ozone increases in
November, and that eQBO strengthens this relationship. There is little consistent correlation
anywhere in panel c) which is in agreement with the results from Figure 6.2c, that there is
no consistent correlation in springtime ozone from Âp in wQBO years. As we have found
that EPP does not appear to affect NO2 in December (Figure 5.5), it unlikely that any of
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Figure 6.3: a) Composite 3 day running mean of polar (60◦S to 90◦S) MLS ozone mixing ratio from 2005
– 2017. Vertical axis is pressure in hPa and horizontal axis is time from the beginning of August until the
end of December. Contour interval is 0.5 ppmv. b) Anomaly from the mean for the composite mean of years
with both eQBO and high Âp. Contour interval is 0.1 ppmv with 0 contour indicated by the black line. c)-e)
as b) but for different combinations of QBO phase and Âp level.
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Figure 6.4: Correlation between polar (60◦S to 90◦S) MLS ozone mixing ratio and Âp for a) all years of
the study, b) years with eQBO and c) years with wQBO. Vertical axis is pressure in hPa horizontal axis
is time from the beginning of August until the end of December. Contours indicate correlation coefficient
with contour interval 0.2. Black contour indicates zero level and stippling indicates statistical significance.
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the correlation in December is caused by EPP so occurrences of significance here are likely
coincidental and serve as a reminder of the pitfalls of a correlation study without evidence.
The results from MLS appear to have verified what we found in the OMI data: that high
Âp can result in ozone increases especially in eQBO years. That these increases have been
present in two independent sets of observations implies that the cause is some factor that
we have not yet included in our analysis, and not merely an instrument error.
6.2 Chlorine
In their paper on identifying EPP-NOy descent in the springtime, Funke et al. [2014a] show
that EPP-NOy reaches altitudes as low as 22-25 km in the springtime Antarctic stratosphere.
In their conclusions they speculate on the effect this EPP-NOy could have on stratospheric
ozone, suggesting that EPP-NOy would interfere with the buffering between ClONO2 and
ClO, and that “such EPP-induced buffering of ClO could even outweigh the ozone loss by
EPP-NOx, resulting in a net reduction of the Antarctic chemical ozone loss” [Funke et al.,
2014a]. Our results from Chapter 5 agree with the descent found by Funke et al. [2014a].
We have also found a reduction in Antarctic ozone loss under the same conditions. In this
section, we explore any evidence of the mechanism proposed by Funke et al. [2014a]: that
EPP-NOx affects the amount of chlorine activated in the springtime. The hypothesis is
that EPP-NOx reacts with the active chlorine so that it is buffered towards the non-active
reservoir ClONO2 via the three-body reaction ClO + NO2 + M −→ ClONO2 + M. This
would remove both Clx and NOx species from destroying ozone, accounting for net healing
in ozone.
But what of the QBO? Lait et al. [1989] suggested that there would be less ClO activation
in eQBO years from two factors: firstly the warmer vortex in eQBO years should inhibit PSC
formation which then reduces the amount of chlorine activated from its reservoirs. Secondly,
less denitrification should occur in eQBO years so more NO2 is available to deactivate
chlorine via the formation of ClONO2. To our knowledge, these theories have not been
tested with satellite observations. We thus begin by examining observations of ClO and
ClONO2 in differing QBO years to examine these theorised repercussions of the QBO’s
influence on the polar stratosphere. For this analysis we use ClO from MLS, and ClONO2
from a combination of MIPAS and ACE-FTS to attempt to make up for coverage issues
between these two satellites.
6.2.1 Chlorine and the QBO
To test the effect of QBO phase on chlorine activation in the spring we use MLS ClO data.
In Figure 6.5a we show the climatological behaviour of ClO mixing ratio from August to the
end of December in the lower to middle stratosphere for the study period (2005 – 2017). This
shows large amounts of ClO present in the lower stratosphere in August through to the end
of September with values reaching a maximum of 1.1 ppbv at the beginning of September
at around 30 hPa (∼23 km). This is followed by a dramatic decline due to the deactivation

























































































Figure 6.5: a) Composite mean of MLS daytime ClO for 2005 – 2017 averaged over 60◦S to 90◦S. Horizontal
axis is time from early August until the end of December. Vertical axis is pressure from 100 hPa to 10 hPa.
Contours represent ClO mixing ratio in ppbv with contour interval 0.1 ppbv and black line representing
zero contour. b) Composite anomaly from the mean for years with eQBO. Horizontal and vertical axes as
above. Contours show ClO anomaly with contour interval 0.02 ppbv and zero contour represented by the
black line. c) as b) except for wQBO years.
of chlorine with the reformation of its reservoirs [von Clarmann, 2013]. Note that the black
contour is the zero line indicating that this is showing negative values of ClO mixing ratio,
which is the known negative bias in the satellite data (see Section 3.2.2). Recall that the
ClO data is still valid for this type of study even though the values here underestimate the
absolute value of ClO.
Panel b) shows the composite anomaly for years with eQBO. Note the large negative
values throughout August and September. This shows that ClO is generally lower than the
mean in the early springtime in eQBO years. After mid-October the colour scale does not
resolve any variation in ClO except anomaly fluctuating between positive and negative.
Panel c), which is the composite anomaly for wQBO years, has strong positive anomaly
implying that the westerly phase of the QBO is generally more favourable than eQBO for
chlorine activation. This supports part of the hypothesis of Lait et al. [1989], that wQBO is
more favourable for chlorine activation.
Secondly, we check ClONO2 to test whether the difference in ClO between QBO phases
is due to differences in activation from the ClONO2 reservoir. Here we use ClONO2 from













































































































Figure 6.6: a) Composite mean ClONO2 for 2005 – 2017. Horizontal axis is date from the 1st of August
until the 1st of October. Vertical axis is altitude from 15 km to 40 km. Contour interval is 0.1 ppbv. b)
Composite anomaly from mean for years with eQBO. Axes as above. Contour interval is 0.03 ppbv with
black line showing the zero contour. c) as b) but for years with wQBO. d) Plot of the latitude of ACE-FTS
for each measurement used in these plots. Horizontal axis is as above but vertical is now latitude from -90 to
-60 (i.e. 60◦S to 90◦S). Blue dots represents measurements taken at sunrise, red dots represent measurements
taken at sunset.
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composite mean of 3 day running mean ClONO2 from the beginning of August until the end
of October. The vertical scale here is altitude from 15 km to 40 km. Panel d) is included
as a reference to show the latitudes of the measurements during this period. ACE is in
Sun-synchronous orbit which does not vary greatly from year to year. The vertical axis is
latitude and we only include latitudes poleward of 60◦S. Blue dots show points measured at
sunrise while red dots are for sunset.
Returning to panel a) it is immediately obvious how diurnal variation between sunrise
and sunset changes the abundance of ClONO2 with the first part of August showing generally
higher mixing ratios than the rest of the period. This is because ClONO2 is destroyed by
photolysis so is more abundant at sunrise. Note also the minimum that occurs around the
beginning of September. This is due to heterogeneous chemistry destroying ClONO2 on
the surface of PSCs [Brasseur & Solomon, 2005] while also inhibiting ClONO2 formation
as PSCs remove NO2. ClONO2 recovers around the time PSCs begin to disappear in late
September. ACE then does not collect data in the polar region in October, with coverage
restarting in mid-November which we do not include here as observations over this period
are sparse.
Panel b) shows the composite anomaly from the data set mean for years with eQBO.
There is a positive anomaly in the lower stratosphere in August. However the sunset obser-
vations show more variability at the end of August before settling back to positive anomaly
towards the end September. These observations in the lower stratosphere implies that eQBO
conditions inhibit ClONO2 destruction. In Panel c), which shows composite anomaly for
years with wQBO, there is negative anomaly in the lower stratosphere in August. Like
panel c), the results are more variable for the sunset data in late August-early September
however it does return to negative anomaly in the lower stratosphere in late September.
This panel shows that wQBO results in more ClONO2 destruction in the lower stratosphere
in spring.
From this figure we see that ClONO2 in the lower stratosphere is more abundant in
eQBO years than wQBO years although this is slightly variable around early September.
However at this time, ACE is covering a larger latitude range which likely accounts for this
variability. Alongside our previous result (ClO decreases in eQBO years) we can conclude
that the QBO phase influences chlorine activation from ClONO2. We have found that less
ClO is activated from ClONO2 in eQBO years and this is likely due to the lower incidence of
PSCs in these conditions. The lack of PSCs both prevents ClONO2 loss but also allows for
more ClONO2 formation as there is less denitrification. This agrees with our findings from
Figure 5.10. As QBO obviously affects the activation of ClO, we will continue to account
for QBO phase in the following analysis.
6.2.2 Chlorine and EPP
We start by looking at the anomaly of ClO for years with different combinations of Âp and
QBO phase. In Figure 6.5 we found that it was not useful to present the ClO anomaly for
the full spring period on one set of axes because ClO concentration changes so dramatically
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in that time, meaning that the colour scale could not resolve variations later in the period.
For this reason, we present these anomalies by splitting the time period in the middle of
October, and using a different colour scale for each part of the time series. This is shown in
Figure 6.7, each panel is split into two, with the corresponding scale for each half indicated
by the colour bar at the bottom of each column.
Notice how in all panels of Figure 6.7, the anomaly (whatever sign) appears to go from
being contained in the upper stratosphere in the first half of the period (i.e. the left column),
to propagating down into the lower stratosphere in late October (the right column). These
anomalies are of opposite sign for the different Âp levels, indicating that this anomaly is
caused by EPP. Here, high Âp years have negative anomaly, which indicates that EPP
is associated with ClO decreases. This supports our hypothesis, that years with high Âp,
and therefore more EPP-NO2 would reduce the ClO as NO2 drives ClO to its reservoirs.
This downward propagating signal also matches the descent pattern we would expect of
EPP-NOx, suggesting that EPP is driving these anomalies.
Looking earlier in the period, we find that the anomaly is more variable in sign from
August to October in the lower stratosphere in high Âp years (panels a and c), however in
low Âp years (panels b and d) the anomalies are consistent but have different signs. This
implies that this signal is strongly dominated by the QBO, with the signs agreeing with the
anomaly in Figure 6.5 (i.e. negative in eQBO years).
We now look at the correlation between Âp and springtime ClO (using detrended ClO).
This is shown in Figure 6.8. Note that ACE’s coverage does vary slightly from year to
year, hence the inconsistent availability of data in each panel. Panels a) (all years) and b)
(eQBO years) show a similar downward propagating anti-correlation, from about 2 hPa at
the beginning of August, reaching almost 50 hPa in November. This matches well with the
downward descent of NOx that we also know is occurring at this time [see e.g. Funke et al.,
2014a], which was also present in the anomaly. This implies that ClO is anti-correlated with
EPP-NOx, aligning with our theory that EPP-NOx reacts to drive ClO to its reservoirs, and
that this is more prevalent in eQBO years. There is a small positive region of significant
correlation in the lower stratosphere (∼ 70 hPa) in August, it is unlikely that any EPP signal
has descended to such altitudes at this time so this likely related to some other mechanism.
Panel c) (wQBO years) does not have the same significant anti-correlation descending in the
stratosphere. However, it does have weakly negative correlation following approximately the
same descent pattern. Interestingly, we do note a significant anti-correlation in the upper
stratosphere in November to December, also present in a) and b). It is unlikely that EPP-
NOx increases remain in the upper stratosphere at this time so once again this is likely not
due to the EPP-NOx indirect effect. On the other hand, years with high Âp are also likely to
have high geomagnetic activity in the spring as they are in the same period of solar activity.
These decreases in ClO may be from in situ NOx increases from EPP in the springtime,
i.e. the EPP direct effect but we will not investigate this further. From Figure 6.8 we have
concluded that EPP is anti-correlated with ClO and we also conclude that this is stronger
in years with eQBO. This is likely due to EPP-NOx increases driving ClO to its reservoir
ClONO2 as the ClO decreases match areas of NOx increase.
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Figure 6.7: Polar (60◦S to 90◦) daytime MLS ClO anomaly from mean for a) eQBO years with high Âp, b)
eQBO years with low Âp, c) wQBO years with high Âp, and d) wQBO years with low Âp. Vertical axis is
pressure from 100 hPa to 5 hPa. Left column is anomaly from 1 August to 15 October with contour interval
0.025 ppbv. Right column continues from 15th October to end of December but now with contour interval




















































































Figure 6.8: Correlation between Âp and daytime MLS ClO averaged over 60◦ to 90◦S for a) all years, b)
eQBO years and c) wQBO years. Vertical axis is pressure from 100 hPa to 1 hPa and horizontal is time
from 1 August to the end of December. Colour contours show correlation coefficient with contour interval
0.2 and black line indicates zero contour. Stippling indicates statistical significance (p ≤ 0.05).
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6.2.3 Chlorine Nitrate and EPP
To verify if the observed ClO decreases are due to the reaction ClO + NO2 + M −→
ClONO2 + M, we check to see whether ClONO2 is increasing at the same time as ClO
is decreasing. To do this we use both ACE and MIPAS ClONO2 to mitigate the coverage
limitations between the two products.
We start by looking at the anomalies between the different QBO phases and Âp levels
using ACE-FTS ClONO2 data. This is shown in Figure 6.9. The anomaly is variable in
all panels although the lower stratosphere shows strong positive anomaly in August of the
eQBO years (a and b) whereas there is strong negative anomaly in wQBO years (c and d).
This agrees with Figure 6.6, that QBO dominates ClONO2 at this time. In September in
the lower stratosphere the sign of the anomaly is consistent in the different Âp levels, i.e.
positive in both high Âp panels (a and c) and negative in both low Âp panels. This only lasts
until mid-September which then becomes variable again. This implies that more ClONO2
may be present in high Âp years, and the signal is stronger in eQBO years which agrees
with our hypothesis that ClO is being driven to ClONO2 in years with high Âp.
In Figure 6.10 we look at the latitude resolved correlation between ClONO2 and Âp.
This will perhaps show if there are any features that could not be resolved by the composite
anomalies in Figure 6.9. Areas of consistent positive correlation occur in September in panel
a) (all years) and panel b) (eQBO years). Significance appears in the middle stratosphere
in panel a) and in the lower stratosphere in panel b). Panel a) supports our theory that
ClO decreases are due to reactions that form ClONO2 and this is further supported by
panel b) which also shows that eQBO amplifies the signal. Panel c) shows no consistent sign
correlation at this time.
From ACE ClONO2, our results somewhat match our hypothesis for August and Septem-
ber, however the inconsistent spatial coverage in the spring makes it hard to draw conclusive
statements from these observations. As ACE does not observe the southern polar region
in October and has poor coverage in November, we now inspect November using MIPAS
ClONO2 data. In Figure 6.11a we present the climatology of ClONO2 from MIPAS (we only
use years 2005 – 2011 for this satellite, see Section 3.4.1). Here we see that ClONO2 de-
creases throughout November in the lower stratosphere. Panels b) and c) show the anomaly
for the composite mean of high Âp years and low Âp respectively. Note that as the time
series is different, the designation of high and low Âp shifts, to put the years with Âp above
the mean Âp for 2005 – 2011 (= 7.1) as high Âp. Also, as this time period is shorter than
that of OMI, MLS and ACE, we do not sort for QBO here as the 7 years of data is too few
to form reasonable conclusions.
Years with high Âp show positive anomaly in the lower stratosphere throughout Novem-
ber while years with low Âp have negative anomaly. These occur around 22 km to 30 km
which is low enough to interfere with the ozone hole. This supports our hypothesis that
ClONO2 increases in high Âp years because NO2 increases drive ClO to its reservoirs.
Lastly for this analysis, we check the altitude correlation with Âp and MIPAS ClONO2.
This is shown in Figure 6.12. Much of the period shows positive correlation, with an area
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Figure 6.9: Polar ACE ClONO2 anomaly from mean for a) eQBO years with high Âp, b) eQBO years with
low Âp, c) wQBO years with high Âp, and d) wQBO years with low Âp. Vertical axis is altitude from 15
km to 40 km. Horizontal axis is time from 1 August to 1 October with contour interval 0.05 ppbv. Black
line shows zero contour.
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Figure 6.10: Correlation between Âp and ACE-FTS ClONO2 poleward of 60◦S for a) all years, b) eQBO
years. and c) wQBO years. Vertical axis is altitude from 15 km to 40 km and horizontal axis is time from
1st August to end of September. Colour contour show correlation coefficient with contour interval 0.2 and
black line for 0 contour. Stippling indicates statistical significance.
of statistical significance occurring in late November between 25 and 30 km. This is further
support for our hypothesis as more ClONO2 forms in high Âp years, and in the same area
of ClO decreases, implying that the ClO depletion is due to ClONO2 formation.
6.3 Chapter Summary
We began this chapter by looking at the effect of EPP on ozone, expecting to find ozone
reductions in the stratosphere as NOx destroys ozone. We found instead evidence for ozone
recovery which was supported by two independent satellite products, OMI O3 and MLS O3.
We formulated a hypothesis based on past studies of EPP-NOx and stratospheric chem-
istry to suggest that these areas of ozone increases were due to active chlorine reacting with
NOx to drive both to a form that is unavailable for catalytic ozone loss (ClONO2). We also
suggested that the QBO would once again be an important factor due to its effect on PSCs
and their effect on chlorine activation.




























































































Figure 6.11: a) Composite mean of MIPAS November ClONO2 averaged over 60◦S to 90◦S from 2005 –
2011. Horizontal axis is date from 10 November to 30 November and vertical axis is altitude from 20 km
to 40 km. Contour interval is 0.1 ppbv with black line indicating 0 contour. b) anomaly for the composite
mean of years with high Âp. Axes as above with contour interval 0.005 ppbv. c) as b) but for years with
low Âp.
We showed the effect of the QBO on both ClO and ClONO2, that the easterly phase is
less favourable to chlorine activation and that more is stored in the ClONO2 reservoir in
these years. This added yet more weight to the rationale of including QBO phase in our
analysis.
We then looked at the effect of EPP on ClO and ClONO2. We found that EPP appears
to cause ClO decreases and that eQBO years are more favourable for this. We used two
different satellite products to verify if ClO decrease was due to formation of ClONO2. The
first, ACE, confirmed that more ClONO2 is formed in August and September and that eQBO
contributes to this however the ACE coverage problems adversely affect the November data
so we could draw no conclusion from this product for November. To mitigate this issue,
we looked at MIPAS data for November. We found that there were significant increases in
ClONO2 in high Âp years which supported our hypothesis however the shorter time period
meant that we could not definitively assign the effect of the QBO phase on ClONO2 in
November.
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Figure 6.12: Correlation between Âp and polar MIPAS ClONO2 for 2005 – 2011. Horizontal axis is date
from 10 November to 30 November while vertical axis is altitude from 20 km to 40 km. Colour contours
indicate correlation coefficient with contour interval 0.2 and black contour show the zero contour. Stippling
indicates statistical significance.
Chapter 7
Multiple Linear Regression Analysis
We now perform the linear regression analysis as described in section 4.4. Here our predictors
are (i.e. the columns of the predictor matrix X):
1. Column of ones to make a constant term.
2. Linearly increasing column.
3. Vector of Âp for the study period.
4. Vector for the QBO phase in May (-1 for eQBO, 1 for wQBO).
5. Vector of monthly mean El-Niño Southern Oscillation (ENSO) index.
6. Vector of monthly mean solar radio flux emissions at 10.7 cm (also called F10.7).
This means X has the form
X =

1 1 Âp2005 QBO2005 ENSO2005 F10.72005
1 2 Âp2006 QBO2006 ENSO2006 F10.72006







1 13 Âp2017 QBO2017 ENSO2017 F10.72017

All columns are normalised to [-1 1] so as to facilitate comparison and determine the relative
importance of the different coefficients. The first column accounts for background changes
that consistently occur every year e.g. if ozone is regressed, this accounts for the ozone hole
forming. The second column predicts linear trends in the gas e.g. this would account for ozone
increasing throughout the study period. The last columns, ENSO and F10.7 (accounting for
variations in solar irradiance), are included as they have been shown to affect polar gas
abundances in similar regression analyses [see e.g. Liley et al., 2000; Stone et al., 2018]. The
ENSO indicator is Southern Oscillation index (SOI) available at https://www.ncdc.noaa
.gov/teleconnections/enso/indicators/soi/data.csv. SOI is lagged by the number of
months which is found to minimise residuals. F10.7 data is retrieved from http://lasp
.colorado.edu/lisird/data/noaa_radio_flux/ and no lag is applied. Columns 3 and 4
quantify the effect of Âp and QBO direction on the variation of a gas in the study period.
We solve the regression model over the springtime stratosphere to see how the weights
of the regression model evolve over spring, e.g. for the OMI observations, the regression
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weights are solved daily at 1◦ zonal mean latitude bins for 60◦S to 90◦S and for MLS the
regression weights are solved daily at each available pressure level in the polar stratosphere
(60◦S to 90◦S).
7.1 Regression of Nitrogen Dioxide
Figure 7.1 shows the result of the linear regression for OMI NO2 throughout the spring (from
beginning of August until the end of November). The top panel is the regression correlation,
showing the correlation coefficient for the correlation between the regressed model and the
OMI observations. The higher the correlation, the better the model agrees with observations.
Stippling indicates where the relationship was found to be statistically significant at 95%.
Note that occurrences of significance occur mostly in August and September, disappearing
in October. This is consistent with our finding that it is difficult to maintain correlation in
October when we do not account for polar vortex area. The second panel shows the constant
term and should recreate the mean seasonal change in NO2. As this panel is similar to
Figure 5.1, it is clear that this model is working to find the mean seasonal behaviour of NO2.
This supports our model as it implies that the other regression predictors are accounting
for variability about the mean.
The bottom five panels of Figure 7.1 are each of the remaining predictors in the regression
analysis, with orange indicating a positive contribution to the variability in NO2 and purple
indicating a negative contribution. Stippling in these figures is the same as the statistical
significance found in the regression correlation in the top panel to show the values of the
predictors where instances of statistical significance occur. In the panel of Âp coefficients, we
find that the majority of statistical significance occurs when Âp is positively contributing.
This implies that increasing Âp increases NO2 which agrees with our previous analysis
from Chapter 5. Whereas for the QBO panel, this occurs when QBO phase is negatively
contributing which implies that positive QBO (i.e. wQBO) results in decreasing NO2 while
eQBO increases NO2. This also agrees with our previous analysis. The linear coefficient does
not appear to have a consistent sign for the regression analysis suggesting that there has
not been a consistent linear trend in NO2 in the Southern polar region. As Liley et al. [2000]
found only a linear trend of +5%/decade, it is perhaps unsurprising that one this small does
not show up in this analysis of a shorter time series. Both ENSO and F10.7 are inconsistent
in sign of contribution during areas of statistical significance, suggesting that they may not
be so important to predicting springtime polar NO2. Another interesting feature of this
figure is the model’s inability to significantly recreate November.
7.2 Regression of Ozone
7.2.1 OMI Ozone
Next we look at the linear regression of OMI O3. This is shown in Figure 7.2. The top
panel shows the correlation between the regressed model and OMI O3 observations, with
























































































Figure 7.1: Linear regression analysis of OMI NO2. Panels show results for regression model in springtime
stratosphere, horizontal axis is time from 1 August to 1 December and vertical axis is latitude from 60◦S to
90 ◦S. Top panel is correlation between regressed model and OMI NO2 observations with contour interval
0.2 and stippling indicates areas where correlation between regression model and actual observations is
statistically significant at 95%. Second panel shows constant term in regression model with contour interval
0.5×1015 cm−2. Bottom 5 panels show the regression coefficients for the various predictors (see panel titles),
contour interval 1× 1014 cm−2 per increment increase in predictor. Stippling as in top panel.
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stippling indicating statistical significance. Like with NO2, the regression model fits best in
August and September. This time however, our model does recreate parts of November. The
second panel is again the constant coefficient and appears to match the mean evolution of
ozone column from August to December, for example the period and size of ozone depletion
matches well with that of Figure 6.1a.
For the Âp predictor, significant correlation mostly occurs when Âp contributes positively
to column ozone i.e. increases in Âp correspond to increases in ozone. This has the highest
value contribution in November of up to 20-40 DU per unit increase in normalised Âp. This
agrees with our previous results, that EPP causes ozone increases in the lower stratosphere.
The QBO predictor is always negative when significant correlation occurs. This implies
that positive QBO (i.e. wQBO) results in ozone decreases which also agrees with our previous
analysis, as we found that years with wQBO were less likely to have increases in ozone (see
Figure 6.2).
Interestingly, our model shows that there has been consistent positive linear contribution
to ozone throughout this study. This implies that there has been a positive trend in ozone
throughout the study period (2005 – 2017), which is in agreement with the findings of
previous studies [e.g. Strahan & Douglass, 2018] that ozone is recovering in the springtime,
likely due to the banning of CFCs following the Montreal Protocol.
Once again we note that ENSO and F10.7 are more inconsistent in the sign of their
contribution to column ozone in areas of statistical significance, especially in late August
to mid September. They are also typically lower in value of their contribution at this time,
implying that they may not be as important to predicting column ozone in the early southern
polar spring. The area of significance in November appears to require strong contributions
from all predictors, which is in contrast to the earlier part of this period. This exposes a
shortcoming in regression models: as they are not physically constrained, they can create
statistical significance with coefficients that are perhaps unphysical.
7.2.2 MLS Ozone
As earlier, we compare the analysis of OMI ozone with MLS ozone. As well as increasing
the rigour of our results, it also allows analysis of altitude resolved observations. The linear
regression of MLS ozone is shown in Figure 7.3. As before, the top panel shows the correla-
tion coefficient between the regression model and the MLS O3 observations, with stippling
indicating statistical significance. The vertical axis shows the pressure scale from 100 hPa
(∼18 km) to 1 hPa (∼50 km). There is a significant descending feature in this plot, begin-
ning at around 2 hPa in early August and descending to around 50 hPa in October. This
follows the approximate descent pattern of EPP-NOx [see e.g. Funke et al., 2014a], showing
that this model appears to recreate O3 for areas with increased NOx due to EPP. In Novem-
ber statistical significance only occurs in the upper stratosphere. This is concerning for the
validity of the model as our earlier analysis suggested that EPP should correlate with O3 in
the lower stratosphere in November and thus our model which includes EPP proxy should
recreate this area.
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Figure 7.2: Linear regression analysis of OMI O3. All panels show results for regression model in springtime
stratosphere, horizontal axis is time from 1 August to 1 December and vertical axis is latitude from 60◦S
to 90 ◦S. Top panel is correlation between regressed model and OMI O3 observations with contour interval
0.2 and stippling indicates areas where correlation between regression model and actual observations is
statistically significant at 95%. Second panel shows constant term in regression model with contour interval
50 DU. Bottom 5 panels show the regression coefficients for the various predictors, contour interval 10 DU
per increment increase in predictor. Stippling as in top panel.
78 7. Multiple Linear Regression Analysis
The constant term of the regression model is shown in the second panel. As this captures
the mean behaviour of ozone in the stratosphere (see Figure 6.3a), this supports our model
as this implies variations about the mean are picked up by the other predictors in our model.
The Âp regression coefficient throughout the spring stratosphere is shown in the third
panel. Note that in the upper stratosphere in August, Âp contribution is negative whereas
the following areas of statistical significance almost always occur when Âp contribution is
positive. This negative feature implies that Âp contributes to O3 loss at this time which is
likely due to EPP-NOx catalytically destroying ozone. However, we note the large contribu-
tions from the other coefficients in this area, especially the large positive QBO contribution
which seems unphysical based on our earlier analysis (since QBO should negatively con-
tribute to ozone in the stratosphere). This reveals another area where our model is limited
in its usefulness as it is probably unconstrained by physics. The following descending positive
contribution of Âp implies that increases in Âp contributes positively to ozone variability. Due
to the values of the other coefficients, this model appears to be valid in this region. This is
especially crucial in the area of descending correlation throughout September-October iden-
tified above, as it supports the claim that descending EPP-NOx correlates with increased
ozone. Interestingly, while this model finds positive contribution in the lower stratosphere
in November as we might have expected from Figure 6.4, this is not statistically significant.
Next we inspect the QBO coefficient panel. QBO contributes positively in the upper
stratosphere in August, before shifting to negatively influencing ozone in the springtime
stratosphere with strongest contributions occurring in September-October. While the early
positive contribution is somewhat inexplicable as discussed above, the negative contribution
in the rest of the period implies that positive QBO (i.e wQBO) results in ozone decreases.
This supports our theory that the westerly QBO on the polar vortex results in more ozone
loss in the lower stratosphere in the spring. In this panel QBO remains negative in Novem-
ber which agrees with our earlier results, though, again, this is not statistically significant
implying that perhaps our model is limited at this time.
The fifth panel shows the contribution of a linear trend to ozone. Areas of statistical
significance coincide with positive contributions of the linear trend in August and September
in the lower stratosphere. As these are the months and altitudes where the ozone hole forms,
this supports previous evidence that on average the ozone hole is gradually recovering. The
positive contribution of the linear trend in our regression model further seems to agree with
previous evidence of the success of the Montreal Protocol in helping ozone recovery.
Here again, the ENSO and F10.7 do not show consistent signs of contribution at areas of
significance. Also, their coefficients are generally lower than those of the Âp, QBO and linear
contributions in November. This implies that they are perhaps not as crucial to predicting
altitude resolved ozone in the stratosphere at this time.
7.3 November Regression
One major finding of the regression analysis is the inability of the model to consistently
recreate NO2 and O3 throughout November. We posited that this may be due to the inclusion
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Figure 7.3: Linear regression analysis of polar MLS O3 (averaged over 60◦S to 90◦S). All panels show
results for regression model in springtime stratosphere, horizontal axis is time from 1 August to 1 December
and vertical axis is altitude in pressure levels from 100 hPa to 1 hPa. Top panel is correlation between
regressed model and MLS O3 with contour interval 0.2 and stippling indicates areas where correlation
between regression model and actual observations is statistically significant. Second panel shows constant
term in regression model with contour interval 0.5 ppmv. Bottom 5 panels show the regression coefficients
for the various predictors, contour interval 0.1 ppmv per increment increase in predictor. Stippling as in top
panel.
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of the ENSO and F10.7 predictors. These were included as has been done in previous, similar
studies but here they were not found to have a consistent contribution to the gas we want
them to predict. Here, we redo our regression model in November but this time removing
the ENSO and F10.7 predictors. This is to find whether excluding these terms results in a
better model fit at this time, and thus whether these terms are as important to predicting
NO2 and O3 in November.
Figure 7.4 shows the new regression analysis for OMI NO2 in November. The new analysis
has resulted in slightly more statistical significance appearing in mid-November. Here, Âp is
positive and QBO is negative. This agrees with our previous analysis, that Âp contributes
positively to NO2 in November and QBO contributes negatively (less NO2 in wQBO years).
Interestingly the linear term is positive in the polar regions which possibly is evidence of
the increasing NO2 reported by Liley et al. [2000]. While slightly better than the previous
model, this model still does not consistently predict column NO2 in November.
Next we look at the new analysis for OMI O3. This is shown in Figure 7.5. Once again
we find a very slightly increased occurrence of statistical significance in mid-November.
Throughout this period, Âp contributes positively, QBO contributes negatively and linear
contributes positively. This agrees with the findings in earlier sections e.g. Figure 6.4, that
Âp results in positive O3, while eQBO (i.e. negative QBO) is more favourable for O3 healing.
The positive linear trend also aligns with the findings of previous studies, that O3 is healing
in the southern polar springtime. Once again, the exclusion of F10.7 and ENSO has not
made a great improvement for O3 column prediction.
Lastly we look at MLS O3 regression model in November (Figure 7.6). The coefficients
here are similar to those in November in Figure 7.3, except there is now an area of statistical
significance occurring consistently in the lower stratosphere in November. This is in better
agreement with our findings as it implies that the ozone increases from Âp occur in the
same place where we found chlorine decreases (Figure 6.8). The positive contribution is
likely from NO2 interfering with the active chlorine, preventing both from catalytically
destroying ozone. Statistical significance also occurs with negative QBO, which implies that
wQBO corresponds to negative O3 as we have previously found. Note also that the linear
contribution is positive here too, in agreement with the findings of previous studies of ozone
healing in the springtime stratosphere. Excluding ENSO and F10.7 appears to have improved
this model’s predictive power for lower stratospheric O3 in November.
7.4 Chapter Summary
The linear regression analysis in this chapter has reinforced the importance of results from
the previous chapters. We found that the model adequately recreated the mean behaviour in
both NO2 and O3 in August, September and some of October, implying that our predictors
account for variability about the mean in the study period. We were also able to somewhat
match the descent pattern of EPP-NOx in the O3 mixing ratio model (Figure 7.6). This
implies the altitude resolved model works best in areas of high EPP-NOx. As the descent of
EPP-NOx is a proven phenomenon [Funke et al., 2014a], this supports the validity of this
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Figure 7.4: Linear regression analysis of OMI column NO2 for November. Top panel is correlation between
model and OMI NO2 observations. Stippling indicates statistical significance and contour interval is 0.2.
Second panel shows behaviour of constant term in the model, contour interval 0.25×1015 cm−2 with stippling
as above. Bottom three panels are Âp coefficients, QBO coefficients and linear coefficients respectively.
Contour interval for all is 0.1× 1015 cm−2 with stippling as in top panel.














































































Figure 7.5: Linear regression analysis of OMI column O3 for November. Top panel is correlation between
model and OMI O3 observations. Stippling indicates statistical significance and contour interval is 0.2.
Second panel shows behaviour of constant term in the model, contour interval 25 DU with stippling as
above. Bottom three panels are Âp coefficients, QBO coefficients and linear coefficients respectively. Contour
interval for all is 5 DU with stippling as in top panel.



















































































































































Figure 7.6: Linear regression analysis of MLS O3 mixing ratio for November. Top panel is correlation
between model and MLS O3 observations. Stippling indicates statistical significance and contour interval is
0.2. Second panel shows behaviour of constant term in the model, contour interval 0.5 ppmv with stippling
as above. Bottom three panels are Âp coefficients, QBO coefficients and linear coefficients respectively.
Contour interval for all is 0.05 ppmv with stippling as in top panel.
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model for predicting ozone in this region.
By removing the ENSO and F10.7 predictors from the model we wanted to find if this
would improve the model in November. This was neither successful for column NO2 nor
column O3, however, it somewhat improved O3 mixing ratio correlation in the lower strato-
sphere. This indicates that QBO and Âp are important to predicting altitude resolved O3
in the stratosphere, however more analysis is required to account for the variability in the
NO2 and O3 columns in linear regression models.
Chapter 8
Conclusions
The findings of this work are summarised in Figure 8.1. The left side describes the relative
effect on the polar atmosphere when large amounts of EPP occurs in eQBO years while the
right side demonstrates the same thing but for wQBO years. Red arrows indicate a positive
relationship (i.e positive correlation) while blue arrows represent a negative relationship.
Arrow width shows the relative strength of each process between each phase of the QBO.
For example, more PSCs result in more Clx activation so a red arrow labelled “activation”
points from PSCs to Clx. Also there are more PSCs in wQBO years resulting in more Clx
activation so the arrow is thicker in wQBO years than eQBO years.
The main finding of this thesis can be thought of as the lines connecting O3, NOx and
Clx, and how the strength of these relationships depends on the combination of QBO phase
and amount of EPP. We have shown that in years with high EPP and eQBO that there
is both less Clx activation from PSCs and more is deactivated via reactions with NOx. We
hypothesise that this results in less catalytic O3 loss from Clx, and a net healing effect on
O3 in years with high EPP and eQBO in winter.
We have shown this firstly with OMI NO2 column observations and using Âp as EPP
proxy. We found that not only did high Âp in winter result in more NOx the following spring,
but this effect is stronger when the QBO in May is in the easterly phase. Using N2O and
HNO3 observations from MLS we support this with evidence of less denitrification and less
N2O transport in eQBO years.
We then inspected ozone to investigate the effect of heightened EPP-NOx finding an
increase in O3 which appeared to occur simultaneously with the NO2 increases. We hypoth-
esise that this is due to NOx interfering with active chlorine at this time, preventing both
species from catalytically destroying ozone. This results in net ozone recovery in these con-
ditions. We investigated our hypothesis using MLS ClO observations, and ClONO2 from a
combination of ACE-FTS and MIPAS. While it was fairly obvious that ClO was decreasing
under the same conditions, it was difficult to definitively conclude that this was due to in-
creases in ClONO2, as ClONO2 observations from the two instruments were either spatially
or temporally limited. Though we conclude that there is an indication that this is occurring,
we recommend this as a point for further investigation. This study is the first time that the




















































































































Figure 8.1: Flow chart demonstrating modulation effect of QBO on O3 depletion in the polar stratosphere
for each phase of the QBO. Red arrows represent positive relationship while blue arrows show negative
relationship. The relative strength of each process is indicated by arrow width. Each arrow is labelled with
the linking process. The left panel shows the relative effect on NOx, PSCs, Clx and O3 for eQBO years,
while the right panel shows the same but for wQBO years.
provide the first observational evidence that this is due to the chlorine buffering proposed
by Funke et al. [2014a].
Using a multiple linear regression analysis, we showed that both Âp and QBO should be
included to model NO2 and O3 variability in the springtime over the study period. We also
posit that their contributions to the variability of vertically resolved O3 in the polar regions
may outweigh those of predictors used in previous studies, ENSO and F10.7.
8.1 Future Work
This thesis has relied heavily on the use of satellite observations. From this we have been able
to draw conclusions about the state of the polar stratosphere from 2005-2017. Unfortunately,
satellite observations can be limited by factors such as orbit and viewing method. One
limiting factor of this study is the relative lack of observations of ClONO2, both in terms
of temporal and spatial location. We suggest that a future study further investigates with
ground based observations, reanalysis data or model simulations, all of which have better,
or more consistent, representation of ClONO2 and may improve our understanding of its
role with EPP-NOx.
As has been mentioned many times in this thesis, the ozone hole is recovering as CFC and
thus Clx concentration decreases in the polar atmosphere. Here, we provided observational
evidence that EPP-NOx can also serve as a buffer to prevent chlorine activation, which has
the extra effect of preventing NOx from catalytically destroying ozone. Consider the future
with ozone recovery, and chlorine in the springtime reduced back to pre-1980s levels. This
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removes Clx from Figure 8.1, meaning EPP-NOx is no longer buffering with Clx and is
instead free to catalytically destroy ozone. Thus the role of EPP past, present and future is
important for diagnosing the future of ozone recovery. We hence propose that future work
should focus on better understanding the stratospheric impact of EPP-NOx and how this
effect may become a critical source of stratospheric ozone loss in the future.
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In this work, sensitivity tests were utilised to ensure robustness of results. Here we summarise
the tests and their outcomes.
Table A.1: Table summarising the main sensitivity tests done in this thesis
Test Brief Description Outcome
QBO Calculated correlation and
anomaly of NO2 for differ-
ent length QBO lag over two
QBO cycles (56 months).
Best correlation occurs when previous
May is used, followed by June and
April. Also found the results repeated
with approximately 28 month period -
i.e. the period of the QBO.
Ap Calculated correlation of
NO2 and four month mean
Ap for different months.
Strongest correlation found May–
August mean with correlation decreas-
ing as the four months selected became
further from the winter months.
NO2 Averaging
Kernels
Checked the OMI NO2 aver-
aging kernels to ensure the
column maximised in the
lower stratosphere [Bucsela
et al., 2013].
Column maximised at around 22 km,
with main contributions from around
18 – 32 km.
ENSO Tested the ENSO lag used
in the linear regression such
that the lag minimised the
residuals.
Lags of 5 months, 4 months and 4
months for September, October and
November respectively were found to
minimise the residuals for each month.
Random Epoch Compared composite
anomalies in this study with
the composite anomaly of
random combinations of
years.
The combination of QBO and Âp based
on our designation showed the most
consistent outcomes across the gases
(both spatially and temporally). Also,
anomalies from random epochs were
not often found to match the ones re-
ported by our subgroups.
