INTRODUCTION
The general motivation for this paper is the study of nontrivial periodic solutions of parametrized families of differential-delay equations of the form 3(t) = hAAt-NIL At -Ndr..., v(t -Nk)), (0.1)
where hl: Rk + R is a continuous map and N, , N*,..., Nk are nonnegative integers. By a periodic solution y(t) of period p of Eq. (0.1) we mean a nonconstant solution y(t) such that y( t +p) = y( t) for all t (so p need not be the minimal period). We shall be interested in finding integers p > 3 and corresponding conditions on hA which insure that Eq. (0.1) has no periodic solution of period p for any I > 0. As discussed, for example, in [S] , any such result can, when used in conjunction with the global Hopf bifurcation theorem or Fuller's index or the theory of nonlinear cone mappings, provide a great deal of information about the existence and qualitative properties of periodic solutions of Eq. (O.l).For the most part we shall leave such applications to the reader: the results in [S] serve as a model.
The general approach in this paper is as follows: If one assumes that y(t)
is a periodic solution of Eq. (0.1) of integral period p and one defines u,(t)=y(t-j+ 1) for 1 <j<p, one discovers that u(t)=(u,(t),..., u,(t)) satisfies a "cyclic system of ordinary differential equations" (see [S] ), say C(t) = g(u(t)).
(0. 2) We shall prove that Eq. (0.1) has no periodic solutions of period p basically by proving that every solution of Eq. (0.2) satisfies lim,, m lu(t)l = 0 or lim I+ co lu(t)l = co, and the key step in proving the latter statement will be the construction of appropriate Lyapunov functions for Eq. (0.2). If one linearizes Eq. (0.2) about 0, one is led to the equation where A is a real, circulant matrix (defined in Sect. 1). Thus the fact that circulant matrices enter our work is, in a general sense, unsurprising. If p > 3, it is shown in [S] that Eq. (0.1) presents too general a class (although see Remark 1.4), and in fact the immediate motivation for this paper comes from the equation
(studied in Sect. 1) and the equation
which is studied in Section 2.
Indeed, perhaps the most striking feature of Theorem 1.1 is that, when it is applied to Eq. (0.3) it gives, in a very sharp sense, best possible results. Specifically, we shall discuss when Eq. (0.3) has no periodic solution of period 2m + 1 (and hence none of period 2 + (l/m)). If our assumptions are weakened even slightly, there exists 1> 0 such that Eq. (0.3) has a periodic solution of period 2 + (l/m) (see Remark 1.2). Such theorems, when combined with results in [4] , provide a variety of information about Eq. (0.3) (see Remark 1.3).
CIRCULANT MATRICES AND PERIODIC SOLUTIONS OF DIFFERENTIAL-DELAY EQUATIONS
We begin by recalling some known results about circulant matrices; further information and details can be found in [ 11. A square matrix A is called "circulant" if and one writes A = circ(a,, a2,..., a,). More formally, if 6 , is the entry in rowiandcolumni,thenbii=uj-i+,, where the subscripts of ak are written modulo n, so a, -a,, a ~ 1 = a,-, , etc.
If z is an nrh root of unity (so z" = 1) and one defines u, E c" by 1) it is easy to check that uz is an eigenvector of A with corresponding eigenvalue 1, given by. If N is an n x n circulant matrix (real or complex) and N* denotes its conjugate transpose, one can easily prove that N* is a circulant matrix and hence has the same eigenvectors U, E @" as N. It follows that NN* = N*N, i.e., N is normal.
We shall only use our next lemma for the case of circulant matrices, and in that case we could easily prove it directly without reference to the general theory of normal operators. However, we prefer to place the result within the framework of normal operators. If a=inf{ (NV, u): UE H, llvll = l}, it follows that Re(Nu,u)=(Ax,~)+(Ay,y)~ccllxll~+aIlyIl~=cr, (1.7) and this implies inf{Re((Nu, u)): UEX, Ilull = l} >inf{ (Nu, u): UE H, Ilull = 1).
The opposite inequality is obvious. Before using Lemma 1.1 we need to recall a special case of a theorem in [3] or [7] ; an argument in Section 1 of [S], although applied to a specific example, works in greater generality and also gives the result we shall state. Suppose that F: [w" + I? is a locally Lipschitzian function and that V: IV -+ Iw is a C' map. Define PI: R" + R by P(x) = (VV(x), F(x)) (1.9) (where VV(x) is the gradient of V. and ( . , . ) denotes the standard inner product on IF!") and assume that V(x) # 0 for all x # 0. If x(t) = x(t; x0) is the unique solution of i(t) = w4t)), $0) =x0, and x(t) is defined on a maximal interval (IX.+ pXO), then lim Ilx(t)ll = co I-+X or lim Ilx(t)ll = 0, r-a where a denotes a,, or /I,,. Note that in [7] it is assumed that V is C*, but the second derivative is needed only if one does not assume that p(x) # 0 for all x#O. Note also that if there exist constants A and B such that IIF(x)ll GA lbll + B for all x (as will be true in almost all of our applications), then standard theory of ODES implies a, = -co and p, = +cc.
Our next lemma treats a class of ordinary differential equations which may seem unnatural but which we shall show arise naturally in connection with differential-delay equations. is a periodic or constant solution of Eq. (1.12). In this crude sense Lemma 1.2 is a best-possible result.
We shall now apply Lemmas 1.1 and 1.2 to the question of existence of certain periodic solutions of differential-delay equations. In this paper, a map x: R + R" is said to be periodic of period p if x(t +p) =x(t) for all t and x(t) is not constant; thus p need not be the minimal period. Proof: If y(t) were a periodic solution of period n/m, y(t) would be of period n. For 1 <j < n define xj( t) = y(t -j+ 1 ), B = A = circ(a, , a*,..., a,) /Ij = a and gj(u) =f(u).
A calculation shows that in this notation x(t) = (xl(t), X*(f),..., x,(t)) is a periodic solution of Eq. (1.12). However, Lemmas 1.1 and 1. wherez,>l,x(t)<Oforz,<t<z,, where z2 -zi > 1, and x(t + z2) =x(t) for all t). If f is also odd, the slowly oscillating periodic solution x(t) can be chosen so x(0) = 0, x(t) > 0 on (0, zi), z1 > 1, and x(t + z,) = -x(t) for all t.
If f:. IR + Iw is a locally Lipschitzian map such that xf(x) < 0 for all nonzero x and n is a positive integer one obtains directly from Theorem 1.1 that if
If(x)1 <I-J-1x1 for x+0, n We have already remarked that if f is odd, Eq. (1.22) will, for A> AO, have a periodic solution x(t) such that x(t + z,) = -.x(t) for all t. Our next theorem shows that, under mild assumptions on S, z, # 2. THEOREM 1.2. Assume that f: R -+ iw is locally Lipschitzian, xf (x) < 0 for all x # 0 and f is odd. Then, for every A> 0, Eq. (1.22) has no solution x(t) (other than the zero solution) such that x(t + 2) = -x(t) for all t. 
implies that i(t)= -~y(t)+~g(y(t-l),y(t-4),y(t-7),...,y(t-1-3m))
has, for 1> 0, no solution of period 3.
SOME CRITERIA FOR NONEXISTENCE OF SOLUTIONS OF PERIOD 3
The central technical point of the arguments of Section 1 was explicitly to minimize a certain real-valued function, namely 4(y) = (Ay, y ), where A is a circulant matrix and I y I = 1. We want to sketch how the same basic idea, namely the explicit minimization of a certain real-valued function, leads to a substantial improvement in results in Section 1 of [S] about the equation
We begin with the basic technical lemma. If Q is the orthogonal projection of R3 onto {(t, t, t): tE R}, then P = I-Q, so V has a natural geometrical interpretation. = xi( -t), I= -I and fi = -,u and note that g'f(t)= -k+ ltzi+ l(t))-~gi+2tai+2(t)), which is the case previously considered (note that Eq. (2.27) is unchanged if 1 is substituted for A and fi for p).
If ,u>O, defing -;l-l(t)=x,(t), %,(t)=x,(t), Z3(t)=x2(t), g,(v)=gl(v), g2(v) = g3(v), and g3(v) =g2(v) and note that where 2 = /J and ,C = 1. This is the first case considered (note that Eq. (2.27) is unchanged if A is substitued for ,u and p for A). Finally, if P-C 0, we can reduce to the case ,U > 0 by the same trick used to reduce the case Iz < 0 to the I > 0. Because we assume J. # -p, either 1 or p is nonzero, and the theorem is proved. 1
Our main interest in Theorem 2.1 is as a tool to obtain information about differential-delay equations. 
