We study aeromagnetic maps from four areas in the Western United States: Utah High Plateaus, Yellowstone National Park, Southern Great Basin, and Uinta Basin. In the first area we try to infer depth-to-bottom of magnetic source by comparison of individual anomalies with theoretical fields of vertical prisms. We conclude that this task is impossible, at least for the few anomalies considered. Assuming a bottomless prism a fit can be obtained which is not significantly worse than the best fit obtainable with any prism model. This is documented by both nonlinear and linear inverse theory.
76 R. T. Shuey et In magnetic interpretation most emphasis is on locating the upper comers of the source bodies. Since these usually account for all the peaks and inflections in the measured field, it is difficult to obtain much information about the lower comers. But in some cases such information is desired. Two types of 'bottom' may be distinguished: on the one hand a lithologic unit may actually terminate. This is normally the case with volcanic piles. For the Siberian (Bulina 1961) and Canadian (Hall 1968) shields it has been suggested that the bottoms of bodies causing regional magnetic anomalies are coincident with an intracrustal seismic discontinuity, implying the magnetic bottom represents a lithologic interface. But magnetization also disappears at the depth where temperature rise above the ferrimagnetic Curie point. In this case the lithologic unit causing the anomaly may continue down below the magnetic bottom. This paper reports on extensive attempts to determine the depth-to-bottom for deep magnetic bodies. Our work has been briefly mentioned elsewhere (Shuey et al. 1973; Smith et al. 1974 ), but we have been slow in submitting a detailed paper. One reason is that we are not very satisfied with the results. Yet we feel that a summary of our experience is worthwhile, particularly because it is contrary in some respects to other published reports (Bhattacharyya & Morley 1965; Bhattacharyya & Leu 1975b) .
The data are from four areas outlined in Fig. 1 , all along the eastern margin of the Great
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Basin of the western United States. Many of the major anomalies are attributed to granitic intrusives, probably of Cretaceous and Cenozoic age. For these the lithologic unit may extend to great depth, perhaps to the base of the seismic crust. For each of the four areas studied we tentatively assume that on the whole the magnetic bottom is of the second type, and coincides with the Curie isotherm. Determination of depth-to-bottom is then tantamount to determining the average geothermal gradient in the crust. What is the temperature value whose depth is to be determined by analysis of the magnetic field? For pure Fe304 the Curie point is 580"C, but this is significantly reduced by substitutional titantium. Curie points as low as 100°C have been measured for some volcanic rocks (Nagata 1961, p. 96) . But in plutonic rocks the titanium is largely exsolved as ilmenite.
Buddington & Lindsey (1964, p. 313) give the titanium content of magnetite in equilibrium with ilmenite for various oxygen buffers. These data suggest that for rocks in the deep crust and upper mantle the titanium content of the spinel phase will be 5 to 10 mole per cent ulvospinel, corresponding to a Curie point of 560 to 520°C. Thus a temperature in this range is indicated at the magnetic bottom of plutonic bodies. We use the convenient term 'Curie depth' for the mean distance down from the magnetic survey altitude to this level.
Anomalyanalysis
There have been only a few serious attempts to determine Curie depth from magnetic surveys. Notable are the studies of Vacquier & Affleck (1941) and Bhattacharyya & Morley (1965) . Since our work was completed, Bhattacharyya & Leu (1975b) made an analysis for Yellowstone Park, one of the four areas in Fig. 1 . In each instance a large number of individual anomalies was considered (125, 85 and 35 respectively). The two early studies used rather similar methods. In both cases the body was assumed to be a vertical-sided prism. The depth-to-top and the horizontal coordinates of the sides were all determined by semiempirical graphical methods. Then using these values, the field over the body centre was analysed to give the magnetization and the depth-to-bottom. Vacquier & Affleck (1941) assumed that, averaged over many anomalies, the magnetization was independent of depthto-top. This assumption allowed them to get an average Curie depth for their whole data set. Bhattacharyya & Morley (1965) used the first vertical derivative together with the anomaly amplitude to solve for magnetization and Curie depth at each anomaly. They also used the anomaly asymmetry to get the direction of magnetization, which was found to differ considerably from the present main field direction.
We first attempted to determine Curie depth by analysis of individual anomalies along the above lines. The data used was from a survey flown in 1971 by the University of Utah, in Area A of Fig. 1 . The data was gridded directly from the flight lines, smoothed, and reduced to the pole. Fig. 2 is the resulting map. Nearly all the anomalies are thought to be due to intrusives of early Tertiary age (Eppich 1972) . In addition, maps were made of first and second vertical derivatives, and of the field continued upward to various altitudes. For each circular anomaly in Fig. 2 the source body was assumed to be a right vertical cylinder magnetized along the present main field.
Our first method was similar to that of Bhattacharyya & Morley, except that we assumed magnetization direction to be along the geomagnetic field. We considered this justifiable because of the probable Cenozoic age of the source bodies. We estimated the cylinder radius from the second vertical derivative, and the depth to top by a half-slope rule. We then solved for magnetization and depth-to-bottom from the peak anomaly and the peak vertical derivative.
This procedure tended to give the same sort of answer reported in the earlier studies, around 20km. However it gave no estimate of the precision of the answer. For this we 78 R. T. Shuey et al. needed a larger data set, to get an overdetermined system. Specifically, we read off the field and its first and second vertical derivatives both at the survey level and 2.5 km above, and in addition the field 5 km above, all over the centre of the body. We used this data set to determine the magnetization, radius, depth-to-top, and depth-to-bottom. The optimum parameters are those for which the mean square misfit to the data is a minimum. Each datum was weighed inversely to its estimated uncertainty.
In this revised procedure we did not attempt first to estimate radius and depth-to-top. The reason is that unless all parameters are allowed to vary simultaneously, no realistic analysis of parameter uncertainty will be obtained, because of covariance between the parameters estimates. The idea of determining body parameters solely from data at various heights over the body centre had been previously applied by Paul (1972) . Fig. 3 shows contours of the mean square error in a planar section of parameter space. The contours are labelled by statistical confidence, according to the procedure of Shuey (1974) . Note that radius is quite well determined, even though all the data are over the centre of the body. The depth-to-top is somewhat less well resolved. But as shown in Fig. 4 the depth-to-bottom is almost complete unresolved. In this case the 50 per cent confidence level corresponds to a relative mean square error of 2.0, which is never attained. The actual optimum is quite shallow, about 13 km.
In Fig. 4 it is notable that the curve ends at 11 km, just above the optimum. The reason is shown in Fig. 5 . As successively shallower bottoms are hypothesized, the optimum depthto-top becomes deeper, until at about 11 km they become equal. The corresponding model is a thin circular disc of unrealistically high magnetization. Note also in Fig. 5 that the optimum radius increases as depth to top increases. This same parameter covariance was evident in Fig. 3 as well. The form of the mean square error function in parameter space as demonstrated by Figs 3, 4 and 5 is characteristic of the vertical prism model and not an accident of the particular anomaly (the 500 gamma anomaly of Fig. 2) or of the particular data set (values and derivatives over the body centre). This statement is based on numerical experiments with various theoretical anomalies and various data sets. After the work was completed, a paper by Whitehill (1973) appeared with the same conclusions. He used a rectangular prism instead of a circular one, and his data set consisted of field values at a large number of points (21 and 37 in his two field examples) scattered over the undistorted portion of the anomaly. With this larger data set he could also optimize the horizontal coordinates of the body centre and the value of background magnetic field. (The strike of the prism axes was fixed by inspection of the map.)
The following conclusions are common to our study and that of Whitehill (1973):
(1) The data can be fit about equally well for any postulated depth-to-bottom (i.e. body thickness). This is the point of our Fig. 4. (2) For a given body thickness, there will be a definite optimum depth-to-top, although the minimum of mean square error is often not as sharp as one would like. This is illustrated by our Fig. 3. (3) The family of vertical prisms fitting a given anomaly ranges from a thin sheet to a bottomless prism. The thin sheet has the maximum depth-to-top, and the bottomless model has the minimum depth-to-top. This is shown by our Fig. 5. (4) Another characteristic shown both by Tables 3 and 5 of Whitehill (1973) and by our Fig. 3 is that the horizontal dimensions vary relatively little within the family of vertical prisms fitting the data.
( 5 ) Still another point is that once the thickness is greater than the diameter (the smaller diameter for an elongate body) there is little change in optimum parameters as thickness is further increased. This is strikingly shown in our (6) Finally, it should be noted that optimum magnetization varies greatly among the family, having a minimum value for the thick prisms and arbitrarily high values for thin prisms. If good independent information were available on magnetization, the range of possible bodies would be reduced.
Resolution of anomaly parameters
The numerical generalizations given above imply that it is essentially impossible to determine Curie depth with any resolution at all by fitting a vertical prism to a single anomaly. We a r i e depth detemination 81 therefore turned to the stochastic technique described later in this paper. But before abandoning the attempt to interpret individual anomalies we analysed the situation using the statistical techniques of 'general linear inverse theory' (Wiggins 1972) . This analysis suggested to us how previous workers might have underestimated the uncertainty of their Curie depth determinations.
Suitable dimensions must be used for both data and parameters. For the data, the best procedure is to estimate the uncertainty of each datum and then divide it by this uncertainty to get a normalized datum. Thus a unit increment in the vector space of normalized data represents a data change equal to the uncertainty. Each normalized datum is considered an independent random variable with variance uz, where u is the ratio of a posteriori standard deviation to II priori uncertainty. As to dimensioning of parameters, we consider the best approach in the present problem is to take the natural logarithm of each parameter. Then a unit increment in parameter space represents a change by a factor e.
In our case the data pertain to the shape of a magnetic anomaly and the parameters to the shape of the body. Specifically, the data are various derivative and upward-continued field values over the anomaly centre, all relative to the peak anomaly. The parameters are radius, depth-to-top, and depth-to-bottom (Curie depth). The mathematical relation between model parameters and theoretical observations is nonlinear, but may be linearized by a Taylor approximation about a parameter set thought to be nearly correct. Table 1 gives typical eigenvalues and parameter eigenvectors for the system matrix. We consider that the eigenvalues Xi and the parameter eigenvectors X, will not qualitatively depend on the type of data used, as long as it represents field values from throughout the anomaly. This hypothesis is supported by a similarity between our contours (Figs 3,4,S) and those of Whitehill (1973) . Because of the dimensions chosen for data and parameters, the eigenvalues hi represent the number of standard deviations which the data would be changed due to a parameter change by factor e. The best determined canonical parameter is mostly radius, and the worstdetermined parameter is mostly depth-to-bottom. The confidence limits on the latter extend well outside the limits of validity of the linearization. While a change in the poorly determined parameter is primarily an increase of Curie depth ZB, it is also a decrease in depth-totop ZT and to a lesser extent of radius R. All of these features were remarked previously in the error contours.
While the parameter changes given by the three eigenvectors are statistically independent, the changes in the original parameters are not. In the linear approximation the covariance matrix of the least-squares parameter estimators is assuming u2 is unity. For the example in Table 1 , where the ratios of the eigenvalues are larger than the ratios of the eigenvector components, the covariance matrix is completely dominated by the contribution of the smallest eigenvalue, X-j*X,X:. Consequently the parameter correlation coefficients are essentially unity. We believe that previous workers may have underestimated the &certainty in their Curie depth determinations because they neglected this extremely high correlation. Recently Bhattacharyya & Leu (1975a) made careful new studies on the resolution of depth-to-bottom for single anomalies. They describe a computational procedure which can recover rather well the vertices of a general prism from its theoretical magnetic anomaly. However, we do not find anything in their published work to contradict the general proposition that for a real map, with anomalies flanking one another, there is no limit to depth extent among the family of all prism models whose theoretical magnetic field matches the observed field over the area of a single anomaly.
Stochastic theory of magnetic maps
The general principles of spectral analysis of magnetic maps have been discussed by many authors, such as Gudmundsson (1967) , Naidu (1968) , and Spector & Grant (1970) . Therefore we will not give any derivations but simply state the principal relations. The normal geomagnetic main field is to be subtracted from the measured field, leaving a residual field T ( x , y ) , which is considered as a realization of a real, univariate, two-dimensional random process. For convenience the process is assumed to be stationary, that is, probability distributions are assumed unaffected by a shift in x or y. This assumption is reasonable only for maps restricted to one geologic province (Naidu 1970) . With source bodies limited in depth, the expectation value of the residual field is zero
The autocovariance function is
The value of the autocovariance at zero lag is the mean square residual field. We define the power spectrum as
Since autocovariance is symmetric, the power spectrum is real. If the magnetic field is measured in gamma and the distances in kilometres, then the spectrum has dimensions of (gamma)2 (~UII)~, and the frequency vector (u, u) has the dimension of cycles per kilometre. Our definition of the power spectrum follows Jenkins & Watts (1968, p. 217) and Kanasewich (1973, p. 76) , but other definitions appear in theliterature. For example, Gudmundsson (1967) defines the power spectrum as the above quantity divided by ( 2~)~. Furthermore Gudmundsson (1967) , Naidu (1968) and Spector & Grant (1970) use (u, u) for the vector of angular frequency, which has units of rad/km. The power spectrum of the magnetic field depends on the autocovariance of the subsurface magnetization. Our statistical model is similar to that of Spector & Grant (1970). The magnetization is zero except in discrete, uniformly magnetized bodies. Let t ( x , y ) be the magnetic field due to a body located at the origin. The Fourier transform of t (x, y) is
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We define the anomaly spectrum s(u, u ) and anomaly autocovariance a ( x , y ) by the equations
Note that these have different dimensions than do the corresponding map quantities S(u, u ) and A ( x , y ) . Assuming the body has limited extent both horizontally and vertically, the anomaly has zero mean value and the spectrum is zero at zero frequency
The anomaly t ( x , y ) depends on the body parameters specifying size, shape, depth and magnetization. These are supposed to be statistically distributed. The mapped field T ( x , y ) is due to such bodies randomly located. For mathematical convenience we suppose that the (x, y ) coordinates of the body centre are statistically independent of the other body parameters. This is a questionable assumption; in particular, it may allow the bodies to overlap.
Spector & Grant (1974) point out that this situation is not necessarily unrealistic.
With the above assumptions and definitions, the autocovariance of the mapped field can be expressed as where n is the mean number of anomalies per area, the sum extends over anomalies neighbouring a given anomaly, and (&, &) are the coordinates of the neighbouring anomaly relative to the given anomaly. The corresponding expression for power spectrum is The second factor is real because the distribution of neighbours must be symmetric, again because of the assumption that anomaly form is statistically independent of location.
Equations similar to the above appear in the theory of X-ray scattering by condensed matter. The Fourier transform of the scattered intensity has two factors, a form factor relating to the shape of an individual atom and a structure factor relating to the arrangement of atoms. In the present case (s(u, u ) ) relates to the average shape of an anomaly and to the average arrangement of anomalies. In the case of a crystalline arrangement, this factor is very large for frequency vectors (u, u) on the reciprocal lattice. For a random arrangement the expectation of the sum vanishes and the map spectrum is just
(1 1)
The interpretation procedure of Spector & Grant (1970) is based on this latter model. But if the anomalies tend to cluster or be aligned into lineaments, the assumption that the expectation of the sum vanishes is questionable. In our spectral estimate for each area ( Fig.  1) we attempted to correct for the effect of spatial relations between anomalies, that is, we estimated n (s (u, u ) > rather than S(u, u).
4 Source parameters resolved by spectral analysis
The type of body most commonly used in aeromagnetic interpretation is a uniformly magnetized vertical prism. Its amplitude spectrum is R. T. Shuey et al. I
The factor Q is the pole strength, that is, the magnetization times the area of the top or bottom. It is independent of (u, u) and determines the magnitude of the spectrum. R (u,u)
is the reduction-to-pole factor, which depends only on the direction of the frequency vector (u, u ) and not on its magnitude, f = (u'+ u')"'. In our work we have always evaluated R assuming the magnetization directed along the main geomagnetic field. The shape factor P(u, u ) depends on the plan outline of the body. It is the absolute value of the Fourier transform of a function zero outside the body outline and constant inside. At zero frequency the shape factor is normalized to unity, and when the frequency becomes comparable to the reciprocal of body horizontal dimensions, it starts to drop off. At still higher frequencies the factor oscillates, but these oscillations are smoothed out for a distribution of body shapes. The frequency dependence of the amplitude spectrum is dominated by the 'principal factor'
where ZB is the depth-to-bottom (Curie depth) and ZT is the depth-to-top. This factor is shown as curve A in Fig. 6 . (Curve B will be discussed later.) The presence of a peak indicates that the bottom is being resolved. As emphasized by Spector & Grant (1970), a rather large map is necessary. For typical values of ZT and 23, the spectral peak is at about 0.01 cycle/km. Thus as a bare minimum the map must be 100 km in at least one dimension. Put another way, the map size should be at least 2nZB. This rule of thumb has been elaborated recently by Regan & Hinze (1976) for the related gravimetric problem.
Unfortunately, identification of the frequency of a spectral peak is not sufficient to determine ZB. Fig. 7 shows families of (ZT, ZB) values for which the principal factor has the peak located at the same frequency. Such families of models are rather like the ones found in analysis of single anomalies. In particular, BOTTOM curve in Fig. 5 . But there is an important difference: in anomaly analysis the horizontal dimensions of the body are exceedingly well determined and have only a small percentage change throughout the family of models fitting the data. In contrast the body size is almost completely indeterminate when the data is the low-frequency end of an estimated power spectrum. This is because the shape factor P i s nearly constant near the spectral peak (assuming the body width is not much greater than depth). Conversely the depth-tobottom is much better determined by spectral analysis than by anomaly analysis. Examples discussed below show that the families of models fitting power spectra tend to spread out along lines like those in Fig. 7 , but not nearly so much as illustrated by Fig. 4 . While models along such lines all predict the same location of the spectral peak, they do give different peak shapes. Specifically, the peak is narrower for a thin body with ZB = ZT, and broader for a thick body with ZB s ZT. Thus the essential requirement for good resolution of ZB is good estimate of the shape of the low-frequency spectral peak. Again, a large map area is desired, since a larger map provides more spectral estimates on the low-frequency side of the peak.
We believe that the low-frequency power spectrum of a map contains information not obtained by analysis of all the major individual anomalies on the map. Since the average value of the anomaly is zero (cf. equation 2) it has a negative part as well as a positive peak. The positive part of the anomaly contains information about the depth and horizontal dimensions of the top of the body, and is most sensitive to whichever of these is smaller. Most of the information about the bottom of the body is in the negative part of the anomaly, which is relatively small and spread over a large area. Because anomalies overlap and little ones may be situated between big ones, the negative part of individual anomalies can rarely be studied. Yet they are included in the power spectrum. Their relative contribution is greater at low frequency because they are broader than the positive parts of the anomalies.
While horizontal dimensions cannot be determined from the low-frequency power spectrum, they should not be ignored in determination of ZB. The assumed body shape does affect the predicted spectrum and hence the inferred values of ZB. Assuming a wider body will steepen the high-frequency side of the predicted peak and slightly shift the peak towards lower frequency. Concurrent assumption of a smaller ZB (shallower bottom) is required to keep the predicted spectral peak at the same frequency.
For a body of infinite horizontal extent, the peak is displaced to zero frequency. Curve B in Fig. 6 shows such a case, the amplitude spectrum of a 'vertical fault', which is proportional to
A body will appear 'infinite' if its dimensions are comparable to the map area. Such a 'body' would amount to a regional gradient of magnetization, so the residual field T ( x , y ) could not be considered as a realization of a stationary random process. A low-frequency peak in the power spectrum of a map depends on the spectrum dropping down to zero at low frequencies, which in turn depends on the residual field averaging zero. This will not be true if either the vertical or the horizontal scale of the variations in magnetization is greater than the map size divided by 2n. In our spectral estimates we attempted to discriminate against such broad-scale anomalies. One way is simply not to include areas where there seemed to be a strong regional field gradient. Alternatively a lowarder polynomial can be subtracted before spectral estimation.
Most of the statements made in this section concerning the relation of Curie depth to the low-frequency map power spectrum are based on experience summarized in the following sections. However, we have also applied linear inversion theory -Schellinger 1972, p. 119 and unpublished. This provided a quantitative basis for the generalizations above. We wdl only mention here the essential points of comparison with the linearized inversion of individual anomalies. There is always a parameter eigenvector Xi which can be identified with the eigenvector X , discussed earlier, in that it represents an increase of ZB and a lesser decrease of ZT. The corresponding data eigenvector yi represents a broadening of the low-frequency spectral peak. The eigenvalue is not the largest but is typically only an order of magnitude smaller than the largest. This is to be contrasted with the situation in Table 1 , where the eigenvalue h3 is nearly five orders of magnitude smaller than XI. R. T. Shuey et al.
Spectral estimates
U T A H H I G H P L A T E A U S
This is the area used in analysis of individual anomalies for Curie depth. The residual field (Fig. 2 ) was characterized by a negative mean value and a lineament striking N 24" E along the east side (Shuey et al. 1973) . Accordingly the eastern part of the map was removed and the mean re-adjusted to zero. This left an area approximately 90 x 320 km. The residual linear trend was small (about 0.2 gamma/km easterly) and was not removed. The field was reduced to the pole. This estimate is unbiased but is considered to have a large variance (Jenkins &Watts 1968, p. 175). The computation used data which was smoothed as in Fig. 2 to remove anomalies due to individual volcanic flows and cones. Note that the autocovariance is large for small lags but becomes negative for lags on the order of 50 km. Particularly at large lags it is anisotropic. This anisotropy can be understood by comparison with Fig. 2 . The eastward bulge of the autocovariance contours within the zero contour is largely due to the strong eastwest lineament between 38" 30' and 39" 00' latitude. Much of the additional anisotropy can be recognized as crosscovariance between the major anomalies (the second term in equation 9). For example the local peak at a northeasterly lag of about 45 km is due to the crosscovariance between the two anomalies in Fig. 2 with peak values 500 and 397 gamma.
As discussed above (equation 9), the map autocovariance is a sum of two terms, one due to the average anomaly shape and one due to the arrangement of anomalies. In the present case we consider that the arrangement of the major anomalies is random, but because of their small number the estimated map autocovariance does show some effect of anomaly arrangement. We fit a simple model to each major anomaly, computed the 'arrangement' term, and subtracted this term from the raw estimate in Fig. 8 to give the corrected estimate in Fig. 9 . Altogether nine pairs of anomalies were considered. Further details, including a FORTRAN listing, are given by Schellinger (1972). Note the ,correction does result in greater circular symmetry, but the effect of the east-west lineament still remains. The corrected autocovariance estimate (Fig. 9) was first averaged over azimuth to give a radial autocovariance to a lag of 75 km. At larger lags the sums in equation (13) are so small that the autocovariance estimate is increasingly inaccurate. Also, residual effects of anomaly arrangement may be larger at larger lag. The radial autocovariance profile was then extrapolated past 75 km by joining to a curve proportional to r-'. (This is the asymptotic form of anomaly autocovariance (equation 7) when lag becomes large compared to vertical and horizontal body dimensions.) Then a Hanning lag window was applied to terminate the profile at 125 km. Finally this profile was numerically transformed to the frequency domain (Fig. 10) . We observed that substitution of a lag window shorter than 125 km reduced the variance (random deviations from a smooth curve) but also introduced bias (systematic error), mostly in the sense of flattening the low-frequency spectral peak. No spectral estimates were made for frequencies above 0.05 cycle/km (wavelength shorter than 20 km) because there the contribution of near-surface volcanics began to appear. 
LAGS-KM
Y E L L O W S T O N E N A T I O N A L P A R K
We have previously displayed the digitized Yellowstone aeromagnetic map and given our gross interpretation (Smith et al. 1974). The power spectrum at low frequency was estimated in various ways. The principal consideration was removal of a regional anomaly depicted and interpreted in Fig. 4 of Smith et al. (1974) . This regional anomaly is essentially a north-striking high along the eastern border of Yellowstone Park. One method was to omit the eastern fourth of the map, find the square amplitude of the Fourier transform, and average over wave-vector azimuth omitting east-west wave vectors. The resulting spectral estimate is given by the crosses in Fig. 11 . A second method was to subtract a third order polynomial, compute autocovariance out to 66.6 km, average over azimuth, extrapolate to larger lags as r-', and finally transform to frequency domain. In this case we happened to use the Bartlett estimator
The polynomial represented the regional anomaly quite well, and the autocovariance of the residual map did not show much north-south elongation (Fig. 12) . Fig. 1 1 shows that the two methods do give different results. We tend to prefer the second method because the regional anomaly was more completely removed and the technique of extrapolating autocovariance provides some discrimination against the cross-covariance between anomalies.
SOUTHERN GREAT BASIN
The data for the South Basin survey area was taken from two maps on open file at the US Geological Survey: a survey of South-west Utah flown by Scintrex and one of Southeast Nevada by Geometrics. Both surveys were flown at a barometric altitude of 9000 ft and and IGRF was removed. We digitized both maps at a 2.08-km grid interval. The survey areas were separated by a few kilometres along their common north-south border, so we extrapolated each map to the middle of the gap. A constant was subtracted from the Utah map so it had the same mean value as the Nevada map along their common edge.
The edge trends were in good agreement. The maps were joined along the common edge by averaging the two map values at each border point. The resulting composite is shown in Fig. 13 . The magnetic anomalies seem to be aligned in two belts striking approximately east-west, the northern belt being only partly included in the survey. This is brought out by the stacked profde in Fig. 14. The previously mentioned east-west lineament between 38" 30' and 39" 00' (Fig. 2) is the northern edge of the northern belt. This belt is also apparent in gravimetric data (Cook et al. 1975) , and it has been recognized by geologists since the turn of the century as a zone of intrustion and mineralization (Butler et al. 1920 ). Schmoker (1972) made a detailed analysis of gravity and magnetic data in a portion of the belt. He interpreted the broad closed highs as due to cupolas on a pluton of batholithic proportions. We hypothesize that such a model may also be appropriate for the southern belt.
We estimated autocovariance (according to equation (14)) for the magnetic map with the IGRF removed, with a least-squares linear surface removed, and with a least-squares cubic surface removed. The linear trend found in the residual map was rather large, 1.2 gammalkm increasing to the NNW (cf: Figs 13 and 14) . Fig. 15 shows a strong elongation of contours in direction ENE-WSW which persists even when the third-order polynomial surface is removed from the map. This is because a fairly high polynomial order would be needed (at least in a north-south direction) to reproduce the gross magnetic expression of the two intrusive belts. In terms of our statistical model, the high autocovariance at ENE-WSW lags is due both to elongation and to alignment of the source bodies. Therefore we used only the autocovariance in a perpendicu1a.r direction. To get some statistical smoothing we averaged over lag vector azimuth between north and N60" W. The resulting autocovariance profdes out to 66 km were transformed to a power spectrum two different ways (Fig 16) . The first was by extrapolation as r-' and Hankel transformation, as had been done in the previous cases. But the anisotropy of autocovariance contours suggests that the profile could be considered as perpendicular to strike of a two-dimensional magnetic field. In this case the appropriate computation is extrapolation as r-4 and Fourier transformation. The resulting spectral peak is at a frequency lower by approximately the factor d 2 (Fig. 16 ). This can be understood from the following simple analysis: for a dipole and a line of dipoles both at depth D the power spectra (perpendicular to strike in the case of the line of dipoles) are each proportional to f exp (-4nfD). The zero-crossing of autocovariance is at lag 2(2/3)"'D for the dipole but at 2(1/3)"2D for the line of dipoles. Thus an autocovariance profde interpreted as the two-dimensional case (Fourier transform) would give greater depth than if interpreted as a three-dimensional case (Hankel transform).
U l N T A BASIN
An aeromagnetic survey of the Uinta Basin was flown by the University of Utah in 1971 (Alley 1973 ). We did not spend as much effort on spectral analysis in this area as we did in the others. The corrected flight line data was interpolated to a 2.5 km grid extending 220 km east-west and 180 km north-south. Because of a linear anomaly along the western border (Shuey et QZ. 1973, Fig. 2) we clipped off the western-most 50 km of the grid. (In retrospect, it would have been preferable to subtract a cubic trend surface.) The map was reduced to the pole and autocovariance computed by equation (13). Fig. 17 shows strong east-west lineation. This is apparent on the original map and was described by Zietz et al. (1969) from an earlier survey. We did not attempt to correct the autocovariance for arrangement of anomalies, as illustrated for the Utah High Plateaus by Figs 8 and 9 , although in retrospect this might have been worthwhile. The spectral estimate in Fig. 18 was produced by averaging autocovariance over lag directions between N60" E and N60" W, extrapolating from 60 km as r-', and then Hankel transforming.
6 Quantitative interpretation of the spectra
Various sum-of-squares formulas were tried as measures of goodness-of-fit between the spectral estimates and a theoretical curve. At first, different weights were assigned at different frequencies, but we soon decided simply to give equal weight at all frequencies from the A further question was whether to make the comparison in terms of power spectrum, amplitude spectrum, or logarithmic spectrum. These three give progressively less weight to the few estimates near the peak and more weight to the estimates on the flanks. We actually used both amplitude and logarithmic spectra in parallel throughout this work. The logarithmic error-measure always gave slightly better resolution and slightly larger optimum Curie depth ZB. For the models used, the number of parameters was relatively small and the sum-ofsquares function did not have multiple relative minima. Hence we could use a relatively inefficient method to locate the optimum parameters and determine the resolution. We simply evaluated the sum-of-squares function on a coarse grid in parameter space in order to approximately locate the optimum, and then went to a fine grid to get precise location and resolution.
U T A H H I G H P L A T E A U S
We first assumed the source bodies to be right vertical cylinders. With a single radius of 9 km (indicated in Fig. 3 for one of the anomalies) the theoretical spectrum at low frequency was little different than with a uniform distribution of radii from 6 km to 12 km. When we fit the estimated spectrum (Fig. lo) , the confidence region (Fig. 19) was quite elongate along a trajectory like those in Fig. 7 . The 7-10 km range of possible ZT values is quite consistent with estimates for the individual anomalies in Fig. 2 (cfi Fig. 3 ). While disappointing, the resolution of Curie depth was much better than in analysis of single anomalies (Fig. 4) . Also, it was better than in any previous statistical study of regional magnetic anomalies. For example, in his autocovariance analysis of the magnetic field over East Germany, Mundt (1966 , Table 1 ) did not even attempt to resolve ZB but placed limits on ZT by finding its optimum in the two extreme cases ZB = ZT and ZB = 00. Previously, Serson & Hannaford (1957) had been disappointed in hopes to resolve Curie depth from the autocovariance for lines over 1000 km long.
Almost as an afterthought we relaxed the restriction that the body sides be vertical. Instead of a right vertical cylinder we assumed a truncated cone. The latter includes the former as a special case, when radius at the top (RT) equals radius at the bottom (RB). We found that with RB greater than RT the theoretical spectrum fit the observed spectrum more precisely (Fig. 20) . This change was not statistically very significant, which demonstrates our statement above that the low-frequency spectrum does not contain much information about radius. An unexpected change was the greatly improved resolution of Curie depth ZB, as shown in Fig. 19 for the case R T = 5 km, RB = 17 km. Indeed as long as the sides are assumed to make an angle of 15" or more with the vertical, then ZB is rather tightly faed in the range 20-24 km. Making the slope shallower than this does not affect the confidence region for ZT and ZB, although the rms error does continue to decrease without reaching an absolute minimum. ZB is measured relative to the flight altitude, 4 km above sea level, so the inferred Curie depth is 16-20 km below sea level. This value seems consistent with other geophysical data (Shuey et al. 1973 ), although we are unaware of heat flow measurements in the area. The two hachured regions in Fig. 19 are rather far removed from each other. For the parameter ZB there is no inconsistency since the smaller region (20-24 km) lies mostly within the larger region (21-36 km). But for the parameter ZT there is a significant systematic shift from 7-10 km to 4-6 km when sloping sides are allowed. Conventional aeromagnetic interpretation uses bottomless vertical-sided prisms. The estimated values of ZT are generally found to be quite accurate when drillhole data are available for comparison. Our experience leads us to consider that this accuracy might incorporate two systematically compensating 'errors'. First, the assumption ZB = = results in an optimum ZT that is too shallow. Second, the assumption of vertical sides results in an optimum ZT that is too deep. Conventional interpretation makes both assumptions and hence arrives efficiently at a good estimate of ZT. We believe that as a general rule horizontal dimensions increase with depth, at least for granitic plutons such as apparently cause the major anomalies in the Utah High Plateaus. We have modelled most of the individual anomalies by fixing ZB somewhere in the range 20-30 km and then optimizing other dimensions (Eppich 1972; Alley 1973) . In all cases the horizontal dimensions increased with depth. Similar results have been reported by others, such as Allingham & Zietz (1962) .
When spectral analysis is used to estimate average depths of magnetic source bodies, usually no consideration is given to the relation between the magnitude of the power spectrum and the average magnetization of the bodies. For completeness in this case we wanted to carry out the interpretation of amplitude. According to equation (1 l), the map power spectrum is interpreted as R. T. Shuey et al. where n is the number of bodies per area, i(u, u ) is the Fourier transform of a body, and the angular brackets signify a stochastic average. If the body has vertical sides, then the numerical magnitude i ( u , u ) is controlled by the factor Q, the pole strength or magnetization times area of top or bottom. The parameter is thus determined along with the mean body dimensions. For the present case the optimum value is about 1.5 x 106gammaZkm2, with an uncertainty of at least 50 per cent (Schellinger 1972, p. 118) . As an estimate of n, we take five anomalies in the map area of 90 x 320 km.
This gives the rms value of Q as 9 x 104gammakm2. For a radius of 9 km, the magnetization is 350 gamma or 0.0035 cgs units. About the same value was also inferred from analysis of individual anomalies (Eppich 1972; Alley 1973) and from measurements on samples of exposed granite (Blank & Mackin 1967; Mabey & Morris 1967) .
If the assumption of vertical sides is relaxed, the spectrum can still be interpreted to give
n (M')
where M is the magnetization, but the optimum value will tend to vary inversely as the fourth power of the average horizontal dimensions. For the RT = 5 km, RB = 17 km, the optimum value of n (M') is about 12 gamma'/km*. With the same estimate of n as before, we get a magnetization M of 280 gamma or 0.0028 cgs. This is close to the value just obtained with a vertical-sided model, but we consider that overallMis uncertain by a factor two. Geologically it is supposed to be the magnetization contrast between granitic plutons and the enclosing metasediments.
. 21 shows typical confidence regions in the ZB-ZT plane for futed RT and RB. The values of ZB are distinctly smaller than those found for the Utah High Plateaus. This is consistent with other evidence of extensive hot rocks at shallow depth (Smith et al. 1974; Eaton et al. 1975) . For both of our Yellowstone spectra we have extensively explored the goodness-of-fit throughout the four-dimensional parameter space of ZB-ZT-RB-RT. The confidence contours are rather featureless and equidimensional; that is, the parameter estimates are not highly correlated. In particular we did not find sloping sides to be clearly pre- When both RB and RT are no more than 8 km, the spectra can be fit by thin plates with ZT =ZB. In Fig. 21 this is shown by an extension of the confidence regions to the dashed line ZT = ZB. Thin plates can be rejected because the magnetic moment per volume would have to be unreasonably large. The dotted line in Fig. 21 corresponds to bodies 5 km thick.
As illustrated in Fig. 21 , the range of possible ZB values seems to be about 16-28 km for the first spectral estimate (dashed lines) and 10-2Okm for the second spectral estimate (solid lines). For reasons stated earlier, we prefer the second estimate. Our depths are all referred to the aerial survey datum, which in this case is 3 km above sea level. Thus our final estimate for Curie depth is 7-17 km below sea level. This is essentially the same as the 10 f 3 km reported earlier (Smith et al. 1974) . It also agrees with the average value of 10 km for the 35 anomalies studied by Bhattacharyya & Leu (1975b, Fig. 4 ).
S O U T H E R N G R E A T B A S I N
We tried to interpret the spectra of Fig. 16 in the usual way by searching in a space of the four parameters RT-RB-ZT-ZB.
For the second spectrum, derived by Fourier transformation, the model used was a twodimensional body of trapezoidal cross section with RT and RB the half-widths of the top and bottom trapezoid edges. In either case, when we searched for optimum fit the gradients led to ZT -0, that is, an average body with a pointed top at the survey altitude. This, of course, is geologically unacceptable. At no point in parameter space was there resolution of ZB comparable to that shown in Figs 19 or 21. Therefore, we consider that our method has failed to yield a result in this case. To conserve space we will not give sample rksults. However, the reader may recognize that the curves in Figs 16(A) and (B) do not fit smooth theoretical curves (like that of Fig. 6(A) ) as well as do the spectra in Figs 10, 1 1 , and 18 .
One possible cause would be that the map had poor control of long wavelengths. We have observed that some procedures for treating survey closure error can generate longwavelength anomalies. However, we doubt this problem is serious in the present case, because of the generally good match of the two component surveys along their common border. Instead we hypothesize that the difficulty may stem from the particular geometry of the magnetic source bodies, namely connectivity at depth in an east-west direction and extension of the northern intrusive belt past the north edge of the map (cf: Figs 13 and 14) . The stochastic model presented earlier seems poorly suited to such conditions, because it presumed equidimensional anomalies entirely within the map area. Possibly some resolution of ZB might be obtained by interpreting the magnetic field specifically rather than statistically. Many anomalies would be modelled simultaneously with their bottoms having a common constraint. The expansion proposed by Parker (Parker 1974 ; Parker & Huestis 1974) might be particularly suitable, but we have not yet had the opportunity to follow up on this thought. Another approach would be to do detailed modelling of the anomalies along all borders of the map and then return to statistical analysis. The border models could be used either to strip these anomalies from the map or else to extrapolate the map beyond its borders. In either case the spectral estimate would be improved by exclusion of partial anomalies. R. T. Shuey et 
U I N T A BASIN
In its magnetic field the Uinta Basin differs from the other three areas by lacking almost entirely the short-wavelength anomalies due to outcropping Cenozoic igneous rocks. The principal magnetic sources are in the Precambrian, which is essentially at the surface to the north and south of the basin, but well below sea level at the centre of the Basin. A typical profde (Fig. 22) shows adjoining broad anomalies which can be modelled by large bodies with sloping sides extending from near the top of the Precambrian downwards for 20 km or so. At least some of these 'bodies' may be regions of intrusion and metamorphism which only appear homogeneous because of their present depth of burial.
As before, we mapped goodness-of-fit in the fourdimensional parameter space RT-RB-ZT-2%. The preference for sloping sides (RB > RT) was statistically significant at the 75 per cent confidence level. Fig. 23 shows typical sections in the ZT-ZB plane. Notice that the resolution is fairly good and there is no correlation of ZT and ZB such as found previously. Other sections (not shown) revealed a correlation of RT positively with RB and negatively with ZT. Thus the parameter space differs structurally from the cases met previously.
This may reflect the different geologic style of the area. Our statistical study of the Uinta Basin aeromagnetic data has not been sufficiently complete to warrant more specific comment.
Comparison of Figs 22 and 23 reveals that the average body dimensions found by fitting the estimated spectrum do not seem to equal an average of the body dimensions found in a conventional explicit modelling. In particular, the depth-to-top ZT shown in Fig. 23 is less than that for any of the bodies in Fig. 22 . The same discrepancy was noted in the Southern Great Basin, but not in the first two areas studied (cf. Fig. 21 ). Another characteristic in common to the Uinta Basin and Southern Great Basin magnetic maps is an east-west lineation not removed with a low-order polynomial (cf. Figs 15 and 17) . Perhaps this contributes somehow to underestimation of ZT.
From the extent of 75 per cent confidence regions (as in Fig. 23 ) we infer a magnetic bottom in the range 19-35 km below the survey altitude (4 km above sea level). This corresponds to a Curie depth of 15-3 1 km below sea level, which is consistent with thermal data from wells (Sass et al. 1971 ).
Concluding comments
In retrospect three points stand out from our study: first, we are unable to find resolution of magnetic 'bottom' from individual anomalies. In this respect we seem to have a philosophical difference with B. K. Bhattacharyya (Bhattacharyya & Morley 1965; Bhattacharyya & Leu 1975b) , second, each of the four areas we studied is distinctive in 'magnetic character', such that the same technique for estimation of Curie depth does not work equally well in all areas, third, the consequences of considering magnetic source bodies to have sloping sides are more substantial than might be suspected from the success of the vertical prism model in estimation of depth-to-top. R. T. Shuey et al. 
