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Abstract
In this paper we give an algebraic complete axiomatisation of ZX-calculus in
the sense that there are only ring operations involved for phases, without any need
of trigonometry functions such as sin and cos, in contrast to previous universally
complete axiomatisations of ZX-calculus. With this algebraic axiomatisation of
ZX-calculus, we are able to establish an invertible translation from ZH-calculus
to ZX-calculus and to derive all the ZX-translated rules of ZH-calculus. As a
consequence, we have a great benefit that all techniques obtained in ZH-calculus
can be transplanted to ZX-calculus.
1 Introduction
The ZX-calculus was introduced by Coecke and Duncan [4] as a graphical language
for quantum computing, based on the framework of compact closed categories. The
core part of ZX-calculus is a pair of spiders (complementary observables) with strong
complementarity [5]. The ZX-calculus can also be seen as a form of PROP [12], thus
it is usually presented by generators and rewriting rules.
There are three important properties of ZX-calculus: soundness, universality and
completeness. Soundness means all the ZX rewriting rules hold when interpreted
by matrices. Universality means each matrix (linear map between finite dimensional
Hilbert Spaces)can be represented by a ZX diagram. Finally, completeness means
each diagrammatic equality can be derived from ZX rules if their correspondingmatrix
equality holds in finite dimensional Hilbert Spaces. The soundness and universality
of ZX-calculus have been proved in [4]. The universal completeness of ZX-calculus
(which means ZX-calculus is complete for the full pure qubit quantum mechanics in-
stead of any part of it) was first given in [14] and then incorporated in [8]. The feature
of this complete axiomatisation is that it has two new generators: the λ box and the
triangle symbol (which first appeared in [9] as a short notation for some diagram com-
posed of mere green and red nodes). Based on some results in [14], there came another
universal complete axiomatisation of ZX-calculus [10] with only traditional genera-
tors as given in [4]. Thereafter, two more universal complete axiomatisations of ZX-
calculus were presented [11], [15]. All of these universal complete axiomatisations of
ZX-calculus have some non-algebraic rule involved with trigonometry functions such
as sin or cos, which make such rule inconvenient for application purpose.
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In this paper we give a new complete axiomatisation of ZX-calculus with purely
algebraic rules, in the sense that there are only ring operations involved for phases. We
obtain the completeness by deriving all the rules in [8] from this new set of algebraic
rules. Furthermore, we give a simple translation from ZH-calculus [1] to ZX-calculus.
Via this translation, we are able to derive all the ZX-translated ZH rules from the alge-
braic ZX rules. As a consequence, we have a great benefit that all techniques obtained
in ZH-calculus can be transplanted to ZX-calculus.
2 Algebraic axiomatisation of ZX-calculus
The ZX-calculus is based on a compact closed PROP [12], which is a strict symmetric
monoidal category whose objects are generated by one object, with a compact structure
[6] as well. Each PROP can be described as a presentation in terms of generators and
relations [3].
First we give the generators of ZX-calculus in the following table. Note that all the
diagrams in this paper should be read from top to bottom.
R
(n,m)
Z,a
: n → m
m
n
a
...
...
H : 1 → 1 H σ : 2 → 2
I : 1 → 1 e : 0 → 0 ·
·· ·
·
·
· ··
·
·
· ·
·
·
·
Ca : 0 → 2 Cu : 2 → 0
T : 1 → 1 T−1 : 1 → 1 -1
Table 1: Generators of ZX-calculus,where m, n ∈ N, a ∈ C, and e represents an empty
diagram.
Also we define some diagrams as follows:
...
...
a
H
...
... H
:=
H
a
H
(H) :=
2
For simplicity, we make the following conventions:
...
...
0
...
...
:=
......
...
0:=
...
...
...
:= 1
...
1:=
...
α eiα:=
There is a standard interpretation J·K for the ZX diagrams:uwwwwwwwv
m
n
a
...
...
}~
= |0〉⊗m〈0|⊗n + a|1〉⊗m〈1|⊗n,
uwwwwwwwv
m
n
...
...
a
}~
= |+〉⊗m〈+|⊗n + a|−〉⊗m〈−|⊗n,
t
H
|
=
1√
2
(
1 1
1 −1
)
,
t
·
·· ·
·
·
· ··
·
·
· ·
·
·
· |
= 1,
t|
=
(
1 0
0 1
)
,
t |
=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
uv }~ =

1
0
0
1
 ,
t |
=
(
1 0 0 1
)
,
JD1 ⊗ D2K = JD1K ⊗ JD2K, JD1 ◦ D2K = JD1K ◦ JD2K,
where
|0〉 =
(
1
0
)
, 〈0| =
(
1 0
)
, |1〉 =
(
0
1
)
, 〈1| =
(
0 1
)
,
|+〉 = 1√
2
(
1
1
)
, 〈+| = 1√
2
(
1 1
)
, |−〉 = 1√
2
(
1
−1
)
, 〈−| = 1√
2
(
1 −1
)
.
Now we give a purely algebraic set of rules for ZX-calculus in the sense that there
are no trigonometry functions such as sin and cos involved.
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...
...
a
...
...
...
b
ab
...
...
= (S 1) = = (S 2)
= = (S 3) 1√
2
pi
=
· ·
·
·
· ·
··
· · ·
· ··
··
(Ept)
= (B1) = (B2)
H
pi/2
=
pi/2
-pi/2
=−2 (EU)
-1
= (Brk)
= (Bas0) =
pi
(Bas1)
a a + 1
= (S uc) -1 =
-1
= (Inv)
0
= (Zero) =
a
aa
(Pcy)
=
(S ym)
=
(Aso)
Figure 1: Algebraic rules, a, b ∈ C, α ∈ [0, 2pi).
It is a routine check that these rules are sound in the sense that they still hold under
the standard interpretation J·K.
With the standard interpretation and the above rules, we can define the complete-
ness of ZX-calculus.
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Definition 2.1 The ZX-calculus is called complete if for any two diagrams D1 and D2,JD1K = JD2K must imply that ZX ⊢ D1 = D2.
Below we give some useful properties following from Figure 1.
Lemma 2.2 = (Hopf)
This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition
of red spider.
Lemma 2.3
··
·· · ·· ·
·· · ·
··
·
·
= (Ivs)
Proof:
1√
2
pi =
1√
2
pi
1√
2
piHop f= 1√
2
pi
=
·
·
·
·
·
·
·
·
· ·
· ·
·
· ·
·
Ept
=
Ept
= 
Lemma 2.4
pi
pi pi
... ...
= (Picp)
This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition
of red spider.
Lemma 2.5 = (Com)
This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition
of red spider.
Lemma 2.6
pi
=
Proof:
pi
=
pi
Picp
= 
3 Proof of completeness
In this section, we prove that the rules in Figure 1 are complete for ZX-calculus. Since
it is already proved in [8] that ZX-calculus is complete with the rules presented in
Figure 2 and Figure 3, we only need to prove that all the rules in Figure 2 and 3 can be
derived from rules in Figure 1.
5
β...
... ...
α+β
...
α
...
...
= (1a) = (1b)
= (1c)
H
H
= (1d)
H=
H
(1e) H =
pi/2
pi/2
-pi/2
(1 f )
= (1g) = (1h)
pi
α
=
-α
piα
pi
(1i)
··
·· ·
·
·· ·
·
·
·= · ··
·
−pi
4
pi
pi
4
(1 j)
Figure 2: Previous ZX-calculus rules I, where α, β ∈ [0, 2pi).
6
λλ = (2a) 1 = (2b)
=
λ1
λ2
λ1 · λ2 (2c) =
pi
pi (2d)
=
pi
pi
(2e) = (2 f )
=
pi
(2g) pi = pi (2h)
= (2i) = (2 j)
= (2k) =
pi
pi H (2l)
= (2m)
λ
λ
=
λ
α α
α
(2n)
αλ1
βλ2
=
λ
γ
(2o)
Figure 3: Previous ZX-calculus rules II, where λ, λ1, λ2 ≥ 0, α, β, γ ∈ [0, 2pi); in (AD′),
λeiγ = λ1e
iβ + λ2e
iα.
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Below we derive the rules in Figure 2 and 3 one by one.
First (1a), (1b) and (1c) follow directly from (S1), (S3) and (S2) respectively. (1d)
follows clearly from (S2) and the definition of red spider. (1e) follows from (1d) and
(S3). (1f) is just a part of (EU). (1g) and (1h) are exactly (B1) and (B2) respectively.
Proposition 3.1
pi
α
=
-α
piα
pi
(1i)
Proof:
a
pi
a a
a
pi
pi
Bas1
= =
pi
a
a
Pcy
=
api
= a
pi
pi
Bas1
= pi
a
pi
(1i) follows when setting a = eiα. 
Lemma 3.2
pi
a
= a − 1 (Sca)
Proof:
a
pi
a−1
pi
a−1
a−1S uc=
Bas1
=
Ivs
= 
Corollary 3.3 0
· ·
·
· · ·
·
·
· ··
·
··
= ·· (Zos)
Proof: Let a = 1 in (Sca) and use (Ivs) and Lemma 2.6. 
Lemma 3.4 a b (a+1)(b+1)−1= (Sml)
Proof: a b S ca=
a+1
pi
b+1
pi
=
b+1a+1
pi
=
(a+1)(b+1)
pi S ca= (a+1)(b+1)−1

Lemma 3.5 =
1√
2
− 1 (Irt)
Proof:
1√
2
pi S ca=
1√
2
− 1Ept
= 
8
Proposition 3.6
··
·· ·
·
·· ·
·
·
·= · ··
·
−pi
4
pi
pi
4
(1j)
Proof: −pi
4
pi
pi
4
1i
=
pi
pi
4
pi
4
pi
−pi
4
Picp
=
pi
pi
2
−pi
4
pi
2
Irt,
S ca
=
1√
2
−1
e
−pi
4 −1
S ml
= 0
·
···
·· ··
·· ·
· · ·
··
Zos
= 
Note that λ=λ . Then (2a) and (2c) follow directly from (S1). (2b) directly
follows from (S2).
Proposition 3.7 =
pipi
(2e)
Proof:
Bas1
=
=
pi pi
=
⇒
pi
=Brk=
⇒
=
pi
pi
⇒
Bas1
=
=
pi
pi
pi

(2f) and (2g) are exactly (Bas0) and (Bas1) respectively.
Lemma 3.8 =
pi
-1 (Bas1’)
This can be directly obtained by plugging a triangle inverse on both sides of (Bas1).
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Proposition 3.9 = (2i)
Proof:
= Brk=
-1
Bas1′
=
Bas1
=
pi

Proposition 3.10 = (2j)
Proof:
= S ym= =

Corollary 3.11
=
pi
(1)
Proof:
pi
pi
2e
=
Picp
=
pi
2 j
=
pi
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Proposition 3.12 = (2k)
Proof:
S ym
=
Aso
=
B1
=
S ym
=

Proposition 3.13 = (2m)
Proof:
Brk
=
2 j
=
S 1
=
Brk
=

Corollary 3.14
=
pi
=
pi
(Brk1′) (2)
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Proof:
2e
=
pi
pi=
pi
pi
pi
2m
=
pi
pi
pi
2e
=
pi
The other part can be proved by symmetry. 
(2n) is just the rule (Pcy).
Lemma 3.15 =
pi
(Zrp)
By the rule (Suc), it is clear that (Zrp) is equivalent to the rule (Zero).
Lemma 3.16
=0
(Zero’)
Proof:
0 S 1=
Zero
=
0
=

Lemma 3.17 = (Bas0’)
Proof:
2e
=
pi
pi
Bas1
= pi
Pcy
=

Lemma 3.18
= (3)
12
Proof:
Bas0′
=
-1
= Brk=
-1
=

Lemma 3.19
= (4)
Proof:
= S ym= =
Bas0′
=

Lemma 3.20
-1-1
== (5)
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Proof:
-1
Brk
=
2m
=
-1 -1
3
=
⇒
-1
= =
-1
Com
=
-1
=

Lemma 3.21
=
ba
-1
a + b (AD
′)
Proof: If b , 0, then
ba
S 1
=
-1
b
-1
Pcy
=
a
b
b 2m=
-1
b
a
b
b
a
b
Hop f
=
-1
5
=
-1
b
a
b
-1
-1
b
a
b
=
-1
a
b
b b
a
b
+ 1
S uc
= a + b
S 1
=
14
If b = 0, then
0
-1
a
Zero′
=
-1
a
-1
a
Bas0′
=
a
S 1
= a
4
=

Proposition 3.22
= a + b
a
b
(2o)
Proof:
Bas1′
=
-1
ba
Bas1
=
a b
pi
ba
AD′
=
a + b
⇒
=
a
b
a b
a + b=
a + b
=

Proposition 3.23 pi = pi (2h)
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Proof:
pi
pi
=
pi
Aso
=
pi
2o
=
0
Zero
=
S ym
=
Bas0′
=
(2h) follows immediately. 
Clearly, (2h) is equivalent to
-1
pi
=
pi
(IVT).
Corollary 3.24
-1
-1
=
pi
pi
(6)
Proof:
pi
-1 IVT=
1i
=
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
1i,2e
= pi
pi
pi
IVT
=
-1
pi

Proposition 3.25 =
pi
pi (2d)
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Proof:
-1
2h
=
pi
pi
pi
pi
Bas1
= pi
pi
pi
Bas1
=
pi
pi
⇒
pi
pi
pi =
pi
⇒ =pi
pi
pi
pi
pi
pi
pi
pi
pi
=
pi
pi
pi
pi
=
Brk
=
1i
=

Lemma 3.26
1
2
= (7)
Proof:
= =
pi
=
pi
2
pi = pi
2
=
pi
1
2
2
pi
1
2
S ca
=

Lemma 3.27
-1
−1
2
= H=
-1
−2 (H2)
Proof:
pi pi
pi
pi
H
H
pi
pi
pi
pi
pi
pi
pi
H
pi
IVT
=-1
−1
2
-1
−1
2
pi
pi
pi
S 1
=
pi
−1
2
pi
pi
1i,2e
= −2
pi
pi
pi
pi
pi
pi
Eu,2.6
=
H
=
S ca
=
17
Lemma 3.28
H
pi
=
1
2
(8)
Proof:
pi
pi H
H
H
pi -1pi
-1
2e
=
H
=
−1
2
H2
=
pi
H
IVT
=
1
2
pi
S 1
=
H
1
2

Proposition 3.29 =
pi
pi H (2l)
Proof:
pi
8
=
2k
=
2
pi
pi
H
H
S ym
=
H
pi
H
H
2
pi
pi
pi
2k
=
Pcy
=
pi
H
2
H
=
1
2
H
pi
H
2
1
2
H
1
2
pi
1
2
H
1
2
H
1
2
pi
2
pi
1
2
H
pi
H
=
H
=
Picp
=
8
=
2
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Now all the rules listed in Figure 2 and Figure 3 have been derived from Figure 1.
So we have
Theorem 3.30 ZX-calculus is complete for pure qubit quantum mechanics with the
rules in Figure 1.
4 From ZH-calculus to ZX-calculus
In this section, we translate ZH diagrams to ZX diagrams with the semantics preserved,
then we prove that all the ZH rules translated in ZX can be derived from the ZX rules
given in Figure 1.
The ZH-calculus is also based on a PROP, thus can be presented by generators and
rewriting rules. First we list its generators as follows [1]:
Z(n,m) : n → m
m
n
...
...
H
(n,m)
a : n → m
m
n
a
...
...
I : 1→ 1 e : 0→ 0 ·
·· ·
·
·
· ··
·
·
· ·
·
·
·
Ca : 0→ 2 Cu : 2→ 0
σ : 2→ 2
Table 2: Generators of ZH-calculus,where m, n ∈ N, a ∈ C, and e represents an empty
diagram.
There is also a standard interpretation J·K for the ZH diagrams, here we only present
the interpretation of the first two generators, as other generators are the same as that of
ZX-calculus:uwwwwwwwv
m
n
...
...
}~
= |0〉⊗m〈0|⊗n + |1〉⊗m〈1|⊗n,
19
uwwwwwwwv
m
n
a
...
...
}~
=
∑
ai1···im j1··· jn |i1 · · · im〉〈 j1 · · · jn|.
It is clear that the white spider in ZH-calculus is just the phase free green spider in ZX-
calculus. Thus we can give a semantics-preserving translation J·KHX from ZH-calculus
to ZX-calculus via the translation of H-box:uwwwwwwwv
m
n
a
...
...
}~
HX
=
n
m
· · ·
· · ·
a − 1
We make the convention that
m
n
m
n
−1
...
...
...
...
:= [1], then the ZH
rules is given as follows:
20
nm
n
m
...
...
...
=
...
(ZS 1)
n
m
m
n
...
...
a
=
2 a
...
...
(HS 1)
= = (ZS 2) = 2 (HS 2)
m
n
m
n
=
...
...
...
...
...... (BA1)
m
n
m
n
...
...
...
= ...
...
...
(BA2)
a b
=
ab
(M)
1
= (U)
a+b
2=
a b
2
¬
(A)
a
=
aa
¬
(I)
2 ¬ = ¬ (O)
Figure 4: ZH rules, where a, b ∈ C.
Now we derive the ZX-translated rules in Figure 4 from ZX rules.
The rules (ZS1), (ZS2), (M) and (U) just follow directly from the ZX rules (S1)
and (S2). The rule (HS2) follows directly the ZX rule (S2) and the definition (H) of
red spider. The ZH rule (BA1) is just a generalisation of the ZX rule (B2), which has
been proved in ZX papers, for example [7]. Below we derive the remainning ZH rules
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(HS1), (A) (I) and (O) individually. For simplicity, we use the following notation.
:=
-1
∧:=∧
-1
· · · · · ·
Lemma 4.1 -1 =
pi
Proof:
-1
=
pi
pi
-1
pi
-1
pi
2e
=
pi pi
Brk
=
pi
pi
pi
2e
=

Lemma 4.2 =
-1 -1
-1 (BiA)
Proof:
-1-1
4.1
=
pi pi pipi
S 1
=
Brk1′
=
pi
pi
B2
=
pi
piB1
′
=
4.1
=
pi
-1
pi
5
=
4.1
=
-1
22
Corollary 4.3
m
n
m
n
...
...
...
...
∧
∧
...
=
∧ ...
This can be proved by induction, see (L1) in [13].
Note thatuwv ...
}~
HX
=
· · ·
-1
(9)
Proof:
uwv ...
}~
HX
=
· · ·
−2
-1
-1
−2
−2
· · ·
H2
=
−1
2
=
· · ·
-1

Then it is clear that the ZH rule (BA2) follows directly from equation 9 and Corol-
lary 4.3.
Lemma 4.4
∧
H
=
H
∧ ∧
=
H
Proof:
H
∧ -1
EU
=
−2
−2Inv= Inv=
−2
-1
−2=
EU
= ∧
H
23
The other equality can be obtained by symmetry. 
Lemma 4.5
-1
-1
=
-1
(Dis)
Proof:
-1-1
= ∧ ∧ = ∧ ∧ ∧∧= ∧ ∧=
H
H
H
4.4
= ∧
H
H
∧
H
BiA
=
H
H
∧
H
H
=
∧
H
H 4.4=
∧
H
H
= ∧ =
-1

Corollary 4.6 =∧
∧ ∧
Proof:
=∧ =∧ ∧
4.5
=
∧ ∧
= ∧∧ ∧= ∧
24
Lemma 4.7 =
-1
-1
-1
pi
(BiAr)
Proof:
-1
=
-1
pi
pi
∧ ∧
Brk1′
=
∧
Dis
=
∧ ∧
2m
=∧ ∧ ∧∧
BiA
= -1

Proposition 4.8 (Derivation of (HS1))
ZX ⊢
uwwwwwwwwwwwwv
n
m
m
n
...
...
a
=
2 a
...
...
}~
HX
Proof:
n
m
n
m
n
m
n
m m
n
...
...
a 7→
...
a−1
...
−2
−2
a−1
−1
2
...
−2
...
H2
= -1
-1 ...
...
a−1Inv= ←[
...
2 a
...
25
Lemma 4.9
a
=
a
a
-1
a
a
= (Brkp)
Proof:
4
=
-1
a
=
a a
=
a a
a
=
a
=
a
a
a
=
a
=
a
a =
a
a
a
a
= =
a
a
a
a
Hop f
=
Therefore,
-1
a
=
a
=
-1
a
a
a
a
= =
a
a

Proposition 4.10 (Derivation of (A))
ZX ⊢
uwwv a+b2=a b 2
¬ }~
HX
26
Proof: First we have
7
=
¬
a−17→ ∧∧
pi
b
b
a
a
b
a
Inv
=
a
BiAr
=
b−1a
∧
-1
-1
S 1
=
b b
1
2
pi
∧
pi
If b = 0, then
a
1
2
0
-1
Zero′
=
1
2
-1
a
a
1
2Zero
= pi
S uc
=
a
2
a+0
2←[ 2
If b , 0, then we have
a
1
2
b
-1
−1
2
−1
2
-1
S uc
=
Brkp
=
-1
a
−b
b+a
2
−b
b−a
2b
−b
2
a
−b
S uc
=
a+b
2
Ivt
=
←[
−b
−b

Proposition 4.11 (Derivation of (I))
ZX ⊢
uwwwv a = aa¬
}~
HX
27
Proof:
a
¬
a
7→
a−1 a−1
pi
a
S 1
=
pi
∧∧
a
BiAr
=
a
-1
Ivt
=
Brkp
=
−a
−a
pi
a
pi
-1
−a
pi
pi
−a
-1
piZero=
B1
=
−a
pi
S 1
= a ←[ a

Proposition 4.12 (Derivation of (O))
ZX ⊢
uwwwv 2 ¬ = ¬
}~
HX
28
Proof:
2 ¬ 7→ −2
pi
−2 = ∧ ∧
pi
−2−2
BiAr
=
H
H
∧
H
=
∧
H
H
H
H
4.4
=
∧
S 1
=
4.1
=∧
pi
Hop f
=
pi
pi2d=
pipi
7
=
−2
pi
−2
¬
←[

To sum up, we have
Theorem 4.13 All the ZX-translated ZH rules can be derived from ZX rules.
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