Abstract-The paper examines the impact of the physics of extremely scaled information processing devices and systems, with a focus on energy minimization. Architectural implications are also discussed including the impact on system scaling. In order to comprehend the system-level scaling and performance limits, understanding of limiting behavior for many electronic components is needed, e.g. logic and memory devices, I/Os, communication, etc. In the second part of the paper, entirely new information processing concepts are discussed based on learning from examples in nature, specifically, the individual living cell will be considered in the context of information processing. In the paper, a bacterial cell, such as E.coli of about one cubic micrometer volume is shown to be a very efficient and powerful information processor, far surpassing conceivable performance in the same volume by an ultimately scaled semiconductor system. Advances in the science of synthetic biology are beginning to suggest possible pathways for future information processing technologies. It might be possible that some of the physical limits faced by semiconductor technology may in fact be overcome by borrowing from synthetic biology principles.
I. Introduction
T HE SEMICONDUCTOR integrated circuit is the result of remarkable technological achievements during the preceding fifty years and it has enabled a corresponding progress in information technologies, e.g., in computing, communications, and more broadly in electronic systems. To many, the last half-century has been a golden age for electronics. Codified as Moore's Law, integrated circuit technology has had and continues to have a transformative impact on society. However semiconductor technology may face physics-based scaling and performance limits in the future [1] . On the other hand, there has been a rapid progress in the cellular and subcellular biology in the recent years, which in many respects is due to deeper understanding of information aspect of biology (e.g. the mechanisms of DNA control of cellular functions). The rate of progress and the scale of recent achievements in biomedical sciences has provided a basis for marking the 21th century as the Century of Biology [2] , and some leaders of the community of electrical engineers are asking, whether "the EE fraternity is prepared for the Century of Biology?" [2] . The thesis of this paper is that there are many opportunities for synergy between semiconductor sciences and biology that will accelerate progress in both fields. Evidence of the collaborative benefits of an information processing perspective is already emerging in the relatively new field of 'synthetic biology'. Synthetic biology focuses on the design and construction of new biological parts, devices, and systems, and the re-design of existing natural biological systems for useful purposes such as medical applications, agriculture, energy systems, and the development of new materials. Advances in the science of synthetic biology are beginning to suggest possible pathways for semiconductor technologies. Recently there have been suggestions from research that the physical limits faced by semiconductor technology may in fact be overcome by borrowing from synthetic biology principles. For example, it has recently been shown that DNA can be used to achieve storage densities that cannot be approached by any known semiconductor technology [3] . A section in this article will examine how one might develop a technology in the semiconductor context that would open up DNA memory to widespread applications. Also semiconductor circuit and system designers have also started to look into biological sciences for inspirations for new approaches for analog and digital design, especially for minimum-energy electronic systems.
In this paper, new information processing concepts will be discussed based on learning from examples in nature, specifically, the individual living cell will be considered in the context of information processing. Studies of the effective computational performance of the living cell have indicated that, a silicon system of the same volume cannot achieve similar performance, even with electronic devices scaled to the limits allowed by physics. It is a mystery as to how the cell is able to compute with switching energies that individually approach a few k B T while at the same time maintaining very high information processing throughput. Resolution of this question could lead to new directions in extremely low energy inorganic computing.
It is also known that sensitivity and selectivity of some biological sensors far exceed the capability of inorganic sensors, e.g., smell. Can opportunities be identified leading to hybrid sensor systems with heretofore unimagined performance? Another area for potential synergy is the integration of biological energy conversion resources with semiconductor chips to achieve the efficient conversion of chemical energy into an electrical format for use by the integrated circuit.
Overall, in this paper, potential research topics are identified that could enable the transfer of synthetic biology to semiconductor technologies for the synthesis of systems whose performance cannot be achieved using conventional semiconductor devices, even at the physical limits of scaling.
II. Nanoscale Devices: Physical limits
Two of the basic electronic devices for information processing are the binary switch and the memory element. As the authors have argued in a series of papers [1] , [4] - [6] all information-processing devices, regardless of the specific physics of their operation, can be represented by the generic controllable barrier model (Fig. 1) . The need for a barrier is fundamentally linked to the nature of information, which is a measure of physically distinguishable states [7] , [8] . In digital information processing, the concept of system state has a physical interpretation, e.g. defined by the location of a particle in the system. Controllable energy barriers are used as a mechanism to manipulate and preserve system state. Here we postulate that if the probability that the system state is preserved falls below 0.5, then the distinguishability of two states is completely lost (and the execution of computation via state transitions is not meaningful). The barrier properties, namely barrier height, E b , and barrier width define the limiting behavior of devices. The barrier can be formed e. g. by doping in semiconductors as in field-effect transistors (FET) (Fig.  1b) or by using layers of insulator as in the floating-gate (FG) memory (Fig. 1c) . In all cases, the height and width of the barrier determine essential operational characteristics of devices such as size, speed, operating voltage and energy etc.
The energy barrier is needed to preserve a binary state in the presence of noise, both classic (thermal) and quantum (tunneling). The thermal noise is directly related to the fundamental result of thermodynamics, which states that each material particle at equilibrium with the environment possesses kinetic energy of 1/2 k B T per degree of freedom due to thermal interactions, where k B is the Boltzmann's constant and T is temperature. The permanent supply of thermal energy to the system occurs via mechanical vibrations of atoms (phonons) and via the thermal electromagnetic field of photons (background radiation). Thus the barrier height, E b , must be large enough to prevent spontaneous transitions (errors) that occur when the particle spontaneously acquires thermal energy large enough to jump over the barrier (this can happen if the kinetic energy of the particle E is larger than the barrier height E b ). The corresponding probability for over-barrier transition p can be obtained from the Boltzmann distribution as:
(Eq.(1) represents a simplified case of a one-particle system in the circumstance where there is no energy-dependent density of states to skew the distribution. A number of other model cases can be represented by (1) , multiplied by a preexponential factor).
Next, the minimum energy to control a binary transition is determined by the energy barrier. The work required to suppress the barrier is equal or larger than E b . Thus, the minimum energy for a controlled binary transition is given by the minimum barrier height of a binary switch. The minimum barrier height can be found from the distinguishability condition, which requires that the probability of errors p < 0.5, in which case the switch is being operated at the threshold of distinguishability. Solving (1) for p = 0.5, obtain the Boltzmann's limit for the minimum barrier height, E bmin as
The probability (1) can be multiplied by frequency of particle's collisions with the barrier (the attempt frequency) to derive different useful relations such as the rate of transition and the current flowing in the barrier system, the I-V characteristics of a FET [6] , the retention time of memory devices [16] , [18] etc. Also the classic formula for the thermal (Nyquist-Johnson) noise can be derived using (1):
n is average square of the noise voltage across a resistor due to thermal agitations, R is the resistance and f is operational bandwidth. A derivation of (3) using the barrier model is considered in [6] ).
Note that (2) corresponds to the minimum barrier height, the point at which distinguishability of states is completely lost due to thermal over-barrier transitions. In a practical device, where high reliability is expected the error probability must be very low, and therefore E b > k B T . In addition, the requirement that all N sw devices in the logic system operate correctly raises E b even higher. The probability p syst of a correct operation of all N sw switches in a circuit is (4) and for given error probability of individual device p, one can calculate from (1) and (4) the device barrier height E b required for reliable operation of a system consisting of N sw devices:
For example the limiting case of p syst = 0.5 and the smallest device count that could suffice for general-purpose information processor (the von Neumann threshold discussed in Section III), N sw = 320, a lower boundary for the barrier height from (5) is E b ≈ 6k B T. Repeating this calculation for a more practical system reliability with p syst = 0.99 and N sw = 10 9 (today's leading-edge microprocessor chips) results in E b ≈ 25k B T, which corresponds to minimum operation voltage V = E b /e ≈ 0.65 V -close to the projections by the International Technology Roadmap for Semiconductors (ITRS) for the end-of-scaling CMOS [9] .
Another class of errors that impose limits on device scaling are quantum errors, which occur due to quantum mechanical effects. These effects play a measurable role in a system whose energy (E), momentum (p), space (l) and time (t) are such that the characteristic physical parameter, the action, S ∼ E t ∼ p l, is comparable to the quantum of action h = 6.63 × 10 −34 J.s (Planck's constant). The corresponding relations are known as Heisenberg Uncertainty Principle:
Using the Heisenberg Uncertainty (6a), the conditions for significant tunneling can be estimated, as is often carried out in texts on theory of tunneling [10] and research papers examining limits of nanodevices [11] . From (6a), the minimum size of a scaled computational element or switch (Fig. 1a) is
where m is the mass of the information-bearing particle, for example that of the electron. If the barrier is too narrow, spontaneous tunneling through the barrier will destroy the binary information. For a more detailed discussion the reader can be referred to other works by the authors [1] , [4] - [6] . For a numerical example using E b = 0.1 eV and the effective mass of electron in semiconductor m* = 0.19m e (the transverse electron effective mass in Si) obtain from (7)
which is an approximate minimum channel length of the Si logic FET [11] . This assessment is consistent with ITRS, which projects the minimal physical gate length in logic FET to be >4 nm [1, 9] . At this scale, leakage due to quantum mechanical tunneling will be very significant and may limit usage of these 'ultimate' devices in many practical applications. Also, (6b) clearly indicates an energy-delay tradeoff in physical systems. In the context of information processing, if one increases delay, while lowering energy, ultimately the decrease of barrier height implies an increased susceptibility to transient errors, as was argued e.g. in [17] . Even if one is willing to accept increased delay to obtain more energy efficient device operation, transient errors limit how far one can go with this trade-off.
In the above, the authors have offered a quick snapshot of the current state and limitations of the electronic computing technologies due to thermal and quantum noise. For a more detailed discussion interested readers are directed to more in-depth treatments of noise issues in computing both for classical [12] and quantum [13] cases. For a detailed analysis of the error probabilities on the circuit and system levels and the corresponding implications for nanoelectronic architectures readers can be referred to [14] , [15] .
Next consider the ultimate dimensional scaling of the memory elements. In memory cells that store electron charge, two distinguishable states 0 and 1 are created by the presence (e.g. state 0) or absence (e. g. state 1) of electrons in the charge storage node. In order to prevent losses of the stored charge, the storage node is defined by energy barriers of sufficient height E b to retain charge (as shown in Figure  1c ). The retention time of a memory cell depends on barrier height and length. In order to obtain a nonvolatile memory cell, sufficiently high barriers must be created to retain the charge for a long period of time. As was argued in [16] , for >10 y retention, the barrier height E b must be more than ∼1.7 eV (∼66k B T ), and length L>5 nm. The corresponding practical minimum size of the floating gate cell is ∼10 nm [16] . Large barriers also result in high voltages required for memory operation: ∼5 V for READ and ∼15 V for WRITE [1, 16] .
A. Energy Per Bit
In this section, the energy for the operation of binary devices powered by a constant voltage source is considered. (This is the case of a vast majority of today's electronics.) In chargebased devices, changes in the barrier height require changes in charge density, and as a result it always involves charging or discharging of a certain capacitor associated with the device (e.g. a gate capacitor C g in the case of FET, interconnect line capacitance C line etc.). When a capacitor C is charged from a constant voltage power supply, the energy of CV 2 /2 is dissipated [17] , and operation of binary devices in this regime is sometimes referred as irreversible switching.
The total energy consumed per bit operation depends on the device barrier height E b and the number of electrons N e involved in the switching process. The minimum energy needed to suppress the barrier (e.g. by charging the gate capacitor) is equal to the barrier height E b . Restoration of the barrier (e.g. by discharging gate capacitance) also requires a minimum energy expenditure of E b . Thus the minimum energy required for a full switching cycle is at least 2E b . Additional kinetic energy E k (typically ∼E b ) also needs to be supplied to electrons to enable the transition, If N e is the number of electrons involved in the switching transition between two wells, the total minimum switching energy is
If N e =1,
which is a lower boundary for a logic operation. For a nonvolatile memory device, that requires a minimum barrier height E b ∼ 66k B T the minimal energy to store one electron is E bit ∼ 200 k B T.
The above analysis considered individual logic and memory devices operating at the single electron limit. In practice, a large number of electrons is needed to support communication between different devices in the system. For communication, the devices are interconnected with metal wires, and sending electrons through the wires consumes considerable energy. The two main factors that determine practical values for N e are fan-out (short interconnects), and long communication requirements, as discussed below. The necessary attributes of logical inference are convergence and branching. Therefore, for logic operations, an 'upstream' binary switch needs to control at least two other 'downstream' binary switches. The number of the downstream devices that are driven by a given upstream device is called 'fan-out'. The minimum fan-out required for branching is two, while in practical systems, fan-out typically ranges between two and four. The minimal number of electrons for different probability of successful communication, p com , calculated using a simple statistical model [4] , [6] are given in Table I . Now the energy per bit operation in a logic circuit can be estimated. Assuming the system reliability of p syst = 0.99, fan out of 3 and therefore N e = 32 obtain from (8a):
At least a few long interconnects are needed to ensure communication between the information processing system and the outside world (e.g. I/O). The energy cost of long interconnects can be estimated as the energy needed to charge/discharge a metal line of length L:
Using line capacitance of C line ∼ ε 0 L and nearly minimal distinguishable voltage: V ∼ k B T/e obtain as a lower boundary for the communication energy per unit length:
For an example of a long wire along a 1 cm chip the communication energy is 10 −16 J/bit. i.e. 100x times more than energy required for switch operation! The long wire considerations are especially appropriate for memory elements that are typically organized in regular arrays, where, in many instances the properties of interconnecting array wires determine the operational characteristics of the memory system. A given cell in an array is selected (e.g. for read operation) by applying appropriate signals to both interconnect lines, thus charging them. The relatively large operating voltage of flash results in rather large line charging energy (9) . For a memory cell pitch of 10 nm and a 128 × 128 array the line capacitance is ∼10 −14 F [18] . If there is a random access read with V read ∼5 V, there results an energy per line access of ∼10 −13 J, or ∼10 −15 J/bit of serial access. For write operation with V write ∼15 V, the write energy is ∼10 −12 J/line. (In practical flash memory devices the read energy is of the order of 10 −13 −10 −11 J/bit read and 10 −9 -10 −10 J/bit write [19] , [20] ). Note that the efficiency of the memory array for a random access is low, since the whole line needs to be charged even if only one memory cell needs to be accessed. To summarize, electrons flowing in metal wires constitutes the main component of energy consumption in the electron based devices. It can also be argued that fixed wiring is among the primary factors limiting the efficiency of computational systems.
A model for a tightly integrated 2D and 3D systems is useful as a conceptual tool in estimating ultimate performance of semiconductor systems. The limits for the 2D and 3D integration can be conceived using the methodology for stacking of 3D tiles [1] , [6] . Table II summarizes the essential parameters of CMOS logic and memory devices in the limits of scaling [1] . A question that arises is whether alternative technologies exist that could offer further improvements beyond CMOS. It should also be noted that there exists a school of thought known as reversible computing [8] . Proponents of reversible computing argue that if the information-bearing particle changes its state as result of slowly controlled barrier transitions based on gradual adjustments of barrier shape and height, then the transition energy can be very small, even less than k B T ln2. In the case of charge-based devices a scheme for 'slow' charging the devices a capacitor from a constant current source was devised (in contrast to the abrupt charging from a constant voltage source in irreversible case) which in theory allows one to reduce energy dissipation in the capacitor if the current source's dissipation is ignored. There is some controversy over this topic, and different schools of thought exist, including skeptics. After more than a 30-year history, practical implementation of reversible computing remains challenging. It would be even more challenging to build an extremely size-constrained system such as a conceptual 1-μm cube computer from extremely scaled (sub-10 nm) components, which is the focus of this paper. High-leakage nanodevices and considerable hardware overhead required for reversible schemes do not appear to be compatible with small system sizes.
There are also other proposals for alternative future information processing technologies based on quantum gate systems [21] , [22] and thermal noise driven computing [23] . The latter may have a connection with biological computing, where utilization of ambient thermal energy allows for energy minimization in logic circuits, as is discussed in Section VII of this paper.
Also, while using these concepts in large scale systems (e.g. supercomputers) can be envisioned, at least in principle, potential for using them in extremely size-constrained systems is unclear.
B. Scaling below 5 nm
The numbers for smallest characteristic sizes obtained above, i.e. ∼5 nm for logic and ∼10 nm for memory are only 2-3x smaller than those in the leading-edge technology. Thus, semiconductor scaling is facing downstream physical limits, which are manifested in (7). This equation also emphasizes factors defining the limits. Since the minimal barrier height E b is conserved due to error minimization requirements (or equivalently requirements for reduced leakage, enhanced retention, etc.) the mass m of the information-bearing charged particle appears to be the only physical parameter that can be adjusted to continue scaling. In fact, it can be the shown that as device size decreases, there is a corresponding optimal mass size [24] . It should be noted that there is a remarkable discontinuity between the masses of stable particles, from ∼m e = 9.11 × 10 −31 kg for electrons and ∼1800m e for the protons (e.g. hydrogen atoms). Masses of all atoms in Periodic Table are approximately equal to integer multiples of 1800m e . However the use of the atomic masses could still result in a satisfactory device performance, and using atoms as information-bearing particles has obvious advantages for L < 3 nm [24] .
The suggestion that a heavier mass information carrier may be preferable for nm-scale devices may seem counterintuitive. A common-sense observation is that a lighter mass particle should be easier to move faster and would require less energy. However, this observation is valid only for constant length transitions. It is easy to show that the switching time at a given energy remains constant for scaled devices as long as the product L √ m remains constant [24] . Another physical reason, which makes lighter mass less attractive for smaller devices is quantum mechanical tunneling. According to (7) , the use of larger mass will decrease tunneling probability and allow continued feature size reduction.
Possible physical realizations for a sub-5 nm binary switch include the atomic switch [25] , which opens or closes an electrical circuit by the controlled reconfiguration of silver atoms within an atomic-scale junction. Experimentally, a critical device size (gap) of 1 nm was reported [25] . A related concept, the memristor, is currently being actively explored for different information processing tasks [26] . Also, various types of resistive memory based on moving atoms are in principle scalable below 5-10 nm, and are currently being seriously considered as ultimately scalable memory [27] - [29] . As will be discussed in the second half of this paper, biological computation (both memory and logic) is extensively based on heavy particles to represent and process information.
III. Nanoscale Systems: Feynman's Dream
Elusive? The value of scaling logic and memory (and also analog, RF etc.) devices is directly related to the increased capability of the information processing systems enabled by these devices. As device sizes decrease, the areal density of transistors correspondingly increases, thus increasing available system complexity. In addition, the switching time and energy used by individual transistors decreases with feature size scaling due to smaller electron transport distance and a reduction in the number of electrons involved (reduced capacitance). Increased device density and corresponding increases in operational speed supports extended system functionality and provides increases in computational power. Equally, or even more important is that with the increased number of transistors in the same chip area, the fabrication of more transistors per wafer is enabled and thus cost per transistors is reduced. The cost reductions from this learning curve have supported growth in market size by making possible a broader array of more powerful applications. According to the 2012 'calibration' of the Moore's Law in the 40-year period from 1971 to 2011, the transistor count in the microprocessor chips has doubled approximately every two years [1] .
One indicator of the ultimate performance of an information processor, realized as an interconnected system of binary switches, is the binary throughput (BIT); that is the maximum sustainable number of on-chip binary transitions per unit time. BIT is the product of the transistor count N tr with the clock frequency of the microprocessor f :
BIT is an aggregate indicator of technology capability (device scaling) and it is instructive to investigate its relation to the overall computational performance of microprocessors, which is often measured in (millions) of instructions per second (IPS) that can be executed against a standard set of benchmarks. As can be seen in Fig. 2 , there is a strong correlation between system capability for IPS and the binary throughput, and to a good approximation:
For a variety of microprocessor chips (a selection of 39 chips produced in 1971-2011 by 10 different companies, for details, see [1] ), k ∼ 0.1 and r ∼ 0.64 with a high degree of accuracy (the determination coefficient R 2 = 0.98). This strong correlation suggests a possible fundamental law behind the empirical observation. According to (12) , for a larger computational power, the binary throughput needs to be further increased, which in-turn requires an increase in the number of transistors and/or switching frequency. It is straightforward to show, however, that increasing BIT leads to increased power consumption, according to an equation:
Leading edge high-performance microprocessor chips already consume ∼100 W of power, and this makes their cooling an important issue.
A. Scaling Up Computational Performance
When searching for alternative information processing technologies and architectures, the human brain is often proposed as a different model for computation [21] , [30] . There have been several attempts to estimate computational performance of the brain and Figure 2 also shows an estimated computational capability of the human brain (for more details see [1] ). It is clear that the brain is not on the microprocessor trajectory in Fig. 2 , and achieving brain performance would require a massive increase of binary throughput of the computing system, which will also result in high power consumption. For example, the most recent and most impressive demonstration of an artificial intelligence computer system, the IBM Watson supercomputer capable of answering questions posed in natural language and the winner of the 2011 Jeopardy! quiz show, is built from ∼3000 processor cores (POWER7) each consisting of 1.2B transistors and operating at 3.5 GHz, thus approximate total binary throughput about 10 22 bit/s. The machine consumes ∼200 kW of power [31] . On the other hand the fact that the brain, a-biological information processor, operates only at ∼30 W suggests that there may exist alternate technologies and computing architectures offering higher performance (at much lower levels of energy consumption).
B. Scaling Systems, not Just Transistors
Continued scaling of semiconductor device technology is providing opportunities to realize new functional systems across a broad application spectrum. As pointed out earlier, electronic devices, such as transistors, can be made very small, ultimately exhibiting feature sizes of ∼5-10 nm nanometers. However, while corresponding miniaturization efforts for systems are currently underway, the overall system sizes remain relatively large, typically on the centimeter scale. A practical shorter-term goal for a small microsystem might be to achieve ∼1 mm 3 volume. Moreover, while the scaling limits of individual electronic devices have been estimated from physics-based considerations, the question of the limits of scaling for a functional system fabricated from semiconductor technology hasn't had much attention. For example, can functional information processing systems with dimensions two orders of magnitude smaller than the 1 mm target be realized? Just as the human brain provides a model for energy-efficient high-performance information processing, the living cell provides an existence proof that functional and autonomous systems are possible at the volume of a few cubic microns. In fact, the living cell is a marvelous machine, which, in order to achieve the legacy of a sustained existence, not only acquires, processes, and uses information, but does so at incredibly low rates of energy consumption in the range of femtowatts to nanowatts. Such levels of power consumption do not appear to be within the grasp of electronic microsystems. In order to develop a system-level comparison between extremely scaled silicon-based technology and carbon-based computational elements in biosystems, consider a hypothetical silicon computer that is to be realized in a cube 1 μm in size (the volume of many bacterial cells, for example E.coli). Such a 'computer' must contain logic circuitry and nonvolatile memory to store a program and data. Suppose further all components of the computer are to be implemented in ultimately scaled silicon technology summarized in Table II . In the following analysis, 3D-stacked logic and memory circuit layers will be used to fill the 1 μm 3 volume. John von Neumann has argued that the minimum logic circuit complexity required to implement general-purpose computing is of the order of a few hundred devices [32] .
In an attempt for a more accurate estimate of the von Neumann threshold for general purpose computing, a model 1-bit Minimal Turing Machine (MTM) has been constructed with total device count of about 320 binary switches/transistors [33] . Essential MTM parameters are given in Table III . In the following it will be assumed that the logic processor of the Si 1 μm 3 computer is implemented by a MTM using the smallest envisioned FETs with channel length L ∼ 5 nm and with the parameters listed in Table II . The remainder of the one-micron cube is available for memory. Based on the density numbers in Table II , 40,000 memory elements could fit the volume remaining after fabrication of the logic devices.
Thus, the hypothetical 1 μm 3 Si computer, later referred to as Si-μCell (Fig. 3) would contain 320 logic transistors and 40 kbit of nonvolatile memory. Given this component count, it is now possible to consider computational performance of the Si-μ cell. In this assessment the Si-μ Cell is operated at a moderate clock frequency of 100 MHz (the cycle time t cycle = 10 ns) in order to achieve manageable levels of power consumption.
The total switching energy and power per MTM cycle are:
In addition to the active power consumption, there is also stand-by power consumption due to leakage in the 'ultimate' FET devices. According to Table II, the leakage power is ∼2 nW per device, which results in total 640 nW in a circuit of 320 devices.
Next the energy consumed by memory access is considered. At each cycle an 8-bit instruction must be read from the memory block (Table III) . Assuming a serial read (typical for NAND memory) with only one line in memory array charged, the energy for reading 8 serial bits is close to 10 −13 J and therefore the power is
A summary of energetics of Si-μCell implemented with ultimate high performance CMOS is given in Table IV . The total power consumption is about 11 μW. While this number appears small, its dissipation in the 1 μm 3 cube results in very large heat fluxes through the walls of the Si-μCell:
which considerably exceeds technological capabilities for heat removal at 300-400K [1] . (As a reference, the heat fluxes in the leading edge microprocessor chips are in the range 20-60 W/cm 2 , and these require sophisticated active cooling techniques. If it is postulated that only passive cooling is to be used for the Si-μCell (i.e. no additional space overhead for cooling, the maximum heat flux through the walls of the cube must be <1 W/cm 2 (∼max. free water convection cooling rate).
As follows from the Table IV , the Si-μCell cannot operate as designed due excessive heat generation. Note that the predominant source of power consumption is due to the charging of memory access lines. The second largest source of heat dissipation is due to leakage in nanoscale FETs. The active power dissipation in logic circuits is the smallest factor, however still significant. Note also that this analysis didn't include other essential components of the computing systems, such as energy supply, I/O's, etc., which consume both space and energy. Even so, a very conservatively designed computer with 320 logic transistors, 40kbit of nonvolatile memory operating at 100 MHz doesn't appear to be feasible. It can be argued that the Si-μCell design can be changed in two ways. First, the use of larger size logic transistors would reduce leakage; for example a 10 nm channel FET will reduce the leakage power to only a minor factor in energy dissipation. (There would be some loss in total memory.). Second, the active power dissipation can be reduced, if the clock frequency is decreased. In order to satisfy the 1 W/cm 2 heat limit, the system should operate at clock frequency of <1 MHz and have a program space <5 kbit, i.e. even with these very idealized assumptions such as system will not be very practical.
To conclude this section, both major system-level tasks, which are scaling up computational performance and scaling down system size face difficult barriers. The two fundamental limiting factors for severely scaled microsystems are the tunneling limit on the minimal size due to small mass of electrons and excessive energy consumption in metal wires used for rigid interconnect systems.
In 1959, Richard Feynman [34] gave a visionary presentation in which he suggested the possibility of building computers whose dimensions were 'submicroscopic'. Although the progress of CMOS technology has been extraordinary, submicroscopic computers remain outside of our grasp. Moreover, it might be just unachievable with existing technologies. However as will be discussed below, nature appears to have successfully addressed the submicroscopic design challenge, and may suggest new solutions for future microsystems for information processing.
IV. Biological Computation in a Living
by a complex network of neurons, e.g. as in the brain. However, there are growing evidences that information processing at the subcellular level also plays a fundamental role in biology, as was first recognized by Lieberman [35] and Conrad [36] about 30 years ago. It has now been established that individual cells, the smallest units of living matter, possess amazing computational capabilities, and are indeed the smallest known information processors [37] , [38] . As argued in a number of studies, individual living cells, e.g. bacteria, have the attributes of a Turing Machine, capable of a generalpurpose computation [37] - [40] .
Alan Turing designed an abstract model for computation which solves a broad spectrum of mathematical and logical problems in a finite number of steps. This model, called the Turing Machine (Fig. 4a) (Fig 4b) . It consists, in the most general form, of a separate central processing unit (CPU) and memory block, where both instructions and data are held. The CPU consists of an Arithmetic Logic Unit (ALU) that performs all essential operations, and the control unit, which manages the ALU operations and its interactions with memory. Von Neumann also worked on a general theory for complicated automata that would include both artificial machines, such as computers, and natural machines, such as living organisms [41] , [42] . Based on the generic nature of information, which is independent of the choice of its material carriers, Von Neumann suggested the concept of a self-reproducing universal automaton, named the Universal Constructor, which is the Turing Machine expressing the output of computation in the same physical media as that implementing the automatons themselves: ". . . one imagines automata which can modify objects similar to themselves, or effect synthesis by picking up parts and putting them together, or take synthesized entities apart" [41] . A scheme of the von Neumann Universal Constructor is shown in Fig. 4c . This revolutionary concept of 'computers making computers' significantly expanded the horizons of the information universe. Among other things, it revealed the nature of manufacturing as an information-transfer process. However, von Neumann's vision has not been realized in hardware, and todays computers don't have the capability to self-replicate. Living cells, on the other hand manufacture copies of themselves, and therefore can be viewed as Universal Constructors in the sense of von Neumann [39] .
The Universal Constructor model is a useful concept for the estimation of the information content of a living cell. In the following, the E.coli bacterium will be used as a model cell, because very detailed data about its composition and functions is available [43] , [44] . The overall information content of a material system consists of information about the system's composition and its shape [45] . If a Universal Constructor is considered, i. e. a computer with the task of controlling the assembly of a structure (e.g. another computer) from building blocks, a certain amount of information must be processed to effect assembly, and this is related to the complexity of material system. For each step of the assembly, the computer must: 1) select the appropriate category of the building blocks, and 2) calculate x-, y-, z-coordinates of the position for each of the building blocks in the assembly. If there are N different building blocks (in the case of ultimate bottom-up construction, these building blocks could be atoms composing a material structure), information content of selection of the building block in the selection step is
Next, the information of the xyz-positioning depends on the precision needed. The information content of a single parametric specification (e.g. x-coordinate) is [45] :
where δx is the required precision. For example, for δx = 1%, I x = log 2 10 2 ≈ 7 bit; for δx = 1 ppm, I x = log 2 10 6 ≈ 20 bit, and for δx = 1 ppb, I x = log 2 10 9 ≈ 30 bit. Note that even for high precision, the information content of a single parametric spec- [43] ification is relatively low and in the following I x = 32 bit will be used (32 bits is sufficient to represent numbers with practically arbitrary precision -'floating point' format). The total information of the xyz-positioning I xyz = 3I x = 3*32≈100 bit.
Next if the total number of the building blocks in a material structure is n, the total information processed in assembly is:
I n = n I s + I xyz = n log 2 N + 32 (17) Now, consider the task of assembling a living cell of E.coli bacterium from individual atoms. The elemental composition of the bacterial cell is known with high accuracy and is shown in Table V . The cell is mainly composed of 10 different atoms (i.e. N = 10) with the total number of n∼3 × 10 10 atoms. The information content of a cell can be estimated using (17) :
10 · log 2 10 + 100 ∼ 3 · 10 12 bit
This result can be regarded as an upper bound estimate of the information content of a bacterial cell, and it can be refined in a number of ways [6] , [7] . Interestingly, experimental measurements of the informational content of bacterial cells using microcalorimetric techniques yielded very similar results. In these experiments, it was concluded, based on the entropy reduction during microbial growth, that the information content ranges between 10 11 and 10 13 bits per cell [46] . It has also been concluded that the major consumption of energy during a cell's reproduction cycle arises from the correct placement of molecules within the cell [46] . Further in this paper a conservative edge of the experimental estimates will be used, i.e. I cell ∼10 11 bit. Generally speaking, if a Universal Constructor is to correctly place all building blocks to build a new cell, approximately 10 11 bits of information needs to be generated by the cell processor. In the following, a cell as a molecular information processor will be considered (Fig. 4d) that contains a localized long-term memory block M (DNA molecule), a number of short-term memory and logic units L (different protein and RNA molecules), input sensors S to monitor both outside environment and the cell interior (extracellular and intracellular receptor protein molecules) and output units -the ribosomes, where new structural building blocks for reproduction are 'printed' and signaling units that 'wirelessly' connect to neighboring cells by sending signal molecules. Essential parameters of the E.coli Molecular Processor are shown in Table VI (more discussion on different hardware components and their functions can be found in [1] , [6] ).
A measure of the information processing rate can be made from the time required for a cell to reproduce itself. A typical reproduction time of an E.coli cell is 2400 seconds (Table VI) . Thus the number of equivalent bits that must be processed per second (binary throughput), BIT cell is:
The power consumption of E.coli is about 1.4 × 10 −13 W (Table VI) so that from (13) the energy per equivalent binary operation in the cell is:
The estimated energy utilization per switching event is quite impressive. It is at least two orders of magnitude lower than the 'Ultimate CMOS' information processor (Table II) . In the following, memory and logic hardware used by living cells will be considered and some speculations concerning the energyefficiency 'secrets' of biological systems will be offered.
V. Bio-Memory: DNA Many data about structure and operation of a living cell are stored in the long molecule of deoxyribonucleic acid (DNA), and is encoded using a base-4 (quaternary) system. The information is encoded digitally by using four different molecular fragments, called nucleobases, to represent a state: adenine (A), cytonine (C), guanine (G), and thymine (T). The four molecular state-symbols are attached in series to a flexible 'tape' or 'backbone' made of sugar and phosphate groups. The complete DNA unit usually consists of two complementary 'tapes' that form the so called double helix. Information content in each tape is identical, but is written with different (complimentary) sequences of symbols. These base-pairs (bp) are used as unit of information stored in double-stranded DNA (for the single-stranded DNA and RNA molecules, a unit of 'nucleotides' -nt is used). One bp or nt equals to 2 bits of binary information and corresponds to approximately 0.34 nm of length along the tape, as shown in Fig. 5 .
Some examples of DNA storage capacity (genome size) are given in Table VII. Note that the storage density of molecular DNA memory is ∼10 Mbit/μm 3 or 10 19 bit/cm 3 , which is much denser than the density limits for the electronic long term memory (Table VII) . Also it is interesting to note that a single-cell organism Amoeba Dubia stores a huge amount of information (1.34 Tbit), compared to ∼6 Gbit stored in the human genome.
Access to the DNA memory is facilitated by special protein devices, which form memory interface circuitry and multiple 'read heads'. DNA-binding proteins (forming transcription factor complex) act as gates to the specific snippets of DNA, and they therefore represent a mechanism to control the retrieval of information from a specific DNA address. The cell's signaling network regulates the state of the DNA-gating proteins that determine when and where a DNA snippet (a gene) is activated, thus provide address specification. The information is retrieved from the specified address by a special device formed by the RNA polymerase protein. This protein acts as a memory read head moving along the specified snippets of DNA and copying information by synthesizing pieces of messenger RNA (mRNA) molecules. The mRNA then transfers the information to the sites of protein synthesis, the ribosomes which are located in the cytoplasm. RNA is thus part of the memory interface that functions as a memory buffer (DRAM, SRAM) and also represents the information package that facilitates interactions between memory, logic and I/O's. Due to the strand-like structure of DNA memory, it is possible to conduct parallel data-reads at different physical locations on the strand. This capability expedites the data retrieval and consequently speeds up cell information processing.
The chain 'DNA-mRNA-proteins, described above, is sometimes marked as the 'central dogma of microbiology, but it doesn't represent the whole picture. DNA is transcribed not only to mRNA but also to many non-coding RNAs including ribosomal and micro RNAs, whose control roles are emerging as major factors in the genotype-phenotype coupling in the cell [47] , [48] .
It should also be noted that the instructional/computational information of the cell is stored not only in DNA, but also in other molecular structures including RNA, proteins, and metabolites. Some of these additional memory elements act as short term or auxillary memory, e.g. equivalent to electronic DRAM and SRAM, as discussed in the previous paragraph. Also there are growing evidences for non-nucleotide sequence based, longer term memory function in cells, known as epigenetic memory [49] - [54] . Analysis of this intriguing component of biological memory in the context of computing systems still awaits its hour.
A. Speed and Energetics of DNA Memory Operations
The entire DNA information content is read and written at least once during one cell division cycle (to support reproduc- tion, response to external stimuli etc.). In the E.coli case the replication time for a cell is nominally 2400 s, and the total memory size is 9.6 Mbit. Therefore a characteristic access time per bit is t bit ∼ 2400 2 · 9.6 · 10 6 ∼ 100μs The total power consumption of an E.coli cell is about is 1.4 × 10 −13 W (Table V) . Assuming the total memory access (one READ and one WRITE) be 2 9.6 Mbit = 19.2 Mbit = 2.4MByte = 2.4 × 10 −3 GByte, it follows that the memory operation power is 
B. DNA-Inspired Semiconductor Memory?
It is instructive to compare DNA memory with several mainstream semiconductor memories (Table VIII) . DNA memory is nonvolatile, its volumetric density far exceeds (1000x) projected ultimate electronic memory densities (see Table II) , and the access time in the cell is comparable with that of flash memory. However, the most impressive characteristic of DNA memory is its very low energy of operation (∼10 8 × less than flash), and this is a critical metric for future development in semiconductor memory. Thus DNA-based memory technology for artificial information processing systems could be beneficial. Indeed, recent progress in DNA synthesis and sequencing made it possible to experimentally explore DNA storage beyond biological applications. Very recently, a group at Harvard demonstrated a strategy to encode arbitrary digital information by using next-generation DNA synthesis and sequencing technologies [3] . They stored a book on genetics ("Regenesis: How Synthetic Biology Will Reinvent Nature and Ourselves", by G.M. Church and E. Regis, Basic Books, New York 2012) that included 53,426 words, 11 images, and one JavaScript program, 5.27-megabit total into DNA fragments, and then read the text back by DNA sequencing. This very impressive result was obtained using bulky and slow (by semiconductor standards) equipment. However, examples from the past history of semiconductor memory suggest that what is 'impractical' today can be 'transformative' tomorrow. For example, the very concept of electronic digital storage for consumer electronics was thought to be impractical. The iPod was un-imaginable circa 1980, when best available storage technology was the IBM 3350 direct access storage magnetic disk units. Not only were they slow (25 ms access time), bulky (desk-sized), they also were very expensive (one 635 MB unit cost $70,000 dollars in 1980). However, the physical principles and theoretical capabilities for dense memories had then already been recognized, and later progress in both magnetic and flash storage entirely changed the landscape of consumer electronics.
There has been a tremendous progress in new technologies for DNA synthesis and sequencing, which are key components for DNA memory developments, and the cost of writing and reading DNA is projected to rapidly decrease. There are recent promising demonstrations of micro-manufactured DNA devices, for example, a 'DNA transistor' for sequencing [55] . Based on the rapid and continuing progress, it doesn't appear unreasonable to suggest that research to develop technologies to integrate DNA memory systems with semiconductor integrated circuits might provide an impetus for highly dense memory systems operating at very low power.
Table VIII offers a comparison between the projected limiting capabilities of three extant memory technologies and the capability of DNA memory. Please note that the projections for DNA memory density and energy utilization are demonstrably superior to the existing technologies and projected memory access times are competitive. If an integrated DNA memory technology can be developed, this class of memory systems may find widespread use, particularly for archival applications.
VI. Bio-Logic: Digital and Analog Circuits with Proteins Many proteins (Fig. 6 ) in living cells have as their primary function the transfer and processing of information, and are therefore can be regarded as logical elements of the biological cell processor [56] - [59] . In fact, as recent studies indicate, the proportion of components devoted to computational networks increases with the complexity of the cell, and are absolutely dominant in humans [58] , [60] .
Protein molecules consist of combinations of 20 different amino acids (called common or standard amino acids). Proteins are made from long (e.g. hundreds of units) sequences of different amino acid 'symbols', which are folded in complex 3-D arrangements (Fig. 6) . In E.coli bacteria the average number of proteins is 360 'symbols', which are folded in a globular structure with average diameter ∼5 nm [43] . Proteins can alter their 3D structural shapes (conformation) in response to external stimuli, and different conformations can represent different informational states. Information embedded in different shapes has been studied by Ayres [45] , and most recently, by Gammaitoni [61] . These nanomechanical changes in protein shapes define a state variable, sometimes called the conformon, which is defined as "packet of energy and genetic information" [62] . The concept of conformons was first proposed in 1972 independently by Volkenstein [63] and by Green and Ji [64] , [65] and was introduced into computer science in 2002-3 by Frisco and Ji [66] , [72] .
The essential functions of the protein devices are determined by their conformational states. A simple example of the 'binary' conformational change is the ion channel protein, which is embedded in a cell's membrane and acts as a gate for ions, and can be opened or closed depending on command from either internal or external sources, e.g. light, pressure, chemical signal etc. Different nanomechanical conformations of these protein devices are recognized by other elements of the cell circuit through a process based on selective affinity of certain biomolecules with given conformational states. These are known as shape-specific lock-and-key interactions [36] . Molecular recognition implemented with conformons plays a fundamental role in the communication of information packages within the cell processor, and it facilitates targeted interactions between different elements e.g. protein-protein, protein-DNA, RNA-ribosome etc.
The protein conformons control all processes in the cell, such as sensing, signaling, information retrieval etc. In addition to proteins, RNA (ribonucleic acid) molecules also play an important role in computational networks of live cells [67] . One of the functions of RNA molecules is to serve as memory interface logic circuitry [6] , [68] . Also, some proteins and RNA in the cell are organized to form ribosomes. The function of ribosomes is to synthesize the protein molecules according to commands from DNA, and thus the ribosome can be regarded as a part of the cell's information processor and, more exactly, its output interface.
If it is assumed for discussion sake that proteins and RNA perform binary operations (e.g. act as binary switches), then an order-of-magnitude estimate for the number of logic devices in, e.g. E.coli, can be made based on the protein and RNA count in the cell as summarized in Table VI . Logic device count includes all RNA and at least some protein molecules in the cell. The total number of RNA molecules in the E.coli cell is ∼2 × 10 5 and this can be regarded as a lower bound on the number of logic devices. The number of all proteins inside the cell is 2.6 × 10 6 , and thus an estimated upper bound on the number of logic devices is the sum N RNA + N protein ∼ 3 × 10 6 .'devices'. Also, ribosomal proteins can be counted as part of the computational unit (output interface). The number of ribosomal proteins is ∼9 × 10 5 , therefore a conservative estimate for the number of logic devices is N logic ∼ 10 6 (in a 1 μm 3 volume this corresponds to the device density of ∼10 18 cm −3 ). A caveat needs to be mentioned when the number of 'logic' biomolecules in the cell is compared to that of silicon logic circuits, where devices are typically binary switches. In contrast, biological macromolecules, such as proteins can represent multi-valued logic or even analog elements, as the number of different states in biomolecules (e.g. different 3D conformations of protein molecules) can be quite large. For example, Ji estimated the information content in protein conformons is in the range of 40-200 bit [62] , while in [68] it was suggested that a protein molecule is equivalent to the arithmetic logic unit, where each amino acid in the protein represents a device element of the computing machinery. Also, intracellular analog computation has been studied in [38] , and it was argued that both digital and analog information is processed by the living cell and thus the cell is more accurately represented as a hybrid analog-digital information processor. It should also be noted that alternative estimates of logic device count in the cells can be found in the literature; for example in [69] it is argued that the E.coli cell has the equivalent of ∼10 3 logic gates, based on the number of different enzyme-controlled chemical reactions in the cell. The authors of this paper believe that the above number can be applied to the equivalent device count for the analog part of cell's information processor, however the number of logic elements is considerably larger.
VII. Design Secrets of Cell Information
Processor The term 'cytomorphic electronics' has recently been introduced to refer to the digital & analog nature of cellular information processing [38] . Table IX offers a system-level comparison of a hypothetical 1 μm 3 Si computer with a 1 μm 3 biological (cell) information processor. Both processors are benchmarked against a task equivalent to providing an information output of 10 11 bits (which is the amount of information that needs to be generated by the cell processor to build a new cell, as estimated in Section IV). It is assumed that the logic processor of the Si 1 μm 3 computer is implemented by a Minimal Turing Machine (Section III) consisting of 320 transistors and operating at 1 MHz clock frequency (to stay within the 1 W/cm 2 heat limit for passive cooling systems). About ∼500 "raw" bit transitions in MTM are required per one output bit (Table III) , thus ∼5 × 10 13 binary transition are required to emulate the 'replication' task, and this will require ∼10 5 s to complete by MTM. This is 100x longer than the replication cycle of the E.coli cell! Overall, as is clear from Table IX, the 1 μm 3 'Ultimate CMOS' computer fundamentally cannot match the living cell information processor in the density of memory and logic elements, nor operational speed, nor operational energy.
What makes biological cell a superior information processor relative to the performance of ultimately scaled semiconductor technology? It appears that several simple physics based arguments can be made that are consistent with the nanodevice limits discussion in Section II: 1) Heavier mass of information carrier allows for denser logic and memory. As was argued in section II, a heavier mass for the information carrier allows for smaller separation between distinguishable states and therefore more devices/states per unit volume or area. According to (7) , the minimum size of a computational element (both logic and memory) depends on the mass of the information bearing particle:
i.e. a heavier mass results in smaller device size. For example, DNA memory uses molecular fragments (nucleotides) as information carriers, each consisting of more than 10 atoms. The molecular information carriers are densely packed in a linear array with distance between nucleotides of only 0.34 nm. By comparison, the minimum size of an electron memory cell is ∼10 nm. This dimensional difference gives insight into the 1000x difference in volumetric memory density between electronic and DNA memory, i.e. 10 16 bit/cm 3 of electronic memory vs. 10 19 bit/cm 3 for DNA memory. Also, protein logic devices consist of arrangements of many atoms, resulting in total device size of ∼5 nm or less, which can explain about 10x higher protein logic density compared to ultimately scaled transistors. In fact, a vision of cellular enzyme proteins as conformon-based "soft-state nanotransistors" has recently been recently introduced in a book by Ji and contrasted with electron-based solid-state transistors [72] . 2) Utilization of ambient thermal energy allows for energy minimization in logic circuits. For semiconductor systems thermal energy (∼k B T ) must be managed as it may destroy the state or divert the information carrier from its intended trajectory; for example in communication between several logic elements. In order to overcome the deleterious effects of thermal energy each logic element must contain a barrier E b > k B T . Moreover, in communication with other elements, N carriers must be sent to the recipient elements, each of which must have kinetic energy E k > k B T . As result the total energy per bit operation, as it was derived in Section II, becomes (8a):
and it can be significantly large, usually >1000 kBT . In contrast, biomolecular computing systems utilize thermal energy to effect data exchange/transmission between e.g. logic-to-logic or memory-to-logic elements. All computational molecules move within the cell's volume by thermally excited quasi-random walk with almost no extra energy required, thus E k ∼k B T and the second term in (8a) is minimized. Biological systems actually use thermal energy in the transmission of information! In general, the second law of thermodynamics puts severe restrictions on conversion of non-gradient thermal energies into useful work. But the cell's computational elements, such as enzymes, appear to be able to utilize non-gradient thermal energies without violating the Second Law. One possible mechanism effectuating the utilization of non-gradient thermal energies for enzymic catalysis without violating the second law was suggested in 1974 based on the generalized Franck-Condon Principle [70] - [72] . It could also be that the phenomenon of stochastic resonance [73] plays a role in cellular operations. Moreover, a recent work suggests that the stochasticity of the biological signals can potentially offer an exponential increase of performance using neurons, which act as coincidence devices utilizing their inputs for deterministic logic decisions (even though the signals are stochastic) without the need of statistical averaging [74] .
3) Flexible/on-demand 3D connections/routing allows for minimization of the communication carriers. Referring to (8a), in silicon systems most energy is consumed by interconnect. This is due to the need to pump a large number, N, of carriers (electrons) into the interconnecting wire for reliable communications. As was argued in Section II, for reliable communication, N must dramatically increase for longer path lengths and more receiving devices (fan out). In electrical circuits the connection paths are pre-determined in 2-D networks, and in many instances, the electron travels a long distance. A problem of electrical interconnects is the statistical behavior of discrete charges, in other words electrons are free to move along the line. Therefore a large number of electrons is needed for reliable branched communication to reduce thermal and shot noise. Electrons flowing in 2-D networks of metal wires constitute a main component in energy consumption in the electron based systems. In contrast, 'devices' in cells (e.g. proteins or RNA) are usually free to travel in all three dimensions within the cell and they don't follow a fixed path. Due to the shape-specific molecular recognition (e.g., lock-and-key interactions) a 'deterministic' or 'point-to-point' communication of information packages within the processor is obtained, with smaller number of carriers, resulting on lower energy. 4) Array-free organization of DNA memory enables the minimization of the energy for memory access. A core systemlevel challenge resulting in the excessive energy consumption in the silicon microcomputer is that memory access to support computations takes too much energy. Organizing solid-state memory in cross-bar arrays, while an elegant solution at larger scale, contributes to excessive energy dissipation due to line charging during memory access as given by (9):
The long wires needed to connect memory elements in an array result in a large line capacitance C line , which together with a large access voltage required for nonvolatile electronbased memory, yielding 10 −13 -10 −12 J per randomly accessed bit. In contrast, the DNA memory in the cell uses arrayless organization that can be viewed as similar to access to tape or hard disc drive. Multiple read heads (formed by RNA polymerase protein) are used for independent simultaneous access to different parts of the DNA memory, thus this is a highly parallel process. 5) Hybrid digital & analog information processing. As argued in [38] , the cell processor is a hybrid state machine operating in both digital and analog modes. For example, DNA memory is a digital unit while the sensory information the cell receives from its environment is mostly analog. The proteinbased computing often represents and processes information in analog form, with state variables encoded in concentrations of protein molecules [38] , [57] .
The design principles discussed above suggest several essential implementation components of cytomorphic electronic systems: (i) Molecular devices Based on the above discussions, molecule-based information carriers could in principle allow for ultra-dense logic circuits due to heavier mass. Cell-inspired computing may be a promising direction for what is now known as molecular electronics [75] , which also includes nanomechanical molecular elements forming a category of 'mechanized materials' [76] .
(
ii) Compartmentalization
For efficient operation, molecular devices must be entrapped in small compartments, and the compartmentalization is a key principle of cell-based computing [77] . The molecular devices (e.g. proteins) are moved by Brownian (thermal) motion to their specific binding locations, and with reduced volumes, the rate at which a molecule is able to interact with other molecules of the system increases significantly [77] . Larger system size would result in prohibitively slow operations, and this is one of the reasons why the size of most living cells is does not exceed several microns. Therefore technologies that enable the creation of synthetic microscale compartments are essential for cell-inspired information processing systems [77] - [80] .
(iii) Programming
Recent progress in synthetic biology has made it possible to re-program cells by injection of specially designed fragments of DNA to modify intracellular reactions and the cell's response to external stimuli [81] , [82] , [97] , [98] . This revolutionary development can be crucial for practical cellcomputing as it allows using cells optimized for computation instead of natural cells that have evolved for maximum survivability.
(iv) Interfaces
Bi-directed communication between living/biomolecular and nonliving/electronic systems is a necessary component of cell-inspired information processing. In principle, different types of physical stimuli and responses could be used in the 'cell-to-semiconductor' communication. In recent demonstrations optical signaling is often used for both input and output (see Section VIII). Controlling chemical microenvironment is another common way to stimulating cell activity. Electrical interfaces are the most compatible with semiconductor subsystems, and interesting results have recently been presented on the studies of microbial electron exchange with external electronic devices [83] . It should be noted that many natural cells have evolved an insulating envelope, which makes a direct exchange of electrons difficult. Among different approaches to make electrical connections between the cell and the external world, a synthetic biology approach has been demonstrated, where a special electron transfer pathway was installed in E.coli bacterium that uses biomolecular shuttling of charge outside the cell [82] . In this work, E.coli was 'programmed by genetic material from metal-reducing bacteria to facilitate electron exchange with external electrodes. In many instances, the communication interfaces need to be created within a microscale compartment platform. Recently a micro-chamber For practical implementations of cell-inspired computing, two possible strategies can be envisioned:
1) Computing with a living cell placed in microcompartment that is equipped with bi-directional electrical, optical, chemical etc. interface periphery for both stimulating different cell activities and reading out the response. In such a system, the cell is likely to be genetically modified to achieve optimum functions. For example a vision of computing with bacteria or bactoputing was presented in [85] . Some rudimentary experimental examples of cell computation are given in the next section. 2) Artificial 'cell-free' systems [86] that use designed biomolecules such as synthetic DNA, proteins, etc. confined in microfluidic compartments, could become an ultimate solution for molecular computation, since they would not require extra resources to maintain the live cell viability, and thus could be sharpened for required tasks.
VIII. Experimental Demonstrations of Bio-Cell
Computation This section provides a few examples of recently reported computational tasks performed by single cells. These studies suggest that single-cell organisms can be programmed to perform much higher-level computational functions than has been anticipated. Some examples of the cellular computation are given in Table X. The amoeboid plasmodium unicellular organism, Physarum polycephalum, was shown to be capable of sophisticated computing tasks [87] , [88] by utilizing the characteristics of the organisms behavior [89] . Physarum is a single-cell with a large number of nuclei (>10 4 and up to 10 9 ) with size ranging from tens of μm to cm. When colonizing its habitat, the Physarum cell develops a network of protoplasmic veins. If it is confined to a container, the container shape can serve as one of input variables for computation. For example, when deployed in a maze-shaped container, the Physarum cell acts an efficient maze solver finding the shortest route through the maze [89] , [90] . More generally, the Physarum polycephalum cell makes complex decisions based on decentralized sensing by its distributed parts. The cell is sensitive to many chemicals in different ways, e.g. attraction and repulsion. Examples of attractants are some sugars (glucose, maltose, mannose, and galactose), aminoacids (phenylalanine, leucine, serine, asparagine, glycine, alanine, aspartate, glutamate, threonine), peptones etc. The organism is repelled by sucrose, tryptophan and inorganic salts. Also, the Physarum polycephalum is photophobic, i.e. it moves to avoid light. Thus the input variables for the biocomputing are: initial shape (e.g. stellate ore maze shape defined by the container), optical signals, gradients of attractants and repellants; all of which can be used to 'program' the cell to compute different tasks. Measurable output signals are biochemical and mechanical waves, redistribution of the electrical charge on the cell's membrane etc., final shape and position etc. The 'Physarum solver' has been applied to solve a number of geometrical problems requiring combinatorial optimization [87] - [91] , most notably the traveling salesman problem (TSP). It has also been used to control a multi-legged robot [92] and has been shown to be capable of anticipating periodic events [93] . Simple logic gates have been also implemented with the Physarum polycephalum [94] ; however it has been argued that errors would severely limit the practicality of this bio-computing agent for more complex circuits [95] . Instead it has been suggested that 'Physarum solver' might be more naturally suited for tasks like pattern recognition, signal filtration and memory storage [95] . Also, there is the possibility of using Physarum computing for dynamic optimization problems in which constraints and boundary conditions vary in space and time [89] .
Recently computing with Euglena gracilis cells was reported based on the movement strategies of motile microbes [96] . Euglena is a unicellular flagellate microbe 50-80 μm long and 10-30 μm in diameter. It can utilize solar energy by photosynthesis in moderate daylight, however is photophobic against bright blue light. In one experiement, Euglena cells were confined in a 16-branch micro-aquarium and controlled by blue light pulses. Position and swimming activity of Euglena cells were used as the output signal. The combinatorial optimization for a four-city traveling salesman problem was achieved with a high occupation ratio of the best solutions.
Another recent demonstration of cell computing was reported using cells that were 're-programmed' by injection (transfection) of plasmid DNA with specially designed sequences. For example, E. coli cells [97] and human embryonic kidney cells (HEK-293T) [98] were directly programmed for different tasks by injection (transfection) of plasmid DNA with specially designed sequences. In [98] several digital operations were performed: NOT, AND, NAND, XOR as well as programmable half-subtractor and half-adder operations. Two input states were created by the presence/absence of 'input molecules', erythromycin and phloretin. The output signal was light emission by fluorescent proteins.
IX. SemiSynBio: Opportunities for synergy?
In the following, the term SemiSynBio conveys the idea of beneficial interactions between the fields of semiconductor technology and synthetic biology. It is becoming increasingly clear that information processing plays a central role in enabling the functionality of biological systems. On the other hand, semiconductor information processing is providing tools both for fundamental biological discovery and for medical applications.
It may be that dramatic improvements in information processing technologies will result from a radical re-thinking of both traditional computing architectures and supporting technologies. Perhaps, the design of nature's information processors can inspire radical breakthroughs in information processing technologies. A relatively new biological discipline, synthetic biology is at the forefront of both the exploitation of conventional information processing and, at the same time, is unveiling a new understanding of biological information processing methods. Synthetic biology focuses on the design and construction of new biological parts, devices, and systems, and the re-design of existing natural biological systems for useful purposes such as medical applications, agriculture, energy systems, and the development of new materials. Advances in the science of synthetic biology are beginning to suggest possible pathways for future semiconductor technologies.
Lessons from biology could help to identify future research directions for highly functional space-limited digital and analog systems that must operate with extremely low energy consumption based on concepts and principles derived from nature.
Potential application targets for SemiSynBio systems, some of which may be hybrid organic/inorganic systems, include computation, materials and energy technologies, environmental remediation and preservation, biomedical monitoring etc. The technological challenges that must be addressed to develop SemiSynBio systems are daunting and encompass almost every facet of information processing technology including design, instrumentation, and fabrication. A research objective would be to identify symbiotic opportunities where the confluence of emerging biological device, circuits, and systems can synergistically interact with integrated circuit and system technology. This synergy promises to dramatically extend the capabilities and application space of information processing systems. In the following, several SemiSynBio topics are considered.
A. DNA-Inspired Memory
As indicated in Section V, DNA volumetric memory density far exceeds projected ultimate electronic memory densities. Also, in the living cell, the memory read/write operations occur at reasonably high speed and require very low energy. One of the goals for research efforts could be to demonstrate miniaturized, on-chip integrated DNA storage. New methods for DNA synthesis and sequencing are key components for these developments.
For example, a recent work at IBM demonstrated a 'DNA transistor', where DNA transport occurs through electrically controlled gated nanopores [55] . This device offers a new potentially low-cost and high-throughput method for DNA sequencing with single-base resolution, which is also nondestructive. A read mechanism for DNA memory using the DNA transistor can be envisioned.
B. Cytomorphic Electronics
The fundamental elements for information processing in all cells, from bacteria to neurons are DNA-protein and proteinprotein interactions. Understanding the principles of cellular information processing and transferring such principles to new generations of computing systems, whether based on semiconductor or programmable biological matter, offers to extend computation from cells to electronics and from electronics to cells. Cells perform energy-efficient and robust computation with noisy, unreliable components. Essential attributes of biological design are the use of mixed-signal machines (i.e. digital processing combined with analog dynamical systems), feedback-based error correction, redundancy, and parallel processing. The following targets for improvements relative to existing systems could be envisioned: memory density: 1000x more, logic density: >10x more, computational power: 1000,000 x less and algorithmic efficiency: 1000x more. The cell is able to compute with switching energies that individually approach a few k B T while at the same time maintaining a high information-processing throughput. Thus, the exploration of cytomorphic principles could lead to new directions in extremely low-energy organic and inorganic computing and novel bio-inspired and biological circuits.
C. Sensors, Actuators, and Energy Sources
Can the functionality of cellular sensors be used to inspire equivalent inorganic sensor systems or can these biological sensors be included in classical information processing systems? For example, biological cellular 'noses' can be envisioned e.g. for molecular sensing, pathogen sensing etc. Cell actuators offer interesting opportunities for small-scale mechanical operations. On-chip integration of biological sensors and actuators can also be envisioned and sensor systems must be self-powered. To what extent is the integration of biological energy conversion resources with semiconductor chips possible? Can advantage be taken of the efficient conversion of chemical energy into electrical energy for use by integrated circuit?
D. Scalable and Complex System Design
CAD tools are ubiquitous in nearly all fields of engineering and widely used in electronic design. The spectacular success of electronic device automation (EDA) tools over the last 30 years provides an inspiring model for synthetic biology. Synergies between EDA and Bio-Design Automation (BDA) are currently actively explored [99] . Also, synthetic biology design approaches could be applied for semiconductor CAD, for example stochastic behavior modeling for variability-aware analog/mixed signal circuits in the few electron limit.
Essential attributes of biological design are the use of mixed-signal machines (i.e. digital processing combined with analog dynamical systems), feedback-based error correction, parallel processing etc. Cells perform energy-efficient and robust computation with noisy, unreliable components. It was recently observed that chemical reaction processes are similar to the stochastic model for subthreshold transistor operation, thus both new models for nanoscale transistors and electrical models for chemical computation can be developed [38] . Also, methods used for information protection in biosystems can have possible implications for CyberSecurity. For example, image encryption by immobilized DNA molecules on chips was proposed in [100] .
E. Fabrication
The cell is capable of fabrication of amazingly complicated new structures with high yield and low energy utilization. Biological assembly occurs at a high rate and low energy. How can an understanding of the 'cellular factories' be used to guide substantial improvements in the processes now used in the semiconductor manufacturing? For example, programmable DNA-controlled self-assembly has the potential for complex sub-10 nm semiconductor structures [101] . Also can engineered microorganisms be used to produce various important chemicals and materials for semiconductor processes, e.g., low-K dielectric films?
As a concluding remark, mastering DNA is a key task in all topics, and it should be focus for shorter term efforts in SemiSynBio research. Affordable miniaturized devices to write DNA, CAD tools for rapid and reliable design of functional DNA sequences, and methods for efficient delivery of DNA-encoded information are necessary for the creation of new information technology paradigm based on biological principles.
X. Summary
In this paper, an overview has been presented of the physical limits facing severely scaled semiconductor devices and microscopic systems composed of these devices. To date, no replacement inorganic technology has been defined that can sustain the historical performance improvements in device performance, especially in the realm of energy consumption. Moreover, even though assembly technologies exist for semiconductor systems, assembly into functional and largely autonomous information processing systems whose dimensions are in the range of microns is not on the technology horizon. What is striking is that nature does all of this in the living cell, e.g., switching energies are estimated to be on the order of 10k B T in contrast to 10 4 -10 5 k B T today for transistors and highly sophisticated cells perform complex functions in a volume that is on the order of a few cubic microns. Are there clues that can be derived from the cell that might enable the development of new information processing technologies that could continue Moore's Law scaling for many more decades? Do those of us who have worked so hard to obtain brilliant advances in semiconductor technologies need to re-examine our basic assumptions on the paths forward for information processing?
The complexity of the living cell is daunting and broadly dependable simulation models are not yet in existence. However, this is the subject of intense investigations and nature is slowly yielding its secrets. In this paper, examples have been given that illustrate some possible pathways forward for information processing technologies, inspired by the functionalities in the cell. For example, it appears that if the costs for reading and writing DNA can continue to be reduced, archival memories of immense capacity that occupy miniscule volume and consume orders of magnitude less energy than conventional large scale storage systems might be developed. On the information processing side, are biochemical reactions, operating at the molecular level the reason for the dramatically low cell switching energies at the cell device level. Is there an inspiration for information processing scientists in the memory I/O operations of the cell which seem to operate in a parallel manner and where communication of information from DNA snippets to ribosomes occurs in the cytoplasm driven by thermal energies?
Finally, there is another revolution brewing in the field of synthetic biology where synergies between integrated circuit engineers and bio-chemical scientists might bring rapid progress. Synthetic biology seeks to engineer the development of organic systems much as integrated circuits are designed and manufactured today. Progress has been slow but it is possible that working collectively, progress for both information processing technologies and for synthetic biology can be accelerated. For example, it does not appear that IC engineering design methodologies will go through to synthetic biology in a straightforward manner; however, the tools used by the IC designer to manage complexity using hierarchy and abstract models may turn out to be useful.
In summary, the pathway forward in inorganic information processing technologies is cluttered with formidable obstacles, many of which arise from fundamental physical considerations. Might it not be possible that nature can provide clues and guidance to continue the transformative revolution that our profession has begun?
