We calculate the leading correction term in the density expansion of the dynamic structure factor for a Lennard-Jones fluid using the Boltzmann equation. The qualitative behavior is found to be very similar to the hard-sphere result reported by Kamgar-Parsi et al. ͓Phys. Rev. A 35, 4781 ͑1987͔͒. A comparison was made with the results from the neutron scattering experiment by Verkerk et al. ͓Phys. Rev. Lett. 67, 1262 ͑1991͔͒ for dilute argon gases. Several possibilities to explain the discrepancies of the present results from the experiment are proposed.
I. INTRODUCTION
The density-expansion approach is an exact and therefore a very useful way to study intermolecular potentials of dilute gases. Virial expansions of the equation of state are commonly used for this purpose ͓1͔. Recent developments of experimental techniques paved the way to investigate this approach in a more microscopic and direct way. The neutron-diffraction method, for example, was used to measure the static structure factor S(k) for rare gases ͓2-4͔. The Fourier transformation of the leading order of the density expansion of S(k) yields the potential directly. The dynamic structure factor S(k,) is another quantity which would provide the useful information of the intermolecular potentials, because dynamical properties of dilute gases would be as sensitive to the shape of the potential as the static properties. A decade ago, Verkerk et al. conducted inelastic neutron scattering experiments and observed the linear term in the density expansion of S(k,) for dilute argon for the first time ͓5͔. They compared their results with the theoretical calculation for the hard-sphere fluid obtained using the Boltzmann equation ͓6͔. It was found that, for the small wave vector (kϭ0.3 nm Ϫ1 ), the experimental result agrees qualitatively with the hard-sphere theory but for larger wave vectors (kу0.7 nm Ϫ1 ), the discrepancies are pronounced, especially at small frequencies. The theoretical calculation predicts that the dynamic structure factor is scaled by a reduced frequency and, if plotted against this reduced frequency, it should be independent of the wave vector. Their experimental results, however, showed very sensitive dependence on the wave vector. In order to explain the discrepancies, they drew two conjectures from their observations: ͑i͒ Sensitivity of S(k,) to the shape of the intermolecular potential is the origin of the discrepancies between the hardsphere theory and experiment. Since only the binary collision of a pair of atoms contributes to the linear term of S(k,) and the observations were made for shorter length scale than the mean free path, the result would reflect the detail of a single collision process and, therefore, might be very sensitive to the shape of the potential. ͑ii͒ The thermodynamic parameters used in their experiments might not have satisfied the criteria of the density expansion. In order for the density expansion of the dynamic structure factor to be valid, either wave vector or frequency, which are scaled by mean free path and mean free time, respectively, must be large. The size of both of them was critical at the region where the discrepancies from the theoretical prediction were large.
In this Rapid Communication, we concentrate on the first conjecture and calculate the leading term of the density expansion of S(k,) for a simple atomic dilute gas with a realistic potential using the Boltzmann equation in order to check if it is really sensitive to the potential shape. We shall consider the ͑12-6͒ Lennard-Jones potential defined by (r)ϭ4⑀͕(/r) 12 Ϫ(/r) 6 ͖, where ⑀ is the depth of potential and is the distance at which (r)ϭ0. We focus only on the Lennard-Jones potential because this potential holds the main features of other realistic potentials, such as the steep repulsive short range interaction part with the long attractive tail. Instead of inspecting various potentials, we calculate S(k,) for the Lennard-Jones potential for various temperatures.
II. THEORY
The dynamic structure factor is defined as
where kϭ͉k͉, N is the total number of the atoms, R i (t) is the position of the ith atom at a time t, and ͗•••͘ is the average over an equilibrium ensemble. In the low density limit, this can be expressed using the Boltzmann operator as ͓6͔
where n is the number density of atoms and ⌳ B is the Boltz-
Maxwellian distribution function, is the average over one particle ensemble. If either or k•p/m is much larger than n⌳ B , we can expand the right-hand side of Eq. ͑2͒ in terms of the density. This condition is translated as ӷ1 or klӷ1, where lϭ1/ͱ2n 2 and ϭlͱm/8k B T are the mean free path and the mean free time for the atom of a mass *Electronic address: k.miyazaki@iri.tudelft.nl m, respectively. Here k B is the Boltzmann constant and T is the absolute temperature. Up to the linear order in 1/kl, Eq. ͑2͒ can be expanded as
where *ϭ/kl is a reduced frequency. The first term on the right-hand side represents the ideal gas term, which describes the free motion of atoms without collisions with each other. The second term, s 11 (k,), is the first correction term in the expansion and is given by
where k ϭk/͉k͉ and ␣ϭͱ/8mk B T. Note that, for arbitrary potentials, the linear term in the expansion is scaled by a single parameter, *, and, therefore, independent of the wave vector. The Boltzmann operator is defined, for an arbitrary function of the momentum, A(p), as ͓7͔
where b is the impact parameter of the collision of a pair of particles ''1'' and ''2,'' p 12 ϭp 1 Ϫp 2 is a relative momentum of the pair. p 1ϱ and p 2ϱ are the momenta of the particles after the collision and are expressed as
͑6͒
The first term on the right-hand side of these equations represents the momentum of the center of mass. The second term is the relative momentum after the collision given by 
where
and are the polar angles between k and p. Note that in Eq. ͑9͒, p stands for ␣p. We have evaluated the fourdimensional integration of Eq. ͑9͒ numerically using the Gaussian quadrature routine. After evaluating F 11 (t), the fast Fourier transform ͑FFT͒ routine was used to transfer to s 11 (*). We remark that this expression reduces to the hardsphere result ͓6͔ by inserting the expression for the deflection angle of the hard sphere ͓7͔
where (x)ϭ1 for xу0 and (x)ϭ0 for xϽ0, is the Heaviside function.
III. RESULTS
In Fig. 1 , we show s 11 (*) for the Lennard-Jones fluid with the argon parameter, ⑀/k B ϭ132 K, at the temperature T/T c ϭ2.0, where T c ϭ151 K is the critical temperature of argon. The experimental result by Verkerk et al. ͓5͔ for k ϭ1.2 nm Ϫ1 at the same temperature and the hard-sphere result by Kamgar-Parsi et al. ͓6͔ are also shown. It appeared that the amplitude of the oscillatory curve for the LennardJones fluid is slightly larger but the qualitative behavior is the same as the hard-sphere result. The agreement with the experimental result is again rather poor, even qualitatively. In order to check how sensitive the result is to the depth of the potential, we have calculated s 11 (*) for several temperatures. In Fig. 2 , we have plotted the results for the tem-
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peratures T*ϭ1.0, 2.0, and 4.0, where T*ϭk B T/⑀ is the reduced temperature. The hard-sphere result which is temperature-independent is also shown. Note that T*ϭ1.0 is below the corresponding critical temperature of argon (T c ϭ151 K͒. As one expects, the results get closer to the hardsphere result as temperature increases, where the attractive part of the potential is expected to influence the dynamics less. Even for low temperatures, we see that the qualitative behavior remains the same as that of the hard-sphere. Though the real potential for the dilute argon is slightly different from the Lennard-Jones potential, it is difficult to imagine that the minor difference of the potential shape or depth causes major qualitative differences in the results.
Another rationale which Verkerk et al. claimed to explain the strong wave vector dependence of s 11 (*) is that either kl or , both of which are proportional to the density, were not big enough to make the density expansion valid. Recently, however, their group conducted similar experiments ͓8͔ but for samples with lower densities, down to less than 1.0 nm Ϫ3 , whereas their experiments shown in Fig. 1 was for nр2.0 nm Ϫ3 . In spite of the lower densities ͑larger kl), their results remained qualitatively the same. This implies that the infringement of the criteria of the density expansion was not the major reason for the discrepancies.
From these considerations, we may conclude that the potential shape does not affect the qualitative behavior of s 11 (*) as long as one uses the Boltzmann equation. Therefore, the discrepancies should be attributed to the validity of the Boltzmann equation itself on the length and time scales involved in the experiments. This conclusion is consistent with the results of molecular dynamics simulations by Bafile et al. ͓9͔ . They simulated the Lennard-Jones fluids with the parameters normally used for argon and calculated the leading term of the dynamic structure factor. Though their simulation results are preliminary and did not reproduce the experimental results perfectly, they still have a strong wave vector dependence and qualitatively the same behavior as the experimental results.
IV. DISCUSSION
Here we propose several possibilities to explain discrepancies between theories and experiments. In order to use the Boltzmann equation for the system concerned here, there are several prerequisite conditions. First, the length scale observed should be larger than that of the intermolecular interaction. For the Lennard-Jones or hard-sphere potential, the length of the interaction is the order of . Therefore, in order to apply the Boltzmann equation approach, k must be sufficiently smaller than 1. Second, the time scale should be large enough compared with the collision time. The collision time is the order of c ϭͱm/k B T and c Ӷ1 should be satisfied. Combining both criteria for the density expansion in the dynamic structure factor to hold, we conclude that 1/lӶkӶ1/ and 1/ӶӶ1/ c should be satisfied. Using the Lennard-Jones diameter for argon ϭ0.34 nm, we see that the wave vector range in Verkerk's experiment was 0.1 рkр0.51. This might not be small enough to employ the Boltzmann equation. On the other hand, the latter condition is translated, in the dimensionless form, to 1/klӶ* Ӷ1/k. Since the window of the frequency in the experiment is 0р*р1.5, the upper limit of the condition seems to be barely satisfied.
If is not small enough, one needs to generalize the Boltzmann operator ⌳ B to the time-dependent memory ker- nel, ͐ 0 ϱ dtЈ⌳ B (tϪtЈ), to include the detailed scattering process. If k is not small enough, one needs to extend ⌳ B to the wave-vector-dependent one ⌳ Bk . The Boltzmann operator has been generalized to the finite wave vector region under the scheme of the Enskog theory ͓6,10͔, but the Enskog theory can be applied only for the hard-sphere system. A similar scheme for arbitrary potentials seems necessary. Recently, Miyazaki et al. have developed the ''Enskog theory'' for the continuous potential in order to study several properties of the self-diffusion of a tagged particle in the LennardJones potential ͓11͔. Their theory made it possible to calculate the time-dependent memory kernel for fluids with arbitrary potentials, which provides the information of the dynamical processes of the binary collisions directly. They found that the memory kernel for the friction coefficient decays with a finite time and is sensitive to the potential shape, contrary to the instant ␦-function-like decay for the hardsphere fluid. Their theory, however, is restricted to the small wave vector region. Generalization of the theory to the finite wave vector region seems possible and may provide the clue to understand the current problem. It is well-known that the static properties of dilute gases are very sensitive to the shape of the intermolecular potential. For example, the static structure factor S(k) for the Lennard-Jones potential is quite different from that for the hard-sphere at finite wave vectors. One would expect that this is also the case for the dynamic functions such as S (k,) . Developing the wave-vectordependent ''Enskog theory'' for arbitrary potentials is indispensable to resolve the puzzling discrepancies between theory and experiments. A study in this direction is under way.
