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ABSTRACT 
Let F= GF(9) denote the finite field of order q, and F,, the ring of m X n 
matrices over F. Let D be a group of permutations of F. If A,B E F_, then A is 
equiuabnt to B relative to s2 if there exists + ED such that +(u,J = bii. Formulas are 
given for the number of equivalence classes of a given order and for the total number 
of classes induced by various permutation groups. In particular, formulas are given if 
0 is the symmetric group on 9 letters, a cyclic group, or a direct sum of cyclic groups. 
1. INTRODUCTION 
In a series of papers [l-4, 6-81, L. Carlitz, S. Cavior, and the author 
studied several forms of equivalence of functions over finite fields. In this 
paper we study a form of equivalence defined on the ring of m X n matrices 
over a finite field. 
In Sec. 2 we develop some general theory of matrix equivalence, and in 
Sec. 3 we study the case where the group of permutations under considera- 
tion is the group of all permutations of the finite field. In Sec. 4 we treat the 
case where the group of permutations is cyclic, and in Sec. 5 we consider 
direct sums. 
Let F=GF(9) d enote the finite field of order 9, and F,, the ring of 
m x n matrices over F. Let &? be a group of permutations of F so that D is 
isomorphic to a subgroup of Sg, the symmetric group on q letters. As an 
illustration of the types of results that we obtain, if q = 3, m = n = 2, and 
Q = S,, then Q decomposes F,,, into 14 equivalence classes. Moreover, there 
are 13 classes of order 6, and 1 of order 3. 
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2. GENERAL THEORY 
We begin with 
DEFINITION 1. If A,B EF,,, then B is equivalent to A if there exists 
+E!J such that bii=+(uij) for i=l,..., m, j=l,..., n. 
This is an equivalence relation on F,,, so we let p(A, a) denote the order 
of the class of A relative to fJ and let A(O) be the number of classes induced 
by the group Q. 
DEFINITION 2. If A E F,,, then r$~fJ is an automorphism of A relative 
to Q if +(A)=A. 
Let Aut(A, a) and u(A,Q) denote the group and number of automor- 
phisms of the matrix A relative to Q. If +(A) = B for some 9 EQ, then 
Aut(B,Q=+Aut(A,Q)+-‘, so that u(B, Q) = u(A,8). Thus the number of 
automorphisms depends only upon the class and not on the particular 
matrices within the class. One can now easily prove 
THEOREM 2.1. Let A E F,,. Then for any group 52, 
where 1521 denotes the or& of a. 
If + is a permutation, let N+,(m, n) denote the number of m X n matrices 
A such that +(A) =A. 
THEOREM 2.2. Zf l+ is the number of invariant elements of 9, then 
iV+(m, n) = IT. 
Proof. The result follows easily from the fact that +(A) = A if and only 
if+(uij)=uij for i=l,..., m, j=l,..., n. w 
3. THE CASE Q=S, 
In this section we consider the group &? of all permutations of F. Clearly 
D is isomorphic to the symmetric group Sg on 9 letters, so we say Q = Sp. A 
permutation group Q is said to be k-fold transitive on F if for every two 
ordered k-tuples (a,, . . . ,aJ and ( &, . . . , &) of elements of F, where ‘Y~#‘Y~ 
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and pj #pi if j#i, there is a permutation + E Q such that +(oi) = /3i for 
i=l , . . ., k. The symmetric group S4 is q-fold transitive on F, so that if 
mn <q, then the group S4 induces a trivial equivalence relation on F,,, since 
any two matrices will be equivalent relative to Sg. Thus we assume that 
mn >q. 
THEOREM 3.1. If A has k distinct elements, then p(A,Q)=q!/(q- k)!. 
Proof. Suppose the distinct elements of A are aI,. . . ,CQ. There are 
(q - k)! permutations in S4 which fix ai,. . . , ok. The result now follows from 
Theorem 2.1. 1 
If two matrices A and I? have different numbers of distinct elements, 
then clearly A is not equivalent to B relative to Sg. Suppose A = (a,) has k 
distinct elements oi, . . . , ak, where at occurs mt times, so that m, + . . . + m, 
=mn. For each t=l,...,k let 
A, = {(i,j)laii=a,}. 
For example, if 
1 2 0 
A=2 11 
! I 0 0 1 
over GF(3), then if ai = 1, a2 =2, and as=O, we have 
A, = {(1,1),(2,2),(2,3),(3,3)}, 
A, = {(L2)$,1)}, 
A, = {(I,3),(34(3,2)). 
We note that even if A and B have the same number of distinct 
elements, A may not be equivalent to B. For example 1 1 
[ 1 0 2 is not 
equivalent to 
0 2 
[ 1 1 1 relative to S,. The following theorem gives a neces- 
sary and sufficient condition for two matrices A and B to be equivalent 
relative to Sg. 
THEOREM 3.2. Zf A generates the sets A,, . . . , A, and B generates the sets 
B Ir.. . , B,, then A is equivalent to B relative to S4 if and only if k = 1 and, 
upon reordering, Ai = Bi fur i = 1,. . . , k. 
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Proof Suppose B =+(A), so that bii = +(a,). Since $I is a permutation, 
the elements (p(q) are distinct for i=l,...,k, and moreover B,={(i,j)lb,j= 
44%)>* 
Conversely, suppose (~i,. . . , ak and &, . . . ,& are the distinct elements of 
A and B. Then since k <q and Sq is q-fold transitive on F, then there exists 
cp E Sq such that +(q) = pi for i = 1,. . . , k. For each i, a, occurs in the same 
positions of A as pi does in B. Thus +(qJ = bii so that +(A) = B and the proof 
is complete. n 
There are a number N(k, S,) of matrices A with k distinct elements with 
the property that p(A, S,) = q!/(q - k)!. We determine this number in 
THEOREM 3.3. The number N( k, S,) is given by 
N(kS,)= 
where the sum is over all partitions l,m,+ * * * + l,m,= mn such that 1, 
+... + l,= k. 
Proof. Suppose A has k distinct elements ai,. . . , ak, where cu, occurs m, 
times, so that rn,+*.* + m,= mn. Suppose that in this partition of mn, 
m,, . . . , m, are distinct and that m, occurs li times, so that l,m, + - * - + l,m, = 
mn, where 1, + * * * + 1, = k. If (~ii,. . . ,all, each occur m, times in A, then 
there are 
liil( mn-/m, j=o m, ) (3.2) 
ways to place (~ii, . . . , allI in the matrix A. However, since it doesn’t matter 
in which order the LY’S are placed in A, we divide by I,!. Similarly if 1 <i <s, 
suppose ‘ytl, . . . , ai are distinct and each occurs m, times. Th&r there are 
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ways to place the elements ail,. . . , ail in the matrix A. Hence for a fixed 
partition of mrr = Z,m, + * * * + Z,m, where 1, + . . . + Z, = k, there are 
ways to construct m x n matrices A with k distinct elements. If i = 1 in (3.4), 
the sum is understood to be 0. Thus the total number of matrices A with k 
fixed distinct elements such that p(A,S&= q!/(q- k)! is obtained by sum- 
ming (3.4) over all partitions Z,m, + . . . + Zsms = mn where I, + * . . + Z, = k. 
To obtain N(k, S,) we multiply by 9!/(9 - k)!, since the k distinct elements 
can be chosen in 9(9 - 1). . . (9 - k + 1) ways. The proof is now complete. 
n 
Even though all matrices counted in (3.1) have k distinct elements, they 
are not all equivalent relative to S4. If C( k, 9) is the number of equivalence 
classes of order 9!/(9 - k)! and A( S,) is the total number of classes induced 
by Sq, then we have 
COROLLARY 3.4. For each k = 1,. . . ,9 
C(k 
7 
4) = (9 - W(k, SJ 
91 
(3.5) 
and 
A(S,) = 5 C(kq). 
k=l 
(3.6) 
AS an illustration suppose 9 = 3 and m = n = 2. Using (3.1) it is not 
difficult to check that N( 1, S,) = 3, N(2, S,) = 42, and N(3, S,) = 36, so that by 
(3.5) C(I, 3) = 1, C(2,3) = 7, C(3,3) = 6, and hence by (3.6) X( S,) = 14. 
4. CYCLIC GROUPS 
If fi = (+) is a cyclic group of order s, let H(t) denote the subgroup of Q 
of order t, where tJs, so that H(t) = (+“I’). Let Z(t) be the number of 
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invariant elements of H(t), and suppose M(t,m,n) denotes the number of 
m X n matrices A such that Aut(A, a) = H(t). By Theorem 2.2, Z(t)” counts 
the number of m x n matrices A such that Aut(A, Q) <H(t). From this we 
subtract those for which the containment is proper. This number is given by 
the sum in (4.1), so that we have proven 
THEOREM 4.1. For each divisor t of s, 
M(t,m,n) = Z(t)” - EM(u,m,n), (44 
where the sum is over all uls, tlu, and t#u. 
COROUARY 4.2. For each divisor t of s there are tM( t, m, n)/s classes of 
order s/t, and 
A(Q) = f z tM(t,m,n). (4.2) 
If FHCtj denotes the set of invariant elements of H(t), and Ad represents 
the set of distinct elements of the matrix A, then it is easy to prove 
COROLLARY 4.3. If A E F,,, then u(A, a) = t, ur equivalently p(A, Q) = 
s/t, if and only if H(t) is the largest subgroup of Cl for which A, C_ F&. 
As in [6] and [I, we say that two groups a, and Q2, induce equivalent 
decompositions of F,, if they induce the same number of classes of the same 
size. 
THEOREM 4.3. Suppose Q2, and a, are cyclic groups of oro!er s. Then 3, 
and 52, induce equivalent decompositions of F,, if and only if fn- each 
divisor t of s, H,(t) and H,(t) have the sam.e number of invariant elements, 
where H,(t) denotes the subgroup of C$ of or& t fm i = 1,2. 
As an illustration, suppose q = 3, m = n = 2, and G(x) = 2x, so that in cycle 
notation r$ = (12). If Q = (+), so that Ifi/ = 2, then it is not difficult to check 
that M(2,2,2) = 1 and M( 1,2,2) = 80, so that there are 40 classes of order 2 
and 1 class of order 1, and thus X(Q) =41. 
5. DIRECT SUMS 
Suppose !J = H, Cl3 H, where Hi = (+, ). If (Y E F, let u+(o) denote the cycle 
of $ containing (Y. 
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THEOREM 5.1, Aut(A,Q) = Aut(A,H,)@Aut(A,H,) for all A EF,, 
if and only if 
(5.1) 
Proof. For necessity, suppose there is an a E F such that u+,(a) n U+&(Y) 
contains some fl+a. Then there exist positive integers k, and k, such that 
$,“I( p) = a and ~#&(a) = p so that r#$k/&a) = a. Let A = (a,), where aii = (Y 
for all i and i. Then @&(A) = A, so that by hypothesis &(A) = A, which 
implies &(a) = a, a contradiction. 
For sufficiency, let A = (aii) be arbitrary. Clearly 
Aut(A,H,) @Aut(A,H,) L Aut(A,St), (5.2) 
so let &&,(A) = A, so that &$+(aij) = aii for all i, i. If &(aii) = aii for all i, i, 
then #,(A) =+JA)=A and the proof is complete. Suppose there exists aii 
such that &(aii) = b #a,!, so that q,(b) = aii. But now aji, b E uel(aii) n ugp(aii), 
a contradiction. W 
COROLLARY 5.2. Under the hypothesis of Theorem 5.1 
u(A,!d) = u(A,H,)u(A,H,) and P(A,Q) = P(A,H,)P(A,&). (5.3) 
In the general case suppose L?=HH,@*-* CBHk. For each i=l,...,k and 
a E F let 
ci(a) = U u$f,(a), 
hEHi 
so that if Hi = (c#+), then C,(a) = u+,(a). Similarly, if j#i, define 
qciw = u C,(Y). 
YEG(a) 
Using an argument similar to that given in Theorem 5.1, we may prove 
THEOREM 5.3. Zf St is as above then 
Aut(A,Q) = Aut(A, H,) CT3. . @Aut(A, Hk) for all A E F,, (5.4) 
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if and only if fm each i=l,...,k and aEF 
C,Ca) nci,( * * . ( ck(a))) = {a) 
f&r all m-tuples (il,. . . , i,) not containing i, where 1 <m<n. 
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