Abstract: This paper proposes a new way to realize a maximum-SINR beamformer for block-based cyclically prefixed single-carrier modulation. Here, SINR stands for 'signal to interference plus noise' ratio, at the beamformer output. This spatial beamformer will 'blindly' pass the signal-of-interest; and this beamformer will 'blindly' null any co-channel interference, any adjacent-channel interference, any out-of-system interference, and/or any spatio-temporally correlated additive noises. This proposed scheme is made possible by zero-padding an insufficient guard interval, which may be shorter than the temporally spreading channel's order. The proposed receiver will first undergo frequency-domain equalization, to 'clear' the data of any signal-of-interest's energy in the zero-padded guard interval, in order to facilitate the estimation of the interference and noise. This interference-and-noise estimate will then be eigen-subtracted from the signal-and-interferenceand-noise dataset by the aforementioned 'blind' beamformer in the spatial dimension.
Introduction
Single-carrier (SC) block-based (BB) cyclic-prefixed (CP) transmission combines two advantages: (i) The use of a single carrier (unlike the use of multiple carriers) avoids high peak-to-average power ratios (PAPR) in the modulator output. (ii) Block-based transmission's cyclic prefix converts the linear convolution between the transmitted signal and the channel impulse response (CIR) into a circular convolution, thereby allowing the receiver to enjoy the simplicity of single-tap equalization at each discrete-Fourier-transform (DFT) bin.
Uplink wireless communication often requires a single transmit-antenna (to simplify the mobile handset) but allows multiple sensors (which can be readily accommodated at a base-station). For such a 'single-input multiple-output' (SIMO) scenario, several schemes [1] [2] [3] [4] [5] [6] [7] [8] have been proposed for SC-BB-CP transmission. Among them, [2] [3] [4] allow an insufficient guard interval (GI), and [6] alone can handle co-channel/adjacent-channel interference (but only if those interferers' channel impulse responses are prior known). In contrast, this present work provides both advantages, plus the additional advantages of (a) allowing unknown channel impulse responses of the unknown co-channel/ adjacent-channel interferences, and (b) allowing unknown spatio-temporal correlation of any additive noises.
These superior capabilities are achieved here by 'blind' beamforming that maximises the 'signal to interference-plus-noise' ratio (SINR) across the sensors. This 'max-SINR' blind beamforming (Among the aforementioned references, 'max-SINR' beamforming is used in only [4] , but [4] presumes no interference and no colored noise in the collected data.) is predicated on zero-padding (Among the earlier mentioned references, zero padding is used in the transmitted signal's guard interval in only [7] , which uses time-domain equalization, which is the computationally more complicated than the frequency-domain equalization (FDE) here. Moreover, [7] offers none of the advantages mentioned earlier.) in each transmitted symbol-block's guard interval, which may be insufficient, in the sense of being shorter than the order of the time-spreading channel. In more details about this proposed transceiver architecture: The zero-precoder creates a temporal repository where any energy received therein must come from the signal-of-interest's self-interference, and/or from adjacent-channel interference, and/or from other additive noises. These are the same undesired entities degrading the data-carrying symbol-periods. The difference in spatial signature between these undesired entities and the signal-of-interest, while a priori unknown, may nonetheless be adaptively exploited by the proposed receiver.
2 Review of block-based cyclically-prefixed singe-carrier transmission model
At the single-antenna transmitter
The transmitter segments a sequence of information-bearing symbols {u( j), ∀j} into disjoint blocks, each of N symbols. The kth block may be symbolized by an N × 1 vector u(k), of which the nth element equals [u(k)] n = u(kN + (N/2) − 1 + n), ∀n = − (N/2) + 1, …, (N/2). To this N × 1 vector, prepended is a length-G cyclic prefix (CP), which replicates the last v elements of u(k) and which places these replicates above the top of u(k). This operation is algorithmically equivalent to multiplying u(k) into an (N + G) × N cyclic-prefix-insertion matrix
which is then transmitted through the channel.
The channel fading & additive noise
The signal-of-interest is modeled to travel through Q + 1 time-delayed multipaths to each of L sensors, where Q + 1 < N + G. Between the transmit-antenna and the ℓth sensor, the channel is modeled as time-invariant, characterized by a discrete-time impulse-response h
Consider the kth symbol-block reaching the ℓth sensor. That block of N + G symbols is corrupted additively by co-channel interference (CCI), adjacent-channel interference (ACI), out-of-system interference, and/or other noises, which together are summed into an (N + G) × 1 vector h (ℓ) (k), modeled here as zero-mean and statistically independent from u(k).
At the ℓth sensor, that kth symbol-block produces the data,
where
denotes a lower triangular Toeplitz matrix with its first column equal to
symbolizes an upper triangular Toeplitz matrix with its first row being [0, . . . , 0, h
1 ], and C refers to the set of all complex-value numbers.
Processing at the sensor
The receiver deletes the cyclic prefix from the received signal, via R cp = 0 N ×G I N ×N , producing an N × 1 vector,
at the ℓth sensor. The above N × N inter-block interference (IBI) matrix equals
Here, W N denotes the N × N discrete Fourier transform (DFT) matrix. Moreover, the N × N matrix D (ℓ) signifies the channel transfer-function matrix, which is diagonal for G ≥ Q, with its (k, k)th entry equal to the kth DFT coefficient of the channel impulse response h
3 Motivation behind the single-input singleoutput (SISO) transceiver architecture in [9] For SC-BB-CP transmission, [9] recently proposes a precoder/equalizer transceiver architecture that shortens the CP to reduce the transmission overhead. Please refer to the schematic in Fig. 1 . There, P number of zero-energy symbol-periods are inserted into a block of N − P number of information-bearing symbol-periods, such that whatever is received during these P zero-energy symbol-periods can only be the signal-of-interest's self-interference and/or any Fig. 1 The zero-inserting precoder and the two-stage equalizer, proposed in [9] . This schematic first appeared in [9] www.ietdl.org adjacent-channel interference and/or additive noise (I + N ) -the same interference/noise that degrades the N − P number of information-bearing symbol-periods, which contain the signal-of-interest plus interference and noise (S + I + N ). The 'SINR-Maximiser' block in Fig. 1 , by comparing (i) the I + N in the N − P number of information-bearing symbol-periods' data, with (ii) the prior knowledge presumed of this same I + N, the SISO scheme in [9] can remove from the N − P number of information-bearing symbol-periods' data (a) the signal-of-interest's self-interference, and (b) any adjacent-channel interference and any additive noise. For the algorithmic details, please kindly refer to [9] itself. This single-input single-output transceiver architecture in [9] can shorten the CP by more than the zero-energy symbol-periods inserted, thereby producing a net reduction in the overhead, but (unrealistically) require prior knowledge of the statistics of the self-interference, adjacent interference, and additive noise.
This work will extend/modify the above single-input single-output (SISO) architecture in [9] to multiple sensors, for the added capabilities of 'blind' spatial focusing towards the signal-of-interest (SOI) and 'blind' spatial suppression of any unknown co-channel/adjacent-channel/out-of-system interferences impinging from (possibly) unknown directions-of-arrival. The availability of multiple sensors means that any difference in spatial signatures between the signal-of-interest and the adjacent-channel interference may be exploited, leading to the present scheme's not requiring prior knowledge of the statistics of the interference and the noise, as required unrealistically in [9] .
The proposed SIMO transceiver architecture
An SIMO-beamforming receiver is proposed here, for use with a GI that could be insufficient (despite the zero padding). Please refer to the schematic in Fig. 2 .
The zero-inserting precoder
A zero-inserting precoder may be realized at the transmitter (as in [9] ) by an N × (N − P) precoding matrix T zero , formed by inserting P number of all-zero rows into an (N − P) × (N − P) identity matrix. For example, if this insertion involves only appending, then
This zeros-inserting precoder allows the receiver to subsequently form a data-subgroup containing mostly interference and/or noise, but little SOI. This will facilitate the receiver to suppress these very same interference and noise.
Pseudo linear minimum mean-square-error (LMMSE) frequency-domain equalization (FDE) at each sensor
This proposed L-sensor receiver will first equalize the SOI separately at each sensor in the frequency-domain, before 'blind' spatial beamforming to constructively sum the SOI's multipaths and to suppress any a priori unknown co-channel interference, adjacent-channel interference, and/ or spatio-temporally colored noises.
At the ℓth sensor, the received data (of that individual sensor, apart from other sensors' data) is first discrete-Fourier-transformed, then processed by some frequency-domain equalizer (FDE). Any FDE could do. The purpose here is to 'clear' the nominally zero-energy intervals of the received data of any SOI energy. These zero-energy intervals contain no SOI energy at transmission, but the channel's temporal spreading has 'smeared' SOI energy onto these nominally zero-energy intervals at reception. When these nominally zero-energy intervals are again cleared of the SOI energy, they could contain only the interferences and the noises, thereby facilitating subsequent 'blind' estimation of these same interferences and noises.
As any FDE could be used, one possibility is a pseudo 'linear minimum mean-square-error' (LMMSE) FDE (Other possibilities include the 'zero forcing' (ZF) FDE, obtainable from (2) by setting the 'SNR' parameter to ∞.),
which is an N × N diagonal matrix. In the above, the superscript H denotes the Hermitian operation, and SNR refers to the signal-to-noise power ratio in linear scale (not in dB). This pseudo-LMMSE FDE would be exactly LMMSE, if there exists no co-channel/adjacent-channel/ out-of-system interference, and if the additive noise is temporally white, as in the data models presumed in [1-3, 8, 9] . Unlike [9] , the correlation matrix of h (ℓ) (k) may remain unknown here. This pseudo-LMMSE FDE has NOT presumed any prior knowledge of any spatio-temporal statistics of any co-channel interference, any adjacent-channel interference, and/or any noises. Subsequently presented Monte Carlo simulations will show that this pseudo-LMMSE FDE can adequately clear the nominally zero-energy intervals of the smeared SOI energy. This FDE is same as the first-stage equalizer in [9] .
The FDE would output
where W N denotes the discrete Fourier transform (DFT) Fig. 2 The zero-inserting precoder and the herein proposed SIMO receiver Note that the above FDE W (ℓ) is applied to all DFT-bins of W N x (ℓ) (k), as the single-carrier transmission has no null/ virtual/unused/blank subcarrier, as would exist for orthogonal frequency-division multiplexing (OFDM) transmissions.
Eigen-based spatio-temporal beamforming
A naive extension of the SISO transceiver architecture of [9] to the present SIMO case would simply apply the 'SINR-maximiser' to each of the L sensors, then calculate the unweighted average of these L SINR-maximiser's output asŝ(k). However, this would have overlooked any difference in spatial signature between the signal-of-interest and the interference plus noise. The space-time beamformer below will optimally weight each sensor's output, to maximise the output-SINR, without requiring any prior knowledge of the statistics of the interference plus noise. The proposed scheme here will be shown, via Monte Carlo simulations to be presented later in Section 5, as superior over the above-mentioned 'naive' scheme.
At each 'zero-energy' symbol ('zero-energy' at transmission) in the kth symbol-block, form the L × 1 spatial snapshot,
∀p ∈ {N − P + 1, …, N}. In the above, the superscript T refers to transposition. Over K number of symbol-blocks, the L × L 'interference plus noise' (I + N) spatial correlation matrix is estimated as
The symbol-block's remaining N − P symbols would contain the signal-of-interest, any interference, and noise. Hence, similar to (3) and (4), the L × L 'signal plus interference and noise' (S + I + N) spatial correlation matrix is estimated as
Then compute the generalized eigenvector corresponding to the largest-magnitude generalized eigenvalue of the matrix pencil {R S+I+N , R I+N }, to yield the spatial beamformer weight vector w = w opt that maximises the 'signal to interference-and-noise ratio'
This spatial beamformer outputs an 1 × N symbol-vector
(k)], the superscript T stands for transposition, and the superscript * stands for complex conjugation. The earlier equalization stage of Section 4.2 is pre-requisite to the beamforming stage. Otherwise, the nominally zero-padding interval could contain so much SOI that R I+N would be erroneously estimated, causing the spatial beamformer to erroneously null much of the SOI, while erroneously passing much of the 'I + N'.
This eigen-based space-time beamforming improves over the second stage of the SISO transceiver proposed in [9] , which requires (unrealistically) prior information about the interference and noise.
The above 'maximum-SINR' beamformer w opt cannot be in the DFT-domain, as would be viable for OFDM transmissions, which have null subcarriers, which may serve as the repository of the 'I + N' data group. Instead, the above beamformer must be in the time-domain, where the 'I + N' data group lies in the precoded zero-energy time-domain symbols. Figure 3 's Monte Carlo simulations verify the proposed scheme's efficacy despite its insufficient 'guard interval', which requires an overhead of only P + G (i.e. P inserted zeroes plus a G-length of cyclic prefix), which is shorter than the channel-order of Q. Fig. 3 shows the proposed scheme's bit-error rate (BER) as better than that of a single sensor, that of a equal-weight beamformer, and that of the 'naive' SIMO extension of the SISO scheme in [9] . (Fig. 3 has no P = 0 curve for the SINR-maximisation beamformer, because P = 0 would mean no zero-energy symbol, thereby precluding the formation of any R I + N to realize any SINR-maximisation beamformer.)
Monte Carlo simulations
The simulation settings are as follows:
(1) The SOI is QPSK-modulated, equi-probably. Each symbol-block has N = 64 symbol-periods. The channel impulse response's Q + 1 = 7 complex-valued taps are each randomly generated, with each tap's real-value part and imaginary-value part not cross-correlated and each white, (3) One co-channel interference (CCI) exists, having the same time-frequency structure and statistics as the SOI. This CCI's channel is statistically identical as (but statistically independent from) the SOI's channel, except that the CCI's Q + 1 = 7 time-delayed multipaths arrive at 22°, 25°, 20°, 21°, 24°, 17°, and 19°. This CCI has a 8-symbol-period arrival-delay relative to the SOI. (4) One adjacent-channel interference (ACI) exists, having the same temporal structure and statistics as the SOI, except that its carrier-frequency is 0.8 × that of the SOI. This ACI's channel is statistically identical as (but statistically independent from) the SOI's channel, except that the ACI's Q + 1 = 7 time-delayed multipaths arrive at −54°, −55°, −52°, −60°, −57°, −59°, and −56°. This ACI has a 10-symbol-period arrival-delay relative to the SOI. (5) The additive noise is complex-value, spatio-temporally correlated, with a constant power.
·D of spatio-temporally colored noise is generated as N = U N+G,N+G GU L,L . Here, U J,K is a J × K matrix of statistically independent complex-value entries, each having a real-value part and an imaginary part statistically independent from each other, but with each part uniformly distributed in [0, 1]. Likewise, G is an (N + G) × L matrix of statistically independent complex-valued entries, each circularly complex Gaussian distributed, with a zero mean and unit variance. Lastly, D is an L × L diagonal matrix, whose ℓth entry equals (SNR h (ℓ) (k) ), where · denotes the Frobenius norm of the entry inside. (6) Each figure's every data-point is based on 500 independent Monte Carlo experiments, each involving 600 symbol-blocks, which are processed as 12 consecutive groups of K = 50 symbol-blocks. The bit-error rate (BER) is calculated by considering the QPSK's real-value part and imaginary-part each as a separate bit.
These simulations verify the proposed scheme's efficacy in handling CCI and/or ACI of unknown channel impulse responses and in handling additive noises of unknown spatio-temporal correlation, despite allowing an insufficient guard interval to reduce the overhead in transmission.
Moreover, Fig. 3 shows that the more zero-padding replaces cyclic-prefixing in the insufficient GI, the lower the BER is. This is because more zero-padding allows more observation of the interferences and the noises in the near-absence of the SOI, hence a more accurate estimate of R I+N , thereby better spatial beamforming, to reject the 'I + N' and to constructively sum the SOI's multipaths.
6 Performance of the proposed scheme under channel mis-match
The scheme proposed in Section 4 presumes prior knowledge/ estimation of the signal-of-interest's impulse responses, Model the ℓth channel's actual impulse response's qth tap as [10, 11] 
where e (ℓ) (q) denotes the qth tap's magnitude-error from the presumed value. This e (ℓ) (q) is modeled as real Gaussian distributed, with a mean of zero and a standard deviation of s e , and statistically independent over all q and all ℓ. Similarly, w (ℓ) (q) symbolizes the qth tap's phase-error, modeled also as real Gaussian distributed, with a mean of zero and a standard deviation of σ f , statistically independent over all q and all ℓ, and statistically independent from {e (ℓ) (q), ∀q, ∀ℓ}. Under channel mis-match, the LMMSE FDE in (2) becomes
whereD (ℓ) is counterpart to D (ℓ) . Then, the FDE's output becomes
Any channel mismatch would not change Section 4.3. Fig. 4 shows that the proposed scheme is notably robust against mis-match between the actual channelD (ℓ) and the presumed channel D (ℓ) . At an SNR of 15 dB, P = 3, and G = 0: the proposed scheme's BER is almost 2 orders-of-magnitude below that of equal-weight beamformer, and over 3 orders-of-magnitude below that of the one-sensor receiver. At SNR = 21 dB, P = 3, and G = 0: the respective advantages become over 4 orders-of-magnitude and almost 6 orders-of-magnitude. Careful comparison of these numbers against those in Fig. 3 shows that the proposed scheme is more robust against channel mismatch than the equal-weight beamformer and the one-sensor receiver in this simulation scenario.
Conclusion
The proposed architecture uses zero-padding at transmission to facilitate the receiver to 'blindly' suppress interference and/or noise. This zero-padding reduces the overhead of transmission, but also lowers the bit-error rate significantly. The proposed scheme is robust against a mismatch between the presumed channel and the actual channel.
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