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Abstract 
 
Breast Cancer is a major concern and the second-most common and leading cause of cancer 
deaths among women. According to public statistics in Portugal estimates point to 4500 new 
diagnosed cases of breast cancer and 1600 women death from this disease. At present, there 
are no effective ways to prevent breast cancer, because its cause remains unknown. However, 
efficient diagnosis of breast cancer in its early stages can give a woman a better chance of full 
recovery. Breast imaging, which is fundamental to cancer risk assessment, detection, 
diagnosis and treatment, is undergoing a paradigm shift: the tendency is to move from a 
primarily qualitative interpretation to a more quantitative-based interpretation model. In term 
of diagnosis, the mammography and the double reading of mammograms are two useful and 
suggested techniques for reducing the proportion of missed cancers. But the workload and 
cost associated are high. 
Breast Cancer CADx systems is a more recent technique, which has improved the AUC-based 
performance of radiologists and the classification of breast cancer in its early stages. But the 
performance of current commercial CADx systems still needs to be improved so that they can 
meet the requirements of clinics and screening centers.  
Feature selection techniques constitute one of the most important steps in the lifecycle of 
Breast Cancer CADx systems. It presents many potential benefits such as: facilitating data 
visualization and data understanding, reducing the measurement and storage requirements, 
reducing training and utilization times and, defining the curse of dimensionality to improve 
the predictions performance. It is therefore convenient that feature selection methods are fast, 
scalable, accurate and possibly with low algorithmic complexity. 
This thesis was motivated by the need of developing new feature selection methods to provide 
more accurate and compact subsets of features to feed machine learning classifiers supporting 
breast cancer diagnosis. In our study, we realized that most of the developed approaches were 
focused on the wrapper or hybrid paradigm and, in fewer degrees on filter paradigm. We 
considered exploring the filter paradigm because filter methods provide lower algorithmic 
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complexity, faster performance and are independent of classifiers. However, feature selection 
methods based on this paradigm present two main limitations: (1) ignore the dependencies 
among features and (2) assume a given distribution (Gaussian in most cases) from which the 
samples (observations) have been collected. In addition, assuming a Gaussian distribution 
includes the difficulties to validate distributional assumptions because of small sample sizes. 
The first contribution of this thesis is an ensemble feature selection method (named RMean) 
based on the mean criteria (assigned by the mean of the feature) for indexing relevant 
features. When applied to the breast cancer datasets under study, the subsets of ranked 
features produced by using the RMean method improved the AUC performance in almost all 
the explored machine learning classifiers. Despite the good performance of the RMean 
method, it still preserves the limitations of filter methods and this may lead the Breast Cancer 
CADx methods to classification performances bellow of its potential. 
To overcome these limitations, the second contribution proposes a new feature selection 
method (named uFilter) based on the Mann Whitney U-test for ranking relevant features, 
which asses the relevance of features by computing the separability between class-data 
distribution of each feature. The uFilter method solves some difficulties remaining on 
previous developed methods, such as: it is effective in ranking relevant features independently 
of the samples sizes (tolerant to unbalanced training data); it does not need any type of data 
normalization; and the most important, it presents a low risk of data overfitting. When applied 
to the breast cancer datasets under study, the uFilter method statistically outperformed the U-
Test (baseline method), RMean (contribution 1) and four classical feature selection methods. 
This method revealed competitive and appealing cost-effectiveness results on selecting 
relevant features, as a support tool for breast cancer CADx methods. Finally, the redundancy 
analysis as a complementary step to the uFilter method provided us an effective way for 
finding optimal subsets of features. 
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Resumo 
O Cancro da Mama é segunda causa de morte mais comum entre as mulheres, sendo a mais 
comum dentro das mortes por cancro. De acordo com as estatísticas nacionais, estima-se que 
em Portugal sejam diagnosticados 4500 novos casos por ano que acabam por vitimar 1600 
mulheres. Atualmente não há formas eficazes de prevenir o cancro da mama uma vez que a 
sua causa permanece desconhecida. Contudo, o diagnóstico precoce do cancro da mama 
aumenta a possibilidade de uma recuperação completa. A imagiologia da mama, que é 
fundamental para a avaliação de risco, detecção, diagnóstico e terapia está sob um processo de 
mudança de paradigma: a tendência é passar de uma interpretação maioritariamente 
qualitativa para modelos de interpretação mais quantitativos. Em termos de diagnóstico, a 
mamografia e a avaliação dos mamogramas por dois profissionais são técnicas úteis que são 
sugeridas  para a redução da proporção de cancros não diagnosticados. No entanto, a carga de 
trabalho e os custos envolvidos são elevados. 
Os sistemas de Diagnóstico Assistido por Computador (CADx) são uma técnica recente que 
tem melhorado o desempenho dos radiologistas e a classificação dos casos de cancro em 
estágios iniciais. Contudo, o desempenho dos sistemas comerciais de CADx necessita de ser 
melhorado para que cumpram os requisitos estabelecidos para a sua utilização na prática 
clínica. 
As técnicas de seleção de caraterísticas são um dos passos mais importantes no ciclo de vida 
de um sistema de CADx. Estas técnicas apresentam vários benefícios potenciais, tais como: 
facilitam a visualização e compreensão dos dados, reduzem os requisitos de medição e 
armazenamento, reduzem os tempo de treino e de resposta dos sistemas,  evitando os 
problemas da alta dimensionalidade e permitindo aumentar o poder preditivo dos sistemas. 
Por isso, é desejável que os métodos de seleção de caraterísticas sejam rápidos, escaláveis, 
exatos e com baixa complexidade algorítmica.  
Esta tese foi motivada pela necessidade de novos métodos de seleção de caraterísticas que 
permitam obter subconjuntos de caraterísticas mais compactos e discriminativos para o treino 
de classificadores de suporte ao diagnostico do cancro da mama. Neste estudo, constatou-se 
que a maior parte das abordagens focam-se nos paradigmas wrapper, híbrido e em menor grau 
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no paradigma filtro. Esta tese assenta na exploração do paradigma filtro porque envolve uma 
complexidade algorítmica mais baixa, desempenho mais rápido e porque é independente de 
classificadores. No entanto, os métodos de seleção de caraterísticas baseados neste paradigma 
tem duas limitações principais: (1) ignoram dependências entre caraterísticas e (2) assumem 
uma dada distribuição (Gaussiana na maior parte dos casos) a partir da qual as amostras 
(observações) são recolhidas. A assunção de distribuição Gaussiana pode trazer problemas 
adicionais relacionados com dificuldades em validar as assunções desta distribuição, 
principalmente quando o número de amostras é baixo. 
A primeira contribuição desta tese é um método ensemble de seleção de caraterísticas 
(denominado RMean) baseado no critério da média (atribuida pelo promedio da característica) 
para indexação de caraterísticas relevantes. Quando aplicado a conjuntos de dados de cancro 
da mama, o RMean permite aumentar o desempenho ao nível do AUC (área debaixo da curva 
da caraterística de operação do receptor) em quase todos os algoritmos de classificação 
explorados. Apesar da boa performance do método RMean, este método sofre das limitações 
dos métodos de filtro o que pode levar a desempenhos do sistema CADx abaixo do seu 
potencial. 
Tendo em vista ultrapassar estas limitações, a segunda contribuição propõe um novo método 
de seleção de caraterísticas (denominado uFitler) baseado no teste U de Mann Whitney para 
ordenar as características por relevância. A avaliação da relevância é feita através do cálculo 
da separabilidade entre as distribuições de cada classe para cada caraterística. O método 
uFilter resolve alguns dos problemas dos métodos anteriores, tais como: é eficaz a ordenar as 
caraterísticas por relevância independentemente do tamanho da amostra (sendo tolerante a 
desequilíbrios nos dados de treino); não necessita de normalização dos dados; e, o mais 
importante, apresenta um risco baixo de sobreajuste aos dados. Quando aplicado aos 
conjuntos de dados de cancro da mama em estudo, o uFilter obteve melhores resultados com 
significado estatístico que o teste de U, RMean (contribuição 1) e que quatro métodos 
clássicos de seleção de caraterísticas. Este método mostrou-se competitivo e apelativo em 
termos de custo-eficiência na seleção de caraterísticas relevantes para sistemas de CADx de 
Cancro da Mama. Finalmente, um passo complementar, a análise de redundância mostrou ser 
uma forma eficaz de encontrar subconjuntos ótimos de caraterísticas. 
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Introduction 
Breast Cancer is a major concern and the second-most common and leading cause of cancer 
deaths among women [1]. According to published statistics, breast cancer has become a major 
health problem in both developed and developing countries over the past 50 years. Its 
incidence has increased recently with an estimated of 1,152,161 new cases in which 411,093 
women die each year [2]. In Portugal estimates point to 4500 new diagnosed cases of breast 
cancer and 1600 women death from this disease [3]. At present, there are no effective ways to 
prevent breast cancer, because its cause remains unknown. However, efficient diagnosis of 
breast cancer in its early stages can give a woman a better chance of full recovery. Therefore, 
early detection of breast cancer can play an important role in reducing the associated 
morbidity and mortality rates [4]. 
For research scientists, there are several interesting research topics in cancer detection and 
diagnosis systems, such as high-efficiency, high-accuracy lesion detection/classification 
algorithms, including the detection of Calcifications, Masses, etc. Radiologists, on the other 
hand, are paying attention to the effectiveness of clinical applications of Breast Cancer CAD 
systems [5]. 
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1.1. Background 
1.1.1. Breast Cancer 
Cancer occurs as a result of mutations, or abnormal changes, in the genes responsible for 
regulating the growth of cells and keeping them healthy. The genes are in each cell’s nucleus, 
which acts as the “control room” of each cell. Normally, the cells in our bodies replace 
themselves through an orderly process of cell growth: healthy new cells take over as old ones 
die out. But over time, mutations can “turn on” certain genes and “turn off” others in a cell. 
That changed cell gains the ability to keep dividing without control or order, producing more 
cells just like it and forming a tumor [6]. 
A tumor can be benign (not dangerous to health) or malignant (has the potential to be 
dangerous). Benign tumors are not considered cancerous: their cells are close to normal in 
appearance, they grow slowly, and they do not invade nearby tissues or spread to other parts 
of the body. Malignant tumors are cancerous. Left unchecked, malignant cells eventually can 
spread beyond the original tumor to other parts of the body [6]. 
Usually breast cancer either begins in the cells of the lobules, which are the milk-producing 
glands, or the ducts, the passages that drain milk from the lobules to the nipple (see Figure 1 
A and B). Less commonly, breast cancer can begin in the stromal tissues, which include the 
fatty and fibrous connective tissues of the breast (see Figure 1 E). Over time, cancer cells can 
invade nearby healthy breast tissue and make their way into the underarm lymph nodes, small 
organs that filter out foreign substances in the body. If cancer cells get into the lymph nodes, 
they then have a pathway into other parts of the body [6].  
Breast cancer is always caused by a genetic abnormality (a “mistake” in the genetic material). 
However, only 5-10% of cancers are due to an abnormality inherited from your mother or 
father. About 90% of breast cancers are due to genetic abnormalities that happen as a result of 
the aging process and the “wear and tear” of life in general [6]. Figure 1 shows an overview of 
the breast anatomy. 
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Figure 1 The breast anatomy; A- Ducts, B- Lobules, C- Dilated section of duct to hold milk, D- Nipple, E- Fat, 
F- Pectoral major muscle and G- Chest wall/rib cage. Cortical section of a duct (enlargement), A- Normal duct 
cells, B- Basement membrane, C- Lumen (center of duct). 
1.1.2. BI-RADS 
The Breast Imaging-Reporting and Data System (BI-RADS) Atlas is designed to serve as a 
comprehensive guide providing standardized breast imaging terminology, a report 
organization, assessment structure and a classification system for mammography, ultrasound 
and magnetic resonance image of the breast [7]. It also provides a complete follow up and 
outcome monitoring system that allows a screening or clinical practice to determine 
performance outcomes such as the positive predictive value and the percentage of small and 
node negative cancers. These quality assurance data are meant to improve the quality of 
patient care [7]. Several studies have shown that the use of BI-RADS in a clinical setting can 
be useful in predicting the presence of malignancy and improving the choice and efficiency of 
further necessary examinations [8-10]. It has been widely adopted in clinical practice 
throughout the world. BI-RADS is also implemented in screening programmes in the United 
States [11] and Europe [12, 13]. 
The American College of Radiology (ACR), who is the owner of the BI-RADS atlas, has 
developed a standard way of describing mammogram findings. In this system, the results are 
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sorted into BI-RADS categories numbered 0 through 6 [7, 14]. A brief description of what the 
categories mean is presented: 
 Category 0: Additional imaging evaluation and/or comparison to prior mammograms 
is needed. This means a possible abnormality may not be clearly seen or defined and 
more tests are needed, such as the use of spot compression (applying compression to a 
smaller area when doing the mammogram), magnified views, special mammogram 
views, or ultrasound. This also suggests that the mammogram should be compared 
with older ones to see if there have been changes in the area over time. 
 Category 1: Negative. There’s no significant abnormality to report. The breasts look 
the same (they are symmetrical) with no masses (lumps), distorted structures, or 
suspicious calcifications. In this case, negative means nothing bad was found. 
 Category 2: Benign (non-cancerous) finding. This is also a negative mammogram 
result (there’s no sign of cancer), but the reporting doctor chooses to describe a finding 
known to be benign, such as benign calcifications, lymph nodes in the breast, or 
calcified fibroadenomas. This ensures that others who look at the mammogram will 
not misinterpret the benign finding as suspicious. This finding is recorded in the 
mammogram report to help when comparing to future mammograms. 
 Category 3: Probably benign finding – Follow-up in a short time frame is suggested. 
The findings in this category have a very good chance (greater than 98%) of being 
benign (not cancer). The findings are not expected to change over time. But since it’s 
not proven benign, it’s helpful to see if an area of concern does change over time.  
 Category 4: Suspicious abnormality – Biopsy should be considered. Findings do not 
definitely look like cancer but could be cancer. The radiologist is concerned enough to 
recommend a biopsy.  
 Category 5: Highly suggestive of malignancy – Appropriate action should be taken. 
The findings look like cancer and have a high chance (at least 95%) of being cancer. 
Biopsy is very strongly recommended. 
 Category 6: Known biopsy-proven malignancy – Appropriate action should be taken. 
This category is only used for findings on a mammogram that have already been 
shown to be cancer by a previous biopsy. Mammograms may be used in this way to 
see how well the cancer is responding to treatment. 
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The ACR guidelines [7] also define the BI-RADS reporting for breast density. This report 
includes an assessment of breast density into 4 groups: 
 BI-RADS 1: The breast is almost entirely fat. This means that fibrous and glandular 
tissue makes up less than 25% of the breast. 
 BI-RADS 2: There are scattered fibroglandular densities (low-density). Fibrous and 
glandular tissue makes up from 25 to 50% of the breast. 
 BI-RADS 3: The breast tissue is heterogeneously dense (Isodense). The breast has 
more areas of fibrous and glandular tissue (from 51 to 75%) that are found throughout 
the breast. This can make it hard to see small masses (cysts or tumors). 
 BI-RADS 4: The breast tissue is extremely dense (High-density). The breast is made 
up of more than 75% fibrous and glandular tissue. This can lead to missing some 
cancers. 
1.1.3. Mammography 
Mammography is a specific type of imaging that uses a low-dose X-ray system to examine 
the breast, and is currently the most effective method for detection of breast cancer before it 
becomes clinically palpable. It can reduce breast cancer mortality by 20 to 30% in women 
over 50 years old in high-income countries when the screening coverage is over 70% [15]. 
Mammography offers high-quality images from a low radiation dose, and is currently the only 
widely accepted imaging method used for routine breast cancer screening [16]. 
There are two types of mammography images capturing systems [17-20]: Screen-Film 
Mammography (SFM) and Full-Field Digital Mammography (FFDM). In the first one, the 
image is created directly on film, while the second one takes an electronic image of the breast 
and stores it directly on a computer [17]. Although both types of mammography present 
advantages and disadvantages, FFDM has some potential advantages over SFM, due to some 
limitation such as: limited range of X-ray exposure; image contrast cannot be altered after the 
image is obtained; the film acts as the detector, display, and archival medium; and film 
processing is slow and introduces artifacts [21]. All of these limitations have motivated many 
researchers to develop advanced techniques and algorithms for digital mammography 
analysis. Therefore, FFDM is overcoming and will continue to overcome the limitations of 
SFM described before. Some advantages of FFDM are: wider dynamic range and lower noise; 
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improved image contrast; enhanced image quality; and lower X-ray dose [21]. Despite FFDM 
have many potential advantages over traditional SFM, examples of clinical trials show that, 
the overall diagnostic accuracy levels of SFM and FFDM are similar when used in breast 
cancer screening [20]. 
According to the breast imaging lexicon described in the BI-RADS atlas, the most common 
abnormalities seen on a mammography image which lead to recall are: Masses, Calcifications 
and Microcalcifications and, Architectural distortion [7, 22]; being the first two lesions, the 
most prominent targets for a wide range of developed CAD systems [23-28].  
1.1.4. Masses 
A mass is defined as a space occupying lesion seen in at least two different projections [7]. If 
a potential mass is seen in only a single projection it should be called “Asymmetry” or 
“Asymmetric Density” until its three-dimensionality is confirmed.  
Masses have different density (see BI-RADS section), different margins (circumscribed, 
microlobular, obscured, indistinct, spiculated) and different shape (round, oval, lobular, 
irregular). Fat-containing radiolucent and mixed-density circumscribed lesions are benign, 
whereas isodense to high-density masses may be of benign or malignant origin [29]. Benign 
lesions tend to be isodense or of low density, with very well defined margins and surrounded 
by a fatty halo, but this is certainly not diagnostic of benignancy. The halo sign is a fine 
radiolucent line that surrounds circumscribed masses and is highly predictive that the mass is 
benign. 
Circumscribed (well-defined or sharply-defined) margins are sharply demarcated with an 
abrupt transition between the lesion and the surrounding tissue [7]. Without additional 
modifiers there is nothing to suggest infiltration.  Two examples of benign mass with oval 
shape and circumscribed margin are shown in Figure 2. Lesions with microlobular margins 
have wavy contours. Obscured (erased) margins of the mass are erased because of the 
superimposition with surrounding tissue. This term is used when the physician is convinced 
that the mass is sharply-defined but has hidden margins. The poor definition of indistinct (ill- 
defined) margins raises concern that there may be infiltration by the lesion and this is not 
likely due to superimposed normal breast tissue.  
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Figure 2 Mediolateral oblique mammograms with oval, well-circumscribed and extremely density mass 
(diagnosis: benign) in right breast extracted from the public BCDR [30]; A) patient #134 with 23 years old, (B) 
magnification of the lesion in patient #134; C) patient #429 with 35 years old, D) magnification of the lesion in 
patient #429. 
The lesions with spiculated margins are characterized by lines radiating from the margins of a 
mass. A lesion that is ill-defined or spiculated and in which there is no clear history of trauma 
to suggest hematoma or fat necrosis suggests a malignant process [29]. Masses with irregular 
shape usually indicate malignancy as it is depicted in Figure 3. Regularly shaped masses such 
as round and oval very often indicate a benign change (see Figure 2). 
 
Figure 3 Mediolateral oblique mammograms with irregular, spiculated and entirely-fat density mass (diagnosis: 
invasive carcinoma) in right breast extracted from the public BCDR [30]; A) patient #105 with 51 years old, (B) 
magnification of the lesion in patient #105; C) patient #143 with 67 years old. 
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1.1.5. Microcalcifications 
The Microcalficiations (MCs) are tiny granule like deposits of calcium and are relatively 
bright (dense) in comparison with the surrounding normal tissue [31]. MCs detected on 
mammogram are important indicator for malignant breast disease. Unfortunately, MCs are 
also present in many benign variant. Malignant MCs tend to be numerous, clustered, small, 
varying in size and shape, angular, irregularly shaped and branching in orientation [31]. 
Benign MCs are usually larger than MCs associated with malignancy. They are usually 
coarser, often round with smooth margins, smaller in number, more diffusely distributed, 
more homogeneous in size and shape, and are much more easily seen on a mammogram [7]. 
One of the key differences between benign and malignant MCs is the roughness of their 
shape. Typically benign MCs are skin MCs, vascular MCs, coarse popcorn-like MCs, large 
rod-like MCs, round MCs, lucent-centered MCs, eggshell or rim MCs, milk of calcium MCs, 
suture MCs and dystrophic MCs [7] (see Figure 4).  
 
Figure 4 Mediolateral oblique mammograms with cluster of heterogeneous MCs (diagnosis: benign) in left 
breast extracted from the public BCDR [30]; A) patient #32 with 49 years old, (B) magnification of the lesion in 
patient #32; C) patient #293 with 48 years old, (D) magnification of the lesion in patient #293. 
Malignancy suspicious MCs are amorphous and coarse heterogeneous MCs. Malignancy 
highly suspicious MCs are fine pleomorphic, fine-linear and fine linear-branching MCs (see 
Figure 5). While observing MCs it is important to consider their distribution (diffuse, 
regional, cluster, linear, segmental). In diffuse distribution MCs are diffusely dispersed in the 
breast. MCs in regional distribution are distributed in larger breast tissue volume (> 2 cm3) 
and are very often part of the benign changes. Cluster of MCs is indicated if five or more MCs 
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are present in small breast tissue volume (< 1 cm3) and it is shown in Figure 4. Linear 
distribution of MCs indicates malignant disease. Segmental distribution of MCs also indicates 
malignant disease, but if the MCs in segmental distribution are larger, smooth and rod-like 
they indicate benign changes [7]. 
 
Figure 5 Mediolateral oblique mammograms with fine, pleomorphic MCs in left breast extracted from the public 
BCDR [30]; A) patient #457 with 58 years old and diagnosed with carcinoma in situs, (B) magnification of the 
lesion in patient #457; C) patient #488 with 73 years old and diagnosed with invasive carcinoma, (D) 
magnification of the lesion in patient #488. 
An analysis of the MCs as to their distribution, size, shape or morphology, variability, number 
and the presence of associated findings, such as ductal dilatation or a mass, will assist one in 
deciding which are benign, which should be followed carefully and which should be biopsied 
[29]. The size of individual MCs is less important than their morphology for deciding their 
classification and potential etiology. Variability in size, shape and density of MCs is a 
worrisome feature, but variability must be assessed in conjunction with morphology [7]. 
Those MCs with sharp, jagged margins that are variable in appearance are much more likely 
to be malignant than are variably sized and shaped but smoothly marginated MCs. 
1.1.6. Early Detection 
Although some risk reduction might be achieved with prevention, these strategies cannot 
eliminate the majority of breast cancers that develop in low- and middle-income countries. 
Therefore, early detection in order to improve breast cancer outcome and survival remains the 
cornerstone of breast cancer control [32]. 
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There are two early detection methods: 
 Early diagnosis or awareness of early signs and symptoms in symptomatic populations 
in order to facilitate diagnosis and early treatment. This strategy remains an important 
early detection strategy, particularly in low- and middle-income countries where the 
diseases is diagnosed in late stages and resources are very limited. There is some 
evidence that this strategy can produce "down staging" (increasing in proportion of 
breast cancers detected at an early stage) of the disease to stages that are more 
amenable to curative treatment [16, 32].  
 Screening, defined as the systematic application of a screening test in a presumably 
asymptomatic population. It aims to identify individuals with an abnormality 
suggestive of cancer [32, 33].  
1.1.7. Breast Cancer CAD 
Breast Cancer CAD is a supervised pattern recognition task employed with some ambiguity; 
the literature uses the CAD term to refer both to CADe:Computer Aided Detection (CADe) 
and the Computer Aided Diagnosis (CADx). While CADe is concerned with locating 
suspicious regions within a certain medical image (such a mammogram), CADx is concerned 
with offering a diagnosis to a previously located region. A general architecture of a Breast 
Cancer CAD system is presented through the following stages [34, 35]: 
1. Region of Interest (ROI) selection: the specific image region where the lesion or 
abnormality is located. The selection can be manual, semiautomatic or fully 
automatic). 
2. Image Preprocessing: the ROI subimage is enhanced so that, in general, noise is 
reduced and image details are enhanced. 
3. Segmentation: the suspected lesion or abnormality is marked out and separated from 
the rest of the ROI by identifying its contour or a pixels region. Segmentation can be 
fully automatic (the CAD system determines the region to be segmented), manual or 
semi-automatic, where the user segments the region assisted by the computer through 
some interactive technique such as deformable models or intelligent scissors 
(livewire). 
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4. Features Extraction and Selection: quantitative measures (features) of different nature 
are extracted out from the segmented region to produce a features vector. These might 
include representative image-based features such as: statistics (skewness, kurtosis, 
perimeter, area, etc.), shape (elongation, roughness, etc.) and texture (contrast, 
entropy, etc.). Then, the most relevant features are identified for dimensionality 
reduction of the feature space and, therefore, for reducing also the time consume by 
the classifiers in the training phase. This occurs according to a single strategy: filter or 
wrapper methods, or any combination of them: hybrid methods. 
5. Automatic Classification: this last step that is crucial for CADx attempts to offer a 
diagnostic that can be used as a first or second opinion, by assigning the vector of 
extracted features to a certain class, corresponding to a lesion type and/or a 
benignancy/malignancy status. 
There is good evidence in the literature that Breast Cancer CADx systems can improve the 
Area Under the receiver operating characteristic Curve (AUC) performance of radiologists 
(see Table 1). Other studies report that Breast Cancer CADe systems detect around 50 to 77% 
of clinically missed cancers [36] or find cancers earlier than radiologists [37], but did increase 
the number of women who needed to come back for more tests and/or to have breast biopsies 
[38]. 
Table 1 Overview of some Breast Cancer CADx studies where it is improved the AUC performance of 
radiologists. 
Author Year Number 
of lesions 
Setup AUC without 
CADx 
AUC with 
CADx 
Leichter et al. [39] 2000 40 Singleview 0.66 0.81 
Huo et al. [40] 2002 110 Multiview 0.93 0.96 
Hadjiiski et al. [41] 2004 97 Multiview, temporal 0.79 0.84 
Hadjiiski et al. [42] 2006 90 Multiview, temporal 0.83 0.87 
Horsch et al. [43] 2006 97 Multimodal 0.87 0.92 
Meinel et al. [44] 2007 80 Multiview 0.85 0.96 
Eadie et al. [37] 2012 20071 Multimodal 0.86 0.85 
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1.1.8. Features Selection Methods 
Feature selection methods broadly fall into two main categories, depending on how they 
combine the feature selection search with the construction of the classification model: the 
filter (univariate and multivariate) [45-47] and wrapper [48-50] models, and more recently, 
the hybrid methods, which combine filter and wrapper paradigms as an unique model [51-55]. 
Wrapper methods utilize a Machine Learning Classifier (MLC) as a black box to score 
subsets of features according to their predictive power. Meanwhile, filters methods are 
considered the earliest approaches to features selection within machine learning and they use 
heuristics based on general characteristics of the data rather than a MLC to evaluate the merit 
of features [56, 57]. As consequences, filter methods generally present lower algorithm 
complexity and are much faster than wrapper or hybrid methods. 
In Breast Cancer classification problems, the discriminative power of features employed in 
CADx systems varies: while some are highly significant for the discrimination of 
mammographic lesions, others are redundant or even irrelevant, which increase complexity 
and degrade classification accuracy. Hence, some features have to be removed from the 
original feature set in order to mitigate these negative effects before a machine learning 
classifier is utilized. The task of redundant/irrelevant feature removal is termed feature 
selection [58] in machine learning [59]. 
The feature selection constitutes one of the most important steps in the lifecycle of Breast 
Cancer CADx systems. It presents many potential benefits such as: facilitating data 
visualization and data understanding, reducing the measurement and storage requirements, 
reducing training and utilization times, defining the curse of dimensionality to improve the 
predictions performance [56, 60]. The objectives are related: to avoid overfitting and improve 
model performance and; to provide faster and more cost-effective models [61, 62]. Although 
these benefits, the problem of selecting the optimal subset of features is still a challenging 
task. Because, it is requires an exhaustive search of all possible subsets of features of the 
chosen cardinality, which is not practical in most situations as the number of possible subsets 
given N features is 2N−1 (the empty set is excluded), which means NP-hard algorithms [56]. 
Hence, in practical machine learning applications, usually a satisfactory instead of the optimal 
feature subset is searched. 
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1.1.9. Machine Learning Classifiers 
Machine learning classifiers rise at the center of CADx systems as one of the most prominent 
techniques with a special advantage: the comparable performance to humans.  In many 
radiology applications (see Table 1), CADx systems have shown comparable, or even higher, 
performance compared with well-trained and experienced radiologists and technologists [37, 
40-44, 63-66]. This advantage is supported by the hypothesis that a good machine learning 
predictor usually will give predictions with low bias and variance at any time. Meanwhile, 
radiologists’ performance may be affected by various factors such as: fatigue, emotion, 
reading time and environment, etc. In principle, machine learning-based computer systems 
will perform more consistently than human beings. 
A wide variety of MLCs that have been applied to solve the problem of Breast Cancer 
detection/classification. The Artificial Neural Networks (ANN) [67-75] seem to be the most 
employed classifier in CADx systems; the Support Vector Machine (SVM) [75-78] appear as 
the most used classifier in CADe systems and, the Linear Discriminants Analysis (LDA) [23, 
28, 79-83] and k-Nearest Neighbors (kNN) [84-88] are also popular in both for CADe and 
CADx community. Others less frequently classifiers applied in CADx systems include the 
Naive Bayes (NB) classifier [70, 88-90] and binary Decision Tree (DT) [75, 90-92]. 
1.2. Motivation and Objectives 
With the advances in modern medical technologies and the evolution of different diseases, the 
amount of imaging data is rapidly increasing as well as the need to improve diseases 
treatment. 
Mammography is currently the only recommended imaging method for breast cancer 
screening. Mammography is especially valuable as an early detection tool because it can 
identify breast cancer before physical symptoms appears. However, the high sensitivity of 
mammography is accomplished at a cost of low specificity. As a result, only 15–30% of 
patients referred to biopsy are found to have malignancy [93]. Unnecessary biopsies not only 
cause patient anxiety and morbidity but also increase health care costs. 
Another useful and suggested approach is the double reading of mammograms (two 
radiologists read the same mammograms) [33], which  has been advocated to reduce the 
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proportion of missed cancers, but the workload and cost associated are high. Therefore, it is 
important to improve the accuracy of interpreting mammographic lesions, thereby increasing 
the positive predictive value of mammography. 
Breast Cancer CAD systems are recent valuable auxiliary means, which have been proven 
that can improve the detection/classification rate of cancer in its early stages (see “CADe and 
CADx Systems in Breast Cancer” section in Chapter 2). Despite these prominent results, 
current research suggests that a CAD system is not a substitute for an experienced radiologist 
in the procedure for reading mammograms. Thus, the performance of current and future 
CADe and CADx systems still needs to be improved [20, 94]. 
The core of any Breast Cancer CADx system is the set of image processing and pattern 
recognition methods [95], and the good performance will depend in a high grade upon the 
quality of the implementation (e.g. segmentation, feature extraction/selection and 
classification). It is therefore convenient that feature selection methods are fast, scalable, 
accurate and possibly with low algorithmic complexity. 
This work aims to improve the process of feature selection specifically to support the 
development of best performed Breast Cancer CADx systems. 
As it was mentioned before, the feature selection methods are mainly divided in two 
paradigms: filter and wrapper. We considered exploring the filter paradigm (univariate and 
multivariate) over the wrappers or hybrid models; because of filter methods provide lower 
algorithmic complexity, faster performance and are not dependent of classifiers. It means that 
filter methods analyze the characteristics of data for ranking the entire features space, while 
the wrappers or hybrid methods are extremely dependent of classifiers for selecting a 
satisfactory subset of features. 
The principal limitation of univariate filter methods, such as Chi-Square (CHI2) discretization 
[96], t-test [97], Information Gain (IG) [98] and Gain Ratio [99], are that they ignore the 
dependencies among features and assume a given distribution (Gaussian in most cases) from 
which the samples (observations) have been collected. In addition, assuming a Gaussian 
distribution includes the difficulties to validate distributional assumptions because of small 
sample sizes. On the other hand, multivariate filters methods such as: Correlation based-
feature selection  [97, 100], Markov blanket filter [101], Fast correlation based-feature 
selection [102], Relief [103, 104] overcome the problem of ignoring feature dependencies 
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introducing redundancy analysis (models feature dependencies) at some degree, but the 
improvements are not always significant: domains with large numbers of input variables 
suffer from the curse of dimensionality and multivariate methods may overfit the data. Also, 
they are slower and less scalable than univariate methods [56, 57]. 
In order to overcome these limitations on existing filter methods, which may lead the Breast 
Cancer CADx methods to classification performances bellow of its potential, we considered 
the following objectives:  
 Objective 1: to explore new ensembles of established feature selection method to 
improve Breast Cancer classification. 
 Objective 2: to develop a novel and highly performing feature selection method based 
on the filter paradigm for ranking relevant features extracted from mammographic 
lesions. 
 Objective 3: to validate the usefulness of the developed feature selection methods 
throughout the integration in the lifecycle development of Breast Cancer CADx 
methods. 
1.3. Thesis Statement 
The above objectives and consequent work was therefore carried out to prove the following 
set of hypothesis: 
 Hypothesis 1: Feature selection methods supported on the filter paradigm can be 
improved by the creation of new ensemble methods. 
 Hypothesis 2: Feature selection methods of the filter paradigm can be improved 
throughout a new filtered function, which provides index of features with better 
separability between two instance distributions.  
 Hypothesis 3: Breast Cancer CADx systems can be advanced by the inclusion of a 
new feature selection method that provides features with more discrimination power to 
yield better AUC-based classifier performance. 
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1.4. Summary of Contributions 
The following theoretical and technical contributions were obtained as part of this thesis 
work. 
Theoretical:  
 An ensemble feature selection method (we named RMean), supported on the filter 
paradigm, which surpasses traditional methods when used for indexing relevant 
features extracted from mammographic pathological lesions (image-based and clinical 
features). 
 A novel feature selection method (named uFilter) based on the Mann Whitney U-test 
for ranking relevant features, which assess the relevance of features by computing the 
separability between class-data distribution of each feature. 
 An improvement in the performance of machine learning classifiers supporting Breast 
Cancer CADx methods. 
Technological: 
 A JAVA and MATLAB framework for Breast Cancer data analysis.  
 A JAVA source code plug-in for integrating the proposed uFilter feature selection 
method within the public WEKA data mining software version 3.6. 
1.5. Thesis Outline 
The structure of this thesis is described as follows: 
 Chapter 1 is this introduction, that provides a general background of Breast Cancer, 
BI-RADS lexicon, mammography images and lesions: Masses and 
Microcalcifications; Breast Cancer early detection procedure, practical Breast Cancer 
detection techniques: Mammography screening, double reading and Breast Cancer 
CAD methods. There is also a brief description of the importance of feature selection 
techniques and machine learning classifiers as support methods of Breast Cancer CAD 
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systems. Finally, we describe the context that motivated the development of this 
thesis, its objectives and summarized its contributions. 
 Chapter 2 describes the current state of the art of the principal topics related to the 
proposed objectives: (1) Breast Cancer supporting repositories, (2) Clinical and image-
based descriptors for Breast Cancer, (3) A comprehensive explanation of feature 
selection methods: the most important feature selection paradigms, the main 
algorithms, as well as advantages and disadvantages of them, (4) A detailed 
description of the most used Breast Cancer machine learning classifiers and (5) CAD 
methods in Breast Cancer, which surveys several successful CADe and CADx 
systems, involving methods and techniques used for detection/classification of 
microcalcifications and masses. 
 Chapter 3 details the experimental methodologies used in this thesis, such as: datasets 
description; the elected clinical and image-based descriptors; exploration of machine 
learning classifiers and features selection methods. We also present the description 
and experimental evaluation of the RMean feature selection. 
 Chapter 4 addresses the theoretical description and experimental evaluation of the 
proposed uFilter method. We introduce a formal framework for understanding the 
proposed algorithm, which is supported on the statistical model/theory of the non-
parametric Mann Whitney U-test. In addition, a software prototype implementation of 
the uFilter method using these theoretical intuitions is presented. 
 Chapter 5 presents the conclusions of this thesis and outlines the future lines of work 
opened by its contributions. 
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State of the Art 
Among several research areas covered by the Breast Cancer CAD systems, in this chapter it is 
made a revision of critical topics, such as: (1) Breast Cancer supporting repositories, which 
presents a brief description of a wide range of publicly accessible breast cancer repositories; 
(2) Clinical and image-based descriptors for Breast Cancer that outlines several important 
image-based features extracted from detected pathological lesions on mammography images; 
(3) Feature selection methods, which describes the most important feature selection 
paradigms, the algorithms, as well as advantages and disadvantages of them; (4) Machine 
learning classifiers from the radiologists point of view, thus, it is addressed the most used 
classifiers employed in Breast Cancer detection/classification; and (5) CAD methods in Breast 
Cancer, this section surveys several successful CADe and CADx systems, their methods and 
techniques used for detection/classification of MCs and masses. 
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2.1. Breast Cancer Supporting Repositories 
Currently, there are numerous Breast Cancer databases available to the research community, 
some public and others private - restricted to particular institutions (i.e. the massive database 
provided by the National Digital Medical Archive Inc, USA, that holds over a million 
mammography images [105]). Although the increasing effort of different research groups into 
satisfy different aspects of the ideal Breast Cancer database (more simple and well 
documented), each database is unique; not only are the cases different or the proportion of 
subtle cases versus obvious cases are different, more importantly, often do not contain all the 
requirements needed for a research purpose [106-110]. Therefore, different databases have 
different strengths and weaknesses. Due to this, it is very difficult to compare the performance 
of different algorithms, methods and techniques as well as to determine which would be the 
most useful. The Breast Cancer Digital Repository (BCDR) [30], the Mammographic Image 
Analysis Society (MIAS) database [111] and the Digital Database for Screening 
Mammography (DDSM) [112] are easily accessed databases and thus they are considered the 
most commonly used databases in the scientific community.  
The BCDR which is the first Portuguese breast cancer image database, with anonymous cases 
from medical records supplied by the Faculty of Medicine “Centro Hospitalar São João” at 
University of Porto, Portugal [30]. BCDR is composed of 1730 patient cases with 
mammography and ultrasound images, clinical history, lesion segmentation and selected pre-
computed image-based descriptors, for a total of 5776 images. Patient cases are classified 
using the BI-RADS classification and annotated by specialized radiologists (276 biopsies 
proven at the time of writing).  
The MIAS database [111] is formed by 322 Mediolateral-Oblique (MLO) mammography 
image view. In this database, the image files are available in PNG (portable network graphics) 
format with a resolution of 1,024 x 1,024 pixels, which are also annotated with the following 
information: a database reference number indicating left and right breast, character of 
background tissue, pathology, class of lesion present and coordinates as well as size of these 
lesions. 
The DDSM database [112] is the largest public database. Officially contains 2479 cases 
including two images of each breast, acquired in Craniocaudal (CC) and MLO views that 
have been scanned from the film-based sources by four different scanners with a resolution 
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between 50 and 42 microns, for a total of 9916 images with all types of findings (normal, 
benign and malign cases). These images are coded according to the Lossless Joint Pictures 
Expert Group (LJPEG) standard format and its conversion is necessary before using it. 
Besides, there are more recent public developed projects of mammographic image databases. 
All of them available after the web-accessible registration: The BancoWeb LAPIMO 
(acronym of “Laborátorio de Análise e Processamento de Imagens Médicas e 
Odontológicas”) Database [113] it is a public repository which contains 320 cases, 1473 
images (MLO and CC views) divided in normal images, and images with benign and malign 
findings. Also background patient information along with BI-RADS annotations is available.  
The INbreast database [114] contains a total of 115 patient cases representing  410 images 
(MLO and CC) provided by the Breast Center located at the “Centro Hospitalar de São João, 
Porto” and in compliance with the Portuguese National Committee of Data Protection and 
Hospital’s Ethics Committee. The images files are FFDM with a solid contrast resolution of 
14 bits acquired by a MammoNovation Siemens scanner. As a ground truth, all annotations 
were based on the lesions contour made by specialists.      
The Image Retrieval in Medical Applications (IRMA) project [115, 116] is an integration of 
four mammographic databases in which standardized coding of tissue type, tumor staging, 
and lesion description was developed according to the ACR tissue codes and the BI-RADS. 
IRMA database is containing 10,509 reference images divided into three categories: normal 
cases (12 volumes), cancer cases (15 volumes) and benign cases (14 volumes); each case may 
have one or more associated Pathological Lesions (PLs) segmentations, usually in MLO and 
CC images of the same breast. 
The Dr. Josep Trueta [117] is a non-public database, which contains 320 images files 
representing both the MLO and CC image view of 89 archived patient cases. All images were 
acquired using a Siemens Mammonat Novation scanner with a resolution of 70 microns (12-
bits contrast resolution) and two different image sizes depending on the breast size are 
included: 2560 x 3328 or 3328 x 4096 pixels. The ground truth is based on the center and 
radius of the circle surrounding the selected ROI (all kind of lesions). 
The Nijmegen [106, 118] database is widely used by researchers developing computerized 
methods for detecting clustered Microcalcifications in mammograms. It is composed by 40 
images belonging to 21 patient cases acquired from the National Expert and Training Centre 
for Breast Cancer Screening and the Department of Radiology at the University of Nijmegen, 
Chapter 2: State of the Art 
23 
 
the Netherlands. All images were SFM (recorded using various type of equipment) with a 
contrast resolution of 2048 x 2048 pixels and corrected for inhomogeneity of the light source.  
Other mammographic databases such us: the Mammography Image reading for Radiologists 
and Computers Learning (MIRaCLe) [119], the Lawrence Livermore National Laboratories 
(LLNL) [120] and Málaga [117] are cited in the literature. However, most of them are not 
available and consequently details were difficult to found. A brief description of these 
databases could be found in Table 2. 
Table 2 Brief description of developed mammographic databases. 
Database Total of images Views Lesion type Ground truth 
BCDR 5776 MLO, CC and Ultrasound All kinds Lesion contour 
MIAS 322 MLO 
All kinds (with special 
concentration 
of spiculated masses) 
Center and radius of a 
circle around the 
interest area 
DDSM 9916 MLO and CC All kinds Boundary chain code of the findings 
BancoWeb 1400 MLO, CC and other All kinds ROI is available in a few images only 
INBreast 410 MLO and CC All kinds Lesion contour 
IRMA 10509 MLO and CC All Kinds Boundary chain code of the findings 
Trueta 320 MLO and CC All kinds 
Center and radius of a 
circle around the 
interest area 
Nijmegen 40 MLO and CC MCs NA 
MIRAcle 204 NA NA ROI of findings 
LLNL 198 MLO and CC MCs 
Binary image of MCs 
clusters; Contour and 
area of few MCs 
Málaga NA MLO and CC Masses NA 
NA – Not available. 
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2.2. Clinical and Image-based Descriptors for Breast Cancer 
2.2.1. Clinical Descriptors 
According to the ACR, which is the copyright owner of the BI-RADS Atlas, clinical 
descriptors are related to morphological description, distribution and location of pathological 
lesions in mammography images [7]. These descriptors were selected on the basis of their 
ability to discriminate between benign and malignant findings and represent the patient 
associated metadata.  
There are three morphological categories to describe breast lesions: focus/foci, mass and non-
mass-like enhancements (calcifications in most cases). A focus/foci is a breast lesion smaller 
than 5 mm. A mass is a lesion characterized by the shape, which can be round, oval lobulated 
and irregular; the margin, which could be obscured, irregular and speculated and, the internal 
mass enhancement characteristics such as: homogeneous, heterogeneous, rim enhancement, 
dark internal septations, enhancing internal septatios, and central enhancement. The non-mas-
like enhancement category is characterized by different distribution patterns: focal, linear, 
ductal, segmental, regional, multiple regions and diffuse. Furthermore, the distribution 
patterns can be defined by internal characteristics, which includes homogeneous, 
heterogeneous, stippled/punctate, clumped and reticular/dendritic, and whether the 
enhancement is symmetric or asymmetric between both breasts [7]. 
The location of the lesion is described using the clinical orientation extrapolated from the film 
location where the patient’s breast is considered the face of a clock facing the observer 
(radiologist). The first option to describe the location is the uses of quadrants (upper outer 
quadrant, upper inner quadrant, lower outer quadrant and lower inner quadrant). The 
utilization of both the clock face (left or right or both for side) and quadrants provides an 
internal consistency check for possible right-left confusion. Usually, the side is given first, 
followed by the location and depth (anterior, middle and posterior) of the lesion. The location 
of the lesion under and behind the nipple are considered subareolar and central regions 
respectively [7]. 
Furthermore, the inclusion of a statement describing the general breast tissue type arose from 
evidence in the literature establishing that increased breast density is accompanied by 
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decreased sensitivity. There is good evidence that increased breast density also is related with 
increased risk of breast cancer [121, 122]. Thus, the inclusion of four categories describing 
the breast density in the standard mammography report improves the communication of 
predicted mammographic performance and breast cancer risk [7]. 
Sometimes, a finding cannot be adequately described by a single descriptor. This is often true 
with calcification lesions and its margin characteristics. Calcifications may include several 
different types (punctate and amorphous); if one type predominates, a single descriptor may 
be the best; if not, multiple descriptors may be preferred [7]. For example, the work of 
Burnside et al [123] evaluates MCs descriptors (distribution or morphology) to help stratify 
the risk of malignancy. The study used a population of 115 women cases and the Fisher exact 
test was performed to determine significant difference between each descriptors. As result, 
each calcification descriptor was able to help stratify the probability of malignancy as follows: 
coarse heterogeneous (7%), amorphous (13%), fine pleomorphic (29%), and fine linear 
(53%).Also, the statistical test of Fisher revealed a significant difference among these 
descriptor categories (p = 0.005).  
The same flexibility should be considered when describing masses margins. Sometimes, they 
could be partially obscured by surrounding glandular tissue. If the margin is at least 75% 
circumscribed and 25% obscured, the mass can be classified according to its circumscribed 
margin. In opposite, if the margin is partially circumscribed and partially indistinct, the 
classification will be on the basis of its indistinct margins [7]. 
Clinical descriptors presented in the BI-RADS lexicon constitute a quality assurance tool 
reducing confusion in breast imaging interpretations [7, 124]. Moreover, recently researches 
have been using combinations of clinical and image-based descriptors for improving the 
breast cancer classification performance [75, 88]. 
2.2.2. Image-based Descriptors 
Breast abnormalities present varying diagnostic information on mammograms. The diagnostic 
features vary in terms of shape, density, texture and distribution. Many studies therefore have 
focused on analyzing extracted image-based descriptors from MCs and masses on 
mammographic. An overview of most employed group of image-based descriptors for MCs 
detection/classification could be observed in Table 3. 
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Mammographic Microcalcifications Descriptors 
According to the clinician procedure of radiologists, MCs clusters can be characterized by its 
morphology and location, the morphologies of the individual calcification particles, and the 
distribution of the particles within the cluster. Different approaches for automatic 
characterization of calcifications simulate the radiologists’ strategy, and hence, four principal 
classes of features for the discrimination of MCs clusters can be defined: features based on the 
morphology and location of the cluster, morphology-based features of individual 
microcalcification particles, features based on the spatial distribution and optical density of 
the individual particles within the cluster, and texture-based features of the MCs surrounding 
background tissue [125]. 
Morphology and Location of Microcalcifications Clusters 
Several researchers considered the representation of the cluster shape based on the calculation 
of the convex hull of the centroids or the contour pixels of the particles in a cluster. From this 
shape representation, a set of descriptors such as: area, perimeter, circularity, rectangularity, 
orientation, eccentricity and normalized central moments can be computed. Another important 
feature that describes the morphology of a MCs cluster is the number of individual 
calcification particles in the cluster. This feature is very often employed for the 
characterization of MCs clusters and can easily be obtained from a segmentation of the 
individual MCs [28, 77, 86, 126]. Also, the MC coverage, which is defined by the ratio of the 
sum of the individual MC areas and the cluster area, is used to describe how densely packed a 
cluster is with MCs. 
The location of the MCs cluster is another important aspect to be considered when analyzing 
the probability of malignancy of a breast lesion. According to the ACR, malignant lesions are 
more often located in the upper outer quadrant than other quadrants of the breast [7]. Hence 
several approaches prefer the computation of location-based features of the MCs clusters in 
the mammogram. For example in [86], It was used the relative distance of a cluster to the 
pectoral muscle and the breast edge as discriminative features. It is important to note that 
extracting features based on the location usually require a robust segmentation method for 
structures like the nipples, pectoral muscle, and breast boundary in the mammograms, which 
is a complex problem. 
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Morphology of an Individual Microcalcification  
Usually, a set of statistics features such as: mean, standard deviations, minimum, maximum, 
or median are computed from an individual MC in a cluster. Many approaches considered the 
computation of the mean and standard deviations from previously computed shape descriptors 
like the areas, perimeters, circularities, rectangularities, orientations, and eccentricities of the 
MCs [77, 78, 86, 110, 126-128]. Also, the means and standard deviations of the individual 
normalized central moments as well as of the moments of the border pixels are used by some 
researchers [78, 126, 129, 130]. 
Veldkamp and Karssemeijer [86] employed a set of 16 image-based (intensity and shape) 
descriptors extracted from MCs lesions on ipsilateral images view (MLO and CC). The AUC-
based classification performance of the kNN classifier was 0.83 for a dataset of 90 patient 
cases. Kallergi [126] employed 13 image-based descriptors extracted from the morphology of 
individual MCs and the distribution of the clusters. The best result was obtained when 
including the patient’s age as input in the classification scheme, achieving an AUC of 0.98.  
Zhang et al. [73] used two categories of features extracted from MCs in a two-step procedure 
to reduce the false positive rate. The set of descriptors included spatial and morphological 
features: average gray level of the foreground and background, standard deviation of the gray-
level of the foreground and background, compactness, moment, and Fourier descriptor. Also, 
features related to the MCs cluster were added to the set of features. In the first step of the 
detection procedure was used only MCs features to reduce the false detection. In the second 
step were included two more MCs clusters features (cluster region size and cluster shape rate) 
to reduce the false detection rate. Experimental results using a back-propagation neural 
network showed that the method could reduce the false detection rate by 42% (3.15 per 
image).  
Leichter in [131] analyzed the influence of two type of features in the diagnostic role. The 
selected features were: eccentricity (reflecting the geometry of clusters) and, the shape factor 
and number of neighbors (reflecting the shape of the individual MC). The analysis was 
performed using a dataset formed by 324 clustered of MCs (with biopsy-proven). According 
to the obtained classification result (AUC value of 0.87) by a linear discriminant analysis, it 
was possible to conclude that the cluster geometry feature was more effective in 
differentiating benign from malignant clusters than was the shape of individual MC. 
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Chan et al [132] compared two set of MCs features (morphological and texture) for 
discriminating between benign and malignant lesions. Morphological descriptors were related 
to size, contrast, shape of MCs and their variations within clusters. Meanwhile, texture 
descriptors were all derived from the spatial grey-level dependence matrices constructed at 
different distances and directions. The combined morphological and texture features achieved 
an AUC of 0.89, which increased to 0.93 when averaging discriminant scores from all views 
of the same cluster. This result was superior when comparing with the obtained result by 
using morphological features (0.79) or texture features (0.84) alone. 
Spatial Distribution and Optical Density of Microcalcifications 
Two of the most employed features for describing the spatial distribution of MCs inside a 
cluster are the mean and standard deviation of the computed distances between individual 
MCs [84, 133]. Other interesting features but used in less degree are the eccentricity and the 
normalized central moments of the MC centroids. The research of Leicheter [134] describes a 
more complex scenario for using the mean as a spatial distribution feature. In this case is used 
the two-dimensional Delaunay triangulation of the MCs centroids for obtaining the k-number 
of nearest neighbors of the MCs inside the cluster, then, the mean of these k-neighbors is 
obtained. In others approaches, the mean and variance of grey values and the contrast of 
individual MCs have been employed for describing the optical density of MCs [77, 86, 129, 
133].  
Texture of Microcalcifications 
The texture features based on the Haralick's descriptors constitute a powerful set of image-
based features, which have been widely used for describing MCs lesions [78, 84, 129, 132, 
135-137]. They are extracted from the Gray-Level Co-occurrence Matrices (GLCM) and 
represent the second-order statistics of the grey levels in a ROI [138]. Also, the texture 
analysis based on the wavelet descriptors has demonstrated to be important for MCs 
characterization [84, 129]. 
Dhawan et al [84] used two set of texture features extracted from GLCM and wavelet from 
ROIs containing MCs lesions. They reported an obtained AUC of 0.86 in the classification of 
191 “difficult to diagnose” cases. Soltanian-Zadeh et al [129] compared the performance of 
four features sets (GLCM based, shape, wavelet and multiwavelet features); the multiwavelet 
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features, which use multiple scaling functions and mother wavelets outperformed the other 
three features sets, achieving an AUC of 0.89. 
Mohanty et al [137] proposed a new system for breast cancer classification based on the 
technique of the association rule mining. The system used a set of 26 features extracted from 
the first and second-order statistics of MCs lesions. These features were enough (according to 
the minimization of the classification error) for differentiating between normal and cancerous 
breast tissues.  
Malar et al [70] used three different set of features extracted from the GLCM, Gabor filter 
bank and wavelet transformation, for the discrimination of MCs from the normal tissue. The 
method was validated using a dataset formed by 120 ROIs containing normal and MCs 
images. The results highlighted that extreme machine learning produced better classification 
accuracy (94%) when using wavelet features.    
Yu et al. in [139] presented a two-stage method for detecting MCs in digital mammograms. 
The first stage used a wavelet filter according to the mean pixel value for the detection of 
MCs. Subsequently, in the second stage is used a Markov random field model to extract 
textural features from the neighborhood of every detected calcification. These textural 
features in combination with other three auxiliary features (the mean pixel value, the gray-
level variance, and a measure of edge density) were used as inputs for both the Bayes and 
Feed Forward Back-Propagation (FFBP) neural network classifiers. The method was 
evaluated using 20 mammograms containing 25 areas of clustered MCs. As results, the 
method was able to reject false positive in a 98.9% of the cases with a sensitive of 92%, at 
0.75 false positive per image.  
AbuBaker et al. in [140] presented a study of the characteristics of true MCs compared to 
falsely detected MCs using first (mean, entropy, standard deviation, moment3, kurtosis) and 
second (angular second moment, contrast, absolute value, inverse difference, entropy, 
maximum probability) order statistical texture analysis techniques. These features were 
generated with the intention of reducing the false positive ratio on mammogram images. As 
result, it can successfully reduce the ratio of false positives by 18% without affecting the ratio 
of true positives (currently 98%). 
The application of fractal geometry for MC analysis in mammography images have been also 
reported in the literature [141-143]. Its applicability is justiﬁed by the fact of being the MCs 
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clusters tiny bright spots with different size and shape embedded in a non-homogeneous 
background surrounding of breast tissue. This particular situation allows the opportunity of 
using fractal geometry analysis by considering the MCs cluster as a fractal normal 
background superimposed by a non-fractal foreground [144, 145].  
Rangayyan and Nguyen in [143] demonstrated that the computation of the fractal dimension 
of MCs contours based on the grid method facilitates the discrimination between benign and 
malignant clusters. Also, the efﬁciency was superior when comparing with other shape factor 
methods such as: compactness, the spiculation index, fractional concavity, Fourier factor. 
Table 3 Overview of most employed group of image-based descriptors for MCs detection/classification. 
Descriptors Description References 
Individual MC features 
Features extracted from mammogram directly such as 
perimeter, area, compactness, elongation, eccentricity, 
thickness, orientation, direction, line, background, 
foreground, distance, and contrast. They are easy to 
extract and they originate from the experience of 
radiologists. 
[58, 73, 75, 77, 86, 
129, 132, 137, 146-
149] 
Grey Level Co-
occurrence Matrix 
features 
Features extracted from GLCM.   [70, 75, 78, 84, 129, 
132, 135, 137, 140] 
Wavelet features Energy, entropy, and norm extracted from the wavelet transform sub-images. 
[70, 84, 129, 139, 
150, 151] 
Border information 
features 
Features extracted from MCs border information. [78, 126, 129, 130] 
Fractal dimension Features extracted from fractal model of the image [76, 141-145, 152-154] 
Cluster features 
Features used to describe the distribution of the MCs; 
area, perimeters, circularity, rectangularity, orientation, 
and eccentricity. 
[77, 78, 86, 126-
128, 133, 134, 155] 
 
Mammographic Masses Descriptors 
Similar to MCs lesions, most approaches to the feature extraction for mammographic masses 
are based on the lesion attributes that are used by radiologists in the clinician procedure. They 
characterize masses based on their shape (also called morphological or geometrical features), 
the characteristics of their margin, and their texture [7]. The standard approach is to compute 
margin, shape, and texture related features from the mass and its surrounding tissue and use 
them as inputs to a classifier to obtain a malignancy score. An overview of most employed 
group of image-based descriptors for masses detection/classification is shown in Table 4.  
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Shape and Margin of Masses 
Most benign masses are homogeneous and possess well-defined edges; malignant tumors 
typically have fuzzy or ill-defined boundaries. Benign masses possess smooth, round, or oval 
shapes with possible macrolobulations, as opposed to malignant tumors which typically 
exhibit rough contours with microlobulations, spiculations, and concavities (see Figure 6) [7, 
156]. Based on the segmentation of the mass contour, several studies have therefore focused 
on analyzing the margin and shapes of mammographic masses [28, 81, 157-159]. Similar to 
the approaches used to represent the morphology of individual Microcalcification particles; 
these include the area and the perimeter as well as the circularity, rectangularity, orientation, 
and eccentricity of the mass. 
 
Figure 6 Characteristics of shape and margins of masses. 
Rojas and Nandi [160] developed a mass classification method based on two automated 
segmentation methods: the dynamic programming based boundary tracking and constrained 
region growing. They simplified the initial mass contours (after segmented) by modelling the 
set of points as ellipses. Subsequently, a total of six features describing the mass margins 
were extracted for further classification. The features were: contrast between foreground and 
background regions, the variation coefficient of edge strength, two measures of the fuzziness 
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of mass margins, a measure of spiculation based on relative gradient orientation, and a 
measure of spiculation based on edge-signature information. As results, it was found there is a 
difference of 14% in the segmentation accuracy and a 4% of difference in the classification 
performance between both methods. Also, it was observed that the spiculation feature (based 
on edge-signature information) was clearly better than the remaining features; however, this 
feature is sensible to changes in the quality of the segmentation. 
In [161], Liu et al. proposed a method for mass classification based on the combination of the 
level set segmentation and shape analysis. The method used as starting point the initial mass 
contour made by radiologists as input to the level set segmentation method in order to obtain 
the final contour. Then, a set of shape features were extracted from the segmented masses for 
further classification using the LDA and SVM classifiers. The evaluation of 292 ROIs from 
DDSM mammogram images highlighted the best area under the ROC curve of 0.8803 when 
using the Fourier descriptor of normalized accumulative angle feature. 
Rangayyan et al. in [107] introduced two new shape factors, spiculation index and fractional 
concavity, and applied them for the classification of manually segmented mammographic 
masses. The combined use of the spiculation index, fractional concavity, and compactness 
yielded a benign-versus-malignant classification accuracy of 81.5%. Similar approach was 
presented by Guliato et al. [24], which developed a method that preserve the details of 
spicules and diagnostic by generating polygonal models of contours. The classification 
performance used a set of 111 contours representing 65 benign and 46 malignant masses was 
an AUC value of 0.94. 
Zheng and Chan in [92] proposed an algorithm for masses detection based on the combination 
of several artificial intelligence methods. First, the fractal analysis was performed for the 
initial selection of suspicious regions. Then, it is applied a multi-resolution Markov random 
field algorithm for lesions segmentation. Finally, a classification based on the lesions shape is 
performed for reducing the proportion of false positive. The obtained results on 322 images 
from the Mini-MIAS databases highlighted a sensitive value of 97.3% with a 3.9 false 
positives per image. 
Furthermore, features based on the normalized radial length and the normalized chord length 
has been used to represent the mass shape [79, 80, 85]. The normalized radial length is 
defined as the Euclidean distance of each pixel on the object contour to the object’s centroid. 
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Meanwhile, the definition of the normalized chord length is defined as the Euclidean distance 
of pair of points on the object boundary. 
Besides, in Zheng et al. [85] two features for describing masses margin have been proposed. 
The features are: the standard deviation and the skewness of the gradient strength of the mass 
contour. Spiculated margins are a symptom of malignant masses, thus, the texture analysis on 
bands close to the margin of a segmented mass is important. This idea is extended in the 
approach of Shi et al. [23], they developed a new feature (margin abruptness) that measures 
the margin sharpness by using line detection in rubber-band-straightening transform images. 
Moreover, in Mudigonda et al. [162] is proposed two features (to measure the sharpness) 
based on the image gradient in a band of pixels surrounding the mass contour. 
Varela et al. [27] proposed a new method for describing the mass margins in order to improve 
the binary (benign and malignant) classification performance. The mass margin features used 
by this method aims to measure the sharpness of the margin and the presence of 
microlobulations. The AUC-based results using a dataset formed by 1076 biopsy proved 
masses from the DDSM database were 0.69, 0.76 and 0.75 for interior, border and outer mass 
segment respectively. Moreover, the classification performance using a combination of mass 
segments (interior, border and outer) was 0.81 for image-based and 0.83 for case-based 
evaluation. In this research was concluded that sharpness features perform better than 
microlobulation features for masses classification.  
Huo et al [74] used a set of features extracted from the margins and density of masses for 
feeding three different machine learning classifiers. The best result (AUC value of 0.94) was 
obtained by using a hybrid method consisting of a step rule-based method with a spiculation 
measure followed by an ANN on a dataset formed by 95 masses. In another experiment, the 
same classification model was employed on a dataset of 110 masses and it attained an AUC 
value of 0.82 [163]. 
Texture of Masses 
Similar to feature extraction for MCs, features based on the GLCM, gray-level run length 
metrics and wavelet decompositions have been popular for the characterization of masses [27] 
[162] [76, 164, 165]. However, in contrast to the diagnosis of MCs, in mass approaches, the 
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texture analysis is not always performed on the entire ROI; sometimes the analysis is carried 
out on a particular region within the ROI i.e. on bands of pixels close to the mass margin.  
Mudigonda et al in [162] used texture features and two gradient-based measures to estimate 
the sharpness of a mass contour. On a database of 53 mass lesions they obtained AUC values 
of 0.73, 0.84 and 0.80 for sharpness, texture and combined feature spaces, respectively. 
Wei et al. in [28] proposed a method for masses detection based on the combination of the 
gradient field analysis and the grey level information. The method used a clustering-based 
region growing algorithm for detecting the suspicious lesions. Then, a set of shape and texture 
descriptors were computed from detected lesions before feeding two MLCs: ruled-based and 
LDA. The reported case-based sensitive result on a mass (containing 110 cases) dataset, non-
mass (containing 90 cases) dataset and a combination of them was 70%, 80%, and 90% at 
0.72, 1.08 and 1.82 false positive per image respectively. 
Bellotti et al. in [71] proposed a three-stage system for mass detection. In the first stage, a 
segmentation algorithm using a dynamical threshold is applied for detecting suspicious 
lesions. Then, a set of eight texture features (extracted from the GLCM at different angles) 
were computed from segmented lesions. In the last stage, a FFBP neural network classifier 
(trained with the gradient descent learning rule) was used for discriminating between normal 
masses and normal tissues. The system evaluation using a dataset containing 3369 
mammography images (2307 negative cases and 1062 positive cases) reported an AUC-based 
classification performance of 0.783 (standard deviation of 0.008) by the proposed system. 
Sahiner et al. in [80] combined morphological and texture features for describing mass 
lesions. The obtained classification results using a dataset formed by 249 images were an 
AUC value of 0.83, 0.84, and 0.87 when using morphological, texture, and a combination of 
both type of features respectively. 
Alto et al. in [166] analyzed several image-based features in order to select masses lesions 
with similar constitution in terms of computed descriptors. The evaluation of the method was 
using the retrieval precision as a performance measure. The higher result (91%) was obtained 
when using the three most-effective features (fractional concavity, acutance and sum of 
entropy). 
Mavroforakis et al. in [76] proposed a quantitative approach for masses classification by using 
linear and non-linear classification architectures. Also, the method is supported by the fractal 
analysis (calculated by the box-counting method) of the set of extracted texture features. The 
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evaluation on two datasets containing 130 digitized mammograms revealed that the best score 
(83.9%) was obtained by the SVM classifier using only texture features. 
Ayres and Rangayyan [167-169] presented a method that analyzes the oriented texture on 
mammography images in order to detect architectural distortion. The method used the Gabor 
filters for obtaining the orientation field of the images and three maps models (node, saddle 
and spiral) for locating the place of the architectural distortion, being the node map the most 
prominent. The method was tested on two set of images, one containing 19 cases of 
architectural distortion and 41 normal mammograms, and the other containing 37 cases with 
architectural distortion. Sensitivity rates of 84% and 81% at 4.5 and10 false positives per 
image were reported for the two set of images respectively. 
More recently, Moura and Lopez in [88] developed a new round-shape descriptor based on 
Histograms of Gradient Divergence (HGD) for masses classification. The HGD was 
compared against eleven group of image descriptors (extracted from Intensity statistics, 
Histogram measures, Invariant moments, Zernike moments, Haralick features, Grey-level run 
length, Grey-level difference matrix, Gabor filter banks, Histogram of oriented gradients, 
Wavelets and Curvelets) on benchmarking datasets extracted from two public available 
mammography databases. Obtained results using different machine learning classifiers 
revealed that the HGD was the best descriptor (or comparable to best) in 8 out of 12 
scenarios, demonstrating promising capabilities to classify breast masses. 
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Table 4 Overview of most employed group of image-based descriptors for masses detection/classification. 
Descriptors Descriptions References 
Intensity features 
Contrast measure of ROIs; 
Average grey level of ROIs (Mean); 
Standard derivation inside ROIs or variance; 
Skewness and Kurtosis of ROIs; 
Zernike moments. 
[72, 75, 88, 160, 170] 
Shape features 
Margin spiculation and Sharpness; 
Area, circularity, convexity, rectangularity and 
perimeter measures; Acutance measure; 
Shape factor; 
Invariant moments; 
Furrier descriptor;  
Fractal analysis. 
[23, 24, 72, 75, 76, 80, 
92, 107, 160-163, 166, 
170, 171] 
Normalized radial length 
and the Normalized chord 
length 
Boundary roughness, mean, entropy, area ratio, 
standard deviation, zero crossing count, mean, 
variance, skewness and kurtosis. 
[79, 80, 85, 88] 
Texture features from 
GLCM, Grey-level 
difference statistics and 
from Run-level statistics 
Energy (or angular second moment); 
Correlation, inertia and entropy of co-occurrence 
matrix; 
Difference moment; 
Inverse difference moment; 
Sum average, sum entropy and difference entropy; 
Sum variance, difference average and information of 
correlation; 
Contrast, angular second moment, entropy and mean 
Short and long runs emphasis, grey-level and run 
length non-uniformity and run percentage.  
[27, 71, 72, 76, 88, 162, 
164, 165] 
These image-based descriptors could improve diagnostic accuracy and led to the development 
of mammography-based CADx systems to increase both sensitivity and specificity [156] 
2.3. Feature Selection Methods 
Goal of the feature selection  
The objectives of features selection are manifold, two of the most important are:  
 to avoid overfitting and improve model performance, i.e. prediction performance in 
the case of supervised classification and better cluster detection in the case of 
clustering [61, 62].  
 to provide faster and more cost-effective models, i.e. models with lower algorithmic 
complexity [61, 62].  
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Selection paradigms 
Selecting the optimal feature subset for supervised learning problems requires an exhaustive 
search of all possible subsets of features of the chosen cardinality, which is not practical in 
most situations because the number of possible subsets given N features is 2N−1 (the empty 
set is excluded), which means NP-hard algorithms [56]. Hence, in practical machine learning 
applications, usually a satisfactory instead of the optimal feature subset is searched. Feature 
selection techniques differ from each other in the way they incorporate this search in the 
added space of feature subsets in the model selection. 
Regarding their classification, feature selection techniques can be structured into three 
paradigms, depending on how they combine the feature selection search with the construction 
of the classification model: filters (univariate and multivariate), wrappers and more recently 
hybrid methods. Filters methods are considered the earliest approaches to feature selection 
within machine learning and they use heuristics based on general characteristics of the data 
rather than a machine learning classifiers to evaluate the merit of features [56, 57]. Wrappers 
methods utilize machine learning classifiers as a black box to score subsets of features 
according to their predictive power. Finally, the Hybrid methods combine filter and wrapper 
methods as a unique model to perform feature selection. As consequences, filter methods 
generally present lower algorithmic complexity and are much faster than wrapper or hybrid 
methods [56, 57]. 
On the other hand, feature selection methods can be also categorized depending on search 
strategies used. Thus, the following search strategies are more commonly used [60, 172]: 
 Forward selection: start with an empty set and greedily add features one at a time. 
 Backward elimination: start with a feature set containing all features and greedily 
remove features one at a time. 
 Forward stepwise selection: start with an empty set and greedily add or remove 
features one at a time. 
 Backward stepwise elimination: start with a feature set containing all features and 
greedily add or remove features one at a time. 
 Random mutation: start with a feature set containing randomly selected features, add 
or remove randomly selected features one at a time and stop after a given number of 
iterations. 
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2.3.1. Filter Paradigm 
Filter techniques assess the relevance of features by looking only at the intrinsic properties of 
the data. In most cases a feature relevance score is calculated, and low-scoring features are 
removed. Afterwards, this subset of features is presented as input to the classification 
algorithm [56]. A generalized filter algorithm is showed in Table 5. For a given dataset D, the 
algorithm starts the search by using an initial subset S0, which could be an empty set, a full 
set, or any randomly selected subset through the whole feature space and according to a 
particular search strategy. Subsequently, the initial subset S0 is evaluated by an independent 
measure M and the result is stored in best . After that, a new features subset S is generated and 
evaluated (by the same M independent measure) for further comparison with the previous best 
one best . If it is found to be better, it is regarded as the current best subset. The search iterates 
until a predefined stopping criterion  is reached. The algorithm outputs the last current best 
subset Sbest as the final result. 
Table 5 Pseudocode of the generalized filter algorithm. 
Filter Algorithm 
input:   
),...,,( 110 NfffD  // initial dataset with N features 
0S  // an empty subset to start the search 
  // a stopping criterion 
output:  
bestS  // an optimal subset of features 
begin  
);,( 0 MSevalbest   // evaluate 0S by an independent measure M 
do begin  
);(DgenerateS   // generate a subset of feature for evaluation 
);,,( MDSeval  // evaluate the current subset S by an independent measure M 
if ( best )  
;best   
;SSbest   
 
end until (  is reached);  
return ;bestS   
end  
From this algorithm, it is possible to vary the search strategies (S) and evaluation measures 
(M) to design different individual filter models. Since the filter models are independent of any 
classifiers, it does not inherit any bias and will be computationally efficient. 
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2.3.2. Wrapper Paradigm 
Wrapper methods integrated the model hypothesis search and the features subset search in the 
same setup. As long as the search procedure is defined (for finding possible subset of features 
in the whole features space), other new subsets of features are generated and evaluated at the 
same time. The evaluation occurs by a specific MLC, which makes this method extremely 
dependent of the employed classifier. Therefore, the search procedure is wrapped around the 
classification model. However, as the space of feature subsets grows exponentially with the 
number of features, heuristic search methods such as deterministic and randomized search 
algorithms [50, 56] are more likely to be used for guiding the search of an optimal subset. 
Table 6 shows a simple pseudocode of the generalized wrapper algorithm. 
Table 6 Pseudocode of generalized wrapper algorithm. 
Wrapper Algorithm 
input:   
),...,,( 110 NfffD  // initial dataset with N features 
0S  // a subset from which to start the search 
  // a stopping criterion 
output:  
bestS  // an optimal subset of features 
begin  
);,,( 0 MLCDSevalbest   // evaluate 0S by a MLC 
do begin  
);(DgenerateS   // generate a subset of feature for evaluation 
);,,( MLCDSeval  // evaluate the current subset S by the classifier MLC 
if ( best  )  
; best   
;SSbest    
end until ( is reached);  
return ;bestS   
end  
The wrapper and filter algorithms are very similar. As it is shown in Table 6, the main 
different is the evaluation function. Filter methods used an independent measure (M) for the 
evaluation of each generated subset S, meanwhile wrapper methods evaluated its goodness 
(quality of mined results) by applying the MLC to the data with feature subset S. The 
application of different MLCs will produce different features selection results. Moreover, 
varying the model search strategies according to the function generate(D) and the machine 
learning classifier (MLC) can result in different wrapper methods. As an advantage, the 
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features subset selection is supervised by the employed classifier; thus, the final subset of 
features will provide better classification performances. However, this improvement has the 
inconvenient that they are more computationally expensive than the filter model. 
2.3.3. Hybrid Paradigm 
Hybrid methods combine filter and wrapper methods as a unique model for achieving the best 
performance using a particular MLC with a similar time complexity to a filter method. They 
use the filter methods for obtaining information about the ranking and thus, to guide the 
search for wrapper methods. These methods are more recent approach and constitute a 
promising direction in the feature selection field [52]. 
The hybrid model is proposed to handle large datasets [173]. A general hybrid algorithm uses 
an independent measure (filter method) and a MLC (wrapper method) to evaluate subset of 
features (see Table 7). The independent measure (M) selects the best subset of features 
according to a given cardinality and then, the MLC determines the best subset of features 
among all generated subsets (with different cardinalities). 
Basically, the algorithm starts the search with an empty subset S0 and tries to find the best 
subsets while is increased the cardinality. For each round, the best subset with cardinality c 
and the new generated subset S (by adding one feature from the remaining features) with 
cardinality c+1 are evaluated using an independent measure (M) and then it is established a 
comparison between them. If the S subset with cardinality c+1 is better, it becomes the 
current best subset of features S'best at level c+1. At the end of each round, the S subset with 
cardinality c and the new S'best subset with cardinality c+1 are evaluated by a MLC for further 
comparison according to their mined result θ. If S'best is better, the algorithm continues to find 
the best subset at the next level; otherwise, it stops and outputs the current best subset as the 
final best subset. The quality of results from a MLC provides a natural stopping criterion in 
the hybrid model. 
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Table 7 Pseudocode of generalized hybrid algorithm. 
Hybrid Algorithm 
input:   
),...,,( 110 NfffD  // initial dataset with N features 
0S  // a subset from which to start the search 
output:  
bestS  // an optimal subset of features 
begin  
);( 00 Scardc   // calculate the cardinality of 0S  
);,,( 0 MDSevalbest   // evaluate 0S by an independent measure M 
);,,( 0 MLCDSevalbest   // evaluate 0S  by a classifier MLC 
for 10  cc to N begin  
for i = 0 to N - c begin  
 ;jbest fSS   // generate a subset of feature with cardinality c for evaluation 
);,,( MDSeval  // evaluate the current subset S by an independent measure M 
if ( best )  
;best   
;' SS best   
 
end   
);,,'( MLCDSeval best  // evaluate bestS '  by a classifier MLC 
if ( best  )  
;'bestbest SS   
 
; best  
 
else  
break and return bestS   
 
end  
return ;bestS   
end  
  
2.3.4. Related Works 
Koller and Sahami [101] proposed an algorithm for feature subset selection that uses 
backward elimination to eliminate predeﬁned number of features. The idea is to select a 
subset of features that keeps the class probability distribution as close as possible to the 
original distribution that is obtained using all the features. The algorithm starts with all the 
features and performs backward elimination to eliminate a predeﬁned number of features. The 
evaluation function selects the next feature to be deleted based on the Cross entropy measure. 
For each feature the algorithm ﬁnds a subset of K features such that, the feature is 
approximated to be conditionally independent of the remaining features. Setting K = 0 results 
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in a much faster algorithm that is equal to a simple ﬁltering approach commonly used on text-
data. 
In the Relief algorithm [174] the main idea is to estimate quality of the features according to 
how well their values distinguish between examples that are similar. The feature score is 
calculated from a randomly selected subset of training examples, so that each example is used 
to calculate the diﬀerence in the distance from the nearest example of the same class and the 
nearest example of the diﬀerent class. The nearest instances are found using the kNN 
algorithm. Some theoretical and empirical analysis of the algorithm and its extensions is 
provided in [175]. 
Almuallim and Dietterich [176] developed several feature subset selection algorithms 
including a simple exhaustive search and algorithms that use diﬀerent heuristics. They based 
their feature subset evaluation function on conﬂicts in class value occurring when two 
examples have the same values for all the selected features. In the ﬁrst approach (named 
FOCUS), all the feature subsets of increasing size are evaluated until a suﬃcient subset is 
encountered. Feature subset Q is said to be suﬃcient if there are no conﬂicts i.e. if there is no 
pair of examples that have different class values and the same values for all the features in Q. 
The second approach (called FOCUS-2) reduces the search space by evaluating only 
promising subsets. As both algorithms assume the existence of a solution (small set of 
features) their application on domains with a large number of input variables can be 
computationally infeasible. Due to this, heuristics searches are implemented on further 
versions of the algorithm. 
Aijuan and Baoying in [177] proposed a multi-resolution approach to automated classification 
of mammograms using Gabor filters (with different frequencies and orientations). They 
applied the statistical t-test and its p-value for feature selection and weighting respectively. 
According to the experimental results, the statistical t-test reduced the feature space without 
degrading the classification performance. 
Akay in [178] proposed a breast cancer diagnosis method based on the combination of the 
SVM classifier and the f-score feature selection method. The performance of the method is 
evaluated using classification accuracy, sensitivity, specificity, positive and negative 
predictive values, receiver operating characteristic curves and confusion matrix on different 
training-test partitions of the Wisconsin Breast Cancer Dataset. The results show that the 
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highest classification accuracy (99.51%) is obtained for the SVM model that contains five 
features. 
Aha and Bankert in [179] used a wrapper approach for feature subset selection in instance-
based learning. They proposed a new search strategy that performs beam search using a kind 
of backward elimination. Namely, instead of starting with an empty feature subset, their 
search randomly selects a ﬁxed number of feature subsets and starts with the best among 
them. 
Recently, the work of Chandrashekarand and Sahin [180] presents a survey of feature 
selection methods. They implemented the correlation criteria and mutual information methods 
from the filter paradigm, the sequential floating forward selection and a modified version of 
the genetic algorithm (named CHGA) methods from the wrapper paradigm. These methods 
were evaluated with the performance of a SVM and radial basis function network classifiers 
on seven datasets, including five from the UCI machine learning repository (Wisconsin breast 
cancer dataset, Diabetes, Ionosphere, Liver Disorder and Medical). 
In [181], a set of three feature selection methods were developed for combining with a 
multilayer neural network and multiclass support vector machines. The developed methods 
used the backward elimination and direct search in selecting a subset of salient features. Also, 
in these classification models was employed the mutual information between class labels and 
classifier outputs as an objective function. The methods were evaluated on various artificial 
and real world datasets (including the Wisconsin Breast Cancer Diagnosis). 
Lately, algorithms of the hybrid model [51, 55, 173, 182-184] are considered to handle data 
sets with high dimensionality. A number of algorithms that combines fuzzy logic and genetic 
programming in selecting relevant features for ANN and decision trees have been proposed 
[185, 186]. Rakotomamonjy in [187] proposed new feature selection criteria derived from 
SVMs and were based on the generalization error bounds sensitivity with respect to a feature. 
The effectiveness of these criteria was tested on several problems including medical datasets 
(Breast Cancer, Colom Cancer, Diabetes and Heart data). 
Richeldi and Lanzi in [188] proposed a two-step feature selection method named ADHOC. 
First, the method identifies false features according to a previous constructed profile of each 
feature, then; a genetic algorithm is used for finding an important subset features. Other 
studies (e.g. ref [184], [55] and [189]) also use genetic algorithms in feature selection. In 
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[184], is combined a filter and wrapper method as a unique approach (hybrid) for feature 
selection. The filter method used the mutual information to guide the searching and ranking 
the features space. Then, a wrapper method based on a genetic algorithm is used for finding 
the most relevant subset of features. 
2.3.5. Comparative Analysis 
The earliest approaches to feature selection within machine learning were filter methods. 
Filter methods use heuristics based on general characteristics of the data rather than a learning 
algorithm to evaluate the merit of feature subsets.  
Advantages of filter techniques are that they easily scale to very high-dimensional datasets 
[56], they are computationally simple and fast, and they are independent of the classification 
algorithm. The process of feature selection is often most useful in situations in which 
wrappers may overﬁt, i.e. with small training sets. As a result, feature selection needs to be 
performed only once, and then different classifiers can be evaluated [173]. A common 
disadvantage of filter methods is that they ignore the interaction with the classifier (the search 
in the feature subset space is separated from the search in the hypothesis space), and that most 
proposed techniques are univariate. This means that each feature is considered separately, 
thereby ignoring feature dependencies, which may lead to worse classification performance 
when compared to other types of feature selection techniques. In order to overcome the 
problem of ignoring feature dependencies, a number of multivariate filter techniques were 
introduced, aiming at the incorporation in some degree of feature dependencies. 
Whereas filter techniques treat the problem of finding a good feature subset independently of 
the model selection step. Wrapper approaches (as advantages) include the interaction between 
feature subset search and model selection, and the ability to take into account feature 
dependencies. But, a common drawback of these techniques is that they have a higher risk of 
overfitting than filter techniques and are very computationally intensive, especially if building 
the classifier has a high computational cost [60]. 
On the other hand, hybrid models attempt to take advantage of the two previous models by 
exploiting their different evaluation criteria in different search stages. It means that hybrid 
approaches improve the classification performance of filter approaches by including a specific 
machine learning algorithm in the selection procedure, and improve the efficiency of wrapper 
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approaches by narrowing the searching space [190]. They also include the interaction with the 
classification model, while at the same time being far less computationally intensive than 
wrapper methods. Table 8 shows an overview of several feature selection techniques. For 
each feature selection type, it is highlighted a set of characteristics which can guide for the 
most favorable choice. 
Table 8 A brief description of feature selection methods. 
Paradigm Advantages Disadvantages Methods 
Filter Univariate 
-Fast 
-Scalable 
-Independent of the 
classifier 
-Ignores feature 
dependencies 
-Ignores interaction with 
the classifier 
-X quadratic [60, 75] 
-T-test [60, 97, 191] 
-Euclidean distance [60] 
-FOCUS [176] 
-RELIEF [75, 192] 
-F-test [193] 
-Information Gain (IG) [60, 75, 194] 
-Kolmogorov- Smirnov test (KS) 
[195] 
Multivariate 
-Models feature 
dependencies 
-Independent of the 
classifier 
-Better computational 
complexity than wrapper 
methods 
-Slower than univariate 
techniques 
-Less scalable than 
univariate techniques 
-Ignores interaction with the 
classifier 
-Correlation-based feature selection 
(CFS) [46, 60] 
-Markov blanket filter (MBF) [101] 
-Fast correlation-based feature 
selection (FCBF) [47, 60] 
Wrapper Deterministic   
-Simple 
-Interacts with the classifier 
-Models feature 
dependencies 
-Less computationally 
-Intensive than randomized 
methods 
-Risk of over fitting 
-More prone than 
randomized algorithms to 
getting stuck in a local 
optimum (greedy search) 
-Classifier dependent 
selection 
-Sequential forward selection [196, 
197] 
-Sequential backward 
elimination[60, 197] 
-Beam search  [60, 198] 
-Naïve Bayes [60] 
Randomized   
-Less prone to local optima 
-Interacts with the classifier 
-Models feature 
dependencies 
-Computationally intensive 
-Classifier dependent 
selection 
-Higher risk of overfitting 
than deterministic 
algorithms 
-Simulated annealing [60, 199] 
-Randomized hill climbing [60, 199] 
-Genetic algorithms [196] 
-Estimation of distribution [60, 200] 
Hybrid -Independent measure to 
decide the best subset 
(filter methods) 
-Interacts with the classifier  
-Searching guided by filter 
methods 
-Models feature 
dependencies 
-Better accuracy than filter 
and wrapper methods 
 
-Classifier dependent 
selection 
-Fuzzy Random Forest ensemble 
(FRF-fs) [182] 
-Ant colony optimization and ANNs 
[183] 
-Hybrid genetic algorithm (HGA) 
[184] [55] 
-Boosting-based hybrid for feature 
selection (BBFS) [173] 
-Automatic discoverer of higher 
order correlations (ADHOC) [188] 
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2.4. Machine Learning Classifiers 
In the daily practice of radiology, medical images from different modalities are read and 
interpreted by radiologists. Usually radiologists must analyze and evaluate these images 
comprehensively in a short time. But with the advances in modern medical technologies, the 
amount of imaging data is rapidly increasing.  
Machine learning provides an effective way to automate the analysis and diagnosis for 
medical images. It can potentially reduce the burden on radiologists in the practice of 
radiology. Bishop and Nasrabadi in [201] defined machine learning as the study of computer 
algorithms which can learn complex relationships or patterns from empirical data and make 
accurate decisions. It is an interdisciplinary field that has close relationships with artificial 
intelligence, pattern recognition, data mining, statistics, probability theory, optimization, 
statistical physics, and theoretical computer science.  
One of the most important advantages of machine learning is comparable performance to 
humans. In many radiology applications (e.g. mammography and colon CADe), CADe 
systems have shown comparable, or even higher, performance compared with well-trained 
and experienced radiologists and technologists [63-65]. In addition, a good machine learning 
predictor usually will give predictions with low bias and variance at any time. On the other 
hand, radiologists’ performance may be affected by various factors: fatigue, emotion, reading 
time and environment, etc. In principle, machine learning-based computer systems will 
perform more consistently than human beings.  
A variety of machine learning classifiers have been applied in different approaches to solve 
the problem of breast cancer detection/classification (see Table 9). The kNN is not only one 
of the most commonly employed classifiers in mammographic CADe systems [84-87], but 
also one of the simplest and most popular classifiers in general. The ANN seems to be the 
most commonly used type of classifiers in mammographic CADx systems [67-74]. SVM [76-
78, 202, 203] and LDA [23, 28, 79-83] are also popular in both for CADe and CADx 
community. They performed very well in breast cancer detection/classification. Others less 
frequently classifiers applied in CADx systems include NB [70, 88-90], binary DT [90-92], 
logic programing models [204]  and the fuzzy modeling methods [205-208]. However, the 
latter is very expensive in terms of Central Processing Unit (CPU) time consuming, because 
they are mainly based on rules. An example is the work of Ghazavi and Liao [209] where 
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three fuzzy modeling methods for breast cancer classification were used, achieving a 
satisfactory AUC value (0.9587) when using the fuzzy kNN algorithm in the Wisconsin breast 
cancer dataset, but the CPU time consumed was high. A brief description of most employed 
classifiers for breast cancer detection/classification (kNN, ANN, SVM and LDA) is given 
here: 
2.4.1. k-Nearest Neighbors 
The kNN classifier is a nonparametric technique called a ‘lazy learning’ because little effort 
goes into building the classiﬁer and most of the work is performed at the time of classiﬁcation 
[210]. It represents one of the simplest and most intuitive techniques in the ﬁeld of statistical 
discrimination. It is a nonparametric method, where a new observation is placed into the class 
of the observation from the learning set that is closest to the new observation, with respect to 
the covariates used [211]. The determination of this similarity is based on distance measures. 
Formally this simple fact can be described as follows:  
Let 
},..,2,1),,{( Lii nixyL     (1) 
be a training or learning set of observed data, where },...,1{ cyi  denotes class membership and 
the vector ),..,(' 1 ipii xxx   represents the predictor values. The determination of the nearest 
neighbors is based on an arbitrary distance function (.,.)d (usually the Euclidean distance). 
Then for a new observation ),( xy  the nearest neighbor ),( )1()1( xy within the learning set is 
determined by: 
)),((min),( )1( ii xxdxxd     (2) 
and )1(ˆ yy  , the class of the nearest neighbor, is selected as prediction for y. The notation of jx
and jy here describes the jth nearest neighbor of x and its class membership, respectively. 
Figure 7 shows a graphical illustration of the classification process by the kNN classifier 
using 3 and 7 k-neighbors. 
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Figure 7 Possible classification of a new instance [26] by the kNN classifier using k=3 and 7 neighbors in a 
features space of two different classes of data (Triangle and Circle). 
2.4.2. Artificial Neural Networks 
ANNs are the collection of mathematical models that imitate the properties of biological 
nervous system and the functions of adaptive biological learning. They are made of many 
processing elements that are highly interconnected together with the weighted links that are 
similar to the synapses. Unlike linear discriminants, ANNs usually use non-linear mapping 
functions such as: linear, sigmoid, tangent-hyperbolic, step, multi-quadratic and Gaussian as 
decision boundaries. The advantage of ANNs is their capability of self-learning, and often 
suitable to solve the problems that are too complex to use the conventional techniques, or hard 
to find algorithmic solutions. It includes an input layer, an output layer and one or more 
hidden layers between them (according with the selected topology). Depending on the weight 
values of  i) w(j, and  j)w(k, the inputs are either amplified or weakened to obtain the solution 
in the best way. The weights are determined by training the ANN using the known samples. 
The ANN topologies vary according to the problem to be solved, for example, the most 
common structure for breast cancer classification is the three-layer back-propagation ANN. 
Figure 8 shows a graphical representation of a Feed Forward back-propagation ANN. 
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Figure 8 Graphical representation of; a) an artificial neuron, and b) a typical Feed-Forward ANN. 
2.4.3. Support Vector Machines 
SVMs are a set of kernel-based supervised learning methods used for classification and 
regression [212]. The kernel means a matrix which encodes similarities between samples 
(evaluated by a certain kernel function which is a weighting function in the integral equation 
used to calculate similarities between samples). In comparison with other classification 
methods, a SVM aims to minimize the empirical classification error and maximize the 
distances (geometric margin) of the data points from the corresponding linear decision 
boundary [77, 155]. For a binary classification problem, given training samples
}1,1{)},,(),..,,{( 11 inn yyxyx , the optimization problem for learning a linear classifier in the 
feature space is defined as (hard margin): 
wbw ,min ,     (3) 
subject to:  
  nibxwy ii ,...,2,1,1)(  , (4) 
where )( ixw  is the inner product of two vectors and refers to the mapping of the input vector 
x into a higher dimensional space for easily separated by a linear hyperplane from original 
space to feature space (see Figure 9). The matrix composed by inner products of samples in 
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feature space (after linear or non-linear mapping) is called the kernel matrix which describes 
the similarities between samples and serves as evidence when it maximizes the margin 
between two classes of samples. The above problem is a quadratic programming optimization 
problem and it is convex. The optimal ),( bw  is a maximal margin classifier with geometric 
margin 
2
2
1 w  if it exists. It can be applied to classify test samples once it is learned from the 
training set. Figure 9 shows an illustration of the SVM concept to map a non-linear problem 
to a linear separable one. 
 
Figure 9 Illustration the concept of SVM to map: a) a nonlinear problem to (b) a linear separable one; Dashed 
line is the best hyperplane which can separated the two classes of data (Triangle and Circle) with maximum 
margin. Dashed circles represent the support vectors. 
2.4.4. Linear Discriminant Analysis 
LDA is a traditional method for classification [213, 214]. The main idea of this method is to 
construct the decision boundaries directly by optimizing the error criterion to separate the 
classes of objects. If there are n classes, and linear discriminant analysis classifies the 
observations as the following n linear functions: 
nicxWxg i
T
ii  1,*)(   (5) 
 where TiW is the transpose of a coefficient vector, x is a feature vector and ci is a constant as 
the threshold. The values of TiW and ci are determined through the analysis of a training set. 
Once the values of TiW and ci are determined, they can be used to classify the new 
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observations. The observation is abnormal if )(xg i is positive, otherwise it is normal. An 
illustration of LDA for 2D data projected to one dimensional line is shown in Figure 10. 
 
Figure 10 Best projection direction (dashed arrow) found by LDA. Two different classes of data (Triangle and 
Circle) with “Gaussian-like” distributions are shown in different ellipses. 1-D distributions of the two-classes 
after projection are also shown along the line perpendicular to the projection direction. 
2.4.5. Related Works 
Sahiner et al. [79] used a classification model based on the stepwise features selection method 
and the LDA classifier for masses classification. The method used a set of morphological and 
spiculation features computed from manual (by radiologists) and computer-based 
segmentation respectively. The evaluation on a dataset containing 249 films from 102 patients 
highlighted an AUC score of 0.89 (for manual segmentation) and 0.88 (for computer-based 
segmentation), respectively. 
Similarly, in Shi et al. [23] is used a classification model based on the stepwise features 
selection method and the LDA classifier for masses classification. The evaluation on the 
primary data set (427 biopsy-proven masses: 909 ROIs, 451 malignant and 458 benign) from 
multiple mammographic views was an AUC value of 0.83. This result was improved when 
including the patients age in the classification model, attaining an AUC score of 0.85 (for 
view-based) and 0.87 (for case-based). Moreover, an independent evaluation using a masses 
dataset extracted from the DDSM (132 benign and 197 malignant ROIs) achieved a view-
based AUC value of 0.84. 
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Jesneck et al. in [82] evaluated mammographic and sonographic features using both LDA and 
ANN models to differentiate benign from malignant lesions. The high classification 
performance obtained with cross validation (AUC value of 0.92 and 0.90 for LDA and ANN, 
respectively) in a dataset including 803 breast mass lesions (296 malignant, 507 benign) 
corroborated that combining mammographic and sonographic descriptors in a CADx model 
can result in high classification and generalization performance. 
Gupta et al in [83] compared the performance of CADx systems based on BI-RADS 
descriptors from single or ipsilateral mammographic image view. They used a set of image-
based descriptors computed from segmented masses on the ipsilateral mammographic image 
views of 115 patient cases (extracted from the DDSM). Also, it was included the BI-RADS 
and the patient age information as a feature in the classification model. The CADx system 
using the BI-RADS descriptor with image-based features from the ipsilateral mammographic 
image view performed better than using the same descriptors extracted from the 
mammographic single view, attaining an AUC value of 0.92. 
Medjahed et al. in [215] used the kNN algorithm with both types of Euclidean distance and 
Manhattan for the classification of 683 clinical cases of “fine needle aspiration” (458 benign 
and 241 malignant) extracted from the Wisconsin Breast Cancer dataset. Despite the time 
consuming respect to others distance measurement, these distances were effective in terms of 
classiﬁcation and performance (98.70% for Euclidean distance and 98.48% for Manhattan 
with k = 1). These results were not signiﬁcantly affected even when k = 1 is increased to 50. 
Salama et al. in [89] presented a comparison among different classifiers: decision tree, Multi-
Layer Perception, Naive Bayes, sequential minimal optimization, and Instance Based for kNN 
on three different databases of breast cancer (Wisconsin Breast Cancer (original), Wisconsin 
Breast Cancer (diagnostic) and Wisconsin Breast Cancer (pronostic)). Despite the well 
classification accuracy obtained by the kNN classifier (94.44%, 95.96% and 64.44% 
respectively), the sequential minimal optimization classifier was the best among all. 
In Christobel [90], the performance of the DT C4.5, NB, SVM and kNN classifiers were 
compared to find the best classifier in the Wisconsin Breast Cancer dataset. The SVM 
classifier proved to be the most accurate classifier with an accuracy value of 96.99% respect 
to 94.56% for C4.5, 95.99% for NB and 95.13% for kNN classifiers. 
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Kramer and Aghdasi [216] used a set of texture and wavelet features, which were validated by 
using a kNN classifier. The classification accuracy using a dataset formed by 40 images of 
Nijmegen database [106] was satisfactory (100%). Moreover, in Kramer and Aghdasi [217] is 
compared the performances of both popular classifiers the kNN and ANN. According to the 
obtained results the ANN was better than the kNN classifier. Zadeh et al. [218] used a set of 
shape and texture features with a kNN classifier for MCs classification. The classification 
model was validated by using a dataset containing 74 malignant and 29 benign MCs clusters 
extracted from the Nijmegen database [106]. The obtained results by each set of features were 
an AUC values of 0.82 with k=7 for shape features and 0.72 with k=9 for texture features, 
which were much worse than the obtained results in previous work [216]. 
Ping et al. in [67]  proposed a classification model based on a neural genetic algorithm (as a 
features selector) and ANN classifier for the classification of small breast abnormalities. The 
method used a combination of image-based features (intensity statistics) and human extracted 
features from mammograms. The reported accuracy results were 90.5% rate for calcification 
cases and 87.2% for mass cases with difference feature subsets. 
Malar et al. in [70] proposed a variety of feed forward neural network classifier, which 
contains only one layer in its configuration (called Extreme Learning Machine). In this 
approach, the reported learning speed is thousand times faster than any conventional feed 
forward neural network. The performance of the proposed classifier for MCs detection was 
higher (AUC value of 0.94) when comparing to other machine learning classifiers such as: 
SVM, NB and Bayes Net.  
Bellotti et al. in [71] used an ANN to classify masses as negative and positive case. The 
performance evaluation reported in a dataset with 3369 mammographic images, which 
included 2307 negative cases and 1062 positive cases (diagnosed at least by one expert 
radiologist) was an AUC value of 0.783 and standard deviation of 0.008 for the ROI based 
classification compared with 80% sensitivity of mass detection by expert radiologists (4.23 
false positives per image). 
Yunfeng et al. in [219] described several linear fusion strategies, in particular the majority 
vote, simple average, weighted average, and perceptron Average, which were used to 
combine a group of component multilayer perceptron with optimal architecture for the 
classification of breast lesions. They used in their experiments the criteria of mean squared 
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error, absolute classification error, relative error ratio, and ROC curve to concretely evaluate 
and compare the performances of the four fusion strategies. The experimental results 
demonstrated that the weighted average and perceptron average strategies achieved better 
diagnostic performance compared to the majority vote and simple average methods. 
In a similar research [68], the perceptron average strategy outperformed the other fusion 
strategies for imbalanced input features. From these results of fusion strategies, the authors 
stated the advantages of fusing the component networks, and provided a particular broad 
sense perspective about information fusion in neural networks. 
Verma in [220] investigated multiple clusters based ANN with a training algorithm based on 
the random weights (It utilizes six input nodes to represent each input feature) to find out 
whether or not multiple clusters have any impact on classification of ROls in digital 
mammograms. The experimental results showed that the multiple clusters for each class 
strategy wilt three clusters per class achieved the best classification accuracy (96%) in a 
dataset of 100 ROIs (50 benign and 50 malignant). The authors concluded that the multiple 
clusters per class improved the classification accuracy. Also, it was found that the accuracy 
increases with the increase of number of clusters per class. 
López et al. in [221] developed a new method to classify correctly (as benign or malignant) 
six different types of breast cancer abnormalities on mammography images. The method used 
two different topologies of ANN as classifiers: FFBP and learning vector quantization 
classifiers. The classification performance (based on the true positives) reported using a 
dataset extracted from the publicly available database (Mini-MIAS [111]) was 97.5% for the 
FFBP and 72.5% for the LVQ. In a similar research, López et al. [222] developed a new 
CADx system, which used a FFBP neural network and included a new model of ANN; the 
generalized regression neural network for the classification of six different pathological 
lesions (calcifications, well-defined/circumscribed masses, spiculated masses, ill-defined 
masses, architectural distortions and asymmetries). The system performance was confirmed in 
an experimental dataset formed by 100 features vectors extracted from the publicly available 
database Mini-MIAS [111]. Like in previous work [221], the obtained result of the FFBP 
neural network (94%) outperformed the generalized regression neural network (80%) of true 
positives. 
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Ferreira et al. in [202], provided a methodology to produce machine learning classifiers that 
predict mass density and predict malignancy from a reduced set of annotated mammography 
findings  The generated classifiers were validated using a dataset containing 348 masses cases 
(biopsy-proven). The best result for predicting mass density was achieved with the SVM 
classifier, attaining an accuracy value of 81.3%. This result was superior when comparing to 
the obtained expert annotation (70 %.). Also, for predicting the malignancy, the best result 
was provided by a SVM classifier, obtaining an accuracy score of 85.6% with a positive 
predictive value of 85%. In this approach, it was possible to predict malignancy in the absence 
of the mass density attribute, because they used a developed mass density predictor. 
Table 9 Overview of most employed machine learning classifiers for breast cancer detection/classification. 
Classifier Details References 
kNN 
A nonparametric method, where a new observation is placed 
into the class of the observation from the learning set that is 
closest to the new observation, with respect to the covariates 
used. 
[85, 88-90, 129, 215-218] 
ANN Construct non-linear mapping function as a decision boundary.  
[27, 67-74, 77, 78, 89, 126, 
139, 145, 217, 219-222] 
SVM 
Construct linear decision boundaries by minimizing the 
empirical classification error and maximizing the distances 
(geometric margin) of the data points. 
[76-78, 88, 90, 160, 161, 202, 
203, 223] 
LDA Construct decision boundaries by optimizing certain criteria to classify cases into one of mutually exclusive classes. [23, 28, 79-83, 141, 161, 166] 
NB 
A classifier based on probabilistic models with strong (naïve) 
independence assumptions. In spite of its oversimplified 
assumptions. 
[70, 88-90, 139] 
DT A binary decision tree recursively using a threshold to separate mammogram data into two classes each time. [90-92] 
2.5. CADe and CADx systems in Breast Cancer 
CADe and CADx systems which integrate diagnostic imaging with several machine learning 
techniques such as:  image processing, pattern recognition, and artificial intelligence. It can be 
defined as a diagnosis that is made by a radiologist who uses the output from computerized 
analysis of medical images as a “second opinion” in detecting (CADe) and classifying 
(CADx) lesions with subsequent diagnostic decisions [221, 222].  
These systems represent a valuable resource for both, research scientists and medical 
specialists (radiologists) because of the associated demanding research topics and potential 
clinical applications. For research scientists, there are several interesting research topics in 
CADe and CADx systems, such as high efficiency, high lesion classification performance, 
high accuracy lesion detection algorithms, including the detection of calcifications and 
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masses, architectural distortion, bilateral asymmetry, etc. Radiologists, on the other hand, are 
paying attention to the effectiveness of clinical applications of these systems [224]. 
Actually both CADe and CADx systems are divided in two categories depending of 
mammography type: the first group is based on the conventional SFM, where the films are 
scanned, digitized, and saved on the computer for additional examination and the second 
group is based on FFDM, which is expected to provide a higher signal-to-noise ratio, a higher 
detection quantum efficiency, a wider dynamic range, and a higher contrast sensitivity than 
the first one type of mammography [28]. Although FFDM technology is expected to be 
superior to the conventional SFM technology, the results obtained in a recent study show, that 
there is no difference in the accuracy between FFDM and SFM for asymptomatic women 
[225]. 
The most important requirement for CADe systems is to expose clearly that the accuracy and 
efficiency of the screening mammograms interpretation is better than the conventional 
method. On the other hand, CADx systems have been focused in the used techniques to 
improve their performance in the diagnosis of lesions. Although the significance progress; the 
CADe and CADx systems for breast cancer is still an active research field, particularly in 
regard to the detection/classification of subtle abnormalities in mammography images. An 
overview of a representative selection of Breast Cancer CADe and CADx systems is 
presented in Table 10. 
CADe and CADx systems for screen field and full field digital mammography 
Helvie et al. in [226] conducted a pilot prospective clinical trial of a noncommercial CADe 
system developed at the University of Michigan for screening mammography. A total of 2389 
screening cases were read by 13 qualified radiologists in two academic institutions. The most 
prominent result reported here was the reasonable increment in the call back rate from 14.4% 
to 15.8% when using CADe systems.  
Birdwell et al. [227] evaluated the usefulness of a CADe system by comparing the detection 
result with and without the CADe. They performed 165 interventions on a set of 8682 cases 
and were detected 29 cancers in the following way: 21 cancers were detected by both the 
CADe and the radiologists, 6 cancers were detected only by the radiologists and 2 cancers 
were detected only by the CADe system. Also, it was reported that radiologists reading using 
a CADe system resulted in an increment of the detection (7.4%) and the recall rate (7.6%).      
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One interesting observation in the above two studies was that the radiologists’ call-back rate 
for the study cases increased even before the CADe marks were displayed, indicating that 
they might become more vigilant when they were aware that their reading would be compared 
with a second reading. 
Hadjiiski et al. in [41] evaluated the influence of CADx systems on radiologists’ 
characterization of masses. A total of 8 experts (radiologists and breast imaging fellows) 
evaluated (with and without CADx system) 253 masses cases (138 malignant and 115 
benign). The AUC average for the radiologists’ estimation of the likelihood of malignancy 
was 0.79 without CADx and 0.84 with CADx system. This improvement was statistically 
significant at p=0.005. Moreover, according to the BI-RADS assessment, it was estimated that 
each radiologist reduced the number of unnecessary biopsies (average of 0.7% less) and 
correctly recommended 5.7% additional biopsies. 
Destounis et al. in [228] evaluated the role of CADe in reducing the false negative rate of 
findings on screening mammograms (normal and double reading). As result, the CADe 
system correctly detected 71% of the 52 findings read as negative in previous screening year. 
This result highlights the importance of CADe system for reducing false positive rate. 
Butler et al. [229] studied the influence of CADe system on the detection of suspicious breast 
cancers. The system was able to correctly detect 87% of findings, which were located in a 
wrong place. This result corroborates that CADe systems can aid to the radiologists.  
Marx et al. in [230] proposed an experiment with 5 radiologists and 185 patients for analyzing 
the performance of CADx systems. As result, they observed an increase in the call-back rates 
(5% to 7%) when patient cases were analyzed by the CADx system. Also, it was observed a 
reduction in the number of recommended unnecessary biopsies from 12 to 34%. 
Baker et al. in [231] studied the consistency of a commercial CADe system by scanning 10 
times the mammograms and evaluating the prompts from the CADe system. He concluded 
that there was an inconsistency in the CADe analysis for the breast cancers detected at 
screening; however, the CADe system was reasonably consistent in the overall number of 
cancers identified at different runs. Greater variability was observed for the false positive 
marks compared to true positive marks. 
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Two commercial CADe schemes were compared by Gur et al. [232] on 219 patients. The 
obtained accuracy detection rate for masses lesions varied from 67% to 72%. They reported 
that this difference between both systems was not statistically significant. However, the 
difference in the false positive rate was statistically significant, ranging from 1.08 to 1.68 per 
four view examinations. 
McLoughlin et al. in [233] developed a method for noise equalization in FFDM images and 
showed that the proposed square root noise model improved the performance of their CADe 
algorithm for detection of MCs clusters on FFDM images. 
Multiview and Multimodal CADe/CADx systems  
Besides the inclusion of temporal change information into CADe and CADx systems as 
discussed in previous section, the incorporation of information from multiple mammographic 
views as well as from complementary modalities (e.g., breast sonography, breast MRI, and 
breast elastography) are important topics of current and future CADe and CADx research. In 
breast cancer screening, usually the two standard mammography views CC and MLO are 
acquired. Often an additional view, like the special view mammograms (e.g. spot compression 
or spot compression magnification views) is also available. Radiologists of course consider 
the appearance of a lesion in all available mammographic views, as well as in the images 
acquired using complementary modalities, in their diagnosis. Hence, CADe and CADx 
approaches should probably do so as well. While several CADe and CADx systems published 
so far consider information from the standard CC and MLO views (e.g. in [23, 86, 148]), 
systems that include lesion features from additional views or even from additional modalities 
are rare. 
Huo et al. in [170] investigated the use of special view mammograms in the CADx of 
mammographic masses. Their results, AUC value of 0.95 using the special views, AUC value 
of 0.78 and AUC value of 0.75 using the CC and MLO views, respectively, indicate that the 
CADx of special view mammograms significantly improves the classification of masses. 
However, the AUC performance that was achieved when all three views were used (AUC 
value of 0.95) was not higher than when only the special view mammograms were used (AUC 
value of 0.95). This indicates that the CC and MLO views might not add significant 
diagnostic information to a system that already includes spot compression or spot 
compression magnification views.  
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Horsch et al. [43, 234] proposed multimodal CADx approaches that incorporates information 
from mammograms and breast sonography. They found that the system’s performance 
significantly improved when lesion features from both modalities were combined. However, 
classification performance depended on specific methods for combining features from 
multiple images per lesion (mean, minimum, or maximum). They achieved an AUC 
maximum value of 0.95 for the multimodal system. 
Velikova et al. [235] proposed a Bayesian network framework for breast cancer detection at a 
patient level. The method performs a multi-view mammographic analysis based on causal-
independence models and context modeling over the whole breast represented as links 
between the regions detected by a single-view CAD system in the two breast projections. The 
method was validated using a dataset formed by 1063 patient cases (385 with breast cancer). 
The reported results show that the proposed multi-view modeling leads to significantly better 
performance in discriminating between normal and cancerous patients. Also, it was 
demonstrated the potential of using multi-view system for selecting the most suspicious cases. 
Table 10 Overview of a representative selection of Breast Cancer CADe/CADx systems. 
Author Year System Number of 
Lesions 
Type of 
Lesion 
Setup AUC 
value 
Salfity et al. [236] 2003 CADe 131 MCs Multiview 0.93 
Kallergi et al. [126] 2004 CADx 100 MCs Singleview 0.98 
Lim and Er [164] 2004 CADx 343 Masses Singleview 0.87 
Timp and Karssemeijer [237] 2004 CADe 1210 Masses Multiview 0.74 
Leichter et al. [131] 2004 CADx 324 MCs Singleview 0.87 
Soltanian-Zadeh et al. [129] 2004 CADx 103 MCs Singleview 0.89 
Drukker et al. [234] 2005 CADx 100 Masses Multimodal 0.92 
Papadopoulos et al. [77] 2005 CADe 105/25 MCs Singleview/ Multiview 
0.79/ 
0.81 
Wei et al. [148] 2005 CADe 386 MCs Multiview 0.85 
Varela et al. [27] 2006 CADx 1076 Masses Singleview 0.81 
Delogu et al. [25] 2007 CADx 226 Masses Singleview 0.78 
Karahaliou et al. [26] 2007 CADx 100 MCs Singleview 0.96 
Guliato et al. [24] 2008 CADx 111 Masses Singleview 0.94 
Shi et al. [23] 2008 CADx 427 Masses Multiview 0.85 
Note that direct comparisons of the AUC values are not reasonable as the systems have been evaluated on 
different databases 
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2.6. Conclusions 
This chapter describes current developments and status in the five critical areas in which the 
thesis contributions are inserted: (1) Breast Cancer supporting repositories; (2) Clinical and 
image-based descriptors for breast cancer; (3) Feature selection methods; (4) Machine 
learning classifiers; and (5) CAD methods in breast cancer. In summary, principal achieved 
conclusions about related areas are presented: 
1. The public BCDR, BancoWeb LAPIMO, DDSM and IRMA mammographic image 
databases provide greatest opportunities for development new breast cancer analysis 
methods, due to the well documented ground-truth about lesions.  
2. Image-based descriptors originated from the experience of radiologists such as: 
perimeter, area, compactness, elongation, eccentricity, orientation, direction and 
contrast evidenced to be very significant for MCs detection/classification. Also, 
texture features from the GLCM, wavelet features and features extracted from MCs 
clusters provided satisfactory classification performances.  
3. Shape-based descriptors constituted the most important group of image-based 
descriptor for masses detection/classification. They described the mass lesions 
according to their shape and margin (characteristics described in the BI-RADS atlas). 
Also, texture features from the GLCM and intensity features are commonly used. 
4. Clinical descriptors presented in the BI-RADS lexicon demonstrated to be useful for 
breast cancer classification. They consistently improve the classification performance 
when combined with image-based descriptors. 
5. There are evidences that filter methods are faster and with lower computational cost 
than wrapper or hybrid methods. However, they ignore feature dependencies and 
ignore interaction with the classifier; thus, the classification performance tends to 
decrease.  
6. It was observed that many researchers in the field of feature selection still consider 
filter feature selection approaches. However wrapper or hybrid models tend to be the 
most promising future lines of work for the scientific community. 
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7. ANNs, SVMs, kNNs and LDAs classifiers are the most employed machine learning 
classifiers for breast cancer detection/classification. They appear consistently in most 
developed CAD systems. Therefore, it is possible to conclude they are trustworthy 
classifiers for breast cancer analysis. 
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Experimental Methodologies 
This chapter underlines materials and methods employed in the experimental design such as: 
datasets description; considered clinical and image-based descriptors; exploration of several 
machine learning classifiers and features selection methods; and the experimentation with a 
new feature selection method we named RMean. The experimental design was divided in two 
different moments (experiments) in order to analyze the selection of features and its relevance 
in the context of Breast Cancer classification with mammography images. The first 
experiment addresses the issue of variable selection within a feature space containing clinical 
and image-based descriptors extracted from segmented lesions in both MLO and CC 
mammography images. Meanwhile, the second experiment aims to gather experimental 
evidence of features relevance, as well as finding a Breast Cancer classification scheme that 
provides the high AUC-based performance. Discussion of results also is presented in this 
chapter. 
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3.1. Datasets 
In this thesis were considered two public repositories as the principal resource for datasets 
creation: the Breast Cancer Digital Repository (BCDR), which is the first Portuguese breast 
cancer database, with anonymous cases from medical historical archives supplied by Faculty 
of Medicine “Centro Hospitalar São João” at University of Porto, Portugal [30, 34] and the 
Digital Database for Screening Mammography version created (in compliance with all 
restrictions of DDSM) by the Image Retrieval in Medical Applications (IRMA) project 
(courtesy of TM Deserno, Dept. of Medical Informatics, RWTH Aachen, Germany) [115, 
116]. These public repositories were selected because they provide the highest number of 
annotated mammograms with biopsy-proven diagnostic. Although both repositories differ in 
term of image resolution, number of grey levels, number of cases and the included 
observations of radiologists; They include for each case, the density of the breast (BI-RADS 
scale) and the contour of the lesions in one or two mammograms per breast (MLO and CC), 
which is an important information for further computation of image-based descriptors. 
3.1.1. BCDR  
BCDR is composed of 1734 patient cases subdivided in two different repositories: (1) a Film 
Mammography-based Repository (BCDR-FM) and (2) a Full Field Digital Mammography-
based Repository (BCDR-DM).  
The BCDR-FM is formed by 1010 (998 female and 12 male) patients cases, including 1125 
studies, 3703 MLO and CC mammography incidences and 1044 identified lesions clinically 
described (820 already identified in MLO and/or CC views). Thus, a total of 1517 
segmentations were manually made and BI-RADS classified by specialized radiologists. The 
MLO and CC images are grey-level (8 bits) digitized mammograms in TIFF format with a 
resolution of 720 (width) by 1168 (height) pixels.  
The BCDR-DM is composed by 724 (723 female and 1 male) patients cases, including 1042 
studies, 3612 MLO and/or CC mammography incidences and 452 lesions clinically described 
(already identified in MLO and CC views). Thus, a total of 818 segmentations were manually 
made and BI-RADS classified by specialized radiologists. The MLO and CC images are grey-
level (14 bits) mammograms with a resolution of 3328 (width) by 4084 (height) or 2560 
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(width) by 3328 (height) pixels, depending on the compression plate used in the acquisition 
(according to the breast size of the patient).  
 
Figure 11 Distribution of patient cases and segmentations on the BCDR-FM and BCDR-DM respectively. 
Although the BCDR-DM seems to be a high quality repository, it is still under construction 
and presents lesser number of patient cases and segmentations than the BCDR-FM (see 
Figure 11). Therefore, for convenience, we only considered extracting the experimental 
datasets from the BCDR-FM.  
According to the features space to be analyzed it were created different datasets as follow (see 
Table 11 for more detailed information):   
 MCs dataset representing segmented lesions in only one view (MLC or CC) including 
or not clinical features.  
 Masses dataset representing segmented lesions in only one view (MLC or CC) 
including or not clinical features. 
 MCs with Masses dataset representing lesions segmented in only one view (MLC or 
CC) including or not clinical features.  
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 MCs dataset representing segmented lesions in an ipsilateral image view (MLC and 
CC), including or not clinical features.   
 Masses dataset representing segmented lesions in an ipsilateral image view (MLC and 
CC), including or not clinical features. 
 MCs with Masses dataset representing lesions segmented in an ipsilateral image view 
(MLC and CC), including or not clinical features.  
 MCs with Masses balanced dataset (same number of instances per class) formed from 
the BCDR-F01 (biopsy-proven diagnostic dataset). 
 MCs with Masses unbalanced dataset (with more benign than malignant instances per 
class) formed from the BCDR-F01 (biopsy-proven diagnostic dataset). 
 MCs with Masses unbalanced dataset (with more malignant than benign instances per 
class) formed from the BCDR-F01 (biopsy-proven diagnostic dataset).  
3.1.2. DDSM  
The DDSM database is composed by 2620 patient cases divided into three categories: normal 
cases (12 volumes), cancer cases (15 volumes) and benign cases (14 volumes) [112]; each 
case may have one or more associated Pathological Lesion (PL) segmentations, usually in 
MLO and CC image views of the same breast. In addition to the PL segmentations and 
density of the breast, the DDSM dataset also includes the subtlety of the lesion (an integer 
number ranging between 1 and 5). Regarding the observations of the radiologists about the 
lesions, DDSM stores if there are masses or calcifications and characterizes the shape and 
margins of masses as well as the type and distribution of calcifications using keywords of the 
BI-RADS glossary. 
Due to the substantial volume of information, we considered only 582 segmentations 
representing two volumes of cancer (vol. 1 and 2) and benign (vol. 1 and 5) cases. These 
volumes correspond to the scanner LUMISYS, which provides the highest resolution in the 
database (50 microns). The produced images have an average size of 3,118 (width) by 5,001 
(height) pixels and 3,600 grey levels in LJPG format. For better suitability, the images used in 
this thesis were obtained from the IRMA project where the original LJPEG images of DDSM 
were converted to 16 bits PNG format [115, 116].  
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According to the number of pathological lesions segmentations it was created three datasets 
with different configurations (see Table 11 for more detailed information): 
 MCs with Masses balanced dataset using the same number of instances per class 
(benign and malignant). 
 MCs with Masses unbalanced dataset using more benign than malignant instances per 
class. 
 MCs with Masses unbalanced dataset using more malignant than benign instances per 
class. 
Table 11 Description of experimental datasets extracted from both repositories. 
Name Repository Type of 
Lesion 
Features 
vectors 
View Total of 
features 
Clinical 
features 
Image-
based 
features 
DS1.Mi.C(+) BCDR-FM MCs 381 Single 39 Yes Yes 
DS1.Ma.C(+) BCDR-FM Masses 168 Single 39 Yes Yes 
DS1.All.C(+) BCDR-FM MCs and Masses 549 Single 39 Yes Yes 
DS2.Mi.C(+) BCDR-FM MCs 76 Ipsilateral 64 Yes Yes 
DS2.Ma.C(+) BCDR-FM Masses 173 Ipsilateral 64 Yes Yes 
DS2.All.C(+) BCDR-FM MCs and Masses 249 Ipsilateral 64 Yes Yes 
DS1.Mi.nC(+) BCDR-FM MCs 381 Single 24 No Yes 
DS1.Ma.nC(+) BCDR-FM Masses 168 Single 24 No Yes 
DS1.All.nC(+) BCDR-FM MCs and Masses 549 Single 24 No Yes 
DS2.Mi.nC(+) BCDR-FM MCs 76 Ipsilateral 48 No Yes 
DS2.Ma.nC(+) BCDR-FM Masses 173 Ipsilateral 48 No Yes 
DS2.All.nC(+) BCDR-FM MCs and Masses 249 Ipsilateral 48 No Yes 
BCDR1 BCDR-F01(*) MCs and Masses 362 Single 23 No Yes 
BCDR2 BCDR-F01(*) MCs and Masses 281 Single 23 No Yes 
BCDR3 BCDR-F01(*) MCs and Masses 281 Single 23 No Yes 
DDSM1 DDSM MCs and Masses 582 Single 23 No Yes 
DDSM2 DDSM MCs and Masses 491 Single 23 No Yes 
DDSM3 DDSM MCs and Masses 491 Single 23 No Yes 
(+) Included the Area fraction image-based descriptor; (*) Biopsy-proven dataset available online at: 
http://bcdr.inegi.up.pt/information/downloads 
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From Table 11, it is possible to read that most of the experimental datasets were extracted 
from the BCDR-FM, including those datasets which employed clinical features and ipsilateral 
image view analysis respectively. This fact is associated to the good relationship between 
images quality and annotated specialized information (by radiologists) in the BCDR. 
3.1.3. Considered Clinical and Image-based Descriptors 
Clinical features, according to the ACR [7, 156]  were related to morphological and 
localization of pathological lesions in mammography images and represented the patient 
associated metadata. Meanwhile image-based descriptors included intensity statistics, shape 
and texture features, computed from segmented pathological lesions in both MLO and CC 
mammography views. The intensity statistics and shape descriptors were selected according 
to the radiologist’s experience (similar to the clinician procedure) and the ACR (BI-RADS-
Mammography atlas), which described in detail how to detect/classify pathological lesions. 
Additionally, texture descriptors were the Haralick’s descriptors extracted from the grey-level 
co-occurrence matrices [138]. 
The BCDR is a well-documented repository with a total of 15 clinical features annotated by 
the observation of radiologists and 23 pre-computed image-based descriptors from segmented 
lesions. These set of clinical features is bigger than the existing set of clinical features in the 
IRMA repository, which is limited to a few features per segmentation, such as: density, lesion 
type and BI-RADS category.  
Therefore, we considered clinical features extracted from the BCDR and are listed below: 
 Density (f1): means the mammographic density, ordinally scaled with values 1, 2, 3 
and 4 representing the density degree of 1..24%, 25..49%, 50..74% and 75..100% 
respectively. The risk of breast cancer increases as the density increases [238]. 
 Breast location (f2): identified the breast under study (0 for left and 1 for right breast). 
 Right – top (f3) or bottom (f4) quadrant: means the pathological lesion location. 
 Left – top (f5) or bottom (f6) quadrant: means the pathological lesion location. 
 Axillary (f7), Central (f8), Retroareolar (f9):  means the pathological lesion location. 
 Mammography nodule (f10): means the presence or not of a nodule. 
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 Mammography calcification (f11): means the presence or not of a calcification. 
 Mammography microcalcification (f12): means the presence or not of a 
microcalcifications. 
 Mammography axillary adenopathy (f13): means the presence or not of an axillary 
adenopathy. 
 Mammography architectural distortion (f14): means the presence or not of an 
architectural distortion. 
 Mammography stroma distortion (f15): means the presence or not of architectural 
distortion. 
Besides, image-based descriptors in the BCDR were computed from the lesions contour, 
which is stored in Cartesian coordinates. However, in the IRMA database the lesions contour 
was stored using a chain-code technique making more difficult the computation of any 
descriptors. Thus, it was necessary implementing a MATLAB (version R2011a) interface to 
compute the same image-based descriptors (see Figure 12). 
 
Figure 12 A screenshot of the developed MATLAB interface for the automatic computation of image-based 
descriptors. An example using the patient number A_1054_1 of the IRMA repository.  
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The mathematical formulations of implemented image-based descriptors are presented below:  
 Skewness: 
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with ix being the i
th-value and x the sample mean.  
 
 kurtosis: 
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with ix being the i
th-value and x the sample mean. 
 Area fraction (f18): is the percentage of non-zero pixels in the image or selection. 
 Circularity: 
219 4 perimeter
areaf       (8) 
 Perimeter: 
)(20 Elengthf       (9) 
with OE  being the edge pixels. 
 Elongation: 
Mmf /21        (10) 
with m being the minor axis and M the major axis of the ellipse that has the same 
normalized second central moments as the region surrounded by the contour. 
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 Standard deviation: 
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with ix  being the grey level intensity of the i
th pixel and x the mean of intensity. 
 
 Roughness: 
area
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      (12) 
 Minimum (f24) and Maximum (f25): The minimum and maximum intensity value in the 
region surrounded by the contour. 
 Shape: 
area
Elongationperimeterf
*8
*
26      (13) 
 X centroid: 
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with x being the set of X coordinates of the object’s contour. 
 Entropy: 
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with p(i,j) being the probability of pixels with grey-level i occur together to pixels 
with grey-level  j.   
 X center mass (f29) and Y center mass (f30): Normalized X and Y coordinates of the 
center of mass of O. 
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 Energy: 
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with L being the number of grey-levels, and p being the grey-level co-occurrence 
matrix and, thus, p(i,j) is the probability of pixels with grey-level i occur together to 
pixels with grey-level  j. 
 Median: 
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with X being the set of intensities. 
 Contrast: 
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jipjif ),()( 233     (18) 
with p(i,j) being the probability of pixels with grey-level i occur together to pixels 
with grey-level  j. 
 Correlation:  
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with xyx  ,, and y being the means and standard deviations of the marginal 
distribution associated with p(i,j). 
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 Mean: 
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with n being the number of pixels inside the region delimited by the contour and xi 
being the grey level intensity of the ith pixel inside the contour. 
 Homogeneity: 
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with p(i,j) being the probability of pixels with grey-level i occur together to pixels 
with grey-level  j. 
 Area: 
Of 37       (22) 
with O being the set of pixels that belong to the segmented lesion. 
 Y centroid: 
238
max(Y)min(Y)f      (23) 
with Y being the set of Y coordinates of the object’s contour. 
 Statistical mode (f39): Most frequent intensity value in a segmented ROI (lesion). 
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3.2. Feature Selection 
As it was mentioned in previous chapter, there are many potential benefits of features 
selection, i.e. facilitating data visualization and data understanding, reducing the measurement 
and storage requirements, reducing training and utilization times, defying the curse of 
dimensionality to improve prediction performance [56, 60]. However, these advantages come 
at a certain price, as the search for a subset of relevant features introduces an additional layer 
of complexity in the modeling task; the one of finding an optimal subset of relevant features 
[61, 62]. This is not practical in most situations because the number of possible subsets given 
N features is 2N−1 (the empty set is excluded), which means NP-hard algorithms [56]. 
Therefore, in practical machine learning applications, usually a satisfactory instead of the 
optimal feature subset is searched.  
We considered the application of four traditional features selection methods and another one 
developed from our own initial exploration made in this area (we named RMean). All 
employed methods belong to the filter paradigm, because its execution is a one step process 
without any data exploration (search) involved and are also independent of classifiers [239]. 
In addition, these methods use different evaluation function, which provides important 
information about the nature of each feature (dependence with respect to the class) in the 
features space. Typically, an evaluation function tries to measure the discriminating ability of 
a feature or a subset of features to distinguish the different class labels. Thus, an optimal 
subset chosen using one evaluation function may not be the same as that which uses another 
evaluation function [240]. 
The selected methods were: 
 CHI2 discretization [96]: This method consists on a justified heuristic for supervised 
discretization. Numerical features are initially sorted by placing each observed value 
into its own interval. Then the chi-square statistic is used to determine whether the 
relative frequencies of the classes in adjacent intervals are similar enough to justify 
merging. The extent of the merging process is controlled by an automatically set chi-
square threshold. The threshold is determined through attempting to maintain the 
fidelity of the original data. 
Chapter 3: Experimental Methodologies 
74 
 
 IG method: The IG measurement normalized with the symmetrical uncertainty 
coefficient [98] is a symmetrical measure in which the amount of information gained 
about Y after observing X is equal to the amount of information gained about X after 
observing Y (a measure of feature-feature intercorrelation). This model is used to 
estimate the value of an attribute Y for a novel sample (drawn from the same 
distribution as the training data) and compensates for information gain bias toward 
attributes with more values. 
 1Rule [241]: This method estimates the predictive accuracy of individual features 
building rules based on a single feature (can be thought of as single level decision 
trees). As we used training and test datasets, it is possible to calculate a classification 
accuracy for each rule and hence each feature. Then, from classification scores, a 
ranked list of features is obtained. Experiments with choosing a selected number of the 
highest ranked features and using them with common machine learning algorithms 
showed that, on average, the top three or more features are as accurate as using the 
original set. This approach is unusual due to the fact that no search is conducted. 
 Relief [174]: This method uses instance based learning to assign a relevance weight to 
each feature. Each feature weight reflects its ability to distinguish among the class 
values. The feature weight is updated according to how well its values distinguish the 
sampled instance from its nearest hit (instance of the same class) and nearest miss 
(instance of opposite class). The feature will receive a high weight if it differentiates 
between instances from different classes and has the same value for instances of the 
same class. For nominal features it is defined as either 1 (the values are different) or 0 
(the values are the same), while for numeric features the difference is the actual 
difference normalized to the interval [0..1]. 
3.3. Exploring Classifiers 
In this thesis, the problem of breast cancer classification is modeled as a two-class (binary) 
classification problem with two discrete values: benign and malignant respectively. Therefore, 
the discrimination between samples of two classes may be formulated as a supervised learning 
problem, which is defined as the prediction of the value of a function for any valid input after 
training a MLC using examples of input and target output pairs [125]. 
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Several MLCs have been used in Breast Cancer CADx systems. We used five of the most 
employed: FFBP neural network, SVM, LDA, kNN, NB and DT J48, which are implemented 
and available on Weka version 3.6 [242]. For all MLC with the exception of the NB (which 
are parameterless), 10-fold cross validation method [243] was applied on the training set for 
optimizing the classifiers’ parameters. A brief description and parameters configuration of 
employed MLCs is given here: 
 The FFBP neural network is a particular model of ANN, which provides a nonlinear 
mapping between its input and output according to the back-propagation error learning 
algorithm. This model has demonstrated to be capable of approximating an arbitrarily 
complex mapping within a finite support using only a sufficient number of neurons in 
few hidden layers [244]. We used this classifier with the following parameters: 
neurons on hidden layers were determined according to the equation (attributes + 
number of classes)/2; one output layer associated with the binary classification 
(benign or malignant); the sigmoid function was used as transfer function for all layers 
and the number of iterations (epochs) were optimized in the range of 100 to 1000 
epochs (with an interval increment of 100 units). 
 The SVM classifier, which is based on the definition of an optimal hyperplane, which 
linearly separates the training data. In comparison with other classification methods, a 
SVM aims to minimize the empirical risk and maximize the distances (geometric 
margin) of the data points from the corresponding linear decision boundary [77, 244]. 
The SVM classifier was used with the following settings: the regularization parameter 
C (cost) was optimized in the range of 10-3 to 103 and the kernel type was based on a 
linear function, which provided better results respect to others kernel such as: radial 
basis, polynomial and sigmoid function (from our experimental experience). 
 LDA is a traditional method for classification [213]. The basic idea is to try to find an 
optimal projection (decision boundaries optimized by the error criterion), which can 
maximize the distances between samples from different classes and minimize the 
distances between samples from the same class. We used LDA for binary 
classification, thus, observations were classified by the following linear function:  
21)(g i  icxWx i
T
i  (24)  
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where TiW is the transpose of a coefficient vector, x is a feature vector and ci is a 
constant as the threshold. The values of TiW and ci are determined through the analysis 
of a training set. Once these values are determined, they can be used to classify the 
new observations (smallest )(g i x is preferred). 
 The kNN classifier is a nonparametric technique called a ‘lazy learning’ because little 
effort goes into building the classiﬁer and most of the work is performed at the time of 
classiﬁcation. The kNN assigns a test sample to the class of the majority of its k-
neighbors; that is, assuming that the number of voting neighbors is k=k1+k2+k3 (where 
ki is the number of samples from class i in the k-sample neighborhood of the test 
sample, usually computed using the Euclidean distance), the test sample is assigned to 
class m if 3,2,1),max(  ikk im  [210]. We used the kNN classifier including the 
estimation of an optimal value k for the size of the neighborhood varying from 1 to 20, 
and the contribution of each neighbor was always weighted by the distance to the 
instance being classified. 
 The NB classifier is based on probabilistic models with strong (Naive) independence 
assumptions, which  assumes that a class variable depends of the set of input features 
[245]. This classifier can be trained based on the relative frequencies shown in the 
training set to get an estimation of the class priors and feature probability distributions. 
For a test sample, the decision rule will be picking the most probable hypothesis, 
which is known as the maximum a posteriori decision rule using the above model. 
 The DTJ48 classifier. This model is a standard tree, which has the useful characteristic 
of generating tree-based models that human experts can easily interpret [244], where 
non-terminal nodes represent tests on one or more attributes and terminal nodes reflect 
decision outcomes. The Classification algorithm in DTJ48 is inductively learned 
constructing a model from the pre-classified dataset. Each data item is defined by 
values of the attributes. Due to this, the classification may be viewed as a mapping 
from a set of features to a particular class. The DTJ48 classifier was used with a 
confidence factor varying from 10-2 to 102 (with an interval increment of 0.1 units) and 
2 leaf per node (to guarantee the binary model). 
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3.4. The RMean Method 
RMean is an ensemble method based on the mean criteria and it is supported on the filter 
paradigm [4, 246]. It considers that an optimal subset of features is always relative to a certain 
evaluation function, thus, the use of different evaluation function provides important 
information about the nature of each feature (dependence with respect to the class) in the 
features space [240]. 
The RMean method used as input four feature selection methods with different evaluation 
function from the filter paradigm: CHI2 discretization [96] based on the chi-square statistic 
function, IG [98] based on the information measure, 1Rule [241] based on rules as evaluation 
functions and Relief [174] based on the distance measure. These four methods were applied 
on the experimental datasets under analysis to produce four different ranking of features (one 
by each applied feature selection method). Then the mean position of each feature along the 
four features ranking was computed. Finally, a new ranking was created using the mean 
position of features as indexing criterion. Table 12 shows a pseudo-code describing the 
developed RMean method. 
Table 12 The RMean method 
RMean  
input:  
),...,,( 21 NFFFD  // A training dataset with N features 
output:  
meanR  // Final ranking of features 
1. Begin  
2. ),2(2 DCHIevalRchi   // Application of CHI2 discretization method to 
the D dataset. 
3. ),( DIGevalRIG   // Application of IG method to the D dataset. 
4. ),1(1 DRuleevalR Rule   // Application of 1Rule method to the D dataset. 
5. ),( DreliefevalRrelief   // Application of Relief method to the D dataset. 
6. 4/)( 12 reliefRuleIGchimean RRRRR   // Averaging the features position throughout 
resultant rankings from steps 2,3,4 and 5. 
7. )'', ( ascendantRsortingR meanmean   // Sorting in ascendant way the resultant ranking 
from the step 6. 
8. End  
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3.5. Experimental Setup 
Two different experiments were piloted in order to analyze the selection of features, as well as 
its relevance in the context of breast cancer classification with mammography images. The 
first experiment addressed the issue of feature selection within a feature space containing 
clinical and image-based descriptors extracted from segmented lesions in both MLO and CC 
mammography images [75, 247]. Meanwhile, the second experiment aimed to gather 
experimental evidence of features relevance, as well as finding a breast cancer classification 
scheme that provides the high AUC-based performance [4]. 
Once both experiments are a multistep modeling procedure, the application of the k-fold cross 
validation method [243] to the entire sequence of modeling steps guarantee reliable results 
[248]. We applied ten times 10-fold cross validation before features ranking (to avoid giving 
an unfair advantage to predictors) and classification steps respectively (to prevent overfitting 
of classifiers to the training set [243]) (see Figure 13 and 14 step 2 and 3). Thus, no sample 
appears simultaneously in training and test (disjoint test partitions). In this way, individual 
classifiers will be trained on different training sets, leading to different representations of the 
input space. Testing on these different input space representations leads to diversity in the 
resultant classifications for individual samples. 
The overall procedure of the first experiment: 
 Applying the CHI2 discretization [96], IG [98], 1Rule [241] and Relief [103] methods 
on DS1.Mi.C, DS1.Ma.C, DS1.All.C, DS1.Mi.nC, DS1.Ma.nC, DS1.All.nC, 
DS2.Mi.C, DS2.Ma.C, DS2.All.C, DS2.Mi.nC, DS2.Ma.nC and DS2.All.nC datasets 
to produce different ranking of features (see Figure 13 step 1 and 2). 
 Creating several ranked subsets of features using increasing quantities of features. The 
top N features of each ranking (resultant from the previous step) was used for feeding 
different classifiers, with N varying in the following way (from our experimental 
experience): for all dataset derived from the single view (DS1), N varied from 5 to the 
total number of features of the dataset (with increments of 5) and for all dataset 
derived from the ipsilateral view (DS2), N varied from 10 to the total number of 
features of the dataset, with increments of 10, as it is shown in Figure 13 step 3. 
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 Classifying the generated ranked subsets of features using FFBP neural network [244], 
SVM [77, 244], and DTJ48 [75] classifiers for a statistical comparative analysis of 
AUC scores, all comparisons were using the Wilcoxon statistical test [249-251] (see 
Figure 13 step 3).  
 Analyzing the relevance of features by the separation of all features ranking into four 
ranking groups: Single and Multiview Ranking including Clinical features and, Single 
and Multiview Ranking without including Clinical features. For each group, it was 
computed the total of features to be analyzed by averaging the size of the features 
subset in each winner scheme. Finally, the feature relevance was decided by averaging 
its position throughout all features ranking within the group under analysis. 
 
Figure 13 Flowchart of the first experiment; filled box represents the presence of clinical features. 
The overall procedure of the second experiment: 
 Applying the CHI2 discretization [96], IG [98], 1Rule [241], Relief [103] and RMean 
[4, 246] methods on DS2.Mi.C and DS2.Ma.C datasets to produce different ranking of 
features (see Figure 14 step 1 and 2). 
 Creating several ranked subsets of features using increasing quantities of features. The 
top N features of each ranking (resultant from the previous step) were used for feeding 
different classifiers, with N varying from 10 to the total number of features of the 
dataset, with increments of 10 (from our experimental experience) as it is shown in 
Figure 14 step 3. 
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 Classifying the generated ranked subsets of features using FFBP neural network [244], 
SVM [77, 244], LDA [213, 214], kNN [210] and NB [245] classifiers for a statistical 
comparative analysis of AUC scores, all comparisons were using the Wilcoxon 
statistical test [249-251] (see Figure 14 step 3). 
 Discovering features with higher importance for MCs and masses classification 
throughout (1) the validation of selected features as the most appropriate ranked subset 
of features for breast cancer classification and (2) the selection of features with higher 
importance inside each dataset. 
 
Figure 14 Flowchart of the second experiment; filled box means the developed RMean method. 
3.6. Results and Discussions  
In this section, the empirical evaluation and discussion of results will be presented according 
to the experimental setup section: first and second experiment respectively. 
3.6.1. First Experiment  
In this experiment, a total of 300 ranked subsets of features containing clinical and image 
based features were classified using FFBP neural network, SVM and DTJ48 classifiers in 
order to gather experimental evidences of variable selection within a feature space containing 
clinical and image-based descriptors extracted from segmented lesions in both MLO and CC 
mammography images. The obtained results showed reliable performances in the 
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classification of MCs, masses and both lesions together in the same dataset (see Figures 15, 
16, 17, 18, 19 and 20). 
 Classification of Microcalcifications 
Particular results for MCs classification illustrated that the best combination for DS1.Mi.C 
dataset was formed by the DTJ48 classifier and the IG method with a total of 20 features (see 
Figure 15 c). The reached AUC of 0.91 was significantly superior (p<0.05) to others 
satisfactory results such as: the obtained by the FFBP neural network classifier and the CHI2 
discretization method with 25 features, attaining an AUC value of 0.88 (see Figure 15 a, and 
the SVM classifier with the CHI2 discretization method using a total of 20 features, achieving 
an AUC value of 0.893 (see Figure 15 b). Table 13 shows the AUC-based statistical 
comparison among these combinations. 
Table 13 The AUC-based statistical comparison among the three best combinations on DS1.Mi.C dataset 
Classification Model Number of Features 
 5 10 15 20 25 30 35 39 
FFBP neural network / CHI2 
discretization 0.805 0.86 0.795 0.863 0.888 0.845 0.835 0.835 
SVM / CHI2 Discretization 0.807 0.843 0.873 0.893 0.87 0.845 0.855 0.83 
DTJ48 / IG method 0.86 0.88 0.893 0.91(*) 0.888 0.898 0.878 0.87 
(*) Statistically superior among all values at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
The most prominent results for the MCs dataset without the inclusion of clinical features 
(DS1.Mi.nC) were obtained using the schemes formed by the CHI2 discretization method 
with 5 features in conjunction with: the FFBP neural network and SVM classifiers, attaining 
AUC value of 0.8344 and 0.8301 respectively (see Figure 15 d, and e). 
Table 14 The AUC-based statistical comparison among the three best combinations on DS1.Mi.nC dataset 
Classification Model Number of Features 
 5 10 15 20 24 
FFBP neural network / CHI2 discretization 0.8344(+) 0.7822 0.7497 0.7792 0.7768 
SVM / CHI2 Discretization 0.8301(+) 0.8156 0.7035 0.7807 0.7454 
DTJ48 / CHI2 Discretization 0.8031 0.7506 0.7365 0.8207 0.7835 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying score 
means the selected one scheme. 
From Table 14 it is possible to analyze that two classification schemes could be considered as 
appropriate for MCs classification on datasets without including clinical features. According 
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to the Wilcoxon statistical test [249, 250], they do not present significant difference in the 
performances (p<0.05). However, it was selected as the best scheme the combination which 
used the SVM classifier. Because it is a classification model less complex than the 
combination using the FFBP neural network classifier. 
 
Figure 15 The mean of AUC scores (on 100 runs) of different classification schemes on DS1.Mi.C (first row) 
and DS1.Mi.nC (second row) datasets. 
For the MCs dataset using clinical features and image-based descriptors extracted from both 
MLO and CC image view (DS2.Mi.C), the results highlighted three combinations with the 
same performance (AUC value of 0.7604): the FFBP neural network classifier and the 1Rule 
method using 30 features; the SVM classifier and the IG method with 50 features and the 
DTJ48 classifier with the IG method using 50 features (see Figure 16 a, b, c). 
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Figure 16 The mean of AUC scores (on 100 runs) of different classification schemes on DS2.Mi.C (first row) 
and DS2.Mi.nC (second row) datasets. 
This result was statistically superior to the remaining schemes (see Table 15). However, it is 
reasonable to consider the first combination (the FFBP neural network classifier and the 
1Rule method with 30 features) as the most appropriate scheme for MCs classification in this 
dataset, due to the fact of reaching this performance using a fewer number of features than the 
other two combinations (50 features).  
Table 15 The AUC-based statistical comparison among the three best combinations on DS2.Mi.C dataset 
Classification Model Number of Features 
 10 20 30 40 50 60 64 
FFBP neural network / 1Rule 
method 0.7083 0.75 0.7604
(+) 0.7438 0.7417 0.6583 0.6688 
SVM / IG method 0.6417 0.6833 0.6979 0.7458 0.7604(+) 0.7188 0.6688 
DTJ48 / IG method 0.6583 0.6917 0.6979 0.7458 0.7604(+) 0.7188 0.6729 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
Besides, the classification results on DS2.Mi.nC dataset underlined as the best combination, 
the scheme formed by the FFBP neural network classifier and the 1Rule method using 10 
features, attaining an AUC value of 0.754 (see Figure 16 d, e and f). In this dataset, only a few 
classification schemes provided AUC values superior to 0.70 (low classification 
performance). As it can read in Table 16, the best classification result statistically overcomes 
the remaining classification schemes. 
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Table 16 The AUC-based statistical comparison among the three best combinations on DS2.Mi.nC dataset 
Classification Model Number of Features 
 10 20 30 40 48 
FFBP neural network / 1Rule method 0.7542(*) 0.6167 0.6438 0.6792 0.6542 
SVM / 1Rule method 0.65 0.7063 0.6729 0.6625 0.6542 
DTJ48 / CHI2 Discretization 0.7208 0.7 0.6604 0.6104 0.6438 
(*) Statistically superior among all values at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
Classification of Masses 
Several classification results, when using clinical features on masses, were superior to an 
AUC value of 0.80 in the DS1.Ma.C dataset, which are globally considered as acceptable 
results (see Figure 17 a, b and c). The higher AUC score of 0.9539 belongs to the 
classification scheme formed by the SVM classifier and the CHI2 discretization method using 
25 features (see Figure 17 b). However, this result was not statistically superior (p<0.05) to 
obtained results by the combinations of the FFBP neural network classifier and the CHI2 
discretization method with 20 features (AUC value of 0.9496), and the combination of the 
SVM classifier with the CHI2 discretization method using 20 features, which had also a good 
performance result (AUC value of 0.9485). Therefore, both combinations using 20 features 
could be considered as most appropriated classification schemes for masses classification in 
the DS1.Ma.C dataset. In this case, it was preferred the selection of the scheme formed by the 
SVM classifier and the CHI2 discretization method using 20 features, due to the fact of being 
a less complex classification model. The table 17 shows the best classification schemes for 
DS1.Ma.C dataset and the statistical comparison among all of them.  
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Table 17 The AUC-based statistical comparison among the three best combinations on DS1.Ma.C dataset. 
Classification Model Number of Features 
 5 10 15 20 25 30 35 39 
FFBP neural network / CHI2 
discretization 0.8673 0.9015 0.9175 0.9496
(+) 0.9426 0.9301 0.9256 0.9259 
SVM / CHI2 Discretization 0.8666 0.9027 0.9325 0.9485(+) 0.9539(+) 0.9305 0.9289 0.9383 
DTJ48 / IG method 0.8005 0.8712 0.9102 0.9254 0.9195 0.9349 0.9377 0.9300 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
The masses classifications performances in the dataset without including clinical features 
(DS1.Ma.nC) resulted in worse AUC scores with respect to the dataset including clinical 
features (see Figure 18). Only classification schemes using the CHI2 discretization and IG 
methods provided an AUC value superior to 0.80. The higher result in the DS1.Ma.nC dataset 
was obtained by the combination of the SVM classifier and the CHI2 discretization method 
with 15 features, attaining an AUC value of 0.8672 (see Table 18).  
Table 18 The AUC-based statistical comparison among the three best combinations on DS1.Ma.nC dataset. 
Classification Model Number of Features 
 5 10 15 20 24 
FFBP neural network / CHI2 discretization 0.8601 0.8658(+) 0.8585 0.8603 0.8487 
SVM / CHI2 Discretization 0.8576 0.83 0.8672(+) 0.8589 0.8536 
DTJ48 / CHI2 Discretization 0.8031 0.8096 0.845 0.8634(+) 0.86 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
From Table 18, the higher AUC value obtained by the SVM classifier and the CHI2 
discretization method did not overcome statistically others combinations such as: the FFBP 
neural network and DTJ48 classifiers with the same CHI2 discretization method using 10 and 
20 features respectively. In this case, it was preferred the combination which used the smaller 
number of features as the most appropriate classification scheme for masses classification in 
the DS1.Ma.nC dataset. 
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Figure 17 The mean of AUC scores (on 100 runs) of different classification schemes on DS1.Ma.C (first row) 
and DS1.Ma.nC (second row) datasets. 
The best performance using DS2.Ma.C dataset was reached by the SVM classifier and the 
1Rule discretization method with 30 features, reaching an AUC value of 0.9649 (see Figure 
18 b). This higher result was almost statistically superior to the remainder classification 
scheme. Only one combination using the same classifier and feature selection method with 40 
features provided not significantly difference between them (see Table 19). However, the 
most appropriate classification scheme for masses classification using the DS2.Ma.C dataset 
is the combination which used smaller number of features without affecting the classification 
performance (see Table 19). 
Table 19 The AUC-based statistical comparison among the three best combinations on DS2.Ma.C dataset. 
Classification Model Number of Features 
 10 20 30 40 50 60 64 
FFBP neural network / IG 
method 0.9495 0.9103 0.9325 0.9373 0.9398 0.9523 0.9307 
SVM / 1Rule  method 0.9213 0.94 0.9649(+) 0.9609(+) 0.9589 0.9595 0.9374 
DTJ48 / IG method 0.8598 0.9136 0.9511 0.9502 0.946 0.9406 0.9374 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
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On the other hand, the best classification score using the DS2.Ma.nC dataset was acquired by 
the FFBP neural network classifier in aggregation to the IG method with 40 features, 
attainment an AUC value of 0.8899 (see Figure 18 d). This classification result was the 
highest AUC value using the DS2.Ma.nC dataset, but it was not significantly different to the 
combination formed by the SVM classifier and the 1Rule method using 40 features, which 
reached an AUC value of 0.8863 (see Table 20). 
Table 20 The AUC-based statistical comparison among the three best combinations on DS2.Ma.nC dataset. 
Classification Model Number of Features 
 10 20 30 40 48 
FFBP neural network / IG method 0.8004 0.854 0.8794 0.8899(+) 0.8742 
SVM / 1Rule method 0.8394 0.863 0.8655 0.8863(+) 0.8643 
DTJ48 / IG method 0.7316 0.8041 0.8275 0.8719 0.8643 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
From Table 20, there are two combinations that can be used as the most appropriate 
classification schemes for masses classification using the DS2.Ma.nC dataset. In this case, the 
computation time and the simplicity of the classification model were the key for selecting the 
scheme formed by the SVM classifier and the 1Rule method with 40 features. 
 
Figure 18 The mean of AUC scores (on 100 runs) of different classification schemes on DS2.Ma.C (first row) 
and DS2.Ma.nC (second row) datasets. 
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Classification of All Lesions (Masses and Microcalcifications together) 
The classification results on datasets containing both lesions point as the winner combination 
the SVM classifier and the CHI2 discretization method with 30 features in the DS1.All.C 
dataset, attaining an AUC value of 0.934 (see Figure 19 b). This result was almost the winner 
(in terms of AUC value) when comparing to the rest of the classification results. Two other 
combinations provided similar satisfactory classification performance: the FFBP neural 
network and SVM classifiers in conjunction with the CHI2 discretization method using 35 
features. However, as it can be observed from Table 21, these combinations reached the best 
classification performance with more features (35 features). Therefore, the selected 
combination with 30 features constituted the best classification scheme for DS1.All.C dataset. 
Table 21 The AUC-based statistical comparison among the three best combinations on DS1.All.C dataset. 
Classification Model Number of Features 
 5 10 15 20 25 30 35 39 
FFBP neural network / IG 
method 0.9055 0.9109 0.9113 0.9164 0.9149 0.9227 0.9279
(+) 0.9260 
SVM / CHI2 Discretization 0.8562 0.8533 0.8957 0.8984 0.9122 0.934(+) 0.928(+) 0.9264 
DTJ48 / CHI2 Discretization 0.8626 0.8768 0.9037 0.9226 0.92 0.9254 0.9270 0.9256 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
The best classification result for the DS1.All.nC dataset was obtained by the combination of 
the SVM classifier and the CHI2 discretization method with 20 features; attaining an AUC 
score of 0.843 (see Figure 19 e). This result statistically surpasses the remaining classification 
schemes (see Table 22). Therefore, it could be considered as the most appropriated 
classification scheme for this dataset. 
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Table 22 The AUC-based statistical comparison among the three best combinations on DS1.All.nC dataset. 
Classification Model Number of Features 
 5 10 15 20 24 
FFBP neural network / CHI2 discretization 0.7957 0.81 0.8209 0.831 0.821 
SVM / CHI2 Discretization 0.7806 0.8149 0.8188 0.843(*) 0.8305 
DTJ48 / CHI2 Discretization 0.7743 0.7969 0.8054 0.823 0.8173 
(*) Statistically superior among all values at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
 
Figure 19 The mean of AUC scores (on 100 runs) of different classification schemes on DS1.All.C (first row) 
and DS1.All.nC (second row) datasets. 
The higher classification result in the DS2.All.C dataset was obtained by the combination of 
the SVM classifier and the 1Rule method with 30 features, stretching an AUC value of 0.8874 
(see Figure 20 b). According to the statistical test, this result was not the best classification 
scheme. Two others combinations using a smaller set of features demonstrated to be 
statistically similar in terms of classification performance (see Table 23). Thus, the most 
appropriated classification scheme in this dataset was the one formed by the SVM classifier 
and the 1Rule method using 20 features (AUC value of 0.8812), which provided a less 
complex classification model. 
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Table 23 The AUC-based statistical comparison among the three best combinations on DS2.All.C dataset. 
Classification Model Number of Features 
 10 20 30 40 50 60 64 
FFBP neural network / IG 
method 0.844 0.8832
(+) 0.8443 0.8631 0.8572 0.8581 0.8401 
SVM / 1Rule  method 0.8731 0.8812(+) 0.8878(+) 0.8739 0.8698 0.86 0.8526 
DTJ48 / IG method 0.8423 0.8495 0.8594 0.8629 0.8591 0.8535 0.8526 
(+) No significant difference among them at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
The best classification result in the DS2.All.nC dataset was obtained by the combination of 
the SVM classifier and the CHI2 discretization method using a total of 40 features (see Figure 
20 e). This classification scheme provided the highest AUC value (0.8409) among all 
combinations and also was statistically superior to the remainder results. Therefore, this 
combination constituted the most appropriated classification scheme in this dataset (see Table 
24). 
 
Figure 20 The mean of AUC scores (on 100 runs) of different classification schemes on DS2.All.C (first row) 
and DS2.All.nC (second row) datasets. 
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Table 24 The AUC-based statistical comparison among the three best combinations on DS2.All.nC dataset. 
Classification Model Number of Features 
 10 20 30 40 48 
FFBP neural network / CHI2 discretization 0.7771 0.7555 0.7837 0.8204 0.7914 
SVM / CHI2 discretization 0.741 0.7652 0.7969 0.8409(*) 0.8111 
DTJ48 / IG method 0.6796 0.757 0.8084 0.8135 0.8168 
(*) Statistically superior among all values at p<0.05; Bold value means the higher AUC score; Underlying value 
means the selected one scheme. 
Feature Relevance Analysis 
The results listed in the previous section clearly provide experimental evidence that optimal 
classification performance depends upon the appropriate choice of a classifier together with a 
ranked subset of features and, the combination of clinical with image-based features increase 
the classification performance substantially for all cases. Therefore, it was our intention to 
find out the most important features in the whole features space.  
The relevance of features was determined by the separation of 48 ranking of features (one by 
each employed feature selection method on every experimental dataset) into four ranking 
groups: Single View Ranking including Clinical features (SVRC), Single View Ranking 
without including Clinical features (SVRNC), Multi View Ranking including Clinical 
features (MVRC) and Multi View Ranking without including Clinical features (MVRC). For 
each group, the total of features to be analyzed was computed by averaging the size of 
features subset in each winner scheme. Finally, the relevance of feature was decided by 
averaging its position along all rankings within the group under analysis. 
Relevance within SVRC and MVRC groups 
The SVRC group is formed by the ranked features extracted from DS1.Mi.C, DS1.Ma.C and 
DS1.All.C datasets respectively and the total of features to be analyzed is approximately 25. 
Therefore, we considered only the top 25 features of each ranking for features relevance 
analysis in this group. Figure 21 shows the distribution of the average position for each 
selected feature. 
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Figure 21 Distribution of the average position for each selected clinical (filled box) and image-based (white box) 
features within the SVRC group. 
The top clinical and image-based feature within this group was the Mammography stroma 
distortion (f15) and Circularity (f19) with average positions of 2.5 and 4 respectively (see 
Figure 21, f15 and f19). Even with a slight difference between them, the Mammography stroma 
distortion (f15) clinical feature was the most consistent. Also, the presence of other clinical 
(43%) and image-based (57%) features such as: Mammography calcification (f11), Density 
(f1), Mammography microcalcification (f12), Mammography architectural distortion (f14), 
Mammography nodule (f10), Mammography axillary adenopathy (f13), Retroareolar (f9), Right 
top quadrant (f3), breast location (f2), Roughness (f23), Shape (f26), Perimeter (f20), Area (f37), 
Entropy (f28), Contrast (f33), Energy (f31), Y center mass (f30), Y centroid (f38), standard 
deviation (f32), X center mass (f29) and Correlation (f34) contributed to the classification 
performances. 
On the other hand, the MVRC group contains the ranked features extracted from DS2.Mi.C, 
DS2.Ma.C and DS2.All.C datasets respectively and the total of features to be analyzes is 27. 
Therefore, only 27 features were considered for relevance analysis. Similar to SVRC group, 
the relevance analysis in this group highlighted as the top clinical and image-based features, 
the Mammography stroma distortion (f15) and Circularity (f19) features with average positions 
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of 2 and 4 respectively (see Figure 22). The f15 feature like in SVRC group appears as the 
most consistent feature inside the group. The rest of clinical and image-based features 
selected in this group were: Roughness (f23 and f23*), Perimeter (f20* and f20), Circularity (f19*), 
Entropy (f28), Mammography calcification (f11), Area (f37* and f37), Density (f1), Y center 
mass (f30 and f30*), Contrast (f33* and f33), Y centroid (f38 and f38*), Standard deviation (f22), 
Energy (f31 and f31*), Shape (f26 and f26*), Mammography microcalcification (f12), 
Mammography axillary adenopathy (f13), Elongation (f21) and Mammography nodule (f10). In 
contrast with the SVRC group, the best classification performances and the equilibrium of 
features representation (22% for clinical against to a 78% for image-based) in this group were 
considered lower. These particular differences could be associated to the double presence of 
image-based features (see Figure 22, features with asterisk) in the features vectors. 
 
Figure 22 Distribution of the average position for each selected clinical (filled box) and image-based (white box) 
features within the MVRC group. Features with asterisk (*) represent a computed feature in the collateral view 
(MLO and CC). 
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Relevance within SVRNC and MVRNC groups 
The SVRNC group is formed by the ranked features extracted from DS1.Mi.nC, DS1.Ma.nC 
and DS1.All.nC datasets respectively and the total of features to be analyzed is approximately 
12. Therefore, only the top 12 features were considered for feature relevance analysis in this 
group. Figure 23 shows the distribution of the average position for each selected feature. 
 
Figure 23 Distribution of the average position for each selected image-based features within the SVRNC group. 
The Perimeter (f20) feature (see Figure 23) was ranked as the top image-based feature within 
the group, only two feature selection methods (1Rule and Relief) does not considered it as the 
best feature, although it was ranked on the top 5. Also, the presence of other image-based 
features such as: Entropy (f28), Area (f37), Standard deviation (f22), Energy (f31), Correlation 
(f34), Roughness (f23), Circularity (f19), Minimum (f24), Kurtosis (f17), Elongation (f21) and 
Skewness (f16) contributed to the classification performances. 
The MVRNC group was created by the set of ranked features generated from DS2.Mi.nC, 
DS2.Ma.nC and DS2.All.nC datasets respectively and the total of features to be analyzed in 
this group is 30. The relevance analysis highlighted the Circularity (f19) as the best feature in 
this group, with an average position of 2. The remaining contributions were provided by 
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features like: Perimeter (f20), Entropy (f28), Shape (f26) and Roughness (f23), which were rated 
in the top 10 inside this group (see Figure 24). Despite classifications performances inside this 
group may be considered as acceptable (0.7542, 0.8863 and 0.8404), those results were less 
impressive than classifications performances achieved in others group such as: SVRC and 
MVRC respectively. 
 
Figure 24 Distribution of the average position for each selected image-based features within the MVRNC group. 
An overall perspective on image-based features relevance highlights the Circularity (f19), 
Perimeter (f20), Area (f37), Entropy (f28), Energy (f31) and Standard deviation (f22) which were 
selected as equally significant in the four groups. Also, additional features such as: Contrast 
(f33), X center mass (f29) and Y center mass (f30), Y centroid (f38), Correlation (f34) and 
Elongation (f21) demonstrated to be important appearing consistently on three groups. 
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3.6.2. Second Experiment  
In this experiment, a total of 350 ranked subsets of features containing clinical and image-
based features were analyzed. The produced subsets of features were applied for feeding five 
machine learning classifiers: FFBP neural network, SVM, NB, LDA and kNN in order to 
offer experimental evidences of features relevance within a features space extracted from both 
the MLC and CC mammography image view, as well as finding a breast cancer classification 
scheme that provides the highest performance.   
The combination of CHI2 discretization, IG, 1Rule, Relief and RMean methods with the 
FFBP neural network, SVM, NB, LDA and kNN classifiers provided reliable results to 
classify pathological lesions in both microcalcifications and masses datasets. As it is shown in 
Figure 25 and 26, the NB and SVM classifiers provided the best AUC scores for DS2.Mi.C 
and DS2.Ma.C datasets respectively. 
 
Figure 25 Performance evaluation of five MLCs on MCs dataset. 
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Figure 26 Performance evaluation of five MLCs on masses dataset. 
Performance Evaluation 
Classification results for MCs datasets illustrated that all machine learning classifiers 
provided the best AUC score when using the RMean method. The higher AUC score was 
obtained by the combination of the NB classifier and the RMean method with a total of 20 
features, achieving an AUC score of 0.7893 with standard deviation of 0.16. Table 25 shows 
the best classification performance on DS2.Mi.C dataset and the number of features employed 
by each combination. 
Table 25 The best classification performance based on AUC scores for the DS2.Mi.C dataset. 
Pairs (FSM/MLC) 
CHI2 IG 1Rule Relief RMean 
AUC NF AUC NF AUC NF AUC NF AUC NF 
FFBP neural network 0.6890 30 0.6856 30 0.6810 30 0.6673 60 0.7298 10 
SVM 0.7204 20 0.7204 20 0.7152 30 0.6860 60 0.7823 20 
NB 0.7628 60 0.7628 60 0.7516 60 0.7516 60 0.7893 20 
LDA 0.6621 10 0.6617 10 0.6469 10 0.6773 10 0.7275 10 
kNN 0.6554 50 0.6554 50 0.6875 20 0.6383 20 0.7467 10 
NF - means the number of features employed by each subset of features 
From Table 25, it is possible to observe that RMean method increased the classification 
performance based on AUC scores for all schemes (p<0.05). The same trend of results was 
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not achieved with other schemes such as: the kNN classifier in conjunction with the CHI2 
discretization, IG and Relief methods, which presented the worst AUC scores (0.6554, 0.6554 
and 0.6383 respectively). Also, it is interesting to consider that these important results were 
obtained with no more than 20 features.   
According to obtained AUC scores, the best classification scheme was formed by the NB 
classifier and the RMean method with 20 features (AUC score of 0.7893), which represented 
an AUC numerical difference of: 0.0595, 0.007, 0.0618 and 0.0426 respect to the FFBP 
neural network, SVM, LDA and kNN classifiers respectively. However, the statistical 
comparison revealed there is a significant difference in most cases (p<0.05); only the scheme 
formed by the SVM classifier and the RMean method using 20 features provided no 
significant difference on AUC performances. Therefore, it is possible to consider both 
combinations as appropriate MCs classification schemes (see Table 26). 
Table 26 The statistical comparison based on the Wilcoxon Statistical Test for the DS2.Mi.C dataset. 
Dataset Best scheme AUC Other winner scheme AUC Wilcoxon 
(α= 0.05) Mean SD Mean SD 
DS2.Mi.C NB+RMean+20F 0.7893 0.16 
FFBP+RMean+10F 0.7298 0.18 p<0.01 
SVM+RMean+20F 0.7823 0.17 p=0.8109 
LDA+RMean+10F 0.7275 0.18 p<0.01 
kNN+RMean+10F 0.7467 0.16 p<0.01 
SD - Standard Deviation; F - Features. 
In the case of masses classification, almost all machine learning classifiers provided the best 
AUC score when using the RMean method, only the LDA classifier reached a higher AUC 
score using another features selection method (see Table 30). The most important AUC score 
was obtained by the combination of the SVM classifier and the RMean method with a total of 
30 features, for an AUC score of 0.9549 with standard deviation of 0.05. Table 27 shows the 
best classification performance on DS2.Ma.C dataset and the number of features employed by 
each combination. 
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Table 27 The best classification performance based on AUC scores for the DS2.Ma.C dataset. 
Pairs (FSM/MLC) 
CHI2 IG 1Rule Relief RMean 
AUC NF AUC NF AUC NF AUC NF AUC NF 
FFBP neural network 0.9326 20 0.9307 60 0.9274 60 0.9324 50 0.9440 10 
SVM 0.9522 50 0.9522 50 0.9483 40 0.9494 50 0.9549 30 
NB 0.8747 10 0.8754 10 0.9011 30 0.9170 10 0.9267 10 
LDA 0.9128 40 0.9128 40 0.9185 30 0.9122 20 0.9150 40 
kNN 0.8226 20 0.8261 20 0.7827 20 0.7985 10 0.8279 30 
NF- Number of Features 
From Table 27, it is possible to perceive that the RMean method increased the classification 
performance based on AUC scores for most schemes (p<0.05), which is globally considered 
as good result. In contrast to the MCs classification, the number of selected features by each 
scheme was superior on masses classification. Only two combinations reached high AUC 
scores with the minimum number of features.  
The best result based on AUC scores belongs to the scheme formed by the SVM classifier and 
the RMean method with 30 features (AUC score of 0.9549), which represents an AUC 
numerical difference of: 0.0109, 0.0282, 0.0364 and 0.127 with respect to the FFBP neural 
network, NB, LDA and kNN classifiers respectively. According to the Wilcoxon statistical 
test [249, 250] most of these numerical differences were statistically significant (p<0.05), 
only one scheme presented no significant AUC difference (see Table 28). Therefore, both 
combinations were considered as appropriate masses classification schemes. Table 28 shows 
results of the statistical comparison between the best classification scheme and others winner 
schemes. 
Table 28 The statistical comparison based on the Wilcoxon Statistical Test for the DS2.Ma.C dataset. 
Dataset Best scheme AUC Other winner scheme AUC Wilcoxon 
(α= 0.05) Mean SD Mean SD 
DS2.Ma.C SVM+RMean+30F 0.9549 0.05 
FFBP+RMean+10F 0.9440 0.05 p=0.1256 
NB+RMean+10F 0.9267 0.06 p<0.01 
LDA+1Rule+30F 0.9185 0.07 p<0.01 
kNN+RMean+30F 0.8279 0.09 p<0.01 
SD - Standard Deviation; F- Features 
Classification process on DS2.Mi.C and DS2.Ma.C datasets highlighted two winner schemes 
for MCs and masses datasets respectively, in which the RMean method provided ranked 
subsets of features with higher discriminant potential. 
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Features Relevance Analysis 
The results listed in Table 26 and 28 provided statistical evidences on selecting the most 
appropriate classification scheme for MCs and masses datasets. From these results, two 
combinations resulted as the best classification performances per dataset. Thus, the features 
relevance analysis was conducted using these winner schemes and the following procedure: 
(1) corroborating of selected features in the best classification scheme as the most appropriate 
features subset for pathological lesions classification, and (2) determining features with higher 
importance inside each dataset. 
Features Subset Validation  
The validation of selected features subsets and its impact in the classification performance 
was based in the non-parametric Wilcoxon statistical test [249, 250] as the principal metric. In 
this process we compared AUC performances between the best scheme and the same 
combination using fewer features, and the key issue is to know how many features subsets 
could be reduced without affecting the classification performance. Table 29 shows the 
statistical results after applying the process of features subset validation. 
Table 29 Results of the feature subset validation process. 
Dataset Best scheme AUC Same scheme with 
fewer features 
AUC Wilcoxon 
(α= 0.05) Mean SD Mean SD 
DS2.Mi.C 
(1) NB+RMean+20F 0.7893 0.16 NB+RMean+10F 0.7395 0.20 p<0.01 
(2) SVM+RMean+20F 0.7823 0.17 SVM+RMean+10F 0.7775 0.17 p=0.8109 
DS2.Ma.C (3) SVM+RMean+30F 0.9549 0.05 SVM+RMean+10F 0.9271 0.06 p<0.01 
(4) FFBP+RMean+10F 0.9440 0.05 N/A N/A N/A N/A 
SD- Standard Deviation; F- Features; N/A – Not Applicable 
After completing the comparison, for MCs dataset (DS2.Mi.C) only one scheme provided 
clear evidence of features subset reduction. From Table 29 it can be observed there is no 
significant difference with respect to the obtained AUC scores between one of the most 
appropriate schemes (scheme 2) and the same scheme using a more compact features subset. 
Therefore, it was possible to reduce the features subset from 20 to 10 features without 
affecting the consistency of the classification performance.  
For the masses dataset (DS2.Ma.C), it was impossible the features subset reduction on one of 
the most appropriate schemes (see Table 29 scheme 3) because there is statistical evidence on 
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classification performance degradation. However, the scheme formed by the FFBP neural 
network and the RMean method guaranteed the use of minimal quantity of features for 
classifying masses. This means that selected features could be considered as the most relevant 
features subset. 
Features with Higher Importance  
In the previous section, we showed how to determine if selected features subsets constitute the 
most important extracted subset from the features space. From both DS2.Mi.C and DS2.Ma.C 
datasets were extracted features subsets with a minimum number of features without affecting 
the classification performance, which infers that selected features were relevant for MCs and 
masses classification.  
The most relevant features subset for MCs classification was composed by three clinical and 
seven image-based features: Perimeter (f20), Standard deviation (f22 and f22*), Entropy (f28 and 
f28*), Mammography stroma distortion (f15), Density (f1), Energy (f31 and f31*) and Right 
bottom quadrant (f4). Clinical features like f15 and f4 were selected as relevant due to its great 
capacity of discriminating between masses and MCs. The f15 feature means the presence of 
architectural distortion that is a particular classification of masses. Meanwhile the f4 feature 
means the location of the lesion, mostly used for MCs [7, 156]. As MCs are smaller and 
brighter than masses, image-based features are very useful. For example, the f20 feature (top 
ranked feature for MCs) will take smaller value than the f20 feature extracted from masses 
lesions and constitutes a discriminant feature between masses and MCs. In general, image-
based features (intensity statistics, size, shape, etc.) are likely more employed for MCs 
classification [7, 156]. 
The most relevant subset of features for masses classification was formed by four clinical and 
six image-based features: Mammography stroma distortion (f15), Circularity (f19 and f19*), 
Roughness (f23 and f23*), Shape (f26 and f26*), Mammography calcification (f11), 
Mammography nodule (f10) and Density (f1). Clinical features like f15 and f10 were considered 
strong features for masses classification because of the presence of architectural distortion 
and/or nodules constitutes a particular masses classification. On the other hand, selected 
image-based features were all associated to the shape and topology of masses. For example, 
the f19 and f19* features (circularity features extracted from MLO and CC image view) are 
measurements related to the mass shape classification [7, 156]. Also, the f23 and f23* 
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(roughness features extracted from MLO and CC image view) are features associated to 
lesions shape and topology. Generally when roughness value is near to zero means regular 
contours, which is representative of benign masses, otherwise it is an indicative signal for 
malignant masses or MCs (usually irregular contours is an indicative signal of malignant 
lesions [7, 156]). 
3.6.3. Global Discussion of Experiments 
As it was designed in the experimental setup section, all results were separated in two 
moments. The first one explored four traditional feature selection methods and three popular 
machine learning classifiers using a massive features space, which included clinical and 
image-based features extracted from single and ipsilateral pathological lesions segmentations 
in mammography images. Meanwhile the second moment was aimed to find classification 
schemes with less number of features and higher AUC-based performance for MCs and 
masses classification.  
Following obtained results in the first experiment, the Table 30 summarizes the best 
classification schemes per dataset and the statistical comparison between AUC performances. 
Table 30 The best classification scheme per dataset and the statistical comparison at p<0.05. 
Dataset Classification Scheme AUC value NF 
DS1.Mi.C DTJ48 classifier / IG method 0.91 20 
DS1.Mi.nC SVM classifier / CHI2 discretization method 0.8301 5 
DS2.Mi.C FFBP neural network classifier / 1Rule method 0.7604 30 
DS2.Mi.nC FFBP neural network classifier / 1Rule method 0.7542 10 
DS1.Ma.C SVM classifier / CHI2 discretization method 0.9485 20 
DS1.Ma.nC FFBP neural network classifier / CHI2 discretization method 0.8658 10 
DS2.Ma.C SVM classifier / 1Rule method 0.9649 30 
DS2.Ma.nC SVM classifier / 1Rule method 0.8863 40 
DS1.All.C SVM classifier / CHI2 discretization method 0.934 30 
DS1.All.nC SVM classifier / CHI2 discretization method 0.843(+) 20 
DS2.All.C SVM classifier / 1Rule method 0.8812 20 
DS2.All.nC SVM classifier / CHI2 discretization method 0.8309(+) 40 
NF- Number of Features; (+) No significant difference among them at p<0.05; Underlying value means the 
selected one scheme.  
From Table 30, it is possible to observe that the best classification schemes for MCs lesions 
were obtained on datasets with single image view (DS1.Mi.C and DS1.Mi.nC). These results 
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were significantly superior to the obtained results by the classification schemes on ipsilateral 
image view datasets (DS2.Mi.C and DS2.Mi.nC). The AUC value of 0.91 obtained by the 
DTJ48 classifier and the IG method with 20 features in the DS1.Mi.C dataset represents a 
significant performance increment of 0.15 (with p<0.005) respect to the best AUC score of 
0.760 obtained by the FFBP classifier and the 1Rule method with 30 features on DS2.Mi.C 
dataset. Meanwhile, the AUC value of 0.8301 obtained by the SVM classifier and the CHI2 
discretization method using 5 features in the DS1.Mi.nC dataset constituted a significant 
increment of 0.076 (with p<0.05) in the classification performance respect to the classification 
result reached by the FFBP neural network classifier and the 1Rule method using 10 features 
on DS2.Mi.nC dataset (0.7542).  
In the case of masses classification (see Table 30), the best classification performances were 
obtained on ipsilateral image view datasets (DS2.Ma.C and DS2.Ma.nC). These results were 
significantly superior to the obtained results by the classification schemes on datasets with 
single image view (DS1.Ma.C and DS1.Ma.nC). The AUC value of 0.9649 obtained by the 
SVM classifier and the 1Rule method with 30 features in the DS2.Ma.C dataset represents a 
slight significant performance increment of 0.16 (with p<0.005) respect to the best AUC score 
of 0.9485 obtained by the SVM classifier and the CHI2 discretization method with 20 features 
on DS1.Ma.C dataset. Meanwhile, the AUC value of 0.8863 obtained by the SVM classifier 
and the 1Rule method using 40 features in the DS2.Ma.nC dataset constituted a significant 
increment of 0.021 (with p<0.05) in the classification performance respect to the classification 
result reached by the FFBP neural network classifier and the CHI2 discretization method 
using 10 features on DS1.Ma.nC dataset (0.8658).  
On the other hand, for all lesions together, the best classification schemes were obtained on 
datasets using the single image view (DS1.All.C and DS1.All.nC). The AUC value of 0.934 
obtained by the best classification scheme (SVM classifier and the CHI2 discretization with 
30 features) in the DS1.All.C dataset represented a significant improvement of 0.053 in the 
AUC value against to the obtained result by the best scheme in the DS2.All.C dataset (SVM 
classifier and the 1Rule with 20 features), which stretched an AUC value of 0.8812. Also, the 
best classification scheme (SVM classifier and the CHI2 discretization method with 20 
features) in the DS1.All.nC dataset provided an AUC value of 0.843 against to a 0.8409 
reached by the best classification scheme (SVM classifier and the CHI2 discretization method 
with 40 features) in the DS2.All.nC dataset. These results were not significantly different 
(p=0.089) in term of classification performance. However, the classification scheme using a 
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fewer number of features constituted a less complex classification model and it was preferred 
(see Table 30). 
The statistical difference in AUC performances between single and ipsilateral image view 
datasets could be explained by the fact of MCs lesions being smaller and brighter than masses 
lesions [7]. Thus, image-based features extracted from intensity statistics and shapes of 
segmented MCs in one image view could be considered sufficient for MCs classification. In 
contrast, masses lesions tend to be obscured and confused with the surrounding tissues. As 
they are very often characterized by its shape and margin [7], the use of more image-based 
descriptors extracted from texture, shape and margin of segmented masses on both MLO and 
CC image view could facilitate its classification.  
In terms of features representation it was concluded that the inclusion of clinical features 
always improved the classification performance for all classification schemes. The balance of 
features participation between clinical and image-based descriptors was 43% (clinical) against 
57% (image-based) for MCs classification and 22% (clinical) against 78% (image-based) for 
masses classification. These results explained why the best masses classification schemes 
were obtained using subsets of features extracted from segmented lesions in the ipsilateral 
image view (image-based descriptors computed from MLO and CC image view).    
Regarding the features selection methods and machine learning classifiers, it is possible to 
observe that the best classification model was formed by the CHI2 discretization features 
selection method and the SVM classifier; they consistently appeared as the most prominent 
combination. Other combinations that performed well were: the 1Rule method and SVM 
classifier; the CHI2 discretization method and FFBP neural network. Finally, all of these 
combinations could be considered as appropriate classification schemes for breast cancer 
classification.
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Despite the important results reported in the first experiment, it was detected a critical 
limitation: 
 The mean of the number of employed features by the best classification schemes is 
still elevated: for single image view datasets using clinical features was around 23.33 
features (60%); for single image view datasets without using clinical features was 
around 11.66 features (49%); for ipsilateral image view datasets with clinical features 
was around 26.66 features (42%) and for ipsilateral image view datasets without 
clinical features was around 30 features (63%). 
Following this limitation, the second experiment provided experimental results of a new 
developed feature selection method (RMean) using MCs and masses ipsilateral image view 
datasets with clinical features.  
The RMean method was able to provide ranked subsets of features with no more than 20 
features, which increased statistically (p<0.05) the classification performance for all 
classification schemes in the MCs dataset (see Table 25). The same trend of results was 
obtained in the majority of classification schemes for the masses dataset. Only the LDA 
classifier considered another feature selection method (1Rule) instead the developed RMean 
method (see Table 27). However, as it is shown in Table 27 there is no significant difference 
of performance between them. 
According to the statistical results presented in the Table 30, it was possible reducing the 
number of features employed by the best classification scheme on MCs and masses datasets. 
Both classification schemes were condensed from 20 to 10 features without affecting the 
classification performance. This means that the developed RMean method provides 
competitive subsets of features with higher discriminant power. 
Regarding performance of the RMean method, these results were expected since the RMean 
method is based on the combination of four different feature evaluation functions, which 
mean that an unfairly underrated feature by any feature selection method could have a chance 
to be ranked as an important feature in the final ranking (output). However, the RMean is an 
univariate filter feature selection method which presents two important drawbacks: (1) it is an 
individual evaluator of features and it ignores the feature dependencies and, (2) it is dependent 
of data normalization (since CHI2 and IG method are based on statistical test) and samples 
sizes, which mean it is vulnerable to unbalanced training data. 
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Concerning relevant features, the overlay analysis between the features subset selected in the 
MVRC group of the first experiment (f15, f19, f23, f23*, f20*, f19*, f28, f20, f11, f37*, f37, f1, f30, f33*, 
f38, f22, f30*, f31, f38*, f33, f26, f12, f26*, f13, f21, f31*, f10)  and the features subsets selected by the 
developed RMean method in the second experiment (f20, f22, f22*, f28, f28*, f15, f1, f31, f31*, f4 for 
DS2.Mi.C dataset and f15, f19, f19*, f23, f23*, f26, f26*, f11, f10, f1 for DS2.Ma.C dataset) 
highlighted that the RMean method was agreed on 70% and 100% of selected features for 
MCs (DS2.Mi.C) and masses (DS2.Ma.C) datasets respectively. Although a direct 
comparison between both experiments is not equitable, these results show the competence of 
the developed RMean method on selecting relevant features. 
The most relevant clinical features were mammographic stroma distortion (f15) and density 
(f1) appearing persistently on every winner classification scheme. As it was mentioned before, 
the f15 feature is related to the presence of mammographic architectural distortion, which is a 
particular classification of masses. Meanwhile, the f1 is a feature divided in four ranges 
depending on how dense breast tissue can be and where the low density is preferred for 
lesions detection/classification [7, 156]. In addition, the most relevant image-based features 
were perimeter (f20) and circularity (f19) for MCs and masses classification respectively. As 
MCs lesions are smaller than masses the perimeter feature will take smaller value than the 
perimeter feature extracted from masses lesions. Thus, it constitutes a strong feature for the 
discrimination between masses and MCs lesions. Similar situation occur with the circularity 
feature, which is a particular measurement for masses classification [7]. This feature is 
strongly related to the margin of the mass and its diagnosis, e.g. values nearest to zero, means 
the margin of the mass is turning into more irregular, and the possibility of being malignant 
will be higher. 
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3.7. Conclusions 
As result of the proposed experimental methodology, we arrived to the following conclusions: 
1. The classification performances on single view datasets (derived from DS1) were 
statistically favorable for MCs classification; semi favorable for all lesions (together) 
classification, and not favorable for masses classification.   
2. The inclusion of clinical features always improved the classification performance for 
all classification schemes. 
3. The combination of the CHI2 discretization method and SVM classifier produced the 
best feature selection method and machine learning classifier in the first experiment, 
due to its consistently participation in all profitable classification schemes.  
4. The number of features employed by the best classification schemes in the first 
experiment was high. This situation provides us an open door for the improvement the 
features selection. 
5. The RMean method resulting of the ensemble of the others four experimented methods 
achieved a high performance when compared to each other’s method alone and 
according to the Wilcoxon statistic test was the best performed method for selecting 
relevant features, appearing consistently on all succeeds combinations for MCs and 
masses classification. 
6. The RMean method improved the performance of mammography-based machine 
learning classifiers with respect to each single feature selection method, attaining 
AUC scores of 0.7775 and 0.9440 for MCs and masses datasets respectively. 
7. The most relevant clinical features were Mammograhpy Stroma Distortion (f15) and 
Density (f1). They appeared consistently in all successful classification schemes. 
8. The most relevant image-based features were the Perimeter (f20) for MCs 
classification and Circularity (f19) for masses classification. They were ranked as the 
top image-based features for the discrimination between MCs and masses lesions. 
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The uFilter Method 
This chapter addresses theoretical and implementation details of the uFilter feature selection 
method, as well as the experimental methodology for its evaluation in breast cancer databases. 
Also, it is describes a formal framework for understanding the proposed algorithm, which is 
supported on the statistical model/theory of the non-parametric Mann- Whitney U test [252]. 
The uFilter improved the Mann Whitney U-test for reducing dimensionality and ranking 
features in binary classification problems. It is an univariate filter method that solves some 
difficulties remaining on previous methods (including the RMean), such as: it is effective in 
ranking relevant features independently of the samples sizes (tolerant to unbalanced training 
data) and it does not need any type of data normalization. The performance results are 
presented and discussed in three ways: (1) a head-to-head statistical comparison between the 
uFilter method and its theoretical basis method, (2) a global comparison between the uFilter 
method with other four well-known features selection methods and, (3) a head-to-head 
statistical comparison of the uFilter method against the RMean method. Also, we analyzed the 
relevance of feature based on the Pearson correlation [253] as a complementary step to the 
uFilter method to determine and eliminate redundant features from relevant ones, and thus to 
produce the final subset. 
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4.1. Introduction 
Devijver and Kittler define feature selection as the problem of "extracting from the raw data 
the information which is most relevant for classification purposes, in the sense of minimizing 
the within-class pattern variability while enhancing the between-class pattern variability" 
[254]. Guyon and Elisseeff consider that “feature selection addresses the problem of finding 
the most compact and informative set of features, to improve the efficiency or data storage 
and processing” [57]. 
During the last decade parallel efforts from researchers in statistics, machine learning, and 
knowledge discovery have been focused on the problem of feature selection and its influence 
in MLCs. The recent advances made in both sensing technologies and machine learning 
techniques make it possible to design recognition systems, which are capable of performing 
tasks that could not be performed in the past [57]. Feature selection lies at the center of these 
advances with applications in the pharmaceutical industry [255, 256], oil industry [257, 258], 
speech recognition [259, 260], pattern recognition [56, 102], biotechnology [261, 262] and 
many other emerging fields with significant impact in health systems for cancer detection [28, 
129, 222, 263]. 
In contrast to other dimensionality reduction techniques like those based on projection (e.g. 
principal component analysis) or compression (e.g. using information theory), feature 
selection techniques do not alter the original representation of the variables, but merely select 
a subset of them. Thus, they preserve the original semantics of the variables, hence, offering 
the advantage of interpretability by a domain expert [264]. 
As it was mentioned in previous chapters, feature selection techniques are structured in three 
categories: filter (univariate and multivariate), wrapper and more recently, hybrid models, 
which combine filter and wrapper methods as a unique model. Wrappers are strictly 
dependent of MLCs for selecting relevant features. In opposite, filter methods use heuristics 
based on general characteristics of the data to evaluate the relevance of features. As result, 
filter methods present lower algorithm complexity and are much faster than wrapper or hybrid 
methods [4, 11].  
Univariate filter methods, such as CHI2 [96], t-test [97], IG [98], Gain Ratio [99] and RMean 
[4, 246] present two main disadvantages: 1) ignoring the dependencies among features and 2) 
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assuming a given distribution (Gaussian in most cases) from which the samples (observations) 
have been collected. In addition, to assume a Gaussian distribution includes the difficulties to 
validate distributional assumptions because of small sample sizes. On the other hand, 
multivariate filters methods such as: Correlation based-feature selection [97, 100], Markov 
blanket filter [101], Fast correlation based-Feature selection [102], ReliefF [103, 104] 
overcome the problem of ignoring feature dependencies introducing redundancy analysis 
(models feature dependencies) at some degree, but the improvements are not always 
significant: domains with large numbers of input variables suffer from the curse of 
dimensionality and multivariate methods may overfit the data. Also, they are slower and less 
scalable than univariate methods [56, 57]. 
To overcome these inconveniences we developed the uFilter method. uFilter is an innovative 
feature selection method for ranking relevant features that assess the relevance of features by 
computing the separability between class-data distribution of each feature. The uFilter is an 
univariate filter method that solves some difficulties remaining on previous methods, such as: 
(1) it is effective in ranking relevant features independently of the samples sizes (tolerant to 
unbalanced training data); (2) it does not need any type of data normalization; and (3) the 
most important, it presents a low risk of data overfitting and does not incur the high 
computational cost of conducting a search through the space of feature subsets as in the 
wrapper or embedded methods. 
4.2. The Mann - Whitney U-test 
The Mann-Whitney U test is a non-parametric test (of the t-test) used to test whether two 
independent samples of observations are drawn from the same or identical distributions. The 
U test is based on the idea that the particular pattern exhibited when m number of X random 
variables and n number of Y random variables are arranged together in increasing order of 
magnitude provides information about the relationship between their parent populations 
[252]. The Mann-Whitney test criterion is based on the magnitude of the Y's in relation to the 
X's (e.g. the position of Y's in the combined ordered sequence). A sample pattern of 
arrangement where most of the Y's are greater than most of the X's or vice versa would be 
evidence against random mixing. This would tend to discredit the null hypothesis of identical 
distribution [265]. 
 
Chapter 4: The uFilter Method 
111 
 
Foundation of the test 
Hypothesis evaluated: Do two independent samples represent two populations with different 
median values (or different distributions with respect to the rank-orderings of the scores in the 
two underlying population distributions)? 
Relevant Background Information  
The Mann-Whitney U test is employed with ordinal (rank-order) data in a hypothesis testing 
situation involving a design with two independent samples. If the result of the Mann-Whitney 
U test is significant, it indicates there is a significant difference between the two sample 
medians, and as a result of the latter the researcher can conclude there is a high likelihood that 
the samples represent populations with different median values. 
There are two versions of the Mann-Whitney U test, which were independently developed by 
Mann and Whitney [251] and Wilcoxon [266]. The first version is described here and is 
commonly identified as the Mann-Whitney U test, while the second version developed by 
Wilcoxon is usually referred as the Wilcoxon-Mann-Whitney test. Although they employ 
different equations and different tables, the two versions of the test yield comparable results. 
When the Mann-Whitney U test is employed, one of the following cases is true with regard to 
the rank-order data that are evaluated: (1) The data are in a rank-order format, since it is the 
only format in which scores are available; or (2) The data have been transformed into a rank-
order format from an interval/ratio format, since the researcher has reason to believe that the 
normality assumption (as well as, perhaps, the homogeneity of variance assumption) of the t-
test for two independent samples (which is the parametric analog of the Mann-Whitney U 
test) is saliently violated. 
The Mann-Whitney U test undertakes the following assumptions [267]: 
a) Each sample has been randomly selected from the population it represents.  
b) The two samples are independent of one another.  
c) The original variable observed (which is subsequently ranked) is a continuous random 
variable. In truth, this assumption, which is common to many nonparametric tests, is 
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often not adhered to, in that such tests are often employed with a dependent variable 
which represents a discrete random variable. 
d) The underlying distributions from which the samples are derived are identical in 
shape. 
The work of Maxwell and Delaney [268] point out the assumption of identically shaped 
distributions implies equal dispersion of data within each distribution. Because of this, they 
note that like the t-test for two independent samples, the Mann-Whitney U test also assumes 
homogeneity of variance with respect to the underlying population distributions. Because the 
latter assumption is not generally acknowledged for the Mann-Whitney U test, it is not 
uncommon for sources to state that violation of the homogeneity of variance assumption 
justifies use of the Mann-Whitney U test in lieu of the t-test for two independent samples. 
It should be pointed out, that there is some empirical evidence which suggests that the 
sampling distribution for the Mann-Whitney U test is not as affected by violation of the 
homogeneity of variance assumption as is the sampling distribution for t-test for two 
independent samples. One reason cited by various sources for employing the Mann-Whitney 
U test is that by virtue of ranking interval/ratio data, a researcher will be able to reduce or 
eliminate the impact of outliers, which can dramatically influence variability (they can be 
responsible for heterogeneity of variance between two or more samples). 
Null versus Alternative Hypotheses 
Null hypothesis: 
210 :  H . The median of the population Group 1 represents equals the median of the 
population Group 2 represents. With respect to the sample data, when both groups have an 
equal sample size, this translates into the sum of the ranks of Group 1 being equal to the sum 
of the ranks of Group 2 (i.e.  21 RR . A more general way of stating this, which also 
encompasses designs involving unequal sample sizes, is that the means of the ranks of the two 
groups are equal (i.e. 21 RR  ). 
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Alternative hypothesis: 
1. 211 :  H . The median of the population Group 1 represents does not equal the 
median of the population Group 2 represents. With respect to the sample data, when 
both groups have an equal sample size, this translates into the sum of the ranks of 
Group 1 not being equal to the sum of the ranks of Group 2 (i.e.  21 RR ). A more 
general way of stating this, which also encompasses designs involving unequal sample 
sizes, is that the means of the ranks of the two groups are not equal (i.e. 21 RR  ). This 
is a non-directional alternative hypothesis and it is evaluated with a two-tailed test. 
2. 211 :  H . The median of the population Group 1 represents is greater than the 
median of the population Group 2 represents. With respect to the sample data, when 
both groups have an equal sample size (so long as a rank of 1 is given to the lowest 
score), this translates into the sum of the ranks of Group 1 being greater than the sum 
of the ranks of Group 2 (i.e.   21 RR ). A more general way of stating this, which 
also encompasses designs involving unequal sample sizes, is that the mean of the 
ranks of Group 1 is greater than the mean of the ranks of Group 2 (i.e. 21 RR  ). This is 
a directional alternative hypothesis and it is evaluated with a one-tailed test. 
3. 211 :  H . The median of the population Group 1 represents is less than the median 
of the population Group 2 represents. With respect to the sample data, when both 
groups have an equal sample size (so long as a rank of 1 is given to the lowest score), 
this translates into the sum of the ranks of Group 1 being less than the sum of the 
ranks of Group 2 (i.e.  21 RR ) A more general way of stating this, which also 
encompasses designs involving unequal sample sizes, is that the mean of the ranks of 
Group 1 is less than the mean of the ranks of Group 2 (i.e. 21 RR  ). This is a 
directional alternative hypothesis and it is evaluated with a one-tailed test. 
Only one of the above mentioned alternative hypotheses is employed and consequently the 
null hypothesis is rejected. 
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Test Computations 
Suppose we have a sample of xn observations },...,,{ 21 nxxx in group 1 (i.e. from one 
population) and a sample of yn observations },...,,{ 21 nyyy in group 2 (i.e. from another 
population). The Mann-Whitney test is based on a comparison of every observation ix  in the 
first sample with every observation jy  in the other sample. The total number of pairwise 
comparisons that can be made is yxnn and the total number of observations is yx nnN  . 
The overall procedure for carrying the test is listed below: 
1. Arrange all the N observations (scores) in order of magnitude (irrespective of group 
membership), beginning on the left with the lowest score and moving to the right as 
scores increase.  
2. All N scores are assigned a rank. Moving from left to right, a rank of 1 is assigned to 
the score that is farthest to the left (which is the lowest score), a rank of 2 is assigned 
to the score that is second from the left (which, if there are no ties, will be the second 
lowest score), and so on until the score at the extreme right (which will be the highest 
score) is assigned a rank equal to N (if there are no ties for the highest score).  
3. The ranks must be adjusted when there are tied scores present in the data. Specifically, 
in instances where two or more observations have the same score, the average of the 
ranks involved is assigned to all scores tied for a given rank (e.g. x1 and y1 are two 
observations having the same score of 0. Since the two scores of 0 are the lowest 
scores out of the total of N scores, in assigning ranks to these scores we can arbitrarily 
assign one of the 0 scores a rank of 1 and the other a rank of 2. However, since both of 
these scores are identical it is more equitable to give each of them the same rank. To 
do this, it is computes the average of the ranks involved for the two scores. Thus, the 
two ranks involved prior to adjusting for ties (i.e., the ranks 1 and 2) are added up and 
divided by two. The resulting value (1 + 2)/2 = 1.5 is the rank assigned to each of the 
subjects who is tied for 0). 
It should be noted that any time each set of ties involves observations in the same group; the 
tie adjustment will result in the identical sum and average for the ranks of the two groups that 
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will be obtained if the tie adjustment is not employed. Because of this, under these conditions 
the computed test statistic will be identical regardless of whether or not one uses the tie 
adjustment. On the other hand, when one or more sets of ties involve observations from both 
groups, the tie-adjusted ranks will yield a value for the test statistic that will be different from 
that which will be obtained if the tie adjustment is not employed. 
4. The sum of the ranks for each of the groups is computed:  xR and yR . 
5. The values Ux and Uy are computed employing:  
 xxxyxx RnnnnU 2
)1(    (25) 
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Since the U values can never be negative, yxyx UUnn   equation confirms if they 
were correctly computed. 
6. Calculate ),min( yx UUU  . The smaller of the two values Ux versus Uy is designated 
as the obtained U statistic. 
7. Use statistical tables for the Mann-Whitney U test to find the probability of observing 
a value of U or lower than the tabled critical value at the prespecified level of 
significance. 
8. Interpretation of the test results (accept or reject the null hypothesis) 
Additional Analytical Procedures 
The normal approximation of the Mann-Whitney U statistic for large sample sizes  
If the sample size employed in a study is relatively large (more than 20), the normal 
distribution can be employed to approximate the Mann-Whitney U statistic. Although sources 
do not agree on the value of the sample size which justifies employing the normal 
approximation of the Mann-Whitney distribution, they generally state that it should be 
employed for sample sizes larger than those documented in the exact table of the U 
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distribution contained within the source. Equation 27 provides the normal approximation of 
the Mann-Whitney U test statistic. 
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It should be noted that since the smaller of the two values Ux versus Uy is selected to represent 
U (see step 6 in the overall procedure), the value of Z will always be negative (unless Ux = Uy, 
in which case Z = 0). This is the case, since by selecting the smaller value U will always be 
less than the expected mean value 
2
yx nnU  . 
The correction for continuity for the normal approximation of the Mann-Whitney U test 
The correction for continuity is generally not employed, unless the computed absolute value 
of Z is close to the prespecified tabled critical value. The correction, which reduces the 
absolute value of Z, requires that 0.5 be subtracted from the absolute value of the numerator 
of Equation 27. The continuity corrected version is formulated as: 
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The absolute value of the continuity-corrected Z value will always be less than the absolute 
value computed when the correction for continuity is not used, except when the uncorrected 
value of Z = 0 (in which case it will have no impact on the result of the analysis). 
Tie correction for the normal approximation of the Mann-Whitney U statistic  
If there are an excessive number of ties in the data, an adjustment to the standard deviation 
should be introduced into Equation 27. Thus, the tie-corrected equation for the normal 
approximation of the Mann-Whitney U distribution is: 
)1)((12
)(
12
)1(
2
1
3




 




 
yxyx
k
i iiyxyxyx
yx
nnnn
llnnnnnn
nn
U
Z  (29) 
Chapter 4: The uFilter Method 
117 
 
The only difference between Equations 28 and 29 is the term to the right of the element 
12
)1(  yxyx nnnn  in the denominator. The result of this subtraction reduces the value of the 
denominator, thereby resulting in the slight increase in the absolute value of Z. The term 
  
k
i ii
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1
3 )(  computes a value based on the number of ties in the data.  
As yx nnN  is the total number of observations, substituting and reducing Equation 29: 







 





 
k
i
iiyx
yx
llNN
NN
nn
nn
U
Z
1
33
1212)1(
2   (30) 
4.3. The uFilter Method 
We considered developing the new uFilter feature selection method based on the Mann-
Whitney U-test [252], in a first approach, to be applied in binary class problems. The uFilter 
algorithm is framed in the univariate filter paradigm since it requires only the computation of 
n scores and sorting them. Therefore, its time execution (faster) and complexity (lower) are 
beneficial when is compared to wrapper or hybrid methods. 
The principal advantage of the uFilter method against the Mann-Whitney U-test [252] is the 
way of computing the weight of each feature. The fact of the Mann-Whitney U test 
considering only one Z-indicator (the minimum between Equation 33 and 34) for the 
computation of the feature weight contributes to underrate the discriminative power of the 
feature by assigning a small value and, all those features in a dataset could unfairly regarded 
as irrelevant. In contrast, the uFilter method uses both Z-indicators for the computation of the 
feature weight (see Equation 38). Therefore, all those features underrated (irrelevant) at the 
bottom of the ranking (by the Mann-Whitney U-test) could have the opportunity to emerge 
based on its real discriminative power [269]. 
For better understanding the theoretical description of the developed method, we considered a 
binary class problem (benign and malignant class) with more than 25 instances per class and 
several tied observations, thus: 
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Let  tfffF ,...,, 21 a set of features with size t, and let  nccci IIIf ,2,1, ,...,, an ordered set of 
instances (in ascending way) with size n belonging to the thi feature under analysis, where
jcI ,  represents the value of the feature if  for an individual instance j, and c denotes the class 
value: Benign (B) and Malignant (M). Then, the uFilter performs a tie analysis in the if
sequence according to the rule: if there are tie elements, their positions are updated by the 
resultant value of averaging the positions of tied elements. Then, the output sequence is saved 
in if ' . Consequently, summation of benign )( BS and malignant )( MS  instances positions in the 
if '  sequence was defined by: 
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where Bn  and Mn  are the totals of benign and malignant instances respectively. Thus,           
u-values (according to the Equations 25 and 26) for each sample are computed as:  
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As the sample size exceeds 25 instances per class, the original Mann Whitney U Test selected 
the minimum between both computed u values (from Equations 27 and 28) for the calculation 
of the Z-indicator (see Equations 35 or 36). In this case, only one Z-indicator will be analyzed 
to accept or reject the null hypothesis at a given level of significance (alpha = 0.05). In 
contrast with the original Mann Whitney U Test, the proposed uFilter method computes both 
Z-indicators (one by each class) in the following way: 
u
B
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
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where u  is the mean of the sample and the standard deviation is defined as:  
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where k denotes the total of range having tied elements in if sequence and il means the quantity 
of elements within each thk  range. Finally, the score/weight of the feature if  is calculated as 
the absolute value of the numerical difference between Z scores (see equation 38): 
MBi ZZw       (38) 
The uFilter method is applied to the whole feature space and the output is the ranking of 
features established by sorting in descendant way the random sequence of weights )(w . In this 
approach, higher values in Equation (38) are preferred, because it means the feature has better 
separability of class-data distributions and therefore higher discrimination power. Otherwise, 
the class-data distributions is overlapping and finding the decision boundary for future 
classifications becomes more difficult. Table 31 summarizes the uFilter steps. 
Table 31 The uFilter algorithm 
uFilter Algorithm 
input:   
),...,,( 21 tfffD  // a set of features with size t, where  nccci IIIf ,2,1, ,...,,  is a set of instances with size n 
belonging to the thi feature under analysis, jcI ,  
represents the value of the feature if  for an individual 
instance j, and c denotes the class value (B or M) 
 
output:  
w  // ranking of features 
1.  begin  
2. for each if   
3. initialize: 0iw ; // initial weight of the features 
4.  );'',( ascendantfsort i  // arrange all the n instances (scores) in order of 
magnitude 
5.  )(' elementstiedofpositionavgf i  ; // compute the average of the ranks involved for all tied 
scores  
6.   Compute BS and MS ; // compute the summatory of benign and malignant 
instances based on Equations (25) and (26) 
7.   Compute uB and uM ; // compute u values based on Equations (27) and (28) 
8.   Compute BZ and MZ ; // compute Z values based on equation (29) and (30) 
9.  MBi ZZw   // updating the weight of the feature based on equation (32) 
10. end for  
11. return );'',( descendantwsort   
12. end  
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4.4. Experimentation and Validation 
This section outlines the experimental evaluation of the proposed uFilter method when 
compared to four well known (classical) methods and the developed RMean feature selection 
method on breast cancer diagnosis. The main goal is assessing the effectiveness (based on the 
AUC scores) in ranking relevant features when varying the features space conditions e.g. 
varying the samples sizes to analysis the tolerance to unbalanced training data.  
The validation was carried out on six datasets: BCDR1, BCDR2 and BCDR3 formed from the 
BCDR and, DDSM1, DDSM2 and DDSM3 formed from the DDSM. These datasets are 
representing three different configurations: (1) two balanced datasets (same quantity of benign 
and malignant instances), (2) two unbalanced datasets containing more benign than malignant 
instances and (3) two unbalanced datasets holding more malignant than benign instances (see 
Chapter 3, Table 14 for more detailed information).  
The BCDR1 dataset comprising 362 features vectors and the BCDR2 and BCDR3 datasets 
including a total of 281 features vectors (each one). Besides, the DDSM1 dataset holding 582 
features vectors, and the DDSM2 and DDSM3 datasets involving a total of 491 features 
vectors respectively. Each dataset contains 23 image-based descriptors (including image 
intensity, shape and texture features) computed from segmented pathological lesions in both 
MLO and CC mammography image view (see Chapter 3 for the mathematical formulation of 
employed descriptors). Figure 27 shows a detailed description of employed datasets. 
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Figure 27 Datasets creation; B and M represent benign and malignant class instances. 
Since this experiment is a multistep modeling procedure (similar to experiments defined in 
Chapter 3), we applied ten times the 10-fold cross validation method before to establish a 
ranking of features (to avoid giving an unfair advantage to predictors) and classification steps 
respectively (to prevent overfitting of classifiers to the training set [243]). Thus, no samples 
appear simultaneously in training and test (disjoint test partitions). In this way, individual 
classifiers will be trained on different training sets, leading to different representations of the 
input space. Testing on these different input space representations leads to diversity in the 
resultant classifications for individual samples. 
The overall procedure for the uFilter evaluation is described by four main steps: 
 Applying the classical Mann Whitney U-test (U-Test), the new proposed uFilter 
method [269], the developed RMean [4, 246] method and four well known feature 
selection methods: CHI2 discretization [96], IG [98], 1Rule [241] and Relief [103] to 
the six previously formed breast cancer datasets (see Figure 28 step 2).  
 Creating several ranked subset of features using increasing quantities of features. The 
top N features of each ranking (resultant from the previous step) were used for feeding 
different classifiers, with N varying from 5 to the total number of features of the 
dataset, with increments of 5 (see Figure 28 step 3). 
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 Classifying the generated ranked subset of features using FFBP neural network [244], 
SVM [77, 244], LDA [213] and NB [245] classifiers for a comparative analysis of 
AUC scores. All comparisons were using the Wilcoxon statistical test [249, 251] to 
assess the meaningfulness of differences between classification schemes (see Figure 
28 step 3). 
 Selecting the best classification scheme on datasets (BCDR1, BCDR2, BCDR3, 
DDSM1, DDSM2 and DDSM3), and thus the best subset of features. 
 
Figure 28 Experimental workflow. 
In the last step of the experiment, we determined the feature relevance analysis using a two-
step procedure involving (1) selecting the best subset of features for each dataset, and (2) 
performing a redundancy analysis based on the Pearson correlation [253], to determine and 
eliminate redundant features from relevant ones, and thus to produce the optimal subset of 
features. 
In contrast to the work of Ghazavi and Liao [209], we decided to employ the correlation 
analysis as a complementary step to the uFilter procedure, instead to an evaluation function 
for features selection, because in real domains many features have high correlations and thus 
many are (weakly) relevant and should not be removed [270]. Also, some variables may have 
a low rank because they are redundant and yet be highly relevant [56]. 
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4.5. Results and Discussions  
4.5.1. Comparison between uFilter and U-Test Methods 
The statistical comparison between uFilter and U-Test methods considered only features 
subsets formed by the top 10 features (empirical threshold) of each ranking. We used a total 
of 48 ranked subsets of features containing image-based features for feeding four machine 
learning classifiers. With this, a head-to-head statistical comparison based on the mean of 
AUC performances over 100 runs produced inspiring results. Figure 29 shows a boxplot 
graph representing the statistical comparison (p<0.05) based on the mean of AUC scores 
between both methods for all classification schemes. 
 
Figure 29 Head-to-head comparison between uFilter (uF) and U-Test (uT) methods using the top 10 features of 
each ranking; blue and red filled box represents significant difference (p<0.05) in the AUC performance. 
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Results on Balanced Datasets 
The best classification scheme for BCDR1 dataset was formed by the uFilter method and the 
SVM classifier (see Figure 29 b). The AUC value of 0.8369 was statistically superior to the 
best AUC value (0.7995) obtained by the U-Test method when combined with the SVM 
classifier. Also, this combination was statistically better than the remaining classification 
schemes in the BCDR1 dataset (see Table 32).  
For DDSM1 dataset, the best classification scheme was formed by the uFilter method and the 
SVM classifier, reaching an AUC score of 0.80. However, this result did not provide 
statistical evidence to be better than the combination of the U-Test method and the SVM 
classifier, which reached an AUC score of 0.7838 (see Figure 29 b). This combination 
statistically outperformed only three classification schemes for DDSM1 dataset (see Table 
32). 
Table 32 Summary of the Wilcoxon Statistical test among all classification schemes for BCDR1 and DDSM1 
datasets. 
Dataset Best scheme AUC Other scheme AUC Wilcoxon (α= 0.05) 
BCDR1 uFilter+SVM 0.8369 U-Test+SVM 0.7995 p<0.01 
   
uFilter+FFBP 0.8088 p<0.01 
U-Test+FFBP 0.7938 p<0.01 
uFilter+LDA 0.7906 p<0.01 
U-Test+LDA 0.7968 p<0.01 
uFilter+NB 0.7814 p<0.01 
U-Test+NB 0.7840 p<0.01 
DDSM1 uFilter+SVM 0.80 U-Test+SVM 0.7838 p=0.1390 
   uFilter+FFBP 0.7868 p=0.0986 
U-Test+FFBP 0.7925 p=0.5149 
uFilter+LDA 0.7567 p<0.01 
U-Test+LDA 0.7832 p=0.0624 
uFilter+NB 0.7277 p<0.01 
U-Test+NB 0.7288 p<0.01 
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Results on Unbalanced Datasets 
The best classification scheme for BCDR2 dataset was formed by the uFilter method and the 
FFBP neural network, reaching an AUC score of 0.8350. This result was statistically superior 
to the obtained result by the combination of the U-Test method with the FFBP neural 
network, which provided an AUC score of 0.7578 (see Figure 29 e). In this dataset other 
classification schemes using the uFilter method stretched satisfactory results with no 
statistical difference respect to the best scheme (see Table 33).  
Besides, for DDSM2 dataset the best classification performance was obtained by the 
combination of the uFilter and the FFBP neural network classifier; reaching AUC value of 
0.8382 (see Figure 29 e). However, this result did not statistically outperform the obtained 
result by the combination of the U-Test method and the FFBP neural network (AUC value of 
0.8308). The comparison among all classification schemes for DDSM2 dataset indicated that 
the best combination (higher AUC value) was almost statistically superior in all cases (see 
Table 33). 
Table 33 Summary of the Wilcoxon Statistical test among all classification schemes for BCDR2 and DDSM2 
datasets. 
Dataset Best scheme AUC Other scheme AUC Wilcoxon (α= 0.05) 
BCDR2 uFilter+FFBP 0.8350 U-Test+FFBP 0.7578 p<0.01 
   
uFilter+SVM 0.8332 p=0.6086 
U-Test+SVM 0.7482 p<0.01 
uFilter+LDA 0.8296 p=0.5849 
U-Test+LDA 0.7613 p<0.01 
uFilter+NB 0.8219 p=0.1546 
U-Test+NB 0.7246 p<0.01 
DDSM2 uFilter+FFBP 0.8382 U-Test+FFBP 0.8308 p=0.4923 
   
uFilter+SVM 0.7782 p<0.01 
U-Test+SVM 0.7844 p<0.01 
uFilter+LDA 0.8296 p=0.7031 
U-Test+LDA 0.7881 p<0.01 
uFilter+NB 0.7511 p<0.01 
U-Test+NB 0.8057 p<0.01 
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The best classification performance for BCDR3 dataset was provided by the combination of 
the uFilter method and the FFBP neural network classifier, accomplishment an AUC score of 
0.8850 (see Figure 29 i). This result was statistically superior to the obtained result by the 
combination of the U-Test method and the FFBP neural network, which achieved an AUC 
score of 0.87. With the exception of the scheme formed by the U-Test method and the LDA 
classifier, which attained a similar AUC performance (0.8725), the best scheme statistically 
outperformed the remaining classification schemes (see Table 34). 
In the DDSM3 dataset, the best classification scheme was formed by the combination of the 
uFilter method and the LDA classifier for an AUC value of 0.7819. This classification result 
showed significant difference with respect to the classification result provided by the 
combination of the U-Test method with the LDA classifier, which reached an AUC value of 
0.7328 (see Figure 29 k). Also, the best combination statistically outperformed other obtained 
results using the U-Test method in the classification scheme, and does not indicated statistical 
evidences of being better than other uFilter combinations (see Table 34). 
Table 34 Summary of the Wilcoxon Statistical test among all classification schemes for BCDR3 and DDSM3 
datasets. 
Dataset Best scheme AUC Other scheme AUC Wilcoxon (α= 0.05) 
BCDR3 uFilter+FFBP 0.8850 U-Test+FFBP 0.87 p<0.01 
   
uFilter+SVM 0.8386 p<0.01 
U-Test+SVM 0.8207 p<0.01 
uFilter+LDA 0.8621 p<0.01 
U-Test+LDA 0.8725 p=0.2131 
uFilter+NB 0.8152 p<0.01 
U-Test+NB 0.8477 p<0.01 
DDSM3 uFilter+LDA 0.7819 U-Test+LDA 0.7328 p<0.01 
   
uFilter+FFBP 0.7806 p=0.9386 
U-Test+FFBP 0.6266 p<0.01 
uFilter+SVM 0.7795 p=0.8441 
U-Test+SVM 0.7393 p<0.01 
uFilter+NB 0.7706 p=2047 
U-Test+NB 0.6467 p<0.01 
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A head-to-head comparison between the proposed uFilter method and the classical Mann 
Withney U-test (U-Test) is well demonstrated in the experiments reported here. As it is shown 
in Tables 32, 33 and 34, the uFilter method statistically outperformed the U-Test method in a 
50% (blue filled box); tied in a 37.5% (green filled box) and lost in a 12.5% (red filled box) of 
the 24 considered scenarios (see Figure 29).This circumstance could be related with the 
assigned weights to each feature in the ranking, e.g. in the BCDR1 dataset, the uFilter method 
considered the f20 feature (perimeter) as the most relevant feature, meanwhile the U-Test 
method considered it as irrelevant. A similar situation occurs with the f37 feature (Area), 
which was ranked in the top five features by the uFilter and irrelevant by the U-Test method 
respectively. According to the ACR [7], MC lesions are tiny bright dots in the breast, and 
masses are very often obscure and greater than MCs. Hence the perimeter and area are 
important features for discriminating between both lesions. It is clear that the U-Test method 
underestimated both features on unbalanced datasets. 
In addition, for unbalanced datasets this fact could be associated to the Mann-Whitney test 
criterion [252], which is based on the magnitude of the relationship between both samples 
(benign and malignant instances). In the BCDR2, DDSM2, BCDR3 and DDSM3 datasets 
most of the benign instances are greater than most of the malignant instances or vice versa 
and this would be evidence against random mixing. Therefore, the U-Test method would tend 
to discredit the null hypothesis of identical distribution [265] and underrate the features 
weight (like in the balanced datasets). The opposite occur with the uFilter method, which 
computes the separability between both samples, independently of the number of benign and 
malignant instances. 
4.5.2. Performance of uFilter versus Classical Feature Selection Methods 
This section aims to compare the new developed uFilter method against four well known 
(established) feature selection methods. A total of 720 ranked subsets of image-based features 
were analyzed and the straightforward statistical comparison based on the mean of AUC 
performances over 100 runs highlighted interesting results for balanced and unbalanced 
datasets (see Figure 30). 
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Figure 30 Behavior of the best classification schemes when increasing the number of features on each dataset. 
Results on Balanced Datasets 
On the BCDR1 dataset, the best classification scheme was obtained when we combine the 
uFilter method and the SVM classifier using 10 features, obtaining an AUC score of 0.8369. 
The statistical comparison against the other feature selection methods did not provide 
significant difference in term of AUC scores: CHI2 discretization (AUC=0.8325, p=0.6717), 
IG (AUC=0.8324, p=0.6725), 1Rule (AUC=0.8310, p=0.6053) and Relief (AUC=0.8316, 
p=0.6190). However, the uFilter method reached this result using the top 10 features, while 
the other methods required a total of 20 features (see Figure 30 a).  
On the DDSM1 dataset, the combination of the uFilter method and the SVM classifier using 
the top 10 features provided the best classification performance obtaining an AUC value of 
0.8004. This result was not statistically superior to the obtained result by the CHI2 
discretization (AUC=0.7893, p=0.2684), IG (AUC=0.7893, p=0.2840) and 1Rule methods 
(AUC=0.79, p=0.3450), but it was better than the Relief method (AUC=0.7821, p<0.05). 
Similar to the BCDR1 dataset, the uFilter method reached this result using the top 10 
features, while the other methods required a total of 20 features (see Figure 30 d). 
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Results on Unbalanced Datasets 
The higher classification performance in the BCDR2 dataset was achieved by the combination 
of the uFilter method and the FFBP neural network classifier with a total of 10 features, 
obtaining an AUC value of 0.8350. However, this result was not statistically superior to the 
obtained results by the remaining feature selection methods using the same number of features 
(see Figure 30 b): CHI2 discretization (AUC=0.8342, p=0.7590), IG (AUC=0.8320, 
p=0.8022), 1Rule (AUC=0.8259, p=0.8259) and Relief (AUC=0.8344, p=0.8402). Similar to 
the BCDR2 dataset, the higher classification performance in the DDSM2 dataset was obtained 
by the combination of the uFilter method and the FFBP neural network classifier using a total 
of 10 features, accomplishment an AUC of 0.8382 (see Figure 30 e). This result did not 
provide statistical evidences of an AUC improvement respect to the CHI2 discretization 
(AUC=0.8301, p=0.8079), IG (AUC=0.8374, p=0.9076), 1Rule (AUC=0.8326, p=0.7470) 
and Relief methods (AUC=0.8315, p=0.3884). 
On the other hand, the best classification scheme for the BCDR3 dataset was formed by the 
combination of the uFilter method and the FFBP neural network classifier using a total of 10 
features (see Figure 30 c). The AUC value of 0.8850 was statistically superior respect to the 
obtained result by the CHI2 discretization (AUC=0.8444, p<0.01), IG (AUC=0.8465, 
p<0.01), 1Rule (AUC=0.8454, p<0.01) and Relief methods (AUC=0.8347, p<0.01).  
On the DDSM3 dataset, the best classification performance was obtained by the combination 
of the IG method and the FFBP neural network classifier using 15 features (AUC value of 
0.7945). The AUC-based comparison against the other classification schemes using less 
number of features (10) indicated no significant difference in the classification performance 
(see Figure 30 f): CHI2 discretization (AUC=0.7798, p=0.0729), 1Rule (AUC=0.7776, 
p=0.0551), Relief (AUC=0.7933, p=0.9717) and uFilter (AUC=0.7806, p=0.0796). 
The global comparison demonstrated that uFilter method statistically outperformed the CHI2 
discretization, IG, 1Rule and Relief methods on BCDR1, DDSM1 and BCDR3 datasets, and 
it was statistically similar on BCDR2, DDSM2 and DDSM3 datasets while requiring less 
number of features. This circumstance could be related to the particular nature of employed 
feature selection methods and datasets respectively. We used datasets without any type of data 
normalization, and some methods could lead to non-reliable results e.g. the CHI2 
discretization (which used the chi-square statistical test as the main evaluation function), IG 
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(which is an entropy-based feature evaluation), and 1Rule (which is not likely to enhance the 
performance of classification schemes that require a search space of greater complexity) 
methods provided the worst results on BCDR1, DDSM1 and BCDR3 datasets (see Figure 30). 
In contrast, the Relief method computes the feature’s weight based on a different semantic 
independent of data normalization (distance to nearest hit and nearest miss), and this explains 
the good performance of the Relief method in almost all datasets (see Figure 30). The 
satisfactory results obtained by the uFilter were expected since it is a non-parametric method 
and thus is tolerant to non-normalized data. 
Concerning classifiers performance, results show that the selection of the most appropriate 
classifier is dependent on the dataset and the feature selection method (see Figure 30). For 
balanced datasets, the best results were obtained with de SVM classifier; meanwhile for 
unbalanced datasets were obtained with the FFBP neural network classifier (see Figure 30). 
These results were expected since the SVM classifier is based on the definition of an optimal 
hyperplane [244], and for a less complex features space (e. g. balanced datasets), it could 
easily find the corresponding linear decision boundary. On the other hand, for a more 
complex features space such as those presented on unbalanced datasets, the FFBP neural 
network has demonstrated to be capable of generalizing [244]. 
4.5.3. Performance of uFilter versus RMean Feature Selection Method 
This section aims to present a head-to-head comparison between the contributions of this 
thesis: the new uFilter proposed method, which improves a non-parametric statistical test and 
the RMean method, which is based on the combination of four classical feature selection 
methods (see Chapter 3 for technical information). 
Analogous to the previous section, we analyzed a total of 720 ranked subsets of features 
containing image-based features and a direct statistical comparison based on the mean of 
AUC performances over 100 runs was carried out. The Figure 31 shows the behavior (AUC 
variability when increasing the number of features) of the best classification scheme and the 
performance of the uFilter and RMean feature selection methods, for each formed dataset. 
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Figure 31 Behavior of the best classification schemes using the uFilter and RMean methods on each dataset 
Results on Balanced Datasets 
For the BCDR1 dataset, the best classification scheme was obtained by the combination of the 
uFilter method and the SVM classifier using 10 features, obtaining an AUC score of 0.8369. 
The statistical comparison against the scheme formed by the RMean method and the FFBP 
neural network classifier did not provide significant difference in term of AUC scores 
(AUC=0.8330, p=0.698). However, the uFilter method reached this result using the top 10 
features, while the RMean method required a total of 20 features (see Figure 31 a). 
On the DDSM1 dataset, the combination of the uFilter method and the SVM classifier using 
the top 10 features provided the best classification performance, obtaining an AUC value of 
0.8004. This result was not statistically superior to the obtained result by the RMean method 
and the FFBP neural network classifier with 15 and 20 features: AUC=0.7958, p=0.5873 and 
AUC=0.80, p=0.7123 respectively (see Figure 31 d). 
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Results on Unbalanced Datasets  
The higher classification performance in the BCDR2 dataset was achieved by the combination 
of the uFilter method and the FFBP neural network classifier with a total of 10 features, 
obtaining an AUC value of 0.8350. However, this result was not statistically superior to the 
obtained results by the RMean method and the FFBP neural network classifier using the same 
number of features, which achieved an AUC value of 0.8288, p=0.5922 (see Figure 31 b). 
Similar to the BCDR2, the higher classification performance in the DDSM2 dataset was 
obtained by the combination of the uFilter method and the FFBP neural network classifier 
using a total of 10 features, accomplishment an AUC of 0.8382 (see Figure 31 e). This result 
did not provide statistical evidences of an AUC improvement respect to the RMean 
(AUC=0.8352, p=0.7215). 
On the BCDR3, the best classification performance was reached by the combination of the 
uFilter method and the FFBP neural network classifier using a total of 10 features (see Figure 
31 c). The AUC value of 0.8850 was statistically superior respect to the obtained result by the 
RMean method and the FFBP neural network classifier (AUC=0.8544, p<0.01). 
On the other hand, the higher performance for the DDSM3 dataset was formed by the 
combination of the RMean method and the FFBP neural network classifier using a total of 10 
features (see Figure 31 f). The AUC value of 0.7957 was not statistically superior respect to 
the obtained result by the uFilter method (AUC=0.7806, p=0.3112), 
The head-to-head comparison demonstrated that uFilter method statistically outperformed the 
RMean method on BCDR1, DDSM1 and BCDR3 datasets, and it was statistically similar on 
BCDR2, DDSM2 and DDSM3 datasets. This result was expected since the RMean method is 
based on the combination of the CHI2 discretization, IG, 1Rule and Relief feature selection 
methods, which were also statistically outperformed by the uFilter method (see previous 
subsection). It should be pointed out that RMean method is an ensemble method and will 
inherit all the weaknesses presented on each baseline method. 
4.5.4. Analysis of the Ranked Features Space 
Many methods of variable subset selection are sensitive to small perturbations of the 
experimental conditions. If the data has redundant variables, different subsets of variables 
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with identical predictive power may be obtained according to initial conditions of the 
algorithm, removal or addition of training examples, or the presence of non-normalized data. 
For some applications, one might want to purposely generate alternative subsets that can be 
presented to a subsequent stage of processing. Still one might find this variance undesirable 
because variance is often the symptom of a “bad” model that does not generalize well and 
results are not reproducible [56]. 
With the exception of the developed RMean, which is an ensemble method, we analyzed the 
variance of all employed feature selection methods and the new proposed uFilter by using 
two aspects: the average ranking assigned to each feature versus the standard deviation on 100 
runs. Furthermore, it was declared the feasibility zone, which consists in the selection of the 
top 10 features with standard deviation between 0 and 1 (empirical range). With this, it 
possible to know how each method was consistent in the selection of the most important 
features and thereby which feature selection method provides generalizable model. The 
Figures 32, 33 and 34 show the ranked features space by each feature selection method and 
the respective zone of feasibility for all datasets. 
 
Figure 32 The ranked features space by each feature selection method (first row) and the selected zone of 
feasibility (second row) for BCDR1 and DDSM1 dataset respectively. 
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In the BCDR1 dataset, the uFilter method considered the top 10 features inside the feasibility 
zone. Also, the obtained results by the CHI2 discretization and IG methods were close to the 
uFilter method, ranking 8 and 7 features inside this zone respectively. The worst results were 
presented by the Relief and 1Rule methods, the first one ranked only 2 features inside the 
feasibility zone and the second ranked the top 10 features out of this zone (see Figure 32 
second row). 
For the DDSM1 dataset, the best result was obtained by the uFilter method, which ranked 9 
features inside the feasibility zone. The CHI2 discretization and IG methods considered both 
7 features and, the Relief and 1Rule methods provided the worst results, ranking 5 and 1 
feature inside the feasibility zone respectively (see Figure 32 second row). 
In the BCDR2 dataset, the uFilter was slightly superior (selected 9 features) against the CHI2 
discretization, IG and Relief methods, which obtained very close results. These methods 
considered 7, 8 and 7 features inside the feasibility zone respectively. Likewise in the BCDR1 
dataset, the 1Rule method resulted in worst without any selection inside the feasibility zone 
for BCDR2 dataset (see Figure 33 second row). 
Besides, for the DDSM2 dataset, the best results were obtained by the uFilter, CHI2 
discretization and IG methods. All of them ranked 8 features inside the feasibility zone. In 
contrast, the Relief and 1Rule methods considered only 2 and 3 features within this zone 
respectively. These latter results were the worst in this dataset (see Figure 33 second row). 
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Figure 33 The ranked features space by each feature selection method (first row) and the selected zone of 
feasibility (second row) for BCDR2 and DDSM2 dataset respectively. 
In the BCDR3 dataset, the best result was provided by the uFilter method, which ranked 7 
features inside the feasibility zone. The CHI2 discretization, IG, 1Rule and Relief methods 
obtained very close results among them (5, 4, 4 and 6 features respectively), but it were lower 
respect to the uFilter method. 
Moreover, for the DDSM3 dataset, the best results were obtained by the uFilter and CHI2 
discretization methods, both ranked 9 features inside the feasibility zone. The IG method 
considered 7 features inside this zone and, the worst results were obtained by the 1Rule and 
Relief methods, which ranked 1 and 5 features respectively (see Figure 34 second row). 
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Figure 34 The ranked features space by each feature selection method (first row) and the selected zone of 
feasibility (second row) for BCDR3 and DDSM3 dataset respectively. 
It should be pointed out that the uFilter method was the most consistent in ranking features 
with less variance among all feature selection methods for all datasets, which mean it is 
capable of provided models that generalize well. In contrast, the 1Rule was the worst method; 
it ranked the features with high variance in the majority of datasets. 
4.5.5. Feature Relevance Analysis 
The results showed in previous section clearly provide experimental evidence that the uFilter 
method provided ranked subsets of features with higher discriminant potential. It 
approximates the set of relevant features by selecting a subset from the top 10 features of each 
ranking list. According to its linear time complexity in terms of the dimensionality N (total of 
features), the uFilter method is efficient for high-dimensional data. However, it is incapable 
of removing redundant features because it is an individual evaluator of features (i.e. it assigns 
weights according to their degrees of relevance [56]) and as long as features are considered 
relevant to the class, they will all be selected even though many of them are highly correlated 
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to each other (redundant). In this case, a validation of features’ subsets through a redundancy 
analysis is convenient. 
Features Subset Validation 
To efficiently find an optimal subset of features we introduced an analysis of redundancy to 
decrease the size of the subset of features and keeping prediction accuracy. We achieved this 
goal using a two-step procedure involving: (1) selecting the best subset of features for each 
dataset, and (2) performing the redundancy analysis based on the Pearson correlation [253] to 
determine and eliminate redundant features from relevant ones, and thus to produce the 
optimal subset of features. 
In order to correctly interpret the results, John and Kohavi in [50] defined two degrees of 
relevance: strong and weak. Strong relevance implies that the feature is indispensable in the 
sense that it cannot be removed without loss prediction accuracy. Weak relevance (redundant 
and non-redundant) implies that the feature can sometimes contribute to prediction accuracy. 
Thus, features are relevant if they are both strongly or weakly relevant and irrelevant 
otherwise. Irrelevant features can never contribute to prediction accuracy, by definition. 
As it is shown in Figure 30 and described in previous section, the relevance analysis based on 
the proposed uFilter method provided discriminant subsets of features by removing irrelevant 
ones. Hence, these subsets of features were used as the starting point for the redundancy 
analysis. Table 35 summarizes the redundancy analysis based on the Pearson correlation [253] 
for each selected subset of features. It should be pointed out that only higher correlation 
values were considered in this analysis (more than 0.5 on both positive and negative 
direction). 
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Table 35 Summary of the redundancy analysis. 
Dataset Best subset 
of features 
Redundant 
features 
c-Pearson Weakly 
relevant 
Strongly 
relevant 
BCDR1 
f20,f28,f31,f37,
f23,f26,f19,f22,
f34, f24 
f37=f20 
f26=f23,f19 
f19=f23 
f34=f22 
 0.79 
 0.96, -0.92 
-0.84 
-0.62 
f20,f31(+),f23,
f22, f24 
f28 
BCDR2 
f30,f38,f37,f20,
f28,f31,f22,f29,
f27,f24 
f30=f38,f29, f27 
f37=f20 
f29=f38 
f24=f22 
 0.99, 0.56, 0.56 
 0.89 
 0.55 
 0.75 
f38,f28(+), 
f31(+),f22,f27 
f20 
BCDR3 
f23,f26,f19,f20,
f28,f34,f31,f38,
f35,f29 
f26=f23,f19, f38 
f19=f23,f38 
f34=f28  
f29=f23,f26,f19,f38 
 0.97,-0.94,0.56 
-0.85,-0.62 
-0.75 
 0.50, 0.57,-0.62, 0.99 
f23,f20(+),f28,
f31(+),f38  
f35 
DDSM1 
f25,f32,f35,f39,
f20,f28,f37,f22,
f26, f31 
f39=f25,f32,f35 
f37=f20  
f22=f20, f31 
f31=f28 
f32=f35 
 0.85, 0.94, 0.94 
 0.93 
 0.56,-0.71 
-0.79 
 0.99 
f25(+),f20,f28,
f26(+),f35 
- 
DDSM2 
f23,f35,f32,f39,
f25,f19,f16,f21,
f28,f24 
f39=f35,f32,f25,f28,f24 
f25=f35,f32,f24  
f28=f25 
 0.97,0.98,0.89,0.71,0.51 
 0.92,0.92,0.61 
 0.68 
f35,f32,f19(+),
f16(+),f21(+), 
f24 
f23 
DDSM3 
f25,f20,f37,f39,
f32,f26, f35,f28, 
f34, f22 
f37=f25  
f39=f25,f32,f35 
f32=f25,f35 
f28=f25,f20,f34,f22 
 0.84 
 0.78,0.92,0.91 
 0.85,0.99 
 0.60,0.56,0.57,0.76 
f25,f26(+),f35,
f34, f22 
f20 
(+)Weakly relevant features but non-redundant; c-Pearson is the value of correlation of Pearson. 
Correlated features are considered redundant (see Table 35). Therefore, only one of them in 
the correlated pair is selected together with the non-correlated features to form the weakly 
relevant subset of features. Hence each weakly relevant subset of features was used for 
selecting the strongly relevant ones. 
In the BCDR1 dataset, the Entropy (f28) feature was selected as the strongly relevant feature 
because its absence in the final subset of features significantly decreased the AUC 
performance from 0.8315 to 0.791 (p<0.01). In the BCDR2 and DDSM3 datasets, the 
Perimeter (f20) feature constituted the strongly relevant feature. Its participation in the final 
subset significantly increased the AUC performance from 0.81 to 0.835 (p<0.01) and 0.7521 
to 0.7806 (p<0.01) respectively. 
For the BCDR3 dataset, the Mean (f35) feature was considered as the strongly relevant feature 
because its absence significantly reduced the classification performance from an AUC value 
of 0.885 to 0.8395 (p<0.01). Besides, in the DDSM2 dataset, the strongly relevant feature was 
the Roughness (f23); this feature contributed to a significantly increment of 0.07 (p<0.01) in 
Chapter 4: The uFilter Method 
139 
 
the AUC performance when it is included in the final subset (AUC value of 0.8382 versus 
0.7727 when is left out). Only in the DDSM1 dataset no feature appears as strongly relevant, 
which means that all features in this subset contributed with similar effort in the classification 
model. It should be pointed out that removed features can be inferred from Table 37. 
According to the relevant definition of John and Kohavi [270], we put together both weakly 
and strongly relevant features to form the optimal subset of features. These subsets were 
evaluated using the same machine learning classifier employed in the evaluation of its 
precedent subsets of features (for further comparison). Therefore, optimal subset of features 
for BCDR1 and DDSM1 datasets used the SVM classifier, and for BCDR2, BCDR3, DDSM2 
and DDSM3 datasets used the FFBP neural network respectively. Table 36 summarizes the 
AUC-based statistical comparison (using the Wilcoxon statistical test [249, 250]) between the 
best subset of features selected by the uFilter method, and its corresponding optimal subset of 
features after the redundancy analysis. 
Table 36 AUC-based statistical comparison between the best and optimal subset of features. 
Dataset Best subset of features AUC Weakly + Strongly AUC 
Wilcoxon 
(α=0.05) 
BCDR1 f20,f28,f31,f37,f23,f26,f19,f22,f34,f24 0.839 f20,f31(+),f23,f22,f24,f28 0.8315 p=0.811 
BCDR2 f30,f38,f37,f20,f28,f31,f22,f29,f27,f24 0.835 f38,f28(+),f31(+),f22,f27,f20 0.8413 p=0.841 
BCDR3 f23,f26,f19,f20,f28,f34,f31,f38,f35,f29 0.885 f23,f20(+),f28,f31(+),f38,f35  0.8821 p=0.918 
DDSM1 f25,f32,f35,f39,f20,f28,f37,f22,f26,f31 0.8004 f25(+),f20,f28,f26(+),f35 0.8001 p=0.982 
DDSM2 f23,f35,f32,f39,f25,f19,f16,f21,f28,f24 0.8382 f35,f32,f19(+),f16(+),f21(+),f24,f23 0.8435 p=0.757 
DDSM3 f25,f20,f37,f39,f32,f26,f35,f28,f34,f22 0.7806 f25,f26(+),f35,f34,f22,f20 0.7759 p=0.685 
(+)Weakly relevant features but non-redundant. 
From Table 36, it is possible to conclude that only two optimal subsets of features provided a 
slight increment in terms of AUC performance, but these results were not significantly 
superior. Furthermore, the remaining optimal subsets of features did not provide significance 
difference in the AUC performance. 
Concerning redundancy analysis, redundant features were detected on every dataset, which 
means there are some variables providing similar information to the classifier, and thus it is 
unnecessarily increasing the complexity of the classification model. With the exception of the 
DDSM1 dataset, it was possible to find the most relevant feature for all the datasets. In the 
case of the BCDR2 dataset, the Perimeter (f20) feature was selected as the most appropriated 
strongly relevant feature, however it has a unique correlation with the Area (f37) feature (c-
Pearson value of 0.89). In this case, it is possible to interchange both features (f20 or f37) and 
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select only one of them as the most relevant feature (see Table 36). Likewise, in the DDSM3, 
the Perimeter (f20) feature was selected as the most relevant feature and is correlated with the 
Entropy (f28) feature (c-Pearson value of 0.56), but the Entropy (f28) feature is also correlated 
with others features: Maximum (f25), Correlation (f34) and Standard deviation (f22); under this 
situation, the selected Perimeter (f20) feature is the only one which can be elected as the most 
relevant feature. This particular effect on both datasets could be explained by the c-Pearson 
values; the correlation value between Perimeter (f20) and Area (f37) was high (unique 
correlation) meanwhile the correlation value between Perimeter (f20) and Entropy (f28) was 
low (multi-correlation). It means that it is possible interchanging most relevant features only 
if there is a unique and strong correlation between them. 
We considered strongly relevant features as the most important features: Perimeter (f20), 
Entropy (f28), Mean (f35) and Roughness (f23). They consistently appeared at least 3 times 
(each one) on the six optimal features subsets (see Table 36). This result was expected due to 
the binary classification problem (benign-malignant classes) investigated in this work. The 
perimeter and roughness features are considered significant shape descriptors for masses 
classification i.e. benign masses possess smooth, round, or oval shapes with possible 
macrolobulations, as opposed to malignant tumors which typically exhibit rough contours 
with microlobulations, spiculations, and concavities [7]. On the other hand, the entropy and 
mean features are more likely to be employed for MC classification i.e the entropy is a feature 
that represents the texture of the background tissue where the calcifications are embedded in 
[129, 140]; meanwhile, the mean is an intensity statistics descriptor used with higher 
frequency [78, 137] because MCs are tiny brighter dots [7]. 
Regarding classification performances, the proposed uFilter method was able to produce 
subsets of features with higher discriminant potential and the redundancy analysis did not 
improve the prediction accuracy, but decreased the size of the subset of features without 
significantly decreasing the performance. This result was expected since the uFilter method is 
an individual evaluator of features (filter paradigm) and it ignores the feature dependencies. 
This is the main drawback of individual features evaluator methods as is the case of uFilter. 
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Conclusions 
This chapter presents an overview of the work that we have developed in the scope of this 
thesis. Also we summarized the main contributions, limitations and future work. 
5.1. Thesis Overview  
Breast imaging, which is fundamental to cancer risk assessment, detection, diagnosis and 
treatment, is undergoing a paradigm shift: the tendency is to move from a primarily 
qualitative interpretation to a more quantitative-based interpretation model. In term of 
diagnosis, the mammography and the double reading of mammograms are two useful and 
suggested techniques for reducing the proportion of missed cancers. But the workload and 
cost associated are high.  
Breast Cancer CADx systems is a more recent technique, which have been improved both the 
AUC performance of radiologists (see Chapter 1, Table 1) and the classification of cancer in 
its early stages (see Chapter 2, Table 12). Despite these prominent results, the performance of 
current and future commercial CADx systems still needs to be improved so that they can meet 
the requirements of clinics and screening centers [20, 94]. 
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The feature selection constitutes one of the most important steps in the lifecycle of Breast 
Cancer CADx systems. It presents many potential benefits such as: facilitating data 
visualization and data understanding, reducing the measurement and storage requirements, 
reducing training and utilization times and, defining the curse of dimensionality to improve 
the predictions performance. It is therefore convenient that feature selection methods are fast, 
scalable, accurate and possibly with low algorithmic complexity. 
This thesis was motivated by the need of developing new feature selection methods to provide 
more accurate and compact subsets of features to feed MLCs supporting breast cancer 
diagnosis. After some months of research studying previous developed approaches existing at 
that time, we realized that most of the developed approaches were focused on the wrapper or 
hybrid paradigm and, in fewer degrees on filter paradigm (see Chapter 2, section “Feature 
Selection Methods”). 
We considered exploring the filter paradigm (univariate and multivariate) over the wrappers 
or hybrid models; because filter methods provide lower algorithmic complexity, faster 
performance and are independent of classifiers. It means that filter methods analyze the 
characteristics of data for ranking the entire space of features, while the wrappers or hybrid 
methods are extremely dependent of classifiers for selecting a satisfactory subset of features. 
The principal limitation of univariate filter methods is that they ignore the dependencies 
among features and assume a given distribution (Gaussian in most cases) from which the 
samples (observations) have been collected. In addition, assuming a Gaussian distribution 
includes the difficulties to validate distributional assumptions because of small sample sizes. 
On the other hand, multivariate filters methods overcome the problem of ignoring feature 
dependencies introducing redundancy analysis (models feature dependencies) at some degree, 
but the improvements are not always significant: domains with large numbers of input 
variables suffer from the curse of dimensionality and multivariate methods may overfit the 
data. Also, multivariate methods have shown to be slower and less scalable than univariate 
methods. These limitations on existing filter methods may lead the Breast Cancer CADx 
methods to classification performances bellow of its potential. 
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5.2. Main Contributions and Future Work 
While the results achieved in this thesis have been outlined before, into the developed 
chapters, to follow we summarized the main contributions: 
Contribution 1: A new ensemble feature selection method (named RMean) supported on the 
filter paradigm for indexing relevant features extracted from mammographic pathological 
lesions (image-based and clinical features). 
The RMean method used four feature selection methods with different evaluation function 
from the fillter paradigm: the CHI square discretization based on the chi-square statistic 
function, Information Gain based on the information measure, 1Rule based on rules as 
principal evaluation functions and Relief based on the distance measure. The application of 
these methods produces four different ranking of features (one by each applied feature 
selection method). Then, the mean position of each feature along the four features ranking 
was computed and, a new ranking was created using the mean position of features as indexing 
criterion. When applied to the breast cancer datasets under study, the subsets of ranked 
features produced by using the RMean method improved the AUC performance in almost all 
the explored machine learning classifiers. 
Contribution 2: A new feature selection method (named uFilter) based on the Mann 
Whitney U-test for ranking relevant features, which assess the relevance of features by 
computing the separability between class-data distribution of each feature. 
The uFilter is an innovative univariate filter method that improves the Mann Whitney U-test 
for reducing dimensionality and ranking features in binary classification problems. It solves 
some difficulties remaining on previous developed methods, such as: it is effective in ranking 
relevant features independently of the samples sizes (tolerant to unbalanced training data); it 
does not need any type of data normalization; and the most important, it presents a low risk of 
data overfitting and does not incur the high computational cost of conducting a search through 
the space of feature subsets as in the wrapper or embedded methods. 
Contribution 3: An improvement in the performance of machine learning classifiers 
supporting Breast Cancer CADx methods. 
Chapter 5: Conclusions 
144 
 
Both feature selection methods (RMean and uFilter) were validated on breast cancer datasets 
for further statistical comparison against other developed existing approaches. According to 
the Wilcoxon statistic test, the ensemble RMean method (contribution 1) was the best on 
selecting relevant features when compared against the four baseline feature selection methods. 
It appeared consistently on all succeeds combinations for microcalcifications and masses 
classification. Also, it improved the performance of mammography-based machine learning 
classifiers. Despite the good performance of the RMean method, it still ignores the features 
dependence and redundant information could lead to a non-desired classification result. 
On the other hand, the uFilter method (contribution 2) performed better than the Mann 
Whitney U-test (its theoretical basis) when applied to reduce and ranking features in binary 
classification problems. uFilter was validated over six different (balanced and unbalanced) 
datasets representative of two different breast cancer repositories. A head-to-head comparison 
proved that the uFilter method significantly outperformed the U-Test method for almost all of 
the classification schemes. It was superior in 50%; tied in a 37.5% and lost in a 12.5% of the 
24 comparative scenarios. A global comparison against other four well known feature 
selection methods demonstrated that uFilter statistically outperformed the remaining methods 
on several datasets, and it was statistically similar on three datasets while requiring less 
number of features. Moreover, a general comparison against the developed RMean method 
also confirmed that the uFilter method was statistically superior on three datasets and 
statistically similar on the remaining datasets. This method revealed competitive and 
appealing cost-effectiveness results on selecting relevant features, as a support tool for breast 
cancer CADx methods especially in unbalanced datasets contexts. Finally, the redundancy 
analysis as a complementary step to the uFilter method provided us an effective way for 
finding optimal subsets of features. 
The development of these contributions provided important evidences to support the proposed 
set of hypothesis in Chapter 1, Section 1.3. This can be reviewed in detail throughout the 
Chapter 3 and Chapter 4 and, it is summarized here: 
Hypothesis 1: Feature selection methods supported on the filter paradigm can be improved 
by the creation of new ensemble methods. Experimental results in Section 3.6.2 statistically 
demonstrated the satisfactory performance obtained by the developed RMean method when 
compared to four well known (classical) feature selection methods of the filter paradigm. 
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Hypothesis 2: Feature selection methods of the filter paradigm can be improved throughout 
a new filtered function, which provides index of features with better separability between two 
instance distributions. The theoretical description of the uFilter method (see Section 4.3) and 
the experimental results reported in Section 4.5 constituted a sustain proof for the 
corroboration of this hypothesis. 
Hypothesis 3: Breast Cancer CADx systems can be advanced by the inclusion of a new 
feature selection method that provides features with more discrimination power to yield better 
AUC-based classifier performance. The AUC-based classification performance of MLCs was 
always improved when using both the RMean and uFilter feature selection methods on breast 
cancer datasets (see Section 3.6 and 4.5). However, the uFilter method demonstrated to be the 
best, because it improved the main difficulties existing on univariate filter methods, including 
the RMean method (Section 4.5).  
In summary, the contributions of this thesis suggest that it possible to improve the feature 
selection methods of the filter paradigm and the AUC-based classifier performance for breast 
cancer CADx systems. 
Future work will be aimed to three issues: (1) increasing the number of features in 
benchmarking breast cancer datasets; (2) exploring the performance of uFilter method in 
other knowledge domains and (3) extending the uFilter method allowing it to be used on 
multiclass classification problems. 
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