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ABSTRACT
Digital Image Processing techniques have become
increasingly popular in the last few years. Conventional
silver halide photography continues to be used by the
large amateur market, but not without "imperfect" images.
There is almost always a need for enhancement or
subsequent improvement after the photograph is made. This
study dealt with computer image enhancement of such
"imperfect"
photographs using homomorphic (non-linear) and
linear frequency-domain digital filtering (on a
VAX-11/785) and a comparison in effectiveness was
determined, using a subjective criteria for image quality.
It was found that, in general, linear filtering is to
be the preferred method of choice when implementing image
VAX and VMS are trademarks of Digital Equipment
Corporation.
IV
enhancement on amateur type photographs. Differences in
"image quality
improvement" by the two techniques was
minimal, when the image was subjected to histogram
equalization after processing. Homomorphic filtering
requires substantial post processing without which it is a
potential failure. Linear filtering was both
computationally less demanding and subjectively more
pleasing .
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1. INTRODUCTION :
Since 1822, when Joseph Nicephore Niepce first
recorded a camera image by means of the action of light
[1], man has attempted to record a "perfect" facsimile of
an original scene or an object, complete in every detail.
However, such an attempt through a photographic process
has eluded him because of the inherent limitations in any
imaging system. Depending on the imaging system used, the
recorded image suffers at least a modicum of degradation -
even an aberration-free optical system is limited by
diffraction effects.
Once an image has been recorded, numerous attempts
have been made to restore or enhance it and regenerate the
information loss due to the degradation process. Whereas
it is impossible to retrieve information that was not
recorded in the first place, it is possible, with proper
techniques, to enhance or improve information that was
recorded but not readily observable. As such, the end
result is the improvement of the overall quality of the
recorded image.
1.1 Image processing :
Image processing in a strict sense then, is simply a
transformation of the original image into a new one by
optical or chemical means or with the help of a computer.
Earlier attempts to implement image enhancement were
largely through chemical techniques or a combination of
Page 2
optical and chemical techniques. They operated on analog
representations of the image. For example, techniques
based on adjacency effects [2] used a high solvent/low
activity developer to produce a greater development effect
at the boundary of differing exposure regions thereby
sharpening the edges. The human eye responds well to edge
enhancement and thus the picture looks sharper.
Unsharp masking is another such technique. As
performed on continuous images, it was first proposed by
Speigler and Juris [3] and by Yule [4]. The process
involves making a slightly blurred version (unsharp mask)
of the original image of the opposite sign - that is, a
positive if the original was a negative. In this blurred
version, the high frequency components are reduced more
than the low frequency components. The original and the
unsharp mask are then placed in contact and the final
image is made from a combination of the two images. As
unsharp masking is usually performed, the increase in the
higher frequency modulation is an increase only relative
to the lower frequency modulation. It is not an absolute
increase. This relative increase is obtained by
decreasing the lower frequency modulation relative to that
of the higher frequencies. In actuality, even the higher
frequency modulation may be somewhat decreased.
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Armitage and Lohman [5] have described a method for
absolute enhancement for a band of frequencies by
achieving spurious resolution. Scarf [6] has done
extensive work on the quantification of this technique.
The process of unsharp masking is best explained
graphically (see figure 1).
Whereas techniques for image enhancement performed on
the analog representation of the image exist and are
successful, they are elaborate and time consuming. In
general, they are beyond the scope af an amateur
photographer or even a large commercial photo-finishing
shop dealing with mass production of images. These
techniques were not addressed directly in this study.
1. 2 Digital image processing :
This study dealt with the digital representation of
images and their manipulation with the help of a general
purpose computer (VAX-11/785 ) , to obtain image
enhancement. That is, it dealt with digital image
processing .
Digital image processing can be very simply defined
as the manipulation and analysis of pictures with the help
of a computer. Since a digital image is a two
dimensional, sampled quantized function it can also be
defined as subjecting numerical representations of objects
to a series of operations to obtain a desired result.
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In these techniques, the computer is given a digital
record of the densities (gray levels) via an
analog-to-digital converter. The photographic image is
scanned as uniformly as possible, point by point in a
prescribed way, giving a two dimensional array of numbers;
each array represents a specific gray level in the
original image. The digital records are manipulated to
produce an "enhanced" image. The digital record is
converted back to it's analog form via a digital-to-analog
converter and can be displayed on a CRT. Hard copies can
be generated if necessary. This process is summarized in
figure 2.
1.3 Historical background :
The origins of digital image processing can be traced
back to the 1920' s. At this time, a major application of
image processing was in processing news pictures. The
transmission of digital news pictures during this period
took the better part of a week [7]. Digital picture
transmission has come a long way since then. Today,
execution times of modern computers are measured in pico
seconds and pictures are transmitted almost
instantaneously. This increase in computing power is
reflected in the increased application of image
processing .
a
Ou
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Application of digital image processing, however, did
not become widespread until the middle 1960's , largely
due to the need for large scale computing facilities. It
was only when third generation digital computers began to
offer the speed and storage capabilities for practical
implementation of image processing algorithms that the
field of image processing experienced a surprising albeit
welcome upsurge. The digital image processing work done
by the Jet Propulsion Laboratory in conjunction with the
race to the moon also provided major impetus to its
growth. During the decade of 1960-1970, it became
practical to represent information-bearing waveforms
digitally and do signal processing on the digital
representation of the waveform. It now became possible to
manipulate waveforms in ways that would be totally
impossible with continuous systems. For example, it's a
simple matter in a computer to have negative densities (at
least at an intermediate mathematical level), and use
these for manipulation of the signal. In physical
systems, such a phenomenon is not physically realizable.
The major event of the decade was the publication, in
April 1965, of a paper by J. W. Cooley and J. W. Tukey
[8] that disclosed an algorithm for computing the Fourier
series. It dealt with the discrete Fourier transform
which is amenable to digital computing. Useful
expositions of this algorithm were soon developed. This
enhanced computational speed by orders of magnitude while
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using Fourier analysis for image processing.
Recently, state of the art technology in large scale
digital computers has opened the way for high resolution
image processing by digital techniques. The modern
advancement in this area has also been due to the recent
availability of image scanning and display hardware at a
reasonable cost. Complex digital circuitry is now
available at low cost and is capable of high speed
operation. This past decade has seen increased
utilization of digital image processing in a myraid of
applications including space imagery, biomedical imagery,
industrial radiographs, photo reconaissance images and
more recently in line-width measuring systems in the
integrated circuit manufacturing industry [9].
1. 4 Future trends in digital image processing :
A number of factors seem to indicate a lively future
for image processing. A major factor is the declining
cost of the computer. Both processing units and bulk
storage devices are becoming less expensive. Added to
this is the increasing availability of equipment for image
digitizing and display coupled with their declining costs.
Parallel processing made practical by low cost computers,
use of CCD's for digitizing etc. all predict an increase
in the application of digital image processing.
1.5 Image Restoration and Image Enhancement :
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Among the numerous and varied techniques of image
processing perhaps the most exciting areas of research are
those involving image restoration and image enhancement.
1. 5. 1 Image Restoration :
Image restoration is an attempt, with the help of a
computer, to
"restore"
an image to its original quality
according to some mathematical manipulation. Image
restoration attempts to estimate the "true" image of an
observed picture given, if possible, a priori knowledge of
the degradation phenomenon. Its emphasis is on
degradation modelling and on image recovery by inversion
of the degradation process. Optimization of some
prespecified objective criteria is thus required for image
enhancement .
1. 5.2 Image Enhancement :
Image enhancement consists of techniques that seek to
improve the visual appearance of an image to a human
observer. The computer is used to
"improve" the quality
of an image without recourse to knowledge of the
degradation phenomenon, although knowledge of this might
be useful in establishing a desired effect. Selective
emphasis and suppression of information in the picture is
effected with the aim of increasing the picture's
usefulness. There is no conscious effort to improve the
fidelity of a reproduced image with regard to some ideal
form of the object. There is some evidence that indicates
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a distorted image, for example an image with edge
overshoot, is more subjectively pleasing than a perfectly
reproduced image [10].
This study dealt with image enhancement only.
An important characteristic of the human visual
system is that its sensitivity is approximately
logarithmic [11]. Its also more sensitive to abrupt
spatial changes in gray levels; errors in or near edges
are more bothersome than errors in background texture.
The eye responds well to high spatial frequencies that
image enhancement techniques tend to emphasize. Most
image enhancement techniques are linear and shift
invariant and therefore fit well into the linear filter
theory but are not necessarily designed for a specific
degradation. They are application specific and hence to
define edge enhancement would be futile because "one man's
enhancement could be another man's noise" [12].
For a good survey of the different digital image
enhancement techniques available, the reader is referred
to Wang [13] .
1.6 Image quality criteria :
Since the final output in an enhanced image is to be
viewed by human observers, a subjective fidelity criterion
must be used corresponding to how good the images look to
the observers. The fact that human subjective judgement
Page 11
might be wise or fickle leads to certain difficulties.
The current frame of our understanding of the human visual
system defies detailed analysis by some objective
criteria. No universal quantitative evaluation technique
is available currently. Because of this fact, image
enhancement techniques have remained to be of a
"heuristic"
or "ad-hoc" nature. They are problem
oriented. The success of the application of a particular
technique to a particular image depends on the subjective
judgement of the viewer. Therefore, a careful study of a
particular technique and subjective testing on a group of
human viewers is required. The results obtained from
showing the images to different viewers can be averaged to
evaluate the performance characteristics of a specific
technique for a specific image.
1.7 Need for digital image processing :
Conventional silver halide photography has been used
by amateur and professional photographers for over a
hundred years. The unique capabilities of this system
will probably cause it to retain its dominant position in
the years to come. However, the ever increasing role of
the computer cannot be ignored. Whereas silver halide has
advantages in resolution and high information storage
capability relative to the computer, the lowering cost of
the computer and its real-time processing capabilities
(not to mention its 100 % reproducibility) have attractive
advantages, and must be investigated. Both optical and
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chemical technologies have failed to provide the amateur
with a "fool-proof" system with regards to his
photographic endeavors. For the machine dependent amateur
there are invariably some pictures in his exposed roll
that did not "come out good". The chemical techniques for
"improving" these pictures that exist, are too elaborate
and time consuming. The flexibility of digital image
enhancement is much greater. If a real time computing
system can "improve" these pictures at a reasonable cost
then one could benefit from both systems.
While the computer engineers energetically try to
make computers cheaper and more efficient, simultaneous
research in related fields is needed. The fact that
pictures can be digitally enhanced is well known. What
needs to be investigated is whether it can be done
effectively and to the amateur photographers liking.
1.8 Homomorphic filtering :
We said earlier that the human visual system is
approximately a logarithmic process. Also, the frequency
response of the photographic process is also a nonlinear
process. If pictures were to be enhanced with the human
viewer in mind, a nonlinear process would seem to be the
logical choice. This is because one would be operating by
the same rules that formed the original image, and by the
same rules that it will be viewed. One such nonlinear
image enhancement technique is that of homomorphic
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filtering .
Homomorphic filtering is an extension of the
"Generalized Cepstrum" technique first proposed by Bogert ,
Healy and Tukey [14] for speech processing. Oppenheim,
Schafer and Stockham [15] extended this technique by
defining the complex cepstrum as the fourier transform of
the In (natural logarithm) of the fourier transform.
Thus, this technique was first used to process acoustic
signals. It was extended to image processing because the
illumination and reflectance of an image behave like the
envelope and vibration in an acoustic signal.
The word homomorphic refers to the transformation of
the multiplication into an addition by the log operation,
a homomorphism from the multiplicative group of positive
real numbers into an additive group of real numbers.
1.8. 1 Theoretical background :
A common problem in photography is excessive dynamic
range. Scenes with a large dynamic range (high contrast
ratio) are crammed into the available film with the result
that highlights lose their bright luster and shadows are
recorded with little shadow detail. The large dynamic
range in the scene is contributed to mostly by large
variations in illumination. The objects in the scene on
the other hand vary in size and texture and each object
has a reflectance associated with it. In terms of
projection into the retina, the physics of surface
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reflectivity dictate that the final image is a two
dimensional signal expressed by,
f(x,y) = i(x, y).r(x, y) >0
where f ( x, y ) is the image and i (x, y) and r (x, y)
are the illumination and reflectance respectively. The
function f (x, y) is assumed to be finite and greater than
zero because one cannot possibly have negative values for
brightness. Thus, the illumination and reflectance vary
independently from point to point and from object to
object and are combined by multiplication to form
observable brightness. It is this multiplicative
phenomenon of image formation that motivated the
application of a multiplicative filtering technique like
homomorphic filtering.
In practice, the illumination component is
characterized by low spatial variations while the
reflectance tends to vary abruptly, particularly at the
junctions of very dissimilar objects. That is, the
illumination represents the low frequency components while
the reflectance is comprised of the high frequency
components. The image processor is required to operate
independently on each of these components. However, since
they are combined by multiplication, it is not possible to
implement any independent, frequency domain processing on
them. Because of the nature of the Fourier math involved,
^ f (x, y) / ^ [ i (x, y) ] . ^ [ r (x, y) ]
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where " s
"
means the fourier transform.
This requires that we take the In of the signal because,
In [f(x, y)] = In [i(x, y)] + In [r(x, y)]
By linear system theory, Fourier analysis can be applied
to the additive process.
5 [In f(x, y)] =jf [In i(x, y)] + ^ [In r(x, y)]
The image processor can now perform different
processing tasks upon the illumination and reflection
components of the image .
A quantitative measure of the actual spectral content
of some logged images was obtained through computer
analysis by Stockham [16]. The logs of the scenes were
characterized by extreme peaks in the low frequency region
and by a plateau in the middle and high frequency regions
(see figures 10 and 11). It was found that an approximate
association of the peak with physical illumination, and
the plateau with reflectance proved most useful in partial
independent processing of the illumination and reflectance
components .
The human eye responds well to high spatial
frequencies; its sensitivity is approximately logarithmic.
Therefore, the reflectance component of the scene, which
contains the high frequencies in its logarithm, needs to
be increased in magnitude to effect a nonlinear edge
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enhancement. Simultaneously, the excessive dynamic range
needs to be reduced. This can be done by reducing the
illumination component which primarily has low frequencies
in its logarithm. Thus, what needs to be effected by the
image processor is a dynamic range compression and
simultaneous edge enhancement.
While these might seem like conflicting objectives,
it is possible to achieve both simultaneously by employing
a multiplicative image processor having a linear component
with a frequency dependent gain (gamma) [16]. A DC notch
filter, which removes or attenuates a portion (or all) of
the frequencies in the neighborhood of the DC term, could
be used on the logarithm of the image. This will suppress
the illumination component; a simultaneous high frequency
boost enhances the fine detail in the reflectance
component. That is, if one desires to maintain normal
contrast for the details of an image, but demands a
reduction in dynamic range, the gain of the linear
component should be unity for high frequencies and less
than unity at low frequencies. If higher contrast is
desired than a gain greater than one can be used. For
example, a filter like the one shown in figure 3 can be
employed to reduce the dynamic range and enhance the
contrast .
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Figfure 3 '. One dimensional plot of rotational ly
syMMetric homoMorphic filter.
After processing the image with such a filter,
the
output signal f(x,y) can be represented by,
f (x, y) = i*'U, y).r1x, y)
= i1 (x, y) (x, y) > 0
Since the large dynamic range in the
original scene was
produced by illumination, the fact that f'(x,y)
contains
the square root of the original
illumination causes the
contrast ratio to be reduced. The
reflectance component
has a greater variability, and this is
boosted by a factor
of 2 in this case.
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The result is an image in which overall saturation of
large black-and-white objects is removed, and a rescaling
of intensities leaves an image in which small intensity
fluctuations are readily seen. The high frequency boost
enhances the fine detail in the image at the same time.
Thus a dynamic range compression with simultaneous
contrast enhancement has been effected on the original
scene .
It must be noted, however that the above equation is
of an approximate nature. Although we said earlier that
the illumination is characterized by low frequency
components and reflectance by high frequency components,
the illumination forming the scene does contain some high
frequency components while the reflectance does contain
some low frequency components. In communication engineer
language, there is "cross talk" between the two
components. This results in some illumination components
being increased and some components of reflectance being
decreased. This might result in some artifact generation
and may interfere in subjective analysis. It must be
investigated whenever one resorts to such an analysis.
1.8. 2 Advantages of homomorphic filtering :
Despite the above mentioned approximation,
homomorphic filtering is attractive in that it facilitates
nonlinear enhancement by filtering multiplicative noise
using traditional linear systems techniques, while
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operating according to the same rules of combination that
form the original subject information. Added to this is
the fact that the human visual response is also
approximately a nonlinear process. As such, its
effectiveness on
"everyday"
natural images would be an
attractive investigation.
1.8. 3 Mathematical background :
Mathematically, the process of homomorphic filtering
is explained as follows :
f (x, y) = i (x, y) . r (x, y) > 0
where f (x, y) = image in space
i (x, y) = illumination
and r (x, y) = reflectance
T [Ln f (x, y) ] = T [Ln i (x,y)] + j [Ln r (x,y)]
i.e F (u, v) = I (u, v) + R (u, v)
where F (u, v) = ln image in frequency
I (u, v) = illumination in freq.
and R (u, v) = reflectance in freq.
Let H (u, v) represent the homomorphic filter
which
is a function of frequency in two dimensions. This
can be
implemented on the Fourier transform of the log of the
original image. That is, on F(u, v) .
F(u, v).H(u, v) = I(u, v).H(u, v) + R(u, v).H (u, v)
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Let G (u, v) = F (u, v) . H (u, v)
Then
= ^ lF(u,v). H(u,v)]
-i
g (x, y) = r G (u, v)
-1
r*[ I(u,v) .H(u,v)] + C'^RCUrV) .H(u,v)]
-1
where
" ^ " means the inverse Fourier transform.
exp [g (x, y) ] = exp[^ [I (u ,v) .H(u,v) ] ]
+ exp[ [R(u,v) .H(u,v)] ]
= i' (x, y) . r' (x, y)
= f (x, y)
f (x, y) = i (x, y) . r' (x, y)
where f (x, y ) is the enhanced image.
1.8.4 Computer implementation :
Digitally, homomorphic filtering is carried out by
digitizing the image and storing it as a two dimensional
matrix of numbers. The logarithm of the image is then
taken. Since, in reading the image into the computer we
start reading from the top row of the matrix, the origin
is the element in the first row and the first column.
This origin of this image can be centered in the frequency
domain by multiplying the numbers [f(x,y)] by (-1) in the
spatial domain [17], where f(x,y) represents a pixel of
the digital image in spatial domain. A Fast Fourier
Transform yields the frequency domain representation
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wherein the low frequencies are centered around the center
of the matrix and the high frequencies are concentrated
near the sides and the corners. A filter which reduces
the low frequencies and simultaneously effects a high
frequency boost can be implemented on the image. Inverse
transformation and exponentiation will yield the processed
image. The process is shown graphically in figure 4.
At this point, an inevitable question arises as to
what effect linear filtering would have upon the same
images and to draw a comparison in effectiveness.
1.9 Linear filtering :
An example of linear filtering would be the digital
analog of unsharp masking explained earlier. Since
picture degradation usually involves blurring (and
blurring being an integration operation), a simple analogy
reveals that sharpening involves a differentiation
process. Also, blurring weakens the high frequency
components of an image more than the low ones; this
suggests that pictures can be sharpened by emphasizing
their high frequency components [18].
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1.9. 1 Laplacian enhancement :
If a picture is blurred by a diffusion process it can
be shown to a first approximation that we can restore the
unblurred picture by subtracting from the blurred version
a positive multiple of its Laplacian.
For a detailed derivation the reader is referred to
[19]
The Laplacian is a linear derivative operator given
by :
V =
6*
byx
For a digital picture the discrete analog of the
Laplacian is :
a. a. x
Vf(x, y) = Axf(x' y> + Ayf ( x, y )
= [f(x+l,y) + f(x-l,y) + f(x,y+l) + f(x,y-l)] - 4 f(x,y)
The subtraction of a Laplacian from a picture 'f
results in gray level
"undershoots"
at the bottom of the
ramp and on the low sides of the edges, and
"overshoots"
at the ramp top and on the high sides of the edges. This
increases the contrast at the edges and has a deblurring
effect.
Figure 5 shows the edge enhancement produced by
subtracting the first and second derivative from a
one
dimensional representation of a degraded edge.
>
OJ -* c
> - o
~*
-9J -h
-l-> -a +*
T3 tV
w
CJ
C > i "a {OJ o i c .
d S- OI o
T3 01 01 tr> c SIjJ CQ Cl T3 01 "^
LU CO a{
OI
>
H
-*->
1 o >"\ %. I OI"a\x ul\ o\ Q_ ^_ 33> _q
T3
OJ
T3
o
s_
R^TSUBQ
c
OJ
s
OI
a
I o-- J 1
c
c
- 1
\ LU
^^ Ln\ Jlo LT)
01
OJ
>
>
-l
S--
OJ
T3
xr>
H
Ll_
4 1
-H> + -*->
OI 01 (0 oi in
TT) J- > *n s-
T3 -H -* T3 *
LU U-
Page 25
Note the "undershoot" and "overshoot" (at the "toe"
and "shoulder" respectively) in the final image and its
similarity to the analog unsharp masking technique.
1.9.2 Convolution :
The convolution theorem states that,
f (x, y ) * h (x, y) = F (u, v) . H (u, v)
where
" * " represents the convolution operation,
h (x, y) is the impulse response,
F (u, v) is the image in the frequency domain,
H (u, v) is the transfer function of the system.
Any linear shift-invariant (LSI) operation is a
convolution process. Since the Laplacian is an LSI
operator, applying this to the picture is the same as
convolving with a convolution kernal (in the spatial
domain) defined by,
0 10
1-4 1
0 10
So, if we want to calculate the image minus its Laplacian,
it is the same as convolving with a kernal (in the spatial
domain) defined by,
0-10
-1 5 -1
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1.9.3 Computer implementation :
The operation can be performed in the frequency
domain by Fourier transforming the convolution kernal
(impulse response), multiplying the image in frequency
domain by the transfer function and inverse transforming
to get the enhanced image. Fourier domain operations,
although time consuming, offer much more control over the
individual frequencies than using small kernals like the
one above. These small kernals are generally necessitated
by hardware and time limitations.
In this study, linear filtering was effected in the
frequency domain. The difference between this and
homomorphic filtering being than we did not take the log
before taking the Fourier transform, and subsequently did
not exponentiate after inverse transforming.
1.10 Post Processing :
When the original picture is noisy as well as
blurred, differentiation and high emphasis filtering
cannot be used indiscriminately to sharpen it. Since the
noise generally is contributed to by the high frequencies,
increasing the higher frequencies will increase the noise
simultaneously. As a matter of fact, most edge sharpening
techniques are very noise sensitive; very often some sort
of noise removal technique or "post-
processing" is
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required whenever such techniques are used. These methods
should therefore be restricted to frequency ranges where
the picture signal is stronger than the noise or in the
absence of this noise removal, pre-processing should be
done before any edge enhancement is attempted.
It this study only cases where the signal to noise
ratio was high were investigated.
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2. EXPERIMENTAL j_
2. 1 Materials used :
The images used for this thesis work were continuous
tone, monochrome images. These images were digitized, by
an analog-to-digital converter, to a 512 X 512 array of
numbers, quantized to 8 bits/pixel. The photographs
chosen extended over a range of problems like extended
dynamic range, little or no shadow detail etc. A
portrait-like picture was also used because such
photography is typical to amateur photography. A digital
grayscale was used for comparative study with density
ranges. The photographic resolution of silver halide
photography is much higher than that of a digital image.
So as not to introduce an additional variable of
resolution, the original pictures were digitized,
displayed and copied off a CRT with a graphics camera
without any processing. These pictures are what we refer
to as "originals". Figures 6 and 7 show examples of
original pictures used. For ease of reference, these
images will be referred to as
"building"
and "face".
The digitized images were written to tape in binary
form and processed on a VAX-11/785. Software was
developed on this computer for effecting image processing
on these pictures. All programming was done in the
Fortran-77 language. The software enables user
Page 2 9
Figure 6 : Original image of "building'
Figure 7 : Original image of "face
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to read and write pictures to and from a storage device,
view pixels at any intermediate stage, compute the Fast
Fourier Transform (FFT) of an image, compute the power
spectrum of an image and to implement a variety of digital
filters, on the images. See Appendix A for the source
codes of all these programs.
2.2 Homomorphic filtering :
To effect a non-linear image enhancement on the
images, we resorted to the technique of homomorphic
filtering. To implement this technique on the images, the
log (natural logarithm) of the images was taken. The
image was then fast Fourier transformed to the frequency
domain using IMSL subroutine FFT2C. The power spectrum of
the images was then computed. Figures 8, 9, 10 and 11
show the Fourier transforms and power spectrums of
building and face respectively.
The power spectrum is seen to peak in the low frequency
region (which as mentioned earlier is contributed to
primarily by the illumination component) and plateau off
in the high frequency region (reflectance in the image).
Depending on the power spectrum, a variety of transfer
functions (filters) were implemented on the image. All
filters were rotationally symmetrical (isotropic) and of
zero phase-shift type, and had a smooth transition between
the low and high frequencies. For a detailed explanation
IMSL is a trademark of International Mathematical and
Statistical Libraries Inc.
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Figure 8 : FFT of image "building'
Figure 9 : FFT of image
"face*
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of these filters, the reader is referred to [20]. The
following filters were used - An exponential filter with
cutoff (this is the point of transition between the high
and low frequencies) equal to 0.5 of peak value (exp), an
exponential filter with cutoff equal to l/sqrt(2) of peak
value (exp2), a Butterworth filter with the same
characteristics (butt and butt), and an inverse Gaussian
type filter (gaus). Figure 12 shows a three dimensional
exponential filter. Figure 13 shows a two dimensional
cross-section of the various transfer functions used.
For each transfer function, there are a number of
variables. First, there is the cutoff. Increasing
cutoffs of 5, 11, 22, 36, 53 and 98 which enclose 90, 95,
98, 99, 99.5 and 99.9 per cent of the total energy in the
image were chosen. The total energy is given by,
H-l M-l
E = E(u,v)
Second, there is the factor by which one should
multiply the DC component. It was mentioned earlier that
a reduction in the dynamic range can be effected by
decreasing the low frequencies. The cutoff was multiplied
by 0.5, 0.7, 0.9, 1.0 which means the DC was reduced by 50
%, 30 %, 10 % and 0 % respectively. Figure 14 shows
exponential transfer functions where the DC component is
reduced by 50 %, 30 % and 0 % in the frequency domain.
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The high frequencies are boosted accordingly. The inverse
Gaussian filter also allows user to specify a factor by
which he/she would like to boost the high frequency
components. Program "Filters. for" in Appendix A allows
users to choose any cutoff, low frequency multiplier or
high frequency booster.
The Fourier transformed image was multiplied by these
transfer functions in the frequency domain, inverse
transformed to the spatial domain and exponentiated to
regain the signal. The processing of the pictures
resulted in the pixel values exceeding the dynamic range
of the display system (0-255). As such, the processed
pixels were linearly mapped to fit this range. The
processed pictures were then written to a storage device.
2.3 Linear filtering :
To effect linear filtering on the images, the
homomorphic filtering process was repeated without taking
the log or exponentiating the inversely transformed image.
The log process in homomorphic filtering allows us to
non-linearly operate on the images. By not taking the
log, linear filtering was effected. A comparison in these
two techniques was then investigated.
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2. 4 Viewing images :
The images were viewed on a Deanza 6400 image
processing system. Before copying the images to film, all
images were histogram equalized [21] to take advantage of
the entire dynamic range. Histogram specification [22] to
was also investigated. Here, the histogram of the
original image is stored in memory and then the histogram
of the processed image is specified to this histogram.
Figures 15 and 16 show the original histogram of building
and the histogram after equalizing.
The photographs were copied off the CRT onto Kodak
film type Plus-X using a Dunn Instruments Graphics Camera,
and printed on Kodak Polycontrast RC paper. The film was
developed in D-76 and the paper using developer D-72. All
developing and printing was done using standard Kodak
recommended methods ( instructions printed with film and
chemicals) and developing times. Tone reproduction
control was maintained by acquiring
"normal" densities for
the digital grayscale. Since all other factors were kept
constant, the processed images were printed at the same
exposure as for the grayscale. The images were printed to
5" x 7" size and a subjective analysis was done using a
panel of judges.
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2. 5 Subjective analysis :
The measurement of image quality
"improvement" by
homomorphic and linear filtering was done by using the
method of paired comparison. In this method, a panel of
judges were given a set of pictures processed using a
specific transfer function. Within this transfer
function, the images were processed with different cutoffs
and different reductions in the DC component (as mentioned
above). Images shown to the judges were processed both
homomorphically and linearly using the same transfer
function. The judges compared one image to the other and
simply demonstrated a preference. Within one tranfer
function, there were six images, three homomorphic and
three linear, each reduced in DC component by 50, 30 and 0
percent. That resulted in 15 possible combinations within
one image (see Tables 1-12 in RESULTS). All possible
combinations were shown to the judges. This was repeated
for the other images. In all, four sets were shown making
it a total of 60 combinations. It was felt that any more
images would tire the judges and the data would not be
dependable .
30 judges were used for subjective analysis. The
judges were both skilled and unskilled in the field of
Imaging science. The prints were viewed in a viewing
booth with a 5000K light source. The viewing distance was
approximately 15 inches. The judges were asked to ignore
scratches, spots or other processing marks on the prints.
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They had to simply select one image over the other based
on a personal preference. They were asked to be as
consistent as possible. As example of the sheet presented
to each judge is attached in Appendix D.
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3. RESULTS :
The digitally processed images were shown to a total
of 30 judges. As mentioned before, the images were
processed with a cutoff radius of 5. The cutoff is the
transition point between the low and high frequencies. In
the transfer functions used this was a smooth transition
and not a sharp one as in an ideal high pass filter. The
images face and building were processed by an exponential
and a butterworth transfer function. Within each transfer
function, there was a cutoff frequency equalling l/sqrt(2)
of peak value. An image processed with a transfer
function had three DC component multipliers, 0.5, 0.7 and
1.0. Taking both linear and nonlinear filtering into
consideration, there were 6 processed images for one
transfer function. These six processed images form one
set shown to the judges. Taking all possible combinations
of these 6 images, there were 15 combinations for each set
of images. In the subjective analysis, then, there were 4
sets of 6 images each giving a total of 60 combinations
shown to each judge.
The 6 images (in each set) shown to the judges were
arbitrarily referred to as A, B, C, D, E and F.
3. 1 Least squares ranking/explanation:
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The technique used for ranking the images for one set
of images is explained here. The remaining set of images
were analyzed in an identical manner.
The objective was to find a relative ranking between
the images in one set i.e A through F. The mean of the
best image in each set was used as an indication of the
preferred technique of operation, either linear or
homomorphic .
It was assumed that the observations of the judges
followed a Gaussian probability distribution. The
relative distances of the 6 images were found by taking
one image as the starting point and determining the
distances of the others from this image. That is, the
interest was in finding the relative distances between the
6 images, which would give an arbitrary ranking from 1 to
6. A least squares solution to the problem was
determined. The final observed distances will be in units
of standard deviation.
The zero point was arbitrarily set for one (say A) of
the 6 images and the distances of the other 5 were
measured from A. To determine the relative distances, we
considered the matrix M, In this matrix, A was set to 0.
The first row represents the distance from A to B i.e.
A-B which is -B. The B column (first column) was set to
-1 and the remaining columns to 0, since in this case only
the distance of B from A was being determined. Similarly,
Page 4 6
the second row represents A-C, the third A-D....and so on.
We had fifteen combinations and hence we have fifteen rows
each representing one combination shown to a judge.
B C D E F
M =
-1 0 0 0 0 (A-B)
0 -1 0 0 0 (A-C)
0 0 -1 0 0 (A-D)
0 0 0 -1 0 (A-E)
0 0 0 0 -1 (A-F)
1 -1 0 0 0 (B-C)
1 0 -1 0 0 (B-D)
1 0 0 -1 0 (B-E)
1 0 0 0 -1 (B-F)
0 1 -1 0 0 (C-D)
0 1 0 -1 0 (C-E)
0 1 0 0 -1 (C-F)
0 0 1 -1 0 (D-E)
0 0 1 0 -1 (D-F)
0 0 0 1 -1 (E-F)
The least squares solution to this matrix was
the
matrix LEAST.
T -IT
LEAST = [ M. M ] . M
which was a 5 X 15 matrix such as this,
r
LEAST
-1/3 -1/6 -1/6
-1/6
-1/6 -1/3 -1/6
-1/6
-1/6 -1/6 -1/3
-1/6
1/6 -1/6 -1/6 -1/3
-1/6 -1/6
-1/6 -1/6 -1/3
-1/6 1/6
-1/6 -1/6
-1/6 0
-1/6 0
1/6 1/6
0 0
1/6 0
0 -1/6
0 0
1/6 0 0
0 1/6 1/6
0 -1/6 0
0 0 -1/6
1/6 0 0
0 0 0 0
1/6 0 0 0
0 1/6 1'6 0
0 -1/6 0 16
1/6 0 -1/6 -1/6
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We refer to the values of our final scale (1-6) as scale
values-S.V. These are to be determined. The observed
values-O.V.are the distances we obtained from showing the
images to the judges (shown in tables 1-12). Therefore,
M X (S.V.) = (O.V.)
( mT M ) MT.*!S.V.) = MT. (O.V.)
(S.V.) = ( M% )". MTX (O.V.)
or Scale value = [LEAST] X [DISTANCE]
This matrix [LEAST] was multiplied by the distance
matrix [DISTANCE] to give the relative ranking of the
images .
The distance matrix [DISTANCE] was determined as
follows. For one image, the total number of times one
image scored a win (or loss) over the other was noted from
the data collected from all the 30 judges. The percent
win or loss was then calculated. Since it was assumed
that the observations were Gaussianly distributed, the
corresponding values were then taken from a cumulative
Gaussian probability table. Depending on the data, the
value was either positive or negative. This gave the the
relative distances from the mean (standard deviation),
which is referred to as the distance matrix [DISTANCE].
The 5 X 15 matrix [LEAST] multiplied by the 1 X 15 matrix
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[DISTANCE] gave us a 1 X 5 matrix indicating the relative
distances (scale values) of the images from each other or
from A which we used as a reference point in this case.
The corresponding observations and calculations are
tabulated in tables 1 through 12.
RESULTS FOR IMAGE : FACE
Total no of judges : 30
Cutoff frequency : 5
Exponential transfer function
Value at Cutoff = l/sqrt(2) of peak
Table 1
Proc. image Filter type DC multiplied by
A
B
Homomorphic
Linear
0.5
0.5
C
D
Homomorphic
Linear
0.7
0.7
E
F
Homomorphic
Linear
1.0
1.0
Table 2
No. Combination Win or loss Percent Distance Matrix
1 A vs. B B = 24 80.00 -.84
2 A vs. C C = 21 70.00 -.52
3 A vs. D D = 22 73.33 -.63
4 A vs. E E = 19 63.33 -.34
5 A vs. F F = 19 63.33 -.34
6 B vs. C C = 01 36.67 .34
7 B vs. D D = 11 36.67 .34
8 B vs. E E = 08 26.67 .63
9 B vs. F F = 17 56.67 -.15
10 C vs. D D = 19 63.33 -.34
11 C vs. E E = 20 66.67 -.43
12 C vs. F F = 17 56.67 -.16
13 D vs. E E = 14 46.67 .08
14 D vs. F F = 17 56.67 -.16
15 E vs. F F = 16 53.33 -.08
Actual Distance from A = [LEAST] X [DISTANCE]
Table 3
Proc. Image Actual Distance Ranking
A 0.00 1
B 0.79 6
C 0.32 2
D 0.54 4
E 0.44 3
F 0.59 5
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RESULTS FOR IMAGE : FACE
Total no of judges : 30
Cutoff frequency : 5
Butterworth transfer function
Value at Cutoff= l/sqrt(2) of peak
Table 4
Proc. image Filter type DC multiplied by
A
B
Homomorphic
Linear
0.5
0.5
C
D
Homomorphic
Linear
0.7
0.7
E
F
Homomorphic
Linear
1.0
1.0
Table 5
No. Combination Win or loss Percent Distance Matrix
1 A vs. B B = 17 56.67 -.15
2 A vs. C C = 14 46.67 .08
3 A vs. D D = 15 50.00 .00
4 A vs. E E = 18 60.00 -.25
5 A vs. F F = 15 50.00 .00
6 B vs. C C = 11 36.67 .34
7 B vs. D D = 12 40.00 .25
8 B vs. E E = 16 53.33 -.08
9 B vs. F F = 19 63.33 -.34
10 C vs. D D = 17 57.67 -.15
11 C vs. E E = 19 63.33 -.34
12 C vs. F F = 18 60.00 -.25
13 D vs. E E = 16 53.33 -.08
14 D vs. F F = 15 50.00 .00
15 E vs. F F = 13 43.33 .15
Actual Distance from A = [LEAST] X [DISTANCE]
Table 6
Proc. Image Actual Distance Ranking
A 0.00 2
B 0.11 3
C -0.14 1
D 2.33 6
E 0.20 5
F 0.13 4
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RESULTS FOR IMAGE : BUILDING
Total no of judges : 30
Cutoff frequency : 5
Exponential transfer function
Value at Cutoff l/sqrt(2) of peak
Table 7
Proc. image Filter type DC multiplied by
A
B
Homomorphic
Linear
0.5
0.5
C
D
Homomorphic
Linear
0.7
0.7
E
F
Homomorphic
Linear
1.0
1.0
Table 8
No. Combination Win or loss Percent Distance Matrix
1 A vs. B B = 01 03.33 1.88
2 A vs. C C = 04 13.33 1.13
3 A vs. D D = 11 36.67 0.34
4 A vs. E E = 02 06.67 1.48
5 A vs. F F = 05 16.67 0.95
6 B vs. C C = 22 73.33 -0.63
7 B vs. D D = 25 83.33 -0.97
8 B vs. E E = 21 70.00 -0.52
9 B vs. F F = 24 80.00 -0.84
10 C vs. D D =21 70.00 -0.52
11 C vs. E E = 14 46.67 0.08
12 C vs. F F = 15 50.00 0.00
13 D vs. E E = 08 26.67 0.63
14 D vs. F F = 11 36.67 0.34
15 E vs. F F = 13 76.67 -0.73
Actual Distance from A = [LEAST] X [DISTANCE]
Table 9
Proc. Image Actual Distance Ranking
A 0.00 6
B -1.77 1
C -1.12 3
D -0.61 5
E -1.36 2
F -0.92 4
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RESULTS FOR IMAGE : BUILDING
Total no of judges : 30
Cutoff frequency : 5
Butterworth transfer function
Value at Cutoff = l/sqrt(2) of peak
Table 10
Proc. image Filter type DC multiplied by
A
B
Homomorphic
Linear
0.5
0.5
C
D
Homomorphic
Linear
0.7
0.7
E
F
Homomorphic
Linear
1.0
1.0
Table 11
No. Combination Win or loss Percent Distance Matrix
r 1 A vs. B B = 24 80.00 -0.84
2 A vs. C C = 23 76.67 -0.73
3 A vs. D D = 23 76.67 -0.73
4 A vs. E E = 24 80.00 -0.84
5 A vs. F F = 24 80.00 -0.84
6 B vs. C C = 16 53.33 -0.08
7 B vs. D D = 15 50.00 0.00
8 B vs. E E = 14 46.67 0.08
9 B vs. F F = 18 60.00 -0.25
10 C vs. D D =16 53.33 -0.08
11 C vs. E E =20 66.67 -0.43
12 C vs. F F = 18 60.00 -0.25
13 D vs. E E = 15 50.00 0.00
14 D vs. F F = 22 73.33 -0.63
15 E vs. F F = 24 80.00 -0.84
Actual Distance from A = [LEAST] X [DISTANCE]
Table 12
Proc. Image Actual Distance Ranking
A 0.00 1
B 0.76 5
C 0.67 2
D 0.69 3
E 0.72 4
F 1.13 6
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In table 3, A = 1 and B = 6. It was therefore
concluded that A was the worse and B was the best under
the circumstances listed in tables 1 through 3.
A similar process gave the ranking for the other set
of images.
To compute which was better homomorphic or linear,
the mean of all the rankings for the linearly processed
im
(in all four sets) was taken.
ages and those of the homomorphically processed images
For linearly processed images,
Lmean =6+4+5+3+6+4+1+5+4+5+3+6/12
= 4.33
Similarly, for homomorphically processed image,
Hmean =1+2+3+1+2+4+6+3+2+2+1+5/12
= 2.67
The means gave an indication of which technique was
preferred in general. In this case, linear filtering was
chosen by a factor of 1.66 standard deviations.
Figures 17 through 20 show the images in the four
sets that were preferred the most by the judges.
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Figures 21 and 22 are images of face which have been
processed by a linear filter. Figure 21 shows face before
histogram equalization and figure 22 show the same image
after equalization. Note the contouring generated in the
equalized image. This indicated that in images of low
dynamic range (like face) post-processing had negative
effects and that in linearly processed images this process
was unnecessary.
Figures 23 and 24 are images of building before and
after equalization. Before equalization the image had
very few gray levels hence indicating that histogram
equalization (or some such post-processing) was a must in
homomorphic filtering.
Figure 25 and 26 show the effect produced when the
high frequency components in building and face were
boosted by a factor greater than 2. This indicated that
edge sharpening (high frequency boost) cannot be
implemented indiscriminately.
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Figure 17 : FACE : Most preferred image
Image "A" in table 3
Figure 18 : FACE : Most preferred image
Image "C" in table 6
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Figure 19 : BUILDING
Image
Most preferred image
in table 9
Figure 20 : BOILDING : Most
preferred image
Image
"A" in table 12
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Figure 21 : FACE : Linearly processed
Before histogram equalization
Figure 22 : FACE : Linearly processed
After histogram equalization
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Figure 23 : BUILDING: Homomorphically processed
Before histogram equalization
Figure 24
N
BUILDING: Homomorphically processed
After histogram equalization
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Figure 25 : FACE : Homomorphically processed
High frequencies boosted by factor of 2.5
Figure 26 : BUILDING: Homomorphically processed
High frequencies boosted by factor of 2.5
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DISCUSSION :
4.1 Data precision :
With respect to processing the images on VAX-11/785,
it was found that the precision of the data is of a prime
consideration, especially when resorting to homomorphic
filtering. The input was a 512 X 512, 8 bit image. In
taking the log of the image and converting to complex data
type, the image had to be converted to data with 32 bits
of precision. After processing the image by a linear or a
nonlinear filter, the data had to be reconverted to its 8
bit form because of the physical limitations imposed by
the display system (A Deanza 6400 image processing system
was used for display) . The processed pixel vales had to
be rescaled to fit the 0-255 range (8 bits). It became
questionable as to at what stage in the processing should
one rescale the values, at the real number stage (32 bit
precision), or at an integer number stage (16 bit
precision). It was found that rescaling at the integer
number stage (which means the data had already been
truncated) resulted in the homomorphic filtered image
being so dark (very few gray levels in the bright region)
that it made it impossible to see the final image unless
substantial post-processing was done. As such, any
subjective analysis would prove to be futile. Rescaling
at the real number stage gave an image which was
relatively brighter but still dark
when compared with the
image processed with the linear filter.
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In using linear filtering, rescaling at either stage
(real or integer) had a minimal effect because the final
image had most of its gray levels in the bright region.
It was observed that in processing the image
homomorphically, the output image had a very low dynamic
range and truncating the numbers caused this range to
become even lower. Hence, the images appeared very dark.
When scaled at the real number stage the low dynamic range
was expanded and resulted in a brighter image. The low
dynamic range in the processed image could also be due to
the precision of the computer. The log operation forces
floating point operations which limit the precision of the
computer. Also, the log operation reduces all densities
to lower numbers. Atlthough conceptually this loss can be
regained by the exponentiating process, in actuality this
was found not to be the case. Again, the computer
precision on these floating point operations could be the
cause. It is definitely related to these processes
because when using linear filtering (no log or exp)
rescaling at either stage had minimal effect.
A recent conversation with a graduate student at
University of Utah where Stockham[15] teaches revealed
that the few gray levels in the output image could also be
due to the nonlinearity of the CRT. Evidently, Stockham
recently presented a paper regarding
this at the
University. Apparently, by calibrating this they have
obtained excellent results with homomorphic filtering.
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Although something worth investigation, this is beyond the
scope of this study.
4. 2 Post-process ing :
Thus, it was found that some sort of post-processing
is a must when using homomorphic filtering. Homomorphic
filtering implemented without any post processing is a
potential failure. In cases where time is an important
criteria, then, linear filtering should be the logical
choice. The time required post-processing depends on the
technique used and the hardware employed. Histogram
equalization in this study added a CPU time of 20 % to the
processing time of each image.
Among the post-processing techniques attempted were
histogram stretching, histogram specification and
histogram equalization. Significant results could only be
obtained using either equalization or specification.
Histogram stretching still resulted in a substantially
dark image. Histogram specification of the processed
image to that of the original image gave results
comparable to histogram equalization. However, this
process is specific to each image under consideration. It
was the objective of this study to find an optimum
processing technique which could operate on amateur
pictures in the minimum amount of time. As such, we
resorted to histogram equalization which could be
implemented on all images.
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Again, it must be reiterated that the effect of
histogram equalization was significant only on the
homomorphically processed image (such as building) and not
on the linearly processed image. The homomorphically
processed building, after equalization, gave an image
significantly better than the original, but with only a
subtle difference when compared to the linearly processed
image. The exact "improvement", determined by subjective
analysis(as mentioned earlier), maintained that linear
filtering should be preferred over homomorphic filtering
but the difference in the final processed images was
minimal .
In an image with a very small dynamic range like
"face", histogram equalization on both the linearly and
the homomorphically processed images resulted in
substantial artifact generation( contouring) . Without this
post-processing, however, homomorphic filtering resulted
in an unacceptably dark image. As a compromise and to
remain consistent, histogram equalization was implemented
on these images before subjective analysis was done.
However, it must be mentioned that the linearly processed
image with no post-processing was the
"best" image one
could obtain in using portrait-like images. Where the
dynamic range is low, homomorphic filtering is not
recommended at all.
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The contouring generated by "null bits" was not
readily observed by many judges. The photographic process
rendered the contouring more like a shadow. This was how
many untrained judges saw it and did not find it
obtrusive. The contouring was definitely obtrusive when
viewed on a display device such as a CRT.
4. 3 Effect of increasing cutoff :
As the cutoff was increased from 5, 11 ....to 98, the
images appeared either to get darker( in the case of
homomorphic filtering) or to have no significant
change( linear filtering). A small radius of 5 encloses 90
% of the total energy in the image. We found that this
cutoff distance was the best choice as increasing this had
either negative effects or no significant improvement.
4. 4 Effect of different DC component multipliers :
As should be obvious, the more the DC component was
reduced, the darker the processed image appeared. If more
than 50% of the DC was reduced, then the final
images( processed homomorphically) were too dark to be
lightened by histogram equalization. Increasing DC
multiplying factors were used to the point where the DC
was multiplied by 1.0, so that the low frequencies were
not reduced at all. As the DC component was increased the
corresponding high frequencies were all boosted. In
homomorphic filtering, when these high frequencies were
increased to 2 and beyond, a halo was generated on objects
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in the images, an unacceptable result. The subjective
analysis technique resorted to maintained that the DC
reduction should be 30 percent or less.
4. 5 Final analysis :
In the final analysis, the subjective analysis
maintained that linear filtering was the preferred method
of operation when the final viewer was a human observer.
With histogram equalization implemented on both the
linearly and the homomorphically processed image, the
difference in the final image was minimal. Many judges
had difficulty in judging the difference. As such, it
seems futile to go through the additional log and
exponential stage, as well as post processing (this had to
be done when using homomorphic filtering) while processing
amateur photographs. Linear filtering, which did not
require these stages, was not only computationally more
efficient, but in general, the images processed using this
technique were preferred by the judges.
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5 CONCLUSION :
Although digital images take up a lot of memory and
computing time, it can be safely concluded that given a
general purpose computer like the VAX-11/785, digital
image processing is a practical resort in processing
amateur pictures. The programs in appendix A indicate
that frequency domain processing can be implemented in
only 3.5 minutes of CPU time. Needless to mention, as
technology advances, this time will become even more
tangible. Digital image processing, then, need not be
limited to the domain of company research labs with
expensive image processing equipment. It is already in
the domain of an average computer user.
When the final viewer is the human observer and image
enhancement is attempted, it is concluded that, in
general, linear filtering should be preferred over
homomorphic filtering. Linear filtering was both
computationally less demanding and subjectively more
pleasing .
When using homomorphic filtering, post processing
techniques such as histogram equalization are a must.
Without post-processing, homomorphic filtering results in
unacceptable images(very few gray levels in output image).
In linear filtering post processing is not necessary.
Techniques such as histogram equalization had minimal
effect on images filtered linearly. In processing
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portrait-like pictures, with little dynamic range, linear
filtering resulted in considerable artifact generation
which may or may not be obtrusive, depending on the final
method of viewing the image. The artifact generation was
not found to be obtrusive by untrained judges when the
final output medium was photographic paper. It is
definitely unacceptable when viewed on a CRT display
device .
The output device in this study required that we
display only 8 bit images. As such rescaling of the
processed images was necessitated. Such rescaling of
pixel values should be done before converting the numbers
to integers(at the real number stage) and storing on disk
or tape.
In using radially symmetrical, zero phase-shift,
frequency domain filters, increasing cutoff has negative
effects or offers no significant advantage. A small
radius(cutof f ) like 5 which encloses 90 % of the energy
should be chosen.
The low frequency components should be reduced only
slightly. A reduction in excess of 50 % gives
unacceptable images. DC should be reduced by
approximately 30 percent or less. Likewise, a high
frequency boost beyond a factor of 2 times the original
frequency content results in substantial artifact
generation. Depending on the size of the object, it may
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generate a halo around it when homomorphic filtering is
implemented .
Whereas, in general, it is concluded that linear
filtering is preferable over homomorphic filtering, the
statement is true only under the given circumstances.
More study is required under different circumstances, as
the number of variables in a photographic process are
many. See "Suggestions for future study".
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6. SUGGESTIONS FOR FUTURE STUDIES :
A number of areas of future study have been suggested
by this thesis work. This study was restricted to
monochrome images. An obvious extension of this is a
similar study done with color images. Although it would
seem that color images would follow the same results as
obtained on monochrome images, the practical results could
be substantially different. The individual effects on the
three channels (red, green and blue) could be different.
We noticed that rescaling at the real number stage as
compared to the integer number stage gave different
results. In color, rescaling each of the three channels
differently might give different results. Histogram
characteristics of each of the three channels could be
studied as well. Subjective responses to color are
significantly different than those with monochrome images.
Most amateur photography continues to be done in color.
As such, an attractive investigation would be to research
on whether homomorphic or linear filtering would be better
(subjectively) for color photography.
Histogram equalization was the choice of
post-processing employed in this study. Histogram
specification, histogram sliding and stretching are other
methods of post-processing which need to be studied and
quantified. There must be an optimum choice depending on
whether homomorphic or linear filtering was implemented on
the images.
Page 70
This study was restricted to radially symmetrical
(isotropic) and zero phase shift filters. Anisotropiic
filters need to be investigated. Depending on the power
spectrum of the images, each filter could be quantified.
That is, a computer program could be developed which
computes the power spectrum and then chooses an optimum
filter.
Image enhancement was the only objective in this
study. Image restoration, stochastically implemented,
needs to be studied. If image restoration is necessitated
by the situation, would it be better to operate on the
images homomorphically or linearly ?
Most image processing systems prefer to operate on
the images with small 3X3 convolution kernals because of
the ease of operation in hardware. Fast Fourier
Transforms are time consuming. However, we are all well
aware of the fact that FFT's offer much more control over
the individual frequencies. As computers become faster
and cheaper a comparative study of linear and nonlinear
filtering in the spatial or frequency domain needs to be
studied. Even with a super-mini computer like the
VAX-11/785 used in this study, the entire processing of
one image took no more than 3.5 minutes of CPU time.
Computer enhancements will decrease this CPU time. With a
large main-frame, the processing time could be reduced by
orders of magnitude. Should we then, continue to work in
the spatial domain or do all filtering in the frequency
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domain ? In either case, should linear or homomorphic
filtering be the choice or operation ? - these are
typical questions that arise.
As image digitizing and storage devices become
cheaper and more efficient, the electronic imaging
industry will start working with larger, higher resolution
images. This study was restricted to standard 512 X 512,
8 bit images, because current technology has made this
size a pseudo-standard. However, high definition TV is
already becoming a reality. As resolution and image sizes
grow larger, this study needs to updated and repeated on
larger images.
Last but not the least, conventional silver halide
photography was the choice of input and output used in
this study. This process has its own variables, like
graininess, granularity, non-linearity, image
magnification, contrast range etc. We chose a convenient
film and photographic paper with a "standard" developer,
and consistently employed them throughout this study.
However, the visual perception of the observer, and hence
the final image quality is a function of all these
variables. It will definitely change if any one of these
factors is varied. These factors need to investigated.
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APPENDIX A
This appendix contains the source codes of the all the software
developed for this thesis to effect homomorphic and linear filtering
on digital images. All programs are written in FORTRAN-77 on a
VAX-11/7 85.
The programs follow in this order :
1. FILTERS. FOR. ..... .Main program
2. FFT. FOR Computes FFT of an image
3. FFT2D.F0R Subroutine reqd. by FFT. FOR
4. POWER. FOR Computes power spectrum
5. PIXIN.FOR Subroutine; reads in binary image
6. PIXOUT.FOR Subroutine; writes binary image
7. FRAM16.F0R. Subroutine ;allows user to view pixels
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********************************************************************
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
Program Identification : FILTERS. FOR
Program to effect Homomorphic and Linear filtering.
This program allows users to effect homomorphic or linear
filtering on 512 X 512 , 8 bit images. In the case of
Homomorphic filtering the transfer function is operated on
the log of the image(hence non-linear). Linear filtering
simply means that the log of the image is not taken.
All filters are effected in the frequency domain. The
processed images are rescaled to fit the 0-255 range.
This program allows users to choose from 5 different transfer
functions - 2 types of exponential filters, 2 types of
Butterworth filters ( refer Gonzales and Wintz - DIP ) , and
a Gaussian type of filter. All filters are isotropic
(radially symmetrical) and of zero-phase shift type.
The user is prompted for the Cutoff he/she desires and
the factor by which he wishes to mutiply the DC component.
The comments in the program explain the procedure used.
Reqd. Subroutines PIXIN.FOR
FRAM16.F0R
FFT2D.F0R
FFT2C.0BJ
PIXOUT.FOR
(reads in binary image)
(for viewing pixels)
(FFT routine)
(IMSL FFT routine)
(writes image to disk)
Reqd. Library LIB IMSLS/LIB (or just use FFT2C.0BJ)
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*
*********
*
M.S. Thesis.
Rochester
Nitin Sampat
Imaging and Photographic Sc .
Institute of Technology
Variable Identification
IMAGE
RIMAGE
CIMAGE
CUTOFF
LFACTOR
HFACTOR
FREQ
RMIN
RMAX
FILTER
512 , 8
as real
bit image
numbers
512 X
Image
Image as Complex data type
Transition pt . between low and high freqs .
Multiplicative factor for DC component
Multiplicative factor for high freqs .
Frequency of image
Minimum of real image
Maximum of real image
Transfer function
*********
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*
*
*
*
*
*
*
*
* CHOICE
* TYPE
* IWK , RWK , CWK
* U,V
* I, J
* BELL
*
*********
*
* Type dec:lar
*
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= Determines if Homomorphic or Linear *
= Determines type of transfer function *
= Work vectors required by FFT2C.OBJ *
= Frequency variables (as far as possible) *
= Spatial domain variables *
= Audible signal *
*
*********
*
1 and storge allocation : *
*
*
*********
*
*
*
CHARACTER*1 BELL
CHARACTER*6 CHOICE
INTEGER*4 U, V, IWK ( 3222 )
INTEGER*2 IMAGE ( 512, 512 ), TYPE
REAL*4 RWK ( 3222 ), CUTOFF, HFACTOR,
1 LFACTOR, RIMAGE ( 512, 512 ), RMIN, RMAX, FREQ
C0MPLEX*8 CIMAGE ( 512, 512 ) , CWK ( 512 ), FILTER ( 512, 512 )
PARAMETER ( PI = 3.141592654, N = 512, M = 512 )
PARAMETER ( BELL = CHAR (7) )
*
*********
*
Program block : *
*
Read in binary image from disk :
CALL PIXIN ( IMAGE, N, M ) ! Read in Image
View pixels ( this is a debug statment , compile program
with $ FOR/D_LINES option if you wish to include this
as part of the program :
D CALL FRAM16 ( IMAGE, N, M ) IView image pixels
*
Inquire filter type i.e Homomorphic or Linear :
10 WRITE ( 6, 100 )
100 FORMAT (/, IX, 'Do you wish to use a Homomorphic filter or1,/,
1 IX, 'a linear filter ? (Type HOMO or LINEAR) :', $ )
READ ( 5, '(A)', END = 10 , ERR = 99 ) CHOICE
IF ( CHOICE .NE. 'HOMO' .AND. CHOICE .NE.
'homo'
.AND.
1 CHOICE .NE. 'LINEAR' .AND. CHOICE . NE .
'linear' ) THEN
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WRITE ( 6, * ) BELL
WRITE ( 6, * ) '
WRITE ( 6, * ) CHOICE, ':FILTER TYPE UNKNOWN'
WRITE ( 6, * ) 'PLEASE CHOOSE HOMO OR LINEAR !'
GOTO 10
END IF
!Return for correct filter type
Prompt for desired filter
WRITE ( 6, 1002
FORMAT (/, IX,
1
1
1
1
1
1
1
1
1
1
1
1
1
1
IX,
IX,
IX,
ix,
/, ix,
ix,
/, ix,
ix,
/, ix,
ix,
/, ix,
ix,
/ ix,
ix,
)
You may choose from the following high pass',/,
filters to be implemented on your image : ' ,/ ,
(NOTE : All filters are of isotropic and zero',/,
phase-shift type )', // ,
1. Exponential with transfer function = 0.5 of,
its peak at the specified cutoff ,/,
2. Exponential with transfer function=l/sqrt( 2 ) ' ,
of its peak at specified cutoff,/,
3. Butterworth with transfer function = 0.5 of,
its peak at specified cutoff,/,
4. Butterworth with transfer function=l/sqrt( 2 ) ' ,
of peak at specified cutoff,/,
5. Gaussian filter ( you will be prompted for' ,
cutoff, frequency characteristics etc.)',//,
Please choose the appropriate number : ' , $ )
READ ( 5, END = 20, ERR = 999 ) TYPE
Inquire details about filter chosen. All filters require
user to specify the cutoff frequency point and how much he
wants to attenuate the DC component by. The Gaussian
filter allows user to also specify the factor by which
the high-frequencies should be multiplied by :
*
*
*
*
*
Read in cutoff
WRITE ( 6, 1001 )
FORMAT(/, IX, 'What is the cutoff value you desire',/,
1 IX, '-This is point of transition between',/,
1 IX, 'low and high frequencies :', $ )
READ ( 5, *, END = 30 , ERR = 999 ) CUTOFF
Read in factor by which dc component is to be multiplied
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40 WRITE ( 6, 1004 )
1004 FORMAT(/, lx, 'DC component should be multiplied by ' ,/ ,
1 IX, 'what factor ? :', $ )
READ ( 5, *, END = 40, ERR = 999 ) LFACTOR
If choice is a Gaussian filter then inquire for multiplication *
factor for the high frequencies : *
IF ( TYPE .EQ. 5 ) THEN ! Read in HFACTOR
WRITE ( 6, 1003 )
FORMAT (/, IX, 'High frequencies in your image should be',/,
1 IX, 'multiplied by what factor ?', $ )
READ ( 5, * , END = 50, ERR = 999 ) HFACTOR
END IF
Print out a small courtesy message *
WRITE ( 6, 1013 )
FORMAT(/, IX, 'Working. .Please be patient ', /,
1 IX, 'The processing takes about 3.5 minutes of CPU time')
IF ( CHOICE .EQ. 'HOMO' .OR. CHOICE .EQ. 'homo' ) THEN
*
*
Take natural log of image, convert to complex type, and
multiply by (-1)**(I+J) to center origin in frequency domain.
DO J = 1 , M
DO I = 1, N
CIMAGE ( I, J ) = CMPLX (( LOG ( REAL ( IMAGE ( I, J ) + 1 )))
1 * (( -1) ** ( I + J )))
END DO
END DO
END IF
IF ( CHOICE .EQ.
'LINEAR'
.OR. CHOICE .EQ. 'linear' ) THEN
Do not take the log (hence linear!), convert to complex
*
type and multiply by (-1)**(I+J) to center origin in frequency
*
domain .
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DO J = 1, M
DO I = 1, N
CIMAGE ( I, J ) = CMPLX ( ( REAL ( IMAGE ( I, J ) ) )
1 * (( -1) ** ( I + J ) ) )
END DO
END DO
END IF
Fourier transform image to the frequency domain :
CALL FFT2D ( CIMAGE, N, 1 )
* Here, we compute the frequency by calculating the distance
* from the center of the matrix ( 257, 257 ). Depending on
* the users choice earlier, the appropriate filter is generated
* with the desired characteristics. This filter is then
* multiplied by the complex image in the frequency domain
IF ( TYPE .EQ. 1 ) THEN
Use an exponential filter with cutoff = 0.5 of peak
DO V = 1, M
DO U = 1, N
FREQ = SQRT ( REAL ((( U - (N/2+1 )) **2 ) +
1 ( ( V - (M/2+1) )**2 ) ) )
! Compute Frequency
IF ( FREQ .EQ. 0.0 ) THEN
FILTER ( U, V ) = LFACTOR
ELSE
FILTER ( U, V ) = LFACTOR + EXP ( - ( CUTOFF / FREQ ) )
! Compute filter
END IF
CIMAGE ( U, V ) = CIMAGE ( U, V )
* FILTER ( U, V )
IMultiply image by filter
END DO
*
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END DO
*
ELSEIF ( TYPE .EQ. 2 ) THEN
Use an exp filter with value at cutoff = l/sqrt( 2 . 0 )of max. *
DO V = 1, M
DO U = 1, N
FREQ = SQRT ( REAL ((( U - (N/2+1 )) **2 ) +
1 ( ( V - (M/2+1) )**2 ) ) )
! Compute frequency
IF ( FREQ .EQ. 0.0 ) THEN
FILTER ( U, V ) = LFACTOR
ELSE
FILTER ( U, V ) = LFACTOR +
1 ( EXP ( - 0.347 * ( CUTOFF / FREQ ) ) )
! Compute filter
CIMAGE ( U, V ) = CIMAGE ( U, V ) * FILTER ( U, V )
IMultiply image by filter
END IF
END DO
END DO
ELSEIF ( TYPE .EQ. 3 ) THEN
Use a Butterworth filter with cutoff = 0.5 of peak
DO V = 1, M
DO U = 1, N
FREQ = SQRT ( REAL ((( U - (N/2+1 )) **2 ) +
1 ( ( V - (M/2+1) )**2 ) ) )
! Compute Frequency
IF ( FREQ .EQ. 0.0 ) THEN
FILTER ( U, V ) = LFACTOR
ELSE
FILTER ( U, V ) = LFACTOR +
1 1.0 / ( 1.0 + ( ( CUTOFF / FREQ )**2 ) )
! Compute filter
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END IF
CIMAGE ( U, V ) = CIMAGE ( U, V ) * FILTER ( U, V )
! Multiply image by filter
END DO
END DO
ELSEIF ( TYPE .EQ. 4 ) THEN
Use a Butterworth filter with cutoff = l/sqrt(2) of peak *
DO V = 1, M
DO U = 1, N
FREQ = SQRT ( REAL ((( U - (N/2+1 )) **2 )+ ! Compute Frequencj
1 ( ( V - (M/2+1) )**2 ) ) )
IF ( FREQ .EQ. 0.0 ) THEN
FILTER ( U, V ) = LFACTOR
ELSE
FILTER ( U, V ) = LFACTOR + ( 1.0 / ( 1.0+ (0.414*
1 ( CUTOFF / FREQ )**2 ) ) )
! Compute filter
CIMAGE ( U, V ) = CIMAGE ( U, V ) * FILTER ( U, V )
IMultiply image by filter
END IF
END DO
END DO
ELSE
Use a Gaussian filter
DO V = 1, M
DO U = 1, N
FREQ = SQRT ( REAL ((( U - (N/2+1 )) **2 )+
1 ( ( V - (M/2+1) )**2 ) ) )
! Compute Frequency
FILTER ( U, V ) = HFACTOR - ( HFACTOR
- LFACTOR ) *
Page 85
1 EXP ( - PI * ( ( FREQ / CUTOFF ) **2 ) )
! Compute filter
CIMAGE ( U, V ) = CIMAGE ( U, V ) * FILTER ( U, V )
IMultiply image by filter
END DO
END DO
END IF
Fourier transform image back to space :
CALL FFT2D ( CIMAGE, N, -1 ) ! Transform Imgae to space
If the choice was a homomorphic filter then, multiply image
by (-1)*(I+J) to shift origin back to top left, and
exponentiate. Since we added 1 to the image while taking the
log we will now subtract 1 to compensate. Also, the
exponentiated image is converted to real in this block
IF ( CHOICE .EQ. 'HOMO' .OR. CHOICE .EQ.
'homo' ) THEN
DO J = 1, M
DO I = 1, N
CIMAGE ( I, J ) = CIMAGE ( I , J )
* ( ( -1 ) ** ( I + J ) )
! shift origin back to top
1 right corner
RIMAGE ( I, J ) = ( EXP ( REAL ( CIMAGE ( I, J ))))
- 1.0
! exponentiate image & convert
! to real numbers
END DO
END DO
EIjgg ! Don't exponentiate
DO J = 1/ M
DO I = 1, N
CIMAGE ( I, J ) = CIMAGE ( I, J )
* ( ( -1 ) ** ( I + J > )
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Ishift origin back to top
! right corner
RIMAGE ( I, J ) = REAL ( CIMAGE ( I, J ) )
! convert image to real
END DO
END DO
END IF
* Calculate maxmum and minimum gray level count :
RMAX = IMAGE (1,1) Unitialize RMAX
RMIN = IMAGE ( 1, 1 ) Unitialize RMIN
DO J = 1 , M
DO I = 1, N
IF ( RIMAGE ( I, J ) .GT. RMAX ) RMAX = RIMAGE ( I, J )
IF ( RIMAGE ( I, J ) .LT. RMIN ) RMIN = RIMAGE ( I, J )
END DO
END DO
*
* Linearly scale real values between 0-255 :
DO J = 1, M
DO I = 1, N
IMAGE ( I, J ) = REAL (( 255.0 / ( RMAX - RMIN ) )
1 * ( RIMAGE ( I, J ) - RMIN ) ) + 0.5
END DO
END DO
*
* View the processed pixels before writing to storage device
D CALL FRAM16 ( IMAGE, N, M ) JView processed pixels
*.
Write image in binary form to disk
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CALL PIXOUT ( IMAGE, N, M ) IWrite processed image to disk
Display completion message
IF ( CHOICE .EQ. 'HOMO' .OR. CHOICE .EQ. 'homo* ) THEN
WRITE ( 6, 1000 )
FORMAT (/, IX, 'Your image has been processed by a Homomorphic',/,
1 lX,'filter')
ELSE
WRITE ( 6, 1005 )
FORMAT (/, IX, ' Your image has been processed by a Linear',/,
1 IX,' filter')
END IF
IF ( TYPE .EQ. 1 ) THEN
WRITE ( 6, 1010 )
FORMAT (/, IX, ' You chose an exponential filter with cutoff,/,
1 IX, 'equal to 0.5 of peak value')
ELSEIF (TYPE .EQ. 2 ) THEN
WRITE ( 6, 1020 )
F0RMAT(/,1X, ' You chose an EXPONENTIAL filter with cutoff,/,
1 IX, 'equal to 1/Sqrt(2.0) of peak value')
ELSEIF (TYPE . EQ. 3 ) THEN
WRITE ( 6, 1030 )
FORMAT(/,lX,
' You chose an BUTTERWORTH filter with cutoff,/,
1 IX, 'equal to 0.5 of peak value')
ELSEIF (TYPE .EQ. 4 ) THEN
WRITE ( 6, 1040 ) . , . ,
FORMAT (/, IX, 'You chose an BUTTERWORTH filter with cutoff,/,
1 IX, 'equal to 1/Sqrt(2.0) of peak value')
ELSE
WRITE ( 6, 1050 ) .
FORMAT(/,lX,'You chose an GAUSSIAN filter ')
END IF
WRITE ( 6, 1060 ) CUTOFF, LFACTOR
FORMAT(/, IX, 'Cutoff Chosen :',F5.2,/,
1 ix, "DC multiplied by :',f5.2)
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IF (TYPE .EQ. 5 ) THEN
WRITE ( 6, 1070 ) HFACTOR
1070 FORMATdX, 'High frequencies were multiplied by : ' , F5.2,/)
END IF
STOP 'End of Run - Image processing complete
!'
* Error message block
999 WRITE ( 6, * ) BELL
WRITE ( 6, * ) ' '
WRITE ( 6, * ) 'Error-Check data types while answering'
STOP' Aborting program
END
* *
*************************************************************************
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* *
* PROGRAM IDENTIFICATION : FFT. FOR *
* *
*
*
*
*
*
*
This program can compute the 2-Dimensional Fast Fourier *
Transform of a 512 X 512 matrix of numbers. *
( Digitized picture quantized to 8 bits/pixel ) . *
*
The program reads in a 512 X 512 matrix with INTEGER*2 numbers *
* using subroutine PIXIN. *
The origin is shifted to the center of the matrix ( center *
for 512 X 512 picture is 257, 257 ). *
*
The data is converted to COMPLEX type and Fourier transformed *
using Subroutine FFT2D and IMSL routine FFT2C. The output *
is logged and its absolute value is rescaled to 0-255 *
gray levels so that the it may be displayed on a Display unit. *
*
REQUIRED SUBROUTINES : PIXIN.FOR *
* FFT2D.FOR *
* FFT2C ( IMSL Subroutine ) *
* PIXOUT.FOR *
* *
********* *********
Nitin Sampat
*
*
*
M.S. Thesis. Imaging and Photographic Sc . *
Rochester Institute of Technology *
*
********* *********
*
Variable Identification : *
*
* IMAGE = Array with digitized picture values
* CIMAGE = Complex array with complex IMAGE data
* RIMAGE = Array with Image as real numbers
* RMAX = Maximum data of real array RIMAGE *
* N, M = Lower and Upper Dimensions of IMAGE *
* *
********* *********
Type Declaration and Storage Allocation :
*
*
*
*
INTEGER*2 IMAGE ( 512, 512 )
REALM RMAX, RIMAGE ( 512, 512 )
COMPLEX*8 CIMAGE ( 512, 512 )
PARAMETER ( N = 512, M = 512 )
* *
********* *********
Computation Block :
*
*
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CALL PIXIN ( IMAGE, N , M ) ! Read in Image
Shift origin to center and change data to COMPLEX type .
DO J = 1, N
DO I = 1, M
CIMAGE ( I, J ) = CMPLX ( ( REAL ( IMAGE ( I, J ) + 1 ) )
* ( ( -1 ) ** ( I + J ) ) )
END DO
END DO
*Fast Fourier transform image
( forward transform, space to freq.) *
CALL FFT2D ( CIMAGE, N, 1 )
Compute absolute value of Fourier transform and take its log. *
Also, compute maximum number in array *
RMAX = 0.0 Unitialize max to 0.0
DO J = 1, N
DO I = 1, M
RIMAGE ( I, J ) = LOG ( 1 + ABS ( CIMAGE ( I, J ) ) )
IF ( RIMAGE ( I, J ) .GT. RMAX ) RMAX = IMAGE ( I, J )
END DO
END DO
Rescale array values to range 0-255.
*
DO J = 1, N
DO I = 1, M
IMAGE ( I, J ) = ( RIMAGE ( I, J )
* ( 255.0 / RMAX ) ) + 0.5
END DO
END DO
CALL PIXOUT ( IMAGE, N, M ) IWrite Fourier transform to disk
STOP 'End of run - FFT of image has been computed
!'
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END
????A*********************************.^*********************************
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*************************************************************************
*
* Program Identification : FFT2D.F0R
*
*
*
*
*
*
SUBROUTINE FFT2D ( A, N, IJOB )
* *
* This program computes the Fast Fourier Transform of a
* Complex Valued matrix of size equal to a power of 2 *
* according to the following formulae : *
* ( Max = 512 X 512 ; if greater change dimension of IWK
* which is dimensioned to M+l where N = 2**M ) *
* *
* 1. Frequency Domain to Spatial Domain : *
* *
* X (K+l) = ( 1 / N ) * SUM FROM J = 0 TO N-l OF *
* A ( J+l ) * CEXP ( (0.0,(-2.0*PI*J*K)/N) ) *
* FOR K = 0,1, N-l AND PI = 3.1415 *
* *
* 2. Spatial Domain to Frequency Domain :
*
* *
* X( K+l) = SUM FROM J=0 TO N-l OF
* A ( J+l ) * CEXP ( (0.0,(2.0*PI*J*K)/N) ) *
* FOR K = 0,1, N-l AND PI = 3.1415
*
* The transform is effected by calling the library subroutine
IMSL - FFT2C in the R.I.T. VAX-VMS System C .
*
*
*
*
*
*
*
*
*
* NOTE : The output is the matrix transposed. This is a result
* of making the routine more computationally efficient by
*
using the "column
precedance"
of the VAX-11/785 Fortran
compl ier .*
** Should the transposed output be a problem to the user, the
* output can simply be transposed again.
*
* REQUIRED SUBROUTINE : FFT2C ( IMSL subroutine )
*
*******
Nitin Sampat.
M.S. Thesis. Imaging and Photographic Sc .
Rochester Institute of Technology
*******
Variable Identification :
N No of points in FFT ( power of 2 )
M = Input exponent to
which 2 is raised to
produce the number of data points (N = 2**M)
A = Complex array
of size N X N, where N = 2**M. *
*
*
*
*********
*
*
*
*
*
*
*********
*
*
*
*
*
*
**m\ *
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* On input A contains the Complex Valued Sequence *
* to be transformed. On output A is replaced by
* the Fourier Transform. *
* IWK = Work Vector of length M+l *
* IJOB : If IJOB > 0 forward transform is computed
* : If IJOB < 0 inverse transfrom is computed *
* *
********** *********
* *
* Type Declaration and Storage Allocation : *
* *
INTEGER*4 IJOB, IWK ( 10 ), M
COMPLEX*8 A ( N, N ), C123, TEMP
* *
********** *********
* *
* Computation Block :
* *
* Compute exponent M . ( N = 2**M ) *
M = ( LOG10 ( REAL ( N ) ) / LOG10 ( 2.0 ) +0.5 )
* If IJOB greater than 0 forward transfrom is computed; else
* inverse transform is computed.
IF ( IJOB .GT. 0 ) GOTO 10 ! Compute forward transform
* Else take conjugate of input before computing FFT
*
DO J = 1 , N
DO I = 1, N
A ( I, J ) = CONJG ( A ( I, J ) )
END DO
END DO
*
Transform columns
10 DO I = 1, N
CALL FFT2C ( A ( 1 , I ) , M, IWK )
END DO
* Transpose Matrix
DO I = 1, N
DO J = I+lf N
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TEMP = A ( I, J )
A ( I, J ) = A ( J, I )
A ( J, I ) = TEMP
END DO
END DO
Transform rows (note : we still send in columns but since the *
matrix is transposed we are in effect sending in the rows) *
DO I = 1, N
CALL FFT2C ( A ( 1, I ) , M, IWK )
END DO
IF ( IJOB .GT. 0 ) GOTO 20 ! return to calling program
* Else, take conjugate of output, and divide by the total *
* number of points before returning to calling program *
R123 = N * N
C123 = CMPLX ( R123, 0.0 )
DO J = 1, N
DO I = 1, N
A ( I, J ) = CONJG ( A ( I, J ) ) / C123
END DO
END DO
20 RETURN
END
* *
*************************************************************************
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*************************************************************************
*
PROGRAM IDENTIFICATION : POWER. FOR *
*
*
This program can compute the POWER SPECTRUM *
of a 512 X 512 matrix of numbers. *
* ( Digitized pictures quantized to 8 bits/pixels *
* *
* The program reads in a 512 X 512 matrix with INTEGER*2 *
* numbers using subroutine PIXIN. *
* The origin is shifted to the center of the matrix ( center
* for 512 X 512 picture is 257, 257 ).
* The data is converted to COMPLEX type and Fourier transformed
* using Subroutine FFT2D and IMSL routine FFT2C.
*
* The output specrum is logged to reduce the large numbers
* it would otherwise produce
* REQUIRED SUBROUTINES : PIXIN.FOR (Reads in binary image)
* FFT2D.F0R (Computes 2-d FFT)
* FFT2C ( IMSL Subroutine )
* PIXOUT.FOR (Writes image to disk)
*
********* *********
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
* Nitin Sampat
*
* M.S. Thesis. Imaging and Photographic Sc .
* Rochester Institute of Technology
*
********* *********
*
* Variable Identification
*
*
* IMAGE = Array with digitized picture values
* CIMAGE = Complex array with complex IMAGE data
* POWER = Array with power spectrum values
* X = Array with X axis Value
* N, M = Lower and Upper Dimensions of IMAGE
* U, V = Frequency variables
* FREQ = Frequency in Fourier domain
*
********* *********
Type Declaration and Storage Allocation :
*
*
*
*
INTEGER*2 IMAGE ( 512, 512 )
INTEGER*4 FREQ, U, V
REAL*4 POWER (0:362), X( 0:362)
COMPLEX*8 CIMAGE ( 512, 512 )
PARAMETER ( N = 512, M = 512 )
* *
********* *********
Page 96
Computation Block :
CALL PIXIN ( IMAGE, N , M ) ! Read in Image
Center origin ( multiplying by -1**I+J in the spatial domain
centers origin in the frequency domain) and convert data to
complex type.
Assign this to Complex array CIMAGE ( I, J )
DO J = 1, M
DO I = 1, N
CIMAGE ( I, J ) = CMPLX ( ( REAL ( IMAGE ( I, J ) + 1 ) )
1 * ( ( -1 ) ** ( I + J ) ) )
END DO
END DO
Fast Fourier Transform Image : ( Uses IMSL routine FFT2C )
In this case forward transform is computed.
CALL FFT2D ( CIMAGE , N, 1 )
Calculate Frequency and the Power Spectrum at each frequency.
The frequency is computed as the distance of the array element
from the origin (257, 257).
DO V = 1, M
DO U = 1, N
FREQ = SQRT ( REAL ((( U - 257 )**2)+ ! Compute frequency
1 ( ( V - 257 )**2 ) ) ) +0.5
POWER ( FREQ ) = POWER ( FREQ ) + ((ABS( CIMAGE ( U, V )) )**2)
! Compute Power Spectrum
END DO
END DO
Take log of the Power Spectrum and write data to Power.dat
OPEN ( 1, FILE = 'POWER.DAT', STATUS =
'NEW' )
DO I = 0, 362
X ( I ) = I -X axis values
POWER ( I ) = LOG10 ( POWER ( I ) + 1.0 )
WRITE ( 1, * ) X ( I ) , POWER ( I )
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END DO
WRITE ( 6, * ) ' '
STOP 'Power spectrum computed - Data stored in file
Power.dat1
END
* *
*************************************************************************
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*************************************************************************
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*********
*
Program Identification : PIXIN.FOR
SUBROUTINE PIXIN ( IMAGE N M )
This Sub-Program can be used to read in a direct access
disk file with binary, unformatted, L0GICAL*1 type data.
The data must be a 2-D array of numbers of size
no greater than 512 X 512. Smaller sizes may be used
if necessary. Similarly, the data must be quantized to
no greater than 8 bits - i.e. the gray levels of the image
must be within the range 0 - 255.
The L0GICAL*1 data is converted to INTEGER*2 type by
the subroutine, and is returned as output to the calling
program.
NOTE: The matrix read in is transposed by this subroutine.
This is done for better computational speed because of the
"column precedence" of Vax-11/780 FORTRAN compiler
Nitin Sampat
M.S. Thesis Imaging and Photographic Sc
Rochester Insitute of Technology.
*
*
*
*
*
*
*
*
*
*
*********
*
Variable Identification
IMAGE
N
M
LOGIC
FILENAME=
2-D array with
Lower bound of
output INTEGER*2 data
array image ( < = 512
Upper bound of array image ( < = 512
1-D buffer array with L0GICAL*1 data
User supplied file to be read in and
converted to INTEGER*2 type data.
Type Declaration and Storage Allocation
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*********
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
L0GICAL*1 LOGIC
INTEGER* 2 IMAGE
CHARACTER*!
CHARACTER*20
PARAMETER ( BELL
( 512 )
( N, M )
ANSWER, BELL
FILENAME
= CHAR ( 7 )
*********
*
*
*
Computation Block
*********
*
*
*
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*
Read in name of disk file with L0GICAL*1 type data : *
WRITE ( 6, 100 )
FORMAT ( /, ix, 'What is the name of the file with your',/,
1 IX, 'image data (in binary form) :', $ )
READ ( 5, '(A)', ERR = 1000, END = 5 ) FILENAME
Open direct access file at logical unit 1 : *
OPEN ( 1, FILE = FILENAME, ACCESS = 'DIRECT', STATUS = 'OLD',
RECL = M / 4, FORM = 'UNFORMATTED', ERR = 1000 )
Read in LOGICAL*l data from file at logical unit 1 and *
convert this to INTEGER*2 type : *
DO J = 1, M
READ ( 1, REC = J, ERR = 200 ) ( LOGIC ( K ), K = 1, M )
DO I = 1, N
IMAGE ( I, J ) = LOGIC ( I )
The following IF statement is necessitated by the fact that *
in one byte it is only possible to store numbers ranging *
from -128 to + 127; this is because the leftmost bit is the *
sign bit. To store nos. upto 255, then, we assume that a *
factor of 256 was subtracted while writing to LOGICAL*l data *
type. As such, we now have to add this factor while converting
*
the data to INTEGER*2 type. *
IF ( IMAGE ( I, J ) .LT. 0 )
IMAGE ( I, J ) = IMAGE ( I, J ) +2 56
END DO
END DO
Close direct access file at logical unit 1 : *
CLOSE ( UNIT = 1, STATUS =
'KEEP' )
Return to calling program :
*
WRITE ( 6, * ) ' '
WRITE ( 6, * ) 'LOGICAL*l data read in from file: *, FILENAME
WRITE ( 6, * ) 'and converted to
INTEGER* 2 type'
WRITE ( 6, * ) ' returning to calling
program'
RETURN
Error message block : *
*
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1000
1050
2000
3000
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
FORMAT
6, * ) BELL
6, * ) ' '
6, * ) 'You have encountered an error while specifying'
6, * )'your image data file. Please check the following:'
6, * ) ' '
6, * )'l. Did you enter the correct file name ? '
6, * )'2. Do you have the required LOGICAL*l image'
6, * )' data file in your directory ?'
6, 2000 )
/, IX, 'Would you like to try another file name ( Y/N ) : ' ,$ )
READ ( 5, '(A)', END = 1050 ) ANSWER
IF ( ANSWER .EQ. ' Y* .OR. ANSWER . EQ. 'y' ) THEN
GOTO 5 ! Return for correct file name
ELSE
WRITE ( 6, 3000 )
FORMAT (/, IX, 'Aborting program )
END IF
200 WRITE ( 6, * ) BELL
WRITE ( 6, 4000) FILENAME
4000 FORMAT(/, IX, 'Error in reading from file :', A, /,
1 IX, 'Note : Data in file should be in binary form',
1 IX, ' stored as Logical*l type in a
direct'
1 IX, ' file' , /)
STOP 'Aborting program'
END
*************************************************************************
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*************************************************************************
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*********
*
Program Identification : PIXOUT.FOR
SUBROUTINE PIXOUT ( IMAGE N M )
write to a direct access
LOGICAL*! type data.
This Sub-Program can be used to
disk file, binary, unformatted,
The input data must be a 2-D array of numbers (INTEGER*2 type)
of size no greater than 512 X 512. Smaller sizes may be used
if necessary. Similarly, the data must be quantized to
no greater than 8 bits - i.e. the gray levels of the
must be within the range 0 - 255.
The INTEGER*2 data is converted to LOGICAL*l type
this subroutine, and is written to user specified
file.
NOTE:
image
by
output
The matrix written to disk is transposed as a result
of using this subroutine. This is done for better computational
efficiency obtained by taking advantage of the "column
precedence"
of the VAX-11/780 Fortran compiler
Nitin Sampat
M.S. thesis Imaging and Photographic Sc .
Rochester Institute of Technology.
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
Variable Identification
IMAGE
N
M
LOGIC
FILENAME=
2-D array with
Lower bound of
input
array
INTEGER*2
image ( <
data
= 512
= 512Upper bound of array image ( <
1-D buffer array with LOGICAL*l data
User supplied file to be written to after
data is converted to LOGICAL*! type.
Type Declaration and Storage Allocation
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*********
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
LOGICAL* 1 LOGIC ( 512 )
INTEGER*2 IMAGE ( N, M )
CHARACTER*20 FILENAME
CHARACTER*1 ANSWER, BELL
PARAMETER ( BELL = CHAR ( 7 ) )
*
*********
*
* Computation Block :
*********
*
*
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Read in name of disk file with LOGICAL*l type data :
to be written :
5 WRITE ( 6, 100 )
100 FORMAT(/, IX, 'Enter a name for the file in which you wish',/,
1 IX, 'to store your image data', /,
1 IX' (data will be stored in binary unformatted form) :' $ )
READ ( 5, '(A)', END = 5, ERR = 1000 ) FILENAME
! Read in name of file
* Open a direct access file at Logical Unit 2 :
OPEN ( 2, FILE = FILENAME, ACCESS = 'DIRECT*, STATUS = 'NEW',
C RECL = N/4, FORM = 'UNFORMATTED', ERR = 1000 )
Convert INTEGER*2 data to LOGICAL*l type and write to file at
Logical Unit 2 :
DO J = 1, N
DO I = 1, M
*
The following IF statement is necessitated by the fact that we
can only write numbers ranging from -128 to +127 in 1 byte.
This is because the leftmost biit in a byte is the sign bit.
As such, to write numbers ranging from 0 - 255 (in case the
image is quantized to 8 bits/pixel), we have to subtract a
* factor of 256 from the data before converting INTEGER*2 to
* LOGICAL*l type data. Ofcourse , this means that when reading
* from a file containing this data we'll have to add the same
*
*
*
*
*
*
*
*
*
factor. *
IF ( IMAGE ( I, J ) .GT. 127 )
1 IMAGE ( I, J ) = IMAGE ( I, J ) - 256
LOGIC ( I ) = IMAGE ( I, J ) ! Conversion to Logical*l
END DO
WRITE ( 2, REC = J, ERR = 3 000 ) ( LOGIC ( K ), K = 1, M )
END DO
Close file at Logical Unit 2 : *
CLOSE ( UNIT = 2 , STATUS =
'KEEP' )
Return to calling program : *
WRITE ( 6, * ) '
'
WRITE ( 6, * ) 'Integer*2 data converted to logical*! type'
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WRITE ( 6, * ) 'and stored in file : ', FILENAME
WRITE ( 6, * ) ' '
WRITE ( 6, * ) 'Now returning back to calling program..'
RETURN
Error message block :
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
WRITE
6, * ) BELL
6, * ) ' '
6, * )
6, * )
6, * )
6, * )
6, * )
You have encountered an error while specifying'
your filename. Please check the following :'
6, 2000 )
1. Did you type in the correct file name ?'
2. Do you have enough memory in your disk
quota?'
FORMAT (/,1X,'Would you like to try another file name ? ( Y/N ) :'$)
READ ( 5, '(A)', END = 1050 ) ANSWER
IF ( ANSWER .EQ. *Y' .OR. ANSWER .EQ. 'y1 ) THEN
GOTO 5 1 Return for correct filename
ELSE
STOP 'Aborting program....'
END IF
WRITE ( 6, 4000 ) FILENAME
FORMAT(/, IX, 'Error while writing to file :', A, / ,
1 IX, 'You may have exceeded your disk quota !' )
STOP 'Aborting program,
END
*************************************************************************
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*************************************************************************
*
*
*
*
Program Identification : FRAM16.FOR
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*********
*
SUBROUTINE FRAM16 ( IMAGE, N, M )
This sub-program allows you to choose center co-ordinates
for a 16 X 16 window and view the image pixels in this
area at the display terminal. The image must be a 2-D
array of numbers of size no greater than 512 X 512 and
quantized to 8 bits/pixel- i.e. the gray levels should
range from 0 - 255.
( Note : Center for 16 X 16 matrix is chosen to be 9 , 9 )
Nitin Sampat
M.S. Thesis. Imaging and Photographic Sc .
Rochester Institute of Technology.
Variable Identification
IMAGE
N
M
FRAME
ROW
COLUMN
WIDTH
HEIGHT
2-D array with image data
Lower bound of array image
Upper bound of array image
2-D array with data for 16 X 16 frame
Variable defining upper left row of frame
Variable defining upper left column of frame
Variable defining lower right row of frame
Variable defining lower right column of frame
*********
*
*
*
Type Declaration and Storage Allocation
*
*
*
*
*
*
*
*
*
*********
*
*
*
*
*
*
*********
*
*
*
*
*
*
*
*
*
*
*
*
*
*********
*
*
*
INTEGER*4 ROW, COLUMN, WIDTH, HEIGHT
INTEGER*2 IMAGE ( N, M ) ,
CHARACTER* 1 ANSWER, BELL
PARAMETER ( BELL = CHAR (
FRAME ( 16, 16 )
7 ) )
*********
*
*
*
Computation block
*********
*
*
*
WRITE ( 6, 7 )
F0RMAT(/,1X, ' You can view your image pixels by choosing',/,
1 IX, 'center coordinates for a 16 X 16 window',/,
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1 IX, 'Please enter 2 coordinates :', $ )
* Read in center co-ordinates for 16 X 16 frame.
10 READ ( 5, * , ERR = 200 , END = 5 ) I, J
ROW =1-8 ! Upper left corner of 16 X 16 window is
COLUMN = J - 8 ! computed here
WIDTH = ROW + 15 i Lower right hand corner of 16X16 window
HEIGHT = COLUMN +15 ! is computed here to check limits
IF ( ROW .LE. 0 .OR. COLUMN .LE. 0 .OR. WIDTH .GT. N
C .OR. HEIGHT .GT. M ) THEN ! Check for errors in
[specifying co-ordinates.
WRITE ( 6, * ) BELL
WRITE ( 6, 25 )
2 5 FORMAT (/, IX, * YOU ARE OFF THE EDGE OF THE IMAGE !!!!',/,
1 IX,' Please enter new center coordinates' )
GOTO 5 ! go back and read new co-ordinates
END IF
* Write pixels to screen :
WRITE ( 6, * ) BELL
WRITE ( 6, 50 )
50 FORMAT (/,'Lo and Behold.. Your image pixels !!!', / )
DO I = 1, 16
DO J = 1, 16
FRAME ( I, J ) = IMAGE ( ROW +1-1, COLUMN + J - 1 )
END DO
WRITE ( 6, ' ( 16 ( 2X, 13 )
)' ) ( FRAME (I,J),J=1, 16)
END DO
* Repeat above procedure if requested by user : *
20 WRITE ( 6, 100 )
100 FORMAT(/,'Do you want to view any more pixels ?
(Y/N)'
:, $ )
READ ( 5, '(A)', END = 20 ) ANSWER
IF ( ANSWER .EQ.
* Y'
.OR. ANSWER .EQ. ' y' ) GOTO 5
! Repeat procedure
* Return to calling program :
*
WRITE ( 6, * ) ' '
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WRITE ( 6, * ) 'O.K. - Then returning to calling
program'
WRITE ( 6, * ) ' '
RETURN
* Error message block : *
200 WRITE ( 6, * ) BELL
WRITE ( 6, 300 )
300 FORMAT(/, IX, 'Please enter 2 integers e.g. 20 20 : ' $ )
GOTO 10 ! Return for correct input
END
* *
*************************************************************************
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APPENDIX B
Image analysis fundamentals :
Generally, it is easier to understand principles in
one-dimensional representations of mathematical equations.
However, since image formation is essentially a 2-D
process, it was felt that it would be more useful to the
reader if equations emphasizing this aspect were presented
in this section.
Some fundamental aspects and equations of image
analysis are presented here. Their choice is completely
arbitrary. For the reader uninitiated in this field or
for someone desiring a more detailed explanation, the list
of books in the BIBLIOGRAPHY section might prove useful.
1. Linear Shift-Invariant Systems (LSI) :
If @ [ ] describes an operator of a 2-D system,
f(x,y) is the input, and g(x,y) is the output, then we can
represent this by,
@ [ f(x,y) ] = g(x,y)
The system is said to be linear if for an input
[A'.f'(x,y) + A".f"(x,y)], the output is given by,
@ [A'.f(x,y) +A".f"(x,y) ] =A'.g'(x,y) +A".g"(x,y)
where
A' and
A" are arbitrary constants.
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The system is shift-invariant if,
@ [ f(x-x, ,y-y) ] = g ( x-x, , y-y<, )
where x and y are arbitrary constants. That is, if the
input is shifted in x and y directions by a certain
amount, then the output is shifted by the same amount.
2. Impulse response :
The impulse response of an LSI system is the output
of the system to a delta function input applied at the
origin.
@ [ 6(x,y) ] = h(x,y)
where S(x,y) = Lim Gaus ( x/ b )
b+ o
Ofcourse, it follows that,
@ [ (x-x0,y-y0) ] = h( x-x, ,y-y )
When dealing with imaging systems, h( x-x0 ,y-y0 ) is used to
denote the irradiance distribution at the image plane when
the object is an ideal point source located at point
(x,y). In this case, the impulse response is also
referred to as the POINT SPREAD FUNCTION. When the
object( input) is a line source
- that is if,
f(x,y) = S(x,y)
then the output is referred to as the line response or the
LINE SPREAD FUNCTION.
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3. CONVOLDTION :
Given the complex-valued functions f(xfy) and h(x,y),
their 2-D convolution is defined by,
g(x,y) =ff "f(*-*) .h(x-< ,y- )d.d^
-OO
which we denote by,
g(x,y) = f(x,y)** h(x,y)
Any LSI system is completely characterized by its
impulse response. If the impulse response is known, then
a unique output can be determined for every input. For
any arbitrary input f(x,y), the output g(x,y) of an LSI
system, is given by its convolution with the impulse
response h(x,y) of the system.
g(x,y) = f(x,y)** h(x,y)
Before we explain further, we need to define the
Fourier transform operation.
4. Fourier transform :
Given a function f(x,y), its 2-Dimensional discrete
Fourier transform is given by,
F(u,v) = 1/MN f(x,y). exp[ -i2pi(ux/M) + (vy/N) ]
and the inverse transform is given by,
M-l N-l.
f(x,y) = ZZ F(u,v). exp[ i2pi( (ux/M + vy/N) ]
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where u and v represent the frequency variables
corresponding to the x and y directions respectively.
The Fourier transform of the impulse response is
called the TRANSFER FUNCTION of an LSI system.
H(u,v) =55 [ h<x'y> 1
where H(u,v) is the transfer function, h(x,y) is the
impulse response and F F represents the 2-D
Fourier transform operation.
In trying to find the output of an LSI system, the
Fourier transform helps us in decomposing the input signal
into its Fourier components, which are complex
exponentials of the form exp(i2pifx). Knowledge of this
and the transfer function helps us in determining how much
each Fourier component is attenuated and phase-shifted in
passing through the system. Then, the overall response of
the system can be found by applying the principle of
superposition and adding all the individually attenuated
and shifted Fourier components.
5. The Convolution theorem :
The convolution theorem states that convolving two
functions in the spatial domain gives the same result as
multiplying them in the frequency domain.
f(x,y)** h(x,y) = F(u ,v) .H( u ,v)
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We know that the output of an LSI system for an
arbitrary input signal f(x,y) is given by its convolution
with the impulse response of the system.
g(x,y) = f(x,y)** h(x,y)
By the convolution theorem then, the OUTPUT SPECTRUM is
given by,
G(u,v) = F(u,v) .H(u,v)
6.Modulation Transfer function(M.T.F) :
In an optical system, the Fourier transform of the
impulse response (line spread function), yields the
OPTICAL TRANSFER FUNCTION (O.T.F.). The modulus of the
O.T.F. is called the M.T.F. The M.T.F. is normalized to
unity and is an indication of the degradation involved in
an imaging process. It shows the reduction in output
modulation relative to the input modulation. Generally
referred to as the frequency response of a system, it is
independently defined as,
fmax - fmin / fmax + fmin
where fmin fmax represent the minimum and maximum
frequencies respectively.
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APPENDIX C
Glossary of image processing terms j^
Aliasing : Undersampling of a function, at a rate less
than two times its original frequency content, causes its
frequencies to overlap and result in artifact generation;
this phenomenon is called aliasing.
Band- limited function : This is a function whose Fourier
transform has compact support.
Bits : A fundamental digital quantity representing a
True/False condition. The total number of bits required
to represent a digital image are,
BITS = N X N X m
Compact support : A function is said to have compact
support if it is identically zero outside some finite
interval .
Digital Image : An image f(x,y) which has been
discretized both in spatial coordinates and in brightness.
In the computer, then, this is simply a 2-dimensional
matrix of numbers, whose rows and columns identify a point
in the image and the value of the matrix element is the
value of the gray level in the image.
Digitizer : A digitizer converts a photographic image to
numerical representations (i.e. into a digital image) - a
Page 113
form suitable to the digital computer.
e.g. microdensitometer , flying-spot scanner etc.
Display device : This is a digital-to-analog converter
which converts the numerical representations in a digital
image into a form suitable for human viewing.
e.g. CRT's, T.V. systems etc.
Dynamic range : The spread of the gray levels as found in
an image. A high dynamic range means high contrast.
Fast Fourier Transform : The Fourier transform operation
(see appendix B) , as performed on a digital computer.
First proposed by Cooley and Tukey[8].
High pass filter : An image operation which allows the
high frequency content of an image to be enhanced, hence
increasing the image sharpness. A low pass filter does
the opposite - it blurs the image.
Histogram : Graphical representation of a digital image,
where the X axis represents the number of pixels and the Y
axis represents the frequency count of the gray level.
Image : As used in this text,
"image"
refers to a
monochrome image, described by a two-dimensional light
intensity function f(x,y). x and y denote the spatial
coordinates and the value of f at any point (x,y) is
proportional to the gray level (brightness) of the image
at that point.
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Image processor : A special-purpose computer capable of
performing a variety of operations on a digital image.
Nyquist criterion : The Nyquist criterion defines that
the sampling rate must be twice that of the highest
spatial frequency to be resolved in the reconstructed
image .
Pixel : The element of a digital image is called a pixel.
Quantization : Each pixel must be allowed a maximum
number of gray levels. The image is then said to be
quantized to so many bits/pixel. Again, it is common
practice to quantize the pixel to a power of 2 due to the
binary nature of the digital computer.
G = 2** m
Sampl ing : In order for an photographic image to be
digitized, it has to be sampled at regular intervals
(non-uniform sampling is also done depending on the
image). For an digital image to accurately approximate
its continuous form, it must be sampled in accordance with
the SAMPLING THEOREM . Generally, images are sampled to
an N X N array of numbers where N is an integer which is
some power of 2 .
N = 2 ** n
Sampling theorem : The sampling theorem states that any
band-limited function can be specified exactly by its
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sampled values, taken at regular intervals, provided that
the intervals do not exceed some critical sampling
interval also referred to as the NYQUIST INTERVAL. Thus,
for a two-dimensional band-limited function f(x,y), the
sampling theorem states that this function can be
completely recovered from samples whose separation is
given by,
dx <= 1/2.W(u)
dy <= 1/2.W(v)
where 2.W(u) and 2.W(v) represent the widths in the u and
v directions. For an N X N image, where N is the period
in the x and y directions, an extension of the sampling
theorem yields the SPACE-BAND-WIDTH PRODUCT.
N.dx.dy. = 1
Page 116
APPENDIX D
Directions :
1. Please make a check mark opposite the one of the pair
which you prefer.
2. NO TIES ARE PERMITTED
3. Try to be consistent throughout the test.
1. A vs . B
2. A vs . C
3. A vs. D
4. A vs . E
5. A vs . F
6. B vs . C
7. B vs. D
8. B vs . E
9. B vs . F
10. C vs. D
11. C vs. E
12. C vs. F
13. D vs . E
14. D vs . F
15. E vs. F
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