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1. Abstract 
When classifying a signal, ideally we want our classifier to trigger a large response when it 
encounters a positive example and have little to no response for all other examples. 
Unfortunately in practice this does not occur with responses fluctuating, often causing false 
alarms. There exists a myriad of reasons why this is the case, most notably not incorporating 
the dynamics of the signal into the classification. 
In facial expression recognition, this has been highlighted as one major research question. In 
this paper we present a novel technique which incorporates the dynamics of the signal which 
can produce a strong response when the peak expression is found and essentially 
suppresses all other responses as much as possible. We conducted preliminary experiments 
on the extended Cohn-Kanade (CK+) database which shows its benefits. 
The ability to automatically and accurately recognize facial expressions of drivers is highly 
relevant to the automobile. For example, the early recognition of “surprise” could indicate 
that an accident is about to occur; and various safeguards could immediately be deployed to 
avoid or minimize injury and damage. In this paper, we conducted initial experiments on the 
extended Cohn-Kanade (CK+) database which shows its benefits. 
2. Introduction 
In numerous pattern classification problems, the manifestation of fluctuating and ambiguous 
responses poses various complications to the decision making process. Figure 1 illustrates 
one such frequently encountered scenario, using an automatic facial expression recognition 
application as an example. In this illustrative scenario, the task posed to the facial 
expression analyser is to correctly classify “surprise” out of five other facial expressions 
(happiness, sadness, anger, disgust and fear). Ideally, the red curve is the desired response. 
Curve gradients are high, and all nontarget responses have been maximally suppressed. 
Unlike the red curve, the blue curve which represents a response typically encountered in 
real-life, unwanted false alarms get triggered due to the presence of multiple false peaks 
spanning long time intervals. Furthermore, the relatively high noise floor adds to the 
ambiguity in classification. 
 
Figure 1 – Current pattern classification systems have a tendency to produce responses that are 
ambiguous. This figure illustrates a facial expression recognition example where the goal is to reliably 
detect the occurrence of “surprise”. Observe how the practical response (blue curve) have resulted in 
several false alarms getting triggered. 
 
One way to achieve better classification responses is by exploiting the temporal 
dependencies of the signal. The blue curve in Figure 1 is reminiscent of a conventional static 
approach, in which scores are computed by a classifier on a frame-by-frame basis with no 
inter-frame dependencies taken into account. In real-life, one may comprehend how the 
dynamics of a signal play an important role. We propose using support vector machines that 
have been modified to capture the temporal dependencies of a target signal. 
Automatic facial expression recognition have been applied to a wide variety of applications, 
examples include smile detection [1], medical applications [2], and humancomputer 
interaction [3]. One application that can be demonstrated using the proposed algorithm is in 
automobile vehicles for the detection of the facial expressions of drivers. An accurate and 
consistent detection of “surprise” on the driver’s facial expression could indicate that an 
accident is about to occur; and various safeguards could immediately be deployed to avoid 
or minimize injury and damage. 
3. Support Vector Machines 
3.1 Overview of Support Vector Machines 
The support vector machine (SVM) is a supervised learning algorithm first proposed by 
Vapnik and co-workers [4]. Vapnik’s group [5] uncovered that the capacity of a classification 
function could be tuned by minimising the generalisation error, which would be equivalent to  
maximizing the margin between training patterns and the decision boundary (Figure 2). 
 
Figure 2 – Two-Class Support Vector Machine (SVM) used in linear classification. The objective of SVM 
training is to construct a hyperplane which maximises the margin separating the two classes ‘+1’ and  
‘-1’. 
3.2 Temporal­based Support Vector Machines 
The objective set out in automatic facial expression recognition is to permit scores of   a 
target facial expression to be maximally high at the system output, while concurrently 
suppressing scores from all other facial expressions (including the effects of noise) to be as 
low as possible. We restricted our analysis to a two-class linear SVM to keep things clear 
and simple. Figure 3 depicts our method of labelling data points to incorporate temporal 
components into the SVM. For one sequence, the positive instance was trained only on the 
maximum intensity of the facial expression (last frame). All other frames from neutral up to 
the second last frame were labelled as negative instances. This produces a SVM trained to 
output a score that increases proportionally with the intensity of the facial expression; thus 
acknowledging the temporal evolution of facial expressions. This simple strategy of selecting 
relevant data points as labels to incorporate the temporal structure of a signal, and using 
linear SVMs with no kernel tricks, allows relatively low computational overheads to be 
achieved. 
 
Figure 3 – Method of data labelling during SVM training for the incorporation of temporal information. 
4. Experiment Setup 
Posed facial expression sequences from the Extended Cohn-Kanade dataset (CK+) [6] were 
used in this preliminary research. There are a total of 593 sequences recorded from 123 
subjects. All six emotional facial expression categories (happiness, sadness, surprise, anger, 
disgust and fear) had been reliably labelled by FACS [7] coders. In our experiment, we 
trained a linear SVM on a total of 60 sequences that contained the expression “surprise”. 
This is different from the normal procedure of training peak frames and fully neutral frames. 
6 unseen sequences from different subjects (i.e. no involvement with the training) were 
selected for the test vector. The test sequences were arranged and concatenated in the 
following manner: “Surprise – Anger –  Surprise –  Surprise –  Disgust –  Surprise”. 
5. Results and Discussion 
An example of one subject displaying the peak expression of “surprise”, and the weights 
assigned by the SVM in pixel space, computed from all 60 train sequences, are illustrated on 
the right of Figure 4. The hard detection threshold shows how the expression “surprse” has 
been accurately detected by the SVM. 
 
Figure 4 – Output score profile from the proposed temporal-based SVM algorithm. The algorithm was 
tuned to detect the facial expression “surprise” with high certainty, and suppress lowintensities of the 
expression, neutral expressions and other facial expressions. 
 
We compared the performance of the temporal-SVM versus a static-SVM. Another test 
vector consisting of all prototypic facial expressions were used instead to test the 
suppression capability of the temporal-SVM relative to its static counterpart. 
Figure 5 – both static and temporal SVMS detected surprise similarly well, however the temporal-SVM 
(red curve) was able to suppress all non-surprise emotions better than the static-SVM (blue curve). 
6. Conclusion 
Large amounts of ambiguity is produced between target and non-target signals in 
conventional static-based approaches taken in pattern classification. In the case of 
automatic facial expression recognition, numerous false alarms are created as a result of 
this ambiguity accumulating from peak intensity expression frames and neutral expression 
frames. Consequently, reliable real-time facial expression detection is unable to take place. 
We introduced a novel approach to the design of support vector machines (SVM) that 
capitalizes on the dynamics of temporally-evolving facial expressions. This SVM is able to 
suppress all non-target signals as much as possible; thus improving certainty during 
detection. Preliminary results suggest that improvements can be obtained even on relatively 
short posed facial expression data. This opens up the possibility of extending the ongoing 
research into the analysis of spontaneous and subtle facial expressions in future work, 
where facial dynamics that possess longer temporal structures play an important role in. 
As this algorithm was designed for any type of signal in general, the range of applications 
relevant is not limited just to the field of automatic facial expression recognition. It may be 
applied to any area involving signal processing, where events occurring in the signal at one 
instance of time exhibit a dependency on another instance of time. 
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