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The Critical Path Method—
The New Look in Planning and Scheduling
by JOHN W . NIXON
Consultant, Management Advisory Services,
Miami Office
Presented before the Jacksonville Chapter of the
National Office Managers Association—April 1964
PRESSURE of increased competition in recent years has forced many
companies to turn away from the old "seat of the pants" type of management and turn instead to more formal methods of running their businesses. This trend toward a more scientific management has brought about
the development of a number of significant new management techniques.
This evening's discussion concerns one of the most successful of these
techniques: the use of the network models for the planning, scheduling,
and control of various projects. The purpose is to present the elements of
network analysis technique and the basis for questions in the discussion
period to follow.
Most of you must have read of the success the Navy had in producing
its Polaris missile years ahead of schedule. In 1956 the Navy was faced
with the immense task of scheduling and controlling the efforts of over
2,000 contractors and subcontractors engaged in the missile development
project. Working with a consulting firm over a period of two years, they developed a planning technique known as P E R T , or Program Evaluation and
Review Technique. It is claimed that P E R T saved as much as two years in
the development of the Polaris missile. Because of this success, most Department of Defense projects are controlled by P E R T .
Previous to the time the Navy was developing P E R T , E . I. duPont,
with help from Remington Rand, developed C P M , or the Critical Path
Method. This technique has been used widely in the chemical and construction industries.
Since the development of these two basic techniques, computer manufacturers and others have come out with systems such as P E R T / C O S T ,
IBM's L E S S and M I S S - L E S S programs and Burroughs' B E S T program.
Most of these are expansions or modifications of the basic network analysis
techniques.
Although on the surface P E R T and C P M appear to be different, they
are both based on the concept of using a network as a model for an actual
project. As time passes, the differences between the two systems have
tended to diminish until presently the only basic difference is that P E R T
uses three estimates of the time required for each activity—a pessimistic
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time, the most likely time, and an optimistic time. These times are then
used to compute a statistically accurate estimated time and are most useful
in planning jobs that have never been done previously, such as research and
development projects. C P M , on the other hand, uses only one time estimate—the most likely time. I shall discuss only the Critical Path Method
during the rest of this presentation since it incorporates the major benefits
of the network approach and does not require any knowledge of statistics
to understand its basic concepts. Although it is possible to relate cost and
time using the C P M technique, this discussion will be confined to the
element of time alone.
The Critical Path Method is nothing more than a project scheduling
technique. As with any other scheduling tool, the first problem is to enumerate the individual jobs required to complete the whole project. Each
job should represent the smallest unit over which control is desired. For
purposes of demonstration, we are going to discuss a highly simplified hypothetical example of the jobs required before installing a computer. The six
jobs required to complete this project are shown in Exhibit A , page 313.
They are: select the personnel who are to be programmers, train these
programmers, design the over-all system, receive approval of this system,
complete the writing and testing of the programs, and order and receive
delivery of the computer.
These jobs and the hypothetical estimated times required for each job
can be indicated by using the familiar Gantt chart (Exhibit B) page 314.
This chart uses bars to indicate the estimated time required to complete
various jobs. For instance, fifteen days will be required to design the
system. Unfortunately, the Gantt chart does not show us the interdependence between jobs. This shortcoming can be overcome by designing a network model of the project (Exhibit C) page 316. Naturally
it would be impractical to design a network for such a simple project
including only six jobs; however, if we designed a more typical network including hundreds of jobs it would probably tend to obscure
the basic concepts under discussion. In the network each job is represented by an arrow. The circles containing the numbers at the tail and
head of each arrow are known as nodes. The jobs are identified by the
numbers at the tail and the head; for instance, (1,2), (1,3), (4,5), etc.
Jobs whose heads bear the same number as the tail of a given job must
immediately precede the given job; for instance (3,4) and (2,4) precede (4,5). Jobs whose tails bear the same number as the head of a
given job must immediately succeed the given job; for instance, (2,4)
follows (1,2). Jobs whose tails bear the same number may be done
concurrently; for instance, (1,2), (1,3), and (1,5) may be done concurrently.
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Merely by drawing this network the planner probably receives about
50 per cent of the benefit of C P M ; he has been forced to plan in detail
the activities required to complete a certain project and to lay out these
activities in a logical sequence. By doing this, the planner can be fairly
certain that no significant activities have been left out of the plan. Once
the network is completed it may be used as a communications document
to show various departments where their activities fit into the over-all
program. These reasons alone probably would justify the use of the
network method as a planning tool; however, by assigning time estimates
to each job an even more valuable tool can be developed.

EXHIBIT A
• Select Programmers
• Train Programmers
• Design System
* Approve System
* Complete Programs
* Order and Receive Computer

Jobs Required Before Installation of a Computer

These time estimates probably will be most accurate if the people
who actually are going to do the work are given an opportunity to assist
in the estimating. By requiring a time estimate for each individual job,
more-reasonable estimates are obtained than would be true if an estimate
were asked of the time required to complete the whole project, since it
is usually easier to estimate small jobs than large ones. After assigning
time estimates to each job, the following procedure can be performed to
develop the timetable for this network and to determine the critical path:
First, determine the earliest possible starting time for each job. To
accomplish this, let the beginning time of the whole project (node 1) equal
zero and then add the estimated time of each job along each path from
the start to the finish of the project; for instance, earliest start time for
the job entitled "Approve System" is 0 + 15 equals 15 days. Exhibit
D shows the earliest starting times for each job in squares at the tail
of each job. Where there is more than one earliest starting time, the
highest such figure is the proper one to use. For instance the earliest
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starting time of the job entitled "Complete Programs" is twenty days
rather than sixteen. The highest figure at the last node is the minimum
completion time for the entire project—in this case, thirty days.
EXHIBIT B
Days

Job
10

15

20

25

30

Select programmers

Train programmers

Design system

Approve system

Complete programs

Receive computer

Gantt Chart of Jobs Required for Installation of a Computer

Now, determine the latest time that a job can be started without
increasing the minimum project completion time. This is done by starting with the minimum project completion time of thirty days and working backward through the network, subtracting the estimated times for
each job from the latest starting time of the succeeding job; for instance,
the latest start time for the job entitled "Complete Programs" is 30 — 10,
or 20 days. The latest starting times are indicated in circles at the tail
of each job, in Exhibit E , page 317. Where there is more than one figure
indicated, the smallest such figure is the proper one to use.
Finally, compare the earliest starting time to the latest starting time
and determine the slack or float time for each job. This slack time is
the amount of time that a job may be delayed without increasing the
minimum project completion timt. Exhibit F, page 317, shows the completed network.
Below is a table of the earliest start times, the latest start times and
slack times for each job.
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Earliest
Start

Latest
Start

Slack
Time

0
5
0
15
20
0

4
9
0
15
20
5

4
4
0
0
0
5

Notice that two of these jobs each have a slack time of four days. This
means they may be delayed up to four days without affecting the overall project completion time. On the other hand, three of the jobs,
"Design System," "Approve System," and "Complete Programming"
have slack times equal to zero. If any of these jobs are delayed, the
project completion time is going to be increased. These then are the
jobs on the critical path. The manager of the project should focus his
attention on them to ensure there is no slippage.
In our example we have indicated that the manager must tightly
control only these three jobs on the critical path, or fifty per cent of
the total jobs. In actual practice the critical path usually contains only
about 10-20% of the total jobs. This technique indicates that the most
effective and economical way to get a project back on schedule is not
to order across-the-board overtime, but instead to concentrate effort on
those jobs that really affect the over-all project completion time—in other
words, those jobs on the critical path.
As the project progresses, actual or more-accurate time estimates
can be used in the analysis. These will serve to point out which jobs are
behind or ahead of schedule and, more important, what effect this has
on the over-all time schedule.
We have examined a very simple critical path network concerning
only six jobs. In this case the inter-relationships between jobs were
very simple and the calculations were performed easily. Many of the
projects planned on C P M are almost as simple as this and can be handled
conveniently by manual methods. Other projects, however, may include
thousands of jobs with very complex interdependences. In these cases
it is necessary to use a computer to perform the required calculations
and to print out the reports desired. Most of the major computer manufacturers now have "canned" programs to facilitate this work. Exhibit
G, page 318 is an example of the printout of one of these programs. The
column headings I, J, and D indicate the tail, the head, and the duration
of each job. E S and E F indicate the earliest start and earliest finish times
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NETWORK FOR INSTALLATION OF COMPUTER
EXHIBIT C

Showing Estimated Times for Each Job

EXHIBIT D

2
Showing Earliest Starting Times for Each Job
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NETWORK FOR INSTALLATION OF COMPUTER
EXHIBIT E

Showing Latest Starting Times for Each Job

EXHIBIT F

Showing Earliest and Latest Starting Times for Each Job

317

318
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respectively. L S and L F indicate the latest start and latest finish times.
T F indicates the total float or slack time for each job. Jobs with an
asterisk under T F are on the critical path. This exhibit is part of a
report run for a network containing 650 jobs.
EXHIBIT G

D COST

I

J

001
001
001
001
001
001
001
001
002
002
003

644
053
297
015
643
644
002
644
003
021
009

375
200
5
30
250
250
1
180
5
15
5

003
003
003
003

010
005
004
006

5
20
15
15

DESCRIPTION OF JOBS
KEYPUNCH DEPOSIT ACCOUNT NUMBERS
COMPLETE CONVERSN ELECTRIC ACCT NO
DESIGN METER LOCATION CODE
SELECT CPG PERSONNEL
ORDER COMPUTER
ACCUMULATE CONSUMER HISTORY
FIRST MEETING WITH MANUFACTURER
ASSIGN HOUSE NUMBERS IN COUNTY
DEVELOP OVERALL SPECIFICATIONS
DEV FLOW CHART PROGRAMMING STNDRD
ESTABLISH GENERAL ORGANIZATION

GENERAL SCHEDULE
DECISION TRANSFER PRINTER
DECISION I/O CONSOLE
DECISION MERGING BURSTER

ES

EF

1
1
6

375
200
5
30
250
250
1
180
6
16
11

6
6
6
6

11
26
21
21

LS

LF

TF
*

375
25 225
110 115
112 142
120 370
125 375
126 127
195 375
127 132
155 170
132 137

25
110
112
120
125
126
195
126
154
126

147
150
155
155

141
144
149
149

152
170
170
170

CRITICAL PATH NETWORK LISTING

As mentioned previously, the Critical Path Method has been used
extensively by the military and in the chemical and construction industries.
As the technique becomes better known it is being used in many other
areas. A tool and die shop that produces detailed quality models for
high-volume production on plastic injection molding machines uses C P M
to schedule its shops. A company that was receiving its monthly operating statements four to five weeks after the end of the month used C P M ,
along with other techniques, to reduce this time to eight days. A public
utility has used C P M to reduce its billing cycle and improve the clerical
efficiency of the office.
Any manager who has a scheduling problem, be it a non-recurring
one such as the installation of a computer, or a recurring one, such as
a monthly billing operation, should at least consider the possibility of
using the Critical Path Method to help alleviate the situation. The
Critical Path Method and network model analysis by themselves will
not solve any problems; however, many times they can provide management with the information required to point out where the problem areas
exist.

