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Summary. Computer-coded verbal autopsy (CCVA) algorithms predict cause of death from high-dimensional
family questionnaire data (verbal autopsies) of a deceased individual. CCVA algorithms are typically trained
on non-local data, then used to generate national and regional estimates of cause-specific mortality frac-
tions. These estimates may be inaccurate if the non-local training data is different from the local population
of interest. This problem is a special case of transfer learning which is now commonly deployed for classi-
fying images, videos, texts, and other complex data. Most transfer learning classification approaches are
concerned with individual (e.g. a person’s) classification within a target domain (e.g. a particular population)
with training performed in data from a source domain. Social and health scientists such as epidemiologists
are often more interested with understanding etiological distributions at the population-level rather than
classifying individuals. The sample sizes of their datasets are typically orders of magnitude smaller than
those used for image classification and related tasks. We present a parsimonious hierarchical Bayesian
transfer learning framework to directly estimate population-level class probabilities in a target domain, us-
ing any baseline classifier trained on source domain data, and a relatively smaller labeled target domain
dataset. To address the small sample size issue, we introduce a novel shrinkage prior for the transfer error
rates guaranteeing that, in absence of any labeled target domain data or when the baseline classifier is
perfectly accurate, the domain-adapted (calibrated) estimate of class probabilities coincides with the naive
estimates from the baseline classifier, thereby subsuming the default practice as a special case. A novel
Gibbs sampler using data augmentation enables fast implementation. We then extend our approach to
use not one, but an ensemble of baseline classifiers. Theoretical and empirical results demonstrate how
the ensemble model favors the most accurate baseline classifier. Simulated and real data analyses re-
veal dramatic improvement in the estimates of class probabilities from our transfer learning approach. We
also present extensions that allow the class probabilities to vary as functions of covariates, and an EM-
algorithm-based MAP estimation as an alternate to MCMC. An R-package implementing this method for
verbal autopsy data is available on Github.
Keywords: Bayesian, Classification, Epidemiology, Hierarchical modeling, Regularization, Transfer
learning, Verbal Autopsy
1. Introduction
Verbal autopsy – a survey of the household members of a deceased individual, act as a surrogate for
medical autopsy report in many countries. Computer-coded verbal autopsy (CCVA) algorithms are
high-dimensional classifiers, typically trained on non-local data, predict cause of death from these high-
dimensional family questionnaires which are then used to generate national and regional estimates of
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cause-specific mortality fractions (CSMF) elsewhere. These estimates may be inaccurate as the non-local
training data is different from the local population of interest.
This problem is a special case of transfer learning, a burgeoning area in statistics and machine
learning, on classifying images, videos, text, and other complex data (Pan and Yang, 2010; Weiss et al.,
2016). Models or algorithms trained on source domain data tend to predict inaccurately in a target
domain different from the source domain in terms of marginal and conditional distributions of the
features (covariates) and labels (responses) (Shimodaira, 2000).
Various domain adaptation strategies have been explored for transfer learning for a generic classifica-
tion problem which adjust for the difference in marginal and the conditional distributions of the features
and labels between the two domains. We refer the readers to Weiss et al. (2016) and Pan and Yang
(2010) for a comprehensive review of transfer learning for classification problems. We focus on the set-
ting where there is abundant labeled source domain data, abundant unlabeled target domain data, and
limited labeled target data. Transfer learning approaches pertaining to this setting include multi-source
domain adaptation (CP-MDA, Chattopadhyay et al., 2012), neural networks (TCNN, Oquab et al.,
2014), adaptive boosting (TrAdaBoost, Dai et al., 2007; Yao and Doretto, 2010), feature augmentation
method (FAM, Daume´ III, 2009), spectral feature alignment (SFA, Pan et al., 2010) among others.
All of the aforementioned transfer learning classification approaches are motivated by applications in
image, video or document classification, text sentiment identification, and natural language processing
where individual classification is the goal. Hence, they usually focus on the individual’s (e.g. a per-
son’s or an image’s) classification within a target domain (e.g. a particular population) with training
performed in data from a different source domain.
Social and health scientists such as epidemiologists are often more interested with understanding
etiological distributions at the population-level rather than classifying individuals. For example, we aim
to estimate national and regional estimates of cause-specific fractions of child mortality. Hence, our
goal is not individual prediction but rather transfer learning of population-level class probabilities in
the target domain. None of the current transfer learning approaches are designed to directly estimate
population-level class membership probabilities.
Additionally, the extant transfer learning approaches rely on large source domain databases of mil-
lions of observations for training the richly-parameterized algorithms. The sample sizes of datasets in
epidemiology are typically orders of magnitude smaller than those used for image classification and
related tasks. Most epidemiological applications use field data from surveys, leading to databases with
much smaller sample sizes and yet with high-dimensional feature sets (survey records). For example,
in our application, the feature space is high-dimensional (∼ 200− 350 features), the ‘abundant’ source
domain data has around ∼ 2000 samples, while the local labeled data can have as few as ∼ 20−100 sam-
ples. Clearly, in such cases, the local labeled data is too small to train a classifier on a high-dimensional
set of features, as the resulting estimates will be highly variable. A baseline classifier trained on the
larger source domain data will tend to produce more stable estimates, but the high precision will come
at the cost of sacrificing accuracy if the source and target domains differ substantially.
Our parsimonious solution to this bias-variance trade-off problem is to use the baseline classifier
trained on source-domain data to obtain an initial prediction of target-domain class probabilities, but
then refine it with the labeled target-domain data. We proffer a hierarchical Bayesian framework that
unifies these two steps. With C classes and S-dimensional features, the advantage of this new approach is
that the small labeled data for the target domain is only used to estimate the C×C matrix of the transfer
error (misclassification) rates instead of trying to estimate O(SC) parameters of the classifier directly
from the target-domain data. Since S  C, this approach considerably reduces the dimensionality
of the problem. To ensure a stable estimation of the misclassification matrix, we additionally use a
regularization prior that shrinks the matrix towards identity unless there is substantial transfer error.
We show that, in the absence of any target domain labeled data or in case of zero transfer error, posterior
means of class probability estimates from our approach coincide with those from the baseline learner,
establishing that the naive estimation that ignores transfer error is a special case of our algorithm. We
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devise a novel, fast Gibbs sampler with augmented data for our Bayesian hierarchical model.
We then extend our approach to one that uses an ensemble of input predictions from multiple clas-
sifiers. The ensemble model accomplishes method-averaging over different classifiers to reduce the risk
of using one method that is inferior to others in a particular study. We establish a theoretical result
that the class probability estimates from the ensemble model coincides with that from a classifier with
zero transfer error. A Gibbs sampler for the ensemble model is also developed, as well as a computa-
tionally lighter version of the model that is much faster and involves fewer parameters. Simulation and
data analyses demonstrate how the ensemble sampler consistently produces estimates similar to those
produced by using our transfer learning on the single best classifier.
Our approach is also post-hoc, i.e., only uses pre-trained baseline classifier(s), instead of attempting
to retrain the classifier(s) multiple times with different versions of training data. This enables us to use
publicly available implementations of these classifier(s) and circumvents iterative training runs of the
baseline classifier(s) which can be time-consuming and inconvenient in epidemiological settings where
data collection continues for many years, and the class probabilities needs to be updated continually
with the addition of every new survey record.
The rest of the manuscript is organized as follows. We present the motivating application in Section
1.1. In Sections 2 and 3, we present the methodology and its extension to the ensemble case. Section 4
presents an EM algorithm approach to obtain maximum a posteriori (MAP) estimates for the model,
as a fast alternative to the fully Bayesian approach adopted earlier. Section 5 considers the extension
where class probabilities can be modeled as a function of covariates like age and sex, and spatial regions.
Section 6 presents simulation results. Section 7 returns to the motivating dataset and uses our transfer
learning model to estimate national CSMFs for children deaths in India and Tanzania. We end the
manuscript in Section 8 with a discussion of limitations and future research opportunities.
1.1. Motivating dataset:
In low and middle income countries, it is infeasible to conduct full autopsies for the majority of deaths
due to economic and infrastructural constraints, and/or religious or cultural prohibitions against au-
topsies (AbouZahr et al., 2015; Allotey et al., 2015). An alternative method to infer the cause (or
“etiology”) of death (COD) is to conduct verbal autopsy (VA) – a systematic interview of the relatives
of the deceased individual – to obtain information about symptoms observed prior to death (Soleman
et al., 2006). Statisticians have developed several specialized classifiers that predict COD using the
high-dimensional VA records as input. Examples include Tariff (James et al., 2011; Serina et al., 2015),
interVA (Byass et al., 2012), insilicoVA (McCormick et al., 2016), the King and Lu method (King et al.,
2008), expert alogirthm (Kalter et al., 2015), etc. The openVA R-package (Li et al., 2018) has made
many of these algorithms publicly available. Generic classifiers like random forests (Breiman, 2001),
naive Bayes classifiers (Minsky, 1961) and support vector machines (Cortes and Vapnik, 1995) have also
been used (Flaxman et al., 2011; Miasnikof et al., 2015; Koopman et al., 2015). Estimated COD labels
for each VA record in a nationally representative VA database is aggregated to obtain national cause
specific mortality fractions (CSMF) – the population-level class membership probabilities, that are often
the main quantities of interest for epidemiologists, local governments, and global health organizations.
Formally, a CCVA algorithm is simply a classifier using the S × 1 feature vector (VA report) s
to predict c – one of C possible COD categories. Owing to the high-dimensionality of the feature
space (VA record consists of responses to 200− 350 questions), learning this mapping P (c | s) requires
substantial amount of gold standard (labeled) training data. Usually in the country of interest, VA
records are available for a representative subset of the entire population, but gold standard cause of
death (GS-COD) data are ascertained for only a very small fraction of these deaths. In other words,
there is abundant unlabeled data but extremely limited labeled data in the target domain. Ongoing
projects like the Countrywide Mortality Surveillance for Action (COMSA) in Mozambique and in Sierra
Leone typify this circumstance, where, in addition to conducting a nationally representative VA survey,
researchers will ascertain gold standard COD (GS-COD) for a small number of deaths from one or
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Table 1. Glossary of acronyms used in the manuscript
Acronym Full form Acronym Full form
VA Verbal autopsy PHMRC Population Health Metrics Research Consortium
CCVA Computer coded VA COMSA Countrywide Mortality Surveillance for Action
COD Cause of Death CSMF Cause Specific Mortality Fraction
CSMFA CSMF accuracy GS-COD Gold-standard Cause of Death
two local hospitals using minimally invasive autopsies (MIA) (Byass, 2016). Budgetary constraints and
socio-cultural factors unfortunately imply that only a handful of deaths can eventually be autopsied
(up to a few hundred).
Lack of sufficient numbers of labeled target-domain data implies that CCVA classifiers need to be
trained on non-local source-domain data like the publicly available Population Health Metrics Research
Consortium (PHMRC) Gold Standard VA database (Murray et al., 2011), that has more than 10, 000
paired physician and VA assessments of cause of death across 4 countries. However, there exists con-
siderable skepticism about the utility of CCVA trained on non-local data as cause-symptom dynamics
are often local in nature (McCormick et al., 2016; Flaxman et al., 2018). To illustrate the issue, in
Figure 1.1, we plot the misclassification matrices between the true COD of the PHMRC child cases in
Tanzania against the predicted COD for these cases using two CCVA algorithms, Tariff and InsilicoVA,
both trained on all PHMRC child data non-local to Tanzania. Both matrices reveal very large misclas-
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Fig. 1. Misclassification matrices for PHMRC child cases in Tanzania using Tariff and InsilicoVA trained on all
cases outside of Tanzania. CVD is abbreviation for cardio-vascular diseases.
sification rates, some as high as 60% or more. The large transfer errors indicate that the naive estimates
of population-level class probabilities from CCVA classifiers trained on non-local source data are likely
to be inaccurate thereby highlighting the need for transfer learning in this application. Additionally, like
for any other application area, there exists considerable disagreement about which CCVA algorithm is
the most accurate (Leitao et al., 2014; McCormick et al., 2016; Flaxman et al., 2018). In our experience,
no method is universally superior, and a robust ensemble transfer learning approach guarding against
use of inaccurate classifiers is desirable.
2. Transfer learning for population-level class probabilities
2.1. Naive approach
Let p = (p1, p2, . . . , pC)
′ denote the true population-level class probabilities in a target domain DT
where we have abundant unlabeled feature data, which we denote by U , and a very small labeled data L
of paired labels and features. For a feature vector s, we can write pi = P (G(s) = i) where G denote the
true (gold standard) class-membership. Also, let A(s) = A(s | G) denote the predicted class membership
Bayesian population-level transfer learning 5
from the baseline classification algorithm A trained on some large labeled dataset G in a source domain
DS different from DT . If we do not use any transfer learning, the naive estimate of p from A is given
by
q̂ = (qˆ1, . . . , qˆC)
′ where qˆi =
∑
{s∈U}
I((A(s | G) = i))/N = vi/N (1)
where vi is the number of instances in U classified by A to category i, and N =
∑
i vi is the sample size
of U . If U is large enough to be representative of the population in DT , it is clear that
q̂ ≈ q = (q1, . . . , qC)′ where qi =
∫
U
P (A(s | G) = i | s)dP (s) = P (A(s) = i),
i.e., q̂ is the method-of-moments estimator of q.
Unless the algorithm A trained on DS perfectly agrees with the true membership assignment mech-
anism G in DT , there is no reason to consider q or q̂ to be a good estimate of p. More realistically,
since DS 6= DT , accuracy depends on how similar the algorithm A is in the source and target domains.
Hence, more generally we can think of q as the expected population class probabilities in DT that would
be predicted by A(· | G).
In their most general form, G and A can be thought of as measureable functions from the high-
dimensional symptom space to the space of all C dimensional simplexes. Hence, we can write
A(s) ∼ Multinomial(q), G(s) ∼ Multinomial(p) . (2)
This only depicts the marginal distributions of A(s) and G(s). To infer about G from A, we need to
model their joint distributions. We express qj =
∑C
i=1mijpi where mij = p(A(s) = j | G(s) = i).
In matrix notation, we have q = M′p where M = (mij) is a transition matrix which we refer to as
the misclassification matrix. First note that, if M = I, then p = q and hence this subsumes the case
where class probabilities from the baseline algorithm is trusted as reliable surrogates of the true class
probabilities.
For transfer learning to improve estimation of p, we can opt to use the more general relationship
q = M′p and estimate the misclassification rates mij ’s from L. Let n =
∑C
i=1 ni denote the sample size
of L with ni denoting the number of objects belonging to class i. Also let
T = (tij) = (
∑
s∈L
I(A(s) = j | G(s) = i))
denote the transfer error matrix for algorithm A. Like many transfer learning algorithms, exploiting the
transfer errors is key to our domain adaptation strategy. It is clear that tij/ni is a method-of-moments
estimator of mij . In cases where there is substantial mismatch between the true and predicted categories
for instances (samples) in L, we can use T to estimate M which along with the earlier estimate of q can
lead to a substantially improved estimate of p. Formally we can specify this via a hierarchical model
as:
A(sr)
iid∼ Multinomial(1,M′p), r = 1, 2, . . . , N
Ti∗
ind∼ Multinomial(ni,Mi∗), i = 1, 2, . . . , C
(3)
where for r = 1, 2, . . . , N , sr denote the feature set for the r
th instance in U , and for any matrix M, Mi∗
and M∗j denote its ith row and jth column respectively. The top-row of (3) represents the relationship
q = M′p and yields the method-of-moments estimators q̂ = (v1, v2, . . . , vC)′/N . The bottom-row of (3)
is consistent with the naive estimates tij/ni of mij .
To estimate p, one can adopt a modular two-step approach where first q̂ and M̂ are calculated
separately and then obtain
p̂ = arg min
p:1′p=1, pi≥0
L(q̂, M̂′p)
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where L is some loss function like the squared-error or, more appropriately, the Kullback-Liebler di-
vergence between the probability vectors. This approach fails to propagate the uncertainty in the
estimation of M in the final estimates of p. Benefits of a one-stage approach over a two-stage one has
been demonstrated in recent work in transfer learning (Long et al., 2014). We recommend the one-stage
information-theoretically optimal solution of estimating the joint MLE of M and p from (3).
The advantage of this simple transfer learning method is that it circumvents the need to improve
the individual predictions of A in DT , and directly calibrates the population-level class probabilities
p, which are the quantities of interest here. We efficiently exploit the small local training data L to
reduce cross-domain bias. Instead of trying to use L to estimate variants of a S × C matrix P(s | c)
describing propensities of manifestation of each symptom given each cause, as is used by many CCVA
algorithms like Tariff, InsilicoVA etc., we now only use L to train a p(A(s) | c) misclassification matrix.
One can view the predicted cause A(s) as a one dimensional proxy feature. Consequently, the matrix
(P (A(s) | c)) involves only C(C − 1) parameters as opposed to the O(SC) parameters of the P(s | c)
matrix. For verbal autopsy data, S is typically around 250 while we can choose C to be small focusing
on the top 3 − 5 causes. Hence, our approach achieves considerable dimension reduction by switching
from the original feature space to the predicted class space.
In equation 3 above, q can be estimated precisely because N is large. However, M has C × (C − 1)
parameters so that if there are many classes, the estimates of mij will have large variances owing to
the small size of L. Furthermore, in epidemiological studies, data collection often spans a few years; in
the early stages, L may only have a very small sample size resulting in an extremely imprecise estimate
of M, even if we group the classes to a handful of larger classes. Consequently, in the next section we
propose a regularized approach that stabilizes the transfer learning.
2.2. Bayesian regularized approach
If L was not available, i.e., there is no labeled data in the target domain, we only have U and G. Then it
would be natural to train A using G and predict on U to obtain the estimates q̂ as the best guess for p.
This is equivalent to setting p = q and M = I, i.e., assuming that the algorithm A perfectly classifies
in DT even when trained only using G from DS . Extending this argument, when L is very small, direct
estimates of M would be unstable and we should rely more on the predictions from A trained on DS .
Hence, it is reasonable to shrink p towards q i.e., we shrink towards the default assumption that the
baseline learner is accurate. This is equivalent to shrinking the estimate of M towards I. The simplest
way to achieve this is by using the regularized estimate M˜ = (1− λ)M̂ + λI where M̂ = (m̂ij) = tij/ni
is the unshrunk method-of-moments estimate of mij as derived in the previous section. The regularized
estimate M˜ (like M̂ and M) remains a transition matrix. The parameter λ quantifies the degree of
shrinkage with λ = 0 yielding the unbiased method-of-moments estimate and λ = 1 leading to p̂ = q̂.
Hence, λ represents the bias variance trade-off for estimation of transition matrices and for small sample
sizes some intermediate values of λ may lead to better estimates of M and p.
In epidemiological applications, as data will often come in batches over a period spanning few years,
one needs to rerun the transfer learning procedure periodically to update the class probabilities. In the
beginning, when L is extremely small, it is expected that more regularization is required. Eventually,
when L becomes large, we could rely on the direct estimate M̂. Hence, λ should be a function of the
size n of L, with λ = 1 for n = 0 and λ ≈ 0 for large n. Furthermore, at intermediate stages, since
the distribution of true class memberships in L will be non-uniform across the classes, we will have
a disparity in sample sizes ni for estimating the different rows of M. Consequently, it makes more
sense to regularize each row of M separately instead of using a single λ. A more flexible regularized
estimate is given by M˜i∗ = (1− λi)M̂i∗+ λiIi∗. The row specific weights λi should be chosen such that
λi = 1 when ni =
∑C
j=1 tij = 0, and λi ≈ 0 when ni is large. One choice to accomplish this is given by
λi = γi/(ni + γi) for some fixed positive γi’s.
We now propose a hierarchical Bayesian formulation that accomplishes this regularized estimation
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of any transition matrix M. We consider a Dirichlet prior Mi∗
ind∼ Dirichlet(γi(Ii∗ + 1)) for the rows
of M. We first offer some heuristics expounding choice of this prior. We will have Mi∗ | Ti∗, γi ∼
Dirichlet(Ti∗ + γi(Ii∗ + 1)). Hence,
E(Mi∗ | Ti∗, γi) = Ti∗ + γi(Ii∗ + 1)
ni + γi(1 + C)
→0→ (1− λi)Ti∗
ni
+ λiIi∗ where λi =
γi
ni + γi
.
Hence, using a small enough , the Bayes estimator (posterior mean) for M becomes equivalent with
the desired shrinkage estimator M˜i∗ proposed above. When n = 0, the Bayes estimate E(M | T,γ =
(γ1, γ2, . . . , γC)
′) ≈ I, and for large n, E(M | T,γ) becomes the method-of-moments estimator M̂.
Hence, the Dirichlet prior ensures that in data-scarce setting, M is shrunk towards I and consequently
p towards q. We note that however this initial exposition for the posterior of p are derived conditional
on estimation of M as an independent piece and ignores the data from U . In Theorem 1, we will present
a more formal result that looks at the properties of the marginal posterior of p.
To complete the hierarchical formulation, we augment (3) with the priors:
Mi∗
ind∼ Dirichlet(γi(Ii∗ + 1)), i = 1, 2, . . . , C
p ∼ Dirichlet(δ1)
γi
ind∼ Gamma(α, β), i = 1, 2, . . . , C
(4)
In practice, we need to use a small  > 0 to ensure a proper posterior for M when any off-diagonal
entries of T are zero, which is very likely due to the limited size of L. Note that our model only
uses the data from L to estimate the conditional probabilities P (A(s) | G(s)) for s ∈ L. We do not
model the marginal distribution of A(s) for s ∈ L like we do for s in U . This is because often data for
the labeled set is collected under controlled settings, and marginal distribution of the features for the
samples in L is not representative of the true marginal distribution of the features in DT . In our verbal
autopsy application, the GS autopsies are conducted in one or two medical centers in a country and
the marginal distribution of COD for deaths occurring in a hospital will possibly be very different from
the countrywide CSMFs. Due to economic constraints, the number of deaths for which a GS autopsy
procedure will be conducted is often predetermined based on the project budget. Hence, the deaths
for GS autopsy often will be chosen in a balanced way to represent most of the major causes in the
country. Further variation in the cause of death distribution for L is introduced due to uncertainty of
obtaining consent for conducting full autopsy. All of these virtually guarantee that even if L consists of
few hundred deaths with GS-COD, the marginal CSMF in L is highly unlikely to represent the marginal
CSMF in the population. Hence, we only use L to estimate the conditional probabilities M.
Our previous heuristic arguments, illustrating the shrinkage estimation of M induced by the Dirichlet
prior, are limited to the estimation of M from L as an independent piece and disregards the data and
model for U , i.e. the first row of (3). In a hierarchical setup, however, the models for U and L contribute
jointly to the estimation of M and p. We will now state a more general result that argues that for
our full hierarchical model specified through (3) and (4), when there is no labeled data in DT or if
the algorithm A demonstrates perfect accuracy (zero transfer error) on L, then the marginal posterior
estimates of p from our model coincides with the baseline estimates q̂. Before stating the result,
first note that the likelihood for a = (A(s1), A(s2), . . . , A(sN ))
′ can be represented using the sufficient
statistics v = (v1, v2, . . . , vC)
′. We can write p(a) ∝∏Cj=1 qvjj and hence p,M,γ|data = p,M,γ | v,T.
Theorem 1. If T is a diagonal matrix, i.e., either there is no L, or A classifies perfectly on L, then
lim→0 p | v,T ∼ Dirichlet(v + δ1). For δ = 0, lim→0E(p | v,T) = q̂.
Note that Theorem 1 is a result about the posterior of our quantity of interest p, marginalizing out the
other parameters M, and the γi’s from the hierarchical model specified through equations (3) and (4).
We also highlight that this is not an asymptotic result and holds true for any sample size, as long as we
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choose  and δ to be small. This is important as our manuscript pertains to epidemiological applications
where L will be extremely small and asymptotic results are not relevant.
Theorem 1 also does not require any assumption about the underlying data generation scheme, and
is simply a desirable property of our transfer learning model. If there is no labeled data in DT , then
it is natural to trust the P (c | s) map learnt by A on a source domain and only learn the target
domain marginal distributions of s from U to arrive at the estimates q̂ of p. Similarly, in the best
case scenario, when A is absolutely accurate for the target domain, Theorem 1 guarantees that our
model automatically recognizes this accuracy and does not modify the baseline estimates q̂ from A.
Additionally, the marginal posterior distribution for p given by Dirichlet(v) also nicely demonstrates
the impact of the sample size n of L. Since V ar(p | data) ≈ O(1/n) when A is perfect on L, more
samples in L improves the posterior concentration of p around q̂. The result of Theorem 1 is confirmed
in simulations in Section 6.
2.3. Gibbs sampler using augmented data
We device an efficient implementation of the hierarchical transfer learning model using a data augmented
Gibbs sampler. The joint posterior density can be expressed as
p(p,M,γ | v,T) ∝ p(v |M,p)p(T |M)p(M | γ)p(p)p(γ)
Let p | · denote the full conditional distribution of p. We use similar notation for other full conditionals.
First note that since p(v |M,p) ∝∏j(∑imijpi)vj , the full conditional densities p | · and M | · do not
belong to any standard family of distributions, thereby prohibiting a direct Gibbs sampler. We here
use a data augmentation scheme enabling a Gibbs sampler using conjugate distributions.
The term (
∑
imijpi)
vj can be expanded using the multinomial theorem, with each term correspond-
ing to one of the partitions of vj into C non-negative integers.
Equivalently we can write
(
∑
i
mijpi)
vj ∝ E(
∏
i
(mijpi)
bij ) where bj = (b1j , . . . , bCj)
′ ∼ Multinomial(vj ,1/C).
Choosing b1,b2, . . . ,bC to be independent, we can express
∏
j(
∑
imijpi)
vj ∝ E(∏j∏i(mijpi)bij ) where
the proportionality constant only depends on the observed vj ’s. Using the augmented data matrix
B = (b1,b2, . . . ,bC) = (bij), we can write the complete posterior as
p(p,M,γ,B | v,T) ∝ ∏j∏i(mijpi)bij ×∏i pδ−1i ×∏i γα−1i exp(−βγi)×∏
i
(
Γ(Cγi+γi)
Γ(γi)C−1Γ(γi+γi)
∏
j(mij)
tij+γi+γi1(i=j)−1
) (5)
The full conditional distributions can be updated as follows (derivations omitted):
bj | · ∼Multinomial(vj , 1∑
iMijpi
(M1jp1,M2jp2, . . . ,MCjpC)
′)
Mi∗ | · ∼ Dirichlet(bi1 + γi+ ti1, . . . , bii + γi+ tii + γi, . . . , biC + γi+ tiC)
p | · ∼ Dirichlet(
∑
j
b1j + δ, . . . ,
∑
j
bCj + δ)
p(γi | ·) ∝ Γ(Cγi+ γi)
Γ(γi)C−1Γ(γi+ γi)
γα−1i exp(−βγi)
∏
j
m
γi+γi1(i=j)
ij
The data augmentation ensures that, except the C γi’s, which are updated using a metropolis random
walk with log-normal proposals, all the other O(C2) parameters are update by sampling from standard
distributions leading to an extremely fast and efficient Gibbs sampler.
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3. Ensemble transfer learning
Let there be K classifiers A(1), A(2), . . . , A(K) and let a(k) = (a
(k)
1 , a
(k)
2 , . . . , a
(k)
N )
′ be the predicted class
memberships from the kth algorithm for all the N instances in U . Let v(k) denote the vector of counts
of predicted class memberships on U using A(k). We expect variation among the predictions from the
different classifiers and consequently among the baseline estimates of population-level class probabilities
q̂(k) = v(k)/N and their population equivalents q(k) = P (A(k)(s)). Since the true population class prob-
ability vector p is unique, following Section 2.1 we can write q(k) = (q
(k)
1 , q
(k)
2 , . . . , q
(k)
C )
′ = M(k)′p where
M(k) = (m
(k)
ij ) is now the classifier-specific misclassification matrix. The predicted class membership
for the rth instance in U by algorithm A(k), denoted by a(k)r , marginally follows a Multinomial(1,q(k))
distribution. We have K such predictions for the same instance, one for each classifier, and these are
expected to be correlated. So, we need to look at the joint distribution. A realistic assumption, to
derive the joint distribution, is to assume that a
(1)
r , a
(2)
r , . . . , a
(K)
r are independent conditional on G(sr),
i.e.
p(a(1)r = j1, a
(2)
r = j2, . . . , a
(K)
r = jK | G(sr) = i) =
K∏
k=1
m
(k)
ijk
(6)
Once again drawing the analogy that the prediction vector (a
(1)
r , a
(2)
r , . . . , a
(K)
r )′ is a lower-dimensional
list of proxy features for the rth individual, this assumption is akin to the naive Bayes classifier assump-
tion used to jointly model the probability of features given the true class membership. This implies
that the marginal independence of the a
(k)
r ’s will not generally hold. Instead we will have
p(ar = j) = p(a
(1)
r = j1, a
(2)
r = j2, . . . , a
(K)
r = jK) =
C∑
i=1
(
K∏
k=1
m
(k)
ijk
)
pi = wj (7)
where j = (j1, j2, . . . , jK) denotes a C × 1 vector index.
From the limited labeled dataset L in the target domain DT , the classifier specific transfer error
matrices T(k) = (t
(k)
ij ) = (
∑
s∈L I(A
(k)(s) = j | G(s) = i)) are also known and can be used to estimate
the respective misclassification matrices M(k) in the same way M was estimated from T in Section 2.1.
To introduce shrinkage in the estimation of M(k), like in Section 2.2, we assign Dirichlet priors for each
M(k) .
Let w denote a CK × 1 vector formed by stacking up all the qj1,j2,...,jK ’s defined in (7). The full
specifications for the ensemble model that incorporates the predictions from all the algorithms is given
by:
ar
iid∼ Multinomial(1,w), r = 1, 2, . . . , N
T
(k)
i∗
ind∼ Multinomial(ni,M(k)i∗ ), i = 1, 2, . . . , C; k = 1, 2, . . . ,K
M
(k)
i∗
ind∼ Dirichlet(γ(k)i (Ii∗ + 1)), i = 1, 2, . . . , C; k = 1, 2, . . . ,K
p ∼ Dirichlet(δ1)
γ
(k)
i
ind∼ Gamma(α, β), i = 1, 2, . . . , C; k = 1, 2, . . . ,K
(8)
Although w is a CK × 1 vector, courtesy of the conditional independence assumption (6), it is
only parameterized using the matrices M(k) and p as specified in (7), and hence involves KC2 + C
parameters. This ensures that there is adequate data to estimate the enhanced number of parameters
for this ensemble method, as for each M(k) we observe the corrsponding trasfer error matrix T(k). The
Gibbs sampler for (8) is provided in Section C of the Supplement. To understand how the different
classifiers are given importance based on their transfer errors on L, we present the following result:
Theorem 2. If T(1) is diagonal with positive diagonal entries, and all entries of T(k) are ≥ 1 for
all k > 1, then p | data ∼ Dirichlet (v(1) + δ). For δ = 0, E(p | data) = q(1).
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Theorem 2 reveals that if one of the K algorithms (which we assume to be the first algorithm
without loss of generality) produce perfect prediction on L, then posterior mean estimate of p from the
ensemble model coincides with that of the baseline estimate from that classifier. The perfect agreement
assumed in Theorem 2 will not occur in practice. However, simulation and data analyses will confirm
that the estimate of p from the ensemble model tend to agree with that from the single-classifier model
in Section 2.2 with the more accurate algorithm. This offers a more efficient way to weight the multiple
algorithms, yielding a unified estimate of class probabilities that is more robust to inclusion of an
inaccurate algorithm in the decision making. In comparison, a simple average of estimated p’s from
single-classifier transfer learning models for each of the K algorithms would be more adversely affected
by inaccurate algorithms.
3.1. Independent ensemble model
The likelihood for the top-row of (8) is proportional to
∏
jw
yj
j where yj =
∑
s∈U I(a
(1) = j1, . . . , a
(K)(s) =
jK) denote the total number of instances in U where the predicted class-memberships from the K algo-
rithms corresponds to the combination j = (j1, . . . , jK)
′. Even though U will be moderately large (few
thousand instances in most epidemiological applications), unless both C and K are very small (C ≤ 5
and K ≤ 3), yj’s will be zero for most of the CK possible combinations j. This will in-turn affect the
estimates of w. For applications to verbal autopsy based estimation of population CSMFs, there are
many CCVA algorithms (as introduced in Section 1), and researchers often want to use all of them in
an analysis. We also may be interested in more than 3 − 5 top causes. In such cases, the extremely
sparse CK vector formed by stacking up the yj’s will destabilize the estimation of w. Also, the Gibbs
sampler (see Section C) of the joint-ensemble model introduces an additional CK independent multino-
mial variables of dimension C thereby accruing substantial computational overhead and entailing long
runs of the high-dimensional Markov chain to achieve convergence.
In this section, we offer a pragmatic alternative model for ensemble transfer learning that is compu-
tationally less demanding. From equation (7), we note that
p(a(k)r = jk) =
∑
js:s 6=k
C∑
i=1
(
K∏
k=1
m
(k)
ijk
)
pi =
C∑
i=1
m
(k)
ijk
pi (9)
by exchanging the summations. Hence, the marginal distribution of a
(k)
r is Multinomial(1,q(k)) where
q(k) = (M(k))′p. This shows how the formulation of the ensemble model leads to the single-classifier
model in Section 2.2 if we used only the predictions from the kth algorithm. It also allows us to model
the a
(k)
r ’s independently for each k, ignoring the correlation among the predictions in U from the K
classifiers. We model as follows:
ar = (a
(1)
r , a
(2)
r , . . . , a
(K)
r )
′ iid∼
K∏
k=1
Multinomial(1,q(k)), r = 1, . . . , N (10)
We replace the top-row of (8) with (10), keeping the other specification same as in (8). We call this
the independent ensemble model. Note that, while we only uses the marginal distributions of the a
(k)
r ’s
ignoring their joint dependence, the joint distribution is preserved in the model for the transfer errors
on L specified in the second-row of (8), as all the M(k)’s are tied to the common truth p through the
equations q(k) = M(k)
′
p. While the total number of parameters for the joint and independent ensemble
models remain the same, eliminating the joint model for each of the CK combination of predicted causes
from the K algorithms allows decomposing the likelihood for (10) as product of individual likelihoods
on U for each of the K classifiers. Additionally, the Gibbs sampler for the independent ensemble model
is much simpler and closely resembles the sampler for the single-classifier model in Section 2.3. We
only need to introduce K C×C matrices B(k) = (b(k)1 ,b(k)2 , . . . ,b(k)C ), one corresponding to each CCVA
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algorithm, akin to the matrix B introduced in Section 2.3. The Gibbs sampler steps for the independent
ensemble model are:
b
(k)
j | · ∼Multinomial(v(k)j ,
1∑
iM
(k)
ij pi
(M
(k)
1j p1,M
(k)
2j p2, . . . ,M
(k)
Cj pC)
′)
M
(k)
i∗ | · ∼ Dirichlet(B(k)i∗ + T(k)i∗ + γ(k)i Ii∗ + γ(k)i 1)
p | · ∼ Dirichlet(
∑
k
∑
j
b
(k)
1j + δ, . . . ,
∑
k
∑
j
b
(k)
Cj + δ)
Observe that the sampler for the independent model uses CK additional parameters as opposed to
CK parameters introduced in the joint sampler. This ensures that the MCMC dimensionality does not
exponentially increase if more algorithms are included in the ensemble model. The theoretical result
in Theorem 2 no longer remains true for the independent model. However, our simulation results in
Section D.5 of the Supplement show that in practice it continues to put higher weights on the more
accurate algorithm and consistently performs similar to or better than the joint model.
4. MAP estimation
So far, we have only discussed fully Bayesian implementations of the model in (4). If full inferential
output is superfluous and only posterior point-estimates of the parameters are desired, we outline a
MAP (Maximum a posteriori) estimation for obtaining posterior modes of the parameters using an EM-
algorithm. The data augmentation scheme introduced for the Gibbs sampler in 2.3 is also seamlessly
congruous with the EM algorithm.
In particular, we consider the vector v and T as the observed data and augment B introduced
in Section 2.3 as the missing data to form the complete data likelihood l(B,v,T | M,p,γ) which is
proportional to (5). At the sth iteration, let M[s] = (m
[s]
ij ), p
[s] = (p
[s]
i ) denote the current values of the
parameters. Then
E[s](bij | v,T) =
vjm
[s]
ij p
[s]
i∑
im
[s]
ij p
[s]
i
= b̂
[s]
ij ,
where E[s] denotes the expectation taken using the parameter values from the sth iteration. The EM
algorithm then proceeds as follows:
E-step: E[s](log l(B,v,T |M,p,γ) | v,T) = ∑i
(∑
j
(
b̂
[s]
ij log(mijpi)+
(tij + γi+ γiI(i = j)− 1) log(mij)
)
+ (δ − 1) log pi + h(γi)
) (11)
where h(γ) = log
(
Γ(Cγ+)
Γ(γ)C−1Γ(γ+γ)
)
+ (α − 1) log γ − βγ. Subsequently, the maximization step can be
formulated as:
M-step:
m
[s+1]
ij =
b̂
[s]
ij +tij+γi+γiI(i=j)−1∑
j (̂b
[s]
ij +tij)+γiC+γi−C
p
[s+1]
i =
∑
j b̂
[s]
ij +δ−1∑
i
∑
j b̂
[s]
ij +Cδ−C
γ
[s+1]
i = arg maxγ
∑
j(γ+ γI(i = j)− 1) log(mij) + h(γ)
(12)
The closed form expression of M and p in the M-step is a consequence of the data augmentation.
This drastically accelerates the MAP estimation as we only need to conduct C univariate optimizations,
one corresponding to each γi. If instead the data augmentation was not exploited and only the observed
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likelihood was used, we would need to search an O(C2) dimensional space to obtain the MAP estimates.
We can implement similar MAP estimation algorithms for the joint and independent ensemble models
detailed in Section 3. We omit the steps here.
5. Demographic covariates and spatial information
The transfer-learning model introduced up to this point is focused on generating population-level es-
timates of the CSMF p. An important extension for epidemiological applications would be to model
p as a function of covariates like geographic region, social economic status (SES), sex and age groups.
This will enable the estimation of regional and age-sex stratified estimates, of interest for understanding
the prevalence trends as well as guiding policy and allocation of resources aimed at improving public
health. In this section, we generalize the model to accommodate covariates. We illustrate only for the
single-classifier model in Section 2.2; a similar approach extends the ensemble model.
Let xr denote a vector of covariates for the r
th VA record in U . We propose the following modifications
to the model for allowing covariate-specific class distributions pr = (pr1, pr2, . . . , prC)
′:
A(sr)
ind∼ Multinomial(M′pr), r = 1, 2, . . . , N
pri =
exp(x′rβi)∑C
i=1 exp(x
′
rβi)
, i = 1, 2, . . . , C,βC = 0
βi
ind∼ N(m0i,W0i)
(13)
All other components of the original model in (3) and (4) remain unchanged. The middle row of (13)
specify a multi-logistic model for the class probabilities using the covariates. The top row uses the
covariate specific pr to model the analogous class probabilities qr = M
′pr as would be predicted by
A. Finally, the bottom row specifies Normal priors for the regression coefficients. The switch from a
Dirichlet prior for p to the multi-logistic model implies we can no longer directly leverage conjugacy
in the Gibbs sampler. Polson et al. (2013) proposed a Polya-Gamma data augmentation scheme to
allow conjugate sampling for generalized linear models. We now show how our own data augmentation
scheme introduced in Section 2.3 harmonizes with the Polya-Gamma sampler to create a stramlined
Gibbs sampler.
5.1. Gibbs sampler using Polya-Gamma scheme
We will assume there are G unique combinations of covariate values – for example, if there are four
geographic regions and three age groups, then G = 12. If we have a continuous covariate, then G = N ,
where N is the number of subjects sampled in U . Then letting g, g = 1, . . . , G, represent a specific
covariate combination xg, we can again represent the likelihood for a = (A(s1), A(s2), . . . , A(sN ))
′ using
the G×C sufficient statistics V = (vgj) where vgi is the total number of subjects with covariate values
g that were predicted to have died of cause i. Let β = (β1,β2, . . . ,βC−1). We now have
p(V |M,β) ∝
G∏
g=1
C∏
j=1
(
C∑
i=1
mijpgi)
vgj
and the joint posterior density can now be expressed as
p(β,M,γ | V,T) ∝ p(V |M,β)p(T |M)p(M | γ)p(β)p(γ)
The terms that are different from Section 2.3 are p(V | M,β) and p(β). The sampling step for γ
remains exactly the same as previously discussed. We will use a similar data augmentation strategy
as in Section 2.3 and combine with a Polya-Gamma data augmentation to sample from this posterior
distribution. We expand the term (
∑
imijpgi)
vgj ∝ E(∏i(mijpgi)bgij ) where
bgj = (bg1j , . . . , bgCj)
′ ind∼ Multinomial(vgj ,1/C).
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Let B denote the GC × C matrix formed by stacking all the bgj ’s row-wise. We can write
p(β,B,M,γ | V,T) ∝
∏
g
∏
i
∏
j
(mijpgi)
bgij × p(T |M)p(M | γ)p(β)p(γ)
The following updates ensue immediately:
bgj | · ∼Multinomial(vgj , 1∑
iMijpgi
(M1jpg1,M2jpg2, . . . ,MCjpgC)
′)
Mi∗ | · ∼ Dirichlet
(
Ti∗ + γiIi∗ + γi1 + (
∑
g
bgi1, . . . ,
∑
g
bgiC)
′
)
For βi’s we introduce the Polya-Gamma variables ωgi’s and define Ωi = diag({ωgi}Gg=1), ng =
∑
j vgj ,
and κi = (κ1i, . . . , κGi)
′ where κgi =
∑
j bgij − ng/2. Defining W−1i = X′ΩiX + W−10i , we then have
ωgi | · ∼ PG(ng,xTg βi − cgi) where cgi = log(
∑
k 6=i
exp(xTg βk))
βi | · ∼ N (mi,Wi) where mi = Wi
(
X′(κi −Ωici) + W−10i m0i
)
Here PG denotes the Polya-Gamma distribution and ci = (c1i, c2i, . . . , cGi)
′. This completes the steps
of a Gibbs sampler where all the parameters except γ are updated via sampling from conjugate dis-
tributions. We can transform the posterior samples of β to obtain posterior samples of pgi. Estimates
of the marginal class distribution for the whole country can also be obtained by using the relationship
pi =
∫
pgidP (g) where an empirical estimate of the covariate distribution P (g) can be obtained from U .
5.2. Covariate-specific transfer error
Note that in the model above, we have assumed that the transition matrix M is independent of the
covariates. We can also introduce covariates in modeling the conditional probabilities mij ’s using a
similar multi-logistic regression. This will be particularly useful if there is prior knowledge about
covariate-dependent biases in the predictions from a classifier. We can then nicely incorporate this
information into the model and the implementation will involve Polya-Gamma samplers for each row of
M in a manner exactly similar to the sampler outlined above (we omit the details).
Since the local labeled data is limited, caution must be exercised while adopting this approach and
one can only use a handful of covariates for modeling the misclassification rates. Alternatively, if such a
shortlist of important covariates is not available, a broader set of covariates can be used in conjunction
with Bayesian variable selection priors.
6. Simulation studies
The Population Health Metrics Research Consortium (PHMRC) study, conducted in 4 countries across
six sites, is a benchmark database of paired VA records and GS-COD of children, neonates and adults.
PHMRC data is frequently used to assess performance of CCVA algorithms. We conduct a set of
simulation studies using the PHMRC data to generate a wide range of plausible scenarios where the
performance of of our transfer learning models needs to be assessed with respect to the popular CCVA
algorithms. First, we randomly split the PHMRC child data (2064 samples) into three parts representing
G, and initial L and initial U respectively using a 2:1:2 ratio, containing roughly 800, 400 and 800 samples
respectively. As accurate estimation of mortality fractions from most prevalent causes are usually the
priority, we restrict our attention to four causes: the top three most prevalent causes in the target
domain data (L ∪ U) – Pneumonia, Diarrhea/Dysentry, Sepsis, and an Other cause grouping together
all the remaining causes.
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Table 2. List of models used to estimate population CSMF
Model name Description
TariffG Tariff trained on the source-domain gold standard data G
TariffBTL Bayesian transfer learner using the output from TariffG
InsilicoG InsilicoVA trained on the source-domain gold standard data G
InsilicoBTL Bayesian transfer learner using the output from InsilicoG
EnsembleI Ensemble Bayesian transfer learner (independent) using TariffG and InsilicoG
We wanted to simulate scenarios where both a) the marginal distributions P (c) = P (G(s) = c) of the
classes, and b) the conditional distributions P (c | s) are different between the source and target domains.
To ensure the latter, given a misclassification matrix M = (mij) we want P (A(s) = j | G(s) = i) = mij
for any s ∈ L∪U . We will achieve this by discarding the actual labels in L∪U and generating new labels
such that an algorithm A trained on G shows transfer error rates quantified by M on L∪U . Additionally,
the new labels need to be assigned in a way to ensure that the target domain class probability vector is
pU , for any choice of pU different from the source domain class probabilities in pG .
Note that if the true population class probabilities in DT needs to be pU , then qU , the population
class probabilities as predicted by A is given by qU = M′pU . Hence, we first use A trained on G to
predict the labels for each s in the initial U . We then resample s from the initial U to create a final U
such that the predicted labels of A(s) has the marginal distribution qU . Next, from Bayes theorem,
p(G(s) = i | A(s) = j) = MijpU ,i∑
iMijpU ,i
= αij .
For s in U such thatA(s) = j, we generate the new “true” labels from Multinomial(1, (α1j , α2j , . . . , αCj)′).
This data generation process ensures that for any s in U bothG(s) ∼ Multinomial(1,pU ) andA(s) | G(s) =
i ∼ Multinomial(1,Mi∗) are approximately true. We repeat the procedure for L, using the same M
but a different pL. This reflects the reality for verbal autopsy data where the symptom-given-cause
dynamics is same for all deaths L ∪ U in the new country, but the hospital distribution of causes pL is
unlikely to match the population CSMF pU . For resampling to create the final L, we also vary n — the
size of L as 50, 100, 200 and 400, to represent varying amount of local labeled that will be available at
different stages of a project.
We consider two choices of A: Tariff and InsilicoVA. For M, we use three choices – a diagonal
matrix M1 = I – representing the case where the algorithm A is perfect for predicting in the target
domain, a matrix M2 with two large off-diagonal entries and all other off-diagonal ones being zero –
representing the scenario where there are one or two systematic sources of bias in A when trained on
a source domain DS different from DT , and M3 which represents the scenario where there are many
small misclassifications. Full specifications of the matrices are given in Section D in the Supplement. To
ensure that pU and pL are different, we generate pairs of probability vectors (pL,pU )′ from Dirichlet(1)
distribution and divide the cases into three scenarios: low: CSMFA(pL,pU ) < 0.4, medium: 0.4 <
CSMFA(pL,pU ) < 0.6, and high: CSMFA(pL,pU ) > 0.6. Here CSMFA denoting the CSMF accuracy
is a metric quantifying the distance of a probability vector (pL) from a reference probability vector (pU )
and is given by (Murray et al., 2011):
CSMFA(pL,pU ) = 1− ||pL − pU ||1
2 min pU
.
For each scenario, we generated 100 pairs of pL and pU . For each generated dataset, we use all the
algorithms listed in Table 2 for predicting pU .
We present a brief summary of the results here. A much more detailed analysis is provided in Section
D of the Supplement. For an estimate p̂U (x) generate by a model x, we assess the performance of x
using CSMFA(x)= CSMFA(p̂U (x),pU ). Figure 2 presents the CSMFA for all the five models for the
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Fig. 2. CSMF of ensemble and single-classifier transfer learners when data is generated using Tariff
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case when the data was generated using Tariff via the above design. The four rows correspond to four
sample sizes of L in increasing order, the three columns are for the three choices of M described above,
and in each figure the x-axis from left to right marks the low, medium and high settings.
We first assess the performance of our Bayesian transfer learner as compared to the true baseline
learner trained on G, i.e., we compare TariffG and TariffBTL. We see that, first for M1, there is no
difference in CSMFA between the two methods. This corroborates the theoretical result in Theorem
1 as M1 depicts the scenario where A is perfect. For M3, which depicts the situation that the CCVA
algorithm is reasonably accurate, we see that when both the size of L is small and when the CSMFA
between L and U is low, i.e., there exists substantial disparity between the class distribution in L and
U , the estimates from TariffBTL performs slightly worse than TariffG . When either increases, TariffBTL
performs better than TariffG with the improvements being substantial for the high setting and when
n is large. Finally, for M2, which depicts large bias for A, we see that TariffBTL performs drastically
better than TariffG analogue across all scenarios. Since it is impossible to gauge apriori the accuracy of
the baseline learner, the results, across all three choices of M, provide strong support for the use of the
domain-adapted VA for reducing large biases.
Next we turn our attention to InsilicoG and InsilicoBTL. Since the data was generated using Tariff,
both perform much worse than their Tariff analogues. We see the reverse trends in Figure 11 of the
supplement where the data was generated using InsilicoVA. This shows how in applications some clas-
sifiers can perform poorly and even after transfer learning may still yield subpar performance compared
to some other classifiers. This is where the value of the ensemble model is evident, as we see that the
CSMFA for EnsembleI , which uses the output from both Tariff and InsilicoVA, is consistently closer to
that of TariffBTL. In fact, for M1, EnsembleI produces CSMFA identical to TariffBTL which is what
Theorem 2 suggests. Similarly, for data generated using InsilicoVA Figure 11 demonstrates how the
performance of EnsembleI aligns with that of InsilicoBTL which is the perfect classifier in that scenario.
Since in practice we can never know which CCVA algorithm will be more accurate, the robustness
offered by the ensemble sampler makes it a safer choice.
In Section D of the Supplement we present more thorough insights into the simulation study. In
Section D.1 we assess the impact of the disparity in the class distributions between the source and
target domains. In Section D.2 we compare the biases in the estimates of individual class probabilities.
Section D.3 delves into the role of the sample size and quality of the limited labeled set L. Section D.4
demonstrates the value of the Bayesian shrinkage by comparing with the frequentist transfer learning
outlined in Section 2.1. In Section D.5 we compare the joint and independent ensemble models and
demonstrate how they favorably weight the more accurate algorithm. Finally, in Section D.6, we
compare the performance of the models for predicting individual-level class probabilities for target
domain data using the algortihm outlined in Section B.
7. Predicting CSMF in India and Tanzania
We evaluate the performance of baseline CCVA algorithms and our transfer learning approach when
predicting the CSMF for under 5 children in India and Tanzania using the PHMRC data with actual
COD labels. We could take advantage of the fact that PHMRC was conducted in multiple countries
and our strategy was to sample records from a given country into L and U , while treating all records
from outside of the country as the non local gold standard set (G). We used the PHMRC child data
to specifically focus on cause distribution for children deaths. This is important as the aforementioned
COMSA projects currently only aim to conduct minimally invasive autopsies for children deaths under
the age of five. We used both India and Tanzania, as they were the only countries with substantial
enough sample sizes (NIndia = 948, NTanzania = 728).
For a given country (either India or Tanzania), we first split the PHMRC child data into subjects
from within the country (L ∪ U) and from outside of the country (G). We then randomly selected
n(∈ {50, 100, 200, 400}) subjects from within the country of interest to be in L, while the remaining
Bayesian population-level transfer learning 17
Fig. 3. CSMFA using true GS-COD labels for the top 3 COD + others
subjects from within the country were put in U . We trained models InsilicoG and TariffG using the
non local data G, which were then used to predict the top COD for all subjects in L and U . All predicted
causes of death that are outside of the top 3 COD within the country were changed to “Other”. These
predictions were then used to estimate the calibrated CSMF for TariffBTL, InsilicoBTL, and EnsembleI .
Since the true labels (GS-COD) are available in PHMRC, we calculated the true pU for a country as
the empirical proportions of deaths from each cause, based on all the records within the country. This
pU was used to calculate the CSMF accuracy of each of the models. This whole process was repeated
500 times for each combination of country and value of n. This made sure that the results presented
are average over 500 different random splits of L and U for each country, and are not for an arbitrary
split.
Figure 3 presents the results of this analysis. The top and bottom rows represent the results for India
and Tanzania respectively. The four columns correspond to four different choices of n. There are several
notable observations. First, regardless of n, choice of algorithm A, and country, the calibrated estimates
of prevalence from our transfer learning model performed better than or similar to the analogous baseline
CSMFs, i.e., TariffBTL performed better than TariffG , and InsilicoBTL performed better than InsilicoG .
Second, the magnitude of improvement for the our approach depends on the country and the size of
L. Within India, the CSMFA of TariffBTL and InsilicoBTL is similar to respectively those from TariffG
and InsilicoG , with the InsilicoVA based learners performing significantly better. The ensemble model
produced the highest accuracy, even though it used Tariff as one of the learners, which on its own
was not performing well. In Tanzania, once again, the baseline InsilicoVA model InsilicoG does better
than TariffG although the difference is less prominent than for India. For all choices of n, all the three
transfer learning models, InsilicoBTL, TariffBTL and the the ensemble model, produced substantially
higher CSMFAs compared to those from the two baseline models.
One caveat of this analysis is that we have fixed CSMF for the training and the test data, as
determined empirically. Another downside is that, since we need to split the limited target-domain
data into L and U , as n increases, the sample size N of U decreases. In fact, for Tanzania, when
n = 400, there are more subjects in L than in U . Thus the impact of increase in sample size n for L
is confounded by the decrease in sample size N for U which can make the estimation less precise. In
Section E of the Supplement we conduct a sensitivity analysis by resampling the records to create source
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and target-domain datasets which display varying degrees of concordance in the cause distribution, and
where U has a fixed sample size.
8. Discussion
Epidemiological studies pose unique challenges to transfer learning, stemming from its focus on es-
timating population-level quantities as opposed to individual predictions, small sample sizes coupled
with high-dimensional feature spaces (survey records), and lack of large training databases typically
available for many other machine learning tasks. Motivated by these settings, we have presented a
parsimonious hierarchical model-based approach to transfer learning of population-level class probabil-
ities, using abundant labeled source domain data, limited labeled target domain data, and abundant
unlabeled target domain data.
Shrinkage or regularization is at the core of our approach. In datasets with large numbers of variables
(dimensions), regularized methods have become ubiquitous. A vast majority of the literature focuses on
shrinking estimates (mostly regression coefficients and covariance or precision matrices) towards some
known sub-model. We apply the same principle of regularization in a unique way for estimating the
population class probabilities. Instead of shrinking towards any underlying assumptions about the true
population distribution, we shrink towards the baseline estimate from a classifier trained on source
data. In absence of sufficient target-domain data, this is the best available estimate and has to be used.
We show how this shrinkage for the class probabilities is equivalent to shrinking the transfer error rate
matrix towards the identity matrix. Subsequently, we show how properly chosen Dirichlet priors can
achieve this shrinkage for this transition matrix. This regularized estimation of a transition matrix can
also be applied in other contexts.
The fully Bayesian implementation is fast, owing to a novel data-augmented Gibbs sampler. The
ensemble model ensures robust estimates via averaging over many classifiers and reduces the risk of
selecting a poor one for a particular application. Our simulations demonstrate the value of transfer
learning, offering substantially improved accuracy. The PHMRC data analysis makes evident the value
of collecting a limited number of labeled data GS-COD in the local population using full or minimally
invasive autopsies, alongside the nationwide VA survey. Subsequently using transfer learning improves
the CSMF estimates. The results also show how our approach benefits from larger sample sizes of the
local labeled set L, and from closer alignment between the marginal class probabilities in L and the
true target domain class probabilities.
For VA data, we note that while we have treated G as a labeled dataset in the source domain DS , in
practice it can be any other form of gold standard information sufficient to train a VA classifier. CCVA
methods like Tariff and the approach in King et al. (2008) represent a traditional supervised learning
approach and needs a substantial labeled training dataset G. InterVA is a semi-supervised learning
approach where G is a standard matrix of letter grades representing the propensity of each symptom
given each cause. InsilicoVA generalizes InterVA and endows the problem with a proper probabilistic
framework allowing coherent statistical inference. It adapts to the type of G and can work with either the
default symptom-cause matrix used in InterVA or estimate this matrix based on some labeled training
data of paired VA and GS-COD records. Our transfer learning is completely agnostic to the choice of
this baseline CCVA algorithm and the form of G they require. We only need the predictions from that
algorithm for all instances in L ∪ U .
One important direction forward would be to generalize this approach for more complex COD out-
comes. Currently COD outcome is viewed as a discrete variable taking values on a set of causes like
Pneumonia or Sepsis. In practice, death is a complex chronological series of several events starting from
some root causes and ending at the immediate or proximal cause. In addition to understanding preva-
lence of causes in the population, another goal for many of the aforementioned programs is to identify
medical events that occurred before death for which an intervention could prevent or delay mortality.
Extending the current setup for hierarchical or tree-structured COD outcome would be a useful tool to
Bayesian population-level transfer learning 19
address this aim. Many CCVA algorithms, in addition to predicting the most likely COD, also predict
the (posterior) distribution of likely causes. Our current implementation only uses the most likely COD
as an input. An extension enabling the use of the full predictive distribution as an input can improve
the method. In particular, this will benefit the individual COD predictions for which currently two
individuals with the same predicted COD from CCVA have the same predicted COD distribution after
transfer learning. Finally, the VA records, containing about 250 questions for thousands of individuals,
naturally has several erroneous entries. Currently preprocessing VA records to eliminate absurd entries
and records entails onerous manual labor. It is challenging to develop quality control models for VA
data due to the high dimensionality of the symptoms. Akin to what we did here, one can consider
dimension reduction via the predictions of CCVA algorithms to create an automated statistical quality
control for VA records.
SUPPLEMENTARY MATERIAL
Supplement.pdf: Contains proofs of Theorems 1 and 2, transfer learning of individual class predic-
tions, the Gibbs sampler for the joint ensemble model, detailed analysis of the simulated data,
sensitivity analysis for the PHMRC data for India and Tanzania, and additional figures.
R-package calibratedVA: R-package ‘calibratedVA’ containing code to obtain estimates of popula-
tion CSMFs from our transfer learning approach using baseline predictions from any verbal autopsy
algorithm is available at https://github.com/jfiksel/CalibratedVA/. The package also con-
tains the code for the ensemble model for using outputs from several VA algorithms. A vignette
describing how to navigate the package and demonstrating the use of the methodology is provided
in https://github.com/jfiksel/CalibratedVA/blob/master/vignettes/CalibratedVA.Rmd
A. Proofs
Proof (Theorem 1). The marginal posterior p | v,T is given by ∫ p(p,M,γ | v,T)dP (M)dP (γ).
Conditional on γ, looking only at terms that involve p, M, and γ, we have
p(p,M,v,T | γ) ∝
∏
j
(
∑
i
mijpi)
vj ×
∏
i
pδ−1i ×
∏
i
Γ(γi(C+ 1))
(Γ(γi))C−1Γ(γi(+ 1))
∏
j
(mij)
tij+γi(+1(i=j))−1
We will now use the multinomial theorem to expand the first product
∏
j(
∑
imijpi)
vj . Note that the
jth term expands into κj =
(vj+C−1
C−1
)
terms, one corresponding to each partition of vj . Let B
(j) = (b
(j)
ki )
denote the κj ×C partition matrix formed by stacking up all 1×C rows that represent a non-negative
integer partition of vj . The k
th row of B(j) gives the kth partition and ith element of that row corresponds
20 Scott L. Zeger
to power index for the ith term (mijpi). We now have,
p(p,M | v,T,γ) ∝
∏
j
κj∑
kj=1
∏
i
(mijpi)
b
(j)
kji
b
(j)
kji
!
×∏
i
pδ−1i ×
∏
i
Γ(γi(C+ 1))
(Γ(γi))C−1Γ(γi(+ 1))
∏
j
(mij)
tij+γi(+1(i=j))−1
∝
n1∑
k1=1
· · ·
nC∑
kC=1
∏
i
Γ(γi(C+ 1))p
∑
j b
(j)
kji
−1
i
(Γ(γi))C−1Γ(γi(+ 1))
×
∏
j
(mij)
b
(j)
kji
+tij+γi(+1(i=j))−1
b
(j)
kji
!

Given k1, . . . , kC and i, the product
∏C
j=1(mij)
b
(j)
kji
+tij+γi(+1(i=j))−1 is the kernel of a Dirichlet(b(1)k1i+
ti1 +γi, . . . , b
(i)
kii
+tii+γi(+1), . . . , b
(C)
kCi
+tiC +γi) distribution. Hence, integrating M out with respect
to the order
∏C
i=1
∏C
j=1 dmij , we are left with
p(p | v,T,γ) ∝
n1∑
k1=1
· · ·
nC∑
kC=1
wk1,k2,...,kC (γ, )
∏
i
p
∑
j b
(j)
kji
+δ−1
i
where wk1,k2,...,kC (γ, ) =
∏
i
Γ(γi(C+1))
∏C
j=1 Γ(b
(j)
kji
+tij+γi(+1(i=j)))
(Γ(γi))C−1Γ(γi(+1))Γ(
∑
j(b
(j)
kji
+tij)+γi(C+1))
∏
j b
(j)
kji
!
. Hence,
p | v,T ∼
n1∑
k1=1
· · ·
nC∑
kC=1
((∫
1
W (γ, )
wk1,k2,...,kC (γ, )dF (γ)
)
×
Dirichlet(
∑
j
b
(j)
kj1
+ δ, . . . ,
∑
j
b
(j)
kjC
+ δ)

where W (γ, ) =
∑n1
k1=1
· · ·∑nCkC=1wk1,k2,...,kC (γ, ). Without loss of generality, let the first row of
each B(j) represent the partition of vj which allocates vj to the j
th component and 0 to all the other
components. For any (k1, k2, . . . , kC)
′ 6= 1C , we have
lim
→0
wk1,k2,...,kC (γ, )
w1,1,...,1(γ, )
=
∏
i
 Γ(∑j tij + vi + γi)Γ(b(i)kii + tii + γi)
Γ(
∑
j(b
(j)
kji
+ tij) + γi)Γ(vi + tii + γi)
×
∏
j 6=i
lim
→0
Γ(b
(j)
kji
+ tij + γi)
Γ(tij + γi)

If b
(j)
kji
= 0, the ratio
Γ(b
(j)
kji
+tij+γi)
Γ(tij+γi)
is one. However, since (k1, k2, . . . , kC)
′ 6= 1C , we have atleast one
pair i 6= j such that b(j)kji ≥ 1 and consequently
Γ(b
(j)
kji
+ tij + γi)
Γ(tij + γi)
=
b
(j)
kji
−1∏
s=0
(s+ tij + γi)
→0−→ 0
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since T is diagonal. Hence, w1,1,...,1 dominates all the other weights in the limiting case. Since each of
the scaled weights are less than one, using dominated convergence theorem,
lim
→0
∫
1
W (γ, )
wk1,k2,...,kC (γ, )dF (γ) = 1((k1, k2, . . . , kC)
′ = 1)
and hence lim
→0
p(p | v,T) ∝∏i p∑j b(j)1i +δ−1i = ∏i pvi+δ−1i .
Proof (Theorem 2). We proof only for the case K = 2 as the same proof generalizes for arbitrary
K. We simplify the notation for the proof. Let vst denote the number of instances in U assigned to class
s by algorithm 1, and class t by algorithm 2. We write M(1) = M, M(2) = N, T(1) = T and T(2) = U
to get rid of the superscripts. Also, let B(st) = (b
(st)
li ) denote a κst × C matrix formed by stacking
row-wise all possible partitions of vst into C non-negative integers. Here κst =
(
vst+C−1
C−1
)
denotes the
total number of such partitions. Let h = (h11, h12, . . . , hCC)
′ denote a generic index vector such that
each hst ∈ {1, 2, . . . , κst} indexes a partition of vst and H denote the collection of all such h’s. Then
likelihood for (a1,a2, . . . ,aN )
′ is
C∏
s=1
C∏
t=1
(
κst∑
l=1
C∏
i=1
(pimisnit)
b
(st)
li
b
(st)
li !
)
=
∑
h∈H
C∏
i=1
C∏
s=1
C∏
t=1
(pimisnit)
b
(st)
hsti
b
(st)
hsti
!
=
∑
h∈H
(
1
ch
C∏
i=1
p
∑C
s=1
∑C
t=1 b
(st)
hsti
i ×
C∏
s=1
m
∑C
t=1 b
(st)
hsti
is
C∏
t=1
n
∑C
s=1 b
(st)
hsti
it
)
where ch is a constant term free of the parameters.
Incorporating the priors and marginalizing with respect to M and N we have
p(p | v∗,T,U,γ(1),γ(2)) ∝
∑
h∈H
1
ch
C∏
i=1
(
p
∑C
s=1
∑C
t=1 b
(st)
hsti
+δ−1
i ×∏C
s=1 Γ(
∑C
t=1 b
(st)
hsti
+ tis + γ
(1)
i (+ I(i = s))
Γ
(∑C
s=1
(∑C
t=1 b
(st)
hsti
+ tis
)
+ γ
(1)
i (C+ 1)
)×
∏C
t=1 Γ(
∑C
s=1 b
(st)
hsti
+ uit + γ
(2)
i (+ I(i = t))
Γ
(∑C
t=1
(∑C
s=1 b
(st)
hsti
+ uit
)
+ γ
(2)
i (C+ 1)
))
∝
∑
h∈H
wh(γ
(1),γ(2), )
C∏
i=1
p
∑C
s=1
∑C
t=1 b
(st)
hsti
+δ−1
i
where wh(γ
(1),γ(2), ) is the weight comprising of all the terms not involving pi’s. Now, let H∗ denote
the subset of H such that for all h∗ = (h∗11, h∗12, . . . , h∗CC)′ ∈ H∗, each index h∗st corresponds to a
partition of vst which allocates vst to the s
th partition and zero to all the other partitions. Clearly, for
any h∗,
∑C
s=1
∑C
t=1 b
(st)
h∗sti
=
∑C
s=1
∑C
t=1 vstI(i = s) =
∑C
s=1 I(i = s)vs = vi.
Let ζ denote a generic positive constant which does not depend on . We absorb terms of the form
lim→0 Γ(x+O()) where x is always greater than 1 into ζ, as these limits will be non-zero. Noting that
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tis = 0 if s 6= i, for any h∗ ∈ H and h ∈ H \ H∗, we have
lim
→0
wh
w∗h
= ζ
C∏
i=1
∏
s 6=i Γ(
∑C
t=1 b
(st)
hsti
+ γ
(1)
i )∏
s 6=i Γ(γ
(1)
i )
∏
t6=i Γ(
∑C
s=1 b
(st)
hsti
+ uit + γ
(2)
i )∏
t6=i Γ(
∑C
s=1 b
(st)
h∗sti
+ uit + γ
(2)
i )
Since uit’s are greater than zero and there exists at least one pair (i, s) such that
∑C
t=1 b
(st)
hsti
> 0, the
result follows.
B. Individual-level transfer learning
While our Bayesian transfer learning is primarily targeted to estimate population-level class probabil-
ities, it can also be used to predict individual-level class probabilities in the target domain DT . The
posterior distribution of the true class membership G(sr) of the r
th individual is given by
p(G(sr) = i | a,T) =
∫
p(G(sr) = i | p,M,γ,a,T)×
p(p,M,γ | v,T) dP (M) dP (p) dP (γ)
=
∫
p(G(sr) = i | p,M, A(sr))p(p,M | v,T) dP (M) dP (p)
=
∫
mijpi∑C
i=1mijpi
p(p,M | ,T) dP (M) dP (p)
We can now easily conduct composition sampling using posterior samples of M and p to generate a
posterior distribution for G(sr). This simple application of the Bayes theorem, can recover the individual
class memberships. However, it is a crude approach because the posterior distribution of the G(sr) are
identical for all instances sr with the same predicted class A(sr) from A. If A is a probabilistic classifier
like InsilicoVA (McCormick et al., 2016), then in addition to providing a predicted class membership
A(sr), A also provides the predicted distribution for each individual’s class. Utilizing the entire predicted
distribution from A should lead to improved individual level transfer learning. Since the focus of this
manuscript is population level transfer learning, we do not further explore this avenue here.
C. Gibbs sampler for the joint ensemble model
Let yj be the number of instances in U for which algorithm A(1) predicts cause j1, A(2) predicts cause
j2, and so on. Let y
∗ be the CK × 1 vector formed by stacking the yj’s. Also, let uij =
∏K
k=1m
(k)
ijk
and
uj = (u1j, u2j, . . . , uCj)
′.
The posterior p, {M(k),γk}k=1,...,K | T(1),T(2), . . . ,T(k),w∗ is proportional to∏
j
(
∑
i
uijpi)
yj ×
∏
i
pδ−1i ×
K∏
k=1
(
C∏
i=1
Γ(γ
(k)
i (C+ 1))
(Γ(γ
(k)
i ))
C−1Γ(γ(k)i (+ 1))
×
∏
j
(m
(k)
ij )
t
(k)
ij +γ
(k)
i (+1(i=j))−1
 .
We will once again use data augmentation to implement the Gibbs sampler. Let bj = (b1j, b2j, . . . , bCj)
′)
denote the C × 1 dimensional realization of a Multinomial (yj,1/C) distribution, and let B denote the
CK × C matrix formed by stacking the independent bj’s row-wise for all combinations of j. Then we
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have the following full conditionals for the Gibbs sampler:
bj | · ∼Multinomial(yj, 1
1′(uj  p)uj  p)
M
(k)
i∗ | · ∼ Dirichlet
Ti∗ + γ(k)i Ii∗ + γ(k)i 1 + ( ∑
j:jk=1
bij, . . . ,
∑
j:jk=C
bij)
′

p | · ∼ Dirichlet(
∑
j
b1j + δ, . . . ,
∑
j
bCj + δ)
Here  denotes the Hadamard (elementwise) product.
Finally, as in Section 2.2, we update γ
(k)
i ’s using a metropolis random walk with log-normal proposal
to sample from the full conditionals
p(γ
(k)
i | ·) ∝
Γ(Cγ
(k)
i + γi)
Γ(γ
(k)
i )
C−1Γ(γ(k)i + γ
(k)
i )
×
(γ
(k)
i )
α−1 exp(−βγ(k)i )
∏
j
(m
(k)
ij )
γ
(k)
i +γ
(k)
i 1(i=j).
C.1. Individual level classifications
As illustrated in Section B, the ensemble transfer learner can also predict the individual-level class
memberships. Using Bayes theorem we have
p(G(sr) = i | a(1)r = j1, . . . , a(K)r = jk) =
1∑
j uijpi
uijpi.
Since posterior distributions of uij’s and p have already been sampled, we can generate posterior samples
of G(sr) post-hoc using the composition sampling approach demonstrated in Section B.
For the independent ensemble model, one can recover the posterior distribution of the individual
class memberships in the exact same way. Only additional step would be to first calculate the uj’s as
they are no longer part of the Gibbs sampler.
D. Detailed analysis of the simulation results
In this Section we present a much more thorough analysis of the simulation study, as well as investigate
additional methods to generate population-level class probabilities in the target domain. We first present
the exact choices of M used. We have M1 = I,
M2 =

1.00 0 0 0
0.65 0.35 0 0
0 0 0.5 0.5
0 0 0 1

and M3 = 0.6 ∗ I + 0.1 ∗ 11′. The first choice represents the case where the algorithm A is perfect
for predicting in the target domain. The specific choice of M2 depicts the scenario that 65% of Di-
arrhea/Dysentry cases are classified as Pneumonia and 50% of Sepsis deaths are categorized as some
other cause. Finally, M3 represents the scenario where there are many small misclassifications.
D.1. Impact of difference in marginal distributions between source and target domains
We first investigate how the performance of our Bayesian transfer learning model is impacted by the
disparity in class distribution between DS and DT . Figure 4 plots the smoothed ratio of the CSMFA of
24 Scott L. Zeger
Insilico Tariff
0.
4
0.
6
0.
8
0.
4
0.
6
0.
8
1.2
1.5
1.8
2.1
CSMFA between source & target domains
ra
tio
Misclassification matrix M 1 2 3
Fig. 4. Ratio of CSMFA of domain-adapted and baseline CCVA
the baseline estimates and their calibrated analogs from our model, as a function of the true CSMFA
between the class probabilities pG and pU in the source and target domains. The left panels correspond
to data generated using InsilicoVA and hence assesses the performance of InsilicoG and InsilicoBTL by
plotting the ratio CSMFA(InsilicoBTL)/ CSMFA(InsilicoG). Similarly, the right panels correspond to
data generated using Tariff and compares the estimates from TariffG and TariffBTL. We only present
the results for n = 400, as we will discuss the role of n in Section D.3. We first note that when data
was generated using the misclassification matrix M1 = I, the ratio is exactly one. This corroborates
the result in Theorem 1 that if A classifies instances flawlessly in DT , then the baseline and domain
adapted estimates are same. For M3, i.e. when the misclassification rate is small, the ratio is also
close to one with the domain-adapted estimate being slightly more accurate in general. For M2, which
portrays the scenario where the the baseline learner trained on source domain is systematically and
substantially biased, one can clearly see the benefit of transfer learning. The CSMFA is significantly
better after domain-adaptation. It also nicely shows the utility of transfer learning as a function of
x = CSMFA(pG ,pU ). Unsuprisingly, the ratio is decreasing with increasing x. When x is small, i.e.,
there exists much disparity in the marginal class distributions between the source and target domains,
the ratio is close to two, implying that domain-adaptation yields near 100% gain in accuracy. When
x is close to one, the improvement is much less stark, which is expected as in this scenario the class
probabilities in the non-local and local populations are almost identical.
D.2. Biases in estimates of probabilities for each class
We also look at the biases in the estimates of each of the four class probabilities in Figure 5. The top and
bottom rows correspond to data generated using InsilicoVA and Tariff respectively. The three columns
correspond to three choices of M. We see that there is almost no bias for M1 for all the methods, for M3
the baseline TariffG estimates are generally unbiased, whereas the baseline InsilicoG show small biases.
However, for M2 we see the substantial biases in the estimates from both the baseline approaches. As
expected due to the specification of M2, the baseline learners underestimate P (Diarrhea/Dysentry)
and P (Sepsis) while overestimating P (Pneumonia) and P (Other) are overestimated. The domain-
adapted estimates TariffBTL and InsilicoBTL are unbiased for all the settings.
D.3. Role of limited labeled data in target domain
We now investigate the role of the sample size n and the marginal class distribution pL of L. Addi-
tionally, as an alternate to our transfer learning approach, we also consider including the local labeled
data L as part the training data for the CCVA algorithms. So, we have four more methods TariffL,
TariffG∪L, InsilicoL and InsilicoG∪L, where the sub-scripts indicate the training data used.
When data is generated using InsilicoVA, Figure 6 provides the boxplots of CSMF accuracy of the
methods for all the scenarios as a function of n (rows), choice of M (columns) and ρ — the CSMFA-
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Fig. 5. Biases in the average estimates of individual cause prevalences
range between pL and pU (x-axis in each sub-figure). The analogous results for data generated using
Tariff, provided in Figure 12 of the supplement, reveals exactly similar trends.
We unpack many different conclusions from this Figure. First we look at the performances of InsilicoG
and InsilicoBTL. These two methods was already compared in Section D.1, but only for fixed n = 400
and averaged across all ρ. Here, further analyzing the performances as a function of n and ρ, we see
that the CSMFA of calibrated VA using our model increases with increase in n. Also, there is a drastic
gain in precision of the calibrated estimates with the confidence bands shortening with increase in n
from 50 to 400. Additionally, we see that the CSMFA for InsilicoBTL increases as ρ goes from low to
medium to high, although the gain is not as drastic. This indicates that the transfer learning procedure,
is reasonably robust to the value of ρ, but does benefit to a small extent from improved concordance
between the class probabilities in L and U . Of course, InsilicoG is not affected by either n or ρ. In
general, for M3, we see that only when both n is small and ρ is low, the InsilicoG produces slightly
better estimates than InsilicoBTL. For all other cases, InsilicoBTL yields higher or similar CSMF. For
M2, we see InsilicoBTL dominates InsilicoG across all scenarios. The gains from increase in n and ρ
are evident here as well. Finally, for M1, the performance of InsilicoBTL is identical to InsilicoG , as is
guaranteed by Theorem 1, and is not affected by n or ρ.
Next, we look at the performance of InsilicoL and InsilicoG∪L. For M1 and M3, InsilicoL performs
quite poorly, generally producing the lowest CSMF. InsilicoL is also highly sensitive to both ρ and
n, yielding highly variable and inaccurate estimates for low ρ and n, and improving sharply as either
increases. Only for M2, for large n or large ρ, it does better than InsilicoG . As this setting portrays sub-
stantial difference in the conditional distributions between the source and target population, InsilicoL,
trained on local data, does better. CSMFA from InsilicoG∪L, which uses both the source and target
labeled data in the training, generally lies between the CSMFA from InsilicoG and InsilicoL, and is much
closer to the former as G far outnumbers L. Finally, comparing InsilicoL and InsilicoG∪L to InsilicoBTL,
we see that the latter does substantially better uniformly across the scenarios. This shows that with a
small labeled dataset in DT , our transfer learning approach is a more resourceful way of exploiting this
limited data and results in more accurate and robust estimates.
D.4. Comparison with the naive transfer learning
To understand the importance of the Bayesian regularization used in the the transfer learning, we
also compare with the naive transfer learning based on MLE, outlined in Section 2. We refer to the
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naive transfer learning using Tariff and InsilicoVA respectively as TariffNTL and InsilicoNTL. Figure 7
compares the CMSFA for the naive and Bayesian regularized transfer learning approaches. Once again,
the top and bottom row corresponds to data generated using Tariff and InsilicoVA respectively, the
three columns are for three choices of M and within each setting, we plot the boxplots of CSMFA as a
function of n.
We see that, generally the median estimates from the naive approach is similar to the ones produced
using the Bayesian regularized analog. However, there is notable difference in the variability of CSMFA,
with the naive approach producing a wide range of values with several extreme estimates. The problem
is exacerbated for smaller values of n. The results from the Bayesian model are more stable with
uniformly lesser variation across all the settings. It is evident, that in real data analysis, where the
truth is unknown, the Bayesian model will be much more reliable than the MLE based solution which
seems to be quite likely to yield absurd estimates.
D.5. Performance of ensemble models
We now analyze the performance of the joint (EnsembleJ) and independent (EnsembleI) ensemble trans-
fer learning models introduced in Section 3. These models use output from both Tariff and InsilicoVA
whereas the single-classifier models TariffBTL and InsilicoBTL only use the output from one CCVA
algorithm. For a given dataset, we define
δ = max(CSMFA(InsilicoBTL),CSMFA(TariffBTL))−
min(CSMFA(InsilicoBTL),CSMFA(TariffBTL)).
In other words, δ denotes the difference in CSMFA of the calibrated VA using the most and least accurate
classifiers. A small δ implies transfer learning with either of the baseline classifiers yield similar results,
whereas larger values of δ clearly insinuate that transfer learning with one of the baseline classifiers is
more accurate than the other one. For an ensemble method that aims to guard against inclusion of an
inaccurate method, one would expect that CSMFA for the ensemble method should be closer to that of
the best performing method. Equivalently, if
ν = CSMFA(Ensemble)−min(CSMFA(InsilicoBTL),CSMFA(TariffBTL)),
where Ensemble refers to either EnsembleI or EnsembleJ , then ν should be greater than δ/2.
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Fig. 8. Performance of the ensemble models
Figure 8 plots ν as a smoothed function of δ. We first note that, for M1 (red lines), the (ν, δ) curve for
the joint sampler nearly coincides with the 45-degree line. Since, in our data generation process, under
M1 one of the classifiers is fully accurate, this empirically verifies the theoretical guarantee in Theorem
2, that in such settings posterior mean of class probabilities from the ensemble approach is same as that
from the best classifier. While the independent ensemble model does not enjoy this theoretical property,
in practice we see that for M1, ν is also identical to δ. For M2 and M3, across all scenarios, ν is close
to δ, i.e. estimates from both the EnsembleJ and EnsembleI models generally aligns much closer to the
best performing single-classifer transfer learner. There are no significant trends with respect to either
the size of L (n) or the data generating algorithm – Insilico (top-row) and Tariff (bottom-row). The
EnsembleI model seems to do slightly better than the joint model. Since, it is also the faster model, we
only use this version of the ensemble model for subsequent analysis. The performance of the ensemble
samplers is quite reassuring especially for larger δ, as it demonstrates the robustness to inclusion of a
bad method via averaging over multiple methods. As ν seems to be substantially greater than δ/2 for
most of the curves, it also shows why our model based method averaging is superior to simply taking
average of the estimated class-probabilities from the different methods, which is much more affected by
the worst method.
D.6. Individual level classification
As mentioned earlier, predicting individual classes is not our primary goal. Nonetheless, we have outlined
a simple way to obtain individual predictions using our transfer learning model. Here we compared its
accuracy using the Chance Corrected Concordance (Murray et al., 2011) defined as
CCC =
1
C
C∑
i=1
TPi
TPi+TNi
− 1N
1− 1N
where TPi and TNi denote the true positive and true negative rates for class i. We only analyze the
case when when the data is generated using Insilico (Figure 9). The roles are simply reversed when
data is generated using Tariff (Figure 13). We see in Figure 9 that CCC for InsilicoG and InsilicoBTL
are better than those of TariffG and TariffBTL respectively. This is expected as analyzing data using
the true model is expected to perform better than the misspecified model. CCC from the domain-
adapted (InsilicoBTL) and baseline (InsilicoG) versions of the same CCVA algorithm, which was used
in data generation, were similar. For the misspecified model, the domain-adapted TariffBTL produced
slightly better CCC than its baseline analog TariffG . However, these gains in CCC from our transfer
learning model are not substantial and perhaps indicate that if individual prediction is of interest then
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more advanced methods need to be considered than the simple approach we have outlined. However,
even using our crude approach, we see that the ensemble model (EnsembleI) produces CCC closer to
InsilicoBTL and InsilicoG , and much better than the CCC obtained by both TariffBTL and TariffG . This
once again furnishes evidence of the robust performance of the ensemble model, and in practice, when
we will not know which algorithm works best, using the ensemble model will safeguard against choosing
a bad algorithm.
E. Sensitivity analysis for India and Tanzania
We employed a resampling approach similar to (Murray et al., 2011) in order to perform a sensitivity
analysis of whether the (empirically determined) specific CSMFs pG and pU respectively of the source
and target domains in the PHMRC data impacted the data analysis in Section 7. To sample data into
G and U , we drew pG and pU from independent uninformative Dirichlet distributions. We sampled 800
subjects from outside of the country of interest, with replacement according to probability pG and based
on their GS-COD, into G. A similar process was used to create U , except using records from exclusively
within the country of interest and using the probability vector pU . For creating L, we sampled n
subjects from within the country of interest with replacement, using the empirical distribution of COD
within that country. We used G to train models TariffG, InsilicoG and calibrated them using L to get
TariffBTL, InsilicoBTL, and EnsembleI . We used the pU drawn from the Dirichlet distribution as the
true CSMF and computed the CSMFA for all the models. This whole process was repeated 500 times
for each country and value of n.
Fig. 10. Sensitivity analysis of CSMFA of competing algorithms for the top 3 COD + others
We again can visualize the results in Figure 10. First observation is that the CSMFA of all algorithms
is dramatically lower than in Section 7 and have higher uncertainty. This is expected as we are now
averaging over 500 pairs of difference cause distributions for the training and test set. We see that both
in India and Tanzania the domain-adapted methods TariffBTL and InsilicoBTL perform much better
than the baseline analogs TariffG and InsilicoG respectively, with the gain in CSMFA becoming more
substantial with increase in n. For India, it appears that except for n = 50, EnsembleI generally
performs similar to InsilicoBTL and better than TariffBTL. For Tanzania, all three transfer learning
models perform similarly, and are better than the baseline models. Overall, the sensitivity analysis
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shows that over a large range of possible CSMF compositions for G and U , the calibrated estimates of
pU were more accurate.
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