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Sogang University, Seoul 121-742, Korea
Abstract
We present the irregular matrix model which has W3 and Virasoro symmetry.
The irregular matrix model is obtained using the colliding limit of the Toda field
theories and produces the inner product between irregular modules ofW3 symmetry.
We evaluate the partition function using the flow equation which is the realization
of the Virasoro and W-symmetry.
1 Introduction
The irregular matrix model [1] is obtained by the colliding limit of the β-deformed
Penner-type matrix model [2, 3] which is equivalent to the regular conformal block of
primary fields. The colliding limit [4] is the fusion of primary fields at one point with
their Virasoro momenta infinite and results in a non-trivial limit. Especially, there ap-
pears irregular module of rank n which is defined as the eigenvector of positive Virasoro
generators Ln, Ln+1, · · · , L2n. The irregular module of rank 1 can be constructed as
the combination of primary and descendant states [5]. However, for the rank greater
than 1 the irregular module is not simple to construct because one needs to take ac-
count of the consistency condition [6] for the non-negative Virasoro Generators such
as L0, L1, · · · , Ln−1. The consistency condition is not easy to manipulate algebraically.
One may detour this difficulty if one uses the irregular matrix model and its confor-
mal symmetry. In our previous papers, we investigate the case with Virasoro symmetry
[1, 6, 7, 8]. We may extend this idea toW symmetry by considering multi-matrix model.
W symmetry was previously used to construct multi-matrix model of polynomial type
in [9]. In this paper, we are going to construct the irregular matrix model with W sym-
metry using colliding limit of the Toda field theory and present how to find the partition
function using the W symmetry.
Toda field theory is the generalization of the Liouville field theory and contains not
only Virasoro symmetry but also higher spin symmetries which is summarized in terms
of W-symmetry. Two dimensional Toda field theory associated with simple Lie algebra
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1
with rank k is defined by the Lagrangian
L =
1
8π
(∂a~ϕ)
2 + µ
k∑
i=1
eb~ei·~ϕ (1.1)
where ~e1, · · · , ~ek are the simple roots of the Lie algebra. The bosonic vector field ~ϕ
has k independent components. The Toda field theory is conformal provided there is
a background charge ~Q = (b + 1/b)~ρ with ρ is the Weyl vector, half of the sum of all
positive roots. In this case, the conformal dimension of the exponential terms is 1 and
the central charge of the system is c = k + 12~Q2.
The Toda field theory has k holomorphic symmetry currents W2,W3 · · ·Wk+1 where
W2 is identified as the Virasoro current. In this paper we are concentrated on the
colliding limit of the A2 Toda field theory and construct the A2 irregular matrix model
and find the partition function using the Virasoro andW3 symmetry. The generalization
is straight-forward.
The paper is organized as follows. Section 2 is devoted to the irregular matrix
model. Starting with A2-Toda field theory, we obtain the irregular matrix model using
the colliding limit. In section 3, we investigate the W symmetry in detail. The explicit
representation of the W symmetry is given as the differential operator of the potential
variables. In section 4, we present how to evaluate the partition function of the irregular
matrix model only using the symmetries. Section 5 is the summary and discussion.
2 A2 Irregular matrix model
A2 irregular matrix model is given by two matrix model and is obtained from the colliding
limit of the Penner-type two matrix model. For concreteness and comparison, we will use
the representation as appeared in [10]. A2 has two simple roots which will be represented
as ~e1 = (1,−1, 0) and ~e2 = (0, 1,−1). The simple roots have the squared length 2. The
Toda field ~ϕ is conveniently put as ~ϕ = − ϕ1√
6
(1, 1,−2)− ϕ2√
2
(1,−1, 0) whose components
are orthogonal to each other. In this convention, the bosonic component satisfies the
free field correlation ϕi(z, z¯)ϕj(w, w¯) ∼ −δij log |z − w|2.
The vertex primary field Va(za) = e
~αa·~ϕ(za) has the conformal dimension ∆a =
~αa( ~Q − 12~αa). We consider the (n + 2)-primary field correlation and put the conformal
block (holomorphic part of the correlation) in terms of the Selberg integral representa-
tion using the screening operator (exponential terms in the Toda Lagrangian). One
may put the fields, say, one at the infinity zn+1 → ∞, one at the origin z0 = 0,
and the rest at za (a = 1, · · · , n). In this case, the conformal block has the form(∏
0≤k<ℓ≤n(za − zb)−~αa·~αb
)
× Zβ if one normalizes the result so that the infinite factor
zn+1 scales away. The front multiplicative factor is from the free correlation between
the primary fields and the rest Zβ is due to the correlation between the screenings and
also with the primaries;
Zβ ≡
∫ N1∏
i=1
dxi
N2∏
j=1
dyj ∆(x)
2β∆(y)2β∆(x, y)−βe
2b
~
[
∑
i V1(xi)+
∑
j V2(yj)] (2.1)
2
where ∆(x) =
∏
i<k(xi − xj) and ∆(x, y) =
∏
i,j(xi − yj) are the Vandermonde deter-
minant which come from the correlation between screening terms. We put β = −b2 to
make the partition function similar to the β-deformed matrix model. N1 and N2 are
number of screening terms with the root vector ~e1 and ~e2 respectively. The number
satisfies the neutrality condition [11]
n∑
i=0
~αi + ~α∞ + b
2∑
k=1
Nk ~ek = ~Q . (2.2)
The potential V1 and V2 appear from the correlation between the screening and
primary vertex operators. If one parametrizes ~αa =
αa√
3
(1, 1,−2) + βa(1,−1, 0), one has
the Penner-type potential
1
~
V1(x) = −
n∑
a=0
βa log(x− za) , 1
~
V2(y) = −
n∑
a=0
1
2
(
√
3αa − βa) log(y − za) . (2.3)
The irregular matrix model is obtained if one uses the colliding limit similar to
the Liouville case [1, 4]: αa, βa → ∞ and za → 0 so that ck ≡
∑n
a=0 αaz
k
a and bk ≡∑n
a=0 βaz
k
a with k = 0, 1, · · · , n are finite. In this case, one has the A2 irregular matrix
model Zn with rank n whose potential is given in terms of logarithmic and finite number
of inverse powers
1
~
V1(z) = −b0 log z +
n∑
k=1
bk
kzk
,
1
~
V2(z) = −c˜0 log z +
n∑
k=1
c˜k
kzk
. (2.4)
where we use the short-hand notation c˜ℓ = (
√
3cℓ − bℓ)/2. In the following, we equally
put the irregular matrix model using the new parameter ~ ≡ −2ig so that
Zn =
∫ N1∏
i=1
N2∏
j=1
dxidyj∆(x)
2β∆(y)2β∆(x, y)−βe−
√
β
g [
∑
i V1(xi)+
∑
j V2(yj)] . (2.5)
3 W-symmetries of the irregular matrix
3.1 Loop equations
The irregular matrix model (2.5) has two loop-equations. One equation is given as the
quadratic equation of the resolvent with its multipoint defined as
RK1,··· ,Ks(z1; · · · ; zs) = β
(
g√
β
)2−s〈NK1∑
i1=1
1
z1 − λi1;K1
· · ·
NKs∑
is=1
1
zs − λis;Ks
〉
connected
.
(3.1)
3
Denoting λi;1 = xi, λj;2 = yj, one has
R1(z)
2 +R2(z)
2 −R1(z)R2(z)− V ′1(z)R1(z)− V ′2(z)R2(z)
+
~Q
2
(
R′1(z) +R
′
2(z)
) − ~2
4
(R1;1(z, z)−R1;2(z, z) +R2;2(z, z)) = f1(z) + f2(z)
4
(3.2)
where the quantum correction f1, f2 are defined as f1(z) := 4g
√
β
∑N1
i
〈−V ′1(z)+V ′1(xi)
z−xi
〉
and f2(z) := 4g
√
β
∑N2
i
〈−V ′2(z)+V ′2(yj)
z−yj
〉
. Here 〈· · ·〉 denotes the expectation value within
the matrix integral. This loop equation is obtained if one performs the conformal trans-
formation of the integration variables xi → xi + ε/(xi − z) and yj → yj + ε/(yj − z).
The other loop equation is given as a cubic equation [12, 13, 14]:
0 = −R21R2 +R1R22 − V ′1(R21 + V ′1R1 −
f1
4
) + V ′2(R
2
2 + V
′
2R2 −
f2
4
) +
g1 − g2
4
+
~Q
4
[
3(V ′2R
′
2 − V ′1R′1) +R1R′2 −R′1R2 + 2(R2R′2 −R1R′1) + V ′′2 R2 − V ′′1 R1 +
f ′1 − f ′2
4
]
+
~
2Q2
8
(R′′2 −R′′1) +
~
2
4
[
V ′1R1;1 − V ′2R2;2 +R1;1R2 −R2;2R1 − 2R1;2(R2 −R1)
]
(3.3)
+
~
3Q
16
[
R′1;1 −R′2;2 + limz¯→z
(
∂
∂z
R1;2(z, z¯)− ∂
∂z¯
R1;2(z, z¯)
)]
+
~
4
16
(R1;2;2 −R1;1;2) ,
where g1(z) := 4g
2β
∑
i,j
〈
V ′1(xi)−V ′1(z)
(z−xi)(xi−yj)
〉
and g2(z) := 4g
2β
∑
i,j
〈
V ′2(yj)−V ′2(z)
(z−yj)(yj−xi)
〉
. This
is obtained after varying the integration variables xi → xi +
∑N2
j=1
ǫ
(xi−z)(xi−yj) and
yj → yj +
∑N1
i=1
ǫ
(yj−z)(xi−yj) .
In this paper, we shall focus on the lowest order of ~ (also putting Q = 0). Then,
the two equations can be put in a more compact form if we define new notations as
R = R1 −R2/2, R˜ =
√
3R2/2, ∂φ2 = V
′
1 and ∂φ1 =
1√
3
(2V ′2 + V
′
1).
(2R − ∂φ2)2 + (2R˜ − ∂φ1)2 = −~2ξ2 (3.4)
(2R˜ − ∂φ1)3 − 3(2R˜ − ∂φ1)(2R − ∂φ2)2 = −~3ξ3 (3.5)
where ξ2 and ξ3 are given explicitly as
−~2ξ2 = (∂φ2)2 + (∂φ1)2 + f1 + f2 (3.6)
−~3ξ3 = −(∂φ1)3 + 3(∂φ2)2∂φ1 + 3(∂φ1 −
√
3∂φ2)(f1 + f2) + 3
√
3∂φ2f1
− 3
2
(3∂φ1 −
√
3∂φ2)f2 − 3
√
3(g1 − g2) .
(3.7)
ξ2 and ξ3 look very complicated but turn out to be the representation ofW2,W3 currents
respectively. This is investigated in the following two subsections.
4
3.2 Virasoro current
One may use the explicit form of the potential (2.4) to put ∂φ1 = −~
∑n
k=0 ck/z
k+1,
∂φ2 = −~
∑n
k=0 bk/z
k+1 and
f1(z) + f2(z) = −
n−1∑
k=0
1
zk+2
vk(~
2Zn)
Zn (3.8)
where we use the translation invariance to put
〈∑
i V
′
1(xi) +
∑
j V
′
2(yj)
〉
= 0. In addi-
tion, the Virasoro differential operator is generalized from the one-matrix model, which
has the form vk = v
∂
k where v
∂
k ≡
∑
0≤r≤n
r−s=k
s
(
br
∂
∂bs
+ cr
∂
∂cs
)
. We use the separate
notation v∂k for later convenience since vk will be modified later for the mode k < 0.
Therefore, ξ2 in (3.6) has the form
ξ2 =
2n∑
k=n
Ak
zk+2
+
n−1∑
k=0
1
zk+2
(Ak + v
∂
k )Zn
Zn (3.9)
where Ak is a constant
Ak = −
k∑
ℓ=0
(bℓbk−ℓ + cℓck−ℓ) . (3.10)
We use the convention that bℓ = 0 = cℓ when ℓ does not belong to the element set
{0, 1, · · · , n}. The explicit form ξ2 is identified with the expectation value of Virasoro
current
ξ2 =
〈∆|T (z)|In〉
〈∆|In〉 , T (z) =
∑
k∈Z
Lk
zk+2
, (3.11)
if one recalls that the irregular module |In〉 of rank n has the eigenvalue Ak of Lk when
n ≤ k ≤ 2n and 0 when k > 2n. In addition, this identification is consistent with the
Virasoro generator representation for the parameter set {(bk, ck)| 0 ≤ k ≤ n} as the
differential operator Lk = Ak + vk which is the right action of the irregular module:
Lk|In〉 := Lk|In〉;
Lk =


0 , 2n < k
Ak , n ≤ k ≤ 2n
Ak + vk , 0 ≤ k ≤ n− 1 .
(3.12)
3.3 W3 current
Let us rewrite ξ3 using the parameters of the potential. First note that
g1(z) − g2(z) = −~
n−2∑
k=−2
~
2b2
zk+3
〈∑
i,j
1
xi − yj
n−k∑
r=2
(
br+k
xri
+
c˜r+k
yrj
)〉
. (3.13)
5
To put the expectation values as the derivatives of the partition function, we use two
identities: one is
4g2β
〈∑
i,j
1
xi − yj
1
yrj
〉
= 4g2β
r∑
m=1
〈∑
j,ℓ
1
ymj y
r+1−m
ℓ
〉
+ 4g
√
β
〈∑
j
V ′2(yj)
yrj
〉
(3.14)
which is obtained if one changes of integration variable yj → yj + ε/yrj in the partition
function Zn. The other is the same as (3.14) with the exchange of xi ↔ yj and V2 → V1
due to the obvious symmetry; one may obtain the identity using the integration variable
change xi → xi + ε/xri .
Using the above two identities (3.14) and its companion, one finds
g1(z) − g2(z) =
n−2∑
k=−2
~
zk+3
n−k∑
r=2

br+k

~2b2 r−1∑
m=1
〈∑
i,k
1
xmi x
r+1−m
k
〉
− 2~2b
n∑
p=0
〈∑
i
bp
xr+pi
〉
−c˜r+k

~2b2 r−1∑
m=1
〈∑
j,ℓ
1
ymj y
r+1−m
ℓ
〉
− 2~2b
n∑
p=0
〈∑
j
c˜p
yr+pj
〉

 .
(3.15)
Note that in the last term there appear the expectation values of the inverse power of yj
up to (2n+2) and the term higher than n is not directly obtained from the derivative of
the rank n partition function. To avoid this difficulty, one may use an extended partition
function which is partition function with higher rank, i.e., the partition function with
the potential with the parameter ck, bk with k up to 2n+2. In this one has the explicit
form of ξ3
ξ3 =
3n∑
k=2n
Mk
zk+3
+
2n−1∑
k=n
1
zk+3
(Mk + µk)Zn
Zn
+
n−1∑
k=0
1
zk+3
(Mk + µk)Z2n−k
Z2n−k +
−1∑
k=−2
1
zk+3
µk(Z2n−k)
Z2n−k
∣∣∣∣∣
{bk>n,ck>n}→0
(3.16)
where Mk is a constant
Mk =
∑
r+s+t=k
(3br bs ct − cr cs ct) . (3.17)
The terms with inverse powers of 1/zk is carefully rewritten for −2 ≤ k ≤ n − 1
by introducing the extended partition functions, Zn+1, · · · ,Z2n+2. Furthermore, the
differential operator µk has the different form for the extended case:
µk =
{
µ∂k , n ≤ k ≤ 2n− 1
µ∂k + µ
∂2
k , −2 ≤ k ≤ n− 1
(3.18)
6
where
µ∂k ≡ −
∑
0≤r,s≤n
r+s−t=k
t
2
(
6brcs
∂
∂bt
+ 3brbs
∂
∂ct
− 3crcs ∂
∂ct
)
,
µ∂
2
k ≡
∑
0≤r≤n
r−s−t=k
s t
4
(
6br
∂
∂bs
∂
∂ct
+ 3cr
∂
∂bs
∂
∂bt
− 3cr ∂
∂cs
∂
∂ct
)
.
(3.19)
We identify ξ3 with the expectation value of theW3 current between a regular module
|∆〉 and an irregular module |In〉 as
ξ3 =
〈∆|W (z)|In〉
〈∆|In〉 , W (z) =
∑
k∈Z
Wk
zk+3
. (3.20)
Note that the irregular module has the eigenvalue Mk of Wk when 2n ≤ k ≤ 3n. Higher
mode Wk with k > 3n annihilates the irregular module. In this identification one has
the representation of the W3 current Wk|In〉 := ωk|In〉 where
ωk =


0 , 3n < k
Mk , 2n ≤ k ≤ 3n
Mk + µk , n ≤ k ≤ 2n− 1
Mk + µ
∂
k + µ
∂2
k , 0 ≤ k ≤ n− 1 .
(3.21)
Considering a negative mode acts on the regular module and vanishes i.e., 〈∆|ωk|In〉 = 0
for k < 0, one expects the mode with k = −1,−2 in (3.16) to vanish. This is confirmed
in the next subsection.
3.4 Consistency check of the representation
One can check the representation (3.12) and (3.21) is compatible with the commutation
relation of the Virasoro and W3 modes[15]:
[Lp, Lq] = (p − q)Lp+q + c
12
(p3 − p)δp,−q , (3.22)
[Lp,Wq] = (2p − q)Wp+q , (3.23)
−2
9
[Wp,Wq] =
c
3 · 5! (p
2 − 1)(p2 − 4)pδp,−q + 16
22 + 5c
(p− q)Λp+q
+ (p − q)
(
1
15
(p+ q + 2)(p + q + 3)− 1
6
(p+ 2)(q + 2)
)
Lp+q
(3.24)
where1
Λp =
∞∑
k=−∞
: LkLp−k : +
1
5
xpLp ,
x2ℓ = (ℓ+ 1)(ℓ − 1) x2ℓ+1 = (2 + ℓ)(1 − ℓ)
1If one rescales Wp as i
3√
2
Wp, then the algebra reduces to the original Fateev and Zamolodchikov
convention [15].
7
and the central charge c = 2 + 12~Q2.
Note that the irregular module |In〉 with rank n is defined as a simultaneous eigen-
state of Lk’s and Wk’s:
Lk|In〉 = Ak|In〉 , n ≤ k ≤ 2n (3.25)
Wk|In〉 =Mk|In〉 , 2n ≤ k ≤ 3n (3.26)
where Ak and Mk are eigenvalues. In addition, one requires that the action of Lk>2n
and Wk>3n vanish.
The eigenvalues are not enough to define the irregular module. One needs Lk<n and
Wk<2n. The Virasoro generator has the representation Lk for 0 ≤ k < n in (3.12) and
W3 generator ωk for −2 ≤ k < 2n in (3.21). However, this representation is not enough
to check the commutation relation (3.24). This is because Λp contains the negative
mode Lk<0 of Virasoro generators and hence, the non-negative modes are not closed
by themselves in the commutation relation. On the other hand, one cannot obtain the
information of the negative modes from the equation (3.20) because the negative mode
contribution vanishes in the expectation value. Therefore we need another way to find
the negative mode representation.
To find the negative modes we consider the identity (3.14) and its companion for the
extended partition function Zn−k for k < −1:(
v∂k + v
∂2
k
)
Zn−k = 0 , v∂2k ≡ −
∑
−(r+s)=k
r s
4
(
∂
∂br
∂
∂bs
+
∂
∂cr
∂
∂cs
)
. (3.27)
The invariant property of the partition function shows that one has Lk with vk = v
∂
k+v
∂2
k
for k < −1 with the extended set of parameters {bk≥n, ck≥0} when necessary.
Likewise for W3, one has the desired identity if one considers the transformation
xi → xi +
∑N2
j
ǫ
(xi−yj)xri and yj → yj +
∑N1
i
ǫ
(xi−yj)yrj to get(
µ∂k + µ
∂2
k
)
Z2n−k = 0 for k = −1,−2 (3.28)(
µ∂k + µ
∂2
k + µ
∂3
k
)
Z2n−k = 0 for k ≤ −3 , (3.29)
where
µ∂
3
k ≡ −
∑
−(r+s+t)=k
r s t
8
(
3
∂
∂br
∂
∂bs
∂
∂bt
− ∂
∂cr
∂
∂cs
∂
∂ct
)
. (3.30)
Eq (3.28) shows that one has µk(Z2n−k) = 0 for k = −1,−2, or 〈∆|ωk|In〉 = 0 as
asserted in sec 3.3. The invariant property of the partition function (3.29) allows to put
µ = µ∂k + µ
∂2
k + µ
∂3
k for k ≤ −3.
In fact, the negative mode representation is easily understood if one notes that
this representation is found from the coherent state representation of Heisenberg al-
gebra whose positive mode ak has the eigenvalues bk or ck when k > 0. In the
coherent state representation, the negative mode is given as the differential operator
b−k = −(k/2)∂/(∂bk) when k > 0. This is the reason why one and two-derivative terms
appear in the negative Virasoro mode representation while one, two and three-derivative
terms appear in the negative W mode representation as appeared in [9].
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4 Irregular partition function
4.1 Differential equations
The loop equations (3.4) and (3.5) give a series of differential equations for the partition
function Zn. Large z expansion gives 2n-differential equations:
−vk logZn = dk , 0 ≤ k ≤ n− 1 (4.1)
−µk logZn = ek , n ≤ k ≤ 2n − 1 (4.2)
where vk and µk are differential operators defined in (3.12), (3.21). One may also find
differential equations corresponding to µk for k < n. However, this equation contains the
extended set of parameters {bk>n, ck>n} and is redundant since we have 2n-equations
(4.1), (4.2) which will completely fix the partition function. dk and ek in (4.1) and (4.2)
are given as
dk = Ak +
∑
r+s=k
(
dbr d
b
s + d
c
r d
c
s
)
, ek =Mk +
∑
r+t+s=k
(
dcr d
c
t d
c
s − 3dbr dbt dcs
)
(4.3)
dcr =
√
3
2
〈∑
j
yrj
〉
+ cr , d
b
r =
〈∑
i
xri
〉
− 1
2
〈∑
j
yrj
〉
+ br .
Here we use the convention of the coefficients bk = ck = 0 when k > n. Note that
dk and ek in (4.3) are unknown except d0 since they are given in terms of expectation
values. One has to find these expectation values as the function of the coefficients of the
potential explicitly. This can be done by finding the filling fraction with the resolvents
R1(z) and R2(z) across a given branch cut. This idea is used to evaluate the partition
function in section 4.3.
4.2 Loop equations and spectral curve
The resolvents R1 and R2 have the asymmetric role in the loop equation. This is because
we put the loop equation asymmetrically. One may put the loop equation in a symmetric
way. Suppose we introduce
u1(z) := R1(z) + t1(z) , t1(z) = −2V
′
1(z) + V
′
2(z)
3
, (4.4)
u2(z) := −R2(z) + t2(z) , t2(z) = V
′
1(z) + 2V
′
2(z)
3
(4.5)
and u0(z) := −u1(z) − u2(z). Then, using the two loop equations (3.4) and (3.5) one
finds a spectral curve in a cubic form [12, 13, 14, 16]
2∏
i=0
(u− ui(z)) = u3 + ~
2ξ2(z)
4
u− ~
3ξ3(z)
12
√
3
= 0 . (4.6)
This shows that u2 is the solution of the cubic equation which is exactly the same form
as the loop equation given in (3.4) and (3.5). The spectral curve also demonstrates that
9
Figure 1: Covering space and its cut structure
u1 and u0 are two other solutions. Therefore, u1 and u0 should respect the same loop
equation (3.4) and (3.5).
To understand the three branches u0, u1, u2, we first the case with no quantum
correction, i.e., f1 = f2 = g1 = g2 ≡ 0. In this case ξ2 and ξ3 are given in terms of
the potentials only and the three roots u1, u2, u0 are reduced to t1, t2 and t0(z) :=
−t1(z) − t2(z) defined in (4.4), (4.5). The classical spectral curve has common points.
For example, when t0(z) = t1(z) one finds V
′
1(z) = 0. The stationary point of the
potential V1 corresponds to the double points, the intersect of the branches t0 and
t1. Likewise, t0(z) = t2(z) corresponds to the case V
′
2(z) = 0, and t1(z) = t2(z) to
V ′1(z) + V
′
2(z) = 0. This shows that the three classical branches are connected to each
other at the stationary points of the potentials.
If the spectral curve is deformed by f1, f2, g1 and g2, then the double point splits
and forms a branch cut. As a result, 3n-number of branch cuts appear on the complex
plane z when all the double points are distinct. Let us denote the branch cuts as I
(i)
[ab]
connecting two branches ua and ub with i = 1, · · · , n (see Fig.1).
One may count the number of eigenvalues of the potential (number of integration
variables) by taking the contour integral of the resolvent around the cut. Let us denote
the contour around the cut I
(i)
[k,k+1] as A
(i)
[k,k+1] assuming the branch index kmod 3. One
may find the filling fractions (number of eigenvalues) using uk,
~b
2
n
(i)
k[k+1] :=
1
2πi
∮
A(i)
[k,k+1]
uk(z)dz (4.7)
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or using uk+1,
~b
2
n
(i)
k+1[k] :=
1
2πi
∮
A(i)
[k,k+1]
uk+1(z)dz . (4.8)
These two quantities add up to zero; n
(i)
k[k+1] + n
(i)
k+1[k] = 0 since
uk(λ+ i0)− uk(λ− i0) = −
(
uk+1(λ+ i0) − uk+1(λ− i0)
)
for λ ∈ I(i)[k,k+1] . (4.9)
This is due to the fact that uk + uk+1 + uk+2 = 0 and uk+2 is continuous on the cut
I
(i)
[k,k+1]. Therefore, one may have N = N1 +N2 where
N1 =
n∑
i=1
(
n
(i)
1[0] + n
(i)
1[2]
)
, N2 = −
n∑
i=1
(
n
(i)
2[1] + n
(i)
2[0]
)
. (4.10)
(Note the minus sign in N2 comes from the definition of u2 in (4.5).)
4.3 Evaluation of partition function
We evaluate the partition function of the rank 1 explicitly in this subsection. The rank
1 partition function has two differential equations
−v0 logZ1 = d0 , − µ1 logZ1 = e1 (4.11)
where v0 = b1
∂
∂b1
+ c1
∂
∂c1
, µ1 = −3b1c1 ∂∂b1 − 32(b21− c21) ∂∂c1 and d0, e1 are defined in (4.3).
Since d0 is a constant
d0 = (bN1)
2 − bN1 bN2 + (bN2)2 + 2b0 bN1 − b0 bN2 +
√
3c0 bN2 (4.12)
one has the solution of the first equation in (4.11) of the form,
logZ1 = −d0 log c1 +H(t) (4.13)
where t := b1/c1 and H(t) is a homogeneous solution to v0.
Plugging this into the second one in (4.11), one obtains
(3− t2)t∂H(t)
∂t
=
2
3
e1
c1
+ (t2 − 1)d0 . (4.14)
where e1 is given in terms of the expectation values 〈
∑
i xi〉 and 〈
∑
j yj〉,
e1 =3b
2
0c1 − 3c20c1 + 6b0c0b1 +
3
8
(
2c0 +
√
3N2
)2 (
2c1 +
√
3
〈∑
j
yj
〉)
− 3
8
(2b0 + 2N1 −N2)
[
2
(
2b1 + 2
〈∑
i
xi
〉− 〈∑
j
yj
〉) (
2c0 +
√
3N2
)
+ (2b0 + 2N1 −N2)
(
2c1 +
√
3
〈∑
j
yj
〉)]
.
(4.15)
11
To solve the equation (4.14), we need the explicit from of e1/c1 as the function of t.
This can be done using the constraint of the filling fraction.
For the rank 1, we have three cuts I[01], I[12] and I[20] whose classical double points
are − b1b0 , −b1−
√
3c1
b0+
√
3c0
and −b1+
√
3c1
b0−
√
3c0
, respectively. However, one filling fraction is enough,
say
1
2πi
∮
A[01]
u1(z)dz =
~b
2
n1[0] . (4.16)
The branch u1 in (4.6) is given as
1
~
u1(z) =
(√
3 + i3
)P2 + (√3− i3) (P3 +√P23 − P32)2/3
12
(
P3 +
√
P23 − P32
)1/3 (4.17)
where P2 and P3 are polynomials given by
P2(z) = (b20 + c20 + d0)z2 + 2(b0b1 + c0c1)z + b21 + c21 ,
P3(z) =(c30 − 3b20c0 + e0)z3 + (3c20c1 − 3b20c1 − 6b0c0b1 + e1)z2
− 3(c0b21 + 2b0b1c1 − c0c21)z + c31 − 3b21c1 .
Here e0 is a constant, e0 = 3b
2
0c0 − c30 − 3(N1 − N22 + b0)2(
√
3
2 N2 + c0) + (
√
3
2 N2 + c0)
3.
Six roots of (P23 −P32 ) implies three branch cuts on z-plane. (Note that a cubic branch
cut whose branch points are roots of
(
P3 +
√
P23 − P32
)
is not reduced to the classical
point and no eigenvalues lie on it. Thus we don’t need to take account of this cut.)
To find the filling fraction perturbatively, we assume that |t| ≪ 1. In this case, the
cut I[01] is widely separated from the others: Rescaling the integration variable in the
contour integral (4.16) with b1, the cut I[01] has a finite width whereas other cuts shrink
to a point as t → 0. Thus, one can expand the u1(z) in (4.17) safely in powers of t to
get
(P32 − P23) = b21c41 [Q0 + tQ1 +O(t2)]. However, the explicit form of Qi depends on
the relative scales of e1. Small t-expansion assumes that |b1| < |c1|. In addition, since
e1 is a quantum deformation, |c1| < |e1| is not allowed. Therefore, we have two different
relative scales: (I) |e1| . |b1| ≪ |c1| and (II) |b1| ≪ |e1| . |c1|.
Let us first consider the case (I). In this case e˜1 := e1/b1 is small. Assuming e˜1 =
O(t0) at most, one has
Q0(z) = 3
(
(3b20 + d0)z
2 + 6b0z + 3
)
Q1(z) = z
(
(36b20c0 + 12c0d0 − 2e0)z2 + (72b0c0 − 2e˜1)z + 36c0
)
. (4.18)
The filling fraction n1[0] is given in power of t,
bn1[0] =
1
πi
∮
A[01]
dz
[
c0z +
√Q0(z)/3
2
√
3z2
− t e˜1 + e0z − d0
√Q0(z)/3
6
√
3
√Q0(z)/3 +O(t2)
]
= −b0 +
√
b20 +
d0
3
− t(d0 + 3b
2
0)e˜1 − 3b0e0
3
√
3(d0 + 3b
2
0)
3/2
+O(t2) .
(4.19)
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Noting e˜1 = O(t0), one has to require the filling fraction bn1[0] = −b0 +
√
b20 + d0/3 +
tb∆n1[0] so that ∆n1[0] = O(t0). Since we regard n1[0] as the controlling parameter, we
force ∆n1[0] = 0 so that
bn1[0] = −b0 +
√
b20 + d0/3 . (4.20)
In this case, one has
e˜1 =
3b0e0
3b20 + d0
− t3
(
d0(d
3
0 + 2c0d0e0 − e20) + b20(3d30 + 6c0d0e0 + 2e20)
)
4(3b20 + d0)
3
+O(t2) (4.21)
and finds the partition function from (4.14)
Z1 = N b−
d0
3
1 c
− 2
3
d0
1 e
2b0e0
9b20+3d0
t+O(t2)
(4.22)
where N is the normalization independent of t.
For the case (II), one finds a quite different structure from that of (I). Note that
|b1| < |e1|. This parameter domain allows to put b1 = 0. In addition, b1 should be zero
when the quantum correction e1 is zero. In this case, the double point of the classical
branches of t0 and t1 does not exist on the finite domain of the complex plane since it
is now given by the stationary point of V1, satisfying V
′
1(z) =
b0
z = 0. Considering this,
one may force n1[0] = 0 which is true at the classical level. With b1 which can be 0, we
had better introduce a new parameter eˆ1 := e1/c1 instead of e˜1. Assuming eˆ1 = O(t0)
at most, one has
Q0(z) = (9b20 + 3d0 − 2eˆ1)z2 + 18b0z + 9
Q1(z) = z
(
(36b20c0 + 12c0d0 − 2e0 − 6c0eˆ1)z2 + 72b0c0z + 36c0
)
(4.23)
and the filling fraction has the form
bn1[0] =
1
πi
∮
A[01]
dz
[√
3c0z +
√Q0(z)
6z2
+ t
9(c0eˆ1 − e0)z +
√
3(3d0 + eˆ1)
√Q0(z)
54
√Q0(z) +O(t2)
]
= −b0 +
√
9b20 + 3d0 − 2eˆ1
3
+ t
b0(e0 − c0eˆ1)
(9b20 + 3d0 − 2eˆ1)3/2
+O(t2) .
(4.24)
Putting n1[0] = 0, one finds
eˆ1 =
3
2
d0 + t
2e0 − 3c0d0
2b0
+O(t2) (4.25)
and the partition function from (4.14),
Z1 = Nˆ c−d01 e
2e0−3c0d0
9b0
t+O(t2)
(4.26)
with Nˆ a normalization independent of t. In this evaluation, we assume that b1 > 0 and
the vanishing filling fraction is obtained when b0 > 0. The same is true if one assume
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b1 < 0 with b0 < 0. The vanishing filling fraction condition holds as far as b0b1 > 0,
which is the case V1 having no stationary point in our complex domain. (Note that due
to the logarithmic potential, we exclude the negative real axis in our complex domain).
Suppose we put b1 ≡ 0 from the beginning and require the filling fraction n1[0] to van-
ish. In this case, one finds that the partition function is simply reduced to Z1 = Nˆ c−d01
since t = 0. In addition, the two differential operators v0 and µ1 are not indepen-
dent but has the relation µ1 =
3
2c1v0. The case with b1 = 0 is identified in [10] with
the semi-degenerate where the regular module has the null vector at the first level
[15, 17, 18]. In our approach, if the semi-degenerate module is put at infinity, we have
the semi-degenerate 〈∆| in (3.20) whose conformal dimension is ∆ = ~α∞( ~Q− 12~α∞) with
~α∞ = κ ~w2 where ~w2 is the fundamental weight satisfies ~wi · ~ej = δij . In this case, we
have N1 = 0 as the semi-degenerate result.
5 Summary and discussion
We generalize the (Virasoro) irregular matrix model so that the model contains the
Virasoro and W3 symmetry. This model is constructed using the colliding limit of
A2 Toda field theory. The symmetry of the irregular models is analyzed through the
loop equations which have the quadratic and cubic form. The spectral curve obtained
corresponds to the Seiberg-Witten curve of the SU(3) super-conformal linear quiver
theory.
It should be emphasized the spectral curve (4.6) is enough to find the partition
function of the irregular matrix model without evaluation of the functional integral or
Selberg integral. Using the differential representation of the Virasoro andW3 symmetry
generators we derive the differential equations for the partition function from the loop
equations. The differential equations allow us to find the partition function of the
irregular model. We present the explicit form of the representation and find the partition
function to the lowest order of ~ (corresponding to the large N limit) for the non-trivial
case (irregular module with rank 1). It is not difficult to find the partition function with
rank greater than 1 if one uses the parameter scale as
∣∣∣ bk+1bk
∣∣∣ ≪ ∣∣∣ bkbk−1
∣∣∣, ∣∣∣ ck+1ck
∣∣∣ ≪ ∣∣∣ ckck−1
∣∣∣
and
∣∣∣ b1b0
∣∣∣≪ ∣∣∣ cncn−1
∣∣∣ as was used in Liouville case [1, 6].
Once the partition function is known, one may construct the irregular conformal
block(ICB), noting that the partition function with appropriate potential is related
with an inner product between an irregular module and regular/irregular modules. The
simplest ICB, the inner product 〈Im|In〉 is given in terms of irregular matrix model.
One may consider the irregular partition function Z(m:n) where irregular module of rank
14
n lies at the origin and one with rank m at infinity:
Z(m:n) =
∫ N1∏
i=1
N2∏
j=1
dxidyj∆(x)
2β∆(y)2β∆(x, y)−βe−
√
β
g
[∑
i V
(m:n)
1 (xi)+
∑
j V
(m:n)
2 (yj)
]
,
(5.1)
V1(z)
~
= −b0 log z +
n∑
k=1
bk
kzk
+
m∑
ℓ=1
b−ℓzℓ
ℓ
,
V2(z)
~
= −c˜0 log z +
n∑
k=1
c˜k
kzk
+
m∑
ℓ=1
c˜−ℓzℓ
ℓ
.
There are a few subtle issues when one identifies this partition function with the inner
product 〈Im|In〉. One is the extra contribution due to the colliding limit:
∏
a,b(1 −
zb/z¯a)
−~αa·~αb → eζ(m:n) with ζ(m:n) =
∑min(m,n)
k 2(bkb−k + ckc−k)/k as zb → 0, z¯a → ∞.
This non-trivial contribution was considered in [7] for A1 case. The other is about the
normalization for the case with rank greater 1. One has to take account the normaliza-
tion properly because of the consistency condition for the Virasoro and W symmetry
[6]. This consideration leads to the irregular conformal block F (m:n);
F (m:n) = e
ζ(m:n)Z(m:n)
Z(0:n)Z(m:0)
. (5.2)
One may find the complete representation of the symmetry generators which has non-
leading order of ~ with Q 6= 0 without difficulty considering the full equations given in
(3.2), (3.3). In addition, the irregular matrix model is easy to generalize into Ak model
since it is composed of k-matrix potential along with the Vandermonde determinant
whose power is given in terms of Dynkin index. There will appear more than cubic
power in the loop equations. To control these complicated equations, one may resort to
DDAHA as demonstrated in [19]. This will be presented elsewhere in the future.
Finally, the irregular matrix model is motivated by Argyres-Douglas theory [20,
21] in connection with AGT conjecture [22], which develops irregular punctures to the
holomorphic one form of the Hitchin system [23, 24, 25]. So far, the Virasoro case
has been intensively investigated using the irregular matrix model. Extension to W
symmetry will provide a useful tool to study Argyres-Douglas theory corresponding to
SU(N) gauge theory.
Acknowledgement
This work was supported by the National Research Foundation of Korea(NRF) grant
funded by the Korea government(MSIP) (NRF-2014R1A2A2A01004951).
References
[1] T. Nishinaka and C. Rim,Matrix models for irregular conformal blocks and Argyres-
Douglas theories, JHEP 1210, 138 (2012) [arXiv:1207.4480 [hep-th]].
15
[2] R. Dijkgraaf and C. Vafa, Toda Theories, Matrix Models, Topological Strings, and
N=2 Gauge Systems, arXiv:0909.2453 [hep-th].
[3] T. Eguchi and K. Maruyoshi, Penner Type Matrix Model and Seiberg-Witten The-
ory, JHEP 1002 (2010) 022 [arXiv:0911.4797].
[4] D. Gaiotto and J. Teschner, Irregular singularities in Liouville theory, JHEP 1212
(2012) 050 [arXiv:1203.1052].
[5] D. Gaiotto, Asymptotically free N=2 theories and irregular conformal blocks
[arXiv:0908.0307].
[6] S.-K. Choi and C. Rim, Parametric dependence of irregular conformal block, JHEP
1404 (2014) 106 [arXiv:1312.5535].
[7] S. K. Choi, C. Rim and H. Zhang, Virasoro irregular conformal block and beta
deformed random matrix model, Phys. Lett. B 742, 50 (2015) [arXiv:1411.4453
[hep-th]].
[8] C. Rim and H. Zhang, Classical Virasoro irregular conformal block,
arXiv:1504.07910 [hep-th].
[9] S. Kharchev, A. Marshakov, A. Mironov, A. Morozov and S. Pakuliak, Conformal
matrix models as an alternative to conventional multimatrix models, Nucl. Phys. B
404, 717 (1993) [hep-th/9208044].
[10] H. Kanno, K. Maruyoshi, S. Shiba, and M. Taki, W3 irregular states and isolated
N=2 superconformal field theories [arXiv:1301.0721].
[11] V. A. Fateev and A. V. Litvinov, Correlation functions in conformal Toda field
theory. I., JHEP 0711, 002 (2007) [arXiv:0709.3806 [hep-th]].
[12] A. Klemm, K. Landsteiner, C. I. Lazaroiu and I. Runkel, Constructing gauge theory
geometries from matrix models, JHEP 0305, 066 (2003) [hep-th/0303032].
[13] S. G. Naculich, H. J. Schnitzer and N. Wyllard, Cubic curves from matrix models
and generalized Konishi anomalies, JHEP 0308, 021 (2003) [hep-th/0303268].
[14] R. Schiappa and N. Wyllard, An A(r) threesome: Matrix models, 2d CFTs and 4d
N=2 gauge theories, J. Math. Phys. 51, 082304 (2010) [arXiv:0911.5337 [hep-th]].
[15] V. A. Fateev and A. B. Zamolodchikov, Conformal Quantum Field Theory Models
in Two-Dimensions Having Z(3) Symmetry, Nucl. Phys. B 280, 644 (1987).
[16] R. Dijkgraaf and C. Vafa, On geometry and matrix models, Nucl. Phys. B 644, 21
(2002) [hep-th/0207106].
[17] N. Wyllard, A(N-1) conformal Toda field theory correlation functions from confor-
mal N = 2 SU(N) quiver gauge theories, JHEP 0911, 002 (2009) [arXiv:0907.2189
[hep-th]].
16
[18] S. Kanno, Y. Matsuo, S. Shiba and Y. Tachikawa, N=2 gauge theories and de-
generate fields of Toda theory, Phys. Rev. D 81, 046004 (2010) [arXiv:0911.4787
[hep-th]].
[19] Y. Matsuo, C. Rim and H. Zhang, Construction of Gaiotto states with fundamental
multiplets through Degenerate DAHA, JHEP 1409, 028 (2014) [arXiv:1405.3141
[hep-th]].
[20] P. Argyres and M. Douglas, New phenomena in SU(3) supersymmetric gauge the-
ory, Nucl. Phys. B 448 (1995) 93 [hep-th/95055062].
[21] P. Argyres, M. Plesser, N. Seiberg and E. Witten, New N=2 superconformal field
theories in four dimensions, Nucl. Phys. B 461 (1996) 71 [hep-th/9511154].
[22] L. F. Alday, D. Gaiotto and Y. Tachikawa, Liouville Correlation Functions
from Four-dimensional Gauge Theories, Lett. Math. Phys. 91, 167 (2010)
[arXiv:0906.3219].
[23] D. Gaiotto, G. W. Moore, and A. Neitzke, Wall-crossing, Hitchin System, and the
WKB Approximation [arXiv:0907.3987].
[24] G. Bonelli and A. Tanzini, Hitchin systems, N=2 gauge theories and W-gravity,
Physl. Lett. B691 (2010) 111 [arXiv:0909.4031].
[25] D. Nanopoulos and D. Xie, Hichin equation, singularity, and N=2 superconformal
field theories, JHEP 1003 (2010) 043 [arXiv:0911.1990].
17
