Imaging of phase or optical path length is becoming more important with the development of better imaging systems, computational algorithms, faster computers, and a greater interest in the imaging of transparent objects. Early phase imaging involved qualitative imaging of phase gradients. New computational algorithms can be used to extract some quantitative phase imaging from these techniques. In contrast, new hardware has enabled full-field quantitative phase imaging on a practical and cost-effective scale. We explore a quantitative comparison between two techniques for imaging phase. In the first technique, phase is recovered from a pair of differential interference contrast images, and in the second technique, phase is measured pixel-by-pixel interferometrically. It is shown, experimentally, that the overall results are similar, but each technique has its own advantages and disadvantages.
Introduction
One of the most basic concepts in optics is the optical path length, or the phase of the optical wave, but because there is no direct technique for measuring the electric field, the phase can only be measured indirectly. Over the years, a variety of interferometers have been developed to measure phase. Recently, interferometric microscopes have been developed to provide full-field phase images [1] [2] [3] [4] [5] [6] [7] . Prior to this, a variety of phase-related imaging techniques, most particularly differential interference contrast (DIC), were developed for use in biomedical imaging.
Our own technique, optical quadrature microscopy (OQM) [1, 2] , provides a full-field phase image in which the phase of each pixel is calculated independently from four phase-shifted interferograms obtained simultaneously. In addition to the basic microscope, the required equipment includes an interferometer, in this case composed of a single-mode fiber beam splitter and a free-space recombining beam splitter in a camera port, various polarizing elements, four cameras, and a frame grabber capable of acquiring all four images simultaneously.
We have developed multimodal microscopes, with the capability for OQM and DIC. We have been using this combination for the imaging of embryos, to determine their viability, as part of a program to understand fertility. Some preliminary results have been reported [1] [2] [3] [4] [5] . In brief, cells are counted by a process that involves finding edges caused by discontinuities in phase using DIC images and computing the optical path length from OQM images.
The DIC images are, to a good approximation, qualitative images of a directional derivative of the phase. This raises the question of whether DIC images can be made quantitative and used to produce full-field phase images. Clearly, this can be accomplished with less expense than OQM, and it could be useful, even with some limitations. The multimodal microscope offers an excellent testbed for a comparison of the two techniques.
In this paper, we discuss calibration of two techniques for phase measurement, OQM, and phase from DIC. We will apply both of these to phase-only test objects of known phase and compare the results. Section 2 describes the fabrication of the test objects. Section 3 gives a brief overview of OQM, and Section 4 describes obtaining phase from DIC. A comparison is presented in Section 5, and concluding remarks are in Section 6.
Fabrication and Characterization of the Phase Object

A. Fabrication of the Phase Object
All phase objects were fabricated in the Micro/Nano Optics Research & Engineering Laboratory (MORE Lab) at Morehouse College [Rockward and students] using techniques based on desktop publishing and the POSTSCRIPT page-layout language that were developed by O'Shea and co-workers [8] [9] [10] .
The fabrication technique begins with the design of the mask pattern on a Dell personal computer. The patterns, consisting of equally spaced, alternating opaque and transparent strips, which are commonly referred to as Ronchi rulings and/or square-wave gratings, were constructed using a commercial illustration program, FREEHAND [11] . The pattern is printed on transparency film using a high-resolution imagesetter (3600 dpi). To improve the resolution of the final product, the transparency is prepared at a larger scale, and then the pattern is photoreduced by a factor of 10 onto a high-resolution photographic film plate. The photoreduction process is performed using a precision camera system that limits magnification and tilt errors to one part in 10,000. Traditional film development and chemicals are used to develop the exposed film. The final product of this process is a negative image of the transparency pattern on the film plate that will be referred to as the reticle. For the mask patterns used in this experiment, the photoreduction process created a reticle of square-wave grating patterns with a 10 μm period and 5 μm features.
The phase objects were fabricated on high-quality fused-silica substrates whose transmission phase error was determined to be less than one wave error across their 25 mm diameter before fabrication using a phase-shifting Fizeau interferometer. The surface structure of the phase object was fabricated in the class 1000 cleanroom of the MORE Lab using standard photolithographic techniques. The pattern in photoresist was transferred into the quartz substrate by wet-chemical etching using a buffered hydrofluoric acid solution.
B. Characterization of the Phase Object
Once the phase object was fabricated, its surface structure was characterized for comparison with simulations. Its grating pattern was characterized by its period (grating constant), duty cycle (ratio of the minimum feature to the period), modulation depth (phase depth), and overall surface profile. To measure the grating surface during and after fabrication, a Rank-Taylor-Hobson Talystep surface profilometer was used. This apparatus is a mechanical stylus profilometer that employs direct contact between the grating surface and a stylus tip of microscopic dimensions to record the surface profile by sensing height fluctuations as the tip travels in the direction perpendicular to the grating grooves. This direct measurement of the phase object surface can determine its phase depth error as compared to the ideal simulation. The depth required to produce a phase difference of π can be easily calculated using
For the phase object to have a π-phase depth at 633 nm, its modulation depth must be 693 nm in quartz, which has an index of 1.457 at this wavelength. Figure 1 is a surface profile of a typical phase object.
Quadrature Microscopy for Direct Phase Measurement
A. Optical System and Geometric Parameter
As indicated in Section 1phase is a path-accumulated parameter. For a physically hin phase object with a subwavelength thickness, the phase precisely describes the optical properties of the object. For a physically thick object, the measured phase presents global information about the optical properties of the phase object. In [5] the global phase information is used for embryo cell counting.
The OQM concept [12, 13] , shown in Fig. 2 , is one of several techniques that measure quantitative phase interferometrically in a full-frame image. Other techniques provide similar capabilities [7, 14, 15] . Though the OQM incorporates a phase-shifting MachZehnder interferometer system to a standard Nikon DIC microscope, the interferometer is added without influencing the functions of the original microscope such as DIC and fluorescence measurement. Four CCD cameras are used to record the quadrature signals simultaneously. This is different from conventional phase-shifting techniques [14] , which normally use one camera but can record several images.
Without considering the polarization at this step, the OQM can be modeled as a microscopic MachZehnder interferometer. The optics of the reference path and the signal path are illustrated in Figs. 3 and 4, respectively. In the reference path, ray ABCDH starts from a single mode laser source coupled via a single-mode fiber, passes through the collimating lens and field lens, then arrives at the CCD sense plane HðX; YÞ with angle θ r to the optical axis, assuming the fiber source provides a uniform illumination, i.e., each ray from the source possesses the same amplitude E r . Ray ABCDH shown in Fig. 4 is drawn following the classic lens law of geometrical optics. The field lens is movable along the optical axis to control the wave field curvature and the effective field size. In the signal path, ray ABCDEFGH goes through the collimating lens, microscope condenser, sample, objective lens, and arrives at point HðX; YÞ in the CCD plane with incident angle θ (see Fig. 4 ). In Fig. 4 , f c is the condenser focal length and f o is the objective focal-length. M and N are the focal points of the objective. MJ is in the focal plane, and JKis parallel to the optical axis, so ray FGH must be parallel to KN. The lateral displacement in the X-Y plane due to the refraction of the sample is neglected in Fig. 4 . The sample is displaced from the condenser's focal plane by an offset Z c , which is adjustable to cause a sufficient illumination area to get the full field of view. We can also move the condenser so that the specimen is to the left side of the condenser's focal plane.
It is well-known that the numerical aperture (NA) plays an important role in microscopy. The spatial resolution and depth of field (DOF) are associated with the NA. One of the effects of the NA is on the phase measurement accuracy. This effect results from an average of the optical path difference (OPD) over an effective beam cone determined by the NA. A small NA means a small cone angle and therefore provides a higher measurement accuracy through a decrease in the averaging effect.
We first determine the effective NA of the objective. As the sample is defocused from the condenser lens, the light source image G (Fig. 4) is not in the focal plane of the objective, and the effective NA of the objective becomes NA obj-eff ¼ NA obj f o =ðf o þ Z s Þ where NA obj is the nominal NA of the objective. This effective NA is smaller than the nominal value.
Second, we determine the effective NA of the illumination beam. The NA of the single mode fiber is 0.21 and results in a collimated beam with diameter D 0 ¼ 14 mm. The cone angle of the beam from the condenser is ∼0:17 rad or 9:7°, i.e., θ 0max ¼ 0:17 rad. The condenser-focused spot radius can be estimated from the Airy disk: R D ¼ 0:61λ=θ 0max ≈ 2:3 μm. The diameter of the field size for our frequently used 40×, 20×, 10×, and 4× objectives are 0.45, 0.9, 1.8, and 4:5 mm respectively. Thus the distance from the point source D to the sample Z c − Z s is ∼1:5, 3, 6, and 13 mm for the 40×, 20×, 10×, and 4× objectives, respectively. Thus, compared with the illumination distance, the point source assumption is sufficient.
When the sample is illuminated by an extended source under Köhler illumination, the illuminating light can be considered as a group of plane waves with an incident angle varying from −α to α. Here, α is the half beam cone angle. In other words, each point at the sample is illuminated by rays with different angle α (Fig. 5(b) ). The sine of the largest α is the illuminating beam NA. In our case, the effective NA of the illumination beam is determined by the focused spot size (AB in Fig. 5(a) ), and the distance between the focused spot and the sample (Z c − Z s ) (in Figs. 4 and 5(a)), i.e., the semiangle is subtended by rays AC and BC. We can therefore calculate the effective NA of the illumination system using NA ill ≈ 0:5AB=ðZ c − Z o Þ s 2:6 × 10 −3 , 1:3 × 10 −3 , 6:4 × 10 −4 , and 2:6 × 10 −4 rad for 40×, 20×, 10×, and 4× objectives, respectively.
B. Microscope Modeling and Characterizing
Spatial Resolution
Now we will investigate the 3D imaging properties of OQM with a 3D aperture concept [5, [15] [16] [17] [18] [19] [20] [21] [22] . The lateral resolution can therefore be written as
where → η gr is the transverse frequency. In our point source illumination, the lateral resolution increases as the distance of the illuminated point to the optical axis increases, i.e., the lateral resolution increases as θ 0 becomes larger. θ 0 varies within AE0:17 rad in our case. As an example, Fig. 6 shows the distribution of the lateral resolution along the incident angle of the beam from the condenser for the simulation of our frequently used 20×, 0:45 NA objective. It shows that the lateral resolution attains its minimum at the optical axis while it increases as the ray is obliquely incident. This proves a well-known fact that an oblique beam can significantly improve the resolution. We calculate the lateral resolution range as listed in Table 1 .
Depth of Field
As mentioned before, a large DOF is good for measuring the phase of a thick object, but it also means a poor axial resolution. This expression provides only a rough estimation for the performance of the microscope. Similar to the axial resolution, the exact DOF is also associated with the lateral frequency, i.e., the depth of field is different for various frequencies. Noting the lateral frequency η R ¼ NA obj-eff =λ, we can then express the DOF as 1=ðη R NA obj-eff Þ. In [18] , the DOF is expressed as 0:4=ðη R NA obj-eff Þ.
The phase can be reconstructed with the only influence being the effect of the microscope's pointspread function (PSF). Therefore, in the limitation of the microscope without any additional spatial resolution loss, the measured phase is smeared by the PSF. A small NA lens will result in a Deltafunction-like PSF and an increase in the phase measurement accuracy. Furthermore, a small NA will produce a longer DOF, which is good for imaging a thick object.
Differential Interference Contrast Phase Reconstruction
A. Review of Phase Reconstruction with Differential Interference Contrast Microscopy
The DIC microscope [23] [24] [25] [26] [27] is widely used in bioimaging and material characterization due to its high sensitivity to object phase variation. Another advantage of DIC is its suitability for thick samples as compared to the phase contrast microscope. However, DIC is limited to qualitative and morphological applications. Some advances in quantitative analysis including modeling and phase reconstruction have been achieved. In [25, 26] , a DIC model was developed using both completely and partially coherent illumination. For the partially coherent case, their model can be interpreted as a partially coherent bright-field model using the shear effect. However, the coherence compensation due to the condenser prism is not taken into account. In Subsection 4.B, we present improved results that include the coherence compensation effect. Arnison et al. [27] have developed a linear phase imaging method. This method combines phase-shifting, two directions of shear, and Fourier-space integration using a modified spiral phase transform. Axelrod et al. [24] have used two phase-shifted images to reconstruct phase with the coherent models of [25, 26] , where a Kalman filtering technique was used for space domain inversion.
In this paper, we first suggest a digital method using two images with a π-phase shift to increase the spatial coherence. We also show that the conventional white source DIC image with the sample in the focal plane can be treated as a coherent image. Therefore the sample phase can be reconstructed using a coherent technique when the sample thickness is less than the depth of focus. This coherence compensation is not considered in [24] [25] [26] [27] . Second, we extend the method of Axelrod et al. [24] to the spatial-frequency domain by applying a linear inverse procedure, where, in general, no weak phase assumption is required. The difference between our work and that of Arnison et al. [27] is that we consider both the physical model and the coherence compensation. Last, the accuracy and the limitation of this phase recovery method, in particular, the degradation of the spatial resolution, are presented. method of coherence. We used the DIC systems of Nikon Eclipse TE200 and TE2000U microscopes, which utilize an extended white light source like most commercial DIC microscopes. Coherence issues arise when a large condenser aperture is used. Normally, coherent illumination can be assumed only when the condenser aperture is small. For brightfield testing, partial coherence has to be taken into account when the condenser aperture is moderate. For DIC microscopy, coherence becomes more complicated. When using older DIC microscope systems, only one prism (objective prism) is used in conjunction with a slit condenser diaphragm resulting in coherent illumination. To increase the resolving power and the effectiveness of the 3D sectioning, modern DIC systems utilize two prisms as shown in Fig. 7 . These prisms are positioned before the objective and after the condenser in a paired conjugate configuration. A DIC image is the result of the shear interference generated by the objective prism. The role of the condenser prism is to produce OPD compensation [23] . For each off-axis point, M, of the condenser aperture and its conjugate, M 0 , in the exit pupil of the objective, rays 1 and 2, whose origins are in the focal plane of M, recombine at M 0 with the same OPD as rays 3 and 4, whose origins are the axial point N. In other words, the condenser prism compensates for the OPDs between light wave components sheared by the objective prism, which in turn increases the spatial coherence. The degree of coherence of the two points in the object plane is the Fourier transform of the source intensity in the condenser aperture plane. Using Köhler illumination and assuming a thin condenser prism (for example, a Wollaston prism), the light wave incident on the prism is a group of plane waves. Each source point will generate one plane wave. First, we consider the plane wave normal to the optical axis, i.e., the plane wave formed by rays 3 and 4. A uniformly distributed fringe pattern is formed in the aperture plane, which can be described as I c ¼ 1 þ cosð2πα c X=λÞ, where α c is the shear angle of the prism and λ is the wavelength. The Fourier transform of I c produces two pulses in the object plane, i.e., the object is illuminated by two coherent light sources. The coherence length is the distance between these two point sources, which is the shear distance, α c f c , where f c is the focal length of the condenser lens. Next, we consider a plane wave with an angle to the optical axis, i.e., the plane wave formed by rays 1 and 2. Note that rays 1 and 2 are not from the same source point, and the fringe planes I and II (Fig. 7) are not perpendicular to the optical axis. Since the prism is very thin, the small angle approximation is applicable, and thus, the related error can be neglected. This plane wave formed by rays 1 and 2 coherently illuminates two points in the object plane separated by the shear distance. This example demonstrates that any two points in the object plane separated by a shear distance will be coherently illuminated by a group of plane waves or that the intensity at a point in the exit pupil plane, i.e., center plane in Wollaston prism I in Fig. 7 , is the interference result of rays from the same source point having traveled different paths. These rays have the same OPDs such that the coherence degradation due to the larger condenser aperture can be compensated with the two-prism system. When the sample is out-of-focus, it is illuminated by spherical waves, and the spatial coherence will decrease due to an over or undercompensation of the OPD by the condenser prism. This OPD compensation is explained with the partial coherence theory and geometric optics in [28, 29] .
Coherence Increase by π-Phase Shifting
In Subsection 4.B.1, we concluded that the condenser prism splits the incident beam into two beams, i.e., o and e beams. These two beams coherently illuminate the sample with a coherence length of M O N O (Fig. 7) . With a two-prism DIC, the coherence length is further increased due to the OPD compensation. Using white light, a single prism cannot realize an illumination with a coherence length of M O N O . This is explained in detail in [29] . However, it is necessary to review this concept to facilitate the analysis hereafter.
In Fig. 8(a) , we show the degree of coherence of two points introduced by a Wollaston prism. Assuming the Wollaston prism lies in the focal plane of the condenser lens, S is an arbitrary, incoherent point source of light. A ray SM is split by the prism into two rays, equal for any position of S (Fig. 8(a) ), and we can conclude that two points M O and N O in the object plane are coherently illuminated. Using an extended spatially incoherent source, for a point S, as in Fig. 8(a) , with the ordinary ray shown as o, there will be another source point having the same angle of refraction as o, as shown in Fig. 8(b) , but with the polarization of e. We call this ray e 0 . Likewise, another source point produces an ordinary ray, called o 0 , matching the path of e. These two rays will combine but will not produce interference because they originate from different source points. Thus, the contrast of the DIC image is degraded to, at most, 50%.
Francon and Mallick [29] also proposed a method to eliminate these incoherent rays using a half-wave plate. They placed the plate on one path, for example, MM L M O , with its privileged directions at 45°to the vibration directions of the ordinary and the extraordinary rays. When the half-wave plate renders the o and e 0 vibrations (arriving at M O ) parallel to the e and o 0 vibrations, respectively, the analyzer will absorb the incoherent rays.
However, this half-wave plate method is not suitable for DIC microscopy, as the prism only separates the e and o beams < 2 μm of shear, rather than into completely different paths. There is no place for the wave plate. In this section, we demonstrate a digital method to eliminate the incoherent rays. Figure 9 shows the changes of the polarizations of the coherent e ray and o ray and the incoherent e 0 ray and o 0 ray, when the polarizer is rotated by 90°. There is no phase change for the e 0 ray, but there is a 180°phase change for the o 0 ray. As the e 0 ray and o 0 ray are incoherent, the subtraction of the two images with and without a 90°rotation of the polarizer will automatically remove these incoherent rays. For a focused 2D object, this method results in coherent images. In contrast, for a defocused object, the incoherent rays can only be partially eliminated and results in partial coherent images. This method has the added advantage of canceling amplitude variations in the image. Figure 10 shows an example of the binary grating used in Section 3. In this test, the condenser aperture (NA ¼ 0:53) is fully open to show the partial coherence influence. A 20×, 0:75 NA objective is used. Figure 10(a) shows an X-Z image (Z is the optical axis), where the polarizer and the analyzer are perpendicular. Figure 10(b) is also an X-Z image taken in the same conditions as in Fig. 10(a) but with a 90°r otation of the polarizer. Figure 10(c) is the result of the subtraction of Fig. 10(a) from Fig. 10(b) , showing the effect of the elimination of the incoherent rays.
C. Formulation
Considering a 2 D phase object φðXÞ ¼ φ 0 þ ΔφðXÞ, where X ¼ ðX; YÞ, the electric field after the object can be approximated as E 0 with a phase change ΔφðX; ZÞ:
In the coherent case, the DIC PSF, hðXÞ, can be modeled as a superposition of two sheared bright-field PSFs with a shifted phase, hðXÞ ¼ KðX þ ΔXÞ expð−iθÞ þ KðX − ΔXÞ expðþiθÞ, such that the electric field at the image plane is a convolution of EðXÞ with PSF hðXÞ UðX; ZÞ ¼ EðXÞ ⊗ hðXÞ
After substitution, Eq. (4) leads to the expression for the intensity of the DIC image pattern:
where K þ ¼ KðX þ ΔXÞ, and K − ¼ KðX − ΔXÞ. The first row in the right hand side of Eq. (5) represents the background signal intensity. It shows that the background intensity will be uniform only when the phase object is weak, i.e., cos½ΔφðXÞ ≈ 1. The second row represents the phase curvature signal intensity while the last row represents the phase gradient signal intensity. Using phase-shifting techniques, the background signal and the phase curvature signal can be completely removed. However, the terms cosðΔφÞ ⊗ K − and cosðΔφÞ ⊗ K þ make it impossible to image linearly or to recover the phase object.
Consider two assumptions (a) weak phase, i.e., Δφ ≪ 1, and (b) strong phase, i.e., Δφ ≈ 1. In the case of a weak phase, it can be shown from Eq. (5) that only the background signal exists such that we obtain the linear expression for weak phase imaging and recovery:
Although the weak phase assumption is used to obtain Eq. (6), some experimental results demonstrate that this condition could be less strict. From preliminary results, we have demonstrated that a strong phase object with Δφ ¼ 0:7 rad can be reconstructed precisely using Eq. (6) . Taking the 2 D Fourier transform of Eq. (6) we obtain
where the spatial frequency f ¼ ðf X ; f Y Þ; C P ðfÞ is called the phase transfer function or can be interpreted as an intensity filter in the pupil plane [18] . This function can be expressed as
where KðfÞ is defined as the coherent transfer function. When f is less than the cutoff frequency of the lens objective, KðfÞ ¼ 1 while otherwise it is zero. Since KðXÞ is a symmetrical function, its Fourier transform is always real, i.e., KðfÞ ¼ K Ã ðfÞ. Substituting Eq. (8) into Eq. (7) and applying the inverse Fourier transform (IFT), the object phase to be recovered becomes
In the case of a strong phase object, we can assume that the PSF is close to a Delta function, i.e., KðXÞ ¼ δðXÞ. This assumption is valid when the aperture diameter is sufficiently large. Due to the compensation of the condenser prism, with the use of a large NA objective and a condenser without an intensity loss, the coherence is achievable. Thus, the strong phase assumption always holds, and the object phase can be reconstructed provided that the spatial frequency of the phase object remains lower than the cutoff frequency of the lens objective as determined by its NA. Under this assumption that simplifies Eq. (5), we have demonstrated that strong phase objects can be imaged or recovered using this expression while simultaneously proving that I þ ðXÞ is exactly I 0 .
After applying the 2D Fourier transform of the normalized intensity and a Wiener-type filter [30] , we can rewrite Eq. (9) as
where C P Ã ðfÞ represents a complex conjugate function of C P ðfÞ, and nðfÞ is the ratio of the noise spectrum and the signal spectrum. Normally nðfÞ is taken as a small constant, but possibly due to a non-uniform distribution of nðfÞ, we apply nðfÞ as a Gaussian function:
where c 1 and c 2 are constants in each inversion. Figure 11 shows an example of phase reconstruction, where a binary phase grating is imaged with a 20×, 0:75 NA objective. Phase shifting is realized by simply rotating the polarizer of the microscope. We note that this rotation could not be used if the internal structure of the sample changes during the few seconds it takes to complete the phase measurements. Since the internal structure of the samples used in this study was stationary, the rotation of the polarizer does not effect the phase measurement. X and Y are coordinates perpendicular to the optical axis. The units of X and Y are pixels, each representing a distance of 0.355 and 0:375 μm for X and Y, respectively. The color bars represent the image intensity in gray levels in Figs. 11(a)-11(c) and the relative phase in Fig. 11(d) . The exact phase value can be obtained by subtracting a constant from the relative phase. However, the information of the constant phase of the sample is always lost in DIC microscopy. We do not know what constant should be subtracted. In general, absolute phase is not required. The result shows that the phase-shifting technique can significantly improve the DIC image quality, even when only two images are used. It also shows the effect of the sample defects on the spatial resolution of the recovered phase image, which will be discussed in Subsection 4.D.
D. Characterization
As discussed in Subsection 4.C, the phase transfer function is zero when the signal frequency is zero. The modified Wiener-type filter we used is like a high-pass filter. This filter stops or distorts the signal part with a frequency between AE1 order spectra (Fig. 12) . Assuming the distance between the AE1 order spectra is L, the spatial resolution can then be estimated as 1=L [31] . Thus the signal components with a frequency lower than the signal fundamental frequency are harder to recover. In other words, noise or defects with lower frequencies will significantly affect the solution of the inverse problem. Therefore, we concluded that this recovery method is suitable for high frequency samples. Figure 13 shows another example of phase recovery with DIC images. In this test, the signal spatial-frequency in a unit of cycles per pixel is higher than that shown in Fig. 10 , which means that L should be larger in the case of Fig. 13 , and thus, the defect has a smaller area of influence, i.e., the spatial resolution is higher in this case [32] . Figure 14 shows the profiles of the recovered phase using the DIC microscope compared to profiles of the direct measured phase with OQM. The sample is the binary phase grating shown in Fig. 10 . Figure 14(c) is the profile of Fig. 11(d) . As mentioned in Subsection 4.B, the real phase is the recovered phase minus a constant, which is estimated as 26:3 rad, and the measured phase is 27:4 − 26:3 ¼ 1:1 rad. From Eq. (10), the recovery method cannot distinguish the phase φ from π − φ, so the actual phase could be π − 1:1 ¼ 2:04 rad. Because light passes through the sample at different angles, limited by the NA, there is a slight overestimate of the phase. We have calculated this to be < 1°. This ambiguity in the phase can be resolved by using a two wavelength phase-shifting interferometry [31] . Figure 13 (b) displays a profile of the phase measured with OQM. The phase difference is 2:249 rad at a wavelength of 632:8 nm, which yields an OPD of 226:5 nm. The measured phase map is shown in Fig. 13(c) . The phase grating is also tested with a Tencor Alpha-
Comparisons of Phase Measurement Methods
Step 500 surface profilometer, and an averaging of the OPD of 208:0 nm is obtained. To correct the phase difference from DIC to an OPD, we need to decide on a choice of wavelength. The microscope uses tungsten illumination and a silicon detector (CCD). Therefore, the central wavelength is weighted heavily toward the red. Assuming a color temperature of 3200 K and linear sensitivity with a wavelength from 300 to 950 nm, the effective wavelength was estimated to be 690 nm, and the calculated OPD is 224 nm. The general problem associated with the DIC phase recovery method is the spatial resolution degradation while that of the existing OQM system is the poorer axial resolution.
Conclusions
In this paper, we characterized the OQM developed for a direct phase measurement and developed a phase recovery method using a DIC microscope. Some conclusive remarks can be drawn as follows:
• OQM gives phase information directly and instantaneously. It is suitable for imaging phase objects from thin to very thick, due to its large DOF.
It is susceptible to coherent artifacts and has a limited axial resolution.
• The axial resolution of OQM depends on the spatial frequencies of the object. High density fringes will increase both lateral and axial resolution in the fringe normal direction.
• DIC gives phase information for objects with high lateral spatial frequencies but fails at lower ones. Amplitude noise or perturbation may lead to large phase errors. The use of two phase-shifted images reduces this effect.
• DIC generally has a better axial resolution because of the higher NA. The current phase recovery method is actually a high-pass filter and results in spatial resolution degradation especially for a lower spatial-frequency sample.
• Our DIC phase recovery method is also suitable for thick phase objects because of the improvement of coherence due to the elimination of incoherent rays with the phase shifting method.
• Phase bias errors (NA averaging effect) exist for both OQM and DIC systems. For a 2 D object, DIC can completely remove this effect by OPD compensation, but it can only partially remove it for a thick object. For OQM, this effect is small as the NA is small.
