The knapsack problem is a fundamental problem in combinatorial optimization. It has been studied extensively from theoretical as well as practical perspectives as it is one of the most well-known NP-hard problems. The goal is to pack a knapsack of size t with the maximum value from a collection of n items with given sizes and values.
INTRODUCTION
The knapsack problem is a fundamental problem in combinatorial optimization. It has been studied extensively from theoretical as well as practical perspectives (e.g., [3, 7, 11, 16, 17] ), as it is one of the most well-known NP-hard problems [10] . The goal is to pack a knapsack of size t with the maximum value from a collection of n items with given sizes and values. More formally, item i has size s i and value v i , and we want to maximize i ∈S v i such that S ⊆ [n] and i ∈S s i ≤ t.
Recent evidence suggests that a classic O (nt ) DP solution for the knapsack problem [3] may not be improved to O ((nt ) 0.999 ). In fact, solving the knapsack problem was shown to be equivalent to the (min, +) convolution problem [9] , which is thought to be facing a quadratic-time barrier. The two-dimensional extension, called the (min, +) matrix product problem, appears in several conditional hardness results. These hardness results for (min, +) matrix product and equivalently (max, +) matrix product are in contrast to the more famous (+, ·) convolution (generally known as polynomial multiplication), that has an O (n log n)-time solution via Fast Fourier Transform (FFT) [8] .
Before moving forward, we present the general form of convolution problems. Consider two vectors a = (a 0 , a 1 , . . . , a m−1 ) and b = (b 0 , b 1 , . . . , b n−1 ). We use the notations |a| = m and |b | = n to denote the size of the vectors. For two associative binary operations ⊕ and ⊗, the (⊕, ⊗) convolution of a and b is a vector c = (c 0 , c 1 , . . . , c 2n−1 ), defined as follows.
The past few years have seen increased attention towards several variants of convolution problems (e.g., [2, 4-6, 9, 14, 15] ). Most importantly, many problems, such as tree sparsity and 3-sum, have been shown to have conditional lower bounds on their running times via their intimate connection with (min, +) convolution.
In particular, previous studies have shown that (max,+) convolution, knapsack, and tree sparsity are computationally (almost) equivalent [9] . However, these hardness results are obtained by constructing instances with arbitrarily high item values (in the case of knapsack) or vertex weights (in the case of tree sparsity). A fast algorithm can solve (min, +) convolution in almost linear time when the vector elements are bounded. This raises the question of whether moderate instances of knapsack or tree sparsity can be solved in subquadratic time. The recent breakthrough of Chan and Lewenstein [6] suggests that knapsack and tree sparsity may be solved in barely subquadratic time O (n 1.859 ) when the values or weights are small 1 .
Our main results are algorithms with near-linear running times (in terms of n + t) for the knapsack problem, if either the values or sizes of items are small integers. More specifically, if item sizes are integers bounded by s max , the running time of our algorithm isÕ ((n + t )s max ). If the item values are integers bounded by v max , our algorithm runs in timeÕ (n + tv max ). Best previously known running times were O (nt ), O (n 2 s max ), O (n 2 v max ) [3] and O (ns max v max ) [17] . As with prior work, we focus on two special cases of 0/1 knapsack (each item may be used at most once) and unbounded knapsack (each item can be used many times), but unlike previous work we present near linear-time exact algorithms for these problems.
Our results are similar in spirit to the work of Zwick [20] (JACM 2002) wherein the author obtains a subcubic time algorithm for the all pairs shortest paths problem (APSP) where the edge weights are small integers. Similar to knapsack and (max, +) convolution, there is a belief that APSP cannot be solved in truly subcubic time. We obtain our results through new sophisticated algorithms for improving the running time of convolution in certain settings whereas Zwick uses the known convolution techniques as black box and develops randomized algorithms to improve the running time of APSP.
We emphasize that our work does not improve the complexity of the general (min, +) convolution problem, for which no truly subquadratic-time algorithm is known to exist. Nevertheless, our techniques provide almost linear running time for the parameterized case of (min, +) convolution when the input numbers are bounded by the parameters.
A summary of the previously known algorithms along with our new results is shown in Table 1 . Notice that in 0/1 knapsack, 1 The algorithm of Chan and Lewenstein [6] implies a subquadratic time solution for performing (max, +) convolution on two arrays with small distances between neighboring cells. It follows from the reduction of [9] that any subquadratic time algorithm for convolution yields a subquadratic time algorithm for knapsack. t is always bounded by n s max and thus our results improve the previously known algorithms even when t appears in the running time. Table 1 : n and t denote the number of items and the knapsack size respectively. v max and s max denote the maximum value and size of the items. Notice that when the knapsack problem does not have multiplicity, t is always bounded by ns max and thus our running times are always better than the previously known algorithms. Theorems 6.2, 7.3, and 7.5, as well as Corollary 6.3 are randomized and output a correct solution with probability at least 1 − n −10 . and size [17] (Theorems 4.4 and 6.2)
OUR CONTRIBUTION 2.1 Our Technique
Recall that the (+, ·) convolution is indeed polynomial multiplication. In this work, we are mostly concerned with (max, +) convolution (which is computationally equivalent to minimum convolution).
We may drop all qualifiers and simply call it convolution. We use the notation a ⋆b for (max, +) convolution and a ×b for polynomial multiplication of two vectors a and b. Also we denote by a ⋆k the k'th power of a in the (max, +) setting, that is a ⋆ a ⋆ . . . ⋆ a k times .
If there is no size or value constraint, it has been shown that knapsack and (max, +) convolution are computationally equivalent with respect to subquadratic algorithms [9] . In other words, any subquadratic solution for knapsack (in terms of n + t) yields a subquadratic solution for (max, +) convolution and vice versa. Following this intuition, our algorithms are closely related to algorithms for computing (max, +) convolution in restricted settings. The main contribution of this work is a technique for computing the (max, +) convolution of two vectors, namely the prediction technique. Roughly speaking, the prediction technique enables us to compute the convolution of two vectors in time O (ne max ) when an approximation of the solution within an additive error of e max is given and the solution satisfies a monotonic structure. As we show in Sections 4 and 5, this method can be applied to the 0/1 knapsack and unbounded knapsack problems to solve them in O (n e max ) time (e.g., if e max ≥ v max ). In Section 3, we explain the prediction technique in three steps:
(1) Reduction to polynomial multiplication: We make use of a classic reduction to compute a ⋆ b in time O (e max (|a| + |b|)) when all values of a and b are integers in the range [0, e max ]. This reduction has been used in many previous works (e.g., [2, 5, 6, 19, 20] ). In addition to this, we show that when the values are not necessarily integral, an approximation solution with additive error 1 can be found in time O (e max (|a| + |b |)). In the interest of space, we bring a formal proof for this reduction in the full version of the paper. (2) Small distortion case: Recall that a⋆b denotes the (max, +) convolution of vectors a and b. In the second step, we define the "small distortion" case where a i + b j ≥ (a ⋆ b) i+j − e max for all i and j. Notice that the case where all input values are in the range [0, e max ] is a special case of the small distortion case. Given such a constraint, we show that a ⋆ b can be computed in timeÕ (e max n) using the reduction to polynomial multiplication described in the first step. We obtain this result via two observations: (a) If we add a constant value C to each component of either a or b, each component of their "product" a ⋆ b increases by the same amount C. (b) For a given constant C, adding a quantity iC to every element a i and b i of the vectors a and b, for all i, results in an increase of iC in (a ⋆ b) i for every 0 ≤ i < |a ⋆ b | (here |a ⋆ b| denotes the size of vector a ⋆ b). These two operations help us transform the vectors a and b such that all elements fall in the range [0, O (e max )]. Next, we approximate the convolution of the transformed vectors via the results of the first step, and eventually compute a ⋆b in time O (e max n). We give more details in Section 3.1.
(3) Prediction: We state the prediction technique in Section 3.2.
Roughly speaking, when an estimate of each component of the convolution is available, with additive error e max , this method lets us compute the convolution in timeÕ (e max n). More precisely, in the prediction technique, we are given two integer vectors a and b, as well as |a| intervals [x i , y i ]. We are guaranteed that (1) for every 0 ≤ i < |a| and x i ≤ j ≤ y i , the difference between (a ⋆b) i+j and a i + b j is at most e max ;
(2) for every 0 ≤ i < |a ⋆ b| we know that for at least one j we have
then both x i ≤ x j and y i ≤ y j hold. We refer to the intervals as an "uncertain solution" for a ⋆ b within an error of e max .
The reason we call such a data structure an uncertain solution is that given such a structure, one can approximate the solution in almost linear time by iterating over the indices of the resulting vector and for every index i find one j such that x j ≤ i − j ≤ y j and approximate (a ⋆ b) i by a j + b i−j . Such a j can be found in time O (log n) via binary search since the boundaries of the intervals are monotone. In the prediction technique, we show that an uncertain solution within an additive error of e max suffices to compute the convolution of two vectors in time O (e max n). We obtain this result by breaking the problem into many subproblems with the small distortion property and applying the result of the second step to compute the solution of each subproblem in time O (e max n). We show that all the subproblems can be solved in time O (e max n) in total, and based on these solutions, a ⋆ b can be computed in time O (e max n). We give more details in Section 3.2.
Theorem 3.5 [restated informally]. Given two integer vectors a and b and an uncertain solution for a ⋆ b within an error of e max , one can compute a ⋆ b in time O (e max n).
Notice that in Theorem 3.5, there is no assumption on the range of the values in the input vectors and the running time depends linearly on the accuracy of the uncertain solution.
Main Results
We show in Section 4 that the prediction technique enables us to solve the 0/1 knapsack problem in time O (v max t + n). To this end, we define the knapsack convolution as follows: given vectors a and b corresponding to the solutions of two knapsack problems k a and k b , the goal is to compute a ⋆ b. If a vector a is the solution of a knapsack problem, a i denotes the maximum total value of the items that can be placed in a knapsack of size i. The only difference between knapsack convolution and (max, +) convolution is that in the knapsack convolution both vectors adhere to knapsack structures, whereas in the (max, +) convolution there is no assumption on the values of the vectors. We show that if in the knapsack problems, the values of the items are integers bounded by v max , then an uncertain solution for a⋆b within an error of v max can be computed in almost linear time. The key observation here is that one can approximate the solution of the knapsack problem within an additive error of v max as follows: sort the items in descending order of v i /s i and put the items in the knapsack one by one until either we run out of items or the remaining space of the knapsack is too small for the next item. Based on this algorithm, we compute an uncertain solution for the knapsack convolution in almost linear time and via Theorem 3.5 compute a ⋆ b in time O (v max n). Finally, we use the recent technique of [9] to reduce the 0/1 knapsack problem to the knapsack convolution. This yields an O (v max t + n) time algorithm for solving the 0/1 knapsack problem when the item values are bounded by v max . As another application of the prediction technique, we present an algorithm that receives a vector a and an integer k as input and computes a ⋆k . We show that if the values of the input vector are integers in the range [0, e max ], the total running time of the algorithm is O (e max |a ⋆k |). This improves upon the trivial O (e 2 max |a ⋆k |). Similar to what we do in Section 4, we again show that the convolution of two powers of a can be approximated within a small additive error. We use this intuition to compute an uncertain solution within an additive error of O (e max ) and apply the prediction technique to compute the exact solution in time O (e max |a ⋆k |). As a consequence of Theorem 5.4, we show that the unbounded knapsack problem can be solved in time O (n + v max t ). To complement our results, we also study the knapsack problem when the item values are unbounded real values, but the sizes are integers in the range [1, s max ] 2 . For this case, we present a randomized algorithm that solves the problem w.h.p. 3 in time O (s max (n+t )). The idea is to first put the items into t/s max buckets uniformly at random. Next, we solve the problem for each bucket separately, up to a knapsack size O (s max ). We use the Bernstein's inequality to show that w.h.p., only a certain interval of the solution vectors are important and we can neglect the rest of the values, thereby enabling us to merge the solutions of the buckets efficiently. Based on this, we present an algorithm to merge the solutions of the buckets in time O (s max (n + t )), yielding a randomized algorithm for solving the knapsack problem in time O (s max (n + t )) w.h.p. when the sizes of the items are bounded by s max . This result is not based on the prediction technique. 
Implication to the Limited Settings
When we parameterize the 0/1 knapsack problem by max{s i } ≤ s max , one can set t ′ := min(t, ns max ) and solve the problem with knapsack size t ′ in time O ((t ′ + n)s max ) = O (ns max 2 ). This yields a solution for the knapsack problem whose running time is regardless of t. However, this only works when we are allowed to use each item only once. In Section 7, we further extend this solution to the case where each item (s i , v i ) has a given multiplicity m i . For this case, our algorithm runs in time O (ns max 2 min{n, s max }) when m i 's are arbitrary and solves the problem in time O (ns max min{n, s max }) when m i = ∞ for all i. Both results improve the algorithms of [18] by a factor of Ω(max{n, s max }) in the running time. These results are all implied by Theorem 6.2.
Further Results
It has been previously shown that tree sparsity, knapsack, and convolution problems are equivalent with respect to their computational complexity. However, these reductions do not hold for the case of small integer inputs. In the full version of the paper, we show some reductions between these problems in the small input setting. In addition to this, we introduce the tree separability problem and explain its connection to the rest of the problems in both general and small integer settings. We also present a linear time 2 Parallel and independent to our work, Axiotis and Tzamos [1] present an O (n+t s max ) time algorithm for this case. 3 With probability at least 1 − n −10 .
algorithm for tree separability when the degrees of the vertices and edge weights are all small integers. 
THE PREDICTION TECHNIQUE FOR (max, +) CONVOLUTION
In this section, we present several algorithms for computing the (max, +) convolution (computationally equivalent to (min, +) convolution) of two vectors. Recall that in this problem, two vectors a and b are given as input and the goal is to compute a vector c of length |a| + |b| − 1 such that
For this definition only, we assume that each vector a or b is padded on the right with sufficiently many −∞ components: i.e., a i = −∞ for i ≥ |a| and b j = −∞ for j ≥ |b |.
Assuming |a| + |b | = n, a trivial algorithm to compute c from a and b is to iterate over all pairs of indices and compute c in time O (n 2 ). Despite the simplicity of this solution, thus far, it has remained one of the most efficient algorithms for computing the (max, +) convolution of two vectors. However, for special cases, more efficient algorithms compute the result in subquadratic time. For instance, if the values of the vectors are integers in the range [0, e max ], one can compute the (max, +) convolution of two vectors in time O (e max n).
In this section, we present several novel techniques for multiplying vectors in the (max, +) setting in truly subquadratic time under different assumptions. The main result of this section is the prediction technique explained in Section 3.2. Roughly speaking, we define the notion of uncertain solution and show that if an uncertain solution of two integer vectors with an error of e max is given, then it is possible to compute the (max, +) convolution of the vectors in time O (e max n). Later in Sections 4 and 5 we use this technique to improve the running time of the knapsack and other problems.
In our algorithm, we subsequently make use of a classic reduction from (max, +) convolution to polynomial multiplication. In the interest of space, we skip this part here and explain it in the full version of the paper. The same reduction has been used as a blackbox in many recent works [2, 5, 6, 19, 20] . Based on this reduction, we show that an O (e max n) time algorithm can compute the convolution of two integer vectors whose values are in the range [0, e max ]. We further explain that even if the values of the vectors are real but in the range [0, e max ], one can approximate the solution within an additive error less than 1. These results hold even if the input values can be either in the interval [0, e max ] or in the set {−∞, ∞}. We use this technique in Section 3.1 to compute the (max, +) convolution of two integer vectors in time O (e max n) when for every i and j we have
Finally, in Section 3.2 we use these results to present the prediction technique for computing the (max, +) convolution of two vectors in time O (e max n).
An O (e max n) Time Algorithm for the Case of Small Distortion
In this section we study a variant of the (max, +) convolution problem where every a i + b j differs from (a ⋆ b) i+j by at most e max . Indeed this condition is strictly weaker than the case where the input values fall in range [0, e max ]. Nonetheless we show that still an O (e max n) time algorithm can compute a ⋆ b if the values of the vectors are integers but not necessarily in the range [0, e max ]. In the interest of space, we omit the proofs of Lemmas 3.1, 3.2, and 3.3 and include them in the full version of the paper. We first assume that both vectors a and b have size n. Moreover, since the case of n = 1 is trivial, we assume w.l.o.g. that n > 1. In order to compute a ⋆ b for two vectors a and b, we transform them into two vectors a ′ and b ′ via two operations. In the first operation, we add a constant C to every element of a vector. In the second operation, we fix a constant C and add iC to every element i of both vectors. We delicately perform these operations on the vectors to make sure the resulting vectors a ′ and b ′ have small values. This enables us to approximate (and not compute since the values of a ′ and b ′ are no longer integers) the solution of a ′ ⋆ b ′ in time O (e max n). Finally, we show how to derive the solution of a ⋆ b from an approximation for a ′ ⋆ b ′ . We begin by observing a property of the vectors. Lemma 3.1. Let a and b be two vectors of size n such that for all
Note that since there is no particular assumption on vector a, the condition of Lemma 3.1 carries over to vector b as well. Next we use Lemma 3.1 to present an O (e max n) time algorithm for computing a ⋆ b. We obtain this result via two observations:
(1) If we add a constant value C to each component of either a or b, each component of their "product" a ⋆ b increases by the same amount C.
(2) For a given constant C, adding a quantity iC to every element a i and b i of the vectors a and b, for all i, results in an increase
These two operations help us transform the vectors a and b such that all elements fall in the range [0, O (e max )]. Next, we approximate the convolution of the transformed vectors via the aforementioned algorithm, and finally compute a ⋆ b in time O (e max n).
Lemma 3.2. Let a and b be two integer vectors of size n such that
An implicit corollary of Lemma 3.2 is that for any two vectors a and b that meet the conditions of Lemma 3.2, there exist values A, A ′ , B, B ′ such that both
All that remains is to extend our algorithm to the case where we no longer have |a| = |b |. We assume w.l.o.g. that |b | ≥ |a| and divide |b | into ⌈|b |/|a|⌉ vectors of length |a| such each b i appears in at least one of these vectors. Then, in time O (e max |a|) we compute the (max, +) convolution of a and each of the smaller intervals, and finally use the results to compute a ⋆ b in time O (e max (|a| + |b|)). Lemma 3.3. Let a and b be two integer vectors such that for all
Prediction
In this section, we explain the prediction technique and show how it can be used to improve the running time of classic problems when the input values are small. Roughly speaking, we show that in some cases an approximation algorithm with an additive error of e max can be used to compute the exact solution of a (max, +) convolution in time O (e max n). In general, an additive approximation of e max does not suffice to compute the (max, +) convolution in time O (e max n). However, we show that under some mild assumptions, an additive approximation yields a faster exact solution. We call this the prediction technique.
Suppose for two integer vectors a and b of size n, we wish to compute a ⋆ b. The values of the elements of a and b range over a potentially large (say O (n)) interval and thus the previous algorithm does not improve the O (n 2 ) running time of the trivial solution. However, in some cases we can predict which a i 's and b j 's are far away from (a ⋆ b) i+j . For instance, if a and b correspond to the solutions of two knapsack problems whose item weights are bounded by e max , a well-known greedy algorithm can approximate a ⋆b within an additive error of e max (a i and b i denote the solutions of the knapsack problem for size i). The crux of the argument is that if we sort the items with respect to the ratio of weight over size in descending order and fill the knapsack in this order until we run out of space, we always get a solution of at most e max away from the optimal. Now, if a i + b j is less than the estimated value for (a ⋆b) i+j for some i and j, then there is no way that the pair (a i , b j ) contributes to the solution of a ⋆b. With a more involved argument, one could observe that whenever a i + b j is at least e max smaller than the estimated solution for (a ⋆b) i+j , then a i + b k < (a ⋆b) i+k for either all k's in [j, n − 1] or all k's in [0, j]. We explain this in more details in Section 4.
This observation shows that in many cases, (a i , b j ) pairs that are far from (a ⋆ b) i+j can be trivially detected and ignored. Therefore, the main challenge is to handle the (a i , b j ) options that are close to (a ⋆ b) i+j . Our prediction technique states that such instances can also be solved in subquadratic time. To this end, suppose that a and b are two integer vectors of size n, and for every 0 ≤ i < |a| we have an interval [x i , y i ], and we are guaranteed that a i + b j is at most e max away from (a ⋆ b) i+j for all j ∈ [x i , y i ]. Also, we know that for any 0 ≤ i < |a ⋆b| there exists a j such that a j + b i−j = (a ⋆b) i and x j ≤ i − j ≤ y j . We call such data an uncertain solution. We show in Theorem 3.5 that if an uncertain solution is given, then one can compute a ⋆ b in time O (e max n). For empty intervals only, y i is allowed to be smaller than x i . Definition 3.4. For two vectors a and b, define an uncertain solu-
Theorem 3.5. Let a and b be two integer vectors for which an uncertain solution is provided. Then, one can compute a ⋆b from a, b, and the intervals in time O (e max (|a| + |b |)).
Proof. One can set n equal to the smallest power of two greater than max{|a|, |b|} and add extra −∞'s to the end of the vectors to make sure |a| = |b | = n. Next, for every newly added element of a we set its corresponding interval [x i , y i ] to (n − q, n − q − 1) (that is, an empty interval) where q is the number of newly added −∞'s to the end of b. This way, all conditions of the theorem are met and |a| + |b| is multiplied by at most a constant factor. Therefore, from now on, we assume |a| = |b| = n and that n is a power of two. Keep in mind that for every i with property
Our algorithm runs in log n + 1 rounds. In every round we split b into several intervals. For an interval [α, β] of b we call the projection of [α, β] the set of all indices i of a that satisfy both x i ≤ α and y i ≥ β. We denote the projection of an interval [α, β] by P (α, β ).
We first show that for every 0 ≤ α ≤ β < n, P (α, β ) corresponds to an interval of a. We defer the proof of Observation 3.1 to the full version of the paper.
Furthermore, for any pair of disjoint intervals [α 1 , β 1 ] and [α 2 , β 2 ], we observe that P (α 1 , β 1 ) \ P (α 2 , β 2 ) is always an interval. Similar to Observation 3.1, we include the proof of Observation 3.2 in the full version of the paper.
The proof for P (α 2 , β 2 ) \ P (α 1 , β 1 ) being an interval follows from symmetry.
Before we start the algorithm, we construct a vector c of size 2n−1 and set all its indices equal to −∞. In Round 1 of our algorithm, we only have a single interval [α 1 , β 1 ] = [0, n − 1] for b. Therefore, we compute P (0, n − 1) = [γ 1 , δ 1 ] and construct a vector a 1 of size δ 1 − γ 1 + 1 and set a 1 i = a i+γ . Similarly, we construct a vector b 1 of size β 1 − α 1 + 1 and set b 1 i = b i+α . Next, we compute c 1 = a 1 ⋆ b 1 using Lemma 3.3, and then based on that we set c i+α +γ ←
The second round is similar to Round 1, except that this time we split b into two intervals [α 1 , β 1 ] and [α 2 , β 2 ] where α 1 = 0, β 1 = n/2 − 1, α 2 = n/2, and
and similarly for the second interval of b we compute [γ 2 , δ 2 ] = P (α 2 , β 2 ) \ P (α 1 , β 1 ). Similar to Round 1, we construct a 1 , a 2 , b 1 , b 2 from a and b with respect to the intervals and compute c 1 = a 1 ⋆b 1 and c 2 = a 2 ⋆b 2 . Finally we update the solution based on c 1 and c 2 .
More precisely, in Step s + 1 of the algorithm, we split
For odd intervals we compute
and for even intervals we compute
Next, we construct vectors a 1 , a 2 , . . . , a 2 s and b 1 , b 2 , . . ., b 2 s from a and b and compute c i = a i ⋆ b i using Lemma 3.3 for every
We show that (i) Algorithm 1 finds a correct solution for a ⋆ b, and (ii) its running time is O (e max (|a| + |b |)). Observe that Line 1 of Algorithm 1 runs in time O (n) and all basic operations (e.g., Lines 4 and 5) run in time O (1) and thus all these lines in total take time O (n log n) = O (n). Moreover, for any [α, β], P (α, β ) can be found in time O (log n) by binary searching the indices of a. More precisely, in order to find P (α, β ) we need to find an index γ of a such that x γ ≤ α and an index δ such that y δ ≥ β. Since both x and y are nondecreasing, we can find such indices in time O (log n). Therefore, the total running times of Lines 8, 11, and 13 is O (n log 2 n) = O (n). Notice that in every Round s + 1 we have |b i | = 2 log n−s and thus ℓ b = 2 s 2 log n−s = n. Moreover, for every c i we have c i = a i ⋆ b i and thus |c i | ≤ |a i | + |b i |. Therefore, ℓ c ≤ ℓ a + ℓ b = ℓ a + n. Thus, in order to show ℓ c = O (n), we need to prove that ℓ a = O (n). To this end, we argue that for every 0 ≤ i < n, the i'th element of a appears in at most two intervals of [γ i , δ i ]. Suppose for the sake of contradiction that for 0
which is a contradiction. Thus, ℓ a ≤ 2n and therefore ℓ c ≤ 3n. This shows that Algorithm 1 runs in time O (e max n).
To prove correctness, we show that (i) every a i and b i meet the condition of Lemma 3.3, and (ii) for every a i and b j such that j ∈ [x i , y i ] in some round of the algorithm and for some k, a k contains a i and b k contains b j .
We start with the former. Due to our algorithm, in every round for every [α i , β i ] we have [γ i , δ i ] ⊆ P (α i , β i ). This implies that for every i ′ ∈ [γ i , δ i ] and every j ′ ∈ [α i , β i ] we have
Thus, the condition of Lemma 3.3 holds for every a i and b i . We finally show that for every 0 ≤ i < n and every 0 ≤ j < n such that j ∈ [x i , y i ], in some round of the algorithm we have j ∈ [α k , β k ] and i ∈ [γ k , δ k ] for some k. To this end, consider the first Round s + 1 in which i ∈ P (α ⌈j /2 log n−s ⌉ , β ⌈j /2 log n−s ⌉ ). We know that this eventually happens in some round since in Round log n + 1 we have i ∈ P (α ⌈j /2 log n−log n ⌉ , β ⌈j /2 log n−log n ⌉ ) = P (j, j). Round s + 1 is the first round that i ∈ P (α ⌈j /2 log n−s ⌉ , β ⌈j /2 log n−s ⌉ ) happens and thus either s = 0 or s > 0. The former completes the proof since it yields i ∈ [α ⌈j /2 log n−s ⌉ , β ⌈j /2 log n−s ⌉ ]. The latter implies that i [α ⌈j /2 log n−s +1 ⌉ , β ⌈j /2 log n−s +1 ⌉ ] and thus i ∈ [α ⌈j /2 log n−s ⌉ , β ⌈j /2 log n−s ⌉ ]. Thus, in Round s +1 we have i ∈ [γ k , δ k ] and j ∈ [α k , β k ] for k = ⌈j/2 log n−s ⌉. □
THE KNAPSACK PROBLEM
In this section, we consider the knapsack problem and present a fast algorithm that can solve this problem for small values. In particular, when the maximum values of the items are constant, our algorithm runs in linear time. In this problem, we have a knapsack of size t, and n items each associated with size s i and value v i . The goal is to place a subset of the items into the knapsack with maximum total value subject to their total size being limited by t. In the 0/1 knapsack problem, we are allowed to use each item at most once, whereas in the unbounded knapsack problem, each item may be used several times. From this point on, the term "knapsack problem" refers to the 0/1 knapsack problem unless stated otherwise. A classic dynamic programming algorithm yields a running time of O (nt ) [8] for the knapsack problem. On the negative side, it was shown recently that both the 0/1 and unbounded knapsack problems are as hard as (max, +) convolution. Thus it is unlikely to solve either problem in time O ((n + t ) 2−ϵ ) for any ϵ > 0 [9] . However, there is no assumption on the values of the items in these reductions. Hence the hardness results do not carry over to the case of small values. In particular, a barely subquadratic time (O (t 1.859 +n)) algorithm follows from the work of [6] when the item values are constant integer numbers. In what follows, we show that we can indeed solve the problem in truly subquadratic time when the input values are small. We assume throughout this section that the values of the items are integers in range [0, v max ]. Using the prediction technique we present an O (v max t + n) time algorithm for the knapsack problem.
We begin by defining a knapsack variant of the (max, +) convolution in Section 4.1, and show that if the corresponding knapsack problems have non-negative integer values bounded by v max , then one can compute the (max, +) convolution of two vectors in time O (v max n). It follows from the recent technique of [9] that using this type of (max, +) convolution, one can solve the knapsack problem in time O (v max n). However, for the sake of completeness, we include a formal proof in the full version of the paper.
Knapsack Convolution
Let a and b be two vectors that correspond to the solutions of two knapsack instances k a and k b . More precisely, a i is the maximum value of the items in knapsack problem k a with a total size of at most i. Similarly, b i is the maximum value of the items in knapsack problem k b with a total size of at most i. We show that if the values of the items in k a and k b are non-negative integers bounded by v max , then one can compute
where n is the total number of items in k a and k b .
The sketch of the algorithm is as follows: We first define the fractional variants for the knapsack problem and the knapsack convolution. We show that both problems can be efficiently solved in time O (n log n) where n is the total number of items in each knapsack problem. Next, we observe that any solution of the fractional knapsack problem can be turned into a solution for the knapsack problem with an additive error of at most v max . Similarly, any solution for the fractional knapsack convolution is always at most 2v max away from the solution of the knapsack convolution. We then show that the solutions of the fractional knapsack problem and fractional knapsack convolution have certain properties. We explore these properties and show that they enable us to find an uncertain solution for the knapsack convolution in time O (t + n). This yields an O (v max n) time solution for knapsack convolution via Theorem 3.5. In the interest of space, we omit some of the proofs of this section and include them in the full version of the paper.
We define the fractional variant of the knapsack problem as follows. Here we are allowed to divide the items into smaller pieces such that the value of each piece is proportional to the size of that piece. More formally, the fractional knapsack problem is defined as follows:
Definition 4.1. Given a knapsack of size t, and n items with sizes s 1 , s 2 , . . . , s n and values v 1 , v 2 , . . . , v n , the fractional knapsack problem is to find non-negative real values f 1 , f 2 , . . . , f n ≤ 1 such that i s i f i ≤ t, and i f i v i is maximized.
It is well-known that the fractional variant of the knapsack problem can be solved exactly via a greedy algorithm: sort the items in decreasing order of the ratio of value over size, and place them in the knapsack one by one. If at some point there is not enough space for the next item, we break it into a smaller piece that completely fills the knapsack. We stop when either we run out of items or the knapsack is full. We call this the greedy knapsack algorithm and name this simple observation. It is easy to see that in any solution of the greedy algorithm for knapsack, at most one item in the knapsack is broken into a smaller piece. Therefore, one can turn any solution of the fractional knapsack problem into a solution of the knapsack problem by removing the only item with 0 < f i < 1 (if any). If all the values are bounded by v max , this hurts the solution by at most an additive error of v max . Moreover, the solution of the fractional knapsack problem cannot be worse than that of the integral knapsack problem. Thus, any solution for the fractional knapsack problem can be turned into a solution for the knapsack problem with an additive error of at most v max .
Based on a similar idea, we define the fractional knapsack convolution of two vectors as follows: Definition 4.2. Let a and b be two vectors corresponding to two knapsack problems k a and k b with knapsack sizes t a and t b . For a real value t, we define the fractional knapsack convolution of a and b with respect to t as the solution of the knapsack problem with knapsack size t and the union of items of k a and k b subject to the following two additional constraints:
• The total size of the items of k a in the solution is bounded by t a . • The total size of the items of k b in the solution is bounded by t b .
One can modify the greedy algorithm to compute the solution of the fractional knapsack convolution as well. The only difference is that once the total size of the items of either knapsack instances in the solution reaches the size of that knapsack, we ignore the rest of the items from that knapsack. A similar argument to what we stated for Observation 4.1 proves the correctness of this algorithm.
Data: t, a, b, and two knapsack instances k a and k b corresponding to a and b. Result: The solution of fractional knapsack convolution of a and b with respect to t 1 Let items be a sequence of size n containing all items of k a and k b ;
2 Sort items according to v i /s i in non-increasing order. 3 Answer ← 0;
15 Return Answer ; Again, one can observe that in any solution of the greedy algorithm for fractional knapsack convolution, at most two items may be included in the solution fractionally (at most one for each knapsack instance). Thus, we can get a solution with an additive error of at most 2v max for the knapsack convolution problem from the solution of the fractional knapsack convolution.
We explore several properties of the fractional solutions for the knapsack problems and the knapsack convolution. Based on these, we present an algorithm to compute an uncertain solution for the knapsack convolution within an error of O (v max ). Define a ′ : [0, t a ] → R and b ′ : [0, t b ] → R as the solutions of the fractional knapsack problems for k a and k b , respectively. Therefore, for any real value x in the domain of the functions, a ′ (x ) and b ′ (x ) denote the solution of each fractional knapsack problem for knapsack size x. Moreover, we define a function c :
is the solution of the fractional knapsack convolution of a and b with respect to x. Note that for a ′ , b ′ , and c ′ , the parameter x may be a real value. The following observations follow from the greedy solutions for a ′ , b ′ , and c ′ . 
Since in Algorithm 2 we put the items greedily in the knapsack, for every 0 ≤ x ≤ t a , there exists a 0 ≤ y ≤ t a + t b such that F a (y) = x. Similarly, for every 0 ≤ x ≤ t b , there exists a 0 ≤ y ≤ t a + t b such that F b (y) = x. We define F −1 a (x ) as the smallest y such that F a (y) = x. Moreover,
Then Observations 4.4 and 4.5 show that д x is non-increasing in the interval [0, F −1 a (x ) − x] and non-decreasing in the inter- 
Observation 4.7. Let x, x ′ , and y be three real values such that
Notice that for every pair of integers i and j such that
Recall that a ′ and b ′ are the solutions of the fractional knapsack problems, and thus a ′ (i) − a i and b ′ (j) − b j are bounded by v max . Moreover, since c ′ (i + j) is always at least as large as c i+j , we have
Similarly, one can argue that c ′ (i + j) ≤ c i+j + 2v max , a ′ (i) ≥ a i , and b ′ (j) ≥ b j , and thus c i+j − a i − b j > 0. Therefore, intervals [α ′ i , β ′ i ] make an uncertain solution for a ⋆ b within an error of 4v max . To make the intervals integer, we set α i = ⌈α ′ i ⌉ and β i = ⌊β ′ i ⌋. Since [α i , β i ] is also an uncertain solution within an error of 4v max we can compute a ⋆ b in time O (v max (|a| + |b|) + n). Proof. Let t = t a +t b be the largest index of a⋆b. As shown earlier, intervals [α i , β i ] formulated above make an uncertain solution for a ⋆b within an error of 4v max . Thus, it only suffices to compute these intervals and then using Theorem 3.5 we can compute a ⋆ b in time O (v max (|a| + |b|)). In order to determine the intervals, we first compute three arrays a ′ , b ′ , and c ′ with ranges [0, t a ], [0, t b ], and [0, t a + t b ], respectively. Then for every i in range [0, t a ] we compute a ′ i to be the solution to the fractional knapsack problem of k a with knapsack size i. This can be done in time O (n log n + t ), since we can use the greedy algorithm to determine these values. Similarly, we compute b ′ i equal to the solution to the fractional knapsack problem for k b and c i equal to the solution of the fractional knapsack convolution for a ⋆ b. This step of the algorithm takes a total time of O (n log n + t ) = O (n + t ).
Along with the construction of array c ′ , we also compute two arrays F a and
More precisely, every time we compute c ′ i for some integer i we also keep track of the total size of the solution corresponding to each knapsack and store these values in arrays F a and F b . Also one can compute an array F −1 a from F a in time O (t ). Next, we iterate over all integers i in range [0, t a ] and for each i compute α i and β i in 
COMPUTING a ⋆k AND APPLICATION TO UNBOUNDED KNAPSACK
Throughout this section, we denote k times a ⋆ a ⋆ . . . ⋆ a by a ⋆k . In this section, we present another application of the prediction technique for computing the k'th power of a vector in the (max, +) setting. The classic algorithm for this problem runs in time O (n 2 ) and thus far, there has not been any substantial improvement for this problem. We consider the case where the input values are integers in range [0, e max ], nonetheless, this result carries over to any range of integer numbers within an interval of size e max . 4 Using known FFT-based techniques, one can compute a ⋆ a in time O (e max |a|). However, the values of the elements of a ⋆2 no longer lie in range [0, e max ] and thus computing a ⋆2 ⋆a ⋆2 requires more computation than a ⋆ a. In particular, the values of the elements of a ⋆k /2 are in range [0, e max k/2] and thus computing a ⋆k /2 ⋆ a ⋆k /2 via the known techniques requires a running time of O (e max k |a ⋆k |). The main result of this section is an algorithm for computing a ⋆k in time O (e max |a ⋆k |). Moreover, we show that any prefix of size n of a ⋆k can be similarly computed in time O (e max n). We later make a connection between this problem and the unbounded knapsack problem and show this results in an O (e max t + n) time algorithm for the unbounded knapsack problem when the item values are integers in range [0, e max ]. Our algorithm is based on the prediction technique explained in Section 3. We first explore some observations about the powers of a vector in the (max, +) setting. We begin by showing that if b = a ⋆k for some positive integer i, then the elements of b are (weakly) monotone.
Lemma 5.1. Let a be a vector whose values are in range [0, e max ] and b = a ⋆k for a positive integer k. Then, for
Proof. If k = 1, the lemma follows from the fact that all values of the elements of a are in range [0, e max ]. For k > 1, we define c = a ⋆k −1 and let l be an index of c with the maximum c i subject to l ≤ j. Since b = c ⋆ a we have b i = c i ′ + a i−i ′ for some i ′ . Note that c i ′ ≤ c l and also all values of the indices of c are bounded by e max . Thus we have b i ≤ c l + e max . In addition to this, since l ≤ j we have b j ≥ c l + a j−i . Notice that all values of the indices of a are non-negative and therefore b j ≥ c l . This along with the fact that
Another observation that we make is that if for a k and a k ′ we have |k − k ′ | ≤ 1, then a ⋆k ⋆ a ⋆k ′ can be computed by just considering a few (i, j) pairs of the vectors with close values.
Lemma 5.2. Let k and k ′ be two positive integer exponents such that |k − k ′ | ≤ 1. Moreover, let a be an integer vector whose elements' values lie in range [0, e max ]. Then, for every 0 ≤ i ≤ |a ⋆k |, there exist two indices j and i − j such that (i) a ⋆k +k ′ i = a k j + a ⋆k ′ i−j and (ii)
Proof. By definition a ⋆k +k ′ = k +k ′ times a ⋆ a ⋆ . . . ⋆ a. Therefore, for every 0 ≤ i < |a ⋆k +k ′ |, there exist k + k ′ indices i 1 , i 2 , . . . , i k +k ′ such that a ⋆k +k ′ i = a i 1 +a i 2 + . . . +a i k +k ′ and i 1 +i 2 + . . . +i k +k ′ = i.
We assume w.l.o.g. that a i 1 ≤ a i 2 ≤ . . . ≤ a i k +k ′ . We separate the odd and even indices of i to form two sequences i 1 , i 3 , . . . and i 2 , i 4 , . . .. Notice that since |k − k ′ | ≤ 1, the size of one of such sequences is k and the size of the other one is k ′ . We assume w.l.o.g. that the size of the odd sequence is k and the size of the even sequence is k ′ . We now define j = i 1 + i 3 + . . . and j ′ = i 2 + i 4 + . . .. Since i 1 +i 2 + . . . = i then j ′ = i − j holds. Since a ⋆k +k ′ i = a i 1 +a i 2 + . . . +a i k +k ′ we also have a ⋆k j = a i 1 +a i 3 + . . ., a ⋆k ′ j ′ = a i 2 +a i 4 + . . ., and also a ⋆k +k ′ i = a ⋆k j + a ⋆k ′ j ′ . To complete the proof, it only suffices to show that |a ⋆k j − a ⋆k ′ j ′ | ≤ e max . This follows from the fact that the value of all indices of a are in range [0, e max ] and that
□ What Lemma 5.2 implies is that when computing a ⋆k = a ⋆ ⌈k /2⌉ ⋆ a ⋆ ⌊k /2⌋ , it only suffices to take into account (i, j) pairs such that |a ⋆ ⌈k /2⌉ i − a ⋆ ⌊k /2⌋ j | ≤ e max . This observation enables us to compute a ⋆k = a ⋆ ⌈k /2⌉ ⋆ a ⋆ ⌊k /2⌋ in time O (e max |a ⋆k |) via the prediction technique. Suppose a is an integer vector with values in range [0, e max ]. In addition to this, assume thatâ = a ⋆ ⌈k /2⌉ and a = a ⋆ ⌊k /2⌋ . We propose an algorithm that receivesâ andā as input and computes a ⋆k =â ⋆ā as output. The running time of our algorithm is O (e max |a ⋆k |).
We define two integer vectorsb andb whereb i = max j ≤iâj . Similarly,b i = max j ≤iāj . By definition, both vectorsb andb are non-decreasing. Now, for every index i ofb we find an interval [x i , y i ] ofb such thatb i − 2e max ≤b j ≤b i + 2e max for any j within [x i , y i ]. Since both vectorsb andb are non-decreasing, computing each interval takes time O (log n) via binary search. Finally, we provide these intervals to the prediction technique and compute a ⋆k =â ⋆ā in time O (e max |a ⋆k |). In Lemma 5.3, we prove that the intervals adhere to the conditions of the prediction technique and thus Algorithm 3 correctly computes a ⋆k fromâ andā in time O (e max |a ⋆k |). for some a and k. Result:â ⋆ā 1 Letb,b be two vectors of size |a ⋆ ⌈k /2⌉ | and |a ⋆ ⌊k /2⌋ | respectively.; 2b 0 ←â 1 ; 3b 0 ←ā 1 ;
x i ← the smallest j such thatb j ≥b i − 2e max ; Proof. The correctness of Algorithm 3 boils down to whether intervals [x i , y i ] provided for the prediction technique meet the conditions of Theorem 3.5. Before we prove that the conditions are met, we note that by Lemma 5.1, the values ofb andb are at most e max more than that ofâ andā. Moreover, by definition, the vectorŝ b andb are non-decreasing and lower bounded by the values ofâ andā.
First condition: The first condition is that for every 0 ≤ i < |a ⋆ ⌈k /2⌉ | and x i ≤ j ≤ y i we haveâ i +ā j ≥ (â ⋆ā) i+j −O (e max ). In what follows, we show that in factâ i +ā j ≥ (â ⋆ā) i+j − 5e max holds for such i's and j's. Due to Lemma 5.2, for every such i and j, there exist an i ′ and a j ′ such thatâ i ′ +ā j ′ = (â ⋆ā) i ′ +j ′ , i ′ + j ′ = i + j, and |â i ′ −ā j ′ | ≤ e max . Therefore,
In addition to this, we know that i + j = i ′ + j ′ and thus either i ′ ≤ i or j ′ ≤ j. In any case, since bothb andb are non-decreasing,
Due to Algorithm 3, max{b i ,b j } − min{b i ,b j } ≤ 2e max and hence
Second condition: The second condition is that for every 0 ≤ i < |a ⋆ ⌈k /2⌉ |, there exists a 0 ≤ j ≤ i such thatâ j +ā i−j = (â ⋆ā) i and that x j ≤ i − j ≤ y j . We prove this condition via Lemma 5.2. Lemma 5.2 states that for every |a ⋆ ⌈k /2⌉ | there exists a 0 ≤ j ≤ i such that satisfiesâ j +ā i−j = (â ⋆ā) i and also |â j −ā i−j | ≤ e max .
Since the values ofb,b differ fromâ,b by an additive factor of at most e max , the latter inequality implies |b
Third condition: The third condition is regarding the monotonicity of x i 's and y i 's. This condition directly follows from the fact that both vectorsb andb are non-decreasing and as such, the computed intervals are also non-decreasing.
Apart Proof. The proof follows from the correctness of Algorithm 3 and the fact that it runs in time O (e max |a ⋆ ⌈k ⌉ |). □ Theorem 5.4 provides a strong tool for solving many combinatorial problems including the unbounded knapsack problem. In order to compute the solution of the unbounded knapsack problem, it only suffices to construct a vector a of size t wherein a i specifies the value of the heaviest items with size i. a itself specifies the solution of the unbounded knapsack problem if we are only allowed to put one item in the bag. Similarly, a ⋆2 denotes the solution of the unbounded knapsack problem when we can put up to two items in the knapsack. More generally, for every 1 ≤ k, a ⋆k denotes the solution of the unbounded knapsack problem subject to using at most k items. This way, a ⋆t formulates the solution of the unbounded knapsack problem. Note that in order to solve the knapsack problem, we only need to compute a prefix of size t + 1 of a ⋆t . This makes the running time of every ⋆ operation O (e max t ) and thus computing the first t + 1 elements of a ⋆t takes time O (e max t ). 
KNAPSACK FOR ITEMS WITH SMALL SIZES
We also consider the case where the size of the items is bounded by s max . Note that in such a scenario, the values of the items can be large real values, however, each item has an integer size in range [1, s max ]. We propose a randomized algorithm that solves the knapsack problem w.h.p. in time O (s max (n + t )) in this case. Although our technique is novel, the idea of putting the items in random buckets has been used before (see e.g. [5, 9] ). Our algorithm is as follows: we randomly put the items in t/s max different buckets. Using the classic quadratic time knapsack algorithm we solve the problem for each bucket up to a knapsack size O (s max ). Next, we merge the solutions in log(t/s max ) rounds. In the first round, we merge the solutions for buckets 1 and 2, buckets 3 and 4, and so on. This results in t/2s max different solutions for every pair of buckets at the end of the first round. In the second round, we do the same except that this time the number of buckets is divided by 2. After log(t/s max ) rounds, we only have a single solution and based on that, we determine the maximum value of the solution with a size bounded by t and report that value.
If we use the classic (max, +)-convolution for merging the solutions of two buckets, it takes time O (t 2 ) for merging two solutions and yields a slow algorithm. The main idea to improve the running time of the algorithm is to merge the solutions via a faster algorithm. We explain the idea by stating a randomized argument. Throughout this paper, every time we use the term w.h.p. we mean with a probability of at least 1 − n −10 . Lemma 6.1. Let (s 1 , v 1 ), (s 2 , v 2 ), . . . , (s n , v n ) be n items with sizes in range [1, s max ]. Let the total size of the items be S. For some 0 < p < 1/2, we randomly select each item of this set with probability p and denote their total size by S ′ . If s max ≤ 2pS then for some C = O (1) |pS −S ′ | ≤ C s max pS holds w.h.p. (with probability at least 1−n −10 ).
In the interest of space, we omit the proof of Lemma 6.1 here and include it in the full version.
In our analysis, we fix an arbitrary optimal solution of the problem and state our observations based on this solution. Since the sizes of the items are bounded by s max , then either our solution uses all items and has a total size of s i (if s i is not larger than t) or leaves some of the items outside the knapsack and therefore has a size in range [t − s max + 1, t]. One can verify in O (n) if the total size of the items is bounded by t and compute the solution in this case. Therefore, from now on, we assume that the total size of the items is at least t and thus the solution size is in [t − s max + 1, t].
Now, if we randomly distribute the items into t/s max buckets then the expected size of the solution in each bucket is O (s max ) and thus we expect the size of the solution in each bucket to be in range [0, O (s max )] w.h.p. due to Lemma 6.1. Therefore, it suffices to compute the solution for each bucket up to a size of O (s max ). Next, we use Lemma 6.1 to merge the solutions in faster than quadratic time. Every time we plan to merge the solutions of two sets of items S 1 and S 2 , we expect the size of the solutions in these two sets to be in ranges [ Combine the solutions of x i−1,2j−1 and x i−1,2j into x i, j (based on Lemma 6.1 ); 7 Return max x ⌈log(t /s max ) ⌉,1 ; Theorem 6.2. There exists a randomized algorithm that correctly computes the solution of the knapsack problem in time O (s max (n +t )) w.h.p., if the item sizes are integers in range [1, s max ].
Proof. We assume w.l.o.g. that the total size of the items is at least t and thus the solution size is in range [t − s max + 1, t]. As outlined earlier, we randomly put the items into t/s max buckets. Based on Lemma 6.1, the expected size of the solution in each bucket is in range [s max − 1, s max ]. Therefore, by Lemma 6.1 w.h.p. the size of the solution in every bucket is at most s max + O (s max ) = O (s max ). Therefore, for each bucket with n i items we can compute the solution up to size O (s max ) in time O (s max n i ). Since n i = n, the total running time of this step is O (s max n).
We merge the solutions in log(t/s max ) rounds. In every round i, we make t/s max /2 i merges each corresponding to the solutions of 2 i buckets. By Lemma 6.1, the range of the solution size in every merge is [s max 2 i − O ( s max 2 2 i ), s max 2 i + O ( s max 2 2 i )] w.h.p. Thus, every merge takes time s max 2 2 i . Moreover, in every round i the number of merges is t/s max /2 i . Therefore, the total running time of each phase is O (s max t ) and thus the algorithm runs in time O (s max (n+t )). In order to show our solution is correct with probability at least 1 −n −10 , we argue that we make at most n merges and therefore the total error of our solution is at most nn −10 = n −9 . Thus, if we run Algorithm 4 twice and output the better of the generated answers, our error is bounded by 2(n −9 ) 2 = n −18 /2 ≤ n −10 and thus the output is correct with probability at least 1 − n −10 . □ As a corollary of Theorem 6.2, we can also solve the unbounded knapsack problem in time O (s max (n + t )) if the sizes of the items are bounded by s max . Corollary 6.3 (of Theorem 6.2). There exists a randomized O (s max (n + t )) time algorithm that solves the unbounded knapsack problem w.h.p. when the sizes are bounded by s max .
Proof. The crux of the argument is that in an instance of the unbounded knapsack problem if the sizes of two items are equal, we never use the item with the smaller value in our solution. Thus, this leaves us with s max different items. We also know that we use each item of size s i at most ⌊t/s i ⌋ times and thus if we copy the most profitable item of each size s i , ⌊t/s i ⌋ times, this gives us an instance of the 0/1 knapsack problem with O (t log s max ) items. Using the algorithm of Theorem 6.2 we can solve this problem in time O (s max t ). Since the reduction takes time O (n) the total running time is O (s max (n + t )). □
Using the same idea, one can also solve the problem in time O ((n + t )s max ) when each item has a given multiplicity.
ALGORITHMS FOR KNAPSACK WITH MULTIPLICITIES
In this section, we study the knapsack problem where items have multiplicities. We assume throughout this section that the sizes of the items are bounded by s max . More precisely, for every item (s i , v i ), m i denotes the number of copies of this item that can appear in any solution. Using our algorithms, we show that when all the sizes are integers bounded by s max , one can solve the problem in time O (ns max 2 min{n, s max }). Notice that this running time is independent of t. This result improves upon the O (n 3 s max 2 ) time algorithm of [18] .
We begin, as a warm-up, by considering the case where m i = ∞ for all items. We show that in this case, the O (n 2 s max 2 ) time algorithm of [18] can be improved to an O (ns max + s max 2 min{n, s max }) time algorithm. Before we explain our algorithm, we state a mathematical lemma that will be later used in our proofs. Lemma 7.1. Let S be a subset of items with integer sizes. If |S | ≥ k then there exists a non-empty subset of S whose total size is divisible by k.
Proof. Select k items of S and give them an arbitrary ordering. Let s i be the total size of the first i items in this order. Therefore, 0 = s 0 < s 1 < s 2 < . . . < s k holds. By pigeonhole principal, from set {s 0 , s 1 , . . . , s k } two numbers have the same remainder when divided by k. Therefore, for some i < j we have s i Mod k = s j Mod k. This means that the total size of the items in positions i +1 to j is divisible by k. □ When all multiplicities are infinity, our algorithm is as follows: define H := arg max v i /s i to be the index of an item with the highest ratio of v i /s i or in other words, the most profitable item. We claim that there always exists an optimal solution for the knapsack problem in which the total size of all items except (s H , v H ) is bounded by s max 2 .
Lemma 7.2. Let I be an instance of the knapsack problem where the multiplicity of every item is equal to infinity and let (s H , v H ) be an item with the highest ratio of v i /s i . There exists an optimal solution for I in which the number of items except (s H , v H ) is smaller than s H .
Proof. We begin with an arbitrary optimal solution and modify the solution until the condition of the lemma is met. Due to Lemma 7.1, every set S with at least s H items contains a subset whose total size is divisible by s H . Therefore, until the number of items other than (s H , v H ) drops below s H , we can always find a subset of such items whose total size is divisible by s H . Next, we replace this subset with multiple copies of (s H , v H ) with the same total size.
Since v H /s H is the highest ratio over all items, the objective value of the solution doesn't hurt, and thus it remains optimal. □ Since s i ≤ s max holds for all items, Lemma 7.2 implies that in such a solution, the total size of all items except (s H , v H ) is bounded by s max 2 . This implies that at least max{0, ⌊(t − s max 2 )/s H ⌋} copies of item (s H , v H ) appear in an optimal solution. Thus, one can put these items into the knapsack and solve the problem for the remaining space of the knapsack. Let the remaining space be t ′ which is bounded by s max 2 + s max . Therefore, the classic O (nt ′ ) time algorithm for knapsack finds the solution in time O (ns max 2 ). Also, by Proof. The main ingredient of this proof is Lemma 7.2. According to Lemma 7.2, there exists a solution in which apart from (s H , v H ) type items, the total size of the remaining items is bounded by s max 2 . Therefore, we are guaranteed that at least cnt copies of item (s H , v H ) appear in an optimal solution of the problem. Thus, the remaining space of the knapsack (t ′ ) is at most s max 2 + s max and therefore Algorithm 5 solves the problem in time O (ns max + s max 2 min{n, s max }). □ Next, we present our algorithm for the general case where every multiplicity m i ≥ 1 is a given integer number. Our solution for this case runs in time O (ns max 2 min{n, s max }). We assume w.l.o.g. that t ≥ s max 2 , otherwise the better of the classic knapsack algorithm and our limited size knapsack algorithm solves the problem in time O (ns max + s max 2 min{n, s max }). In addition to this, we assume that the items are sorted in decreasing order of v i /s i , that is v 1 /s 1 ≥ v 2 /s 2 ≥ . . . ≥ v n /s n .
We define t ′ = t − s max 2 to be a smaller knapsack size which is less than t by an additive factor of s max 2 . We construct a pseudo solution for the smaller knapsack problem, by putting the items one by one into the smaller knapsack (of size t ′ ) greedily. We stop when the next item does not fit into the knapsack. Let b i be the number of copies of item (s i , v i ) in our pseudo solution for the smaller knapsack problem. In what follows, we show that there exists an optimal solution for the original knapsack problem such that if b i ≥ s max holds for some item (s i , v i ), then at least b i − s max copies of (s i , v i ) appear in this solution. Lemma 7.4. Let b i denote the number of copies of item (s i , v i ) in our pseudo solution for the smaller knapsack problem. There exists an optimal solution for the original knapsack problem that contains at least b i − s max copies of each item (s i , t i ) such that b i ≥ s max .
Proof. To show this lemma, we start with an optimal solution and modify it step by step to make sure the condition of the lemma is met. We denote the number of copies of item (s i , v i ) in our solution by a i . In every step, we find the smallest index i such that a i < b i − s max . Notice that due to the greedy nature of our algorithm for constructing the pseudo solution and the fact that b i > 0 then b j = m j for every j < i. Hence, a j ≤ m j = b j holds for all j ≤ i. Since at least one copy of item (s i , v i ) is not used in the optimal solution, then the unused space in the optimal solution is smaller than s i . Recall that the total size of the pseudo solution is bounded by t ′ = t − s max 2 and since a j ≤ b j for all j ≤ i, then the first i items contribute to at most t − s max 2 − s max s i space units of the solution. Moreover, as we discussed above, the total size of the solution is at least t − s max and thus the rest of the items have a size of at least s max 2 in our optimal solution. Therefore we have n j=i+1 a j s j ≥ s max 2 and since s j ≤ s max holds, we have n j=i+1 a j ≥ s max ≥ s i . Based on Lemma 7.1 there exists a subset of these items whose total size is divisible by s i and thus we can replace them with enough (and at most s max ) copies of item (s i , v i ) without hurting the solution. At the end of this step a i increases and all a j for j < i remain intact. Therefore after at most b i steps, our solution has the desired property. □ What Lemma 7.4 suggests is that although our pseudo solution may be far from the optimal, it gives us important information about the optimal solution of our problem. If our pseudo solution uses all copies of items, it means that all items fit into the knapsack and therefore the solution is trivial. Otherwise, we know that the total size of the pseudo solution is at least t ′ − s max = t − s max 2 − s max . Based on Lemma 7.4, for any item with b i ≥ s max we know that at least b i − s max copies of this item appear in an optimal solution of our problem. Therefore, we can decrease the multiplicity of such items by b i − s max and decrease the knapsack size by (b i − s max )s i .
