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Resumen
El objetivo de este trabajo es demostrar la existencia de soluciones débiles para dos problemas
elípticos no lineales usando la teoría de puntos críticos. En el Capítulo 1 se estudia el Lema
de Deformación, algunas propiedades del grado de Brouwer y se presentan algunas propiedades
de los espacios de Sobolev. En el Capítulo 2 se estudia el Teorema de Punto de Silla y una
Generalización del Teorema del Paso de la Montaña. En el Capítulo 3 se usan dichos teoremas
para probar la existencia de soluciones débiles para problemas elípticos no lineales.
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Introducción
Una de las principales herramientas empleadas para estudiar la existencia de soluciones de
problemas elípticos no lineales es la teoría de puntos críticos. Esta teoría identica una clase
importante de problemas no lineales que pueden ser escritos en la forma
I 0(u) = 0,
donde u pertenece a un espacio de Banach E adecuado e I 0 es la derivada de Fréchet de un
cierto funcional I : E  ! R. La ventaja de esta formulación es la de poder hallar las soluciones
del problema no lineal como puntos críticos de tipo minimax del funcional I, que en ciertas
circunstancias pueden ser más fáciles de encontrar.
Este trabajo está dividido en tres capítulos. El Capítulo 1 contiene tres secciones. En la primera
sección presentamos una herramienta fundamental conocida como el Lema de Deformación,
que juega un papel importante en todos los resultados abstractos de tipo minimax. En la
segunda sección presentamos la denición del grado de Brouwer y algunas de sus propiedades.
Finalmente, en la tercera sección se resumen algunos resultados de Análisis tales como los
Teoremas de Encaje de Sobolev y la desigualdad de Poincaré, entre otros. La prueba de estos
resultados aparece en los textos que se citan como referencia. Con la ayuda de lo hecho en la
primera y segunda sección se demostrará en el Capítulo 2 el Teorema de Punto de Silla y la
Generalización del Teorema del Paso de la Montaña; mientras lo hecho en la tercera sección, se
utilizará en la prueba de los teoremas centrales del Capítulo 3.
En el Capítulo 2 presentamos los resultados que nos permiten caracterizar en el Capítulo 3 las
soluciones de un problema elíptico no lineal como puntos críticos de tipo minimax de un cierto
funcional I denido en un espacio de Banach apropiado E. Los resultado de tipo minimax que
estudiaremos son el Teorema de Punto de Silla y una Generalización del Teorema del Paso de
la Montaña. Ambos resultados fueron publicados por P. Rabinowitz en [12]. Estos resultados
involucran la condición de Palais-Smale, que aparece repetidamente en la teoría de puntos
críticos y que arma una cierta compacidad sobre el funcional I. A continuación se describen
estos resultados de forma precisa.
Teorema. (Teorema de Punto de Silla) Sea E un espacio de Banach real. Sean X e Y
subespacios cerrados tales que E = X  Y y 0 < dimX < 1. Sea I 2 C1(E;R) un funcional
que satisface la condición de Palais-Smale. Supongamos que
(I 1) Existen constantes  2 R y r > 0 tales que Ij@Dr(0)\X  , y
(I 2) Existe una constante  >  tal que IjY  .
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Entonces I posee un valor crítico c  , que se caracteriza como
c = inf
h2 
max
x2Dr(0)\X
I(h(x)),
donde   =
n
h 2 C(Dr(0) \X;E) : h = Id en @Dr(0) \X
o
y Dr(0) = fx 2 E : kxkE < rg.
Teorema. (Generalización del Teorema del Paso de la Montaña) Sea E un espacio de
Banach real. Sean X e Y subespacios cerrados tales que E = X  Y y 0 < dimX < 1. Sea
I 2 C1(E;R) un funcional que satisface la condición de Palais-Smale. Supongamos que
(I 1) Existen constantes positivas  y  tales que Ij@D(0)\Y   y
(I 2) Existen e 2 @D1(0) \ Y y R >  tal que si Q  (DR(0) \X) fre : 0 < r < Rg entonces
Ij@Q  0.
Entonces I posee un valor crítico c  , que se caracteriza como
c = inf
h2 
max
x2Q
I(h(x)),
donde   =

h 2 C(Q;E) : h = Id sobre @Q	.
En el Capítulo 3 se ilustra la importancia del Teorema de Punto de Silla y la Generalización
del Teorema del Paso de la Montaña mediante sus aplicaciones en las demostraciones de la
existencia de soluciones débiles no triviales para los problemas elípticos no lineales
u+ a(x)u+ p(x; u) = 0 en 
,
u = 0 en @
,
(1)
y

u+ f(u) = 0 en 
,
u = 0 en @
,
(2)
donde 
  Rn (n  3), es un dominio acotado con frontera suave,  es el operador de Laplace,
 2 R y a es una función positiva y Lipschitz en 
. Más adelante se precisan las hipótesis de
las funciones p y f .
Este Capítulo estará dividido en dos secciones. En la primera sección se presenta la demostración
de la existencia de una solución débil no trivial del problema (1) en el caso resonante, es decir,
si  = k para algún k 2 N; donde 0 < 1 < 2  3  ::: es la sucesión de valores propios del
problema 
u+ a(x)u = 0 en 
,
u = 0 en @
.
Más especicamente se demuestra el siguiente teorema con la ayuda del Teorema de Punto de
Silla.
Sea p una función que satisface las siguientes condiciones:
(p1) p 2 C(
 R;R).
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(p2) Existe una constante a1  0 tal que
jp(x; )j  a1 para todo x 2 
 y  2 R.
(p3) P (x; ) :=
R 
0 p(x; t)dt!1 cuando jj ! 1, uniformemente en x.
Teorema. Si  = k < k+1 y p es una función que satisface las hipótesis (p1), (p2) y (p3)
entonces el problema (1) tiene una solución débil no trivial.
Este teorema fue demostrado por P. Rabinowitz en [12].
De manera similar en la segunda sección se demuestra con la ayuda de la Generalización del
Teorema del Paso de la Montaña la existencia de una solución débil no trivial del problema (2)
en el caso asintóticamente lineal, es decir, cuando f 0(+1); f 0( 1) 2 R. Más especicamente
se demuestra el siguiente teorema. Sea 0 < 1 < 2  3  ::: la sucesión de valores propios del
operador   en 
 con condición de Dirichlet cero en la frontera y sea f : R! R una función
continua, diferenciable en el origen y que satisface las siguientes condiciones:
(i) f(0) = 0.
(ii) k 1  f 0(0) < k para k  2.
(iii) l < f 0(+1)  l+1 y l < f 0( 1)  l+1 para l  k, donde f 0(+1) := lim
s!1
f(s)
s
y
f 0( 1) := lim
s! 1
f(s)
s
. Se excluye el caso f 0(+1) = f 0( 1) = l+1.
(iv) (f(s)  k 1s)s  0 para todo s 2 R.
Teorema. Si f es una función que satisface las hipótesis (i), (ii), (iii) y (iv) entonces el
problema (2) tiene una solución débil no trivial.
Este teorema fue demostrado por P. Hess en [6].
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Capítulo 1
PRELIMINARES
Este capítulo está dividido en tres secciones. En la primera sección se presenta el Lema de
Deformación y, como una consecuencia de éste, el Teorema del Paso de la Montaña. Este
lema juega un papel importante en todos los resultados abstractos de tipo minimax. En la
segunda sección presentamos la denición y algunas de las propiedades del grado de Brouwer.
Finalmente en la tercera sección se resumen algunos resultados de Análisis tales como los
Teoremas de Encaje de Sobolev y la desigualdad de Poincaré, entre otros. Lo que se presenta
en la primera y segunda sección se utilizará en las demostraciones del Teorema de Punto de
Silla y en la generalización del Teorema del Paso de la Montaña en el Capítulo 2, mientras lo
presentado en la tercera sección se utilizará en las demostraciones de los resultados centrales
del Capítulo 3.
1.1 EL LEMA DE DEFORMACIÓN
En esta sección presentaremos una herramienta, llamada el Lema de Deformación, que será
fundamental en las pruebas del Teorema de Punto de Silla y una Generalización del Teorema
del Paso de la Montaña en el Capítulo 2.
Denición 1.1 Sean E un espacio de Banach real y U un subconjunto abierto de E. Un
funcional I : E  ! R es Fréchet diferenciable en u 2 U , si existe un operador lineal continuo
I 0(u) : E  ! R que cumpla: para cada  > 0 existe  > 0 tal que
I(u+ h)  I(u)  I 0(u)h   khkE siempre que khkE  :
I : E  ! R es de clase C1 en U , denotado I 2 C1(U;R), si I es Fréchet diferenciable en cada
u 2 U y la función u 7 ! I 0(u) es continua de U en L(E;R).
Denición 1.2 Si I es Fréchet diferenciable en u 2 E, u es un punto crítico de I si I 0(u) = 0,
es decir, si I 0(u)h = 0 para todo h 2 E. Para c; s 2 R, sean Kc = fu 2 E : I(u) = c e I 0(u) = 0g
y As = fu 2 E : I(u)  sg. Si Kc 6= , se dice que c es un valor crítico de I.
Denición 1.3 Sean E un espacio de Banach real, I 2 C1(E;R). Se dice que I satisface la
condición de Palais-Smale (en adelante se denotará por (PS)), si cualquier sucesión fungn2N en
E, para la cual fI(un)gn2N es acotada y limn!1 I
0(un) = 0, admite una subsucesión convergente.
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La condición de Palais-Smale aparece repetidamente en la teoría de puntos críticos y arma
una cierta compacidad sobre el funcional I. Es decir, si I 2 C1(E;R) y satisface la condición
de Palais-Smale entonces Kc es compacto.
Lema 1.1 (Lema de Deformación) Sea E un espacio de Banach real. Supongamos que
I 2 C1(E;R) y satisface la condición (PS). Si c 2 R y  > 0 entonces existen  2 (0; ) y
 2 C([0; 1] E;E) tales que:
(i) (0; u) = u para todo u 2 E.
(ii) (t; u) = u para todo t 2 [0; 1], si I(u) 62 [c  ; c+ ].
(iii) Para todo t 2 [0; 1], (t; ) : E  ! E es un homeomorsmo.
(iv) Si Kc =  entonces (1; Ac+)  Ac .
Prueba. Véase [12] (Apéndice A).
Con la ayuda del Lema de Deformación se puede demostrar el siguiente resultado de tipo
minimax, llamado el Teorema del Paso de la Montaña. Este resultado permite deducir la
existencia de un punto crítico de un funcional. Esta técnica fue demostrada por A. Ambrosetti
y P. Rabinowitz en [2]. Además, en el Capítulo 2 presentaremos una generalización de este
resultado (véase Teorema 2.2).
Teorema 1.1 (Teorema del Paso de la Montaña) Sean E un espacio de Banach real
e I 2 C1(E;R) un funcional que satisface la condición de Palais-Smale. Supongamos que
I(0) = 0,
(I1) Existen constantes positivas  y  tales que Ij@D(0)  , y
(I2) Existe e 2 E tal que kekE >  y I(e)  0.
Entonces I posee un valor crítico c  , que se caracteriza como
c = inf
h2 
max
0t1
I(h(x)),
donde   = fh 2 C([0; 1] ; E) : h(0) = 0 y h(1) = eg.
Prueba. Véase [12], páginas 7 y 8.
1.2 EL GRADO DE BROUWER
En esta sección presentaremos un bosquejo de cómo se dene el grado de Brouwer. Comen-
zaremos deniendo el grado de Brouwer para valores regulares y funciones de clase C1(
;Rn),
donde 
  Rn es un abierto acotado. Después, deniremos el grado de Brouwer para funciones
continuas en 
 y en puntos que no sean valores regulares; para terminar presentando algunas
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propiedades del grado de Brouwer que serán fundamentales en las pruebas del Teorema de
Punto de Silla y la Generalización del Teorema del Paso de la Montaña en el Capítulo 2.
Denición 1.4 Sean 
  Rn un abierto acotado y C1(
;Rn) := C1(
;Rn) \ C(
;Rn). Si
f 2 C1(
;Rn) y Sf (
) = fx 2 
=Jf (x) := det f 0(x) = 0g, entonces diremos que y 2 Rn es un
valor regular de f , si f 1(y) \ Sf (
) = . Cuando y 2 Rn no es un valor regular, diremos que
es un valor singular.
Obsérvese que si 
  Rn es un abierto acotado, f 2 C1(
;Rn) y y 2 Rn r f(@
) es un valor
regular de f , entonces f 1(y) es un conjunto nito.
Denición 1.5 Sean 
  Rn un abierto acotado y f 2 C1(
;Rn). Si y 2 Rn r f(@
) es un
valor regular de f , denimos el grado de Brouwer de la función como
d(f;
; y) :=
8><>:
X
x2f 1(y)
sgn(Jf (x)) si f 1(y) 6= ,
0 si f 1(y) = ,
donde
sgn(x) :=
(
1 si x > 0,
 1 si x < 0.
Nótese que por la observación anterior el grado está bien denido.
Proposición 1.1 Sean f 2 C2(
;Rn), y 62 f(@
) y 0 = d(y; f(@
)) > 0. Si y1; y2 2 B(y; 0)
son valores regulares entonces
d(f;
; y1) = d(f;
; y2).
Prueba. Véase [8], página 40.
Ahora denimos el grado de Brouwer para un valor singular.
Denición 1.6 Sean f 2 C2(
;Rn), y 62 f(@
) y 0 = d(y; f(@
)) > 0. El grado de f en 

con respecto a y se dene como
d(f;
; y) = d(f;
; y1),
donde y1 2 B(y; 0) es un valor regular.
Nótese que por la Proposición 1.1 y el hecho de que el conjunto de valores singulares de f , es
un conjunto de medida cero, entonces la denición anterior no depende la escogencia del valor
regular.
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A continuación deniremos el grado de Brouwer para funciones continuas en 
.
Denición 1.7 Sean f 2 C(
;Rn), y 62 f(@
) y 0 = d(y; f(@
)) > 0. El grado de f en 

con respecto a y se dene como
d(f;
; y) = d(g;
; y),
donde g 2 C2(
;Rn) es tal que kf   gk1 <
0
2
.
Se puede demostrar que esta denición es independiente de la escogencia de la función g (Véase
[8], página 44).
Presentamos ahora tres propiedades del grado de Brouwer que serán fundamentales en la prueba
del Teorema de Punto de Silla y la Generalización del Teorema del Paso de la Montaña en el
Capítulo 2.
Teorema 1.2 (Propiedades del grado de Brouwer) Sea 
  Rn un abierto acotado.
(a) Sea Id : 
! Rn, la función identidad. Entonces
d(Id;
; y) :=
(
1 si y 2 
,
0 si y 62 
.
(b) Sean f; g 2 C(
;Rn) tales que f = g en @
. Si y 62 f(@
) entonces
d(f;
; y) = d(g;
; y).
(c) Sean f 2 C(
;Rn) y y 62 f(@
). Si d(f;
; y) 6= 0 entonces existe x 2 
 tal que f(x) = y.
Prueba. Véase [8], páginas 47 y 48.
La noción de grado de Brouwer puede ser generalizada a espacios de dimensión innita. Tal
generalización es conocida como el grado de Leray-Schauder.
1.3 TEOREMAS DE ENCAJES DE SOBOLEV
En esta sección se enuncian algunos resultados técnicos que se requieren para probar los resul-
tados principales, en la primera y segunda sección del Capítulo 3. Las demostraciones de estos
resultados aparecen en los textos que se citan como referencia.
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Teorema 1.3 (Encajes de Sobolev). La inclusión
H10 (
)  Ls(
), donde 1  s 
2n
n  2 ,
es continua.
Además, en E := H10 (
) la norma de H
1(
) es equivalente a la norma denida, para u 2 E,
por
kukE := kruk2 = (
Z


jruj2 dx)1=2. (1)
Más aún, para cada u 2 E se tiene la desigualdad de Poincaré
Z


u2dx  1
1
Z


jruj2 dx.
Prueba. Véase [3], páginas 168, 173 y 174.
En virtud del Teorema 1.3, a lo largo de este trabajo, se supondrá que E := H10 (
) está dotado
de la norma dada por (1).
Teorema 1.4 (Rellich-Kondrachov) La inclusión
H10 (
)  Ls(
), para todo s 2

1;
2n
n  2

,
es compacta.
Prueba. Véase [3], páginas 169 y 173.
Teorema 1.5 Sea 
  Rn un dominio acotado con frontera suave. Sea p una función que
satisface las siguientes condiciones:
(p1) p 2 C(
 R;R), y
(p2) Existen a1  0 y a2  0 tales que
jp(x; )j  a1 jjs + a2 para todo x 2 
 y  2 R,
donde 0  s  n+ 2
n  2 . Si el funcional I : E ! R se dene por
I(u) :=
Z


(
1
2
jruj2   P (x; u))dx para cada u 2 E,
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donde P (x; ) :=
R 
0 p(x; t)dt, entonces I 2 C1(E;R) y además,
I 0(u)v =
Z


(ru  rv   p(x; u)v)dx para todo u; v 2 E.
Además, si fungn2N es una sucesión acotada en E tal que I 0(un)! 0, cuando n!1, entonces
fungn2N tiene una subsucesión convergente.
Prueba. Véase [12], Apéndice B.
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Capítulo 2
EL TEOREMA DE PUNTO DE SILLA Y
UNA GENERALIZACIÓN DEL
TEOREMA DEL PASO DE LA
MONTAÑA
En este capítulo se enuncian y demuestran el Teorema de Punto de Silla y una Generalización
del Teorema del Paso de la Montaña. Ambos resultados fueron probados por P. Rabinowitz
(véase [12]) y son herramientas que se utilizan para estudiar la existencia de soluciones de
problemas elípticos no lineales. Estos teoremas se utilizarán en las aplicaciones a ecuaciones
elípticas no lineales que haremos en el Capítulo 3.
Utilizando el Lema de Deformación y la teoría del grado de Brouwer, a continuación demostrare-
mos el Teorema de Punto de Silla, el cual es un resultado de tipo minimax que permite deducir
la existencia de un punto crítico de un funcional. Este resultado fue demostrado en [12] por P.
Rabinowitz.
A lo largo de este trabajo denotaremos la bola abierta de centro 0 y radio r en un espacio de
Banach E por Dr(0) = fx 2 E : kxkE < rg.
Teorema 2.1 (Teorema de Punto de Silla) Sea E un espacio de Banach real. Sean X e
Y subespacios cerrados tales que E = XY y 0 < dimX <1. Sea I 2 C1(E;R) un funcional
que satisface la condición de Palais-Smale. Supongamos que
(I1) Existen constantes  2 R y r > 0 tales que Ij@Dr(0)\X  , y
(I2) Existe una constante  >  tal que IjY  .
Entonces I posee un valor crítico c  , que se caracteriza como
c = inf
h2 
max
x2Dr(0)\X
I(h(x)), (1)
donde   =
n
h 2 C(Dr(0) \X;E) : h = Id en @Dr(0) \X
o
.
Prueba. Inicialmente observamos que para cada h 2  , max
x2Dr(0)\X
I(h(x)) existe porque
I  h es una función escalar continua denida en Dr(0)\X, que es un conjunto compacto. Por
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lo tanto c <1.
Demostremos que c  . En efecto, dado que E = X  Y , sea P : E ! X la proyección de E
sobre X, denida por Pu = x; donde u = x+ y con x 2 X e y 2 Y . Además, si h 2   y puesto
que P es una función continua entonces P  h 2 C(Dr(0) \ X;X); y para x 2 @Dr(0) \ X,
P (h(x)) = Px = x. Es decir, P  h = Id en @Dr(0) \X.
Supóngase que dimX = n, por lo tanto X se puede identicar con Rn y así d(Ph;Dr(0)\X; 0)
está bien denido. Por las propiedades (a) y (b) del Teorema 1.2, obtenemos que
d(Ph;Dr(0) \X; 0) = d(Id;Dr(0) \X; 0) = 1.
Como d(Ph;Dr(0)\X; 0) 6= 0, entonces por la propiedad (c) del Teorema 1.2, se sigue que existe
x 2 Dr(0)\X tal que P (h(x)) = 0. Por lo tanto, para cada h 2  , existe x = x(h) 2 Dr(0)\X
tal que
h(x) = (Id  P )h(x) 2 Y .
De la hipótesis (I 2), se sigue que
max
z2Dr(0)\X
I(h(z))  I(h(x))  .
Dado que h 2   era arbitraria, la anterior desigualdad implica que c  .
A continuación probaremos que c es un valor crítico del funcional I. Razonando por el absurdo,
supongamos que c no es un valor crítico de I, entonces Kc = . Sea  =
1
2
(   ) > 0. Por
el Lema 1.1 (Lema de Deformación), existen  2 (0; ) y una función  2 C([0; 1]  E;E) que
satisface las propiedades (i), (ii), (iii) y (iv) del lema. Puesto que c < c+  y de la denición
de c, existe h 2   tal que
max
x2Dr(0)\X
I(h(x)) < c+ . (2)
Denamos g(x) = (1; h(x)), para todo x 2 Dr(0) \X. Observamos que g 2 C(Dr(0) \X;E),
ya que (1; ) es un homeomorsmo (por la propiedad (iii) del Lema 1.1) y h 2 C(Dr(0)\X;E).
Además, dado que c   y por la hipótesis (I 1), si x 2 @Dr(0) \X entonces
I(h(x)) = I(x)   < +        c  .
Es decir, I(h(x)) 62 [c  ; c+ ] y por la propiedad (ii) del Lema 1.1, g(x) = (1; h(x)) =
h(x) = x. Por lo tanto g 2  .
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Por (1) se tiene que
c  max
x2Dr(0)\X
I(g(x)).
Por (2), h(Dr(0) \X)  Ac+ y por la propiedad (iv) del Lema 1.1, g(Dr(0) \X)  Ac . Así
max
x2Dr(0)\X
I(g(x))  c  .
Luego, c  c  , que es una contradicción. Por lo tanto c es un valor crítico de I.
Nuevamente por el Lema de Deformación y la teoría del grado de Brouwer, a continuación
demostraremos otro resultado de tipo minimax, que permite deducir la existencia de un punto
crítico de un funcional. Este resultado fue demostrado en [12] por P. Rabinowitz.
Teorema 2.2 (Generalización del Teorema del Paso de la Montaña) Sea E un espacio
de Banach real. Sean X e Y subespacios cerrados tales que E = X Y y 0 < dimX <1. Sea
I 2 C1(E;R) un funcional que satisface la condición de Palais-Smale. Supongamos que
(I1) Existen constantes positivas  y  tales que Ij@D(0)\Y   y
(I2) Existen e 2 @D1(0) \ Y y R >  tal que si Q  (DR(0) \X) fre : 0 < r < Rg entonces
Ij@Q  0.
Entonces I posee un valor crítico c  , que se caracteriza como
c = inf
h2 
max
x2Q
I(h(x)), (1)
donde   =

h 2 C(Q;E) : h = Id sobre @Q	.
Prueba. Inicialmente para cada h 2  , observamos que max
x2Q
I(h(x)) existe porque I  h es
una función escalar continua denida en Q, que es un conjunto compacto. Por lo tanto c <1.
Con el n de probar que c   demostremos la siguiente armación.
Armación. Si h 2   entonces
h(Q) \ @D(0) \ Y 6= . (2)
Prueba. Dado que E = X  Y , sea P : E ! X la proyección de E sobre X, denida por
Pu = x; donde u = x + y con x 2 X e y 2 Y . Demostrar (2) es equivalente a demostrar que
existe u 2 Q tal que (
P (h(u)) = 0
k(Id  P )h(u)kE = .
Sea u 2 Q, entonces u = x + te, con x 2 DR(0) \ X y 0  t  R. Denamos (t; x) =
(k(Id  P )h(x+ te)kE ; Ph(x + te)). Observamos que  2 C(R X;R X) (nótese que P y
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Id  P son proyecciones y por tanto son continuas). Ahora, como hj@Q = Id entonces
(t; x) = (ktekE ; x) = (t; x), para u 2 @Q.
Es decir,  = Id sobre @Q. En particular (t; x) 6= (; 0) para u = x+ te 2 @Q.
Puesto que R X se puede identicar con Rn para algún n 2 N, entonces d(; Q; (; 0)) está
bien denido. Por las propiedades (a) y (b) del Teorema 1.2, obtenemos que
d(; Q; (; 0)) = d(Id;Q; (; 0)) = 1.
Como d(; Q; (; 0)) 6= 0, entonces por la propiedad (c) del Teorema 1.2, se sigue que existe
u 2 Q tal que (u) = (; 0), es decir, P (h(u)) = 0 y k(Id  P )h(u)kE = . De esto se sigue la
armación. 
Demostremos ahora que c  . Sea h 2  . Por la Armación anterior existe u 2 h(Q) \
@D(0) \ Y . De la hipótesis (I 1) se sigue que
max
x2Q
I(h(x))  I(u)  inf
x2@D(0)\Y
I(x)  .
Dado que h 2   era arbitraria, la anterior desigualdad implica que c  .
A continuación demostraremos que c es un valor crítico del funcional I. Razonando por el
absurdo, supongamos que c no es un valor crítico de I, entonces Kc = . Sea  =
1
2
 > 0. Por
el Lema 1.1 (Lema de Deformación), existen  2 (0; ) y una función  2 C([0; 1]  E;E) que
satisface las propiedades (i), (ii), (iii) y (iv) del lema. Puesto que c < c + , de la denición
de c, existe h 2   tal que
max
x2Q
I(h(x)) < c+ . (3)
Denamos g(u) = (1; h(u)), para todo u 2 Q. Notamos que g 2 C(Q;E), ya que (1; ) es un
homeomorsmo (por la propiedad (iii) del Lema 1.1) y h 2 C(Q;E). Ahora, por la hipótesis
(I 2) y como c   entonces para u 2 @Q se sigue que
I(h(u)) = I(u)  0 <     c  .
Es decir, I(h(u)) 62 [c  ; c+ ] y por la propiedad (ii) del Lema 1.1, g(u) = (1; h(u)) =
h(u) = u. Por lo anterior g 2  .
Por (1) se tiene que
c  max
x2Q
I(g(x)).
10
Por (3), h(Q)  Ac+ y por la propiedad (iv) del Lema 1.1, g(Q)  Ac . Así
max
x2Q
I(g(x))  c  .
Luego, c  c  , que es una contradicción. Por lo tanto c es un valor crítico de I.
La siguiente proposición se utilizará en una aplicación que haremos del Teorema 2.2 en el
Capítulo 3.
Proposición 2.1 Sea E un espacio de Hilbert real. Sean X e Y subespacios cerrados y ortog-
onales tales que E = X  Y y 0 < dimX <1. Sea I 2 C1(E;R). Supongamos que IjX  0 y
existen e 2 @D1(0) \ Y y R > , donde  es el de la hipótesis (I1) del Teorema 2.2, tales que
I(u)  0 para u 2 X  Re con kukE  R. Si R > R y Q  (DR(0) \ X)  fre : 0 < r < Rg
entonces Ij@Q  0.
Prueba. Sea u = x1 + te 2 @Q. Se presentan los siguientes casos:
(i) Si t = 0 entonces u = x1, donde x1 2 X y kx1kE  R, y por tanto como IjX  0 se sigue
que I(u)  0.
(ii) Si t = R entonces u = x1 + Re, donde x1 2 X y kx1kE  R, luego por el Teorema de
Pitágoras kukE  R > R y por tanto I(u)  0.
(iii) Si u = x1 + te, donde x1 2 X, kx1kE = R y 0 < t < R, entonces por el Teorema de
Pitágoras kukE  R > R y por tanto I(u)  0. De esto se sigue la proposición.
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Capítulo 3
APLICACIONES A PROBLEMAS
ELÍPTICOS SEMILINEALES.
En este capítulo se usa el Teorema de Punto de Silla y la Generalización del Teorema del Paso
de la Montaña presentados en el Capítulo 2 para probar la existencia de soluciones débiles no
triviales para los siguientes problemas(
u+ a(x)u+ p(x; u) = 0 en 
,
u = 0 en @

y
(
u+ f(u) = 0 en 
,
u = 0 en @
,
donde 
  Rn (n  3) es un dominio acotado con frontera suave,  es el operador de Laplace,
 2 R y las funciones a; p y f satisfacen ciertas condiciones que serán especicadas más adelante.
La demostración del resultado principal de la primera sección utiliza el Teorema de Punto de
Silla (Teorema 2.1), mientras que la demostración del resultado principal de la segunda sección
utiliza la Generalización del Teorema del Paso de la Montaña (Teorema 2.2).
3.1 UNA APLICACIÓN DEL TEOREMA DE PUNTO DE
SILLA
En esta sección se utilizará el Teorema de Punto de Silla para probar la existencia de soluciones
débiles para un problema elíptico semilineal.
Consideremos el problema(
u+ a(x)u+ p(x; u) = 0 en 
,
u = 0 en @
.
(1)
Supongamos que a es una función positiva y Lipschitz en 
 y p es una función que satisface las
siguientes condiciones:
(p1) p 2 C(
 R;R).
(p2) Existe una constante a1  0 tal que
jp(x; )j  a1 para todo x 2 
 y  2 R.
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(p3) P (x; ) :=
R 
0 p(x; t)dt!1 cuando jj ! 1, uniformemente en x.
Se denotará por f1; 2; 3; :::g la sucesión de valores propios y por f'1; '2; '3; :::g la sucesión
de funciones propias del siguiente problema(
u+ a(x)u = 0 en 
,
u = 0 en @
.
Es conocido que 0 < 1 < 2  3  ::: y n !1 si n!1 (véase [5], páginas 715-718).
Denición 3.1 Si u 2 E := H10 (
) satisface la ecuaciónZ


(ru  rv   auv   p(x; u)v)dx = 0 para toda v 2 E,
se dice que u es una solución débil del problema (1).
A continuación presentamos el resultado central de esta sección. Este resultado garantiza la
existencia de una solución débil no trivial para el problema (1) en el caso resonante, es decir,
 = k para algún k 2 N. Este resultado fue demostrado en [12] por P. Rabinowitz.
Teorema 3.1 Si  = k < k+1 y p es una función que satisface las hipótesis (p1), (p2) y (p3)
entonces el problema (1) tiene una solución débil no trivial.
Prueba. Sea E := H10 (
). Se dene el funcional I : E ! R por
I(u) :=
Z


(
1
2
jruj2   k
2
au2   P (x; u))dx para cada u 2 E:
Demostraremos a continuación que el funcional I satisface las hipótesis del Teorema 2.1. La
siguiente armación prueba que I 2 C1(E;R) y proporciona una fórmula para calcular I 0(u).
Armación 1. El funcional I es de clase C1(E;R) y además
I 0(u)v =
Z


(ru  rv   kauv   p(x; u)v)dx para todo u; v 2 E.
Prueba. Nótese que I(u) = I1(u)  I2(u), donde I1(u) :=
R

(
1
2
jruj2   P (x; u))dx y
I2(u) :=
R


k
2
au2dx. Como p cumple las hipótesis (p1) y (p2) (con s = 0) del Teorema 1.5, se
tiene que I1 2 C1(E;R) y
13
I 01(u)v =
Z


(ru  rv   p(x; u)v)dx para todo u; v 2 E.
Probemos que I2 2 C1(E;R) y
I 02(u)v =
Z


kauvdx para todo u; v 2 E.
En efecto, sean  > 0 y u; v 2 E. Sea S(u)v := R
 kauvdx. Obsérvese que
jI2(u+ v)  I2(u)  S(u)vj  k
2
Z


a jvj2 dx
y como a es una función positiva y Lipschitz en 
, entonces existe M > 0 tal que
a(x) M para toda x 2 
. (2)
Por lo tanto
jI2(u+ v)  I2(u)  S(u)vj  kM
2
Z


jvj2 dx.
Luego por la desigualdad de Poincaré, se sigue que
jI2(u+ v)  I2(u)  S(u)vj  c kvk2E .
Así, tomando  =

c
> 0, se tiene que
jI2(u+ v)  I2(u)  S(u)vj   kvkE
para todo kvkE < .
Claramente S(u) es lineal para cada u 2 E, y por (2), la desigualdad de Hölder y la desigualdad
de Poincaré, se sigue que
jS(u)vj  c kvkE para todo v 2 E.
Por tanto I2(u) es Fréchet diferenciable.
Queda por demostrar que I 0 es continua. En virtud de (2), la desigualdad de Hölder y la
desigualdad de Poincaré se tiene que
I 02(u)  I 02(v)L(E;R)  c ku  vkE para todo u; v 2 E.
De lo anterior se sigue la Armación 1. 
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De la Armación 1 es claro que u es una solución débil del Problema (1) si y sólo si u es un
punto crítico del funcional I. La existencia de un punto crítico de I se obtendrá con la ayuda
del Teorema de Punto de Silla (Teorema 2.1).
Sean X = gen f'1; '2; '3; :::; 'kg y Y = X?. Por lo tanto E = X  Y . Las siguientes
armaciones permiten demostrar que el funcional I satisface las demás hipótesis del Teorema
2.1.
La siguiente armación se utilizará en la demostración de la condición de Palais-Smale y la
hipótesis (I 2) del Teorema 2.1.
Armación 2.
(a) kuk2E  k 1
R

 au
2dx para todo u 2 X  := gen'j : j < k	.
(b) kuk2E  k+1
R

 au
2dx para todo u 2 Y .
Prueba.
La sucesión de funciones propias

'j
	
j2N es una base ortonormal para L
2(
) (véase [5], página
718). Además, para cada j 2 N se tiene que:
Z


r'j  rvdx = j
Z


a'jvdx para todo v 2 E, (3)
y en particular
Z


r'j  r'j dx = 1 = j
Z


a'2jdx. (4)
(a) Sea u 2 X , entonces u =
X
j2J
aj'j , donde J = fj : j < kg es un conjunto nito. Por lo
tanto de (3) obtenemos que
R

ru  ru dxR

 au
2dx
=
X
j2J
a2j
R

r'j  r'j dxX
j2J
a2j
R

 a'
2
jdx
=
X
j2J
a2jj
R

 a'
2
jdxX
j2J
a2j
R

 a'
2
jdx
 k 1.
Es decir, kuk2E  k 1
R

 au
2dx para todo u 2 X .
(b) Sea u 2 Y , entonces u =
1X
j=k+1
aj'j . Luego, si uN =
NX
j=k+1
aj'j se tiene que kuN   uk2 ! 0,
cuando N !1. Nuevamente por (3) se sigue que
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R

ruN  ruN dxR

 auN
2dx
=
NX
j=k+1
a2j
R

r'j  r'j dx
NX
j=k+1
a2j
R

 a'
2
jdx
=
NX
j=k+1
a2jj
R

 a'
2
jdx
NX
j=k+1
a2j
R

 a'
2
jdx
 k+1,
es decir,
Z


ruN  ruN dx  k+1
Z


au2Ndx para toda N  k + 1. (5)
Probemos que
R

ruN  ruN dx 
R

ru  ru dx y limN!1
R

 au
2
Ndx =
R

 au
2dx. En efecto,
nótese que por (3), (4) y la identidad de Parseval se tiene que
Z


ruN  ruN dx =
NX
j=k+1
a2jj
Z


a'2jdx =
NX
j=k+1
a2j 
1X
j=k+1
a2j =
Z


ru  ru dx.
Por otro lado, dado que kuNk2 !
N!1
kuk2, entonces kuNk2  c0 para toda N . Ahora, de (2) y
la desigualdad de Hölder se obtiene que
Z


au2Ndx 
Z


au2dx
 M Z


juN   uj juN + uj dx M kuN   uk2 kuN + uk2
M(c0 + kuk2) kuN   uk2 .
Puesto que kuN   uk2 !
N!1
0, entonces lim
N!1
R

 au
2
Ndx =
R

 au
2dx. De lo anterior y (5) se
sigue que kuk2E  k+1
R

 au
2dx para todo u 2 Y . Lo que concluye la prueba de la Armación
2. 
La siguiente armación se utilizará en la demostración de la condición de Palais-Smale y la
hipótesis (I 1) del Teorema 2.1.
Armación 3. Si p es una función que satisface las hipótesis (p1), (p2) y (p3), entoncesZ


P (x; v)dx!1 cuando kvkE !1, para v 2 X0,
donde X0 := gen

'j : j = k
	
.
Prueba. Sea v 2 X0. Dado que dimX0 < 1, entonces todas las normas en X0 son equiva-
lentes. Por tanto existen constantes c1; c2 > 0 tales que
c1 kvk1  kvk2  c2 kvk1 . (6)
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Para k 2 N, sean Ak :=

x 2 
 : jv(x)j  kvk2
k

y 
k :=

x 2 
 : jv(x)j < kvk2
k

, se sigue
de (6) y la desigualdad de Hölder que
(m(Ak))
1=2 kvk2 
Z
Ak
jvj dx =
Z


jvj dx 
Z

k
jvj dx  ( 1
c2
  m(
)
k
) kvk2 .
Fijando k0 2 N sucientemente grande tal que 1
c2
 m(
)
k0
 1
2c2
, se obtiene que m(Ak0) 
1
4c22
.
Nótese que Z


P (x; v(x))dx =
Z
Ak0
P (x; v(x))dx+
Z

k0
P (x; v(x))dx. (7)
Sea a0 := inf
x2
;2R
P (x; ). Nótese que por (p3), a0 >  1. Puesto que m(
) ja0j  0 entonces
existe M0 > 0 tal que
  M0
m(
)
 a0. (8)
De (7) y (8) se sigue queZ


P (x; v(x))dx 
Z
Ak0
P (x; v(x))dx M0. (9)
Por la hipótesis (p3), dado T > 0 existe s > 0 tal que si jj > s
P (x; )  T para toda x 2 
. (10)
Sea v 2 X0 tal que kvk2  k0s. Si x 2 Ak0 entonces jv(x)j 
kvk2
k0
 s, y por tanto (10) implica
que P (x; v(x))  T . De esto y (9) se obtiene que
Z


P (x; v(x))dx  Tm(Ak0) M0 
T
4c22
 M0, (11)
Así, de (11) se sigue la Armación 3. 
La siguiente armación demuestra que el funcional I satisface la condición de Palais-Smale.
Armación 4. Si fungn2N en E es tal que fI(un)gn2N es acotada y limn!1 I
0(un) = 0 entonces
existe una subsucesión convergente.
Prueba. Sea fungn2N  E tal que fI(un)gn2N es acotada y limn!1 I
0(un) = 0. De acuerdo
con el Teorema 1.5 basta probar que fungn2N es acotada en E para obtener la condición de
Palais-Smale.
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Dado que un 2 E, entonces un = u0n + u n + u+n ; donde u0n 2 X0, u n 2 X  y u+n 2 Y .
Demostremos que fu+n gn2N, fu n gn2N y

u0n
	
n2N son sucesiones acotadas en E. Puesto que
lim
n!1 I
0(un) = 0, para  = 1 existe N1 2 N tal que si n  N1 entoncesI 0(un)L(E;R) < 1.
Probaremos primero que fu+n gn2N es acotada en E. En efecto, por la desigualdad anterior
obtenemos que
I 0(un)u+n  < u+n E y I 0(un)u n  < u n E (12)
para toda n  N1. Nótese que por (12) y la fórmula para I 0 (véase Armación 1)
u+n E > Z


(run  ru+n   kaunu+n )dx
  Z


p(x; un)u
+
n dx
 . (13)
Ahora, por (p2) y las desigualdades de Hölder y Poincaré tenemos queZ


p(x; un)u
+
n dx
  a1 Z


u+n  dx  N u+n E . (14)
Así, usando (13) y (14) se obtiene que
u+n E > Z


(run  ru+n   kaunu+n )dx
 N u+n E . (15)
A continuación se demuestra que
u+n E > (1  kk+1 )u+n 2E  N u+n E . (16)
En efecto, obsérvese primero que de (3) y la denición de los conjuntos X y Y se sigue queZ


(ru n  ru+n   kau n u+n )dx = 0. (17)
Como un = u0n + u
 
n + u
+
n , entoncesZ


(run  ru+n   kaunu+n )dx
 = Z


(ru+n  ru+n   kau+n u+n )dx+
Z


(ru n  ru+n   kau n u+n )dx
 .
La Armacion 2 parte (b) y (17) implican queZ


(run  ru+n   kaunu+n )dx
  (1  kk+1 )u+n 2E . (18)
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Por lo tanto de (15) y (18) se obtiene (16). Así, de (16) se concluye que fu+n gn2N es acotada
en E.
Análogamente se demuestra que
u n E > ( kk 1   1)u n 2E  N u n E . (19)
De (19) se sigue que fu n gn2N es una sucesión acotada en E.
Resta probar que

u0n
	
n2N es acotada en E. Puesto que fI(un)gn2N es acotada, un = u0n +
u n + u+n , (3), (17) y la denición de I implican que, para alguna constante A0,
A0  jI(un)j 
Z


P (x; u0n)dx
  12
Z


(
ru+n 2   ka(u+n )2)dx
+
1
2
Z


(
ru n 2   ka(u n )2)dx  Z


(P (x; un)  P (x; u0n))dx
 .
Ahora, por (p2) y las desigualdades de Hölder y Poincaré tenemos que
Z


(P (x; un)  P (x; u0n))dx
  a1 Z


u+n + u n  dx M1 u+n + u n E ,
y 12
Z


(
ru+n 2   ka(u+n )2)dx+ 12
Z


(
ru n 2   ka(u n )2)dx
 1
2
(
u+n 2E + u n 2E) +M2(u+n E + u n E).
Dado que fu+n gn2N, fu n gn2N son acotadas en E, por las desigualdades anteriores se sigue que
A0 
Z


P (x; u0n)dx
 A1. (20)
Usando (20) se obtiene que

u0n
	
n2N es acotada en E. En efecto, si

u0n
	
n2N no es acotada en
E, entonces existe una subsucesión, que por abuso se denotará igual, tal que
u0nE !n!1 1.
Por la Armación (3), se sigue queZ


P (x; u0n)dx!1 cuando n!1,
lo cual contradice (20). Por lo tanto, fungn2N es una sucesión acotada en E. De esto se obtiene
la Armación 4. 
La siguiente armación demuestra que el funcional I satisface la hipótesis (I 1) del Teorema 2.1.
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Armación 5. Existen constantes  2 R y r > 0 tales que Ij@Dr(0)\X  .
Prueba. Sean X0 := gen

'j : j = k
	
y X  := gen

'j : j < k
	
. Luego, si u 2 X
entonces u = u0 + u , donde u0 2 X0 y u  2 X . Nótese que
I(u) =
1
2
Z


(jruj2   kau2)dx 
Z


P (x; u0)dx 
Z


(P (x; u0 + u )  P (x; u0))dx.
Con el n de probar la Armación 5 demostraremos primero que existen constantes M2 < 0 y
M1 > 0 tales que
I(u) M2
u 2
E
+M1
u 
E
 
Z


P (x; u0)dx para toda u 2 X. (21)
En efecto, por (p2) y las desigualdades de Hölder y Poincaré se sigue que existe M1 > 0 tal queZ


(P (x; u0 + u )  P (x; u0))dx
  a1 Z


u  dx M1 u E . (22)
Para obtener (21) resta probar que
1
2
R

(jruj2   kau2)dx  M2 ku k2E , donde M2 < 0. En
efecto, puesto que u0 + u  = u 2 X entonces u =
kX
j=1
aj'j y por tanto
u0 =
X
j2J1
aj'j y u
  =
X
j2J2
aj'j ,
donde J1 = fj : j = kg y J2 = fj : j < kg. De esto y de (3) obtenemos que
1
2
Z


(jruj2   kau2)dx = 1
2
Z


(
r(u0 + u )2   ka(u0 + u )2)dx
=
1
2
X
j;i2J2
ajaij
Z


a'j'idx 
k
2
X
j;i2J2
ajai
Z


a'j'idx
=
1
2
X
j;i2J2
(1  k
j
)ajaij
Z


a'j'idx =
1
2
X
j2J2
(1  k
j
)a2j .
Observar que 1   k
j
< 0 para toda j 2 J2, y así 1   k
j
 M0 para toda j 2 J2, donde
M0 = max
j2J2
(1  k
j
) < 0. A partir de esto y la identidad de Parseval se verica que
1
2
Z


(jruj2   kau2)dx M2
u 2
E
. (23)
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Por lo tanto, de (22) y (23) se obtiene (21).
A continuación probaremos la Armación 5. En efecto, del Teorema de Pitágoras se tiene que
kuk2E =
u02
E
+ ku k2E ; luego si kukE !1 se presenta que
u0
E
!1 ó ku kE !1.
(I) Si
u0
E
!1, entonces de (21) se obtiene que
I(u)   
Z


P (x; u0)dx  M
2
1
4M2
y de la Armación 3 se sigue que
R

 P (x; u
0)dx ! +1 y por tanto I(u) !  1 cuando
kukE !1.
(II) Si ku kE !1, entonces de (21) se obtiene que
I(u) M2(
u 
E
+
M1
2M2
)2   a0m(
)  M
2
1
4M2
,
donde a0 = inf
x2
;2R
P (x; ), el cual existe por (p3). De esto se tiene que I(u) !  1 cuando
kukE !1.
De lo anterior obtenemos que I(u)!  1 cuando kukE !1, y por tanto se sigue la Armación
5. 
La siguiente armación demuestra que el funcional I satisface la hipótesis (I 2) del Teorema 2.1.
Armación 6. Existe una constante  >  tal que IjY  .
Prueba. Sea u 2 Y . La Armacion 2 parte (b) implica que
1
2
Z


(jruj2   kau2)dx  1
2
(1  k
k+1
) kuk2E . (24)
Ahora, por (p2) y las desigualdades de Hölder y Poincaré tenemos que
Z


P (x; u)dx
  a1 Z


juj dx  N kukE . (25)
Por lo tanto, de (24) y (25) se sigue que
I(u)  1
2
(1  k
k+1
) kuk2E  N kukE para toda u 2 Y .
Puesto que (1  k
k+1
) > 0, se sigue la Armación 6. 
Por las Armaciones 1, 4, 5 y 6 el funcional I satisface las hipótesis del Teorema de Punto de
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Silla, (Teorema 2.1), con lo cual se concluye que el Problema (1) tiene una solución débil no
trivial u.
3.2 UNA APLICACIÓN DE LA GENERALIZACIÓN DEL
TEOREMA DEL PASO DE LA MONTAÑA
En esta sección se utilizará la Generalización del Teorema del Paso de la Montaña para probar
la existencia de soluciones débiles para un problema elíptico semilineal.
Consideremos el problema
(
u+ f(u) = 0 en 
,
u = 0 en @
,
(1)
donde 
  Rn (n  3) es un dominio acotado con frontera suave,  es el operador de Laplace.
Se denotará por f1; 2; 3; :::g la sucesión de valores propios y por f'1; '2; '3; :::g la sucesión
de funciones propias de   con condición de Dirichlet cero en la frontera. Es conocido que
0 < 1 < 2  3  ::: y n !1, si n!1 (véase [7]).
Supongamos que f : R! R es una función continua, diferenciable en el origen y que satisface
las siguientes condiciones:
(i) f(0) = 0.
(ii) k 1  f 0(0) < k, para cierto k  2.
(iii) l < f 0(+1)  l+1 y l < f 0( 1)  l+1 para cierto l  k, donde f 0(+1) := lim
s!1
f(s)
s
y
f 0( 1) := lim
s! 1
f(s)
s
. Se excluye el caso f 0(+1) = f 0( 1) = l+1.
(iv) (f(s)  k 1s)s  0 para todo s 2 R.
Denición 3.2 Si u 2 E := H10 (
) satisface la ecuaciónZ


(ru  rv   f(u)v)dx = 0 para toda v 2 E,
se dice que u es una solución débil del problema (1).
A continuación presentamos el resultado central de esta sección. Éste garantiza la existencia
de una solución débil no trivial para el problema (1) en el caso asintóticamente lineal, es decir,
cuando f 0(+1); f 0( 1) 2 R. Este resultado fue demostrado en [6] por P. Hess.
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Teorema 3.2 Si f es una función que satisface las hipótesis (i), (ii), (iii) y (iv) entonces el
problema (1) tiene una solución débil no trivial.
Prueba. Sea E := H10 (
). Se dene el funcional I : E ! R por
I(u) :=
Z


(
1
2
jruj2   F (u))dx para cada u 2 E,
donde F () :=
R 
0 f(t)dt para todo  2 R.
Demostraremos a continuación que el funcional I satisface las hipótesis del Teorema 2.2. La
siguiente armación prueba que I 2 C1(E;R).
Armación 1. El funcional I es de clase C1(E;R) y además
I 0(u)v =
Z


(ru  rv   f(u)v)dx para todo u; v 2 E.
Prueba. Puesto que f 0(+1); f 0( 1) 2 R, para  = 1 existen constantes K2 > 0 y K1 < 0
tales que
jf(s)j < (1 + f 0(+1)) jsj 8s > K2 y jf(s)j < (1 + f 0( 1)) jsj 8s < K1.
Por la continuidad de f en [K1;K2] existe una constante M1 > 0 tal que
jf(s)j M1 para todo s 2 [K1;K2] .
Si hacemos a1 := max f1 + jf 0( 1)j ; 1 + jf 0(+1)jg y a2 :=M1 se obtiene que
jf(s)j  a1 jsj+ a2 para todo s 2 R. (2)
La Armación 1 se sigue de (2) y del Teorema 1.5. 
De la Armación 1 es claro que u es una solución débil del Problema (1) si y sólo si u es un
punto crítico del funcional I. La existencia de un punto crítico de I se obtendrá con la ayuda
de la Generalización del Teorema del Paso de la Montaña (Teorema 2.2).
Sean X = gen

'1; '2; '3; :::; 'k 1
	
y Y = X?. Por lo tanto E = X  Y . Las siguientes
armaciones permiten demostrar que el funcional I satisface las demás hipótesis del Teorema
2.2.
De manera similar a la demostración de la Armación 2 del Teorema 3.1 se prueba la siguiente
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armación que será utilizada en las demostraciones de la Armación 3 y las hipótesis (I 1) y
(I 2) del Teorema 2.2.
Armación 2.
(a) kuk2E  k 1
R

 u
2dx para todo u 2 X.
(b) kuk2E  k
R

 u
2dx para todo u 2 Y .
Denamos la función  : R! R como
(t) :=
(
f 0(+1)t si t  0,
f 0( 1)t si t < 0.
Consideremos el problema
(
u+ (u) = 0 en 
,
u = 0 en @
.
(3)
La siguiente armación se utilizará en la demostración de la condición de Palais-Smale.
Armación 3. Supongamos que l  f 0( 1)  l+1 y l  f 0(+1)  l+1 para algún l 2 N,
y además que
(a) Si l > 1 entonces los dos casos f 0(+1) = f 0( 1) = l y f 0(+1) = f 0( 1) = l+1 están
excluídos, y
(b) Si l = 1 entonces los tres casos f 0( 1) = 1, f 0(+1) = 1 y f 0(+1) = f 0( 1) = 2 están
excluídos.
Entonces el problema (3) admite sólo la solución trivial.
Prueba. Sea u 2 E. Sean 
1 := fx 2 
 : u(x) < 0g, 
2 := fx 2 
 : u(x) = 0g y 
3 :=
fx 2 
 : u(x) > 0g. Por tanto, 
 = 
1 [ 
2 [ 
3 y denamos
p(x) :=
8><>:
f 0( 1) si x 2 
1,b con l < b < l+1, si x 2 
2,
f 0(+1) si x 2 
3.
Así (u(x)) = u(x)p(x).
Sea u una solución débil del Problema (3), por lo tanto
Z


(ru  rv   p(x)uv)dx = 0 8v 2 E. (4)
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Obsérvese que por la denición de p se sigue que
l  p(x)  l+1 a:e x 2 
. (5)
A continuación demostraremos que u = 0. En efecto, sean X1 = gen f'1; '2; '3; :::; 'lg y
Y1 = X
?
1 . Por lo tanto E = X1  Y1. Si u 2 E entonces u = x1 + y1, donde x1 2 X1 y y1 2 Y1.
Si hacemos v = x1   y1 en (4) se obtiene que
(kx1k2E  
Z


p(x)x21dx)  (ky1k2E  
Z


p(x)y21dx) = 0. (6)
Por otro lado, de (5) se sigue queZ


p(x)x21dx  l kx1k22 y
Z


p(x)y21dx  l+1 ky1k22 . (7)
Además,
kx1k2E  l kx1k22 8x1 2 X1 y ky1k2E  l+1 ky1k22 8y1 2 Y1. (8)
De (6), (7) y (8) se concluye que
kx1k2E  
Z


p(x)x21dx = 0 y ky1k2E  
Z


p(x)y21dx = 0 (9)
Probemos que x1 = 0. En efecto, dado que x1 2 X1 entonces x1 =
lX
j=1
aj'j , donde
'j2 = 1
8j. Ahora, para cada j 2 NZ


r'j  rv dx = j
Z


'jvdx para todo v 2 E. (10)
Como para i 6= j, se tiene que Z


r'j  r'i dx = 0, (11)
de (10) y (11) se obtiene que
kx1k2E =
lX
j=1
a2jj
Z


'2jdx =
lX
j=1
a2jj . (12)
Por otro lado, de (7) y la identidad de Parseval se concluye que
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Z


p(x)x21dx  l kx1k22 = l
lX
j=1
a2j . (13)
Por lo tanto de (9), (12) y (13) se sigue que
0 
l 1X
j=1
(j   l)a2j .
Observamos que j l < 0 para todo 1  j  l 1 y por tanto aj = 0 para todo 1  j  l 1.
De esto se obtiene que x1 = al'l. Ahora, (9) y lo anterior implican que
a2l (
Z


(l   p(x))'2l dx) = 0.
De las hipótesis (a) o (b), se sigue que p 6 l y por tanto al = 0. De esto se obtiene que x1 = 0.
Por una demostración similar a la anterior se concluye que y1 = 0. Luego u = 0 y así queda
demostrada la Armación 3. 
La siguiente armación demuestra que el funcional I satisface la condición de Palais-Smale.
Armación 4. Si fungn2N en E es tal que fI(un)gn2N es acotada y limn!1 I
0(un) = 0 entonces
existe una subsucesión convergente.
Prueba. Sea fungn2N  E tal que fI(un)gn2N es acotada y limn!1 I
0(un) = 0. De acuerdo con
el Teorema 1.5 basta probar que fungn2N es acotada para obtener la condición de Palais-Smale.
Demostremos primero que fungn2N es una sucesión acotada en L2(
). En efecto, supongamos
que fungn2N no es una sucesión acotada en L2(
), por tanto existe una subsucesión, que por
abuso se denotará igual, tal que kunk2 !n!11. Sea vn :=
un
kunk2
. Puesto que lim
n!1 I
0(un) = 0,
dado  = 1 existe N1 2 N tal que si n  N1 entonces
I 0(un)L(E;R) < 1.
Por lo anterior y las deniciones de vn y I 0 se sigue que
kvnkE
kunk2
>
kvnk2E   1kunk2
Z


f(un)vndx
 8n  N1. (14)
Nótese que
1
kunk2
!
n!1 0,
por lo tanto existe M0 > 0 tal que
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1kunk2
M0 8n 2 N. (15)
Además, de (2) se sigue que
 1kunk2
Z


f(un)vndx
  1kunk2
Z


(a1 junj+ a2)vndx. (16)
Ahora, por (15) y la desigualdad de Hölder en (16) se concluye que
 1kunk2
Z


f(un)vndx
  a1 + a2M0(m(
))1=2 :=M1 8n 2 N
De la anterior desigualdad y (14) se obtiene que
0 < kvnk2E <
kvnkE
kunk2
+M1 8n  N1. (17)
Por la desigualdad de Poincaré, se sigue que existe M2 > 0 tal que
1
kvnkE
 M2kvnk2
=M2 8n 2 N. (18)
Por tanto de (15), (17) y (18) se sigue que fvngn2N es una sucesión acotada en E. Por lo tanto
existe una subsucesión, que por abuso se denotará igual, tal que
vn * v en E
para algún v 2 E. Dado que el encaje E ,! L2(
) es compacto,
vn ! v en L2(
). (19)
Obsérvese que como kvnk2 = 1 para toda n 2 N, kvk2 = 1. Es decir, v 6= 0.
A continuación probaremos que v es un solución débil del Problema (3). Es claro de la denición
de I 0 que para w 2 E jo se tiene queZ


rvn  rwdx  1kunk2
Z


f(un)wdx
  kI 0(un)kL(E;R) kwkEkunk2 !n!1 0.
De esto se sigue que
lim
n!1(
Z


rvn  rwdx  1kunk2
Z


f(un)wdx) = 0. (20)
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Puesto que vn * v en E se tiene que
lim
n!1
Z


rvn  rwdx =
Z


rv  rwdx w 2 E. (21)
Demostremos que
lim
n!1
1
kunk2
Z


f(un)wdx =
Z


(v)wdx 8w 2 E. (22)
En efecto, Observamos que (2), (15) y la desigualdad de Hölder implican que
f(un)
kunk2
2 L2(
),
y puesto que (v) 2 L2(
) nuevamente por la desigualdad de Hölder se sigue que
Z


(
f(un)
kunk2
  (v))wdx
  f(un)kunk2   (v)

2
kwk2 8w 2 E. (23)
Denamos h(t) := f(t)  (t) para t 2 R. Nótese que
lim
t!+1
h(t)
t
= 0 y lim
t! 1
h(t)
t
= 0. (24)
Por lo tanto f(un)kunk2   (v)

2

(un)kunk2   (v)

2
+
h(un)kunk2

2
8n 2 N.
Observamos que (v) = f 0(+1)v+   f 0( 1)v , donde v+ := max f0; vg y v  := max f0; vg.
Por otro lado, de (19) se sigue que v+n ! v+ y v n ! v  en L2(
) y por lo tanto
(vn) !
n!1 (v) en L
2(
). (25)
Obsérvese que
(un)kunk2   (v)
2
2
=
Z
un0
(
(un)
kunk2
  (v))2dx+
Z
un<0
(
(un)
kunk2
  (v))2dx
=
Z
un0
(f 0(+1)v+n   (v))2dx+
Z
un<0
( f 0( 1)v n   (v))2dx
=
Z
un0
((vn)  (v))2dx+
Z
un<0
((vn)  (v))2dx
 2 k(vn)  (v)k22 .
De (25) y lo anterior se obtiene que
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(un)kunk2   (v)

2
!
n!1 0. (26)
Dado  > 0, por (24), existe T > 0 tal que
jh(t)j <
r

2
jtj 8 jtj  T . (27)
Por la continuidad de h existe k > 0 tal que
jh(t)j  k 8t 2 [ T; T ] . (28)
De (27) y (28) se sigue que
h(un)kunk2
2
2
=
1
kunk2
(
Z
junjT
(h(un(x)))
2dx+
Z
junjT
(h(un(x)))
2dx)
 1kunk22
(

2
kunk22 +m(
)k2)
=

2
+
m(
)k2
kunk22
.
Puesto que
m(
)k2
kunk22
!
n!1 0, lo anterior implica queh(un)kunk2

2
!
n!1 0. (29)
Luego, de (26) y (29) se concluye quef(un)kunk2   (v)

2
!
n!1 0. (30)
Así, de (23) y (30) se sigue (22).
Por tanto de (20), (21) y (22) se obtiene queZ


rv  rwdx =
Z


(v)wdx 8w 2 E.
Es decir, v 6= 0 es un solución débil del Problema (3). Lo cual es un absurdo, ya que por
la Armación 3 la única solución débil del problema (3) es la solución trivial. Por lo tanto
fungn2N es una sucesión acotada en L2(
).
Del acotamiento de fungn2N en L2(
), (2) y la desigualdad de Hölder se sigue que
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Z


f(un)undx
 M 8n 2 N. (31)
Obsérvese que existe N1 2 N tal que
kunkE >
I 0(un)un  kunk2E   Z


f(un)undx
 8n  N1.
De la desigualdad anterior y (31) se sigue que
kunk2E   kunkE < M . 8n  N1.
Por lo tanto fungn2N es una sucesión acotada en E y así queda demostrada la Armación 4. 
La siguiente armación demuestra que el funcional I satisface la hipótesis (I 1) del Teorema 2.2.
Armación 5. Existen  > 0 y  > 0 tales que Ij@D(0)\Y  .
Prueba. Sea  > 0. Como f 0(0) 2 R, existe 0 <  < 1 tal que si jsj <  entonces
f(s)  f 0(0)s <  jsj . (32)
Usando (32) se sigue que
F (s)  f 0(0)2 s2
  Z s
0
f(t)  f 0(0)t dt  
2
jsj2 , 8s 2 ( ; ). (33)
Por otro lado, como f 0(+1); f 0( 1) 2 R, existen constantes K2 > 0 y K1 < 0 con K2 > 1 y
K1 <  1, tales que
jf(s)j < (+ f 0(+1)) jsj 8s > K2 y jf(s)j < (+ f 0( 1)) jsj 8s < K1.
Sea C(1) := max f+ f 0( 1); + f 0(+1)g, por lo tanto
jf(s)j < C(1) jsj 8s 2 ( 1;K1) [ (K2;1). (34)
De (34) y de la continuidad de f en [K1; 0] [ [0;K2] se tiene que existe C(2) tal queZ s
0
jf(t)j dt  C(2) jsj2 8s 2 ( 1;K1) [ (K2;1). (35)
Además, F (s)  f 0(0)2 s2
  Z s
0
jf(t)j dt+ f
0(0)
2
jsj2 ,
30
entonces por (35) se concluye queF (s)  f 0(0)2 s2
  C(3) jsj2 8s 2 ( 1;K1) [ (K2;1). (36)
Por (32) y la continuidad de f en [K1; ] [ [;K2], existe C(4) tal queZ s
0
jf(t)j dt  C(4) jsj2 8s 2 [K1; ] [ [;K2] ,
y por tanto
F (s)  f 0(0)2 s2
  C(5) jsj2 8s 2 [K1; ] [ [;K2] . (37)
Ahora, de (36) y (37) se obtiene que
F (s)  f 0(0)2 s2
  C jsj2 8s 2 ( 1; ] [ [;1) , (38)
donde C := max
n
C
(3)
 ; C
(5)

o
.
Sea 0 <   4
n  2 . Obsérvese que si hacemos C
0 :=
C

entonces
C jsj2  C 0 jsj2+ 8 jsj  .
De la desigualdad anterior, (33) y (38) se sigue queF (s)  f 0(0)2 s2
  2 jsj2 + C 0 jsj2+ 8s 2 R. (39)
A continuación demostraremos la armación. Sea u 2 Y . Puesto que
I(u) =
1
2
kuk2E  
f 0(0)
2
Z


u2dx 
Z


(F (u)  f
0(0)
2
u2)dx,
de la Armación 2 parte (b) se concluye que
I(u)  1
2
(1  f
0(0)
k
) kuk2E  
Z


(F (u)  f
0(0)
2
u2)dx. (40)
Por el Teorema 1.3 la inclusión H10 (
)  L2+(
) es continua. Así, existe C > 0 tal que
kuk2+2+  C kuk2+E . (41)
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Por la desigualdad de Poincaré, existe K > 0 tal que
kuk22  K kuk2E . (42)
Luego, de (39), (41) y (42) se sigue que existe una constante positiva C1 tal que
Z


(F (u)  f
0(0)
2
u2)dx
  C1( 2 + C 0 kukE) kuk2E . (43)
Por lo tanto, si  > 0 es tal que  < (

2C 0
)1=, entonces para todo u 2 Y con kukE = , de (43)
se sigue que
Z


(F (u)  f
0(0)
2
u2)dx
  C1 kuk2E . (44)
De (40) y (44) se concluye que
I(u)  1
2
(1  f
0(0)
k
) kuk2E   C1 kuk2E 8u 2 @D(0) \ Y . (45)
Por tanto, si escogemos  :=
1  f
0(0)
k
4C1
> 0, de (45) se obtiene que
I(u)  1
4
(1  f
0(0)
k
)2 8u 2 @D(0) \ Y .
De esta última desigualdad se sigue la Armación 5 haciendo  :=
1
4
(1  f
0(0)
k
)2 > 0. 
Las siguientes dos armaciones serán utilizadas en la demostración de la hipótesis (I 2) del
Teorema 2.2.
Armación 6. IjX  0.
Prueba. Sea u 2 X. De la hipótesis (iv), se tiene que
f(s)  k 1s 8s > 0 y f(s)  k 1s 8s < 0,
y por lo tanto
F (s)  k 1
2
s2 8s 2 R. (46)
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De (46), la Armación 2 parte (a) y de la denición de I se sigue que
I(u)  k 1
2
Z


u2dx  k 1
2
Z


u2dx = 0.
Se concluye así la prueba de la Armación 6. 
Armación 7. Existen e 2 @D1(0)\Y y R >  tales que I(u)  0 para toda u 2 X1 := XRe
con kukE > R.
Prueba. Sea e = 'k, entonces e 2 @D1(0) \ Y . Nótese que si u 2 X1 entonces u = v + t'k,
donde v 2 X y t 2 R. Por lo tanto
I(u) =
1
2
Z


jrvj2 dx+ t
2
2
Z


jr'kj2 dx 
Z


F (u)dx. (47)
Por la Armación 2 parte (a) y (10) se sigue que
I(u)  k 1
2
Z


v2dx+
k
2
Z


(t'k)
2dx 
Z


F (u)dx. (48)
<
k
2
(kvk22 + kt'kk22) 
Z


F (u)dx
=
k
2
kuk22  
Z


F (u)dx.
Sea  > 0 tal que
f 0(+1) > l + 3
2
 y f 0( 1) > l + 3
2
. (49)
Por otra parte, como f 0(+1) 2 R entonces existe C1 > 0 tal quef(s)  f 0(+1)s < 
2
jsj 8s > C1. (50)
De (49) y (50) se obtiene que
f(s) > (l + )s  a 8s > 0, donde a > 0 es una constante. (51)
De (51) se concluye que
F (s) >
1
2
(l + )s
2   a jsj 8s > 0. (52)
De manera similar se demuestra que
F (s) >
1
2
(l + )s
2   a0 jsj 8s < 0, donde a0 > 0 es una constante. (53)
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Por tanto de (52), (53) y la desigualdad de Hölder se tiene que que existe C > 0 tal que
 
Z


F (u)dx   1
2
(l + ) kuk22 + C kuk2 (54)
De (48) y (54) se sigue que
I(u)  1
2
(k   (l + )) kuk22 + C kuk2 . (55)
Como k  l se tiene que k   (l + ) < 0. Sea kuk2  R con R >
2C
(l + )  k > 0 y
R > . De esto y (55) se sigue que I(u)  0 para u 2 X1 con kuk2  R. Como las normas
kk2 y kkE son equivalentes en X1, por ser un espacio nito dimensional, entonces se sigue la
Armación 7. 
Por las Armaciones 6 y 7 se verican las hipótesis de la Proposicion 2.1, por lo tanto el
funcional I satisface la hipótesis (I 2) del Teorema 2.2.
Como el funcional I 2 C1(E;R), satisface la condición de Palais-Smale y las demás hipótesis de
la Generalización del Teorema del Paso de la Montaña, se concluye que el Problema (1) tiene
al menos una solución débil no trivial u.
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