Abstract. Offloading in cloud computing is a way to execute big files in short times due to the available processing resources on core computers. However in some cases it is vital to execute the file locally on the node if the file size is less than a threshold size. There is trade off in this issue due to the limited power of the node, therefore, in this paper a novel algorithm is proposed where the file size in each case is measured and then a decision is taken to either execute the file on the node or to send the file to be processed in the core cloud. The main reason is to save time of the execution of the file. However, the second and important reason, is to save the limited node energy in some large file, the power consumption of the node will be very high. The measurement of the file size and the execution time and the power consumption for the node and the core cloud is measured to represent an input to the execution decision
Introduction
The first start of the offloading technique has occurred in early of the 1970s and the purpose was for load balancing amongst servers. Bowen, et al., defined offloading as the technique to enhance the quality, efficiency or performance of computation task by sending the heavy tasks to the machines which have a massive powerful computation ability greater than the local machine [1] . There are some of the computation forms such as memory, executing time, storage, energy consumption, and processing. These forms could be one or more at the same time. The offloading task needs a medium to perform it; this medium is a communication between local machine and remote machine. This shows that the communication is the primary player to do the offloading task. On the contrary, local processing and communication consume the energy. As a result of this, there is a trade-off between handling the task locally and the offloading. It was recognized that energy saving is an important factor. The greatest power consumer in the mobile device is the network interface and the processor. So the offloading should be aware of the communication and the computation cost. According to Karthik et al., offloading can be performed for several reasons in general [2] . Firstly, to reduce the processing time and increasing the response time for the application. For instance Wolski et al., designed an algorithm for the offloading decision that aims to support code offloading and this helped in the selection of the wireless medium and this based on network bandwidth [3] . Secondly, offloading could increase the performance of an application because the results are better when handled on a powerful machine than handled on a limited computation power. Thirdly, the offloading is used for the load balancing between servers. Fourthly, the offloading technique helped the limited devices, for instance, smartphones to save energy Stephen et al., [4] . The offloading technique has not only one benefit but as well might provide more than one value at the same time. For instance, it might offer low latency as well as save energy.
Background
A lot of applications are highly computation intensive to execute on a mobile device and if the users want to perform such tasks, these applications must be on a cloud. Other applications such as gaming, voice recognition, could be performed on the mobile device but this will consume energy Karthil and Yung [5] . Amiya, et al., proposed models which help smartphones to be able to estimate the energy cost of task offloading. The validation of their models was done by using five mobile devices form different brands. The results showed that the new models accurately estimated the energy needed to offload tasks [6] .
Hao and Daniel proposed system called Jade, which decreases down to 39% of power consumption for smartphone application besides enhancing the application performance. Jade is capable to offload tasks from an Android device to any Android or non-Android device. Multi-level offloading offers suitable way to transfer workloads to the suitable server depends on the energy requirement and the performance [7] .
Altamimi, al., compared the energy weight for downloading and uploading a video file form and to multimedia cloud computing with the energy cost for the same video file on the smartphone, excused by using FTP and HTTP Internet protocols with WIFI and 3G network interfaces. The results illustrated that MCC offer for smartphones several kinds of functionalities as well conserve mobile devices energy from 30% to 70% [8] .
Majid and Kshirasagar, developed decision engine on Android devices and an Amazon EC2 and S3 clouds to handle experiments to decide the cost of system parameters which is used by the decision engine. To convert video type, the offloading decision engine task decides whether to execute locally on the mobile device or to offload to the cloud [9] . Rajkumar and Tiago proposed an interface called Aneka interface which is contained on Mobile Client Library and helps to encapsulate the process such as sending a message, serializing and desterilizing message and gathering their responses of communication from mobile to cloud. There are two different mobile applications evaluated for the proposed architecture in terms of application execution time and the battery life of the mobile device [10] .
Yaser et al., proposed a cloudlet-based application to reduce the network delay and power consumption for most common applications for instance multimedia applications. The experiment results show that using the new model helps to reduce the communication latency and power consumption of the smartphones [11] . Henri, et al., proposed a model called Cuckoo, for Android application to take a dynamic decision to offload a part of a task to the cloud or perform it locally. The cuckoo model could integrate with an advancement tool to perform both of them local and remote. The offloading decision is executed depends on the local resources such as memory, device type `and wireless medium [12] .
Magurawalage et al. proposed intermediate layer architecture of cloudlet between cloudlet provider and mobile devices. They proposed a decision-making algorithm to decide whether to do offloading to a cloudlet or a clone. The new algorithm considered the energy consumption for task execution and the network status while satisfying certain task response time constraints including a data caching procedure at cloudlets for improving the all MCC performance [13] .
Muhammad Shiraz et al. performed analysis of computational frameworks in respect with offloading in mobile cloud computing (MCC). The paper analysed the resourceintensive nature of the latest existing computational offloading techniques and he realised that 31.6% extra energy is consumed, 39% extra time is required and 13241.1 KB of data are sent for offloading [14] .
Proposed Algorithm
Rich media needs an excellent mobile devices to handle the intensive computing tasks in a better way. However, mobile devices have limited resources and battery life, and this resource is one of the biggest obstacles for smartphone improvements. Offloading is one of the best suitable solutions to overcome battery life restriction and to reduce the energy consumption of smartphone. This technique supports mobile devices to perform the computations by sending the heavy tasks from the smartphone to the cloud computing. Our new system supports mobile users to send the task from mobile to cloud taking into account the file size: i.e the file size will be measured in advance.
The established new model contains a decision engine to examine the feasibility of the offloading, in order to save mobile phone energy. New model investigates whether or not a mobile phone preserves energy by offloading to cloud computing. This technique depends on the file size. In this case, the model has two parameters to check. Firstly, it evaluates the time required to finish the task locally on the mobile and remotely on the cloud. Secondly, it evaluates the power consumption of doing the computations on the mobile or on the cloud. After finishing this process, the decision engine decides whether to offload or not.
After the decision engine determines the suitable solution based on the two parameters which are time needed to finish a task and power consumption, the mobile user starts doing the intensive computation on the smartphone, otherwise decides to perform offloading on the cloud. In this situation, decision engine has to check queuing and add the queuing latency to the total delay on the server and send an acknowledgment to users which includes the time required, power consumption, and queuing.
In this novel model, it is important to measure the power consumption and the time required for some of the tasks. As power consumption varies from 3G, 4G and WLAN interface networks, it is required to measure the weight of uploading and downloading files to or from cloud computing using different types of the network interface. This type of interface supplies the 4th parameters to the algorithm.
The mobile phones access the cloud through the Internet and the mobile phone applications which are connected to the cloud. A network interfaces such as (3G, 4G, and WLAN), where each of these network interfaces has its particular features. As a result, each of these types of network interfaces consumes an unbalanced level of power and offers different throughput. The new system checks all of these network interface and figures out the best method to save energy and to perform in a fast way.
The mobile phone consists of software and hardware. The hardware part includes RAM, HDD, CPU, and Wireless Network Interface (WNI). Software part contains the applications and the operating systems. The power is consumed in a mobile phone by some of the hardware parts, which are operated by the operating system which depends on the applications needs. As a result, the consuming of power depends on the application type, because each service provided requires specific hardware. Internet protocols such as (HTTP and FTP) and network interface are the main issues that impact the power consumption of these applications.
Experiments and Results
To test the execution time and power consumption on locally and by offloading, we have used Android Studio and Java programming language. The show that the more the file size is, the more the execution time will be. The file size was tested between 1MB and 9 MB. From the results it can be seen that the increasing in the file size put high pressure on the execution time of the node, while much less pressure on the offloading core computer. Which is a proof of the hypothesis, for example at file size = 9MB the execution time is doubled in the local load.
In Figure 2 the power consumption is more than double at file size =9 MB. Therefore it is very paramount to use this algorithm to take a good decision to save time and power.
Conclusion:
A new algorithm to compute the file size, the duration of execution and the power consumption has been established and tested. The experiments included different size file and a comparison was performed. After each test, it can be decided either to execute the file locally or to execute the file by the offloading to a cloud core unit. From the results, it is noted that this is a big jump in the execution time and the power consumption for big files but it is noted that in these circumstances it is vital to execute files on the cloud core by offloading. There is in this case a big reduction in the power consumption. For further research topic, it is suggested that other quality parameters have to be involved such as queuing and utilization.
