1. Introduction {#sec1-sensors-15-20316}
===============

Autonomous self-aware and adaptive systems provide the means to solve the computational complexities of a dynamic environment. Autonomous self-aware routing algorithms possess the capability of configuring, healing, optimizing, and protecting themselves autonomously \[[@B1-sensors-15-20316],[@B2-sensors-15-20316],[@B3-sensors-15-20316],[@B4-sensors-15-20316],[@B5-sensors-15-20316],[@B6-sensors-15-20316],[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316]\]. This also entails the ability to find the best means for optimizing performance in resource-constrained environments. Sensor networks are exposed to inhospitable environments and need to be adapted to changes in the environmental parameters or users. For example, a sensor network deployed to track and trace enemy positions in a battlefield must adapt to changes in the enemy position. In addition, a sensor network that helps the robot in a car manufacturing factory must provide the robot with extended situational awareness in its vicinity to adapt to the movement of the robot for better functioning of the system. Sensor networks that are resource constrained have low power, low communication, and minimal computational capabilities. In addition, they possess low storage capabilities, low cost, reliability and fault tolerance, which are the critical sensor network design considerations \[[@B1-sensors-15-20316],[@B2-sensors-15-20316],[@B3-sensors-15-20316]\].

Sensor nodes may fail for various reasons. These include radio interference, battery failure, and synchronous and asynchronous communication mechanisms. These failures mainly arise as a result of software or hardware faults, malicious code, environmental changes, and timing closure. On the whole, the result of such an event is that a sensor node becomes inaccessible or disrupts certain operating conditions that are critical to providing the required service. Communication in sensor networks is highly critical because the links in a network are prone to faults and errors. For instance, the collision of network packets may result in a failure. The presence of such a failure in a routing protocol will lead to considerable network packet drops resulting in excessive network delays and consumption of a substantial amount of energy \[[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B26-sensors-15-20316],[@B27-sensors-15-20316],[@B28-sensors-15-20316],[@B29-sensors-15-20316],[@B30-sensors-15-20316],[@B31-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316],[@B50-sensors-15-20316]\].

This research was motivated mainly by the observation that the traditional fault-tolerant approach to routing in a wireless sensor network introduces more redundant transmission and retransmission of network packets and consumes an excessive amount of energy. In addition, they are also deficient in terms of their autonomous self-awareness and adaptive capabilities in routing packets from their sources to their destinations in the presence of transient and permanent node failures and in highly scalable and congested networks. The essential concerns here are how to avoid the problem of packet flooding because of broadcasting and network scalability issues. To address these issues, our approach attempts to reduce the number of redundant network packets caused by flooding. Both the SSR \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\] and SHR \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] routing protocols make use of a prioritized back-off delay for forwarding packets, with only the receiver of the forwarding packets reaching the destination. Our approach focuses on the minimization of these control packet overheads and efficient end-to-end data delivery. In doing so, we combined both the continuous and slotted prioritized transmission back-off delays to obtain local and global network state information and a multiple randomize function for faster routing convergence and efficient and reliable route repair in the presence of transient and permanent node failures. In our proposed scheme, the sensor node that transmits the packets contains information pertaining to its neighbors in the control header packets. The sender node is self-aware and adaptive if it knows both local and global state information contained in the control packets. In this case, the receiver node knows whether its neighbors have been covered based on the global information obtained in the neighbors' control packet list information. The sender node with the auto-self-awareness back-off information now has a higher priority to forward the network packet to the destination. This approach will provide resiliency to errors and failures, minimize the end-to-end network delay, and improve the overall network routing performance and energy efficiency.

Quite a few number of approaches to adaptive and fault tolerance in sensor networks are given in the literature \[[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B50-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316]\]. However, most proposed approaches do not provide quantitative techniques for autonomic self-aware and adaptive fault tolerant routing features in a wireless sensor network.

Common approaches to multi-hop routing employ routing tables that show the path from sources to destinations. The most popular of these are the Dynamic Source Routing (DSR) \[[@B54-sensors-15-20316]\], *Ad-hoc* On Demand Distance Vector (AODV) \[[@B55-sensors-15-20316]\], MintRoute \[[@B25-sensors-15-20316]\], Low Energy Adaptive Clustering Hierarchy (LEACH) \[[@B5-sensors-15-20316]\] and Directed Diffusion (DD) \[[@B56-sensors-15-20316]\]. These approaches consider the state information of the sensor node neighbor as active or sleeping in order to make routing decisions. These routing schemes incur more overhead if autonomic self-aware and adaptive features are not integrated. Therefore, providing an autonomic self-awareness and adaptive mechanism to fault tolerant routing is a better way for addressing the challenges of inhospitable and hostile environments.

Self-Selective Routing (SSR) \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\] and Self-Healing Routing (SHR) \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] are other approaches for providing fault tolerance and recovery techniques to sensor networks. In SHR, a sensor node broadcasts its packets to all its neighbors within its communication range. Based on hop distance knowledge and a priority schedule coupled with a back-off delay scheme, the neighbors ensure that the network packet is transmitted by only one of the contending neighbors. However, the lack of an autonomic self-awareness and adaptive feature makes these two proposed fault tolerant routing algorithms prone to errors, failures, and associated routing overhead. In this research paper, we present an autonomous self-aware and adaptive fault tolerant routing technique that addresses the limitations of self-healing and self-selective routing schemes for reduced packet contention, route repair, and efficient energy conservation in the presence of transient and permanent node failure rates and in a highly congested and scalable sensor networks. The salient contributions of this research paper are as follows: We propose an autonomous self-aware and adaptive fault tolerant routing technique for efficient and reliable route formation and faster routing decision-making for wireless sensor networks. This is achieved by combining both continuous and prioritized slotted back-off delay and multiple randomize function techniques for speedy routing convergence to obtain local and global network state information for the efficient and reliable routing of sensor data.We propose a route repair technique using the greedy algorithmic approach for reliable transmission of sensor data in the presence of permanent and transient node failure rates, and efficient adaptation to simultaneous network topology changes.We conducted an extensive simulation to demonstrate the routing performance, flexibility and efficiency of the autonomous self-aware and adaptive fault tolerant routing technique (ASAART) under five different simulated scenarios. The simulation results show that the ASAART performs better in terms of high resiliency against errors and failure, and has better routing performance and energy efficiency compared with SSR and SHR protocols in the presence of transient and permanent node failure rates and in highly congested, faulty, and scalable sensor networks.

The rest of the paper is organized as follows: [Section 2](#sec2-sensors-15-20316){ref-type="sec"} presents related literature; [Section 3](#sec3-sensors-15-20316){ref-type="sec"} discusses the approach for autonomous self-awareness and adaptation to routing in wireless sensor networks; [Section 4](#sec4-sensors-15-20316){ref-type="sec"} discusses the SSR and SHR protocols; [Section 5](#sec5-sensors-15-20316){ref-type="sec"} discusses our proposed routing technique and route repair mechanism; [Section 6](#sec6-sensors-15-20316){ref-type="sec"} discusses the performance evaluation and simulation results; and [Section 7](#sec7-sensors-15-20316){ref-type="sec"} provides concluding remarks and plans for future enhancements.

2. Related Work {#sec2-sensors-15-20316}
===============

Quite a few number of related works have been conducted with adaptive and fault tolerant routing algorithms for wireless sensor networks \[[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B50-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316]\]. For instance, Gilbertt *et al.* \[[@B40-sensors-15-20316],[@B52-sensors-15-20316]\] proposed a self-selective fault tolerant routing protocol for a wireless *ad hoc* network. The protocol employs a combined radio broadcast and autonomous programming technique to implement routing with reduced overhead. The routing protocol routes the packets via a near optimal path between nodes at runtime. Simulation results showed high routing performance under heavy network traffic, as well as network node and link failures. The authors in \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] presented a novel protocol for self-healing in sensor network routing. The approach employs broadcast transmission and prioritized slotted back-off delay for sensor nodes to use their hop distance from the destination in order to determine how to transmit packets. By doing so, this ensures a dynamic traversal of minimum routes without nodes that specifies those neighboring nodes that transmit network packets. However, when faulty routes are encountered, the scheme locally and dynamically re-routes packets in order to survive the shortest routes despite spontaneous network topology changes.

Other approaches that avoid neighbor state maintenance and allow destination nodes to contend with transmitting network packets are given in \[[@B26-sensors-15-20316],[@B27-sensors-15-20316]\]. These two protocols are similar to SHR \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] and SSR \[[@B51-sensors-15-20316],[@B52-sensors-15-20316]\], which use local information instead of global network state information. Unfortunately, none of the two proposed approaches provide route repair mechanisms. GRAB \[[@B26-sensors-15-20316]\] employs a very complex fault tolerant mechanism by allowing the flow of redundant network packets to take multiple paths to destinations. Hellsenbttel *et al.* \[[@B28-sensors-15-20316]\] employed a location coordinate system to allow only destination nodes within a given region to communicate with each other. Zori and Rao \[[@B29-sensors-15-20316]\] used a concept similar to \[[@B28-sensors-15-20316]\], and incorporated a back-off delay mechanism. Such mechanism makes use of a dual-radio concept with a busy tone signaling to enforce the channel to be clear before transmitting data in order to minimize the probability of network packet collisions. Another approach is given by Blum *et al.* \[[@B30-sensors-15-20316]\], who employed an eligibility region given as a 60% fan shape that extends from a source towards a destination. Upon this, if a source node does not "hear" a response from any of its neighbors, it moves the eligibility region and looks for other neighbors. All these approaches use packet forwarding techniques, *i.e.*, back-off delay and RTC/CTS schemes that result in packets that forward overhead.

Other methods for direct routing are given in DSR \[[@B54-sensors-15-20316]\], AODV \[[@B55-sensors-15-20316]\], and DSDV \[[@B31-sensors-15-20316]\]. The work presented by Chokers and Elizabeth \[[@B55-sensors-15-20316]\] is regarded as the most popular directed routing protocol. Such protocol uses the route request and a reply mechanism in order to set up network paths between sources and destinations. This process yields a routing table by each node that contains a path from the sources to destinations. Johnson *et al.* \[[@B54-sensors-15-20316]\] employ a technique where the source node should contain the complete route information in the packet header. This also means that multiple routes are stored at the source node in order to avoid node failure. The limitation of the DSR protocol is its increases in the amount of memory use of the source node because of intermediate node storage and routing overhead. AODV \[[@B55-sensors-15-20316]\] employed the use of a hello message in order to detect and fix broken network links. This results in an increase in network latency, particularly when dynamically looking for new routes.

Gelenbe and Liu \[[@B51-sensors-15-20316]\] presented a cognitive and quality of service approach to routing in wireless sensor networks. They used the concept of smart packets for network path discovery coupled with reinforcement learning and neural networks. In addition, they used the ant colony concept to mimic the pheromone-based technique ants use to find a given path and communicate the information to colony members. Experiment results showed the efficiency of their approach in adapting to network changes over time. Self-adaptive routing in multi-hop sensor network was presented by Bourndenas *et al.* \[[@B32-sensors-15-20316]\]. A study of an effective method that uses time series analysis to forecast the occurrence of errors and faults was presented. The work considered an autonomic routing service through adaptation to avoid areas where failure or errors are expected. Simulation results showed the benefit of their approach.

The authors in \[[@B38-sensors-15-20316],[@B39-sensors-15-20316]\] compared the performance of three routing protocols, namely, the Multi-Parent Hierarchical (MPH), AODV, and DSR protocols. The protocols are evaluated both when exposed to different "jamming" attacks and without attacks, and considering diverse locations of the jammer. Simulation results show that MPH routing has greater immunity for tolerating attacks than DSR and AODV. This is because MPH reduces and encapsulates the network segment when subjected to a network attack. In addition, the self-configuring features of MPH yield higher resiliency and better routing performance compared with AODV and DSR protocols. Del-Valle-Soto *et al.* \[[@B39-sensors-15-20316]\] proposed metrics for efficient energy consumption in wireless sensor networks. They compared the performance of three routing protocols, namely MPH, AODV, DSR, and Zigbee Tree Routing (ZTR). Simulation results demonstrated the impacts of communication metrics on performance, throughput, reliability, and energy consumption. They showed that MPH achieved 19.3% reduction of network packet retransmissions, 26.9% reduction in routing overhead, and 41.2% increase in protocol recovery from topology failure compared with AODV routing. In addition, their approach achieved 15.9% decrease in energy consumption compared with AODV, 13.7% compared with DSR, and 5% compared with ZTR protocols. Apart from the few related works mentioned above and in the literature in this paper, we propose an autonomous self-aware and adaptive fault-tolerant routing technique for wireless sensor networks. We integrate the autonomic self-aware and adaptive mechanism for route formation and repair in the presence of transient and permanent node failure rates in order to achieve high routing performance, energy efficiency and resiliency against errors and failure of sensor nodes, and adapt to simultaneous network topology changes.

3. Autonomous System {#sec3-sensors-15-20316}
====================

An autonomous system is one which identifies its operating environment and senses the operating parameters, transforms its behavior in that environment, and adapts to the situational changes of the environment \[[@B6-sensors-15-20316],[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316]\]. Autonomic systems provide a means to address the system's complexities by employing technology to manage and control complex and dynamic systems. Such systems work with independent and predefined conditions, policies, rules *etc.* without human involvement. They can configure, optimize, manage, and control their actions based on predetermined conditions, rules, and acquired knowledge of the operating environment for a given period. The word autonomic originates from the field of human biology. For instance, the autonomic nervous system in the human body monitors and controls our heartbeat, checks blood sugar levels, and regulates and maintains body temperature normal without human intervention. An autonomous self-aware system can be employed in wireless sensor network to solve routing of sensor data without human intervention. In autonomic computing, self-managing capabilities in the system are achieved by employing suitable actions according to situational changes that arise in a dynamic environment. The main goal of autonomic systems is to control the loop that sources and gathers detailed information from the environment, and then take appropriate actions. According to Kephart and Chess \[[@B6-sensors-15-20316]\], there are four characteristics of an autonomic system, as follows:

**Self-Configuration:** In wireless sensor networks, self-configuration is the ability of sensor nodes to adapt dynamically to environmental and situational changes based on the predefined stated policies and rules that govern the operating environment. This entails the deployment of new sensors, removal of faulty components, or unpredicted situational changes that may arise in a dynamic environment. The use of dynamic adaptation provides continuous strength in sensing and enhances sensor node productivity, which gives rise to the scalability and flexibility of sensor networks.

**Self-Healing:** This is one of the characteristic features of autonomic systems that provide the means for autonomic route discovery, fault detection, and recovery in wireless sensor networks. Such feature is the ability to discover, diagnose, and react to unpredicted situations that may arise in a dynamic environment. Self-healing sensor network components and routing techniques can detect network malfunction and initiate a route repair technique without affecting the entire sensor network. The route repair technique makes the network resilient against errors and faults.

**Self-Optimization:** This attribute provides autonomic monitoring and control to facilitate fair and optimal use of available resources. Self-optimizing sensor components have the ability of controlling themselves to achieve the goals and policies stated in a given dynamic environment. Such control measures are the reallocation and rescheduling of available resources caused by arising situations in the dynamic environment in order to enhance overall network utilization and real-time transmission of sensory information.

**Self-protection:** This characteristic of autonomic systems provides sensor networks with the capability of anticipating, detecting, identifying, and providing protection mechanisms against threats and other variant attacks. Self-protecting sensor components can detect malicious and suspicious behavior within the network, and take reactive measures to counterattack actions in order to make the network less vulnerable to threats. Self-protecting features of sensor network components provide security measures and policies to protect components and the entire network against any internal or external threats and vulnerability attacks. In conclusion, when sensor network components possess these four characteristics, the network can configure, heal, optimize, and protect its operation, and enhance routing performance \[[@B6-sensors-15-20316],[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316]\].

3.1. Approach to Autonomous Self-awareness and Adaptation for Routing in Wireless Sensor Networks {#sec3dot1-sensors-15-20316}
-------------------------------------------------------------------------------------------------

Autonomous self-aware and adaptive systems are a proven solution for overcoming the complexity imposed by sensor network routing algorithms \[[@B1-sensors-15-20316],[@B2-sensors-15-20316],[@B3-sensors-15-20316],[@B4-sensors-15-20316],[@B5-sensors-15-20316],[@B6-sensors-15-20316],[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B26-sensors-15-20316],[@B27-sensors-15-20316],[@B28-sensors-15-20316],[@B29-sensors-15-20316],[@B30-sensors-15-20316],[@B31-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316]\] and so are self-healing systems \[[@B6-sensors-15-20316],[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316]\]. Self-aware and adaptive systems are better methods for enhancing and improving the potential for understanding environmental situations and complex dynamic environments. In order to have a better understanding of the overall systems' capability and awareness to acquire and process information, five levels of awareness need to be considered. Such levels describe the extent and worthiness to which a system can adapt, and the extent that the respective adaptation effects have on the system \[[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316]\]. In this paper, we consider the five levels of self-awareness given in \[[@B9-sensors-15-20316]\], which are:

**Event Awareness:** This is the main level of self-awareness. This level focuses on the self-description of sensor network entities and how the events associated with these entities relate to other entities in the network system. It involves using basic information processing for sharing among network entities in the entire network. For dynamic adaptation, the self-aware routing technique must not establish a local routing decision only, but consider both local and global state information, and a defined boundary between self-awareness and adaptation. This boundary has to be considered at run-time based on the routing function and tuned parameters \[[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316]\].

**Situation Awareness:** At this level of awareness, several techniques and principles are joined to form a consistent reasoning both at the local and global level situational awareness. At this level, the routing function is advanced to specify a property between the sensor's network entities that are nodes and links. Several methods and techniques can be employed to ensure reliable and efficient understanding of the situational system. For example, fuzzy logic and probabilistic models can be used at this level \[[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B51-sensors-15-20316]\]. Fuzzy models can be employed to describe the probability of error or failure occurring in the routing function. The routing function requires further information about the network to detect and characterize higher-level situations. The most important aspect of this level is the information abstraction at a higher level and efficient dissemination of information sharing between sensor nodes in the network \[[@B18-sensors-15-20316]\].

**Adaptability Awareness:** This level of awareness provides support for network entities to detect the adaptability of other network components and provide their own adaptation interface. By doing so, the sensor nodes can select the best neighbors to meet the self-adaptation goal, *i.e.*, find the best routing path. At this level of awareness, different methods and techniques can be employed to ensure that the routing algorithm possesses the capability of adapting to situational changes.

**Goal Awareness:** This level of awareness defines the goals or the objective function to be achieved by the routing algorithm. This involves combining several different actions, goals, adaptations, and conflicting goals for the efficient routing of packets in the network, and for resource utilization. The routing function needs to specify an objective function that can be minimized or maximized at runtime. Goal awareness entails runtime goal checking to determine dynamically those goals that can be satisfied for a given constraint resource and threshold limit \[[@B6-sensors-15-20316],[@B18-sensors-15-20316]\].

**Future Awareness:** This level of awareness is concerned with a thorough knowledge of the entire sensor network state. These include network cost, energy consumption, overhead, reliability, *etc.* This information helps reduce the number of actions to be taken in the future. Similarly, monitoring the network state can lead to underlying data for future resource volume and utilization. Furthermore, the knowledge gained for the correlation of resource lifecycles with the activity patterns detected at the situation awareness level can inform the possible actions and conditions that lead to poor resource routing and information unavailability. Therefore, at this level, adaptive identification of the network state information is the major goal associated with this level \[[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B18-sensors-15-20316]\]. By way of integrating these awareness levels into SHR, the problem associated with the routing of sensor data in wireless sensor networks can be solved.

3.2. Modular Approach to Fault Propagation in Wireless Sensor Networks {#sec3dot2-sensors-15-20316}
----------------------------------------------------------------------

In order to integrate autonomous self-aware and adaptive mechanisms into fault tolerant routing for sensor networks, it is essential to explain the basic difference between faults, errors, and failure \[[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316]\]. In sensor networks, a fault is any type of sensor node defect that leads to error, for instance, a loose sensor node connection in the network. An error is an undefined state of the node condition such that the condition or state leads to a node failure, *i.e.*, the state of the system when transmitting and retransmitting sensor data. In a sensor network, sensor node failure implies the manifestation of error. This occurs when a sensor node cannot perform its functions and violates the network design specification, which happens when sensor nodes cannot transmit their data within a specified time interval. To integrate self-awareness functionalities into sensor networks in order to provide resiliency against faulty conditions, fault detection and recovery measures are required. In fault detection, some design techniques need to be incorporated into the routing algorithm in order to detect that a specific functionality of the sensor nodes is or will be faulty. On the other hand, after a fault is detected, the routing algorithm should be able to prevent or recover from it. This ensures smooth and steady packet routing from sources to destinations \[[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B26-sensors-15-20316],[@B27-sensors-15-20316],[@B28-sensors-15-20316],[@B29-sensors-15-20316],[@B30-sensors-15-20316],[@B31-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316]\].

The emergence of wireless sensor networks presents a challenging issue because of its deployment in harsh and inhospitable dynamic environments. Sensor nodes are subjected to a fault that occurs in many components of the sensor network. In order to illustrate how a fault is propagated in different sections of the sensor network system, we propose a modular architecture in contrast to the layered architecture presented in \[[@B12-sensors-15-20316]\]. As illustrated in [Figure 1](#sensors-15-20316-f001){ref-type="fig"}, a fault in each module cannot be propagated to other modules in the system. For instance, when the node battery power is down, this causes only the node to be down without affecting other modules. In layered approach, the failed node affects the operation of other nodes. If this node is in the critical path of the network, the packets of other nodes that depend on the critical path will not reach their destination until the path is recovered or restored. In addition, if the application module components, *i.e.*, data, and users suffer a faulty software bug or hardware failure for the sensor node, the overall system is considered to be faulty as well. With the modular approach to fault propagation in sensor networks, fault occurrences are limited within their module without affecting other module functionalities. Below are the fault explanations in different modules of the sensor network:

**Sensor network node faults:** The sensor node module is comprised of several hardware and software components that can cause the system to malfunction. For example, the battery power can go down, which can cause the system to fail. Similarly, the casing or system enclosure can suffer from environmental effects, thereby exposing the hardware components of the sensor node to harsh environments. This can cause problems such as short-circuiting, and then sensor readings would be incorrect. Furthermore, the data acquisition readings may be subjected to errors if the underlying sensors provide incorrect sensor measurements. Another important issue that software bugs can also cause errors in wireless sensor networks \[[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316]\].

**Sensor network faults:** Network faults are the result of routing, which is the most essential building block of sensor networks. The presence of faults in the routing function can result in massive network packet drops or too much network delay \[[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316]\]. Communication in wireless sensor networks is highly critical because links are highly volatile to faults and errors. One source of link failure in wireless sensor networks is the collision of network packets. For instance, the authors in \[[@B23-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316]\] studied the potential for network packet collisions in a nearby network caused by phase change and overlap. On the other hand, sensor nodes might have a perfect link connection, but the packets might not be transmitted to their correction destination because of path errors. Finally, a software bug in the routing function can create deadlocks or transmit the packets to the wrong destination \[[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316]\].

**Network sink faults:** The function of the network sink is to collect all sensor data generated in the network and transmit them to the application module. This part of the wireless sensor network can also be subjected to faults and errors from its components. Sink node failure would not render the collected data useless, unless backup or redundant sinks were present. With a modular approach, sink node failure should not affect the functioning of the entire network, as illustrated in [Figure 1](#sensors-15-20316-f001){ref-type="fig"}.

![Modular approach to fault propagation in wireless sensor network.](sensors-15-20316-g001){#sensors-15-20316-f001}

4. Self-Selective Routing (SSR) {#sec4-sensors-15-20316}
===============================

In this section, we provide a brief explanation on SSR \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\] and SHR \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\]. In SSR, the network nodes know their distance through the mechanism of route request and reply. In this scheme, the nodes broadcast packets with an estimated distance to the destination neighbors. The node then employs the SSR protocol to determine autonomously the node that should transmit a given packet to the next node using a prioritized transmission backup delay. Upon receiving the packet, the node then schedules further packet transmission immediately with a random delay that is proportional to its path length from the destination. The transmission back-off delay is expressed using the mathematical expression given in Equation (1) as \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\]: $$\left. Trans\_ Back\_ off \right.\__{Delay} = \left\{ \begin{matrix}
{\beta*\left( {\alpha - ~\alpha_{expected}*\text{Random}\left( {0,1} \right)} \right)~\text{if}~\text{α}~ > ~\alpha_{expected}} \\
{\frac{\beta}{\alpha_{expected} - ~\alpha + 1}*\text{Random}~\left( {0,1} \right)~\text{if}~\text{α}~ \leq ~\alpha_{expected}} \\
\end{matrix} \right.$$ where α is the hop count of the destination node, and $\alpha_{expected}$ is the sender node expected hop counts in the destination reply packets. The random function is the random number generator that produces real values uniformly distributed between the interval \[0,1\]. This random function is used to randomize the delays and reduce packet collisions. The parameter β is a scaling factor used to stretch the random delay values generated by the randomize function. Equation (1) assigns a *Trans_Back-off\_~Delay~* greater than β to those nodes with hop counts that are greater than α~expected~. In this case, the smaller the value of α, the least is the Trans_Back_off\_~Delay~, and the node has the highest probability of transmitting the packet \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\]. The limitations of SSR are: The SSR routine computes a node's transmission back-off delay in continuous time, in contrast to slotted time. The disadvantage is that it has a higher rate of packet collisions.Because of non-zero probability, the packets may travel a longer route while a shorter route exists that increases network delay.In SSR, there is no route repair mechanism for propagating packets around faulty routes.

4.1. Self-Healing Routing (SHR) {#sec4dot1-sensors-15-20316}
-------------------------------

SHR \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] employs the concept of a prioritized time-slotted transmission back-off delay and route repair routine. The first improvement on SHR is as follows: when a given node receives a packet, the node employs Equation (2) instead of Equation (1) to compute the delay before transmitting the packet: $$\left. Trans\_ Back\_ off \right.\__{Delay} = \left\{ \begin{matrix}
{\beta*\left( {\alpha - ~\alpha_{expected} + Random~\left( {0,1} \right)} \right)~if~\alpha~ > ~\alpha_{expected}} \\
{\frac{\beta}{\alpha_{expected} - ~\alpha + 1}*Random\left( {0,1} \right)~if~\alpha~ \leq ~\alpha_{expected}} \\
\end{matrix} \right.$$

From Equation (2), we can determine that the computed delay is such that the nodes closest to the destination forward their packets, rather than those faraway. Furthermore, Equation (2) assumes that there are delays, and thus ensures the response of those nodes far away from the destination than the sender, according to their distance from the destination. In doing so, no packets travel further than the necessary routes, even if there are no nodes closer to the destination: Another addition to SHR is the transmission back-off delay in the slotted time, in contrast to the continuous time used in SSR \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\]. The transmission back-off delay is given by Equation (3) as \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\]: $${Trans\_ Back\_ off\_ Delay}_{SLOTTED} = \left\lfloor \frac{\left. Trans\_ Back\_ off \right.\__{Delay}}{Wds} \right\rfloor*Wds$$ where Trans_Back_off\_~Delay~ is as given in Equation (2), and *Wds* is the width of the used slot.

4.2. Route Repair in Self-Healing Routing (SHR) {#sec4dot2-sensors-15-20316}
-----------------------------------------------

Another fundamental addition to SHR \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] is the inclusion of a route repair mechanism for propagating packets across faulty routes. According to SHR, a faulty route is that where a source node is the one with the minimum distance to the destination compared with its neighbors. In this situation, based on the topology condition, a suitable method needs to be considered to re-route the packets across the shortest route. In SHR, this is achieved by simply adjusting the hop counts of the sending node. Below are the steps for implementing route repair in SHR using the DATA and HELLO packets.

For sending packets: From the beginning, before transmitting an unseen packet, a resend bit is set in the packet header to zero, and then the timer timeout is set; subsequently, the packet is transmitted to the destination.In case there is no response apart from the previous sender acknowledgement (ACK) before the timer expires, the packet is resent by setting the reset bit to one.Else, if a response is received, an explicit ACK packet is sent. However, if the expected hop distance of the respondent is not one less than the hop count, the hop counts that correspond to the packet destination are substituted with one greater than the expected distance.If there is no response to a retransmitted packet, a higher protocol layer is signaled to take the next action. In this case, the source or sender now becomes isolated, and there is no need for transmission.After receiving ACK for a retransmitted packet, the hop count of the packet destination is increased by two, and the maximum of the current and expected hop count from the response packet. Next, an explicit ACK is sent \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\].

For packet receivers: For a given network packet with a resend bit initially set to zero, if the packet destined for a particular destination has already been received, do nothing.Otherwise, continue as normal and compute the transmission back-off delay using Equations (2) and (3).

In our approach, we address the limitations of the SHR and SSR routing protocols by using combined continuous and slotted prioritized transmission back-off delay to obtain local and global network state information and multiple randomize function for faster routing convergence and efficient and reliable route repair technique in the presence of transient and permanent node failure rates.

5. Proposed Approach to Autonomous Self-awareness and Adaptive Fault Tolerant Routing Technique (ASAART) {#sec5-sensors-15-20316}
========================================================================================================

In order to demonstrate our approach using autonomous self-awareness and adaptive routing techniques, namely ASAART, we consider low duty-cycle wireless sensor networks \[[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B33-sensors-15-20316]\]. In this type of network, the sensor nodes remain sleeping most of the time and wake up asynchronously in the case of event transmission. Therefore, the concept of probabilities that forwards a decision based on the delay distribution of the destination nodes can be employed \[[@B1-sensors-15-20316],[@B2-sensors-15-20316],[@B3-sensors-15-20316],[@B4-sensors-15-20316],[@B5-sensors-15-20316],[@B6-sensors-15-20316],[@B7-sensors-15-20316],[@B8-sensors-15-20316],[@B9-sensors-15-20316],[@B10-sensors-15-20316],[@B11-sensors-15-20316],[@B12-sensors-15-20316],[@B13-sensors-15-20316],[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B26-sensors-15-20316],[@B27-sensors-15-20316],[@B28-sensors-15-20316],[@B29-sensors-15-20316],[@B30-sensors-15-20316],[@B31-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316],[@B50-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316],[@B54-sensors-15-20316],[@B55-sensors-15-20316],[@B56-sensors-15-20316],[@B57-sensors-15-20316]\]. In doing so, only packets are transmitted in order to achieve shorter delays and reduce packet redundancy. The probabilistic approach signifies that when a sensor node receives a network packet, the packet is forwarded with given probability δ. Such probability δ is computed by the network state information obtained from individual neighboring nodes. The routing decision is computed using the improved formula given in Equations (4)--(10). The SHR \[[@B24-sensors-15-20316],[@B53-sensors-15-20316]\] and SSR \[[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316]\] algorithms use more redundant transmission and retransmission of packets. Our approach attempts to reduce such redundant packets. SHR and SSR make use of prioritized back-off delay for forwarding packets, and only the receivers of the forwarding packet reach the destination. Our approach focuses on the reduction of these control packet overheads and efficient data delivery ratio. Rather than using local information to route a given packet to the desired destinations, our approach combines both the local and global state information in order to avoid faults and collisions in the network.

The most important issues to address are: (1) at the initial phase of network construction, how to avoid the problem of packet flooding because of broadcast and (2), when the network is scaled to a large network, the broadcast packet will overflow the network, thus causing too much delay and packet collisions that consume much energy. In order to address these issues, the autonomous self-awareness and adaptive scheme proposed in this paper will ensure reliable and efficient transmission and retransmission of network packets. For the self-awareness scheme, the sensor node that transmits the packets contains information pertaining to its neighbors in the control packet. The node is self-aware and adaptive if it knows all the local and global information on the packet. Then, the receiver node knows whether its neighbors have been covered based on the global information obtained in the neighbor's control packet list information. In this case, the sensor node will compute the auto self-awareness back-off delay according to Equations (4)--(10) in order to obtain the entire network state information. The sensor node with the auto self-awareness back-off information now has higher priority to forward the network packet. In this case, the sensor node that uses the global information of its neighbors has a very low back-off delay. The self-awareness and adaptive features of the node's neighbor network state information minimizes the network end-to-end delay and enhances the entire network routing performance. Here, we define global, local, and auto-self-awareness back-off delays as given in Equations (4)--(10). Ideally, this combines both the local and global network state information to have full autonomic self-awareness of the entire network state information, and reduces the time to converge to minimal routing path for efficient packet routing throughout the entire network \[[@B24-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316]\].

Herein, we define the parameters used in Equations (4)--(10). ${Hopcount}_{Dest}$ is the number of hop counts from the current node to the destination; ${NumHopCount}_{expected}$ is the expected number of hops contained in the destination reference packet header information; ${Scale}_{Factor}$ is a parameter used to stretch the random function in order to avoid network packet collision; Rand (seed) is a random function generator that produces random floating point numbers within the interval \[0,1\] based on the value of the seed; and $Slot\_ size$ is the size of the slot or the transmission window width. The global awareness transmission back-off delay is computed for each node using Equations (4) and (5):

If ${Hopcount}_{Dest}~ > ~{NumHopCount}_{expected}$

$\mathit{Global-Awareness-Back-off}_{\mathit{Delay}} =$ $${Scale}_{Factor}*\left( {{Hopcount}_{Dest} - {NumHopCount}_{expected}*Rand\left( {0,1} \right)} \right)$$

*Else* ${Hopcount}_{Dest}~ \leq ~{NumHopCount}_{expected}$ $$\mathit{Global-Awareness-Back-off}_{\mathit{Delay}} = \frac{\mathit{Scale}_{\mathit{Factor}}}{\mathit{NumHopCount}_{\mathit{expected}} - ~\mathit{Hopcount}_{\mathit{Dest}} + ~1}*Rand\left( {0,1} \right)$$

The local awareness transmission back-off delay is computed for each node using Equations (6) and (7), depending on whether the hop counts from the destination parameter is greater, less than, or equal to the sender's node number of expected hop counts:

If ${Hopcount}_{Dest}~ > ~{NumHopCount}_{expected}$

$\mathit{Local-Awareness-Back-off}_{\mathit{Delay}} =$ $$\mathit{Scale}_{\mathit{Factor}}*~\left( {\mathit{Hopcount}_{\mathit{Dest}} -} \right.\mathit{NumHopCount}_{\mathit{expected}} + Rand\left( {0,1} \right))$$

*Else* ${Hopcount}_{Dest}~ \leq ~{NumHopCount}_{expected}$ $$\mathit{Local-Awareness-Back-off}_{\mathit{Delay}} = ~\mathit{Global-Awareness-Back-off}_{\mathit{Delay}}$$

The autonomous self-awareness technique combines both the local and global back-off delay transmission strategies in order to find the entire network state information for efficient transmission and retransmissions of packets. Equation (8) combines two randomized functions to allow both the near and far nodes minimize the back-off delay. Based on this, the sender node has a greater probability of transmitting the packet:

If ${Hopcount}_{Dest}~ > ~{NumHopCount}_{expected}$ $$\begin{array}{l}
{AutoSelf - Awareness - Back - off_{Delay} =} \\
{Scale_{Factor}*~\left( {Hopcount_{Dest} -} \right.NumHopCount_{expected}*Rand\left( {0,1} \right) + ~Rand\left( {0,1} \right))} \\
\end{array}$$

*Else* ${Hopcount}_{Dest}~ \leq ~{NumHopCount}_{expected}$ $$AutoSelf - Awareness - Back - off_{Delay} = ~Global - Awareness - Back - off_{Delay}$$

From Equation (8), it is clear that the auto self-awareness back-off delay assigns a delay greater than *Hopcount~Dest~* to nodes with a hop count greater than *NumHopCount~expected~* parameters. Therefore, the smaller the value of the *Hopcount~Dest~* parameter, the smaller is the *AutoSelf-Awareness-Back-off~Delay~* parameter and the node has the highest probability of transmitting the packet. The slotted autonomous self-aware back-off slotted formula is as expressed in Equation (10) as \[[@B24-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316]\]: $$\begin{array}{l}
{AutoSelf - Awareness - Back - off_{Delay\_ Slotted} =} \\
{\quad\quad\quad\quad\left\lfloor \frac{\text{AutoSelf} - \text{Awareness} - \text{Back} - \text{offDelay}}{Slot\_ Size} \right\rfloor*Slot\_ size} \\
\end{array}$$ Where the parameters $AutoSelf - Awareness - Back - offDelay$ are given in Equations (8) and (9), and $Slot\_ size$ is the size of the slot window used. Equation (10) provides the autonomous self-aware and adaptive back-off delay that combines both the continuous and slotted time interval. This approach lowers the back-off delay, and the sensor nodes have the greatest probability of transmitting the packets. In addition, the approach provides the current node with both local and global network state information in order to reduce end-to-end delay for efficient and reliable packet transmission.

5.1. Autonomous Self-Aware and Adaptive Route Repair Technique in ASAART {#sec5dot1-sensors-15-20316}
------------------------------------------------------------------------

Herein, we employ the greedy algorithm \[[@B33-sensors-15-20316],[@B58-sensors-15-20316]\] to implement the autonomous self-awareness and adaptive route repair technique. By implementing the concept of the self-awareness principle defined in [Section 3](#sec3-sensors-15-20316){ref-type="sec"}, the sensor nodes become self-aware and adaptive for both local and global network state information. During route maintenance, the source node initiates a new route repair packet (*RRP*). The route repair packet *RRP* consists of the source node identification (*Source~id~*) number, packet identification number (*packet~id~*), route metric (Route~Metric~), back-off delay (*AutoSelf-Awareness-Back-off~Delay~*), and route metric sequence number of sources to destination (*RouteMetric~Seqn~*). In this case, when a sensor node *k* receives an *RRP* packet, it processes the packet according to the algorithm given in [Figure 2](#sensors-15-20316-f002){ref-type="fig"}.

![Proposed autonomous self-aware and adaptive route repair technique in (ASAART).](sensors-15-20316-g002){#sensors-15-20316-f002}

There are two sets of nodes, one that consists of the node's neighbors within its transmission range (*Local-Node-Neighbor~info~*), and another that is outside the transmission range that leads to the minimal routing path (*Global-Node-Neighbor~info~*). At the initial stage of network creation, sensor node *k* updates its global state information *Global-Node-Neighbor~info~* (*k*) using the source node's local neighborhood information (*Local-Node-Neighbor~info~*) to update its global node information. This approach helps to prevent and avoid both transient and permanent faults and failure in the network. A detail of the route repair technique in ASAART is illustrated in [Figure 2](#sensors-15-20316-f002){ref-type="fig"}.

5.2. Reliable and Secure Route Formation in ASAART {#sec5dot2-sensors-15-20316}
--------------------------------------------------

In the ASAART routing protocol, the route discovery packets are transmitted by the source node through the packet broadcast mechanism \[[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316]\]. In this case, there is a need to control the continuous flooding of the route discovery packets, particularly in a very dense network. In our scheme, shown in [Figure 2](#sensors-15-20316-f002){ref-type="fig"}, ASAART uses the sender node local information that is contained in the control packet. Upon receiving the packets from the sender node, it uses the local neighbor information to update its global network state information contained in the control packet header information. The node then computes the auto self-awareness back-off delay based on the expected number of hops to the destination, as given by Equations (4)--(10). During the computation of the auto-self-awareness back-off delay, the sender node listens to the channel and prevents the transmission of the data packets. This happens when the sender node overhears that one of its neighboring nodes with the expected hop count to the destination has already transmitted the data packets. However, if the sender node does not overhear its neighbor's transmission and its back-off timer fires, the sender node will now update its expected hop count in the data packets and then re-transmit the data packets to the destination. The sender node with the auto self-awareness back-off information will have the highest priority to forward the packets to the next intermediate or destination node. To reduce the problem of redundant transmission, after the destination node receives a route discovery packet, it sends a route discovery acknowledgement to the source node. ASAART uses an efficient flooding control scheme that minimizes the redundant transmission of network packets. In this case, the intermediate and destination nodes have the complete network state information for a reliable route formation based on the discovery packet's auto self-awareness back-off information received from the source node. This scheme will minimize the redundant transmission of packets and ensure reliable end-to-end data delivery. The concept of secure route formation is beyond the scope of this research paper. Interested readers should consult references such as \[[@B48-sensors-15-20316],[@B50-sensors-15-20316]\] in the literature.

6. Performance Evaluation {#sec6-sensors-15-20316}
=========================

In this section, we provide routing performance results that compare the ASAART, SHR and SSR protocols. Because our routing technique (ASAART) integrates the autonomous self-awareness and adaptive feature of routing path discovery and route repair into SHR, we use the Sensor Network Simulator and Emulator (SENSE) \[[@B36-sensors-15-20316]\] for our performance evaluation. We consider both local and global network state information to compute the routing decision using the modified self-aware formula and backup strategies and efficient and reliable route repair technique as given in [Section 5](#sec5-sensors-15-20316){ref-type="sec"}.

We performed five sets of simulations under a large and scalable sensor network with different simulated scenarios. In the first to third scenarios, we evaluate the network density test under a large and scalable sensor network. We consider a sensor network with 100 to 1000 nodes in step of 100 nodes. We vary the number of source nodes from 10 to 20 and 40 nodes in increasing network traffics. We evaluate protocol performance under increasing network density to observe the extent to which the proposed protocol is fault tolerant and resilient against errors with different network configurations. In the fourth and fifth scenarios, we evaluate the performance of the three protocols under transient and permanent node failure rates. In our simulation, we consider a 2000 × 2000 m^2^ terrain densely populated with 100 to 1000 nodes in step of 100 nodes, all which have a nominal transmission range of 250 m. We employed the free space propagation model in order to simulate the wireless medium \[[@B37-sensors-15-20316]\]. We used the Constant-Bit-Rate (CBR) model to simulate the bi-directional traffic between the sources and destinations. The simulation at each scenario was performed at least five times with a different number of seeds to ensure accurate and reliable measurements and avoid errors. The 95% confidence intervals are shown in the figures.

6.1. Simulation Environment {#sec6dot1-sensors-15-20316}
---------------------------

The purpose of the simulation is to analyze the performance of our proposed autonomous self-aware and adaptive fault tolerant routing technique (ASAART) compared with SHR and SSR protocols. This allows us to study WSN behavior in the event of faults associated with the sensor nodes and the network, and to determine the extent to which the proposed scheme is fault tolerant. SENSE is used for the simulation \[[@B36-sensors-15-20316],[@B42-sensors-15-20316]\].

![SENSE internal structure of sensor node.](sensors-15-20316-g003){#sensors-15-20316-f003}

The SENSE tool uses components that exchange information through ports. Two types of ports are considered the in-ports that are functional in nature and implement certain functionality similar to a function; in addition, an out-port acts as the function pointer that defines the functionality expected from other interfaces. The in-ports and out-port of the sensor node in SENSE are connected directly to the corresponding out-port and in-ports of the internal components. SENSE uses a simulation model based on the sensor node model depicted in [Figure 3](#sensors-15-20316-f003){ref-type="fig"}, which can be extended. With this model, it is possible to simulate several WSN scenarios. In SENSE, a sensor node is a composite component that features many smaller primitive components. Usually, a sensor has some layered network protocol components (PHY, MAC, NET, and APP), power and battery components related to power management, and other components, such as mobility and sensor \[[@B36-sensors-15-20316],[@B42-sensors-15-20316]\].

6.2. Simulation Parameters {#sec6dot2-sensors-15-20316}
--------------------------

The following parameter values in [Table 1](#sensors-15-20316-t001){ref-type="table"} are used for the simulation. The values of these parameters are fixed and varied for different scenarios in order to provide efficient and reliable self-aware and adaptive fault tolerant routing techniques, and for better evaluation of the results.

sensors-15-20316-t001_Table 1

###### 

Simulation parameters.

  ---------------------------------------------------------------------
  Parameter(s)                     Value
  -------------------------------- ------------------------------------
  Network Size Terrain (m^2^)      2000 × 2000

  Number of Nodes                  100--1000 varied\
                                   600 nodes fixed

  Number of Source Nodes           10, 20, 40 varied

  Data Packet size (byte)          1000

  Active Percentage                100%, 20% fixed\
                                   10%--60% varied

  Active Cycle                     100%, 20% fixed\
                                   10%--60% varied

  Transmission Time (s)            0.002

  Transmission Power (Tx) (Watt)   0.0290

  Channel Model                    Radio

  Broadcast data packet            CBR

  Slot Width (s)                   0.0001

  Simulation Time (s)              200

  Scale Factor (s)                 0.001

  Traffic Direction                Bi-directional

  Route Repair                     SHR, ASAART (True) and SSR (False)
  ---------------------------------------------------------------------

6.3. Performance Evaluation Metrics {#sec6dot3-sensors-15-20316}
-----------------------------------

In this subsection, we provide a brief explanation of the performance evaluation metrics used in this research paper. We evaluate the three routing protocols in terms of the sensor network density test and transient and permanent node failure rate tests. In order to have consistent and reliable routing performance evaluation, the five evaluation metrics listed below are used. Such metrics are widely accepted by the research community and are used for wireless sensor network performance evaluations \[[@B14-sensors-15-20316],[@B15-sensors-15-20316],[@B16-sensors-15-20316],[@B17-sensors-15-20316],[@B18-sensors-15-20316],[@B19-sensors-15-20316],[@B20-sensors-15-20316],[@B21-sensors-15-20316],[@B22-sensors-15-20316],[@B23-sensors-15-20316],[@B24-sensors-15-20316],[@B25-sensors-15-20316],[@B26-sensors-15-20316],[@B27-sensors-15-20316],[@B28-sensors-15-20316],[@B29-sensors-15-20316],[@B30-sensors-15-20316],[@B31-sensors-15-20316],[@B32-sensors-15-20316],[@B33-sensors-15-20316],[@B34-sensors-15-20316],[@B35-sensors-15-20316],[@B36-sensors-15-20316],[@B37-sensors-15-20316],[@B38-sensors-15-20316],[@B39-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B42-sensors-15-20316],[@B43-sensors-15-20316],[@B44-sensors-15-20316],[@B45-sensors-15-20316],[@B46-sensors-15-20316],[@B47-sensors-15-20316],[@B48-sensors-15-20316],[@B49-sensors-15-20316],[@B50-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316],[@B54-sensors-15-20316],[@B55-sensors-15-20316],[@B56-sensors-15-20316],[@B57-sensors-15-20316],[@B58-sensors-15-20316],[@B59-sensors-15-20316]\]: **Average End-to-End Data Packet Delivery (Success Rate):** This is the fraction or percentage of success among a number of attempts to transmit a packet.**Average Packet End-to-End Delay:** This refers to the time required for a packet to be transmitted across a network from source to destination.**Energy Consumption:** Defined as the ratio between the number of packets transmitted to the amount of energy consumed, where the amount of energy consumed is the difference between the initial energy before simulation to the energy used after the simulation. The unit is expressed in bits/joule.**Average Number of Transmitted MAC Packets:** Total number of packets received at the MAC layer.**Packet Drop Rate/Error Rate:** The Packet Error Rate (PER) is the number of incorrectly received data packets divided by the total number of received packets. A packet is declared incorrect if at least one bit is erroneous.

6.4. Simulation Results {#sec6dot4-sensors-15-20316}
-----------------------

In this sub-section, we provide the results of the simulation conducted based on five different simulated scenarios. These comprise of three different simulated scenarios for sensor network density test, as well as transient and permanent node failure rate tests. Details of the simulated scenarios are provided in the subsequent subsections.

### 6.4.1. Sensor Network Density Test (First Simulated Scenario) {#sec6dot4dot1-sensors-15-20316}

In this scenario, we set the number of source communicating nodes to ten, varied the network density from 100 to 1000 nodes in step of 100 nodes, and observed the routing performance. As observed from [Figure 4](#sensors-15-20316-f004){ref-type="fig"}a--e, the success rate drops to less than 100% between 100 to 1000 nodes by SSR and SHR protocols. However, ASAART maintain a 100% success rate between 500 to 1000 nodes compared with SSR and SHR protocols. This is attributed to the fewest number of communicating source nodes. There are fewer packets that reach the destination. However, the ASAART protocol slightly outperforms both SHR and SSR in terms of successful number of delivered network packets.

###### 

Sensor network density test (first simulated scenario) with source node = 10: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets; (**e**) Packets error rate.
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In [Figure 4](#sensors-15-20316-f004){ref-type="fig"}b, ASAART end-to-end network delays show a slight reduction compared with SSR and SHR protocols, which means better reduction in the end-to-end delay. In [Figure 4](#sensors-15-20316-f004){ref-type="fig"}c,d, we can observe that ASAART protocol shows better energy consumption and a total number of reduced MAC layer packets delivery compared with the SSR and SHR protocols. This is attributed to its enhanced route repair mechanism that tries to control flooding at the MAC layer. In [Figure 4](#sensors-15-20316-f004){ref-type="fig"}e we can observe that ASAART packet error rate (PER) is lower at higher network densities compared with the SSR and SHR protocols. Showing a zero percent of error in packet delivery between the network of sizes 500 to 1000 nodes.

### 6.4.2. Sensor Network Density Test (Second Simulated Scenario) {#sec6dot4dot2-sensors-15-20316}

In this scenario, we fixed the number of source communicating nodes to 20 and varied the network size from 100 to 1000 nodes in step of 100 nodes. As can be observed from [Figure 5](#sensors-15-20316-f005){ref-type="fig"}a--e, the ASAART protocol provides the highest packet delivery rate or success rate compared with the SHR and SSR protocols. When the number of sensor nodes reaches 800 nodes, the success rate becomes stable with 100% packet delivery shown by ASAART protocol. However, at 400 node network size, SSR outperforms SHR protocol. This is because of its continuous back-off delay scheme that allows more flooding of network packets. However, at higher network density, both SSR and SHR protocols are competing achieving a stable success rate with over 95% delivered network packets.

We can observe that the end-to-end delay reduces significantly when the source nodes are set to 20 compared with the third simulated scenario with source equal to 40 nodes. We can also observe that between 100 to 400 nodes, the end-to-end delay is higher in all three routing protocols, with a maximum of 1.4 s exhibited by the SSR protocol. However, at a higher network density, *i.e.*, from 400 to 1000 nodes, the end-to-end delay reduces significantly with the ASAART protocol, showing better reduction in end-to-end delay.

###### 

Sensor network density test (second simulated scenario) with source node = 20: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets; (**e**) Packets error rate.
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From [Figure 5](#sensors-15-20316-f005){ref-type="fig"}c, we can observe that the energy consumption is minimal compared with the SSR and SHR protocols at different network densities. This is because there is a reduced number of delivered MAC layer packets that reduce network congestions and save energy consumption. In addition, in [Figure 5](#sensors-15-20316-f005){ref-type="fig"}e, we can observe that PER for the three routing protocols at higher network density becomes stable particularly, between 600 to 1000 network sizes. Any further increase in network density has no impact on performance.

### 6.4.3. Sensor Network Density Test (Third Simulated Scenario) {#sec6dot4dot3-sensors-15-20316}

In the third scenario, we evaluated the impact of increasing the network density from 100 to 1000 in step of 100 nodes with 40 nodes designated as the source communicating nodes. The results of the simulation are illustrated in [Figure 6](#sensors-15-20316-f006){ref-type="fig"}a--e. As can be observed in the figures, increasing the network traffics and density causes too much traffic oscillations in both SSR and SHR, and decreases the success rate in the network, particularly between 100 to 300 node network sizes. However, at higher network density, the success rate of the delivered packets becomes stable, with SHR showing slightly higher packet success rate compared with SSR. Our ASAART protocol maintains higher packet success rates at different network densities. In addition, the time required to converge to minimal routing path is minimal, which makes the end-to-end delay lower than for SHR and SSR. At the higher network density, SHR spends too much time on topology maintenance, which causes its performance to reduce drastically compared with the ASAART technique. Despite the higher packet success rate and lower end-to-end delay exhibited by ASAART, it also uses minimum energy and reduced MAC layer packet delivery compared with SHR and SSR protocols. In [Figure 6](#sensors-15-20316-f006){ref-type="fig"}e, we can observe that PER for ASAART protocol is lower with a network of size between 200 to 1000 nodes compared with the SSR and SHR protocols. The SHR protocol competes against SSR by showing a slightly higher packet delivery ratio at higher network densities particularly between 400 to 1000 nodes.

###### 

Sensor network density test (third simulated scenario) with source node = 40: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets; (**e**) Packet error rate.
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It is interesting to observe that when the network is scaled from 400 to 1000 nodes, PER becomes stable for the ASAART routing protocol. In conclusion, the ASAART protocol proves to be resilient against errors, and energy consumption and offers better routing performance compared with the SHR and SSR protocols in a scalable and high traffic sensor network.

### 6.4.4. Transient Node Failure Test (Fourth Simulated Scenario) {#sec6dot4dot4-sensors-15-20316}

In this scenario, we consider a sensor network of size equal to 600 nodes. In order to simulate the transient node failure rate, we fixed the permanent node failure rate to 20% and varied the transient node failure rate from 10% to 60% in step of 10% in order to obtain routing protocol performance at different percentages of the transient node failure rate. We performed three sets of experiments with a different number of seeds, and varied the number of source communicating nodes in each scenario. The simulation results and 95% confidence intervals are shown in [Figure 7](#sensors-15-20316-f007){ref-type="fig"}, [Figure 8](#sensors-15-20316-f008){ref-type="fig"} and [Figure 9](#sensors-15-20316-f009){ref-type="fig"}.

###### 

Transient node failure rate test (fourth simulated scenario) with source node = 10: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets.
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From [Figure 7](#sensors-15-20316-f007){ref-type="fig"}a--d, we can observe that the three routing protocols perform very well with a higher percentage of the packet delivery ratio. The three protocols achieve above 90% success rate because of less traffic congestion in the network. The ASAART performance drops to nearly 94% at 20% of the transient node failure rate. However, it slightly outperforms the SHR protocol when the transient node failure rate is between 30% and 60%, and the SSR protocol is between 50% and 60%. We observe that the ASAART protocol end-to-end delay is slightly higher than the SSR and SHR protocols. Nonetheless, this is negotiated by having the least number of MAC layer transmissions and energy consumption. ASAART attempts to minimize the retransmission of packets caused by flooding at the MAC layer, which makes it an energy efficient protocol.

###### 

Transient node failure rate test (fourth simulated scenario) with source node = 20: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets.
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[Figure 8](#sensors-15-20316-f008){ref-type="fig"}a--d show the performance of the three protocols with 20 nodes as the source communicating node under different transient node failure rates. We can observe that there is high routing performance in terms of the success rate exhibited by ASAART. The ASAART protocol achieves a success rate above 90% when the transient node failure rate is between 20% and 40%. However, when the failure rate is between 50% and 60%, the success rate drops to 87%. This is at the expense of slightly higher end-to-end delay compared with the SHR and SSR protocols.

We can also observe that the SSR protocol success rate slightly outperforms the SHR protocol. This is because of its prioritized continuous back-off delay strategy. However, SSR shows slightly higher MAC layer packet transmission because of flooding compared with the SHR and ASAART protocols. It is interesting to observe that the SSR protocol shows better reduction in the end-to-end delay compared with the ASAART and SHR protocols. From [Figure 9](#sensors-15-20316-f009){ref-type="fig"}a--d, we can observe that the ASAART protocol outperforms both the SHR and SSR protocols at a transient node failure rate from 10% to 50%, respectively. The SHR protocol success rate drops to 69% when the transient node failure rate is 40%. However, at 50%, it increases to 70%. The SSR protocol end-to-end packet delivery drops to 67% at 50% of the transient node failure rate. Surprisingly, however, it outperforms both the ASAART and SHR protocols when the transient node failure rate is 60%.

From [Figure 9](#sensors-15-20316-f009){ref-type="fig"}b, we can observe that ASAART end-to-end delay outperforms both the SHR and SSR protocols at a different percentage of the transient node failure rate. However, the SSR protocol outperforms ASAART at a transient node failure rate between 50% and 60%. The SHR protocol has the highest delay because of its route repairing mechanism. Too much time is spent repairing and retransmitting network packets. From [Figure 9](#sensors-15-20316-f009){ref-type="fig"}c--d, we can observe that ASAART uses slightly lower energy consumption and a reduced number of total MAC layer delivered packets compared with the SHR and SSR protocols. This reduces the network packet collision and contention, and saves energy. In conclusion, the ASAART technique demonstrates better fault tolerant capability in the presence of transient node failure rate compared with the SHR and SSR protocols, particularly when there is too much traffic congestion in the network.

###### 

Transient node failure rate test (fourth simulated scenario) with source node = 40: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets.
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### 6.4.5. Permanent Node Failure Rate Test (Fifth Simulated Scenario) {#sec6dot4dot5-sensors-15-20316}

In order to simulate the permanent node failure rate, we set each sensor node to fail for a fixed instance of time. The start of each sensor node failure rate was chosen randomly at the start of the simulation using the uniform distribution of the failure rate start time against the time of failure occurrences \[[@B24-sensors-15-20316],[@B40-sensors-15-20316],[@B41-sensors-15-20316],[@B51-sensors-15-20316],[@B52-sensors-15-20316],[@B53-sensors-15-20316]\]. In this scenario, we consider a sensor network of size equal to 600 nodes. We set the transient link failure rate at 20%, and the source communicating nodes to be 10, 20, and 40 in order to ensure the protocol's performance under high and low network traffics. We varied the permanent failure rate from 10% to 60% in step of 10% in order to obtain the routing performances at different percentages of the permanent node failure rate. We conducted three different sets of simulations with a different number of seeds, and varied the number of source communicating nodes in each simulated scenario. The results of the permanent node failure rate with 95% confidence intervals are illustrated in [Figure 10](#sensors-15-20316-f010){ref-type="fig"}, [Figure 11](#sensors-15-20316-f011){ref-type="fig"} and [Figure 12](#sensors-15-20316-f012){ref-type="fig"}, which show the results of the permanent node failure rate performance evaluation of ASAART compared with the SHR and SSR protocols.

###### 

Permanent node failure rate test (fifth simulated scenario) with source node = 10: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets.
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[Figure 10](#sensors-15-20316-f010){ref-type="fig"}a--d show the three routing protocols under permanent node failure rates with source communicating nodes of size equal to ten. Here we can observe that because of less traffic congestion in the network, the three protocols compete very closely in terms of the end-to-end packet delivery ratio. All three protocols attain 90% to 95% efficient packet delivery with a permanent node failure rate between 40% and 60%. The ASAART protocol shows slightly higher end-to-end delay and low packet delivery rate compared with the SHR and SSR protocols. However, this is compensated by having a lower MAC layer packet transmission and low energy consumption. ASAART achieves lower MAC layer transmission because of its flooding control technique that attempts to reduce the retransmission of redundant network packets.

###### 

Permanent node failure rate test (fourth simulated scenario) with source node = 20: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets.

![](sensors-15-20316-g011a)

![](sensors-15-20316-g011b)

From [Figure 11](#sensors-15-20316-f011){ref-type="fig"}a--d, we can observe an increase in the packet end-to-end delivery rate exhibited by the three routing protocols when the source communication nodes equal 20 compared with the source node being equal to 40 nodes. The three routing protocols achieve a success rate above 80% when the permanent node failure rate is between 40% and 60%. This is attributed to less network traffic, which helps reduce the packets' contention and collision in the network. ASAART shows a higher end-to-end delay compared with the SHR and SSR protocols; this is because of its strategy of combined local and global network state information. However, ASAART exhibits better MAC layer packet transmission and energy efficiency compared with the SSR and SHR protocols.

In [Figure 12](#sensors-15-20316-f012){ref-type="fig"}, we can observe that the ASAART technique slightly outperforms both the SSR and SHR protocols. In [Figure 12](#sensors-15-20316-f012){ref-type="fig"}b, the SHR and SSR protocols exhibit higher end-to-end delay compared with the ASAART protocol. The ASAART protocol shows slightly lower end-to-end delay that remains almost stable when the permanent node failure rate is between 10% and 60%. ASAART uses slightly lower energy consumption compared with SSR and SHR, particularly at higher permanent node failure rates. This is because of its efficient route repair technique that ensures reliable end-to-end packet delivery. However, we can observe that ASAART uses the least number of delivered MAC layer packets at different percentages of the permanent node failure rate because of its efficient flooding control technique and faster routing decision that quickly converges to the minimum routing paths. In conclusion, ASAART protocol proves to be energy efficient and offer a high resiliency against faults and errors in the presence of permanent node failure rate and in highly congested and scalable network compared with SSR and SHR protocols.

###### 

Permanent node failure rate test (fifth simulated scenario) with source node = 40: (**a**) Average packet delivery rate (success rate); (**b**) End-to-end delay; (**c**) Energy consumption; (**d**) Transmitted MAC layer packets.
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7. Conclusions and Future Direction {#sec7-sensors-15-20316}
===================================

In this paper, we proposed ASAART for wireless sensor networks to address the limitations of the SSR and SHR protocols. We integrated autonomous self-awareness and adaptive features into the SHR protocol to make it more resilient to faults and errors and energy efficiency for efficient and reliable routing of sensor data in wireless sensor networks. We achieved this by combining both continuous and prioritized slotted back-off delay, and multiple randomize function techniques to obtain local and global network state information for faster routing path formation and speedy convergence to the minimum routing path. We proposed a route repair technique for reliable transmission of sensor data in the presence of permanent and transient node failure rates, and efficient adaptation to simultaneous network topology changes. We conducted extensive simulations under five different scenarios. The simulation results showed that the ASAART technique performed better in terms of high resiliency to errors and failure and better routing performance and energy consumption compared with the SSR and SHR protocols in the presence of transient and permanent node failure rates and in a highly congested, faulty, and scalable sensor network. The proposed approach is energy efficient because it consumes less energy compared to the SSR and SHR protocols. Future research will address the issues of node mobility. In this case, we will integrate both local and global self-awareness and adaptive features for efficient and reliable cost table information update.
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