ABSTRACT Recently, the maximum complex correntropy criterion (MCCC) algorithm has shown its superiority for adaptive filter in complex domain. Compared with the traditional mean square error (MSE) criterion-based algorithms, MCCC uses complex correntropy as similarity measure, which is robust even in the presence of impulse noise. However, the error performance surface of complex correntropic loss (CC-loss) is not optimal, which is steep nearby the optimal solution and flat far from the optimal solution. In this paper, we propose a new similarity measure in complex domain, namely, complex kernel risk-sensitive loss (CKRSL). Based on CKRSL, we derive a new adaptive filter algorithm in the complex domain by using the gradient-based method, i.e., the CKRSL algorithm. Compared with the MCCC algorithm, the CKRSL algorithm has faster convergence rate and higher filtering accuracy. Meanwhile, it is robust against outlier. In addition, we provide the stability analysis and the steady-state excess MSE for the CKRSL algorithm. Simulation results confirm the correctness of the theoretical results and the superiority of the CKRSL algorithm.
I. INTRODUCTION
Adaptive filter [1] , [2] has been widely applied in signal processing and machine learning scenarios in the past two decades. It is very important to select an appropriate cost function in adaptive filtering theory. Recently, correntropy has been successfully used as a cost function for adaptive filter [3] - [6] and robust learning [7] - [10] . It exhibits better convergence and steady state performance than the mean square error (MSE) criterion based filtering algorithm [11] , [12] in the presence of non-Gaussian noise, e.g., the impulse noise. Generally, correntropy uses a Gaussian function as its kernel function [13] - [17] . In addition, it can also employ a generalized Gaussian function as its kernel function [18] - [20] . The convergence analysis and steady-state excess mean square error (EMSE) of correntropy based algorithms are provided in [21] - [25] . The kernel width plays a tradeoff role for correntropy between the convexity and the robustness to outlier. The convexity of the correntropic loss (C-loss) will be decreased with a small kernel width. On the contrary, the convexity of the C-loss will be increased whereas the outlier-rejection characteristic will be lost with a large kernel width. Therefore, it may be poor in adaptation [26] .
To overcome this shortcoming, a new cost function, i.e., kernel risk-sensitive loss (KRSL), was proposed by Chen and Wang for the first time [27] , and applied to adaptive filter [27] , [28] . As the error surface of KRSL is more convex than C-loss, the KRSL algorithm exhibits faster convergence rate and higher estimation accuracy than both MCC and GMCC algorithms. Meanwhile, KRSL is robust against outlier. However, the KRSL algorithm is proposed only for real domain adaptive filtering.
As the complex-valued signals and system parameters are widely existed in adaptive filtering, a lot of complex domain adaptive algorithms have been proposed in the past decade, such as the complex least mean square (CLMS) algorithm [29] , the maximum complex correntropy criterion (MCCC) algorithm [30] , [31] , and the generalized MCCC (GMCCC) algorithm [32] . Both MCCC and GMCCC algorithms show better performance in terms of convergence rate and steady state EMSE than the MSE criterion based algorithms. Similarly, the kernel width plays a vital role for correntropy between the convexity and the robustness to outlier. When the kernel width is small, the convexity of complex correntropic loss (CC-loss) will be decreased; when the kernel width is large, the convexity of CC-loss will be increased whereas the robustness to outlier characteristic will be lost. Moreover, the error surface of CC-loss is not optimal. It is steep nearby the optimal solution and flat far from the optimal solution, which may lead to poor performance in convergence rate and filtering accuracy.
To overcome the defects of MCCC and GMCCC, we define a complex KRSL (CKRSL) in this paper, which is an extension of the KRSL in complex domain. In addition, some important properties of CKRSL are derived in this paper. We use CKRSL as a cost function of the complex domain adaptive filter and derive the CKRSL algorithm. More importantly, the stability analysis and steady-state EMSE are derived for the CKRSL algorithm.
The remainder of this paper is organized as follows. In Section II, we define a new similarity measure, namely CKRSL, and discuss the properties of CKRSL. In Section III, CKRSL is applied to adaptive filter and a new adaptive filter algorithm, namely the CKRSL algorithm, is derived by using the gradient based method. The stability analysis is provided for CKRSL and steady-state EMSE is derived based on the Taylor expansion approximation. In Sections IV, simulations are performed to verify the correctness of the theoretical analysis and the superiority of the CKRSL algorithm. Section V concludes the work in this paper.
II. COMPLEX KERNEL RISK SENSITIVE LOSS
Given two complex variables C 1 = X 1 + jY 1 and C 2 = X 2 + jY 2 , the complex kernel risk-sensitive loss (CKRSL) is defined as
where X 1 , Y 1 , X 2 , and Y 2 are real variables, κ c σ (C 1 − C 2 ) is the kernel function, and λ is the risk-sensitive parameter.
In this paper, we use a Gaussian kernel, which is expressed as
where σ is the kernel width. In the practical case, the sample size N is finite. Thus, we estimate the CKRSL bŷ
According to (1) and (3), some important properties of CKRSL are therefore provided.
λ exp (λ) and reaches its minimum when
One can easily derive the Properties 1 and 2 from the definition of L c λ (C 1 , C 2 ). We omit the proofs here. Property 3: L c λ (C 1 , C 2 ) will be prone to
Properties 3 and 4 can be derived by using exp (x) x→0 → 1+x and the detailed proofs are omitted here.
Property 5: Given e = C 1 −C 2 = e 1 e 2 · · · e N T , where
For the detailed proof of Property 5, one can see Appendix A.
Remark 1: 1) Properties 3 and 4 illustrate that both MSE criterion and complex correntropy are special cases of CKRSL;
2) Property 5 illustrates that the convexity ofL c λ is determined by e, σ and λ. When λ is smaller than a certain value, L c λ is convex when e ∞ ≤ σ ; When λ is larger than a certain value,L c λ is convex at any point.
III. APPLICATION TO ADAPTIVE FILTER IN COMPLEX DOMAIN
In this section, we apply the CKRSL to the adaptive filter in complex domain.
A. COST FUNCTION
By using the CKRSL in adaptive filter model, we obtain the cost function as
where
is the error at discrete time i, d (i) is the desired signal at discrete time i, w = w 1 w 2 · · · w m is the unknown filter weight with order m,
T is the input vector at discrete time i, N is the sample size.
B. PERFORMANCE SURFACE
To further illustrate the superiority of the proposed CKRSL, we depict the performance surfaces of CC-loss and CKRSL in Figs. 1 and 2, respectively.
For visualization, the order of the filter is chosen as 1. The input signal is x (i) = x R (i) + jx I (i), where x R (i) and x I (i) are Gaussian distributed with unit variance, and j is the imaginary unit. The complex noise is are uniform distributed over [0, 2π ] . The optimal solution is w 0 = 5 + 5j.
It can be clearly seen that, the performance surface of CC-loss is flat when w is far from the optimal solution and steep when w is nearby the optimal solution. It will lead to a slow convergence rate far from the optimal solution, and may result in misadjustment nearby the optimal solution. Compared with CC-loss, CKRSL is more steep when w is far from the optimal solution and more flat when w is nearby the optimal solution. Thus, CKRSL has faster convergence rate far from the optimal solution and can avoid misadjustment nearby the optimal solution.
C. CKRSL ALGORITHM
By employing the stochastic gradient method to search the minimum of (4), we obtain
where η = µ/2σ 2 is the learning rate. It can be rewritten as
σ (e (i)) e * (i) x (i), i.e., the gradientbased MCCC algorithm.
When σ → ∞, η (i) = η, (7) becomes w (i + 1) = w (i)+ ηe * (i) x (i), i.e., the traditional CLMS algorithm.
1) STABILITY ANALYSIS
For simplicity, we rewrite (6) as
where f (e (i)) = exp λ 1 − κ c σ (e (i)) κ c σ (e (i)) e * (i). Consider the fact that
the error is rewritten as
is the noise at discrete time i. In this case,
Thus,
Therefore, E w (i + 1) 2 will converge when
2) STEADY-STATE MEAN SQUARE
When CKRSL reaches the steady-state, it satisfies that
Taking (12) and (14) into consideration, we obtain
The steady-state excess mean square error (EMSE) is defined as
We derive the expression of steady-state EMSE under the following commonly used assumptions [28] , [32] , [33] : A1) Both the priori error e a (i) and the noise v (i) are zero-mean; A2) v (i) is independent identically distributed (iid) and independent of e a (i) and x (i);
A3) x (i) is stationary and circular.
After some tedious calculations, we derive the steady-state EMSE as
For detailed derivation of (17), one can see Appendix B.
If η is small enough, we can further simplify the steadystate EMSE as
Remark 2: The steady-state EMSE in (17) is approximately derived on the condition that |e a | 2 is small enough. However, when the learning rate η or the noise variance is large, |e a | 2 will be large too. In this occasion, (17) cannot accurately enough to characterize the steady-state EMSE.
IV. SIMULATION
In this section, we use two examples, i.e., system identification and time series prediction, to confirm the correctness of theoretical analysis and the efficiency of the CKRSL algorithm. All the results are calculated by the average of 1000 Monte carol trials.
A. SYSTEM IDENTIFICATION
In this part, the filter weight
T is randomly generated, where w i = w Ri + jw Ii , w Ri , w Ii ∈ N (0, 0.1), w Ri and w Ii denote the real and imaginary parts of the w i , and N µ, σ 2 represents the Gaussian distribution with mean µ and variance σ 2 . The filter order m is five in the simulation, and the input signal x = x R + jx I is randomly generated, with x R , x I ∈ N (0, 1). To verify the robustness of the CKRSL algorithm, we add the additive complex noise v = v R + jv I in the simulations, where v R and v I denote the real and imaginary parts of the noise, respectively. The starting point of w is chosen as a zero vector for all the algorithms.
1) VERIFICATION OF THE THEORETICAL ANALYSIS
First, we verify the correctness of theoretical results for the CKRSL algorithm by two simulations. In the first simulation, v R , v I ∈ N 0, σ 2 v . We run 20000 iterations to ensure the CKRSL algorithm reaches the steady-state, and calculate the simulated EMSE by the last 10000 iterations. Figs. 3 and 4 compare the theoretical and simulated steady-state EMSEs of the CKRSL algorithm with different learning rates η and noise variances σ 2 v , respectively. It can be clearly seen that, the theoretical results match well with the simulated ones. 
2) PERFORMANCE COMPARISON WITH OTHER ALGORITHMS
Then, we compare the performance of CKRSL with other algorithms in terms of weight error power. For fairness comparison, all algorithms use gradient descent method to search the optimal solution. In order to demonstrate the robustness of CKRSL, five types of noises are used in the simulation. The first four types of noises are the typical contaminated non-Gaussian noise [28] , where 
The fifth type of noise is the typical alpha-stable distributed noise [27] , where e) v (i) = v R (i) + jv I (i) and v R , v I ∈ v alpha (α, β, γ , δ), with α = 1.3, β = 0.5, γ = 0.4 and δ = 0.1, where α, β, γ , δ are characteristic factor, symmetry parameter, dispersion parameter and location parameter, respectively.
Figs. 7 to 11 provide the convergence curves of different algorithms in terms of weight error power w (i) − w 0 2 under the above five cases, respectively. The learning rates of different algorithms are chosen to ensure all the algorithms have almost the same initial convergence rate. Other parameters (if existed) are chosen to guarantee the desirable performance. One can see clearly that, CKRSL has significantly better performance than CLMS in all cases. Meanwhile, CKRSL has similar performance to MCCC-G (gradient based MCCC algorithm) and GMCCC-G (gradient based GMCCC algorithm) in the first case, and has significantly better performance than both MCCC-G and GMCCC-G in other cases, especially in the second case.
3) INFLUENCE OF THE PARAMETERS λ AND σ
Next, we test the influence of risk-sensitive parameter λ and kernel width σ on the CKRSL. The model parameters are the same as before, and the noise parameter is the same as the fourth case in the Section IV. A. 2. Fig. 12 illustrates the performance of CKRSL under different λ. The parameters are chosen to make sure CKRSL has almost the same steady weight error power. It can be seen that, the parameter λ has significantly effects on the performance of CKRSL. Fig. 13 compares the performance of CKRSL and MCCC-G under different σ . The parameters are chosen to make sure both algorithms have almost the same initial convergence rate. It shows that, CKRSL performs better than MCCC when σ = 0.5 and σ = 0.8, and has similar performance to MCCC when σ = 50. One can see that, σ plays an important role on the performance of both MCCC and CKRSL algorithms. When the kernel width is small or large, both MCCC and CKRSL algorithms cannot achieve desirable performance.
4) INFLUENCE OF THE OUTLIER
Finally, we test the influence of the outlier on the performance of CKRSL. The model parameters are the same as before, and the noise parameter is the same as the first case in Section IV. A. 2. The steady-state weight error power of CLMS and CKRSL with different outlier occurrence probabilities and variances are illustrated in Figs. 14 and 15 . One can see that, compared with CLMS, CKRSL is more robust against the outlier occurrence probabilities and variances, and the steady-state weight error power of CKRSL changes much slower with the increase of outlier occurrence probabilities and variances. 
B. TIME SERIES PREDICTION
In this part, we apply the proposed CKRSL algorithm to the time series prediction of a complex valued nonlinear system, where x (t) = a 0 [x 1 (t) + jx 2 (t)], x 1 (t)is the MackeyGlass (MG) chaotic time series characterized by a differential equation as follows [17] , [34] :
is the inverse process of the MG chaotic time series, and a 0 is a randomly generated complex valued number, with real and imaginary parts uniform distributed over [0, 1] . The time series is sampled with a period of 6 seconds. To show the robustness of the CKRSL algorithm, the time series is contaminated by the complex valued noise and the parameter is the same as the fourth case in Section IV. A. 2. We use
] to predict x (i) and evaluate the performance by the mean square error (MSE) which is defined as
Fig . 16 compares the performance of different algorithms in terms of MSE. It can be seen that, the proposed CKRSL algorithm performs best among all the algorithms, followed with GMCCC-G, MCCC-G and CLMS. 
V. CONCLUSION
Similarity measure plays a very important role in adaptive filter. As an effective similarity measure, MCCC shows its robustness and efficiency in complex domain adaptive filter, especially in the presence of impulse noise. However, the performance surface of MCCC is not optimal. In this paper, a new similarity measure is proposed for complex domain, namely complex kernel risk-sensitive loss (CKRSL). Compared with other similarity measures, the performance surface of CKRSL is more reasonable. We present some important properties of CKRSL. Moreover, we apply the CKRSL to the complex domain adaptive filter, and derive the CKRSL algorithm. More importantly, we provide the stability analysis and the steady-state EMSE of the CKRSL algorithm. Simulations verify the efficiency of the CKRSL algorithm and the correctness of theoretical analysis in this paper.
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APPENDIX A PROOF OF PROPERTY 5
Using the Wirtinger Calculus [35] , we derive 
SolvingHL c λ
we obtain the eigenvalues ofHLc 
APPENDIX B DERIVATION OF THE STEADY-STATE EMSE
At the steady-state, the statistical property of e a (i), v (i) and e (i) are independent of time index i. Thus, i is omitted in the following expressions. The left handed side of (15) 
and it is approximated by a Taylor expansion as 
