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Abstract
The proper orthogonal decomposition reduced-order models (POD-ROMs) have been widely
used as a computationally efficient surrogate models in large-scale numerical simulations of
complex systems. However, when it is applied to a Hamiltonian system, a naive application of
the POD method can destroy its Hamiltonian structure in the reduced-order model. In this
paper, we develop a new reduce-order modeling approach for the Hamiltonian system, which
uses the traditional framework of Galerkin projection-based model reduction but modifies the
ROM so that the appropriate Hamiltonian structure is preserved. Since the POD truncation
can degrade the approximation of the Hamiltonian function, we propose to use the POD basis
from shifted snapshots to improve the Hamiltonian function approximation. We further derive
a rigorous a priori error estimate of the structure-preserving ROM and demonstrate its effec-
tiveness in several numerical examples. This approach can be readily extended to dissipative
Hamiltonian systems, port-Hamiltonian systems etc.
Keywords. Proper orthogonal decomposition; model reduction; Hamiltonian systems; structure-
preserving algorithms.
AMS subject classifications. 37M25, 65M99, 65P10, 93A15
1 Introduction
Hamiltonian systems arise in many applications such as mechanics, meteorology and weather
prediction, electromagnetism, and modeling of biological oscillators, etc. In most of the systems,
large-scale computation and long-time integration are required so that preserving intrinsic prop-
erties of the system is always desired as an important criterion in the development of numerical
schemes. It is well known that numerical methods such as geometric integrator or structure-
preserving algorithms are able to exactly preserve structural properties of Hamiltonian systems.
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For Hamiltonian ordinary differential equations (ODEs), development of structure-preserving
schemes has achieved a remarkable success, such as the symplectic algorithms proposed in [1, 2].
In the past two decades, various symplectic algorithms have been extended to Hamiltonian partial
differential equations (PDEs) to preserve the multi-symplectic conservation law [3, 4].
In recent years, there has been an increasing emphasis on constructing numerical methods to
preserve certain invariant quantities such as the total energy of continuous dynamical systems.
Various discrete gradient methods have been proposed in the literature, see for example [5, 6].
The averaged vector field (AVF) method was proposed in [7] for canonical Hamiltonian systems,
in which accurate computation of integrals are required. The method is extended in [8, 9] to
arbitrarily high order and non-canonical Hamiltonian systems. Based on the AVF method, a
systematic energy-preserving or energy dissipation method is developed in [10]. The discrete
variational derivative method is developed in [11] that inherits energy conservation or dissipation
properties for a large class of PDEs. The method is further generalized in [12, 13] to complex-
valued nonlinear PDEs. The concept of the discrete variational derivative and a general framework
for deriving integral-preserving numerical methods for PDEs were proposed in [14]. A class of
new structure-preserving methods for multi-symplectic Hamiltonian PDEs was designed in [15].
Since many applications of Hamiltonian systems involve repeated, large-scale numerical simu-
lations, reduced-order modeling can be employed to obtain an efficient surrogate model. One such
model reduction technique is the proper orthogonal decomposition (POD) method, which has been
successfully applied to many time-dependent, nonlinear PDEs ([16, 17, 18, 19, 20, 21, 22, 23, 24]).
The POD method is a data-driven approach, which extracts a few leading order, orthogonal basis
functions from snapshots. By approximating the state variable in the subspace spanned by this
basis set and combining with the Galerkin (or Petrov-Galerkin) methods, one can construct a
low-dimensional dynamical system to approximate the original system. Because the dimension of
the reduced-order model (ROM) is low, it is computationally inexpensive for numerical simula-
tions. Although being successfully applied to many PDE models, when a Hamiltonian system is
considered, the POD-ROM is not able to preserve some desired physical quantities because the
structure of the original system may not be retained in the dynamical system.
This issue has been discussed recently and attempts are made to address it. For example,
structure-preserving interpolatory projection methods are developed in [25] for keeping structures
such as symmetry of linear dynamical systems. It is then extended to port-Hamiltonian systems
via tangential rational interpolation in [26]. For port-Hamiltonian systems, structure-preserving
Petrov-Galerkin reduced models are introduced in [27], in which the POD-based and H2-based
projection subspaces are discussed. A combination of POD and H2 quasi-optimal selections of
the subspace as well as a structure-preserving nonlinear model reduction via discrete empirical
interpolation method (DEIM) is recently developed in [28]. A proper symplectic decomposition
(PSD) approach based on the symplectic Galerkin projection is proposed in [29] for developing
ROMs of the Hamiltonian PDEs with a symplectic structure. Three algorithms are designed
to extract the PSD basis from snapshots computed. There are some other model reduction
approaches that aim to preserve Lagrangian structures, for instance, in [30, 31].
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In this paper, we use the standard framework of Galerkin projection-based model reduction,
but propose a structure-preserving ROM of Hamiltonian systems. The new ROM possesses the
appropriate Hamiltonian structure; however, due to the POD truncation, there may exist dis-
crepancies in the approximation to the Hamiltonian function between the new ROM and the
original or the full-order model (FOM). We then introduce the POD basis from shifted snapshots
to improve the reduced-order approximation.
The rest of this paper is organized as follows. In Section 2, we introduce the structure-
preserving Galerkin (SPG) POD reduced-order modeling approach for Hamiltonian systems; Sev-
eral issues on the implementation are discussed in Section 3; An a priori error estimate is presented
in Section 4; The effectiveness of the proposed ROM is demonstrated through several numerical
examples in Section 5; A few concluding remarks are drawn in the last section.
2 Structure-Preserving Galerkin ROMs
We consider a general Hamiltonian PDE system
u˙ = D δH
δu
, (2.1)
where H(u) is the Hamiltonian of the system which often corresponds to its total energy. It
preserves H(u) invariant if D is a skew-adjoint operator.
Due to the need for long-term integrations, numerical methods for solving the Hamiltonian
PDE system are expected to possess certain stability and preservation properties. Based on the
property of the Hamiltonian system, keeping the energy invariant is usually used as a basic guiding
principle while designing a robust numerical scheme. For the purpose of reducing the computa-
tional cost, the POD-ROM can be considered in repeated, large-scale numerical simulations of
the Hamiltonian system. However, the standard Galerkin projection-based model reduction tech-
nique may destroy the structure of the reduced order system. In this section, we develop a new
POD-ROM for the Hamiltonian system, which uses the Galerkin projection-based model reduc-
tion technique, but is modified to retain the appropriate structure of the PDE system. In the
following, we briefly introduce the POD method (for details on POD, the reader is referred to
[20]).
2.1 The proper orthogonal decomposition approximation
The POD method extracts essential information from some snapshot data of a system, which
is then used to form a global basis. The original state variable is then approximated in the space
spanned by only a handful of dominant basis functions.
Suppose the system is numerically discretized by using certain methods, in which the number
of degrees of freedom (DOF) in space is n. Let yi represent the numerical solution at time instance
ti. The snapshot data Y consists of numerical solutions at selected time instances t1, . . . , tm, i.e.,
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Y = [y1, . . . ,ym] ∈ Rn×m. The POD method seeks an orthonormal basis {φ1, . . . ,φr} from the
optimization problem
min
Rank(Φ)=r
M∑
j=1
∥∥∥yj −ΦΦ>yj∥∥∥2 s.t. Φ>Φ = Ir,
where Φ = [φ1, . . . ,φr] ∈ Rn×r, Ir is the r × r identity matrix, and ‖ · ‖ denotes the 2-norm in
the Euclidean space throughout the paper.
It is well-known that the POD basis vectors, φ1, . . . ,φr, are the left singular vectors of Y
corresponding to the first r leading nonzero singular values σ1 ≥ σ2 ≥ . . . ≥ σr > 0. When Y is
low-and-fat (n << m), the POD basis can be found by using the SVD algorithm. Conversely, if Y
is tall-and-skinny (n >> m), the method of snapshots can be applied. When parallel computing is
implemented in large-scale computing problems, one can use an approximate partitioned method
of snapshots to further reduce the computational complexity and the communication volume for
generating the POD basis [32].
Proposition 1 Let Φ be the r-dimensional POD basis, the rank of snapshot matrix Y be d and
σ1 ≥ σ2 ≥ . . . ≥ σd > 0 be nonzero singular values of Y. Then the POD projection error of the
snapshot matrix satisfies ([22, 33])
M∑
j=1
∥∥∥yj −ΦΦ>yj∥∥∥2 = d∑
j=r+1
σ2j . (2.2)
We shall also consider an ideal case, in which the entire continuous trajectory of the system
is assumed to be available on the whole time interval [0, T ]. Taken the trajectory y(t) to be the
snapshot, which is a continuous, vector-valued function in Rn. The POD method is to find a
set of optimal basis functions {φ1, . . . ,φr} by minimizing the projection error of y(t) onto the
subspace spanned by the basis, i.e.,
min
Rank(Φ)=r
∫ T
0
∥∥∥y(t)−ΦΦ>y(t)∥∥∥2 dt s.t. Φ>Φ = Ir,
where Φ = [φ1, . . . ,φr] ∈ Rn×r and Ir is the identity matrix. The optimization solution is equiva-
lent to find the first r dominant eigenvectors of the snapshot covariant matrix R =
∫ T
0 y(t)y(t)
> dt.
Proposition 2 Let Φ be the r-dimensional POD basis, the rank of snapshot covariant matrix R
be d and λ1 ≥ λ2 ≥ . . . ≥ λd > 0 be nonzero eigenvalues of R. Then the POD projection error of
the snapshot satisfies ([22, 33])∫ T
0
∥∥∥y(t)−ΦΦ>y(t)∥∥∥2 dt = d∑
j=r+1
λj . (2.3)
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2.2 The structure-preserving POD-ROM
After a spatial discretization of (2.1), the finite dimensional Hamiltonian ODE system is given
by (e.g. see [10])
u˙ = D∇uH(u), (2.4)
where D is a skew-symmetric matrix. The system is complemented by an initial condition u(t0) =
u0 and appropriate boundary conditions. Note that we abuse the notation here by still using u
to denote the discrete variable u ∈ Rn, where n is the dimension of the discrete variable.
Suppose the POD basis matrix Φ is obtained, the reduced-order approximation of the state
variable u is ur = Φa(t), where a(t) is the unknown coefficient vector. Substituting u with ur in
(2.4), we have
Φa˙ = D∇uH(Φa).
Applying the Galerkin method by multiplying Φ> on both sides and using the fact Φ>Φ = Ir,
we have
a˙ = Φ>D∇uH(Φa). (2.5)
The time derivative of Hamiltonian function H (usually, energy of the system) is
d
dt
H(Φa) = [∇aH(Φa)]>a˙
= [Φ>∇uH(Φa)]>Φ>D∇uH(Φa)
= ∇uH(Φa)>ΦΦ>D∇uH(Φa),
where we use the fact that
∇aH(Φa) = Φ>∇uH(Φa). (2.6)
Recall that Φ is composed of the dominant r left singular vectors of the snapshot matrix. In the
case of r = n, Φ is a square unitary matrix and ΦΦ> = In, we have ddtH(Φa) = 0 because D is
skew-symmetric, then the Hamiltonian is a constant. However, r  n in most cases and Φ is not
a square matrix. Thus, ΦΦ>D does not have the property of D as a skew-symmetric matrix so
that the property of the Hamiltonian function is not guaranteed to be preserved. Next, we follow
the same framework of Galerkin projection-based POD reduced order modeling, but modify the
model so that the Hamiltonian structure is well kept after applying ROM.
Structure-preserving ROMs In order to keep the structure of the Hamiltonian system, we
assume that there exists a matrix Dr with the same property like D such that, in (2.5),
Φ>D = DrΦ>. (2.7)
With the new Dr, we have the Galerkin projection-based ROM in the following from:
a˙ = Φ>D∇uH(Φa)
= DrΦ
>∇uH(Φa)
= Dr∇aH(Φa) (2.8)
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with initial condition a(t0) = Φ
>u0. In this reduced-order dynamical system, we have the time
derivative of the Hamiltonian function H is
d
dt
H(Φa) = [∇aH(Φa)]>a˙
= [∇aH(Φa)]>Dr∇aH(Φa)
= 0, if Dr is skew-symmetric.
Therefore, the reduced-order model possesses an invariant Hamiltonian, in which the key is how
to obtain the new skew symmetric matrix Dr.
Note that equation (2.7) is over-determined for Dr. By right multiplying Φ on both sides of
the equation, we have the normal equation solution
Dr = Φ
>DΦ, (2.9)
which is skew symmetric if D is skew symmetric. Therefore, when an appropriate numerical algo-
rithm is employed, the structure-preserving ROM (SP-ROM) (2.8)-(2.9) will keep the Hamiltonian
function approximation invariant as that in the FOM. We will discuss several implementation is-
sues of the model and present a theoretical analysis in next sections.
Remark 2.1 When the operator D in equation (2.1) is negative (semi-) definite, the system
possesses a non-increasing Lyapunov function H(u). The corresponding dynamical system after
a spatial discretization has a negative (semi-) definite coefficient matrix D. The standard POD-G
ROM doesn’t preserve the structure since ΦΦ>D is not negative definite in general. The proposed
structure-preserving ROM can still be used to circumvent this problem. Indeed, by choosing Dr =
Φ>DΦ in (2.8), the resulting ROM guarantees that ddtH(Φa) = [∇aH(Φa)]>Dr∇aH(Φa) ≤ 0.
Thus, the Lyapunov approximation H(Φa) is non-increasing.
3 Choices on implementations
In this section, we describe some details on the implementation.
3.1 Choice of snapshots
Motivated by the error estimate in Section 4, besides the collections of state variables u(tj) for
j = 1, . . . ,M , we also include in the snapshots weighted gradient information of the Hamiltonian
function, µ∇uH(u(tj)). Denote the snapshot matrix by
Y = [u(t1), . . . ,u(tM ), µ∇uH(u(t1)), . . . , µ∇uH(u(tM ))] . (3.10)
The POD basis Φ functions are the dominant r left singular vectors of the snapshot matrix.
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Correspondingly, based on Proposition 2, we have the following POD projection errors under
the assumption on the availability of the entire continuous trajectory:∫ T
0
∥∥∥u(t)−ΦΦ>u(t)∥∥∥2 dt+ µ2 ∫ T
0
∥∥∥∇uH(u(t))−ΦΦ>∇uH(u(t))∥∥∥2 dt = d∑
j=r+1
λj , (3.11)
where λj is the j-th leading eigenvalue of the snapshot covariance matrix.
3.2 Improvement of the Hamiltonian approximation
Although a few POD basis functions capture most of the system information, the basis truncation
would result in a loss of information, which leads to a discrepancy of the Hamiltonian function
approximation between the ROM and the FOM. Since the proposed SP-ROM is able to keep a
constant Hamiltonian in the reduced-order simulation, for improving the Hamiltonian function
approximation, we only need to adjust its initial value. To this end, we propose a way to address
this issue and compare it with the approach in [29].
I. Enrichment of the POD basis ([29]) It is natural to introduce a new basis that could
capture the missing information of the POD approximation at the beginning of the simulation.
The POD projection of initial data u0 is given by PΦu0 = ΦΦ
>u0 and the related residual is
r = (I− PΦ)u0, which is orthogonal to the POD basis. When r is nonzero, it can be normalized
and added to the original POD basis set as a new basis function ψ = r‖r‖ . Obviously, when r is
zero, no action is needed.
Using the enriched basis guarantees the initial information be completely captured. Together
with the SP-ROM, the invariant Hamiltonian function would be well kept in the reduced-order
simulation. However, the new basis function ψ aims to capture initial information, but it will be
used as a global basis in the entire simulation; thus, it may degrade the overall accuracy of the
state variable approximation.
II. POD basis of shifted snapshots We propose a new way to overcome the Hamiltonian
discrepancy by using the POD basis from shifted snapshots. Instead of considering Y in (3.10),
we use a shifted snapshot set
[u(t1)− u0, . . . ,u(tM )− u0, µ∇uH(u(t1), . . . , µ∇uH(u(tM )] . (3.12)
The related POD approximation becomes
u = u0 + Φa(t), (3.13)
where Φ comes from the shifted snapshots and a is the unknown coefficient. Substituting (3.13)
into the SP-ROM (2.8), we have
a˙ = Dr∇aH(u0 + Φa), (3.14)
where Dr = Φ
>DΦ with the initial condition a(t0) = 0.
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4 Error estimate
In this section, we present an a priori error estimation of the SP-ROM (2.8)-(2.9). The deriva-
tion mainly follows the state space error estimation developed by Chaturantabut and Sorensen
in [33] for the POD-DEIM nonlinear model reduction. The difference lies in the structure of
proposed SP-ROM and our choice of snapshots. In a sequel, we analyze the approximation error
of the reduced-order simulation and we shall focus on the error caused by the POD truncation by
suppressing the spatial and temporal discretization errors.
Define the Lipschitz constant and logarithmic Lipschitz constant of a mapping F : Rn → Rn,
respectively, as follows:
L[F ] = sup
u6=v
‖F (u)− F (v)‖
‖u− v‖ , and M[F ] = supu 6=v
〈u− v, F (u)− F (v)〉
‖u− v‖2 ,
where the Euclidian inner product 〈·, ·〉 : Rd×Rd → R is for any positive integer d. The logarithmic
Lipschitz constant could be negative, which was used in [33] to show that the error of reduced-order
solution is uniformly bounded on t ∈ [0, T ] when the map F is uniformly negative monotonic.
Theorem 4.1 Let u(t) be the solution of the FOM (2.4), a(t) be the solution of the SP-ROM
(2.8)-(2.9) with the initial condition a(t0) = Φ
>u(·, 0), the POD approximation error satisfies∫ T
0
‖u(t)−Φa(t)‖2 dt ≤ C(T, µ)
d∑
j=r+1
λj ,
where λj is the j-th leading eigenvalue of the snapshot covariance matrix associated to the snap-
shots defined in (3.10).
Proof Define the POD approximation error
e = u−Φa = u−ΦΦ>u + ΦΦ>u−Φa = ρ+ θ, (4.15)
where ρ = u−ΦΦ>u and θ = ΦΦ>u−Φa. Note that
d
dt
‖θ‖ = 1
2‖θ‖
d
dt
‖θ‖2 = 1‖θ‖
〈
θ, θ˙
〉
(4.16)
and
θ˙ = ΦΦ>u˙−Φa˙
= ΦΦ>D∇uH(u)−ΦDr∇aH(Φa)
= ΦΦ>D∇uH(u)−ΦΦ>DΦΦ>∇uH(u)
+ΦΦ>DΦΦ>∇uH(u)−ΦΦ>DΦΦ>∇uH(ΦΦ>u)
+ΦΦ>DΦΦ>∇uH(ΦΦ>u)−ΦΦ>DΦΦ>∇uH(Φa). (4.17)
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Testing equation (4.17) by θ, we have, on the right-hand side of (4.17),〈
θ,ΦΦ>D (I −ΦΦ>)∇uH(u)
〉
≤ ‖θ‖ ‖ΦΦ>D‖ ‖(I −ΦΦ>)∇uH(u)‖, (4.18)
〈
θ,ΦΦ>DΦΦ> (∇uH(u)−∇uH(ΦΦ>u))
〉
≤ ‖θ‖ ‖ΦΦ>DΦΦ>‖L[∇uH] ‖(I −ΦΦ>)u‖,
(4.19)
〈
θ,ΦΦ>DΦΦ> (∇uH(ΦΦ>u)−∇uH(Φa))
〉
≤M[ΦΦ>DΦΦ>∇uH] ‖θ‖2. (4.20)
Let C1 =M[ΦΦ>DΦΦ>∇uH], C2 = ‖ΦΦ>DΦΦ>‖L[∇uH], and C3 = ‖ΦΦ>D‖ and combine
(4.16) with (4.17)-(4.20), we have
d
dt
‖θ‖ ≤ C1‖θ‖+ C2‖ρ‖+ C3‖η‖,
where η = ∇uH(u)−ΦΦ>∇uH(u). Applying Gronwall’s lemma, for any t ∈ [0, T ], we get
‖θ(t)‖ ≤
∫ t
0
eC1(t−τ)(C2‖ρ‖+ C3‖η‖) dτ,
where we used the fact that θ(0) = 0. Therefore, for any t ∈ [0, T ], we have
‖θ(t)‖2 ≤ α(T )
[
C22
∫ T
0
‖ρ‖2dt+ C23
∫ T
0
‖η‖2 dt
]
,
where α(T ) = 2
∫ T
0 e
2C1(T−τ) dτ . Hence,∫ T
0
‖θ(t)‖2 dt ≤ Tα(T )
[
C22
∫ T
0
‖ρ‖2dt+ C23
∫ T
0
‖η‖2 dt
]
. (4.21)
A combination with (3.11) and (4.15) indicates that the POD approximation error is bounded by∫ T
0
‖e(t)‖2 dt ≤ C(T, µ)
∑
j>r
λj ,
where C(T, µ) = 1 + Tα(T )(C22 + C
2
3/µ
2).
Theorem 4.2 Let u(t) be the solution of the FOM (2.4) and a(t) be the solution of the SP-ROM
(3.14) and (2.9) with the initial condition a(t0) = 0, the POD approximation error satisfies∫ T
0
‖u(t)− (u0 + Φa(t))‖2 dt ≤ C(T, µ)
d∑
j=r+1
λj ,
where λj is the j-th leading eigenvalue of the snapshot covariance matrix associated to the shifted
snapshots defined in (3.12).
Proof Define w = u− u0, we rewrite the FOM (2.4) in terms of w as follows.
w˙ = D∇uH(u0 + w) (4.22)
with initial condition w(t0) = 0. The approximation error of the SP-ROM (3.14) and (2.9) is
e = (u0 + w)− (u0 + Φa) = w −Φa, (4.23)
which can be analyzed in the same manner as that is done in Theorem 4.1.
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5 Numerical experiments
In this section, we consider the following Hamiltonian PDEs: 1) the wave equation; 2) the
Korteweg-de Vries (KdV) equation. Both of them are of certain structures and have a constant
energy, in particular, the first one has the symplectic structure.
5.1 Wave equation
Consider the one-dimensional semilinear wave equation with a constant moving speed c and
a nonlinear forcing term g(u),
utt = c
2uxx − g(u), 0 ≤ x ≤ l.
The equation can be written in the Hamiltonian formulation, which has a symplectic structure,
as follows: [
u˙
v˙
]
=
[
0 1
−1 0
][
δH
δu
δH
δv
]
, (5.24)
where the Hamiltonian, also the system energy,
H(u, v) =
∫ l
0
[
1
2
v2 +
c2
2
u2x +G(u)
]
dx,
with G′(u) = g(u), δHδu = −c2uxx + g(u) and δHδv = v. After a spatial discretization with the
number of degrees of freedom n, (5.24) is rewritten into[
u˙
v˙
]
=
[
0 In
−In 0
][
−Au + G′(u)
v
]
, (5.25)
where A is a discrete, scaled, one-dimensional second order differential operator and G(u) is the
discretization of the nonlinear function G(u). The coefficient matrix is skew-symmetric. The
problem has been tested by a proper symplectic decomposition method in [29]. We will use the
same example to test our structure preserving ROMs.
Consider only a linear case g(u) = 0 since nonlinearity doesn’t affect the structure of ROMs.
In particular, we use c = 0.1, x ∈ [0, 1], t ∈ [0, 50], and periodic boundary conditions. The initial
condition satisfies u(0) = h(s(x)) and u˙(0) = 0, where h(s) is a cubic spline function defined by
h(s) =

1− 32s2 + 34s3 if 0 ≤ s ≤ 1,
1
4(2− s)3 if 1 < s ≤ 2,
0 if s > 2,
and s(x) = 10|x− 12 |.
In a full-order simulation, the spatial domain is partitioned into n = 500 equal subintervals,
thus the mesh size ∆x = 2 × 10−3. We use the average vector field method (AVF) for the time
integration with a time step ∆t = 0.01. A three-point stencil finite difference method is taken
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for the spatial discretization of the 1D Laplacian operator. The fully discrete scheme solution at
time tk+1, u
k+1
h and v
k+1
h , satisfies uk+1h −ukh∆t
vk+1h −vkh
∆t
 = [ 0 In−In 0
]−Auk+1h +ukh2
vk+1h +v
k
h
2
 , (5.26)
where
A =
c2
∆x2

−2 1 0 0 · · · 1
1 −2 1 0 · · · 0
. . .
. . .
. . .
0 · · · 0 1 −2 1
1 · · · 0 0 1 −2

,
the initial data u0h has the i-th component equals h(s(xi)) for 1 ≤ i ≤ n and v0h = 0. The linear
system is solved by the built-in direct solver of Matlab software. The time evolution of u(x, t),
v(x, t) and energy H(t) of the full-oder results are plotted in Figure 1. It is seen that the energy is
accurately preserved at t./Figures/he value H = 7.5×10−2. Since the exact solution is unknown,
0 10 20 30 40 50
0.075
0.075
0.075
0.075
0.075
0.075
t
H
Figure 1: Full-order model simulation: time evolution of u (left), time evolution of v (middle),
and energy evolution H(t) (right).
in what follows, the full-order simulation results will be served as our benchmark solution.
Next, we investigate the numerical performance of four ROMs: i) standard POD-G ROM;
ii) the SP-ROM with standard POD basis; iii) the SP-ROM with enriched POD basis; iv) the
SP-ROM with POD basis of shifted snapshots. The criteria we shall use include: the maximum ap-
proximation error over the entire spatial-temporal domain, E∞ = max
k≥0
max
0≤i≤n
√[
(ukh)i − (ukr )i
]2
+
[
(vkh)i − (vkr )i
]2
,
and the energy value in the reduced-order simulation Hr(t).
5.1.1 Standard POD-G ROM.
Snapshots are collected from the full-order simulation every 50 time steps. Using the singu-
lar value decomposition, we find the r-dimensional POD basis Φu and Φv for functions u and v,
respectively. The standard POD-G ROM is generated as follows by substituting the POD approx-
imation ur(t) = Φua(t) and vr(t) = Φvb(t) into the FOM and applying the Galerkin projection.
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The model reads [
a˙
b˙
]
=
[
Φ>uΦvb
Φ>v AΦua
]
. (5.27)
Under the same time integration method as the FOM, we have the POD basis coefficient at tk+1,
ak+1 and bk+1, satisfying [
ak+1−ak
∆t
bk+1−bk
∆t
]
=
[
Φ>uΦv
bk+1+bk
2
Φ>v AΦu
ak+1+ak
2
]
(5.28)
with a0 = Φ>u u0 and b0 = Φ
>
v v0.
When r = 5, the maximum error of the reduced-order simulation is E∞ = 0.4591. In particular,
it is observed that the Hamiltonian function varies with time as shown in Figure 2 (left), which
is an evidence of the standard POD-G ROM is not structure preserving. Indeed, the value of
Hamiltonian function at the final time is 17.43% larger than the accurate value.
When the dimension increases to r = 20, the POD-G ROM results are improved: maximum
approximation error is E∞ = 0.0208; the approximation error of the Hamiltonian function value
decreases to O(10−6), but it still varies with time as shown in Figure 2 (right).
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Figure 2: Time evolution of energy error in the standard POD-ROM simulations at r = 5 (left)
and r = 20 (right).
Remark 5.1 For the same example, we didn’t observe the blow up phenomena of the standard
POD-G ROM solutions like what was obtained in [29], even a smaller number of POD basis
functions and a longer time interval were used in our test. One possible reason for the good
performance is that we generated POD basis functions for u and v separately, not together. This
ensures appropriate information was captured by each basis.
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5.1.2 SP-ROMs with standard POD basis.
Based on the method proposed in Section 2, we construct a new structure-preserving ROM
using the standard POD basis (SP-ROM-0):[
a˙
b˙
]
=
[
0 Φ>uΦv
−Φ>v Φu 0
][
−Φ>uAΦua
b
]
. (5.29)
The coefficient matrix in the new ROM is skew-symmetric, which has the same structure as that of
the FOM. Thus, we expect a constant Hamiltonian function approximation in the reduced-order
simulation by using the AVF scheme. The discretized equation system reads[
ak+1−ak
∆t
bk+1−bk
∆t
]
=
[
0 Φ>uΦv
−Φ>v Φu 0
][
−Φ>uAΦu a
k+1+ak
2
bk+1+bk
2
]
(5.30)
with a0 = Φ>u u0 and b0 = Φ
>
v v0.
Motivated by our error analysis, we introduce the weighted gradient of Hamiltonian function
into the snapshots (3.10). We first investigate the effect of weight µ on the numerical performance
of SP-ROM-0 by varying its value in the range 0 ≤ µ ≤ 1 (note that µ can be any positive constant,
but a larger µ would make POD basis functions capture more information from the gradient of
Hamiltonian function than the state variable).
Figure 3 shows the trend of maximum error E∞ versus µ for the cases r = 5 and r = 20,
respectively. It is found that, when r = 5, the minimum E∞ is achieved at µ = 0.0800 with the
associated error 0.2480; the value of E∞ increases slightly to 0.2606 at µ = 0. When r = 20,
the minimum E∞ is obtained at µ = 0.0020 with the related error 0.0051; it increases slightly to
0.0058 at µ = 0.
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Figure 3: Maximum errors of the SP-ROM-0 approximation versus the values of µ: r = 5 (left)
and r = 20 (right).
Based on the above observations, we conclude that: (i) when µ = 0, the SP-ROM-0 performs
well; (ii) by choosing an optimal µ, the accuracy of the SP-ROM-0 model is improved. However,
the price one pays for finding the optimal µ is multiple runs of the ROMs, involving both offline
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and online processes, in order to tune this free parameter. Since the SP-ROM yields a good
approximation when µ = 0, we will only consider the µ = 0 case in what follows.
When µ = 0, that is, the snapshot set only contains the selected time samples of uh(t). The
Hamiltonian of the 5-dimensional SP-ROM-0, Hr(t), is a constant as shown in Figure 4 (left).
However, there exists a discrepancy Hr(t)−H(t) = −7.1245×10−3. As the dimension is increased
to r = 20, the reduced-order simulation is improved as expected. The global error decreases from
0.2606 to 0.0058, and the Hamiltonian is close to that of the FOM. Indeed, the energy discrepancy
shrinks to be Hr(t)−H(t) = −2.6563× 10−7 as shown in Figure 4 (right).
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Figure 4: Time evolution of energy error of SP-ROM-0 at µ = 0: r = 5 (left) and r = 20 (right).
In practice, it is more useful to improve the performance of low-dimensional ROMs. In the
next two subsections, we will focus on the 5-dimensional structure preserving ROMs (r = 5),
µ = 0 in the snapshots, and compare two ways for improving the Hamiltonian approximation.
5.1.3 SP-ROMs with corrected Hamiltonian
Approach I. SP-ROMs with enriched POD basis We introduce into the 5-dimensional
POD basis set an extra basis function generated from the residual of initial data, that is, Φ˜u =
[Φu,ψu] and Φ˜v = [Φv,ψv]. The discrete structure preserving ROM with the enriched POD basis
(SP-ROM-1) is the following:[
ak+1−ak
∆t
bk+1−bk
∆t
]
=
[
0 Φ˜
>
u Φ˜v
−Φ˜>v Φ˜u 0
][
−Φ˜>uAΦ˜u a
k+1+ak
2
bk+1+bk
2
]
(5.31)
with a0 = Φ˜
>
u u0 and b
0 = Φ˜
>
v v0. Since the SP-ROM (2.8)-(2.9) keeps the Hamiltonian function
invariant, it is expected that the energy approximation in the SP-ROM-1 simulations becomes
more accurate after introducing the extra basis function.
Consider the snapshots at µ = 0, that is, the snapshot set (3.10) only contains the selected time
samples of uh(t). It is found that there is no any visible discrepancy in the energy approximation
between the ROM and FOM. As shown in Figure 5 (left), the magnitude of the discrepancy is
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O(10−14). However, the maximum error increases to E∞ = 0.4138, which is more than 1.5 times
of that in the 5-dimensional SP-ROM-0.
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Figure 5: Time evolution of energy error in the 6-dimensional SP-ROM-1 (left) and 5-dimensional
SP-ROM-2 (right) when µ = 0. Note that the magnitude of Hr(t) −H(t) is O(10−14), thus the
energy is accurately captured in both models.
Approach II. SP-ROMs with POD basis of shifted snapshots In this case, the POD
basis is generated from shifted snapshots (3.12) with the choice of µ = 0. With the use of the
structure-preserving ROM (3.14) and (2.9), the SP-ROM-2 model reads[
ak+1−ak
∆t
bk+1−bk
∆t
]
=
[
0 Φ>uΦv
−Φ>v Φu 0
]([
−Φ>uAΦu a
k+1+ak
2
bk+1+bk
2
]
+
[
−Φ>uAu0
Φ>v v0
])
(5.32)
with a0 = 0 and b0 = 0.
The time evolution of the Hamiltonian function error, Hr(t) − H(t), is shown in Figure 5
(right). It is observed that the magnitude of the discrepancy is O(10−14), thus the Hamiltonian
function approximation in the SP-ROM-2 is more accurate. Furthermore, the maximum error
E∞ = 0.1526, which is about 59% of the 5-dimensional SP-ROM-0 approximation error.
5.2 Korteweg-de Vries (KdV) equation
The KdV equation
ut = αuux + ρux + γuxxx,
defined in the spatial temporal domain [−L,L]× [0, T ], has a bi-Hamiltonian form (see, e.g., [34]).
Here, we consider the first Hamiltonian formulation
ut = S δH
δu
, (5.33)
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where S = ∂x denotes the first-order derivative with respect to space and the Hamiltonian func-
tion, which is the system energy,
H =
∫ L
0
(α
6
u3 +
ρ
2
u2 − ν
2
u2x
)
dx.
The other Hamiltonian formulation can be treated in the same manner.
Consider a problem associated with the periodic boundary conditions u(−L, t) = u(L, t) for
t ∈ [0, T ] and initial condition u(x, 0) = u0(x). In the full-order simulation, the domain [−L,L]
is divided into n uniform subdomains with the interior grid points xi = i∆x for i = 1, . . . , n
and ∆x = 2Ln . Let A and B be the matrices associated to the discretization of the skew adjoint
operator S and the second-order derivative by central differences, respectively, i.e.,
A =
1
2∆x

0 1 0 0 · · · −1
−1 0 1 0 · · · 0
. . .
. . .
. . .
0 · · · 0 −1 0 1
1 · · · 0 0 −1 0

, B =
1
∆x2

−2 1 0 0 · · · 1
1 −2 1 0 · · · 0
. . .
. . .
. . .
0 · · · 0 1 −2 1
1 · · · 0 0 1 −2

(5.34)
and u = (u1, . . . , un)
>, the semi-discrete KdV equation can be written in a vector form
du
dt
= A∇uH(u)
= A
(α
2
u2 + ρu + νBu
)
, (5.35)
where H(u) =
∑n
j=1
[
α
6u
3
j +
ρ
2u
2
j − ν2 (δ+x uj)2
]
and δ+x uj is the forward finite differencing. The
discrete energy H∆x approximates to H as ∆x goes to zero. Since A is skew-symmetric, this
dynamical system conserves the discrete energy H∆x.
In the rest of this subsection, we consider the test example, in which parameters α = −6,
ρ = 0, ν = −1, L = 20 and T = 20. The initial condition u0(x) = sech2
(
x√
2
)
. Mesh sizes are
chosen as ∆x = ∆t = 0.02 in the FOM simulation. For the time integration, we use the method
of AVF. At time tk, the solution u
k
h satisfies,
uk+1h − ukh
∆t
= A
[
α
6
(
(ukh)
2 + ukhu
k+1
h + (u
k+1
h )
2
)
+ ρu
k+ 1
2
h + νBu
k+ 1
2
h
]
, (5.36)
where u
k+ 1
2
h =
(
ukh + u
k+1
h
)
/2 and the initial data u0h has the i-th component to be u0(xi) for
1 ≤ i ≤ n. Due to the nonlinearity of the model, iterative methods such as the Picard’s method
is used when solving the system. The evolution of the full-order simulation uh(x, t) and energy
H(t) ≈ −1.1317 is shown in Figure 6.
Next, we investigate the numerical behavior of ROMs. Since the exact solution is unknown, we
regard the full-order results as a benchmark and compare the accuracy of standard POD-G ROMs
and the proposed structure-preserving ROMs by measuring the error E∞ = max
k>0
max
0≤i≤n
|(ukh)i −
(ukr )i| and the energy value in the reduced-order simulations, Hr(t).
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Figure 6: The full-order state solution u (left) and energy H(t) (right).
5.2.1 Standard POD-G ROMs
Considering the snapshots collected from the full-order simulation every 5 time steps, we
generate the r-dimensional POD basis matrix Φ. Replacing u by its reduced-order approximation
ur = Φa in (5.35), multiplying Φ
> on both sides of the equation and using the fact that Φ>Φ = Ir,
we have
da
dt
= Φ>A∇uH(Φa). (5.37)
Using the same AVF scheme, the discrete POD-G ROM reads
ak+1 − ak
∆t
= Φ>A
[
α
6
(
(Φak)2 + (Φak)(Φak+1) + (Φak+1)2
)
+ ρΦ
ak + ak+1
2
+ νBΦ
ak + ak+1
2
]
(5.38)
with the initial condition a0 = Φ>u0. This model is also nonlinear, thus the Picard’s iteration is
used in simulating the system. Since the nonlinear is quadratic, tensor manipulation can be used
for efficiently evaluating the nonlinear term (see, e.g., in [35]).
When r = 40, the maximum error E∞ = 2.9637×10−2. The time evolution of energy is shown
in Figure 7 (left), which indicates the energy is not exactly conserved. It is because the coefficient
matrix of the ROM is not skew-symmetric, thus the Hamiltonian structure is damaged.
When the dimension is increased to r = 60, the maximum error is reduced to E∞ = 2.4476×
10−3, and the energy discrepancy decreases to O(10−4), but the value of the energy approximation
still varies with time as shown in Figure 7 (right).
In the rest of this test, we will focus on the low dimensional case and aims to improve the
accuracy of the SP-ROMs with r = 40.
5.2.2 SP-ROMs with standard POD basis
The proposed structure-preserving ROMs possess a skew-symmetric coefficient matrix Ar =
Φ>AΦ, and the dynamical system reads
da
dt
= Ar∇aH(Φa). (5.39)
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Figure 7: Time evolution of energy error in the standard reduced-order approximation: r = 40
(left) and r = 60 (right).
The structure-preserving ROM with standard POD basis (SP-ROM-0) after the discretization
reads
ak+1 − ak
∆t
= ArΦ
>
[
α
6
(
(Φak)2 + (Φak)(Φak+1) + (Φak+1)2
)
+ ρΦ
ak + ak+1
2
+ νBΦ
ak + ak+1
2
]
(5.40)
with a0 = Φ>u0.
We first study the impact of µ, which is the weight of ∇uH(u) in the snapshots, on the
numerical performance of structure-preserving ROMs (5.40) by varying the value of µ. As a
criterion, the error E∞ is evaluated for accuracy.
Figure 8 shows the trend of E∞ versus µ for r = 40 and r = 60. When r = 40, it is found
that the minimum error is achieved at µ = 0 and E∞ = 0.0564. But when the dimension of ROM
increases to r = 60, the minimum error is achieved at µ = 1 and E∞ = 7.3064×10−4; when µ = 0,
the error E∞ = 7.3882× 10−4.
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Figure 8: Maximum errors of the SP-ROM-0 simulation results versus the values of µ: r = 40
(left) and r = 60 (right).
It is observed that overall, the proposed structure-preserving ROM achieves better approx-
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imation as r increases; it produces a good numerical solution when µ = 0 in general, and the
results can be further improved by choosing µ optimally. However, to avoid the price paid for
tuning the free parameter, in the rest of this example, we will focus on the case µ = 0.
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Figure 9: Time evolution of the Hamiltonian function approximation error Hr(t)−H(t) at µ = 0:
r = 40 (left) and r = 60 (right). Note that the error magnitudes do not change with time during
the simulations.
The time evolution of energy approximation errors in SP-ROM-0 with µ = 0 are shown in
Figure 9 for r = 40 and r = 60, respectively. It is seen that, when the dimension increases from
40 to 60, the magnitude of the energy discrepancy reduces from 2.9817× 10−4 to 9.1456× 10−7.
The associated maximum error E∞ decreases from 0.0564 to 7.3064 × 10−4 as expected. Since
low dimensional cases are more interesting in practice, in the rest of this example, we will focus
on improving the numerical performance of 40-dimensional SP-ROMs by correcting the energy
approximation.
5.2.3 SP-ROMs with corrected energy
Approach I. SP-ROMs with enriched POD basis (SP-ROM-1) In this approach, one
new basis function ψ generated from the residual of the initial data is added to the basis set Φ,
i.e., Φ˜ = [Φ,ψ].
The discrete structure-preserving ROM with enriched POD basis (SP-ROM-1) reads
ak+1 − ak
∆t
= ArΦ˜
>
[
α
6
(
(Φ˜ak)2 + (Φ˜ak)(Φ˜ak+1) + (Φ˜ak+1)2
)
+ ρΦ˜
ak + ak+1
2
+ νBΦ˜
ak + ak+1
2
]
(5.41)
with a0 = Φ˜
>
u0.
Since the residual information of initial data is included in the enriched basis, it is expected that
the energy at initial time can be exactly captured, thus the structure-preserving ROM can preserve
the exact energy. The 41-dimensional SP-ROM-1 (5.41) is simulated, whose energy approximation
error is shown in Figure 10 (left). It is observed that energy error Hr(t) − H(t) ∼ O(10−12).
Meanwhile, the maximum error E∞ = 0.050168.
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Figure 10: Time evolution of energy error in the 41-dimensional SP-ROM-1 (left) and 40-
dimensional SP-ROM-2 (right) when µ = 0. Note that the magnitude of Hr(t)−H(t) is O(10−12),
thus the energy is accurately captured in both models.
Approach II. SP-ROMs with POD basis from shifted snapshots In this approach, the
POD basis is extracted from the shifted snapshots (3.12). The corresponding structure-preserving
ROM with the new POD basis (SP-ROM-2) is to find ak satisfying
ak+1 − ak
∆t
= ArΦ
>
[α
6
(
(u0 + Φa
k)2 + (u0 + Φa
k)(u0 + Φa
k+1) + (u0 + Φa
k+1)2
)
+ ρ(u0 + Φ
ak + ak+1
2
) + νB(u0 + Φ
ak + ak+1
2
)
]
(5.42)
with a0 = 0.
Consider the r = 40 case, the maximum error of the SP-ROM-2 simulation is E∞ = 0.036574.
Time evolution of the energy error is plotted in Figure 10 (right), which indicates no any visible
discrepancy of the energy between the ROM and FOM since Hr(t)−H(t) ∼ O(10−12).
5.3 Summary of numerical experiments
We summarize the test cases in Tables 1-2.
Table 1: Linear wave equations (Section 5.1): comparison of ROMs (r=5)
FOM G-ROM SP-ROM-0 (µ = 0) SP-ROM-1 (µ = 0) SP-ROM-2 (µ = 0)
E∞ – 0.4591 0.2606 0.4138 0.1526
Hr 0.075 nonconst. 0.06788 0.075 0.075
Based on the preceding two test experiments, we draw the following conclusions: (i) the
structure-preserving ROMs (SP-ROM-0, SP-ROM-1, and SP-ROM-2) are able to keep the energy
a constant; (ii) choosing an optimal weight µ in the snapshot set helps improve the accuracy of
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Table 2: Korteweg-de Vries equations (Section 5.2): comparison of ROMs (r=40)
FOM G-ROM SP-ROM-0 (µ = 0) SP-ROM-1 (µ = 0) SP-ROM-2 (µ = 0)
E∞ – 0.02964 0.0564 0.05017 0.03657
Hr -1.1317 nonconst. -1.1314 -1.1317 -1.1317
reduced-order approximations, but a more straightforward choice µ = 0 can yields a good ap-
proximation without paying the price of tuning the free parameter; (iii) the structure-preserving
ROMs with corrected energy (SP-ROM-1 and SP-ROM-2) are able to achieve accurate Hamilto-
nian function; while SP-ROM-2 has the better accuracy in the state variable approximation than
SP-ROM-1; (iv) overall, SP-ROM-2 obtains more accurate state variable solution and energy
approximation, which outperforms the other ROMs discussed in this paper.
6 Conclusions
One of the most important features of Hamiltonian PDE systems is possessing some invariant
Hamiltonian functions, which represent important physical quantities such as the total energy
of the system. The standard Galerkin projection-based POD-ROM is not able to inherit this
property in its discretized system. In this paper, we develop new structure-preserving POD-
ROMs for Hamiltonian PDE systems, which use the same Galerkin projection strategy, but keep
the Hamiltonian constant by developing a new coefficient matrix for the reduced-order dynamical
system. With the use of the POD basis from shifted snapshots, the structure-preserving ROM
(SP-ROM-2) is able to produce an exact Hamiltonian and an accurate approximation of the
state variables. Numerical experiments demonstrate the effectiveness of the proposed method.
This approach can be easily extended to other systems such as port-Hamiltonian systems and
dissipative gradient systems, which will be a explored in our future research.
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