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Abstract—Vital signs, such as heart rate (HR), heart rate vari-
ability (HRV), respiratory rate (RR), are important indicators
for a person’s health. Vital signs are traditionally measured
with contact sensors, and may be inconvenient and cause dis-
comfort during continuous monitoring. Commercial cameras are
promising contact-free sensors, and remote photoplethysmogra-
phy (rPPG) have been studied to remotely monitor heart rate
from face videos. For remote RR measurement, most prior art
was based on small periodical motions of chest regions caused
by breathing cycles, which are vulnerable to subjects’ voluntary
movements. This paper explores remote RR measurement based
on rPPG obtained from face videos. The paper employs motion
compensation, two-phase temporal filtering, and signal pruning
to capture signals with high quality. The experimental results
demonstrate that the proposed framework can obtain accurate
RR results and can provide HR, HRV and RR measurement
synergistically in one framework.
Index Terms—Health monitoring, Remote photoplethysmogra-
phy, Respiratory rate, Face videos
I. INTRODUCTION
Vital signs monitoring is important for clinical diagnostics
and in-home health monitoring. Vital signs such as heart
rate (HR), HR variability (HRV), and respiratory rate (RR),
are usually measured with non-invasive electrocardiography
(ECG) or photoplethysmography (PPG) sensors in clinical
examination, or with commercial wearable devices in health
monitoring. The measurements in both scenarios often employ
contact sensors, which may be inconvenient or cause discom-
fort in long-term monitoring sessions. For example, it is hard
to put sensors on young children and ask them to keep still
during the monitoring session.
Some pioneering works reveal a possible approach of re-
mote vital signs measurement with contactless sensors. The
studies [1], [2] extracted HR from face videos, based on the
small color change on the face that is consistent with the pulse
signal. This technology is called remote PPG (rPPG). The
studies in [3]–[6] proposed algorithms to deal with motion and
illumination variations in realistic resting scenarios or under
movement during fitness training. In addition, a skin subspace
model was explored in [7] to enhance the signal-to-noise ratio
(SNR) of the extracted rPPG.
Compared to remote HR measurement, remote RR mea-
surement has not yet gained as much attention in contact-
free health monitoring research. This physiological modality
is important, as an abnormal respiratory rate is a predictor of
potentially serious clinical events [8]. In this paper, we focus
on remote RR measurement. There have been several studies
exploring remote RR measurement from various sources:
• Periodical motions on chest region. Due to the volume
change of the lungs during breathing cycles, motion
analysis around chest region in video sequences [9], [10]
were proposed for remote RR measurement from color
or depth videos. In addition, radio frequency signal [11]
is another tool to measure the tiny movement around the
chest area, similar to RF ranging. However, these methods
inevitably are motion sensitive and vulnerable to subjects
voluntary movements.
• Thermal imaging. Infrared cameras can capture the tem-
perature variation around the nostril areas [12], which is
caused by nasal airflow during inspiration and expiration.
However, this method requires special equipment which
can be expensive currently for wide deployment, espe-
cially for home care.
Reference [1]–[6] have demonstrated that color cameras are
promising contactless sensors for measurement of HR-related
signals, i.e. rPPG. HRV has also been shown to be a benign
and natural phenomenon in heartbeats that is influenced by
breathing [13]. A person’s heart rate tends to increase when
he/she breathes in, and fall when he/she exhales. While the
studies in [14], [15] have demonstrated that ECG and PPG
signals can be good sources to measure HRV and RR, few
research has been conducted to extract RR systematically from
rPPG signals.
In this paper, we establish a systematic framework to
measure RR from face videos. We employ motion compen-
sation, a two-phase temporal filtering, and signal pruning to
capture high-quality HRV and RR signal. In addition, the
proposed framework incorporates modules of multiple vital
signal measurements, including HR, HRV and RR. Experi-
mental results show the feasibility and effectiveness of remote
RR measurement from face videos.
II. FRAMEWORK
Our proposed framework, as illustrated in Fig. 1, provides
simultaneous tracking of three basic and important vital signs,
namely, HR, HRV and RR. The framework is composed of the
following four main steps. First, we track the region-of-interest
(ROI) on the face in the video sequence, and extract the
pulse signal, i.e., the rPPG signal. Second, temporal filtering
is applied to the rPPG signal to exclude the energy out of
the typical HR range. We compute the inter-beat interval (IBI)
from the filtered rPPG signal and then obtain HRV. Since HRV
obtained based on rPPG is vulnerable to noise contamination
caused by such factors as motion, illumination variations, we
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Fig. 1. The proposed framework for RR measurement from face videos. The
modules in highlight are related to vital sign extraction. The ROI for rPPG
extraction is defined in the left-top video frame. The red points are 20 facial
landmarks used to define the ROI, which is indicated by the light-blue region.
prune the obtained HRV samples and discard outliers before
extracting RR. Thus, in the third step, we model HRV samples
with the assumption of a Gaussian distribution and remove the
outliers in HRV samples. Finally, spectral analysis is applied
on HRV to estimate RR. The details of each step are explained
in the following subsections.
A. Rigid Motion Compensation and rPPG Extraction
The aim of rigid motion compensation is to alleviate the
noise introduced by the subject’s voluntary movement during
rPPG extraction. We use the Tasks-Constrained Deep Convo-
lutional Network (TCDCN) [16] to detect 68 facial landmarks
and define the ROI. Fig. 1 shows an example of the ROI
with the location of 20 facial landmarks. Then, a tracking
process is employed to automatically select the corresponding
ROI in each video frame. In the tracking process, feature
points are first detected inside the face region using the “good
feature to track” algorithm [17], and then tracked through
the following frames using the Kanade-Lucas-Tomasi (KLT)
algorithm [18]. We denote the locations of k tracked feature
points as Pi = [p1i , p
2
i , ..., p
k
i ] and the locations of l ROI
boundary points as Qi = [q1i , q
2
i , ..., q
l
i] in the i-th frame.
We estimate the 2D geometric transformation A of the face
between two consecutive frames by minimizing the least
square error:
min
A
‖Pi+1 −APi‖2 . (1)
We then obtain the location of ROI in the next frame from
the current frame by Qi+1 = AQi. Finally, the rPPG signal is
extracted by averaging the pixel intensity in the tracked ROI,
and is processed with Plane-Orthogonal-to-Skin (POS) algo-
rithm [7] for signal detrending, normalization, and denoising.
B. HRV Extraction
To capture the fluctuation of HR, we estimate the HR curve
and IBIs from rPPG signal. Since the previous work in [3]–
[5] has studied the robust HR measurement from face videos,
here we will not discuss HR measurement in detail. Unlike the
former studies [3]–[5] that provide only one heart rate value
for a video segment, we track HR throughout the duration of
the video via the Adaptive Multi-Trace Carving (AMTC) [19],
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Fig. 2. The choice of the bandpass of the second filter. The red curve indicates
the heart rate curve. The selected bandwidth of the second filter is wider than
the dynamic range of HR curve in the video segment.
and obtain the HR curve. AMTC is a robust algorithm for
tracking weak signals in severe noise and distortion.
Note that a temporal bandpass filtering was applied in the
former studies [1]–[5] to confine the frequency of the rPPG
signal within HR range, (i.e., from 0.7 Hz to 4 Hz) to facilitate
HR extraction. Although the filtered signal can help perform
robust HR estimation, it may not be good enough for HRV
extraction, since HRV extraction generally requires the full
time domain waveform with high signal quality and clean
peaks, and is much more challenging than HR estimation.
Therefore, we employ a second temporal filter, an infinite
impulse response (IIR) filter with narrower bandpass, and
apply it to the rPPG signal to enhance the signal quality. Given
the dynamic range of HR from hr1 to hr2, we choose the
bandpass for the second filter from hr1−offset to hr2+offset,
where offset is an empirical parameter and should be chosen
to exclude as much noise as possible but still preserve the
frequency components of HRV. In this paper, We set the offset
to 30 breaths per minute (BrPM), to balance the inclusion of
HRV components and the exclusion of noise. Fig. 2 illustrates
the bandpass of the second filter. To avoid phase distortion, we
apply zero-phase filtering in the second filtering, which filters
the input signal forward first and then filters the output back-
ward again. The aim of the process is to preserve the location
of beats after the filtering and facilitate HRV extraction.
After the second filtering, the peaks in the filtered rPPG
signal are detected. Unlike the relatively high sampling fre-
quency in PPG and ECG (usually more than 100 Hz), the
frame rate of videos is normally around 30 Hz, which limits
the accuracy of the peak locations. We refine the peak locations
by interpolating quadratically around the peaks. After the
refinement, IBIs are computed from adjacent peaks, with the
unit of second. We set the time of the IBI sample as the
middle time of the corresponding consecutive peaks. HRV is
the reciprocal of IBI: HRV = 60IBI , with the unit of beats
per minute (BPM). We subtract the HRV signal with the HR
curve to extract the fluctuation, and refer to it as detrended
HRV in the following.
C. Outlier Removal
Although the second filtering helps us obtain HRV signal
in better quality, the signal may still contain some outliers
due to noise and error in peak detection. Therefore, the aim
of module “outlier removal” is to eliminate the bad detrended
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Fig. 3. Detrended HRV extraction. First, peaks are detected in filtered rPPG
signal. After that, IBI signal is extracted and transformed to HRV signal. By
subtracting the HR curve (black dash) from HRV signal (red), the detrended
HRV is obtained finally.
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Fig. 4. Outlier removal. The dash lines are the normal range bounds of the
detrend HRV and the blue crossing samples are the excluded outliers.
HRV samples. We examine the detrended HRV samples and
eliminate the possible outliers. We first model the detrended
HRV samples with Gaussian distribution N (µ, σ2), where µ
and σ2 can be estimated by maximum likelihood estimation
(MLE). Then, we remove the sample s if it is outside the range
[µ−ασ, µ+ασ], where α is a hyperparameter. In this paper,
we choose α = 3, according to the “three-sigma rule”. Fig. 4
illustrates the process of outlier removal.
D. Spectral Analysis
One of the primary fluctuation sources in HR is respiratory
sinus arrhythmia, which is associated with breathing cycles.
Hence, employing spectral analysis on detrended HRV can
estimate RR. As the obtained detrended HRV sequence is un-
evenly sampled, we estimate the power spectral density (PSD)
of detrended HRV using the Lomb-Scargle periodogram [20],
[21]. The Lomb-Scargle periodogram is a spectral analysis tool
dealing with unevenly sampled data, and is based on a least-
squares fit of sinusoids to the data samples. The respiratory
rate fRR is obtained by selecting the frequency with the
maximal energy response in normal RR range of 5 to 30
BrPM.
III. EXPERIMENTS
We evaluated on a set of self-collected face videos to
demonstrate the feasibility of remote RR measurement. The
TABLE I
PERFORMANCE OF THE PROPOSED FRAMEWORK. (UNIT: BRPM)
Method Me (SDe) RMSE MeRate %< 1
PPG-derived (anchor) -0.04 (0.15) 0.15 0.77% 100%
No Interp, no OR 0.17 (3.10) 3.08 9.30% 68.33%
Only Interp, no OR 0.16 (2.37) 2.35 6.67% 76.67%
Interp+OR (proposed) 0.04 (2.18) 2.16 5.92% 78.33%
dataset contains 60 color video segments from 6 subjects, and
each segment lasts around 30 seconds. Each video segment
captured the subject’s frontal face using a Canon camera
affixed on a tripod in a well-lit laboratory. During the data
collection, the subjects were asked to sit in front of the
camera in rest, but were allowed to have small motions and
expressions. In the meantime, the subjects wore a PPG sensor
on the fingertip and a respiration belt on the chest, and PPG
signals and breathing signals were collected at sampling rate
100 Hz. The breathing signals from respiratory belt were
processed by spectral analysis with periodogram to extract RR
as the ground truth (GT). PPG-derived RR is obtained using
[15] as an anchor reference.
Using the proposed framework, we obtained RR from each
video segment and compare it with the corresponding GT
from the respiration belt. Bland-Altman plot [22] is used to
evaluate the video-based RR measurement. To demonstrate the
effectiveness of the interpolation in peak finding and outlier
removal in the proposed framework, we also conducted exper-
iments with different module combinations. The two modules,
for simplicity, are denoted as Interp and OR, respectively.
To evaluate the performance of the proposed method, we
consider the metrics in remote HR analysis [3], [5]. Specifi-
cally, we define the measurement error RRe = RRm−RRgt,
i.e., the difference between the measured RR RRm and the
ground truth RR from respiration belt RRgt. The respiration
belt measures the variation of the chest volume with a pressure
sensor. As shown in Table I, we report the mean Me and the
standard deviation SDe of RRe among all sequences, root
mean squared error (RMSE), the mean of error-rate percentage
MeRate =
1
N
∑N
i=1
|RRe(i)|
RRgt(i)
, where N is the number of the
video sequences and i is the video index. In respiratory rate
monitoring, we consider an absolute error of less than 1 BrPM
is acceptable. Hence, we present the percentage of estimation
where the absolute error was less than 1 BrPM (% < 1), as an
indicator of the successful rate of RR estimation from videos.
Fig. 5 presents Bland-Altman plots for conformance testing of
the measurement vs. GT obtained from respiration belt.
From the results in Table I, we see that PPG-derived RR
is an accurate approach to measure RR from heartbeat-related
signals, and it also indicates the feasibility of extracting RR
from these test subjects using heartbeat-related signal. As
shown in Fig. 5, the proposed frameworks with different
module combinations can all measure RR accurately in most
cases. However, Interp and OR modules can enhance the
robustness of remote RR measurement, reducing the number
of large error cases outside 95% confident interval. From
5 10 15 20 25 30
Mean RR gt & RR video (BPM)
-10
-5
0
5
10
15
R
R
vi
de
o 
-
 
R
R
gt
 
(B
PM
) 6.2 (+1.96SD)
0.17 [p=0.66]
-5.9 (-1.96SD)
(a) No Interp, no OR
5 10 15 20 25 30
Mean RR gt & RR video (BPM)
-8
-6
-4
-2
0
2
4
6
8
10
12
R
R
vi
de
o 
-
 
R
R
gt
 
(B
PM
)
4.8 (+1.96SD)
0.16 [p=0.60]
-4.5 (-1.96SD)
(b) Only Interp, no OR
5 10 15 20 25 30
Mean RR gt & RR video (BPM)
-8
-6
-4
-2
0
2
4
6
8
10
12
R
R
vi
de
o 
-
 
R
R
gt
 
(B
PM
)
4.3 (+1.96SD)
0.04 [p=0.88]
-4.2 (-1.96SD)
(c) Interp+OR (proposed)
Fig. 5. Bland-Altman plots of the proposed method with different module
combinations vs. the respiration belt (GT).
Table I, we can also see Interp and OR modules help decrease
Me(SDe) from 0.17± 3.10 to 0.04± 2.18 BrPM, RRe from
3.08 to 2.16 BrPM and MeRate from 9.30% to 5.92%. The
successful rate of estimation also increases from 68.33% to
78.33%. Therefore, we include these two modules in our
overall framework. As a whole, the results demonstrate the
feasibility of remote RR measurement from face videos.
IV. CONCLUSION
In this paper, we have developed a systematic framework
for remote RR monitoring using face videos. We apply motion
compensation, a two-phase filtering, and signal pruning to
enhance the robustness of RR measurement. We incorporate
HR, HRV, and RR measurement into the proposed framework,
aiming to construct a comprehensive system for remote vi-
tal signs measurement. Experimental results show that our
proposed method is feasible and effective in measuring RR
remotely in rest case. Poor signal quality in pulse signal
extraction is still a challenge in remote vital sign extraction.
How to alleviate the negative influence of voluntary motions
and expressions, and illumination changes on pulse signal
extraction from the videos is a direction of the future work.
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