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Mit der Methode der Elektroenzephalograe ist es m oglich, das elektrische Feld an der
Kopfober
 ache zu erfassen, das von den Neuronen im Cortex hervorgerufen wird. Daf ur
werden meist mehr als 20 Elektroden an der Kopfober
 ache platziert, die in kurzen
Abst anden (im Millisekundenbereich) das elektrische Feld messen (siehe z. B. Nunez
und Srinivasan, 2007).
Ein Ansatz zur Analyse der dadurch erhobenen hochdimensionalen Zeitreihen ist die
Ermittlung von sogenannten "EEG-Microstates\1 (Brodbeck et al., 2012).
Lehmann et al. beobachteten 1987, dass die hochdimensionale Auspr agung (Topogra-
e genannt) des durch die Elektroenzephalograe gemessenen elektrischen Feldes  uber
gewisse Zeitr aume ann ahernd stabil ist (dabei werden Polarit at und St arke der Aus-
pr agung vernachl assigt). Weiterhin stellten Lehmann et al. fest, dass der Wechsel von ei-
ner ann ahernd stabilen Topograe zur n achsten diskontinuierlich erfolgt (Lehmann et al.,
1987). Die Zeitr aume mit ann ahernd stabiler Topograe werden als EEG-Microstates
bezeichnet (Brodbeck et al., 2012) und dauern typischerweise jeweils etwa 100 Millise-
kunden an (Lehmann und Michel, 2011).
Die Topograen der EEG-Microstates, die bei der Durchf uhrung einer Elektroenzepha-
lograe zu den Zeitpunkten aufgetreten sind, zu denen die St arke der Auspr agung des
elektrischen Feldes ein lokales Maximum aufweist2, werden mithilfe einer Clusterana-
lyse in Cluster von  ahnlichen Topograen eingeteilt. Sind sich die Topograen zweier
EEG-Microstates  ahnlich, deutet dies darauf hin, dass die Gehirnzust ande w ahrend der
Zeitr aume der beiden EEG-Microstates  ahnliche Funktionen erf ullen k onnten (Lehmann
et al., 1987). Aus diesem Grund wurden EEG-Microstates von Lehmann et al. (1998)
als m ogliche "atoms of thought\ vorgeschlagen, aus denen sich die mentale Aktivit at
zusammensetzen k onnte.
In den meisten Studien wurden stets vier Cluster gefunden (Lehmann und Michel, 2011)
und prototypische Topograen bestimmt, sogenannte Karten, die die Cluster repr asen-
tieren und  ublicherweise mit den Buchstaben A, B, C und D bezeichnet werden.
1.2 Mathematische Problemstellung
Jede Topograe eines EEG-Microstates, die zu den oben beschriebenen Zeitpunkten der
lokalen Maxima der Auspr agungsst arke des elektrischen Feldes beobachtet wird, l asst
sich einem Cluster zuordnen, sodass man eine Sequenz x = (x0;:::;xn) von Karten mit
1In dieser Arbeit wird "EEG\ als Abk urzung f ur Elektroenzephalogramm verwendet.
2Die St arke der Auspr agung des elektrischen Feldes zu einem festen Zeitpunkt wird gemessen durch
die Standardabweichung  uber die Messwerte aller Elektroden zu diesem Zeitpunkt, die auch "Global
Field Power\ (GFP) genannt wird (siehe z. B. Brodbeck et al., 2012).
































0 b0 b1 b2 b3 b4 b5 b6 t








































(ii) Konstruktion zum SMI−Modell
0 t I1 I2 I3 I4 I5 I6 I7
D C A A B D A Mj :
D C C A A B A Xi :
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Abbildung 1.1: (i): Exemplarische Darstellung der Ermittlung einer Sequenz x durch
die Zuordnung der Topograen (als EEG dargestellt) zu den Karten
A;B;C;D in den Zeitpunkten bi der lokalen Maxima der Auspr agungs-
st arke des elektrischen Feldes.
(ii): Darstellung der Ermittlung der x entsprechenden Markov-Kette X
durch die zu (i) parallele Konstruktion zum SMI-Modell.
Werten in fA;B;C;Dg erh alt3, die die beobachteten EEG-Microstates in ihrer zeitlichen
Reihenfolge darstellt (siehe Abbildung 1.1 (i)).
Auf diese Weise gewonnene Sequenzen von Karten werden in dieser Arbeit modelliert als
diskrete homogene Markov-Kette 1. Ordnung. Dieser Modellierungsansatz wurde in der
Vergangenheit f ur mehrere Studien verfolgt, indem die  Ubergangswahrscheinlichkeiten
f ur eine Sequenz x gesch atzt wurden durch die Anzahl der  Uberg ange in x von einer
3Die Bestimmung der Sequenz x wird in Anhang A ausf uhrlich erl autert.
10Karte r zu einer Karte s relativ zur Auftrittsh augkeit des Ausgangszustandes r (siehe
z. B. Wackermann et al., 1993; Lehmann et al., 2005; Schlegel et al., 2012; Brodbeck
et al., 2012).
Ziel der vorliegenden Arbeit ist es, die Struktur der auf diese Weise gesch atzten  Uber-
gangswahrscheinlichkeiten zu beschreiben und dabei die Anzahl der Parameter zu redu-
zieren.
Zu diesem Zweck wird zur Modellierung von Sequenzen von Karten ein Modell ein-
gef uhrt, das durch die spezielle Wahl der  Ubergangswahrscheinlichkeiten einer homo-
genen Markov-Kette 1. Ordnung charakterisiert ist. Das Modell wird in dieser Arbeit
"Sampled Marked Intervals-Modell\ (SMI-Modell) genannt nach der mathematischen
Konstruktion, durch die sich die speziellen  Ubergangswahrscheinlichkeiten herleiten las-
sen. Bei dieser Konstruktion wird eine homogene Markov-Kette (Xi)i2N0 1. Ordnung
dadurch erzeugt, dass ein zuf alliger markierter Intervallprozess ((Ij;Mj))j2N zu zuf alli-
gen Zeitpunkten (Bi)i2N0 abgetastet wird, wobei die technischen Annahmen getroen
werden, dass die zuf alligen Intervalle (Ij)j2N und Abtastungszeitpunkte (Bi)i2N0 jeweils
durch unabh angige Poisson'sche Punktprozesse gegeben seien. F ur die Markierung Mj
des Intervalls Ij gelte P(Mj = r) = pr f ur alle r 2 fA;B;C;Dg und j 2 N unabh angig
voneinander und unabh angig von (Ij)j2N und (Bi)i2N0 (siehe Abbildung 1.1 (ii)).
Zwischen der Ermittlung der Sequenzen x von Karten und der Konstruktion der Markov-
Ketten (Xi)i2N des SMI-Modells lassen sich Parallelen erkennen, die in Abbildung 1.1
dargestellt werden. Die zuf alligen markierten Intervalle ((Ij;Mj))j2N lassen sich als
Zeitr aume (Ij)j2N interpretieren, f ur die die Topograen des elektrischen Feldes jeweils
ann ahernd stabil sind und die gr ote  Ahnlichkeit zu den jeweiligen Karten (Mj)j2N auf-
weisen. Die Abtastungszeitpunkte lassen sich vergleichen mit den Zeitpunkten, in denen
die St arke der Auspr agung des elektrischen Feldes ein lokales Maximum aufweist. Zu
jedem dieser Zeitpunkte wird die jeweils vorherrschende Topograe dem Cluster zuge-
ordnet, zu dessen Karte sie die gr ote  Ahnlichkeit besitzt, und dadurch die Karte des
aktuellen EEG-Microstates identiziert. Entsprechend wird zu einem Abtastungszeit-
punkt Bi, i 2 N0, die aktuelle Markierung Mji des Intervalls Iji mit Bi 2 Iji abgetastet.
1.3 Aufbau der Arbeit
F ur diese Arbeit liegen Daten zu Sequenzen von Karten f ur 32 Probanden in vier ver-
schiedenen Schlafstadien vor. Im zweiten Kapitel werden diese Daten vorgestellt und die
Notation zur Beschreibung der Daten eingef uhrt.
Im dritten Kapitel wird das SMI-Modell deniert und die Wahl des Modells anhand der
gegebenen Daten motiviert. Zudem wird die oben dargestellte m ogliche Konstruktion des
SMI-Modells aus zuf alligen markierten Intervallen und zuf alligen Abtastungszeitpunkten
in Form eines "Hintergrundmodells\ ausf uhrlich beschrieben und es wird bewiesen, dass
sich aus diesem Hintergrundmodell das SMI-Modell herleiten l asst. Das Hintergrundmo-
dell erm oglicht es dann, die Parameter des SMI-Modells anschaulich zu interpretieren.
11Mithilfe der vom Hintergrundmodell gelieferten Interpretationen werden im vierten Ka-
pitel Sch atzer f ur die Parameter des SMI-Modells hergeleitet, die in dieser Arbeit f ur die
Anpassung des SMI-Modells an die gegebenen Daten genutzt werden und SMI-Modell-
Sch atzer genannt werden.
Mit der Variabilit at der SMI-Modell-Sch atzer besch aftigt sich das f unfte Kapitel. Es wer-
den dabei zun achst Formeln f ur die asymptotischen Varianzen der SMI-Modell-Sch atzer
hergeleitet. Danach wird untersucht, wie sich die asymptotischen Varianzen in Abh angig-
keit von den wahren Werten der Parameter des SMI-Modells verhalten.
Das SMI-Modell wird im sechsten Kapitel getestet mithilfe eines Anpassungstests in
Anlehnung an Pearsons 2-Anpassungstest. Anschlieend wird untersucht, wie sich die
Anpassungsg ute des SMI-Modells verbessern l asst, und eine Abwandlung des SMI-Mo-
dells vorgestellt und getestet.
Im siebten Kapitel werden die vorliegende Arbeit zusammengefasst und als Ausblick
weitere Forschungsm oglichkeiten pr asentiert.
Die computergest utzte Auswertung der Daten und s amtliche Simulationen wurden mit
R 2.14.1 durchgef uhrt.
122 Die untersuchten Daten
In diesem Kapitel werden die Daten beschrieben, die f ur diese Arbeit vorliegen. Gleich-
zeitig werden die im weiteren Verlauf der Arbeit f ur die Daten verwendeten Notationen
eingef uhrt.
Die Vorstellung der Daten erfolgt in Kapitel 2.1. Dabei wird auch kurz darauf eingegan-
gen, wie die Daten erhoben wurden.4
Bei den Daten handelt es sich um  Ubergangsh augkeiten von einem Zustand5 r zu
einem Zustand s in einer endlichen Sequenz von Zust anden. Die Sequenzen selbst las-
sen sich aus den  Ubergangsh augkeiten nicht rekonstruieren. Das Kapitel 2.2 befasst
sich mit der Bestimmung der Auftrittsh augkeit eines Zustandes r in einer dieser un-
bekannten Sequenzen. Da die Bestimmung dieser Auftrittsh augkeit im Allgemeinen
nicht exakt m oglich ist, wird in Kapitel 2.2 auerdem angegeben, auf welche Weise die
Auftrittsh augkeit eines Zustandes r im Rahmen dieser Arbeit approximiert wird.
2.1 Beschreibung der Daten
Die f ur diese Arbeit vorliegenden Daten wurden zur Verf ugung gestellt von der For-
schungsgruppe REST am Zentrum der Neurologie und Neurochirurgie des Klinikums
der Goethe-Universit at Frankfurt am Main, namentlich von Herrn Dr. med. Helmut
Laufs und Frau Dr. med. Verena Brodbeck.
F ur die Erhebung der Daten wurden Elektroenzephalogramme (EEGs) von 32 gesunden
Probanden aufgezeichnet. Die Menge aller Probanden sei
J := f1;2;:::;32g:
Die Aufzeichnungen erfolgten f ur jeden Probanden zum einen im wachen, entspann-
ten Zustand (W) und zum anderen in verschiedenen Schlafstadien. Dabei wurden nur
Schlafstadien des Non-REM-Schlafs6 ber ucksichtigt, die mit N1, N2 und N3 bezeichnet
werden. Es steht N1 f ur den  Ubergang zwischen dem wachen Zustand und dem Schlafen,
N2 steht f ur stabilen Schlaf und N3 f ur Tiefschlaf (Wee und Landwehr, 2009).
Der wache Zustand W wird im Folgenden ebenfalls als Schlafstadium bezeichnet, sodass
in dieser Arbeit vier Schlafstadien unterschieden werden: W, N1, N2, N3. Die Menge
aller Schlafstadien sei
Z := fW;N1;N2;N3g:
F ur alle Probanden gibt es f ur die Schlafstadien W, N1 und N2  uber einen ausreichend
langen Zeitraum7 Messungen (aufgezeichnete EEGs), aus denen die vorliegenden Da-
ten generiert wurden. Das Schlafstadium N3 haben nur 19 von 32 Probanden w ahrend
4F ur eine ausf uhrliche Beschreibung der Methoden zur Erhebung der Daten siehe Anhang A.
5Zust ande entsprechen den Karten aus Kapitel 1.
6REM ist die Abk urzung f ur Rapid Eye Movement.
7Ein Schlafstadium muss insgesamt mindestens 105 Sekunden andauern, um in den Messungen ber uck-
sichtigt zu werden (Brodbeck et al., 2012).
13der Messungen ausreichend lang erreicht, sodass nur f ur diese Probanden Daten zum
Schlafstadium N3 vorliegen.
F ur ein Schlafstadium Z 2 Z bezeichne JZ die Menge aller Probanden, f ur die es Daten
aus dem Schlafstadium Z gibt. Es gilt
JW = JN1 = JN2 = J;
aber
JN3 = Jnf1;2;3;7;9;10;17;18;19;20;22;29;31g:
Umgekehrt sei ZJ die Menge aller Schlafstadien, f ur die es zu einem Probanden J 2 J
Daten gibt. Beispielsweise ist
Z3 = fW;N1;N2g und Z4 = Z:
F ur den Ausdruck "f ur jeden Probanden J 2 J und jedes Schlafstadium Z 2 ZJ\ wird
im weiteren Verlauf der Arbeit nur kurz "f ur alle Probanden J und alle Schlafstadien
Z\ geschrieben (und analog f ur  ahnliche Formulierungen).
Wenn sich aus dem Kontext nicht ergibt, dass eine Variable zu einem Probanden J in
einem Schlafstadium Z geh ort, oder diese Zugeh origkeit hervorgehoben werden soll, wird
an die Variable der Index (J;Z) geschrieben. Aus einer Variable v wird dann also v(J;Z)
bzw. v(J;Z).
F ur jeden Probanden J und jedes Schlafstadium Z wurde bei der Datenerhebung aus
den entsprechenden EEG-Abschnitten eine Sequenz











i 2 S := fA;B;C;Dg 8 i 2 f0;:::;n(J;Z)g
hergeleitet, wobei A;B;C;D Zust ande und S Zustandsraum genannt werden. Ist das
EEG f ur einen Probanden J im Schlafstadium Z nicht zeitlich zusammenh angend, son-
dern (k   1)-mal unterbrochen, werden f ur die k zeitlich zusammenh angenden EEG-
Abschnitte Teilsequenzen



























Die L ange nhji + 1 = nhji;(J;Z) + 1 der j-ten Teilsequenz xhji h angt dabei sowohl von
(J;Z) als auch von j ab. F ur die L ange n + 1 = n(J;Z) + 1 von x ergibt sich










14Bemerkung 2.1. Die L ange n(J;Z)+1 der Sequenz x(J;Z) f ur Proband J im Schlafstadi-
um Z wird im weiteren Verlauf dieser Arbeit als konstant angesehen und kann f ur jedes
(J;Z) verschieden sein. Sie h angt im Wesentlichen von der durchschnittlichen Anzahl
von Auswertungszeitpunkten8 pro Zeiteinheit ab und zum anderen von der L ange der
betrachteten EEG-Abschnitte.
F ur diese Arbeit liegen die erhobenen Sequenzen x(J;Z) nicht vor. Stattdessen sind pro
Proband J und Schlafstadium Z f ur jeden  Ubergang (r;s) die Summen nrs = n
(J;Z)
rs der




rs in den Teilsequenzen xhji;(J;Z), aus denen sich
x = x(J;Z) zusammensetzt, gegeben. Da die jeweiligen Teilsequenzen zu zeitlich nicht
miteinander verbundenen EEG-Abschnitten geh oren, werden also f ur die Ermittlung







nicht ber ucksichtigt, die in der Sequenz x zwischen dem letzten Zustand der j-ten und
dem ersten Zustand der (j + 1)-ten Teilsequenz f ur ein j 2 f1;:::;k   1g auftreten.
Formal wird n
hji






Der Wertebereich eines n
hji





Wie oben beschrieben, wird die Anzahl nrs der  Uberg ange von r zu s, die in der Sequenz


















nhji = n   (k   1):
8Das EEG wird in den Zeitpunkten ausgewertet, in denen die St arke der Auspr agung des gemessenen
elektrischen Feldes lokal maximal ist (siehe Kapitel 1 und Anhang A).
15Bemerkung 2.2. (i) F ur die weiteren Betrachtungen der Sequenzen x(J;Z) in dieser
Arbeit wird zur Vereinfachung stets angenommen, dass sich jedes x(J;Z) nur aus
einer Teilsequenz xh1i;(J;Z) zusammensetzt mit  Ubergangsh augkeiten
nh1i;(J;Z)
rs = n(J;Z)
rs 8 r;s 2 S:
Diese Annahme wird auch dann getroen, wenn keine Sequenz mit in den Daten
gegebenen  Ubergangsh augkeiten n
(J;Z)
rs existiert.
(ii) Unter der Annahme, dass x(J;Z) = xh1i;(J;Z) gilt, unterscheiden sich die L ange




rs aller  Uberg ange, die in der Sequenz x(J;Z)





2.2 Auftrittsh augkeiten von Zust anden in den Sequenzen
Dadurch, dass nicht die Sequenzen x(J;Z) selbst f ur diese Arbeit verf ugbar sind, sondern
lediglich die  Ubergangsh augkeiten n
(J;Z)
rs , ist es im Allgemeinen nicht m oglich, die ex-
akte Auftrittsh augkeit eines Zustandes r in einer der Sequenzen x(J;Z) zu bestimmen.
Die Ursache f ur diesen Umstand wird nachstehend erl autert und es wird angegeben, wie
in dieser Arbeit die Auftrittsh augkeit eines Zustandes r approximiert wird.
Gem a Bemerkung 2.2 (i) wird angenommen, dass sich die Sequenzen x(J;Z) jeweils nur
aus einer Teilsequenz zusammensetzen. Somit ist nrs = n
h1i
rs die Anzahl der  Uberg ange














1fxi=rg 8 r 2 S:
F ur die Auftrittsh augkeit n0





1fxi=rg = 1fx0=rg + nr = nr + 1fxn=rg: (2.1)
Ist also nr 6= nr f ur ein r 2 S, ergibt sich direkt
n0
r = maxfnr;nrg:




A bespielsweise nicht exakt ermittelt werden, wenn f ur den Zustandsraum










gelten. Denn dann ist sowohl die Sequenz (A;B;A) als auch die Sequenz (B;A;B)
m oglich. In einem Fall tritt A zweimal auf, im anderen einmal.
Wenn die Auftrittsh augkeit des Zustandes r lediglich in den ersten n Zust anden
(x0;:::;xn 1)
anstatt in den ersten n + 1 Zust anden (x0;:::;xn) bestimmt wird, unterscheidet sich
die so ermittelte Auftrittsh augkeit nr maximal um 1 von n0
r. Der dadurch begangene
Fehler ist f ur groe n vernachl assigbar.
Daher wird in dieser Arbeit die Auftrittsh augkeit n0
r des Zustandes r in x stets durch
die Auftrittsh augkeit







des Zustandes r in den ersten n Zust anden (x0;:::;xn 1) von x approximiert.9
Bemerkung 2.3. Setzt sich x entgegen der f ur diese Arbeit getroenen Annahme aus





die Zust ande x
hji
nhji f ur alle j 2 f1;:::;kg nicht ber ucksichtigt beim Bestimmen von
Auftrittsh augkeiten von Zust anden. Dadurch unterscheidet sich nr maximal um k von
der tats achlichen Auftrittsh augkeit von r in x. Da k(J;Z) f ur alle Probanden J und alle
Schlafstadien Z im Vergleich zur L ange der Sequenzen x(J;Z) klein ist, ist der Fehler
zu vernachl assigen, sodass die Annahme aus Bemerkung 2.2 (i) keine Probleme bereitet
und weiterhin f ur die folgenden Kapitel dieser Arbeit getroen wird.












werden f ur jeden
Probanden J und jedes Schlafstadium Z in dieser Arbeit als homogene Markov-Kette 1.
Ordnung auf folgende Weise modelliert:
Modell 1 (SMI-Modell, mit Zustandsraum S = fA;B;C;Dg). Die Sequenz






















i2N0 mit Zustandsraum S := fA;B;C;Dg und der Start-
verteilung (pA;pB;pC;pD) sowie der  Ubergangsmatrix P = (prs)r;s2S, gegeben durch
prs :=
(
ps , falls r 6= s;




pA;pB;pC;pD 2 (0;1) mit pA + pB + pC + pD = 1:
Dieses Modell und im Speziellen die Struktur der  Ubergangswahrscheinlichkeiten prs
werden in Kapitel 3.1 motiviert und in Kapitel 3.2 durch Modell 2 f ur beliebige endli-
che Zustandsr aume verallgemeinert. Im Anschluss daran wird ebenfalls in Kapitel 3.2
ein Hintergrundmodell (Modell 3) beschrieben, aus dem sich das SMI-Modell mathema-
tisch herleiten l asst. Zudem wird dieses Hintergrundmodell es erlauben, die Parameter
pA;pB;pC;pD und insbesondere  zu interpretieren.
Das Hintergrundmodell wird mithilfe von stochastischen Prozessen deniert. Dabei wird
die Zeitachse durch einen Prozess in zuf allige Intervalle geteilt, denen jeweils ein zuf alliger
Zustand zugeordnet wird (zuf allige markierte Intervalle). Ein zweiter Prozess beschreibt
die Abtastungszeitpunkte, zu denen die Zust ande des aktuellen Intervalls bestimmt wer-
den. Diese Zust ande ergeben in zeitlich aufsteigender Reihenfolge eine Folge (Xi)i2N0
von zuf alligen Zust anden (siehe Abbildung 3.1 f ur ein Beispiel).
F ur die Prozesse und deren Zusammenwirken werden im Hintergrundmodell bestimmte
technische Annahmen getroen, sodass sich die Formeln f ur die  Ubergangswahrschein-
lichkeiten prs des SMI-Modells mathematisch aus dem Hintergrundmodell herleiten las-
sen. Aufgrund der Konstruktion des Hintergrundmodells werden sowohl die Modelle 1
und 2 als auch das Hintergrundmodell selbst in dieser Arbeit "Sampled Marked Intervals-
Modell\ (SMI-Modell) genannt.
18D C A A B D A
D C C A A B A
Þ (Xi)i =(D, C, C, A, A, B, A, ...)
Abbildung 3.1: Exemplarische Darstellung des Hintergrundmodells
Abschlieend werden in Kapitel 3.2 Eigenschaften des SMI-Modells bzw. des Hinter-
grundmodells untersucht, speziell Eigenschaften der Markov-Kette (Xi)i2N0 sowie der
Parameter pA;pB;pC;pD und .
3.1 Motivation
Die Sequenz x im oben angegebenen SMI-Modell (Modell 1) ist durch eine homogene
Markov-Kette 1. Ordnung X modelliert. Brodbeck et al. (2012) betrachteten bei ihren
Untersuchungen der gegebenen Daten ebenfalls x als Markov-Kette, trafen jedoch im
Unterschied zum SMI-Modell keine besonderen Annahmen an die Struktur der  Uber-





f ur das volle Modell gesch atzt. Unter der Voraussetzung, dass X eine homogene Markov-
Kette 1. Ordnung ist, stellen diese gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(v)
rs des
vollen Modells durch die Verwendung aller m oglichen 12 Parameter das genaueste Abbild
der Realit at dar.
In Abbildung 3.2 sind in Anlehnung an Brodbeck et al. (2012) die aus den gegebenen
Daten gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(v);(J;Z)
rs getrennt nach Schlafstadium
Z f ur jeden Probanden J eingetragen. Jeder Proband wird dabei in einer anderen Farbe
dargestellt.
Bei der Betrachtung der  Ubergangswahrscheinlichkeiten ^ p
(v);(J;Z)
rs in Abbildung 3.2 l asst
sich insbesondere f ur Z 2 fN1;N2;N3g vermuten, dass diese  Ubergangswahrschein-
lichkeiten keine rein zuf alligen Werte annehmen, da ein Groteil der eingezeichneten,
verbindenden Linien der verschiedenen Probanden pro Schlafstadium einen  ahnlichen,
gegebenenfalls parallel verschobenen Verlauf aufweist.
Ziel ist es nun, die Struktur der gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(v)
rs des
vollen Modells zu charakterisieren. Dazu werden anhand von Abbildung 3.2 zwei Beob-
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Abbildung 3.2:  Ubergangswahrscheinlichkeiten aller Probanden getrennt nach Schlafsta-
dium. Die  Ubergangswahrscheinlichkeiten des vollen Modells sind pro
Proband und Schlafstadium gesch atzt durch ^ p
(v)
rs = nrs=nr. Die Linien
verbinden f ur jeden Probanden, jedes Schlafstadium und jeden Zustand










1. Beobachtung: F ur einen festen Zustand s liegen die drei  Ubergangswahrscheinlichkei-
ten ^ p
(v)
rs mit r 6= s eines Probanden J im Schlafstadium Z ungef ahr auf einer H ohe,







2. Beobachtung: In den Schlafstadien N1, N2 und N3 sind die  Ubergangswahrschein-
lichkeiten ^ p
(v)
ss des vollen Modells von einem festen Zustand s zu sich selbst f ur den
Groteil der Probanden erh oht im Vergleich zu den ^ p
(v)
rs mit r 6= s. Diese Erh ohung
f ur einen festen Probanden J in einem festen Schlafstadium Z ist f ur jedes s 2 S
ungef ahr gleich gro. Im Schlafstadium W l asst sich diese Beobachtung teilweise
ebenfalls anstellen.
Diese beiden Beobachtungen werden nun quantiziert und aus ihnen jeweils eine forma-
le Schlussfolgerung f ur die Beschreibung der ungef ahren Struktur der  Ubergangswahr-
scheinlichkeiten des vollen Modells gezogen.
Zur 1. Beobachtung
Sei ein Proband J 2 J und ein Schlafstadium Z 2 ZJ gegeben. F ur ein festes s 2 S ist
der maximale Abstand zwischen den drei  Ubergangswahrscheinlichkeiten ^ p
(v)
rs = ^ p
(v);(J;Z)
rs





rs   ^ p
(v)
ts j:
F ur die Menge fh
(J;Z)
s : s 2 S;J 2 J;Z 2 ZJg ergeben sich die in der Tabelle angege-
benen Quantile.
Minimum 1: Quartil Median 3: Quartil 90%-
Quantil
Maximum
0.002 0.018 0.030 0.042 0.058 0.101
Die H alfte aller h
(J;Z)




W ahlt man f ur jeden Probanden J und jedes Schlafstadium Z aus allen s 2 S den





sind 50% von diesen h(J;Z) kleiner als 0:05 und 90% kleiner als 0:08. Die in den Daten
beobachteten Werte h(J;Z) sind in Abbildung 3.3 f ur jeden Probanden getrennt nach
Schlafstadium eingezeichnet.
Insgesamt best atigt sich also die 1: Beobachtung, dass f ur einen Probanden J im Schlaf-
stadium Z f ur festes s die ^ p
(v);(J;Z)
rs mit r 6= s sich in den meisten F allen nur wenig
voneinander unterscheiden. Dies f uhrt zu der ersten Bedingung an die Struktur der
 Ubergangswahrscheinlichkeiten prs, die vom SMI-Modell erf ullt werden soll:
F ur einen festen Zustand s seien alle drei  Ubergangswahrscheinlichkeiten prs
mit r 6= s gleich gro.
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Abbildung 3.3: Maximale Abst ande h(J;Z) pro Proband getrennt nach Schlafstadium.









festen Probanden J und das jeweilige Schlafstadium Z.
Formal bedeutet dies
8 s 2 S : prs = pts 8 r;t 6= s: (3.1)
Zur 2. Beobachtung
Um die beobachteten Erh ohungen der gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(v)
ss
im vollen Modell von einem Zustand s zu sich selbst im Vergleich zu den jeweils anderen
drei ^ p
(v)
rs mit r 6= s absch atzen zu k onnen, ist es notwendig, einen ungef ahren gemeinsa-
men Wert ^ p
(1)
s f ur die drei ^ p
(v)
rs zu ermitteln. Hier bietet sich der Mittelwert an, sodass




















D , die durch
d(J;Z)
s := ^ p(v);(J;Z)
ss   ^ p
(1);(J;Z)
s 8 s 2 S
gegeben sind, pro Proband J und Schlafstadium Z in vielen F allen dicht beieinander























D eines festen Pro-
banden J in den Schlafstadien W, N1 und N2 in der H alfte aller F alle um ungef ahr
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Abbildung 3.4: Maximale Abweichung der Dierenzen dA, dB, dC, dD voneinander
pro Proband getrennt nach Schlafstadium. Jeder Punkt entspricht
maxs;u jds   duj f ur einen festen Probanden und das jeweilige Schlaf-
stadium.
h ochstens 0:04 und in 90% aller F alle jeweils um ca. h ochstens 0:06. In N3 lassen sich




u j zwischen den vier Dif-
ferenzen eines Probanden J nden, in der H ohe von bis zu 0:2. Der Median liegt f ur N3
bei ca. 0:07.









vielen F allen also relativ dicht beieinander. Daraus ergibt sich die zweite Forderung an
das SMI-Modell:
F ur jeden Probanden J und jedes Schlafstadium Z gelte









D.h. an das SMI-Modell wird f ur die  Ubergangswahrscheinlichkeiten pss von einem Zu-
stand s zu sich selbst die Bedingung
9 d 2 [0;1] : pss = prs + d 8 r;s 2 S;r 6= s; (3.2)
gestellt, wobei nach Bedingung (3.1) f ur festes s gilt, dass prs = pts ist f ur alle r;t 6= s.
Beispiel 3.1. Zur Verdeutlichung der beiden Beobachtungen sind in Abbildung 3.5 ex-
emplarisch f ur die Probanden 2 und 5 im Schlafstadium N2 die Werte der oben erw ahnten
^ p
(v)
rs ; ^ p
(1)
rs und ds eingetragen.
Proband 2 dient dabei als Beispiel f ur einen Probanden, bei dem die Bedingungen (3.1)
und (3.2) ann ahernd erf ullt werden. Mit Proband 5 wird ein Beispiel gezeigt, bei dem


























5 N2, P 2
AA CA AB CB AC CC AD CD
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Abbildung 3.5: Gesch atzte  Ubergangswahrscheinlichkeiten im Schlafstadium N2 f ur Pro-
band 2 (links) und Proband 5 (rechts). Die gr unen Linien geben die H ohe
von ^ ps an, die L angen der roten Linien entsprechen ds. Die Kreise mar-
kieren ^ p
(v)
rs , die Kreuze ^ prs = ^ ps + r;sd (1. Modell).
Die Sch atzer ^ p
(v)
rs werden in Form von Kreisen in Abbildung 3.5 dargestellt. F ur jedes
feste s 2 S sind die vier  Uberg ange (r;s) mit r 2 S durch gestrichelte vertikale Lini-
en gruppiert. Zudem sind die Kreise der drei ^ p
(v)
rs mit r 6= s einer jeden Gruppe gr un
ausgef ullt. F ur jedes s werden sie zur Berechnung von ^ p
(1)
s (Mittelwertbildung) herange-
zogen. Die berechneten ^ p
(1)
s werden jeweils durch eine gr une horizontale Linie markiert.
Bei Proband 2 sind f ur jedes feste s 2 S die drei ^ p
(v)
rs mit r 6= s ungef ahr gleich gro,
sodass sie nur schwach um ihren Mittelwert streuen. Hier wird die Bedingung (3.1) also
ann ahernd erf ullt. Dagegen weichen f ur Proband 5 die entsprechenden Werte der ^ p
(v)
rs
relativ stark voneinander ab mit der Konsequenz, dass sie st arker um ihren Mittelwert
streuen. Beispielsweise unterscheiden sich ^ p
(v);(5;N2)
AC und ^ p
(v);(5;N2)
DC um etwa 0:085.
Die roten Linien in Abbildung 3.5 entsprechen ihrer L ange nach den Dierenzen
d(J;Z)
s = ^ p(v);(J;Z)
ss   ^ p
(1);(J;Z)
s :
Im Idealfall, der f ur die Bedingung (3.2) sprechen w urde, sind alle roten Linien gleich





u j  0:015:





u j  0:072:
24Die Bedingung (3.2) ist also f ur Proband 5 nur grob erf ullt, wobei jedoch das Ergebnis
f ur eine andere Denition von ^ p
(1)
s besser ausfallen kann.
3.2 Verallgemeinerung des SMI-Modells und m ogliches Hintergrundmodell
Das SMI-Modell (Modell 1) f ur die Sequenzen x(J;Z) von Zust anden wird nun auf belie-
bige endliche Zustandsr aume S verallgemeinert formuliert und es wird gezeigt, dass das
(verallgemeinerte) SMI-Modell per Denition die Bedingungen (3.1) und (3.2) erf ullt.
Danach wird der Frage nachgegangen, wie eine Markov-Kette X mit den durch das SMI-
Modell beschriebenen Eigenschaften zustande kommen k onnte. Daf ur wird ein m ogliches
Hintergrundmodell f ur X angegeben und bewiesen, dass eine durch das Hintergrundmo-
dell konstruierte Markov-Kette X die geforderten Eigenschaften des SMI-Modells be-
sitzt. Mithilfe des Hintergrundmodells lassen sich die Parameter pr, r 2 S, und  des
SMI-Modells anschaulich interpretieren, sodass Hinweise f ur sinnvolle Sch atzer geliefert
werden.
Den Abschluss bilden Ergebnisse zur station aren Verteilung und zur Irreduzibilit at der
Markov-Kette X, zu den Erwartungswerten E[nr] und E[nrs] sowie Bemerkungen zu
den Parametern.
F ur die Verallgemeinerung des SMI-Modells werden die Zust ande der Markov-Kette X
nicht mehr mit den Buchstaben A;B;C;D bezeichnet, sondern zur einfacheren Hand-
habung durchnummeriert, sodass
S := f1;2;:::;ag
der verallgemeinerte endliche Zustandsraum ist, wobei die Anzahl a 2 N der paarweise
verschiedenen Zust ande fest gegeben sei. Durch die Zuordnung
A $ 1;B $ 2;C $ 3;D $ 4
l asst sich das verallgemeinerte SMI-Modell auf die gegebenen Daten anwenden.








werde aufgefasst als die ersten n + 1 = n(J;Z) + 1 Zust ande
(X0;:::;Xn)




25sowie der  Ubergangsmatrix P = (prs)r;s2S, gegeben durch
prs :=
(
ps , falls r 6= s;








Bemerkung 3.2. Die  Ubergangswahrscheinlichkeiten prs, r;s 2 S, erf ullen die Bedin-
gung (3.1), denn f ur s 2 S h angen die prs mit r 6= s nur von s ab, sodass gilt
8 s 2 S : prs = ps = pts 8 r;t 2 S; r;t 6= s:
Weiterhin erf ullen die  Ubergangswahrscheinlichkeiten prs auch Bedingung (3.2) wegen
pss = ps + 1    = prs + d 8 r;s 2 S;r 6= s;
mit d := 1    2 [0;1).
Im n achsten Schritt wird ein m ogliches Hintergrundmodell konstruiert, das eine Er-
kl arung f ur das Zustandekommen des SMI-Modells mit seiner speziellen Struktur der
 Ubergangswahrscheinlichkeiten bietet.
Dieses Hintergrundmodell setzt sich zusammen aus vier Konstruktionsschritten:
1. Der Einteilung der Zeitachse in zuf allige Intervalle,
2. der zuf alligen Zuordnung von Zust anden zu den Intervallen (Markierung der In-
tervalle),
3. der Bestimmung von zuf alligen Abtastungszeitpunkten und
4. dem Ablesen des Zustandes des jeweils aktuellen Intervalls zu den Abtastungszeit-
punkten
(siehe Abbildung 3.1 auf Seite 19 f ur ein Beispiel).
Damit sich aus dem Hintergrundmodell das SMI-Modell ableiten l asst, m ussen technische
Annahmen an die zuf alligen Elemente der Konstruktion gestellt werden:
1. Die zuf alligen Intervalle seien durch einen homogenen Poisson'schen Punktprozess
auf R+ mit Intensit at 1 > 0 gegeben,
2. die zuf alligen Abtastungszeipunkte seien durch einen homogenen Poisson'schen
Punktprozess auf R+ mit Intensit at 2 > 0 gegeben,
263. beide Prozesse seien unabh angig voneinander und
4. f ur jedes Intervall erfolge die Zuordnung des Zustandes r 2 S mit konstanter Wahr-
scheinlichkeit pr unabh angig voneinander und unabh angig von beiden Prozessen.
F ur die folgende formale Beschreibung des Hintergrundmodells wird die Tatsache ausge-
nutzt, dass f ur die durch einen homogenen Poisson'schen Punktprozess Z =
P
i Pi auf
R+ mit Intensit at  > 0 gegebenen Punkte P1;P2;::: gilt, dass die Wartezeiten P1 und
Pi   Pi 1 unabh angig exp()-verteilt sind, i  2 (siehe z. B. Meintrup und Sch aer,
2005).
Modell 3 (SMI-Modell, Hintergrundmodell). Sei a 2 N die Anzahl der paarweise ver-
schiedenen Zust ande und S := f1;:::;ag die Menge dieser Zust ande. Sei (j)j2N eine
Folge unabh angiger exp(1)-verteilter Zufallsvariablen. Seien T0 := 0 und Tj := Tj 1+j
f ur alle j 2 N. Die zuf alligen Intervalle I1;I2;::: seien deniert durch
Ij := [Tj 1;Tj) 8 j 2 N:
Es seien Wahrscheinlichkeiten p1;:::;pa 2 (0;1) gegeben mit
P
r2S pr = 1 und dazu eine
Folge (Mj)j2N unabh angiger identisch verteilter Zufallsvariablen mit
P(Mj = r) = pr 8 r 2 S;j 2 N:
Die Zufallsvariable Mj steht f ur den Zustand, der dem Intervall Ij zugeordnet wird (Mar-
kierung des Intervalls Ij).
Sei weiterhin (i)i2N0 eine Folge unabh angiger exp(2)-verteilter Zufallsvariablen und
B0 := 0 sowie Bi := Bi 1 + i f ur alle i 2 N. Dadurch werden die zuf alligen Abtas-
tungszeitpunkte B0;B1;::: deniert.
S amtliche Zufallsvariablen (j)j2N;(Mj)j2N und (i)i2N0 seien unabh angig voneinander.
Ist j 2 N der Index des Intervalls mit Bi 2 Ij f ur ein i 2 N0, wird der zugeh orige
Zustand Mj abgelesen. Die Folge (Xi)i2N0 der abgelesenen Zust ande ist somit f ur alle





Die Intervalle Ij und die zugeh origen Zust ande Mj seien f ur alle j 2 N nicht beobachtbar.
Die Abtastungszeitpunkte Bi und die Zust ande Xi zu diesen Abtastungszeitpunkten
seien in diesem Modell beobachtbar f ur alle i 2 N0.
Das Beispiel zum Hintergrundmodell aus Abbildung 3.1 wird im folgenden Beispiel auf-
gegrien und erweitert.
Beispiel 3.3. In Abbildung 3.6 wird das Beispiel zum Hintergrundmodell aus Abbil-
dung 3.1 erg anzt um die Bezeichnungen der nun eingef uhrten Variablen Ij (Intervalle),
Mj (Markierungen der jeweiligen Ij) und Bi (Abtastungszeitpunkte). Zur besseren  Uber-
sicht wurden dabei die Intervalle und die Abtastungszeitpunkte jeweils auf einer eigenen
Zeitachse dargestellt.
270 I1 I2 I3 I4 I5 I6 I7
D C A A B D A Mj :
D C C A A B A Xi :
0 B0 B1 B2 B3 B4 B5 B6
Þ (Xi)i =(D, C, C, A, A, B, A, ...)
Abbildung 3.6: Exemplarische Darstellung des Hintergrundmodells mit Variablenbe-
zeichnungen
In Abbildung 3.6 liegt B0 in I1 und somit erh alt X0 den Wert M1 = D. Dementsprechend
ist X1 = C, da B1 2 I2 gilt und M2 = C ist. Weil B2 im selben Intervall wie B1 liegt,
muss X2 = X1 = C gelten.
Es ist auch m oglich, dass zwei hintereinander folgende Xi und Xi+1 gleich sind, wenn
zwei verschiedenen Intervallen Iji und Iji+1, in denen Bi bzw. Bi+1 liegen, der gleiche
Zustand zugeordnet wurde, d.h. wenn Mji = Mji+1 erf ullt ist. Dies ist in diesem Beispiel
der Fall f ur X3 und X4.
Zudem kann es Intervalle Ij geben, in denen keines der Bi f ur i 2 N0 liegt, wie im Fall
von Intervall I6. Der Zustand Mj des Intervalls Ij wird dann  uberhaupt nicht abgetastet.
Bemerkung 3.4. Nach den Voraussetzungen des Hintergrundmodells sind zwar (Bi)i2N0
und (Xi)i2N0 beobachtbar, sie liegen f ur diese Arbeit jedoch nicht als gegebene Daten
tats achlich vor. Die einzigen gegebenen Daten sind f ur alle r;s 2 S die absoluten H aug-





in (X0;:::;Xn) von r nach s f ur ein n 2 N.
Es wird nun gezeigt, dass die durch das Hintergrundmodell gewonnene Folge (Xi)i2N0
gerade die Eigenschaften des SMI-Modells erf ullt.
Proposition 3.5. Die durch das Hintergrundmodell 3 beschriebene Folge (Xi)i2N0 ist
eine Markov-Kette mit Zustandsraum S = f1;:::;ag, Startverteilung (p1;:::;pa) und
 Ubergangsmatrix P = (prs)r;s2S, gegeben durch
prs =
(
ps , falls r 6= s;
ps + 1    , falls r = s;
28wobei
 := P(Bi+1 2 Ik f ur ein k > j jBi 2 Ij)





Bevor die Proposition bewiesen wird, wird in der nachstehenden Bemerkung der Para-
meter  genauer betrachtet.
Bemerkung 3.6. (i) Der Parameter  l asst sich interpretieren als die Wahrschein-
lichkeit daf ur, dass zwischen den Abtastungszeitpunkten Bi und Bi+1 f ur festes
i 2 N0 mindestens ein Intervallwechsel stattndet, d.h.
 = P(Intervallwechsel zwischen Bi und Bi+1):
Entsprechend gibt 1    = P(Bi+1 2 Ij jBi 2 Ij) die Wahrscheinlichkeit daf ur an,
dass beide Abtastungszeitpunkte Bi und Bi+1 im selben Intervall liegen, gegeben
Bi 2 Ij. In diesem Fall gilt Xi = Xi+1.
(ii) Das  aus dem Hintergrundmodell liegt in (0;1), w ahrend in den Modellen 1 und
2 auch  = 1 zugelassen ist. Der Fall  = 1 l asst sich jedoch als Grenzfall des
Hintergrundmodells interpretieren mit 1 ! 1 und endlichem 2.
Da beim Hintergrundmodell (Modell 3) zuf allige markierte Intervalle ((Ij;Mj))j2N
abgetastet werden zu Abtastungszeitpunkten (Bi)i2N0, werden die nach Proposi-
tion 3.5 (bis auf den Fall  = 1 bzw. bis auf die M achtigkeit von S)  aquivalenten
Modelle 1, 2 und 3 in dieser Arbeit alle "Sampled Marked Intervals-Modell\ (SMI-
Modell) genannt. Wenn auf die spezielle Konstruktion des Modells 3 verwiesen
werden soll, wird im weiteren Verlauf der Arbeit jedoch weiterhin die Bezeichnung
"Hintergrundmodell\ f ur das Modell 3 verwendet.
Beweis (Proposition 3.5). Wegen der Unabh angigkeit von (i)i2N;(i)i2N0 und (Mi)i2N
voneinander, ist es nicht von Bedeutung f ur die Startverteilung von (Xi)i2N0, in welchem
Intervall B0 liegt. Bedingt darauf, dass B0 2 Ij gilt, folgt X0 = Mj und somit
P(X0 = rjB0 2 Ij) = P(Mj = r) = pr 8 r 2 S:
Mit dem Satz von der totalen Wahrscheinlichkeit ergibt sich die Behauptung f ur die
Startverteilung.
Als N achstes wird gezeigt, dass 1    = P(Bi+1 2 Ij jBi 2 Ij) f ur alle i 2 N0;j 2 N
konstant ist.
Seien i 2 N0;j 2 N. Ist Bi 2 Ij = [Tj 1;Tj 1 + j) gegeben, so ist bekannt, dass
j > Bi   Tj 1
29erf ullt wird. Bedingt auf dieses Ereignis und darauf, dass Bi und Tj 1 bekannt sind, ist
j  (Bi Tj 1) exp(1)-verteilt (wie j) wegen der Ged achtnislosigkeit der Exponential-
Verteilung. Bildlich gesprochen l asst sich also eine exp(1)-verteilte Zufallsvariable 0
j
ab dem Zeitpunkt Bi starten, um die rechte Grenze von Ij zu ermitteln. Zum sel-
ben Zeitpunkt startet ebenfalls die exp(2)-verteilte Zufallsvariable i+1. Das Ereignis
fBi+1 2 Ijg tritt nun genau dann ein, wenn i+1 < 0
j ist.
Formal bedeutet das
1    = P(Bi+1 2 Ij jBi 2 Ij)
= P(Bi+1 < Tj jTj 1  Bi < Tj)
= P(Bi + i+1 < Tj 1 + j jTj 1  Bi < Tj 1 + j)
= P(Bi   Tj 1 + i+1 < j j0  Bi   Tj 1 < j)
und mit dem Satz von der totalen Wahrscheinlichkeit






P(c + b < j jc < j;c = Bi   Tj 1;b = i+1 | {z }
unabh.
von j
















P(b < j)P(i+1 2 db);
wobei die Ged achtnislosigkeit der Exponential-Verteilung in der dritten Zeile eingeht.
Da j exp(1)-verteilt ist f ur alle i 2 N0 und i+1 exp(2)-verteilt ist f ur alle j 2 N,
h angt der letzte Ausdruck und damit 1    nicht von i oder j ab. Genauer h angt 1   
und somit auch  nur von den Parametern 1 und 2 ab, wie die folgende Rechnung
zeigt:
1    =
Z 1
0




















30Da 1;2 > 0 sind, gilt auerdem 0 <  < 1.
Nun sind noch die Markov-Eigenschaft zu zeigen und die  Ubergangswahrscheinlichkeiten
prs zu bestimmen.
Mit Wahrscheinlichkeit  ist Bi mit i > 0 der erste Abtastungszeitpunkt in einem
Intervall Ij f ur ein j 2 N, d.h. Bi 2 Ij, aber Bi 1 = 2 Ij. Dann nimmt Mj und somit
auch Xi unabh angig von der Vergangenheit den Wert r mit Wahrscheinlichkeit pr an,
also unabh angig von Bk;Xk;Il;Ml f ur k = 0;:::;i   1 und l = 1;:::;j   1.
Mit Wahrscheinlichkeit 1    ndet zwischen Bi 1 und Bi kein Intervallwechsel statt.
Dann gilt Xi 1 = Xi. Ist zudem gegeben, dass auch ein Bk mit k < i   1 im selben
Intervall liegt wie Bi 1 und Bi, liefert dies keine zus atzliche Information f ur Xi. Von
allen Xk, f ur die die zugeh origen Bk mit k < i   1 in einem vorangegangenen Intervall
liegen, ist Xi unabh angig.
Insgesamt gilt also
P(Xi = mi jXi 1 = mi 1;:::;X0 = m0) = P(Xi = mi jXi 1 = mi 1)
f ur alle i 2 N und m0;:::;mi 2 S. Somit ist (Xi)i2N0 eine Markov-Kette 1. Ordnung.
Zum Abschluss des Beweises werden nun die  Ubergangswahrscheinlichkeiten bestimmt.
Es sei das Ereignis
Ai := fIntervallwechsel zwischen Bi 1 und Big 8 i 2 N
deniert und Ac
i sein Gegenereignis. Die Ereignisse haben die Wahrscheinlichkeit
P(Ai) =  bzw. P(Ac
i) = 1   :
Wie oben n aher ausgef uhrt, sind Xi 1 und Xi unabh angig voneinander, bedingt darauf,
dass zwischen Bi 1 und Bi mindestens ein Intervallwechsel stattndet. Auerdem ist
(Mj)j2N unabh angig von (Ai)i2N0. Somit gilt
P(Xi = sjXi 1 = r;Ai) = P(Xi = sjAi) = P(Xi = s):
Findet zwischen Bi 1 und Bi dagegen kein Intervallwechsel statt, gilt Xi 1 = Xi. Das
f uhrt zu
P(Xi = sjXi 1 = r;Ac
i) = P(Xi 1 = sjXi 1 = r):
Daraus ergibt sich f ur die  Ubergangswahrscheinlichkeiten
prs = P(Xi = sjXi 1 = r)
= P(Ai)P(Xi = sjXi 1 = r;Ai) + P(Ac
i)P(Xi = sjXi 1 = r;Ac
i)
= P(Xi = s) + (1   )P(Xi 1 = sjXi 1 = r)
=
(
ps ; falls r 6= s;
ps + 1    ; falls r = s:
31Aus der Konstruktion des Hintergrundmodells folgt direkt, dass
P(Xi = r) = P(Mji = r) = pr
gilt, wobei ji 2 N so gew ahlt sei, dass Bi 2 Iji ist. Dies impliziert die folgende Proposi-
tion.
Proposition 3.7. F ur die Markov-Kette (Xi)i2N0 des SMI-Modells ist die Startvertei-
lung (p1;:::;pa) die station are Verteilung.
Rechnerischer Beweis. Auch ohne das Hintergrundmodell l asst sich die Stationarit at
nachweisen. Daf ur ist zu zeigen, dass p = (p1;:::;pa)> ein linker Eigenvektor der  Uber-
gangsmatrix P = (prs)r;s2S zum Eigenwert 1 ist.
F ur die Eintr age von P gilt
prs = ps + r;s(1   );
wobei r;s das Kronecker-Delta sei. Damit l asst sich die  Ubergangsmatrix darstellen als
P = ep> + (1   )I, wobei e = (1;:::;1)> 2 Ra und I die (a  a)-Einheitsmatrix sei.
Wegen p>e = p1 +  + pa = 1 folgt direkt
p>P = p>ep> + (1   )p> = p> + (1   )p> = p>:
Korollar 3.8. Seien n 2 N und Zi;r := 1fXi=rg f ur alle i 2 f0;:::;ng und r 2 S. F ur












E[nr] = npr und E[nrs] = nprprs 8 r;s 2 S:
Beweis. Seien r;s 2 S. Da nach Proposition 3.7 der Vektor (p1;:::;pa) die station are
Verteilung von (Xi)i2N0 ist, gilt













P(Xj = r;Xj+1 = s) = nprprs:
Proposition 3.9. Die Markov-Kette (Xi)i2N0 des SMI-Modells ist irreduzibel.
Beweis. Da  > 0 und ps > 0 f ur alle s 2 S gelten, sind alle prs = ps + r;s(1   ) > 0
und die Markov-Kette irreduzibel.
323.2.1 Die F alle  = 1 und  = 0
Angenommen, man betrachtet die Markov-Kette (Xi)i2N0 mit  Ubergangsmatrix
P = ep> + (1   )I
des SMI-Modells, dann ist  2 (0;1].
Der Fall  = 1 f uhrt zu P = ep>, also zu prs = ps f ur alle r;s 2 S. Eine Unterscheidung,
ob r = s oder r 6= s gilt, muss nicht mehr durchgef uhrt werden. Daher sind die  Uber-
gangswahrscheinlichkeiten prs unabh angig von r und alle Xi sind unabh angig voneinan-
der. Durch die Unabh angigkeit der Xi ist (n1;:::;na) multinomial(n;p1;:::;pa)-verteilt.
Im Hintergrundmodell ist  = 1 nicht m oglich (siehe Proposition 3.5 bzw. Bemerkung
3.6.(ii)).  Ubertragen auf die Bilder des Hintergrundmodells (als Grenzfall mit 1 ! 1
und endlichem 2) bedeutet  = 1 jedoch, dass je zwei verschiedene Abtastungszeitpunkt
Bi und Bi0 fast sicher in verschiedene Intervalle Iji und Iji0 fallen, also mit ji 6= ji0 f ur alle
i;i0 2 N0, denn mit Wahrscheinlichkeit  = 1 ndet zwischen Bi und Bi+1 mindestens
ein Intervallwechsel statt.
Der Fall  = 0 ist weder im SMI-Modell noch im Hintergrundmodell m oglich, denn es
w urde der entartete Fall P = I und somit Xi = Xj fast sicher f ur alle i;j 2 N0 auftreten.
In Bildern des SMI-Modells, w urde dies bedeuten, dass es nur ein Intervall I1 = R+ gibt,
in das alle Abtastungszeitpunkte Bi fallen.
F ur  = 0 und  = 1 ergeben sich also Markov-Ketten (Xi)i2N0, die sich auf besondere
und einfache Weise verhalten. Aus diesem Grund werden im weiteren Verlauf dieser
Arbeit bei Untersuchungen zum SMI-Modell die F alle  = 0 (bzw.  ! 0) und  = 1
besonders hervorgehoben, wenn sie zur besseren Anschauung beitragen.
3.2.2 Anzahl der Parameter
Als Ziel f ur diese Arbeit wurde in Kapitel 1 formuliert, die Struktur der  Ubergangs-
wahrscheinlichkeit im vollen Modell zu beschreiben und dabei die Anzahl der Parameter
ausgehend vom vollen Modell zu reduzieren. Die  Ubergangswahrscheinlichkeiten einer
Markov-Kette mit 4 m oglichen Zust anden weisen im vollen Modell 42  4 = 12 Parame-
ter auf, denn insgesamt gibt es 42 = 16  Ubergangswahrscheinlichkeiten prs und f ur jedes
r 2 fA;B;C;Dg wird ein Parameter abgezogen wegen
P
s prs = 1.
Dagegen lassen sich die  Ubergangswahrscheinlichkeiten des SMI-Modells f ur den Zu-
standsraum S = fA;B;C;Dg durch 4 Parameter beschreiben, n amlich durch den Para-
meter  sowie o.B.d.A. durch die Parameter pA;pB;pC, wobei pD = 1   (pA + pB + pC)
ist. Das SMI-Modell l asst sich also durch 1 + 4   1 = 4 Parameter beschreiben, wenn S
die M achtigkeit jSj = 4 hat.
F ur einen Zustandsraum S mit jSj = a 2 N ergeben sich analog a2   a Parameter f ur
das volle Modell und a Parameter f ur das SMI-Modell. Durch das SMI-Modell wird also
eine Reduktion um a2   2a Parameter erreicht.
33Bemerkung 3.10. Ist S = f1;:::;ag der Zustandsraum, werden im weiteren Verlauf
dieser Arbeit zur Beschreibung des SMI-Modells stets die Parameter p1;:::;pa und 
angegeben, obwohl o.B.d.A. pa ersetzt werden kann durch




und das SMI-Modell durch die Parameter p1;:::;pa 1 und  schon ausreichend beschrie-
ben wird.
Um das SMI-Modell auf die gegebenen Daten anwenden zu k onnen, m ussen p1;:::;pa
und  gesch atzt werden. Mit der Sch atzung besch aftigt sich das folgende Kapitel.
344 Anpassung des SMI-Modells
In diesem Kapitel werden Sch atzer f ur p1;:::;pa und  f ur die Anpassung des SMI-
Modells an die Daten eines Probanden J in einem Schlafstadium Z hergeleitet und
Eigenschaften der Sch atzer diskutiert.




8 r 2 S;







1fxi=rg 8 r 2 S;
und f ur  um





















, die den gegebenen Daten nrs = n
(J;Z)
rs zugrunde
liegen, werden gem a dem SMI-Modell als erste n + 1 = n(J;Z) + 1 Zust ande einer
Markov-Kette
X(J;Z) = X = (Xi)i2N0
aufgefasst. Die  Uberlegungen in diesem Kapitel zu den Sch atzern werden sich stets auf
diese Markov-Kette X bzw. auf die weiteren Zufallsvariablen des Hintergrundmodells
(Modell 3), (Ij)j2N, (Mj)j2N und (Bi)i2N0
10, beziehen.
Beim Sch atzen der Parameter ist zu beachten, dass lediglich die  Ubergangsh augkeiten
nrs in den ersten n + 1 Zust anden der Markov-Kette (Xi)i2N0 gegeben sind, nicht je-
doch (Ij)j2N;(Mj)j2N;(Bi)i2N0 oder (Xi)i2N0 selbst. Dadurch sind Informationen nicht
verf ugbar, die f ur das Sch atzen hilfreich w aren, etwa ob zwischen zwei hintereinander
folgenden Abtastungszeitpunkten ein Intervallwechsel stattndet oder nicht. Auf diese
Einschr ankung wird in den entsprechenden Unterkapiteln n aher eingegangen.
In Kapitel 4.1 wird der Sch atzer ^ pr f ur pr behandelt und in Kapitel 4.2 der Sch atzer ^  f ur
. In beiden Unterkapiteln werden zun achst die Ideen vorgestellt, die zu den jeweiligen
Sch atzern gef uhrt haben.
Anschlieend werden in den Kapiteln 4.1.1 bzw. 4.2.1 die Maximum-Likelihood-Sch atzer
(ML-Sch atzer) f ur pr bzw. f ur  bestimmt auf der Basis von Zufallsvariablen, die die
f ur das Sch atzen von pr bzw.  relevanten Informationen aus dem Hintergrundmodell
10(Ij)j2N: zuf allige Intervalle; (Mj)j2N: den Intervallen zugeordnete zuf allige Zust ande; (Bi)i2N0: zuf allige
Abtastungszeitpunkte
35enthalten. Konkret werden die ML-Sch atzer ermittelt auf der Basis von Teilfolgen von
(Mj)j2N bzw. auf der Basis von (Ai)i2N mit
Ai := fIntervallwechsel zwischen Bi 1 und Big;
wenn die realisierten Werte der jeweiligen Zufallsvariablen gegeben w aren. Die ML-
Sch atzer werden dann mit den oben denierten Sch atzern ^ pr bzw. ^  verglichen, um
festzustellen, wie sich die Tatsache bei den Sch atzern ^ pr und ^   auert, dass die relevan-
ten Informationen aus dem Hintergrundmodell nicht verf ugbar sind.
Zudem werden die Sch atzer ^ pr und ^  in den Kapiteln 4.1.2 bzw. 4.2.2 f ur simulierte
Datens atze (nrs)r;s2S berechnet, um die Abweichung der Sch atzer von den wahren Wer-
ten pr und  f ur endliche Datens atze zu untersuchen. Die Simulationen erfolgten dabei
systematisch f ur verschiedene wahre Werte der Parameter p1;:::;pa und .
Das Kapitel 4.3 besch aftigt sich mit einer weiteren M oglichkeit f ur die Anpassung der Da-
ten an das SMI-Modell, bei der die ML-Sch atzer diesmal auf der Basis von (X0;:::;Xn)
berechnet werden. Es wird sich zeigen, dass f ur ihre Berechnung nur die  Ubergangsh aug-
keiten nrs sowie der realisierte Wert x0 von X0 ben otigt werden und wie mit dem unbe-
kannten x0 verfahren werden kann.
Wie aus den Sch atzern ^ p1;:::; ^ pa und ^  die Sch atzer ^ prs f ur prs in dieser Arbeit im
Kontext des SMI-Modells ermittelt werden, wird in Kapitel 4.4 erl autert.
In Kapitel 4.5 werden zum Abschluss die Werte der Sch atzer pr asentiert, die f ur die
Anpassung des SMI-Modells an die gegebenen Daten berechnet wurden.
4.1 Sch atzer f ur pr













als Sch atzer f ur pr verwendet.
Dies ist ein naheliegender Sch atzer, da (p1;:::;pa) nach Proposition 3.7 die station are
Verteilung von (Xi)i2N0 ist und somit
P(Xi = r) = pr
gilt f ur alle i 2 N0. Daraus folgt direkt, dass ^ pr erwartungstreu ist.
Korollar 4.1. F ur alle r 2 S ist der Sch atzer ^ pr = nr=n ein erwartungstreuer Sch atzer
f ur pr.
Beweis. Sei r 2 S. Nach Korollar 3.8 gilt E[nr] = npr und damit
E[^ pr] = E[nr=n] = pr:
36Bemerkung 4.2. 1. F ur ^ pr wird Xn nicht ber ucksichtigt, sondern nur X0;:::;Xn 1.
Dies liegt an dem in Kapitel 2.2 beschriebenen Umstand, dass aus den gegebenen
(nrs)r;s2S im Allgemeinen lediglich
nr = nr =
n 1 X
i=0




ermittelt werden kann, aber nicht die Auftrittsh augkeit von r in (X0;:::;Xn),






2. Mit Ausnahme des Spezialfalls  = 1 ist der Sch atzer ^ pr kein ML-Sch atzer auf
der Basis von (X0;:::;Xn 1), da die Zufallsvariablen X0;:::;Xn 1 f ur  < 1
abh angig voneinander sind. Auf den ML-Sch atzer auf der Basis von (X0;:::;Xn)
wird in Kapitel 4.3 n aher eingegangen.11
4.1.1 Vergleich mit ML-Sch atzer auf der Basis von Hintergrundmodell-Variablen
Es wird nun ein ML-Sch atzer f ur pr hergeleitet, der sich ermitteln l asst, wenn Informa-
tionen aus dem Hintergrundmodell gegeben w aren, die f ur das Sch atzen von pr relevant
sind. Konkret wird der ML-Sch atzer ^ p
ML;H
r bestimmt auf der Basis aller Mj, f ur die es
ein Bi gibt, das in dem zu Mj geh orenden Intervall Ij liegt, d.h. auf der Basis von
fMj : j 2 N;9 i 2 f0;:::;ng mit Bi 2 Ijg:
Der ML-Sch atzer ^ p
ML;H
r wird dann verglichen mit dem Sch atzer ^ pr, sodass deutlich wird,
wie sich die Nicht-Verf ugbarkeit der relevanten Informationen aus dem Hintergrundmo-
dell auf den Sch atzer ^ pr auswirkt.
Die Wahrscheinlichkeit pr wurde im Hintergrundmodell eingef uhrt als Wahrscheinlichkeit
pr = P(Mj = r);
dass dem Intervall Ij der Zustand r zugeordnet wird. Im Gegensatz zum ML-Sch atzer
auf der Basis von (X0;:::;Xn) lassen sich ML-Sch atzer f ur pr auf der Basis von gewissen
Teilsequenzen (Mjk)k2f1;:::;lg von (Mj)j2N der L ange l 2 N auf einfache Weise durch die
relative H augkeit Pl
k=1 1fMjk=rg
l
11Bei diesem ML-Sch atzer wird Xn wieder mitber ucksichtigt.





des Zustandes r in der Teilsequenz gerade binomial(l;pr)-verteilt ist (siehe z. B. Kersting
und Wakolbinger, 2008).
F ur die Bestimmung des ML-Sch atzers ^ p
ML;H
r w ahlt man die Teilsequenz (Mjk)k=1;:::;l
so, dass f ur jedes k 2 f1;:::;lg ein i 2 f0;:::;ng mit Bi 2 Ijk existiert und umgekehrt
f ur jedes i 2 f0;:::;ng ein k 2 f1;:::;lg mit Bi 2 Ijk. Das l gibt dann die Anzahl der
durch (B0;:::;Bn) getroenen Intervalle an.
Um die Anzahl der getroenen Intervalle zu bestimmen, ist es n utzlich, die Anzahl nrr
der  Uberg ange von r zu r zu zerlegen in
nrr = e nrr +  nrr;
wobei e nrr die Anzahl der  Uberg ange mit Intervallwechsel und  nrr ohne Intervallwechsel
bezeichne. Die Anzahl der Intervalle, die von B0;:::;Bn getroen wurden, ist mit dieser
Notation gerade
(n + 1)  
X
t2S








denn von B0;:::;Bn k onnen maximal n + 1 paarweise verschiedene Intervalle getroen
werden und
P
t  ntt gibt die Anzahl der Paare (Bi 1;Bi) an mit i 2 f1;:::;ng, f ur die
Bi 1 und Bi im selben Intervall liegen.
Bedingt auf
(n + 1)  
X
t
 ntt = l
f ur ein l 2 N ist die Anzahl n0
r    nrr der getroenen Intervalle, denen der Zustand r
zugeordnet ist, binomial(l;pr)-verteilt und als ML-Sch atzer ^ p
ML;H
r f ur pr auf der Basis
von





r    nrr








r    nrr




 n + 1  
X
t






f ur alle l 2 N ist ^ p
ML;H
r erwartungstreu.
38Bemerkung 4.3. F ur  = 1 tritt in Bildern des Hintergrundmodells12 stets ein Inter-







ist der ML-Sch atzer f ur pr auf der Basis von (X0;:::;Xn), denn die Anzahl der i 2




der ML-Sch atzer f ur pr auf der Basis von (X0;:::;Xn 1).
Fazit
Im Gegensatz zum Sch atzer ^ pr werden beim ML-Sch atzer ^ p
ML;H
r sowohl im Z ahler als
auch im Nenner nur die  Uberg ange mit Intervallwechsel mitgez ahlt.
F ur den Sch atzer ^ pr sind die Informationen bez uglich der Intervallwechsel nicht verf ug-
bar, sodass ein Zustand Mj = r eines Intervalls Ij doppelt oder h auger gez ahlt werden
kann. Wurde ein Ij bereits durch genau ein Bi getroen, wird es mit Wahrscheinlichkeit
1    auch durch Bi+1 getroen, sodass Mj ein zweites Mal gez ahlt wird. Wiederum
mit Wahrscheinlichkeit 1    wird Ij dann auch von Bi+2 getroen und Mj ein drittes
Mal gez ahlt usw. Dies geschieht mit der gleichen Wahrscheinlichkeit unabh angig davon,
ob Mj = r ist oder nicht, und unabh angig vom Intervall Ij. Dadurch erwartet man,
dass sich die durch doppeltes und h augeres Z ahlen eines Zustandes Mj verursachten
m oglichen Abweichungen des Sch atzers ^ pr vom wahren Wert pr im Mittel ausgleichen.
Dementsprechend ist der Sch atzer ^ pr erwartungstreu, wie in Korollar 4.1 gezeigt wurde.
Je kleiner  jedoch ist, desto st arkeren Schwankungen ist ^ pr intuitiv unterworfen im
Vergleich zu ^ p
ML;H
r .
4.1.2  Uberpr ufung von ^ pr durch Simulation
Um das Verhalten der Sch atzer ^ pr zu untersuchen f ur typische L angen n(J;Z) der f ur
diese Arbeit gegebenen Sequenzen x(J;Z), wurden f ur a = 4 und
p1;p2;p3;p4 2 f0:1;0:2;0:3;0:4;0:5;0:6;0:7g; 2 f0:25;0:50;0:75;1:00g
f ur jede nicht redundante Kombination (p1;p2;p3;p4;) mit
P
r pr = 1 jeweils 1000
Markov-Ketten mit n = 1000  Uberg angen dem SMI-Modell gem a simuliert. F ur je-
de dieser simulierten Markov-Ketten wurden anschlieend die  Ubergangsh augkeiten
(nrs)r;s2S bestimmt und damit ^ p1; ^ p2; ^ p3; ^ p4 berechnet.
In Abbildung 4.1 wird eine Auswahl der ermittelten ^ p1 abgebildet. Daf ur wurden f ur jedes
p1 2 f0:1;0:3;0:5;0:7g und jedes  2 f0:25;0:50;0:75;1:00g jeweils die Simulationen einer
der oben beschriebenen Parameter-Kombinationen (p1;p2;p3;p4;) herangezogen.
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Überprüfung von p ^
1 durch Simulation
Abbildung 4.1: Sch atzer ^ p1 f ur simulierte Daten.
Jede Punktwolke besteht aus 1000 Punkten, die f ur die Werte der
Sch atzer ^ p1 stehen, die aus den f ur eine ausgew ahlte Parameterkombina-
tion (p1;p2;p3;p4;) simulierten  Ubergangsh augkeiten (nrs)r;s2f1;2;3;4g
berechnet wurden. Die horizontalen bzw. vertikalen grauen Linien, die
sich hinter den Punktwolken kreuzen, geben den Wert von p1 bzw.  an,
die f ur die jeweiligen Simulationen verwendet wurden. Die y-Koordinate
eines Punktes gibt ^ p1 f ur eine Simulation an, die x-Koordinate ist die
Summe des wahren Wertes von  und einer N(0;0:01)-verteilten Zufalls-
variable (Punkte sind "gejittert\).
Mittelwerte (mean) und Standardabweichungen (sd) beziehen sich auf
alle ^ p1 einer Punktwolke und sind auf drei Stellen gerundet.
40Es ist zu beobachten, dass der Mittelwert der simulierten ^ p1 h ochstens um 2=n vom
wahren Wert p1 abweicht und die Streuung von ^ p1 f ur jedes Parameterpaar (p1;) umso
gr oer ist, je kleiner  ist und je n aher p1 bei 0:5 liegt. Die Abh angigkeit der Varianz
von ^ p1 von (p1;) wird in Kapitel 5.1 genauer untersucht, insbesondere im Abschnitt
5.1.3.
4.2 Sch atzer f ur 
Der Sch atzer f ur , der in der vorliegenden Arbeit zur Anpassung des SMI-Modells
verwendet wird, ist









Es wird nun die Idee hinter diesem Sch atzer erl autert.
Wie in Kapitel 3.2 beschrieben wurde, l asst sich  im Kontext des Hintergrundmodells
interpretieren als die Wahrscheinlichkeit, mit der bei einem  Ubergang von Xi zu Xi+1,
also zwischen zwei aufeinanderfolgenden Abtastungspunkten Bi und Bi+1, mindestens
ein Intervallwechsel stattndet, i 2 N0. Diese Interpretation dient als Ansatz f ur die
Herleitung des Sch atzers. Ziel ist es dabei, die relative H augkeit aller  Uberg ange mit
Intervallwechsel zu ermitteln bzw. zu approximieren.
Bei einem  Ubergang von einem Zustand r zu einem Zustand s, der sich von r unterschei-
det, ndet stets ein Intervallwechsel statt (siehe Kapitel 3.2). Es gibt also mindestens P
r6=s nrs  Uberg ange mit Intervallwechsel.
Bei einem  Ubergang von einem Zustand r zum selben Zustand r l asst sich nicht unter-
scheiden, ob dabei ein Intervallwechsel auftritt oder nicht. Daher werden diese  Uberg ange
bei diesem Ansatz f ur das Sch atzen von  nicht ber ucksichtigt.
Die absolute H augkeit der  Uberg ange mit Intervallwechsel wird hier deswegen (nach
unten) abgesch atzt durch X
r6=s




Es folgen drei Schritte bei der Herleitung von ^ :
1. Ermittlung eines sinnvollen Terms, durch den die absolute H augkeit n  
P
r nrr
geteilt wird, um die relative H augkeit der  Uberg ange mit Intervallwechsel zu
sch atzen. Als Kriterium dient dabei die Erwartungstreue der relativen H augkeit.
















t6=u ^ pt^ pu
:
413. Abschneiden von ^ (u) bei 1. Dadurch erh alt man






t6=u ^ pt^ pu
^ 1:








von  Uberg angen zwischen sich unterscheidenden Zust anden die relative H augkeit der
 Uberg ange mit Intervallwechsel abzusch atzen, ist es zweckm aig, die absolute H augkeit
nicht durch die Anzahl n aller  Uberg ange zu teilen, sondern zu ber ucksichtigen, dass
s amtliche  Uberg ange von einem Zustand r zum selben Zustand r nicht verwendet werden.
















































Anstelle von n steht bei ^ (1) die erwartete Anzahl von  Uberg angen zwischen verschie-
denen Karten t und u im Nenner, die man erwartet, wenn bei jedem  Ubergang ein














2. Schritt: In der Formel f ur den erwartungstreuen Sch atzer ^ (1) werden die wahren
Werte p1;:::;pa verwendet. Da diese Wahrscheinlichkeiten jedoch nicht bekannt sind,











423. Schritt: Mit einer positiven Wahrscheinlichkeit tritt der Fall ein, dass der Z ahler
gr oer als der Nenner wird. Das bedeutet, dass mehr  Uberg ange zwischen sich unter-
scheidenden Zust anden realisiert wurden, als man selbst f ur  = 1 erwarten w urde.
Dann gilt ^ (u) > 1. Da  als Wahrscheinlichkeit interpretiert werden kann, wird der
Sch atzer bei 1 abgeschnitten. Damit ist die Herleitung des Sch atzers ^  f ur , der f ur die
Anpassung des SMI-Modells an die Daten angewandt wird, beendet und es sei









Bemerkung 4.4. Interpretiert man  als Verh altnis zweier Gr oen, kann es sinnvoll
sein, auch Werte > 1 f ur einen Sch atzer f ur  zuzulassen. In diesem Fall ndet ^ (u)
Anwendung. Im weiteren Verlauf der Arbeit wird stets angegeben, ob ^  = ^ (g) oder ^ (u)
als Sch atzer f ur  verwendet wird.
4.2.1 Vergleich mit ML-Sch atzer auf der Basis von Hintergrundmodell-Variablen
W aren die Variablen (Ij)j2N und (Bi)i2N0 aus dem Hintergrundmodell gegeben, liee
sich der ML-Sch atzer ^ ML;H f ur  auf der Basis der Ereignisse
Ai := fIntervallwechsel zwischen Bi 1 und Big 8 i 2 f1;:::;ng;
berechnen. Dieser ML-Sch atzer wird nun bestimmt und mit ^  verglichen.
Die Wahrscheinlichkeit f ur das Ereignis Ai betr agt
P(Ai) =  8 i 2 f1;:::;ng




der  Uberg ange mit Intervallwechsel binomial(n;)-verteilt.
Sei
nrr = e nrr +  nrr
die Zerlegung aus Kapitel 4.1.1, mit der die Anzahl nrr der  Uberg ange von einem Zu-
stand r zum selben Zustand r zerlegt wird in die Anzahl der  Uberg ange von r zu r mit
Intervallwechsel (e nrr) und ohne Intervallwechsel ( nrr). Dann l asst sich die Anzahl der

























Der Unterschied zwischen den Sch atzern ^  und ^ ML;H besteht darin, dass bei ^ ML;H die
 Uberg ange von einem Zustand r zum selben Zustand r mit Intervallwechsel mitber uck-
sichtigt werden, w ahrend sie bei ^  vernachl assigt werden.
Dementsprechend werden beim ML-Sch atzer f ur die Ermittlung der relativen H augkeit
im Nenner alle n  Uberg ange herangezogen. Im Gegensatz dazu muss der Nenner f ur
^  angepasst werden zur gesch atzten erwarteten Anzahl von  Uberg angen zwischen zwei
verschiedenen Zust anden bedingt darauf, dass  = 1 ist.
4.2.2  Uberpr ufung von ^ (u) durch Simulation
Die Abbildung 4.2 zeigt die durch ^ (u) gesch atzten Werte f ur eine Auswahl von simu-
lierten Markov-Ketten, die in Kapitel 4.1.2 beschrieben worden sind.
Der Mittelwert der simulierten ^ (u)  ubersch atzt stets den wahren Wert von  um bis
zu 4=n mit n = 1000. Zudem erscheint es so, als g abe es einen Trend f ur die Standard-
abweichung, kleiner zu sein, je "dichter\ p1;p2;p3;p4 beieinander liegen, z. B. je kleiner P4
r=1 p2
r ist. Genauere Betrachtungen f ur die Varianz von ^ (u) werden in Kapitel 5.3
angestellt.
Um die Werte von ^  = ^ (g) anstatt von ^ (u) aus den Simulationen zu erhalten, m ussen
in Abbildung 4.2 lediglich alle Punkte mit ^ (u) > 1 auf der x-Achse nach links auf die 1
verschoben werden.
4.3 Vergleich der Sch atzer ^ pr und ^ (u) mit den ML-Sch atzern auf der Basis
von (X0;:::;Xn)
Im Folgenden werden die ML-Sch atzer ^ pML
1 ;:::; ^ pML
a und ^ ML f ur p1;:::;pa und  auf
der Basis von (X0;:::;Xn) untersucht.
Daf ur wird zun achst die Log-Likelihood-Funktion hergeleitet. Anschlieend werden zwei
Ans atze zur Berechnung der ML-Sch atzer f ur  und pr auf der Basis von (X0;:::;Xn)
beschrieben, der Lagrange-Ansatz und der numerische Ansatz.
Durch Anwendung des Lagrange-Ansatzes wird sich herausstellen, wie bei diesen ML-
Sch atzern die Anzahl  nrr der  Uberg ange von r zu r ohne Intervallwechsel gesch atzt wird
und wie sich daraus der ML-Sch atzer f ur  bildet.
F ur die konkrete Berechnung der ML-Sch atzer wird jedoch der numerische Ansatz ver-
folgt. Die Log-Likelihood-Funktion h angt sowohl von (nrs)r;s2S als auch von x0 ab. Da
x0 in den vorliegenden Daten nicht gegeben ist, wird gekl art, wie sich x0 bei der nume-
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Überprüfung von p ^
(u)
 durch Simulation
Abbildung 4.2: Sch atzer ^ (u) f ur simulierte Daten.
Jede Punktwolke besteht aus 1000 Punkten, die f ur die Werte
der Sch atzer ^ (u) stehen, die aus den f ur eine ausgew ahlte Para-
meterkombination (p1;p2;p3;p4;) simulierten  Ubergangsh augkeiten
(nrs)r;s2f1;2;3;4g berechnet wurden. Die vertikalen grauen Linien geben
f ur die getroene Punktwolke den Wert von  an, der f ur die jewei-
ligen Simulationen verwendet wurde. Die x-Koordinate eines Punktes
entspricht dem Wert von ^ (u) f ur eine Simulation, die y-Koordinate ist
eine normalverteilte Zufallsvariable (Punkte sind "gejittert\).
Mittelwerte (mean) und Standardabweichungen (sd) beziehen sich auf
alle ^ (u) einer Punktwolke und sind auf drei Stellen gerundet.
45Sei x = (x0;:::;xn) 2 Sn+1. Dann gilt f ur die Likelihood-Funktion




































nrs = 1fx0=sg +
X
r2S
nrs   nss = n0
s   nss 8 s 2 S
verwendet, wobei n0





1fxi=sg = 1fx0=sg + ns = 1fx0=sg +
X
r2S
nrs 8 s 2 S:
Mit der Formel
prs = ps + r;s(1   ) 8 r;s 2 S
f ur die  Ubergangswahrscheinlichkeiten im SMI-Modell erh alt man




































(pt + 1   )ntt:












s   nss)log(ps) +
X
t2S
ntt log(pt + 1   ):
Diese Funktion ist f ur die Bestimmung der ML-Sch atzer zu maximieren. Dabei ist zu
beachten, dass nrs f ur alle r;s 2 S in den Daten vorliegt, jedoch x0 und somit auch n0
s
nicht in allen F allen zuverl assig bestimmt werden k onnen (siehe Kapitel 2.2).
464.3.1 Lagrange-Ansatz
Eine m ogliche Methode f ur die Maximierung der Log-Likelihood-Funktion stellt der
Lagrange-Ansatz dar (siehe z. B. Forster, 2006) mit der Nebenbedingung
P
s ps = 1.
F ur die Betrachtungen wird hier angenommen, dass neben nrs f ur alle r;s 2 S auch
x0 2 S gegeben ist und somit auch n0
s f ur alle s 2 S.
Die Lagrange-Funktion mit Lagrange-Multiplikator  lautet


































pr + 1   







Angenommen, p1;:::;pa sind gegeben, dann w are f ur die Berechnung des ML-Sch atzers
^ ML f ur  noch die Gleichung (4.3) zu l osen. Es m usste also die Nullstelle eines Polynoms
a-ten Grades bestimmt werden, um eine geschlossene Formel f ur ^ ML zu nden. Dieser
Weg hat sich insbesondere f ur a > 2 als nicht praktikabel herausgestellt. Um dennoch
eine L osung f ur die ML-Sch atzer ^ pML
1 ;:::; ^ pML
a und ^ ML auf der Basis von (X0;:::;Xn)
zu nden, lassen sich numerische Verfahren zur Approximation anwenden. In Kapitel
4.3.2 wird beschrieben, wie sich die numerische Approximation der ML-Sch atzer mit R
umsetzen l asst.
Bevor diese Beschreibung erfolgt, werden die Gleichungen des Lagrange-Ansatzes so
umgeformt, dass sich Einblicke dazu ergeben, wie beim ML-Sch atzer die Aufteilung
nrr = e nrr +  nrr
in  Uberg ange von r zu r mit Intervallwechsel (e nrr) und ohne Intervallwechsel ( nrr)
ermittelt wird. Zudem wird eine interpretierbare Formel f ur ^ ML hergeleitet, die jedoch
versteckt selbst von ^ ML abh angt.










































8 r 2 S: (4.6)
Es wird nun gezeigt, dass sich der Lagrange-Multiplikator  interpretieren l asst als
Sch atzer f ur die Anzahl der Intervalle, die von B0;:::;Bn mindestens einmal getrof-
fen werden.
Wie in Kapitel 4.1.1 erl autert wurde, l asst sich die Anzahl dieser Intervalle darstellen
durch

































Dabei ist (1 )=prr die Wahrscheinlichkeit bedingt auf einen  Ubergang von r zu r, dass
bei diesem  Ubergang kein Intervallwechsel stattndet. Somit ist




ein Sch atzer f ur die Anzahl  nrr der  Uberg ange von r zu r ohne Intervallwechsel und




ein Sch atzer f ur die Anzahl der Intervalle, die von mindestens einem Bi mit i 2 f0;:::;ng
getroen werden.
Ein weiteres Argument f ur diese Interpretation f ur  liefert die Betrachtung des Er-























= 1 + n:
Der Erwartungswert von  f ur gegebene p1;:::;pa und  ist also gerade die erwartete
Anzahl 1+n der Intervalle, die von B0;:::;Bn getroen werden, denn B0 ist der erste
Abtastungszeitpunkt, der  uberhaupt ein Intervall trit und somit sicher in einem noch
nicht getroenen Intervall liegt, und B1;:::;Bn liegen jeweils mit Wahrscheinlichkeit 
in einem noch nicht getroenen Intervall.






r   ^  nrr
und interpretieren als Sch atzer f ur die Anzahl der Intervalle, die von B0;:::;Bn getroen
werden und denen der Zustand r zugeordnet ist. Damit ergibt sich ein Sch atzer ^ e nrr f ur
die Anzahl e nrr der  Uberg ange von r zu r mit Intervallwechsel durch
^ e nrr := nrr   ^  nrr = nrr   (n0
r   pr):
Dieser Sch atzer wird nun bei der Interpretation von ^ ML wieder erscheinen.










8 r 2 S
und durch Einsetzen der letzten Gleichung in Gleichung (4.5) sowie durch Multiplikation













Dabei ist zu beachten, dass die rechte Seite der Gleichung (4.8) abh angig ist von ^ ML,
sodass die Gleichung (4.8) nicht geeignet ist zur direkten Berechnung von ^ ML.
Stattdessen zeigt Gleichung (4.8), dass der ML-Sch atzer ^ ML bestimmt wird, indem aus
allen gesch atzten  Ubergangsh augkeiten von r zu r mit Intervallwechsel ein Sch atzer f ur
 gewichtet mit ^ pr berechnet wird f ur alle r 2 S und aus diesen Sch atzern der gewichtete
Mittelwert gebildet wird.
W ahrend also f ur die Ermittlung des Sch atzers ^  aus Kapitel 4.2 die  Ubergangsh aug-
keiten nrs von einem Zustand r zu einem davon verschiedenen Zustand s herangezogen
werden, dienen f ur die Bestimmung von ^ ML die gesch atzten  Ubergangsh augkeiten ^ e nrr
von einem Zustand r zum selben Zustand r mit Intervallwechsel als Grundlage.
494.3.2 Numerischer Ansatz













s   nss)log(ps) +
X
t
ntt log(pt + 1   ):
Um die ML-Sch atzer ^ ML; ^ pML
1 ;:::; ^ pML
a zu bestimmen, m ussen die Parameter gefunden
werden, f ur die die Log-Likelihood-Funktion maximiert wird.
Neben  und p1;:::;pa h angt diese Funktion nur von den gegebenen (nrs)r;s2S und vom
unbekannten x0 ab, wobei x0 f ur die Bestimmung von
n0




ben otigt wird. Da x0 in den gegebenen Daten nicht zur Verf ugung steht, muss x0 ver-
nachl assigt werden bei der numerischen Approximation der ML-Sch atzer
^ ML; ^ pML
1 ;:::; ^ pML
a :
Es wird deshalb f ur diese Arbeit die Log-Likelihood-Funktion bedingt auf X0 = x0
maximiert. Dadurch wird n0
s zu ns =
P
r nrs f ur alle s 2 S.
Die numerische Approximation von ^ ML und ^ pML
1 ;:::; ^ pML
a ist mit R durch die Funktion
optim realisierbar. Die Funktion optim approximiert von einem Startpunkt aus durch
ein iteratives Verfahren die Parameter, die eine gegebene Funktion maximieren.
Ziel ist es, die ML-Sch atzer ^ pML
r und ^ ML auf der Basis von (X0;:::;Xn) mit den
Sch atzern ^ pr und ^ (u) aus den Kapiteln 4.1 und 4.2 zu vergleichen.13 Daf ur wurden
aus den in Kapitel 4.1.2 beschriebenen simulierten Datens atzen jeweils die Sch atzer ^ pML
r
und ^ ML ermittelt. F ur die Ermittlung der ML-Sch atzer mit der Funktion optim wur-
den zuf allige Startwerte f ur die Iterationen gew ahlt, die mit der Methode "Nelder-Mead\
durchgef uhrt wurden.
In Abbildung 4.3 werden f ur ausgew ahlte Parameter (p1;p2;p3;p4) und f ur jedes  2
f0:25;0:50;0:75;1:00g pro simulierter Markov-Kette die beiden Sch atzer ^ (u) und ^ ML
gegeneinander aufgetragen. Es wird deutlich, dass die beiden Sch atzer eine Korrelation
von ann ahernd 1 aufweisen. Je gr oer der wahre Wert von  ist, desto st arker weichen
die beiden Sch atzer tendenziell voneinander ab.
In Abbildung 4.4 werden f ur ausgew ahlte Parameter (p1;p2;p3;p4) und f ur jedes  2
f0:25;0:50;0:75;1:00g pro simulierter Markov-Kette die beiden Sch atzer ^ p1 und ^ pML
1
gegeneinander aufgetragen. Dabei wurden die Parameter (p1;p2;p3;p4) so gew ahlt, dass
p1 jeden Wert aus f0:7;0:5;0:3;0:1g einmal annimmt. In der Abbildung zeigt sich, dass
13Der Vergleich erfolgt mit ^ 
(u) und nicht mit ^  = ^ 
(g), da ^ 
(u) mehr Informationen enth alt.
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Vergleich von p ^
(u)
 mit ML−Schätzer p ^
ML
 für p
Abbildung 4.3: Vergleich des Sch atzers ^ (u) mit dem ML-Sch atzer ^ ML f ur verschiedene
Parameter (p1;p2;p3;p4) jeweils f ur  = 0:25;0:50;0:75;1:00. F ur jede
simulierte Markov-Kette sind die Werte der beiden Sch atzer durch einen
Punkt (^ (u); ^ ML) dargestellt. Die eingezeichneten Diagonalen sind die
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Vergleich von p ^




Abbildung 4.4: Vergleich des Sch atzers ^ p1 mit dem ML-Sch atzer ^ pML
1 f ur verschie-
dene Parameter (p1;p2;p3;p4) mit p1 2 f0:7;0:5;0:3;0:1g jeweils f ur
 = 0:25;0:50;0:75;1:00. F ur jede simulierte Markov-Kette sind die Wer-
te der beiden Sch atzer durch einen Punkt (^ p1; ^ pML
1 ) dargestellt. Die ein-
gezeichneten Diagonalen sind die Winkelhalbierenden des ersten Qua-
drants.
52auch die Sch atzer ^ p1 und ^ pML
1 eine Korrelation von ann ahernd 1 aufweisen.14 Je kleiner
der wahre Wert von  ist, desto st arker weichen die Sch atzer ^ p1 und ^ pML
1 tendenziell
voneinander ab.
Insgesamt l asst sich in den Abbildungen 4.3 und 4.4 erkennen, dass sich die Sch atzer
^ (u) und ^ ML bzw. ^ p1 und ^ pML
1 ann ahernd gleichen. Der Vorteil der Sch atzer ^ (u) bzw.
^  = ^ (g) und ^ pr ist, dass sie sich mit weniger Rechenaufwand (und somit in k urzerer Zeit)
berechnen lassen als die ML-Sch atzer ^ ML und ^ pML
r . Die ML-Sch atzer bieten den Vorteil,
dass f ur sie die asymptotische Verteilung der Teststatistik bekannt ist bei einem in Ka-
pitel 6 vorgestellten 2-Anpassungstest f ur das SMI-Modell, w ahrend die Verteilung der
Teststatistik bei Verwendung der Sch atzer ^  und ^ pr durch (zeitintensive) Simulationen
approximiert werden muss.15
In dieser Arbeit ist die Entscheidung auf die Verwendung der Sch atzer ^  und ^ pr gefallen,
die im Folgenden auch SMI-Modell-Sch atzer genannt werden.
4.4 Sch atzer f ur prs
Es wird nun erl autert, wie aus den gesch atzten Parametern ^ p1;:::; ^ pa und ^  letztendlich
die  Ubergangswahrscheinlichkeiten prs f ur r;s 2 S = f1;:::;ag gesch atzt werden.
Sei
# = (;p1;:::;pa)
ein Parameter-Vektor f ur das SMI-Modell. Die  Ubergangswahrscheinlichkeiten prs k on-
nen dann als Funktionen aufgefasst werden, die von # abh angen durch
prs = prs(#) = ps + r;s(1   ):
Sch atzt man nun # durch
^ # = (^ ; ^ p1;:::; ^ pa);
folgt f ur den Sch atzer ^ prs f ur prs auf nat urliche Weise
^ prs := prs(^ #) = ^ ^ ps + r;s(1   ^ ):
4.5 Die aus den Daten berechneten Sch atzer
Nachfolgend werden die aus den vorliegenden Daten berechneten SMI-Modell-Sch atzer
^ p
(J;Z)
A ; ^ p
(J;Z)
B ; ^ p
(J;Z)
C ; ^ p
(J;Z)
D und ^ (J;Z)
f ur alle Probanden J und alle Schlafstadien Z pr asentiert.
14Beim Vergleich der beiden Abbildungen 4.3 und 4.4 ist zu beachten, dass die gezeigten Ausschnitte
aus der x- und y-Achse in Abbildung 4.4 halb so gro ist wie in Abbildung 4.3.




























































































































































































































































































































































































































Abbildung 4.5: Aus den Daten berechnete Sch atzer ^ p
(J;Z)
r getrennt nach Zustand r 2 S
und nach Schlafstadium Z. Die y-Koordinate eines Punktes entspricht
dem Wert von ^ p
(J;Z)
r f ur einen Probanden J und ein Schlafstadium Z,
die x-Koordinate ist eine normalverteilte Zufallsvariable (Punkte sind
"gejittert\).
In Abbildung 4.5 sind die SMI-Modell-Sch atzer ^ p
(J;Z)
A ; ^ p
(J;Z)
B ; ^ p
(J;Z)
C ; ^ p
(J;Z)
D jeweils nach
Schlafstadium Z gruppiert dargestellt. Es ist zu erkennen, dass sich pro festen Zustand
r und festes Schlafstadium Z die Werte ^ p
(J;Z)
r der verschiedenen Probanden stets um
weniger als 0:4 untereinander unterscheiden. Der kleinste aus den Daten berechnete
Wert f ur einen Sch atzer ^ pr ist > 0:08 und der gr ote berechnete Wert ist < 0:53.
F ur einen festen Zustand r 2 fA;B;Cg haben jeweils die Sch atzer ^ p
(J;Z)
r f ur die Schlaf-
stadien W;N1;N3 ungef ahr die gleiche Gr oenordnung. Die Sch atzer zum Schlafstadium
N2 weichen ab von dieser Gr oenordnung, f ur die Zust ande A und B nach oben und f ur
den Zustand C nach unten.
Die Sch atzer p
(J;Z)
D werden im Durchschnitt kleiner mit der Tiefe des Schlafes.
In Abbildung 4.6 sind die Sch atzer ^ 
(u)
(J;Z) gruppiert nach Schlafstadium zu sehen. Die
graue gestrichelte Linie in dieser Abbildung gibt die H ohe 1 an. Im Schlafstadium W
liegen die Sch atzer von sieben Probanden  uber der gestrichelten Linie, f ur das Schlaf-



















Aus den Daten berechnete Schätzer p ^(u)































































































Abbildung 4.6: Aus den Daten berechnete Sch atzer ^ 
(u)
(J;Z) getrennt nach Schlafstadium
Z. Die y-Koordinate eines Punktes entspricht dem Wert von ^ 
(u)
(J;Z) f ur
einen Probanden J und ein Schlafstadium Z, die x-Koordinate ist eine
normalverteilte Zufallsvariable (Punkte sind "gejittert\).
und N3 sind alle Sch atzer kleiner als 1. Um aus ^ 
(u)
(J;Z) den SMI-Modell-Sch atzer ^ (J;Z)
zu gewinnen, wird das Minimum




Im Durchschnitt nehmen die Werte der Sch atzer ^ 
(u)
(J;Z) mit der Tiefe des Schlafes ab.
W ahrend in den Schlafstadien W, N1 und N2 die Werte im Bereich von ungef ahr 0:90
bis 1:02 liegen, beobachtet man f ur das Schlafstadium N3 Werte zwischen 0:60 und 0:93,
wobei der Durchschnitt hier bei ca. 0:77 liegt.
Je kleiner der Wert f ur  bzw. f ur ^  ist, desto wahrscheinlicher ist es im Hintergrund-






wobei 1 der Parameter des homogenen Poisson'schen Punktprozesses ist, durch den
die zuf alligen Intervalle (Ij)j2N gegeben werden, und 2 der Parameter des homoge-
nen Poisson'schen Punktprozesses ist, durch den die zuf alligen Abtastungszeitpunkte
(Bi)i2N0 gegeben werden (siehe Denition von Modell 3 in Kapitel 3.2). Ein kleines 
bedeutet, dass 1 klein ist relativ zu 2, also dass in Erwartung in jedem Intervall Ij
mehr Abtastungszeitpunkte liegen als f ur ein groes .
55Zum Abschluss dieses Kapitels werden in Abbildung 4.7 die gesch atzten  Ubergangswahr-
scheinlichkeiten ^ prs des SMI-Modells (Kreuze) als Beispiel f ur die Probanden 2 und 5
im Schlafstadium N2 gezeigt16 und mit den gesch atzten  Ubergangswahrscheinlichkeiten
^ p
(v)


























5 N2, P 2
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Abbildung 4.7: Gesch atzte  Ubergangswahrscheinlichkeiten ^ prs im SMI-Modell (Kreuze)
f ur die Probanden 2 (links) und 5 (rechts) im Schlafstadium N2 im Ver-
gleich zu den gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(v)
rs des vollen
Modells (Kreise). Die blauen Linien geben die H ohe von ^ ^ ps an, die
L angen der orangenen Linien entsprechen jeweils 1   ^ .
Man sieht in Abbildung 4.7, dass sich die Sch atzer des SMI-Modells und des vollen
Modells f ur Proband 2 im Schlafstadium N2 ann ahernd gleichen. Dagegen weichen die
Sch atzer des SMI-Modells und des vollen Modells f ur Proband 5 im Schlafstadium N2
zum Beispiel bei den  Uberg angen (C;A), (D;A), (C;D) und (D;C) relativ deutlich
voneinander ab.
Bevor die Anpassungsg ute des SMI-Modells in Kapitel 6 untersucht wird, besch aftigt
sich das folgende Kapitel 5 zun achst mit den Varianzen der Sch atzer ^ pr und ^ (u).
16Die Probanden 2 und 5 im Schlafstadium N2 wurden auch schon f ur das Beispiel 3.1 herangezogen.
565 Varianzen der Sch atzer
Dieses Kapitel besch aftigt sich mit den Varianzen der beiden Sch atzer ^ pr und ^ (u), die














F ur beide Varianzen werden Formeln hergeleitet und anhand dieser Formeln das Verhal-
ten der beiden Varianzen in Abh angigkeit der Parameter  und p1;:::;pa untersucht.
Die Varianz des Sch atzers ^  = ^ (g) ist h ochstens so gro wie die Varianz von ^ (u), da ^ 
das Minimum von ^ (u) und 1 ist.
In Kapitel 5.1 wird die Varianz von ^ pr behandelt. Die Varianz von ^ (u) wird in Kapitel
5.3 mit der Delta-Methode17 approximiert. F ur diese Methode werden Formeln f ur die
Kovarianzen Cov(nrs;ntu) ben otigt, deren Herleitung in Kapitel 5.2 erfolgt.
5.1 Varianz von ^ pr
Ziel in diesem Kapitel ist es, die folgende Proposition zu beweisen.













Zun achst wird in Kapitel 5.1.1 die Intuition zur Formel f ur Var(^ pr) im Fall n ! 1
erl autert, danach folgt in Kapitel 5.1.2 der Beweis zu Proposition 5.1.
Anschlieend wird in Kapitel 5.1.3 das Verhalten der obigen Formel f ur Var(^ pr) in
Abh angigkeit der Parameter p1;:::;pa und  untersucht.
5.1.1 Intuition








17Die Delta-Methode wird in Anhang B beschrieben.
57des Zustandes r 2 S in (X0;:::;Xn 1) binomial(n;pr)-verteilt. Denn in Bildern des
Hintergrundmodells ndet bei jedem  Ubergang von Xi zu Xi+1 mindestens ein Inter-
vallwechsel statt zwischen den entsprechenden Bi und Bi+1, sodass alle Xi mit i 2 N0
unabh angig voneinander sind und jeweils mit Wahrscheinlichkeit pr den Wert r anneh-





F ur 0 <  < 1 sind X0;:::;Xn 1 abh angig voneinander, weil zwei Xi1 und Xi2 denselben
Wert annehmen m ussen, wenn die entsprechenden Abtastungszeitpunkte Bi1 und Bi2
im selben Intervall liegen. Bedingt auf eine feste Aufteilung der Abtastungszeitpunkte
(Bi)i2N0 auf die Intervalle (Ij)j2N l asst sich aus jedem von B0;:::;Bn 1 getroenen
Intervall Ijk genau ein Bik 2 Ijk ausw ahlen, sodass die Zufallsvariablen Xi1;:::;Xil
der verkleinerten Stichprobe unabh angig sind, wobei l 2 N die Anzahl der getroenen
Intervalle sei.
Wie in Kapitel 4.3 dargestellt, ist die erwartete Anzahl der von B0;:::;Bn 1 getrof-
fenen Intervalle gerade 1 + (n   1) = 1    + n. Asymptotisch l asst sich der Term
1    vernachl assigen, sodass man in Erwartung auf n getroene Intervalle kommt.
Bedingt darauf, dass n = l 2 N die Anzahl der getroenen Intervalle und somit der













Im Vergleich zum Fall  = 1 erh alt man also f ur den Fall 0 <  < 1 durch den kleineren
Stichprobenumfang von n statt n unabh angiger Zufallsvariablen eine um den Faktor
1= gr oere Varianz.
Da beim Sch atzer ^ pr f ur pr nicht nur die ausgew ahlten Xi1;:::;Xil, sondern alle Zufalls-
variablen X0;:::;Xn 1 verwendet werden, vergr oert sich die Varianz f ur 0 <  < 1 im
Vergleich zum Binomial-Fall  = 1 durch einen weiteren Eekt.
F ur 0 <  < 1 treten Sequenzen (Bi;:::;Bi+m) der L ange m + 1 > 1 von Abtas-
tungszeitpunkten, die alle im selben Intervall Ij liegen, mit positiver Wahrscheinlichkeit
auf und dementsprechend auch Sequenzen (Xi;:::;Xi+m) von abh angigen Beobachtun-
gen gleicher Auspr agung. Dadurch sind im Vergleich zum Binomial-Fall  = 1 h ohere
Konzentrationen einzelner Zust ande m oglich.
Besonders deutlich wird dies f ur  ! 0. In diesem Fall gilt
P(X0 =  = Xn 1)  (1   )n 1 ! 1:
Die h oheren Konzentrationen lassen ^ pr st arker um seinen Erwartungswert pr streuen.
Tats achlich vergr oert sich die Varianz asymptotisch noch einmal um den Faktor 2  ,
d.h. insgesamt um den Faktor (2   )=, wie in Proposition 5.1 gezeigt wird.
585.1.2 Mathematische Herleitung
Nachdem die intuitiven Ein
ussfaktoren beschrieben worden sind, die f ur 0 <  < 1
im Vergleich zu  = 1 zu einer Vergr oerung der Varianz von ^ pr f uhren, wird nun der
Beweis f ur Proposition 5.1 gef uhrt.
































gen ugt es zun achst, Cov(Zi;Zj) und Var(Zi) = Cov(Zi;Zi) zu berechnen.
Seien i;j 2 f0;:::;n   1g nicht notwendigerweise verschieden, o.B.d.A sei i  j. Da
Zi;Zj Indikatorvariablen sind, gilt
Cov(Zi;Zj) = E[ZiZj]   E[Zi]E[Zj]
= P(Xi = r;Xj = r)   P(Xi = r)P(Xj = r)
= P(Xi = r;Xj = r)   p2
r:
Unter der Bedingung, dass die zu Xi und Xj geh orenden Abtastungszeitpunkte Bi und
Bj in verschiedenen Intervallen liegen, sind Xi und Xj unabh angig und insbesondere ist
P(Xi = r;Xj = r) = p2
r:
In diesem Fall ist also Cov(Zi;Zj) = 0.
Bedingt man dagegen darauf, dass die entsprechenden Bi und Bj sich im selben Intervall
benden, so nehmen Xi und Xj den gleichen Wert an, sodass
P(Xi = r;Xj = r) = pr
folgt. Dieser Fall tritt genau dann ein, wenn bei allen j   i  Uberg angen
(Xi;Xi+1);:::;(Xj 1;Xj)
zwischen Xi und Xj kein Intervallwechsel stattndet. Dies geschieht pro  Ubergang un-
abh angig mit Wahrscheinlichkeit 1   . Insgesamt erh alt man also
P(Bi und Bj liegen im selben Intervall) = (1   )j i:
59Diese  Uberlegungen f uhren mit dem Satz von der totalen Wahrscheinlichkeit zu
Cov(Zi;Zj) = P(Xi = r;Xj = r)   p2
r
= (1   )j i(pr   p2
r) + (1   (1   )j i)  0
= (1   )j ipr(1   pr):
Insbesondere impliziert dies im Fall i = j die bekannte Varianz
Var(Zi) = pr(1   pr)
f ur die Indikatorvariable Zi.
Entscheidend f ur den Wert der Kovarianz Cov(Zi;Zj) ist die Dierenz j   i. Es gibt
genau n   d Paare (Xi;Xj) mit j   i = d f ur i;j 2 f0;:::;n   1g, i < j. Der kleinste
Wert, den d annehmen kann, ist 1, der gr ote n   1. F ur die Summe der Kovarianzen


















1   (1   )k+1































wobei in der zweiten Zeile die Summanden umsortiert werden und in der dritten und
sechsten Zeile jeweils die Formel f ur Partialsummen von Geometrischen Reihen verwen-
det wird.

















( + 2   2)pr(1   pr)
n




(2   )pr(1   pr)
n
+ O(n 2):
60Bemerkung 5.2. Der durch O(n 2) zusammengefasste, asymptotisch vernachl assigbare
Term
 2(1   )(1   (1   )n)
pr(1   pr)
2n2
von Var(^ pr) ist negativ, d.h. die Varianz wird durch Var(^ pr)  (2   )pr(1   pr)=(n)
 ubersch atzt.
Da pr(1   pr) sein Maximum 1=4 f ur pr = 1=2 annimmt und 1    < 1 gilt, l asst sich
der absolute Fehler absch atzen durch
 







Je gr oer n ist bzw. je n aher  bei der 1 liegt, desto kleiner ist die angegebene obere
Schranke
 
22n2 1 des absoluten Fehlers.
5.1.3 Ein
uss der Parameter des SMI-Modells auf Var(^ pr)
In diesem Abschnitt wird der Ein
uss der Parameter p1;:::;pa und  des SMI-Modells








von Proposition 5.1 untersucht, wobei der asymptotisch vernachl assigbare Term O(n 2)
nicht ber ucksichtigt wird.
Ein
uss von p1;:::;pa
Seien  2 (0;1] und n 2 N fest gegeben. Dann ist pr(1   pr) der verbleibende variable
Term in der Formel von Var(^ pr). Die Varianz von ^ pr h angt in diesem Fall nur von





pt = 1   pr
erf ullt wird.
Durch pr(1 pr) wird eine nach unten ge onete Parabel beschrieben mit einem Maximum
von 1=4 in pr = 1=2. Die Parabel ist in Abbildung 5.1 auf der linken Seite dargestellt.
In den entarteten F allen pr = 0 und pr = 1 gilt
pr(1   pr) = 0
und somit nach der Formel von Proposition 5.1
Var(^ pr) = 0:








































Abbildung 5.1: Graphen von pr(1   pr) und (2   )=.
Dieses Ergebnis f ur die Varianz deckt sich damit, dass f ur pr = 0 alle Xi 6= r und f ur
pr = 1 alle Xi = r sind, also der Sch atzer ^ pr gegeben ist durch ^ pr = 0 bzw. ^ pr = 1.
Ein
uss von 
Seien nun n 2 N und p1;:::;pa 2 (0;1) mit
P
t pt = 1 fest gegeben. Der variable Term
von Var(^ pr) lautet dann (2   )= und ist in Abbildung 5.1 auf der rechten Seite f ur
0 <   1 illustriert.
F ur  = 1 sind alle Xi unabh angig voneinander, sodass man sich f ur nr im Binomial-









folgt. F ur  = 1 nimmt (2   )= zudem sein Minimum auf (0;1] an.
Der Term (2   )= ist streng monoton fallend f ur  > 0. D.h. je kleiner  ist, desto






18Die Intuition zu diesem Umstand wurde bereits im Kapitel 5.1.1 beschrieben.
62Fazit
Zusammenfassend best atigt sich der Eindruck aus Kapitel 4.1.2, dass die Varianz von
^ pr umso gr oer ist, je n aher pr bei 0:5 liegt und je kleiner  ist. Dabei ist der Ein
uss
von pr auf die Varianz von ^ pr beschr ankt, w ahrend die Varianz durch den Ein
uss von
 beliebig gro werden kann.
5.2 Kovarianzen von Auftritts- und  Ubergangsh augkeiten in
Markov-Ketten
F ur die Approximation von Var(^ ) mithilfe der Delta-Methode, die in Anhang B erl au-
tert wird, werden die Kovarianzen Cov(nrs;ntu) zweier  Ubergangsh augkeiten nrs und
ntu mit r;s;t;u 2 S ben otigt, deren Berechnung im Folgenden das Ziel ist.
Daf ur werden zun achst in Kapitel 5.2.1 die Kovarianzen Cov(nr;ns) zweier Auftritts-
h augkeiten nr und ns der Zust ande r bzw. s in den ersten n Zust anden X0;:::;Xn 1
bestimmt f ur eine beliebige homogene Markov-Kette (Xi)i2N0 1. Ordnung mit endlichem
Zustandsraum und einer  Ubergangsmatrix, die den Eigenwert 1 mit Multiplizit at 1 und
sonst keine anderen Eigenwerte auf dem Einheitskreis besitzt.
Der Beweis f ur die Formel f ur die Kovarianzen Cov(nr;ns) zweier Auftrittsh augkeiten
wurde von Good (1961) erbracht.
Aus der Formel von Good l asst sich dann in Kapitel 5.2.2 die Kovarianz Cov(nrs;ntu)
zweier  Ubergangsh augkeiten herleiten. Die Idee ist dabei, dass man die Paare
Yi := (Xi 1;Xi) 8 i 2 f1;:::;ng
als Markov-Kette mit Zustandsraum S  S betrachtet und die Formel f ur Cov(nr0;ns0)
anwendet mit
r0 := (r;s) und s0 := (t;u):
5.2.1 Formel f ur Cov(nr;ns)
Es wird nun die bereits erw ahnte Formel f ur die Kovarianz zweier Auftrittsh augkeiten
von Zust anden in einer Markov-Kette angegeben und bewiesen. Dabei wird der Darstel-
lung von Good (1961) gefolgt.
Proposition 5.3 (Good). Sei (Xi)i2N0 eine Markov-Kette mit endlichem Zustandsraum
S, deren  Ubergangsmatrix P den Eigenwert 1 mit algebraischer Multiplizit at 1 und sonst
nur Eigenwerte mit Betrag < 1 besitze. Es bezeichne e := (1;:::;1)> 2 RjSj den rechten
und p = (p1;:::;pjSj)> 2 RjSj den linken Eigenvektor zum Eigenwert 1. Die Startvertei-
lung sei zudem durch p> gegeben. Mit
R := P   ep>;





eines Zustandes r 2 S unter den ersten n Zust anden X0;:::;Xn 1 der Markov-Kette
gilt f ur alle r;s 2 S dann
Cov(nr;ns) = n










Beweis. Seien r;s 2 S. Der Ansatz f ur die Bestimmung der Kovarianz von nr und ns ist
in diesem Beweis
Cov(nr;ns) = E[nrns]   E[nr]E[ns]: (5.2)
Zun achst wird f ur den zweiten Summanden eine Formel hergeleitet und danach f ur den
ersten Summanden.
Da p der linke Eigenvektor von P zum Eigenwert 1 mit algebraischer Multiplizit at 1 ist,
ist die durch p> gegebene Startverteilung die station are Verteilung zur  Ubergangsmatrix
P. Daher gilt











E[Zi;r] = npr: (5.3)
mit Zi;t := 1fXi=tg f ur alle i 2 N0 und t 2 S.
F ur den zweiten Summanden von (5.2) ergibt sich also
 E[nr]E[ns] =  n2prps: (5.4)
















gen ugt es, E[Zi;rZj;s] f ur alle (i;j) 2 f0;:::;n   1g2 zu betrachten.
Sei zun achst i = j, dann ist
Zi;rZi;s =
(
Zi;r , falls r = s;
0 , falls r 6= s
und somit
E[Zi;rZi;s] = E[r;sZi;r] = r;spr:









Sei nun i < j und d := j   i. Dann ergibt sich
E[Zi;rZj;s] = E[Zi;rZi+d;s] = pr(Pd)r;s:
F ur ein d 2 f1;:::;n 1g gibt es genau n d m ogliche Paare (i;j) 2 f0;:::;n 1g2 mit



























Setzt man die Gleichungen (5.6) und (5.7) in Gleichung (5.5) ein, erh alt man


























d=1(n   d)Pd l asst sich durch Umsortieren und mithilfe der Formel f ur
Partialsummen von Geometrischen Reihen vereinfachen. Da sich diese Formel nur auf
Matrizen anwenden l asst, deren Eigenwerte alle < 1 sind, wird P in zwei Summanden
R und ep> zerlegt, sodass der Summand R nur Eigenwerte < 1 besitzt.
Der Summand ep> hat zwar den Eigenwert 1, wird sich aber ohne die Formel f ur Parti-
alsummen Geometrischer Reihen auf einfache Weise auswerten lassen.
Es sei also
R := P   ep>:
Der einzige Eigenwert von P vom Betrag 1 ist 1 und geh ort zum rechten Eigenvektor e
bzw. zum linken Eigenvektor p. Alle anderen Eigenwerte von P sind < 1. Da die Zeilen
der Matrix ep> alle gleich sind, hat sie Rang 1. Deshalb hat ep> nur einen Eigenwert
65> 0. Dieser Eigenwert ist die 1 mit dem zugeh origen rechten Eigenvektor e bzw. dem
zugeh origen linken Eigenvektor p, denn wegen
p>e = p1 +  + pjSj = 1
gelten
ep>e = e und p>ep> = p>:
Daraus l asst sich folgern, dass die Dierenz R = P   ep> der beiden Matrizen nur
Eigenwerte vom Betrag < 1 besitzt. Insbesondere ergibt sich
Re = Pe   ep>e = e   e = 0
und
p>R = p>P   p>ep> = p>   p> = 0:
Es wird nun gezeigt, dass Pd in Gleichung (5.8) durch ep> + Rd ersetzt werden kann.
Multipliziert man Pd = (ep> + R)d aus, treten die Terme (ep>)d und Rd jeweils genau
einmal auf und sonst nur gemischte Terme, die mindestens einen der Faktoren ep>R und
Rep> enthalten und jeweils 0 ergeben, da p>R = 0 und Re = 0 gelten.
Wegen p>e = 1 folgt zudem
(ep>)d = e(p>e)d 1p> = ep> 8 d  1:
Somit ist gezeigt, dass
Pd = ep> + Rd 8 d  1 (5.9)
ist.
Die Formel f ur Partialsummen von Geometrischen Reihen f ur die Matrix R lautet
n 1 X
d=0
Rd = (I   Rn)(I   R) 1:
Dabei ist die Invertierbarkeit von I   R dadurch sichergestellt, dass R nur Eigenwerte
< 1 besitzt. Denn w are I   R nicht invertierbar, g abe es einen Vektor v 2 RjSj mit
(I   R)v = 0, also mit v = Rv. Dies ist ein Widerspruch dazu, dass R keinen Eigenwert
1 hat.
Mit den obigen  Uberlegungen l asst sich der Ausdruck
n 1 P
d=1




(n   d)Pd =
n 1 X
d=1











(n d)Rd kann nun mithilfe mehrfacher Anwendung der Formel f ur Partial-

















= n(R   Rn)(I   R) 1   R
n 2 X
k=0
(Rk   Rn 1)(I   R) 1




= nR(I   R) 1   Rn(I   R) 1   (R   Rn)(I   R) 2




(n   d)Pd =
n(n   1)
2
ep> + nR(I   R) 1 + O(1): (5.10)
F ur Gleichung (5.8) wird der (r;s)-te bzw. (s;r)-te Eintrag der Matrix
Pn 1
d=1(n   d)Pd






























Die Behauptung der Proposition folgt nun, indem man in die Gleichung (5.2) zun achst
die Gleichungen (5.4) und (5.8) einsetzt und anschlieend die Gleichungen (5.11) und
67(5.12):
Cov(nr;ns) = E[nrns]   E[nr]E[ns]









































Bemerkung 5.4. Der Beweis zu Proposition 5.3 zeigt, dass der Fehlerterm, der durch













Als Beispiel wird die Proposition 5.3 auf das SMI-Modell angewendet. Dabei wird sich
ein alternativer Beweis f ur Proposition 5.1 zeigen.












pr(1   pr) + O(n 2)
von Proposition 5.1 folgt.
Im SMI-Modell haben die  Ubergangswahrscheinlichkeiten die Form
prs = ps + r;s(1   );
sodass man die  Ubergangsmatrix
P = ep> + (1   )I
erh alt, wobei p> = (p1;:::;pa) durch die Startverteilung gegeben sei.
Die Eigenwerte von P sind 1 mit algebraischer Multiplizit at 1 und 1  mit algebraischer
Multiplizit at a   1. Dabei gilt 1    < 1, weil 0 <   1 ist. Der linke Eigenvektor zum
68Eigenwert 1 ist p mit algebraischer Multiplizit at 1, da p> die station are Verteilung der
Markov-Kette ist nach Proposition 3.7.
Damit werden die Voraussetzungen f ur Proposition 5.3 erf ullt.
Es sei
R := P   ep> = ep> + (1   )I   ep> = (1   )(I   ep>):






s;r aus der Formel
von Proposition 5.3 berechnen.
Wegen der Beziehung Pd = ep> + Rd f ur alle d  1 aus Gleichung (5.9) gilt
P(I   P) = P   P2 = R   R2 = R(I   R);
sodass sich mit Pe = e direkt
R = (P   ep>) = P(I   ep>) = P(I   (1   )I   ep>) = P(I   P) = R(I   R)
ergibt. Da nach dem Beweis zu Proposition 5.3 die Matrix I R invertierbar ist, impliziert
die letzte Gleichung



























(r;spr   prps) =
1   





Aus Proposition 5.3 erh alt man damit
Cov(nr;ns) = n
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695.2.2 Formel f ur Cov(nrs;ntu)
In diesem Abschnitt wird f ur das SMI-Modell die Kovarianz der  Ubergangsh augkeiten
nrs und ntu bestimmt f ur Zust ande r;s;t;u 2 S = f1;:::;ag. Zu diesem Zweck wird die
Markov-Kette (Yi)i2N mit Zustandsraum S  S betrachtet, die deniert sei durch
Yi := (Xi 1;Xi) 8 i 2 N:
Die  Ubergangsh augkeit nrs von einem Zustand r zu einem Zustand s in (X0;:::;Xn) ist
dann gerade die Auftrittsh augkeit des Zustandes (r;s) in (Y1;:::;Yn). Die Kovarianzen
der Auftrittsh augkeiten k onnen daher mit Proposition 5.3 angewandt auf (Y1;:::;Yn)
bestimmt werden, sofern die Markov-Kette (Yi)i2N die Voraussetzungen dieser Proposi-
tion erf ullt.
Konkret ist es das Ziel, folgende Proposition zu beweisen.
Proposition 5.6. Sei (X0;:::;Xn) die Sequenz der ersten n+1 Zust ande einer Markov-
Kette (Xi)i2N0, die gem a dem SMI-Modell gegeben sei mit Zustandsraum S = f1;:::;ag
f ur ein a 2 N und der station aren Verteilung
p> = (p1;:::;pa)
sowie der  Ubergangsmatrix P = (prs)r;s2S. F ur die  Ubergangsh augkeiten nrs und ntu













Der Beweis zur Proposition 5.6 wird sich auf drei Lemmata st utzen. Diese Lemmata
behandeln die Aussagen, dass
(a) die oben denierte Folge (Yi)i2N eine Markov-Kette bildet mit zu bestimmender
 Ubergangsmatrix Q und Startverteilung q>,
(b) die Markov-Kette (Yi)i2N die Voraussetzungen von Proposition 5.3 erf ullt mit sta-
tion arer Verteilung q> und
(c) die Formel




mit R := Q   eq> gilt.
Damit wird sich aus Proposition 5:3 die zu zeigende Formel (5.14) f ur Cov(nrs;ntu)
herleiten lassen.
70Lemma 5.7. Sei (Xi)i2N0 wie in Proposition 5.6 gegeben. Durch
Yi := (Xi 1;Xi) 8 i 2 N






q(rs) = prprs 8 (r;s) 2 S  S;
sowie mit der  Ubergangsmatrix Q = (Qrs;tu)(r;s);(t;u)2SS, gegeben durch
Qrs;tu = s;tptu 8 (r;s);(t;u) 2 S  S:
Da die Zust ande der Yi die  Uberg ange (r;s) von einem r 2 S zu einem s 2 S in der
Markov-Kette (Xi)i2N0 sind, wurde in Lemma 5.7 eine neue Notation f ur Matrix- und
Vektor-Eintr age verwendet, die nun kurz erl autert wird. Danach folgt der Beweis zum
Lemma.
Die  Ubergangswahrscheinlichkeit von (r;s) zu (t;u) stehe in der  Ubergangsmatrix Q in
der ((r   1)a + s)-ten Zeile und der ((t   1)a + u)-ten Spalte, wobei a = jSj ist. Die
Reihenfolge der Zust ande in den Zeilen und Spalten sei also
(1;1);(1;2);:::;(1;a); (2;1);(2;2);:::;(2;a); ::: ;(a;1);(a;2);:::;(a;a):
F ur den Eintrag in der zu (r;s) geh orenden Zeile und der zu (t;u) geh orenden Spalte
der Matrix M wird die Notation
M(r;s);(t;u) oder Mrs;tu
genutzt. Analog wird der zu (r;s) geh orende Eintrag eines Vektors v mit v(r;s) oder v(rs)
bezeichnet und in die ((r   1)a + s)-te Zeile geschrieben.
Auerdem sei das Kronecker-Delta rs;tu deniert durch
rs;tu := (r;s);(t;u) :=
(
1 , falls (r;s) = (t;u);
0 , falls (r;s) 6= (t;u):
Beweis (Lemma 5.7). F ur den Nachweis der Markov-Eigenschaft 1. Ordnung seien i 2 N
und (m1;m0
1);:::;(mi;m0
i) 2 S S, o.B.d.A. mit m0





m oglich ist. Ausdr ucklich sei m0


















(Xi 1 = mi;Xi = m0











71wobei in der dritten Zeile die Markov-Eigenschaft von (Xi)i2N0 eingeht.
Die Startverteilung berechnet sich unmittelbar zu
q(rs) = P(Y1 = (r;s)) = P(X0 = r;X1 = s) = prprs 8 (r;s) 2 S  S:
Ein  Ubergang in (Yi)i2N von (r;s) zu (t;u) ist nur m oglich, wenn s = t ist, und geschieht
dann mit der Wahrscheinlichkeit ptu. F ur die  Ubergangswahrscheinlichkeiten gilt also
Qrs;tu = s;tptu 8 (r;s);(t;u) 2 S  S:
Das n achste Beispiel soll die Struktur der  Ubergangsmatrix Q verdeutlichen.
Beispiel 5.8. F ur a = 2 sieht die  Ubergangsmatrix Q folgendermaen aus:





p11 p12 0 0
0 0 p21 p22
p11 p12 0 0







Lemma 5.9. Die  Ubergangsmatrix Q der Markov-Kette (Yi)i2N besitzt den Eigenwert 1
mit algebraischer Multiplizit at 1 und sonst nur Eigenwerte mit Betrag < 1. D.h. (Yi)i2N
erf ullt die Voraussetzungen von Proposition 5.3. Insbesondere ist q> die station are Ver-
teilung.
Beweis. Es wird die folgende Behauptung gezeigt: Die Eigenwerte von Q sind 1 mit
Multiplizit at 1, 1  mit Multiplizit at a 1 sowie 0 mit Multiplizit at a2 a f ur 0 <  < 1.
Ist  = 1, so hat der Eigenwert 1  = 0 die Multiplizit at a2 1 und der Eigenwert 1 die
Multiplizit at 1, wobei alle angegebenen Multiplizit aten die algebraischen Multiplizit aten
sind.
Sei zun achst 0 <  < 1. Der rechte Eigenvektor zum Eigenwert 1 ist e und der trans-
ponierte linke Eigenvektor ist die Startverteilung q> aus Lemma 5.7, die gegeben ist
durch
q(rs) = prprs 8 (r;s) 2 S  S:
Denn (p1;:::;pa) ist nach Proposition 3.7 die station are Verteilung von (Xi)i2N0 und
f ur alle i 2 N gilt somit
P(Yi = (r;s)) =P(Xi 1 = r;Xi = s)
=P(Xi 1 = r)P(Xi = sjXi 1 = r)
=prprs:
72Also ist q> die station are Verteilung von (Yi)i2N und q ein linker Eigenvektor von Q zum
Eigenwert 1.
Es wird nun gezeigt, dass alle anderen Eigenwerte von Q kleiner als 1 sind. Daf ur wird
nachgerechnet, dass sich a 1 linear unabh angige rechte Eigenvektoren v1;:::;va 1 zum
Eigenwert 1    beschreiben lassen durch
(vi)(rs) = i;spa   a;spi 8 i 2 f1;:::;a   1g;(r;s) 2 S  S:





F ur alle i;j 2 f1;:::;a   1g ist
(vi)1j =
(
pa , falls i = j;
0 , falls i 6= j:
Daraus folgt wegen pa > 0, dass v1;:::;va 1 linear unabh angig sind

















(pu + s;u(1   ))(i;upa   a;upi)
= pipa   papi + (1   )(i;spa   a;spi)
= (1   )((vi)(rs)):
Die verbleibenden a2 a Eigenwerte m ussen 0 sein, da die  Ubergangswahrscheinlichkeiten
Qrs;tu = s;tptu f ur alle r = 1;:::;a gleich sind und Q somit nur genau a paarweise
verschiedene Zeilen besitzt, d.h.
dim(Kern(Q)) = a2   a:
Da die ermittelten geometrischen Multiplizit aten der Eigenwerte 1, 1    und 0 in der
Summe a2 ergeben, entsprechen die geometrischen den algebraischen Multiplizit aten.
Setzt man  = 1, gilt 1    = 0, sodass der Eigenwert 0 in diesem Fall die algebraische
Multiplizit at (a   1) + (a2   a) = a2   1 hat. Der Eigenwert 1 bleibt mit algebraischer
Multiplizit at 1 erhalten.
Damit ist gezeigt, dass (Yi)i2N die Voraussetzungen von Proposition 5.3 erf ullt.
73Lemma 5.10. F ur die  Ubergangsmatrix Q und die station are Verteilung q> der Markov-
Kette (Yi)i2N sei










(s;t   pt)ptu 8 (r;s);(t;u) 2 S  S:
Beweis. Es gilt
Rrs;tu = Qrs;tu   qtu = s;tptu   ptptu = (s;t   pt)ptu:
Nun wird




bewiesen, denn daraus folgt direkt
R(I   R) 1 = (I   (I   R))(I   R) 1 = (I   R) 1   I = I +
1












Zu diesem Zweck beobachtet man zun achst
(Q2)rs;tu = pstptu:
Diese Formel l asst sich dadurch erk aren, dass die Markov-Kette (Yi)i2N nur dann in zwei
Schritten von (r;s) nach (t;u) gelangt, wenn der erste Schritt zu (s;t) und der zweite zu
(t;u) f uhrt.
F ur den Beweis von
















(1   )R   R2
;
zu zeigen, dass
(1   )R   R2 = 0
ist. Unter Ber ucksichtigung von R2 = Q2   eq> und der oben hergeleiteten Formel f ur
(Q2)rs;tu erh alt man
 
(1   )R   R2
rs;tu =






(1   )Q + eq>   Q2

rs;tu
= (1   )s;tptu + ptptu   pstptu
= (pt + s;t(1   ))ptu   pstptu
= pstptu   pstptu
= 0:
74Es folgt also insgesamt




Damit sind alle Lemmata, die f ur den Beweis von Proposition 5.6 ben otigt werden,
bewiesen worden.
Beweis (Proposition 5.6). Die Proposition 5.3 gibt eine Formel an f ur die Kovarianzen
der Auftrittsh augkeiten zweier Zust ande unter den ersten n Zust anden einer Markov-
Kette, die gewisse Voraussetzungen erf ullt. Die Markov-Kette (Yi)i2N erf ullt nach Lemma
5.9 gerade diese Voraussetzungen.
F ur (Y1;:::;Yn) ist die Auftrittsh augkeit eines Zustandes (r;s) gerade die  Ubergangs-
h augkeit nrs von r zu s in (X0;:::;Xn), wobei (Xi)i2N0 eine Markov-Kette gem a dem






































































Bemerkung 5.11. Durch Aufsummieren  uber alle s 2 S und u 2 S liefert Gleichung
(5.14) von Proposition 5.6 asymptotisch die gleiche Formel f ur Cov(nr;nt), die schon
durch Gleichung (5.13) in Beispiel 5.5 angegeben wurde.




















































































































5.3 Varianz von ^ (u)
In diesem Unterkapitel wird die Varianz vom Sch atzer ^ (u) untersucht. Der Sch atzer ^ (u)


















und unterscheidet sich vom Sch atzer ^  = ^ (g) dadurch, dass ^ (u) nicht bei 1 abgeschnitten
wird. Es muss also bei der Bestimmung der Varianz von ^ (u) kein Gewicht auf der 1
ber ucksichtigt werden. Die Varianz von ^  ist durch die Varianz von ^ (u) nach oben
beschr ankt.
Da sich im Z ahler und im Nenner von ^ (u) Zufallsvariablen benden, die abh angig vonein-
ander sind, wird die Delta-Methode zur Approximation der Varianz von ^ (u) verwendet.
Die Delta-Methode wird in Anhang B beschrieben.
Die nachstehende Proposition gibt eine Formel f ur die Varianz von ^ (u) an.


























Diese Proposition wird in Kapitel 5.3.1 hergeleitet. Anschlieend erfolgt in Kapitel 5.3.2
die Untersuchung des Ein
usses von den Parametern p1;:::;pa und  auf die Varianz
von ^ (u).
5.3.1 Herleitung
F ur den Beweis zur Proposition 5.12 wird zun achst durch das nachstehende Lemma
5.13 eine Approximation f ur Var
 
(u)
in Abh angigkeit von Kovarianzen von Auftritts-
und  Ubergangsh augkeiten angegeben, die mithilfe der Delta-Methode ermittelt wird.
Danach werden die in Kapitel 5.2.1 berechneten Formeln f ur die Kovarianzen in diese
Approximation eingesetzt.



















Beweis. F ur den Beweis wird die Delta-Methode in vier Schritten angewendet:
1. Ermittlung eines Parameter-Vektors T = (T1;:::;Tl) minimaler Dimension,




3. Einsetzen von # = E[T] in die partiellen Ableitungen,























771. Schritt: Die Anzahl n 2 N der betrachteten  Uberg ange in der Markov-Kette (Xi)i2N0






kann o.B.d.A. naa dargestellt werden durch
























, falls k = a:










ab von a2   1 Parametern, deren Vektor mit T bezeichnet werde:
T := (n11;n12;:::;n1a; ::: ;na 1;1;na 1;2;:::;na 1;a;na1;na2;:::;na;a 1):

























F ur die Anwendung der Delta-Methode auf ^ (u) zur Approximation der Varianz wird
vorausgesetzt, dass ^ pk 6= 1 und pk 6= 1 sind f ur alle k 2 S. Dadurch ist sichergestellt,
dass ^ (u) zweifach stetig dierenzierbar ist, weil in diesem Fall der Nenner von ^ (u)(T)
sowie die Nenner der 1. partiellen Ableitungen 6= 0 sind.
Da in den vorliegenden Daten f ur jeden Probanden und jedes Schlafstadium alle vier
Zust ande A;B;C;D mindestens einmal auftreten, stellt die getroene Voraussetzung
keine Einschr ankung dar.
782. Schritt: Nun werden Formeln f ur die partiellen Ableitungen
@^ (u)(T)
@nrs
mit (r;s) 6= (a;a)
bestimmt, die f ur die Anwendung der Delta-Methode ben otigt werden.
Es werden drei F alle unterschieden:
(a) s 6= r = a,
(b) s = r 6= a,
(c) s 6= r 6= a.
Diese Unterscheidung r uhrt daher, dass f ur s 6= r = a der Nenner von ^ (u) nicht von nrs
abh angt und f ur s = r 6= a der Z ahler nicht von nrr abh angt.
Fall (a) s 6= r = a: Der Nenner wird f ur die partielle Ableitung nach nrs = nas als












f ur s 6= r = a:
Fall (b) s = r 6= a: In diesem Fall kann der Z ahler f ur die partielle Ableitung nach
nrr als Konstante angesehen werden. Im Nenner tritt nrr f ur festes r in der vorderen
quadrierten Summe f ur k = l = r auf und in der hinteren quadrierten Summe f ur
t = u = r.














































































2 (^ pr   ^ pa) f ur s = r 6= a:
79Fall (c) s 6= r 6= a: F ur den letzten Fall weist ^ (u)(T) den Term nrs sowohl im Z ahler
als auch im Nenner auf. Durch die Produktformel lassen sich Z ahler und Kehrwert des
Nenners jeweils einzeln ableiten, mit dem jeweils anderen Term multiplizieren und die
Produkte addieren.






















2 (^ pr   ^ pa) f ur s 6= r 6= a:
3. Schritt: In diesem Schritt wird in die partiellen Ableitungen der Vektor
# := E[T]
des Erwartungeswertes von T eingesetzt, wobei
E[nrs] = nprprs = npr(ps + r;s(1   )) 8 r;s 2 S
nach Korollar 3.8 gilt.
In allen drei oben beschriebenen F allen tritt ^ pr f ur ein r 2 S auf. Beim Einsetzen von #
































































> > > > > > > > > > > > > > > > <


















 f ur s = r 6= a;








 f ur s 6= r 6= a:

















 8 (r;s) 6= (a;a): (5.16)
Damit ist die Formel f ur die partiellen Ableitungen von ^ (u)(T) an der Stelle T = #
bestimmt.






























Durch das Einsetzen der Formel f ur die partiellen Ableitungen aus Gleichung (5.16) in





























































81Die Zeile (5.18), die Summe der Zeilen (5.19) und (5.20) sowie die Zeile (5.21) werden






2 dabei nicht mitgeschrieben.
Der Ausdruck (1 t;u) aus der ersten Zeile ist genau dann 6= 0, wenn t = u ist, und sonst





















































































































































































Bemerkung 5.14. In der Approximation (5.15) von Var
 
^ (u)
























aus Kapitel 4.2, dessen Unterschied zum Sch atzer ^ (u) darin besteht, dass bei ^ (1) im
Nenner f ur alle k 2 S der wahre Wert pk und nicht der Sch atzer ^ pk steht. Da der Nenner





































Somit geben in der Approximation (5.15) von Var
 
^ (u)















die  Anderung der Variabilit at an, die dadurch entsteht, dass beim Sch atzer ^ (u) im
Nenner durch ^ pk gesch atzte Werte f ur pk stehen.




aus Lemma 5.13 die Formeln f ur die Kovarianzen aus den Kapiteln
5.2.1 und 5.2.2 eingesetzt werden.



























Es werden nun die Formeln f ur die Kovarianzen aus den Kapiteln 5.2.1 (Gleichung (5.13)
in Beispiel 5.5) und 5.2.2 (Proposition 5.6) in die obige Approximation eingesetzt. Diese
















































































prptt (r;t   pt) + O(1): (5.25)

































pr + 1     
X
t
















































rpt (r;t   pt) + O(1)













In der Summe ergeben die Terme unter (II) und (III) in der Approximation (5.22) gem a

















































Es fehlt noch die Rechnung f ur den Term unter (I) in der Approximation (5.22). Hier







































































(2 + )(1   )











pr(pr + 1   )
 











pr(pr + 1   )
 

















































































































































































Damit ist Proposition 5.12 bewiesen.
5.3.2 Ein
uss der Parameter des SMI-Modells auf die Varianz von ^ (u)
In diesem Kapitel wird der Ein
uss der Parameter p1;:::;pa und  des SMI-Modells auf


























von Proposition 5.12 untersucht, wobei die Varianz von ^ (u) mit der rechten Seite gleich-




























87F ur a > 1 l asst sich o.B.d.A. pa ersetzen durch 1  
Pa 1
s=1 ps, sodass f nicht von pa
abh angt. Daher wird von nun an f(;p1;:::;pa 1) anstelle von f(;p1;:::;pa) geschrie-
ben. Sollte in Ausnahmef allen doch der Parameter pa verwendet werden, ist dieser je
nach Kontext als pa oder 1  
Pa 1
s=1 ps zu lesen.
Werden zudem ein oder mehrere Parameter fest gew ahlt, werden im weiteren Verlauf des
Kapitels auch diese in der Regel aus dem Parameter-Vektor (;p1;:::;pa 1) gestrichen,
um zu verdeutlichen, von welchen variablen Gr oen f in diesem Fall abh angt.
Begonnen wird bei der Untersuchung mit dem Fall a = 2, bei dem nur die Parameter 
und o.B.d.A. p1 frei w ahlbar sind, da p2 = 1   p1 ist. Anschlieend wird der Fall a = 3
behandelt, gefolgt vom Fall a = 4 , der f ur die in dieser Arbeit untersuchten Daten
zutrit (S = fA;B;C;Dg, also jSj = 4).
In allen F allen wird die Varianz von ^ (u) mithilfe von f insbesondere auf die folgenden
Punkte hin untersucht:
(a) Form des Graphen von f f ur beliebige p1;:::;pa und ,
(b) Werte f ur p1;:::;pa, f ur die f(p1;:::;pa) minimal bzw. maximal wird f ur festes ,
(c) Werte f ur , f ur die f() minimal bzw. maximal wird f ur feste p1;:::;pa.
Zum Schluss dieses Kapitels werden die f ur a 2 f2;3;4g und teilweise f ur beliebige a > 1
gewonnenen Erkenntnisse zusammengefasst.
In allen folgenden Abbildungen von Graphen von f wird n = 1 gesetzt. Um die in den
Abbildungen abzulesenden Funktionswerte von f auf beliebige n 2 N zu  ubertragen,










von f den Wert 0 annimmt, wenn pk = 1 ist f ur ein k 2 f1;:::;ag, wird in diesem
Kapitel stets
p1;:::;pa < 1
angenommen, auch f ur den Ausdruck pk % 1.
Der Fall a = 2
Zun achst wird f in Abh angigkeit von p1 f ur festes  betrachtet. Abbildung 5.2 zeigt
Graphen von f(p1) f ur verschiedene feste Werte von .
Die Graphen sind symmetrisch mit Spiegelachse bei p1 = 0:5, da f f ur p1 und 1   p1
stets dieselben Werte annimmt bei festem .
F ur  = 0 ist f(p1) = 0, da in jedem Summanden des Z ahlers von f der Faktor  steckt












































































































































Abbildung 5.2: Graphen von f(p1) auf [0:01;0:99] f ur verschiedene feste Werte von .
Die Graphen f ur festes  > 0 haben die Form eines breiten Tals mit steilen Seitenw anden.






Je n aher sich  am Bereich von ca. 0:4 bis 0:6 bendet, desto schmaler wird das Tal.
Aus Symmetriegr unden nimmt f(p1) f ur festes  > 0 ein Extremum an, wenn p1 = 0:5
ist. Genauer sind die partiellen Ableitungen von f(p1;p2) nach p1 und p2 im Lagrange-
Ansatz (siehe z. B. Forster, 2006) gleich und ihre Formeln unterscheiden sich nur durch
Vertauschen der Bezeichnungen p1 und p2. Somit ist eine L osung des Gleichungssystems
f ur p1 und p2 beim Lagrange-Ansatz gerade gegeben, wenn p1 = p2 gilt.
Bemerkung 5.15. Sei a > 1 beliebig. Dann folgt wiederum aus Symmetriegr unden
(bzw.  uber den Lagrange-Ansatz), dass f(p1;:::;pa 1) ein Extremum annimmt an der
Stelle




Die Graphen aus Abbildung 5.2 legen nahe, dass es sich f ur a = 2 bei dem Extremum
in p1 = 0:5 um ein globales Minimum handelt.




und ist umso gr oer, je gr oer  ist. Dass f(;0:5) monoton wachsend ist in , kann
man auch in Abbildung 5.2 beobachten.
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Abbildung 5.3: Graphen von f() auf [0:01;0:99] f ur verschiedene feste Werte von p1.
Zu beachten ist, dass f ur p1 = 0:01 die y-Achse den Bereich von 0 bis
25 abdeckt, w ahrend die y-Achsen f ur die anderen Werte von p1 jeweils
den Bereich von 0 bis 3 abdecken. F ur p1 > 0:5 ergeben sich die gleichen
Graphen wie f ur 1   p1.
H alt man p1 fest und l asst  variabel, so beobachtet man parabel-f ormige Graphen f ur
f(), wie in Abbildung 5.3 zu sehen ist f ur verschiedene feste Werte von p1.
Wegen f(;p1) = f(0;p1) = 0 f ur  = 0 startet der Graph von f() in 0 f ur alle festen
0 < p1 < 1. Je n aher der feste Wert von p1 bei 0:5 liegt, desto 
acher wird die Parabel
und desto weiter rechts liegt der Scheitelpunkt. F ur p1 & 0 bzw. p1 % 1 bendet sich
der Scheitelpunkt bei  & 0:5, f ur p1 = 0:5 bendet er sich bei  = 1.
90Bemerkung 5.16. Das , f ur das f() maximal wird bei festem p1, l asst sich formal
bestimmen durch partielles Ableiten von f(;p1) nach  und Nullsetzen der Ableitung.


















Unter der Voraussetzung p1;:::;pa < 1 wird der Ausdruck 0 f ur















































wobei r und t f ur alle Summen 1;:::;a durchlaufen.
F ur den Fall a = 2 ist max(p1) in Abh angigkeit von p1 als gr une Kurve eingetragen in
Abbildung 5.4, in der zudem die Funktion f(;p1) als Konturplot dargestellt wird. In
dieser Abbildung sieht man die G ultigkeit von
0:5 < max(p1)  1 8 p1 2 (0;1):
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Abbildung 5.4: Konturplot von f(;p1) mit eingezeichnetem Graphen von max(p1)
(gr un). Konturlinien sind f ur den Bereich von 0:1 bis 2:5 in 0:1-Schritten
eingetragen. Die grauen Linien an den Seiten begrenzen den Denitions-
bereich von f.
91Der Fall a = 3
Wieder werde zun achst  fest gew ahlt und dabei sei  > 0 (f ur  = 0 ist f  0 f ur
p1;p2;p3 2 (0;1)). Es wird nun f in Abh angigkeit von p1 und p2 untersucht, wobei
p3 = 1   p1   p2 gilt.
In Abbildung 5.5 ist auf der linken Seite als Beispiel der Konturplot von f(p1;p2) f ur
 = 0:5 gegeben.
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Die grundlegende Form des Graphen von f(p1;p2) l asst sich, wie auch schon im Fall
a = 2, f ur  > 0 beschreiben als Tal, wobei das Tal nun dreidimensional ist. Die Tal-









bestimmt, der von  unabh angig ist und dessen Graph in Abbildung 5.5 auf der rechten
Seite zu sehen ist. Lediglich die Richtung der Ausdehnung und die Tiefe des Tals werden
durch den Z ahler von f beein
usst.
So dehnt sich das Tal f ur kleine  st arker in Richtung der Punkte (0:5;0:5), (0;0:5) und
(0:5;0) aus, w ahrend sich das Tal f ur groe  st arker in Richtung der Punkte (1;0), (0;1)
und (0;0) ausdehnt. Dies l asst sich erkennen beim Vergleich von Konturplots f ur f und
















































































































































































f(p1, p2) für verschiedene Werte von p
Zähler von f(p1, p2) für verschiedene Werte von p
p1
p1
Abbildung 5.6: Konturplot von f(p1;p2) (oben) und vom Z ahler von f(p1;p2) (unten)
f ur verschiedene Werte von .
nimmt sein Minimum an, wenn
P
k p2




k nach pr lautet 2pr f ur alle r, sodass nach dem Lagrange-Ansatz ein Extremum
angenommen wird, wenn pr = ps gilt f ur alle r;s 2 f1;2;3g, d.h. wenn
p1 = p2 = p3 =
1
3
ist. Da auf der Diagonalen der Hesse-Matrix in jeder Zeile eine 2 eingetragen ist und alle
Eintr age auerhalb der Diagonalen 0 sind, ist die Hesse-Matrix positiv denit und somit









minimal f ur p1 = p2 = p3 = 1
3:









93l asst sich verallgemeinern f ur beliebige a > 1. Analog zur obigen Argumentation folgt,
dass das Minimum angenommen wird f ur




Wie in Bemerkung 5.15 beschrieben, l asst sich aus Symmetriegr unden feststellen, dass
durch
p1 = p2 = p3 =
1
3
eine Extremalstelle von f(p1;p2) beschrieben wird. Die berechneten Werte legen, wie
im Fall a = 2, auch im Fall a = 3 nahe, dass in dieser Stelle ein globales Minimum
angenommen wird.
Der Wert von , f ur den f() maximal wird bei gegebenem (p1;p2), l asst sich mit der
Formel f ur max aus Bemerkung 5.16 bestimmen. Der Konturplot von max(p1;p2) ist in
Abbildung 5.7 auf der linken Seite gegeben. Auf der rechten Seite zeigt Abbildung 5.7
Graphen von max(p1) = max(p1;p2) f ur verschiedene feste Werte von p2.
Die f ur den Konturplot berechneten Werte von max(p1;p2), also mit
p1;p2 2 f0:01;0:02;;:::;0:99g;
liegen im Intervall [0:506;0:956]. Die kleinsten Werte werden angenommen f ur pr % 1
f ur ein r 2 f1;2;3g, die gr oten Werte werden angenommen f ur pr = ps % 0:5 f ur




















































































































































Abbildung 5.7: Konturplot von max(p1;p2) (links) mit Querschnitten f ur verschiedene
Werte von p2 (rechts).
94Der Fall a = 4
Betrachtet man die Konturplots von f(p2;p3) f ur verschiedene feste Werte von p1 und
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f(p2, p3) für verschiedene Werte von p1 und p
Abbildung 5.8: Konturplot von f(p2;p3) f ur verschiedene Werte von p1 (pro Zeile) und
von  (pro Spalte).
Der maximale Wert, den p2, p3 und p4 f ur gegebenes p1 annehmen k onnen, ist 1   p1.
Eine Extremalstelle von f(p2;p3) bendet sich dann aus Symmetriegr unden im Punkt
95mit




Die f ur die Konturplots berechneten Funktionswerte deuten darauf hin, dass es sich bei
der Extremalstelle jeweils um eine globale Minimalstelle handelt f ur ein festes p1.
F ur jedes  2 f0:25;0:50;0:75;1:00g ist der geringste Funktionswert von f im jeweiligen
Konturplot f ur den Fall p1 = 0:25 zu nden, und zwar an der Stelle





F ur  = 0 ist f  0 f ur alle p1;:::;pa 2 [0;1) mit
P
r pr = 1.
Ist  > 0 gegeben, hat der Graph von f(p1;:::;pa 1) die Form eines a-dimensionalen









herbeigef uhrt (unabh angig von ). Die Richtung der Ausdehnung des Tals wird durch
den Z ahler von f(p1;:::;pa 1) bestimmt in Abh angigkeit von .













8 r 2 f1;:::;ag:




8 r 2 f1;:::;ag:
Die f ur a = 2;3;4 berechneten Werte lassen darauf schlieen, dass es sich um ein globales
Minimum handelt.
Sind neben  auch p1;:::;pt fest gegeben, wird von f(pt+1;:::;pa 1) aus Symmetrie-
gr unden ein Extremum angenommen f ur






Die f ur a = 2;3;4 berechneten Werte lassen darauf schlieen, dass es sich in den meisten
F allen um ein globales Minimum handelt auf dem eingeschr ankten Denitionsbereich
von f.
F ur feste p1;:::;pa l asst sich der Wert max von , f ur den f() maximal wird, berechnen
mithilfe der Formel aus Bemerkung 5.16. Die f ur a = 2;3 berechneten Werte f ur max
lassen darauf schlieen, dass max im Intervall [0:5;1] liegt.
966  Uberpr ufung des SMI-Modells
Nachdem die Modell-Sch atzer ^ p1;:::; ^ pa und ^  = ^ (g) f ur die Anpassung des SMI-Mo-
dells an die gegebenen Daten in Kapitel 4 entwickelt worden sind, stellt sich nun die
Frage, ob sich die Daten durch das SMI-Modell beschreiben lassen oder sich die Daten
signikant vom SMI-Modell unterscheiden.
Um f ur einen Probanden J zu einem festen Schlafstadium Z die jeweilige Anpassungsg ute
des SMI-Modells zu untersuchen, wird in Kapitel 6.1 ein Anpassungstest angewendet, der
sich an Pearsons 2-Anpassungstest orientiert. Die zugeh origen p-Werte werden dabei
durch Simulationen von Markov-Ketten gem a dem SMI-Modell und die daraus resul-
tierenden empirischen Verteilungsfunktionen der 2-Statistiken bestimmt.
Es wird sich zeigen, dass auf einem Signikanz-Niveau von 5% f ur weit mehr als die






r;s einer Markov-Kette der L ange n(J;Z) + 1 entstammen, die die Bedingungen
des SMI-Modells erf ullt.
Aus diesem Grund wird in Kapitel 6.2 untersucht, inwiefern das SMI-Modell von den
gegebenen Daten abweicht. Dazu wird die Eigenschaft ausgenutzt, dass im SMI-Modell
mit Wahrscheinlichkeit  bei einem  Ubergang von Xk zu Xk+1 in der Markov-Kette
(Xi)i2N0 mindestens ein Intervallwechsel im Hintergrundmodell stattndet unabh angig





1   ^ prr
1   ^ pr
8 r;s 2 S;r 6= s:







r;s beschreibt, dann k onnte man in den obigen Gleichungen den Sch atzer
^ prs durch den Sch atzer ^ p
(v)







1   ^ p
(v)
rr
1   ^ pr
;
die dann mit positiver Wahrscheinlichkeit verschieden sind f ur jedes Paar (r;s) bzw.
(r;r), zu stark von ^  abweichen.
Auch hier werden gem a dem SMI-Modell simulierte Markov-Ketten betrachtet, um f ur
den  Ubergang von r zu s bzw. von r zu r die typische Abweichung der obigen Br uche von
^  zu ermitteln. Durch den Vergleich der typischen Abweichung mit der tats achlichen, aus
den gegebenen Daten ermittelten Abweichung der entsprechenden Br uche von ^  lassen
sich R uckschl usse darauf ziehen, welche  Ubergangswahrscheinlichkeiten prs durch das
SMI-Modell nicht ausreichend erfasst werden und in welche Richtung das SMI-Modell
korrigiert werden m usste.
97F ur die  Ubergangswahrscheinlichkeiten des SMI-Modells, bei denen pro Schlafstadium
die gr ote Anzahl von Probanden signikante Abweichungen von den gesch atzten  Uber-
gangswahrscheinlichkeiten des vollen Modell zeigt, wird in Kapitel 6.3 der Versuch un-
ternommen, die entsprechenden  Ubergangswahrscheinlichkeiten durch eine um drei Pa-
rameter erweiterte Version des SMI-Modells (Modell 4) zu korrigieren.
6.1 Ein 2-Anpassungstest f ur das SMI-Modell mithilfe von Simulation
In diesem Unterkapitel wird ein Anpassungstest beschrieben und durchgef uhrt, der sich
an Pearsons 2-Anpassungstest orientiert und mit dem f ur einen Probanden J und ein
Schlafstadium Z die folgende Nullhypothese getestet wird:
Nullhypothese H
(J;Z)






r;s sind so ver-
teilt wie die  Ubergangsh augkeiten einer Markov-Kette der L ange n(J;Z) + 1 mit
Zustandsraum S = fA;B;C;Dg, die die Bedingungen des SMI-Modells erf ullt.
In Kapitel 6.1.1 wird zun achst ein kurzer  Uberblick  uber die Entwicklung von 2-
Anpassungstests f ur Markov-Ketten gegeben ausgehend von Pearsons 2-Anpassungs-
test. Die bei den 2-Anpassungstests betrachteten Test-Statistiken X 2 sind jeweils asym-
ptotisch 2-verteilt. Werden bei der Berechnung von X 2 Parameter gesch atzt, beein
usst
dies die Anzahl der Freiheitsgrade der 2-Verteilungen. Die Bestimmung der Anzahl der
Freiheitsgrade der jeweiligen 2-Verteilungen wird in diesem Kapitel ebenfalls themati-
siert.
Da, wie sich zeigen wird, bei der Verwendung der Sch atzer ^ p1;:::; ^ pa und ^  die An-
zahl der Freiheitsgrade nicht bekannt ist, werden die Verteilungen der Test-Statistiken
X 2
(J;Z) f ur jeden Probanden J und jedes Schlafstadium Z beim Test der Nullhypothe-
se H
(J;Z)
0 mithilfe von durch Simulationen erzeugten empirischen Verteilungsfunktionen




Die Ergebnisse der einzelnen Tests zu den Nullhypothesen H
(J;Z)
0 werden in Kapitel
6.1.3 vorgestellt, ebenso wie die Ergebnisse der simultanen Tests der Nullhypothesen
aller Probanden in einem Schlafstadium Z.
Um zu  uberpr ufen, dass durch das Testverfahren aus Kapitel 6.1.2 die Nullhypothesen
H
(J;Z)
0 jeweils nur mit einer Wahrscheinlichkeit von 5% abgelehnt werden unter der
Voraussetzung, dass H
(J;Z)





rs; k 2 f1;2;3g;










98erzeugt und anschlieend f ur diese die p-Werte zu den analogen Nullhypothesen H
fkg
0
bestimmt. Daraufhin wird f ur diese p-Werte die Nullhypothese getestet, dass die p-Werte
uniform auf [0;1] verteilt sind.





Im Jahre 1900 wurde von Pearson der 2-Anpassungstest vorgestellt (Pearson, 1900).
Dieser Anpassungstest pr uft die Nullhypothese, dass die zuf allige Aufteilung (n1;:::;nk)
von n unabh angigen Beobachtungen X1;:::;Xn einer Zufallsvariablen auf k verschiede-
nen Kategorien zu einer Verteilung F0 konsistent ist.
F ur die Anzahl ni der Beobachtungen, die in Kategorie i fallen, mit
Pk
i=1 ni = n, wird








wobei mit E0 [ni] die unter der Nullhypothese erwartete Anzahl von Beobachtungen der
Kategorie i bezeichnet werde. Die Teststatistik X 2 ist unter der Nullhypothese asymp-
totisch 2(k   1)-verteilt. Die Nullhypothese wird auf einem Signikanzniveau von 
verworfen, wenn X 2 gr oer ist als das (1   )-Quantil der 2(k   1)-Verteilung (siehe
z. B. Wasserman, 2004).
M ochte man dieses Testverfahren auf eine endliche Markov-Kette (Xi)i2f0;:::;ng mit endli-
chem Zustandsraum S  ubertragen, kann man alle geordneten Paare von Zust anden (r;s)
als Kategorien auassen, auf die sich die Paare (Xi 1;Xi) aufteilen, i 2 f1;:::;ng. Ist
jSj = a, gibt es also a2 Kategorien.
W ahrend jedoch beim von Pearson behandelten Fall die Beobachtungen unabh angig
voneinander sind, h angen die nun betrachteten ((Xi 1;Xi))i2f1;:::;ng voneinander ab.
Auerdem ist es etwa f ur reduzible Markov-Ketten (Xi)i2N0 m oglich, dass ein Zustand r
angenommen wird, von dem aus sich ein Zustand s nicht mit positiver Wahrscheinlichkeit
in endlichen vielen Schritten erreichen l asst.
Dieser beiden Probleme hat sich Bartlett im Jahr 1951 angenommen und Vorausset-
zungen an die Markov-Kette angegeben, unter denen sich der 2-Anpassungstest auf
Markov-Ketten  ubertragen l asst (Bartlett, 1951):
Satz 6.1. Sei X eine Markov-Kette der L ange n + 1 mit endlichem Zustandsraum
S = f1;:::;ag und  Ubergangsmatrix P = (prs)rs. F ur alle r;s 2 S sei nr die Auf-
trittsh augkeit des Zustandes r in X und nrs die  Ubergangsh augkeit vom Zustand r
zum Zustand s in X. Ist die Markov-Kette regul ar, d.h. es existiert ein m 2 N, sodass






asymptotisch 2-verteilt mit c a Freiheitsgraden, wobei c die Anzahl der Eintr age in P
ist, die > 0 sind. Sind alle prs > 0, impliziert das also a2   a Freiheitsgrade.
Beweisskizze. Im Wesentlichen muss gezeigt werden, dass die  Ubergangsh augkeiten nrs





mit Kovarianzmatrix  gegeben durch
rs;tu = r;t(s;uprs   prspru):







asymptotisch 2-verteilt ist mit cr   1 Freiheitsgraden.
Da die Statistiken X 2
1;:::;X 2
















Bemerkung 6.2. Wegen der asymptotischen Betrachtung in Satz 6.1 kann die Start-
verteilung der Markov-Kette X beliebig gew ahlt werden.
Mit Satz 6.1 l asst sich die Nullhypothese untersuchen, dass die  Ubergangsmatrix der
Markov-Kette (Xi)i2f0;:::;ng, die den  Ubergangsh augkeiten nrs zugrunde liegt, die Form







2-Anpassungstest mit gesch atzten Parametern
Da die Werte von prs nicht bekannt sind, m ussen sie f ur das SMI-Modell gesch atzt
werden. Es ist dann zu kl aren, ob und wie sich das Sch atzen von Parametern auf die
asymptotische Verteilung von X 2 auswirkt.
100Der folgende Satz, der eine Adaption eines Satzes von Cram er (1946) an den vorliegenden
Markov-Ketten-Fall mit Zustandsraum S = f1;:::;ag ist und urspr unglich auf Fisher
(1924) zur uckgeht, nennt Voraussetzungen, unter denen die asymptotische Verteilung
von X 2 bekannt ist.
Satz 6.3. Seien die  Ubergangswahrscheinlichkeiten prs = prs(#) > 0 Funktionen in
Abh angigkeit eines d-dimensionalen Parametervektors # = (#1;:::;#d), der durch ^ # ge-




(nrs   nrprs(^ #))2
nrprs(^ #)
asymptotisch 2-verteilt mit a2   a   d Freiheitsgraden, falls die Sch atzer ^ #1;:::; ^ #d
asymptotisch normalverteilt und ezient sind.
Dabei heit ein Sch atzer ^ # ezient, wenn er erwartungstreu ist und Var(^ #) = I(#) 1
gilt mit der Fisher-Information I(#) von # (siehe z. B. Held, 2008).
Bemerkung 6.4. Unter bestimmten Regularit atsvoraussetzungen, die von Billingsley
(1961) f ur den betrachteten Markov-Ketten-Fall gegeben werden, l asst sich die Formel
a2   a   d f ur die Freiheitsgrade beispielsweise f ur den ML-Sch atzer von # anwenden.




(nrs   nr^ prs)2
nr^ prs
(6.1)
mit ^ prs = ^ ^ ps + r;s(1   ^ ).
Die Sch atzer ^ prs h angen per Denition in Kapitel 4.4 von a Parametern ab, n amlich von
^  und o.B.d.A. von ^ p1;:::; ^ pa 1 mit ^ pa = 1 
P
r6=a ^ pr. Der Satz 6.3 l asst sich hier jedoch
nicht anwenden, da nicht bekannt ist, ob die Modell-Sch atzer ^ p1;:::; ^ pa und ^  ezient
sind.
Um trotzdem Aussagen  uber die Verteilung von X 2 treen zu k onnen, wird im folgenden
Abschnitt die empirische Verteilungsfunktion von X 2 durch Simulation bestimmt.
6.1.2 Beschreibung der Durchf uhrung des Anpassungstests
In diesem Abschnitt wird die X 2-Statistik aus Gleichung (6.1) f ur jeden Probanden J und
jedes Schlafstadium Z aus den gegebenen Daten berechnet, um die Anpassungsg ute des
SMI-Modells zu untersuchen. Da die (asymptotische) Verteilung von X 2 nicht bekannt
ist, wird die empirische Verteilungsfunktion von X 2 mittels Simulation ermittelt.
Dazu werden die  Ubergangsh augkeiten nrs f ur 10000 Markov-Ketten der L ange n + 1
gem a der Verteilung simuliert, die durch das SMI-Modell mit den Parametern
^ p1; ^ p2; ^ p3; ^ p4 und ^ 
101gegeben ist (^ p4 = 1  ^ p1  ^ p2  ^ p3). Dabei werden die ben otigten Sch atzer aus den Daten
berechnet nach den Formeln aus Kapitel 4.
Um die Variablen zu kennzeichnen, die zu den verschiedenen simulierten Markov-Ketten
geh oren, wird der Index [i] f ur die i-te simulierte Markov-Kette verwendet.
Es wird nun der genaue Vorgang f ur den Anpassungstest durch Simulation beschrieben
f ur einen Probanden J im Schlafstadium Z.
Gegeben sind die Daten nrs = n
(J;Z)
rs f ur alle r;s 2 S = f1;2;3;4g.
1. Berechne n =
P
r;s2S nrs und nt =
P
u2S ntu f ur alle t 2 S.
2. Berechne die Sch atzer ^ p1; ^ p2; ^ p3; ^ p4 gem a Gleichung (4.1) und ^  = ^ (g) gem a
Gleichung (4.2) aus den nrs.
3. Berechne die gesch atzten  Ubergangswahrscheinlichkeiten ^ prs = ^ ^ ps + r;s(1   ^ ).
4. Berechne X 2
(J;Z) = X 2 gem a Gleichung (6.1).








der L ange n+1
mit Startverteilung (^ p1; ^ p2; ^ p3; ^ p4) und  Ubergangsmatrix ^ P = (^ prs)r;s2S und f uhre







r f ur alle r;s 2 S.
7. Berechne die Sch atzer ^ p
[i]
1 ; ^ p
[i]
2 ; ^ p
[i]
3 ; ^ p
[i]
4 und ^ [i] aus den n
[i]
rs.
8. Berechne die  Ubergangswahrscheinlichkeiten ^ p
[i]
rs = ^ [i]^ p
[i]
s + r;s(1   ^ [i]).
9. Berechne X 2




























jfi 2 f1;:::;10000g : X 2











r;s sind so ver-
teilt wie die  Ubergangsh augkeiten einer Markov-Kette der L ange n(J;Z) + 1 mit
Zustandsraum S = fA;B;C;Dg, die die Bedingungen des SMI-Modells erf ullt.
Groe Werte von X 2
(J;Z) sprechen daf ur, dass die beobachteten  Ubergangsh augkeiten
zumindest teilweise stark von den durch das SMI-Modell erwarteten  Ubergangsh aug-
keiten abweichen. Die Nullhypothese H
(J;Z)
0 wird auf einem Signikanzniveau von 
abgelehnt, wenn weniger als 100% der simulierten X 2
[i];(J;Z) gr oer sind als X 2
(J;Z), d.h.
wenn der p-Wert p(J;Z) <  ist.
1026.1.3 Ergebnisse des Anpassungstests bei Anwendung auf die gegebenen Daten
In diesem Abschnitt werden die Ergebnisse des Anpassungstests bei einem Signikanzni-
veau von 5% vorgestellt. Der Anpassungstest wurde entsprechend dem in Kapitel 6.1.2
beschriebenen Vorgehen auf die gegebenen Daten angewendet f ur jeden Probanden J
und jedes Schlafstadium Z.
Einzelne Tests
Um eine Vorstellung von der Gr oe und Verteilung der errechneten X 2
(J;Z) und X 2
(J;Z);[i]
zu bekommen, werden zun achst die Probanden 2 und 5 betrachtet, die schon in den
Kapiteln 3.1 und 4.5 f ur Beispiele herangezogen wurden.
In Abbildung 6.1 werden die Ergebnisse f ur Proband 2 dargestellt und in Abbildung 6.2
die f ur Proband 5. Die Abbildungen zeigen f ur jedes Schlafstadium die Histogramme der
10000 simulierten X 2
[i] mit den zugeh origen p-Werten des Anpassungstests. Dabei ist zu
beachten, dass Proband 2 das Schlafstadium N3 nicht erreicht hat. Die Balken der Histo-
gramme sind so normiert, dass die Fl achen der Balken in der Summe 1 ergeben. Damit
lassen sich die Histogramme als empirische Dichtefunktion interpretieren. In jedem Hi-
stogramm sind sowohl der durch die Daten beobachtete Wert X 2
(2;Z) bzw. X 2
(5;Z) (gr une
Linie) als auch das 95%-Quantil der simulierten X 2
[i];(2;Z) bzw. X 2
[i];(5;Z) (rote Linie) auf
der x-Achse markiert.
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2  (Daten und Simulationen)




Abbildung 6.1: Anpassungstests durch Simulation f ur Proband 2, alle erreichten Schlaf-
stadien. Die p-Werte sind auf 3 Stellen gerundet.
103W
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2  (Daten und Simulationen)




Abbildung 6.2: Anpassungstests durch Simulation f ur Proband 5, alle erreichten Schlaf-
stadien. Die p-Werte sind auf 3 Stellen gerundet.
Es f allt bei der Betrachtung mit bloem Auge auf, dass sich die empirischen Dichtefunk-
tionen eines Probanden zu den verschiedenen Schlafstadien sehr  ahnlich sind. Dement-
sprechend liegen die eingezeichneten 95%-Quantile dicht beieinander zwischen 15:45 und
15:84. Bei Ber ucksichtigung der verschiedenen Mast abe auf der x-Achse l asst sich zu-
dem feststellen, dass die empirischen Dichtefunktionen auch f ur die beiden Probanden 2
und 5 ann ahernd gleich sind. Dies entspricht den in Kapitel 6.1.1 eingef uhrten theoreti-
schen Betrachtungen der asymptotischen Verteilung von X 2, dass diese Verteilung nur
von der Anzahl der Freiheitheitsgrade abh angt, die durch die Anzahl a der Zust ande
und die Wahl der Sch atzer gegeben und f ur alle Probanden und Schlafstadien gleich ist.
F ur Proband 2 ergeben zu den verschiedenen Schlafstadien die p-Werte
p(2;W)  0:001; p(2;N1)  0:960; p(2;N2)  0:933:
Passend dazu, dass Proband 2 im Schlafstadium N2 in dieser Arbeit bisher als Beispiel
aufgef uhrt worden ist f ur einen Fall, bei dem die gesch atzten  Ubergangswahrscheinlich-
keiten ^ prs des SMI-Modells sehr nah an den entsprechenden Sch atzern ^ p
(v)
rs = nrs=nr
des vollen Modells liegen (siehe Kapitel 4.5), wird die Nullhypothese H
(2;N2)
0 bei einem
relativ hohen p-Wert von p(2;N2)  0:933 nicht verworfen. W ahrend auch f ur N1 die
Nullhypothese H
(2;N1)
0 nicht verworfen wird, zeigen die Daten f ur das Schlafstadium W
signikante Abweichungen von den Modellannahmen des SMI-Modells.
104Bei Proband 5 zeigt sich ein umgekehrtes Bild. F ur das Schlafstadium W wird die Nullhy-
pothese nicht abgelehnt, f ur die Schlafstadien N1, N2 und N3 wird sie verworfen. Au allig
ist dabei, dass X 2
(5;N2)  96 einen extrem groen Wert annimmt. In dieser Arbeit wurde
Proband 5 im Schlafstadium N2 als Beispiel genannt f ur einen Fall, bei dem durch das
bloe Betrachten der Unterschiede zwischen den Sch atzern ^ prs und ^ p
(v)
rs in Abbildung 4.7
vermutet werden konnte, dass sich die Struktur der  Ubergangswahrscheinlichkeiten des
SMI-Modells nicht mit den beobachteten  Ubergangswahrscheinlichkeiten ^ p
(v)
rs des vollen
Modells vereinbaren l asst.
Übersicht aller p−Werte
0.012 0.939 0.014 P1 P1 P1 P1
< 10
-3 0.96 0.933 P2 P2 P2 P2
0.926 0.394 0.015 P3 P3 P3 P3
0.037 0.106 0.137 0.201 P4 P4 P4 P4
0.107 < 10
-3 < 10
-4 0.014 P5 P5 P5 P5
< 10
-4 0.011 < 10
-3 0.001 P6 P6 P6 P6
< 10
-4 0.967 0.002 P7 P7 P7 P7
0.027 < 10
-4 0.047 0.946 P8 P8 P8 P8
< 10
-4 < 10




-4 P10 P10 P10 P10
0.56 0.844 0.061 0.178 P11 P11 P11 P11
W N1 N2 N3
0.67 0.005 0.002 0.243 P12 P12 P12 P12
0.131 0.526 < 10
-4 < 10
-4 P13 P13 P13 P13
0.014 0.139 0.481 0.012 P14 P14 P14 P14
< 10
-3 0.049 0.202 < 10




-4 0.003 P16 P16 P16 P16
0.004 < 10
-4 < 10
-4 P17 P17 P17 P17
0.581 0.112 0.043 P18 P18 P18 P18
0.046 0.312 0.002 P19 P19 P19 P19
0.09 0.021 0.04 P20 P20 P20 P20
0.567 0.007 0.005 0.002 P21 P21 P21 P21
0.273 0.088 0.087 P22 P22 P22 P22
W N1 N2 N3
0.022 0.74 0.01 0.211 P23 P23 P23 P23
0.014 0.208 < 10
-4 < 10
-4 P24 P24 P24 P24
0.326 0.111 < 10
-4 0.484 P25 P25 P25 P25
0.747 0.392 0.393 0.042 P26 P26 P26 P26
< 10
-4 0.212 < 10
-3 < 10
-4 P27 P27 P27 P27
0.152 0.05 0.288 < 10
-4 P28 P28 P28 P28
< 10
-3 0.659 0.053 P29 P29 P29 P29
0.027 0.466 0.021 0.331 P30 P30 P30 P30
< 10
-4 0.012 0.019 P31 P31 P31 P31
0.112 0.028 0.006 0.001 P32 P32 P32 P32
W N1 N2 N3
p−Wert
³ 0.05 < 0.05 < 0.05 32 (W, N1, N2) < 0.05 19 (N3) kein Test
Abbildung 6.3:  Ubersicht  uber die p-Werte aller mithilfe von Simulation ausgef uhrten
Anpassungstests f ur das SMI-Modell. (Die von der Legende abweichende
F arbung f ur Proband 28 in N1 erkl art sich durch den Rundungsfehler.)
Abbildung 6.3 zeigt eine  Ubersicht der p-Werte p(J;Z) aller Probanden J und Schlaf-
stadien Z. Die gr unen Quadrate geben an, dass die Nullhypothese f ur die zugeh origen
Proband-Schlafstadium-Kombinationen (J;Z) durch den Anpassungstest auf einem Si-
gnikanzniveau von 5% nicht abgelehnt wird. Bei einem roten oder violetten Quadrat
wird die entsprechende Nullhypothese verworfen.
So l asst sich auf einen Blick erkennen, dass f ur einen Probanden die Nullhypothesen
105zu N1, N2 und N3 nicht immer geschlossen verworfen bzw. geschlossen nicht verworfen
werden (im Unterschied zu den Probanden 2 und 5) und dass das Testergebnis zu W
nicht immer das Gegenteil der Ergebnisse zu N1, N2 und N3 liefern muss.
Weiterhin sieht man in Abbildung 6.3, dass es Probanden gibt, f ur die zu keinem Schlaf-
stadium die Nullhypothese verworfen wird, n amlich f ur die Probanden 11 und 22. Dage-
gen wird f ur die Probanden 6, 9, 10, 16, 17 und 31 jede der Nullhypothesen verworfen.
Insgesamt dominieren p-Werte < 5% die Ergebnisse der Anpassungstests. F ur das Schlaf-
stadium W werden bei 19 von 32 Probanden die Nullhypothesen verworfen, f ur N1 bei
14 von 32, f ur N2 bei 23 von 32 und f ur N3 bei 12 von 19 Probanden.
Simultanes Testen
F ur ein festes Schlafstadium Z wurde bisher f ur jeden Probanden J die zugeh orige
Nullhypothese H
(J;Z)
0 einzeln auf einem Signikanzniveau von 5%  uberpr uft. Es wird
nun die Nullhypothese H
(Z)












r;s sind f ur alle
Probanden J 2 JZ so verteilt wie die  Ubergangsh augkeiten einer Markov-Kette




0 nur mit einer Wahrscheinlichkeit von h ochstens 5% irrt umlich abzulehen, wird
die obere Grenze (0:05) f ur die p-Werte, die zur Ablehnung einer der Nullhypothesen
H
(J;Z)
0 f uhren, entsprechend nach unten angepasst. Durch die Bonferroni-Korrektur wird
diese Grenze konkret von 0:05 auf 0:05=32 f ur W, N1 und N2 bzw. auf 0:05=19 f ur
N3 korrigiert, da es f ur N3 19 Probanden und somit 19 Einzel-Nullhypothesen gibt
und f ur die anderen Schlafstadien entsprechend 32 (f ur Bonferroni-Korrektur siehe z. B.
Wasserman, 2004).
In Abbildung 6.3 geben die violetten Quadrate an, dass die zum entsprechenden Schlaf-
stadium Z geh orende Bonferroni-korrigierte Grenze vom p-Wert unterschritten wird und
daher H
(Z)
0 abgelehnt wird auf einem Signikanzniveau von 5%. Wie in der Abbildung
auerdem zu erkennen ist, gibt es f ur jedes Schlafstadium mindestens sechs Probanden,
deren p-Werte kleiner sind als die jeweilige Bonferroni-korrigierte Grenze 0:05=32 bzw.








0 alle verworfen werden.
Die Nullhypothese H
(Z)








Da die Teststatistiken X 2
(J;Z) unabh angig und asymptotisch 2-verteilt sind, folgt direkt,
dass X 2
(Z) ebenfalls asymptotisch 2-verteilt ist.
106Soll die Nullhypothese wieder mittels Simulation  uberpr uft werden, kann man auf die
bereits ermittelten und unabh angigen X 2






[i];(J;Z) 8 i 2 f1;:::;10000g:
Die daraus resultierenden empirischen Dichten werden in Abbildung 6.4 dargestellt. Die
empirische Dichtefunktion in N3 nimmt eine andere Form an und liegt weiter links als
die empirischen Dichtefunktionen in den anderen drei Schlafstadien, da f ur N3 nur die
Daten von 19 und nicht von 32 Probanden zur Verf ugung stehen.
W
















p−Wert:   < 10
-4
N1
















p−Wert:   < 10
-4
N2
















p−Wert:   < 10
-4
N3






























2   (Daten und Simulationen)




Abbildung 6.4: Anpassungstests durch Simulation f ur alle Probanden simultan, alle
Schlafstadien.
Durch die Simulationen wurde f ur jede der vier Nullhypothesen H
(Z)
0 ein p-Wert < 10 4
bestimmt, sodass die Nullhypothesen H
(Z)
0 auch durch diesen Test verworfen werden.
Insgesamt zeigen die Daten in jedem Schlafstadium signikante Abweichungen von den
Modellannahmen des SMI-Modells. Lediglich f ur jeweils weniger als die H alfte aller Pro-
banden in den Schlafstadien W, N2 und N3 werden die Nullhypothesen H
(J;Z)
0 auf einem
Signikanzniveau von 5% nicht verworfen sowie bei weniger als 60% aller Probanden in
Schlafstadium N1.
1076.1.4  Uberpr ufung des Fehlers 1. Art f ur die Durchf uhrung des Anpassungstests
In Kapitel 6.1.2 wurde die Durchf uhrung der Hypothesentests f ur die Nullhypothesen
H
(J;Z)
0 angegeben. Bei dieser Durchf uhrung werden f ur einen festen Probanden J und
ein festes Schlafstadium Z Markov-Ketten gem a dem SMI-Modell simuliert, um eine
empirische Verteilung der X 2
(J;Z)-Statistik und somit einen entsprechenden empirischen
p-Wert zu ermitteln. Als Parameter f ur das SMI-Modell werden dabei die SMI-Modell-
Sch atzer ^ p
(J;Z)
1 ; ^ p
(J;Z)
2 ; ^ p
(J;Z)
3 ; ^ p
(J;Z)
4 und ^ (J;Z) verwendet. Die Nullhypothese H
(J;Z)
0 wird
nach der in Kapitel 6.1.2 beschriebenen Durchf uhrung verworfen, wenn der aus den
simulierten Markov-Ketten ermittelte empirische p-Wert p(J;Z) < 0:05 ist. Es ist jedoch
nicht klar, dass dieser p-Wert unter der Annahme, dass die Nullhypothese H
(J;Z)
0 wahr
ist, nur mit einer Wahrscheinlichkeit von 5% kleiner als 0:05 ist (Fehler 1. Art ist nicht
bekannt).
Daher werden nun dreimal jeweils 1000 Markov-Ketten
Xfk;1g;:::;Xfk;1000g ;k 2 f1;2;3g;










simuliert und f ur jedes k 2 f1;2;3g wird getestet, ob die jeweils 1000 p-Werte
pfk;1g;:::;pfk;1000g;
die zu der nachstehenden Nullhypothese H
fk;lg
0 durch die in Kapitel 6.1.2 beschriebene
Durchf uhrung f ur alle l 2 f1;:::;1000g ermittelt werden, uniform auf [0;1] verteilt sind.
Nullhypothese H
fk;lg
0 : Die  Ubergangsh augkeiten n
fk;lg
rs der Markov-Kette Xfk;lg sind
so verteilt wie die  Ubergangsh augkeiten einer Markov-Kette der L ange 5001 mit
Zustandsraum S = fA;B;C;Dg, die die Bedingungen des SMI-Modells erf ullt.
Die Parameter p
fk;lg
r und fk;lg werden f ur die Durchf uhrung der Anpassungstests ge-
sch atzt durch die Sch atzer ^ p
fk;lg
r und ^ fk;lg, die nach Gleichung (4.1) bzw. (4.2) berechnet
werden.
F ur den Test der Nullhypothese H
fk;lg
0 wird f ur festes l 2 f1;:::;1000g analog zu der in



















ermittelt mithilfe weiterer 1000 Markov-Ketten
X[1];fk;lg;:::;X[1000];fk;lg;
108die gem a dem SMI-Modell mit Parametern ^ p
fk;lg
1 ; ^ p
fk;lg
2 ; ^ p
fk;lg
3 ; ^ p
fk;lg
4 und ^ fk;lg simuliert
werden.19
In Abbildung 6.5 ist f ur jedes k 2 f1;2;3g das Histogramm der p-Werte pfk;lg dargestellt,
das jeweils vermuten l asst, dass die p-Werte uniform-verteilt sind.
Pr ufen l asst sich die Nullhypothese H
fkg
0 , dass die p-Werte auf [0;1] uniform-verteilt









betrachtet, die unter der Nullhypothese H
fkg




0 geh orenden p-Werte pfkg lauten f ur die simulierten Datens atze
pf1g  0:48; pf2g  0:13; pf3g  0:91:
Die Nullhypothesen H
fkg



















































Histogramme der p−Werte p(k,l) für k = 1, 2, 3
Abbildung 6.5: Histogramme der p-Werte pfk;lg getrennt nach k = 1;2;3. Die angegebe-
nen p-Werte beziehen sich auf Fishers Kombinationstest.
Es wird daher davon ausgegangen, dass der -Fehler 5% betr agt, falls eine der Nullhy-
pothesen H
(J;Z)
0 verworfen wird, wenn der zugeh orige p-Wert p(J;Z) < 0:05 ist.
19Aus Laufzeitgr unden werden entgegen der in Kapitel 6.1.2 beschriebenen Durchf uhrung nur 1000 und
nicht 10000 Markov-Ketten simuliert f ur die Ermittlung der empirischen Verteilung von X
2
fk;lg.
1096.1.5 Gr unde f ur die Ablehnung des SMI-Modells
Die in Kapitel 6.1.3 angewendeten Anpassungstests haben zwar als Ergebnis, dass das
SMI-Modell zu verwerfen ist, sie liefern jedoch keinen konkreten Hinweis darauf, weshalb
das SMI-Modell signikant von den Daten abweicht.
Ein naheliegender Erkl arungsansatz ist, dass sich die spezielle Struktur der  Ubergangs-
wahrscheinlichkeiten des SMI-Modells nicht in erforderlichem Mae mit den gegebenen
Daten vertr agt. Denn ein groer Wert von X 2
(J;Z), der zu einer Ablehnung der Nullhypo-
these f uhrt, deutet darauf hin, dass mindestens f ur ein Paar (r;s) 2 SS die beobachtete
 Ubergangsh augkeit nrs stark von dem durch das SMI-Modell erwarteten Wert nr^ prs
abweicht. Je gr oer diese Abweichung ist, desto unwahrscheinlicher ist es, dass sie durch
Zufall beobachtet worden ist, unter der Annahme, dass das SMI-Modell richtig ist.
Es k onnen in diesem Zusammenhang also zum einen F alle auftreten, bei denen eine
(und damit mindestens eine zweite)  Ubergangswahrscheinlichkeit abge andert werden
m usste und ansonsten die durch das SMI-Modell vorgegebene Struktur der  Ubergangs-
wahrscheinlichkeiten richtig ist. Zum anderen ist es m oglich, dass die gesamte Struktur
verworfen werden muss.
Dar uber hinaus gibt es beispielsweise die M oglichkeiten, dass die beobachtete Sequenz
(Xi)i2f0;:::;ng einzelne oder alle Bedingungen an eine homogene Markov-Kette 1. Ordnung
nicht erf ullt.
Obwohl die Daten durch die Anpassungstests f ur die Mehrheit der Probanden und beim
simultanen Testen signikante Abweichungen von den Modellannahmen des SMI-Mo-
dells zeigen, kann das SMI-Modell trotzdem n utzlich sein und einen Erkenntnisgewinn
bringen, wenn man der oben beschriebenen Frage nachgeht, inwiefern das SMI-Modell die
Struktur der  Ubergangswahrscheinlichkeiten des vollen Modells nicht richtig beschreibt.
Dabei ist auch von Interesse, ob die Abweichung der gegebenen Daten vom SMI-Mo-
dell f ur jeden Probanden bzw. f ur jedes Schlafstadium eine andere Form annimmt oder
konsistent ist.
Dieser Fragestellung wird in Kapitel 6.2 nachgegangen.
6.2 Identizierung der Abweichungen des SMI-Modells von den Daten
Im Folgenden soll die Frage gekl art werden, bei welchen  Uberg angen (r;s) das SMI-Mo-
dell am st arksten von den gegebenen Daten abweicht.
Dazu wird die Formel f ur die im SMI-Modell gesch atzten  Ubergangswahrscheinlichkeiten
^ prs = ^ ^ ps + r;s(1   ^ )





1   ^ prr
1   ^ pr
8 r;s 2 S;r 6= s; (6.2)
110erh alt.
Wenn die Nullhypothese H
(J;Z)
0 wahr ist, dass die gegebenen  Ubergangsh augkeiten
n
(J;Z)
rs eines Probanden J in einem Schlafstadium Z einer Markov-Kette der L ange
n(J;Z) + 1 entstammen, die die Bedingungen des SMI-Modells erf ullt, dann erwartet
man, dass die Sch atzer ^ prs des SMI-Modells und die Sch atzer ^ p
(v)
rs des vollen Modells f ur
alle r;s 2 S in den meisten F allen relativ dicht beieinander liegen, denn es gilt mit der
Delta-Methode20









Ersetzt man f ur r;s 2 S in Gleichung (6.2) die Sch atzer ^ prs bzw. ^ prr des SMI-Modells
durch die Sch atzer ^ p
(v)
rs bzw. ^ p
(v)
rr des vollen Modells, dann erwartet man, dass sich die






und ^ rr :=
1   ^ p
(v)
rr
1   ^ pr
nicht stark von ^  unterscheiden.
Im Folgenden werden f ur alle Probanden J und Schlafstadien Z die Dierenzen
^ (J;Z)
rs   ^ (J;Z) 8 r;s 2 S
dahin gehend untersucht, ob ihre Werte unter der Nullhypothese H
(J;Z)
0 signikant von
der 0 abweichen bei einem Signikanzniveau von 5%. Dazu werden f ur die Dierenzen
95%-Kondenzintervalle mithilfe von simulierten Markov-Ketten approximiert, sodass
darauf geschlossen werden kann, f ur welche  Uberg ange (r;s) die Werte von ^ (J;Z) und
^ 
(J;Z)
rs signikant voneinander abweichen f ur einen Probanden J in einem Schlafstadium
Z.
In Abbildung 6.6 sind die Dierenzen ^ 
(J;Z)
rs   ^ (J;Z) in studentisierter Form (standardi-
siert mit gesch atztem Mittelwert und gesch atzter Standardabweichung) f ur alle Proban-
den J und Schlafstadien Z eingetragen. Unter anderem zeigt sich in dieser Abbildung,
dass im Schlafstadium N2 bei den  Uberg angen (r;s) 2 f(C;D);(D;C)g die Abweichun-
gen zwischen ^ 
(J;N2)
rs und ^ (J;N2) f ur mehr als die H alfte aller Probanden so gro ist,
dass sich die Dierenzen ^ 
(J;N2)
rs   ^ (J;N2) (studentisiert) auerhalb ihres approximati-
ven 95%-Kondenzintervalls benden. Dies k onnte, wie in Kapitel 6.2.1 n aher ausgef uhrt
wird, ein Hinweis darauf sein, dass die  Ubergangswahrscheinlichkeiten f ur die  Uberg ange
(C;D) und (D;C) im Schlafstadium N2 systematisch nicht richtig erfasst werden durch
das SMI-Modell.
Genauere theoretische Vor uberlegungen zu den Dierenzen ^ rs   ^  werden in Kapitel
6.2.1 erl autert. Die Beschreibung der Durchf uhrung der Ermittlung der approximativen
95%-Kondenzintervalle mithilfe von Simulationen erfolgt Schritt f ur Schritt in Kapitel
6.2.2. Zum Abschluss werden die Ergebnisse in Kapitel 6.2.3 diskutiert.
20Die Delta-Methode wird in Anhang B beschrieben.
1116.2.1 Vor uberlegungen
Das SMI-Modell ist dadurch charakterisiert, dass die Wahrscheinlichkeit daf ur, dass bei
einem  Ubergang von Xi zu Xi+1 in der Markov-Kette (Xi)i2N0 im Hintergrundmodell
mindestens ein Intervallwechsel auftritt, unabh angig von der Zeit und dem Ausgangszu-
stand Xi konstant  betr agt. Aus der Denition der  Ubergangswahrscheinlichkeiten










8 r 2 S:





1   ^ prr
1   ^ pr
8 r;s 2 S;r 6= s;
wobei ^  = ^ (g) ist, also bei der 1 abgeschnitten wird.
Ersetzt man ^ prs im Z ahler f ur r 6= s durch den Sch atzer p
(v)
rs = nrs=nr des vollen Modells,















1   ^ p
(v)
rr








wobei hier ^ prr durch ^ p
(v)
rr = nrr=nr ersetzt wird.
Die Werte von ^ rs bzw. ^ rr werden hier als Verh altnisse zweier Zahlen und nicht als
Wahrscheinlichkeiten aufgefasst, sodass ^ rs und ^ rr nicht bei 1 abgeschnitten werden.
Unter der Annahme, dass die gegebenen Daten nrs = n
(J;Z)
rs eines Probanden J im
Schlafstadium Z dem SMI-Modell mit Parametern ^ p1; ^ p2; ^ p3; ^ p4 und ^  entstammen, ergibt











und f ur den Erwartungswert von ^ rr entsprechend
E[^ rr] 




n   n^ pr
=
1   ^ prr
1   ^ pr
= ^ :
112Der Erwartungswert der Dierenzen ^ rs   ^  und ^ rr   ^  betr agt also ungef ahr 0.
Ziel ist es, 95%-Kondenzintervalle f ur die Dierenzen ^ rs ^  bzw. ^ rr ^  f ur einen festen
Probanden J in einem festen Schlafstadium Z mithilfe von simulierten Markov-Ketten
zu approximieren, unter der oben getroenen Annahme, dass das SMI-Modell die Vertei-
lung der  Ubergangsh augkeiten beschreibt. Die simulierten Markov-Ketten werden dabei
verwendet, um den Erwartungswert von ^ rs ^ , der nur ungef ahr 0 betr agt, und die Stan-
dardabweichung dieser Dierenz zu sch atzen, sodass sich das 95%-Kondenzintervall f ur
die studentisierte Form von ^ rs ^  durch das Intervall [ 2;2] approximieren l asst (durch
Simulationen hat sich gezeigt, dass die Dierenzen ^ rs   ^  approximativ normalverteilt
sind). Liegt eine der Dierenzen (in studentisierter Form) nicht in ihrem approximier-
ten 95%-Kondenzintervall, weist das darauf hin, dass sich ^ rs und ^  bzw. ^ rr und ^ 
signikant voneinander unterscheiden.
Es wird nun er ortert, wie sich signikante Unterschiede zwischen ^ rs und ^  bzw. zwischen
^ rr und ^  deuten lassen. Daf ur wird zur besseren Lesbarkeit der wahrscheinliche Fall
angenommen, dass sich die 0 im 95%-Kondenzintervall von ^ rs   ^  bzw. von ^ rs   ^ 
bendet.
Zun achst wird der Fall r 6= s betrachtet, f ur den
^ rs   ^  =
^ p
(v)
rs   ^ prs
^ ps
(6.5)
gilt. Wenn die 0 im 95%-Kondenzintervall liegt und die Dierenz ^ rs   ^  gr oer (bzw.
kleiner) als die obere (bzw. untere) Grenze des 95%-Kondenzintervalls ist, dann folgt
nach Gleichung (6.5)
^ p(v)
rs > ^ prs (bzw. ^ p(v)
rs < ^ prs):
Die Sch atzer ^ p
(v)
rs und ^ prs weichen aber nicht notwendigerweise signikant voneinander
ab, da auch der Nenner ^ ps in Gleichung (6.5) den Wert der Dierenz ^ rs  ^  beein
usst.
Das Kondenzintervall f ur ^ rs   ^  wird ermittelt unter der Annahme, dass die in den
Daten gegebenen  Ubergangsh augkeiten nrs verteilt sind wie die  Ubergangsh augkeiten
einer Markov-Kette gem a dem SMI-Modell, wobei f ur die Simulationen zur Ermittlung
des 95%-Kondenzintervalls die Parameter ^ p1;:::; ^ pa und ^  verwendet werden. Unter
dieser Annahme gilt f ur den Erwartungswert des Sch atzer ^ p
[i]


































s =n ist auch im vollen Modell der Sch atzer f ur ^ ps und erwartungstreu. Daher
wird der Ein
uss des Nenners ^ ps der Gleichung (6.5) darauf, ob die Dierenz ^ rs   ^ 
auerhalb ihres 95%-Kondenzintervalls liegt, als gering erachtet.
F ur den Fall r = s ergibt sich
^ rr   ^  =
(1   ^ p
(v)
rr )   (1   ^ prr)
1   ^ pr
=
^ prr   ^ p
(v)
rr











Wenn die 0 im 95%-Kondenzintervall liegt und die Dierenz ^ rr   ^  gr oer (bzw.
kleiner) als die obere (bzw. untere) Grenze des 95%-Kondenzintervalls ist, dann folgt
nach Gleichung (6.6)
^ p(v)
rr < ^ prr (bzw. ^ p(v)
rr > ^ prr);
gerade andersherum als im Fall r 6= s.
Die Sch atzer ^ p
(v)
rr und ^ prr weichen wie im Fall r 6= s nicht notwendigerweise signikant
voneinander ab, da auch der Nenner 1   ^ pr in Gleichung (6.6) den Wert der Dierenz
^ rr   ^  beein
usst.
Analog zum Fall r 6= s wird der Ein
uss des Nenners 1   ^ pr darauf, ob die Dierenz
^ rr ^  auerhalb oder innerhalb ihres 95%-Kondenzintervalls liegt, als gering erachtet.
Bemerkung 6.5. Anhand der letzten Umformung in Gleichung (6.6) l asst sich erken-
nen, wie die Dierenz ^ rr   ^  f ur ein r 2 S abh angt von
^ p(v)
rs   ^ prs 8 s 6= r:
Beobachtet man f ur ein s 6= r oder f ur mehrere s 6= r, dass die Dierenz ^ rs   ^ 
auerhalb ihres 95%-Kondenzintervalls liegt, dann wird in den meisten F allen auch
^ p
(v)
rs   ^ prs betragsweise gro sein f ur die entsprechenden s 6= r, sodass tendenziell davon
ausgegangen werden kann, dass auch ^ rr   ^  im Absolutbetrag groe Werte annimmt,
die ggf. auerhalb des 95%-Kondenzintervalls liegen.
6.2.2 Durchf uhrung der Ermittlung des 95%-Kondenzintervalls durch Simulationen
Nach den theoretischen Vor uberlegungen wird nun das genaue Vorgehen f ur die Simu-
lationen f ur einen Probanden J im Schlafstadium Z beschrieben, mit deren Hilfe die
95%-Kondenzintervalle f ur ^ rs   ^  approximativ bestimmt werden.
Gegeben sind die Daten nrs = n
(J;Z)
rs f ur alle r;s 2 S = f1;2;3;4g.
1. Berechne n =
P
r;s2S nrs und nt =
P
u2S ntu f ur alle t 2 S.
2. Berechne ^ tu f ur alle t;u 2 S aus den nrs gem a den Gleichungen (6.3) und (6.4).
3. Berechne die Sch atzer ^ p1; ^ p2; ^ p3; ^ p4 gem a Gleichung 4.1 und ^  gem a Gleichung
4.2 aus den  Ubergangsh augkeiten nrs.
1144. Berechne die gesch atzten  Ubergangswahrscheinlichkeiten ^ prs = ^ ^ ps + r;s(1   ^ ).
5. Berechne die Dierenz Dtu := ^ tu   ^  f ur alle t;u 2 S.








der L ange n+1 mit Start-
verteilung (^ p1; ^ p2; ^ p3; ^ p4) und  Ubergangsmatrix ^ P = (^ prs)r;s2S und f uhre die Schrit-
te 7 bis 10 f ur jedes X[i] aus, i = 1;:::;10000.
7. Bestimme n
[i]
rs f ur alle r;s 2 S.
8. Berechne ^ 
[i]
tu f ur alle t;u 2 S aus den n
[i]
rs.
9. Berechne den Sch atzer ^ [i] aus den n
[i]
rs.
10. Berechne die Dierenz D
[i]
tu = ^ 
[i]
tu   ^ [i] f ur alle t;u 2 S.
11. Berechne f ur alle t;u 2 S die empirische Standardabweichung ^ stu der Dierenzen
D
[i]
























tu = tu := (^ tu   ^ )=^ stu f ur alle t;u 2 S.
Ist f ur t;u 2 S der Absolutbetrag j
(J;Z)
tu j > 2, deutet dies auf Abweichungen von der
Nullhypothese hin mit den in Kapitel 6.2.1 diskutierten Folgerungen.
6.2.3 Ergebnisse
In Abbildung 6.6 sind die berechneten 
(J;Z)
tu f ur alle Probanden J nach Schlafstadium
Z getrennt eingetragen. Zu jedem  Ubergang (r;s) wird in der Abbildung angegeben, wie
viele Probanden auerhalb des approximativen 95%-Kondenzintervalls liegen.





DC f ur das Schlafstadium N2 bei jeweils 20 Probanden. Auch f ur die
anderen Schlafstadien Z 2 ZnfN2g stechen jeweils zwei bis drei  Uberg ange (r;s) hervor,
die im jeweiligen Schlafstadium die gr ote Anzahl von Probanden J aufweisen, f ur die

(J;Z)
rs > 2 ist, sodass 
(J;Z)
rs oberhalb seiner oberen 95%-Kondenzintervallgrenze liegt.
Zusammenfassend lassen sich in den verschiedenenen Schlafstadien folgende  Uberg ange
(r;s) hervorheben, f ur die 
(J;Z)
rs > 2 bei m oglichst vielen Probanden gilt (die jeweiligen
Zust ande r und s werden f ur jedes Schlafstadium Z im weiteren Verlauf der Arbeit in




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































116W: (A;B) und (B;A) (bei 9 und 12 Probanden)21, d.h.
z
(W)
1 := A; z
(W)
2 := B:
N1: (A;B) und (B;A) (bei jeweils 11 Probanden), d.h.
z
(N1)
1 := A; z
(N1)
2 := B:
N2: (C;D) und (D;C) (bei jeweils 20 Probanden), d.h.
z
(N2)
1 := C; z
(N2)
2 := D:
N3: (A;D), (D;A) und (D;D) (bei 10, 11 und 11 Probanden), d.h.
z
(N3)
1 := A; z
(N3)
2 := D:
F ur jedes Schlafstadium Z treten die meisten 
(J;Z)

















auf, die einander entgegengesetzt sind, wobei der  Ubergang (D;D) in N3 einen Spezialfall
darstellt.
Wegen der in Bemerkung 6.5 beschriebenen Abh angigkeit von ^ DD   ^  und ^ DA   ^ 
h angt auch DD von DA ab. Daher wird der  Ubergang (D;D) im Schlafstadium N3
im Folgenden nicht mituntersucht.
Liegt rs auerhalb seines 95%-Kondenzintervalls f ur einen  Ubergang (r;s), unterschei-
den sich die gesch atzten  Ubergangswahrscheinlichkeiten ^ prs und ^ p
(v)
rs (ggf. signikant)
voneinander, wie in Kapitel 6.2.1 erl autert wurde. Wenn sich rs dabei oberhalb der
oberen Grenze des 95%-Kondenzintervalls bendet, also rs > 2 ist, dann gilt
^ prs < ^ p(v)
rs :
Es besteht also die M oglichkeit, dass ^ prs im SMI-Modell zu klein gesch atzt wird, sodass
die gegebenen Daten nicht ausreichend genau beschrieben werden. F ur ein Schlafstadium

















(oder zu beiden  Uberg angen) die  Ubergangswahrscheinlichkeit ^ p
(v)
rs des vollen Modells
durch den Sch atzer ^ prs des SMI-Modells f ur gewisse Probanden untersch atzt worden
21Im Schlafstadium W treten f ur die  Uberg ange (C;C) und (C;D) bei 11 bzw. bei 9 Probanden Werte
von 
(J;Z)
r;s auf mit j
(J;Z)
r;s j > 2, von denen aber nur 3 bzw. 5 Werte gr oer als 2 sind.
117sein. Dies k onnte dann ein Hinweis darauf sein, dass es in jedem Schlafstadium gewis-
se dominierende Abfolgen von Zust anden22 gibt, die mit h oheren Wahrscheinlichkeiten















Eine weitere m ogliche Erkl arung daf ur, dass das SMI-Modell die  Ubergangswahrschein-

















tersch atzt, k onnte bei der Methode der Datenerhebung gefunden werden. Wie in Kapitel
1 beschrieben wurde, werden f ur die Ermittlung der Sequenzen x(J;Z) die Messwerte eines
EEGs, die zu bestimmten Auswertungszeitpunkten beobachtet werden, durch eine Clus-
teranalyse in vier Cluster eingeteilt. Liegen die Messwerte zu hintereinander folgenden
Auswertungszeitpunkten bildlich gesprochen auf der Grenze zwischen zwei Clustern, die




2 entsprechen, w are es m oglich, dass die Messwerte abwech-




2 zugeordnet werden, obwohl sich die
Messwerte kaum unterscheiden und eigentlich alle denselben EEG-Microstate repr asen-
tieren, also im selben Cluster liegen m ussten.
Im n achsten Unterkapitel wird das SMI-Modell dahingehend abge andert, dass die  Uber-
gangswahrscheinlichkeiten f ur die oben getrennt nach Schlafstadium Z aufgelisteten

























6.3 Das Erweiterte SMI-Modell
In Kapitel 6.2.3 wurde ausgef uhrt, dass die M oglichkeit besteht, dass die  Ubergangswahr-
scheinlichkeit f ur den  Ubergang (r;s) durch den Sch atzer ^ prs des SMI-Modells zu klein
gesch atzt wird, wenn rs gr oer ist als die obere Grenze seines 95%-Kondenzintervalls,
also wenn rs > 2 ist.
















zwischen zwei Zust anden
z1 = z
(Z)
1 und z2 = z
(Z)
2
22Im EEG-Microstate-Kontext entsprechen die Abfolgen von Zust anden der sogenannten Syntax, also
der Abfolge der EEG-Microstates, die z. B. von Lehmann et al. (2005) und Schlegel et al. (2012)
mithilfe von Markov-Ketten untersucht wurde.
118hervorgehoben, f ur die 
(J;Z)
z1z2 > 2 bzw. 
(J;Z)
z2z1 > 2 f ur m oglichst viele Probanden J gilt.
F ur die  Uberg ange (z1;z2) und (z2;z1) wird also nach den Ausf uhrungen in Kapitel 6.2.3
in Erw agung gezogen, dass die zugeh origen  Ubergangswahrscheinlichkeiten im SMI-Mo-
dell f ur viele Probanden, eventuell systematisch, zu klein deniert werden und somit
auch die entsprechenden Sch atzer des SMI-Modells zu kleine Werte ergeben.
Die beiden Zust ande z1 und z2 werden in Tabelle 1 in Abh angigkeit vom jeweiligen
Schlafstadium Z noch einmal angegeben.
Schlafstadium W N1 N2 N3
z1 A A C A
z2 B B D D
Tabelle 1: Zust ande z1,z2, f ur die 
(J;Z)
z1z2 > 2 bzw. 
(J;Z)
z2z1 > 2 f ur m oglichst viele Pro-
banden J gilt.
Das SMI-Modell wird im Folgenden dahin gehend abge andert, dass die  Ubergangswahr-
scheinlichkeiten pz1z2 und pz2z1 gr oer deniert werden, damit sie bzw. ihre Sch atzer
n aher an den  Ubergangswahrscheinlichkeiten ^ p
(v)
z1z2 und ^ p
(v)
z2z1 des vollen Modells liegen.
Werden die  Ubergangswahrscheinlichkeiten pz1z2 und pz2z1 vergr oert, m ussen andere
 Ubergangswahrscheinlichkeiten entsprechend verkleinert werden.
6.3.1 Idee und Denition
Nachstehend wird zun achst die Idee f ur die neue Denition der  Ubergangswahrschein-
lichkeiten vorgestellt. Anschlieend erfolgt die formale Denition des abge anderten SMI-
Modells, das als "Erweitertes SMI-Modell\ bezeichnet wird.
Ausgehend vom SMI-Modell mit Zustandsraum S in Verbindung mit dem Hintergrund-
modell l asst sich ein  Ubergang von r 2 S nach s 2 S als zweistuges Zufallsexperiment
auassen, das in Abbildung 6.7 illustriert wird.
In der ersten Stufe ndet im Sinne des Hintergrundmodells mit Wahrscheinlichkeit 1 
kein Intervallwechsel statt, sodass ein  Ubergang von r zu r erfolgt. Mit der Gegen-
wahrscheinlichkeit  tritt ein Intervallwechsel auf und in der n achsten Stufe wird mit
Wahrscheinlichkeit ps der Zustand s ausgew ahlt, sodass ein  Ubergang von r zu s erfolgt,
wobei r = s m oglich ist.
Die Idee f ur die neue Denition der  Ubergangswahrscheinlichkeiten ist, dass man in den
F allen, in denen man von z1 oder von z2 aus startet, zwischen der ersten und zweiten
Stufe eine weitere Stufe einf ugt, durch die sich die Wahrscheinlichkeit erh oht, z2 bzw.
z1 zu erreichen. Bei Start in einem Zustand in r 2 Snfz1;z2g bleibt es bei den oben
beschriebenen zwei Schritten des SMI-Modells.
Das dreistuge Zufallsexperiment bei Start in z1 ist in Abbildung 6.8 dargestellt. Ver-
tauscht man in Abbildung 6.8 die Variablen z1 und z2, erh alt man eine Darstellung des
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Abbildung 6.8: Zerlegung eines  Ubergangs im Erweiterten SMI-Modell in ein dreistuges
Zufallsexperiment f ur den Ausgangszustand z1.
Startend bei z1 (bzw. z2) wird im dreistugen Zufallsexperiment in der ersten Stufe mit
Wahrscheinlichkeit 1  der Zustand z1 (bzw. z2) ausgew ahlt und mit Wahrscheinlichkeit
 geht es mit der neu eingef ugten zweiten Stufe weiter. In der zweiten Stufe wird mit
Wahrscheinlichkeit 1    f ur ein festes
 2 (0;1]
gerade der andere Zustand z2 (bzw. z1) gew ahlt und mit Wahrscheinlichkeit  gelangt
man zur dritten Stufe, bei der mit Wahrscheinlichkeit ps der Zustand s 2 S ausgew ahlt
wird.
Durch die Auswahl von zwei speziellen Zust anden z1 und z2 sowie durch die Einf uhrung
einer neuen Wahrscheinlichkeit  wird das SMI-Modell durch die neue Denition der
 Ubergangswahrscheinlichkeiten um drei Parameter erweitert. Das resultierende Modell
wird daher "Erweitertes SMI-Modell (f ur die Zust ande z1 und z2)\ genannt.
Es folgt die formale Denition des Erweiterten SMI-Modells.
120Modell 4 (Erweitertes SMI-Modell (f ur die Zust ande z1 und z2)). Seien a  2 und S :=
f1;:::;ag, sodass z1 = z
(Z)
1 ;z2 = z
(Z)





von Zust anden aus S werde aufgefasst als die ersten n + 1 = n(J;Z) + 1 Zust ande
(X0;:::;Xn) einer Markov-Kette (Xi)i2N0 mit Zustandsraum S und der Startverteilung
p> = (p1;:::;pa)
sowie der  Ubergangsmatrix P(erw) = (p
(erw)




ps ;r 6= s;
ps + 1    ;r = s;






ps ;s 2 Snfz1;z2g;
ps + 1    ;s = z1;







ps ;s 2 Snfz1;z2g;
ps + 1    ;s = z2;








Bemerkung 6.6. (i) F ur  = 1 entspricht das Erweiterte SMI-Modell dem SMI-Mo-
dell.
(ii) Die  Ubergangswahrscheinlichkeiten p
(erw)
rs des erweiterten SMI-Modells f ur die Zu-
st ande z1, z2 lassen sich f ur alle r;s 2 S ausdr ucken durch
p(erw)
rs = (1   r;z1   r;z2)

ps + r;s(1   )

+ (r;z1 + r;z2)

(ps + r;s(1   ) + (1   r;s)(s;z1 + s;z2)(1   )

= ps + r;s(1   )
+ (r;z1 + r;z2)

(   1)ps + (1   r;s)(s;z1 + s;z2)(1   )

= prs + (r;z1 + r;z2)

(   1)ps + (1   r;s)(s;z1 + s;z2)(1   )

:
F ur die Begr undung beobachtet man im Fall r 2 Snfz1;z2g, dass
p(erw)
rs = prs = ps + r;s(1   )
121gilt. Ist dagegen r 2 fz1;z2g, so setzt sich p
(erw)
rs stets aus ps, im Fall r = s
zus atzlich aus 1  und im Fall r 6= s 2 fz1;z2g zus atzlich aus (1 ) zusammen.
Im Gegensatz zum SMI-Modell ist (p1;:::;pa) beim Erweiterten SMI-Modell mit  < 1
nicht die station are Verteilung, wie die folgende Proposition zeigt.
Proposition 6.7. Seien a  2, z1;z2 2 S = f1;:::;ag mit z1 6= z2 und T := fz1;z2g.
Sei auerdem (Xi)i2N0 eine Markov-Kette gem a dem Erweiterten SMI-Modell f ur die
Zust ande z1 und z2.
Die station are Verteilung
 p> := ( p1;:::;  pa)
von (Xi)i2N0) ist dann gegeben durch
 pr :=
8
> > > > > > > > > > > > > > <









;falls r 2 SnT;










 ;falls r = z1;










 ;falls r = z2:
Beweis. Da p
(erw)
rs > 0 gilt f ur alle r;s 2 S, ist die Markov-Kette (Xi)i2N0 irreduzibel
und somit besitzt sie eine eindeutige station are Verteilung. Es l asst sich nachrechnen,
dass  p = ( p1;:::;  pa)> ein linker Eigenvektor von P(erw) zum Eigenwert 1 ist, also die
station are Verteilung beschreibt.
6.3.2 Anpassung des Erweiterten SMI-Modells
Als Sch atzer f ur die Parameter ,  und p1;:::;pa des Erweiterten SMI-Modells werden
in dieser Arbeit die ML-Sch atzer
^ (erw);ML; ^ (erw);ML; ^ p
(erw);ML
1 ;:::; ^ p(erw);ML
a
auf der Basis von (X0;:::;Xn) verwendet. Der Ansatz zur Ermittlung der ML-Sch atzer
gestaltet sich analog zu dem in Kapitel 4.3.2 beschriebenen Ansatz f ur die ML-Sch atzer
auf der Basis von (X0;:::;Xn) im SMI-Modell.
Die ML-Sch atzer wurden f ur die gegebenen Daten numerisch in R mit der Funktion
optim und der Methode "Nelder-Mead\ approximiert. Als Startwerte f ur die Iterationen,
die von der Funktion optim durchgef uhrt wurden, wurden
(Start) = (Start) = 0:80; p
(Start)




Die Sch atzer ^ p
(erw);ML
rs f ur die  Ubergangswahrscheinlichkeiten p
(erw)
rs werden dadurch be-
stimmt, dass pA;pB;pC;pD,  und  in der Formel f ur p
(erw)
rs durch ihre ML-Sch atzer
ersetzt werden (analog zu Kapitel 4.4).
Als Beispiel f ur die Anpassung des Erweiterten SMI-Modells durch die ML-Sch atzer
werden die gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(erw);ML
rs f ur die Probanden 2
und 5 im Schlafstadium N2 in Abbildung 6.9 dargestellt zusammen mit den Sch atzern
^ prs des SMI-Modells und den Sch atzern ^ p
(v)


























5 N2, P 2
AA CA AB CB AC CC AD CD


































5 N2, P 5
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Abbildung 6.9: Gesch atzte  Ubergangswahrscheinlichkeiten ^ p
(erw);ML
rs im Erweiterten
SMI-Modell (rote Kreuze) f ur die Probanden 2 (links) und 5 (rechts)
im Schlafstadium N2 im Vergleich zu den gesch atzten  Ubergangswahr-




F ur das Schlafstadium N2 ist z1 = z
(N2)
1 = C und z2 = z
(N2)
2 = D.
Bei Proband 2 zeigen sich in Abbildung 6.9 f ur das Schlafstadium N2 kaum Unterschiede
zwischen den Sch atzern der  Ubergangswahrscheinlichkeiten des SMI-Modells und des Er-
weiterten SMI-Modells (die roten Kreuze  uberdecken die schwarzen Kreuze). Das spricht
zum einen daf ur, dass (erw);ML  1 ist, und zum anderen daf ur, dass die ML-Sch atzer
ann ahernd die gleichen Werte liefern wie die SMI-Modell-Sch atzer ^ pA; ^ pB; ^ pC; ^ pD und ^ .
Bei Proband 5 l asst sich in Abbildung 6.9 f ur das Schlafstadium N2 erkennen, dass sich
die gesch atzten  Ubergangswahrscheinlichkeiten ^ p
(erw);ML
rs und ^ p
(v)


















123ann ahernd gleichen, w ahrend der Sch atzer ^ prs des SMI-Modells sich relativ stark von ^ p
(v)
rs
unterscheidet f ur (r;s) 2 f(C;D);(D;C)g. Das Ziel, die  Ubergangswahrscheinlichkeiten
f ur genau diese  Uberg ange den Sch atzern des vollen Modells anzugleichen, wurde hier
also durch das Erweiterte SMI-Modell erreicht.
Im Vergleich mit den Sch atzern des SMI-Modells liegen die Sch atzer des Erweiterten
SMI-Modells (f ur die Zust ande C und D) f ur alle  Uberg ange n aher oder  ahnlich nah an
den Sch atzern des vollen Modells auer f ur die  Uberg ange (B;B), (C;B) und (B;C).
Insgesamt zeigt sich in den Beispielen f ur Proband 2 und 5, dass die Sch atzer des Erwei-
terten SMI-Modells (f ur die Zust ande C und D) f ur die meisten  Uberg ange mindestens




6.3.3 Ein 2-Anpassungstest f ur das Erweiterte SMI-Modell
Der 2-Anpassungstest aus Kapitel 6.1 wird nun f ur jeden Probanden J und jedes Schlaf-
stadium Z auf das Erweiterte SMI-Modell angewendet.













asymptotisch 2-verteilt mit a2   a   d Freiheitsgraden, wobei d die Anzahl der zu
sch atzenden Parameter sei und a = jSj.
Im Erweiterten SMI-Modell f ur die Zust ande z1 und z2 m ussen die Parameter ,  sowie
o.B.d.A. p1;:::;pa 1 gesch atzt werden. Die Parameter z1 und z2 sind fest vorgegeben
und m ussen somit nicht gesch atzt werden. F ur das Erweiterte SMI-Modell gilt also
d = a + 1:
F ur die gegebenen Daten ist a = 4, sodass X 2 asymptotisch 2-verteilt ist mit
42   4   (4 + 1) = 7
Freiheitsgraden.
Analog zu Kapitel 6.1 wird f ur jeden Probanden J und jedes Schlafstadium Z mithilfe
der X 2-Statistik die folgende Nullhypothese getestet:
Nullhypothese H
(erw);(J;Z)







verteilt wie die  Ubergangsh augkeiten einer Markov-Kette der L ange n(J;Z) + 1
mit Zustandsraum S = fA;B;C;Dg, die die Bedingungen des Erweiterten SMI-















(J;Z) der aus den Daten f ur Proband J und Schlafstadium Z nach Gleichung (6.7)
berechnete feste Wert sei und X2 eine 2-verteilte Zufallsvariable mit 7 Freiheitsgraden.
Wie schon in Abbildung 6.1 zeigen auch in Abbildung 6.10 die gr unen Quadrate an,
dass die zugeh orige Nullhypothese H
(erw);(J;Z)
0 auf einem Signikanzniveau von 5% nicht
verworfen wird, im Gegensatz zu den roten und violetten Quadraten.
Übersicht aller p−Werte
0.008 0.906 0.81 P1 P1 P1 P1
0.004 0.964 0.911 P2 P2 P2 P2
0.819 0.333 0.089 P3 P3 P3 P3
0.054 0.135 0.424 0.144 P4 P4 P4 P4
0.774 0.299 0.18 0.063 P5 P5 P5 P5
< 10
-3 0.348 0.246 0.329 P6 P6 P6 P6
0.07 0.934 0.01 P7 P7 P7 P7
0.013 < 10
-3 0.921 0.954 P8 P8 P8 P8
< 10
-3 0.164 0.243 P9 P9 P9 P9
0.083 0.079 0.107 P10 P10 P10 P10
0.409 0.798 0.096 0.856 P11 P11 P11 P11
W N1 N2 N3
0.688 0.043 0.561 0.238 P12 P12 P12 P12
0.093 0.436 0.297 0.001 P13 P13 P13 P13
0.014 0.09 0.536 0.008 P14 P14 P14 P14
0.008 0.119 0.225 < 10
-3 P15 P15 P15 P15
0.217 0.053 0.033 0.009 P16 P16 P16 P16
0.233 0.069 0.921 P17 P17 P17 P17
0.473 0.221 0.252 P18 P18 P18 P18
0.042 0.395 0.042 P19 P19 P19 P19
0.06 0.019 0.362 P20 P20 P20 P20
0.46 0.052 0.049 0.006 P21 P21 P21 P21
0.241 0.214 0.493 P22 P22 P22 P22
W N1 N2 N3
0.024 0.645 0.24 0.364 P23 P23 P23 P23
0.029 0.733 0.085 0.033 P24 P24 P24 P24
0.655 0.365 0.057 0.852 P25 P25 P25 P25
0.656 0.406 0.754 0.032 P26 P26 P26 P26
< 10
-3 0.324 0.178 < 10
-3 P27 P27 P27 P27
0.18 0.562 0.798 < 10
-3 P28 P28 P28 P28
0.013 0.708 0.042 P29 P29 P29 P29
0.019 0.622 0.098 0.384 P30 P30 P30 P30
0.098 0.717 0.444 P31 P31 P31 P31
0.222 0.019 0.063 0.019 P32 P32 P32 P32
W N1 N2 N3
p−Wert
³ 0.05 < 0.05 < 0.05 32 (W, N1, N2) < 0.05 19 (N3) kein Test
Abbildung 6.10:  Ubersicht  uber die p-Werte aller Anpassungstests f ur das Erweiterte
SMI-Modell.
Im Vergleich zum SMI-Modell wird die Nullhypothese H
(erw);(J;Z)
0 f ur das Erweiterte
SMI-Modell f ur merklich weniger Proband-Schlafstadium-Kombinationen (J;Z) auf ei-
nem Signikanzniveau von 5% verworfen, n amlich
 f ur W bei 13 statt 19 Probanden,
125 f ur N1 bei 4 statt 14 Probanden,
 f ur N2 bei 5 statt 23 Probanden und
 f ur N3 bei 10 statt 12 Probanden.
Vor allem f ur die Schlafstadien N1 und N2 lassen sich die Daten deutlich besser an das
Erweiterte SMI-Modell als an das SMI-Modell anpassen.
Ermittelt man die p-Werte durch Simulationen analog zur Durchf uhrung des Anpas-
sungstestes, die in Kapitel 6.1.2 beschrieben wurde, wird f ur die Schlafstadien W und
N1 jeweils eine Nullhypothese mehr abgeleht, f ur N2 werden 3 Nullhypothesen weniger
abgelehnt und f ur N3 wird eine Nullhypothese weniger abgelehnt.
Eine weitere M oglichkeit besteht darin, die Nullhypothese H
(erw);(Z)
0 f ur ein festes Schlaf-
stadium Z mittels Bonferroni-Korrektur zu testen, dass alle Nullhypothesen H
(erw);(J;Z)
0
simultan wahr sind. W ahrend die analoge Nullhypothese H
(Z)
0 f ur das SMI-Modell f ur al-
le Schlafstadien Z bei Anwendung der Bonferroni-Korrektur verworfen wird (siehe 6.1.3),
wird die Nullhypothese H
(erw);(Z)
0 f ur das Erweiterte SMI-Modell nur f ur die Schlafsta-
dien W, N1 und N3 nach Bonferroni-Korrektur auf einem Signikanz-Niveau von 5%
verworfen. Durch den Anpassungstest zeigen die Daten f ur das Schlafstadium N2 keine
signikanten Abweichungen von den Modellannahmen des Erweiterten SMI-Modells.
Insgesamt wird deutlich, dass sich die gegebenen Daten durch das Erweiterte SMI-Modell
besser beschreiben lassen als durch das SMI-Modell. Dieses Ergebnis w urde man auch
erwarten, da das SMI-Modell f ur  = 1 ein Spezialfall des Erweiterten SMI-Modells
ist und die Struktur der  Ubergangswahrscheinlichkeiten f ur das Erweiterte SMI-Modell
aufgrund der drei zus atzlichen Parameter z1;z2 und  
exibler gew ahlt werden kann.
Das SMI-Modell weist jedoch den Vorteil auf, dass es sich durch das Hintergrundmodell
beschreiben l asst, das den Prozessen bei der Ermittlung von EEG-Microstate-Sequenzen
nachempfunden ist (siehe Kapitel 1.2). Soll das Hintergrundmodell erhalten werden, ist
daher das SMI-Modell dem Erweiterten SMI-Modell vorzuziehen.
1267 Schlussbetrachtung
7.1 Zusammenfassung
In dieser Arbeit wurde ein Modell vorgestellt f ur Sequenzen von Karten (im Kontext von
EEG-Microstates), die sich formal beschreiben lassen als endliche Folgen von Zust anden
aus einem endlichen Zustandsraum.
Unter der Annahme, dass sich diese Sequenzen als homogene Markov-Kette 1. Ordnung
modellieren lassen, wurde anhand der f ur diese Arbeit vorliegenden Daten eine spezielle
Struktur f ur die  Ubergangsmatrix der Markov-Kette motiviert.
Das daraus resultierende SMI-Modell f ur die Sequenzen von Karten, l asst sich dadurch
konstruieren, dass man zuf allige markierte Intervalle zu zuf alligen Zeitpunkten abtastet,
wobei die Intervalle und Abtastungszeitpunkte durch unabh angige Poisson'sche Punkt-
prozesse gegeben sind. Im Vergleich zum vollen Modell mit 12 Parametern ist die Anzahl
der Parameter des SMI-Modells auf 4 Parameter reduziert.
F ur die Parameter des SMI-Modells wurden Sch atzer zur Anpassung des SMI-Modells
an die Daten vorgestellt und diskutiert. Anschlieend wurden Formeln f ur die asympto-
tischen Varianzen dieser Sch atzer hergeleitet. Dabei wurde auch eine Formel f ur Kova-
rianzen von Auftrittsh augkeiten von Zust anden in allgemeineren Markov-Ketten nach
einem Ergebnis von Good (1961) bewiesen.
Die Anpassungsg ute des SMI-Modells an die gegebenen Daten wurde mit einem Anpas-
sungstest  uberpr uft, der sich am 2-Anpassungstest von Pearson orientiert. Es zeigte
sich, dass f ur einen Groteil der Probanden in den jeweiligen Schlafstadien das SMI-Mo-
dell von den Daten signikant abweicht.
Ausgehend von diesem Ergebnis wurde untersucht, f ur welche  Uberg ange von einem Zu-
stand r zu einem Zustand s in den als Markov-Kette modellierten Sequenzen von Karten
die Abweichungen zwischen den gegebenen Daten und dem SMI-Modell am deutlichsten
sind. Dabei wurden f ur jedes Schlafstadium zwei einander entgegengesetzte  Uberg ange
(z1;z2) und (z2;z1) identiziert, die von allen  Uberg angen, die gr ote Anzahl von Pro-
banden aufweisen, bei deren Daten sich f ur die jeweiligen  Uberg ange signikante Abwei-
chungen vom SMI-Modell zeigen.
Abschlieend wurde das Erweiterte SMI-Modell vorgestellt und untersucht, bei dem diese
Abweichungen f ur die zwei entgegengesetzten  Uberg ange (z1;z2) und (z2;z1) durch die
Einf uhrung von drei weiteren Parametern m oglichst vermieden werden.
7.2 Ausblick
Aufbauend auf die Ergebnisse und Beobachtungen dieser Arbeit schlieen sich weiter-
f uhrende Untersuchungsm oglichkeiten in Bezug auf das SMI-Modell an.
In Kapitel 6.2.3 wurde die M oglichkeit er ortert, dass die  Uberg ange (z1;z2) und (z2;z1)
f ur zwei bestimmte Zust ande z1;z2 h auger in den Sequenzen x(J;Z) auftreten, als man
127f ur das SMI-Modell erwarten w urde. Als eine m ogliche Erkl arung daf ur wurde genannt,
dass bei der Erhebung der Sequenzen x(J;Z) die Topograen zu den Auswertungszeit-
punkten teilweise keinem der ermittelten Cluster eindeutig zuzuordnen ist, sondern bild-
lich gesprochen auf der Grenze zwischen zwei Clustern liegen. Dadurch k onnte es pas-
sieren, dass etwa der Zustand z1 mit einer gewissen Wahrscheinlichkeit dem i-ten Aus-
wertungszeitpunkt zugeordnet wird, obwohl z2 der nicht beobachtbare wahre Zustand
w are, und umgekehrt. Zu diesem Umstand liee sich ein Hidden Markov Model (HMM)
untersuchen, bei dem die nicht beobachtbaren wahren Zust ande als Markov-Kette (z.
B. durch das SMI-Modell) modelliert werden und abh angig vom wahren Zustand mit
gewissen Wahrscheinlichkeiten andere Zust ande beobachtet werden.
Es l asst sich aufgrund von Abbildung 4.6 auf Seite 55 vermuten, dass der Parameter
(J;N3) f ur jeden Probanden J und das Schlafstadium N3 signikant kleiner ist als die
Parameter ^ (J;Z) in den anderen drei Schlafstadien Z. Dieser Vermutung k onnte man
beispielsweise mit einem Permutations- oder t-Test nachgehen.
Schlielich w are es interessant, im Hintergrundmodell zum SMI-Modell die zuf alligen
Intervalle und Abtastungszeitpunkte nicht durch Poisson'sche Punktprozesse zu denie-
ren, sondern beispielsweise durch Gamma-Prozesse, und die Eigenschaften der dadurch
resultierenden Sequenzen (X0;:::;Xn) zu analysieren.
128A Ermittlung von EEG-Microstate-Sequenzen
F ur jeden Probanden J wurde in verschiedenen Schlafstadien23 Z das elektrische Feld
an der Kopfober
 ache aufgezeichnet durch die Methode der Elektroenzephalograe mit
30 Elektroden  uber einen Zeitraum von mehreren Minuten.
Im Folgenden wird erl autert, wie aus den aufgezeichneten Elektroenzephalogrammen









ermittelt wurden, aus denen wiederum die f ur diese Arbeit vorliegenden  Ubergangsh au-
gkeiten n
(J;Z)
rs bestimmt wurden. Dabei wird auch auf die Theorie der EEG-Mircostates
eingegangen.
F ur jeden Probanden liegen in einem zeitlichen Abstand von jeweils 4 Millisekunden
Messwerte eines mit 30 Elektroden aufgezeichneten EEGs vor. Die Messwerte eines Pro-
banden J in einem Schlafstadium Z zum Zeitpunkt




















Dabei h angen die genauen Messzeitpunkte t
(J;Z)
k ebenso von (J;Z) ab wie die Anzahl
l(J;Z) der Messzeitpunkte. Auerdem seien f ur jeden Probanden J die Mengen
T(J;W);T(J;N1);T(J;N2);T(J;N3)
der Messzeitpunkte paarweise disjunkt.
Es ist m oglich, dass Messwerte zu gewissen Zeitpunkten aus verschiedenen Gr unden un-
brauchbar sind, etwa weil sich der Proband zu heftig bewegt hat, und deshalb verworfen
werden. Auerdem werden die Messwerte und -zeitpunkte von einem Probanden J zu
einem Schlafstadium Z nicht verwendet, wenn sich der Proband J nicht mindestens 105
Sekunden in diesem Schlafstadium befunden hat w ahrend der Aufzeichnung des EEGs.







Von Lehmann et al. (1987) wurde beobachtet, dass die Topographie (hochdimensionale
Auspr agung) des durch eine Elektroenzephalograe gemessenen elektrischen Feldes an
23Informationen zu den Probanden und Schlafstadien in Kapitel 2.1.
129der Kopfober
 ache  uber gewisse Zeitr aume ann ahernd stabil ist, abgesehen von Polarit at
und der St arke der Auspr agung. Das bedeutet, dass die Vektoren v
(t)
(J;Z) f ur gewisse
direkt aufeinanderfolgende Zeitpunkte t1;:::;tn 2 T(J;Z) ann ahernd auf einer Geraden
liegen. Nach einem dieser Zeitr aume mit ann ahernd stabiler Topographie erfolgt ein
diskontinuierlicher Wechsel zum n achsten Zeitraum mit ann ahernd stabiler Topographie.
Diese Beobachtung f uhrt zur Denition von EEG-Microstates:
Denition A.1. "EEG microstates are time epochs in the sub-second range in which the
scalp potential topographies appear as discrete segments of electrical stability, separated
by sharp and short transitions, switching abruptly into the next period of stability.\
(Brodbeck et al., 2012)
Weiterhin schl agt Lehmann et al. (1987) vor, die EEG-Microstates zu bestimmen, indem
man nur die Messwerte in den Zeitpunkten betrachtet, in denen das elektrische Feld lokal
maximal stark ausgepr agt ist. Denn um diese Zeitpunkte herum sei die Topographie des
elektrischen Feldes besonders stabil und durch die starke Auspr agung des elektrischen
Feldes werde der Ein
uss von Messfehlern ("Noise\) geringer.
Gemessen wird die St arke der Auspr agung des elektrischen Feldes durch die "Global Field
Power\ (GFP), die gerade der empirischen Standardabweichung  uber alle 30 Messwerte
zu einem festen Zeitpunkt t 2 T(J;Z) entspricht. D.h. f ur einen Probanden J und ein















8 t 2 T(J;Z);
wobei  v
(t)











der Komponenten von v
(t)
(J;Z) sei.
Die lokalen Maxima von GFP werden GFP-Peaks genannt. Die Zeitpunkte, in denen ein





wobei auch die Anzahl n(J;Z) + 1 der GFP-Peaks f ur jedes Paar (J;Z) unterschiedlich
sein kann.
Im n achsten Schritt wird eine Menge prototypischer Topographien gesucht, die jeweils
eine Gruppe  ahnlicher Messwerte zu den Zeitpunkten der GFP-Peaks repr asentieren.














130zu den Zeitpunkten der GFP-Peaks mithilfe einer Clusteranalyse in Cluster eingeteilt.
Das f ur die Erhebung der vorliegenden Daten verwendetete Verfahren der Clusteranaly-
se wird "Topographical Atomize and Agglomerate Hierarchical Clustering\ (T-AAHC)
genannt (Brodbeck et al. (2012), f ur technische Details Handy (2009)). F ur jeden Pro-
banden J und jedes Schlafstadium Z werden durch die Clusteranalyse k(J;Z) Cluster
ermittelt. Zu jedem dieser Cluster








wird ein 30-dimensionaler Vektor m(c) als Repr asentant  uber die Durchschnittsbildung
aller Messwerte in diesem Cluster berechnet.






s amtlicher Probanden J wieder durch das T-AAHC in neue Cluster eingeteilt. Dadurch










gefunden. Die Menge der Cluster im Schlafstadium Z sei C(Z). Die 30-dimensionalen Vek-
toren, die jeweils einen der Cluster c 2 C(Z) repr asentieren und Karten (maps) genannt
werden, seien mit
AZ;BZ;CZ;DZ
und die Menge dieser Karten mit SZ bezeichnet.












aufweist. Die  Ahnlichkeit wird gemessen  uber den Ab-






. F ur jedes
k 2 f0;:::;n(J;Z)g werde x
(J;Z)













































































von Karten aus SZ.
Die Zuweisung der Kartenbezeichnungen
AZ;BZ;CZ;DZ
erfolgte bei der Erhebung der vorliegenden Daten f ur jedes Schlafstadium Z so, dass die
Karten m oglichst  ahnlich sind zu den jeweiligen entsprechenden Referenzkarten
A;B;C;D
aus anderen Studien.
In den gegebenen Daten wird bei den Sequenzen x(J;Z) daher beispielsweise nicht zwi-
schen den Karten
AW;AN1;AN2;AN3
aus den verschiedenen Schlafstadien unterschieden, sondern diese Karten alle mit A
bezeichnet (analog f ur B;C;D).
Somit ist der Zustandsraum f ur alle x(J;Z) gegeben durch
S := fA;B;C;Dg:
B Die Delta-Methode
Sei (Z1;:::;Zm) ein reell-wertiger Vektor von Zufallsvariablen und f eine Funktion auf
Rm. Erf ullt f in Korollar B.2 n aher bestimmte Dierenzierbarkeitsbedingungen, l asst
sich die Delta-Methode anwenden. Die Delta-Methode liefert eine Approximation f ur
E[f(X)] mithilfe der Taylor-Approximation erster Ordnung an der Entwicklungsstelle
E[X] und darauf aufbauend eine Approximation f ur Var(f(X)). F ur die Taylor'sche
Formel wird hier die ben otigte Version 1. Ordnung angegeben.
Satz B.1 (Taylor'sche Formel 1. Ordnung). Sei U  Rm oen, a 2 U und f : U ! R
eine zweifach stetig dierenzierbare Funktion. Dann gilt f ur alle x 2 U mit a + x 2 U
f ur alle  2 [0;1]:





< Hessf(a + 0(x   a))(x   a);x   a > f ur ein 0 2 (0;1):
Dabei bezeichne gradf den Gradienten und Hessf die Hesse-Matrix von f.
132Beweis. Siehe z. B. Forster (2006).
Korollar B.2 (Delta-Methode). Sei Z = (Z1;:::;Zm) ein Vektor von Zufallsvariablen
mit Werten in U  Rm oen und sei # = (#1;:::;#m) mit #i := E[Zi]. Sei weiterhin f




















Beweis. Der Beweis folgt den Ausf uhrungen von Casella und Berger (2002). Nach der
Taylor'schen Formel 1. Ordnung erh alt man
f(z) = f(#)+ < gradf(#);z   # > +R2(z) 8 z 2 U
und somit




i(#)E[Zi   #i] + E[R2(Z)]:
Da E[Zi] = #i ist, folgt E[Zi   #i] = 0 und somit
E[f(Z)] = f(#) + E[R2(Z)]  f(#):
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