I. INTRODUCTION

I
T IS WELL known that the finite-difference time-domain (FDTD) method that was put forward by Yee [1] , has been proven to be a very efficient numerical algorithm in computational electromagnetics. However, the traditional FDTD algorithm is based on a Cartesian coordinate system, and it is difficult to exactly generate meshes for electromagnetic structures with curved boundaries. It is usual to utilize a staircase approximation into an FDTD method for curved structures and an accurate solution can only be obtained using very fine grids and, consequently, a very small time step. Moreover, it has been proven by Cangellaris and Wright [2] , that numerical dispersion is caused by the use of a staircase mesh and, in computation of microwave resonators, studies have shown that the staircase approximation will underestimate the resonant frequencies and predict the factors which are lower than they are in reality. It is also difficult to precisely determine the radar cross section for a complex scatterer using this method.
Apart from the staircase approximation, there are three different commonly used types of the FDTD method which have been put forward to analyze electromagnetic structures with curved boundaries: The contour path algorithm [3] - [6] , formulas in the curvilinear coordinate system [9] , and the nonorthogonal FDTD method [7] , [10] - [12] . In addition, the problem has also been addressed using a hybrid finite-volume finitedifference approach [13] . The contour path FDTD (CPFDTD) algorithm is based on the integral form of Ampere's and Faraday's Law. Formulas must be modified in those distorted cells which are near the curved boundaries. This is easy for curved perfect conductors because the tangential components of the electric field on the boundaries are zero. For dielectric objects where the tangential field is nonzero, additional equations are needed to calculate the tangential components of the electric field from the equation of Ampere's Law. Although good results have been obtained by Jurgens et al. [3] , [4] , there are some shortcomings which include difficulties in generating the mesh. It has also been shown that in some cases the basic CPFDTD method is unstable. Modifications have been proposed which guarantee the stability of the scheme and facilitate simple generation of the distorted grids [5] , [6] .
The nonorthogonal FDTD algorithm was put forward by Holland [7] in 1983 and refined by many researchers including Fusco [10] and Mittra [11] . The underlying mathematics dealing with geometry and its application to electromagnetic fields can be found from [8] . Many numerical results have been obtained successfully in [9] - [11] . However, compared with the conventional FDTD scheme, two additional equations are needed in each iteration step in order to realize the transform between the contravariant and covariant components of electric and magnetic fields. Moreover, extra computer memory is needed to store the metric tensor of both and nodes, which are essential parameters in nonorthogonal coordinate systems. Therefore, the method is limited to relatively small structures. Although the nonorthogonal FDTD scheme is a generalized method, it is difficult to make it compatible with existing FDTD software which is based on the Cartesian coordinate system. In order to take advantage of the nonorthogonal FDTD algorithm, which is powerful for the computation of structures with curved boundaries, we use the theory of the nonorthogonal FDTD scheme within an underlying Cartesian coordinate system. In the combined method, most of the grid is in the Cartesian coordinate system with only those cells near the curved boundaries being treated as nonorthogonal cells. This new approach on FDTD has the following advantages.
1) A Cartesian grid is used for the majority of the problem space. 5) The approach is readily extended to dielectric boundaries. The effectiveness of the new approach will be proven by some computational examples on determining the cutoff frequencies of both circular and rectangular perfect electric conductor (PEC) waveguides. The numerical results will be presented and compared with theoretical data and results from other methods.
II. A BRIEF DESCRIPTION OF THE NEW METHOD
As discussed in the previous section, the shortcomings of nonorthogonal FDTD are increased computational resources and the difficulty of generating irregular meshes. If we use Cartesian meshes and deal with most of the cells using in conventional FDTD, but use nonorthogonal FDTD near the oblique surfaces, the required computational resources will be reduced and the calculation of a much more precise solution for the curved objects will be facilitated.
The metric tensor can be obtained from , where are bases of a covariant vector defined as shown in Fig. 1 . For an orthogonal coordinate system, only the diagonal components will be nonzero [as shown as (1)]. Moreover, the contravariant and covariant components will be collinear in 
where is the angle between two generalized axes, which is easy to obtain when these axes are straight lines, otherwise, the angle can be obtained from their tangential lines.
III. GENERATION OF THE MESHES
A. The Definition of "Flag" and "Triangle" Meshes
When allowing an arbitrary curve pass through a standard FDTD cell, the original cell is bisected. Some cases of this bisection are shown in Fig. 2 .
Supposing an object has a curved boundary described as , then the intercepted points will be intercepted with axis intercepted with axis where are the number of nodes, are the space steps in FDTD, and is the inverse function of . The first two types of cells in Fig. 2(a) and (b) are called "flag." In this case, the original cell is split by the material boundary into two cells which are still quadrilateral. We extend the neighboring cell (as shown in Fig. 3) and replace the or node by a node on the material boundary. The second type of cell, which is shown in Fig. 2(c) -(e) and is called "triangle," cannot be treated as FDTD cells directly-the mesh needs to be reconstructed such that all the cells are quadrilateral. To do this, an additional point is defined on the material boundary, such as in Fig. 4 , and the edges of the intercepted cell and its neighbors are moved, as shown in Fig. 4(b) .
B. Reconstruction of Triangle Cells
The location of the new node positions are chosen as follows.
As we know, the coordinates of the two intercepted points-the equation of straight line in Figs. 3 and 4-can be described as
The middle point of segment is and then the line which passes through , which is perpendicular to , will be described as where Then the additional point will be determined by the combination of the following two equations:
curved material boundary line Having performed the above steps, we obtain the new nonorthogonal FDTD meshes on the curved boundary for those triangular meshes. Fig. 2(c) -(e) can all be treated in a similar way as that given above. The reason for treating the curved boundary using the above method is summarized below. analog to the space derivative of the covariant and contravariant components of the electromagnetic field, but is a natural geometry for Faraday and Ampere's Laws in the nonorthogonal coordinate system as well.
3) The interface between cells modified using this scheme and other algorithms based on a Cartesian system (such as staircase and CPFDTD) is simple.
C. Treatment of Corners in Angular Objects
If oblique structures with corners such as a rotated rectangular disk [shown in Fig. 5(a) ] are considered, the cell containing the corner can be treated as a "triangle"; but in this case, the extra node point is placed on the corner. By doing this, we have taken the position of the corners into consideration, which will improve the precision of the method. The example of an oblique rectangular disk modeling by CPFDTD is shown in Fig. 5(b) , which shows that the small quadrilateral area has not been taken into consideration in the CPFDTD mesh. This will introduce an inaccuracy if the mesh is coarse, which is avoided in the method described here.
D. Choosing the Position of the Nodes in Modified Cells
Once the new coordinates including those "triangle" and "flag" cells are determined, it is easy to set and nodes in each cells. We choose the middle points of nodes on theand -axis, respectively, as and nodes for TE modes, and then the centroid of the cell as nodes, which are similar to the traditional FDTD approach. The position of the node on the material boundary is then determined using the procedure described in Section III-B. In fact, , , and cannot be regarded as Cartesian coordinates now. Those components of the electric field (for TE modes) and the magnetic field (for TM modes) on the interface of material are along the boundary. Therefore, these coordinates are generalized ones.
Once the node position of the electric and magnetic field are determined, the components of metric tensor in nonorthogonal cells can be calculated and stored [shown as (1) ]. There is an approximation when we try to find out the tangential lines of the given curved boundary on every nodes. It is not easy to define them exactly when the equation of the material boundary is unknown. Usually if we use a chord, such as or in Fig. 4 to replace them, it will not cause a large error.
IV. FDTD ITERATION FORMULA IN NEW MESHES
In the previous section, the meshing of a curved boundary on the Cartesian coordinate system was defined. The conventional FDTD approach can then be used on those Cartesian cells, and nonorthogonal method can be used on those nonorthogonal cells, with the values exchanged on those common nodes.
As an example, consider the structure shown in Fig. 5(a) . Cell (
) is a Cartesian cell, and we can use the traditional FDTD iteration formula [as shown as (2)] to obtain the and components. During iteration, covariant and contravariant components are not necessary, and, therefore, the memory requirements are the same as for standard FDTD: (2) where and are variable space steps given by Cell ( ) is nonorthogonal, so we use a nonorthogonal FDTD method to find the value of and components. The equations for this cell are (3) In the above equations, the contravariant components in cell ( ) and ( ) need not be transformed into covariant components because in Cartesian cells they are collinear. In where , , and denote generalized coordinates in nonorthogonal coordinate system, and will reduce to Cartesian coordinates in those Cartesian cells.
Figs. 6 and 7 show the grids of circular and rectangular waveguides which are generated by computer software. The region between the boundaries of each waveguide and the boundary of the computational domain is PEC. We find that most of cells are Cartesian, where a Cartesian cell is defined as being rectangular and which can be treated using standard FDTD-only those near the boundaries are nonorthogonal. Not every and node is shown in the figures, only those outside the metal are given. The boundary condition for a PEC dictates that those nodes on and outside boundaries are zero. It can be seen that electric-and magnetic-field components satisfy the boundary condition precisely in the new FDTD scheme and no approximation need be made. It will also ensure that fewer cells are needed in this scheme than in others, and it will be powerful when some scattering problem with small scatterings are considered. An example can be given to illustrate the computer resources saved due to this new method. For a circular waveguide meshed in a 6 6 computational region, there are 32 nonorthogonal cells and four Cartesian cells. If a circular waveguide with the same dimensions is taken into consideration [i.e., in a 12 12 computational region (as shown in Fig. 6 )] there are 64 nonorthogonal cells and 80 Cartesian cells. Therefore, the new method is very efficient in computation of an electromagnetic scattering problem. The more fine grids there, the more efficient the new method.
V. NUMERICAL RESULTS
In order to demonstrate the propriety of the new FDTD method, some numerical results are presented. The cutoff Tables I and II . Fig. 9 shows the responding results by staircase FDTD for the same computational region; however, a more dense grid comprising 60 60 cells is used. Not all the modes are able to be determined by a probe at a single position on the waveguide. If we choose few cells in the staircase approach, spurious modes will appear because of numerical dispersion. Tables I and II show the list of numerical results obtained using the new method CPFDTD, utilizing the same number of cells and some theoretical results. Agreement is good with the errors not exceeding 5%. It can be seen that for the CPFDTD method, some modes are not seen when a 12 12 grid is used, and slightly higher errors occur for the simulation of a rectangular waveguide. The reason is that the singular points at the corners of the rectangle are not taken into account in the CPFDTD approach. All simulations have been performed on an HP workstation (Apollo-700). We compare this new algorithm with a nonorthogonal FDTD method with the CPU time and the required memory to store the metric tensors, with results (for a circular waveguide simulation excluding mesh generation) shown in Table III. VI. CONCLUSION This paper has introduced a new FDTD scheme which is based on using a nonorthogonal FDTD algorithm (so as to deal with an arbitrary electromagnetic structure on an underlying Cartesian grid). This has the benefit of reduced computer resources and easily generated meshes. This arrangement of field nodes also allows existing FDTD algorithms, which have been developed for a Cartesian coordinate system, to be immediately incorporated into a new FDTD program.
These include absorbing boundary conditions and near-far field transformations. A further advantage of the new FDTD scheme is that it reduces to conventional FDTD codes when those structures to be studied are simple rectangles. Numerical simulation shows that the new method is very efficient and results agree very well with theoretical ones. We believe that it will be more powerful in computation of the electromagnetic scattering problem. The application and extension of the method to those electromagnetic structures (in three dimensions with dielectric boundaries) have been studied and their results will soon be announced.
