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The reservoir computing scheme is a machine learning mechanism which utilizes the naturally occuring com-
putational capabilities of dynamical systems. One important subset of systems that has proven powerful both in
experiments and theory are delay-systems. In this work, we investigate the reservoir computing performance of
hybrid network-delay systems systematically by evaluating the NARMA10 and the Sante Fe task.. We construct
’multiplexed networks’ that can be seen as intermediate steps on the scale from classical networks to the ’virtual
networks’ of delay systems. We find that the delay approach can be extended to the network case without loss
of computational power, enabling the construction of faster reservoir computing substrates.
I. INTRODUCTION
Reservoir computing is a supervised machine-learning
scheme for recurrent networks that utilizes the naturally
occuring computational power of large dynamical systems.
Where more general machine learning schemes aim to train
a recurrent neural network in its entirety, reservoir computing
differs in its approach by training only a few select links. This
divides the system into an input layer, a dynamical reservoir
and an output layer. Originally, reservoir computing was in-
spired both by systematic machine-learning considerations [1]
as well as the human brain[2]. It was later found that under
certain conditions even a general training scheme for recur-
rent networks can produce structures that mimic the tripartite
division of reservoir computing[3].
Proposed applications include channel equalizations for
satellite communications [4], real-time audio processing [5]
and unscrambling of bits after long-haul optical data trans-
mission [6].
Reservoir computing works with many different types of
dynamical reservoirs. It has also been experimentally demon-
strated in a wide variety of systems, benefiting from the fact
that the dynamical system need not be trained. Success-
ful demonstrations include systems of dissociated neural cell
cultures[7], a bucket of water [8] and field programmable gate
arrays (FPGAs)[9].
Understanding the deeper mechanisms behind the perfor-
mance of different dynamical reservoirs is still an open prob-
lem. Previous works have focused on the link between per-
formance and the Lyapunov Spectrum [10] and comparison
of different node types [11]. Extensions of the reservoir com-
puting have also been proposed: Both the use of plasticity
[12] of links in the artificial neural network, as well as deter-
ministicly constructing networks [13] try to boost the perfor-
mance. However, most of these theoretical investigations have
focused on the more machine-learning inspired time-discrete
artificial neural networks, as opposed to photonic and time-
continuous systems.
Interest in reservoir computing was renewed especially in
the photonics and semiconductor community, after Appeltant
et al. presented a novel scheme[14]. Instead of an extended
physical system or large network of single units, this virtual
network approach uses a long delay-line to produce a high di-
mensional phase-space in time. Several groups have success-
fully implented such a delay-line based reservoir computer
using both optic [15–17] and opto-electronic [18, 19] experi-
ments. Possible extensions to the virtual network scheme have
also been considered, among others are hierarchical time-
multiplexing [20] or the use of counter-propagating fields in a
ring laser for simultaneous tasks [21]. Additionally, Ref. [22]
proposes to analytically calculate the response and time series
of such a virtual network and then use the analytic formula to
speed up computation.
Simultaneously the traditional network implementation has
seen additional improvements by the use of fully passive dy-
namical reservoirs[23–25], which greatly reduces the noise
and improves performance. However, for every real node a
feed-in mechanism for data, as well as a read-out mechanism
for the dynamical response is needed. So even a network of
passive elements will still require a significant amount of com-
plexity. In this paper we aim to show a systematic comparison
between the ’delay-line’ approach of virtual networks and the
original ’real’ networks consisting of multiple oscillators. Ad-
ditionally, we propose a mixed scheme containing both mul-
tiple real nodes connected in a network, as well as long delay
lines extending the system dimension in time.
II. RESERVOIR COMPUTING
Reservoir computing is a machine learning scheme aiming
to utilize the intrinsic computational power of complex dy-
namical systems. The typical problem is to transform or ex-
tract data from a given time-dependent data stream. Usually,
the target transformation is not explicitly known or compu-
tationally very costly and therefore a direct solution of the
problem on a computer seems undesirable. Hence a super-
vised machine learning approach is used. The learning takes
place in the typical two step process: First, a training phase
fixes the malleable parameters of the reservoir computer at an
optimal value, and then a testing phase evaluates the quality
of the learned behaviour.
Figure 1 depicts a sketch of the reservoir computing
paradigm. At the core of the reservoir computer lies a dy-
namical system with a high phase-space, also called ’reser-
voir’. Historically, these systems were first envisioned to be
networks of discrete maps [1] or neural models [2]. The data
is fed into the system via some number of parameters, e.g. the
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2Figure 1. Sketch of the reservoir computing scheme: A stream of
input data is fed to a dynamical system, which reacts and traces out a
transient in its high-dimensional phase-space. This high-dimensional
transient is then recorded and linearly combined to generate the de-
sired output data.
driving current of a laser or the voltage applied to neurons,
or injected with a driving signal, e.g. input light pulses into
an optical system. The dynamical system will then be driven
by input data, resulting in some trajectory in its phase space.
This process is often called ’expansion in feature space’, as
the resulting trajectory can be of a much higher dimension
than the original data series. The high dimensional response
of the dynamical reservoir is then read out and used as the ba-
sis for reconstructing the desired output. While conventional
deep convolutional neural network learning schemes heavily
focus on the training of the internal degrees of the network,
the ’reservoir’ is assumed to be fixed for reservoir computing.
In fact, training is only applied to the linear output weight-
ing, for which a simple linear regression is enough to find the
optimal values [1].
However, for this simplification in the training procedure
a price must be paid in system size: We require the desired
transformation to be constructable by a mere linear combina-
tion of the degrees of freedom of the reservoir. Hence, to be
sufficiently computationally powerful, the system needs to be
large enough to contain many degrees of freedom. While con-
ventionally trained artificial neural networks are ’condensed’
to contain only useful elements, reservoir computing, even
in its fully trained state, can carry a lot of overhead, i.e. el-
ements that are not useful for the computation. Therefore
reservoir computers can be expected to be always larger than
their fully trained counterparts. A simple example of a time-
discrete reservoir computer, often called ’echo state network’,
is shown in the methods section.
However, the fixed nature of the reservoir also allows ex-
perimentalists to utilize naturally occuring complex dynami-
cal systems as reservoirs. This is the great advantage of the
reservoir computing paradigm. The intrinsic computational
powers of physical processes can be used [26].
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Figure 2. Sketch of the masking or time-multiplexing procedure. The
raw input data as given by a vector is transformed into a piece-wise
constant function (a). A repeating pattern is multiplied on top of it,
called a ’mask’. The resulting masked signal (b) is injected into the
system to evoke a more complex phase space response.
III. RESERVOIR COMPUTINGWITH DELAY
A class of systems that is naturally suited for reservoir
computing are delay systems [14, 26], which are described
by delay-differential equations (DDEs). These DDEs con-
tain terms that are not only dependent on the instantaneous
variables X(t) ∈ RN , but also on their delayed states before a
certain time X(t−τ). Mathematically the phase space dimen-
sion of a DDE system is infinite. Many systems in nature can
be described by systems of DDEs, where the delay-term usu-
ally hides a compressed spatial variable. The most common
example are laser systems, where a laser with delayed self-
feedback via a mirror has been studied extensively in the lit-
erature [27, 28]. Here, the emitted electromagnetic waves can
be described with the help of a delay term. Similarly, lasers
can also be delay-coupled [29]. Optical and electro-optical
systems consisting of only a single node with delay have been
successfully used for reservoir computing, and are especially
suited due to their high speeds.
In reality, measurement resolution and noise limit the
amount of information that can be stored within a delay-
system. Hence, a single delay-system is not infinitely com-
putationally powerful. (If these limitations apply to the pure
mathematical construct of a DDE does not seem obvious).
Additionally, real-world systems operate in continuous time
- not the discrete time of most of the simulated artifical neu-
ral networks. This neccessitates the use of an external clock
time and a refined data injection and extraction protocol. In-
put data typically consists of a multi-dimensional vector rep-
resenting time-discretized measurements. This vector is con-
verted into a piece-wise constant function I(t), with constant
step length T (a sketch of this is shown in Fig. 2 (a)). While in
principle, the reservoir can be directly driven with the piece-
wise constant input data I(t), this usually leads to a com-
parably low-dimensional trajectory for delay-systems. Effi-
cient reservoir computing with delay-systems relies on the so
called ’masking’ or ’time-multiplexing’ procedure [14]. A T -
periodic function, called the mask, is multiplied on top of
the piece-wise constant I(t) resulting in a rich input λ (t),
shown in Fig. 2 (b). This more complex input data stream
3Figure 3. Visualization for the creation of a) ’Virtual Networks’ in
systems with delay, b) A mixture of both Virtual and Real network
elements and c) a network of pure real oscillators.
induces a dynamically richer response of the reservoir that is
still strongly dependent on the input data.
Using a single-node with delay as a reservoir therefore has a
few distinct advantages: The setup is easily scaled up or down,
depending on the required phase space dimension if the delay
line is simply modified. Furthermore, these systems have been
successfully used in experimental setups owing to the compa-
rably simple implementation when only a single ’active node’
is needed [14, 15, 18]. However, the sequential nature of the
data input and readout also slows the system down. In fact,
doubling the number of virtual nodes would lead to a halfing
of the clock cycle.
IV. VIRTUAL AND MIXED NETWORKS
Often the mask is chosen to be a piece-wise constant func-
tion with lengths of θ = T/NV , where NV ∈ N is the time-
multiplexing or virtualization factor. However, this is not the
only choice [30]. As with the input, the readout also needs a
reference clock when used in a continuous time system. This
neccessarily needs to align with the input periods T , as oth-
erwise input and output would start to drift with respect to
each other. The output timings could now be done once per
input-timing window T , but this would lead to a very poorly
resolved and low-dimensional readout of the complex phase
space trajectory. With a piece-wise constant mask it is much
more natural to read out with the same frequency as the char-
acteristic mask time scale, i.e. once per θ . Reading out even
faster is possible, however in real experiments this readout
process is the actual bottle neck and therefore increasing it is
not trivial. With a piece-wise constant mask and synchronized
read-out the system can essentially be thought of as a ’Virtual
Network’. Each time interval θ represents a ’Virtual Node’ of
which there are NV in total [14]. This analogy helps link the
original network-based concepts of reservoir computing with
the delay-based examples. For some cases, an explicit or ap-
proximate transformation to a network picture can be derived
and used [22, 31].
In this work we systematically compare network and delay-
based approaches. For this, we construct what we call ’mul-
tiplexed networks’ that include both delay lines and real
nodes within a networks. We refer to physical nodes as ’real
nodes’, as opposed to the ’virtual nodes’ created through time-
multiplexing. With some small adjustments the masking pro-
cedure described in Sec. III can be generalized to coupled net-
work motifs. In principle one could take any small network of
instantaneously coupled oscillators, give each individual node
or a subset of nodes its own delayed self-feedback with iden-
tical delay time τ and then apply the masking procedure to the
network as a whole. This way, the network could be seen as
a single multidimensional node that is used in the same way
as described in Sec. III. However, this approach has two draw-
backs: First, the network motif needs additional external feed-
back connection, which would neccessitate additional physi-
cal components for an experimental implementation. Addi-
tionally, most sufficiently fast real-world implementations of
coupled systems will not be able to be instantaneously cou-
pled inside the network motif. We propose a different mask-
ing process for network motifs profits that profits from the
fact that small network motifs of real nodes would usually
already contain time-delay connections. Followingly these al-
ready present delay-connections can be utilized for the time-
multiplexing procedure. We therefore generate a mask for
each node independently and simply drive and read-out the
network as is. While in the traditional delay-line approach
the ’virtual nodes’ are often portrayed as lieing on the single
long delay-loop, this representation is no longer possible in a
complex network motif. Nevertheless, the same principles of
time-multiplexing apply.
Figure 3 shows a sketch of the different network types that
we will compare: Virtual networks consist of a single node
with feedback, in which a rich phase space response is cre-
ated with the masking procedure as described in Sec. III, cf.
Fig. 3 a). We also look at delay-coupled network motifs us-
ing the already present delay of the connections, shown in
Fig. 3 b). A mask of length T is generated for each node in-
dividually, and the state of every real node is recorded simul-
taneously. When we increase the number of real nodes and
reduce the virtualization factor NV to 1 the system becomes a
network of purely real oscillators, Fig. 3 c).
Many systems in nature are coupled oscillatory systems.
These not only include electromagnetic waves, but also
nanomechanical oscillators and chemical oscillators among
others. As we are interested in fundamental properties of
reservoir computing systems, we will not focus on a specific
experimental application in depth. Instead, we employ the
fundamental case of NR delay-coupled Stuart-Landau oscilla-
tors, described by the complex variables Zk ∈C in the follow-
ing system of DDEs:
Z˙k = (λ + iω+ γ |Zk|2)Zk +κeiφ
NR
∑
l=0
GklZl(t− τ) (1)
Here λ ∈ R is the bifurcation parameter with an Andronov-
Hopf-bifurcation occurring at λ = 0 in a solitary oscillator,
ω ∈R is the frequency of the free-running oscillator. The sign
of the real part of the nonlinearity γ ∈ C defines whether the
Andronov-Hopf-bifurcation is sub- or supercritical, while the
imaginary part defines the hardness of the spring and induces
an amplitude-phase coupling. Hence, Im(γ) is linked to the
amplitude-phase or linewidth-enhancement factor of semicon-
ductor lasers [32]. The network-coupling between the oscil-
lators is defined by the coupling strength κ ∈ R and coupling
4phase φ ∈ [0,2pi]. The topology of the network is given by
the adjacency matrix Gkl . The coupling and feedback terms
Zk(t − τ) are delayed with the delay time τ . For our nu-
merical simulations we set Re(γ) =−0.1 (supercritical case),
Im(γ) = 0.5, ω = 1 and κ = 0.1, unless noted otherwise. We
assume all delay-lengths to be identical. This model can ap-
proximate a wide range of different oscillatory systems that
are coupled instantaneously, i.e., with negligible transmission
and coupling delay. The Stuart-Landau system is the normal
form of an Andronov-Hopf-bifurcation and therefore any sys-
tem close to such a bifurcation can be approximated with the
nonlinearity of Eq. (1). This model can therefore also describe
lasers if they are operated close to an instability threshold.
For the systematic study of reservoir computing perfor-
mance, we create networks of different sizes. As the reser-
voir computing performances generally increases with the di-
mension of the read-out, we keep the output-degrees constant.
For this, we create networks for which the product of real
nodes NR and degree of virtualization NV is constant. How-
ever, as the degree of virtualization is linked with the time-
per-virtual-node θ , this means we also change the delay time
τ when changing NV . We have chosen to use a system with
base 2 to create the different networks. We keep the prod-
uct NV NR = 28 constant and increase NR by factors of 2 from
NR = 1 to NR = 28. The time per virtual node is θ = 12 and
the delay time set to τ = 17∗NV . Our mask length and delay-
length are therefore non-identical, which has been shown to
increase performance [19]. We inject by varying λ in Eq. (1),
corresponding to a driving current in a laser. The maximum
injection strength is 0.01 and the mask values are binary, i.e.
either 0 or 1.
We test the system using the Nonlinear-Autoregressive
Moving Average Task (NARMA) [33] of length 10. This
simulates a complex nonlinear transform of an input array,
where both memory and nonlinear transformation capabili-
ties are needed. From a given series series uk drawn from a
uniform distribution [0,1], the trained system has to calculate
the corresponding NARMA10 series. The NARMA10(uk) is
defined by an iterative formula Ak as given by:
Ak+1 = 0.3Ak +0.05Ak
(
9
∑
i=0
Ak−i
)
+1.5uk−9uk +0.1 (2)
Furthermore, we also test the performance for the Santa-Fe
laser chaotic time series prediction task. This dataset contains
roughly 9000 data points for a chaotic laser. Given the time-
series up to a point t, the system is trained to predict the future
step(s) of this chaotic series. We restrict our-selves to the 1-
step prediction in this report. We have always used a training
and testing length of 2900 datapoints with a buffer length of
100 for the Santa Fe task.
We evaluate the performance for both tasks by calculating
the normalized-root-mean-squared error (NRMSE), where the
normalization is done with the variance σ2 of the target series.
Given a target series yk and the output of the trained system
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Figure 4. Two delay-coupled oscillators: Two dimensional parame-
ter scan for the system as shown in Eq. (1) for different pump terms λ
and coupling phase φ . (a) Synchronization state of the system; syn-
chronized (red), antisynchronized (grey), off-solution Zk = 0 (white).
b) Periodicity of the dynamics: Harmonic oscillations (black), regu-
lar amplitude oscillations (red), higher order dynamics (yellow) and
the off-solution (white). Reservoir computing performance measured
by NRMSE in color code for the Santa Fe 1-step prediction c) and
NARMA10 task d). Parameters: NR = 2, NV = 128, τ = 2176,
γ =−0.1, ω = 1, κ = 0.04.
yˆk, we calculate the NRMSE as:
NRMSE(y, yˆ) =
√
∑k (yk− yˆk)2
σ2(y)
. (3)
The NRMSE is 0 for a perfect agreement between target
and output, while 1 is the highest reasonable error, represent-
ing a static prediction of the average of the target.
V. TWO DELAY-COUPLED OSCILLATOR
The simplest case of a multiplexed network is the case of
two real delay-coupled nodes. The system of coupled Stuart-
Landau oscillators is a well-studied example in nonlinear dy-
namics. Networks of such oscillators can exhibit a wide range
of different dynamics [34–41]. Here, we study the connection
between reservoir computing capabilities and the dynamics of
the underlying network [42]. In Fig. 4 we have numerically in-
tegrated the system given by Eq. (1) with NV = 128, NR = 2,
τ = 2176, γ = −0.1, ω = 1, κ = 0.04 for different values of
the coupling phase φ and base input parameter λ . Note, that λ
is additionally modified by the input procedure by up to 0.01
in panels c) and d).
Panel a) of Fig. 4 shows the synchronization type of the
network without input. White regions correspond to the off-
5state Z1 = Z2 = 0, synchronization Z1 = Z2 6= 0 occurs in the
red regions centered around φ = 0 and anti-synchronization
Z1 = −Z2 6= 0 for the grey regions. Fig. 4 b) shows the num-
ber of different maxima of |Z(t)| of the network without input,
highlighting the regions of dynamic complexity. The black re-
gions exhibit constant amplitudes |ZN |= c, while the colored
regions contain higher-order dynamics, i.e. amplitude oscilla-
tions, period doubling cascades and quasiperiodic behaviour.
The white regions contain other dynamics, mostly the off-
solution and complex behaviour. Finally, Fig. 4 c) shows the
error landscape as measured by the NRMSE for the Santa Fe
1-step prediction task for this network, with the results for the
NARMA10 task in panel d). We have used a training length of
1500 data points for training and 500 data points for testing,
with an additional 150 data points as a buffer for the NARMA
task. The darker/blue colors correspond to a low error, i.e.
high performance, while brighter/yellow regions exhibit poor
reservoir computing capabilities.
Analyzing the relationship between the different character-
istics shown in Fig. 4 we can find a few general trends: First,
we find that the regions of the off-solution (low λ , compare
Fig. 4 a) cannot be used for reservoir computing. This is
not surprising, as the system does not react at all to input,
if the parameter λ never exceeds the onset of oscillations. A
system that does not react to the driving signal will not be
able to output a transformation of that signal and hence not
have any computational power. Next, within the regions of
synchronization and desynchronization there is considerable
variability of the error in Fig. 4 c) and d). The regions of
lowest error generally lie within the area of synchronization,
while the anti-synchronization never reaches NRMSE values
that low. Moreover, there exist many regions that exhibit time-
dependent amplitude-modulations even without input (cf. col-
ored regions in Fig. 4 b), i.e. the system is on a limit cycle.
These amplitude oscillations will, in general, not have a pe-
riod that is identical to our input timing window T . Hence,
the network will react differently to the same input, depending
on its position in phase space when the input is applied. This
violates one of the core requirements for reservoir computing,
namely the ’reproducibility’ of phase-space trajectories[43].
Nevertheless, we find the regions of best performance to lie
in those areas. This demonstrates that looking at the network
without input is not sufficient to predict the reservoir comput-
ing behaviour. Furthermore, it is likely that the amplitudes of
the oscillations can influence, how much the performance is
degraded. Fig. 4 c) and d) furthermore reveal, that the regions
of best performance can be found close to the bifurcation lines
separating the regions of different behaviour. The ’edge of
chaos’ has been mentioned as the optimal driving point for
reservoir computers in previous works [11, 44]. A similar
effect is occuring here, where the regions closer to dynamic
complexity exhibit a better performance.
VI. NETWORKS
When going beyond the simple case of NR = 2, the possi-
bility of how to couple the networks increases dramatically.
Figure 5. Sketch of the network types used for the multiplexed net-
works. A: Unidrectional ring. B: Unidrectional Ring with forward
links from every fourth element four units ahead. C: Bidirectional
ring with self-feedback.
We cannot test and investigate all topologies, so in this re-
port we use three different topologies for the underlying net-
work of real oscillators. As we are using the already present
links inside the network, we can in principle use any net-
work topology in conjunction with the time-multiplexing pro-
cedure. However, as we are most interested in general trends
we will abstain from using random or complex topologies and
focus on three very simple topologies as sketched in Fig. 5.
First, we test a unidirectional ring. This is not only a very
simple network topology, but also in some sense represents
the ’virtual network’ created for a single node with delay [22].
An example is shown in Fig. 5 A for NR = 8. As a sec-
ond example, we use the same network but add crosslinks
for every fourth node, jumping forward 4 nodes. Fig. 5 B
shows an example for NR = 8 (the sketch contains jumps with
only length 2). Note, that this network will be identical by
construction to the unidirectional ring for NR ≤ 4. For both
types of unidirectional ring we take the links to be all identi-
cal in strength. Lastly, we test a bidirectional ring with self-
feedback, as shown in Fig. 5 C. Here we are inspired by the of-
ten used difference coupling Zi+1(t− τ)−Z(t− τ) and hence
the self-feedback is assumed to have double the strength and
a differing sign than the bidirectional links.
For each parameter combination we randomly generate
the mask sequence, i.e. the two-dimensional scans shown
have a different mask for every parameter combination. The
NARMA sequence is fixed. In the following we have used a
training length of 5000, with an additonal buffer of 1000 at
the start to let the system settle into the correct trajectory. The
evaluation was done with identical lengths. The simulations
were programmed with custom code written in C++ and run
on the CPUs of a network of approximately 30 conventional
workstation computers.
Figure 6 shows the results of our numerical simulation of
networks with different number of real nodes NR for the uni-
directional ring as shown in Fig. 5 A, while adjusting the
number of virtual nodes to keep the overall reservoir read-
out dimension constant. The top 8 panels show the result for
the NARMA10 task, while the bottom panels show the re-
sults for the Santa Fe laser 1-step prediction task. High errors
(yellow/white) designate undesirable regions for computing,
while low errors (blue/dark grey) show regions of effective
computing.
The structure of the colored regions in Fig. 6 is dominated
by a sudden cutoff for low λ . This corresponds to the thresh-
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Figure 6. Unidirectional Ring: Numerically evaluated reservoir com-
puting capabilites of the NARMA task (top) and Santa Fe task (bot-
tom) for different NR plotted in the plane of λ and coupling phase φ .
The color code shows the root mean squared error (NRMSE) as de-
scribed in Eq. (3) for the NARMA task in blue-yellow, and the Santa
Fe task in grey. Parameters: NV = 256/NR, τ = 17 ∗NV , γ = −0.1,
ω = 1, κ = 0.04.
old of oscillations for the individual oscillator, and for val-
ues lower than a critical λ no stable oscillation exists. This
is the same mechanism as already discussed for the case of
NR = 2 in Sec. V. Note, that the maximum input strength of
the pump term is 0.01. The comparison of the different num-
ber of real nodes in Figure 6 shows several trends: While at
first a clear global structure is visible for NR = 2 with two
’valleys’ of good performance, this splits into four valleys for
NR = 4. For larger networks this structure is washed out, and
instead two lines of high NRMSE become visible (the red and
yellow lines in Fig. 6 for NR = 64). These likely indicate bifur-
cations in the underlying state diagram. For the networks with
the highest number of real nodes (NR = 128 and NR = 256 in
Fig. 6) the performance is greatly degraded. Additionally, the
cut-off threshold is strongly modified in these last panels, as
the delay-time τ is significantly shorter, as we scale the delay
inversely with the number of real nodes.
Overall, the performance of the network reaches values fa-
vorable for reservoir computing in all the low-NR cases. Fur-
thermore, from NR = 16,8 in Fig. 6 it is qualitatively apparent,
that the dependence of the performance on the parameters is
reduced for these intermediate networks.
The lower 8 panels of Fig. 6 show the results for numeri-
cal simulations of the network of Stuart-Landau oscillators as
given by Eq. (1) for the Santa Fe laser chaotic time-series pre-
diction task for different NR in the plane of λ and coupling-
phase φ . The grey color code shows the test run NRMSE.
Note the different scaling compared to the NARMA10 color
scale, due to the overall lower NRMSE for the Santa Fe task.
The Santa Fe laser task NRMSE shows a qualitatively simi-
lar behaviour as the NARMA10 NRMSE shown in the top-
panels of Fig. 6. The same lines of high error can be found
for NR = 32,64,128. Additionally, the region of good perfor-
mance is limited by the same cut-off for low λ . We find a high
degree of similarity between the performance in the Santa Fe
and NARMA10 task, i.e. regions that are suitable for one are
also suitable for the other. For some values of NR this is more
apparent than others in Fig. 6. The generally accepted mech-
anism behind most of the transformations is the ability of the
reservoir to store memory and its ability of nonlinear transfor-
mation. Ref. [45] introduced the notion of dividing the stored
information inside the reservoir into the linear memory ca-
pacity, representing a mere recording of past inputs, and non-
linear memory capacity, representing storage of transformed
information. Together these memory capacities form a com-
plete basis in the space of transformations. The fact that both
Santa Fe and NARMA10 exhibit similar performance profile
as shown in Fig. 6 indicates that both tasks need a similar set
of linearly and nonlinearly stored information.
We have used the data sets generated for Fig. 6 to calculate
the covariance of NRMSE for the Santa Fe and NARMA10
task. Using the raw data, we find very high covariances of
over 0.9 for all values of NR. However, this behaviour is
mostly dominated by the regions of NRMSE close or equal
to 1 for low λ . When we exclude all points with NRMSE
greater than 0.9 we get drastically lower values, ranging from
0.15 for NR = 4 to 0.75 for NR = 128. For NR = 2 we find a
small negative covariance of−0.13. These much lower values
have two reasons: First, even a visual inspection does reveal
some deviation of details for the NRMSE landscape in Fig. 6.
For example, the error seems to generally increase with λ for
NR = 64 for the NARMA10 task, while it decreases for the
same NR with λ in the Santa Fe task. Second, and more impor-
tantly, the covariances we have calcuated only represented a
lower bound. We have two sources of uncertainty for our sim-
ulations that we cannot control for in Fig. 6, namely that we
are independently creating random binary masks and drawing
the source sequence uk for the NARMA10 task for every pa-
rameter combination and NR. We are therefore comparing the
Santa Fe and Narma task results for different masks, while the
parameter scan of the NARMA10 task shown in Fig. 6 uses
a new independet but identically distributed uk for every pa-
rameter combination. These limitations have only been con-
sidered after the extensive numerical simulations required for
the two-dimensional parameter scans and therefore a detailed
analysis will have to be left for future investigations.
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Figure 7. Unidirectional Ring with Jumps: Numerically evaluated
reservoir computing capabilites of the NARMA task for different NR
plotted in the plane of λ and coupling phase φ . The color code shows
the root mean squared error (NRMSE) of the NARMA10-task as de-
scribed in Eq. (3). Parameters: NV = 256/NR, τ = 17∗NV , γ =−0.1,
ω = 1, κ = 0.04.
Figure 7 shows the result of the NARMA testing error for
the unidirectional ring with jumps (network type in Fig. 5 B).
Due to construction, this system is identical for NR = 2 and
NR = 4 to the pure unidirectional ring as shown in Fig. 6. We
do however randomly generate a new mask and NARMA tar-
get series for every parameter combination. Therefore a com-
parison between Fig. 7 and Fig. 6 for NR = 2 and NR = 4 al-
lows us to see the influence of differing masks. The global
structure of the NRMSE is not changed. This indicates that
the performance is reproducable across different masks and
NARMA10 series. For NR ≥ 8 Fig. 7 and Fig. 6 differ due to
the extra links added in Fig. 7. From a mere visual inspec-
tion no drastic difference of the quality of perfomance can be
seen. Nevertheless, the global structure differs as the lines of
bad performance and border regions with the off-state have
shifted. This is to be expected, as additional links will change
the bifurcations occuring in the network and bifurcations are
usually associated with extrema in the performance. As was
found for the pure unidrectional ring, we also see a dramatic
breakdown in performance in Fig.7 for NR = 256. Addition-
ally, the same ’washing out’ of structure can be observed for
the intermediate values of NR = 8,16,32, indicating a reduced
parameter dependence of multiplexed networks with multiple
real and virtual nodes.
Lastly, Fig. 8 shows the performance of a bidirectionally
coupled ring of oscillators with self-feedback as described
by Eq. (1) (topology as sketched in Fig. 5 C). Due to the
fundamentally different topology, the global structure of the
NRMSE shown in Fig. 8 differs from Fig. 6 and Fig. 7. Both
the boundary towards the ’off-solution’ (white areas of poor
performance at the bottom of Fig. 8) as well as regions of op-
timal performance are at different locations. The dropout of
performance for low degrees of virtualization, i.e. high num-
ber of real nodes is the most extreme in this topology (com-
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Figure 8. Bidirectional Ring with Self-Feedback: Numerically eval-
uated reservoir computing capabilites of the NARMA task for differ-
ent NR plotted in the plane of λ and coupling phase φ . The color code
shows the root mean squared error (NRMSE) of the NARMA10-task
as described in Eq. (3). Parameters: NV = 256/NR, τ = 17 ∗NV ,
γ =−0.1, ω = 1, κ = 0.04.
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Figure 9. NARMA performance measured by the NRMSE as a func-
tion of the number of real nodes NR for the unidirectional ring (A),
unidirectional ring with jumps (B) and the bidirectional ring with
self-feedback (C). The best value found is shown in blue, while the
average is shown by the black dashed line. The grey area represents
one standard deviation from the average.
pare NR = 256 across Fig. 6, 7 and 8). This is possibly due to
higher multistability of the system due to the more complex
but regular topology.
For a qualitative comparison of the general trends we have
generated Fig. 9, where the number of real nodes and NRMSE
for the NARMA10 task is shown. We have used data sim-
8ulated for the 2-parameter scans for the unidirectional ring
shown in Fig. 6, 7 and 8. The blue dots correspond to the
optimal or lowest NRMSE found within the 2d-scan for a
given network size NR. For the simulations as obtained Fig. 6
we have found that the network with no virtualization never
showed a NRMSE smaller than 0.4. The black line in Fig. 9
shows the average NRMSE for the NARMA task (exclud-
ing the white regions of no performance in Fig 6). The grey
band shows one standard deviation of the NRMSE data. The
qualitative impression of the color plots in Fig. 6 are largely
validated by the quantitative evaluation: Both the average
NRMSE as well as the optimal NRMSE are mostly flat for
multiplexed networks created for low number of real nodes
NR until the performance breaks down for the large networks
with low virtualization. All network topologies show qualita-
tively similar results in Fig. 9.
There are still more effects that warrant some attention. We
run a few simulations for a network of slightly non-identical
units for the bidirectional ring with self-feedback (Fig. 5 C).
This more closely resembles an actual experimental imple-
mentation of a network, as in real setups no two nodes would
be absolutely identical. We have used the same parameter lo-
cations as for the bidirectional ring with self-feedback. How-
ever, the difference we found was small.
For all the networks used here, we have employed the same
delay length for every network link. Considering that making
the mask and delay term non-identical improves performance,
it seems likely that non-identical delay-lines could have a sim-
ilar effect. However, simulating a network of non-identical
delay-links is time-consuming and left for future investiga-
tions here.
VII. CONCLUSIONS
We have investigated the reservoir computing performance
of a time-continuous system with delay. While many stud-
ies have been published concerning a single dynamical sys-
tem with a long delay loop, we have numerically simulated
network motifs consisting of several nodes that are delay-
coupled. We have used the time-multiplexing/masking proce-
dure to generate additional high-dimensional trajectories. We
have constructued the ’multiplexed networks’ in such a way,
that the over all dimension of the read-out stays constant. This
enables us to not only qualitatively, but also quantitatively
compare the reservoir computing performance.
Reservoir computers consisting exclusively of large real,
regular networks have exhibited poor performance in both the
NARMA and Santa Fe task, independent of local topology.
We attribute this both to the higher multistability of such sys-
tems, as well as the relative lack of complex phase space tra-
jectories due to the absence of time-multiplexing. In contrast,
networks of only small and intermediate size have performed
consistently on a state-of-the-art level. We found a lowered
parameter sensitivity and an enhanced computation speed for
such systems. This is encouraging for experimental realiza-
tions, as our results indicate that the design of a reservoir
computer can be chosen with some degree of freedom. As
long as a sufficient time-multiplexing is used, the number of
real nodes can be adjusted to fit experimental limitations and
desired output speed.
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IX. METHODS
A minimal example of an ’echo state network’, i.e. a time-
discrete reservoir computer, as described from Ref. [1] is:
X(t+1) = f (WresX(t)+WinI(t)) , (4)
O(t) =WoutX(t), (5)
Where X(t) is the state-vector of the network of maps, Wres
is the adjacency matrix of the network, Win is the matrix of
input-coupling for the data stream I(t). The time is taken to
be discrete t ∈ N and the evolution of the network is given
by Eq. 4. f (X) represents a local sigmoidal function that
acts element-wise on X . The output O(t) is calculated from
X(t) with the outcoupling weight matrix Wout . The matrices
Wres, Win ande Wout now have to be chosen in such a way that
O(t) = Y (X(I(t))) corresponds to the desired I→ O transfor-
mation. The distinguishing feature now lies in the optimiza-
tion process. While conventional deep convolutional neural
network learning schmes heavily focus on the training of the
Wres, this matrix is assumed to be fixed for reservoir comput-
ing. In fact, training is only applied to the output weight ma-
trix Wout , for which a simple linear regression is enough to
find the optimal values [1].
