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Resumen
El trabajo ma´s importante de catalogacio´n y clasificacio´n de las sema´nticas de procesos
fue llevado a cabo por R. J. van Glabbeek. En su art´ıculo titulado Linear time-branching
time spectrum, recopilo´ las principales sema´nticas, estableciendo una clasificacio´n basada en
el poder de distincio´n de las mismas. Las caracterizaciones que aparecen en dicho art´ıculo
se realizan mediante fo´rmulas lo´gicas y axiomatizaciones fundamentalmente. Sin embargo,
si bien el trabajo tiene un cierto cara´cter enciclope´dico, se echa en falta notablemente la
uniformidad a la hora de desarrollar las caracterizaciones de las distintas sema´nticas. La
bu´squeda de caracterizaciones uniformes fue uno de los temas centrales de la Tesis Doctoral
de C. Gregorio, en la que, partie´ndose de la diferencia entre las sema´nticas de simulacio´n,
y las sema´nticas lineales se encontraron los mecanismos que permiten unificar tanto las
caracterizaciones observacionales como las axioma´ticas. El objetivo central de este trabajo
ha consistido en completar la labor de unificacio´n anterior, extendie´ndola al campo de las
sema´nticas lo´gicas, donde de nuevo, hemos encontrado caracterizaciones similares a las de
van Glabbeek, pero desarrolladas en un marco uniforme del que distan las originalmente
obtenidas.
Palabras clave: Sema´ntica de procesos, caracterizaciones lo´gicas, bisimulacio´n, sema´nti-
cas de simulacio´n, linear-time-branching-time spectrum.
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Abstract
The most important work to classify process semantics was developed by R. J. van
Glabbeek, in his paper Linear time-branching time spectrum, where he collects the most
important process semantics, classifying them with respect to their discriminating power. His
semantics are defined both by means of an adequate logic and a complete axiomatization.
However the most important objection that we could make to his work was the lack of
uniformity. The search of uniform characterizations of all the process semantics was one of
the central topics of C. Gregorio´s PhD Thesis where he develops both uniform presentation
of the observational semantics and of their axiomatizations. Our main objective here is to
complete this unification work by providing a uniform logical characterization of all the
semantics in the spectrum. Starting from the logic semantics provided by van Glabbeek we
have obtained simple new logics that give us additional knowledge about the structure of
the extended ltbt-spectrum.
Keywords: Process Semantics, Logical Characterizations, Bisimulation, Simulation se-
mantics, Linear time-branching time spectrum.
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Cap´ıtulo 1
Introduccio´n
En este trabajo hablaremos de las sema´nticas de procesos, las cuales nos permitira´n
determinar que´ procesos se comportan igual bajo determinados supuestos y por tanto son
equivalentes, y cua´les no. Un proceso es el comportamiento de un sistema. El sistema puede
ser una ma´quina, un protocolo de comunicacio´n . . . . Para definir los procesos utilizaremos
sistemas de transiciones etiquetados, que nos permitira´n ver cua´ndo el proceso es capaz
de realizar las acciones de un conjunto de acciones Act. Consideraremos so´lo sema´nticas
secuenciales o de entremezcla, entendiendo que cada proceso so´lo puede realizar una accio´n
en cada instante, o ma´s exactamente que nosotros so´lo podemos observar su ejecucio´n de esa
manera.
Una caracter´ıstica primordial de los programas secuenciales es habitualmente su deter-
minismo, unida al hecho deseado de su terminacio´n. Teniendo en cuenta ambas, es inmediato
describir el efecto de dichos programas como una mera funcio´n input/output que nos indica
cua´l sera´ la salida producida tras recibirse cada una de las entradas posibles del programa.
Con la irrupcio´n de los procesos concurrentes nos encontramos inmediatamente con dificul-
tades esenciales a la hora de definir su sema´ntica. Por una parte, no queremos precisar la
velocidad relativa de cada uno de los procesos que intervienen, y eso genera inmediatamente
posible no-determinismo; por otra parte, resulta habitual que el objetivo de estos procesos
complejos sea el control de sistemas que se pueden considerar perpetuos, con lo que su buen
funcionamiento no puede medirse en base a la salida final que producen, sino que ha de
referirse a la interaccio´n constante entre entradas y salidas.
En consecuencia, a nivel formal se necesitan nuevos mecanismos sema´nticos que nos
permitan precisar el comportamiento deseado de los sistemas. Una primera aproximacio´n ra-
zonable proviene del uso de trazas [BO01], que nos indican la secuencia en la que se pueden
ir produciendo los eventos de interaccio´n con el sistema [Hoa85] [BHR84]. Sin embargo, la
mera presentacio´n secuencial de estos eventos no es capaz de capturar las posibles situa-
ciones de bloqueos en relacio´n con el no-determinismo, de resultas aparecen sema´nticas ma´s
complicadas como la de fallos [Hoa85] [BHR84], que adema´s de los eventos que se van pro-
duciendo, nos muestran los conjuntos de eventos que podr´ıan ser simulta´neamente rechazados
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tras dichas secuencias.
Otra forma de definir la sema´ntica de este tipo de procesos consiste en formalizar el
proceso de testing, se define al efecto una familia de pruebas (test) y el mecanismo de
aplicacio´n de las mismas a los procesos, el cual se corresponde con la ejecucio´n en paralelo
del proceso y el test, de manera que podemos entender que el test se corresponde con un
modo de usuario del proceso. Teniendo en cuenta el no-determinismo de los procesos se
obtienen criterios de paso may que nos indican que ser´ıa posible en ocasiones pasar el test;
y criterios de paso must que nos indican que en todos los casos se pasa con e´xito el test.
Como se demuestra en [Hen88] la sema´ntica may se corresponde con la sema´ntica de trazas,
mientras que la sema´ntica must se corresponde con la sema´ntica de fallos.
Un camino completamente diferente para comparar las ejecuciones de los procesos con-
siste en aplicar el criterio de bisimulacio´n [Par81] [Mil89], el cual formaliza la idea de que
dos procesos son equivalentes si y so´lo si cada paso que da el uno puede ser simulado por
el otro y viceversa. Resulta inmediato comprobar que la sema´ntica de bisimulacio´n es ma´s
fuerte que cualquier sema´ntica lineal razonable, como por ejemplo las de trazas y fallos.
No acaba aqu´ı la riqueza del repertorio de sema´nticas, tal y como podemos ver en [vG01],
tenemos todo un repertorio de sema´nticas basadas en la idea de simulacio´n, las cuales son
sema´nticas ramificadas (branching time). Tambie´n podemos definir otras sema´nticas lineales
(linear time) que esta´n basadas en la definicio´n de trazas decoradas en las que adema´s de
los eventos que se ejecutan aparece informacio´n suplementaria sobre los estados que se van
atravesando. Por ejemplo, tenemos entre ellas las sema´nticas de trazas de aceptaciones y
trazas de fallos.
Para mayor complicacio´n, podemos optar por v´ıas alternativas a la hora de definir la
sema´ntica de los procesos. Las sema´nticas lo´gicas esta´n basadas en las lo´gicas temporales
[BS01] que nos permiten formalizar las propiedades deseadas de los procesos y precisar cua´les
de ellos las cumplen. Por u´ltimo, tenemos las sema´nticas axioma´ticas [BBR09][Bae05] [Fok00]
que esta´n basadas en las definiciones algebraicas de los procesos por medio de operadores,
sobre los cuales se define una equivalencia por medio de axiomas. En este caso la sema´ntica
viene dada de forma indirecta: entendemos que dos procesos se comportan igual si y so´lo si
pertenecen a la misma clase de equivalencia. Es evidente el cara´cter ma´s abstracto de esta
u´ltima aproximacio´n pues hemos de tener cuidado de que la equivalencia inducida por los
axiomas se corresponda con algu´n criterio natural, probablemente definido por alguno de los
mecanismos anteriores.
En realidad, casi todas las definiciones de sema´nticas anteriores, esta´n basadas en la
captura del cara´cter no-determinista de los procesos: dependiendo de que queramos dar ma´s
poder a esa caracter´ıstica obtenemos sema´nticas ma´s finas. Como comentamos la sema´ntica
de bisimulacio´n es la ma´s fuerte de todas ellas y la de trazas la ma´s de´bil. Es curioso
observar el hecho de que la concurrencia no ha sido tenida en cuenta de una forma expl´ıcita
a la hora de definir las sema´nticas. Esto es as´ı porque se entiende que a la hora de observar
el funcionamiento de los procesos es suficiente (o se entiende que no se es capaz de ir ma´s
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alla´) con realizar observaciones secuenciales de manera que en cada momento so´lo se observa
un evento. En contraposicio´n una sema´ntica de paralelismo real es capaz de observar la
ejecucio´n simulta´nea de varios eventos, o de manera equivalente, la relacio´n de causalidad
existente entre algunos de los eventos que se ejecutan por parte de los procesos [BB01]. En
particular, las redes de petri [DR98] constituyen un formalismo alternativo para la definicio´n
de procesos concurrentes, y sobre ellas resulta particularmente natural la definicio´n de las
llamadas sema´nticas de procesos que incorporan dicha informacio´n de causalidad.
Sin duda, resulta abrumadora la amplitud del repertorio descrito de sema´nticas, y es por
ello que de cara a poderlas comparar y estudiar de forma conjunta y sistema´tica, es vital
contar con mecanismos de unificacio´n que al menos unifiquen la presentacio´n de las sema´nti-
cas de cada tipo: observacionales, axioma´ticas, lo´gicas, de pruebas . . . . Como veremos, este
sera´ el principal objetivo del presente trabajo, centra´ndonos en particular en las sema´nticas
lo´gicas, cuya unificacio´n no hab´ıa sido abordada hasta la fecha.
1.1. Conceptos ba´sicos
Como elemento de partida para la definicio´n de la sema´ntica operacional de los procesos
contaremos con los sistemas de transiciones, que nos indican los distintos estados en que
puede estar un proceso y las acciones que puede hacer desde cada uno de ellos.
DEFINICIO´N 1.1.1. Un sistema de transiciones es un par (P,→) con P una clase y la relacio´n
→⊆ P× Act× P, tal que para p ∈ P y a ∈ Act la clase {q ∈ P/(p, a, q) ∈→} es un conjunto.
Escribiremos p
a−→ q para denotar (p, a, q) ∈→. El predicado binario a−→ se denomina relacio´n
de ejecucio´n de acciones.
2
DEFINICIO´N 1.1.2. Los siguientes conceptos se definen en te´rminos de la relacio´n de ac-
ciones.
La relacio´n de acciones generalizada
σ−→ para σ ∈ Act∗ se define recursivamente por
1. p
ε−→ p, para cualquier proceso p.
2. (p, a, q) ∈→, con a ∈ Act implica que p a−→ q con a ∈ Act∗.
3. p
σ−→ q ρ−→ r implica que p σρ−→ r.
En palabras decimos que la relacio´n de ejecucio´n de acciones
σ−→ es el cierre reflexivo y
transitivo de la relacio´n de ejecucio´n de acciones ordinaria
a−→.
Diremos que un proceso q ∈ P es alcanzable desde p ∈ P si p σ−→ q para algu´n σ ∈ Act∗.
El conjunto de acciones iniciales de un proceso p, esta´ definido por I(p) = {a ∈ Act|∃q :
p
a−→ q}.
p es determinista si se cumple (p
σ−→ q ∧ p σ−→ r)⇒ q = r ∀σ ∈ Act∗.
2
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A pesar de que en los sistemas de transiciones, incluso siendo finitos, se pueden definir
procesos finitos e infinitos, nosotros centraremos nuestro trabajo en procesos finitos, que
son con los que se ha trabajado en [Gre09] para llegar a una unificacio´n de sus sema´nticas
observacionales. En tal caso podemos describir los procesos por medio del algebra de procesos
BCCSP que a continuacio´n se define:
DEFINICIO´N 1.1.3. Dado un conjunto de acciones Act, el conjunto BCCSP(Act) de procesos
esta´ definido por la siguiente grama´tica BNF:
p ::≡ 0 | ap | p+ q
donde a ∈ Act; 0 representa el proceso que equivale a no hacer ninguna accio´n; para toda
accio´n en Act existe un operador prefijo; y tenemos un operador binario de eleccio´n (+)
La sema´ntica operacional para los te´rminos de BCCSP se define por medio de las reglas
y el axioma que aparecen en la figura 1.1.3
ap
a−→ p p
a−→ p′
p+ q
a−→ p′
q
a−→ q′
p+ q
a−→ q′
Figura 1.1: Sema´ntica operacional para te´rminos BCCSP
Escribiremos p
a−→ si existe un proceso q tal que p a−→ q.
2
El objetivo central de este trabajo es el estudio de las caracterizaciones lo´gicas de las
distintas sema´nticas de procesos. Como punto de partida recordaremos a continuacio´n la
definicio´n de la lo´gica dada por Hennessy-Milner, [[HM80], [HM85]], de la cual como veremos
en el cap´ıtulo 2, sera´n sublenguajes las caracterizaciones lo´gicas presentadas para las distintas
sema´nticas del espectro ltbt de van Glabbeek que se define en [vG01].
DEFINICIO´N 1.1.4 (La lo´gica de Hennessy-Milner). El conjunto LHM de las fo´rmulas
de Hennessy-Milner sobre Act, esta´ definido recursivamente por:
> ∈ LHM .
Si ϕ, ψ ∈ LHM entonces ϕ ∧ ψ ∈ LHM .
Si ϕ ∈ LHM y a ∈ Act entonces aϕ ∈ LHM .
Si ϕ ∈ LHM entonces ¬ϕ ∈ LHM .
2
La sema´ntica formal de esta lo´gica nos indicara´ cua´ndo cada proceso definido por medio
de un sistema de transiciones satisface cada una de las fo´rmulas de la lo´gica.
DEFINICIO´N 1.1.5. Para cualquier sistema de transiciones etiquetados P, la relacio´n de
satisfaccio´n |=⊆ P× LB viene dada por:
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p |= > para todo p ∈ P.
p |= aϕ si para algu´n q ∈ P : p a−→ q ∧ q |= ϕ.
p |= ∧i∈I ϕi si ∀i ∈ I : p |= ϕi.
p |= ¬ϕ si p 2 ϕ.
2
NOTA: Observemos que la disyuncio´n (∨) no aparece en la definicio´n anterior, sin embargo,
al contar con la conjuncio´n (∧) y la negacio´n (¬), resultar´ıa inmediato an˜adirla al lenguaje
sin repercutir en su poder expresivo, en base a la aplicacio´n de las leyes de Morgan, que
permiten ver la disyuncio´n como azu´car sinta´ctico de las correspondientes combinaciones
de operadores ba´sicos a los que se reduce. De manera que si resultase oportuno podr´ıamos
considerar que la lo´gica de Hennessy Milner contiene tambie´n disyunciones de sus fo´rmulas.
1.1.1. Relaciones de equivalencia y preo´rdenes en LTS
En este trabajo estudiaremos las sema´nticas de LTSs (Label Transition System) del es-
pectro extendido ltbt que aparece en el art´ıculo [dFGP09b], cada una de las cuales, segu´n se
explica en el citado art´ıculo, esta´ definida o caracterizada por una funcio´n O, que asocia a
cada proceso p ∈ P, un conjunto de observaciones O(p). Los elementos de O(p) los podemos
ver como las posibles observaciones que se pueden obtener al interactuar con el proceso p, de-
pendiendo del poder de visio´n que asumamos en el observador. El conjunto O(p) constituye
por tanto el comportamiento observable de p. As´ı pues, definimos para cada O, el preorden
vO∈ P× P tomando p vO q ⇔ O(p) ⊆ O(q), y la relacio´n de equivalencia ≡O∈ P× P como
p ≡O q ⇔ O(p) = O(q). Como es de esperar, se tendra´ que p ≡O q ⇔ p vO q ∧ q vO p.
Escribiremos O P N , si la sema´ntica de O hace al menos tantas identificaciones como la
sema´ntica de N , ma´s exactamente tendremos O P N ⇔ vO ⊇ vN .
Para referirnos a un preorden concreto en el ltbt-spectrum, an˜adiremos a los s´ımbolos
anteriores las iniciales de las sema´nticas a las que nos referimos, por ejemplo, usaremos vRS
para la sema´ntica de simulacio´n de aceptaciones, vF para la sema´ntica de fallos . . .. Un
criterio similar se aplicara´ a los nu´cleos de los preordenes, y as´ı tendremos ≡RS,≡F , . . .. Las
inecuaciones y ecuaciones que definen las axiomatizaciones, se representara´n respectivamente,
con los s´ımbolos  y '. As´ı, escribiremos E ` t  u o E ` t ' u para las (in)ecuaciones
que pueden ser derivadas de las (in)ecuaciones en E, usando las reglas ba´sicas del ca´lculo
(in)ecuacional, donde la regla de simetr´ıa puede ser aplicada en las derivaciones ecuacionales,
pero no en las inecuaciones.
Estamos interesados en un estudio general que cubra cualquier sema´ntica razonable, ma´s
tosca que la bisimulacio´n. Como se usara´n preo´rdenes para caracterizar estas sema´nticas,
se introducira´n las siguientes definiciones que tienen las propiedades deseadas para estos
preo´rdenes.
DEFINICIO´N 1.1.6. Una relacio´n de preorden v es un behaviour preorder si
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1. Es ma´s de´bil que la bisimilitud, es decir, p ≡B q ⇒ p v q, y
2. Es una pre-congruencia con respecto a los operadores prefijo y eleccio´n, es decir,
p v q ⇒ ap v aq y p+ r v q + r
2
DEFINICIO´N 1.1.7. Un behaviour preorder v esta´ preservado bajo las acciones iniciales,
cuando p v q implique que I(p) v I(q). Se dira´ que es factorizado por las acciones (o
simplemente factorizado) cuando p v q impliqueque p |av q |a, para todo a ∈ I(p).
2
DEFINICIO´N 1.1.8. Generalizando la definicio´n anterior, se tendra´, que un behaviour pre-
order v esta´ preservado bajo la operacio´n N , (donde N puede ser acciones iniciales, trazas,
fallos, . . . ) cuando p vN q implique que N(p) v N(q). Se dira´ que es factorizado por la
operacio´n N (o simplemente factorizado) cuando p vN q implique que p |av q |a para todo
a ∈ N(p).
2
1.2. Un repaso de las sema´nticas del espectro ltbt
Comenzaremos recordando las definiciones de las sema´nticas cla´sicas que aparecen des-
critas en [vG01] y que produjeron la necesidad de encontrar una posible unificacio´n de las
mismas, que permitiesen comparar, de una forma sencilla, unas con otras.
DEFINICIO´N 1.2.1 (Sema´ntica de trazas (T)). σ ∈ Act∗ es una traza de un proceso p si
existe un proceso q tal que p
σ−→ q. Denotamos el conjunto de trazas de p por T(p), y se dice
que dos procesos son equivalentes en trazas, denotado por p =T q, si T (p) = T (q).
2
DEFINICIO´N 1.2.2 (Sema´ntica de trazas completas (CT)). σ ∈ Act∗ es una traza
completa de un proceso p si existe un proceso q tal que p
σ−→ q y I(q) = ∅. Denotamos el
conjunto de trazas completas de p por CT(p), y se dice que dos procesos son equivalentes en
trazas completas, denotado por p =CT q, si CT (p) = CT (q).
2
DEFINICIO´N 1.2.3 (Sema´ntica de fallos (F)). 〈σ,X〉 ∈ P(Act) es un par de fallo de un
proceso p si existe un proceso q tal que p
σ−→ q y I(q)⋂X = ∅. Denotamos el conjunto de
pares de fallo de p por F(p), y se dice que dos procesos son equivalentes en fallos, denotado
por p =F q, si F (p) = F (q).
2
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DEFINICIO´N 1.2.4 (Sema´ntica de trazas de fallos(FT)).
La relacio´n de rechazo
X−→ para X ⊆ Act se define por: p X−→ q si y so´lo si p = q
y I(p)
⋂
X = ∅. p X−→ q significa que p puede transformarse en q, mientras esta´ sin
hacer ninguna accio´n observable, en un periodo en el que X es el conjunto de acciones
permitidas por el entorno.
La relacio´n de fallo de trazas
σ−→ para σ ∈ (Act⋃P(Act))∗ esta´ definida como el cierre
reflexivo y transitivo de acciones y la relacio´n de rechazo.
σ ∈ (Act⋃P(Act))∗ es una traza de fallo de un proceso p si existe un proceso q tal
que p
σ−→ q. Denotamos el conjunto de trazas de fallos de p por FT(p), y se dice que dos
procesos son equivalentes en trazas de fallos, denotado por p =FT q, si FT (p) = FT (q).
2
DEFINICIO´N 1.2.5 (Sema´ntica de aceptaciones (R)). 〈σ,X〉 ∈ Act∗ × P(Act) es un
par de aceptaciones de un proceso p si existe un proceso q tal que p
σ−→ q y I(q) = X.
Denotamos el conjunto de pares de aceptaciones de p por R(p), y se dice que dos procesos
son equivalentes en pares de aceptaciones, denotado por p =R q, si R(p) = R(q).
2
DEFINICIO´N 1.2.6 (Sema´ntica de trazas de aceptaciones (RT)). X0a1X1a2 . . . anXn ∈
P(Act)× (Act×P(Act))∗ es una traza de aceptaciones de un proceso p, si existen procesos
p1, . . . , pn tales que p
a1−→ p1 a2−→ . . . an−→ pn y I(pi) = Xi ∀i ∈ {1, . . . , n}. Denotamos el
conjunto de trazas de aceptaciones de p por RT(p), y se dice que dos procesos son equivalentes
en trazas de aceptaciones, si RT (p) = RT (q)
2
DEFINICIO´N 1.2.7 (Sema´ntica de posibles futuros (PF)). 〈σ,X〉 ∈ Act∗ × P(Act∗)
es un posible futuro de un proceso p si existe un proceso q tal que p
σ−→ q y T (q) = X.
Denotamos el conjunto de posibles futuros de p por PF(p), y se dice que dos procesos son
equivalentes en posibles futuros, denotado por p =PF q, si PF (p) = PF (q).
2
DEFINICIO´N 1.2.8 (Sema´ntica de simulacio´n (S)). Una simulacio´n es una relacio´n
binaria R sobre procesos, tal que para cada par pRq y cada accio´n a ∈ Act se cumple
p
a−→ p′ ⇒ ∃q′ / q a−→ q′ ∧ p′Rq′
Un proceso p puede ser simulado por un proceso q, y se denota por p⊂−→q, si existe una
simulacio´n R con pRq. Adema´s se dice que p y q son similares, denotado p−→←q, si p⊂−→q y
q⊂−→p
2
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DEFINICIO´N 1.2.9 (Sema´ntica de simulacio´n completa (CS)). Una simulacio´n com-
pleta es una relacio´n binaria R sobre procesos, tal que para cada par pRq y cada accio´n
a ∈ Act se cumple
p
a−→ p′ ⇒ ∃q′ / q a−→ q′ ∧ p′Rq′
Si pRq ⇒ (I(p) = ∅ ⇔ I(q) = ∅)
2
DEFINICIO´N 1.2.10 (Sema´ntica de simulacio´n de aceptaciones (RS)). Una simulacio´n
de aceptaciones es una relacio´n binaria R sobre procesos, tal que para cada par pRq y cada
accio´n a ∈ Act se cumple
p
a−→ p′ ⇒ ∃q′ / q a−→ q′ ∧ p′Rq′
Si pRq ⇒ I(p) = I(q)
2
DEFINICIO´N 1.2.11 (Sema´ntica de simulacio´n 2-anidada (2S)). Una simulacio´n 2-
anidada es una simulacio´n contenida en una equivalencia de simulacio´n (−→←). Dos procesos
p y q son equivalentes respecto de la simulacio´n 2-anidada, denotado por p =2S q, si existe
una simulacio´n 2-anidada R con pRq y una simulacio´n 2-anidada S con qSp.
2
DEFINICIO´N 1.2.12 (Sema´ntica de bisimulacio´n (B)). Una bisimulacio´n es una relacio´n
binaria R sobre procesos, tal que para cada par pRq y cada accio´n a ∈ Act se cumple
p
a−→ p′ ⇒ ∃q′ / q a−→ q′ ∧ p′Rq′
q
a−→ q′ ⇒ ∃p′ / p a−→ p′ ∧ p′Rq′
Dos procesos p y q son bisimilares, denotado por p↔q, si existe una bisimulacio´n B con pBq
2
DEFINICIO´N 1.2.13 (Sema´ntica de posibles mundos(PW)). Un proceso p, es un posible
mundo de un proceso q, si p es determinista y p vRS q. Denotamos el conjunto de posibles
mundos de p por PW (p), y decimos que dos procesos p y q son equivalentes en posibles
mundos, denotado por p = PWq, si PW (p) = PW (q).
2
Con todas estas definiciones se trabaja en el art´ıculo [vG01], y bien a base de contraejem-
plos o con demostraciones ma´s o menos detalladas, se prueba la relacio´n existente entre estas
sema´nticas, que se puede observar a modo de resumen en la figura 1.2.
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Figura 1.2: ltbt-spectrum
1.3. Caracterizaciones de las sema´nticas de procesos
Como hemos visto en la seccio´n anterior existen distintas sema´nticas que pueden apli-
carse a la hora de observar si dos procesos son equivalentes. Todas ellas esta´n de una forma
u otra relacionadas entre s´ı, pero el problema que se presentaba a la hora de estudiar esta
relacio´n, es que no se contaba con un procedimiento unificado en la forma de definirlas, y
por tanto la clasificacio´n de las mismas se complicaba cuando nos atend´ıamos a cada una
de las posibles caracterizaciones de las sema´nticas: observacional/testing, axioma´tica, y lo´gi-
ca. Afortunadamente, este problema se abordo´ ya en [Gre09] ofrecie´ndose una presentacio´n
unificada, tanto para las sema´nticas observacionales [dFGP09b] como para las axioma´ticas
[dFGP09a], de manera que en ambos casos podemos comparar de una forma sencilla y ra´pida
unas sema´nticas con otras.
La aportacio´n principal del presente trabajo es la compleccio´n del citado trabajo de
unificacio´n, extendie´ndolo al caso de las sema´nticas lo´gicas.
1.3.1. Caracterizacio´n Observacional
Un paso ma´s a la hora de estudiar las sema´nticas de procesos que permitio´ entenderlas
un poco mejor, fue el trabajo que se recoge en [Gre09], donde se presenta una unificacio´n de
todas ellas, dando un marco denotacional comu´n. Este marco se basa en la estructuracio´n
fundamental que proporcionan las sema´nticas de simulacio´n restringida, cuya definicio´n se
vera´ en 2.2, con las que fue posible determinar unas plantillas de sema´nticas denotacionales
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que cubr´ıan todas las sema´nticas del spectrum conocido y adema´s mostraban los huecos de
otras nuevas que no hab´ıan sido definidas. As´ı pues se redefine el spectrum recolocando las
sema´nticas como se muestra a continuacio´n en 1.3 y dejando los posibles huecos para las
nuevas sema´nticas.
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Figura 1.3: El nuevo spectrum
1.3.2. Caracterizacio´n Axioma´tica
La otra parte del trabajo de unificacio´n que se realiza en [Gre09] se centra en demostrar
que todas las sema´nticas pueden ser axiomatizadas utilizando u´nicamente dos axiomas
parametrizados, como se vera´ en 2.3. Uno de estos axiomas corresponde al de la menor
simulacio´n restringida que determina el piso en el que se encuentra la sema´ntica en cuestio´n;
el otro axioma tiene que ver con la naturaleza esta´tica de la relacio´n y con la forma de
diferenciar el no determinismo.
Cabe mencionar que el objetivo de esta unificacio´n es dar con un conjunto de axiomas,
suficientemente grande como para obtener una unificacio´n general de forma relativamente
sencilla; es por ello que en el art´ıculo [dFGP09a] se evitan las simplificaciones de estos
axiomas, realizadas por van Glabbeek en [vG01], obtenie´ndose de esta forma, en cada caso,
conjuntos ligeramente diferentes de axiomas.
1.3.3. Caracterizacio´n Lo´gica
Este mismo objetivo de unificacio´n, es el perseguido en el presente trabajo: tratamos
de unificar las lo´gicas que caracterizan cada una de las sema´nticas. Sin embargo, en este
caso la diferencia entre las lo´gicas que nosotros obtendremos y las presentados por R.J. van
Glabbeek en [vG01], es en apariencia bastante ma´s grande, pues en cierto sentido, nosotros
1. Introduccio´n 21
buscamos lo´gicas lo ma´s “grandes”posibles, mientras que de nuevo R.J. van Glabbeek prefiere
la simplificacio´n ma´xima de las mismas.
Tal y como hemos visto en la seccio´n 1.1 podemos definir una sema´ntica por medio de
una lo´gica, lo que en principio deber´ıa incluir tanto una definicio´n sinta´ctica de la misma
como la definicio´n de la correspondiente relacio´n de satisfaccio´n. Sin embargo, en aras de
conseguir la unificacio´n deseada trabajaremos en todos los casos con sublo´gicas de la lo´gica
de Hennessy Milner, por lo que definir una sema´ntica lo´gica consistira´ simplemente en escoger
el subconjunto de fo´rmulas de LHM que se utilizara´n en cada caso.
1.4. Motivacio´n y objetivos
Como se ha visto en la seccio´n 1.2, con la presentacio´n del trabajo de van Glabbeek
[vG01], se recogieron las definiciones de las distintas sema´nticas de procesos conocidas hasta
la fecha. Sin embargo, a pesar de haberse presentado las definiciones de dichas sema´nticas
de formas diferentes, y de obtenerse algunos resultados que nos permit´ıan clasificar unas
sema´nticas con respecto a otras, segu´n los procesos que diferenciaban, no exist´ıa una visio´n
general que nos proporcionase el poder definir cualquiera de las sema´nticas, y que como
consecuencia hiciese ma´s sencilla la tarea de clasificarlas. Afortunadamente, la parte ma´s
complicada de este trabajo, se realizo´ con e´xito en [Gre09], dando una visio´n general de
dichas sema´nticas definie´ndolas con respecto a las observaciones y los axiomas (dos de las
tres caracterizaciones dadas para las sema´nticas en el art´ıculo de van Glabbeek) y generando
una nueva clasificacio´n que nos permit´ıa verlas en una forma mucho ma´s natural, dando lugar
a un spectrum nuevo, bastante ma´s ordenado, en el que se mostraban incluso los huecos para
nuevas sema´nticas que ni siquiera se hab´ıan definido au´n, pero que exist´ıan y ahora era
posible presentarlas de una forma relativamente sencilla.
El presente trabajo pretende completar, au´n ma´s si cabe, los avances obtenidos en
[Gre09], caracterizando las sema´nticas con la tercera forma que aparec´ıa en el trabajo de
van Glabbeek, es decir, segu´n su definicio´n lo´gica. Para ello seguiremos los pasos dados en
la Tesis Doctoral de C. Gregorio y que nos servira´ como gu´ıa para encontrar una forma
general de definir los conjuntos de fo´rmulas lo´gicas asociados a cada una de las sema´nticas
presentadas en el nuevo spectrum, y que al igual que se ve en [Gre09] dividira´ las sema´nticas
en cuatro grupos: las sema´nticas de simulaciones, las sema´nticas lineales, las sema´nticas de-
terministas y como un caso aparte, que engloba a todos los dema´s, la bisimulacio´n. Adema´s
como veremos en las sucesivas secciones, sera´ necesario modificar un poco la visio´n de las
sema´nticas lo´gicas dadas en [vG01], ya que nuestro objetivo final busca poder dar defini-
ciones generales, y para ello debemos hacer justo lo contrario de lo que trato´ van Glabbeek
en su trabajo, es decir, debemos definir estas sema´nticas lo´gicas de una forma lo ma´s grande
posible, para que sea relativamente sencillo encontrar una generalizacio´n.
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1.5. Plan de trabajo
Para alcanzar el objetivo central presentado anteriormente, este trabajo se ha estructura-
do en las siguientes partes:
En el cap´ıtulo 2 se presentan las caracterizaciones lo´gicas cla´sicas que caracterizan las
distintas sema´nticas, que son las que se pretende mejorar con este trabajo, dando una
visio´n general de las mismas, en la l´ınea de lo que se hizo para las observaciones y los
axiomas en [Gre09]. Adema´s al final del cap´ıtulo, se presenta, de una forma bastante
resumida, los pasos seguidos para obtener la unificacio´n de las sema´nticas en cuanto
a su conjunto de observaciones y axiomas, lo que nos permitira´ hacernos una idea de
co´mo se pueden caracterizar uniformemente las sema´nticas y nos servira´ de base para
realizar la unificacio´n deseada de las caracterizaciones lo´gicas.
Una vez presentados los conceptos iniciales, y los descubrimientos conocidos hasta
la fecha en los que se basa este trabajo, en el cap´ıtulo 3, encontraremos el nu´cleo
del mismo, realiza´ndose la definicio´n del marco lo´gico unificado para las sema´nticas
del spectrum, de una forma ana´loga a como se hizo en [Gre09], viendo primero las
definiciones correspondientes al caso particular de las sema´nticas ma´s importantes,
que se corresponden con las que pertenecen al piso de la simulacio´n de aceptaciones,
para posteriormente extender dichas definiciones hasta cubrir todas las sema´nticas del
spectrum. Resulta innegable la relacio´n entre el marco observacional unificado y el nuevo
marco lo´gico unificado que presentaremos, por lo que las pruebas de correccio´n de las
nuevas caracterizaciones lo´gicas se hara´n en base a las sema´nticas observacionales.
En el cap´ıtulo 4, siguiendo las ideas desarrolladas en [dFGP09a] que muestran la ver-
dadera estructura del spectrum, en cada uno de cuyos pisos no tenemos en realidad una
mera estructura plana en forma de rombo, sino una especie de figura bidimensional en
forma de diamante, introducimos la caracterizacio´n lo´gica de las sema´nticas an˜adi-
das, las cuales se obtienen considerando uniones e intersecciones de los conjuntos que
caracterizan las sema´nticas que no quedan relacionadas entre s´ı, en el rombo inicial.
La memoria finaliza con el cap´ıtulo 5 en el que se presentara´n las conclusiones de la
misma, y los posibles trabajos a realizar en un futuro.
Cap´ıtulo 2
Fundamentos
2.1. Clasificacio´n cla´sica de las sema´nticas
Como hemos repetido en varias ocasiones, en el art´ıculo [vG01] se realizaba una pre-
sentacio´n conjunta de las distintas sema´nticas de procesos conocidas hasta la fecha de su
publicacio´n, estudia´ndose la relacio´n entre ellas. El autor describ´ıa cada sema´ntica por
medio de un formato de interaccio´n con los procesos, que dependiendo del punto de vista
se puede entender como una sema´ntica observacional, una sema´ntica de pruebas (testing) o
una sema´ntica lo´gica. Posteriormente completaba el estudio de las sema´nticas por medio de
la presentacio´n de las axiomatizaciones de los preordenes y equivalencias que inducen.
Los escenarios de pruebas que se consideran para cada una de las sema´nticas {T,CT, F,R,
FT,RT, S, CS,RS, PW,B}, son interpretados como las posibles observaciones que pueden
ser fabricadas con una ma´quina interactuando con p. Esta´n constituidos por unas cajas
negras que contienen, en sus versiones ma´s complejas, botones (o interruptores) para cada
una de las acciones, luces que indican cua´les de estas acciones se pueden ejecutar y cua´les no,
y una pantalla donde visualizar las acciones que se realizan en cada momento. En particular
la fo´rmula aϕ representa la observacio´n de que “a” aparece en el visor de la ma´quina (o que
el boto´n de la a esta´ pulsado en la ma´quina reactiva) seguido de la observacio´n de ϕ. La
fo´rmula X˜ se representa dejando el visor de la ma´quina vacio, mientras que X es el conjunto
de acciones que esta´n permitidas por el entorno / observador, i.e., aquellas cuyos botones
son “libres”de ser pulsados y cuyas luces asociadas a las acciones de X esta´n encendidas
mientras la ma´quina esta´ en estado de espera. As´ı mismo, 0 representa que el visor de la
ma´quina esta´ vac´ıo, y > representa el hecho de que el observador termina sus observaciones,
mientras que todas las acciones se permiten (en la ausencia de botones).
Las interacciones con dichos mecanismos se pueden visualizar utilizando un lenguaje
matema´tico ma´s preciso por medio de distintos lenguajes lo´gicos, ma´s o menos ad-hoc, que
pasamos a exponer a continuacio´n como punto de partida para su posterior unificacio´n uti-
lizando una metodolog´ıa lo ma´s sistema´tica posible. As´ı pues podemos pasar a estudiar la
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caracterizacio´n de las distintas sema´nticas presentadas por R.J. van Glabbeek, siguiendo
esencialmente el orden de refinamiento entre sema´nticas, partiendo de la ma´s de´bil y termi-
nando con la ma´s fuerte.
DEFINICIO´N 2.1.1. El conjunto LT de fo´rmulas de trazas sobre Act se define recursivamente
por medio de las reglas
> ∈ LT
ϕ ∈ LT , a ∈ Act⇒ aϕ ∈ LT
2
DEFINICIO´N 2.1.2. El conjunto LCT de fo´rmulas de trazas completas sobre Act se define
recursivamente por medio de las reglas
> ∈ LCT
0 ∈ LCT
ϕ ∈ LCT , a ∈ Act⇒ aϕ ∈ LCT
2
DEFINICIO´N 2.1.3. El conjunto LF de fo´rmulas de fallos sobre Act se define recursivamente
por medio de las reglas
> ∈ LF
X ⊆ Act⇒ X˜ ∈ LF
ϕ ∈ LF , a ∈ Act⇒ aϕ ∈ LF
2
DEFINICIO´N 2.1.4. El conjunto LFT de fo´rmulas de trazas de fallos sobre Act se define
recursivamente por medio de las reglas
> ∈ LFT
ϕ ∈ LFT , X ⊆ Act⇒ X˜ϕ ∈ LFT
ϕ ∈ LFT , a ∈ Act⇒ aϕ ∈ LFT
2
DEFINICIO´N 2.1.5. El conjunto LR de fo´rmulas de aceptaciones sobre Act se define recur-
sivamente por medio de las reglas
> ∈ LR
X ⊆ Act⇒ X ∈ LR
ϕ ∈ LR, a ∈ Act⇒ aϕ ∈ LR
2
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DEFINICIO´N 2.1.6. El conjunto LRT de fo´rmulas de trazas aceptaciones sobre Act se define
recursivamente por medio de las reglas
> ∈ LRT
ϕ ∈ LRT , X ⊆ Act⇒ Xϕ ∈ LRT
ϕ ∈ LRT , a ∈ Act⇒ aϕ ∈ LRT
2
DEFINICIO´N 2.1.7. El conjunto LPF de fo´rmulas de posibles futuros sobre Act se define
recursivamente por medio de las reglas
ϕi, ϕj ∈ LT ∀i ∈ I,∀j ∈ J ⇒
∧
i∈I ϕi ∧
∧
j∈J ¬ϕj ∈ LPF
ϕ ∈ LPF , a ∈ Act⇒ aϕ ∈ LPF
2
DEFINICIO´N 2.1.8. El conjunto LS de fo´rmulas de simulacio´n sobre Act se define recursi-
vamente por medio de las reglas
I cjto, ϕi ∈ LS ∀i ∈ I ⇒
∧
i∈I ϕi ∈ LS
ϕ ∈ LS, a ∈ Act⇒ aϕ ∈ LS
2
DEFINICIO´N 2.1.9. El conjunto LCS de fo´rmulas de simulacio´n completa sobre Act se define
recursivamente por medio de las reglas
0 ∈ LCS
I cjto, ϕi ∈ LCS ∀i ∈ I ⇒
∧
i∈I ϕi ∈ LCS
ϕ ∈ LCS, a ∈ Act⇒ aϕ ∈ LCS
2
DEFINICIO´N 2.1.10. El conjunto LRS de fo´rmulas de simulacio´n de aceptaciones sobre Act
se define recursivamente por medio de las reglas
X ⊆ Act⇒ X ∈ LRS
I cjto, ϕi ∈ LRS ∀i ∈ I ⇒
∧
i∈I ϕi ∈ LRS
ϕ ∈ LRS, a ∈ Act⇒ aϕ ∈ LRS
2
DEFINICIO´N 2.1.11. El conjunto L2S de fo´rmulas de simulacio´n 2-anidada sobre Act se
define recursivamente por medio de las reglas
ϕ ∈ LS ⇒ ¬ϕ ∈ L2S
I cjto, ϕi ∈ L2S ∀i ∈ I ⇒
∧
i∈I ϕi ∈ L2S
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ϕ ∈ L2S, a ∈ Act⇒ aϕ ∈ L2S
2
DEFINICIO´N 2.1.12. El conjunto LPW de fo´rmulas de posibles mundos sobre Act se define
recursivamente por medio de las reglas
X ⊆ Act⇒ X ∈ LPW
X ⊆ Act, ϕa ∈ LPW ∀a ∈ X ⇒
∧
a∈X aϕa ∈ LPW
2
DEFINICIO´N 2.1.13. El conjunto LB de fo´rmulas de bisimulacio´n sobre Act se define recur-
sivamente por medio de las reglas
ϕ ∈ LB ⇒ ¬ϕ ∈ LB
I cjto, ϕi ∈ LB ∀i ∈ I ⇒
∧
i∈I ϕi ∈ LB
ϕ ∈ LB, a ∈ Act⇒ aϕ ∈ LB
2
Todos estos lenguajes se pueden ver como un sublenguaje de LHM , la lo´gica de Hennessy-
Milner, definida en 1.1.4, considerando los constructores que no esta´n en LHM como deter-
minadas abreviaturas. De este modo tenemos una nueva versio´n azucarada de la lo´gica LHM ,
a la que hemos an˜adido las siguientes construcciones
> :=
∧
i∈∅
ϕi X˜ :=
∧
a∈X
¬a> X˜ϕ′ := X˜ ∧ ϕ′ 0 := A˜ct
ϕ1 ∧ ϕ2 :=
∧
i∈{1,2}
ϕi X :=
∧
a∈X
a> ∧
∧
a6∈X
¬a> Xϕ′ := X ∧ ϕ′ a˜ := ¬a>
En particular LB es simplemente una nueva formulacio´n de dicho lenguaje si utilizamos
el criterio habitual de que la conjuncio´n vac´ıa es equivalente a >. Para ser precisos, las
dos definiciones que hemos dado so´lo son estrictamente equivalentes, si imponemos a los
conjuntos de ı´ndices i que aparecen en la definicio´n 2.1.13 la condicio´n de ser finitos. Co-
mo comentaremos un poco ma´s adelante, la lo´gica que so´lo admite conjunciones finitas y
la que admite conjunciones infinitas, no son completamente equivalentes, si bien difieren
mı´nimamente.
Tras diluir el azu´car sinta´ctico indicado ma´s arriba, se deriva inmediatamente la definicio´n
de la sema´ntica de cada una de las lo´gicas LO tomando p |=O ϕ⇔ p |= ϕ
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DEFINICIO´N 2.1.14. Cada lenguaje LO define un preorden vO mediante
p vO q ⇔ ∀ϕ ∈ LO(p |= ϕ⇒ q |= ϕ)
y denotamos su nu´cleo por ≡O.
2
TEOREMA 2.1.15. Todas las lo´gicas presentadas anteriormente, son sema´nticamente cerra-
das bajo disyuncio´n, i.e., si definimos L∨X con X ∈ {T,CT, F, FT,R,RT, PF, S, CS,RS, 2S,
PW,B}, an˜adiendo a las cla´usulas que definen cada LX , la cla´usula
σi ∈ L∨X ∀i ∈ I ⇒
∨
i∈I
σi ∈ L∨X
y cambiando en todas las dema´s cla´usulas cada aparicio´n de LX por L∨X .
Demostracio´n
Para el caso de la bisimulacio´n tenemos que el an˜adir el operador de disyuncio´n no modifica
la definicio´n lo´gica, ya que como hemos visto es equivalente a la lo´gica de Hennessy Milner,
y para ella, por aplicacio´n de las leyes de Morgan, es posible obtener el ∨ como combinacio´n
de ¬ y ∧.
Para el resto de los casos, tenemos que el operador ∨ filtrara´ con respecto al operador ∧
(por la distributividad) y al operador prefijo, dado que
∨
aϕi = a
∨
ϕi. No filtrar´ıa respecto
a la negacio´n, pero esto no importa, ya que dicho operador no aparece nunca aplicado sobre
subfo´rmulas ϕ′ pertenecientes al correspondiente lenguaje L∨X . En consecuencia, cada fo´rmula
ϕ ∈ L∨X ser´ıa equivalente a una disyuncio´n de fo´rmulas del correspondiente lenguaje LX , con
lo que la equivalencia sema´ntica inducida por ambas familias ser´ıa trivialmente equivalente.
c.q.d.
Observemos sin embargo, que para el caso del operador ∧ no se tiene la posibilidad de
filtrarlo con respecto al prefijo, y es por ello que se tiene, como veremos ma´s adelante, la
diferencia entre las sema´nticas lineales (en las que no se permite una aparicio´n arbitraria de
la conjuncio´n) y las sema´nticas ramificadas (en las que la conjuncio´n se puede tomar de forma
arbitraria). Aprovechamos la ocasio´n para comentar el hecho de que la negacio´n so´lo aparezca
aplicada a subfo´rmulas del correspondiente conjunto LX . En el caso X = B se corresponde
con el hecho de que cada una de las lo´gicas LX con X 6= B define un orden estricto que no es
una relacio´n de equivalencia, mientras que el definido por LB lo es trivialmente al ser dicho
conjunto cerrado bajo negacio´n.
Hennessy y Milner demostraron en [[HM80], [HM85]] que LB caracteriza la relacio´n de
bisimilitud.
PROPOSICIO´N 2.1.16. p↔q ⇔ p ≡B q
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NOTA: Es en la demostracio´n de esta proposicio´n donde aparece la diferencia entre la lo´gica
de Hennessy-Milner definida admitiendo conjunciones infinitas y aquella que so´lo admite
conjunciones finitas. En concreto, la equivalencia dada por la proposicio´n so´lo se tiene para
procesos que puedan contener ramificacio´n local infinita si admiten fo´rmulas con conjunciones
infinitas. Sin embargo, si nos restringimos al conjunto de procesos sin ramificacio´n infinita,
la lo´gica finita restringida, ser´ıa suficiente para caracterizar la bisimulacio´n. Como quiera
que en el resto de este trabajo nos meteremos a discutir cuestiones en las que es vital la
admisio´n o no, de procesos con ramificacio´n infinita, permı´tasenos que en lo sucesivo sigamos
utilizando ı´ndices de cardinal potencialmente arbitrario, si bien para los procesos finitos, que
esencialmente consideraremos, ser´ıa suficiente con considerar la sublo´gica de fo´rmulas finitas
de LHM .
R.J. van Glabbeek en [vG01], demostro´ la correspondencia entre las dema´s sema´nticas
lo´gicas anteriores y las definiciones cla´sicas de las correspondientes sema´nticas del espectro.
PROPOSICIO´N 2.1.17. Para cada una de las sema´nticas lineales O ∈ {T,CT, F,R, FT,RT},
se tiene que
p vO q ⇔ O(p) ⊆ O(q)
donde O(p) define extensionalmente las correspondientes observaciones lineales (trazas, fa-
llos, . . .), y por tanto se concluye
p ≡O q ⇔ O(p) = O(q)
Para las sema´nticas de simulacio´n O ∈ {S,CS,RS, 2S} se prueban directamente las
siguientes proposiciones.
PROPOSICIO´N 2.1.18. Para cualesquiera dos procesos, p y q, tenemos que (p vS q), si y
so´lo si existe una simulacio´n R con pRq. 
PROPOSICIO´N 2.1.19. Para cualesquiera dos procesos, p y q, tenemos que (p vCS q), sii
existe una simulacio´n completa R con pRq. 
PROPOSICIO´N 2.1.20. Para cualesquiera dos procesos, p y q, tenemos que (p vRS q), sii
existe una simulacio´n de aceptaciones R con pRq. 
PROPOSICIO´N 2.1.21. Para cualesquiera dos procesos, p y q, tenemos que (p v2S q), sii
existe una simulacio´n 2-anidada R con pRq.
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COROLARIO 2.1.22. Para cada una de las sema´nticas O ∈ {S,CS,RS, 2S} se tiene que
(p ≡O q), sii existen dos O-simulaciones R y S con pRq y qSp.
Como ya vimos en la seccio´n 1.1.1, se escribira´ O  N si la sema´ntica de O hace al
menos tantas identificaciones como la sema´ntica N , ma´s exactamente tendremos O  N ⇔
vO ⊇ vN . Claramente si LO es un sublenguaje de LN , se tiene que O  N . Esto produce el
siguiente teorema que es el centro del trabajo presentado en [vG01] y que se recoge a modo
resumen en la figura 1.2.
TEOREMA 2.1.23. T  CT  F  R  RT , T  F  FT  RT  PW  RS  2S 
B  U , R  PF  2S, T  S  CS  RS y CT  CS 
2.2. Unificacio´n observacional
Como se puede ver en [dFGP09a], la idea fundamental a la hora de comenzar el proceso
de unificacio´n de las sema´nticas, consiste en sintetizar el concepto general de simulacio´n
restringida, que se define a continuacio´n.
DEFINICIO´N 2.2.1. Dada una relacio´n N sobre procesos de BCCSP, una simulacio´n N -
restringida es una relacio´n SN tal que pSNq implica
Para toda a∈Act, si p a−→ p′ entonces existe q′, tal que q a−→ q′ y p′SNq′, y
pN q
Decimos que un proceso p es N -simulado por un proceso q, o que q N -simula p, y lo deno-
tamos por pvNSq, cuando existe una N-simulacio´n restringida tal que pSNq
2
Adema´s de las sema´nticas de simulacio´n que se estudiaron en [vG01], podemos englobar
en esta categor´ıa otras sema´nticas nuevas de simulacio´n, como es el caso de la simulacio´n de
trazas.
2.2.1. Observaciones generales ramificadas
Las sema´nticas de simulacio´n son sema´nticas ramificadas cuya caracterizacio´n vendra´ basa-
da en observaciones arborescentes con la capacidad de capturar simulta´neamente informa-
cio´n correspondiente a distintos co´mputos alternativos (y por tanto incompatibles entre s´ı)
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enlazados por los puntos en los que se puede hacer la eleccio´n entre ellos. Comenzaremos
definiendo el concepto de observacio´n local.
DEFINICIO´N 2.2.2. El conjunto LN de observaciones locales correspondiente a cada una
de las N-simulaciones restringidas en el spectrum, y el conjunto LN(p) de observaciones
asociadas a cada proceso p, se definen como sigue:
S: LU = {·}, LU(p) = ·.
CS: LC = Bool, LC(p) es true si P ≡ 0 y false en otro caso.
RS: LI = P(Act), LI(p) = I(p).
TS: LT = P(Act∗), LT (p) es T(p), el conjunto de trazas de p.
2S: LS = {‖p‖S/p ∈ BCCSP}, LS(p) = ‖p‖S.
NS: LS = {‖p‖(n−1)S/p ∈ BCCSP}, LS(p) = ‖p‖(n−1)S, donde ‖p‖kS representa la
clase de k-simulacio´n anidada de p.
2
A partir de las correspondientes observaciones locales definimos las observaciones gene-
rales ramificadas de un modo absolutamente uniforme:
DEFINICIO´N 2.2.3. 1. Una observacio´n general ramificada (abreviada bgo) correspondiente
a una restriccio´n N de un proceso, es un a´rbol finito no vac´ıo, cuyos arcos esta´n etiqueta-
dos con acciones en Act y cuyos nodos esta´n etiquetados con observaciones locales LN ; el
correspondiente conjunto BGON se define recursivamente por medio de:
〈l, ∅〉 ∈ BGON para l ∈ LN
〈l, {(ai, bgoi)|i ∈ 1..n}〉 ∈ BGON para todo n ∈ N, ai ∈ Act y bgoi ∈ BGON .
2. El conjunto BGON(p) de observaciones generales ramificadas de p correspondiente a la
restriccio´n N es
BGON(p) = {〈LN(p), S〉|S ⊆ {(a, bgo)|bgo ∈ BGON(p′), p a−→ p′}}.
3. Escribimos p ≤bN q si BGON(p) ⊆ BGON(q)
2
En el art´ıculo [dFGP09b] se observa que en los casos considerados en la definicio´n 2.2.2,
la funcio´n de observaciones locales LN , define una representacio´n de las relaciones de equi-
valencia N usadas para definir las relaciones de simulaciones restringidas, es decir, tenemos
que
LN(p) = LN(q)⇔ p N q.
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El hecho de que la sema´ntica observacional BGON(p) se puede definir de un modo composi-
cional simplifica la demostracio´n del teorema siguiente que nos facilita la unificacio´n de las
sema´nticas de las simulaciones.
TEOREMA 2.2.4. Para todo N ∈ {U,C, I, T, S} y cualesquiera dos procesos p y q, p vNS q
si y so´lo si p ≤bN q. 
2.2.2. Observaciones lineales
Las sema´nticas lineales no permiten observar simulta´neamente diversos co´mputos de un
proceso, en consecuencia es razonable esperar que su definicio´n pueda estar basada en la
consideracio´n de los casos degenerados de observaciones ramificadas, que se corresponden
con a´rboles lineales.
DEFINICIO´N 2.2.5. 1. El conjunto LGON de observaciones lineales (abreviado lgo) para
una observacio´n local LN es el subconjunto de BGON definido como:
〈l, ∅〉 ∈ LGON para l ∈ LN .
〈l, {(a, lgo)}〉 para cualquier a ∈ Act y lgo ∈ LGON .
2. El conjunto LGON(p) de observaciones generales lineales de un proceso p con respecto a
la observacio´n local LN es
LGON(p) = BGON(p)
⋂
LGON .
2
Utilizando, simplemente, la inclusio´n de conjuntos entre observaciones lineales respecto a
cada funcio´n de observacio´n local LN obtenemos la caracterizacio´n de cada sema´ntica lineal
que aparece “pegada” a cada sema´ntica de simulacio´n del spectrum.
DEFINICIO´N 2.2.6. Un proceso p es menor o igual que un proceso q con respecto a las ob-
servaciones lineales generadas por LN , y lo denotamos por p ≤lN q, si LGON(p) ⊆ LGON(q).
Denotaremos la correspondiente equivalencia por =lN .
2
As´ı en los casos ma´s representativos del espectro se tiene
(1)≤LU=vT ; (2)≤LC=vCT ; (3)≤LI =vRT
Adema´s gracias a las observaciones lineales y la inclusio´n de conjuntos, la caracterizacio´n
de las restantes sema´nticas de los diamantes que configuran el spectrum, se puede obtener
considerando los siguientes o´rdenes.
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DEFINICIO´N 2.2.7. Para ζ, ζ ′ ⊆ LGON , definimos los o´rdenes ≤lN , ≤l⊇N , ≤lfN , y ≤lf⊇N por:
ζ ≤lN ζ ′ ⇔ ζ ⊆ ζ ′.
ζ ≤l⊇N ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ ∀i ∈ 0..n Xi ⊇ Yi.
ζ ≤lfN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn = Yn.
ζ ≤lf⊇N ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn ⊇ Yn.
2
Para cada uno de estos o´rdenes se puede definir un cierre apropiado como se indica a
continuacio´n.
DEFINICIO´N 2.2.8. Para cada ζ ⊆ LGON , consideraremos los siguientes cierres:
ζ
⊇
= {X0a1X1 . . . Xn ∈ ζ | ∃ Y0a1Y1 . . . Yn ∈ ζ ′ ∀i ∈ 0..n Xi ⊇ Yi}
ζ
f
= {X0a1X1 . . . Xn ∈ ζ | ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn = Yn}
ζ
f⊇
= {X0a1X1 . . . Xn ∈ ζ | ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn ⊇ Yn}
2
PROPOSICIO´N 2.2.9. Para todo X ∈ {⊇, f, f ⊇}, ζ ≤lXN ζ ′ si y so´lo si ζ
X ⊆ ζ ′X . 
En [dFGP09b] quedo´ probado que cada sema´ntica del spectrum esta´ caracterizada por los
correspondientes o´rdenes ≤lXN . Sin embargo, en los casos particulares en que N = U o N = C
se tiene, respectivamente, que ≤lU=≤l⊇U =≤lfU =≤lf⊇U =vT y que ≤lC=≤l⊇C =≤lfC=≤lf⊇C =vCT y
como consecuencia en estos casos en el spectrum aparece una u´nica sema´ntica caracterizable
por medio de observaciones lineales.
2.2.3. Observaciones deterministas
En la versio´n cla´sica de la clasificacio´n de las sema´nticas realizada en [vG01] aparec´ıa una
sema´ntica ma´s que au´n no ha quedado recogida en este repaso del proceso de unificacio´n: la
sema´ntica de posibles mundos. La forma adecuada de englobarla dentro de esta presentacio´n
uniforme basada en observaciones, consiste en estudiar las observaciones lineales determinis-
tas, que se definen formalmente a continuacio´n:
DEFINICIO´N 2.2.10. 1. Decimos que un bgo es determinista si para cada nodo, su conjunto
de hijos {(ai, bgoi)} satisface ai 6= aj siempre que i 6= j. Denotamos con dBGON el conjunto
de observaciones deterministas en BGON .
2. El conjunto de observaciones ramificadas deterministas (abreviado dbgo) de un proceso p
es dBGON(p) = BGON(p)
⋂
dBGON .
3. Escribimos p ≤dbN q si dBGON(p) ⊆ dBGON(q).
2
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TEOREMA 2.2.11. Para todo proceso p1, p2 ∈ BCCSP , p1 vPW p2 si y so´lo si p1 ≤dbI p2. 
Es claro que los correspondientes o´rdenes verifican que ≤bN⊆≤dbN⊆≤lN , por lo que esta
sema´ntica se debe colocar entre las observaciones ramificadas definidas en 2.2.1 y las obser-
vaciones lineales definidas en 2.2.2, coincidiendo con la situacio´n de la sema´ntica de posibles
mundos entre las sema´nticas de simulacio´n de aceptaciones y la de trazas de aceptaciones,
que se da en la versio´n cla´sica [vG01].
A pesar de que las sema´nticas que se pueden definir de este modo son bastante extran˜as,
y es por ello muy probablemente que no se hayan considerado previamente, se puede carac-
terizar para cualquier restriccio´n N la correspondiente observacio´n ramificada determinista
dBGON , extendiendo as´ı el spectrum, para tener en cada “piso”la situacio´n que se muestra
en la figura 2.1.
≤bN ≤dbN ≤lN
≤l⊇N
≤lfN
≤lf⊇N- - 
*
HHj *
HHj
Figura 2.1: Piso ba´sico en el nuevo spectrum
2.3. Unificacio´n axioma´tica
Adema´s de la unificacio´n de las sema´nticas observacionales recogidas [vG01], se realizo´ la
de sus caracterizaciones axioma´ticas en [dFGP09a].
En dicho art´ıculo se recuerda que la bisimulacio´n puede ser axiomatizada por los siguien-
tes axiomas
(B1) x+ y ' y + x (B3) x+ x ' x
(B2) (x+ y) + z ' x+ (y + z) (B4) x+ 0 ' x
Estos axiomas establecen que el operador de eleccio´n es conmutativo, asociativo e idem-
potente, tomando como elemento identidad el proceso que no realiza ninguna accio´n. Por
u´ltimo hay que recordar la definicio´n de behaviour preorder que aparece en 1.1.6 y se utiliza
para comparar procesos como se ve en la definicio´n 1.1.8.
2.3.1. Una nueva axiomatizacio´n de las sema´nticas
Como ya se ha visto en la clasificacio´n observacional la parte dina´mica de las sema´nticas
esta´ gobernada por las simulaciones y el concepto de simulacio´n restringida que aparecio´ en
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2.2.1. En [dFGP09a] aparece la siguiente proposicio´n, que caracteriza las simulaciones res-
tringidas en base a sus axiomas.
PROPOSICIO´N 2.3.1. Para cualquier N behaviour preorder, la N-simulacio´n restringida se
puede definir axioma´ticamente mediante el axioma condicional (NS) N(x, y) ⇒ x  x + y
y los axiomas (B1)-(B4) de la bisimulacio´n presentados en 2.3 
De este modo ya tenemos caracterizadas todas las sema´nticas de simulacio´n mediante
axiomas (cubriendo por tanto el caso correspondiente a las observaciones ramificadas), pero
¿que´ ocurre con el resto de sema´nticas del spectrum? En [dFGP09a] se prueba que se pueden
axiomatizar mediante el siguiente axioma u´nico, que tiene una condicio´n parametrizada
(ND) M(x, y, z)⇒ ax+ a(y + w) + a(x+ y)  ax+ a(y + w).
En concreto, se prueba que las sema´nticas de cada diamante se pueden caracterizar utilizando
las siguientes instancias de la condicio´n M, donde N ∈ {U,C, I, T, S}
(N -NDF ) MF (x, y, w)⇔ true
(N -NDR) MR(x, y, w)⇔ N(x) ⊇ N(y)
(N -NDFT ) MFT (x, y, w)⇔ N(w) ⊆ N(y)
(N -NDRT ) MRT (x, y, w)⇔ N(x) = N(y) y N(w) ⊆ N(y)
La notacio´n presentada aqu´ı es general, dependiendo de la restriccio´n N ∈ {U,C, I, T, S}
que se considere. Los sub´ındices y super´ındices hacen referencia a la posicio´n en la que ir´ıa
colocada la sema´ntica en el spectrum, F si va encima de la sema´ntica de fallos, RT si va
encima de la sema´ntica de trazas de aceptaciones . . .
PROPOSICIO´N 2.3.2. Las sema´nticas basadas en observaciones lineales se pueden axioma-
tizar por medio de los axiomas {(B1)− (B4), (NS), (N -NDX)} donde X ∈ {F,R, FT,RT},
y N ∈ {U,C, I, T, S}. 
As´ı, para el caso en el que las cuatro posibles sema´nticas colapsaban a una sola (caso de
sema´nticas de trazas y de trazas completas) tendr´ıan cuatro formas simbo´licas equivalentes
de definirlas que corresponden a las cuatro opciones que tenemos para el axioma (N -NDX);
si bien, en el caso de las trazas, son todas trivialmente equivalentes pues la condicio´n corres-
pondiente a las simulaciones ordinarias que la gobiernan es la condicio´n trivial true.
Cap´ıtulo 3
Sema´nticas lo´gicas unificadas
Siguiendo los pasos de los autores de [dFGP09b], abordamos de nuevo la unificacio´n de
las sema´nticas del ltbt-spectrum cla´sicas utilizando en este caso su caracterizacio´n lo´gica.
Para ello buscaremos una definicio´n uniforme de dichas caracterizaciones lo´gicas, que nos
permita establecer de nuevo las relaciones de una manera sencilla. Como dijimos R.J. van
Glabbeek incluyo´ en su trabajo [vG01] caracterizaciones lo´gicas de las sema´nticas conocidas
hasta aquella fecha, sin embargo lo hizo buscando conjuntos lo ma´s pequen˜os posibles. Por
el contrario, la idea principal de nuestra caracterizacio´n uniforme, es encontrar conjuntos de
fo´rmulas lo´gicas, si no los ma´s grandes, s´ı suficientemente grandes, de modo que tengamos
una visio´n global de las sema´nticas, que muestre a las claras la estructura del nuevo spectrum
que aparece en la figura 1.3. Es por ello que las fo´rmulas lo´gicas aqu´ı presentadas difieren
en parte de las presentadas en la primera seccio´n del cap´ıtulo 2; sin embargo, segu´n se
comprobara´, a lo largo del cap´ıtulo, se trata por supuesto de lo´gicas equivalentes, que tienen
ahora una clara relacio´n entre ellas, y que permiten visualizar las relaciones existentes en-
tre las distintas sema´nticas de una forma sencilla y elegante. Recordando la clasificacio´n
presentada en [dFGP09b], podemos dividir el nuevo spectrum en cuatro partes, como se
indica en dicho art´ıculo:
Sema´ntica de bisimulacio´n, que esta´ caracterizada por la lo´gica de Hennessy-Milner
como se muestra en [HM80] y [HM85] y por tanto aparece englobando a todas las
sema´nticas secuenciales o de entremezcla conocidas. Obse´rvese que esta lo´gica es cerra-
da bajo la negacio´n (¬), y por tanto, el preorden que define es una equivalencia (la
de bisimulacio´n). El resto de sema´nticas esta´n definidas por preordenes no triviales, es
decir, no son equivalencias, lo cual se refleja por el hecho de que las caracterizaciones
lo´gicas que encontramos no son cerradas bajo la negacio´n.
Sema´nticas de simulacio´n (simulacio´n, simulacio´n completa, simulacio´n de acepta-
ciones, . . . ), caracterizadas por la ramificacio´n, que vendra´ reflejada por la presencia
no restringida en las fo´rmulas lo´gicas del operador
∧
.
Sema´nticas lineales (trazas, fallos, aceptaciones, . . . ), caracterizadas por ser un caso
degenerado de las ramificaciones, que obtendremos restringiendo casi por completo el
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operador
∧
, y con usos au´n ma´s restringidos de la negacio´n (¬).
Sema´nticas ramificadas deterministas, que corresponden a una clase intermedia entre
las sema´nticas ramificadas y lineales, donde el determinismo aparecera´ al limitar el uso
del operador
∧
en combinacio´n con el operador prefijo. La u´nica sema´ntica con nombre
propio en este grupo, es la sema´ntica de posibles mundos (PW).
A lo largo de las sucesivas secciones presentaremos las nuevas lo´gicas que caracterizan
de forma unificada las distintas sema´nticas. Siguiendo el mismo proceso que el utilizado en
[dFGP09b] y [dFGP09a], comenzaremos estudiando los casos particulares de las sema´nticas
cla´sicas ma´s conocidas, es decir, aquellas que esta´n en el piso de la simulacio´n de aceptaciones.
A continuacio´n, presentaremos las lo´gicas unificadas correspondientes al resto de sema´nti-
cas. En cada caso, probaremos en primer lugar la equivalencia entre cada una de nuestras
lo´gicas y la correspondiente definida por R.J. van Glabbeek. Obviamente como consecuencia
de estas equivalencias, concluir´ıamos inmediatamente, que las lo´gicas unificadas caracterizan
todas y cada una de las sema´nticas del spectrum. Sin embargo, para llegar a este resultado
necesitamos apoyarnos en los resultados previamente probados por van Glabbeek, en cuyas
demostraciones se utilizaron razonamientos diversos para cada una de las sema´nticas. Una
de las principales ventajas que perseguimos con nuestra unificacio´n es precisamente la posi-
bilidad de realizar demostraciones gene´ricas, que permitan probar propiedades de diversas
sema´nticas de una sola vez. Al efecto, probaremos de forma directa la equivalencia entre
cada una de nuestras sema´nticas lo´gicas y las correspondientes sema´nticas observacionales
de [dFGP09b] para cada una de las sema´nticas del nuevo spectrum (figura 1.3).
3.1. Nueva caracterizacio´n lo´gica de las sema´nticas ma´s
populares
Recordamos en la figura 3.1 las sema´nticas que son “ma´s populares” por su “sencillez”,
que como se hizo tambie´n en [dFGP09a], son aquellas con las que comenzaremos a trabajar.
Por el momento dejaremos de lado la sema´ntica ramificada determinista (que corresponde
a la de posibles mundos), ya que su definicio´n, algo ma´s compleja, da lugar tambie´n a una
caracterizacio´n lo´gica ma´s complicada, que preferimos postergar hasta la seccio´n 3.2.3.
RS PW RT
FT
R
F- - *HHj *
HHj
Figura 3.1: Sema´nticas ma´s populares
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De este modo, comenzaremos con la caracterizacio´n de la sema´ntica de simulacio´n de
aceptaciones, cuya definicio´n se presenta a continuacio´n respetando la idea principal, que ya
se ha comentado en la introduccio´n de este cap´ıtulo, de capturar la ramificacio´n por medio
del operador
∧
.
DEFINICIO´N 3.1.1 (Sema´ntica de simulacio´n de aceptaciones (RS)). Definimos el
conjunto de fo´rmulas lo´gicas de simulacio´n de aceptaciones mediante
σ ∈ LI ⇒ σ ∈ L′RS
σ ∈ LI ⇒ ¬σ ∈ L′RS
I cjto, ϕi ∈ L′RS ∀i ∈ I ⇒
∧
i∈I ϕi ∈ L′RS
ϕ ∈ L′RS, a ∈ Act⇒ aϕ ∈ L′RS
donde LI = {a>/a ∈ Act} 2
PROPOSICIO´N 3.1.2. L′RS ⊆ LB
Demostracio´n
Trivial, pues nos hemos limitado a usar parte de los operadores que aparecen en LB, com-
bina´ndolos de alguna de las formas permitidas all´ı.
c.q.d.
Tanto aqu´ı como en las distintas lo´gicas que presentaremos a continuacio´n, hemos preferi-
do evitar la introduccio´n de nuevos operadores por mucho que posteriormente se pudiera
indicar que se trata de azu´car sinta´ctico, como suced´ıa en las lo´gicas de [vG01]. Como con-
secuencia, no sera´ necesario introducir nuevas definiciones de la nocio´n de satisfaccio´n de
fo´rmulas, y tendremos de forma automa´tica que las sema´nticas lo´gicas obtenidas son menos
finas que la sema´ntica de bisimulacio´n.
PROPOSICIO´N 3.1.3. L′RS ⊇ LRS. Adema´s se cumple que LRS  L′RS
Demostracio´n
Para probar que L′RS ⊇ LRS, basta ver que cada X ⊆ Act definido por
∧
a∈X a>∧
∧
b/∈X ¬b>
pertenece a L′RS, lo que es fa´cil de comprobar porque tanto las fo´rmulas a>, como ¬b>, se
encuentran en el conjunto L′RS, y la combinacio´n de fo´rmulas del conjunto con el operador
∧ tambie´n esta´ en el conjunto L′RS, luego se tiene probado que X ∈ L′RS.
Para el caso de LRS  L′RS basta con observar que la fo´rmula ¬b> se encuentra en el con-
junto lo´gico L′RS, sin ma´s que considerar la segunda cla´usula, y sin embargo, no pertenece
al conjunto LRS.
c.q.d.
Uno de los objetivos de nuestra unificacio´n es obtener caracterizaciones lo´gicas lo ma´s
amplias posibles, con el doble objetivo de contar con un repertorio de fo´rmulas lo ma´s
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expresivo posible (en el sentido de que por medio de una u´nica fo´rmula podamos definir
propiedades lo ma´s generales posibles) y evitando la utilizacio´n de sublenguajes complejos
ad-hoc, como el usado por van Glabbeek para definir las fo´rmulas de aceptaciones X con
X ⊆ Act. Al respecto, obse´rvese que nosotros no obtenemos directamente que X ∈ L′RS por
aplicacio´n de una u´nica fo´rmula, sino combinando nuestras fo´rmulas “ato´micas” a> y ¬b>,
que definen propiedades “de primer orden” a ∈ X y b /∈ X respectivamente, donde accedemos
a la informacio´n conjuntista a partir de informacio´n puntual basada en los elementos a ∈ Act.
Por otra parte, necesitamos utilizar expl´ıcitamente las subfo´rmulas negadas ya que ¬ no es
un conectivo ba´sico en la definicio´n de LRS.
PROPOSICIO´N 3.1.4. LRS ∼ L′RS
Demostracio´n
Basta tener en cuenta que cada fo´rmula de LI y sus negaciones (¬LI) se pueden escribir como
la disyuncio´n de las fo´rmulas X correspondientes a estados “compatibles” con la informacio´n
positiva o negativa de la fo´rmula en cuestio´n, es decir,
a> ∼
∨
a∈X
X ¬a> ∼
∨
a/∈X
X
As´ı pues aplicando el teorema 2.1.15, obtenemos que la disyuncio´n “flota” y por tanto
la nueva lo´gica definida L∨RS no nos hace ganar poder expresivo, por lo que se tiene que
L′RS ∼ L∨RS ∼ LRS como quer´ıamos demostrar.
c.q.d.
TEOREMA 3.1.5. La sema´ntica lo´gica v′RS inducida por la lo´gica L′RS, es equivalente a
la sema´ntica observacional ramificada, definida por las observaciones generales ramificadas
correspondientes al conjunto LI de observaciones locales: BGOI .
Demostracio´n
Hemos visto que nuestras fo´rmulas son equivalentes a las de R.J. van Glabbeek, L′RS ∼ LRS.
Es fa´cil ver que eliminadas las fo´rmulas insatisfactibles, que nos indican que simulta´neamente
se hacen dos ofertas diferentes o que se ejecuta una accio´n partiendo de un estado en el que
dicha accio´n no esta´ ofrecida, las restantes fo´rmulas de L′RS admiten una forma normal del
lenguaje LnRS, que podemos definir como sigue:
X ⊆ Act, {ai/i ∈ I} ⊆ X, ϕi ∈ LnRS ⇒ (
∧
b∈X b> ∧
∧
b/∈X ¬b>) ∧
∧
i∈I aiϕi ∈ LnRS
{ai/i ∈ I} ⊆ Act, ϕi ∈ LnRS ⇒
∧
i∈I aiϕi ∈ LnRS
Dentro de dicho conjunto, consideraremos el subconjunto de fo´rmulas LncRS que son las que
se pueden generar utilizando exclusivamente la primera cla´usula de la definicio´n anterior.
Resulta obvia la isomorf´ıa entre este nuevo conjunto de fo´rmulas LncRS y el de observaciones
ramificadas generales BGOI , y resulta rutinario probar que para cada fo´rmula ϕ ∈ LncRS, si
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llamamos bgoϕ a la observacio´n correspondiente a ϕ, tenemos que ϕ |= p⇔ bgoϕ ∈ BGOI(p),
de donde se sigue inmediatamente que LncRS caracteriza la sema´ntica de simulacio´n de ofertas
definida v´ıa BGOI .
Para concluir la demostracio´n basta demostrar que LnRS y LncRS son equivalentes. Al efecto,
basta observar que cada vez que utilizamos la segunda cla´usula de la definicio´n de LnRS, es-
tamos obviando la posibilidad de precisar el estado X en el que nos encontramos, ello quiere
decir que dicho estado podr´ıa ser cualquiera verificando que {ai/i ∈ I} ⊆ X para el cor-
respondiente conjunto {ai/i ∈ I}. Por tanto ahora podr´ıamos completar la correspondiente
fo´rmula
∧
i∈I aiϕi an˜adiendo la disyuncio´n
∨
{ai/i∈I}⊆X(
∧
b∈X b> ∧
∧
b/∈X ¬b>). Basta ahora
hacer flotar todas las disyunciones para obtener una disyuncio´n de fo´rmulas de LnRS, con lo
que termina la demostracio´n.
c.q.d.
A continuacio´n pasaremos a estudiar las sema´nticas lineales en el piso de la simulacio´n
de aceptaciones, que son, como se puede observar en la figura 3.1, las trazas de aceptaciones,
las trazas de fallos, las aceptaciones y los fallos. Como ya hemos visto en la introduccio´n
de este cap´ıtulo, estas sema´nticas son casos degenerados de las sema´nticas lineales, y se ob-
tendra´n modificando ligeramente las fo´rmulas que se pueden generar con el operador
∧
de
las sema´nticas ramificadas. As´ı mismo, veremos que la sema´ntica definida en cada uno de
estos conjuntos de fo´rmulas lo´gicas es equivalente a la correspondiente sema´ntica observa-
cional definida en el apartado 2.2.2,todas ellas correspondientes al conjunto de observaciones
lineales locales LGOI .
Recordemos que segu´n el lugar en el que nos encontremos dentro del diamante de sema´nti-
cas lineales, tendremos que ordenar las observaciones lineales en LGOI con los o´rdenes ≤lI ,
≤l⊇I , ≤lfI , y ≤lf⊇I .
DEFINICIO´N 3.1.6 (Sema´ntica de trazas de aceptaciones (RT)). Definimos el conjunto
de fo´rmulas lo´gicas de trazas de aceptaciones mediante
> ∈ L′RT
ϕ ∈ L′RT , X1 ⊆ L′I X2 ⊆ L′I ⇒ (
∧
a∈X1 a> ∧
∧
b∈X2 ¬b>) ∧ ϕ ∈ L′RT
ϕ ∈ L′RT , a ∈ Act⇒ aϕ ∈ L′RT
2
PROPOSICIO´N 3.1.7. L′RT ⊇ LRT . Adema´s se cumple que LRT  L′RT
Demostracio´n
Para probar que L′RT ⊇ LRT , de forma ana´loga a lo visto para L′RS, basta ver que para
cada X ⊆ Act la fo´rmula (∧a∈X a>∧∧b/∈X ¬b>)ϕ para ϕ ∈ LRT pertenece a L′RS. Al efecto
basta observar que la condicio´n b /∈ X es equivalente a b ∈ X, por lo que tomando X1 = X
y X2 = X tenemos que la fo´rmula en cuestio´n pertenece a L′RT .
Para ver que LRT  L′RT basta con observar que la fo´rmula (¬b>) ∧ ϕ se encuentra en el
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conjunto lo´gico L′RT , tomando el primer conjunto X1 = ∅ y X2 = {b}, y sin embargo, no
pertence al conjunto LRS.
c.q.d.
PROPOSICIO´N 3.1.8. LRT ∼ L′RT
Demostracio´n
De forma ana´loga a como hicimos para el caso de la sema´ntica de simulacio´n de aceptaciones,
observemos de nuevo, que van Glabbeek permit´ıa so´lo fo´rmulas que podr´ıamos llamar “nor-
males” respecto de las nuestras, que tras cada accio´n y al principio del proceso informaban
sobre el valor de I (caso de aplicar la segunda cla´usula de la definicio´n de LRT vista), o bien
no dec´ıan nada (caso de aplicar la tercera cla´usula de la definicio´n LRT de forma consecutiva).
Por el contrario nuestras fo´rmulas ma´s generales del tipo (
∧
a∈X1 a>∧
∧
b∈X2 ¬b>)∧ϕ, donde
ϕ ∈ L′RT , pueden aportar informacio´n parcial al respecto tanto positiva, a ∈ X1 ⊆ I(p′),
siendo p′ el correspondiente estado del proceso a evaluar, como negativa, a ∈ X2 ⊆ I(p′).
En el caso en que X1
⋂
X2 6= ∅ tenemos que la fo´rmula es insatisfactible. En caso contrario,
tenemos la informacio´n parcial de que nos encontramos en un estado X arbitrario, que ve-
rifique que X1 ⊆ X ⊆ X2 con el que de nuevo podemos sustituir la correspondiente fo´rmula
por una disyuncio´n de fo´rmulas de LRT .
Para concluir basta entonces aplicar el teorema 2.1.15.
c.q.d.
TEOREMA 3.1.9. La sema´ntica lo´gica v′RT inducida por la lo´gica L′RT , es equivalente a la
sema´ntica observacional lineal, definida por las observaciones generales lineales correspon-
dientes al conjunto LI de observaciones locales: LGOI ; en el que trabajamos con el orden
≤lI , definido por ζ ≤lI ζ ′ ⇔ ζ ⊆ ζ ′ ∀ ζ, ζ ′ ⊆ LGOI .
Demostracio´n
Hemos visto que nuestras fo´rmulas son equivalentes a las de R.J. van Glabbeek, L′RT ∼ LRT .
Es fa´cil ver que eliminadas las fo´rmulas insatisfactibles, que nos indican que simulta´neamente
se hacen dos ofertas diferentes o que se ejecuta una accio´n partiendo de un estado en el que
dicha accio´n no esta´ ofrecida, las restantes fo´rmulas de LRT admiten una forma normal del
lenguaje LnRT , que podemos definir como sigue:
X ⊆ Act, ϕ ∈ LnRT ⇒ (
∧
b∈X b> ∧
∧
b/∈X ¬b>) ∧ ϕ ∈ LnRT
{ai/i ∈ I} ⊆ Act, ϕi ∈ LnRT ⇒
∧
i∈I aiϕi ∈ LnRT
De manera ana´loga a como se hizo en el caso de la simulacio´n de aceptaciones, definiremos
el correspondiente lenguaje de fo´rmulas completas LncRT . Observamos ahora que en este caso,
las fo´rmulas de LRT , que se obtuvieron en la demostracio´n del teorema anterior al reducir
L′RT a LRT , son directamente completas, ya que en vista de la definicio´n de L′RT se tiene
que todas las subfo´rmulas deben llevar una informacio´n parcial de estado asociada, que en
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el peor de los casos ser´ıa simplemente vac´ıa. Al traducir cada una de estas informaciones al
lenguaje LRT obtenemos disyunciones entre fo´rmulas completas. Resulta obvia la isomorf´ıa
entre este nuevo conjunto de fo´rmulas LncRT y el de observaciones lineales generales LGOI , y
resulta rutinario probar que para cada fo´rmula ϕ ∈ LncRT , si llamamos lgoϕ a la observacio´n
correspondiente a ϕ, tenemos que ϕ |= p ⇔ lgoϕ ∈ LGOI(p), de donde se sigue inmediata-
mente que LncRT caracteriza la sema´ntica de trazas de ofertas definida v´ıa LGOI .
c.q.d.
DEFINICIO´N 3.1.10 (Sema´ntica de trazas de fallos (FT)). Definimos el conjunto de
fo´rmulas lo´gicas de trazas de fallos mediante
> ∈ L′FT
ϕ ∈ L′FT , X1 ⊆ L′I ⇒ (
∧
a∈X1 ¬a>) ∧ ϕ ∈ L′FT
ϕ ∈ L′FT , a ∈ Act⇒ aϕ ∈ L′FT
2
PROPOSICIO´N 3.1.11. Para la sema´ntica de trazas de fallos se tiene la igualdad L′FT ≡ LFT .
Demostracio´n
Trivial, las definiciones de LFT y la de L′FT son ide´nticas, salvo por el hecho de que van
Glabbeek utiliza azu´car sinta´ctico en su notacio´n y nosotros hemos preferido evitar su uso.
c.q.d.
COROLARIO 3.1.12. LFT ∼ L′FT
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
TEOREMA 3.1.13. La sema´ntica lo´gica v′FT inducida por la lo´gica L′FT , es equivalente a
la sema´ntica observacional lineal, definida por las observaciones generales lineales correspon-
dientes al conjunto LI de observaciones locales: LGOI , en el que trabajamos con el orden
≤l⊇I , definido por ζ ≤l⊇I ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ ∀i ∈ {0 . . . n} Xi ⊇ Yi
∀ ζ, ζ ′ ⊆ LGOI .
Demostracio´n
⇒| Sean p y q tales que p v′FT q. Veamos que tambie´n se cumple p ≤l⊇I q.
Para toda observacio´n X0a1X1 . . . anXn ∈ LGOI(p), se tiene una traza de fallos del pro-
ceso p ∈ P, X0a1X1 . . . anXn. Si consideramos ahora las fo´rmulas ϕn =
∧
a∈X ¬a>; ϕi =
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∧
a∈Xi ¬a> ∧ ai+1ϕi con i ∈ 0 . . . n− 1, tenemos que p |= ϕ0 y por tanto q |= ϕ0, de manera
que X0a1X1 . . . anXn ser´ıa traza de fallos de q, por lo que ha de existir una observacio´n de
q Y0a1Y2 . . . anYn con Yi
⋂
Xi = ∅ ∀i = 0 . . . n ⇔ Xi ⊇ Yi ∀i = 0 . . . n, con lo que hemos
encontrado una observacio´n Y0a1Y2 . . . anYn ∈ LGOI(q) tal que Yi ⊆ Xi ∀i = 0 . . . n.
⇐| Supongamos ahora que ∀ X0a1X1 . . . anXn ∈ LGOI(p) ∃ Y0a1Y1 . . . anYn ∈ LGOI(q)
tal que Xi ⊇ Yi ∀i = 0 . . . n y veamos p |= ϕ⇒ q |= ϕ ∀ϕ ∈ L′FT .
Sea p |= ϕ, podemos tomar ϕ = ϕn, siendo las fo´rmulas ϕi las definidas por ϕ0 =
∧
a∈X02 ¬a>
ϕi+1 =
∧
a∈Xi+12 ¬a> ∧ an+1ϕn. Tenemos entonces que XnanXn−1 . . . a1X0 es una traza de
fallos de p, por lo que existira´ ZnanZn−1 . . . a1Z0 ∈ LGOI(p) con Zi
⋂
Xi = ∅, y por tan-
to YnanYn−1 . . . a1Y0 ∈ LGOI(q) con Yi ⊆ Zi, de modo que Yi
⋂
Xi = ∅ obtenie´ndose que
q |= ϕn.
c.q.d.
DEFINICIO´N 3.1.14 (Sema´ntica de aceptaciones(R)). Definimos el conjunto de fo´rmulas
lo´gicas de aceptaciones mediante
> ∈ L′R
X1 ⊆ L′I X2 ⊆ L′I ⇒ (
∧
a∈X1 a> ∧
∧
b∈X2 ¬b>) ∈ L′R
ϕ ∈ L′R, a ∈ Act⇒ aϕ ∈ L′R
2
PROPOSICIO´N 3.1.15. L′R ⊇ LR. Adema´s se cumple que LR  L′R
Demostracio´n
Para probar que L′R ⊇ LR, de forma ana´loga a lo visto para L′RS, basta ver que para cada
X ⊆ Act la fo´rmula (∧a∈X a> ∧∧b/∈X ¬b>) pertenece a L′R. Al efecto basta observar que
la condicio´n b /∈ X es equivalente a b ∈ X, por lo que tomando X1 = X y X2 = X tenemos
que la fo´rmula en cuestio´n pertenece a L′R.
Para ver que LR  L′R basta con observar que la fo´rmula (¬b>) se encuentra en el conjunto
lo´gico L′R, tomando el primer conjunto X1 = ∅ y X2 = {b}, y sin embargo, no pertenece al
conjunto LR.
c.q.d.
PROPOSICIO´N 3.1.16. LR ∼ L′R
Demostracio´n
De forma ana´loga a como hicimos para el caso de la sema´ntica de simulacio´n de aceptaciones,
observamos de nuevo, que van Glabbeek permit´ıa so´lo fo´rmulas que podr´ıamos llamar “nor-
males” respecto de las nuestras, que al final de la traza informaban sobre el valor de I (caso
de aplicar la segunda cla´usula de la definicio´n de LR vista), o bien no dec´ıan nada (caso
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de aplicar la tercera cla´usula de la definicio´n LR). Por el contrario nuestras fo´rmulas ma´s
generales del tipo (
∧
a∈X1 a> ∧
∧
b∈X2 ¬b>) pueden aportar informacio´n parcial al respecto
tanto positiva, a ∈ X1 ⊆ I(p′), siendo p′ el correspondiente estado del proceso a evaluar tras
la traza, como negativa, a ∈ X2 ⊆ I(p′).
En el caso en que X1
⋂
X2 6= ∅ tenemos que la fo´rmula es insatisfactible. En caso contrario,
tenemos la informacio´n parcial de que nos encontramos en un estado X arbitrario, que veri-
fique que X1 ⊆ X y que X ⊆ X2, con el que de nuevo podemos sustituir la correspondiente
fo´rmula por una disyuncio´n de fo´rmulas de LR.
Para concluir basta entonces aplicar el teorema 2.1.15.
c.q.d.
TEOREMA 3.1.17. La sema´ntica lo´gica v′R inducida por la lo´gica L′R, es equivalente a la
sema´ntica observacional lineal, definida por las observaciones generales lineales correspondi-
entes al conjunto LI de observaciones locales: LGOI , en el que trabajamos con el orden ≤lfI ,
definido por ζ ≤lfI ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn = Yn ∀ ζ, ζ ′ ⊆ LGOI .
Demostracio´n
En virtud de lo probado en la demostracio´n del teorema anterior, basta probar el resultado
considerando LncR en lugar de L′R.
⇒| Sean p y q tales que p v′R q. Veamos que tambie´n se cumple p ≤lfI q.
Para toda observacio´n X0a1X1 . . . anXn ∈ LGOI(p), se tiene una aceptacio´n del proce-
so p ∈ P, a1 . . . anXn. Si consideramos ahora las fo´rmulas ϕn =
∧
a∈X a> ∧
∧
a/∈X ¬a>;
ϕi+1 = ai+1ϕi con i ∈ 0 . . . n − 1, tenemos que p |= ϕ0 y por tanto q |= ϕ0, de manera que
a1 . . . anXn ser´ıa aceptacio´n de q, por lo que ha de existir una observacio´n de q Y0a1Y2 . . . anYn
con Yn = Xn, con lo que hemos encontrado una observacio´n Y0a1Y2 . . . anXn ∈ LGOI(q), co-
mo quer´ıamos probar.
⇐| Supongamos ahora que ∀ X0a1X1 . . . anXn ∈ LGOI(p) ∃ Y0a1Y1 . . . anYn ∈ LGOI(q)
tal que Xn = Yn y veamos p |= ϕ⇒ q |= ϕ ∀ϕ ∈ LncR .
Sea p |= ϕ, podemos tomar ϕ = ϕn, siendo las fo´rmulas ϕi las definidas por ϕ0 =
∧
a∈X0 a>∧∧
a/∈X0 ¬a> ϕi+1 = ai+1ϕi. Tenemos entonces que anan−1 . . . a1X0 es una aceptacio´n de p,
por lo que existira´ ZnanZn−1 . . . a1X0 ∈ LGOI(p), y por tanto YnanYn−1 . . . a1Y0 ∈ LGOI(q)
con Y0 = X0, de modo q |= ϕn.
c.q.d.
DEFINICIO´N 3.1.18 (Sema´ntica de fallos(F)). Definimos el conjunto de fo´rmulas lo´gicas
de fallos mediante
> ∈ L′F
X1 ⊆ L′I ⇒ (
∧
a∈X1 ¬a>) ∈ L′F
ϕ ∈ L′F , a ∈ Act⇒ aϕ ∈ L′F
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2
PROPOSICIO´N 3.1.19. Para la sema´ntica de fallos se tiene la igualdad L′F ≡ LF .
Demostracio´n
Trivial, las definiciones de LF y la de L′F son ide´nticas, salvo por el hecho de que van Glabbeek
utiliza azu´car sinta´ctico en su notacio´n y nosotros hemos preferido evitar su uso.
c.q.d.
COROLARIO 3.1.20. LF ∼ L′F
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
TEOREMA 3.1.21. La sema´ntica lo´gica v′F inducida por la lo´gica L′F , es equivalente a la
sema´ntica observacional lineal, definida por las observaciones generales lineales correspondi-
entes al conjunto LI de observaciones locales: LGOI , en el que trabajamos con el orden ≤lf⊇I ,
definido por ζ ≤lf⊇I ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn ⊇ Yn ∀ ζ, ζ ′ ⊆ LGOI .
Demostracio´n
⇒| Sean p y q tales que p v′F q. Veamos que tambie´n se cumple p ≤lf⊇I q.
Para toda observacio´n X0a1X1 . . . anXn ∈ LGOI(p), se tiene un fallo del proceso p ∈ P,
a1 . . . anXn. Si consideramos ahora las fo´rmulas ϕn =
∧
a∈X ¬a>; ϕi+1 = ai+1ϕi con i ∈
0 . . . n− 1, tenemos que p |= ϕ0 y por tanto q |= ϕ0, de manera que a1 . . . anXn ser´ıa fallo de
q, por lo que ha de existir una observacio´n de q Y0a1Y2 . . . anYn con Yn
⋂
Xn = ∅ ⇔ Xn ⊇ Yn,
con lo que hemos encontrado una observacio´n Y0a1Y2 . . . anYn ∈ LGON(q) tal que Yn ⊆ Xn.
⇐| Supongamos ahora que ∀ X0a1X1 . . . anXn ∈ LGOI(p) ∃ Y0a1Y1 . . . anYn ∈ LGOI(q)
tal que Xn ⊇ Yn y veamos p |= ϕ⇒ q |= ϕ ∀ϕ ∈ L′F .
Sea p |= ϕ, podemos tomar ϕ = ϕn, siendo las fo´rmulas ϕi las definidas por ϕ0 =
∧
a∈X0 ¬a>
ϕi+1 = an+1ϕi. Tenemos entonces que anan−1 . . . a1X0 es un fallo de p, por lo que existi-
ra´ ZnanZn−1 . . . a1Z0 ∈ LGOI(p) con Z0
⋂
X0 = ∅, y por tanto YnanYn−1 . . . a1Y0 ∈ LGOI(q)
con Yn ⊆ Zn, de modo que Yn
⋂
Xn = ∅ obtenie´ndose que q |= ϕn.
c.q.d.
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3.2. Caracterizacio´n lo´gica de las restantes sema´nticas
Pasamos ya a definir la forma general de las lo´gicas asociadas a cada una de las sema´nti-
cas del nuevo spectrum que aparece en la figura 1.3. Para encontrar una forma au´n ma´s
sistema´tica si cabe de definir cada una de estas sema´nticas, hemos ampliado dicho spectrum
con sema´nticas muy simples, colocadas en los niveles inferiores, que nos permitira´n definir
las condiciones de cada una de las sema´nticas de simulacio´n. De este modo el nuevo spectrum
ampliado queda como se presenta en la figura 3.2, donde como vemos se han an˜adido tres
nuevas sema´nticas muy sencillas, cuya caracterizacio´n lo´gica se presenta a continuacio´n.
DEFINICIO´N 3.2.1 (Sema´ntica universal (U)). Definimos el conjunto de fo´rmulas lo´gicas
de la sema´ntica universal, que se caracteriza por identificar todos los procesos sin distincio´n
alguna, mediante
> ∈ L′U
2
DEFINICIO´N 3.2.2 (Sema´ntica de procesos terminados (C)). Definimos el conjunto de
fo´rmulas lo´gicas que distinguen la terminacio´n de los procesos estableciendo por tanto dos
clases de procesos: los equivalentes a 0 y los dema´s, mediante
> ∈ L′C
¬0 ∈ L′C
2
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Figura 3.2: El spectrum completo
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DEFINICIO´N 3.2.3 (Sema´ntica de acciones iniciales (I)). Definimos el conjunto de
fo´rmulas lo´gicas que distinguen las acciones iniciales, de cada proceso, o sea el conjunto
I(p) = {a|a ∈ Act y p a−→}, mediante
> ∈ L′I
¬0 ∈ L′I
a ∈ Act⇒ a> ∈ L′I
2
La fo´rmula ¬0 que aparece en las dos definiciones anteriores es en realidad azu´car sinta´cti-
co de la fo´rmula ¬(∧a∈Act ¬a>) = (∨a∈Act a>), as´ı pues sigue siendo cierto que todas las
lo´gicas que manejamos esta´n contenidas en LB, por lo que no es necesario ninguna definicio´n
expl´ıcita de sus sema´nticas.
PROPOSICIO´N 3.2.4. L′I ∼ LI , donde LI es el conjunto de acciones iniciales definido en
3.1.1.
Demostracio´n
Basta ver que en la lo´gica LI satisface las fo´rmulas > y ¬0. La primera de estas fo´rmulas se
cumple trivialmente para todos los procesos. El caso de ¬0 tambie´n se tiene aplicando que
¬0 = ¬(∧a∈Act ¬a>) = (∨a∈Act a>) que nos muestra que no necesitamos ma´s que acciones
del tipo a> y la disyuncio´n que ya sabemos que no nos an˜ade poder expresivo.
c.q.d.
En vista de la proposicio´n anterior podemos redefinir la lo´gica asociada a la simulacio´n de
aceptaciones, quedando como se presenta en la caso general que veremos en 3.2.5. Lo mismo
ocurre para el caso del resto de las sema´nticas lineales del diamante que hemos estudiado
anteriormente, en las que podemos cambiar la definicio´n de LI por nuestra definicio´n L′I sin
an˜adir expresividad.
No´tese que a pesar de ser equivalentes ambas formas de definir la lo´gica de acciones
iniciales, hemos preferido dar la definicio´n como se muestra en L′I para hacer notar la
inclusio´n de unas sema´nticas en otras, pues de este modo trivialmente tenemos que L′U 
L′C  L′I .
3.2.1. Semanticas de simulacio´n
Comenzaremos definiendo las lo´gicas correspondientes a las sema´nticas de simulacio´n;
basa´ndonos en la idea central de [dFGP09b] usamos el concepto de simulacio´n restringida,
que aparece en la definicio´n 2.2.1. De este modo tenemos distintos tipos de simulaciones
segu´n sea la condicio´n de las observaciones locales que se utilice en ellas. As´ı pues podemos
considerar las sema´nticas de simulacio´n restringidas por cada N ∈ {U,C, I, T, S} generando
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las sema´nticas de la columna vertebral del nuevo spectrum. Tendremos que SU se corresponde
con la simulacio´n cla´sica (S), que SC es lo que se corresponde con el concepto de simulacio´n
completa (CS), SI corresponde con el concepto de simulacio´n de aceptaciones (RS), ST
corresponde con la simulacio´n de trazas (TS), y por u´ltimo SS que se corresponde con el
concepto de simulacio´n 2-anidada (2S).
Como hemos explicado al comienzo del cap´ıtulo, la propiedad fundamental de toda
sema´ntica de simulacio´n es la ramificacio´n, que a nivel lo´gico vendra´ capturada por el uso
ilimitado del operador
∧
, por tanto siempre tendremos la cla´usula
I cjto, ϕi ∈ L′SN ∀i ∈ I ⇒
∧
i∈I
ϕi ∈ L′SN
Por supuesto todas las simulaciones reflejan comportamientos dina´micos de los procesos,
para lo cual contaremos con el operador prefijo, y por tanto tendremos tambie´n
ϕ ∈ L′SN , a ∈ Act⇒ aϕ ∈ L′SN
As´ı ya so´lo queda introducir la fo´rmula lo´gica universal que nos permita diferenciar cada
piso del nuevo spectrum, y cree los distintos tipos de simulaciones. Como ya hemos dicho se
apoya en las sema´nticas anteriores, y es por esta razo´n por la que ampliamos el spectrum
presentado en [dFGP09b]. En concreto la regla que necesitamos para generar la fo´rmula
universal necesaria para cada N ∈ {U,C, I, T, S} es la siguiente
ϕ ∈ L′SN , σi, σj ∈ L′N ∀i ∈ I,∀j ∈ J ⇒ (
∧
i∈I
σi ∧
∧
j∈J
¬σj) ∧ ϕ ∈ L′SN
que dado que ya ten´ıamos el operador ∧ podr´ıamos escribir simplemente como
σ ∈ L′N ⇒ σ ∈ L′SN
σ ∈ L′N ⇒ ¬σ ∈ L′SN
DEFINICIO´N 3.2.5. Para cada uno de los pisos del nuevo spectrum N ∈ {U,C, I, T, S}, se
define el conjunto de fo´rmulas lo´gicas, asociado a las simulacio´n restringida SN , mediante
σ ∈ L′N ⇒ σ ∈ L′SN
σ ∈ L′N ⇒ ¬σ ∈ L′SN
I cjto, ϕi ∈ L′SN ∀i ∈ I ⇒
∧
i∈I ϕi ∈ L′SN
ϕ ∈ L′SN , a ∈ Act⇒ aϕ ∈ L′SN
2
Para el caso de las simulaciones en las que la condicio´n inicial es U , C, o S se puede
probar la equivalencia de estas fo´rmulas y las definidas por van Glabbeek en [vG01]. Los
restantes casos no los consideramos ya que para el caso de la sema´ntica de simulacio´n de
trazas van Glabbeek no definio´ una lo´gica, pues no se conoc´ıa, y el caso de la simulacio´n de
aceptaciones es el que hemos hecho previamente.
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PROPOSICIO´N 3.2.6. Para la sema´ntica de simulacio´n se tiene la igualdad L′S ≡ LS.
Demostracio´n
Trivial, las definiciones de L′S y la de LS producen el mismo conjunto de fo´rmulas, pues
aunque en L′S, aparecen an˜adidas las cla´usulas
σ ∈ L′U ⇒ σ ∈ L′S
σ ∈ L′U ⇒ ¬σ ∈ L′S
dado que en la caracterizacio´n lo´gica de la sema´ntica U so´lo tenemos la fo´rmula (>), es
evidente que al aplicar estas reglas so´lo producimos fo´rmulas triviales, que no aportan nada.
c.q.d.
COROLARIO 3.2.7. L′S ∼ LS
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
PROPOSICIO´N 3.2.8. Para la sema´ntica de simulacio´n completa se tiene la igualdad L′CS ≡
LCS.
Demostracio´n
Trivial, las definiciones de L′CS y la de LCS producen el mismo conjunto de fo´rmulas, pues
aunque en L′CS, aparecen an˜adidas las cla´usulas
σ ∈ L′C ⇒ σ ∈ L′CS
σ ∈ L′C ⇒ ¬σ ∈ L′CS
dado que en la caracterizacio´n lo´gica de la sema´ntica C so´lo tenemos las fo´rmulas > y ¬0, es
evidente que al aplicar estas reglas producimos las fo´rmulas >, 0 y ¬0, que no aportan nada
nuevo, ya que el ¬0 es azu´car sinta´ctico de las fo´rmulas que ya ten´ıamos.
c.q.d.
COROLARIO 3.2.9. L′CS ∼ LCS
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
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PROPOSICIO´N 3.2.10. Para la sema´ntica de simulacio´n anidada se tiene la igualdad L′2S ≡
L2S.
Demostracio´n
Trivial, las definiciones de L′2S y la de L2S producen el mismo conjunto de fo´rmulas, pues
aunque en L′2S, aparecen an˜adidas las cla´usulas
σ ∈ L′S ⇒ σ ∈ L′2S
σ ∈ L′S ⇒ ¬σ ∈ L′2S
la segunda es ide´ntica a la cla´usula definida por van Glabbeek en L2S y la primera no an˜ade
nada nuevo pues siguiendo la estructura de la definicio´n es fa´cil comprobar que LS ⊆ L2S,
pues las fo´rmulas de LS son justamente las que se pueden generar utilizando exclusivamente
las dos u´ltimas cla´usulas de L2S.
c.q.d.
Muy probablemente fue la forma de la definicio´n de la lo´gica caracterizando la simulacio´n
anidada una de nuestras principales fuentes de inspiracio´n a la hora de concebir la forma
general de nuestras lo´gicas. De hecho, es natural haber buscado dicha inspiracio´n precisa-
mente en las sema´nticas ma´s complicadas pues para otras ma´s simples, es posible realizar
una presentacio´n ma´s simple de las correspondientes lo´gicas, que hace que se pierda la pista
de las ideas que hacen que la correspondiente solucio´n concreta funcione en dichos casos.
COROLARIO 3.2.11. L′2S ∼ L2S
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
3.2.2. Sema´nticas lineales
A la hora de definir las caracterizaciones lo´gicas de las sema´nticas lineales, nos basamos
tambie´n en el art´ıculo [dFGP09b] y el concepto de observaciones lineales que aparece en el
mismo y que ya hemos visto en la definicio´n 2.2.5. Como ya sabemos las observaciones lineales
son un caso degenerado de las observaciones ramificadas que ya conocemos. El cara´cter ra-
mificado quedo´ capturado a nivel lo´gico por el uso ilimitado del operador ∧ que por supuesto
queda eliminado en el caso lineal, donde podemos definir las distintas sema´nticas dentro de
un piso ba´sico segu´n el orden que consideremos de los que ya hemos visto en 2.2.7, y por
tanto, en este tipo de sema´nticas tenemos dos variables distintas. Como en las ramificadas,
en las sema´nticas lineales tambie´n se encuentra la variable N ∈ {U,C, I, T, S}, que nos indica
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que´ restriccio´n hemos tomado en la simulacio´n para saber en que´ piso del nuevo spectrum
nos encontramos. La segunda de las variables que aparece es Y ∈ {l, l ⊇, lf, lf ⊇}, que
hara´ referencia al orden escogido y nos clasificara´ la sema´ntica dentro de un piso ba´sico,
segu´n se ve en la figura 2.1. Comenzaremos observando las fo´rmulas que esta´n en comu´n en
las distintas sema´nticas de un piso. Dado que el operador
∧
es el que reflejaba la idea de la
ramificacio´n, aqu´ı debe desaparecer su aplicacio´n arbitraria a los elementos del conjunto de
fo´rmulas lo´gicas, de este modo, la aplicacio´n del operador
∧
aparecera´ en estas sema´nticas
de forma “controlada” y sera´ lo que nos refleje la idea de que las sema´nticas lineales son caso
degenerado de las ramificadas, es decir, restringido.
Como ya no tenemos el operador de la ramificacio´n, no podemos segu´n la definicio´n de
la lo´gica tener el > como elemento en el conjunto, puesto que no se puede derivar de los
operadores definidos. De este modo, en todas estas sema´nticas un elemento comu´n sera´ el
escribir
> ∈ L≤YN
La segunda fo´rmula que tendra´n en comu´n estas sema´nticas es la del segundo operador ma´s
importante en la lo´gica, el del prefijo, que adema´s refleja la idea de la linealidad. De este
modo la otra fo´rmula que tienen en comu´n estas sema´nticas es
ϕ ∈ L≤YN , a ∈ Act⇒ aϕ ∈ L≤YN
Antes de pasar a definir las fo´rmulas que nos permitan diferenciar las sema´nticas y que hacen
referencia a los distintos ordenes conocidos, consideraremos los cierres de las sema´nticas L′N
definidas previamente, y que nos “controlara´n” el uso del operador
∧
.
DEFINICIO´N 3.2.12. Dada una lo´gica L′N con N ∈ {{U,C, I, T, S}, se define el cierre L≡N
como:
σ ∈ L′N ⇒ σ ∈ L≡N
σ ∈ L′N ⇒ ¬σ ∈ L≡N
σi ∈ L≡N ∀i ∈ I ⇒
∧
i∈I σi ∈ L≡N
2
DEFINICIO´N 3.2.13. Dada una lo´gica L′N con N ∈ {{U,C, I, T, S}, se define el cierre L¬N
como:
σ ∈ L′N ⇒ ¬σ ∈ L¬N
σi ∈ L¬N ∀i ∈ I ⇒
∧
i∈I σi ∈ L¬N
2
Ahora ya, pasamos a describir de forma general, las distintas sema´nticas lineales del
nuevo spectrum.
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DEFINICIO´N 3.2.14. El orden ≤lN , definido por ζ ≤lN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃
Y0a1Y1 . . . Yn ∈ ζ ′ ∀i ∈ 0..n Xi = Yi ∀ ζ, ζ ′ ⊆ LGON , nos permite generar el conjunto
de fo´rmulas lo´gicas L≤lN , recursivamente mediante
> ∈ L′L≤l
N
ϕ ∈ L′≤lN , σ ∈ L≡N ⇒ σ ∧ ϕ ∈ L′≤lN
ϕ ∈ L′L≤l
N
, a ∈ Act⇒ aϕ ∈ L′L≤l
N 2
DEFINICIO´N 3.2.15. El orden ≤l⊇N , definido por ζ ≤l⊇N ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃
Y0a1Y1 . . . Yn ∈ ζ ′ ∀i ∈ 0..n Xi ⊇ Yi ∀ ζ, ζ ′ ⊆ LGON , nos permite generar el conjunto
de fo´rmulas lo´gicas L≤l⊇N , recursivamente mediante
> ∈ L′≤l⊇N
ϕ ∈ L′≤l⊇N , σ ∈ L
¬
N ⇒ σ ∧ ϕ ∈ L′≤l⊇N
ϕ ∈ L′≤l⊇N , a ∈ Act⇒ aϕ ∈ L
′
≤l⊇N
2
DEFINICIO´N 3.2.16. El orden ≤lfN , definido por ζ ≤lfN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃
Y0a1Y1 . . . Yn ∈ ζ ′ Xn = Yn ∀ ζ, ζ ′ ⊆ LGON , nos permite generar el conjunto de fo´rmu-
las lo´gicas L≤lfN , recursivamente mediante
> ∈ L′≤lfN
σ ∈ L≡N ⇒ σ ∈ L′≤lfN
ϕ ∈ L′≤lfN , a ∈ Act⇒ aϕ ∈ L
′
≤lfN
2
DEFINICIO´N 3.2.17. El orden ≤lf⊇N , definido por ζ ≤lf⊇N ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃
Y0a1Y1 . . . Yn ∈ ζ ′ Xn ⊇ Yn ∀ ζ, ζ ′ ⊆ LGON , nos permite generar el conjunto de fo´rmulas
lo´gicas L≤lf⊇N , recursivamente mediante
> ∈ L′≤lf⊇N
σ ∈ L¬N ⇒ σ ∈ L′≤lf⊇N
ϕ ∈ L′≤lf⊇N , a ∈ Act⇒ aϕ ∈ L
′
≤lf⊇N
2
Como ocurr´ıa para las sema´nticas de simulaciones aqu´ı tenemos unos casos ma´s sencillos
que nos hacen que todos los o´rdenes sean equivalentes y podamos definir ciertas sema´nticas
de cuatro formas distintas, como ya se observa en el art´ıculo [dFGP09a]. Este es el caso de
los pisos de simulacio´n restringida en los que N toma el valor U y C y que respectivamente
nos generan las sema´nticas de trazas y de trazas completas. En este caso si observamos las
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definiciones 3.2.14 a la 3.2.17 vemos que para las trazas tomamos elementos de la sema´ntica
U definida en 3.2.1 a la que so´lo pertenece el elemento >, por lo que en las cuatro definiciones
an˜adimos lo mismo, que ser´ıa > ∈ L≤YN y por tanto la definicio´n es la misma. En el caso de
las trazas completas ocurre algo parecido, que al aplicar las definiciones como estamos en la
sema´ntica C definida en 3.2.2 vemos que los elementos de los que partimos para construir
el cierre son so´lo > y ¬0, por tanto en las cuatro definiciones lo u´nico nuevo que aporta el
cierre es que 0 ∈ L≤YN . No´tese en este u´ltimo caso que en las sema´nticas correspondientes a
los o´rdenes ≤lN y ≤lfN se generar´ıa expl´ıcitamente la fo´rmula ¬0, sin embargo, recordemos
que defin´ıamos e´sta como azu´car sinta´ctico de 0 =
∨
a∈Act a, fo´rmula que ya pertenece al
lenguaje.
As´ı pues, a partir de ahora para estas sema´nticas podremos considerar cualquiera de
las cuatro definiciones, en particular tomaremos la sema´ntica como en la definicio´n 3.2.16 y
3.2.17 para probar los siguientes resultados.
PROPOSICIO´N 3.2.18. Para la sema´ntica de trazas se tiene la igualdad L′≤lfU ≡ LT .
Demostracio´n
Trivial, las definiciones de L′≤lfU y la de LT son ide´nticas, salvo por el hecho de que en nuestro
caso por describir las trazas respetando la unificacio´n general escribimos la cla´usula
σ ∈ L≡U ⇒ σ ∈ L′≤lfU
que nos hace redundante el hecho de que > ∈ L′≤lfU , ya que el cierre L
≡
U esta´ formado so´lo
por el >.
c.q.d.
COROLARIO 3.2.19. L′≤lfU ∼ LT
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
PROPOSICIO´N 3.2.20. Para la sema´ntica de trazas completas se tiene la igualdad L′≤lf⊇C ≡LCT .
Demostracio´n
Trivial, las definiciones de L′≤lf⊇C y la de LCT son ide´nticas, salvo por el hecho de que en
nuestro caso en lugar de generar directamente la fo´rmula 0, tenemos la cla´usula general
σ ∈ L¬C ⇒ σ ∈ L′≤lf⊇C
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que tras quitar las fo´rmulas triviales, nos genera justamente 0 ∈ L′≤lf⊇C ya que se obtiene de
que 0 ∈ L¬C
c.q.d.
COROLARIO 3.2.21. L′≤lfU ∼ LF
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
PROPOSICIO´N 3.2.22. Para la sema´ntica de posibles futuros se tiene la igualdad L′≤lfT ≡LPF .
Demostracio´n
Trivial, las definiciones de L′≤lfT y la de LPF son ide´nticas, salvo por el hecho de que en
nuestro caso aparece > ∈ L′≤lfT como una cla´usula y en el caso de van Glabbeek no aparece
como tal, pero se tiene tomando las conjunciones de conjuntos vacios.
c.q.d.
COROLARIO 3.2.23. L′≤lfT ∼ LPF
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
3.2.3. Sema´nticas deterministas ramificadas
Por u´ltimo antes de probar la correccio´n de los conjuntos de fo´rmulas lo´gicas definidos,
nos falta describir las sema´nticas deterministas ramificadas. En las versiones cla´sicas la u´nica
sema´ntica con nombre conocida en este grupo es la de posibles mundos (PW), pero para cada
piso de sema´nticas del nuevo spectrum tenemos una correspondiente sema´ntica determinista
ramificada, como se puede ver en la figura 3.2 para el caso de las sema´nticas que ir´ıan en la
posicio´n ?0, ?1, ?2 y pisos superiores. De este modo tenemos la variable N ∈ {U,C, I, T, S}
que nos indica en que´ piso del nuevo spectrum estamos (por ejemplo, en el caso cla´sico
tendremos que la variable DI nos indicara´ que estamos en el piso en el cual restringimos con
las acciones iniciales y en la posicio´n de las sema´nticas deterministas, es decir, estamos en
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la sema´ntica de posibles mundos (PW)); y de forma ana´loga a las vistas hasta ahora esta
variable nos definira´ las fo´rmulas que hacen que cada conjunto sea distinto.
De nuevo, al igual que ocurr´ıa en el caso de las sema´nticas lineales, no tenemos la posi-
bilidad de aplicar el operador
∧
a cualquier fo´rmula del conjunto, por lo que no tendremos
el > como un elemento de este grupo a partir de las fo´rmulas conocidas, por eso lo tenemos
que introducir ad-hoc en estos casos. As´ı pues algo comu´n para este tipo de lo´gicas sera´ la
fo´rmula
> ∈ LDN
Adema´s debemos tener en cuenta que estamos en sema´nticas ramificadas deterministas, por
tanto el operador
∧
jugara´ un papel importante en todas ellas, por la idea de la ramificacio´n;
sin embargo, como pedimos que sea determinista, vemos que en lugar de aplicarlo de forma
arbitraria a cualquier fo´rmula del conjunto, se tendra´n que aplicar a fo´rmulas que dependan
de acciones, para recoger la idea del determinismo que aparece en la definicio´n 1.1.2 y en la
que vemos que p es determinista si p
σ−→ q∧ p σ−→ r ⇒ q = r, o en palabras, que sera´ de-
terminista si para una misma accio´n llega a los mismos sitios; por tanto las fo´rmulas sera´n
u´nicas para cada accio´n, y por ello tenemos como algo comu´n en todas las sema´nticas la
siguiente fo´rmula
X ⊆ Act, ϕa ∈ LDN ∀a ∈ X ⇒
∧
a∈X
aϕa ∈ LDN
Con todo ello pasamos a definir las fo´rmulas generales para cada una de las sema´nticas
ramificadas deterministas
DEFINICIO´N 3.2.24. Para cada uno de los pisos del nuevo spectrum y ∀ N ∈ {U,C, I, T, S},
se define el conjunto de fo´rmulas lo´gicas, asociado a las sema´nticas ramificadas deterministas
DN , recursivamente mediante
> ∈ L′DN
ϕ ∈ L′DN , σ ∈ L≡N ⇒ σ ∧ ϕ ∈ L′DN
X ⊆ Act, ϕa ∈ L′DN ∀a ∈ X ⇒
∧
a∈X aϕa ∈ L′DN
2
Podemos observar que en este caso, ocurre lo mismo que ve´ıamos para el caso de las
sema´nticas de simulaciones, y es que la fo´rmula que var´ıa en cada una de estas sema´nticas es
ide´ntica, para cada piso, a la que an˜ad´ıamos en el caso de las simulaciones; por tanto, para
?0 lo que an˜adimos de nuevo no nos aporta nada, ya que ser´ıa decir que > ∈ LDU y para
?1 lo que an˜adimos es que 0 ∈ LDC , y as´ı pues se podr´ıa quitar. Sin embargo, a partir de la
sema´ntica de posibles mundos (PW), estas fo´rmulas generales aportan cosas ma´s interesantes
que nos hacen variar los conjuntos de fo´rmulas lo´gicas. Adema´s dado que en la seccio´n 3.1
no vimos la equivalencia de la sema´ntica de posibles mundos con nuestro conjunto de fo´rmu-
las, aprovecharemos ahora que ya entendemos un poco mejor estas sema´nticas ramificadas
deterministas para enunciar el siguiente teorema.
3. Sema´nticas lo´gicas unificadas 55
PROPOSICIO´N 3.2.25. Para la sema´ntica de posibles mundos se tiene la igualdad L′DI ⊇
LPW .
Demostracio´n
Ana´loga a la de la del caso de la simulacio´n de aceptaciones.
c.q.d.
COROLARIO 3.2.26. L′DI ∼ LPW
Demostracio´n
Trivial, por la proposicio´n anterior.
c.q.d.
3.3. El nuevo marco lo´gico y el marco observacional
En este apartado probaremos de forma directa la equivalencia entre las caracterizaciones
lo´gicas unificadas definidas a lo largo de este cap´ıtulo, con las sema´nticas generales de ob-
servaciones definidas en [dFGP09b].
Comenzaremos por las sema´nticas de simulaciones, para las que vamos a probar la equi-
valencia con las sema´nticas basadas en las observaciones generales ramificadas vistas en
la definicio´n 2.2.3. Antes de comenzar a estudiar esta equivalencia definiremos el concepto
de fo´rmula normal que nos ayudara´ a demostrar que las caracterizaciones lo´gicas de las
sema´nticas de simulacio´n que hemos definido, son equivalentes a las observacionales.
DEFINICIO´N 3.3.1 (Fo´rmula Normal (FN)). Una forma normal del lenguaje LnSN , se
puede definir como sigue:
Γ1,Γ2 ⊆ LN , {ai/i ∈ I} ⊆ Act, ϕi ∈ LnSN ⇒ (
∧
σ∈Γ1 σ ∧
∧
σ∈Γ2 ¬σ) ∧
∧
i∈I aiϕi ∈
LnSN
Dentro de dicho conjunto, consideraremos el subconjunto de fo´rmulas normales completas,
LncSN , que se generan utilizando exclusivamente la clau´sula de la definicio´n anterior, para el
caso en que Γ2 = Γ1.
2
TEOREMA 3.3.2. Las fo´rmulas normales compleas definidas en 3.3.1 y las observaciones
generales ramificadas dadas en 2.2.3 son isomorfas.
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Figura 3.3: Esquema general de BGON(p)
Demostracio´n
Como vemos en la figura 3.3 una observacio´n ramificada es un a´rbol general bietiquetado, con
observaciones locales en los nodos y acciones en los arcos; y la forma general de una fo´rmula
normal completa es (
∧
σ∈Γ σ ∧
∧
σ/∈Γ ¬σ) ∧
∧
i∈I aifi, con fi ∈ FN c ∀i ∈ I. Es claro que al
asociar cada (
∧
σ∈Γ σ ∧
∧
σ/∈Γ ¬σ) con la correspondiente observacio´n local l ∈ LN colocada
en la ra´ız de un a´rbol del que sale un arco para cada i ∈ I etiquetado con ai del cual pende el
suba´rbol correspondiente a la traduccio´n de la correspondiente fo´rmula fi ∈ FN c se obtiene
una observacio´n general ramificada en BGON y viceversa.
c.q.d.
Ahora s´ı, podemos pasar a probar el teorema de equivalencia entre las observaciones
ramificadas y los conjuntos lo´gicos, asociados a las simulaciones, que hemos definido.
TEOREMA 3.3.3. La sema´ntica lo´gica v′SN inducida por la lo´gica L′SN , es equivalente a
la sema´ntica observacional ramificada, definida por las observaciones generales ramificadas
correspondientes al conjunto LN de observaciones locales: BGON
Demostracio´n
Es fa´cil ver que eliminadas las fo´rmulas insatisfactibles, las restantes fo´rmulas de L′SN
admiten una fo´rmula normal en el sentido de la definicio´n 3.3.1. Por otra parte, aplican-
do el teorema 3.3.2 se tiene la isomorf´ıa entre este nuevo conjunto de fo´rmulas LncSN y el
de observaciones ramificadas generales BGON , y resulta rutinario probar que para cada
fo´rmula ϕ ∈ LncSN , si llamamos bgoϕ a la observacio´n correspondiente a ϕ, tenemos que
ϕ |= p ⇔ bgoϕ ∈ BGON(p), de donde se sigue inmediatamente que LncSN caracteriza la
sema´ntica lo´gica de v′SN via BGON .
Para concluir la demostracio´n basta probar que LnSN y LncSN son equivalentes. Al efecto, basta
observar que cada vez que utilizamos la cla´usula de la definicio´n de LnSN en un caso general
no degenerado (Γ1
⋂
Γ2 = ∅), estamos dando so´lo informacio´n parcial sobre el estado en el
que nos encontramos, ello quiere decir que dicho estado podr´ıa corresponder a cualquier Γ
verificando que Γ1 ⊆ Γ ⊆ Γ2. Por tanto ahora podr´ıamos sustituir Γ1 y Γ2 por Γ y Γ res-
pectivamente, incorporando la disyuncio´n sobre todos los posibles valores de Γ. Basta ahora
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hacer flotar todas las disyunciones para obtener una disyuncio´n de fo´rmulas de LnSN , con lo
que termina la demostracio´n.
c.q.d.
COROLARIO 3.3.4. Las sema´nticas lo´gicas unificadas descritas en la definicio´n 3.2.5 son
equivalentes a las sema´nticas de simulaciones restringidas.
Demostracio´n
Trivial, puesto que el teorema anterior nos ha probado la equivalencia entre nuestras ca-
racterizaciones lo´gicas y las sema´nticas observacionales correspondientes a las simulaciones
restringidas; y en [Gre09] se demostro´ que estas sema´nticas observacionales caracterizaban
las sema´nticas de simulaciones restringidas.
c.q.d.
A continuacio´n, vemos los teoremas que nos permiten probar la equivalencia entre nues-
tras sema´nticas lo´gicas lineales, y las sema´nticas observacionales definidas utilizando los
o´rdenes correspondientes a cada una de las sema´nticas de los diamantes, que aparecen en el
art´ıculo [dFGP09b]. Previamente, veremos el lema que nos ayuda en la demostracio´n para
el caso de las trazas de N-aceptaciones.
DEFINICIO´N 3.3.5 (Fo´rmula Normal (FN)). Una forma normal del lenguaje Ln≤lN , se
puede definir como sigue:
Γ1,Γ2 ⊆ LN , a ∈ Act, ϕ ∈ Ln≤lN ⇒ (
∧
σ∈Γ1 σ ∧
∧
σ∈Γ2 ¬σ) ∧ aϕ ∈ Ln≤lN
Γ1,Γ2 ⊆ LN , ⇒ (
∧
σ∈Γ1 σ ∧
∧
σ∈Γ2 ¬σ) ∈ Ln≤lN
Dentro de dicho conjunto, consideraremos el subconjunto de fo´rmulas normales completas,
Lnc≤lN , que se generan utilizando exclusivamente las clau´sulas de la definicio´n anterior, para
el caso en que Γ2 = Γ1.
2
LEMA 3.3.6. Las fo´rmulas normales completas definidas en 3.3.5 y las observaciones gen-
erales lineales dadas en 2.2.5 son isomorfas.
Demostracio´n
La demostracio´n es trivial por construccio´n de la forma normal completa y la definicio´n de
las observaciones generales lineales LGON .
c.q.d.
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TEOREMA 3.3.7. La sema´ntica lo´gica v′≤lN inducida por la lo´gica L
′
≤lN , es equivalente a la
sema´ntica observacional lineal, definida por las observaciones generales lineales correspon-
dientes al conjunto LN de observaciones locales: LGON ; en el que trabajamos con el orden
≤lN , definido por ζ ≤lN ζ ′ ⇔ ζ ⊆ ζ ′ ∀ ζ, ζ ′ ⊆ LGON .
Demostracio´n
Es fa´cil ver que eliminadas las fo´rmulas insatisfactibles, las restantes fo´rmulas de L′≤lN ad-
miten una fo´rmula normal en el sentido de la definicio´n 3.3.5. Por otra parte, aplicando el
teorema 3.3.6 se tiene la isomorf´ıa entre este nuevo conjunto de fo´rmulas Lnc≤lN y el de observa-
ciones generales lineales lGON , y resulta rutinario probar que para cada fo´rmula ϕ ∈ Lnc≤lN , si
llamamos lgoϕ a la observacio´n correspondiente a ϕ, tenemos que ϕ |= p⇔ lgoϕ ∈ LGON(p),
de donde se sigue inmediatamente que Lnc≤lN caracteriza la sema´ntica lo´gica dev
′
≤lN
v´ıa LGON .
Para concluir la demostracio´n basta probar que Ln≤lN y L
nc
≤lN
son equivalentes. Al efecto, basta
observar que cada vez que utilizamos alguna cla´usula de la definicio´n de Ln≤lN en un caso
general no degenerado (Γ1
⋂
Γ2 = ∅), estamos dando so´lo informacio´n parcial sobre el es-
tado en el que nos encontramos, ello quiere decir que dicho estado podr´ıa corresponder a
cualquier Γ verificando que Γ1 ⊆ Γ ⊆ Γ2. Por tanto ahora podr´ıamos sustituir Γ1 y Γ2 por Γ
y Γ respectivamente, incorporando la disyuncio´n sobre todos los posibles valores de Γ. Basta
ahora hacer flotar todas las disyunciones para obtener una disyuncio´n de fo´rmulas de Ln≤lN ,
con lo que termina la demostracio´n.
c.q.d.
COROLARIO 3.3.8. Las sema´nticas lo´gicas unificadas descritas en la definicio´n 3.2.14 son
equivalentes a las sema´nticas de trazas de aceptaciones definidas en la forma habitual.
Demostracio´n
Trivial, puesto que el teorema anterior nos ha probado la equivalencia entre nuestras carac-
terizaciones lo´gicas y las sema´nticas observacionales correspondientes a las trazas de acepta-
ciones; y en [Gre09] se demostro´ que estas sema´nticas observacionales caracterizaban las
sema´nticas de trazas de aceptaciones.
c.q.d.
TEOREMA 3.3.9. La sema´ntica lo´gica v′≤l⊇N inducida por la lo´gica L
′
≤l⊇N , es equivalente a la
sema´ntica observacional lineal, definida por las observaciones generales lineales correspon-
dientes al conjunto LN de observaciones locales: LGON , en el que trabajamos con el orden
≤l⊇N , definido por ζ ≤l⊇N ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ ∀i ∈ {0 . . . n} Xi ⊇ Yi
∀ ζ, ζ ′ ⊆ LGON .
Demostracio´n
⇒| Sean p y q tales que p v′≤l⊇N q. Veamos que tambie´n se cumple p ≤
l⊇
N q.
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Para toda observacio´n X0a1X1 . . . anXn ∈ LGON(p), se tiene para el proceso p ∈ P, una
traza de N-fallos X0a1X1 . . . anXn. Si consideramos ahora las fo´rmulas ϕn =
∧
a∈X ¬a>;
ϕi =
∧
a∈Xi ¬a> ∧ ai+1ϕi con i ∈ 0 . . . n − 1, tenemos que p |= ϕ0 y por tanto q |= ϕ0,
de manera que X0a1X1 . . . anXn sera´ una traza de N-fallos para q, por lo que ha de existir
una observacio´n de q Y0a1Y2 . . . anYn con Yi
⋂
Xi = ∅ ∀i = 0 . . . n ⇔ Xi ⊇ Yi ∀i = 0 . . . n,
con lo que hemos encontrado una observacio´n Y0a1Y2 . . . anYn ∈ LGON(q) tal que Yi ⊆ Xi
∀i = 0 . . . n.
⇐| Supongamos ahora que ∀ X0a1X1 . . . anXn ∈ LGON(p) ∃ Y0a1Y1 . . . anYn ∈ LGON(q)
tal que Xi ⊇ Yi ∀i = 0 . . . n y veamos p |= ϕ⇒ q |= ϕ ∀ϕ ∈ L′≤l⊇N .
Sea p |= ϕ, podemos tomar ϕ = ϕn, siendo las fo´rmulas ϕi las definidas por ϕ0 =
∧
a∈X02 ¬a>
ϕi+1 =
∧
a∈Xi+12 ¬a>∧an+1ϕn. Tenemos entonces una traza de N-fallos para p sera´XnanXn−1 . . . a1X0,
por lo que existira´ ZnanZn−1 . . . a1Z0 ∈ LGON(p) con Zi
⋂
Xi = ∅, y por tanto YnanYn−1 . . . a1Y0 ∈
LGON(q) con Yi ⊆ Zi, de modo que Yi
⋂
Xi = ∅ obtenie´ndose que q |= ϕn.
c.q.d.
COROLARIO 3.3.10. Las sema´nticas lo´gicas unificadas descritas en la definicio´n 3.2.15 son
equivalentes a las sema´nticas de trazas de fallos definidas en la forma habitual.
Demostracio´n
Trivial, puesto que el teorema anterior nos ha probado la equivalencia entre nuestras carac-
terizaciones lo´gicas y las sema´nticas observacionales correspondientes a las trazas de fallos;
y en [Gre09] se demostro´ que estas sema´nticas observacionales caracterizaban las sema´nticas
de trazas de fallos.
c.q.d.
TEOREMA 3.3.11. La sema´ntica lo´gica v′≤lfN inducida por la lo´gica L
′
≤lfN , es equivalente a la
sema´ntica observacional lineal, definida por las observaciones generales lineales correspondi-
entes al conjunto LN de observaciones locales: LGON , en el que trabajamos con el orden ≤lfN ,
definido por ζ ≤lfN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn = Yn ∀ ζ, ζ ′ ⊆ LGON .
Demostracio´n
Basta probar el resultado considerando Lnc≤lfN en lugar de L
′
≤lfN .
⇒| Sean p y q tales que p v′≤lfN q. Veamos que tambie´n se cumple p ≤
lf
N q.
Para toda observacio´n X0a1X1 . . . anXn ∈ LGON(p), se tiene para p ∈ P una N-aceptacio´n
a1 . . . anXn. Si consideramos ahora las fo´rmulas ϕn =
∧
a∈X a> ∧
∧
a/∈X ¬a>; ϕi+1 = ai+1ϕi
con i ∈ 0 . . . n−1, tenemos que p |= ϕ0 y por tanto q |= ϕ0, de manera que a1 . . . anXn sera´ es
una N-aceptacio´n para q, por lo que ha de existir una observacio´n de q Y0a1Y2 . . . anYn con
Yn = Xn, con lo que hemos encontrado una observacio´n Y0a1Y2 . . . anXn ∈ LGON(q), como
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quer´ıamos probar.
⇐| Supongamos ahora que ∀ X0a1X1 . . . anXn ∈ LGON(p) ∃ Y0a1Y1 . . . anYn ∈ LGON(q)
tal que Xn = Yn y veamos p |= ϕ⇒ q |= ϕ ∀ϕ ∈ Lnc≤lfN .
Sea p |= ϕ, podemos tomar ϕ = ϕn, siendo las fo´rmulas ϕi las definidas por ϕ0 =
∧
a∈X0 a>∧∧
a/∈X0 ¬a> ϕi+1 = ai+1ϕi. Tenemos entonces que anan−1 . . . a1X0 es una N-aceptacio´n de p,
por lo que existira´ ZnanZn−1 . . . a1X0 ∈ LGOI(p), y por tanto YnanYn−1 . . . a1Y0 ∈ LGOI(q)
con Y0 = X0, de modo q |= ϕn.
c.q.d.
COROLARIO 3.3.12. Las sema´nticas lo´gicas unificadas descritas en la definicio´n 3.2.16 son
equivalentes a las sema´nticas de aceptaciones definidas en la forma habitual.
Demostracio´n
Trivial, puesto que el teorema anterior nos ha probado la equivalencia entre nuestras carac-
terizaciones lo´gicas y las sema´nticas observacionales correspondientes a aceptaciones; y en
[Gre09] se demostro´ que estas sema´nticas observacionales caracterizaban las sema´nticas de
aceptaciones.
c.q.d.
TEOREMA 3.3.13. La sema´ntica lo´gica v′≤lf⊇N inducida por la lo´gica L
′
≤lf⊇N , es equivalente
a la sema´ntica observacional lineal, definida por las observaciones generales lineales corre-
spondientes al conjunto LN de observaciones locales: LGON , en el que trabajamos con el
orden ≤lf⊇N , definido por ζ ≤lf⊇N ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ Xn ⊇ Yn ∀
ζ, ζ ′ ⊆ LGON .
Demostracio´n
⇒| Sean p y q tales que p v′≤lf⊇N q. Veamos que tambie´n se cumple p ≤
lf⊇
N q.
Para toda observacio´n X0a1X1 . . . anXn ∈ LGON(p), se tiene para p ∈ P, un N-fallo a1 . . .
anXn. Si consideramos ahora las fo´rmulas ϕn =
∧
a∈X ¬a>; ϕi+1 = ai+1ϕi con i ∈ 0 . . . n−1,
tenemos que p |= ϕ0 y por tanto q |= ϕ0, de manera que a1 . . . anXn sera´ un N-fallo para q,
por lo que ha de existir una observacio´n de q Y0a1Y2 . . . anYn con Yn
⋂
Xn = ∅ ⇔ Xn ⊇ Yn,
con lo que hemos encontrado una observacio´n Y0a1Y2 . . . anYn ∈ LGON(q) tal que Yn ⊆ Xn.
⇐| Supongamos ahora que ∀ X0a1X1 . . . anXn ∈ LGON(p) ∃ Y0a1Y1 . . . anYn ∈ LGON(q)
tal que Xn ⊇ Yn y veamos p |= ϕ⇒ q |= ϕ ∀ϕ ∈ L′≤lf⊇N .
Sea p |= ϕ, podemos tomar ϕ = ϕn, siendo las fo´rmulas ϕi las definidas por ϕ0 =
∧
a∈X0 ¬a>
ϕi+1 = an+1ϕi. Tenemos entonces que anan−1 . . . a1X0 es un N-fallo para p, por lo que
existira´ ZnanZn−1 . . . a1Z0 ∈ LGON(p) con Z0
⋂
X0 = ∅, y por tanto YnanYn−1 . . . a1Y0 ∈
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LGON(q) con Yn ⊆ Zn, de modo que Yn
⋂
Xn = ∅ obtenie´ndose que q |= ϕn.
c.q.d.
COROLARIO 3.3.14. Las sema´nticas lo´gicas unificadas descritas en la definicio´n 3.2.17 son
equivalentes a las sema´nticas de fallos definidas en la forma habitual.
Demostracio´n
Trivial, puesto que el teorema anterior nos ha probado la equivalencia entre nuestras car-
acterizaciones lo´gicas y las sema´nticas observacionales correspondientes a los fallos; y en
[Gre09] se demostro´ que estas sema´nticas observacionales caracterizaban las sema´nticas de
fallos.
c.q.d.
Por u´ltimo ya so´lo nos falta ver los resultados correspondientes a las sema´nticas ramifi-
cadas deterministas.
TEOREMA 3.3.15. La sema´ntica lo´gica v′DN inducida por la lo´gica L′DN , es equivalente a
la sema´ntica observacional ramificada determinista, definida por las observaciones generales
ramificadas deterministas correspondientes al conjunto LN de observaciones locales dBGON
COROLARIO 3.3.16. La definicio´n 3.2.24 es equivalente a la definicio´n cla´sica dada para las
sema´nticas ramificadas deterministas.
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Cap´ıtulo 4
La verdadera estructura
4.1. La nueva estructura del spectrum
Antes de finalizar este trabajo nos gustar´ıa tratar un aspecto que aparece al final del
art´ıculo [dFGP09a] en la tesis [Gre09], y es el concepto que modifica ligeramente la es-
tructura del nuevo spectrum vista hasta ahora. Se trata de la unio´n e interseccio´n de las
sema´nticas en cada piso ba´sico del nuevo spectrum cambiando as´ı los rombos vistos hasta
ahora por diamantes. De este modo para el piso de la sema´ntica de aceptaciones, obtenemos
la estructura, presentada en la figura 4.1, en la que como vemos, unimos e intersecamos
las dos sema´nticas que no tienen relacio´n entre ellas: trazas de fallos (FT) y aceptaciones
(R), para as´ı completar la estructura de ret´ıculo, dado que en contra de lo que podr´ıa hacer
pensar el gra´fico original, no es verdad que las sema´nticas de trazas de aceptaciones(RT) y
la de fallos (F) sean respectivamente la interseccio´n y la unio´n.
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?
R ∧ FTXXXXz9
R ∨ FT
?
F


+
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QQs
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QQs
R) 

+
Figura 4.1: El diamante bajo ready simulation
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4.1.1. La sema´ntica interseccio´n de RT y F
En dicho art´ıculo aparecen las definiciones, tanto observacionales como axioma´ticas,
correspondientes a cada una de estas dos sema´nticas. Comenzaremos estudiando el caso
de la interseccio´n (R∧FT ) que da lugar al nuevo orden vR∧FT entre procesos. Dicho orden
queda definido a nivel observacional introduciendo un nuevo orden ≤l⊇∧fN entre observaciones
lineales, que es el definido a continuacio´n.
DEFINICIO´N 4.1.1. Siendo ζ, ζ ′ ⊆ LGON , definimos
ζ ≤l⊇∧fN ζ ′ ⇔ ζ ≤l⊇N ζ ′ y ζ ≤lfN ζ ′
2
Si expandimos las definiciones de estos dos o´rdenes que aparecen en la definicio´n 2.2.7,
obtenemos la caracterizacio´n equivalente del orden ≤l⊇∧fN que a continuacio´n se presenta
ζ ≤l⊇∧fN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ Y0a1Y1 . . . Yn ∈ ζ ′ (∀i ∈ 0..n− 1 Xi ⊇ Yi) ∧ Xn = Yn
En [dFGP09a] se presenta tambie´n una sencilla caracterizacio´n axioma´tica de esta sema´nti-
ca.
4.1.2. La sema´ntica unio´n de RT y F
La sema´ntica unio´n (R ∨ FT ) viene definida por el orden entre vR∨FT procesos, que
queda caracterizado a nivel observacional mediante el correspondiente orden ≤l⊇∧fN entre
observaciones lineales, que es el definido a continuacio´n
DEFINICIO´N 4.1.2. Siendo ζ, ζ ′ ⊆ LGON , definimos
ζ ≤l⊇∨fN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∃ {Y0a1Y1 . . . Y jn |j ∈ J} ⊆ ζ ′ tal que Xn =
⋃
j∈J Y
j
n
2
Manipulando algebraicamente la expresio´n anterior obtenemos la siguiente definicio´n
equivalente
ζ ≤l⊇∨fN ζ ′ ⇔ ∀ X0a1X1 . . . Xn ∈ ζ ∀a ∈ Xn ∃ Y0a1Y1 . . . Yn ∈ ζ ′ tal que (a ∈ Yn ∧ Yn ⊆ Xn)
De nuevo se dirige al lector interesado a [dFGP09b] para que encuentre all´ı la caracteri-
zacio´n axioma´tica de esta sema´nticas.
En la figura 4.2 representamos la estructura completa del diamante que aparecer´ıa en
cada uno de los pisos del nuevo spectrum as´ı extendido.
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Figura 4.2: El diamante segu´n los ordenes
4.2. Caracterizacio´n lo´gica de las nuevas sema´nticas
A continuacio´n, presentaremos la caracterizacio´n lo´gica de estas dos nuevas sema´nticas y
probaremos su correccio´n. A pesar de que estas sema´nticas no son demasiado interesantes, si
bien la segunda de ellas s´ı ha sido estudiada independientemente por Roscoe y otros autores
bajo el nombre de sema´ntica de revivals en [Ros09], nos ha parecido especialmente interesante
abordar su caracterizacio´n lo´gica para as´ı mostrar la generalidad de nuestra aproximacio´n
unificadora que facilita caracterizaciones lo´gicas sencillas y pruebas ma´s o menos inmediatas.
Comenzaremos exponiendo las fo´rmulas que aparecera´n en las dos caracterizaciones lo´gicas y
posteriormente pasaremos a ver las cla´usulas concretas de la definicio´n que las diferenciara´n.
En la figura 4.2, que recoge la posicio´n de estas sema´nticas segu´n sus o´rdenes, podemos
observar que esta´n en la parte de las sema´nticas lineales, y por tanto entre las fo´rmulas
que comparten se encontrara´ el > y las generadas por el operador que caracteriza la linea-
lidad (el operador prefijo). Por supuesto el operador que caracteriza la ramificacio´n
∧
no
podra´ aparecer ligando fo´rmulas arbitrarias, aunque ma´s adelante s´ı lo hara´ en posiciones
muy concretas como sucedio´ tambie´n para otras sema´nticas lineales anteriores. En definitiva
las fo´rmulas compartidas por la caracterizacio´n lo´gica de ambas sema´nticas son
> ∈ LN
ϕ ∈ L≤ZN , a ∈ Act⇒ aϕ ∈ L≤ZN
donde el super´ındice Z ∈ {≤l⊇∧fN ,≤l⊇∨fN } que aparece, hace referencia a cada uno de los dos
o´rdenes que definen la sema´ntica unio´n e interseccio´n.
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4.2.1. Una primera aproximacio´n en las sema´nticas cla´sicas
Una vez ma´s comenzamos estudiando el caso concreto del piso de las sema´nticas ma´s
conocidas, i.e., el de la simulacio´n de aceptaciones (RS) y a continuacio´n veremos una versio´n
general de las mismas. Se trata por tanto de caracterizar la sema´ntica R∧FT y R∨FT . En el
primero de los casos al tratarse de una sema´ntica ma´s fina que las dos combinadas, tendremos
que tener una lo´gica ma´s amplia que cada una de las que caracterizan estas dos sema´nticas,
en concreto veremos que basta juntar las cla´usulas que caracterizan las dos sema´nticas para
obtener la caracterizacio´n deseada.
Obse´rvese al respecto que las caracter´ısticas de la caracterizacio´n lo´gica son duales a las
de la caracterizacio´n axioma´tica: para obtener un orden ma´s fino, necesitamos ma´s fo´rmulas,
pero menos axiomas. Por otra parte, observemos tambie´n que no se trata meramente de unir
los dos conjuntos de fo´rmulas, si no de combinar las cla´usulas correspondientes, con lo que
en general obtenemos un conjunto estructurado lo ma´s pequen˜o posible que contiene a dicha
unio´n.
DEFINICIO´N 4.2.1 (Caracterizacio´n de R ∧ FT ). Definimos el conjunto de fo´rmulas
lo´gicas L≤l⊇∧fI , mediante las cla´usulas
> ∈ L′≤l⊇∧fI
ϕ ∈ L′≤l⊇∧fI , σ ∈ L
¬
I ⇒ σ ∧ ϕ ∈ L′≤l⊇∧fI
σ ∈ L≡I ⇒ σ ∈ L′≤l⊇∧fI
ϕ ∈ L′≤l⊇∧fI , a ∈ Act⇒ aϕ ∈ L
′
≤l⊇∧fI
2
TEOREMA 4.2.2. La sema´ntica lo´gica v′≤l⊇∧fI inducida por la lo´gica L
′
≤l⊇∧fI , es equivalente
a la sema´ntica observacional lineal v≤l⊇∧fI .
En el caso de la sema´ntica unio´n (R ∨ FT ), como lo que buscamos es un conjunto de
fo´rmulas comu´n entre las fo´rmulas que caracterizan la sema´ntica de aceptaciones y las que
caracterizan la sema´ntica de trazas de fallos, la definicio´n no es tan inmediata como en el
caso anterior. Sin embargo, a partir de la caracterizacio´n observacional de dicha sema´ntica,
no ha resultado dif´ıcil encontrar el correspondiente conjunto de fo´rmulas lo´gicas que es el
que se define a continuacio´n.
DEFINICIO´N 4.2.3 (Caracterizacio´n de R ∨ FT ). Definimos el conjunto de fo´rmulas
lo´gicas L≤l⊇∨fI mediante
> ∈ L′≤l⊇∨fI
σ, σj ∈ L′I ∀j ∈ J ⇒ (σ ∧
∧
j∈J ¬σj>) ∈ L≤l⊇∨fI
ϕ ∈ L′≤l⊇∨fI , a ∈ Act⇒ aϕ ∈ L
′
≤l⊇∨fI
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2
TEOREMA 4.2.4. La sema´ntica lo´gica v′≤l⊇∨fI inducida por la lo´gica L
′
≤l⊇∨fI , es equivalente
a la sema´ntica observacional lineal v≤l⊇∨fI .
4.2.2. Caracterizacio´n lo´gica general de la unio´n y la interseccio´n
En esta u´ltima seccio´n de este breve cap´ıtulo, abordamos en primer lugar la definicio´n de
la lo´gica general que caracterice las sema´nticas unio´n e interseccio´n de las correspondientes
sema´nticas de N-aceptaciones y trazas de N-fallos correspondientes a cada piso del spectrum.
Como quiera que las dos definiciones anteriores correspondientes al caso particular N =
I, ya hemos sacado partido de nuestra experiencia previa dando lugar a definiciones bien
estructuradas en las que en particular se ha hecho un uso expl´ıcito del lenguaje L′I que
caracteriza la condicio´n de las sema´nticas que estamos estudiando, la generalizacio´n de dichas
definiciones resulta absolutamente inmediata, basta sustituir I por N en cada lugar donde
aparec´ıa I, con lo que obtenemos las siguientes definiciones.
DEFINICIO´N 4.2.5 (Caracterizacio´n gene´rica de la interseccio´n). Definimos el con-
junto de fo´rmulas lo´gicas L≤l⊇∧fN , mediante las cla´usulas
> ∈ L′≤l⊇∧fN
ϕ ∈ L′≤l⊇∧fN , σ ∈ L
¬
N ⇒ σ ∧ ϕ ∈ L′≤l⊇∧fN
σ ∈ L≡N ⇒ σ ∈ L′≤l⊇∧fN
ϕ ∈ L′≤l⊇∧fN , a ∈ Act⇒ aϕ ∈ L
′
≤l⊇∧fN 2
DEFINICIO´N 4.2.6 (Caracterizacio´n gene´rica de la unio´n). Definimos el conjunto de
fo´rmulas lo´gicas L≤l⊇∨fN mediante
> ∈ L′≤l⊇∨fN
σ, σj ∈ L′N ∀j ∈ J ⇒ (σ ∧
∧
j∈J ¬σj>) ∈ L≤l⊇∨fN
ϕ ∈ L′≤l⊇∨fN , a ∈ Act⇒ aϕ ∈ L
′
≤l⊇∨fN 2
Y tenemos los correspondientes teoremas que prueban la correccio´n de los conjuntos de
fo´rmulas lo´gicas aqu´ı presentados
TEOREMA 4.2.7. ∀N ∈ {U,C, I, T, S}, cada una de las lo´gicas, L≤l⊇∧fN , definidas en 4.2.5
caracteriza la sema´ntica observacional lineal v≤l⊇∧fN , o sea v
′
≤l⊇∧fN
=v≤l⊇∧fN
TEOREMA 4.2.8. ∀N ∈ {U,C, I, T, S}, cada una de las lo´gicas, L≤l⊇∨fN , definidas en 4.2.6
caracteriza la sema´ntica observacional lineal v≤l⊇∨fN , o sea v
′
≤l⊇∨fN
=v≤l⊇∨fN
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Cap´ıtulo 5
Conclusiones y trabajo futuro
En este trabajo se ha abordado la unificacio´n de las sema´nticas lo´gicas de procesos
definidas hasta la fecha, de manera ana´loga a como se hizo en [Gre09], en relacio´n a las
caracterizaciones observacional y axioma´tica.
Las definiciones de las lo´gicas que aparec´ıan en el art´ıculo de van Glabbeek [vG01], han
servido ciertamente como punto de partida, para encontrar las nuevas lo´gicas unificadas. Sin
embargo, van Glabbeek persiguio´ a la hora de dar sus caracterizaciones lo´gicas una intencio´n
simplificadora que a la hora de unificar suscita una serie de dificultades. En primer lugar,
al optar por lo´gicas lo ma´s pequen˜as posible nos encontramos con dificultades a la hora de
expresar determinadas propiedades siendo necesario manejar o bien conjuntos de fo´rmulas,
o bien fo´rmulas de la lo´gica particularmente grandes. Por otro lado, al tenerse en cuenta en
cada caso las caracter´ısticas espec´ıficas de cada sema´ntica, se pierde la visio´n de conjunto
resultando dif´ıcil comparar unas sema´nticas con otras en base a sus caracterizaciones lo´gicas.
Nuestro trabajo ha consistido en buscar la estructura comu´n de una familia adecuada
de caracterizaciones parametrizadas capaz de cubrir todas las sema´nticas del espectro. Al
respecto hemos optado por manejar conjuntos de fo´rmulas que resultan ser ma´s grandes
de lo estrictamente necesario en algunos casos, pero que cuentan con una uniformidad que
permite tener e´xito en el objetivo perseguido de unificacio´n de las caracterizaciones lo´gicas.
La bondad de la caracterizacio´n unificada as´ı obtenida, queda probada por la facilidad a
la hora de comparar unas sema´nticas con otras, as´ı como con la posibilidad de desarrollar
demostraciones que o bien son directamente generales, o se pueden instanciar de un modo
rutinario para obtener las demostraciones correspondientes a cada caso concreto. Por otra
parte, y como tambie´n se hizo especialmente en [dFGP09a], la aproximacio´n unificadora ha
conseguido facilitar con facilidad caracterizaciones de nuevas sema´nticas que muestran la
riqueza del nuevo espectro de sema´nticas de procesos.
Aunque en un principio espera´bamos que, dada la cercan´ıa entre las caracterizaciones
observacionales y las caracterizaciones lo´gicas, nuestro trabajo fuera a ser relativamente
sencillo, ha resultado sin embargo ser ma´s dif´ıcil de lo esperado al surgir nuevos factores que
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se manifiestan especialmente en este marco lo´gico. De hecho, una parte de estas dificultades,
acompan˜adas por nuevas ideas, han surgido justamente cuando esta´bamos terminando la
preparacio´n de este trabajo. En consecuencia, no ha sido posible incorporar las mismas aqu´ı,
esto no obstante nos ofrece nuevas v´ıas interesantes a explorar que trataremos de esbozar
aqu´ı muy mı´nimamente. Por ejemplo, el hecho de que ciertos operadores ba´sicos como el
prefijo tengan un cierto cara´cter sesgado hace que ciertos elementos de la lo´gica que se podr´ıa
pensar que deber´ıan jugar un papel dual, como la afirmacio´n y la negacio´n o la conjuncio´n y la
disyuncio´n, no se comporten de este modo; lo que da lugar, por ejemplo, a nuevas sema´nticas
con caracterizaciones lo´gicas sencillas que sin embargo, no hab´ıan sido descubiertas hasta
la fecha utilizando otras aproximaciones como la observacional o la axioma´tica. En relacio´n
al papel de la negacio´n, es evidente su importancia a la hora de definir las sema´nticas
con elementos de fallos. En consecuencia, parece que no toda instanciacio´n general de las
mismas correspondiente a restricciones complejas, podr´ıa tener siempre buenas propiedades
y es nuestro objetivo por tanto estudiar este tema en un futuro cercano.
Nuestro trabajo hasta la fecha se ha limitado a las sema´nticas de entremezcla (interleav-
ing) que constituyen el espectro cla´sico. Sin embargo, tambie´n resultar´ıa interesante extender
nuestra labor de unificacio´n a las sema´nticas con concurrencia real, si bien es cierto que la
caracterizacio´n lo´gica de las mismas ha sido mucho menos estudiada hasta la fecha, tanto
es as´ı que acaba de publicarse el trabajo [BC10], que en cierta manera realiza ya una labor
de unificacio´n de las caracterizaciones lo´gicas de las distintas variantes de las sema´nticas
con concurrencia real tomando en este caso como cima ma´xima la sema´ntica de hereditary
history preserving bisimilarity (hhp-bisimilarity) [vGG01]
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