We introduce two new Stata commands for the estimation of an ordered response model with sample selection. The opsel command uses a standard maximum-likelihood approach to fit a parametric specification of the model where errors are assumed to follow a bivariate Gaussian distribution. The snpopsel command uses the semi-nonparametric approach of Gallant and Nychka (1987, Econometrica 55: 363-390) to fit a semiparametric specification of the model where the bivariate density function of the errors is approximated by a Hermite polynomial expansion. The snpopsel command extends the set of Stata routines for semi-nonparametric estimation of discrete response models. Compared to the other semi-nonparametric estimators, our routine is relatively faster because it is programmed in Mata. In addition, we provide new postestimation routines to compute linear predictions, predicted probabilities, and marginal effects. These improvements are also extended to the set of semi-nonparametric Stata commands originally written by Stewart (2004, Stata Journal 4: 27-39) and De Luca (2008, Stata Journal 8: 190-220). An illustration of the new opsel and snpopsel commands is provided through an empirical application on self-reported health with selectivity due to sample attrition.
Introduction
This article is concerned with the estimation of ordered response models with sample selection. Such models can be applied to a variety of empirical applications in which the outcome of interest is discrete, its values are naturally ordered (for example, performances in a training program, educational achievements, measures of well-being, job satisfaction, health, and cognitive abilities), and data observability is restricted by a binary selection mechanism (for example, participation in a training program, selfselection in the labor market, issues of nonresponse, and sample attrition). An extended review of the model and other interesting empirical applications can be found in the recent survey on ordered response models by Greene and Hensher (2009) .
After describing the structure of the basic model, we focus on consistent estimation of two alternative specifications. The parametric specification extends the classical ordered probit model by assuming that errors in the latent regression equations for the selection mechanism and the outcome variable, respectively, follow a bivariate Gaussian distribution. Under this distributional assumption, the model parameters are estimated by a maximum likelihood (ML) estimator, which accounts for sample selection. This is the same estimator implemented by the ssm command of Miranda and Rabe-Hesketh (2006) , a wrapper program that calls gllamm (see Rabe-Hesketh, Skrondal, and Pickles [2004] ). The opsel command provided in this article is, however, much faster because it is directly programmed in the Stata ML environment. This estimator generalizes the ML estimator of an ordered probit model provided by the official Stata command oprobit, which is known to be inconsistent if the unobservable factors affecting the outcome of interest are correlated with the unobservable factors affecting the selection mechanism.
Because parametric estimators of discrete choice models are known to be sensitive to departure from distributional assumptions, we also consider a semiparametric specification that avoids imposing assumptions on the distribution of the error terms. To our knowledge, the literature on semiparametric estimation of ordered response models is quite recent, and it has been mainly concerned with the estimation of standard models where the ordered outcome is not subject to sample selection. Semiparametric estimators of a standard ordered response model have been analyzed by Lewbel (2000) , Klein and Sherman (2002) , Chen and Khan (2003) , Stewart (2004 Stewart ( , 2005 , and Coppejans (2007) .
The estimator considered in this article relies on the semi-nonparametric (SNP) approach of Gallant and Nychka (1987) by generalizing the estimator of Stewart (2004) . Two features of this approach are worth noticing: First, it is less computationally demanding than other semiparametric approaches based on kernel density estimation. Second, the Monte Carlo simulations by Stewart (2005) and De Luca (2008) suggest that SNP estimators of discrete choice models have good finite sample performances relative to both parametric estimators and other semiparametric estimators. The basic idea of the SNP approach is to approximate the unknown densities of the error terms by Hermite polynomial expansions and to use the resulting approximations to derive a pseudo-ML estimator for the vector of model parameters. For the model considered in this article, SNP approximations to the unknown density and distribution functions correspond to the ones derived by De Luca (2008) . The underlying Stata routines have only been improved by using Mata to speed up the estimation process. In addition, we provide new postestimation routines to compute linear predictions, predicted probabilities, and marginal effects. These improvements are extended to the set of SNP Stata commands written by Stewart (2004) and De Luca (2008) .
The remainder of the article is organized as follows: Section 2 introduces the statistical model. The parametric ML estimator and the SNP estimator are discussed in sections 3 and 4, respectively. Section 5 presents the syntax of the new and updated commands. Examples of the use of the new opsel and snpopsel commands are provided in section 6. Finally, in section 7, we use data from the first two waves of the Survey of Health, Ageing, and Retirement in Europe (SHARE) to present results of an empirical application on self-reported health with selectivity due to sample attrition.
The statistical model
An ordered response model with sample selection can be represented through the following bivariate threshold-crossing model
where Y * 1 and Y * 2 represent continuous latent variables for the selection process and the outcome of interest, respectively; the β j are k j vectors of unknown parameters; the X j are k j vectors of exogenous variables; and the U j are random errors. The latent variable Y * 1 is related to the binary indicator Y 1 through the observational rule (2), where I(A) denotes the indicator function of the event A. The latent variable Y * 2 is related to the outcome Y 2 through the observational rule (3), where α = (α 1 , . . . , α H )-with α h < α h+1 , α 0 = −∞, and α H+1 = +∞-is a vector of H strictly increasing thresholds that partition Y * 2 into H + 1 exhaustive and mutually exclusive intervals. 1 As in a classical sample selection model, observability of Y 2 is confined to the subsample of observations for which Y 1 = 1 (the selected sample). Selectivity effects are allowed to operate through the correlation between the latent regression errors U 1 and U 2 . Identifiability of the model parameters requires three restrictions. First, the intercept coefficient in β 2 is normalized to zero because it is not separately identified from the threshold coefficients in α. This is a standard identifiability restriction that is also imposed in the ordered logit and ordered probit models. Second, we assume that X 1 contains at least one variable that is not contained in X 2 . The role of this exclusion restriction has been discussed at length in the literature on sample selection models and multinomial choice models. In principle, a parametric specification of the model could be identified through nonlinearity of the underlying distribution functions. However, as argued in similar models by Meng and Schmidt (1985) and by Keane (1992) , relying on identification via functional form restrictions is not very appealing because it may lead to problems of weak identification. 2 Furthermore, as pointed out by Lee (1995) , this exclusion restriction is needed to identify the semiparametric specification of the model 1. If H = 1, (3) corresponds to a binary response model where the threshold α 1 is equal to the opposite of the intercept coefficient. In the text, the values of Y 2 are ordered from 0 to H to simplify notation. In practice, however, Y 2 can assume any ordered sequence of integer numbers. 2. As argued by Keane (1992) , common symptoms of this problem are close-to-singular Hessian, large standard errors, and inability of the optimization algorithms to find steps that improve the likelihood or to achieve convergence.
where the distribution of U 1 and U 2 is not assumed to be known. Third, as argued by Manski (1988) , identification of the semiparametric specification requires that X 1 and X 2 each contain at least one continuous variable. This is another standard assumption that guarantees that X 1 and X 2 have sufficiently rich supports.
The primary aim of our analysis is to obtain consistent estimates of the vector of parameters θ 2 = (β 2 , α) by using observations from the selected sample. Unlike a classical sample selection model, estimators based on Heckman's estimator cannot be applied because of nonlinearity of the conditional mean in the second estimation step. 3 In this type of model, a ML estimator remains the most attractive choice because it only requires computing the contributions to the likelihood function for the H + 2 possible realizations of the two discrete indicators Y 1 and Y 2 , namely (Y 1 = 0), (Y 1 = 1, Y 2 = 0), . . . , (Y 1 = 1, Y 2 = H). Parametric and SNP versions of this estimator are presented in sections 3 and 4, respectively.
The parametric ML estimator
Our parametric specification of the model assumes that the errors U 1 and U 2 follow a bivariate Gaussian distribution with zero means, unit variances, and correlation coefficient ρ. This is the same distributional assumption imposed by the ssm command of Miranda and Rabe-Hesketh (2006) when specifying a binomial family with an ordered probit link. 4 Under this parametric assumption on the distribution of the latent regression errors, the log-likelihood function for a random sample of n observations
where θ = (β 1 , β 2 , α, ρ) is the vector of all model parameters and (π 0 , π 10 , . . . , π 1H ) are the conditional probabilities associated with the H + 2 possible realizations of Y 1 and Y 2 , 5
with Φ denoting the standardized Gaussian distribution and Φ 2 denoting the bivariate Gaussian distribution with zero means, unit variances, and correlation coefficient ρ. A parametric ML estimator of θ maximizes the log-likelihood function (4) over the parameter space Θ = k1+k2+H × (−1, 1). If model (1)-(3) is correctly specified and
3. An exception is the special regressor-based approach analyzed by Dong and Lewbel (2010) in the context of binary choice models. 4. The parameterization of the model considered by Miranda and Rabe-Hesketh (2006) is slightly different because the correlation between U 1 and U 2 is driven by a common random error. 5. We keep the individual subscript and the conditioning on covariates implicit to simplify notation.
the assumption on the distribution of U 1 and U 2 holds, then this estimator is consistent and asymptotically efficient under standard regularity conditions.
The SNP estimator
The SNP estimator for an ordered response model with sample selection is a straightforward generalization of the SNP estimators developed by Stewart (2004) and De Luca (2008) . After relaxing assumptions on the distribution of U 1 and U 2 , a semiparametric specification of model (1)-(3) gives the following set of conditional probabilities
where F 1 , F 2 , and F denote, respectively, the unknown marginal distribution functions of U 1 and U 2 , and their joint distribution function. 6
Following Gallant and Nychka (1987) , we first approximate the unknown joint density f of the error terms by a Hermite polynomial expansion of the form
where τ R (u 1 , u 2 ; γ) is a polynomial of order R = (R 1 , R 2 ) in u 1 and u 2 , γ is a vector of R 1 × R 2 unknown parameters, φ is the standardized Gaussian density, and ψ R (γ) is a normalization factor ensuring that f * is a proper density. De Luca (2008) shows that integrating the joint density (7) gives the following approximations to the joint distribution function of U 1 and U 2 ,
and to the marginal distribution functions of U 1 and U 2 ,
where A * 12 (u 1 , u 2 ; γ), A * 1 (u 1 ; γ) and A * 2 (u 2 ; γ) are polynomials in u 1 and u 2 . The SNP estimator of the vector of parameters δ = (β 1 , β 2 , α, γ) is obtained by maximizing the pseudo-log-likelihood function (4) with the probabilities specified as in (6) and the 6. The parametric conditional probabilities in (5) can be easily obtained from (6) using the properties of the Gaussian distribution.
unknown distribution functions F , F 1 , and F 2 replaced by their approximations F * , F * 1 , and F * 2 . This estimator is √ n-consistent, provided that R 1 and R 2 both increase with sample size. Because results on the asymptotic distribution of the SNP estimator are not available, inference is typically conducted using a parametric ML approach by treating the order R as known. Thus, the SNP model is better viewed as a flexible parametric specification for a fixed value of R, with the choice of R as part of the model selection procedure. For a given sample size, the value of R may be selected either through a sequence of likelihood-ratio tests or by model selection criteria such as Akaike's information criterion and Bayesian information criterion (BIC), or by the cross-validation strategies in Coppejans and Gallant (2002) .
Three remarks on the SNP estimator are worth making: First, two location restrictions are needed because the polynomial expansion in (7) does not guarantee that U 1 and U 2 have zero means. As a consequence, we normalize the intercept in β 1 and the first threshold in α to their parametric ML estimates. Second, the estimated coefficients from the parametric and the SNP models are not directly comparable because in the former, the variances of U 1 and U 2 are normalized to one, while in the latter they are unconstrained functions of the Hermite polynomial parameters γ. As suggested by Stewart (2004) and De Luca (2008), these scale differences can be taken into account by comparing ratios of estimated coefficients. Alternatively, one can compare predicted probabilities and marginal effects, which are not affected by scale differences. Third, we notice that the SNP estimator analyzed in this article is more computationally demanding than the SNP estimator for a bivariate binary response model because the approximations to F and F 2 must be evaluated at H different points, rather than at a single point. To speed up the estimation process, we use a Mata version of the SNP routines written by De Luca (2008) . For this model, the Mata routine is between four and six times faster than the standard Stata routine. 7
Stata commands
The new Stata commands opsel and snpopsel provide, respectively, the parametric ML estimator and the SNP estimator of an ordered response model with sample selection. The general syntax of these commands is as follows: 
Option of the opsel command
from(matname) specifies the name of the matrix containing the starting values. By default, starting values are the probit estimates for the coefficients in the binary selection equation, the oprobit estimates for the coefficients in the outcome equation, and zero for the correlation coefficient.
Options of the snpopsel command
order1(#) specifies the order R 1 to be used in the bivariate Hermite polynomial expansion. The default is order1(3). order2(#) specifies the order R 2 to be used in the bivariate Hermite polynomial expansion. The default is order2(3). dplot(filename) plots the estimated marginal densities of the two error terms together with Gaussian densities with the same estimated means and variances. This option generates three new graphs: The first is a plot of the estimated marginal density of U 1 and is stored as filename 1. The second is a plot of the estimated marginal density of U 2 and is stored as filename 2. The third combines filename 1 and filename 2 in a single graph and is stored as filename.
8. In equation1, the noconstant option is specified by default. 9. Our tests suggest that the ml command under version 11 has slightly better numerical stability than the ml command under version 10. from(matname) specifies the name of the matrix containing starting values. By default, starting values are the parametric ML estimates from the opsel command, plus a vector of zeros for the Hermite polynomial parameters γ. If the opsel command does not converge, then starting values are the probit estimates for the coefficients in the selection equation, the oprobit estimates for the coefficients in the outcome equation, plus a vector of zeros for the Hermite polynomial parameters γ.
Postestimation commands after opsel and snpopsel
After parametric and SNP estimation with opsel or snpopsel, the predict command can be used to compute linear predictions and predicted probabilities. 
Updated routines of other SNP commands
Updated versions of the SNP Stata commands (sneop, snp, snp2, and snp2s) written by Stewart (2004) and De Luca (2008) are also provided. As discussed at length in this article, these commands fit, respectively, a univariate ordered response model, a univariate binary response model, a bivariate binary response model, and a bivariate binary response model with sample selection. The updated routines account for two important improvements. First, they are faster and more precise because they are written in Mata. Second, after SNP estimation, one can use the predict and the margins commands to compute linear predictions, predicted probabilities, and marginal effects. 10 In the following sections, we refer to the models considered by Stewart (2004) and De Luca (2008) to briefly describe the syntax of the predict commands associated with these SNP estimators.
The syntax of predict after sneop is
where pr, the default, calculates the predicted probabilities Pr (Y 2 = h) and xb calculates the linear prediction, ignoring the contribution of the cutpoints.
The syntax of predict after snp is
where pr, the default, calculates the predicted probability of success Pr (Y 1 = 1) and xb calculates the linear prediction, including the contribution of the constrained intercept.
The syntax of predict after snp2 is
where p11, the default, calculates the joint probability Pr (Y 1 = 1, Y 2 = 1); p10 calculates the joint probability Pr (Y 1 = 1, Y 2 = 0); p01 calculates the joint probability Pr (Y 1 = 0, Y 2 = 1); p00 calculates the joint probability Pr (Y 1 = 0, Y 2 = 0); pmarg1 calculates the marginal probability Pr (Y 1 = 1); pmarg2 calculates the marginal probability Pr (Y 2 = 1); pcond1 calculates the conditional probability Pr (Y 1 = 1 | Y 2 = 1); pcond2 calculates the conditional probability Pr (Y 2 = 1 | Y 1 = 1); xb1 calculates the linear prediction of the first equation, including the contribution of the constrained intercept; and xb2 calculates the linear prediction of the second equation, including the contribution of the constrained intercept.
The syntax of predict after snp2s is predict newvar if in , pmargin p11 p10 p01 p00 pcond psel xb xbsel
where pmargin, the default, calculates the marginal probability of success Pr (Y 2 = 1) in the outcome equation; p11 calculates the joint probability Pr (Y 1 = 1, Y 2 = 1); p10 calculates the joint probability Pr (Y 1 = 1, Y 2 = 0); p01 calculates the joint probability Pr (Y 1 = 0, Y 2 = 1); p00 calculates the joint probability Pr (Y 1 = 0, Y 2 = 0); pcond calculates the conditional probability of success Pr (Y 2 = 1 | Y 1 = 1); psel calculates the selection probability of success Pr (Y 1 = 1) for the selection equation; xb calculates the linear prediction of the outcome equation, including the contribution of the constrained intercept; and xbsel calculates the linear prediction of the selection equation, including the contribution of the constrained intercept.
As before, the margins command allows the user to make an inference on any of the statistics computed from prediction of a previously fit model.
Examples
In this section, we use simulated data to provide some examples of the new opsel and snpopsel commands. The Stata codes for our data-generating process are:
. This generated model includes two equations-one for the binary indicator of sample selection y1 and one for the ordered outcome y2. The indicator y1 is equal to one for positive values of the latent variable y1s, and it is equal to zero otherwise. The outcome y2 can assume six values, depending on the interval in which the latent variable y2s falls. The sample size is set to 5,000 observations, but observability of y2 is restricted to the subsample of 2,142 observations for which y1 is equal to one. The set of covariates includes three independent variables: x1 is drawn from a uniform distribution on (-sqrt(3), sqrt (3)), x2 is drawn from a standardized Gaussian distribution, and x3 is drawn from a chi-squared distribution with one degree of freedom and then transformed by subtracting 1 and dividing the results by sqrt (2). The model is identified by excluding x1 from the predictors of y2s. The errors u1 and u2 are drawn from a bivariate Gaussian distribution with zero means, unit variances, and a correlation coefficient equal to 0. 11. The same estimator can be obtained with the ssm command of Miranda and Rabe-Hesketh (2006) by specifying a binomial family with an ordered probit link. In this example, the opsel command is about nine times faster than the ssm command. This command detects a positive and statistically significant correlation coefficient. The resulting ML estimator performs much better than the ML estimator of the oprobit command. Next we use the snpopsel command with R = (3, 3)
. snpopsel y2 x2 x3, select(y1=x1 x2 x3) order1 (3) Once differences in the scale of the error terms are taken into account, the SNP estimates of the coefficients and their standard errors are very close to those obtained with the parametric ML estimator. Of course, in this Gaussian design, the SNP estimates are somewhat less efficient than the parametric ML estimates. An alternative way of comparing the estimation results is that of using the margins command to compute marginal effects. Below we compare the true and the estimated marginal effects for the probability Pr (Y 2 = 1) at the sample means of the continuous covariates x2 and x3:
. quietly summarize x2
. local m_x2=r(mean) . quietly summarize x3 . local m_x3=r(mean)
. noisily display "The true marginal effect of x2 is " > normalden(-2-.5*`m_x2´+.5*`m_x3´)*(-.5) The true marginal effect of x2 is -.02710986
. noisily display "The true marginal effect of x3 is " > normalden(-2-.5*`m_x2´+.5*`m_x3´)*(.5) The true marginal effect of x3 is .02710986 . quietly estimates restore oprobit . margins, dydx(_all) predict(outcome (1) The marginal effects of the oprobit command are clearly underestimated, and the 95% confidence intervals do not include the true values. On the other hand, the marginal effects of the opsel and snpopsel commands are not statistically different from the true values.
Finally, we use the predict command to compute the predicted marginal probabilities of each of the six possible categories of y2:
. quietly estimates restore oprobit . predict p1_op As for the estimated coefficients and marginal effects, the predicted marginal probabilities of the SNP model are quite close to those of the parametric model. Because of the positive correlation between u1 and u2, ignoring sample selection leads instead to underestimating the marginal probabilities of low outcomes and overestimating the marginal probability of high outcomes.
Empirical application
In this section, we present an empirical application on self-reported health (SRH) status of the elderly European population. Our data are from the first two waves of SHARE, a multidisciplinary and cross-national household panel survey coordinated by the Mannheim Research Institute for the Economics of Aging. In each wave, the target population of SHARE consists of people aged 50 and older, plus their (possibly younger) partners. The first wave, conducted in 2004, covers about 28,500 individuals in 11 European countries (Austria, Belgium, Denmark, France, Germany, Greece, Italy, the Netherlands, Spain, Sweden, and Switzerland). The second wave, conducted in 2006, covers about 33,300 individuals in a larger set of countries. In this analysis, we only focus on the countries that have participated in both waves of the panel, and we exclude refreshment samples that have been drawn in the second wave to compensate for sample attrition between the first and the second waves. After selecting respondents aged 50 and older in the first wave, our sample consists of 25,278 individuals, of whom 8,376 were interviewed in the first wave only and of whom 16,902 were interviewed in both waves. Further information on survey design and response rates can be found in Börsch-Supan et al. (2005) .
In SHARE, SRH is measured on a five-point ordered scale (poor, fair, good, very good, excellent). We are interested in estimating a model for the transition probabilities Pr (SRH 2 = s | SRH 1 = j, X 2 ), s, j = 1, . . . , 5, where SRH t is the SRH status in wave t and X 2 is an additional set of conditioning variables from the first wave. For simplicity, we fit an ordered response model for SRH 2 by using as predictors four binary indicators for SRH 1 and the conditioning variables in X 2 . 12 However, a more general approach could be estimating separate ordered response models for each status of SRH 1 to account for both differential effects of the conditioning variables in X 2 and for differential attrition effects. 13 The conditioning variables in X 2 include a set of socio-demographic characteristics, a set of cognitive ability measures, a set of mental and physical health indicators. In particular, we use a second-order polynomial in age, household size, the logarithm of household income, the scores obtained in the cognitive ability tests (mathematical, orientation in time, recall, and fluency), the Euro-D depression scale, a set of binary indicators for being female, educational attainments, living without a partner, living in a small city, having children, and having health diseases (heart attack, stroke, arthritis, cancer, or Parkinson's disease) diagnosed by a doctor. Due to the high level of comparability of the SHARE data, we also pool data from the various countries and include a set of country dummies to control for unobserved heterogeneity at the country level.
Because of sample attrition that occurred between the first and the second waves, SRH 2 cannot be observed for about one-third of the original sample. Moreover, there are reasons to believe that the selection mechanism underlying sample attrition is not random. Deaths, serious illness, cognitive impairments, and moving into institutional 12. Good SRH is our reference category. 13. We thank Franco Peracchi for this comment. Here we use a more parsimonious model specification because of the large number of covariates included in X 2 .
care are health-related reasons for sample attrition that may induce a positive survivorship bias in SRH (that is, those remaining in the panel are likely to be healthier than those dropping out). To allow for selection on unobservables due to sample attrition, we need some variable that helps predict the attrition probability but does not help predict SRH 2 . As suggested by Fitzgerald, Gottschalk, and Moffitt (1998) , Nicoletti and Peracchi (2005) , and De Luca and Peracchi (2010), interviewers' characteristics and features of the interview process may provide the required set of exclusion restrictions. Because these variables are external to the individuals under investigation and are not under their control, one may expect them to be irrelevant for SRH. On the other hand, results from several validation studies suggest that these variables are important predictors of the attrition probability. Thus, in addition to variables used to predict SRH 2 , predictors of the attrition probability include age, gender, and educational attainments of the interviewers, an indicator for good willingness to answer (as perceived by the interviewer during the interview of the first wave), and an indicator for completing the self-administered paper-and-pencil questionnaire that is handed to respondents after the computer assisted personal interview (CAPI). 14 Definitions and summary statistics of all the relevant variables are presented in table 1.
14. The unique interview mode adopted by SHARE is CAPI supplemented by a self-administered paper and pencil questionnaire (the drop-off questionnaire). The CAPI interview represents the largest part of the interview, while the drop-off questionnaire is used to ask more sensitive questions. As a fieldwork rule, the drop-off questionnaire is handed to respondents only after completing the CAPI interview. Thus completing the drop-off questionnaire can be interpreted as an indicator of the respondent's motivation toward the survey request. 
Sample attrition
In the first two columns of table 2, we compare the probit and SNP estimates of a univariate binary response model for the probability of participating in wave 2 given participation in wave 1. For the SNP estimator, we considered three alternative specifications obtained by varying the order of the Hermite polynomial expansion (R = 3, 4, 5) . For brevity, we present only the estimates of the specification with R = 3, which is the one selected by BIC. As mentioned above, the estimated coefficients of the probit and SNP models are not directly comparable because of the different scale normalizations. Accordingly, we compare ratios of the estimated coefficients by dividing the coefficient of each variable by the coefficient of the dummy variable for completing the drop-off questionnaire. The standard errors of these ratios are computed through the delta method (see [R] nlcom). Our estimation results suggest that the relationship between sample attrition and the health status of the first wave may differ across health dimensions. On the one hand, we find that the attrition probability is negatively associated with cognitive abilities, and it is significantly higher for respondents with a diagnosed cancer and for those with fair and poor SRH 1 . On the other hand, the attrition probability is significantly lower for respondents suffering from arthritis and depression problems-probably because they can be easily traced and approached by the interviewers. Other things being equal, the relationship between the attrition probability and the age of the respondents is U-shaped, with a minimum at 67 years. Furthermore, we find that the attrition probability increases with household income; decreases with household size; and is significantly lower for people who are single, have children, and live in a small city. Coherently with the findings of the survey nonresponse literature, we also find that interviewer characteristics and features of the interview process are important predictors of the attrition probability. The assumption that the error term follows a Gaussian distribution cannot be rejected by a likelihood ratio test that compares the SNP model with the probit model. Once the different scale is taken into account, the differences between probit and SNP estimates are small. Table 3 presents the estimates of four alternative ordered response models for SRH 2 , which are labeled with the names of the corresponding Stata commands. oprobit is a univariate ordered probit model that ignores attrition and assumes Gaussianity of the error term in the outcome equation. sneop is a univariate SNP ordered response model that ignores attrition but relaxes the Gaussian distributional assumption. opsel is our parametric ordered response model with sample selection that corrects for attrition by assuming that errors in the outcome and the selection equations follow a bivariate Gaussian distribution. Finally, snpopsel is our SNP ordered response model with sample selection that corrects for attrition without imposing strong parametric assumptions on the distribution of the two error terms. For the SNP models, we again considered alternative specifications by varying the order of the univariate and the bivariate Hermite polynomial expansions. 15 The preferred model specifications, selected through the BIC, have R = 4 in Model 2 and R = (3, 3) in Model 4. In this case, we compare ratios of the estimated coefficients by dividing the coefficient of each variable by the coefficient of the dummy variable for respondents' tertiary education. The standard errors of these ratios are computed through the delta method. Estimates of the selection equation for the opsel and snpopsel models are presented, respectively, in the third and fourth columns of table 3. Overall, our estimation results reveal that ignoring attrition or potential departures from Gaussianity hardly affects estimated coefficients of the selection equation.
SRH status
In table 3, estimated coefficients of the dummies for SRH 1 suggest that SRH is highly persistent. This result is consistent with the findings of Contoyannis, Jones, and Rice (2004) , who analyze the dynamics of SRH using eight waves of British Household Panel Survey. We also find that SRH 2 decreases with the age of the respondent; it increases with household income; and it is significantly lower for people not working, those with lower cognitive abilities, and those suffering from mental and physical health problems. According to our parametric sample selection model, the estimate of the correlation coefficient ρ is not statistically different from zero. The sign of this estimated coefficient is somewhat counterintuitive because it would imply a positive correlation between sample attrition and SRH 2 . A sizable and positive estimate of the correlation coefficient is found in the SNP specification of our sample selection model where the point estimate of ρ = 0.215. The differences between parametric and SNP estimates are likely to be due to a misspecification of the distributional assumption in the outcome equation. In this equation, Gaussianity is strongly rejected at the 1% level by a likelihood-ratio test that compares the sneop estimates with the oprobit estimates.
Transition probabilities for SRH status
Although ratios of the estimated coefficients provide an easy way of comparing alternative estimation methods, their interpretation is not always straightforward. This statement explains why in discrete choice models one is usually interested in predicted probabilities and marginal effects.
In this section, we analyze the implications of the alternative estimation methods for the transition probabilities Pr(SRH 2 = s | SRH 1 = j, X 2 ), s, j = 1, . . . , 5. These probabilities can be easily computed through the margins command by varying the values of both the outcome variable SRH 2 and the binary indicators for SRH 1 , while setting the variables in X 2 to their sample means X 2 . Below we present an example of the Stata codes used to obtain transition probabilities after snpopsel estimation:
. forvalues s=1(1)5 { 2. margins, predict(pr outcome(`s´)) noesample > at((means) _all SRH1_1=1 SRH1_2=0 SRH1_4=0 SRH1_5=0) > at((means) _all SRH1_1=0 SRH1_2=1 SRH1_4=0 SRH1_5=0) > at((means) _all SRH1_1=0 SRH1_2=0 SRH1_4=0 SRH1_5=0) > at((means) _all SRH1_1=0 SRH1_2=0 SRH1_4=1 SRH1_5=0) > at((means) _all SRH1_1=0 SRH1_2=0 SRH1_4=0 SRH1_5=1) > noatlegend 3. matrix snpopsel_`s´=r(b) 4.
forvalues j=1(1)5 { 5.
local snpopsel_`j´_`s´=snpopsel_`s´[1,`j´] 6. } 7. } Table 4 presents the estimated transition probabilities in SRH for the four models considered in the previous sections. For each model, the elements on the main diagonal correspond to the probabilities of reporting the same health status; those above the diagonal correspond to the probabilities of reporting a better health status; while those below the diagonal correspond to the probabilities of reporting a worse health status. Our estimation results clearly reveal that sample attrition and departures from the parametric distributional assumptions may seriously bias estimates of the transition probabilities. For instance, let us focus on the transition probability from poor SRH 1 to good SRH 2 . The estimate from a simple ordered probit model is equal to 18.1%. The parametric correction for sample attrition leads to a slightly higher estimate of 19.4%. If sample attrition is associated with a positive survivorship bias, this result is somewhat counterintuitive because we would expect a downward correction of improving health. This is exactly the effect captured by our SNP sample selection model where the estimated transition probability is equal to 10.7%. Similar discrepancies can be observed for most of the other transition probabilities. 
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