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Abstract
Combining and separating fluid streams has many industrial and biomedical applica-
tions, such as biomedical devices, mini- or micro-scale mixers, and micro-rheometry. In
this work, we have investigated the influence of both purely inertial and purely elastic
flow instabilities on different micro-geometries using Newtonian and viscoelastic fluids.
This study has explored numerical and experimental inertial instabilities in a so-
called mixing-separating cell micro-geometry that contains an internal stagnation point
where fluid streams are combined. The geometry consists of two straight square parallel
channels with flow from opposite directions and a central gap that allows the streams to
interact, mix, or remain separate (often referred to as the H-geometry). Under creeping-
flow conditions (Reynolds number [Re→ 0]), the flow is steady, two-dimensional, and
produces a sharp interface between fluid streams entering the geometry from oppo-
site directions. When Re exceeds a critical value, one of two different supercritical,
inertial instability appears which leads to significant changes in the flow pattern and
an increased level of interaction between the two streams, although the flow remains
steady.
In a wide gap geometry (g = 5H, where g and H corresponds to the gap size
and the channel height respectively), as Re increases, the central vortex divides into
two vortices, whereas the flow topology and the form of the instability are different
in other gap sizes. The experimental results for one gap size are used to validate our
numerical method, which is then applied to a wider range of gap sizes. The exact form
of the instability is dependent on the gap size and Reynolds number and we identify
two distinct instabilities, one of which appears in devices with large gaps and another
which appears in devices with small gaps. At intermediate gap sizes both instabilities
can occur in the same device (at different onset Re). The results suggest that gap size
is of primary importance in determining the type of instability that occurs. With a
judicious choice of gap size, the instabilities can be exploited (or avoided) in scientific,
medical or other microfluidic applications.
By varying the angle between the pair of inlet and outlet arms from the so-called
‘mixing-separating’ (0◦ angle) to a so-called cross-slot (90◦ angle), where the inlet and
outlet channels are orthogonal (including intermediate geometries between these two
extremes), we can firmly establish how the instability relates to both gap size and
i
impingement angle. The impingement angle and gap size are geometrically dependent
upon each other (i.e. if the impingement angle is changed, the gap size is changed as
a result of the new angle), and isolating the effect of the impingement angle and gap
size is non-trivial.
The creeping flow of a highly viscoelastic fluid through the mixing-separating cell
micro-geometry undergoes a series of purely elastic flow transitions from symmetric
flow to steady asymmetric flow and eventually to time-dependent flow depending on the
Weissenberg number (Wi). Our experimental results suggest that the effect observed
can be exploited to enhance mixing in biomedical or other applications.
Finally, we have investigated the influence of a purely inertial flow instability on
the enhancement of heat transfer in a cross-slot micro-geometry where symmetry is
broken but the flow remains steady. The effects of the instability have presented as an
effective method of enhancing mixing and heat transfer in the cross-slot device and can
be exploited in applications such as lab-on-chip and micro chemical-reaction devices at
a low Reynolds number (i.e. Re < 100).
Keywords: Inertial instability, Mixing-separating device, Cross-Slot, Heat trans-
fer, Steady symmetry-breaking bifurcation, Swirling strength, Elastic instability
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Chapter 1
Introduction
1.1 Motivation
Microfluidic devices are tiny chips that can, for example, sort out disease biomarkers,
cells, and other small structures in samples such as blood by using microscopic channels
incorporated into the devices [1]. In a fictitious scenario, if a doctor obtains a small
finger prick from the patient, the resultant tiny droplet of blood is used to make 50
measurements in about 10 to 15 minutes. Then, the information acquired is instantly
added to the patient’s digital health record. This measurement capability could be-
come an invaluable asset to help track and improve the patient’s health over time. For
example, this feature could be used to detect disease processes before they become seri-
ous, such as in cancer. During the time in which the disease is still very treatable, this
measurement capability could be indispensable for diagnostic and preventive medicine.
However, there is one problem with this scenario: this device does not exist, which
illustrates a technology lacuna and how it intersects our lives. What we can do with
technology is crucially defined by our tools and knowledge; if we want new capabilities
and new possibilities, we need to create new tools 1.
Compared to traditional macro-scale mixing methods, microfluidic devices provide
a good alternative at a lower cost, improved portability, and shorter operational time.
For example, they have the potential to reduce blood-processing time from an hour to
a few minutes [2]. However, many problems arise when designing a microfluidic device,
and scientists can struggle to find solutions due to the complexity of each problem; to
solve such problems without careful consideration and targeting would be unlikely to
provide any serious physical insight into the fundamental problems themselves. For
example, miniaturised valves have a tendency to stick irreversibly to the substrate,
making it necessary to minimise the contact surface area (as was necessary for the
miniaturised motor) [3].
Currently, microfluidic researchers are undertaking the task of creating in vivo or-
1Professor Greg Nordin (Brigham Young University) from his TEDx talk in 2018.
https://www.ted.com/tedx/events/24444
1
gans on a microchip to mitigate the soaring costs of R&D. The objective is to produce
a set of sophisticated in vitro assays with which drugs could be tested, with the aim
of increasing predictability (hit rate) of a new drug before animal testing and human
clinical trials. Such devices have been used to diagnose sickle cell disease utilising blood
vessel-on-a-chip devices [4]. Due to the absence of moving parts and the relative ease
and accessibility of many of these technologies, it has become possible to integrate
several elements on the same chip and create lab-on-chip devices. Even though the
difficulties involved in the fabrication of these devices have been managed, control of
the fluid flow within them is still a problem that needs to be tackled.
This project intends to explore flow instabilities in different micro-geometries in
order to enhance mixing and heat transfer. Inertial (or purely-inertial) instabilities are
related to Newtonian fluids in laminar regime presenting a complex behaviour. Where
steady symmetry-breaking bifurcation occurs and convective mixing regime arises. By
adding a small amount of flexible high-molecular-weight polymers to a Newtonian sol-
vent, the inertial hydrodynamic flow behaviour can be considerably modified. A new
instability, so-called elastic (or purely-elastic) instabilities, can arise even at very small
Reynolds number as a consequence of nonlinearities associated with the elasticity of
fluid containing flexible polymers (viscoelastic fluid) within different simple geometries,
for instance, a T-shaped mixer, a cross-slot or mixing-separating cells. To narrow the
scope to some extent, the focus of this project is on the fundamentals of particular flow
instabilities in the micro-scale: principally, those that present stagnation point flows.
1.2 Inertial instabilities in microfluidics
As suggested by the title of this dissertation, we are interested in nonlinear behaviours
of flowing fluids in different micro-geometries. Compared to traditional methods, micro-
scale devices need a small amount of sample to analyse with faster reactions. Addition-
ally, micro-scale geometries have often been associated with negligible effects of inertia
due to their small dimensions. Thus, Newtonian fluids are difficult to be well mixed
at short length and reasonable time because the flow in these micro-scale geometries
is inherently steady and laminar. Therefore, the use of conventional geometrical shape
(e.g., straight microchannel) in these micro-devices requires more than several tens of
centimetres to achieve the acceptable performance of mixing, which is unacceptable
with these compact microdevices.
The rich physics and complex flow behaviours in microfluidic devices have recently
drawn the attention of scientists from various disciplines in order to improve the hydro-
dynamic and thermal characteristics of these micro-systems using alternative techniques
that depend on fluid inertia [5, 6]. Thus, micro-scale geometries have been designed
in a particular way to increase the contact area and the contact time between fluids,
for example, a serpentine channel, a T-shaped device, a cross-slot geometry, and a
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mixing-separating cell.
For Newtonian fluids, nonlinear flow behaviors are driven purely by inertia. In a
recent review by Haward et al. [7], the significance of the inertial instability in a cross-
slot configuration is pointed out and its applications are discussed. Cross-slots, shown
schematically in Figure 1.1, exhibit a simple design and is composed of four intersecting
channels with two opposing inlets and two opposing outlets. The flow in the cross-slot
is easy to control and is able to generate a stagnation point at its geometrical centre. A
major characteristic of stagnation point flows is that either fluid elements are subjected
to high-velocity gradients for a limited time as they pass through the surrounding region
of the stagnation point, or fluid elements trapped at the stagnation point are subjected
to high strain rates for an undefined time. For Newtonian fluid streams imposed at the
opposite inlets of a cross-slot micro-geometry, a fluid flow bifurcation appears depending
upon the Reynolds number (Re) at which the flow becomes asymmetric, and a spiral
vortex develops due to an engulfment flow regime. The instability can potentially assist
in mixing techniques for flows with small Reynolds numbers [7].
Figure 1.1: Schematic diagram of a cross-slot geometry showing the relevant details:
two opposing inlets, two outlets, and the stagnation point.
The Reynolds number (Re) is defined mathematically as Re ≡ ρUl/µ. Re is charac-
terised by one single spatial scale l −characteristic length−, the characteristic velocity
of the fluid (U), the density (ρ), and the dynamic viscosity (µ). For Newtonian fluids,
nonlinear flow behaviours are driven purely by inertia. At and above the critical Re
value, an instability occurs, and the stable, two-dimensional, and laminar flow within
a cross-slot device gives way to a complex three-dimensional flow, which is also steady
(Figure 1.2). The characterisation of the flow’s stability around a critical Reynolds
number (Rec) is therefore essential in understanding device mixing capabilities.
To date, no work has been reported that characterises the effect of the spiral insta-
3
Figure 1.2: Spiral instability in a cross-slot geometry: Confocal experimental imaging
((a)–(d)) showing the steady-symmetric flow and the symmetry-breaking bifurcation
- spiral vortex structure (right). Newtonian fluid flow in the cross-slot device with
aspect ratio 1 (α = 1) under the following conditions: (a) Re = 15.2; (b) Re = 42.8;
(c) Re = 60.6; and (d) Re = 91.0. [from Haward et al. [7]]
bility observed by Haward et al. [7] on heat transfer. Given the potential applications
of improving the heat transfer performance of microfluidic devices (for active cooling,
for example), it is pertinent to investigate the influence of this inertial instability on
heat transfer. With this idea in mind, and based on the simplicity of cross-slot designs,
we investigated the potential of this instability in a cross-slot to promote convective
heat transfer at low or moderate values of Reynolds numbers (Re < 100). Numeri-
cal simulations are exploited to characterise the heat transfer enhancement in greater
detail (as the 3D velocity and temperature fields are available) than is possible with
the limited experimental data. We also tested other thermal boundary conditions (i.e.
uniform wall temperature), which allowed us to quantify the heat transfer enhancement
(compared to a channel with no instability) using the Nusselt number.
A T-shaped micro-mixer device, which is a contraction of a cross-slot, has flow
entering the channel from two opposite inlets, then reaching a stagnation point before
turning 90◦ and being expelled down the outlet channel. Depending on the Reynolds
number, a symmetry-breaking flow bifurcation occurs [8] and the behaviour of the
flow after this instability has been shown to increase the mixing performance within
microfluidic devices [9]. Three different regimes of laminar flow (symmetric stratified
flow, symmetric vortex flow, and, beyond the instability, the so-called engulfment flow
regime, which is asymmetric) were observed depending on the Reynolds number in the
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outflow mixing channel [10, 11, 12, 13]. The instability in a T-shaped geometry is
closely related to that reported in the cross-slot device.
The characteristics of fluid flow and mass transfer within square cross-section T-
shaped and cross-shaped micromixers have been numerically and experimentally inves-
tigated by Ait Mouheb et al. [14, 15] in order to compare the mixing performances
of the two geometric configurations. The experimental and numerical results showed
that the mixing in the cross-shaped micromixer occurs at lower flow rates than in the
T-shaped micromixer. This enhancement in mixing in the cross-shaped micromixer is
attributed to the stronger vortex stretching and high shear rate. In addition, the cross-
shaped micromixer induces a smaller pressure drop than the T-shaped micromixer due
to the existence of two outflow streams. Haward et al. [7] demonstrated (experimen-
tally and numerically) the mechanism of fluid mixing in cross-slot geometries with a
range of aspect ratios (depth/width) of 0.4 to 3.87. The results revealed that fluid flow
is steady and symmetric (the interface between fluid streams is sharp and vertical) at
low Reynolds numbers. However, as the Reynolds number increases above a critical
value (20 < Re < 100), which is dependent on the cross-slot aspect ratio, the laminar
flow experiences a steady symmetry-breaking bifurcation and a spiral vortex structure
is created oriented about the central axis of the outflow channels. This spiral insta-
bility, the onset of which is described by a Landau model analogous to that used near
equilibrium tricritical points, can be harnessed to boost fluid mixing in the cross-slot
geometry at these modest Reynolds numbers [7].
Another simple configuration with potential applications in micro-scale flows is the
microfluidic mixing-separating cell (also referred to as the H-geometry) − two straight
square parallel channels with flow from opposite directions interacting through a central
gap that allows the streams to mix or remain separate. When compared to a cross-slot,
a mixing-separating cell shows many similarities in the fluid motion. The cross-slot
device with one pair of aligned arms rotated by 90◦ towards the other pair would lead
to a mixing-separating cell with a
√
2H gap size at the centre of the device (where H
represents the channel height). It is well known that cross-slot devices are sensitive to
an inertial instability at modest Reynolds numbers [7]. However, the understanding
of these instabilities in different geometries, such as a mixing-separating device and
its variations, is very limited. Therefore, in this thesis, a particular aim is to harness
a greater understanding of the inertial flow instabilities when varying the gap size in
a mixing-separating microfluidic device (hence low Re). The characterisation of the
flow before and after the bifurcation helps to predict the flow topology and locate the
position and orientation of vortex structures within the device, which consequently
benefits the design of microfluidic devices to manipulate flow conditions using laminar
vortices (e.g. for particle entrapment or mixing).
Moreover, we use experimental results to validate three-dimensional numerical sim-
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ulations of the cross-slot geometry. These simulations are exploited to characterise the
heat transfer enhancement in greater detail than is possible with the limited experimen-
tal data. Furthermore, in the experiments, the surfaces of the cross-slot micro-geometry
are considered to be adiabatic due to the material used to manufacture the cross slot.
Using the simulations, we can also test other thermal boundary conditions (i.e. uni-
form wall temperature), which allows us to quantify the heat transfer enhancement
(compared to a channel with no instability) using the Nusselt number.
1.3 Elastic instabilities in microfluidics
Viscoelastic fluids, materials that exhibit both viscous and elastic characteristics upon
deformation, have been an interesting object of study to researchers in various areas.
The most common type of fluids with viscoelasticity are polymeric liquids: melts and
solutions of polymers. Owing to the elasticity of polymer molecules, as well as the
nontrivial polymer-solvent and polymer-polymer interactions, the behaviours of these
liquids under certain flow conditions and deformations can be drastically different from
those of Newtonian fluids. Classical examples and applications are discussed in Bird
et al. [16]. Another example of viscoelastic fluids are surfactant solutions that have
formed worm-like micelles [17].
For Newtonian fluids, nonlinear flow behaviours are driven purely by inertia, the im-
pact of which can be measured by the Reynolds number Re (see previous section). For
viscoelastic fluids, inertia is no longer the sole source of nonlinearity. Microscopic struc-
tures of the fluid, including (e.g. polymeric liquids) individual polymer molecules as
well as high-order structures (e.g. clusters and networks) of polymers (in concentrated
solutions and melts), interact in a nontrivial way with the macroscopic momentum and
mass balances. Therefore, nonlinearity can be significant even at very low Re.
The Weissenberg number − Wi − (Wi ≡ λγ˙) is introduced, and it represents the
time scale of the relaxation of polymer λ nondimensionalised by the inverse of the
characteristic strain rate γ˙ of the flow. Instabilities can occur even at extremely low
Re, where inertial effects are negligible; these types of instabilities driven completely
by elasticity are very often called as “purely-elastic” or “inertia-less” instabilities [18,
19, 20, 17].
There are numerous problems of interest in the whole range of Re and Wi. Dif-
ferent types of elastic instabilities are reported in various experimental conditions, and
the best-understood are the so-called “hoop-stress” instabilities, which occur in vis-
coelastic fluid flows with curved streamlines [18, 21, 19, 20, 22], and instabilities in flow
geometries involving stagnation points, such those in rheometric flows [23, 24] and mi-
crofluidics [25]. However, in this thesis, we selected one representative example for the
case study: experimental investigations of the behaviour of the so-called purely elas-
tic instability in a mixing-separating. For this device, for which a stagnation point is
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created at the centre of the symmetry, experimental investigation of these instabilities
is very limited. Our goal is to understand these instabilities via experimental analysis
when varying the Weissenberg number (Wi), in the hope that the resulting mechanism
can be applicable to a wider range of problems. According to the literature review,
no work has been reported addressing the effect of purely-elastic flow instabilities of a
viscoelastic fluid in the mixing-separating micro-geometry.
1.4 Project aims and objectives
The objective of the present work is to get a deeper insight into the flow instabilities in
different micro-geometries. The technical difficulties because of the small length-scales
of these geometries are considered the main challenge that has held the progress to-
wards enhancing mixing and heat transfer. Therefore, we investigate the behaviour of
micro-scale flow instabilities numerically and experimentally, which offers an efficient
alternative to geometry modification or external forcing. Additionally, the characteri-
sation of the flow before and after the bifurcation helps to predict the formation and
confidently locate the core position of vortex structures within the channels, which con-
sequently benefits the designing of microfluidic devices to manipulate flow conditions
using laminar vortices, i.e. particle entrapment, mixing, and other applications. More
specifically, the present research targets the following objectives:
1. The first objective is to explore the inertial instabilities and changes in flow topol-
ogy in a mixing-separating microfluidic device. We perform both experiments
(using flow visualisation) and numerical simulations in a specific geometry with
a gap size of five times the channel height (g = 5H). Finding good agreement
between the experiments and simulations, we further utilise the simulation tech-
nique to explore the effect of varying the gap size (g). We demonstrate that both
the nature of the instability and the Re at which it occurs varies as the gap size
is changed.
2. The results for the mixing-separating device are useful for reference cases as we
can vary the gap size without changing the angle (α) between the pair or inlet
and outlets (which is a particular quirk of the H-geometry). Although there is
some previous work on the effect of the angle α (albeit for circular cross-section
channels)[26], a full study of devices with a variety of angles and gap sizes is
required to answer this question with certainty and to firmly establish how the
instability relates to both gap size and angle. As the α angle and gap size are
geometrically dependent upon each other (i.e. if α is changed, the gap size is
changed as a result of the new angle [26]), the second objective is to utilise the
simulation technique to investigate the effect of varying the α angle, consequently
aggregated to changes in the gap size, which is non-trivial.
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3. Previous numerical work [27] has shown that the amount of reverse flow depends
on the gap size and Deborah number, and the creeping flow of UCM fluid ex-
hibited an interesting bifurcation pattern, which depends on the gap width. The
results have shown a significant asymmetry in the gap region with the fluid tend-
ing to flow not reverse around the separating wall. The authors indicate that
for intermediate gap widths, a steady bi-stable bifurcation pattern is observed.
Two different flow configurations appear at very close Deborah numbers, which
made the flow to oscillate periodically. To date, no work has investigated this
purely-elastic instability in a mixing-separating micro-geometry experimentally.
Therefore, the third objective is to conduct systematic experiments to exploit the
purely-elastic shear flow instabilities of a viscoelastic fluid to elucidate the role of
elasticity in a mixing-separating cell device using a so-called Boger fluid (a model
liquid with near-constant viscosity).
4. To date, no work has been reported that characterises the effect of the spiral
instability observed by Haward et al. [7] on heat transfer. Given the potential
applications of improving heat transfer performance of microfluidic devices (for
active cooling, for example) it is pertinent to investigate the influence of this in-
ertial instability on heat transfer. As such, the fourth objective is to investigate
the possibility of utilising this instability in a cross-slot device to promote con-
vective heat transfer at low or moderate values of Reynolds numbers (Re < 100).
We do this through a combination of three-dimensional numerical simulations
and experiments. The numerical simulations are exploited to characterise the
heat transfer enhancement in greater detail than is possible with the limited
experimental data. Furthermore, in the experiments, the surfaces of the cross-
slot micro-geometry are considered to be adiabatic due to the material used to
manufacture the cross slot. Using the simulations, we also test other thermal
boundary conditions (i.e. uniform wall temperature), which allows us to quantify
the heat transfer enhancement (compared to a channel with no instability) using
the Nusselt number.
1.5 Outline of this document
The contents of this thesis are thus divided into the following parts:
• Chapter 2 presents a review of previous studies.
• In Chapter 3, we present the experimental arrangement and procedure, including
a description of the working fluids, calibration procedures, and uncertainties.
• Chapter 4 describes the setup of the numerical simulations, including the bound-
ary conditions, details of a mesh dependence study, validation of the method
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against previous work for a straight channel, and bifurcation parameters em-
ployed.
• In Chapter 5, we benchmark numerical simulations in a wide gap (5H) mixing-
separating cell geometry against the experimental results. We also investigate
the effect of varying the gap size of the mixing-separating cell through numerical
simulations.
• Chapter 6 presents an investigation of the effect of varying the angle between the
pair of inlets and outlets on the inertial instability.
• In Chapter 7, we investigate the mechanisms of the flow field becoming time-
dependent when using a viscoelastic fluid in the mixing-separating device.
• Chapter 8 explores the enhancement of heat transfer using an inertial instability
in cross-slot microfluidic devices.
• In Chapter 9, we present the conclusions and a proposal for future research.
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Chapter 2
Background
2.1 Fluid flow instabilities at micro-scale
The potential to amplify mixing of two confined fluid streams or the capacity to ma-
nipulate particles on the micro-scale for different industrial applications has been an
upward trend in research papers. This chapter introduces the previous research con-
ducted regarding fluid flow instabilities at the micro-scale. These instabilities can be
used to enhance mixing, and particle entrapment or manipulation. In addition, the
set of dimensionless numbers used to categorise the flow throughout this thesis are
presented, and their meaning is discussed based on the underlying physics.
2.2 Mixing in micro-scale flows
In the 1990s, fluid flow operating under unusual or unexplored conditions becomes
considerably employed, and the term microfluidics1 turned very common between sci-
entists, with MEMS (micro electro-mechanical systems)2 devices being fabricated for
chemical, biological, and biomedical application. A simple definition for the term mi-
crofluidics is the study of simple or complex, mono- or multiphasic flows which are
circulating in artificial microsystems [3].
In the last decade, microfluidic devices have had a significant impact on the biomed-
ical, pharmaceutical, food and chemical industries [2]. With the increasing use of micro-
scale devices across the biomedical industry, especially within biomedical diagnostics
and chemical fields with emphasis on an improved understanding of chemical reactions
[2, 6], the ability to mix two fluid flows or manipulate particles on the micro-scale has
become an enticing field of research. Due to the necessarily small scale of these devices
(≤ 1000µm), inertial forces are usually small, and laminar flow is predominant. Con-
sequently, the fluid mixing process in the micro-geometries often relies on molecular
1Microfluidics already existed in the 1960s, but its application was limited to developing the analo-
gous systems of microelectronic circuits with the electron flux is the analogue to the fluid flux.
2The micro electro-mechanical systems, MEMS, consists of systems whose total size varies between
1 and 300µm
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diffusion, which is notably inefficient when compared to turbulent convective mixing
[28, 2].
Micromixers homogenise fluids in small volumes (microliters) without taking much
space in satisfactory time-scales [29]. Active mixing schemes implement an external
force to the microfluidic mixing system other than the fluid flow, typically by way of a
mechanical transducer. Ultrasonic transducers have been shown to improve the mixing
performance in mixers by stirring the samples. This method of external excitation gen-
erates considerable heat in addition to the system, which alters the reactivity between
materials and is difficult to account for in analysis [2]. Passive microfluidic mixers,
studied in this thesis, rely on fluid mechanical behaviour induced by geometry and the
physical properties of the flow to enhance mixing. As the fluid flow passes through such
devices, inertia-driven instabilities induce mixing. Therefore, by studying this complex
effect on the flow, stability diagrams can be constructed, and more efficient mixing
devices proposed.
2.3 Reynolds number influence
The Buckingham’s theorem (also known as Π theorem), a key theorem in dimensional
analysis, allows the prediction of the consequences of miniaturisation 3. The usage
of the Π theorem, which characterises incompressible Newtonian flows by one single
spatial scale l −characteristic length−, demonstrate that such flows are controlled by a
single dimensionless number: the Reynolds number (Re). The mathematical expression
for Re number is:
Re =
Ul
ν
(2.1)
where U is the characteristic velocity of the fluid and ν is its kinematic viscosity. In
microsystems, there are flows associated with moderate Reynolds numbers on the order
of hundreds (Re ≈ 100), and velocities on the order of several meters per second. This
Reynolds number is not high enough to produce turbulent flow but is too high to be
able to apply the Stokes approximation, which is valid when Re ≈ 1. The Stokes
equation governs flows of incompressible Newtonian fluids as small Reynolds numbers
and can be described by:
−1
ρ
∇p+ ν∇2u+ 1
ρ
F = 0 (2.2)
where ρ and ν are constant fluid physical properties related to density and kinematic
viscosity, respectively. u represents the velocity vector and p the pressure. F corre-
sponds to all external forces acting on the microsystem. The flow governed by the
3We will not give a demonstration of this theorem; the reader can find this in most books of fluid
mechanics [3, 30, 31, 32]
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Stokes equation possesses remarkable properties: linearity, reversibility, uniqueness of
the solution, reciprocity, and the existence of a minimum of dissipation [3]. Whereas,
the domain of moderate Reynolds number (Re ≈ 100) groups together phenomena
often difficult to describe precisely, because they are not asymptotic and are thus dif-
ficult to simplify. Therefore, the moderate Re region permit bifurcations of solutions,
which can lead to hydrodynamic flow instabilities. In this work, the Stokes flow is not
applicable as we are aiming for the flow instabilities when using Newtonian fluids.
2.4 Diffusion dominates the mixing process in the micro-
scale
In the context of transport phenomena in a continuum, one extremely important di-
mensionless number in advection-diffusion problems is the Peclet number (Pe). This
number measures the relation of advection with respect to diffusion. It can be define
as:
Pe =
Ul
D
(2.3)
where U is the characteristic flow velocity, l is the size of the system,and D is the
diffusion coefficient, or diffusivity. The units of this coefficient are m2/s, and note
that it have the same units of the kinematic viscosity ν. Both coefficients are related
to a transport of a quantity, which gives an idea of flux. Diffusivity is correlated to
the size of molecules and viscous friction forces of the liquid environment, and thus
miniaturisation can lead to small diffuse mixing time. The mixing time under the
diffusive regime is on the order of l2/D. Table 2.1 below helps to clarify this point as
it shows a few values for molecules diffusing in water at 20◦C:
Table 2.1: Different values of diffusivity and mixing time for molecules diffusing in
water at 20◦C
System Diffusivity Mixing
cm2/s s
Dye (fluorescein), in a glass of 10cm 3× 10−6 105 s
Dye (fluorescein), in a microsystem of 1 µm 3× 10−6 103 s
Dye (fluorescein), in a microsystem of 100 µm 3× 10−6 10 s
Glycerine, in a glass of 10cm 4.6× 10−7 106 s
Enzymes and proteins, in a microreactor of 100 µm 1.2× 10−11 1000 s
The higher the Peclet number, the higher the influence of the advective flow dom-
inates over molecular diffusion. Therefore, one can conclude that in the domain of
microfluidics the unique way to transfer mass and heat is to let mixing occur naturally
by molecular diffusion. The miniaturisation process can thus be expected to lead to
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a small Pe number as diffusion is predominant, and the advection terms are negligi-
ble. Although, in contrast, the literature shows that there is not a characteristic order
of magnitude for the Peclet number, and therefore, some mixers attempt to encourage
the appearance of flow instabilities, separation, and recirculation induced by centrifugal
forces, all which leads to enhanced mixing [28, 33, 3, 25, 34, 35, 7].
2.5 Convective flow associated with inertial instabilities
in microfluidics
Different devices (or geometries) have historically been tested to improve mixing perfor-
mance and characterise flow behaviours providing a greater understanding of governing
mechanisms at this scale, as well as the possibilities within this field of research. Mi-
crofluidic devices have previously been tested both experimentally and numerically
across a variety of geometries such as a T-shaped planar channel with two square op-
posing inlets and a perpendicular outlet of equal combined area, i.e. maintaining a
constant bulk velocity in each channel arm [11]; a serpentine curved channel where the
fluid motion is in different direction to the axis of curvature due to the existence of
a secondary motion [36]; a cross-slot − planar crossed channel in which two opposed
incoming fluid streams impinge on each other, and leave through opposite channel ex-
its [37, 38]; and another simple configuration with potential applications in micro-scale
flows is the microfluidic mixing-separating cell (also referred to as the H-geometry)
− two straight square parallel channels with flow from opposite directions interact-
ing through a central gap that allows the streams to mix or remain separate. When
compared to a cross-slot, a mixing-separating cell shows many similarities in the fluid
motion. The cross-slot device with one pair of aligned arms rotated by 90◦ towards the
other pair would lead to a mixing-separating cell with
√
2H gap size at the centre of
the device. It is well known that cross-slot devices are sensitive to an inertial instability
at modest Reynolds numbers [7]. This instability can often be employed to enhance
mixing and heat transfer, offering an efficient alternative to geometry modification or
the addition of external forces to the system (e.i. electro-mechanical actuators [39, 40])
Before embarking on a discussion of the flow instabilities in different micro-geometries,
it is important to clarify what we mean by the term “flow instability”. A mathematical
demonstration from Graham and co-workers [41, 42] can help to understand: Consider
the flow of a Newtonian liquid (such as water) in the gap between two very long con-
centric cylinders, driven by the motion of the inner cylinder. At low rotation rates,
we would see a flow where the velocities and pressure only varied with radial posi-
tion and are constant along with the azimuthal and axial directions. We will refer to
this flow as the base flow. As the rotation speed is increased, a transition occurs to
an axisymmetric (i.e. no variation in the azimuthal direction), axially periodic vortex
flow. This flow is qualitatively different from the base flow: in particular, unlike in
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the base flow, the velocities and stresses vary in the axial direction. What is inter-
esting is that the base flow is an appropriate solution to the governing equations at
all values of the rotation rate. Beyond a critical value of the rotation rate; however,
perturbations (even infinitesimal ones) applied to the base flow grow in magnitude until
a qualitatively different steady state is reached. We say that the base flow is unstable
beyond the critical rotation speed, hence the phrase “flow instability.” The qualitative
change caused by the variation of a parameter (in this case, the rotation rate of the
inner cylinder) is called a bifurcation [41, 42]. As a simple one-dimensional example,
consider the differential equation:
y˙ = µy − y3 (2.4)
The equation 2.4 is invariant with respect to the transformation y → −y, i.e.,
replacing y by −y results in the same equation. Steady state solutions are obtained by
setting y˙ to zero (as in equation 2.5).
f(y) = µys − y3s = 0 (2.5)
The solutions for equation 2.5 are ys = 0 and ys = ±√µ, where the subscript s
denotes a steady state. While ys = 0 is a solution for all values of µ, the solutions
ys = ±√µ are valid only for µ > 0. In this problem, ys = µ and ys = −µ bifurcate
from the solution ys = 0 at µ = 0. In a small neighborhood of the bifurcation point, the
branches ys =
√
µ and ys = − √µ are one sided, i.e., they only exist for µ > 0. This
type of bifurcation is called a pitchfork. Note that the bifurcating branches ys =
√
µ
and ys = − √µ are related by symmetry [41, 42].
The equation 2.6 represents the linearization of the one-dimensional example pre-
sented here. The stability of the bifurcating branches is determined by the sign of the
linearisation of the steady-state equations. If the linearization is positive, the solution
is unstable, because small disturbances grow. Otherwise, if the linearization is negative,
small disturbances decay, and the solution is stable.
∂f
∂y
= fy = µ− 3y2s (2.6)
Substituting ys = 0 gives fy = µ. Therefore, the solution ys = 0 is stable for
negative values of µ and unstable for positive µ. Note that the change in stability occurs
at the bifurcation point, µ = 0. Substituting ys = ±√µ in equation 2.6 gives fy = −2µ,
which is negative for µ > 0, the only regime where these solutions exist. Therefore,
these solutions are stable. When the bifurcating branch is stable, the bifurcation is
said to be supercritical.
The opposite case, a subcritical bifurcation, occurs when the bifurcating branches
are unstable. Consider the one-dimensional differential equation as an example of this
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type of system:
y˙ = y3 + µy (2.7)
The solutions for equation 2.7 are ys = 0 and ys = ±√−µ, where the subscript s
denotes a steady state. A similar analysis to the one presented above shows that the
steady states ys = ±√−µ only exist for negative values of µ and are unstable, and the
solution bifurcates from ys = 0 at µ = 0.
(a) (b)
Figure 2.1: Pictorial representation of the two types of bifurcations: (a) supercritical
and (b) subcritical. [y] represents a bifurcation parameter, which is some measure of
y that captures the features of the transition. The solid line indicates a stable branch
while a dotted line indicates an unstable branch [41, 42].
Figure 2.1 shows a pictorial representation of both supercritical and subcritical bi-
furcations. The stable solutions are denoted by solid lines and the unstable solutions
are indicated by dotted lines. [y] represents a bifurcation parameter, which is some
measure of y that captures the features of the transition. In figure 2.1(a), the dia-
gram shows a supercritical bifurcation where point A is the bifurcation point. When
µ is larger than a critical point (µcrit = A), the stationary solution loses stability and
bifurcates. In figure 2.1(b), the stationary solution loses stability at point A and an un-
stable solution appears. The unstable periodic solution turns to the left of point A and
its amplitude increases with decreasing µ until the so-called ‘saddle-node’ bifurcation
point C is reached. After that, the unstable solution becomes stable and its amplitude
increases with increasing µ. The evaluation of µ at point C represents the critical value
of this type of bifurcation (µcrit = C).
2.5.1 Serpentine channel
In a serpentine design (see figure 2.2), the generation of secondary flow due to un-
balanced centrifugal forces can promote mixing in Newtonian fluid flows. Essentially,
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Figure 2.2: Schematic of a serpentine channel.
the fluid flowing in the central parts of channel is forced outwards from the centre of
curvature by a centrifugal effect. Conversely, the slower parts along the wall are forced
inwards where the pressure is lower, and a so-called secondary flow occurs in a plane
perpendicular to the main flow direction. Such secondary flows are called Dean’s vor-
tices after Dean [43], in the late 1920s. Later, in 1983, Berger et al. [44] proposed a
mathematical description of the Dean vortices, which originated a dimensionless num-
ber, the Dean number. The parameter takes into account the ratio of the channel
dimension to the radius of curvature, and it can be expressed as:
De = Re
(
H
2R
)1/2
(2.8)
where Re represents the Reynolds number, H is the channel width, and R is the radius
of the curved channel. The curvature ratio parameter (H/2R) affects the intensity of
the secondary flows (a pair of counter-rotating vortices as in figure 2.3) [36]. Fellouah
et al. [45] performed experimental and numerical investigations for Dean instability
(centrifugal instability) of laminar flow in 180◦ curved channels. They adopted a radial
gradient of the axial velocity as the precise criterion for detection of Dean instability.
The results revealed that the onset of Dean instability for Newtonian fluids (critical
Dean number) decreases with increasing the duct curvature ratio. In another hand, the
variation of the critical Dean number with duct aspect ratio is less significant.
Sugiyama et al. [47] visualised the patterns of secondary flow in a fully-developed
laminar flow region within curved rectangular channels with curvature ratio ranging
from 5 to 8 and aspect ratio ranging from 0.5 to 2.5. From flow visualisation, They
observed that the secondary flow vortices change with increasing Dean number (De) as
shown in Figure 2.4. For the flow patterns in the case of aspect ratio 1 and curvature
ratio 8, only one pair of secondary flow vortices appear in the laminar stable region at
low Dean number (figure 2.4a). As the Dean number increases, a retarded layer occurs
near the outer wall (figure 2.4b − c) and with further increasing De, two additional
pairs of secondary flow vortices appers at the corners (figure 2.4d− e).
As microfluidics operates at low Re, usually viscous forces dominate inertial forces.
Although, in the serpentine channel, under specific conditions (i.e., geometry and flow
rate), inertial forces cannot be neglected as inertial effects such as the Dean vortices
come into play [6]. Dean vortices resulting from inertial effects have been used in mi-
crofluidic devices for enhancing mixing [29] and heat transfer [48, 49]. It has been shown
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(a) (b)
Figure 2.3: Development and evolution of the flow structure of Newtonian fluid in
curved tube shown by numerical simulation. a) Velocity vector in different sections
in the elbow showing the Dean type vortices (L = 20R entrance length). b) Three-
dimensional flow patterns (helicity iso-surface value) and velocity vectors in different
sections after the elbow (L = 20R entrance length). [from Bernad et al. [46]]
that the serpentine design in microfluidic devices shows promising mixing behaviour.
Zaidon et al. [50] showed that adjusting the length of the serpentine channel and the
outlet geometry, the serpentine channels (Design 2 and 3 in the paper) generated high
mixing in the micro-scale. At a tolerable velocity magnitude at the outlet, the obtained
mass fraction of the mixing ranged from 0.5 to 0.7.
2.5.2 T-shaped micro-geometry
Many investigations [10, 51, 11, 12, 13, 52, 53, 54, 55]4 on a micro T-shaped mixer were
performed to improve fluid mixing between two streams flowing at a low Reynolds
number. This design has flow entering the channel from two opposite inlets and then
reaching a stagnation point (SP) before turning 90◦ and being expelled down the outlet
channel (see figure 2.5). The SP is located on a free streamline, which induces a
symmetry breaking bifurcation line. The behaviour of the flow after this instability has
been shown to increase the mixing performance within microfluidic devices [8].
Three different regimes of laminar flow (symmetric stratified flow, symmetric vor-
tex flow, and, beyond the instability, the so-called engulfment flow regime, which is
asymmetric) were observed depending on the Reynolds number in the outflow mixing
channel [10, 11, 12, 13]. The experimental measurements using microparticle image
velocimetry (µPIV) and laser-induced fluorescence (µLIF) techniques illustrate that in
the engulfment flow the improvement of mixing performance can be achieved because
the two inlet streams are forced together into a spiral structure with increasing Re.
Fani et al. [56, 57] performed direct numerical simulations and corresponding linear
4Papers discussed in this section.
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Figure 2.4: Secondary flow patterns (Dean vortices) in a rectangular channel. The flow
patterns in the channel of aspect ratio 1 (same size for channel width(a) and height(b);
a = b) and curvature ratio 8. With increasing Dean number (De) two pairs of additional
vortices appear at the corners. [from Sugiyama et al. [47]]
stability analysis for a micro T-mixer (figure 2.6). A sensitivity analysis was utilised to
explore the possibility of controlling the instability (using micro wall jets for example).
Recent experimental and numerical work by Ault et al. [58] demonstrated the capture
of particles in the recirculation regions created by vortex breakdown in a branched
junction. It was also found that the junction angle could be varied to either enhance
or eliminate the vortex breakdown induced particle capture.
A numerical investigation by Poole et al. [55] explored the critical conditions re-
quired for the onset of symmetry-breaking phenomenon in T-channel junctions in terms
of aspect ratios, for both inlet and outlet channels. Also, the influence of shear-thinning
on the critical Reynolds number was examined through the application of an inelas-
tic Generalised Newtonian Fluid (GNF) model. The numerical results show that the
change in flow conditions from symmetric to asymmetric flow is, in most cases, a steady
supercritical pitchfork bifurcation. Shear-thinning either promotes or inhibits the bi-
furcation to asymmetric flow depending on the exact choice of Reynolds number, and
this is one of the many examples of the variation of viscosity can affect the stability of
the flow [59].
Sarkar et al. [60] conducted numerical simulations to evaluate mixing performance
when varying the angle of the opposing inlet channels in a T-junction microfluidic device
(see figure 2.7. The computational approach has been validated using experimental and
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Figure 2.5: Schematic of a T-shaped mixer.
theoretical data. The results suggest that mixing performance is found to be dependent
on the angle between the two inlet arms.
It is noted that a T-shaped geometry is closely related to the cross-slot device which
is discussed in more detail in the next section. The characteristics of fluid flow and mass
transfer within 400µm square cross-section T-shaped and cross shaped micromixers
have been numerically and experimentally investigated by Mouheb and co-workers [14,
15] to compare the impact of geometric configuration and the degree of freedom for the
fluid flow in these micro-systems on mixing performance. In the experiments, Particle
Image Velocimetry (PIV) combined with electrochemical methods [14] and micro-Laser
Induced Fluorescence (µLIF) [15] were utilised in order to compare the effectiveness
of both micromixers (T-shaped and cross-shaped) for the range of Reynolds numbers
from 25 and 50 to 100 and 200 for T-shaped and cross-shaped, respectively. The
experimental and numerical results revealed, in terms of the concentration profiles,
the mixing enhancement in the cross-shaped micromixer can occur at low flow rates
compared to the T-shape. This enhancement in mixing in the cross-shaped micromixer
is attributed to the stronger vortex stretching and high shear rate. Also, the cross-
shaped micromixer induces a greater degree of freedom for the flowing fluid and a
smaller pressure drop than the T-shaped micromixer due to the existence of two outflow
streams.
2.5.3 Cross-slot device
The cross-slot geometry consists of perpendicular, bisecting channels with opposing
inlets and outlets. This arrangement creates a flow field with a stagnation point lo-
cated at its centre [61] (see figure 2.8). This design is simple, allows ease of control,
and has motivated an extensive range of applications in several scientific fields for the
mixing of fluids [5, 40, 37, 62]. For Newtonian fluid streams imposed at the oppo-
site inlets of a cross-slot micro-geometry, a fluid flow bifurcation appears depending
upon the Reynolds number at which the flow becomes asymmetric, and a spiral vortex
develops [40] due to an engulfment flow regime. In this geometry, the maximum trans-
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(a)
(b) (c)
Figure 2.6: Steady engulfment regime in a three-dimensional T-mixer. (a) Vortical
behaviour identified according to the λ2-criterion at Re = 160 and iso-contours of
tracers at different y-sections along the outlet channel. Vorticity component in the
y-direction and in-plane velocity vectors at different sections (b) y = 1 and (c) y = 3;
The thick lines locate the boundary of the vortices. [from Fani et al. [56]]
verse velocity component on the horizontal centreline at the central plane is commonly
used to determine the critical Reynolds number (Rec) numerically [7, 40, 63]. At and
above the critical Re value, an instability occurs, and the stable, 2D and laminar flow
within a cross-slot device give place to a complex three-dimensional flow, which is also
steady. The characterisation of the flow’s stability around Rec is therefore essential in
understanding device mixing capabilities.
The region of the stagnation point, which is formed when two opposed streams
collides within the cross-slot device, is characterized by an appreciable curvature of the
streamlines. Essentially, the streamlines are convex toward the direction of the singular
point in the direction of which the modulus of the velocity vector decreases, which is
characteristic of a so-called Taylor-Gortler instability [64]. Figure 2.9 the example of
stagnation point formation in two different types of opposed flow interaction (colliding
and anti-parallel streams).
Aryshev et al. [64] performed a hydrodynamic stability analysis in the neighborhood
of the stagnation point of colliding streams of Newtonian fluid, and the results has
proved the absolute instability with respect to standing-wave perturbations situated in
the plane dividing the streams. Essentially, the colliding form of interaction of streams
promote the formation of a secondary vortex motion with axis coinciding with the line
dividing the streams (see figure 2.10). Their experimental results confirmed the arise of
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Figure 2.7: Top views of different T-shaped microfluidic junctions to evaluate mixing
performance when varying the angle of the opposing inlet channels. [from Sarkar et al.
[60]]
vortex structures in the interaction region, which are situated in the plane separating
the interacting streams.
In the early 1990s, Kalashnikov and Tsiklauri investigated the stability of laminar
flow in rectangular crossed channels experimentally using both Newtonian (water) [37]
and non-Newtonian (polyethylene-oxide in water) [38] fluids (see figure 2.11). For the
Newtonian fluid and channel aspect ratio of 32 (d = 0.8 mm, h = 26 mm, h/d = 32),
they observed that the flow at small Reynolds number (Re < 55 when increasing Re
and Re < 43 when decreasing) is stable, laminar and two-dimensional (coincident
with the vertical symmetry plane of the exit channels). However, the flow beyond
a certain critical value of Reynolds number in the cross-slot cell becomes unstable
and three-dimensional: Recrit = 55 and Recrit = 43 for increasing and decreasing
Re, respectively. This kind of instability occurs in the cross-slot flow because a vertical
series of fan-shaped vortices arise in the central transverse plane of the outflow channels.
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Figure 2.8: Schematic of a cross-slot device.
Wong et al. [65] simulated three-dimensional liquid flow in a cross-shaped mi-
cromixer incorporated with static mixing elements for characterising the impact of
static mixing elements on the mixing performance (figure 2.12 depicts the static mix-
ing elements). The numerical results showed that the incorporation of static mixing
elements in the outflow channel of the cross-shaped micromixer can significantly im-
prove the mixing performance due to the generation of eddies behind these mixing
elements. Consequently, the swirling effect of these eddies boosts the contact area
between the two incoming fluid streams.
Shih and Chung [66] explored a micromixer with different mixing units to investigate
the effect of four geometrical factors on the sensitivity of mixing over a wide Reynolds
number range (0.1 ≤ Re ≤ 40). The geometrical factors are gap ratio, number of mixing
units, baﬄe width and chamber ratio. The degree of sensitivity can be ranked as: Gap
ratio > Number of mixing units > Baﬄe width > Chamber ratio. The authors analysed
the mixing behavior using numerical simulations and experiments. They also used a
statistical method (Taguchi method) for local optimization of the mixer. The results
demonstrated that the performance of the micromixer is significantly affected by the
gap ratio (width/height) and Reynolds number. Poor mixing is achieved at lower Re
flow (Re ≤ 0.5) by a diffusion-enhanced mechanism (molecular diffusion) while mixing
enhancement occurs at higher Re flow (Re ≥ 20) by a convection-enhanced mechanism
(vortex agitation).
An interesting numerical study from Srisamran and Devahastin [67] found that the
recirculation and preferential zones appear at a cell with two crossed microchannels, and
the diameter of these vortices enlarges with an increase in Re. The governing equations
were solved using a finite element-based commercial software (FEMLAB 3.0) with the
range of Reynolds numbers from 10 to 200 based on the inlet slot width. Oliveira et al.
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Figure 2.9: Two examples of stagnation point flows: (a) colliding streams and (b)
anti-parallel streams. The dashed line shows the initial orientation of a vortex. [from
Aryshev et al. [64]]
[68] carried out a systematic numerical and experimental investigation on Newtonian
fluid flow through a (100µm) square cross-section cross-slot geometry comprising three
entrances and one exit in order to study the occurrence of divergent streamlines and the
onset and enhancement of symmetrical wall-detached recirculations at low Reynolds
numbers. From the good agreement between the experimental observations and the
numerical simulations, they confirmed the influence of the geometric parameters and
of inertia on the fluid flow patterns. The appearance of the central recirculations relies
non-monotonically on the relative width of the entrance channels and inertia promotes
the appearance of the free vortices. Also, the results showed that the Newtonian fluid
flow remains symmetric relative to the horizontal centreline for a wide range of flow
conditions (Re ≤ 113).
Poole et al. [9] concentrated their numerical investigations on a new bifurcation
phenomenon through a two-dimensional cross-slot channel. The results showed that
the flow remains steady and symmetric at low Reynolds numbers and identical regions
of standing recirculation attached to the four corners increase linearly in size with Re.
Although, beyond a critical Reynolds number (Re ≈ 1490), the unstable symmetrical
solution was evolved to a pair of steady asymmetric solutions as shown in figure 2.15.
Recently Haward et al. [7] exploited experimentally and numerically this flow bifur-
cation mechanism for fluid mixing in cross-slot geometries with a range of aspect ratios
(depth/width), 0.4 − 3.87. The findings show that fluid flow is steady and symmetric
(the interface between fluid streams is sharp and vertical) at low Reynolds numbers
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Figure 2.10: (top) Pictorial representation of the vortex formation in two different col-
liding flow structures. (bottom) Experimental flow visualisations depicting the vortex
formation.[from Aryshev et al. [64]]
(see figure 2.16). However, as Re increases above a critical value, which is dependent
on the cross-slot aspect ratio (20 < Recrit < 100), the laminar flow experiences a steady
symmetry-breaking bifurcation and a spiral vortex structure appears at the central axis
of the outflow channels as shown in figure 2.16. The instability is described by a Lan-
dau model analogous to that used near equilibrium tricritical points, and it was found
to be dependent on the cross-slot aspect ratio (see figure 2.17. The authors suggest
that the instability can be exploited to increase fluid mixing in this type of geometry
at moderate Reynolds numbers (20 < Re < 100).
In spite of the great progress in the understanding of the hydrodynamic behaviour
(symmetry-breaking bifurcation) of Newtonian fluids occurring in the micro-scale cross-
slot device as mentioned in the literature above, the characteristics of convective heat
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(a) (b)
(c)
Figure 2.11: Vortical patterns in a cross-slot device for a Newtonian fluid when Re >
Recrit. In (a) and (b), the streamlines at the vertical streamwise plane. (Note: the
dotted lines indicate to the location of the transverse section of the outflow channels).
(c) Top view showing the flow features when unbalancing the inlet flow rates. [from
Kalashnikov and Tsiklauri [37]]
transfer in the cross-slot geometry still need to be explored. In this thesis, Chapter 8 is
dedicated to study numerically the symmetry-breaking bifurcation of Newtonian fluids
in the cross-slot micro-geometries in order to promote convective heat transfer at low
and moderate values of Reynolds numbers (20 < Re < 100). Additionally, the results
are benchmarked by experiments performed in a cross-slot device.
2.5.4 Mixing-separating cell
There are, of course, numerous problems of interest in the instabilities related to the
geometries mentioned in the sections previously discussed. Although, in this thesis, we
choose a mixing-separating geometry and study the instability mechanism involving
inertial effects. The mixing-separating also referred to as the H-geometry, is a simple
configuration with potential applications in micro-scale flows. It consists of two straight
square parallel channels with flow from opposite directions interacting through a central
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Figure 2.12: The cross-shaped micromixer used in the investigation of mixing by Wong
et al. [65]. At the outlet channel, the static mixing elements. [from Wong et al. [65]]
gap that allows the streams (Q1 andQ2) to mix or remain separate (see figure 2.18). The
mixing-separating device shows many similarities in the fluid motion when compared
to a cross-slot geometry. The cross-slot device with one pair of aligned arms rotated
by 90◦ towards the other pair would lead to a mixing-separating cell with a
√
2H
gap size at the centre of the device (where H is height=width of the channel). The
previous section has shown that cross-slot devices are sensitive to an inertial instability
at modest Reynolds numbers [7]. To date, no work has been reported that characterises
the effect of the inertial instabilities on the mixing-separating cells. Given the potential
applications of improving mass and heat transfer performance of microfluidic devices
(for active cooling, for example), it is to explore the inertial instability in the mixing-
separating device, providing new insight into its physical mechanism. Moreover, we
have also investigated the mechanism of the laminar vortices to confidently locate the
core position of an individual vortex that could be employed in particle entrapment.
Previous work on mixing-separating cells, shows that a vortical behaviour occurs
and becomes more complicated with increasing Reynolds number. Originally proposed
by Cochrane, Walters, and Webster [69] and Walters and Webster [70], numerical sim-
ulations (1 < Re < 50) showed that the size and strength of a central vortex increased
as Re is increased, eventually splitting into two vortices at a relatively high Re. They
employed a finite-difference method to describe numerically the flow of a Newtonian
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Figure 2.13: Particle trajectory distribution of the adaptive-design micromixer at Re =
20 from Shih and Chung [66]. In detail the three different mixing units preseting a
convection-enhanced mechanism (vortex agitation). [from Shih and Chung [66]]
Figure 2.14: Three dimensional nature of the flow at Re = 113. (a) 3D streamlines
obtained numerically (in red) showing that the flow is highly three-dimensional. (b)
Comparison between the experiments (grey-scale image obtained when Rhodamine is
injected) and the numerical streamlines (in red). [from Oliveira et al. [68]]
fluid within the device. The simulations were validated by experimental results. These
investigators analysed the effects of gap width (g) using two different flow configura-
tions: (i) matching flow rates in the two inlet channel arms and (ii) unbalanced inlet
flow rates. In the follow-up work [70], thin insert plates with rounded edges were used.
It was found that a wider central gap (g) encourages flow to reverse its direction and
exit from a different outlet [69] (see figure 2.19). This means the fluid tends to cross
from one channel to the other. Experimentally, laser flow-visualisation results were
limited to a small range of Reynolds numbers (Re < 8) for a wide-gap (five times the
height of the channel, g = 5H = 25mm) and for a medium-gap (g = 3H = 15mm), Re
was limited to 25 (see figure 2.20). The experimental apparatus consisted of peristaltic
pumps to drive the flow and a catch-and-weigh apparatus to determine the flow rate.
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(a)
(b) (c) (d) (e)
Figure 2.15: Two-dimensional symmetry breaking in steady flows. (a) The numerical
2D schematic of the cross-slot device from Poole et al. [9]. On the bottom, the break
of symmetry on the recirculation zones when Re > Recrit: (a) Re = 1500; asymmetric
growth of recirculation regions beyond bifurcation: (b) Re = 1540, (c) Re = 1580, and
(d) Re = 1600. [from Poole et al. [9]]
The channels were made of aluminium with height of 5mm and depth of 20mm. The
unavailability of a very refined mechanism for controlling the flow rates with sufficient
accuracy was reflected in unbalanced flow streams within the inlets which resulted
in differences between numerical and experimental data Walters and Webster [70].
Matching the flow rates accurately was also a challenge in the present project5.
Clearly, the Numerical simulations from Walters and Webster [70]] showed that the
size and strength of a central vortex increases when increasing Re, which finally splits
into two vortices at a relatively high value of Re (Re = 50). The numerical study
confirmed that a wider central gap encourages flow to reverse its direction and exit
from a different outlet (see figures 2.19 and 2.21).
5Chapter 3 discuss the experimental apparatus and the uncertainty of experimental measurements.
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Figure 2.16: Symmetry breaking in three-dimensional steady flows. On top, a 3D
schematic diagram of the cross-slot device along with 3D rendering of a vortex structure
observed for the flow of water at Re = 75.8 in a cross slot with aspect ratio 1 (α = 1).
On the bottom, confocal experimental imaging ((a)-(d)) and numerically generated
streamlines ((e)-(h)) depicting the evolution of flow structures in the y-z plane and
x = 0 for Newtonian fluid flow in the cross-slot device with aspect ratio 1 (α = 1) under
the following conditions: (a), (e) Re = 15.2; (b), (f) Re = 42.8; (c), (g) Re = 60.6; and
(d), (h) Re = 91.0. The numerical result shown in (f) is one of two possible solutions
at this Re as a symmetric solution can also be obtained [7]. [from Haward et al. [7]]
The differences between the results for the cross-slot and the mixing-separating
geometries can be explained from the different angles of the approaching flows in the
vicinity of the stagnation points. In the mixing-and-separating geometry these approach
flows are not aligned with the channels and are not orthogonal as occurs in the cross-
slot flow (see figure 2.19). Consequently, in the mixing-separating geometry the shear
flow is important in the stagnation point region, being absent in the cross-slot flow
geometry which is purely extensional in character, except in the vicinity of the channel
walls [27].
Humphrey and Li presented an unusual characteristic of the flow inside the mixing-
separating cell while increasing Re (300 < Re < 1000) experimentally from a stationary
state (from rest) [71]. By using water and methylene blue as a dye, a tilted interface
delineated the stream interface a few seconds after the flow starting motion from rest.
The 2D interface soon transforms into a 3D unsteady flow for Re = 500 (see figure 2.22).
The authors suggest that transverse pressure gradients imposed by the main motion
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, α= 0.4; , α= 0.49; , α= 0.55; , α= 0.6; , α= 0.75; , α= 1; , α= 1.85; , α= 3.87.
Figure 2.17: (i) The bifurcation parameter (ψexpt) applied to different aspect ratio (α)
when varying Reynolds number (Re) at the experimental cross-slot device. The inset
shows experimental and numerical critical Reynolds numbers for the instability transi-
tion in different aspect ratio geometries (α). (j) The numerical bifurcation parameter
(ψnum) as a function of the control parameter, , fitted with a Landau sixth-order
polynomial. [from Haward et al. [7]]
are responsible for the inclined (tilted) flow interface at a low Reynolds number, and
the three-dimensional phenomenon appears as a consequence of span-wise vorticity.
Motivated by this experimental outcome, Humphrey et al. used a numerical technique
to investigate the vortical behaviour previously noticed in their work. The study was
limited to relatively high values of Re (100 < Re < 300) where the flow is unstable
and time-dependent[72]. The results at low Re show a pair of steady (or quasi-steady)
vortices formed in the shared space region (central gap), which become unstable and
dynamically complex at high Reynolds numbers.
A variation of the cross-slot geometry is a device with an X-shaped junction where
the angle between inlet and outlet channels is less than the 90◦ of the cross-slot. Correa
et al. has been studied X-shaped junction for several angles between 15◦ and 90◦
using three-dimensional (3D) simulations [26]. Although, the channel cross-section was
circular unlike the square (or rectangular) cross-section studied in our (and much of the
previously discussed) work. A variety of vortical structures were observed depending
on the angle of the junction and the Reynolds number. Just like the cross-slot is
the extreme case of an X-junction where the angle between the channels is 90◦, it is
notable that the mixing-separating geometry we study here is an extreme case of the X-
geometry where the angle is 0◦ (or 180◦ depending on your point of view). However, the
mixing-separating geometry was not considered by Correa et al. [26]. Despite the work
consider the effect of impingement angle (albeit for circular cross-section channels)[26],
a full study of devices with a variety of angles and gap sizes is required to firmly
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Figure 2.18: Schematic of a mixing-separating cell.
establish how the instability relates to both gap size and impingement angle.
2.6 Particle separation in microfluidics
Biological and chemical analysis is typically concerned with molecules and bio-particles
with small dimensions. The ability to synthesise monodisperse spherical polymer par-
ticles aids in the development of theoretical models for the mechanisms controlling the
chemical and physical properties of particulate materials [73]. Subsequently, position-
ing and separating particles on microfluidic devices creates many challenges [6, 74]. In
a different application, studies suggest the use of laminar vortices for particle entrap-
ment, and it has appeared as an attractive biomedical tool. Investigations on a vortical
flow cell separation platform show that finite size cancer cells could be captured in
a confined cavity microfluidic device as an effect of hydrodynamic forces on vortical
laminar flow. As the red blood cells are almost unaffected by these forces due to their
small size, the device represents a biomedical application for the inertial instability as
it can isolate the cancer cells from blood for liquid biopsy [74, 75]. Besides, studies
of the rheology of concentrated dispersions of polymer particles create an exhaustive
list of application of polymer colloid particles, such as chromatography, drug delivery,
medical diagnostics, encapsulation of species (e.g., proteins or cells), etc. [76].
In a serpentine channel, the mismatch of the flow velocity at the centre and near
the walls of the curved channel leads to a pressure gradient in the radial direction
that pushes the fluid particles with higher velocity at the centre outward and the fluid
near the walls inward to the centre. This effect, a combination of lift and drag forces to
centrifugal forces, can be applied to particle/cell separation or focusing. The parameters
such as particle size, channel dimensions, and flow rate, play a significant role in the
mentioned effect on particles [6, 77] .
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Figure 2.19: Numerical and experimental studies of flow field within a mixing-
separating cell from early 1980s [69]. At Re = 5, both cases show a stagnation point
at the centre of symmetry for a wide gap size − (5H = 25mm) five times the height of
the channel. [from Cochrane et al. [69]]
2.7 Heat transfer in micro-flows
As the use of micro-scale devices increases across many scientific fields such as mi-
crotechnology, microelectronics and biotechnology, it has become necessary to improve
heat transfer performance of these devices [5]. However, as has been discussed, micro-
geometries have usually been associated with negligible inertia and predominantly lam-
inar flow due to the necessarily small scale (≤ 1000µm) [6]. Consequently, the process
of mixing fluid in the micro-geometries often relies on molecular diffusion, which is ex-
tremely slow compared with convective mixing. As previously discussed, the cross-slot
devices are sensitive to an inertial instability at moderate Reynolds numbers [7], and
it has been noticed that the instability can be usefully employed to enhance mixing,
offering an efficient alternative to geometry modification, or the addition of external
forces to the system (e.i. electro-mechanical actuators [39]). Given that one example
of the primary potential applications of microfluidic devices is the active cooling of
microprocessors, it is essential to investigate the enhancement this instability provides
in the thermal performance. Therefore, we selected the cross-slot device to explore the
instability phenomenon in the context of heat transfer.
Srisamran and Devahastin conducted two-dimensional numerical simulations to in-
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Figure 2.20: Vortical behaviour in the experimental studies within a mixing-separating
cell at Re = 25. The unavailability of a very refined mechanism for controlling the flow
rates limited the experimental conditions. [from Walters and Webster [70]]
vestigate the mixing behaviour of Newtonian and shear-thinning fluids (water and CMC
solutions) using a cell with two crossed microchannels [67]. Symmetry was imposed on
the problem by modelling only half of the geometry and the governing equations were
solved using finite element software with the range of Reynolds numbers from 10 to
200 based on the inlet slot width, and the mixing index (the ratio between the stan-
dard deviation of the cross-section fluid temperature and the temperature difference of
the inlet streams) of the fluid streams in the range of 0.62 − 1. The findings showed
that recirculation zones appear and the diameter of these vortices grow with increasing
Reynolds number. Linear stability analysis and direct numerical simulations were used
to investigate a planar cross-junction by Lashgari et al. [78]. It is demonstrated how
the instability mechanism can be stabilised or destabilised using boundary modifica-
tion. A control strategy (wall blowing) is employed to stabilise the flow, significantly
increasing the Reynolds number at which the instability occurs.
Similarly, it is found that wall-suction could be used to destabilise the flow. Huchet
et al. [79] studied experimentally the flow behaviour and mass transfer using an electro-
chemical method in a micro-device composed of crossing microchannels. Two hydraulic
diameters (833 µm and 500 µm) and two flow patterns (crossing-flow and impinging-
flow) were used to compare their influence on the mixing performance and mass trans-
fer. The experimental results obtained in the laminar regime are consistent with CFD
simulations for Reynolds numbers ranged between 100 and 400. The experimental
and numerical results confirmed that the occurrence of hydrodynamic instabilities and
three-dimensional flow in the outflow channels can promote mixing processes.
Ait Mouheb and co-workers have numerically and experimentally investigated the
characteristics of fluid flow and mass transfer within square cross-section T-shaped
and cross-shaped micromixers in order to compare the mixing performances of the two
geometric configurations [15, 14]. The experimental and numerical results showed that
the mixing in the cross-shaped micromixer occurs at lower flow rates than the T-shaped
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Figure 2.21: Numerical studies showing the vortical flow within a wide gap (g = 5H =
25mm) mixing-separating cell with varying Re. [from Walters and Webster [70]]
micromixer. This enhancement in mixing in the cross-shaped micromixer is attributed
to the stronger vortex stretching and high shear rate. Also, the cross-shaped micromixer
induces a smaller pressure drop than the T-shaped micromixer due to the existence of
two outflow streams. Recently Haward et al. [7] demonstrated (experimentally and
numerically) the mechanism of fluid mixing in cross-slot geometries with a range of
aspect ratios (depth/width) of 0.4 to 3.87. The results revealed that fluid flow is
steady and symmetric (the interface between fluid streams is sharp and vertical) at
low Reynolds numbers. However, as Reynolds number increases above a critical value
(20 ≤ Re ≤ 100), which is dependent on the cross-slot aspect ratio, the laminar flow
experiences a steady symmetry-breaking bifurcation and a spiral vortex structure is
created oriented about the central axis of the outflow channels as shown in Fig. 1.
This spiral instability, the onset of which is described by a Landau model analogous to
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(a) (b)
Figure 2.22: (a) Typical two-dimensional flow a few seconds after starting motion from
rest showing the stagnation point flow present at low Re. (b) Side views of vortex
formation process at Re = 500. Note: Top flow is from left and bottom flow is from
right. [from Humphrey and Li [71]]
that used near equilibrium tricritical points, can be harnessed to boost fluid mixing in
the cross-slot geometry at these modest Reynolds numbers.
To date, no work has been reported that characterises the effect of the spiral insta-
bility observed by Haward et al. on heat transfer [7]. Given the potential applications
of improving heat transfer performance of microfluidic devices (for active cooling for
example), it is pertinent to investigate the influence of this inertial instability on heat
transfer. As such, the present thesis elucidates the possibility of utilising this instabil-
ity in a cross-slot to promote convective heat transfer at moderate values of Reynolds
numbers (Re < 100). We do this through extensively exploring three-dimensional
numerical simulations and compare to experimental work. The experiments include
measuring specific temperature distributions by monitoring the fluorescence intensity
using microscopy techniques with a temperature-sensitive fluorescent dye (Rhodamine-
B) 6. These simulations are exploited to characterise the heat transfer enhancement in
greater detail than is possible with the limited experimental data. Furthermore, in the
experiments, the surfaces of the cross-slot micro-geometry are considered to be adia-
batic due to the material used to manufacture the cross slot. Using the simulations, we
can also test other thermal boundary conditions (i.e. uniform wall temperature), which
allows us to quantify the heat transfer enhancement (compared to a channel with no
instability) using the Nusselt number.
2.7.1 Thermal boundary layer and the Nusselt number influence
A thermal boundary layer appears once a fluid flows along a surface maintained at a
temperature different from that of the upstream fluid [80]. In the context of thermal
6The heat transfer experimental investigation presented in this thesis was performed by Dr Waleed
Abed during his PhD in Liverpool, and the details are discussed in chapter 8
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Figure 2.23: On top, fluid velocity magnitude contour inside a cavity with aspect ratio
(λ = 3) at different Reynolds number. At the bottom, colour online representing the
LBM simulations of particle trajectory. (a) Re = 74, (b) Re = 123, (c) Re = 230 and
(d) Re = 243. The velocity magnitudes are computed on a symmetry plane (z = 1.73).
The limit cycle orbit at Re = 123 and Re = 230 is illustrated in the figures. [from
Haddadi and Di Carlo [74]]
fluids, we can introduce the Prandtl number (Pr), which relates a different form of the
Peclet number, the thermal Peclet number (Peth), and the Reynolds number [80, 3].
Therefore, the Prandtl number, a ratio of the momentum and thermal diffusivities, can
be defined as:
Pr =
Peth
Re
=
Cµ
k
(2.9)
where C and µ represents respectively the specific heat capacity and the dynamic
viscosity of the fluid. The thermal Peclet number (Peth), defined in equation 2.10,
takes into account the thermal diffusivity (k). k is define in equation 2.11 below:
Peth =
Ul
k
(2.10)
k =
K
ρcp
(2.11)
where ρ is the density of the fluid and cp is its specific heat. K it the fluid thermal
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conductivity originally from the Fourier’s Law (q = −K∇T ), which relates the local
heat fluxes (q) and the temperature gradients (∇T ).
In the context of the thermal boundary layer, the Nusselt number −a dimensionless
parameter− is the thermal boundary layer what the friction coefficient is to the velocity
boundary layer. The Nusselt number, defined in equation 2.12 is a function of the
spatial variable x, the Reynolds number, and the Prandtl number. It represents the
ratio of convection to pure conduction heat transfer [80]
Nu =
hl
k
(2.12)
where h refers to the convection coefficient (or exchange coefficient). The exchange co-
efficient is inversely proportional to the size of the system, and therefore miniaturisation
offers an enormous advantage [3].
2.8 Elastic instabilities
While Newtonian flows at micro-scale become unstable only at relatively low-to-moderate
Reynolds number (20 < Re < 100), when the inertial terms in momentum balance dom-
inate, flows of viscoelastic fluids such as polymer solutions and melts are known to have
interesting instabilities and nonlinear dynamical behaviors even at extremely low Re.
These purely-elastic instabilities arise in rheometry of complex fluids as well as in many
other applications [18, 19]
Viscoelastic fluids often have long polymer molecules dissolved in a fluid, which
gives rise to the elastic component. Therefore, the elastic component turns responsible
to store the stresses in the fluid and gives rise to fluid memory. Most of the properties
of such flows can be easily interpreted by basis of single polymer dynamics where the
polymer experiences combined action of stretching by the flow and elastic relaxation.
Since the polymer solutions have fluid memory, the stresses in the fluid do not imme-
diately become zero when the fluid motion is ceased, instead, the stresses decay with
some characteristic relaxation time, λ [81].
In a simple steady shear flow, where the flow is generated by sliding one plate atop
another as seen in figure 2.24, with fluid in between, if we assume a lack of slipperiness
then the shear stress (τ) is a function of the shear rate (γ˙) [32].
τ = µγ˙ (2.13)
The so-called lack of slipperiness is what we can call viscosity (represented by µ),
and it is due to the friction between the fluid and surface of the plates. The shear stress
γ˙ is proportional to the velocity gradient (equation 2.14, and the flow persists as long
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Figure 2.24: Shear flow generated by sliding one plate on top of another. Shear and
normal forces may be supplied to keep the plates at a fixed distance.
as the stress is applied [32].
γ˙ =
1
h
dX
dt
=
U
h
(2.14)
where U represents the velocity of the upper plate. Many Non-Newtonian fluids show
a variable viscosity at different shear rates. The elastic stresses created become the
main source of non-linearity in polymeric solution flows at low Reynolds numbers (Re),
and as a result, elastic instability shows up when the elastic energy overcomes the
dissipation due to polymer relaxation. In a simple shear flow of a polymer solution, the
elastic stress is anisotropic and characterised by the difference in the normal stresses
along the flow velocity direction and the velocity gradient direction.
Instabilities have been investigated and flow-controlling devices have been designed
in a series of microfluidic geometries. For instance the flow rectifier with anisotropic
resistance from Groisman and Quake [82], the flip-flop memory from Groisman et al.
[83], and nonlinear flow resistance from Groisman et al. [83]. Another prospective
application of these instabilities is to enhance mixing at lab-on-a-chip length scales
[84], where turbulent mixing is absent due to small length scales and an alternative is
needed.
The present section is a brief overview of the so-called purely-elastic instabilities.
Moreover, the set of dimensionless numbers used to categorise the flow of viscoelastic
fluids are presented, and their meaning is discussed based on the underlying physics.
2.8.1 Weissenberg number and Deborah number
The Weissenberg number (Wi) compares the elastic forces to the viscous forces. The
degree of non-linearity in the mechanical properties is expressed by:
Wi =
elastic forces
inertial forces
=
τxx − τyy
τxy
= λγ˙ =
Uλ
L
(2.15)
where L and U are the characteristic length scale and bulk flow velocity, respectively.
λ represents the relaxation time, which is a fluid property. In a viscoelastic fluid, when
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fluid motion ceases the stress does not immediately becomes zero. Instead, the stress
decays with the relaxation time (λ), and γ˙ is the characteristic deformation rate [85].
The Deborah number (De) is the ratio between the fluid relaxation time and the
flow characteristic time. It represents the transient nature of the flow relative to the
fluid time scale, and its mathematical representation is shown in equation 2.16. If
the observation time scale is large (small Deborah number), the material responds like
a fluid, and if it is small (large Deborah number) the material produces a solid-like
response. Under the viewpoint, there is no fundamental difference between solids and
liquids; it is only a matter of time scale. In the limit, when De = 0 one has a Newtonian
liquid, and when De =∞, an elastic solid [85].
De =
λ
T
(2.16)
2.8.2 Purely elastic flow instabilities and Boger fluids
Differently to the Newtonian microfluidic characteristics, the viscoelastic flow in mi-
crochannels presents a nonlinear dependence of the flow rate on the driving force.
They exceptionally remain steady as long as the driving force does not change, and
all of that has to do with the addition of flexible high molecular weight polymers to
the working liquid. The mechanical stress on solution of those polymer, the so-called
non-Newtonian viscoelastic fluids, depends on the flow history with some characteristic
relaxation time (λ) [16]. Viscoelastic fluids provide a structure in which consequence
of non-linear advective and rheological effects produces considerable normal stress re-
sulting in a complex flow behaviour [86]. Therefore, a purely-elastic instability can be
observed in microfluidics due to the lack of inertial effects in viscoelastic creeping flows
(or Stokes Flow, Re ≈ 1).
For a broad class of viscoelastic fluid flows inertia effects are usually small, either by
nature (e.g. the viscous flow of melts) or by design. An ideal fluid from the viewpoint of
the experimentalist is a constant-viscosity fluid which is highly viscous and highly elastic
at room temperature. Additionally, at the same time is optically clear. Therefore,
the experimentalist could record the kinematics of important flows in the absence of
inertia and shear thinning effects, and distinctly distinguish the influence of elasticity.
Viscous Boger fluids, a constant-viscosity elastic solutions, named after the Boger’s
investigations in the 1970s using a maltose syrup-Separan solution. Boger fluids can
be used to investigate purely-elastic flow instabilities when the effect of Re is negligible
[87].
Supporting numerical simulations for this phenomenon were presented by Poole
et al. [88], where it was shown that once the purely-elastic instability appears, the
shape of the velocity profile along a line between the corner of the channel and the
free stagnation point changes from convex into concave. These types of instability
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are generally triggered when a combination of the normal stress in the streamwise
direction is coupled with streamline curvature. A well-known dimensionless parameter
which rationalizes these curved streamlines instabilities is the M parameter introduced
by McKinley et al. [89] (often referred to as the Pakdel-McKinley criteria). This
parameter can be considered as the viscoelastic complement of the Go¨rtler number [90]
and is defined as:
M =
√
λU
R
τss
η0γ˙
(2.17)
where U is the magnitude of the local velocity, R is the local radius of curvature of
a streamline, τss is the normal stress in the streamwise direction, η0 is the zero shear
rate viscosity of the fluid and γ˙ is the magnitude of the shear rate. Throughout this
paper we will indicate dimensional variables using a tilde. In equation 2.17, the first
term on the right hand side can be referred to as a local Deborah number, showing the
ratio of the relaxation time of the fluid to the time a disturbance takes to travel along
a streamline. As this ratio increases, the chance that a disturbance may grow and lead
to instability increases. The second term on the right hand side of equation 2.17 is
added to scale properly the effect of the normal stress in the streamwise direction with
a reference stress scale. This term is generally in the same order of magnitude as a
local Weissenberg number.
2.8.3 Instabilities in viscometric flows with curved streamlines
It is reasonable to say that at sufficiently large Wi numbers −and low Re numbers−,
the polymer solution has considerable non-linearity in the flow state. For instance, in
a curvilinear flow (e.g. Taylor-Couette flow) the normal stress difference gives rise to
a volume force acting on the fluid in the direction of the curvature, the elastic hoop
stress. The latter also becomes the driving force for a rod climbing effect, as well as an
elastic instability [91].
Elastic instabilities at Wi > Wicrit are a path to a chaotic flow in a form of
irregular flow patterns. Insignificant inertial effects associated to the highly elastic fluid
behaviour generates random chaotic flow. The flow patterns exhibit continuous velocity
spectra in a wide range of temporal and spatial scales similar to a inertial turbulent
flow. The phenomena was firstly identified in Taylor-Couette [24] and Taylor-Dean [92]
flows, and also in cone-and-plate [93] and parallel plates [93, 20] flow geometries. In a
swirling flow between two disks, Groisman and Steinberg [20, 84] noted two main flow
features: a sharp growth in the flow resistance, and an algebraic decay of velocity power
spectra over a wide range of scales. The results show orders of magnitude more effective
way of mixing than in an ordered flow. Moreover, the flow shows remarkable properties
analogous to inertial hydrodynamic turbulence, hence the term elastic turbulence was
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coined by the authors and have been researched further on as the elastic instabilities to
promote mixing in polymeric solution flows. Their findings have a tremendous impact
in microfluidics applications where mixing rates are often constrained by molecular
diffusion [3]. Similar mechanisms drive instabilities in viscoelastic free-surface flows
[21, 22] and in the flow within a serpentine curved channel [94, 49].
2.8.4 Elastic instabilities in stagnation point flows
In close relation to the viscometric flows with curved streamlines, the instability gener-
ated in polymeric stagnant point flows also has potential application in microfluidics.
These class of flows are characterised by the formation of a narrow region of fluid with
high polymer stress extending downstream from the stagnation point. For instance,
stagnation point flow are generated in opposed jets [23, 95], cross-slot [25], two-roll mill
[96], and four-roll mill [97, 96] devices.
Different devices (or geometries) have historically been tested to characterise flow
behaviours providing a greater understanding of governing mechanisms of the nonlinear
growth of the elastic polymer stresses in stagnation point flows. The geometries are
basically the same studied in the Newtonian section above, such the T-shaped planar
channel [8, 55], the cross-slot crossed channel [37, 25, 98, 61, 99, 35, 100, 63, 86],
and the microfluidic mixing-separating cell [69, 70, 27, 101, 102] which motivates the
investigations in this work.
2.8.5 T-shaped planar channel
Matos et al. and Miranda et al. [103, 104] investigated the flow of a GNF fluid
with variable viscosity based on a Carreau-Yasuda model suitable for blood. The
authors [105] also investigate the stability of steady planar stagnation flows of a dilute
polyethylene oxide (PEO) solution using T-shaped microchannels. A general conclusion
is that an increase in elasticity, either by increasing the Deborah number, by decreasing
the viscosity ratio, or increasing the extensibility, results in a decrease of the size and
intensity of the recirculation eddies formed at the junction. The only exception to this
behaviour occurs for the vortex intensity of the horizontal recirculation, which shows
a non-monotonic variation due to the additional degree of freedom introduced by the
displacement of the separation point [106].
2.8.6 Cross-Slot device
It is known that Newtonian fluid in the cross-slot device remains symmetric and sta-
ble up to moderate values of Reynolds number. Likewise, the flow field of viscoelastic
fluids in the cross-slot is stable and symmetric at low strain rate values, and the poly-
meric solutions extends along the outflow streamline from the stagnation point. With
increasing flow rate (moderate deformation rates), the flow becomes asymmetric, but
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remains steady. As the nominal deformation rate is increased further, the asymmetric
flow evolves eventually to a time-dependent flow. Kalashnikov and Tsiklauri used a
non-Newtonian (polyethylene-oxide in water) [38] fluid to investigate the stability of
laminar flow in crossed channels experimentally. The results indicated that the elastic
properties of the fluid quantitatively affect the three-dimensional flow in the crossed
channels. Initially, the steady symmetry-breaking instability in the experiments was re-
ported by Arratia et al. [25], and confirmed numerically by Poole et al. [88], where the
stationary symmetry-breaking instability in the cross-slot geometry has been predicted
by conducting simulations using the upper-convected Maxwell model.
Experimentally, numerous experimental investigations were conducted by Haward
and co-workers on the cross-slot flow behaviour using various types of solutions such as,
atactic Polystyrene (aPS), Cetylpyridinium Chloride (CPyCl) and Sodium Salicylate
(NaSal), Poly(ethylene oxide) (PEO), and Hyaluronic Acid (HA). In these studies, two
different aspect ratios (depth/width) were used, 5 and 10.5 [107, 108, 109, 110, 111,
61]. Haward and co-workers reported that the effects of shear localisation, which can
occur with micellar solutions, may cause these purely-elastic instabilities in cross-slot
flows. Sousa et al. observed a series of purely-elastic flow transitions in the viscoelastic
fluid flow within a cross-slot device. The flow field evolves from symmetric to steady
asymmetric, and eventually to time-dependent depending on the Weissenberg number
(Wi). Using different aspect ratio of the crossed channels and rheological properties
of viscoelastic fluids, the experimental results indicated that a direct transition from a
steady symmetric flow condition to an unsteady (time-dependent flow instability) can
occurs for lower channel aspect ratio (depth/width < 0.5) [35, 86].
2.8.7 Mixing-separating cell
Cochrane et al. [69] employed a finite-difference method and selected the UCM model
to describe the rheological behaviour of a highly elastic constant-viscosity Boger (a
discussion about Boger fluids can be found further in this chapter). These investi-
gators analysed the effects of gap width (g) using two different flow configurations:
(i) matching flow rates in the two inlet channel arms and (ii) unbalanced inlet flow
rates. In a follow-up work [70], thin insert plates with rounded edges were used. For
both experimental studies it was found that the flow displayed distinctive Newtonian
and viscoelastic behaviours, with the occurrence of unidirectional and reversed flows in
varying extents.
Only a few investigations were performed to analyse the complex dynamics of vis-
coelastic fluids in a mixing-separating cell. Afonso et al. [27] has shown that the
amount of reverse flow depends on the gap size and Deborah number. Further, no vor-
tex formation was observed. The creeping flow of UCM fluids exhibited an interesting
bifurcation pattern, which depends on the gap width. The results have shown a signifi-
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cant asymmetry in the gap region with the fluid tending to flow not reverse around the
separating wall. The authors indicate that for intermediate gap widths, a steady bi-
stable bifurcation pattern is observed. Two different flow configurations appear at very
close Deborah numbers, which made the flow to oscillate periodically. This numerical
finding motived us to visualise this periodic behaviour in our experimental setup.
Baloch et al. [101] and Echendu et al. [102] have also numerically investigate the
mixing-separating device. Using Phan-Thien-Tanner (PTT) and Taylor-Galerkin 2D
models respectively, they reported the formation of two central stagnant regions for
1 ≤ Re ≤ 50 symmetrically placed about the central horizontal and vertical lines of
symmetry through the geometry. Furthermore, when increasing Re (Re > 50), these
stagnant regions begin to recirculate and grow in size, forming a central vortex in the
geometric gap of the domain.
Despite the developments presented by the works of Baloch, Townsend, and Webster
[101]; Afonso et al. [27]; and Echendu et al. [102] − using different numerical constitu-
tive models for viscoelastic fluid flows under Stokes flow conditions (Re ≈ 1) − there is
no evidence of any experimental work which deal with the effects of non-Newtonian fluid
characteristics on the critical Weissenberg number. Moreover, investigation around the
mechanisms of the flow field becoming time-dependent in this geometry is required to
explain the mechanisms of the purely elastic instability.
2.9 Summary and guidance
The literature discussed in this chapter certainly indicates the applicability of the flow
instabilities in microfluidics. Many experiments have revealed a consistent presence
of convective mixing and heat transfer enhancement in channel flows under moderate
Reynolds (20 < Re < 100) number when a instability is triggered. Furthermore, nu-
merical simulations have shown the ability to extrapolate the experimental results and
reveal flow features which often are difficult to firmly obtain only through experiments.
Flow visualisation has proved to be useful to capture flow features and topology.
Moreover, numerical simulation combined with experimental data is ideally suited to
understand the changes in the flow field due to the instabilities. Questions remain over
the capacity to trigger, control, and delay these instabilities. Whilst a number of works
related to the inertial and elastic instabilities application within T-shaped and cross-
slot geometries have been reported, there is only a few investigations available of the
flow within a mixing-separating cell. It has been difficult to confirm that the changes in
flow topology are related to flow instabilities. Besides, it has been difficult to confirm
whether the vortical behaviour in the different geometries are linked to changes in the
flow topology, and whether they are in fact flow instabilities.
A 3D numerical investigation combined with experimental flow visualisation is re-
quired to clarify these remaining questions. In this work we present an experimental
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study using epifluorescence flow microscopy, and the results obtained from it, provides
the three-dimensionality of the fluid path in a mixing-separating cells. Numerical simu-
lations complement the studies allowing us to visualise the 3D shape of the flow before
and after the instability is triggered, as well as determine if the changes in the flow
field show any clear relationship with a flow instability. With particular reference to
the application of the flow instability, bifurcation parameters are used to define when
the instability occurs and develops, and therefore, we also explore the behaviour of such
phenomena on the enhancement of heat transfer in a cross-slot device.
Using the same experimental approach and a model liquid (Boger fluid) with nearly
constant viscosity to elucidate the role of elasticity, we explore experimental investiga-
tions on the behaviour of the so-called purely elastic instability in a mixing separating
to obtain a better understanding the nature of this instability.
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Chapter 3
Experimental methodology and
materials
This chapter discusses the experimental method used for carrying the analysis presented
in this thesis. It is divided into four parts. Section 3.1 presents an introduction. In
section 3.2, key information about the facility and experimental hardware used for
performing experimental flow visualisation and data acquisition. All data discussed
herein were taken at the Fluids Laboratory, located at the School of Engineering, at
the University of Liverpool. Section 3.3 presents and compares the different working
fluids used during the experimental campaign. The fluid characterisation techniques
used and the dimensionless parameters are also introduced. Finally, in section 3.4,
uncertainties on the experimental measurements are examined in detail.
3.1 Introduction
3.1.1 Flow visualisation
The experimental flow visualisation technique employed during this project is the epi-
fluorescence microscopy (EM). The EM technique emphasises the three-dimensionality
of the fluid path based on the fluorescent intensity of the image dye stream [68]. Ad-
ditionally, pressure drop measurements were also performed across the individual pairs
of inlet and outlet using a pressure transducer. Before beginning to discuss the tech-
nical details of the experimental set-up, it is important to say a few words about the
epifluorescence microscopy technique (EM), why using it, and its advantages over other
systems.
The term epifluorescence refers to the fluorescence of an object in an optical mi-
croscope when irradiated from the viewing side. Fluorescence is the process by which
molecules excited by electromagnetic radiation almost immediately emit a photon [112].
The basis of fluorescence microscopy is the fact that it permits the filtering out of all
emission light (< 500 nm) from the received signal [113]. Essentially, the EM tech-
nique is a non-intrusive flow visualisation method. Therefore, one can obtain fluid
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flow patterns without flow disturbances. Moreover, for microfluidic applications, the
EM technique can also capture relatively large areas of the flow field. The use of this
technique is very commom in direct visualisation process where multiple streams are in-
volved such as in mixing and dispensing [114]. In addition, some fluorescent dyes exhibit
a highly temperature-dependant quantum yield that has facilitated a fluorescent-dye
based microfluidic thermometry technique, also known as laser-induced fluorescence
(LIF) [115, 116].
Till date, the bulk of the microscale flow visualizations have been particle based
of which microscale particle image velocimetry (µPIV) has been the most dominant
type. In this system, the velocity vectors are computed by determining the displace-
ment of dispersed particles between two successive time frame images [77]. Despite the
advantages of the µPIV technique, we opted for the EM method. One of the major chal-
lenges in particle-based microflow visualization remains to eliminate the noise due to
the enhanced relative contribution of using micrometre sized tracer particle compatible
with causing least flow disturbance. Moreover, the EM method of microflow visual-
ization, which are primarily designed towards deciphering the flow patterns occurring
during micromixing, flow instability and flow transformation, has been progressively
developed.
Essentially, the technique for the use of fluorescent dye is achieved by acquiring the
luminescent signal of fluorescent dye through an optical arrangement (e.g. a micro-
scope). The objective lenses are most important components of an optical microscopy
system and are essentially cylinders containing embedded glass lenses to collect light
from the sample. A long-pass optical filter is used to selectively allow the emitted
wavelengths from the fluorescent dye. The excitation and the luminous intensity is
then captured using by the sensitive CCD camera, and the images can be analysed
in a computer using image processing by an in-house Matlab programme which we
developed (see figure 3.1).
3.1.2 Pressure drop measurements
In pressure-driven flows, the accuracy of pressure measurements depends critically on
the sensitivity of the transducer employed. Different pressure sensors covering various
differential pressure ranges can be employed according to the pressure drop to measure,
which depends on the channel characteristics and the flow rates under study [117].
The differential pressure sensors, typically used in microfluidics, should be calibrated
utilizing two different methods: a static column of water for sensors covering small
pressure differences and a compressed air line with a manometer for sensors covering
higher differential pressures [118]. A power supply powers the pressure sensors and
connected to a computer using a data acquisition system to register the data (voltage).
Figure 3.4, in section 3.2, shows the calibration curve for the differential pressure sensor,
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Figure 3.1: A schematic of an apparatus for flow visualisation of the cross-slot geome-
try. (a) Schematic diagram of a cross-slot device. (b) Design of a microfluidic cross-slot
device allowing direct observation of the y − z plane at x = 0. The device is vertically
mounted on an inverted microscope with a long working distance lens, enabling a di-
rect view of the centre of the geometry where the spiral vortex instability forms. (c) A
prototype microfluidic cross-slot device fabricated in fused silica. (d) Photograph illus-
trating the experimental setup with the cross slot mounted on an inverted microscope
[from Haward et al. [7]].
which presents a linear dependence of the voltage with the imposed pressure difference
(without hysteresis).
Diaphragm-type transducers are the preferred choice for high precision, fast re-
sponse times and digital output. One must consider the proportionality of sensitivity
to the full-scale reading, which means that high-range transducers can give a reduced
accuracy in flows with low velocities. Moreover, this type of transducer requires in-
situ calibration using reference pressure [119]. Essentially, the voltage output of the
diaphragms is calibrated for the differential pressure range using a high-accuracy differ-
ential pressure transducer. An analogue-to-digital converter can sample the signal, and
the relation between applied pressure drop and the DC voltage output, which is known
to be linear (calibration curve, figure 3.4), gives the measured pressure drop values.
3.1.3 Microfluidic device fabrication
PDMS (Polydimethylsiloxane) is perhaps the most widely used silicon-based organic
polymer in scientific research. It is optically clear and elastic. Its Youngs modulus is
determined by the mixing ratio of the ’base’ and ’curing agent’ (sometimes also referred
to as ’crosslinker’). For these reasons, it is often adopted to manufacture microfluidic
devices in various types of experiments (e.g., flow visualisation and µPIV). Typically,
a precursor solution of PDMS is poured onto a pre-patterned mould, and subsequent
curing completes the formation of PDMS-based channels for microfluidic devices [117].
47
1.12mm
0.508mm 0.506mm
0.105mm
y
xz
0.503mm
z
x
y
Figure 3.2: SEM (Scanning Electron Microscopy) images of the mixing-separating mi-
crochannel resulting from the micromachining process. (left) Top view showing mea-
sured channel width and wall thickness. (right) Inclined view to show the wall and
channel height.
PDMS is very sensitive to minute changes in applied pressures.The flexibility of a
PDMS microfluidic channel can cause elastic deformation under fluid stress and applied
pressure. Additionally, conventional PDMS-based micro-fluidic devices only operate
at low flow rates (MAX(Re) ∝ Youngs modulus), which limits the throughputs of
the devices [118]. While most of the existing literature has a focus on PDMS, We
have opted to use Computer Numeric Control (CNC) micro-machining. Using CNC
machining, which enables accurate three-dimensional shapes to be obtained, we could
adopt a wide range of materials to fabricate our micro-channels (e.g. metal, plastic,
and others) to support high pressure and avoid deformation or collapse.
While most of the microfabrication process relies on adding material, micromachin-
ing is a subtractive fabrication process. It relies on the use of rotating cutting tools to
remove bulk material from the workpiece. The system consists of a worktable for x− y
positioning of the workpiece, a cutting tool and a spindle. For micron-sized dimensions,
the milling control is usually CNC for automation, repeatability and precision (see fig-
ure 3.2) [118]. As per figure 3.2, the measurement accuracy of CNC micromachining
procedure was found to be ±5µm.
3.2 Experimental setup - Mixing-separating cell
A schematic diagram of the experimental rig is shown in figure 3.3. Flow through the
microfluidic system was driven using two identical pressure vessels, which are connected
to a compressed air supply. Both pressure vessels were maintained at room temperature.
The flow rate was measured for each inflow using a metal tube flowmeter (3750A Ar-
Mite Low Flow Armored Flowmeter, BROOKS). According to the manufacturer, the
flowmeter measurement accuracy is 5% of the full scale. The metal tube flowmeter
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was experimentally calibrated by comparison to a syringe pump (PHD Ultra Harvard
Apparatus), which has a certified accuracy of 0.35%, in the range 3− 80ml/min. This
comparison indicated that the flow rate obtained using the metal tube flowmeter shows
good agreement with that obtained using the syringe pump, with an average deviation
of approximately 3.5%. The liquid flows through the device and is ultimately ejected
into the collecting container. The collected liquid is then weighed instantaneously as a
function of time W (t) by a Mettler Toledo (Delta Range, TOLEDO) SB16001 balance
(sampling rate of 5Hz and uncertainty ±0.1g at range of 3200g or below) connected to
the computer via a serial port (RS-232C), allowing for a precise measurement of the
amount of working fluid collected for a known time. The time-averaged fluid discharge
rate (m˙) is estimated as ∆W/∆t.
The mixing-separating cell device was micro-machined into a piece of brass using
CNC machining with a square cross-section channel height of H = 500 ± 1µm. The
device was encased in polyoxymethylene, an insulating material also known as ACETAL
1. The cross-section dimensions of the mixing-separating cell flow device were quantified
using a Nikon EPIPHOT TME inverted microscope with 100 times magnification, 235
pixels = 500µm. The combined length of the channel inlet and outlet is 80H (L =
40 ± 0.1mm) to ensure fully-developed flow at the central region of the geometry for
all Reynolds numbers studied [120]. Four cylindrical holes (with a diameter and depth
of 10mm) at the end of each arm of the mixing-separating cell were drilled and tapped
so that pressure tappings could be incorporated. The mixing-separating geometry was
enclosed by a 6.5mm thick upper wall fabricated from borosilicate glass to maintain a
sealed condition while still allowing the flow structure to be visualised (see figure 3.3).
A diaphragm-type differential pressure transducer (DP15-26, Validyne Engineering)
with a quoted full-scale accuracy of ±0.25% was employed for measuring the pressure
differential between the inlet and outlet of the channel cells combined with a flexible
Tygon tube (internal diameter 1 mm). A diaphragm-sensing element model 3 − 42
with pressure range 0− 140kPa was utilised for the pressure-drop measurements. The
voltage output for the pressure transducer, which was digitised using a Validyne CD223
digital transducer indicator, was sampled by an analogue-to-digital converter (ADC)
at 100 Hz for 60 seconds. The pressure transducer was calibrated at periodic intervals
using air against an MKS Baratron differential pressure transducer (MKS Instruments
Inc. USA). The relation between the applied pressure drop and the voltage output of
the transducer for the diaphragm is linear as shown in figure 3.4.
Minor pressure losses (the inlet and outlet manifolds and corresponding sudden
contraction and expansion) associated with the measured pressure drop are estimated
using the traditional relationships used in micro-scale [121, 122] where the percentage
1The special features of ACETAL are high stiffness, high thermal resistance, low friction and excel-
lent dimensional stability.
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Figure 3.3: (a) A scheme illustrating the experimental apparatus of a microfluidic
mixing-separating cell device allowed for direct observation of the x− y plane at z = 0
and the characteristic channel dimensions (H = W = 500µm; g = 5H = 2.5mm;
a = H/5 = 100µm). The origin is placed at the geometric centre of the device gap
(g). The rig is mounted on an inverted microscope fitted with a filter cube. A pulsed
Nd:YAG laser is used to excite the dyed fluid, and a CCD camera enables to capture
the instability formation [notes: 1-not to scale; 2-camera FOV (field of view): 3.2mm x
2.4mm]. (b) The exploded view of the prototype microfluidic device rig. The channels
were micro-machined in brass and encased in polyoxymethylene. A 6.5mm thick upper
wall fabricated from borosilicate glass to obtain a sealed condition while allowing the
flow structure to be visualised. (c) Photograph illustrating the experimental rig set-up
assembled.
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Figure 3.4: Pressure transducer calibration curves.
of these losses to the major pressure drops ranges from just 0.11% at a low flow rate
to 2.3% at a high flow rate. Thus, the pressure drop across an individual inlet/outlet
pair was approximately equal to that in a straight channel.
Rhodamine-B (ACROS Organics) was chosen as a fluorescent dye to capture the flow
patterns in the mixing-separating cell micro-geometry. The Rhodamine-B fluorescent
derivative exhibits an excitation maximum at a wavelength of 556 nm and a maximal
emission wavelength of 580 nm [115, 123, 124]. The fluid was prepared by dissolving
0.05g (500 ppm) of Rhodamine-B in one litre of working fluid. The optical set-up is
composed of an inverted microscope (DMI, Leica Microsystems GmbH) fitted with an
appropriate filter cube (excitation BP 530 − 545nm, dichroic mirror 565nm, barrier
filter 610 − 675nm, Leica Microsystems GmbH), and a pulsed Nd:YAG laser (Solo-
PIV III laser, wavelength 532nm, New Wave Research) that is used to excite this
fluorescent Rhodamine-B dye with illumination and a charge couple device (CCD)
camera. The camera is synchronised with the laser at a repetition rate of 8Hz. All
images shown in this work were captured at the centre plane using an 8x microscope
objective (Leica Microsystems GmbH), and the camera field of view (FOV), 3.2mm
x 2.4mm, thoroughly covers the central region of the device containing the gap. The
flow visualisation technique applied here consists of pumping dyed fluid (Rhodamine-B)
from one of the inlets while undyed fluid is pumped in the other inlet; both inlets are
kept at the same flow rate. Fluid motion starts from rest and, after reaching steady-
state conditions in approximately ten (10) seconds, at least fifty images were captured
through the upper glass cover of the mixing-separating cell. Pressure readings were
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also simultaneously recorded via the data acquisition system.
Figure 3.5: Design of the channels micro-machined in brass and encased in poly-
oxymethylene. A 6.5mm thick upper wall fabricated from borosilicate glass to ob-
tain a sealed condition while allowing the flow structure to be visualised. Note: The
immediate availability of the images provides an instantaneous feedback during the
experimental setup.
3.3 Working fluids
As previously mentioned in chapter 2, fluids are divided into two major categories based
on their behaviour, Newtonian and non-Newtonian. Newtonian fluids obey Newton’s
law of viscous resistance as [30]:
τ = µγ˙ (3.1)
where τ is the shear stress, and γ˙ is the shear rate. The coefficient µ represents the
fluid dynamic viscosity, which in a Newtonian fluid consists of a constant value at all
shear rates. Moreover, the shear stress presents a linear behaviour when varying the
shear rate. Conversely, non-Newtonian fluids interestingly show a variable viscosity at
different shear rates (apart from Boger fluids which will be discussed later). There are
many categories of these non-Newtonian fluids, which can be classified depending on
the relationships between shear rate and shear stress [30] 2.
In order to obtain Newtonian fluids with a relatively high viscosity, solutions of
glycerine in water were used. The non-Newtonian fluid used in the present research is
2The different non-Newtonian fluids classification can be easily found in the literature, and therefore
is out of the scope of the present research.
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Table 3.1: The measured values of density and viscosity for the Newtonian working
fluid
Temperature Density (ρ) Viscosity (µ)
◦C kg/m3 Pa.s
20 1183.6 0.0215
22 1183.1 0.0201
24 1182.5 0.0186
26 1178.4 0.0178
a water-based polymer solution. The solvent water was distilled using a boiling water
distiller to remove nearly all minerals, many chemicals, and most bacteria. All rheo-
logical properties were normally measured with and without addition the fluorescent
dye to ensure that the rheological properties of viscoelastic solution are constant with
adding the dye (Rhodamine-B).
3.3.1 Newtonian solution
The working fluid used for the Newtonian experimental measurements was a mixture
of glycerine (relative density 1.26, ReAgent Chemical Services) and distilled water with
a nominal concentration of 70 per cent glycerine (by weight). The density (ρ) and
viscosity (µ) of the mixed solution were measured at room temperature (varying from
20◦C to 26◦C). A density meter (Anton Paar DMA 35N) with a quoted precision of
0.001g/cm3 was used for quantifying the fluid density. A controlled-stress torsional
rheometer (Anton Paar MCR302) was utilised to measure the fluid viscosity using a
60mm and 1◦ cone with a shear rate range from 1s−1 to 100s−1. The measured values of
the density (ρ) and viscosity (µ) are given in table 3.1 3. It is also convenient to define
the dimensionless Reynolds number as in equation (3.2), based on the mean velocity
(Ub = m˙/ρH
2) and the channel height (H).
Re =
ρHUb
µ
(3.2)
The pressure drop (∆p) between inflow and outflow arms (after subtracting the
minor pressure losses as already discussed in section 3.2) and mean fluid flow velocity
(Ub) were experimentally measured to determine the Darcy friction factor-Reynolds
number product, fRe:
fRe =
2∆pH2
LUbµ
(3.3)
where H and L are the square channel depth and the combined length of the inflow and
outflow channels, respectively, and µ is the fluid dynamic viscosity. The uncertainty of
3As glycerine absorbs moisture from the ambient, the prepared solutions were stored in sealed plastic
bottles
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fRe, which is associated with the estimated error of each term in Eq. 5.1, is carefully
estimated by following the same methodology adopted in [40]. The minimum and
maximum uncertainty values of fRe are 1.7% and 11.6%, respectively. The large
relative uncertainties refer to the low flow rate region where the small pressure drops
generate a significant degree of error (approximately 90% of the total error of the fRe
when Re < 5). Dimensional inaccuracies (particularly in measuring H) also play a
significant role in the determination of fRe [121, 48]. The experimental results of fRe
were also compared to the conventional theory for a fully-developed flow in a straight
channel of a square cross-section (fRe = 57 in laminar flow, [125]).
3.3.2 Polymeric solution
A model liquid with nearly constant viscosity was employed to investigate the role
of elasticity. A so-called Boger fluid that consists of a mixture of Polyethylene gly-
col (PEG, Mw = 8x10
3[g.mol−1] 4, Sigma-Aldrich), Polyethylene oxide (PEO, Mw =
4x106[g.mol−1], Sigma-Aldrich), and distilled water. Initially, the required amount
of PEO is added to distilled water, and the resultant liquid is slowly mixed using a
magnetic stirrer. In another container, the necessary amount of PEG is also added
to distilled water and mixed in a magnetic stirrer. After 12 hours, the result is two
clear, transparent, and colourless solutions. The PEO and PEG solutions are then
combined in another container, and the resultant polymer solution is left to mix gently
in a magnetic stirrer for 12 hours. The solution used is characterised before and after
the experiments to check for the effect of ageing over time. The fluid properties do not
change during the time scale of the experiments, which lasted approximately 1-3 hours.
In any case, all prepared polymer solutions were maintained in the refrigerator at 4◦C
to prevent any potential thermal or bacteriological degradation and used within three
days of preparation.
All rheology measurements were conducted at room temperature (23 ± 2◦C). A
density meter (Anton Paar DMA 35N) with a quoted precision of 0.001g/cm3 was used
for quantifying the fluid density. A controlled-stress torsional rheometer (Anton Paar
MCR302) was utilised to measure the fluid shear viscosity using a 60mm and 1◦ cone
with a shear rate range from 1s−1 to 100s−1. The relaxation time of the fluid were
measured using a Capillary Breakup Extensional Rheometer (CaBER) [126]. In the
configuration used, a small column of fluid (less than 0.2ml) is placed between two
cylindrical platens with diameters (Dp) of 4mm, the upper platen is moved away from
the lower platen almost instantaneously (approximately 50-100ms) (see figure 3.6 for
schematic).
The working fluid characterisation includes measuring viscosity, density, and relax-
ation time. The effect of ageing of the polymer solution was studied by observing the
4Mw represents the molecular weight.
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Figure 3.6: Schematic showing the different heights for initial and final CaBER plate
positions.
changes in these properties with time for different samples of a single fluid batch on
different days. Table 3.2 shows a summary of the measured values. Negligible varia-
tions in density were noticed. Figure 3.7 displays that the viscosity is approximately
constant for the shear rate range tested. Viscosity does not vary over time for the
measurements performed on three different days.
For a Newtonian fluid the uniaxial extensional viscosity is always three times that of
the shear viscosity [127]. However, for non-Newtonian fluids, this is not true. Moreover,
it is not possible to estimate the extensional viscosity from the shear viscosity or vice
versa for non-Newtonian fluids due to the variable properties in these solutions. There-
fore, we used extensional rheology to determine the relaxation time (λ), from which
both Deborah and Weissenberg numbers can be determined. The Thermo Haake Cap-
illary Break-up Extensional Rheometer (CaBER) exerts a uniaxial step strain, e.g. by
creating a fluid filament, on a sample of the working fluid, and thus measures the re-
duction in filament diameter due to surface tension over time [126]. In the equipment,
a small sample of fluid (around 0.1ml) is placed between two cylindrical platens with
diameters of 4mm, then an extensional strain is exerted on the fluid sample when the
upper platen is rapidly moved away from the lower platen (approximately 50-100ms).
Consequently, the fluid is subject to an extensional strain rate, and a cylindrical fluid
filament is formed. The midpoint of the filament diameter decreases over time due to
surface tension and the extensional stresses within the fluid element resist this thinning.
A laser micrometer (resolution 10µm) measures the reduction in the midpoint diameter
in order to provide information on the extensional properties.
Figure 3.8 presents the measurements of the time decay of the normalised mid-point
diameter from the polymer solution filament. The relaxation time can be estimated by
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Figure 3.7: Plot of viscosity as a function of shear rate for the polymer solution. Figure
shows three different samples of a single fluid batch in three different days. 4 Sample
1: 17/08/17, © Sample 2: 24/08/17,  Sample 3: 31/08/17
Table 3.2: The measured values of density, viscosity and relaxation time for character-
isation of working fluid. The effect of ageing of the polymer solution was studied by
observing the change in viscosity with time for samples of a single fluid batch in three
different days
Sample Temperature Density (ρ) Avg. Viscosity (µ) R. time (λ)
◦C kg/m3 mPa.s s−1
1 23 1087.9 342.1 0.09
2 23 1088.1 342.5 0.11
3 23 1088.5 342.9 0.12
using the equation:
Dmid(t)
D0
=
GD0
4σ
1
3
exp
−t
3λ
(3.4)
where Dmid is the diameter of mid-point fluid filament at time t, D0 is the initial
diameter, and λ is the relaxation time for the fluid. More precisely, since the stress
does not relax as such as the filament diameter decays, λ represents the characteristic
timescale for viscoelastic stress growth in a uniaxial elongational flow [126, 128]. G
is the elastic modulus, and σ is the surface tension. By fitting an exponential curve
within the elasto-capillary range, λ can be obtained (see the red line in 3.8).
The CaBER measurements reveal the relaxation time (λ) of this Boger fluid, and
to check the repeatability of the results, the relaxation time was measured in three
different days (see table 3.2).
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Figure 3.8: Extensional rheology data (CaBER) showing the time dependence of the
normalised diameter of the polymer solution filament. The full red line is an expo-
nential fit within the elasto-capillary range (refer to equation 3.4). The figure shows
measurements of the time decay of minimum diameter of the filament for different sam-
ples of a single fluid batch in three different days. 4 Sample 1: 17/08/17, © Sample
2: 24/08/17,  Sample 3: 31/08/17
3.4 The uncertainty of experimental parameters
As suggested in the literature [122, 121], the experimental uncertainties in microfluidic
devices can become quite large due to the physical size of the system. Therefore, an
accurate determination of the errors in the experimentally measured data is strongly
necessary. The standards for determining experimental uncertainties, ASME PTC 19.1
[129] and NIST Technical note 1297 [130], in general states that the total error can be
expressed in two parts − the bias error and precision error − as follows:
ε = 2
√(
B
2
)2
+
(
σ√
N
)2
(3.5)
where ε represents the total uncertainty, B the bias error, the standard deviation is
σ, and N the number of samples. The measure of systematic error represents the bias
error in the equation 3.5. The measured random errors express the precision error in
the system.
Propagating errors give the uncertainty of a calculated parameter based upon the
57
measured variables.
εp =
√√√√ n∑
i=1
(
∂p
∂ai
εai
)2
(3.6)
where εp represents the error calculated for the parameter p, ai the variable used to
calculate p, and εai the uncertainty of the variable a. The uncertainty in any parameter
is the sum of the uncertainties of the variables used to calculate that parameter.
3.4.1 Experimental mass flow rate uncertainties
Applying the equation 3.6, the uncertainties in the mass flow rate measurements using
a scale connected to a computer via a RS − 232C cable can be determined as follows:
m˙ =
m
t
(3.7)
εm˙ =
[(
∂m˙
∂m
εm
)2
+
(
∂m˙
∂t
εt
)2]1/2
(3.8)
εm˙ =
[(
1
t
εm
)2
+
(−m
t2
εt
)2]1/2
(3.9)
εm˙
m˙
=
[(εm
m
)2
+
(
εt
t
)2]1/2
(3.10)
3.4.2 Flow bulk velocity uncertainties
The uncertainties in flow bulk velocity measurements can be estimated as follows:
Ub =
m˙
ρH2
(3.11)
εUb =
[(
∂Ub
∂m˙
εm˙
)2
+
(
∂Ub
∂ρ
ερ
)2
+
(
∂Ub
∂H
εH
)2]1/2
(3.12)
εUb =
[(
1
ρH2
εm˙
)2
+
( −m˙
ρ2H2
ερ
)2
+
(−2m˙
ρH3
εH
)2]1/2
(3.13)
εUb
Ub
=
[(
εm˙
m˙
)2
+
(
ερ
ρ
)2
+
(
2
εH
H
)2]1/2
(3.14)
εUb
Ub
=
[(εm
m
)2
+
(
εt
t
)2
+
(
ερ
ρ
)2
+
(
2
εH
H
)2]1/2
(3.15)
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3.4.3 Reynolds number uncertainties
The uncertainties in the Reynolds number (Re) measurements can be estimated as
follows:
Re =
ρHUb
µ
(3.16)
εRe =
[(
∂Re
∂ρ
ερ
)2
+
(
∂Re
∂H
εH
)2
+
(
∂Re
∂Ub
εUb
)2
+
(
∂Re
∂µ
εµ
)2]1/2
(3.17)
εRe =
[(
HUb
µ
ερ
)2
+
(
ρUb
µ
εH
)2
+
(
ρH
µ
εUb
)2
+
(−ρHUb
µ2
εµ
)2]1/2
(3.18)
εRe
Re
=
[(
ερ
ρ
)2
+
(
2
εH
H
)2
+
(
εUb
Ub
)2
+
(
εµ
µ
)2]1/2
(3.19)
εRe
Re
=
[(
ερ
ρ
)2
+
(
2
εH
H
)2
+
(εm
m
)2
+
(
εt
t
)2
+
(
ερ
ρ
)2
+
(
2
εH
H
)2
+
(
εµ
µ
)2]1/2
(3.20)
εRe
Re
=
[(
2
ερ
ρ
)2
+
(
4
εH
H
)2
+
(εm
m
)2
+
(
εt
t
)2
+
(
εµ
µ
)2]1/2
(3.21)
3.4.4 Friction factor uncertainties
The uncertainties in the friction factor (f) measurements can be estimated as follows:
f =
2∆pH
LUb
2ρ
(3.22)
εf =
[(
∂f
∂∆p
ε∆p
)2
+
(
∂f
∂H
εH
)2
+
(
∂f
∂L
εL
)2
+
(
∂f
∂Ub
εUb
)2
+
(
∂f
∂ρ
ερ
)2]1/2
(3.23)
εf =
[(
2
H
LU2b ρ
ε∆p
)2
+
(
2
∆p
LU2b ρ
εH
)2
+
(
−2 ∆pH
L2U2b ρ
εL
)2
+
(
−4 ∆pH
LU3b ρ
εUb
)2
+
(
−2 ∆pH
LU2b ρ
2
ερ
)2]1/2
(3.24)
εf
f
=
[(
ε∆p
∆p
)2
+
(
εH
H
)2
+
(
εL
L
)2
+
(
2
εUb
Ub
)2
+
(
ερ
ρ
)2]1/2
(3.25)
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εf
f
=
[(
ε∆p
∆p
)2
+
(
εH
H
)2
+
(
εL
L
)2
+
(εm
m
)2
+
(
εt
t
)2
+
(
ερ
ρ
)2
+
(
2
εH
H
)2
+
(
ερ
ρ
)2]1/2
(3.26)
εf
f
=
[(
ε∆p
∆p
)2
+
(
3
εH
H
)2
+
(
εL
L
)2
+
(εm
m
)2
+
(
εt
t
)2
+
(
2
ερ
ρ
)2]1/2
(3.27)
3.4.5 fRe uncertainties
The uncertainties in the fRe measurements can be estimated as follows:
fRe =
2∆pH2
LUbµ
(3.28)
∂(fRe)
∂f
= Re (3.29)
∂(fRe)
∂Re
= f (3.30)
ε(fRe) =
[(
∂(fRe)
∂f
εf
)2
+
(
∂(fRe)
∂Re
εRe
)2]1/2
(3.31)
ε(fRe) =
[
(Reεf)2 + (fεRe)2
]1/2
(3.32)
ε(fRe)
fRe
=
[(
εf
f
)2
+
(
εRe
Re
)2]1/2
(3.33)
ε(fRe)
fRe
=
[(
ε∆p
∆p
)2
+
(
3
εH
H
)2
+
(
εL
L
)2
+
(εm
m
)2
+ ...+
(
εµ
µ
)2]1/2
(3.34)
ε(fRe)
fRe
=
[(
ε∆p
∆p
)2
+
(
7
εH
H
)2
+
(
εL
L
)2
+
(
2
εm
m
)2
+
(
2
εt
t
)2
+
(
4
ερ
ρ
)2
+
(
εµ
µ
)2]1/2
(3.35)
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Table 3.3: Uncertainty values for measured parameters
Parameter Uncertainty Measurement range
Cross-section dimensions [H] (µm) ±1 0 − 1000
Test-section length [L] (mm) ±0.1 0 − 50
Pressure transducer [∆p] (kPa) ±0.25% FS 0 − 350
Mass [m] (g) 0.1 0 − 3200
Time [t] (s) n/a n/a
Density [ρ] (kg/m3) ±1 1178
Dynamic viscosity [µ] (Pa.s) ±2% 0.017
The main geometric dimensions of the selected test sections, flowrate, pressure
and temperature, which represent the independent parameters, are directly measured
using various instruments, probes and sensors. The accuracy of these measurement
instruments based on manufacturers supplied information, accompanying documenta-
tion, and on instruments label of specification may consist of the known sources of
errors for example, the resolution, sensitivity, linearity, repeatability, reproducibility,
hysteresis and various drifts. The uncertainty in the measurement of these independent
parameters is tabulated in table 3.3
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Chapter 4
Numerical methods and
techniques
In this chapter, a description of the computational fluid dynamics (CFD) simulations
conducted is discussed together with the bifurcation parameters adopted to investigate
the different fluid flow instabilities. As CFD and experimental methods can complement
each other, the purpose of this numerical investigation is to extend the range of the
investigations beyond the experimental setup.
The chapter is divided into three sections. Section 4.1 presents a brief introduction
to the numerical method used. In section 4.2, the numerical procedure employed for
discretising the equations of motion in order to study the flow of isothermal Newtonian
fluids within a mixing-separating micro-device numerically is described1. The reader
is introduced to the computational meshes and the grid dependency study conducted
to investigate the dependence of the results to the numerical grid. Additionally, an
explanation of the methods used to adequately describe the onset and the evolution of
the fluid flow instabilities for constant temperature cases.
Section 4.3 part explores the difference when the energy equation is added to the
problem when the temperature of inlet streams are different. The different sets of
boundary conditions specified for the isothermal and heat transfer cases, and also an
introduction of the critical parameter used to quantify the enhancement of heat transfer
in a cross-slot micro-device.
4.1 Governing equations and numerical method
Using a commercial software, ANSYS workbench (Fluent) version 14.5.7 [131], the
numerical method solves the equations of motion, mass conservation, and energy for
the boundary conditions imposed in the finite volume method used to perform three-
dimensional (3D) flow simulations. The widely-used discretisation methods for numer-
ical computations include finite difference methods, finite volume methods, and finite
1In this thesis numerical simulations were done only for Newtonian fluid flow.
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elements methods, all of which have their pros and cons.
The Fluent package uses the finite volume method based upon discretising the
computational domain into discrete small volumes by a pre-designed grid system. The
fluid mass and momentum conservation equations are integrated within each control
volume. The method requires high quality orthogonal computational grids as the con-
trolled volume surface integration involves the product of cell surface vector and surface
flux vector, which would lead to more cross-Cartesian direction terms in a poorly de-
signed non-orthogonal grid system. These terms are very difficult to approximate in
the final linear equation system, and will eventually affect the accuracy and stability of
the numerical computation [132]. The geometries investigate in this thesis leads them-
selves to simple grids. Therefore, in the numerical studies, high quality orthogonal
computational grids were employed.
To numerically resolve the governing equations for continuity (Eq. 4.1), momentum
(Eq. 4.2), and energy (Eq. 4.3), the fluid flow was assumed incompressible, laminar,
single phase, and steady-state;
∇ · u = 0 (4.1)
ρ(u · ∇u) = −∇p+ µ∇2u (4.2)
ρC(u · ∇T ) = k(∇2T ) (4.3)
where ρ, µ, C, and k, constant physical properties, represent density, dynamic viscosity,
specific heat capacity, and thermal conductivity, respectively. u represents the velocity
vector, p the pressure, and T temperature [30].
Numerical investigations performed in thesis are three-dimensional, and the fol-
lowing sections will present a comprehensive description of the boundary conditions
imposed for each case investigated.
4.2 Numerical simulations in a mixing-separating cell
For the simulations in the mixing-separating cell, which the results can be found in
chapter 5, the fluid properties are assumed constant and temperature independent. The
computational domain consists of two opposed square channels interacting through a
gap of non-dimensional width θ = g/H in the middle of a thin separating wall of non-
dimensional thickness σ = a/H (refer to figure 4.2). The combined length of the inlet
and outlet channels was defined as 80 times its height H (L = 80H). This length
assures that the fluid velocity no longer depends upon the axial distance and the flow is
hydrodynamically fully-developed [120] for all Reynolds numbers studied. Preliminary
simulations were conducted with identical conditions to the experiments. The density
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Figure 4.1: Geometry of the mixing-separating cell used to perform the numerical
simulations.
y
xz
Figure 4.2: Schematic of the imposed inlets and outlets in the numerical method.
and viscosity were constant and equal to the experimentally measured values (table
3.1). The system was non-dimensionalised, such that arbitrary reference values could
be used, and it was found (as expected) that the non-dimensional system produced
identical results to the simulations that matched the experiments for constant fluid
properties. All further simulations were conducted with the arbitrary, non-dimensional
system.
The numerical simulations for the mixing-separating cell micro-geometry were car-
ried out using the finite-volume method within ANSYS-Fluent [131]. A modified SIM-
PLE algorithm developed by Patankar and Spalding [133] was employed for solving
the equations in discretised form (pressure-velocity coupling scheme). The equations of
momentum are solved with a second-order upwind scheme. All numerical simulations
are performed for convergence criteria of all relevant residuals falling to less than 10−10.
A Neumann boundary condition (zero diffusion flux for all flow variables and an overall
mass balance correction) was used at the outlets and no-slip conditions at all the walls.
64
Figure 4.3: Definition of the centre planes x− y, x− z, and y − z.
Figure 4.4: Detail of the refinement rate at the central gap of the numerical mesh M4.
4.2.1 Computational meshes
The boundary conditions that need to be specified are those for the inlets, outlets, and
walls. The centre planes are considered along the x− y, x− z, and y− z, which can be
visualised in figure 4.3.
A mesh refinement investigation was conducted to estimate the numerical accuracy
of the simulations. A preliminary series of simulations were carried out with five dif-
ferent uniform hexahedral (all quad) computational meshes (shown in table 4.1). The
different meshes vary the number of cells across the cross-section with grid resolutions
at the y− z plane of 10x10, 20x20, 25x25, 30x30 and 50x50. Along the channel length,
at the x direction, a fixed number of cell divisions (100) was applied accompanied by a
biased refinement rate towards the geometry centre (bias factor, the ratio of the largest
edge to the smallest edge, of 100:1). At the centre of the geometry, where the gap is
located, the grid is refined and fully structured (i.e. cubic control volumes, see figure
4.4).
Figure 4.5 shows the variation of the velocity profile associated to the reverse flow
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Figure 4.5: Variation of the velocity profile associate to the reverse flow (v−velocity
component) along the gap size (line along x-direction at y = 0 and z = 0) for the
different meshes at a fixed Reynolds number (Re = 30). The inset zooms into the
region around the maximum value of v/Ub.
(v−velocity component) with increasing mesh refinement for a typical simulation (Re =
30). The values were obtained along the gap horizontal centreline on the x−y plane at
z = 0 and normalised by the bulk velocity (Ub). The chosen criterion to determine the
accuracy is the maximum value of the v−velocity component across the gap between
the channels (vmax/Ub). Firstly, it can be noted that the variation of vmax/Ub between
the meshes becomes less than 1% when increasing the number of cells above 600,000
in the cross-section. The study revealed that mesh M4 had suitable characteristics for
further simulations due to the low percentage error (0.51%) and reasonable number of
cells (855,000) for computational time (see figures 4.6 and table 4.1).
Table 4.1: Mesh convergence study. The error represents the percentage error between
the value vmax/Ub for mesh M5 and the present numerical simulation. M5 was used as
reference value due to its very dense mesh.
Mesh Cross-section vmax/Ub Error (%) Number of cells
1 10x10 1.387 5.73 84000
2 20x20 1.450 1.48 380000
3 25x25 1.457 0.96 593750
4 30x30 1.464 0.51 855000
5 50x250 1.471 - 2375000
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Figure 4.6: Effect of mesh refinement on the maximum value of the v−velocity compo-
nent (vmax/Ub) along the gap channel for Re = 30. M4 shows a low percentage error
(0.51%) for a reasonable number of cells (855000).
4.2.2 Gap and angle variation
In chapter 5 we assess the effect of varying the gap size (g) of the mixing-separating
device by performing numerical studies using geometries with gaps g = 2H, 2.61H,
and 3.86H in addition to the gap g = 5H, the last of which matches the experimental
condition. In chapter 6, we investigate the effect of varying the angle (α) between
the pair of inlets and outlets of the mixing-separating cell device, and effect of that
modification on the inertial instability. Figure 4.7 shows an schematic of the different
geometries when varying the angle between the pair of inlet and outlet arms from the
so-called ‘mixing-separating’ (0◦ angle) to a so-called cross-slot (90◦ angle) where the
inlet and outlet channels are orthogonal (including intermediate geometries between
these two extremes). In all cases, a stagnation point is generated at the centre of
symmetry due to the two opposed inlets and outlets.
When varying the angle between the pair of inlets and outlets of the device, the
channels intersect at an acute angle α (see figure 4.8). Consequently, to obtain the
stagnation point, the gap g needs to be adjusted. The channel height H is kept constant
in all investigation performed in this work. h represents the distance between the outer
channel walls (as per figure 4.8), and it varies with α. The geometrical correlations
between h, g, and α are as follow:
h = 2 sin
(α
2
)( H
sinα
)
(4.4)
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yxzstagnation point
Figure 4.7: Variation of the angle (α) between inlets and outlets arms of the a mixing-
separating cell. (left to right) From the so-called ‘mixing-separating’ (0◦ angle) to a
so-called cross-slot (90◦ angle) where the inlet and outlet channels are orthogonal.
h
H
g
Figure 4.8: Schematic showing the main variables (angle α, height of the central gap
h, and gap size g) when varying the angle between the pair of inlets and outlets of the
mixing-separating cell device.
g = 2 cos
(α
2
)( H
sinα
)
(4.5)
4.2.3 Bifurcation parameters and vortex identification method
It is important to start the numerical analysis by characterizing in detail the flow
bifurcation in each device in terms of a flow bifurcation parameter. The parameter is
used to define when the instability occurs and develops depending on a critical value
of Re (Rec).
Symmetry analysis: maximum transverse velocity component − wmax/Ub
A commonly accepted general definition of symmetry states that an object is sym-
metrical if one can subject it to a certain operation and it remains invariant after the
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operation [134]. The following matrix of equations define transformations in the trans-
verse velocity field, which rotates or reflects the y and z axes through an angle θ into
the y˜ and z˜ axes. [
y˜
z˜
]
=
[
cos θ − sin θ
sin θ cos θ
]
︸ ︷︷ ︸
C(i,j)
×
[
y
z
]
,
Instead of the standard interpretation where the coordinate axes rotate themselves,
the above representation can be seen as a mapping of points in a given space where the
coordinate axes remain fixed.
In this section, we consider only three cases of symmetry: The rotation symmetry
(180◦ rotation), and the reflections through the axis y and z. These operations can be
expressed by inputting the following values into the matrix C(i,j):
C(1,3) =
[
1 0
0 −1
]
, C(2,3) =
[
−1 0
0 1
]
, C(3,3) =
[
−1 0
0 −1
]
where the reflectional translation through the y-axis is represented by C(1,3) matrix, and
C(2,3) corresponds to the reflection through the z-axis. The matrix C(3,3) is responsible
for rotating the points in a given plane by 180◦.
C(1,3) =
{
y˜ = y
z˜ = −z
C(2,3) =
{
y˜ = −y
z˜ = z
C(3,3) =
{
y˜ = −y
z˜ = −z
The analysis of the flow symmetries can be performed mathematically by applying
the operations C(1,3), C(2,3), and C(3,3) to the velocity field. At the plane of interest (see
figure 4.3 for the symmetry planes studied in this thesis), we evaluated the quantities
4.6 and 4.7 for all grid points in the plane. subsequently, we averaged and subtracted
the quantities Vmag and V˜mag at the points (x, y) and (x˜, y˜) for different Reynolds
numbers (Re).
Vmag =
√
u(x, y)2 + v(x, y)2 + w(x, y)2 (4.6)
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V˜mag =
√
u˜(x˜, y˜)2 + u˜(x˜, y˜)2 + w˜(x˜, y˜)2 (4.7)
m = V¯mag(Re)− ¯˜Vmag(Re)
=
{
symmetric if m ≈ 0
asymmetric if m > 0
In a cross-slot micro-device, Haward et al. [7] adopted the maximum transverse
velocity component recorded along the horizontal centreline on the central plane as an
instability growth parameter (wmax/Ub, see figure C.2), which adequately described
the onset and the evolution of the instability when increasing or decreasing Re. The
flow bifurcation in the cross-slot resulted in a single vortex in the central plane (per-
pendicular to the streamwise outflow direction) that extended downstream along the
outlet channels and remains steady. The transverse velocity field breaks symmetry after
the bifurcation and a complex three-dimensional (3D) spiral vortex structure develops.
In purely diffusive mixing regimes, Lauga et al. [33] concluded that mixing in planar
geometries is dependent on the magnitude of the ratio of the transverse velocity compo-
nent to the axial component, and the velocity flow field should not present streamwise
symmetries. Consequently, the evaluation of symmetries in the transverse velocity field
is an attractive option to assess the onset and evolution of an inertial instability.
Figure 4.9: Schematic of the cross-slot micro-geometry depicting the entrance plane of
the outlet arm, and an example of transverse velocity profile (w-component) along the
centreline of this plane.
The instability reported in chapter 5 could not be captured by the maximum trans-
verse velocity method. For the majority of the gap sizes investigate in chapter 5, the
breaking of flow symmetry does not occur in the x− y plane. Therefore, the w velocity
component does not play any role in that instability. Although the method failed to
detect the vortices in the x−y plane, it was fundamental in the prediction of the break
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of symmetry in the transverse plane which is correlated to an engulfment regime, or a
cross-slot like instability.
Vortex identification − λci
An alternative bifurcation parameter is also proposed in this thesis to complement
the investigations. The vortex identification method proposed by Zhou et al. [135],
called the swirling strength criterion (λci), has been implemented as it can adequately
identify recirculations and vortex structures in the computational data set. In this
method, the imaginary portion of the complex conjugate eigenvalue (λcr ± λci) can be
used to capture the swirling motion. The canonical (eigenvalue) matrix for complex
eigenvalues is written as A′: [135]
A′ =
 λr 0 00 λcr λci
0 −λci λcr
 (4.8)
and the velocity gradient tensor (∇U) can be decomposed as:
(
ν¯r ν¯cr ν¯ci
) λr 0 00 λcr λci
0 −λci λcr
( ν¯r ν¯cr ν¯ci )′ (4.9)
where λr is the real eigenvalue with corresponding eigenvector ν¯r and the complex
conjugate pair of complex eigenvalues is λcr ± λci with corresponding eigenvectors
ν¯cr± ν¯ci. The strength of this swirling motion can be quantified by λci , called the local
swirling strength of the vortex. It is important to mention that the local planar (2D)
velocity gradient tensor (∇U) in Cartesian coordinates is defined as:
∇U =
[
∂u
∂x
∂u
∂y
∂v
∂x
∂v
∂y
]
(4.10)
The vortex structures produced can be best visualised using colourmaps or isosur-
faces. In this work, we combine both visualisation techniques to appraise the vortex
generation and amplification (by stretching) with increasing Reynolds number. Ad-
ditionally, by considering the maximum normalised strength of this swirling motion,
quantified by λciH
2/ν, in a specific plane of interest (i.e. plane x−y and z = 0), one can
adequately quantify the onset and the evolution of the instability when increasing or
decreasing Re. H and ν correspond to the channel height and the kinematic viscosity,
respectively. The method has shown an alternative way to describe the growth of the
instability when the symmetry breaking (the maximum transverse velocity) method
fails.
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4.3 Numerical simulations in a cross-slot device
Three-dimensional numerical simulations of the cross-slot micro-geometry using the
commercial CFD software package Fluent were performed in order to assess the en-
hancement of heat transfer when a inertial instability is present, and the results are
detailed in chapter 8. The CFD simulations performed for the cross-slot geometry con-
sider the fluid flow incompressible, laminar, single phase, and steady-state. The fluid
properties were assumed constant and temperature independent, which were a reason-
able assumption after conducting several simulations using a Sutherland law model
based on the experimentally measured variation of viscosity with temperature. The
results shows a small quantitative effect, and qualitatively unchanged (see discussion in
section chapter 8, particularly figures 8.2, 8.7, and 8.8). The critical Reynolds number
of the bifurcation was completely unaffected by a temperature-dependent viscosity.
The computational domain consists of two bisecting square channels (channel width
= channel height = d = 519 µm) with opposing inlets and opposing outlets, resulting in
a flow field with a stagnation point at the centre of symmetry [61]. The length of each
inlet and outlet channel was defined as 60 times its width d (L = 60d). This length
assures that the fluid velocity no longer depends upon the axial distance and the flow
is hydrodynamically fully-developed [120] for all Reynolds numbers studied.
The numerical simulations of the cross-slot micro-geometry were carried out using
the finite-volume method within ANSYS-Fluent [131]. The modified SIMPLE algo-
rithm developed by Patankar and Spalding [136] was employed for solving the equations
in discretised form (pressure-velocity coupling scheme). The equations of momentum
and energy were solved with a second-order upwind scheme. All numerical simulations
were performed for convergence criteria of all relevant residuals falling to less than
10−10.
4.3.1 Computational meshes
A consistent mesh refinement was conducted to estimate the numerical accuracy of the
simulations [132]. A preliminary series of simulations was carried out with two groups
of three different uniform hexahedral (all quad) computational meshes (as in table 4.2).
In the first group the number of cells in the cross-section was varied (25× 25, 50× 50
and 75× 75) for fixed number of biased cells (growth factor 100:1 towards the centre)
along the inlet and outlet channels (see figure 4.10). The second group explores the
effect of the variation of the number of cells along the channels (25, 50 and 100) given
a fixed number of cells at the cross-section (50× 50).
The first chosen criterion to determine the accuracy is the maximum streamwise ve-
locity of the fully-developed part of the inlet channel in comparison with the analytical
solution for a square duct (umax/Ub = 2.0979) [30]. The variation of this quantity with
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Figure 4.10: Detail of the refinement rate at the centre of the numerical mesh C4.
increasing mesh refinement for a typical simulation (Re = 100) is shown in figure 4.11.
First, it can be noted that the variation of (umax/Ub) between the meshes is less than
1% when varying the number of cells in the cross section. The error found when vary-
ing the number of cells along the channel length can be regarded as negligibly small.
As stated earlier, previous numerical investigations were carried out by [9] and [7] for
Newtonian fluids flowing through cross-slot micro-geometries and a symmetry-breaking
phenomenon at the stagnation point was observed beyond a critical Re. A steady and
symmetric flow for low Reynolds number is replaced by a steady and asymmetric flow
beyond a critical value of Re.
A steady symmetric flow at the y − z plane at the entrance to the outlet arm, as
shown in figure C.2, represents a zero velocity contribution of w/Ub along the central
y − z line, consequently the diffusive flow mixing regime is dominant (w represents
the spanwise velocity component in z direction). Otherwise, a non-zero contribution
of w/Ub indicates flow across the y − z line, i.e. a breaking of symmetry (it should be
emphasised that the flow remains steady at all Reynolds numbers studied in this work in
accordance with Haward [7]). However, the bifurcation parameter is represented by the
maximum transverse velocity (wmax/Ub) along the y − z line at the outlet channel for
different Reynolds numbers [7]. In figure 4.12 the variation of this quantity (wmax/Ub)
with varying cell number can be seen and it was found that the error was less than
1% when increasing the number of cells from 1.2 million to 2.86 million. The mesh
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centre line
maximum
velocity
Fully developed
Figure 4.11: Effect of mesh refinement on the maximum normalised velocity (umax/Ub)
at the inlet channel in fully-developed region.
Figure 4.12: Evaluation of the transverse maximum velocity (wmax/Ub) and the normal-
ized root mean square temperature (TRMS/T¯ ) at the inlet plane to the outlet arm when
increasing the number of cells. Insets are streamlines showing spiral vortex structure
on the centre plane of the cross for meshes C4 and C5. Re = 100 and Pr = 100
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Table 4.2: Grid independence study for estimating the numerical accuracy using differ-
ent mesh characteristics for the cross-slot by comparing the analytical solution for the
normalised maximum flow velocity (umax/Ub = 2.0979) in a square channel in fully-
developed flow with the numerical results and also evaluating the maximum value for
the transverse velocity at the inlet plane of the outlet arm (depicted in figure C.2). Nx
and Ny represents the number of divisions in x and y directions at the cross section. Nc
represents the number of division along the inlet and outlet channels and Gr represents
the growth rate (bias factor) from the cells along the channels. Note (a): The error
in table 4.2 represents the percentage error between the analytical solution of umax/Ub
and the present numerical simulation.
Mesh Nx Ny Nc Gr umax/Ub Error wmax/Ub TRMS/T¯ Cells
(%)(a) ×(106)
C1 25 25 100 100 2.0783 0.93 2.1101 0.2122 0.332085
C2 50 50 25 100 2.0931 0.23 2.1895 0.2243 0.590390
C3 50 50 50 100 2.0932 0.23 2.1894 0.2242 0.755390
C4 50 50 100 100 2.0928 0.24 2.1892 0.2242 1.200390
C5 75 75 100 100 2.0942 0.18 2.2008 0.2273 2.863515
independence study was conducted after the occurrence of the spiral vortex. This
independence can be further demonstrated by the near indistinguishable similarity
of flow structures in the centre plane for different meshes as shown in figure 4.13.
Figure 4.13 shows streamlines on the centre plane of the cross for meshes C4 and C5
at different Re numbers. The complex spiral vortex flow field is clearly evident and
virtually indistinguishable between the two meshes.
As we were primarily interested in heat transfer performance we also examine the
root-mean-square of the temperature in this plane to ensure that the mesh is sufficient
to resolve the temperature variations. The results are shown in table 4.1 and figure 4.12
and demonstrate that the temperature variation is captured with similar accuracy as
the velocity. Therefore, based on this analysis of the grid dependency, all simulations
were carried out using mesh C4 (1.2 million cells).
4.3.2 Thermal boundary conditions
Two different sets of boundary conditions were specified for the heat transfer problem in
this work: adiabatic walls in order to simulate the experimental investigation (hereafter
C1) and constant wall temperature (hereafter CWT ). In the former case (C1), there
is no slip and no heat flux through the walls and theoretical fully-developed laminar
velocity profiles [30, 80] were imposed on the inlet streams and the outflow boundary
condition (fully developed flow) at the outlets. The mixing and consequently the heat
transfer is determined by the interaction between the hot and cold fluid streams flowing
from the opposing inlets. The root mean square temperature (TRMS) (Eq. 4.11) along
the outlet channel was used as a proxy to evaluate the heat transfer between the two
75
Figure 4.13: Comparison of Mesh C4 (left) and Mesh C5 (right) at Re = 50 (top), and
Re = 100 (bottom).
streams in this case (as a Nusselt number cannot be defined as the mean temperature
at every cross-sectional plane is a constant). Non-dimensional TRMS was calculated at
each cross-sectional plane in the outlet arms as,
TRMS
T¯
=
√∑n
i=1(Ti−T¯ )2
n
T¯
(4.11)
where T¯ = (Tin,C + Tin,H)/2 represents the mean temperature.
In the latter case (CWT ), no slip and uniform temperature was applied on all
the walls, theoretical fully-developed laminar velocity profiles [30, 80] were imposed
in the cold fluid flow at the inlets while the temperature profile develops and the
outflow boundary condition (fully developed flow) was applied at the outlets. As readily
expected, a higher temperature gradient exists at the walls, the heat transfer coefficient,
h, is higher at the thermal entrance region than in the region of fully-developed profiles
[125]. The mean Nusselt number (N¯u), under CWT condition, can be defined as [80]:
N¯u =
(
d
k
)
m˙C(Tout − Tin)
As∆Tlm
(4.12)
where m˙ is the mass flow rate and As is the surface area available for convection of the
cross-slot geometry. Tin and Tout are the bulk temperatures at the inlet and outlet of the
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cross-slot geometry, respectively. ∆Tlm is the logarithm mean temperature difference
which is defined as [80]:
∆Tlm =
(Tw − Tout)− (Tw − Tin)
ln
[
Tw−Tout
Tw−Tin
] (4.13)
where Tw is the constant wall temperature. Numerical calculations for a straight chan-
nel with the same dimensions (cross-section and total length) as the cross-slot geometry
were conducted to evaluate the thermal efficiency. In order to corroborate the accuracy
of the numerical simulations, the mean Nusselt number was compared with the analyti-
cal solution from Shah and London [125] and also the numerical simulations performed
by Chandrupatla and Sastri [137] and Abed et al. [48]. The numerical simulations
were performed imposing both, velocity [30] and temperature [125], theoretical fully-
developed profiles at the entrance of the straight channel under a uniform and constant
temperature at the walls. Table 4.3 shows an excellent agreement between the results
achieved in the current simulations and these benchmark results.
Table 4.3: Mean-Nusselt-number results comparison for the present simulations with
other numerical results from Chandrupatla and Sastri [137], Abed et al. [48] and also
the analytical solution from Shah and London [125]. Note (a): Deviation from the
present numerical simulations using mesh C4.
Method N¯u Deviation (%)(a)
Shah and London [35] Analytical 2.976 0.198
Chandrupatla and Sastri [44] Numerical 2.975 0.232
Abed et al. [34] Numerical 2.9814 0.017
Present computational simulation Numerical 2.9819 −
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Chapter 5
Inertial instabilities in a
mixing-separating device
The overall aim of the present chapter is to harness a greater understanding of the flow
instabilities in bisecting channels when varying the gap in a so-called mixing-separating
cell. The characterisation of the flow before and after the bifurcation helps to predict
the formation and confidently locate the core position of vortex structures within the
channels, which consequently benefits the designing of micro and nanofluidic devices
to manipulate flow conditions using laminar vortices, i.e. particle entrapment, mixing,
and other applications. We perform both experiments (using flow visualisation) and
numerical simulations in a specific geometry with a gap size of five times the channel
height (g = 5H). Finding good agreement between experiments and simulations, we
further utilise the simulation technique to explore the effect of varying the gap size (g).
We demonstrate that both, the nature of the instability and the Reynolds number
(Re) at which the instability occurs, varies as the gap size is changed. The reader
should refer to chapter 3 for the experimental arrangement and protocols description.
Chapter 4 describes the setup of the numerical simulations including the boundary
conditions, mesh dependence study, and the bifurcation parameters employed.
5.1 Experiment and simulations using a wide gap (g = 5H)
5.1.1 Friction factor
The pressure drop (∆p) between inflow and outflow arms (after subtracting the minor
pressure losses as already discussed in 3) and mean fluid flow velocity (Ub) were exper-
imentally measured to determine the Darcy friction factor-Reynolds number product,
fRe:
fRe =
2∆pH2
LUbµ
(5.1)
L is the combined length of the inflow and outflow channels. The experimental mea-
surements of friction factor-Reynolds number are shown in figure 5.1. The uncertainty
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Figure 5.1: Friction factor-Reynolds number product (fRe) function of Reynolds num-
ber. The error bars indicate that the measured values of fRe and Darcy’s equation
are within 3% when Re > 5. At the lower range of Re (Re < 5), there is a significant
amount of scattering due to large relative uncertainties (refer to chapter 3).
of fRe (denoted by error bars), which is associated with the measurement of each term
in Eq. 5.1, is carefully estimated by following the methodology described in chapter 3.
The minimum and maximum uncertainty values of fRe are 1.7% and 11.6%, respec-
tively. The large relative uncertainties occur at low flow rates where the small pressure
drops generate a significant degree of error (approximately 90% of the total error of the
fRe when Re < 5). Dimensional inaccuracies (particularly in measuring H) also play
a significant role in the determination of fRe [121, 48].
The experimental results of fRe were compared to the conventional theory for a
fully-developed flow in a straight channel of a square cross-section (fRe = 57 in laminar
flow, [125]). When Re > 5, the measurements show acceptable agreement with this
theoretical value. In this range, the maximum deviation between the measured values
of fRe and Darcy’s equation is within 3%. The results for Re > 5 are also in good
agreement with the numerical simulations (which agree with the theory as expected).
The pressure drop in the mixing-separating device therefore behaves essentially as flow
in a straight channel and any additional pressure loss due to the gap, even after the
onset of the instability (Re > 30), is small and within our measurement uncertainty
(refer to chapter 3). For very low Reynolds numbers (Re < 5), there is a significant
degree of error in the measured pressure-drop data which can be attributed to the large
relative uncertainties at low flow rates and small pressure drops.
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(a)
(b)
Figure 5.2: Experimental flow visualisation images with rhodamine-tinted stream
(white) and on undyed stream (black) prior the onset of any instability. (a) Re = 2
and (b) Re = 29. The experimental visualisations are superimposed with streamlines
at the centre plane of the geometry from the equivalent simulations.
5.1.2 Visualisation of the base flow
Figure 5.2 shows flow visualisation using one inlet stream dyed with Rhodamine (white)
and one inlet stream undyed (black) with the simulated flow pathlines at z = 0 super-
imposed. The numerical simulations and experimental results show virtually identical
flow patterns indicating a very good agreement between the two methods. For the
experimental results, it is important to remind that the fluid motion started from rest,
and after reaching steady-state conditions (in approximately 10 seconds), at least fifty
images were acquired. As the flow field is steady, each image acquired is identical to
the set average, and the fluid path is based on the fluorescent intensity of the image dye
stream. Therefore, figure 5.2 shows averaged images which represent dye visualisation.
For a range of Re from to 2 to 29, experimental and numerical results clearly show the
majority of the fluid reverses through 180◦ in order to exit the device and only a small
amount of fluid takes a path straight through the “H”.
A distinct tilted interface between the dyed and undyed streams is visible for Re ≤
29, resulting from the opposed flows colliding at the stagnation point. The effect
of incrementally increasing the Reynolds number from 2 ≤ Re ≤ 29 increases the
angle of the interface with respect to the x-axis, yet the flow remains steady. The
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(a) (b)
(d)
(c)
Figure 5.3: (a) The interface between the two fluid streams for different Re obtained
using an edge detection, showing an increase in interface angle (with respect to the
x-axis) with increasing Re. Image processing phases identifying edges between the two
streams at Re 2: (b) raw figure, (c) binary image, and (d) edge detection.
equivalent numerical simulations reinforce the experimental results. Figure 5.3 shows
the evolution of the interface with increasing Re. By using the raw grey-scale image,
binarising, cropping to the gap width, and applying an edge detection technique, the
interface between the two fluid streams can be located (see figure 5.3b-d) 1. A small
deviation in the flow balance between the two streams produced minor variations of
the interface position within the “H”, hence X0 and Y0 represents small adjustments to
relocate the interface to the geometric centre for all Re to enable a proper comparison.
Again, g, H and α represent the gap size, channel height and wall thickness, respectively
(established at chapter 3).
Under creeping flow conditions, the vast majority of the flow turns around the corner
of the separating wall, and only a small part of the flow heads straight down to the
outlet of the channel. Note that at the stagnation point both inlet flow streams divide in
two parts. With increasing Re, the interface between flow streams at the gap becomes
more inclined and, consequently, more and more fluid reverses its direction. Above
Re = 29, when the interface is approximately coincident with the y-axis (vertical), a
vortex appears at the centre of the mixing-separating cell indicating the onset of an
instability, although the flow remains steady.
5.1.3 Visualisation of the inertial instability
Figure 5.4 shows experimental flow visualisations and simulated streamlines for Re
from 29 to 60. At Re = 30, just above the onset, a single vortex is present spanning
the entire width of the cell. With increasing Re, it divides into a pair of co-rotating
1Note that for the interface analysis, we trimmed the images within the gap size to remove the dark
corners created by the microscope circular FOV.
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vortices (as in the example shown at Re = 40). Figure 5.4d illustrates the vortices when
Re = 60. Noticeably, with increasing Re, the two vortices separate. It is important to
note that the flow remains steady and the vortex structure does not change in time for
a fixed value of the Reynolds number. Unlike in the base flow, where a small portion of
the flow passed straight through the device, after the onset of the instability. None of
the flow takes the path to the opposite exit. In addition, there is a far greater mixing
of the two streams due to the central vortex (or vortices at higher Re).
(b)
(c)
(d)
(a)
Re = 29
Figure 5.4: Experimental flow visualisation (left-hand side) and numerical streamlines
(right-hand side) of the flow in the mixing-separating device at different Re. (a) Re =
29, before onset of instability; (b) Re = 30, single vortex after bifurcation; (c) Re = 40,
two separate co-rotating vortices; (d) Re = 60, the distance between the two vortices
has increased.
The results from numerical simulations and experiments agree well regarding the
onset (Rec) of the instability. However, one can observe small deviations in the com-
parative flow visualisations, particularly an absence of perfect rotational symmetry in
the experimental results for Re = 30 and Re = 40 (5.4). A small discrepancy in the
flow balance between the two inlets explains this lack of symmetry. Precise match-
ing of the flow rates on the different inlet channels to a high level of accuracy is not
straightforward (despite the use of separate flowmeters on both inlets), whereas for the
numerical simulations it is trivial to set identical boundary conditions and therefore
obtain the perfect rotational symmetry.
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Re = 2
Figure 5.5: Experimental flow visualisation for different Re showing the delimited area
of interest (yellow box) for the experimental quantification of stream interaction.
As suggested by Humphrey et al. [72] and verified by our present numerical work,
for a large enough Reynolds number (Re > 185) the flow becomes time-dependent.
However, a detailed study of the time-dependent behaviour of this flow is beyond the
scope of the present work, particularly as we are mainly interested in flow at very low
Re.
5.1.4 Characterisation of the instability from experiments
To quantify the onset and growth of the instability in the experimental data, the method
suggested by Stroock et al. [28], and also employed by Haward et al. [7], was adopted
to evaluate the level of interaction between the incoming fluid streams (M) in the
central region of the device. By computing the root-mean-square (RMS) of the pixel
intensity variation within the vortex region of the experimentally obtained images such
as those yellow box in figure 5.5, we quantify the amount of interaction between the
two incoming streams within the gap region as,
M =
√∑n
i=1[(Ii − 〈I〉)2]
n
(5.2)
where Ii is the grayscale intensity value at pixel i, and 〈〉 indicates an average across
all n pixels in the defined area of interest (yellow box in figure 5.4b and 5.5).
Figure 5.6 presents the experimental quantification of the interaction between the
two streams (using this M parameter) as a function of the Reynolds number for the
mixing-separating cell with g = 5H. At Re close to the onset of the instability, the
growth of M follows the square root behaviour typical of a supercritical instability.
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Figure 5.6: characterisation of the instability using the mixing parameter, M , from the
experiments, exhibiting the square-root growth expected of a supercritical instability
close to onset.
The square root fit included in figure 5.6 is very good up to Re ≈ 40, corresponding to
(Re − Rec)/Rec = 1/3, which is convincing given that we would theoretically expect
square-root growth when (Re−Rec)/Rec << 1. No hysteretic behaviour was observed
in either the experimental or numerical results.
5.1.5 Characterisation of the instability from simulations
The simulated flow patterns for a wide gap (5H) mixing-separating micro-geometry
show that a central vortex appears beyond a certain Rec, and by continuously increasing
Re, the vortex divides into two vortices (as shown in figure 5.4). However, unlike a cross-
slot geometry, the transverse velocity component at the central plane of the mixing-
separating micro-geometry is zero for the entire range of Re tested in the numerical
simulations for g = 5H. Therefore, to characterise the instability using the simulated
data we employ the swirling strength method explained in section 4.2.3. This enables
us to quantify the strength of the swirling motion as well as identify its position.
Figure 5.7 shows the variation of the maximum normalised strength of the swirling
motion (λciH
2/ν), on the centre plane x-y (z = 0) with Reynolds number. The value
of this parameter is zero prior to the formation of the first vortex at Re = 29, and
displays a square root growth near to the instability onset (30 < Re < 50) as expected
for a supercritical bifurcation (see inset on figure 5.7).
For Reynolds number far enough away from onset that the square-root character
is not expected (Re > 50), the instability parameter continues to grow, but linearly
(with a gradient of ≈ 4.6) with Re. This demonstrates that the strength of the vortical
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Figure 5.7: The variation of the bifurcation parameter used to analyse the numerical
data (λci,maxH
2/ν) with Re for g = 5H. The critical Reynolds number is 29 and the
inset shows a square-root growth near to the instability onset (30 < Re < 50). For
Re beyond the region of square-root growth, 50 < Re < 185, the instability parameter
grows linearly (with a gradient ≈ 4.6).
motion increases in direct proportion to Re, which is not unexpected as there are no
further major changes in flow topology for the range of Re tested (50 < Re < 185)
using this gap size (g = 5H).
The critical Reynolds number found from experiments (Rec = 29) matches the crit-
ical Re found from the simulations. In figure 5.8, the experimental (M) and numerical
(λci,maxH
2/ν) results are plotted on the same Re axis. Despite minor differences and
appreciating the fact that the y-axis of the two different bifurcation parameters are
necessarily different, the agreement is excellent in terms of the growth of the instability
with increasing Re and confirms that the numerical simulations agree with the exper-
imental data. The experimental and numerical data diverges for Re > 50 where there
is no longer square-root growth of the parameters. This is not surprising as there is no
particular reason to expect the strength of the vortex to be intimately linked with the
M -parameter beyond the initial growth of the instability.
In addition to the streamlines show in figure 5.4 we can also visualise the flow in
the mixing-separating device using our swirling strength bifurcation parameter. Figure
5.9 depicts the transition from the base flow to the vortical flow regime as Reynolds
number changes from 29 to 30. Velocity direction vectors are included to show the
local direction of the flow and highlight the vortical nature. The colormap shows the
distribution of swirling strength (λciH
2/ν), which is entirely zero for Re = 29 (before
the instability) and is seen to clearly highlight the swirling nature of the flow at Re = 30
as there is a sudden and dramatic change to the flow topology caused by the onset of
85
Figure 5.8: The variation of the instability growth parameters M (experimental) and
λci,maxH
2/ν (numerical) with Re for g = 5H, showing excellent agreement in the region
close to onset (30 < Re < 45).
the instability.
Figure 5.10 shows how the flow develops beyond Rec. At Re = 32, the single
vortex that was present at Re = 30 splits into two rotationally-symmetric (through
180◦) co-rotating vortices. When near to the onset of the instability, in the region
where we still see square-root behaviour (32 < Re < 50), these twin vortices change
their position as the strength increases with increasing Re. However, in the Re range
where the bifurcation parameter shows linear growth Re > 50, the vortices do not
significantly alter their position, although their shape slightly alters as they get stronger.
At Re = 120, the vortices appear to merge into a single large vortex, although this does
not influence the trend of the strength, which continues to grow linearly with Re.
5.2 Simulations investigating the effect of varying the gap
size (g)
The previous section has demonstrated that the flow in a mixing-separating with a wide
gap (5H) is susceptible an inertial instability. The obtained experimental results have
served as validation for 3D numerical simulations. In this section we assess the effect of
varying the gap size (g) of the mixing-separating device by performing numerical studies
using geometries with gaps g = 2H, 2.61H, and 3.86H in addition to the previously
discussed g = 5H. We found that not only the critical Re of the instability is affected
by the gap size, but also the nature of the instability and the flow symmetries that are
broken.
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Figure 5.9: The change in flow pattern between the base flow (no vortices, Re = 29),
and the bifurcated flow just after onset (a single large vortex, Re = 30) in a mixing-
separating device with g = 5H. The colormap shows the swirling strength (λciH
2/ν)
and the vectors show the direction of the velocity field.
Table 5.1: Critical Reynolds number for mixing-separating microfluidic devices with
different gap sizes (g). Two different instabilities (λci and w) are possible depending on
the gap size. Of the gap sizes tested only g = 2.61H exhibited both types of instability.
g 2H 2.61H 3.86H 5H
Rec (λci) − 23 26 29
Rec (w) 51 84 − −
5.2.1 Instability onset for different gap sizes
In the previous section, we showed that the instability in a wide gap (g = 5H) mixing-
separating microfluidic device is supercritical with Rec = 29. By running identical
numerical simulations for different gap sizes we are able to reveal how the Rec changes
as the gap size is decreased. The results, summarised in table 5.1, shows that by
reducing the gap size the critical Re of the instability that was found to be present in
the g = 5H mixing-separating device decreases from Rec = 29 at g = 5H to Rec = 23
at g = 2.61H. At smallest gap tested (g = 2H) the instability is not present at all.
However, at this gap, we observe a different instability at Re = 51. This instability
is similar to the engulfment instability seen in the cross-slot device in earlier work
[7, 40] and the appropriate bifurcation parameter is the maximum transverse velocity
(wmax/Ub). Of the four gap sizes tested only the g = 2.61H device exhibited both
types of instability, with the λci instability occurring at a much lower Reynolds number
(Rec = 23) than the w instability (Rec = 84).
5.2.2 Results of simulations with g = 3.86H
If the gap size of the mixing-separating device is reduced from 5H to 3.86H, although
the critical Re is reduced (from Rec = 29 to Rec = 26), the growth of the instability
with Re is very similar as can be seen in figure 5.11 (when compared to 5.7). The
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Figure 5.10: The evolution of the vortices with Re in a mixing-separating device
(g = 5H). From Re = 32 to Re = 50, the cores of the two vortices gradually al-
ter their positions. In the region 50 < Re < 90, the vortices do not alter their positions
significantly. The vortices merge into a large vortex at Re = 120. Rotational symmetry
is preserved for all Re. Vectors show the direction of the velocity only.
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Figure 5.11: Variation of the bifurcation parameter for the device with a gap size of
3.86H. The instability critical Re number is 26. Close to the onset, the bifurcation
parameter λci fits a square root function. Similar to a 5H gap, when Re > 50, the
growth of the instability is linear with a gradient ≈ 4.5.
instability is again shown to be supercritical (following a square root function near to
onset) and away from onset (Re > 50) it is linear with a very similar gradient.
Despite the growth of the bifurcation parameter with Re being very similar for
g = 5H and g = 3.86H there are some significant differences in the flow fields (compare
figure 5.12 with figures 5.9 and 5.10. Below the onset of the instability there is little
difference. At Re = 27, two vortices appear close to the walls at the gap of the mixing-
separating cell. This is similar to the g = 5H device at onset, but in the g = 3.86H
case the vortices are more distinct from each other. Larger changes ensue as Re is
increased. In the g = 5H device there is a significant separation of the vortices in the
x-direction, this is not present in the g = 3.86H device, presumably because of the
confinement due to the smaller gap. As such the vortices begin to merge at Re only
a little above onset. By Re = 50 the vortices have merged into a single large vortex,
which then persists largely unchanged at higher Re (a single large vortex did not appear
until Re = 120 in the g = 5H device). It is up until this merging that the bifurcation
parameter follows the square-root growth typical of a supercritical instability. After
the single large vortex has formed there is linear growth of the strength of the vortex,
but no further significant change in the flow topology.
5.2.3 Results of simulations with g = 2.61H
The device with a gap of g = 2.61H is the only one (of those tested) that exhibits two
types of instability. As shown in figure 5.13, the first instability is the λci instability,
similar to the g = 3.86H and g = 5H devices, but occurring slightly earlier at Re = 23,
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Figure 5.12: The evolution of the vortices with Re in a mixing-separating device (g =
3.86H). Before the instability there are no vortices (Re = 26), at onset two vortices
appear (Re = 27) and then merge as Re is increased (27 < Re < 50). One large vortex
is formed and persists at higher Re (e.g. Re = 90). Rotational symmetry is preserved
for all Re. Vectors show the direction of the velocity only.
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Figure 5.13: Variation of the bifurcation parameter for the device with a gap size of
2.61H. The critical Re number is 23. Close to the onset, the bifurcation parameter
fits a square root function. Similar to the g = 5H and g = 3.86H gaps, when Re >
50, the growth of the instability is linear with a gradient ≈ 4.3. At Re = 84 the
second supercritical instability occurs (seen in the square-root growth of wmax/Ub) and
interrupts the linear growth of λci parameter until Re > 100.
and developing with a square-root growth. This is followed by a linear increase with Re
(with a gradient ≈ 4.3), again very similar to the devices with wider gaps. However,
at Re = 84 this growth stalls and the second instability appears, this time manifested
in the transverse velocity component (wmax), indicating a break of symmetry in the
y-z plane. This instability is also supercritical and follows a square-root growth until
Re ≈ 100. Beyond this Re the original (λci) instability, the strength of which does
not grow while the second instability grows, returns to linear growth with the same
gradient as it had before the onset of the second instability.
The evolution of the vortices in the x-y plane with Re for the g = 2.61H device
(figure 5.14) is similar to the g = 3.86H device (figure 5.12). A pair of co-rotating
vortices emerges across the gap at onset. These occupy a very similar x-location and
are separated in the y-direction, following the trend previously observed as the gap size
is reduced. As Re is further increased the vortices coalesce, after which they broadly
remain on a fixed position, their strength increasing. The onset of the second instability
(in wmax) does not affect the arrangement of the vortices in this plane, although the
rate at which their strength increases is slowed whilst the second instability grows.
At Re > 84, the bifurcation parameter wmax/Ub measured on the z = 0 plane
being non-zero indicates a breaking of symmetry. This is shown by the streamlines
in the y-z plane in figure 5.15. Prior to this instability the flow (as viewed in this
plane) is split into four reflectionally and rotationally symmetric quadrants with no
interation between the streams. At the onset of the instability the w−component of
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Figure 5.14: The evolution of the vortices with Re in a mixing-separating device (g =
2.61H). Before the instability there are no vortices (Re = 23), at onset two vortices
appear (Re = 24) and then merge as Re is increased (Re ≈ 50). One long, slender
vortex spanning the channel is formed and persists at higher Re (e.g. Re > 70). The
onset of the second instability at Re = 84 has no significant effect on the vortex in this
plane. Rotational symmetry is preserved for all Re. Vectors show the direction of the
velocity only.
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Figure 5.15: Streamlines on the y-z plane of the g = 2.61H device before and after
onset of the wmax/Ub instability. At Re = 84 the flow is reflectionally symmetric about
z = 0 and y = 0, at Re = 85 the symmetry in both these planes is broken and the
w-component of velocity on the z = 0 plane is non-zero. The extent of the asymmetry
grows as Re is further increased (e.g. see Re = 90) although rotational symmetry is
preserved throughout. The streamlines are 3D and coloured by the inlet from which
they originate, they therefore leave the plane in this 2D plot.
velocity on the z = 0 plane becomes non-zero and all the reflectional symmetries are
broken, although the rotational symmetry (180◦ about y = 0, z = 0) is preserved. The
instability causes the streams from the two different inlets to interact and by Re = 90
fluid from each inlet has entered all four quadrants when it reaches this central plane.
Although this instability has been identified using the same bifurcation parameter as
is used in the cross-slot device, it is distincly different from that engulfment instability
as it does not result in a single large vortex in the y-z plane.
5.2.4 Results of simulations with g = 2H
At the narrowest gap tested (2H), the swirling motion at the x-y plane (quantified
using λciH
2/ν), which was observed for all other gap sizes, is completely absent for the
entire range of Re tested (1 < Re < 120). However, the maximum transverse velocity
(wmax/Ub) parameter becomes non-zero and fits a square root function near to the
critical Reynolds number (Rec = 51). Figure 5.16 displays both bifurcation parameters,
demonstrating that λciH
2/ν is always zero and wmax/Ub shows supercritical behaviour.
It is worth noting that if two of the arms of a cross-slot device were rotated 90◦ then
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Figure 5.16: Variation of the bifurcation parameter for the g = 2H geometry. There is
no instability in λci, which is zero for all Re. Instead, the first and only instability is
similar to the second instability in the g = 2.61H device, where the wmax/Ub parameter
highlights a supercritical bifurcation, i.e. it fits a square root function near to onset
(Rec = 51) and no hysteresis.
it would be a mixing-separating device with g =
√
2H. It is therefore apparent that our
mixing-separating device with g = 2H is geometrically closest to the cross-slot device.
The only instability that occurs in the mixing-separating device with g = 2H is highly
reminiscent of the instability seen in a cross-slot device with aspect ratio of unity. As
seen in figure 5.17, above the onset of the instability a large spiral vortex forms in the
y-z plane providing significant mixing of the two fluid streams. This is very similar to
the engulfment instability seen in the cross-slot and demonstrates that this instability
is not wholly dependent on the specific angle at which the two streams collide as both
90◦ (cross-slot) and 180◦ (mixing-separating) result in a very similar flow (although the
instability in the cross-slot is sub-critical for square cross-section channels). In fact, it
appears that the size of the gap is a more important parameter (as this instability does
not appear at large gap sizes). This presents the question of whether this instability
would occur if the flows collide at other angles between 90◦ and 180◦. It seems logical
that it would indeed occur if the gap was small.
Although there is some previous work on the effect of the α angle (albeit for circular
cross-section channels)[26], a full study of devices with a variety of angles and gap sizes
is required to answer this question with certainty and to firmly establish how the
instability relates to both gap size and α angle. However, the current chapter indicates
that the gap size is of primary importance in determining which instability occurs.
As α and gap size are geometrically dependent upon each other (i.e. if α is changed,
the gap size is changed as a result of the new angle [26]). Therefore our results for
the mixing-separating device are useful for reference cases as we can vary the gap size
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Figure 5.17: Streamlines on the y-z plane of the g = 2H device before and after
onset of the wmax/Ub instability. At Re = 52 the reflectional symmetry is broken and
the w-component of velocity on the z = 0 plane is non-zero. This is an engulfment
instability, and as Re is further increased (e.g. see Re = 60) a large spiral vortex is
formed providing significant mixing of the two fluid streams. Rotational symmetry is
preserved throughout. The streamlines are 3D and coloured by the inlet from which
they originate, they therefore leave the plane in this 2D plot.
without changing α (which is a particular quirk of the H-geometry).
5.3 Summary
In summary, this numerical investigation of the flow in mixing-separating (H-geometry)
microfluidic devices with gap sizes, g = 2H, 2.61H, 3.86H, and 5H has demonstrated
that two different inertial instabilities are possible at low Reynolds numbers in the
steady flow regime. Which of the two instabilities occurs is primarily dependent of the
size of the gap, as well as the Reynolds number (Re). Complementary experiments
providing flow visualisations in a a mixing-separating device with g = 5H match the
results of the numerical simulations very well, providing a validation of the numerical
technique, which is applied to additional gap sizes. Moreover, the devices with large
gaps (g = 3.86H and g = 5H) favour the onset of a vortical flow instability in the y-z
plane, which we have detected and quantified using swirling strength (λciH
2/ν). In
particular, the strong dependence of the instability on the gap size is revealed.
In this chapter, we provided a database that highlights the importance of the gap
size in the design of the mixing-separating microfluidic device (H-geometry). Ad-
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ditionally, we present information regarding the onset (Rec) of two types of inertial
instabilities over a range of gap sizes which are viable choices for microfluidic applica-
tions.
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Chapter 6
Effects of angle variation on the
inertial instability
The previous chapter explored flow instabilities in a microfluidic mixing-separating
when varying the gap (g). Sarkar et al. [60] conducted numerical simulations to
evaluate mixing performance when varying the angle of the opposing inlet and outlet
arms channels in a T-junction microfluidic device. Correa et al. [26] explored the
changes in flow topology in a X-shaped junction when varying the angle (α) between
crossed circular cross-section channels and the Reynolds number. Motivated by these
two works, we investigate the flow instabilities in bisecting channels when varying the
angle between the pair of inlet and outlet arms from a so-called ‘mixing-separating’
(0◦ angle) to a so-called cross-slot (90◦ angle) where the inlet and outlet channels
are orthogonal. The study will include intermediate geometries between these two
extremes.
The α angle and gap size are geometrically dependent upon each other. As per
figure 4.8 and equations 4.4 and 4.5, if α is changed, the gap size is changed as a result
of the new angle. Therefore, the gap size is very important, and any change in other
aspects of the geometry (e.i.: α angle) affects the gap size. For instance, when α is
30◦, the gap size should be g = 3.86H. In the literature, Correa et al. [26] neglected
the importance of the gap size in their work. Therefore, by taking into account the
constraints in the gap size when varying α, we investigate the effects of these changes
on the inertial instabilities. Moreover, we compare the X-shaped geometries with the
particular gap size mixing-separating devices.
Until now, the literature does not present any work related to flow instabilities
when varying the geometries from a so-called ‘mixing-separating’ cell which consists of
two straight square parallel channels with flow from opposite directions and a central
gap that allows the streams to interact, mix or remain separate (often referred to as
the ‘H’ geometry) to a so-called cross-slot where the inlet and outlet channels are
orthogonal including intermediate geometries between these two extremes. In all cases,
a stagnation point is generated at the centre of symmetry due to the two opposed inlets
97
yxzstagnation point
Figure 6.1: Stagnation point generated when varying the angle between the pair of
opposing inlet and outlet channels. From a mixing-separating cell device to a cross-slot
device.
and outlets (see figure 6.1). The overall aim of this chapter is to numerically investigate
the inertial flow instabilities when varying the angle between the inlet and outlet arms
considering our validated numerical method.
6.1 Geometry selection
In order to enhance the understanding of the mechanisms underlying the bifurcation
flow within devices with fluid streams imposed from opposed inlets, the current section
evaluates new designs of micro-geometries by performing numerical studies on the effect
of varying the angle between the pair of inlets and outlets of the mixing-separating cell
device. When changing α, the gap size also changes. A 30◦ degree geometry have
a gap g = 3.86H. In a 45◦ geometry, gap size is g = 2.61H, and g = 2H in a 60◦
geometry. Therefore, the g = 3.86H, g = 2.61H, and g = 2H mixing-separating
devices (H-shaped) match the X-shaped devices 30◦, 45◦, and 60◦ angle.
6.2 Instability variation: from subcritical pitchfork to su-
percritical
In a cross-slot geometry, which has orthogonal inlets and outlets (90◦ angle between
the inlet and outlet arms, results from previous work show that the common instability
parameter (wmax/Ub) shows a hysteretic behaviour, and the symmetry-breaking bifur-
cation is a subcritical pitchfork [40]. The critical Reynolds number encountered when
increasing Re is 53 and, when decreasing Re, the critical value is 39. Different works [7],
[138], and [63] reported the same critical Reynolds number (Rec ≈ 40) with decreasing
Re when using a cross-slot geometry with a similar aspect ratio, AR = 1 (squared
ducts). While for the increasing Re ramps, the onset of the instability published by [7]
and [63] is at Rec ≈ 46. Noticeably, the hysteresis observed in our numerical simula-
tions for Newtonian fluids depends on the level of noise and therefore on many factors
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(for instance, the numerical solver, numerical method, and mesh size applied). Thus,
in this thesis, for the cross-slot geometry (90◦ angle) considered in this study, we report
our values previously published [40].
Figure 6.2 illustrates that when a 60◦ angle geometry is used, wmax/Ub shows no
hysteresis. Close to critical Reynolds number, the instability parameter varies like a
square root function a(Re−Rec)0.5, typical of supercritical bifurcations. It is apparent
when the Reynolds number is smaller than 57 (Re < Rec), the instability parameter
is negligible. When Re is over 57, the instability parameter becomes non-zero due to
the appearance of a vortical flow. Similarly to the cross-slot geometry (90◦ angle), the
reflectional flow symmetry of the transverse velocity field breaks after this critical state.
Figure 6.2: The maximum transverse velocity (wmax/Ub) along the centreline y = 0 on
the plane y-z (refer to figure 6.3 top right-hand side) with increasing and decreasing
Reynolds number on different angle geometries. From 90◦ angle to 60◦, the instability
changes from a subcritical pitchfork with hysteresis to a non-hysteretic supercritical.
Moreover, the instability growth parameter (wmax/Ub) is zero for the Re numbers tested
(Re < 140) on geometries 30◦ and 0◦. (Note that the data presented here for a 90◦
angle geometry was extracted from our previous study [40].)
6.3 60◦ X-shaped geometry compared to a g = 2H mixing-
separating
Figure 6.3 demonstrates how the streamlines on x-y plane evolves when increasing Re
in a 60◦ angle geometry. A pair of vortices appears at Re > 40, although the transverse
flow field at the centre plane (y-z plane and x = 0) keeps streamwise symmetry. Figure
6.3b demonstrates the break of symmetry at the transverse velocity field at Re = 57
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Figure 6.3: (a) Numerically-determined streamlines depicting the evolution of the flow
structure in the plane x-y and z = 0 for fluid flow in a 60◦ angle geometry. Panels
(a) show the results for progressively increasing Re. (b) The colour scale indicates
the dimensionless vorticity (ωxH/Ub) over the plane x = 0, and superimposed velocity
vectors exhibit the directionality of the flow in the cross-section. The flow breaks
its reflectional symmetry when a nonzero transverse velocity component appears for
Re > Rec, although (a) shows a vortical behaviour for Re < Rec.
by showing the dimensionless vorticity (ωxH/Ub) over the plane, and also by exhibiting
the superimposed velocity vectors that display the directionality of the flow in the
cross-section.
In a mixing-separating device (H-shaped) with the narrowest gap tested (g = 2H),
the swirling motion at the x-y plane (quantified using λciH
2/ν), which was observed for
all other gap sizes, is completely absent for the entire range of Re tested (1 < Re < 120).
In the other hand, when changing α (60◦ angle geometry) and keeping the gap size
constant (g = 2H), two vortices appear close to the walls at the gap of the 60◦ X-
shaped geometry. This is similar to the mixing-separating devices with wide gaps
(such as g > 2H) at the onset, but in the g = 3.86H case the vortices are more distinct
from each other. Larger changes ensue as Re is increased. As reported in chapter 5,
in the g = 5H device there is a significant separation of the vortices in the x-direction.
Noticeably, this is not present in the 60◦ X-shaped device.
Certainly, by combining the change in the angle α(60◦) with the confinement due
to the smaller gap, significant differences appear in the flow fields of the X-shaped
and Hshaped geometries with the same gap size at the x-y plane. The vortices, which
are not present in the H-geometry, begin to merge at Re only a little above onset
(Re = 40). By Re = 56 the vortices have merged into a single large vortex, which
then persists largely unchanged at higher Re (a single large vortex did not appear until
Re = 120 in the mixing-separating g = 5H device).
There are similarities between the X- and H-shaped devices. For instance, at
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the y-z plane, there is also a break of symmetry in the 60◦ geometry at the critical
Reynolds number (Rec = 57, see figure 6.3) which is characteristic of the instability in
a cross-slot geometry. Again, it is worth noting that if two of the arms of a cross-slot
device were rotated 90◦, then it would be a mixing-separating device with g =
√
2H.
It is, therefore, apparent that X-shaped 60◦ geometry is even closer than our mixing-
separating device with g = 2H to the cross-slot device. The only instability that occurs
in the mixing-separating device with g = 2H is highly reminiscent of the instability
seen in a cross-slot device with an aspect ratio of unity (engulfment instability, as seen
in figure 5.17). Although, the change in the angle creates a swirling motion at the x-y
plane, which is not present in mixing-separating device with the same gap size.
The results demonstrate that the engulfment instability seen in the cross-slot is
not wholly dependent on the specific angle at which the two streams collide. It only
confirms that the size of the gap is a more critical parameter (as this instability does
not appear at large gap sizes) as the engulfment instability indeed occur if the gap is
small.
6.4 30◦ X-shaped geometry compared to a g = 3.86H mixing-
separating
Further, the numerical investigations show when the geometry angle is 30◦ and 0◦,
the instability parameter (wmax/Ub) gives a zero value for the whole range of the Re
tested (Re < 140). Nevertheless, streamwise vortices involved in the destabilisation
flow process can be seen. Figure 6.4 shows a central vortex formation on the plane
x-y at Re = 20, and also secondary motions appear at the edge of the corners near to
the beginning of the outlet channels for a 30◦ geometry. By increasing Re, the central
vortex splits into a pair of co-rotating vortices. On the x-y plane, the flow keeps its
rotational symmetry all through the range of Re assessed. Conversely, there is no
reflectional flow symmetry when increasing Reynolds for the 30◦ angle geometry.
By changing the angle between the pairs of inlet and outlet arms, the flow structure
distinctly changes for a small angle and wide gap (30◦ and g = 3.86H). The evolution
of the vortices in the x-y plane with Re for the device with 30◦ and g = 3.86H (figure
6.4) is similar to the g = 3.86H mixing-separating device (figure 5.12). A pair of co-
rotating vortices emerges across the gap at the onset. These occupy a very similar
x-location and are separated in the y-direction, following the trend previously observed
in chapter 5. As Re is further increased the vortices coalesce, after which they broadly
remain on a fixed position, their strength increasing.
Similar to a H-shaped with g = 3.86H device, the second instability (in wmax) does
not appear in this X-shaped geometry. The maximum transverse velocity instability
parameter (wmax/Ub) is always zero regardless of Reynolds number. The transverse
flow field at the centre plane does not show a substantial contribution of vorticity. On
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Figure 6.4: Flow development with increasing Re illustrated by numerical streamlines
in the plane x-y and z = 0 for a 30◦ angle geometry. Panels show with progressively
increasing Re a central vortex appears for Re = 20. By increasing Re, the central
vortex splits into a pair of co-rotating vortices, and secondary motions rise at the edge
of the corners near to the beginning of the outlet channels.
Figure 6.5, the top panels represents the numerical streamlines in the plane x-y and
z = 0 superposed by the isosurfaces of vortex core regions at Re = 90 for a 60◦,g = 2H
and a 30◦,g = 3.86H geometry. The bottom panels are displaying the dimensionless
vorticity (ωxH/Ub) over the central cross-section plane of the channel (plane y-z plane
and x = 0) superposed by the velocity vectors showing the directionality of the flow.
Figure 6.5 clearly shows that the engulfment instability (cross-slot like) depends on
the size of the gap. The small gaps change the interaction between the two streams,
which is more favourable for the engulfment regime, which is predominant in the y-z
plane. Although, in the wide gaps, the interaction is predominant in the x-y plane in
the form of swirling motion (co-rotating vortices).
6.4.1 Flow development along the outlet channels
Along the outlet channels of the studied geometries, when the rate of change of mo-
mentum is negligible, the flow field restores the developed state showing a parabolic
velocity distribution (the Hagen-Poiseuille flow) as it approaches the exit. Figure 6.6
illustrates cross-sectional velocity magnitude (normalised by the bulk flow velocity) on
four different y-z plane sections along the outlet arms of a 60◦ and 30◦ angle geome-
tries with distances of 0H (outlet starting plane), 2H, 4H, and 8H, where H is channel
height (or hydraulic diameters in this case). Comprehensible, the flow is less susceptible
to recover its parabolic velocity profile under high Reynolds number. In fact, at 8H
distance from the entrance of the outlet arm, the flow does not restore the parabolic
profile for Re = 140 in both geometries as illustrated in the figure.
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Figure 6.5: Top panels: Numerical streamlines in the plane x-y and z = 0 and the
isosurfaces of vortex core regions at Re = 90 for (a) 60◦ and (b) 30◦ angle geometry.
Bottom panels: The colour scale indicates the dimensionless vorticity (ωxH/Ub) over
the plane over the central cross-section plane of the channel (plane y-z plane and x = 0)
superposed by the velocity vectors showing the directionality of the flow.
Compared with 60◦ of angle geometry, the flow in 30◦ angle geometry seems more
susceptive to recover its ts parabolic velocity profile. Apparent in figure 6.6(b), the
flow reaches quicker the fully developed state in a 30◦ geometry. At 8H distance
from the entrance of the outlet arm, the flow can reestablish the parabolic profile for
20 < Re < 90. Moreover, the velocity flow field keeps its reflectional symmetry. In
a 60◦ of angle geometry (6.6(a)), where symmetry breaks, the flow cannot recover its
fully developed form when tested at the same Re numbers. The results show that the
flow stability changes along the outlet arms depending on the geometry angle, which
could be beneficial depending on the desired application. Noticeably, as the engulfment
instability appears only in the 60◦ angle geometry, we can conclude that this type of
instability promotes a stronger mixing in a small channel length when comparing to
the swirling motion present in the 30◦ angle geometry at the x-y plane.
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Figure 6.6: Cross-sectional velocity magnitude (normalised by the bulk flow velocity)
on four different planes along the outlet arm with distances of 0H (outlet starting
plane), 2H, 4H, and 8H channel heights (or hydraulic diameter) from the entrance of
(a) a 60◦ angle geometry, and (b) 30◦ angle. The flow cannot restore its parabolic flow
profile even after 8H distance from the entrance for all Re numbers tested when the
angle is 60◦. Conversely, for a 30◦ the flow field is symmetric and can reach the fully
developed form for 20 < Re < 90.
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6.5 Summary
The numerical investigation has improved our understanding of the mechanisms un-
derlying in this flow instability variation. By varying the angle α between the inlet
and outlet arms, the instability parameter (wmax/Ub) have confirmed the instability
change from subcritical pitchfork in a 90◦ angle geometry (cross-slot) to supercritical
in a 60◦ angle without hysteresis. After the instability onset, the transverse flow field
at the central plane breaks its symmetry, and wmax/Ub increases following a square
root function when Re−Rec)/Rec << 1.
Comparing the X-shaped geometries to the similar gap size mixing-separating de-
vices, we confirmed that the engulfment instability seen in the cross-slot is not wholly
dependent on the specific angle at which the two streams collide. The results have con-
firmed that the size of the gap is a more important parameter (as this instability does
not appear at large gap sizes) as the engulfment instability indeed occur if the gap was
small. The symmetric transverse velocity flow field at the central plane restricted the
use of the instability parameter wmax/Ub for wide gap size geometries (30
◦,g = 3.86).
Moreover, along the outlet channels, the flow field demonstrates that can it restore
the developed state showing a parabolic velocity distribution in a small channel length
when changing the angle α (i.e. from 60◦ to 30◦) due to the different instability present
(engulfment instability or swirling flow). These findings could be beneficial depending
upon the desired application.
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Chapter 7
Elastic instabilities in a
mixing-separating cell
micro-device
Compared to traditional macro-scale mixing methods, microfluidic devices provide an
excellent alternative with lower cost, improved portability and shorter operational time.
For example, a potential to reduce blood processing time from an hour to a few minutes
[2]. Currently, microfluidic researchers are undertaking the task of creating in vivo
organs on a microchip to mitigate the soaring costs of R&D. The aim is to produce
a set of sophisticated in vitro assays with which drugs could be tested, with the hope
to increase predictability (hit rate) of a new drug before animal testing and human
clinical trials. Such devices have been used to diagnose sickle cell disease utilising blood
vessel-on-a-chip devices [4]. Viscoelastic fluids (materials that exhibit both viscous
and elastic characteristics upon deformation) have been a fascinating object of study
to researchers in various areas. The non-Newtonian fluids (e.g., polymeric solutions,
colloidal suspensions, blood, chocolate, paint and cosmetics) are fluids which the value
of viscosity is not constant. Therefore, inertia is no longer the sole source of nonlinearity.
The works of Baloch, Townsend, and Webster [101]; Afonso et al. [27]; and Echendu
et al. [102], where the investigations were carried out using different numerical con-
stitutive models, we decided to conduct experimental investigations on the mixing-
separating cells for viscoelastic fluid flows under creeping (or Stokes flow) conditions
(Re << 1). Therefore, in this chapter, using the same experimental approached previ-
ously utilised, a model liquid with nearly constant viscosity was employed to investigate
the role of elasticity. A so-called Boger fluid that consists of a mixture of Polyethy-
lene glycol (PEG, Mw = 8x10
3[g.mol−1] 1, Sigma-Aldrich), Polyethylene oxide (PEO,
Mw = 4x10
6[g.mol−1], Sigma-Aldrich), and distilled water (fluid preparation follows
the protocol described in the chapter 3). The main aim of this investigation explores
the onset and nature of a purely elastic instability in the mixing-separating device with
1Mw represents the molecular weight.
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g = 5H.
7.1 Flow visualisation on the elastic instability
To avoid the effect of inertia, small Reynolds numbers (Re = ρHUb/ηt << 1) are
required. The total viscosity (ηt) contains two contributions: the solvent dynamic
viscosity ηs = 274 mPa.s (PEG+Water) and the polymeric viscosity ηp = 68 mPa.s
(PEO+Water). This gives a factor β = 0.8 which is commonly chosen for benchmarks
of Oldroyd-B model fluids [139] 2, 3.
β =
ηs
ηt
= 0.8 (7.1)
The Weissenberg number (Wi),defined as Wi = Uλ/H, compares the elastic forces
to the viscous effects, where H and U are the channel height and bulk flow velocity,
respectively, λ represents the relaxation time, which is a viscoelastic fluid property
(when fluid motion ceases the stress does not immediately become zero) [85].
Experimental flow visualisations provide a qualitative picture of the interaction
between the two inlet streams (dyed and undyed), which will closely reflect the fluid
mixing. Initially, we acquired 50 individuals images at a rate of 8Hz using the same
apparatus described in 3.2.
7.1.1 Steady states
At low Wi (Wi < 1.9), the velocity field is virtually unaffected by the polymer
molecules, and the flow field is similar to the one in Newtonian fluids, which was
previously demonstrated in chapter 5. Figure 7.1(a,b) shows averaged images which
represent dye visualisation at different Wi. A distinct tilted interface between the dyed
and undyed streams is observed, resulting from the opposed flows colliding at the stag-
nation point. There is indeed no significant mixing between streams at this range of
Weissenberg numbers.
The effect of incrementally increasing the Weissenberg number from 0 ≤ Wi ≤ 1.9
(depicted in figure 7.1) did not change the flow within the channel cross-section. The
tilted fluid interface rotates anti-clockwise, making the interface line approach the ver-
tical. As such, regarding the mixing, only purely diffusive mixing occurs at the interface
between the two streams. In a cross-slot geometry, the highest streamline curvature
occurs near the stagnation point, in which extensional flow dominates. High extension
rate is also found near the corners due to the no-slip walls [108, 109]. Similarly, in a
2In a linear stability analysis with an Oldroyd-B model, the literature shows that one can qualita-
tively predict the onset and structure of the transitions observed in experiments performed with Boger
fluids. [24, 92, 139]
3Discussion about numerical models for viscoelastic fluid flow simulations are beyond the scope of
this thesis, although more details can be found in [27, 101, 102].
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mixing-separating at low Wi (Wi < 1.9), the extent to which polymers are deformed
is barely noticeable. Although, at Wi = 2 (figure 7.1), the situation is very different.
Time fluctuations could be seen in the flow field in mixing-separating device, and it
could have been caused primarily by the polymers being stretched in either the exten-
sional flow near the stagnation point and corners, or the shear flows near the walls.
Wi = 0 - Re = 0.01
Wi = 1.9 - Re = 0.07
Wi = 2.0 - Re = 0.08
Wi = 1.9 - Re = 0.07
Wi = 2.0 - Re = 0.08
(a)
(b)
(c)
Figure 7.1: (a) Experimental Steady flow pattern for Wi = 0 using fluorescent dye (av-
erage over 50 images at 8Hz) (b) Steady flow for Wi = 1.9 (c) onset of flow fluctuations
on time: Wi = 2.0
Figure 7.1(c) indicates the start of an instability with the onset at Wi = 2.0 (bi-
furcation point). Therefore, an in-depth investigation is required, and it would help to
evidence this assumption.
7.1.2 Periodic flow
By using the same image processing technique previously used in section 5.1.2, the in-
terface between the two streams can be located. The elastic instability can be evaluated
by calculating the area formed between the two streams at the centre of the device.
Therefore, we developed an algorithm to find the curve delineating both streams at
the centre of the mixing-separating cell. Figure 7.2(a) shows the area, delineated by
the red line, referring to the dyed stream (arealight). It can be noticed that the area
is trimmed within the gap size. Moreover, the calculations include both streams, and
then the undyed stream generates another area (areadark).
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(a)
(b)
Figure 7.2: (a) Interface between the two fluid streams detected by the edge detection
algorithm. (b) The algorithm calculates the area delimited by the red line in detail.
The algorithm returns a defined N(t) parameter described as:
N(t) =
areadark
areadark + arealight
N(t)
{
= 0.5 (symmetry) if areadark = arealight
6= 0.5 (asymmetry) if areadark 6= arealight
which takes into account the ratio between areas filled by each stream, and therefore the
symmetry. The temporal variation of N with the Weissenberg number (Wi) represents
a quantitative analysis of the temporal evolution of the effect of viscoelasticity on the
flow near the stagnation point.
The system stays near the steady-state solution for a long time (t < 15s), before
the small initial perturbation grows to a noticeable extent. Following, the instability
parameter N oscillates with increasing amplitude; then it reaches a limit. After that,
the system fluctuates around the steady state with a quasi-fixed magnitude and fre-
quency, i.e. it approaches a limiting cycle. Figure 7.3 shows the variation of N with
time for a fixed Wi number after the system reached the amplitude limit. This clearly
identifies the existence of a periodic flow.
As mentioned earlier, time-dependent instabilities have been observed in viscoelastic
stagnation-point flows in both opposed-jet and cross-slot geometries. In particular, the
study from Li and Graham [140] is very similar to the one reported in this study.
The cases of symmetry break in a cross-slot geometry, experiments from Arratia et
al. 2006 and simulations from Poole et al. 2007, there were no restrictions on the
pressure at the boundaries, and a constant-flow rate constraint was applied at the flow
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Figure 7.3: Temporal variations of the parameter N for flow at Wi = 2.0 in the mixing-
separating device.
entrances instead. In this study, we followed the same protocol, and we could observe a
symmetry-breaking instability. According to the literature, the instability should occur
at low values of De, which, in our case, refers to the low values of Wi (Wic = 2.0).
7.2 Single-sided amplitude spectrum
The N criteria chosen to captures the main phenomenological characteristics of the pe-
riodic oscillation seems to identify the periods in these investigations fairly. Although
the choices of cutoff values are, to some extent arbitrary, we have found that changing
these values within a reasonable range does not qualitatively affect the following discus-
sion. Figure 7.4 shows the amplitude of N in the temporal frequency domain f = 1/T
(T is the period) for Wi = 2. A main peak is produced corresponding to a dominant
frequency f = 2.6Hz close to the characteristic elastic frequency fe = 1/2λ = 4.2.
Interestingly, the higher amplitude peak is obtained with f approaching the flow fre-
quency fflow = Ub/Lc = 1.8 (method adopted in the calculations from [109]). Such
a finding suggests the possible existence of a resonant mechanism in which the main
liquid elastic mode interacts with the periodic modulation of the geometry. The flow
visualisation corresponding to this mode is smooth in space and weakly oscillating in
time in a way that its changes are difficult to visualise on single snapshots and can be
better appreciated in the videos provided within the supplemental material (see section
A of the appendix).
At high frequencies, amplitudes do not drop suddenly to zero, but they undergo a
slightly continuous decay. One could say that the results do not exclude the existence
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Figure 7.4: Single-sided amplitude spectrum of N for flow at Wi = 2.0 in the mixing-
separating cell.
of a spurious, resolution-dependent behaviour. Therefore, to reduce the high-frequency
noise, it is necessary to exclude those frequencies of which we found to be an excellent
compromise to maintain the same signal structure and reduce the high-frequency signal
noise. Using a quasi-steady signal as a base, we calculate the high frequencies to be
excluded from the periodic states. Figure 7.5 shows the amplitude of N (denoted as
the signal) as a function of time and frequency. For the time domain, we subtract the
mean from the data. By removing the trend, we focus the analysis on the fluctuations in
the data as a linear trend typically indicates a systematic increase or decrease. While
trends can be meaningful, for the case of these analyses, removing the trend yields
a better insight. In the frequency domain, we normalised the modulus of N by the
maximum amplitude of the absolute N .
Mathematically, what the FFT (more appropriately the discrete Fourier transform)
extracts the components of a signal of finite length. Generally, for signal analysis, the
FFT is used on signals of infinite length. Therefore, the detrending and windowing
methods are ways to deal with the fact that we are approximating an infinitely-long
signal with a finite-length one. Detrending removes the mean or linear trend. Win-
dowing is a typical manoeuvre where the discontinuities at the beginning and end of
the segment are gradually attenuated to zero and then lessening their effect on the
spectrum. This is achieved by multiplying the spectrum by the chosen window. Figure
7.6(a) shows a Hann window in a rounded waveform, and a proposed mixed window
(Hann/Rectangular with r = 0.15). The mixed window rapidly attenuates the edges
of the signal to zero. If windowing is not applied, an abrupt cutoff at the edges of the
signal, such as the impulse at the end of the segment. In summary, windowing the
signal makes the approximation of a finite-length to an infinitely-long signal with as
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Figure 7.5: (top) Quasi-steady signal of N(t) for Wi = 1.8 before the bifurcation
(Wic). (bottom) FFT of the signal showing the high frequencies to be excluded from
the periodic states when (Wi > Wic).
the DFT acts as the signal’s Nth data point overlaps to the first, making the DFT treat
the data as a continuous signal. Figure 7.6(b-c) shows how the impulse at the end of
the segment could introduce frequency components that interfere with the detection of
the frequencies that represent the periodicity of the signal.
We have used the FFT algorithm on MATLABTM to compute the fast Fourier
transform (FFT) of the signals acquired during the experimental campaign. Essentially,
the Fourier analysis converts a signal from its original domain (time, in this case) to
a representation in the frequency domain and vice versa. The fluctuations of dye
concentration, in our case represented by the N parameter, show a periodic behaviour
at low Wi, which is no longer observed when Wi increases. Figure 7.7 presents the
single-sided amplitude spectrum as a function of frequency computed from N (area dye
concentration) of some of the time series, which will be presented hereafter. In figure
7.7, for low Wi, the single-sided amplitude spectrum shows the presence of marked
peaks, namely a fundamental frequency and some harmonics, as highlighted in the inset
on figure 7.7. When Wi increases (e.g. Wi ≤ 6), the fluctuations of the N progressively
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(a)
(b)
(c)
Figure 7.6: (a) An example of a Hann window in a rounded waveform, and a proposed
mixed window (Hann/Rectangular with r = 0.15). Note that The mixed window
rapidly attenuates the edges of the signal to zero. (b) Applying the windowing for the
same example signal using two different windows from the figure above. (c) FFTs of the
example signal with and without applying the detrending and windowing methods. The
left represents the FFT applied with a Hann window method and Right the proposed
mixed window (Hann/Rectangular with r = 0.15).
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Figure 7.7: Single-sided amplitude spectrum of N for flow at different Wi numbers in
the mixing-separating cell. The inset shows the full spectrum (f < 25) and the plot
shows a zoom at the low frequencies (f < 5).
lose their typical sinusoidal behaviour but the amplitude spectrum still show the main
frequency (f0) but now with a broader distribution. As Wi continues to increase
(Wi > 6), the range of frequencies of the amplitude spectrum further broadens, and
may even show broad frequency tails, eventually becoming a continuous distribution.
It is important to note that when the amplitude spectrum becomes continuous, the
decay with frequency is over at least three orders of magnitude for the flow conditions
investigated experimentally. Note that in this study, sampling at 50Hz (maximum
sampling rate) the highest frequency that can be analysed without introducing errors
is 25Hz (Nyquist limit).
For all flow conditions explored with Wi > 10, the fluctuations along time of the
N parameter are visible, but the corresponding amplitude spectrum shows the absence
of distinctive frequency peaks. Therefore, the fluctuations are shown to be aperiodic
in time exhibiting a broad region of frequencies. No distinct characteristic frequencies
are discernible in the amplitude spectrum for large values of Wi, and in this cases, it
is possible to infer that the unsteady flow behaviour observed with the Boger solution
is complex, although it is not necessarily in the elastic instability regime.
7.3 Purely elastic instability: periodic behaviour
The amplitude spectrum of the fluctuations of N shows the presence of marked peaks,
namely the fundamental frequency and some of harmonics. The time series of N can
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Figure 7.8: fluctuations on time of the quantity N − N¯ before and after the onset of
the instability at Wi = 2.0. Clearly, the amplitude of N is higher when far from the
onset (for instance, Wi = 4.2).
display this periodic, as illustrated in 7.8. The fluctuations of the dye concentration,
represented by the parameter N , show a periodic behaviour at Wi > Wic. In figure 7.8,
for Wi = 1.8, the viscous effects prevail over the elastic nonlinearities, and consequently,
the flow is symmetric, and N does not vary with time. The tiny fluctuations observed
are due to noise in the signal measurements and represent less than 1% variation when
compared to the maximum fluctuation in the region of Wi > Wic. After the onset
of the first elastic instability (Wi = 2), we can observe flow instabilities, in which the
flow field becomes asymmetric and periodic. Figure 7.8 shows that the frequency of
fluctuation of N is higher when increasing Wi (for instance, the curve Wi = 4.2 in the
figure).
Figure7.9 illustrates delimited area (N) in different time instants for the steady-
state at Wi = 1.8 (left-hand side), and the periodic flow at a Weissenberg number
higher after the onset of the instability, Wi = 4.2 (right-hand side). Time starts from
an arbitrarily chosen snapshot on the periodic orbit at the central region near the
stagnation point is shown. At the beginning of the cycle for Wi = 4.2, N is negative as
there is flow contraction at the region very close to the stagnation point (dyed stream),
while the undyed stream is occupying a larger area in most of the gap region. As time
goes on, a region of liquid moving downstream away from the stagnation point changes
N at different instants. This “wake” region of fluid at the stagnation point changes the
sign of N , and a new cycle starts (figure 7.8).
Figure 7.10 shows the time series obtained by continuously temporal calculations
of the N parameter along the centre of the mixing-separating cell. At Wi = 1.8, the
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Figure 7.9: Experimental flow visualisation in the mixing-separating cell micro-
geometry using fluorescent dye (Rhodamine-B) for different Weissenberg numbers (Wi).
Red box delineating the interface between the two streams for calculations of the N
parameter. Figure shows different instants in time of the fluctuations when Wi > Wic.
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Figure 7.10: Temporal variations of the parameter N for flow in the mixing-separating
device at different Weissenberg numbers (Wi). Figure shows the variation of N before
and after the bifurcation (Wi > Wic).
steady-state case, the fluctuations are negligible. Although, when increasing Wi above
the onset of the elastic instability, elastic nonlinearities prevail over inertial effects and
consequently that the observed flow instabilities are purely-elastic. The fluctuations
along time of the N parameter are clearly visible, and the corresponding amplitude
spectrum (7.7) show distinctive frequency peaks and some harmonics, demonstrating
that these fluctuations are periodic in time.
7.4 Supercritical instability: Hopf bifurcation
Figure 7.11 shows the root-mean-square deviations over one period of N from its steady-
state values, normalized by the corresponding steady-state values N , as a function of
Wi for all the cases where we found periodic flows. NRMS is define as follows:
NRMS
N¯
=
√∑n
i=1(Ni−N¯)2
n
N¯
(7.2)
Data points for NRMS obtained from our experimental results are fitted with a
function of the form a(Wi − Wic)b, with b fixed at 0.5. Good agreement is found
for our data with the 1/2 power law, characteristic of a supercritical Hopf bifurcation
([141, 140]). The critical Weissenberg number Wic is identified to be 2.0 by this fitting.
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Figure 7.11: The NRMS when varying Wi number for data points obtained from our
experimental results. The data are fitted with a function of the form a(Wi −Wic)b,
with b fixed at 0.5 (characteristic of a supercritical instability).
7.5 Summary
In summary, this chapter highlights the appearance of an elastic instability in the
mixing-separating microfluidic device (H-geometry) when using a polymeric solution.
Additionally, we present information regarding the onset (Wic), and we propose a
quantitative analysis which showed the supercritical behaviour of this instability (char-
acteristic of Hopf bifurcations).
Although we present an investigation of the time-dependent behaviour of this insta-
bility after bifurcation, the nature of these oscillatory events is yet unclear. How these
events are triggered and what roles they play in the elastic instability processes will be
necessary for further understanding the applicability in polymeric solutions. Therefore,
as we believe that this instability could be helpful for various microfluidic applications,
we will propose some further investigation later on chapter 9.
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Chapter 8
Inertial instabilities in a
cross-slot micro-geometry
The present chapter investigates the potential of utilising the inertial instability in the
cross-slot micro-geometries to promote convective heat transfer at low Reynolds num-
bers. This is the first thermal characterisation and performance assessment of a device
that has very significant potential thermal applications. Three-dimensional numerical
simulations of the cross-slot geometry (see a schematic in figure 8.1) have been per-
formed to clarify the effect of the purely-inertial flow instability on the heat transfer in
the cross-slot micro-geometry 1. The results are compared to the experimental temper-
ature distributions measured by monitoring the fluorescence intensity using microscopy
techniques with a temperature-sensitive fluorescent dye (Rhodamine-B) 2.
Figure 8.1: Schematic of a cross-slot device.
1Part of the results presented in this chapter was published in [40].
2The experimental results presented in this chapter were performed by Dr Waleed Abed during his
Ph.D. in Liverpool using the same protocol described in chapter 3.
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8.1 Experimental procedure
In this part, the idea is briefly outline the experimental boundary conditions adopted
during Dr Waleed abed experimental campaign, and to give an overall idea about Dr
Abed fluorescent-dye based microfluidic thermometry technique, also known as laser-
induced fluorescence (LIF) [113, 116]. In the experimental work, the surfaces are con-
sidered to be adiabatic due to the material used to manufacture the cross slot rig,
polyoxymethylene − an insulating material also known as ACETAL (density: 1.41
g/cm3, melting point: 175 ◦C). The hot and cold fluid streams are injected into the
cross-slot through the opposed inlets. Fundamentally, assuming no heat losses, the
heat gained by the cold fluid stream must be equal to the heat rejected by the hot
fluid stream. Therefore, the mean temperature at the inlet and exit should, under
these ideal conditions, be equal. The average fluid temperatures were measured at the
entrances (Tin,C and Tin,H) and exits (Tout) in order to quantify any potential system-
atic deviation from the ideal conditions. The result shows that the average deviation
of the non-dimensional mean temperature (θ) from the ideal mean value with varying
Reynolds number is 6%. Moreover, the parameter θ is always lower than the mean
(θ = 0.5) indicating a small amount of heat is lost by the fluid as it flows from inlet to
exit.
Additionally, the experimental investigations in the cross-slot shows that the flow
essentially behaves as the flow in a straight channel and any additional pressure loss
due to the cross, even after the onset of the instability (Re > 40) is small and within
the measurement uncertainties 3.
The working fluid used for the experimental measurements was a mixture of glyc-
erine (relative density 1.26, ReAgent Chemical Services) and distilled water with a
concentration of 70 per cent glycerine (by weight). The density and viscosity of the
mixed solution were measured at the mean fluid temperature (the average fluid tem-
perature between hot and cold inflow streams). A density meter (Anton Paar DMA
35N) with a quoted precision of 0.001 g/cm3 was used for quantifying the fluid den-
sity. A rotational controlled-stress rheometer (TA Instruments Rheolyst AR-1000N)
was utilised to measure the fluid viscosity using a 6 cm, 2◦ acrylic cone with a shear
stress range from 0.02 Pa to 50 Pa (uncertainty in viscosity ±2% [142]). In addition,
the specific heat capacity of the working fluid was estimated from textbook values [143].
The measured values of the density and viscosity are given in table 8.1.
3In-depth information about the experimental results obtained by Dr Waleed Abed investigations
on the cross-slot can be found in [40] and also in his Ph.D. thesis.
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Table 8.1: The measured values of density and viscosity for the working fluid.
Temperature Density Viscosity
◦C kg/m3 Pa.s
20 1183.6 0.0226
24 1183.2 0.0186
28 1182.5 0.0154
32 1181.0 0.0131
36 1179.4 0.0116
40 1176.2 0.0097
44 1173.5 0.0085
8.2 Preliminary simulations
Preliminary simulations were conducted with identical conditions to the experiment
where the reference values for the hot and cold inlet streams were Tin,H = 48
◦C and
Tin,C = 20
◦C respectively. As the viscosity of the fluid varies with temperature, It
was investigated the influence this would have on the results by fitting a Sutherland
viscosity law of the form, µ = C1T
3/2/T + C2, to the experimental measurements of
viscosity at various temperatures (measured using a rotational rheometer with temper-
ature control). Figure 8.2 shows the relationship between temperature and viscosity,
and the goodness (R2) value of the fit was 0.9899. By running simulations using this
relationship between viscosity and temperature and comparing them with the constant
viscosity results, It was found to have a small quantitative effect on the results of the
simulations, which were qualitatively unchanged. The critical Reynolds number of the
bifurcation was completely unaffected by the variable viscosity.
Therefore, density and viscosity were assumed constant and equal to the experi-
mentally measured values at the mean temperature (see table 8.1). The specific heat
capacity and thermal conductivity were estimated to be 3098.9 J/kgK and 0.385 W/mK
respectively [143]. The system was non-dimensionalised, such that arbitrary references
values could be used, and it was found (as expected) that the non-dimensional sys-
tem produced identical results to the simulations that matched the experiments for
constant fluid properties. All further simulations were conducted with the arbitrary,
non-dimensional system.
8.2.1 Temperature distribution
Both the experimental measurements and the numerical simulations provide a quan-
tification of the temperature distribution and hence an understanding of the convective
heat transfer in the cross-slot geometry. The experiments also provide a qualitative
picture of the mixing of the two streams (dyed and undyed), which will closely reflect
the temperature distribution if it is primarily determined by the fluid mixing. Figure
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Figure 8.2: The relationship between temperature and viscosity fitting a Sutherland
viscosity law.
8.3(a) shows images which represent dye visualisation for isothermal flow (both inlets
at room temperature 21± 0.5◦C), whilst the experimental and numerical temperature
distribution patterns are shown in figures 8.3(b) and 8.3(c) respectively. These distri-
butions are shown for the region where the two streams meet and also for regions 20d
downstream of the stagnation point. The numerical temperature distribution in the
cross-slot was computed through a half depth (d/2), i.e., top-down integral, of the chan-
nel and then compared with the experimental visualisation of the temperature-sensitive
dye. The isothermal images for Re = 36.6 in figure 8.3(a) illustrate a distinct sharp
symmetric boundary between the dyed and undyed streams at the stagnation point and
this separation is also observable along the outflow channels, although the boundary
between the two streams is not as sharp, indicating there is a small amount of diffu-
sive mixing. There is certainly no significant mixing between streams at low Reynolds
numbers and the flow appears steady, laminar and symmetric. As such, in terms of the
heat transfer, only conduction occurs at the interface between the two streams. This is
clearly shown in the experimental temperature patterns in figure 8.3(b), which shows
two streams, one hot and the other cold, separated by a very narrow region where
conduction occurs. Although some small variations are observed (particularly in the
hot stream) they are primarily associated with the inaccuracy of the imaging technique
rather than an indication of any significant heat transfer occurring. The experimen-
tal picture is reinforced by the equivalent numerical simulation in figure 8.3(c), which
shows two sharply separated streams at very different temperatures and an extremely
narrow region between the two streams where conduction occurs.
Figures 8.4 and 8.5 show the same as figure 8.3 but for Reynolds numbers equal
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Figure 8.3: Symmetric flow and temperature distribution patterns in the cross-slot
micro-geometry, at the centre of the cross-slot and 20d downstream of the stagnation
point in each outlet arm for Re = 36.6. (a) Grayscale images illustrating the develop-
ment of isothermal flow structure (b) Experimental visualisation of the temperature-
sensitive dye and (c) Numerical temperature distribution.
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to 46.3 and 80.6, respectively. When the Reynolds number increases beyond a certain
critical value (Re > 40) [7], it is known that a symmetry-breaking bifurcation occurs
and an axially-oriented spiral vortex is created along the outflow channels. This is
apparent in the images in figures 8.4(a) and 8.5(a) as this spiral vortex promotes the
mixing process in the cross-slot. The two streams are now much less distinct after they
have met and the dye through the outlet arms is much more uniform than it was for
Re = 36.6.
Convective heat transfer also arises between the hot and cold fluids as shown in
figures 8.4 and 8.5(b, c). The three-dimensional behaviour of the bifurcated flow en-
hances the heat transfer between the hot and cold fluids by convection along the outflow
channels. For Re = 46.3 the experimental temperature distribution still shows some
signs of two distinct hot and cold streams, but they are clearly much less distinct than
at Re = 36.64. The two streams appear more distinctly in the simulations, although
it is still observable that some convective heat transfer has occurred. Where the two
streams meet it appears that the cold stream is ‘dominating’ over the hot stream. In
reality, in this case, the hot stream has been swept underneath the cold stream and
therefore, due to the visualisation technique, it is seen less prominently.
The experiments at Re = 80.6 in 8.5(b) show an increasingly even temperature
distribution, whereas, although the simulations in figure 8.5(c) still show two streams,
greater mixing is noticeable. In particular a similar temperature distribution pattern
is observed in the experiments and simulations for Re = 80.6 where the two streams
meet at the centre of the cross. It is clear that the single central vortex is dominating
the flow and entwining the two streams. Overall both the experimental and numerical
temperature distributions indicate that the heat transfer is enhanced by the presence
of the spiral vortex, but there are clearly some qualitative and quantitative differences.
To quantitatively assess the enhancement of heat transfer in the outflow arms of
the cross-slot, histograms of normalised temperature are constructed for the symmetric
(Re = 36.6) and asymmetric (Re = 46.3 and Re = 80.6) flow regimes using the exper-
imental images and numerical data corresponding to the FOV 20d downstream of the
stagnation point. Figure 8.6 shows the probability density functions (PDFs) of this nor-
malised temperature distribution (θ). As illustrated from figure 8.6(a), two peaks are
observed in both the experimental and numerical data around θ = 0 (which corresponds
to the cold inlet stream temperature) and θ = 1 (which corresponds to the hot inlet
stream temperature) for the symmetric flow regime (Re = 36.6). This is because there
is a clear separation (no mixing) between the hot and cold streams along the outflow
channels. There is a quantitative difference between the experiments and simulations
in that the peaks in the experimental data are not as distinct. This difference can be
attributed to the accuracy of the captured images using the temperature-sensitive flu-
orescent dye with the digital camera and heat losses. Qualitatively, however, below the
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Figure 8.4: Asymmetric flow and temperature distribution patterns in the cross-slot
micro-geometry, at the centre of the cross-slot and 20d downstream of the stagnation
point in each outlet arm for Re = 46.3. (a) Grayscale images illustrating the develop-
ment of isothermal flow structure (b) Experimental visualisation of the temperature-
sensitive dye and (c) Numerical temperature distribution.
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Figure 8.5: Asymmetric flow and temperature distribution patterns in the cross-slot
micro-geometry, at the centre of the cross-slot and 20d downstream of the stagnation
point in each outlet arm for Re = 80.6. (a) Grayscale images illustrating the develop-
ment of isothermal flow structure (b) Experimental visualisation of the temperature-
sensitive dye and (c) Numerical temperature distribution.
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critical Reynolds number, the temperature distribution from experimental and numeri-
cal data shows a reasonable agreement. Also included in figure 8.6 are simulations using
a temperature-dependent viscosity, which are found to produce rather similar results
to the constant viscosity simulations. Although there are small quantitative differences
they are not as significant as the differences between the experimental and numerical
results and therefore do not explain this discrepancy (which can be attributed to the
experimental technique).
The histogram in figure 8.6(b) for the asymmetric flow is dramatically different to
the symmetric flow with far more occurrences of average temperature values and far
fewer at the extremes of hot and cold. This demonstrates the improved mixing and
heat transfer between the hot and cold streams that the instability provides. This
effect is seen even more clearly in the asymmetric flow regime at Re = 80.6 where the
distribution of the normalised temperature from the experiment resembles a Gaussian
distribution with its peak at approximately θ = 0.6 as shown in figure 8.6(c). This
indicates that because of the convective mixing between the hot and cold streams
the temperature distribution has been significantly altered towards a more uniform
distribution (which would be θ = 0.5 throughout the channel by definition). In fact,
there are virtually no values corresponding to either θ = 0 or θ = 1, showing that
the extremes of temperature have been eliminated, which is in stark contrast to the
symmetric flow regime. The normalised temperature from the numerical simulations
shows an approximately flat distribution except at the extremes of temperature, which
occur much less frequently, as depicted in figure 8.6(c). Although the simulations show
that the temperature is not as uniform as seen in the experiments it is still apparent
from this flat distribution that the spiral vortex has had a significant influence and the
distribution is much more uniform than in the symmetric case.
Examination of the temperature distributions (shown in figure 8.7) also demon-
strate that the effect of a viscosity variation with temperature is not large. However,
it is possible to discern some differences between the two distributions in figure 8.7.
These differences can be highlighted by plotting the variation of temperature along
the centre of the cross (x = 0), which is shown in figure 8.8. It is clear that when a
variable viscosity is used the cold stream penetrates slightly further into the cross and
the temperature in the central region of the cross is a little higher. Although there are
clear quantitative differences they are relatively small (< 10%) and do not affect the
conclusions at all. In particular they do not explain the discrepancies between the ex-
periments and simulations as shown in figure 8.6, where it is compared the histograms
of temperature for the simulations (with and without variable viscosity) with the ex-
periments. It is seen that, although there is a small difference between the two sets of
simulations, the difference in the experimental results is still much more pronounced,
which can be attribute to the experimental technique for capturing the temperature
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Figure 8.6: Experimental ([E], in red), simulation with constant viscosity ([SCV], in
blue), and simulation with temperature dependent viscosity ([SVV], in purple) prob-
ability density function (PDF) for the normalised temperature (θ) in the FOV 20d
downstream of the cross-slot centre: (a) symmetric flow regime (Re = 36.6), (b) asym-
metric flow regime (Re = 46.3), and (c) asymmetric flow regime (Re = 80.6). Right
hand side shows temperature distribution, 20d downstream of the cross, to highlight
data on which PDFs are based. See figures 8.3, 8.4, and 8.5 for colour map values.
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Figure 8.7: Constant viscosity (left) and variable viscosity (right) temperature distri-
butions at Re = 80.6
The difference between the experiments and the simulations can be attributed to
the imaging method, as stated previously. It is to be expected that a flow visualisation
technique gives an indication of the overall flow pattern and temperature distribution,
but not necessarily accurate quantitative results, whereas the numerical simulations
give quantitative predictions. Indeed comparing figure 8.6(a) with figure 8.6(b) and
(c) shows that both the symmetric and asymmetric flows are perceived to be more
uniform in the experiments than in the simulations. Given that the effective baseline
(Re = 36.6) is more uniform in the experiments it can be no surprise that the altered
conditions (Re = 46.3 and Re = 80.6) are also more uniform as it is a result of the
technique employed. However, the Reynolds number trend is broadly similar in the
experiments and simulations and both demonstrate the positive effect the spiral vortex
has on heat transfer.
8.2.2 Hysterisis
The results of the numerical simulations at very low Reynolds number show that the
flow remains steady and symmetric. However, at Reynolds number of approximately
40, based on average velocity, a steady bifurcation is observed beyond which the sym-
metrical flow is replaced by an asymmetrical flow. Two sets of numerical simulations
were carried out by firstly simulating at very high Re, well beyond critical conditions
and then by reducing the Reynolds number in small steps near to the critical condition
to evaluate the transitional point from asymmetric to symmetric flow and secondly by
starting at clearly stable conditions and steadily increasing the Reynolds number to
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Figure 8.8: Normalized temperature (θ) variation along the line x = 0 for constant and
temperature-dependent viscosity at Re = 80.6
observe the transition from symmetric to asymmetric flow. As shown in figure C.2, a
non-zero value for the normalised transverse velocity (w) along the centreline y = 0
at the y-z outlet plane is used to indicate asymmetric flow. The differences between
figures C.2(b) and C.2(c) show the effect of initial conditions on the simulations. In
particular the flow remains symmetric up to Re = 53 when Re is increased, whereas the
symmetry does not return until Re = 39 when Re is decreased. Thus, the symmetry-
breaking bifurcation in this case is a subcritical pitchfork in agreement with Haward et
al. [40].
Figure 8.9 presents the maximum values of the normalised transverse velocity
(wmax/Ub) along the centreline y = 0 at the y-z inlet plane of the outlet arm of
the cross-slot for different Reynolds numbers. Two solution branches exist between
Re = 39 and Re = 53 clearly demonstrating that the system is hysteretic.
Also depicted in figure 8.10 is a comparison of the temperature contours (discussed
already in detail in section 4.3) which show that an increase of Reynolds number beyond
the critical value leads to a more uniform temperature distribution due to convective
mixing and heat transfer. The distributions shown for Re = 46.3 are for the decreas-
ing Re branch as the instability has clearly occurred. The solution branch that is
stable up to Re = 53 cannot physically be achieved in the laboratory experiments, pre-
sumably because the disturbances inherent in the experiment (e.g. from fluctuations
in the inlet velocity or geometric disturbances) are too large for the flow to remain
stable/symmetric.
130
symmetric flow asymmetric flow
Figure 8.9: The maximum transverse velocity (wmax/Ub) along the centerline (z = 0)
of the inlet to the outlet arm with increasing and decreasing Reynolds number. The
critical Reynolds numbers (Rec) are 39 when increasing Re and 53 when decreasing
Re.
8.3 Estimation of the heat transfer enhancement
8.3.1 Simulations with adiabatic walls
As a Nusselt number cannot be calculated for this set-up (as the mean temperature at
any cross-sectional plane downstream of the cross is constant from energy conservation),
the root-mean-square of the temperature (TRMS) is used to evaluate the heat transfer
between the two different streams within the outlet channel of the cross-slot micro-
geometry under the adiabatic walls condition (C1). This enables us to quantify how
effectively the asymmetric, convective flow regime can improve heat transfer when
compared with the symmetric flow regime. As previously noted in figure 8.9, the flow
becomes asymmetric above a critical Reynolds number (Re > 40). In order to obtain
symmetric cases beyond the critical Re a quarter cross-slot was simulated and symmetry
was imposed as the boundary conditions to avoid the instability, therefore ensuring the
flow is always symmetric, even at Re > 40. It is important to note that poor heat
transfer between the two streams is characterised by high values of TRMS as enhanced
heat transfer will work to make the distribution more uniform and therefore reduce the
TRMS . Figures 8.11, 8.12, and 8.13 shows the results for TRMS for several Reynolds
number and three Prandtl numbers (Pr = Cµ/k) in the outlet channel of the cross-slot
and also in a quarter-geometry (symmetry-imposed). The TRMS versus an inverted
non-dimensional Graetz number, Gz−1 = x/(dRePr), is used to show the behaviour
along the length of the outlet channel in different flow conditions. The enhancement
131
Figure 8.10: Maximum transverse velocity (wmax/Ub) along the centerline (z = 0) with
increasing and decreasing Reynolds number. Insets (a, b, c) from figure 8.3 where
Re = 36.6, (d, e, f) from figure 8.4 where Re = 46.3, and (g, h, i) from figure 8.5 where
Re = 80.6.
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of the heat transfer is evaluated by dividing the TRMS values for the asymmetric case
by the corresponding TRMS values for the symmetric case at the same Gz
−1 number.
Therefore, figures 8.14, 8.15, and 8.16 present the ratio of TRMS for the asymmetric
case to the TRMS for the symmetric (symmetry-imposed) case.
It is readily seen that the TRMS for symmetry-imposed cases collapse for the entire
Reynolds number range and there is no effect of Prandtl number. This is due to the
dominance of diffusion/conduction in all cases of the symmetric flow situation (the
temperature contours at figure 8.3(c) show the high segregation of the flow field). In
contrast, the asymmetric cases show significant variations with both Pr and Re. For
Rec < Re < 70 (see curves: red for Re = 40, green for Re = 45, and black for Re = 50
in figures 8.11, 8.12, and 8.13), heat transfer is enhanced by the instability for all Pr
numbers and the trend with Re is monotonic in that increasing Re increases the heat
transfer enhancement (see figures 8.14, 8.15, and 8.16).
For Re > 70 (see curves: purple for Re = 70 and yellow for Re = 100 in figures
8.11, 8.12, and 8.13), although heat transfer is enhanced with respect to the symmetric
case, it deviates from the monotonic trend with Re at high Pr and Gz−1. In fact,
for Pr = 10 and Pr = 100, a Re of 50 gives superior heat transfer performance far
downstream of the cross centre than Re = 70 and Re = 100. Closer to the cross
centre this is not the case and the monotonic trend with Re can still be observed.
We therefore suppose that the unusual behaviour at Re = 70 and Re = 100 is due
to a hydrodynamic development length effect (from the centre of the cross) related to
the decay of the axially-oriented spiral vortex formed by the instability. At low Re
the decay of the vortex will be dominated by diffusion and this length will be constant
(proportional to d and independent of Re), at high Re (Re > 200) the decay length will
be set by a convective length scale (scaling like ≈ Re = 1). At intermediate Reynolds
number (10 < Re < 200) the decay of the vortex, or the development length of the flow
back to a fully-developed exhibits a mixed scaling [120].
Moreover, as there is no other mechanism that creates transverse velocity (w) except
for the vortex, by plotting the bifurcation parameter wmax/Ub versus Gz
−1 (as shown
in the figure 8.17 for Pr = 10), it is clear that the vortex intensity drops rapidly at
a certain Gz−1 indicating a transition from a convective to a conduction dominated
regime. For the higher Reynolds numbers with the unusual behaviour (Re = 70 and
Re = 100) this occurs at a lower Gz−1. This indicates that the point at which the
vortex is largely eliminated has a non-trivial relationship to Re, which the scaling with
Gz−1 does not fully resolve. However, this would only be of primary concern for very
long outlet arm lengths. After the vortex has been eliminated conduction dominates
and it is seen that the TRMS curves start to converge and the heat transfer enhancement
plateaus and then starts to drop (Pr = 100 has not reached this point, but it would be
expected at higher Gz−1). In the extreme case where the length of the channel tends
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Figure 8.11: Normalised TRMS (Eq. 4.11) as function of inverted Graetz number,
Gz−1 = x/(dRePr), for various Reynolds number (Re) and Pr = 1 Prandtl number.
Dashed curves represent symmetric cases; solid curves lines represent asymmetric cases.
Figure 8.12: Normalised TRMS as function of inverted Graetz number, Gz
−1, for various
Re and Pr = 10. Dashed curves represent symmetric cases; solid curves lines represent
asymmetric cases.
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Figure 8.13: Normalised TRMS as function of inverted Graetz number, Gz
−1, for various
Re and Pr = 100. Dashed curves represent symmetric cases; solid curves lines represent
asymmetric cases.
Figure 8.14: Heat transfer enhancement, representing the TRMS ratio calculated be-
tween the asymmetric and symmetric cases for Re and Pr = 1.
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Figure 8.15: Heat transfer enhancement, TRMS ratio between the asymmetric and
symmetric cases for Re and Pr = 10.
Figure 8.16: Heat transfer enhancement, TRMS ratio between the asymmetric and
symmetric cases for Re and Pr = 100.
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towards infinity the flow would approach uniformity such that TRMS would approach
zero and the enhancement measure would be unity (i.e. no enhancement). However, the
advantage of the instability is that it can provide a much higher level of heat transfer
in a relatively short channel.
Figure 8.17: The evolution of the bifurcation parameter, maximum transverse velocity
(wmax/Ub), with varying Gz
−1 along the outlet channel for Pr = 10.
For convenience, the inverted non-dimensional Graetz number (Gz−1) was used to
show the behaviour along the length of the outlet channel in different flow conditions.
Clearly, the advantage of the instability is that it can provide a much higher level of
heat transfer in a relatively short channel. This instability can be usefully employed
to enhance mixing, and figures 8.18, 8.19, and 8.20 show the root-mean-square of
the temperature (TRMS), used to evaluate the heat transfer between the two different
streams within the outlet channel of the cross-slot micro-geometry, as function of the
normalised position (x) along the outlet channels, x/d, for various Re. Again, the heat
transfer is enhanced by the instability for all Pr numbers with increasing Re.
Figures 8.21, 8.22, and 8.23 characterise the enhancement in thermal performance
provided by the inertial flow instability along the normalised position (x) in the outlet
channels, x/d, for various Re. The results reiterate what it is pointed out in this section,
where it is presented a first thermal characterisation and performance assessment of a
device that has very significant potential thermal applications.
8.3.2 Simulations with constant temperature walls
In the case of constant wall temperature (CWT ) and fluids of the same temperature
flowing into the inlets, the Nusselt number can be employed to quantify the enhance-
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Figure 8.18: Normalised TRMS (Eq. 4.11) as function of the normalised position (x)
along the outlet channels, x/d, for various Reynolds number (Re) and Pr = 1 Prandtl
number. Dashed curves represent symmetric cases; solid curves lines represent asym-
metric cases.
Figure 8.19: Normalised TRMS as function of the normalised position (x) along the
outlet channels, x/d, for various Re and Pr = 10. Dashed curves represent symmetric
cases; solid curves lines represent asymmetric cases.
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Figure 8.20: Normalised TRMS as function of the normalised position (x) along the
outlet channels, x/d, for various Re and Pr = 100. Dashed curves represent symmetric
cases; solid curves lines represent asymmetric cases.
Figure 8.21: Heat transfer enhancement, representing the TRMS ratio calculated be-
tween the asymmetric and symmetric cases for Re and Pr = 1 as function of the
normalised position (x) along the outlet channels, x/d.
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Figure 8.22: Heat transfer enhancement, TRMS ratio between the asymmetric and
symmetric cases for Re and Pr = 10 as function of the normalised position (x) along
the outlet channels, x/d.
Figure 8.23: Heat transfer enhancement, TRMS ratio between the asymmetric and
symmetric cases for Re and Pr = 100 as function of the normalised position (x) along
the outlet channels, x/d.
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ment of the heat transfer in the cross-slot compared to a straight channel of equivalent
length. Steady-state simulations were performed over a range of Reynolds numbers
and Prandtl numbers in order to evaluate the effect of the symmetry-breaking insta-
bility. The validation presented in table 4.3 provided confidence in the simulations
and also enables an insight into the convective heat transfer in the thermal entrance
region within the cross-slot microchannel, where the Nusselt numbers (Nu) are higher
[125]. Therefore, we avoid the developed region where Nu becomes constant in our
calculation and focus on a region around the centre of the cross.
In figure 8.24, the instability can be seen to modify the mean Nusselt number and
exhibits a hysteretic behaviour. For Re > Rec, the cross-slot was more efficient than
a straight channel in terms of heat transfer, presenting significantly higher values of
mean Nusselt number (up to 2.4 times higher). The figure presents the ratio between
mean Nu for the cross-slot and for a straight channel with equivalent length (20d).
Under CWT conditions a strong dependency on Pr is apparent. With increasing
Pr the mean Nusselt number ratio between the cross-slot and a straight channel also
increases, consequently enhancing the heat transfer for all Re > Rec. In figure 8.25,
a heat transfer correlation is proposed for the enhancement of the cross-slot over a
straight channel as a function of RePrn. For n = 0.084, the curves for different Pr
broadly collapse such that,
N¯ucross
N¯ustraight
= 0.014RePr0.084 + 0.43 for Re > 40. (8.1)
Figure 8.24: Variation of the ratio between mean Nusselt number for the cross-slot and
straight channel for increasing and decreasing Reynolds numbers under constant wall
temperature (CWT ) boundary condition.
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Figure 8.25: Mean Nusselt number ratio as a function of the product of Re and Prn.
In the correlation shown, n = 0.084.
8.4 Summary
In summary, the heat transfer characteristics of a microfluidic cross-slot device were
investigated through experimental measurements and numerical simulations. The par-
ticular focus was to assess the potential to enhance the heat transfer performance of
such devices using an instability (a subcritical pitchfork bifurcation at this aspect ra-
tio) that creates an axially-oriented spiral vortex down the outlet arms. One of the
primary potential applications of such microfluidic devices is active cooling of elec-
tronic devices (such as microprocessors). It is therefore of great interest to characterise
the enhancement in thermal performance provided by the mentioned flow instability.
Experimentally the walls of the device were approximately adiabatic and hot and
cold fluid streams were injected into the cross-slot through opposed inlets over a range of
Reynolds number from 3 to 80. Steady temperature distribution patterns were obtained
using a temperature-sensitive fluorescent dye. It was seen that when the Reynolds
number increases above a certain critical value (Re > 40), the temperature distribution
in the outlet arms becomes significantly more uniform, indicating an improved heat
transfer between the two streams caused by the spiral vortex.
Numerical simulations with boundary conditions matching the experiments agree
well with respect to the critical Re of the instability, although there are some differences
in the details of the captured temperature distributions, which can be attributed to the
limitations of the experimental imaging technique. As expected, a hysteretic behaviour
was observed in the simulations, which was absent from the experiments, and showed
the existence of a solution branch on which the instability was delayed until Re = 53
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(similar to the isothermal study of Haward et al. [40]). These simulations suggest that
the enhancement of heat transfer increases with increasing Re, although for long outlet
channels (in which the vortex has decayed) the picture is less clear and the data for
Re > 70 exhibits a complex behaviour. However, the asymmetric flow field beyond
the instability always exhibits an enhancement of the heat transfer compared to the
symmetric flow.
Constant wall temperature (CWT ) boundary conditions could be applied to the
simulations (although not the experiments), which enabled the calculation of a Nusselt
number. Under these conditions, the instability provides good enhancement of the
heat transfer for all asymmetric cases. The critical Re does not depend on Pr, but the
magnitude of the heat transfer enhancement is a function of Pr, which can be broadly
accommodated using a simple correlation of the form Re.Prn.
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Chapter 9
Conclusions and future
recommendations
9.1 Inertial instabilities
• Inertial flow instabilities in a wide gap (g = 5H) mixing-separating
microfluidic device
The results from numerical simulations and epifluorescence microscopy show that
the flow in a wide gap mixing-separating (5H) device under Stokes flow (Re ≈ 1)
produces a tilted fluid interface at its central gap when two opposed streams
collide at a stagnation point. A significant part of the flow curves around the sep-
arating walls and reverses its direction. With increasing Re, the two-dimensional
(2D) flow interface inclines and approaches the vertical, increasing the amount of
reverse flow. At Re = 30, the fluid motion becomes three-dimensional (3D), and
a vortex appears at the centre of the mixing-separating cell, although, the flow
remains steady.
By continually increasing Re, the vortex divides into a pair of co-rotational sym-
metric vortices. Consequently, the core of the two vortices separates. Notable,
the flow remains steady, the vortex structure does not change in time for a fixed
value of a Reynolds number, and no additional pressure loss due to the gap could
be noticed; even after the onset of the instability (Re > 30), the flow behaved
like in straight square cross-section ducts. Most importantly, we show for this
complex flow the importance of understanding flow stability conditions. The λci
approach allows us to predict vortex formation and transitions numerically, and
the 3D numerical simulations and the experimental flow visualisations show a first
qualitative and quantitative agreement. We noticed that this instability preserve
the flow symmetry in the flow field.
• Effects of varying the gap size in mixing-separating device
The systematic performed numerical simulations have improved our understand-
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ing of the mechanisms underlying in the flow instabilities encountered in this
device. A numerical investigation of the flow in mixing-separating (H-geometry)
microfluidic devices with gap sizes, g = 2H, 2.61H, 3.86H, and 5H has demon-
strated that two different inertial instabilities are possible at low Reynolds num-
bers in the steady flow regime. Which of the two instabilities occurs is primarily
dependent on the size of the gap as well as the Reynolds number (Re). The two
different instability growth parameters, (λci and wmax/Ub), have respectively de-
tected the onset and growth of the swirling motion for different gap size and the
evolution of a so-called engulfment regime, or cross-slot like instability. The de-
vices with large gaps (g = 3.86H and g = 5H) favour the onset of a vortical flow
instability in the y-z plane, which we have detected and quantified using swirling
strength (λciH/µ). This instability is seen to be supercritical as its growth fol-
lows a square-root close to the onset and no hysteresis is apparent. The Re at
which the onset first occurs increases as the gap size is increased, but only slightly
(Rec = 26, for g = 3.86H and Rec = 29 for g = 5H).
This instability also occurs at g = 2.61H, but with this gap size a second in-
stability occurs at somewhat higher Re (first instability at Re = 23, second at
Re = 84). The second instability is seen in the transverse velocity component
(wmax/Ub is used as a bifurcation parameter) and breaks reflectional symmetries
similar to a cross-slot device. It too is supercritical as it also follows a square-root
close to the onset and is not hysteretic. At the smallest gap size tested (g = 2H)
only the wmax instability occurs (at Re = 51) and λci is zero for all Re tested.
This instability is very similar to the cross-slot engulfment instability, and a spiral
vortex is formed just like in the cross-slot flow.
• Angle variation in the mixing-separating cell
The numerical investigation has improved our understanding of the mechanisms
underlying in this flow instability variation. By varying the angle between the
inlet and outlet arms, the instability parameter (wmax/Ub) have confirmed the
instability change from subcritical pitchfork in a 90◦ angle geometry (cross-slot)
to supercritical in a 60◦ angle without hysteresis. After the instability onset,
the transverse flow field at the central plane breaks its symmetry, and wmax/Ub
increases following a square root function when Re−Rec)/Rec << 1.
Although there is some previous work on the effect of the angle α (albeit for
circular cross-section channels)[26], the results demonstrate that the engulfment
instability seen in the cross-slot is not wholly dependent on the specific angle
at which the two streams collide. It only confirms that the size of the gap is a
more critical parameter (as this instability does not appear at large gap sizes) as
the engulfment instability indeed occur if the gap is small. The current chapter
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indicates that the gap size is of primary importance in determining which insta-
bility occurs. As α and gap size are geometrically dependent upon each other
(i.e. if α is changed, the gap size is changed as a result of the new angle [26]),
isolating the effect of α and gap size is non-trivial. Therefore our results for the
mixing-separating device are useful for reference cases as we can vary the gap size
without changing the angle α (which is a particular quirk of the H-geometry).
Comparing the X-shaped geometries to the similar gap size mixing-separating
devices, we confirmed that the engulfment instability seen in the cross-slot is not
wholly dependent on the specific angle at which the two streams collide. The
results have confirmed that the size of the gap is a more important parameter (as
this instability does not appear at large gap sizes) as the engulfment instability
indeed occur if the gap was small. The symmetric transverse velocity flow field at
the central plane restricted the use of the instability parameter wmax/Ub for wide
gap size geometries (30◦,g = 3.86). Moreover, along the outlet channels, the flow
field demonstrates that can it restore the developed state showing a parabolic
velocity distribution in a small channel length when changing the angle α (i.e.
from 60◦ to 30◦) due to the different instability present (engulfment instability
or swirling flow). These findings could be beneficial depending upon the desired
application.
• Heat transfer enhancement in a cross-slot microfluidic device
In this study, the heat transfer characteristics of a microfluidic cross-slot device
were investigated through numerical simulations and compared to existing ex-
periments. The particular focus was to assess the potential to enhance the heat
transfer performance of such devices using an instability (a subcritical pitchfork
bifurcation at this aspect ratio) that creates an axially-oriented spiral vortex down
the outlet arms. One of the primary potential applications of such microfluidic
devices is active cooling of electronic devices (such as microprocessors). It is
therefore of great interest to characterise the enhancement in thermal perfor-
mance provided by the mentioned flow instability.
Numerical simulations with boundary conditions matching the experiments agree
well concerning the critical Re of the instability, although there are some dif-
ferences in the details of the captured temperature distributions, which can be
attributed to the limitations of the experimental imaging technique. As expected,
a hysteretic behaviour was observed in the simulations, which was absent from
the experiments, and showed the existence of a solution branch on which the
instability was delayed until Re = 53 (similar to the isothermal study of Haward
et al. [40]). These simulations suggest that the enhancement of heat transfer in-
creases with increasing Re, although for long outlet channels (in which the vortex
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has decayed) the picture is less clear and the data for Re > 70 exhibits a com-
plex behaviour. However, the asymmetric flow field beyond the instability always
exhibits enhancement of the heat transfer compared to the symmetric flow.
Constant wall temperature (CWT ) boundary conditions could be applied to the
simulations (although not the experiments), which enabled the calculation of a
Nusselt number. Under these conditions, the instability provides good enhance-
ment of the heat transfer for all asymmetric cases. The critical Re does not
depend on Pr, but the magnitude of the heat transfer enhancement is a function
of Pr, which can be broadly accommodated using a simple correlation of the form
Re.Prn.
9.2 Elastic instabilities
• Elastic instabilities in a mixing-separating device
Complementary experiments providing flow visualisations in a mixing-separating
device using a so-called Boger fluid, we were able to show the viscoelastic stag-
nation point flow in a steady-state condition. Additionally, with increasing Wi,
the flow becomes time-dependent. At around Wi = 2, the steady-state solution
loses stability, and a periodic flow takes place in the mixing-separating cell. Flow
is characterised by time-dependent fluctuations, specifically, alternating positive
and negative deviations of the proposed N(t) parameter from the steady-state in
the stagnation point.
Although we present an investigation of the time-dependent behaviour of this
instability after bifurcation, the nature of these oscillatory events is yet unclear.
How these events are triggered and what roles they play in the elastic instability
processes will be necessary for further understanding the applicability in poly-
meric solutions. Therefore, as we believe that this instability could be helpful for
various microfluidic applications, we will propose some further investigation later
in this chapter.
9.3 Overall conclusions
• Inertial instabilities in mixing-separating microfluidic device
The work provides a greater understanding of the instabilities in these mixing-
separating microfluidic devices through the characterisation of the flow over a
range of Re for several gap sizes. In particular, the strong dependence of the
instability on gap size is revealed. The similarity of the instability in the small gap
size H-geometry to the more extensively studied cross-slot brings into question
the importance of the geometrical arrangement in these devices as a very similar
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flow can be achieved with the inlet arms parallel or perpendicular to the outlet
arms. This perhaps indicates a route to designing more compact devices. In any
case, we provide a database that highlights the importance of gap size in the
design of such devices and provides information regarding the onset Re of two
types of inertial instabilities over a range of gap sizes which are viable choices
for microfluidic applications. Moreover, the ability to engineer fluid flows by
changing the geometry angle introduces a new useful capability that could lead to
better decisions when selecting the ideal microfluidic device, and also potentially
beneficial in a variety of other applications.
• Heat transfer enhancement in a cross-slot device
The investigation has confirmed the potential of this purely-inertial instability to
enhance the heat transfer at the micro-scale, provided a Reynolds number greater
than 40 can be reached. The effect is particularly useful for achieving a high level
of heat transfer in a short channel length, which has clear benefits in microfluidic
devices.
• Elastic instabilities in a mixing-separating microfluidic device
The greater understanding and characterisation of the flow before and after
symmetry-breaking, in both Newtonian and viscoelastic fluids, help predict the
formation of an instability. Thus, depending on the desired application, the
correct choice of the geometry and fluid will lead to a desired and controlled
instability mechanism.
9.4 Future Work
This thesis has provided a significant contribution to the understanding of inertial and
elastic instabilities in the micro-scale geometries. Although there are still some areas
that require further investigation.
• Dynamics of viscoelastic flow in the mixing-separating device
Our study on viscoelastic flows within the mixing-separating device raises more
questions than it answers. Although it does not provide a complete mechanism
for the elastic instabilities in the geometry, nor does it offer a clear explanation
of the flow transition, a new direction has been pointed to understand the regime
of high Wi viscoelastic instability. In particular, the oscillatory fluctuations pro-
vides an important clue that might lead to the eventual revelation of the nature
of this instability. Further knowledge is needed about this newly-recognised bi-
furcation: understanding its nature and its connection with the Hopf bifurcation
(supercritical instability) is the most crucial task in the future.
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With the current experimental method and data, the short-term plan is to quan-
tify the differences between these data and numerical simulations. Results on
oscillatory behaviour of the instability (Wi > Wic) discussed in Chapter 7 is
based on a typical example, although other instances should be examined to en-
sure that those observations are not specific to the selected set of data, more
general analysis on the flow and polymer relaxation time should be performed.
As reviewed in chapter 2, the amount of reverse flow depends on the gap size and
Deborah number, and the creeping flow of UCM fluids exhibited an interesting
bifurcation pattern, which depends on the gap width. Afonso et al. [27] indi-
cate that for intermediate gap widths, a steady bi-stable bifurcation pattern is
observed. Two different flow configurations appear at very close Deborah num-
bers, which made the flow to oscillate periodically. Although qualitative, we have
shown a smooth dependence of the instability on Wi. To test these dependencies
(Wi and gap size), one needs to effectively divide the investigation into the two
categories: gap variation and Wi variation.
• Dynamics of viscoelastic flow in the X-shaped device
In chapter 6, we demonstrate that the angle α and gap size are geometrically
dependent upon each other. If α is changed, the gap size is changed as a result
of the new angle. Therefore, the gap size is very important, and any change in
other aspects of the geometry (e.i.: the angle α) affects the gap size. Therefore, by
taking into account the constraints in the gap size when varying α, to complement
our investigations on the effects of these changes on the inertial instabilities, one
needs to compare the X-shaped geometries with the particular gap size mixing-
separating devices when using viscoelastic fluids.
From a nonlinear dynamics point of view, the distinct separation of the influence
of the gap size and the angle α suggests modification on the elastic instability. In
the Newtonian instability, we saw that the gap size changes combined to the angle
α changes could modify the instability. Consequently, the different scenarios are
shown.
• Delay of symmetry-breaking instability in cross-slot geometries using
a passive flow-control mechanism
In viscoelastic fluid flow, the cross-slot stagnation point flow is one of the bench-
mark problems in fluid mechanics as it allows large strains to develop and can,
therefore, be used for extensional rheometry. In such a flow, beyond a critical
value in which the ratio of inertia force to viscous force is high enough, inertia can
break the symmetry. Another form of symmetry-breaking has also been observed
for purely-elastic cases in creeping flow regimes, which is perhaps an unwanted
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phenomenon if used as a rheometer. In one very recent work, a passive con-
trol mechanism is introduced by adding a cylinder at the geometric centre of the
cross-slot geometry to replace the free stagnation point with ”pinned” stagnation
points at the surface of the cylinder. In the current modified geometry, effects of
the blockage ratio (the ratio of diameter of the cylinder to the width of the chan-
nel), the Weissenberg number (the ratio of the elastic forces to viscous forces) and
extensibility parameter (e) are investigated in 2D numerical simulations using a
simplified Phan-Thien and Tanner model. It is shown that the blockage ratio
for fixed solvent-to-total viscosity ratio has a stabilising effect on the associated
symmetry-breaking instability.
Further results show that the Weissenberg number and e parameter have a desta-
bilising and stabilising effect, respectively. Numerical simulations supported by
experimental results show that the suggested modifications, replacing the free
stagnation point with pinned stagnation points, can change the supercritical na-
ture of the instability in the cross-slot geometry (see figure 9.1 for details of the
experimental rig used). The investigation also suggests that the proposed geom-
etry modification can be an effective approach to reach a higher flow rate while
retaining steady symmetric flow in a cross-slot.
Although the results have been published, further knowledge is needed about this
newly-recognised delay of symmetry-breaking instability in cross-slot geometries
when considering the inertial instabilities (Newtonian fluid).
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Figure 9.1: (a) A scheme illustrating the experimental apparatus of a microfluidic cross-
slot device allowed for direct observation of the x-y plane at z = 0 and the characteristic
channel dimensions (H = W = 500µm; g = 5H = 2.5mm; a = H/5 = 100µm). The
origin is placed at the geometric centre of the device gap (g). The rig is mounted on an
inverted microscope fitted with a filter cube. A pulsed Nd:YAG laser is used to excite
the dyed fluid, and a CCD camera enables to capture the instability formation [notes:
1-not to scale; 2-camera FOV (field of view): 3.2mm x 2.4mm]. (b) The exploded
view of the prototype microfluidic device rig. The channels were micro-machined in
brass and encased in polyoxymethylene. A 6.5mm thick upper wall fabricated from
borosilicate glass to obtain a sealed condition while allowing the flow structure to be
visualised. (c) Photograph illustrating the experimental rig set-up assembled.
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Appendix A
Supplemental material
This appendix provides the internet link for the direct access to the supplemental ma-
terial (videos) of viscoelastic flows in the mixing-separating geometry, used in chapter
7 of this thesis.
links: https://www.dropbox.com/sh/bcwul65fz2x37lq/AABdADUyBmPOigmoetl41z5ga?
dl=0 or www.cercatrova-research.com
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Appendix B
Symmetries
Figure B.1 shows the analysis of the flow symmetries for the x-y plane with increasing
Re. It clearly depicts that reflection symmetry breaks with inertia.
In a 5H gap size under creeping flow (Re ≤ 1), the velocity field is symmetric,
although, it becomes reflectional asymmetric when inertia is triggered with increasing
Reynolds number (see figure B.2). Figure B.1 shows that the growth of the asymmetry
parameter was practically linear with increasing the Re. The results indicate that a
different bifurcation parameter should be applied to complement the investigations.
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Figure B.1: Symmetry analysis at the x-y plane with increasing Re. The results show
that the inertial effects breaks reflectional symmetry in the flow field.
Figure B.2: Normalised velocity magnitude at the x-y plane for different Reynolds
number.
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Appendix C
Transverse velocity bifurcation
parameter wmax/Ub
Figure C.1 shows the evolution of the parameter wmax/Ub for different gap sizes in
mixing-separating cell with increasing Reynolds number.
Figure C.1: The wmax/Ub parameter applied at the x-y plane for different gaps with
increasing Re.
Figure C.2 shows the evolution of the parameter wmax/Ub for in a cross-slot geom-
etry with increasing Reynolds number.
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Figure C.2: Enlarged schematic diagram of the cross-slot micro-geometry depicting the
inlet plane of the outlet arm and the transverse velocity profiles along the centreline of
this plane with increasing and decreasing Reynolds number.
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