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Receiver operating characteristic (ROC) curves are frequently used in biomedical informatics research to evaluate classiﬁcation
and prediction models for decision support, diagnosis, and prognosis. ROC analysis investigates the accuracy of a models ability to
separate positive from negative cases (such as predicting the presence or absence of disease), and the results are independent of the
prevalence of positive cases in the study population. It is especially useful in evaluating predictive models or other tests that produce
output values over a continuous range, since it captures the trade-oﬀ between sensitivity and speciﬁcity over that range. There are
many ways to conduct an ROC analysis. The best approach depends on the experiment; an inappropriate approach can easily lead
to incorrect conclusions. In this article, we review the basic concepts of ROC analysis, illustrate their use with sample calculations,
make recommendations drawn from the literature, and list readily available software.
 2005 Elsevier Inc. All rights reserved.
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Receiver operating characteristic (ROC) curves are
frequently used in biomedical informatics research to
evaluate computational models for decision support,
diagnosis, and prognosis. There are a number of reviews
describing the proper use of ROC curves in statistical
and medical disciplines [1–4]. ROC analysis is complex,
however, with no single analytic approach that is uni-
formly appropriate in all situations. Rather, the ques-
tions of which index to use, how to calculate it, how
to estimate its variance and conﬁdence bounds, and
how to predict the sample size needed for a proposed
experiment all depend on the speciﬁc application. In this1532-0464/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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analysis relevant to biomedical informatics research.
For those interested in this literature, the recent text-
books by Pepe [5] or Zhou et al. [6] cover many of these
topics at a level of detail suitable for practicing
biostatisticians.2. Background
A basic classiﬁcation tool in medicine is the binary
test (also called a discrete classiﬁer), which yields two
discrete results (such as positive and negative), to infer
an unknown, such as whether a disease is present or ab-
sent. We can also think of the test as a (possibly imper-
fect) means to separate a population into two subsets
one where the disease is present, and one where it is
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using measures of sensitivity SN and speciﬁcity SP,
where
SN ¼ TP
TP þ FN ; ð1Þ
SP ¼ TN
TN þ FP ; ð2Þand TP, TN, FP, and FN are the counts of true posi-
tives, true negatives, false positives, and false negatives,
respectively, when the test is applied to a large popula-
tion. Note that sensitivity depends only on measure-
ments of diseased subjects (TP and FN), and
speciﬁcity only on healthy subjects (TN and FP), so nei-
ther one depends on the prevalence of disease in the test
population. For this reason, they are popular measures
of test accuracy.
In contrast to a binary test, a continuous test or clas-
siﬁer does not produce discrete results of positive or neg-
ative. Instead, it produces a numeric value on a
continuous scale. Without loss of generality, we assume
higher values indicate a higher likelihood of disease. To
convert an output value to a binary label, we must
choose a threshold and compare the output value to that
threshold, calling it positive if the value exceeds the
threshold, and negative otherwise. Choosing a high
threshold produces a low likelihood of a false positive
result (with a consequent high speciﬁcity), and a high
likelihood of a false negative result (with a consequent
low sensitivity). Choosing a low threshold gives the
opposite results.
Fig. 1 illustrates a hypothetical continuous test,
showing the distributions of results from diseased and
healthy populations. A threshold of 0.5 is selected,
resulting in a sensitivity of 0.84 and a speciﬁcity ofFig. 1. Distributions of results for a hypothetical continuous diagnos-
tic test on both healthy and diseased populations. A threshold must be
chosen to convert the continuous test to a binary test, and the choice of
threshold deﬁnes a particular sensitivity and speciﬁcity.0.69. A diﬀerent threshold would result in a diﬀerent
sensitivity and speciﬁcity. This ﬁgure also illustrates
the notion that sensitivity depends only on the diseased
population and speciﬁcity only on the healthy
population.
Ordinal rating tests fall between continuous and bin-
ary. These tests produce results from a limited but or-
dered set of possible outcomes. A common example is
a test in which a person is asked to classify items into
a category chosen from a relatively small ordered set,
such as 1, deﬁnitely normal; 2, probably normal; 3,
equivocal; 4, probably abnormal; 5, deﬁnitely abnormal.
On such a ﬁve-point rating scale, there are six possible
thresholds to choose from if we wish to convert the out-
put to a binary label, and the sensitivity/speciﬁcity
trade-oﬀ is the same as with continuous tests.
For continuous and ordinal tests, therefore, there is
no particular value of sensitivity or speciﬁcity that char-
acterizes the overall accuracy of the test, but rather an
entire range of values that vary depending on what we
use as the threshold for discretizing the test result. The
ROC curve captures in a single graph the trade-oﬀ be-
tween a tests sensitivity and speciﬁcity over its entire
range [7].
The ROC curve plots SN vs. (1  SP) of a test as the
threshold varies over its entire range. Each data point on
the plot represents a particular setting of the threshold,
and each threshold setting deﬁnes a particular set of TP,
FP, TN and FN counts, and consequently a particular
pair of SN and (1  SP) values. In Table 1, hypothetical
data representing the results of a 2-h oral glucose toler-
ance test (OGTT) are presented. The measured plasma
glucose values are represented in rows that are sorted
in ascending order and subsequently separated into
two columns that represent whether the patient was
healthy or diseased (in this case, diabetic).
To generate the ROC curve, we consider a threshold
(horizontal line) between every neighboring pair of mea-
sured values. We add an empty row to the top of the ta-
ble to account for the case in which the threshold is
lower than the smallest measured value. We then calcu-
late the set of TP, TN, FP, and FN counts deﬁned by
each threshold. Finally, we calculate the values of SN
and 1  SP for each set of counts. In Table 1, each
row displays the results calculated for a threshold placed
between that row and the row below it. All measured
values above that row in the table (which are less than
the threshold) are considered negative test results, and
all measured values below that row in the table (which
are greater than or equal to the threshold) are consid-
ered positive results.
The count of true positives is the number of positive
results that lie in the diseased column, and the count of
false positives is the number of positive results that lie in
the healthy column. Similarly, the count of true nega-
tives is the number of negative results in the healthy col-
Table 1
Hypothetical data for a 2-h OGTT and their ROC values
2-h plasma glucose (mmol/L) Threshold-dependent values*
Healthy Diseased TP TN FP FN 1  SP SN
10 0 10 0 1.00 1.00
4.86 10 1 9 0 0.90 1.00
5.69 10 2 8 0 0.80 1.00
6.01 10 3 7 0 0.70 1.00
6.06 10 4 6 0 0.60 1.00
6.27 10 5 5 0 0.50 1.00
6.37 10 6 4 0 0.40 1.00
6.55 10 7 3 0 0.30 1.00
7.29 7.29 9 8 2 1 0.20 0.90
7.82 9 9 1 1 0.10 0.90
9.22 8 9 1 2 0.10 0.80
9.79 7 9 1 3 0.10 0.70
11.28 6 9 1 4 0.10 0.60
11.83 5 9 1 5 0.10 0.50
12.06 5 10 0 5 0.00 0.50
18.48 4 10 0 6 0.00 0.40
18.50 3 10 0 7 0.00 0.30
20.49 2 10 0 8 0.00 0.20
22.66 1 10 0 9 0.00 0.10
26.01 0 10 0 10 0.00 0.00
* The values for TP, TN, FP, FN, 1  SP, and SN on a given line are calculated assuming a threshold that gives a negative prediction for all values
in and above that line, and a positive prediction for all values below the line.
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negatives that lie in the diseased column.
The values of SN and (1  SP) are plotted in Fig. 2,
with each point on the plot representing a line in Table
1. Overlaid on these points is their estimated ROC
curve. The true ROC curve for any test is a continuous
function that can only be estimated from the data, in the
same sense that a continuous probability distributionFig. 2. The ROC curve plotted from the data in Table 1. The data are
plotted as circles, with the solid line indicating an ROC curve
suggested by the data.can only be estimated from a ﬁnite number of points
sampled from that distribution. The problem of estimat-
ing a tests ROC curve from a ﬁnite set of measured data
will be addressed in Section 3.
A curve for a test with perfect accuracy would run
vertically from the point (0,0) to the point (0,1) and
then horizontally to (1,1) at the top right of the graph.
A curve for a test that performed no better than random
guessing would run diagonally from (0,0) to (1,1).
Curves from real tests typically lie between these two ex-
tremes, in the upper left of the plot. If a test produces a
curve that lies in the lower right, it means the test is
incorrect more often than it is correct. The test could
be improved by reversing its labels for positive and neg-
ative, which would reﬂect the ROC curve about the
diagonal into the upper left of the plot. Any curve that
lies completely above and to the left of another curve
represents better test performance.
In this review, we will emphasize curves generated
from continuous data since that is how most classiﬁers
work in biomedical informatics. For a review focusing
on ordinal data, see [3]. Beyond the simple diagnostic
test, any system that attempts to separate two popula-
tions on the basis of an ordinal or continuous variable
is amenable to ROC analysis. Recent examples of con-
tinuous classiﬁers evaluated using ROC curves include
statistical models for retrieving highly useful clinical
articles [8], radiology reports that suggest pneumonia
[9] and radiology reports suggesting anthrax [10]. These
models all produce a score on a continuous scale indicat-
ing how well a given document ﬁts the desired category.
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mic patterns to predict malignancy [11], and a cardiac
diagnostic program [12]. To simplify the discussion in
this review, we will continue to use our hypothetical sim-
ple diagnostic test as the paradigm for continuous
classiﬁers.Table 2
Hypothetical data for a 2-h OGTT and the calculation of their AU^C
2-h plasma glucose (mmol/L) Partial sums
hj di
PnD
i¼1Cðdi; hjÞ
PnH
j¼1Cðdi; hjÞ
4.86 10
5.69 10
6.01 10
6.06 10
6.27 10
6.37 10
6.55 10
7.29 7.29 9.5 7.5
7.82 9
9.22 9
9.79 9
11.28 9
11.83 9
12.06 5
18.48 10
18.50 10
20.49 10
22.66 10
26.01 10
AU^C ¼ column total=nDnH 0.935 0.9353. ROC indices of accuracy
While ROC curves themselves are useful in assessing
a test, we often desire a single index to summarize the
accuracy of a test. Several diﬀerent indices of ROC
curves can be calculated, with the most common ones
described below.
3.1. Area under the curve
The full area under the ROC curve (AUC) is the most
commonly used ROC index [13]. Conceptually, it has
several interpretations: (1) the probability that the test
will produce a value for a randomly chosen diseased
subject that is greater than the value for a randomly
chosen healthy subject [14], (2) the average sensitivity
for all values of speciﬁcity [4], and (3) the average spec-
iﬁcity for all values of sensitivity [4]. A perfect test has
an AUC of 1.0, whereas random chance gives an AUC
of 0.5.
In trying to calculate the AUC from test data, we
encounter the problem of inferring the true ROC curve
based on a ﬁnite sample of data. This problem is analo-
gous to inferring a continuous statistical distribution
based on a ﬁnite dataset. There are many approaches
to making this inference, but we will focus on those
more commonly used. A summary of recommendations
on when to use each method is given in Table 3.
3.1.1. Nonparametric methods
The empirical method. We can approximate the ROC
curve by simply connecting the data points (SN, 1  SP)
the straight lines, and then calculating the estimated
area AU^C using the trapezoidal rule. This is referred
to as the empirical or nonparametric method, and the
estimated AU^C calculated in this way has been shown
[14] to be equivalent to the Mann–Whitney U statistic
normalized by the number of possible pairings of dis-
eased and healthy values. It is also known as the two-
sample Wilcoxon rank-sum statistic and the c-index [15].
If we let d1, d2, . . . ,dnD be the test values for nD dis-
eased subjects, and h1, h2, . . .hnH be the test values for
nH healthy subjects, and deﬁne a comparison function
C(di,hj) where
Cðdi; hjÞ ¼
1 if di > hj;
0:5 if di ¼ hj;
0 if di < hj;
8><
>: ð3Þthen the estimated area is the average value of the com-
parison function for all possible pairs of diseased vs.
non-diseased subjects, or
AU^C ¼ 1
nDnH
XnD
i¼1
XnH
j¼1
Cðdi; hjÞ: ð4Þ
Its value can be computed eﬃciently if the ds and hs
are separated and sorted as shown in Table 2. This ta-
ble presents the data from Table 1 and lists the partial
sums required for the calculation of the AU^C via Eq.
(4) The numbers in the third column are the results
of the comparison function C(di,hj) for a particular
healthy value summed over all diseased values, and
the numbers in the fourth column are the results of
C(di,hj) for a particular diseased value summed over
all healthy values. The value of 7.5 in the fourth col-
umn, for example, comes from the fact that the dis-
eased value of 7.29 is greater than seven healthy
values, tied with one healthy value, and less than two
healthy values. This gives a sum for that cell of
7(1) + 1(0.5) + 2(0) = 7.5. The normalized total of the
values in the third or fourth column is equal to the
AU^C. It does not matter which column total we use
as the area estimate since the two should be equal.
Compared to the other methods presented below, the
empirical method has both strengths and weaknesses. It
has the advantage of imposing no structural assump-
tions on the data, and is therefore widely applicable.
Additionally, its equivalence to other statistics allows
us to apply knowledge about those statistics to ROC
analysis (such as when calculating conﬁdence intervals,
Table 3
Summary of recommendations on methods for calculating the AU^C for continuous data
If the two distributions are poorly separated (AU^C expected to be <0.80) and at least one of the two distributions is suspected to be strongly bimodal
or of greater complexity, then use either the empirical method (simpler) or the kernel density method (slightly more accurate).
If the two distributions are well separated (AU^C expected to be >0.80) or neither distribution is suspected to be strongly bimodal, then use either the
empirical method or the binormal method. If, in addition, the nD and nH are both moderate to small (<100), then the binormal method is likely to give
tighter asymptotic conﬁdence bounds. If nD and nH are large (>100), then the decision between empirical and binormal methods can be made on the
basis of convenience.
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cal method is that its AU^C is biased downward if there
are only a few points on the curve [2,14]. Since all meth-
ods come with similar trade-oﬀs, it is not always clear
which method will give the best estimate in a given
situation.
To address this problem, Faraggi and Reiser [16] con-
ducted Monte Carlo simulations to determine which
methods reported the most accurate AUC estimate with
a given combination of distribution shape, sample size
(nD = nH = 20 vs. nD = nH = 100), and separation of
populations (i.e., whether the AU^C was low, moderate,
or high). They found that no single method produced
the best estimate under all conditions. But they found
that whichever method produced the best estimate in a
particular case, the empirical method usually came in a
close second. Speciﬁcally, they found that the root mean
standard error (RMSE) of the empirical estimate usually
diﬀered from the RMSE of the best estimate in only the
third decimal place of the AUC, regardless of distribu-
tion shape or sample size. This ﬁnding supports the
use of the empirical method as a robust method for con-
tinuous data when diseased and healthy population sizes
are at least 20. In many situations, another method may
produce a better estimate, but the improvement is likely
to be very small.
Conﬁdence intervals can be calculated non-paramet-
rically for the AU^C and for the diﬀerence of AU^Cs when
comparing two curves [17]. They can be constructed in a
number of ways. DeLong et al. [17] have proposed the
nonparametric asymptotic method which, like the empir-
ical method for calculating the AU^C, makes no paramet-
ric assumptions of the data (Hanley and Hajian-Tilaki
[18] have given an implementation-friendly description
of it). The method works by transforming each test va-
lue to a placement value. The placement value for a mea-
surement from the diseased population is its percentile
among the values of the healthy population. Thus, if a
diseased value di is greater than 80% of the healthy val-
ues, then its placement value VDi is 0.80. Similarly, each
measurement from the healthy population gives rise to a
placement value which corresponds to 1 minus its per-
centile in the diseased population. So if a healthy value
hj is greater than 80% of the diseased values, its place-
ment VHj would be 0.20. The variance of the AUC esti-
mate is then the weighted average of the variance of
healthy and diseased placements:var½AU^C ¼ var½V H
nH
þ var½V D
nD
: ð5Þ
To compare two ROC curves generated by two diﬀerent
tests administered to the same subjects, we calculate the
diﬀerence between the areas, and the variance of that
diﬀerence. These curves will be partially correlated,
and the variance of the diﬀerence in area must take into
account that correlation. This is done using a covariance
term that is the weighted average of the covariance of
healthy and diseased placements, or
cov½AU^CA;AU^CB ¼ cov½V HA;V HBnH þ
cov½V DA;V DB
nD
¼ 1
nH
1
nH1
XnH
j¼1
V HAjV HBj V HA V HB
 !
þ 1
nD
1
nD1
XnD
i¼1
V DAiV DBi V DA V DB
 !
;
ð6Þ
where VHAj is the placement of healthy subject j using
test A. Using this covariance term, the variance of the
diﬀerence in areas is then
var½AU^CA  AU^CB ¼ var½AU^CA þ var½AU^CB
 2cov½AU^CA;AU^CB: ð7Þ
Accumetrics AccuROC software [19,37] implements the
empirical method for estimating the AUC and compar-
ing correlated curves.
Alternative methods for calculating conﬁdence inter-
vals of empirical estimates use resampling techniques,
which we describe in Section 3.1.3.
Smoothed-curvemethods. A trueROC curve is smooth,
but because the empirical method connects the ROC
points with straight line segments, the estimated curve is
jagged. Therefore, we may improve our estimate of the
true curve by simply smoothing the empirical curve with-
out imposing any parametric assumptions on the data.
One approach is to smooth the histograms that give
rise to the curves [20]. We smooth a histogram by plac-
ing a kernel density function at the location of each data
point along the horizontal axis and summing the func-
tions. The horizontal scaling of the kernel controls the
degree of smoothing, and is speciﬁed by a bandwidth
parameter h. The area under each kernel function is
1/n, so the summed area is always unity. The estimated
smooth histogram is called the kernel estimate f^ ðÞ. If
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/ as the kernel function and bandwidth parameter hD to
smooth a distribution of diseased data, the kernel esti-
mate f^ ðdÞ for that distribution becomes
f^ ðdÞ ¼ 1
nDhD
XnD
i¼1
/
d  di
hD
 
: ð8Þ
The smoothed-kernel estimate for the healthy data f^ ðhÞ
would be calculated the same way, using its own nH and
bandwidth parameter hH. The choice of kernel function
and bandwidth parameter has been studied in depth in
[20] and [21].
The advantage of this method is that it produces a
smooth curve, free from parametric assumptions, that
can ﬁt arbitrarily complex distributions. Nonparametric
conﬁdence intervals can also be calculated with this
method although they are usually wider than those cal-
culated parametrically. The main disadvantage of the
kernel smoothing method is that it is unreliable near
the extremes of the ROC curve or when the histograms
are close to zero.
Faraggi and Reiser [16] found that smoothed-curve
methods outperformed the competing methods dis-
cussed here when the diseased and/or healthy distribu-
tion was a bimodal mixture and the two were poorly
separated. The empirical method comes in a close sec-
ond in performance.
3.1.2. Parametric methods
For ordinal rating tests, there are generally a small
number of points along the ROC curve. In the example
above with a set of ﬁve possible output values, there
would be only six points on the ROC curve regardless
of the size of the data set. The downward bias in the
non-parametric estimate of the AUC in these instances
is likely to be quite large. Using parametric methods
to estimate the true ROC curve can reduce the estimated
error and increase the stastical power of the study, as
long as the modeling assumptions are valid. Since these
methods can be sensitive to the accuracy of the assump-
tions, we should carefully consider the trade-oﬀ between
the extra power and the validity of the assumptions.
The binormal method is the most common parametric
method. It assumes that there is a monotonic function
that will simultaneously transform both the diseased
and healthy data into normal distributions. An ROC
curve generated by a distribution that meets this criterion
can be completely speciﬁed by two parameters a and b,
where
a ¼ lD  lH
rH
and b ¼ rD
rH
: ð9Þ
The curve itself takes the form
SN ¼ Uðaþ bU1ð1 SPÞÞ; ð10Þ
and the AUC is calculated byAUC ¼ U aﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ b2
p
 !
; ð11Þ
where U is the standard normal cumulative distribution
function.
The estimated area AU^C is found by substituting the
sample means and standard deviations into Eq. (9) and
the resulting parameters into Eq. (11). If the data are not
transformable to binormal, then the estimate will con-
tain some error, which can be minimized by calculating
a and b using maximum likelihood estimation.
Fortunately, the binormal model is forgiving of
departures from its distributional assumptions. Faraggi
and Reisers simulations [16] demonstrated that the
binormal model performs similarly to the nonparamet-
ric method for most combinations of sample size, distri-
bution shape, and population separation. It performs
signiﬁcantly worse short, however, when the diseased
and/or healthy distribution is a bimodal mixture and
the two distributions are poorly separated. Hajian-Tila-
ki et al. [22] also found this method to perform compa-
rably to the nonparametric method in all cases studied,
although they did not consider a case as strongly bimo-
dal as Faraggi and Reiser. A rule of thumb might be
that the binormal method is appropriate for all but
poorly separated, complex distributions.
Parametric conﬁdence intervals can be found using
the method developed by Wieand et al. [23], where
var½AUC ¼ 1
nD þ nH
1
r2D þ r2H
r2H
nH
þ r
2
D
nD
 
þ AUC
2
2ðr2D þ r2HÞ2
r4H
nH  1þ
r4D
nD  1
 #
: ð12Þ
To estimate the variance of AU^C, we substitute AU^C
for AUC in Eq. (12) with the sample means and stan-
dard deviations as appropriate.
As in the nonparametric case, additional terms must
be calculated to compensate for covariance when com-
paring areas. If we let cH and cD be the covariances be-
tween tests A and B of the healthy and diseased values,
respectively, or
cH ¼ cov½HA;HB and cD ¼ cov½DA;DB ð13Þ
then the variance of the diﬀerence is
var½AUCA AUCB ¼ 1nD þ nH
1
rArB
cH
nH
þ cD
nD
 
þ 1
2
AUCA
rA
AUCB
rB
c2H
nH  1þ
c2D
nD  1
 
; ð14Þ
where r2A ¼ r2DA þ r2HA, and rDA and rHA are the stan-
dard deviation of the diseased and healthy values pro-
duced by test A. As above, to estimate variance of the
diﬀerence in area, we use the values of AU^C with sample
means, standard deviations, and covariances. The ROC-
KIT software [24,47] has long been in use for applying
Fig. 3. Estimated ROC curve ﬁtted by the binormal method overlaid
with the true binormal curve.
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use with continuous data.
Both the empirical and binormal methods are illus-
trated in Fig. 3. The data shown in the ﬁgure were sam-
pled from continuous independent distributions, with 30
healthy data points sampled from N (0,1) and 30 dis-
eased data points from N (1.5,1). An empirical curve
would directly connect the data points with straight
lines, whereas the binormal method estimates the solid
curve ﬁt to the data. The true theoretical curve is indi-
cated in dashed lines. The empirical method estimates
an AU^C ¼ 0:834 (95% CI [0.695, 0.973]), whereas the
binormal method estimates AU^C ¼ 0:831 (95% CI
[0.783, 0.885]). The true theoretical AUC is 0.856. As ex-
pected, the binormal and empirical methods estimate
nearly identical areas, but the binormal method esti-
mates much tighter conﬁdence bounds, increasing the
power of the analysis. The parametric estimate is pre-
ferred in this case because the data are from unimodal,
moderately separated distributions, and there are a rela-
tively low number of data points. If the distributions
were more complex or poorly separated, the parametric
bounds may give an inappropriately narrow range,
which could lead us to inappropriately reject the null
hypothesis of our experiment.
Of course, with only 30 data points from each popula-
tion, it can be diﬃcult to infer from the data alone how
complex the underlying distribution is. These cases re-
quire us to apply domain knowledge and good judgement
about the nature of the likely distribution. If the disease
has several subtypes, for example, then we may suspect
a multimodal distribution of the diseased population. If
there are other diseases that have some similar features
to what were testing for, then we may suspect the healthy
population to have a more complex distribution.With a larger sample size, the diﬀerence between the
two conﬁdence bound estimates decreases. Hajian-Tila-
ki and Hanley [25] compared the parametric and non-
parametric conﬁdence interval estimates, and found
that for nD = nH = 100, there is no signiﬁcant diﬀerence
between the two, even for nonbinormal data.
3.1.3. Resampling and other methods
The resampling methods are useful for calculating con-
ﬁdence intervals in extreme situations such as with a small
sample size or with highly complex or extreme distribu-
tions. These methods have the advantage of being widely
applicable, and can be used with both parametric and
nonparametric AUC estimates, as well as with indices
other than the AUC, when direct methods of estimating
conﬁdence bounds are unavailable or undesired.
The jackknife method [26] uses pseudovalues, which
are values that can be thought of as representing the
‘‘contribution’’ of a particular data point to the average.
An implementation-friendly description is available in
[18]. The pseudovalues have the same average as the ori-
ginal data, but they have the advantage of behaving like
independent identically distributed samples, so that the
standard methods of calculating variances and conﬁ-
dence bounds can be used with them. A pseudovalue
Pj, for a particular data point xj is calculated by taking
the weighted diﬀerence of the AU^C using all the data
and the AU^Cj generated with all but the point xj. More
precisely,
P j ¼ ðnD þ nHÞAU^C  ðnD þ nH  1ÞAU^Cj: ð15Þ
The variance of the AU^C is then simply
var½AU^C ¼ var½P 
nD þ nH ; ð16Þ
and the covariance between two correlated curves is gi-
ven by
cov½AU^Ca;AU^Cb ¼ cov½Pa; PbnD þ nH : ð17Þ
Comparison of correlated curves can then be done using
Eq. (7).
The LABMRMC software [26,47] uses the Jackknife
method with ANOVA techniques to compare multiple
correlated ROC curves.
Unlike other resampling methods described below,
the jackknife is of little use when the sample size is too
small for direct methods because it does not increase
the number of data points. It only transforms them to
values that are easier to work with.
The bias-corrected and accelerated interval bootstrap
method (BCa) [28] can be used to calculate conﬁdence
intervals with small sample sizes or extreme distribu-
tions. It is an extension of the percentile bootstrap meth-
od. In the percentile bootstrap method, the data are
resampled with replacement many times, with the index
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then estimated by simply sorting the data and taking the
middle section corresponding to our desired conﬁdence
interval bounds. If we used 1000 resamplings, for exam-
ple, we would sort the resulting AU^Cs and take the 25th
and 975th values as the bounds of the 95% CI. The BCa
method resamples in the same fashion, but calculates
more accurate conﬁdence intervals using a formula that
is a function of the calculated AU^C and asymptotic esti-
mates of its variance.
To assess a diﬀerence in areas, under ROC curves
resampling is done in parallel from both sets of test re-
sults, the diﬀerence in areas is computed, and this diﬀer-
ence is used as the basic element for the rest of the
process, which gives an estimate of the variance of area
diﬀerences.
The bootstrap t method [28] functions similarly to the
BCa method, except it uses a ‘‘studentized pivot statis-
tic’’ in calculating the CI.
In the unusual event that the AU^C equals 1.0, none of
the above methods will generate a lower conﬁdence
bound less than 1.0, so we must use a diﬀerent method
to estimate the precision of the result. Although we
may hope that our test is perfect when its AU^C ¼ 1:0,
we must realize that if our sample size is small, we
may simply have a biased sample. Obuchowski and Lie-
ber [27] performed a Monte Carlo simulation with
binormal data to generate recommendations on conﬁ-
dence intervals for this case. They found that for contin-
uous data, with nD and nH both over 30 and the variance
of the populations within a factor of three of each other,
the lower 95% conﬁdence bound was near 0.99. For
cases where nD or nH are under 30, they produced tables
listing the lower conﬁdence bound, depending on the
size of nD and nH and the ratio of variances.
Unfortunately, no single method has been shown to
estimate reliably conﬁdence intervals for all situations.
Obuchowski and Lieber [28] have investigated in some
detail various methods for estimating AU^C variance
for both continuous and ordinal data, and have made
recommendations for their use. Their investigation as-
sumed strictly normal data with equal variances, but
their guidelines for the use of each method dependingTable 4
Recommendations on methods for calculating conﬁdence intervals of an A
(from [28])
For non-parametric estimates
If the AU^C is high (P0.95) and nD and nH are both large (>120), then use t
If the AU^C is moderate (0.80–0.95) and nD and nH are both moderate (30),
Otherwise, if nD and nH are similar, then use the BCa method; if only one is
For parametric estimates
If the AU^C is high (P0.95), use the asymptotic method if nD and nH are bot
If the AU^C is moderate (0.80–0.95) and nD and nH are both moderate (>30)
Otherwise, if nD and nH are similar, use the BCa method; if only one is smalon the datas sample size may give a lower bound for
the use of those methods with other distributions.
Table 4 summarizes their recommendations.
3.2. Partial area under the curve
While AUC is the most popular ROC index, it is not
always the most appropriate to use for the evaluation of
a test. If the ROC curves of two diﬀerent tests cross at
some point, then the full area under the curve may not
be the best performance indicator. When deciding be-
tween two medical tests, for example, where the test
must produce a speciﬁcity above 0.8 to be useful, we
want to select the test that has superior performance
in this useful range. This may or may not be the curve
with the largest AUC if the two curves cross.
In such cases, the partial area under the curve (pAUC)
maybe amoremeaningful index. It can be calculated both
parametrically (using binormal assumptions) [29] and
nonparametrically [30] with advantages and disadvan-
tages similar to their full-area counterparts.
To aid in interpretation of the pAUC, we can divide
by the width of the interval, giving an index with a max-
imum value of unity. Other transformations can give a
partial area index that behaves more like the AUC, with
a minimum value of 0.5 and a maximum of 1.0 [29].
The conﬁdence bounds for pAUC (or any transfor-
mation thereof) can be easily calculated using one of
the resampling methods. Alternatively, Zhang et al.
[30] developed an analytic expression for nonparametric
variance that is analogous to DeLongs nonparametric
expression for full areas. Similarly, McClish [29] de-
scribed a method to calculate the variance of a partial
area estimate using the binormal parameters. Both of
these articles also describe methods to compare partial
areas of correlated curves.
A limiting case of the pAUC is where the width of the
interval is zero, and the normalized pAUC becomes the
sensitivity of a test at a given speciﬁcity. If we choose a
high value of speciﬁcity (say 95%) and call that the upper
range of normal for the healthy patients, then the tests
sensitivity at that point is the fraction of diseased patients
whose test result is higher than the normal range.UC estimate of continuous normal distributions of identical variance
he asymptotic method; otherwise use the BCa method.
then use the asymptotic method.
small (<20), use the bootstrap t method.
h large (>150); otherwise use the bootstrap t method.
, use the asymptotic method.
l (<20), use the bootstrap t method.
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must take into account uncertainty in both the sensitiv-
ity and speciﬁcity, which makes it dependent on both the
diseased and non-diseased populations. A parametric
estimate of this variance is given by Obuchowski et al.
[31], and a nonparametric estimate by Pepe [32].4. Sample size calculations
The calculation of sample size for a given experiment
that will use ROC analysis is a complex question. The
sample size estimate depends on the index of interest
in the evaluation and whether we are evaluating a single
test against a hypothesized ﬁxed standard (such as ran-
dom guessing or a current standard test) or against an-
other test in the same experiment. Common methods
invoke binormal and/or asymptotic assumptions that
are generally reasonable given the approximate nature
of these calculations. We will give here an estimate for
the most common scenario, and reference other work
for the remainder.
From Pepe [33], the number of diseased subjects nD
needed to test the hypothesis that AU^Ca is diﬀerent from
AU^Cb is
nD ¼ jvarD þ varHð Þ U
1ð1 aÞ þ U1ð1 bÞ
AU^Ca  AU^Cb
 2
; ð18Þ
where j = nD/nH, a is the desired minimum type 1 error
rate, b the desired minimum type 2 error rate, varD is the
anticipated variance of the test on diseased subjects,
varH that of the healthy subjects, and U
1 is the inverse
standard normal cumulative distribution function
(which we must look up in a table). Obuchowski [34]
notes that when choosing an expected area diﬀerence
in the absence of pilot data, investigators often err by
assuming a diﬀerence that is too large. This is tempting
because a much larger dataset is needed to resolve the
smaller diﬀerence. The consequence of such an error is
likely to be an underpowered study. A good guideline
to use when uncertain about expected area diﬀerences
is to consider the diﬀerence in terms of sensitivity gain
at a given speciﬁcity. An area diﬀerence of 0.1, for exam-
ple, translates to a gain in sensitivity of 0.2 to 0.33,
depending on the speciﬁcity at which the test operates.
This is a much larger diﬀerence than would be expected
in most studies. Sample size estimates for the other indi-
ces and comparisons mentioned are given in [5] and [35].
Reporting the estimated optimum sample size is
important, even if the calculated size is not achieved in
the actual study. If the optimum sample size is not
achieved, report the power calculation for the actual
sample size to detect the desired diﬀerence in indices.
These estimates are essential in interpreting a negative
result.5. Software
A number of software packages are available for
ROC analysis, as discussed above. We now summarize
them in Table 5, along with the methods they use for cal-
culating ROC area, conﬁdence intervals and curve com-
parisons. Stephan et al. [36] rated them in terms of
correctness, completeness, and ease of use. They found
that no single package was adequate for all needs, but
all performed correct calculations given their assump-
tions and methods. The last entry in the table, ROC-
KIT, is the product of a research laboratory that has
been contributing free ROC analysis software to the sta-
tistical community for decades. Using pre-coded soft-
ware takes much of the work out of ROC analysis,
but it comes with pitfalls if the software is misused. Be-
fore relying on any software package, its methods, lim-
itations, assumptions should be noted.6. An example
There are many examples of the use of ROC curves in
biomedical informatics. We present here an example by
Lu et al. [49] on the accuracy of several diﬀerent machine
learningmodels on preoperative prediction of ovarian tu-
mor malignancy. Data from the preoperative evaluation
of 265 patients with a persistent extrauterine pelvic mass
were used to train six diﬀerent models to predict whether
the mass was malignant or benign. The models were built
using logistic regression (LR) and least-squares support
vector machines using the linear (SVMLin) and radial ba-
sis function (SVMRBF) kernels. These were each trained
using two diﬀerent sets of input variables taken from the
set of cases. The reference standardwas postoperative his-
tological examination.
Eachof the sixmodelswas tested on a commondata set
of 160 subsequently collected cases.Additionally, the sim-
pler Risk of Malignancy Index (RMI) was calculated for
each patient and reported for comparison. AnROC curve
was produced for each model and for the RMI, with the
AU^C calculated using the empirical method. Standard er-
rors for each AU^C and the diﬀerence between AU^Cs of
models were calculated using the Delong method [17]
for correlated curves (though only the p values, rather
than the standard errors of the diﬀerences,were reported).
The best performing model was an SVMRBF, which pro-
duced an AU^C of 0.922 (SE 0.021). Pairwise comparisons
between all seven methods were not performed, but the
SVM models were compared to the LR models and the
RMI. The diﬀerence in AU^C between the best SVMRBF
and the two LR models was 0.006 (p = 0.4) and 0.011
(p = 0.3). The diﬀerence between SVMRBF and RMI
was 0.049 (p = 0.05). Thus, the investigators did not de-
tect a diﬀerence between the SVM and LR models, but
they did ﬁnd SVMRBF to be more accurate than the
Table 5
Selected ROC software and their self-identiﬁed methods for calculating the AU^C, conﬁdence intervals, and correlated curve comparison
Name (type) Methods Notes
AU^C Conﬁdence intervals Curve comparison
AccuROC [19,37]
(commercial)
Empirical Nonparametric asymptotic,
BCa, other bootstrap
Nonparametric
calculated correlation
correction [17]
For Microsoft Windows.
Includes evaluation
measures other than ROC
curves.
Analyse-It [38]
(commercial)
Empirical Parametric [13] Correlation correction
Table [43]
For Microsoft Windows.
Microsoft Excel add-in.
Includes statistics other than
ROCs.
CMDT [39] (free) Parametric and
nonparametric
Bootstrap and other DFPT* [40] For Microsoft Windows.
Microsoft Excel add-in.
Developmental.
GraphROC [41,42]
(freea/commercial)
Empirical Nonparametric asymptotic Correlation correction
Table [43]
For Microsoft Windows.
Allows comparison of pAUC
or sensitivity at given
speciﬁcity.
MedCalc [44,45]
(commercial)
Empirical Parametric [13] Correlation correction
Table [43]
For Microsoft Windows.
Includes statistics other than
ROCs.
LABMRMC [26,47]
(free)
Binned binormal,
with empirical for
degenerate data [46]
Jackknife Jackknife For Microsoft Windows or
Macintosh. Developed to
analyze multi-reader
multi-case ratings data.
ROCKIT [24,47,48]
(free)
Binned binormal Binned binormal asymptotic Binormal parametric
correlation correction
For Microsoft Windows or
Macintosh. Supercedes
previous versions of ROCFIT,
LABROC, CORROC2,
CLABROC, and INDROC.
a GraphROC 1996 version planned to be released as freeware with new version commercial.
* DFPT, distribution-free permutation test.
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they did not adjust for multiple comparisons.
The investigators then performed a second experi-
ment because of suspected bias towards more diﬃcult
cases in the test set of the ﬁrst experiment, given that
the test set was constructed from cases that came later
in time. They combined all 425 cases, and randomly di-
vided them into 265 training cases and 160 test cases, ﬁx-
ing the ratio of malignant to benign cases in each
division. They trained each model on the resulting train-
ing set and calculated the AUC for each model on the
test set. They repeated this 30 times and reported the
mean and standard deviation of the AUCs from the
30 repetitions. They used one-way ANOVA followed
by Tukey multiple comparison to determine signiﬁcant
diﬀerences. As with the ﬁrst experiment they found dif-
ferences signiﬁcant at the 95% conﬁdence level between
RMI and the six machine learning models, but found no
diﬀerence at this level between the six models.
This example illustrates many of the points we have
raised in this review. The investigators appropriately
chose ROC analysis for evaluation of continuous clas-
siﬁers, and selected an appropriate method for calculat-
ing the AU^C, its conﬁdence intervals, and comparison
between curves. They reported p values for those com-
parisons, although reporting the conﬁdence intervalswould have been more informative. A sample size or
power calculation also would have been helpful in
interpreting the lack of diﬀerence detected between
models.7. Summary of recommendations
Listed below is the summary of our recommendations
on using ROC analysis in the evaluation of continuous
classiﬁers in biomedical informatics.
1. Select the ROC index for evaluation (such as full
AUC, partial AUC, sensitivity at a given speciﬁcity,
other), depending on the range of interest of the clas-
siﬁer being evaluated, as outlined in Section 3.2.
2. Estimate the smallest relevant diﬀerence in the
selected index, and calculate the optimum sample size
to detect that diﬀerence using methods outlined in
Section 4. Report this sample size, even if it is not
achieved, and the power of the sample size that was
achieved (if diﬀerent from the optimum).
3. Select and report the method of estimating the index
(empirical, binormal, smoothed-curve, etc.), as out-
lined in Sections 3.1 and 3.2, and summarized in Table
3.
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the method of calculating them, as outlined in Sec-
tions 3.1 and 3.2 and summarized in Table 4, with
special attention for the case of an AU^C ¼ 1:0.
5. If comparing correlated curves, report the conﬁdence
interval of the diﬀerence in indices, as outlined in Sec-
tions 3.1 and 3.2 and summarized in Table 4. P values
derived from these intervals may also be reported, if
desired.
6. Cite any software used to perform any part of the
analysis.8. Conclusion
We have presented here some basic concepts of ROC
analysis, and have made recommendations drawn from
the literature on properly performing such an analysis.
An appropriate ROC analysis, however, is only one ele-
ment of a valid and meaningful study. The careful con-
struction of the reference standard, for example, is
crucial in any evaluation of test accuracy. Spectrum,
veriﬁcation, selection, and incorporation biases, and
random errors in the reference standard and in the tests
input data can aﬀect both the correctness and the wider
applicability of our conclusions. Whiting et al. [50] have
performed a systematic review of these and many other
sources of error, and they discuss the general eﬀect that
each has been found to have on test accuracy evaluation.
The concepts we have reviewed are only the basics of
ROC evaluation. There are many more topics for the
interested reader to explore, such as the methods of
combining multiple ROC curves for a meta-analysis
[51], evaluating classiﬁers that predict more than two
alternatives [52–54], and applying ROC analysis to tests
in a clustered environment [55], or for tests repeated
over time to monitor for occurrence of an event [56].Acknowledgments
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