In this paper we propose consistent cointegration tests, and estimators of a basis of the space of cointegrating vectors, that do not need specification of the data-generating process, apart from some mild regularity conditions, or estimation of structural and/or nuisance parameters. This nonparametric approach is in the same spirit as Johansen's LR method in that the test statistics involved are obtained from the solutions of a generalized eigenvalue problem, and the hypotheses to be tested are the same, but in our case the two matrices in the generalized eigenvalue problem involved are constructed independently of the data-generating process. We compare our approach empirically as well as by a limited Monte Carlo simulation with Johansen's approach, using the series for ln(wages) and ln(GNP) from the extended Nelson-Plosser data.
Introduction
The concept of cointegration was introduced by Granger (1981) and elaborated further by Engle and Granger (1987) , Engle (1987) , Engle and Yoo (1987) , Stock and Watson (1988) , Phillips and Ouliaris (1990) , Park (1990) , Phillips (1991) , Boswijk (1993 Boswijk ( ,1994 , Perron and Campbell (1993) , Johansen (1988 Johansen ( , 1991 Johansen ( , 1994 , and Harris (1995) , among others. The basic idea behind cointegration is that if all the components of a vector time series process z t have a unit root there may exist linear combinations ξ T z t without a unit root. These linear combinations may then be interpreted as long term relations between the components of z t .
In a recent series of influential papers, Johansen (1988 Johansen ( , 1991 Johansen ( , 1994 and Johansen and Juselius (1990) propose an ingenious and practical full maximum likelihood estimation and testing approach, based on a Gaussian Error Correction Model (ECM). This ECM is based on the Engle-Granger (1987) error correction representation theorem for cointegrated systems, and the asymptotic inference involved is related to the work of Sims, Stock and Watson (1990) . By stepwise concentrating all the parameter matrices in the likelihood function out, except the matrix of cointegrating vectors, Johansen shows that the ML estimators of the cointegrating vectors can be derived from the eigenvectors of a generalized eigenvalue problem, and LR tests of the number of cointegrating vectors from the eigenvalues. This approach has become the standard tool in macroeconometrics for analyzing long term economic relations.
All cointegration approaches in the literature require consistent estimation of nuisance and/or structural parameters. In this paper we propose consistent cointegration tests that do not need specification of the data-generating process, apart from some mild regularity conditions, or estimation of (nuisance) parameters. Thus these tests are completely nonparametric. Our tests are conducted analogously to Johansen's tests, inclusive the test for parametric restrictions on the cointegrating vectors, namely on the basis of the ordered solutions of a generalized eigenvalue problem. Moreover, similarly to Johansen's approach we can consistently estimate a basis of the space of cointegrating vectors, using the eigenvectors of the generalized eigenvalue problem involved. However, in our case the two matrices involved are constructed independently of the data-generating process, and we can use the same set of tables of critical values for all the cointegration cases considered in Stock and Watson (1988) and Johansen (1988 Johansen ( , 1991 Johansen ( , 1994 . regularity conditions),
where v t is a q-variate stationary white noise process, and C(L) is a q×q matrix of lag polynomials in the lag operator L. For convenience we assume that C(L) is a rational lag polynomial, and that the v t 's are Gaussian white noise, so that u t is a Gaussian VARMA process: This assumption is more restrictive than necessary, but it will keep the argument below transparent, and focused on the main issues. See Phillips and Solo (1992) for weaker conditions in the case of linear processes. Also, we could assume instead of Assumption 1 that u t is stationary and ergodic, so that we can write u t = g t + w t ! w t!1 , where g t is a martingale difference process with variance matrix comparable with C(1)C(1) T . Cf. Hall and Heyde (1980, p.136) , and equation (2) below. Note that we do not restrict the lag polynomial C 2 (L), except for the implicit restrictions imposed by Assumption 2 below.
Since by construction the lag polynomial C(L) ! C(1) is zero at L = 1, we can write
where
The process z t is cointegrated with r linear independent cointegrating vectors ξ j , j = 1,..,r, say, if Engle (1987) . For later reference it will be convenient to write the latter matrix as:
Assumption 1 will be our maintained hypothesis, together with the following assumption:
Assumption 2. Let R r be the matrix of the eigenvectors of C (1) 
This assumption will be dropped in due course.
Convergence in distribution of a class of random matrices and their generalized eigenvalues
Our tests will be based on the following pair of random matrices:
depending on a natural number m $ q, where
where {F k } is a class of differentiable real functions on the unit interval [0,1]. As will be shown below, the functions F k can be chosen such that
where the X k 's and Y k 's are independent q-variate standard normal random vectors, and 6
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indicates convergence in distribution. In order to apply the result of Andersen, Brons and Jensen (1983) , saying:
if for a pair of square random matrices P n , Q n , (P n ,Q n ) converges in distribution to (P,Q),
where Q is a.s. nonsingular, then the ordered solutions of the generalized eigenvalue problem det(P n !λQ n ) = 0 converge in distribution to the ordered solutions of the generalized eigenvalue problem det(P!λQ) = 0, we need to transform one of our matrices such that its limiting matrix becomes a.s. nonsingular.
As will be shown below, choosing
such that if rank(C(1)C(1) T ) = q!r then the q!r largest solutions of det(P!λQ) = 0 are a.s.
positive and free of nuisance parameters, whereas the r smallest solutions are zero. However, notice that the above specification of the matrix Q n is not the only possibility. For example the asymptotic results below will not change if we specify
, for arbitrary scalar c > 0.
Now choose the functions
and for i … j,
Note that the integrals involved are taken over the unit interval [0,1] if not otherwise indicated. It is a standard exercise in Wiener measure calculus to show (see, e.g., Billingsley 1968 , Phillips 1987 , Bierens 1994 ) that for each k,
where W is a q-variate standard Wiener process, f k is the derivative of F k , and
The absence of the drift parameter vector F in the right-hand side of (11) is due to conditions (6) and (7). Since the matrix Σ k in (12) is diagonal, due to condition (6), and the two components on the right-hand side of (11) are linear functionals of a Wiener process and thus normally distributed, they are independent. They are also independent over k, due to the conditions (8), (9) and (10). Thus we have:
Lemma 1. Under Assumption 1 and conditions (6) through (10), 
This result holds regardless of the possible existence of cointegration. Thus Lemma 1 proves (5),
X k , and similarly for Y k .
Next, assume that there are r linear independent cointegrating vectors. As is well-known,
we can write
where Λ q!r is the diagonal matrix of the q!r positive eigenvalues, R q!r is the corresponding matrix of orthonormal eigenvectors, and R r is the matrix of orthonormal eigenvectors corresponding to the r zero eigenvalues. Then:
Lemma 2. Under Assumption 3 and the conditions of Lemma 1, 
There are many ways to choose these functions F k , but as will be shown in section 5, the above choice is optimal in some sense.
Denoting
it follows now easily from Lemmas 1-2: 
Note that Assumption 2 guarantees that the matrix V r,m is a.s. nonsingular.
and using the result of Andersen, Brons and Jensen (1983) , it follows straightforwardly from Lemma 4:
be the ordered solutions of the generalized eigenvalue problem
and let λ 1,m $ ... $ λ q!r,m be the ordered solution of the generalized eigenvalue problem 
Moreover, it is easy to see that the solutions F $ j,m of the generalized eigenvalue problem
are just the reciprocals of n 2 λ $ j,m . Thus again referring to Andersen, Brons and Jensen (1983) it follows that n 2 (λ $ q!r+1,m , .. , λ $ q,m ) converges in distribution to the ordered eigenvalues of the matrix V r,m 2 . Finally, observe that, with X k * defined by (18) and
we can write the matrix V r,m as
Thus we have: 
Theorem 2. Under the conditions of Theorem 1, n
2 (λ $ q!r+1,m , .. , λ $ q,m ) converges in distribution to
Testing the number of cointegrating vectors

The lambda-min test, and a comparison with Johansen's tests
The results in Theorems 1-2 suggest to use the test statistic λ $ q!r,m for testing the null hypothesis H r that there are r cointegrating vectors against the alternative H r+1 . We shall call this test the lambda-min test, which (as will be shown below) is in the same spirit as Johansen's lambda-max test.
Johansen 's (1988) original approach is based on the following ECM of the q-variate unit root process z t :
where the Π j , j > 0, are q×q and β and γ are q×r parameter matrices with r the number of cointegrating vectors (the columns of β), and the e t 's are i.i.d. N q (0,Σ) errors. By stepwise concentrating all the parameter matrices in the likelihood function out, except the matrix β,
Johansen shows that the ML estimator of β can be derived from the eigenvectors of the 's. In this paper we shall focus on the lambda-min test only, because for this test it is possible to optimize the power of the test to m, and the order in which it is applied is more natural than for a trace test.
The choice of "m"
The These critical values increase with m. Now the power of the test against the alternative H r+1 is
where, by Chebishev's inequality, the latter probability is bounded from below as follows:
This result suggests to choose m such that the right hand side of (25) is maximal, subject to the condition m $ q. The values of m involved are presented in Table 1 , for the case where the weight function F k are chosen as in Lemma 3 (for which γ k = 2πk ), and the corresponding critical values are presented in Table 2 . Table 1 20% 
Estimating the number of cointegrating vectors
Rather than testing for the number of cointegrating vectors, we can also estimate it consistently, as follows. Denote
where m is chosen from Table 1 for one of the three significance levels and the test result for r, 
The choice of the weight functions F k
The best choice of the weight functions F k is such that the power of the lambda-min test is maximal, but again this is not feasible because the power depends on nuisance parameters.
However, Lemma 5 suggests that the second best choice is to choose the F k 's as to minimize the squared γ k 's, subject to the conditions (6) through (10). In doing so, it will be convenient to replace first the conditions (6) and (7) by the weaker conditions
and
respectively, and to verify afterwards that the optimal weight functions F k satisfy the stronger conditions (6) and (7).
Without loss of generality we may represent the functions F k by their Fourier series expansion
Then by some tedious but straightforward calculations it can be shown that:
Lemma 6. The conditions (27), (28), (8), (9), and (10) now read as:
Combining (14) and the results of Lemma 6, we have
which we are going to minimize subject to the conditions in Lemma 6, as follows: First, choose for some large natural number N and all j,k > N, T . Thus, α j,2 = β j,2 = 0 for j … 2, and condition (28) implies that also β 2,2 = 0, whereas again we may choose α 2,2 = 1. Continuing this argument shows that the optimal solution for F k is the one in Lemma 3, provided that the stronger conditions (6) and (7) also hold. The latter has already been established in Lemma 3. Since N was chosen arbitrary, it follows by induction that: 
Testing linear restrictions
Design of the generalized eigenvalue problem, and asymptotic distribution theory
Following Johansen (1988 Johansen ( ,1991 , we now focus on the problem of how to test whether there exists a cointegrating vector ξ satisfying a linear relation of the form
Thus, the matrix H is of full column rank s. At first sight we may think of mimicking Johansen's test for these linear restrictions, on the basis of the matrices A $ m and B $ m + n !2 A $ m !1
. However, that leads to a case-dependent asymptotic null distribution. Therefore we propose the following alternative approach, on the basis of the matrix A $ m only.
First, note that the null hypothesis (29) implies
where Γ is a r × s matrix of rank s. Then it follows straightforwardly from (15), (17) and (30) that
Since similarly to (21) we can write
we have that 
[cf. (23) 
Then again it follows straightforwardly from (15), (17) and (30) that
where the latter limit matrix is of full rank s. Therefore,
Theorem 5. If the null hypothesis (29) is false, then the s 1 ordered largest solutions of the generalized eigenvalue problem (31) converge in distribution to the ordered solutions of the generalized eigenvalue problem
whereas the remaining s ! s 1 solutions of (31) converge in probability to zero, where Γ 1 , Γ 2 and s 1 are defined in (33).
The lambda-max and trace tests for linear restrictions
Theorems 4 and 5 suggest to use the maximum solution, or the sum T $ m (H), say, of all solutions, of eigenvalue problem (31) as a basis for a test of the null hypothesis (29). We only discuss the trace test in detail, as the asymptotic properties of the lambda-max tests can be derived along similar lines as for the trace test.
It follows straightforwardly from Theorems 4 and 5 that under the null hypothesis (29),
whereas if this null hypothesis is false, T $ m (H) converges in distribution to the sum, T 1,m (H), say, of the s 1 solutions of (34) is decreasing in m for m $ q!r+s, and infinite for m < q!r+s, due to (near!) singularity of the matrix (32). See the separate appendix to this paper. Using the approximation
and Lemma 7.
where the right-hand side probability is an increasing function of m, and λ min (.) stands for the minimum eigenvalue of the matrix involved, Table 3 . As is easy to see, the same rule-of-thumb applies to the lambda-max test.
The critical values of the lambda-max test, for m = 2q, and the weight functions F k chosen as in Lemma 3, are given in Table 4 . 
Estimation of the cointegrating vectors
The results in section 6.1 can also be used to derive consistent estimators of the cointegrating vectors, as follows. Choose again m = 2q, and let H $ be the matrix of the r eigenvectors corresponding to the r smallest eigenvalues of the generalized eigenvalue problem
where H $ is standardized such that Then similarly to (33) we can
with Γ $ 1 and Γ $ 2 stochastically bounded matrices. It follows now similarly to Theorem 4 that
. Moreover, using (37) we can writê
Therefore, it follows easily from part (15) 
7.
Cointegrating systems with unconstrained drift
Non-seasonal drift
Until so far all our derivations were based on the assumption that the drift parameter vector F is orthogonal to the cointegrating vectors. Cf. Assumption 3. The problem is that without Assumption 3 the result of Lemma 2 no longer holds, due to the fact that Σ t n =1 tcos(2kπt/n) = n/2, although Σ t n =1 cos(2kπt/n) = 0, so that, with F k (x) = cos(2kπx), the result of Lemma 2 now becomes:
and consequently, part (15) of Lemma 4 becomes:
Clearly, this will render all our test results invalid. However, a minor change of the functions F k will cure the problem:
The proof of this lemma is straightforward. Note that the functions cos(2kπ(t!.5)/n) are known as
Chebishev time polynomials, of even order. See, e.g., Hamming(1973) .
It follows now easily from Lemma 8 that:
Theorem 7. With the weight functions F k replaced by F n,k , the results of Theorems 1 through 6 carry over to cointegrated systems with drift, without the need for Assumption 3.
Note that, due to (39), the optimality of the modified weight functions F n,k is preserved.
Moreover, note that without Assumption 3 we allow the cointegration relations to be trend stationary. This case is considered only very recently by Johansen (1994) and, in a slightly different way, by Perron and Campbell (1993) . Toda (1994) compares the two approaches involved by Monte Carlo simulation.
Seasonal drift
Next, consider the case where z t is a seasonal vector time series process with s seasons. In that case the drift may differ per season:
where the d τ,t 's are seasonal dummy variables, i.e., d τ,t = 1 if t = js + τ for some integer j and d τ,t = 0 if not, and the c τ 's are q-vectors of coefficients. However, the modified weight function F n,k do not sufficiently filter out the seasonal drift:
Lemma 9. For k = 1,2,...,
Thus, the problem is now similar to the previous problem of unconstrained drift, but the cure is much simpler: By taking these moving averages, the lag polynomial
Since C s (1) = C(1), all our results go through.
Empirical and Monte Carlo comparison with Johansen's approach
The data
In this section we compare our nonparametric approach with Johansen's tests, using the series on the logs of GNP and wages from the Nelson-Plosser (1982) data set, extended by Schotman and Van Dijk (1991) to 1988. These two series were selected on the basis of the test results of the Phillips-Perron (1988) , Bierens-Guo (1993) and Bierens (1993) unit root and trend stationarity tests, as well as by inspection of the plots of the time series (see Schotman and Van Dijk, 1991) . The two-dimensional vector time series involved has length n = 80 (from 1909 to 1988) . As a double check we applied our nonparametric cointegration test to each of the two series: the unit root hypothesis could not be rejected at the 10% significance level.
Nonparametric cointegration analysis
The result of our nonparametric cointegration analysis is that the null hypothesis of no cointegration r = 0) is rejected at the 5% significance level, whereas the null hypothesis r = 1 is not rejected at the 10% significance level. Therefore we conclude that ln(wages) and ln ( In order to see how "significant" the estimated cointegrating vector is, we have conducted a series of trace tests (which in this case coincide with the lambda-max tests), for 2 × 1 matrices
T with a 0 {!.4,!.5,!.6.!.65,!.7,!.75,!.8,!.9,!1}. The null hypothesis is not rejected at the 10% significance level for a ranging from !.6 to !.8, and at the 5% level for a ranging from !.5 to !.9.
Johansen's approach
Next, we have applied Johansen's ML approach. Our aim is to verify whether the nonparametric approach is capable of producing the same results as Johansen's approach. The reason for taking this approach as the benchmark for the comparison with our nonparametric cointegration analysis is threefold. First, the hypotheses to be tested are about the same. Second, Johansen's method seems to be the most popular one in applied macroeconomic cointegration research, due to its own merits as well as the fact that Johansen has made his approach available in the form of a RATS program. Third, to the best of our knowledge the only other methods available in the (published) literature that can test for the number of cointegrating vectors are the Stock-Watson (1988) and Phillips (1991) methods. The Stock-Watson method, however is closely related to the Johansen method [see Johansen (1991 Johansen ( , p.1566 ], and Phillips' efficient ECM method has a case-dependent null distribution.
In first instance we have specified the ECM (24) with an intercept, and we have conducted Johansen's lambda-max and trace tests for the number of cointegrating vectors, r, for the cases where: (i) the intercept vector π 0 , say, is not proportional to γ, (ii) π 0 is proportional to γ, but this restriction is not imposed, and (iii) the restriction that π 0 is proportional to γ is imposed.
This restriction implies that the cointegration relation has an intercept rather than the ECM itself.
We conducted Johansen's tests for p = 2, 4, 6. The results (at the 5% and 10% significance level)
indicate that there is one cointegrating vector, r = 1, provided the order p of the VAR model is chosen equal to 6. For the lower values of p the test results were inconclusive, in the sense that the results of the tests were either contradictory or different for the 5% and 10% significance levels. Moreover, the restriction that π 0 is proportional to γ is then rejected at the 5% significance level.
The corresponding estimated standardized cointegrating vector is now ( (24), say π 00 + π 01 t. However, it seems reasonable to impose cointegration restrictions on π 01 , i.e., we assume that π 01 is proportional to γ, as otherwise there would be a quadratic trend in z t , which seems unlikely. In view of the previous result we first specified p = 6, but for that case the test results for r were inconclusive. Therefore we next specified p = 8, which yields conclusive test results: r = 1. In both cases the LR test of the restriction that π 01 is proportional to γ, given r = 1, is not rejected at the 10% level.
The estimation of the cointegrating vector, and the tests of linear restrictions on the cointegrating vector has been based on the ECM with p = 8 without imposing the restriction that π 01 is proportional to γ, because otherwise we have to test these linear restrictions jointly with linear restriction on π 01 . Cf. Johansen (1994) . The estimate involved of the standardized cointegrating vector is now (1,!.7)
T , which is in tune with our nonparametric estimate (the difference is only from the third decimal digit onwards).
The above empirical comparison of our nonparametric cointegration analysis with
Johansen's approach demonstrates that our approach is capable of giving the same answers regarding the number of cointegrating vectors and the cointegrating vectors themselves as Johansen's ML method, with less effort.
The details of the test results involved are presented in the separate appendix to this paper.
Monte Carlo comparison
In order to check whether the above results are typical for this data set or not, we have conducted our nonparametric tests and Johansen's tests on 500 replications of ln(wages) and ln(GNP) with sample size n = 80, on the basis of the estimated ECM (24) with p = 8, and an intercept plus linear trend π 00 + π 01 t, where π 01 is proportional to γ. The first eight observations were taken from the actual data set, and the errors e t were drawn independently from the bivariate normal distribution with zero mean vector and variance matrix equal to the estimated variance matrix. All tests are conducted at the 10% significance level. Johansen's tests are conducted for p = 6, 8 and 10, in order to check the sensitivity of these tests for the VAR order p,
with an intercept and a linear trend included in the ECM, and cointegration restrictions on the trend parameters imposed.
The Monte Carlo results, presented in We recall that the choice of the parameter m in the case of our nonparametric test of parametric restrictions on the cointegrating vectors is somewhat heuristic: we proposed the rule of thumb m = 2q. Cf. section 6.3. Therefore, we also have conducted Monte Carlo simulations of these tests for the cases m = 2q + 1 = 5 through 5q = 10, in order to check their sensitivity for the choice of m. The results were close to the ones in In that case a full parametric approach may do a much better job than the nonparametric approach.
Concluding remarks
The above comparison of our nonparametric cointegration analysis with Johansen's ML approach shows that our approach may be a useful addition to the menu of cointegration tests.
However, it should be stressed that our approach cannot completely replace Johansen's approach, because the latter provides additional information, in particular regarding possible cointegration restrictions on the drift parameters, and the presence of linear trends in the cointegration relations. Moreover, if one wishes to forecast a cointegrated process or wants to conduct innovation response analysis (cf. Lutkepohl and Saikkonen, 1995) , then Johansen's approach seems the only way to go. Thus, rather than being substitutes, the two approaches are complements. In particular, we recommend to conduct our nonparametric cointegration analysis as a preliminary step in specifying an ECM. Deviation of Johansen's test and estimation results from the corresponding nonparametric results may indicate misspecification of the ECM.
