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Transformation Induced Plasticity (TRIP) steels undergo a phase transformation
when subjected to high levels of mechanical strain. This transformation from a
paramagnetic austenitic parent phase to a ferromagnetic martensitic phase is irre-
versible and the resultant magnetic properties may therefore be used as a measure
of strain history. The transformat.ion behaviour of TRIP steels has been recognised
as a potential smart characteristic and various proposals have appeared aimed at
producing a structure that performs its primary structural function as well a strain
sensing function simultaneously. However the strain induced nature of the transfor-
mation implies that transformation will occur in areas of high stress concentration
and therefore engineered stress concentration features will be required to provide a
consistent measure of the changes in the magnetic properties of the material as a
function of applied load. In order to predict the performance of smart TRIP steel
sensors, an analysis method capable of quantifying the effectiveness of a component
in its dual role as structure and sensor is needed. The thesis addresses the de-
velopment of a methodology for correlating the changing magnetic permeability of
TRIP steel sensors and structures with martensitic transformation behaviour. The
prediction of the deformation behaviour including transformation is implemented
by considering a mechanical analysis based on the finite element method and a
constitutive model incorporating strain-induced martensitic transformation kinet-
ics. .Extensions to the model which allow for a wide range of deformation rates
and temperatures are also discussed. In order to demonstrate the application of the
methodology, an analysis of a simple tensile element used in strain measurement
applications is presented. The analysis also includes the effect of temperature on
the performance of the sensor. An analysis of a design proposal for a smart aircraft
bolt is also included to investigate the effects of geometry, particularly engineered
stress concentrations, and sensor placement.
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Structural health monitoring (SHM) is becoming an important issue as the costs as-
sociated with the replacement of damage prone and aging infrastructure and equip-
ment become increasing unaffordable. There is currently interest in the development
of structural health monitoring based on the implementation of smart systems for
damage sensing and assessment. Smart materials encompass a very broad range
of materials which can be manipulated under given input conditions or which have
the inherent ability to indicate the amount of damage or deformation. The damage
indicating materials fall into two classes; materials which are composites of normal
structural materials and sensors to obtain feedback and those which contain an in-
herent feature that changes with deformation and therefore can be used as a damage
indicator. The inherent advantage of the latter class of smart materials is that the
material can act as both structure and sensor simultaneously without any need for
the attachment of sensors. In addition these smart materials will retain information
useful in assessing damage regardless of what happens to the system in the event
of power loss etc. This information will be useful for damage assessment and in the
utilisation of passive monitoring systems.
Smart SHM technology essentially entails the development of autonomous systems
based on the use of smart materials for the continuous monitoring, inspection, and
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damage detection of structures with minimum labour involvement. The information
acquired by the smart SHM system is automatically monitored and evaluated by a
local system or is fed to a remote centre. The development of such systems typi-
cally involves different disciplines, for example, structural analysis, material science,
computational techniques, signal processing, etc. Many sensors that are currently
available or under development, such as fiber optics, dielectric measurement sensors,
piezoelectric materials, strain gages and shape memory alloys (SMA), can be used
in SHM applications. Transformation Induced Plasticity (TRlP) steels were orig-
inally developed as ultra-high strength structural steels with improved toughness
as compared with the high-strength, low-alloy steels used for aircraft landing gear
and similar applications. TRlP steels display a solid-state, strain dependent phase
transformation from a metastable, austenitic parent phase to the thermodynamically
stable, martensitic product phase. The product martensitic phase is ferromagnetic
due to its body-centered structure whereas the parent austenitic phase is para-
magnetic due to its face-centered cubic structure and therefore has no significant
ferromagnetic response. It is therefore possible to monitor the extent of deforma-
tion in a metastable sensor material using a transformation calibration curve for;
the particular strain-sensing alloy. Instrumentation may be used to interrogate the
material in order to obtain the ferromagnetic response, and ultimately correlate the
response with the amount of strain required to produce the corresponding degree of
phase transition.
The foundations and some of the practical issues for the development of a mechanical-
magnetostatic prediction capability are presented in this work The primary objective
is the integration of models for the prediction of the mechanical and magnetosta-
tic response of smart sensors based on strain memory alloys. The prediction of
martensite evolution as a function of load requires a well-developed and consistent
COnstitutive model that couples the mechanical parameters with the evolution of
martensite within the parent phase. The functional dependence of the marten-
site evolution on the strain and stress state within the material, various models
describing the transformation kinetics and corresponding constitutive formulations
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are presented and discussed. The models range from relatively simple treatments
in which only the plastic strain is considered to models in which the strain rate,
the stress state and temperature influences are included. The solution methodology
is based on the use of the finite element method. The versatility and flexibility of
the finite element approach allows response predictions for a wide range of sensor
geometries and materials to be considered.
The methodology developed to predict the mechanical and corresponding magneto-
static response of strain memory, specifically TRIP steel, components and structures
is divided into two phases. The first phase involves the simulation of the martensite
transformation as a function of applied loading, i.e. establishing the location and
amount of transformed material. This is determined using the finite element method
to develop a model incorporating the transformation kinetics and constitutive equa-
tions appropriate for TRIP steels. The finite element analyses are implemented as
non-linear material models using an updated kinematic formulation. Once the lo-
cation and amount of transformed material is known a second finite element model
is created, this being the magnetostatic model. The magnetostatic model is formu-
lated to included the magnetic permeability of the TRIP steel which is adjusted for
each load increment according to the amount of transformed material calculated for
any given location within the TRIP steel component. The magnetostatic models
are analysed using a simple linear formulation.
In order to demonstrate the application of the numerical modelling methodology,
two test-cases are presented. The tests-cases are derived from practical real-world
examples of peak strain sensors that are currently under development. The aim of
the analyses described are to determine the electrical response characteristics of the
peak strain sensors as a function of mechanical loading. The test cases presented
concentrate on the analysis of temperature effects and the influence of geometry,
demonstrating the application and fle.xibility of the methodology.
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Chapter 2
Structural Health Monitoring and
TRIP Steels
2.1 Introduction
Structural health monitoring is an important safety and cost issue that may benefit
from the implementation of smart systems for damage sensing and assessment. An
example of the critical nature of health monitoring involves the commercial aviation
sector where, due to stringent regulatory requirements, high levels of safety and reli-
ability are mandatory. Currently the statistics in respect of catastrophic mechanical
failure do not provide sufficient motivation for the installation of structural health
monitoring systems (SHMS) as part of the flight package. However, as inspection
proc~dures play an increasingly critical role under current operational safety poli-
cies, the possibility that structural health assessment may be compromised by the
reliability of inspection must be considered.
The reliability and consequently the cost considerations related to inspection and
maintenance procedures are directly influenced by the problems associated with
the required sensitivity, poor accessibility and the effects of negative human factors.
Structural health and structural performance relate directly to the operational safety
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of equipment in that a change in structural health will affect structural performance
to a greater or lesser degree. In this context SHM may be considered a safety issue.
The possibility and consequence of structural failure are prime considerations in
many industries since failure may well lead to fatal accidents. For this reason con-
tinuous research in critical areas such as fatigue and corrosion has resulted in high
levels of structural reliability. In addition the well-developed understanding of metal
behaviour and the provision of accurate quantitative loading descriptions has led to
damage tolerant design practices that are well supported by proven inspection tech-
niques. For these reasons any interest in automated (or smart) inspection systems
for increased safety would have to be motivated for in terms of greater reliability of
inspection. (This may well become an issue in the near future as the world's fleet of
ageing aircraft is expected to carry the rapidly increasing volume of air transport).
Another, more important factor stimulating the development of smart SHMS relates
to a cost issue, specifically the costs of inspection and consequently the cost of
repair. The cost of structural repair may be broadly divided between two groups.
The first involves the direct costs associated with the design and implementation of
the required repair work. The second involves the indirect costs associated with the
removal of the equipment from service and the associated loss of revenue or the cost
of leasing substitute equipment. These direct and indirect costs may be minimised
by adopting a suitable repair strategy. For example, direct costs may be minimised
by repair at an early stage of damage development, or alternatively the indirect costs
may be reduced by postponing the repair until a scheduled overhaul. Cost-effective
decisions of this type could be made based on an analysis of the quantitative data,
relating to the severity and propagation rate of the damage [2].
vVith regard to the costs of inspection, there is little published data on the potential
for cost reductions involved in the use of a smart SHMS, however, a recent study
of the inspection requirements for a modern fighter aircraft (with both metal and
composite components) has shown that a forty four percent inspection time saving
may be possible [2]. In a similar case study involving the costs of the inspection of
the wing root structure of the Hercules C130 transport aircraft, it was determined
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that the inspection time could be reduced from the 200 person-hours usually required
(due to access difficulties) to a few minutes. The above comments indicate that, at
present, the potential for cost reduction associated with inspection and repair does
provide a strong motivation for the development of smart SHM systems.
The following discussion introduces some of the important issues that are currently
receiving attention in the development of SHM systems, however the focus of the
discussion involves the possible use of TRIP steel as a sensor material for application
in smart SHMS.
2.2 Smart Structural Health Monitoring Technol-
ogy - A General Overview
Although some conventional non-destructive evaluation (NDE) techniques can be
considered within the framework of structural health monitoring, there may be dif-
ferences in terms of data interpretation between the traditional NDE methods and ,
the SHM approach. Traditional NDE techniques tend to use direct measurements
to determine the physical condition of a particular structure. No history data is
generally required and the accuracy of the diagnosis strongly depends upon the res-
olution of the measurements, which, in turn, rely heavily on the equipment. The
SHM techniques however use the change in the measurements at the same location
at two different times to identify the condition of the structure. Hence, the data
history is crucial in the application of the technique and the accuracy of the identifi-
cation depends strongly upon the sensitivity of the sensors and on the interpretation
methods used. Hence, NDE relies more on the equipment, where SHM is more de-
pendent upon the interpretation of the data. The potential direct benefits from such
SRM systems as opposed to NDE include [3]:
• In-service, real-time monitoring and reporting thereby reducing maintenance
costs associated with scheduled inspection.
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• NIinimum human involvement which in effect reduces specialised labour re-
quirements, equipment downtime, and the possibility of human error.
• Automatic systems for data acquisition, reporting and analysis which have the
potential of improving the safety and reliability of the structure.
2.2.1 Sensing systems
Typically, a built-in diagnostic SHMS, in addition to the host structure, consists
of at least two major components, the first being a built-in network of sensors for
collecting sensor measurements, i.e. the hardware, and the second being software
for the interpretation of sensor measurements in terms of the physical condition of
the structure. Depending upon the inputs, the diagnostic systems can be divided
into two types; passive sensing systems without known inputs (with sensors only)
and active sensors with known inputs (with both sensors and actuators).
Passive Sensing Diagnostics
In a passive sensing system, only the sensors are installed in the structure. Structural
integrity is usually ascertained by comparing sensor measurements with a set of
reference (healthy) data. The sensor-based system therefore estimates the condition
of the structure based on the data comparison. Hence, the techniques used in the
comparison of the data for the purposes of condition assessment are crucial in order
to ensure reliability of the system. In addition, the system would require either a
data bank which has a history of pre-stored data or a structural simulator which
could generate the needed reference data. Because the input energy to the structures
is typically random and unknown, the corresponding sensor measurements reflect the
response of the structures to the unknown inputs. This type of diagnostic capability
has been primarily applied to the determination of the unknown inputs which cause




In the case of an active sensing system, known external mechanical or non-mechanical
loads are input to the structures through built-in devices such as transducers or ac-
tuators. Since the inputs are known, the difference in the local sensor measurements
based on the same input is directly related to a physical change in the structural
condition such as the introduction of damage.
2.3 Current Research Issues in Smart Structural
Health Monitoring Technology
In general, a SHMS would include five major parts: sensing technology, diagnostic
signal generation, signal processing, identification and interpretation, and integra-
tion [3].
2.3.1 Sensing Technology
Many sensors that are currently available or under development, such as fiber op-
tics, dielectric measurement sensors, piezoelectric materials, strain gages and shape
memory alloys (SMA), can be used in SHM applications. For example, fiber op-
tics sensors have found applications ranging from civil infrastructures to aircraft
structures [4]. Piezoelectric materials have been used as both measurement sensors
and as actuators for generating diagnostic signals for monitoring damage in struc-
tures made of both metals and composites [10]. Although there are a variety of
sensors available on the market, they may not be readily applicable to the condition
monitoring of large continuous structures where a distributed network of sensors is
required. Accordingly, key technology issues in the sensing are as follows:
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Distributed sensor arrays
Techniques need to be developed for the design and implementation of large dis-
tributed arrays of sensors. The installation of the sensor network would need to be
economical whist still retaining effective performance with regard to specified sensi-
tivity requirements. Other issues in this area include the development of techniques
for the retra-fitting of sensors to existing structures.
Remote sensing
Ultimately wireless communication between local sensors and the processor/controller
would represent the most effective solution to a large distributed sensor array. As
the number of sensors increases with the size of the structure, so does the number
of communication wires. The management and handling of large numbers of wires
will complicate the installation of the system. vVith remote sensing capability data
could be gathered locally but the structures could be monitored remotely.
Sensor reliability and integrity
The failure of sensors or actuators may result in fault signals or the failure of the
entire SwillS. The integrity of sensors and actuators under various loading conditions
and environments for particular applications needs to be studied. Issues affecting
the long-term behaviour of sensors and actuators also needs to be considered.
2.3.2 Damage Interpretation Identification Analysis
Damage detection and identification analysis plays a major role in a health moni-
toring system. The accuracy and reliability of the system strongly rely on analysis
for relating the sensor measurements to the physical changes in the structure. Sen-
sor measurements are point-wise in the continuous structures and it is likely that
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damage or an abnormal condition may not appear at the location where the sensor
is located. Therefore, sensor information needs to be extrapolated for damage that
occurs at a distance away from the sensor locations. Furthermore, there are many
other factors that may influence the sensor measurements beside the particular de-
fects. Hence, it becomes difficult to interpret the sensor measurements in terms of
the actual physical condition of the structure.
Mathematically, the determination of the physical condition of a structure based
on sensor measurements is a non-linear inverse problem. Several numerical and
analytical techniques have been proposed or adopted for the different applications
[6]. Modal analyses, system identification, neural network algorithms, generic algo-
rithms etc., have shown some promising results. However, most results are limited
to controlled laboratory environments and to simple structural configurations. In
practice, most techniques require an extensive amount of history data of the struc-
tures in both undamaged and damage conditions, which is usually difficult to obtain.
Areas of interest include the following [3]
Damage diagnosis
Novel identification or interpretation algorithms are required to relate the sensor
measurements to the physical conditions of the structures in terms of damage and
defects.
Damage characterisation
:fhe relationship between damage or defects and the measurable physical quanti-
ties of the structure needs to be established. Such quantifiable relationships would
.provide the necessary foundation for the development of effective identification tech-
niques for _different applications.
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System Integration
Integration of the system involves aspects related to both hardware and software.
Ultimately the system must be reliable. It is a general concern that inclusion of
sensors and actuators as a part of the structure may influence or compromise the
performance of the structure. Such influence should be minimised as much as pos-
sible if it cannot be avoided. In addition the system must be easy to use. It would
be desirable that the proposed system could display through its initial interroga-
tion the condition of the structure in a simple format, for example damage severity
may be judged on one of the three coloured lights: green - safe to use, yellow- use
with caution, needs inspection, and red- unsafe, do not use. More detailed informa-
tion regarding the structural condition could be obtained if further interrogation is
needed.
2.4 Strain Memory Alloys - Transformation In-
duced Plasticity Steels
Transformation Induced Plasticity (TRlP) steels were originally developed as ultra-
high strength structural steels with improved toughness as compared with the high-
strength, low-alloy steels used for aircraft landing gear and similar applications.
TRIP steels display a solid-state, strain dependent phase transformation from a
metastable, austenitic parent phase to the thermodynamically stable, martensitic
product phase.
The strain-induced phase transformation is responsible for the large values of ductil-
ity and strain-hardening that are observed in these steels. The phase transformation
is· triggered as the material begins to yield and enters the plastic deformation regime.
The extent of the transformation increases with the applied strain resulting in an
increasing martensitic fraction. Observation during tensile testing indicates that
transformation occurs inhomogeneously along the gauge length of the tensile spec-
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imen, regions where martensite has formed become stronger than the rest of the
gauge length thereby delaying necking of the specimen. Once the transformation
progresses to a significant degree along the entire gauge length the specimen deforms
homogeneously throughout the gauge length until failure. Failure typically occurs
with very little or no necking. Specimen elongations of 40 to 60% have been observed
for materials with yield strengths of 1379 MPa. These levels of ductility are high
when compared with those of high strength steels where elongations are typically
in the range of 10 to 15%. Much attention has been directed at investigating TRlP
steels [7] - [57] particularly the strain induced martensite phase transition [21], [45]
- [47], [51], [52], [55], [56].
Besides the obvious advantages offered by the above mentioned structural properties,
the transformation from an austenitic face-centered cubic (FCC) crystal structure
parent phase to a martensitic body-centered cubic (BCC) product phase results in a
change in the magnetic properties of the steel. The magnetic signature of the steel
is therefore dependent on the fraction of martensite present and thus changes as the
transformation progresses with increasing levels of strain. This behaviour provides
the principle basis for a structural health monitoring system.
2.4.1 Background
Researchers have recognized that certain austenitic stainless steels are metastable
with respect to deformation [58] - [72]. Early work in this area was centered on
understanding the nature of the phase transformation and the associated changes in
mechanical behaviour accompanying the phase transition. Attention was directed at
ausforming, a fabrication method involving a thermo-mechanical treatment whereby
metastable austenite is warm-rolled to produce a high dislocation density thereby
increasing the yield strength of the material [73] - [75]. This warm-rolling process
was performed at temperatures above that necessary to cause any strain-induced
phase transformations. References [76] - [84] detail research investigating the phase
transformations in austenitic stainless steel. Much of the understanding of the be-
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haviour of austenitic stainless steels can be applied either directly or indirectly to
TRIP steels which are initially austenitic.
Studies evaluating the behaviour of Fe-J\JIn and Fe-Mn-Cr alloys have been conducted
in parallel with those involving the conventional austenitic stainless steels (AISI 300
series materials) [85] - [92]. It is possible to develop an austenitic microstructure in
the Fe-Mn-Cr system and attempts were made to develop austenitic stainless steels
from this base alloy system. Technically, the Fe-Mn-Cr steels are not TRIP steels,
but they do transform from face-centered cubic to hexagonally close-packed to body-
centered cubic (or body-centered tetragonal depending on the carbon concentration
of the strain-induced martensite). The phase transformation can be triggered by
lowering the temperature below the martensite start temperatures, referred to here
as them J\Jp temperature. The same transformation sequence is exhibited when the
material is mechanically strained provided that the phase stabilities are adjusted
properly through control of the alloy chemistry.
2.4.2 Structural Characteristics of TRIP Steels
Figure 2.1 compares the tensile properties of high-strength and low-strength vari-
ants of TRIP steels (referred to here as Type I and Type II respectively) with those
of structural steels (bridges, civil engineering applications) and the high strength
low alloy (HSLA) steels (aircraft landing gear, high stress applications). While
the strongest TRIP steels compare favourably with the HSLA steels with regards to
strength, the ductility values and energy absorption capacities of the TRIP steels
are higher than those offered by the HSLA steels. Figure 2.2 compares representa-
tive stress-strain curves for the TRIP steels as compared to the HSLA steels and
structural steels and figure 2.3 compares the stress-strain curves for a low-strength
TRIP steel and a grade 60 structural steel. The high levels of toughness exhibited
by the TRIP steels are as a direct consequence of the phase transformation of the
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Figure 2.1: A Comparison of the Tensile Properties of Structural Steels [97].
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Figure 2.3: Stress-Strain Curves for a Structural Grade Steel and a Low-Strength
TRlP Steel [97].
Although the Type II steels, which include the metastable Fe-Mn-Cr alloys are not
apparently as strong as the Type I steels, it should be noted that these steels have
not been evaluated in a condition other than the as-austenitised condition using the
simplest heat treatment schemes. To obtain the highest yield strengths depicted in
figure 2.1 for the Type I TRlP steels it is necessary to thermo-mechanically process
the material using complicated and expensive schemes. The Type II materials were
simply austenitised and either air-cooled or quenched to room temperature. The
Type I TRIP steels have much lower yield strengths if not thermo-mechanically
processed but still retain high levels of uniform elongation. Type I TRIP steels
in this weaker condition will be referred to as Low Strength Type I TRIP steels.
The lower yield strengths of the Type II TRIP steels, more typical of those in
standard structural grade steels reflect the lack of thermo-mechanical processing.
High. strain-hardening rates and elongations have been observed in both Type I and
Type II steels with ultimate tensile strength to yield strength ratios in the range of
three to four being common.
The corrosion resistance of the Type II TRIP steels is superior to that of the Type I
materials due to the higher levels of chromium added to their chemical formulations.
In addition, both the Type I and Type II TRIP steels experience the strain-induced
phase transformations responsible for delaying mechanical instability and necking
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in uniaxial tensile testing, The increased uniform plastic deformation observed in
these alloys corresponds to increased levels of energy absorption capacity. A direct
measurement of the energy absorbing capacity of TRlP steels may be made by
considering the true stress-strain curves in order to calculate the energy absorbed
during fracture
Ev= le! (J (e) de (2.1)
where, (J (e) represents the true stress expressed as a function of true strain. Energy
absorption should be considered in terms of pre-neck and post-neck regimes as shown
in figure 2.4. vVhile the energy absorbed per unit volume is generally greater after the
neck forms, the actual volume of material participating in the deformation process
should be taken into account. TRlP steels generally display uniform elongation, i.e.,
non-localised deformation throughout the entire gauge length, and in so doing, the
entire gauge length is contributing to energy absorption. If a mechanical instability
initiates during plastic deformation any further straining is concentrated within the
unstable region. This would lead to the formation of a true neck in conventional
steel materials. The unstable region in a TRIP steel component however transforms
from the weaker austenitic phase to the stronger martensitic phase resulting in
the region becoming locally stronger than the surrounding material so that the
deformation continues without the formation of a true neck. This process is repeated
throughout the deforming gauge section of a tensile specimen or deforming region of
a component. Many TRlP steels therefore display little localised deformation prior
to failure.
Figure 2.5 shows the true stress-strain curves for a TRIP steel processed using three
differ'ent treatments, the stress-strain curves for two different tempers of 4340 steel
are also included. A circle on each of the respective curves shows the necking point
for each test. Any further deformation beyond the necking strain is considered to be
locally concentrated within the necked region of the tensile specimen gauge length.
At strains below the necking strain the entire volume (either gauge or component)
absorbs deformation energy whilst beyond the necking strain limit, only the neck
volume absorbs energy. The true strain at necking sometimes referred to as the strain
16
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Figure 2.5: True stress-strain curves for a HSLA steel and a type I TRIP steel [55].
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(2.2)
hardening exponent n is therefore a useful parameter in modelling the deformation
response of a material. The fracture energy absorption capacity of a material is
therefore directly related to the strain-hardening exponent. TRIP steels have a
combination of high strength and high ductility thus accounting for their increased
fracture resistance. The total fracture energy per unit volume (Ev ) is the sum of
energy absorbed per unit volume prior to and after necking.
Ev = l
Euts () (c) dc + lE! () (c) dc
where Cuts represents the true strain at ultimate tensile strength (necking) and cf
represents the true failure strain. The total energy absorption during fracture is
obtained by multiplying the respective integrals by the corresponding volumes par-
ticipating in deformation before (vo) and after (Vn ) necking.
(2.3)
Table 2.1 compares the energy absorption characteristics of the materials for which
the properties are displayed in figure 2.5 [104]. The volume of material associated
with necking was assumed to be one-tenth of the total gauge length volume, i.e. \
O.IVo. As mentioned above it is assumed that the entire gauge volume absorbs
energy during the uniform plastic deformation at true strains less than the strain
hardening exponent n whereas only the necking volume is absorbing energy at true
strain levels greater than n. The values contained in the table indicate that the three
TRIP steel variants absorbed considerably more energy during fracture than the two
variants of HSLA steels. Although both types of steel can be processed to achieve
a range of stress-strain behaviour as illustrated in Figure 2.3, the effectiveness in
delaying necking of the deforming gauge section is readily apparent in the levels
of energy absorbed. One aspect evident in the data is that the lower strength
T.RIP steel variant, which has a true strain at necking equal to 0.60, absorbed
considerably more energy than the high-strength steels including the high strength
TRIP steels. These estimates of energy absorption indicate the enhanced structural
safety that could be realized through selective utilisation of TRIP steels as structural
components. The additional energy absorption would be particularly beneficial in
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Steel (Jyield n Ev(c<n) Ev(c>n) Etotal
[MPa] [MJjm3] [MJjm3] [MJjm3]
TRlP 760 0.60 858 858
TRlP 1400 0.35 433 56 489
TRlP 1600 0.25 395 104 499
4340 800 0.10 100 85 185
4340 1600 0.08 138 104 242
Table 2.1: Energy Absorption Characteristics r5r TRlP Steels and HSLA 4340 Steels
structures subjected to cyclic deformation where the energy absorption would delay
structural failure thereby enhancing structural safety.
In addition to the studies mentioned above, low-cycle and high-cycle fatigue prop-
erties of TRlP steels have also been investigated [40], [55]. The energy absorption
capability of TRIP steels results in reduced rates of fatigue crack growth thereby
delaying ultimate failure. Figure 2.7 shows the fatigue results for TRlP steels as com-
pared with those of conventionally melted 4340, electra-slag re-melted (ESR) 4340,
high-strength alloy 300M (currently used in aircraft landing gear applications) and
high performance alloy HP 9-4. The ultimate tensile strengths and fatigue endurance
limits for 107 cycles are plotted for fatigue tests with a minimum to maximum load
ratio, R, of 0.1. The TRlP steels displayed good fatigue properties particularly in
the higher strength materials where the combination of tensile strength and fatigue
endurance limits are superior to those of the other materials.
2.4.3 Strain Memory Alloys as Smart Materials
S!v1ART structures and materials development has become an important research
area. Systems are being developed to adapt to given loading conditions to increase
operational performance e.g. to flex an aircraft wing so as to produce more lift.
Smart materials encompass a very broad range of materials which on the one hand
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Figure 2.6: High Cycle Fatigue Properties of a TRIP Steel and High Performance
Structural Steels [55].
to indicate the amount of deformation. The damage indicating materials fall into
two classes; materials which are composites of normal structural material and sensors
to obtain feedback which will be referred to as class II smart materials, and those
which contain an inherent feature that changes with deformation and therefore can
be used as a damage indicator. These latter materials will be referred to as class I
smart materials.
The TRIP steels fall into the class I category. Some of the alloys being investigated
for sensor element applications are simply metastable such as the austenitic stain-
less steels and are not truly TRIP steels, they are also however categorised as class
I smart materials since the metastable alloys can be formulated in such a way as
to produce measurable changes in ferromagnetic response as a function of applied
strain. Although the ferromagnetic response increases markedly as the amount or
volume fraction of strain induced martensite increases, instrumentation is needed
to interrogate the material in order to obtain the f~rromagnetic response, and ul-
timately correlate the response with the amount of strain required to produce the.,
corresponding degree of phase transition.
The inherent advantage of a class I smart material over a class II smart material is
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that the material can act a both structure and sensor simultaneously without any
need for the attachment of sensors. In addition the class I smart materials will retain
information useful in assessing damage regardless of events such as power loss etc.
This is an advantage when it comes to damage assessment and in the utilisation of
passive monitoring systems for infrastructural concerns. Cost is reduced with the
ease of measurement and correlation with damage being relatively straightforward.
The sensor element geometry can also be adjusted to control the amount of sensor
material which actually deforms in response to structural loading. For example
it .is possible to increase the attachment distance on a structure while decreasing
the gauge length of the sensor element to gain a mechanical advantage. The effect
magnification makes it possible to accurately measure small strains. It has been
demonstrated that strain levels as low as 50 microstrain may be measured using a
strip sensor element [103].
2.5 Feasibility of Metastable Alloys as Deforma-
tion Sensing Materials
2.5.1 Characteristics of Metastable Alloy Sensors
As mentioned above, the strain-induced phase transformation exhibited by TRIP
steels has been recognised as a candidate mechanism for detecting and monitoring
strai~ in mechanical components. The product martensitic phase is· ferromagnetic
due to the body-centered structure whereas the parent austenitic phase is paramag-
netic (due to its face-centered cubic structure) with no significant ferromagnetic re-
sponse. It is therefore possible to monitor the extent of deformation in a metastable
sensor material using a transformation calibration curve for the particular strain-
sensing alloy. The transformation behaviour depends on the chemical composition
and it is possible, through tailoring the sensor alloy chemistry, to produce different





Figure 2.7: Generic strain-induced martensitic phase transformation curve.
plication being considered and the specific monitoring requirements desired. Several
researchers have been engaged in the development of structural health monitoring
systems based on this fundamental approach over the last few years' [93] - [104].
Figure 2.7 shows a generic transformation curve for a metastable sensor alloy. The
incubation strain corresponds to the initiation of the strain-induced transformation
and is therefore the lowest measurable strain. It is possible to adjust or eliminate
the incubation strain and likewise, the martensitic transformation rate, which con-
trols the sensitivity and range of the sensor material response, can be increased or
decreased depending on the monitoring strain range desired and the sensitivity re-'
quired. Steep transformation rates are desirable for many structural applications
where the TRIP steel would be used as both the structural component material
and the sensor, for example aircraft fasteners such as bolts where little deformation
is generally acceptable before repairs are required. Incubation strains equal to or
close to zero would also be required to provide an indication of an impending struc-
tural deformation problem as soon as possible. This approach, in which a deforming
structural component is monitored over a certain time period is possible only where
some structural instability is tolerable in the design.
For sensor element applications the advantage of TRIP steels lies in the fact that
the shape of the transformation curve can be controlled and the level of incubation
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strain which triggers the transformation can be modified. The sensor material can be
adjusted to produce the optimised transformation behaviour depending on the ap-
plication. Once thermo-mechanically processed to produce the required metastable,
austenitic microstructure, the TRIP steels inherently possess the damage detect-
ing and monitoring capacity by producing the ferromagnetic, martensitic product
phase. The austenite is paramagnetic and, therefore, does not display a significant
ferromagnetic response. The magnetic susceptibility changes by a factor of approxi-
mately five orders of magnitude between purely paramagnetic austenite and a 100%
ferromagnetic martensite. Thus, the detection of small amounts of martensite (of
the order of less than one volume percent) is relatively simple using off-the-shelf
detectors based either on the Hall effect or on inductance readings. This aspect of
the TRIP steels makes them an inherently SMART material.
Although as mentioned above it is possible to alter chemistry to change and con-
trol the transformation behaviour, it is also possible to affect the transformation
by altering the thermo-mechanical processing history of the material as shown in
figure 2.8. In this case a TRIP steel was warm rolled at 4500 C to introduce a 0, 20,
40, 60 or 80% (/0, /1, /2, /3, /4, respectively) austenitic fraction. The austenite
does not transform at 4500 C, but the dislocation density does increase with larger
strains thus the higher yield strengths as the extent of warm-rolling is increased.
Specimens A15/1 and A15/3 were not taken to failure whereas the remaining speci-
mens were. Note that the transformation curves tend to become sharper indicating
higher transformation rates with increasing initial deformation. Engineering com-
ponent materials can therefore be chosen based on the strength required plus the
specific transformation behaviour which would yield the optimum monitoring data
for the intended application consistent with the strain sensitivity and range de-
sired. The prior deformation of austenite increases the martensite nucleation site
density thereby increasing the rate of martensite formation as a function of applied
strain. A lower amount of initial austenite deformation is desired if relatively lower
strengths and high service strains are tolerable in the component design. Higher
strengths are also achievable, but at a decrease in total strain range over which the
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transformation occurs, i.e., the range over which strains can be monitored once the
initiation of structural instability has occurred (consistent with the lower levels of
tolerable strain for most high-strength bolt applications). The transformation rates
are highest in the early stages of martensite formation therefore making it possible
to pre-strain the material to a level where any further deformation will cause a rapid
increase in the rate of martensite formation and a corresponding marked increase
in ferromagnetic response. Pre-straining thus provides an additional variable in
fastener alloy thermo-mechanical processing which can he utilised to decrease any
incubation strain effect that is unwanted in a specific application.
Figure 2.8 shows the stress-strain curves for a TRIP steel warm rolled at 4500 C
to varying extents along with the Hall output voltages from an attached Hall sen-
sor. A wide range of yield strengths can be achieved utilizing the warm rolling as a
process variable. A/15-3 and A/15-1 were not tested to failure whereas the remain-
ing specimens were. The incubation strain is excessively large for the warm rolled
materials, therefore in order to optimise the alloys for structural applications either
a pre-straining (cold-working treatment) would be required to eliminate the incu-
bation strain or the alloy chemistry could be adjusted to destabilise the austenitic
phase with respect to applied strain. These curves illustrate the range of properties
that can be achieved through the thermo-mechanical processing options available.
Although the warm rolling does increase the material fabrication costs, the addi-
tional cost may be offset by the amount of material required to support the design
stresses considering the increased strength of the TRIP steels.
The ~gh strength TRIP steel compositions, if thermo-mechanically processed to
achieve high strengths, are not weldable since welding would alter the microstructure
and hence result in weak material in the heat-affected region of the weld. Design
c~nsiderations would have to anticipate this constraint, perhaps by employing bolted
connections as opposed to welded connections. Some designs can easily be modified
or reconfigured to accommodate this constraint. The lower strength TRIP steels,
particularly the Type II materials, should be weldable based on their compositions




























Figure 2.8: Stress-strain curves (top) and Hall output-strain curves (bottom) for
Fe-8.4Cr-8.4Ni-2.1mn-O.262C TRlP sensor material [101]
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be prepared as fully stainless materials with corrosion resistance levels typical of
austenitic stainless steels.
2.5.2 The Ferromagnetic Response of Strain Memory Alloy
Sensors
There are three primary issues associated with the use of metastable alloy sensors in
structural deformation sensing and monitoring. The first involves the inhomogeneity
of the phase transformation, the second involves the temperature dependence of
the transformation process and the third and last involves strain rate effect on
transformation behaviour.
As mentioned previously, metastable alloys deform inhomogeneously during the ini-
tial stages of plastic deformation [52]. The measurement technique, i.e., the method-
ology of obtaining the ferromagnetic response from a sensor element designed to
have a measurable gauge length over which the reading is taken, will determine how
extensively any inhomogeneous deformation will affect the measured value. A ferr<:r ;
magnetic sensor, such as a Hall sensor, which measures the localized ferromagnetic
response of the sensor element in the location where the Hall sensor is positioned,
will produce a localised rather than overall measurement. Measurement of the fer- .
romagnetic response using an induction coil arrangement will produce a reading
which reflects the overall behaviour of the deforming gauge length. Using this latter
approach the reading is then an averaged response which takes into account the
deformation occurring within the entire gauge length of the sensor element.
vVith regard to temperature effects, the phase transformation from the metastable,
austenitic parent phase to the thermodynamically stable, martensitic product phase
occurs due to the Gibb's free energy change that occurs when the transformation
proceeds, which varies as a function of the deformation temperature. Experiments
have show that more martensite forms as the deformation temperature decreases
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Figure 2.10: Idealized behaviour of an installed sensor element in a bridge monitoring
system [100].
2.9 shows the temperature variation of the response of a metastable sensor alloy
based on a carbon free version of an austenitic stainless steel, a material known to
transform similarly to TRIP steels.
The temperature dependence of the response does affect the overall performance
level of a passive monitoring system. The primary affect is to increase the error
bands associated with a particular reading that might have been obtained for a
particular sensor. The error introduced by the temperature dependence increases as
the amount of martensite formed increases. This can be appreciated by considering
the idealised diagram shown in figure 2.10.
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\-Vhen the sensor is installed the element is pre-strained to produce the cpre shown
on the curve (where cpre > cinc)' A set point reading is then established which is
the baseline reading for that sensor element. Any deformation, i.e., further plastic
straining of the element, will increase the amount of martensite beyond the initially
measured level. The amount of additional martensite would then depend on the
deformation temperature at which it was formed. If the additional strain produced
a total strain of Cl then the corresponding ferromagnetic response reading, presented
here in terms of measured voltage, would lie between VI and V2 . From the sensor
point of view, one would measure a particular voltage, say V3 , which would then
correspond to an additional straining of between (C2 - cpre) and (c3 - cpre) depending
on the temperature at which the additional straining occurred. It is possible to
obtain an estimate of the actual strain by assuming that the deformation occurred
at the average temperature during the time between the last inspection and the
current inspection. In this case the average temperature is assumed to be the same
as the sensor installation temperature, To. The error bars on the strain measurement
would then extend between C2 and C3. For illustration purposes V3 was chosen to
correspond to a considerable proportion of martensite formed. Note that if the
measured voltage was near the set point voltage, Vo, say at the V1 level, then the
error bars are far smaller. In certain applications it may be possible to change the
operating mode to a semi-active mode, for example a thermistor and data acquisition
chip may be installed on conjunction with a particular sensor or sensor array so
that changes are stored as a function of time along with the temperature when the
deformation occurred.
Variations in ferromagnetic response due to the instrumentation and variances that
might exist in the sensor elements themselves are lumped together to produce what
is termed the error related to the sensor system. The utilisation of inductance mea-
surements rather than Hall sensor measurements will produce less variability in the
output. Likewise, careful fabrication of sensor elements so as to produce consistent
sensors will reduce the variability within the sensor elements themselves, thus qual-
ity control of the sensor element manufacturing becomes of extreme importance in
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reducing variability.
The optimum solution to the temperature dependence issue is to identify alloy com-
positions with little or no temperature dependence. This is a difficult problem
considering that thermodynamics control the transformation rate. The problem is
equivalent to finding alloys where there is little change in the martensite free energy
over the range of temperatures appropriate for the monitoring application. The
Fe-Mn-Cr alloy systems are attractive in this case since the intermediate phase, €
(epsilon) martensite forms prior to the formation of the stable, ferromagnetic, 0.'
(alpha prime) martensite. The € martensite forms as intersecting bands parallel
to the {1 1 1} planes in the austenite. Considering that 0.' martensite nucleates
at € martensite band intersections, it is possible to control the number of effective
a' martensite nucleation by controlling the € band intersection density within the
austenite. The amount of a' martensite that can form is then constant regard-
less of temperature assuming that the lowest temperature of service is above the
temperature where the precursor € bands are formed.
Another approach to reducing the temperature sensitivity of the transformation
process involves producing a dislocation substructure by deforming the strain mem-
ory alloy at a temperature below the lowest service temperature. The substructure
will be consistent with the low temperature where the deformation was applied and
assuming that the initial deformation strain is small the alloy will contain a density
of a' martensite nucleation sites which should be greater than would be produced at
a higher temperature. Considering that the range of expected service temperatures
would be higher than the pre-deformation temperature, the amount of a' martensite
that forms during service should be relatively constant reflecting the initial distri-
bution of nucleation sites formed prior to installation of the sensor. In effect, the
sensor material will behave as though it was being loaded at the pre-deformation
temperature as long as the actual temperature is higher than the pre-deformation
temperature.


















Figure 2.11: Hall Unit Output as a Function of Displacement for Three Different
Strain Rates [100].
behaviour. It has been determined empirically that sensor alloys which are based
on carbon-free chemical formulations do not display strain rate effects that are con-
sidered to be large enough to present a problem. Within the strain rates considered
typical for the accumulation of damage in conventional structures carbon-free alloys
display virtually no strain rate effects as shown by the data in Figure 2.11.
Alloys which contain carbon as a principal alloying element e.g. the high strength,
TRlP steel formulations, display a strong strain rate effect with more arf martensite
forming at lower strain rates and also tend to display discontinuities whereby the'
curves contain steps where the strain would increase a small amount with no increase
in response voltage as measured with a Hall sensor. These steps correspond to the'
inhomogeneous deformation along the gauge length of the element as cited earlier.
The reading beneath the Hall sensor will increase when the transformation occurs
in that particular region. As more and more martensite forms, that region of the
gauge length eventually becomes stronger than other regions at which point the
other regions deform preferentially. For small strains, generally less than 2%, no
change will occur under the Hall sensor. Once the gauge length has strengthened
throughout, the region under the Hall sensor will again transform. Any further
deformation occurs uniformly throughout the entire gauge length. This is of course
undesirable for sensor element applications so research has concentrated on alloy
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design efforts for sensor element applications along the lines of carbon-free alloy
compositions to avoid these problems.
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Chapter 3
Response Modelling using the
Finite Element Method
3.1 Introduction
The finite element method is a numerical analysis technique for obtaining approx-
imate solutions to engineering problems. Although it was originally developed to
study the stresses in complex airframes, it has since been extended and applied to
continuum mechanics. It is in general necessary to obtain approximate numerical
solutions to engineering problems rather than analytical solutions. The governing
equations and boundary conditions of these problems may be readily available, how-
ever there is usually no simple analytical solution to these problems.. The difficulty,
for example may arise as a result of a complex geometry or some other features of
the problem which is either irregular or complicated. One possibility is to make
some simplifying assumptions that make the problem easier to solve. In some cases,
this may be acceptable, however, this approach may result in serious inaccuracies
or incorrect answers. An alternative approach is to maintain the complexity of the
problem and employ an approximate solution using a numerical technique. Several
approximate numerical analysis methods have been developed. One of the most
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commonly used methods is the general finite difference scheme [105], [106]. The
finite difference model of a problem gives a pointwise approximation to governing
equations which is improved as more points are included. This method may be used
to solve fairly difficult problems.
If irregular geometries or unusual boundary conditions are considered, the finite
difference techniques become difficult to implement. The finite element method
overcomes these limitations by considering the solution region in terms of many dis-
crete, interconnected sub-domains or elements. A finite element model of a problem
therefore provides a piecewise approximation to the governing equations. The ele-
ments can be assembled together in many ways to cover the solution domain, even
for very complex geometries.
3.2 The Concept of the Finite Element Method
The finite element discretisation procedures reduce the problem to one of a finite
number of unknowns by dividing the solution region into elements and the final
solution is defined in terms of assumed approximating functions for each element.
The approximating functions are defined at specified locations termed nodal points.
Nodes are usually placed on the element boundaries. In addition to boundary nodes
an element may also have interior nodes. For the finite element representation of
a problem, the nodal values of the field variables become the new unknowns. The
degree of approximation depends on the size and number of the elements as well as
on the interpolation functions selected. The functions cannot be chosen arbitrarily,
because special conditions should be satisfied. The functions are usually chosen
so that the field variable or its derivatives are continuous across adjoining element
boundaries. An important advantage of the finite element method is its ability to
formulate expressions for individual elements before assembling them together to
model the entire problem. The steps listed below are useful in explaining how the
finite element method is used [107].
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1. Discretise the continuum. The fist step is to divide the continuum or solution
region into elements. It is not only desirable but also may be necessary to use
different types of elements in the same solution. The number and the types of
elements to be used in a given problem are matters of engineering judgment.
2. Select interpolation functions. The next step is to assign nodes to each element
and then choose the type of interpolation function to represent the variation
of the field variable over the element. Polynomials are usually selected as
interpolation functions for the field variable, since they are easily integrated
and differentiated.
3. Find the element properties. Once the finite element model has been estab-
lished (the elements and interpolation functions have been selected) the matrL'<
equations are determined to express the properties of the individual elements.
4. Assemble the element properties to obtain the system equations. The matrix
equations are combined to express the behaviour of the elements and formed
to express the behaviour of the entire solution system.
5. Solve the system equations.
One of the main advantages of the finite element method is that the method can,
handle irregular geometries routinely which is useful considering that closed-form
solutions are not generally available for irregular geometries. The flexibility with
regard to node spacing and the size and shape of the elements can be used to create
highly irregular geometric forms. Triangular elements are particularly flexible in this
respect, while rectangular elements can be simpler in other cases. As the element size
can be varied, areas of steep stress gradients can be approximated in accurate detail.
Another advantage of the finite element method over analytical solution techniques
is its ability to handle non-homogeneous and anisotropic materials. There is little
extra effort involved in the finite element formulation when these types of materials
are modelled. Any type of external load can be considered. Distributed loads are
replaced by equivalent concentrated nodal point loads. The choice of boundary
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conditions is variable and it is possible to examine the effects of nonlinear properties
of materials. Examples include the simulation of plasticity [108], complex buckling
[109] and vibration problems [110], as well as crack and fatigue effects [110].
3.3 A Brief History of The Finite Element Method
The finite element method was developed simultaneously in the fields of applied
mathematics and engineering. The first study to use piecewise continuous functions
defined over triangular domains appears in the applied mathematics literature with
the work of Courant [111] in 1943, who, by extension of Euler's [112] work, used an
assemblage of triangular elements and the principle of minimum potential energy to
study the St. Venant torsion problem. Polya [113], [114], Hersch [115] and \Nein-
berger [116], [1171 worked on finding bounds on eigenvalues using this method. In
1959, Grenestadt [118], using principles described by Morse and Feshback [119], de-
veloped an approach iJ?-volving cells instead of points, dividing the solution domain
into sub-domains. In his theory, he describes a procedure for representing the un-
known functions by a series of functions. Using continuity requirements, continuous
problem are then discretised. This theory allows for irregularly shaped cell meshes
and contains many of the essential and fundamental ideas of finite elements. White
[120] and Friedrichs [121] used triangularly shaped elements, in regular meshes, to
develop difference equations from variational principles. Numerous studies concern-
ing discretisation errors, rates of convergence and stability for different types of finite
element approximations have appeared in the literature. The finite element method
has also been extensively applied to the solution of nonlinear problems [144]. Math-
ematical literature on the finite element method has increased considerably since
1970. A survey paper by Oden [1581 in 1972 summarizes some of the important
mathematical contributions.
The earliest study in the engineering literature appears to be that of Hrenikoff
[159], who assumed a continuum structure to be divided into elements or structural
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sections. McHenry [160] in 1943 and Newmark [161] in 1949 further developed this
concept of discretisation. Argyris and collaborators published a series of papers
on linear structural analysis and efficient solution techniques suited for automatic
digital computation. In 1956, Turner, Clough, Martin and Topp [169] published
a paper on the solution of plane stress problems by means of triangular elements
whose properties were determined from the equations of elasticity theory. This study
introduced the direct stiffness method for determining finite element properties.
A further study on the plane elasticity problem was presented by Clough [170].
Besseling [171], Melosh [172], Fraeijs de Veubeke [173] and Jones [174] recognized
that the finite element method was a form of the Ritz method and confirmed it as
a general technique to handle elastic continuum problems. Zienkiewicz and Cheung
[175] reported that the finite element method is applicable to all field problems
which can be put into variational form. Numerous papers may be found in the
literature, dealing with all aspects of the finite element method and its applications




In the continuum or Eulerian approach, all processes are characterised by field quan-
tities that are defined at every point in space. The independent variables in con-
tinuum problems are the coordinates of space and time. Continuum problems are
concerned with fields of temperature, stress, mass concentration, displacement, elec-
tromagnetic and acoustic potentials, etc. These problems arise from the phenom-
ena that are approximately characterised by partial differential equations and their
boundary conditions.
Continuum problems of mathematical physics are often referred to as boundary
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value problems because their solution is sought in some domain defined by a given
boundary, on which certain conditions termed boundary conditions are specified.
The boundary is said to be closed if conditions affecting the solution of the problem
are specified everywhere on the boundary and open if part of the boundary extends
to infinity and no boundary conditions are specified on the part at infinity [176].
3.4.2 Problem Statement
Consider some domain it bounded by the surface r . Let cP be a scalar function
defined in the interior of it such that the behaviour of cP is given by
L(cP)-f=O (3.1)
(3.2)
where f is a known scalar function of the independent variables and L is a linear
or nonlinear differential operator. It is assumed that the physical parameters in the
differential operator are known constants or functions. In n dimeIlSions, second-
order differential operators can usually be reduced, by a suitable transformation, to
the form
L(cP) = t A/J2(~) +t Bi a(cP) + (cP)C + D
i=l aX i i=l aXt
where coefficients Ai, Bi and C and the term D may be functions. The operator
as given in equation (3.2) is linear if A.i , Bi , C and D are functions only of the
independent variables (Xl, X2, X3, ... , xn), and quasilinear if Ai, Bi , C and D are
functions of Xi; and the dependent parameter, as well as first derivatives of the
dependent parameter. An operator is linear only if
L(f + g) = L(f) + L(g) (3.3)
The general definition of the operator L(cP) in equation (3.1) precludes a discussion of
appropriate boundary conditions. However, without boundary conditions, equation
(3.1) does not describe a specific problem. From equation (3.1), it is seen that the
general problem is to determine the unknown function if> that satisfies equation (3.1)
and the associated boundary conditions specified on r. There are many alternative
37
approaches to the solution of linear and nonlinear boundary value problems and they
range from completely analytical to completely numerical, here the application of
the variational approach will be discussed with direct reference to the finite element
method.
3.4.3 The Variational Approach
Often continuum problems have different, but equivalent, differential and variational
formulations. In the differential equation formulation, the problem involves the
integration of a differential equation or a system of differential equations subject
to given boundary conditions. In the classical variational formulation, the problem
is to find the unknown function or functions that make stationary a functional
such as I(q;) or a system of functionals subject to the same boundary conditions.
The two problem formulations are equivalent because the functions which satisfy
the differential equations and their boundary conditions also extremise or make
stationary the functionals. The classical variational formulation of a continuum
problem often has advantages over the differential equation formulation from the;
viewpoint of obtaining an approximate solution.
Firstly, the functional, which may actually represent some physical quantity in the
problem, contains derivatives of order lower than that of the differential operator
and an approximate solution can be sought in a larger class of functions. Secondly,
the problem may possess reciprocal variational formulations, that is, one functional
must be minimized and another one of a different form must be maximized. Thirdly,
the variational formulation allows us to treat very complicated boundary conditions
as natural boundary conditions and fourth, from a mathematical viewpoint the
variational formulation is helpful because it can sometimes be used to prove the
existence of a solution by using calculus of variations. If the variational approach is
to be used, a variational statement for the continuum problem must be formulated,
which implies that the problem must be posed in a variational form.
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Historically, variational methods are among the oldest means of obtaining solu-
tions to problems in physics and engineering. One general method for obtaining
approximate solutions to problems expressed in variational form is known as the
Ritz method. This method is basically a forerunner of the finite element procedure.
The finite element method is in fact a special case of the Ritz method in which the
interpolation functions satisfy certain continuity requirements.
The Ritz Method
The Ritz method consists of assuming the form of the unknown solution in terms of
known or trial functions with unknown adjustable parameters. The trial functions
are also termed coordinate functions. The procedure involves substitution of the
trial functions into the functional and thereby expressing the functional in terms
of the adjustable parameters. The functional is then differentiated with respect
to each parameter and the resulting equation is set equal to zero. If there are n
unknown parameters, there will be n simultaneous equations to be solved for these
parameters. The accuracy of the approximate solution depends on the choice of
trial functions. The trial functions are defined over the whole solution domain and
they satisfy at least some and usually all of the boundary conditions. If the exact
solution is contained in the family of trial solutions, the Ritz procedure gives the
exact solution. Generally, the approximation improves as the size of the family of
trial functions and the number of adjustable parameters increase. The process of
including more and more trial functions leads to a series of approximate solutions
whic~ converges to the true solution. Often a family of trial functions is constructed
from polynomials of successively increasing degree, but in certain cases other kinds
of functions may also offer advantages [177].
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Relation of the finite element method to the Ritz Method
The finite element method and the Ritz method are essentially equivalent. Each
method uses a set of trial functions as the starting point for obtaining an approxi-
mate solution; both methods employ linear combinations of these trial functions and
both models seek the combination of the trial functions that makes a given func-
tional stationary. The major difference between the methods is that the assumed
trial functions in the finite element method are not defined over the whole solution
domain and they have to satisfy no boundary conditions but only certain continuity
conditions. Because the Ritz method uses functions defined over the whole domain,
it can be used only for domains of relatively simple geometric shape. In the finite
element method the same geometric limitations exist, but only for the elements.
Due to the fact that elements with simple shapes can be assembled to represent
quite complex geometries, the finite element is more versatile and flexible than the
Ritz method.
Generalisation of the definition of an element
The mathematical interpretation of the finite element requires the generalisation of
the definition of an element in less physical terms. Essentially elements are defined
as regions of space where a field variable exists, the elements are interconnected only
at nodal points located at the boundaries or surfaces of the elements. The nodes of
an element are generally located in space where the field variable and possibility its
derivatives are known or sought. The mathematical interpretation of a finite element
mesh is that it is a spatial subdivision rather than a material subdivision [178]. Once
the element mesh for the solution domain has been established, the behaviour of the
unknown field variable over each element is approximated by continuous functions
expressed in terms of the nodal values of its derivatives up to a certain degree. The
functions defined over each finite element are termed interpolation functions, shape
functions, or field variable models. The collection of the interpolation functions for
the whole solution domain provides a piecewise approximation to the field variable.
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(3.4)
The development of element equations using the Variational Principle
The finite element solution to the problem involves determining the nodal values of
the field variable et> so as to make the functional I (et» stationary. To make I (et> )
stationary with respect to the nodal values of <P, it is required that
n 81
8I(et» = L a:-5cPi = 0
i=l <Pi
where n is the total number of discrete values of field variable, <Pi' assigned to the
solution domain. Since the terms 5<Pi are independent, equation (3.4) can be satisfied
only if
i = 1,2, ... ,n (3.5)
The functional I (et» may be written as a sum of individual functionals defined for
all elements within the solution domain, that is,
M
I(et» = L I(e)(et>(e»)
e=l
(3.6)
where NI is the total number of elements and the superscript (e) denotes an element.
From equation (3.6), it follows that
M




where the variation of I(e) is taken only with respect to the nodal values associated
with the element (e). Equation (3.7) implies that
8I(e) 81
8et> = 8<pj = 0, j = 1,2, ... , r
where r is the number of nodes assigned to element (e). Equation (3.8) comprises a
system of r equations that characterize the behavior of element (e). Equation (3.8)
f~r element (e) can always be written as [179]
8I(e)
- = K(e)et>(e) - F(e) = 0 (3.9)
8<p
where K(e) is a square matrix of constant coefficients, et>(e) is the column vector
containing nodal values of the field variable and {F} is the vector of resultant nodal
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actions. Symbolically, the complete set of equations can be written as
81 M 8I(e)





The problem is solved when the set of n equations (3.10) is solved simultaneously
for the n nodal values of <jJ. If there are q nodes in the solution domain where <jJ is
specified by boundary conditions, there will be n - q equations to be solved for the
n - q unknowns.
Requirements for the interpolation functions
Approximate solutions converge to the correct solution where an increasing number
of elements are used, that is, when the element mesh is refined. Mathematical
proofs of convergence assume that the process of mesh refinement occurs in a regular
fashion, defined by three conditions [180].
1. The elements must be made smaller in such a way that every point of the.
solution domain can always be within an element, regardless of how small the·
element may be;
2. All previous meshes must be contained in the refined meshes;
3.. The form of interpolation functions must remain unchanged during the process
of mesh refinement.
ro guarantee monotonic convergence in the sense just described and to make the
assembly of the individual equations meaningful, it is required that the interpolation
functions N(e) in the expressions
(3.12)
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(where lNCe)J is the row vector of interpolation functions that are functions of the
coordinates of the nodes and {1>}Ce) is the column vector) are chosen so as to satisfy
the following general requirements:
1. At element interfaces (boundaries) the field variable 4J and any of its partial
derivatives up to one order less than the highest order derivative appearing in
I (4J) must be continuous.
2. All uniform states of 4J and its partial derivatives up to one order less than the
highest order derivative appearing in I (4J) should have representation in 4J(e)
when, in the limit, the element size shrinks to zero.
These requirements were given by Felippa and Clough [180] and justified by Oliveira
[181]. The first one is known as the compatibility requirement, and the second as the
completeness requirement. Elements whose interpolation functions satisfy the first
requirement are called compatible elements, those satisfying the second requirement,
complete elements. In addition to satisfying these requirements, it is also required
that the field variable representation within an element and hence the polynomial
expansion for the element remain unchanged under a linear transformation from one
coordinate system to another. Polynomials that exhibit this invariance property are
said to possess geometric isotropy.
A standard definition and notation to express the degree of continuity of a field
variable at element interfaces has been developed, if the field variable is continuous
at el~ment interfaces it is said that there is CO continuity. If the field variable is
continuous for the first derivatives there is Cl continuity, if the second derivatives
are also continuous there is C2 continuity and so on. The functions appearing in the
el~ment equations may contain derivatives up to (r+ 1)th order and the compatibility
and completeness requirements must be satisfied to have assurance of convergence as
element size decreases. These requirements hold whether the element equations were
derived using the variational method, the Galerkin method or some other method.
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Polynomial Interpolation Functions
Although it is conceivable that many types of functions could serve as interpolation
functions, only polynomials have received widespread use. They can be integrated
or differentiated without difficulty.
One independent variable
In one dimension a general complete nth-order polynomial may be written as
T!.l)
Pn(X) = L aixi
i=O
(3.13)
where the number of terms in the polynomial is T2) = n + 1. For n = 1, T?) = 2
and
for n = 2, TJ!) = 3 and
and so on.
Two independent variables
In two dimensions a complete nth-order polynomial may be written as
T!.2)
Pn(x, y) = L akxiyj" i + j ::; n
k=O
(3.14)
where the number of terms in the polynomial is T~2) = (n + 1)(n + 2)/2. For n = 1,
T?) = 3 and




In three dimensions a complete nth-order polynomial may be written as
T~3)
XPn(X,y,Z) = I:a1xiyizk, i + j + k::; n
1=0
where the number of terms in the polynomial is
(3) _ (n + 1)(n + 2)(n + 3)
Tn - 6
For n = 1, T~3) = 4 and




3.4.4 Basic Two-Dimensional Element Shapes
The continuum or solution domain of arbitrary shape can be accurately modeled by
an assemblage of simple shapes. Most finite elements are geometrically simple. For
one-dimensional problems with only one independent variable, the elements are line
segments. The number of nodes assigned to a particular element depends on the type
of nodal variables, the type of interpolation function and the degree of continuity
required. For some one-dimensional problems the finite element method is the most
rational approach, for example, frame analysis in solid mechanics and flow network
analysis in fluid mechanics. In elasticity problems where spars are used as stiffeners,
one-dimensional elements can represent the spars· while being connected to other
two- or three-dimensional elements that represent the rest of the elastic solid.
The three-node flat triangular element is the simplest two-dimensional element and
it is generally the first and most often used basic finite element. The reason is that
an assemblage of triangles can always represent a two-dimensional domain of any
shape. A simple but less useful two-dimensional element is the four node rectangle
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whose sides are parallel to the global coordinate system. This type of element is
easy to construct automatically by computer because of its regular shape, but is
not well suited for approximating curved boundaries. In addition to the simplest
triangle and the rectangle, other common two-dimensional elements include the
six-node triangle, and the general quadrilateral. Quadrilateral elements may be
formed directly or they may be developed by combining two or four basic triangle
elements. Other types of elements that are actually three-dimensional but described
by only one or two independent variables are axisymmetric or ring-type elements.
These elements are useful when treating problems that possess a..'Cial symmetry in
cylindrical coordinates.
3.4.5 Basic Element Shape Functions for Two-Dimensional
Problems
Elements for CO problems
The number of elements capable of satisfying CO continuity is infinite since nodes;
and degrees of freedom may be added to the elements to form ever increasing higher-
order elements. In general, as the complexity of the elements is increased by adding
more nodes and more degrees of freedom and using higher-order polynomials, the
number of elements and total number of degrees of freedom needed to achieve a given
accuracy in a given problem are less than would be required if simpler elements were
used. None the less, this does not suggest that higher-order elements always be used
in preference to lower order elements.
There is no general guideline for choosing the optimum element for a given problem,
because the type of element that yields good accuracy with low computing time is
problem dependent. For CO problems, elements that require polynomials of order
greater than three are rarely used, since little additional accuracy is gained for
the extra effort expended. If a complicated boundary is to be modeled, it is more
advantageous to use a large number of simple elements than a few complex elements.
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Triangular elements
A portion of the family of higher-order elements may be obtained by assigning
additional external and interior nodes to triangles. Each element in this series
has a sufficient number of nodes to specify a complete polynomial of the order
necessary to give CO continuity. The compatibility, completeness and geometric
isotropy requirements are satisfied.
For the three-node triangular element, the linear variation of 4J is written as




According to the procedure of deriving interpolation functions, this can be written
as
cl> = P G-1o: = N cl>
N = P G-1
where the elements of N, Ni = Li are the area coordinates for the triangle.
Rectangular elements
(3.19)
Interpolation functions for rectangular elements with sides parallel to the global
axes are easily developed using Lagrangian interpolation concepts. After the local
coordinates are defined the function may be written as
where
Nl(~, 7]) = Ll(~)Ll(7]),





and the £. are the Lae:range polynomials. Interpolation functions formed as productsl Cl _
in this way satisfy the requirements of possessing unit value at the node for which
they are defined and zero at the other nodes.
Elements for Cl Problems
Constructing two-dimensional elements that can be used for problems requiring
continuity of the field variable cP as well as its normal derivative ~~ along element
boundaries is more complicated than constructing elements for CO continuity alone
and only a brief treatment is given here.
The field variable cP and ~~ are uniquely specified along the element boundaries by
the degrees of freedom assigned to the nodes along a particular boundary. According
to Felippa and Clough [180], the difficulties arise from the following principles:
1. The interpolation functions must contain at least some cubic terms, because
the three nodal values cP, ~~ and ~~ must be specified at each corner of the
element.
2. For non rectangular elements Cl continuity requires the specification of at




</1 d 02</1 h deast t e SlX no a va ues, 'P, ox' 8y' ox2 ' 8y2 an ox8y. at t e corner no es.
For a rectangular element with sides parallel to the global axes it is necessary
to specify at the corner nodes only cP, ~~, ~ and ::ty '
3.4.6 Discretisation of the Problem Domain
As mentioned previously, the first task in a finite element solution consists of dis-
cretising the continuum by dividing it into a series of elements. The formulation
of the element that should be used depends on the problem being considered. Of-
ten only one type of element may be used to represent the continuum, however, it
is often the case that the problem may require several different types of elements
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to be employed. An example from solid mechanics would be an elastic body sup-
ported by pin connected bars. In this case the elastic body would be represented
by three-dimensional solid elements whilst the bars would be approximated by one
dimensional elements.
The most popular and versatile elements, because of the ease with which they can be
assembled to fit complex geometries, are the two-dimensional triangular elements.
However, although a uniform element mesh is easy to construct, it does not always
provide a good representation of the continuum. In many cases more elements are
used in regions where the boundary is irregular, this often results in skewing of the
elements and it is important to consider that the ratio of the elements' smallest
dimension to its largest dimension should be near unity. Long narrow elements
should be avoided as they lead to a solution with directional bias. vVhen solving a
particular type of problem for the first time, it is generally good practice to employ
convergence testing of the mesh. The process involves solving the problem a number
of times using varying average mesh densities. The results will converge if the quality
and density of the mesh is suitable.
3.5 Mechanical Response Modelling - The Appli-
cation of the Finite Element Method to Solid
Mechanics Problems
Most applications of the finite element method to solid mechanics problems em-
ploy a variational principle to derive the necessary element properties or equations.
The three most commonly used variational principles are the principle of minimum
potential energy, the principle of complementary energy and Reissner's principle.
When the principle of minimum potential energy is used, the field variable is de-
fined as the displacement field within each element, this approach is usually termed
the displacement method or the compatibility method. vVhen the complementary
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energy method is used, the stress field is taken as the field variable, this approach is
known as the force method or equilibrium method. Pian and Tong [182] tabulated
these and other variational bases of the finite element method for application to
problems in solid mechanics. For particular problems, one principle may be more
suitable than another, but for a large class of problems the displacement method is
the simplest to apply and the most widely used.
3.5.1 Formulation for Small Deformation Two-dimensional
Elastic Problems
The potential energy of a two-dimensional elastic body acted upon by surface and
body forces and in equilibrium can be written as
(
- T - T )IT(u, V) = ~ JJA t5B Ct5 - 2t5B Cco tdA
- JJA F J tdA - Jet T JdS
(3.22)
where t = t(x, y) is the thickness of the body and J is the column matrix of the
components of the displacement field measured from some datum given by
J = { u(x, y) }
v(x,y)
(3.23)
The components of B are derived by considering the two-dimensional strain-displacement
relationship,
a/ax 0
B = 0 a/ay
a/ax a/ay
The matrix C contains material stiffness coefficients consistent with the constitutive
stress-strain relationship and which takes different forms according to the problem
c~nsidered, co is the column vector of initial strains which may be due to non-
uniform temperature distributions, shrink fits etc. F = [X, Y] are the body force
components due to gravity, centrifugal action, and the like, and T = [Tx , Ty ] are
the boundary traction components acting on portion r1 of the boundary; these are
defined per unit length for a unit thickness.
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Generally, the initial strains co, body force components, F, and boundary traction
components, T, are known quantities. At equilibrium the displacement field (u, v)
in the body is such that the total system potential energy assumes a minimum value.
After using a suitable variational principle, general finite element equations for the
elastic continuum may be developed. First the continuum will be subdivided into
elements of some shape, then the form of displacement function is assumed over each
element. For the general formulation, it is not needed to specify the type of element
nor the particular displacement function. Firstly the equations for the general case
can be developed. Subsequently they are specialised for particular cases.
3.5.2 Displacement Interpolation Functions
If it is assumed that the area A of the problem domain n is divided into !vI discrete
elements, the potential energy of the elements is the sum of the potential energies
of all elements provided that the interpolation functions expressing the variation
of the displacement within each element satisfy the compatibility and completeness
requirements. In other words to write
NI
rr(u, v) = L rr(e)(u, v)
e=l
(3.24)
and to be assured of convergence as element mesh size decreases, the interpolation
must satisfy the compatibility and completeness requirements. For plane stress and
plane strain as well as three-dimensional elasticity problems polynomial interpola.;.
tions satisfy the compatibility and completeness requirements when the polynomials
contain at least a constant and a combination of linear terms.
To express rr(e) (u, v), which is the potential energy function for a single element, in
t~rms of discrete values of displacement components, it is assumed that within each
element having r nodes, the displacement field is approximately related to its nodal
values by r interpolating functions Ni(x, V). Thus the distributed·displacement field
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can be expressed as
<5(e) = { u(x, y) }(e) = { I:~=l Nl(x, Y)Ui } = { N U }(') = N 6(') (3.25)
v(x, y) I:i=l Ni(x, Y)Vi N v
where <5(e) denotes the element nodal displacements.
3.5.3 Element Stiffness Equations
Since the displacement field for the element has been expressed in terms of known
interpolation functions and unknown displacements, the potential energy functional
will be similarly expressed. Thus for element (e), the discretised functional is
or more explicitly
IT(e)(<5(e)) = ! I lAce) [<5(e)BTCe )c(e)B(e)<5(e) - 2<5(e)BTCe )c(e)co(e)jt(e)dA(e)




At equilibrium, the potential energy of the system assumes a minimum value when
the first variation of the functional vanishes, that is
where
M




But the t5ui and the t5Vi are independent variations and equation (3.29) is satisfied
only if
t5IT(e) t5IT(e)
-A- = -A- = 0, i = 1,2, ... , r (3.30)
UUi UVi
for every element (e) of the system. Equation (3.30) expresses the condition we use
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to find the element equations. A typical equation in submatrix form is
Uq
Vq
q=1,2, ... ,T (3.31)
(3.32)
where p = 1,2, ... , T and T is the number of element nodes. A typical 2 x 2 submatrix
[k]qp denotes the stiffness relationship between nodes q and p and Fq is the resultant
external load vector at node q.
,5f1(e)/6II(e) = 0 = If B T (e)C(e)B(e)6qt(e)dA(e)
·6uq 6uv A(e) q p
- I f BT(e) C(e)e (e)t(e)dA(e)
A(e) q Oq
- I f N F(e)t(e)dA(e) - r N T(e) dS(e)
A(e) q q J C<e) q q q.
where
(3.33)
is the column vector of the two displacement components at node q.
5Nq/5x 0
B(e) = 0 5Nq/5y q=1,2, ... ,Tq
5Nq5y 5Nq/5x
(3.34)
The definition of the strain-displacement matrix, B~e), in equation (3.34), for a two-
dimensional elastic follows from the definitions of the three non-zero strain compo-
nents ex, ey, and '"Yxy. Since the traction vector T is a boundary effect, the last term
of equation (3.32) applies only if element (e) lies on the boundary where traction is
specified.
Equation (3.32) is the force-displacement relation for node q. In matrix notation it




k qp = j' r BT(e)c(e)e:o(e)t(e)dA(e)
JA(e) q q
is the initial force vector at node q,
is the nodal body force vector and
(3.36)
(3.37)
FTq = JJ N (x y)T(e)ds(e) (3.38)
(e) q, q q
Cl
is the nodal force vector due to surface loading (present only for boundary elements).
Finally Fq resultant external load vector at node q
Equation (3.35) expresses the stiffness submatrices associated with a typical node,
but since each element has r nodes, the complete stiffness for the element is a 2r x 2r
matrix of the form
k ll k 12 k 1r
k 21 k22 k 2r
K(e) = (3.39)
k q1 k q2 k qr
The arrangement of terms in the element stiffness matrix implies that the column'
















It is important to note that <5(e), defined by equation (3.40), is the column vector of
-(e) .
discrete nodal displacements for element (e), whereas <5 , defined by equatIOn (3.2)
is the column vector of the continuous displacement field within the element.
3.5.4 The System Equations
Equation (3.39) with its components given by equation (3.11) is the general form
of the element stiffness matrix for two-dimensional elasticity problems. The system
equations have the same form as the element equations except that they are ex-
panded in dimension to include all nodes. Hence, when the discretised system has
m nodes, the system equations become
K(2mx2m) <5(2mxl) = F(2mxl) (3.43)
where <5 is now a column vector of nodal displacement components for the entire
system and F is the column vector of the resultant nodal forces. For the displacement
formulation either force or displacement is known in every node of the system. If
body forces and initial strains are absent, the vector F has zero components except
for the components corresponding to nodes where concentrated external forces or
displacements are specified.
For steady-state problems, once the system equations are solved for the nodal dis-
placements, the basic relations between stress and strain, and strain and displace-
ment, may be defined to find the stress at any point in any of the elements. A
general equation for the stress components, including stresses due to displacements
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and initial strains, can be written as
(3.44)
If any initial stresses are present, these should also be added.
3.5.5 Formulation for Small Deformation Non-Linear Prob-
lems
In the case of non-linear or time dependent stress-strain relationships, the formula-
tion of the problem needs to be modified. For small strain applications and using a
fixed Cartesian coordinate system, the equilibrium equations are given as
i, j = 1,2,3 (3.45)
were CJij are the components of the true or Cauchy stress, p the mass density, bi the
components of the body forces and Ui the components of the acceleration vector (the
displacement vector 8 used previously is replaced with u to avoid ambiguity later).
Balance of moments results in the symmetry of the stress tensor such that
(3.46)
and the boundary conditions are given in terms of the traction condition
(3.47)
(3.48)
where t i refer to the components of the traction vector acting on the boundary
and nj are the components of the normal to the boundary surface. The variational
formulation may be stated as
18uiPUi dn + 18CijCJij dn - 18Uibi dn - 18uiti df = 0 .
or in matrix form as
1 8uTpii dn +18eTCJ dn -18uTb dn -18uTt df = 0
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(3.49)
The virtual strains are expressed in terms of the virtual displacements as




The finite element approximations for the displacements are given in terms of the
shape functions N(x) and nodal displacements u(t) as
u(x, t) = N(x)u(t)
and the virtual displacements may be written as
5u(x, t) = N(x)u(t)
The virtual strains may then be obtained by substitution to give
5e: = (SN)du = B dU




Mii+ P = f (3.55)
where
M - 1NTpN dD. (3.56)
f - l NTh dD. - 1N T tdf (3.57)
P - i BTu dD. (3.58)
n
In the case of a non-linear or time dependent stress-strain relationship the stress is
described as a general function of the strain
u=u(e:) (3.59)
In order to obtain the set of algebraic equations required for the solution of the
discrete problem, the equilibrium condition is considered at each discrete time step
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such that at time tn+l the equilibrium equation may be expressed in a residual form
as
(3.60)
where the stress divergence terms is given as
(3.61)
The discrete displacements, velocities and accelerations for the time step L:i.t =
tn +1 - tn are linked by
(3.62)
(3.63)
Generally Un+l is taken as the basic variable from which Un+l and Un+l are cal-
culated. The solution of the non-linear equilibrium equations for the time step
therefore requires an iterative procedure, for example the Newton-Raphson method
requires that
k+l rv k ai¥k k
i¥n+l = i¥n+l + -a--dun = 0
Un+l
where du~ is the increment change in displacement such that
(3.64)
(3.65) .
The above expression may be alternatively expressed in terms of the total increment
L:i.u~+l and the converged solution from the previous time step Un as
(3.66)
The accumulation of the total increment can therefore be expressed as
(3.67)





The displacement increment may therefore be calculated as






The expression for the tangent matrix may alternatively be expressed in terms of
the equilibrium equations as
(3.72)
Iteration continues until a solution satisfying the convergence tolerance c is obtained,
i.e.
(3.73)
The treatment of problems involving non-linear elasticity is often based on an ap-
proach where the strain energy is used to derive the tangent stiffness matrix. The
strain energy vV may be expressed in terms of the strain
vV = vV(e)
















3.5.6 Finite Deformation Formulation
Kinematics
The treatment of problems involving large displacements, i.e. finite deformation,
involves the use of the reference and deformed configurations. The initial position
vector X may be given in terms of a cartesian coordinate system as
I=1,2,3 (3.78)
where E is the vector containing the orthogonal unit vectors consistent with the
reference configuration. The deformed position vector x may be described with
reference to the current deformed configuration as
i = 1,2,3 (3.79)
where e are the orthogonal unit vectors for the current state.
The current position vector may be expressed in terms of the reference configuration
as
(3.80)
where <Pi is a mapping function and is analogous to the displacement vector. Using
common origins and directions for the reference and deformed configurations allows
the displacement vector to be expressed as the change U between the two frames
i.e.
(3.81)











where F is the deformation gradient with respect to the reference configuration i.e.
F = o<j)
oX (3.85)
The expression may also be written in terms of the displacement-derivative matrix
Das
where





In order to ensure that the elemental volume remains positive the deformation gra-
dient is subject to the constraint that
J = detF > 0 (3.88)
The determinant J may be used to map the elemental volume in the reference
configuration to one in the deformed configuration
dv = JdV (3.89)
The deformation gradient may be expressed directly in terms of the displacement as
(3.90)
In this form the deformation gradient is referred to both the reference and the
deformed configurations and it is usual to reconfigure the form to reflect only the
reference or deformed configurations.
Stress and strain measures
In the case of large deformations the change in the change in the length of a line
element from the reference configuration to the current may be expressed as
(3.91)
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where E is referred to as the Green strain tensor which may be expressed as
(3.92)
(3.93)
The term FT F is referred to as the right Cauchy-Green deformation tensor and is
denoted as CJj such that.
(3.94)
The strain in the reference configuration may then be expressed as
(3.95)
If the current configuration is used then the deformation tensor is similarly given as
(3.96)
and the strain tensor is written as
(3.97)
The stress measures in the reference and current measures have to be considered
due to the implications involved in their interpretation. The measure of stress with·
respect to the current configuration is termed the Cauchy or True stress u whilst·
the stress measure taken with respect to the reference configuration is termed the
second Piola-Kirchhoff stress S. The relationship between the two stress measures
may be expressed by considering an equivalent internal work approach, that is
IIi = 1S 6E dVo = 1u6c dV
Using the mapping of the elemental volumes given by equation ( ) leads to
1S 6E dVo = 1JU6c dVQ






The variation of the Green strain may be determined as
1 TIToE = - F oD + -oD
2 2
The variation in D is may then be expressed as
oD = oouFox
which gives
The strain measurement conjugate with the Cauchy stress is given by
Oc = ~ (Clc5U + ClOUT)
2 ox ox
Comparison of the above two equations gives







from which the relationship between the Kirchhoff stress measure and the second
Piola-Kirchhoff stress measures is given as
(3.107)
and the Cauchy and second Piola-Kirchhoff stress measures are related by
(3.108)
Equilibrium equations
The equilibrium equations for a solid subjected to finite deformations are similar to
those for small deformations given above




where p is the mass density in the current configuration, bj is the body force per
unit mass and Vj is the velocity which is given by
(3.110)
The mass density may be related to the reference mass density by using the elemental
volume mapping i.e.
Po = Jp (3.111)





The variational formulation may be written in terms of a virtual work expression as
fI = 1W (CJj) dV - fIe (3.113)
where W (CJj) is a stored energy function. The stress measure that is conjugate
with the Green's strain tensor is the second Piola-Kirchoff stress which is given as
8W 8W
SJj = 28CJj = 8EJj
The stored energy function may then be expressed as
(3.114)
(3.115)
where DJjKL are material elastic moduli, the stress tensor may therefore be ex-
pressed as
(3.116)
The external virtual work term is expressed as
(3.117)
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The variational forms of the virtual work expressions may then be given as
oIT = r ~OCIJSIJdV - !SITe = 0in 2
and
!SITe = l!SUIPobl dV + l!Su/J'I dS









The variational equation may now be written as
(3.121)
!SIT = -l!SUi [(FilSIJ),I + OiIPObJ ] dV + 10Ui [FiJSJjN1 - OilT1] dB = 0
(3.122)
which gives the equations of static equilibrium as
(3.123)
The finite element approximation is constructed using
(3.124)
where N are shape functions expressed in terms of the natural coordinates ~,TJ and
( of the element. XI are the nodal values of the coordinate. The approximation of
the displacement field is then given as













The variational equation for the finite element problem is given by
<511 = <5uTLBSdV - 11e = 0
where the external potential is given as
11e = LNpobdV + l NTdS
The tangent matrix is therefore given by
i i aB afKT = BTDBdV + -SdV - - = KM + Kc + K Ln n au au
Current Configuration Formulation
Recallin<Y that the variation of the Green strain may be written as
b
and that the True strain may be then be expressed as
so that
The variation of the virtual work may now be expressed as









The external potential may similarly be expressed in terms of the current configu-
nition as
<5IIe = 1<5uipbi dv +1<5UJi dS (3.136)
The finite element approximation follows that developed for the small deformation
problem, the only difference being that the shape functions and their derivatives
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are based on the current configuration which is determined using equation ( ). The
stress term in the variational equation is therefore given as
18CijCJij dv = 8iiT 1B T udv (3.137)
The residual of the static problem is then given by
W = f - 1BT udv = 0 (3.138)
The tangent matrix is then calculated
Kj'v[ =1BTDBdv + GI (3.139)
3.6 Magnetostatic Response Modelling - The Ap-
plication of the Finite Element Method to
Linear Magnetostatic Problems
The solution of magnetostatic problem using the finite element method is well es-
tablished, an early example is given by [185] in which the solutions for electrostatic
field distributions governed by Laplace equations are solved for. Other examples are
discussed in [187] and [186]. The solution ofthe magnetostatic problem is relatively
simple and is achieved through the use of a vector potential or more specifically the
magnetic vector potential.
3.6.1 Finite element formulation
The induction problem considered within the scope of this study may be treated
as magnetostatic, that is, the fields may be considered to be time-invariant. The




subject to the constitutive relationship
B = pH (3.142)
where B refers to the flux density, J to the current density and p to the magnetic
permeability. If the material is non-linear, the permeability, p is a function of B i.e.
B
p= H(B)
The solution for the problem is obtained using a vector potential approach in which
the fllL,{ density is written in terms of a magnetic vector potential A. The first step
involves defining the solution for the case when p = 1 everywhere within the domain
of the problem O. The field intensity H that satisfy this case and the governing
equations is given by
H = ~ i J x (r - r') dO
s 7r ,T,
4 n (r - r) (r - r)
(3.143)
where r' refers to the coordinates of the problem domain O. The total field strength
is then given by
(3.144)
in which H m accounts for the contribution of the areas where the permeability is
other than unity. Substitution of equation (3.144) into equations (3.140, 3.141 and
3.142) gives
VxHm - 0
Introducing the vector potential A as
Hm=VxA







Following the application of the variational principle, the functional
(3.150)
gives, on minimisation, the satisfaction of the original governing equations.
Finite element descretisation follows similar procedures as discussed previously. The
vector potential is assumed to have the form
(3.151)
where N is the vector of appropriate shape functions. The minimisation of the
variational equation gives
(3.152)
which may be restated as a standard set of discrete equations of the form
Ka+ f = 0 (3.153)
with
K-- - 1(V Nd T pVNjdD. (3.154)t]
fi - 1Ni V T pHsdD. (3.155)
3.6.2 Boundary Conditions
Boundary conditions for the magnetostatic problem may be classified within three
groups
1. Dirichlet: In this type of boundary condition, the value of the vector potential
A is explicitly defined onthe boundary, the most common use of Dirichlet-type
boundary conditions is to define a zero value for the vector potential along a
boundary to keep flux from crossing the boundary. This is commonly used to
simulate symmetry conditions.
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2. Neuman:. This boundary condition specifies the normal derivative of the vec-
tor potential along the boundary. It is usually employed along a boundary to
force flux to pass the boundary at exactly a 90 degree angle to the boundary,
i.e. ~~ = 0, thereby allowing accurate modelling of interfaces between material
with widely differing permeabilities.
3. Mixed: The mixed boundary condition is a combination of the Dirichlet and
Neumann boundary conditions, the boundary condition is used to prescribe a
relationship between the value of the vector potential and its normal derivative
at the boundary i.e.
(3.156)
3.6.3 Open boundary problems
A common problem encountered in the application of the finite element method
to the magnetostatic problem involves the realistic representation of the boundary
condition where
A=O for r = 00 (3.157)
The simplest approach is to define a boundary sufficiently far enough away from.
the area of interest . This results in a large solution domain with correspondingly,
large solution times. There are several techniques that may be used to overcome
this problem.
Asymptotic boundary conditions
The application of a so-called rni.'<:ed or asymptotic boundary condition can provide
a. suitable approximation to an open boundary condition. If a two dimensional
problem is considered then as r ~ 00, the magnetic vector potential A will tend to
zero. If a circular shell of radius ro is contained within the unbounded domain then
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the vector potential can be given as
00




where am and am are parameters specified such that the solution matches the pre-
scribed potential on the surface of the circle. The open field solution for a large
radius T can be approximated by
and differentiating with respect to 'r gives
oA nan
~ = --1 cos (ne + an)
ur rn +
Solving for an and substituting back gives
(3.159)
(3.160)
(3.161)oA (n)-+ - A=O
or r
This is similar to the form of the mixed boundary condition as given previously by









The application of the so-called Kelvin transformation to the open boundary prob-
lem is discussed in [183] and [184]. The far field region is typically homogenous and
free of sources and the field equation for the magnetic vector potential will take the
form (in polar notation)
(3.164)
(3.165)
It is assumed that the near-field region is contained within a circular shell of radius
r 0 which is centered at the origin. The unbounded region may be mapped onto a





then the differential equation may be written as
a a (dR) a (R)2ar = aR dr = - aR r 0
and the differential equation is written as
1 a ( aA) 1 a2A_0
RaR RaR + R2 ae2-
(3.166)
(3.167)
The form of the problem has the same as that for the near-field region. The impli-
cation is that the far field region may be modelled by considering the superposition
of two domains the first representing the region of interest using the conventional
formulation and the second representing the far field effects using the above formu-
lation.
3.6.4 Solvers
For the solution of most problems employing the vector potential, variations of the
Iterative Conjugate Gradient solver are generally used. This technique is appropriate
for the solution of magnetostatic problems as generally the matrices are symmetric
and sparse. For magnetostatic problems, a modified form termed the preconditioned
conjugate gradient (PCG) code [188] may be used to increase the efficiency of the
solution. The Incomplete Cholesky preconditioner approach has also been used
[188], however this does require additional computational effort. The Symmetric
Successive Over-Relaxation (SSOR) preconditioner, as described in [189], is also




Equations for TRIP Steels
4.1 Introduction
The martensitic transformation that occurs in metastable TRIP steels as a result of
plastic straining provides a method for the correlation of strain with applied load.
However, the prediction of martensite evolution as a function of load requires a well-
developed and consistent constitutive model. It should also be recognised that there
are essentially two modes of martensite transformation; the so-called stress-assisted
and the strain-induced modes. At temperatures above the martensite start tempera-
ture, transformation can be induced via stress-assisted nucleation. The transforma-
tion is thought to be initiated at the sites responsible for transformation as a result
of cooling. The transformation behaviour in the so-called stress assisted regime has
been modelled by Olson and Cohen [190] where the treatment focuses on the ther-
modynamic influence of the applied stress in the cooling kinetics. The following
discussion is primarily concerned with transformation dominated by strain-induced
nucleation which generally occurs in the temperatures above the martensite start
temperature. Transformation, in this case, is controlled by nucleation sites created
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by plastic strain and the kinetics involve a complex relationship between slip in the
austenite phase and the transformation parameters [191]. The following discussion
deals with the functional dependence of the martensite evolution on the strain and
stress state within the material. Various models describing the transformation ki-
netics and corresponding constitutive formulations are presented. The models range
from relatively simple treatments in which only the plastic strain is considered to
complex versions in which the strain rate, the stress state and temperature influences
are included.
4.2 Kinetics of Martensite Transformation
Martensite formation involves the transformation of the metastable austenite phase
through a shear process in the austenite lattice structure. The reaction is diffusion-
less and results in a hard structure which is highly crystallographic. The resultant
lath-like or lenticular microstructure has well defined habit planes within each grain
of transformed martensite. In general the reaction may be considered to be ather- !
mally activated; the transformation is initiated at the martensitic start temperature
Msand ceases at the Mf temperature when the austenite phase has fully transformed
to martensite. In practice not all the austenite transforms and a small amount of
retained austenite is usually present. The rate at which the austenite is cooled must
be sufficiently high such that the diffusion controlled ferrite and pearlite reactions
are suppressed [192].
4.2.1 Nucleation and Growth of Martensite
A,Ithough the martensite transformation reaction is considered to be athermal, the
reaction may proceed at a constant temperature due to the dependence of the trans-
formation kinetics on the chemical free energy, the strain energy and interfacial en-
ergy between the parent and martensite phases [193]. From the thermal perspective
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the driving force required to initiate the reaction may be expressed as the difference
between the martensite start temperature Ms and the temperature at which the
austenite and martensite have the same free energy To·
The classical approach to homogeneous nucleation assumes that the nucleus is ini-
tiated by a simple shear of the parent phase without the aid of grain boundaries or
other types of lattices defects. The resultant free energy change 6.G should include
the change in chemical free energy 6g, the strain energy and the interfacial energy.
For an oblate spheroidal martensite nucleus with radius T and semi-thickness c , the
free energy change is given by
4 2 4 2 ?6.G = -7fT c6.g + -7fTC A + 27fT-a
3 3
(4.1)
where A is referred to as the strain energy factor, a is the free energy per unit
area of the interface between parent phase and nucleus and 6.g is the chemical free
energy change per unit volume. The critical nucleus size a required to initiate the
activation of the nucleus is defined where the free energy is stationary with respect





(4.3)T - 6. .)g-
which results in an overall free energy change of
3') 3"G' - - A2 aL..\ - -7f --
3 6.g4
For practical purposes the values of 6.G' proposed by the above treatment are too
large therefore presenting an unrealistically high barrier to successful martensite nu-
cleation based on thermal fluctuations alone. For this reason it has been suggested
that martensite nucleation occurs heterogeneously on pre-existing sub-critical nuclei
which are beyond the stationary point of the free energy size parameter relationship.
The nuclei are considered to consist of a semi-coherent dislocation interface with the
austenite and growth occurs by nucleation of adjacent dislocations thereby extend-
ing the interface boundary. Olson and Cohen [190] have specifically postulated that
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the nucleation results due to faulting on the closest packed planes derived from ex-
isting groups of dislocations such as occurs at boundaries between grains, incoherent
twins and inclusions. Experimental evidence also suggests that the growth velocity
of the martensite transformation process is essentially independent of temperature
therefore indicating that the grmvth process is not thermally activated. In addition,
there is also evidence to suggest that isothermal growth is possible and the process
is thought to be driven by slow isothermal nucleation rather than a slow growth
mechanism [194].
The Effect of Deformation
Superimposed elastic and plastic stress fields have the effect of reinforcing the strain
energy component of the transformation reaction as the shape change due to the
shear process is a plastic deformation process. This has the effect of increasing
the Ms temperature. In certain cases the Ms temperature may be close to the
operating temperature and the resultant increase in Ms due to the application of
plastic deformation initiates the martensite transformation reaction [195].
4.2.2 The Olsen-Cohen Transformation Model
Olson and Cohen [196] postulated that martensite nucleation occurs at the inter-
section of shear bands in metastable austenite. The shear bands have low values
of stacking fault energies and may consist of c' martensite, mechanical twins and
dense bundles of stacking faults [197]. Nucleation is considered to be based on three
basic components; the course of shear band formation, the probability of shear band
intersections and the probability of a particular shear band intersection generating
active nucleation sites for martensitic nucleation.
Considering the course of shear band formation, the incremental increase of the
shear band volume fraction, r b , with respect to an incremental increase in applied
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plastic strain, cP , may be expressed as
(4.4)
The parameter Q is considered to be independent of the strain and accounts for the
rate of increase of the volume fraction of shear bands, rb , with respect to the plastic
strain cP for low values of strain, i.e. when r b ~ O. Q Is however dependent on
the stacking fault energy and the strain rate as low stacking fault energies and high
strain rates promote shear band deformation over slip deformation which should be
reflected in an appropriate increase in the value of Q. The number of shear bands
per unit volume, N~b, of austenite may be expressed in terms of the average volume
of the shear bands, ijsb, as
f SbN sb =_
v ijsb (4.5)
Therefore at low strains where d~:b = Q, the shear band volume fraction, rb , in-
creases linearly and at high strains rb approaches saturation.
Considering now the shear band intersections within the austenite- parent phase,
the number of shear band intersections per unit volume of austenite, Nt, may be
expressed in terms of the number of shear bands as
(4.6)
where K and n are constants. In the cases where the shear bands are randomly
orientated n = 2 and K = l~ 7i2a2 , however in practice the shear bands are initially
parallel and become more random as secondary shear effects produce additional
shear bands. This is usually reflected in a value of n greater than 2..
Each shear band intersection has the potential to initiate the nucleation of a marten-
site transformation reaction. The incremental increase in the number of active nu-
cleation sites per unit volume of austenite, N~' may be expressed in terms of the
number of shear band intersections per unit volume of austenite, Nt, and a proba-
bility parameter, p, as
(4.7)
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The probability parameter reflects the probability of an active nucleation site de-
veloping at a particular shear band intersection. If the probability is considered in
terms of a potency value, that being defined as the minimum chemical driving force
required to promote nucleation, then if that potency is described with a Gaussian
distribution, the probability that the shear band intersections will develop into ac-
tive nucleation site can be described in terms of a Gaussian frequency distribution.
If it is further considered that the entropy change is generally constant then the
chemical driving force will be a linear function of temperature and the probability
parameter, p, can therefore be expressed as a Gaussian function of the temperature.
The growth of martensite units is usually limited to the lath shaped shear band
intersections and the average volume of each martensite unit, vct', may therefore be
considered constant. In this case the incremental increase in the martensite volume




The martensite volume fraction, F", may therefore be expressed as
(
-cl f.( )
j ct' = 1 _ ex pv ~ jsbp (vsb)n
Substituting for rb yields the relationship between the martensite volume fraction
and plastic strain E as
where
jQ' = 1 - exp {-/3 [1 - exp (-o:cP)]} (4.10)
piiclK
/3 = (vsb)n (4.11)
The three parameters 0:, /3, and n may therefore be used to characterise the kinetics
of the strain induced transformation reaction in terms of the temperature and plastic
strain.
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4.2.3 The Stringfellow Transformation Model
The above approach was extended by Stringfellow et. al. [198] to account for the
influence of the stress state on the evolution of martensite. In order to incorporate
the stress state sensitivity the kinetics of the reaction are considered in terms of
a rate based approach. Using a similar approach to that used in the Olson-Cohen
model described above, the rate of increase in the martensite volume fraction, jQ',
may be expressed in terms of the rate of increase in the active nucleation sites per
unit volume of austenite, if::', as
(4.12)
where vQ ' is the average volume of a martensite unit, The number of active nucleation
sites, Ni, is again expressed in terms of the probability p of a given shear band
intersection developing into an active nucleation site, the rate of increase of the
number of nucleation sites per unit volume of austenite can therefore be expressed
as
(4.13)
In order to develop the relationship for the rate of increase in the number of shear
band intersections, the same relationship between the number of active nucleation
sites per unit volume, Ni, and the number of shear bands per unit volume, N~b, as
that used in the Olson-Cohen model is employed i.e.
(4.14)
where N~b is stated in terms of the shear band volume fraction, rb, and the average
volume of the shear bands, vsb
f SbN sb =_
v fjsb (4.15)
The rate of increase of the volume fraction of shear bands, jsb, is based on the rate
form of equation (4.15) and may be stated as
(4.16)
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where a is a temperature dependent parameter accoW1ting for shear band evolu-
tion at low strains (as described previously) and EP is the plastic strain-rate in the
austenite parent phase. Integrating gives the shear band volume fraction as
(4.17)
Using equations (4.14) and (4.17), the number of shear band intersections per unit
volume of austenite, Nt may be expressed in terms of the plastic strain rate as
I _ [1 - exp( -acP)] n
Nv - K -sb
V
(4.18)
and the rate of increase in the number of shear band intersections is given by differ-
entiation of the above equation.
. I nKa 1
N = --{[I - exp( -acP)]n- exp( -acP)}i-P
v (vsb)n (4.19)
The Stringfellow model also employs the concept that the development of active
nucleation sites at shear band intersections is controlled by a probability that the
potency of the driving force will initiate nucleation. In this case the temperature
based chemical free energy driving force used in the Olson-Cohen model is extended
to a thermodynamic driving force which includes the influence of the stress state. As
in the Olson-Cohen model the probability of nucleation is based on the assumption
that the potency may be described in terms of a Gaussian distribution. Therefore,
the probability p that a shear band intersection will initiate the nucleation reaction
can be stated in the form of a cumulative frequency distribution with respect to the
normalised thermodynamic driving force 9 as
119 [1 (' -) 2JP = -- exp -- 9 - 9 dg'V2ir -00 2 3 g (4.20)
where g is the mean and 3g the standard deviation of the driving force g. The
Stringfellow model proposes that the thermodynamic driving force may be expressed
as a linear combination of a temperature parameter e and a stress state parameter
I: i.e.
9 = go - gle + g2I:
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(4.21)
The temperature controlled parameter e is expressed in terms of the ratio of the
difference between the actual temperature and the martensite start temperature lvis
and the difference between the martensite limit and start temperatures
(4.22)
The stress state parameter L:, termed the triaxiality parameter, is expressed as
(4.23)
where 0"m and 0"d are is the volumetric and deviatoric stress invariants respectively
of the true stress tensor T.





The tensor S is the deviatoric stress tensor which may be defined in terms of the
true stress tensor as.
1
S = T - - (tT T) 1
3
where 1 is a second order identity tensor.
(4.26)
The thermodynamic driving force as expressed above ensures that the probability
of nucleation decreases with increasing temperature and increases with increasing
tria.,<iality. However the triaxiality ratio ensures that the probability is not directly
influenced by the magnitudes of the stress invariants. Further, whilst temperature
affects both the growth of shear bands and the probability of nucleation, the above
treatment decouples the influences of the plastic strain rate and stress state in that
the affect of the strain rate is limited to the growth of shear bands whilst the affect
of the stress-state is limited to the probability of nucleation.
Under isothermal conditions the rate of change of the temperature parameter e will




-) 2]. 92 9 - 9 .p= exp -- -- L:
V2irs g 2 Sg
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(4.27)
the rate of change of the triaxialty parameter is given as
(4.28)









4.2.4 The Tomita-Iwamoto Transformation Model
Although the Stringfellow model accounts for the effects of temperature, plastic;
strain and stress state, the effect of strain rate is not included. Experimental obser-
vations have suggested that the martensite transformation reaction is sensitive to the
strain rate due to evidence that the mode of deformation is increasingly controlled
by shear band deformation as the strain rate is increased [199]. To account for this
Tomita et. al [200] have proposed a modification of the Stringfellow transformation
model in which the parameter 0: accorumodates the effect of strain rate.
The increase in the number of shear bands produced at higher strain rates will
lead to a greater number of shear band intersections resulting in a higher number
of potential sites for martensite nucleation. Considering that the number of shear
bands is directly influenced by the parameter a the Tomita-Iwamoto model assumes







and 1\;£ is the strain rate sensitivity exponent and ey is the reference strain rate.
Tomita and Iwamoto have also suggested a further improvement based on the
premise that the growth of shear bands is influenced by the stress state and therefore
that a should include the triaxiality parameter~. The resultant expression for ao
has the form
(4.35)
The Tomita-Iwamoto model also suggests that the strain-induced transformation
can occur when the sum of the chemical driving force, given by the difference be-
tween the free energy of each phase, and an additional mechanical driving force due
to deformation exceeds the minimum chemical driving force required to initiate nu-
cleation. A simplified version of the thermodynamic driving force, g, was therefore
employed which is expressed as
9 = -T + gl~
where glis a constant [201].
4.3 Constitutive Equation Formulation
(4.36)
Transformation induced plasticity steels may be classified in a general sense as mul-
tiphase materials due to their two-phase nature. The formulation of a suitable model
for the prediction of the materials response to external loading must account for the
influence of the heterogenous microstructure inherent in multiphase materials. The
material heterogeneity is pronounced in TRIP steels due to the differences in the me-
chanical properties of the austenite and martensite phases, that is, the intrinsic elas-
tic and plastic responses of each material portion can vary from point to point. Due
to the heterogeneity imposed by the microstructure at the mesoscale level, neither
the stress or the strain will be homogenous throughout the loaded material. Various
models based on classical averaging approaches have been proposed by Aernoudt et.
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al. [202], Nemat-Nasser et. al [203] and Stouffer and Dame [204] to deal with the
mechanical anisotropy of crystalline and multiphase materials by homogenization
of stress and/or strain for the mesoscopically heterogeneous phases. The averaging
method allows the development of constitutive equations at the macroscopic scale
without incorporating microstructure dynamics, this is advantageous in terms of the
reduced complexity of the solution.
4.3.1 The Eshelby Inclusion Model
Eshleby [205] proposed an elastic homogenization approach for a two-phase material
based on the analysis of the stress-strain relationship for an inclusion of spheroidal
or ellipsoidal shape contained within an infinite matrix. The stress and strain distri-
butions are developed by rela.xing the material thus generating an elastic response in
the inclusion and the matrix. The derivation of the constitutive equations is initially
developed for an inclusion which has similar mechanical properties to that of the
matrix, this solution is extended to cater for materials in which the material prop-
erties for the inclusion and matrix differ substantially. If the inclusion is considered
in isolation without the constraint of the surrounding matrix, transformation will
result in a change in shape and volume of the inclusion and hence a corresponding
strain et. If the constraints imposed by the matrix are taken into account then
stress will be generated within the inclusion in order to maintain its original shape.
The resultant stress in the inclusion, a-i , will be proportional to the deviation of the
transformed inclusion from its original shape.
(4.37)
or in matrix notation
(4.38)
where CC is the strain imposed by the surrounding matrix in order to maintain
the original shape of the inclusion. C is the fourth-order elasticity tensor for the
material. If the macroscopic stress and strain are assumed to approach zero at an
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infinite distance from the inclusion then the general form for the imposed strain as




where D is a fourth-order elastic tensor. A analytical solution was derived by Es-
helby using Hookes law, stress equilibrium and strain compatibility. The solution
implies that the components of D may be specified in terms two parameters, a
and 13, that define the proportionality between the dilational and deviatoric strain
components
~C dil act dilc -
ec .dev - 13~t devt) -t)
(4.41)
The strains cC dil and et dil are the scaler dilational components giveIl.. by
~c





and efj dev and e~jdev are the deviatoric components
(4.43)
~t dev _ ""~. _ ~t dil ~ ..
Cij C t)- Ut)
6ij is the Kronecker delta and is defined as
Z=) (4.44)
The proportionality parameters a and /3 are given as
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(4.45)
Eshelby demonstrated that the above solution may be extended to cater for the
case where the inclusion and matrix have dissimilar properties and the material is
under load. In effect a solution may be obtained by reducing the problem such that
the body consisting of matrix with inhomogeneous inclusion is replaced with an un-
bounded matrix and a transformed inclusion with the same properties as that of the
matrix. This approach implies that an equivalent transformation strain should be




where D' is a fourth-order elastic tensor and em is the strain tensor for the matrL'C.
As previously, the components of D' may be defined in terms two proportionality
parameters, ct' and [3', such that
(4.48)
et dev _ [3'e"!! dev
l) 1)




cm dil e~- 3
(4.49)
and the deviatoric components by
(4.50)








(pm - pi) [3 - pm
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where /'i,i and /'i,m are bulk moduli for the inclusion and matri.x respectively and p,i
and p,m are the Lame constants for the inclusion and matrix respectively. a and
f3 are calculated as shown previously in equation (4.45). The true inclusion strain
can be calculated by substitution of the equivalent transformation strain given by
equation (4.47) into equation (4.40) so that
(4.52)
The transformation strain may be given in terms of the imposed strain using equa-
tion (4.40)
(4.53)
and the stress in the inclusion may be obtained by substitution of the transformation
stress into equation (4.37)
(4.54)
where I is a fourth-order unit tensor. For the case where the stress and strain fields
tend to zero at an infinite distance from the inclusion the stress in the inclusion is
given as
(4.55)
where e C = e i , If the stress and strain fields at an infinite distance from the inclusion
are non-zero then above equation is simply modified
(4.56)
where L is referred to as the interaction tensor and is given as
(4.57)
4'.3.2 The Stringfellow Constitutive Model
The constitutive model described by Stringfellow et. al. [198, Stringfellow] for the
modelling of the stress-strain behaviour of TRIP steels is essentially an extension
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of the Eshelby inclusion model as described above, in this case the model is based
on a generalised treatment of an evolving two-phase composite material undergoing
large, finite deformation. More specifically the model is formulated to address the
following observations as evidenced during testing of TRIP steels [208].
1. Each phase is strain-hardening and exhibits different hardening parameters.
This leads to a correspondingly large difference between the average plastic
strains for each phase.
2. The evolution of the martensite phase is strongly dependent on temperature,
the stress state, plastic strain and the plastic strain rate [199].
3. The phase transformation results in a so-called transformation strain due to a
shape strain and a positive volume change.
4. The martensite phase formed at high levels of plastic strain is harder than that
formed at lower levels of plastic strain due to the observation that the trans-
formed martensite phase inherits the dislocation sub-structure of the parent
austenite phase.
The resultant constitutive model therefore focuses on the prediction of the stress-
strain behaviour based on the influence of both the strain hardening due to the
evolution of martensite and the strain softening that results from the transformation
mechanism. A primary feature of the model is the use of the Eshelby model, as
described previously, to apportion the plastic strain between the two phases.
Rate constitutive formulation
rr:he evolution of the stress state in the two-phase material is based on an isotropic hy-
poelastic formulation and the rate kinematics on which the formulation is based are






where T is the stress in the current configuration (Kirchhoff stress) and w is the
vorticity tensor which is the skew-symrnetric portion of the rate of deformation
(velocity gradient) tensor. The total strain-rate may be considered in terms of an
additive form containing the elastic strains ee and plastic strains eP ,i.e.
(4.59)
It has been shown that a hypoelastic formulation is a suitable approximation to the
hyperelastic form if the elastic strain-rates are small [209] and, assuming that the
martensite and austenite phases have similar elastic properties, the stress-rate may
by described by
(4.60)
where C is the isotropic elasticity tensor for the two phase material. The elasticity
tensor may be expressed in terms of the shear modulus G and the bulk modulus K
as
C = 2G 1+ ( K- ~G) (1 @ 1) (4.61)
I and 1 are used to represent fourth-order and second-order unit tensors respectively.
The total strain rate may be decomposed into the deviatoric and dilational parts
If an equivalent total shear strain-rate -'/ and dilation rate ev are defined as
-'/ hlledev 11
ev - Htr e)
then the total strain rate may be written as
















.p Htr ~P) (4.71)ev -
the plastic strain-rate can be written as
~p=_l_,.yPN + ePly'2 I V (4.72)
The tensor N is a unit tensor taken to be coaxial with the plastic strains which in
turn are assumed to be coaxial with the deviatoric stresses, this implies that
S
N = TISTI
The bulk stress (j and the equivalent shear stress f are defined as scalar invariants
of the Cauchy stress tensor T as
1





and therefore the rate forms of the bulk stress and the equivalent shear stress are
given by
V'
(j - _IT·l = - K(et - eP )3 v v
V'
f - ~T . N = G(f3'l - -:'fP)
(4.75)
(4.76)
The equivalent shear stress and pressure rates are expressed in terms of the marten-
site transformation parameters by linking the plastic strain and dilation rates with
tile transformation variables. In order to facilitate this the plastic strain rate is
decomposed further into a combination of strains resulting from slip in the material




Stringfellow et. al. used a similar method to that proposed by Hutchinson and Tver-
gaard [210] to account for the strain softening observed as a result of the martensite
transformation process. This involved the introduction of an additional inelastic
transformation strain-rate term which is correlated with shape-strain coaxial v.rith
the unit deviatoric tensor N and the volume change associated with the transfor-
mation, .6.v . The transformation strain-rate therefore has the following form
ttrans = f· (_1AN +~.6. 1)J2 3 v (4.78)
where A is a dimensionless parameter accounting for the net shape-strains coaxial
with N [211]. Based on experimental observation, the parameter A is calculated as
follows
A = Aa + Al (:) (4.79)
where Aa and Al are constants and Sa is a reference value for the hardness of the
austenite phase.
Deviatoric plastic strain-rate
The equivalent deviatoric plastic strain-rate may be defined as
. slip
. slip _ I.) E ( )
'Y - y ~ II E- slip I! 4.80
and may be considered as a simple combination of additive strains resulting from
the two phases as follows
'Yslip = f 'Ym + (1 - 1) 'Ya
The equivalent plastic shear strain-rate may then be written as
'YP = f 'Ym+ (1 - 1) ':'(a+ Aj
(4.81)
(4.82)
The relationship between the equivalent shear stress and the equivalent shear strain-
rate for each phase is assumed have the form
(4.83)
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It is also assumed that the macroscopic behaviour for the two phase material may
be described in the same way i.e.
- .:...P
T = IJ,/Y (4.84)
The local and global stresses within the two phases are expressed using Eshelby's
solution
Equation (4.82) may be rewritten as
(4.85)
(4.86)















The relationship between the local and global shear strain-rates given by equation
may also be rewritten as
(4.91)
The viscoplastic relationship between the shear stress and shear strain in each phase




li = Si 10 (4.92)
w.here s is a reference shear strength level and 70 a reference shear strain-rate. The
two phase material is also assumed to behave according to the same model, i.e.
.:...P (T)M.




4.3.3 The Tomita-Iwamoto Constitutive Models
As with the Stringfellow model the plastic strain rate is assumed to be the sum of
the plastic strain rate induced by slip deformation in the two phase material and
the plastic strain rate induced by the transformation [201]. In addition the trans-
formation strain rate can be separated into deviatoric and dilational components.
As with the previous model the deviatoric component is assumed to be cOCL"'Cial with
the deviatoric stress. The deviatoric component is given as
where
and
.p dev _ .JI3Rf'm ..c·· - n'JtJ 2 ' (4.94)
(4.95)
R ~ Ra + R, (:~) (4.96)
The dilational component is expressed in terms of the volume change accompanying
the transformation
(4.97)
The plastic strain rate is derived using the work-equivalent measure of the represen-






The apportionment of the plastic strains between the two phases is carried out as
described by Stringfellow et. al. using a modified for of Eshelby's inclusion approach.
The thermoelastic constitutive equation is assumed to be [212]
(4.102)
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The rate form of the equation is given by
(4.103)
where
The inverse relation gives the stress rate
. D e ' e f3 T(Jij = ijkl Ckl - ij
where
aE 1aE
f3ij = 1 _ 2v 6ij - EaT (Jij
Introducing the plastic strains into the constitutive equations results in








(4.109)f3ij - ') 6ij1- _v
(J' -
~j - 3C2 (4.110)
(j
6- ( E ) (4.111)Qij - -po-I: +...2-
tJ 3 1 - 2v
It was also proposed that a heat conduction equation be used to account for the
latent heat due to transformation [200]
(4.112)
To account for the difference between the uniaxial tension and compression curves





-(J- -(J ..2 tJ lJ
13 - det (J'-lJ
(4.114)
(4.115)
The parameter K reflects the development of the microstructure and texture of the
material. An evolution equation is proposed by Miller and McDowell [213]
This implies that the equivalent stress is expressed as












The methodology involved in predicting the mechanical and corresponding magne-
tostatic response of TRlP steel components and structures was divided into two
phases. The first phase involved the simulation of the martensite transformation as
a function of applied loading, i.e. establishing the location and amount of trans-
formed material. This was determined using a finite element model incorporating
the transformation kinetics and constitutive equations as described previously. The
finite element analyses were implemented as non-linear material models using an up-
dated kinematic formulation based on the procedures discussed in Chapter 3. The
martensite volume fraction was determined for each load increment as a function
of the stress and strain increments for input into the magnetostatic model. Once
t~e location and amount of transformed material was known a second finite ele-
ment model was created, this being the magnetostatic model. The magnetostatic
model was formulated to included the measurement elements and the magnetic per-
meability of the TRlP steel was adjusted for each load increment according to the
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amount of transformed material present for any given location within the TRIP steel
component. The magnetostatic models were analysed using a linear formulation as
discussed in Chapter 3.
In order to demonstrate the application of the numerical modelling methodology,
two test-cases are presented. The tests-cases are derived from practical real-world
examples of peak strain sensors that are currently under development. The aim of
the analyses described here was to provide predications of the electrical response
characteristics of the peak strain sensors as a function of mechanical loading.
The first test-case involves the prediction of the response of a sensor element used
within so-called passive strain monitors [100]. These monitors are designed to pro-
vide simple non-destructive strain measuring systems for evaluating structural in-
tegrity or damage for a wide range of structures. The passive monitors are used to
evaluate local material condition at specific points by attaching the monitor such
that it straddles the region of interest as illustrated in figure 5.1. Typically, the mon-
itor is situated parallel to the high stress direction or at an angle with respect to a
multiaxial stress coordinate system. Displacement between the attachment points is
correlated with the peak strain measured which is in turn derived from the amount
of martensite transformation within the TRIP steel sensor element. Measurement of
the transformation is achieved using an inductance bridge which essentially consists
of a pair of identical current carrying coils with the sensor element placed along
the center of one of the coils, the other coil is used to compensate for temperature
effects. Transformation of the TRIP steel sensor element will cause a change in
permeability and hence a change in the inductance of the measurement coil which
-:onncding n.-J
slructure
str..lin nwnllor aItachl1lCIlI li ~ lure
cyclic 1;lligu.:
I";"Id
Figure 5.1: Strain monitor attachment
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is calculated by monitoring the balance of the inductance bridge. The behaviour of
the sensor element is investigated as a function of enforced displacement and is also
evaluated for a range of temperatures.
The second test-case addresses the performance evaluation of dual-function engi-
neering components [9], in this case an aircraft bolt. Dual function components are
a natural consequence of TRIP steels as they were originally developed as structural
materials and can be used to fabricate high strength engineering components, dual
function components are therefore designed to act as both load carrying component
and sensor simultaneously. A proposal is currently being considered to replace the
steel bolts used to mount the wings of a C-130 transport aircraft to the fuselage
with alternatives manufactured using high-strength TRIP steel. The motivation
for the proposal is primarily concerned with the costs associated with the periodic
removal of the bolts for inspection and crack detection. The inspection procedure
requires removal of the aircraft from service and approximately 200 man-hours for
the removal of the wing attachment bolts [10]. The development a smart wing bolt
that would be capable of sensing its deformation state without the labour intensive
inspection procedures presents a simple cost-effective solution to the problem. The I
strain sensing methodology is similar to that used for the passive strain monitor
described above in that strain is correlated with the amount of material transfor-·
mation using an induction coil. The position and orientation of the induction coil is·
critical as transformation is localised to areas of high stress. Results are presented
for two coil locations and for a range of temperatures, further results are presented
for a modified bolt designed to induce localised transformation in the region below
the head of the bolt.
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5.2 TRIP Steel Sensor Element
5.2.1 Geometry
Sensor Element
The sensor elements used in the peak strain monitors are shaped as thin ribbon
tensile specimens as shown in figure 5.2. The relative displacement between the
attachment points is transferred by mechanical clamping to the sensor element. As
the deformation is localised to the gauge section of the element the gauge length
determines the sensitivity of the gauge to the imposed displacement. For the pur-
poses of the analysis the dimensions of the sensor element were specified as per the
parameters contained in table 5.1.
Induction coil
In order to gain the greatest sensitivity in the measurement of the changing perme-
ability of the sensor, the sensor element is placed through the coil such that the coil
surrounds the gauge length of the sensor element with a clearance of 0.1 mm between
the sensor and inner portion of the coil. It was assumed that coil was manufactured
to a length of 6.6 mm using 2500 turns of 70 /-lm diameter copper wire wound on a
mandrel with a diameter of 1.6 mm. This results in a coil with an outer diameter
of approximately 5.2 mm.
5'.2.2 Sensor Material Characterisation
For the purposes of the analysis and due to availability of relevant material data,




1- l I1 rill ~m~I Iwl, I
~I .I<.91 ELI,"
Figure 5.2: TRIP steel sensor element geometry
Parameter Dimension
Gauge length (GL) 2.54 mm
Gauge width (GW) 0.64 mm
Element length (EL) 70.5 mm
Element width (EvV) lA mm
Element thickness (ET) 0.13 mm
Free length (FL) 8.5 mm
Transition radius (TR) 0.254 mm
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Figure 5.3: The stress - strain relationships for 304 stainless steel at various tem-
peratures [201]
stainless steel. The material is an austenitic steel which undergoes strain-induced
martensitic transformation and is therefore classified as a TRIP steel. The rela-
tionship between the equivalent material stress (j and the plastic strain eP for 304
stainless steel is shown in figure 5.3 for temperatures of 77 K, 213 K, 273 K, 298 K
and 353 K [214].
The evolution of martensite as a function of plastic strain is prediCted using the
Olson-Cohen model [45] - [47] described earlier which employs only a measure of the
plastic strain within the material. The martensite volume fraction in given by
fm = 1 - exp( -,8(1 - exp( -aeP)t (5.1)
where a and,8 are temperature dependent parameters. The values of a and,8 used
here are those determined through experimentation by Hecker et. al. [199] which
were given as follows
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77 213 273 298 353
er 13.040 10.435 7.065 5.000 0.960
f3 2.087 2.087 1.939 0.870 0.800
Table 5.2: 304 stainless steel martensite evoluation parameters
The resultant relationships for the martensite volume fraction with respect to plastic
strain for a range of temperatures are shown in figure 5.4
5.2.3 Finite Element models
Mechanical response model
The finite element model used to determine the mechanical response of the sensor
element when subjected to tensile loading was constructed using plane-stress linear
triangular finite elements and is shown in figure 5.5 Tensile loading was applied along!
the longitudinal axis of the sensor element by loading the right-hand-side vertical
edge. Due to the transverse and longitudinal symmetry of the problem, the finite
element model is simplified by considering only a quarter of the original domain i.e.'
the upper right hand side. In addition, due to the physical clamping arrangement,
only the portion of the sensor element between the mechanical clamps was modelled.
Magnetostatic response model
The magnetostatic response model used to predict the change in inductance as a
function of tensile load is shown in figure 5.6. The model includes the induction
coil in addition to the sensor element, both were located in the center of a circular
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Figure 5.4: The martensite volume fraction as a function of plastic strain for 304
stainless steel at various temperatures
Figure 5.5: Finite element model of TRlP steel sensor element
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Figure 5.6: Finite element model of sensor element for magnetostatic modelling
the symmetry conditions allow the problem to be reduced to a quarter of the original
geometry.
The boundary conditions are specified such that the flux lines do not cross the
longitudinal axis of symmetry whilst those crossing the transverse axis do so normal
to the vertical axis i.e.
A - 0 for y=o (5.2)
oA
0 for x=o (5.3)an -
where A is the magnetic vector potential. A third boundary condition was used to
correct for far-field effects along the outer boundary of the circular domain. This
boundary condition was of the mL'<:ed type where
(










Jlo and Jlr are the permeabilities of air and core material respectively and 'f is the ra-
dius of the domain boundary. The elements \vithin the domain representative of the
measurement coil included a current density component J which is arbitrarily spec-
ified and is used to calculate the change in coil inductance in response to the change
in sensor element permeability. As mentioned previously, the localised permeability
of the sensor element material is modified on an incremental basis corresponding to
the incremental solution of the mechanical response problem. The inductance for
a specific load increment is determined by integrating the product of the magnetic
vector potential and the current density over the volume of the induction coil and
dividing the result by the current carried by the coil i.e.
L=JA.JdV
i 2
5.2.4 Results and Discussion
The mechanical and corresponding electrical responses for the sensor element were
determined for temperatures of 77 K, 213 K, 273 K, 298 K and 353 K. Figure 5.7
shows the predicted change of the coil inductance as a function of the extension
of the sensor element for the various temperatures considered. The evolution of
the martensite volume fraction and the corresponding changes in flux density and













































Figure 5.7: Inductance change as a function of sensor displacement at various tem-
peratures
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sensor ext .. ensIon - 0.126 mm
sensor exte .nslon = 0 163. mm
sensor exte .nSlOn = 0.200 mm
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sensor extension = 0.237 mm
sensor extension = 0.275 mm
sensor extension = 0.371 mm
Figure 5.7a: Evolution of martensite and the corresponding magnetostatic
response for increasing extension
The results of the simulation indicate that the sensor response is strongly dependent
on temperature, the response curve at a temperature of 353 K implies that the
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sensor is almost unresponsive to strain at this temperature. As the temperature is
decreased, the sensor element becomes progressively more responsive, however, the
response curve becomes non-linear and it is thought that this is mainly due to the
influence of the localised stress concentration at the base of the fillet and the non-
linear stress-strain behaviour as shown in figure 5.3. It may be possible to reduce
this characteristic by modifying the fillet radius. In addition it was also noted that




The aircraft bolt is a simple threaded fastener with geometry as shown in figure 5.8.
In order to monitor the change in magnetostatic response, the variation in material
permeability was monitored at two locations, the first being in the vicinity of the
fillet between the shank and the head of the bolt and the second in the root of
the first thread which engages with the nut. In order to improve the sensitivity of
the bolt to tensile loading a modified geometry has been proposed which includes a
stress concentration feature [104]. In this case the feature takes the form of a groove
located under the head of the bolt. The groove increases the stress concentration
and hence promotes martensite transformation in a location that favours convenient
sensor placement. The magnetostatic response was determined by simulating washer



















Figure 5.8: Geometry of the aircraft bolt
5.3.2 Material properties
Currently the bolts are manufactured from a high strength steel which does not
exhibit transformation characteristics. For the purposes of the analysis the response
characteristics are examined for a bolt manufactured from 304 stainless steel with
stress-strain and transformation properties as specified in section 5.2.2 above and '
shown in figures 5.3 and 5.4. It should be noted that the room temperature proper-
ties of 304 stainless steel are not suitable for application to the aircraft bolt however
the material is used solely to demonstrate the application of the response modelling,
technique.
5.3.3 Mechanical response model
In order to simplify the modelling of the aircraft bolt, it was assumed that the
helical nature of the threads could be neglected. The resultant symmetry enabled
the finite element model of the aircraft bolt to be simplified by constructing an
axisymmetric model as shown in figure 5.9. The model was constructed using three
node triangular axisyrnmetric elements. The tensile loading was applied under the
head of the bolt and constraints were applied to those nodes on the left-hand-side
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flanks of the threads to simulate the action of the nut.
5.3.4 Magnetostatic response model
The finite element model of the aircraft bolt used to determine the magnetostatic
response is shown in figures 5.10 and 5.11, as with the mechanical model, symmetry
of the geometry and the resultant magnetic field enabled simplification of the original
domain. The bolt was located in the center of a semi-circular domain to allow for
the realistic simulation of far-field effects. As mentioned previously the induction
coils were washer shaped and were located under the head of the coil and next to
the first thread. The coils had an inner diameter of 12 mm, an outer diameter of
22 mm and a thickness of 3 mm. The boundary conditions were specified such that
fll.DC lines did not cross the longitudinal axis of symmetry i.e.
A = 0 for r = 0
A second boundary condition was used to correct for far field effects along the outer
boundary of the circular domain. This boundary condition was of the mixed type
where
(







Figure 5.9: Finite element model of the aircraft bolt
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Figure 5.10: Finite element model for magnetostatic analysis of the aircraft bolt
/-La and /-Lr are the permeabilities of air and core material respectively and r is the
radius of the domain boundary. The elements within the domain representative of .
the measurement coil included a current density component J which was arbitrarily
specified and was used to calculate the change in coil inductance in response to the
change in bolt material permeability. The localised permeability of the bolt material
was modified on an incremental basis corresponding to the incremental solution of
the mechanical response problem which was solved earlier. The change is inductance
was calculated by evaluating the integral of the current and field strength in the coil
::IS follows
L = JAJ dV
i 2
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Figure 5.11: Detailed view of the megnetostatic response model of the aircraft bolt.
5.3.5 Results and Discussion
Temperature effects
The response of the bolt when subjected to tensile loading under various temper-
atures is shown in figure 5.12. The evolution of martensite and the corresponding
magnetostatic results are shown in figure 5.14.
It is clear that the magnetostatic response is highly dependent on temperature and
therefore the bolt may indicate different peak strain values for similar loadings de-
pending on the operating temperature. The temperature history is therefore an
important aspect that would need to be considered when interpreting peak strain
measurements. However, the magnetostatic results at relatively low levels of strain
are similar and the magnetostatic response could be used to effectively measure the
condition of the bolt. In addition, the incubation strains are similar for the three
temperatures and this would complement this mode of operation. This approach
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Figure 5.13: Inductance change measured for head sensors (both grooved and un-
grooved) and thread sensor for TRIP aircraft bolt
Geometry effects
The results of mechanical analysis of the bolt indicated that two regions are potential
sites for inductance measurements. The first region is located under the head and the
secOI~d in the first thread root. The localised stress concentrations is these regions
promote martensite transformation whilst the bolt is under a relatively low nominal
load. Initially transformation is limited to the area in the thread root, however,
continued loading causes transformation to develop in the shank-head fillet region
which eventually becomes the dominant transformation area. This is clearly seen in
figure 5.13 which includes the response curves for the two locations.
The change in inductance measured due to transformation in the thread root IS
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measurable but is considerably less than that for the shank-head fillet. The addition
of the groove below the head of the bolt does increase the sensitivity of the bolt to
the tensile loading as can be seen in figure 5.13, it can also be seen that the groove
enhances the linearity of the sensor response. The evolution of martensite is shown
for increasing extension values in figure 5.15
)
J
Bolt extension = 0.060 mm
/
Bolt extension = 0.065 mm
J
Bolt extension = 0.071 mm
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/
Bolt extension = 0.079 mm
/
I )
Bolt extension = 0.089 mm
/
Bolt extension = 0.101 mm
Figure 5.14 Evolution of martensite and the corresponding magnetostatic response
for increasing extension
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Bolt extension = 0.060 mm
Bolt extension = 0.065 mm
Bolt extension = 0.071 mm
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Bolt extension = 0.060 mm
Bolt extension = 0.065 mm
Bolt extension = 0.070 mm
Bolt extension = 0.079 mm
Bolt extension = 0.089 mm
Bolt extension = 0.100 mm
Bolt extension = 0.074 mm
Bolt extension = 0.079 mm
Bolt extension = 0.082 mm
Figure 5.15 Comparison of the evolution of martensite for the




Smart materials encompass a very broad range of materials which on the one hand
can be manipulated under given input conditions or which have the inherent ability
to indicate the amount of deformation. The damage indicating materials fall into
two classes; materials which are composites of normal structural matedal and sensors
to obtain feedback which will be referred to as class II smart materials, and those
which contain an inherent feature that changes with deformation and therefore can
be used as a damage indicator. These latter materials are referred to as class I smart
materials. TRIP steels fall into the class I category. The inherent advantage of a
class I smart material over a class II smart material is that the material can act
a both structure and sensor simultaneously without any need for the attachment
of sensors. In addition the class I smart materials will retain information useful in
assessing damage regardless of what happens to the system in the event of power loss
etc. This is an advantage when it comes to damage assessment and in the utilisation
of passive monitoring systems for infrastructural concerns.
rr:he foundations and some of the practical issues for the development of a mechanical-
magnetostatic prediction capability have been presented in this work. The marten-
sitic transformation that occurs in metastable TRIP steels as a result of plastic
straining provides a method for the correlation of strain with applied load. The
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prediction of martensite evolution as a function of load requires a well-developed
and consistent constitutive model that couples the mechanical parameters with the
evolution of martensite within the parent phase. The functional dependence of
the martensite evolution on the strain and stress state within the material, various
models describing the transformation kinetics and corresponding constitutive for-
mulations were presented and discussed. The models range from relatively simple
treatments in which only the plastic strain is considered to complex models in which
the strain rate, the stress state and temperature influences are included.
The central goal of the methodology described here was the integration of finite
element codes for the prediction of the mechanical and magnetostatic response of
smart sensors based on strain memory alloys. The versatility and flexibility of
the finite element method allows response predictions for a wide range of sensor
geometries and materials to be considered. The approach presents an opportunity
for the development of sensors that are optimised to provide ma.'<:imum sensitivity
for application in structural health monitoring systems.
The methodology developed to predict the mechanical and corresponding magneto-
static response of strain memory, specifically TRIP steel, components and structures
was divided into two phases. The first phase involved the simulation of the marten-
site transformation as a function of applied loading, i.e. establishing the location
and amount of transformed material. This was determined using the finite element
method to develop a model incorporating the transformation kinetics and consti-
tutive equations appropriate for TRIP steels. The finite element analyses were
implemented as non-linear material models using an updated kinematic formula-
tion based on the procedures. The martensite volume fraction was determined for
each load increment as a function of the stress and strain increments for input into
the magnetostatic model. Once the location and amount of transformed material
was known a second finite element model was created, this being the magnetostatic
model. The magnetostatic model was formulated to included the magnetic perme-
ability of the TRIP steel which was adjusted for each load increment according to
the amount of transformed material calculated for any given location within the
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TRIP steel component. The magnetostatic models were analysed using a simple
linear formulation.
In order to demonstrate the application of the numerical modelling methodology,
two test-cases were presented. The tests-cases were derived from practical real-
world examples of peak strain sensors that are currently under development. The
aim of the analyses described was to determine the response of the electrical response
characteristics of the peak strain sensors as a function of mechanical loading. The
results of the analyses of the test cases compared well with the expected responses
and the analyses demonstrated that the technique may be used to refine sensor
geometries and arrangements to obtain maximum performance from the sensor. It
was however noted that the technique is heavily reliant on accurate material data in
the form of a well developed constitutive model. The response calculations carried
out for the test cases were based on the use of a constitutive model for 304 stainless
steel due to availability of test data for the material. Should a different material
be used comprehensive testing would be required to identify the mechanical and
transformation parameters required for accurate modelling.
Although the test cases presented here concentrated on the analysis of temperature
effects and the influence of geometry, the methodology may be used to analyse other
issues, for example, analyses run during the course of the work showed that coil
geometry has a definite effect on sensor response and may be optimised to promote
sensor efficiency. As the methodology is based on the use of finite element modelling,
there exists great scope for additional work such as integration of the mechanical
and magnetostatic models with optimisation routines that could rationally optimise
sensor response and placement. This would be particularly beneficial in the case of
the dual phase components where the part geometry may be complex and sensor
location may be restricted.
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