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Abstract
Bhat [1] characterizes the family of linear maps defined on B(H) which
preserve unitary conjugation. We generalize this idea and study the maps
with a similar equivariance property on finite-dimensional matrix alge-
bras. We show that the maps with equivariance property are significant
to study k-positivity of linear maps defined on finite-dimensional matrix
algebras.
In [5] Choi showed that n-positivity is different from (n−1)-positivity for
the linear maps defined on n by n matrix algebras.
In this paper, we present a parametric family of linear maps Φα,β,n :
Mn(C)→Mn2(C) and study the properties of positivity, completely pos-
itivity, decomposability etc. We determine values of parameters α and β
for which the family of maps Φα,β,n is positive for any natural number
n ≥ 3. We focus on the case of n = 3, that is, Φα,β,3 and study the
properties of 2-positivity, completely positivity and decomposability. In
particular, we give values of parameters α and β for which the family of
maps Φα,β,3 is 2-positive and not completely positive.
Keywords: Equivariance property, k-positivity, decomposability.
1 Introduction
Recently, positive linear maps on matrix algebras have become important since
they are widely used to detect entanglement in Quantum information theory [7,
8]. Unfortunately, the structure of positive linear maps is not clearly understood.
In this regard, it becomes important to study whether a positive linear map can
be written as a sum of other simple maps, that is, whether a positive linear
map is decomposable. Positive maps which can not be written in simple form
(Indecomposable and atomic maps) are used to detect PPT entangled states
in Quantum information theory[3, 8]. Therefore, it is important to distinguish
k-positivity from (k − 1)-positivity of linear maps defined on finite-dimensional
matrix algebras. Choi [5] gave an example of a linear map defined on Mn(C)
for n ≥ 3, which is (n− 1)-positive but not completely positive. In this paper,
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we present a family of linear maps from Mn(C) to Mn2(C) to distinguish k-
positivity from (k − 1)-positivity for 2 < k ≤ n. First, we recall the basic
definitions and theorems.
Let A be a C∗-algebra. Elements of the form {x∗x|x ∈ A} are called positive
elements of A. The set of all such elements is denoted by A+. It is known that
A+ = {a ∈ A| a = a∗and Spec(a) ⊆ [0,∞)},
where Spec(a) denotes the spectrum of a ∈ A.
Throughout this paper, we focus on A =Md(C), the space of all d by d matrices
with complex entries.
Notation 1.1. id denotes the identity map on Md(C) and 1d denotes the iden-
tity matrix in Md(C). B(H) denotes the space of all bounded linear operators
on a Hilbert space H and B(Md1(C),Md2(C)) denotes the space of all bounded
linear maps from Md1(C) to Md2(C).
We denote Bd =
∑d
i=1 |ei〉 ⊗ |ei〉, the unnormalized maximally entangled Bell
vector in Cd ⊗ Cd and Bd2 = BdB∗d .
At and Tr(A) denote the transpose and trace of a matrix A ∈Md(C) respectively.
Let Td denote the transpose map on Md(C) i.e Td(A) = A
t for A ∈Md(C).
Let (eij) be the matrix units of Md(C), that is, eijekl = δjkeil for 1 ≤ i, j, k, l ≤
d, e∗ij = eji and
∑d
i=1 eii = 1d.
Definition 1.1. A matrix A ∈ Md(C) is called positive semi-definite if it is
hermitian and all its eigenvalues are positive. It is denoted as A ≥ 0. The set
of all positive semi-definite matrices in Md(C) is denoted by Md(C)
+.
A linear map Φ : Md1(C) → Md2(C) is called positive if it maps positive
elements of Md1(C) to positive elements of Md2(C). It is called copositive if
Φ ◦ Td1 is positive. Φ is called k-positive for k ∈ N if the linear map ik ⊗ Φ :
Mk(C) ⊗Md1(C) → Mk(C) ⊗Md2(C) is positive. It is called k-copositive if
Φ ◦ Td1 is k-positive.
Definition 1.2. A linear map Φ is called completely positive (resp. completely
copositive) if Φ (resp. Φ◦Td1) is k-positive (resp. k-copositive) for every k ∈ N.
In the study of completely positive maps, the Choi matrix is very important.
We define the Choi matrix of a linear map and study the relation between linear
maps and its Choi matrix.
Definition 1.3. Let Φ : Md1(C) → Md2(C) be a linear map. Then the Choi
matrix of Φ is defined as:
CΦ :=
d1∑
i,j=1
eij ⊗ Φ(eij).
With the help of Choi matrix, we can define a correspondence between the
spaces B(Md1(C),Md2(C)) and Md1(C)⊗Md2(C).
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Define Σ : B(Md1(C),Md2(C))→Md1(C)⊗Md2(C) given by
Φ 7→ CΦ.
This map is obviously linear and bijective. This isomorphism is known as the
Choi-Jamiolkowski isomorphism [9].
Theorem 1.4. [10, Theorem 4.1.8] Let Φ :Md1(C)→Md2(C) be a linear map.
Then the following conditions are equivalent.
(1) Φ is completely positive.
(2) CΦ ≥ 0.
(3) Φ(A) =
∑k
i=1 V
∗
i AVi with Vi :Md2(C)→Md1(C), linear map and
k ≤ min{d1d2}.
Main result: In this paper, we define a family of linear maps Φα,β,n :
Mn(C) → Mn(C) ⊗Mn(C), where n ≥ 3 is any natural number, α and β are
real numbers. We give values of parameters α and β for which the family of
maps Φα,β,3 is 2-positive and not completely positive. Moreover, the values of
parameters α and β for which the family of maps Φα,β,n is (k− 1)-positive and
not k-positive for natural numbers n > 3 and 2 < k ≤ n can easily be deduced
from Proposition 2.2.
This family of maps has some interesting equivariance properties. This equiv-
ariance property is significant to prove k-positivity of linear maps defined on
finite-dimensional matrix algebras. The family of maps is defined as follows:
Definition 1.5. Let α and β be two real numbers and n ≥ 3. Then the family
of maps,
Φα,β,n :Mn(C)→Mn(C)⊗Mn(C)
defined by
A 7→ At ⊗ 1n + 1n ⊗A+Tr(A)(α1n2 + βBn2).
This paper is organized as follows: In Section 2, we state a proposition which
is a necessary and sufficient condition for a linear map to be k-positive, provided
it satisfies the equivariance property. In section 3, we give values of parameters
α and β for which the family of maps Φα,β,n is positive. Later, we focus on the
case of Φα,β,3 and study the properties of 2-positivity, completely positivity and
decomposability. We give values of parameters α and β for which the family of
maps Φα,β,3 is 2-positive and not completely positive. By Proposition 2.2, the
condition of being (k − 1)-positive and not k-positive can easily be generalized
for any natural numbers n > 3 and 2 < k ≤ n.
3
2 Equivariance and Positivity
In this section, we give a criterion which is a necessary and sufficient condition
for a linear map to be k-positive. We will show that equivariance is a useful
property to conclude k-positivity of linear maps defined on finite-dimensional
matrix algebras. We start with a particular case of positivity i.e. for k = 1
and later generalize it for any k ∈ N. In this regard, maps with equivariance
property are of special interest.
2.1 1-positivity
Lemma 2.1. Let Φ :Md1(C)→Md2(C) be a linear map such that
(1) For every unitary matrix U ∈Md1(C), there exists a matrix V ∈Md2(C)(not
necessarily unitary) such that for every X ∈Md1(C). we have,
Φ(UXU∗) = V Φ(X)V ∗.
(2) Φ(e11) ≥ 0, where e11 is a matrix unit in Md1(C).
Then Φ is positive.
Property (1) in above lemma is known as equivariance property.
Proof. It is enough to prove that Φ(p) ∈ Md2(C)+ for any rank one projection
p ∈Md1(C).
We will use the fact that two hermitian matrices are unitarily equivalent if and
only if they have the same eigenvalues (counting the multiplicity). Hence, p and
e11 are unitarily equivalent.
Therefore, there exists a unitary matrix U ∈Md1(C) such that p = Ue11U∗.
Φ(p) = Φ(Ue11U
∗)
= V Φ(e11)V
∗ (by equivariance property of Φ).
Given that Φ(e11) ≥ 0 which implies V Φ(e11)V ∗ ≥ 0.
Therefore, Φ(p) ≥ 0 and Φ is positive.
2.2 k-positivity
Proposition 2.2. Let Φ :Md1(C)→Md2(C) be a self adjoint linear map such
that for every unitary matrix U ∈Md1(C), there exists a matrix V ∈Md2(C)(not
necessarily unitary) such that for every X ∈Md1(C). we have,
Φ(UXU∗) = VΦ(X)V ∗.
Then, for k ≤ min{d1, d2}, Φ is k-positive if and only if the block matrix
[Φ(eij)]
k
i,j=1 is positive, where (eij) are matrix units in Md1(C).
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Proof. Let Φ be k-positive. Then the map
ik ⊗ Φ :Mk(C)⊗Md1(C)→Mk(C)⊗Md2(C)
is positive. Since the matrix (eij)
k
i,j=1 is positive, where (eij) are matrix units
in Md1(C). Hence,
(ik ⊗ Φ)(eij)ki,j=1 = [Φ(eij)]ki,j=1
is positive.
For the sufficient part, we prove that the map ik ⊗ Φ is positive. It is
enough to prove that (ik ⊗ Φ)p is positive for any rank-one projection p ∈
Mk(C)⊗Md1(C). We prove it in two steps:
Step 1: p = |x〉〈x| for |x〉 ∈ Ck ⊗ Cd1 , |||x〉|| = 1.
Consider the Schmidt decomposition of |x〉, we get
|x〉 = (U ⊗ V ∗)( k∑
i=1
ci|ei〉 ⊗ |ei〉), (1)
where ci’s are square root of eigenvalues of rank-one projection |x〉〈x|.
Hence, ci’s are positive real numbers with
∑k
i=1 c
2
i = 1.
In expression (1), U ∈Mk(C) and V ∈Md1(C) are unitaries arising from
singular value decomposition of the matrix C ∈Mk,d1(C), where C is the
coefficient matrix of |x〉, when written in the canonical basis of Ck ⊗ Cd1 .
p = |x〉〈x| = (U ⊗ V ∗)(
k∑
i,j=1
cicjeij ⊗ eij)(U ⊗ V ∗)∗. (2)
In expression (2), first component eij of tensor product are matrix units in
Mk(C) and second component are matrix units in Md1(C).
p = (U ⊗ V ∗)X(U ⊗ V ∗)∗
where X =
∑k
i,j=1 cicjeij ⊗ eij . It can be easily seen that if Φ satisfy the
equivariance property on Md1(C), then ik ⊗ Φ also satisfy the equivariance
property on Mk(C) ⊗ Md1(C), if unitaries are coming from Uk(C) ⊗ Ud1(C),
where Um(C) denotes the set of all unitaries in Mm(C) for any natural number
m.
By equivariance property of ik⊗Φ, there exist matrices V1 and V2 in Mk(C)
and Md2(C) respectively such that
(ik ⊗ Φ)p = (ik ⊗ Φ)[(U ⊗ V ∗)X(U ⊗ V ∗)∗] (3)
= (V1 ⊗ V2)(ik ⊗ Φ)X(V1 ⊗ V2)∗. (4)
In fact V1 = U.
Step 2: In this step, we prove that (ik ⊗ Φ)p is positive if the block matrix
[Φ(eij)]
k
i,j=1 is positive.
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Let the block matrix [Φ(eij)]
k
i,j=1 be positive. First, we prove that (ik⊗Φ)X
is positive. Indeed,
(ik ⊗ Φ)X = (ik ⊗ Φ)
( k∑
i,j=1
cicjeij ⊗ eij
)
= [Φ(cicjeij)]
k
i,j=1
= [cicjΦ(eij)]
k
i,j=1
= (cicj)
k
i,j=1 ◦ [Φ(eij)]ki,j=1.
The last term being the Schur product of two positive matrices is positive.
Hence, (ik ⊗ Φ)X is positive.
By expression (4), (ik⊗Φ)p is positive if the block matrix [Φ(eij)]ki,j=1 is positive.
Therefore, we conclude that Φ is k-positive.
3 Properties of linear map Φα,β,n
3.1 Positivity
Proposition 3.1. The linear map Φα,β,n (n ≥ 3) is positive if and only if the
following conditions hold.
(1) α ∈ [0,∞) if β ≥ 0.
(2) α ∈
[
−(2+nβ)+
√
n2β2−4(n−2)β+4
2 ,∞
)
if β ≤ 0.
Proof. First, assume that Φα,β,n is positive. By a calculation, It is easy to see
that (λ−α)n(n−2)(λ− (1+α))2(n−1)
[
λ−
(
α−
(
−(2+nβ)±
√
n2β2−4(n−2)β+4
2
))]
is the characteristic polynomial of Φα,β,n(e11), which is positive. It is possible
only when
(1) α ≥ 0,
(2) α ≥ −(2+nβ)+
√
n2β2−4(n−2)β+4
2 .
We observe that above two conditions hold if and only if{
α ≥ 0 if β ≥ 0,
α ≥ −(2+nβ)+
√
n2β2−4(n−2)β+4
2 if β ≤ 0.
For the sufficient part, we apply Lemma 2.1.
Let U ∈ Mn(C) be a unitary matrix and X ∈ Mn(C) be any matrix. Then we
have,
Φα,β,n(UXU
∗) = UXtU t ⊗ 1n + 1n ⊗ UXU∗ +Tr(X)(α1n2 + βBn2).
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Choose V = U ⊗U and use the fact that Bn2 commutes with U ⊗U. We have,
VΦα,β,n(X)V
∗ = U ⊗ U(Xt ⊗ 1n + 1n ⊗X +Tr(X)(αIn2 + βBn2))(U ⊗ U)∗
= U ⊗ U(Xt ⊗ 1n)U t ⊗ U∗ + U ⊗ U(1n ⊗X)U t ⊗ U∗+
Tr(X)(U ⊗ U)(α1n2 + βBn2)(U t ⊗ U∗)
= UXtU t ⊗ 1n + 1n ⊗ UXU∗ +Tr(X)(α1n2 + βBn2)
= Φα,β,n(UXU
∗).
Next, we need to show that the matrix Φα,β,n(e11) is positive. It is clear from
the reasoning given in the proof of necessary part, where values of parameters
satisfy conditions (1) and (2) of the statement. Hence, Φα,β,n is positive.
Graphically, the region where Φα,β,3 is positive is shown below. The shaded
region with blue colour represents the values of parameters α and β where Φα,β,3
is positive.
−4 −2 2 4
−4
−2
2
4
f
h
β
α
α =
−(2+3β)+
√
9β2−4β+4
2
Figure 1: Region of Positivity
Note 3.2. From now on, we focus on the case of n = 3. The family of maps
Φα,β,3 is denoted as Φ[α, β].
3.2 Completely Positivity
Proposition 3.3. The map Φ[α, β] is completely positive if and only if it is
completely copositive if and only if the following conditions hold.
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(1) α ∈
[
−(3+3β)+
√
9β2−10β+17
2 ,∞
)
if β ≤ −0.2.
(2) α ∈
[
−(3+3β)+
√
9β2−10β+17
2 ,∞
)
∩ [1,∞) if β ≥ −0.2.
Proof. To prove the above statement, we work on the eigenvalues of the Choi ma-
trix CΦ[α,β] of Φ[α, β]. By a calculation, the characteristic polynomial of CΦ[α,β]
is given as: (λ−(−1+α))3(λ−(1+α))12(λ−α)6
[
λ−
(
α+
(3+3β)±
√
9β2−10β+17
2
)]3
.
To prove the necessary part, assume that Φ[α, β] is completely positive. Hence,
all the eigenvalues of the Choi matrix CΦ[α,β] are positive. That is,
(1) α ≥ 1,
(2) α ≥ −(3+3β)+
√
9β2−10β+17
2 .
It is evident that if β ≤ −0.2, then α ≥ −(3+3β)+
√
9β2−10β+17
2 ≥ 1 Hence, it is
enough to take,
(1) α ∈
[
−(3+3β)+
√
9β2−10β+17
2 ,∞
)
when β ≤ −0.2.
(2) α ∈
[
−(3+3β)+
√
9β2−10β+17
2 ,∞
)
∩ [1,∞) when β ≥ −0.2.
For the sufficient part, let Φ[α, β] satisfy conditions (1) and (2) of above Propo-
sition. From the above reasoning, it can be easily seen that the Choi matrix of
Φ[α, β] is positive. Hence, Φ[α, β] is completely positive.
It is easy to see that,
(i3 ⊗ T3 ⊗ T3)CΦ[α,β] = CΦ[α,β]◦T3 .
Therefore, Φ[α, β] is completely positive if and only if it is completely copos-
itive if and only if Φ[α, β] satisfy conditions (1) and (2) of the statement.
Note 3.4. In Proposition 3.3, we see that Φ[α, β](In fact, Φα,β,n) is completely
positive if and only if it is completely copositive. This is not the case for any
linear map satisfying equivariance property. For example, consider the transpose
map on finite-dimensional matrix algebras. Clearly, it satisfies equivariance
property (Take V = U). It is completely copositive and not completely positive.
Hence, this property is not necessarily true for any map satisfying equivariance
property.
Remark 3.5. Graphically, the portion where Φ[α, β] is positive and completely
positive can be represented as follows. Dotted region in red colour describes the
values of parameters α and β for which the family of maps Φ[α, β] is completely
positive.
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−4 −2 2 4
−4
−2
2
4
f
g
h
α = 1
β
α
α =
−(2+3β)+
√
9β2−4β+4
2
α =
−(3+3β)+
√
9β2−10β+17
2
Figure 2: Region of Completely Positivity
Propositions 3.1 and 3.3 give two different sets of values of parameters for
which the family of maps Φ[α, β] is positive and completely positive. The next
theorem gives the values of parameters α and β for which the map Φ[α, β] is
positive and not completely positive.
Theorem 3.6. The linear map Φ[α, β] is positive and not completely positive
if and only if
(1) α ∈
[
−(2+3β)+
√
9β2−4β+4
2 ,
−(3+3β)+
√
9β2−10β+17
2
)
if β ≤ −0.2.
(2) α ∈
[
−(2+3β)+
√
9β2−4β+4
2 , 1
)
if −0.2 ≤ β ≤ 0.
(3) α ∈ [0, 1) if β ≥ 0.
Proof. It is clear from Propositions 3.1 and 3.3.
Remark 3.7. Figure (3) represents the portion where the map Φ[α, β] is pos-
itive, completely positive and not completely positive. Starred region in green
colour gives the values of parameters α and β for which the map Φ[α, β] is
positive and not completely positive.
3.3 2-positivity
Choi [5] gave the first example of a linear map defined on M3(C), which is
2-positive and not completely positive. We show that there exist values of
parameters α and β for which the family of maps Φ[α, β] is 2-positive and not
completely positive.
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α =
−(2+3β)+
√
9β2−4β+4
2
α =
−(3+3β)+
√
9β2−10β+17
2
Figure 3: Region of Positivity and not Completely positivity
Theorem 3.8. The linear map Φ[α, β] is 2-positive if and only if β ∈ R and
α ∈ [1,∞) ∩ [−Sβ,∞), where Sβ is the smallest root of the polynomial
λ3 + (−2− 3β)λ2 + (−2 + 4β)λ+ 2β.
Proof. Let Φ[α, β] be 2-positive. By the definition of 2-positive linear maps,
(i2 ⊗ Φ[α, β]) is positive. Hence, (i2 ⊗ Φ[α, β])[(eij)]2i,j=1 ≥ 0 where (eij) are
matrix units in M3(C).
By a calculation, the characteristic polynomial of [Φ[α, β](eij)]
2
i,j=1 is
(λ − (2 + α))(λ − (−1 + α))(λ − (1 + α))7(λ − α)3((λ − α)3 + (−2 − 3β)(λ −
α)2 + (−2 + 4β)(λ− α) + 2β)2.
Therefore, we have the required bound on the values of parameters α and β.
To prove the sufficient part, we use Proposition 2.2. It is clear from the proof of
Proposition 3.1 that Φ[α, β] has equivariance property. Given the conditions on
the values of parameters α and β, it follows that the matrix [Φ[α, β](eij)]
2
i,j=1
is positive. Hence, the proof is completed.
Theorem 3.9. The linear map Φ[α, β] is 2-positive and not completely positive
if and only if β ≤ −0.2 and
α ∈
[−(2 + 3β) +√9β2 − 4β + 4
2
,
−(3 + 3β) +
√
9β2 − 10β + 17
2
)
∩[1,∞) ∩ [−Sβ,∞),
where Sβ is the smallest root of the polynomial λ
3+(−2−3β)λ2+(−2+4β)λ+2β.
Proof. It is clear from Theorems 3.6 and 3.8 that the conditions for α and β
are sufficient for Φ[α, β] to be 2-positive and not completely positive. We need
to consider those values of parameters α and β for which the map Φ[α, β] is 2-
positive and not completely positive. If we consider β > −0.2, then by Theorem
10
3.6, α < 1 which destroys the 2-positivity of linear map Φ[α, β].
Hence, β ≤ −0.2 and α ∈
[
−(2+3β)+
√
9β2−4β+4
2 ,
−(3+3β)+
√
9β2−10β+17
2
)
.
Therefore, we conclude that
α ∈
[
−(2+3β)+
√
9β2−4β+4
2 ,
−(3+3β)+
√
9β2−10β+17
2
)
∩ [1,∞) ∩ [−Sβ,∞) if
β ≤ −0.2.
Remark 3.10. The conditions of being (k − 1)-positive and not k-positive
can easily be generalized for any natural numbers n > 3 and 2 < k ≤ n.
From Proposition 2.2, it boils down to calculate the eigenvalues of block ma-
trix [Φ[α, β](eij)]
k
i,j=1 for k-positivity. Here, (eij) are matrix units in Mn(C).
3.4 Decomposability
Definition 3.11. A linear map is called decomposable if it can be written as a
sum of a completely positive and a completely copositive map. Otherwise, it is
called an indecomposable map.
In this section, we investigate the decomposability of the family of maps
Φ[α, β]. Here we give necessary conditions of decomposability.
Theorem 3.12. The map Φ[α, β] is decomposable if following conditions hold.
(1) α ≥ 0 if β ≥ 0.
(2) α ≥ −(6+3β)+
√
9β2−28β+36
2 if β ≤ 0.
Proof. Define Φ1[α, β] :M3(C)→M3(C)⊗M3(C) given by
A 7→ At ⊗ 13 + Tr(A)
2
(α19 + βB9).
And
Φ2[α, β] :M3(C)→M3(C)⊗M3(C) given by
A 7→ 13 ⊗A+ Tr(A)
2
(α19 + βB9).
By a calculation, Φ1[α, β] is completely copositive if and only if Φ2[α, β] is
completely positive. The characteristic polynomial of CΦ2[α,β] is given by,(
λ− α
2
)21[
λ−
(
α+
(
6 + 3β ±
√
9β2 − 28β + 36
2
))]3
,
Therefore, Φ1[α, β] is completely copositive if and only if Φ2[α, β] is completely
positive if and only if the following conditions hold.
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(1) α ≥ 0,
(2) α ≥ −(6+3β)+
√
9β2−28β+36
2 .
Observe that
Φ[α, β] = Φ1[α, β] + Φ2[α, β].
Hence, we conclude that Φ[α, β] is decomposable if above two conditions hold.
−4 −2 2 4
−4
−2
2
4
f
x2
x
α = 1
β
α
α =
−(2+3β)+
√
9β2−4β+4
2
α =
−(6+3β)+
√
9β2−28β+36
2
α =
−(3+3β)+
√
9β2−10β+17
2
Figure 4: Region of decomposability
Figure(4) gives values of parameters α and β such that the map Φ[α, β] is
decomposable. The region of decomposability is shown by red vertical lines. It
is evident from the figure(4),{
α ≥ −(3+3β)+
√
9β2−10β+17
2 if β ≤ 0.
α ≥ 1 if β ≥ 0.
For above values of parameters α and β, Φ[α, β] is completely positive and hence
decomposable. The region with vertical lines in red colour gives the values of
those parameters.
The remaining portion is where Φ[α, β] is decomposable and not completely
positive, which is shown by black stars.
Corollary 3.13. The map Φ[α, β] is decomposable and 2-positive if
α ∈
[−(6 + 3β) +√9β2 − 28β + 36
2
,
−(3 + 3β) +
√
9β2 − 10β + 17
2
)
∩[1,∞) ∩ [−Sβ ,∞) and β ≤ −0.2,
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where Sβ is the smallest root of the polynomial λ
3+(−2−3β)λ2+(−2+4β)λ+2β.
Proof. It is clear from Theorems 3.9 and 3.12.
4 Conclusion
In this paper, we have studied the properties of maps defined on finite-dimensional
matrix algebras, which satisfy equivariance and showed that how equivariance
can help to detect positivity and k-positivity of linear maps (Proposition 2.2).
We have given a family of linear maps Φα,β,n from Mn(C) to Mn2(C) with
two parameters α and β which satisfy equivariance property and studied the
properties of positivity, completely positivity, 2-positivity and decomposability
etc. Moreover, we determine the conditions of positivity of the family of linear
maps Φα,β,n for any natural number n ≥ 3 and give the values of parameters
α and β for which the family of maps Φα,β,3 is 2-positive and not completely
positive. By using Proposition 2.2, the same calculation can be done for any
natural number n > 3. In this manner, we can obtain a class of linear maps
which is (k − 1)-positive and not k-positive for any natural numbers n > 3 and
2 < k ≤ n.
It would be interesting to characterize the class of linear maps which satisfy
equivariance property. By using Lemma 2.1, the characterization of linear maps
with equivariance property can help to give a characterization of positive linear
maps defined on finite-dimensional matrix algebras.
Yu Yang, Denny H. Leung, Wai-Shing Tang [2] proved that every 2-positive
linear map from M3(C) to M3(C) is decomposable. They asked whether this
observation is true for linear maps from M3(C) to M4(C). Indeed, we give
an affirmative answer to this observation for the family of linear maps Φα,β,3
(corollary 3.13), that is, there exist values of parameters α and β for which the
family of linear maps Φα,β,3 is decomposable and 2-positive.
It would be interesting to inquire about the indecomposability of linear maps
Φα,β,n. This criterion can be helpful to find PPT entangled states, (More details
can be found in [4]).
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