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Abstract 
The Electro- and Photocatalytic Reduction of CO2 Mediated by Molecular Catalysts 
Gaia Neri 
In this work, molecular complexes of transition metals have been synthesised and studied for 
their CO2 reduction ability, either in an electrochemical or photochemical system, with a focus 
on complexes of nickel with derivatives of the macrocycle cyclam (cyc, cyc = 1,4,8,11-
tetraazacyclotetradecane) which are well-known for being extremely active CO2 reduction 
electrocatalysts in water.  
The cyc framework has been modified with functional groups suitable for binding to 
semiconductor oxides to obtain the new complexes Ni(cycC) and Ni(cycP) (cycC = 1,4,8,11-
tetraazacyclotetradecane-6-carboxylic acid, cycP = {[(1,4,8,11-tetraazacyclotetradecan-1-
yl)methyl]phosphonic acid}), and their electrochemical activity towards CO2 reduction in 
water has been evaluated. Modification of the ligand framework in the 6 position with a 
carboxylic acid does not change the CO2 reduction activity of the complex Ni(cycC) at pH 5, 
through the use of electrochemical and spectroscopic techniques it was found that there is a 
large increase in the CO2 reduction activity at pH 2, proposed to be due to the protonated 
carboxylic acid acting as an internal proton source. When Ni(cycC) was immobilised on TiO2 
electrodes it was possible to measure the rate of photoinduced electron transfer by using μs-s 
transient absorption spectroscopy (TAS) under argon in the presence of a hole scavenger, 
however the carboxylic acid proved unstable under CO2. 
Ni(cycP) was synthesised to provide a stronger binding group to the surface. It was found that 
functionalisation on the 1 position affected the CO2 reduction activity in a negative way, 
however the complex was able to bind strongly to both TiO2 and ZrO2. ZrO2 nanoparticles 
modified with Ni(cycP) and a ruthenium dye were able to reduce CO2 to CO in water at pH = 
4, with higher rates and turnover numbers compared to the components in solution, when 
illuminated with visible light. The improvement in activity for the heterogeneous photocatalyst 
was attributed to a faster electron transfer from the immobilised dye to the immobilised 
catalyst, calculated through detailed steady-state and transient spectroscopies, which prevented 
charge recombination. In collaboration with the University of Cambridge, Ni(cycP) has been 
immobilised on ZnSe quantum dots (QDs) and it has been proven to be an effective 
photocatalyst for CO2 reduction to CO in water. We have carried out a detailed ultrafast TAS 
study on suspensions of the modified QDs, and it has been found that in the presence of a hole 
scavenger, upon illumination the electrons are excited from the VB to the conduction band 
(CB), however they rapidly decay to trap states close to the CB to generate a long lived signal. 
When Ni(cycP) is present, faster decay of the trapped electron signal is observed, which is 
assigned to fast electronic transfer from the QDs to Ni(cycP). 
The knowledge of the mechanisms for CO2 reduction will allow rational design of better 
catalysts for CO2 reduction. In collaboration with the Rutherford Appleton Laboratories, we 
have designed an in situ spectroelectrochemical Sum Frequency Generation (SEC-SFG) 
technique using the ULTRA laser at the Central Laser facility.  We have demonstrated the 
technique by analysing the redox behaviour of a well-known CO2 reduction catalyst, 
[Mn(bpy)(CO)3Br]. We were able to observe the redox species at the electrode surface as a 
Cyclic Voltammogram was carried out, and to propose the orientation of the species at the 
surface. Furthermore, the same technique has been applied to the study of the absorption 
mechanism of Ni(cycC) on the mercury surface, the first step in the catalytic cycle.
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1.1 CO2 as a feedstock 
The issues related with the depletion of fossil fuels and global warming have stimulated 
research into alternative, sustainable energy sources in recent decades. The major drawback 
with renewable sources such as solar and wind power is their intermittency, which makes the 
exclusive use of such resources impractical. Research into energy storage as a way to solve the 
intrinsic intermittency of renewable sources, and allow the transport of the energy produced, 
has therefore seen significant attention in past years. 
The reduction of carbon dioxide coupled with the oxidation of water is considered a promising 
approach to obtain carbon based fuels of various nature, as the products of the CO2 reduction 
reaction are highly energy dense, however the one-electron reduction of CO2 to CO2•
- is highly 
unfavourable (Eq. (1)).1 The large overpotential required for this reaction is due to the large 
reorganisation energy between the linear CO2 molecule and the bent radical anion. In contrast, 
proton coupled multi-electron steps can reduce CO2 to more stable and useful products with 
much lower energies (Eq. (5)-(6)).  
Equation 1-6 - Standard thermodynamic potentials for the reduction of CO2 at pH = 7 (vs. NHE). 
CO2 + e
− → CO2
•−     E° = −1.90 V  
 
(1) 
CO2 + 2H
+ + 2e− → CO + H2O    E
° = −0.53 V   
 
(2) 
CO2 + 2H
+ + 2e− → HCO2H     E
° = −0.61 V   
 
(3) 
CO2 + 6H
+ + 6e− → CH3OH + H2O     E
° = −0.38 V   
 
(4) 
CO2 + 8H
+ + 8e− → CH4 + 2H2O     E
° = −0.24 V   
 
(5) 
2H+ + 2e− → H2    E
° = −0.41 V   (6) 
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Of particular interest is the two-electron, two-proton reduction of CO2 to carbon monoxide (Eq. 
(2)), as it can be accessed at low overpotentials and with the lowest number of electron 
transferred (CO2 reduction to methanol occurs at a lower thermodynamic potential, however 
the requirement of six electrons is kinetically more challenging), and CO can be used as syngas 
(synthesis gas, mixtures of CO and H2) to synthesise a wide range of carbon products (Scheme 
1).2 
 
Scheme 1 – Various syngas conversion processes. Reproduced from ref. [3] 
 
Sustainable CO2 reduction can be achieved thermally (via hydrogenation), electrochemically 
and photochemically. In the electrochemical case, the use of photovoltaic devices could be 
envisaged to apply the required potential to drive the electrocatalysis. In photochemical CO2 
reduction, excitation of a light absorber generates charge carriers, which can be transferred to 
CO2 either directly (if the light absorber is also the catalyst) or to a CO2 reduction catalyst.  
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Despite the progress that has been made both in the electrochemical and photochemical 
reduction of CO2, both processes are still far from being able to compete with fossil fuels. This 
is due to several reasons, including (i) the use of costly materials, organic solvents and, in the 
case of the photocatalytic CO2 reduction, of electron donors to prevent charge recombination, 
(ii) low efficiency, and (iii) high overpotentials.4,5 For a CO2 reduction process to be scalable 
all of these parameters need to be largely improved from the current benchmarks. As the 
mechanisms that govern CO2 reduction are for the most part unknown, the investigation of 
such mechanisms is highly desirable, as it might prove invaluable in the design of better 
performing CO2 reduction systems.  
1.2 Electrocatalytic CO2 reduction 
1.2.1 Heterogeneous electrocatalysis 
The CO2 reduction in water at Hg and amalgam electrodes has been studied since 1870.
6 
Pioneering studies of CO2 reduction at alternative metal electrodes to Hg or lead were carried 
out by Hori et al. in 19857 and in the following years.8 Since then a wide variety of metal 
electrodes have been tested for CO2 reduction, with different metals yielding different CO2 
reduction products: Pb, Hg, In, Sn, Cd, Tl, and Bi make almost exclusively formate and Au, 
Ag, Zn, Pd, and Ga make predominantly CO.8 Interestingly, it was found that Cu electrodes 
reduce CO2 to a wide distribution of products such as methane, ethylene, and ethanol,
9 however 
as it has been shown that the intermediate of the reaction is CO, Cu is often considered a CO 
formation metal.10 While metal electrodes show high faradaic efficiencies (FE) and current 
densities, the main drawback remains the large overpotentials required to drive the reaction.  
1.2.2 Homogeneous CO2 reduction 
Transition metal complexes are able to coordinate CO2 with various degrees of strength, and it 
has been shown that several coordination modes are possible, (Scheme 2).11–16 
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Scheme 2 – Some structural types of metal-CO2 complexes. 
 
In Scheme 2, the letter η indicates the number of coordination bonds, while the letter μ indicates 
the number of metal atoms involved in the bonding of one CO2. All the coordination complexes 
of CO2 with transition metals involve a bent structure of the ligand, with complexes showing 
σ bonding between the metal centre and the carbon atom being the most common, and the 
linear, O-coordinated mode (M-O=C=O) being very rare.17 Due to the similarity between the 
bent structures of CO2 when coordinated to transition metals and the one electron reduction 
product CO2
∙-, transition metal complexes have been studied as homogeneous catalysts for CO2 
and many examples of selective reduction of CO2, mainly to CO, by molecular catalysts at 
relatively low overpotentials exist. Several excellent reviews cover the progresses made in the 
field of homogeneous electrocatalysis,18–21 here we will attempt to summarise the key 
discoveries. 
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The first reports of homogeneous electrocatalysts for CO2 reduction were in the late 1970s, 
when metal complexes of phtalocyanins and porphyrins were reported to act as CO2 reduction 
electrocatalysts by Toshima et al.,22,23 which showed the production of formate by complexes 
of cobalt with the porphyrins under study, however they did not report accurate quantification 
of  the reaction products. Since then, several classes of metal complexes have been found to 
have the ability to catalyse CO2 reduction.  
Following the initial study by Toshima et al.23, porphyrin complexes, with particular regards 
to iron, have been studied in great detail by Savéant and co-workers.19 The iron complex of 
tetraphenylporphyrin (TPP) was found to be efficient for the reduction of CO2 to CO in DMF 
(dimethylformamide) (VCO2/CO = -1.45 VNHE), however it was found that the stability of the 
catalyst was rather poor, due to carboxylation of Fe(TPP) and its subsequent degradation. The 
addition of Mg2+ was found to greatly improve the catalytic activity of Fe(TPP),24 as well as 
the addition of weak Brönsted acids such as trifluoroethanol.25 The increase in catalytic activity 
was attributed to the stabilisation of the Fe0(TPP) adduct with CO2 by the alcohol, and 
subsequent proton transfer to the adduct.26 
Alongside iron porphyrins, polypyridyl tricarbonyl complexes of rhenium of the type 
[Re(L)(CO)3X] have received significant attention since the first report of the activity of 
[Re(bpy)(CO)3Cl] (bpy = 2,2’-bipyridine) by Lehn and co-workers.27 The complex is able to 
reduce CO2 to CO at a potential of -1.2 VNHE with a 99% FE in DMF solution with 10% added 
water. The ability to selectively reduce CO2 in the presence of a large amount of protons in the 
solution encouraged a number of studies by several research groups,28 and various 
modifications of the bpy ligands, solvent mixtures and supporting electrolytes have been tested 
in order to improve the activity of the CO2 reduction and to understand the mechanism of the 
reaction.29 Similarly to the porphyrin example, the addition of Brönsted acids to solutions of 
[Re(bpy)(CO)3(py)] (py = pyridine) in acetonitrile (MeCN) appeared to increase the catalytic 
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activity of the complex, when compared to the dry solutions.30 Kubiak at al.31 modified the bpy 
ligand in the 4,4’ positions with various substituents and found that the [Re(tbu-bpy)(CO)3Cl] 
complex (where tbu-bpy = 4,4’-tert-butyl-2,2’-bipyridine) was much more active than the 
unmodified complex, reaching a second-order rate constant of 1000 M-1 s-1, as calculated by 
rotating disc voltammetry (RDE).  
The electrocatalytic reduction of CO2 by [Mn(bpy)(CO)3Br] was first reported by Deronzier et 
al.32 in 2011, as a cheaper alternative to the analogue [Re(bpy)(CO)3Cl] catalyst.
29 Unlike its 
rhenium counterpart, the Mn complex has been shown to be active for CO2 reduction only in 
the presence of a high proton concentration (often >5% water).33 Typical cyclic 
voltammograms (CVs) of [Mn(bpy)(CO)3Br], under argon and CO2 in a mixed MeCN/H2O 
(5%) solvent are shown in Figure 1(a). Under argon, two main reductions are observed, at -
1.26 VAg/AgCl and -1.48 VAg/AgCl, accompanied by two oxidations, at ca. -1.1 VAg/AgCl and ca. -
0.1 VAg/AgCl (the potentials have been converted to the Ag/AgCl reference electrode by 
converting from the ferrocene pseudo reference reported in the figure). The quasi-reversible 
nature of the redox events implies the presence of chemical steps and the nature of the species 
formed in the experiment has been previously investigated with IR-SEC (Infrared 
Spectroelectrochemical) techniques (Figure 1(b)).34 It was found that following the first 
reduction, loss of the bromide ligand and dimerisation to form [Mn2(bpy)2(CO)6] occurs (-1.26  
VAg/AgCl).  Reduction of the dimer occurs at -1.48 VAg/AgCl, with the dimer breaking apart to 
form the doubly-reduced penta-coordinated species [Mn(bpy)(CO)3]
-. On the return potential 
sweep [Mn2(bpy)2(CO)6] forms again at the first oxidation wave at -1.1 VAg/AgCl, and is oxidised 
at -0.1 VAg/AgCl to form the initial complex. On the second CV cycle, a new reduction feature 
is often observed at approximately 100 mV (ca. 1 VAg/AgCl) positive of the reduction potential 
of [Mn(bpy)(CO)3Br] which is assigned
35 to the one electron reduction of a solvo complex 
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[Mn(bpy)(CO)3(solv)]
+, which can also form during the oxidation of [Mn2(bpy)2(CO)6] during 
the previous potential cycle. 
 
Figure 1 – (a) CVs of [Mn(bpy)(CO)3Br]  at a concentration of 1 mM in MeCN with 0.1 M TBAPF6 (Tetrabutylammonium 
Hexafluorophsophate) on a glassy carbon electrode (GCE) a) under Ar and under CO2, b) in dry solvent and c) with 5 % of 
H2O; reproduced from ref. [32] (b) IR-SEC of 0.01 M [Mn(bpy)(CO)3Br] in THF (Tetrahydrofuran) (0.3 M TBAPF6), 
reproduced from ref. [36] 
 
Upon addition of CO2 to the dry solution, no significant difference is noted on the CV, Figure 
1(a), however doping the solution with a source of protons causes a large increase in current 
density at the potential corresponding to the second reduction (-1.48 VAg/AgCl), which has been 
demonstrated to be due to CO2 reduction to CO, with [Mn(bpy)(CO)3]
- proposed to be the 
primary catalytically active species.32 Based on these SEC measurements and a series of DFT 
(Density Functional Theory) studies28,37 a mechanism for CO2 reduction via [Mn(bpy)(CO)3]
-  
has been proposed, Scheme 3.32,33,37 
(a) (b)
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4 
Scheme 3 – Proposed mechanism for the electrochemical CO2 reduction by [Mn(bpy)(CO)3Br].37 
 
The active catalytic species has been shown to be the doubly reduced species 3, which in the 
first step of the catalytic cycle binds CO2 with the addition of a proton to form 5; one electron 
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reduction leads to the formation of the Mn0 complex 6b, which reacts with one more proton to 
lead to the formation of complex 7, which finally releases one molecule of carbon monoxide 
to yield the catalytically active species 3. The mechanism has been studied through the use of 
various techniques, such as TRIR (Time Resolved Infrared) spectroscopy,38 IR-SEC 
spectroscopy39,40 and DFT.37 Of particular note is a pulse-radiolysis and TRIR study that 
formed a formate bound Mn complex and measured the rate of dimer formation, however many 
of the key intermediate species in Scheme 3 have yet to be experimentally observed. 
Furthermore, the presence of a second possible mechanism pathway has also been proposed 
(Scheme 3), where the second protonation occurs before the second electron transfer, and it is 
not yet clear which of the two catalytic pathways is the dominant one. In addition, it has been 
shown that in some derivatives of [Mn(bpy)(CO)3Br] CO2 reduction can occur via interaction 
of the CO2 directly with the dimer species.
38  
Since the initial report in 2011 numerous groups have reported modified catalysts based on Mn 
diimine carbonyls for CO2 reduction, making this one of the most heavily studied classes of 
CO2 reduction catalysts. Kubiak et al.
40 have examined the electrocatalytic activity of [Mn(tbu-
bpy)(CO)3Br] compared to the complex reported by Deronzier
35 and to the rhenium analogue41 
and found that the substituted complex showed similar catalytic activity as the Re counterpart, 
whilst the activity, and stability, of [Mn(bpy)(CO)3Br] was found to be lower than for the Re 
complex. In our research group we have modified the bpy in the 4,4’- position42 with different 
substituents in order to evaluate the influence of electron donating and electron withdrawing  
groups (EWG) on catalysis, and found  that the addition of EWG such as –COOH shifts the 
potential of the second reduction, thought to be the one leading to the doubly reduced active 
species, however under CO2 only minimal catalytic activity was shown, likely due to the 
decreased nucleophilicity of the complex upon addition of EWG.  
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In an effort to reduce the overpotential for CO2 reduction, a Mn complex with a bulky bpy 
ligand (mesbpy = =6,6′-dimesityl-2,2′-bipyridine) was synthesised by Kubiak and co-
workers.43 Due to the steric hindrance of the mesbpy ligand, dimerisation was found to be 
inhibited, and the doubly reduced species [Mn(mesbpy)(CO)3]
- was found at potentials ca. 300 
mV more positive than for [Mn(bpy)(CO)3Br] under argon, however in this initial study the 
CO2 reduction catalytic current was found at ca. -1.4 VNHE. It was hypothesised that a slow 
catalytic pathway was occurring in the potential region between the formation of 
[Mn(mesbpy)(CO)3]
- and the catalytic current, and in a subsequent study the same authors 
demonstrated that the addition of a Lewis acid such as Mg2+ increases the rate of the slow 
catalysis by one order of magnitude, at one of the lowest overpotentials ever reported for a 
molecular electrocatalyst (ca. 0.3-0.45 V). 
While the above examples show excellent progress has been made in the past decades in the 
development of efficient and selective CO2 reduction homogeneous electrocatalysts, all of the 
studies presented were carried out in organic solvents, often with the addition of small 
percentages of either water or a weak organic acid to provide a source of protons. Organic 
solvents are sometimes chosen due to poor solubility of the complexes in aqueous solution, 
however more commonly the main reason for the choice is that the selectivity for CO2 reduction 
is greatly reduced in favour of hydrogen evolution in the proton-rich environment of water, as 
this latter reaction is favoured by the more positive standard thermodynamic potential 
(𝐸𝐻+/𝐻2
0 = −0.41 VNHE at pH = 7) compared to the CO2 reduction reactions (Eq. (1)-(5)). To 
date, there are only a few examples of catalysts which are selective in water, and some of the 
most prominent are summarised in Table 1. 
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Table 1 – Homogeneous electrocatalysts for CO2 reduction active in aqueous solutions; (a) calculated from the potentials 
where bulk electrolysis experiments were carried out. 
 
 Catalyst Electrolyte/Electrode Overpotential(a) Major 
Product 
FE Ref 
1 
 
0.1 M KCl + 
H2SO4, pH = 5.4 / 
Pd 
200 mV CH3OH 30% 
44 
2 
 
0.1 M NaHCO3 pH 
= 7, 1% MeCN / 
GCE 
1000 mV HCOO- 82% 45 
3 
 
0.1 M KCl, 
phosphate buffer, 
pH = 6.3 / GCE 
0 mV CH3OH 23% 
46 
4 
 
0.1 M NaHCO3, pH 
= 6.7 / GCE 
780 mV CO 66% 47 
13 
 
5 
 
0.1 M KCl, pH = 
6.7/GCE 
400 mV CO 98% 48 
6 
 
0.1 M KCl/GCE 770 mV CO 90% 49 
 
 
1.2.3 Ni(cyc) as a CO2 reduction catalyst in water on Hg 
Amongst the most studied classes of molecular catalysts for CO2 reduction in water are 
macrocycles of nickel and cobalt; the electrochemical reduction of CO2 to CO by 
tetraazamacrocycles complexes was first reported by Fisher and Eisenberg in 198050, where 
they studied derivatives of cyc (1,4,8,11-tetraazacyclotetradecane) complexated with either Co 
or Ni (Scheme 4).  
Scheme 4 – The structure of the macrocycle complexes studied by Eisenberg and co-workers – reproduced from ref. [50]. 
 
The complexes were shown to be selective for the production of CO over any other carbon 
products or H2. No mechanistic insight was proposed at the time, save for the observation that 
when catalysis was carried out in dry organic solvents (e.g. MeCN) no products were observed 
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until protons were added to the solution. Subsequently, Sauvage et al.51–53  published a series 
of detailed electrochemical studies which were focused on the complex Ni(cyc) ([Ni(1,4,8,11-
tetraazacyclotetradecane)]2+) in water (Scheme 5). 
 
Scheme 5 – Structure of Ni(cyc), drawn in a planar form and omitting hydrogen atoms in the carbon backbone for clarity.  
 
They highlighted that the nickel complex was the most efficient with respect to other metal 
complexes of the same ligand (such as Co and Fe) and Ni complexes of modified macrocycles. 
The studies showed that the substrate of the reaction is “free” (solvated) CO2 in solution, and 
that the complexes could not react with bicarbonate and carbonate species that form when CO2 
is dissolved in water.52 This equilibrium is highly dependent on the pH of the solution, and thus 
the optimal conditions of operation of the complex were established to be between pH values 
of 4-5. Above pH 5 the catalysis was shown to decrease significantly, due to solvated CO2 not 
being present in solution in appreciable concentrations; below pH 4 the complex has been 
reported52,54 to lose selectivity, due to the increasing competition of protons to form nickel 
hydrides. Furthermore, it was shown that the concentration of the complex in solution was not 
critical in the catalytic current enhancement observed under CO2,
52,54,55 leading to the 
assumption that the active species was adsorbed on the electrode surface, with a very small 
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contribution from the bulk complex in solution. On the basis of their study, the authors52 
proposed a reaction mechanism (Scheme 6): 
 
Scheme 6 – Catalytic reaction mechanism for the reduction of CO2 to CO in water on mercury electrodes by Ni(cyc) as 
postulated by Sauvage et al.52 
 
The efficiency of the complex was attributed to the size of the macrocycle ring, which is known 
to greatly stabilise NiII/I complexes,56,57 and the accessibility of the Ni centre due to the square 
planar coordination of the ligand. Furthermore, the authors suggested that the formation of the 
Ni carbonyl complex could be helped by the formation of hydrogen bonds between CO2 
oxygens and the macrocyclic amine protons. This was supported by X-ray crystallography 
studies that showed an electrostatic repulsion between the amine protons and water molecules, 
which indicate that the amine hydrogens are slightly acidic, and thus would be able to form 
hydrogen bonds with the basic oxygen of CO2. This hypothesis was further reinforced by DFT 
calculations carried out by Fujita et al.58 
The adsorption of Ni(cyc) to mercury electrodes has been further proved in  several studies,59,60 
where amongst other experiments, the preparation of modified electrodes (mercury thin films) 
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with a preadsorbed NiII complex was attempted. However the attempts failed, suggesting that 
the adsorbed species was electrogenerated, i.e. a NiI species. A detailed investigation on the 
adsorption mechanism was presented by Anson et al.61 The study showed how the reduced 
NiI(cyc)+ is indeed the adsorbed species, and it is detectable at the electrode surface at potentials 
much more positive than the formal redox potential for the NiII/I couple. They concluded that 
the one-electron reduction and adsorption on the surface of the electrode are a concerted 
process, and hypothesised that the stabilisation of the reduced species by the Hg atoms is what 
causes the adsorption at such positive potentials. A potential dependence on the adsorption was 
found, with the surface coverage corresponding to roughly half a monolayer for potentials 
between -0.6 and -1.2 VSCE and reaching a full monolayer at potentials between -1.2 and -1.3 
VSCE.   
The nature of the adsorbed species has been the subject of numerous investigations, both 
experimental and theoretical, however to date the structural form on the surface remains 
unknown. Ab initio studies62,63 have used square planar complexes of nickel with ammonia 
molecules as a model for Ni(cyc), and found that NiIF(NH3)4 can bind CO2 , but [Ni
I(NH3)4]
+ 
or [NiIIF(NH3)4]
+ cannot. It was suggested that mercury in the adsorbed NiI species might have 
the same role as fluorine as the fifth ligand. Other studies54,61,64 have proposed that the reductive 
adsorption is accompanied by a structural rearrangement of the complex.  
It is well-known that the unmodified complex Ni(cyc) exists in solution as a mixture of the five 
possible conformers,65,66 Scheme 7, of which the trans-I and trans-III are by far the most 
abundant (~15% and ~85%, respectively). Furthermore, the trans-III isomer has been shown67 
to readily interconvert between the diamagnetic, square-planar coordination and the 
paramagnetic, octahedral geometry. This equilibrium, and therefore the presence of 
paramagnetic species, is the origin for the very broad 1H-NMR (NMR = nuclear magnetic 
resonance) spectra that characterise these complexes. DFT calculations have suggested that the 
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adsorbed form of the reduced complex is in the trans-I form.58 In this conformation, all the 
amine protons are on the same side of the macrocycle, and are readily available for hydrogen 
bonding to CO2. 
Scheme 7 – The five possible conformational isomers of Ni(cyc) in solution, drawn according the two most common 
conventions for clarity; + indicates that the hydrogen of the amine group is above the plane of the macrocycle and – indicates 
that it is below the plane. Both accepted nomenclatures are also reported. 
 
Due to the remarkable properties of Ni(cyc) for the electrocatalytic reduction of CO2, several 
studies have been focused on modifying the ligand framework with the aim of improving the 
catalytic performance. The aza-macrocycle has been modified (Scheme 8) by changing the 
carbon framework, either adding substituents (L1, L2) or various degrees of unsaturation (L3), 
or by functionalising the amine groups (L4).  
 
Scheme 8- Examples of functionalisation of the cyc framework with the aim of improving catalysis. Reproduced from [58,68,69]. 
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However, to date almost all the new complexes that have been synthesised and tested have 
been shown to be less efficient than the parent complex,70 with complexes which have been N-
functionalised showing the highest decrease in activity and selectivity towards CO2 reduction 
to CO.50,53,58,69,71,72 Although sequential methylation of the nitrogens69 causes a substantial shift 
in the NiII/I couple towards positive potentials, the onset for catalysis remains unchanged when 
compared to the parent Ni(cyc). Furthermore, the catalytic current under CO2 decreases 
steadily with the increasing number of methyl groups, becoming negligible with the 
tetramethylated complex. The reduced catalytic activity upon methylation was attributed to two 
factors: the reduced ability of the methylated complexes to adsorb on the surface of the Hg 
electrode due to steric hindrance, and the absence of the amine hydrogens. The N-methylated 
complexes have been recently studied on a GCE,49 and the same trend in catalytic activity was 
shown, indicating that a change in the adsorption on mercury is not the main reason for the 
decrease in catalytic activity for these complexes. Studies in which the modification was aimed 
towards obtaining different major conformation geometries in solution were somewhat more 
successful. Fujita and co-workers64 initially modified the cyc framework with methyl groups 
on the carbon backbone (Scheme 9, RSSR-HTIM, RRSS-HTIM and DMC) to obtain 
complexes which showed different dominant conformers in solution.  
Scheme 9 – Structure of the ligands synthesised by Fujita et al.54,64 
 
It was shown that RRSS-[Ni(HTIM)]2+ and [Ni(DMC)]2+ exhibit larger catalytic currents and 
more positive onset potentials than the unmodified complex.64 At the same time, RSSR-
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[Ni(HTIM)]2+ showed a worse performance than Ni(cyc). The authors proposed that the 
differences in catalytic activity could be due to (a) structural differences in solution determining 
different adsorption rates on the mercury electrode, and (b) methyl groups in axial positions 
hindering the interaction between the metal centre and the mercury electrode.  The same 
authors54 compared the activity of RRSS-[Ni(HTIM)]2+ and [Ni(DMC)]2+ with some new 
complexes which have been modified with a cyclohexane ring to have a fixed conformation 
(Scheme 9, MTC and MCC). The new catalyst [Ni(MTC)]2+ showed onset potentials and 
catalytic current densities similar to RRSS-[Ni(HTIM)]2+, and was more active than 
[Ni(MCC)]2+, confirming the assumptions made in the previous study. 
1.2.4 Ni(cyc) on glassy carbon electrodes 
Very few studies to date have been devoted to the electrocatalytic reduction of CO2 by Ni(cyc) 
on electrodes materials other than mercury. This is due partly to the extended potential window 
of mercury in aqueous solutions for reductive electrochemistry, which allows the analysis of a 
potential electrocatalyst without the influence of proton reduction at the electrode complicating 
the voltammogram.73 Largely, for a long time in the literature it was assumed that the bulk 
complex in solution was completely inert to CO2 reduction, and that the interaction that caused 
the adsorption of the complex to the electrode surface was peculiar of mercury. While a small 
number of studies have demonstrated that the ability of Ni(cyc) to adsorb is not restricted to 
Hg, showing good catalytic currents on tin, lead, and thallium74, the activity was still lower 
than on mercury. 
Recently Kubiak et al.49 have shown that Ni(cyc) is active on GCEs. This study showed that 
the complex can be catalytic for CO production over H2 either in water or in MeCN, however 
the activity on GCE was found to be much lower than on mercury (the peak of the CV under 
CO2 on GCE was 1 mA/cm
2, compared to the value of 11 mA/cm2 obtained for mercury). 
Furthermore, a turnover number (TON) of 4 was found at prolonged bulk electrolysis times, in 
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contrast to the very high numbers found on mercury52 (over 2000 after two hours at micromolar 
concentrations). A subsequent study was recently published75 where the authors investigate in 
detail the mechanism on GCE in MeCN solutions. Being able to treat the complex as 
homogeneous allowed for the clarification of several key steps, hypothesised to be common to 
GCE and Hg electrodes. In addition, IR-SEC measurements confirmed that the decrease in 
activity often found at longer catalysis times is due to the formation of insoluble adducts of the 
complex with CO, [NiI(cyc)(CO)]+, as previously shown through electrochemical experiments 
under CO76. DFT calculations of the structure of [NiI(cyc)(CO)]+3 revealed that when CO is 
bound to nickel it causes a significant distortion of the complex planar structure. The authors 
speculated that the increased activity of the complex on mercury compared to GCE was due to 
the interaction of the catalyst on the mercury surface preventing distortion, and reducing the 
amount of CO adduct forming. They found that adding a CO scavenger (in this example another 
macrocycle complex of nickel, [Ni(L4)](Cl)2 (Scheme 8), previously found to have a much 
higher affinity for CO binding than Ni(cyc)69) leads to a large increase in the catalytic activity, 
as the scavenger removes CO more quickly than it can react with the active catalyst.  
In the same study, the authors investigated the role of protons in the catalytic activity of 
Ni(cyc). CVs of the complex were carried out in dry MeCN under argon and CO2, and water 
was slowly added at different concentrations. Under CO2, the Ni
II/I couple, which was 
reversible under argon, became irreversible under CO2, in addition to being shifted to more 
positive potentials (ca. 30 mV). This was attributed to adventitious water being present either 
in the solvent or the CO2 gas cylinder. The binding constants of the complex to CO2 was 
reported to be kf = 3.2 × 10
7 M -1 s -1 and kr = 2.0 × 10
6 s -1 for the forward and reverse reactions 
respectively77 (Keq = 16) and thus the process is reversible in the timescales of a fast CV. To 
confirm the assumption, the addition of small amounts of water caused a more pronounced 
change with the same trend. When larger amounts of water were added to the solution 
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(concentrations > 0.2 M) a catalytic peak appeared, which grew in intensity and shifted to more 
positive potentials with increasing water concentration, until a maximum was reached at a 
value of 11 M (20% H2O in MeCN), where the peak reached the potential of the Ni
II/I reduction 
peak under CO2 in neat water. This behaviour was assigned to a proton dependent electron 
transfer. Furthermore, when the rate of catalysis was increased by adding a CO scavenger to 
the solution it was found that the catalytic peak current increased, but the onset potential shifted 
negatively. This supports the hypothesis of a proton dependent electron transfer, as the increase 
in rate of catalysis brought about by the addition of the scavenger would cause a faster 
consumption of protons. These studies validate the assumption that the proton transfer is the 
rate limiting step in the catalytic mechanism. 
The properties of Ni(cyc) at different pH values has been studied in detail on the mercury 
electrode by Fujita and co-workers54. The authors have analysed the behaviour of the current 
in the CV of CO2 purged solutions of the complex in water with decreasing pH. It was found 
that at pH ≤ 2 the current was dramatically increased. Interestingly, the CV under argon also 
showed a large catalytic curve, which masked the NiII/I couple. Bulk electrolysis experiments 
revealed that at low pH values the high selectivity for CO was lost, with a ratio of CO:H2 of 
0.8 in the first half hour. Pulse radiolysis experiments were carried out to probe the mechanism 
at low pH values. A nickel(I) hydride was identified, and the pKa for this species was estimated 
to be 1.8. It was suggested that at low pH, formation of [Ni(cyc)(H)]2+ is favoured, with 
subsequent preferential H2 formation. 
1.2.5 Design rules for new CO2 reduction electrocatalysts 
Recently, a number of studies have outlined how the second coordination sphere of a metal 
complex can be tailored to greatly improve catalysis. Of particular relevance for this thesis is 
the study published by Savéant et al. in 201278, which described the catalytic activity for CO2 
reduction to CO by a Fe porphyrin which was modified with phenolic groups, FeTDHPP 
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(TDHPP = 5,10,15,20- tetrakis(2’6’-dihydrolphenyl) porphyrin), Scheme 10. The activity of 
the complex has been evaluated by cyclic voltammetry and bulk electrolysis, and it was shown 
to be much higher than the unmodified porphyrin FeTPP (TPP = tetraphenylporphyrin), which 
had been reported previously by the same group26.  
Scheme 10- The iron porphyrin complexes investigated by Savéant et al.78 
 
Interestingly, when the hydroxylic groups were replaced with methoxy groups, the catalytic 
activity decreased significantly. Furthermore, when phenol was added in high concentrations 
to the FeTPP solution, a large increase in catalytic activity was observed, comparable to the 
currents obtained with FeTDHPP. In subsequent studies79,80, the mechanism has been 
thoroughly explored with experimental and theoretical calculations, and it was proposed that 
catalysis was accelerated by the presence of the phenolic protons which stabilise CO2 binding 
to the Fe0 through hydrogen bonding. In addition, it was demonstrated that the phenolates 
reprotonate as soon as one proton is transferred to CO2, being thus able to participate in the 
concerted second electron-second proton transfer step. 
While examples of catalysts with internal acid/base sources were already available in the 
literature, for O2 and proton reduction,
81–83 this was the first example to apply the concept to 
the reduction of CO2. Since then, acidic functionalities have been added to several other 
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catalyst classes. Gobetto et al. and Bocarsly et al.84,85 both modified the bpy ligand to obtain 
new Mn trycarbonyl complexes with hydroxyl functional groups, which showed catalytic 
activity under CO2 even in the absence of added Brønsted acids, usually a fundamental 
requirement of catalysis with Mn bypiridine complexes. Furthermore, the catalytic currents 
were found to be higher than the ones generated by the parent complex, [Mn(bpy)(CO)3Br], in 
the presence of acids. Palmore et al.86 showed that the reduction of CO2 to formate was 
improved when adding a proton-donor group to the ligand framework of an Ir pincer complex. 
During the writing of this thesis another relevant report for this discussion was published by 
Savéant and co-workers,87 where the effect of electrostatic interactions of the ligand through 
space were explored with the synthesis of two new iron porphyrin complexes. Initially, the 
authors demonstrated that the efficiency found for the WSCAT catalyst (Fe(5,10,15,20-
tetrakis(4’-trimethylammoniumphenyl) porphyrin), compound 5 in Table 1) was due to the 
presence of positive charges ancillary to the Fe centre, by exchanging the p-anilinium groups 
with negatively charged p-sulfonated phenyl groups (Fe-p-PSULF), and showing how the new 
complex is a worse catalyst for CO2 reduction in DMF. The difference in catalytic activity was 
attributed to the positive charges being able to stabilise CO2 binding to the Fe by interacting 
electrostatically with the partial negative charge on the oxygens in CO2. Subsequently, the 
theory was further confirmed by carrying out catalysis with a new iron porphyrin, this time 
functionalised with o-anilinium groups as a means of bringing the positive charges closer to 
the catalytic centre and increasing the electrostatic effect. The result was a much higher current 
density under CO2 compared to WSCAT, together with a remarkable 400 mV positive shift in 
the onset potential. 
While all of these examples show how the second coordination sphere of a complex can be 
modified in a rational manner to tailor to the requirements for catalysis, the studies have all 
been carried out in organic solvents with added proton sources, as is the case for the majority 
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of molecular electrocatalysts. Part of the reason sits with the poor solubility in protic solvents 
of the complexes studied, while part of it resides in the already high concentration of protons 
in aqueous media, which more often than not promotes the production of H2, lowering the 
selectivity. For practical purposes, a catalyst that is efficient and selective in water is highly 
desirable, as water is the quintessential low-cost, green solvent.  
In the second chapter of this work we will focus our efforts on the detailed electrochemical 
characterisation of a newly synthesised Ni(cyc) derivative, Ni(cycC) (cycC = 1,4,8,11-
tetraazacyclotetradecane-6-carboxylic acid), which shows a greatly enhanced catalytic activity 
for CO2 reduction at low pH values when compared with the parent complex, likely due to the 
addition of a labile proton near the reaction centre, in line with the work of Kubiak et al.,88 
which proposed that protonation of the CO2 adduct may be rate limiting. The study of the 
electrochemical CO2 reduction by Ni(cycC) demonstrates that the general rules outlined in this 
section can also be applied to the design of water-active catalysts. 
1.2.6 CO2 reduction using immobilised molecular catalysts 
The immobilisation of molecular catalysts on electrode supports has been widely explored as 
an alternative to homogeneous catalysis or CO2 reduction at metal electrodes. The strategy has 
several potential advantages over the two approaches described above: (i) the possibility of 
using insoluble catalysts in aqueous solutions, therefore avoiding the need of wasteful and 
expensive organic solvents, (ii) the lowering of the large overpotentials that are typical of metal 
electrodes, (iii) easier purification of the reaction products, and (iv) high tunability of the 
molecular structure. Several different approaches have been used to immobilise catalysts on 
solid electrodes; perhaps one of the most studied methods has been the immobilisation onto an 
electrode by using a polymer as an inert support. In particular, Nafion membranes have been 
used to immobilise a variety of CO2 reduction catalysts, such as [Re(bpy)(CO)3Cl]
89, Ni(cyc)90 
and [Co(tpy)2]
2+91 (tpy = 2,2′:6′,2′′-terpyridine). Typically Nafion membranes containing the 
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molecular catalyst show low current densities under CO2, together with a preference for proton 
reduction due to the high local proton environment in the polymer. We have studied the 
immobilisation of [Mn(bpy)(CO)3Br]
92 and some of its derivatives42 on GCEs using Nafion, 
with the aim of using the proton-rich environment of the polymer to aid catalysis, as it has been 
shown that the complex is inactive in the absence of added proton sources. The immobilised 
complex showed a retention of the selectivity in aqueous phosphate buffer and a positive (ca. 
100 mV) shift in the catalytic onset potential, demonstrating the validity of the heterogeneous 
approach, however the current density was low. This was attributed to a small percentage of 
the catalyst in the membrane being electroactive (0.25%), due to Nafion being a poor 
conductive material. Addition of multi-walled carbon nanotubes (MWCNT) to the 
[Mn(bpy)(CO)3Br] membrane, as a high surface area support, significantly increased the 
number of electroactive sites in the film (11%), causing a dramatic increase in current density 
under CO2 (10-fold). Furthermore, FTIR (Fourier-Transform Infrared) experiments of the 
[Mn(bpy)(CO)3Br]/MWCNT/Nafion membranes indicated a degree of interaction between the 
nanotubes and the bpy ligand of the manganese complex.  
The same approach has been recently used by Robert and co-workers,93 who have realised a 
complete electrolyser by fabricating a cathode using their highly water-active porphyrin 
WSCAT (compound 5 in Table 1) in a Nafion membrane with carbon powder to make the film 
conductive. In the study, the CO2 reduction reaction was coupled to water oxidation by using 
the recently reported94 CoPi water oxidation catalyst at the anode. FEs of 90% for CO (10% for 
H2) were achieved with the cell over several hours, with an average current density of 0.7 mA 
cm-2. 
Removing the polymer support, which can hinder catalysis due to the poor conductivity, has 
been achieved by modifying the catalyst with functional groups suitable for 
electropolymerisation.95–103 The first use of such a technique for the reduction of CO2 was 
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reported by Meyer et al.,98 who modified the bpy ligand of [Re(bpy)(CO)3Cl] with a vinyl 
group and subsequently electropolymerised the complex on a platinum disc electrode by 
cycling the potential between ca. 0.2 and -1.45 VNHE. Once formed, the film was rinsed and its 
catalytic activity evaluated on fresh MeCN solutions. The authors found that the TON for the 
catalysis using the film was 516, compared to the value of 20-40 obtained for the solution 
electrocatalysis. Since this first report, several other complexes have been modified with vinyl 
groups for polymerisation. Recently, following a study that showed the high activity of Co 
protoporphyrins immobilised on pyrolytic graphite electrodes,104 Bocarsly105 and co-workers 
electropolymerised a vinyl cobalt protoporphyrin on GCE and carried out the electrocatalysis 
in aqueous solutions. They found that the activity of the polymer film on the electrode was 
comparable to the highly active series of iron porphyrins from Savéant’s group, even when the 
charge transport through the film is expected to be lower than for a solution electrocatalyst. 
1.3 Photocatalytic CO2 reduction 
Photocatalytic CO2 reduction is an attractive research endeavour, due to the possibility of 
directly using solar energy to drive the reaction, in a mimicry of natural photosynthesis, and 
therefore it has been widely studied in the past decades.  
Photocatalytic reduction of CO2 in aqueous solutions using various semiconductors (TiO2, 
ZnO, CdS, GaP, SiC, WO3) was reported for the first time in 1979.
106 The reduction process 
gave methanol and formic acid as the main products, with quantum yields of 1.9 x 10-4 and 5 
x 10-4 (λ > 500 nm), respectively, which, despite being low, demonstrated the potential of the 
approach. In this approach no additional co-catalyst was added to the system and CO2 reduction 
occurred at the semiconductor surface itself. Since the seminal report, several semiconductor 
materials have been tested for CO2 reduction, with good results,
107,108 however the issues with 
the use of oxides remain, including: (i) the fast electron-hole recombination, which prevents 
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high quantum efficiencies, (ii) the need for wide band gaps, in order to obtain sufficient driving 
force to achieve CO2 reduction, which reduces the choice of materials and more importantly 
prevents the use of visible light, and (iii) the low selectivity, which leads to a distribution of 
products. 
Quantum dots (QDs) have been extensively studied in recent years for a varied range of 
photocatalytic applications due to their widely tunable optical and electronic properties.109,110 
Quantum dots are semiconductor nanoparticles of sizes varying between 2-20 nm, and can be 
defined as such when the diameter of the nanocrystal is smaller than the exciton Bohr radius,111 
which varies with the material, and is the spatial extension of electron-hole pairs in 
semiconductors. This gives rise to a phenomenon called quantum confinement, where energy 
states become discrete. By using the simple particle-in-the-box model, it is therefore possible 
to predict the energy level spacing, which will be inversely proportional to R2: the smaller the 
particle, the higher the bandgap.111 The ability to change the bandgap of the material by altering 
the size of the QD means that light absorption by the semiconductor material can be shifted to 
the visible region of the spectrum relatively easily, which is one of the main reasons that these 
materials are so attractive for their use in photocatalytic applications such as water splitting. 
As a result of the synthetic methods to achieve particle size control, quantum dots are obtained 
with coordinating ligands (or capping ligands), the nature of which is varied, and usually 
chosen to impart the synthesised quantum dots desired sizes, composition, morphology and 
dispersibility in certain solvents. The presence of the capping ligands can be a hindrance for 
the applications that the QDs were designed for, however removing the ligands from the surface 
of the QDs generally causes the particles to lose stability and aggregate. 
Quantum dots for water splitting have been studied since the ‘80s112, and many reports on 
proton reduction using QDs are available now, with CdX and ZnX chalcogenides (with X = S, 
Se and Te) being amongst the most studied materials.109 These materials can be decorated with 
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precious metals, or coupled with enzymes113 or molecular complexes of Co and Ni to act as co-
catalysts.114–116 Very few examples of CO2 reduction carried out using quantum dots have been 
reported. Typically the nanocrystals are used to sensitise TiO2
117,118 or in conjunction with CO 
dehydrogenase113, of which only the latter was carried out in water, however all of these 
systems suffered from low quantum yields.  
Photocatalytic CO2 reduction with molecular catalysts is also a widely explored area of 
research.5 Homogeneous photocatalysis is usually carried out with a sensitiser molecule and a 
selective catalyst for CO2 reduction in a solution of an electron donor. In a few cases the 
sensitiser is the CO2 reduction catalyst as well.
119 In other examples, the sensitiser is a 
semiconductor material in contact with a solution of the CO2 reduction catalyst. The general 
mechanism of these systems starts with photoexcitation of the light absorber, which is 
reductively quenched by the electron donor. The light absorber has to be chosen based on the 
reductive potential of this reduced species, so that electron transfer to the CO2 reduction 
catalyst can occur efficiently to yield the oxidised photosensitiser and a reduced catalyst 
molecule, which is then able to bind CO2 and carry out the reduction reaction.  
Conjugated metallomacrocycles such as corrins,120 corroles,121 porphyrins,121 and 
phtalocyanines122 with a Co or Fe centre have been shown to act as photocatalysts for CO2 
reduction. Such metallomacrocycles strongly absorb visible light and do not require the 
addition of a photosensitiser. However, these systems suffer from low quantum yields, low 
catalytic selectivity due to significant production of H2 and, in case of the Co catalysts, oxygen 
sensitivity (i.e. they act as O2 reduction catalysts).  
[Re(bpy)(CO)3X] (X= Cl, Br) has been widely studied as a photocatalyst for CO2 reduction 
since its development by Lehn et al. in 1983.123 Initial reports demonstrated that it is capable 
of selectively producing CO without the use of an added photosensitiser, with a quantum yield 
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of 0.14 (λmax= 385, 392 nm), which was the highest efficiency for CO2 photoreduction at the 
time. Since then, much focus has been given to the tuning of this catalyst to improve its 
efficiency, primarily by exchanging the X- ligand.124–127 Indeed, when X- was exchanged with 
a phosphate group, -P(OEt)3, the efficiency for CO production doubled (Φ = 0.38, λ = 365 
nm).125 In a system consisting of a mixed solution of Re(bpy)(CO)3(P(OMe)3) and 
Re(bpy)(CO)3MeCN, even higher quantum yields were achieved (Φ = 0.59, λ = 365 nm).128 
Furthermore, rhenium bipyridine complexes have been used in supramolecular assemblies, 
with the aim of sensitising the rhenium complex for visible light absorption, where the 
photocatalytic activity of the dyad has been reported to be improved compared to the separate 
components.129–132 
Until recently, manganese carbonyl complexes were thought to be only suitable as CO2 
electrocatalysts due to their extreme light sensitivity. However, it has been reported133 that 
when [Mn(bpy)(CO)3Br] is used in a system with a ruthenium complex as a photosensitiser, 
formic acid is produced with an 85% selectivity over CO and H2, with a TON of 149 and a 
quantum yield of 0.053.134 The mechanism for the reaction has been investigated by Kubiak et 
al.,135 by irradiating the similar complex [Mn(bpy)(CO)3MeCN], and it has been found that the 
solvent choice significantly influenced the reaction mechanism: the main product was formic 
acid when the photocatalysis was carried out in DMF, and CO when the reaction was carried 
out in MeCN. It has been shown that a similar complex of manganese, 
[Mn(phen)(CO)3Br]  (phen = 1,10-phenanthroline) is an active photocatalyst for the production 
of formic acid when coupled to an abundant light absorber such as ZnTPP (TPP = tetraphenyl 
porphyrin).136 Recently, [Mn(bpy)(CO)3Br] has been incorporated into a MOF (Metal-Organic 
Framework)137 via modification of the bpy ligand with Zn bridges, and its photocatalytic 
activity was studied in DMF/TEOA (TEOA = Triethanolamine) mixtures containing a Ru 
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polypyridine complex as the sensitiser. It was found that the main product of the reaction was 
HCCO-, with only traces of CO and H2, reaching a TON of 110 after 18 hours of irradiation.  
Due to its remarkable properties for the electrochemical reduction of CO2, Ni(cyc) has been 
employed in photoelectrochemical or photochemical systems, by associating the complex with 
a light absorber, either a semiconductor or a photosensitiser. Beley et al.138and Petit et al.139 
reported the photoreduction of CO2 to CO on p-GaAs and p-GaP photocathodes with Ni(cyc) 
as the molecular catalyst in solution. CO2 reduction was achieved as low as 200 mV below the 
thermodynamic potential for CO2 to CO reduction, at -0.2 V vs. NHE. The selectivity of CO 
over H2 was found to be 1:2 for p-GaAs and for p-GaP, with FEs between 80% and 100%. 
Calvin and co-workers140 reported the photochemical reduction of CO2 to CO when aqueous 
solutions of Ni(cyc) containing [Ru(bpy)3]
2+ and a sacrificial hole scavenger were illuminated 
with a visible light source. The ratio of CO to H2 was found to be highly dependent on the pH 
of the solution. The best result obtained was at pH 4, yielding 357 μl of CO with no observed 
H2 (TON = 4.8). However, this result was obtained by periodic replenishing of the 
photosensitiser ([Ru(bpy)3]
2+ is known to degrade under prolonged irradiation141,142) and 
continuous CO2 purging. Supramolecular complexes made by assembling a photosensitiser and 
Ni(cyc) have been synthesised and tested for the photocatalytic reduction of CO2,
143,144 
similarly to other examples of Re/Ru bipyridyl complexes, which have shown high activity for 
CO2 reduction to CO in DMF.
145–147 The new compound didn’t seem to have a major advantage 
over the two separate complexes in terms of the yield of products, however it did show higher 
stability: the UV-vis of the illuminated solution after 24 hours didn’t show any particular 
changes, indicating that photolysis of the photosensitiser was reduced due to the rapid electron 
transfer from the Ru to the Ni centre. The electron transfer dynamics have been studied by 
Transient absorption (TA) spectroscopy on a similar system144. The new complex did show 
some CO2 reduction when illuminated in solution in the presence of a hole scavenger, however 
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the electron transfer was found to be slow, and on the order of the recombination timescales at 
the Ru metal centre. This was rationalised by the minimal driving force for the electron transfer, 
estimated by the CV. 
The use of molecular catalysts therefore improves the selectivity for the photochemical 
reduction of CO2, however most homogeneous photocatalysts contain expensive and rare metal 
centres, are being used in organic solvents and have low efficiencies. In recent years, the 
immobilisation of molecular catalysts to light absorbers via covalent interactions have been 
widely studied as a way to bring together the advantages of both the semiconductor and 
homogeneous systems. The immobilisation of a molecular catalyst on a semiconductor surface 
can be seen as introducing a junction, making it possible to separate the photogenerated charges 
and suppress recombination (Figure 2). 
 
Figure 2 - (a) CO2 reduction by a semiconductor; (b) CO2 reduction by a molecular catalyst combined with a photosensitiser. 
 
In addition, the presence of a molecular catalyst ensures selectivity is maintained, potentially 
even in water. As for the homogeneous photocatalysis case, the two components need to be 
appropriately chosen so that the energetics are favourable to the CO2 reduction reaction, e.g., 
for a semiconductor/catalyst heterogeneous photocatalyst, the conduction band (CB) of the 
semiconductor has to have a potential more negative than the reduction potential of the 
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immobilised catalyst, so that electron transfer is favoured; furthermore, the two potential values 
should be separated enough that the reverse reaction (back electron transfer) is disfavoured. 
A seminal report by Sato et al. on the immobilisation of a molecular CO2 reduction catalyst 
onto a semiconductor surface for engineering hybrid photocatalytic materials was published in 
2010.148–151 Ruthenium catalysts were grafted onto different p-type semiconductors such as N-
doped Ta2O5 and InP, via covalent linkages by functionalising the bpy ligands of the catalysts 
with carboxylic acid groups. CO2 reduction was observed in a MeCN/TEA (TEA = 
triethylamine) mixture under 410 ≤ λ ≤ 750 nm excitation using TEOA as the sacrificial 
electron donor. Since then, the immobilisation of molecular catalysts on semiconductor 
surfaces has been further explored, and it has been shown that higher yields of products can be 
achieved due to the faster electron transfer from the semiconductor to the anchored catalyst 
when compared to the catalyst in solution.152–154 These initial reports spurred a large variety of 
studies which involved the modification of well-known molecular electrocatalysts with binding 
groups for anchoring to semiconductor surfaces.155 [ReL(bpy)(CO)3] (where L = 3-picoline) 
was modified with phosphonic groups in the 4 and 4’ positions of the bpy ligand for binding 
to TiO2, which yielded a much higher CO2 reduction activity when compared to the catalyst in 
solution.119 TAS studies on the immobilised system vs the solution system showed that 
following excitation of the Re complex reductive quenching by the sacrificial electron donor 
occurred to form a reduced Re catalyst. The key to the enhanced photocatalytic activity was 
attributed to the much longer lifetime of this reduced complex when immobilised on TiO2 
compared with the solution species.119 
Recently, Ishitani and co-workers have immobilised a ruthenium complex on graphitic carbon 
nitride (C3N4),
156 and found that in DMA (dimethylacetamide) the heterogeneous system 
produces HCOOH with a TON of 1000 in 20 hours and a quantum yield of 5.7%. In a following 
study,157 activity was found to be greatly enhanced when the catalyst immobilised on Ag-
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decorated C3N4 was a RuRu’ binuclear complex. The photocatalyst showed a 30-fold 
enhancement in TON compared to the previous system, while maintaining a high selectivity 
for HCOOH, and it is currently the benchmark for semiconductor/molecular catalyst 
photocatalysts for CO2 reduction. Moreover, the activity, albeit slightly reduced, is maintained 
in water. 
In Chapter 2 and 3 we will explore the binding of two differently functionalised Ni(cyc) 
derivatives on semiconductor oxide films, with the ultimate goal of driving CO2 reduction 
photochemically, and we will show that the difference in binding group can significantly alter 
the properties of the semiconductor/catalyst hybrid system. Furthermore, the second part of 
Chapter 4 will show the results obtained in collaboration with the Reisner group (University of 
Cambridge) on the photocatalytic CO2 reduction to CO by Ni(cycP) (cycP = ((1,4,8,11-
tetraazacyclotetradecan-1-yl)methyl)phosphonate) immobilised on ZnSe quantum dots in 
aqueous solutions and with visible light. 
The need to have sufficient driving force between the light absorber and molecular catalyst, in 
order to have efficient electron transfer, somewhat limits the choice of semiconductors. One 
alternative way to build a heterogeneous photocatalyst is to sensitise the semiconductor oxide 
with a dye. This approach has been remarkably successful in the field of photovoltaics, since 
the discovery of the Gratzel cell,158 and subsequently in the field of water splitting,159–162 
however similar applications for CO2 reduction are few to date. In such a system, the photons 
are absorbed by a dye immobilised on a semiconductor (often TiO2); following reductive 
quenching by an electron donor, electron injection from the reduced dye to the TiO2 occurs, 
followed by electron transfer from the TiO2 to the molecular catalyst, which is also anchored 
on the semiconductor. Kang et al.163 reported in 2014 dye-sensitised photocatalytic CO2 
reduction by using a modified [Re(bpy)(CO)3Cl], ReC, and an organic dye, immobilised on 
TiO2. The material was able to achieve a TON of 435 after four repeated irradiation 
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experiments. In a follow-up paper, the TON was increased to 570 after 30 hours with the 
addition of 5% H2O to the DMF solution, and through Mott-Schottky analysis it was found that 
the reason for the activity enhancement was a better band alignment due to the flat-band 
potential of TiO2 shifting in the presence of water.
164 
In the water splitting field, a further approach has been shown recently, involving the co-
immobilisation of dye and catalyst on an inert support as a means of having direct dye-catalyst 
electron transfer,165,166 however the same approach has not yet been demonstrated for CO2 
reduction; in the first section of Chapter 4 we will show the photocatalytic activity of a 
heterogeneous “on-particle” photocatalyst for CO2 reduction in water composed of a ruthenium 
dye and a Ni(cyc) catalyst immobilised on a ZrO2 inert support. 
1.4 Study of the mechanisms for CO2 reduction 
Knowing the mechanisms that govern the CO2 reduction reactions, whether it be electro- or 
photocatalytic, is highly important, as a deep knowledge of the rules that allow high efficiency 
and good selectivity may open the path to rational design for improving the CO2 reduction 
processes of interest. For the investigation of the electrocatalytic CO2 reduction reaction, SEC 
techniques have proven incredibly useful, in particular with regards to the CO2 reduction by 
molecular catalysts. In the fifth chapter of this thesis, we have used in-situ Sum Frequency 
Generation (SFG) spectroelectrochemistry to probe the mechanism of CO2 reduction by 
[Mn(bpy)(CO)3Br] and Ni(cyc), therefore we present here the basics of the theory behind the 
technique.  
For the photochemical CO2 reduction processes, the observation of the charge carrier dynamics 
using transient techniques can give meaningful insights. Throughout this thesis we have used 
Transient Absorption Spectroscopy (TAS) in order to understand the photochemical systems 
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we have developed; a brief introduction into this technique is offered later in this section. 
Initially we discuss the spectroscopic study of electrochemical interfaces. 
1.4.1 Spectroelectrochemical techniques 
The first report of a SEC experiment was in 1964, where Leedy and co-workers described the 
change in the p-toluidine UV-Vis spectrum with applied potential.167 In these experiments a 
solution was held at a potential to generate the electrochemical species with detection being 
possible once a significantly high concentration had been generated in the bulk. The initial UV-
Vis SEC apparatus described had significant drawbacks, such as the limited choice of electrode 
materials, which caused unwanted resistance in the electrochemical cell. This was due to the 
requirement that the electrode had to be transparent to the UV-vis radiation, and therefore metal 
electrodes, characterised by high conductivities had to be discarded in favour of more resistive, 
transparent materials such as conducting glass. Despite the experimental challenges  the 
prospects of the technique were such that within a few years several different applications were 
reported168. SEC methods can provide insights into the mechanism of electrochemical 
processes, by making it possible to generate and characterise electrochemical intermediates 
that may be short lived or difficult to isolate once generated. 
Vibrational spectroscopy offers a route to probe the chemical structure of electrochemical 
species and IR-SEC experiments were reported in the late 1960s.169 A modified optically 
transparent thin-layer electrode (OTTLE) cell170 (similar to that shown in Scheme 11), which 
had been previously reported for UV-Vis-SEC experiment, was used to probe the reduction of 
ninhydrin, with NaCl plates being used in place of the quartz slides previously used for the 
UV-vis experiments. The use of a thin-layer cell offers several advantages. Firstly the small 
volume of solution makes the electrochemical generation of a high concentration of a species 
a relatively fast process. Also if a sufficiently low enough pathlength is employed, thin layer 
cells allow for the study of electrochemical processes in solvents that may also contain IR 
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modes across the spectral region of interest. Since the 1960s multiple advances have been made 
to improve both the design of IR-SEC cells and IR spectrometers, leading to the technique 
being used in laboratories world-wide. 
However some significant limitations do exist with a transmission mode IR-SEC experiment. 
In particular it can be challenging even with modern FTIR spectrometers to gain very high 
signal-to-noise ratios for chemically unstable reduced or oxidised species as the rapid 
breakdown of the species prevents the formation of a high steady state concentration. The 
strong adsorption of the background electrolytes and solvents can prevent the study of some 
solvent/electrolyte systems even if an OTTLE cell is employed. Furthermore, the most 
significant drawback of the IR-SEC method using an OTTLE cell is that it is not specifically 
probing the electrode surface. Electrochemically generated species can be detected but they are 
primarily in the bulk solution and the details of electrode/molecules interactions that occur 
transiently at the electrode surface are lost. Observation of the interaction between the 
molecular species and interactions at the surface is important as numerous examples exist of 
systems, such as Ni(cyc) and derivatives, where the nature of the electrode material has a 
significant effect on the electrochemical reactions occurring. 
 
Scheme 11 – Expanded view of the OTTLE cell for transmission IR-SEC measurements. Figure reproduced from [171], 1 = 
metal cover plates (with filling ports), 2 = rubber gasket, 3 = CaF2 window, 4 = custom polytetrafluoroethylene (PTFE) 
spacer, custom polyethylene-electrode spacer, 6 = protective frame, 7 = electrode plug. 
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1.4.2 SFG spectroscopy 
Surface Enhanced Infrared Absorption Spectroscopy (SEIRAS) is a surface specific SEC 
technique,172,173 which uses the plasmon resonance of nanostructured thin films (such as Au, 
Ag) deposited on IR transparent materials to generate a large enhancement in the IR 
absorptivity of molecules in the very close vicinity of the nanoparticles. SEIRAS substrates are 
typically prepared by electrochemical roughening of the metal films. Although this is a simple 
experiment to carry out it has been commonly reported that the roughening processes are 
difficult to reproduce174 and the surface can also be modified during the SEC measurement. 
Furthermore the need to generate a plasmon resonance limits the study of electrode materials, 
with Au and Ag being the most commonly studied materials.  
Sum-Frequency Generation (SFG) spectroscopy is a second order nonlinear experiment 
originally developed by Shen and co-workers175 that specifically provides the vibrational 
spectrum of species at surfaces or interfaces. The high sensitivity of SFG spectroscopy with 
measurements of sub-monolayer concentrations being readily achieved,176 has led to it 
becoming increasingly employed as a technique for the in situ study of interfaces177,178 with 
applications to heterogeneous catalysis, biophysics and electrode surfaces, amongst others.179–
184 
SFG spectroscopy has been used to study a wide variety of electrochemical interfaces, such as 
electrodes for battery applications, the structure of the electrolyte at the double layer and the 
structure of water binding to the surface of the electrode. There are a few examples of SFG 
spectroscopy used to probe the CO2 reduction mechanism. Of significance are two studies 
published by Baldelli185 and Dlott et al.186 on the interaction between the ionic liquid EMIM-
BF4 (1-Ethyl-3-Methylimidazolium Tetrafluoroborate) and the electrode surface during CO2 
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reduction electrocatalysis. Ionic liquids have been known for a few years to be efficient 
mediators for the electrocatalytic CO2 reduction using different electrode materials.
187,188 They 
are able to achieve nearly 100% FEs at low overpotentials, however the mechanism is still 
unknown. In the field of molecular catalysts for CO2 reduction, several studies exist that have 
investigated the structure of complexes immobilised on surfaces; Lian et al.189 have 
immobilised a [Re(CO)3Cl(dcbpy)] (dcbpy =4,4′-dicarboxy-2,2′-bipyridine) on a single crystal 
TiO2 (001) surface. They used SFG spectroscopy to determine the binding mode of the 
carboxylic acid functional groups and the orientation of the catalyst. In a subsequent study the 
same authors studied the effect of the length of the anchoring group to the surface on the 
orientation of the complex, and how this might influence the ability to catalyse the CO2 
reduction. They concluded that the tilt of the complex with respect to the TiO2 surface increased 
with higher number of CH2 groups in the anchoring group, likely due to the highest number of 
possible conformations of the linker, therefore demonstrating the possibility to rationally 
assemble a semiconductor/molecular catalyst with a preferred ordering of the complex. In a 
similar manner, Kubiak et al.190 studied two different rhenium complexes, [Re(4,4′-dicyano-
2,2′-bipyridine)(CO)3Cl] and [Re(4-cyano-2,2′-bipyridine)(CO)3Cl], immobilised on gold, 
finding that the cyano groups are only weakly interacting with the gold surface, forming a 
monolayer at no applied potential, characterised by a large tilt angle. While these studies 
demonstrate the usefulness of the SFG technique to study molecular complexes, to date there 
has been no report focusing on the nature of molecular species at an electrode with the applied 
potential. 
The theory of SFG spectroscopy has been described in detail elsewhere.191 Here a very brief 
summary of only the key points is provided, based on these resources. In the fifth chapter, we 
will utilise IR-Vis SFG, an experiment that involves the use of two pulsed lasers with frequency 
ω1 and ω2. Typically the visible laser is at a fixed wavelength (here ca. 800 nm) and the IR is 
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tunable across the mid-IR. Short (fs-ps) intense pulsed lasers are used as when intense electric 
fields are generated, the polarisability P of a material will include non-linear terms, expressed 
by a Taylor expansion in Eq.(1): 
 𝑃(𝑡) = 𝑃0 + 𝜒(1)𝐸(𝑡) + 𝜒(2)𝐸2(𝑡) + 𝜒(3)𝐸3(𝑡)… (1) 
Where P0 is the static polarisability, E(t) is the electric field, χ(1) is the susceptibility for linear 
optical measurements and χ(2) represents the second order non-linear susceptibility. An electric 
field with amplitude E at t = 0 can be described as a cosine wave with frequency  (Eq. 2). 
Therefore for an experiment where only a single frequency of light is incident on the sample 
we can write the second order polarisability as (Eq 3-5): 
 E(t) = E cost (2) 
 𝑃2(𝑡) = 𝜒(2)𝐸2(𝑡) (3) 
 𝑃2(𝑡) = 𝜒(2) 𝐸2𝑐𝑜𝑠2𝜔𝑡     (4) 
 
𝑃2(𝑡) =
1
2
𝜒(2)𝐸2(1 +  𝑐𝑜𝑠2𝜔𝑡) 
(5) 
 
With Eq. 5 giving rise to the phenomena of second harmonic generation (SHG), a process 
which can be thought of as taking two photons of frequency ω to generate a single photon at 
2ω. When two photons of different frequency ω1 and ω2 are used, as in a SFG experiment, we 
can write that: 
 𝐸1(𝑡) = 𝐸1𝑐𝑜𝑠𝜔1𝑡 and 𝐸2(𝑡) = 𝐸2𝑐𝑜𝑠𝜔2𝑡 (6) 
 𝑃2(𝑡) = 𝜒(2)𝐸1(𝑡)𝐸1(𝑡) + 𝜒
(2)𝐸2(𝑡)𝐸2(𝑡) + 2𝜒
(2)𝐸1(𝑡)𝐸2(𝑡) (7) 
 𝑃2(𝑡) = 𝜒(2) 𝐸1
2𝑐𝑜𝑠2𝜔1𝑡 +   𝜒
(2) 𝐸2
2𝑐𝑜𝑠2𝜔2𝑡 + 2𝜒
(2)𝐸1𝐸2(𝑐𝑜𝑠𝜔1𝑡 ∙ 𝑐𝑜𝑠𝜔2𝑡) (8) 
As: 
 
cos(𝑥) ∙ cos(𝑦) =  
1
2
 [cos(𝑥 − 𝑦) + cos(𝑥 + 𝑦)]     
(9) 
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𝑃2(𝑡) =
1
2
𝜒(2)𝐸1
2(1 +  𝑐𝑜𝑠2𝜔1𝑡)
+ 
1
2
𝜒(2)𝐸2
2(1 +  𝑐𝑜𝑠2𝜔2𝑡)
+ 𝜒(2)𝐸1𝐸2[𝑐𝑜𝑠(𝜔1 − 𝜔2)𝑡         
+ 𝑐𝑜𝑠(𝜔1 + 𝜔2)𝑡] 
 
     (10) 
Giving rise to terms in the polarisation at twice the frequency of the individual photons, a term 
at the difference of the frequencies (ω1- ω2), the difference frequency generation (DFG) and 
the sum of the frequencies (ω1+ω2), SFG.  
The intensity of the SFG signal obtained can be shown191,192 proportional to the square of the 
2nd order non-linear susceptibility which contains contribution from a resonance component 
(𝜒(2)𝑅) and a non-resonant term (𝜒
(2)
𝑁𝑅): 
 𝐼(𝜔𝐼𝑅+𝜔𝑉𝐼𝑆) ∝ |𝜒
(2)|
2
  where 𝜒(2) = 𝜒(2)𝑁𝑅 + 𝜒
(2)
𝑅 (11) 
The non-resonant susceptibility can be considered to be largely wavelength independent and is 
primarily a function of the surface or interface under study. It can be thought of as an excitation 
to a virtual vibrational excited state followed by a 2nd transition to a virtual electronic excited 
state, which then decays with photon emission to the ground state. However it is worth noting 
that the non-resonant and resonant components of the second order susceptibility are complex, 
and can interfere with each other, both constructively and destructively, giving rise to positive, 
negative and derivative looking features in the SFG spectrum which will be dependent upon 
the frequency of the IR laser. A full description of the role of the non-resonant term in 
modifying the line-shape of a resonant SFG response is beyond the scope of this thesis however 
a full description can be found elsewhere.192 
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 The resonant susceptibility term becomes non-zero when the frequency of the IR photon 
matches that of an allowed transition of the surface or species under interrogation. This gives 
rise to a vibrational excited state which can then be up-converted to a virtual excited state which 
decays to the ground state with photon emission at ωSF, essentially the product of a Raman 
transition and an infrared transition (Figure 3) Hence by measuring the change in SF intensity 
with IR wavelength it is possible to obtain the vibrational spectrum of species at  the surface. 
 
Figure 3 – Schematic representation of the energetic transitions involved during an SFG experiment. 
 
The very high sensitivity of SFG spectroscopy arises from the availability of highly sensitive 
detectors in the visible region and the intrinsic surface selectivity of the technique. As shown 
above, the second order polarisability is proportional to the square of the electric field: 
 P(2) =(2)E2  i.e.  P(2) E2 
 
(11) 
It follows that the 2nd order polarisation induced by an electric field E and –E are the same; 
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P(2)(E) = P(2)(-E) (12) 
But in a centrosymmetric environment opposite directions are equivalent so the polarisation 
looks the same in both directions which would give rise to the following equation: 
 
P(2)(E) = -P(2)(-E) (13) 
For equations (12) and (13) to hold the induced polarisation would have to be zero, i.e. (2)  = 
0. Therefore we see no 2nd order effects in materials with a centre of inversion (i.e. isotropic 
media such as the bulk materials in the systems studied). In contrast, the inversion of symmetry 
is necessarily broken at surfaces, which allows SFG transitions, meaning that SFG 
spectroscopy can probe species at interfaces.  
(2) is a third-rank tensor, and therefore it will have 27 components. For an isotropic surface, 
only seven components will have a contribution, however as the x and y directions are 
equivalent, only four components of the tensor will be non-zero: 

𝑧𝑧𝑧
(2)  

𝑧𝑥𝑥
(2) = 
𝑧𝑦𝑦
(2)  

𝑥𝑧𝑥
(2) = 
𝑦𝑧𝑦
(2)  

𝑥𝑥𝑧
(2) = 
𝑦𝑦𝑧
(2)  
The polarisation of the incident beams can either be perpendicular to the plane of incidence (P 
polarisation) or parallel (S polarisation). Considering the contributing components of (2) only 
four possible combinations of the incident and SF polarisation are possible; furthermore, on 
metal surfaces, only IR fields with some z component will be contributing, due to the high 
reflectivity of metal surfaces for IR light (in this case the intensities of the x and y components 
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are zero when their phase changes upon reflection). In this thesis we have primarily used PPP 
polarisation. 
 
Table 2 - Contributing polarisation combinations on metal surfaces, reproduced from ref [192] 
Polarisation Combination 
SF:Vis:IR 
(2) Components Seen in metals 
PSP 𝑧𝑦𝑧
(2)  Yes 
SPS 𝑦𝑧𝑦
(2)  No 
PSS 𝑧𝑦𝑦
(2)  No 
PPP 𝑧𝑧𝑧
(2) ,
𝑥𝑥𝑧
(2)  Yes 
 𝑧𝑥𝑥
(2) , 
𝑥𝑧𝑥
(2)  No 
 
1.4.3 Transient Absorption Spectroscopy 
Transient Spectroscopy encompasses a set of pump-probe techniques which are used to 
characterise short-lived excited states in a material. Here we will concentrate our discussion on 
Transient Absorption Spectroscopy (TAS) in the UV-Vis. TAS is used to monitor the 
behaviour of the charge carriers by measuring a change in the optical density in a material 
following excitation by a laser pulse. Since the first reported use of TAS spectroscopy193 in 
1949 (or flash photolysis) the technique has been greatly improved, and it has been used for a 
large variety of applications.129,154,194–196 
In the case of ultrafast TAS (Scheme 12(a)), a high energy laser of specific wavelength is used 
to excite the material under study. A second low energy white light probe laser is passed 
through the sample and the change in absorption of this probe after excitation is compared to 
the ground state absorption. By carrying this measurement out at a range of time delays between 
the pump and the probe, it is possible to build up a spectrum of ΔA as a function of time and 
wavelength. For slow applications (μs-s) the electronic response time of equipment are suitable 
enough to record the ΔA with time continuously following excitation using a CW (continuous 
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wavelength) light source. In such slow spectrometers (Scheme 12(b)), a monochromator is 
often employed to isolate a single probe wavelength. A full spectrum of ΔA as a function of 
time at specific wavelengths λ is then obtained by repeating the measurement at a range of 
probe λ. 
 
Scheme 12 – Scheme of the (a) ultrafast (ps-ns) and (b) slow (μs-s) TAS spectrometers built in our labs. 
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Generally, a TA spectrum contains information about any process that alters the optical density 
following excitation. Such processes include: (i) ground state bleach: this process is due to a 
fraction of the molecules in the ground state being promoted to an excited state by the laser 
pulse, causing a decrease in absorbance of the ground state, resulting in a negative signal in the 
TA spectrum; (ii) excited-state absorption: this arises when the excited state of the molecule 
under study undergoes optically allowed transitions to higher excited states. This type of 
processes appears as a positive signal, and the decay of the signal with time represents the 
lifetime of the excited state. The decay can be a result of electron transfer from the excited state 
to a different state, such as a trap state or relaxation to the ground state, or transfer to another 
species; (iii) stimulated emission: following certain transitions, the relaxation of the excited 
state to the ground state can cause emission of excess energy in the form of photons which can 
reach the detector, resulting in a perceived decrease in absorption and therefore a negative 
signal. Furthermore, the stimulated emission will show a Stokes shift with respect to the 
ground-state bleach; (iv) photo product absorption: reactive intermediates may be formed 
following excitation, for example an excited electron may transfer from a semiconductor to an 
adsorbed surface species or to a species in solution. TAS can provide useful insights into the 
investigation of CO2 photocatalytic reduction mechanisms, as the technique can potentially 
follow the charge carrier dynamics during CO2 reduction catalysis. Even a characterisation of 
the photogenerated electron kinetics of materials in the absence of the substrate (where no 
charge transfer occurs) can be useful for understanding efficiency and mechanisms. 
The work in this thesis employed the use of a μs-s instrument, which will be described in the 
Materials and Methods section of Chapter 2, 3 and 4, where the electron transfer dynamics of 
the Ni(cyc) complexes when immobilised on semiconductors will be studied, and in ref. [197]. 
Ultrafast fs-ns measurements have also been employed and will be described in Chapter 4 
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where they have been used to probe the ultrafast charge carrier dynamics in the Ni(cycP)/ZnSe 
QD photocatalyst for CO2 reduction in water. The instrument is described in ref. 
[198] 
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“I almost wish I hadn’t gone down that 
rabbit-hole – and yet – and yet – it’s rather 
curious, you know, this sort of life!” 
- Alice in Wonderland 
 
2 
CO2 reduction by Ni(cycC): electrocatalysis, immobilisation on 
semiconductor oxides and electron transfer 
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2.1 Scope of the chapter 
As outlined in Chapter 1, the complex Ni(cyc) (cyc = 1,4,8,11-tetraazacyclotetradecane) has been 
shown to be an excellent CO2 reduction electrocatalyst in water.
1–3 The complex has been used in 
both electro-4 and photocatalytic applications,5–7 however in the latter cases the results have been 
somewhat disappointing. The immobilisation of molecular electrocatalysts on semiconductor oxides, 
to photodrive the CO2 reduction reaction has been proven a worthwhile approach towards the design 
of more efficient photocatalysts,8 however to date no reports of an immobilised Ni(cyc) complex for 
CO2 reduction exist to our knowledge. We have envisaged that the modification of the cyc framework 
with a functional group suitable for immobilisation on semiconductors could lead to new hybrid 
photocatalysts. Our initial target has therefore been [Ni(1,4,8,11-tetraazacyclotetradecane-6-
carboxylic acid)]2+ (hereafter named Ni(cycC), Figure 4), as carboxylic acids have been widely used 
as anchoring ligands in the dye-sensitised solar cells (DSSC) field in order to anchor dyes to TiO2.  
Ni(cycC) has been chosen as a target complex due to the functional group being as far from the amine 
groups and the metal centre as was possible, Figure 4. This was hypothesised to reduce the negative 
effects of functional groups on activity and selectivity that have been often reported for this class of 
catalysts.2,9 Furthermore, the addition of a carboxylic acid, and therefore a mobile proton source in 
the ligand framework provided an intriguing scientific question regarding the role of local proton 
sources in the enhancement of CO2 reduction electrocatalysis; the beneficial role of mobile protons 
has been demonstrated across several classes of electrocatalysts, however a similar effect has not yet 
been reported to occur in water. In the first section of this chapter, the synthesis of Ni(cycC) will be 
briefly described, followed by a detailed electrochemical study of the properties of the newly 
synthesised complex towards the electrocatalytic CO2 reduction in water, both on a Hg and glassy 
carbon (GCE) electrodes. The adsorption behaviour and pH dependence of the catalyst will be studied 
and correlated with the differences in activity found at low pH values, and benchmarking of the new 
electrocatalyst with the existing literature will be provided by carrying out Rotating Disc 
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Voltammetry (RDE) and Foot-of-the-Wave (FOWA) analysis, in line with the recent trends in the 
literature.  
In the second section of this chapter we will analyse the properties of Ni(cycC) with respect to the 
immobilisation on nc-TiO2; the properties of the modified films will be explored using 
electrochemical and spectroscopic methods. Through the use of Transient Absorption Spectroscopy 
(TAS) we will demonstrate successful electron tranfer from the TiO2 to the immobilised Ni(cycC) 
upon light irradiation under argon, showing the validity of the heterogeneous approach.  
2.2 Results and discussion 
2.2.1 Synthesis and characterisation 
The carboxylic acid derivative of Ni(cyc) was obtained by mixing the functionalised tetraaza 
macrocycle (1 eq.), which is commercially available, with NiCl2 (1.1 eq) in water in the presence of 
NaHCO3 (6 eq.) at room temperature. The NaHCO3 is needed to deprotonate the ligand, which is 
supplied as the HCl salt (cycC∙4HCl), where the amine groups are protonated (the pKa values for the 
parent cyclam ligand have been calculated10, and they are: pKa1 = 11.6, pKa2 = 10.6, pKa3 = 1.61, 
pKa4 = 2.42) allowing easier insertion of nickel in the macrocyclic ring. Initial yields were very poor 
(< 30%). This was largely due to nickel hydroxide and nickel carbonates forming in the basic 
environment and precipitating out of solution. When the synthesis was carried out with a smaller 
amount of NaHCO3 (4 eq.) the reaction had even lower yields (~20%). Higher yields could be 
achieved by diluting the reaction solution tenfold (from 2 mM to 0.2 mM in NiCl2).  Purification of 
the crude product is carried out by multiple washings with ethanol to remove by filtration the 
inorganic salts that are a byproduct of the reaction (residual NaHCO3, which is present in large excess, 
and NaCl, which forms during the reaction). Mass spectrometry (MS) confirmed that the reaction led 
to the formation of Ni(cycC) by the presence of a single molecular ion of m/z = 301, corresponding 
to the complex without the chloride counterions. The product was used without further 
66 
 
recrystallisation, as elemental analysis (EA) indicated that the product was pure. Furthermore, EA 
revealed that in the powder form the complex is in its deprotonated carboxylate form, with a sodium 
counterion, [Ni(cycCO2)]NaCl2 (full details, including full crystallographic data, are in section 2.3.1). 
 
Figure 4 – Structures of [Ni(cyc)]Cl2 and [Ni(cycC)]Cl2 and crystal structure for the  new complex. H atoms, except for those bound 
to N or O are omitted for clarity. 
 
Crystals suitable for single crystal X-ray diffraction are obtained by slow vapour diffusion of hexane 
in ethanolic solutions of the complex (Figure 4). In the crystal form obtained, the carboxylic acid is 
protonated, and [Ni(cycC)]Cl2 assumes a distorted octahedral coordination, with the two chlorine 
ligands occupying the axial sites, and  a R,R,S,S(trans-III) conformation of the ligand11–13.  
It is well known in the literature14–16 that nickel macrocycle complexes can readily interconvert 
between the high and low spin states in solution, which is accompanied by a change in geometry 
(Scheme 13). In strongly coordinating solvents, two solvent molecules occupy the axial sites of a 
distorted octahedron; in this coordination geometry the nickel is in its high spin state, with two 
unpaired electrons in the dz2 and the dx2−y2 orbitals, which are of similar energy, making the complex 
paramagnetic. In weakly coordinating solvents the dz2 orbital is strongly stabilised with respect to 
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the dx2−y2 orbital, which is increased in energy, causing the nickel to assume a square planar geometry 
where the metal centre is in a low spin state, with the electrons paired. In the case of the most studied 
[Ni(cyc)]Cl2 complex, the ratio of octahedral and square planar geometries in water at 25°C has been 
found to be 29% and 71% respectively17. 
 
 
Scheme 13 - Spin interconversion in nickel tetraazamacrocycles complexes (top) and d orbitals splitting for the octahedral and square-
planar geometries (bottom). 
 
Aqueous solutions of Ni(cycC) have an orange appearance and a UV-vis spectrum (Figure 5) 
characterised by one main absorption peak centred at 453 nm, typical of a low-spin square planar 
geometry, and two weaker absorption bands at 337 and 526 nm, typical of an octahedral geometry. 
Interestingly, the UV-vis solution of an ethanolic solution (which is pink in colour) shows the 
disappearance of the peak at 453 nm, indicating that in these conditions the complex is solely present 
in an octahedral geometry. Assuming that the extinction coefficient remains the same across solvents, 
the decrease in the peak at 337 nm should give an estimation of the ratios between the octahedral and 
square planar complexes in water. Surprisingly, from this analysis the octahedral geometry is 
dominant in aqueous solution (73% at pH 7). This is proposed to be due to the carboxylate functional 
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group binding to the nickel centre in the axial position (Scheme 14). Such a structure has been 
reported for the analogue Co complex of cycC18 and other macrocycle complexes bearing a pendant 
arm.19 
 
 
Scheme 14 – Proposed conformation for the binding of the carboxylate to one of the axial positions of the nickel centre, with a solvent 
molecule coordinating the free axial position. 
 
Figure 5 – Solution UV-Vis spectra of Ni(cyc) (10 mM in H2O) and Ni(cycC) (10 mM in both ethanol and water). 
 
Characterisation of the complex via NMR (Nuclear Magnetic Resonance) spectroscopy was 
prevented by the presence of the octahedral paramagnetic complex in solution, broadening the 
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spectral lines. The ATR-FTIR (Attenuated Total Reflectance Fourier-Transform Infrared) spectrum 
of [Ni(cycCO2
-Na+)]Cl2 (Figure 6) shows two main bands, at 1580 cm
-1 and 1345 cm-1. These 
frequencies are consistent with the νas and νs for a carboxylate anion, rather than a carboxylic acid (νs 
= 1700 cm-1). This confirms that the complex is in the sodium carboxylate form in the solid state, 
when obtained from the described synthesis, in agreement with elemental analysis. 
 
Figure 6 – ATR-FTIR spectrum of powder [Ni(cycCO2-Na+)]Cl2. 
 
2.2.3 CO2 reduction by Ni(cycC) on mercury electrodes 
Mercury electrodes have been the traditional electrode material of choice for reductive 
electrochemistry in water due to their extended solvent window.20 In addition to the potential window 
advantage, Ni(cyc) and derivatives have been shown to be more active on mercury electrodes than 
any other electrode material21 due to the catalyst adsorbing on the electrode surface. Therefore we 
have initially examined the electrochemistry of Ni(cycC) on a HMDE (hanging mercury drop 
electrode). 
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The CV (cyclic voltammogram) of Ni(cycC) under argon (Figure 7) shows two main features: a 
couple at -1.33 VNHE and a “spike” at ca. -1.1 VNHE. A similar current spike has been previously 
reported for Ni(cyc)22 and proposed to be due to the reductive adsorption of the complex on the Hg 
surface. Here, the spike is also assigned to the same adsorption mechanism, which will be quantified 
and rationalised below. The main peak at -1.33 VNHE is assigned to the Ni
II/I redox couple in solution. 
The linear relationship between the peak current density and the square root of the scan rate (inset in 
Figure 7) indicate that the solution NiII/I couple can be considered reversible at the scan rates analysed, 
and under diffusion control. 
 
Figure 7 - CVs of 1 mM [Ni(cycC)] in Ar-purged H2O containing 0.1 M NaClO4 on a HMDE working electrode at increasing scan 
rates. Inset: dependence of the peak current density for the redox process NiII/I on the square root of the scan rate. 
 
Figure 8 shows the comparison between the CVs of Ni(cyc) and Ni(cycC) under argon and CO2. The 
increase in current density at potentials close to the NiII/I couple under CO2 indicates that catalytic 
reduction of CO2 is occurring. The results obtained for Ni(cyc) show good agreement with past 
reports.23–25 Ni(cycC) shows very similar behaviour to Ni(cyc), however some observations can be 
made. The increase in current, measured as the ic/ip ratio (where ic is the peak current in the presence 
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of the reaction substrate (CO2) and ip is the peak current for the couple in the absence of CO2) is 
slightly higher for Ni(cycC) (ic/ip ~ 48) than for Ni(cyc) (ic/ip ~ 31); this could be interpreted as a 
higher catalytic activity for Ni(cycC) than for Ni(cyc), however it is important to note here that the 
onset in catalytic potential for Ni(cycC) (-1.00 VNHE) is ca. 50 mV more negative than for Ni(cyc) (-
0.95 VNHE).  
 
Figure 8 - CV of 1 mM solutions of (a) Ni(cyc) and   (b) [Ni(cycC)] 2+ recorded in 0.1 M NaClO4 at pH 5 purged with either argon 
(black line) or CO2 (red line) recorded at 100 mV s-1 using a HMDE electrode (0.023 cm2). The insets show an expansion of the black 
lines. 
 
The nature of the reduction products has been investigated by carrying out controlled potential 
electrolysis (CPE) experiments on 0.1 mM solutions of Ni(cycC) at pH = 5 (Figure 9). A Au-Hg 
amalgam has been used as the working electrode. It has been demonstrated in the past that Ni(cyc) 
maintains its catalytic properties towards CO2 reduction on this electrode material.
24 The electrode 
has been prepared by dipping a gold wire (surface area ≈ 2.5 cm2) in triple distilled mercury for 1 
minute to coat the surface and then drying for at least 2 hours. 
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Figure 9 - CPE of a CO2 purged, 1 x 10-4 M solution of Ni(cycC) containing 0.1 M NaClO4, pH 5. The potential was kept at -1.2 VNHE 
for 1 hour using a Au-Hg amalgam electrode. 
 
The charge vs. time plot showed catalysis slowing down after approximately the first ten minutes of 
CPE. This can be attributed to rapid accumulation of CO at the electrode surface, partially 
deactivating the complex, as it is known26,27 that the formation of NiI(CO) species is a common 
deactivation pathway for this class of catalysts. Ni(cycC) showed excellent selectivity for CO (CO:H2 
~ 100:1) after 1 hour at a constant potential of -1.2 VNHE, with a charge passed of 2.7 C (Figure 9) 
and a Faradaic efficiency (FE) of 88%. The Turnover Number (TON), calculated considering the bulk 
of the catalyst in solution, is 5.3, confirming that the CO2 reduction is indeed catalytic with respect 
to Ni(cycC). 
The studies outlined above show that the modifications on the carbon backbone of the complex have 
not significantly affected the catalytic activity of the new complex at pH 5, the operating conditions 
considered ideal for this class of CO2 reduction catalysts. The seminal study by Sauvage
28 showed a 
strong pH dependence for the catalytic activity of Ni(cyc). At pH values higher than ca. 6, catalysis 
is strongly reduced, primarily because of the decrease of free CO2 present in solution at increasing 
pH values. On the other hand, although at pH values lower than 4 the CVs under CO2 show large 
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catalytic waves, the selectivity for CO production over H2 rapidly decreases, until at pHs lower than 
4, proton reduction becomes the dominant process.25 The next section will be focused on studying 
the effect of the pH on catalysis by Ni(cycC). 
2.2.4 CO2 reduction in acidic media – the role of protons 
Very recent studies have outlined the importance of the second coordination sphere of molecular 
complexes for catalytic CO2 reduction. Of particular relevance to this work are studies
29–32 on the 
increased rates of catalysis that some complexes have shown when modified with functional groups 
bearing acidic protons, which have been shown to act as local proton sources. Most of these catalysts 
have been studied in organic solvents, and a similar effect in aqueous solutions has been shown only 
in one very recent example in the literature.33  
The dissolution of CO2 in water involves the establishment of several equilibrium reactions, which 
are highly dependent on the pH of the solution: 
𝐶𝑂2(𝑔) ⇋ 𝐶𝑂2(𝑎𝑞) 
𝐶𝑂2(𝑎𝑞) +𝐻2𝑂 ⇋ 𝐻2𝐶𝑂3 
𝐻2𝐶𝑂3 + 𝐻2𝑂 ⇋ 𝐻3𝑂
+ + 𝐻𝐶𝑂3
− 
𝐻𝐶𝑂3
− + 𝐻2𝑂 ⇋ 𝐻3𝑂
+ + 𝐶𝑂3
2− 
Unbuffered solutions saturated with CO2 have a pH af ca. 4 and a concentration of CO2(g) of 36 mM. 
Hydration of dissolved CO2 is slow; at atmospheric pressure, and pH values lower than 8 the 
concentration of carbonic acid is low, and the concentration of CO2 in solution remains constant with 
changing the pH.  As the pH is increased, equations 3 and 4 become faster, and move the equilibrium 
of equation 2 towards the right, so that at high pH values the concentration of free solvated CO2 
decreases, while the concentrations of bicarbonate and carbonate increase, according to Figure 10: 
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Figure 10 – Species present in aqueous carbon dioxide solutions as a function of pH at a CO2 pressure of 1 atm and a temperature of 
25° C. Reproduced from[34] 
 
The presence of a carboxylic acid, and evidence from UV-vis spectra in solution indicating that the 
cyclam backbone is sufficiently flexible to enable the carboxylate group to directly interact with the 
nickel centre, prompted us to investigate the properties of Ni(cycC) in acidic media; it was 
hypothesised that protonation of the complex to form the carboxylic acid could provide a local proton 
source. Figure 11 shows the CVs under a CO2 atmosphere at a range of decreasing pH values, adjusted 
by adding aliquots of either HClO4 1 M or NaOH 1 M to the prepurged solution of the complex until 
the desired pH value was reached. The catalytic curve retains the same shape for pHs >3. At values 
lower than 3 a new irreversible wave appears with a peak potential of -0.99 VNHE, which increases in 
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current density with decreasing pH. At pH 2 the peak at -1.2 VNHE is no longer distinguishable due to 
the overlap with the new feature.  
 
Figure 11 - CVs of Ni(cycC) (1 mM) at a range of pH values under CO2, recorded in 0.1 M NaClO4, scan rate 100 mVs-1. 
 
The same behaviour is not observed in the CVs for Ni(cyc) in the same conditions, with the current 
density at -0.99 VNHE remaining approximately constant throughout all the pH values of interest 
(Figure 12(a)). A slight shift in the onset potential to less negative values is observed in the CV for 
Ni(cyc) under CO2 at pH 2, and this can be attributed to the shift in the overpotential for the reaction 
brought about by the change in pH (ECO2/CO,NHE
0
 = -0.12-0.059pH). Remarkably, the onset potential 
shift observed in the CVs for Ni(cycC) is much larger, implying that there is a step change in the 
catalytic activity of Ni(cycC) at pH 2 compared to Ni(cyc). The traces under argon show very little 
contribution from proton reduction at potentials >-1.1 VNHE, indicating by first approximation that 
Ni(cycC) is an excellent catalyst at pH 2. 
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Figure 12 - CVs of (a) Ni(cyc) and  (b) Ni(cycC) (1mM) under CO2 (solid lines) and Ar (dashed), at pH 5 (black) and 2 (red), 0.1 M 
NaClO4, 100 mV s-1 using a Hg-Au amalgam electrode. 
 
As it is well known that nickel macrocycle complexes lose selectivity at pH < 4, the selectivity of 
both complexes was examined by carrying out bulk electrolysis experiments. As expected from the 
CVs, the charge passed in an hour by Ni(cycC) was much higher than Ni(cyc) (Figure 13(a)). 
Furthermore, at this pH Ni(cyc) produces mainly hydrogen, in agreement with the past reports for 
this complex (0.2:1 CO:H2; FE: total = 86%, H2 = 73 ± 16%, CO = 13 ± 10%, with errors being the 
result of 3 experiments). In contrast, Ni(cycC) shows a remarkable retention of selectivity. 
Electrolysis of unstirred solutions yielded after an hour a selectivity of > 4:1 (CO:H2), with a total FE 
of 81% (calculated on the total FEs for H2 and CO, H2 = 15 ± 5%, CO = 66 ± 9%). These results 
correspond to a TON for CO of 591 compared to the value of ca. 49 for Ni(cyc), calculated by 
considering the concentration of catalyst in the bulk solution. As explained above, the species 
adsorbed at the surface have been shown to be the primary active complex on mercury electrodes, 
thus the bulk TON calculated here is but a lower limit of the real value. A TON for CO calculated 
using the surface coverage values obtained during DPSC measurements (vide infra) would give a 
higher TON of 65,000. This value represents the upper limit for the TON, as it is obtained by 
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assuming that no catalyst exchange from solution to the electrode during the time the CPE is carried 
out. A more accurate evaluation of the catalytic activity of the catalyst will be provided in the 
following sections with Tafel plot analysis and RDE measurements. 
 
Figure 13 – (a) Charge passed vs. time for CO2-purged, 3x10-6 M solutions of Ni(cyc) (red) and Ni(cycC) (blue), CO:H2 ratios are for 
the individual experiments. (b) Consecutive charge vs. time plots for a CO2-purged, 3x10-6 M solution of Ni(cycC). The CPE 
experiments were carried out on a custom made Hg pool electrochemical cell at -0.99 VNHE, 0.1 M NaClO4, pH = 2. 
 
The stability of the complex was evaluated at first by running consecutive bulk electrolysis 
experiments on the same solution of the complex, which was repurged with CO2 after every run 
(Figure 13(b)), to ensure sufficient CO2 was present. There is little deviation in the charge vs. time 
plots for the first two runs, with a more significant deviation from linearity and lower selectivity and 
FE measured for the third run. This is likely due to the build-up of CO in the unstirred mercury pool 
cell, which is known to lead to catalyst inhibition and precipitation of the insoluble inactive species 
on the surface of the electrode.26,27 Experiments run for longer time periods (7.5hours), on a constant 
stream of CO2 to avoid significant substrate consumption and to agitate the solution, show reasonable 
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stability, with a FE for CO = 52 % and H2 = 31 % being obtained in the final 0.5 of an hour (Figure 
14). 
 
Figure 14 - Prolonged electrolysis of Ni(cycC) carried out using a Hg pool electrochemical cell (-0.99 VNHE) on a constant CO2 purge, 
0.1 M NaClO4, pH = 2. During the final 30 minutes the cell was sealed to allow for the product ratio to be measured. Despite the 
presence of a constant CO2 purge large bubbles still formed on the Hg pool electrode during electrolysis. 
 
From the electrochemistry data shown above, it is apparent that Ni(cycC) is an extremely active 
catalyst for the reduction of CO2 to CO at pH 2. It is hypothesised that the step change in catalytic 
activity is due to the opening of a different mechanism pathway to the one that has been demonstrated 
for the unmodified complex. The analysis of the rate constants in this case would be revealing, 
however the unusual nature of the active species makes a thorough kinetic analysis complicated. A 
Tafel analysis was carried out at pH 5 and 2, and it is shown in Figure 15 and Figure 16. 
The Tafel plot is a useful tool for evaluating rate constants for the region where linearity of the log(j) 
vs. the overpotential is maintained. In this potential range the catalytic reaction can be considered 
non-hindered by substrate consumption, and the apparent first order rate constant (kobs) can be 
calculated with equation (1): 
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 ⅈ𝑐𝑎𝑡 = 𝑛𝐹𝛤𝐴𝑘𝑜𝑏𝑠 (1) 
Where icat is the current of the catalytic curve, n is the number of electrons, F is Faraday’s constant, 
Γ is the surface coverage and A is the area of the electrode. This type of analysis is convenient here 
because it is based only on the measured current densities (i.e. the actual number of electrons 
transferred), and does not require a detailed knowledge of the catalytic mechanism. The overpotential 
was based on literature reported reduction potentials for the reduction of CO2 to CO at pH 5.
35 A 
change in solubility of CO2 and CO will change the overpotential, according to the Nernst equation. 
As the CO2 reduction to CO is a proton-assisted reaction, the change in the overpotential here was 
calculated using the Nernst relationship (ECO2/CO = -0.117 – 0.059•pH). Furthermore, as discussed in 
chapter 1, at low pH values the concentration of CO2 can be approximated to remain the same. 
 
Figure 15 - Plots of CO2 reduction overpotential (pH = 5) vs. log of current density for Ni(cycC) and Ni(cyc) at pH 5; calculated from 
LSVs at 100 mV s-1 in 0.1 M NaClO4 electrolyte containing 1 x 10-4 M catalyst. 
 
The Tafel plot for Ni(cyc) at pH 5 has been reported,25 and the one obtained in this work is in 
agreement with the literature data. The red full line shows the linear fit of the overpotential-current 
data, while the red dotted lines in the figures represent the potential at which bulk electrolysis at pH 
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2 was carried out (-0.99 VNHE), which is also a potential where the Tafel plot is linear. According to 
equation (1), and using the values for the surface coverage (see below) we obtained a kobs = 4.6 s
-1 for 
Ni(cycC) and kobs = 7 s
-1 for Ni(cyc) at pH 5 and at an overpotential of -0.6 V (-0.99 VNHE, the 
potential at which the CPE experiments at pH 2 have been carried out). 
 
 
Figure 16 - Plots of CO2 reduction overpotential vs. log of current density for Ni(cycC) and Ni(cyc) at pH 2; calculated from LSVs at 
100 mV s-1 in 0.1 M NaClO4 electrolyte containing 1 x 10-4 M catalyst. 
 
For the catalysis at pH 2 we have obtained a kobs of 54 and 230 s
-1 for Ni(cyc) and Ni(cycC) 
respectively. It is apparent that Ni(cycC) turns over at least five times faster than Ni(cyc) under these 
conditions and over 25 times faster than Ni(cyc) at pH 5 at -0.99 VNHE. In contrast to Ni(cycC), which 
has a remarkable selectivity towards CO2 at this low pH, Ni(cyc) primarily produces H2 in bulk 
electrolysis experiments and it is likely that the kobs for Ni(cyc) at pH 2 towards CO2 is actually a 
significant overestimate. 
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Whilst the Tafel plots provide a measure of the catalytic rate constant at the foot of the wave they do 
not offer insights into the potential dependence of the kobs at higher driving forces. The variation of 
the catalytic rates with the potential has been measured by carrying out rotating disc electrode 
voltammetry. This technique allows us to eliminate substrate diffusion problems which are 
encountered in static electrochemical methods34. The experiments were carried out using an Au-Hg 
amalgam electrode, which was prepared by dipping a gold rotating disc electrode in mercury followed 
by drying for at least two hours. The experiments proved somewhat challenging, due to the nature of 
the set-up for the RDE voltammetry. The nature of the amalgam material made the electrode 
preparation key to the success of the experiment. Even when prepared with the utmost care, the 
surface area varied due to the difficulties in polishing the electrode without removing the mercury 
layer; for the current densities calculation, the geometric surface area of the electrode has been 
considered. To give a fair comparison, only sets of data carried out with the same electrode are 
presented. For the electrode to be able to move freely when mounted on the rotating shaft, the 
electrochemical cell needed to be kept open to air on the main port; to circumvent this problem all 
the experiments were carried out while bubbling the solution with the gas in analysis, so that a positive 
pressure was maintained throughout the experiment. Care was taken to ensure the purging needle was 
as far away from the rotating electrode as possible, so not to disrupt the flow to the electrode. It was 
found that the amalgam is extremely sensitive to the rotation speed of the electrode; bare gold was 
visible on the electrode after experiments where a rotation of  > 900 RPM (rotations per minute) was 
maintained. Therefore, only rotation speeds lower than this value were considered for analysis. 
Experiments were carried out at a constant temperature using a water bath kept at 26°C.  
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Figure 17 - RDE voltammetry of (a) Ni(cyc) and (b) Ni(cycC) (0.1 mM) under CO2 (solid lines) and Ar (dashed) recorded at 800 rpm 
at the pH indicated. All experiments are recorded using a Hg–Au amalgam electrode in 0.1 M NaClO4. 
 
Figure 17 shows the pH dependence on the RDE at 800 RPM. There is very little change for complex 
Ni(cyc) throughout all the pH values examined, save for a small anodic shift in the onset potential, 
likely due to the increased proton reduction, as shown by the CPE experiments. On the other hand, 
while the plateau current increases only slightly for complex Ni(cycC) at the pH values 6-4, a new 
reductive feature is noted at pH 3 and below, with the current density at the corresponding potential 
(ca. -0.95 VNHE) increasing dramatically between pH 2.5 and 2.2, and plateauing at pH 2. The 
voltammetry under nitrogen at the same pH values show very little change, apart from an increase in 
current density plateau at very negative potentials, due to the increase in proton reduction at low pHs 
(Figure 18(a)).  
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The rate constants at different potentials can be obtained with RDE voltammetry by varying the 
rotation speed, Figure 18(a). Koutecký-Levich plots can be obtained by plotting the inverse of the 
plateau current vs. the inverse of the square of thr rotation speed expressed in radians (ω): 
 1
ⅈ𝑙𝑖𝑚
⁄ = 1 ⅈ𝑘
⁄ + 1
0.62𝑛𝐹𝐴𝐷
2
3⁄ 𝜔
1
2⁄ 𝜈−
1
6⁄ 𝐶
⁄  (2) 
The intercept of this linear plot,1 ⅈ𝑘
⁄ , represents the inverse of the limiting current at infinite rotation 
speed, which will be determined by the apparent rate constant according to the following relationship: 
 ⅈ𝑘 = 𝑛𝐹𝛤𝐴𝑘𝑜𝑏𝑠 (3) 
The Koutecký-Levich analysis holds value only if the plots of the inverse current vs. the inverse of 
the rotation speed are linear. A representative example is shown in Figure 18(b). 
 
Figure 18 – (a) RDE voltammetry of Ni(cycC) (0.1 mM) under nitrogen (dashed) and CO 2 (solid lines), 100 mV s-1, 0.1 M NaClO4, pH 
2, recorded using a Hg-Au amalgam electrode. (b) Example of a Koutecký-Levich plot for Ni(cycC), under argon and CO2, calculated 
at -1.25 VNHE. 
 
The Koutecký-Levich analysis has been applied to a series of potentials for the RDE voltammetry of 
Ni(cyc) and Ni(cycC) at pH 5 and 2. The rate constants have been calculated as the average of three 
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independent measurements, and reported in Figure 19 and Table 3. Since the currents under CO2 are 
well resolved from the currents under N2 for Ni(cycC) it can be assumed that the kobs measured will 
be independent of proton reduction. There is very good agreement between the rate constant 
calculated with the Tafel plot and RDE methods at -0.99 VNHE, with a value of 3.5 (±1.0) x 10
1 s-1 for 
Ni(cyc) and 1.9 (±0.2) x 102 s-1 for Ni(cycC), confirming that Ni(cycC) turns over ca. five times faster 
than Ni(cyc) at this potential. Furthermore, as Ni(cyc) has been shown above to mainly produce H2, 
it is likely that the kobs value found is a significant overestimate. At the plateau current we obtain a 
very high value for kobs = 3.4 (±1.0) x 10
3 s-1. We have not calculated the kobs for Ni(cyc) at potentials 
lower than -1.1 VNHe as there is minimal difference between the currents under CO2 and N2. 
 
Figure 19 - Plot of kobs of Ni(cycC), calculated from the intercepts of Koutecký-Levich plots, vs. potential at pH 2. Error bars are the 
result of 3 independent measurements. The blue star indicates the TOF of Ni(cycC) calculated from the Tafel plot, Figure 16. Inset: 
log(TOF) vs. overpotential under CO2. 
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Table 3 - kobs for catalysts Ni(cyc) and Ni(cycC) at different potentials, calculated from Koutecký-Levich plots, and relative errors. At 
potential below -1.1 VNHE using Ni(cycC) the value of kobs measured under N2 was found to be very low, on the order of the experimental 
error. 
VNHE 
kobs CO2 (s-1) 
x102 
Error ± (s-1) 
x102 
kobs N2 (s-1) 
x102 
Error ± (s-1) 
x102 
Ni(cycC)     
-0.99 2.02 0.28 NA 
 
-1.05 2.54 0.27 NA 
 
-1.10 4.05 0.25 0.81 0.16 
-1.15 5.23 0.45 1.81 0.14 
-1.20 11.39 1.75 2.34 0.16 
-1.23 20.30 4.80 
  
-1.25 34.39 10.02 3.38 0.38 
Ni(cyc)     
-0.99 0.35 0.10 0.04 0.01 
-1.10 1.39 0.45 0.53 0.05 
 
The kobs calculated here is the observed rate constant for the overall CO2 reduction process. The exact 
reaction mechanism is not known, however the results presented until now indicate the presence of 
two different mechanisms for the CO2 reduction, which are activated at different pH values to 
different degrees. The value obtained for kobs at -1.25 VNHE is amongst the highest ever reported for 
a CO2 reduction catalyst, and exceeds most catalysts operating in aqueous solutions. To our 
knowledge, only one other catalyst with higher rate constant and selectivity in water has been 
reported33, WSCAT (an Fe complex with 5,10,15,20-tetrakis(4’-trimethylammoniumphenyl) 
porphyrin), however we note that the complex shows good activity at pH values close to neutral, and 
it rapidly loses selectivity when the pH decreases. Nevertheless, the authors report a turnover 
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frequency (TOF) calculated through the FOWA (Foot-of-the-Wave Analysis) of 107 s-1, although the 
calculations were showed only for the catalyst in DMF (dimethylformamide) with added phenol as 
the proton source. 
Comparison between catalysts operating in different solvents (where CO2 solubility varies) is usually 
achieved using a second order rate constant, by dividing the kobs by the concentration of CO2 used 
during the experiment. Here, we attempted to carry out RDE experiments at different concentrations 
(Figure 20) of CO2, however as highlighted previously the nature of the RDE cell makes it necessary 
to continuously purge solutions, complicating the measurements. Our tentative data indicates that the 
reaction order with respect to CO2 ≤ 1, and therefore the calculation of the 2nd order rate constant is 
non trivial, therefore benchmarking of Ni(cycC) using a recently proposed method of calculating the 
rate constants by extrapolation from CVs, in the same solvent systems used in other studies, will be 
presented separately in section 2.2.5. 
 
Figure 20 - RDE voltammetry of 0.1 mM solutions of Ni(cycC) at different CO2 concentration, 900 rpm, scan rate 100 mV s-1, 0.1 M 
NaClO4, pH 2, recorded using a Hg-Au amalgam electrode. The inset shows the non-linear dependence of the current with increasing 
CO2 concentration, calculated at -1.45 VNHE. 
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The reasons behind the enhanced catalytic activity at pH 2 were investigated. Firstly, it was of 
importance to determine whether Ni(cycC) adsorbs on the surface of the mercury electrode in a 
manner previously shown for Ni(cyc), and if so whether the adsorption is affected by the change in 
pH. This measurement might give some mechanistic insights, and more importantly will yield an 
accurate surface coverage, useful to calculate the upper limit of the TON for the catalytic reaction 
(above). To verify that Ni(cycC) adsorbs on mercury in a similar manner to Ni(cyc), the CVs for low 
concentration solutions of the catalysts on GCE and HMDE were compared (Figure 21). When the 
concentration is decreased by one order of magnitude the complex shows trivial currents under CO2 
on GCE compared to the argon trace (the NiII/I is not visible on GCE because of the reduced potential 
window in aqueous solutions), while on the HMDE the catalytic current is very similar for both 
concentrations. This behaviour confirms that only a small fraction of the complex present in the 
starting solution is responsible for catalysis on the mercury surface, but that high concentrations are 
required on GCE for catalytic activity to be maintained. 
 
Figure 21 - CVs of 0.1 mM solutions of Ni(cycC) recorded with GCE (blue) and a HMDE (green), under Ar (dashed lines) and CO2 
(solid lines), 0.1 M KCl, 100 mV s - 1. The inset shows an expansion of the GCE data. 
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The adsorption of Ni(cyc) on mercury electrodes can also be measured and quantified36 using a 
technique called double-potential step chronocoulometry (DPSC). The technique, developed by 
Anson and co-workers,37,38 is well suited in this case as it has been shown that only the reduced 
species [NiI(cyc)]+ adsorbs on the electrode surface. A detailed discussion of the DPSC measurement 
to calculate the surface coverage of adsorbed species is reported elsewhere,37–39 however briefly we 
report the key points here. In the experiment the working electrode potential is kept at a value where 
adsorption is expected, and then rapidly stepped to a value where desorption is expected to occur and 
which is known to be free of other redox reactions. The charge passed during the potential step can 
be split into three components: 
 
𝑄 =
2𝑛𝐹𝐴𝐷𝑅
1
2⁄ 𝐶𝑅
∗
𝜋
1
2⁄
𝑡
1
2⁄ + 𝑛𝐹𝐴𝛤 + 𝑄𝑑.𝑙. 
(4) 
Where Q is the charge passed during the step, n is the number of electrons, F is the Faraday’s constant, 
A is the area of the electrode, D is the diffusion coefficient of the species, CR* is the concentration of 
the species in the bulk, t is the time, Γ is the surface coverage and Qd.l. is the charge due to the double 
layer. 
The term 
2𝑛𝐹𝐴𝐷𝑅
1
2⁄ 𝐶𝑅
∗
𝜋
1
2⁄
𝑡
1
2⁄  arises from the faradaic charge generated by any redox process of diffusing 
species. The term 𝑛𝐹𝐴𝛤 is generated by any adsorbed species being re-oxidised, and the Qd.l. is the 
capacitive charge required to charge the double layer during the potential step. The two latter terms 
are time independent as they occur at a much greater rate compared to the slow accumulation of the 
diffusional component, making them essentially instantaneous on the measurement timescale (ms-s). 
Therefore plotting the charge passed vs. t1/2 yields a linear plot with a slope equal to 
2𝑛𝐹𝐴𝐷𝑅
1
2⁄ 𝐶𝑅
∗
𝜋
1
2⁄
 (the 
faradaic term from diffusing redox species) and an intercept that is the sum of Qd.l.and the charge for 
the oxidative desorption. To calculate the capacitive charge and hence the surface coverage, one could 
measure the charge passed in the absence of the analyte and subtract the intercept obtained for the Q 
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vs. t1/2 plot. This method is called single-step chronocoulometry. This calculation however does not 
take into account the changes to the interfacial capacitance brought about by the presence of the redox 
species. A more elegant solution is to apply a second potential step after the first, going back to the 
initial potential (Figure 22). 
 
Figure 22 – Representative DPSC experiment; (a) current plot, (b) charge plot, (c) relationship between charge and time for the first 
step and (d) relationship between charge and time for the second step. 
 
In this case as the oxidised NiII complex is not anticipated to adsorb and the only “instantaneous” 
charge will be generated by the double layer capacitance, the overall charge for the second step will 
be equal to: 
 
𝑄𝑟(𝑡 > 𝜏) =
2𝑛𝐹𝐴𝐷𝑂
1
2⁄ 𝐶𝑂
∗
𝜋
1
2⁄
[𝜏
1
2⁄ + (𝑡 − 𝜏)
1
2⁄ − 𝑡
1
2⁄ ] + 𝑄𝑑.𝑙. 
(5) 
Where t is the time after the first step, and τ is the time after the second step. Therefore a plot of Qr(t 
> τ) vs. [τ 1⁄2+(t-τ)1⁄2-t1⁄2 ] will be linear, and the intercept will correspond to the charge due to the 
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double layer charging in the presence of the redox species. The surface coverage (mol cm-1) can be 
calculated using Eq. (6): 
 𝑄 = 𝑛𝐹𝐴𝛤 (6) 
Since this experiment requires an electrochemically fast (ms) time resolution, the time constants for 
the electrochemical cell have to be taken into consideration. The cell resistance has to be reduced as 
much as possible. A platinum wire has been used as the counter electrode, placed very close to the 
mercury drop. A Ag wire reference is also employed as the resistance of the Vycor® tip of a 
commercial Ag/AgCl electrode was found to be too large, leading to significant errors in the 
measurements. The quasi reference Ag wire potential was referenced using the NiII/I couple potential 
of the solution as an internal standard. Prior to each experiment, a new mercury drop was used for 
every double potential step, in order to prevent fouling from the potential presence of residual 
adsorbed complex from the previous measurement. Finally, an argon blanket was maintained 
throughout the experiment to avoid side reactions caused by the presence of trace amounts of oxygen 
in the cell. 
The potential dependence of the adsorption of both Ni(cyc) and Ni(cycC) has been measured under 
argon, and the results have been found to be comparable with Ni(cyc)22 at pH 5 (Figure 23). In line 
with past reports for Ni(cyc), adsorption of Ni(cycC) has been found to occur at potentials 
significantly more positive than the formal reduction potential of the NiII/I couple in solution, 
indicating a significant stabilisation of NiI on a Hg electrode.  
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Figure 23 - Dependence of the surface coverage of Ni(cycC) with the potential for 0.1 mM solutions of Ni(cycC), 0.1 M NaClO4, pH 
5. The potential was referenced using the NiII/I couple as an internal standard, and converted to NHE. 
 
At pH 2 and 5 the adsorption of Ni(cyc) takes place in two main stages as the potential is stepped at 
more negative values, with a sharp rise at ca. -1 VNHE corresponding to a monolayer of reduced 
complex on the surface. This step-like adsorption has been attributed to a structural rearrangement of 
the complex to allow the formation of a monolayer, together with a change in the capacitive properties 
of the double layer, causing the step change at -1 VNHE. Ni(cycC) doesn’t show such a defined trend 
at pH 5, however similar values are calculated for the surface coverage at the different potentials 
compared to Ni(cyc) and a the formation of a full monolayer is observed at -1.04 VNHE. DPSC 
measurements were also carried out for both complexes at pH 2. The results are shown in Figure 24. 
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Figure 24 – Dependence of the surface coverage of Ni(cycC) with the potential for 0.1 mM solutions of catalyst, 0.1 M NaClO4, pH 2. 
The potential was referenced using the NiII/I couple. 
 
It is clear from the plot of surface coverage vs. potential that the two complexes have the same 
adsorption characteristic at this pH value, indicating that a different mechanism of adsorption is not 
the cause for the observed different CO2 catalytic behaviour of the two complexes. Interestingly, at 
pH 2 Ni(cycC) shows a two stage adsorption, much like its unmodified counterpart at pH 5. This, as 
mentioned above is attributed to a sudden increase in adsorption caused by a structural rearrangement 
made easier by the increasing driving force at more negative potentials.  
The effects of pH on redox couples are usually illustrated with electrochemical Pourbaix diagrams. 
This type of analysis shows the stability of a certain redox species as a function of pH and potential. 
Figure 25 shows the pH dependence of the NiII/I couple under argon for Ni(cyc) and Ni(cycC), and 
the experimental Pourbaix diagram for Ni(cycC). 
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Figure 25 – (a) Differential pulse voltammetry of 1 mM solutions of Ni(cyc) and (b) Ni(cycC) in Ar purged 0.1 M NaClO4 on a gold 
amalgam electrode at the pHs indicated recorded at 100 mV s-1. (c) Experimental Pourbaix diagram for the NiII/I couple of Ni(cycC). 
 
Due to the large catalytic wave at pH values lower than 3 due to proton reduction it was not possible 
to include this value in the diagram. The analysis is based on the CVs and differential pulse 
voltammograms, and therefore probes the behaviour of the complex present in the bulk of the 
solution, which is controlled by slow diffusion at the electrode. It is clear from the data available that 
there is no substantial effect on the redox couple with decreasing pH for the bulk NiII/I couple. This 
result indicates that the bulk of the complex in solution has the same redox properties at all pH values, 
and the increase in catalytic activity is not due to the diffusion controlled species cooperating with 
the surface adsorbed one.  
Finally, we have also monitored the UV-vis spectra of Ni(cycC) at pH = 2 in the absence and presence 
of CO2 in order to evaluate whether the protonated catalyst is able to interact directly with CO2 (Figure 
26). It has been suggested that the mechanism of CO2 reduction by Ni(cyc) is EC’EC’, where the first 
reduction happens prior to CO2 binding to the metal centre. As UV-vis spectra of the complex in 
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argon and CO2-purged solutions at pH 2 showed no changes in the coordination mode from square 
planar to octahedral, which would be expected if CO2 were able to interact with Ni
II, it was concluded 
that reduction of the nickel centre occurs prior to CO2 binding. 
 
Figure 26 - UV-vis spectra of Ni(cycC) (3 mM) at pH 2 under argon (black) and CO2 (red), 0.1 M NaClO4. 
 
The pKa of the carboxylic acid was measured via Fourier-Transform Infrared (FTIR) spectroscopy 
titration (Figure 27)40. The complex was dissolved in D2O, to prevent the δ(HOH) modes from 
masking the carbonyl region of interest, and the pH was varied using a DCl solution in D2O. The 
synthesis of the complex is carried out in basic solutions, and in its powder form it exists as the 
carboxylate form, as shown by the ATR-FTIR spectrum in Figure 6. The starting pD of the solution 
(0.05 M) was found to be 9.87, and the FTIR spectrum showed the expected band at 1575 cm-1 due 
to the νas(CO2-), with a shoulder at 1627 cm-1 which as discussed may be due to a coordinated 
carboxylate. The cyclam structure is extremely flexible, and the possibility for a functional group to 
coordinate one of the axial binding sites of the metal centre has been shown for derivatives of  
Co(cycC),18,41 so it is feasible that a fraction of the complex in solution is present in a conformation 
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where the carboxylate could bind to the nickel. There was little change in the spectrum for pHs >5.5, 
save for a slight decrease in intensity of the shoulder at 1627 cm-1. At this value the shoulder 
disappeared, and the main peak at 1575 cm-1 started to decrease in intensity as well. At the same 
value, a new feature started to appear at 1706 cm-1and this was assigned to the carbonyl group of the 
protonated carboxylic acid. As the pH was lowered further, this new peak increased while the 
carboxylate steadily decreased, until at a value of pH = 1.75 it was not visible anymore. In addition 
to the peak at 1706 cm-1 a peak at 1653 cm-1 appeared with the decrease of the pH. This is tentatively 
assigned to the carboxylic acid which has been deuterated. The raising baseline is due to the presence 
of notable quantities of H2O in the DCl stock solution, causing the DOH modes slowly increasing as 
more acid was added. 
 
Figure 27 - A series of FTIR spectra for a 0.1 M solution of Ni(cycC) in D2O at decreasing pD values, recorded in a 0.1 mm path 
length CaF2 IR cell. 
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The intensities of the carboxylate and carboxylic acid peak were plotted versus the pH (Figure 28). 
The two curves have the aspect of a traditional titration curve. However, while for the latter the 
equivalence point represents the point at which an acid or a base has been completely consumed by 
the base/acid, and the pKa is given by the plateau region, here the point at which the two curves cross 
can be interpreted by the pH value at which both species, carboxylate and carboxylic acid, are present 
in equimolar amounts, which can be directly translated to the pKa value for the carboxylic acid, which 
after applying the well-known conversion from pD to pH42 was calculated to be 2.6. 
 
Figure 28 - pD titration curves obtained by plotting the IR intensity of the peaks of the carboxylic acid (1706 cm-1, blue) and carboxylate 
(1575 cm-1, green). 
 
Literature pKa values for carboxylic acids are very varied, but most are within the range 2-6. The 
obtained value is then lower than expected for an aliphatic carboxylic acid group. The protonation 
constants of the ligand are not reported in the literature, however they have been measured for a 
similar compound43 via a potentiometric titration and were found to be 10.52, 9.70, 6.54, 3.19 and 
<1. The carboxylate protonation constant was determined to be the third (6.54) on account of the 
difficulty in protonating the last two amines in the macrocycle cavity. The unmodified complex has 
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been shown to form a Ni-H complex with pKa of 1.8 (estimated by pulse radiolysis studies),25 and 
the formation of the hydride is considered the reason for the drop in selectivity observed at lower pH 
for Ni(cyc). Here, we hypothesise that the protonation of the carboxylic acid prevents the subsequent 
formation of the hydride by stabilising the CO2 adduct, and this prevents the mechanism pathway that 
would lead to proton reduction. 
Remarkably, there is a close correlation between the plot of increasing intensity of the carboxylic acid 
and the current density of the RDE voltammograms with decreasing pH, Figure 29, which leads to 
the conclusion that the availability of the proton on the carboxylic group correlates to the 
enhancement in catalytic activity with low pH values.  
 
Figure 29 - Relationship between CO2 reduction current measured at 0.99 VNHE of Ni(cycC) (filled squares) by RDE voltammetry (800 
rpm, 100 mV s-1 ), relative concentration of carboxylic acid (given by the νas(CO) at 1706 cm-1 , blue circles) and pD. The current 
density of Ni(cyc)under CO2 with pH is also shown (open squares). pD = pH + 0.4. 
 
From the electrochemical and spectroscopic evidence presented above, it is evident that there is a 
change in the mechanism of CO2
 reduction by Ni(cycC) at low pH values. The protonation of the 
carboxylate has been shown to be essential for the increase in catalytic activity. We also rule out that 
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the change in catalytic activity of Ni(cycC) compared to Ni(cyc) at low pH is due to a change in 
surface coverage on the mercury electrode or due to a change in the NiII/I couple prior to CO2 
reduction. The kinetic selectivity and high TOF found at pH values lower than the pKa suggest that 
the carboxylic acid might act as an internal proton source, as reported previously for other 
complexes29,31,32. It is remarkable that such an effect occurs in water. In addition, the acidic proton 
might stabilise binding of CO2 reduction to the metal centre through hydrogen bonding. Cobalt 
analogues of Ni(cycC) have been reported for use in dye-sensitized solar cells with binding of the –
CO2H group directly to the metal centre, 
18,41 suggesting that an intra-molecular interaction is 
geometrically feasible. On the basis of the available data, and the recent literature, which suggests 
that protonation of the CO2 adduct is the rate limiting step,
27 we have hypothesised a mechanism for 
the catalysis at pH 2, Scheme 15. 
 
Scheme 15 – Proposed mechanism for CO2 and H+ reduction at pH 2 (left) and 5 (right) for Ni(cyc) (top) and Ni(cycC) (bottom). 
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2.2.5 Homogenous CO2 reduction by Ni(cycC) on GCE 
Recently, some studies by Kubiak et al.3,44 have shown that Ni(cyc) is also a homogeneous CO2 
reduction catalyst on a GCE both in water and in acetonitrile (MeCN) solutions doped with water. 
The use of non-aqueous or solutions doped with a low water content allowed for the potential window 
of GCE to be sufficient for the electrochemical analysis, and allowed for some interesting 
observations on the properties of the complex. GCE is an inert electrode, where the complex cannot 
adsorb, and it is anticipated that it will be a useful tool to assess the behaviour of Ni(cycC) as an 
homogeneous catalyst. In this section, we will analyse the properties of Ni(cycC) on a GCE, and 
through the application of a recently proposed method for extrapolating the kinetics of homogeneous 
catalysts from the CVs we will also attempt to benchmark the complex with the existing catalysts for 
CO2 reduction in aprotic solutions. 
The use of GCE also allowed the analysis of the complex at positive potentials, Figure 30. The CVs 
under argon show the appearance of the NiIII/II couple at +1.04 V vs. NHE. The ipa/ipc is close to unity, 
and the peak current density shows a linear dependence on the square root of the scan rate, indicating 
the reversibility of the process. 
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Figure 30 - CVs at positive potentials for an Argon-purged 1 mM solution of Ni(cycC) in MeCN doped with 10 % water, using 0.1 M 
TBAPF6 as the supporting electrolyte and a GCE. The inset shows the dependence of the peak current with the square root of the scan 
rate. 
 
In addition, the peak-to-peak separation is constant with the scan rate. Although this value is > 0.059 
V/n for this redox couple, which might indicate slow electron transfer kinetics, the higher peak-to-
peak separation is more likely to be due to uncompensated cell resistance, as the same values are 
obtained for the ferrocene/ferrocenium redox couple in the same conditions. 
Under argon at -1.33 VNHE Ni(cycC) shows a quasi-reversible redox couple (Figure 31), assigned to 
the NiII/I couple. The non-reversible behaviour of the redox couple could be attributed to the complex 
acting as a weak proton reduction catalyst under argon, as reported for similar compounds.22 The CV 
response under CO2 is quite similar to that of the parent complex under the same conditions.
3 The 
large increase in current density at potentials close to the NiII/I couple under CO2 indicates that 
catalytic CO2 reduction is occurring.  
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Figure 31 - CVs of 1 mM (a) Ni(cyc) and (b) Ni(cycC)in MeCN with 10 % added water, using 0.1 M TBAPF6 as the supporting 
electrolyte and a GCE (surface area = 0.717 cm2), under both argon and CO2. 
 
The most effective method for benchmarking homogenous electrocatalysts is a widely debated topic 
in the literature.45–48 Historically bulk electrolysis experiments have been employed, where the TON 
(defined as the ratio between moles of product and moles of catalyst present in the reaction), FE (the 
efficiency of charge transfer between the electrode and the substrate) and TOF (defined as the TON 
per unit of time) are the figures of merit used to define the activity of a catalyst. However several 
authors have recently noted that any kinetic values extrapolated from these figures will be highly 
dependent on the rate of substrate diffusion to the electrode, and thus from the reactor geometry,46 
complicating catalyst benchmarking.  
One other common method is to use the ratio ic/ip, where ic is the peak current of the catalytic wave 
and ip is the peak current of the catalyst in the absence of substrate, as a measure of the catalytic 
efficiency3,26,49. With this ratio it is possible to calculate the observed rate constant for the catalytic 
reaction, providing that a clear plateau in the current-voltage plot under catalytic conditions is 
observed, i.e. that the catalytic current reaches a steady state value. In the case of the two electron 
reduction of CO2 to CO it is often assumed that the concentration of CO2 in the solution is sufficiently 
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high that it remains substantially unchanged throughout the reaction and that electron transfer is fast. 
In these conditions, ic is given by
25,44,50–52: 
 ⅈ𝑐 = 𝑛𝐹𝐴[𝑐𝑎𝑡]√𝐷𝑘𝑜𝑏𝑠 (6) 
Where n is the number of electrons involved in the catalytic reaction, F is Faraday’s constant, A is 
the area of the electrode, D is the diffusion coefficient of the catalyst and k is the rate constant.  
The ip for a reversible 1 electron reduction is given by the Randles-Sevcik equation: 
 
ⅈ𝑝 = 0.4463𝐹𝐴[𝑐𝑎𝑡]√
𝐹𝜈𝐷
𝑅𝑇⁄  
(7) 
Where ν is the scan rate. Therefore the ratio between equations (6) and (7) yields: 
 
ⅈ𝑐
ⅈ𝑃
=
𝑛
0.4463
√
𝑅𝑇𝑘𝑜𝑏𝑠
𝐹𝜈
 (8) 
For Ni(cycC) the ic/ip ratio in MeCN + 10% H2O on a GCE (calculated from the CVs in Figure 31) is 
equal to 2, while the value found for Ni(cyc) with the same electrode material was found to be 4.3 
These ic/ip values give observed rate constants of 0.8 s
-1 for Ni(cycC) in MeCN with 10% H2O, 
compared to 3.4 s-1 for Ni(cyc) in the same conditions. While this method can give an accurate rate 
constant, it is often difficult to obtain a clear plateau in the catalytic current due to the possibility of 
catalyst inhibition and the limitations of substrate diffusion. Moreover, the ic/ip ratio can be calculated 
only for one potential value across the CV, and kobs away from the plateau region cannot be reported. 
Recently, a more elegant method for benchmarking homogeneous catalysts has been proposed by 
Savéant and co-workers46,48,53,54. The FOWA examines the dependence of the TOF on the 
overpotential  for the reaction considered, in a region of the CV where catalysis is slow, and thus 
not affected by side phenomena, which are the cause of the deviation from the purely kinetic S-shape 
of the voltammogram (such as substrate consumption, catalyst deactivation, inhibition from the 
reaction products, Scheme 16). From the value of the rate constant obtained at the foot of the catalytic 
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wave it is then possible to extrapolate the TOF at every value of the overpotential, obtaining the 
intrinsic catalytic activity for a particular catalyst. 
 
Scheme 16 – Characteristic shapes showed by a homogeneous catalyst in different regimes, reproduced from ref.[ 46]  
 
This particular type of analysis can be applied to most homogeneous catalysts, which makes it 
possible to compare the efficiencies of different systems even when the conditions (solvent, proton 
source, electrode material) vary substantially. If the system behaves in pure kinetic conditions, the 
CV will have a pure S-shape, however in most cases side phenomena become more significant the 
more the potential is scanned to more cathodic values. The FOWA examines the behaviour of the 
system at a point where these effects are negligible and extrapolates this behaviour to the entire CV, 
obtaining idealised kinetic values. Savéant and co-workers have applied the FOWA to the most 
prominent molecular catalysts for CO2 reduction in non-aqueous solutions.
46 However, they note that 
the analysis they presented for Ni(cyc) will not be accurate as the data they used for the FOWA was 
obtained on a mercury electrode, where catalysis is not strictly homogeneous as Ni(cyc) is an active 
catalyst only when it adsorbs on the mercury surface. Here, the FOWA analysis has been carried out 
for Ni(cycC) and Ni(cyc) for comparison on a GCE in acetonitrile solutions. The analysis was thought 
appropriate here as the catalysis is carried on a GCE electrode, where the two complexes are thought 
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to behave as homogeneous catalysts. Taking into account an EC’EC’ mechanism, as has been 
previously proposed for Ni(cyc):27 
 
Scheme 17 – General scheme for an EC’EC’ reaction, and proposed mechanism for CO2 reduction by Ni(cyc).27 
 
Where P is the catalyst, A is the substrate, Q’ is the active species, B is an intermediate of the reaction, 
C is the final product, E0P/Q is the redox potential for the reduction of P to Q, k1 is the rate for the first 
chemical step, E0Q’/B is the potential of the second electron transfer, and k2 is the rate of the second 
chemical step. 
For the homogenous reduction of CO2 by Ni(cyc) the rate-limiting step has been determined to be the 
protonation of the adduct of the reduced complex with CO2. According to the model reported by 
Dempsey et al.54, in the case where the first chemical step of an EC’EC’ mechanism is the rate 
determining one, that is to say, when k2CZ
0 ≫ k1CA0 and Ecat/2 = Eredox the catalytic current is given 
by Eq. (4): 
105 
 
 
ⅈ =
𝑛𝐹𝐴𝐶𝑝
0√𝐷𝑛′𝑘𝑜𝑏𝑠
1 + 𝑒𝑥𝑝 [
𝑛𝐹
𝑅𝑇
(𝐸 − 𝐸𝑟𝑒𝑑𝑜𝑥)]
 (9) 
Normalisation versus ip (the catalyst current on the absence of the substrate) yields Eq (10): 
 
ⅈ
ⅈ𝑝
=
2.24√
𝑅𝑇
𝑛𝐹𝜈 √𝑛
′𝑘𝑜𝑏𝑠
1 + exp [
𝑛𝐹
𝑅𝑇
(𝐸 − 𝐸𝑟𝑒𝑑𝑜𝑥)]
 (10) 
In the case of a system where no side phenomena were affecting catalysis, plotting i/ip vs. 
{1+exp[nF/RT (E-Eredox)]}
-1 would give a straight line. Side effect will cause a curvature, however, a 
linear extrapolation can be obtained at the foot of the wave (Figure 32(a)). The slope obtained from 
the extrapolation is equal to: [2.24(2kobsCsub/fν)1/2], where kobs is the observed rate constant, Csub the 
concentration of the substrate, f = RT/F and ν is the scan rate. The concentration of CO2 in the 
conditions at which the experiment was carried out (10% H2O in MeCN, saturated with CO2) has 
been taken from literature values (190 mM).44 From this value it is now possible to calculate the TOF, 
defined as the moles of product per unit of time per mole of catalyst contained in the diffusion layer, 
and not in the bulk solution. Plotting the TOF vs. the overpotential of the reaction (Figure 32(b)) gives 
a measure of the intrinsic catalyst performance at a given potential and in absence of side phenomena. 
The overpotential is calculated by taking the standard potential for CO2 (ECO2/CO
0 = −0.65 VNHE) in 
acetonitrile with 10% water, which has been calculated previously.29 The y intercept of the plot in 
Figure 32 will be a measure of the rate at zero overpotential (TOF0), while the plateau corresponds to 
kobs (also called TOFmax). 
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Figure 32 – FOWA analysis for homogenoeous catalysts Ni(cyc), Ni(cycC) and literature catalysts30,33,55,56 (data is given for catalysis 
carried out in MeCN doped with 10% H2O, where available, or at the solutions indicated) and some representative electrocatalysts 
for CO2 reduction. The straight lines represent curves obtained by experimental measurements, the dashed lines are data reproduced 
from the literature. 
 
Figure 32(b) shows the FOWA analysis for Ni(cyc) and Ni(cycC), calculated from the CVs in Figure 
31, alongside the same analysis for some of the most prominent electrocatalysts for CO2 reduction 
found in the literature. The data for these catalysts has been calculated by Savéant and co-workers33, 
and here we report a reproduction of those plots. The CVs for [Mn(bpy)(CO)3Br] have been measured 
in our lab, and therefore the FOWA for this catalyst is calculated from our own data. Visually, a 
“good” catalyst will sit in the top left of the graph (low overpotential and high TOFmax), while a “bad” 
one will sit in the bottom right; comparison between catalysts is therefore intuitive. In acetonitrile 
doped with water, Ni(cycC), with a TOFmax of 2.3 x 10
4 s-1, appears to be a better catalyst than most 
of the well-known electrocatalysts found in the literature, such as [Re(bpy)(CO)3(py)]
+ (TOFmax ~ 
790 s-1, MeCN + 0.8 M CF3CH2OH), [Mn(bpy
tBu)(CO)3Br] (TOFmax ~ 630 s
-1, MeCN + 1.4 M 
CF3CH2OH), [Ru(tpy
-)(bpy-)] (TOFmax ~ 8 s
-1, MeCN) and Mn(bpy)(CO)3Br (TOFmax = 123 s
-1, 
MeCN + 10% H2O), and is comparable to the highly active WSCAT porphyrin (TOFmax ~ 2 x 10
4 s-
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1, DMF + 3 M PhOH) reported recently,33 although we note that this value is obtained at a 
considerably lower overpotential than Ni(cycC). 
Where the ic/ip ratio calculation suggests that Ni(cycC) is a worse catalyst than Ni(cyc), the FOWA 
for the two complexes suggests the opposite, with a log(TOF) at 0.55 V (the overpotential at which 
CPE was carried out) of 4 for Ni(cycC) compared to 2.65 obtained for Ni(cyc). The contrasting results 
show the differences between the two methods; from the FOWA analysis one could easily conclude 
that the new Ni(cycC) is a much better catalyst for CO2 reduction than Ni(cyc). The comparison with 
the ic/ip data however paints a slightly different picture, which is in agreement with the bulk 
electrolysis data, although it should be noted that the ic/ip analysis may not be appropriate as no clear 
plateau current was observed. Together, the contrasting values suggest that while Ni(cycC) might 
have intrinsically better catalytic properties than Ni(cyc), the new complex might be more susceptible 
to inhibition from reaction products, which may limit its practical use. 
2.2.6 Immobilisation on semiconductor surfaces. 
The functionalisation of cyclam with a carboxylic acid was targeted primarily for its ability to react 
with semiconductor oxide surfaces. Carboxylic acid derivatives have been widely used in the dye-
sensitised solar cell literature as a convenient and stable group for surface immobilisation and 
functionalisation57,58. Here, we have attempted the immobilisation of Ni(cycC) on semiconductor 
oxides (namely, nc-TiO2 and Ti0.8Zr0.2O2 mesoporous thin films) and we have studied the properties 
of this heterogeneous system as a photoelectrode for CO2 reduction. 
2.2.6.1 Immobilisation of Ni(cycC) on nc-TiO2 and Ti0.8Zr0.2O2 thin films. 
For this study nc-TiO2 (nc = nanocrystalline) and Ti0.8Zr0.2O2 mesoporous film have been chosen as 
the semiconductor material as it was hypothesised that by careful control of the solvent the conduction 
band edge of these materials would sit at a negative enough potential to be able to drive the electron 
transfer from the semiconductor to the complex efficiently. The mesoporous films were made in-
house by the doctor blading technique59 using a nc-TiO2 or Ti0.8Zr0.2O2 paste synthesised according 
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to literature procedures by our collaborators at Imperial College London (particle sizes of 20 nm on 
average)60,61. The pastes were doctor bladed on fluorine-doped tin oxide (FTO) on glass which had 
previously been coated with a bulk TiO2 blocking layer to prevent degradation of the FTO layer at 
the negative potentials required for the electron transfer to occur, see section 2.3.1 for experimental 
details. The thickness of the films was measured by profilometry, and an average value of 3 μm was 
obtained.  
 
Figure 33 - X-ray diffraction (XRD) patterns of nc-TiO2  (red trace), ZrO2 (blue trace) and Ti0.8Zr0.2O2 (black trace) films. Recorded 
by Dr Anna Reynal, Imperial College London. 
 
The films were characterised by X-ray powder diffraction (Figure 33). The diffraction spectrum for 
nc-TiO2 is in agreement with that previously reported for this material. Ti1-xZrxO2 materials are known 
to behave as solid solutions only for certain values of x, that is only until values at which Zr is not 
soluble in nc-TiO2 anymore and any extra zirconium is present as ZrO2. The threshold values reported 
in the literature for x vary from 0.08 to 0.3562,63. The value of x for the material used in this study61 
is 0.2, below one of the reported threshold. However, the diffraction spectrum shows peaks belonging 
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to ZrO2 (shown in blue for comparison), indicating only partial solubility of zirconium in nc-TiO2 
and the system is not a phase pure solid solution. Nonetheless the conduction band edge of Ti0.8Zr0.2O2 
was shown to be modified, as measured by spectroelectrochemical (SEC) measurements, Figure 34.  
 
Figure 34 – ΔO.D. at 780 nm as a function of applied potential for nc-TiO2 and Ti0.8Zr0.2O2 electrodes, in MeCN with TBAPF6 0.1 M 
as the supporting electrolyte. Recorded by Dr Anna Reynal, Imperial College London. 
 
The excited electrons in the conduction band and trap states of nc-TiO2 are known to absorb at 780 
nm; the absorbance at 780 nm was measured as a function of the applied potential. When the potential 
is swept negative enough, electrons will be injected directly into the conduction band and into trap 
states. Measuring the intercept of the potential vs. O.D.780 nm plot can therefore give an estimate of 
the conduction band edge. The conduction band edge found for nc-TiO2  is more positive than what 
was expected for this material in thoroughly dried MeCN64. The conduction band edge for nc-TiO2  
has been shown to be highly dependent of both solvent and supporting electrolyte,64 and in particular 
water is known to shift the conduction band edge on nc-TiO2 to more anodic potentials due to the 
establishment of a proton adsorption-desorption equilibrium, and the shift to more positive potential 
found here (ca. 400 mV)64 is attributed to the presence of residual water either in the solvent or the 
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electrolyte, which was not thoroughly dried. In agreement with past reports, the shift in CB edge 
potential for the mixed oxide material is ca. 150 mV negative of the CB edge potential of nc-TiO2. 
From these results it is expected that both materials have sufficient driving force for electron transfer 
to Ni(cycC) (E(NiII/I) = -1.53 VAg/AgCl, in MeCN with 10% H2O), with the mixed oxide system being 
able to drive the electron transfer faster and more efficiently. 
The immobilisation of the complex was achieved by dip coating the films in 2 mM solutions of 
Ni(cycC) in ethanol. The concentration of the soaking solutions was chosen on account of the low 
extinction coefficient for the complex; lower concentrations made the estimation of catalyst uptake 
on the semiconductor difficult to measure. Although the quantification of the catalyst immobilised 
on the films was initially calculated by measuring the difference in absorbance of the soaking solution 
before and after the soaking, this method was quickly discarded as it provides a large overestimate of 
the complex on the semiconductor; when the film is rinsed after the soaking this removes any complex 
molecule which is not strongly immobilised (e.g. physisorbed or non-monolayer molecules), which 
is however taken into account when measuring the decrease in absorbance for the soaking solution. 
Instead, a large film (6 x 1 cm) modified with the complex has been soaked in 1 M NaOH solution 
for 4 hours, as a way of desorbing the complex molecules on the surface, the UV-vis of this solution 
was measured, in the same way as reported in a recent paper65 and compared  to a 2 mM solution of 
Ni(cycC) in 1 M NaOH to give a more accurate measure. 
With this method it was estimated that 1.7 x 1017 molecules were adsorbed on the film. It was then 
possible to calculate the surface coverage by considering the volume of the particles (average radius 
= 10 nm) and the volume of the film (average thickness = 3 μm). 
The volume of one particle is:  
4
3
𝜋(10𝑥10−9)3 = 4.2𝑥10−24𝑚3  
The volume of the film is 𝐴𝑓𝑖𝑙𝑚 ∙ 𝐿𝑓𝑖𝑙𝑚 ∙ (1 − 𝑃𝑓𝑖𝑙𝑚) = 6𝑥10
−4𝑚2 ∙ 3𝑥10−6𝑚 ∙ (1 − 0.6) =
7.2𝑥10−10𝑚3 
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The total number of particles in a film will be given by the ratios of the two values above: #𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 =
7.2𝑥10−10
4.2𝑥10−24
= 1.7𝑥1014 
The surface coverage is given by the total number of molecules adsorbed divided by the total number 
of nanoparticles in the film:  
1.7𝑥1017
1.7𝑥1014
= 1000 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑛𝑎𝑛𝑜𝑝𝑎𝑟𝑡ⅈ𝑐𝑙𝑒. 
This result is in line with past reports of molecular catalysts immobilised on semiconductor surfaces65. 
Considering the area of a single Ni(cycC) molecule as 6.4 x 10-15 cm2 (based on geometric 
considerations extrapolated from the complex crystal structure), and the average surface area of a nc-
TiO2 nanoparticle as 1.25 x 10
-11 cm2, this value would correspond roughly to half a monolayer.  
The nature of the complex immobilised on the oxide surface was investigated by FTIR spectroscopy 
(Figure 35). To have a suitable window, a TiO2 film was doctor-bladed on CaF2 window from a 
commercial TiO2 paste (Dyesol) and placed in a muffle furnace at 400°C for 30 minutes, and 
subsequently modified with Ni(cycC) following the standard procedure.  
 
Figure 35 - (a) FTIR absorbance spectrum for a TiO2 film on a CaF2 slide modified with Ni(cycC); (b) ATR-FTIR absorbance spectrum 
of Ni(cycC) (powder). 
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The FTIR spectrum can be used to assess how the complex is bound to the surface. An empirical rule 
has been proposed66–68, according to which the difference in energy between the antisymmetric and 
symmetric stretching modes of the carboxylate group gives information about the binding mode of 
the carboxylate to a metal oxide surface, with Δνas-s(unidentate) > Δνas-s(isolated) > Δνas-s(bidentate). 
Here, the main features in the spectrum are peaks at 1696, 1583 and 1375 cm-1. These are assigned to 
a νs(C=O), νas(CO2-) and νs(CO2-), respectively. The band splitting is therefore 209 cm-1, larger than 
the 197 cm-1 found for the free complex, implying a monodentate surface coordination. This result 
would explain the presence of a C=O stretching mode in addition to the carboxylate ones. 
2.2.6.2 Dark electrochemistry 
The electrochemical properties of the nc-TiO2-Ni(cycC) films have been investigated. TiO2 
nanocrystalline films have been studied as working electrodes for reductive electrochemistry.69 The 
behaviour of a semiconductor is different than conventional conductive electrodes, in that the redox 
species of interest can be observed only once the conduction band has been filled at least partially 
(potentials close to the conduction band edge). The electrochemistry of bare nc-TiO2 films has been 
investigated in MeCN with TBAPF6 as the electrolyte, Figure 36. The CVs show the charge and 
discharge behaviour that is due to the progressive filling of surface trap-states with electrons as the 
potential is scanned more and more negative. This is in agreement for past reports of similar 
semiconductor electrodes.70–74 
113 
 
 
Figure 36 - CVs of a nc-TiO2 electrode in MeCN, 0.1 M TBAPF6, at different scan rates. 
 
Figure 37 - CVs of nc-TiO2 (red) and nc-TiO2–cat (black) under argon in 0.1 M TBAPF6/MeCN. v = 100 mV s-1. 
 
In contrast, the nc-TiO2-cat film in the same electrolyte shows different behaviour (Figure 37), with 
the appearance of a reductive feature not typical of the charging and discharging of the electrode. 
This is assigned to the irreversible NiII/I redox couple of the bound Ni(cycC). The immobilised nature 
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of the complex is confirmed by the linear dependence of the observed peak with the scan rate (Figure 
38), in line with a bound species without diffusion components. The redox couple loses the 
reversibility that it has on other electrode materials (e.g. GCE, HMDE). Interestingly, the reduction 
potential of the NiII/I redox couple (-1.4 vs. Fc/Fc+, ca. -1.1 V vs. Ag/AgCl) is found at more positive 
potentials than the complex on mercury at pH 5 (-1.5 V vs. Ag/AgCl), indicating that the 
immobilisation stabilises the NiI species.  
 
Figure 38 - Scan rate dependence of Ni(cycC) on a nc-TiO2 electrode in Argon-purged MeCN/0.1 M TBAPF6. Inset: dependence of 
the peak current on the scan rate, showing a linear relationship. 
 
Control experiments were carried out with blank nc-TiO2 films immersed in solutions of Ni(cyc) or 
Ni(cycC) in millimolar concentrations (Figure 39) to assess the role of surface immobilisation in 
enabling electron transfer to the nickel centre. The control with Ni(cyc) was carried out as this 
complex does not have a functional group suitable for covalent binding to the metal oxide surface. 
Due to solubility issues, both complexes had to be studied in a MeCN/1% H2O mixed solvent. 
Therefore blank experiments were carried out in acetonitrile, and subsequently the complex in water 
was added to give the desired concentration of catalyst and ratio of solvents (99% MeCN, 1% H2O).  
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Figure 39 - CVs of a TiO2 electrode in blank MeCN (black) and following addition of Ni(cyc) in H2O ((a),red) or Ni(cycC) ((b), red) 
to make a 1 mM solution in MeCN/1 % water, 0.1 M TBAPF6. 
 
The addition of either Ni(cyc) or Ni(cycC) to the solution (Figure 39) led to no redox features 
observed that are assignable to the catalyst being reduced. The only difference that is noted is the 
earlier onset of the pseudocapacitive current and its increase in magnitude. This is due to the increased 
proton concentration in 1% water, which shifts the conduction band edge to more positive potentials, 
in line with previous studies.64 The absence of a clear redox couple for both complexes in solution 
shows that there is minimal electron transfer from the electrode to the catalysts when they are not 
anchored on the electrode surface. 
The electrochemistry of Ni(cycC) immobilised on TiO2 in CO2 purged solutions was investigated, 
Figure 40. The first CV scan under CO2 shows an earlier onset for the reduction feature, associated 
with the Ni(cycC) reduction, and a slight increase in the current density. This could be attributed to 
CO2 reduction, however another possibility is that the change in shape is due to the presence of 
residual water in the CO2 line. Indeed by the second scan the CV loses all features and more closely 
resembles the CV of a blank nc-TiO2 film. This indicates poor stability of the bound complex under 
CO2, suggesting that a carboxylic acid may not be a suitable binding group to enable coupling of a 
cyclam catalyst to a light absorber for photocatalytic CO2 reduction in water. 
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Figure 40 - CVs of a TiO2-Ni(cycC)electrode in MeCN under argon (black) and CO2 (red, first scan; blue, second scan), 0.1 M TBAPF6. 
 
2.2.6.3 Charge carrier dynamics 
Although the carboxylic acid group does not provide a stable system for catalysis it does offer an 
opportunity to carry out a study of the electron transfer dynamics of the complex-semiconductor 
system to assess if immobilisation aids charge transfer. We have focused on the role of the 
thermodynamic driving force on the rate of electron transfer by carrying out TAS on the modified 
TiO2 and Ti0.8Zr0.2O2 films. TAS is a widely used technique for the study of charge carrier in 
semiconductors75. A more detailed review of the TAS technique has been provided in the first chapter. 
Briefly, TAS is a pump-probe technique which monitors the change in optical density of a sample 
following excitation from ultrafast to slow time scales. It is expected that a negative shift in the 
potential of the conduction band edge will cause faster electron transfer from the semiconductor to 
the catalyst. 
The dynamics of photoelectrons and photoholes in TiO2 have been extensively studied with this 
technique76. It is well known77–79 that electrons in the conduction band show an absorption feature at 
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wavelengths greater than 800 nm. The lifetime of the excited electrons has been monitored in blank 
and modified TiO2 films in the presence of triethanolamine as a hole scavenger to prevent electron 
recombination, (Figure 41). Furthermore, a control was carried out with a blank TiO2 film and Ni(cyc) 
in solution.  
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Figure 41 - Transient absorption decays of unmodified TiO2 (black), TiO2–cat (blue) and TiO2 with 1x10-4 M in solution Ni(cyc) 
(green), measured in MeCN with 0.1 M TEOA, N2.  
 
The samples were excited at 355 nm (350 μJ cm-2) and the absorption change at 900 nm was 
measured. In the absence of the catalyst, the TiO2 film shows a very long-lived signal at this 
wavelength, assigned to photoelectrons in TiO2. The long lifetime is due to the presence of the hole 
scavenger, preventing electron-hole recombination. A useful value for this type of measurements is 
t50%, which represents the time at which the photoelectron concentration has dropped by half 
compared to the beginning of the measurement. For the bare TiO2, we obtained a t50% = 0.8 s, and it 
is proposed that photogenerated electrons are reacting with residual protons or O2 in the MeCN 
solution. In the presence of Ni(cycC) bound on the TiO2 surface, the signal at 900 nm shows a faster 
decay, with a t50% = 1.2 ms, which is over two orders of magnitude faster than the signal shown by 
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blank TiO2. With the TEOA rapidly scavenging the holes and preventing recombination, the rapid 
decay is assigned to photoelectron transfer from the semiconductor to the catalyst. This is in 
agreement with the electrochemistry in the dark under argon, which showed that electron transfer 
from the TiO2 conduction band to Ni(cycC) could occur.
 
The control experiment with Ni(cyc) in solution does show a faster decay of the signal at 900 nm 
with respect to the blank TiO2 control (t50% = 20 ms), however the electron transfer is still one order 
of magnitude slower than for the immobilised complex, confirming that covalent binding on the 
semiconductor surface improves considerably the kinetics of electron transfer to the metal centre, in 
line with past reports of similar hybrid systems.65,80,81 
While the dynamics of the photogenerated carriers are well-known for TiO2, this is less true for mixed 
oxides such as the Ti0.8Zr0.2O2 used here. Experiments carried out  at Imperial college showed that in 
the presence of methanol (see Experimental section), the spectrum of Ti0.8Zr0.2O2  shows a broad 
absorption feature with a long lifetime at wavelengths >800 nm, and this is assigned to 
photogenerated electrons. On the other hand, in the presence of an electron scavenger the spectrum 
shows a less broad absorption which is long-lived at low wavelengths (460-500 nm), but decays 
rapidly at higher wavelengths. This is assigned to the photoholes. Knowing the main absorption 
features of the charge carriers in Ti0.8Zr0.2O2 allows us to monitor the kinetics of the photoelectron 
transfer to the nickel catalyst. The kinetics of the blank and modified Ti0.8Zr0.2O2 were monitored, in 
a similar manner as for the TiO2 films (Figure 42). Again, the blank Ti0.8Zr0.2O2 shows the presence 
of long-lived photoelectrons due to the rapid scavenging of holes by the TEOA, with a t50% = 500 ms, 
slightly faster than the value found for TiO2. In the presence of the Ni(cycC) immobilised complex 
on the surface, the decay is much faster than in the blank Ti0.8Zr0.2O2, and significantly faster than for 
the complex immobilised on TiO2 (t50% = 800 μs, compared to 1.2 ms for TiO2). This confirms the 
hypothesis that a more negative potential of the conduction band edge provides a higher 
thermodynamic driving force for electron transfer.  
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Figure 42 - Transient absorption decays of unmodified Ti0.8Zr0.2O2  (black) and Ti0.8Zr0.2O2–cat (blue), measured in MeCN with 0.1 M 
TEOA, under N2. Recorded by Dr Anna Reynal, Imperial College London. 
 
The results obtained for the two different semiconductor oxides are summarised in Table 4. While 
the experiments under CO2 could not be carried out due to the instability of the complex on the 
semiconductor surface, the studies under argon provide some interesting insights for the future design 
of more stable and efficient semiconductor/molecular catalyst systems. 
 
 
 
 
Table 4 - Potentials of electron transfer processes. a Estimated from the onset of the 780 nm absorption edge by spectroelectrochemistry 
in MeCN/TBAPF6. b Assuming that the reduction potential of Ni(cycC) is not significantly altered upon binding to TiO0.8Zr0.2O2 when 
compared to TiO2. c Rate of photoelectron transfer from semiconductor to molecular catalyst, measured by TAS. 
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Semiconductor Conduction Band 
Edgea  
(V Fc/Fc
+) 
TiO2/2 Ni
II/I 
(V Fc/Fc
+) 
ΔG  
(eV, estimatedb) 
t50%  
(s)c 
nc-TiO2 -2.0 -1.5 0.5 1.2x10
-3 
TiO0.8Zr0.2 -2.15 -1.5 0.65 0.8x10
-3 
 
The faster electron transfer observed for the immobilised complex compared to the unmodified 
Ni(cyc) in solution shows the advantages of immobilised systems over homogeneous ones. The 
approach therefore has merits, provided that more stable binding groups to the metal oxide surface 
are employed. Towards this effort, the second chapter will explore the properties of a Ni(cyc) 
derivative which has been modified with a phosphonic acid pendant arm, with the aim of obtaining a 
more durable heterogeneous system. 
2.2.7 Conclusions   
The development of selective, efficient and scalable molecular catalysts is critical in making 
electrocatalytic CO2 reduction in water a feasible process for the production of fuels. The well-known 
electrocatalyst Ni(cyc) has been modified with a carboxylic acid pendant arm and its properties for 
the electrocatalytic CO2 reduction both in organic and aqueous electrolytes have been tested. 
Furthermore, the ability of the complex to bind on semiconductor metal oxides has been explored, 
and the electron transfer dynamics have been studied using electrochemical and spectroscopic 
methods.  
Unlike most past reports, where modification of the ligand framework brought about a decrease in 
the activity of the metal complex in solution, the complex shows retention of the catalytic current 
density and selectivity for CO over H2. Studies in mixed acetonitrile/water solutions on a GCE 
showed catalytic properties similar to the few past reports for Ni(cyc) available for this electrode 
material. A FOWA analysis of the complex in this solvent revealed that in pure kinetic condition 
Ni(cycC) is a faster catalyst than the parent complex. This is in contrast with a kinetic analysis based 
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on the peak of the catalytic current. These disagreeing results might indicate that Ni(cycC) has a better 
intrinsic ability to reduce CO2 than Ni(cyc), however it is also more easily affected by external 
complications such as substrate consumption and catalyst deactivation. 
When the catalytic activity of Ni(cycC) was analysed on a HMDE electrode in aqueous solutions, the 
catalytic response was in line with past reports for similar complexes which show that this class of 
catalysts has a particular affinity to mercury. The modification of the framework seems to affect 
catalysis very little. At pH 5 Ni(cycC) behaves similarly to Ni(cyc), with a selectivity of 100:1 
(CO:H2, -1.2 VNHE) and a FE of 88%. Double potential-step chronocoulometry experiments proved 
that Ni(cycC) reductively adsorbs on the surface of the electrode at potentials more positive than the 
formal redox potential for the NiII/I couple, and comparison with other electrode materials 
demonstrated that the adsorbed species is the real catalyst. 
More interestingly, electrochemical experiments carried out at different pH values on the HMDE 
showed that Ni(cycC) is a very efficient catalyst in acidic media, in contrast with the unmodified 
complex, which loses its catalytic properties at low pH values. Selectivity is maintained despite the 
much increased concentration of protons (6.4:1 CO:H2, -0.99 VNHE), with high TONs at potentials 
much more positive than at pH 5 (TONbulk = 591 at -0.99 VNHE at pH =2, TONbulk = 5.3 at -1.2 VNHE 
at pH = 5). The kinetics of the catalysis at pH 2 have been investigated using RDE voltammetry, and 
a kobs = 3.4 (±1) x 10
3 s-1 was found at plateau currents. Moreover, the RDE CVs suggested that the 
improvement in catalytic activity is due to a sudden change in the mechanism at low pH values. 
Spectroscopic studies showed an excellent correlation between current density and protonation of the 
carboxylate functional group. These results lead to the hypothesis that a new mechanism pathway is 
opened upon protonation of the carboxylate, wherein the mobile carboxylic acid proton aids CO2 
reduction by stabilising the metal-CO2 adduct, and acting as an internal proton source, as previously 
shown for several other classes of CO2 reduction catalysts. Ni(cycC) is based on a low cost metal 
centre and is able to use a pendant acid group to achieve excellent selectivity and activity towards 
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CO2 even at the very low pH value of 2; we are aware of no other molecular catalysts for CO2 
reduction that retains activity and selectively at this pH, making this catalyst a first in class.  
The immobilisation of Ni(cycC) on nc-TiO2 and Ti0.8Zr0.2O2 mesoporous thin films was readily 
achieved by dip-coating the oxide films in ethanolic solutions of the complex. The surface coverage 
has been estimated via UV-vis spectroscopy, and found to be on the order of half a monolayer, and 
the binding mode of the carboxylic acid on the oxide surface has been found to be monodentate. The 
electrochemistry of modified nc-TiO2 films under argon shows the appearance of the Ni
II/I redox 
couple, demonstrating that electron transfer from the semiconductor to the complex is achievable. 
The hybrid system however is unstable under a CO2 atmosphere, and therefore detailed catalytic 
studies were not carried out. The light-driven electron transfer was studied using TA spectroscopy. 
Faster decay of the photoelectron signal on the modified oxides compared to the blank materials in 
the presence of a hole scavenger were assigned to electron transfer from the semiconductor to the 
catalyst. The t50% were found to be 1.2 ms for the complex immobilised on TiO2 and 800 μs for the 
complex immobilised on Ti0.8Zr0.2O2. These values show how a higher thermodynamic driving force 
causes faster electron transfer. Furthermore, the immobilised complex shows faster electron transfer 
than the unmodified complex in solution, demonstrating the advantages of this approach. 
2.3 Materials and methods 
2.3.1 Materials 
Cyc (1,4,8,11-tetraazacyclotetradecane, Sigma) cycC (1,4,8,11-tetraazacyclotetradecane-6-
carboxylic acid, Chematech) and NiCl2H2O (Sigma) were used as received. [Ni(cyclam)]Cl2 was 
prepared according to literature procedures82. Milli-Q water (18.2 MΩ) was used throughout. All 
electrolyte salts and solvents were purchased from Sigma Aldrich or VWR and used without further 
purification. Ar, N2 and CO2 were purchased from BOC at CP or higher grade. The pH of aqueous 
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solutions was adjusted by adding 1 M HClO4 or NaOH to the pre-purged solution until the desired 
value was reached, measuring with a Hannah pH probe, which was calibrated daily.  
[Ni(cycC)]Cl2: cycC (130 mg, 0.5 mmol) was dissolved in water (40 ml, 10 mM) at room 
temperature, and NaHCO3 (250 mg, 3 mmol) was added. When gas evolution stopped, NiCl2H2O 
(130 mg, 0.55 mmol) was added portionwise over the course of one hour. Within the first few minutes 
from the first addition the solution turned orange. Stirring at room temperature was maintained for 
two hours. The Ni(OH)2 and nickel carbonates that precipitated as a result of the side reaction with 
NaHCO3 were filtered, and the solution was rotary evaporated to dryness, taking care that the water 
of the bath never exceeded 50°C. Above this temperature a brown solid forms. The pink powder that 
results was dissolved in ethanol, to yield a pink solution and a white solid (NaCl, by-product of the 
reaction, and NaHCO3 which is added in great excess). The solid was filtered and the ethanol removed 
by rotary evaporation. This step was repeated several times, until no white powder precipitated upon 
addition of more ethanol. The crystalline solid that was obtained was dried under vacuum overnight. 
Single crystals suitable for X-ray diffractometry were obtained by slow vapour diffusion of hexane 
in ethanol. Obtained: 83 mg, yield 45 %; ATR-IR: 3184 (br), 2915, 2856, 1580 (s), 1451, 1400, 1390, 
1365, 1090, 945, 879 cm-1; ESI-MS: 301 [M+-2Cl]; CHN microanalysis: Anal. calcd. for 
C11H24Cl2N4NiO2
.1.75C2H5O: C, 35.50; H, 6.88; N, 14.28. Found: C, 35.45; H, 6.68; N, 14.03. 
Table 5 - Crystal data and structure refinement for [Ni(cycC)]Cl2 
  
Empirical formula C11H26Cl2N4NiO3 
Formula weight 391.97 
Temperature/K 173 
Crystal system N/A 
Space group P21/n 
a/Å 6.66207(9) 
b/Å 17.0552(2) 
c/Å 15.01109(19) 
α/° 90 
β/° 102.4162(13) 
γ/° 90 
Volume/Å
3
 1665.71(4) 
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Z 4 
ρ
calc
g/cm
3
 1.563 
μ/mm
-1
 4.767 
F(000) 824 
Crystal size/mm
3
 0.24 × 0.19 × 0.19 
Radiation CuKα (λ = 1.54184) 
2Θ range for data collection/° 7.96 to 144.72 
Index ranges 
-7 ≤ h ≤ 8, -21 ≤ k ≤ 17, -
18 ≤ l ≤ 17 
Reflections collected 14185 
Independent reflections 
3260 [R
int
 = 0.0239, 
R
sigma
 = N/A] 
Data/restraints/parameters 3260/7/219 
Goodness-of-fit on F
2
 1.062 
Final R indexes [I>=2σ (I)] R1 = 0.0365, wR2 = 0.1001 
Final R indexes [all data] R1 = 0.0404, wR2 = 0.1031 
Largest diff. peak/hole / e Å
-3
 0.94/-0.67 
 
Table 6 - Fractional Atomic Coordinates (×104) and Equivalent Isotropic Displacement Parameters (Å2×103) for [Ni(cycC)]Cl2. 
Ueq is defined as 1/3 of of the trace of the orthogonalised UIJ tensor. 
Atom x y z U(eq) 
Ni 6985.5(5) 3776.3(2) 2290.6(2) 25.58(14) 
Cl1 10142.7(8) 2996.9(3) 3016.6(4) 34.63(16) 
Cl2 3792.8(8) 4570.0(3) 1637.8(4) 33.17(16) 
N1 5086(3) 3030.4(11) 2801.7(14) 30.3(4) 
C2 5543(4) 2910.8(15) 3791.5(17) 37.6(5) 
C3 5587(4) 3692.5(15) 4299.4(17) 37.7(5) 
C4 7495(4) 4204.8(16) 4294.6(16) 37.6(5) 
N5 7424(3) 4540.5(11) 3383.5(13) 30.0(4) 
C6 9236(4) 5017.8(14) 3318.7(17) 35.9(5) 
C7 9111(4) 5232.9(13) 2326.0(17) 34.3(5) 
N8 8858(3) 4516.7(11) 1767.6(13) 29.4(4) 
C9 8210(4) 4682.1(15) 778.8(17) 37.3(5) 
C10 8062(4) 3937.3(17) 214.2(17) 42.1(6) 
C11 6280(4) 3396.0(16) 273.1(17) 40.1(6) 
N12 6552(3) 3028.0(11) 1185.5(14) 33.2(4) 
C13 4851(4) 2507.7(15) 1276.2(18) 40.1(6) 
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C14 5038(4) 2300.1(13) 2269.9(19) 38.0(5) 
C15 5317(4) 3531.9(18) 5262.9(18) 44.4(6) 
O15 4818(5) 2901.9(16) 5516.0(17) 77.5(8) 
O16 5830(5) 4110.0(14) 5826.7(16) 71.9(7) 
O20 5303(3) 3778.0(11) 7449.0(14) 48.6(5) 
 
Table 7 - Anisotropic Displacement Parameters (Å2×103) for [Ni(cycC)]Cl2. The Anisotropic displacement factor exponent takes the 
form: -2π2[h2a*2U11+2hka*b*U12+…]. 
Atom U11 U22 U33 U23 U13 U12 
Ni 21.8(2) 23.5(2) 32.0(2) 0.37(14) 7.24(15) -1.52(13) 
Cl1 25.0(3) 33.4(3) 45.4(3) 6.8(2) 7.5(2) 3.7(2) 
Cl2 24.7(3) 32.7(3) 41.9(3) 5.2(2) 6.5(2) 3.45(19) 
N1 22.5(9) 28.5(9) 40.2(10) 4.8(8) 7.3(8) 0.1(7) 
C2 29.8(12) 40.2(13) 43.5(13) 11.7(10) 9.8(10) -1.4(10) 
C3 32.0(12) 47.4(14) 35.0(12) 6.2(10) 9.9(10) 0.3(10) 
C4 35.8(13) 46.1(14) 30.6(11) 1.4(10) 6.7(9) -3.4(10) 
N5 27.5(9) 30.5(10) 32.0(9) -0.5(7) 6.2(7) -0.8(7) 
C6 31.0(12) 33.8(12) 42.8(13) -6(1) 7.8(10) -7.9(9) 
C7 31.6(12) 26.9(11) 47.7(13) -0.9(10) 15.7(10) -4.9(9) 
N8 25.1(9) 27.6(9) 36.6(10) 1.8(7) 9.3(8) 0.8(7) 
C9 37.6(13) 39.1(13) 37.6(12) 10.3(10) 13.4(10) 1.5(10) 
C10 44.9(14) 49.1(14) 34.7(12) 2.4(11) 14.0(11) 2.7(11) 
C11 41.6(14) 44.3(14) 32.8(12) -4.1(10) 4.5(10) 1.0(11) 
N12 27.9(10) 32(1) 39.6(10) -3.9(8) 6.9(8) 1.4(8) 
C13 35.2(13) 32.5(12) 51.8(15) -9.2(11) 7.4(11) -6.9(10) 
C14 30.6(12) 24.5(11) 60.1(15) -0.4(10) 12.5(11) -5.0(9) 
C15 40.2(14) 53.9(16) 41.0(13) 4.0(12) 12.7(11) -5.7(12) 
O15 106(2) 80.0(17) 53.1(13) -1.0(12) 30.7(13) -39.8(16) 
O16 124(2) 52.0(13) 50.6(12) -2.5(10) 43.5(14) -12.2(14) 
O20 66.0(13) 39.4(11) 44.8(10) -1.0(8) 21.6(9) 3.6(9) 
 
Table 8 - Bond Lengths for [Ni(cycC)]Cl2 
Atom Atom Length/Å 
Ni N8 2.0465(18) 
Ni N1 2.0555(18) 
Ni N12 2.063(2) 
Ni N5 2.0662(19) 
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Ni Cl1 2.5284(6) 
Ni Cl2 2.5340(6) 
N1 C2 1.465(3) 
N1 C14 1.476(3) 
C2 C3 1.533(4) 
C3 C15 1.520(3) 
C3 C4 1.544(3) 
C4 N5 1.474(3) 
N5 C6 1.476(3) 
C6 C7 1.519(3) 
C7 N8 1.471(3) 
N8 C9 1.481(3) 
C9 C10 1.518(4) 
C10 C11 1.522(4) 
C11 N12 1.482(3) 
N12 C13 1.468(3) 
C13 C14 1.512(4) 
C15 O15 1.210(4) 
C15 O16 1.297(4) 
 
Table 9 - Bond Angles for [Ni(cycC)]Cl2 
Atom Atom Atom Angle/˚ 
N8 Ni N1 179.37(8) 
N8 Ni N12 93.71(8) 
N1 Ni N12 85.77(8) 
N8 Ni N5 85.51(8) 
N1 Ni N5 95.01(8) 
N12 Ni N5 179.08(8) 
N8 Ni Cl1 88.32(5) 
N1 Ni Cl1 92.04(5) 
N12 Ni Cl1 88.92(6) 
N5 Ni Cl1 91.54(6) 
N8 Ni Cl2 92.99(5) 
N1 Ni Cl2 86.68(5) 
N12 Ni Cl2 93.36(6) 
N5 Ni Cl2 86.19(6) 
Cl1 Ni Cl2 177.29(2) 
C2 N1 C14 113.99(19) 
C2 N1 Ni 117.03(15) 
C14 N1 Ni 105.31(14) 
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N1 C2 C3 111.2(2) 
C15 C3 C2 108.8(2) 
C15 C3 C4 111.9(2) 
C2 C3 C4 114.7(2) 
N5 C4 C3 111.22(19) 
C4 N5 C6 114.31(18) 
C4 N5 Ni 117.55(15) 
C6 N5 Ni 105.88(14) 
N5 C6 C7 108.95(19) 
N8 C7 C6 109.51(19) 
C7 N8 C9 112.71(19) 
C7 N8 Ni 107.37(13) 
C9 N8 Ni 115.58(14) 
N8 C9 C10 111.7(2) 
C9 C10 C11 115.6(2) 
N12 C11 C10 111.6(2) 
C13 N12 C11 113.5(2) 
C13 N12 Ni 106.07(15) 
C11 N12 Ni 116.70(15) 
N12 C13 C14 109.4(2) 
N1 C14 C13 108.88(19) 
O15 C15 O16 121.5(3) 
O15 C15 C3 123.7(3) 
O16 C15 C3 114.5(2) 
 
Table 10 - Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement Parameters (Å2×103) for [Ni(cycC)]Cl2  
Atom x y z U(eq) 
H1 3861(18) 3274(13) 2669(17) 28(6) 
H2A 6891 2647 3981 45 
H2B 4485 2565 3956 45 
H3A 4359 3999 3984 45 
H4A 7561 4634 4743 45 
H4B 8752 3883 4479 45 
H5 6300(30) 4841(14) 3189(18) 37(7) 
H6A 10509 4717 3556 43 
H6B 9268 5500 3689 43 
H7A 7932 5589 2112 41 
H7B 10381 5509 2265 41 
H8 10070(20) 4266(15) 1885(19) 42(8) 
H9A 9212 5043 594 45 
H9B 6855 4946 657 45 
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H10A 9360 3640 409 50 
H10B 7947 4086 -432 50 
H11A 4983 3700 144 48 
H11B 6173 2981 -196 48 
H12 7710(30) 2739(15) 1321(19) 41(8) 
H13A 4895 2024 915 48 
H13B 3522 2773 1039 48 
H14A 3853 1974 2342 46 
H14B 6312 1996 2494 46 
H16 5500(60) 3940(20) 6347(14) 68(11) 
H20A 5320(50) 3283(7) 7660(20) 54(9) 
H20B 5690(50) 4155(15) 7870(18) 61(10) 
 
Semiconductor films for electrochemistry: Anatase TiO2 films were prepared by depositing TiO2 
colloidal paste (average particle diameter = 20 nm) on fluorine-doped tin oxide (FTO) glass slides. 
The slides were sonicated in ethanol for 20 minutes before the deposition. The paste was deposited 
on the films and spread with a glass rod. The thickness was controlled by using scotch tape and was 
measured via profilometry to be an average of 3 μm. The films were allowed to dry before the slides 
were heated at 450°C for 30 minutes. The slides were cut so that the geometric surface area of the 
TiO2 films was 1 cm
2. 
Semiconductor films for TAS: the films for TAS analysis were prepared by Dr Anna Reynal, 
Imperial College London. Anatase TiO2 and Ti0.8Zr0.2O2 films were deposited onto microscope or 
fluorine-doped tin oxide (FTO) coated glass by the Doctor blading technique from their respective 
colloidal pastes and calcined in a furnace at 450 °C for 30 min. The anatase TiO2 paste was prepared 
as described in the literature.60 Ti0.8Zr0.2O2 colloidal paste was prepared as follows: Acetic acid (2.4 
g) and titanium isopropoxide (Ti(iPrO)4, 10.53 mL), were mixed under nitrogen upon vigorous 
stirring (700 rpm) until a pale yellow colour appeared. Then, Zr(iPrO)4 (Zr(iPrO)4–IPA, 3.45 g) pre-
dissolved in 16 mL anhydrous isopropanol solution was added. After stirring for 10 min, the mixture 
was poured into a conical flask containing 63 mL of 0.1 M HNO3 solution at room temperature. The 
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resulting milky mixed oxide suspension was subsequently stirred at 80 °C for 8 h. Finally, the mixture 
was poured into a Teflon inlet inside a stainless steel reactor and heated at 240 °C for 12 h. 
Polyethylene glycol (PEG) 20,000 (50% of TiO2 by weight) was added to the above colloidal solution 
to prevent subsequent film cracking during heat treatment and to enhance film porosity. 
 
Figure 43 - Transient absorption spectra of (a) photoexcited electrons in a Ti0.8Zr0.2O2 film using methanol as the hole scavenger, and 
(b) Ti0.8Zr0.2O2 holes, when employing a 10-3 M AgNO3 aqueous solution as the electron scavenger. The samples were excited at 355 
nm with a laser intensity of 350 μJ cm-1 and a repetition rate of 1 Hz. Recorded by Dr Anna Reynal, Imperial College London. 
 
2.3.2 Electrochemistry 
All electrochemical experiments except chronocoulometry and RDE were carried out using either a 
Palmsens1, Palmsens3 or Emstat potentiostats (Alvatek). Static electrochemistry was carried out in a 
4-neck pear-shaped flask, with a three electrode set-up. The counter electrode was either a platinum 
basket, platinum gauze or platinum coiled wire. The working electrode for the non-aqueous 
electrochemistry was a GCE, which has been hand polished to mirror finish using decreasing sizes of 
diamond (15, 6 and 1 m) and alumina (0.5 m) slurry before every experiment. For the aqueous 
electrochemistry a Hanging Mercury Drop Electrode WK2 was used. This was filled in the laboratory 
with triply distilled mercury (Fisher); the area of a drop was 0.023 cm2, measured by weighing and 
averaging a large amount of drops. A silver wire quasireference electrode was used as the reference 
electrode for non-aqueous electrochemistry. The potential was referenced by measuring the ferrocene 
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redox couple at the end of each experiment. A Ag/AgCl/3.5 M NaCl reference electrode (BASi, IJ 
Cambria or home-made) was used for aqueous electrochemistry. 
Bulk electrolysis experiments were carried out either using a gold-mercury amalgam as the working 
electrode (geometric surface area ≈ 2.5 cm2), or a custom-made mercury pool cell (surface area ≈ 
4.15 cm2). For these experiments, the counter electrode was separated from the main compartment of 
the cell by a glass double junction with a porous frit to avoid reoxidation of the reaction products. 
The nature of the reaction products was verified by gas chromatography. The instrument used was an 
Agilent 6890N with helium N6 (BOC) as the carrier gas (5 mol min-1), equipped with a 5 Å molecular 
sieve column (ValcoPLOT, 30 m length, 0.53 mm ID) and a  pulsed  discharge  detector  (D-3-I-HP,  
Valco  Vici). The peak areas for H2 and CO were quantified by calibration with a custom-ordered 
calibrant gas containing 500 ppm of H2 and 200 ppm of methane and CO. Calibrations were carried 
out daily. 
Chronocoulometry experiments used a Whistonbrook DF63 potentiostat and Labview software 
(National Instruments), HMDE working electrode, platinum wire counter and a silver wire quasi-
reference electrode. The cell was purged with argon (30 mins) before the experiments and kept under 
a blanket of argon throughout. A fresh mercury drop was used with every potential step. 
RDE measurements were carried out in a 5-neck, pear-shaped flask using a Pine AFMSRCE and Bio-
Logic SP-200 potentiostat. The electrode was prepared by dipping a polished gold disc (Pine) in 
mercury for 1-2 minutes, shaking the excess mercury off and drying for at least two hours. Best 
quality electrodes are obtained by polishing the gold to a mirror finish before the amalgamation 
process and leaving to dry for longer periods of time. Lightly polishing the amalgam with an alumina 
slurry (0.5 m diameter) provides more reproducible surface areas (measured by comparing the non-
faradaic currents of each electrode at multiple scan rates in aqueous electrolyte), however the lifespan 
of the electrode decreases significantly. After each experiment, the mercury is removed by dipping 
the electrode in concentrated HNO3 for 15-30 seconds, followed by copious rinsing with water. 
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2.3.3 Spectroscopic characterisation 
ESI-MS and elemental analyses were performed by the University of Liverpool analytical services. 
FTIR samples were prepared by depositing a TiO2 film (vide infra) on a CaF2 slide followed by 
dipping in a 2 mM solution of Ni(cycC) in ethanol for 48 hours. Spectra were recorded with a Bruker 
Vertex 70V Fourier-transform infrared spectrometer, using a MIR globar source, KBr beamsplitter 
and a liquid nitrogen-cooled HgCdTe detector, at a resolution of 2 cm-1.  
ATR-FTIR measurements of the powder and FTIR titration were carried out on a Bruker Vertex 
instrument. Profilometry was measured using an Ambios Technology XP200. UV-Vis spectra were 
recorded on a Shimadzu UV-2600 spectrophotometer. 
Spectro-electrochemical measurements were carried out by Dr Anna Reynal in Imperial College 
London, and were performed in a homemade PTFE cell with quartz windows, using an Autolab 
potentiostat (PGSTAT12) to apply a voltage while measuring the absorption of the sample with a 
Perkin Elmer Lambda 35 UV/vis spectrophotometer. A three-electrode configuration was employed, 
with a nanostructured film deposited onto FTO as working electrode, a Pt wire as counter electrode 
and a Ag/AgCl/sat KCl. The absorption of the semiconductors as a function of the voltage applied 
was monitored at λabs = 780 nm, corresponding to the absorption of electrons in the conduction band 
of TiO2 and Ti0.8Zr0.2O2. 
Scanning electron microscopy (SEM) images were obtained with a Philips XL-30 field emission gun 
scanning electron microscope. Samples were coated with Au (2 nm) prior to observation. SEM was 
used to determine the morphology of the Ti0.8Zr0.2O2 particles and films. The thickness of the 
mesoporous nanostructured films was 3 μm, measured by profilometry (Tencor Instruments). The 
Ti0.8Zr0.2O2 particles had a diameter of ~ 20 nm. 
X-Ray diffraction (XRD) measurements were made on a Philips PW1710 diffractometer with mono-
chromated Cu radiation. 
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The microsecond-second transient absorption decays were measured at Imperial College using a 
Nd:YAG laser (Big Sky Laser Technologies Ultra CFR Nd:YAG laser system, 6 ns pulse width). The 
third harmonic of the laser, corresponding to 355 nm, at a frequency of 1 Hz, was used as the 
excitation pulse. Typical excitation densities of 350 μJ/cm2 were used, unless otherwise stated. A 
liquid light guide with a diameter of 0.5 cm was used to transmit the laser pulse to the sample. The 
probe light source was a tungsten lamp (Bentham IL1 tungsten lamp) and the probing wavelength 
was selected by using a monochromator OBB-2001 dual grating, Photon Technology International) 
placed prior to the sample. Transient absorption data were collected with a Si photodiode (Hamamatsu 
S3071). The information was passed through an amplifier box (Costronics) and recorded using a 
Tektronics TDS 2012c oscilloscope (microsecond to millisecond timescale) and a National 
Instruments (NI USB-6211) DAQ card (millisecond to second timescale). The decays observed are 
the average of between 500 and 1000 laser pulses. The data was processed using home-built software 
based on Labview. 
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“Felix qui potest rerum cognoscere causas” 
“Fortunate is he, who is able to know the causes of things” 
-Virgilio 
3 
CO2 reduction by Ni(cycP):  
synthesis and solution electrocatalysis 
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3.1 Scope of the chapter 
In the previous chapter the ability of the newly synthesised complex Ni(cycC) (cycC = 1,4,8,11-
tetraazacyclotetradecane-6-carboxylic acid) to bind to semiconductor surfaces was investigated. It 
was found that the complex bound to TiO2 and Ti0.8Zr0.2O2, likely in a bidentate manner, and electron 
transfer from the excited semiconductor to the catalyst under argon occurred, significantly faster than 
when the complex was in solution. However, the binding mode of the complex was found to be 
unstable under CO2. The carboxylic acid functionality was introduced in the ligand framework as 
extensive studies on dye-sensitised solar cells have shown that they give the fastest electron transfer 
rates, together with cyanoacrylate groups.1,2 Phosphonate groups have been used as alternatives to 
carboxylic acids and cyanoacrylates on account of their much higher stability in wet environments, 
at a wide range of pH values, however the formation of stronger bonds comes at the cost of a slower 
electron transfer.1 The slower electron injection rates have been attributed to the tetrahedral geometry 
of the phosphorus centre and loss of conjugation when compared to carboxylic acids3–5 (Scheme 18). 
 
Scheme 18 – Phosphonate vs. carboxylate binding group; the electron transfer in phosphonates has been found to be slower than in 
carboxylates due to the loss of conjugation and tetrahedral structure of the phosphonate. 
 
Nevertheless, the slow electron transfer is largely considered a necessary compromise in order to 
increase the stability of immobilised complexes, and the use of this functional group is slowly 
replacing the use of carboxylic acids.  
This chapter will describe the synthesis of a Ni(cyc) (cyclam = 1,4,8,11-tetraazacyclotetradecane) 
complex functionalised with a phosphonic acid binding group, Ni(cycP) (cycP = {[(1,4,8,11-
e- e-
slow fast
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tetraazacyclotetradecan-1-yl)methyl]phosphonic acid}) to allow for higher stability of the complex 
on semiconductor surfaces. The complex of the modified ligand with nickel has never been reported, 
and therefore its catalytic activity towards the electroreduction of CO2 was investigated.  Furthermore, 
the binding, electrochemistry and electron transfer of the complex on nc-TiO2 and ZrO2 thin films 
will be analysed. 
3.2 Results and Discussion 
3.2.1 Synthesis and characterisation 
The cyclam backbone can be modified in three different positions, (Scheme 19). 
 
Scheme 19 - Three possible functionalisation sites on the cyclam ligand. 
 
As shown in the previous chapter, functionalisation of the framework with a carboxylic group in 
position 1 (Scheme 19, red) retains and can improve CO2 reduction activity. Ideally functionalisation 
with the phosphonic acid group would be carried out at position 1. There is one example in the 
literature of a versatile method to functionalise position 16, starting from a linear tetraamine which is 
cyclised by condensation with a 2-functionalised 1,3-dibromopropane. This synthetic strategy has 
been attempted in our lab as a way to obtain cyc-C in-house and a hydroxyl substituted ligand, 
however every attempt has failed, and the synthesis is still under optimisation. Functionalisation in 
position 2 (Scheme 19, green) was explored, as a more facile route to obtain mono-, bis-or tetra-
substituted alkyl phosphonate derivatives of cyclam7–9, and their metal complexes of Cu9,10, have 
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been reported. We were aware that modifying even only one of the secondary amines would most 
likely affect catalysis in solution in a negative manner. The effect of N-methylation of Ni(cyc) on the 
electrochemical properties of the complex has been the focus of several studies.11–14 Figure 44 shows 
the difference in reduction potentials for the NiII/I couple of increasingly substituted complexes under 
argon, and the CVs obtained under CO2, reproduced from a study by Kaden et al.
13 The study showed 
that increasing methylation of the amines caused the reduction potential to shift anodically, and this 
was attributed to a higher stability of the NiI compared to the less substituted complexes, in agreement 
with other studies on the matter.12 The same anodic shift was not noted in the cyclic voltammetry 
under CO2. In contrast, the onset potential for CO2 reduction remained unchanged for [Ni(MMC)]
2+ 
and [Ni(DMC)]2+ (Figure 44), with the catalytic current decreasing as the number of methyl groups 
increased. [Ni(TRMC)]2+ and [Ni(TMC)]2+ showed very little catalysis. Several factors have been 
proposed to be the cause for the decrease in catalytic activity, primarily the reduced availability of 
amine protons, which have been shown to assist CO2 binding to the metal centre via H-bonding, and 
the different adsorption behaviour shown by N-methylated complexes. 
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Figure 44 – Ni(cyc) was N-methylated to various degrees and the electrochemical behaviour of the methylated complexes was studied 
under argon and CO2. The letters in the CVs correspond to the differently substitute complexes, on the left. Figure reproduced from 
ref. [13] 
 
In the study shown here, it was hypothesised that the main difference in adsorption behaviour was 
due to the unsubstituted complex being able to adsorb on the surface of the electrode prior to reduction 
of the nickel metal centre, and that adsorbed NiII complex was able to be reduced to NiI, as shown in 
the scheme in Figure 44. A subsequent study14,15 showed that the adsorption of NiII(cyc) doesn’t 
occur, but instead that the complex undergoes a reductive adsorption even at very positive potentials. 
This last hypothesis would explain why the voltammogram of the unsubstituted complex showed a 
current spike before the diffusion controlled reduction, the area of which does not correspond to a 
full monolayer: the reduced adsorbed complex is already largely present on the electrode surface at 
these potentials. In contrast, the intensity of the spike increases with increased N-substitution, 
indicating that the complex adsorbs in a single step, instead of gradually with scanning the potential. 
This difference in behaviour has been attributed to a higher rigidity of the methylated complexes, 
which would prevent reorganisation of the structure, needed for adsorption, at low potentials. Here, 
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the potential negative effects of N-functionalisation on the CO2 reduction efficiency in order to obtain 
a phosphonate derivative of Ni(cyc) were taken into account, however it was envisaged that 
functionalisation of only one of the four amines would not completely turn off catalysis.  
There are several methods16 for obtaining differentiated, or selectively protected cyclams. The first 
involves direct reaction of cyclam with the chosen protecting agent using stoichiometric17, pH18 and  
temperature control to yield differentially protected ligands. This method is hindered by low yields 
and the formation of under- and over-protected side-products, which are removed through intense 
purification procedures.19 Another approach is to temporarily protect three of the four amino groups 
using metal-tricarbonyl20, boron21 or phosphorus22 containing moieties. These procedures have 
considerable drawbacks, such as the use of air-sensitive reagents and undesirable solvents. It has been 
recently found23 that ethyl trifluoroacetate (EtOTFA), a mild acetylating agent for amine protection,24 
reacts selectively with only three of the four nitrogen atoms of cyclam and other tetraaza-macrocycles, 
with high yields (>90%) and in mild conditions, even when it is present in the reaction mixture in 
excess. The reaction proceeds at room temperature in 4 hours, and the product has a very different Rf 
(retention factor) to the starting material, making purification facile. The reaction (Scheme 20) was 
carried out in anhydrous conditions, using methanol as the solvent, and the tri-protected cyclam (2) 
was purified by passing the crude transparent oil through a silica gel plug by eluting with ethyl acetate 
(full synthetic details are in the materials and methods section), and was obtained with a 94% yield. 
 
Scheme 20 – Selective protection of the amine groups. 
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The free amine was functionalised with the alkyl phosphonate via the Mannich reaction between the 
protected macrocyclic amine, formaldehyde and triethyl phosphite, which was also used as the 
reaction solvent. The reaction was run at 40 °C for three days, and the crude product was used for the 
next step without any purification apart from the removal of the solvent (Scheme 21). Boiling the 
residue in 6 M HCl for three days afforded crude compound 5. As the final hydrolysis step is carried 
out in concentrated acid the final product is represented as the hydrochloric acid form (∙nHCl). 
Elemental analysis was not carried out (due to difficulties in the purification, see below), therefore 
the precise amount of HCl molecules could not be determined. 
Scheme 21 - Mannich reaction between triethyl phosphite and the protected cyclam and hydrolysis. 
 
The purification of the final ligand proved to be challenging. The major impurities in the crude 
product (verified by proton nuclear magnetic resonance, 1H-NMR) are by-products of the reaction 
between formaldehyde and triethyl phosphite such as HO-CH2-P(O)(OEt)2 and HO-CH2-P(O)(OH)2 
(1.16, 3.61, 3.82 and 4.03 ppm). In addition, multi-substituted products of cyclam can form, albeit in 
smaller amounts, due to formaldehyde and triethyl phosphite being present in large excess and 
functionalising more than one amine on the same molecule, in spite of the positions being initially 
protected. These are observed in the proton NMR as smaller impurities, complicating the aliphatic 
region (Figure 45). Removal of the non-macrocyclic impurities was achieved by running the crude 
product through a column loaded with a strong acid cation exchange resin (Dowex 50W, H+-form). 
The triethyl phosphite by-products were washed with water to neutral reaction of the eluate, and the 
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product was collected by eluting with aqueous HCl (6 M). After removal of the excess HCl, the 
yellowish oil was loaded onto a weakly acidic ion-exchange resin (Amberlite CG50, H+-form), with 
the aim of removing the macrocyclic derivatives bearing multiple phosphonic acid pendant arms by 
eluting them with water, and subsequently obtaining the product by elution with 10% aqueous acetic 
acid. NMR and mass spectrometry were used to investigate the outcome of the purification steps.  
 
Figure 45 – 1H-NMR spectrum of the cycP ligand in D2O, showing the peaks corresponding to the product, after the purification steps 
with Dowex resin and Amberlite resin, and the respective assignment, based on previous literature reports;8,9 macrocycles bearing 
multiple methyl-phosphonic acid groups were not successfully removed. 
 
All attempts at replicating this literature derived8,9 purification procedure for similar macrocyclic 
ligands were unsatisfactory. While the triethyl phosphite by-products were readily removed with the 
Dowex purification step, after eluting the product through Amberlite resin no improvements in the 
purity of the product were noted. Electrospray Ionisation Mass Spectrometry (ESI-MS) of samples 
carried out before and after elution through Amberlite showed a single molecular ion peak at m/z = 
295 ([M+H]+), however the 1H-NMR spectrum in D2O (Figure 45) indicated that impurities 
consisting of macrocycles which have been substituted in more than one amine position were present 
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(it should be noted that mass spectrometry does not provide quantitative analysis, and its results are 
dependent on the ionisation technique used).  The conditions for the Amberlite column have been 
varied in several ways (e.g. increasing the amount of Amberlite loaded in the column and eluting with 
acidity gradient) without success.  
Other purification methods have been attempted. Flash column chromatography (EtOH:H2O:NH3aq 
5:5:1) resulted in reasonably pure product (>85%), however the column conditions were deemed too 
wasteful, since most of the product was retained on the silica gel (the yield after the column was ~ 
10%). Similarly, decolourisation of the crude product with activated charcoal and subsequent 
precipitation with HBr, as per the literature procedure for the final step9 did not result in the desired 
pure product. A series of washings with organic solvents (MeOH, CHCl3) was attempted next, but 
this did not improve the purity. 
With the intention of purifying the final compound at a later stage, the impure ligand obtained after 
the Dowex column was used to attempt complexation. The reaction was tested in various solvent 
mixtures and using different bases to deprotonate the macrocycle amines, which were present as the 
HCl salt following the final synthetic step. The best results were obtained using neat water as the 
solvent and NaHCO3 as the base (Scheme 22), in a similar way as described for the synthesis of 
[Ni(cycC)]Cl2 in the previous chapter. 
 
Scheme 22 - Synthetic scheme for complexation of the modified ligand with nickel to obtain Ni(cycP). 
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The reaction between the phosphonic acid cyclam and NiCl2∙H2O was carried out at room 
temperature, and a colour change from green (NiCl2) to lilac, indicating the successful complexation, 
was noticed in the first minutes after addition of NiCl2. The reaction was followed to completion via 
UV-Vis spectroscopy until the peak corresponding to NiCl2 (393 nm) disappeared completely (3 
hours). The target compound was purified via flash column chromatography (MeOH:NH3aq 9:1), 
affording a crystalline lilac powder, thus avoiding the need to initially purify the ligand. Elemental 
analysis indicated that the complex as prepared is in the form [Ni(((1,4,8,11-tetraazacyclotetradecan-
1-yl)methyl)phosphonate)]∙0.3H2O, hereafter labelled Ni(cycP). The complex was further 
characterised using ESI-MS, UV-vis and FTIR (Fourier Transform Infrared) spectroscopies, and X-
ray crystal diffractometry.  
Suitable crystals for X-ray crystal diffraction were obtained by slow evaporation of a solution of the 
complex in water (Figure 46). Ni(cycP) crystallises in a polymeric structure (denoted [Ni(CycP)]n) 
with supporting lattice waters; the chains propagate diagonally along the c-axis. The phosphonates 
form a bridge between each unit by binding to two adjacent nickel centres in the axial positions, while 
the lattice waters form a hydrogen bonding network which link neighbouring chains together. The 
chains appear to form a pseudo closed packed structure. The crystal structure shows a slightly 
distorted octahedral coordination of the metal centre (N-Ni-N cis angles in the range 84.92(18)° to 
94.66(18)°, N-Ni-O angles 90.99(16)° and 94.20(16)°), with the nitrogen atoms occupying the 
equatorial sites. The nickel metal centre is coordinated in the axial positions by oxygens of the 
phosphonate groups. The bond lengths of the Ni-O indicate no substantial difference between the Ni-
O relative to the intramolecular coordination (2.119(3) Å) and the Ni-O relative to the intermolecular 
coordination (2.065(3) Å), and these are similar to the Ni-N bond lengths as well (2.065(4) Å - 
2.124(4) Å). There is therefore a striking difference between this complex and the previously studied 
[Ni(cycC)]Cl2, where the bond lengths of the Ni-Cl were found to be elongated with respect to the 
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Ni-N bond lengths. Full crystallographic data, including bond lengths and bond angles, can be found 
in section 3.3.1. 
 
Figure 46 – ORTEP diagram of the crystal structure of [Ni(cycP)]n. 
 
Figure 47 - ORTEP diagram of a single molecule unit in [Ni(cycP)]n, to clarify the conformation of the complex. 
 
The behaviour of the new complex in solution is different from other cyclam complexes of nickel, 
including Ni(cyc) and Ni(cycC). The latter exists in an equilibrium of square planar and octahedral 
coordination geometries, with the square planar being the most abundant in non-coordinating 
solvents; in contrast, Ni(cycP) forms purple solutions even in water, with a UV-vis spectrum (Figure 
48) characterised by two absorption peaks, at 344 nm (ε = 24 M-1cm-1) and at 533 nm (ε = 12 M-1cm-
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1), suggesting an octahedral structure,25 in line with the crystal structure. Furthermore, obtaining a 
1H-NMR spectrum of the complex was not possible, suggesting the complex is paramagnetic, in line 
with an octahedral geometry. 
 
Figure 48 - Solution UV-Vis spectra of Ni(cyc) and Ni(cycP) (10 mM in water, 1 cm pathlength). 
 
Based on the crystal structure and on reports of similar complexes with pendant arms (often referred 
to as scorpiand complexes)9,26–28 we hypothesise that in solution the phosphonic acid arm remains 
strongly coordinated to the metal centre in an intramolecular manner, maintaining the octahedral 
structure. Any attempt to force the geometry to a square planar one, by changing solvents or adding 
strongly coordinating electrolytes in high concentrations failed.  
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Figure 49 – ATR-FTIR spectrum of powder [Ni(cycP)]n (top) and the cyc (bottom). 
 
The ATR-FTIR (Attenuated Total Reflectance Fourier Transform Infrared Spectroscopy) spectrum 
of the Ni(cycP) powder (Figure 49, shown with the ATR spectrum of cyc for reference) has been 
assigned on the basis of values found in literature for phosphonic acids in solution and coordinated 
to metal centres.29–33 The sharp bands between 1300-1200 cm-1 are due to the P-C stretching modes.34 
The absence of a broad peak between 1200 and 1150 cm-1, typical of P-O-H bonds, suggests the 
absence of hydroxyl groups, in agreement with the crystal structure. The peak at 1103 cm-1 is assigned 
to the ν(PO), while the peaks at 1057 and 1031 cm-1 are assigned to the νs(PO2) and νas(PO2), 
respectively. The narrow region of the spectrum where these modes appear indicate coordination of 
the phosphonate to the metal centre.29 The bands at 982 and 970 cm-1 are assigned to the νas(P-O-Ni) 
and νs(P-O-Ni), respectively. Finally, the strong peaks at 579 and 505 cm-1 are assigned to the bending 
modes δ(PO) coordinated to the metal centre.33 
In light of the strong pH dependence on catalysis shown by Ni(cycC) with respect to CO2 reduction 
a pH titration was carried out to measure the pKa of the phosphonic acid protons. A solution of the 
complex in water (0.05 M) has a pH of 7.74. The change in pH of the solution upon addition of small 
aliquots of concentrated acid (0.1 M HCl) was plotted vs the volume of acid added, Figure 50.  The 
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two equivalence points are found at pH values of 6.7 and 3.2 and the half equivalence points will give 
the pKa values. The first pKa is thus calculated to be 4.95. The absence of a third equivalence point 
makes the calculation of the second pKa less precise, however in these cases the pKa is calculated 
with the values of the first pKa and the equivalence point, according to the relationship: pHequivalence = 
(pKa1 +  pKa2)/2. 
 
Figure 50 – pH titration for Ni(cycP), obtained by adding 0.1 M HCl to a 0.5 M solution of Ni(cycP) in water. 
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Figure 51 – (a) Variation in the ATR-FTIR spectrum of Ni(cycP) (0.1 M in H2O) with decreasing pH, varied by additions of 0.1 M 
HCl. The change in the baseline is attributed to the change in concentration of the complex upon addition of acid. (b) Absorbance of 
peaks at 1162 cm-1 (P-O-H) and 970 cm-1 (P-O-Ni) vs. pH.  
 
The IR spectrum of the complex, recorded using ATR-FTIR, in aqueous solution at the starting pH 
(7.74) shows the same features as the solid, Figure 51. The most evident change upon lowering the 
pH is the gradual appearance of a broad peak at 1162 cm-1, assigned to a P-O-H mode, indicating that 
protonation is occurring. In addition to this, the peak at 1075 cm-1, previously assigned to the νas(PO3), 
disappears. The peaks corresponding to the νas(P-O-Ni) and νs(P-O-Ni) (982 and 970 cm-1) are 
replaced by peaks at 916 and 953 cm-1. The first is tentatively assigned to the νas(P-OH) of the newly 
protonated phosphonate, and the second to a shift in the P-O-Ni stretching mode due to protonation 
of the other oxygen. The first pKa of the phosphonic acid was extrapolated by plotting the normalised 
intensity of the relevant peaks vs. the pH, (Figure 51(b)). At pH ~ 5 the plot shows an intersection 
point, indicating the value at which both species are present at the same concentration. The second 
pKa could not be identified at the pH values examined, due to the restriction of the ATR accessory 
with regards to the pH stability. No change in the coordination geometry was found when the UV-vis 
dependence on the pH was investigated (Figure 52), indicating that either (a) when protonated the 
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PO3H2 group is able to act as a ligand to the Ni
2+ centre, or (b) that H3O
+ is a potential ligand for axial 
coordination to the NiII centre. 
 
Figure 52 – UV-vis spectra at different pH values for a solution of Ni(cycP) (1 mM in water). The pH was varied by adding 1 M HCl. 
 
3.2.2 CO2 reduction by Ni(cycP) on mercury electrodes 
As for Ni(cycC) the electrochemical properties of Ni(cycP) have been analysed on the HMDE 
(Hanging Mercury Drop Electrode) in aqueous solutions. Figure 53 shows the cyclic voltammograms 
(CVs) for the complex under argon and CO2 on the HMDE, with the data compared to Ni(cyc) and 
Ni(cycC). 
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Figure 53 - CV of 1 mM solutions of (a) Ni(cyc), (b) Ni(cycC)and (c) Ni(cycP) recorded in 0.1 M NaClO4 at pH 5 purged with either 
argon (black line) or CO2 (red line) recorded at 100 mV s-1 using a HMDE electrode (0.023 cm2). The inset in (c) shows an expansion 
of the CV in (c). 
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Under argon an irreversible wave with cathodic peak position Epc = -1.23 VNHE is assigned to the 
reduction of the NiII of Ni(cycP). This potential is ca. 100 mV more positive than what found for the 
NiII/I couple in solution of Ni(cyc) and Ni(cycC). Past reports on N-functionalised nickel macrocycles 
have showed that the reduction potential is shifted anodically with increasing N-substitution (such as 
in the N-methylated complexes [Ni(MMC)]2+, [Ni(DMC)]2+, [Ni(TRMC)]2+ and [Ni(TMC)]2+), due 
to stabilisation of the NiI. The stabilisation effect has been assigned primarily to the effect of the N-
alkylation on the solvation energies of the complexes; N-alkylation increases the radius of the 
complex due to the steric hindrance of the bulky methyl groups, thus decreasing the solvation energy 
and stabilising the larger NiI ion.35,36 Nickel macrocycle complexes usually show reversible NiII/I 
redox couples. Here, reversibility is lost even at high scan rates (2 V/s). This might indicate a very 
short-lived NiI(cycP), which following reduction undergoes a chemical step, similarly to what was 
found for a Ni(cyc) modified with four methylene-carboxylic acid groups bound to the amines.35  
 
Figure 54 - CVs of 1 mM [Ni(cycP)] in Ar-purged H2O containing 0.1 M NaClO4 on a HMDE working electrode at increasing scan 
rates.  
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Under CO2 the irreversible Ni
II/I reduction of Ni(cycP) is shifted to more anodic potentials, and a 
large increase in current is observed, assigned to CO2 reduction (Figure 53(c)). Under the same 
conditions the onset potential for catalysis is ca. 50 mV more cathodic than for Ni(cycC),  and ca. 
100 mV more cathodic than for Ni(cyc). Furthermore, the catalytic current density is much lower 
(Ni(cycC): ic/ip ~ 48, Ni(cyc): ic/ip ~ 31, Ni(cycP): ic/ip ~ 19. This response is not surprising, 
considering past reports on modified macrocyclic complexes of Ni, which consistently show lower 
activities for CO2 reduction than the parent Ni(cyc) on mercury electrodes.
13 The decrease in activity 
upon modification of the amines has been attributed in the past37,38 to the decreased availability of the 
amine protons, which are thought to stabilise CO2 binding (Scheme 23). Furthermore, the presence 
of bulky substituents on the macrocyclic nitrogen atoms causes steric hindrance to the axial site of 
the metal centre, thus preventing CO2 binding. 
 
Scheme 23 – (a) Free amine protons on the cyclam backbone are proposed to stabilise the interaction between the CO2 and the metal 
centre by hydrogen bonding.15,37 Functionalisation of the amine group is anticipated to decrease the strength of the CO2 interaction 
with the complex. 
 
Controlled potential electrolysis (CPE) experiments show the selectivity is 1:1 CO:H2. Furthermore, 
the charge passed in five hours is only slightly higher than the charge passed by Ni(cyc) in one hour, 
in agreement with the lower current observed in the CVs. 
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Figure 55 - CPE of a 1 x 10-4 M solution of Ni(cycP) containing 0.1 M NaClO4, pH 5 (black line), yield of H2 (black squares) and CO 
(red circles) expressed in turnover numbers. The potential was kept at -1.2 VNHE for 5 hours using an Au-Hg amalgam electrode. 
 
The FTIR titration in Figure 51 showed some interesting results regarding the protonation of the 
phosphonic acid moiety; the possibility of a similar catalytic enhancement to what has been found for 
Ni(cycC) due to the presence of labile protons led us to carry out a pH study under CO2 (Figure 56). 
 
Figure 56 - CVs of 1mM Ni(cycP) at a range of pH values under CO2, recorded in 0.1 M NaClO4, scan rate 100 mVs-1. The inset shows 
an expansion of the CV. The noise at high current densities is due to large bubbles forming on the surface of the mercury drop. 
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The CVs showed a similar behaviour of Ni(cycP) compared to Ni(cycC); the current density remained 
low for pH values > 3. No change in the CV was noted for values on either side of the first pKa. At 
pH 3 a new curve was observed at -1.1 VNHE. At pH 2, a large increase in current density and shift in 
onset potential to more positive values (ca. 200 mV) was observed. At this value, the current density 
was comparable to the values obtained by Ni(cyc) and Ni(cycC) at pH 5. While the current density 
for Ni(cycC) started to plateau at pH ≤ 2, here the current density continued to increase. At pH 1.5 
the current density at -1 VNHE reached the same value observed for Ni(cycC) at the same potential at 
pH 2, and at pH 1 (lower than the value of the second pKa) the current is more than triple compared 
to pH 1.5. This result was encouraging, as the same trend of increased current with protonation state 
of the acidic moiety found for Ni(cyc) was observed for this complex. A series of CPE experiments 
were carried out at both pH = 1.5 and pH = 1 (Table 11) and at different potentials under CO2, however 
mainly hydrogen was detected, with very small amounts of CO. We note however that due to the high 
current densities under CO2, and the static nature of our CPE experiments, it is possible that the CO2 
present locally is being consumed within the first few minutes of the bulk electrolysis, after which 
proton reduction would dominate due to the high concentration of protons at pH = 1. 
Table 11 – CPE experiments for 1 mM solutions of Ni(cycP), using 0.1 M NaClO4 as the supporting electrolyte, Au-Hg amalgam 
working electrode. The potential was kept at the indicated pH value for 30 mins. 
Experiment 
 
vs. NHE 
moles H2 moles CO Charge 
(C) 
Moles e- Selectivity 
H2:CO 
      
pH 1 -0.9 V 3.3x10-6 3.1x10-9 1.18 1.2x10-5 1100:1 
pH 1 -0.95 V 5.2x10-6 1.5x10-8 2.4 2.5x10-5 323:1 
pH 1 -1.1 V 6.8x10-5 1.1x10-7 25 2.6x10-4 662:1 
pH 1.5 -1.0 V 1.1x10-5 8.9x10-8 2.5 2.6x10-5 133:1 
pH 5 -1.2 V 4.63x10-7 6.23x10-7 0.55 5.7x10-6 1:1 
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The adsorption of the complex on the mercury surface has been analysed, much like for Ni(cycC). It 
has been reported that differently substituted Ni(cyc) complexes have different adsorption behaviour, 
and it has been suggested that this difference is partly the cause of the differences in catalytic 
activity.14 The dependence of the surface coverage with the potential has been measured using DPSC 
(Double Potential-Step Chronocoulometry) (Figure 57), with the method described in section 2.2.4. 
 
Figure 57 - Dependence of the surface coverage of Ni(cycP) with the potential for 0.1 mM solutions of catalyst, 0.1 M NaClO4, pH 5. 
The potential was referenced using the NiII/I couple as an internal standard. 
 
The data points to an adsorption profile very similar to that of Ni(cyc). This is in contrast with past 
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electrode surface only at potentials close to and negative of the NiII/I reduction potential (Figure 44).13–
15 This behaviour was believed to be caused by two main factors, (a) the steric hindrance of the methyl 
groups interfering with a close interaction of the nickel centre with the mercury surface and (b) the 
hindered interconversion between conformational isomers, which requires deprotonation of the 
amines in the cyclam ring39,40. Here it is hypothesised that (a) the phosphonate is bound to one of the 
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steric effect and (b) interconversion may still be allowed by the availability of the remaining free 
nitrogens to deprotonate. Given the low Faradaic efficiencies (FEs) obtained by bulk electrolysis at 
low pHs the adsorption mechanism was not investigated further. 
From the electrochemical data presented above, it is apparent that the new modified complex is a 
poor catalyst for CO2 reduction in solution. A complete kinetic analysis using RDE (Rotating Disc 
Voltammetry) was deemed unnecessary considering the small activity shown by Ni(cycP); the rate 
constant has been calculated by using the Tafel analysis method, as outlined in section 2.2.4 of 
Chapter 2. A kobs calculated through the Tafel analysis (Figure 58) for the pH = 5 solution, using 
equation (1) in the previous chapter and the values for the surface coverage obtained through DPSC 
analysis, gives a value of 0.45 s-1 at -1 VNHE (η = 0.6 V), one order of magnitude lower than that 
obtained for the other two complexes studied. However we note that at this overpotential the linear 
sweep is still in the region of the prewave, and therefore cannot be strictly considered a linear region 
of the plot. A kobs calculated at the potential where CPE was carried out (-1.2 VNHE, η = 0.8 V) gives 
a value of 11.5 s-1. A Tafel analysis at lower pH values was not carried out on the account of the poor 
selectivity shown by the complex. 
 
Figure 58 - Plots of CO2 reduction overpotential (pH = 5) vs. log of current density for Ni(cyc) and Ni(cycP) at pH 5 Calculated from 
LSVs at 100 mV s-1 in 0.1 M NaClO4 electrolyte containing 1 x 10-4 M catalyst. 
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The poor performances displayed by Ni(cycP) (low selectivities and yields of CO in all the conditions 
studied) are most likely a result of the geometric structure of the complex. As shown by the 
chronocoulometry experiment, adsorption on mercury is however not hindered by the new functional 
group; we speculate that this could be due to the phosphonic acid occupying one of the axial sites, 
leaving the other free to interact with the electrode. If this was to be the case, then the nickel centre 
would be extremely hindered by the presence of the mercury on one side and the bulky phosphonic 
acid on the other, limiting CO2 binding. 
In the next section we will explore the binding of Ni(cycP) on TiO2 surfaces in order to test the 
stability of the new binding group. It was envisaged that the interaction of the phosphonic acid with 
the semiconductor surface might weaken the bond with the nickel centre and improve the catalytic 
activity of the complex towards CO2 reduction. 
3.2.3 Immobilisation of Ni(cycP) on semiconductor oxides 
The behaviour of the complex when immobilised on semiconductor surfaces was examined by 
anchoring the catalyst on nc-TiO2 films and carrying out electrochemical and TAS measurements. 
The complex was immobilised by dipping the films in ethanolic solutions of the complex (1 mM) for 
48 hours, followed by rinsing and drying (see section 3.3.1 for experimental details). The UV-vis of 
the soaking solutions proved to be uninformative for verifying the presence of the complex on the 
semiconductor surface on the account of the very low extinction coefficients for the complex in 
solution (ε533 nm = 12 M-1cm-1). ATR-FTIR spectroscopy of the modified TiO2 powder revealed the 
characteristic phosphonate bands at 1200-1000 cm-1 (Figure 59). 
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Figure 59 - a) ATR-FTIR spectrum of powder [Ni(cycP)]n and (b) ATR-FTIR spectrum of blank TiO2 (black) and TiO2 soaked in 0.1 
mM Ni(cycP) in ethanol for 48 hours (pink). 
 
The interpretation of the spectrum is made difficult by the broadness of the peaks (likely indicating a 
mixture of different binding modes on the TiO2 surface) and the strong absorption of TiO2 close to 
the region of interest, however it is notable that the strong band at 963 cm-1 present in the powder 
ATR-FTIR spectrum, and previously assigned to a Ni-O-P stretching mode, is absent in the TiO2-
catalyst system, possibly indicating that the phosphonic acid is no longer coordinating to the nickel 
centre. Intriguingly, we did not observe any clear spectral feature that can be assigned to the formation 
of a P-O-H mode (ca. 1150 cm-1).31 
The films were used as the working electrode in acetonitrile (MeCN) solutions using TBAPF6 
(tetrabutyl ammonium hexafluorophosphate) as the supporting electrolyte. The CV at 10 mVs-1 is 
shown in Figure 60, together with the integration, to give the charge passed, and the differentiation 
of the current/voltage plot, to aid identification of redox features. 
0.000
0.025
0.050
0.075
1700 1600 1500 1400 1300 1200 1100 1000 900 800
0.000
0.005
0.010
0.015
(b)
 [Ni(cycP)]
n
(a)
A
b
s
.
Wavenumber / cm
-1
 TiO
2
 TiO
2
/Ni(cycP)
 164 
 
 
Figure 60 - (a) CV of nc-TiO2-Ni(cycP)(10 mVs-1, 0.1 M TBAPF6 in MeCN), (b) Charge vs. Potential plot, obtained by integrating the 
CV and (c) 1st order derivative of the current for the CV in (a). 
 
The shape of the voltammogram, which is missing the distinctive discharge wave typical of bare TiO2 
electrodes, is a first indication that there is one other electrochemical process apart from the capacitive 
behaviour of a unmodified TiO2 film, see section 2.2.6.2. This is confirmed by integrating the CV; 
the charge vs. potential plot indeed shows that only part of the charge injected in the electrode is 
transferred back in the reverse sweep. If the only process on the CV was the injection of electrons in 
the conduction band of the TiO2 electrode, then this process would be entirely reversible and the total 
charge passed during a CV measurement would be zero. Although the CV does not show a 
distinguishable redox process, the 1st order derivative of the current reveals the presence of a feature 
at -1.85 VFc/Fc+ (ca. -1.25 VNHE) which is assigned to the Ni
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potential observed for the complex in solution. The small response obtained, compared to the very 
clear redox couple observed for Ni(cycC) on the same electrode (see Chapter 2), is surprising, as it 
was anticipated from the CVs of the complex in solution under argon that the alignment of the TiO2 
conduction band in MeCN with the NiII/I couple of Ni(cycP) would enable electron transfer. The 
efficiency of electron transfer from semiconductor to metal complexes, and the differences between 
different binding groups to the surface have been widely studied.3–5 When comparing carboxylic acids 
to phosphonic acids it has been generally reported that while the latter offer a much higher stability 
on the surface of the metal oxide, and faster uptake, the electron transfer is slowed, compared to 
carboxylic acids,3–5 which allow electronic coupling between the dye and semiconductor (Scheme 
18). It is envisaged that the phosphonic acid moiety on the nickel complex hinders electron transfer 
from the TiO2 electrode to the catalyst, giving rise to the small response obtained in the CV of a 
TiO2/Ni(cycP) electrode. A more in-depth investigation of the electron transfer kinetics has been 
carried out using Transient Absorption Spectroscopy (TAS) of the modified films (Figure 61), by 
monitoring the decay of the photoelectrons at 900 nm. 
 
Figure 61 - Transient absorption decays of unmodified TiO2 (black) and TiO2/Ni(cycP) (blue), measured in MeCN with 0.1 M TEOA, 
Ar. 
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As expected, the unmodified TiO2 in MeCN with 0.1 M TEOA (Triethanolamine) under argon shows 
a long-lived signal at 900 nm, following band gap excitation of the TiO2 (355 nm). This is due to the 
presence of the hole scavenger, yielding long lived photoelectrons. The experimental trace at 900 nm 
is well fitted to a single exponential decay function with a lifetime τ = 10.00 ± 0.24 s, Figure 61. 
When the catalyst is immobilised on the surface, a faster decay is observed, showing that electron 
transfer is occurring from the TiO2 conduction band to Ni(cycP). The data is fitted to a tri-exponential 
function, characterised by a fast component (τ1 = 2.07 x 10-4 ± 2.1 x 10-5 s), a millisecond component 
(τ2 = 5.6 x 10-3 ± 4 x 10-4 s) and a slow component (τ3 = 13.5 ± 0.4 s). We assign the two faster 
components to electron transfer of photoelectrons in the TiO2 conduction band to the anchored 
Ni(cycP), with the slower component being the recombination of the non-transferred electrons with 
residual species in solution, such as O2 or TEOA
+∙, formed through reaction of TEOA with the 
photogenerated holes. In line with what was previously observed for phosphonic acid anchoring 
groups, and with the dark electrochemistry, the electron transfer is much slower than that observed 
for the carboxylic acid system TiO2/Ni(cycC) (section 2.2.63), with a τ1 = 1.73 x 10-3 s. Interestingly, 
the observation of two different lifetimes for charge transfer from the TiO2 conduction band to 
Ni(cycP) is in line with the FTIR studies which showed broad IR bands, indicating multiple Ni(cycP) 
binding modes (Figure 59). 
The electrochemical behaviour of the complex when immobilised on ZrO2 electrodes was also 
investigated, Figure 63. Nanocrystalline ZrO2 films (Ø ~ 10-30 nm) were modified with Ni(cycP) by 
dipping the films in ethanolic solutions of the complex (10 mM) for 48 hours, followed by rinsing 
with ethanol and drying (see section 3.3.1 for full experimental details). The ATR-FTIR spectra of 
the ZrO2 powder modified with Ni(cycP) are shown in Figure 62. 
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Figure 62 – (a) ATR-FTIR spectrum of powder [Ni(cycP)]n and (b) ATR-FTIR spectrum of blank ZrO2 (black) and ZrO2 soaked in 0.1 
mM Ni(cycP)in ethanol for 48 hours. 
 
Interestingly, the IR spectrum of Ni(cycP) bound to ZrO2 showed a different phosphonate region with 
respect to the modified TiO2 nanoparticles. The disappearance of the sharp peak at 963 cm
-1 upon 
immobilisation on ZrO2, previously assigned to a Ni-O-P stretching mode, would indicate at least 
partial de-coordination of the phosphonate group from the nickel centre, in a similar manner to 
TiO2/Ni(cycP), however the appearance of a peak at 1152 cm
-1, the region where P-O-H modes 
usually appear, is also noted, indicating a different binding mode of the phosphonate to the ZrO2 with 
respect to TiO2. The CVs of an unmodified ZrO2 electrode in MeCN with 10% water under argon 
(Figure 63) showed a current onsetting at ca. -0.8 VNHE. This is attributed to proton reduction by the 
ZrO2 film. The presence of a reductive current at potentials ca. 0.5 V positive of the conduction band 
edge (ca. -1.2 VNHE
41) indicates the presence of accessible trap states, in line with past reports,41 which 
make the film non-insulating at these potentials. In contrast to our findings on TiO2 electrodes, the 
cyclic voltammetry of modified ZrO2 electrodes showed the appearance of a clear reduction feature 
under argon at ca. -0.9 VNHE, which was not present in the unmodified ZrO2 and this is assigned to 
the NiII/I redox couple. The potential for the reduction wave shifted to -0.8 VNHE under CO2 (Figure 
63). The presence of the complex on the voltammogram under CO2 shows the validity of modifying 
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the cyclam framework with a phosphonic acid moiety, as the nickel complex clearly shows a higher 
stability on semiconductor surfaces than shown by Ni(cycC) in Chapter 2. 
 
Figure 63 – Linear sweep voltammetry of ZrO2 electrodes (dashed lines) and ZrO2/Ni(cycP) electrodes (solid lines) under argon (black) 
and CO2 (red), MeCN:H2O 9:1, 0.1 M TBAPF6, scan rate = 100 mV s-1. 
 
We note that the potential for the nickel reduction here is shifted anodically compared to what 
observed on the HMDE (Epc = -1.23 VNHE) for the Ni
II/I couple in solution and on TiO2 (Epc = ca. -
1.25 VNHE), but is in line with the potentials at which the Ni
II reduction occurs on a mercury surface. 
We propose that the reduction potential of the nickel metal centre for Ni(cycP) is strongly dependent 
on the interaction of the complex with the electrode material. It is apparent that the differences in the 
FTIR spectra between ZrO2/Ni(cycP) and TiO2/Ni(cycP) correlate with the differences in the 
electrochemical behaviour, leading to the conclusion that on ZrO2 the binding mode of the 
phosphonate on ZrO2 is more favourable to electron transfer than in the case of the TiO2.  
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3.2.4 Conclusions 
With the aim of finding a stable binding group for anchoring to semiconductor surfaces in aqueous 
solvents, the cyclam ligand was modified with an alkyl phosphonic acid group at an amine position, 
yielding the ligand cycP. Its complex with nickel was synthesised for the first time, and it was found 
that unlike the previously studied (Ni(cycC) the new complex Ni(cycP) in solution is present solely 
in its octahedral high-spin geometry.  
The properties of Ni(cycP) with respect to the electrochemical reduction of CO2 in aqueous solutions 
have been investigated on a mercury electrode. The complex shows some activity towards the 
reduction of CO2 to CO, however the current densities are low, and the selectivity for CO poor (1.2:1 
CO:H2). This decrease in activity compared to the other nickel macrocycles is likely due to the 
functionalisation of one of the amines, which has been previously shown to affect catalysis in a 
negative way. Furthermore, even though the new catalyst shows a similar dependence of the current 
density with the pH to Ni(cycC), bulk electrolysis experiments revealed the increase to be caused by 
increasing amounts of hydrogen being produced. 
The immobilisation of the complex on TiO2 electrodes coupled with TAS experiments showed that 
the new binding group slowed electron transfer from the conduction band of the TiO2 to the complex 
when compared to Ni(cycC). This is in line with past reports for various complexes modified with 
binding groups, which consistently show slower electron transfer when the complex is modified with 
a phosphonic acid rather than a carboxylic acid.3–5 Interestingly, the electron transfer has been found 
to be controlled by the different interaction of Ni(cycP) with different electrode materials: when 
immobilised on ZrO2 the Ni
II/I redox couple appears notably shifted towards anodic potentials. 
Furthermore, the redox couple appears to be stable under CO2 as well as under argon, in the presence 
of MeCN doped with water, demonstrating that the intended higher stability was achieved. 
In the next chapter the properties of Ni(cycP) towards the photocatalytic CO2 reduction in aqueous 
environments will be shown, exploring two different ways of driving the reduction of the catalyst 
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with either a ruthenium dye, which was co-immobilised with the catalyst on an inert support, or by 
immobilising Ni(cycP) onto semiconductor quantum dots. 
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3.3 Materials and methods 
3.3.1 Materials 
The starting materials and solvents for the synthesis were purchased by Sigma Aldrich, Fisher 
Scientific or VWR, and used without further purification unless otherwise specified. Milli-Q water 
(18.2 MΩ) was used throughout. All electrolyte salts and solvents were purchased from Sigma 
Aldrich or VWR and used without further purification. Ar, N2 and CO2 were purchased from BOC at 
CP or higher grade. The pH of aqueous solutions was adjusted by adding 1 M HClO4 or NaOH to the 
pre-purged solution until the desired value was reached, measuring with a Hannah pH probe, which 
was calibrated daily.  
Tri-trifluoroacetate cyclam (2) 
In a 100 ml round-bottomed flask equipped with a magnetic stirring bar cyclam (2 g, 1 eq.) is 
dissolved, under an Ar atmosphere, in 15 ml of dry methanol, and the temperature is brought to 0°C 
by means of an ice bath. Triethylamine (0.6 ml, 1 eq.) and ethyl trifluoroacetate (4.0 ml, 3.3 eq.) are 
added, and the mixture is stirred for five hours at room temperature. The solvent is evaporated to 
dryness, and the crude is purified via flash column chromatography (silica gel) using EtOAC as the 
eluent. The fractions containing the product are combined, and the solvent is removed, affording a 
white foam. Obtained: 4.6 g, yield 94%. m/z (ESI): 489 (M+H)+, 511 (M+Na)+; 1H NMR (400 MHz, 
CHLOROFORM-d) δ ppm 1.64 - 1.86 (m, 2 H) 2.03 - 2.16 (m, 1 H) 2.52 - 2.69 (m, 2 H) 2.80 - 2.93 
(m, 2 H) 3.34 - 3.78 (m, 12 H); 13C NMR (101 MHz, CHLOROFORM-d) δ ppm 25, 32,  42, 54, 114, 
116, 117, 119, 155, 161. 
cycP - [(1,4,8,11-tetraazacyclotetradecan-1-yl)methyl]phosphonic acid (5) 
In a 50 ml round-bottomed flask equipped with a magnetic stirring bar, compound 2 (700 mg, 1 eq.) 
is dissolved in triethyl phosphite (2.5 ml), and paraformaldehyde (170 mg, 4 eq.) is added. The 
mixture is heated at 40°C for three days. The mixture is then allowed to cool to room temperature 
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and the solvent is removed by repeated co-distillation with toluene. The crude colourless oil is 
dissolved in 15 ml of 6 M HCl in water and refluxed for three days. The mixture is allowed to cool 
to room temperature, and the solvent is removed by co-distillation with water. The yellow oil is 
dissolved in the minimum amount of water and loaded on a freshly activated Dowex® resin (50W, 
H+, strongly acidic) column. The non-macrocyclic impurities are eluted with water to pH neutral, and 
the product is collected by washing the resin with a 6 M HCl aqueous solution. The fractions 
containing the product 5 are combined, and the solvent is evaporated. Pale yellow vitreous solid; 
obtained: 172 mg (yield = 41%); m/z (ESI): 295 (M+H)+; 1H NMR (400 MHz, DEUTERIUM 
OXIDE) δ ppm 3.64 – 3.45 (m, 6H), 3.38 – 3.29 (m, 4H), 3.27 (t, J = 5.8 Hz, 2H), 3.07 – 2.97 (m, 
2H), 2.83 – 2.73 (m, 4H), 2.21 (td, J = 12.1, 6.9 Hz, 2H), 2.05 – 1.93 (m, 2H); 31P NMR (162 MHz, 
DEUTERIUM OXIDE) δ ppm 20.59; 13C NMR (101 MHz, DEUTERIUM OXIDE) δ ppm 19.82 (s, 
1 C) 19.94 (s, 1 C) 38.63 (s, 1 C) 38.84 (s, 1 C) 39.63 (s, 1 C) 39.78 (s, 1 C) 41.87 (s, 1 C) 42.33 (s, 
1 C) 42.53 (s, 1 C) 48.87 (s, 1 C) 52.03 (br. s., 1 C). 
[Ni(cycP)]n - [Ni([(1,4,8,11-tetraazacyclotetradecan-1-yl)methyl]phosphonic acid)]n (6) 
In a 50 ml round-bottomed flask equipped with a magnetic stirring bar the ligand 5 (733 mg, 1.1 eq., 
calculated considering 4 molecules of HCl in the salt) is dissolved in water. Sodium bicarbonate (850 
mg, 6 eq.) is added. Gas is evolved. NiCl2∙6H2O (440 mg, 1 eq.) is added. The solution changes colour 
from green to purple within the first 15 minutes and it becomes cloudy after 30 minutes. The mixture 
is left stirring at room temperature for three hours. The precipitate is filtered off, and the solvent is 
rotary evaporated to dryness. The remaining lilac powder is dissolved in methanol, the undissolved 
solid is filtered off and the solvent is evaporated. Product 6 is then purified by loading the crude on a 
silica gel column and eluting with a MeOH:NH3 9:1 mixture as the mobile phase. Lilac crystalline 
powder; obtained: 267 mg, yield = 35%; C11H25N4NiO3P∙0.3H2O (350.1): calcd. N 15.72, H 7.24, C 
37.07; found N 15.46, H 7.46, C 37.32;  m/z (ESI): 351.1 (M+H)+; 373.1 (M+Na)+; ATR-FTIR (ν, 
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cm-1): 3384 (br.), 3146 (br.), 2914, 2840, 1651, 1459, 1454, 1436, 1102 (st.), 1055 (v.st.), 967 (st.), 
874.  
 
Figure 64 – ESI-MS spectrum of a Ni(cycP) in methanol. 
 
Table 12 - Crystal data and structure refinement for[Ni(cycP)]n. 
Empirical formula C22H54N8Ni2O10.01P2 
Formula weight 770.25 
Temperature/K 100 
Crystal system triclinic 
Space group P-1 
a/Å 10.3977(3) 
b/Å 14.1488(4) 
c/Å 22.4532(7) 
α/° 90.0930(10) 
β/° 90.5310(11) 
γ/° 90.0970(10) 
Volume/Å
3
 3303.05(17) 
Z 4 
ρ
calc
g/cm
3
 1.549 
μ/mm
-1
 1.299 
F(000) 1632 
Crystal size/mm
3
 0.198 × 0.092 × 0.054 
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Radiation MoKα (λ = 0.71073) 
2Θ range for data collection/° 4.628 to 52.744 
Index ranges -12 ≤ h ≤ 12, -17 ≤ k ≤ 17, -28 ≤ l ≤ 28 
Reflections collected 137618 
Independent reflections 13486 [Rint = 0.0826, Rsigma = 0.0419] 
Data/restraints/parameters 13486/289/805 
Goodness-of-fit on F
2
 1.116 
Final R indexes [I>=2σ (I)] R1 = 0.0640, wR2 = 0.1399 
Final R indexes [all data] R1 = 0.0762, wR2 = 0.1443 
Largest diff. peak/hole / e Å
-3
 1.03/-0.64 
 
Table 13 - Fractional Atomic Coordinates (×104) and Equivalent Isotropic Displacement Parameters (Å2×103) for [Ni(cycP)]n. Ueq is 
defined as 1/3 of of the trace of the orthogonalised UIJ tensor. 
Atom x y z U(eq) 
Ni3 6420.6(6) 7853.0(4) 3602.5(3) 10.84(13) 
Ni4 3778.4(6) 7711.6(4) 1002.6(3) 11.40(14) 
Ni2 8729.1(6) 7310.5(4) 6015.0(3) 11.81(14) 
P4 3600.8(12) 7296.1(9) -317.3(5) 13.0(3) 
P2 8472.8(12) 7828.3(9) 4717.5(5) 13.9(3) 
P3 5077.7(12) 8154.4(9) 2398.9(5) 14.3(3) 
P1 10107.0(13) 6925.9(10) 7406.8(6) 17.0(3) 
O5 7679(3) 8342(2) 4250.1(15) 16.9(7) 
O4 7665(3) 7385(2) 5209.0(14) 13.4(7) 
O10 2728(3) 7565(2) 204.8(14) 13.4(7) 
O7 5185(3) 7422(2) 2896.8(15) 17.4(7) 
O6 9415(4) 7136(3) 4458.1(15) 20.9(8) 
O11 2893(3) 6734(2) -794.9(15) 16.2(7) 
O8 4852(3) 7723(3) 1792.5(15) 19.5(8) 
O9 4138(4) 8947(3) 2543.5(16) 22.5(8) 
O1 10077(3) 7587(3) 7951.6(15) 18.8(8) 
O12 4327(3) 8149(3) -562.2(15) 19.5(8) 
O2 9393(4) 6010(3) 7519.8(17) 25.6(9) 
O3 9728(4) 7398(3) 6829.1(16) 22.7(8) 
O20 4135(4) 5616(3) 2549(2) 32.2(10) 
O15 6346(4) 9158(3) 7604.9(18) 29.2(9) 
N10 7396(4) 8677(3) 2957.9(18) 17.6(9) 
O19 11509(4) 5770(3) 2696(2) 37.9(11) 
O14 6947(5) 6258(3) 8036(2) 38.6(11) 
O13 6353(4) 8060(3) 8648.2(18) 29.9(9) 
N11 7715(4) 6795(3) 3397.3(19) 20.1(9) 
O16 9016(4) 9400(3) 7647(2) 33(1) 
O18 11723(5) 8797(3) 2987(2) 38.1(11) 
O17 11261(4) 7065(3) 3606.2(18) 31.6(10) 
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N3 10581(5) 5853(3) 8748(2) 23.2(10) 
N12 5471(4) 7070(3) 4238(2) 20.3(9) 
N8 7811(5) 6082(3) 6253(2) 23(1) 
N1 12356(4) 8478(3) 8530.6(19) 20.3(9) 
N14 5099(4) 6714(3) 641.4(19) 19.9(9) 
N13 4763(4) 8858(3) 647.1(19) 21.5(9) 
N6 9647(4) 8575(3) 5734.9(19) 20.9(9) 
N15 2821(5) 6563(3) 1352(2) 23.9(10) 
N4 10346(4) 7625(3) 9327(2) 23.8(10) 
N5 7375(4) 8187(3) 6408.6(19) 19.2(9) 
N16 2496(5) 8700(3) 1322.6(19) 22.4(9) 
N7 10090(5) 6430(3) 5624(2) 24.2(10) 
C33 6679(5) 8693(4) 2374(2) 20.8(11) 
N9 5172(4) 8942(3) 3848(2) 22.5(9) 
N2 12579(4) 6706(3) 7894.8(19) 21.8(9) 
C4 12989(6) 8434(4) 7953(2) 26.1(12) 
C25 7635(5) 9660(4) 3185(2) 21.8(11) 
C30 5303(6) 6046(4) 4095(3) 27.2(12) 
C41 6463(5) 7050(4) 716(2) 25.7(12) 
C14 6021(5) 7872(4) 6344(3) 23.4(11) 
C17 11049(5) 8527(4) 5832(2) 25.6(12) 
C27 8350(5) 7126(4) 2842(2) 24.1(12) 
C5 13578(5) 7474(4) 7879(2) 26.7(12) 
C32 4508(6) 8588(4) 4389(3) 30.7(13) 
C26 8613(5) 8170(4) 2892(2) 23.3(11) 
C16 9057(6) 9290(4) 6138(2) 24.3(12) 
C29 6580(6) 5565(4) 3961(3) 28.6(13) 
C9 9939(6) 5921(4) 9323(3) 28.9(13) 
C23 5791(6) 9854(4) 3926(2) 23.2(11) 
C24 6434(6) 10192(4) 3364(3) 23.9(12) 
C19 11467(6) 6735(5) 5685(3) 30.5(13) 
C2 10885(6) 9301(4) 9224(3) 27.8(12) 
C34 1421(6) 6596(5) 1314(3) 29.6(13) 
C13 5824(6) 6880(4) 6569(3) 27.7(12) 
C1 9824(6) 8579(4) 9290(3) 28.9(13) 
C7 12202(6) 5014(4) 8124(3) 28.2(13) 
C10 9332(6) 6879(5) 9378(3) 32.8(14) 
C22 9326(5) 8797(4) 5099(2) 21.8(11) 
C6 13162(6) 5783(4) 8006(2) 25.4(12) 
C21 8392(6) 5334(4) 5868(3) 29.8(13) 
C36 1120(6) 8403(5) 1306(3) 30.7(13) 
C43 3401(6) 5725(4) 1058(3) 28.7(13) 
C37 2755(6) 9572(4) 988(3) 28.6(13) 
C12 6405(6) 6093(4) 6215(3) 28.1(12) 
C39 6166(5) 8849(4) 702(3) 27.3(12) 
C40 6752(6) 7985(5) 426(3) 30.7(13) 
C8 11507(6) 5053(4) 8719(3) 25.6(12) 
C18 11705(6) 7745(5) 5491(3) 29.9(13) 
C38 4176(6) 9698(4) 936(2) 27.1(12) 
C15 7623(6) 9137(4) 6176(3) 24.2(12) 
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C28 7189(6) 5836(4) 3382(3) 27.4(12) 
C3 11548(6) 9324(4) 8623(3) 25.7(12) 
C11 11847(5) 6699(4) 7318(2) 25.3(12) 
C35 889(6) 7454(5) 1613(3) 32.3(14) 
C20 9822(6) 5483(4) 5845(3) 31.7(13) 
C42 4833(6) 5879(4) 1014(3) 26.4(12) 
C44 4802(5) 6497(4) 1(2) 21.2(11) 
C31 4249(6) 7551(4) 4333(3) 28.4(13) 
Ni1 11448.1(6) 7174.5(4) 8618.5(3) 11.32(14) 
 
Table 14 - Anisotropic Displacement Parameters (Å2×103) for [Ni(cycP)]n.. The Anisotropic displacement factor exponent takes the 
form: -2π2[h2a*2U11+2hka*b*U12+…]. 
Atom U11 U22 U33 U23 U13 U12 
Ni3 10.9(3) 12.8(3) 8.8(3) -1.0(2) -1.7(2) 0.5(2) 
Ni4 12.6(3) 13.7(3) 7.9(3) -0.2(2) -2.6(2) -0.8(2) 
Ni2 12.6(3) 14.6(3) 8.2(3) 0.2(2) -2.0(2) 1.1(2) 
P4 14.1(6) 16.9(6) 8.0(6) -0.7(5) -4.1(5) 2.6(5) 
P2 15.2(6) 18.0(6) 8.3(6) 1.5(5) -4.4(5) -3.8(5) 
P3 13.2(6) 19.9(6) 9.7(6) -0.3(5) -2.8(5) -0.7(5) 
P1 17.0(7) 21.9(7) 12.0(6) -0.5(5) -3.3(5) 1.0(5) 
O5 21.9(19) 17.9(18) 10.9(16) -1.3(13) -6.4(14) -2.1(14) 
O4 13.6(17) 15.2(17) 11.5(16) -1.1(13) -3.0(13) 0.6(13) 
O10 13.4(17) 16.4(17) 10.3(16) 1.7(13) -3.0(13) -0.1(13) 
O7 15.4(18) 19.0(18) 17.5(17) 0.8(14) -7.3(14) -2.6(14) 
O6 21.0(19) 30(2) 11.7(17) -0.7(15) -2.8(14) 5.0(16) 
O11 22.9(19) 15.5(17) 10.2(16) 0.1(13) -6.9(14) 2.9(14) 
O8 19.4(19) 27(2) 12.2(17) -0.1(14) -6.2(14) 0.1(15) 
O9 22(2) 27(2) 18.5(19) 0.4(15) -1.2(15) 5.1(16) 
O1 18.9(18) 22.3(19) 15.0(17) -1.8(14) -5.9(14) 3.7(15) 
O12 17.3(18) 29(2) 12.0(17) 2.2(15) -1.8(14) -6.7(15) 
O2 32(2) 25(2) 18.8(19) 1.1(16) -8.0(17) -8.2(17) 
O3 24(2) 31(2) 13.1(17) 2.9(15) -5.7(15) -2.2(16) 
O20 35(2) 30(2) 32(2) -3.4(19) -4.0(19) 2.0(19) 
O15 38(2) 26(2) 24(2) 3.5(17) 6.4(18) 7.9(19) 
N10 14(2) 26(2) 13(2) 2.7(17) -1.5(16) 0.9(17) 
O19 40(3) 34(2) 40(3) -3(2) 8(2) -8(2) 
O14 44(3) 36(3) 36(3) 11(2) 15(2) 10(2) 
O13 25(2) 39(2) 26(2) 3.1(18) 2.1(17) -4.0(18) 
N11 23(2) 24(2) 13(2) -4.2(17) -4.7(17) 6.2(18) 
O16 31(2) 36(2) 32(2) -1(2) -9(2) 6.3(19) 
O18 32(2) 35(3) 48(3) -5(2) 15(2) -7(2) 
O17 25(2) 42(3) 28(2) -4.0(19) 4.9(18) 4.6(19) 
N3 27(3) 23(2) 19(2) 4.7(18) -8.9(18) -8.9(18) 
N12 19(2) 23(2) 19(2) 5.0(18) -2.1(17) -0.9(17) 
N8 28(2) 25(2) 16(2) 4.9(18) -7.4(18) -8.1(19) 
N1 24(2) 21(2) 16(2) 2.3(17) -8.3(18) -1.9(18) 
N14 25(2) 23(2) 11(2) -1.8(17) -5.9(17) 10.5(18) 
N13 26(2) 27(2) 11(2) 0.7(17) -4.3(18) -8.3(18) 
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N6 20(2) 31(2) 12(2) 1.9(17) -5.3(17) -9.3(18) 
N15 30(2) 29(2) 12(2) 2.2(18) -3.4(18) 
-
12.6(19) 
N4 20(2) 34(2) 18(2) -2.4(19) 1.0(18) 4.8(19) 
N5 26(2) 20(2) 12(2) -3.5(17) -2.0(17) 2.3(17) 
N16 27(2) 27(2) 13(2) -6.7(18) -3.0(18) 7.6(19) 
N7 25(2) 34(3) 14(2) -0.3(19) -5.1(18) 11.8(19) 
C33 19(3) 34(3) 10(2) 4(2) -1.0(19) -2(2) 
N9 23(2) 25(2) 19(2) -0.6(18) -2.6(18) 5.2(18) 
N2 23(2) 32(2) 10(2) -1.8(18) -6.9(17) 5.7(19) 
C4 27(3) 35(3) 16(3) 5(2) -3(2) -7(2) 
C25 28(3) 23(3) 14(2) 3(2) -5(2) -10(2) 
C30 32(3) 26(3) 24(3) 3(2) 0(2) -9(2) 
C41 17(3) 40(3) 20(3) -7(2) -10(2) 12(2) 
C14 15(2) 30(3) 25(3) -6(2) -3(2) 5(2) 
C17 22(3) 39(3) 16(3) 1(2) -5(2) -10(2) 
C27 21(3) 36(3) 15(3) -1(2) -3(2) 15(2) 
C5 19(3) 48(3) 13(3) 0(2) 1(2) -9(2) 
C32 28(3) 40(3) 24(3) 4(3) 9(2) 14(3) 
C26 14(3) 43(3) 13(3) -1(2) 3(2) 0(2) 
C16 39(3) 20(3) 15(3) 0(2) 1(2) -2(2) 
C29 31(3) 14(3) 41(3) 0(2) -12(3) -2(2) 
C9 29(3) 31(3) 27(3) 8(2) 0(2) -12(2) 
C23 28(3) 23(3) 19(3) -3(2) -7(2) 8(2) 
C24 28(3) 17(3) 26(3) 1(2) -9(2) 0(2) 
C19 23(3) 44(3) 25(3) -7(3) -7(2) 13(2) 
C2 34(3) 22(3) 27(3) -3(2) -8(2) 10(2) 
C34 26(3) 46(3) 17(3) 3(2) 2(2) -12(3) 
C13 19(3) 40(3) 24(3) 11(2) 0(2) -5(2) 
C1 25(3) 33(3) 29(3) -6(2) 3(2) 7(2) 
C7 38(3) 24(3) 22(3) -1(2) -11(2) 11(2) 
C10 24(3) 54(4) 21(3) 0(3) 7(2) -8(3) 
C22 26(3) 23(3) 16(2) 5(2) -9(2) -9(2) 
C6 30(3) 31(3) 15(3) -4(2) -6(2) 7(2) 
C21 51(4) 18(3) 20(3) 1(2) -8(3) 0(2) 
C36 24(3) 44(3) 24(3) -7(3) -5(2) 11(2) 
C43 52(4) 13(2) 21(3) 3(2) -7(3) -5(2) 
C37 45(3) 23(3) 18(3) -5(2) -9(2) 9(2) 
C12 28(3) 30(3) 27(3) 5(2) -1(2) -9(2) 
C39 24(3) 40(3) 18(3) 3(2) -5(2) -11(2) 
C40 18(3) 52(4) 23(3) 3(3) -6(2) -5(2) 
C8 32(3) 16(2) 29(3) 6(2) -11(2) -2(2) 
C18 17(3) 49(4) 24(3) 0(3) -6(2) 0(2) 
C38 51(4) 14(2) 16(3) 0(2) -6(3) -4(2) 
C15 29(3) 21(3) 23(3) -5(2) -6(2) 3(2) 
C28 35(3) 19(3) 28(3) -6(2) -12(2) 6(2) 
C3 29(3) 16(3) 31(3) 4(2) -10(2) 2(2) 
C11 24(3) 36(3) 16(3) -1(2) -5(2) 10(2) 
C35 19(3) 53(4) 24(3) 1(3) 3(2) -5(3) 
C20 47(3) 31(3) 17(3) -2(2) -9(3) 16(3) 
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C42 36(3) 24(3) 19(3) 0(2) -9(2) 5(2) 
C44 25(3) 26(3) 13(2) -3(2) -9(2) 12(2) 
C31 25(3) 36(3) 24(3) 5(2) 8(2) 1(2) 
Ni1 11.5(3) 12.4(3) 10.0(3) 0.7(2) -2.2(2) -0.2(2) 
 
Table 15 - Bond Lengths for[Ni(cycP)]n. 
Atom Atom Length/Å 
Ni3 O5 2.065(3) 
Ni3 O7 2.119(3) 
Ni3 N10 2.124(4) 
Ni3 N11 2.069(4) 
Ni3 N12 2.065(4) 
Ni3 N9 2.093(5) 
Ni4 O10 2.099(3) 
Ni4 O8 2.087(3) 
Ni4 N14 2.135(4) 
Ni4 N13 2.081(5) 
Ni4 N15 2.064(5) 
Ni4 N16 2.067(4) 
Ni2 O4 2.115(3) 
Ni2 O3 2.097(4) 
Ni2 N8 2.055(5) 
Ni2 N6 2.126(5) 
Ni2 N5 2.080(4) 
Ni2 N7 2.086(5) 
P4 O10 1.537(3) 
P4 O11 1.518(3) 
P4 O12 1.528(4) 
P4 C44 1.828(5) 
P2 O5 1.517(4) 
P2 O4 1.528(4) 
P2 O6 1.507(4) 
P2 C22 1.838(5) 
P3 O7 1.529(4) 
P3 O8 1.507(4) 
P3 O9 1.525(4) 
P3 C33 1.832(5) 
P1 O1 1.539(4) 
P1 O2 1.516(4) 
P1 O3 1.509(4) 
P1 C11 1.850(6) 
O11 Ni1 2.085(3) 
O1 Ni1 2.141(3) 
N10 C33 1.502(6) 
N10 C25 1.501(7) 
N10 C26 1.465(7) 
N11 C27 1.492(7) 
N11 C28 1.461(7) 
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N3 C9 1.462(7) 
N3 C8 1.489(7) 
N3 Ni1 2.096(4) 
N12 C30 1.494(7) 
N12 C31 1.459(7) 
N8 C21 1.496(7) 
N8 C12 1.463(7) 
N1 C4 1.462(7) 
N1 C3 1.479(7) 
N1 Ni1 2.081(4) 
N14 C41 1.503(7) 
N14 C42 1.476(7) 
N14 C44 1.500(6) 
N13 C39 1.463(7) 
N13 C38 1.489(7) 
N6 C17 1.474(7) 
N6 C16 1.492(7) 
N6 C22 1.496(6) 
N15 C34 1.459(7) 
N15 C43 1.487(7) 
N4 C1 1.458(7) 
N4 C10 1.495(8) 
N4 Ni1 2.069(4) 
N5 C14 1.482(7) 
N5 C15 1.466(7) 
N16 C36 1.491(8) 
N16 C37 1.471(7) 
N7 C19 1.499(8) 
N7 C20 1.458(8) 
N9 C32 1.490(7) 
N9 C23 1.451(7) 
N2 C5 1.503(7) 
N2 C6 1.461(7) 
N2 C11 1.495(6) 
N2 Ni1 2.121(5) 
C4 C5 1.501(9) 
C25 C24 1.516(8) 
C30 C29 1.526(8) 
C41 C40 1.506(9) 
C14 C13 1.507(8) 
C17 C18 1.510(8) 
C27 C26 1.506(8) 
C32 C31 1.496(9) 
C16 C15 1.509(8) 
C29 C28 1.501(9) 
C9 C10 1.502(9) 
C23 C24 1.511(8) 
C19 C18 1.515(9) 
C2 C1 1.511(9) 
C2 C3 1.519(8) 
 180 
 
C34 C35 1.496(9) 
C13 C12 1.499(9) 
C7 C6 1.502(9) 
C7 C8 1.527(8) 
C21 C20 1.503(9) 
C36 C35 1.529(9) 
C43 C42 1.509(9) 
C37 C38 1.494(9) 
C39 C40 1.503(9) 
Ni1 O11 2.085(3) 
 
Table 16 - Bond Angles for [Ni(cycP)]n. 
Atom Atom Atom Angle/˚ 
O5 Ni3 O7 175.98(14) 
O5 Ni3 N10 89.64(15) 
O5 Ni3 N11 89.38(16) 
O5 Ni3 N12 89.75(16) 
O5 Ni3 N9 87.66(16) 
O7 Ni3 N10 86.40(15) 
N11 Ni3 O7 90.99(16) 
N11 Ni3 N10 86.01(18) 
N11 Ni3 N9 177.01(18) 
N12 Ni3 O7 94.20(16) 
N12 Ni3 N10 179.08(18) 
N12 Ni3 N11 94.66(18) 
N12 Ni3 N9 84.92(18) 
N9 Ni3 O7 91.99(16) 
N9 Ni3 N10 94.37(18) 
O10 Ni4 N14 86.75(15) 
O8 Ni4 O10 174.70(14) 
O8 Ni4 N14 89.17(15) 
N13 Ni4 O10 90.11(15) 
N13 Ni4 O8 93.46(16) 
N13 Ni4 N14 92.83(19) 
N15 Ni4 O10 89.97(15) 
N15 Ni4 O8 86.41(16) 
N15 Ni4 N14 86.42(19) 
N15 Ni4 N13 179.2(2) 
N15 Ni4 N16 94.9(2) 
N16 Ni4 O10 91.71(16) 
N16 Ni4 O8 92.45(16) 
N16 Ni4 N14 177.94(18) 
N16 Ni4 N13 85.81(19) 
O4 Ni2 N6 86.31(15) 
O3 Ni2 O4 173.48(14) 
O3 Ni2 N6 89.44(16) 
N8 Ni2 O4 91.48(16) 
N8 Ni2 O3 92.81(16) 
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N8 Ni2 N6 177.74(17) 
N8 Ni2 N5 94.38(19) 
N8 Ni2 N7 85.6(2) 
N5 Ni2 O4 88.95(15) 
N5 Ni2 O3 85.83(16) 
N5 Ni2 N6 86.03(18) 
N5 Ni2 N7 179.74(18) 
N7 Ni2 O4 91.30(15) 
N7 Ni2 O3 93.91(16) 
N7 Ni2 N6 94.02(19) 
O10 P4 C44 105.2(2) 
O11 P4 O10 112.4(2) 
O11 P4 O12 113.3(2) 
O11 P4 C44 106.1(2) 
O12 P4 O10 112.1(2) 
O12 P4 C44 107.0(2) 
O5 P2 O4 113.5(2) 
O5 P2 C22 102.8(2) 
O4 P2 C22 103.6(2) 
O6 P2 O5 113.4(2) 
O6 P2 O4 112.1(2) 
O6 P2 C22 110.6(2) 
O7 P3 C33 104.1(2) 
O8 P3 O7 113.3(2) 
O8 P3 O9 113.2(2) 
O8 P3 C33 105.8(2) 
O9 P3 O7 112.8(2) 
O9 P3 C33 106.6(2) 
O1 P1 C11 102.6(2) 
O2 P1 O1 111.8(2) 
O2 P1 C11 110.4(3) 
O3 P1 O1 114.0(2) 
O3 P1 O2 113.5(2) 
O3 P1 C11 103.5(2) 
P2 O5 Ni3 131.6(2) 
P2 O4 Ni2 110.66(18) 
P4 O10 Ni4 111.62(18) 
P3 O7 Ni3 113.09(19) 
P4 O11 Ni11 129.1(2) 
P3 O8 Ni4 147.9(2) 
P1 O1 Ni1 111.75(19) 
P1 O3 Ni2 147.9(2) 
C33 N10 Ni3 111.6(3) 
C25 N10 Ni3 110.8(3) 
C25 N10 C33 111.1(4) 
C26 N10 Ni3 102.5(3) 
C26 N10 C33 110.1(4) 
C26 N10 C25 110.4(4) 
C27 N11 Ni3 104.6(3) 
C28 N11 Ni3 115.7(4) 
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C28 N11 C27 116.1(4) 
C9 N3 C8 112.8(4) 
C9 N3 Ni1 105.4(3) 
C8 N3 Ni1 113.2(3) 
C30 N12 Ni3 115.3(3) 
C31 N12 Ni3 105.8(3) 
C31 N12 C30 112.6(4) 
C21 N8 Ni2 104.9(3) 
C12 N8 Ni2 116.2(4) 
C12 N8 C21 112.5(4) 
C4 N1 C3 114.9(4) 
C4 N1 Ni1 104.8(3) 
C3 N1 Ni1 116.4(4) 
C41 N14 Ni4 111.0(3) 
C42 N14 Ni4 101.0(3) 
C42 N14 C41 111.7(4) 
C42 N14 C44 110.0(4) 
C44 N14 Ni4 111.8(3) 
C44 N14 C41 110.9(4) 
C39 N13 Ni4 117.0(4) 
C39 N13 C38 112.6(4) 
C38 N13 Ni4 104.5(3) 
C17 N6 Ni2 111.2(4) 
C17 N6 C16 110.8(4) 
C17 N6 C22 111.2(4) 
C16 N6 Ni2 101.7(3) 
C16 N6 C22 110.2(4) 
C22 N6 Ni2 111.3(3) 
C34 N15 Ni4 115.8(4) 
C34 N15 C43 114.2(5) 
C43 N15 Ni4 105.0(3) 
C1 N4 C10 113.2(5) 
C1 N4 Ni1 116.7(4) 
C10 N4 Ni1 103.8(3) 
C14 N5 Ni2 115.2(3) 
C15 N5 Ni2 105.9(3) 
C15 N5 C14 114.2(4) 
C36 N16 Ni4 115.0(3) 
C37 N16 Ni4 105.6(3) 
C37 N16 C36 113.8(5) 
C19 N7 Ni2 116.2(4) 
C20 N7 Ni2 105.9(4) 
C20 N7 C19 114.7(5) 
N10 C33 P3 114.2(3) 
C32 N9 Ni3 105.1(3) 
C23 N9 Ni3 114.3(3) 
C23 N9 C32 114.2(5) 
C5 N2 Ni1 100.4(3) 
C6 N2 C5 111.3(5) 
C6 N2 C11 110.5(4) 
C6 N2 Ni1 112.4(3) 
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C11 N2 C5 109.3(4) 
C11 N2 Ni1 112.5(3) 
N1 C4 C5 108.9(4) 
N10 C25 C24 114.6(4) 
N12 C30 C29 112.1(5) 
N14 C41 C40 114.9(4) 
N5 C14 C13 112.2(4) 
N6 C17 C18 114.4(5) 
N11 C27 C26 109.1(4) 
C4 C5 N2 111.6(5) 
N9 C32 C31 110.3(5) 
N10 C26 C27 109.4(4) 
N6 C16 C15 110.5(4) 
C28 C29 C30 115.6(5) 
N3 C9 C10 109.1(5) 
N9 C23 C24 112.4(4) 
C23 C24 C25 115.8(5) 
N7 C19 C18 113.7(5) 
C1 C2 C3 116.1(5) 
N15 C34 C35 112.0(5) 
C12 C13 C14 117.2(5) 
N4 C1 C2 111.1(5) 
C6 C7 C8 116.7(5) 
N4 C10 C9 109.4(5) 
N6 C22 P2 113.0(4) 
N2 C6 C7 113.7(5) 
N8 C21 C20 109.1(5) 
N16 C36 C35 113.0(5) 
N15 C43 C42 108.7(4) 
N16 C37 C38 109.0(5) 
N8 C12 C13 112.7(5) 
N13 C39 C40 112.4(5) 
C39 C40 C41 117.0(5) 
N3 C8 C7 112.2(4) 
C17 C18 C19 118.0(5) 
N13 C38 C37 110.5(4) 
N5 C15 C16 109.1(4) 
N11 C28 C29 112.2(5) 
N1 C3 C2 111.7(4) 
N2 C11 P1 113.4(4) 
C34 C35 C36 116.8(5) 
N7 C20 C21 109.4(5) 
N14 C42 C43 109.9(4) 
N14 C44 P4 112.5(3) 
N12 C31 C32 108.3(5) 
O11
2
 Ni1 O1 174.77(14) 
O11
2
 Ni1 N3 87.27(16) 
O11
2
 Ni1 N2 89.35(15) 
N3 Ni1 O1 93.30(16) 
N3 Ni1 N2 94.03(19) 
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N1 Ni1 O112 90.09(16) 
N1 Ni1 O1 89.43(16) 
N1 Ni1 N3 177.14(17) 
N1 Ni1 N2 87.06(19) 
N4 Ni1 O112 90.46(16) 
N4 Ni1 O1 94.77(16) 
N4 Ni1 N3 85.72(19) 
N4 Ni1 N1 93.19(19) 
N4 Ni1 N2 179.69(19) 
N2 Ni1 O1 85.42(15) 
 
Table 17 - Torsion Angles for[Ni(cycP)]n. 
A B C D Angle/˚ 
Ni3 N10 C33 P3 8.2(5) 
Ni3 N10 C25 C24 -57.7(5) 
Ni3 N10 C26 C27 45.3(4) 
Ni3 N11 C27 C26 40.8(5) 
Ni3 N11 C28 C29 -57.3(5) 
Ni3 N12 C30 C29 55.0(6) 
Ni3 N12 C31 C32 -45.5(5) 
Ni3 N9 C32 C31 -37.0(5) 
Ni3 N9 C23 C24 59.9(5) 
Ni4 N14 C41 C40 -59.0(5) 
Ni4 N14 C42 C43 46.6(5) 
Ni4 N14 C44 P4 10.4(5) 
Ni4 N13 C39 C40 57.2(5) 
Ni4 N13 C38 C37 -39.5(5) 
Ni4 N15 C34 C35 -57.4(6) 
Ni4 N15 C43 C42 40.2(5) 
Ni4 N16 C36 C35 53.3(6) 
Ni4 N16 C37 C38 -42.1(5) 
Ni2 N8 C21 C20 42.6(5) 
Ni2 N8 C12 C13 -55.5(6) 
Ni2 N6 C17 C18 61.2(5) 
Ni2 N6 C16 C15 -44.5(5) 
Ni2 N6 C22 P2 -9.5(5) 
Ni2 N5 C14 C13 55.1(5) 
Ni2 N5 C15 C16 -39.4(5) 
Ni2 N7 C19 C18 -51.9(6) 
Ni2 N7 C20 C21 39.6(5) 
O5 P2 O4 Ni2 
-
151.41(18) 
O5 P2 C22 N6 151.7(4) 
O4 P2 O5 Ni3 -69.4(3) 
O4 P2 C22 N6 33.3(4) 
O10 P4 O11 Ni11 68.7(3) 
O10 P4 C44 N14 -31.0(5) 
O7 P3 O8 Ni4 130.5(4) 
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O7 P3 C33 N10 -27.9(4) 
O6 P2 O5 Ni3 60.0(3) 
O6 P2 O4 Ni2 78.5(2) 
O6 P2 C22 N6 -86.9(4) 
O11 P4 O10 Ni4 151.85(18) 
O11 P4 C44 N14 -150.4(4) 
O8 P3 O7 Ni3 148.9(2) 
O8 P3 C33 N10 -147.6(4) 
O9 P3 O7 Ni3 -80.8(3) 
O9 P3 O8 Ni4 0.4(5) 
O9 P3 C33 N10 91.5(4) 
O1 P1 O3 Ni2 -139.5(4) 
O1 P1 C11 N2 31.6(5) 
O12 P4 O10 Ni4 -79.1(2) 
O12 P4 O11 Ni11 -59.8(3) 
O12 P4 C44 N14 88.4(4) 
O2 P1 O1 Ni1 78.9(3) 
O2 P1 O3 Ni2 -9.9(6) 
O2 P1 C11 N2 -87.8(4) 
O3 P1 O1 Ni1 -150.7(2) 
O3 P1 C11 N2 150.4(4) 
N10 C25 C24 C23 71.2(6) 
N11 C27 C26 N10 -61.3(5) 
N3 C9 C10 N4 -59.0(6) 
N12 C30 C29 C28 -70.8(6) 
N8 C21 C20 N7 -57.2(6) 
N1 C4 C5 N2 61.0(6) 
N14 C41 C40 C39 70.1(6) 
N13 C39 C40 C41 -66.3(6) 
N6 C17 C18 C19 -70.4(7) 
N6 C16 C15 N5 59.8(6) 
N15 C34 C35 C36 70.7(7) 
N15 C43 C42 N14 -62.1(6) 
N5 C14 C13 C12 -69.7(6) 
N16 C36 C35 C34 -68.9(7) 
N16 C37 C38 N13 56.9(6) 
N7 C19 C18 C17 62.8(7) 
C33 P3 O7 Ni3 34.4(3) 
C33 P3 O8 Ni4 -116.0(4) 
C33 N10 C25 C24 67.1(5) 
C33 N10 C26 C27 -73.6(5) 
N9 C32 C31 N12 57.2(6) 
N9 C23 C24 C25 -70.8(6) 
C4 N1 C3 C2 177.9(5) 
C25 N10 C33 P3 -116.1(4) 
C25 N10 C26 C27 163.4(4) 
C30 N12 C31 C32 -172.3(5) 
C30 C29 C28 N11 72.1(6) 
C41 N14 C42 C43 164.7(4) 
C41 N14 C44 P4 -114.1(4) 
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C14 N5 C15 C16 -167.2(4) 
C14 C13 C12 N8 69.7(7) 
C17 N6 C16 C15 -162.8(5) 
C17 N6 C22 P2 115.1(4) 
C27 N11 C28 C29 179.6(5) 
C5 N2 C6 C7 170.7(4) 
C5 N2 C11 P1 -119.2(4) 
C32 N9 C23 C24 -179.1(5) 
C26 N10 C33 P3 121.4(4) 
C26 N10 C25 C24 -170.5(4) 
C16 N6 C17 C18 173.5(5) 
C16 N6 C22 P2 -121.6(4) 
C9 N3 C8 C7 -178.0(5) 
C23 N9 C32 C31 -163.0(5) 
C19 N7 C20 C21 169.2(5) 
C34 N15 C43 C42 168.1(5) 
C1 N4 C10 C9 171.8(5) 
C1 C2 C3 N1 -70.5(6) 
C10 N4 C1 C2 -178.5(5) 
C22 P2 O5 Ni3 179.4(3) 
C22 P2 O4 Ni2 -40.7(3) 
C22 N6 C17 C18 -63.5(6) 
C22 N6 C16 C15 73.6(5) 
C6 N2 C5 C4 -162.6(4) 
C6 N2 C11 P1 118.0(5) 
C6 C7 C8 N3 70.1(6) 
C21 N8 C12 C13 -176.4(5) 
C36 N16 C37 C38 -169.2(4) 
C43 N15 C34 C35 -179.6(5) 
C37 N16 C36 C35 175.3(5) 
C12 N8 C21 C20 169.8(5) 
C39 N13 C38 C37 -167.4(5) 
C8 N3 C9 C10 163.9(5) 
C8 C7 C6 N2 -71.2(6) 
C38 N13 C39 C40 178.2(5) 
C15 N5 C14 C13 178.0(5) 
C28 N11 C27 C26 169.6(4) 
C3 N1 C4 C5 -170.2(5) 
C3 C2 C1 N4 72.0(6) 
C11 P1 O1 Ni1 -39.5(3) 
C11 P1 O3 Ni2 109.8(5) 
C11 N2 C5 C4 75.0(5) 
C11 N2 C6 C7 -67.7(6) 
C20 N7 C19 C18 -176.1(5) 
C42 N14 C41 C40 -170.9(5) 
C42 N14 C44 P4 121.8(4) 
C44 P4 O10 Ni4 36.8(3) 
C44 P4 O11 Ni11 -176.9(3) 
C44 N14 C41 C40 65.9(6) 
C44 N14 C42 C43 -71.7(5) 
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C31 N12 C30 C29 176.6(5) 
Ni1 N3 C9 C10 39.9(5) 
Ni1 N3 C8 C7 -58.4(5) 
Ni1 N1 C4 C5 -41.2(5) 
Ni1 N1 C3 C2 54.9(5) 
Ni1 N4 C1 C2 -58.1(6) 
Ni1 N4 C10 C9 44.2(5) 
Ni1 N2 C5 C4 -43.5(5) 
Ni1 N2 C6 C7 59.0(5) 
Ni1 N2 C11 P1 -8.5(5) 
 
Preparation of TiO2 films for electrochemical and TAS experiments 
Anatase TiO2 films were prepared by depositing TiO2 colloidal paste (average particle diameter = 20 
nm, 90T, Dye Sol) on fluorine-doped tin oxide (FTO) coated glass slides which had been protected 
by an insulating TiO2 thin layer deposited by spray coating according to the following procedure: the 
FTO (sonicated in ethanol for 20 minutes before the coating) is placed on a hotplate at 500°C, and 10 
layers of a 0.2 M solution of Titanium diisopropoxide bis(acetylacetonate) (Ti(acac)2) in EtOH are 
sprayed onto the slides. The FTO is left on the hotplate for 1 hour, then placed in a muffle furnace 
and heated at 500°C for an additional hour. The TiO2 paste was deposited on the films and spread 
with a glass rod. The thickness was controlled by using scotch tape and was measured via 
profilometry to be an average of 3 μm. The films were allowed to dry before the slides were heated 
at 450°C for 30 minutes in air. The slides were cut so that the geometric surface area of the TiO2 films 
was 1 cm2. The complex was deposited on the TiO2 by placing the films in a 1 mM solution of 
Ni(cycP) in ethanol for 48 hours, followed by copious rinsing with ethanol and drying under a stream 
of nitrogen. 
Preparation of ZrO2 films for electrochemical and TAS experiments 
ZrO2 films were prepared by depositing ZrO2 colloidal paste (average particle diameter = 20 nm) on 
fluorine-doped tin oxide (FTO) coated glass slides. The slides were sonicated in water for 20 minutes, 
then in ethanol for 20 minutes, and finally calcined in the furnace at 400°C for 30 minutes before the 
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deposition. The paste was deposited on the films and spread with a glass rod. The films were allowed 
to dry before the slides were heated at 450°C for 30 minutes. The films were placed in solutions of 
Ni(cycP) 10 mM in ethanol for 48 hours, then they were copiously rinsed with ethanol and dried with 
a stream of nitrogen. 
3.3.2 Electrochemistry 
All electrochemical experiments except chronocoulometry measurements were carried out using 
either a Palmsens1, Palmsens3 or Emstat potentiostats (Alvatek). Measurements were carried out in a 
4-neck pear-shaped flask, with a three electrode set-up. The counter electrode was either a platinum 
basket, platinum gauze or platinum coiled wire. The working electrode for the non-aqueous 
electrochemistry was a TiO2, TiO2/Ni(cycP), ZrO2 or ZrO2/Ni(cycP) film. For the aqueous 
electrochemistry a Hanging Mercury Drop Electrode WK2 was used. This was filled in the laboratory 
with triply distilled mercury (Fisher); the area of a drop was 0.023 cm2, measured by weighing and 
averaging multiple drops. A silver wire quasireference electrode was used as the reference electrode 
for non-aqueous electrochemistry. The potential was referenced by measuring the ferrocene redox 
couple at the end of each experiment. A Ag/AgCl/3.5 M NaCl reference electrode (BASi, IJ Cambria 
or home-made) was used for aqueous electrochemistry. 
Bulk electrolysis experiments were carried out using a gold-mercury amalgam as the working 
electrode (geometric surface area ≈ 2.5 cm2). For these experiments, the counter electrode was 
separated from the main compartment of the cell by a glass double junction with a porous frit to avoid 
reoxidation of the reaction products. The nature of the reaction products was verified by gas 
chromatography. The instrument used was an Agilent 6890N with helium N6 (BOC) as the carrier 
gas (5 mol min-1), equipped with a 5 Å molecular sieve column (ValcoPLOT, 30 m length, 0.53 mm 
ID) and a  pulsed  discharge  detector  (D-3-I-HP,  Valco  Vici). The peak areas for H2 and CO were 
quantified by calibration with a custom-ordered calibrant gas containing 500 ppm of H2 and 200 ppm 
of methane and CO. Calibrations were carried out daily. 
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Chronocoulometry experiments used a Whistonbrook DF63 potentiostat and Labview software 
(National Instruments), HMDE working electrode, platinum wire counter and a silver wire quasi-
reference electrode. The cell was purged with argon (30 mins) before the experiments and kept under 
a blanket of argon throughout. A fresh mercury drop was used with every potential step. The potential 
was kept at the value of interest for 30 seconds, then stepped to -0.1 VNHE for 10 ms and stepped to 
the initial potential.  
3.3.3 Spectroscopic characterisation 
ESI-MS and elemental analysis were carried out by the University of Liverpool analytical services. 
ICP analysis was carried out either by the University of Liverpool analytical services or the Centre 
for Chemical Instrumentation and Analytical Services in Sheffield. FTIR was carried out on a Bruker 
Vertex instrument. UV-Vis spectra were recorded on a Shimadzu UV-2600 spectrophotometer. 1H, 
13C and 31P NMR spectra were recorded on a Bruker 400 MHz spectrometer. Chemical shifts (δ) are 
reported in ppm relative to residual solvent signals for 1H and 13C NMR (1H NMR: 7.26 ppm for 
CDCl3, 4.79 ppm for D2O. 
13C NMR: 77.1 ppm for CDCl3). Coupling constants (J) are reported in 
Hz. Multiplicities are reported as follows: s, singlet, d, doublet, dd, doublet of doublets, ddd doublet 
of doublet of doublets, t triplet, dt, doublets of triplets, q, quartet, qdd, quartet of doublet of doublets 
m, multiplet, c, complex, and br, broad. 
The microsecond-second transient absorption decays were measured using a Nd:YAG laser 
(Continuum, Surelite I-10, 355 nm, 4-6 ns pulse width). The third harmonic of the laser, 
corresponding to 355 nm, at a frequency of 0.33 Hz, was used as the excitation pulse. Typical 
excitation densities of 350 μJ/cm2 were used, unless otherwise stated. A liquid light guide with a 
diameter of 0.5 cm was used to transmit the laser pulse to the sample. The probe light source was a 
75 W Xe lamp (OBB Corp.) and the probing wavelength was selected using a monochromator (OBB 
Corp.) placed prior to the sample. The change in optical density of the sample is calculated by 
measuring the transmitted light with a Si Photodiode (Hamamatsu) and a homemade amplification 
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system coupled to both an oscilloscope (Textronix TDS 220) and data acquisition card (National 
Instruments NI-6221). The decays observed are the average of 250 laser pulses. The data was 
processed using home-built software built in Labview and with the Origin software. 
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On the arid lands there will spring up industrial colonies 
without smoke and without smokestacks; forests of glass tubes 
will extend over the plains and glass buildings will rise 
everywhere; inside of these will take place the photochemical 
processes that hitherto have been the guarded secret of the 
plants, but that will have been mastered by human industry 
which will know how to make them bear even more abundant 
fruit than nature, for nature is not in a hurry and mankind is. 
- Giacomo Cimician, 1912 
 
4 
The photochemical reduction of CO2 by Ni(cycP) in water 
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4.1 Scope of the chapter  
The previous chapter was focused on the synthesis and electrochemical properties of a Ni(cyc) 
catalyst modified with a phosphonic acid group. The results shown indicated that while the new 
complex retained some activity for CO2 reduction at a mercury electrode, the performances of this 
catalyst were significantly decreased with respect to the unmodified complex. Ni(cycP) was 
synthesised primarily with the aim of obtaining a molecular catalyst for CO2 reduction with a very 
stable binding group for immobilisation on semiconductor surfaces, to be coupled with a 
photosensitiser for the photochemical reduction of CO2. 
As outlined in Chapter 1, Ni(cyc) has been used in a completely photocatalytc system either in 
solution with a Ru dye (Scheme 24(a)) or in a supramolecular assembly (Scheme 24(b)), however it 
has never been reported in a heterogeneous photocatalytic system. The immobilisation of 
photosensitisers and catalyst on an inert support (Scheme 24(c)) has been proven efficient for the 
water splitting photocatalytic reaction,1,2 however such an approach has not been reported for CO2 
reduction.  
 
Scheme 24 – (a) Photocatalytic CO2 reduction by Ni(cyc) sensitised by Ru(bpy)3 in solution; (b) Ni(cyc) and Ru(bpy)3 are covalently 
linked in a supramolecular complex (the dashed line represents an unspecified linker); (c) on-particle system which uses an inert 
scaffold as an easier and more economical way of forcing dye and catalyst close together. 
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The electrochemical behaviour of Ni(cycP) immobilised on ZrO2 electrodes shown in the previous 
chapter indicated that the reduction of the nickel centre occurs at -0.8 VNHE under CO2. On the basis 
of this value we chose the well-known [RuII(2,2’-bipyridine)2(2,2’-bipyridine-4,4’-
diylbis(phosphonic acid)] (RuP from here onwards) as the photosensitiser, as we estimated RuP to 
have a sufficient driving force (ca. -0.3 eV under CO2) for electron transfer to the CO2 reduction 
catalyst (E0(RuP/RuP-) = -1.1 VNHE
2). Moreover, it has been reported that electron injection from the 
excited RuP to the ZrO2 conduction band does not take place,
3,4 due to the poor band alignment 
between RuP- and the conduction band potential of ZrO2 (ECB = −1.26 VNHE at pH 4.55,6). Ruthenium 
polypyridyl complexes modified with anchoring groups are widely used in the DSSC field.7 Amongst 
these, RuP has been found to be a very efficient sensitiser, mainly due to the high stability of the 
complex once it is bound to the surface. The presence of the phosphonic acid moieties has been 
studied and compared with other anchoring groups (carboxylic acids8, alkyl phosphonic acids9). RuP 
was found to be a better sensitiser than the carboxylic acid-modified complexes on the account of the 
stability on the semiconductor surface. Compared to alkyl phosphonic drivatives, RuP has been found 
to have the same stability on the surface, but a higher photocurrent efficiency.10 
In the first section of this chapter we will present the immobilisation of Ni(cycP) and RuP on 
commercial ZrO2 nanoparticles and their characterisation. Following co-anchoring of the two 
complexes, the photocatalytic properties of the modified particles with respect to the catalytic CO2 
reduction will be analysed, in water with added ascorbate as a sacrificial electron donor. The 
differences in activity between the heterogeneous system and the homogeneous one have been 
rationalised through the use of transient absorption spectroscopy (TAS). 
The second part of this chapter will focus on the ultrafast TAS of the complex Ni(cycP) immobilised 
on semiconductor nanocrystals of ZnSe. The system has been developed in collaboration with the 
University of Cambridge, where the ZnSe-QD were synthesised and the photocatalytic experiments 
carried out. We will briefly summarise the key results obtained by our collaborators, and subsequently 
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focus our discussion on the transient studies carried out at the University of Liverpool to build a 
kinetic model which would be consistent with the CO2 reduction activity observed during 
photocatalysis. 
4.2 Photocatalytic CO2 reduction by Ni(cycP) and RuP anchored on ZrO2 
4.2.1 Binding studies  
Preliminary binding studies of RuP have been carried out using a complex sample obtained from Dr 
Pau Farras, National University of Ireland, Galway. However, the sample was found to contain an 
impurity in the form of Ru(bpy)2Cl2. Although Ru(bpy)2Cl2 is unlikely to bind to ZrO2 the dye was 
re-synthesised in-house, using a reported method.9 Full details are in the materials and methods 
section, 4.4.1. RuP is prepared from diethyl 2,2'-bipyridine-4,4'-diphosphonate (1) and Ru(bpy)2Cl2 
(2). 2 is readily obtained by reaction of RuCl3 and a slight excess (2.5 eq.) of 2,2’-bipyridine in 
refluxing DMF (dimethylformamide) in the presence of LiCl to prevent complete conversion of RuCl3 
to [Ru(bpy)3]Cl2. The phopshonate ester of 2,2’-bipyridine is obtained by Pd-catalysed Hirao cross-
coupling11,12 of 4,4’-dibromo-2,2’-bipyridine and diethyl phosphite (Scheme 25).  
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Scheme 25 – Synthetic pathway to obtain [Ru(bpy)2(bpy-PO3H2)]Br2 (RuP). 
 
As the tetrakis(triphenylphosphine)palladium(0) catalyst is extremely air sensitive the reaction 
requires strictly anhydrous conditions. The pure product (1) is obtained via flash column 
chromatography, using a 9:1 mixture of CHCl3:acetone as the mobile phase. The reaction between 1 
and 2 is readily achieved by refluxing the two compounds in a mixed ethanol:water solvent for three 
hours, and the crude product is purified via column chromatography followed by ion exchange 
extraction to yield [Ru(bpy)2(bpy-P(O)(OEt)2](PF6)2 (3). Hydrolysis of the phosphonate ester (3) is 
achieved by refluxing in HBr overnight. The pure product [Ru(bpy)2(bpy-PO3H2)]Br2 (RuP, 4) is then 
obtained by precipitation from methanol with diethyl ether, to give a red crystalline solid (λmax = 455 
nm in ethanol, in agreement with past reports). The product was found to be pure by comparison with 
the literature 1H-NMR (NMR = nuclear magnetic resonance) and 31P-NMR (Figure 65) spectra9 and 
used without further purification. 
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Figure 65 – (a) 1H-NMR and (b) 31P-NMR of the final product RuP (4) in D2O. The symbols represent the assignment of the spectrum. 
 
In Chapter 3 the binding of Ni(cycP) to ZrO2 films was reported. FTIR (Fourier-Transform Infrared) 
spectroscopy confirmed the binding of Ni(cycP) to ZrO2 but no attempt was made to quantify or study 
the stability of the ZrO2/Ni(cycP). Here, the anchoring of RuP and Ni(cycP) to ZrO2 nanoparticles in 
turn is examined in greater detail. Ethanolic solutions of Ni(cycP) (0.1 – 10 mM, ) were used to soak 
ZrO2 nanoparticles (Ø < 100 nm, BET surface area = 11.3 m
2/g) in a ratio of 10 mg of nanoparticles 
per ml of solution. The dependence of concentration of catalyst in solution can be followed during 
the soaking process by UV-vis spectroscopy to provide a quantification of surface binding (Figure 
66).  
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Figure 66 – UV-vis spectra of the ethanolic solutions used for immobilisation of Ni(cycP) on ZrO2 before (black) and after (red) 
nanoparticles soaking, at different concentrations. 
 
Immobilisation was attempted with Ni(cycP) concentrations of 0.1-10 mM. After 48 hours of soaking, 
the UV-vis absorbance of all the solutions showed a decrease, indicating that significant uptake was 
occurring, with the absorbance peaks at 344 and 533 nm, indicative of Ni(cycP), disappearing 
completely in the 0.5 and 0.1 mM solutions (Figure 66(d) and (e)). The appearance of the peak at 330 
nm in the spectra can be attributed to the presence of residual ZrO2 particles in the solution which 
were not successfully removed by centrifuging, while the presence of a peak at 420 nm in the 0.1, 
0.5, and 1 mM soaking solutions may indicate the presence of square planar Ni(cycP), which is 
hypothesised to form upon adsorption of Ni(cycP) on ZrO2 (see section 3.2.3). The presence of the 
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square planar complex in solution indicates the presence of an equilibrium between the complex on 
the surface and in solution. Assuming complete uptake of the catalyst for the 0.1 mM and 0.5 mM 
samples this corresponds to 5 x 10-5 mol/g and 1 x 10-5 mol/g of Ni(cycP) on the ZrO2 nanoparticles. 
However this simple approach does not take into account the catalyst molecules that will not be 
covalently bound to the semiconductor surface, but will be physisorbed and will be removed with the 
ethanol washing which is carried out before drying the nanoparticles, and therefore the surface 
coverage calculated in this manner is not an accurate estimate. Diffuse reflectance (DR) UV-vis 
spectra of ZrO2/Ni(cycP) did not show any new feature that could be assigned to the presence of the 
complex on the material (Figure 67), in line with the very low extinction coefficient of the complex 
in solution (344 nm = 24 M-1cm-1 533 nm = 12 M-1cm-1) and the studies of immobilisation of Ni(cycP) 
to ZrO2 films, Chapter 3.2.3. 
 
Figure 67 – UV-vis spectrum of Ni(cycP) 10 mM in water (top) and soaked nanoparticles reflectance spectrum (bottom, transformed 
using the Kubelka-Munk function). 
 
The surface coverage of the catalyst on ZrO2/Ni(cycP) nanoparticles was calculated by suspending 
the powder in 1 M NaOH overnight, to desorb the Ni(cycP). The resultant solution was centrifuged 
and Inductively Coupled Plasma Optical Emission Spectroscopy (ICP-OES) was carried out on the 
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resulting solution to measure the nickel content. The ZrO2 nanoparticles commercial supplier states 
the average radius of the nanoparticles being 50 nm, therefore the surface area of one nanoparticle is: 
4𝜋(50𝑥10−9)2 = 3.14𝑥10−14𝑚2 (3.14𝑥10−10𝑐𝑚2) 
And the volume is equal to: 
4π((
50x10−9)3
3
) = 5.24x10−22m3 (5.24𝑥10−16𝑐𝑚3) 
In a typical experiment 5 mg of the ZrO2/Ni(cycP) nanoparticles were suspended in 5 ml of 1 M 
NaOH, 6.5 x 10-8 moles of nickel were measured by ICP-OES. Considering the density of ZrO2, d = 
5.89 g cm-3, the number of ZrO2 particles in an ICP-OES experiment will be: 
(
5x10−3
5.89 )
5.24x10−16
= 1.62x1012 particles 
With a total surface area of: 
(1.62 x 1012) x (3.14 x 10−10) = 508 cm2 
The number of molecules of Ni(cycP) immobilised on the nanoparticles is given by multiplying the 
moles, found through ICP-OES analysis, by Avogadro’s number: 
(6.5𝑥10−8𝑚𝑜𝑙𝑒𝑠)𝑥6.022𝑥1023𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑚𝑜𝑙𝑒𝑠⁄ = 3.9𝑥10
16𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 
Finally, the surface coverage is given by the total number of molecules adsorbed divided by the total 
number of nanoparticles: 
3.9𝑥1016
1.62𝑥1012
= 24074 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑛𝑎𝑛𝑜𝑝𝑎𝑟𝑡ⅈ𝑐𝑙𝑒. 
 Considering the area of a single Ni(cycP) molecule as 8 x 10-15 cm2 (based on geometric 
considerations extrapolated from the complex crystal structure), and the average surface area of a 
ZrO2 nanoparticle as 3.14x10-10 cm2, this value would correspond roughly to: 
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8𝑥10−15 𝑥 2.4𝑥104
3.14𝑥10−10
⁄ = 0.61 (61%) 
Which equates to over half a monolayer. 
The binding of RuP to ZrO2 has been studied elsewhere
2,9,13 and in line with past reports we observe 
that within 3 hours no further change in the concentration of RuP is observed for 0.1 mM solutions 
of the dye in ethanol in which ZrO2 was suspended (in a ratio of 10 mg/ml), indicating rapid surface 
immobilisation (Figure 68).  
 
Figure 68 – Decrease in the absorbance intensity at ~460 nm for soaking solutions (starting concentration = 0.1 mM) of RuP in 
ethanol, recorded at different soaking times. The inset shows the ZrO2 nanoparticles before (left) and after (right) soaking in RuP. 
 
In a similar manner as for Ni(cycP), ICP-OES analysis of desorbed RuP was carried out by 
suspending the modified ZrO2 in 1 M NaOH overnight and measuring the Ru content. For a standard 
sample (5 mg of ZrO2/RuP in 5 ml of 1 M NaOH) 2.5 x 10
-8 moles of ruthenium were found. These 
correspond to: 2.5𝑥10−8𝑚𝑜𝑙𝑒𝑠 𝑥 6.022𝑥1023𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑚𝑜𝑙𝑒𝑠⁄ = 1.5𝑥10
16𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠, which in 
turn correspond to 
1.5𝑥1016
1.62𝑥1012
= 9259 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑛𝑎𝑛𝑜𝑝𝑎𝑟𝑡ⅈ𝑐𝑙𝑒. This result may appear much 
smaller than the one obtained for the nickel complex, however once the much larger size of the Ru 
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complex is taken into account (1.65 x 10-18 m2)2 the surface coverage results again in ca. half a 
monolayer. Studies on the coverage of RuP on semiconductor oxides usually report complete 
coverage after three hours,14–16 in contrast to our results. However we note that the immobilisation 
via phosphonate linkers has been found extremely dependent on the conditions used for the anchoring, 
such as pH, solvent and temperature,9,10,13 and we have made no attempt to optimise these.  
The two complexes have been simultaneously immobilised on ZrO2 by co-soaking solutions 
containing both RuP and Ni(cycP). The presence of both species on the surface of the nanoparticles 
was verified by UV-vis and ATR-FTIR spectroscopies, (Figure 69 and Figure 70). All 
characterisation is carried out for ZrO2/RuP/Ni(cycP) samples prepared from a 5:1 ethanolic solution 
of RuP:Ni(cycP), and the rationale for the choice will be explained below. 
DR-UV-vis spectra of ZrO2/RuP and ZrO2/RuP/Ni(cycP) are indistinguishable (Figure 69), indicating 
that the presence of the nickel complex does not prevent RuP binding, with the RuP band at 455 nm 
being the main feature of the spectrum.  
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Figure 69 – Diffuse reflectance spectrum of ZrO2 (black), ZrO2/RuP (red), ZrO2/RuP/Ni(cycP) (blue). The spectra have been 
transformed using the Kubelka-Munk function. 
 
The ATR-FTIR (Attenuated Total Reflectance Fourier-Transform Infrared) spectrum of the RuP-
ZrO2-Ni(cycP) nanoparticles show a broadening of the bands in the phosphonate region (ca. 1250-
900 cm-1) observed in the ZrO2-Ni(cycP) sample, Figure 70, likely due to the presence of the 
phosphonate bands of RuP heavily overlapping with the Ni(cycP) bands observed in the 
ZrO2/Ni(cycP) sample. 
 
Figure 70 - (a) ATR-FTIR spectrum of powder [Ni(cycP)]n (black) and RuP (purple), (b) ATR-FTIR spectrum of blank ZrO2 (black), 
RuP-ZrO2 (orange), ZrO2-Ni(cycP) ( pink) and  RuP-ZrO2-Ni(cycP)  (green). 
 
The presence of the two complexes on the nanoparticles was instead studied by carrying out XPS 
spectroscopy, with the assistance of Dr Vin Danhak and Tom Whittles (Stephenson Institute for 
Renewable Energy). Because of the complexity of the signals under investigation, ZrO2 samples 
modified with one complex, either Ni(cycP) or RuP, were initially studied to generate the fitting 
mode. 
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Figure 71 - Experimental and simulated XPS spectra of Zr 3d levels for a (a) ZrO2 and (b) ZrO2/RuP/Ni(cycP) sample. 
 
The binding energies for Zr3d in ZrO2 nanoparticles (Figure 71(a)) show an agreement with literature 
values.17–20 In addition to the peaks corresponding to the Zr 3d5/2 and Zr 3d3/2 for ZrO2 another set of 
peaks at lower binding energy, which are much lower in intensity, are observed. The binding energy 
for these are in line with zirconium bonded to carbon, and the presence of a peak in the C 1s region, 
at low binding energies, further corroborates the assignment, and denotes the presence of carbon 
contaminant.21 The slight shift in the binding energies for a ZrO2/RuP/Ni(cycP) sample (Figure 71(b)) 
compared to a pure ZrO2 sample is due to screening effects of the complexes on the surface. 
The presence of the RuP complex on the nanoparticles was verified by analysing the Ru 3d peaks 
(Figure 72); these are heavily overlapped with the C 1s peaks, however the small concentration of 
complex on the surface prevents identification of other ruthenium peaks, which will have lower 
intensities. The binding energy of the Ru 3d5/2 peak is in agreement with past reports for a Ru
2+ 
oxidation state,22–24 with no noted difference between the spectra of ZrO2/RuP (Figure 72(a)) and 
ZrO2/RuP/Ni(cycP) (Figure 72(b)). 
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Figure 72 - Experimental and simulated XPS spectra of Ru 3d levels for a (a) ZrO2/RuP and (b) ZrO2/RuP/Ni(cycP) sample. 
 
The XPS measurements were carried out by recording a survey scan of the whole spectral region, 
which is used to evaluate the main features present. The settings of the spectrometer are then changed 
to analyse the various regions of interest with a higher spectral resolution. It was noted that during 
the survey scan the peaks corresponding to the ruthenium appeared more intense. To further 
investigate this behaviour, a series of scans were recorded consecutively, Figure 73. 
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Figure 73 – High resolution XPS spectra of Ru 3d region, recorded repeatedly for a 3 h period to determine the stability of ZrO2/RuP 
in the XPS experiment.  
 
In the contour plot, red and yellow colours represent higher intensities, and blue colours represent 
lower intensities. The shoulder previously assigned to the Ru 3d5/2 peak clearly disappears with time, 
indicating that RuP is not stable during prolonged XPS measurements. 
The Ni 2p peaks are regularly studied for nickel coordination complexes25 as they provide the most 
intense XPS response, however they also show a complex structure involving multiplet satellites. The 
appearance of satellite peaks is a well-known occurrence in XPS spectroscopy,26 and it occurs when 
an atom contains unpaired electrons, as is the case for a high spin nickel complex such as Ni(cycP). 
In these cases the core electron vacancies created during photoexcitation can be filled by coupling of 
the unpaired electrons in the core and in the outer shells, giving rise to a variety of states. This effect 
appears in the XPS as an envelope of peaks.27 
Here, the Ni 2p was found to be extremely weak for ZrO2/RuP/Ni(cycP), in line with expectations as 
the ZrO2/RuP/Ni(cycP) sample studied is prepared with a 5:1 RuP:Ni(cycP) ethanolic solution. The 
XPS spectrum of Ni(cycP) alone was recorded to create a fitting model which could be propagated 
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to ZrO2/RuP/Ni(cycP) and ZrO2/Ni(cycP), Figure 74. A fitting model using one peak to fit the main 
core level and one peak as a satellite was used. The binding energy of the main peak on both samples 
corresponds to a Ni2+ oxidation state,28–34 with the broadening of the bands in Figure 74(b) likely 
being caused by the presence of the zirconium together with the lower intensity of the nickel in this 
sample. The values for the binding energies calculated for all analysed samples are reported in Table 
18. 
 
 
Figure 74 - Experimental and simulated high resolution XPS spectra of Ni 2p levels for (a) Ni(cycP) powder and (b) 
ZrO2/RuP/Ni(cycP). 
 
Table 18 – Binding energies values for the elements analysed with XPS spectroscopy (in eV). 
Sample Zr 3d5/2 O 1s Ru 
3d5/2 
Ni 
2p3/2 
C 1s 
ZrO2 Zr-C ZrO2 Adv. Ni/Ru-
O 
1 2 3 Zr-C 
RuP/ZrO2/Ni(cycP) 181.9 180.0 529.9 532.4 531.2 280.8 854.8 285.0 287.3 289.3 282.6 
 ZrO2 182.2 180.3 530.2 532.4 -- -- -- 285.0 287.3 289.3 282.6 
ZrO2/Ni(cycP) 181.8 179.9 529.8 532.4 531.1 -- 854.8 285.0 287.3 289.3 282.6 
848 850 852 854 856 858 860 862 864 866 868
(b)
Ni 2pIn
te
n
s
it
y
 (
a
.u
.)
 Expt. spectrum
 Ni
(2+)
 2p
3/2
 Ni
(2+)
 2p
3/2
 sat.
 Ni
(2+)
 2p
3/2
 sat.
 background
 overall fit
(a)
Binding energy / eV
 211 
 
ZrO2/RuP 181.5 179.5 529.5 532.4 531.0 280.8 -- 285.0 287.3 289.3 282.6 
Ni(cycP) -- -- -- -- -- -- 854.8 -- -- -- -- 
 
 
4.2.2 CO2 reduction by ZrO2/RuP/Ni(cycP) 
The ratio between the photosensitiser and the catalyst has been found to be crucial for catalytic 
activity in many studies.2,35,36 In many reports the catalytic activity decreases over time due to 
degradation of the photosensitiser, which is very often light sensitive. Replenishing the sensitiser 
usually brings the activity to its initial level37. Having a higher ratio of light absorber molecules than 
catalyst would in this case improve the longevity of the photocatalytic system.  In natural 
photosynthesis, the light harvesting process has been adapted to the low photon-flux conditions of 
sunlight by placing more than 30 molecules of chlorophyll (the light absorber in higher plants) 
surrounding the reaction centre.38,39 This arrangement allows fast subsequent hole transfer to the 
reaction centre, circumventing the long timescales for light absorption in low photon-flux conditions 
(estimated at 1.6 photon per second40), and allowing the water oxidation reaction , which requires 4 
electrons, to be carried out efficiently. In a similar manner it is envisaged that the presence of several 
light absorber molecules per catalyst molecule will provide higher light-harvesting capability in the 
system, allowing electron transfer from two different dye molecules to the same catalyst molecule, 
avoiding accumulation of highly reactive reduced species. Therefore photocatalytic studies were 
carried out to explore the activity of different RuP:Ni(cycP) surface concentrations. 
 A screening of different ratios of catalyst and photosensitiser was carried out by changing the 
concentration of RuP in the soaking solutions, while keeping the concentration of Ni(cycP) constant. 
Table 19 shows the ICP-OES results obtained for different soaking solutions. It is apparent from the 
ICP-OES results that the ratios of RuP and Ni(cycP) present in the soaking solutions don’t reflect the 
ratios of Ru and Ni found on the ZrO2 after the soaking, with the final values being lower than the 
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solution ratios, with the exception of the sample containing the highest concentration of ruthenium 
dye. This might indicate a higher affinity of Ni(cycP) with the semiconductor, rather than RuP. 
Table 19 – Concentrations of Ru and Ni present in 5 mg of ZrO2 nanoparticles soaked in solutions containing different ratios of RuP 
and Ni(cycP), measured by ICP-OES. aThe concentration of Ni(cycP) was kept constant at 0.1 mM, and the RuP concentration was 
modified to reach the desired concentration ratio. 
Samplea ICP concentration (mol l-1) 
Achieved molar 
ratio on ZrO2 
(RuP:Ni(cycP)) 
  Ru Ni 
1:1 2.84 x 10-6 5.00 x 10-6 0.6 
2.5:1  6.55 x 10-6 2.69 x 10-6 2.4 
5:1 6.20 x 10-6 2.65 x 10-6 2.3 
10:1 1.04 x 10-5 7.24 x 10-6 14.4 
 
The photocatalysis was carried out by irradiating a nanoparticle sample suspended in ascorbate buffer 
(pH = 4, purged with CO2 for 30 minutes), which acts as a sacrificial electron donor, with a 300 W 
xenon lamp (375 nm < λ < 795 nm, 40-50 mW cm-2) under constant stirring, as previous studies 
indicated pH = 4 to be the best operating condition for Ni(cyc)37. The reaction products are analysed 
by carrying out GC of the cell headspace. Figure 75 shows the products obtained from initial 
screening experiments by irradiating 2 mg of each sample in 2 ml of ascorbate buffer solution at pH 
= 4 for a total of seven hours. Photocatalytic activity is typically reported with mass normalised rates, 
e.g. μmol g-1 hr-1, where the mass is that of the photocatalyst. If the photocatalyst mass is taken to be 
that of the ZrO2/RuP/Ni(cycP) we obtain a maximum CO evolution rate of 1.8 μmol g-1 hr-1. In this 
approach however it is envisaged that the ZrO2, which accounts for the largest amount of the material, 
is an inert scaffold, not taking part in the photocatalytic cycle. It was therefore considered more 
appropriate to report the results in moles per hour per gram of photoactive materials, by considering 
the total weight of Ru dye and Ni catalyst present in the photochemical cell, as measured by ICP-
OES, while the Turnover Number (TON) is calculated by using the moles of Ni(cycP) present in the 
sample, and all future catalytic rates in this chapter will use this approach. 
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Figure 75 – Moles of gas produced by 2 mg of nanoparticles in 2 ml of ascorbate buffer at pH = 4, irradiated with 50 mW cm-2 of light 
intensity, 375 nm longpass filter, per hour of illumination per gram of active species (Ru + Ni). The y axis on the right indicates the 
rate in μmol g-1 hr-1 considering the powder as the active photocatalyst. The number in parenthesis is the TON after 7 hours. The Ru:Ni 
ratio refers to that of the original ethanolic soaking solution. 
 
H2 and CO are the only detected products of the photocatalytic reaction, with the 
1H-NMR of the 
post-reaction solution (Figure 76) showing only the ascorbate, with no trace of RuP desorbed from 
the particles, Ni(cycP) or of liquid products such as formate.  
 
Figure 76 – 1H-NMR of the post-catalysis solution, after centrifuging out the nanoparticles, with added 10% D2O. 
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After 7 hours of illumination there was a marked difference in the yields of both H2 and CO across 
the range of RuP:Ni(cycP) ratios examined. While proton reduction dominates for most of the 
samples, the 5:1 ratio showed CO to be the major product of the photocatalytic reaction.  This was 
considered an extremely promising result, as very few CO2 reduction photocatalysts in water are 
known. While it is noted that the 10:1 ratio gave a much higher TONCO of 6.4 compared with the 
value of 4.8 obtained with the 5:1 ratio, the latter gave a higher overall yield of CO, and therefore we 
chose this as the main concentration for the rest of the photocatalytic experiments. Furthermore, it 
was initially thought that the 10:1 ratio gave poor selectivity, although it will be shown below that 
the H2 yields are likely far greater than measured during the screening experiment. 
During the optimisation of the photocatalytic system, a loss of selectivity was noted in repeat 
experiments. Intriguingly the CO yields were found to be constant and in line with Figure 75, however 
the H2 levels increased. Initially, the inconsistencies were attributed to contaminations present in the 
quartz cell originally used for photocatalytic experiments, however this hypothesis was soon 
discarded, as using a new glass reaction vessel for each experiment did not bring the results to a 
comparable level with the initial data. Next, the aging of the nanoparticles was investigated as the 
cause for the poor activity, and several batches were prepared and tested at different lifetimes, 
however this hypothesis was disproven as well. As the CO production activity was found to be the 
same, there is a possibility that the initial screening experiments had significant leaks, giving an 
artificially high selectivity due to the higher leak rate of hydrogen. As the CO2  CO activity was 
retained across multiple experiments, including using different batches of ZrO2/RuP/Ni(cycP) and 
ascorbate, and control experiments in the presence or absence of CO2 continued to confirm that CO2 
reduction was occurring, it is concluded that the H2 yields measured in Figure 75 were due to 
hydrogen leakage and don’t represent the catalyst’s intrinsic selectivity. For a 5:1 system repeated 
experiments gave a H2 evolution rate of 1336 ± 160 μmol g-1 h-1(RuP+Ni(cycP)) and a CO evolution rate 
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of 322 ± 26 μmol g-1 h-1(RuP+Ni(cycP)), with a TONCO of 4.8±0.38, calculated by considering the number 
of moles of Ni catalyst on the particles, being obtained after 7 hours of illumination. 
A full set of controls was carried out to ensure that all the components of the system are necessary 
for CO2 reduction to take place (Figure 77). At short timescales, the nanoparticles under argon showed 
ca. 20 times less CO than under CO2. Removing one of the complexes (run 1 and 4) led to 
significantly reduced CO yields, especially when the sample did not contain any sensitiser; in the 
absence of nickel catalyst, some CO activity was observed, however it is likely that this was due to 
the increased availability of Ru, causing a faster photodegradation of the ascorbate scavenger (vide 
infra). Finally, a photocatalytic experiment without the ZrO2 was carried out by irradiating a solution 
containing both RuP and Ni(cycP) in solution, with the concentration of Ru and Ni matching that in 
experiments 1-4, which showed only traces of CO compared to the immobilised complexes on the 
ZrO2 scaffold (Figure 77, run 5, TONCO = 0.2). Lastly, experiments using a 420 nm filter in place of 
the 375 nm show that CO production, while decreased and with reduced rate, is still occurring (Figure 
77, runs 6 and 7). 
 
 
Figure 77 – CO produced during illumination for a series of different experiments. The samples for experiments 1-4 and 6-7 were 
prepared by suspending 2 mg of nanoparticles in 2 ml of ascorbate buffer (pH = 4), while experiment 5 was run by illuminating 2 ml 
of a solution that was 0.1 M in ascorbate buffer, 2.65 μM in Ni(cycP) and 6.2 μM in RuP, pH = 4, 40 mW cm-2, 375 nm < λ < 795 nm 
(expt. 1-5) or 420 nm < λ < 795 nm (expt. 6-7). 
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Finally, we carried out isotopically labelled 13CO2 experiments in order to verify that the detected CO 
originates from the reduction of CO2 rather than decomposition of the components of the 
photocatalytic system. However, due to the lack of availability of a GC-MS, FTIR spectroscopy was 
used to determine whether 13CO was produced. The experiment requires a substantial amount of 13CO 
to be produced to have a high enough concentration for detection, therefore the 13CO2 control was 
carried out by scaling up the sample (15 mg of the nanoparticles were suspended in 15 ml of 
ascorbate). The suspension was purged with 13CO2, and the sample irradiated for 48 hours, to ensure 
that enough gas would be produced to allow detection. GC analysis revealed that 80 nanomoles of 
CO were evolved during the experiment. The headspace gas (1.5 ml) was injected in a custom-made 
FTIR gas cell, and the CO region of the FTIR spectrum was examined, Figure 78. 
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Figure 78 – a) rotovibrational spectrum of 12CO2 at 1 atm; b) FTIR of the reaction headspace (black) for a 13CO2 purged suspension 
of the modified nanoparticles after 48 hours of irradiation (40 mW cm-2, 375 nm < λ < 800 nm) compared with the spectrum obtained 
after a 12CO2 photocatalytic experiment (blue); the pink trace represents the top spectrum after a 30% subtraction of the blue trace. 
 
The FTIR spectrum revealed the presence of a mixture of 12CO and 13CO (with the Q branch modes 
at 2141 cm-1 and 2098 cm-1, respectively), with the 12CO being ca. 30% of the total CO present in the 
cell (determined by subtraction of a pure 12CO spectrum), showing that the majority of the product 
originates from the 13CO2 dissolved in the solvent. This confirms that some photocatalytic CO2 
reduction is occurring, however the presence of 12CO indicates that one of the components of the 
photocatalytic system is degrading during the experiment time. One other alternative is the 
contamination of the sample with an external carbon source (e.g. the particles were not completely 
dried after the ethanol washing). ICP-OES analysis of the post catalysis solution (obtained by 
2200 2150 2100 2050 2000
 
 
 
13
CO
2
 
 
12
CO
2
 
Wavelength / cm
-1
 
13
CO
2
 with 
12
CO (30%) subtracted
a
b
P branch R branch
P branch R branch
 218 
 
centrifuging the nanoparticles and diluting the remaining solution to 5 ml, the minimum amount 
required to carry out the analysis) shows no trace of either ruthenium or nickel in solution, suggesting 
that the complexes are stable on the surface of the nanoparticles within the time of the photocatalytic 
experiment. XPS of the nanoparticles after 48 hours of illumination was carried out. Although it was 
shown previously that RuP is unstable during the high resolution scans of the regions of interest, the 
survey scan at low resolution of the particles show the presence of the peak previously assigned to 
the Ru 3d5/2 level, Figure 79, indicating that RuP does not degrade during the photocatalysis, in line 
with the ICP-OES analysis of the solution over 48 hours.  
 
Figure 79 - Low resolution XPS spectra of the Ru 3d levels for ZrO2/NiCycP (black), ZrO2/NiCycP/RuP (red) and ZrO2/NiCycP/RuP 
post catalysis (blue). 
 
The XPS spectrum of the Ni 2p levels on the post catalysis nanoparticles was found to be complicated 
due to the high level of noise in the spectral region of interest (Figure 80), and was therefore 
considered inconclusive. 
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Figure 80 - Experimental and simulated XPS spectra of Ni 2p levels for (a) ZrO2/RuP/Ni(cycP) after the photocatalysis experiment, 
and (b) Ni(cycP) powder. 
 
We therefore decided to explore if the breakdown of the hole scavenger (AA) could be the cause of 
the additional 12CO. Carrying out experiments under argon revealed that at short times (less than 20 
hours) the amount of CO detected is negligible compared to the sample under CO2 (Figure 81), again 
suggesting that the primary CO source is photocatalytic CO2 reduction. However, the amount of CO 
at > 24 hours is significant, hence it is apparent that at prolonged periods decomposition of a 
component of the photocatalytic system is also giving rise to CO.  
 
Figure 81 – Moles of CO produced during illumination (40 mW cm-2, 375 nm < λ < 795 nm) of an argon purged photocatalytic sample 
(black). The red bar represents the typical amount of CO obtained after 7 hours of illumination of a CO2 purged sample. 
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Ascorbate is well-known to degrade in the presence of light41–43, heat44,45 or oxygen46–48 into a variety 
of products which can ultimately lead to CO being formed. As the XPS and ICP-OES analysis did 
not indicate significant degradation of either RuP or Ni(cycP), ascorbate break down appears the most 
likely source of the 12CO in the labelled experiment and in the control under argon. While the 13CO2 
experiment did confirm that photocatalytic CO2 reduction is occurring, it is important to recognise 
that at prolonged periods (> 20 hours) CO can also be produced via alternative pathways, thus CO 
yields measured during long experiments would be misleading. Unfortunately FTIR experiments for 
shorter periods did not give a sufficient signal-to-noise (S:N) ratio to determine if the 12CO amount 
was significantly lower at <20 hours. As the control under argon showed minimal CO production for 
short experiment times, it was assumed that the ascorbate is stable within that timeframe, and 
therefore all other CO2 reduction measurements were carried out for a maximum of 7 hours. 
The data presented above shows that the on-particle approach used here has potential advantages over 
other systems using Ni(cyc) as a catalyst for the photochemical reduction of CO2. The solution 
approach reported by Calvin et al.37, which had both catalyst and sensitiser in solution, was 
characterised by low TONs (0.1 for CO and 0.7 for H2) unless the sensitiser was replenished 
periodically, and the irradiation was sustained for long periods of time (TON = 4.8). Furthermore, the 
solutions for the photochemical experiments had to be quite concentrated (2 x 10-3-10-4 M) to show 
significant amounts of gas. In line with this past study, our control experiment carried out by 
illuminating a solution of RuP and Ni(cycP) in solution in the absence of the ZrO2 scaffold gave poor 
yields of products (ca. 30 times decrease in activity compared to the immobilised system), Figure 77. 
In addition, the same TONs (TONCO = 4.8 ) were achieved within 7 hours of the suspension being 
illuminated, by using only a weak light source (150 or 300 W lamp, adjusted to give 40 mW cm-2), 
compared to the 1000 W lamp used in the study. We note however, that in the best conditions, the 
selectivity of the solution sample was shown to be much higher than what was obtained here in repeat 
experiments. 
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The lower activity shown by the solution sample compared to the on-particle one is in line with the 
hypothesis that immobilising the components of the photocatalytic system would improve activity by 
increasing the electron transfer from the sensitiser to the catalyst. Towards the same aim a few studies 
have attempted to improve the yields of electron transfer by covalently binding the sensitiser to 
Ni(cyc) in supramolecular assemblies.49–51 These systems do show higher stabilities when compared 
to the singular components in solution (in particular with regards to the Ru sensitiser), however the 
activities reported never showed higher activities than the solution system (the TONs reported are 
between 0.001 and 5 ). 
Of particular relevance to this project was the study published by Aukauloo and co-workers51 on a 
ruthenium-Ni(cyc) complex, where the authors carried out a thorough study of the kinetics of the 
photocatalytic reaction by the new complex. The authors used spectroscopic studies to demonstrate 
successful electron transfer from the Ru centre to the Ni, however they noted that recombination was 
still the major pathway, due to the very small driving force between the two metal centres. 
Furthermore, the CO2 reduction to CO by the supramolecular complex in solution was shown, 
however the TON after 60 hours of illumination was only 5.2. Furthermore, the photocatalysis was 
carried out in acetonitrile only, while the system studied here is able to reduce CO2 to CO in water. 
In the next section the kinetics of the on-particle systems will be studied with spectroscopic methods, 
in order to build a kinetic model and compare the immobilised system with the components in 
solution. 
4.2.3 Transient spectroscopy 
To explain the factors behind the greatly enhanced activity of ZrO2/RuP/Ni(cycP) versus RuP and 
Ni(cycP) in solution we have carried out a series of spectroscopic studies to identify the kinetics of 
the key steps. The kinetic analysis was carried out on ZrO2 thin films on glass rather than on the free 
nanoparticles, due to the experimental difficulties arising from a highly scattering sample such as a 
ZrO2 suspension. ZrO2 films were prepared in a similar way as outlined in the previous chapter, by 
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doctor blading a ZrO2 paste made according to literature procedure on glass slides (see section 4.4.1). 
RuP and Ni(cycP) were immobilised on the films by soaking the films in ethanolic solutions of either 
RuP (0.5 mM) or RuP and Ni(cycP) (0.5 mM and 0.1 mM respectively) for 48 hours, followed by 
rinsing with ethanol and drying (see experimental section for more details).  The films were 
characterised using UV-vis spectroscopy, which only showed the RuP MLCT band (Figure 82), due 
to the low extinction coefficient of Ni(cycP) (533 nm = 12 M-1 cm-1). 
 
Figure 82 - UV/Vis spectra of ZrO2/Ni(cycP), ZrO2/RuP and ZrO2/RuP/Ni(cycP) films. 
 
The initial step in the photocatalytic cycle is proposed to be the excitation of RuP to an MLCT state 
RuP*, followed by reductive quenching by ascorbate to yield RuP-. Steady-state emission 
spectroscopy of ZrO2/RuP films in water at pH 4 (Figure 83) showed the formation of RuP* with an 
emission at 618 nm. The emission intensity decreased with increasing concentrations of ascorbate 
buffer, however it was not completely suppressed, and it remained approximately constant at 
concentrations of ascorbate > 0.1 M, indicating partial quenching of the emissive state. 
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Figure 83 – Steady state emission for a ZrO2/RuP film in argon purged solutions, recorded following excitation at 435 nm. 
 
For freely diffusing species in solution, characterised by dynamic quenching, the relationship between 
the intensity of the emission and the concentration of scavenger is given by the Stern-Volmer 
equation: 
Where F0 is the emission intensity in the absence of the scavenger, kq is the rate of quenching, τ0 is 
the lifetime of emission in the absence of scavenger and [Q] is the concentration of scavenger. A plot 
of Fo/F should be linear, with an intercept of 1 and a slope that is equal to kq τ0. If the emission lifetime 
is known it will then be possible to extrapolate the rate of emission quenching.  
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Figure 84 – (a) Classic Stern-Volmer analysis for a ZrO2 film modified with RuP, obtained by plotting the decrease in steady-state 
emission with the concentration of ascorbate buffer (pH = 4), and (b) modified model accounting for immobilised RuP molecules that 
will be less accessible to the scavenger dissolved in solution. 
 
The obtained relationship (Figure 84(a)) is not linear, indicating that the quenching is not completely 
dynamic. A similar trend in the fluorescence quenching was observed in systems with two different 
types of fluorophore in the system, one which is accessible to the quencher and one that has limited 
accessibility.52,53 Here, it is feasible that the ruthenium dye molecules that are immobilised on ZrO2 
particles on the surface of the films are more accessible than the particles in the “bulk” of the films 
(Scheme 26), where diffusion of ascorbate molecules will be slower on the account of the porosity of 
the material, compared to the free diffusion in the solution. 
 
Scheme 26 – Simplified scheme showing how RuP molecules anchored on ZrO2 particles within the film will be less accessible to 
ascorbate molecules, on the account of the slower diffusion through the pores in the films rather than in solution. 
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A modified Stern-Volmer analysis has been proposed for quenching in a system with restricted 
diffusion53: 
𝐹0 = 𝐹0𝑎 + 𝐹0𝑖 (2) 
𝐹 =
𝐹0𝑎
[1 + 𝐾[𝑄]] + 𝐹0𝑖
 (3) 
∆𝐹 = 𝐹0 − 𝐹 = 𝐹0𝑎 (
𝐾[𝑄]
[1 + 𝐾[𝑄]]
) (4) 
𝐹0
∆𝐹
=
1
𝑓𝑎𝐾[𝑄]
+
1
𝑓𝑎
 (5) 
𝑓𝑎 =
𝐹0𝑎
[𝐹0𝑎 + 𝐹0𝑖]
 (6) 
 
Where F0a is the emission intensity of the accessible dye, F0i the emission intensity of the dye with 
limited accessibility, fa is therefore the fraction of the emission intensity that is accessible to the 
quencher, and K is the Stern-Volmer constant for the quenching of the “accessible” MLCT states. A 
plot of F0/ΔF vs. 1/[Q] should then be linear (Figure 84(b)), with the intercept being fa-1 and the slope 
being (faK)
-1. Here, an intercept of 1.21 was obtained, with a slope of 7.78 x 10-3, which indicates that 
82% of the ruthenium is accessible to the ascorbate in solution. In order to calculate the rate constant 
for the quenching of RuP* by ascorbate, the emission lifetime was calculated by carrying out transient 
photoluminescence measurements (Figure 85). The emission decay was monitored at 650 nm 
following excitation with a laser pulse (355 nm, 40 μJ), taking extreme care in thoroughly purging 
the solution in order to avoid false values given by the presence of oxygen. In the absence of the 
scavenger the emission decay is well fitted to a single exponential function with a lifetime of 447 ± 
6 ns. Measuring the change in emission decay upon addition of different concentrations of ascorbate 
would allow calculation of the rate of quenching of the excited state by the scavenger, however it is 
difficult to align the sample in the exact same position after each addition of ascorbate, making the 
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measurement challenging. A single point measurement was carried out at the concentration of 
ascorbate used during the photocatalytic experiments (Figure 85).  
 
Figure 85 – Transient photoluminescence spectra of a ZrO2 film modified with RuP in the absence and presence of ascorbate buffer 
(pH = 4). The sample was excited at 355 nm and the emission decay was monitored at 620 nm. The instrument response is reported 
for comparison. 
 
Under these conditions the decay is much faster than for the film in the absence of the scavenger (the 
emission lifetime for the film in 0.1 M ascorbate was τ = 186 ± 5 ns, in line with past reports2), which 
indicates that the emission quenching is dynamic; if static quenching was the mechanism in action, 
the lifetime of emission would not change in the presence or the absence of the scavenger. 
Furthermore, in the case of a strong interaction between RuP and ascorbate, the MLCT band for RuP 
in the ground state UV-vis spectrum would be expected to shift in the presence of the scavenger, 
while this is not the case, Figure 86 
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Figure 86 - UV-vis spectra of RuP in the absence and presence of ascorbate buffer (pH = 4). 
 
 The experimental trace is fitted to a single exponential function, similarly to the decay of emission 
in water. The calculated rate constant for the decay in presence of ascorbate was 5.48 x 106 s-1, 
compared to the rate constant calculated for the film in water of 2.30 x 106 s-1. If it is assumed that 
the decay in the presence of ascorbate occurs via a single competing pathway, the rate of quenching 
will be given by: (5.48 x 106 s-1)- (2.30 x 106 s-1) = 3.18 x 10-6 s-1, giving rise to a lifetime of ca. τ = 
310 ns. The values calculated here indicate that ca. 60% of the emission is quenched by the ascorbate 
at this concentration, however they were extrapolated from a single point measurement. By using the 
emission lifetime value found here, it is possible to calculate a rate constant for quenching of RuP* 
by ascorbate, by dividing the Stern-Volmer constant (160 s-1 M-1) calculated from the steady-state 
emission measurements (Figure 83 and Figure 84) by the emission lifetime (310 ns). This gives rise 
to a rate constant of 5.1 x 1010 M-1. The value for the quenching rate constant here is higher than the 
limit for a diffusion-controlled process (109 M-1), however we note that the model used to calculate 
the Stern-Vomer constant might not reflect the true nature of the quenching, and therefore the rate 
constant is an extrapolation. However, the emission lifetime value will be accurate, as it is calculated 
from a film in the same conditions as those used for photocatalytic experiments. 
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The model used here to examine the kinetics post RuP- formation in more detail is based on the one 
used in the report by  Aukauloo et al.51 Excitation of RuP initially generates a 1MLCT state, which 
rapidly decays to a long-lived 3MLCT excited state (RuP*) This is quenched by ascorbate (AA) to 
generate the reduced RuP- and oxidised ascorbate AA+.. RuP- can then either react with NiII(cycP) to 
yield NiI(cycP) and RuP or undergo a back reaction with AA-. (Scheme 27). 
 
Scheme 27 – Proposed kinetic scheme for the photodriven reduction of NiII(cycP) by RuP, leading to CO2 reduction, using the on-
particle system described.  
 
The transient absorption spectrum of a ZrO2/RuP film in water shows an intense bleach which is 
partially overlapped with a positive feature at 650 nm, Figure 87. The positive peak is assigned to the 
MLCT state RuP  RuP*. The negative signals arise from the ground state bleach at ca. 450 nm and 
the MLCT emission from 550 to 750 nm. It has been shown previously that RuP* is able to undergo 
reductive and oxidative quenching,2 to yield either the reduced RuP- or the oxidised RuP+, 
respectively. The potentials for both species have been previously reported (E(RuP+ / RuP*) = −0.95 
VNHE, E(RuP / RuP
-) = -1.1 VNHE),
54 and it is anticipated that electron injection from the RuP* or the 
RuP- to the ZrO2 conduction band edge (ca. -1.2 VNHE
6) cannot occur, in line with previous 
reports.9,55,56  As anticipated, neither Figure 87 (a) or (b) show indication of electron injection from 
the excited RuP to ZrO2, which would appear in the spectrum as a feature at ca. 700 nm,
9,55,56 
characteristic of the formation of RuP+. The spectrum of the film in the presence of ascorbate as the 
hole scavenger (0.1 M, pH = 4) shows partial quenching of the MLCT emission, with a decrease in 
intensity of the large bleach at 650 nm, and a new positive feature at 510 nm which is assigned to a 
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RuP- species.2 Electron injection from RuP- has been shown not to occur2, therefore the loss of RuP- 
in the absence of Ni(cycP) is attributed to the reaction between RuP- and oxidised ascorbate species, 
present in much higher concentration compared to the RuP- species due to the known degradation 
pathways of ascorbate,51 which could not be prevented even when the highest purity reagents were 
used. 
 
Figure 87 – Transient absorption spectra of ZrO2 films modified with RuP in (a) water and (b) ascorbate buffer, pH = 4. Samples 
excited at 355 nm with a laser intensity of 150 μJ cm-2 under argon. 
 
The transient absorption spectrum of a ZrO2 film modified with both RuP and Ni(cycP) under argon 
is shown in Figure 88(a). The spectrum shows the same features of the ZrO2/RuP sample in ascorbate 
buffer, with the bleach at 450 nm arising from the loss of the ground state, the positive feature at 510 
nm indicating the formation of RuP- and the remaining emission of the MLCT excited state at 650 
nm. Again, no feature at 700 nm, indicating formation of RuP+, was observed, confirming our 
expectation that RuP* and Ni(cycP) do not interact, although we note that a positive feature at that 
wavelength could be obscured by  the strong emission peak. Interestingly, the decay of the 510 nm 
feature was much faster for the ZrO2/RuP/Ni(cycP) sample than for the ZrO2/RuP sample, indicating 
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that electron transfer from RuP- to Ny(cycP) is occurring. Unfortunately, observation of the newly 
formed Ni(cycP)- was precluded by the low extinction coefficient of Ni(cycP) (ε344nm = 24 M-1 cm-1 
and ε533nm = 12 M-1 cm-1 in aqueous solution). The decay of the RuP- species (Figure 88(b)) can be 
fitted to a single stretched exponential function for both the sample without the catalyst and the sample 
with the catalyst. The stretched exponential function has the form O.D.510 nm = 𝑦0 + 𝐴1e
−(𝑘t)β, 
which allows the calculation of an apparent rate constant kapp.  
 
Figure 88 – (a) Transient absorption spectrum for a ZrO2 film modified with RuP and Ni(cycP) in the presence of ascorbate buffer 
(0.1 M, pH = 4); the sample was excited at 355 nm with a light intensity of 150 μJ cm-2. (b)Transient absorption decays at 510 nm for 
a ZrO2/RuP sample in ascorbate buffer (black), a ZrO2/RuP/Ni(cycP) sample in ascorbate buffer under argon (blue) and CO2 (green). 
 
During the TAS experiment, an excitation wavelength of 355 nm was used, with a low repetition rate 
to avoid accumulation of NiI(cycP). Under these experimental conditions it is possible to assume that 
[NiII(cycP)] >> [RuP-], as (a) 355 nm is at the edge of the MLCT band of RuP, and (b) the laser 
intensity used for the experiments was low (150 μJ cm-2), giving rise to a maximum RuP- 
concentration per laser pulse (1013 molecules cm-2) ca. two orders of magnitude below the 
concentration of Ni(cycP) on the ZrO2 nanoparticles as calculated by ICP-OES (10
15 molecules cm-
2). It follows that it is possible to approximate [NiII(cycP)]t ~ [Ni
II(cycP)]0, and the rate equation for 
the loss of RuP- will be: 
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 𝑑[𝑅𝑢𝑃−]
𝑑𝑡
=  −𝑘𝑒𝑡[𝑅𝑢𝑃
−][𝑁ⅈ(𝑐𝑦𝑐𝑃)]0 − 𝑘𝑟𝑒𝑐[𝑅𝑢𝑃
−][𝐴𝐴+.]0 (7) 
 𝑑[𝑅𝑢𝑃−]
𝑑𝑡
=  −𝑘𝑎𝑝𝑝[𝑅𝑢𝑃
−] (8) 
 𝑘𝑎𝑝𝑝 = 𝑘𝑟𝑒𝑐[𝐴𝐴
+.]0 + 𝑘𝑒𝑡[𝑁ⅈ(𝑐𝑦𝑐𝑃)]0 (9) 
In the absence of the catalyst (ZrO2/RuP) kapp≈ krec [𝐴𝐴+.]0 = 1.4 x 10
3 s-1 (Scheme 27). In the 
presence of the catalyst the calculated kapp was much higher (kapp = 7.8 x 10
3 s-1), which gives rise to 
a ket[Ni
II(cycP)]0 = 6.4 x 10
3 s-1, by assuming that the two decays occur via simple competitive 
pathways, and that back-electron transfer from Ni(cycP)- to RuP does not occur as it is 
themodynamically unfavoured by ca. 0.3 V. According to the relationship in Eq. 10, which is the 
relative yield (ϕ) for a branch of two competing pathways in Scheme 27,51 it is possible to estimate a 
yield of relative electron transfer from the dye to the catalyst in the immobilised system of 82 %. 
 
𝛷[𝑁𝑖𝐼(𝑐𝑦𝑐𝑃)] =
𝑘𝑒𝑡[𝑁ⅈ(𝑐𝑦𝑐𝑃)]0
𝑘𝑒𝑡[𝑁ⅈ(𝑐𝑦𝑐𝑃)]0 + 𝑘𝑟𝑒𝑐[𝐴𝐴
+.]
0
 
(10) 
 
The TAS kinetics for the ZrO2/RuP/Ni(cycP) sample was recorded under CO2 as well (Figure 88(b)), 
however no changes are noted when compared with the sample under argon. This is attributed to the 
slow nature of the CO2 reduction reaction, which prevents the observation of charge carrier dynamics 
associated with this process. 
The electron transfer kinetics of the immobilised system have been compared to the homogenous 
system by carrying out TAS measurements of the two complexes in an ascorbate solution (Figure 
89), in concentrations equal to the amounts of RuP and Ni(cycP) used in the control experiment 
(Figure 81, experiment 5). In the absence of Ni(cycP) a kapp ~ 1.8 x 10
2 s-1 is calculated, while in the 
presence of the catalyst the measured kapp was 1.9 x 10
2 s-1. This value corresponds to a 
ket[Ni
II(cycP)]+]0 = 0.1 x 10
2 s-1, with an electron transfer yield of 5%. The values measured here rely 
on a single concentration measurement, and as the inaccuracies with deriving the kapp from a single 
concentration of Ni(cycP) were deemed too high, the kapp was measured for a range of concentrations 
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of Ni(cycP); a plot of kapp vs. the concentration of Ni(cycP) should follow a linear relationship, Figure 
89, the slope of which will yield the value of the molar rate constant ket = 2.8 x 10
6 M-1 s-1, in line 
with the previous single point measurement once the concentration of the catalyst is factored in. 
 
Figure 89 – Apparent rate constant relationship with the concentration of Ni(cycP), calculated by monitoring the transient absorption 
decay at 510 nm for a solution of RuP (9 μM), and adding increasing amounts of Ni(cycP).  
 
The spectroscopic data presented above demonstrates the validity of the on-particle approach. The 
transient absorption experiments clearly show a faster electron transfer from the reduced sensitiser 
RuP- to the nickel catalyst, compared to when the components are in solution (Scheme 28). Moreover, 
the electron transfer was found to be faster than in the previously studied supramolecular complex, 
with a ket that was ca. two orders of magnitude larger.
51 This is hypothesised to be an effect of the 
close proximity of RuP and Ni(cycP) when bound to the ZrO2 surface, together with the absence of 
covalent linkages which might hinder fast electron transfer from one metal centre to the other. 
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Scheme 28 - Kinetic scheme for the light driven reduction of NiCycP leading to CO2 reduction using on particle ZrO2/RuP/NiCycP 
compared to the dye and catalyst in solution. Lifetimes of exponential fits from TAS and emission studies are given in bold. ǂValues 
taken from ref.[2]. 
 
4.2.4 Conclusions 
Immobilising a sensitiser and a molecular catalyst on an inert support with the aim of enabling fast 
electron transfer yielded good results for the photocatalytic reduction of CO2 to CO. The on-particle 
system allowed the screening of several ratios of dye and catalyst, and the study of the electron 
transfer kinetics via spectroscopic methods. Furthermore, the photocatalytic system described is 
amongst the few known photocatalysts for CO2 reduction in water. Due to time constraints, a full 
optimisation with the aim of increasing CO yields and suppressing H2 production was not possible, 
however future studies will aim at (a) screening different hole scavengers and (b) substitute the costly 
RuP with a cheaper alternative.  
Ascorbate has been shown to be unstable at prolonged periods of irradiation, precluding any 
significant studies on the stability of the system. Furthermore, the scavenging ability of ascorbate has 
been shown to be lower than other available systems. In particular, a study by Ishitani et al.57 has 
recently highlighted the importance of choosing the right scavenger for each photocatalytic 
experiment. Testing different scavengers might prove beneficial for the selectivity of CO as well.  
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Ultimately, a photocatalytic device for CO2 reduction has to operate in water, and has to be composed 
of cheap and abundant material. Finding an alternative dye to the expensive RuP to drive the reduction 
of the nickel catalyst is therefore an attractive improvement for the photocatalytic system described 
herein. In the next section, Ni(cycP) will be anchored on ZnSe quantum dots for the photodriven 
reduction of CO2 in water, with the aim of obtaining a cheaper and more efficient system. 
4.3 – Ni(cycP) anchored to QDs for the photochemical reduction of CO2 
4.3.1 Results and discussion 
Attempts to use water-soluble CdS nanocrystals (capped with cysteine) (Ø ~ 4 nm) coupled to 
Ni(cycP) for photocatalytic CO2 was attempted during the course of this PhD project, but no activity 
was achieved for CO2 reduction; we hypothesised that the inactivity of the system was largely caused 
by poor electron transfer from the QDs to the catalyst, which could not be anchored on the surface of 
the quantum dots due to the presence of the capping ligand, hindering access to the CdS for the 
catalyst in solution. Furthermore, the conduction band potential of the QDs was found to be -0.7 
VNHE, which is not negative enough to provide the driving force necessary for electron transfer to 
Ni(cycP) (NiII/I ~ -0.8 VNHE on a surface). 
 Recently, a mild ligand stripping technique has been reported which yielded well dispersed quantum 
dots stabilised by BF4
- anions and DMF molecules. By applying this technique, Reisner et al.58 were 
able to significantly improve the photocatalytic production of hydrogen by CdS quantum dots 
decorated with a Co molecular catalyst which was functionalised with a phosphonate group. The same 
authors have applied the ligand stripping method to a variety of semiconductor nanocrystals for 
photochemical applications, and have kindly agreed to test their semiconductor samples with our 
nickel molecular catalysts for the visible-light photodriven CO2 reduction. In the following section, 
the work carried out in collaboration with the University of Cambridge will be presented. Prof. Erwin 
Reisner’s team has carried out the synthesis and characterisation of the stripped ZnSe quantum dots 
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and the photocatalytic experiments, while I have carried out the transient absorption spectroscopy 
experiments with Mr Jonathan Lee, of the University of Liverpool Physics department. A brief 
summary of the work done in Cambridge is given below, to provide a context for the kinetic studies 
carried out here. Dr. Moritz Kuehnel and Constantin Sahm, who carried out the work in Cambridge, 
kindly agreed on providing a few of their experimental results for this purpose, for which I am very 
grateful. 
Figure 90 shows the valence and conduction band potentials for a wide array of semiconductor 
materials (N.B., the values shown are valid for bulk materials, therefore a wider bandgap is expected 
for quantum dots of the materials considered), at pH 0 vs. NHE.  
 
Figure 90 – Semiconductor valence band (green) and conduction band (blue) positions at pH 0, reported relatively to vacuum in eV 
and relative to the NHE in V. The dotted lines represent the water oxidation and reduction potentials. The black and red bars indicate 
the semiconductor oxidation (red) and reduction (black) potentials, which determine the stability of the material. Reproduced from [59] 
 
Based on our electrochemical studies (Chapter 2 and 3) of Ni(cycC) and Ni(cycP), CdS, CdSe and 
ZnSe potentially all have sufficient driving force for electron transfer from the QDs to the molecular 
catalysts to occur (assuming a Nernstian shift of the conduction band edge with the pH). An initial 
screening of different QDs with Ni(cycC) (Figure 91) revealed ZnSe to be the best performing 
material, in agreement with the conduction band potential of this material being the more negative 
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amongst the QDs studied, therefore all the following photocatalytic and spectroscopic experiments 
were carried out using ZnSe QDs. 
 
Figure 91 – Quantities of H2 and CO generated by Ni(cycP)(200 nmoles) coupled with different QD materials and scavengers (0.1 M). 
Data recorded after 4 hours of irradiation under a CO2 atmosphere (100 mW cm-2, λ = 400 nm).Carried out by Dr. Moritz Kuehnel 
and Constantin Sahm. 
 
4.3.2 Synthesis and photochemical studies 
The quantum dots (QDs) were prepared with a heat-up method, which consists in heating a solution 
of ZnSt2 (zinc stearate) and selenium powder in octadecene (Scheme 29). This method yields stearate-
capped nanocrystals, the size of which is easily controlled by varying the reaction time and stopping 
the growth by rapid cooling of the reaction mixture; longer reaction times yield larger quantum dots, 
absorbing to higher wavelengths. The quantum dots synthesised with this procedure are insoluble in 
polar solvents, due to the long alkyl chain of the stearate capping ligand. The particles were stripped 
of the ligand using a recently reported method,60 to obtain BF4
- capped particles (Scheme 29), which 
are easily suspended in DMF to give clear yellow suspensions. 
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Scheme 29 – Synthethic steps to obtain “stripped” ZnSe-QD stabilised by BF4- anions. Carried out by Dr. Moritz Kuehnel and 
Constantin Sahm. 
 
The particles have been characterised by TEM, powder X-ray diffraction, UV-vis and IR 
spectroscopy, which revealed well dispersed, highly crystalline particles with an average size of 4.5 
± 0.53 nm; the as-prepared suspension of the quantum dots is highly concentrated, with the 
concentration (measured by inductively coupled plasma optical emission spectroscopy, ICP-OES, 
and considering the average number of Zn2+ atoms per QD) varying significantly in different batches.  
Ni(cyc), Ni(cycC) and Ni(cycP) prepared at the University of Liverpool were all tested for their ability 
to anchor to the stripped QDs, by stirring a solution of QDs and catalyst (0.5 μM and 10 μM, 
respectively) in water for 2 hours, then centrifuging the QDs out of the supernatant liquid and 
measuring the content of Zn and Ni by ICP-OES. Figure 92 shows the results obtained for the three 
complexes. Surprisingly, Ni(cyc)shows a degree of adsorption which is comparable to the carboxylic 
acid derivative, with the phosphonic acid derivative showing higher uptake: 13% of the complex 
present in the soaking solution binds on the QDs, corresponding to 2.52 moles of Ni(cycP) per mole 
of QDs. 
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Figure 92 – Catalyst uptake by the ZnSe-QD, expressed in % relative to the initial amount of catalyst present in the soaking solution. 
Carried out by Dr. Moritz Kuehnel and Constantin Sahm. 
 
A screening of the three different complexes for photocatalytic CO2 reduction was carried out by 
irradiating a CO2 purged solution of the QD, catalyst and ascorbate buffer as the hole scavenger (pH 
5.5) with visible light and measuring the gas headspace with GC (Figure 93). The results indicated 
that Ni(cycP) gave the higher yield of CO compared to Ni(cyc)and Ni(cycC), indicating that a higher 
amount of anchored catalyst promotes electron transfer. 
 
Figure 93 – TON of CO (relative to the amount of Ni catalyst present in the system) obtained by the three catalysts studied. Carried 
out by Dr. Moritz Kuehnel and Constantin Sahm. 
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Despite the similarity of affinity for ZnSe of Ni(cyc) and Ni(cycC), a large difference in TONCO is 
observed, likely indicating that the binding of Ni(cyc) is more labile compared to Ni(cycC), due to 
the absence of a suitable binding group on the catalyst framework. Due to the higher TONCO obtained 
with Ni(cycP), this complex was chosen for further optimisation. Optimisation was carried out by the 
Cambridge University team by screening different hole scavengers, pH values, QDs concentration 
and catalyst loading. The best results were obtained using ascorbate buffer at pH 5.5 (0.1 M), using 
a 0.5 μM suspension of QDs with a catalyst loading of 1:20 (catalyst concentration = 10 μM). The 
best result was chosen as a compromise between yield of CO and selectivity of CO over H2. Indeed, 
even the best system shows significant hydrogen production, with a selectivity of ca. 30% after 4 
hours of irradiation, however this was attributed to free surface sites on the stripped QDs promoting 
the side reaction. The addition of small amounts of 2-(dimethylamino)ethanethiol (DMAET) (1:50 
ratio of QD:DMAET), a capping ligand, was found to greatly reduce the amount of hydrogen 
produced during photocatalysis, giving a selectivity of 45% compared to the sample without DMAET 
(30%). Interestingly, as well as inhibiting proton reduction, the addition of DMAET causes a dramatic 
increase in CO production, with a TONCO of 300 after 17 hours, compared to the value of ca. 200 
obtained with the sample without DMAET in the same conditions. It is proposed that DMAET binds 
to the QDs via the thiol group, leaving the amino group free, which is likely to be protonated at pH 
5.5, giving the nanoparticles a net positive charge. This could hinder proton penetration to the surface 
due to electrostatic repulsion, lowering H2 production, and increasing catalyst uptake on the QD, 
therefore increasing CO production. 
Several control experiments were carried out to ensure that all the components of the photocatalytic 
system were essential for CO2 reduction. All the control experiments showed only small amounts of 
CO produced. In addition, photocatalytic experiments ran in the presence of 13CO2 showed the 
presence of only 13CO, as measured by IR spectroscopy. Finally, the external quantum efficiency 
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(EQE) was measured to be 3.9% for H2 and CO evolution combined, calculated according to the 
following equation: 
 
𝐸𝑄𝐸 (%) =
2 𝑛𝐶𝑂𝑁𝐴ℎ𝑐
𝑡𝑖𝑟𝑟𝜆𝐼𝐴
 (10) 
Where nCO is the number of moles of CO, NA is Avogadro’s number, h is Planck’s constant, c is the 
speed of light, λ is the wavelength of irradiation, I is the light intensity and A is the illuminated area.  
4.3.3 TAS spectroscopy of ZnSe QDs 
The ultrafast dynamics of charge carriers in ZnSe quantum dots have been studied in the past with 
TA spectroscopy.61 The samples reported were ZnSe nanocrystals capped with thioglycolic acid 
(TGA) and dispersed in aqueous solution, and therefore are different from the QDs studied here, 
however the data already reported can be used as a guideline to identify the main spectral features. 
The sample received from Cambridge was a concentrated sample of the stripped QDs in DMF (0.1733 
mM as determined by ICP-OES), to use as stock for the preparation of dilute samples for the 
spectroscopic experiments. It was found that the QDs have a strong tendency to aggregate upon 
addition to an aqueous solution, causing precipitation of the QDs out of solution and making the 
measurement of the transient spectra challenging. As the particles are well dispersed in DMF, the 
quantum dots in this solvent were studied first, using the same concentration of QDs typical of a 
photocatalytic experiment. The detailed protocol is described in section 4.4.1; briefly, 5.8 μl of the 
stock solution were diluted in 2 ml (the final concentration of the QDs was 0.5 μM). The steady state 
UV-vis and emission spectra were measured, (Figure 94). The UV-vis spectrum showed a strong 
feature at 415 nm, which corresponds to an electronic transition from the valence band to the 
conduction band, and a tail, commonly observed in semiconductor nanocrystals,62–67 which may 
indicate the presence of a series of close energy states to either the valence band or the conduction 
band, due to defects in the material. The emission spectrum recorded after excitation at 310 nm 
showed an emission maximum at 460 nm and a tail of emissive states at higher wavelengths. 
 241 
 
 
Figure 94 – (a) Ground state UV-vis spectrum of the DMF colloidal solution (0.5 μM) prior to the TAS experiment, and (b) emission 
spectrum of the DMF colloidal solution, recorded following excitation at 310 nm. 
 
Based on the steady state spectra obtained, two possible models for electron-hole separation and 
recombination were proposed, where (i) the excited electrons decay to trap states close to the 
conduction band edge, and subsequently recombine, giving rise to the tail observed in the emission 
spectrum and (ii) trap states close to the VB edge are present in the material, which give rise to trapped 
holes followed by recombination67 (Scheme 30). 
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Scheme 30 – The likely charge carrier dynamics for the ZnSe-QD suspended in DMF. 
 
Figure 95 – Ultrafast transient absorption spectrum for a sample of QDs in DMF. The sample was excited at 400 nm. 
 
The transient spectrum of the ZnSe-QD in DMF was recorded by exciting the sample at 400 nm and 
monitoring absorbance changes in the 400-900 nm range, as shown in Figure 95; the colour plot 
shows ΔO.D. as a function of time and wavelength, where blue tones are negative signals and red and 
orange are positive signals. A strong bleach, which represents the loss of the ground state absorption 
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(Figure 95), was observed at 455 nm, followed by a broad positive signal at ca. 500 nm. The decay 
of the two main features can be fitted to a double exponential function, Figure 96(a), with lifetimes 
of τ1(450 nm) = 3 ± 0.2 ps and τ2(450 nm) = 32 ± 3 ps for the negative feature and τ1(500 nm) = 22 ± 2 ps and 
τ2(500 nm) = 366 ± 22 ps for the positive feature. The positive signal has been previously assigned to 
photoholes,61 in line with our emission studies, therefore this formed the starting hypothesis. The 
decay of the positive signal indicates that recombination is a fast process on the order of picoseconds. 
 
Figure 96 - (a) Transient absorption decays for the QDs in DMF measured at 450 and 500 nm and (b) scheme of the charge carrier 
dynamics occurring during the TAS experiment.  
 
Spectra of the QDs in neat water were challenging to obtain, due to the rapid aggregation of the 
nanocrystals in this solvent, even when the sample was prepared rigorously under argon (the presence 
of trace oxygen was observed to significantly accelerate aggregation). Adding the capping ligand 
DMAET, in the concentrations used for the photocatalytic experiments, proved to stabilise the QDs 
enough so that spectra could be obtained. Unfortunately experiments in DMF with added DMAET 
were not possible. The steady state spectra are shown in Figure 97. 
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Figure 97 - (a) Ground state UV-Vis spectrum of ZnSe-QD (0.5 μM) in H2O containing DMAET in a 50:1 ratio DMAET:QD prior to 
the TAS experiment, and (b) emission spectrum of the same colloidal solution, recorded following excitation at 310 nm. 
 
The UV-Vis spectrum (Figure 97(a)) of the ZnSe in the aqueous solution was found to be similar than 
the one of the DMF sample, however the emission spectrum (Figure 97(b)) clearly showed the 
presence of more defined states within the emission tail, at ca. 485 and 530 nm, indicating that in 
water the emissive states previously observed in the DMF solution are more prevalent. This is 
tentatively attributed to the number of defects increasing on the QDs due to the poor stability in water. 
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Figure 98 - Ultrafast transient absorption spectrum for a sample of QDs in H2O containing DMAET in a ratio of 50:1 DMAET:QD. 
The sample was excited at 400 nm. 
 
The transient absorption spectrum of the QDs in water in the absence of the scavenger or the catalyst 
showed a similar behaviour to the DMF sample, with a fast bleach at 420 nm, and a broad positive 
hole signal. It is notable however that in the H2O sample the broad feature showed, in line with the 
steady state emission spectrum, more defined regions, at 470 and 580 nm. Interestingly, these defined 
regions in the TA spectrum correspond to the same wavelengths at which the ground state emission 
spectrum showed shoulders (Figure 97(b)), indicating that the decay of the positive signal observed 
is a measure of recombination of holes with excited electrons (Figure 99(b)). The kinetic traces 
recorded at 425 nm, 470 nm and 580 nm are shown in Figure 99(a). Again, the experimental traces 
fit to double exponential functions with lifetimes of τ1(425 nm) ~ 1 ± 0.2 ps and τ2(425 nm) = 35 ± 10 ps 
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for the negative feature, τ1(470 nm) = 25 ± 4 ps and τ2(470 nm) = 410 ± 90 ps for the 470 nm trace and τ1(580 
nm) = 5.7 ± 0.7 ps and τ2(580 nm) = 290 ± 20 ps for the 580 nm trace.  
 
Figure 99 – (a) Transient absorption decays for the sample measured at 425, 470 and 580 nm and (b) scheme of the charge carrier 
dynamics occurring during the TAS experiment. 
 
Upon addition of ascorbate the UV-Vis spectrum appeared essentially unchanged (Figure 100(a)), 
however the steady state emission was partially quenched, as shown in Figure 100(b), indicating that 
the ascorbate was rapidly scavenging the photogenerated holes. In line with the steady state emission 
spectrum, the TA spectrum of the solution showed the positive signals at 470 and 580 nm 
disappearing, and instead the spectrum showed a broad negative bleach at ca. 520 nm. As it appeared 
to be quenched in the presence of a hole scavenger, the positive signal is confirmed to be a photohole 
signal. A new broad bleach was observed at 520 nm; long-lived emissions are corrected for by the 
TAS software during data analysis, and stimulated emissions generally appear as sharp signals, 
therefore emission is ruled out as the cause of the broad bleach.  
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Figure 100 - (a) Ground state UV-vis spectrum of ZnSe-QD (0.5 μM) in H2O containing DMAET in a 50: ratio DMAET:QD and 0.1 
M ascorbate buffer (pH = 6.5) prior to the TAS experiment, and (b) emission spectrum of the same colloidal solution, recorded 
following excitation at 310 nm. 
 
 
Figure 101 - Ultrafast transient absorption spectrum for a sample of QDs in 0.1 M ascorbate buffer (pH = 6.5) containing DMAET in 
a ratio of 50:1 DMAET:QD. The sample was excited at 400 nm. 
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As the holes are scavenged, the positive signal assigned to those holes is no longer seen. The negative 
feature is assigned to long-lived electrons which are now more likely to have decayed to trap states 
close to the conduction band edge following excitation (Figure 102(b)). The lifetime of the new signal 
is calculated by fitting the experimental trace to a triple exponential function (Figure 102(a)), with 
τ1(520 nm) = 3.7 ± 0.4 ps, τ2(520 nm) = 113 ps ± 16 and τ3(520 nm) = 2.3 ± 0.79 ns. It is notable that the 
negative signal does not recover within the timescale of the instrument. The TA spectrum at longer 
timescales was also measured, however the combined time resolution of the instruments available is 
such that the ns-μs window is not observable, and the μs TA spectrum showed no feature.  
 
 
 
Figure 102 – (a) Transient absorption decays for the sample measured at 520 nm; (b) scheme of the charge carrier dynamics occurring 
during the TA experiment.  
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Figure 103 – Ultrafast transient absorption spectrum for a sample of QDs in 0.1 M ascorbate buffer (pH = 6.5) containing DMAET in 
a ratio of 50:1 DMAET:QD. The sample was excited at 400. Expanded from Figure 101. 
 
By focusing our attention on the first few picoseconds of the TA spectrum (Figure 103), it was 
possible to note a strong positive feature at ca. 720 nm, which decayed very rapidly, at the same time 
as the negative signal assigned to trapped electrons appeared. The kinetics of the signal indicated that 
the lifetime of the electron trapping process is on the order of a picosecond, however the fit used 
relied on few data points, and the error on the lifetime is 50%, therefore this is only an estimate. This 
positive signal is assigned to the electron trapping process. 
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Figure 104 - Ground state UV-vis spectrum of ZnSe-QD (0.5 μM) in 0.1 M ascorbate buffer (pH = 6.5) containing DMAET in a 50:1 
ratio DMAET:QD and Ni(cycP) in a ratio of 20:1 cat:QD prior to the TAS experiment. 
 
The UV-vis spectrum of a QD sample containing Ni(cycP) in a 20:1 ratio (cat:QD) and ascorbate 
buffer appeared similar to the one obtained without the catalyst (Figure 104). The same behaviour 
was obtained in the TA spectrum as well, Figure 105, with the appearance of the same broad bleach 
as the main feature. Interestingly, the signal recovers faster than in the sample without Ni(cycP). The 
change in optical density at 520 nm with time is shown in Figure 106(a); as for the previous sample, 
the signal does not completely recover during the timescale of the experiment. Nevertheless, when 
fitted to a three exponential function, the lifetimes of the signal for the sample containing Ni(cycP) 
were found to be τ1(520 nm) = 1.1 ± 0.3 ps,  τ2(520 nm) = 44.5 ps ± 6 and τ3(520 nm) = 873 ± 156 ps, much 
lower than what was found in the sample without the catalyst. This faster recovery is assigned to 
electron transfer of the trapped electrons from the ZnSe QD to Ni(cycP), in line with the observed 
photocatalytic results. 
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Figure 105 - Ultrafast transient absorption spectrum for a sample of QDs in 0.1 M ascorbate buffer (pH = 6.5) containing DMAET in 
a ratio of 50:1 DMAET:QD and Ni(cycP) in a ratio of 20:1 cat:QD. The sample was excited at 400 nm. 
 
 
Figure 106 – (a) Transient absorption decays for the sample measured at 520 nm;  (b) scheme of the charge carrier dynamics occurring 
during the TAS experiment.  
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Scheme 31 – Kinetics of the ZnSe-QD/Ni(cycP) assembly when the system is irradiated with visible light, as measured by transient 
absorption spectroscopy. 
 
Scheme 31 shows charge carrier dynamics that were obtained via ultrafast TA spectroscopy. The 
stripped nanoparticles are significantly more active for CO2 reduction than the fully capped ones, 
however they are not very selective on account of protons being reduced at the surface of the QDs. 
Furthermore, while the QDs are well dispersed in DMF, they tend to form opalescent solutions in 
water, typical of aggregation. The addition of small amounts of DMAET as the capping ligand (ratio 
of 50:1 with the QDs) suppresses hydrogen production, possibly by blocking the active sites on the 
surface, and helps to stabilise the QDs enough to allow the recording of TA spectra. This technique 
indicates that charge separation is very fast (< 1 ps), with a series of states close to the valence band 
giving rise to broad signals, and that recombination is the main pathway in the absence of scavengers 
or catalysts. When ascorbate is added, excitation from sub-bandgap states is prevented due to the 
holes being scavenged, and electron excitation from the valence band is seen instead, confirmed by 
the disappearance of the positive signal at 470 nm, which was assigned to the photoholes. Instead a 
very fast process is observed at 720 nm, which is assigned to decay of the photogenerated electrons 
to trap states below the conduction band. A broad bleach, recovering in ca. 1.5 ns, appears 
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immediately after the trapping signal disappears, due to the generation of long-lived electrons in the 
trap states. In the absence of the catalyst, the long-lived bleach is due to the de-trapping of the residual 
electrons and recombination via oxidised scavenger. In the presence of the catalyst, the recovery of 
the trapped electrons is twice as fast (900 ps), indicating that electron transfer from the QDs to the 
catalyst is faster than recombination, and partially suppresses it. 
4.3.4 Conclusions 
Anchoring Ni(cycP) to ligand-free ZnSe quantum dots achieved visible-light CO2 reduction to CO as 
the main product, with small amounts of H2 as the side product. The new system is composed only 
of cheap and abundant materials, and furthermore is active in water. The current benchmark for light-
driven CO2 reduction is a carbon nitride photosensitiser decorated with Ag nanoparticles with an 
anchored binuclear ruthenium complex,68 which reduces CO2 to formic acid. The highest efficiency 
of the system was reached in DMA with TEA as the sacrificial electron donor, with a calculated 
external quantum efficiency (EQE) of 5.2%, however it was demonstrated that CO2 reduction was 
maintained in water as well, with lower yields of HCOOH. The external quantum efficiency of the 
ZnSe-QD/Ni(cycP) photocatalyst was measured to be 3.9% for H2 and CO production combined, 
lower than that achieved by Ishitani and co-workers. However we note that the EQE calculated here 
is achieved with abundant materials. 
We have examined the kinetics of the charge carries in detail by using a combination of steady state 
emission spectroscopy and ultrafast TAS spectroscopy. We have built a complete kinetic model for 
the ZnSe-QD/Ni(cycP) photocatalyst. The transient absorption spectroscopy experiments elucidated 
the behaviour of the charge carriers in the ZnSe-QD/Ni(cycP) photocatalyst, showing that the electron 
transfer from the QDs to the molecular catalyst is faster than recombination, and therefore favoured 
during photocatalytic experiments. 
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4. 4 Materials and methods 
4.4.1 Materials 
The starting materials and solvents for the synthesis were purchased by Sigma Aldrich, Fisher 
Scientific or VWR, and used without further purification unless otherwise specified. 4,4’-dibromo-
2.2’-bipyiridine was purchased from TCI chemicals. Milli-Q water (18.2 MΩ) was used throughout. 
All electrolyte salts and solvents were purchased from Sigma Aldrich or VWR and used without 
further purification. Ar, N2 and CO2 were purchased from BOC at CP or higher grade.  
Diethyl 2,2'-bipyridine-4,4'-diphosphonate (1) 
In strictly anhydrous conditions 4,4’-dibromo-2.2’-bipyiridine (140 mg, 1 eq.), diethyl phosphite 
(0.12 ml, 2.1 eq.) and triethylamine (0.18 ml, 3 eq.) are dissolved in dry toluene (10 ml), and 
tetrakis(triphenylphosphine)Pd(0) (47 mg, 0.1 eq.) is added last. The mixture is refluxed for 4 hours, 
then it is filtered while hot. The solvent is removed, and hexane is added. The mixture is refluxed for 
two hours, to yield a clear solution and an orange oil in the bottom. The solution is decanted, and the 
solvent rotary evaporated. The residue is purified via flash column chromatography (CHCl3:acetone 
9:1) to yield the pure Diethyl 2,2'-bipyridine-4,4'-diphosphonate as a white-pink solid. Obtained: 120 
mg, yield 64%. 1H NMR (400 MHz, CHLOROFORM-d) δ ppm 8.79 (t, J = 5.1 Hz, 2H), 8.72 (d, J 
= 14.2 Hz, 2H), 7.67 (ddd, J = 13.0, 4.8, 1.2 Hz, 2H), 4.14 (qdd, J = 8.2, 7.3, 3.0 Hz, 8H), 1.31 (t, J 
= 7.1 Hz, 12H). 31P NMR (162 MHz, CHLOROFORM-d) δ ppm 14.66 (s). 
Ru(bpy)2Cl2 (2) 
RuCl3∙H2O (100 mg, 1 eq.) and LiCl (107 mg, 5 eq.) are dissolved in 7 ml of DMF under constant 
stirring. 2,2’-bipyridine (190, 2.5 eq.) is added, and the mixture is refluxed overnight. The mixture is 
cooled down, acetone (20 ml) is added and the solution is kept at 0°C for 8 hours. The purple 
precipitate is filtered and washed with acetone (3x5 ml), cold diethyl ether (3x5 ml) and finally with 
cold water (3x5 ml) to yield a dark purple crystalline powder. Obtained: 200 mg, yield 80%. 1H NMR 
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(400 MHz, DMSO) δ ppm 9.95 (d, J = 5.4 Hz, 2H), 8.63 (d, J = 8.0 Hz, 2H), 8.47 (d, J = 7.9 Hz, 2H), 
8.06 (t, J = 7.3 Hz, 2H), 7.76 (t, J = 6.3 Hz, 2H), 7.67 (t, J = 7.7 Hz, 2H), 7.50 (d, J = 5.4 Hz, 2H), 
7.10 (t, J = 6.2 Hz, 1H).  
[Ru(bpy)2(bpy-PO3H2)]Br2 (RuP, 4) 
Diethyl 2,2'-bipyridine-4,4'-diphosphonate (35 mg, 1 eq.) and Ru(bpy)2Cl2 (50 mg, 1.25 eq.) are 
dissolved in a 1:1 mixture of ethanol and water, and the solution is refluxed in the dark for 3 hours. 
The solvent is removed to yield a reddish-brown residue. This is dissolved in the minimum amount 
of a 9:1 acetone:water mix, and purified via flash column chromatography. The ruthenium starting 
material is eluted with a 9:1 acetone:water mobile phase. The [Ru(bpy)2(bpy-P(O)(OEt)2] product is 
eluted as the NO3 salt by eluting the column with acetone:water:KNO3sat 9:1:0.1 (10 drops of KNO3 
saturated solution in 100 ml of mobile phase). The solution is concentrated until only water is left, 
and KPF6 (150 mg, 10 eq.) is added. The [Ru(bpy)2(bpy-P(O)(OEt)2](PF6)2 thus formed is extracted 
from the aqueous phase with dichloromethane (3x20 ml) the organic fractions are combined, dried 
over MgSO4, then filtered. The solvent is rotary evaporated to yield an orange-red solid which was 
found to be pure by 31P-NMR (δ ppm 11.14(s)). The solid is dissolved in HBr (3 ml) and is heated at 
110°C in the dark overnight. The solvent is removed under vacuum using a liquid nitrogen trap. The 
residue is dissolved in the smallest amount of methanol and stirred until complete dissolution, and 
the pure product is precipitatd out by adding diethyl ether. The deep red powder was filtered, washed 
with diethyl ether and dried under vacuum. Obtained: 30 mg, yield 41%. 1H NMR (400 MHz, 
DEUTERIUM OXIDE) δ ppm 8.77 (d, J = 12.6 Hz, 1H), 8.54 (d, J = 8.2 Hz, 2H), 8.06 (t, J = 7.9 
Hz, 2H), 7.93 (dd, J = 5.6, 3.3 Hz, 1H), 7.80 (dd, J = 9.5, 5.5 Hz, 2H), 7.57 (dd, J = 11.5, 5.7 Hz, 
1H), 7.43 – 7.32 (m, 2H). 31P NMR (162 MHz, DEUTERIUM OXIDE) δ ppm 6.88 (s).  
General procedure for the preparation of the ZrO2 nanoparticles 
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ZrO2 nanoparticles (Sigma Aldrich) were calcined at 350°C for 30 minutes prior to soaking 
experiments. A solution of Ni(cycP) 0.1 mM in ethanol was used throughout, and the concentration 
of RuP was adjusted to obtain the desired ratio and catalyst and dye. The particles were suspended in 
the solution in a ratio of 10 mg per ml of solution, and were stirred for 48 hours at room temperature. 
After this time, the particles were centrifuged (3x30 mins at 8000 RPM). The soaking solution was 
decanted, and the particles were washed with ethanol once, then centrifuged again and dried under 
vacuum. They were ground with a mortar and pestle and stored in the dark. 
General procedure for the photochemical experiments 
2 mg of the nanoparticles were suspended in 2 ml of freshly prepared ascorbate buffer 0.1M (pH 4 or 
5) in a 5 ml glass vial equipped with a magnetic stirring bar and a septum screw cap. The vial was 
sealed and purged with either argon or CO2 for 30 minutes. The sample was illuminated with either 
a 150 W Xe arc lamp (Applied Photophysics) or a 300 W Xe lamp (LOT Quantum Design), under 
constant stirring. The IR radiation was filtered with a KG1 filter (Thorlabs), and light with λ < 375-
420 nm was blocked using long pass filters (Thorlabs or Edmund Optics). The light intensity incident 
to the sample was measured with an optical power meter and a thermal sensor (Thorlabs) and set to 
either 40 or 50 mW cm-2 by changing the distance of the sample from the light source. Care was taken 
to ensure that the entire sample was illuminated during experiments. The nature of the reaction 
products was verified by gas chromatography using an Agilent 6890N with helium N6 (BOC) as the 
carrier gas (5 mol min-1), equipped with a 5 Å molecular sieve column (ValcoPLOT, 30 m length, 
0.53 mm ID) and a pulsed  discharge  detector  (D-3-I-HP,  Valco  Vici). The peak areas for H2 and 
CO were quantified by calibration with a custom-ordered calibrant gas containing 500 ppm of H2 and 
200 ppm of methane and CO. Calibrations were carried out daily. 
Preparation of films for electrochemical and TAS experiments 
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ZrO2 films were prepared by depositing ZrO2 colloidal paste (average particle diameter = 20 nm) on 
fluorine-doped tin oxide (FTO) slides. The slides were sonicated in water for 20 minutes, then in 
ethanol for 20 minutes, and finally calcined in the furnace at 400°C for 30 minutes before the 
deposition. The paste was deposited on the films and spread with a glass rod. The films were allowed 
to dry before the slides were heated at 450°C for 30 minutes. The films were dip coated in solutions 
of either RuP 0.5 mM in ethanol or RuP 0.5 mM/Ni(cycP) 0.1 mM in ethanol for 48 hours, then they 
were copiously rinsed with ethanol and dried with a stream of nitrogen. Prior to the TAS experiments, 
the films were placed in a quartz cell which was filled with either water or ascorbate buffer 0.1 M 
(pH = 4) and sealed. The solution was degassed for 30 minutes with argon. 
 
General procedure for the ZnSe-BF4 QD-cat sample preparation 
The ZnSe-BF4 was received as a concentrated (0.1733 mM by ICP-OES) stock solution in anhydrous 
DMF under argon, and was afterwards stored in the fridge in the dark. Extreme care was taken to 
ensure that the stock solution was kept under argon at all times during the sample preparation. A 
solution of either water, water + 25 μM DMAET (2-(dimethylamino)ethanethiol hydrochloride, 2.5 
mM stock solution), ascorbate buffer (0.1 M, pH 6.5) + 25 μM DMAET or ascorbate buffer (0.1 M, 
pH 6.5) + 25 μM DMAET + 10 μM Ni(cycP) was purged with argon for 30 minutes, and 5.8 μl of the 
quantum dots were added to give a total volume of 2 ml. The solution was argon purged for a further 
15 minutes. 300 μl were transferred into a 1 mm path length quartz cuvette for the microsecond TAS 
experiments or 500 μl were transferred into a 2 mm path length quartz cell for the femtosecond TAS 
experiments. 
4.4.2 Spectroscopic characterisation 
ESI-MS and elemental analysis were carried out by the University of Liverpool analytical services. 
ICP-OES analysis was carried out either by the University of Liverpool analytical services or the 
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Centre for Chemical Instrumentation and Analytical Services (University of Sheffield). FTIR was 
carried out on a Bruker Vertex instrument. The FTIR spectra of the gaseous reaction products of the 
photochemical experiments were carried out using a custom-made cell with a path length of 10 cm. 
The headspace of the reaction vessel was injected using a gas-tight syringe in the cell via a septum. 
UV-Vis spectra were recorded on a Shimadzu UV-2600 spectrophotometer. Steady-state emission 
measurements were carried out using a Perkin-Elmer LS55 fluorimeter, while for the time resolved 
emission measurements samples were excited by a UV laser (355 nm, 6 ns, <40 J cm-2, 0.5 Hz) and 
the RuP* emission at 650 nm was passed through a monochromator (OBB) and a long pass 400 nm 
filter (OD 4, Edmund optics) before detection by a fast Si photodiode (HCA-S-200M) coupled to an 
amplifier (HVA-200M-40-B). The instrument response function of the system was measured from 
the scattered 355 nm light off a BaSO4 sample, with the 400 nm long pass filter removed and found 
to be on the order of 10 ns at the gain levels and oscilloscope settings used. Kinetic traces are recorded 
by averaging 128 laser shots. 1H, 13C and 31P NMR spectra were recorded on a Bruker 400 MHz 
spectrometer. Chemical shifts (δ) are reported in ppm relative to residual solvent signals for 1H and 
13C NMR (1H NMR: 7.26 ppm for CDCl3, 4.79 ppm for D2O, 2.50 for DMSO. 
13C NMR: 77.1 ppm 
for CDCl3, 39.5 for DMSO). Coupling constants (J) are reported in Hz. Multiplicities are reported as 
follows: s, singlet, d, doublet, dd, doublet of doublets, ddd doublet of doublet of doublets, t triplet, dt, 
doublets of triplets, q, quartet, qdd, quartet of doublet of doublets m, multiplet, c, complex, and br, 
broad. 
XPS measurements were performed in a standard ultrahigh vacuum (UHV) chamber operating at a 
base pressure of less than 2 × 10−10 mbar with hydrogen as the main residual gas, using a PSP Vacuum 
Technology non-monochromatic Al Kα X-ray source (hν = 1486.6 eV) typically operating at 144 W, 
together with a PSP Vacuum Technology electron-energy analyzer operating with a typical constant 
pass energy of 20 eV. Calibration of the spectrometer was performed using a polycrystalline silver 
foil, cleaned in vacuo. The Ag 3d5/2 photoelectron line had a binding energy (BE) of 368.3 eV and a 
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full-width at half-maximum (FWHM) of 1.2 eV. Charge compensation was achieved by setting the 
binding energy of the main adventitious C 1s peak to 285.0 eV. 
Transient absorption spectroscopy 
The microsecond TAS experiments were carried out using the third harmonic of a Nd:YAG laser 
(Continuum, Surelite I-10, 355 nm, 6 ns pulse width) operating at 0.33 Hz as the UV excitation source. 
The repetition rate was chosen to ensure that all charge carriers had fully decayed prior to the next 
excitation event. A liquid light guide transmitted the laser pulse to the sample. A laser intensity of ca. 
150 J cm-2 at 355 nm was incident on the sample, unless otherwise specified. A 75 W Xe lamp (OBB 
Corp.) coupled to monochromator (OBB Corp., set to 4 nm resolution) was used as the probe light 
and the change in optical density of the sample was calculated by measuring the transmitted light 
using a Si Photodiode (Hamamatsu) and a homemade amplification system coupled to both an 
oscilloscope (Textronix TDS 220) and data acquisition card (National Instruments NI-6221). The 
oscilloscope data were used to study the microseconds time scales while the DAQ card acquired the 
milliseconds to seconds data. The data shown are the result of averaging 300 laser shots per trace. 
Full spectra were obtained by measuring a kinetic trace every 25 nm. 
Femtosecond TA spectroscopy was carried out using a PHAROS laser (Light Conversion, Ltd) 
operating at 10 kHz coupled to an ORPHEUS optical parametric amplifier (Light Conversion, Ltd) 
in tandem with a LYRA harmonic generator (Light Conversion, Ltd) to produce the desired 
wavelength for sample excitation. The pump beam intensity was adjusted with a neutral density filter 
so as to achieve approximately equal photon fluxes at different wavelengths. Typical pulse energies 
were on the order of 10 nJ. The pump wavelength was tuned to 400 nm. A portion of the PHAROS 
output was also split off to pump a sapphire crystal to generate a white light continuum for the probe 
beam, which provided spectral observation in the region 450-900 nm. The probe beam was focused 
to a spot size of ~100 µm diameter on the sample and was overlapped completely by the pump beam. 
Spectra were acquired with a HELIOS transient absorption spectrometer (Ultrafast Systems, LLC). 
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The time resolution of the setup is ~ 400 fs. Measurements were performed by randomly stepping the 
optical delay line and averaging for 1 s at each delay time. Between three to five consecutive scans 
were collected and aggregated to produce each spectrum. Sample solutions were measured in a 1 or 
2 mm path length quartz cuvette, under an inert atmosphere. 
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 “Do what I do. Hold tight and pretend it’s a plan!”  
- The Doctor 
 
5 
 In-situ SFG spectroelectrochemistry studies of CO2 reduction 
intermediates 
 
 
 
 
 
  
 268 
 
5.1. Scope of the chapter  
The reduction of CO2 to CO is a multielectron, multiproton reaction, and as such it generally 
involves several steps and therefore several intermediates. In the first chapter, the most 
investigated classes of CO2 reduction electrocatalysts have been described. In most cases, the 
mechanism for electrocatalysis is still under investigation, with several pathways being debated 
in the literature.1,2 Having a deep knowledge of the mechanism of catalytic reactions can lead 
to rational design of more efficient catalysts. Detection of reaction intermediates is however a 
complex endeavour, due to the transient nature of the species; spectroelectrochemical (SEC) 
techniques can offer important insights into the mechanism, however they often lack the time 
resolution or surface specificity to directly observe species as they are formed at the electrode 
surface. Amongst SEC techniques, SFG (Sum Frequency Generation) spectroscopy stands out 
due to its intrinsic surface selectivity, which allows the study of species at the electrode surface, 
rather than in the bulk. This technique has been used previously to investigate catalysts 
immobilised on a surface, however molecular CO2 reduction complexes under potentiostatic 
control have not been studied. 
Here we aim to develop the application of SFG spectroscopy to study molecular catalysts near 
or on electrode surfaces under potentiostatic control, making use of the high sensitivity, surface 
selectivity and (possible) time-resolution of the technique to identify electrode-catalyst 
interactions and short-lived intermediates. The work outlined in this chapter has been carried 
out in collaboration with Dr Paul Donaldson and the Central Laser Facility (CLF) (Harwell 
Campus, Oxfordshire). The instrument set up has been carried out by Dr Paul Donaldson, while 
the electrochemical cell design, electrochemical measurement and data analysis have been 
carried out by myself. The ULTRA laser system available at the Harwell campus is ideal for 
SFG spectroelectrochemical (SFG-SEC) measurements (Scheme 32); the laser has a high 
repetition rate (10 kHz), in contrast to commercial SFG spectrometers (50 Hz). This allows the 
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collection of spectra with good signal-to-noise much more quickly than with conventional laser 
systems, making it possible to record spectra while the electrochemical potential sweep 
measurement is running. Furthermore the availability of synchronised ps and fs laser pulses is 
a great benefit. By deriving a mid IR (Infrared) fs pulse (50 fs) it is possible to simultaneously 
probe a broad region of the IR spectrum (ca. 400 cm-1), while a ps (ca. 1.5 ps) narrow-spectral 
band visible pulse enables the experiment to operate with a suitable resolution (<15 cm-1) in 
the work described herein. 
 
Scheme 32 – Experimental apparatus for the SFG-SEC experiments carried out is this chapter. Full experimental details can 
be found in the experimental section of this chapter. 
 
[Mn(bpy)(CO)3Br] is an ideal complex for a first study using the newly developed in situ SFG-
SEC experiment at the CLF. Despite the high level of interest in this class of catalysts it is 
apparent that significant mechanistic questions still remain. Furthermore, metal carbonyl 
υ(CO) modes, which have strong IR extinction coefficients and frequencies that are strongly 
dependent on the electron density at the metal centre, are ideal reporter groups to study using 
SFG spectroscopy. Therefore, in the first section of the chapter we report on an initial 
examination of [Mn(bpy)(CO)3Br] in MeCN (acetonitrile) on a polycrystalline gold electrode. 
Gold is chosen as the working electrode due to its high reflectivity in the visible, simplifying a 
reflection mode IR-Vis SFG experiment. We envisaged that SFG spectroscopy could give 
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valuable new information of the known electrochemically generated species with the electrode 
surface and potentially allow us to identify new intermediate species in the catalytic cycle.  
In Chapter 2 we have shown the properties of a new nickel complex, Ni(cycC), towards the 
electrochemical reduction of CO2 to CO in water. Our results indicated that the complex has a 
similar behaviour to the parent complex Ni(cyc) when catalysis is carried out at pH 5. 
Furthermore, Ni(cycC) showed a dramatic increase in catalytic activity at pH 2, and through 
the use of electrochemical and spectroscopic techniques we were able to correlate the increase 
in catalytic activity to the protonation of the carboxylic acid. It is believed that the presence of 
the proton opens a second catalytic pathway, whereby CO2 binding to the nickel centre is 
stabilised through interaction with the carboxylic acid proton, aiding the CO2 reduction 
reaction, however no spectroscopic evidence of this mechanism was obtained. It has been 
shown in many studies,3 and confirmed in the previous chapters of this thesis, that the active 
species for CO2 reduction by nickel macrocycles is a reduced species which is adsorbed on the 
mercury surface, with little contribution to the catalysis from the catalyst in the bulk. It was 
envisaged that once optimised the SFG-SEC experiment may be applicable to NiCyc on a 
Hg/Au electrode. The last section of the results and discussion section will show the efforts 
towards the study of the mechanism of CO2 reduction by Ni(cycC). 
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5.2 results and discussion 
5.2.1 Cell design 
 
Scheme 33 – Side and top view of the spectroelectrochemical cell designed for the SFG experiments.Side and front pictures of 
the assembled SEC cell are shown in the bottom left corner. 
 
A custom made electrochemical cell was built to meet the requirements of the SFG experiment 
based upon a rigid Teflon cross piece ca. 60 mm by 60 mm, Scheme 4. The cross piece is 
designed to have Bola gas tight screw fittings and the design is chosen as it provides the 
opportunity to adjust the height of the working electrode if required (Scheme 33). The cell 
window was CaF2 (2 mm thickness), secured to the cross piece via a screw cap, made gas tight 
by the use of an o-ring. Although SFG spectroscopy is intrinsically a surface sensitive 
technique the presence of the electrolyte solution in the path of the IR beam prior to the surface 
will lead to an attenuation of the IR beam. This is due to the potential absorption losses from 
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the solvent, supporting electrolyte and catalyst which will cause a large decrease of the SFG 
intensity. To avoid this issue, a thin layer of the electrolyte solution was one of the main 
requirements for the electrochemical cell. The minimum path length was set by placing a 50 
μm Teflon spacer between the window and the electrode. The counter electrode (platinum wire) 
and reference electrode (silver wire pseudo reference electrode) were inserted from the side 
arms of the cross cell, which were made gas-tight with a Bola fitting and a rubber septum, and 
were bent 90° to place the tip of the wires as close to the working electrode as possible. The 
sample was prepared by purging the cell with either argon or CO2 and transferring the pre-
purged electrolyte and catalyst solutions via cannula transfer. Initial tests for the suitability of 
the cell for electrochemical measurements were carried out by using a ferrocene solution in 
MeCN with the electrode pulled back from the spacer (Figure 107). 
 
Figure 107 – Cyclic voltammetry (CV) of a 1 mM solution of ferrocene in MeCN, with 0.1 M TBAPF6 as the supporting 
electrolyte and gold working electrode using the SFG-SEC cell. 
 
5.2.2 In-situ SFG-SEC of [Mn(bpy)(CO)3Br] 
The cyclic voltammetry (CV) of [Mn(bpy)(CO)3Br] under argon using a gold disc working 
electrode recorded in the SFG-SEC cell is shown in Figure 108(b). The electrochemical 
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response obtained was similar to the CVs carried out on the more commonly used glassy carbon 
electrode,4 Figure 108(b), With two reductions, at -1.0 VAg+ and -1.2 VAg+, and two oxidations, 
at -0.9 VAg+ and 0 VAg+. The presence of small amounts of oxygen within the cell was also 
noticed, with the first scan showing a reduction peak at ca. -0.5 VAg+, which decreased 
significantly in later scans, suggesting that during transfer of the electrolyte some air may be 
entering the cell (Note: experiments are carried out at the UK-CLF using only a basic gas line). 
It was found however, that carrying out a single CV cycle prior to the spectroelectrochemical 
experiment was sufficient to consume the majority of the oxygen present in the diffusion layer 
and the rate of diffusion was such in the thin path length cell that the remaining oxygen in the 
bulk did not diffuse to the electrode surface on the time scale (<5 mins) of a typical SFG 
experiment. 
 
Figure 108 – CVs of a 1 mM solution of [Mn(bpy)(CO)3Br] in MeCN (0.1 M TBAPF6) purged with argon or CO2, 50 mVs-1, 
(a) GCE in a conventional electrochemical cell and (b) gold working electrode in the SFG-SEC cell. 
 
The cell was aligned in the laser enclosure and connected to a portable potentiostat (see section 
5.3 for full details), which was small enough that it could also be housed in the enclosure, and 
connected to a laptop. The laser beams were aligned on the surface of the electrode, and the IR 
beam was tuned to the desired range of interest; for the experiments on [Mn(bpy)(CO)3Br] 
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three spectral windows were recorded (the IR beam wavelength was centred at 2200, 1900 and 
1700 cm-1). Experiments were carried out with ppp (SFG, Vis, IR) polarisation unless 
otherwise stated, only a limited number of studies also used psp. In a typical experiment, a CV 
at slow scan rate (50 – 5 mV s-1, with a potential window of 1.6-1.7 V) was run whilst the SFG 
data was acquired. SFG spectra were typically averaged for either 2 or 5 seconds dependent on 
the CV scan rate, so that one SFG trace would correspond to a potential window of 100 mV 
during a 50 mV s-1 CV or 25 mV for CVs that were run at 5 mVs-1, in order to obtain higher 
S:N whilst maintaining a good potential resolution. Data is shown from a single CV 
experiment, and unless stated otherwise is not co-added from multiple individual experiments. 
 
Figure 109 – SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6), obtained by 
recording an SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working electrode. The dotted lines 
indicate the potential at which the CV scan direction was reversed, and are added to aid visualisation. 
 
Figure 109 shows the data obtained from a SFG-SEC experiment of the metal-carbonyl region 
(1750-2150 cm-1) of [Mn(bpy)(CO)3Br] under potentiostatic control. On the left, CV (2 scans 
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at a scan rate of 50 mVs-1) is presented with potential on the vertical axis. On the right is data 
acquired by the SFG spectrometer presented as IR wavenumber (x-axis) vs. potential (y-axis) 
with the SF intensity in the z direction (given by the colour coded contour scale). From Figure 
109 it is clear that a dependence between the redox events present in the CV and the recorded 
SFG spectra is occurring. As the SFG technique is sensitive only to species at surfaces or 
interfaces the SF signals may arise from either species at the electrolyte/front window or the 
electrode surface. The potential dependence of the SFG spectrum leads us to assign the data to 
the different intermediates of [Mn(bpy)(CO)3Br] present at the electrode, or within the double-
layer. 
At the beginning of the SFG-SEC experiment (0.1 V to -0.5 V), the non-resonant background 
(1750-2150 cm-1) was the main feature of the spectrum, appearing as a broad band, with the 
same width and intensity profile as the IR incident pulse, Figure 109. Careful inspection of the 
SFG spectrum at -0.1 V does also indicate the presence of three peaks overlapping with the 
broad non-resonant background: two positive peaks at 1955 cm-1 and 2036 cm-1, and a negative 
peak at 2020 cm-1. The spectrally narrow bands of these peaks indicate that they correspond to 
a resonant SF response, Figure 110. The frequency of the inverted peak corresponds to the 1a’ 
υ(CO) carbonyl mode of the starting [Mn(bpy)(CO)3Br] complex, and is therefore assigned to 
this species (see Table 20 for literature values of the species considered5).  
Table 20 – Characteristic IR frequency for the electrochemical products of [Mn(bpy)(CO)3Br], from ref. [5] 
Species ν(CO) (cm-1) 
[Mn(bpy)(CO)3Br] 2025(s), 1936(m), 1913(m) 
[Mn(bpy)(CO)3(MeCN)]
+ 2049(s), 1965 (m), 1953(m) 
[Mn(bpy)(CO)3]2 1975(m), 1963(w), 1936(s), 1886(m), 1866(m) 
[Mn(bpy)(CO)3]
- 1916(s), 1814(s, br.) 
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The slight shift in the wavenumbers versus the literature report is likely due to the 
[Mn(bpy)(CO)3Br] being at the electrode surface. The appearance of a negative signal in SFG 
spectra is not uncommon, and it can either be related to (a) the presence of the same species in 
the bulk solution in large concentrations, absorbing the IR radiation and therefore resulting in 
a decrease in intensity of  the non-resonant response at the specific wavelength, or (b) to the 
interference between resonant vibrations and the non-resonant background giving rise to an 
out-of-phase response6. For the first option to be true the inverted peak should be present in all 
the recorded spectra regardless of the applied potential – essentially the bulk concentration of 
the IR absorber is unlikely to be greatly lowered during the CV experiment, and this does not 
appear the case. The two positive SF signals at 1955 cm-1 and 2036 cm-1 can be assigned to the 
2a’ and 1a’ υ(CO) modes of the solvo-complex, [Mn(bpy)(CO)3(MeCN)]+. Both 
[Mn(bpy)(CO)3Br] and [Mn(Bpy)(CO)3(MeCN)]
+ have 3 strong IR active υ(CO) modes (1a’, 
a’’ and 2a’), Table 20,5 however here not all of these are observed throughout the SFG 
experiment. In Figure 110 it is possible that all 3 metal carbonyl stretches are present for each 
complex, but not visible due to the presence of the large non-resonant signal and relatively low 
S:N. Alternatively it may be envisaged that the orientation of the complexes at the electrode 
may be leading to some vibrational modes becoming SF inactive. In the following paragraphs 
this possibility will be explored further. 
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Figure 110 – SFG spectrum, recorded by averaging every 2 seconds, at -0.1 VAg+, for a 1 mM solution of [Mn(bpy)(CO)3Br] 
in MeCN (0.1 M TBAPF6) purged with argon, 50 mVs-1, gold working electrode.. 
 
As the potential was scanned cathodically, the non-resonant background was partially 
suppressed and a strong feature at ca. 1960 cm-1 was observed at potentials where 
[Mn(bpy)(CO)3Br] undergoes the first reduction (ca. -0.95 VAg+). The resonant mode is shifted 
to lower wavenumbers as the potential is swept cathodically (see below) and disappears at 
potentials corresponding to the second reduction (ca. -1.3 VAg+). Following 1 e
- reduction  
[Mn(bpy)(CO)3Br] dimerises 
4,7,8 to form [Mn(CO)3(bpy)]2 and the intense peak appearing at 
1960 cm-1 is assigned to one of the ν(CO) of the dimer [Mn(bpy)(CO)3]2.7,8 The strong SF 
response is also in-line with the known UV/Vis spectrum of [Mn(bpy)(CO)3]2, a species that 
has λmax = 394, 461, 633 and 806,4 with the wavelength of the visible laser beam (800 nm) 
leading to a further resonant enhancement of the SF output, essentially a double-resonant SF 
transition.9 In solution the [Mn(bpy)(CO)3]2 complex has been shown to have four 
characteristic CO vibration modes in previous bulk IR-SEC experiments7,8, at 1980, 1936, 1886 
and 1867 cm-1. The large shift between the IR mode in solution (1980 cm-1) and whilst on the 
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gold electrode (1960 cm-1 at -0.95 VAg+) will be discussed further below. In Figure 109 a broad 
spectral feature from ~1850 – 1930 cm-1 can also be observed at ca. -0.95 VAg+ however the 
presence of the non-resonant background makes assignment complicated. Experiments carried 
out at 5 mV s-1 (Figure 111) provide further evidence for spectral features at ca. 1830 and 1880 
cm-1 (Figure 112) however again the presence of the non-resonant background makes accurate 
band positions difficult to obtain. 
 
Figure 111 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6), obtained by 
recording an SFG spectrum every 5 s while running a CV at 5 mVs-1(1 scan) on a gold working electrode. The dotted line 
indicates the potential at which the CV scan direction was reversed, and is added to aid visualisation. 
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Figure 112 - SFG spectra, recorded by averaging every 5 seconds, at the potentials indicated, for a 1 mM solution of 
[Mn(bpy)(CO)3Br] in MeCN (0.1 M TBAPF6) purged with argon, 5 mVs-1, gold working electrode. 
 
The non-resonant background arises primarily from the ΧNR(2) contribution of the Au-
electrolyte interface.10 It has been shown previously that the non-resonant component of the 
SFG intensity could be suppressed by applying a time delay between the broad band IR pulse 
and the narrow band visible pulse11. This is possible due to the different time dependencies of 
the induced resonant and non-resonant polarisations at metal interfaces (Figure 113) and the 
pulse widths of the IR and Vis lasers. To obtain a spectrally narrow visible pulse the principle 
of indetermination dictates that the beam must be temporally broad (here on the order of 1.5 ps 
FWHM (Full width at half maximum), giving a ~15 cm-1 FWHM). For the IR beam, which is 
desired to have a spectrally broad output, is achieved by the use of a ~50 fs FWHM IR pulse, 
this is visualised in Figure 113 by the narrow IR pulse shown in purple and the broad visible 
pulse shown in green. When the fs-IR beam is tuned to a resonant transition first-order 
polarisation induced by the IR beam, it decays with a characteristic lifetime dependent on the 
nature of the vibration and the solvent environment and for metal carbonyl modes in MeCN 
lifetimes of up to 50-500 ps have been reported,12 shown in gold/orange on Figure 113. The 
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lifetime of any non-resonant state induced by the IR beam is anticipated to be significantly 
shorter (< 1 ps). When both beams overlap temporally and spatially (Figure 113(B)), both the 
resonant and the non-resonant states can interact with the visible pulse leading to a non-
resonant and resonant contribution to the SF spectrum; introducing a time delay allows the non-
resonant contribution to decay significantly before the peak of the visible pulse is incident. In 
contrast, the longer lifetime of the resonant IR transition means that a significant population 
still exists (Figure 113(C)).  
 
Figure 113 – Scheme illustrating the pulse shapes characteristic of an SFG experiment with time; (A) the IR pulse is sent after 
the visible pulse, (B) the IR pulse is sent at the same time as the visible pulse and (C) the IR pulse is sent before the visible 
pulse. 
 
Here we have also carried out SFG-SEC experiments of [Mn(bpy)(CO)3Br] in MeCN under 
argon using a -1.5 ps delay between the visible and IR pulses (Figure 114, the negative sign on 
the time delay indicates arrival of the IR pulse ahead of the visible). The size of the delay was 
chosen by stepping the delay time 0.1 ps at a time, while keeping the cell at open circuit 
potential, to achieve the greatest level of non-resonant background suppression whilst 
maintaining some resonant signal from [Mn(bpy)(CO)3Br]. As seen in Figure 114 the 
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application of the time delay did not completely suppress the non-resonant background and it 
did also lead to a significant loss in resonant signal. Nevertheless, it was still possible to identify 
many of the key spectral features, Figure 114. Most notably at ca. -1 VAg+
  a clearer spectrum 
of [Mn(bpy)(CO)3]2 is recorded (Figure 115) which can be fitted using multiple Lorentzian 
peak functions with bands at 1961, 1891 and 1859 cm-1 overlaid with a broad residual non-
resonant signal, in good agreement with previous observations for the same complex in solution 
(Table 20). In solution [Mn(bpy)(CO)3]2 also has a υ(CO) mode at 1936 cm-1 which appears to 
be absent in the SF spectrum, this may be due to the orientation of the [Mn(bpy)(CO)3]2 on the 
surface of the electrode and remains under investigation. 
 
Figure 114 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6), obtained by 
recording an SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working electrode, time delay = -1.5 
ps. The dotted lines indicate the potential at which the CV scan direction was reversed, and are added to aid visualisation. 
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Figure 115 –SFG spectrum, recorded by averaging every 2 seconds, at -1 VAg+, for a 1 mM solution of [Mn(bpy)(CO)3Br] in 
MeCN (0.1 M TBAPF6) purged with argon, 50 mVs-1, gold working electrode, time delay = -1.5 ps. 
 
Figure 116 – SFG spectrum, recorded by averaging every 2 seconds, at -0.9 VAg+, for a 1 mM solution of [Mn(bpy)(CO)3Br] 
in MeCN (0.1 M TBAPF6) purged with argon, 50 mVs-1, gold working electrode, time delay = -1.5 ps. 
 
In Figure 109 and Figure 111 (no non-resonant suppression, 50 mV and 5 mV s-1) and Figure 
114 (-1.5 ps delay suppression, 50 mV s-1) the second reduction in the CV (ca. -1.25 VAg+) 
leads to the loss of the spectral features assigned to the [Mn(bpy)(CO)3]2 species. Bulk IR-SEC 
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experiments have assigned this reduction to the formation of the doubly reduced 
[Mn(bpy)(CO)3]
- following the dissociation of [Mn(bpy)(CO)3]2, and this species is 
characterised by two ν(CO) stretches, at 1916 and 1814 cm-1 (Table 20).7 In the SFG-SEC 
experiment neither resonant peak was observed at the potentials where the doubly reduced 
species was expected (-1.25 VAg+ - -1.5 VAg) to occur. In contrast, the disappearance of 
[Mn(bpy)(CO)3]2 in the spectrum was followed by a relatively flat spectrum, indicating the 
absence of manganese carbonyl species at the surface at these potentials. During the reverse 
sweep (-1.5 to 0.1 VAg+) [Mn(bpy)(CO)3]2 is seen to reform (υ(CO) at 1955 cm-1), at the 
potential corresponding to the first reoxidation (-0.9 VAg+, Figure 116), indicating that the 
electrochemical processes occurring in this study are similar to those previously reported. The 
lack of observation of [Mn(bpy)(CO)3]
- by our surface selective SFG-SEC experiment may 
indicate that once formed this catalytically active species is rapidly transferred into the bulk 
solution (indeed a large reorganisation in the solvent structure at the electrode at this potential 
is demonstrated later), or that any [Mn(bpy)(CO)3]
- is orientated in such a manner on the 
electrode surface to make all three carbonyl modes SF inactive. 
 During the anodic sweep [Mn(bpy)(CO)3]2 was electrochemically stable over a large potential 
window with reoxidation occurring at ca. 0 VAg+ (Figure 109, Figure 111 and Figure 114). 
Interestingly the frequency of the SF modes of [Mn(bpy)(CO)3]2 were also found to be strongly 
dependent upon the applied potential during the anodic sweep. The shift in frequency of a 
vibrational mode in the presence of an external electric field is known as a Stark shift13,14 and 
the magnitude of a Stark shift can be used to provide insights into the level of interaction and 
degree of charge screening between the vibrational modes and the electrode material.15,16 For 
example SFG studies of ionic liquids for CO2 reduction have shown that by analysing the Stark 
shift of a species it is possible to obtain information about the effect of the electric field on the 
species under analysis and the double layer properties. Baldelli15 was able to determine the 
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extent of the interaction of CO adsorbed on a platinum electrode in a solution of EMIM-BF4 
(1-Ethyl-3-Methylimidazolium Tetrafluoroborate) by measuring the Stark shift of the υ(CO) 
mode and determined the size of the Helmoltz layer to be ~ one ion thick. Similarly, Dlott et 
al.17 studied the same effect on a silver electrode. While the Stark shift found by Baldelli for 
CO adsorbed on Pt was 33-35 cm-1 V-1, Dlott et al. measured a maximum Stark shift of ca. 50 
cm-1 V-1 for CO on Ag during CO2 reduction (although we note that while the ionic liquid 
studied was the same, the electrolyte solution was slightly different). Notably this larger Stark 
shift only occurred at potentials cathodic of the onset of CO2 reduction, indicating that a large 
rearrangement of the double layer may be occurring at the onset potential as the field 
experienced by CO on the Au significantly increased. Figure 117 shows the Stark shift for the 
dominant carbonyl stretch of [Mn(bpy)(CO)3]2 (ca. 1960 cm
-1 at -1V). The shift shows a linear 
relationship with the potential, the slope of which is 35 ± 3 cm-1 V-1 and 41 ± 5 cm-1 V-1 for the 
cathodic and anodic sweeps respectively. The value for the Stark shift, similar to that observed 
by Baldelli,15 indicates that [Mn(bpy)(CO)3]2 is interacting strongly with the electrode surface. 
The large Stark shift is in-line with the overall shift in frequency versus solution. 
 
Figure 117 – Stark shift for the dominant SF ν(CO) mode of  [Mn(bpy)(CO)3]2, calculated by plotting the peak value versus 
the potential, and applying a linear fit to calculate the slope. For a SFG-SEC experiment of 1mM, CVs run at 50 mV s-1 in 
MeCN, Ar purged. 
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Electric field gradient contributing to the shift of the peak cannot be entirely discounted, and 
calculations would be needed to account for it,18 however it is unlikely, as effects due to the 
field gradient are usually noted for species with a very large internal dipole, such as proteins.  
 
 
Figure 118 – SFG spectra, recorded by averaging every 2 seconds, at (a) -0.1 VAg+ and (b) at -0.2 VAg+, for a 1 mM solution 
of [Mn(bpy)(CO)3Br] in MeCN (0.1 M TBAPF6) purged with argon, 50 mVs-1, gold working electrode, time delay = -1.5 ps. 
 
At the potential where [Mn(bpy)(CO)3]2 oxidation occurs (ca. -0.1 VAg+, Figure 109, Figure 
111, Figure 114 and Figure 118(a)), we observe a loss of the dominant [Mn(bpy)(CO)3]2 peak 
at 1996 cm-1 (-0.1 VAg+) and the growth of resonant features that can be assigned to 
[Mn(bpy)(CO)3Br] and [Mn(bpy)(CO)3(MeCN)]
+ (2020 cm-1 (inverted) and 2035 cm-1 
respectively, Figure 118(a)), demonstrating that the SFG-SEC experiment is able to monitor 
the reduction of [Mn(bpy)(CO)3]2 and subsequent fragmentation.   
As noted above both [Mn(bpy)(CO)3Br] and [Mn(bpy)(CO)3(MeCN)]
+ would be expected to 
have 3 IR active υ(CO) modes. Interestingly when the SFG-SEC experiment was continued for 
a 2nd CV cycle (0.1 to -1.5 VAg+) a clear change in the spectra of [Mn(bpy)(CO)3Br] and 
0
40
80
120
1850 1900 1950 2000 2050 2100 2150
0
40
80
120
160
(b)
-0.2 V
Ag+
 (2
nd
 CV)
C
o
u
n
ts
 /
 a
.u
.
-0.1 V
Ag+
 (end)
Wavenumber / cm
-1
(a)
 286 
 
[Mn(bpy)(CO)3(MeCN)]
+ could be observed. Between -0.2 VAg+ and -0.7 VAg+ new SF signals 
are noted (Figure 118(b)), which correspond to the carbonyl stretches of [Mn(bpy)(CO)3Br] 
(negative peaks at 1915 and 1922 cm-1) and [Mn(bpy)(CO)3]MeCN
+ (positive peaks at 1952 
and 1966 cm-1). The presence of the new SF features could be due to an increase in the surface 
concentration of both [Mn(bpy)(CO)3Br] and [Mn(bpy)(CO)3(MeCN)]
+ without a change in 
geometry, however we do not observe an increase in the intensity of the bands at 2020 cm-1 
(inverted) and 2035 cm-1 (Figure 118(a) vs. (b)), which would suggest that this hypothesis can 
be discounted. Alternatively, the appearance of the new bands could be due to a potential 
induced geometric reorientation of the complexes on the surface of the electrode leading to 
υ(CO) modes which had previously been SF inactive (or only partially active) becoming SF 
active. Close inspection indicates that a similar potential dependent re-orientation may also be 
occurring in the 1st CV cycle however typically lower S:N was achieved in scan 1, the reasons 
for which are not currently understood. 
In principle, from SFG experiments recorded using different polarisation combinations of the 
IR, vis, SFG to study a molecule on a well-defined single crystal surface it is possible to predict 
the SF intensity for different vibrational transitions as the orientation of the molecule on  a 
surface is changed.19 However here we have used a polycrystalline gold electrode which 
complicates such an analysis, and DFT calculations to explore this system are still on-going. A 
simpler approach based upon the expected number of IR modes from the IR surface selection 
rule on metals20 has been used to rationalise the data instead. The surface selection rule allows 
the prediction of the IR active modes for a species adsorbed at a metal surface, and it states that 
only molecules with a component of the dipole moment perpendicular to the surface will have 
an IR active mode, due to the dipole of the adsorbate inducing opposite image charges in the 
metal. Therefore, only modes with a dipole mode non parallel to the surface will be seen in the 
spectrum; to be SFG active we initially require an IR absorption to occur. 
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Figure 119 – Schematic representation of the surface selection rule. 
 
Several orientiations of [Mn(bpy)(CO)3Br] on a surface could be considered, Figure 120. The 
orientations proposed do not represent a complete analysis of all possible surface orientations 
and theory would be of great benefit to support the identification of the most likely alignments, 
however energy minimisations of adsorbates on an electrode in the presence of solvent, 
electrolyte salt and at a range of potentials is a non-trivial task. We have calculated and 
optimised the [Mn(bpy)(CO)3Br] structures in the gas phase using the Gaussian software, and 
the vibrational spectra have been calculated. The basis sets used for Mn were B3LYP and 
Lan2DZ, while the 6-31G* basis set was used for all other elements.21–24 In line with the 
literature we find 3 CO stretchings, 1a’, a’’ and 2a’. The frequency of the IR modes is 
overestimated, as is common for this type of calculation,21 however the trends are in line with 
experimental values. Visualisation of the vibrational displacements (blue arrows) and the net 
dipole derivative (gold arrow) allow us to examine potential surface orientations to see the 
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number of IR modes that have a non-zero dipole moment in the axis perpendicular to the 
surface. With this simple method, it was possible to identify orientations with 1, 2 or 3, IR 
active modes, suggesting that 1 and 3 may account for the SF response (other orientations may 
be possible); note that placing the Br  (or solvent) as the group in contact with the surface will 
give only 2 active modes (a’ and 2a’). 
 
Figure 120 – Calculated dipole moments for the 1a’, a’’ and 2a’ CO stretchings of [Mn(bpy)(CO)3Br] for three different 
possible orientations, using the Gaussian software. 
 
Although the non-resonant background can obstruct the identification of resonant modes it is 
also in its own right a useful probe of electrochemical surfaces, having been shown to be highly 
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dependent on the applied potential, generally showing a parabolic trend in the magnitude of 
the SFNR and the potential.
17 As the non-resonant background is associated with the metal 
electrode, it is heavily dependent on the electronic transitions of the material, and therefore on 
the applied potential, hence acting as a probe for interactions at the electrode surface. A region 
of the IR spectrum (2100-2500 cm-1, Figure 121) which was expected to be free of bands 
characteristic of [Mn(bpy)(CO)3Br], or any other electrochemical product was chosen to 
investigate the behaviour of the non-resonant background in the presence of the complex. 
 
Figure 121 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6), obtained by 
recording a SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working electrode. The dotted lines 
indicate the potential at which the CV scan direction was reversed, and are added to aid visualisation. 
 
In Figure 121 the strong resonant [Mn(bpy)(CO)3]2 band is still visible at ca. 1990 cm
-1, 
showing the same behaviour as seen previously (Figure 109, Figure 111). In Figure 121 the SF 
intensity from a wavenumber close to the peak values of the non-resonant background (2220 
cm-1) was plotted as a function of time (Figure 122), together with the classic potential vs. time 
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profile typical of a cyclic voltammogram. MeCN has modes at 2260 and 2370cm-1 and these 
are not expected to interfere with the SF response at 2220 cm-1. The intensity of the non-
resonant background decreases as the potential is scanned more negative, while it increases 
when the direction of the scan is reversed, in line with past reports, Figure 122.17 The spectrum 
shows however some regions where the parabolic behaviour is not maintained. Similar 
behaviour has been seen elsewhere17 and assigned to potentials where the double layer 
undergoes a major structural reorganisation following a dramatic redox event and here we 
assign the non-parabolic behaviour to a similar effect. 
 
Figure 122 – (a) Potential scan applied during the SFG-SEC experiment (2 CVs); (b) peak intensity of the non-resonant 
background with time for a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6), recorded at 50 mV s-1, gold working 
electrode. 
 
The first anomaly in the parabolic behaviour is observed at 20-30 s after the start of the CV, 
with a slight rise of the non-resonant background. This is the region close to where the potential 
sweep is switched (vertex 1); at these potentials (-0.8 - -1.5 - -1.2 VAg+) the [Mn(bpy)(CO)3]2 
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is reduced and we would expect the doubly reduced [Mn(bpy)(CO)3]
- to be present, prior to its 
oxidation to reform the [Mn(bpy)(CO)3]2, although no evidence of the carbonyl vibrational 
modes (1909 and 1810 cm-1) of [Mn(bpy)(CO)3]
-  was observed in the SFG-SEC spectra (see 
above, Figure 109, Figure 111 and Figure 114). It is therefore apparent that following 
[Mn(bpy)(CO)3]2 reduction and prior to [Mn(bpy)(CO)3]2 re-formation, a large reorganisation 
of the double layer occurs. This is in-line with the Stark shift plots which show 
[Mn(bpy)(CO)3]2 to be strongly associated to the Au electrode surface so its removal would 
trigger a reorganisation. In order to probe the processes occurring within the double layer at 
potentials where we expect [Mn(bpy)(CO)3]
- to be present, experiments using a -1.8 ps time 
delay  to suppress the NR background have been carried out (Figure 123) in this spectral region 
that reveals a new feature at 2245 cm-1 appearing after [Mn(bpy)(CO)3]2 reduction, 
corresponding to one of the vibrational modes characteristic of MeCN. We hypothesise that 
the doubly reduced complex is rapidly removed from the surface of the negatively charged 
electrode due to electrostatic repulsion with MeCN, instead being found at the surface and in 
ordered structures within the double layer. 
The second anomaly in the parabolic behaviour of the non-resonant background is found at the 
potential where the first CV ends and the second one begins (ca. 0.1 VAg+), which corresponds 
to the [Mn(bpy)(CO)3]2 reoxidation and disappearance to form the starting [Mn(bpy)(CO)3Br] 
and [Mn(bpy)(CO)3(MeCN)]
+ complexes, Figure 121. It appears therefore that the 
disappearance of [Mn(bpy)(CO)3]2 is the main cause of the unusual behaviour of the non-
resonant background, likely due to the strong affinity shown by the complex with the Au 
surface (and reflected in the Stark Shift observed). 
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Figure 123 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6), obtained by 
recording a SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working electrode, time delay = -1.8 
ps. The dotted lines indicate the potential at which the CV scan direction was reversed, and are added to aid visualisation. 
 
 
To explore the mechanism of CO2 reduction the SFG-SEC experiment was carried out on CO2 
purged solutions; the mechanism of CO2 reduction by [Mn(bpy)(CO)3Br] is well known to 
require a source of protons, without which catalysis does not take place at a meaningful rate. 
Two catalytic pathways have been proposed and calculations have indicated2 they  may switch 
depending upon the proton concentration. Initially we have studied a CO2 purged solution of 
[Mn(bpy)(CO)3Br] in MeCN without the deliberate addition of protons (the sample is not 
anhydrous, making it likely the water content is on the order of 100 ppm or more (from the 
supplier’s website) in order to understand whether CO2 binding occurs in the absence of water 
and in the hope that the decreased proton concentration will lead to the build-up of an 
intermediate species. The SFG spectra obtained are shown in Figure 124; as expected the CV 
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does not show any remarkable increase in the current density compared to an experiment under 
argon, indicating that catalytic CO2 reduction is not occurring at significant levels.  
 
Figure 124 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6) under CO2, 
obtained by recording a SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working electrode, -1.5 
ps time delay. The dotted lines indicate the potential at which the CV scan direction was reversed, and are added to aid 
visualisation. 
 
 
The spectrum shows few differences with the argon examples (Figure 109, Figure 111 and 
Figure 114), with modes corresponding to [Mn(bpy)(CO)3Br], [Mn(bpy)(CO)3(MeCN)]
+ and 
[Mn(bpy)(CO)3]2 all being present. As with previous experiments multiple spectra are 
dominated by the [Mn(bpy)(CO)3]2 peak, appearing at the expected potentials, and showing 
the same Stark shift as for the argon data. Interestingly, a new feature also appears at ca. 1970 
cm-1 (-0.7 VAg+) appearing as a shoulder on the dominant spectral feature of [Mn(bpy)(CO)3]2  
at 1950 cm-1, being more prominent when the potential is scanned anodically, at similar 
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potentials to where we observe the reformation of [Mn(bpy)(CO)3]2 from the active catalyst 
species [Mn(bpy)(CO)3]
- (-0.7 - -0.6 VAg+) (Figure 125). 
 
Figure 125 – SFG spectra, recorded at the potentials indicated by averaging every 2 seconds, for a 1 mM solution of 
[Mn(bpy)(CO)3Br] in MeCN (0.1 M TBAPF6) purged with CO2, 50 mVs-1, gold working electrode, -1.5 ps time delay. 
 
The experiment was repeated by carrying out a slow scan rate CV (5 mVs-1) and averaging 
spectra for 5 seconds to gain a high potential resolution without a loss in S:N; each SFG trace 
will therefore correspond to a 25 mV region of the CV. Again, a new peak at 1970 cm-1 
appeared in the spectra during the reoxidation scan under CO2 ; the new feature seems to be 
present only for 75-100 mV (between -1.025 and -0.95 VAg+) in contrast with the peak 
previously assigned to the [Mn(bpy)(CO)3]2, which is longer lived. An equivalent experiment 
under argon clearly shows that this peak is not present without CO2 (Figure 126). Furthermore 
we note that the new feature does not show a Stark shift, in contrast to the dominant mode of 
[Mn(bpy)(CO)3]2, indicating that the new feature is not characteristic of the same species. 
Intriguingly the stability of the new SF signal is shown to not directly relate to the applied 
potential. In the 50 mV s-1 experiment it is noted in two consecutive SFG traces, corresponding 
to ca. 4 seconds of experiment (200 mV) (Figure 125), while in the slow scan rate experiment 
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(5 mV s-1) the new peak appeared in 4 spectra, corresponding to 20 seconds and 100 mV (Figure 
126).  
 
Figure 126 - SFG spectra, recorded at the potentials indicated by averaging every 5 seconds, for a 1 mM solution of 
[Mn(bpy)(CO)3Br] in MeCN (0.1 M TBAPF6) purged with CO2, 50 mVs-1, gold working electrode. 
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Figure 127 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6) under argon (left) 
and CO2,(right) obtained by recording a SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working 
electrode. Time delay = -1.5 ps (argon plot) and -1.8 ps (CO2 plot). 
 
We hypothesise that the peak at 1970 cm-1 could be due either to a different orientation and 
distinct population of the [Mn(bpy)(CO)3]2 on the surface of the electrode, or be from a new 
species forming after the catalytic cycle has been interrupted. The latter hypothesis would be 
supported by the peak only being present in the reverse sweep of the CV, indicating that the 
species can form only after the catalytically active [Mn(bpy)(CO)3]
- complex has been formed 
and in the presence of CO2. 
The SFG-SEC analysis of the 1400-1900 cm-1 region under CO2 is shown in Figure 128. A 
feature is also noted at 1458 cm-1, which is present at the potentials where the [Mn(bpy)(CO)3]2 
is the dominant species at the electrode surface. Interestingly, the peak at 1458 cm-1 shows a 
similar stark shift (29±2 V cm-1) as the [Mn(bpy)(CO)3]2 peak at ca.1950 – 1990 cm-1 indicating 
that the two vibrational modes have a similar level of interaction with the Au surface, 
potentially due to them being from the same or similar molecule. The SF mode at 1458 cm-1 is 
therefore assigned to a bipyridine mode of the [Mn(bpy)(CO)3]2 species. 
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Figure 128 - SFG spectroelectrochemistry of a [Mn(bpy)(CO)3Br] 1 mM solution in MeCN (0.1 M TBAPF6) under CO2, 
obtained by recording a SFG spectrum every 2 s while running a CV at 50 mVs-1(2 scans) on a gold working electrode. The 
dotted lines indicate the potential at which the CV scan direction was reversed, and are added to aid visualisation. 
 
Interestingly, a transient feature at 1646 cm-1 is also observed in the spectrum when the 1970 
cm-1 band is observed, as the potential is swept positive from the region where catalysis is 
expected to occur (-1.5 VAg+) to that where re-oxidation of the catalyst to [Mn(bpy)(CO)3]2 
takes place (-1.1 VAg+, reverse scan), Figure 129. The new spectral feature is present in both 
CV cycles. The frequency of the new SF mode is consistent with a metal carboxylate, 
potentially of the proposed catalytic intermediate [Mn(bpy)(CO)3(COOH)] that has not been 
previously observed, with the possibility that the 1970 cm-1 band is due to a metal carbonyl 
stretching mode of this complex, however the feature appeared in a single experiment, and 
further tests, including repeat experiments, are required to allow assignment. 
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Figure 129 – SFG spectra , recorded at -1.1 VAg+ by averaging every 2 seconds, for a 1 mM solution of [Mn(bpy)(CO)3Br] in 
MeCN (0.1 M TBAPF6) purged with argon or CO2, 50 mVs-1, gold working electrode. 
 
In line with past reports, addition of 2% water to the MeCN solution led to CVs showing a 
large increase in current density, onsetting at ca. -1.2 VAg+, indicating CO2 reduction is taking 
place, (Figure 130). 
 
Figure 130 - CVs of a 1 mM solution of [Mn(bpy)(CO)3Br] in MeCN (0.1 M TBAPF6) purged with argon (dashed lines) and 
CO2+1% H2O(solid lines), 50 mVs-1, gold working electrode in the SFG-SEC cell. 
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During this experiment, alignment of the SFG-SEC cell with the laser beams was partially lost, 
resulting in a much lower signal, with poorly resolved spectra. An attempt was also made to 
carry out experiments with 13CO2 to clarify the assignments made, by purging a solution of 
[Mn(bpy)(CO)3Br] in dry MeCN with argon for 30 minutes and subsequently with 
13CO2 for 5 
minutes, however the alignment of the sample was also poor, and the low signal-to-noise ratio 
obtained yielded inconclusive spectra. Due to limited time at the experimental facility no 
further experiments were possible. 
As the SFG-SEC experiment has now been developed and tested, in the next section the SFG-
SEC technique will be applied to the study of the more challenging reaction mechanism of 
Ni(cycC) on mercury amalgam electrodes in water at low pH values (see Chapter 2). 
 
 5.2.3 In-situ SFG-SEC of Ni(cycC) 
Ni(cycC) was initially studied using the SFG-SEC technique as the presence of the carboxylic 
acid represents a potential SF spectroscopic handle, which would make the detection of any 
species of interest less complicated than for Ni(cyc), which is not characterised by any easily 
accessible strong IR modes beyond the υ(C-H), the analysis of which can be complicated by 
even trace organic contaminants. The υ(N-H) modes are planned to be studied in the future as 
they are challenging to observe in water. The strong IR absorption of water overlaps with this 
spectral feature and exchange between N-H/N-D groups complicates the use of deuterated 
solvents (previous studies indicate that scrambling of labelled N-H modes in Ni(cyc) occurs 
within a few hours25). 
As Ni(cyc) and its derivatives have been shown to be extremely active when adsorbed on the 
surface of mercury electrodes,3 the SFG-SEC experiments were carried out by using a mercury 
amalgam electrode; this was prepared by dipping a gold disc electrode in mercury for 30-60 
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seconds and leaving it to dry overnight. During the set-up of the cell in the laser enclosure, it 
became apparent that the as-prepared amalgam was highly scattering, preventing detection of 
the SF signal in a reflection mode. The issue was solved by taking extreme care to polish the 
gold surface prior to amalgamation, and by applying an extremely light polish with 0.05 nm 
Al2O3 slurry to the dried amalgam. Using this preparation method light scatter was reduced, 
and the use of a collimating lens placed between the sample and the detector allowed significant 
amounts of the signal to be detected.  
Ni(cycC) was studied by preparing 1 mM solutions in D2O, to prevent the adsorption of water 
from interfering with the expected stretching modes (1706 cm-1 for the protonated complex and 
1627 cm-1 for the deuterated complex, see Chapter 2) of the carboxylic acid, using KCl as the 
supporting electrolyte (0.1 M) and a 1 M solution of DCl to adjust the pH of the solutions to 2.  
Preliminary experiments highlighted one other limitation; the mercury amalgam was found to 
be highly unstable to the visible beam at high energy (12 μJ, full experimental details for the 
SFG-SEC experiments are found at the end of the chapter); blemishes were clearly visible on 
the surface of the electrode, even after short exposures to the laser beams. This was likely 
caused by local overheating, which removed the mercury from the amalgam; lowering the 
visible pulse intensity to 3 μJ appeared to make the electrode stable over more prolonged 
periods of time, e.g. one day of experiments. Lowering the intensity of the incident light 
however resulted in significant losses of the SF signal. 
The SFG-SEC experiment was initially carried out as previously described for the 
[Mn(bpy)(CO)3Br], by recording SFG spectra while carrying out a cyclic voltammogram. Due 
to the high current densities generated by the complex at pH = 2, even in the absence of CO2, 
the potential window of study was limited to -0.3 to -1.5 VAg+ and the scan rate kept at 10 mVs
-
1. It is desirable to avoid the formation of large bubbles of gas, which could compromise both 
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the electrochemical and spectroscopic measurements. SFG signals were averaged for 2 seconds 
per spectrum. 
 
Figure 131 - SFG spectroelectrochemistry of a Ni(cycC) 1 mM solution in D2O (0.1 M KCl) under argon (pH = 2), obtained 
by recording a SFG spectrum every 2 s while running a CV at 10 mVs-1(1 scan) on an Au/Hg amalgam working electrode. The 
dotted lines indicate the main SFG events, and are added to aid visualisation. 
 
 
The cyclic voltammogram of Ni(cycC) at pH 2 under argon (Figure 131) showed the expected 
behaviour, with an irreversible wave at -1.2 VAg+ which can be assigned to the Ni
II/I couple, 
overlapped with the catalytic wave due to proton reduction. Between 1300 and 1850 cm-1 the 
SFG spectra are heavily dominated by the non-resonant background, with no significant signal 
appearing throughout the scanned potential. By plotting the peak of the non-resonant 
background as a function of time (and therefore potential), as shown in Figure 132, it is clear 
that it does not follow a parabolic behaviour, as previously observed for [Mn(bpy)(CO)3Br], 
with regions of high NR intensity that are seemingly independent of the observed potential. 
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Figure 132 - (a) Potential scan applied during the SFG-SEC experiment (1 CV, 0.1 V s-1); (b) peak intensity of the non-
resonant background with time. The red line shows a lorentzian fitting of the experimental trace. 
 
As shown in 2.2.4, Ni(cycC) reductively adsorbs on the surface of the mercury electrode at 
potentials more positive than the thermodynamic potential for the NiII/I couple under diffusion 
control. The surface coverage is dependent on the applied potential, however the dependence 
is non-linear, instead it shows two potential values at which the surface coverage increases 
step-wise (Figure 133). This step-wise increase in the surface coverage has been attributed 
previously to a structural rearrangement of Ni(cyc) on the surface to allow the formation of a 
monolayer, accompanied by changes in the capacitive properties of the double layer as a 
consequence of the electrode being saturated with the nickel complex. Comparing the 
behaviour of the non-resonant background with the behaviour of the surface coverage we find 
that there is a very close correlation between the potential values at which a peak in the intensity 
of the non-resonant background is observed (as the two experiments are carried out with 
pseudo-reference electrodes, here, the potentials were compared and by using the potential of 
the NiII/I couple as an internal standard.), and the potentials at which the surface coverage 
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increases step-wise, Figure 131, confirming the dramatic change in the properties of the double 
layer due to adsorption of Ni(cycC) taking place.  
 
Figure 133 - Dependence of the surface coverage of Ni(cycC) with the potential for 0.1 mM solutions of catalyst, 0.1 M 
NaClO4, pH 2. The potential was referenced using the NiII/I couple as an internal standard, then converted to NHE 
 
Several attempts were made to improve the S:N to obtain clearer resonant signals during the 
CV SFG-SEC experiment, however none were successful. Therefore a different experiment 
was carried out, where the potential was kept at a value where no processes are expected to 
occur (-0.25 VAg+), while collecting SFG spectra for one minute, and then stepping the potential 
to -1.1 VAg+, where a monolayer of the complex is expected to form (based on the double 
potential-step results obtained previously and the response of the non-resonant behaviour) and 
collecting SFG spectra for the same amount of time. The spectra were manually subtracted, 
and the difference SF spectra is shown in Figure 134. Two peaks which appear to be resonant 
features, at 1710 and 1755 cm-1 are present. While the first corresponds to the same frequency 
previously found for the νs(CO) of the protonated carboxylic acid of Ni(cycC), the latter is 
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currently unknown. Furthermore we note that the signal-to-noise ratio for the two features is 
ca. 2:1, which makes the assignment tentative. 
 
Figure 134 – SFG spectrum obtained by subtracting a spectrum recorded at -0.25 VAg+ (60 s average) from one spectrum 
recorded at -1.1 VAg+, (60 s average), for a 1 mM solution of Ni(cycC) in D2O with 0.1 M KCl as the supporting electrolyte 
(pH = 2) under argon, Au-Hg amalgam. 
 
Further investigations on the adsorption structure of the complex, which has never been 
experimentally observed on Hg or amalgam surfaces, and of the mechanism for CO2 reduction 
by Ni(cycC), were prevented by the difficulty in obtaining a stable signal; the preparation of 
the mercury amalgam proved highly irreproducible as polishing the surface of the amalgam 
always involved  the risk of exposing the bare gold underneath. Furthermore, albeit polishing 
did improve the properties of the electrode for the SEC experiment, the metal surface was still 
unstable to prolonged irradiation; this led to poorly resolved data, characterised by a large non-
resonant background. The use of time delays as a tool to suppress the non-resonant background 
resulted in signals which were too low. Future improvements for these experiments will include 
studies on the reproducibility of the mercury amalgam surface, to improve the reflective 
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properties, and modification of the laser set-up to improve the non-resonant background 
suppression and the signal-to-noise ratio will be of fundamental importance to the success of 
the experiments. Regarding this topic, the use of a Fabry-Perot etalon26 device has been found 
extremely effective in suppressing the non-resonant background, through the shaping and 
broadening of a fs visible laser pulse to give a time-asymmetric spectrally narrow visible pulse 
which enables significantly greater levels of discrimination between the non-resonant and 
resonant signal. Initial experiments with such a device indicate a greater than 4 fold 
improvement in the achievable S:N. 
5.2.4 Conclusions 
In conclusion, we have shown that the SFG spectroscopic technique can be coupled with cyclic 
voltammetry to carry out in situ measurements. With this method, it was possible to detect the 
different transient species formed at the electrode during cyclic voltammetry of 
[Mn(bpy)(CO)3Br], and to propose the surface orientation of the species on the Au. 
Furthermore, by carrying out the SFG-SEC experiment on CO2 purged solutions for the 
complex it was possible to observe transient species, tentatively proposed to be the carboxylate 
complex [Mn(bpy)(CO)3(COOH)], which has been proposed to be the first intermediate in the 
CO2 reduction mechanism by the Mn complexes.
2,4,8,27 
Although it was not possible to study the mechanism of CO2 reduction by Ni(cyc) and Ni(cycC) 
using the SFG-SEC experiment, which was the main objective of this chapter, the results 
obtained during the analysis of [Mn(bpy)(CO)3Br] proved SFG-SEC to be a powerful tool. It 
was possible to record the transformations in situ at the electrode/electrolyte interface in real 
time (from a single CV experiment) while the potential was scanned. This is in contrast to more 
traditional IR-SEC techniques, which often rely on the complete transformation of the bulk 
species in order to detect intermediates, which will not necessarily correspond to the transient 
species present in the double layer. 
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5.3 Materials and methods 
5.3.1 Materials 
2,2’-bipyridine and Mn(CO)5Br were purchased from Sigma and used as received. 
[Mn(bpy)(CO3Br] was synthesised according to literature procedures.
4 Milli-Q water (18.2 
MΩ) was used throughout. All electrolyte salts and solvents were purchased from Sigma 
Aldrich or VWR and used without further purification. Ar, N2 and CO2 were purchased from 
BOC at CP grade or higher. The pH of aqueous solutions was adjusted by adding 1 M HClO4 
or NaOH to the pre-purged solution until the desired value was reached, measuring with a 
Hannah pH probe, which was calibrated daily.  
5.3.2 Spectroelectrochemical cell and sample preparation 
The custom-built SEC cell was a Teflon cross piece (57 x 57 mm) equipped with gas tight Bola 
screw fittings on three sides and a septum gas tight screw fitting. In place of the septum, a CaF2 
window (Crystran, Ø = 14 mm, thickness = 2 mm) was placed, and a seal was ensured with a 
Viton o-ring (Ø = 16 mm) placed between the window and the cap and a pre-cut Teflon spacer 
(thickness = 0.05 mm) placed between the window and the main body of the cell. The side 
screw caps were equipped with rubber septa through which a platinum wire (the counter 
electrode) and a silver wire (the pseudo-reference electrode) bent at 90° were inserted. The 
silver wire was cleaned by polishing with sandpaper and rinsing with 0.1 M HNO3, water and 
acetone, while the platinum wire was cleaned by annealing with a blow torch. Care was taken 
to ensure that the two wires were touching the Teflon spacer, as to minimise the distance with 
the working electrode.  
The working electrode was either a gold polycrystalline disc (Ø = 16 mm) or a Au-Hg 
amalgam. The gold disc was hand polished to mirror finish using decreasing sizes of diamond 
(15, 6 and 1 m) and alumina (0.5 m) slurry before every experiment. The amalgam was 
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prepared by dipping the freshly polished gold disc electrode in mercury for 1 minute, followed 
by drying overnight. Before the experiment, a light polish with alumina slurry (0.5 m) was 
applied to the electrode, taking care not to expose the gold surface under the amalgam. The 
electrode was inserted into the last remaining port of the SEC cell, opposite the CaF2 window, 
and secured with the gas-tight fitting, taking care that the Peek body of the electrode was 
touching the Teflon spacer to ensure the correct pathlength. The cell was assembled and purged 
with argon or CO2 for 30 minutes, and the pre-purged solutions of the analytes were transferred 
via cannula transfer. The electrochemistry was carried out by using a Palmsens3 potentiostat 
(Alvatek). 
5.3.3 Laser apparatus 
A single OPA-DFG unit driven by the 50 fs ULTRA system at the Central Laser Facility 
generates IR light across a 500 cm-1 useable bandwidth at 10 kHz. Both the 800 nm 10 kHz 
Ti:Sapphire ps and fs amplifier arms of ULTRA were operated together for the experiments. 
The ps 800 nm beam was optimised for bandwidth by shaping the seed pulses (Fastlite) to give 
a ~1 nm FWHH amplified output corresponding to a 15 cm-1 bandwidth and ~1.5 ps duration. 
A 50 fs Ti:Sapphire amplifier output (~6W) was split to pump two separate OPAs, both 
generating IR light in the range of 3-10 m using difference frequency mixing of the signal 
and idler in AgGaS2 (Light Conversion, Topas). For the IR-Vis SFG experiments, the OPA 
pulse energy was between 1 - 1.5 J at 5 m. The energy at the sample was around half this.  
A schematic of the IR-Vis SFG experiment is shown in Scheme 32. The ps 800 nm light was 
attenuated to give pulse energies at the sample adjustable between 0-12 J. The beam was 
passed over a computer controlled delay line, reduced in size from the original ~ 7 to 2.5 mm 
FWHH using a Galilean telescope and then focused behind the sample position (f=+150 mm 
UVFS PCX). The spot size was set at ~300 m FWHH at the sample using a beam profiling 
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camera by adjustment of the final focussing lens. The IR beam was collimated after the OPA 
by a ~1 m focal length concave mirror, giving ~ 7 mm FWHH, which was focussed onto the 
sample using a 7.5 cm focal length 90 degree off axis parabolic mirror. The parabolic mirror 
had a hole drilled through the centre to pass the 800 nm beam. This arrangement gave a FWHH 
of ~75-100 m IR spot.  
The light was focussed (f=+25 mm) onto the entrance slit of an imaging spectrograph 
(Holospec) and dispersed onto a high sensitivity CCD array (Andor Idus). A periscope was 
used to turn the IR-Vis SFG signals so that unwanted interface signals spread along the vertical, 
undispersed CCD axis. 
The IR and 800 nm beams were overlapped at the sample position using a pinhole and their 
delays coarsely set by observing an IR pump-probe signal on an oscilloscope-monitored single 
element MCT detector in transmission from 800 nm pumped Germanium. The correct timing 
was then found by observing by-eye the up converted light from a 2 mm thick sample of ZnS. 
The IR-Vis SFG reflection off the ZnS was used for alignment to the spectrograph. The data 
collection was carried out with a homemade program built with Labview software. 
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Conclusions and future work 
 
In this thesis, the electrochemical and photochemical CO2 reduction to CO by new derivatives 
of Ni(cyc) has been carried out. 
In chapters 2 and 3, the synthesis of two new nickel complexes of substituted 
tetraazamacrocycles, Ni(cycC) and Ni(cycP) have been shown, together with their 
electrochemical properties for the catalytic CO2 reduction and their ability to bind to 
semiconductor oxides and enable efficient electron transfer from the excited semiconductor. 
In the example of Ni(cycC), it was demonstrated that modification of the ligand framework 
without decreasing the CO2 reduction activity was possible, by carrying out the electrocatalysis 
at pH 5. Furthermore, the presence of an ancillary functional group close to the metal centre 
was shown to dramatically improve catalysis at low pH values. The activity of Ni(cycC) has 
been benchmarked against the most well-known CO2 reduction molecular catalysts, using 
various techniques known in the literature, and what became apparent was that despite the 
higher TOF shown by the catalysts, compared to many other known complexes, Ni(cycC) 
appears to be more susceptible to inhibition than the parent Ni(cyc).  
In contrast, modification of the cyc framework with a methylene-phosphonic acid on one of 
the amine position to yield Ni(cycP) was shown to affect CO2 reduction catalysis in a negative 
way, with decreased current densities and poor selectivity for CO over H2. This behaviour is in 
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line with past reports of modified cyc complexes of nickel, however the reasons for the decrease 
in activity are still unclear. 
Future research in the field of Ni(cyc) and derivatives will have to address the two main 
drawbacks for this class of catalysts, product inhibition and decrease in activity upon 
modification. The first issue could be solved by adding efficient CO scavengers to the reaction 
mixtures. This method has been shown as a prove of principle by adding a nickel macrocycle 
with a strong affinity to CO to a mixture of Ni(cyc) in MeCN:H2O, however less costly 
materials which are easier to purify would be of great interest to the current research on CO2 
reduction. The second issue will be solved only once a deep knowledge of the CO2 reduction 
mechanism will be found. While hypothesised, the CO2 reduction mechanism by Ni(cyc), and 
in particular the structure of the adsorbed species on the mercury surface and the CO2 and CO 
adducts, are still unknown. Disclosing the nature of these species, perhaps by using 
spectroelectrochemical techniques such as SFG, could allow the rational design of new 
macrocyclic complexes, such as macrocycles bearing ancillary groups participating in the 
catalytic steps, as has been shown in the recent literature, and with Ni(cycC), for proton sources 
in the second coordination sphere of a catalyst. 
Covalently binding Ni(cycC) to TiO2 and Ti0.8Zr0.2O2 proved the advantages of an 
heterogeneous photocatalyst over the coupling of a photosensitiser and a catalyst in solution: 
the complex immobilised on the semiconductors showed faster electron transfer than Ni(cyc) 
in solution in the presence of the semiconductor film. While a carboxylic acid proved a labile 
group for CO2 reduction photocatalysis, the phosphonate group on Ni(cycP) was shown to be 
much more stable. The higher stability came at the cost of a slower electron transfer, and future 
work could explore different anchoring groups which show both fast electron transfer and high 
stability in aqueous environments. 
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In chapter 4 the photocatalytic activity of Ni(cycP) for CO2 reduction was shown in two 
different systems. Initially, the catalyst was co-anchored to an inert support with a ruthenium 
dye, RuP, and it was shown that the heterogeneous system was more active than the two 
components in solution by carrying out photocatalytic experiments and spectroscopic studies. 
While we demonstrated successful CO2 reduction to CO in water, the selectivity was found to 
be poor (4:1 H2:CO), and future work will look at the reasons for the low selectivity; 
furthermore, the use of different hole scavengers and cheaper dyes will be explored in order to 
further improve the photocatalyst. Subsequently, ZnSe quantum dots have been showed to be 
efficient photosensitisers for the CO2 reduction to CO when Ni(cycP) was immobilised on the 
surface, and the kinetics of the charge carriers have been studied in detail with ultrafast transient 
absorption spectroscopy. We found that the lifetime of the photogenerated holes and electrons 
is determined by the presence of trap states close to the VB and the CB, respectively, which 
are due to defects on the surface. The presence of the long-lived photoelectrons in the presence 
of a hole scavenger allows efficient electron transfer to the immobilised Ni(cycP). In the future, 
it would be interesting to explore the presence of trap states further, for example by 
purposefully introducing defects in the material. 
Finally, in the last chapter we have set-up an in situ SFG-SEC experiment in collaboration with 
the UK-CLF facility, and we have used it to demonstrate that it is possible to observe reaction 
intermediates, as they are formed at the electrode during a CV, by analysing the SFG-SEC 
spectra of [Mn(bpy)(CO)Br], a well-known CO2 reduction catalyst. We were able to identify 
the major intermediate species that form as the potential is scanned under argon, demonstrating 
the usefulness of the technique. Furthermore, we were able to obtain preliminary data on the 
SFG-SEC of Ni(cycC), and its adsorption on the surface of a Hg electrode. Despite the 
advantages of the technique, it still suffers from poor S:N ratios, the presence of the non-
resonant background complicating the spectral assignments and poor time resolution. The S:N 
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ratio and the non-resonant background suppression can be achieved by implementing pulse 
shaping of the IR beam incident to the sample, and some progress has been made during the 
last set of experiments (not included in  this thesis due to time constraints), while time 
resolution will be solved by careful design of the SEC cell, as for example the use of 
microelectrodes to reduce the cell time constant. 
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salimmo sù, el primo e io secondo, 
tanto ch’i’ vidi de le cose belle 
che porta ’l ciel, per un pertugio tondo. 
 
E quindi uscimmo a riveder le stelle. 
- Dante Alighieri 
