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ABSTRACT
Inferring missing edges in multi-relational knowledge graphs
is a fundamental task in statistical relational learning. How-
ever, previous work has largely focused on the transductive re-
lation prediction problem, where missing edges must be pre-
dicted for a single, fixed graph. In contrast, many real-world
situations require relation prediction on dynamic or previ-
ously unseen knowledge graphs (e.g., for question answering,
dialogue, or e-commerce applications). Here, we develop a
novel graph neural network (GNN) architecture to perform
inductive relation prediction and provide a systematic com-
parison between this GNN approach and a strong, rule-based
baseline. Our results highlight the significant difficulty of in-
ductive relational learningcompared to the transductive case-
and offer a new challenging set of inductive benchmarks for
knowledge graph completion.
Index Terms— graph neural networks, knowledge graphs,
inductive reasoning
1. INTRODUCTION
Knowledge graphs (KGs) are a collection of facts, which
specify relations (or edges) among a set of entities (or nodes).
Predicting missing facts in KGs—usually framed as relation
prediction between two entities—is a widely studied problem
in statistical relational learning [1]. The basic idea behind
most successful knowledge base completion methods is to
condense each entity’s neighborhood information into an
entity-specific low-dimensional embedding, which can then
be used to predict missing edges [2, 3, 4, 5]. Importantly,
however, this embedding-based approach inherently assumes
a fixed set of entities in the graph—an assumption that is
generally referred to as the transductive setting (Fig. 1) [6].
In contrast to this transductive assumption, many real-
world KGs are ever-evolving, with new nodes or entities
being added over time—e.g., new users and products on e-
commerce platforms or new molecules in biomedical knowl-
edge graphs. The challenge of having to be able to generalize
and make predictions on such unseen nodes is referred to
as the inductive setting (Fig. 1) [6, 7]. The ability to make
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Fig. 1. Illustration of transductive and inductive settings for
relation prediction in knowledge graphs.
predictions in the inductive setting is essential for production-
ready machine learning models. In the extreme case, one
could transfer knowledge from one domain to another us-
ing such an inductive model. For example, a model trained
on knowledge graph derived from one e-commerce platform
could be used to make meaningful predictions on another
e-commerce platform (with entirely different users and prod-
ucts) without having to re-train the model.
Current embedding-based methods for knowledge base
completion are not suitable for the inductive setting, as they
ground themselves to the entities present in the training set
and learn entity-specific embeddings. Moreover, while there
are inductive approaches to generate embedding for unseen
nodes (e.g., for node classification) [7], these approaches rely
on the presence of node features, which are not present in
many KGs. Finally, in contrast to tasks such as node classifi-
cation, relation prediction in an inductive setting is especially
difficult since it requires the model to learn complex structural
rules that are independent of node identities.
Present work. In our approach, instead of learning entity-
specific embeddings we train a graph neural network (GNN)
[8, 9] to predict relations from the sub-graph structure around
a candidate relation. We do not use any node features in order
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to test GNNs’ ability to learn and generalize solely from graph
structure. Since the GNN only receives structural information
(i.e., the sub-graph structure) as input, the only way it can
complete the relation prediction task is to learn the multi-step
compositional rules that underlie the knowledge graph. This
approach naturally generalizes to unseen nodes, as the model
learns the semantics of the relations and sub-graph structures
independent of any particular node identities.
Existing benchmark datasets for knowledge graph com-
pletion are set up for transductive reasoning, i.e., they as-
sume that all entities in the test set are present in the training
data. Thus, in order to test models with inductive capabili-
ties, we construct three new inductive benchmark datasets by
carefully sampling sub-graphs from diverse knowledge graph
datasets. We evaluate our approach using these benchmarks
against a state-of-the-art rule-based method, which is the only
other model capable of inductive predictions. Our results
show that the proposed GNN-based inductive model effec-
tively generalizes to unseen nodes and graphs, outperforming
the rule-based method across all three datasets.
2. RELATEDWORK
Embedding-based models. Most existing KG completion
methods fall under the embedding-based paradigm. RotatE
[5], ComplEx [3], ConvE [4] and TransE [2] are some of the
representative methods that train shallow embeddings [10] for
each node in the training set, such that these low-dimensional
embeddings can retrieve the relational information of the
graph. Adapting these methods to make predictions in the in-
ductive setting requires expensive re-training of embeddings
for the new nodes.
Similar to our approach, the R-GCN model uses a GNN to
perform relation prediction [11]. Although this approach, as
originally proposed, is transductive in nature, it has the poten-
tial for inductive capabilities if node features are present [7].
However, unlike our approach, R-GCN still requires learning
node-specific embeddings, whereas we treat relation predic-
tion as a sub-graph reasoning problem.
Rule-based methods. Unlike embedding-based methods,
rule-based approach derive probabilistic logical-rules by enu-
merating statistical regularities and patterns present in the
knowledge graph [12, 13]. These methods are inherently
inductive since the rules are independent of node identities,
but these approaches suffer from scalability issues and lack
expressive power due to their rule-based nature. Building
on these purely rule-based approaches, the Neural-LP model
learns logical rules from KGs in a differentiable manner [14].
While this approach could in principle be made inductive, its
use of TensorLog [15] operators limits its current applicabil-
ity to static graphs.
Link prediction using GNNs. Finally, outside of the KG
literature, Zhang et al. [16] have theoretically proven that
GNNs can learn common graph heuristics for link prediction
in simple graphs. Our proposed approach can be interpreted
as an extension of Zhang et al.’s [16] SEAL method to di-
rected multi-relational knowledge graphs.
3. PROPOSED APPROACH
The key idea behind our approach is to predict relation be-
tween two nodes from the enclosing sub-graph structure
around those two nodes, while being invariant to node iden-
tities. The overall task is to score a triplet (u, rt, v), i.e.,
to score the likelihood of a possible relation rt between a
head node u and tail node v, where we refer to nodes u and
v as target nodes and to rt as the target relation. Our ap-
proach to scoring such triplets can be roughly divided into
three sub-tasks (which we detail below): (i) extracting the
enclosing sub-graph around the target nodes, (ii) labeling the
nodes in the extracted sub-graph, and (iii) scoring the labeled
sub-graph using a GNN (Fig. 2).
3.1. Model details
Step 1: Sub-graph extraction. As a first step, we extract
the enclosing sub-graph around the target nodes. We define
the enclosing sub-graph between nodes u and v as the graph
induced by all the nodes that occur on a path, of length at
most k, from node u to node v. We hypothesize that such
sub-graphs will contain most of the compositional structure
needed to deduce the relation between the target nodes. More
precisely, let Nk(u) and Nk(v) be set of nodes in the k-
hop (undirected) neighborhood of the two target nodes. We
compute the enclosing sub-graph by taking the intersection,
Nk(u) ∩ Nk(v), of these k-hop neighborhood sets and then
iteratively prune nodes that are isolated or at a distance greater
than k from either of the target nodes.
Step 2: Node labeling. GNNs require a node feature matrix,
X ∈ R|V|×d, as input, which is used to initialize the neural
message passing algorithm [17]. Since we do not assume any
node features in our input KGs, we follow Zhang et al. [16]
and adapt their double radius vertex labeling scheme to our
setting, using one-hot encodings of these labels as node fea-
tures. Each node, i, in the sub-graph around nodes u and v is
labeled with the tuple (d(i, u), d(i, v)), where d(i, u) denotes
the shortest distance between nodes i and u without counting
any path through v (likewise for d(i, v)). This captures the
topological position of each node with respect to the target
nodes and reflects its structural role in the sub-graph. The two
target nodes, u and v, are uniquely labeled (0, 1) and (1, 0)
respectively so as to be identifiable by the model. The node
features are thus [one-hot(d(i, u))⊕ one-hot(d(i, v))], where
⊕ denotes concatenation of two vectors.
Step 3: GNN scoring. The final step in our model is to
use a GNN to score the likelihood of tuple (u, rt, v) given
G(u,v,rt)—the extracted and labeled sub-graph around the
target nodes. To complete this step, we employ a multi-
Fig. 2. Visual illustration of our GNN model for inductive relation prediction.
relational GNN (similar to R-GCN [11]) to obtain latent
graph and node representations from G(u,v,rt) using the fol-
lowing neural message-passing scheme:
hli = ReLU
(
Wlselfh
l−1
i +
R∑
r=1
∑
j∈N rG(u,v,rt) (i)
Wlrh
l−1
j
)
, (1)
where hli ∈ Rdl denotes the latent representation of node i
in the l-th layer;Wl ∈ RdlXdl−1 are the transformation ma-
trices used to propagate messages in the l-th layer; R is the
total number of relations present in the knowledge graph; and
N rG(u,v,rt)(i) denotes the set of immediate neighbors of node i
under relation r in the (sub-)graph G(u,v,rt). The initial latent
node representations, h0i , are initialized to the node features,
X ∈ R|V|Xd, built according to the labeling scheme described
above.
A (sub-)graph representation of G(u,v,rt) is obtained by
average-pooling of all the latent node representations:
hG(u,v,rt) =
1
|V|
∑
i∈V
hLi , (2)
where V denotes the set of vertices in graph G(u,v,rt), and L
denotes the last layer of the GNN.
To obtain the score for the likelihood of a triplet (u, rt, v),
we concatenate four vectors — the sub-graph representation
(hG(u,v,rt) ), the target nodes’ latent representations (hu and
hv), and a learned embedding of the target relation (ert ∈
Rdr ) — and pass these concatenated representations through
a linear layer:
score(u, rt, v) =WT [hG(u,v,rt) ⊕ hu ⊕ hv ⊕ ert ]. (3)
Finally, note that in addition to the basic GNN approach
(Equation 1), we also experimented with augmented neural
message-passing schemes using basis sharing [11], neigh-
borhood attention [18], and JK-connections [19]. We also
implement a form of edge dropout, where edges are ran-
domly dropped from the graph during neural message pass-
ing. We discuss the importance of these various augmenta-
tions in Section 4, and code to reproduce all our model vari-
ants is available at: https://github.com/kkteru/
inductive-relation-prediction.git.
3.2. Training regime
Following the standard and successful practice, we train
the model to score positive triplets higher than the nega-
tive triplets using a noise-contrastive hinge loss [2]. More
precisely, for each triplet present in the training graph, we
sample a negative triplet by replacing the head (or tail) of the
triplet with a uniformly sampled random node. We then use
the following loss function to train our model via stochastic
gradient descent:
L =
|E|∑
i=1
max(0, score(ni)− score(pi) + γ), (4)
where E is the set of all edges/triplets in the training graph; pi
and ni denote the positive and negative triplets respectively;
γ is the margin hyperparameter.
4. EXPERIMENTS
In order to evaluate the inductive capabilities of our model we
compare it with a representative rule-based method, RuleN
[12]. We also show evaluation in the transductive setting as a
reference. Finally, we report ablation studies of our model to
highlight the importance of different components.
4.1. Experimental setup
Datasets. We conduct experiments using three standard
benchmark knowledge graphs: WN18RR [4], FB15k-237
Table 1. Transductive results
WN18RR (7259/19265) FB15k-237 (3500/18504) NELL-995 (5054/11264)
AUC-PR Hits@10 AUC-PR Hits@10 AUC-PR Hits@10
RuleN 82.42 64.85 92.25 82.33 84.84 66.95
GNN (ours) 89.42 66.53 93.37 82.35 89.67 80.06
Table 2. Inductive results
WN18RR (2976/4775) FB15k-237 (2500/7797) NELL-995 (3344/6186)
AUC-PR Hits@10 AUC-PR Hits@10 AUC-PR Hits@10
RuleN 79.83 60.40 83.67 68.49 79.08 58.93
GNN (ours) 87.35 62.97 88.61 74.42 86.45 69.09
Table 3. Ablation study on subset of FB15k-237 (AUC-PR)
Transductive Inductive
Basic GNN 92.14 88.31
+ JK connections 93.68 89.87
+ attention + edge dropout 95.36 90.18
[20], and NELL-995 [21]. We remove certain relations
from NELL-995 (e.g., latitude and longitude information
of places), which do not contribute to the logical deduction
of missing relations. These datasets were originally devel-
oped for the transductive setting, so to facilitate inductive
testing, we sample a pair of sub-graphs (train-graph and
ind-test-graph) with disjoint set of entities. We randomly
select 20% of the links in these sub-graphs as test links. To
test the transductive abilities, we train and test the models
on the train-graph. To test the inductive abilities, we train
the models on the train-graph and test them on the ind-test-
graph. For robust evaluation, we sample 4 different pairs
of train-graph and ind-test-graph with increasing number of
nodes and links. The reported results in Table 1 are average
test results on four different train-graphs for each dataset.
Likewise, the results in Table 2 are the average test results
on four different ind-test-graphs for each dataset. In both
tables, the average number of nodes and links are noted – as
(nodes/links) – beside the respective dataset names.
Evaluation metrics. We evaluate the models using the area
under precision-recall curve (AUC-PR) and Hits@10. To cal-
culate the AUC-PR, along with the triplets present in the test
set, we score an equal number of randomly sampled nega-
tive triplets. We calculate Hits@10 by ranking the test triplets
among 50 randomly sampled negative triplets.
Baseline and implementation details. Our primary base-
line is RuleN [12] —a recently proposed rule-based method,
which performs competitively with embedding-based meth-
ods in the transductive setting and outperforms other rule-
based approaches (e.g., AMIE [13]). RuleN represents the
current state-of-the-art in inductive relation prediction on
KGs. Using the original terminology of RuleN, we train it to
learn rules of length up to 3.
For our GNN approach, we sample 3-hop enclosing sub-
graphs around the target links and use a 3-layer GNN. The
embedding size of each hidden GNN layer (as well as the rela-
tion embeddings) is 32. For the basis sharing, we set the basis
dimension to be fixed at 4. Further hyperparameter choices
are detailed in the code repository linked above.
4.2. Results
In Table 1 and 2, we see that the proposed GNN model sig-
nificantly outperforms the RuleN baseline across all datasets
in both the transductive and inductive settings. We note that
the inductive performance (across all datasets and models) is
relatively lower than the transductive case, highlighting the
difficulty of the inductive relation prediction task. We also
note that the relative gains of our GNN approach are much
higher for the WN18RR and NELL-995 datasets, compared
to the FB15k-237 dataset, and we hypothesize that this is due
to the skewed distribution of relations in this dataset. In Ta-
ble 3, we show the importance of different components of
our model. In particular, we see that the performance is in-
crementally improved with addition of attention mechanism,
edge-dropout, and JK connections.
5. CONCLUSION
We proposed a GNN-based approach for inductive knowledge
graph completion. Unlike embedding-based approaches,
our GNN model is able to predict relations between nodes
that were unseen during training, and our model was able
to significantly outperform a strong rule-based baseline—
representing one of the only previous methods capable of
inductive predictions. A key direction for future work is in-
vestigating whether our subgraph-based GNN approach can
provide gains in the transductive setting by ensembling our
model with state-of-the-art embedding-based methods.
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