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Resumen
El Melanoma, catalogado como la forma ma´s mortal de los canceres de piel (Carcinoma
de ce´lulas Basales, Carcinoma de ce´lulas Escamosas y Melanoma), incrementa su incidencia
a nivel mundial cada an˜o. Despue´s de diagnosticado, las posibilidades de supervivencia se
reducen considerablemente. En sus etapas iniciales puede ser controlado por medio de la
extirpacio´n de la lesio´n, sin embargo, es fundamental descubrirlo tan pronto como sea posi-
ble. Para el ana´lisis del melanoma han sido propuestos mu´ltiples exa´menes visuales; Regla
ABCD, Me´todo de Menzies, Lista de los 3 y 7 puntos, con los que se pretende detectar su
presencia mediante la bu´squeda exhaustiva de patrones asociados a malignidad. Esta tarea
se ha vuelto uno de los retos cotidianos del dermato´logo.
Como instrumento para enfrentar las dificultades visuales, la dermatoscop´ıa sobresale como
una sencilla te´cnica de amplificacio´n iluminada que ha demostrado su utilidad en la catego-
rizacio´n de las proliferaciones melanoc´ıticas, no obstante, su desempen˜o es insuficiente para
la deteccio´n precisa de malignidad, reflejando valores de desempen˜o del [75-84] % cuando el
examen es realizado por un dermato´logo experto.
En este trabajo se plantean las estrategias para el desarrollo de un sistema de diagno´sti-
co automa´tico del Melanoma por medio del empleo de ima´genes capturadas con la te´cnica
de dermatoscop´ıa. Para el desarrollo del sistema se propone un esquema modular de cinco
etapas: Adquisicio´n, Pre-procesamiento, Segmentacio´n, Extraccio´n de Caracter´ısticas y Cla-
sificacio´n. Como principales aportes, se desarrollo´ la sustitucio´n de los vellos en la imagen
mediante operaciones morfolo´gicas, fueron propuestos dos me´todos de manipulacio´n del color
para la correccio´n de contraste, un algoritmo robusto para la segmentacio´n de ima´genes y
la integracio´n de medidas locales para la caracterizacio´n de malignidad. El sistema propues-
to cuantifica la presencia de tres caracter´ısticas, espec´ıficamente: Patro´n reticular at´ıpico,
asimetr´ıa de patrones y velo blanco-azulado. Como resultado de la clasificacio´n de carac-
ter´ısticas con la te´cnica de maquinas de vectores de soporte, el sistema propuesto obtiene un
desempen˜o del [90.62, 100] % para los valores de sensibilidad y especificidad.
Palabras clave: Dermatoscop´ıa, Melanoma, Lista de los 3 puntos, diagno´stico asistido
por computador, procesamiento de ima´genes, svm.
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Abstract
Melanoma, catalogued as the most mortal skin cancers (basal cell carcinoma, scamous cell
carcinoma and melanoma), has increased its global incidence each year. After diagnosis, the
survival possibilities are considerable reduced. In initial stages, the illness can be controlled
by means of the lesion extirpation; nevertheless, it is crucial to detect the cancer as soon
as possible. For melanoma analysis, several screening methods have been proposed (Menzies
method, three and seven point checklist). With these methods, an exhaustive search of pat-
terns associated to malignity is used for detecting illness presence. This task has become one
of the current challenges of dermatologist.
As an instrument for tackling visual difficulties, dermoscopy has been considered as a simple
illuminated amplification method for the melanocytic proliferation categorization. However,
its performance is not high enough for the accuracy detection of malignity; showing perfor-
mance values between 75 % and 84 %, when the test is carried out by an expert dermatologist.
In this study, strategies for developing an automatic melanoma diagnosis system using der-
moscopy images were proposed. For this issue, a modular scheme of five stages was imple-
mented as follows: Acquisition, Preprocessing, Segmentation, Feature Extraction and Clas-
sification. The principal contributions were: The hair substitution in the image by means of
morphological operations, enhancement contrast color methods, a robust image segmenta-
tion algorithm and finally, local measures integration for the malignity characterization.
The proposed system quantified the presence of three main features: Atypical reticular pat-
tern, blue-white veil and pattern asymmetry. Performance of 90.62 % and 100 % for sensitivity
and specificity were obtained by employing support vector machine classifier.
Palabras clave: Dermatoscopy, Malignant Melanoma, 3 Point Checklist, computer ai-
ded diagnosis, image processing, svm.
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1. Introduccio´n
Las condiciones climatolo´gicas actuales como el calentamiento global, la excesiva exposicio´n
solar sin precaucio´n y factores adversos asociados a la produccio´n humana, fomentan la
aparicio´n de desordenes y enfermedades de la piel, en particular el ca´ncer o´ Melanoma. El
Melanoma se ha consolidado como una de las enfermedades cuta´neas con mayor crecimiento
en este siglo; actualmente posee una incidencia global de 132.000 casos nuevos por an˜o, lo
que hace merito para denominarlo como el ca´ncer ma´s letal de todos los de su tipo [74]. En
Colombia, se calcula que anualmente se pueden desarrollar aproximadamente 1.000 casos
nuevos de melanoma y cerca de 220 personas mueren debido a esta enfermedad [26].
El Melanoma al ser un ca´ncer que se manifiesta de manera silenciosa con una dispersio´n
amplia y profunda alrededor de la lesio´n, en la mayor´ıa de los casos imposibilita establecer
una accio´n oportuna para combatirlo. As´ı, el diagno´stico temprano del Melanoma ofrece
suficientes condiciones para elevar considerablemente las expectativas de vida. Sin embargo,
aunque existen me´todos tradicionales y automa´ticos, todav´ıa no existe un medio o´ te´cnica
estandarizada que sea ra´pida, efectiva y poco invasiva para la deteccio´n certera de este mal.
Por la ausencia de un instrumento pra´ctico y confiable que aporte significativamente en la
tarea de diagno´stico, la ocurrencia en nuevos casos de melanoma continuara´ incrementando
temporalmente ponie´ndose en riesgo la calidad de vida humana. No obstante, los desarrollos
ma´s prometedores para contrarrestar este problema son los realizados en torno a los sistemas
automa´ticos [59].
Como tratamiento para el control del melanoma existen me´todos que terminan siendo per-
judiciales para la salud del paciente, al producir dan˜os colaterales, especialmente la quimio-
terapia.
Por ser necesaria la continua inspeccio´n acerca de la evolucio´n de estas lesiones, existen te´cni-
cas tradicionales semi-cuantitativas que simplifican el diagno´stico. Entre los procedimientos
ma´s populares empleados por los dermato´logos se encuentran la Regla ABCD, Me´todo de
Menzies y Lista de los 7 Puntos. Son me´todos de examinacio´n desarrollados para determi-
nar si la lesio´n requiere de un ana´lisis profundo por parte de un dermato´logo experimentado.
Adicionalmente, buscando reducir la subjetividad impl´ıcita en el ana´lisis, lo cual permite
que sean utilizados por dermato´logos inexpertos. Las caracter´ısticas de bu´squeda comunes
para los procedimientos previos son: Patro´n reticular at´ıpico, velo blanco-azulado, asimetr´ıa
de patrones, color y borde. De acuerdo al criterio del especialista, es asignado un puntaje
de dispersio´n especifico para cada patro´n. Aunque los procedimientos son populares por su
practicidad su desempen˜o no es suficiente, por lo cual, los especialistas decidieron integrar
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una te´cnica que permitiera ampliamente la visualizacio´n de la lesio´n, con lo cual se obtuvo
un incremento notable en la precisio´n diagno´stica. Esa te´cnica es llamada dermatoscop´ıa o
Microscop´ıa de Epiluminiscencia (ELM), procedimiento diagno´stico no invasivo que permite
observar estructuras de la dermis y epidermis mediante un sistema de amplificacio´n de la
imagen acoplado a un sistema de iluminacio´n que permite superar la distorsio´n producida
por la reflexio´n y refraccio´n de la superficie cuta´nea, mostrando as´ı patrones de pigmento y
de vascularizacio´n invisibles al ojo desnudo.
A pesar de los esfuerzos tenidos al incluir nuevas te´cnicas en el momento de evaluacio´n no se
ha logrado obtener resultados elevados. Particularmente atribuibles a descuidos accidentales
en la bu´squeda minuciosa de un patro´n, al agotamiento f´ısico a causa del exhaustivo ana´lisis,
a las adversidades del medio, especialmente falta de contraste, entre otros. Por tal motivo
los sistemas de diagno´stico asistido por computador son una opcio´n oportuna para validar
la decisio´n del especialista, contribuir en la tarea de diagno´stico, disminuir el tiempo de
ana´lisis por imagen, que conduce a la optimizacio´n en la distribucio´n de las tareas me´dicas.
El propo´sito de estos me´todos no es reemplazar al experto, es ofrecer un aporte apropiado
que permita corroborar y argumentar la decisio´n que el dermato´logo con sus conocimientos
y experiencia ha dictaminado.
Algunos grupos de investigacio´n han hecho su aporte en la deteccio´n automa´tica del Mela-
noma aplicando me´todos cla´sicos o de desarrollo reciente en la implementacio´n del sistema,
en general conservando una estructura modular de la siguiente forma: Deteccio´n (Identifica-
cio´n del a´rea afectada), Descripcio´n (Extraccio´n de caracter´ısticas asociadas a malignidad)
y Decisio´n (Diagno´stico de la lesio´n, Benigna o Melanoma) [74, 47, 46]. El empleo de he-
rramientas de este tipo ha mostrado la efectividad en los resultados siendo tan fiables o
significativamente superiores a los obtenidos por un especialista, [37].
Con base en lo anterior, como objetivo general de esta tesis se propone desarrollar una herra-
mienta que sirve al diagno´stico automa´tico del melanoma, integrando el enfoque tradicional
de los procedimientos de examinacio´n manual con un sistema dermatosco´pico que contribuye
a generar una imagen digital de alta calidad. De este modo el sistema podra´ ser utilizado
para realizar un seguimiento perio´dico de la lesio´n, as´ı mismo, reducir el impacto del ca´ncer
de piel y las nefastas consecuencias sobre las personas que la padecen.
Luego de identificar las deficiencias de mu´ltiples sistemas diagno´sticos reportados en la litera-
tura, entre las que pueden ser consideradas principales debilidades se encuentran: la falta de
un protocolo de adquisicio´n serio [78, 48, 74], la ausencia de una etapa de pre-procesamiento
solida para la eliminacio´n o reduccio´n de ruido (Particularmente Vellosidad, Poros y Burbu-
jas), [78] y el no incluir medidas objetivas para la caracterizacio´n de las lesiones [78, 56]. De
no corregir las debilidades, fa´cilmente se puede modificar la confiabilidad del diagno´stico.
Con el a´nimo de corregir las anomal´ıas de los sistemas actuales y de implementar un sistema
eficiente, se propone integrar procedimientos seleccionados minuciosamente de la bibliograf´ıa
reciente y procedimientos propuestos que permitan el procesamiento efectivo de ima´genes
con caracter´ısticas de adquisicio´n desconocidas, pero que cumplan con ciertas condiciones
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Para el desarrollo de la herramienta propuesta, se propone el esquema modular mostrado en
la figura 1-1.
Figura 1-1.: Esquema General del Sistema de Diagno´stico Propuesto.
Para la implementacio´n robusta del sistema se conformo´ un banco de ima´genes derma-
tosco´picas tanto de tejidos normales como anormales, las cuales pudieran ser empleadas
para el entrenamiento y evaluacio´n del sistema en condiciones reales. Las ima´genes fueron
tomadas a personas pertenecientes a la zona Cafetera Colombiana. Adema´s, se capturaron
de tal forma que presentaran caracter´ısticas visuales mı´nimamente variables; tales como,
alto contraste en el a´rea de intere´s y elevado detalle en las caracter´ısticas presentes. Como
consecuencia se reduce el error de crecimiento exponencial en las etapas sucesivas. Error que
ba´sicamente es introducido por el inadecuado procedimiento de digitalizacio´n de las ima´ge-
nes. Por consiguiente, la influencia negativa del procedimiento de adquisicio´n en la deteccio´n
automa´tica del Melanoma y sus patrones relevantes sera´ mı´nima.
Para tal fin, integrando el modulo inicial, se situ´a el protocolo de adquisicio´n de ima´genes
dermatosco´picas, especialmente disen˜ado para obtener ima´genes que satisfagan las exigencias
del sistema y esencialmente para que conserven alta calidad en nitidez. En la metodolog´ıa
de adquisicio´n, para el desarrollo del protocolo de captura se presto´ especial atencio´n a
la iluminacio´n de la zona de intere´s (Lesio´n y Patrones Melanoc´ıticos) buscando que los
patrones cl´ınicos fueran suficientemente contrastados. Adicionalmente, se manipularon las
condiciones de humedad sobre la lesio´n, dimensio´n de la imagen, distancia con el foco y por
u´ltimo, presio´n superficial. El sistema de adquisicio´n de ima´genes esta´ conformado por un
dermatosco´pio Dermlite II Pro unido a una ca´mara Canon PowerShot A2200 configurada
especialmente para la captura de ima´genes dermatosco´picas.
Los para´metros o´ptimos de la ca´mara se establecieron mediante la captura de una imagen
por cada alternativa disponible en la ca´mara, segmentado dichas ima´genes y escogiendo los
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para´metros respecto al mejor desempen˜o de segmentacio´n. Como resultado, se obtuvieron
108 ima´genes que fueron segmentadas mediante el Me´todo de Otsu, ver Anexo A.
Cada uno de los mo´dulos desde la etapa de Preprocesamiento, corresponden a un cap´ıtulo
espec´ıfico de este trabajo donde sera´n comentados con mayor detalle.
El modulo de Preprocesamiento (Cap´ıtulo 3), fue integrado al sistema general con el propo´si-
to de eliminar el ruido sobre la imagen capturada, especialmente, vello y poros de la piel. En
el capitulo 4 se describen los procesos de segmentacio´n propuestos, los cuales son los aportes
principales de esta investigacio´n. En el capitulo 5 se realiza el proceso de caracterizacio´n de
los patrones melanoc´ıticos buscando eliminar la subjetividad de los criterios cl´ınicos, adicio-
nalmente, se analiza el proceso de clasificacio´n de las ima´genes dermatoscopicas. Finalmente,
el ultimo capitulo describe las principales conclusiones y trabajos hacia el futuro de este es-
tudio.
2. Marco Contextual
El incremento de temperatura actual, el caos medioambiental y factores relacionados al
desarrollo y produccio´n humana generan las condiciones o´ptimas para que la radiacio´n UV
ingrese sin mayor dificultad a trave´s de la capa atmosfe´rica igualmente debilitada a causa de
la aparicio´n notable del efecto invernadero. Modelos computacionales predicen que un 10 %
en la reduccio´n de la estratosfera puede provocar aproximadamente 300.000 nuevos casos
de no-melanoma y 4.500 casos de melanoma a nivel mundial cada an˜o [76]. En vista que
Colombia se encuentra en una regio´n geogra´fica la cual posee un ı´ndice de rayos UV elevado,
la poblacio´n Colombiana es vulnerable de sufrir las lesiones causadas por las constantes ma-
nifestaciones de estos rayos. Se calcula que anualmente se podr´ıan desarrollar ma´s de 1.000
casos nuevos de melanoma, provocando que aproximadamente 220 personas mueran de esta
enfermedad [26]. Cifras alarmantes que no pueden pasar desapercibidas.
La Radiacio´n UV se encuentra dividida en tres bandas de su longitud de onda caracter´ıstica,
radiacio´n UVA, UVB y UVC. Donde la exposicio´n a la banda UVB; caracterizada por perte-
necer a las longitudes de onda superiores a 280nm e inferiores a 315nm, representa la banda
que provoca el impacto ma´s nocivo sobre la salud humana, animal y de todo organismo
viviente. La Radiacio´n UV, aunque esencial para la produccio´n de vitamina D es causante
principal del desarrollo de mu´ltiples desordenes cl´ınicos dermatolo´gicos. Los cuales contribu-
yen a la aparicio´n de lesiones minu´sculas que fa´cilmente pasan desapercibidas y sin atencio´n
adecuada, evolucionan en uno de los ca´nceres ma´s comunes de este siglo, el Melanoma o
Ca´ncer de piel. El Melanoma es una patolog´ıa a la cual todo ser vivo esta´ en riesgo de poseer
por una exposicio´n solar frecuente, directa y sin precaucio´n adecuada.
2.1. Factores de incidencia de los rayos UV
Estudios realizados por la Organizacio´n Mundial de la Salud, sugieren que el ı´ndice de
radiacio´n UV se modifica con respecto a las caracter´ısticas geogra´ficas y medioambientales
segu´n la regio´n, incrementando con los siguientes factores:
Cuando el sol se encuentra ubicado perpendicularmente sobre la tierra y en temporadas
especificas del an˜o, especialmente en verano.
Cercan´ıa con la l´ınea ecuatorial.
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En d´ıas despejados. Incluso en d´ıas nublados, ba´sicamente, por la dispersio´n de los
rayos UV a causa de la reflexio´n de las mole´culas de agua y finas part´ıculas localizadas
en la atmosfera.
Altitud, con una variacio´n del 10-12 % por cada kilo´metro (En relacio´n al mar) reco-
rrido.
Variacio´n o´ reduccio´n de la capa de ozono en las temporadas del an˜o.
Reflexio´n de los suelos.
Aunque las personas de tez blanca son las ma´s propensas a padecer ca´ncer de piel, nadie
esta´ exento de sufrirlo, pues es en gran porcentaje de la superficie terrestre donde los rayos
UV son altamente dan˜inos para el humano, especialmente en la regio´n cercana a la l´ınea
ecuatorial, como se muestra en la figura 2-1, la cual indica la variacio´n actual de los rayos
UV sobre la tierra. Imagen adquirida con el sate´lite SCIAMACHY-KNMI y tomada de la
Agencia de Estudios Aeroespaciales - Holanda1.
Figura 2-1.: Indice de Rayos UV actual sobre la superficie terrestre. Febrero 15 de 2011.
El I´ndice de rayos ultravioleta solar mundial (IUV) es una medida de la intensidad de la
radiacio´n UV solar en la superficie terrestre. El IUV posee magnitudes superiores a cero, en
una escala que inicia con el nivel de exposicio´n bajo (IUV < 2), moderado (3 ≤ IUV ≤ 5),
alto (6 ≤ IUV ≤ 7), muy alto (8 ≤ IUV ≤ 10) y extremadamente alto (IUV > 11).
Espec´ıficamente, Colombia esta´ entre los tres pa´ıses que posee los ı´ndices de radiacio´n UV
ma´s elevados a nivel mundial [34], superando valores del 11 IUV . Segu´n la tabla de categor´ıas
1http://www.temis.nl/, Imagen Capturada: Febrero 15 de 2011.
2.2 Melanoma 9
de exposicio´n a la radiacio´n UV proporcionada por la OMS, ı´ndices superiores a este indican
que Colombia sufre una exposicio´n extremadamente alta y cuanto ma´s alto es el indicador,
mayor es la probabilidad de adquirir lesiones cuta´neas y oculares, y a su vez, ma´s ra´pido es
su aparicio´n y desarrollo [77].
Debido a la fuerte influencia de la Radiacio´n UV en la generacio´n de lesiones cuta´neas y
a la elevada razo´n de muertes como consecuencias de estas, los dermato´logos enfocan su
intere´s en desarrollar estrategias para detener o reducir el impacto, partiendo de estrategias
de prevencio´n o´ sencillamente con el frecuente y exhaustivo ana´lisis de lesiones pigmentadas
aparentemente alarmantes, pues el melanoma o ca´ncer de piel es posible de controlar si ha
sido diagnosticado prematuramente.
2.2. Melanoma
Dentro de las proliferaciones melanoc´ıticas cuta´neas se encuentran lesiones comunes, co-
mo los Nevus Melanoc´ıticos (lunares comunes adquiridos), que en gran proporcio´n los seres
humanos poseemos, y el Melanoma. El Melanoma es la formacio´n patolo´gica de un tejido
maligno cuyos componentes sustituyen los tejidos normales con un comportamiento biolo´gico
particularmente agresivo, al punto de constituir una de las principales causas de muerte por
enfermedad cuta´nea [85].
El ca´ncer de piel se caracteriza por ser una enfermedad silenciosa, son frecuentes los casos de
personas que adquirieron la lesio´n Melanoc´ıtica que sin notar la evolucion de la enfermedad,
al momento de detectarlo es practicamente imposible combatirlo. Adicional al factor solar,
dentro de los posibles causantes de esta patolog´ıa tambie´n se encuentra el aporte gene´tico,
la exposicio´n a radiacio´n artificial o´ el uso perio´dico de cabinas de bronceado.
El ca´ncer de piel usualmente es indoloro, se revela con la generacio´n de un tumor luego
del crecimiento descontrolado de las ce´lulas de la piel, reacomoda´ndose desde la capa mas
externa de la epidermis hacia adentro o viceversa. Dependiendo del sentido en el que se
concentra el tejido dan˜ino, se adquiere un nivel de amenaza diferente. En caso de ser tumor
maligno se pueden afectar o´rganos aledan˜os a la lesio´n, algo que no ocurre generalmente con
el comportamiento de un tumor benigno.
Los s´ıntomas de poseer ca´ncer de piel se reconocen por el abultamiento o sangrado repentino
de la lesio´n y enrojecimiento o generacio´n de costra. Luego de su diagno´stico y previamente
establecido el cara´cter de la lesio´n, la zona puede ser tratada mediante una serie de proce-
dimientos quiru´rgicos en los que retiran la lesio´n de la regio´n afectada [54]. Estas practicas
ocasionalmente resultan inco´modas, dolorosas o antieste´ticas para el paciente.
La tarea de diagno´stico especialista comu´nmente se realiza bajo la vulnerabilidad a factores
asociados al entorno visual que podr´ıan provocar la imprecisio´n del ana´lisis. Para identificar
la presencia de melanoma se inspeccionan patrones espec´ıficos sobre la lesio´n cuta´nea que
sugiere la atencio´n del especialista, en vista de ser un procedimiento tan serio y minucioso
el proceso se torna extenuante. Para el diagno´stico del melanoma, tambie´n se encuentra el
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ana´lisis del tejido maligno luego de ser extra´ıdo por medios quiru´rgicos de la regio´n afectada,
lo que comu´nmente se denomina biopsia, [72, 33].
2.3. Procedimientos dermatolo´gicos para la deteccio´n de
melanoma
Con base en el significado histolo´gico y en la frecuencia de aparicio´n de cada estructura sobre
las lesiones melanoc´ıticas o´ tejidos sospechosos, se ha concluido que los patrones estrechamen-
te asociados a patolog´ıas melanoc´ıticas dan˜inas son: Ret´ıculo pigmentado prominente o at´ıpi-
co, puntos y glo´bulos irregulares, proyecciones irregulares, velo azul-gris o´ azul-blanquecino,
a´reas desestructuradas, estructuras de regresio´n, estructuras vasculares [9].
En la pra´ctica, no todos los especialistas esta´n de acuerdo con incluir las caracter´ısticas
previas, por lo cual son diversos los procedimientos de diagno´stico en los que se consideran
nuevas caracter´ısticas o se eliminan otras. Adema´s, los nuevos procedimientos son disen˜ados
para evitar al ma´ximo la influencia de la experiencia sobre el diagno´stico, no obstante, los pri-
meros me´todos requer´ıan de amplio conocimiento emp´ırico para ser utilizados exitosamente.
De ellos, el me´todo ma´s popular se conoce como Ana´lisis de Patrones, enfoque dermatosco´pi-
co cla´sico para el diagno´stico de lesiones pigmentadas de la piel, caracterizado por ofrecer
un diagno´stico basado en un ana´lisis cualitativo y apoyado en la evaluacio´n subjetiva de
mu´ltiples criterios dermatosco´picos que requieren conocimiento especial para ser identifica-
dos con suficiente seguridad [94]. Con lo cual Ana´lisis de Patrones, es complejo de aplicar y
es empleado principalmente por especialistas experimentados.
En el an˜o 2000, se promovio´ la organizacio´n de una reunio´n virtual llamada The 2Th Con-
sensus Net Meeting on Dermoscopy, con la que se pretendio´ refinar la terminolog´ıa derma-
tosco´pica, evaluar las diferentes estructuras dermatosco´picas de intere´s, as´ı como los me´todos
diagno´sticos ma´s notables [9, 49, 93]. Los me´todos diagno´sticos evaluados fueron: Ana´lisis
de Patrones, Regla ABCD, Me´todo de Argenziano y Lista de verificacio´n de los 7 puntos. A
continuacio´n se ofrece una descripcio´n ma´s amplia de cada uno de ellos.
2.3.1. Regla ABCD
Me´todo de diagno´stico semi-cuantitativo, se basa en la asignacio´n de un puntaje relacionado
a la propagacio´n de los patrones relevantes sobre la lesio´n. Estableciendo como patrones
decisivos: Asimetr´ıa, Bordes, mu´ltiples Colores y estructuras Dermatosco´picas [84].
Asimetr´ıa (A): Patro´n generado por el crecimiento descontrolado de la lesio´n, debido
a mayores concentraciones en diferentes regiones el per´ımetro de la lesio´n tiende a
poseer una forma irregular, ver figura 2.2(a).
Borde (B): Las lesiones melanoc´ıticas poseen bordes abruptos en sus extremos. Las
lesiones benignas suelen tener bordes que se desvanecen suavemente. Ver figura 2.2(b).
2.3 Procedimientos dermatolo´gicos para la deteccio´n de melanoma 11
(a) (b) (c) (d)
Figura 2-2.: Ima´genes con presencia de patrones relevantes, segu´n la Regla ABCD. (a). Asi-
metr´ıa de patrones. (b). Borde Irregular. (c). Velo Azul. (d). Patro´n Reticular.
Color (C): Relacionado al exceso de melanina bajo la superficie del tumor, provocando
un color diferente a una concentracio´n diferente sobre una regio´n espec´ıfica [82], figura
2.2(c).
Estructuras Dermatoscopicas (D): Se refiere a un conjunto de patrones que indican
el grado de malignidad de la lesio´n, ver figura 2.2(d).
1. Ramificaciones.
2. Pigmentacio´n Reticular: Consiste en una conexio´n de l´ıneas entrecruzadas que
provocan la generacio´n de huecos, regulares o irregulares. Las l´ıneas indican mayor
cantidad de melanina en esa regio´n.
3. Ausencia de estructuras o´ Homogeneidad
4. Puntos y glo´bulos.
En la Tabla 2-1, se muestran los ı´ndices que pueden ser asignados a cada patro´n. Al establecer
un factor de peso apropiado, luego son empleados para calcular el puntaje dermatoscopico
total TDS, que es la variable que indica el tipo de malignidad de la lesio´n y corresponde a:
TDS : 1,3(A) + 0,1(B) + 0,5(C) + 0,5(D) (2-1)
Tabla 2-1.: Regla ABCD.
Patro´n Posibles I´ndices Factor de Peso
As´ımetria (A) [0-2] 1.3
Bordes (B) [0-8] 0.1
Color (C) [1-6] 0.5
Estructuras Dermatosco´picas (D) [1-5] 0.5
Benigna Sospechosa Altamente Sospechosa
TDS < 4,75 4,8 < TDS ≤ 5,45 TDS > 5,45
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2.3.2. El Me´todo de Menzies
Desarrollado para simplificar el diagno´stico de Melanoma y superar la inexperiencia por
parte de principiantes. Con el fin de evitar errores asociados a la experiencia impl´ıcita en
la asignacio´n del puntaje, el me´todo se enfoca en identificar la presencia de un conjunto de
estructuras exclusivas del melanoma maligno, en caso de encontrarse tales caracter´ısticas
el diagno´stico sera´ positivo, por el contrario, si solo se encuentran las dos caracter´ısticas
asociadas a pigmentacio´n normal, el diagno´stico sera´ negativo de poseer Melanoma Maligno
(MM). La Tabla 2-2 ofrece una descripcio´n ma´s detallada del diagno´stico asociado a la
presencia de los patrones a considerar mediante este me´todo [64].
Tabla 2-2.: Me´todo de Menzies.
Diagno´stico Caracter´ısticas
Benigno Simetr´ıa de Patrones
Un color
Maligno Asimetr´ıa de Patrones
Ma´s de un Color
Existencia de uno o los nueve patrones posit´ıvos:
1. Velo Blanco-Azul.
2. Varios puntos cafe´s.
3. Pseudo´podos.
4. Distribucio´n radial.
5. Despigmentacio´n tipo cicatriz.
6. Puntos negros perife´ricos.
7. Mu´ltiples colores (5-6).
8. Mu´ltiples puntos de color Azul/Gris.
9. Amplio pigmento Reticular.
2.3.3. La Lista de Verificacio´n de los 7 Puntos
De manera similar al procedimiento previo y con menos caracter´ısticas a inspeccionar sobre
la imagen, este me´todo jerarquiza los patrones que indican la existencia de melanoma sobre
la lesio´n. Para tal fin, el procedimiento incluye caracter´ısticas que son asociadas al Melanoma
Maligno con un grado de incidencia espec´ıfico. A las caracter´ısticas especialmente relacio-
nadas con el Melanoma se las llama de Mayor Criterio y a las menos similares se les llama
caracter´ısticas de Menor Criterio. A un criterio ma´s elevado sobre la lesio´n, se le asigna un
puntaje superior [8], ver Tabla 2-3.
Para una descripcio´n ma´s profunda de los patrones relevantes y su correlacio´n histolo´gica,
consultar [14, 49, 93].
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Tabla 2-3.: Lista de verificacio´n de los 7 Puntos.
Criterio Caracter´ısticas Puntaje ρi
Mayor Pigmento Reticular at´ıpico. 2
Patro´n vascular at´ıpico. 2
Velo Azul-Blanquecino. 2
Menor L´ıneas Irregulares. 1
Pigmentacio´n Irregular. 1
Puntos Irregulares. 1
A´reas de Regresio´n. 1
Melanoma No Melanoma∑
ρi ≥ 3
∑
ρi < 3
2.3.4. Lista de 3 puntos
Entre los algoritmos de diagno´stico visual la lista de los tres puntos podr´ıa clasificarse como
el ma´s simple. Esta´ basado en la evaluacio´n de solo tres criterios dermatosco´picos, entre ellos
asimetr´ıa, patro´n reticular at´ıpico y por ultimo estructuras blanco-azuladas. En la Tabla 2-
4, se encuentra la definicio´n de cada criterio diagno´stico. La lesio´n pigmentada de la piel se
define sospechosa al verificarse la presencia de dos o tres criterios.
En [45] se realizo´ un estudio preliminar donde fue evaluado el desempen˜o de la lista de ve-
rificacio´n de los 3 puntos, concluyendo que este procedimiento diagno´stico permite que los
inexpertos obtengan valores de sensibilidad comparables a los obtenidos por los expertos, lo
cual es ratificado en [94]. Tambie´n fue evaluado el me´todo con respecto al diagno´stico con-
seguido por un grupo de voluntarios, dentro de los que se inclu´ıan personas con profesiones
asociadas a la dermatolog´ıa y diferentes. En ese estudio ten´ıan como objetivo reevaluar los
resultados iniciales con un gran nu´mero de observadores independientemente de la profesio´n
y experiencia en dermatoscop´ıa. Como resultado, concluyen que este me´todo es una herra-
mienta simple, precisa, reproducible y posible de utilizar para el diagno´stico del ca´ncer de
piel.
Tabla 2-4.: Definicio´n de los criterios dermatosco´picos para la lista de los tres puntos.
Lista de los 3 Puntos Definicio´n
Asimetr´ıa
Asimetr´ıa de color y estructura en uno o dos ejes perpen-
diculares
Ret´ıculo At´ıpico
Ret´ıculo pigmentado con orificios irregulares y l´ıneas
gruesas.
Estructuras blanco azuladas
Cualquier tipo de coloracio´n azulada, blanquecina o am-
bas.
14 2 Marco Contextual
Los algoritmos previamente mencionados han sido desarrollados no solo para reducir el im-
pacto del conocimiento emp´ırico que podr´ıa conducir al conflicto de opiniones entre especialis-
tas, sino tambie´n, para reducir la complejidad del procedimiento de diagno´stico comu´nmente
aceptado por los dermato´logos experimentados, Ana´lisis de Patrones.
Aunque existen mu´ltiples reportes bibliogra´ficos exponiendo las medidas de desempen˜o ge-
neral de los algoritmos de diagno´stico populares, no es posible establecer con exactitud su
precisio´n real, en vista de la variabilidad de los datos mostrados por cada investigacio´n in-
dividual, ya sea por las estrategias de adquisicio´n de las ima´genes o sencillamente por el
nu´mero de ima´genes empleadas en el diagno´stico. Debido a la variabilidad de los experimen-
tos es impropio inferir el comportamiento general de un me´todo espec´ıfico, aun ma´s cuando
se considera exclusivamente una pequen˜a muestra de ima´genes. A pesar de lo anterior, en la
Tabla 2-5, se muestran los desempen˜os de los algoritmos de diagno´stico comentados en la
seccio´n 2.3. Todos los resultados excepto el u´ltimo fueron obtenidos en el encuentro de der-
matoscop´ıa realizado el an˜o 2000 y se podr´ıa considerar que son los reportes ma´s serios, en
vista que el evento agrupo mu´ltiples dermato´logos expertos enfocados en el mismo ana´lisis.
Tabla 2-5.: Desempen˜o de los Procedimientos de diagno´stico en terminos de la Sensibilidad
y Especificidad.
Algoritmo de Diagno´stico
Desempen˜o
Sensibilidad % Especificidad %
Ana´lisis de Patrones, [93]. 83.7 83.4
Regla ABCD, [93]. 82.6 70
Lista de los 7 puntos, [93]. 83.6 71.1
Me´todo de Menzies, [93]. 85.7 71.1
Lista de los 3 puntos, [94]. 91 71.9
Si bien todos me´todos, segu´n la Tabla 2-5, poseen valores muy similares, actualmente con-
tinua la disputa por establecer que me´todo se desempen˜a de manera o´ptima. Y aunque, la
lista de los 3 puntos no fue incluido en el consenso virtual, en [38, 94] corroboran que es un
procedimiento superior a los me´todos semejantes, argumentado que este procedimiento de
diagno´stico clasifico´ exitosamente todos los melanomas incluidos en las pruebas, permite a
dermato´logos inexpertos obtener altos valores de precisio´n en el diagno´stico y puede ser lle-
vado a la pra´ctica sin mayores tropiezos. Por el contrario, los me´todos: Ana´lisis de patrones,
lista de los 7 puntos y Regla ABCD, son dependientes de la experiencia y por consiguiente,
propensos a resultados incorrectos cuando son empleados por personal no capacitado [58].
Es por tal razo´n y en particular por la aplicabilidad, sencillez y la baja dependencia con la
experiencia, que se emplea La lista de los 3 Puntos como el procedimiento de evaluacio´n
que ofrecera´ el criterio diagno´stico en el presente trabajo.
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2.4. Dermatoscop´ıa
Con el objetivo de incrementar el desempen˜o del ana´lisis especialista comu´nmente se em-
plean dispositivos que aumentan la dimensio´n de la lesio´n, ofreciendo la visualizacio´n de
estructuras relevantes con un elevado nivel de detalle. La Dermatoscop´ıa como parte de esas
herramientas ofrece varias ventajas en relacio´n a otras te´cnicas de ana´lisis dermatolo´gico,
especialmente al diagno´stico a ojo desnudo [51] o´ incluso a te´cnicas de adquisicio´n de ima´ge-
nes controladas, donde es frecuente el empleo de aceite de inmersio´n sobre la lesio´n, filtros
especiales u otros procedimientos que buscan mejorar la nitidez de las estructuras pigmen-
tadas. La Dermatoscop´ıa tambie´n llamada Microscop´ıa de Epiluminiscencia (ELM), es una
sencilla te´cnica diagno´stica de amplificacio´n iluminada que ha demostrado su utilidad en la
categorizacio´n de proliferaciones melanoc´ıticas, permitiendo la clasificacio´n de estructuras
malignas con facilidad e incrementando la sensibilidad en el diagno´stico especialista de 10 %
a 27 % [78]. Dentro de las ventajas que ofrece la Dermatoscop´ıa, se encuentran:
Superior nitidez de la zona de intere´s.
Te´cnica diagno´stica no invasiva.
Disminucio´n de biopsias innecesarias.
Posible seguimiento dermatosco´pico de lesiones sospechosas.
El dermatosco´pio es un dispositivo que posee un lente o´ptico con un factor de amplificacio´n
de 10x, adema´s de un juego de leds de polarizacio´n cruzada y lineal, que en conjunto generan
32 leds apropiadamente distribuidos, Figura 2-3. El modo de polarizacio´n lineal provoca que
se ilumine la parte surperficial de la lesio´n, por el contrario la polarizacio´n cruzada supera el
reflejo provocado por la epidermis, definiendo estructuras pigmentadas profundas y n´ıtidas
[29]. Del acople del dermatosco´pio a una ca´mara digital, su pueden capturar las ima´genes
dermatosco´picas o´ tambie´n llamadas ima´genes melanoc´ıticas.
Figura 2-3.: Dermatosco´pio empleado para la adquisicio´n de las ima´genes.
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2.5. Sistemas de diagno´stico automa´tico por computador
2.5.1. Antecedentes
Los sistemas de diagno´stico automa´tico fueron propuestos como un intento por reducir la
variabilidad del diagno´stico visual a ojo desnudo obtenido por el examen especialista, en los
que usualmente influyen factores no estandarizados por el medio cient´ıfico. Luego de ser no-
table la creciente aparicio´n del melanoma, el primer reporte asociado a sistemas diagno´sticos
fue incluido en la literatura alrededor de 1985 [28].
En un estudio realizado por G. Day et al, analizan los desarrollos asociados en esta a´rea
desde sus inicios hasta finales de la de´cada de los 90, en esa investigacio´n determinan que
los sistemas de diagno´stico reportados en la literatura estaban estructurados para reconocer
el Melanoma, siguiendo los mismos procedimientos empleados por el especialista.
Tales sistemas se caracterizaban por utilizar ima´genes adquiridas sin un esta´ndar espec´ıfi-
co, lo que afecto significativamente la etapa de segmentacio´n. Luego de la aparicio´n de la
dermatoscopia a inicios de los 90 y de la elevada precisio´n del diagno´stico al utilizar esta
te´cnica, se popularizo´ el empleo de ima´genes dermatosocopicas para la deteccio´n automa´tica
de melanoma. Debido a razones comerciales, la etapa de segmentacio´n de ima´genes no fue
descrita ampliamente sino a partir de la segunda mitad de la de´cada del 90.
Respecto a la clasificacio´n, fueron principalmente aplicados me´todos estad´ısticos entre ellos
Ana´lisis discriminante, redes neuronales artificiales y clasificadores lineales. Con base en las
tablas desarrolladas por Gay et al., hasta finales de los an˜os 90 los intervalos de sensibilidad
y especificidad para los sistemas de diagno´stico de melanoma conocidos eran de [74-96] % en
sensibilidad y [60-86] % en especificidad.
2.5.2. Estado del Arte
Actualmente los desarrollos en el diagno´stico automa´tico del melanoma siguen siendo nota-
bles, ya sea inspirados en buscar mejores desempen˜os que los obtenidos por sistemas previos,
en ofrecer sistemas que puedan ser tan eficientes como un dermato´logo experto o´ impulsados
por el conocimiento que se tiene acerca de la mortalidad del melanoma. A continuacio´n, se
ofrecera´ un reporte basado en las contribuciones, conclusiones y resultados de las investiga-
cio´nes asociadas al tema.
En la revisio´n de diversos trabajos publicados en la u´ltima de´cada, el perfeccionamiento de
sistemas de diagno´stico automa´tico de melanoma sigue siendo un a´rea activa. Con base en
las investigaciones realizadas, se hace imprescindible el uso de sistemas diagno´stico segu´n
las siguientes razones, se manifiesta y se establece el Melanoma como el ca´ncer de piel ma´s
peligroso [78], debido a que posee el mayor ı´ndice de crecimiento en la tasa de incidencia a
nivel mundial. Segu´n [13] las estad´ısticas sugieren que en la u´ltima de´cada, 4 Millones de
personas fueron diagnosticadas con Melanoma y de ellas 500.000 posiblemente fallecieron
por la misma razo´n, con el agravante de que pudieron vivir 25 an˜os adicionales.
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Los estudios analizados comparten la idea de que el Melanoma es fa´cil de curar si es diagnos-
ticado en sus etapas tempranas o de lo contrario, la esperanza de vida se reduce a menos de
un an˜o [74]. Igualmente, la mayor´ıa considera adecuado generar una herramienta que asis-
ta objetivamente al diagno´stico del Melanoma en las practicas diarias de los especialistas,
herramienta necesaria para incrementar la precisio´n del diagno´stico, que en dermato´logos ex-
pertos se encuentra en el rango del 75-84 % [48]. En el diagno´stico especialista, son muchas
las condiciones que influyen para omitir accidentalmente variables relevantes, especialmente
la dimensio´n de la lesio´n, siendo ma´s dif´ıcil diagnosticar acertadamente cuando la lesio´n es
ma´s pequen˜a.
En general, los sistemas de diagno´stico examinados esta´n basados en ima´genes dermatoscopi-
cas y se componen de tres mo´dulos principales: Segmentacio´n, Extraccio´n de caracter´ısticas
y Clasificacio´n, siendo notable la variedad de me´todos para cada etapa. A continuacio´n se
mencionaran algunos relevantes. Adicionalmente en la Tabla 2-6, se puede observar un es-
quema general de co´mo esta´n integrados los sistemas de diagno´stico estudiados.
En [78], procesaron un conjunto de 152 ima´genes con un me´todo de segmentacio´n no explicito.
Realizan un conjunto de medidas sobre la imagen agrupa´ndolas entre geome´tricas, morfolo´gi-
cas y colorime´tricas. Luego las medidas son clasificadas mediante un sistema compuesto por
el clasificador de Ana´lisis Discriminante Lineal, Arboles de decisio´n y el clasificador de los
k vecinos ma´s cercanos. De la clasificacio´n obtuvieron valores de desempen˜o del 80 % en
sensibilidad y del 79 % en especificidad.
En [48], desarrollaron un sistema de diagno´stico con aplicacio´n en l´ınea. El prototipo inicial
empleo segmentacio´n mediante un algoritmo automa´tico de umbralizacio´n y este prototipo
genero valores de sensibilidad del 87 % y una especificidad del 93 %. Corrigiendo los errores
del prototipo inicial, reconsideraron como algoritmo de segmentacio´n el me´todo de creci-
miento de regiones, con el objetivo de hacer comparable la segmentacio´n automa´tica con la
manual. Adema´s realizaron otras mejoras relacionadas al tiempo de diagno´stico y extrac-
cio´n de caracter´ısticas. En total fueron calculadas 64 caracter´ısticas agrupadas en relacio´n
a cada ı´tem de la Regla ABCD. Posteriormente la clasificacio´n se realizo con Redes neu-
ronales artificiales obteniendo una pareja de sensibilidad y especificidad del 97 % y 86 %
respectivamente. Para el diagno´stico automa´tico se emplearon 319 ima´genes tomadas bajo
un protocolo especifico.
Al analizar detalladamente los sistemas de diagno´stico, es fa´cil notar que en la mayor´ıa,
la captura de ima´genes posee la ausencia de un protocolo de adquisicio´n definido. Por lo
anterior la inestabilidad de los resultados es inminente, a no ser que el sistema sea lo su-
ficientemente robusto para aceptar ima´genes con altas modificaciones, lo cual tampoco es
comentado.
De acuerdo a la segunda columna de la Tabla 2-6, aunque en los u´ltimos an˜os ha sido fuer-
temente criticado el procedimiento de diagno´stico de la Regla ABCD, este ha servido de
inspiracio´n para ser aplicado en la mayor´ıa de sistemas de diagno´stico automa´tico, mostran-
do resultados superiores que el diagno´stico por expertos dermato´logos.
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Tabla 2-6.: Sistemas de diagno´stico asistido por computador.
Sistema Basado Segmentacio´n Extraccio´n de Clasificacio´n
Automa´tico/ Caracter´ısticas
Publicacio´n
H. Ganster Indefinida Fusio´n: Globales: K − nn
et al. 2001. [39] 3D Clustering Color
Umbralizacio´n Forma.
A. Sbones Indefinida Geome´tricas. Sistema Mixto.
et al. 2003. [78] Morfolo´gicas. LDA, Knn y
Croma´ticas. Arboles de
decisio´n
H. Iyatomi Regla ABCD Crecimiento Morfolo´gicas. Redes
et al. 2005. [48] de Regiones Croma´ticas. Neuronales
Estad´ısticas Artificiales
M. Rahman Indefinido Umbralizacio´n Textura. SVM
et al. 2007. [69] Iterativa Croma´ticas. Gaussian ML.
K − nn
H. Iyatomi Regla ABCD Crecimiento Color. Redes
et al. 2008. [47] de Regiones Simetr´ıa. Neuronales
Borde, Textura
G. Capdehourat Regla ABCD Me´todo de Otsu Morfolo´gicas Arboles de decisio´n
et al. 2009.[13] y Me´todo de Croma´ticas
Argenziano Textura
J. F. Alco´n Regla ABCD Me´todo de Otsu Asimetr´ıa Arboles de decisio´n
et al. 2009.[4] Borde Fusionado con
Color Redes Bayesianas
I. Gola et al. Me´todo de Indefinida P. Reticulado Indefinida
2010.[42] dos pasos P. Globular
G. Leo et al. Me´todo de Me´todo de Otsu Croma´ticas. Arboles
2010.[56] Argenziano Textura. de decisio´n
D. Ruiz et al. Regal ABCD Me´todo de Otsu Morfolo´gicas Perceptron
2011. [74] Croma´ticas Multicapa,
Textura Clasificador
Borde Bayesiano, Knn.
G. Capdehourat Soporte Metodo de Color, Forma. Arboles de
et al. 2011. [12] Cl´ınico Otsu a Textura. Desicio´n
Color Locales
I. Gola Regla ABCD Doble Global. Indefinido
et al. 2011. [46] Umbralizacio´n Locales: Velo Azul
Reticulo, Globulos,
En la etapa de segmentacio´n, el Me´todo de Otsu ha sido el ma´s empleado. Si bien es fuerte-
mente aceptado en la literatura por el excelente comportamiento que posee, la complejidad
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de las ima´genes Melanoc´ıticas impiden su uso eficiente porque al ser un procedimiento de
umbralizacio´n, en la mayor´ıa de los casos se pierde informacio´n asociada a la regio´n difusa de
la lesio´n, es decir, los bordes. Con respecto a la caracterizacio´n de los patrones Melanoc´ıticos,
fue frecuente su reconocimiento mediante descriptores de forma, color y textura que fueron
clasificados por diversos enfoques de maquinas de aprendizaje.
2.6. Contextualizacio´n Te´cnica
Para el desarrollo e implementacio´n del sistema se hizo uso de variadas herramientas ela-
boradas en el a´rea de procesamiento digital de ima´genes. Sin embargo, con la intencio´n de
contextualizar al lector, a continuacio´n se describen algunos con los conceptos requeridos.
2.6.1. Descripcio´n del Mapa de color e Ima´genes Indexadas
Ba´sicamente, el Mapa de color se define como toda la gama de colores presentes en una ima-
gen RGB. Puntualmente, el Mapa de color CmapN×3 es una matriz con dimensio´n de tres
columnas por tantas filas como tonos diferentes y sin repeticio´n posea la imagen In×m×3, don-
de cada fila representa un color especifico y definido por la combinacio´n de las componentes
primarias, es decir, Rojo, Verde y Azul.
Cmapi×3 = {(Ri, Gi, Bi) ∈ J3 :

Ri = In×m×1(xs, ys),
Gi = In×m×2(xs, ys),
Bi = In×m×3(xs, ys)
} (2-2)
Donde xs ∈ {1 : stp : n}, ys ∈ {1 : stp : m}, J = [0, 1].
La extraccio´n del Mapa de Color se realiza al adquirir la intensidad asociada a las compo-
nentes de la imagen original cada stp pixeles, por filas y columnas, hasta recorrer toda la
imagen. Si la longitud de paso es igual a uno, stp = 1, se tendr´ıa un Mapa de Color tan
grande como el producto de la dimensio´n original de la imagen, N = n×m, siendo ineficiente
su manipulacio´n en te´rminos computacionales, pero si stp es muy grande, provoca que se
pierda informacio´n importante en ima´genes con dimensio´n reducida.
Sin embargo, como consecuencia de la alta resolucio´n requerida en ima´genes biome´dicas, se
obtienen ima´genes con dimensiones casi exageradas, razo´n por la cual, no es necesario reco-
rrer ma´s de la mitad de los pixeles contenidos en la imagen, espec´ıficamente, en este trabajo
se establecio´ un stp = 10, sin pe´rdida de informacio´n. Para restringir a que el Mapa de Co-
lor contenga tonos exclusivos, se busco iterativamente las intensidades repetidas y entonces
eliminarlas; para facilitar la bu´squeda, se redondeo a 4 la cantidad de nu´meros despue´s del
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Figura 2-4.: Matriz que posee los ı´ndices asociados al mapa de color, (Imagen Indexada).
punto decimal.
Despue´s de extraer el Mapa de Color, se obtiene una representacio´n casi exacta de la imagen
original, estableciendo un arreglo que relaciona cada pixel de la imagen RGB con un ı´ndice
del Mapa de Color, la imagen resultante se denomina imagen indexada, Figura 2-4.
Para mayor informacio´n consultar [43].
3. Preprocesamiento
3.1. Introduccio´n
En este cap´ıtulo se estudian las te´cnicas que tienen como objetivo remover o´ atenuar todo
tipo de objeto que perturbe la regio´n de intere´s. Para tal fin, se realiza un ana´lisis com-
parativo de los me´todos populares y los me´todos propuestos asociados al tema. Esto con
la intensio´n de identificar los procedimientos ma´s robustos que integraran esta etapa del
sistema pero que tambie´n contribuyen al incremento de la capacidad del mismo en el a´rea
de eliminacio´n de ruido y realce de contraste. Como principales aportes, se desarrollo una
te´cnica de remocio´n y sustitucio´n de vellos mediante reconstruccio´n morfolo´gica multiescala,
as´ı mismo, se encontro´ el espacio de color en el que las ima´genes exhiben el mejor contras-
te. Entre los espacios de color estudiados se incluyeron las transformaciones del espacio de
color, la proyeccio´n discriminante del color y la compactacio´n del color. La descripcio´n de
los me´todos propuestos se dara´ en las siguientes secciones conservando el orden del esquema
mostrado en la figura 3-1.
3.1.1. Estado del Arte
Los sistemas de diagno´stico automa´tico para la deteccio´n de patolog´ıas cl´ınicas, han sido
ampliamente aceptados en los u´ltimos an˜os gracias al gran soporte que ofrecen en la decisio´n
especialista. Estas herramientas emplean te´cnicas que reducen la subjetividad asociada a
los me´todos tradicionales de diagno´stico o´ sencillamente son capaces de realzar importantes
detalles en las ima´genes.
En virtud que en mu´ltiples tareas de reconocimiento las caracter´ısticas que definen al objeto
de intere´s poseen bajo contraste, las te´cnicas de mejoramiento de la imagen se han convertido
Figura 3-1.: Esquema general del modulo de Preprocesamiento.
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en la etapa inicial como parte integral del preprocesamiento [23, 21]. Por consiguiente, estos
algoritmos son popularmente empleados no solo en a´reas asociadas a la medicina [89, 83, 79],
sino tambie´n en la industria [1, 31] o´ reconocimiento biome´trico [91, 50], adicionalmente, pa-
ra el acondicionamiento de ima´genes dermatosco´picas.
El acondicionamiento de ima´genes dermatosoco´picas se refiere espec´ıficamente a la adecua-
cio´n de la imagen para realizar con mayor e´xito y facilidad las posteriores tareas de proce-
samiento, en particular, segmentacio´n y extraccio´n de caracter´ısticas.
A pesar del incremento obtenido en nitidez al usar dispositivos dermatosco´picos, la etapa
de preprocesamiento es particularmente necesaria en este tipo de ima´genes, puesto que los
bordes generalmente tienden a desaparecer suavemente en la regio´n perife´rica de las lesiones.
Adema´s, las ima´genes pueden presentar dificultades inherentes a la lesio´n en cuestio´n, como
por ejemplo, patrones de color irregular o fragmentacio´n relacionada a la despigmentacio´n
del color [15] y dependiendo del procedimiento de adquisicio´n poseen pobre contraste o´ bur-
bujas de aire. En conjunto las dificultades previas provocan como resultado que la deteccio´n
automa´tica de las lesiones melanoc´ıticas sea compleja y en muchos casos ineficiente.
Para superar los inconvenientes previamente mencionados, alrededor de este tema se han
desarrollado ciertas estrategias en el preprocesamiento. Por ejemplo el equipo de Celebi et
al., que podr´ıa ser considerado como el grupo con mayor contribucio´n reciente en este te-
ma, construyen una imagen con dos nuevos canales partiendo de la imagen dermatosco´pica
original. En la nueva imagen conservan exclusivamente el canal azul argumentando que las
lesiones son ma´s prominentes en este canal. Adema´s incluyen el canal de luminancia y por
u´ltimo, el canal con mayor varianza de la transformacio´n Karhunen-Loe´ve (KL) [87]. Para
la correccio´n de contraste emplean el me´todo de Delgado et. al [41] que mediante la deco-
rrelacio´n del espacio de color pretende maximizar la separacio´n entre el fondo y la lesio´n
[16]. En [80], P. Schmid evaluo´ el comportamiento de un me´todo de segmentacio´n; disen˜ado
mediante la integracio´n de te´cnicas de clustering, valie´ndose de ima´genes dermatosco´picas
transformadas al espacio de color L∗u∗v.
En general, entre las te´cnicas de preprocesamiento empleadas para la adecuacio´n de la ima-
gen, se utiliza popularmente la transformacio´n del espacio de color y el suavizado de la
imagen, especialmente con filtros gaussianos o promedio.
En tanto la eliminacio´n de vellos alrededor de la lesio´n es levemente considerada. Los pocos
reportes que se encuentran en la literatura son basados en te´cnicas de interpolacio´n lineal
(DullRazor [55]) y restauracio´n mediante ecuaciones diferenciales parciales [27]. Inicialmente
se plantea un modelo de los vellos, posteriormente se detectan y finalmente se descartan de
la imagen. Los reportes indican que el modelado de los vellos puede realizarse a partir de
la sucesio´n de perfiles [2] o por medio de la substraccio´n del fondo a trave´s de operaciones
morfolo´gicas [98]. Entre los procedimientos comunes se encuentran la rasuracio´n manual y
me´todos automa´ticos que eliminan los vellos de acuerdo a su respectivo modelado, con la
desventaja que la mayor´ıa de procedimientos automa´ticos modifican la textura de la regio´n
de intere´s, causando la alteracio´n de detalles discriminantes.
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3.2. Me´todo para la Eliminacio´n de Vellos
En la figura 3-2, se indica la regio´n de la imagen en la que se despliega verticalmente un
vello, la seccio´n transversal del mismo y su respectiva representacio´n tridimensional. Como se
observa en la figura 3.2(b), el intere´s del me´todo es encontrar la regio´n asociada a la depresio´n
provocada por la presencia de vello, que se puede presentar en mu´ltiples orientaciones.
(a) (b)
Figura 3-2.: (a). Imagen con presencia de vellos. (b). Propagacio´n normal de un Vello sobre
la regio´n superficial de la imagen.
La identificacio´n de vellos se realiza en funcio´n de las principales caracter´ısticas que los de-
finen. Estos son especialmente diferenciados por poseer estructuras alargadas, delgadas, con
tonos oscuros e incluso, tonos suficientemente claros lo que ocasionalmente provoca el efecto
de uniformidad con el medio. De acuerdo a lo anterior, el reconocimiento de vellos se realiza
con base en la deteccio´n de la estructura geome´trica mas semejante a estos, es decir, l´ıneas
oscuras. Para tal fin, se respalda el estudio a trave´s de la investigacio´n realizada por Qabbas
et al. [3], que propone emplear la convolucio´n de la imagen con una ventana asociada a la
primer derivada de la funcio´n gaussiana; me´todo propuesto en [95], el me´todo sugiere la
deteccio´n de vellos basa´ndose en la seccio´n transversal de los mismos.
Tradicionalmente, la deteccio´n de bordes y l´ıneas oscuras se realiza con base en el empleo
de la segunda derivada de la funcio´n gaussiana, sin embargo, se conoce que provoca altas
respuestas para objetos con intensidades claras [95]. Con lo cual, la remocio´n de los vellos
podr´ıa verse afectada al aceptarse regiones no deseadas, que particularmente son caracteri-
zadas por poseer tonos claros.
En [95], fue mostrado que el kernel asociado a la derivada de la funcio´n gaussiana se desem-
pen˜a eficientemente en la deteccio´n de l´ıneas oscuras, generando respuestas ma´s precisas.
Considerando que las lesiones melanoc´ıticas poseen patrones relevantes con tonalidades cla-
ras (Patro´n reticular, velo azul-blanquecino, bordes, etc.), en este trabajo se emplea la funcio´n
DOG, ecuacio´n 3-1.
g′(X) = − X√
2pi|∑|3 e− 12XT inv(∑)X (3-1)
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Conside´rese la seccio´n transversal de un vello ideal, figura 3.3(a). Es evidente que las fluctua-
ciones asociadas a los poros o cambios de iluminacio´n no afectan la imagen, por el contrario,
en condiciones normales la seccio´n transversal de un vello (Linea horizontal, resaltada en
color rojo en la figura 3.2(a)), se comporta tal como se indica en la figura 3.3(b). Al calcular
la convolucio´n con kernel DOG (figura 3.3(c)) sobre ambos perfiles, se concluye fa´cilmente
que el centro de la depresio´n se ubica en el medio de dos puntos extremos que poseen signos
opuestos, figura 3.3(d). El primer valor extremo debe ser ma´ximo local, sin embargo, debido
a las fluctuaciones existentes en una imagen normal se dificulta la deteccio´n exitosa, figura
3.3(e). Una sencilla solucio´n a este problema se propone ma´s adelante cuando la convolucio´n
se realiza en 2D.
(a) (b)
(c)
(d) (e)
Figura 3-3.: (a). Perfil ideal de un vello. (b). Perfil de un vello en condiciones normales. (c).
Kernel correspondiente a la Funcio´n DOG. (d). Convolucio´n del vello ideal con
el Kernel DOG. (e). Convolucio´n de un vello normal con el Kernel DOG.
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Basa´ndose en los conceptos previos se puede extrapolar la idea en dos dimensiones, donde
se debe tener especial cuidado con la rotacio´n del kernel alrededor de su eje principal. La
rotacio´n del kernel asegura la deteccio´n de los vellos en sus mu´ltiples orientaciones, ba´sica-
mente, porque en la imagen los vellos se despliegan con a´ngulos aleatorios. Por lo tanto la
generacio´n del kernel g′(x, y) se obtiene, no solo definiendo la dimensio´n de la ventana w,
sino tambie´n con base en el a´ngulo θ sugerido por el usuario, ecuaciones 3-2.
x′ = x cos(θ) + y sin(θ)
y′ = y cos(θ)− x sin(θ)
X = [x′ y′]
(3-2)
El arreglo X de las ecuaciones 3-2, pasa a ser el argumento en la ecuacio´n 3-1, previamente
expuesta. Debido al costo computacional impl´ıcito en el proceso se consideran exclusivamente
las orientaciones principales para la generacio´n del kernel, figura 3-4, que son 0◦, 45◦, 90◦ y
135◦.
(a) (b) (c) (d)
Figura 3-4.: Kernel DOG bidimensional, rotado en los a´ngulos principales (a). 0◦. (b). 45◦.
(c). 90◦. (d). 135◦.
En este punto, la convolucio´n garantiza que el kernel g
′
(x, y) sera´ aplicado sobre toda la
superficie de la imagen I(x, y), generando como resultado una imagen filtrada F (x, y) de
todo tipo de estructura uniforme que no cumple con ser lo suficientemente variable para ser
consideradas en el ca´lculo, ver ecuacio´n 3-3.
Fi(x, y) = I(x, y) ∗ g′i(x′, y′) (3-3)
Finalmente, el reconocimiento del centro de cada l´ınea asociada a una concavidad especifica
en la imagen original, puede ser definido por la siguiente expresio´n:
Cni =
 Fi(x− d, y) + |Fi(x+ d, y)| , Fi(x− d, y) > 0 & Fi(x+ d, y) < 00, Otro caso. (3-4)
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Cada arreglo i de las expresiones previas corresponde a una rotacio´n espec´ıfica sobre el kernel
empleado. Para la integracio´n de todos los arreglos, se elije la intensidad ma´xima asociada
al pixel en la posicio´n (x, y) de todos los canales Cni, ecuacio´n 3-5.
R(x, y) = ma´x(Cni(x, y)) (3-5)
Como resultado de la combinacio´n de todos los canales Cni se obtiene una imagen con
estructuras correspondientes a las l´ıneas oscuras (Vellos), no obstante, tambien se definen
estructuras indeseadas, figura 3.5(b). Las regiones indeseadas son eliminadas con la aplicacio´n
de un algoritmo de umbralizacio´n (Me´todo de Otsu), donde previamente ha sido aplicada la
operacio´n morfolo´gica de cierre sobre la imagen R(x, y) y por conveniencia con una estructura
morfolo´gica cuadrada de dimensio´n ws. Con la operacio´n de cierre el fondo se torna ma´s
homoge´neo y se conserva suficiente contraste sobre las regiones de intere´s, de este modo
la te´cnica de umbralizacio´n es ma´s efectiva. En la medida que la estructura morfolo´gica
aumenta su dimensio´n, el algoritmo de umbralizacio´n aceptara´ regiones con tonos similares
a los de intere´s, es decir blancos, siendo a su vez ma´s impreciso. Implicitamente la operacio´n
morfolo´gica esta´ extendiendo el histograma de la imagen R(x, y) lo que permite encontrar
un umbral ma´s discriminante en la clasificacio´n de los tonos asociados a fondo y vello.
(a) (b)
(c) (d)
Figura 3-5.: (a). Imagen dermatosco´pica con presencia de vellos. (b). Imagen R(x, y) resul-
tante del procedimiento de deteccio´n de l´ıneas oscuras. (c). Deteccio´n de las
estructuras relevantes mediante umbralizacio´n. (d). Ma´scara Mk asociada a la
dispersio´n de los vellos.
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La eleccio´n de la estructura morfolo´gica corresponde a la que provoca la mı´nima altera-
cio´n de l´ıneas y al mismo tiempo suaviza el fondo. La estructura morfolo´gica adecuada fue
la cuadrada, en el ana´lisis se consideraron adema´s las estructuras en forma de diamante,
rectangular, circular, lineal y octagonal. Buscando que la operacio´n morfolo´gica no genere
resultado exagerados, se definio´ un ventaneo con dimensio´n acorde al taman˜o de los vellos
ws = 5. Luego de la umbralizacio´n (Figura 3.5(c)), fue aplicado un filtro de a´rea para eli-
minar las regiones que no pertenecen a los vellos, considerando adecuado la substraccio´n de
los objetos con a´rea inferior a 20 p´ıx, (Figura 3.5(d)).
Por u´ltimo, luego de obtener la ma´scara binaria Mk (Figura 3.5(d)) que define las zonas
ocupadas por vellos en la superficie de la imagen original I(x, y), son utilizadas nuevamente
las operaciones morfolo´gicas con la intensio´n encontrar la aproximacio´n superficial Sa que
sustituira´ apropiadamente las regiones asociadas al vello.
Para la construccio´n de la nueva superficie considere la imagen original sin las regiones
asociadas a los vellos, figura 3.6(a). Ahora suponga que esta imagen se dilata n veces con
estructura morfolo´gica creciente. Lo que ocurre con cada iteracio´n es que paulatinamente se
desvanecen los espacios vacios, esto se debe a que nuevas intensidades ocupan esta regio´n.
Teniendo en cuenta el concepto previo, la superficie Sa se construye con las nuevas intensi-
dades que ingresan en los huecos para la dilatacio´n de estructura circular actual conservando
u´nicamente las intensidades que ingresaron por primera vez dentro de la regio´n a construir,
con lo cual se garantiza obtener una superficie uniforme y precisa.
Con base en lo anterior, cada ocasio´n que es aplicada la operacio´n de dilatacio´n se genera
una nueva imagen, la cual contiene los nuevos p´ıxeles que ingresaron en la regio´n ocupada
por los vellos, as´ı, hasta eliminar por completo todas las regiones definidas en la ma´scara
Mk. La funcio´n de aproximacio´n final sera´ la suma del aporte de cada dilatacio´n, ecuacio´n
3-6.
Sa = Sa1 + Sa2 + Sa3 + · · ·+ San (3-6)
Cada imagen Sai es calculada teniendo en cuenta los pixeles que ya han ocupado alguna regio´n
dentro de la ma´scara, ba´sicamente, para evitar ser considerados en una nueva bu´squeda, como
resultado, cada iteracio´n depende de la anterior. La imagen aproximacio´n Sa (Figura 3.6(b)),
se calculo´ mediante la ecuacio´n 3-7.
Sa =
n∑
i=1
([I ·Mk]⊕Wi) ·
[
i−1⋃
j
BW (Saj)
]C
(3-7)
Donde BW (Saj) corresponde a la imagen binaria de todos los valores diferentes de cero, en
la imagen Saj.
La expresio´n necesaria para calcular la imagen libre de vellos HL (Figura 3.6(c)), se indica
en la ecuacio´n 3-8.
HL = I ·MCk︸ ︷︷ ︸
A
+ Sa︸︷︷︸
B
(3-8)
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(a)
(b) (c)
Figura 3-6.: (a). Imagen Original sin la presencia de los vellos identificados en la ma´scara
Mk. (b). Representacio´n de la superficie ocupada por los vellos Sa. (c). Imagen
resultante del me´todo de eliminacio´n de vellos HL.
Esencialmente, el elemento A de la ecuacio´n 3-8 elimina todas las intensidades asociadas a las
regiones ocupadas por los vellos (Figura 3.6(a)), las cuales son posteriormente ocupadas por
la aproximacio´n encontrada Sa. La imagen resultante y desprovista de vellos HL se muestra
en la figura 3.6(c).
3.3. Correccio´n de Contraste
La necesidad de aplicar me´todos que mejoren el contraste de las ima´genes melanoc´ıticas se
fundamenta especialmente en que las regiones ma´s externas de la lesio´n se combinan unifor-
memente con las zonas asociadas a la piel, lo cual dificulta la tarea de segmentacio´n. Con
el propo´sito de superar ese tipo de dificultades han sido utilizadas las transformaciones del
espacio de color para incrementar el contraste en las dos regiones principales, que son las
regiones asociadas a piel y a lesio´n.
Teniendo en mente las agrupaciones que se deben contrastar, en este trabajo se imple-
mentaron las siguientes te´cnicas para la correccio´n de contraste: Compactacio´n del Color,
Proyeccio´n discriminante del Color. Las cuales emplean el mapa de color; la totalidad de
tonos diferentes en la imagen dermatosco´pica, para encontrar la proyeccio´n discriminante y
la distribucio´n espacial que maximizan la separacio´n entre las dos clases principales, es decir,
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los grupos de colores pertenecientes a Fondo (Tonos Claros) y Lesio´n (Tonos Oscuros). Por
cada me´todo propuesto se genera un arreglo del Mapa de Color (Colormap) diferente que
posteriormente sera´n aplicados a la imagen original indexada.
Sin embargo, como se vera´ ma´s adelante, en este trabajo se sugiere que no es necesaria la
correccio´n de contraste, por las siguientes razones:
La brecha que separa los colores asociados a lesio´n y piel es muy angosta, lo que provoca
que al transformar las tonalidades pertenecientes a piel, inevitablemente tambie´n se
afectaran las regiones correspondientes a lesio´n y a la postre contribuye a incrementar
las falsas detecciones en etapas posteriores.
Las transformaciones del color son sensibles a las condiciones iniciales de la imagen,
variando dra´sticamente cuando la imagen no posee para´metros de adquisicio´n esta´ndar.
La imagen original en el espacio RGB exhibe mejores niveles de contraste que en
relacio´n a otras transformaciones.
3.4. Desarrollo e Implementacio´n de los Me´todos para la
correccio´n de contraste
3.4.1. Compactacio´n del Color
Considere la imagen mostrada en figura 3.7(a), la cual posee exclusivamente un objeto con
un color espec´ıfico, que a su vez posee todos sus colores difusos asociados. Si el Mapa de
color es obtenido y se asigna como el conjunto de datos (figura 3.7(b)) es posible notar la
formacio´n de una distribucio´n del color, comenzando por los oscuros, transitando por los
tonos puros y finalizando por los tonos claros. Tal variacio´n del color esta´ principalmente
relacionada con la iluminacio´n aplicada al objeto, la cual no es uniforme sobre la superficie de
la jarra. La misma situacio´n ocurre cuando otro objeto se agrega a la escena (figura 3.7(c))
por conveniencia suponga nuevamente que este posee un color principal y condiciones de
iluminacio´n similares, sin importar la forma geome´trica es fa´cil concluir que en este caso
como en el previo las distribuciones del color se concentraron alrededor de ambos tonos
principales, que son: Azul y Rojo, figura 3.7(d).
En condiciones de iluminacio´n adecuadas los colores difusos tienden a converger al color
predominante, lo que implica que la imagen se encuentra bien contrastada.
Teniendo en cuenta lo anterior, se deduce que los objetos que pertenecen a una clase espec´ıfica
u objeto en la imagen pueden ser reconocidos por las agrupaciones que los conforman en el
espacio de color, tal como en la figura 3.7(d). Una situacio´n equivalente ocurre con las
ima´genes dermatosco´picas que usualmente generan dos concentraciones principales en la
dispersio´n del color (Figura 3-8), las cuales son relacionadas a los objetos notables definidos
como lesio´n y fondo. Como se comento en un principio, una dificultad importante en este tipo
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(a) (b) (c) (d)
Figura 3-7.: (a). Imagen con un objeto de tonos rojos, Ir. (b). Dispersio´n espacial del color
para Ir. (c). Imagen con objetos de tonos rojos y azules, Irb. (d). Dispersio´n
espacial del color para Irb.
de ima´genes es la suavidad con la que los bordes de la lesio´n se desvanecen hasta convertirse
homoge´neos con la piel, lo cual provoca en el espacio de color que la dispersio´n entre las
clases sea ma´s reducida y que la dispersio´n dentro de las clases sea ma´s grande.
(a) (b)
Figura 3-8.: (a). Imagen dermatosco´pica, Id. (b) Dispersio´n espacial del color para Id.
Puesto que el contraste de la imagen esta´ fuertemente relacionado con la dispersio´n del color,
adema´s con la intensio´n de incrementar el contraste en las ima´genes, se propone un me´todo
que identifica las distribuciones de color asociadas a lesio´n y piel. Este me´todo define los
colores predominantes como el centro de gravedad de cada agrupacio´n y finalmente ofrece
la posibilidad de orientar los tonos ma´s cercanos hacia estos. En conclusio´n, el realce de
contraste de este me´todo se basa en la compactacio´n de las agrupaciones aparentes sobre
su centro de gravedad, como consecuencia, incrementara´ la separacio´n entre los grupos y se
eliminaran los colores difusos. Para llevar a cabo el procedimiento se sugiere el esquema de
la figura 3-9.
Bu´squeda de las agrupaciones relevantes
Despue´s de obtener el Mapa de Color, el objetivo es identificar las agrupaciones asociadas a
fondo y lesio´n. Estas agrupaciones son regiones en el espacio donde se presentan altos niveles
de concentracio´n del color, es decir, tonos claros relacionados con el fondo y tonos oscuros
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Figura 3-9.: Estructura del me´todo propuesto para la compactacio´n del color.
relacionados con lesio´n. Por consiguiente, se propone una medida de densidad espacial que
define el grado de proximidad entre cualquier punto (Ri, Gi, Bi) y sus vecinos.
Densidad Espacial del Color
Sea D la matriz sime´trica que define la distancia Eucl´ıdea entre los puntos (i, j) del Mapa
de Color CmapN×3, donde los elementos de su diagonal principal son cero, ecuacio´n 3-9.
Dixj =

d11 d12 · · · d1j
d21 d22 · · · d2j
...
...
. . .
...
di1 di2 · · · dii
 (3-9)
Con la intencio´n de conocer los valores que se encuentran ma´s cerca entre ellos, la densidad
se define como el inverso de cada elemento de la matriz D haciendo que los valores cercanos
a cero tiendan a ser ma´s significantes, es decir, todas las intensidades que se encuentran en
la vecindad del i-e´simo color, ecuacio´n 3-10.
Dt(k) =
i∑
k=1
1
Dk.
(3-10)
Donde Dk. = D(k,m) y m ∈ [1, j]. Obteniendo la densidad del Mapa de Color con el me´todo
propuesto (Figura 3.10(a)), es fa´cil notar la alta concentracio´n en colores claros. Si cada
valor de densidad es asignado como el radio de su punto respectivo en el Mapa de Color,
se obtiene una representacio´n ma´s fiel de las regiones espaciales que pertenecen tanto a las
agrupaciones de tonos claros, como oscuros, figura 3.10(b).
Identificacio´n de las Densidades Relevantes
Despue´s de normalizar el vector Dt, es necesario identificar el umbral adecuado que permite
el reconocimiento de las agrupaciones representativas, es decir, separar las clases mediante la
32 3 Preprocesamiento
(a) (b)
Figura 3-10.: (a). Densidad del color. (b). Dispersio´n del mapa de color con la densidad
correspondiente a cada punto.
eliminacio´n de tonos que poseen densidad insignificante que en la figura 3.10(b) pertenecen
a la regio´n intermedia. El procedimiento para encontrar el umbral adecuado se describe en el
Algor´ıtmo 1. Cuando el vector de distancias d ha sido encontrado, el umbral se define como
Algorithm 1 Algor´ıtmo de Busqueda del Umbral Adecuado
Require: Extraer el Mapa de Color CmapNx3 y generar el vector Dt.
Require: Dts = Organizar el vector Dt de forma ascendente.
1: while i <= N do
2: Sp = Encontrar las posiciones que cumplen con (Dt > Dts(i)) .
3: Clases = Kmeans(Cmap(Sp), Dos Poblaciones).
4: Pra = Encontrar (Clases==1). Prb = Encontrar (Clases==2).
5: Mai =
1
Na
∑
Cmap(Pra). Mbi =
1
Nb
∑
Cmap(Prb), {N = Na +Nb}.
6: d(i) =
√∑3
j=1(Mai(j)−Mbi(j))2.
7: i = i + 1.
8: end while
el valor Thr = Dts(i), donde i, es el punto ma´ximo del vector d. El umbral Thr promueve
la separacio´n de los cluster y garantiza que se encontraran las dos agrupaciones principales,
figura 3-11, de las cuales es fa´cil obtener el centro de gravedad asociado.
Compactacio´n del Color
Al obtener los centros de gravedad Ma (Fondo) y Mb (Lesio´n), figura 3-12, se induce a que
la distribucio´n original de Mapa de Color conserve direccio´n hacia cada uno de ellos, por lo
cual, los colores asociados a ambos centros de gravedad sera´n los tonos predominantes en la
imagen final, promoviendo la separacio´n entre clases, reduciendo la dispersio´n de las clases
y en consecuencia, incrementando la definicio´n de ambos objetos en la imagen.
La nueva distribucio´n del Mapa de Color Cmap, se logro´ obteniendo la diferencia entre el
Mapa de Color y la separacio´n de los puntos cercanos al centro de gravedad de la clase
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(a) (b)
Figura 3-11.: (a). Umbral que promueve la separacio´n de los grupos Thr = 0,2285. (b).
Agrupaciones relevantes.
c = a, b, siendo a la clase asociada con el fondo y b la clase perteneciente a lesio´n, ecuacio´n
3-11.
Cmap(Pc) = Cmap(Pc) + α(Cmap(Pc)−Mc) (3-11)
Donde Pc corresponde a todos los puntos del Mapa de Color Cmap cercanos a la clase c y α
es el factor de contraste.
No´tese que si la separacio´n entre los puntos cercanos y el centro de gravedad es nula, la
incidencia sera´ ma´xima y no se tendra´n colores diferentes a los tonos asociados con los centros
de gravedad, lo que corresponde a un incremento total en el contraste. Por el contrario, si
la separacio´n es parcial se lograra´ un incremento del contraste moderado. Para manipular el
factor de separacio´n que de otro modo tambie´n controla el factor de contraste, se agrega la
variable α definida por valores en el intervalo [0,1].
Si α = 1, se obtendra´ una imagen completamente contrastada, lo que indica que cada
agrupacio´n se contrajo totalmente alrededor de su centro de gravedad cercano. Finalmente,
esta imagen podr´ıa ser vista como una ma´scara de segmentacio´n, dado que es binaria y resalta
Figura 3-12.: Dispersio´n del color orientado a los centros de gravedad asociados a las agru-
paciones de intere´s.
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las regiones asociadas a las regiones de intere´s, figura 3.13(c). No obstante, la intencio´n no
es segmentar, sino definir regiones asociadas a bordes con intensidad tenue, figura 3.13(a).
(a) (b) (c) (d)
Figura 3-13.: (a). Imagen final contrastada con α = 0,3. (b). Dispersio´n del color final con
α = 0,3. (c). Imagen final contrastada con α = 1. (b). Dispersio´n del color
final con α = 1.
La importancia en la deteccio´n de los centros de gravedad, ba´sicamente radica en que si estos
no pertenecen a las dos agrupaciones principales modificaran las caracter´ısticas croma´ticas
de la imagen final, por consiguiente, se realzaran al mismo tiempo colores que podr´ıan
pertenecer tanto a regiones asociadas al fondo como a la lesio´n, figura 3-14.
(a) (b) (c)
Figura 3-14.: Consecuencia de la eleccio´n inapropiada de colores predominantes.
3.4.2. Proyeccio´n discriminante del Color
Los me´todos de reduccio´n de dimensionalidad son principalmente empleados para la genera-
cio´n de un conjunto de datos discriminante, desarrollados con el intere´s de evitar el contenido
redundante del conjunto de datos original con dimensio´n elevada. Tales me´todos usualmente
son construidos con base en medidas generales y precisas de los datos, especialmente rela-
cionadas a las caracter´ısticas de dispersio´n espacial de sus agrupaciones representativas, por
ejemplo, la dispersio´n entre y dentro de las clases. Aplicando esas medidas es posible encon-
trar la rotacio´n espacial que mejor indica la separacio´n de las clases, sea en la dimensio´n
actual o en una dimensio´n inferior.
Teniendo en cuenta lo anterior se propone un me´todo que busca automa´ticamente las pro-
yecciones discriminantes del Mapa de Color perteneciente a ima´genes dermatosco´picas. Para
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lo cual recurrimos al soporte acade´mico de la investigacio´n realizada por Yan et al. [90], en
la que desarrollan dos medidas para caracterizar la dispersio´n de los datos; dispersio´n local
y global. Posteriormente encuentran la proyeccio´n espacial wp que maximiza la separacio´n
entre las clases. Con la intencio´n de realzar el contraste de las ima´genes dermatosco´picas
empleamos la proyeccio´n propuesta en [90] para luego aplicarla directamente sobre el Mapa
de Color. Para el desarrollo de la idea se propone el procedimiento general mostrado en el
diagrama 3-15.
Figura 3-15.: Esquema general para el desarrollo de la Proyeccio´n discriminante del color.
Con base en [90], el criterio J(wp) usado para incrementar la dispersio´n no local y al mismo
tiempo reducir la dispersio´n local en el Mapa de Color es similar al criterio de Ana´lisis
Discriminante Lineal LDA. La ecuacio´n 3-12 indica el criterio empleado.
J(wp) =
wTp SNwp
wTp SLwp
(3-12)
Donde la matriz wp se obtiene mediante la descomposicio´n de valores propios generalizados,
empleando las matrices de dispersio´n local SL y global SN . La dispersio´n local SL se calcula
a trave´s del promedio cuadrado de la distancia Eucl´ıdea entre cualquier pareja de puntos xi,
xj que pertenecen a la clase relacionada al fondo Cb o a la clase relacionada a la lesio´n Ca
dentro del arreglo del Mapa de Color Cmap, ecuacio´n 3-13.
SL =
1
2N2
N∑
i
N∑
j
Hi(Cmapi − Cmapj) ∗ (Cmapi − Cmapj)T (3-13)
La dispersio´n no local SN se caracteriza por el promedio cuadrado de la distancia Eucl´ıdea
entre cualquier pareja de puntos que pertenecen a la clase relacionada al fondo Cb, ecuacio´n
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3-14.
SN =
1
2N2
N∑
i
N∑
j
(1−Hi)(Cmapi − Cmapj) ∗ (Cmapi − Cmapj)T (3-14)
Para la identificacio´n de los clusters se desarrolla un vector de etiquetas H que define las
clases Ca y Cb en el arreglo del Mapa de Color, ecuacio´n 3-15.
Hi =
 1, Cmapi ∈ Ca0, Cmapi ∈ Cb (3-15)
Mientras el Ana´lisis Discriminante Lineal es un me´todo que requiere supervisio´n en tanto
que las etiquetas son ingresadas por el usuario, el me´todo propuesto por Yan et al. sugiere
la posibilidad de emplear el algoritmo de los K-vecinos ma´s cercanos para la generacio´n
del vector H de manera no supervisada. En este caso, para la identificacio´n de los clusters
de intere´s H se aplica el procedimiento desarrollado con base en la densidad de los colores
(Seccio´n 3.4.1), del cual se obtienen los centros de gravedad pertenecientes a las dos agrupa-
ciones ma´s relevantes (Fondo y Lesio´n) y que luego sera´n empleados como las dos etiquetas
de entrenamiento en un algoritmo de clasificacio´n supervisada (Knn, SVM), asignando el
arreglo del Mapa de Color como los datos de evaluacio´n. Finalmente, despue´s de calcular
las variables SN , SL y wp se procede, como lo indica el quinto modulo del esquema general,
obtener el nuevo arreglo del Mapa de Color que despues de normalizado Pjn es aplicado
sobre la imagen indexada, figura 3-16.
(a) (b)
(c) (d)
Figura 3-16.: (a). Imagen dermatosco´pica original. (b). Dispersio´n espacial del color para la
imagen original. (c). Imagen obtenida mediante la proyeccio´n del color. (d).
Dispersio´n espacial del color para la imagen mejorada.
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3.5. Marco Experimental
Se realizaron dos experimentos principales, concernientes al esquema propuesto para la re-
mocio´n de vellos y el otro para identificar el me´todo de correccio´n de contraste ma´s efectivo.
En general, se determino´ un proceso de evaluacio´n de manera cualitativa y cuantitativa bajo
la supervisio´n de un equipo de especialistas en dermatolog´ıa pertenecientes a la Universidad
de Caldas.
3.5.1. Bases de datos
La implementacio´n de los me´todos propuestos se realizo´ en Matlab R© R2008a, fueron
evaluados con una base de datos preliminar compuesta por un conjunto de 54 ima´genes ad-
quiridas bajo el protocolo de adquisicio´n disen˜ado (Apendice A) y 23 ima´genes capturadas
con un protocolo de adquisicio´n desconocido. Las ima´genes pose´ıan un nivel de perturbacio´n
espec´ıfico, es decir, algunas exhib´ıan una influencia significativa, parcial o´ nula de ruido. To-
mando como ruido: vellos, marcas me´tricas, burbujas de aire y bajo contraste. Las ima´genes
generadas con el protocolo de adquisicio´n conocido, fueron capturadas con un dermatosco´pio
DermLite II Pro, empalmado a una ca´mara Canon PowerShot A2200. Estas fueron digita-
lizadas en formato RGB-Color, con una dimensio´n de 1200x1600 que posteriormente, para
efectos de procesamiento fueron reducidas a su tercera parte, sin pe´rdida de informacio´n.
3.5.2. Medidas de desempen˜o
El desempen˜o general de los me´todos fue calculado mediante la Sensibilidad Sn y Especifici-
dad Sp (Tabla 3-1), usando las ima´genes segmentadas automa´ticamente Ipm, con respecto a
las ima´genes segmentadas manualmente Isp por el experto. El desempen˜o final fue calculado
mediante la media geome´trica de la Sensibilidad y Especificidad de cada imagen procesada.
Tabla 3-1.: Valores usados para el ca´lculo del desempen˜o.
Formula
Verdaderos Positivos Tp =
∑
i
∑
j
(Isp × Ipm)
Verdaderos Negativos Tn =
∑
i
∑
j
[(1− Isp)× (1− Ipm)]
Falsos Positivos Fp =
∑
i
∑
j
[(1− Isp)× Ipm]
Falsos Negativos Fn =
∑
i
∑
j
[Isp × (1− Ipm)]
Sensibilidad Sn = Tp(Tp + Fn)
−1
Especificidad Sp = Tn(Tn + Fp)
−1
Desempen˜o Final Pr =
√
Sn × Sp
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No´tese que dependiendo del experimento las ima´genes segmentadas automa´tica y manual-
mente definira´n un objeto espec´ıfico para cada ocasio´n. Es decir, una ma´scara de vellos
cuando el experimento se realizo´ para el me´todo de remocio´n de vellos. Y lesio´n, cuando
el experimento se realizo´ para los me´todos de realce de contraste. Aunque son las mismas
medidas de desempen˜o para ambos experimentos, los me´todos para la remocio´n de vellos
requieren especial atencio´n, por eso se dedica la siguiente seccio´n a este tema.
3.5.3. Calculo de desempen˜o para los me´todos de remocio´n de vellos
Para la evaluacio´n de desempen˜o, fue extra´ıda manualmente la ma´scara de vellos tanto para
la imagen original como para la imagen procesada. Por la exagerada presencia de vellos en la
imagen, la deteccio´n manual de estos es una tarea laboriosa, por esta razo´n, usualmente los
me´todos para la remocio´n de vellos no evalu´an cuantitativamente los algoritmos o´ su desem-
pen˜o no es presentado mediante los valores de sensibilidad y especificidad. Con la intensio´n
de corregir este problema, se disen˜o una herramienta para la deteccio´n supervisada de los
vellos. Esta herramienta permite modelar los vellos con unos cuantos puntos seleccionados
por el especialista, figura 3.17(a). Los puntos son usados para generar una curva mediante
splines y posteriormente para generar una imagen binaria con las l´ıneas encontradas, la cual
representa la ma´scara de vellos original, figura 3.17(b). De este modo, se reduce dra´sticamen-
te la tarea de deteccio´n manual de los vellos. De la base de datos total fueron seleccionadas 36
ima´genes, dentro de las cuales se detectaron manualmente 586 l´ıneas oscuras integradas por
vellos y marcas me´tricas. En promedio la dispersio´n de los vellos y marcas me´tricas ocupo´ un
3.152 % de la superficie original de cada imagen, los cuales se defin´ıan con caracter´ısticas
variables, espec´ıficamente en coloracio´n, ancho, largo y tortuosidad.
Como resultado del procedimiento de seleccio´n de vellos fueron generadas dos ima´genes
binarias, una que representa la ma´scara Mko de vellos extraidos de la imagen sin procesar
(Figura 3.17(b)) y la otra que corresponde a la ma´scara Mka de los vellos que no fueron
detectados con el me´todo propuesto (Figura 3.17(d)) lo que indica que los otros vellos fueron
identificados y sustituidos apropiadamente. Sin embargo, como se desea conocer el desempen˜o
de deteccio´n del me´todo, se calcula la imagen que posee los vellos detectados exitosamente,
la cual es generada mediante la substraccio´n de ambas ma´scaras, ecuacio´n 3-16.
Mkd = Mko −Mka (3-16)
Finalmente, se puede expresar cuantitativamente la precisio´n de los me´todos en te´rminos
de la sensibilidad y la especificidad, Tabla 3-1. Donde la ma´scara obtenida por el me´todo
propuestoMkd corresponde a la imagen generada automa´ticamente Ipm y la ma´scara obtenida
manualmente Mko equivale a la imagen segmentada manualmente Isp.
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(a) (b)
(c) (d)
Figura 3-17.: (a). Identificacio´n manual de los vellos sobre la imagen original, mediante
la seleccio´n puntos. (b). Imagen binaria obtenida del procedimiento de iden-
tificacio´n manual para la imagen original. (c). Identificacio´n manual de los
vellos sobre la imagen procesada, mediante la seleccio´n puntos. (d). Imagen
binaria obtenida del procedimiento de identificacio´n manual para la imagen
procesada.
3.5.4. Discusio´n y Resultados
Como conclusio´n del ana´lisis cualitativo, el equipo de dermatolog´ıa inicialmente definio´ que
el me´todo realizado para la substraccio´n de vellos no era eficiente, en vista que este aparte de
sustituir vellos tambie´n eliminaba pigmento y ma´rgenes asociadas a la lesio´n, figura 3.18(c).
No obstante, se concluyo´ que ese inconveniente era espec´ıficamente producido por todos los
objetos de la ma´scara Mk que ocupaban regiones asociadas a la lesio´n, figura 3.18(b). Como
propuesta para solucionar esa complicacio´n, se decidio´ eliminar de la ma´scara de vellos Mk,
todos los objetos presentes en las regiones pertenecientes a lesio´n. Lo cual involucro´ el uso
de un me´todo que no demandara´ suficientes recursos y que adicionalmente se desempen˜ara
apropiadamente. En esos terminos, fue seleccionado el me´todo de Otsu. Como resultado,
se obtuvieron ima´genes ma´s precisas, procesadas por una te´cnica eficiente y de bajo costo
computacional en tiempo y memoria.
Al repetir el ana´lisis sobre las ima´genes procesadas mediante el me´todo modificado, el equipo
de especialistas lo aprobo´ porque no altera la calidad de la imagen, no inserta ruido y no
deteriora las regiones de estudio (Figura 3.18(e)).
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(a)
(b) (c) (d) (e)
Figura 3-18.: (a). Imagen dermatosco´pica con presencia de vellos. (b). Ma´scara obtenida
con el me´todo inicialmente propuesto para la deteccio´n de vellos. (c). Imagen
resultante del me´todo propuesto para la eliminacio´n de vellos. (d). Ma´scara
obtenida con la modificacio´n del me´todo inicial para la deteccio´n de vellos.
(e). Imagen resultante del me´todo modificado para la eliminacio´n de vellos.
Para el estudio cuantitativo, adema´s del me´todo propuesto, en el ana´lisis de desempen˜o se
incluyo´ la te´cnica popularmente empleada para la remocio´n de vellos, DullRazor. Respecto
a la deteccio´n de vellos, los valores de desempen˜o para ambos me´todos son mostrados en la
Tabla 3-2. Los resultados presentados indican la superioridad del me´todo propuesto para
detectar eficientemente los vellos.
Tabla 3-2.: Desempen˜o general de los me´todos utilizados para la remocio´n de vellos.
Me´todo
Deteccio´n de Sustitucio´n Desempen˜o
Vellos de Ma´scara Sens. % Espec. %
DullRazor Operacio´n
Morfolo´gica de
Cierre
Interpolacio´n
Bilineal
88.65 99.81
Propuesto DOG Convolu-
cio´n, Umbrali-
zacio´n
Reconstruccio´n
Morfolo´gica
Multiescala
94.14 99.89
En general, la estructura del me´todo propuesto para la deteccio´n de vellos resulta ser ade-
cuada, en vista que no elimina regiones asociadas a la lesio´n y presenta varias ventajas en
comparacio´n con otros me´todos que cumplen la misma funcio´n. Espec´ıficamente, se comparo
el me´todo con el algoritmo DullRazor [55] y la te´cnica de reconstruccio´n de ima´genes basada
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en ejemplos (Exemplar-Based Inpainting) [27]. Al aplicar DullRazor sobre las ima´genes de
la base de datos se determino que procesa las ima´genes en un promedio de 1.08 seg/imagen
(Lenguaje C), mientras el me´todo propuesto lo hizo en un promedio de 13.84 seg/imagen
(Matlab). Sin embargo, Dullrazor presento en ocasiones fallas, espec´ıficamente en la elimi-
nacio´n de vellos donde la regio´n de intere´s posee l´ıneas paralelas. Adema´s no detecta con
eficiencia los vellos sobre la imagen y al reconstruir las regiones ocupadas por los vellos me-
diante interpolacio´n lineal agrega en la imagen final discontinuidades, difumina regiones y
mezcla colores [2]. Paralelamente, se evaluo´ el algoritmo de reconstruccio´n de ima´genes basa-
do en ejemplos1, siendo evidente el exagerado costo computacional necesario para obtener la
superficie que sustituye la regio´n de un solo vello, adema´s, aunque la aproximacio´n tambie´n
es construida con base en la superficie que rodea los vellos, este no genero´ una representacio´n
adecuada, confirmando lo expuesto en [2]. La figura 3-19, muestra la comparacio´n de las
ima´genes obtenidas con los me´todos analizados.
(a) (b)
(c) (d)
Figura 3-19.: (a). Imagen dermatosco´pica con presencia de vellos. (b). Imagen obtenida
con el me´todo de eliminacio´n de vellos propuesto en este trabajo. (c). Imagen
obtenida mediante el me´todo DullRazor. (d). Imagen resultante luego de
aplicar la reconstruccio´n de las superficies ocupadas por los vellos.
En tanto que los me´todos propuestos para la correccio´n de contraste, fueron evaluados asu-
miendo que el me´todo ma´s eficiente corresponde al que resalta apropiadamente la regio´n
de intere´s sin incrementar el ruido. Entonces, teniendo en cuenta que la manera mas eficaz
1Cortes´ıa de Sooraj Bhat http://www.cc.gatech.edu/~sooraj/inpainting/
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de evaluar la regio´n de intere´s es la segmentacio´n, cada imagen procesada con los me´todos
propuestos fue posteriormente segmentada con el me´todo de Otsu [65] y comparada con la
segmentacio´n manual ofrecida por el especialista. En el ana´lisis, adema´s de los me´todos pro-
puestos para el realce de contraste, tambie´n fueron considerados los espacios de color L∗a∗b∗,
XY Z, CMYK, u′v′L y L∗ch. El desempen˜o asociado a cada transformacio´n se presenta en
la Tabla 3-3.
Aunque las transformaciones de color ma´s correlacionadas con la imagen original como XY Z
o´ CMYK deber´ıan mostrar desempen˜os similares a la imagen en el espacio RGB, el con-
traste que ofrecen es insuficiente para detectar la lesio´n de manera precisa. Para ima´genes
dermatosco´picas el espacio CMYK atenu´a bordes difusos haciendo ma´s uniforme el cambio
entre piel y lesio´n por el contrario el espacio XY Z provoca un contraste exagerado de tal
manera que ingresa ruido.
Tabla 3-3.: Desempen˜o de los me´todos para el realce de contraste.
Me´todo de Desempen˜o de
Realce Segmentacio´n
L∗a∗b∗ to RGB 54.34
L∗a∗b∗ to XY Z 66.04
CMYK 7.29
L∗a∗b∗ 21.86
XY Z 82.77
XY Z to u′v′L 14.48
L∗a∗b∗ to L∗ch 70.74
PCA Projection 26.87
FDA Projection 26.25
Y an et al. Projection 61.03
RGB 83.72
Compactacio´n del Color 83.62
Proyeccio´n Discriminante del Color 65.45
3.6. Conclusiones
Entre las caracter´ısticas principales para la identificacio´n del melanoma se encuentra el borde,
el cual generalmente posee bajo contraste y el notable ruido inherente a lesiones pigmentadas
de la piel. Particularmente el vello e iluminacio´n no homoge´nea son los ma´s desfavorables,
provocando que la deteccio´n automa´tica sea una tarea compleja. Para combatir las princi-
pales dificultades de este tipo de ima´genes en este trabajo se propone un modulo para el
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preprocesado de la imagen, con el cual la deteccio´n de la lesio´n melanoc´ıtica (Segmentacio´n)
sea exitosa.
Para la deteccio´n de vellos, se empleo la convolucio´n de la imagen con una ventana correspon-
diente a la primera derivada de la funcio´n guassiana rotada en los a´ngulos principales, luego
se encontro´ una representacio´n de la superficie ocupada por los vellos mediante la dilatacio´n
iterativa de la imagen, con lo cual se corrige la falsa deteccio´n de vellos y se obtiene una
representacio´n uniforme y apropiada que no altera bruscamente la estructura morfolo´gica
de la lesio´n. Los resultados obtenidos sugieren que el me´todo propuesto para la eliminacio´n
de vellos cumple exitosamente su funcio´n, consiguiendo un desempen˜o general equivalente
al 96.97 %. Lo que indica que el me´todo contribuye a despejar de la imagen todo tipo de
estructuras indeseables.
Con respecto a la correccio´n de contraste de la regio´n de intere´s, fueron propuestos dos algo-
ritmos que promueven la apropiada distribucio´n del Mapa de Color, correccio´n de contraste
basado en la compactacio´n del color y basado en la proyeccio´n discriminante del color. El
primer me´todo esta´ basado en la redistribucio´n de todas las intensidades del Mapa de Color
alrededor de las dos tonalidades predominantes en la imagen, asociadas a lesio´n y piel. En
cambio el segundo, esta´ desarrollado con la intensio´n de obtener la distribucio´n ma´s discri-
minante del Mapa de Color, que reubica sobre el espacio las intensidades que mejor definen
el objeto al que pertenecen (Lesio´n y Piel). En relacio´n a otros procedimientos, los resultados
indican que ambos me´todos aportan considerablemente en el realce de contraste, en especial
el me´todo de la compactacio´n del color que ocupa el segundo lugar en mejor desempen˜o,
debajo del espacio de color original (RGB). Aun as´ı, en vista que el mapa de color puede
ser extra´ıdo de cualquier imagen compuesta por tres canales, los me´todos de realce de con-
traste propuestos pueden ser aplicados sobre estas. En este caso se utilizaron sobre ima´genes
dermatosco´picas, sin embargo, tambie´n pueden ser aplicados sobre otro tipo de ima´genes a
color.
A causa de no encontrar un me´todo que incrementa eficientemente el contraste sobre la regio´n
de intere´s, como estrategia alterna se decidio´ analizar el comportamiento de la ecualizacio´n
del histograma, no obstante, nuevamente se obtuvieron resultados desfavorables. Con base
en los resultados obtenidos, es notable que el espacio de color original posee el contraste ma´s
adecuado sobre la regio´n de intere´s, siendo el que favorece con mayor precisio´n la deteccio´n
automa´tica (Segmentacio´n) de las lesiones pigmentadas de la piel. Por este principal aporte,
se decide trabajar con la imagen original (filtrada y sin vellos) en las etapas posteriores.

4. Segmentacio´n
4.1. Introduccio´n
El propo´sito de la segmentacio´n es delimitar dentro de la imagen todas las regiones asociadas
a lesio´n, separa´ndola de la piel, del cual como resultado se genera una imagen binaria [0, 1],
donde el bit 1 representa las regiones correspondientes a lesio´n y el bit 0 corresponde a piel
[78]. La etapa de segmentacio´n no solo ayuda a determinar exactamente el a´rea asociada a
las regiones de intere´s (Lesio´n Pigmentada de la Piel) sino que tambie´n aporta a que los
algoritmos de extraccio´n de caracter´ısticas realicen sus mediciones exclusivamente sobre el
a´rea afectada, contribuyen con la exactitud del diagno´stico y reducen tiempos de ana´lisis
en regiones irrelevantes. Como principales aportes, se presenta un me´todo que segmenta la
lesio´n pigmentada de la piel empleando como criterio el color y tambie´n se elabora un me´todo
que contribuye a incrementar el desempen˜o de segmentacio´n, ba´sicamente restringiendo la
imagen original a la superficie perteneciente a la regio´n de intere´s. Ver figura 4-1.
Figura 4-1.: Esquema general del modulo de Segmentacio´n.
4.1.1. Estado del Arte
Las te´cnicas frecuentemente utilizadas para la segmentacio´n de lesiones pigmentadas se clasi-
fican en [15]: me´todos basados en regiones [70], me´todos iterativos como crecimiento de regio-
nes, contornos activos (Snakes) [99, 100, 48, 19], me´todos de umbralizacio´n [17, 13, 56, 74, 40]
o me´todos de clustering [80, 62]. Aunque los me´todos de umbralizacio´n son los ma´s popula-
res, el me´todo de Otsu es el preferido, ba´sicamente por su sencillez y buen desempen˜o. No
obstante, su eficiencia es cuestionada, espec´ıficamente porque un umbral lineal es incapaz
de conservar regiones perife´ricas de la lesio´n que se combinan con el fondo, con lo cual es
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comu´n que este tipo de me´todos sufra de sobre-segmentacio´n. Otros autores proponen la
deteccio´n del borde mediante la bu´squeda del gradiente [73, 11], sin embargo, en muchas
ocasiones la lesio´n posee patrones de uniformidad, como bordes difusos, los cuales podr´ıan
pasar desapercibidos y fa´cilmente el me´todo se vuelve impreciso [88]. Si bien el me´todo de
contornos activos es tambie´n renombrado por ser considerablemente eficiente en la deteccio´n
de lesiones con contornos bruscos, su debilidad radica en varios aspectos: la elevada cantidad
de iteraciones requerida para la finalizacio´n, hacie´ndolo poco pra´ctico; la fuerte influencia
que posee el contorno inicial, mientras ma´s ajustado a las fronteras de la lesio´n ma´s preciso
el desempen˜o [63], adema´s su desempen˜o es inestable respecto a las estructuras internas de
esta, siendo impreciso cuando la parte interna de la lesio´n posee regiones variables.
Con base en la bibliograf´ıa [99, 100, 17], la mayora de trabajos en el a´rea orientan sus en-
foques de manera independiente al color, fundamentados con el hecho de que las lesiones
pigmentadas frecuentemente presentan una variedad de colores que son similares a los tonos
localizados en regiones de piel, como consecuencia, se prefieren otros criterios de segmenta-
cio´n diferentes al color [88, 70]. A pesar de lo anterior, en este trabajo se encuentra apropiado
implementar un ana´lisis en torno a esta variable, adoptando el color como herramienta prin-
cipal para determinar las regiones en la imagen que se encuentran relacionadas a lesio´n y
piel, esencialmente, porque el color es la caracter´ıstica ma´s prominente en el reconocimiento
visual de la lesio´n pigmentada de la piel. Para tal fin son propuestos dos me´todos que buscan
separar de manera precisa las formaciones principales del color y para atenuar el impacto
generado por la similitud de colores Lesio´n-Piel se filtra todo objeto fuera de la regio´n de
intere´s mediante el algoritmo de deteccio´n ROI.
4.2. Descripcio´n general
En el espacio de color, las ima´genes dermatosco´picas poseen la propiedad de conformar agru-
paciones individuales para sus objetos principales que son, lesio´n y fondo, (Figura 4.2(a)).
Con base en esa premisa, en el cap´ıtulo previo se elaboro´ un procedimiento que eleva el
contraste sobre la regio´n de intere´s sin incrementar la definicio´n de regiones asociadas a piel.
Ahora, en este cap´ıtulo se proponen dos enfoques desarrollados alrededor de ese concep-
to, espec´ıficamente, identificando las fronteras que separan eficientemente las distribuciones
predominantes en el espacio de color, figura 4.2(b).
4.2.1. Segmentacio´n mediante la regresio´n del color
Considere una imagen PSL (Lesio´n pigmentada de la piel) normalmente obtenida (Figura
4.2(a)), es posible notar las dos agrupaciones principales en la dispersio´n del mapa de color,
figura 4.2(b). Con el a´nimo de obtener una representacio´n ma´s detallada de ambas agru-
paciones se analiza la dispersio´n del color en dos dimensiones, figura 4-3. A partir de esas
proyecciones, es visible la alta dependencia entre los canales G−B, adema´s, es ma´s evidente
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(a) (b)
Figura 4-2.: (a). Imagen dermatosco´pica. (b). Dispersio´n del color.
la separacio´n entre las parejas restantes, (R − B, R − G). Teniendo en cuenta lo anterior
y con la intensio´n de facilitar la manipulacio´n del color se trabaja con la combinacio´n de
canales que ma´s informacio´n ofrece, es decir, los canales menos correlacionados. Por lo tan-
to, la combinacio´n de los canales G− B puede ser omitida, en vista que ofrece informacio´n
redundante.
Se puede observar que los dos canales menos correlacionados son los canales R − B, figura
4.3(a). Luego note que la zona media de su dispersio´n, es la regio´n del espacio en la que
principalmente se evidencia la separacio´n de ambos grupos, con lo cual, el valor medio de
los datos es una regio´n indicada para ubicar las fronteras de dispersio´n de ambas clases.
Ahora bien poniendo en pra´ctica lo anterior, son centrados los datos en el origen. Entonces
se obtiene el valor absoluto de los datos resultantes, ecuacio´n 4-1, lo que permite la fa´cil
visualizacio´n de los puntos que corresponden tanto a lesio´n como a fondo, espec´ıficamente
la transicio´n de clases se ubica en la regio´n donde los puntos tienden a ser mı´nimos, figura
4.4(a).
F (R) =
∣∣B − B¯∣∣ (4-1)
(a) (b) (c)
Figura 4-3.: (a). Proyeccio´n espacial a los canales R − B. (b). Proyeccio´n espacial a los
canales R−G. (c). Proyeccio´n espacial a los canales G−B.
48 4 Segmentacio´n
(a) (b)
Figura 4-4.: Transformacio´n del color que contribuye a la separacio´n de los clusters.
Sin embargo, la identificacio´n precisa del lugar asociado al valor mı´nimo no es posible, dada
la numerosa cantidad de puntos en esa regio´n, por lo tanto, se obtiene la regresio´n del color
con la intensio´n de reconocer eficientemente la posicio´n de este punto. La regresio´n del color
se realiza mediante ajuste polinomı´al por mı´nimos cuadrados [86], preferiblemente de grado
elevado para capturar una buena representacio´n de los datos, figura 4.4(b).
No obstante, el grado elevado de la funcio´n polinomı´al en general provoca que la regresio´n
calculada no represente fielmente las regiones externas de la distribucio´n, por lo tanto, se
determina un intervalo de confianza en el cual se encuentra con mayor probabilidad el valor
mı´nimo. El intervalo de confianza es generado mediante la suposicio´n de que la dispersio´n
de los datos en el eje horizontal posee una distribucio´n normal, espec´ıficamente porque la
mayor concentracio´n de los puntos se situ´a en la regio´n cercana al mı´nimo (Figura 4.4(b)).
Adema´s, la cantidad de puntos en las regiones externas tiende a ser cada vez menor, en
consecuencia, es posible aplicar sobre la regresio´n obtenida Rg el criterio Thr = µ ± σ sin
pe´rdida de informacio´n, regio´n sombreada en la figura 4-5. Luego, el valor mı´nimo que separa
los colores asociados a fondo y lesio´n, se encuentra con facilidad.
Figura 4-5.: Reconocimiento del umbral que separa las clases (Piel y Lesio´n).
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Por u´ltimo, en el Mapa de Color se asigna una etiqueta a todos los colores que pertenecen a
fondo, es decir, todos los colores superiores al umbral localizado, luego el nuevo Mapa de color
es reemplazado en la imagen indexada y como resultado se obtiene la imagen segmentada, la
imagen resultante posee algunas regiones sobre el fondo que fa´cilmente son eliminadas con
filtrado de a´rea, figura 4-6.
(a) (b)
Figura 4-6.: (a). Imagen resultante de eliminar los colores superiores al umbral. (b). Imagen
segmentada.
4.2.2. Ajuste del Mapa de color al modelo Gaussiano
Considere la lesio´n dermatosco´pica de la figura 4.7(a) tomada bajo el protocolo de adqui-
sicio´n disen˜ado en este trabajo (Ape´ndice A) y su dispersio´n del color, figura 4.7(b). Para
fines pra´cticos, observe la regio´n de intere´s (Figura 4.7(c)), en la cual han sido determina-
dos manualmente los bordes que separan la lesio´n pigmentada y el fondo, esta imagen fue
segmentada manualmente por un dermato´logo experto.
(a) (b) (c)
Figura 4-7.: (a). Imagen dermatosco´pica. (b). Diagrama de dispersio´n del color. (c). Bordes
detectados por el especialista.
Al graficar de manera separada todos los colores que se encuentran dentro y fuera del per´ıme-
tro resaltado por el especialista, (Figura 4-8), es posible notar que ambas agrupaciones
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(a) (b)
(c) (d)
Figura 4-8.: Imagen segmentada manualmente, conservando las regiones asociadas a piel
(a) y lesio´n (c). Diagramas de dispersio´n de los colores asociados a piel (b) y
lesio´n (d).
tienden a concentrarse en puntos precisos de su distribucio´n. Especificamente, los colores
correspondientes a piel (Figura 4.8(b)) se agrupan en las regiones cercanas al limite del color
blanco [1, 1, 1] y los colores asociados a lesio´n se concentran en las regiones cercanas al color
negro [0, 0, 0]. Sin embargo, como consecuencia de que las lesiones se difuminan con la piel,
la distribucio´n del color para la lesio´n se caracteriza por estar ma´s dispersa en el espacio de
color, figura 4.8(d). En vista que ambas agrupaciones se concentran en un centro de gravedad
especifico, es posible aprovechar esta cualidad para el reconocimiento de los colores asociados
a las agrupaciones principales, luego segmentar.
Teniendo en cuenta que las ima´genes dermatosco´picas poseen un canal que no ofrece suficiente
informacio´n, nuevamente se emplean los dos canales menos correlacionados (Figura 4.9(a)).
Debido a la alta semejanza entre las agrupaciones principales y la distribucio´n gaussiana,
la identificacio´n de los clusters se realizo mediante el ajuste del mapa de color al modelo
gaussiano, para lo cual se emplea el algoritmo de modelos de mezclas gaussianas GMM ,
[61, 36, 60].
Finalmente, luego de identificar ambas agrupaciones (Figura 4.9(b)) se procede a etiquetar
el mapa de color y a sustituirlo sobre la imagen indexada, (Figura 4.10(a)), a la cual se le
aplica filtrado de a´rea y la operacio´n morfolo´gica de dilatacio´n con el intere´s de suavizar los
bordes y recuperar regiones asociadas a bordes difusos, generando la imagen segmentada,
figura 4.10(b).
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(a) (b)
Figura 4-9.: (a). Proyeccio´n espacial de color en los canales R − G. (b). Ajuste gaussiano
del color obtenido mediante la te´cnica de GMM .
4.3. Mejoramiento de la Segmentacio´n mediante la
deteccio´n de la regio´n de intere´s (ROI)
Considerando la amplia variedad de estructuras, formas y caracter´ısticas f´ısicas (Iluminacio´n,
Contraste, Vellos, etc.) inmersas en las lesiones melanoc´ıticas, fa´cilmente se puede generar
una debilidad en el reconocimiento automa´tico de la lesio´n (Segmentacio´n). Con la intensio´n
de reducir el posible error asociado a esas caracter´ısticas no solo se propone incluir la etapa
de preprocesamiento, sino tambie´n se propone un me´todo que ofrece una deteccio´n parcial
de la regio´n ocupada por la lesio´n melanoc´ıtica, el tipo de me´todo propuesto popularmente
se clasifica en la literatura como Deteccio´n de la Regio´n de Intere´s (ROI - Siglas en Ingles)
y ba´sicamente contribuye a que la segmentacio´n final de la lesio´n sea ma´s precisa. Un caso
pra´ctico se presenta en la imagen 4-11, no´tese que las regiones externas de la imagen poseen
intensidades oscuras y similares a las tonalidades que definen la lesio´n pigmentada de la piel
y podr´ıan ser tenidas en cuenta en la segmentacio´n final. Adicionalmente, cabe mencionar
(a) (b)
Figura 4-10.: (a). Imagen resultante de aplicar clustering mediante GMM . (b). Imagen
segmentada.
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(a) (b)
Figura 4-11.: (a). Imagen normal con presencia de objetos que perjudican la etapa de seg-
mentacio´n. (b). Deteccio´n manual de la regio´n de intere´s.
que se encuentran cuerpos con caracter´ısticas croma´ticas similares que pueden poseer una
apariencia aleatoria y tambie´n pueden ser localizadas en cualquier parte de la imagen. Es
necesario tener en cuenta ese tipo de caracter´ısticas desconocidas principalmente porque la
piel es el o´rgano ma´s expuesto del cuerpo humano y fa´cilmente se pueden generar dan˜os
superficiales localizados en la vecindad de la lesio´n melanoc´ıtica.
Particularmente, la imagen 4.11(a) posee varios de esos objetos, entre los que se destacan, la
gran cantidad de vellos dispersos en la imagen, l´ıneas con tonos blancos, poros de dimensio´n
significativa que no logran ser eliminados en la etapa de filtrado y adema´s el efecto tipo tu´nel
incluido en la etapa de adquisicio´n como consecuencia de no respetar el protocolo disen˜ado.
El efecto tipo tu´nel se presenta como un patro´n de iluminacio´n especial, en el que la lesio´n se
encuentra bien contrastada, pero a sus alrededores la iluminacio´n se atenu´a uniformemente
hasta que las regiones externas tienden a poseer un color oscuro. Este patro´n es debido a
que las superficies corporales no son suficientemente planas.
En vista que la presencia de objetos aleatorios puede ser ocasionada de manera natural o
accidental y teniendo en cuenta que estos podr´ıan alterar el diagno´stico se propone como
estrategia para no incluirlos, detectar el per´ımetro cuadrado que encierra la lesio´n mela-
noc´ıtica, para luego limitar el procesamiento exclusivamente sobre esta regio´n. La figura
4.11(b), posee la deteccio´n manual de la regio´n de intere´s, es necesario que la regio´n detec-
tada encierre con precisio´n la dispersio´n de la lesio´n y a la vez no posea objetos aleatorios
indeseables.
4.3.1. Descripcio´n del me´todo para la deteccio´n ROI
La lesio´n melanoc´ıtica es la regio´n ma´s contrastada en la superficie de las ima´genes derma-
tosco´picas. No obstante, la presencia de factores adversos contamina el contraste de la regio´n
de intere´s, sin embargo, la implementacio´n de la etapa de preprocesamiento es desarrollada
con el intere´s de generar un prototipo cada vez ma´s cercano al ideal, figura 4-12.
A causa de la atenuacio´n del ruido sobre la imagen original, como consecuencia la imagen
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(a) (b)
Figura 4-12.: (a). Imagen dermatosco´pica luego de ser empleado el modulo de preprocesa-
miento propuesto. (b). Imagen preprocesada en escala de grises.
resultante ofrece amplias facilidades para la deteccio´n de la regio´n de intere´s, como por
ejemplo, respeta ampliamente las caracter´ısticas que definen la lesio´n melanoc´ıtica y despeja
considerablemente toda la regio´n ocupada por los vellos.
Ahora bien, incluso en la imagen en escala de grises es notable que la regio´n de intere´s
posee mayor contraste. Aprovechando que esta regio´n no se fracciona en mu´ltiples objetos,
es posible identificar su posicio´n sumando todas las intensidades asociadas a cada fila en la
columna i-esima de la imagen, por comodidad previamente se aplica el complemento de la
imagen ICn∗m para convertir relevantes las intensidades oscuras, ecuacio´n 4-2.
Sfi =
n∑
j=1
IC (j, i) (4-2)
Al aplicar la ecuacio´n 4-2 sobre la imagen ICn∗m se obtiene la sen˜al Sf , luego de normalizada
se comporta como en la figura 4.13(a). Aunque el preprocesamiento busca eliminar todo el
ruido posible y as´ı resaltar la regio´n de intere´s, la figura 4-13 es un claro ejemplo de la com-
plejidad asociada al tema. Si la imagen tuviera total contraste y no estuviera contaminada
con ruido las regiones fuera del intervalo definido en las sen˜ales de la figura 4-13, ser´ıan apro-
ximadamente iguales a cero. La regio´n media de la sen˜al (Regio´n encerrada por el intervalo)
corresponde a la dispersio´n de la lesio´n de manera vertical dentro de la imagen y ba´sicamente
no se define claramente, figura 4.13(a). Asimismo para la dispersio´n horizontal de la lesio´n,
figura 4.13(b). Para resaltar estas regiones, las zonas externas de la sen˜al son atenuados al
restar la sen˜al original normalizada S¯f con la sen˜al
_
y , la cual aproxima las regiones extremas
de la sen˜al original sin considerar la concavidad asociada a la lesio´n. Teniendo en cuenta que
la funcio´n con ese t´ıpo de caracter´ısticas es una funcio´n parabo´lica, se realiza el modelado de
la sen˜al original con una aproximacio´n parabo´lica. La cual es modelada mediante la te´cnica
de mı´nimos cuadrados.
Ba´sicamente la te´cnica de mı´nimos cuadrados contribuye a encontrar los para´metros de la
funcio´n modelo que se aproxima con mayor exactitud a la sen˜al original, en este caso la sen˜al
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(a) (b)
Figura 4-13.: Dispersio´n de la lesio´n melanoc´ıtica tanto por columnas como por filas.
modelo es una ecuacio´n parabo´lica y la representacio´n por mı´nimos cuadrados se obtiene
encontrando los para´metros de la ecuacio´n 4-3, (Ver Anexo B).
Er =
n∑
i=1
(
Sf i − _y i
)2
=
n∑
i=1
(
Sf i −
[
ax2 + bx+ c
])2
(4-3)
Para obtener los valores que hacen mı´nima la diferencia entre la funcio´n original y la funcio´n
a estimar, inicialmente se deriva 4-3 con respecto a cada para´metro de la funcio´n modelo,
se iguala a cero cada expresio´n y finalmente se reorganizan las ecuaciones en un sistema
matricial dando como resultado la ecuacio´n 4-4.
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(4-4)
X = A−1B (4-5)
Al generar la funcio´n aproximacio´n
_
y mediante los para´metros obtenidos con 4-5, se obtiene
una sen˜al como la ubicada en la figura 4-14, que corresponde a la funcio´n de aproximacio´n
asociada a la distribucio´n de la lesio´n por filas y por columnas. En caso de que esta funcio´n
sea convexa la identificacio´n de la distribucio´n asociada a la regio´n de intere´s puede ser
modificada, por consiguiente, siempre es evaluada la concavidad de la funcio´n
_
y al verificar
el signo del para´metro a. De ser a < 0, la sen˜al aproximacio´n
_
y no es considerada en el
ana´lisis posterior, ya que esto indicar´ıa que la regio´n de intere´s es muy dispersa dentro de la
sen˜al original, tal como pasa en la figura 4.14(b).
Procediendo a eliminar las regiones laterales de la lesio´n, ahora solo basta restar
_
y de la
sen˜al inicial Sf , como indica la ecuacio´n 4-6.
SR = Sf − _y (4-6)
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(a) (b)
Figura 4-14.: Aproximacio´n parabo´lica de la sen˜al original, tanto por filas como por
columnas.
Al obtener la sen˜al SR (figura 4-15), la regio´n de intere´s se torna ma´s notable. Sin embargo,
para garantizar que sea completamente distinguible, se propone agregar la extraccio´n de
una funcio´n base, que como en el paso previo tambie´n se eliminara´ de la sen˜al SR con la
intensio´n de atenuar las regiones que no son de intere´s. La funcio´n base corresponde a la
funcio´n envolvente inferior construida mediante interpolacio´n lineal empleando los valores
mı´nimos que tienden a localizarse en la base de la sen˜al.
La figura 4.15(a), muestra en tonos rojos los valores mı´nimos de la sen˜al filtrada. Adema´s,
encerrados en c´ırculos negros se ubican los puntos mı´nimos de la sen˜al que conservan la ten-
dencia de localizarse en la base, los cuales fueron identificados al verificar que se encuentran
dentro del intervalo [µ − σ2, µ + σ2] luego de haber sido modelada la altura de los valores
mı´nimos mediante la distribucio´n de probabilidad Normal. Finalmente la funcio´n envolvente
(a) (b)
Figura 4-15.: Resultado parcial del procedimiento para resaltar la regio´n de intere´s por filas
y columnas.
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inferior Se, es construida con base en los valores mı´nimos principales tambie´n mostrada en
la figura 4.15(a), la cual esta´ definida en color negro.
En este punto, nuevamente se procede a obtener la diferencia entre la sen˜al actual SR y su
sen˜al envolvente inferior Se. Como resultado, se consigue resaltar con suficiente exactitud el
intervalo asociado a la regio´n de intere´s, figura 4-16. La deteccio´n precisa del intervalo se
identifica empleando nuevamente el umbral Thr = µ + σ2 ya que con el procesado previo
la regio´n de intere´s se encuentra adecuadamente contrastada en relacio´n a la base, con lo
cual el valor medio de la sen˜al se encuentra ubicado en una regio´n que fa´cilmente discrimina
entre la regio´n de intere´s (Lesio´n) y base (Piel o´ Fondo). En la figura 4.16(a), esta regio´n
ROI es identificada por estar encerrada por dos l´ıneas paralelas con trazo continuo y color
negro, perteneciendo a todos los puntos que superan el umbral Thr.
Para garantizar que la lesio´n esta´ completamente definida dentro de ese intervalo y no elimi-
nar regiones importantes, se identifica el valor mı´nimo de la sen˜al que se encuentra ubicado
antes del l´ımite inferior de la regio´n encontrada con el ultimo umbral ROI, ese punto corres-
ponde al l´ımite inferior final. Para encontrar el l´ımite superior final, se procede a identificar
el primer valor mı´nimo localizado despue´s del l´ımite superior que encierra la regio´n de intere´s
ROI. La Figura 4.16(a) indica en l´ıneas paralelas con trazos discontinuos y tonos rojos la
deteccio´n de los l´ımites finales.
El mismo proceso expuesto anteriormente se repite con la sen˜al obtenida mediante la suma
de todas las intensidades por columna que se encuentran ubicadas en la fila j − esima,
ecuacio´n 4-7.
SCj =
n∑
i=1
IC (j, i) (4-7)
Mediante los cuatro limites que encierran la regio´n de intere´s, en otras palabras, las dos
parejas que detectan la lesio´n tanto por filas como por columnas, pueden ser empleadas
(a) (b)
Figura 4-16.: Resultado final del procedimiento para identificas la regio´n de intere´s, por
filas y columnas.
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para generar una ma´scara bina´ria con las mismas dimensiones de la imagen original, figura
4.17(a). Luego, aplicada la ma´scara sobre la imagen obtenida en la etapa preprocesamiento
se obtiene exclusivamente la regio´n perteneciente a la lesio´n (figura 4.17(b)) de la cual se
puede extraer esta regio´n para ana´lisis posteriores, figura 4.17(c).
(a) (b) (c)
Figura 4-17.: (a). Ma´scara binaria que resalta la regio´n de intere´s ROI. (b). Imagen original
restringida a la Ma´scara ROI. (c). Imagen asociada a la regio´n ROI.
4.4. Marco Experimental
4.4.1. Bases de datos
El ana´lisis de desempen˜o de los me´todos propuestos fue llevado a cabo con el empleo de
77 ima´genes dermato´scopicas, entre ellas 27 ima´genes obtenidas por los especialistas bajo
el protocolo de adquisicio´n y 27 ima´genes sin el protocolo de adquisicio´n, en las cuales se
descuido el procedimiento de captura, las 23 ima´genes restantes fueron aportadas por el
equipo de especialistas, tomada de [35].
Del protocolo de adquisicio´n se establecio´ la dimensio´n de las ima´genes de 1200x1600 pix,
sin embargo para efectos de procesamiento fueron reducidas al 30 % de la dimensio´n original
sin pe´rdida de informacio´n. Con la reduccio´n establecida, el taman˜o promedio del cuadrado
que encierra perfectamente la superficie de las lesiones es: 118 (53)pix. en filas y 121(69)pix.
columnas, donde los valores encerrados por pare´ntesis corresponden a la desviacio´n esta´ndar.
4.4.2. Medidas de desempen˜o
Los dos me´todos propuestos para la segmentacio´n de la imagen fueron comparados con el
algoritmo de segmentacio´n popular, Me´todo de Otsu y con base en el ca´lculo de las medi-
das de sensibilidad y especificidad (Tabla 3-1) sobre las ima´genes segmentadas de manera
automa´tica y de manera manual por parte del experto.
La evaluacio´n del algoritmo para la deteccio´n ROI, fue realizada al considerar el porcenta-
je de pixeles que siendo de la regio´n encontrada Iroi pertenecen igualmente a la superficie
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de la lesio´n, ecuacio´n 4-8. La superficie de la lesio´n es representada por la imagen binaria
perteneciente a la segmentacio´n manual generada por el equipo de especialistas Ie.
DROI =
∑∑
(Ie ∩ Iroi)∑∑
Ie
∗ 100 % (4-8)
4.4.3. Discusio´n y Resultados
Me´todo de deteccio´n de la Regio´n de Intere´s
En el ana´lisis de desempen˜o del me´todo disen˜ado para la identificacio´n de la regio´n de intere´s
ROI, fue considerado el efecto de algunas transformaciones del espacio de color, pero tambie´n
de la imagen original presentada en el espacio RGB. Luego de generar la imagen binaria
asociada a la Regio´n de Intere´s ROI, fue calculado el desempen˜o de deteccio´n mediante la
ecuacio´n 4-8. La Tabla 4-1, presenta los desempen˜os para las transformaciones del color
incluidas en el estudio.
Tabla 4-1.: Desempen˜o del me´todo propuesto para la deteccio´n ROI.
Me´todo de Desempen˜o ROI
Realce
L∗a∗b∗ to RGB 84.79
L∗a∗b∗ to XY Z 85.94
CMYK 61.73
L∗a∗b∗ 88.83
XY Z 92.54
XY Z to u′v′L 63.75
L∗a∗b∗ to L∗ch 55.80
RGB 94.16
Compactacio´n del Color 87.31
Me´todos de Segmentacio´n
Debido a la popularidad del me´todo de contornos activos, inicialmente fue sometido a prueba
[53] con un conjunto de 23 ima´genes, cuando el contorno inicial era entregado por el usuario
u obtenido de manera automa´tica, se comprobo´ su elevada dependencia con respecto al
contorno de partida. En modo automa´tico, se empleo el per´ımetro extra´ıdo de la ma´scara
de Deteccio´n ROI; fue necesario incrementar el nu´mero de iteraciones, con la intensio´n de
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que el contorno inicial se aproximara adecuadamente a la lesio´n. Con base en los resultados
del ana´lisis preliminar, se concluyo´ que este me´todo de segmentacio´n no es eficiente en
ambos modos (Supervisado y Automa´tico), espec´ıficamente, porque no detecta los bordes,
frecuentemente el contorno final resulta inmerso dentro de la lesio´n y el tiempo de computo es
elevado, demandando en promedio un tiempo de computo equivalente a 24.4334 seg/imagen.
A razo´n de lo anterior, este procedimiento no es tenido en cuenta en el ana´lisis de desempen˜o
de los algoritmos de segmentacio´n.
Al momento de evaluar el me´todo propuesto para la segmentacio´n mediante la regresio´n del
color, se noto´ con frecuencia que aunque este detectaba la lesio´n melanoc´ıtica, igualmente
conservaba regiones ubicadas en la periferia de la imagen, efecto similar al mostrado en la
figura 4.18(b). Lo cual es consecuencia de ubicar el umbral en la regio´n intermedia de la
distribucio´n de los clusters, sin embargo, es un efecto necesario si se desea conseguir que los
bordes difusos se preserven en la segmentacio´n final. Para contrarrestar esa dificultad, fue
obtenida la regio´n de intere´s (Deteccio´n ROI), figura 4.18(c), luego, mediante la interseccio´n
de la Mascara ROI y la imagen binaria que resulta al identificar todos los valores diferentes a
cero dentro de la imagen que posee el efecto tipo tu´nel (Figura 4.18(b)), se elimina todo tipo
de regio´n que no es localizada dentro de la regio´n de intere´s, como resultado, se obtiene la
imagen segmentada, figura 4.18(d). Con el propo´sito de evitar que el efecto previamente visto
altere el comportamiento de los me´todos de segmentacio´n, la solucio´n propuesta tambie´n es
aplicada a estos y as´ı garantizar un ana´lisis de desempen˜o homoge´neo sobre cada me´todo.
(a) (b) (c) (d)
Figura 4-18.: (a). Imagen dermatosco´pica. (b). Efecto tipo tunel, resultado de conservar
colores presentes en la lesio´n. (c). Mascara asociada a la region de interes.
(d). Imagen segmentada final producto de la interseccio´n con la imagen seg-
mentada y la mascara ROI.
Finalmente, con el a´nimo de conocer la influencia de la etapa de preprocesamiento (Me´todo
de eliminacio´n de vellos y filtrado) sobre la segmentacio´n de la lesio´n pigmentada, se estudian
todos los algoritmos de segmentacio´n cuando la imagen de entrada posee la combinacio´n de
los siguientes para´metros: dimensio´n original, se presenta exclusivamente sobre la regio´n de
intere´s (Deteccio´n ROI), ha sido rasurada automa´ticamente o´ sencillamente cuando la imagen
de entrada no ha sido preprocesada. Para mayor detalle, la Tabla 4-2 indica el desempen˜o
de segmentacio´n luego de aplicar la combinacio´n de para´metros previos sobre la imagen.
Interesados en identificar los me´todos ma´s consistentes, no´tese que la tabla 4-2 presenta
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Tabla 4-2.: Desempen˜o de los me´todos de segmentacio´n.
Segmentacio´n
Me´todo Otsu Regresio´n Color Ajuste GMM
Preproceso Superf´ıcie Sens.( %)Espe.( %) Sens.( %)Espe.( %) Sens.( %)Espe.( %)
Remocio´n
A´rea ROI
69.56 99.55 77.29 99.45 84.32 99.04
Auto. de (21.36) (1.63) (19.55) (1.30) (19.42) (1.31)
Vellos.
Original
32.67 86.81 66.61 97.38 93.23 97.84
Suavizado (39.96) (10.98) (25.83) (8.61) (10.33) (2.29)
Ninguno
A´rea ROI
68.66 99.04 76.62 98.97 85.05 98.98
(24.71) (3.08) (21.37) (3.18) (18.34) (1.23)
Original
34.80 87.00 61.62 93.43 93.24 97.32
(43.9) (11.24) (31.05) (15.08) (10.46) (2.72)
las variables de sensibilidad y especificidad en forma de µ (σ), [20]. La consistencia de un
me´todo ba´sicamente esta´ determinada por los para´metros de desempen˜o (Sensibilidad y
Especificidad) que poseen valores µ cercanos al 100 % pero que adicionalmente presentan
una variabilidad σ reducida.
Segu´n el criterio de consistencia, el algoritmo de segmentacio´n con el menor desempen˜o es el
me´todo de Otsu, los resultados indican que este me´todo no detecta completamente la lesio´n
(Sensibilidad Baja), sin embargo, en la mayor´ıa de veces detecta bien el fondo (Especificidad
Alta). Notablemente, los resultados sugieren que la deteccio´n de la lesio´n mediante el ajuste
de mezclas gaussianas logra un elevado nivel de precisio´n, superando la precisio´n mostrada
por el otro me´todo propuesto (S. Regresio´n del Color) y aunque este ultimo fue superior al
me´todo de Otsu, no es ampliamente eficiente.
En relacio´n a los para´metros considerados, todos los me´todos consiguen mejores resultados
cuando la imagen de entrada ha sido procesada con el algoritmo de eliminacio´n de vellos.
Espec´ıficamente, el me´todo de Otsu y el procedimiento de la regresio´n del color obtienen una
precisio´n superior cuando la regio´n de ana´lisis ha sido reducida a la superficie obtenida por el
me´todo de deteccio´n ROI. Sin embargo, la deteccio´n automa´tica por parte del procedimiento
de mezclas gaussianas es ma´s exitosa cuando la imagen posee las dimensiones originales. El
e´xito de segmentacio´n del algoritmo de mezclas gaussianas, ba´sicamente se debe a la gran
similitud que poseen las distribuciones del color con las funciones gaussianas, lo que conduce
a una mejor deteccio´n. Por el contrario, la frontera de decisio´n lineal del algoritmo de la
regresio´n del color, provoca que la separacio´n de los clusters no sea tan precisa.
En s´ıntesis, el me´todo de segmentacio´n que obtuvo mejores desempen˜os fue el procedimiento
de segmentacio´n mediante el ajuste del color a las mezclas gaussianas y espec´ıficamente fue
superior cuando la imagen de entrada posee las dimensiones originales y ha sido preprocesada
mediante el modulo de preprocesamiento planteado en este trabajo.
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4.5. Conclusiones
La deteccio´n automa´tica de lesiones melanoc´ıticas es una tarea necesaria y generalmente
compleja, espec´ıficamente por el tipo de caracter´ısticas que se presentan en toda la super-
ficie de la imagen original. Por tal razo´n se han desarrollado mu´ltiples enfoques reportados
en la literatura, de los cuales el me´todo sobresaliente es el algoritmo de Otsu.
Al evaluar la influencia de la transformacio´n del espacio de color con respecto al algoritmo de
segmentacio´n de Otsu, se noto´ la dificultad que tienen los me´todos automa´ticos para detec-
tar la regio´n de intere´s, ba´sicamente porque aunque se eliminan regiones con tonos oscuros,
la iluminacio´n no homoge´nea provoca que las regiones externas de la imagen posean colores
similares a los presentes en la regio´n de intere´s. Por consiguiente, se decidio´ implementar el
algoritmo para la deteccio´n ROI, el cual detecta exitosamente con 94.16 % de efectividad el
per´ımetro cuadrado que encierra la lesio´n melanoc´ıtica y de este modo evitar que el algorit-
mo de segmentacio´n se confunda al preservar otro tipo de regio´n no relacionado a lesio´n.
Segu´n la bibliograf´ıa, el color no es suficientemente discriminante en el reconocimiento de
las regiones asociadas a piel y lesio´n. No obstante, en este trabajo se proponen dos me´todos
que emplean el color como criterio de segmentacio´n, espec´ıficamente porque las dos clases
presentes en la imagen son visiblemente reconocibles y separables en el espacio de color.
Para tal fin, se encontro´ la proyeccio´n del mapa de color que ostenta con mayor claridad
la separacio´n de ambas clases. Con base en esa distribucio´n se desarrollo´ un me´todo que
identifica el umbral que separa las clases adecuadamente pero tambie´n se planteo´ utilizar el
me´todo GMM (Modelo de Mezclas Gaussianas), esencialmente porque se ajusta de manera
precisa a las dos agrupaciones principales.
Como resultado, los me´todos de segmentacio´n propuestos e integrados con el procedimiento
de deteccio´n ROI, demostraron ser superiores al algoritmo popularmente empleado; Me´to-
do de Otsu, el cual obtuvo 69.56 % sensibilidad y 99.55 % especificidad. Concretamente, el
me´todo de segmentacio´n GMM revelo´ una identificacio´n exitosa, mostrando valores de sen-
sibilidad (93.23 %) y especificidad (97.84 %) cercanos al 100 %. Los resultados indican que
el algoritmo de segmentacio´n mediante GMM se aproxima estrechamente a la segmentacio´n
realizada por el experto, conservando apropiadamente regiones difusas y lesio´n, adema´s es
eficiente en te´rminos computacionales, procesando en poco tiempo una imagen dermatosco´pi-
ca (Tiempo de computo = 0.6396 seg/imagen).
Aunque la deteccio´n por color en ima´genes dermatosco´picas no ha sido fuertemente atrayente
en la literatura, se ha mostrado que el empleo del color es un factor que es discriminante en
la segmentacio´n y adicionalmente contribuye a superar las dificultades presentes cuando la
imagen fue adquirida sin respetar el protocolo de adquisicio´n o cuando este se desconoce, lo
cual hace del me´todo propuesto un algoritmo de segmentacio´n robusto. Sin embargo, consi-
derando las ventajas obtenidas cuando el protocolo de adquisicio´n es aplicado correctamente,
en este trabajo se le da prioridad a las ima´genes generadas de este modo, buscando que los
patrones de intere´s sean ma´s notables.

5. Caracterizacio´n y Clasificacio´n
Con el a´nimo de simular el comportamiento humano, los sistemas de inteligencia artificial
establecen decisiones basados en la experiencia. En los cuales, la experiencia es aportada por
un conjunto de datos asociados a las caracter´ısticas que principalmente definen al objeto
de intere´s. A razo´n de lo anterior, el e´xito de la decisio´n por parte del sistema automa´tico,
es fuertemente dependiente del conjunto de datos de entrenamiento, siendo ma´s eficiente
cuando las caracter´ısticas han sido cuantificadas con una precisio´n elevada. Sin embargo, la
precisio´n en la cuantificacio´n de las caracter´ısticas no es una tarea trivial, aun ma´s cuando
estas poseen una estructura compleja.
Como fue indicado en el capitulo 2, existe una serie de procedimientos manuales que facili-
tan la deteccio´n del melanoma, basados en exa´menes espec´ıficos sobre algunas variables de
intere´s presentes en la lesio´n. Dentro del conjunto de variables de intere´s asociados a maligni-
dad se encuentran: Ret´ıculo pigmentado prominente o at´ıpico, puntos y glo´bulos irregulares,
proyecciones irregulares, velo azul-gris o´ azul-blanquecino, a´reas desestructuradas, estruc-
turas de regresio´n, estructuras vasculares. Debido a la eficiencia de este tipo de exa´menes,
estos han servido de inspiracio´n para el desarrollo de sistemas de diagno´stico automa´tico
[48, 13, 46, 56, 74], sin embargo, su empleo se ve restringido a los conocimientos por parte
del especialista y a la subjetividad inmersa en cada procedimiento de diagno´stico manual.
Entre los procedimientos de diagno´stico existentes para la deteccio´n del Melanoma, la lis-
ta de los tres puntos es el que ofrece un buen balance en desempen˜o (Alto), complejidad
(Media) y experiencia (Baja), ba´sicamente, analizando en la lesio´n, la presencia de varias o
todas las siguientes caracter´ısticas malignas: Asimetr´ıa, patro´n reticular at´ıpico y estructuras
blanco-azuladas.
Para la caracterizacio´n de las variables de intere´s, mu´ltiples estudios utilizan medidas es-
tad´ısticas, croma´ticas, textura o de forma [48, 13, 78, 56, 74, 5]. Sin embargo, son pocos los
estudios en los que se analizan puntualmente las caracter´ısticas principales.
Para la deteccio´n del patro´n reticular, los procedimientos encontrados parten de la premisa
de que el patro´n reticular se localiza como todas las a´reas oscuras que constituyen una malla,
pero que tambie´n encierran orificios con intensidades claras [75]. En [10], para la deteccio´n de
la malla emplean un procedimiento de dos etapas: estructural y espectral. La etapa estruc-
tural se encarga de obtener estructuras primitivas (L´ıneas o´ puntos) que definen la textura
de la red. La etapa espectral esta´ basada en un ana´lisis de Fourier, con la cual se proponen
encontrar todas las regiones que poseen el periodo asociado al patro´n reticular. En [42], pro-
ponen detectar los orificios encerrados por el patro´n reticular mediante la substraccio´n de
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la imagen original y una imagen suavizada, luego, buscan todas las estructuras cerradas, las
cuales son asociadas a la presencia del patro´n reticular. En [44], proponen la deteccio´n de la
malla mediante un procedimiento de tres etapas. La primera etapa se encarga de detectar
las l´ıneas ubicadas sobre la superf´ıcie de lesio´n, luego son unidas todas las l´ıneas encontradas
y finalmente, la tercer etapa se encarga de descartar todas las estructuras que no posean un
contorno cerrado. Adema´s de los procedimientos previos, se encuentra un me´todo basado
en textura [6] o un me´todo disen˜ado con el filtro LoG [75], con el cual se identifican las
componentes de alta frecuencia y se definen los bordes asociados a los orificios que indican la
presencia del patro´n reticular. En promedio, todos los me´todos previos tienen un desempen˜o
superior al 87.333 % en sensibilidad y 91.333 % en especificidad.
Respecto a la extraccio´n automa´tica del velo blanco-azulado, en [57] desarrollan un me´todo
en el cual dividen la lesio´n en tantas clases como estructuras con intensidad similar posea la
imagen. Para la identificacio´n de las intensidades similares emplean el histograma bidimen-
sional obtenido mediante la transformada Karhunen-Loe´ve (KL) [87], luego de identificar la
regio´n asociada al patro´n del velo azul, se extrae de esta la intensidad promedio y la dis-
persio´n de sus colores que sirven para definir las fronteras de decisio´n del clasificador A´rbol
de modelo log´ıstico (LMT), (87 % sensibilidad y 85 % Especificidad). Un enfoque similar es
reportado en [18], donde extraen algunas medidas del color sobre las ima´genes con presencia
de velo azul con las cuales buscan definir las reglas de decisio´n que gobiernan la clasificacio´n
de pixeles mediante arboles de decisio´n, Como resultado, obtienen un desempen˜o superior
al 69.35 % en Sensibilidad y 89.97 % en Especificidad, sobre un conjunto de 545 ima´genes
dermatosco´picas.
La cuantificacio´n de la asimetr´ıa de las estructuras presentes en la lesio´n, usualmente se ob-
tiene al calcular la separacio´n de cada estructura con respecto al centro de gravedad, donde
las estructuras son identificadas mediante la umbralizacio´n de la lesio´n en escala de grises,
con base en este concepto, se ha extendido la idea a ima´genes a color [24]. En [81], calculan
un ı´ndice de asimetr´ıa el cual ba´sicamente es aplicado al canal de luminosidad del espacio
de color L*a*b, el ı´ndice de asimetr´ıa se calcula como la diferencia de la imagen original y
la imagen reflejada en los ejes de asimetr´ıa principales, los cuales son obtenidos mediante la
transformada KL [67].
La clasificacio´n de las caracter´ısticas extra´ıdas generalmente corresponde a la u´ltima etapa
en el desarrollo de sistemas de diagno´stico automa´tico, con la cual se puede reconocer de
manera general el estado de la lesio´n. Como se mostro´ en el primer cap´ıtulo, algunos de los
sistemas de diagno´stico existentes suelen utilizar para la etapa de clasificacio´n, procedimien-
tos de clasificacio´n supervisada, entre ellos K−nn, Ana´lisis discriminante Lineal, Arboles de
decisio´n [78, 13, 56] y redes neuronales [48, 74]. Como resultado de la variedad de estrategias
en clasificacio´n, el desempen˜o promedio actual de los sistemas de reconocimiento y deteccio´n
de lesiones melanoc´ıticas se encuentra para los valores de sensibilidad 87.1 % y especificidad
83.7 %.
Con base en los trabajos mencionados, se proponen varias modificaciones para la deteccio´n y
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cuantificacio´n de las caracter´ısticas ma´s relevantes (Patro´n Reticular, Velo Azul y Asimetr´ıa),
sin embargo tambie´n se tendra´n en cuenta medidas de forma, textura y color. En las siguien-
tes secciones se ofrece una descripcio´n ma´s detallada de las caracter´ısticas empleadas en este
trabajo, por u´ltimo se define la etapa de clasificacio´n.
5.1. Extraccio´n de Caracter´ısticas
Luego de obtener la ma´scara binaria asociada a la regio´n de intere´s (Capitulo 3), se calculan
varias medidas, sobre esta (Figura 5.1(b)) y sobre la imagen RGB asociada a la ma´scara
binaria (Figura 5.1(c)). Con frecuencia, para cuantificar la presencia de un patro´n espec´ıfico
se emplean medidas generales, como las indicadas previamente (descriptores estad´ısticos,
de color, forma o textura). Sin embargo, para contribuir en la precisio´n del sistema y para
ofrecer un vector de datos con informacio´n ma´s sustancial, en este trabajo se propone extraer
medidas directamente de los patrones principales e integrarlos con el conjunto de variables
ma´s discriminantes segu´n la bibliograf´ıa, (Ver Anexo C).
(a) (b) (c)
Figura 5-1.: (a). Imagen dermatosco´pica. (b). Ma´scara binaria asociada a la lesio´n mela-
noc´ıtica, obtenida mediante el me´todo de segmentacio´n propuesto. (c). Imagen
RGB asociada a la ma´scara binaria obtenida en la etapa de segmentacio´n.
El reconocimiento de caracter´ısticas eficiente no es la u´nica dificultad inmersa en el desarrollo
de la etapa de caracterizacio´n, un problema importante se encuentra en asignar el puntaje
apropiado a la influencia de los patrones relevantes en la lesio´n, con lo cual, se puede superar
la subjetividad de los diagno´sticos dermatolo´gicos; espec´ıficamente, porque la pra´ctica mol-
dea los criterios con los que el especialista toma su decisio´n y con frecuencia esos criterios no
se encuentran fuertemente definidos en el medio cl´ınico. Luego de una discusio´n en el tema y
bajo la aprobacio´n de un equipo de especialistas en dermatolog´ıa, se establece como puntaje:
el porcentaje de superficie que ocupa cada patro´n relevante sobre la dimensio´n total de la
lesio´n. Con base en el concepto previo, se cuantifica la influencia del patro´n reticular y del
velo azul, sobre la imagen.
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5.1.1. Patro´n Reticular
El patro´n reticular at´ıpico se encuentra entre las tres caracter´ısticas que permiten distinguir
las lesiones PSL benignas de malignas y se define como la malla pigmentada de l´ıneas amplias,
con presencia de orificios o´ islas irregulares [45]. Para la deteccio´n del patro´n reticular, se
elaboro´ un procedimiento que combina una serie de operaciones y parte de la imagen en
escala de grises, (Figura 5.3(a)). El diagrama de la figura 5-2, ofrece una descripcio´n general
de las etapas que integran el procedimiento para la identificacio´n del patro´n reticular.
Figura 5-2.: Esquema general del procedimiento disen˜ado para la deteccio´n del patro´n re-
ticular at´ıpico.
Con base en el estudio realizado en [75], se aplica el Filtro LOG (Laplacian of Gaussian) a
la imagen de entrada, (Figura 5.3(b)); en vista que esta se normaliza a un taman˜o superior
a 500x500 pix, es posible asignar un taman˜o de ventaneo de 20 sin pe´rdida de informacio´n,
adicionalmente, tal como en [75], se conserva el para´metro σ = 0,15 en virtud de la buena
representacio´n de los datos, no obstante, σ puede ser calibrado, de acuerdo a la escala y
magnificacio´n del conjunto de ima´genes.
Luego, se umbraliza la imagen obtenida en el paso previo, como resultado se obtiene una
imagen similar a la mostrada en la figura 5.3(c), posteriormente se aplica la operacio´n mor-
folo´gica de erosio´n; con estructura cuadrada de taman˜o igual a 3, (Figura 5.3(d)), con lo cual
se definen todos los orificios generados por la presencia del patro´n reticular, sin embargo,
tambie´n se conservan regiones asociadas a ruido, las cuales son eliminadas mediante filtra-
do de a´rea, tanto para los objetos con a´rea mı´nima como para los objetos con a´rea fuera
del promedio. Con la intensio´n de eliminar las discontinuidades y mejorar el contorno de
cada isla, el siguiente paso es aplicar la operacio´n morfolo´gica de dilatacio´n; con estructura
cuadrada de taman˜o igual a 4; para recuperar con la misma magnitud, los pixeles que se
eliminaron en la operacio´n de dilatacio´n, a continuacio´n, se aplica el relleno de cada una de
ellas por separado, (Figura 5.3(e)). Por u´ltimo, sobre la imagen RGB asociada a la ma´scara
resultante, se calcula la intensidad promedio dentro de cada isla y la intensidad promedio
de la regio´n que la rodea, su diferencia, el a´rea y la redondez de cada islote, son los criterios
empleados para determinar si la isla esta´ asociada a la existencia del patro´n reticular at´ıpico,
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(a) (b) (c) (d)
(e) (f) (g)
Figura 5-3.: Secuencia de ima´genes obtenidas mediante la aplicacio´n del procedimiento de
deteccio´n del patro´n reticular: (a). Imagen original con presencia de factor
reticular, presentada en escala de grises. (b). Imagen resultante IFlog luego
de aplicar el Filtro LOG. (c). Imagen IFlog umbralizada. (d). Imagen obteni-
da mediante la operacio´n morfolo´gica de erosio´n. (e) Objetos asociados a la
presencia del factor reticular. (f). Orificios o´ islas finales. (g). Factor reticular
superpuesto sobre la imagen de entrada.
para la clasificacio´n de estas variables, se empleo el me´todo de ana´lisis discriminante, el cual
fue entrenado con un conjunto de datos obtenidos manualmente, extrayendo de cada isla las
caracter´ısticas mencionadas.
5.1.2. Velo Azul
La deteccio´n del velo azul se realiza usando el mapa de color, el cual previamente se normaliza
con la intensio´n de incrementar la nitidez de los colores presentes en la imagen original. Luego
de la normalizacio´n del color sobre la imagen original (Figura 5.4(a)) la imagen luce ma´s
radiante, (Figura 5.4(b)). Ba´sicamente, el velo azul se puede reconocer, al condicionar el
intervalo de existencia del color azul [71], el cual, para una imagen en el espacio RGB, se
encuentra ubicado en el rango de intensidades de [0 ≤ R ≤ 0,5, 0 ≤ G ≤ 0,5, 0,5 ≤ B ≤ 1].
Luego de identificar los colores que se encuentran fuera de ese rango, se procede a sustituirlos
en el mapa de color, en este caso son reemplazados con el color blanco, en seguida, el nuevo
mapa de color es reemplazado sobre la imagen indexada, (Figura 5.4(c)). Con el propo´sito
de mejorar la superficie resultante, luego se aplica el procedimiento de filtrado de a´rea y la
operacio´n morfolo´gica de cierre, como resultado, se obtienen las regiones que presentan la
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(a) (b)
(c) (d)
Figura 5-4.: Secuencia de ima´genes obtenidas con el procedimiento para la deteccio´n de
velo azul: (a). Imagen dermatosco´pica que presenta velo azul en su superficie.
(b). Imagen obtenida luego de la normalizacio´n del color. (c). Regiones que
poseen todos los colores pertenecientes al intervalo mencionado. (d). Imagen
que indica la deteccio´n del velo azul.
caracter´ıstica de velo azul, figura 5.4(d).
5.1.3. Asimetr´ıa
Para la cuantificacio´n de la asimetr´ıa del color, son empleados los ı´ndices de asimetr´ıa re-
portados en [24]. Adicionalmente, se plantea un procedimiento para extraer la asimetr´ıa en
funcio´n del borde de la lesio´n, el cual se presenta en seguida.
Usualmente, los objetos sime´tricos se caracterizan por tener una distribucio´n similar al la-
do opuesto de cada eje de simetr´ıa principal. Con base en ese concepto, se calculan las
distancias del centro de gravedad de la regio´n C al punto B(xi, yi) ubicado en el borde
de la lesio´n y al punto diagonalmente opuesto D(xi, yi). Es decir dC|θ = Dist(C,B) y
dC
∣∣
θ+180
= Dist(C,D). En caso de que la diferencia de ambas distancias sea mı´nima para
cada pareja de puntos, el contorno del objeto exhibe simetr´ıa, por el contrario, si la diferencia
es elevada, es indicio de asimetr´ıa.
Luego de obtener el borde de la imagen binaria, (Figura 5.5(b)), se procede a calcular el
a´ngulo de cada punto con respecto al centro de gravedad, con el cual es posible encontrar
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(a) (b) (c)
Figura 5-5.: (a). Imagen binaria obtenida mediante el procedimiento de segmentacio´n pro-
puesto. (b). Curvatura asociada al per´ımetro de la imagen binaria. (c). Puntos
extremos relacionados con el a´ngulo θ.
el punto opuesto de valor Ed(xi, yi) localizado a un a´ngulo espec´ıfico. El a´ngulo al que se
ubica cada punto Ed(xi, yi) con respecto al centro de gravedad, se calcula mediante 5-1.
θi = arctan
(
yi − µy
xi − µx
)
(5-1)
Donde µx y µy, corresponden a las coordenadas del centro de gravedad y con 0
o ≤ θ ≤ 180o.
La diferencia de las distancias puede ser calculada como en la ecuacio´n 5-2.
Di =
√(
dC|θ − d¯C
∣∣
θ+180
)2
(5-2)
Donde dC|θ es la distancia promedio de todos los puntos Ed(x, y) ubicados a un a´ngulo θ,
respecto al origen. El elemento dC
∣∣
θ+180
corresponde a la distancia promedio de los puntos
localizados a un a´ngulo (θ+180), el cual se encuentra ubicado dentro del intervalo [θ+180−
κ, θ + 180 + κ], tal como se indica en la regio´n sombreada de la figura 5.5(c). Es necesario
restringir el punto dC al intervalo previo, con la intensio´n de que este se encuentre ubicado
precisamente en el lado opuesto del punto A(xi, yi), as´ı superar la dificultad asociada al
empleo de valores discretos.
El valor κ, se define como el promedio de la variacio´n de todos los a´ngulos θ ordenados en
forma ascendente, tal como en 5-3.
κ =
1
N
N∑
i
∆θi (5-3)
Finalmente, la medida de asimetr´ıa se define como el promedio de la diferencia de distancias
Di, ecuacio´n 5-4.
Ma =
N∑
i
Di
N
(5-4)
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Sin importar que tan tortuoso es el borde la distancia de todos los puntos ubicados a un
mismo a´ngulo es promediada, as´ı el valor de la distancia final varia debido a la influencia de
los puntos ubicados en esa direccio´n, lo cual es indicio de asimetr´ıa.
5.2. Clasificacio´n
La clasificacio´n de caracter´ısticas o´ reconocimiento de patrones, corresponde al procedimien-
to de captura de datos en bruto para luego tomar una accio´n basada en la categor´ıa del
patro´n [32]. En este caso, se desea identificar las caracter´ısticas asociadas a lesiones con
diagno´stico maligno y benigno. Para resolver esto, se han reportado estudios en los que se
emplean clasificadores sencillos [48, 13, 56] o´ integrados [78, 74]. Por ejemplo, en [69] desa-
rrollan un sistema compuesto por tres clasificadores (knn, SVM, Gaussian ML) donde a cada
clasificador se le ingresa el conjunto de datos con un grupo de caracter´ısticas espec´ıficas, la
clasificacio´n final se obtiene mediante la combinacio´n del vector de salida de cada uno de
ellos. Para una descripcio´n general de los sistemas recientes de diagno´stico automa´tico del
melanoma, la tabla 2-6 ofrece los principales detalles asociados a cada estudio.
De la revisio´n bibliogra´fica se ha concluido que las te´cnicas de clasificacio´n ma´s populares
para el reconocimiento automa´tico del melanoma son: El me´todo de los k vecinos ma´s cer-
canos (knn), redes neuronales artificiales (ANN), maquinas de vectores de soporte (SVM) y
arboles de decisio´n.
Por ejemplo en [30] realizaron un estudio comparativo de cinco te´cnicas populares en re-
conocimiento de patrones (Knn, ANN, SVM, Regresio´n Log´ıstica y Arboles de decisio´n)
aplicados a la clasificacio´n de lesiones pigmentadas de la piel, espec´ıficamente utilizados en
la identificacio´n de tres clases principales: Nevus comunes, nevus displa´sicos y Melanoma.
Experimentalmente encontraron que mientras el me´todo de arboles de decisio´n no es adecua-
do para este problema; concretamente por el tipo de las variables asociadas a las lesiones, los
otros me´todos se desempen˜aron bien (kNN) a muy bien (SVM, ANN y Regresio´n log´ıstica)
sobre los datos. Sin embargo detectaron que los mejores desempen˜os de clasificacio´n se pre-
sentaban al incluir solamente dos clases. Tambie´n que las redes neuronales demandan mucho
tiempo en la sintonizacio´n de los para´metros.
5.3. Marco Experimental
Para la conformacio´n general de la etapa de clasificacio´n fueron realizados una serie de ex-
perimentos con los me´todos de clasificacio´n disponibles. Los experimentos consisten en la
calibracio´n de los para´metros de cada uno de los me´todos de clasificacio´n, con la intensio´n
de identificar el me´todo y los para´metros que presentan los mejores resultados en la clasi-
ficacio´n de lesio´n maligna y benigna. En esta etapa de experimentacio´n se realizaron tres
ana´lisis principales.
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El primer ana´lisis tuvo como objetivo establecer el me´todo de clasificacio´n que se desempen˜a
mejor en relacio´n a las otras te´cnicas de clasificacio´n. El segundo ana´lisis consiste en modi-
ficar los para´metros de la te´cnica de clasificacio´n sobresaliente, para establecer el intervalo
prometedor donde los para´metros calibran mejor el me´todo en funcio´n de los resultados de
clasificacio´n y el nu´mero de variables incluidas. Debido a que los resultados del segundo
procedimiento indicaban que el me´todo de clasificacio´n selecto era vulnerable a sufrir de una
complicacio´n asociada a la dimensio´n de los datos, el tercer experimento fue implementado
para analizar nuevamente el comportamiento del me´todo de clasificacio´n cuando se ingresan
los datos transformados a una dimensio´n inferior. Sin embargo, esta vez fueron sintonizados
los para´metros de manera automa´tica.
A continuacio´n se describen detalladamente las medidas de desempen˜o usadas en la evalua-
cio´n de los me´todos de clasificacio´n, el conjunto de datos obtenido de la etapa de caracteri-
zacio´n y luego cada uno de los experimentos previos enfatizando en el ana´lisis y resultados.
5.3.1. Descripcio´n del conjunto de datos
Se emplearon 184 ima´genes dermatosco´picas, de las cuales 96 corresponden a lesiones pig-
mentadas benignas y las 88 ima´genes restantes, corresponden a lesiones con diagno´stico de
melanoma maligno y previamente validadas por un equipo de expertos. La base de datos se
genero con un conjunto balanceado de ima´genes normales y anormales, con la intensio´n de
obtener un arreglo de datos representativo e insesgado, de tal forma que la dimensio´n de las
clases no afectara la etapa de entrenamiento y posteriormente, el desempen˜o general.
Del conjunto de ima´genes total, la mayor´ıa de ellas fue adquirida rigie´ndose al protocolo
de adquisicio´n propuesto en la seccio´n A de este trabajo. Debido a la escases de personas
con diagno´stico de Melanoma en la regio´n, fue necesario emplear ima´genes PSL malignas de
otras bases de datos (Cortes´ıa [96, 97, 52]), eligiendo las que exhib´ıan propiedades similares
a las ima´genes capturadas con el protocolo de adquisicio´n propuesto, para lo cual fueron
analizadas con respecto a la iluminacio´n y el nivel de detalle de cada imagen.
Como se menciono´ en la descripcio´n del protocolo de adquisicio´n, las ima´genes capturadas
con este procedimiento poseen una dimensio´n de 1200x1600pix., con una resolucio´n de 8
bits en formato JPEG. A pesar de que el formato JPEG utiliza un me´todo de compresio´n
con pe´rdida de informacio´n, en este caso el formato de compresio´n de la imagen no afecta
considerablemente la extraccio´n de caracter´ısticas. Ba´sicamente porque en este estudio se
busca conservar la dimensio´n original de la lesio´n, de este modo el nivel de detalle se con-
serva en una escala superior. Y aunque el formato JPEG agrega una leve distorsio´n, ese
ruido generalmente afecta las regiones de escala reducida donde existen cambios bruscos del
color. Sin embargo, los me´todos de compresio´n sin pe´rdida de informacio´n tambie´n pueden
ser empleados eficientemente.
Con la finalidad de extraer las caracter´ısticas sin contratiempos, se propone normalizar en
dimensio´n la imagen resultante de la etapa de segmentacio´n, para que posea un taman˜o
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superior a 500x500pix, pero conservando la relacio´n original de filas y columnas; con la in-
tensio´n de evitar modificar la superficie de la imagen, lo cual puede alterar el resultado en la
extraccio´n de caracter´ısticas. Adema´s, se normaliza la imagen para que las caracter´ısticas de
las ima´genes conserven una dimensio´n esta´ndar, de este modo evitar que el sistema sufra de
la influencia de la dimensio´n; por ejemplo, los orificios generados con la presencia del patro´n
reticular son fa´cilmente detectados cuando estos son moderadamente grandes (Radio mayor
a 10pix.).
Como resultado de la etapa de caracterizacio´n propuesta en este trabajo, se obtuvieron 69
caracter´ısticas por lesio´n, agrupadas en caracter´ısticas globales y locales, las cuales son des-
critas en el Anexo B. La extraccio´n del vector de datos, tuvo un tiempo de procesamiento
promedio de t = 45,78seg/imagen, desde la etapa de pre-procesamiento, hasta la etapa de
caracterizacio´n.
5.3.2. Medidas de desempen˜o
Nuevamente las medidas de desempen˜o son expresadas en te´rminos de la sensibilidad y
especificidad, sin embargo se consideran resultados eficientes aquellos que presentan valores
de sensibilidad y especificidad balanceadas y pro´ximas al 100 %. Esto con la intensio´n de que
el sistema detecte con la misma proporcio´n de efectividad las lesiones malignas y benignas,
ya que el diagno´stico final es trascendental para el cuidado del paciente. De este modo se
garantiza una reduccio´n en las falsas detecciones.
Para ilustrar mejor el concepto suponga que el sistema fue ejecutado con una lesio´n benigna
y sin embargo el diagno´stico automa´tico fue maligno, en este caso los resultados alertan al
especialista y se ve en la obligacio´n de establecer exa´menes ma´s rigurosos. En este sentido
un caso peor puede suceder cuando siendo maligna la lesio´n de entrada, tuvo un diagno´stico
automa´tico de benignidad, lo cual despreocupar´ıa al especialista y el Melanoma pasar´ıa
desapercibido, poniendo en riesgo la salud del paciente. Ambos casos previos son causados
principalmente por el desbalance en la efectividad de deteccio´n de malignidad (Sensibilidad)
y la efectividad de deteccio´n de benignidad (Especificidad), siendo uno ma´s alto que el otro.
5.3.3. Experimentos de clasificacio´n
Para la clasificacio´n y aprendizaje de ma´quina, se empleo el Toolbox de Bioinforma´tica
de Matlab R© R2008a, del cual fueron aprovechadas las funciones correspondientes a los
clasificadores: K-vecinos ma´s cercanos (k = 1, me´trica euclidiana), maquinas de vectores
de soporte SVM (Kernel Lineal, Cuadra´tico y Funcio´n de base radial σ = 1) y ana´lisis
discriminante lineal (Tipo lineal y diagLineal).
Fueron estandarizados los datos mediante la norma zscore para prevenir problemas de escala.
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Experimento 1:
Para evitar el sobre-entrenamiento y obtener una evaluacio´n confiable, diez veces fue aplicada
la te´cnica de validacio´n cruzada sobre el conjunto de datos, esta te´cnica elige aleatoriamente
un porcentaje p del conjunto de datos total y los asigna para evaluacio´n, los valores restantes
los conserva como datos de entrenamiento. En este caso se utilizo´ un porcentaje de entrena-
miento p = 15 %, ya que si este era superior, el desempen˜o disminu´ıa.
Posteriormente, el conjunto de prueba fue analizado con los me´todos de clasificacio´n previa-
mente mencionados y entrenados con el conjunto de datos obtenidos de la particio´n mediante
la validacio´n cruzada para este propo´sito. Adicionalmente, para verificar la influencia de las
caracter´ısticas propuestas, el proceso previo se repitio´ cuando el conjunto de datos pose´ıa las
n caracter´ısticas ma´s relevantes (Me´todo de filtrado para seleccio´n de caracter´ısticas [68]);
particularmente, el procedimiento de evaluacio´n se repitio´ con n igual a un mu´ltiplo de 10,
hasta que pose´ıa la totalidad de caracter´ısticas, n = 69. En cada iteracio´n se inicializo´ el
generador de nu´meros aleatorios para uniformizar la evaluacio´n.
Los resultados de clasificacio´n del actual experimento son mostrados en la tabla 5-1 y dis-
cutidos en la siguiente seccio´n 5.3.4.
Experimento 2:
Del primer experimento, se encontro´ que el clasificador de maquinas de vectores de soporte
presenta el mejor desempen˜o de clasificacio´n. Con el a´nimo de buscar resultados superiores
con este me´todo, nuevamente se evaluo´ el procedimiento de validacio´n cruzada sobre el
clasificador SVM, pero esta vez modificando los para´metros del kernel polinomial y el kernel
gaussiano de base radial RBF. Espec´ıficamente fueron manipulados, el para´metro σ de la
funcio´n de base radial y el grado n del kernel polinomial. Sin embargo, tambie´n se analizo el
comportamiento del me´todo de los k-vecinos ma´s cercanos cuando el parametro k incrementa.
La variacio´n de los para´metros previamente mencionados se indica en 5-5.
σ = 1, 3, 6, 9, 20, 40, 60, 80,1−1,3−1,6−1,9−1, 20−1, 40−1, 60−1, 80−1
n = 1, 2, 3, 4, 5, 6, 7, 8
k = 1, 3, 6, 9, 20, 40, 60, 80
(5-5)
Los resultados de clasificacio´n del actual experimento son mostrados en las figuras 5.6(a),
5.6(b), 5.7(a), 5.7(b) y discutidos en la siguiente seccio´n 5.3.4.
Experimento 3:
Del segundo experimento se observo´ que la mayor´ıa de clasificadores posee un desempen˜o
ineficiente, lo cual sugiere que fueron afectados por un factor desconocido el cual provoca
que los clasificadores no resulten entrenados apropiadamente y generen un resultado poco
confiable. Sin embargo, la razo´n ma´s probable para que esto suceda, se debe a que no hay
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una poblacio´n muestral (184 Ima´genes) significativamente grande en comparacio´n con el con-
junto de variables analizadas (69 Caracter´ısticas). A razo´n de lo anterior, los clasificadores
son vulnerables a la ”maldicio´n de la dimensio´n”.
En particular, el clasificador de maquinas de vectores de soporte puede ser el ma´s afectado.
Ba´sicamente porque las SVMs transforman el espacio inicial; que en este caso es d=69, a
un espacio de dimensio´n superior donde los datos sean linealmente separables [32], lo que
ocasiona la generacio´n de nuevas variables. Adicionalmente, la dimensio´n final dependera´ de
la cantidad de para´metros utilizados en el kernel aplicado a las SVM.
Para superar esta dificultad es necesario reducir la cantidad de variables a un nu´mero apro-
piado, que en este caso puede ser inferior a 10 de este modo se logra evitar algu´n tipo de
problema asociado al nu´mero de variables. Como alternativas de solucio´n, se pueden seleccio-
nar las 10 caracter´ısticas ma´s relevantes (Como se vio previamente) o´ se puede transformar
el arreglo de los datos para que concentre la mayor cantidad de informacio´n en un espacio
de dimensio´n inferior, lo que es conocido como reduccio´n de dimensionalidad. En este caso,
se emplean dos te´cnicas populares y fuertemente utilizadas en el a´rea de reconocimiento
de patrones, que son: Ana´lisis de componentes principales PCA y Ana´lisis Discriminante
Lineal LDA. Ambas te´cnicas de reduccio´n de dimensio´n, buscan la proyeccio´n espacial que
maximiza las medidas de dispersio´n en los datos [90, 66]. Luego de proyectar el conjunto de
datos inicial, se eligen exclusivamente las nuevas caracter´ısticas que poseen la informacio´n
ma´s discriminante, es decir, las caracter´ısticas que poseen la varianza acumulada ma´s signi-
ficativa.
Ahora el experimento consiste en la sintonizacio´n automa´tica de los para´metros del clasifi-
cador SVM. Para tal fin se emplea el esquema de clasificacio´n propuesto por Jaramillo et
al. [7], en el que sintonizan los para´metros del Kernel Gaussiano de base radial (Costo y σ)
en funcio´n de los posibles valores que maximizan el desempen˜o de clasificacio´n o´ en otras
palabras los para´metros que minimizan el error. La etapa de minimizacio´n se realiza me-
diante optimizacio´n por enjambre de part´ıculas PSO [25], en el que el usuario establece un
intervalo de valores para las variables de intere´s, en este caso se utilizaron 0,0001 ≤ C ≤ 1
y 0,00001 ≤ σ ≤ 0,1. El intervalo de valores se establecio´ intencionalmente para que el cla-
sificador no perdiera generalidad y no sufriera de la influencia del sobre-entrenamiento, ya
que cuando la variable de costo es C > 10 el clasificador tiende a ser vulnerable al sobre-
entrenamiento. La variable de costo determina la importancia de los errores de clasificacio´n
en el conjunto de entrenamiento, permitiendo mayor o´ menor exactitud en la frontera de
decisio´n.
Particularmente, el procedimiento de optimizacio´n PSO elige aleatoriamente varias parejas
ordenadas del intervalo de partida, donde cada pareja corresponde a los para´metros de intere´s
(C, σ), luego se evalu´a el me´todo de clasificacio´n SVM cuando el Kernel se calculo´ con cada
una de las parejas seleccionadas, dependiendo del resultado de clasificacio´n cada pareja se
reorientara´ hacia el punto o´ptimo que minimiza el error. En este caso el error (Ecuacio´n 5-6)
se mide como el complemento del desempen˜o general del clasificador. Donde, la combinacio´n
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de las medidas de sensibilidad y especificidad define el desempen˜o general del clasificador y
en este caso se realizo´ a partir de la media geome´trica Mg. El procedimiento se repite hasta
que todas las parejas convergen en un solo punto, siendo ese el criterio de parada. Adema´s
en cada iteracio´n se divide el conjunto de datos haciendo validacio´n cruzada. Al final el
procedimiento arroja las coordenadas del punto o´ptimo (Cop, σop).
error = 1−Mg = 1−
√
Sn ∗ Sp (5-6)
Donde Sn corresponde a la sensibilidad y Sp corresponde a la especificidad.
En este ana´lisis experimental, se consideraron principalmente tres conjuntos de datos: (1)
El conjunto de caracter´ısticas relevantes seleccionadas del arreglo de datos original mediante
[92], (2) El conjunto de datos original transformado mediante PCA, (3) El conjunto de
datos original transformado a partir de LDA.
Mediante la etapa de sintonizacio´n de para´metros, se obtuvieron los desempen˜os de clasifi-
cacio´n mostrados en las Tablas 5-2, 5-3, 5-4.
5.3.4. Discusio´n y Resultados
Como resultado del primer experimento (Seccio´n 5.3.3) se obtuvieron los valores de desem-
pen˜o mostrados en la tabla 5-1. De la tabla 5-1, la clasificacio´n ma´s confiable se obtuvo con
Tabla 5-1.: Desempen˜o de los Me´todos de Clasificacio´n.
Me´todo de Clasificacio´n
No. de Caracter´ısticas
n 1 10 20 30 40 50 60 69
SVM Kernel Lineal
Sens. % 87.86 84.29 80.71 83.57 82.14 85 85.71 88.57
Espec. % 75.38 76.92 83.08 83.08 86.92 86.15 83.85 84.62
SVM Kernel Cuadra´tico
Sens. % 91.43 81.43 79.29 82.86 76.43 78.57 79.29 77.14
Espec. % 71.54 76.15 64.62 66.15 60 60.77 59.23 61.54
SVM Funcio´n Gauss BR
Sens. % 89.29 78.57 68.57 99.29 100 100 100 100
Espec. % 73.08 89.23 88.46 2.31 1.54 0.77 0 0
Knn
Sens. % 78.57 85 76.43 78.57 83.57 85 85 85
Espec. % 70 75.38 70.77 68.46 66.92 66.15 63.08 61.54
LDA Lineal
Sens. % 87.14 82.86 79.29 – – – – –
Espec. % 76.92 78.46 85.38 – – – – –
LDA DiagLineal
Sens. % 87.14 85 81.43 82.86 82.86 82.86 82.14 81.43
Espec. % 76.92 69.23 63.08 62.31 64.62 64.62 63.08 63.08
el me´todo de maquinas de vectores de soporte con kernel lineal, confirmando lo expuesto
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en [30]. Adema´s, se muestra que hay un desempen˜o superior cuando el conjunto de datos
posee todas sus caracter´ısticas, lo cual indica que cada una tiene un aporte significativo.
Analizando las caracter´ısticas relevantes incluidas por cada iteracio´n (Anexo C.1), los valo-
res obtenidos sugieren que la mayor´ıa de los me´todos de clasificacio´n presentan resultados
superiores al 80 %, en sus valores de sensibilidad y especificidad cuando el conjunto de datos
posee las 20 caracter´ısticas principales. Estas variables relevantes corresponden a medidas
de color, momentos estad´ısticos y a las medidas propuestas para la deteccio´n del patro´n
reticular y velo azul, demostrando que son medidas discriminantes para el reconocimiento
del melanoma. No´tese, que el me´todo de seleccio´n de caracter´ısticas indica que la variable
X66 es la ma´s discriminante, en vista que provoca desempen˜os superiores cuando es la u´nica
variable de entrada. Este resultado se debe a que la intensidad del borde (Variable X66) es
una caracter´ıstica importante, debido a que los melanomas tienden a poseer bordes abruptos
[49, 93] son ma´s contrastados con el fondo a diferencia de las lesiones benignas. Pero tambie´n
sugiere que el borde ha sido detectado correctamente, reafirmando los resultados obtenidos
en la etapa de segmentacio´n.
En general, todos los me´todos de clasificacio´n poseen resultados aceptables hasta las pri-
meras 30 caracter´ısticas relevantes. Sin embargo, luego de estas su desempen˜o decrece con
las caracter´ısticas restantes. A pesar de esto, el algoritmo de clasificacio´n de maquinas de
soporte supera esta dificultad conservando resultados estables y finalmente generando un
desempen˜o ma´s eficiente cuando se utilizan todas las caracter´ısticas.
Sin embargo el segundo experimento ha sido incluido para determinar el kernel que presenta
los mejores desempen˜os cuando es integrado al clasificador SVM. De este experimento se
obtuvieron los desempen˜os visualizados en las imagenes 5.6(a), 5.6(b), 5.7(a), 5.7(b). No´tese
que los resultados son presentados en funcio´n de la sensibilidad y especificidad cuando son
modificados los para´metros del kernel actual. Pero tambie´n se analiza la influencia de la can-
tidad de caracter´ısticas utilizadas. En esos te´rminos, en las figuras indicadas se visualizan
los desempen˜os de clasificacio´n para una variacio´n espec´ıfica del para´metro particular y el
nu´mero de caracter´ısticas incluidas. Para cada caso, se muestra una pareja de segmentos rec-
tangulares, donde el rojo corresponde a la sensibilidad y el azul a la medida de especificidad.
Adema´s la altura de cada segmento es directamente relacionada con cada medida.
Analizando los resultados, se concluye que no se consiguieron desempen˜os superiores a los
mostrados en la tabla 5-1, con excepcio´n del me´todo SVM con Kernel polinomial de grado
n = 1 (SVM Poli.), consiguiendo los mismos resultados que el clasificador SVM con kernel
lineal, no obstante, su precisio´n disminuye al incrementar el grado del polinomio. En esta
u´ltima prueba el algoritmo de clasificacio´n que obtuvo los peores desempen˜os fue el clasifi-
cador SVM con Kernel de base radial (SVM - RBF), espec´ıficamente cuando su para´metro
posee valores σ < 1, aunque con σ > 1, se obtuvo un comportamiento general del 86.32 % y
59.61 % en la pareja de sensibilidad y especificidad. Adema´s, se puede notar que al incremen-
tar la cantidad de vecinos considerados en el clasificador knn, se pierde considerablemente el
balance en las medidas de desempen˜o, siendo cada vez menor la especificidad en comparacio´n
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(a)
(b)
Figura 5-6.: (a). Desempen˜o de clasificacio´n para el me´todo MSV −RBF . (b). Desempen˜o
de clasificacio´n para el me´todo MSV −RBF .
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(a)
(b)
Figura 5-7.: (a). Desempen˜o de clasificacio´n para el MSV Polinomial. (b). Desempen˜o de
clasificacio´n para el me´todo Knn.
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con la sensibilidad, lo que conduce a una decisio´n poco confiable al instante de reconocer
una imagen con caracter´ısticas benignas.
En conclusio´n los me´todos de clasificacio´n resultan afectados por el incremento de las va-
riables, lo que obliga a encontrar un equilibrio entre el nu´mero de caracter´ısticas utilizadas
y el conjunto muestral. Por lo anterior, el tercer experimento busca resolver esta dificultad,
cuando se reduce el nu´mero de caracter´ısticas a las 10 variables ma´s discriminantes (Tabla
5-2) y tambie´n cuando el conjunto de datos original fue reducido mediante proyecciones
espaciales (Tablas 5-3 y 5-4).
La tabla 5-2 muestra las caracter´ısticas del conjunto de datos inicial que ofrecen ma´s informa-
cio´n para distinguir entre las clases benignas y malignas. Para la seleccio´n de caracter´ısticas,
se emplea un me´todo de filtrado ra´pido que identifica caracter´ısticas relevantes y tambie´n la
redundancia entre ellas. Para la ejecucio´n del procedimiento, se debe establecer un umbral
de relevancia δ que contribuye a identificar las variables que poseen ma´s correlacio´n con una
clase en particular. Esta te´cnica de seleccio´n de caracter´ısticas es ampliamente discutida en
[92].
Adicional a los valores δ utilizados para la seleccio´n de caracter´ısticas, en la tabla 5-2 se
indican los para´metros del clasificador (Cop, σop) o´ptimos que provocaron las mejores medi-
das de desempen˜o. Particularmente, el desempen˜o incrementa segu´n la cantidad de variables
relevantes utilizadas, sin estabilizarse en un nu´mero determinado de caracter´ısticas.
Tabla 5-2.: Desempen˜o del clasificador SVM-RBF para el conjunto de datos formado con
las caracter´ısticas originales ma´s relevantes.
Caracter´ısticas δ Sens. % Espec. % Desempen˜o Gral. %
Para´metros Sint.
Costo Cop σop
66 0.35 70.8333 81.818181 76.127 0.86189 0.066156
66, 57 0.33 69.7919 80.6818 75.0394 0.435296 0.04418464
66, 57, 69 0.26 69.7916 90.9090 79.7536 0.1418967 0.1
66, 57, 69, 10 0.255 69.7916 92.054 80.1499 0.3609206 0.0473389
66, 57, 69, 10, 19 0.23 68.75 93.18182 80.03905 0.04553503 0.1
66, 57, 69, 10, 19
0.2 73.9583 89.77273 81.4827 0.9749712 0.08110031
2
66, 57, 69, 10, 19
0.19 70.8333 90.9090 80.24583 0.324417 0.06682221
2, 59
66, 57, 69, 10, 19
0.18 71.875 93.18182 81.83791 0.4510057 0.05884909
2, 59, 30
66, 57, 69, 10, 19
0.15 76.04167 90.9090 83.1437 0.8355741 0.0758441
2, 59, 30, 63
66, 57, 69, 10, 19
0.145 75 90.9090 82.5722 0.4990188 0.06456001
2, 59, 30, 63, 53
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Como se planteo´ anteriormente, en este estudio se definen como buenos desempen˜os a los
resultados que presentan valores de sensibilidad y especificidad balanceados entre ellos y
cercanos al 100 %. Con base en esta premisa, los mejores valores de sensibilidad y especifi-
cidad son resaltados en color azul. En este caso, el mejor desempen˜o se obtuvo cuando se
emplearon nueve caracter´ısticas, consiguiendo un 76.041 % de efectividad en la deteccio´n de
malignidad y un 90.9090 % de efectividad en la deteccio´n de lesiones benignas. No obstante,
el desbalance en los valores de desempen˜o no garantiza un diagno´stico confiable, porque exis-
te una debilidad en la deteccio´n del melanoma. El desempen˜o general fue calculado usando
la media geome´trica de la sensibilidad y especificidad, en este caso fue del 83.143 %.
Debido a que las 10 caracter´ısticas principales del arreglo de datos extra´ıdo son insuficien-
tes para la identificacio´n eficiente del melanoma, entonces mediante las transformaciones
espaciales se encuentra la proyeccio´n que mejor comprime la informacio´n y contribuyen a
la generacio´n de nuevas variables que son la combinacio´n de las variables originales. As´ı, se
construye un arreglo de menor dimensio´n que contiene el aporte informativo de la base de
datos original. A continuacio´n se discuten los resultados obtenidos mediante la clasificacio´n
de los datos obtenidos con reduccio´n de dimensionalidad PCA y LDA.
La tabla 5-3, se construyo´ con el mismo experimento de sintonizacio´n, sin embargo en esta
ocasio´n se transformo el conjunto de datos original a un nuevo conjunto generado con la
te´cnica de reduccio´n de dimensionalidad PCA. Nuevamente, los mejores valores de desem-
pen˜o son resaltados en color azul y corresponden a 73.958 % en sensibilidad y 89.772 % en
especificidad. En esta ocasio´n, los resultados son levemente inferiores que con el conjunto de
datos original, por lo cual se requiere un nu´mero superior a 10 caracter´ısticas para generar
un desempen˜o superior, siendo poco conveniente. As´ı mismo, las dos u´ltimas columnas de
la tabla 5-3, indican los para´metros de sintonizacio´n para el clasificador SVM. De acuerdo
a los resultados, la transformacio´n de los datos mediante PCA no es una opcio´n apropiada
para identificar las agrupaciones asociadas a malignidad y benignidad. Lo que indica que los
datos proyectados por este me´todo no exhiben suficiente separacio´n de las clases.
Por u´ltimo, en la tabla 5-4 se presentan los resultados de clasificacio´n cuando el arreglo
de los datos fue transformado espacialmente por medio de Ana´lisis Discriminante Lineal,
LDA. Como fue mencionado previamente, solo se utilizan las 10 nuevas caracter´ısticas con
los valores propios ma´s pesados, que en conjunto acumularon el 100 % de la variabilidad de
los datos. Para ma´s detalle, la figura 5-8, indica la proporcio´n en que los vectores propios
influyen en las nuevas variables. Evidentemente, los valores propios asociados a los vectores
propios 3, 2 y 4 son los ma´s significativos, indicando que estos concentran ampliamente las
mayor parte de informacio´n discriminante.
En este caso, se genero´ un incremento notable en las medidas de desempen˜o, logrando es-
tabilizarse al incluir la caracter´ıstica nu´mero tres. Los mejores resultados de clasificacio´n
fueron del 90.625 % en sensibilidad y 100 % en especificidad, adicionalmente se obtuvo un
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Tabla 5-3.: Desempen˜o del clasificador SVM-RBF para el conjunto de datos reducido en
dimensio´n, mediante PCA.
Caracter´ısticas Sens. % Espec. % Desemp. Gral. %
Para´metros Sint.
Costo Cop σop
1 14.5833 95.4545 37.31013 0.816245 0.0828646
1:2 64.5833 84.0901 73.6944 1 0.0686137
1:3 72.91667 82.95455 77.7738 0.09501802 0.095713
1:4 70.8333 79.54545 75.0631 0.0934805 0.058752
1:5 66.6666 87.50 76.3762 0.8537868 0.077149798
1:6 71.875 90.9090 80.83372 0.8294791 0.05467968
1:7 70.8333 92.0454 80.7488 0.862557 0.04055323
1:8 70.8333 92.054545 80.74581 0.94545121 0.03706466
1:9 70.8333 90.9090 80.24583 0.9029217 0.0981282
1:10 73.95833 89.77273 81.48277 0.9265728 0.0639145
desempen˜o general del 95.197 % calculado mediante la media geome´trica de la sensibilidad
y especificidad. No´tese que al incluir todas las caracter´ısticas el nivel de desempen˜o es cons-
tante. La estabilidad del desempen˜o esta´ directamente relacionada con el aporte informativo
de los ejes principales, segu´n la figura 5-8, los vectores superiores a los tres primeros poseen
un aporte casi nulo. De este modo, con el a´nimo de hacer ma´s significativa la diferencia entre
el nu´mero de sujetos por el nu´mero de variables incluidas, se prefiere utilizar la mı´nima
Figura 5-8.: Diagrama del aporte informativo de cada vector propio.
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Tabla 5-4.: Desempen˜o del clasificador SVM-RBF para el conjunto de datos reducido en
dimensio´n, mediante LDA.
Caracter´ısticas Sens. % Espec. % Desemp. Gral. %
Para´metros Sint.
Costo Cop σop
1 91.66667 98.86364 95.19716 0.1 1,00e-04
1:2 90.625 98.86364 94.65473 0.9871461 0.06153595
1:3 90.625 100 95.19716 0.9135455 0.02101997
1:4 91.66667 98.86364 95.19716 0.9938959 0.08078024
1:5 91.66667 98.86364 95.19716 0.4475192 0.0850690
1:6 90.625 97.72727 94.10916 0.8923494 0.07195929
1:7 90.625 98.86364 94.65473 0.9167259 0.01623247
1:8 91.66667 98.86364 95.19716 0.9059714 0.07307509
1:9 91.66667 97.72727 94.64847 0.9162332 0.0306465
1:10 91.66667 98.86364 95.19716 0.8024926 0.1
cantidad de caracter´ısticas posible, que en este caso es tres.
En comparacio´n a los experimentos previos, en esta ocasio´n, los resultados sugieren que los
datos son ma´s separables y que las maquinas de vectores de soporte generaron una fron-
tera de decisio´n con elevado nivel de precisio´n. Y aprovechando que las tres caracter´ısticas
principales pueden ser visualizadas en el espacio, en la figura 5-9 se indica la dispersio´n de
los datos proyectados, luego de haber sido estandarizados con la norma zscore. Adema´s, es
posible distinguir visualmente las clases de intere´s.
Figura 5-9.: Dispersio´n de los datos proyectados con LDA en el espacio 3D.
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La notable separacio´n de las clases para el experimento previo (Tabla 5-4) se debe principal-
mente al me´todo de reduccio´n de dimensio´n LDA, que busca maximizar la dispersio´n entre
las clases y al mismo tiempo minimizar la dispersio´n espacial de cada clase.
5.4. Conclusiones
Las etapas de caracterizacio´n y clasificacio´n podr´ıan considerarse como el paso ma´s trascen-
dental en un sistema de inteligencia artificial, ya que como resultado de una caracterizacio´n
inadecuada, la clasificacio´n presentara´ fallas, con el agravante que de esto podr´ıa depender
una decisio´n determinante o´ incluso vital. La deteccio´n automa´tica del melanoma, compar-
te la misma vulnerabilidad, una clasificacio´n incorrecta podr´ıa desencadenar una serie de
procedimientos muy inco´modos para el usuario, como por ejemplo que deba ser sometido a
exa´menes detallados y rigurosos.
Por lo anterior, este tipo de sistemas son una herramienta muy u´til si tienen la capacidad
de superar mu´ltiples dificultades, especialmente, ruido incluido en la etapa de adquisicio´n,
segmentacio´n o´ptima sobre ima´genes con protocolo desconocido, eficiente extraccio´n de ca-
racter´ısticas y excelente clasificacio´n.
Recientemente, se ha mostrado que los valores de desempen˜o respecto a la clasificacio´n del
melanoma para un dermato´logo experto, se encuentran en el intervalo de [75-84] %. Con la
intensio´n de ofrecer un soporte confiable en la tarea de diagno´stico del melanoma, se ha
implementado un sistema de procesamiento de ima´genes el cual finaliza en la etapa de carac-
terizacio´n y clasificacio´n de lesiones pigmentadas benignas y malignas, el cual fue probado
con ima´genes capturadas especialmente y adema´s, con un conjunto de ima´genes derma-
tosco´picas tomadas de una base de datos que no pose´ıa las mismas condiciones de captura.
Del desarrollo del sistema, se consiguio´ estructurar una etapa de caracterizacio´n eficiente,
proponiendo medidas que contribuyen a reconocer automa´ticamente los patrones malignos
y benignos, las cuales esta´n integradas por un conjunto de caracter´ısticas locales, globales y
particularmente medidas asociadas a la cuantificacio´n del patro´n reticular at´ıpico, velo azul
y asimetr´ıa.
Como resultado de la experimentacio´n, se concluye que el me´todo de maquinas de vectores
de soporte es el algoritmo de clasificacio´n de caracter´ısticas que ofrece mejores valores de
confiabilidad, generando un balance adecuado en la deteccio´n de malignidad (90.625 %) y
benignidad (100 %), superando el desempen˜o obtenido por el especialista con experiencia
y el desempen˜o promedio de los sistemas de diagno´stico automa´tico similares. Adema´s, se
mostro´ que las medidas implementadas para la cuantificacio´n del patro´n reticular at´ıpico y
el velo azul, son caracter´ısticas que influyen fuertemente en la clasificacio´n correcta del mela-
noma. Los resultados sugieren adema´s, que el sistema propuesto logra superar ampliamente
las dificultades te´cnicas previamente mencionadas (ruido incluido en la etapa de adquisi-
cio´n, segmentacio´n o´ptima sobre ima´genes con protocolo desconocido, eficiente extraccio´n
de caracter´ısticas y excelente clasificacio´n), como consecuencia, puede entregar en un periodo
84 5 Caracterizacio´n y Clasificacio´n
inferior a 50 seg., un aporte valioso para la tarea de reconocimiento de malignidad en ima´ge-
nes dermatosco´picas, contribuyendo en la toma de decisiones por parte del especialista, pero
tambie´n, siendo u´til para el entrenamiento de te´cnicos inexpertos o personas en formacio´n
en el tema.
6. Conclusiones y Trabajo Futuro
En este trabajo se han planteado las estrategias para el desarrollo de un sistema de diagno´sti-
co automa´tico del Melanoma por medio del empleo de ima´genes capturadas con la te´cnica
de dermatoscop´ıa. Para la implementacio´n del sistema, se debieron superar las dificultades
que presentan las lesiones pigmentadas PSL, entre las principales: bajo contraste, vellos lo-
calizados en la superficie de la lesio´n y por u´ltimo, una estrecha similitud en caracter´ısticas
correspondientes a melanoma y lesio´n benigna. A fin de eliminar tales dificultades, fueron
planteadas e implementadas diferentes estrategias en cada etapa de procesamiento.
Con la intensio´n obtener ima´genes con elevado nivel de detalle sobre sus estructuras relevan-
tes, se propuso una metodolog´ıa de adquisicio´n en la que se controlaron para´metros f´ısicos
y para´metros te´cnicos. Del protocolo de adquisicio´n propuesto se obtuvieron ima´genes con
calidad suficiente para ser detectadas eficientemente en la etapa de segmentacio´n.
Para garantizar la calidad del detalle en las estructuras localizadas sobre la regio´n de intere´s,
se propuso un esquema de pre-procesamiento. Luego de la experimentacio´n correspondiente,
se determino´ que la imagen original y sin ruido presentaba mayor nitidez en relacio´n a otras
te´cnicas de correccio´n de contraste, especialmente la transformacio´n del espacio de color.
Para la eliminacio´n del ruido o´ las estructuras indeseables (Particularmente el vello) fue
planteado un procedimiento para su remocio´n mediante operaciones morfolo´gicas sucesivas.
A pesar de las dificultades y exigencia en la implementacio´n de una fase de evaluacio´n cuan-
titativa se desarrollo una herramienta que simplifica la tarea de deteccio´n de vellos. De este
modo se implemento un ana´lisis supervisado con el que se encontro´ que el procedimiento
propuesto para la remocio´n de vellos desempen˜a eficientemente su labor. Adema´s, fue con-
siderada la opinio´n del experto para el ana´lisis de desempen˜o, al estudiar un conjunto de
ima´genes procesadas con el me´todo disen˜ado y comparadas con las mismas ima´genes pro-
cesadas por los algoritmos populares; DullRazor y la te´cnica de reconstruccio´n Inpainting.
Con base en su criterio cient´ıfico, el equipo de especialistas concluye que el me´todo propuesto
cumple de manera exitosa su funcio´n, elimina los vellos y no altera la textura de la superficie
correspondiente a la regio´n de intere´s.
Aunque en la bibliograf´ıa se subestima la capacidad de discriminacio´n del color para la seg-
mentacio´n de la lesio´n pigmentada, en este trabajo se propone emplear el mapa color como
criterio de segmentacio´n. Con ese propo´sito, se utilizo´ el algoritmo de clustering mediante el
Modelo de Mezclas Guassianas para detectar las distribuciones del color asociadas a piel y a
lesio´n. Luego, se integro´ el procedimiento de deteccio´n del a´rea de intere´s (Deteccio´n ROI)
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a la imagen obtenida con el me´todo de clustering. Como resultado del esquema propuesto
se consiguieron resultados superiores a los me´todos populares; Me´todo de Otsu y Contornos
activos. Adicionalmente, se observo´ que el me´todo disen˜ado para la segmentacio´n, tiene la
capacidad de desempen˜arse eficientemente en ima´genes que no poseen el protocolo de adqui-
sicio´n sugerido, permitiendo la posibilidad de evaluar el sistema con bases de datos diferentes.
El esquema de segmentacio´n propuesto, adema´s de rectificar los reportes bibliogra´ficos con
respecto al color no posee un estudio similar en la literatura, siendo un aporte novedoso y
eficiente.
Para la caracterizacio´n se implemento´ una etapa en la que se cuantifican los patrones prin-
cipales segu´n la lista de los tres puntos, espec´ıficamente, el patro´n reticular at´ıpico, la
asimetr´ıa de patrones y el velo blanco-azulado. Como resultado de la caracterizacio´n se obtu-
vieron 69 medidas sobre la imagen, integradas por un conjunto de variables locales y globales.
De la evaluacio´n de estas, se encontro´ que las medidas locales propuestas para la deteccio´n
del patro´n reticular y velo azul, hac´ıan parte de las caracter´ısticas ma´s importantes para la
discriminacio´n del melanoma. Tambie´n se encontro´, que la intensidad promedio del borde
de la lesio´n, es la variable que ofrece ma´s informacio´n relevante, lo que concuerda con el
procedimiento de diagno´stico te´cnico, Regla ABCD.
Adicionalmente, los experimentos de clasificacio´n indican que la ma´quina de vectores de so-
porte con kernel gaussiano de base radial genera desempen˜os superiores cuando el conjunto
de datos posee todas sus caracter´ısticas, consiguiendo valores de sensibilidad y especificidad
del 90.625 % y 100 %, respectivamente. Los resultados fueron comparados con los me´todos
de clasificacio´n knn, SVM -Lineal, SVM − polinomial, y ana´lisis discriminante lineal.
Aunque la ausencia de un conjunto de ima´genes propias, en un principio dificulto´ la tarea
de evaluacio´n del sistema, esta situacio´n contribuyo´ a evaluar la capacidad real del mismo,
espec´ıficamente, porque fue utilizado en ima´genes que no pose´ıan el protocolo propuesto
desempen˜a´ndose de manera destacada.
Entre los principales beneficios que ofrece el sistema, cabe mencionar que es una herramienta
valiosa al momento de realizar un diagno´stico. Con base en los resultados experimentales,
el sistema es capaz de ofrecer una segunda opinio´n con un alto grado de confiabilidad. Tal
opinio´n puede ser cotejada con la diagnosis del especialista, de este modo no solo se redu-
ce la subjetividad impl´ıcita en el ana´lisis te´cnico, sino que tambie´n contribuye a establecer
las decisiones importantes que preservan la calidad de vida humana. Adicionalmente, la he-
rramienta computacional propuesta, puede ser empleada como medio de capacitacio´n para
te´cnicos inexpertos o´ como instrumento de prevencio´n mediante el control de evolucio´n de
las lesiones, reduciendo el riesgo de alcanzar un estado letal.
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Como consecuencia de esta investigacio´n se establecen los siguientes trabajos futuros:
Integrar una base de datos con un nu´mero de ima´genes superior. En la medida que se
procesan nuevas ima´genes con un diagno´stico establecido, estas servira´n para alimentar
la base de datos que a la postre contribuyen a incrementar la experiencia en la clasi-
ficacio´n. De este modo, la confiabilidad en el diagno´stico del melanoma incrementara
aun ma´s.
Usualmente, los me´todos de diagno´stico requieren la extraccio´n de un nu´mero elevado
de caracter´ısticas cuando las medidas obtenidas fueron de cara´cter global. Lo cual
es debido a que las variables globales no ofrecen suficiente informacio´n. Sin embargo
el problema principal subyace en que al incrementar el nu´mero de caracter´ısticas, la
etapa de clasificacio´n se vuelve propensa a perder generalidad y a sufrir de sobre-
entrenamiento. Con la intensio´n de evitar la influencia con el nu´mero de caracter´ısticas,
es apropiado agregar nuevas caracter´ısticas discriminantes. Para la cual se considera
que las variables locales son una opcio´n prometedora. Espec´ıficamente, se propone
integrar las medidas de presencia del patro´n reticular at´ıpico y velo azul para encontrar
una nueva caracter´ıstica que cuantifique la asimetr´ıa de patrones.
Explorar nuevas te´cnicas de clasificacio´n que contribuyan al incrementar el desempen˜o
general del sistema.
Implementar una interfaz grafica en una plataforma que ofrezca ma´s ventajas que
Matlab, en te´rminos de portabilidad y eficiencia computacional. Ba´sicamente, porque
este software demanda un tiempo considerable para la finalizacio´n de un proceso.
La interfaz debera´ ser amigable con el usuario para facilitar su uso, lo cual hara´ del
sistema una herramienta pra´ctica en las tareas me´dicas.
A. Anexo: Protocolo de Adquisicio´n
El protocolo de adquisicio´n se establecio´ con base en mu´ltiples pruebas experimentales bajo
la supervisio´n del especialista en dermatolog´ıa, quien indico´ bajo que variacio´n de para´metros
se visualizaban con mayor nitidez las estructuras melanoc´ıticas. Adicionalmente, buscando
que el procedimiento fuera menos complejo, para luego ser aplicado con facilidad y evitar la
omisio´n de alguno de los pasos, lo que como consecuencia provocar´ıa la variabilidad en las
caracter´ısticas discriminantes sobre las ima´genes. Entre los para´metros que se modificaron
se encuentran: iluminacio´n, distancia con el foco, inclusio´n de aceite de inmersio´n, presio´n
sobre la lesio´n y finalmente configuracio´n de la ca´mara, que fue obtenida como se indica en
la siguiente seccio´n A.1. Como resultado del proceso experimental, el procedimiento para
la captura de las ima´genes empleo´ un dermatoscopio Dermlite II Pro unido a una ca´mara
Canon PowerShot A2200. Se describe el protocolo a continuacio´n:
1. Configurar la ca´mara con los para´metros predeterminados, Tabla A-1.
2. Humectar la lesio´n y verificar que tanto el dermatoscopio como la lesio´n esta´n libres
de part´ıculas indeseables.
3. Luego de encender y extender la placa frontal del dispositivo, ubicar el dermatoscopio
sobre la piel de manera que la lesio´n quede en el centro de la imagen.
4. Para evitar el efecto tipo tu´nel, enfocar la ca´mara variando el zoom de tal manera
que las estructuras de la lesio´n sean n´ıtidas y desaparezcan las regiones oscuras a los
extremos, adicionalmente, teniendo en cuenta, no utilizar el zoom digital.
5. Para la toma de la imagen, pulsar ligeramente hasta que la ca´mara emita un doble
pitido lo que indica el enfoque exitoso, entonces, oprimir por completo el boto´n de
disparo.
Las ima´genes fueron tomadas conservando una dimensio´n de 1200× 1600 p´ıxeles, la cual es
una dimensio´n promedio que permite incluir con suficiente grado de detalle las estructuras
melanoc´ıticas y el procesado sin un elevado costo computacional. Adicionalmente, con el
para´metro macro activo, que segu´n el manual de la ca´mara permite fotografiar un objeto a
una distancia extremadamente corta.
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Tabla A-1.: Configuracio´n de la Ca´mara
Caracter´ıstica Para´metro
Modo Programacio´n P
ISO 800
Iluminacio´n Luz Dı´a
Tonos Intenso
Enfoque Media Ponderada Central
Calidad Normal
A.1. Eleccio´n de los Para´metros de la Ca´mara (Canon
PowerShot A2200)
La eleccio´n de los para´metros de la ca´mara fueron realizados principalmente con el objetivo
de manipular completamente la captura de las ima´genes y reducir el margen de error que
podr´ıa aparecer en el protocolo de adquisicio´n. Por tal motivo, se considero´ adecuado ana-
lizar el comportamiento de todos los para´metros de la ca´mara en modo manual, inspirados
en encontrar la configuracio´n que ba´sicamente cumpliera con dos criterios: definir apropia-
damente la regio´n de intere´s y a la vez, favorecer la nitidez de los patrones.
En este sentido, la regio´n de intere´s fue estudiada empleando los algoritmos de segmentacio´n
desarrollados hasta el momento y comparando los resultados con el Me´todo de Otsu, de tal
manera que el para´metro de la ca´mara ma´s indicado corresponde al que provoca la consisten-
cia de todos los desempen˜os asociados a los me´todos de segmentacio´n, e igualmente, fomenta
la identificacio´n de la lesio´n pigmentada con mayor exactitud por parte de los algoritmos de
segmentacio´n.
El ana´lisis de nitidez fue incluido de manera supervisada al establecer el para´metro de la
ca´mara que perteneciendo a una categor´ıa especifica, ofrece los mejores contrastes.
Esencialmente, la configuracio´n de la ca´mara requirio´ de un procedimiento de calibracio´n,
iterativo para cada para´metro de una categor´ıa espec´ıfica, donde las categor´ıas a considerar
fueron ISO, Iluminacio´n, Colores, Enfoque y Calidad, los para´metros de cada tipo son mos-
trados en la segunda columna de la Tabla A-2. Inicialmente, se establecio´ la configuracio´n
esta´ndar de la ca´mara en modo manual, luego se capturaron las ima´genes variando todos
los para´metros de la categor´ıa especifica actual, posteriormente se procedio´ a identificar vi-
sualmente el para´metro que contrasto´ con mayor detalle la imagen dentro de esa categor´ıa,
en ese punto, el para´metro encontrado puede ser empleado para la captura de ima´genes y
proceder a cubrir las siguientes categor´ıas de manera sucesiva.
El procedimiento iterativo previamente mencionado, dio como resultado 108 ima´genes co-
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rrespondientes a la variacio´n de cada para´metro sobre 6 ima´genes seleccionadas intencional-
mente.
Finalmente, se evaluaron las ima´genes con los algoritmos de segmentacio´n mencionados,
comparando cada imagen segmentada automa´ticamente con su respectiva imagen segmen-
tada manualmente por el especialista. Los desempen˜os son mostrados en la Tabla A-2, se
eligieron los para´metros que provocaron el valor promedio ma´s alto y la menor desviacio´n
esta´ndar.
Tabla A-2.: Desempen˜os de Segmentacio´n de las ima´genes obtenidas mediante la variacio´n
de los para´metros de la ca´mara.
Caracter´ıstica Para´metro
Desempen˜o
Otsu
Desempen˜o
Cmap
Desempen˜o
Reg.
Media
Desviacio´n
Esta´ndar
ISO
80 0.7600 0.7239 0.7706 0.7515 0.0245
100 0.6778 0.7113 0.7914 0.7268 0.0584
200 0.6750 0.7204 0.7774 0.7243 0.0513
400 0.7511 0.7297 0.7605 0.7471 0.0158
800 0.7596 0.7600 0.7574 0.7590 0.0014
1600 0.6900 0.6734 0.7344 0.6993 0.0315
Iluminacio´n
Luz Dı´a 0.7642 0.6978 0.8193 0.7604 0.0608
Nublado 0.6564 0.6967 0.7000 0.6844 0.0243
Tungsteno 0.6852 0.7180 0.5484 0.6505 0.0900
Fluorescente 0.6649 0.7035 0.7585 0.7090 0.0470
Fluorescente
H
0.7500 0.7431 0.7502 0.7478 0.0040
Tonos
Intenso 0.6707 0.7429 0.7592 0.7243 0.0471
Neutro 0.6586 0.7404 0.7316 0.7102 0.0449
Enfoque
Evaluativo 0.6665 0.6491 0.7050 0.6735 0.0286
Media
Ponder.
Central
0.7576 0.7552 0.8061 0.7730 0.0287
Puntual 0.6744 0.7391 0.6573 0.6903 0.0431
Calidad
Fina 0.6558 0.6659 0.6848 0.6688 0.0147
Normal 0.6687 0.7269 0.7549 0.7168 0.0440
B. Anexo: Aproximacio´n de Funciones
Mediante Ajuste Polinomial Usando
el Me´todo M´ınimos Cuadrados
Considere una funcio´n f(xi, yi) definida en el espacio de los nu´meros reales, ecuacio´n B-1.
f = {(xi, yi) : [xi, yi] ∈ R2} (B-1)
Obtener una representacio´n continua de la funcio´n f es posible al extender el concepto de
mı´nimos cuadrados, ba´sicamente, encontrando los coeficientes que definen el polinomio P (x)
de grado n, que al mismo tiempo minimizan la diferencia entre la funcio´n original y el poli-
nomio P (x) encontrado.
Segu´n el me´todo de mı´nimos cuadrados, el procedimiento de minimizacio´n facilita la esti-
macio´n de los coeficientes de una recta [86]. Para encontrar los coeficientes que definen el
polinomio P (x), se procede a minimizar la funcio´n B-2.
E =
N∑
i=1
(yi − yˆi)2 (B-2)
Do´nde yˆi = P (xi) = aoxi
n + a1xi
n−1 + · · ·+ anxi0 =
n∑
j=0
ajxi
n−j.
Derivando con respecto a cada coeficiente ap e igualando a cero.
∂E
∂ap
=
(
N∑
i
yi −
n∑
j
ajxi
n−j
)2
= 0 (B-3)
Luego de calcular la derivada parcial y extender la sumatorias presentes en la funcio´n B-2
sobre algunos coeficientes, se obtiene que la derivada parcial para el coeficiente ap, se calcula
mediante B-4.
∂E
∂ap
=
N∑
i
yixi
2n−p −
N∑
i
n∑
j
ajxi
n−j−p = 0 (B-4)
Ahora, reorganizando los elementos de la ecuacio´n B-4, se encuentra:
N∑
i
n∑
j
ajxi
2n−j−p =
N∑
i
yixi
n−p (B-5)
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Posteriormente, generando el conjunto de ecuaciones asociadas a cada coeficiente ap, se
obtiene:
N∑
i
a0xi
2n +
N∑
i
a1xi
2n−1 +
N∑
i
a2xi
2n−2 + · · ·+
N∑
i
anxi
n =
N∑
i
yixi
n
N∑
i
a0xi
2n−1 +
N∑
i
a1xi
2n−2 +
N∑
i
a2xi
2n−3 + · · ·+
N∑
i
anxi
n−1 =
N∑
i
yixi
n−1
N∑
i
a0xi
2n−2 +
N∑
i
a1xi
2n−3 +
N∑
i
a2xi
2n−4 + · · ·+
N∑
i
anxi
n−2 =
N∑
i
yixi
n−2
...
N∑
i
a0xi
n +
N∑
i
a1xi
n−1 +
N∑
i
a2xi
n−2 + · · ·+
N∑
i
anxi
0 =
N∑
i
yixi
0
(B-6)
Finalmente, el conjunto de ecuaciones en B-6, puede tomarse como un sistema de ecuaciones
donde las inco´gnitas son todos los coeficientes ap, el cual puede ser fa´cilmente resulto me-
diante la ecuacio´n B-8 (Cuando A−1 existe), despue´s de haber sido reorganizado de manera
matricial.
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(B-7)
X = A−1B (B-8)
Si se desea aproximar la funcio´n f con un polinomio P (x) = a0x
2 + a1x
1 + a2x
0 de grado
n = 2, entonces, se obtiene un sistema de ecuaciones como el mostrado en B-9.
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C. Anexo: Descripcio´n de las
Caracter´ısticas Empleadas
A continuacio´n se describen las caracter´ısticas utilizadas en este trabajo.
Variable Nombre de Variable Descripcio´n
X1 A´rea/(No. Pixeles en la imagen) Porcentaje de p´ıxeles en la imagen
que pertenecen a lesio´n melanoc´ıti-
ca.
X2 Per´ımetro Suma de pixeles en el borde de la
lesio´n.
X3 Redondez Grado de circularidad de la lesio´n.
X4 Convexhull A´rea de la diferencia de la imagen
original encerrada por un poligono
convexo y la imagen original.
X5 Relacio´n en Dimensio´n (Aspect Ra-
tio)
Relacio´n entre el ancho de la imagen
con respecto al largo de la imagen.
X6 I´ndice Fractal A´rea
X7 I´ndice Fractal Per´ımetro
X8 Razo´n I´ndices Fractales
X9 Abscisa Centro de Gravedad
X10 Ordenada Centro de Gravedad
X11 % Dispersio´n del Eje de Simetr´ıa
Mayor
X12 % Dispersio´n del Eje de Simetr´ıa
Menor
X13−56 Momentos Estad´ısticos centraliza-
dos Hu ϕpq
µpq =
∑M
x=0
∑N
y=0(x − x¯)p(y −
y¯)qf(x, y)con p, q = 1, ...,
X57 Promedio de intensidades
X58 Entrop´ıa
X59 Curvatura
X60 I´ndice de Asimetr´ıa 1 Reportado en [24]
X61 I´ndice de Asimetr´ıa 2 Reportado en [24]
X62 I´ndice de Asimetr´ıa 3 Reportado en [24]
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X63 Velo Azul Expuesto en la seccio´n 5.1.2
X64 Patro´n Reticular Expuesto en la seccio´n 5.1.1
X65 I´ndice de Asimetr´ıa 4 Expuesto en la seccio´n 5.1.3
X66 Intensidad Promedio del borde en
Canal B
X67 Intensidad Mı´nima del Canal G
X68 Intensidad Promedio del Canal B
X69 Desviacio´n Esta´ndar R
Los momentos estad´ısticos fueron usados con las ecuaciones descritas en [22].
C.1. Caracter´ısticas Relevantes Obtenidas en la etapa de
Clasificacio´n
No. Seleccio´n de
Caracter´ısticas Re-
levantes
Caracter´ısticas
n = 1 X66
n = 10 X66, X68, X57, X69, X10, X13, X25, X20, X33, X18
n = 20 Las mismas que en n = 10, y adicionando: X64, X63, X19,
X59, X17, X5, X53, X55, X2, X54
n = 30 Las mismas que en n = 20, y adicionando: X51, X56, X30,
X23, X40, X67, X38, X52, X65, X11
n = 40 Las mismas que en n = 30, y adicionando: X12, X24, X14,
X50, X34, X9, X32, X8, X15, X16
n = 50 Las mismas que en n = 40, y adicionando: X22, X60, X62,
X42, X26, X36, X27, X3, X49, X6
n = 60 Las mismas que en n = 50, y adicionando: X4, X44, X31,
X41, X47, X45, X21, X58, X46, X7
n = 69 Las mismas que en n = 60, y adicionando: X1, X28, X29,
X35, X37, X39, X43, X48, X61
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