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Abstract—Distributed secondary control (DSC) is a new ap-
proach for MicroGrids (MGs) such that frequency, voltage and
power regulation is made in each unit locally to avoid using a
central controller. Due to the constrained traffic pattern required
by the secondary control, it is viable to implement dedicated local
area communication functionality among the local controllers.
This paper presents a new, wireless-based robust communication
algorithm for DSC of MGs designed to avoid communication
bottlenecks and enable the plug-and-play capability of new DGs.
Real-time simulation and experimental results are presented to
evaluate the feasibility and robustness endowed by the proposed
algorithm.
I. INTRODUCTION
A microgrid is defined as a localized cluster of distributed
generators (DGs) and loads, placed in low voltage (LV) and
medium voltage (MV) distribution networks, which can oper-
ate autonomously in islanded mode or connected to the main
grid [1], [2]. These local grids encompass several technology
components: power electronics, control, as well as communi-
cation/information technology. The ideas supporting the for-
mation of the MGs are 1) reducing transmission/distribution
losses and preventing electrical network congestion by shifting
the generation closer to the consumers/loads; 2) gradually
reducing the chance of blackouts, as MGs can operate in
islanded mode during system disturbances and faults; 3)
enhancing the reliability of the system, as the chance of losing
significant amounts of generation at a time is diminished; and
4) provision of ancillary services to the main grid in the grid-
connected mode.
However, apart from these obvious benefits of MGs, their
introduction into the traditional distribution network raises
many new challenges, with one of the most important be-
ing frequency and voltage participation in islanded operation
mode. This problem has been in the focus of many recent
works [1]–[10]. To that end a hierarchical control concept
from the traditional power system has been introduced for
MGs in [1]. The first level of this hierarchy is primary control
which deals with the inner voltage and current control loops
and droop control of the individual DGs in order to adjust
the frequency and amplitude according to active and reactive
power of the units. As the primary level is strictly local,
without communications with other units, it is not able to
regulate frequency and voltage of the system when MG is
perturbed by either load variations or connection/disconnection
of the units. Then, the secondary control is often employed
in order to remove the frequency and voltage deviations in
steady state and to achieve a global controllability of the
MG. Furthermore, the secondary control may share power
between units of the MG in cases when primary control is
unable to do it [11]–[13]. The tertiary control is responsible
for global optimization of the MG and managing power flow
between MGs and distribution network of the main grid [14],
[15]. Usually, the primary and the tertiary control levels are
decentralized and centralized control levels, respectively, while
the secondary control can be implemented in both centralized
and decentralized way [12].
In centralized secondary control (CSC), all DGs measure
signals of interest and send them to a common single MG
central controller (MGCC), which in turn produces appropriate
control signals based on the received data and forwards it
to the local primary control of the DGs [1], [2], [8], [10].
The exchange of measurements and control signals requires an
underlying communication network. Although straightforward
to implement, the centralized control strategy has an inherent
drawback of the single point of failure, i.e., a MGCC failure
terminates the secondary control action for all units [1].
Distributed secondary control strategy is a new approach
[12] that avoids use of a single centralized controller for
secondary level of MGs. In this architecture, the primary
and secondary controllers are implemented together locally
in each DG, where the secondary control should collect the
required data from all other units and produce appropriate
control signal for the primary one using an averaging method.
Data exchange for DSC can be implemented in several ways,
ranging from simple all-to-all transmissions [12] to more
involved schemes based on distributed consensus algorithms
[16]. The former approach is conceptually simple, but does
not scale, as the number of required data exchanges grows
quadratically with the number of DGs. Distributed consensus
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Fig. 1. A scheme illustrating the general architecture of distributed secondary
control for islanded MGs.
relies on a series of local data exchanges among neighboring
units to achieve global information dissemination; its use for
information dissemination in MGs has been proposed recently
in [17]–[19]. In this paper we present a simple networked
control scheme for the distributed secondary control of MGs
which exploits the broadcast nature of the wireless medium.
The proposed scheme is discrete-time and operates in rounds.
In each round, a non-transmitting DG attempts to receive the
broadcast packet, then update its local record on the averages
of the parameters and derives the local control signal accord-
ingly. The broadcasts are performed by units in a round robin
manner, representing a current record of the respective unit
averages. Even though the proposed scheme is conceptually
similar to the schemes that exploit distributed consensus [17]–
[19], the major difference is that the communications and
control layers are not separated, but the scheme exploits their
inherent feedback loop. Specifically, rather than waiting for a
series of local data exchanges to converge to the global average
at every DG, in the proposed approach the control signal is
locally updated after each data exchange, enforcing the MG
towards the desired operation point. We show that the proposed
scheme enhances reliability of distributed secondary control,
making it robust against delays and packet losses in the wide
range of wireless link conditions. Also, the proposed scheme
is designed not only for regulation of frequency and voltage
but also for power sharing among the units, maintaining the
power sharing feature of the primary droop controller.
The paper is organized as follows. Distributed secondary
control of islanded MGs is presented in Section II. In Sec-
tion III the proposed communication algorithm for DSC is
elaborated. Section IV provides simulation results of an is-
landed MG with four units, evaluating the proposed algorithm
for DSC. An experimental validation of the proposed solution
in an islanded MG with two units is presented in Section V.
Section VI concludes the paper and outlines future research
directions.
II. DISTRIBUTED SECONDARY CONTROL OF ISLANDED
MICROGRIDS
A distributed control strategy is an approach in which none
of the controllers are centralized, but distributed throughout the
system so that each unit is controlled independently and the
entire system of controllers is connected by a communication
network. Fig. 1 illustrates the implementation of the distributed
control strategy. As shown, the secondary control is locally
embedded in each DG unit, similar to the primary control;
however, the local secondary control requires an underlying
communication network to operate properly. The combined
communication-control algorithm, presented in the Section III,
is used to exchange and update averages of the parameters of
interest to secondary controllers. In turn, the local secondary
controllers operate on these parameters, regulating frequency
and voltage of the system and sharing power between the units.
Conventional CSC is only responsible for restoring fre-
quency and voltage inside the whole MG using common
measurements of the system [1], [10]. However, DSC using the
proposed communication algorithm is able not only to control
frequency and voltage but also to share power between units in
the MG. We continue by elaborating the used DSC algorithm
in details, and note that, henceforth, we assume that the MG
consists of N DG units, denoted as DG0, DG1, ..., DGN−1.
A. Frequency and Voltage Control
Load frequency control is the central secondary control for
frequency regulation in large power systems, as frequency
is a control variable that provides information related to the
consumption/generation balance of the grid [20]. Taking the
idea from large power systems, a centralized secondary control
is implemented in the MG in order to regulate the frequency
of the whole system. However, in the distributed strategy,
each DG has its own local secondary control to regulate the
frequency. In this sense, each unit measures its frequency at
each sampling instant, averaging the received information from
other units and then broadcasting its average version (f̄MG)
to the other units through the communication network. The
averaged data is compared to the nominal frequency of MG
(f∗MG), and sent to the secondary controller of DGi to restore
the frequency as follows:
δfi = kpf
(
f∗MG − f̄MG
)
+ kif
∫ (
f∗MG − f̄MG
)
dt, (1)
where kpf and kif are the control parameters of the PI
compensator of unit i, and δfi is the secondary control signal
sent to the primary control level in order to remove the
frequency deviations.
Since the Q-V droop control is not able to regulate the
voltage in the MG, a controller similar to the one controlling
frequency can be implemented in secondary control level for
voltage restoration [1], [10]. In this secondary voltage control
strategy, after calculating the average value of voltage ĒMG
that is based on the information exchanged over communica-
tion network, every local secondary controller measures the
voltage error and compares it with the voltage reference of
MG, E∗MG. In the next step, the local secondary controller
sends the control signal δEi to the primary level of control as
a set point to compensate the voltage deviation. The voltage
restoration control loop of DGi can be expressed as follows:
δEi = kpE
(
E∗MG − ĒMG
)
+ kiE
∫ (
E∗MG − ĒMG
)
dt,
(2)
with kpE and kiE being the PI are controller parameters of
the voltage secondary control. The above secondary control
strategy can be also extended to more resistive line MGs
that are using P-V and Q-f droops in the primary control, to
regulate frequency and voltage. Consequently, the secondary
control is applicable to the all resitive/inductive (R/X) nature
of the power lines, as opposed to the primary control.
B. Power Sharing
In a low R/X MG, reactive power is difficult to be precisely
shared between units using Q-V droop control, since voltage is
not common in the whole system as opposed to the frequency.
Furthermore, the impedance between the DG units and the
point of common coupling is not necessarily the same; similar
effect occurs when trying to equalize active power of units
using P-V in high resistive line MGs.
An alternative solution is to implement a distributed average
power sharing in the secondary loop, where the averaging
is performed through communication network. In this way,
all units obtain the same reference and power sharing is
achieved independently from voltage sensing mismatches or
line impedances in the MG. The distributed averaged power
sharing by the secondary control of DGi can be expressed as
follows:
δPi = kpP
(
Pi − P̄MG
)
+ kiP
∫ (
Pi − P̄MG
)
dt, (3)
where kpP and kiP are the PI controller parameters, Pi is the
locally calculated power (active power in the case of high
resistive line MGs, or reactive power in the case of high
inductive line MGs), P̄MG is the average power obtained
through communication network, and δPi is the control signal
produced by the secondary control in each sample instant, and
afterwards sent to the primary loop.
It is worth noting that anti-windup saturation blocks are
implemented for every PI controller of secondary control in
order to protect the units in case of extreme contingencies. A
detailed block diagram of the DSC strategy for an individual
DG (DGi) in an islanded power electronic-based MG is shown
in Fig. 2; the figure shows a general scheme of the primary
control as well. Interested readers can find more detail about
the primary control in [10].
III. THE PROPOSED BROADCAST ALGORITHM
We assume that all units are in communication range of
each other, such that connection is maintained between each
pair of units, but allowing random packet losses between the
units. Communication occurs in discrete, periodic time instants
and all units are assumed to be synchronized to that periodic
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Fig. 2. Details of the proposed DSC for an individual DG in an islanded
MG.
communication structure. Note that this synchronization re-
quires packet-level precision, not symbol level, which makes
it very practical. At each time instant k, every units measures
the parameters of interest, i.e., frequency, voltage and power.
In the following text, we present the algorithm for the
distributed averaging of a general parameter x, which can
stand for frequency, voltage, or power. The measurement of x
made by DGi in at the k−th time instant in denoted by xi(k).
The current local estimate of the global average a of parameter
x that is computed by DGi in instant k is denoted by ai(k).
At the k−th time instant the unit that is allowed to broadcast
is DGj , where j = k mod N . Such a rule implements a round
robin broadcasting scheme among the N DGs. The signal
broadcasted at the k−th time instant can be written as:
b(k) = aj(k)wherej = k mod N (4)
The local estimates {ai(k)} of all DGs, including the broad-
casting one, are updated in the following way:
ai(k) = βixi(k) + (1− βi)bi(k), i = 0, 1, ..., N − 1. (5)
where bi(k) is the local record of the received broadcast signal:
bi(k) = b(li), li < k, (6)
and li denotes the time instant at which the last successful
broadcast has been received by agent DGi. In case when there
are no packet losses bi(k) = b(k − 1), i = 0, 1, ..., N − 1.
Finally, βi is suitably chosen constant that determines the
weight of the measurement made by Di when computing
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Fig. 3. Implementation of proposed algorithm on DSC of an islanded MG.
the estimate; a straightforward choice is to set βi = 1/N ,
i = 0, 1, ..., N − 1.
The algorithm can be interpreted as if the units use broad-
cast to exchange the local estimates of the global average.
As these estimates contain the locally measured values, the
broadcasts actually exchange the information necessary for
the computation of the global average. As time progress, the
“mixing” of the local measurements in every agent becomes
more effective, and the units start converging toward the same
global average value. The locally executed DSC algorithm
operates on the local estimates, such that control signals
shifts the local parameter xi(k) towards the computed local
estimate ai(k) of the global average a, i = 0, 1, ...N ; this
feedback between the control algorithm and the update rule
accelerates the local convergence towards the global average.
The convergence speed towards the global average depends
on the relation between, on one hand, the rate by which
a changes and, on the other hand, the rate of information
exchange i. e., how often broadcasts are performed. The rate of
information exchange primarily depends on the characteristics
of the employed communication technology. In a typical MG
setup, the wireless propagation delays can be neglected and
the dominant component of the communication delay is the
processing performed by the protocol stack. This consists of:
reception of the broadcast packet, update of the local estimate
and the transmission of the update. As an example, we have
performed an experimental study that showed that the mini-
mum expected delay in IEEE 802.11 (WiFi) from the moment
of packet reception until the broadcasting has completed is of
the order of 10 ms, implying that the update information in
the network can be exchanged roughly at the rate of 100 Hz,
i.e., 100 times in a second. Nevertheless, this rate is rather
adequate for DSC, since, in contrast to the primary control,
the secondary and tertiary controllers in MGs typically operate
with low sampling rates [1]. We note that a rigorous proof
of the convergence would have to include a analytical model
of the primary control, secondary control, communication
network, the proposed algorithm for information exchange
and update, as well as their interdependencies, and, as such,
represents a rather complex problem in its own right and is
outside the scope of this paper. In Sections IV and V we
demonstrate the potential of the proposed networked control
solution in simulation and laboratory setups, respectively,
while the analytical modeling is part of our on-going work.
The proposed scheme requires synchronization among DGs,
which can be achieved in several ways in practice. For
instance, synchronization could be implemented using suitable
distributed synchronization protocols [21]. Another, highly
reliable approach is to equip all DGs with GPS receivers
that supply very accurate time reference. Finally, distributed
scheduling of broadcast transmissions can be achieved using
algorithms such as the ones described in [22]; the details are
out of the scope of the paper.
We conclude this section by displaying a block-diagram that
represents the proposed networked control system, given in
Fig. 3. As shown, DGs are interconnected through the power
and communication network, and each DG implements the
same primary control, as well as the combined communica-
tion/secondary control. We note that the circular switch only
models the operation of the round-robin scheduling algorithm,
which is actually implemented in a distributed way across the
network nodes.
IV. POWER HARDWARE-IN-THE-LOOP SIMULATION
RESULTS
In order to evaluate the effectiveness of the proposed
algorithm for DSC, an islanded low R/X MG consisting of four
DGs is considered as a case study, shown in Fig. 4. All units
in the system have the same power rate of 2.2 kW and each
one is supporting a local load; units 1 to 4 feed 200Ω, 400Ω,
200Ω, and 400 Ω resistive loads, respectively. The electrical
part of system has been implemented in Matlab SimPower
Systems R© and the control part in Matlab Simulink R©. The
dSPACE R© 1103 is a real time platform used as an interface
between the electrical part and control part to produce a
power hardware-in-the loop (PHIL) simulation. The proposed
communication algorithm has been implemented in Matlab
Stateflow R©, which provides graphical interface for modeling
sequential decision and temporal logic flow charts and is fully
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Fig. 4. Simulation case study: an islanded microgrid with four units.
compatible with dSPACE R© 1103. The electrical setup and
control system parameters are detailed in Table IV.
All the simulation results have been extracted from dSPACE
control desk R© but plotted using MATLAB R©. Fig. 5 shows
simulation results for different scenarios evaluating the per-
formance of the proposed DSC. Fig. 5(a) shows restoration
of the frequency to its nominal value. Specifically, during
the first five seconds of operation, where the MG is under
only the primary P-f droop controller, a steady-state frequency
deviation from nominal value exists. In order to remove the
deviation, the proposed DSC is implemented at t = 5 s, and,
as it can be observed, the system frequency is successfully
regulated. Performance of the proposed DSC in the presence
of frequent load changes is evaluated in the latter half of the
simulation where a 200 Ω load was connected for a short time
and then disconnected, at t = 17 s and t = 27 s, respectively.
As it can be observed, the DSC using the proposed algorithm
is able to quickly regulate the MG frequency despite these
rapid load variations. Fig. 5(c) shows the corresponding active
power injections to four units in the same scenarios, illustrating
that the primary P-f droop method is sufficient to share the
active power accurately between the units, and that the DSC
preserves the power sharing properties established by the
primary controller. Since the load is resistive, a considerable
increase in active power is observed in the second half of
the simulation when the DSC tries to remove the steady state
frequency deviations. It is worth mentioning that for units
with different power rate, the DSC may consider different
coefficients for its output signals.
Fig. 5(b) depicts how the proposed DSC regulates volt-
age amplitude inside the MG. Similar to P-f droop control
frequency deviations, Q-V droop control also produces sub-
stantial voltage deviations, as seen in the first five seconds of
simulation. When the DSC is enabled at t = 5 s, the voltage
is well restored, removing the static deviation produced by the
droop control. The figure illustrates that the DSC has also a
good performance when rejecting voltage disturbances caused
TABLE I
ELECTRICAL SETUP AND CONTROL SYSTEM PARAMETERS
Parameter Symbol Value
Electrical parameters
Nominal voltage E 311 V
Nominal frequency f∗/2π 50 Hz
DC Voltage Vdc 650 V
Output inductance Lo 1.8 mH
Filter inductance L 1.8 mH
Filter capacitance L 25 µF
Load RL(t) 200,400 Ω
dSPACE sampling frequency fs 10 kHz
Droop Control
Integral droop P coefficient mi 0.00001 W/rd
Proportional droop P coefficient mp 0.0008 W/rd·s
Proportional amplitude droop np 0.16 VAr/V
DSC
Frequency proportional term kpf 0.001
Frequency Integral term kif 4 s−1
Voltage proportional term kpE 0.001
Voltage Integral term kiE 0.6 s−1
Reactive power proportional term kpQ 0.00001 VAr/V
Reactive power integral term kiQ 0.3 VAr/Vs
by load variations. Fig. 5(d) represents the effectiveness of
proposed secondary control strategy for sharing reactive power
among all four units. It can be observed that the primary droop
control alone is not able to equalize the reactive power of DGs
in the MG. After implementing the DSC, reactive power is
shared properly between DGs, even in the presence of load
variations.
It is worth noting that the speed of secondary control can
be enhanced by increasing the parameters of PI controllers
of DSC. However, the speed increase is limited both by the
communication network and the bandwidth of the primary
control.
A. Effects of Packet Delay
So far, we have assumed that information exchanged via
broadcasts represents the most recent state of the DGs. In this
section we relax this condition and examine the effects of
information delay, comprising the delay due to measurement,
processing, transmission and reception of data. Specifically,
the performance of the DSC was investigated for three differ-
ent delays: 1 s, 2 s, and 10 s. For the sake of simplicity, only
frequency and voltage responses are represented.
Fig. 6 illustrates how delay affects the system output, when
the DSC tries to remove frequency and voltage deviations
caused by frequent load variation. Fig. 6(a) and Fig. 6(b)
respectively depict frequency and voltage response of the
system to the frequent load switching when interval duration
is set to 1 s. In the first half of the simulation a 200 Ω load is
connected to the MG and then in the second half disconnected
again. As it can be observed, the proposed scheme exhibits an
acceptable response with small overshoots. The second row of
Fig. 6 shows robustness of the proposed method, as the MG
system is still stable when the delay is 10 s - the DSC slowly
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Fig. 5. Performance of DSC with the proposed algorithm for an islanded
microgrid with four units.
but successfully regulates frequency and voltage deviations
caused by load variations.
B. Effect of Packet Losses
To evaluate the impact of erroneously received or lost
broadcast packets on the performance of the proposed scheme,
we have applied a packet loss probability of a 95%. This is
exceptionally high and, practically, at the edge of making the
link inexistent. Fig. 7 illustrates the effect of the packet losses
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Fig. 7. Evaluation of proposed DSC in regulating frequency and voltage of
the MG considering packet losses.
over the frequency and voltage response of the system when a
200 Ω is connected and then disconnected quickly. It is clear
from the figure that the proposed scheme is robust against
high probability of packet losses as voltage and frequency of
the MG is properly regulated. The reason is that the proposed
algorithm calculates the averages only with correct signals and
neglects erroneous ones. One should note that lower packet
loss probability had virtually no effect on the performance of
the proposed algorithm in the examined setup.
V. EXPERIMENTAL RESULTS
An islanded power electronic based MG consisting of two
units was built and tested in the laboratory as a case study in
order to evaluate the performance of the proposed algorithm
experimentally. The scheme of the experimental setup of
an islanded MG system is shown in Fig. 8, in which two
Danfoss 2.2 kW voltage source inverters operating in parallel
at 10 kHz with LCL output filters, supply power to a diode
rectifier loaded by a 200 Ω resistor. The primary and secondary
control strategies were implemented in Matlab Simulink R©,
and dSPACE R© 1103 which is a real time platform used as
an interface between the electrical part and control part. The
proposed algorithm was modeled in Matlab Stateflow R©. The
electrical setup and control system parameters are the same as
the simulation part listed in Table IV.
Several experimental tests were carried out to validate the
effectiveness robustness of the proposed scheme. Similar to the
simulation results, the experimental results have been extracted
from dSPACE control desk R©, but plotted using MATLAB R©.
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Fig. 8. Scheme of experimental setup of an islanded MG with two units.
Fig. 9 represents the dynamic response of MG system exam-
ined for three different scenarios similar to those performed
in Section IV. During the first one, only primary control is
running and the DSC is not enabled. As shown in Fig. 9, not
only P-f and Q-V droops deviate frequency and voltage of
the MG, but also poor reactive power sharing between units
is exhibited. Nevertheless, active power is shared properly
between units using the P-f droop since the frequency is the
same in the whole MG. When the proposed DSC is enabled at
t = 5 s, frequency and voltage are restored successfully, and
reactive power is well shared. In the last scenario, the proposed
controller regulates the system frequency and voltage perfectly,
following load disturbances, as well as keeping active and
reactive power sharing between the units. It is worth noting
that the small difference between voltage amplitude of the
units is because of the voltage error due to the calibration.
Fig. 10 shows the impact of the information delay when
regulating frequency and voltage in the experimental setup
with frequent load step changes. Left column of the figure is
dedicated to the frequency response and right column shows
the voltage amplitude restoration by the DSC when the delay
is 1 s. The results for the delay of 20 s is examined as the
worst case and the corresponding responses are presented in
Fig. 10(c) and Fig. 10(d). Overall, the experimental results
show that the proposed DSC is robust and able to maintain the
system stability; the increased delay affects only the settling
time of restoration process.
The experimental validation of the proposed controller when
packet loss probability is set to 95% is depicted in Fig. 11; the
figure shows frequency and voltage amplitude of the system
during load variation. In this validation test, a 0.5 s fixed
delay was introduced in order to make the experiments more
realistic.
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Fig. 9. Experimental validation of proposed algorithm for DSC of an islanded
MG with two DGs.
VI. CONCLUSION
In this paper, a distributed algorithm for combined commu-
nication/secondary control for islanded MGs. The algorithm is
based on local averaging, while each unit best an opportunity
to broadcast its local value in a round robin manner. The
distributed operation and the tight coupling between com-
munication and control makes the system very robust, as
it removes the feature of having a single point of failure.
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Fig. 10. Experimental evaluation of the proposed DSC in regulating frequency
and voltage of the MG considering packet delay.
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Fig. 11. Evaluation of proposed DSC in regulating frequency and voltage of
the MG considering packet losses.
In this wireless-communication based algorithm, every agent
calculates a new average of data in every sample time by
combining the received information from other agents with
its own measurements. The properties of the proposed DSC
approach were evaluated at first through PHIL simulations on
a four-units paralleled autonomous MG case study. Simulation
results verified that the proposed DSC method can successfully
restore frequency and voltage of the system and properly
equalize reactive power in the low R/X MGs even in presence
of communication delays and data packet losses. Indeed, the
results showed a negligible overshoot, with slower frequency
and voltage recovery to the nominal value. Finally, a small-
scale experimental setup that consists of two parallel units has
been assembled in the lab in order to confirm the validity of
simulation results. It turned out that the simulation and exper-
imental results are fairly well matched, thereby confirming the
practical utility of the proposed approach.
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