In an insurance context, the discounted sum of losses within a finite or infinite time period can be described as a randomly weighted sum of a sequence of independent random variables. These independent random variables represent the amounts of losses in successive development years, while the weights represent the stochastic discount factors. In this paper, we investigate the problem of approximating the tail probability of this weighted sum in the case when the losses have Pareto-like distributions and the discount factors are mutually dependent. We also give some simulation results.
Introduction
Motivated by the work of Resnick & Willekens (1991) , we investigate the tail probabilities of the randomly weighted sums n k=1 θ k X k , n = 1, 2, . . . , (1.1) and their maxima. Here {X n , n = 1, 2, . . .} is a sequence of independent and identically distributed (i.i.d.) random variables with generic random variable X and common distribution function F = 1 − F , while {θ n , n = 1, 2, . . .} is a sequence of dependent nonnegative random variables, independent of the sequence {X n , n = 1, 2, . . .}.
The randomly weighted sums (1.1) and their maxima are often encountered in actuarial and economic situations. See the following examples:
Example 1.1. Just as in Nyrhinen (1999) and Tang & Tsitsiashvili (2003 , consider a discrete time risk model, in which the surplus of the insurance company is invested into a risky asset that generates a random, possibly negative, return rate in each year. Denote by A n ∈ (−∞, ∞) the net income (the total premium income minus the total claim amount) within year n and by R n ∈ (−1, ∞) the random return rate in year n, n = 1, 2, . . .. Let the initial surplus be x ≥ 0. Hence, if we assume that the net income A n is calculated at the end of year n, then the surplus, denoted by U n , accumulated till the end of year n satisfies the recurrence equation
We define the finite time ruin probability as ψ(x; n) = Pr min The random variable X n is the net payout within year n and the random variable Y n is the discount factor from year n to year n − 1, n = 1, 2, . . .. In the terminology of Norberg (1999) and Tang & Tsitsiashvili (2003 , we call X n , n = 1, 2, . . ., the insurance risks and Y n , n = 1, 2, . . ., the financial risks.
The discounted value of the surplus process U n , denoted by U n , is defined by
By repeatedly substituting (1.2) in the above expression, we find that U n can also be expressed as
One sees that the W n introduced above (with W 0 = 0), which denotes the total discounted amount of losses by the end of year n, is of the form (1.1) with
which is a product of positive random variables. We rewrite the ruin probabilities in terms of W k , 
has a multivariate normal distribution with mean vector
and covariance matrix
Clearly, this assumption is very convenient in calculation because of the attractive properties of the multivariate normal distribution. However, this assumption has also been questioned recently by Bingham et al. (2003) ,
because "the empirical evidence shows that most financial data exhibit both pronounced asymmetry and much heavier tail behaviour than is consistent with normality." Following the work of Bingham et al. (2003) , we shall circumvent the limitations of the Black-ScholesMerton framework by assuming that vector (1.6) either has a multivariate normal variancemean mixture with some mixing law, or follows a multivariate elliptical distribution.
Keeping these examples in mind, we shall investigate the tail probability of the randomly weighted sums (1.1) and their maxima, under the assumptions that the distribution function F is Pareto-like and that the random weights {θ n , n = 1, 2, . . .} satisfy some
conditions.
The remaining part of the paper is organized as follows: Section 2 gives the main results and some remarks; Section 3 considers two special cases when the quantities involved in the asymptotic results can be handled; and Section 4 proves the main results, after recalling several known results.
Main results
Throughout this paper, all limit relationships are for x → ∞ unless stated otherwise. For two positive functions a(x) and b(x), we write a(
Recall the randomly weighted sums (1.1). We assume that the right tail of F is regularly varying in the sense that there exist a constant α ≥ 0 and a slowly varying function L(·) such that
We designate the fact ( 
More generally, the class R is the union of all R −α over the range 0 ≤ α < ∞. For more details on the class R, we refer the reader to Bingham et al. (1987 
if there exists some δ > 0 such that
By the result of Theorem 2.1, we have under the same assumptions that for all n = 1, 2, . . .
Hence, by the arbitrariness of n it follows that lim inf
regardless of whether 
if one of the following assumptions holds: < ∞ for some δ > 0, and assumptions (2) and (3) of Theorem 2.2 are equivalent to
Under these assumptions, it follows from Theorems 2.1 and 2.2 that
and that
The latter result extends Theorem 5.2(3) of Tang & Tsitsiashvili (2003) to the case of ultimate ruin.
Remark 2.3. Since the asymptotic relations given by Theorems 2.1 and 2.2 are completely explicit, the evaluation of some actuarial quantities becomes quite easy. As an example, we consider the evaluation of stop-loss premiums of the randomly weighted sums (1.1). Under the conditions of Theorem 2.1 with the additional restriction that α > 1, we have for each
In particular, if the random variables θ k are given by (2.9) with i.i.d. random variables
Furthermore, if assumption (5) holds, then by Theorem 2.2, it also holds that, as d → ∞,
Some specific cases
In order to apply Theorems 2.1 and 2.2, we need to calculate the expectations Eθ α k for k = 1, 2, . . .. In this section, we give some concrete examples in which such calculation can be performed.
Logelliptically discounted process
It has been pointed out in a large number of papers that the normality assumption regarding log returns of a risky investment is often not realistic. This rejection of normality has led researchers to investigate alternative models for the investment returns, including the family of elliptical distributions. In this direction, we refer the reader to Owen & Rabinovitch (1983) and Vorkink (2003) , among others.
In multivariate statistical analysis, elliptical distributions have provided an alternative to the normal model. Being an extension of the multivariate normal distribution, the class of elliptical distributions shares many of its nice statistical properties, though it contains many other non-normal multivariate distributions such as the multivariate Student's t, Cauchy, logistic, and so on. For details of the class of elliptical distributions, we refer the reader to Fang et al. (1990) and Gupta et al. (1993) .
There are several equivalent ways to define elliptical distributions. We shall use the definition based on the characteristic function. 
for some function φ(·) : R → R, and where Σ n is of the form The characteristic generator may explicitly depend on n, the dimension of Z. Hence, we denote by Φ n the family of all possible characteristic generators for a given n = 1, 2, . . ., that is, 
Let us go back to the examples given in Section 1. Recall relation (1.6). We assume that for each n = 1, 2, . . ., 
,j≤k σ ij , we have that 
To consider the infinite dimensional case, we must assume that φ is of the form (3.1). In that case, we have that
The lognormally discounted process results when φ (x) = e
, that is, when the distribution function F ∞ is degenerated at 1/ √ 2. Because the lognormal case possesses many attractive properties and is easy to calculate, we restrict ourselves to this case in the remainder of this section. For this case, from (3.2), we have that
Therefore, under the conditions of Theorems 2.1 and 2.2, we have that for n = 1, 2, . . .
Now we give some numerical results for relation (3.4) . We assume that the random variables {X n , n = 1, 2, . . .} are i.i.d. with common Pareto(α, β) distribution for some α > 0 and β > 0, with density function
and that for each n = 1, 2, . . ., the vector (Y 1 , ..., Y n ) follows an n-dimensional lognormal distribution with parameters −µ n , Σ n . We take the dimension n = 10, the mean vector µ 10 = (0.1, 0.1, ..., 0.1) and the covariance matrix 
Some numerical results are given in Table 1 . The number of simulations is 5,000,000. The considered values of α are 1.2 and 1.5 as is reasonable, for example, in fire insurance; see Beirlant et al. (1996) . Apart from the values of x and the simulated and asymptotic tail probabilities in (3.4), we also display the values of 1 − asymptotic simulated
. Theoretically, these values must tend to 0 when x → ∞. This seems to be the case from the table. Table 2 presents some numerical results for the case of n = 50, i.e., when more time periods are considered. The values of the elements of µ 50 and Σ 50 are similar to the ones for n = 10. The number of simulations is again 5,000,000.
In the notes of the tables, we display the simulated values of several quantiles of the discounted sums under consideration. 
Lognormal variance-mean mixed discounted process
As announced in Example 1.3, we now concentrate on the situation when the vector (1. if for some random variable U sampled from G, the conditional distribution of Z given (U = u) is N n (µ n +uβ n ,uΣ n ). Here the structure matrix Σ n is symmetric and positive definite with |Σ n | = 1. We write
The characteristic function of Z is then given by
where Φ is the Laplace-Stieltjes transform of G, that is, In fact, in this case we have
Definition 3.5. Let Y be a random vector with positive components. We say that Y has a lognormal variance-mean mixed distribution with parameters µ n , β n , Σ n and G, denoted
Let us go back again to the examples given in Section 1. We assume that
where σ (k) = 1≤i,j≤k σ ij as before. It follows that for α > 0,
This gives an explicit expression for the moments Eθ 
In particular, when β n = 0 and Φ (s) = e −s
, we are again in the lognormal setting and relation (3.5) coincides with relation (3.4).
In the following, we consider the particular case when Y is a lognormal variancemean mixture with the inverse Gaussian distribution as the mixing distribution. This mixing distribution was also considered e.g., by Barndorff-Nielsen (1997) and Bingham et al. (2003) . The inverse Gaussian density is
with λ, ν > 0, and its Laplace-Stieltjes transform is
Hence, from (3.5), in this case
To assess the quality of this asymptotic relation by simulation, we assume, as in the previous section, that the random variables {X n , n = 1, 2, . . .} are i.i.d. with common Pareto(α, β) distribution, for some α > 0 and β > 0. We take again n = 10, and consider the parameters −µ 10 , Σ 10 of the lognormal variance-mean inverse Gaussian mixture to be as given before, while
The number of simulations is 5,000,000. Some numerical results are given in Table 3 . 
The following result is the one-dimensional version of 
Proof of Theorem 2.1
By Lemma 4.1, we have
where we have used the Markov inequality and the property in (2.2). Thus, applying Lemma 4.2 we obtain that
it suffices to prove the relation
For an arbitrary set I ⊂ {1, 2, · · · , n}, we denote by I the cardinal number of the set I and introduce two events Then, the probability on the right-hand side of (4.3) is not smaller than 
Proof of Theorem 2.2
It is trivial that Pr max
In view of this, relation (2.5), and the convergence of the series 
