Abstract -In this paper, the objective is to investigate what contributions depth and intensity informat ion make to the solution of face recognition problem when expression and pose variations are taken into account, and a novel system is proposed for combin ing depth and intensity information in order to improve face recognition performance. In the proposed approach, local features based on Gabor wavelets are extracted fro m depth and intensity images, wh ich are obtained fro m 3D data after fine align ment. Then a novel hierarch ical selecting scheme embedded in symbolic linear discriminant analysis (Symbolic LDA) with AdaBoost learning is proposed to select the most effective and robust features and to construct a strong classifier. Experiments are performed on the three datasets, namely, Texas 3D face database, Bhosphorus 3D face database and CASIA 3D face database, which contain face images with comp lex variations, including expressions, poses and longtime lapses between two scans. The experimental results demonstrate the enhanced effectiveness in the performance of the proposed method. Since most of the design processes are performed automatically, the proposed approach leads to a potential prototype design of an automat ic face recognition system based on the combination o f the depth and intensity informat ion in face images.
I. INTRODUCTION
Face recognition using 3D information can solve some problems that occur in 2D face recognition. Due to some of the difficu lties encountered in 3D face recognition, such as coping with exp ression variations, the inconvenience of information capture and large computational costs, these problems have been the focus of recent research .
Face recognition based on 3D informat ion is not a new topic. Studies have been conducted since the end of the last century [1] [2] [3] [4] [5] [6] [7] . The representative methods use features extracted fro m the facial surface to characterize an individual. Lin et al. [8] extracted semi local summation invariant features in a rectangular region surrounding the nose of a 3D facial depth map. Then the similarity between them was computed to determine whether they belonged to the same person. Al-osaimi et al. [9] integrated local and global geo metrical cues in a single compact representation for 3D face recognition. In another method, the human face is considered as a 3D surface, and the global difference between two surfaces provides the distinguishability between faces. Bru mier et al. [10] constructed some central and lateral profiles to represent an individual and proposed two methods of surface matching and central/lateral profiles to compare two instances. Medioni et al. [11] built a co mplete and automatic system to perform face authentication by modeling 3D faces using stereo vision and analyzing the distance map between gallery and probe models. Lu et al. [12] used the hybrid iterative closest point (ICP) algorith m to align the reference model with the scanned data and adopted registration erro rs to distinguish between different faces. Moghaddam et al. [13] proposed a new method of bayesian matching for v isual recognition. Maurer et al. [14] analy zed the performance of the Geo metrixAct ive ID Bio metric Identity system, which fused shape and texture information.
The face recognition based on comb ination of 3D shape informat ion and 2D intensity/color informat ion is a novel approach, which provides an opportunity to improve face recognition perfo rmance. In the present paper, the objective is to investigate how depth and intensity information contributes to face recognition when expression and pose variations are taken into account. Further, a robust and accurate face system is designed by selecting and fusing the most effective depth and intensity features. All the processes included in the training and test phases of the proposed approach are fully automated.
The remainder of this paper is organized as follows: the overview of the materials and methods used for this research is given in section II, and section III shows the proposed methodology. Experimental results are described in section IV. Section V concludes the research work done in this paper. 
II. MATERIALS AND METHODS
For purpose of experimentation of the proposed methodology, the face images drawn fro m the following 3D face databases are considered: (i) Texas 3D face database, (ii) Boshphorus 3D face database, (iii) CASIA 3D face database
A. Texas 3 D Face Database
The Texas 3D Face Recognition (Texas 3DFR) database is a collection of 1149 pairs of facial color and range images of 105 adult hu man subjects. These images were acquired using a stereo imaging system manufactured by 3Q Technologies (Atlanta, GA) at a very high spatial resolution of 0.32 mm along the x, y, and z dimensions. During each acquisition, the color and range images were captured simu ltaneously and thus the two are perfectly registered to each other. This large database of two 2D and 3D facial models was acquired at the company Advanced Digital Imaging Research (ADIR), LLC (Friendswood, TX), formerly a subsidiary of Iris International, Inc. (Chatsworth, CA), with assistance from research students and faculty fro m the Laboratory for Image and Video Engineering (LIVE) at The University of Texas at Austin. This project was sponsored by the Advanced Technology Program of the National Institute of Standards and Technology (NIST).
Te xas 3D Face Recognition Database was created to develop and test 3D face recognition algorithms intended to operate in environ ments with co-operative subjects, wherein, the faces are imaged in a relatively fixed position and distance from the camera [15] [16] [17] .
B. Bosphorus 3D Face Database
The Bosphorus 3D face database consists of 105 subjects in various poses, expressions and occlusion conditions. The 18 subjects have beard/moustache and the 15 subjects have hair. The majo rity of the subjects are aged between 25 and 35. There are 60 men and 45 wo men in total, and most of the subjects are Caucasian. Two types of exp ressions have been considered in the Bosphorus database. In the first set, the expressions are based on action units. In the second set, facial expressions corresponding to certain emotional expressions are collected. These are: happiness, surprise, fear, sadness, anger and disgust.
The facial data are acquired using Inspeck Mega Capturor II 3D, wh ich is a co mmercial structured light based 3D dig itizer device. The sensor resolution in x, y & z (depth) dimensions are 0.3mm, 0.3mm and 0.4mm respectively, and color texture images are h igh resolution (1600x1200 p ixels). It is ab le to capture a face in less than a second. Subjects were made to sit at a distance of about 1.5 meters away fro m the 3D dig itizer. A 1000W halogen lamp was used in a dark roo m to obtain homogeneous lighting. However, due to the strong lighting of this lamp and the device's projector, usually specular reflections occur on the face. This does not only affect the texture image of the face but can also cause noise in the 3D data. To prevent it, a special powder which does not change the skin colour is applied to the subject's face. Moreover, during acquisition, each subject wore a band to keep his/her hair above the forehead to prevent hair occlusion, and also to simplify the face segmentation task. The propriety software of the scanner is used for acquisition and 3D model reconstruction [18] .
C. CASIA 3 D Face Database
The CASIA 3D Face Database consists of 4624 scans of 123 persons using the non-contact 3D digit izer, Minolta Viv id 910. During build ing the database, not only the single variations of poses, but also expressions and illu minations are considered [19] .
III. PROPOSED METHODOLOGY
The proposed methodology employs the following: (i) Radon transform, (ii) Gabor wavelets, (iii) Sy mbo lic LDA, (iv) Adaptive boosting algorithm (AdaBoost) classifier which are described in the following sub sections.
A. Radon Transform
The Radon transform (RT) is a fundamental tool in many areas. The 3D Radon transform is defined using 1D projections of a 3D object f(x,y,z) where these projections are obtained by integrating f(x,y,z) on a p lane, whose orientation can be described by a unit vector α 
The Radon transform maps the spatial domain (x, y, z)
to the domain ( , s α  ).
B. 2D Gabor Filter
The 2D Gabor filters of depth and intensity images of faces are used to characterize an individual's face. The Gabor wavelets represent the properties of spatial localization, orientation selectivity, spatial frequency selectivity and quadrature phase relationships, and these have been experimentally verified to be a good approximation to the response of cortical neurons. The Gabor wavelet based representation of faces has been successfully tested in 2D face recognition. Such representation of an image describes the facial characteristics of both the spatial frequency and spatial relations. The 2D Gabor wavelets are defined as follows: orientations are selected to represent the facial characteristics in terms of spatial locality and orientation selectivity. The Gabor representation of an image, called the Gabor image, is the convolution of the image with Gabor kernels as defined by (1) . For each image pixel, it has two Gabor parts: the real part and imaginary part, which are transformed into two kinds of features: Gabor magnitude features and Gabor phase features. Herein, it is proposed to use the Gabor magnitude features to represent the facial features, since the Gabor transformation strongly responds to edges [20] [21] [22] .
The depth Gabor images are smoother in co mparison with the intensity Gabor images due to the fact that the value of the p ixels in the depth image changes less than does the value in the intensity images. The smoother depth Gabor image can reduce the influence of noise, but it cannot describe the facial features in detail. This is why the face recognition is performed by co mbin ing depth and intensity informat ion [23] .
C. Symbolic LDA (S-LDA)
We consider the extension of linear d iscriminant analysis (LDA) to symbolic data analysis frame wo rk [24] [25] . Consider the 3D range face images ....
The interval variable 
In the symbolic LDA approach, to calculate the scatter (within and between class) matrices of qm symbolic 
D. AdaBoost Classifier
AdaBoost (Adaptive Boosting) is an ensemble learn ing algorith m that can be used for classification or regression. Although AdaBoost is more resistant to overfitting than many machine learn ing algorithms, it is often sensitive to noisy data and outliers. AdaBoost is called adaptive, because it uses multip le iterat ions to generate a single strong learner. AdaBoost creates the strong learner by iteratively adding weak learners. During each round of training, a new weak learner is added to the ensemble and a weighting vector is adjusted to focus on examp les that were misclassified in previous rounds [27] .
AdaBoost learning essentially works for a two class classification problem. Since face recognition is a mu lticlass problem, we convert it into one of the two classes using the representation of intra-personal Vs e xtra-personal classes. Intra-personal examp les are obtained by using differences in images of the same person, whereas extra-personal examples are obtained by using differences in images of different people. Fro m the depth Gabor images and intensity Gabor images under each scale and orientation, the effective features in this scale and orientation are selected. After effective depth and intensity Gabor features selected, the cascaded AdaBoost learning procedure is used to create a strong classifier with a cascading structure.
E. Proposed Method
The proposed methodology comprises the following steps:
1) Radon transform is applied to the input depth and intensity images of a 3D face, which yields binary images that are used to crop the facial areas in the corresponding images. 2) Gabor filter are applied to the cropped facial images, wh ich yield Gabor magnitude features as facial feature vectors. 3) Symbo lic LDA is applied to the facial Gabor features in order to achieve dimensionality reduction and obtain subsampled feature vectors. 4) Lastly, AdaBoost is used to perform face recognition based on subsampled feature vectors. The algorith ms of the training phase and the testing phase of the proposed method are given below: 7. Apply Nearest Neighbor scheme to decide which class the test sample belongs to and output the texture face image corresponding to the recognized facial image of the training set.
IV. EXPERIMENTAL RESULT S AND DISCUSSION
As in typical b io metric systems, the proposed method includes two phases: the training phase and the testing phase as illustrated in the Fig. 1 . The proposed method is implemented using Intel Core 2 Quad processor @ 2.66 GHz mach ine and MATLAB 2012b. The 4059 images of three databases, namely, Bhosphorus 3D face database, CASIA 3D face database and Texas 3D face database, that are divided into three subsets: the training set, the gallery set and probe set. The training set contains 3200 images, corresponding to the 123 subjects with 33 images for each subject. The gallery set contains 100 images fro m the first images of other subjects. The other 759 images are randomly chosen as probe set from all the three databases.
The training process is performed once on a predefined training set to learn an effective classifier. It includes three important procedures: preprocessing, feature extraction and feature select ion. By translating and rotating one input 3D image to align one reference 3D image, face poses and changed positions between the face and the equipment are normalized. This step is fully automatic. According to the aligned images, the normalized depth images and intensity images are obtained. Robust feature representation is very important to the whole system. It is expected that these features are invariant to rotation, scale and illu mination. The proposed method uses raw depth and intensity features to describe the individual information using Gabor filters with mult iple scales and multip le orientations. As it is commonly a problem, the method using mu ltiple channels and mu ltiple types of local features results in a much h igher d imensional feature space. A large nu mber of local features can be produced with varying parameters in the position, scale and orientation of the filters. So me of these features are effective and important for the classificat ion task, where as others may not be so. The proposed framework co mb ines Symbolic LDA and AdaBoost learning to fuse 2D and 3D Gabor features at the "feature" level.
During the testing phase, an input is classified according to the learned classifier in the training phase. By prep rocessing, normalized depth image and intensity images are obtained. This procedure is the same as that in the training phase. The feature vector of one probe sample is generated by extracting the corresponding features as in the final cascaded classifier, and its difference with each gallery exa mp le forms the difference vector x . For each vector x , the The experimentation of the proposed method has been done with the chosen training, testing and probe sets of 3D face images, wh ich yields the recognition accuracy of 99.65%. The Table 1 shows the performance co mparison of the proposed method with other methods reported in the literature. dimensionality reduction and class separability enhancement. Hence, the proposed method has yielded significant recognition accuracy.
V. CONCLUSION
Intensity informat ion is more pert inent than depth informat ion in the context of expression variat ions; depth informat ion is mo re pertinent than intensity information in the context o f pose variat ions. Thus, their comb ination is helpful in improving recognition performance. In this paper, a new scheme is proposed to combine depth and intensity features in order to overcome problems due to expression and pose variations and thus build a robust and automatic face recognition system. The Gabor features are used in which the dimensionality of the Gabor features is extremely large since mu ltip le scales and orientations are adopted. To reduce the large dimensions of Gabor features we propose a hierarchical selecting scheme for selecting effective features by using Symbo lic LDA and AdaBoost procedures and constructed the classifier. Th is is one attempt to apply statistical learning to fuse 2D and 3D face recognition at the "feature" level. The experimental results are compared those of the existing methods for the 3D face recognition with the co mp lex variations in the face, and demonstrate the significant effective performance of the proposed scheme. The recognition accuracy can be further imp roved by considering a larger training set and a better classifier.
