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The accurate prediction of dilute gas-particle ﬂows using Euler–Euler models is challenging
because particle–particle collisions are usually not dominant in such ﬂows. In other words,
in dilute ﬂows the particle Knudsen number is not small enough to justify a Chapman–
Enskog expansion about the collision-dominated near-equilibrium limit. Moreover, due
to the ﬂuid drag and inelastic collisions, the granular temperature in gas-particle ﬂows is
often small compared to the mean particle kinetic energy, implying that the particle-phase
Mach number can be very large. In analogy to rareﬁed gas ﬂows, it is thus not surprising
that two-ﬂuid models fail for gas-particle ﬂows with moderate Knudsen and Mach num-
bers. In this work, a third-order quadrature-based moment method, valid for arbitrary
Knudsen number, coupled with a ﬂuid solver has been applied to simulate dilute gas-
particle ﬂow in a vertical channel with particle-phase volume fractions between 0.0001
and 0.01. In order to isolate the instabilities that arise due to ﬂuid-particle coupling, a ﬂuid
mass ﬂow rate that ensures that turbulence would not develop in a single phase ﬂow
(Re = 1380) is employed. Results are compared with the predictions of a two-ﬂuid model
with standard kinetic theory based closures for the particle phase. The effect of the parti-
cle-phase volume fraction on ﬂow instabilities leading to particle segregation is investi-
gated, and differences with respect to the two-ﬂuid model predictions are examined. The
inﬂuence of the discretization on the solution of both models is investigated using three
different grid resolutions. Radial proﬁles of phase velocities and particle concentration
are shown for the case with an average particle volume fraction of 0.01, showing the ﬂow
is in the core-annular regime.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Gas-particle ﬂows represent an important class of multiphase ﬂows that occur in many ﬁelds of engineering. For example,
chemical processes utilizing ﬂuidized beds and risers are widely used in a variety of applications. In aerospace engineering,
gas-particle ﬂows are of great interest in helicopter design due to brown-out phenomena. Likewise, in other scientiﬁc ﬁelds
such as medicine (inhaler design), and vulcanology (dispersion of eruptive material in the atmosphere), gas-particle ﬂows
play an important role.
The most exact treatment of gas-particle ﬂows would completely resolve the ﬂow ﬁeld around each particle as well as all
of the turbulent structures in the gas phase. The computational cost of such an approach limits its applicability to simple
canonical ﬂows. At the next level of approximation, gas-particle ﬂows can be described by solving the ﬂuid-phase continuity
and momentum equations, modiﬁed to account for interactions with the dispersed phase. These interactions include the. All rights reserved.
cqua).
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of methodologies, all based on the analogy between the dispersed phase and a granular gas. For example, the discrete par-
ticle method (DPM) [1] accounts for individual particle–particle collisions and uses a mean-ﬁeld drag model to describe
ﬂuid-particle momentum exchange. In theory, a granular gas is governed by a kinetic equation for the particle velocity num-
ber density function f(t,x,v). The particle-phase kinetic equation has terms for transport, body forces, ﬂuid drag, and colli-
sions, and is valid for arbitrary values of the particle-phase Knudsen and Stokes numbers. However, the exact collision
term in the kinetic equation is not closed (e.g., for hard-sphere binary collisions) and a closure must be introduced to replace
the two-particle number density function by a function of f(t,x,v) (e.g., the Boltzmann collision integral).
Even after closure, the direct solution of the particle-phase kinetic equation is extremely expensive and one usually re-
sorts to approximate solutions. For example, in the small Knudsen number limit, a Chapman–Enskog expansion can be used
to derive a hydrodynamic description of the particle phase. This is the approach used to develop the two-ﬂuid model [2] for
gas–solid ﬂows and, hence, one cannot expect the two-ﬂuid model to be valid when ﬁnite-Knudsen effects are important.
Approximate solutions to the kinetic equation can also be found using Lagrangian methods based on discrete simulation
Monte Carlo (DSMC) [3]. In this approach, each particle trajectory is tracked individually and collisions are described in a
statistical manner that is consistent with the closed collision term. (In other words, DSMC is less exact than DPM due to
the treatment of collisions.) If sufﬁciently large numbers of particles are tracked in order to suppress statistical errors, the
DSMC approach can yield very accurate solutions to the kinetic equation. Nevertheless, for practical systems it is limited
to ﬂows with relatively low particle-phase volume fractions, due to its computational cost. In general, the cost of DSMC
(and DPM) increases with the particle concentration because the number of particles to be tracked increases and because
of the increasing number of collisions that must be detected.
Lagrangian multiphase particle-in cell (MP-PIC) methods [4–6] can also be used to approximate gas-particle ﬂows. How-
ever, this approach does not accurately describe the collision term in the kinetic equation. Instead, particles are grouped into
parcels to reduce the computational cost in the dense limit where collisions are dominant. In some implementations, to fur-
ther reduce the computational cost, only an isotropic stress tensor is added to the MP-PIC formulation to enforce the max-
imum particle packing limit [6]. This approximation limits the capabilities of the approach to properly predict particle
segregation in polydisperse ﬂows. More generally, unlike DSMC, the MP-PIC approach does not attempt to accurately repro-
duce the terms in the underlying kinetic equation by carefully controlling the statistical errors due to ﬁnite sample sizes. As
shown in [7], statistical errors in Lagrangian methods strongly affect the instabilities observed in fully coupled gas-particle
ﬂow solvers.
Eulerian approaches to approximate the kinetic equation consider a set of moments of the number density function, and
track their evolution in space and time. This class of methods goes under the name of the method of moments, and various
ﬂavors can be applied to the simulation of gas-particle ﬂows. One popular Eulerian approach is represented by two-ﬂuid
models, where only the lowest-order moments (number density, mean momentum and granular temperature) of the particle
velocity distribution are considered. In two-ﬂuid models, the ﬂuid-dynamic properties of the granular phase are evaluated
using moment closures obtained from the kinetic theory of granular ﬂows under the hypothesis of near-equilibrium, colli-
sion-dominated ﬂow [2,8]. This limit corresponds to a particle Knudsen number near zero, which prevents the two-ﬂuid
model from properly predicting the behavior of gas-particle ﬂows in which rarefaction effects play an important role.
Recently novel Eulerian approaches have been investigated to work around the shortcomings of the two-ﬂuid model. For
example, Sakiz and Simonin [9] adopted Grad’s approach [10] to study non-equilibrium phenomena in very dilute riser ﬂows
(i.e., with one-way coupling). Desjardin and coworkers [11] used a quadrature-based moment method to show the limita-
tions of the two-ﬂuid model in predicting particle trajectory crossing, which leads to inconsistent predictions by the hydro-
dynamic model for all the velocity moments for non-zero Stokes numbers and to the over-prediction of particle segregation.
By comparing with Lagrangian simulations of particles in a turbulent ﬂow, Desjardin et al. showed that intense particle seg-
regation at moderate Knudsen numbers is an artifact (known as a delta-shock in the mathematical literature) of the math-
ematical structure of the two-ﬂuid model rather than a true physical phenomenon. In the dilute limit, the particle pressure
and particle stress tensor appearing in the two-ﬂuid model are very small since the collision term scales with the square of
the particle-phase volume fraction. The mathematical structure of the two-ﬂuid model is then equivalent to the pressure-
less gas dynamic equation, the prototypical example for delta-shock formation. Physically, a delta-shock is formed when fas-
ter moving particles overtake slower moving particles. In the dilute limit, the faster particles simply pass by the slower par-
ticles, a phenomenon that is accurately captured by Lagrangian methods. In the two-ﬂuid model (and any other model based
on Chapman–Enskog-like expansions), the local particle velocity is single-valued, causing particles to artiﬁcially collide
when the fast particles try to pass the slow ones. The method developed in [11] overcomes this fundamental shortcoming
of the two-ﬂuid model by allowing the local particle velocity to be multi-valued.
In a coupled gas-particle ﬂow, the inability to capture particle trajectory crossing has profound effects on the entire sim-
ulation. First, particles artiﬁcially cluster when they should not, leading to dense particle zones in an otherwise dilute ﬂow.
These dense regions then change the evolution of the gas-phase ﬂow through the coupling terms, leading to a completely
different overall ﬂow structure. Moreover, because by deﬁnition a delta-shock is concentrated on a lower-dimensional man-
ifold in three-dimensional space, it is impossible to obtain a grid-independent solution for the two-ﬂuid model in the dilute
limit (i.e., whenever the particle-pressure term is too weak to eliminate delta-shocks). In practise, grid reﬁnement will cause
the gas-particle ﬂow to become completely segregated into dense structures separated by particle-free zones. Such intense
segregation is not observed in Lagrangian simulations or experiments [12] of dilute gas-particle ﬂows.
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tions. By deﬁnition, a specular collision with a wall leads to a bimodal velocity distribution function with one mode corre-
sponding to the incoming velocity, and the other to the outgoing velocity. Due to insufﬁcient particle–particle collisions in
the region next to the wall, in dilute gas-particle ﬂows the resulting Knudsen layers can extend far away from the walls. In
terms of the moments of the velocity distribution function, specular collisions result in an increase in the granular temper-
ature at the wall, causing particles to move away from the wall. In contrast, in the two-ﬂuid model the granular temperature
near the wall found using specular collisions is small, resulting in an artiﬁcial clustering of particles in the low-temperature
zone next to the wall.
In order to better capture the physics of dilute gas-particle ﬂows, Fox [13] developed a third-order quadrature-based mo-
ment method (QMOM) that has recently been implemented into the computational ﬂuid dynamics (CFD) code MFIX [14] as
described in [7]. These authors have validated the MFIX-QMOM approach against Lagrangian and two-ﬂuid simulations and
showed that the values of the particle-phase Knudsen and Mach numbers in moderately dilute gas-particle ﬂows are well
above the range of validity of hydrodynamic models with partial-slip boundary conditions. In this work the MFIX-QMOM
code is applied to simulate dilute gas-particle ﬂows in a vertical channel with particle-phase volume fractions in the range
[0.01,0.0001]. As in previous work [7], the ﬂuid-phase mass ﬂow rate is chosen such that the ﬂuid Reynolds number is below
the transition to turbulence for a single-phase ﬂow. Whenever possible, results are compared with the predictions of the
two-ﬂuid model in MFIX.2. Model description
The governing equations of the ﬂuid and particle phases are presented in this section. The quadrature-based approxima-
tion of the kinetic equation is also outlined.
2.1. Fluid-phase governing equations
The ﬂuid phase is described by a continuity and a momentum equation, which include the dependency on the phase vol-
ume fraction [2,8,15]. The ﬂuid continuity equation has the form@
@t
ðafqfÞ þ r  ðafqfUfÞ ¼ 0 ð1Þand the ﬂuid momentum equation is@
@t
ðafqfUf Þ þ r  ðafqfUfUf Þ ¼ r  ðafsfÞ  afrpþ afqfgþMfp; ð2Þwhere af, qf, Uf are the ﬂuid-phase volume fraction, density and mean velocity,Mfp is the momentum exchange term due to
the drag between the ﬂuid and particle phases, and g is the gravitational acceleration vector.
The ﬂuid phase is considered to be Newtonian. As a consequence, its stress tensor sf issf ¼ lfðrUf þ ðrUf ÞTÞ 
2
3
lf ðr  Uf ÞI; ð3Þwhere lf is the dynamic viscosity of the ﬂuid and I the unit tensor.
2.2. Particle-phase governing equations
The particle phase is described in analogy to a gas made of smooth, mono-disperse, non-cohesive spheres. Its governing
equation is represented by a kinetic equation for the particle number density function f(t,x,v) [16–18]@f
@t
þ v  @f
@x
þ @
@v
 f F
mp
 
¼ C; ð4Þwhere C represents the rate of change in the number density function due to binary collisions between the particles, and F is
the force acting on each particle, including gravity and drag.
The collision term C is described using the Bhatnagar–Gross–Krook (BGK) collision operator [19]:C ¼ 1
sc
ðfes  f Þ; ð5Þwhere sc is the collision time and fes is the equilibrium distribution function, extended to account for inelastic collisions:fes ¼ M
0
½detð2pkÞ1=2
exp 1
2
ðv i  Up;iÞk1ðv j  Up;jÞ
 
; ð6Þwhere k1 is the inverse of the matrix k, deﬁned by
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with c = 1/Pr, x = (1 + e)/2, M0 the number density of particles (zero-order moment), Up the mean particle velocity (ﬁrst-or-
der moment), e the restitution coefﬁcient,Hp the granular temperature (deﬁned to equal one-third the trace of the second-
order central moments), and r the velocity covariance matrix. In this work c = 1, so that Pr = 1 in the standard BGK model
[18].
In this work, following [7,13], a set of twenty moments of f up to third order is considered. Each moment is deﬁned
through integrals of the distribution function asM0 ¼
Z
fdv; M1i ¼
Z
v ifdv;
M2ij ¼
Z
v iv jfdv; M3ijk ¼
Z
v iv jvkfdv:
ð8ÞTransport equations for the moments are obtained by applying the deﬁnition (8) to both sides of the kinetic equation, leading
to [13]@M0
@t
þ @M
1
i
@xi
¼ 0; @M
1
i
@t
þ @M
2
ij
@xj
¼ A1i ;
@M2ij
@t
þ @M
3
ijk
@xk
¼ C2ij þ A2ij;
@M3ijk
@t
þ @M
4
ijkl
@xl
¼ C3ijk þ A3ijk;
ð9Þwhere A1i , A
2
ij and A
3
ijk are the source terms due to the acceleration acting on each particle, and C
2
ij and C
3
ijk are those due to the
collision operator. In this work we assume that all of the moments have been multiplied by the particle volume Vp, so that
the zero-order moment corresponds to the particle phase volume fraction M0 = ap [7].
The set of transport Eq. (9) is not closed, because each equation contains the spatial ﬂux of the moments of order imme-
diately higher, and the source terms due to the force and to collisions. Gaussian quadrature formulae are used to provide
closures for these source terms as a function of a set of weights na and abscissas Ua. Weights and abscissas are computed
from the set of transported moments by means of an inversion algorithm. Once the weights and abscissa are calculated,
the distribution function can be approximated using its Delta function representation asf ðvÞ ¼
Xb
a¼1
nadðv  UaÞ: ð10ÞAccording to [7,13], we use a set of eight weights and abscissas per each velocity component. The inversion algorithm to
obtain weights and abscissas from the set of moments is explained in detail in [13] and its implementation in a CFD code
is presented in [7], as a consequence it is not repeated here.
The moments can be computed as a function of the quadrature weights and abscissas using the deﬁnition (8), where f is
replaced by (10):M0 ¼
Xb
a¼1
na; M
1
i ¼
Xb
a¼1
naUai;
M2ij ¼
Xb
a¼1
naUaiUaj; M
3
ij ¼
Xb
a¼1
naUaiUajUak:
ð11ÞThe source terms due to drag and gravity are computed asA1i ¼
Xb
a¼1
na
FDia
mp
þ gi
 !
;
A2ij ¼
Xb
a¼1
na
FDia
mp
þ gi
 !
Uja þ
FDja
mp
þ gj
 !
Uia
" #
;
A3ijk ¼
Xb
a¼1
na
FDia
mp
þ gi
 !
UjaUka þ
FDja
mp
þ gj
 !
UkaUia þ F
D
ka
mp
þ gk
 !
UiaUja
" #
:
ð12ÞThe drag force terms are given byFDa ¼
mp
sDa
ðUf  UaÞ ¼ K fp;aðUf  UaÞ: ð13ÞThe drag time for each abscissa is calculated assDa ¼
4dpqp
3afqfCDðRepa;af ÞjUf  Uaj
; ð14Þ
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ð15Þand the drag coefﬁcient CD is modeled according to Wen and Yu [20]:CDðRep;af Þ ¼ 24afRep 1þ 0:15ðafRepÞ
0:687
h i
a2:65f : ð16ÞThe source terms in the moment transport equations due to collisions are given byC2ij ¼
ap
sc
ðkij  rijÞ;
C3ijk ¼
1
sc
Dijk M3ijk
 
;
ð17Þin which the collision time is deﬁned bysc ¼ p
1=2dp
12apg0H
1=2
p
ð18Þwith Hp deﬁned in terms of the moments byHp ¼ 13 ðr11 þ r22 þ r33Þ; ð19Þ
r11 ¼ M
2
11
M0
 M
1
1
M0
 !2
; r22 ¼ M
2
22
M0
 M
1
2
M0
 !2
; r33 ¼ M
2
33
M0
 M
1
3
M0
 !2
: ð20ÞThe radial distribution function proposed in Carnahan and Starling [21] is adopted:g0 ¼
1
1 ap þ
3ap
2ð1 apÞ2
þ a
2
p
2ð1 apÞ3
: ð21ÞThe moment spatial ﬂuxes are represented by the second term on the left-hand side of (9), and are computed according to
their kinetic deﬁnition [11,13,22] in order to ensure the realizability of the set of moments. Each moment involved in the
expression of the ﬂuxes is decomposed into two contributions, as shown in (22) for the zero-order moment:M1i ¼
Z 0
1
v i
Z
fdv jdvk
 
dv i þ
Z þ1
0
v i
Z
fdv jdvk
 
dv i ð22Þand the integrals are approximated using the quadrature representation of the velocity distribution function:M1i ¼
Xb
a¼1
naminð0;UaiÞ þ
Xb
a¼1
namaxð0;UaiÞ: ð23ÞThe ﬂux depending on M4ijkl is closed in terms of the quadrature approximation as follows [13]:M4ijkl ¼
Xb
a¼1
naUaiUajUak minð0;UalÞ þ
Xb
a¼1
naUaiUajUak maxð0;UalÞ; ð24Þwhich deﬁnes the kinetic-based ﬂuxes in the lth direction.
2.3. Boundary conditions
Boundary conditions for the moment transport equations are speciﬁed in terms of the quadrature approximation, as
shown in [7,13]. The specular reﬂective condition at walls is deﬁned asna
Ua1
Ua2
Ua3
0
BBB@
1
CCCA
i¼0
¼
na=ew
Ua1
ewUa2
Ua3
0
BBB@
1
CCCA
i¼1
; ð25Þwhere ew is the restitution coefﬁcient for collisions between a particle and the wall, and i = 0 represents the wall, assumed to
be along the second direction in the considered reference frame. Periodic boundary conditions are imposed by enforcing the
periodicity on the set of weights and abscissas [7].
Fig. 1. Particle-phase volume-fraction evolution predicted with an average particle-phase volume fraction of 0.01.
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A gas-particle ﬂow in a two-dimensional vertical channel (0.1  1 m) with mono-disperse particles is considered. The
mass ﬂow rate of the ﬂuid-phase (qf = 1.2 kg/m3) is ﬁxed so that the ﬂuid-phase Reynolds number is 1380, below the tran-
sition to turbulence in a single-phase ﬂow. This choice is made to remove the direct effect of the ﬂuid turbulence on the for-
mation of segregated structures from the system. The desired ﬂuid-phase Reynolds number is obtained by setting the
viscosity of the ﬂuid phase to lf = 1.74  104 Pa s.
For the particle phase, a range of volume fractions between 0.0001 and 0.01 is considered, with a particle density of
1500 kg/m3. The particle diameter is set to 252 lm, and the restitution coefﬁcients for both particle–particle and parti-
cle–wall collisions are set to ep = ew = 1, which corresponds to perfectly elastic collisions.
Wall boundary conditions are set to be specularly reﬂective. This condition is equivalent, in the two-ﬂuid model, to a free-
slip condition for the particle phase. No-slip conditions are used at the walls for the ﬂuid phase. Periodic conditions are
adopted in the ﬂow direction for both phases. Uniform ﬁelds for all the properties are used as initial condition.4. Results and discussion
Results of a channel-ﬂow simulation with particle-phase volume fraction of 0.01 obtained with MFIX-QMOM are reported
in Fig. 1(a), where snapshots of the time evolution of the particle-phase volume fraction are shown. The predictions of the
two-ﬂuid model for the same case are shown in Fig. 1(b).1 At the beginning of the simulation, the particles, initially distrib-
uted uniformly in the channel, are accelerated towards the walls due to the mean ﬂuid velocity gradient, where they are
reﬂected and move towards the center of the channel. This process leads to the formation of preferential particle-depleted
vertical paths for the ﬂuid phase, where it can accelerate. This separation however is unstable, due to the velocity gradient
between the zone at low particle concentration and the one at higher particle concentration, as observed in [7]. This leads to
chaotic ﬂow behavior, where particles tend to segregate towards the walls, originating the characteristic core-annular ﬂow,
with particles falling along the channel walls, and an oscillating upward ﬂow in the center.
A similar behavior is observed in the initial stages of the two-ﬂuid model prediction, where particles are reﬂected by the
walls and give origin to the preferential paths for the ﬂuid phase (Fig. 1(b), t = 1.45 s). However, the evolution of the system
from this point on proceeds with the formation of two unstable structures on the sides of the ﬂow, which leads to particle
segregation. The main difference between the MFIX-QMOM and two-ﬂuid model predictions is, however, the abundance of
ﬁne structures at high particle concentration in the two-ﬂuid prediction (i.e., delta-shocks), which are not predicted by the
QMOMmodel. As mentioned earlier, the formation of these structures in two-ﬂuid models can be explained by the fact that
when particle trajectory crossing occurs, models tracking only the mean momentum are unable to predict correctly all the
velocity moments. In such a situation, hydrodynamic models predict a delta-shock, since they cannot represent a situation1 It is worth noticing that two-ﬂuid model and QMOM predict different evolution times for the particle suspension. In the ﬁgures we reported time snapshots
that represent the characteristic stages of the ﬂow evolution, which happen at different times in the two simulations.
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segregation in the two-ﬂuid model, whereas the MFIX-QMOM results are essentially grid independent.
Although not as easily distinguished in the snapshots in Figs. 1(a) and (b) as in ﬂow-ﬁeld animations, there are also clear
differences between the MFIX-QMOM and the two-ﬂuid predictions in the regions near the walls. In the MFIX-QMOM sim-
ulations, the falling particles form larger ensembles that cover several grids cells away from the wall, while in the two-ﬂuid
predictions the falling particles remain much closer to the wall. We believe that these differences can be attributed to the
differences in the boundary conditions for the granular temperature.
Similar results were observed in the case of an average particle-phase volume fraction of 0.005, reported in Fig. 2(a)
(MFIX-QMOM) and Fig. 2(b) (two-ﬂuid model). The agreement between the two predictions is consistent during the initial
stages of the simulations. However, the two-ﬂuid model still shows a tendency to predict ﬁne structures at high particle con-
centration, as observed in the previous case.
The effect of the particle concentration on the development of the instability that leads to particle segregation was further
investigated by considering two cases with lower mass loading. Fig. 3(a) shows the evolution of the ﬂow predicted by MFIX-
QMOM in the case of an initial mean volume fraction of 0.001, while Fig. 3(b) reports the prediction of the two-ﬂuid model in
the same case. The mechanism that leads to the formation of an unstable ﬂow is similar to that observed in the densest cases.
However the transition to an unstable ﬂow, and the consequent particle segregation phenomena, are slower and less evident,
since the particle concentration is lower. The two-ﬂuid model predicts a similar behavior to the one observed in Fig. 1(b),
with the formation of small structures not observed in the MFIX-QMOM prediction.
An even more dilute case, with an average particle volume fraction of 0.0001 (mass loading 0.13), was also considered.
The results of the MFIX-QMOM predictions are reported in Fig. 4. We did not obtain a convergent solution using the two-
ﬂuid model with the required convergence criteria used in the other cases; as a consequence results from two-ﬂuid models
are not reported. For this case, after 5 s of simulation time, particles are still distributed almost uniformly across the channel,
with the exception of near the walls, since in the wall zone the particle temperature is highest. Although we cannot conﬁrm
it directly due to the ﬁnite duration of our simulation, it appears that the case shown in Fig. 4 reaches a time-independent
state where only gradients in the wall-normal direction are present. As noted earlier, in the zone next to walls the net par-
ticle ﬂux is zero, and, as a consequence, the mean particle velocity is zero, but the velocity variance is high due to specular
reﬂections. As observed in [7], this means that the local particle Mach number of the ﬂow, deﬁned using of the mean particle
velocity and the granular temperature [23], and the local Knudsen number, are large and well outside the range of validity of
hydrodynamic models (Kn < 0.1), even with the addition of partial-slip boundary conditions [3,18] like those proposed by
Johnson and Jackson [24]. In the cases considered in this work, the Johnson and Jackson boundary conditions degenerate into
free-slip conditions, since the walls are assumed to be frictionless. It is worth noting that the Johnson and Jackson boundary
conditions imply a zero granular temperature ﬂux at the wall, when perfectly specular conditions are imposed. This indicates
that the two-ﬂuid models cannot convert the velocity of particles impinging on the wall into granular temperature, even
though the velocity component normal to the wall is zero. As a consequence, the maximum in the granular temperature
at the walls that is observed in Fig. 4 is not captured by the two-ﬂuid model.Fig. 2. Particle-phase volume-fraction evolution predicted with an average particle-phase volume fraction of 0.005.
Fig. 3. Particle-phase volume-fraction evolution predicted with an average particle-phase volume fraction of 0.001.
Fig. 4. Particle-phase volume-fraction evolution predicted by MFIX-QMOM with an average particle-phase volume fraction of 0.0001.
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stable channel ﬂow. For this case, the particle mass loading is small enough not to have a destabilizing effect on the ﬂuid
phase. However, it is worth noting that the velocity proﬁles are not perfectly parabolic, due to the presence of the particles
and the momentum coupling with the particle phase. Nonetheless, no instabilities develop and both phases attain a steady
state.
4.1. Grid reﬁnement study
The dependency of the numerical solutions on the grid resolution has been qualitatively investigated by considering three
progressively more reﬁned grids, with densities of 40  400, 80  800 and 100  1000 computational cells, and sample re-
sults are shown in Fig. 6. It is known that the two-ﬂuid model predicts the formation of ﬁne structures (Fig. 6(b)), whose size
depends on the grid resolution [25]. Such behavior is not observed in QMOM simulations (Fig. 6(a)). Increasing the grid
 Fig. 5. Phase velocities predicted by MFIX-QMOM at 5 s, with an average particle-phase volume fraction of 0.0001.
Fig. 6. Snapshot of volume fraction contours of developed ﬂow at different grid resolutions. (a) 40  400 points, (b) 80  800 points, (c) 100  1000 points.
1624 A. Passalacqua, R.O. Fox / Applied Mathematical Modelling 35 (2011) 1616–1627resolution in QMOM leads to the prediction of sharper property gradients, but it does not signiﬁcantly affect the size of par-
ticles ensembles, as long as the grid is sufﬁciently ﬁne to capture them.
The dependency of the structures size on the grid resolution observed in two-ﬂuid models can be explained in light of
what was written about delta-shocks in the Introduction: increasing the grid resolution leads to a better resolution of the
local shocks in the volume fraction ﬁeld produced by the two-ﬂuid equations. Since these shocks are not predicted by QMOM
because of its capability of predicting particle trajectory crossing, this strong grid dependency is not observed in QMOM
simulations.
4.2. Averaged property proﬁles
Averaged phase velocity proﬁles obtained with QMOM and two-ﬂuid model simulations in the case with mean volume
fraction of 0.01 are reported in Fig. 7. Averages are computed on the last three second of simulation time, excluding the ini-
tial stage of ﬂow development, and resulted in proﬁles that are not perfectly symmetric and smooth due to the short aver-
aging time considered. However, in spite of the short averaging time, they qualitatively show the properties of the ﬂow.
In Fig. 7(a) it is possible to see that the core-annular regime is predicted by both models, with a signiﬁcant difference in
the velocity of particles falling along the channel walls. The two-ﬂuid model predicted a velocity of 0.33 m/s at the right
Fig. 7. Average property proﬁles at y = 0.5 m with as ¼ 0:01
A. Passalacqua, R.O. Fox / Applied Mathematical Modelling 35 (2011) 1616–1627 1625wall, while QMOM predicts 1.93 m/s. This clearly inﬂuences the shape of the velocity proﬁles, leading to a higher value of
the velocity in the center of the channel predicted by QMOM. This difference in the solids velocity prediction at the wall can
be explained considering the particle concentration proﬁles of Fig. 7(c). The two-ﬂuid model predicts ap = 0.0371 at the wall,
while the value provided by QMOM is ap = 0.0456. The increased particle segregation inﬂuences the force balance between
drag and gravity in the annulus of the ﬂow, leading to increased ﬂow of particles in the direction opposite to the main ﬂow.5. Conclusions
A set of simulations of particle-laden channel ﬂow with ﬁnite Stokes number particles at different average concentrations
was performed. A third-order quadrature-based moment method was used to describe the particle phase by approximating
its kinetic equation.
The formation of small local structures at higher particle concentration in the two-ﬂuid model was discussed. It has been
shown that, at the same operating conditions, local intense segregation phenomena are not predicted by a higher-order
approximation of the kinetic equation that allows multiple local velocities. It was also shown how the particle-phase average
volume fraction inﬂuences the development of ﬂow instabilities, which lead to particle segregation. In a sufﬁciently dilute
case, these instabilities did not appear in the MFIX-QMOM simulations.
The inﬂuence of the grid resolution on the solution of both QMOM and two-ﬂuid models has been discussed at the light of
the capability of predicting particle trajectory crossing. Finally, QMOM has been shown to be able to predict the core-annular
ﬂow regime in the densest case considered.
The relative computational cost of MFIX-QMOM with respect to the two-ﬂuid model in MFIX is in the range of 1.5–1.9.
The longest simulation was the one with the highest particle-phase volume fraction, which required 25.37 h with the two-
ﬂuid model and 48.2 h with MFIX-QMOM on a single core of an Intel Xeon CPU at 3.0 GHz. It is worth noting that the
1626 A. Passalacqua, R.O. Fox / Applied Mathematical Modelling 35 (2011) 1616–1627hyperbolic nature of the QMOMmodel should make the MFIX-QMOM code highly scalable. In the dilute limit, the time step
is limited only by the CFL number and the kinetic-based ﬂuxes are stable for relatively large CFL number (e.g., CFL = 1 for the
ﬁrst-order scheme).
Work is in progress to extend the MFIX-QMOM code discussed in this work to denser ﬂows, in order to create an efﬁcient
and versatile tool, able to describe gas-particle ﬂow over the full range of particle-phase volume fractions. Although not dis-
cussed here, the same approach for approximating the kinetic equation is applicable to polydisperse gas-particle ﬂows by
coupling a multi-component kinetic equation with the ﬂuid solver. Such an approach naturally accounts for particle–particle
collisions between like and unlike particles, as well as differences in the ﬂuid drag depending on the particle type.
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Appendix A. Two-ﬂuid model equations
The equations used in the two-ﬂuid model simulations are brieﬂy summarized in this appendix [2]. The ﬂuid-phase equa-
tions are identical to those reported in Section 2.1. For the particle phase, a continuity equation@apqp
@t
þr  ðapqpUpÞ ¼ 0; ðA:1Þand a momentum equation@
@t
ðapqpUpÞ þ r  ðapqpUpUpÞ ¼ r  sp  aprprPp þ apqpgþ KdragðUf  UpÞ; ðA:2Þare solved, assuming the solids stress tensor has the formsp ¼ lp½rUp þrTUp þ kp 
2
3
lp
 
ðr  UpÞI: ðA:3ÞThe granular temperature Hp is computed from the transport equation3
2
@
@t
ðapqpHpÞ þ r  ðapqpUpHpÞ
 
¼ ðPpIþ spÞ : rUp þr  ðjprHpÞ  cp þ Jvis: ðA:4ÞThe particle-phase shear viscosity is given by the sum of a collisional and a kinetic contribution [2]:lp ¼ lcol þ lkin; ðA:5Þ
wherelcol ¼
4
5
a2pqpdpg0ð1þ epÞ
Hp
p
 1=2
ðA:6Þandlkin ¼
10qpdp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hpp
p
96g0ð1þ epÞ
1þ 4
5
ð1þ epÞapg0
 2
: ðA:7ÞThe particle phase bulk viscosity is given by equationkp ¼ 43a
2
pqpdpg0ð1þ epÞ
Hp
p
 1=2
; ðA:8Þwhile the particle pressure is calculated according to equationPp ¼ qpapHp þ 2qpa2pg0Hpð1þ epÞ: ðA:9Þ
The conductivity of the granular energy is calculated asjp ¼
150qpdp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hpp
p
384g0ð1þ epÞ
1þ 6
5
g0apð1þ epÞ
 2
þ 2a2pqpdpg0ð1þ epÞ
Hp
p
 1=2
; ðA:10Þwhile the dissipation of granular energy due to collision is given bycp ¼ 3ð1 e2pÞqpa2pg0Hp
4
dp
Hp
p
 1=2
r  Up
" #
ðA:11Þ
A. Passalacqua, R.O. Fox / Applied Mathematical Modelling 35 (2011) 1616–1627 1627and, the dissipation of granular energy due to viscous damping Jvis is modeled asJvis ¼ 3KdragHp: ðA:12ÞA.1. Boundary conditions
The boundary conditions for the granular phase were set according to Johnson and Jackson [24]:sp;w ¼ p6
ap
ap;max
uqpg0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3Hp
q
Up;w; ðA:13Þ
qH;p ¼
p
6
ap
ap;max
uqpg0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3Hp
q
jUp;wj2  p4
ap
ap;max
ð1 e2p;wÞqpg0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3H3p
q
; ðA:14Þwhere sp,w and qH,p are, respectively, the stress and the granular energy ﬂux at the wall. The boundary condition for the
velocity degenerates to a free-slip condition if the specularity coefﬁcient u is set to zero. In the same way, setting u = 0
and ep,w = 1 reduces the condition (A.14) to a Neumann boundary condition.
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