Abstract-Keystroke dynamics biometric systems have been studied for more than twenty years. They are very well perceived by users, they may be one of the cheapest biometric system (as no specific material is required) even if they are not commonly spread and used [1] . We propose in this paper a new method based on SVM learning satisfying operational conditions (no more than 5 captures for the enrollment step). In the proposed method, users are authenticated thanks to keystroke dynamics of a passphrase (that can be chosen by the system administrator). We use the GREYC keystroke benchmark that is composed of a large number of users (100) for validation purposes. We tested the proposed method face to four other methods from the state of the art. Experimental results show that the proposed method outperforms them in an operational context.
I. INTRODUCTION A. Biometrics systems
The access of entities to controlled resources is managed by authentication systems which provide answers to two questions (i) who is the user ? and (ii) is the user really who he claims himself to be ? In this paper, we are interested in the second case, where we want to verify the identity of the user by keystroke dynamics. Strong authentication uses different factors to authenticate people. It is based on the use of, at least, of two of these parameters: (i) something the user knows; (ii) something the user owns; (iii) something that qualifies the user or its behaviour.
The general process of biometric systems is composed of two mains parts: (i) the enrollment (which consists of registering the user in the system) embeds the data capture, eventually some data filtering, the feature extraction and the learning step with its storage ; (ii) the verification process realizes the data capture, the feature extraction and the comparison with the biometric reference of the supposed user.
B. Keystroke dynamics
The aim of keystroke dynamics systems is to secure the use of password based authentication which suffers of many drawbacks [2] : (i) passwords can be shared between users, (ii) passwords can be stolen, (iii) passwords can be guessed. Keystroke dynamics introduce an additional parameter to the authentication process: something that qualifies the user or its behaviour (the way of typing passwords) in order to strengthen the password authentication. The capture process ENSICAEN, 6 Boulevard Maréchal Juin, 14000 Caen Cedex -France is presented in Fig. 1 . It consists in capturing the time when the keys are pressed and released. In this example, the raw data captured are the time when C and O keys are pressed, then released. The capture process consists in capturing several features when the keys are pressed and released (timestamp of the event, code of the key, etc.). Fig. 1 illustrates an example of the data captured when a user pressed the expression "CO". The features extraction consists mainly to create latencies (T2-T1, T4-T3, T2-T3) and duration (T3-T1) times with the help of the previous captured times. In our example, T2-T3 is negative because the user press O before releasing C (he types fast), which is not always true. We have chosen this example to show that timing can be negative. The features used are not the same in all the studies. In this paper, the feature extracted data of each capture is the vector resulting in the concatenation of the four previous timing vectors.
II. BACKGROUND A. State of the Art
The first research work on keystroke dynamics was realized in 1980 with the report of the Rand Corporation [3] . This study proves that individuals could be differentiated by considering their way of typing. Seven secretaries were asked to type three different long texts, and the comparison was done using statistical methods.
Many researchers tried to improve the process by both decreasing the number of errors and the number of required data to create the biometric reference of a user. Some of these studies are presented in this section. The first patent was proposed in 1986 [4] and works with passwords (and not long input text), always by using statistical measures to create the user's reference (or model) and compare it with the verification template. Several patents have been done during the last twenty years, and one of the latest [5] have been proposed this year and use Hidden Markov Models.
In 1990, Bleha et al. [6] tried authentication based on the user name with a static phrase and use Bayesian classification and distance measures. They also work on identification process. They argue that the longer is the password, the less is the error rate ; the error rate decreases when number of enrolled patterns increases and results are better with person's name than on passphrases (due to their habit of typing it). Studies using neural networks has begun since 1997 [7] . Authors used latency and duration time of digraphs as features. They obtained an error rate of 0% but use a quite huge number of enrolled patterns (112).
Monrose and Rubin worked on keystroke dynamics for free texts [8] . They also used statistical methods, and propose to split users in different groups in order to speed up timing reconnaissance.
Cho and Hwang [9] proposed, in 2006, to improve the performances of keystroke dynamics by allowing individuals to use pause helped by cues to improve unicity, consistency and discriminability of their password and render more difficult the forgery of typing dynamics. In [10] , Rodrigues et al. use Hidden Markov Model in their authentication method. By using passwords only composed of numbers, they obtain an EER of 3.6%. This study is interesting, because it opens the way on keystroke dynamics in pin code authentication based environment (i.e. ATM or cell phone). In [11] authors have tested the efficiency of SVM in the keystroke dynamics. They have tested one-class SVM and two-class SVM (in this case, impostors' data simulating the second class are generated). The performance trade-off and time consumption were better and faster than with neuronal networks, but the experiment was done with only 10 individuals.
In 2007, Hocquet et al. [12] proposed to automatically classify the individuals in different classes depending on various parameters and to assign different threshold configuration for each class. This idea is interesting, because it is known that individual thresholds give better results than global ones, but are difficulty applicable in real life (because we do not necessary have impostors patterns). They obtain an EER about 2%. The classes creation and threshold configuration is done with a test database. Another study [13] uses various digraph information and time of typing for both user id and password and discretized them into an alphabet of twenty discrete elements. The classification is done by using rough set paradigm. They obtained an EER value lower than 1%.
Gaussian mixture modeling of keystroke patterns is used in [14] . Authors also give good information on the way of creating interesting keystroke dynamics database, and how to present the results. The obtained EER is around 4.5%. They argue that if passwords have more than 8 letters, the numbers of failures increase.
B. Discussion
Different methods have been proposed in the literature, but the acquisition were different in terms of quantity of users, captures needed for model creation and impostors' data. Most of the time, there were not enough users. Another point concerns the number of captures for the enrollment step that is generally high. Moreover, very few papers focus on passphrase keystroke dynamics.
In the next section, we propose a new method whose aim is to contribute to solve these problems.
III. PROPOSED METHOD
We propose in this paper a new method based on SVM learning where the number of captures is limited to 5 for the initial enrollment step. Users are asked to type a passphrase set by the administrator system. For the enrollment, we use a two-classes SVM as machine learning method. The novelty of this method is based on the facts that (i) it requires only five captures to create the model, (ii) the use of preprocessing to discretize the captures.
Suppose we have a training set {x i , y i } where x i is enrolled vectors and y i the individual. For problems with two classes, with the classes y i ∈ {−1, 1}, a support vector machine [15] , [16] implements the following algorithm. First, the training points {x i } are projected into a space H (of possibly infinite dimension) by means of a function Φ(·). The second step is to find an optimal decision hyperplane in this space. The criterion for optimality will be defined shortly. Note that for the same training set, different transformations Φ(·) may lead to different decision functions.
A transformation is achieved in an implicit manner using a kernel K(·, ·) and consequently the decision function can be defined as :
with α * i ∈ R. The values w and b are the parameters defining the linear decision hyperplane. We use in the proposed system a linear function as kernel function.
In SVMs, the optimality criterion to maximize is the margin, that is to say, the distance between the hyperplane and the nearest point Φ(x i ) of the training set. The α * i which optimize this criterion are obtained by solving the following problem :
where C is a penalization coefficient for data points located in or beyond the margin and provides a compromise between their numbers and the width of the margin.
The distance score for the verification test is computed as following:
were prb stands for the probability accorded to the SVM result and prd stands for the class of the result (-1 or 1) . The data used, are the capture vectors discretized in an alphabet of 5 values (same method of Equation 7).
IV. EXPERIMENTAL PROTOCOL
The following section explains the experimental protocol used to collect the data. As there is no big public database for keystroke dynamics, we were in the obligation to create our own one, and decided to make it publicly available at the following address 1 .The following subsections present succinctly the benchmark used.
A. Test Population
We have asked to 133 individuals to enroll themselves in our biometric system. They had the possibility to capture their data one or two times a week during more than two months.
B. Acquisition Procedure
Each user has been requested to type the password "greyc laboratory" six times on two different keyboards (this gives twelve captures in total per session) during each session, by alternating the typing from one keyboard to another (i.e. keyboard one, then keyboard two, then keyboard one, and so on). We have chosen this password for two mains reasons (i) this is the name of our laboratory, and contribute to its communication, and (ii) this is a not too short password [6] with a good partitioning of the keys on the keyboards (which can help to its discriminability [17] ). More information about the database is available in [18] .
133 individuals have participated to the capture process, but only 100 of them have provided at least 60 captures. The data used for the statistical evaluations belongs to these users.
The following raw data are captured: (i) the timestamp of the event, (ii) the type of event (press or release), and (iii) the code of the key generating the event. The extracted data computed with the help of the raw data are the total typing timing of a password, and, for each couple of keys, the times RR, RP, PR, and PP (R stands for Release, and P for Press).
Each typing error is also saved in the database. This information gives a good overview on the error rate of the capture process. Even if it is admitted that keystroke dynamics is keyboard dependent, very few studies have tested the implication of the keyboard in the keystroke dynamics. It is an interesting thing to test, because most computer services are accessible in a web-based environment and can be reached everywhere. That implies the fact that users can access (and authenticate) services from different computers, operating systems, and keyboards.
C. Methods From the State of the Art
In this section, we present comparative methods from the state of the art for our experiment. We have tried to use different "families" of algorithms by using (i) statistical based algorithm, (ii) distance based algorithm, (iii) rhythm based algorithm, and (iv) machine learning based algorithm. We note v the test vector, i the size of the template vector, µ the mean vector of the enrolled templates and σ its standard deviation.
1) Statistical Based Algorithm: Two statistical methods are tested. The first one does not take into account the user standard deviation [6] :
while the second one uses both mean and standard deviation values of vectors [12] :
2) Distance Based Algorithm: The distance based algorithm is based on an euclidean distance [8] :
3) Rhythm Based Algorithm: This method consists in discretizing keystroke values along five different classes and compute a classical Hamming distance [12] :
where class(i) is a function returning the class of i (i.e. we operate a discretization of the time) along five different classes. To compute the classes, we partition the space in five clusters of the same size (cluster_width) between the minimum and the maximum value of the learning dataset. The assigned classes of the whole dimensions of each vector is the number of the cluster.
V. EXPERIMENTAL RESULTS
In this section, we present the experimental results of the proposed method face to the four ones from the literature in an operational context (i.e. with a maximal number of 5 captures for the enrollment step).
We also analyze the dependency of the keyboard in the authentication process. It is important to test the dependency hypothesis between the keyboard used and the model created. In other words, is the model will change if we change the keyboard? We present also the impact of changing the number of captures to create the model, the use of an individual or global threshold and the dependency to the size of the database, because these parameters are different depending on the studies. Table I represents the different EER (Error Equal Rate, when the system provides the same rate of genuine rejected and impostors accepted) depending of the keyboard origin of the data used to both train and test sets.
A. Differences Between the Two Keyboards
The EER of each method is computed by keeping the first ten vectors for enrollment, and all the others for the verification process. The keyboard origin of the vectors can be different. There is no adaptation (see later for more information) mechanism used for this test. When the keyboard source from enrollment and test vectors is different, the computation is done several times by selecting enrolled vectors randomly and averaging the results. The columns EER11 and EER22 represent respectively EERs when the data belongs only to keyboard one and keyboard two. The column EER12 represents EER computed by using keyboard one for training captures and keyboard two for test captures and vice versa for the column EER21. In the column EERaa, we use without any distinction, nor order, data from keyboard one and two.
We can see that results are not exactly equal, depending on keyboard configuration. But, the worst results are not obtained when the data of both keyboards are mixed. 4 times out of 6, the best results are obtained when the test and enroll keyboards are the same, whereas 3 times out of 6, the worst results are obtained when no distinction about keyboard is done. This experiment shows that the implemented solution in the GREYC-Keystroke gives similar results for these two keyboards.
The proposed method outperforms all other methods for each configuration.
B. Action of the Number of Enrolled Templates
An interesting point is the visualisation of the EER depending on the number of captures used to create the biometric reference for an individual. In most of the studies, this number is different. Showing this information can facilitate the comparison of different algorithms, when the number of captures used for enrolment is different in the original article.
Algorithms performance varies depending on the number of captures used in order to create models. Most of studies used more than twenty captures in order to create the model, whereas five is really a maximum of typing accepted by a user in order to create his model. Fig. 2 represents the EER of different algorithms depending on the number of enrolled patterns. It is clear that the more we use captures, the more the model is representative. For all the methods, less than Fig. 2 . Evolution of the EER of different algorithms by considering the number of patterns used to create the model ten captures give really bad results, the minimum required seems to be around 40 captures 2 . For some methods, the performances decrease when using more than 50 captures. Once again, the proposed method gives the best results.
C. Adaptation Mechanism
Keystroke dynamics is a behavioral modality, that is why an adaptation mechanism can be implemented in order to improve systems' performance [19] , [17] . By this way, the model evolutes depending on the evolution of user's typing. Four different kinds of evolution algorithms are tested:
• without adaptation (we keep the first vectors as enrolled vectors for ever), this approach is denoted noted "Classic"; • a method swapping enrolled vectors by releasing the latest one and adding the test vector after verification, called "Adaptive"; • a method adding user's vector after being verified in the list of enrol vectors, noted "Progressive"; • a method based on a combination of the two previous ones, noted "Intelligent": while the number of required enrolled vectors is not reached (set at 15), the progressive method is used, whereas then when the total number is fit, the adaptive system is used. Vectors are added only when they are not too much different from the model. Table II presents the EERs of the described methods by using different adaptation mechanisms. These EERs have been computed by using: five enrolled vectors, the captured data from both keyboards without distinction and by using a global threshold. We can see in this table that using an adaptation mechanism improves the algorithms' performance. For most of the algorithms, the best adaptation mechanism is the "Intelligent" one even if it can use less vectors than the progressive one. So, filtering the captures before adding them in the model improves the performance by reducing the EER of approximately 8%. Our method gives again the best results and provide the minimal EER of 6% value for the adaptive mode.
The aim of this test is to prove there is an evolution in the way of typing from the user, and not which is the best method to use to create the model A more industrial method, would be to try to adapt the model of the user, if the verification is a success, with all the test vectors (in this case, we need to compare the distance to a predefined threshold), at the risk to add impostors patterns to the model.
D. Dependence of the Threshold
The statical performance of biometrics systems are different between the use of a global threshold configured for the whole system, or a threshold configuration different for each user (or class of users) [14] , [20] . The user specific threshold is the threshold minimizing corresponding to its EER, which is computed by using its own captures for the False Reject Rate and impostors' captures for the False Acceptance Rate. Using individual thresholds instead of global ones, is supposed to improve algorithms' performance. Table III presents the improvements in term of EER due to the use of individual thresholds. The EERs are computed by using: five captures for the model, the "Intelligent" adaptation method, and data from both keyboards without any distinction.
We can see that, for each method, there is a slight improvement of 1.5% by using individual thresholds, but, in order to compute them, it is necessary to have impostors' data which is possible in our case because all the users have the same password, but can not be easily applied in cases different of the passphrase one because every body has a different password. A solution to this problem is presented in [20] . 
E. Dependence of the database
Like it is commonly accepted that biometrics systems' performance are dependant of the database, we have decided to plot the evolution of the EER in function of the number of users in the database. Fig. 3 presents this evolution. Less Fig. 3 . Evolution of the EER of each method depending on the number of individuals in the database. than 10 users is totally insufficient to test the algorithm's performance. The more there are users in the database, the more the EER increases, so EER performance is really dependent on the database size, and especially on the number of users. 50 individuals seems to be the smallest number acceptable (whereas most of the study do not fit this requirement).
F. Discussion
Keystroke dynamics is really sensitive to user's concentration during acquisition, the acquisition error rate is really important. It could be a curb to the spreading of this modality, even if it is one of the cheapest and easiest one to implement. There is no doubt that the performance of a biometric system is due to the number of available captures to create the user's biometric reference. By using five captures, the performances are not as good as attended, whereas by using more captures, the user has to spend more times in front of the enrolment process, which can be really disturbing, and, also, curb the spreading of this modality.
SVM is the best tested method, but its results are not as good as in the literature [11] . The main reason is the maximal number of captures we use to define the biometric reference that is lower than published papers in that domain. We have to explore on the configuration of the SVM. Even if SVM presents the best results, this method exploits the template of all individuals in the database, this method is so interesting when users types the same passphrase to authenticate themselves.
VI. CONCLUSION AND PERSPECTIVES
We showed in this paper that keystroke dynamics is an interesting modality, but there is a lack of available databases to test different issues and improve systems' performances. The performance of methods in the state of the art varies a lot in function of the size of the database 3 in term of number of users (and impostors' data) and number of captures per user (and deviations in the templates). Our performances are lower than in the previous published studies, as we use passphrases instead of free passwords and only 5 captures for the enrollment step. For this context, our method outperforms all other tested methods from the state of the art.
We have seen that individual thresholds improve the performance of systems, one of our future work will be to find ways of configuring easily and quickly without impostors' data. It would be also a good idea to find, for each algorithm, the best extracted features. A more efficient adaptation mechanism is also a thing to explore, always by keeping in mind the improvements of the methods. The number of tested keyboard is really too small, the same kind of study has to be done with more variety of keyboards and computers.
It is also important to emphasize on the fact that our performance are highly dependant of our database on (i) the distribution of the individuals, and (ii) the password itself. On interesting thing would be to do the same experiment, with the same individuals, by using different passwords (on the size and the repartition on the keyboard) and also with the same password and a different panel of individuals.
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