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An improved method of measuring bubble properties in swarms has 
been developed through the use of a compound conductivity probe coupled 
to a high-speed digital/analog computer processing system which operates 
in real time. The technique makes logical decisions regarding the relative 
spatial orientation of the. bubble and probe axis and, in this way, the 
dimensions and velocities of bubbles in a swarm have been accurately 
resolved. 
Extensive testing of the technique with single, free-rising bubbles 
has shown that the method reports bubble parameters at least as accurately 
and reproducibly as previous techniques, but considerably more expeditiously. 
Application to a sieve-tray froth analogous to those used in industrial 
plant has produced much new information on the distributions of size and 
velocity of bubbles in froths. Mean froth properties such as gas flow, 
gas-liquid interfacial area, local liquid content and gas- and liquid-phase 
mass-transfer efficiencies have been calculated directly from the 
distributions of bubble properties and well known theories of mass transfer. 
These have been found to be in excellent agreement with the present 
independently observed and previously published data. 
Application of the technique to a gas-fluidised particle, bed has 
similarly yielded extensive data on bubble size distributions and velocities; 





In many industrial processes, mass transfer is caused to occur 
between bubbles and liquids or fluidised particles. Very often the 
bubbles move in swarms or clusters with a wide size distribution and 
stochastically distributed residence times, both of which may be 
essentially unknown. Research efforts to investigate the properties of 
these systems have a clear economic justification, since bubble mass-
transfer operations occur in a variety of chemical plant. In addition, 
the complexity of the problem of the measurement of bubble parameters 
in situ makes this an extremely challenging area for research. 
The role of academic investigation in this situation is to fundament-
ally examine bubble behaviour in the bubble dispersion environment through 
the use of theoretical or experimental methods which ultimately lead to 
plant design information. Theory has hitherto provided a firm and broad 
base from which to examine bubble swarms and experimental methods have 
progressed, in increasing sophistocation, from the measurement of mean 
bubble parameters using photography applied to sieve-tray froths to 
X-radiation and capacitance probe measurements of bubble sizes and 
velocities in fluidised beds. However, it is often difficult to interpret 
the complex dataassociated with a bubble swarm. 
The work described in this manuscript is prompted primarily.y the 
fact that direct prediction of sieve-tray froth gas-phase efficiency, from 
bubble properties has remained elusive. As a means towards a better 
understanding of both sieve-tray froths and freely bubbling fluidised 
beds, the thesis therefore describes the development of an improved 
submersible probe technique for bubble property measurement. Itrelies 
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on and makes use of the vast increases in real-time computer speed 
recently made available. The fast, logical.analysis of experimental data 
associated with the technique makes it possible to measure bubble parameters, 
even in turbulent bubble swarms. 
In order to develop this theme, the thesis firstly presents an 
analysis of previous methods of bubble parameter measurement. for both 
gas-liquid and gas fluidised bed dispersions. This leads to a description 
of the new technique, including details of the logical analysis of the 
rapidly fluctuating voltage signals associated with the-method and 
comprehensive testing with well defined single bubbles. Application of 
the technique to a froth on a large sieve-tray operating at gas and 
liquid flow rates close to those used industrially yields bubble parameters 
which correctly predict tray efficiencies, gas flows, liquid contents 
and gas-liquid interfacial areas directly, thus illustrating the validity 
of the technique in revealing the froth properties hitherto obscured by 
measurement problems. Finally, the method is applied with considerable 
success to a bubbling gas-fluidised bed where bubble sizes and velocities 
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2. SURVEY OF THE LITERATURE. 
Introduction 
The existence of bubbles in liquids is perhaps one of the commonest 
physical phenomena for man to contemplate and it is not surprising that 
the literature contains an extensive mass of theoretical and experimental 
treatises considering aspects of their motion. We are primarily interested 
in bubble sizes, shapes and velocities and the review has been written 
with this in mind. It cannot claim to be entirely comprehensive and the 
stress is placed on those aspects which relate to industrially important 
dispersions. 
The review commences with a summary of previous theoretical and 
experimental work into the motion of individual, isolated gas bubbles in 
liquids which have Newtonian shear characteristics. The intermediate stage 
of the formation of bubbles at single orifices is next considered, with 
emphasis on the theoretical developments used to predict bubble sizes at 
generation from gas flow, orifice chamber and fluid property conditions. 
Thirdly, the nature of gas-liquid dispersions on sieve tray contactors is 
considered. The experimental techniques and their limitations are reviewed, 
including a brief summary of methods using chemical gas absorption to 
measure the gas-liquid interfacia]. area. Models to predict the transition 
from froth to spray and to predict operating tray efficiencies are also very 
briefly considered. Finally, the nature of bubbles in solid particle gas-
fluidised beds is examined. The available work on single, isolated bubbles 
is reported with appropriate progression to the more intractable case of 
the freely bubbling bed. In addition, the available bubble velocity and 
flow theories are examined for both the isolated bubble and bubbling bed 
cases. 
6 
2.1 RISE OF SINGLE BUBBLES IN LIQUIDS. 
Although bubbles are likely to behave differently when subjected 
to the interactions of other bubbles when in a swarmi.t is useful to 
review some aspects of previous work into the motion of single, isolated 
bubbles in liquids. 
2.1.1 Drag Coefficients and Velocities of Rise. 
Drag is an energy loss resulting from resistance to the movement 
of an object in a fluid; it may be subdivided into deformation drag, 
friction drag and pressure drag. It is usual to combine all three in an. 
arbitrarily defined drag coefficient- 
= 	2F 	 - 	(2.1) 
D 
fUAC 
where F is the fluid retarding force 
A is the cross-sectional area of the body in the direction of 
rise or fall. 
U is the body velocity 
P o 
 is the fluid density. 
2.1.1(a) Theory 
For the small Reynolds number regime, the bubbles exist as small 
rigid spheres, with zero liquid interface velocity. Stokes (1) found for 
a Newtonian liquid that: 
CD =  
with the velocity given by: 	
2/3 
B 
Oseen (2) proposed that for Re < 2, 
CD_ 	+1R 	 (2.4 
Re 	
) 16 1 
For the region in which the surrounding liquid is in creeping flow 
(Re < 1) and the interface is free, Hadamard (3) and Rybczynski (4) 
independently solved the equations of motion to yield: 
24 (2u + 
D. 
Re \3p+ 3 p) 
(2.5) 
and for a gas bubble, where p << PO  
c=i-- 
b 	D 





In the range 10 < Re < 100 and Re >>l, Hamielec and Johnson (5) 
obtained functional approximations for the velocity field by assuming a 
trial stream function in the Navier-Stokes equations and evaluating the 
undetermined., coefficients from the boundary conditions using the method 




-24A z -7QA-3-144A4  
3 	p 
4 (1_A 1 _2A_3A3 - 4A)(B+2B2 4 3 3 4B 
15 
(2.8) 
The tabulated coefficient data enabled Redfield and Houghton (6) to 
calculate CD  up to Re = 30 and Baird and Hamielec (7) to Re = 70. 
Lochiel (8) corrected the boundary layer theory model proposed by Chao 
(9) for circulating fluid spheres in the range 100 < Re < 1000 to yield: 
C=(1_O.314Re4(A +2)) 	
(2.91 
Re 	 3 	
Jo 
For the high Reynolds number case, Moore (10) solved the problem by 
equating the viscous energy dissipation in the flow field to the rate of 
potential energy loss due to the motion of the gas bubble ,with the drag 







= 42 V 	 (2.11) 
For the very high Re regime, the bubble has a spherical cap shape, 
with a toroidal bubble wake forming the remainder of the spherical surface. 
This is illustrated in figure 2.1. The shape was first analysed theoret -
ically by Davies and Taylor (11),. who found the frontal surface to be 
almost spherical. By applying Bernoulli's equation to steady flow relative 
to the bubble, Davies and Taylor found that: 
2gs = 9 Us1n2& 	 (2.12) 
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FIGURE 2.1 	Davies-Taylor analysis of a three dimensional 
spherical cap bubble. 
Stream function , 	U 	—.a
20 - 
 velocity 	= 1 	!-U sin 
at surface 	 S 
(1 sine- ' rb=u 
- 
Bubble velocity, u=J' (1-cos&) 
I .9 
 sin '& 
10 
This equation may be solved at any point on the surface AB; Davies and 
Taylor solved the equation near the frontal stagnation point A,. where: 
UB2= tim /8 g rb ( 10 s&)?. 	(2.14) 
&-,o 1. 9 	sin 2 O- 
UB= 2Jgr' 	 (.2.15) 
Rippin and Davidson (12) postulated the existence of a wake of 
stagnant liquid extending to infinity below a spherical cap bubble, such 
that the boundary of the wake and the nose of the bubble formed a continuous 
free streamline. They modified this free boundary to satisfy the 
Bernoulli theorem for irrotational flow to yield: 
U =0.925 gV" 
B 	 (2.16) 
Collins (13), by satisfying the constant pressure Bernoulli 
requirement to a higher order than Davies and Taylor, found that: 
	
U =0.6.52 (gr)I'Z 	 (2.17) 
B 
Mendelson (14) suggested that the terminal velocity of ellipsoidal 
and spherical cap bubbles in low viscosity liquids of infinite extent may 
be represented by the equation: 
U=/de
/2 ± gd ' 
B 	 (2.1e.) F 	2 
a 
ii 
For large bubbles, 
gd >> 2' 
2 	de f, 
with the Mendelson equation becoming: 
UB= 22.2 (d e VZ 
 
Grace and Harrison (15) noticed that the presence of a vertical rod 
in the rise path of a two dimensional circular cap bubble provided a 
stabilising couple to the extent that the bubble shape changed. Noting 
that the shape was similar to a portion of a prolate ellipsoid, the authors 
derived equations in two and three dimensions which related the rising 
velocity of a large bubble in an inviscid liquid to its size and the radius 
of curvature of its leading edge. The analysis of the authors was similar 
to that of Davies and Taylor (11), with elliptical coordinats and stream 
functions reported by Mime-Thomson (16) providing the inviscid flow 
field basis for the theory. Expeririental two-dimensional air bubbles in 
water were shown to rise at velocities greater than the corresponding 
circular cap bubble, a result predicted by the theory. 
Duinitrescu (17) and Davies and Taylor (11) considered the case where 
the bubble size approached the column size and slugs, or very long and 
wakeless bubbles in inertial flow, existed. 
For this case they found: 
B 	I I,/ g DC 	 (2.20) 
where D is, the column diameter and C has been assigned values of 0.35 (17) c 	 1 
and 0.33 (11). Griffith and Wallis (18) demonstrated that U  depended on 
the shape of the liquid velocity profile ahead of the slug, so that: 
12 
UB = c, c/ 	 ( 2.21 ) 
where 	C1 = 0.35 
C2 is a function of bubble velocity and liquid velocity profile 
ahead of the slug. 
Nicklin (19) and Nicklin etal.(20) examined the influence of gas and 
liquid flow conditions on the rise velocity of slugs in vertical tubes. 
The authors found that slugs rose relative to the liquid ahead of them at 
a velocity exactly equal to the rising velocity of wakeless bubbles 
such as the type described by Dumitrescu (17). For two phase slug flow 
they found: 
6 = 1.2 (o +L 	+0.35 (gD) 	(2.22) 
A:J 
= voidage of dispersion 
G = gas rate 
L = liquid rate 
D = tube diameter 
A = tube area 
Nicklin (19) proposed that two phase bubble flow could be described 
by an equivalent equation: 
G 	= u 	G 
	
EA B00 	 A 
UB = bubble rise velocity in isolation, 
.1 -. 
I0 
Turner (21) noted that extreme clarity was required when refering 
to "bubbles rising relative to a stationary liquid" and for the bubble 
case, where uniform bubble density exists in the dispersion, the bubble 
velocity should be given by: 
= B 	 (2.23)DO 
since the liquid ahead of the bubble only has a randomly fluctuating 
velocity about zero. 
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2.1.1(b) Experimental Work. 
Numerous experimental observations have been carried out on the drag 
coefficientsand terminal velocities of solid spheres, drops and. bubbles 
in motion through fluids; for on extensive review, the reader is referred 
to Johnson (22). 
Datta (23) demonstrated experimentally that the effect of the walls 
of the container in reducing bubble velocity by drag at the walls became 
	
increasingly important for 	> 0.1. Uno and Kinter (24) measured 
terminal rise velocities of air bubbles in four liquids contained in 
vertical cylindrical tubes of different diameters and proposed the following 
equation for wall effect correction, 
/ 	 \om5 
JLB = ( i (i—a \\
BOO 
U 	k " 	 (2.24) 
DC 
k Is constant 
Angelino (25) measured terminal rise velocities for air in water and 
other fluids, with equation (2..2L1) adequately describing the velocity 
wall effect. 
Peebles and Garber (26) measured bubble velocities in sixteen liquids 
and deduced the following empirical correlations for drag coefficients in 
four regimes: 





CD 2 . Re 	4.02 M 	(2.26) 
Re 
0.68 
4. 	-0.214 	 -0.25 
C0 =0.0275.M.Re ;4.02M 	< R e 3.1M 
0.82 M 
0.25 







Because of the. wall effect described by Uno and Kinter (24), only the 
above relations were de < 0.25 cm were satisfactory. 
Tadaki and Maeda (27) measured terminal velocities of bubbles in the 




C0 0.076 (ReM 	) ; 8M 	R e M 	6 	(2.30) 
23 
C0 =1.25 (R e M° 	
026
6- Re M °2 16.5 	(2.31) 
CD = 2.6 	 16.5 < Re M °23 	(2.32) 
Haberman and Morton'(28) studied the motion of air bubbles in eight 
test liquids where the wall effect was negligible. The following were 
their conclusions: 
(1) For low M liquids CM < 108), the velocity increased rapidly 
at first with increasing volume, reached a maximum and, after falling to 
a minimum, rose again gradually. 
The drag coefficients of tiny spherical bubbles coincided 
with those of rigid spheres of the same size. 
For low M liquids,.the minimum drag coefficient occurred at 
the transition from spherical to ellipsoidal shape. 
The drag coefficients of large spherical cap bubbles had a 
constant value of 2.6. 
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(v) Impurities and surfactants increased the drag on small bubbles 
in water.. 
The data for the liquids of Haberman and Morton (28) were correlated 
well by equation (2.18) proposed by Mendelson (lu). Davenport et al (29) 
and Angelino (25) also noticed a reduction in bubble terminal velocity 
as the viscosity of the Newtonian liquid was increased. 
Figure 2. 2 shows a selection of smoothed experimentally measured 
terminal rise velocities for single bubbles in free rise through different 
Newtonian liquids from various investigators;, the figure is a reproduction 
from figure 2 of reference (30). In this work, Loudon (30) pointed out 
that in the absence of any wall effeet and for corresponding liquids, 
good agreementamong different investigators was reached only in the 
extreme regions of very small (Stokes - spherical regime)and large 
(spherical cap - Taylor regime) bubbles. 
Recently, Guthrie and Bradshaw (31) investigated the rise velocity 
of large spherical, cap bubbles in a large diameter column, so that the 
wall effect was negligible. The authors found that the rise velocity 
could be described adequately by a Davies-Taylor (11) type relation: 
U ='clgr.' 
B 	 e 	 (2.33)' 
where c 	1.013 ± 0.006 for water 
and re 	radius of a sphere of equivalent volume to the bubble. 
Wegener, Sundell and Parlange (37) have also shown that the above 
type of relationship describes the bubble velocity with c = 1.02. 
1.00 
UB 










d e (m) 
FtGURE 2..2 	Bubble rise velocities (after Loudon (30)) 
Legend: 
A Air-56% glycerol in water (32) 
B 	Air-methanol (28) 
C 	Air-water (33) 
D Air-filtered water (28) 
E 	Air-tap water (28) 
F 	Air-water (34) 
G Carbon dioxide-water (35) 
H Nitrogen-water (35) 
I 	Air-water (23) 







E 0.625 (ReM °23 ) °528 
E =0.4 (Re M° 	
0.84 
 
Spherical Caps 	E= 3.5 
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2. 1,2, Bubble Shape. 
Bubbles in free rise whose diameters are less than approximately 
one millimetre are spherical. As the bubble size is increased, a 
continuous progression to. oblate spheroid then through irregular ellipsoid 
to spherical cap occurs. 
There is considerable disagreement about the precise bubble sizes 
at which these shape transitions occur in a particular liquid. For the 
air-water system, the average experimental findings. ( 8) gave the following 
approximate shape regions: 
Spheres 	 de < 0.12 cm 
Oblate spheroids 0.12 < d e < 0.60 cm 
Irregular Ellipsoids 0.60 < d < 1.8 cm 
Spherical caps 	de > 1.8 cm 
A number of investigatdrs (23,39,40) presented photographic evidence 
of the upper surface of the oblate spheroid bubbles being flatter than 
the lower surface, and spherical cap bubbles have been shown to be truly 
spherical only over part of the frontal surface (41,11). The shapes of 
irregular ellipsoids are known to fluctuate rapidly (28). 
Tadaki and Maeda (27) correlated their data in terms of the shape 
ratio del2 , and Calderbank and Lochiel (42) defined an additional shape 
ratio, the bubble eccentricity, as 
2 a 	
Q bubble major semi-axis 
E = 
2 b b = bubble minor semi-axis 
The shapes were then expressed in the form: 
	
ReM °23<2 	(2.34) 
(2.35) 
6<ReM°2 165 (2.36) 
16.5<Re M 023 	(2.37) 
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Siemes' results (43) were in substantial agreement with equations 
234 to 237, though Rosenberg's results (44) for the same regions were 
approximately 50 per cent higher. Spherical cap eccentricities found by 
Rosenberg were in agreement with eq. 2,36, although the results of Davies 
and Taylor (11) ranged between 3.23 and 4.65, those of Lochiel (38) 
between 2.5 and 4 and those of Loudon (30) between 2.5 and 4.5. The 
results of Loudon (30) and Johnson (22) indicated that wall proximity 
influenced bubble shape, the E vs de data showing a downward trend. 
The shapes of larger bubbles rising through viscous liquids tend 
to remain stable and not fluctuate about a mean, as in liquids of low M. 
Thus, the photographs of Angelino (25) for glycerol (M = 1.33 x 10 2 ) 
indicated spherical shape for de < 2.7 cm, a hemispherical shape for 
2.7 < d < 4.7, and spherical cap with "skirt" for de > 4•7• This 
phenomenon has also been noted by Shoemaker and Marc de Chazal (45). 
Davenport, Richardson and Bradshaw (29) determined the shapes of 
gas bubbles for various gases and liquids by photography in a 15 cm. 
diameter column and and excellent summary of shape variation with 
particular rheological conditions exists therein. The authors noted 
that large bubbles were of the spherical cap shape observed by previous 
investigators. 
Taylor and Acrivos (46) showed by a perturbation technique that, 
to a first approximation in creeping flow, small bubbles or drops deformed 
from the spherical to the oblate spheroid shape. Pan and Acrivos (47) 
extended the Taylor - Acrivos solution to the more general case of bubbles 
or liquid drops in steady translation through an unbounded, quiescent, 
viscous liquid. Both analyses showed good agreement with shapes at the 
lower end of the size range investigated. 
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2.1.3. Bubble Stability in Motion 
The path followed by a single gas bubble of given size andshape 
rising freely in a liquid is a characteristic of the liquid properties. 




Rectilinear with rocking 
Saffman (48) investigated the motion of small air bubbles in water 
and observed: 
de < 0.14 cm Rectilinear rise 
0.14 < de < 0.2 cm Zig-zag rise 
de > 0.2 cm Zig-zag or spiral rise. 
Saffman concluded that the interaction between periodic wake oscillation 
and instability of motion near the front of the bubble, which occurred 
for sufficiently oblate bubbles, resulted in zig-zag motion. 
The experimental investigation of Hartunian and Sears (49) into 
the instability of bubble motion in twelve different liquids yielded 
two spearate criteria for the onset of instability, 
Re . crit = 202 for impure or viscous liquids 	 (2.38) 
Wecrit = 1.26 for pure, low viscosity liquids 	 (2.39) 
Haberman and Morton (28) and Davenport et al. (29) both observed 
that increasing liquid viscosity damped out bubble rise path instability. 
Haberman and Morton suggested that for all liquids: 
Re < 300 	Rectilinear motion 
300 < Re < 3000 Spiral motion 
Re > 3000 Rectilinear motion with rocking 
Rippling has been observed on the surfaces of large bubbles 
-22 
(1.5 < de < L cm) rising through liquids of low viscosity (29,30) and 
increasing liquid viscosity damped out this effect (29). These effects 
have also been examined by others (50) (51). 
Bubbles in low viscosity liquids, particularly those classified 
as irregular ellipsoids, are known to pulsate or oscillate around a mean 
shape (29, 28, 30). Pulsations are reduced and eventually eliminated 
by increasing liquid viscosity (29, 28). 
2.1.4 Bubble Wake Structure. 
Small bubbles in the Stokes regime behave as solid spheres with 
zero interfacial liquid velocity and the wake structure is therefore 
described by wakes behind solid bodies (1). 
The wakes behind bubbles have been investigated photographically 
in the same fashion as those behind liquid droplets. Davies and Taylor 
(fl)reveailed a three dimensional wake behind spherical cap bubbles which 
approximately completed the spheroid of which the bubble cap formed a 
part; this conclusion has been verified many times since and it has 
formed the basis of mass transfer models of the system (22). 
Crabtree and Bridgwater (52) photographed two-dimensional air 
bubbles rising through various liquids. They found that the wake system 
vortices increased with decrease in liquid viscosity and that the discussion 
of Goldstein (53) for wakes behind solid bodies qualitatively described 
the observed wakephenoinena. More recently, the authors postulated a 
decaying bubble wake model to account for the acceleration of a following 
bubble into the rear, of a leading bubble with consequent coalescence (54) 
Slaughter and Wraith (55) presented an excellent photograph of 
a spherical cap air bubble in glycerol. The wake consisted ofa toroidal 
vortex moving with the bubble and a streaming cylindrical tail extending 
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along the rise path. The outline of the vortex part of the wake suggested 
an attached spheroidal section similar to that observed by Davies and 
Taylor (11) while the lower trailing section extending along the rise 
path corresponded to the downstream disturbances discussed by Maxworthy 
(56). 
Lindt (57) observed that the wake structure behind a two dimensional 
oblate cylindrical ellipsoid was in the form suggesting the vortex 
sheet observed behind solid bluff bodies. 
2.2 BUBBLE FORMATION AT SINGLE ORIFICES. 
Although an isolated orifice would not normally be designed for 
use in industrial applications, the single orifice bubble generator 
presents a limiting condition of multiple orifice contacting eqUipment 
and has therefore been examined extensively. The results of early 
workers did not always agree, but this situation has been recently 
resolved through the recognition of different orifice bubbling regimes. 
There are many factors which affect the diameter of a bubble 
formed at an orifice including the orifice diameter and shape, the gas, 
and liquid flow conditions at and near the orifice, the gas and liquid 
rheological parameters, the size of the chamber below the orifice and 
the orifice submergence. 
The simplest mechanism of bubble formation is that in which the 
bubble is formed very slowly at the open end of a tube immersed 
vertically in a liquid. For a spherical bubble and a perfectly wetted 
tube, a static balance between the buoyancy force and the surface tension 
at the moment of release was first derived by Dattaet a].. (23) to yield: 
db = (6 d 0 
 g ) 	
(2.40) 
where: 
d0 	orifice diameter 
= liquid surface tension 
density difference 
g = acceleration due to gravity 
Extensive experimental data confirming this equation have been obtained 
by the authors. 	 -- 
It is generally agreed that as the gas flow rate is increased, 
the bubble diameter at first remains constant while the frequency of 
formation increases. At still higher flows, the frequency of formation 
becomes approximately constant while the bubble diameter again increases. 
At larger flow rates approaching the industrial situation, many authors 
have found that there is a distribution of bubble sizes formed above 
the orifice, with considerable dispersion in the distribution. Numerous 
authors are in general agreement with the above description including 
Coppock and Méicklejohn (36), Benzing and Myers (58), Quigley et al, (59), 
Liebson et al. (60), Davidson et al. (61) (62), Siemes and Kauffmann (63), 
Calderbank (6+) and Rennie et al. (65). 
Davidson et al. (61)(62)(63) reported an analysis for the relation 
between bubble volume and gas rate in the region where the inertia of 
the liquid moved by the rising bubbles became more important than the 
surface tension or the momentum of the issuing gas. For the constant 
flow regime, it was shown that when a sphere moved in an inviscid liquid 
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with no flow separation, the effective mass added to the sphere by the 
surrounding liquid was half the displaced mass. The momentum balance 
on the formation bubble thus yielded: 
V g =  
and by integration, 
ds. 	gt 
dt (2.42) 
where S is the distance from the generation gas source to the bubble 
centre. 
t is the time after formation, 





Davidson and Schüler (61(62) presented a more extended analysis 
than Davidson and Harrison (63) and the momentum balance given by 
equation (2.41) was adapted to include viscous resistance of the Stokes 
kind, small and large flow rates at constant flow, the effect of constant 
orifice pressure drop conditions (61) and the case for inviscid liquids 
(62) at-large and small, gas flows. The theory developed by the authors 
was shown to predict experimental results well, and to explain some of 
the divergent trends in previous work. 
Walters and Davidson (67) analysed the case of the initial motion 
of a gas bubble starting from rest in a liquid. The authors found that 
an initially spherical bubble in three dimensions had an initial. 
acceleration twice that of gravity and that it distorted into the shape 
of a mushroom, with ultimate bubble breakup. A discussion of the toroidal. 
bubble so produced was given. It is interesting that the authors noted 
that a tongue of liquid from the base protruded upwards through the 
bubble in the formation of the toroid. This effect has been noted in 
froth dispersions (66) and will be discussed in the next section. 
Ramakrishnan et al. (68) recently presented an analysis of the 
constant flow condition, together with an excellent summary of the 
discrepancies existing in the literature. The model assumed formation 
to occur in two stages; expansion and detachment. The stage force 
balances included contribution from -b-uoyancy, viscous drag, surface 
tension and inertia, with a trial and error solution yielding the second 
stage bubble volume. The authors found that their theoretical relation- 
ships correctly predicted. the effect of surface tension, orifice diameter, 
and viscosity on the bubble size at generation and also helped to explain 
divergent trends in previous work in terms of the particular conditions 
existing at the submerged orifice therein. 
Wraith (69) proposed a different mechanism for the first bubble 
growth stage whereby the bubble consisted.. of a hemisphere pressed to the 
plate by the inertial force generated by the expansion. The second 
stage was considered- to be the virtual mass problem associated with an 
expanding sphere where buoyancy forces are-dominant. On completion of 
the second stage growth and detachment, Wraith found: 
	
V =1.09 
Q%6/5 g3/5 	 (2.44) 





Extensive photography of the orifice phenomena provided evidence of the 
sound basis for the model and measurement of the generated bubble sizes 
verified equations (2.) and (2.5) for the air water system for various 
orifice radii. Wriath also discussed the influence of gas kinetic energy 
on the bubble growth process. 
Satyanarayan et al. (70) presented a model for the constant pressure 
case which was similar to that proposed by Ramakrishnan et al. (68). 
The constant pressure condition was accounted for by an orifice discharge 
equation similar to that given by Davidson and Schuler (61). The model 
was shown to produce predictions which agreed with experiment well for 
orifice size, surface tension and viscosity variation. In particular, 
the different conclusions of Quigley et al. (59) and Davidson and 
Schler (61) were found to be explicable in terms of orifice conditions. 
2.3 GAS-LIQUID TRANSFER OPERATIONS. 
The importance of equipment for the contacting of gas and liquid 
for mass transfer operations is demonstrated in a recent report by 
Miller (71) in which sixty per cent of a .samp1e of new processes employed 
equipment of the tray column type. Further, these processes of distillation, 
absorptiondesorption and washing were shown to occupy some ten to twenty 
per cent of total investment in chemical plant.. Hence, the importance 
of obtaining optimal solutions for their design is universally recognised 
and a prodigious quantity of time and effort has been expended by private 
and academic research organisations towards this end. 
Of fundamental importance to the designer is the efficiency of 
contact of gas and liquid for a particular set of tray hydraulic conditions. 
Efficiency - which can be broadly defined as the amount of mass transfer 
taking place between the liquid and gas compared with that which would 
occur if thermodynamic equilibrium were achieved - depends mainly on 
vapour liquid equilibrium and the hydrodynamic effectiveness of contact 
28 
between the gas and liquid. The search for a rational description of 
the structure of the two phase dispersion which defines the latter contact 
effectiveness on a given tray continues to the present time. 
It is now recognised that, even in simple tray situations where 
hydraulic conditions are -relatively uniform, four flow regimes predominate 
(72). The common terms for these are: bubble flow, cellular foam, froth, 
and spray; in general, these regimes are encountered in the foregoing 
order as the gas velocity increases. The situation is complex, and for 
a given tray design the transitions between regimes are not sharp and 
particular regimes may not be observed at all for a given tray under 
certain conditions. In addition, two regimes may coexist (72). 
Furthermore, industrial tray designs exist in a multiplicity of 
forms and sizes with confidential design data remaining with the industrial 
user. Most published data on the dispersion structure are for the two 
most simple tray types; the bubble cap tray and the sieve tray.. Moreover, 
since the sieve tray is re.latively inexpensive to fabricate, the major 
volume of work has been devoted to this tray type. 
First attempts at dispersion description were associated with the 
mean properties of cellular foams and froths, since it was reasoned 
that these dispersions were the most important in industrial, situations. 
It is now recognised that most conniercial trays operate in either the 
froth or spray regime, or both. However, there is an increasing tendency 
to examine and employ the spray regime as a deliberate design policy (73). 
Recent work has therefore been associated with the examination of 
transition regions between regimes, particularly the froth-to-spray 
transition. 
29 
2.3.1. The Structure of Foams and Froths. 
The importance of the changes in dispersion structure with changes 
in flow parameters was recognised early in the research programs 
investigating foams and froths. 
A number of descriptions of the cellular foam have been given in 
the literature (74) (75)j92). This regime occurs with low gas rates 
and large numbers of small holes in the distributor. In general the 
gas content of the cellular foam is high (above 0.8) and the bubbles exist 
as large, uniform size, thin walled polyhedra. Ho, Muller and Prince (72) 
have analysed this regime by using capillary flow in the thin liquid 
films surrounding the bubbles. 
Of more general interest to the industrial tray designer is the 
froth regime. This regime occurs when the gas rate is increased above 
that required to generate the above foam structure. Froths are character-
ised by lower gas contents than those occurring in foams. Further, it 
has been suspected that the froth regime is associated with a wide range 
of bubble sizes and velocities leading to a distribution of gas residence 
times. 
In the absence of an experimental method for the evaluation of 
complete individual bubble parameters, the overall properties of the 
dispersions were examined. The geometric properties which were used to 
describe the dispersion were the gas-liquid interfacial area, Sauter 
mean bubble diameter, and gas content of the dispersion. Any two of 
these quantities was sufficient to define all three, since the parameters 
are related by: 






A0 = interfacial area per unit dispersion volume 
E g 	gas.holdup of the dispersion 
d = Sauter mean bubble diameter 
Sm 
2.3.1. (a) Interfacial Area and Bubble Size 
The gas-liquid interfacial area of a given dispersion is a 
particularly important variable, since the mass transfer rate in the 
dispersion is related to the definition of the mass transfer coefficient 
and the interfacial area: 
RA0 = kA0(C*—00) 	 (2.47) 
where: 
R A 	mass transfer rate per unit volume 
mass transfer coefficient 
interfacial equilibrium concentration of gas in the liquid 
C0 = bulk concentration of gas in.the liquid. 
2.3.1. (a)(i) Optical Methods 
Sauter (77) first determined the interfacial area of carburettor 
sprays by the use of a light absorption technique in 1928. Vermeulen (78) 
and Rogers et al. (79) used light transmission to determine the interfacial 
areas of gas-liquid and liquid-liquid dispersions produced, in mixing 
vessels. Calderbank (80) modified these techniques to measure the 
interfacial areas in mixing vessels and sieve plate columns and also 
described a method for measuring the interfacial area of dense dispersions 
from their optical reflectivity (81). 
The most relevant mean bubble size from the point of view of mass 
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transfer is the Sauter mean bubble diameter, defined in equation (2.46) 
as the diameter of a sphere with the same surface area per unit gas volume 
as the dispersion as a whole. This parameter may be deduced from 
measurements of the interfacial area and dispersed phase holdup. Altern-
atively, the bubble size may be evaluated directly from statistical 
analysis of photomicrographs or high speed flash photographs of the 
dispersion. 
Calderbank and Rennie (74) employed a method for evaluating mean 
bubble sizes from a development of the "pin-droppingt' technique described 
by Chalkley et al. (82) and Rose and Wyllie (83). The technique uses a 
triangular grid pattern of lines over a photograph of the dispersion. 
Defining the number of hits as the number of times the ends of the lines 
on the grid are totally enclosed by the bubble images, and the number 
of cuts as the number of the times the lines are cut by the images of the 
bubbles, it has been shown (74): 
d 	= 3 L h 





A_2c 	 (2.50) 
n  
	
where: fl 	number of lines on the grid 
L 	length of lines in the grid 
h = number of hits 
= number of cuts 
Calderbank et al. (74) (84)(85) used this technique, and the 
techniques of optical reflectivity and highspeed flash photography to 
evaluate the bubble sizes existing in foams and froths and gamma-ray 
absorption to evaluate the point gas content of the dispersions. Their 
results were obtained for an air-water dispersion formed above a sieve 
plate enclosed by a small perspex box. 
A reproduction of their results appears in figures 2.3 to 2.6. 
Figure 2.3 shows that, at low gas velocities, the Sauter mean bubble 
diameter increased with gas flow rate up to an orifice Reynolds number 
of 's.' 2500, after which much smaller bubble sizes were produced; this 
was associated with the foam to froth transition. The mean diameter in 
the froth was found to be' 	mm and substantially unaffected by further 
increase in gas velocity. This observation was also made by Liebson 
et al. (60) using a single orifice tpass air. into various liquids. 
These authors proposed the following correlation for high orifice Reynolds. 
number: 
-0.05 
ds 	=0.713 (R e ) 	 (2.51) 
In addition, Liebson et al. measured the bubble size distribution in the 
dispersion through measurement of the major and minor semi-axes of the 
bubbles present in their photographs and ellipsoidal bubble shape fitting. 
The cumulative distribution was found to lie on logarithmic-normal 
probability co-ordinates. 
More recently, Rodionov and Radikovski (86) have applied a similar 
analysis to sieve plate froths for various geometry and fluid conditions. 
The distribution curves so obtained did not obey a normal distribution: .; 
but had a high degree of kurtosis with sknewness towards small bubble 
class intervals. Trials of various co-ordinate systems - showed that these-
curves could be rectified on logarithmic probability paper. 
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FIGURE 2.3 	Sauter mean bubble diameters in 
a sieve tray column.. 
(after Calderbarik et al. (74)(84)(85) 
-- - eq. (2.51) after Liebson et al. (60) 
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The bubble sizes found by Rodionov and Radikovski by the photographic 
techniques were of the same order as that found by Calderbank et al. for 
sieve tray froths, with mean values of ' 5 mm. However, it is interest-
ing to note that these authors found significant variation in mean values 
of the parameter with axial position in the froth, with an increase in 
mean, bubble size towards the top of the dispersion. 
Mahajan (87) measured the sizes and size distribution functions of 
bubbles on sieve trays, using techniques in .a similar manner to Calderbank 
et al.. At low gas and liquid rates he found that a cellular structure 
typical of a foam existed on the trays. The mean diameter was found to 
be approximately one centimetre for -all cases where foam existed. When 
the liquid and gas rates were increased, the cellular structure collapsed 
and the diameter decreased to approximately half a centimetre. Mahajan 
found that the diameter decreased, for increase in gas. and liquid rates 
when these variables were changed independently. He also correlated the 
change in regime from foam to froth on the basis of these changes of the 
mean diameter and found that the energy input to the dispersion was a 
major factor in the determination of the value of mean diameter. 
Figure 2.4 shows typical data of Mahajan (87) and Rodionov and 
Radikovski (86) for sieve plate froth bubble size distributions.. It is 
interesting to note that for photographically determined size. distribution 
functions at the vessel wall, the maximum bubble size recorded is less 
than ,-.itwo centimetres. The effect of the proximity of the transparent 
wall on the value of this parameter is unknown, but it is extremely unlikely 
that bubbles larger than this would travel close to the wall and, if they 
did, they would not cling to the wall in the desired way for accurate 
size measurement. 
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FIGURE 2.4 Bubble size distributions in air-water sievetray froths. - 
IeJ 
holdup in froths, using a gamma ray transmission method to evaluate 
point values of the parameter. Their results are presented in figure 2.5 
for various sieve plate geometries and fluid flows. For higher liquid 
flows and large orifices, the data were in reasonable agreement with 
Crozier (88) who worked with several different liquids and reported his 
results as: 
In (1__\ =0.715 VsJg' +0.45 	(2.52) 1Eg 1 
In the same work, Calderbank and Rennie reported data on gas-liquid. 
interfacial areas per unit froth volume in the froth regime. The results 
are reproduced in figure 2.6 which shows that at low gas rates and corres-
pondingly high liquid content of the dispersion, the interfacial area 
was relatively low (around 3 cm 1 ). However, with increasing gas rate 
the interfacial areas tended to a maximum value of approximately 8 cm -1 . 
Garner and Porter (90) sought to account for the mass transfer 
results arising from the AIChE Distillation Research Committee projects 
(91) by considering the separate contributions of bubble formation and 
rise at high vlocity, the rise of bubbles in the froth and jetting and 
droplet formation. The authors noted that there was a marked contrast 
between gas phase and liquid phase overall mass transfer coefficients 
in that the former was directly dependent on gas rate, whereas the latter 
was substantially constant. To explain this effect, they postulated 
that values of effective diffusivity of three or more times the molecular 
diffusivity were required to represent the mass transfer results. It 
was suggested that the increase in turbulence at higher gas rates 






GURE 2..5 Variation of gas holdup with gas 
(after Calderbank et al. (74)(84 
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FIGURE 2.6 Variation of interfacial area per unit froth 
volume for sieve tray dispersions. 
(after Calderbank et a1..(7)(84)(85)) 
o Light transmission (89) 




In an important contribution, Porter, Davies and Wong (92) 
simultaneously measured the rate of mass transfer and bubble size in 
experimental apparatus similar to that of Calderbank et al. (74) (84). 
Conditions were chosen so that the results were obtained-for both cellular 
foams and froths. The size of the bubbles formed at the sieve plate 
orifices was measured using cine photography and pressure detection 
techniques, and the dispersion bubbles were photographed through the 
walls of the apparatus. The mass transfer system employed was the 
absorption of sulphur dioxide from air into water, a gas diffusion 
controlled absorption..- 	-. 	 . 
The authors found that the size at formation increased, from one 
to three cm. with an increase in gas rate. The frequency of formation 
- at the orifice remained constant at approximately twenty H, with neither 
liquid rate nor overflow height affecting this frequency.  
At high liquid rates the plate was found to be in the froth regime, 
even at low gas rates. Using a similar technique to Calderbank et al., 
the- sizes of the .bubbles. at the column- wall, were found to be much smaller-
than the formation size bubbles, indicating significant breakup. Sign-
ificant circulation was also noted in the transition from foams to froths;, 
foams were substantially uniform and non-circulating whilst froths were 
accompanied by a vigorous, circulation of liquid up the centre ,of the 
column and down the walls. 
Cine photographs indicated that the bubble velocities in froths 
were extremely variable, with some small bubbles adjacent to the wall 
moving in the downward direction. 
The results of the mass transfer experiments for this work were 
extremely interesting as they enabled conclusions to be formed regarding 
the bubble sizes present in the froth. The authors used the conventional 
definition of the number of transfer units: 
N g = 	(c 1_- Ce) 
\C 2 - Ce 
(2.53) 
where 	C = concentfation of diffusing component in the inlet gas 
phase. 
C2 = concentration of diffusing component in the outlet gas 
phase. 
C 	concentration of diffusing component at ,the gasliquid, 
interface  
and the gas residence time,t g was calculated from the gas flow rate 
and the measured gas holdup in the froth. 
The authors found an approximately linear dependence of N g on t  
a result similar to work undertaken previously on a large diameter column 
at the University of Delaware (91) for NH 3 absorption in water. 
The results for the cellular foam systems were analysed 'using a 
model first proposed by Geddes. (93) and adapted by the authors to yield: 
(aE720..5 
±r2J. 
From the slope of their experimental results, Porter Davies and Wong 
calculated values of the effective gas diffusivity, DE  using values of 
the bubble radius r determined from the formation size information 
obtained previously. Substitution yielded ratios of effective to 
molecular diffusivities' of: 
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2.4<DE < 6 
0 M 
Large Free 	 Small Free 
Area Plate 	 Area Plate 
The variation of this parameter, whiáh gives on indication of the 
non-sphericity or internal gas circulation of the bubbles, was assigned 
to the higher hole gas velocity present in the small free area plate 
for the same superficial gas velocity. 
The authors' analysisof the froth regime data was-compounded by 
the difficulty of an exact description Of the froth gas residence time 
distribution function, since a wide range of bubble sizes velocities and 
associated gas residence times was present. Nevertheless, they proposed 
two simple bubble models for the froths. 
The first model, the "uniform bubble size, completely mixed bubble 
cloud" model, assumed that the froth consisted of a uniformly sized, 
spherically shaped bubble cloud whose residence time distribution function 
could be described by: 
dm 
 = !2 exp (.-_L 	( 2.55) 
dt 	tg. 	 tg 
where: 1fl 0 = initial number of bubbles entering the contactor. 
tg = gas residence time 
From this the authors developed: 
Ng 	0.48 + In 	 (2.56). 
where = DE iTtg 
The bubble radius was fixed at O.+5 cm, a value observed by 
Calderbank and Moo-Young (84) at the walls of a similar dispersion. The 
Plot of  Ng against t g was found to predict the experimental results for 
ratios of effective to molecular diffusivity from 1.6 to 2.5. However, 
it is significant that the theoretical Ng against t  plot resulting 
from this model was markedly curved, whereas the experimental relation-
ships found in this work were approximately linear. The authors rejected 
this model on those grounds. 
The second model proposed by the authors was based on a "uniform 
residence time - two sizes of bubble" postulate. They supposed the 
froth to consist of small bubbles of -radius r and large bubbles of 
radiusrL, with the fraction of gas passing through the froth as large 
bubbles 
For this case, 
Ng '' 	 + 0.5 +0E21T2tg 	(2.58) 
The size of the leakage bubbles was unknown, but the authors concluded 
that the minimum leakage bubble size required for the model was greater 
than that associated with bubbles present at the vessel walls. The 
authors therefore came to the general conclusion that most of the gas 
passed through the froth in plug flow as bubbles of formation size and 
that bubbles seen through the wall formed only a thin curtain deposited 
there by the circulating wall liquid. 
Through a photographic study of gas bubbles in froths, Ashley and 
Haselden (94) concluded that froth dispersions consisted of two discrete 
bubble sizes. The continuous phase of the froth consisted of small, 
almost spherical, bubbles of diameter range between 5 and 10 rmn. Within 
this mass of bubbles they found a number of very much larger bubbles, 
40 to 80 mm in diameter. They considered it important to stress that 
there was not a continuous distribution of bubble sizes, but two very 
district types. The authors termed the large bubbles "vapour voids", 
and found that they were elongated in the direction. of gas flow, but 
generally equivalent to spheres of 50 mm in diameter. A simple model 
based on uniform froth density and close packing of spheres indicated 
-1 that the "void" velocity must have been between 5 and 20 ms and, 
therefore that the voids were associated with extreme vapour bypass of 
the froth dispersion. Recently, Ashley and Haselden (95) have revealed. 
a novel technique for minimising the effect of the "voids" through the 
application of liquid flow "V-form" baff1es(96) on contacting trays. 
Davies and Porter (97) 	measured the unsteady state aspects 
of sieve plate operation through measurement of pulsations in froth 
pressure drop in large and small. sieve tray units. Extensive fluctuations 
in both pressure drop and froth height were detected, with random 
departure from the mean of up to eighty percent. The authors concluded 
that local variation in liquid height above a given tray orifice was 
extremely important, and that fluctuation :amplitude increased with gas 
rate. 
Rennie and Smith (66) (76) published, important reports on the 
qualitative aspects of bubble formation and dispersion in froths. Through 
high speed flash synchronised photography of the breakup phenomenon, they 
found that under practical conditions the bubble initially formed at an 
orifice broke up into smaller bubbles whose size was almost uniform and 
not directly related to the generation size. The bubble shapes detected 
were complex, with photographic evidence of long thin bubbles and unstable 
-r .e 
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bubble toroids. Schlieren photography also indicated complex wake 
structures surrounding such bubbles. 
2.3.1. (a)(ii) Chemical Methods. 
Chemiôal methods for the evaluation of gas liquid interfacial areas 
and liquid element surface renewal times have been developed from the 
theory of diffusion and chemical reaction in quiescent liquids. Danckwerts 
(98) has comprehensively examined and reviewed the problem in an excellent 
recent monograph. 
The variation of concentration in time and space for the ideal 
situation of a quiescent gas liquid interface where chemical reaction is 
occurring is described by diffusion theory, so that: 
D 	--- 	+r(x,t) 	 (2.59) 
where: 	D = diffusion coefficient of gas in liquid 
C = concentration of gs in liquid. 
X 	position relative to the interface 
time interface has been exposed. 
r = rate at which the reaction is destroying solute. 
The solution to this quiescent equation for various, boundary conditions 
has been obtained by many workers. 
For an agitated gas-liquid system the situation is extremely complex. 
For this reason, it is necessary to use highly simplified models. which 
simulate the situation without introduction of ill-defined parameters. 
The first model was proposed by Whitman (99) whereby a stagnant 
film of thickness was assumed at the surface of the liquid and steady 
/4 5 
state diffusion of the gas from the gas to the liquid occurred. 
This simple model led to: 
R = 	(c— c) 	 (2.60) 
k ° L 	 1 2.61) 
The hydrodynamic properties of the system were accounted for by the film. 
thickness,. 
More advanced surface renewal models took as a basis, the replacement 
of elements of liquid at the interface by liquid from the interior. So 
long as the element remained at the interface, it was subject to the 
transient diffusion process described by equation (2.59). 
The first surface renewal model was proposed by I-[igbie (100). It. 
assumed that every element was exposed to the gas for the.sameiength'of 
time, &., before being replaced by liquid of bulk composition, The 
exposure time 	was determined by the hydrodynamic properties of the 
System. 
Hence: 
I 	DI' R = 2 C C — c0) / _____ 	, 	1 2.62) 
et 
and: 
kL° = 2]i' 	 (2.63) 
For a gas bubble system: 
t - 	C 	 . 	 ( 2.64). 
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LC  = vertical bubble length 
UBZ babble velocity. 
The Higbie model has been shown by many research programs to adequately 
predict gas liquid mass transfer in bubble systems. 
Danckwerts (101) proposed a surface renewal model whereby the 
chance of an element of surface being replaced by fresh liquid was 
independent of the time for which it was exposed. This lead to a 
distribution of surface "ages" in which the fraction of surface which 
was exposed to the surface for times between & and (& +d&) was 
s e - 	d &t , where S was the fraction of the 
area of surface which was replaced with fresh liquid per unit time. 
For elements having ages between 0 and , 
r 00 	
-sO 
R = S J S e 	d& 	 ( 2.65) 
whence: 	 R = (c -c 0 ) 	 ( 2.66) 
and hence: 	kL° =/b' 	 (2.67) 
The hydrodynamic properties of the system, so far as they affect 
I .0 
, were accounted for by the parameter S. Definition of the, value of 
S for a particular situation is difficult and the parameter must be 
measured experimentally. 
Refinements on these basic models have been proposed and solved 
(eg. Toor and Marchello (102), Fortescue and Pearson (103), King (104)). 
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However, these models have not been used extensively in gas-liquid 
dispersions. 
Danckwerts and Kennedy (105) and Danckwerts. and Sharma (106) 
considered the effect of the chemical reaction kinetic constant and the 
liquid element exposure timeon the diffusion given by equation (2.59). 
Under, certain conditions, the theory. predicted that diffusion to 
a subsurface reaction plane occured, and the absorption became 
significantly dependent on the time the liquid elements were present 
at the interface —that is, on the hydrodynamics of the system. 
Furthermore, this diffusion processes whereby liquid phase reactant was 
depleted at the interface was 'found to occur for many common liquid-gas 
absorption processes. It is for this reason that careful examination of 
interface reaction and diffusion conditions must be made before application 
of the method. 
Danckwerts (101) reported that when the inequality: 
• Dk2 b0 
11. 0 
	 2 	zb0 
	 2.681 
where: 	i = second order kinetic constant for the chemical reaction 
b0 = bulk concentration of liquid phase reactant 
2 = stoichometic coefficient 
was satisfied, a pseudo first order reaction occurred and under these 
conditions the reaction rate did not depend on diffusion of liquid phase 
reactant, to the interface and was therefore independent of the liquid 
element exposure time. 
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Under these conditions: 
R * = c 'j k o + Dk,b.' (2.69) 
or: 	R = c*JDk2bo1 	 (2.70) 
when: 	k b0 	5 k 	 (2.71) 
whence: N = RA = c*AJD kzb0' 	(2.72) 
where 
N = the overall absorption rate 
AT= the total dispersion interfacial area 
Therefore: 
A _-N 
T 	 I 	 (2.73) 
cind: - 	
A= AT 
0 	 (2.74) 
Vd 
Where Vd = dispersion volume 
Equations (2.73) and (2.74) have been used many times to predict 
the interfacial area in systems of known physico-chemical data. In all 
cases, the rate constant was measured from convenient apparatus of known 
geometry, such as a wetted wall contactor. -The rate constant so determined 
was then applied to situations of unknown interfacial area, such as 
aerated mixing vessels. Relatively few experimental surveys ha)e ensured 
that the inequality given by equation (2.68) was upheld. Moreover, it 
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is important to note that results obtained using the technique are only 
strictly applicable to aqueous solutions of ionic electrolytes where 
bubble coalescence is often inhibited (107). 
The technique has been applied witha measure of success to stirred 
tank dispersions (eg. Westerterp et al. (108), Yoshida and Muira (109), 
Linek and Mayrhoferova (110), Reith (ill)) and to packed columns (Danckwerts 
et al. (112) (113)). However, we are primarily interested in application 
of the technique to sieve plate dispersions. 
Eben and Pigford (114) used the data of Nysing et al. (115) to 
evaluate interfacial areas and exposure times for a sieve tray. Their 
results were found to lie in the ranges, 
100 < A < 200 
0.24< 	< 3.5 s_I 
The exposure time results obtained by the authors were obviously, too high; 
this was presumably caused by inaccurate application of the theory to the 
C0-Na0H reaction. . . . 
Dillon and Harris (116) conducted experimental studies with, and 
without chemical reaction on a single orifice bubble contactor and a sieve 
plate to evaluate interfacial areas. They found: 
270< A 0 < 400 m
—I 
 
for the reaction between CO  and NaOH,  
Barrett (117) measured the rate of absorption of CO  into NaOH in 
on sieve tray froths but found that the liquid element rate of surface 
renewal was too low, and that the Danckwerts relation. (equation 2.68) 
was not obeyed. Pohorecki (118) decided to duplicate Barrett's measurements 
using the bypochlorite ion catalysed buffer solution method 
(CO 2/Hco 3 ionic solution) to measure the interfacial area and rate of 
surface renewal in the froth. He found that the relation given by 
eq. (2.68) was obeyed for the froth, and that the absorption parameters 
were given by: 
A 0 '' 240 m 1 
= 340 s_i 
which agreed with the data of Barrett for the CO 2 - NaOH reaction: 
A 0 1-1 230 m 1 
S =100-500 s 
Sharma and Gupta (119) used the chemical method to evaluate the 
mass transfer characteristics of plate columns without down comers-.,  
The authors took due care to ensure that equation (2.68) was obeyed, and 
the results were therefore the most meaningful of those publishedto date. 
They found that for several plate free areas, 
200< A 0 < 500 m 
with considerable variation of the parameter with dispersion height. In 
general, Ao decreased with froth height and increased with both gas 
and liquid rate. The authors also presented data on liquid and gas side 
mass transfer coefficients. These were found to increase with dispersion 
height; this was presumably due to the increase in gas and liquid rates. 
The ranges for the parameters found by the authors were: 
0.015 < k < 0.045 cm.s 
- 4 1.0x10 4 < kg < .4.Ox1O gmole ctm1cm 
DU 
51 
Porter e -t al. (120) measured the liquid phase mass transfer 
coefficients and interfacial areas in a bubble cap column using the 
CO2 - NaOH reaction and the chemical method. Because of the problems of 
surface depletion outlined by Barrett (117), the results can only be 
regarded as being approximate. However, the result trends are of great 
interest. The interfacial area per unit volume of froth was found to be 
Ao = 1.5 cm and constant with both gas and liquid rates. The 
liquid phase mass transfer coefficient was almost constant at 
kL= 0045 cm.sec 1 ; a slight rise from k L = 0.040 to that value being 
apparent with a gas rate increase from 0.3 to 0.8 m.s. The interfacial 
area per unit volume of gas holdup exhibited a slight fall from 
Ag 	3.0 cm-1 to Ag '.' 2.0 cm-1 with a similar increase in gas rate; 
this was noted to be equivalent to a change in bubble diameter from 2 cm 
to 3 cm. 
2.3.2. Transition Regimes in Operating Dispersions 
We have already noticed that there is a primary transition from 
foam to froth as the gas Velocity is increased-from zero towards that 
employed in industrial operations. (Ho et al. (72)). Recent investigations 
of sieve tray performance have shown that tray efficiency can be strongly 
influenced by the dynamic regime in which the tray is operating: (see, for 
example, Fane and Sawistowski (121) (122)) and recent research has often. 
been directed towards examination, of the transition regime between froth 
and spray. The literature on this phenomenon has recently been received 
by Pinczewski and Fell (123). 
Spells and Bakowski (124) (125) first examined bubbling and jetting 
phenomena through examination of high speed cine photographs of vertical, 








by one of two district mechanisms, deep bubbling or shallow jetting. The 
transition from one regime to the other could be correlated with the slot 
submergence. The authors also noted that multiple slots propogated the 
shallow jetting mechanism more readily than single slots and that bubbles 
became more elongated in the latter case. 
Spells (126) analysed the single slot results by adapting Rayleigh 
(127) instability theory to a column of air surrounded by liquid to yield: 
L m =O.0712 Q g ( 	L ) 	
( 275) 
where Lm is the maximum jet length 
g is the gas rate 
d S is the slot width 
The theory predicted the observed slot submergence at transition 
satisfactorily, although th& constant in eq. 	(2.75) was empirical. 
Teller and Rood (128) analysed high speed cine films for a tray 
with three perforations. They noticed simultaneous appearance of three 
bubbles, growth of the bubbles as individuals, contact and rapid coalescence, 
and release of gas from the plate environment. 
Measurements of the transition from froth to spray were made 
by Porter and Wong (129) and Burgess and Robinson (130), using light 
transmission to detect the change from a discrete upper froth boundary at 
transition. The results of these authors suffered from difficulty in 
interpretation and Pinczewski and Fell (123) considered that the technique 
could not be recommended. However, by monitoring the behaviour at a 
typical orifice with a conductivity probe, Pinczewski and Fell detected 
the change in bubbling frequency corresponding to the change from discrete 
Di 
bubble formation to jet formation at the orifice. The authors concluded 
that the theoretical analysis of Spells (126) was appropriate to the 
transition analysis, where: 
/2.
IYZ 
Z c = K d0 	L 	O 	 ( 2.76) t 	__________________ 
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where K is a factor depending on hole size 
d 0 is the hole diameter 
U0 is the hole velocity 
2ct is the clear liquid height—on the tray at transition. 
This type of analysis with instability on the jet surface has 
recently been used by Pinczewski (131) to predict droplet sizes and the 
axial variation of dispersion density above the spray regime dispersion. 
Closely associated with the transition phenomenon is the nature 
of the bubbling and jetting at the submerged orifice. McCann and Prince 
(132) (133) and Muller and Prince (134) examined the characteristics of 
jet formation at orifiöes by photography. The authors found six types 
of bubbling action: single and double bubbling, with and without delayed 
release; pairing and, finally double bubbling. Pairing was associated 
with rapid interaction between preceding and following bubbles leading to 
dispersion and double bubbling with deformation of the second bubble into 
the shape of a prolate ellipse and subsequent dispersion of both bubbles. 
The state diagrams for rgime definition with gas flow rate were extremely 
complex, and depended significantly on the inverse capacitance of the 
chamber below the orifice. Muller and Prince considered a further case, 
that of jetting directly to the atmosphere above-the tray. In particular, 
they noted steady jets at high gas rates and low submergence, pulsating 
54 
jets at medium submergence (r.i 0.01 m), and deformed bubbling at high 
orifice submergence 	0.10 m). Clearly, this is an area in which much• 
useful work is still to be done, particularly with regard to multiple 
orifice interactions. 
2.3.3. Mass Transfer Models 
There are very few coherent models for prediction of tray efficiency 
in the literature, and most design is based on either pilot plant work or 
empirical correlation based on experimental work. 
Geddes (93) assumed rigid bubble spheres rose uniformly in the 
froth with the concentration of diffusing component uniform throughout 
the bubble and a constant concentration at the interface. His analysis 
led to: 
E 	= 	— C2 g 
C t —c 
1 z expL0sn 
(2.77) 
E g = gas phase efficiency 
C1 = inlet gas concentration 
• C = exit gas concentration 
•rb = sphere radius 
West et al. (135) also assumed that the froth consisted of uniform 





C g 	gas holdup in dispersion 
superficial gas velocity 
The mass transfer coefficient was calculated from the Higbie (10Q) relation 
given by equation (2.63). 
Bakowski proposed empirical models for bubble cap (136) (137) and 
sieve tray columns (138) which were based. on open jet channels between 
the slot (or hole) and the atmosphere. By assuming that the rate of 
renewal of the liquid surface was proportional to the vapour rate through 
the slots and the interfacial area proportional to total slot submergence, 
Bakowski developed simple equations to predict gas and liquid phase 
efficiencies. The proportional constant was evaluated by the author in 






E g 	I + 	M 	 (2.80) 
L 
where: P = total pressure, atm. 
L, V = liquid and gas rates, 
h = liquid depth, cm 
Ic = vapour-liquid equilibrium constant 
M = molecular weight of liquid 
vapour pressure of pure solute at temperature T. 
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The model proposed by Bakowski was very successful in predicting 
a range of tray efficiencies at various conditions from other previous 
work. 
The formulation of models for the prediction of tray efficiency 
is clearly at an immature stage. The situation would be improved with 
further knowledge of bubble sizes, abundances and velocities in sieve 
tray froths and droplet sizes and jet velocities in sieve tray sprays.. 
2.4. FLUIDISED BED DISPERSIONS 
Fluidised particle bed operations are extremely important in many 
industrial processes, particular catalyst particle reactors. The striking 
and immediately obvious feature of gas fluidised beds is that bubbles 
exist in the beds and, indeed, there is much bubble induced bed mixing. 
Naturally this phenomenon has attracted a huge amount of research in 
recent times and an extensive review of the available literature is beyond 
the scope of this survey. For an excellent summary of the work to 1969, 
the reader is referred to Davidson and Harrison (63) (139) and Kunii and 
Levenspiel (140). This review is also restricted to bubbles unhindered 
by walls. For an extensive review of slug bubble phenomena, see Hovmand 
and Davidson (141). 
2.4.1. Single Bubbles in Fluidised Beds. 
2.4.1. (a) Experiment. 
The sizes, shapes and rise velocities of single isolated bubbles 
in fluidised beds are usually measured by application of photography. In 
two dimensional beds this is generally restricted to cine photography 
using light in the visible range whilst for three dimensional beds advanced 
X-ray techniques are used. Rowe (142) has given an excellent summary of 
the methods. 
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This work has produced much useful detail egadng the general 
nature of single bubbles in fluidised beds. In general, they behave 
remarkably similarly to gas bubbles in liquids, with important differences 
only In detail. They have shapes which have been shown to vary roughly 
from high eccentricity spherical cap to almost complete sphere. They are 
essentially empty of particles, except for 'fingers 	from the roof and 
wake particles at the bottom. Further, they rise at a velocity which is 
proportional to size in much the same way as large bubbles rise through 
liquids (Davies and Taylor (11)). 
Rowe and Partridge (143) measured the rise velocity of. single. 
three-dimensional gas bubbles in fluidised beds using X-ray photography. 
They found that it was not possible to determine accurately the nature of 
the relationship between rise velocity and bubble size, although a 
relationship of the form: 
UB =KJr' 	 . 	(2.82) 
first proposed by Davies and Taylorprovided adequate description of the 
data. The authors produced an empirical, relationship of the form: 
K = 1.34 Emf + 0.31. 	, 	(2.83). 
where: 	 bed voidage at minimum fluidisation 
mf 
to describe the relationship constant. Rowe and Matsuno found that 
equations of the form: 
UB= p + qr 	 (2.84) 
and 	 _ 
U = K/_g___rt 	 (2.B5) 
5 
had no significant difference in resi dual error variances about the least 
squares fit of the curves, indicating that the Davies-Taylor type relation 
was not proved by the data. Further, there was noticeably a considerable 
scatter on the data,, particularly the more recent data of Rowe and Matsuno, 
as is shown in figure 2.7. 
Kunii and Levenspiel (lLO) summarised the major research results 
for the rise velocity of single bubbles as: 
U 	= (0.73 —0.78)Jgr' 	. 	(2.86) 
or 
U  = (0.57 —0.85 Vgde' 	 (2.87) 
where de is the equivalent spherical diameter of the bubble. The 
Davies-Taylor relation is given by: 
and the authors considered that this relationship provides a useful 
median for bubble velocity data. 
The problem of accurate description of bubble shape in fluidised 
beds was partially solved by Rowe and Partridge (1431 using X-ray 
photography of single bubbles. Analysis of three dimensional bubbles by 
the authors led to a bubble description similar to that in figure (2.8 ). 
In general, the bubble frontal surface was found to be spherical in form 










FIGURE. 27 Velocity of rise of single isolated bubbles 
in gas-fluidised beds. 
(after Rowe and &Iatsuno (144)) 
bO 
decreasing particle size from 120° at d p = 500 pm to 150° at d 	100 pm. 
Figure (2.9 ) shows tracings of bubble outlines taken from Figure 9 in 
Rowe and Partridge (143). Clearly, the bubble shape was considerably 
influenced by particle size. 
Harrison (147) considered this problem in terms of the effective 
viscosity of the bed. He pointed out that as particle size is increased 
the viscosity of the bed can be considered to increase. (This effect has 
been measured experimentally by Kramers (148) and Matheson et al. (149)). 
Thus, small particle sizes should lead towards the typical Davies-Taylor 
inviscid liquid spherical cap bubble shape —a trend which is reflected 
in figure 2.9. - 
2.4.1. (b) Theoretical Bubble Models. 
Davidson (150) provided an elegant model, based on potential flow 
around a spherical surface, to successfully account for the movement of 
both gas and solid and the pressure distribution about rising bubbles; 
acomplete account may be found in Davidson and Harrison (63). By assuming 
that the bubble was a solid free sphere with the emulsion phase as an-
incompressible inviscid fluid, and the flow of gas satisfying Darcy's law 
with appropriate boundary conditions, Davidson showed that the pressure 
in the lower part of the bubble was lower than in the surrounding bed and 
in the upper part, higher. Thus, the gas flowed into the bubble from 
below and out at the top. For slow moving bubbles ( U  < U f ) the gas in 
the emulsion phase moved faster than the bubble and the bubbles therefore 
provided a convenient gas percolation route through the bed. For fast 
moving bubbles (UB>Uf), the gas circulation pattern was also such that 
the gas entered the bottom of the bubble and left the top. However, it 
was then swept around the bubble periphery and returned to the bubble at 
the base, the region around the bubble penetrated by the circulating gas 
b u b b t.e 
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•.FIGURE 2.8 	ideal gas-fluidised bed bubble... 
- 	- 	 (after Rowe and Partridge (143)) 
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FIGURE 2 .a 	Bubble shapes in various materials. 
(after Rowe and Partridge (143)) 
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being termed the gas circulation cloud. For a very fast bubble(UB>>Uf) 
the cloud thickness was small and the bubble very similar to a gas bubble 
in a liquid. Figures2.lOand 211shOw the Davidson bubble model for 
various flow conditions. Since most bubbles in fluidised beds are of 
high velocity, the Davidson theory explained why the gas in the bubble 
can retain its identity with practically no interaction with the rest of 
the bed and also how the upward flow of gas keeps the bubble roof from 
collapsing. 
Rowe (51) has provided direct experimental evidence of the cloud 
formation phenomenon using two dimensional. NO 2 bubbles in air. However,.- 
the cloud was found to lie ahead of the bubble to a greater degree than 
that predicted by the Davidson model. Also, bubbles in fluidised beds 
were not perfect spheres and marked concavity of the rear bubble surface 
generally occurred. 
Jackson (152) developed the Davidson model by solution of the 
equations of motion with the constant pressure boundary condition satisfied 
only locally- 6n the bübble surface and eruls ion phase voidage.bding 
allowed to vary in the neighbourhood of the surface. These refinements 
led to a displacement of the cloud upward relative to the bubble equator 
and a smaller size of circulating cloud. These theoretical conclusions 
agreed with careful measurements taken by Rowe (151). Jackson (153) has 
given a full theoretical summary of his theory and also that proposed by 
Murray (154). Stewart (155) presented a summary of bubble cloud behaviour. 
in two- and three-dimensional beds together with,the theoretical predictions 
for cloud size and pressure distribution around bubbles. He also presented 
experimentally measured pressure distributions from Reuter (156) and 
experimental cloud sizes from Rowe (151) -. Both gas cloud shapes • nd 
thicknesses were extremely well predicted by the Jackson and Murray models. 
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The gas pressure distributions along the vertical bubble axis were not 
so well predicted by the models; the experimentally measured distributions 
lay between the Davidson and Jackson analyses. Because of its essential 
correctness and very much simpler application, the Davidson model has 
been used extensively for bubble interaction models such as those proposed 
by Clift and Grace (157) (158) (159). 
2.4.2. Freely Bubbling Fluidised Beds. 
2.4.2. (a) Interactions of Adjacent Bubbles. 
Rowe (142) has discussed the observed phenomena of auto-dispersion. 
of single bubbles in fluidised beds, with photographs of such bubble 
deformation effects as particle "knifing" (raining of particles from the 
roof to the floor in a wedge shaped stream) and subsequent recoalescence. 
The phenomenon of two rising bubbles, one following the other, has 
been observed and analysed by Crabtree and Bridgwater (54) for aqueous 
viscous solutions and Toei and Matsuno (160) for two dimensional fluidised 
beds. The phenomenon was explained by-supposing that the wake behind a 
bubble travelled with it and that coalescence occured when the trailing 
bubble moved into this wake. 
Toel and Matsuno found that the trailing bubble elongated and its 
wake decreased as. it was drawn into the leading bubble and Crabtree and 
Bridgwater found that a simple velocity decay wake model was sufficient 
to predict Toei and Matsuno's dimensionless distance correlation. 
Experiments by Harrison and Leung (161) for a two dimensional bed showed 
that the velocity of the leading bubble was not - affected by the following 
one. Using the Davies-Taylor rise velocity 
UB =0.71 (gd2 . 	 (2.88) 
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and the Davidson and Schuler bubble size at an orifice: 
/5 -3/5 
Vb =1.138 q g 	 (243) 
they calculated the growth in size by coalescence -of a stream of bubbles. 
Their theoretical results were in reasonable agreement with experiment 
Grace and Harrison (162) proposed a simple interaction model to 
account for coalescence and wall effects in a two dimensional bed. They 
postulated that there was a greater probability that bubbles originating 
near the walls of a vessel would move inwards than bubbles originating 
away from the walls. The theoretical probability model was compared 
satisfactorily with the spatial distribution of bubbles in a two dimensional 
bed. 
The Davidson potential flow model has been used by Clift and Grace 
(157) (158) (159) to account for bubble interactions in both two and 
three-dimensional beds. The authors postulated that the velocity of any 
bubble in the bed could be approximated by adding to its rise velocity 
in isolation the velocity which the continuous phase would have at the 
position of its nose if the bubble were absent. This principle was applied 
to the coalescence of two bubbles in a common vertical line (157) and two 
bubbles positioned randomly in space (158) with considerable agreement 
between theory and experiment for two dimensional bubbles. Recently, (159) 
the authors have applied the theory to in-line, coalescing bubble chains 
in fluidised beds, successfully predicting the experimentally noted 
rapid decrease in bubble detection frequency with height above the injection 
point. The theoretical description of the model was that the velocity 
of the particle at the nose of bubble j could be described by: 
I. 
q 1 	= — r1 Uj 	 (2.89) 
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where r 	is an interaction coefficient; a measure of the influence 
of bubble j on i from potential flow theory, 
and the instantaneous velocity of bubble i given by: 










where U 	is the isolation velocity of bubble ± 
The equation for  bubbles in the chain was expressed in the form: 
R.0 =U - A 	
2.92) 
where R is the matrix of interaction coefficients 
U and UA are the column vectors of bubble velocities 
Equation (2.92) was solved numerically to yield the N unknown 
instantaneous bubble velocities with a numerical integration technique 
to yield the bubble positions with time. Coalescence between bubbles was 
modelled by arbitrary bubble "overlap" criteria. On the basis of their 
model, the authors proposed that observed high bubble velocities in 
fluidised beds were caused by wake coalescence acceleration oftrailing 
bubbles'. 
2.4.2. (b) Experimental Techniques for Bubbling Beds. 
The research outlined above has as its ultimate aim the understanding 
of behaviour of rising bubbles in gas fluidised beds which are freely 
bubbling. Many studies have been condicted,primarily to find how.,fast 
bubbles coalesce and grow, to probe the fluctuating characteristics of 
beds and to describe the flow phenomena 
Most techniques have relied on capacitance probes (either internal 
or external), electrical conducitivity probesor light or electromagnetic 
radiation absorption; table 2 (pp 127) in Kunii and Levenspeil (10) 
gives a good summary of early work. 
There exist many partly contradictory references to the occurrence 
of uneven bubble development and solids circulation in fluidised beds. 
(see Grace and Harrison (162)). However, accurate direct measurements 
of the spatial distribution of gas bubbles in three dimensional beds has 
been lacking until recently. 
The method of Rowe et al. (143) of X-ray photography has not been 
applied to the freely bubbling bed case because of the extreme difficulty 
in photograph interpretation. Further, although photography is suitable 
for analysis of two-dimensional beds such data requires amplification and 
corroboration by three dimensional bed experiments. 
The use of internal and external capacitance probes (Eg. Angelino 
(163), Lanneau (164), Morse and Ballou (165), Bakker (166), Fukuda et al. 
(167), Kunii et al. (168), Geldard and Kelsey (169), Werther and Molerus 
(170) (171)), optical probes (Eg. Yasui and Hohanson (172), Whitehead and 
Young (173)) and conductivity probes (Eg. Park et al. (174), Rigby et al. 
(175)) has revealed useful qualitative information regarding bubble spatial 
distribution in freely bubbling beds. Such studies have helped to fill in 
a blurred picture but, unfortunately, clear-cut, unambiguous conclusions 
were few. This was caused by the fact that the lar, 
shapes of the internal probes caused destruction of 
rather than determination of the local fluidisation 
were often due to the unsophistocated processing of 
from the probes as well as the fact that parameters 
e size and unweildy 
the rising bubbles 
state. Further defects 
the electrical signals 
such as voltage pulse 
Lon 
signal frequency or average bubble length were, by themselves, insufficient 
to draw useful conclusions. 
Nevertheless, it is useful to examine some of the data generated 
by the early work and examples are shown in figures 2.12 and 2.13. 
Interpretation of the signals from these measurements was extremely 
simplistic. Typically, the data was processed by assuming that the bubbles 
at any level were of the same size, so that: 
db = 1.5 [Us  — Umf) 	 (2.93) 
where: 	= measured pulsing frequency 
Us = total gas flow per unit area 
U 1 	minimum fluidisation velocity 
Clearly, examination of the figures reveals that the bubble size 
increased with both level above the gas distributor and gas rate above 
minimum fluidisation. Further, the frequency of bubble detection decreased 
rapidly with distance above the distributor. These effects have been 
universally recognised as being caused by rapid bubble coalescence above 
the distributor. 
The most recent submersible probe techniques have yielded relatively 
more useful information. The work of Park et al. (174) and Rigby et al. 
(175) in both three phase and two phase gas fluidised beds revealed that 
the distribution of bubbles at any axial bed level was by no means uniform 
and that significant variations with radial position existed at any axial 
position. The resistivity probe used in this work consisted of two vertical 
contact elements separated by a small distance (typically 0.3 - 0.5 cm) 
and measurement of the separation times between pulses generated by the 
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two elements led to a velocity distribution for a given pulse time 
duration. The product of mean velocity for a particular pulse duration 
led to a velocity-size relationship which the authors concluded was 
linear, and significantly above that predicted by Davies-Taylor for 
spherical cap babbles. The relationship between size and velocity for 
a typical case in the three phase fluidised bed is reproduced in figure 
2.14. It is important to note the assumptions made by the authors to 
produce the type of relationship shown: 
(1) The pulse shape developed by the probe was assumed to be 
perfectly square, 
It was assumed that velocities of three times the theoretical 
for a single babble could be deleted from the data, 
The velocity-size relationship was assumed to be unique in 
order to develop the relationship for babble size distribution function, 
It was assumed that the mean pulse duration for a particular 
babble velocity class interval was associated with a unique babble size, 
and: 	(v) The position on the babble frontal surface at which the probe. 
struck any particular babble was unknown, and therefore small chord lengths 
at high velocities were often reported by the probe. 
As will be shown, the above assumptions are restrictive in the 
extreme, and therefore lead to wrong conclusions. 
Werther and Molerus (170) (171) recently presented a two element 
capacitance probe technique for the measurement of babble and flow 
properties in freely bubbling beds. A full discussion of the implications 
of voltage pulse data processing were considered by the authors, including 
measurement of pulsing frequencies in stochastic amplitude signals and 
measurement of bubble phase voidage by pulse signal shaping procedures. 
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for three phase fluidised beds. 
(after Rigby et al.. (175)) 
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Pulse separations and therefore measured the mean bubble velocity at a 
point in the bed by recording the peak value in the signal cross 
correlation function (E(ta)). Accordingly, the bubble velocity was given 
by: 
U 	- S 
B - 	 (2.94). 
E (ta) 
L C - U t 	
(2.95) 
- 
where the parameters are defined with reference to figure 2,15. 
The relationship between the mean pierced length so developed and the 
bubble size distribution in the bed has yet to be published by Werther 
(180), so it difficult to interpret variation of these mean parameters 
with either the velocity or size distribution function function of bubbles 
in the bed. However, Werther and Molerus have related these mean quantities 




where ' = measured pulsing frequency, and the point bed gas flow in the 
bubble phase per unit area 
Vb 	t b U B 
	
(2.97) 
The results of Werther and Molerus (171) indicated that there was 
significant variation in these. parameters with both axial and radial 
position in beds up to one metre in diameter. For example, figure 2.16 
shows the variation of local bubble gas flow with radial positionfor 
different axial positions for copper powder fluidised in a 0.10 m diameter 
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FIGURE 2.15 Voltage signalprocessing method 





















FIGURE 2.16 Variation of local bubble phase gas. flow 
with radial and axial position in a freely 
bubbling gas-fluidised bed. 
(after Werther and Molerus (171). 
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bed. Clearly, close to the distributor the bubbles, existed next to the 
bed walls, while at maximum bed heights the converse applied. In addition, 
their results indicated increase in bubble size with bed axial position 
and also maximum bubble size in regions of maximum gas flow rate per unit 
area. 
Godard and Richardson (181) measured bubble sizes and velocities 
in freely bubbling fluidised beds by photography of bubbles adjacent to 
the transparent walls of the vessel. 	These authors concluded that there 
was little or no relationship between bubble velocity and size and, indeed, 
small bubbles often travelled at velocities far in excess of larger bubbles. 
This was' considered to be the effect 'of wake coalescence acceleration and 
bubble tracking in the bed. 
Geldart and Kelsey (182) investigated the influence of gas 
distributor design on bed expansion, bubble size and bubble frequency in 
fluidised beds. The distributor geometry was found to have a marked 
influence on fluidisa-tion stability and the use of porous plate distributors 
was found to lead to unstable behaviour, with gross solids circulation 
patterns immediately above the distributor. The authors concluded that 
perforated plate distributors gave more directional and even bubbling 
patterns which inhibited solids circulation. 
Merry and Davidson (183) induced regular circulation in shallow 
fluidised bed by means of an uneven distribution of fluidising fluid at 
the base; the .authors termed this circulation "gulf stream". They noted 
that circulation was strongest with the particles travelling up at the 
walls and down the middle of the bed. The bed circulation patterns were 
measured using a "radio pill" the same density as the bed. Although the 
circulation was bubble induced, the authors treated the interstitial fluid 
and solid phases as an incompressible, inviscid fluid continium with 
application of Darcy !s Law and a vorticity distribution in the bed. Two 
flow regimes were noted, circulation of both interstitial fluid and particles, 
and circulation of particles only, with through flow of interstitial fluid. 
The latter case occured when U mf 	o 	o 
> V where V is the vertical downwards 
particle velocity at the centre of the bed. 
Investigation of fluidisation performance in large scale equipment 
was, undertaken by Whitehead and Young (173) using a multi-array photo-
probe and cine film examination of the bed surface. The authors found 
that bubble rise velocities in the bed increased with both gas rate and 
height in the bed. This work has been summarised and amplified by Whitehead 
(184), particularly with regard to the distribution of bubble eruption 
positions at the bed surface. The bubble eruption profile moved from the 
wall to the bed centre with increase in bed depth, even though the bed 
cross section was square and the fluidising gas was fed to the bed by 16 
nozzles uniformly distributed at the base. 
2.4.3. Gas Flow Models in Fluidised Beds. 
In modelling chemical reactions in gas'-fluidised beds, it is common 
practice to consider the bed to be composed of two distinct phases, a 
dense phase consisting of solid particles and interstitial gas and a bubble 
phase consisting of large rising voids essentially free of particles. 
Several theories have been proposed to account for the flow of gas in 
each phase; Grace and Clift (185) have recently reviewed them in detail. 
The original theory which has become known as the two-phase theory 
of fluidisation (186),suggested that the flow rate 'of bubble voids through 
a fluidised bed is equal to the excess gas flow above that required for 
minimum fluidisation, or: 
= Us — Urni 	 . 	(2.98) 
A1 
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In recent years many workers have carried out experiments to 
measure the visible flow rates in freely bubbling fluidised beds, using 
techniques outlined above. For an extensive review of their results, the 
reader is directed to Grace and Clift (185). Most of the studies round 
that the relationship could best be described by: 
A B 	US 	kUmf 	 (2.99) 
with: 	 1<k<1O 
Davidson and Harrison (187) considered two aspects of the behaviour 
of a bubbling fluidised bed; the rising velocity of a cloud of bubbles 
compared with their velocity in isolation and the division of total flow 
between the two phases. They proposed, without reaching a conclusion, 
that the bubble velocity in a swarm could be expressed in one of three forms: 
U 	=. 	- Eb) UBCO 	 (2.100) 
U 	U  oo 	 (2.101) 
= (1 -Eb 	Boo 	
(2.102) 
The flow through the two bed phases was expressed in a form similar to 
equation (2.99), with k unknown. 
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Therefore, in the absence of any theory to predict even the "visible" 
bubble flow, equations such as eqn. (2.39) have been used to predict the 
relative gas flow through freely bubbling beds. However, the available 
experimental evidence leads to a rejection of - the simple two phase theory 
of eqn. (2.98). 
Two contrasting explanations have been given for the observed deficit 
in visible bubble flow. Some workers (189) (181) (190) have attributed 
the deficit to an increase in interstitial gas velocity in the dense phase 
above that required for incipient fluidisation. On the other hand, a 
number of workers (191) (192) (193) (19), following Lockett, Davidson 
and Harrison (187) (196), have ascribe-d most of the difference between 
(U -U )and Q B to through flow inside bubbles. This led towhat was 
S Mf 	A 
called the modified two phase theory (191); 
Q. 	 - 
AB = US - U 	(1 	 (2.103) 
where E b =mean bubble content of the bed. 
The values of the constant, fl, were found to vary over a wide range 
depending on bed conditions and the measurement method, but were always 
positive (eg. Grace and Harrison found that 1.5 <J-I< 4.8 for a two 
dimensional bed). 
Recently, Grace and Clift (185) proposed a general theory for varying 
voidage, interstitial gas velocity and bubble gas velocity in a given bed. 
The theory developed by the authors led to the general case, 
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U = 6 B + U rn kiui + 	 Uxdu 
A (1 -Eb). 
+ 	 Ur( du 
	
2.104) 
- 	A (1 _Eb ) 
where: 
GB: visible flow in bubble phase 
invisible flow in bubble phase 
Mf T, 
 ki C1 
UdC 	+S 	U rx Edu A(1Eb) 	 A(1-(b) 
= flow in dense phase. 
As the authors pointed out, solution of the case.of visible bubble 
flow can be accomplished (eg. with photography in two-dimensional beds) 
but the problem of through flow in the bubbles and interstitial relative 
gas velocity have yet to be experimentally evaluated with corresponding 
solution of equation (2.99). 
2.5 Summary and Evaluation 
The theory of the motion of single isolated bubbles in Newtonian 
liquids is well developed, particularly in the Stokes (creeping flow) 
and Davies-Taylor (high Reynolds Number, spherical cap bubble) regimes. 
The difficulties encountered in the Reynolds number range between these 
extremes is presumably due to the observed shape irregularities,, bubble 
instability and wake effects. 
The phenomenon of bubble formation at single orifices has been 
examined extensively, both theoretically and experimentally. The Davidson 
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and Schiller analysis, with recent modification, provides accurate 
repres entation of the orifice process with corresponding good agreement 
with experiment. The photographic surveys of Rennie et al. and Prince 
et al. provide useful information of orifice bubbling and flow processes 
at higher gas flow rates. 
Investigation of the structure of foams and froths has provoked 
many ingenious experimental methods for the evaluation of the bubble size 
parameters, particularly optical techniques. These. methods have no doubt 
accurately reported the bubble sizes existing at the vessel walls, but 
there is some lingering doubt as to whether these are an accurate 
reflection of bubble sizes in the dispersion as a whole. To reinforce 
this doubt is the fact that interfacial areas of froths using the chemical 
method have produced absolute values less than those reported by 
photography. Moreover, the observed liquid and gas diffusion controlled 
mass transfer properties of the dispersion are still unexplained in terms 
of bubble parameters and recognised diffusion models. This naturally leads 
to the question: Are there large bubbles in the. centre of the froth 
travelling at high velocity? Obviously, there is a distinct need for an 
experimental technique to resolve the problem. 
The nature of single bubbles rising through fluidised beds, has 
been analysed accurately by the X-ray photography technique of Rowe and 
the theoretical analyses of Davidson, Jackson and Murray. It is when we 
move to the case of a freely bubbling bed that the picture becomes somewhat 
blurred, particularly for the three dimensional bed. Again, there is a 
need for a useful experimental technique to resolve the bed bubble 
parameters. 
The possibility of photography, either visual or X-ray, must be 
rejected because of the confused state of the turbulent dispersions. We 
are therefore left with the other possibility: improvement of the 
submersible probe technique ot the point where the probe output can be 
considered unambiguous. As will be seen, careful and considered thought 
must be given to the processing of output from such a device in order to 
draw useful conclusions. In particular, direct application of even the 
most recent proble techniques will be shown to lead to incomplete or 
inaccurate results. 
CHAPTER 3 
DESIGN AND DEVELOPMENT 




3. DESIGN AND DEVELOPMENT OF AN IMPROVED PROBE 
TECHNIQUE 
3.1. Introduction 
As has been shown, early probe techniques which reported the bubble 
velocity and size parameters in freely bubbling fluidised beds relied on 
extremely simple assumptions to yield the required data.. Further, the 
probes themselves were bulky and, indeed, Werther and tlolerus (170) 
showed that the plate capacitor used by Bakker (166) significantly disturbed 
the flow field in the bed. With this in mind, let us consider the two 
most recent techniques with a view to their improvement. 
Park et al. (174) and Rigby et—al. (175) used a probe consisting 
of two vertically aligned contact elements. These conducted a current 
through the electrically conducting (or emulsion) phase of a,freely 
bubbling bed and became non-conducting whilst surrounded by a bubble. 
The authors' data processing method has been considered previously (see 
Chapter 2) and we will only consider here those aspects which lead to 
erroneous experimental conclusions. 
The most significant problem introduced by the method is the unknown 
position at which the probe strikes the bubble. A centrally co-axial hit 
for a rising bubble is an extremely rare event and there is a high 
probability that any rising bubble, positioned randomly in space around 
the probe, will be struck in an "off-centre" position at a correspondingly 
small chord length while reporting an uncharacteristic high velocity. 
This situation is shown schematically for a two dimensional spherical cap 
bubble in figure 3,1. The authors were forced under these conditions to 
make an unrealistic assumption;' sumption; namely that the bubble size was uniquely 
related to its velocity. Godard and Richardson (181) showed that in a 
fluidised bed the converse applied and that any bubble could, instantaneously, 
have fluctuating velocities widely divergent from that predicted by its 
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FIGURE 3.1 Recent bubble detection probe designs 
and ambiguous bubble contact situations. 
size in unhindered free rise. 
Werther and IJiolerus (170) (171) designed a similar two element 
probe which used capacitance measurement to detect the two phases present 
in the bed. The bubble velocity, reported as a mean, was obtained from 
the maximum in the cross-correlation function between the two probe element 
signals and the product of this velocity and the mean pulse duration 
produced the mean bubble size at a point in the bed (see Chapter 2). 
Reference to figure 3.1 shows that this probe design is also subject to 
the "off-centre" problem discussed earlier and, in addition, can report 
inaccurate bubble velocities because of bubble curvature effects where 
both elements pulse simultaneously or vice versa. Further, the mean 
bubble velocity and size at a point in the bed is insufficient for the 
formulation of a useful theoretical model, and the bed is thereby 
incompletely described. 
A further point which both these processing techniques neglect is 
that the time duration of a' pulse as a bubble surrounds the probe element 
is not a measure of the size of bubble and therefore direct multiplication 
of the mean bubble velocity by a mean pulse duration does not necessarily 
lead to the mean bubble size. However, for each bubble encounter, the 
instantaneous velocity and pulse duration measured by the probe yield, 
through multiplication, a chord of the bubble which has just passed the 
probe. This product must be computed for each encounter between the probe 
and the bubbles present in the dispersion, before a mean bubble size can 
be calculated. 
Clearly, a fundamental re-appraisal of the general probe measurement 
technique is required in order to remove ambiguity and provide a complete 
description of dispersion properties. 
•. 
3.2. PROBE DESIGN 
3.2.1. Design Objectives. 
The followingdesign objectives must be upheld in order to overcome 
the complex problems generated by the previous techniques: 
The transient' product of velocity and pulse duration which 
yields the chord size must be computed for each bubble hit, 
The probe must be capable of resolving the position at which 
it strikes the bubble relative to the bubble centreline and the probe axis. 
It must therefore be able to discriminate against those bubbles which 
move non-coaxially and those which strike it away from the bubble centreline, 
reporting only those encounters when the bubble and probe axes of symmetry 
are really coincident, 
The instant when the probe tip enters the bubble must be 
accurately determined, bearing in mind that the probe will be wet and the 
film drainage time could be significant compared with the pulse duration 
resulting in a departure from the' ideal step change in current. It is thus  
necessary to develop mumerical techniques to identify the instant of 
current change in the face of inevitable base line noise. 
3.2.2. Design Formulation. 
The discrimination function referred to' above must contain a 
logical sequence of decision criteria which are undertaken in real time'. 
These decisions must be undertaken very rapidly in dynamic two phase flow 
situations since events, are very fast and small time durations are examined. 
The data processing system was therefore developed in logic suitable for 
implementation on a small digital computer with facilities for rapid, 
accurate conversion of analog voltage signals to discrete digital 
representation for subsequent analysis. 	' 
A fundamental assumption inherent in the processing method is 
that bubbles which travel 	in directions away from the vertical do 
so for small transient time intervals and that stochastic two phase 
dispersions can be adequately described by accepting those bubbles 
which travel 	in the vertical probe coaxial direction. It is also 
assumed that bubbles rise into the probe in a random fashion with respect 
to time, size and position. 
The probe discrimination function is achieved by symmetrically 
disposing three contacts around and above the first contact so that-all 
three exist in a horizontal plane a known distance above the central 
contact and radially spaced from it. _Additionally and optionally, a fifth 
contact is placed in the same horizontal plane as the central contact 
but somewhat distant from it. The arrangement is shown schematically in 
figure 3.2; the dimensions are defined below in section 3.3. 
The probe array. is connected so - that each contact forms an 
electrical circuit whereby current flows from an external DC power supply 
whilst that contact is resident in the conducting phase and thus develops 
a voltage across a variable resistance. This voltage is measured by the 
computer in digital form simultaneously for each channel. Figure 3.3 
shows the complete circuit and the relationship between the probe and 
the machine. 
The Pulse Sequence 
In order to illustrate the method, let, us consider the approach of 
a single bubble in a swarm to the array in such a way that all the probe 
contacts pulse and a voltage pulse sequence is generated by the array. 
Such an ideal sequence is shown in figure 34, with the probe channels 
numbered according to the code in figure 3.2. When the voltage is at a 





FIGURE 3..2 Schematic isometric projection of the 
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phase for conducting particle fluidised beds) and vice versa. Let us 
define an arbitrary threshold voltage, V 0 , so that: 
Vmi 	< V 	< V 
0 mux (3.1) 
To initiate the sequence, the computer logic first examines the 
binary digital representation of the instantaneous channel 1 analog voltage.. 
To decide the phase in which the probe resides, a logical comparison 
between the present measured voltage V and the stored constant V 0 is made. 
Initially, V1 > Vo l, and probe contact channel 1 resides in the 
conducting phase. Under these conditions, the digitised voltages are 
continuously stored in sequence in computer memory so that the voltage 
fall function: V(t), V.. > V 	can be examined retrospectively in.the 
event of a successful pulse sequence; this process is discussed in further 
detail below. 
The sample, decide and store process continues until: 
V i < V0 	 (3.2) 
indicating that the approaching gas bubble interface has enveloped the 
probe tip or central contact. 
At the instant this occurs the logic immediately examines the state 
of the other channels (2, 3, 4 and 5). Here we must invoke safeguards, 
as the arrival of a voltage pulse at the upper. channels (2, 3, 4) must 
be uniquely associated with the pulse at the lower contact (1). 
Now, if the condition: 
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Fi:GURE 3.4 Ideal pulse sequence generated hy the probe 
when struck by a single, vertically rising bubble. 
94 
is satisfied at the instant the previous inequality (32) is satisfied,, 
one or, more of the upper channels is already in the gas phase when the 
lower central channel (1) strikes the bubble, a difficult situation to 
resolve. Under these conditions, the sequence is generated by either a 
grossly off centre bubble, a bubble moving in a direction not parallel 
to the probe axis.or bubbles which are very close together. We therefore 
abandon the sequence and recommence the analysis from the start. 
However, if 
V 1 	> ,V 0 	I =2,3,4 or 5 	(3.4) 
is satisfied at the instant when the previous inequality (3.2) is satisfied, 
the bubble has struck the central channel first and may be travelling in 
the axially coincident fashion. The logic enters a continuous cyclic 
search and count mode under these'conditions,,with incremental counting 
of the times t and T i defined by figure 3.4. 




the computer rejects the bubble, since (3.5) states that 	the upper 
probe channels (2, 3, 'i-) commenced pulsing after the central channel (1) 
had returned to the liquid phase. Again, it is difficult to relate the 
pulse sequence to a discrete bubble when inequality (3.5) occurs and the 
pulse sequence is therefore abandoned. This condition imposes an 
important limiting constraint on probe output; namely that the bubbles 
whose vertical lengths are smaller than the probe separation distance 
d , cannot be measured. 
p 
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For the acceptable condition: 
T 	> 	t i; I = 2,3,4 	(3.6) 
the logic process continues with cyclic incremental counting of: 
= 2,3,4,5 	 (37) 
and: 
T i 	; 	
i = 1,2,3,4,5 	 ( 3.8) 
with the discrimination condition: -- 
V. 	V0 	j2,3,4,5 	(3.9) 
terminating the counting 
V. 
terminating the counting 
On complete termi: 
V i 
of t. and: 
1 
>V0 	i=1,23,4,5 	(3.10) 
of T.. 
1 
iation defined by; 
> 	v0 	in 	1=1, .......s 	(3.11) 
the computer logic leaves the real time sampling routine to checkthe 
criteria for a successful bubble hit. 
Since the probe array has a three dimensional shape and contacts 
2, 3 and 4 are equispaced around the central contact, 1, the delay times 
t., (i 	2, 3, 4) provide a useful measure of the degree of local curvature 
of the bubble interface. For a perfect axially coincident bubb16 hit, 
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Td = 	mm 	 (3.13) 
Ti  
mcix 
where: 	i 	2, 3, I-f. 
The approach of both t and Tto unity is an unusual and rare 
event; it is better to define limits t* and T below which any given 
bubble is unacceptable in order to achieve a reasonable rate of bubble 
sampling. As will be seen, the definition of t   quite accurately reflects 
the local interface approach angle, and therefore, for: 
• 	* •* 
td 	t  
and: - 
d L (3.15) 
the bubble has struck the probe correctly. In practice, both t* and TL 
are fed in as data where: 
0.8 < t L TL < 1.0 
	
(3.16). 
For all cases where either: 
* 
td < t 	 (3.17) 
or: 	
•* 
Td < T 	 (3.18) 
the logic returns to the start to await for another bubble interface to 
envelope the central channel again. 
Note: Both t d 	and 	L are dimensionless numbers which ratio 
the absolute delay times. The subscript 	d 	denotes the delay ratio 
generated by the bubble as it strikes the probe and the subscript L 
denotes the limit condition defined for a successful bubble 
97 
Corrections for the wetted probe. 
Preliminary experiments with bubbles in water indicated that the 
pulse shape was not square and a finite time was required for the voltage 
to fall from the maximum to the discrimination voltage level, V. We 
therefore incorporate a correction process to account for this affect so 
that the true pulse duration at the probe central channel is reported. 
As noted previously, the computer stores the analog voltages, in discrete 
form in sequence whilst the central contact is resident in the conducting 
phase until the instant when inequality (3.2) is satisfied. Thus, whilst 
subsequent logical examination of the pulse sequence is being undertaken, 
a curve which represents the rate of .fall of the initial voltage is retained 
in digital form in memory. 
Such a curve is shown in schematic form in figure 35, with the 
portion of the curve from point C backwards in time stored in memory. 
For a successful bubble hit, the computer. examines the curve through 
linearisation over the small time interval t; a typical fall slope over 
the interval is given by the line AB.. When the slope of the line has 
or, for noisy base-line' conditions, becomes negative ovex 
reached a predetermined value fed in as data ,Aor  changes direction over 
the time interval t, the pulse is defined as having commenced. If the 
slope is still too steep, or unchanged in direction, the slope is 
recalculated over the interval t at the new time value: 
M 
T = 	- (n+1) L.tm - 
.2 
where t is the time at point C 
At is a very small time interval 








The process is continued until the necessary conditions are met and the 
pulse has commenced from the base liquid (or conducting) level. For this 
case, 
tc 	(n+1) L\t m +- M
2 
(3.20) 
and the pulse duration after correction becomes: 
T1 	
Ti  +t 
	
(3.21) 
where the symbols are defined on figure 3.5. 
Bubble Velocity and Size. 
For a successful encounter defined above by equations (3.14) and 
(3.15), the computer has a succession of time delays and durations stored 
in memory. It is these which provide the basis for the velocity and size 
calculation. 	 - .•_--- 	.- 	 - 
Since the times t 1 , t2 and t 3 (refer to figure 34) are almost 
equal, the bubble interface has taken the same time to travel between the 
lower central contact (1) and the upper contacts (2, 3, '-i-) and the bubble 
has therefore struck the array close to its central axis. The probe 
separation distance, d. is known so we can compute the bubblevelocity 
from the mean time- delay: 
U B = d P 
t i 
3 dp t t (3.22) 
The size of the bubble, defined in terms of its central chord length, is 
then obtained from the product of velocity and pulse duration on the 
central channel: 
100 
UB (T1 +t ) 	 (3.23) 
on * 
L C 	UB T i 	 (3.24) 
Bubble Shape 
The, function of the probe contact designated 5 on figure 3.2 is 
to measure bubble shapes for those bubbles whose minor axis length is 
greater than X.p (see sketch below).. 
Since the three dimensional probe array selects bubbles very close 
to their centrelines, the outer contact 5 measures the vertical distance, 
Ld, between the bubble leading surface at the centreline and at the radial 
distance X . It also measures the bubble vertical length at this position, 
L0 . Accordingly, 
Ld' 'UB t 5 . 	 (3.25) 
and 
L0 	UB'( t 	T 5 ) 	 ('3.26) 
where the symbols are defined by: 
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As will be seen, the measurement of these parameters is necessarily 
approximate and for a complete description of bubble properties a whole 
array of outer probes would be required. Unfortunately, the speed of 
computer sampling must be kept high (in this case > 3000 Hz) and the 
provision of extra channels would make the processing too slow for accurate 
measurement of high bubble velocities. 
Computer Software. 
The above examination logic was translated into binary computer 
instructions using assembler language (PAL 8 ) on 	 k a DEC 	PDP/8e, 8 , 12 
bit digital computer. The final program logic was able to examine all 
five channels of the probe at a rate in excess of 3.0 kHz  which was fast 
enough to resolve bubble velocities below approximately 3 ms -1 . Complete 
schematic flow diagrams, assembler language instructions and timing methods 
may be found in Appendix A. 
Program Assembler Language, version 8 
Digital Equipment Corporation. 
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3.3. Probe Fabrication and Design. 
The probe was fabricated in miniature so that interference with 
the dispersion flow field was kept to a minimum. However, there was a 
general restriction on the smallest size acceptable because of computer 
speed (see Appendix A). In general, the probe was designed to measure 
bubble velocities up to 3 ms' accurately with an element separation 
distance, d, of around 0.003 in. 
The mechanical features of the design are shown in figure 3.6. 
Polytetrafluoroethylene (PTFE) coated nickel wire with an outside diameter 
of 0.52 x 10 in and wire diameter of 0.22 x 10 m, designated A on the 
figure, was used as the insulated conductor to the probe which comprised 
the bared tip of the wire. The PTFE coating provided excellent electrical 
insulating properties and, being hydrophobic, also provided rapid pulse 
fall time in liquids due to rapid liquid film drainage. The wire tip of 
each conductor was very slightly bared to improve the bubble piercing 
characteristics of the contact element; the baring was restricted to a 
fraction of a millimetre in all cases. 
-3 Each PTFE coated wire was supported by a 2.33 x 10 in outside and 
0.60 x 10 -3 in inside diameter hypodermic stainless steel tube (B, C, D, E 
and F on figures 3.6 and 3.7) and these tubes were, in turn, supported by 
a 3.30 x lO 	m outside and 2.55 x 1O 3 m inside diameter stainless, steel 
tube G so that the correct geometric relationships outlined in figure 3.2 
were true. This was accomplished by using on accurately machined die, 
through which neat fitting holes the same diameter as the stainless steel 
tubing were drilled. After sleeving this die over tube G, tubes C, D and E 
were inserted and cemented into place with "araldite" adhesive before 
removal of the die. Care was taken to ensure a uniform probe separation 
distance d and the PTFE coated wires were carefully lowered to the correct 
'- LL.vrI ILIIN 
Section A-A 	 Section B'-B;: 
Xp. 
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FIGURE 3.6 Engineering details of the probe design for 
gas liquid systems. 
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Position through the tubes using . a liquid reflection technique to ensure 
that the distances to each of the upper contacts were equal to within 2% 
on subsequent accurate measurement. Each PTFE wire was sealed into the 
stainless steel tubes with "araldite" adhesive and the outer stainless steel 
tubes were similarly aligned with the adhesive. 
Comprehensive checks of the alignment were undertaken when the 
fabrication was complete using a travelling cathetometer. Any probes found 
to be in error with regard to either d of r were rejected. 
p 	p 
The complete probe assembly is shown in figure 3.7. The contact 
element 5, at the same level but distant from the central contact, was 
adjustable through the use of small accurately machined brass blocks 
(designated J and L on figure 3.7), with a screw (10. 
Plate 3.1 shows a photograph of the complete fabricated probe. 
During accurate measurement of the probe distances, each distance 
was measured nine times and the mean taken (a total of twenty seven 
measurements for d). The probe used for all the gas-liquid work reported 
herein had the following distance parameters: 
= 0.357 ± 0 00 4 cm 
r  =0.152 ± 0.002 cm 
x = 0 943 ± 0.002 cm 
where the dimensions are defined in figure 3.2. 
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FIGURE 3.7 Schematic diagram of the complete probe assembly. 
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3.4 Probe Testing. 
3J1-.I. Introduction. 
The probe assembly and associated computer software were designed 
for the measurement of bubble parameters in bubble swarms. However, since 
bubble properties under these conditions are essentially unknown, we must 
turn- the properties of single isolated bubbles to provide a convenient 
test environment for the probe assembly. 
The velocity, size and shape of bubbles rising in a column of liquid 
have been investigated fully and Johnson (22) documented accurate bubble 
velocities, sizes and eccentricities for a0.13 m diameter QVF glass column 
through which air bubbles rose in water. Since access to the same column 
was available, the probe was tested for accuracy and reproducibility through 
velocity and size measurement of single bubbles of known volume rising in 
this column. 
3.4.2. Experimental Equipment. 
The experimental apparatus has been described in full elsewhere 
(22) (30); a schematic diagram is shown in figure 3.8. 
The probe A was constructed of stainless steel and PTFE coated 
nickel wire as described previously. The probe was clamped securely in 
place with support bracket .B. It could be positioned in space both axially 
and radially with respect to the 0.10 m diameter QVF glass column of length 
2 m. The probe tip was normally sited 0.2 to 0.3 m below the level of 
water in the column. Release of the bubble was achieved by rotation of a 
transparent plastic dump cup D after the required volume of gas was injected 
from the syringe E through the non-return valve F and the stainless steel 
end plate C. Care was taken to ensure a true delivery, of gas from the. 
syringe by injecting water through the line to the dump cup'after the gas. 
+ 
0-- -- - -- 
Th 
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FIGURE 3.8 Schematic diagram showing the experimental 
equipment used for the measurement of the 




injection. The end plate G was made a positive terminal with current 
flow through the liquid in the column to the probe contacts and thence 
the PDP/8 computer. 
3.4.3. Pulse Shape and Sequence. 
By rapid sampling of the voltages associated with-the-probe output 
and sequential storage of the binary digital form of the discrete voltages, 
an accurate trace of the five output channels from the probe was obtained 
for the case of a spherical cap bubble striking the probe array. A 
typical output trace is shown in figure 3.9. 
The pulses shown in the figure.--are of diagnostic shape for the 
air-water single bubble system. The fall from fully conducting to non-
conducting follows a smooth ?shl shaped curve caused by film thinning 
around the wire tip and on the PTFE probe wire coating. The slow portion 
of the fall in the initial five milliseconds is probably due to slight 
distortion of the leading bubble interface before complete piercing by the 
bared end of the contact tip. It is encouraging to note that the pulses 
are of the same form as those measured by Hills (188) and Park et al. (174). 
The initial voltage fall takes a finite time to occur; typically 
up to ten milliseconds from complete liquid to complete gas. The voltage 
rise at the end of the pulse is however, extremely rapid, being typically 
half to one millisecond. Since the initial rise can account for up to 
25% of the total pulse duration, it is clear that the correction process 
outlined in the last section is extremely important. 
Clearly, the sequence of pulses shown upholds the logic analysis 
upon which the technique is based. The delay and pulse duration times are 
clearly in evidence and, 'for the case of the direct hit shown infigure 
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FIGURE 3.9 	Typical real pulse sequence which is 
produced when a single bubble rises 
vertically into the probe array. Each 
poflt represents a single binary voltage 
sampled by the computer. 
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3.4.4. Bubble Rise Velocity. 
The rc!easurement of the rise velocity of the bubble is of primary 
importance since the bubble size is derived from it. The report of bubble 
rise velocity for individual bubbles of varying size is shown in figure 
3.10; in this figure each point represents a single individual bubble 




and bubble velocity given by: 





The figure clearly reflects the influence of the column walls and 
the subsequent approach of the large bubbles to slug flow where: 
U 	
= 0.35 (gd) 
	
3.29) 
However, we are primarily interested in the accuracy and reproducibility 
of the probe for absolute velocity measurement. 
The high accuracy available with the technique is indicated by the 
approach of the data to the curve of Johnson (22 ). obtained on the same 
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FIGURE 310 InstPtaeous individual bubble velocities reported by the probe, 	 N-) 
where bubble velocity is plotted-against equivalent spherical diameter, 
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The probe reported results are in excellent agreement with Johnson and 
therefore we conclude that breakdown of the bubble interface, if any, 
through striking the probe does not materially affect the bubble velocity. 
Reference to the figure also shows that the reproducibility of the 
probe is good, with deviation of less than ten percent from the mean. 
3.4.5. Bubble Central Pierced Length. 
As has been pointed out previously, the pulses generated by the 
probe are not square. In a dispersion such as a sieve plate froth, random 
noise on the voltage signal caused by glancing hits and general turbulence 
prevent voltage discrimination close to the conducting level. The proposed 
pulse duration correction process was therefore examined on single bubbles 
before use in a true dispersion. 
To illustrate the level of correction, consider the accurately 
sampled' single channel pulse in figure 3.11. Clearly, large errors could 
be induced by arbitrarily selecting the mid voltage level, Vo, as the 
transition from liquid to gas. In order to test the significance of this 
on the reported pierced length for the bubble, three transition criteria 
were used (A, B and C on figure 3.11). Johnson (22) accurately photographed. 
the sizes of bubbles of spherical cap shape in the same column and his 
work provides a useful comparison. 
Figure 3.12 shows the relationship between central pierced length 
calculated from: 	 . 	. 	 . 
L= U 	('T1 +t) 	 (3.23) 
and equivalent spherical bubble diameter from equation (3.27). Also shown 
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FIGURE 3,11 Typical single channel pulse showing transition criteria. 
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pulse shape. 
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It is immediately obvious that transition criterion A (arbitrary 
selection of the mid-voltage point Vo) fails badly in accurate prediction 
Of the central pierced length. Indeed, at small pierced lengths associated 
with small bubbles, the reported pierced length is in excess of fifty 
percent in error. Selection of transition criterion B, a maximum slope of 
15 volts sec', helps to make the data more accurate but the reported 
lengths are still in error. In fact, it is only when we invoke criterion 
C (i.e. movement back along the voltage fall curve to the point where the 
voltage reaches the fully conducting level over the complete time interval 
tc) that the data fully reflect the accurately determined photographic 
pierced lengths. 
The importance of this observation should be emphasised. All 
previous probe techniques (with the notable exception of Werther and 
Molerus (170) (171)) failed to note this effect and most liquid-to-gas 
transition criteria were entirely arbitrary, in a similar fashion to 
criterion A above. They are therefore significantly in error on this 
count alone, and the technique described herein represents a significant 
innovation. 
3.4.6. Bubble Shane. 
The eccentricity and shape of bubbles of known volume were measured 
by lohnson (22) in the equipment used here; again, the probe shape testing 
facility was examined using these bubbles. 
The bubble used was of constant volume and spherical cap shape with 
dimensions as shown in figure 3.13. 
(X P)
The experimental pierced length at the radial distance
A 
 wasreported 
by the computer from: 
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FIGURE 3.13 Variation of the probe reported outer contact 
bubble vertical length with that computed from 
the previously established data of Johnson (22). 
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for individual bubbles by varying the outer contact C 5 on figure 3.2 Y. 
distance. X. The previously established pierced length was calculated 
using Johnson's data (22) and spherical geometric relationships. 
Examination of the figure reveals that the probe has reported the 
correct radial pierced length at the outer contact, subject to the usual-
experimental error. 
3.4.7. Probe Discrimination Function. 
A fundamental property of the probe design is the ability of the 
probe to detect the local approach angle of the bubble interface, so that 
a true central length is reported. This facility was tested by forcing 
a bubble interface of known local approach angle to strike the minature 
probe array. For the purpose of the test, the probe was sited vertically 
and moved radially away from the bubble centreline so that the interface 
approach angle became progressively greater. The approach angle was 
calculated from spherical relationships and the eccentricity data of 
Johnson (22). 
For each radial position, the delay time ratio, td  defined by: 
td = thlmjn 	
i =2,3,4 	
(3.12) t i 
max 
was reported by the computer, where t.Ci-Z,3,4) has been defined previously 
as the time between the appearance of a pulse on the lower central channel 
(1) and the appearance of pulses on the symmetrically disposed upper 
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The variation of the time ratio, td  with the calculated local 
interface approach angle is shown in figure 3.14. At the bubble centreline 
the theoretical ratio is unity, as all the pulses should be generated 
together at the upper contacts. As is.shown, the reported experimental 
ratio is slightly below unity; this is caused by slight noise on the 
voltage pulses which give- rise to small differences between the minimum 
and maximum times. However, a marked fall in the experimental ratio is 
detected with a small increase in the interface approach angle, a trend 
which continues linearly with .the increase in angle. The limit condition 
is an angle of approximately fifty degrees, at which the ratio td is very 
low compared with unity. At interface angles above this value, breakdown 
in the real time logic process occurs because the angle is so steep as 
to cause out of sequence pulsing, since one upper channel pulses before 
the lower channel pulse has commenced. The rigorous real time logic 
process under these conditions rejects the whole pulse sequence before 
computation of the delay time ratio. 
Whence, we can conclude that the three dimensional probe array 
employing the delay-time ratio criterion reflects the local interface 
approach angle and, therefore, defines a useful criterion for the rejection 
of off-centre bubbles. 
3..5 Observation Effects in Dynamic Disnersions 
Before reporting the experimental results for bubble swarms, it is 
important to consider the effects which exist when an observer positions 
himself at a point in relation to a bubble dispersion. Computation. of 
the bubble size distribution function from data reported by the probe under 
these conditions presents an interesting problem. 
The bubble size distribution function is defined in terms of the 
number fraction of bubbles of a. certain size existing in the entire volume 
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of the dispersion. There are two effects which have to be considered 
in interpreting the probe output with regard to this distribution function; 
let us examine them in turn. 
Firstly, consider the two dimensional dispersion shown in figure 
3.15 (a), with a single probe element situated at point Z. Assume the 
bubbles to be circles, rising randomly into the probe with respect to 
both position and size and to be unaffected by the proximity of the vessel 
walls. Assume also that bubbles A and B are of unequal sizes, d  and  dB. 
and that their numbers in the dispersion are equal. 
Clearly, the probe point Z will record bubble A so long as it is 
positioned radially within distance dA/2  of the probe axis; similarly, 
the acceptance distance for bubble B is dB/2.  In a random dispersion of 
bubbles therefore, larger numbers of big bubbles will strike the probe 
per unit time than corresponds to their true abundance. For the two 
dimensional case, the probability of a given bubble striking the probe 
tip is proportional to the diameter of the bubble. An extension of the 
analysis to three dimensions intuitively implies that the corresponding 
probability is proportional to the projected frontal area of the bubble. 
In practice, the probe design outlined in the previous section has 
a defined discrimination function so that a small distance surrounding 
the bubble contreline is acceptable or, in three dimensions,only a 
projected area, a., surrounding the bubble central axis is sufficient 
to allow the bubble to be detected. This situation is shown in figure 
3 .15 (b). Thus, the probability of acceptance of a bubble by the 
discrimination probe is proportional to the acceptable off-centre area 
a.. For bubbles of similar shape, the corresponding probability is then 
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FIGURE 3.15 (a) Bubble size observation error. 
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FIGURE 315 (b) Discrimination probe acceptable regions. 
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The influence of the effect on the size distribution function 
existing in the dispersion is accounted by considering 
the above; 	this theme is developed in appendix D where the following 
relation is derived: 
r 
(3.27) 
2 ( nj 
j=1 	J 
where: 	fj is the fraction of bubbles of size j , area A in the 
dispersion. 
fl j is the number frequency of bubbles of size j , area Aj 
detected by the probe 
is the projected area of bubbles of size class j. 
The second required precaution is slightly less obvious than the 
firsts Consider the dispersion shown in figure 3.16. Again, assume it 
is composed of two distinct bubble sizes which have characteristic rise 
velocities, one exactly twice. the other. Let the generation rate of each, 
bubble size be the same, so that an observer, at plane XXt  sees the same 
number of bubbles of each size passing him per unit time. Since the 
slower bubbles take twice the time to travel from YV to XX as the 
faster bubbles, twice as many bubbles of velocity 
U8 
 exist in the volume 
of the dispersion between the two planes XX' and YY'. However, the 
observer (or probe) at plane XX sees equal numbers of both bubbles 











FLGURE 3,16 Bubble velocity (or residence time) 
observation error. 
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Thus, the numbers of bubbles existing in the dispersion is inversely 
proportional to the velocity of bubbles counted by an observer at a point 
and, in a similar fashion to equation 3.27 above, this leads to: 
f= 	Uj 
m ( nj_) 	 M 	(3.28) 
jl 
where: 	fj is the fraction of bubbles of size j and velocity U j 	in 
the dispersion. 
flj is the number frequency bubbles of size j and velocity U 
reported by the probe. 





j=t ------  rn 
(3.29) 
In order to confirm the validity of the principles outlined above, 
a computer simulation of the probe acceptance process was developed to 
test equation (3.27). The model also considers effects such as probe 
size, probe discrimination level, size distribution type and bubble shape 
through use of random simulation of the system; in this, randomly sized 
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bubbles which are governed by a known size distribution are caused to 
rise into the simulated probe array while being randomly positioned in 
space. Using discrimination criteria which are compatible with the probe 
decision logic outlined previously, the distribution of bubble sizes 
reported by the probe is compared with the input distribution function. 
Details of the model are considered fully in appendix D wherein a number 
of the above parameters are examined. As an example of the type of 
prediction, consider figure 3.17. Here we see the effect of two probe 
sizes on a normal distribution function (P = 0. 015m, cz 0.005m) of 




It is seen that equation 3.27 applies accurately and that errors due to 
truncation can arise if the probe assembly is oversized. As is shown in 
the appendix, these conclusions apply for various size distribution 
functions and bubble shapes, leading to the conclusion that the properties 
of real random dispersions can be accurately evaluated if the precautions 
detailed above are followed. 
From the simulation study detailed in the appendix, the most suitable 
probe vertical separation distance, 	is that equal to the smallest 
bubble vertical length which we desire to include in the size distribution 
function. Also, the model indicates that the most satisfactory probe 
radius, r, is given by half the value of d. It is these considerations 
which have governed the probe dimensions used in this work, together with 
the additional requirement that computiig speed fixes the absolute minimum 
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4 	APPLICATION TO A GAS-LIQUI FROTH. 
4.1. Introduction 
It has already been pointed out in Chapter 2 that there is considerable 
doubt as to the properties of bubbles in the so called "froth" which exists 
above commercial sieve trays. Froth may be defined as a dispersion where 
discrete bubbles are formed at the tray orifice and rise through the 
continuous liquid phase encompassing a wide range of bubble sizes and 
velocities. Hitherto, bubble sizes in air-water froths on sieve trays 
have been regarded from visual and photographic evidence to be very small, 
typically less than OOlOm in diameter. However, this conclusion has led 
to an interesting problem, for bubbles of this size should become saturated 
or desaturated extremely quickly. In practice tray efficiencies are almost 
invariably significantly less than 100% and therefore it would seem that 
small bubbles, even though posessing a high interfacial area to volume 
ratio, do not contribute as significantly to the overall mass transfer 
process as do a relatively small number of much larger bubbles. 
It is for this reason that the investigation outlined herein has 
been undertaken. The relative number of small bubbles in froths have 
been carefully documented elsewhere using photographic techniques. Here, 
we are particularly interested in the large bubbles present in froths and 
their contribution to the total gas flow through the dispersion as well 
as to mass transfer. It should be emphasised that the present technique 
has been designed with this objective in mind. 
4.2. Experimental Equipment. 
The froth was produced by the passage of air through a conventional 
sieve tray with water in cross flow. The froth was supported in - a "Perspex" 
box enclosing the tray active area. A constant weir height' was used. 
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.2.1. Gas Flow System. 
The air supply to the tray was provided by a 300 c.f.m. Holmes vane 
blower, designated A on figure 4.1. The required flow was regulated by 
a bypass valve B and approximately set by reference to rotameter D which 
measured the small air flow around an orifice plate C. The total air 
flow rate through the sieve plate was measured accurately by a calibrated 
vane anemometer E, sited in a 'Perspex" flow tube H. Calibration of this 
unit was accomplished through the use of a DISA hot wire anemometer probe 
to avoid errors due to blower pulsations; details of this technique are 
given in appendix B. The gas flow rates used in the work varied in the 
-- 	-1 range 0.30 to 0.80 ms 	(1.0 to 2.6 ft s ) superficial gas velocity. 
The sieve tray C was flanged to a brass reservoir which also 
supported a 0.50 m diameter QVF gas pipe which enclosed the "'Perspex" 
box and weir previously referred to. 
.2.2. Water Flow System. 
Water cross-flow on the tray was provided by a recirculating pump 
system, shown in schematic form in figure 4,2. The storage tank A was 
connected to a centrifugal pump B with valve C and bypass valve D controlling 
the flow to the tray. The flow rate was measured by the rotameter E, 
from which the water flowed to the"Perspex" box G, through the froth and 
then over the outlet weir J to the storage tank A. The water flow was 
varied between 1.0 x 	and 2.5 x 10 	m3 s 
1 
 (13 to 33 imp.gall.min 1 ) 
and the constant weir height was set at 0.15m,(6 inches). The probe K 
was of similar design to that outlined in chapter 3 above. It was sited 
vertically in the froth and moved both vertically and horizontally using 
a support bracket mounted on the top flange of the QVF vessel F. 
Liquid 
FIGURE 4,1 Schematic diagram of the sieve tray froth.gas. flow scheme, 
(A) 
--cTo PDP/e 
FIGURE 42 Schematic diagram of the sieve tray froth liquid flow scheme. 
-s 
N) 
14.2.3 Tray Design 
Figure 4 . 3 shows the design features of the trays used in the work. 
Each consisted of aluminium alloy sheet of circlax.cros - section, 
5.4 x lO. m ( 	inch) thick and 0.48 m (19 inches) in diameter. The 
active area is shown shaded in the figure; it consisted of a rectangle 
0.239 x 0.298 m (9.4 x 11.8 inches), the area enclosed by the "Perspex" 
box. Liquid flow across the active tray area was towards the longer side 
of the rectangle. The "Perspex" box containing the dispersion was bolted 
to the tray using studs designated B on the figure. 	In all cases the 
hole spacing was in the form of an equilateral triangle with a hole at 
the centre of the rectangle. The features of each of the three trays 
used in the work are presented in table 14.1 below: 
It 	1 
Tray d h3 % Free 
Area m ins m ins 
A 0.003125 1/8 0.0125 14.5 
B 0.006250 
1/14 
0.025 1 4.8 
C 0.009375 /8 0.025 1 10.8 
The "Perspex" box which contained the dispersion is shown in 
figure 4.14. It consisted of four walls of 0.0082 m ( inch) thickness 
"Perspex" sheet, A, with a liquid supply weir box in the same material 
on one wall, B. A brass pipe, C, connected the supply weir to the liquid 
pump via a rotometer. The liquid distributor to the tray floor consisted 
of a 0.0125 rn ( inch) wide slot, D, of length 0.29 m (11 inches) at the 
base, of the supply weir B. On the opposite wall, a weir E controlled the 
E'evation 	 Ptcin 
FIGURE, 4.3 	Details of the sieve tray froth tray designs. 
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froth height. This height was held constant at 0.15 m(6 inches) for 
all the experiments presented herein. On a side wail of the box, a set 
of monoineter tapping perspex tubes of small diameter F were used to 
measure the liquid density of the froth at known axial positions; the 
technique is discussed in full in appendix C. 
4.3. Data Processing. 
4.3.1 Probe Signal Conditions. 
The data processing problem which exists in a froth may be illustrated 
by considering the output from the multichannel probe. An experimental 
pulse sequence for each channel of the probe while it is immersed in a 
typical froth is shown in figure 4.5. The diagram shows the variation 
of output voltage with time simultaneously on all probe channels for a 
total time period of 0.1 sec. The channel numbers on the ordirlates refer 
to the probe channel numbers in figure 3,2, and the output shown is 
similar in form to that observed and discussed earlier for a single bubble 
(section 3.4.3.). It is immediately clear that the probe output is now 
extremely distorted by noise compared with the single bubble case. This 
is caused by the high turbulence level in the froth and the high fraction 
of off-centre bubble-to-probe encounters. 
It is important to consider the first thirty milliseconds of the 
time span in the figure, for herein lies the crux of the data processing 
problem. Direct acceptance of all the signals in this region would lead 
to meaningless results, since the cross correlation between channel one 
and the other channels is extremely weak. However, consider the long 
duration pulse which commences approximately thirty milliseconds after 
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FIGURE. '--.5 Typical real probe pulse sequence in the sieve 
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probe and the correct logical pulse sequence has occurred in that the 
delay and pulse duration times between channel one and the other channels 
are well defined. Further processing may therefore yield a successful 
hit for this pulse, thus extracting it from the mass of unpromising data. 
It is this sampling and rejection process which provides the basis of the 
data processing technique. 
4.3.2 Fundamental Probe Output. 
The data reported by the probe directly from the on-line computer 
are the bubble velocities and the central bubble axis lengths of many 
randomly sampled individual bubbles . Figure 14.6 shows typical results 
for a sieve tray froth. 
An important point to note is that the probe does not report any 
central length less than its vertical separation distance (in this case 
d = 0.00357 m). This is a legacy of the data processing logic whereby 
the entire probe must be surrounded by a bubble for a hit to be successful 
in terms of the system logic. 
The velocity of an individual bubble in the dispersion is not 
uniquely related to its size, but is a stochastic quantity with a large 
standard deviation from the mean. Indeed, examination of the figure 
reveals that the smallest bubble often travels at transient velocities 
which are as great as the largest bubble in the dispersion. This trend 
is to be expected in.a turbulent dispersion where bubbles are in close 
proximity and hence have high rates of mutual interaction. However, it. 
should be noted that there is a lower limit of velocity for a particular 
size of bubble. We cannot deduce a great deal from this fact, as bubble 
velocity is related significantly to its shape (15). However the lower 
limit is expected to be the freely rising velocity as indicated by the 









iGURE 46 Typical variation of bubble rise velocity with central bubble axis iecith 
for individual bubbles in a sieve tray froth. 
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Davies-Taylor type of analysis for spherical cap bubbles. 
It is important to observe in figure 46 that in addition to the-
small bubbles previously found to be present in froths, there are a 
number of very large bubbles which travel at high velocity. Through 
interaction, these bubbles give the small bubbles a much larger velocity 
than they would otherwise have in isolated free rise. Hitherto, thdse 
large bubbles have been postulated (90) and photographed (94) but not 
actually measured. 
4.3.3 Bubble Shapes. 
The-very small bubbles detected by the probe in the dispersion 
do not strike the outer contact and their exact shape cannot be measured 
by the probe. However, it is generally agreed that small bubbles in 
froths are spherical or slightly oblate in shape (60):• (74) (75) (86) 
(87) (92) (94) and a spherical shape has here been assigned to these 
bubbles during data processing. 
However, larger bubbles cause the outer contact to pulse in the 
correct sequence and their shapes can therefore be measured, albiet 
approximately. The shape fitting process is outlined in appendix E 
and the latent errors in the process are discussed therein. Bearing 
this in mind, it is extremely interesting to consider some of the unusual 
bubble shapes detected by the probe. The long central pierced lengths 
associated with enhanced bubble velocities, as are shown in figure 4.6, 
are almost invariably associated with long thin bubbles which can be fitted 
to either prolate ellipsoid or paraboloid shape. Typical, individual 
results, with the rise velocity reported by the probe, are shown in 
figure 4.7. 
4 \ 	rd 
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FIGURE 14•7 Typical bubble shapes in sieve tray froths, 
as detected by the probe logic. 
(size to scale) 
14.1 
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Clearly, these shapes are unlike those reported for single bubbles, 
although Grace and Harrison (15) detected a change in velocity when a 
stablising couple in the form of a rod was placed on the bubble axis. Further. 
careful examination of photographs of sieve tray froths reveals that 
bubbles of these shapes do exist. For example, Calderbank and Rennie (74) 
and Rennie and Smith (75) both produced photographs of froth dispersions 
in which long, thin bubbles could be seen. Indeed, it was postulated 
that the existnce of these bubbles was a consequence of wake interaction. 
which often led to either coalescence or dispersion (75). These shapes 
have also been photographed by Prince et al. (132) (133) and Ashley and 
Hasselden (74). Porter et al. (92) decided that the bubbles were 
"cylinders of gas" amongst the small bubble mass in the froth. 
It is not immediately clear why these bubbles should exist, but a 
possible explanation is that they are formed in bubble wakes as in the 
case of the in-line wake coalescence (52). The interesting feature of 
these bubbles is that they exist at quite large distances from the tray 
floor up into the body of the dispersion, a fact which leads to the 
proposition that bubble coalescence and dispersion occur at. all levels 
in the froth. 	 / 
Prediction of the rise velocity of these bubbles is an extremely 
difficult problem, mainly because the theories so far developed deal only 
with steady-state flow (11) (12). Rippin and Davidson (12) solved the 
steady state problem for freely rising bubbles using a numerical technique 
and successive perturbations of the bubble shape to solve both the stream 
function and the Bernoulli equation at the bubble surface. The authors 
concluded that there was every indication that the equation solutions did 
not converge for large values of vertical bubble length and Davidson (197) 
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has indicated that a steady-state solution could not exist for a bubble 
of the long thin shape shown in figure 14.7. The unusual shapes detected 
by the probe could thus be due to bubble interaction or to unsteady 
state flow. 
14.3. 14 Derived Probe Output Data. 
The data reported by the probe logic sequence after a successful 
hit are the bubble velocity, central pierced length, distance to the 
bubble interface at the outer contact and the pierced length at the outer 
contact. These parameters have to be processed further in order to yield 
significant overall results for the froth dispersion. 
From the above reported lengths, a logical selection of five bubble 
shapes was made: viz, sphere, oblate spheroid, prolate spheroid, spherical 
cap and paraboloid. The selection process was undertaken by an off-line 
software package written in IMP language and processed by an ICL 4/75 
digital computer. Data interfacing between the two machines (ie. the 
PDP/8e and /75) was accomplished by standard ASC III parity code punched 
paper tape, where the bubble parameters were punched in a coded decimal 
format reflecting the binary time values in the PDP/8e memory. 
The selection of a particular bubble shape was, in some marginal 
cases, rather arbitrary. As has been mentioned previously, a whole array 
of probe contacts are required for completely accurate shape determination. 
Unfortunately, computer speed made this impossible (see appendix A) so 
there is some residual error in the shape determination process. However, 
these effects are considered fully in appendix E, together with the 
selection and computation methods. The influence of bubble shape on the 
Edinburgh. University Computer Centre, IMProved Atlas Autocode. 
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final result is also considered in appendix E, wherein it is shown that 
bubble shape has a comparatively minor effect on the final bubble size and 
interfacial area parameters ,and that the probe selected shapes are very 
satisfactory in predicting the gas flow rate through the dispersion from 
the bubble volumes and velocities. 
Having selected the appropriate bubble shape the package calculates 
bubble volume, surface area and mass transfer parameters from the geometric 
and rise velocity properties of the bubbles. The mean parameters for a 
particular froth are then computed from the sample of bubbles collected: 
normally this •consisted of 1000 bubbles which took approximately 3-4 hours 
to collect. Full traverses of particufár froths were made,-with most 
emphasis on the vertical traverse away from the tray floor at the centre of 
the froth. Description of any particular steady state froth therefore took 
approximately 24 hours of real time computation.. 
4.4. FROTH PROPERTIES. 
4.4.1 Bubble Velocity. 
Although the velocity of any individual bubble in the dispersion 
cannot be predicted with any certainty, and first examination of plots such 
as figure 4.6 lead one to suppose that velocity and size are unrelated, 
the mean velocity of a sample of many bubbles of a given size is a reproducible 
quantity which is related to the bubble size.. 
To demonstrate thisconsider figure 4.8, which shows the change 
in mean bubble velocity with bubble central length for various levels above 
the tray floor. Note that each point is subject to the large standard 
deviation apparent in figure 4.6. 
All results for tray type, gas and liquid flows, 	position -,etc. may 
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FIGURE 4.8 Variation of mean bubble velocity with.central 
bubble axis length and vertical level above the 
tray for a sieve tray froth. 
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FIGURE 4,9 Variation of mean bubble velocity with central 
bubble axis length and vertical level above the 
tray. Gas rate increased with respect to figure .8. 
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Variation of mean bubble velocity with 
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Variation of mean bubble velocity with 
bubble. central axis length and vertical 
level above tray. Gas rate decreased with 
respect to figure 
14.8 
The variation of mean bubble velocity with size for a given position 
is clearly evident in the figure. Further, the bubble velocities are 
noticeably in excess of those which obtain for isolated bubbles in free rise. 
It is also interesting to note that there are considerable changes in the 
velocity relationships as the probe is traversed away from the tray floor. 
In general, there is a pronounced decrease in velocity as the gas travels 
towards the upper reaches of the froth. Figures 149  and 14.10 show similar 
plots for tray superficial gas velocities of 0.69 ms -1 and 0.30 ms 1 ; here 
there are slight, increases in velocity at any axial position caused by the. 
gas rate increase. However, we note that this effect is not so pronounced 
as the changes which occur with axial position for constant gas flow. As 
will be seen below, these observations are explicable in terms of the local 
liquid content of the dispersion, since the bubble velocity decreases with 
level above the tray during decceleration and coalescence and the change in 
velocity produces a corresponding change in the gas content of the froth. 
Figure 14.10 also shows the variation of bubble velocity with 
horizontal position for a given vertical position in the dispersion. Apart 
from the usual experimental deviation, there is no difference in the velocity 
-size relationships for differing horizontal positions. This indicates that 
even quite close to the tray floor the dispersion in uniform, at least in 
the long time span required for sampling. This effect continues across the 
major part of the froth at all horizontal levels, indicating the insignificance 
of any wall effect. 
4.14.2 Bubble Size Distribution Functions. 
The most convenient bubble size parameter in formulating a size 
distribution is the equivalent spherical diameter, defined as the diameter 
of a sphere with the same volume as the bubble. This is a derived -'Parameter 
and is thus subject to the discussion in Appendix E. Note also that the 
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bubble size distributions are subject to the discussion in Section 3.5 and 
Appendix D. 
Past photographic work (86) (871 with air-water froths on sieve-
trays indicated that extremely skewed distributions of bubble diameter could 
be expected, with the peak in-the distribution in the range 0.002 to 0.005 m. 
However, as discussed previously, a fundamental property of our system is 
the fact that the probe can not measure bubbles below a particular size, 
typically 0.004 m. It is therefore acknowledged that the distributions 
measured here are truncated so that very small bubbles are not included. 
A typical result for a froth dispersion is shown in figure 4.11, 
with the number fraction of bubbles shown in histogram form against the 
equivalent spherical diameter. Note that the distribution has been obtained 
through application of equation 3.29 and thus represents the number fraction 
of bubbles in the whole dispersion. 
Examination of the distribution reveals a large deviation from the 
mean and high degree of skewness 	Also,, the effect of truncation of the 
two smallest size class intervals is clearly seen. It is important to note 
that there isinvariably a smooth progression to large bubble sizes and that 
the maximum bubble size measured is large compared with the maximum previously 
detected by photography. In view of the type of distribution measured, we 
are forced to disagree with Ashley and Hasselden (914) who represented a 
froth in terms of only two discrete bubble sizes. 
The formulation of an analytical expression to describe the size 
distribution funôtiori presents an interesting problem. For example,' 
consider the photographically determined distributions of Rodionov and 
Radikovski (86). These authors plotted their results on log-normal 
probability paper and concluded that the distribution function obeyed a 
0.60 
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FIGURE 411 Typical bubble size distribution reported 
by the probe, where bubble number fraction 
in the volume of the froth is plotted against 
bubble equivalent spherical diameter. 
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log-normal law of the form: 
1 	 I (do) 	 exp. 	- ( tfl de —c( I 	 (4.1) 
2 , 3 2 
 
where: 	 ** 
= 	In de) 
2 	 *3I  





However, Rowe (198) found that bubble size distribution functions 
in a two dimensional fluidised bed were better described by a gamma function 
distribution of the form (201): 
p ( x 	
0(±1 	IQ 
) = 	 e 
t 1 X 	o 
(4.3) 
where: 




c31X are the mean and variance of the variable 
• and 	 is the gamma function of ((+i) 
Rowe.'s variable )< was, in all cases )the bubble volume.. 
where: 	(in de ) expected value of (In d e ) 
Var..(ln de) = variance of (In d e ) 	• 
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Figure 4.12 shows the data of Rodionov and Radikovski together 
with the two fitted analytical distributions with the same mean and variance 
as the original. Clearly, the gamma function analytical distribution gives 
a better fit to the experimental data than does the log normal distribution 
which shows a serious overestimation of the large bubble size fraction in the 
distribution. This is of great interest, because the author's data fall 
on a straight line on logarithmic - normal probability coordinates and it 
was this fact which led Riodonov and Radikovski to conclude that the 
distribution was in fact log-normal. The graphical test is therefbre not 
particularly good in this application. 
For the distribution measured in this work there is a truncation 
of small bubbles from the data, so we define a new variable; 
ci 	d ee d e  
where: 
de . min is the bubble size class immediately below the smallest 
the probe can measure. 
Substitution of equation (4,5) in equation (4.3) leads to; 
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FIGURE Lk 12. Comparison of analytical bubble size distribution functions with 




Figures 4.1.3 and 4.14 show the fit of the gamma function distribution to 
typical measured size distributions, where the analytical distributions 
are given by equations (4.6) and (4.7). The fits are reasonable, 
particularly in the important region for de >O.OlSrn . The significance 
of truncation is clearly seen ; the probe has obviously only measured 
the"tail" of the extremely skewed distribution. 
It is important to compare the probe output with a photographically 
determined size distribution function in order to have confidence in the 
former. Unfortunately, the work of Rodinov and Radikovski (86) involved 
truncation at the large end of the distribution so that the bubbles with 
de > 0.01 m were deleted. Mahajan's (87) distributions were slightly 
better in this respect so we will examine a typical distribution from his 
work. 
Figure 4.15 shows the comparison between the probe reported 
r-function size distribution of figure 4.14 and the data of Mahajan. 
Two separate size distributions from the author are shown: viz, the 
originally reported distribution and the distribution truncated on the same 
basis as the probe. It can be seen that the probe and photographic 
distributions are of the same general type, with a pronounced skewness 
towards the small bubble size. The distributions are remarkably similar., 
particularly when based on the same truncation criterion. However, the 
important small fraction of bubbles where de > 0.02 m are missing in the 
photographic data due no doubt to the difficulty of their observation by 
photography through the column walls. 
If one considers the range of experimental bubble sizes presented 
here, there is a factor of five hundred times difference between' the minimum 
and maximum bubble volumes in the dispersion. Under these conditions, a 
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FIGURE 4.13 Typical comparison between experimental 
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FIGURE 4.14 Typical comparison between experimental 
and gamma-function bubble size distributions. 
for a sieve tray froth. 
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velocity is obviously invalid. This point will be developed further below 
during the discussion of predicted mass transfer parameters. 
44.3 Gas Flow and Froth Density. 
The calculation of mean properties of the froth dispersion from 
velocity and size distribution data is important, as. experimentally measured 
quantities can then be checked 'againt the mean reported parameter. This 
is particularly true of the gas flow rate and point liquid density of the 
froth, both of which can be independently measured. 
The liquid density of each froth was measured as a function of 
axial position by using a clear liquid height technique (outlined in appendix 
C); typical results for a particular tray are shown in figure 4.16 where 
froth density is plotted against axial position in the froth. The profiles 
are similar in shape to those obtained by more accurate methods. (Eg. 
y-ray transmission (199)) in that the liquid content of the dispersion 
rapidly decreases from a high value near the tray floor to a relatively 
constant value in the centre and, finally a low value near the top of the 
froth. Also, agreement between the measured overall holdup and the value 
integrated from the profile is excellent. 




where 	 Vs = superficial gas velocity 
U  = mean dispersion bubble velocity 
E g = gas content of dispersion 
Extension of his analysis to a size distribution of bubbles (appendix F) 
yields: 	 / 
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FIGURE 416 Variation of froth density with vertical 
level above tray floor for a particular 
tray condition. 
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where 	Tr - 
	
t. f,j 	 (4 .10) 
and 	 EL =liquid content of the froth 
t  = mean gas residence time 
tr = residence time of fraction fv of gas volume. 
Calculating the residence times from the bubble velocity and size 
distributions and plotting the calculated froth density (Equation. 4.8) 
together with the data of figure 4.16, leads to figure 4.17. 
Clearly, agreement between the independent observation and the 
calculated value is excellent, consiering all the possible sources of 
error and despite the size distribution truncation. This is encouraging, 
since it points towards the conclusion that small bubbles do not transport 
an appreciable quantity of gas through the dispersion. Figure 4.17 also 
helps to explain the already observed condition that increase in gas rate 
produces but little increase in bubble velocity. Examination of the 
figure reveals that the gas content of the dispersion increases with 
gas rate at any vertical level in the froth and, in the light of equation 
4.9, the gas residence time remains approximately constant. The increase 
in gas rate therefore increases the number of bubbles and (slightly) their 
sizeiithout changing velocity greatly, at least within the range of gas 
rates examined here. 
An alternative method of froth density computation from bubble 
parameters is available-through measurement of the probe pulsing frequency. 
This method, together with the method of measurement of the frequency, 
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FIGURE 4.17 Comparison of probe predicted froth density 
using bubble residence times and the experimental 








' 	iz the pulsing frequency 
where: 	V  is the mean bubble volume for bubbles with 
projected area A  -- 
f k  is the number fraction of bubbles with projected area 
Ak detected by the probe 
is the mean bubble velocity of bubbles with projected 
area Ak. 
Figure 4,18 shows data for a different tray condition with equation(.11) 
and the measured pulsing frequency used to predict the froth density. 
Again, there is an equally satisfactory prediction of the profile. This 
is particularly encouraging on two counts. Firstly, equation(4.11)relies 
exclusively on the measured bubble shape, size and velocity and the 
bubble relative number abundance and it is very sensitive' to errors in 
any of these. Secondly, the pulsing frequency varies in the opposite 
sense to gas holdup and the bubble parameters must. therefore. change.with. 
vertical level in exactly the correct way to predict the increase in 
gas density. 
Figure 4.19 shows the predicted froth density plotted against 
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FIGURE 4.18 Comparison of probe predicted froth density 
using bubble parameters and pulse frequency. 
Different tray condition to figures 4.16 and 4.17. 
-1( / 
't I O 
1.0 
o eq. 4.9 
0 eq. 4.11 	 / 
E g 1E 
000 0 



















LIL 	•-• 	•-•• 	 •• • 
0 0.2 0.4 0.6 	0.8 	1.0 
g (experiment) 
FIGURE 4.19 Overall comparison of probe predicted froth 
density with experimentally determined values. 
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equations.8 and 4.11. For most cases and both methods the probe predicts 
the measured density to within ± 15%, a remarkable accomplishment when 
the measurement errors in all the variables are taken into account. 
Equation 4.8 is itself a prediction of gas flow rate since it can 
be solved for a given experimental froth density; prediction of froth 
density under these conditions is equivalent to prediction of gas flow. 
However, an independent measure of the gas flow rate per unit flow area 
is available from the experimentally determined probe pulsing frequency. 
This is discussed in Appendix F where derivation yields: 
V  = 	 U 	k Vk 	
(4.12) 
UkfkAk 
Figure 4.20 shows the experimentally measured value of superficial gas 
velocity plotted against that computed from Equation 4.12, where the 
predicted value is the mean over each froth height. Again, agreement 
between the probe predicted result and the experimental is good, 
considerin g all the factors which have already been noted. 
4.4.4 Sauter Mean Bubble Diameters 
The Sauter mean bubble diameter is defined as the diameter of a 
sphere which has the same interfacial area per unit volume as the dispersion. 
As such, it is a useful derived parameter and it. had been used in previous 
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The mean diameter here was calculated from the probe output data: 
1I 0Sj 
A  = 	n  
/ 
1=1 
where 	Us i is the geometric surface area of bubble i 
Vb is the volume of bubble i 
fl 	is the total number of bubbles collected 
rn 1 is the relative number abundance of bubble i in 
the dispersion (Equation (3.29)) 
A 	is the point surface area per unit gas volume 
of the dispersion. 
and 	 6 
d 	= 	- 	 (4.14) S  
where d 	is the Sauter mean diameter. 
Sm 
Typical variations of the Sauter diameter with vertical position 
above the tray floor are shown in figure 4.21. The diameters reported 
lie between 0.01 m and 0,02 m, values which are greater than twice the 
corresponding figures reported previously using photography. For example, 
Calderbank et al. (81) (84) reported a Sauter mean diameter of about 
0.005 m and Porter et al. (92) used this diameter in amass transfer 
model of a froth. The difference in magnitude detected here is due to 
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FIGURE 421 Variation of Sauter mean diameter with vertical 
level above the tray for a sieve tray froth condition. 
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eauivalent spherical diameter by the probe deletes many small bubbles 
which have a high interfacial area per unit volume. However,, as is 
shown in Appendix G, this effect is very small since these small bubbles 
have small in.terfacial areas and volumes and therefore do not contribute 
greatly to the summation of either. The second effect is of more 
fundamental importance and is associated with the small number of' large 
bubbles present in the dispersion. 
As is shown in appendix G, truncation of the distribution at the 
large bubble end (eg. de > 0.015 m) drastically changes the value of 
interfacial area per unit gas volume and hence the Sauter mean diameter. 
It is the deletion of these bubbles from the photographic data which 
leads to the relatively small diameters which have hitherto been reported 
by photography. 
The form of the relationship presented in figure +.21 is revealing. 
In all cases, there is a decrease and subsequent increase in Sauter mean 
diameter with height above the tray floor. This suggests that bubbles 
are relatively large when generated, they then decrease in size by some 
dispersion process, and then increase In size under the influence of .a 
coalescence process as they travel upwards through the froth. The fact 
that bubble sizes are quite large when generated at an orifice is well 
documented (69) (92) and Rennie and Smith (75) concluded that bubble 
collisions leading to decrease in size occured above single orifices. 
Similarly, Prince et al. (133) (134) defined several regimes of bubble 
interaction leading to dispersion above the hole. In addition, Teller 
and Rood (128) provided photographic evidence that bubble coalescence 
occurred in the upper levels of sieve tray froths and Riodonov and, 
Radikovski (86) detected a similar size increase. 	 - 
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The increase in Sauter mean diameter with level in the froth is 
due to a change in the size distribution function. As is shown in figure 
4.22, this change is manifested in a greater variance in the distribution 
with vertical level, resulting in an additional small fraction of large 
bubbles in the distribution near the top of the froth. 
Returning to figure 4.21, we note that increase in superficial 
gas velocity often produces an increase in Sauter mean diameter throughout 
the dispersion and that this is superimposed on the trend discussed, 
above. Using photography, Calderbank et al. (81) (84) found an approximately 
constant diameter while Liebson et al. (60)' found a slight inverse 
relationship between diameter and the orifice Reynolds number. This is 
significant, since the tray designs used here have a wide range of Re 
and, furthermore, there is significant variation in the magnitude of d 
S 
with tray design, as is shown in figure 4.23. 
It is well known that an increase in gas rate produces an increase 
in bubble size for a given orifice. One might therefore propose that 
the orifice Reynolds number, which is a measure of the orifice fluid 
turbulence, is associated with the decrease in bubble size in the 
dispersion process above the orifice. We have no experimental measure 
of the bubble generation size from the trays used in this work but, to 
a first approximation, it may be assumed that the flow rate through the 
orifice is constant and that the bubble formation theory of Davidson 
et al. (61) (62) applies, 
where: 	 6/5 -3/s 
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Figure 	.24(a) Variation of average Sauter mean diameter 
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FIGURE 4.24(b) Variation of fractional size reduction 
parameter with orifice Reynolds number. 
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We then compute a fractional size reduction parameter as: 
	
sr 	d g 	dS m l mm 	 (4.19) 
d g 
where: 	dg is the theoretical generation size 
and: 	d 	is the minimum Sauter mean diameter Sm for a given froth axial traverse. 
mm 
Figure 4.24(b) shows this parameter plotted against orifice Reynolds 
number for all the trays used in the work. 
Notwithstanding the considerable scatter in the correlation, the 
size reduction process above the orifice is clearly associated with the 
level of turbulence at the orifice. Furthermore, the bubble size above 
the orifice is not simply an inverse function of Reynolds number, as 
proposed by Libsonet al. (60), but, in addition, a direct function of. 
generation size. These two effects sometimes interact to give apparently 
conflicting results, as is shown in figure 4.24(a). The process of 
dispersion above an orifice is therefore a complex problem worthy of 
further experimental attention. 
44.5 Gas-Liauid Interfacial Area. 
The interfacial area available for mass transfer in the froth 
dispersion is an important variable and there are many published results 
which use different methods of measurement. Calculation of the area from 
the probe data is therefore of some interest. We note that there are 
two generally reported interfacial areas: interfacial area per unit gas 
volume and interfacial area per unit froth volume. 
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The interfacial area per unit gas volume was calculated here directly 
from the bubble properties as a mean value using equation (.4.13) in the 
last section. Figure 4.25 shows the variation of the parameter (A9) with 
axial position and gas rate for a typical tray condition. The relationships 
inversely reflect the mean bubble sizes outlined earlier namely that the 
interfacial area first increases with axial position away from the tray 
floor during bubble size diminution and then decreases as coalescence 
occurs in the upper levels of the froth. Additionally, there is a very 
slight decrease in the area with increase in gas rate, although this point 
should be read in terms of the orifice Reynolds number influence on Sauter 
mean diameter discussed above. 
Also shown in figure 2.25 is the more usually reported interfacial 
area per unit froth volume (A). This variable is defined at any point 




is the gas content fraction of the dispersion. 
The variation of this parameter with vertical position. is marked, with 
the higher liquid content near the tray floor leading to lower A0 values. 
However, the increase in gas content of the dispersion with height causes 
a corresponding increase in the parameter. Also, the increase in gas 
content of the dispersion causes a pronounced. increase in the parameter 
at all axial positions with increasing gas rate. 
As we shall see, the absolute magnitudes of the interfacial areas 
reported by the probe are in excellent agreement with those obtained by 
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FIGURE 	.25 Typical variation of interfacial area per unit 
bubble volume and interfacial area per unit 
froth volume with vertical level above tray. 
For example, Calderbank et al. (84) found from photography that 
the area Ao was constant and around 800 m- 
1  whilst the chemical method 
invariably produces areas within the range 100 to 400 m (119). The 
discrepancy in the photographic data is presumably due to the failure of 
photography to clearly detect large bubbles; the influence of small. 
bubbles on the mass transfer is consequently overemphasised. 
4.4.6 Theoretical Liquid Phase 
Mass Transfer Coefficient 
The computation of a theoretical mass transfer coefficient from 
the bubble parameters reported here is important, as liquid phase mass 
transfer efficiencies follow directly. Surface renewal models such as 
that of Danckwerts (101) are encumbered by complex problems associated 
with evaluation of the liquid element surface renewal rate. The Higbie 
- -. 	(10) coefficient is less rigorous, but is easy far use and pplicable 
to bubble dispersions It also has the added advantage that it is 
independent of bubble shape. Hence: 
kLh = 	_____ 	 (4.17)LC 
TT L C 
where 
k 	
is the Higbie mass transfer coefficient and D is the molecular 
h 
diffusion coefficient of the gas in the liquid. We consider below the 
case of oxygen desportion from water since it has been extensively studied 
experimentally.(202). For this case, D = 2 x 10 	cm2 s 	at 20
0 
 C. 
In order to calculate the mass transfer parameters, we assume that the 
concentration driving force in the liquid is constant, with the mass 








?1 kLh 	 (4.18) 
:i (m 1  Vb i  
i=1 
and 	r<L 	= (k Lh Ag) 
(4.19) 
A  
Figure 4.26 shows variation of the parameter with axial position and 
gas rate for a typical tray condition. 
The absolute magnitude of the coefficients (about 	0.00035 	ms1) 
is approximately that associated with large freely rising bubbles (200). 
The trend of an increaseand then decrease in the coefficient with vertical 
level is associated with both size and velocity changes but it is noticeable 
that the profile reflects inversely the relationship found for Sauter 
diameter. 
4L4.7 Liquid Phase Mass Transfer Product. 
The product of mass transfer coefficient and interfacial area which 
is most often reported is that given by: 
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FIGURE 4.26 Typical variation of Higb.ieY liquid phase - mass transfer 
coefficient for oxygen desorption at 20 0C with vertical 
level ahove the tray. 
180 
The variation of this product with level in the froth and gas rate 
is shown in figure 4L27. 
The mass transfer product increases and subsequently decreases 
with vertical height in the froth. In this respect, it is interesting 
to note that the position of maximum mass transfer rate is the position 
we recognise as the point of maximum size reduction or dispersion. 
Furthermore, the magnitude of kL  Ao is seen to rise with increase in' 
h 
gas rate, particularly at this position. 
The absolute magnitudes of the results (around 0.10 s 1 ) are of 
the same order as those reported by,-for example, Sharma and Gupta 	(119) 
and Dillon and Harris (116) using the chemical method. Extraction of the 
kLAo data from physical mass transfer measurements presents a difficult 
problem and it is better under these conditions to attempt to predict 
the overall liquid phase efficiency observed by other workers directly 
from the probe reported mass transfer product data. It is this attack 
which has been undertaken when comparing the probe results with, for 
example, the oxygen desorption data of Foss and Gerster (202) below.. 
4.4.8 Variation with Gas Rate. 
Most mass transfer data on sieve plates has been reported with gas 
flow rate as a major variable. We have seen that this variable does not 
affect the point values of the froth properties as much as does height 
above the tray floor. However, for the purposes of comparison, it would 
be of interest to examine the mean theoretical mass transfer parameters 
reported using the probe and those experimentally measured. by others. 
In the discussion following it is assumed that the vertical section of 
froth examined (normally 0.04 to 0.14 m above the tray floor) is represent-
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FIGURE 4.27 Typical variation of mass transfer product 
(oxygen desorption at 20 C) with vertical 
level above the tray. 
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4.4.8 (a) Mean Interfacial Areas. 
Figure 4.28 shows the variation of.mean.computed interfacial area 
per unit froth volume with gas rate for an the trays examined. As has 
been discussed previously, its magnitude is very close to that reported 
by the chemical method. This point is amplified by reference to table 
.4.2 which summarises the results of other authors. Clearly, the excellent 
agreement between the chemical method and this work promotes confidence 
in the distribution of bubble sizes reported by the probe. 
The increase in the parameter with gas rate is a reflection of the 
changing number of bubbles per unit volume of the dispersion,not changing 
bubble properties. Indeed, the interfacial area per unit gas volume shows 
a slight decrease with gas rate.. These trends agree well with those 
reported by Calderbank et al. (80) (81) (84) (85), Porter et al. (120) 
and Sharma and Gupta (119). 	 - 
4.4.8 (b) Higbie Liquid Phase Mass Transfer Coefficient. 
As is shown in figure 4.29 the calculated mean theoretical Higbie 
mass transfer coefficient for oxygen desorption is effectively independent 
of gas flow rate. This is a consequence of the unvarying bubble velocities 
in the froth which we have already noted. 
The magnitude of the Higbie coefficient calculated from the probe 
output data is approximately the same as that associated with large gas 
bubbles in isolation (200). Furthermore, examination of 	table 4.3 
shows that the Higbie defined coefficient is of the same magnitude as 






















FIGURE 4.28 Variation of interfacial area per unit 
froth volume with gas rate for all trays 
examined. 
TABLE 4.2 
Experimental Interfacial Aras per Unit Froth Volume. 
Equipment Method -- Authors Ao (rn 1 ) 
Sieve Tray Photographic Calderbank et al. 	(84) 300 to 800 
Sieve Tray Chemical Pohorecki (118) about 240 
Sieve Tray Chemical Barrett (117) 230 
Sieve Tray Chemical Sharma and' -Gupta (119) 200 to 450 
Sieve Tray Chemical Dillon and-Harris (116) 270 to 400 
Bubble Cap Chemical Porter et al. 	(120) 150 
Tray 
Bubble Cap Chemical McNeil (203) about 200: 
Tray - 
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186 
TABLE L•3 	Experimental Mass Transfer Coefficients. 




Bubble Cap Chemical Porter et al. (120) 0.0004 	to 0.0005 
Bubble Cap Chemical McNeil (203) 0.00035 
Sieve Tray Chemical Pohorecki (118) 0.000825 
Sieve Tray Chemical Dillon and Harris (116) 0.0002 	to 0.0004 
Sieve Tray Chemical Sharma and Gupta (119) 0.0002 	to 0.0004 
Sieve Tray Higbie This work 0.00030 to 0.00035 
Model 
The work of Pohorecki provides the one exception to this observation and 
the reason why this should be so is not clear. Nevertheless, the weight 
of evidence tends to support the value of the Highie coefficient applied 
to the bubble properties obtained from the probe. 
4.4.8 (c) Liquid Phase Efficiency. 
The prediction of liquid phase efficiency in sieve trays presents 
a difficult problem-, not the least part of which is the definition of 
the liquid phase residence time distribution in the froth. This may be 
illustrated by considering the-relationship between the mass transfer 
product and liquid phase efficiency: 
kLAOtL 	= — In (1 EL) = NL 	(4.22) 
where t   is the liquid residence time of liquid in the froth 
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NL. is the number of liquid phase transfer units 
x l - 
E r 	h is te ii quid phase efficiency, 	EL = 
xl -  x 
X, is the inlet concentration of gas in the liquid 
is the outlet concentration of gas in the liquid 
X is the equilibrium concentration of gas in the liquid. 
The residence time, 	in this relation is usually the-calculated mean 
for the particular hydraulic conditions; an assumption of plug flow. 
However, Foss et al. (204) found that the derived value of k  Ao depended 
significantly on the liquid residence time distribution in the froth 
and, moreover, that actual liquid residence times in sieve tray froths 
were between those associated with the backmix and plug flow models. 
The authors developed a regression model to account for these effects 
but noted that the correlations were significantly in error for super-
ficial gas velocities up to 1.2 ms. 
We are thus left with the difficult problem of predicting 
efficiencies from our 	data derived from 	measured bubble 
properties, and attempting to relate these efficiencies to those measured 
by Foss and Gerster (202). In order to do this approximately, several 
assumptions concerning Foss and Gerster's work must be made. 
The residence time distribution of liquid in the froth is 
approximately described by plug flow. (The aspect ratio of the tray and 
high flow rate of liquid favour such an assumption), 
The froth examined by the authors was similar to that examined 
here, except with regard to the volume and dimensions of the froth. 
(The tray hole size and spacing were similar to tray B used here), 
The bubble parameters reported here apply to the previous 
work for a given gas rate and are independent of liquid, rate (The effect 
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of liquid rate in both cases was found to be insignificant (vide infra)). 
Having made these assumptions the residence time of liquid in the froth 
is given by: 
tL 	 L 0f 	 (4.23) 
- 
where 	QL
= liquid rate 
Zf = froth height 
a = active tray area 
Substitution of the Higbie mass transfer coefficients, interfacial areas 
and froth densities from this work and liquid rate and froth height and 
volume from Foss and Gerster (202) into the equation leads to figure 
.30. In this figure the liquid phase efficiency is shown plotted against 
gas rate for a particular liquid rate which is similar to that used in 
this work. 
The prediction of efficiency from the probe data is remarkably 
good, particularly for tray B which is similar to the tray design used. 
by Foss and Gerster: 
This work: Tray B 	Hole size = 
Hole spacing = 
Foss and Gester:. 	Hole size 	/16 11 
Hole spacing 
Clearly, the effect of liquid residence time distribution on the tray 
would modify the results to a degree and Foss et al. (204) found that 
the predicted efficiency decreased by around 5 - 10% from the plug flow 
model for the real liquid residence time distribution. We may of course 
suppose that some additional mass transfer takes place in the areas of 
phase separation not accounted for in the froth model and this may well 
24 
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FIGURE 14.30 Comparison of theoretically predicted liquid 
phase tray efficiency using bubble parameters 
from this work, and previously determined 
experimental sieve tray efficiencies. 
explain the small discrepancy between predicted and experimental results. 
	
4.4.8 (d) 	Gas Phase Efficien 
When the equilibrium concentration of, a diffusing component in the 
liquid phase is extremely- low, the rate controlling step in the mass 
transfer becomes diffusion through the, gas phase to the interface. 
Examples of this condition are achieved experimentally through the 
absorption of ammonia from air and the humidification of air. The gas 
phase diffusion situation has hitherto proved impossible to resolve 
theoretically from previously reported bubble sizes without assuming 
unlikely diffusion coefficients to explain the results. This has been 
because small bubble sizes were thought to exist exclusively. ' These 
are very efficient mass transfer units and are invariably calculated to 
be nearly saturated or desaturated after transport through the normal 
foh hi- 6'g 	mloyed';Y". 	 :.-•' 
The problem has been considered by Geddes (93) and Calderbank 
(205) who assumed that the dispersed phase could be considered to be an 
assembly of equivalent spheres of diameter equal to the Sauter mean 
value. For the, stagnant fluid case, a material balance across a shell 
of thickness, 6 r , at radial position, r, gave 
Dg  r 2c 
Lr2 
+2- c1 
r 6r] (4.24) 
where 	C = concentration of diffusing solute at radial position 
molecular diffusivity of solute in gas phase 
and 	t = time. 
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A solution to this equation in terms of the integral mean solute 
concentration in the sphere as a function of time, assuming a constant 




where E  = the fractional approach to equilibrium 
t = total time for mass transfer 
R = sphere radius 
This equation is a converging infinite Fourier series which could 
be represented by: 




RI  j 	L 	. 
The stagnant sphere is an incomplete model since internal fluid 
circulation in bubbles is an important contributor to mass transfer. 
Calderbank and Korchinski (206) examined the eigenvalue solution of a 
model by Krong and Brink (207) which included internal circulation and 
concluded that internal circulation could be accurately accounted for 
by using an effective diffusion coefficient 2.25 times the molecular 
value in equation 4.26. 	 . 
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Thus, we see that for a fixed diffusion coefficient the important 
parameters in the solution of equation (4.26) are the bubble radius (R) 
and the bubble residence time in the froth (t).. Both these parameters 
are available from the probe data provided we assume that the dispersed 
bubbles are spheres and there is a distribution of sphere sizes. It is 
important to note that the equation describes the fractional approach 
to equilibrium for a given bubble size in the dispersion and for the 
overall efficiency the individual bubble efficiencies must be averaged 
on a volume basis. We therefore define an additional parameter, f, as 
the fraction of gas volume in the froth occupied by bubbles of a given 
size, R. This produces a new relation for overall efficiency from the 
distribution of bubble sizes; 
M 
E g =1 —6 
JT . k1 
+Lexp [_4Dgtk ± 
4 R kZ j9 




The fractionf is an interesting parameter to consider, as it 
Vk 
lies at the heart of the prediction problem. Recalling that the size 
distributions presented in section 4.4.2 had a five hundred fold variation 
in bubble volume from the smallest to the largest bubble, it isobvious 
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that the relatively small number fraction of large bubbles in the 
distribution have a large fraction of the total gas volume associated 
with them. This is illustrated in figure 4.3,  which shows the parameter 
as a function of bubble size for a typical tray condition. Clearly, 
the large bubbles (viz, those larger than de = 0.015 ml occupy half of 
the gas volume, even though they amount to less than ten percent of the 
total bubble number fraction. 
Application of equation 4.25 assuming spherical bubbles and using 
the probe reported r-function distributions to evaluate f
v  leads to 
k 
figure 4.31. This figure shows the gas phase efficiency computed for all 
three trays using both the stagnant diffusion and internal circulation 
models applied to the absorption of ammonia in air where (90): 
0g = 0.2 cm  s 
Also shown is the recommended AIChE design (91)correlation: 
In (1-E) =0.77+0.116W_0290F +0.0217L 
(4.2) 
S c 	gas phase Schmidt nurnber 
W weir height, in 
Ffactor, ft s 	C ft 3 ) 
liquid rate, gall. min 1 ft 
Immediately, it is clear that the use of the size distribution 
function iji..the model .has, a pronounced effect on the reported gas phase 
efficiency. Indeed, assuming that the dispersion consists of equisized 
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FIGURE L• 31 Trpica1 bubble size distribution reported by the 
probe for a sieve tray froth, showing the gam ma 
function bubble number fraction distribution and 
the distribution of gas volume with bubble size. 
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produces the incorrect result that the froth is an almost 100% efficient 
contactor. However, inclusion of the small number fraction of large 
bubbles drops the efficiency to levels close, to those measured 
experimentally. 
The use of a molecular diffusion coefficient (viz, the stagnant 
spheres model) underestimates the AIChE correlation uniformly over the 
range of gas rate used. As this is an incomplete analysis of the system, 
we turn to the internal circulation model of Calderbank and Korchinski 
(206). Their modification of the relationships for this effect produces 
a slight elevation of the efficiencies to the range 82 - 90%, values 
which are remarkably close to the AIChE tray design correlation. 
The effect of deletion of both large and small bubbles from the 
size distribution function is 	analysed in detail in appendix G 
for a typical froth r-function size distribution. Both gas-liquid 
interfacial area and gas-phase sieve tray efficiency-.are considered 
therein and the importance of the results is emphasised in the table 
below. This shows the predicted gas-liquid interfacial area per unit 
gas volume (Ag) and gas phase efficiency (Eg) for bubble size truncation 
 -- below d 	0.00.-m.'(associated with -the -probe technique)--and above  
de = 0.016 rn (associated with photographic techniques) for the particular 
r-function distribution example. The reader is referred to appendix G 
for full details. 
Truncation (size, m) Ag (m 1 ) Eg (%) 
None 355 76.00 
Probe 	(<0.001 	m) 347 75.89 
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FIGURE 4.32 Prediction of gas phase efficiency for ammonia 
absorption from air ,  showing variation with 
tray design and internal circulation model. 
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Clearly, truncation of the very small bubbles from the size distribution 
does not significantly affect overall theoretical mass transfer parameters. 
However, the large error associated with removal of the small number 
of large bubbles (less than 8%) from the distribution is obvious. 
The results presented above and in the figures are of great 
importance, since the computation of efficiency from bubble parameters 
has hitherto only been accomplished 'by. assuming diffusivity values less 
than molecular. This problem has obviously followed as a consequence 
of using the mean bubble size in the froth models and a lack of 
appreciation of the existence and fundamental importance of large 
bubbles in the dispersion. Moreover, our original thesis that the 
relatively few large bubbles are very important in determining the mass 
transfer properties of sieve trays has been justified and the design 
of the probe with this in mind has been vindicated. 
4.4.9 Variation with Liquid Rate. 
It has been shown (202) that liquid rate has a pronounced effect 
on the liquid phase efficiency of sieve trays in that the efficiency 
decreases rapidly with an increase in liquid rate. This phenomenon could 
be due to two effects, perhaps in combination. These are a decrease in the 
liquid phase residence time, or a fundamental change in the bubble velOClEy 
and size parameters in the froth. In order to perceive the influence of the 
latter effect, the, liquid rate was changed on a particular tray at a constant 
gas rate-We have seenthat a variable which indicates the velocity of rise 
of the bubbles in the dispersion is the local froth density. Figure 4.32 
shows the influence of liquid rate on this variable for the tray examined. 
Examination of the figure reveals that there is a slight increase in froth 
density near the tray floor with increase in liquid rate, although overall 
the effect is rather small. However, it manifests itself in a slight 
increase in bubble velocity at these positions and at high liquid rates, 
as is shown in figure 4.33. These results .are of course only minimal; 
in fact the overall mass transfer parameters are little affected by liquid 
rate, as is shown below: 
Tray 	B. 
V 	0.49 ms -1 
S 
QL(m3 s) d 	(m) Ao(m1) k 	(m1) 
kL Ao(s) 
h' h 
1.0 	< lo 1.33 270 0.00036 0.100 
1.65 x 1O 3 1.35 250 0.00036 0.095 
2.30 x 10 1.30 242 0.00039 0.095 
The implication from the above table is that the bubble size 
Tray B 
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FIGURE 434 Variation of bubble velocity with central 
bubble axis length and liquid rate at one 
vertical level above tray. 
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distribution is also little affected by the liquid rate, since the mean 
Sauer diameters above are anproximately equal. This is demonstrated in 
figure 4. 34 which shows variation of Sauter mean diameter with axial level 
in the froth and liquid rate. Clearly, the liquid flow has had very 
little effect on the bubble size reported by the probe. 
Therefore, it can be concluded that the liquid rate has a 
comparatively minor effect on bubble sizes and velocities and the observed 
experimental decrease in liquid phase efficiency may be attributed solely 
to the liquid residence time effect. This surmise is in agreement with 
the AIChE tray design manual (91 wherein liquid rate was found to have 
no noticeable effect on the reported mass transfer product, kLa, based 
in the interfacial area per unit volume of liquid holdup on the tray. 
4.4.10 Effect of Tray Design 
As has been noted, the design of the contacting tray has a small 
effect on the bubble sizes existing in the froth. It is apparent that the 
tray with 0.625 cm (1/4)  diameter holes and 4.8% free area produces 
slightly smaller bubbles just above their generation point at low gas 
rates, theoretically leading to more efficient contact between the phases 
under these conditions. At gas rates approaching those commonly used in 
industry (around 1 ms 1 ), there is little to choose from the point of view 
of efficient contacting between the tray designs and design considerations 
based on tray hydraulics and pressure drop would therefore be more important. 
It is interesting to note that the best tray design here ( 1 /4
ti
diameter 
holes on a 1" A pitch) is very close to that recommended in design manuals 
(208) (/i& diameter holes on 3/4" pitch) from long experience in the 
use of sieve trays 
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4L11 Effect of Liquid Circulation 
Ashley and Haselden(94) (95) reported that vertical liquid 
circulation, promoted through the use of "V-form" baffles on sieve trays, 
increased tray efficiency appreciably. In order to test this observation, 
vertical liquid circulation was induced on tray A by raising the perspex 
box 0.625 cm from the tray floor and supporting it on all four corners 
as shown below. In this way, liquid recirculatory flow was induced between 




The box thus acted in much the same way under these conditions as Ashley 
and Haseldens baffles. 
A complete survey of the phenomenon is outside the scope of this 
work. However, it is of general interest to see whether the probe is 
sensitive enough to detect changes in tray behaviour which have been 
reported elsewhere. For the purposes of the test, one vertical position 
in the froth was chosen at one gas rate. 
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The table below gives details of the processed results: 
Tray = B 
vs 	=0.69 ms 1 
Z 	= O.l2rn 
V 
Mode of Tray A0 dSm kLh kLhAQ. 
Operation 
(m 1 ) (m) 
l ) -1 
(sec 	) 
Without Circulation 20 0.018 0.00030 0.07 
With Circulation 310 0.014 0.00034 0.10 
Liquid circulation has obviously changed the bubble size in the 
dispersion at the vertical level investigated and indeed the Sauter mean 
diameter is markedly less for the modified configuration. This produces 
a corresponding increase in froth interfacial area and hence mass transfer 
product. The increase in kLAOand  decrease in bubble size shown in the 
above table would be manifested in an overall increase in efficiency for 
this tray of around 5 to 10% and it is encouraging to note that this 
efficiency increase is of the same order as that reported by Ashley and 
Hasselden. However, much further work is required before firm conclusions 
could be drawn, including an accurate traverse of both froth density and 
bubble properties. It is therefore strongly recommended that future work 
on tray hydraulic design be undertaken with the aid of the probe, particularly 
in the area defined by the work of the above authors. 
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CHAPTER 5 
CONCLUSIONS AND RECOMMENDATIONS 
GAS-LIQUID BUBBLE SYSTEMS. 
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5.iCONCLUSIOTS. 
The development of a multi-element resistance probe array and high 
speed logical analysis of the pulse signal sequence resulting from a 
bubble striking the array, has provided a rigorous method for the 
measurement of bubble velocity and size. By taking proper account of the 
probe-element response time due to film drainage, the technique has given 
the true single bubble velocity shape and size at least as well as previous 
techniques but considerably more expeditiously. In addition, the probe 
has measured the local bubble interface contour with high accuracy and 
this has provided a convenient method of accepting only those bubbles 
whose axes are coincident with the probe axis. The instrument could thus 
be used to sample bubbles from dispersions containing a high content of 
gas. 
Careful consideration was given to the form of bubble size distributions 
resulting from measurements made by a stationary observer at a plane in 
the dispersion. Extensive testing of a simulated model of the probe 
array indicates that a relation developed to account for the effect of 
bubble size on the abundance of bubbles sampled correctly reproduces the 
dispersion size distribution for a range of bubble shapes and size 
distribution functions. The optimum probe size was shown by the simulator ,  
to be that where the vertical probe separation distance is as small as 
the minimum size of bubble to be measured and the horizontal probe radius 
is one half the value. 
It was shown that the sampling process used is necessary to obtain 
correct bubble velocities and sizes in sieve-tray froths. The signals 
from the multi-element probe were processed using a PDP/8e digital computer 
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in real-time format. Bubbles were seen to interact strongly in the froth 
with small bubbles often travelling at velocities as high as the large 
bubbles; namely, as high as 1.5 ms- 1  at superficial velocities up to 
l.O ms- 1 . There was a minimum rising velocity for a particular bubble 
size and this was similar in magnitude to that given by the analysis of 
Davies and Taylor (11) for bubbles in potential flow. There were large 
numbers of small bubbles in these froths, with a small number fraction 
of large bubbles. 
Bubble shapes in sieve-tray froths were also recorded by the probe 
and their mean conformation found to -he approximately spherical, with 
instantaneous shapes markedly different from the mean. Most large bubbles 
were found to have a low eccentricity, and to be similar to those unsteady-
state shapes observed prior to wakecoalescence and dispersion processes. 
The velocities of these bubbles were found to be higher than those 
predicted by steady-state potential flow theory. 
The mean bubble velocity in froths was found to increase with size 
and to decrease with vertical distance above the tray. This latter 
phenomenon was most likely, due to the unsteady-state high velocity and 
elongated shape of the bubbles at generation and their subsequent 
deceleration and coalescence during travel through. the froth. The 
resulting increase in bubble number-density with vertical level caused 
an increase in the gas content of the dispersion with vertical level 
above the tray. 
Because of constraints required for accurate data processing, the 
probe used here measured bubble sizes down to a carefully predetermined 
minimum size. This led to some truncation' of the size distribution so as 
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to delete an acceptable number of very small bubbles from the froth data. 
This constraint was sho-m to be unimportant for the theoretical predictica 
of both the interfacial area per unit froth volume and the gas-phase 
mass-transfer efficiency. The measured size-distributions showed a 
marked skewness towards - small bubble sizes which confirmed previously 
published results using photography. The optimum analytical fit of the 
measured bubble size abundance to a size-distribution function was shown 
to be given by the gamma-function distribution and not the generally 
accepted log-normal distribution. This applied not only to the present 
data but also to previous photographically determined distributions 
incorrectly thought to be log-normal. Comparison of the probe presented 
size-distributions with previously reported photographic data showed that 
the very small fraction of large bubbles recorded in this work is 
inadvertently absent in photographic data, showing a serious truncation 
of the distribution in the latter case. 
Measurement of the local liquid content in the froth showed vertical 
liquid density profiles similar to those measured elsewhere by gamma-ray 
transmission. The local froth density was predicted from the mean gas 
residence time and the measured local bubble frequency and found to agree 
with the directly measured values to within ± 15%. Similarly, the gas 
flow rate in the froth was correctly deduced from the local bubble 
frequency and bubble parameters to within ± 10%. The accuracy of the 
measured bubble parameters was thereby well demonstrated 0 
The local Sauter - mean bubble diameter showed a decrease and 
subsequent increase with vertical level in the froth. This was due to 
Jbubble size diminution immediately above the tray orifice and re-coalescence 
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in the upper levels of the froth The magnitudes of the Sauter-mean 
diameters were found to be: 
0.01 m < dm < 0.02 m 
which are up to four times those previously reported by photography under 
similar conditions. This discrepancy was due entirely to the small 
number fraction of large bubbles present and the fact that theyhad 
remained undetected by photography. The Sauter-mean diameter was found 
to vary significantly with gas rate and tray design and not as a simple 
function of orifice Reynolds number. Rather, it was related in a complex 
way to the orifice generation size and the dispersion induced by fluid 
turbulence. An approximate correlation was derived on the basis of this 
model. 
The froth gas-liquid interfacial areas, theoretical, tHigbiet liquid 
phase mass-transfer coefficients and theoretical mass-transfer products 
calculated by summation of these properties over the whole bubble-size 
and velocity distributions showed an increase and subsequent decrease in 
magnitude with vertical level above the tray, no doubt for the same 
reasons as proposed above. The variables were found to vary with vertical 
level in the range 
300m1 < ?Ag < 600  
150m'< A 0 < 350M_ 1 
0.0003m< kL< 0.00045 ms 1 
0.05 s_ I <k 
Lh A ° 
 <0.015 s_I 
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where: 	
Ag = interfacial area per unit gas volume 
A 0 = interfacial area per unit froth volume 
k  ='Higbie' liquid-phase mass-transfer coefficient 
for oxygen desorption at 20 C in water. 
The mean interfacial area per unit froth volume over the vertical 
section of froth examined showed a slight increase in magnitude (as 
below) with increase in gas flow rate over the range 0.3 to 0.8 ms
-1 
180 	< A < 390 m 
These results were in excellent agreement with those obtained previously 
for sieve-tray froths using 'chernical methods for interfacial area 
measurement. 
The tHigbiet theoretical liquid-phase mass-transfer coefficient for 
oxygen desorption at 20°C in water, taken as a mean over the froth vertical 
section, was independent of gas flow rate over the range 0.3 to 0.8 ms 1 
to give: 
0.0003O ms—  .< k< 0.00035 ms h. 
This result is also in good agreement with corresponding data previously 
obtained using 'chemical' methods to determine the mass-transfer coefficient 
in sieve tray froths. 
A plug-flow model of a sieve tray froth.,and application to it of the 
bubble parameters obtained from this work, satisfactorily predicted the 
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sieve-tray liquid phase mass-transfer efficiency for oxygen desorption 
at 200C under the conditions examined experimentally by Foss and Gerster 
(202). 
Examination of the gamma-function bubble size-distributions reported 
here for froths revealed that the small number fraction of large bubbles 
in the distribution have a very much more important effect on the 
prediction of gas phase mass-transfer efficiency than do the large number 
of small bubbles hitherto unduly emphasised byphotography. This is 
because the large bubbles move rapidly and comprise a significant fraction 
of the total gas flow..The modifiedGeddes (93) spherical-diffusion 
relation was applied to the bubble size-distributions measured and it 
was found to predict efficiencies for the froth in the range 
83% < E g < 90% 
for the absorption of ammonia from air at 20 0C. These efficiencies were 
found to agree extremely well with those predicted for similar conditions 
by the empirical A.I.Ch.E., correlation C91) derived from extensive overall 
efficiency measurements. The effects of truncation of the size distribution 
were examined in relation to both gas-phase efficiency and gas-liquid 
interfacial area. It was shown that the truncation which excludes small 
bubbles, inherent in this work, was unimportant; but that the truncation 
which excludes large bubbles, inherent in photographic methods, caused 
serious errors inthetheoretical prediction of mass transfer properties 
of the sieve tray froth. 
There was little to chose as regards dispersion and mass transfer 
efficiency between the three sieve tray configurations used in this work, 
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although the 	x 1 	, 4.8% free-area tray, which is favoured 
industrially, was a more efficient contactor at low gas rates. The 
effect of change in liquid cross flow through the froth on bubble parameters 
was small. However, induced vertical liquid circulation in sieve-tray 
froths, such as that promoted by Ashley and Hasselden (95) and also 
contrived in this work, significantly changed bubble properties and it 
was seen that the reported changes in efficiency could be theoretically 
predicted from the resulting changes in bubble parameters. 
2. RECOMMENDATIONS. 
It is recommended that a rapidly responding needle-capacitance 
probe array, otherwise identical to the resistance probe array described 
here, be constructed using known technology 	This probe could operate 
in non-conducting gas-liquid systems, including hydrocarbon and organic 
chemical froths. 
For further work on the extraction of mean sieve-tray froth properties, 
in which operating and design variables may be extended, it is recommended 
that the central four element probe array only is used and that spherical 
bubble shapes be assumed. 
It is recommended that further experimental work be undertaken in 
sieve tray froths through variation of gas and liquid rheological properties 
and complete traversing of the vertical liquid circulation baffles 
designed by Ashley and Hasselden (95). 
For use in industrial equipment it has been demonstrated that the 
probe may be used off-line, with the voltage signal recorded by a high 
computer 
quality multichannel magnetic-tape recorder. The real-timeAcoald be used 
under these conditions in the laboratory at a subsequent convenient time. 
_) -1 
Li. 
The present compound conductance probe array may be used where 
bubbles are relatively large compared with its own dimensions and the 
liquid electrically conducting. Further examples of possible immediate 
uses include investigation of bubble reactor or absorption columns, 
biochemical reactors, froth, flotation cells, boiling liquids and of 
particular interest, the largely unknown area of bubble parameter 
measurement in liquid metals. It will not have escaped the attention 
of the reader that the method is independent of fluid opacity or the 
presence of suspended particles. 
CHAPTER 6 




6.1 APPLICATION TO A FREELY BUBBLING 
CAS-Vi.HTflTRPfl Tfl. 
6.1 introduction 
Although there has been some considerable effort devoted to the 
evaluation of freely bubbling gas-fluidised beds, particularly in the 
development of bubble detection probes, there is still doubt as to the 
true nature of the bubble velocity and size distributions in these 
dispersions. To illustrate this point consider the recent work of Goddard 
and Richardson (181) and Park et al. (174). The former authors concluded 
that there was no relation between bubble velocity and size while the 
latter assumed that there was a unique relationship between the two, a 
clear conflict of opinion. In a mutually interacting bubble system we 
would not expect the last conclusion to apply but, at the same time, we 
would expect some relationship between velocity and size, however tenuous. 
In the preceding chapters we have seen the importance of specifying 
the bubble size distribution function in correctly deriving the theoretical 
gas phase diffusion efficiencies for sieve trays. The analogy with the 
fluidised bed here is too important to be overlooked and the description 
of a freely bubbling bed which specifies only one bubble travelling at 
the mean velocity is obviously incomplete. Unfortunately, this is the 
most specific information which can be obtained from the, most recent probe 
technique (viz. Werther and Molerus (170) (171)). Thus, there is a clear 
need for further work to evaluate the distribution of bubble sizes in the 
bed. 
Many authors have noted the existence of significant macro-circulation 
in freely bubbling fluidised beds, and the phenomenon is of some importance 
in bed mixing. However, with the notable exception of Merry and Davidson. 
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(183), this behaviour has not been examined in detail. Also, the influence 
of circulation on the fluidbed bubble velocities has not been evaluated 
with any certainty. 
The probe technique developed in this work would help to reveal some 
of these important properties. A brief survey of a freely bubbling bed 
was therefore conducted with the probe to evaluate its performance in that 
environment. 
6.2 Experimental Equipment.. 
A schematic diagram of the vessel containing the bed is shown in 
figure 6.1. It consisted of a 1 m (#.. 3ft) length of 0.155 m (6 inch) 
diameter QVF glass tube. The air flow through the bed was metered by a 
calibrated rotameter and the bed was supported by a 0.625 cm ( 1 /L in.) 
thick sintered brass plate. Care was taken to ensure a satisfactory seal 
at the plate edge and figure 6.2 shows engineering details of the 
mounting arrangement. 
The bed was fluidised b r air, the particle material being screened 
petroleum carbon which had been treated at a high temperature to make 
it electrically conducting. The screen size range was -105 1- 90 urn. 
The bed static height was set at 0.48 m (19 ins) and during operation the 
expanded bed height averaged 055 m (22 ins.) 
6.3 Minimum Flüidisation and Operating Gas Velocities 
The minimum fluidisation velocity was measured by the bed pressure 
drop technique, it being defined by the intersection of the graphical 
assyrnptotes of the two sections of the P/Qg curve during decrease in gas 
rate, as is shown in figure 6.3. The operating gas rate for the following 
experiments was maintained at around three times the minimum fluidisation 
Kindly supplied by Conoco Ltd. 
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velocity which led to a gently bubbling bed with marked emulsion phase 
circulation. The exact gas rates were given from rotameter values as: 
Umf = 0.011 ms- 
1  (Minimum fluidisation velocity) 
= 0.031 ms' (Operating velocity) 
6.!4 Probe Design 
Since the electrically conducting particles must be in intimate 
contact with the bared wire tip of the probe in order to conduct current 
and hence develop a signal voltage across the load resistor whilst in 
the emulsion phase, a larger diameter probe wire than hitherto with gas-
liquid dispersions was used in this application. However, the basic 
probe assembly discussed previously was adhered to, as is shown in figure 
6.4. This figure gives details of all the important probe dimensions 
including: 
d 	= 0.3 ± 0.001 cm 
p 




0.702 ± 0.002cm 
The probe was moved both vertically along the bed axial centreline and 
horizontally along the radius of the bed to provide a complete traverse 
of the bubble dispersion. Each position in the bed took from four to ten 
hours of computer time to collect the required large number of bubbles 
(usually set at 500 to 1000) and the results presented here therefore 
consist of around four hundred hours of on-line computer time. The 
assembler language real time software used in the PDP/8e computer was 
exactly similar to that used for the froth analysis and is summarised in 
appendix A. 
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FIGURE 6.,4 Engineering details of the fluidised bed 
bubble detection probe. 
2.22 
6.5 Probe Output Signals. 
The pulses emanating directly from the probe when a bubble passes 
the probe tip in this case are unlike those which occur in a gas-liquid 
dispersion because the probe momentarily resides in the low particle 
density regions, associated with the bubble-emulsion interfacial cloud. 
Whilst in these regions the current conducted by the particles from the 
probe tips is intermittent, leading to a high level of noise as the intial 
voltage falls from the fully conducting level. This phenomenon is shown 
in figure 6.5 (a). 
This noise was filtered electronically by the provision of 411F 
capacitors in parallel with the variable load resistor shown previously 
in chapter 3 and as we used with gas-liquid dispersions. Figure 6.5(b) 
shows the effect of this modification on a typical pulse. It .is important 
to note that although the noise associated with' the pulse has been removed, 
the frequency response of the system has not been changed and the pulses 
fall to the bubble phase level in approximately the same time period. 
Figure 6.6 shows a typical pulse sequence for two bubbles striking 
the multi-element probe sequentially; The sequences are similar to 
those presented in previous chapters. Note that the bubble spatial 
density is lower in this gently bubbling case than it was in froths. 
Also, the pulse shape is similar to that observed previously for gas 
liquid systems with the difference that film drainage or surface tension 
effects do not affect the initial voltage fall. 	Clearly shown on the 
figure are two situations, the imperfect and the acceptable bubble hits. 
It is obvious that the first pulse sequence in the time span is 
associated with the decision logic outlined in Chapter 3 are evident 
and the bubble associated with these pulses may thus be extract 16d from 
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6.6 Babble Shape 
Unlike the froth dispersion, the freely bubbling fluidised bed 
bubbles measured as above have characteristic lengths which are associated 
almost exclusively with a spherical frontal surface and spherical cap 
shape. Rowe and Partridge (143) noted from X-ray studies that single 
bubbles in fluidised beds have this general shape, usually with an indented 
rear surface. However, Harrison (1147) postulated that reduced particle 
size could lead to greater bubble eccentricity because of a decrease in 
the apparent bed viscosity, Examination of Rowe and Partridge's data 
for three dimensional bubbles reveals that for a particle size of around 
100 pm as used here, the wake angle 6- should be almost 150 ° with the 
wake fraction approaching 0.40, The.bubble in figure 6.7(a) therefore 
represents the mean shape in two-dimensional section which the authors 
found using X-ray photography in a three dimensional bed. It should be 
emphasised that Rowe and Partridge found considerable deviation from this 
shape with wake angles up to 1800  and wake fraction up to 0.5. 
Figure 6.7(b) shows typical sequential probe data to full scale measured 
in the fluidised bed in terns of the sizes reported by the probe(L , L  and L 
with the bubble fromtal radius given by (see appendix E): 
2. 
- X 	+L.d r - 	rD (6.1) 
2  L 
where X p S the horizontal distance from the central (1) to outer (5) 
probe contact (defined in fig 3.2, chapter 3) 
Notwithstanding the fact that some individual bubbles may have a.marginal 











FIGURE 6.7(a) Mean bubble shape in a fluidised bed of 100 m 






FIGURE 6.7(b) Typical sequential babble shapes reported by 
• the probe for this work. 
(size to scale) 
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off centre (see appendix E), the probe has reported bubble 'shapes which 
are very similar to tiose revealed by Rowe and Partridge (143) for single 
bubbles using X-rays. It is also apparent that considerable deviation 
from the mean shape occurs, some bubbles having a classic spherical cap - 
flat back shape whilst others have marked concave indentation of the rear 
surface. Again, this is in agreement with all available photographic 
evidence for the shape of single fluidised bed bubbles. 
In order to process the data further,. a bubble shape- fitting-
procedure which selected the nearest of four shapes to fit the probe 
measured sizes Lc, Ld and Lo was developed., The shapes fitted were: 
hemispherical cap, spherical, cap with eccentricity greater than 2, 
spherical cap with eccentricity less than 2 and paraboloid of revolution. 
The selection process was considerably more accurate than when it was 
employed in froths because the comparatively small number of bubbles in 
the fluidised bed enabled accurate identification of unique bubbles from 
the probe outputs. The shape fitting procedure and bubble volume 
computation are discussed in appendix E, together with an appraisal of 
the small effect of bubble shape on the overall dispersion properties 
and the effect of the marginal off-centre error discussed previously. 
The bubble type hemispherical cap was chosen to represent those small 
bubbles which failed to activate the outer shape probe. This shape is 
close to that measured by Rowe and Partridge (14 3) for the particulate 
material used here and also approximately the mean. shape detected by the 
probe for larger bubbles in the bed. The paraboloid shape was included 
to account for those few bubbles undergoing wake acceleration prior to 
coalescence (54). 
The data interface between the PDP/8e machine and the ICL 4/75 
processor was again provided by ASC III coded punched paper tape and the 
shape selection and data processing software was written in IMP language, 
as for the froth analysis. 
6.7 Bubble Veloci 
6.7(a) Individual Bubble Velocity 
Figure 6.8 shows the variation of the velocity of individual bubbles 
in the bed with their computed equivalent spherical diameter obtained from 
the shape fitting process discussed above. The data represent a sequential 
sample of about. 150 bubbles at the top of the bed close to the bed 
centreline. 
Clearly, the bubble velocities exhibit considerable deviation from 
the mean and, as in the case of the froth, we cannotpredict the transienl 
velocity of any particular bubble in the bed with any certainty. This 
is in substantial agreement with the photographically determined data of 
Goddard and Richardson (181) and X-ray work of Rowe and Matsuno (lLfLO. 
However, the mean bubble velocity for a given size shows a definite trend 
with change in size. 
For a freely bubbling bed, the recommended (140) bubble. velocity 
is based on the Davies-Taylor (11) analysis for spherical cap bubbles 
with the Nicklin (19) correction for gas flow through the bed using the 
two phase theory of fluidisation (186). Thus: 
UB = U BOO  + (U 	Umf). 	 (6.2) 
and 	
. 	UB. 0 . 71 J . . 	( 5•3). 
where Umf is the minimum fluidisation velocity 
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FIGURE 6,8 	Typical variation of fluidised bed bubble velocity with equivalent 





is the free rise bubble velocity 
Here, (U - U f ) 	0.02 ms 	to a first approximation: 
U B . 	UBQ.71/ 	 (6.4) 
Figure 6.8 shows this relation plotted for cpmparison with the data 
measured by the probe. 
The curve given by equation (6.4) is obviously a reasonable 
representation of the velocity-size data reported by. the probe, particularly 
the mean velocity for a particular size. This is important, since the 
technique described herein is the first to report this fact and 
substantiate the X-ray work of Rowe et al. (143) (144). However, it must 
be stressed that equation (6.4) may not be the best fit to the data in the 
statistical sense. Indeed, it is included solely as a basis for comparison 
and to illustrate that the velocities and sizes reported by the probe are 
close to those predicted by theory. 
6.7 (b) Mean Bubble Velocities 
The velocity-size relationship provides a more. lucid representation 
of the data when the mean velocity for a particular bubble size is 
considered. When the data are plotted in this fashion interesting trends 
emerge. 
Figure 6.9 shows the mean bubble velocity-size relationships at 
three vertical positions in the bed on the bed centreline. As discussed 
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FIGURE 6.9 Variation of mean bubble velocity with bubble size and axial level' in the bed, 
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deviation and this contributes to the considerable scatter of the data. 
However, even though this is the case, there is clearly a difference in 
the mean bubble velocity of a given size of bubble with. position in the 
bed and, furthermore, the bubbles are seen to increase velocity with 
level above the distributor. ifl addition, those bubbles near the top of 
the bed have velocities which are above those predicted by the free rise 
relation (eq. 6.4) whilst those near the distributor have velocities 
below this. 
The trends become even more interesting when a traverse in the 
radial direction away from the bed centreline is considered. Figure 6.10 
shows such a case at the top of the bed (z = 0.50 m). From this figure, 
we note that the bubble velocity decreases with radial distance away from 
the centreline near the top of the bed, a phenomenon- which leads one to 
suppose that macroscopic bed mixing- and circulation exist. 
Bubble column circulation theories have been considered recently 
by Hills (188) and Rietema and Ottengraf (209) for cylindrical vessels 
containing gas-liquid dispersions. Hills developed a force balance which 
included the drag due to turbulent transfer of momentum between adjacent 
annular elements, accounted for by an effective coefficient of radial 
dispersion of momentum, DRto yield: 
(, 0R 	(U1.)-rIdp - r(1 - E)g =0 dr 	dr 	'1- i° dh 
(6.5) 
where: 
UL is the interstitial liquid velocity 
C . is the voidage at radial position r 
= 0.50 m 
A 0 ZrP.Om 
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This equation was solved for given profiles of DR  and  E as functions of 
r with appropriate boundary conditions (188) and relations between D and 
using a numerical technique. Rietema and Otterigraf (209) based their 
model on thermodynamics, deriving an equation on the basis of constant 
system entropy. It was assumed in this model that a bubble street 
existed in the centre of the column with constant voidage and that the 
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where 
d is the bubble street diameter 
D 
Ps°c 




+.(1 - E)/oL 
voidage in the bubble street 
column pressure gradient. 
L 
Both models rely on adjustable parameters which are unavailable 
from the preliminary work described here, and direct computation of the 
interstitial emulsion phase velocity for the fluidised bed is not therefore 
within the scope of this work. However, to a first approximation, the 
probe data yield the emulsion phase velocity, if we assume that the bubble. 
velocity is equal to the free rise plus the local emulsion phase circulation 
velocity. 
Thus: 
U 	UUB 00 
	 (6e) 
where UE  is the emulsion phase velocity 
is the local mean velocity of large bubbles in the bed. 
Figure 6.12 shows the local emulsion phase velocity from equation (6.8) 
together with typical predictions of Hills (188) and Rietema and Ottriraf 
(209) for liquid phase gas bubble columns of similar dimensions and gas 
rate to the bed. 
The figure clearly indicates that circulation of emulsion phase 
in an analogous form to that observed in a gas bubble liquid column is 
present in the fluidised bed at large distances away from the distributor. 
Indeed, the theoretical predictions are close to the observed emulsion 
velocities so the mechanism by which this occurs must be the existence 
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voidage profile extending to the column walls. This will be confirmed 
below when computation of the voidage profile is reported. In view of 
the apparent success of the prediction of the emulsion phase velocity by 
the foregoing multiparameter models, it would seem that further extensive 
work using the probe in circulating fluidised beds could yield much new 
and useful information enabling more specific evaluation of the model 
parameters for varying bed conditions. 
Although the bed examined here has produced conditions which are 
analogous to the low bubble density bubble column at large vertical levels 
above, the distributor, a fundamental change in the circulation conditions 
occurs close to the distributor itself. This is illustrated by reference 
to figure 6.12 which shows variation of the mean velocity - equivalent 
diameter relationship with radial position at a vertical. distance, 0.10 m 
above the distributor. Here, the velocities on the bed centreline are 
lower than those near the wall, indicating by analogy to the above that. 
there is downward movement of emulsion at the bed centre. We thus have 
upwards movement of bubbles and emulsion adjacent to the walls at this 
position. As shall be seen, this is confirmed by both a bubble abundance 
and size increase at this latter position and qualitative visual examination 
of the bed. Thus, a preliminary conclusion at this point is that there 
are two circulation cells, one close to the distributor and one in the. 
upper levels of the bed. This behaviour is implied in results from 
previous work (182) (183) (184) and will be further amplified below. 
6.8 Bubble Size Distributions 
Typical bubble size distribution functions reported by the probe 
for the fluidised bed are shown in figures 6.13 and 6.14, where the 
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FIGURE 6.12 Variation of bubble velocity w5tli bubble size and radial position 





characteristic bubble size is the equia1ent spherical diameter computed 
by the shape rittlng process. The distributions presented here have been 
obtained in a similar fashion to those in previous chapters and thus 
represent the bubble size distribution function in the volume of the 
dispersion. 
The form of the size distributions are interesting. The smallest 
bubble measured by the probe is that approaching the minimum detectable 
in a fluidised bed, smaller voids being difficult to define as discrete 
bubbles. Rowe (142) defines a void as being a bubble when it has a size 
around one order of ma gnitude times that of the particle size. For the 
100 pm particle size here, this corresponds to a hemispherical cap of 
equivalent diameter around 0.009 m, the minimum size measured. Thus, a 
truncated distribution has again been measured by the probe although 
the truncation is in this case a natural phenomenon. Figure 6.13 shows 
the size distiliution(z = 0.10 m) on the bed centreline. Clearly, most 
a 
bubbles at this position are around the smallest ize with a very small 
number fraction of large bubbles. However, figure 6.1'4 shows the bubble 
size distribution at a greater vertical level above the distributor 
(Za = 0.30 m) and we see here the effect of coalescence in increasing the 
number of large bubbles and decreasing the number of small bubbles in the 
distribution leading to an increase in variance and mean of the distribution.. 
The truncated gamma function analytical distribution with the same 
mean parameters as the experimental distribution: 
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FIGURE 613 Typical bubble size distribution function in the fluidised bed 	 NJ 
together with the gamma-function analytical fit to the experimental data. 
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FIGURE 6.14 Typical bubble size distribution reported by the probe for the fluidised bed 
together with the gamma-function. analytical fit. 
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again provides an excellent fit to the data, as is shown in both figures 
6.13 and 6.1J4. This observation applies to all distributions from the 
smallest to largest mean bubble size, with change in both mean, and variance 
of the experimental distribution modifying the form of the analytical 
function. Since the fit is so satisfactory, discussion of the changes in 
experimental distribution shapes with position will hereafter be illustrated 
with the F-function distribution. 
Figure 6.15 shows the variation of F-function bubble size 
distributions on the bed centreline with vertical level above the gas 
distributor. The influence of bubble coalescence on the distributions 
is clearly seen. Close to the distributor the bubbles are ai m 	the 
same size with a very small number fraction of large bubbles. However, 
coalescence increases the fraction of large bubbles at the expense of 
small ones, thus changing the shape of the distribution markedly. 
Recently, Johnsson, Clift and Grace (210) reported a stochastic coalescence 
model of a two-dimensional fluidised bed in which these trends could be 
clearly seen. The distribution function shapes presented here therefore 
have some theoretical basis, as a three dimensional random coalescence 
and interaction process is no doubt occuring in the bed. The general 
observation that bu.bble size increases with height in the bed is also well 
documented by previous work although specific details of distribution 
type have.hitherto been unavailable.. 
At this point it must be re-emphasised that the system is not so 
simple as the above discussion might imply. We have seen that macroscopic. 
circulation patterns exist in the bed and these affect the bubble velocities 
with respect to an external observer. These patterns also affect the 
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bed exist in regions of. emulsion phase upward movement. This is illustrated 
by considering figure 6.16, which shows the variation of gamma function 
size distribution with radial position at the top of the Bed (z = 0.50m). 
Clearly, larger bubbles exist at the bed centreline (Zr = 0) which we 
recognise as the position —of maximum upward emulsion phase velocity. 
Conversely, smaller bubbles exist in the region of downward emulsion 
movement near the vessel walls. (z
r 
 0.04 m). Moving to the bottom of 
the bed, as shown in figure 6.. 17, we find an opposite trend with the 
bubble sizes next to the wall being larger than at the centre. However, 
this is in agreement with our surmise in the last section wherias 
proposed that upward emulsion phase movement next to the walls existed 
in regions close to the gas distributor. Thus, a general picture of the 
circulation patterns in the bed is emerging with the aid of the probe and 
we may now conclude that regions in which the bubble velocity is enhanced 
relative to free rise are also regions containing the largest bubbles 
(and vice versa). 
A plot of mean bubble size against bed position shows this effect 
clearly, as is shown in figure 6.18. 
It is also reflected in the variance of the size distribution, 
shown in figure 6.19. Both these figures show the characteristic increase 
in both mean and variance of the distribution in bed regions where the 
bubbles have enhanced velocity and where emulsion phase movement is in 
the upward direction. 	 . 
6.9 Pulsing Frequency, Gas Flow and Voidage.  
The measurement of the frequency of arrival of pulses at the probe 
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FIGURE 6.17 Varition of the gamma-function bubble size distributions with radial position in 




























FIGURE 6.18 Variation of mean bubble size with 
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point in the bed. Recently, Park et al. (211) considered this effect 
and concluded that extreme care must be taken in the interpretation of 
this variable. Indeed, the authors showed theoretically that the effect 
of the wall distorted direct relation between bubble frequency and pulsing 
frequency for large bubbles and regions close to the wall. We will 
therefore not attempt to correlate pulsing frequency with the bubble 
spatial density. 
As has been pointed out in previous chapters, the local gas flow 
in the bubble phase is available here from the pulsing frequency, provided 
there is random rise of bubbles into the probe body. For the fluidised 
bed the influence. of radial variation of both bubble size and velocity 
tends to invalidate the assumption of randomness, as does the influence 
of the vessel walls. However, the first objection to the analysis may 
be answered by noting that the predictive equations below are relatively 
insensitive to the slight changes in velocity and size which exist between 
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where Vb is the point bubble phase gas flow per unit area 
E is the point bubble phase voidage 
(For the derivations of these equations, the reader is referred to 
appendix F). 
The influence of the vessel wall on the above relations is difficult 
to assess. For this reason, measurements have been restricted to regions 
far enough from the wall so that the largest bubbles measured by the probe 
at these positions may be randomly positioned around the probe without 
overlaping the wall itself. 
Figure 6.20 shows the magnitudes of pulsing frequencies in the 
bed; the reader is refebred to appendix F for a discussion of the 
measurement technique. Clearly, there are large differences in this 
parameter with both axial and radial positions in the bed above the 
distributor. We cannot assign to this measurement the physical meaning 
of bubble abundance, but it is very interesting that the regions of high 
pulsing frequency concur with the regions which have already been identified 
as the regions of upward emulsion phase movement. The measurement trends 
outlined in figure 6.20 have been identified in similar equipment by 
previous workers, the most recent similar behaviour being reported by 
Werther and Molerus (171), Rigby et al. (1724) and Park et al. (175). 
Figure 6.21 shows the variation of bubble phase voidage with position' 
in the bed, calculated from equation 6.11. The influence of measured 
pulsing frequency on this parameter is large, illustrating the fact that 
the assumption of radial variation of bubble size and velocity having, only 
a small influence on the random rise of bubbles is well founded. The 
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regions of upward bed circulation, a result to be expected. We may thus 
conclude that bubbles are relatively deficient in areas of downward 
emulsion circulation. The form of the voidage profile in the upper regions 
of the column is analogous to that measured by Hills (188) and that 
proposed by Rietema and Ottengraf (209) for gas-liquid bubble columns. 
The emulsion phase velocity profile reported previously for the bed in 
these regions is therefore explicable in terms of the circulation theories 
of these authors and the voidage profiles shown in figure 6.21. 
Figure 6.22 shows the variation of point bubble gas flow per unit 
area (the riible bubble flow) with-bed position. The same trends as 
the voidage profile may be seen, with the position of maximum flow 
traversing towards the bed centre from the wall with increase in vertical 
level. 
Many authors have found that the visible bubble flow is below that 
given by the simple two phase theory: 
9 B 	'b = , sUmf 	(6.12) 
A 
and the reader is referred to an excellent summary of this phenomenon by 
Clift and Grace (185). Unfortunately, the problem of accurate measurement 
of the flow in regions very close to the wall means that integration of 
the profiles reported here has a high level of inaccuracy. However, it 
is clear that the integrated values would in all cases be significantly 
less than the value predicted from equation 6.12, especially when the 
higher flow areas near the vessel walls are taken into account. 
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we car make an estimate of the mean flow provided it is assumed that the 
bubble conditions near the wall are the same as those at the adjacent 
radial position and also that equation 6.10 applies in spite of the wall 
influence. Taking the maximum level in the bed (Za = 0.50 m) and 
integrating: 	 - 
Vb = 2-n- E(rVbLr) 
TI d 2 
(6 .13) 
we find that: 
V 	= 0:12. ±0.002 MS-1  
which is significantly less than the two-phase theory prediction of 
0,020 ms 1 . The probe data from the bed therefore support previous 
conclusions regarding a significant deficiency in the visible bubble 
flow when it is compared with the simple two phase bed theory. 
6.10 Description of Bed MacroCirculation 
With the complete probe data at our disposal, qualitative description 
of the bed circulation becomes possible and :figure 6.22 shows a schematic 
diagram of both emulsion and bubble phase flow patterns. With the 
hindsight of the data reported by the probe visual examination of the bed 
adds only marginal information which supports the following description. 
The bed consists of two circulation cells: namely a relatively 
stable cell at the top of the bed which is analogous to a gas-liquid bubble 
column, and an unstable cell immediately above the gas distributor. The 
former cell provides a stable emulsion phase circulating up the column 
centre and down the column walls. In regions of upward circulation at 
256 
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the top. of the column the emulsion phase has interstitial upward velocities 
around 0.10 ins 1 whilst near the wails the downward velocity is around 
-1 0.05 ms . The bubble, size spatial distribution is modified by this cell, 
in that the larger bubbles travel preferentially with the upward flow. 
The circulation cell close to the distributor is unstable., with 
switching and rotation in three dimensions and random bubble flow near the 
vessel walls. This type of behaviour has been noted by Geldart. and 
Kelsey (182) for a sintered plate distributor. A possible explanation of 
this phenomenon is provided by Grace and Harrison (162) who proposed that 
a peak in the bubble spatial density - distribution should exist near the 
walls by reason of a simple probability theory. This may be the perturbation 
which provides the initial instability to form the cell. Once formed, 
the cell comes under the influence of the dovinward moving emulsion phase 
fronrthe top of the bed..This movement provides a sufficient pertwbation 
to modify the bottom cell continually in an analogous fashion to that 
utilised in unstable fluididics switching circuits as discussed by Molloy 
- 	(212).. 
The probe reported data has thus clearly provided new detail of 
circulation patterns in the fluidised bed, together with significant 
velocity-.size relationships and bubble size distribution data, which have 
hitherto been unavailable. It therefore represents - a useful tool in the 
continuing efforts to unravel the mysteries of such fluid contacting 
devices.' 	' 	. . 
CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
258 
GAS-FLUIDISED BED SYSTEM. 
259 
7 .1 CONCLUSIONS 
The compound conductivity probe developed for use in gas-liquid 
systems was found to be capable of determining bubble properties in a 
gas-fluidised bed of electrically conducting carbon particles. Bubble 
velocities and sizes in the bed,operating at a fixed gas rate equal to 
three times minimum fluidisation,were found to be stochastically distributed 
at any point in the bed, with absolute velocities from 0.2 to 0.7 ms'. 
Although subject to this random scatter, the mean velocity for a particular 
size could be approximated by the Davies-Taylor (11) relation: 
U  = 0.71 (gd) 
The bubble sizes in the bed varied from around 0.01 m to 0.05 m equivalent 
spherical diameter. 
The bubble shapes measured by the probe were found, in most cases, 
to be spherical-caps. The mean bubble shape in the bed was very similar 
to that found by Rowe and Partridge (143) using the X-ray photography of 
three dimensional bubbles in similar beds. A small proportion of bubbles 
was found to be of low eccentricity, such as has been noted by others 
during the wake-coalescence of bubble pairs. 
Extensive bed macro-circulation and its effect on both bubble 
velocity and size was revealed by the probe. The relationship between 
bubble velocity and size was found to give velocities uniformly above the 
Davies-Taylor values at high levels in the bed on the bed centreline, 
and below the Davies-Taylor values at similar bed levels close to the 
wall. The converse applied near the sintered plate distributor. At high 
bed levels the observations could be explained by interstitial emulsion-
phase movement up the column centre and down the column walls. 
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The experimental bubble size distributions at various levels in the 
bed could be approximated well by the analytical gamma-function distribution. 
The distributions had a pronounced skewness towards small bubble sizes 
close to the gas distributor, but at higher levels in the bed coalescence 
took place and this decreased the small bubble number fraction and increased 
the large. The size distributions were influenced by the aforementioned 
bed macro-circulation. In regions of upwards movement of emulsion phase, 
the mean and variance of the size distributions were large. The converse 
applied in regions of downward movement. 
Measurement of the bubble frequency indicated that most of the 
bubbles existed in the regions of upwards movement of emulsion phase. 
Integration of the bubble-phase gas flow profile across the column width 
indicated that the simple two-phase fluidisation theory overestimated 
the bubble-phase flow. 
It appeared that two emulsion--phase circulation cells existed in 
the bed. The major cell was at the top of the bed, with stable upflow in 
the centre of the column downf low at the walls. The other was a 
relatively small unstable cell just above the gas distributor, with upflow 
generally adjacent to the column walls. 
7.2 RECOMMENDATIONS 
It is recommended that further similar work be conducted to 
investigate the effect of particle size, gas-flow, distributor design, 
column dimensions and internal baffles on the bubble properties in fluidised 
beds of electrically, conducting particles. Also, important scaling-up 
effects towards large bed sizes could be examined in detail. 
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The develooment of processes to make particulate material 
electrically conducting through deposition of copper or silver using 
vacuum methods would allow investigation of materials with, varying density 
and size. Alternatively, the development' of a fast-response needle-
capacitance probe array, otherwise identical to the probe, described.here 
would broaden the operating range of the method to include non-conducting 






A. 1. REAL TIME DATA PROCESSING METHODS 
The real time sampling logic programs were written in Program 
Assembler Language, version 8, for Digital Equipment Corporation PDP8/e 
digital computer. Detailed language descriptions and computer characteristics 
may be found elsewhere. (213) 
The PAL language consists of microinstruction elements, found 
within the permanent symbol table in the softwave assemblers supplied by 
DEC, and already defined within the computer. The following are the 
microinstructions used in the programs presented herein: 
Instruction Operation Time(psec) 
TAD Two's complement add to AC 2.6 
ISZ Increment and skip if zero 2.6 
DCA Deposit and clear accumulator (AC) 2.6 
JMS Jump to subroutine 2.6 
JMP Jump 1,2 
NOP No operation 1.2 
IAC Increment AC 1.2 
RAL Rotate AC and link left one 1.2 
RTL Rotate AC and link left two 1.. 2 
RAR Rotate AC and link right one 1.2 
RTR Rotate AC and link right two 1.2 
CML Complement link 1.2 
CMA Complement AC 1.2 
CLL Clear link 1.2 
CLA Clear AC 1.2 
HLT Halt 1.2 
SNL Skip on non-zero link 1.2 
SZL Skip on zero link 1.2 
SZA Skip on zero AC 1.2, 
SNA Skip on nonzero AC 31.2 
SMA Skip on minus AC 1.2 
SPA Skip on positive AC (zero positive) 1.2 
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CIA Complement and increment AC 2.4 
LAS Load AC with Switch Reg. 	(SR) 2. 
CDF Change data field 1.2 
AID Converter 
ADLM 	. Load Multiplexer 1.2 
ADST Start Conversion 1.2 
ADSK Skip on AD done 1.2 
ADRB Read AD buffer 1.2 
The analog/digital converter operated with a combined conversion 
time of 26.2 ± 0.5 p sec per channel. The converted voltage (between 
0 and +1 volt) was stored in memory or examined in binary form, with 
the following conversion criteria: 
Voltage (volt) 	Decimal Octal Binary 
0 	 0.0 000 000 	000 	000 
+ 0.5 256.0 377 011 	111 	111 
+ 1.0 	 512.0 777 111 	111 	111 
The accuracy of voltage measurement was therefore restricted 
to ± 2 mV. 
The programs written to examine the pulse sequences consisted 
of two general sections; the real, time pulse sequence logic, and the 
subsequent floating point computation for the purposes of goodness 
of hit examination. The process was therefore one of intermittent 
sampling of the continuous analog voltages. 
The following pages present translations of the examination logic 
to flow diagram form and mnemonic PAL code suitable for assembly into a 
binary instruction sequence. The flow diagrams only consider the real time 
processign logic sections of the routines. Note that the PAL 8 routines 
were used with additional routines not reported herein for teletype 
inputioutput of data.. A discussion of loop timing is presented subsequently 
to the program listing. 






yes <channel 	no 
2 
h 
Increment T2 J 	 in gas before  
counte r  
1 	 puke over 
set flag 	 no 
set pulse present 
flag 	 Increment t2 
counter 
examine channel 3 
as above 
examine- 	channel - 4 
as above 








sample on all channels 
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examine channel 3 
as above 





\ over / 
7 
yes 
test for goodness 
-I. 
return k no 	ood < 00 > 
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/ PULSE SEQUENCE PROGRAM 	 PAL 8-V7 
	
PAGE 1 
/ PULSE SEQUENCE PROGRAM 
/ FOR CONDUCTANCE PROBE 
6531 FIXMRI ADLM=6531 
6532 FIXMRI ADST=6532 
6533 FIXMRI ADRB=6533 
6534 FIXMRI ADSK=6534 
0000 FIXMRI FEXT=0000 
1000 F'IXMRI FADD= 1000 
2000 FIXMRI FSUB=2000 
3000 FIXMRI FMPY=3000 
4000 FIXMRI FDIV=4000 
5000 FIXMRI FGET=5000 
6000 FIXMRI FPUT=6000 
7000 FIXMRI FNOR=7000 
FIXTAB 
0005 *0005 
00005 7400 7400 
00006 7200 7200 
























































00400 0000 SAM PL, 0 /PROBE VOLTAGE SAMPLING 
/ROUTINE 
00401 4735 L5,JMS 	I 	CLR /SET UP INITIAL ZEROS. 
00402 7200 L10CLA 
00403 4734 JMS 	I 	INPUT /SAMPLE PROBE CHANNELS. 
00404 1373 TAD SAM1 
00405 7450 SNA 
00406 5202 JMP L1O /CHI 	IN GAS MODE, 	RETURN. 
00407 7200 L1i,CLA /C}-{1 	IN 	LIQUID MODE. 
/WAIT FOR PULSE ON CHI 
/& STORE DISCRETE POINTS. 
00410 4733 JMS I 	INPUTA 
00411 4740 JMS I 	STR 
00412 7200 CLA 
00413 1373 TAD SAM! 
00414 7440 SZA 
00415 5207 JMP Lii 
00416 7200 L6CLA 
00417 2361 ISZ CPUL1 
00420 4734 JMS I 	INPUT 
00421 1374 TAD SAM2 
00422 7450 SNA 
00423 5232 JMP L12 
00424 7200 CLA 
00425 1367 TAD P2 
/CHI STILL IN LIQUID MODE, 
/RETURN. 
/CHI IN GAS MODES 
IA PULSE IS PRESENT ON CHI. 
/EXAMINE OTHER CHANNELS. 
/FIRSTLY CHANNEL 2 
/CH2 PULSE IN LIQUID MODE. 
/HAS CH2 BEEN IN GAS MODE 
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/ PULSE SEQUENCE PROGRAM 	 PALS-V7 	 PAGE 1-1 
56 /BEFORE DURING THIS SEQUENCE? 
57 00426 7440 SZA 
58 00427 5237 JMP Li /YES 	PULSE OVER ON CR2. 
59 
60 00430 2355 ISZ CDEL2 /NO 	INCREMENT CR2 DELAY COUNTER. 
61 00431 5242 JMP L13 
62 
63 00432 2362 L 12, ISZ 	CPUL2 /CH2 IN GAS MODE 
64 /INCREMENT DURATION COUNTER. 
65 00433 7200 CLA 
66 00434 1341 TAD Cl 
67 00435 3367 DCA P2 /SET CH2 PULSE PRESENT FLAG=1. 
68 00436 5242 JMP L13 
69 
70 00437 7200 L1,CLA 
71 00440 1341 TAD Cl /CH2 PULSE OVER. 
72 00441 3351 DCA P20 /SET CR2 PULSE OVER FLAG1 
73 
74 00442 7200 L13.CLA /EXAMINE CR3 WITH THE SAME LOGIC. 
75 00443 1375 TAD SAM3 
76 00444 7450 SNA 
77 00445 5254 JMP L14 
78 00446 7200 CLA 
79 00447 1370 TAD P3 
80 00450 7440 SZA 
81 00451 5261 JMP L2 
82 00452 2356 ISZ CDEL3 
83 00453 5264 JMP L15 
84 
85 00454 2363 L14ISZ CPUL3 
86 00455 7200 CLA 
87 00456 1341 TAD Cl 
88 00457 3370 DCA P3 
89 00460 5264 JMP L15 
90 
91 00461 7200 L2,CLA 
92 00462 1341 TAD Cl 
93 00463 3352 DCA P30 
94 
95 00464 7200 L15,CLA /EXAMINE CR4 WITH THE SAME LOGIC. 
96 00465 1376 TAD SAM4 
97 00466 7450 SNA 
98 00467 5276 JMP L16 
99 00470 7200 CLA 
100 00471 1371 TAD P4 
101 00472 7440 SZA 
102 00473 5303 JMP L3 
103 00474 2357 ISZ CDEL4 
104 00475 5306 JMP L4 
105 
106 00476 2364 L16ISZ 	CPUL4 
107 00477 7200 CLA 
108 00500 1341 TAD Cl 
109 00501 3371 DCA P4 
110 00502 5306 JMP L4 
270 
























































00530 4736 L103,JMS I CK 
00531 4737 JMS I TESTER 
00532 5600 JMP I SAMPL 
00533 2100 INPUTA,INA 
00534 1600 INPUT, IN 
00535 2000 CLRCLEAR 
00536 0600 CKCHECK 
00537 1200 TESTERTEST 
00540 2053 STRSTORE 
00541 0001 Cl, 1 
0551 *551 
00503 7200 L3,CLA 
00504 1341 TAD Cl 
00505 3353 DCA P40 
00506 7200 L4CLA 	/EXAMINE CR5 WITH THE SAME LOGIC. 
00507 1377 TAD SAM5 
00510 7450 SN A 
00511 	5320 JMP LiOl 
00512 7200 CL A 
00513 1372 TAD PS 
00514 7440 SZA 
00515 5325 JMP L102 
00516 2360 ISZ CDEL5 
00517 5330 JMP L103 
00520 2365 L101,ISZ CPUL5 
00521 7200 CL A 
00522 1341 TAD Cl 
00523 3372 DCA P5 
00524 5330 JMP L103 
00525 7200 L 102, CLA 
00526 1341 TAD Cl 
00527 3354 DCA P50 
/CONTINUE EXAMINING IN 
/THE CHECK SUBROUTINE. 
/TEST THE PULSE SEQUENCE 
/FOR GOODNESS OF HIT IN 
/THE TEST SUBROUTINE. 
/PULSE SEQUENCE GOOD, 

























/DELAY TIME, CHANNEL 2. 
/DELAY TIME, CHANNEL 3. 
/DELAY TIME, CHANNEL 4. 
/DELAY TIME, CHANNEL 5. 
/CHI NOT FINISHED YET, 
/RETURN TO MAIN ROUTINE. 
/CLEAR SUPPLEMENTARY PULSE 
/DURATION COUNTERS. 
00620 5744 JMP I L6I 












































































00561 0000 CPUL10 
00562 0000 CPUL20 
00563 0000 CPUL3,0 
00564 0000 CPUL4,0 
00565 .0000 CPUL5,0 
00566 0000 P10 
00567 0000 P2,0 
00570 0000 P3,0 
00571 0000 P4,0 
00572 0000 P50 
00573 0000 SAM 1,0 
00574 0000 SAM2,0 
00575 0000 SAM30 
00576 0000 SAM 4,0 
00577 0000 SAM5,0 
0600 *600 
00600 0000 CHECK0 
00601 7200 CLA 
00602 1751 TAD I 	P31 
00603 7450 SNA 
00604 5215 JMP L601 
00605 7200 CLA 
00606 1752 TAD I 	P41 
00607 7450 SNA 
00610 5215 JMP L601 
00611 7200 CLA 
00612 1753 TAD I 	PSI 
00613 7440 SZA 
00614 5221 JMP L602 /YES, 	VELOCITY CHANNELS IN 
/PULSE MODE, 	CONTINUE. 
00615 1775 L601,TAD 	I SAMM1 	/EXAMINE CHI-  
00616 7440 SZA 
00617 5773 JMP I L551 /CHI 	FINISHED., 	START AGAIN. 
/PULSE DURATION, CHL. I. 
'PULSE DURATION, CHL 2. 
/PULSE DURATION, CHL 3. 
/PULSE DURATION, CHL 4. 
/PULSE DURATION, CHL 5. 
/CHECK THE A/D CHANNELS 
/& CONTINUE SAMPLING UNTIL 
/ALL PULSES FINISHED. 
/IS CH3 IN PULSE MODE YET? 
/NO, CHECK CHI. 
/YES, IS CH4 IN PULSE MODE YET? 
/NO, CHECK CHI. 
/YES, IS CH5 IN PULSE MODE YET? 
270 
/ PULSE SEQUENCE PROGRAM 	 PAL 8-V7 	 PAGE 1-4 
221 /CHANNELS IN THE CORRECT 
222 /SEQUENCE. 	EXAMINE A/D 
223 /INPUT UNTIL ALL PULSES 
224 /ARE FINISHED. 
225 
226 00627 4745 L627,JMS I 	INPUT2 	/GET THE SAMPLES. 
227 
228 00630 1747 TAD I 	P11 /CHECK CHI 	FIRST. 
229 00631 7440 SZA 
230 00632 5243 JMP L619 /CHI 	PULSE ALREADY OVER, 
231 /CHECK CR2. 
232 
233 
234 00633 1760 TAD I 	SM1 /CHI 	PULSE NOT FINISHED YET, 
235 /CHECK FOR PRESENT LOOP. 
236 
237 00634 7440 SA /IS CHI 	IN 	PULSE MODE STILL? 
238 00635 5240 JMP L620 
239 00636 2365 ISZ CPI /YES INCREMENT COUNTER. 
240 00637 5243 JMP L619 
241 
242 00640 7200 L620CLA /NO, 	SET PULSE OVER FLAG=1 
243 00641 1372 TAD CIO 
244 00642 3747 DCA I 	P11 
245 
246 00643 7200 L619CLA /CHECK CR2, 	THE SHAPE CHANNEL. 
247 00644 1750 TAD I 	P21 /HAS CH2 PULSE COMMENCED? 
248 00645 7440 SZA 
249 00646 5260 JMP L6019 /YES, 	PROCEED. 
250 
251 00647 1761 TAD I 	SM2 /NO, 	HAS IT ARRIVED THIS LOOP? 
252 00650 7450 SNA 
253 00651 5254 JMP L6002 
254 00652 2374 ISZ CSD2 /NO, 	INCREMENT COUNTER. 
255 00653 5274 JMP L621 
256 
257 00654 2366 L6002, IS CP2 	/YES PULSE HAS COMMENCED, 
258 /INCREMENT DURATION COUNTER. 
259 00655 1372 TAD C10 
260 00656 3750 DCA I 	P21 /SET PULSE ARRIVED FLAG=1 
261 00657 5274 JMP L621 
262 
263 00660 7200 L6019,CLA /PULSE HAS ARRIVED ALREADY. 
264 /HAS 	IT FINISHED THIS LOOP? 
265 00661 1754 TAD I 	P201 
266 00662 7440 SZA 
267 00663 5274 JMP L621 /FINISHED ALREADY. 
268 00664 1761 TAD I 	SM2 /CHECK 	FOR THIS LOOP. 
269 00665 7440 SZA 
270 00666 5271 JMP L622 
271 00667 2366 ISZ CP2 /INCREMENT DURATION COUNTER. 
272 00670 5274 JMP L621 
273 
274 00671 7200 L622,CLA /SET PULSE OVER FLAG=1. 
275 00672 1372 TAD CIO 
270 
/ PULSE SEQUENCE PROGRAM 	 PAL B-V7 	 PAGE 1-5 
276 00673 3754 DCA I 	P201 
277 
278 00674 7200 L621,CLA 	/CHECK CH3 WITH CHI LOGIC. 
279 00675 1755 TAD I 	P301 
280 00676 7440 SZA 
281 00677 5310 iMP L623 
282 00700 1762 TAD I 	SM3 
283 00701 7440 SZA 
284 00702 5305 JMP L624 
285 00703 2367 ISZ 	CP3 
286 00704 5310 JMP L623 
287 
288 00705 7200 L624CLA 
289 00706 1372 TAD CIO 
290 00707 3755 DCA I 	P301 
291 
292 00710 7200 L623CLA 	/CHECK CH4 WITH CHI LOGIC. 
293 00711 1756 TAD I 	P401 
294 00712 7440 SZA 
295 00713 5324 JMP L625 
296 00714 1763 TAD I 	SM4 
297 00715 7440 SZA 
298 00716 5321 JMP L626 
299 00717 2370 ISZ 	CP4 
300 00720 5324 JMP L625 
301 
302 00721 7200 L626,CLA 
303 00722 1372 TAD CIO 
304 00723 3756 •DCA 	I 	P401 
305 
306 00724 7200 L625CLA 
307 00725 1757 TAD I 	P501 /CHECK CH5 WITH CHI 	LOGIC. 
308 00726 7440 SZA 
309 00727 5340 JMP L727 
310 00730 1764 TAD I 	SM5 
311 00731 7440 SZA 
312 00732 5335 JMP L730 
313 00733 2371 ISZ 	CP5 
314 00734 5340 JMP L727 
315 
316 00735 7200 L730,CLA 
317 00736 1372 TAD ClO 
318 00737 3757 DCA I 	P501 
319 
320 
321 00740 4743 L727JMS 	I FINI 	/ARE ALL THE PULSES FINISHED? 
322 
323 00741 4746 JMS I ADDN /YES, 	ALL PULSES FINISHED, 
324 /TOTAL THE PULSE DURATIONS. 
325 
326 00742 5600 JMP I 	CHECK /BUBBLE HAS PASSED THE PROBES 
327 /RETURN TO MAIN 	ROUTINE. 
328 

























































































































































00744 0416 L61L6 











SM 1 SAM 1 
SAM2 
SAM  
5M4, SAM  













TAD I PAl /IS CHI PULSE FINISHED? 
SNA 
JMP I 	L6271 
CL A 
TAD I 	PA2 
SNA 
JMP I 	L6271 
CL A 
TAD I 	PA3 
SNA 
JMP I 	L6271 
CLA 
TAD I 	PA4 
SNA 
JMP I 	L6271 
CL A 
TAD I 	PA5 
SNA 
JMP I 	L6271 





























































02430 0552 PA3,P30 
02431 0553 PA4P40 
02432 0554 PA5P50 
02433 0627 L6271L627 
1000 *1000 
01000 0000 ADD0 
01001 7200 CLA 
01002 1625 TAD I 	CPL1 
01003 1634 TAD 	I 	CPu 
01004 3625 DCA I 	CPL1 
01005 1626 TAD I 	CPL2 
01006 1635 TAD I 	CP2I 
01007 3626 DCA I 	CPL2 
01010 1627 TAD I CPL3 
01011 1636 TAD I 	CP3I 
01012 3627 DCA I 	CPL3 
01013 1630 TAD I 	CPL  
01014 1637 TAD I 	CP4I 
01015 3630 DCA I 	CPL  
01016 1631 TAD I 	CPL  
01017 1640 TAD I 	CP5I 
01020 3631 DCA I 	CPL5 
01021 1633 TAD I 	CD2I 
01022 1632 TAD I 	CDL2 
01023 3633 DCA I 	CD2I 
01024 5600 JMP I ADD 
01025 0561 CPL 1CPUL1 
01026 0562 CPL2,CPUL2 
01027 0563 CPL3CPUL3 
01030 0564 CPL4CPUL4 
01031 0565 CPL5CPUL5 
01032 0774 CDL2CSD2 
01033 0555 CD2ICDEL2 
01034 0765 CP1I,CP1 
01035 0766 CP2I,CP2 
01036 0767 CP3I,CP3 
01037 0770 CP4ICP4 
01040 0771 CP5I,CP5 
1200 *1200 
01200 0000 TEST,0 
01201 7200 CLA 	 /PRELIMINARY TEST FOR 
01202 1662 TAD I CDEL2I/ZERO DELAY COUNTERS 
01203 7450 SNA 	 ION ANY CHANNEL. 
/ADD SUPPLEMENTARY COUNTERS 
/FROM CHECK SUBROUTINE 
/TO THOSE FROM MAIN ROUTINE. 
/TEST THE PULSE SEQUENCE 
/FOR THE DESIRED ANGLE 
/OF APPROACH OF THE 
/BUBBLE INTERFACE. 
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/CH2 ZERO -START. 01204 5666 JMP I 	L51 
01205 7200 CLA 
01206 1663 TAD I 	CDEL3I 
01207 7450 SNA 
01210 5666 JMP I 	L51 
01211 7200 CLA 
01212 1664 TAD I 	CDEL4I 
01213 7450 SNA 
01214 5666 JMP I 	L51 
01215 7200 CLA 
01216 1665 TAD I 	CDEL5I 
01217 7450 SNA 
01220 5666 JMP I 	L51 
01221 7200 CLA 	/ALL OUTER CHANNELS HAVE DELAYS. 
01222 1663 TAD I CDEL3I /SECONDARY TEST FOR DELAY 
	
01223 3667 DCA I Dli 	/VARIATION BETWEEN OUTER 
01224 1664 TAD I CDEL4I /CHANNELS. 
01225 3670 DCA I 021 
01226 1665 TAD I CDEL5I 
01227 3671 
	
DCA I D31 
01230 4672 JMS I MAXM 
01231 4673 JMS I RATIO 
01232 7200 CLA 
01233 1674 TAD I RAIl 
01234 7041 CIA 
01235 1376 TAD RATDD 
01236 7500 SMA 
01237 5666 JMP I L51 
01240 7200 CLA 
01241 1675 TAD I CPUL3I 
01242 3667 DCA I DII 
01243 1676 TAD I CPUL4I 
01244 3670 DCA I D21 
01245 1677 TAD I CPUL5I 
01246 3671 DCA I D31 
01247 4672 JMS I MAXM 
01250 4673 JMS I RATIO 
01251 7200 CLA 
01252 1674 TAD I RAT1 
01253 7041 CIA 
01254 1377 TAD RATPD 
01255 7500 SMA 
01256 5666 JMP I L51 
01257 4661 JMS I EXM 
/GET MAXIMUM & MINIMUM. 
/CALCULATE RATIO. 
/COMPARE WITH DESIRED. 
/PULSES NOT COINCIDENT 
/RETURN TO START. 
/PULSES COINCIDENT PROCEED. 
/TEST FOR PULSE DURATION 
/VARIATION. 
/PULSES OF DIFFERENT LENGTH, 
/RETURN TO START. 
/BUBBLE HAS HIT THE PROBE 
/SQUARELY. EXAMINE STORED CHI 
270 
/ PULSE SEQUENCE PROGRAM 	 PAL 8-V7 	 PAGE 2-3 
/PULSE LEADING EDGE FOR 
/PULSE DURATION CORRECTION. 
























































01261 2200 EXMEXAM 
01262 0555 CDEL2I,CDEL2 
01263 0556 CDEL3ICDEL3 
01264 0557 CDEL4I,CDEL4 
01265 0560 CDEL5ICDEL5 
01266 0401 L5I,L5 
01267 1504 D1I,D1 
01270 1505 D21,D2 
01271 1506 D31,D3 
01272 1400 MAXMMAXMIN 
01273 1510 RATIO,RATC 
01274 1570 RAT1RATO1 
01275 0563 CPUL3I,CPUL3 
01276 0564 CPUL4I,CPUL4 
01277 0565 CPUL5I,CPUL5 
1376 *1376 
01376 0000 RATDD,0 
01377 0000 RATPD0 
1400 *1400 
01400 0000 MAXMIN,0 
01401 7200 CLA 
01402 1301 TAD C3777 
01403 3303 DCA MIN 
01404 3302 DCA MAX 
01405 1302 TAD MAX 
01406 7041 CIA 
01407 1304 TAD Dl 
01410 7540 SMA SZA 
01411 5227 JMP L1430 
01412 7200 L1433,CLA 
01413 1302 TAD MAX 
01414 7041 CIA 
01415 1305 TAD D2 
01416 7540 SMA SZA 
01417 5233 JMP L1431 
01420 7200 L1434,CLA 
01421 1302 TAD MAX 
01422 7041 CIA 
01423 1306 TAD D3 
/CALCULATE THE MAXIMUM 
/AND MINIMUM OF THREE 
/BINARY NUMBERS WHICH 
/REPRESENT TIME. 
270 
/ PULSE SEQUENCE PROGRAM 
	
PAL 8- V7 
	
PAGE 2-4 
550 01424 7540 SMA SZA 
551 01425 5237 JMP L1432 
552 01426 5242 JMP L1435 
553 
554 01427 7200 L1430,CLA 
555 01430 1304 TAD Dl 
556 01431 3302 DCA MAX 
557 01432 5212 iMP L1433 
558 
559 01433 7200 L1431.,CLA 
560 01434 1305 TAD D2 
561 01435 3302 DCA MAX 
562 01436 5220 iMP L1434 
563 
564 01437 7200 L1432,CLA 
565 01440 1306 TAD D3 
566 01441 3302 DCA MAX 
567 
568 01442 7200 L1435,CLA 
569 01443 1303 TAD MIN 
570 01444 7041 CIA 
571 01445 1304 TAD Dl 
572 01446 7510 SPA 
573 01447 5265 iMP L1439 
574 
575 01450 7200 L1437CLA 
576. 01451 1303 TAD MINI 
577 01452 7041 CIA 
578 01453 1305 TAD D2 
579 01454 7510 SPA 
580 01455 5271 JMP L1438 
581 
582 01456 7200 L1452,CLA 
583 01457 1303 TAD MIN 
584 01460 7041 CIA 
585 01461 1306 TAD D3 
586 01462 7510 SPA 
587 01463 5275 JMP L1451 
588 01464 5600 iMP I MAXMIN 
589 
590 01465 7200 L1439,CLA 
591 01466 1304 TAD Dl 
592 01467 3303 DCA MIN 
593 01470 5250 iMP L1437 
594 
595 01471 7200 L1438,CLA 
596 01472 1305 TAD D2 
597 01473 3303 DCA MIN 
598 01474 5256 iMP L1452 
599 
600 01475 7200 L1451,CLA 
601 01476 1306 TAD D3 
602 01477 3303 DCA MIN 
603 01500 5600 JMP I MAXMIN 
604 
270 
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605 01501 3777 C3777,3777 
606 01502 0000 MAX,0 
607 01503 0000 MIN,0 
608 01504 0000 D1.,0 
609 01505 0000 D2,0 




614 1510 *1510 





620 01511 7200 CLA 
621 01512 1302 TAD MAX 
622 01513 3336 DCA FLT1+1 
623 01514 1303 TAD MIN 
624 01515 3341 DCA FLT2+1 
625 01516 4407 JMS 	I 	7 
626 01517 5351 FGET CF100 
627 01520 7000 FNDR 
628 01521 6351 FPUT CF100 
629 01522 5335 FGET FLT1 
630 01523 7000 FNOR 
631 01524 6343 F'PUT FLT3 
632 01525 5340 FGETFLT2 
633 01526 7000 FNEJR 
634 01527 4343 FDIV FLT3 
635 01530 3351 FMPY CF100 
636 01531 6346 FPUT RATO 
637 01532 0000 FEXT 
638 01533 4354 JMS DCTC 
639 01534 5710 JMP I RATC 
640 01535 0013 F'LT113 
641 01536 0000 0 
642 01537 0000 0 
643 01540 0013 FLT2 	13 
644 01541 0000 0 
645 01542 0000 0 
646 01543 0000 FLT3,0 
647 01544 0000 0 
648 01545 0000 0 
649 01546 0000 RATO,0 
650 01547 0000 0 
651 01550 0000 0 
652 01551 0013 CF10013 
653 01552 0144 144 





659 01554 0000 OCTCO 
/CALCULATE THE RATIO 
/OF MINIMUM TO MAXIMUM 
/TIME IN FLOATING POINT 
/MODE. 
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660 /CONVERT FLOATING POINT 
661 /NUMBER TO 	12 BIT BINARY. 
662 01555 7200 CLA 
663 01556 1367 TAD M13 
664 01557 1346 TAD RAID 
665 01560 3371 DCA IP1 
666 01561 1347 TAD RATO+1 
667 01562 7110 L151CLL 	RAR 
668 01563 2371 ISZ 	TP1 
669 01564 5362 JMP L151 
670 
671 01565 3370 DCA RATO1 
672 01566 5754 JMP I 	DCTC 
673 
674 01567 7765 M13,-13 
675 01570 0000 RATE] 1,0 




680 1600 *1600 
681 01600 0000 IN,0 /SAMPLE ON FIVE CHANNELS 
682 /OF THE A/D CONVERTER. 
683 01601 7200 CLA 
684 01602 4321 JMS ADC 
685 01603 3303 DCA Si 
686 01604 1310 TAD C2 
687 01605 4321 JMS ADC 
688 01606 3304 DCA S2 
689 01607 1311 TAD C3 
690 01610 4321 JMS ADC 
691 01611 3305 DCA S3 
692 01612 1312 TAD C4 
693 01613 4321 JMS ADC 
694 01614 3306 DCA S4 
695 01615 1313 TAD CS 
696 01616 4321 JMS ADC 
697 01617 3307 DCA S5 
698 
699 01620 1303 TAD Si /DISCRIMINATE ON EACH 
700 /CHANNEL TO FORM SQUARE 
701 /PULSES. 
702 01621 1377 TAD DM 
703 01622 7510 SPA 
704 01623 5230 JMP L1640 
705 01624 7200 CLA 
706 01625 1376 TAD DP 
707 01626 3714 DCA 	I 	SSI 
708 01627 5232 JMP L1641 
709 
710 01630 7200 L1640,CLA 
711 01631 3714 DCA 	I 	SS1 
712 
713 01632 1304 L1641,TADS2 
714 01633 1377 TAD DM 
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715 01634 7510 SPA 
716 01635 5242 JMP L1642 
717 01636 7200 CLA 
718 01637 1376 TAD DP 
719 01640 3715 DCA I 	SS2 
720 01641 5244 JMP L1643 
721 
722 01642 7200 L1642CLA 
723 01643 3715 DCA I 	SS2 
724 
725 01644 1305 L1643TAD S3 
726 01645 1377 TAD DM 
727 01646 7510 SPA 
728 01647 5254 JMP L1644 
729 01650 7200 CLA 
730 01651 1376 TAD DP 
731 01652 3716 DCA I 	SS3 
732 01653 5256 JMP L1645 
733 
734 01654 7200 L1644CLA 
735 01655 3716 DCA I 	5S3 
736 
737 01656 1306 L1645TAD S4 
738 01657 1377 TAD DM 
739 01660 7510 SPA 
740 01661 5266 JMP L1646 
741 01662 7200 CLA 
742 01663 1376 TAD DP 
743 01664 3717 DCA I 	SS4 
744 01665 5270 JMP L1647 
745 
746 01666 7200 L1646CLA 
747 01667 3717 DCA I 	SS4 
748 
749 01670 1307 L1647,TAD S5 
750 01671 1377 TAD DM 
751 01672 7510 SPA 
752 01673 5300 JMP L1648 
753 01674 7200 CLA 
754 01675 1376 TAD DP 
755 01676 3720 DCA I 	SS5 
756 01677 5302 JMP L1649 
757 
758 01700 7200 L1648CLA 
759 01701 3720 DCA I 	SS5 
760 
761 01702 5600 L1649,JMP I 	IN 
762 
763 01703 0000 S1,0 
764 01704 0000 S2,0 
765 01705 0000 S3,0 
766 01706 0000 S4,0 
767 01707 0000 S5,0 
768 01710 0002 C2,2 
769 01711 0003 C3,3 
270 





770 01712 0004 C4,4 
771 01713 0005 C5,5 
772 01714 0573 SSlSAM1 
773 01715 0574 SS2,SArI2 
774 01716 0575 SS3SAM3 
775 01717 0576 SS4.,SAM4 
776 01720 0577 SS5SAM5 
777 
778 
779 01721 0000 ADC, 0 
780 01722 6531 ADLM 
781 01723 6532 ADST 
782 01724 6534 ADSK 
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783 01725 5324 JMP 	.-1 
784 01726 6533 ADRB 




789 1776 *1776 
790 01776 0000 DP,0 




795 2000 *2000 
796 02000 0000 CLEAR, 0 
797 02001 7200 CLA 
798 02002 3631 DCA I 	DEL2 
799 02003 3632 DCA I 	DEL3 
800 02004 3633 DCA I 	DEL 44 
801 02005 3634 DCA I 	DEL5 
802 02006 3635 DCA I 	PULl 
803 02007 3636 DCA I 	PUL2 
804 02010 3637 DCA I 	PUL3 
805 02011 3640 DCA I 	PUL4 
806 02012 3641 DCA I PUL5 
807 02013 3646 DCA I 	PEI 
808 02014 3642 DCA I 	PE2 
809 02015 3643 DCA I 	PE3 
810 02016 3644 DCA I 	PE4 
811 02017 3645 DCA I 	PE5 
812 02020 3647 DCA I 	PE20 
813 02021 3650 DCA I 	PE30 
814 02022 3651 DCA I 	PE40 
815 02023 3652 DCA I 	PESO 
816 02024 3630 DCA I 	CSD21 
817 02025 1274 TAD POINT3 
818 02026 3275 DCA P13 
819 02027 5600 JMP I CLEAR 
820 02030 0774 CSD21,CSD2 
821 
822 02031 0555 DEL2CDEL2 
823 02032 0556 DEL31CDEL3 
824 02033 0557 DEL4,CDEL4 
825 02034 0560 DEL 5CDEL5 
826 02035 0561 PUL1CPUL1 
827 02036 0562 PUL2CPUL2 
828 02037 0563 PUL3, CPUL3 
829 02040 0564 PUL,CPUL4 
830 02041 0565 PUL5,CPUL5 
831 02042 0567 PE2,P2 
832 02043 0570 PE3, P3 
833 02044 0571 pE4,p4 
834 02045 0572 PE5,P5 
835 02046 0566 PE1,P1 
836 02047 0551 PE20P20 
837 02050 0552 PE30,P30 
/SET UP INITIAL ZEROS 
/IN ALL COUNTER LOCATIONS 
/& FLAG LOCATIONS. 
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02051 0553 PE40,P40 












































7200 CLA /STORE 
1275 TAD P13 	ISIGNAL 
7041 CIA /THE CHI 
1274 TAD POINT3 
1676 TAD I 	SNUM 
7510 SPA 
5270 JMP LST1 
7200 CLA 
1677 TAD I 	SMP1 
3675 DCA I 	PT3 
2275 ISZ P13 
5653 JMP I 	STORE 
7200 LSTICLA 
1274 TAD POINT3 
3275 DCA P13 
5653 JNIP I 	STORE 
4100 POINT3,4100 
0000 PT3,0 
2322 SIN UM,SIN 
2130 SMPI,SA1 
0000 INA,0 /SAMPLE ON CHI OF A/D 
7200 CLA /CONVERTER FOUR TIMES 
6531 ADLM /FASTER THAN MAIN 
6532 ADST /SAMPLING ROUTINE. 
6534 ADSK 
5304 JMP 	.-1 
6533 ADRB 
3330 DCA SAl 
1330 TAD SAl 
1732 TAD I 	DMA 
7510 SPA 
5320 JMP L26A 
7200 CLA 
1733 TAD I 	DPA 
3731 DCA I 	SA2 
5322 JMP L26B 
7200 L26ACLA 
3731 DCA I SA2 
1334 L268TAD SRA 
7041 CIA 
3335 DCA SR 
THE CYPROBE 
WHILE WAITING FOR 
PULSE. 
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893 02125 2335 ISZ 	SR 
894 02126 5325 JMP 	.-1 
895 02127 5700 JMP I 	INA 
896 
897 02130 0000 SA1,0 
898 02131 0573 SA2,SAM1 
899 02132 1777 DMA,DM 
900 02133 1776 DPA,DP 
901 02134 0004 SRA,4 




906 2200 *2200 
907 02200 0000 EXAM, 0 /EXAMINE THE PREVIOUSLY 
908 02201 7200 CLA /STORED RISE OF THE CHI 
909 02202 1325 TAD Ml /PULSE FOR THE MINIMUM 
910 02203 1715 TAD I 	P131 /SPECIFIED RISE SLOPE 
911 02204 3316 DCA P14 /AND CORRECT CHI PULSE 
912 02205 1320 TAD C24 /DURATION. 
913 02206 7041 CIA 
914 02207 1316 TAD PT4 /SET UP STORE COUNTERS. 
915 02210 3317 DCA PT5 
916 02211 3376 DCA CCOR /ZERO TIME COUNTER. 
917 02212 1317 TAD PT5 
918 02213 7041 CIA 
919 02214 1721 TAD I 	POINT2 
920 02215 7540 SMA SZA 
921 02216 5727 JMP I BACK /STORAGE COUNTER < 
922 /MINIMUM STORE LOCATION, 
923 /TRY AGAIN. 
924 02217 7200 L222CLA 
925 02220 1317 TAD P15 
926 02221 7041 CIA 
927 02222 1721 TAD I POINT2 /TEST STORE COUNTERS 
928 02223 7540 SMA SA /FOR TOP END OF STORE. 
929 02224 5277 JMP L223 
930 02225 7200 CLA 
931 02226 1316 TAD P14 
932 02227 7041 CIA 
933 02230 1721 TAD I 	POINT2 
934 02231 7540 SMA SZA 
935 02232 5272 JMP L221 
936 02233 7200 CLA 
937 02234 1317 TAD P15 
938 02235 1715 TAD I 	P131 
939 02236 7450 SNA 
940 02237 5727 JMP I 	BACK /COMPLETE STORE EXAMINED 





946 02240 7200 L224,CLA /EXAMINE PULSE RISE SLOPE. 
947 
270 
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948 02241 2376 ISZ CCOR /INCREMENT TIME COUNTER 
949 02242 1716 TAD I 	P14 
950 02243 3323 DCA A 
951 02244 1717 TAD I 	P15 
952 02245 3324 DCA B 
953 02246 1324 TAD B 
954 02247 7041 CIA 
955 02250 1323 TAD A 
956 02251 1377 TAD SLOPE 
957 02252 7500 SMA 
958 02253 5304 JMP L225 /SLOPE < 	DESIRED, 
959 /STOP EXAMINING. 
960 02254 7200 CLA 
961 02255 1323 TAD A 
962 02256 7041 CIA 
963 02257 1324 TAD B 
964 02260 7510 SPA 
965 02261 5304 JMP L225 /SLOPE CHANGED DIRECTIONS 
966 /STOP EXAMINING 
967 02262 7200 CLA 
968 02263 1325 TAD Ml 
969 02264 1316 TAD P14 
970 02265 3316 DCA P14 
971 02266 1325 TAD Ml 
972 02267 1317 TAD P15 
973 02270 3317 DCA PT5 
974 02271 5217 JMP L222 /SLOPE STILL TOO STEEP, 
975 /CONTINUE EXAMINING. 
976 02272 7200 L221CLA 
.977 02273 1721 TAD I 	POINT2 
978 02274 1322 TAD SN 
979 02275 3316 DCA PT4 
980 02276 5240 JMP L224 
981 
982 02277 7200 L223,CLA 
983 02300 1322 TAD SN 
984 02301 1721 TAD I 	POINT2 
985 02302 3317 DCA P15 
986 02303 5240 JMP L224 
987 
988 02304 7200 L225,CLA /ADJUST TIME COUNTER 
989 02305 1376 TAD CCOR /FOR FASTER SAMPLING 
990 02306 7110 CLL RAR /(DIV. 	BY 	FOUR) 
991 02307 7110 CLL RAR 
992 02310 3376 DCA CCOR 
993 02311 1726 TAD I 	CPC1 /ADD CORRECTOR TO CHI 
994 02312 1376 TAD CCOR /PULSE DURATION. 
995 02313 3726 DCA I 	CPC1 
996 02314 5600 iMP I 	EXAM 
997 
998 02315 2075 PT31,PT3 
999 02316 0000 P14,0 
1000 02317 0000 P15,0 
1001 02320 0024 C24,24 
1002 02321 2074 POINT2POINT3 
270 





1003 02322 0377 SN,377 
1004 02323 0000 A,O 
1005 02324 0000 B4O 
1006 02325 7777 M1,-1 
1007 02326 0561 CPCI,CPUL1 
1008 02327 0401 BACK,401 
1009 
1010 2376 *2376 
1011 02376 0000 CCOR0 







A.2 Timing methods 
The bubble velocity and size measurements were obtained by 
counting the number of times the computer followed a particular logic 
train whilst undergoing the real time examination of the voltage pulse 
signals. For example, consider the A/D conversion routine DINt? on page 
2-6 of the pulse sequence program listing: 
Mnemonic Code 
	

















































Jt4P I ADC 
2,6 	(JMS ADC) 
26.2 ± 0.5 
1.2 
30.0 ± 0.5 
The complete PAL logic sequence times outlined in the listing 
were counted in the above manner to yield a total loop time of 325 ± 8 
usec, the error being due to both uncertainty in the AID conversion time 
and slight differences in logic examination times for certain loops. 
The error in loop time was therefore of the order of ± 2.5% maximum. 
The error in velocity detected by the probe is closely associated 
with the bubble velocity and probe size. For the probe dimension used 
here (d = 0.004 m), a typical bubble velocity of 0.5 m.s 
1 
 has a time 
counting error of one loop time in thirty, or ± 4%. This is increased 
to ±.8% at a velocity of 1 ms 1 . Since most bubbles detected by the 
probe had velocities below 1 ms -'
l  , the error in reported bubble velocity 
would be about 5% at velocities between 0.5 and 1.0 ms -1 and 3% for 
velocities between 0.2 and 0,5 ms
-l.. This is confirmed in chapter 3 in 
the body of the thesis, where velocities detected by the probe have been 
shown to vary very little when the velocity is 0.35 ms 1 . Improvement 
of this measurement error may be accomplished with an increase in computer. 
speed in the future. For the present, very high velocity bubbles may be 
more accurately measured with an increase in probe dimension 	with 
the expense of deleting those bubbles smaller than d from the data. 
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APPENDIX B 
SIEVE TRAY AIR FLOW MEASUREMENT 
Calibration of the vane anemometer and orifice plate bypass 
rotameter was accomplished through use of a DISA hot wire anemometer. 
This was essential because of the slightly pulsating flow induced by the 
lobe-type blower used. Such pulsations can produce considerable errors 
in flow meters having a relatively low frequency response. 
B.l Hot Wire Anemometer Calibration 
The DISA probe consisted of a lOim diameter platinum wire, 0.001m 
long. The frequency response of the instrument was better than 20kHz. 
No calibration for velocity was available, and the calibration was obtained 
in a 0.01644 m diameter flow tube, 2,0 m long. The Reynolds number under 
these conditions was in the turbulent pipe flow regime (Re > 2500). 
To check the velocity profile in this tube at the measurement end 
(distant 150 tube diameters from the inlet) an accurate traverse of the 
flow tube was made in the radial direction for various air, flows measured 
by a calibrated rotameter, The anemometer output voltage was noted for 
each case; the results are presented in figure B.l. 
Clearly, an appreciable profile of velocity is apparent since at 
the Reynolds numbers and entry lengths used, a velocity profile of the 
turbulent form (214) exists: 
U 	1 2 r"\ "7 
- (B-i) 
Uci 	\rJ 















o 	0.8 	 1.6 	 2.2 
voltage IV) 
FIGURE 3.1 Variation of hot wire anemometer output 









0 	 0.8 	 i6 
voltage (V) 
FIGURE B.2 Variation' of anemometer output with 
absolute velocity in flow tube. 
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UZ 	 r velocity at distance Z from the tube walls 
r = tube radius 




and 	 Q g 	 B.3) 
At 
Therefore, for a given mean velocity U, we can compute the relative 
velocity at the radial position Z  using equations B.l, B.2 and B.3 and 
the data in figure B.l. 
The experimental data shown in figure B.2 show that the expected 
turbulent velocity profile (eq. B.l.) exists in the flow tube. Thus, the 
centrally situated anemometer probe reports velocities given by equation 
(B.2). Subsequent repetitive probe calibration checks on the tube 
centreline during testing assumed this relation. 
B.2 Velocity Measurement 
The inlet air flow tube (refer to figure .l) consisted of a 0.144 m 
internal diameter perspex tube open to the atmosphere at one end and 
connected to the suction side of the twin-lobe blower at the other with 
due care to avoid leaks. 
The hot wire anemometer tip was positioned axially 0.01 in from 
the entrance of the flow tube, as is shown in figure B.3. This was to 
prevent random room air movement from activating the anemometer, particularly 
during zero voltage adjusting procedures. At the same time, the expected 
vena contracta effect was minimised. 
A typical radial traverse with the hot-wire for a given vane anomometer 
reading is shown in figure B.-l. The profile is similar to that generated 
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FIGURE B.4 Typical gas flow measurement tube 
velocity profile. 
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The gas flow in the tube was obtained from integration of the 
velocity profile: 
- 	 •.LB.4) 
The vane and hot wire anemometers were alternately placed in the 
flow tube, with zero adjustment and check calibration of the hot wire 
anemometer between each test, In this way, the vane anemometer, a 
relatively robust instrument but of low frequency response,was calibrated 
against the accurate and rapidly responding but delicate hot wire device. 




MEASUREMENT OF THE GAS CONTENT OF FROTHS 
The gas content of froths at a given axial level above the sieve 
tray floor was measured by using a technique of equivalent clear liquid 
height measurement A large bore (0.02 m) liquid mqnometer was connected 
successively to pressure' tappings at various heights on the side of the 
perspex box containing the froth. This is shown schematically for two 
successive positions in figure C.l. 
At each level above the tray floor 	, the clear liquid height the 
froth could support 	was noted. These measurements were repeated five 
times for each level, water being added to the mqnometer leg before each 
test to displace bubbles. The large diameter mqnometer tube provided 
sufficient damping to prevent oscillation due to froth surging and the 
results were entirely reproducible. 
From a knowledge of the liquid at various positions it may be noted 
that: 
yl =  
'2 
=x 2 —z 2  
and 	
= y2 - y1 	 ( C.3 
where y is the height of liquid between Z1 and. Z2 
Hence, 














FIGURE C.1 Schematic diagram illustrating th.& 
measurement technique for froth density. 
re 
and, more generally: 
= d1 - Lj 	
( C.5) 
Zi 	d 
where •i refers to the mid position between measurement levels. 
The perspex box had ten tapping points between the zero and 0.20 m 
axial position. During an experiment the ten liquid heights, x., were 
noted and smoothed on graph paper, using a plot of x. against Z.,. The 
computation of gas content followed using equation (C.5).. 
Example. 
The following table shows a typical calculation of gas content 
and froth density: 









d;. 	Id;-y 1 
(Em'j 
I 
(crh) I £ 1 L 
0 0.54 10.4 9.86 
1 3.25 10.6 7.35 2.51 .2.71 0.20 .1.90 0.08 0.92 
2 5.14 10.9 5.76 1.59 1.89 0.30 4.20 0.16 0.4 
3 7.18 11.7 4.52 1.24 2.14 0.90 6.16 0.42 .0.58 
4 9.17 12.8 3.63 0.89 1.99 1.10 8.18 0.55 0.45 
5 11.17 13.9 2.73 0.90 2.00 1.10 10.17 0.55 0.45 
6 13.16 15.1 1.94 0.79 1.99 1.20 12.17 0.59 0.41 
7 15.19 16.5 1.31 0.63 2.03 1.40 14,18 0.66 0.34 
8 17.16 18.1 0.94 0.47 1.97 1.50 16.18 0.76 0.24 
9 19.16 20.0 084 0.20 2.00 1 1.80 18.16 0.90 0.10 
Tabular Results for 
Q 
-3 	3 	-1 10 m s V 
-1 
0. 149ms 
Z Tray A,'Vs(ms) Tray B,Vs(mS) Tray c,Vs(mS) Tray B,1OQL(mS ' ) 
0.30 0.49 0.69 0,3 0.5 0.7 0,3 0.5 0.7 1.65 2.30 
0.019 0.92 0.92 0.65 0.82 0.82 0,82 0.85 0.67 0.62 0.82 0.78 
0.0142 0.814 0,47 0.58 O..63 0.53 0.52 0,68 0.52 0.42 0.53 0.6 14 
0.062 0.58 0.44 0,35 0,53 0,44 0..35 0,67 0.40 0.35 0.55 0.58 
0.082 0.45 0.40 0.25 0.55 0.40 0.34 0,55 0.40 0.25 0.45 0.55 
0.102 0.45 0.35 0.30 0.50 0.40 0,35 0,50 0.35 0.20 0.40 0.45 
0.122 0.41 0.30 0.25 0.45 0.35 0.25 0.50 0.30 0.20 0.35 0.30 
0.142 0.34 0.30 0.30 0.36 0,31 0,25 0.31 0.31 0.20 0.30 0.25 
0.162 0.24 0.30 0.24 0,25 0.16 0,19 0.29 0.24 0.15 0.29 0.25 
0.182 0.10 0.15 0.10 0.25 0.15 0.05 0.25 0.10 0.05 0.15 0.20 
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APPENDIX D 
PROBE OUTPUT SIMULATION 
D.l. Observation Effects in Dynamic Dispersions 
As discussed in chapter 3.5, a bubble hit which occurs precisely 
on the bubble central axis is a comparatively rare event and for the 
probes used in this work with a finite discrimination range there exists 
a small horizontal distance Xd from the bubble axis over which the bubble 
is acceptable to the probe. The distance x  depends on the bubble size since 
it is related to the local-interface approach angle permitted by the 
discrimination level. This is shown in figure D.l for spherical cap 
bubbles. 
For any x  there exists in three dimensions a corresponding permitted 
area a. and for any distribution of bubble sizes there exists a distribution 
of permitted areas a... Assume that the bubbles in the dispersion are 






Let the probability that a bubble will be detected by the probe be P(i), 
the number of this size and type of bubble per unit volume of dispersion 









But from the discussion in chapter 3.5: 
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( j) o c1 1 U1 a< A1 U1 
* 
c  
A 1 U 1 








Bubbles of size k in 
dispersion 




Lk=1 (A<) (0.7) 
where: 
is the number fraction of bubbles 
A  is the projected area of bubble size class k 
U  is the velocity of bubble size class k 
is the no. of bubbles of size class k 
det e cted by the probe. 
D.2 Probe Output Simulation 
The relation which accounts for the effect of bubble projected area 
on the probability, of a bubble being recorded by the probe is: 
Ak 
(0.8) 
The projected and acceptable bubble areas vary over orders .of magnitude 
in typical bubble dispersions. In order to test equation (D.8), a 
stochastic simulation of the probe output process was developed. 
D.2(a) Representation of Probe Discrimination Function 
Figure D.2 shows a two dimensional model of the probe discrimination 
function, where the bubble interface is linearised over the small distance 
interval 2r. This representation is slightly conservative compared with 
the real three dimensional probe and yields slightly larger acceptable 
areas for a given pubble. The effect, however, is relatively minor. 
* 
Defining the discrimination ratioas td (see chapter 3): 
* 
td = = d—x 1 
yz 	dp-f-X, 
(0.9) 
and interface slope, tan 0- = x 1 
r (0.10) 
From equation (D.9): 
= d (1 Ttd) 
(1 -F td) 
D'.1 1 ) 
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Subst. (D.11) in (D.lO) 
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FiGUPE D.l yariaton. of permitted off-centre 
distance with bubble size. 
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FIGURE D2 Probe discrimination function model. 
* Max. Slope, 	
dp (1 	td) 	 (0.12) 
r (if) 
D.2(b) Random Number Generator. 
The dispersion was simulated by generating random bubble sizes 
and placing the bubbles in random spatial positions around the probe 
array. To generate these random numbers a supplied library routine was 
used. This routine generates successive uniform random numbers which 
have been shown to be uniformly random in a statistical sense over the 
range 0.0000 to 1.000 (215). 
D.2(c) Random Bubble Sizes 
The random numbers uniformly distributed between 0 and 1 were 
converted into a distribution of bubble sizes with a given mean and 
variance. To illustrate the method, consider the cumulative size 
distribution function of any analytical distribution, as is shown in 
figure D.3. If the random number .b has a uniform probability of 
magnitude between 0 and 1, then the bubble size de  will be selected 
so long as f 	< b. < f .. 	By taking a large number of uniform 
i-i 	3 	
Cl 
random numbers b., and selecting random bubble sizes de.  using this 
relation, and output distribution of sizes is reported by the simulator. 
The table below shows a typical input normal distribution (fi = 0.015 m, 
0.005 m) and simulated output distribution for 10000 bubbles. 
Edinburgh Regional Computer Centre, IMP library 
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FIGURE D.3 Selection' of a random bubble size from a 
bubble size distribution, given a uniform 
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(n. 	- n. 
1 1 
0.001 30 28 0.133 
0.003 90 85 0.278 
0.005 220 217 0.041 
0.007 450 450 0.000 
0.009 760 782 0.550 
0.011 1160 1172 0.124 
0.013 1480 1476 0.010 
0.015 1610 1597 0.011 
0.017 1480 1510 0.608 
0.019 1160 1116 2.720 
0.021 760 - 	 751 0.108 
0.023 450 445 0.056 
0.025 220 228 0.290 
0.027 90 97 0.545 
0.029 30 32 0.133 
0.031 10 12 0.250 
5.857 
Applying the 	goodness of fit test to these data (201) 
with the number of degrees of freedom, v = 17, 
From Table C.2 in ref. (2011, $ 2 	= 33.141 
Since 	, v 	17 is greater than: 
o 99 r 
'c1t(nj_nj.) 
•r 
we accept the null hypothesis that the distributions are the same. 
Therefore, the method of selecting randomly sized bubbles from a. 
cummulative size distribution function using a uniform probability random 
number generator is a satisfactory simulation of a random occurrence of 
bubble sizes. 
D-2(d) Random Bubble Position Simulation 
The random position of a bubble centre in the plane of the probe 
was simulated by selecting two independent random distance vectors X and 
y defined in figure D.L., and calculating the random position vector 
r from: 
11-1 	 a 	
i 	2 
- 	 (0.13) J  
Differentiating the geometric bubble surfaces described below yields the 
slope at any distance from the centreline and substitution of the maximum 
acceptable slope condition (eq. D.12) defines the acceptable distance 
from the bubble centre; 
Sphere: 
2 	2 	2 	2 
X ± Y 
r d e 	 (D.14) 
4 
dx - (r2±x2) 	
(D.15) 
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axis of the ellipse 
(0.20) 
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and 	 C =J 4E, 
(0.22) 
Hence, 	 _i. - 
d  
E, a c  x 
cic2 Q (0.23) 
and 	
x = /Cs_ 
2 
d 	
Eta— s1 a 
(D.24). 
Thus, the following sequence of events simulated the rise of a 
single bubble to the probe: 
(ii A random number, b., was selected from the uniform random 
number distribution. 
A random bubble size was selected from the size distribution 
function using b.. 
J 
The acceptable distance, x  for this bubble size was 
computed from equations (D.14) to (D.2 1 ), depending on the bubble shape. 
A uniform random distance vector, r, was computed from two 
random distances x and y using equation (D.13). 
V ' 
The bubble was selected to be included in the distribution 
reported by the probe provided: 





ci 	> 	r 	 (D.27) 
C P 
Equations CD25) to (D.27) were the system constraints defined by the 
probe design outlined in Chapter 3. 
The sequence above was repeated for 1000 successful random hits on 
the probe, thus providing a simulation of the real system. 
D.2(e) Simulator Results 
D.2(e)(i) Normal Distribution 
The normal distribution defined above with p = 0.015 m and 
' 0.005 m was used to test the probe output for such parameters as 
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probe dimensions, probe discrimination level and bubble type (viz, sphere, 
hemisphere and oblate ellipsoid of revolution). The size distribution 
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function is unlike those measured here or by others (86), but it represents 
a useful statistical model upon which to evaluate the probe output. 
Variation of Probe Separation Distance, d. 
This parameter was varied while maintaining rpP. so that the 
relative dimensions of the probe were constant. 	. 	Figure D.5 
shows the results for d0 0.004 m and d 	0.008 m, for both spheres 
I- 
and ellipsoids (- - - = 2) with td = 0.8, a typical discrimination ratio 
Ut 
used in this work. The number of bubbles collected by the probe was 1000 
and equation (D.8) has been used to interpret the data. 
The effect of truncation on the size distribution is obvious; 
clearly, the probe separation distance dpmust be maintained at the minimum 
size of bubble deemed to be important in the size distribution function. 
during measurement in real dispersions. 
Also, in cases where ds small, equation (D.8) faithfully 'predicts 
the correct size distribution for the dispersion as a whole in the case 
of both spheres and ellipsoids. 
Variation of Probe Radius, r 
For this case, d was held constant at 0.004 rn-and r  varied from 
0.001 to 0.004 m. The results are shown for the spherical bubble model 
in figure D.6. Again, truncation occurs at large values of rp since 
small bubbles pass the probe without activating the outer radial contacts. 
Since the simulated probe where rp =d PI is very satisfactory' in 
reproducing the dispersion size distribution using equation D.8 the above 
dimensions are to be recommended in constructing probes for use in real 
dispersions. 
E simulated dispersion 
spheres dp=0.004m rp=0.002m 
° spheres dp0.008m r0.004m 
ellipsoids dp=0,004m r=0.002m 









d e (m) 
FIGURE D,5 Probe simulation. Effect on probe output of probe 
size and bubble shape. 
Input dispersion size distribution: 








F-1 s i mu lated dispersion (spheres) 
rp=0.002m1 
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FIGURE D.6 Probe simulation. Effect of probe radius, r 
on probe output.. 	 p 
Input dispersion size distribution: 






(c) Variation of Discrimination Ratio 
With constant probe dimensions fixed atdp 0.004 m andrp = 0.002 m, * 
the effect of change in the discrimination ratio td was tested using the 
spherical bubble shape and a normal distribution function of bubble sizes. 
Figure D.7 shows the results. As is to be;expected, low discrimination 
ratios yield results which are unlike those obtaining in the simulated 
dispersion since the probe accepts central axis lengths which are smaller 
than the maximum. This leads to a pronounced shift in the distribution * 
towards small bubble sizes. However, discrimination ratios above td = 0.6 
reproduce the input dispersion properties well, although ratios above * 
td = 0.8 must be used for a satisfactory recording of bubble shapes by 
the outer probe contact. (see Appendix E). 
D.2(e) (ii) Gamma Function Distribution 
In order to test the relation for the bubble size distribution 
which obtains in a sieve tray froth, a typical truncated r-function 
distribution of spherical bubbles was introduced into the simulator. 
Figure D.8 shows the results for variations in probe dimensions. The 
results are the same as for the normal distribution above; namely 
the small probe with moderately high discrimination ratio reproduces 
the dispersion size distribution satisfactorily using equation (D.8) 
to account for the sampling probability. 
Figure D. 9 shows a r-function distribution typical of that found 
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I td 0.2 
 Xd 	
xd 
FIGURE D.7 Probe simulation Effect of discrimination 
ratio, t 	om, tbe probe output. 
Input size distribution; normal, 
J-O.Q15rn, 	6'0.005m. 
E simuted dispersion (spheres) 
dp0.004m r0.002m. 
D dp0.006m_ rp=0.003m 
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GURE D.8 Probe simulation. Effect of probe size 
on probe output 
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FIGURE D.9 Probe simulation. Effect of probe size 
and discrimination ratio on probe output. 





the bed represented as hemispherical caps. Again, agreement between 
the probe output and dispersion input is satisfactory for the probe 
conditions outlined above, with considerable inaccuracy predicted for 
oversized and underdis criminate d probe designs. 
D.2(f) Conclusions 
Although the two dimensional stochastic simulation cannot 
completely model operation of the compound probe, the results substantiate 
the details of probe design and data interpretation adopted in the 
measurements reported in this work. For small probe dimensions and 
conditions where the probe radius (rp ) is around one half the probe 
separation distance (dr) and the discrimination level 	is greater 
than 0.8, the simulator shows that the size distribution function 
reported by the probe is correct for several bubble types and forms 




BUBBLE SHAPE SELECTION 
E.1 Sieve Tray Froth 
Previous photographic examination of froth, dispersions on sieve 
trays (92) (94) has indicated that most of the small bubbles are either 
spheres or slightly oblate ellipsoids. Hitherto, however, the sizes and 
shapes of large bubbles in the froth have been unknown, although their 
presence has been suspected. 
The constraints imposed by the real-time computer speed restrict 
the shape measurement facilities to only one of the probe channels of 
information (refer to appendix A). The probe array therefore offers only 
a relatively small amount of informatio.n upon which to base the bubble 
volume and area computation. It is in this frame of reference  that the 
following fitting procedure was developed. 
Firstly, consider the' information reported by the probe after a 
successful hit. Figure E.1 shows the variables reported, where: 
L C is the central bubble vertical length 
Ld is the distance to the bubble interface at the radial distance' x 
L 0  is the bubble vertical length at the radial distance x 
Lx = L c (Ld+Lc ) 
In order to process the data, we make the following assumptions: 
1. The central length Lc is the true central length on the bubble axis. 
This assumption is not strictly correct, as there exists a permissable 
'Toffcentre" distance, x  for a given probe discrimination level and 
the bubble height reported by the probe is between the true. centreline 
and this distance. As is shown later, this assumption does not significantly 
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FIGURE E.4 Spherical cap, 	 FIGURE E.5 Paraboloid of 
revolution. 
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affect the finally computed bubble size distribution. 
The successful bubble hit is generated by a bubble which is moving 
so that its velocity vector is parallel to the probe axis. 
The bubble is symmetrical in shape about the probe axis. 
The problem now becomes one of selecting an appropriate bubble 
shape to fit the bubble parameters Ld, L0 and Lx for the fixed probe 
separation distance x. This represents a challenge, as there could be 
a range of bubble shapes in dynamic froths. Also, there is no way of 
are associated with discrete bubbles. The 
knowing whether the outer dimensionsAlines in the diagrams represent the 
Lc and L0 probe reported lengths and their relative positions in space 
for a typical probe outer contact separation of x p = 0.926 cm. The 
following paragraph numbers refer to the particular selection condition 
shown in figure E.2. 
Lc < 0.5 cm. This condition is based on the observations of 
others (92) (94) that the shape of very small bubbles is SPHERICAL. 
/L/> L. 	Under this condition the probe outer contact has 
missed the outer edge of the current bubble and has encountered the next 
bubble in the froth, a situation where two separate bubbles have struck 
the central array and the outer contact. The bubble observed under these 
conditions is deemed to be SPHERICAL.. 
LD > L. 	This reflects the same conditions as (2) above, C. 
leading to a SPHERICAL fit. 
LD > 0.95 Lc AND L < 0 This defines an arbitrary limit 
for the above three conditions. The logic is based on the surmise that 
a discrete bubble which lies within, the condition is extremely unlikely 
to exist as.a axis'ymmetric body of revolution. Under these-conditions 
a SPHERICAL shape is fitted to the central probe data. 
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CONDITION J 	REPRESENTATION 
1 Lc< 0.00Srn SPHERE: 
2. JL X J 	> L LC 	SPHERE 
TLX 	(2 bubbles) 
3 L 	> L L—J L 	SPHERE( dT 
- 2 bubbles) 
7D\ 	SPHERE 
4. L> O.. 95 L 	arid 	L 	< 0 ( 	lU 	
L (2 bubbles) 
5 L> 	and _____ 
L (D, (2 bubbles) 
5 L 	< 	0.10 	L C SPHERICAL. 
Lx 	j,LC 	CAP 
7 L 	> 0.10 LC L 	ELLIPSOID 
8 Other cases PARABOLOID'  
FIGURE. E..2 Bubble shape selection criteria sieve tray froth. 
(-these inequalities have been developed for xz O.OlmJ 
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L 
L< > 	AND 	(L'i- L) < 
This criterion is based on a similar surmise to (14) above in that one 
bubble is unlikely to exist as an axisymrnetic body of revolution if it 
lies within the condition- There is an additional check here, as two 
discrete bubbles must fit into the volume between the central array and 
outer contact. If both conditionsare satisfied, the bubble is said to 
be SPHERICAL. 
All lengths and sizes reported by the probe which lie outside the 
above criteria are fitted to one of three discrete bubble shapes: spherical 
cap, ellipsoid or paraboloid. 
Lx < 0.10 Lc 	This condition reflects the fact that 
the bubble has a flat or slightly concave rear surface and thus may be 
a SPHERICAL CAP. If the attempt to fit such a shape fails because of 
small eccentricity (or an unlikely small radius of curvature) where a < 2., 
a PARABOLOID of revolution is fitted to the data. 	 bc 
Lx > 0.10 Lc. 	This condition defines a bubble with a convex 
rear surface, and the' shape fitted is ELLIPSOID of revolution. The fit 
may be further subdivided into PROLATE (rotation about the major axis) 
or OBLATE (rotation about the 'minor axis) depending on the computed' 
eccentricity. 
Other cases. 	This condition includes those bubbles which 
have a large central length and occur frequently in froth dispersions 
of low density. These bubbles have low eccentricities and the most 
convenient shape to fit to the probe output data is the PARABOLOID of 
revolution. 
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The following represent the geometric relationships used to compute 
the volumes and surface areas of the bubbles reported by the probe: 
(1) Sphere 
Volume: 	 V = 	TI b 3 
	
E.1 
Surface Area: 	 as = 4 ii b 2 	 C E.2) 
where: 	 b = LC 	
C E.3) 
2 
(ii) Ellipsoid of Revolution 	(Figure E.3) 




- 	 (E.4) 
Solving for the conditions X = )( p 	y = b 0 
2 	 2 XP 
b0 •_ 




hence (.2161, for rotation about the minor axis (2 




[i — e 
1 	1-2. where 	e 	- 
a C (U C - b4 3 	U C  > b \ 	 )  











b ce = 	- ci ) 
C 
(31. Spherical Cap (Figure E..-i.) 
For a slightly indented back, 
b>Uc 





Now, from geometry, 
2 	2. 	 2. 
r = X + (rC_Ld ) 
or: 	
r c = Xp2 + Ld 2. 
2 L d 
(E.1o) 
(E .11) 
( E .12) 
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2 	2. 	 2. 
Also, 	 rc = u + (r - Lc 
whence, 
 rcL - L 	 (E .13) 
From Johnson (22) and Flugge (217);




ci= 2TrrL c, + i!irc1 C 	 (E.15) 
(4) Paraboloid of Revolution (Figure E.51 
Equations E.10 and E.11 ,are used to correct for the effect of an 
indented rear bubble surface. 
The general equation for a two dimensional parabola is of the form: 
y = Ax 2 + B 
	
E .16) 
Applying the boundary conditions: 
Y  C 	=O 
y=L0 ) xp 










C 	y = 0 	and substituting in (E.18): ) 
c J
XpL 
I 	 (E19) 
L d 
Also,from Flugge (217): 
2. 
VITa bc 	 E.20) 
cis=LC Cc + 	 ( E.21) 
In practice, the majority of small bubbles are fitted to a spherical 
shape and the selection of the ellipsoid, spherical cap and paraboloid 
shapes only occurs for relatively large central pierced lengths. The 
table below'shows a typical variation of shape condition with central 
length: 
Tray = B 
V 	0.49ms 1 	 d 	0.357 cm 
S p. 
-3 m .3-1 









Fraction of Shape Selected 
Sphere Ellipsoid Spherical Cap Paraboloid 
0.005 1.00 1.00 0.0 0.0 0.0 
0.007 1.44 0.761 0.219 0.019 0.0 
0.009 1.44 0.685 0.260 0.047 0.008 
0.011 1.62 0.462 0.330 0.113 0.094 
0.013 1.66 0.429 0.262 0.155 0.155 
0.015 1.53 0.413 0.307 0.133 0.147 
0.017 1.33 0.259 0.466 0.052 0,224 
0.019 1.35 0.150 0.625 0.125 0.100 
0.021 1.31 0.074 0.481 0.111 0.333 
0.023 1.18 0.138 0.586 0.069 0.207 
0.025 0.90 0.083 0.500 0.000 0.417 
0.027 0.88 0,000 0.786 0.000 0.214 
0.029 0.77 0.000 0.857 0.000 0.143 
0.031 0.86 0.000 0.600 0.000 0.400 
0.033 1.01 0.000 0.750 0.125 0.125 
It is interesting to note from the table that there are very few spherical 
cap bubbles observed by the probe and that the average fitted eccentricities 
are only slightly above that for a sphere (  C 	
However, it should 
b - 
be noted that the bubbles in a sieve tray froth are in an extremely 
unstable state during their short travel through the dispersion and the 
shapes reported by the probe for a particular bubble need not be constant 
with time. 
Influence of Bubble Shape on Results 
It has been shown in the body of the manuscript that the shapes selected 
by the probe are entirely satisfactory in the prediction of the known 
gas flow rate and previously reported mass transfer parameters for sieve- 
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tray froths. However, it is important to consider the effect of bubble 
shape on parameters derived from the probe output. In order to do this, 
it may be assumed that the dispersion consists of bubbles of a given 
shape and that the central axis length reported by the probe defines their 
size. For comparison two bubble shapes will be assumed: spherical and 
a 
oblate ellipsoidal with __&_ = 2. 
b 
Figure E.6 shows the comparison of Sauter mean diameter with shape 
for a typical vertical froth traverse. The Sauter diameter is important 
as it reflects the interfacial area per unit volume generated by the 
bubbles. The data indicate that the spherical shape gives approximately 
the correct result but that the assumption of an oblate ellipsoidal 
shape produces a Sauter diameter which is significantly larger, 
yielding a lower interfacial area per unit froth volume which falls from 
-1 	•l around 280 m to 220 m . It is encouraging to note that the model of 
the froth which consists of spherical bubbles is very close in interfacial 
area terms to the refined probe reported data using a distribution of 
bubble. shapes. The spherical shape is that which has been intuitively 
assumed in previous froth models (92). 
The prediction of froth density is another useful criterion.upon 
which to base a comparison of the shape models. The table below gives 
a typical predicted froth density for the three shapes above using the 









- 	 - - -- - 
311 
0.01 	 0.02 
dSM (m) 
FIGURE E.6 Variation of Sauter mean diameter with vertical 
position in a typical sieve tray froth. Effect of 
bubble shape on results. 
Tray B, V = 0.49 ms 1, Q L = iOm3s' 
o probe data 
o spherical shape 
oblate ellipsoidal shape, c =2 
b 
0.6 -: - 
experime.nt 
4-10 0 





0.04 	 0.09 	 0.12 
z, (m) 
FIGURE E.7 Effect of bubble shape on predicted gas flow 
through the froth for a typical tray condition. 
312 
Tray B, V = 0.49 rns1, 	
L 	
io 	m3 s 
Z 	(m) ELexpt. 
E Lcalc. 
Probe Spheres Ellipsoids 
Fitted 
• Shapes  
0.06 0.45 0.44 0.43 0.43 
0.08 0.40 0.38 0.36 0.36 
0.12 0.35 0.30 0.24 0.24 
0.14 0.30 0.32 0.21 0.21 
The predictions are substantially the same in the regions of high 
froth density but both simple shape models fail when the froth density 
is low and the bubbles are close together. In this region the probe 
fitted shapes still show satisfactory agreement between the predicted 
and directly observed froth densities. 
As noted in chapter 4, the "pulsing-frequency" method of gas 
flowrate determination is sensitive to small changes in bubble shape 
and hence is a useful test of an assumed bubble shape. Figure E.7 shows. 
the variation of the gas flow per unit area 'using the frequency method 
(outlined in appendix F) with the three bubble shape parameters. Although 
the correctly fitted shape data underestimate the flow, in this particular 
example by 5 to 10% (see section 4.4.3, chapter 4 for overall results) 
the data show a constant flowrate with. changing vertical position in the 
froth. This is clearly not the case using the other two bubble-shape 
models, both of which show larger flow defficiencies. The spheres model 
underestimates the flow in the region of high gas holdup at the. top of 
the froth by as much as 20% while the ellipsoid model is seriously 
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defficient in the prediction at all levels and by as much as 60% at 
the top of the froth. 
Obviously, there are more refined models of bubble shape which 
could be derived by further work but the effort would be without any 
substantial reward. 
Significance of Errors in Shape Fitting 
As has been noted, the probe reported shapes may be in error because 
of the small departure of the probe from the exact central bubble axis. 
In order to further test the bubble shapes reported by the probe and 
the computation of bubble size therefrom, a probe simulation test was 
developed. In this test, which is similar to the probe simulation 
discussed in appendix D, a set of spherical bubbles of equal size were 
positioned randomly in space around the probe and the simulated values 
of L , Ld and L0 reported by the probe fitted to ellipsoidal shapes in 
a similar fashion to the real froth probe processing program. In this 
way, the error in the bubble size was determined for various input 
bubble sizes and probe discrimination. 
Figure E.8 shows a typical off-centre hit by the bubble on the probe 
with the simulated oblate ellipsoidal. shape fit for that error condition 
(i.e. using equations-E.6 and E.8). The mean and standard deviation of 
the equivalent spherical diameter reported by the probe are. tabulated 
below for 1000 equisized spherical bubbles as input to the simulator, 
















FIGURE E.8 Effect of maximum off-centre error on the reported 
bubble shape parameters for a dispersion consisting 
of spheres. 
X  -11 
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0.020 0.020 ± 0.001 0.95 
0.020 0.020 ± 0.001 0.90 
0.020 0.020 ± 0.002 0.85 
0.020 0.021 ± 0.003 0.80 
0.020 0.022 ± 0.004 0.75 
0.020 0.024 ± 0.005 0.70 
0.030 0.030 ± 0.001 0.95 
0.030 0.032 ± 0.006 0.80 
0.030 0.033 ± 0.008 0.75 
0.040 0.040 ± 0.002 0.95 
0.040 0,041 ± 0.004 0.90 
0040 0.042 ± 0,007 0.85 
0.040 0,045 ± 0.010 0.80 
Clearly, the standard deviation of the mean equivalent diameter 
increases with increase in sphere diameter and decrease in probe 
discrimination ratio for constant probe dimensions. The error in mean 
diameter at operating discrimination ratios (>0.8) is restricted to less 
than 10% for the largest spheres which are, in fact, rare events in 
the froth. However, the need for a high level of discrimination (>0.85) 
is underlined by the simulator results if we are to have confidence in 
the bubble volume and equivalent diameter derived from the shape. It must 
be stressed that the errors above refer to babble parameters.. derived 
from the shapes and that the reported central axis length of the bubble 
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is in all cases accurate to within 2% of the true bubble central length, 
even for the largest bubble sizes. 
E.2 Fluidised Bed. 
As outlined in chapter 6, X-ray examination of single bubbles in 
fluidised beds (143) indicates that such bubbles are of spherical cap 
shape and the data reported here confirm this. The bubble parameters 
reported by the probe were derived as already described under ' sieve 
plate froths.' Figure E.9 gives the selection criteria in tabular form 
and a discussion for each of the criteria follows below. 
L  >C 	Under this condition the probe outer contact has missed 
the outer edge of the current bubble and has encountered the next bubble 
in the bed, a condition where two separate bubbles have struck the central 
array and outer contact. The bubble fit to the data under these conditions 
is HEMISPHERICAL. This shape is based on the fact that the single 
bubbles measured by Rowe and Partridge (143) using X-rays are very close 
to. hemispherical for the same types of fluidised particulate material 
used here. This shape is also approximately the mean reported by the 
probe for the larger bubbles in the bed where a shape fit is possible. 
2r < L 	The radius of curvature of the spherical cap bubble 
reported may be computed from equation E.12. If this radius is less 
than twice the vertical central bubble length then the PARABOLOID of 
revolution fit is assumed. In practice this condition may account for 
elongated bubbles undergoing wake coalescence (54). 
r <C 	This condition account for those bubbles which are of 
the shape detected by Rowe (143) using X-rays where the wake fraction 
is less than 1 the total sphere volume. The shape fit here is given by 
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CONDITION 	 REPRESENTATION 
L d > L c 	 L  
I HEMISPHERE 
(2 bubb l es-) 






X p+ L d 11 
PARABOLOID 
p 
r < L 
4) OV  LOW EtCENII ICIlY 
SPHERICAL 
CAP 
.4, 	other cas es 
SPHERICAL 
CAP 
FIGURE E.g Bubble- shape selection criteria for the fluidised bed. 
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a LOW ECCENTRICITY SPHERICAL CAP. 
(4) Other Cases. 	All cases outside the conditions outlined above 
are fitted to the spherical cap shape where the bubble eccentricity ac 
b 
is greater than 2. As an additional precaution, any eccentricities 
C 
greater than those found in aqueous solutions (ac 	3.5) are considered 
b 
c 
to be unusual shape conditions caused by small probe off-centre error 
(see discussions in this appendix) and are thus fitted to the ideal 
hemispherical shape. This occurred in less than 5% of cases with large 
bubbles. 
The following represent the geometric relationships used to compute 




V =2.. -rr L ( 	 (E.22) 
3 







v= Tici c  b (E.2o) 
(iii) Low Eccentricity Spherical Cap 
Figure E.10 defines the dimensions of this bubble type for use in 
the relations defined below: 
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r =jX  2. + Ld 
2 
I 	 (E.12.). 
2L 
From geometry, 




= rc - ( rc _ 2. bc)] (E.22) 
3 
V=L  -TT r i -. T b 
3 	
C[3()2+ 4(b) 21 (E.23) 
(iv) Spherical Cap. 
From equations E.3 and E.13, 
V = 	. b (3 c2  + 4. b) 	 CE .14) 
In practice, most bubbles reported by the probe fit either of. the 
spherical cap shapes with a small total proportion of bubbles with large 
central length having the lowS eccentricity paraboloid fit 
assumed to be associated with wake coalescence. This is demonstrated 
in the table below which shows a typical variation of shape with central 
bubble length: 
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Fraction of Shape Selected 
Hemisphere Low Eccentricity Spherical Paraboloi 
Spherical Cap Cap 
0.007 1.89 0. 142 0.03 0.33 0.21 
0.009 1.77 0.35 0.18 0.26 0.21 
0.011 1.72 0.25 0.29 0.30 0.16 
0.013 1.514 0.20 0.53 0.11 0.16 
0.015 1.67 0.17 0.143 0.19 0.21 
0.017 1.60 017 0.29 0.1 1+ 0.140 
0.019 1.145 0.07 0.31 0.05 0.57 
0.021 1.146 0.014 0.29 0.11 0.57 
0.023 1160 0.04 0.13 0.11 0.72 
0.025 1.38 0.0 0..18 0.04 0.79 
0.027 1.33 0,04 0.15 0.0 0.81 
0.029 2.00 0.0 0.0 0.29 0.71 
0.30 1.46 0.11 011 0.11 0.67 
As can be also seen from the above, the mean bubble eccentricity 
for the bubbling bed is around l.7 (taking the size distribution into 
account); a value slightly below the hemispherical value of C = 2 
b 
C 
That is, the "mean" bubble in the bed has a shape lying between the Rowe 
X-ray bubbles discussed in chapter 6 where a c = 1.6 and the hemispherical 
b 
C cap. 
Influence of Bubble Shape on the Fluid-bed Results 
It is important to consider the influence of bubble shape on the 
results, particularly the size distribution function. As in the first 
section of the appendix, we assume that the bed consists of bubbles of a 
32.1 
given fixed shape and that the central axis length reported by the 
probe. defines their size. It can be postulated that the bubbles are 
either all hemispheres or all bubbles of the mean shape detected by 
Rowe and Partridge (143) using X-rays in a three-dimensional bed, as 
defined in the sketch below: 
r.= L 
1.26 
O = 150 0 
W 
Figure E..11 shows the variation of a typical size distribution 
function with bubble shape. The differences between the correct probe-
fitted shape data and those given by constant bubble shapes are relatively 
minor and most pronounced for small equivalent spherical diameters where 
small changes in shape may cause transfer to a new size class interval. 
The shapes reported by the probe are therefore close to those mean values. 
which have been previously observed. 
Errors in Shape Fitting' 
It has been shown that there is a small, error in bubble shape fitting 
due to the "off-centre" condition at low discrimination levels. The 
effect of this on the reported size distribution function may be tested 
by a random simulation of the probe output, as has been undertaken 
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Z=O 50m 	 LII probe shape data 
m . hemispherical caps 













0 	 0.001 	0.002 	0.003 
de (m) 
FIGURE E.11 Effect of bubble shape on the reported bubble-
size distribution for a typical position — in the 
fluidised. bed.. 
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previously. In this case, a random rise of hemispherical cap bubbles 
into the probe array was simulated, with the random size of the caps 
governed by a known and typical Nfunction size-distribution (see appendix 
D for a discussion of method). The simulated probe reported all bubble 
shape parameters (L, Ldand  L.0 ) and these were fed as. data into the 
fluidised-bed shape-selection processing program. Figure E.121 gives 
details of a typical random off-centre hit, showing the reported data 
and the spherical cap error condition fit to the data. This test is 
conclusive, since it not only simulates the observation conditions 
outlined in chapter 3, but the small error in reported bubble shape 
caused by the off-centre condition: a complete probe simulation. 
Figure E.13 shows the comparison of simulated and probe reported 
size distribution functions for atypical probe discrimination level 
and probe dimensions. The distributions are clearly very similar, thus 
confirming the results of the last section in which it was shown that 
the probe-fitted bubble equivalent spherical diameters depart less than 
10% from the correct values. This is reinforced when the reported bubble 
eccentricities are considered. From the simulator results we find the 
mean bubble eccentricity to be.9. 	1.9 which is very close to the input 
b 
hemispherical..cap value of cl= 2.0. 
b 
E.3 Conclusions 
The bubble shapes derived by the probe are subject to a small 
random error. However, this error is smallest at high operating 
discrimination ratios and simulation of the probe output shows that it 













FIGURE E12 Effect of maximum off-centre error on the 
- 
	
	probe reported bubble shape parameters for a 















0 	0.01 	0.02 
do(m) 
FIGURE. E.13 Probe simulation. Effect of off-centre error in bubble 
shané determination on the reported bubble size 





For the sieve-tray froth, the shapes deduced from the probe are, on 
average, very similar to spheres and, indeed, spherical shapes fitted 
to the probe data result in nearly the same overall' mass transfer 
parameters. The prediction of gas flow rate. in the froth is more sensitive 
to bubble shape and the probe-fitted shapes are very satisfactory in 
this prediction. For the fluidised bed, the mean probe-recorded bubble 
shapes approximate to hemispherical caps and use of this latter shape 
or the previously experimentally observed mean spherical cap shape (143) 




PREDICTION OF GAS FLOW 
F. 	Prediction from Bubble. Size and Velocity 
Consider the section of dispersion in the figure below. Let it 
consist of unit volume with Unit flow area and hence unit vertical length: 
probe 
/ UflIt area 
X / \\\\ \\\ 	 x 
	




'ength ___ -+votume 
_ j0 0 0 
/ 	 J Y 
Assume that all the bubbles have a vertical velocity so that over unit 
length each has a characteristic residence time t.. Let the bubbles 
have a distribution of volumes so that for each residence time class t. 
1 
there exists a characteristic bubble volume V. . Let the number of 
bubbles of volume V. passing the plane XX per unit time be n. and the 
number per unit volume of dispersion be n.. 
The gas flow per unit area, 
VS 	fl V1 	 (F.i) 
Now, the number of bubbles per unit volume is the product of the 
number passing XX per unit time and their residence time over the unit 
t 	 t 
length YY to XX . 
i.e. n i 	n t1 	 (F2) 
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. The volume of these bubbles per unit volume is 
V . 	= n. t 	 ( F.3) 
whence, the total volume of bubbles per dispersion volume is 
Eg 	 n1t1V1 	 (F.4) 
But, by definition: 
t r = 	1 	 (F.5) 
ni V 1 
1=1 
where t r  is the mean gas residence time. 
Hence, 	
m 	
- 	 ) Eg =(Iniv2 t (F.6 r 
or, from equation (F.l), 
E g 	VS Jr 	 (F,7) 
or, since 
EL= 1 - g 	 (F.$) 
EL 	1 	•Vs.Ir 	 (F.9) 
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where 	Eg = gas holdup per unit volume of dispersion 
€ L 	
froth density. 
F.2 Prediction from a Single Probe Pulsing Frequency. 
Consider again a c.°nfl-o1 volume similar to that proposed in the first 
part of this appendix. In addition, suppose a single probe element to 
be situated at the centre of the unit area cut by the plane XX. 
Distributing the bubbles so that the class intervals refer to a projected 
area A.1 , we define 
N 	total number of bubbles per unit volume of dispersion 
f. = number fraction of bubbles in class A. 
1 	 •1 
V. = mean volume of bubbles in class A. 
1 	 1 
U. = mean vertical velocity of bubbles in class A. 
1 
n.= number of bubbles of class Ai per unit volume of dispersion. 
Gas Volume Fraction 
Now, the number of bubbles passing unit area per unit time for 
area class A. 	 = U ni 	 F.1 0) 
.. Number striking probe per unit time = U 1  r i A1 	(F.1 1) 
.. Total number of bubbles striking probe per 
unit time 	 k 
=U1n 1 A1 
1=1 
i.e. 	 k 
U 1 n 1 A, 	 (F.12) 
where 	= measured pulsing frequency. 
Noting that: 
n. 	N f 1 












i f i  A 
Now, 
Eg = N 	>  f i  Vi 	 (F.16) 
and substituting (F.15) in (F.16), 
f 1 U1A1 
Gas Flow j1 
The volume of bubbles passing unit area 
per unit time in. class. A. 
=N 
* 




V S 	N 	
U 1 f 1 V 1 	 (F.19) 
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Substituting Equation (F.15) 
k 
~i U1 f 1 V1 
•6 	11 	 (F.2o) 
Iu 1 f 1 A 1 
i=1 
F.3 Measurement of Bubble Pulse Frequency 
The problem of measurement of pulsing frequency from a random 
fluctuating voltage signal induced by the passage of bubbles has been 
considered by Werther and Molerus (170) and the discussion in their work 
will not be repeated here. The theoretical analysis of these authors 
leads to a simple method of frequency measurement which makes use of 
a variable voltage discrimination level to distinguish between the 
conducting and non-conducting phases in the presence of noise. By 
continuously varying the discrimination level from close to conducting 
to close to non-conducting, a series of frequencies are reported which 
generally increase as the conducting level is approached. The authors 
found that the frequency passed through a region of constant magnitude 
during this variation in the discrimination level and they were able to 
relate this region to that of minimum amplitude probability density 
distribution; the most probable region for the conducting to non-conducting 
voltage transition. 
Initial experiments indicated that this criterion also held for the 
probe used in this work and Werther and Molerus t analysis was therefore 
not further modified. To count the pulses, a voltage comparison program 
was developed in PAL8 language to vary the voltage discrimination level 
331 
and count the pulses as they arrived at the PDP/8e digital computer, as 
well as keeping an accurate measure of the real time elapsed. Figure 
F.l shows the logic process in flow diagram form. This was translated 
into assembler language (PAL8) for the PDP/8e computer in a similar 
fashion to the methods outlined in appendix A. 
A typical experimental condition for the measurement of frequency 
is illustrated in figure F.2 where the reported frequency is shown 
plotted against voltage level. The plateau of constant frequency noted 
by Werther and Molerus (170) is clearly seen for the conditions shown, 
leading to the pulsing frequency at the region of maximum likelihood of 
gas to liquid transition. 
Tabulated Data. 
Sieve. Tray Froths. 
Tray A. 	 S 
Frequency, 	(Hz ) 
Z V 	(ms) 	- 
(m) 031 049 0.69.  
0.06 33 35 37 
0.08 29 31 33 
010 24 27 27 
012 22 23 23 
0.14 20 20 20 
332 
FIGURE F1 Pulsing frequaacy measurement flow diagram for the 
on-line P.DPI8e digital computer.. 
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tray B. 	 z(m) 
VS= 0.49ms 1 a 0.04 
3 —1 	 0.06 













c .0.  plateau 
[I] 
gas 	 liquid =1.0 
0 	 0.2 	0.4 	 0.b 
Voltage / V0 
FI.GURZ F.2 Typical variation of measured pulsing frequency 
with discrimination voltage level for a 






0.31 0.49 0.69 
0.06 32 40 49 
0.08 30 36 40 
0.10 26 30 33 
0.12 23, 24 26 
0.14 20 20 21 
Fluidised Bed 
Frequency, (H g ) 
Za Zr(m) 
(m) 
0.00 0.01 0.02 	0.03 0.04 0.05 0.06 0.07 
0.10 0.4 0.5 0.6 	1.0 1.4 1.5 1.8 1.3 
0.20 0.6 0.7 - 0.7 	1.0 1.3 2.0 2.0 1.2 
0.30 2.0 2.5 2.0 	1.4 1.1 1.0 1.0 0.8 
0.40 3.9 3.6 2.7 	2.1 1.4 0.9 0.7 0.5 
0.50 4.3 3.9 3.2 	2.5 1.8 1.0 0.5 0.3 
The above bubble pulsing frequencies,..have been used in the main body 
of the manuscript to predict gas flow and gas bubble voidage in the 
dispersions. 
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I' OnrAr nr 7 I 
SIZE DISTRIBUTION TRUNCATION. 
Since the probe measures a truncated distribution (viz, very small 
bubbles are deleted from the data) it is important to consider the 
effect of this truncation on derived parameters such as the froth 
interfacial area and the mass-transfer efficiencies. 
(G.l) Interfacial Area. 
The interfacial area per unit bubble volume is defined by: 
Ag = 6fi de j 	 (6.1) 
> ', f  d. 
where f is the number fraction of bubbles of size dej in the dispersion. 
In order to test the effect of truncation, consider a r-function size 
distribution 
L-4 + 	_ d e 






where 	z 	 = - 0., 17 
This distribution is shown in figure G.l and is typical of the large 
mean bubble sizes which have been found at the top of the froth. 
The table below shows the interfacial area Ag computed from equation 
(G.1) with truncation of the distribution at both small and large bubble 
.33b 
0.30 	




0 	 0.01 	0.02 	0.03 
d Cm) 
e 
FIGURE G1 Assumed gammafunction bubble size distribution 
typical of those found at moderate levels 




0.30 	 a > 0.016m 
probe 
0.20 
	0 	 photography 
L—L 	
. rl 
.0 0.01 	 0.0.2 	0.03 
de (m) 
FIGURE G.2 Effect of truncation of the--bubble size 
distribution for both the probe: and 
photography cases. 
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sizes. These levels of truncation correspond to the probe deletion of 
Small bubbles because of probe dimensions (see Chapter 3) and photographic 
deletion of large bubbles (87) respectively. The size distribution 
functions for both these cases is shown in figure G.2. 
Truncation (size, m) 	I 	Ag (m 1 ) 
None 
	 355 
< 0.004 (probe) 	 347 
> 0.016 (photography) 	 589 
Clearly, truncation of small sized bubbles (< 0.004 m) has had only 
a very small effect on the interfacial area calculated from the size 
distribution,indicating that large numbers of small bubbles do not 
contribute appreciably to the interfacial area per unit volume of 
dispersion where large bubbles exist in the dispersion. The influence 
of truncation of relativelr small bubbles from the distribution imposed 
by the finite size of the compound probe (see chapter 3) is obviously 
very small for size distributions of this type, ven though the number 
fraction of these small bubbles is up. to 50%. 
Examination of the table reveals that truncation of the small number 
fraction (around 8%) of large bubbles from the distribution (> 0.016 m) 
produces a large error in the interfacial area. This is the truncation 
level apparently associated with photographic methods of interfacial 
area determination. These techniques have not identified bubbles larger 
than this and thus they invariably give higher gas-liquid interfacial 
areas than those reported by the chemical method. 
G.2) Gas Phase Diffusion-Controlled Sieve-Plate Efficiencies. 
In order to determine the effect of small bubble truncation on the 
338 
computed gas phase diffusion controlled efficiency, it is assumed 
that the F-function size distribution specified above exists throughout 
the froth, the bubble velocities are similar to those defined for the 
tray conditions below and that the efficiency is defined by: 
E g = 1 - 	 +, [ exp 
	Dg t1 





The tray configuration and liquid flow rates are taken to be the same as 
used in the published ammonia absorption experiments outlined in chapter Li., 
where.: 
Z 	0.20 .m 	 D = 0.2 cm  f g 
Tray =B, Zv_O•O8Th• 
Under these conditions, the calculated tray. point efficiencies are given 
in tabulated form below, where the size distribution truncation is similar. 
to that discussed above: 




< 0.004 m (probe) 75.89 
> 0.016 m (photography) 96.91 
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Clearly, the removal of very small bubbles from the distribution 
(<0.004 in) has affected the efficiency less than 0.2%, thus illustrating 
the fact that the probe truncation error is small. However, the truncation 
of the small number of large bubbles from the distribution (> 0.016 m) 
has. raised the efficiency over 20%, yielding the incorrect high efficiency 
predicted by previous models. 
G.3 Conclusions 
Truncation of the very small bubbles from the size distribution 
function does not significantly affect overall theoretical mass transfer 
parameters. However, removal of the small fraction of large bubbles is 
a source of large error. Photographic examination of bubble sizes in 
froths can therefore lead to inaccurate conclusions regarding bubble 
size because this technique cannot identify the large bubbles which 
apparently avoid contact with the walls of the column through which the 
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A,At = tube area (eq. (2.22)) , m 
= cross-sectional area of body in translational motion, 
m  
Ag = interfacial area per unit bubble volume, 
A0 = interfacial area per unit froth volume, in 1 
Ak= projected area of bubble k (eq. (D.8)), m 2 
AAZA 3A4Z coefficients in eq. (2.8) 
U = distance from bubble centre to point in flow field( fig. (2.1C 
CL= oblate bubble major semi-axis, m 
bubble horizontal semi-axis length, in 
factor defined by eq. (E.22), m 
Cli = bubble i probe permitted cross-sectional area, in2 
surface area of bubble, m 2 
	
B I B13354 	coefficients in eq. (2.8) 
b = oblate bubble minor semi-axis length, m 
bz bubble vertical semi-axis length, m 
b0 z bulk concentration of liquid phase reactant, kgmole m 3 
b0 = bubble outer semi-axis length, in 
b 	factor defined by eq. (E.21), in 
b = uniform random number 
CD= drag coefficient 
C 1 CI = constants in eqs. (2.20), (2.21) 
Ce C*: equilibrium concentration of gas in liquid, kginole M_ 3 
C0 . bulk concentration of gas in liquid, kginole in 3 
C = no. of cuts of bubble images (eq. (2.49)) 
C 	constant in eq. (2.33) 
O = tube diameter (eq. (2.22)), in 
D 	diffusion coefficient of gas in liquid, m 2s 1 
column diameter, m 
effective diffusivity of gas phase component in gas phase,rfl 
0g ,D = molecular diffusivity of gas phase component in 2 -1 
gas phase, in s 
DR = coefficient of radial dispersion of momentum, eq. (6.5) 
d = bubble street diameter, (eq. (6.6)), in 
d b= size of a bubble generated at a submerged orifice, in 
352 
de = equivalent spherical bubble diameter, m 
d e = truncated value of d, eq. (.5), in 
min
d 	= minimum value of de  measured by probe, m. 
d0 = orifice diameter, in 
d p = probe separation distance, m 
slot width on bubble cap tray, in 
ds i.j Sauter mean bubble diameter, in 
d 12 = distance defined in figure (C.l) 
E = bubble eccentricity 
Eg: gas phase sieve tray efficiency, % 
EL= liquid phase sieve tray efficiency, % 
e = bubble eccentricity factor defined by eq. (E.7) 
F = liquid retarding force on a body in translation motion , N 
sieve tray F-factor, Vs fOg /'Z,. ft s 1 (1bft 3) 
number fraction of bubbles of size de  in the dispersion 
fk = number fraction of bubbles of size k in the dispersion 
(eq. (D.8)) 
number fraction of bubbles of radius rL  in froth (eq.(2.58)) 
fV i = fraction of gas volume in froth occupied by bubbles of 
size i 
sr= fractional size reduction, eq. (4.19) 
G = gas flow rate, m 3 s-  
g = acceleration due to gravity, ms  
h = liquid depth, m (eq. (2.80)) 
h = no. of hits on bubble images (eq. (2.49)) 
hz sieve tray hole spacing, m 
constant in eq. (2.76) 
k = vapour-liquid equilibrium constant (eq. (2.80)) 
gas phase mass transfer coefficient, ms 
k = physical liquid phase mass transfer coefficient, ms 
kL 	'Higbie' theoretical liquid phase mass transfer coeffici1nt, 
I 
	min - L = liquid flow rate, gal. mm -] . ft 	(eq. 4.28) 
I 	 3-1 
L liquid flow rate, in s 
L = length of lines on photographic grid (eq. (2.48)), in 
Lc= central bubble axis length, m 
LÀ vertical distance to bubble interface from bubble nose 
U 	at radial distance x from bubble centreline, in 
p 
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L0 = bubble length at radial distance x from bubble centreline, 
LX = probe bubble shape distance, defined in appendix E. 
LM= maximum stable gas jet length above tray orifice, rn 
M = dimensionless bubble parameter, eq. (2.55) 
M = molecular wt. of liquid, eq. (2.80) 
rj= initial no. of bubbles entering froth, eq. (2.55) 
= relative number abundance of bubble i in froth 
N 	overall gas absorption rate, kgmole s 1 
Ng = no. of gas phase transfer units 
N L= no. of liquid phase transfer units 
Ii = no. of bubbles in dispersion, eq. (D.2). 
fl = no. of bubbles detected by probe, eq. (D.2) 
fl = no. of lines on photographic grid, eq. (2.40) 
P,P = pressure, Nm 2 
PT = vapour pressure of pure solute at temperature T, NM-2  
Q,Qg = gas flow rate, m   s' 
QB = bubble phase total gas flow, m3 l 
QL= liquid flow rate, m s 
q s 	velocity vector at bubble interface, ms- 1 
q 	particle velocity at nose of bubble j due to influence 
of bubble i, ms 
Re = Reynolds number 
R = bubble radius (eqs. (4.24) to (4.26)) 
R = mass transfer rate per unit area, kgmole m 2 
matrix of interaction coefficients,9j . 
= random distance vector, eq. (D.13), m 
r = radial position in colunin(eq. (6.5), (6.6)), m 
rb= bubble radius, m 
= bubble cap radius of curvature, m 
re = equivalent, spherical bubble radius, m 
rj = bubble. interaction coefficient, eq. C2.89) 
rp = probe radius, m 
rt = tube radius, m 
r L= radius of large bubbles in froth, eq. (2.58 . ), m 
gas phase Schmidt number 
354 
• S = fractional rate of surface renewal, eq. (2.65), s 1 
S = vertical distance from bubble nose, eq. (2.12), m 
S = displacement of bubble above orifice, eq. (2.41), rn 
S = probe separation distance, eq. (2.94), m 
S = permitted maximum interface slope; appendix, D. 
T= temperature, °c 
discrimination ratio, eq. (3.13) 
T1 = probe channel ± pulse duration, sec. 
T 	limit time ratio, eq. (3.15) 
t = time,sec 
mean pulse delay time, eq. (2.94), sec 
kb= mean pulse duration, eq. (2.95), sec 
tdiscrimination ratio, eq. (3.12) 
= probe channel ± delay time, sec 
limit time ratio, eq. (3.14), sec 
tr,tg = gas residence time in froth, sec 
tL = liquid residence time in froth, sec 
U = velocity of bubble in translational motion, ms -1 
UA,U,/UB= velocity of bubble in isolation, ms 1 
U B = bubble velocity, ms 
= • emulsion phase velocity, ms -1 
Umf = minimum fluidisation velocity, ms 
Uf U, = total gas flow per unit area, ms -1 
Ui = velocity of bubble in size class 1, ms' 
U0 = sieve tray hole velocity, ms 
UL1 = interstitial liquid phase velocity, ms- 1 
U = column vectors of bubble. velocities, eq. (2.92) 
Ur = velocity vector in bubble flow field, ms 
Ue. = velocity vector in bubble flow field, ms 1 
UZ = gas velocity - at distance Zr front tube walls., eq. (Bl), ms 
-1 
gas velocity at tube axis, eq. (B.1), ms 
V = gas rate, eq. (2.80) 
Vi volume of bubble ± , 
Vi= channel i probe voltage (chapter 3), volt 
Vb= bubble phase flow per unit area in dispersion,ms1 
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Vd = dispersion volume, m 3 
V0 = transition voltage, volt 
Vm = maximum probe voltage, volt 
Vmin = minimum probe voltage, volt 
V, = superficial gas velocity, ms' 
W = outlet weir height, inch (eq. (4.28)) 
= random distance vector, eq. (D.13), m 
Xd = maximum off-centre distance permitted by probe, m 
XP = outer probe contact radial separation distance, m 
X 1 X2  = distances defined in fig. (C.l), m 
X 11 X2 = distances defined in fig. (D.2), m 
= random distance vector, eq. (D.13), m 
'L, ,y, / y2 = distances defined in fig. (C.l), m 1 	 . 
Yj / Y2 = distances defined in fig. (D.2), m 
Z, Z 11 Z1 = distances defined in fig. (C.i), m 
Z = stoichometric coefficient 
Zj = axial distance above gas distributor, m 
2ct = height of clear liquid on sieve tray at transition, m 
2 h = horizontal distance from orifice centreline, m 
Zr = radial distance from dispersion centreline, m 
= distance from tube walls, eq. (B.l), m 
ZV = vertical distance above tray in froth, m 
Greek Letters 
= gamma - function size distribution parameter, eq.. (L..L) 
/3 = gamma - function size distribution parameter, eq. (4.4) 
/3 = factor defined by eq. (2.57) 
= probe voltage pulsing frequency, 
gamma - function of x , tabulated in ref (218) 
S = film thickness, eq. (2.60), m 
= voidage (content by volume) 
b = bubble phase voidage 
E.g 	gas holdup (gas content) 
L = froth density (liquid content) 
mf = minimum fluidisation bed voidage 
35.5 
stream function, fig. (2.1) 
/0 = 
 
density, kg rn 
/00 = continuous phase density 
= dispersed phase density 
liquid phase density 
gas phase density 
/IOS= density factor defined by eq. (6.6) 
= kinematic viscosity, m2 s 1 
= mean of normal bubble size distribution function 
= absolute viscosity, kg m sec 
= dispersed phase viscosity 
PO = continuous phase viscosity 
surface tension 
= standard deviation of normal size distribution (appendix D) 
2 
d'd = variance of bubble size distribution 
& = angle, time 
& 	included angle of bubble wake 
= surface renewal time, s' 
expected (or mean) value of variable X 




SIEVE TRAY BUBBLE VELOCITIES 	(m.s 1 1 	TRAY A 
Variation with gas rate 
V (m s 1 ) E QL =10 x 10 3 m3s 	J 
L 0.32 0.49 0.69 
C 
Z (m) z v (rn) 2v 	(rn) m 
0.04 0.06 0.08 0.10 0,12 0,14 0,04 0.06 0,08 0,10 0,12 0.14 0.04 0.06 0.08 0.10 0.12 0.14 
0.005 0.50 0.57 0.47 0.53 052 0.49 0.46 0,45 0.52 0.45 0.52 0.51 0.51 0.51 0.47 0.49 0.53 0.41 
0.007 0.52 0.56 0.55 0.53 0,55 0.50 0.50 0.56 0.53 0.58 0,55 0.51 0.50 0.56 0.59 0.57 0.49 0.52 
0.009 0.54 0.61 0.63 0.56 0.52 0,58 0.54 0.56 0.56 0.56 0.50 0.47 0.56 0.58 0.54 0.55 0.55 0.51 
0.011 0.62 0.65 0.65 0.62 0.51 0.51 0.57 0.62 0.63 0.61 0.63 0.57 0.64 0.64 0.62 0.71 0.62 0.47 
0.013 0.66 0.69 0.63 0.58 0.57 0.48 0.59 0.66 0.63 0.63 0.61 0.55 0.62 0.69 0.65 0.63 0.60 0.59 
0.015 0.65 0.74 0.67 0.66 0.58 0.55 0.65 0.71 0.68 0.72 0.62 0.60 0.67 0.66 0.70 0.68 0.66 0.74 
0.017 0.70 0.68 0.72 0.68 0.60 0.62. 0.68 0.68 0.66 0.72 0.71 0.68 0.74 0.72 0.72 0.69 0.56 0.60 
0.019 0.69 0.76 0.78 0.78 0.73 0.56 0.69 0.79 0.73 0.67 0.69 0.66 0.72 0.77 0.79 0.72 0.75 0.56 
0.021 0.76 0.76 0.83 0.81 0,68 0.72 0.70 0.75 0.74 0.74 0.74 0.70 0.79 0.79 0.84 0.74 0.66 0.68 
0.023 0.77 0.78 0.67 0.77 0.69 0.67 0.71 0.77 0.79 0.78 0.76 0.77 0.80 0.82 0.73 0.69 0.65 0.74 
0.025 0.73 0.87 0.84 0.77 0.82 0.63 0.81 0.79 0.76 0.82 0.79 0.63 0.83 0.84 0.77 0.74 0.74 0.61 
0.027 0.88 0.90 0.88 0.81 0.87 0.69-.0.70 0.86 1.07 0.82 0.82 0.68 0.90 0.82 0.83 0.80 0.76 0.59 
0.029 0.80 0.83 0.81 0.75 0.77 0,69 0.81 0.89 0.91 0.91 0.89 0.77 0.81 0.85 0.94 0.83 0.81 0.66 
0.031 0.74 0.91 1.01 0.77 0.77 0.71 0.81 0.96 0.92 0.85. 0.88 0.80 0.84 0.88 1.02 0.88 0.80 0.74 
0.033 0.87 0.99 0.95 0.88 0.81 0.75 0.99 0,92 0.97 0.89 0.86 0.65 0.89 0.85 1.10 0.94 0.75 0.65 
0.035 0.85 0.94 1.06 0.81 0.
' 
 87 0.83• 0.94 0.99 1.04 0.89 0.91 0.82 0.80 0.92 0.99 0.81 0.67 0.66 
0.037 0.87 0.95 1.10 0.85 0.72 0.81 1.08 0.86 1.01 0.94 0,89 0.88 1.00 0.89 1.03 1.03 0.88 0.75 
0.039 0.87 0.82 0.99 1.20 0.84 0.74 0.87 1.11 1.02 0.94 0.98 0.80 0.85 1.09 0.99 0.82 1.22 1.02 
SIEVE TRAY BUBBLE VELOCITIES 	( m.s t ) 	TRAY B 
Variation with gas rate 
Vs(ms 1 ) [QL =10 x iOms] 
L 0.31 0.49 0.69 - 
C (m) ZV (m) zv(m) z(m) 
0.04 0.06 0.08 0,10 0.12 0,14 0.04 0,06 0.08 0.10 0.12 0.14 0,04 0.06 0.10 0.14 
0.005 0.44 0,56 0.55 0,46 045 0.42 0.61 0.63 0,67 0.54 0.47 0.41 0.49. 0.72 0.47 0.48 
0.007 0.45 0.63 0.62 0.52 0,46 0.45 0.67 0.79 0,82 0.59 0.49 0.48 0.65 0.89 0.54 0.53 
0.009 0.53 0.68 0.62 0.56 0.,48 0.49 0.70 0.92 0.88 0.57 0.56 0.49 0.68 0.98 0.67 0.51 
0.011 0.55 0.77 0.68 0.65 0.57 0.51 0.74 1.11 0.89 0.61 0.55 0.58 0.78 0.98 0.67 0.53 
0.013 0.59 0.89 0.74 0.61 0.54 0.50 0.83 1.03 0.97 0.67 0.66 0.54 0.82 1,02 0.75 0.61 
0.015 0.60 0.84 0.78 0,62 0.62 0.56 0,93 1.28 1,03 0.69 0.62 0.53 0,97 1.31 0.69 0.63 
0.017 0.70 0.87 0.87 0.66 0.62 0.56 0,98 1.64 1.00 0.75 0.70 0.59 0,96 1.15 0.68 0.59 
0.019 0.65 0,89 0,88 0.72 0,62 0,65 0,90 1,14 1,12 0.72 0.72 0.71 0,98 1.20 0,80 0,62 
0.021 0,76 1.01 0.88 0,67 0.61 0.54 1,06 1,53 1.63 0.81 0,80 0.63 1.08 1.23 0.83 0.60 
0.023 0.83 0.93 1.12 0.81 0.67 0.
' 
 60 1.07 1.09 1.07 0.89 0.65 0.70 1.11 1.29 0.79 0.75 
0.025 0.89 1.59 0,94 0.74 0.61 0.60 1,16 1.27 1.32 0,86 0,78 0.66 1.22 1.43 0.91 0.85 
0.027 0,95 1.07, 1.12 0,75 0.58 0.66 1.13 1.71 1.05 1.00 0,84 0.69 1.23 1.90 0.93 0.85 
0.029 0,94 1,24 0.99 0,86 0.86 0.62 1,56 1.33  1,45 0.91 0.89 0.72 1.21 1.30 0.9 0.83 
0.031 1.04 1.12 1.11 0,84 0.75 0,73 1.14 1.43 1.00 1,05 0.9 0.69 1.30 1.13 0.90 0.77 
0.033 1,43 1.26 1,39 0,83 0,79 0,62 1,35 1.60 1.97 1.15 1.02 0.82 1.73 1,47 1.05 0,92 
0.035 1.05 1,42 0.85 0,95 0.64 0.82 1.49 2,09 1.98 0.90 0.79 0.89 1.52 1.51 0.96 0.82 
Ul 
LO 
SIEVE TRAY BUBBLE VELOCITIES 	( m,s ) 	TRAY C 
Variation with gas rate 
V 	(ms 1 ) I Q t =l 0 x 10 - 3 rn 3 c'  1. 
, 0. 32 0.51 0.72 
(rn) ZV (m) zv(rn) Zv(fll) 
0.011 0.06 0.08 0.10 0.12 0,14'. 0.04 0,06 0,08 0,10 0,12 0,111 0.04 0,06 0,08 0,10 0.12 0.114 
0.005 0.50 0.148 0.58 0.51 0a62 0.53 0.149 0.52 0,51 0.52 0.51 0.62 0.142 0,119 0.52 0.57 0.58 0.149 
0.007 0.148 0.57 0.67 0,56 0.58 0,57 0,52 0.5 0.62 0.58 0,55 0.56 0.148 0,60 0.59 0.59 0.56 0.58 
0.009 0.57 0.614 0.614 0,71 0.64 0,66 0,56 0,66 0,69 0,614 0.65 0.64 0,55 0.59 0.69 0.66 0.59 0.62 
0.011 0.55 0.69 0.67 0.68 0.63 0.60 0,60 0.67 0,71 0.67 0.65 0.60 0.59 0.65 0.67 0.71 0,63 0.63 
0.013 0.56 0.65 0.67 0,71 0.68 0.66 0.67 0.74 0,69 0,75 0.66 0.67 0,58 0,66 0.72 0178 0.68 0.69 
0.015 0.59 0.67 0.78 0.68 0.74 0.66 0,67 0.7 14 0,68 0.71 0.73 0.66 0.63 0.66 0,76 0.78 0.69 0.80 
0.017 0.60 0.72 0.76 0.73 0.68 0.66 0.67 0.75 0.82 0.79 0,71 0.70 0.69 0.73 0.78 0.8 1  0.79 0.76 
0.019 0.68 0.73 0,85 0,78 0.68 0,83 0.72 0,76 0,82 0,77 0,80 0,62 0.76 0.80 0.85 0.81 0.83 0.76 
0.021 0.72 0.78 0.84 0.75 0.76 0.73 0.80 0.81 0,77 0.89 0.814 0.80 0,78 0.78 0,85 0.89 0.83 0.77 
0.023 0.73 0.79 0.81 0.81 0.84 0,74 0.83 0.82 0,83 0,94 0,90 0.80 0.81 0.82 0.96 0.89 0.89 0.81 
0.025 0.74 0.78 0.86 0.88 0.86 0.86 0.85 0.91 0.87 0,92 0.80 0.70 0.82 0,96 0.93 1.00 0.99 0.83 
0.027 0.78 0.84 0.85 0.78 0.81 0.77 0.89 0.97 0,86 0,88 0,97 0.76 0.84 0.99 0.95 0.98 0.92 0.814 
0.029 0.74 0.81 0.93 0,87 0.98 0.88 0.84 0.99 0.99 1,01 0,96 0.77 0.98 0.88 0.99 0.93 0.91 0.93 
0.031 0.77 0.96 1.01 0,96 0.86 0.76 0.97 0.97 0,89 0,85 0.93 0.75 0.89 1.15 1.011 0.95 0.92 0.88 
0.033 0.74 0.97 1.26 0.95 0,85 0.90 0.89 0,93 0,88 0,911 0,93 0.88 0.96 0.96 1.03 1.09 1.17 0.95 
0.035 0.94 0.88 0.94 0,97 0.88 0.80 1.01 0.86 0.98 1.09 0,97 0.84 0.99 O.9Lr 1.21 1.00 0.87 1.11 
0.037 0.76 1.00 1.25 0.96 1.14 0.96. 0.98 1.04 1.07 1.03 1.09 0.81 1.21 1.14 1.15 1.03 1.00 1.06 
0.039 0.79 0.95 1.11 1.09 0.81 1.19 1.07 1.23 1.17 1.22 1.08 0,91 0.98 1.12 1.30 1.01 1.14 1.02 
(I.) 
SIEVE TRAY BUBBLE VELOCITIES 	m.. s7 j.  
Variation with liquid rate 
10 L 
15 
(rn 	s') [Vs =0.49 ms 1 ] Tray A, liquid circulation 
C 
x 10 m S 1.65 2.30 
Cm) 
zv Cm) Z (m) V = 0.69 ms Z 	=0.12m  
0.04 0.08 0,10 0,12 0,14 0.04 0.08 0.10 0,12 0.14 0.12 
0.005 0.58 0.60 0.59 0,58 0,57 0,73 0,69 0,59 0,65 0,60 0.53 
0.007 0.59 0.65 0.65 0,68 0,60 0,69 0.85 0.75 0,71 0,62 0,49 
0.009 0.63 0,71 0,74 0,67 0,65 0,72 0,93 0,81 0,77 0,63 0,55 
0.011. 0.69 0,76 0,74 0,70 0,69 0,80 0,98 0,86 0,88 0,72 0,63 
0.013 0.72 0,83 0,82 0,81 0,81 0,89 1.01 0.88 0,89 0,74 0.61 
0.015 0.79 0.88 0,90 0.77 0,78 0,85 0,99 1.01 0,88 0.80 0,66 
0.017 0.82 0.85 0.90 0.78 0.80 0,96 1.19 0,95 1.03 0,75 0,56 
0.019 0.91 0.91 0.88 1.01 0,90 0.89 1.07 1.02. 0,94 0,91 0,75 
0.021 0.89 0,95 0,97 0,89 0,84 1,01 1.22 1.18 0.98 0.87 0,66 
0.023 0.97 1.01 0.99 0,91 0.89 1,00 1.45 1.07 1.17 0,85 0,66 
0.025 	. 1.05 1.02 0.89 1.07 0.88 1.19 1.27 1.16 1.04 0,97 0,74 
0.027 : 0.94 1.09 1.1 1+ 0.98 1,06 .1.09 1,31 1.17 1.08 .0.95 0,76 
0.029 0.94 1.31 1,04 1,00 0.89 .1.25 1.20 1,49 1.14 1.03 0,81 
0.031 1.09 1.16 1.08 1.07 0,99 1.30 1,414 1,46 1.18 1,01 0,80 
0.033 1.02 1.27 1.13 1,12. 1,04 1.15 1,66 1.19 1.16 1.06 0.75 
0.035 1.17 1.04 1.12 1.04 1.06 ;107 1.60 1,29 1,19 1.19 . 	0,66 
0.037 1.17 1,26 1.07 1,24 1,20 1.36 1.32 0.96 1.26 1.02 0.88 
0.039 1.12 1,24 1.01 1,23 1.08 1.07 1.10 1.47 1.64 0;82 1.01 
CP 
SIEVE TRAY FROTH fl -FUNCTION SIZE DISTRIBUTIONS 





V (rnsTh [Q L=10 3rn_1 J 
2 v r 0.3 - 0.5 0.7 
(m )y 
0.004 A -0.0007 1.747 -0.0500 1.792 0.2383 2.045 
0.006 -0.1622 1.673 -0.1752 1.727 -0.0957 1.692 
0.008 -0.123 14 1.756 -0.1452 1.574 -0.2322 1.577 
0.010 -0.0421 1.508 -0.2074 1.451 -0.1844 1.475 
0.012 -0.2560 1.304 -0.1795 1.430 -0.3111 1.273 
0.014 -0.3210 1.128 -0.3017 1.188 -0.4566 o.988 
0.004 B 0.1298 	2.422 0.0186 	2.754 0.1479 	1.907 
0.006 0.0585 2.867 0.0614 	2.713 -0.0062 	2.193 
0.008 .0.351 	2.738 -0.0210 	2.213 
0.010 0.0620 	2.699- -0.1864 	1.970 -0.2178 	1.525 
0.012 -0.0234 	2.331 -0.1972 	1.570 
0.014 -0.1069 	1.828 -0.2841 	1.376 -0.1700 	1.350 
0.004 C -0.09.38 	1.526 -0.1085 	1.513 0.0548 	1.525 
0.006 -0.0899 	1.647 -0.0773 	1.670 -0.0508 	1.808 
0.008 -0.0640 1.773 -0.0690 	1.733 -0.0523 	1.887 
0.010 -0.0916 	1.567 -0.2630 	1.442 -0.089.9 	1.747 
0.012 -0.2536 	1.453 -0.1582 	1.506 -0.0986 	1.709 
0.014 -0.2622 	1.324 -0.2706 	1.329 -0.1737 	1.452 
. : 1O3 QL(ms') 	[Vs0.49m] 
2.3 1-6-5 (m) 
0.004 B 0.0020 	2:121 0.1998 	2.162 
0.008 . -0.0845 	2.224 	. -0.0129 	2.013 
0.010 -0.1117 	2.029 -0.0848 	1.980 
0.012 -0.1350 	2.135 -0.0312 	1.843 
0.014 -0.2127 	1.743 -0.0556 	1.763 
352 
SIEVE TRAY FROTH 
Typical experimental and r-function bubble size distributions 
(where the["-function parameters are obtained from the mean and variance of the experimental data) 
• _______________________ Trciy  
A C 
Zv(m), Vs=0.49ms' 2 	Im) / V5=0.32ms Zv(m), Vs0.72ms 
rn 0.006 0.012 0.006 0.012 0 006 
. 0012 
expt. fl ex Pt. fl expt. fl expt. fl ex pt. fl expt.  p 
0.005 0.369 0,395 0,340 0,348 0,326 0,349 0,291 0,331 0,298 0,324 0,309 0.329 
0.007 0.328 0.246 0.263 0.205 0.292 0.209 0,305 0.193 0.278 0.213 0,276 0.210 
0.009 0.138 0.147 0,149 0.135 0.147 0,138 0,140 0.130 0,161 0.145 0.178 0.142 
0.011 0.048 0.088 0.056 0.092 0.053 0.093 0,062 0,092 0.064 0,099 0,058 0,097 
0.013 0.035 0.052 0,038 0,064 0.035 0.064 0.031 0.067 0.042 0,068 0.032 0,068 
0.015 0.030 0.030 0.046 0.045 0.031 0.044 0,032 0,049 0.035 0.047 0,032 0.047 
0.017 0.018 0.018 0,025 0.032 0.026 0.031 0.020 0.036 0.034 0.033 0,026 0.033 
0.019 0.017 0.011 0.031 0.023 0.031 0,022 0.035 0,027 0.034 0.022 0,030 0.023 
0.021 0.007 0.006 0,014 0.016 0.020 0,015 0,023 0,020 0,021 0,016 0.016 0.016 
0.023 0.004 0.004 0,010 0.012 0.012 0.012 0.012 0.015 0,011 0,011 0,013 0.011 
0.025 0.003 0,002 0.007 0.008 0.009 0.008 0,011 0.011 0.007 0.008 0.010 01008 
0.027 0,002 0.001 0.005 0,006 0.005 0.005 0,011 0,008 0,005 0,005 0.006 01006 
0.029 01001 0.001 0,006 0,004 0,005 0.004 0,008 0,006 0,003 0,004 0.004. 0,003 
0.031 0.004 0,003 0,003 0,003 0.004 0,005 0.003 0,003 0,004 0.003 
0.033 0.002 0.002 0,002 0.002 0,005 0,004 0,001 0.002 0.002 0,002 
0.035 0.001 0.001 0.001 0.001 0.002 0,003 0,002 0,001 0,001 0.001 
0.037 0.001 0.001 0.001 0.001 0,002 0.002 0,001 0,001 0.001 0.001 
0.039 01001 0 1 001 
I. 
SIEVE TRAY FROTH DERIVED PARAMETERS 
. 	
. 	
. V (m 1) I 	L = 10 3 m3 s 1 ] 
parameter 1- 0.3 05 0.7 
Cl 
y z 	(m 2 v ( m) z (m) 
0.014 0,06 0,08 0.10 0.12 0.14 0,04 0,06 0,08 0,10 0.12 0.14 0.04 0,06 0.08 0,10 0,12 0.14 
102 d m (m) A 1.4 1,14 1,14 1.5 1.6 18 1,14 1.14 1.5 1.6 1.7 1.8 1.5 1.5 1.5 1.6 1.8 1.9 
Ag 	(m1) 1410 1420 14 140 380 370 340 430 4140 1440 410 390 350 1420 420 410 390 370. 330 
A 0 	(m1) 120 2.0 240 210 210 200 200 2 140 2 140 240 270 250 220 270 290 280 280 260 
k* ( m 3.9 3.4 3.3 3.0 2.9 2.7 3.2 3.3 3.2 3.1 3.0 2.8 3.2 3.3 3.2 3.1 3.0 2.6 
i02 dm (rn) B 1.2 1.1 1.1 1.1 1,2 1,3 1.2 1.1 1,3 1.3 1.5 1.6 1.14 1.3 1.6 1.7 
Ag 	( rn) . 500 570 550 540 500 1450 500 530 480 1470 400 380 420 470 380 350 
A 0 	( m 1 ) 175 .240 260 270 280 280 250 290 290 290 260 260 210 300 270 280 
4. 
k(m) 3.3 4.0 	. 3.9 3,5 3.3 3.0 3.7 14,4 3.8 3.5 3,1 2.9 3.6 44 3.2 2.9 i0 
' 	oxygen desorption, 20°C 
SIEVE TRAY FROTH DERIVED PARAMETERS 
t 	




0.3 0.5 0.7 
Z v (m) z 	(m) z 	(m) 
0.04 0.06 	0,08 0.10 0.12 0.14 0,04 0,06 0.08 0.10 0.12 0.14 0,0 14 0.06 0.08 0.10 0.12 0 . 3-4 
2. 
10 	m(m) C 1.5 1.5 	1.14 1.5 1.5 1.6 1.6 1.14 1.14 1.5 1.5 1.6 1.6 1.14 1.14 1.14 1.5 1.6 
Ag C m 1 ) 1400 410 	1430 400 390 380 380 1420 1420 400 390 370 380 4140 14140 1423 1410 380 
A0 	m 120 150 	190 190 200 210 190 230 250 250 260 260 220 290 330 320 320 310 
io 4 k(m) 2.9 3.2 	3.3 3,2 3.1 310 3.0 3,3 3.14 3.2 3.2 3.0 3.0 3.14 3.5 3.5 3.3 3.1 
iO 3 [V=0.49rnc1 ] 
1.65 
102 d 	'm Sm' B 
1.3 1.3 	1.3 1,4 1.1+ 1.3 
A 	C m) 1450 1450 	1+50 420 420 1470 
A0 C m) 190 250 	270 280 290 160 
10 	k 1 	(rn) 3.5 3.8 	3,8 3,5 3.5 3.9 
Lh. 
2.30 
1.1 2 1,3 1.3 1.4 oxygen 	desorption, 
1490 1+70 1450 1+30 20°C 
230 260 280 300 




FLUIDISED BED MEAN BUBBLE VELOCITIES ( m.s' ) 
d e 0.10 0.20 0.30 
(m) zr(m) Zr(m) zr(m) - 
0.00 0.01 0.02 0,03 0.04 0.05 0,06 0.00 0.01 0,02 0,03 0.05 0,06 0.00 0 1 01 0.02 0.03 0.01+ 
0.009 0.16 0.15 0.11+ 0,15 0,18 0,23 0,27 0,15 0,13 0,11+ 0,16 0.19 0,22 0,17 0,16 0.15 0.20 0.11+ 
0.011 0.18 0,15 0.16 0.17 0,23 0,21+ 0,26 0,16 0,114 0,17 0,17 0.21 0,28 0,16 0117 0.19 0.16 0.17 
0.013 0.22 0.20 0.21 0,20 0,25 0,25 0,27 0,20 0,17 0,22 0.22 0.27 0.3 1+ 0,20 0.22 0.21+ 0.22 0.26 
0.015 0.23 0.21 0.21 0.22 0,28 0.28 0.29 0,2 14 0.22 0.23 0.25 0,33 0,38 0,22 0.23 0,29 0.25 0.23 
0.017 0.25 0.21 0,23 0,25 0.28 0,29 0,31 0.26 0,23 0.28 0,27 0,37 0,39 0,25 0.26 0.30 0.28 0.26 
0.019 0.28 0.21+ 0.26 0,23 0,29 0,32 0,33 0.27 0,28 0.27 0,30 0,1+0 0, 142 0.31 0.30 0.35 0.3L 0.27 
0.021 0.25 0.21+ 0.27 0.29 0,32 0,31 0,33 0,32 0.27 0.31 0.30 0.143 0. 140 0.314 0.39 0.39 0.39 0.2.8 
0.023 0.29 0.23 0.23 0.25 0,31+ 0.30 0,36 0,33 0,31 0.33 0,32 0,1+1 0.1+5 0.33 0.35 0.37 0.140 0.32 
0.025 0.25 0.21+ 0.27 0.21 0,35 0.32 0,33 0,33 0,32 0,33 0,33 :0, 1+2 0,1+ 14 0.36 0.314 0.142 0.1+3 0.35 
0.027 0.26 0.25 0.22 0,23 0,23 0,28 0,36 0,314 0,32 0.31+ 0,33 0,41 0,1+8 0.36 0.31+ 0.1+3 0.39 0.1+6 
0.029 0.31 0.28 0,26 0,28 0.25 0.27 0,31 0.31+ 0,35 0,33 0.37 0.145 0.1+3 0.1+2 0.39 0.1+3 0.33 0.35 
0.031 0,31 0,29 0,30 0.31 0,32 0,35 0,33 0.38 0,36 0,1+5 0.1+9 0.142 0.38 0.146 0.1+1+ 0.37 
0.033 . 0.32 0,33 0,31+ 0.39 0.33 0.37 0.1+0 0,14 14 0, 142 0.1+3 0. 1+0 0.1+9 0.43 0.35 
0.035 0,1+0 0.1+ 14 0,37 0.32 0.33 0,37 0,35 0.1+7 0.52 0. 145 0,39 0.147 0.149 0,314 
0.037 0,38 0,145 0.38 0.1+3 0.147 0.51 0,1+1 0. 14 14 0.1+8 
0.039 
t) 
FLUIDISED BED MEAN BUBBLE VELOCITIES ( m.s 	) 
Z cl  
0.110 0.50 de 
Zr(rn)  (rn) 
0,00 0.01 0,02 0,03 0,04 0,05 0,00 0,01 0,02 0.03 0,04 
0,009 0.18 0,12 0,17 048 0,13 0,12 0.20 0,16 0,16 0,18 0.15 
01011 0,30 0,17 0,18 0.17 0,17 0,16 0.21 020 0,19 0,17 0,18 
0,013 0,24 0,19 0,22 0,19 0,20 0,19 0,24 0.21 0,20 0,22 0,21 
0.015 0.30 0.21 0,26 0.22 0,24 0,23 0,29 0,24 0.23 0,22 0,23 
0,017 0,34 0.28 0,27 0,24 0,24 0,27 0.31 0,25 0,25 0,24 0.22 
0.019 0.36 0,29 0,31 0,29 0.26 0.29 0.37 0.28 0.28 0.25 0.31 
0.021 0.41 0,34 0,33 0,30 0.27 0.32 0,37 0,28 0,32 0.31 0.28 
0.023 0.44 0.36 0,39 0,33 0.35 0,35 0.44 0?37 0,34 0.30 0.27 
0.025 0.48 0.40 0.40 0,36 0,30 0,33 0,47 0,40 0.43 0.35 0.34 
0.027 0,54 0.48 0,43 0,37 0,39 0.37 0,47 0,43 0,48 0.35 0.30 
0.029 0,52 0.47 0.42 0,40 0.37 0,40 0.47 0.45 0.45 0.39 0.41 
0.031 0.55 0,46 0,43 0,38 0.41 0,40 0,51 0,43 0,46 0.42 0.40 
0.033 0,51 0,49 0.46 0,42 0,41 0,41 0,50 0,52 0.50 0.38 0.36 
0.035 0.48 0.51 0.46 0.45 0.39 0,42 0,50 0,54 0.49 0.53 0.35 
0.037 0,60 0,55 0.53 0.41 0.44 0.42 0,49 0,51 0,50 0,54 
0.039 0.58 0,54 0.43 0.41 0,59 0,53 0,57 O,4g 
() 
FLUIDISED BED 
Typical experimental and fl-function bubble size distributions 
(where the fl-function parameters are derived from the mean and variance of the experimental distribution) 
ZO,10m 2u0.30m z =0.5 0 m Zj =0.50m d e  zrO.00rn zr=O.00m Z r = 0.0Cm Zr 0.04m 
m () 
ex p.L P expf. fl Gxpt. 9xpt. P 
0.009 0.2098 0.2488 0.1052 0.1087 0.0628 0.0830 0.1491 0.1596 
0.011 0.2913 0.2605 0,1851 0.2044 0.1436 0.1579 0.1893 0.2188 
0.013 0.2210 0.1886 0.1920 0.1985 0.1881 0.1664 0.2341 0.1892 
0.015 0.1271 0.1224 0.2080 0.1585 0.1736 0.1472 0.1250 0.1426 
0.017 0.0639 0.0753 0.0986 0.1150 0.1119 0.1196 0.1083 0.1006 
0.019 0.0247 0.0449 0.0728 0.0788 0.1036 0.0923 0.0570 0.0682 
0.021 0.0224 0.0262 0.0 1424 0.0520 0.0567 0.0689 0.0349 0.0450 
0.023 0.0079 0.0151 0.0363 0.0334 0.0419 0.0502 0.0387 0.0291 
0.025 0.0112 0.0086 0.0207 0.0210 0.039 14 0.0359 0.0106 0.0186 
0.027 0.0139 0.0048 0.019 14 0.0130 0.0256 0.0253 0.0131 0.0118 
0.029 0.0019 0.0027 0.0097 0.0080 0.0119 0.0177 0.0058 0.0074 
0.031 0.0023 0.0015 0.0040 0.00 1+8 0.0118 0.0122 0.0047 0.0046 
0.033 0.0027 0.0029 0.0091 0.008 14 0.0036 0.0028 
0.035 0.0007 0.0010 0.0073 0.0057 0.0023 0.0017 
0.037 0.0035 0.0039 0.0010 0.0010 
0.039 0.001+0 0.0026 
0.041 0.00214 0.0018 




FLUIDISED BED r-F UNCTION SIZE. DISTRIBUTIONS 
P ( 	
= r 	







 d@' 0+Q8 
2 
0.10 0.00 0.63 3.2 1.31 0.157 
0.10 0.01 0.99 3.4 1.38 0.170 
0.10 0.02 0.87 3.7 1.31 0.140 
0.10 0.03 0.64 2.8 1.38 0.204 
0.10 0.04 1.05 2.9 1.49 0.231 
0.10 0.05 0.90 2.5 1.56 0.302 
0.10 0.06 0.98 2.6 1.57 0.298 
0.20 0.00 1.30 3.5 1.45 0.184 
0.20 0.01 1.06 3.2 1.44 0.197 
0.20 0.02 0.90 3.0 1.43 0.208 
0.20 0.03 1.34 3.2 1.53 0.228 
0.20 0.05 1.66 3.7 1.52 0.198 
0.20 0.06 0.90 3.2 1.60 0.190 
0.30 0.00 1.12 3.0 1.50 0.233 
0.30 0.01 1.06 2.7 1.76 0.283 
0.30 0.02 0.99 2.6 1.67 0.260 
0.30 0.03 1.53 3.1 1.61 0.260 
0.30 0.04 0.83 2.6 1.49 0.262 
.0.40 0.00 0.88 2.7 1.71 0.266 
0.40 0.01 0.88 2.6 1.52 0.274 
0.40 0.02 1.00 2.7 1.54 0.277 
0.40 0.03 1.06 2.7 1.57 0.290. 
0.40 0.04 0.87 2.6. 1.53 0.286 
0.50 0.00 1.00 2.3 1.67 0.378 
0.50 0.01 0.67 2.2 1.58 0.368 
0.50 0.02 0.76 2.3 1.55 0.321 
0.50 0.03 1.01 2.7 1.54 0.279 
0.50 0.04 0.78 2.7 1.45 0.239 
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0.10 0.00 0.017 0.39 
0.10 0.01 0.022 047 
0.30 0.02 0.025 0.54 
0.10 0.03 0.046 1.01 
0.10 0.04 0.064 1.75 
0.10 0.05 0.082 2.32 
0.10 0.06 0,082 2.60 
0.20 0.00 0,021 0.60 
0.20 0.01 0.024 0.68 
0.20 0.02 0.024 0.70 
0.20 0.03 0.031 0.90 
0.20 0 1 05 0.058 2.14 
0.20 0.06 0.053 2.14 
0.30 0.00 0,062 2.16 
0.30 0.01 0.087 2.80 
0.30 0.02 0.060 2.28 
0.30 0.03 0.040 1.45 
0.30 0.04 0.038 1.23 
0.40 0.00 0.112 4.76 
0.40 0.01 0.106 4.00 
0.40 0.02 0.089 3.16 
0.40 0.03 0.072 2.30 
0.40 0.04 0,047 1.46 
0.50 0.00 0.118 4.90 
0.50 0.01 0.114 4.56 
0.50 0.02 0,098 3.62 
0.50 0.03 0.086 2.63 
0.50 0.04 0.059 1.82 
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