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Mathematics teaching has been an active field of research and development at the Department
of Mathematics and Systems Analysis at Aalto University. This research has been motivated
by a desire to increase the number of students that pass compulsory basic mathematics courses
without compromising on standards. The courses aim to provide the engineering students with the
mathematical skills needed in their degree programmes so it is essential that a proper foundation is
laid. Since 2006, a web-based automated assessment system called STACK has been used on basic
mathematics courses for supplementary exercises to aid learning at Aalto University.
In this thesis, computer-aided mathematics teaching and, in particular, automated assessment
are studied to investigate what effect attempting to solve online exercises has on mathematical
proficiency. This is done by using a Granger causality test. For this, the first two of three basic
courses are examined. The concepts relating to learning and computer-aided mathematics teaching
as well as the developments, including Mumie, made at Aalto University are first presented. Then,
the statistical methodology, the theoretical framework and the test procedure for Granger causality
are described. The courses and data, which was collected from STACK and used to quantify
mathematical proficiency for the Granger causality test, are then reviewed. Finally, the results and
implications are presented.
The Granger causality tests show that there exists a Granger-causal relationship such that math-
ematical proficiency affects the desire to attempt to solve exercises. This holds for both of the
interpretations used for quantifying mathematical profiency and all variations of the penalty de-
ducted for incorrect attempts. The results imply that the exercises are too difficult for the students
and that students tend to give up quickly. Thus, the Granger causality tests produced statisti-
cally significant results to back up what teachers have always known: students are discouraged by
failure, but encouraged by success. The results provide teachers with valuable information about
the students’ abilities and enable teachers to alter the teaching accordingly to better support the
students’ learning.
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Introduction
Mathematics teaching and especially computer-aided mathematics teaching
have been one of the central focuses of development and research at Aalto
University School of Science in the past years because mathematics is such an
essential part of engineering studies [3, 14, 16, 24, 34, 35, 37]. There has been
a growing concern for the mathematical abilities of first year students and the
delay of studies and graduation which arise from problems with completing
basic mathematics courses. Therefore, the main motivation behind the
studies has been to improve mathematics teaching to expedite the progress
of degrees without, however, compromising on the standards or quality of
the teaching. In practise this is done by increasing the amount of students
that pass compulsory mathematics courses [15, 35].
At Aalto University, the Department of Mathematics and Systems
Analysis provides the basic mathematics courses for all the engineering
disciplines, except for architecture. Traditionally, the courses have been
very large and they continue to be so to this day. As many as 200
students may enrol in one course at a time. Courses have typically consisted
of mass lectures and large exercise sessions, where students present their
solutions to independently solved problems. However, students often find this
intimidating and plagiarism has been unfortunately common. Assessment
has been conducted through midterms and final exams. Many students,
however, do not take part in any of the teaching forms of the courses [36]
and failure rates have left room for improvement, even though students at
Aalto University typically tend to have a predisposition to being skilled at
mathematics.
As already stated, in engineering, mathematics plays a very important
role, thus a strong foundation is essential [35]. The desirable outcome for
students and teachers alike is that students acquire mathematical proficiency.
They learn how to learn mathematics in order to lay down a good foundation
for their studies and for lifelong learning. The students learn a mathematical
way of thinking so to speak. The compulsory basic mathematics courses aim
to provide the engineering students with the mathematical skills needed in
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their degree programmes. In this thesis, two of the first three basic courses
are examined.
Nowadays, technological tools have become a normal part of our daily
lives so it only makes sense that education takes full advantage of these
tools. Traditional methods using pen and paper are no longer popular
among students [35] and innovative methods are required to enthuse students.
Technology has made new ways to learn and practise mathematics possible
and thus, better learning outcomes have been achieved [33]. Mathematics
is traditionally learnt through independent study and particularly exercise
solving so naturally developments in this area are eagerly researched. One
of the developments, which is now widely used at Aalto University, is an
automated assessment system called STACK (System for Teaching and
Assessment using a Computer algebra Kernel). The data collected from
STACK is used to quantify mathematical proficiency in this thesis.
The purpose of this thesis is to study what effect attempting to solve
online exercises has on mathematical proficiency by using a Granger causality
test. To the author’s knowledge, this is the first time Granger causality
has been used in such an application. Granger causality is based on the
assumption that unique information in past and present values of one time
series provides a better estimate of another time series than what its own past
and present values could generate. The objective is to find unidirectional
Granger causality, so there only exists a Granger-causal relationship in one
direction. In this thesis, this means that either the number of attempts
of solving online exercises produces a better prediction of mathematical
proficiency than what mathematical proficiency would give on its own or
that mathematical proficiency produces a better prediction of the number of
attempts that students use to solve online exercises than what the attempts
could generate on their own. That is that either attempts Granger-cause
proficiency or vice versa.
2
Chapter 1
Central concepts
This chapter will provide an overview of the central concepts on which the
theoretical underpinnings of this thesis lie. Learning and assessment will be
defined in sections 1.1 and 1.2, respectively. Two main learning theories will
be introduced in subsequent subsections 1.1.1 and 1.1.2. Technology has had
a significant influence on teaching. As computers have become more common,
their potential as tools for teaching and learning have been investigated and
developed [17]. This will be examined in the subsection 1.2.1 with computer-
aided assessment.
1.1 Learning
There exists many different views on what learning actually is and how
it happens. These views have at times changed radically. Learning is
principally the gradual process by which the external world is internalised.
The concept of learning is not restricted to learning in school, but it extends
to all kinds of learning that take place in the every day world. That is learning
to differentiate ef(x) is no more of an accomplishment than say learning how
to chop an onion without crying. The ability to learn a skill has in the past
made the difference between surviving and perishing. It has been crucial
for existence [17]. All in all, learning involves gaining knowledge, skills or
understanding of something by studying or practicing, or from instruction or
experience.
Generally, nowadays, it can be said that learning is not the same as
memorising something, or at least that memorisation is not a desirable
method of learning because as one learns more, the number of rules that
have to be memorised increases and ultimately becomes excessive [45]. Not
only is the task of memorising all the necessary rules immensely laborious
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to begin with, it is also very difficult to then recollect the appropriate rules
later. After all, the whole point of learning something is to have the ability to
use that knowledge later. That is why learning has changed from memorising
facts and rules to seeking understanding. It has become reflective [17].
The approaches that students take to learning were first differentiated
into two categories by Marton and Sa¨ljo¨ [25]. These approaches are known
as the deep approach and the surface approach. The deep approach indicates
an intention to understand and find meaning while the surface approach
focuses on memorisation and regurgitation. A deep approach allows the
student to fully engage in a task, use prior knowledge and build the big
picture of the situation so to speak. A deep approach requires the student
to be interested in the matter at hand and so learning is considered to be
a pleasure. Students that take a surface approach to learning intend to get
the task done with minimum effort while appearing to meet the requirements
[1]. With a surface approach, students learn meaningless facts here and there
without understanding the idea behind them. Entwistle and Ramsden added
a third, namely the strategic approach [7]. The aim of the strategic approach
is to achieve good grades by effectively using time and the available material.
Students learn what they need to learn, but often they do not achieve
understanding in the matter. The strategic approach has understandably
been criticised to be a very well-organised form of the surface approach.
Historically teaching and learning have required face-to-face interaction
and have taken place predominantly in traditional education sites such as
schools. Also text books and other literary works have played an important
part in learning. This, however, has experienced a fundamental shift due
to the development of information technology [17]. Now virtual learning
environments are not only possible, but have become rather common. Virtual
learning environments offer courses, staff-student communication, assessment
and evaluation online. Thus, the entire learning process is conducted online.
This is called e-learning. In practise, elements of e-learning can also be
used in connection with or as a part of traditional learning. This is then
known as blended learning. The mathematics courses at Aalto University
principally utilise blended learning methods by combining traditional lectures
and traditional pen and paper exercises with online automatically assessed
exercises and virtual learning environments. This will be further elaborated
in section 1.2.1 and chapter 2. Blended learning is also a main theme of the
research projects at Aalto University, which will be presented in more detail
in section 2.1.
Teaching can be described as any kind of action that aims to influence
the learning process [45]. The principles of teaching have evolved as learning
theory has changed. However, the way mathematics could or should be
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taught will not be further addressed in this thesis.
1.1.1 Behaviourism
Behaviourism was the dominant learning theory for years, because it seemed
functional and scientific [17], but now it has made way for new theories [45].
It emerged when empirical and measurable behaviour was regarded as the
only human data that was scientifically relevant or useful [17]. The founder of
the behaviourist school is considered to be John Watson, who was influenced
by the works of Ivan Pavlov and his salivating dogs among others [17].
Behaviourism is based on a mechanistic way of learning. Learning is
viewed as a measurable change of behaviour as a result of an experience.
It does not, however, consider knowledge or understanding to be outcomes
of learning. In fact, the existence of the mind was completely denied by
some behaviourist such as Watson [17]. The desired modification of external
behaviour is achieved by considerable repetition, receiving rewards and praise
for good habits and being discouraged or punished for bad ones. This
reinforcement of good and bad behaviour means that learning follows from
action.
Behaviourist approaches to learning such as trial and error or problem
solving are particularly useful and successful in everyday life learning
situations. Behaviourism can be used to explain the learning processes that
humans essentially have in common with, for example, laboratory rats and
pigeons. Rats can be taught to press bars or play basketball and pigeons can
kick ping-pong balls. These tricks, however, are not particularly challenging
for humans. Even though behaviourist models based on habit learning
and rote-memorisation have been very successful in teaching simple tasks,
higher forms of learning have not been accomplished [45]. Mathematics, for
example, can be categorised as requiring higher forms of learning.
1.1.2 Constructivism
Constructivism, unlike behaviourism, focuses on the cognitive processes of
learning. It concentrates on thinking and understanding rather than rote-
memorisation. It is based on the idea that knowledge and understanding
are constructed by mental activity from experiences. That is individuals
construct knowledge and understanding of the world they live in by con-
necting new pieces of information to their existing knowledge in a way that
makes sense to them [17]. Thus, experiences are given subjective meanings.
So rather than starting from a theory, constructivists seek to develop or
generate one from patterns found in meanings and experiences [6].
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Constructivism was highly influenced by the works of two cognitive
theorists. Jean Piaget developed theories of childhood development and
education [17]. According to Piaget, children learn by constructing one
logical structure after another. Thus, learning is related to the stage of
children’s cognitive development. As children grow older, their ability to
conceptualise also develops. The implications of Piaget’s theory shaped the
foundation for constructivist education.
Another important influence was Lev Vygotsky, who introduced a social
aspect of learning to constructivism called the zone of proximal development
[17]. This means that under the guidance or in collaboration with more
capable peers, children can solve problems that they would be unable to
solve alone. Vygotsky concluded that developmental processes lag behind
learning processes, which is why the potential of students should rather be
looked at than their achievements. He continued to suggest that the potential
can be seen in groupwork and through guidance.
Connecting new pieces of information to existing knowledge requires
students to reflect on their past experiences. Teachers need to act as
facilitators and provide the students with the necessary tools for them to be
able to piece together new information. Students are thus forced to become
active participants in the learning process, rather than be passive listeners.
Because of this continuous reflection, the students’ abilities to integrate new
information grow steadily. In other words they learn how to learn.
As knowledge is constructed by connecting new pieces of information, it
thus needs to be organised in some way and cannot just be a collection of
isolated facts. To organise information, patterns within the information and
experiences need to be specified and abstracted. Richard Skemp defined the
abstraction of this pattern as a concept [44]. So a concept is an idea of an
abstraction. To form a concept, each individual needs to apply a number of
past experiences, which have something in common, to the present situation.
Skemp grew interested in psychology after becoming aware of the problems
with teaching mathematics as a mathematics teacher and so he returned to
university to study psychology. The prevailing learning theory at the time
was the aforemeantioned behaviourism, which Skemp soon realised did not
provide sufficient answers to the existing problems with learning mathematics
and thus his interpretation of learning evolved [44].
In figure 1.1, the successive past experiences of some object, for example
a chair, are represented by C1, C2, ..., Cn. By abstracting the common
properties of the chairs, the concept of a chair is formed, which is represented
by C. Now, that the concept of a chair has been formed, any further
experience, represented by Cn + 1, will evoke the concept C and thus, the
experience Cn+ 1 will be recognised as a chair. These experiences may now
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Figure 1.1: The formation of a concept.
be called examples. The actual formation of a concept is more important
than the name of the concept. The name of the concept is a word, a sound
or a mark on a piece of paper which is associated with the concept. Concepts
can be named in hindsight or in the process of forming the abstraction.
Mathematical concepts are abstract by nature and form a hierarchy
to still greater abstraction and generality. In other words, mathematical
concepts are the result of abstractions derived from abstractions derived from
abstractions derived from abstractions and so on. The power and problem
of mathematics lies in its abstractness and generality [44]. On one hand
it is difficult to learn, but on the other hand, once learnt, it offers endless
possibilities.
Mathematics is experienced through examples and thus should, according
to Skemp, also be taught through examples [44]. The role of a teacher is
to provide a suitable collection of examples so that the students can infer
patterns and thus, form concepts. Teachers also need to be reflectively aware
of the processes required to form concepts to be able to help the students
form them. The direction of teaching and learning, naturally, ought to be in
the direction of still greater abstraction. The aim is that students become
mathematically proficient, that is given the same previously unfamiliar text,
a first year student and a third year student read and understand the text
differently. The third year student is able to understand more because he
has become accustomed to reading mathematics.
Moreover, Skemp defines two principles for learning mathematics [44, 45]
as follows
1. Concepts of a higher order than those, which a person has, cannot be
communicated to him by a definition, but only by arranging for him to
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encounter a suitable collection of examples.
2. Since in mathematics these examples are almost invariably other
concepts, it must first be ensured that these are already formed in
the mind of the learner.
The first of these principles is broken by the vast majority of text
books and even lectures as subjects are introduced by definitions instead
of examples, but exercises given to students and the feedback received from
them promote the formation of the concepts at hand [33, 34]. Since learning
mathematics heavily relies on building on past, less abstract concepts, the
second principle is very important.
As concepts are build on concepts, they form, by nature, a conceptual
system or structure. This mental structure Skemp and general psychology
call a schema [44]. So schemas are formed by connecting related concepts to
each other. A schema is basically a mind map. The ability to connect related
concepts to each other stems from understanding. Although schemas must be
individually constructed, the conceptual structures of earlier mathematicians
can aid the process. Schemas, like concepts, cannot be observed directly, but
have to be deduced from responses.
Schemas have two main functions. Firstly, it integrates existing knowl-
edge and secondly, it is a mental tool for obtaining new knowledge. Schematic
learning not only yields more efficient learning, but also, in the process, a
mental tool is prepared for applying the same approach to future learning
tasks in that field. Moreover, when the tool is subsequently applied to new
learning tasks, the earlier content of the schema is again used to combine
the new to the old. The power of concepts and schemas comes from this
ability to combine and relate experiences to each other. They are flexible
and adaptable. They can assimilate and accomodate to new situations and
data. This means that behaviour can be shaped according to the task at
hand to achieve the same goals in different environments. Thus, learning
precedes action.
When schemas have already been constructed, their use is efficient
and almost subliminal. One must consciously reflect upon one’s thought
processes to realise all the levels at which one is working on. Say one is
presented with a problem of solving an equation. Immediately the right
schema is selected, that is mathematics, not music or cooking. Within the
mathematical schema one identifies algebra to be the necessary next step and
from there the equation is more closely examined. The equation is observed
not to be of standard form, but to be quadratic. One knows several well-
practised routines for solving quadratic equations, but does not undertake
these directly. One devises an action plan by alternating between the general
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algebraic schema and the specifics of the equation. Now the equation can be
solved. The whole process is so rapid, that usually one is totally unaware of
it.
Skemp defines two kinds of connections: associative and conceptual [45].
Associative connections rely heavily on rote-memorising, whereas conceptual
connections are themselves a particular kind of concept. The more conceptual
the connections between concepts are, the more efficient their use is and the
easier and more efficient they are to recollect. The manipulation of symbols in
schools is too often executed solely according to a number of rote-memorised
rules. Thus, meanings and specifically concepts are not attached to them.
This makes them difficult to remember. Skemp claims that children cannot
succeed in learning mathematics if rote-learning is used rather than enabling
them to learn schematically [45]. If rote-memorised rules are forgotten,
relearning them requires almost just as much effort as learning them in the
first place required. Schemas, on the other hand, are relearnt quickly with a
little revision.
Figure 1.2: A conceptual structure.
Figure 1.2 shows a visualisation of a schema. The black nodes represent
concepts and the lines between them represent the connections, thus forming
a conceptual structure. In reality, schemas are, however, more complicated.
Each node ought to be a part of a hierarchy of other nodes, which are
naturally connected to each.
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In this thesis the underlying theoretical concept of learning is based on
constructivism and Skemp’s theories.
1.2 Assessment
The objective of assessment is typically to judge whether learning has
taken place and whether the necessary course objectives have been achieved.
Assessment can also be used to study the effectiveness of a teaching method.
How learning can be quantified or assessed sufficiently has puzzled teachers
and researchers alike.
How students think they are going to be assessed is one of the most
important factors that influences learning because it affects the way students
manage their time and which areas they concentrate on [1, 5]. Assessment is
most commonly divided into two categories according to its purpose [1, 5, 17].
Formative assessment is used for developmental purposes and takes place
during the learning process. Feedback from formative assessment helps
students to see how their learning process is progressing and it acts as
motivation for them. Teachers, likewise, receive feedback on how the students
are learning and what has been difficult. Teachers are then able to alter the
teaching to fit the students’ needs.
The other purpose of assessment is to be judgemental. This is called
summative assessment. Summative assessment usually takes place at the end
of the course, although it can also be used during the course. The purpose of
summative assessment is to determine whether students have indeed learned
what they were supposed to have learned. Thus, summative assessment is
mainly used for grading.
Formative and summative assessment can also be used simultaneously.
This is known as continuous assessment and means that both formative and
summative assignments are used during the course [1]. Naturally, the sum-
mative assignments then affect the final grade. For continuous assessment
to work efficiently, students must be informed how the assignments will be
assessed. That is whether their intent is formative or summative, because as
stated earlier, this affects how students handle the task.
Traditionally, following summative approaches, exams have been used to
assess students’ learning, but as exams often only consist of a few questions,
all of the course objectives or subject matters cannot be included and so
tested. Therefore, exams give a rather narrow view of the students’ skills and
knowledge. To assess the effectiveness of a teaching method, a qualitative
approach [6] is often taken and students are given questionnaires to answer to
assess their learning and experiences. The problem with this is that learning
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is very subjective and what works for one, may not work for another.
One could argue that an option for assessing the effectiveness of a teaching
method would be to divide the students into two equal-sized groups and
compare the exam results. This, however, is slightly problematic. Ethical
issues arise as students cannot really be treated as guinea pigs. Furthermore
universities are obligated to provide the best possible educational opportu-
nities. Here, however, the students would not be given equal opportunities,
if they were divided up. If students were given a choice of teaching method,
the results would be skewed as motivation is a large factor in learning and
studying.
1.2.1 Computer-aided assessment
Computer-aided assessment (CAA) has been around as long as computer
have [40]. It is a tool that can be used to assess students’ learning. The
driving force behind its development is, in principle, the same as the one
behind the Industrial Revolution; a desire to automate routine processes.
The tools that are available to us have always affected what we do
and how. The use of books and paper as a medium for teaching and
distributing knowledge have various limitations. They have restricted the
way in which mathematics is taught and how learning is assessed. Books
have not essentially evolved since the invention of the printing press. The
information in books is static and cannot be interacted with in any way. It
is impossible to represent information in new ways in books.
The contraints of paper affect how students are assessed. Correcting
numerous exercises and exams as well as giving feedback by hand is laborious
and repetitive. Futhermore, manual correction work is not the most efficient
use of time for teachers, educators or other mathematicians. To be more
efficient, questions are formulated so that they are straightforward to mark
[40]. Questions that require significant computations from the marker are
laborious and impractical. Questions like this are, for instance, ones that
may have multiple correct answers like questions asking for examples of
certain types of functions. Each answer must be individually checked.
Moreover, if teachers want to reward students for understanding the idea
behind an exercise even though a small computational error has occurred at
the beginning making the final answer wrong, significant computations are
again required. Furthermore being unbiased and consistent with marks is a
challenge. CAA offers solutions to these problems [40].
CAA particularly offers objective automated assessment according to set
criteria and thus, reduces the marking workload of teachers and staff [39].
CAA also provides anonymous instant feedback, which has been shown to be
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vital in the learning process [5, 40]. Furthermore, CAA collects data over a
long time period, which enables long-term analysis. The CAA used at Aalto
University will be presented in chapter 2.
Students seem to have a lower threshold for taking part in online exercises
than in traditional exercises [33]. Online exercises offer more freedom and
flexibility in handing them in, because they are not restricted by when the
exercise classes are organised, when a teacher is present or even by when the
University buildings are open. Online exercises are also often shorter and
faster to solve than traditional exercises. Furthermore the social pressure of
presenting one’s solutions to classmates is absent. This makes the exercises
more approachable to students that are less confident in their mathematical
abilities [33].
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Chapter 2
Computer-aided mathematics
teaching at Aalto University
This chapter will first provide a brief history of the research and developments
of computer-aided mathematics teaching and learning environments at the
Department of Mathematics and Systems Analysis at Aalto University. After
this, two applications currently used at Aalto University will be presented in
more detail. Both are technological platforms on which the ideas presented in
chapter 1 can be implemented, but they offer slightly different features. First
an automated assessment system called STACK will be studied in section
2.2 and finally a mathematical learning environment called Mumie will be
examined in section 2.3.
2.1 Background
Computers are built on logical operators and can be used as immensely
powerful calculators. This makes computers naturally apt for solving
mathematical problems. For this reason, computer-based mathematical
learning environments have been one of the central focuses of development
and research at Aalto University [14, 21, 39]. The objective is to find out
whether and if so how computers can aid students in the learning process.
The main motivation is to improve the quality of teaching and so increase
the amount of students that pass compulsory mathematics courses. A
comprehensive review of the studies, developments and results achieved with
these can be found in [16], but the main developments will be presented here.
Obviously it is not desirable that new learning environments produce
weaker learning outcomes nor that they inflict an inappropriate amount of
more work for the students or teachers compared to the previous system
13
[49]. The learning outcomes obtained by online learning environments have,
however, been at least as good as the ones obtained by traditional teaching
methods [35]. Moreover, it has been shown that the amount of time students
spend using the system has had a significant correlation to their exam results
[37]. Furthermore, unfortunately many students do not take part in any of
the teaching forms of the courses [36], so it is advantageous to develop new
more interesting forms of teaching to inspire and motivate these students.
Thus, the use and further development of online learning environments as a
part of mathematics teaching is justified.
The difference between highschool mathematics and university level
mathematics often throws first year students off guard [29] even though the
students at Aalto University tend to have a predisposition to being skilled
in mathematics. School mathematics often emphasises rote-memorisation of
certain rules which are then used in a standardised way. This supports the
behaviourist view of learning. At university, students are assumed to take a
more constructivist approach to learning. They not only become responsible
for their own knowledge, progress and learning, but also the appearance
of mathematics changes. Mathematics becomes a science that is based on
exact definitions and rigorous arguments that require abstract thinking and
understanding [29]. Traditionally independent study and particularly solving
exercises have been considered essential for learning mathematics [33]. For
this reason, it is important to provide exercises that promote learning in
the areas that are considered to be central to the course and its objectives
[29]. Now, the skills that have been exercised should suffice for passing the
exam and laying down the mathematical foundation necessary for the degree
programme.
The mathematics teaching at Aalto University is intended for engineering
students, except for architects, and is organised by the Department of
Mathematics and Systems Analysis. Engineering mathematics is roughly
based on applications that are useful and necessary in the natural sciences.
Thus, the focus of mathematics teaching is more on the required applications
and techniques rather than on theories, definitions or proof writing as is
done at the Department of Mathematics and Statistics at the University
of Helsinki. This is, in fact, advantageous for computer-aided mathematics
teaching.
Since the 1990’s various projects have taken place. Between 1993 and 2003
a project called MatTa (Matematiikkaa Tietokoneavusteisesti, Mathematics
aided by computer) was led by Simo K. Kivela¨ [20]. One of the aims of
this project was to produce digital study materials for revising highschool
mathematics before starting engineering studies [18]. This self-study revision
material was named M niinkuin matematiikka: Lukiotason matematiikan
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tietosanakirja (M for mathematics: Highschool level mathematical ency-
clopædia) but abbreviated Iso-M (Big-M) for ease [19]. The material is about
Figure 2.1: The Iso-M logo.
400 pages long and consists of 92
articles and 100 exercises. The logo
of Iso-M is represented in figure 2.1.
Another aim of this project was to
study and evaluate computer-aided
mathematics teaching and study
materials from a pedagogical view-
point [18]. One of the challenges of
the project was representing math-
ematical content in online learning
environments [14]. Many other materials were produced during the MatTa
project. A list of these can be found in [20].
Even though one of the developments that has significantly helped
students with learning mathematics at Aalto University is not computer-
aided, it still deserves a quick mention. Laskutupa (the calculation room)
started as a small-scale experiment in the early 2000’s, but has become
widely used and popular. There is an instructor present daily in laskutupa
for assistance and students come to solve problems there in groups and by
themselves.
The ideas of the MatTa project were further developed in a new
project called MatTaFi (Matematiikkaa Tietokoneavusteisesti kansallisesti,
Mathematics aided by computer nationally) between 2004 and 2007. This
project was funded by the Ministry of Education and was a collaborative
effort between Helsinki University of Technology and ten other universities
and universities of applied sciences including the University of Helsinki and
Rovaniemi University of Applied Sciences. The project was first led by Simo
K. Kivela¨, but later in 2006, it was taken over by Antti Rasila [20].
An automated assessment system called STACK (System for Teaching
and Assessment using a Computer algebra Kernel) was introduced to Helsinki
University of Technology in the autumn of 2006 and continues to be used for
exercises to this day. STACK will be further elaborated in the next section
2.2. However, STACK has also been used for a Basic Skills Test (BST) for all
new engineering students, apart from architects, since 2008. The BST was
developed in conjunction with Tampere University of Technology. The test
consists of 16 questions that cover the most important topics of highschool
mathematics necessary for engineering studies. The test was established
because the mathematical skills of first year students were observed to vary
significantly.
In 2009 a concise version of the Iso-M encyclopædia was created under the
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supervision of Simo K. Kivela¨ and became known as Pikku-M (Little-M) [21].
The compact material provides a quick online self-study package constructed
from summaries, examples and exercises of the most important mathematical
Figure 2.2: The Pikku-M logo.
concepts taught in highschool which
are necessary for engineering studies.
The package also contained links to
the Iso-M package for additional ex-
planations. The aim of the material
is to ease transition to university
level mathematics from highschool
mathematics. The logo is represented in figure 2.2.
2.2 STACK
In the autumn of 2006, STACK was introduced to one of the basic
mathematics courses KP3-I at Helsinki University of Technology [33, 35].
Following promising results from the pilot course, the system and its exercises
were further developed and studied at Aalto University School of Science
[14, 23, 35, 38] and are now widely used.
At first the project’s primary goals comprised of providing new opportuni-
ties for learning mathematics while improving the quality of teaching as well
as reaping the benefits of using automated assessment [33, 35]. These benefits
include increased flexibility and possibilities to work at one’s own pace as well
as decreased plagiarism. It also produces savings in resources. Furthermore,
students receive instant anonymous feedback, which is an important part of
the learning process [1, 5]. These benefits will be further elaborated in this
section. Once the system was up and running, the focus shifted to developing
the pedagogical aspects [24, 37].
Figure 2.3: The STACK logo.STACK was originally developed
by Chris Sangwin at the Univer-
sity of Birmingham [39, 47]. It
relies on a computer algebra system
(CAS) called Maxima, which is able
to support the mathematical tasks
necessary such as representing and
manipulating mathematical expres-
sions [40]. Sangwin aimed to create
a system that is able to reliably assess students’ mathematical answers to set
problems and provide feedback and a numerical mark as well as creating an
internal note for later analysis. The logo is represented in figure 2.3.
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STACK was developed as an open-source software which enables cus-
tomisation. When STACK was first introduced to Helsinki University of
Technology, it was functionally significantly enchanced [40] and modified to
fit the needs of Aalto University and specifically the course it was used on
[14]. The exercises or questions in STACK resemble traditional exercises
in content and learning objectives and like traditional exercises, they are
voluntary. STACK is particularly useful for practising mechanical routine
calculations. The questions belong to different quizzes which have in turn
been categorised by subject. This makes choosing exercises for a course
simple. At Aalto University a quiz forms the set of weekly exercises.
Problems that students may encounter with STACK often result from
trying to use unfamiliar syntax to enter answers [40]. For example, the
correct syntax for entering |x| is abs(x). The validation of a correct answer
has, however, been significantly improved upon [33]. Students now have the
opportunity to perform a syntax check on their answer before submitting
it. The validation echoes the students’ answer as it would be interpreted
allowing students to make sure their answer truly is what they wish it to
be. Students then still have the possibility to change their answer if it is not
so. This can be done as many times as the student wishes without being
wrongfully penalised for submitting solutions with incorrect syntax.
The power of CAS lies in its ability to check for algebraic equivalence.
This is a task, which for a teacher would require significant and laborious
computations [40]. Thus, answers which are equivalent such as 1/2 and 3/6
or x2 + 2x + 1 and (x + 1)2 are instantly interpreted to represent the same
thing. Moreover, the CAS performs basic simplifications upon validation. If
a student, for example, checks the syntax of 6 cos(−x)/9, it will be echoed
back as 2 cos(x)/3. However, if in light of the exercise it is important to
distinguish one from the other, the composer of the exercise must define in
advanced what forms of the answer are acceptable. This is not always a
simple task when creating exercises, because it is often hard to imagine all
the types of answers that students might give.
STACK is able to offer random generation of variables. Thus, each stu-
dent has a personalised version of the exercise. The benefits of randomisation
are vast. Because each student’s exercise is different, copying from other
students or from old model solutions is useless and students actually need to
solve the exercise at hand themselves. However, the underlying structure of
each exercise is the same, so students have the possibility to work together to
work out the principles of solving the exercise. Collaborative problem solving
is thus encouraged, but impersonation and plagiarism become pointless.
Randomisation also enables students to practise more on similarly structured
exercises if they feel the need to. The composer of the exercises must again
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proceed with caution when defining the interval of variables that are used in
the exercises, because variables can have a significant effect on the difficulty
of an exercise. However, once the exercises have been composed, they can
be used again and again. This reduces the workload of teachers and saves
resources over time.
Furthermore, STACK offers flexibility that traditional exercise sessions
cannot. Since the system does not require the presence of a teacher or an
assistant nor a classroom, students can access it irrespective of the time of
day or location. In fact, students prefer to work in the evenings [35]. It has
also been observed, that the motivation that students have to solve STACK
exercises is greater than the one for traditional exercises [37].
A particularly useful feature of CAS and specifically STACK is its
ability to give instant and meaningful feedback anonymously. Traditionally,
students have had to wait for weeks to get feedback on their assignments,
but with CAS it is now instant and thus, has a bigger impact on the learning
process and helps students to form concepts and schemas. Exercises can
be constructed in a way that requires the students to show intermediate
steps in their solution. This enables feedback to be even more useful if the
final answer is incorrect because then the CAS can identify where the error
has occurred. Furthermore, anonymous feedback allows the student to save
face since they only need to interact with a lifeless machine. This may be
one reason why the aforementioned motivation is greater for solving STACK
exercises. Students need not experience the social pressures of presenting
one’s solutions to classmates.
Exercises can also be made more engaging and interactive. Exercises need
no longer just be routine or static. Dynamic interactions can be implemented
with CAS [40]. For example, geometric configurations can be examined by
changing its properties with a click of the mouse and animations of how a
tangent changes along a function can be implemented. However, not all types
of exercises can be implemented with CAS. The assessment of proof writing
and other reasoning skills cannot be automated yet [39].
For students, the technical requirements of STACK are practically
insignificant. No downloads or installations are necessary because STACK
is completely web-based and hence requires only an internet browser to
function. This produces a low threshold for students to begin using STACK.
STACK continues to be developed at Aalto University. Following
a development and implementation project last spring, a new version,
STACK3, which is built on Moodle, has been introduced to students this
autumn. One important aspect is error analysis, that is whether the
errors, that students make, result from syntax errors or from conceptual
misunderstandings [49]. Once the errors have been categorised, they can be
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used to develop the exercises and of course teaching.
Figure 2.4: A STACK exercise from the course C1.
An example of a STACK exercise on the course C1 is represented in figure
2.4. The course was in Finnish and so the exercises are also in Finnish. The
answer field is missing because at the time the author began this thesis, the
quiz had already been closed and could no longer be edited. The answer field
would comprise of a three by three matrix where each slot, dedicated to an
element of the matrix, is in itself an answer field. Figure 2.5 shows the model
solution to the first part of the exercise.
Figure 2.5: The first part of the model solution to the STACK exercise
presented in figure 2.4 from the course C1.
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2.3 Mumie
Mumie was introduced to Aalto University’s students this autumn by the
computer-aided mathematics teaching research group at the Department of
Mathematics and Systems Analysis. The group is taking part in the Support
Successful Student Mobility with Mumie (S3M2) project along with several
other leading European universities and a company called Integral-learning.
The project is funded with support of the Lifelong Learning Programme of
the European Commission [46]. The logo of the S3M2-project is represented
in figure 2.6.
Figure 2.6: The S3M2 logo.The objectives of the project are
to decrease the drop out rates of
students in Science Technology, En-
gineering and Mathematics (STEM)
at European universities and to en-
chance the international mobility of
STEM students. Also the potential
of a web-based e-learning approach
in mathematically based education
programs is explored.
The different backgrounds and nationalities are considered to be one of
the possible reasons for the high drop out rates and low mobility of STEM
students. Therefore, to fulfill the objectives of the project, high quality e-
learning material is being developed so that the standards will be unified
and students will have the tools readily available to them to better prepare
themselves for university studies. This will be done with web-based bridge
courses implemented with Mumie.
Figure 2.7: The logo of Mumie.
Mumie is an open-source on-
line explorative mathematics learn-
ing environment used for learning
and teaching mathematics and com-
puter science [27]. Its logo is rep-
resented in figure 2.7. The built in
learning and training environments
in Mumie offer a structured way of
presenting basic mathematical concepts and examples with corresponding
visualisations. Furthermore, diagnostic tests and individualised and au-
tomatically assessed exercises that provide feedback are also possible to
implement.
The bridge courses aim to bridge the gap between highschool and bachelor
programmes as well as master programmes around Europe. The bachelor
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level courses will revise highschool mathematics. The master level courses
will include topics on numerical analysis, linear algebra, data analysis,
statistics and probability as well as scientific computing with Matlab and
Octave. This produces unified standards for mathematical competencies
within Europe which in turn aids mobility and the internationalisation of
STEM students.
Figure 2.8: A part of the Mumie content produced by Aalto.
The workload of producing the course content is shared between the
participating universities. Aalto University has been responsible for pro-
ducing the bachelor level bridge course. The course material was based
on the existing revision material from Pikku-M [21]. The author of this
thesis was responsible for translating the Pikku-M material into English and
then implementing it with Mumie. The author’s co-worker, Hannu Tiitu,
implemented the exercises from Pikku-M with Mumie. Figure 2.8 shows how
the material is structured in Mumie. Subject areas are implemented as so
called lectures, which can then contain, for example, definitions, examples
and exercises. In figure 2.8 part of the definition of the lecture on functions
is represented and the examples and exercises can be chosen from the menu
on the left-hand side. Functions is one of 22 lectures. The bridge material
is already being used by the students at the School of Chemical Technology
and the research group now eagerly awaits for feedback on the system from
the students.
While STACK and Mumie may seem very different, they, in fact, offer
many of the same features. On the whole Mumie offers a wider variety of
functions. On the other hand, STACK offers a more sophisticated platform
for composing exercises and for checking and assessing them.
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Chapter 3
Statistical methodology
Statistical methodology will be used to study whether there exists a
Granger-causal relationship between attempting to solve online exercises and
mathematical proficiency. The methodology is based on a constructivist view
on learning and Skemp’s theories such that previous knowledge is considered
to be mirrored in new learning situations. Such analysis requires a large
sample of students, whose exercise solving customs are collected over a
long period of time. Therefore, the data collected by CAA and specifically
STACK is beneficial here. The theoretical framework of Granger causality
will be explained later in chapter 4. In this chapter some fundamental
concepts of mathematical statistics, that are essential in later chapters, are
described. Throughout this chapter as general references the following were
used [4, 11, 12, 26, 32, 42].
3.1 Time series
Most statistical procedures have been developed for analysing data collected
from independent experiments. The data is considered to be a sample
xi, i = 1, . . . , n of some population P and is defined in a probability space
(Ω,F , P ). The size of the set of data is called the sample size. The aim of the
statistical analysis is to use the sample to make logical conclusions about the
properties of the population. Here the order in which the sample is collected
is irrelevant to the analysis. A time series, however, is a sequence of values or
data points ordered by a time parameter. Now, obviously, because the data
points of the sample are recorded chronologically, their order is significant and
unfortunately many classical statistical procedures are no longer applicable.
Time series can be observed in connection with many phenomena in
different fields. For example, time series can be found in fields such as
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economics, sociology, meteorology, seismology, medicine, engineering and
astronomy among others. Time series analysis consists of statistical methods
that can then be used to analyse the data collected.
Time series analysis can be applied to continuous data, where measure-
ments can be taken at each moment in time and are denoted by x(t), or
to discrete data xt, where measurements are now taken at specified equal-
interval time points. For example, the time intervals can be hourly, daily,
monthly or quaterly. As most real world applications use discrete time series
due to the nature of the actual data and the fact that continuous time series
can always be approximated by a dicrete time series, this thesis will focus
only on discrete time series analysis.
Discrete time series can be further specified into an instantaneously
recorded series and an accumulated series. In an instantaneous series the data
could have been measured at each moment in time, but is only measured at
the sampling points, for example like is done with temperature and prices.
In an accumulated series, the data accumulates over time and hence cannot
be measured at each moment in time. Rainfall is a good example of an
accumulated series.
The actual, observed data series xt, t = 1, . . . , n is considered to be a
realisation of a collection of random variables Xt, t = 1, . . . , n. The collection
of random variables is generated by a process called a stochastic process
{Xt}t>0, which acts as the underlying theoretical process in time series
models. Now the aim of time series analysis is to use the observed series to
form a model that characterises the data and hence the underlying stochastic
process. The basic properties of the stochastic process are then examined in
order to test hypothesis or forecast future values of the series.
3.2 Mean, covariance and correlation
So a stochastic process {Xt}t>0 is a collection of the random variables
Xt, t = 1, . . . , n, of which the actual, observed data xt, t = 1, . . . , n are
realisations of. Because the random variables are defined on the same
sample space, the stochastic process is said to generate a set of jointly
distributed random variables. In order to fully characterise these random
variables, distribution functions need to be specified. This, however, is
usually impractical and problematic, but theoretically these distribution
functions exist. The existence of the distribution functions gives a sufficient
condition for the use of the usual notation for expectation. The expected
value or mean of the random variable X is a measure of the central location
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of the distribution and is defined by
µX = E[X].
The covariance describes how one random variable varies relative to the
other. The sign of the covariance implies a linear association between the
variables, but cannot describe the strength of the association. A positive
covariance implies that larger values of one random variable correspond with
larger values of the other, or likewise smaller values correspond with smaller
values. A negative covariance implies that larger values correspond with
smaller values or vice versa. The covariance between X and Y is defined by
Cov(X, Y ) = E[(X − µX)(Y − µY )]
= E[XY ]− E[X]E[Y ]
= λX,Y .
The variance is the measure of spread of the random variables in the
distribution. The variance is also a special case of covariance, where the
compared random variables are identical, and is denoted by Var[X] = λX,X .
The measure or degree of the linear association between two random
variables is called correlation. The correlation between the random variables
X and Y can be calculated using the Pearson coefficient of correlation, which
is defined by
ρXY =
Cov(X, Y )√
Var[X]Var[Y ]
.
Because the distribution function is usually unknown, the variances Var[X]
and Var[Y ] and the covariance Cov(X, Y ) need to be estimated so that the
correlation coefficient ρXY can be calculated. An unbiased estimator for the
variance of the random variable X with unknown mean is given by
V̂ar[X] =
1
n− 1
n∑
i=1
(Xi − X¯)2 = 1
n− 1SXX ,
where the mean X¯ is estimated by
X¯ =
1
n
n∑
i=1
Xi.
Likewise the unbiased estimator for the variance of Y is given by
V̂ar[Y ] =
1
n− 1
n∑
i=1
(Yi − Y¯ )2 = 1
n− 1SY Y ,
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where the mean Y¯ is again estimated by
Y¯ =
1
n
n∑
i=1
Yi.
The covariance is estimated as the average of the product of the deviations
X and Y about their means. Now
Ĉov(Xt, Xs) =
1
n− 1
n∑
i=1
(Xi − X¯)(Yi − Y¯ ) = 1
n− 1SXY .
Now the correlation coefficient can be finally calculated from
ρXY =
Ĉov(X, Y )√
V̂ar[X]V̂ar[Y ]
.
The correlation coefficient has been normalised and so is bounded, unlike the
covariance. The correlation coefficient will always lie between -1 and 1. A
positive correlation implies an increasing linear relationship and likewise, a
negative correlation implies a decreasing linear relationship. If the correlation
coefficient is zero, the random variables are uncorrelated. This, however, does
not mean that the random variables are unrelated, but only that they are
not linearly dependent on each other.
The underlying stochastic process of Xt will, in this thesis, be considered
to be linear so that linear combinations of previous Xt’s as well as of past
and present values of other processes generate Xt. Now the mean and the
covariance of Xt can be used to describe the linear properties of the process.
This means that the distributional properties can be sufficiently characterised
even though the distribution function remains unknown.
3.3 Stationarity and ergodicity
Due to the nature of the collected data of time series, the mean is often
very difficult to estimate. Therefore, some restrictions on how the mean and
covariance can change over time have to be made. First the stochastic process
is assumed to be covariance-stationary, which means that the properties
of the process are invariant with respect to time. Now the mean and the
variance do not change over time. Furthermore, the covariance between two
points only depends on the distance between the time points, but not time
itself. More formally, a stochastic process is covariance-stationary if
the mean of X = µ,
the variance of X = E[(X − µ)2] = λ0 <∞
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and
Cov(Xt, Xt−τ ) = λt−(t−τ) = λτ .
A stronger form of stationarity is called strict stationarity. A stochastic
process is strictly stationary if the distribution of the random variables that
occur in a fixed time interval does not functionally depend on the time
t at which the interval begins. Let the distribution function of the joint
distribution of random variables from time t1 to tk for any k > 0 be denoted
by F (Xt1 , . . . , Xtk). For a strictly stationary process, the distribution
functions
F (Xt1 , . . . , Xtk) and F (Xt1+h, . . . , Xtk+h)
are distributed identically for all h > 0. In this thesis, stationarity will be
henceforth assumed to mean covariance-stationarity.
The second assumption is that the process is ergodic. This means that
the time average of the process is equal to the average. So the time average
X¯ =
1
t
t∑
n=1
Xn
becomes an unbiased estimate of the mean µ, so that
Var[X¯]→ 0, as t→∞,
and for all t,
E[X¯] = µ.
Stationarity and ergodicity are in practice hard to show and will just be
assumed henceforth. For a more detailed account of stationarity or ergodicity,
see [13, 30].
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Chapter 4
The theoretical framework
The theoretical framework of Granger causality will be explained in this
chapter. What causality actually is and means will first be analysed. Next
the mathematical formulation of Granger causality and some time series
models will be presented in section 4.2 and subsection 4.2.1, respectively.
The limitations of Granger causality will then be explained in subsection
4.2.2. Section 4.2 and subsequent subsections are mathematically technical
and provide a more theoretical background for Granger causality. It is not
necessary to understand them in order to follow the rest of this thesis.
Penultimately, the test procedure for performing practical statistical
Granger causality tests will be presented in section 4.3. This procedure will
be used to study whether there exists a Granger-causal relationship between
attempting to solve online exercises and mathematial proficiency. Finally
the test procedure will be used in an example in subsection 4.3.1 in order to
verify that it produces the desired results.
4.1 Causality
Causality is not a simple concept to define, but simply put it is the relation
between a cause and its effect. In other words one event produces, brings
forth, determines or necessitates the second [2]. Generally the basis of most
definitions is that a cause occurs before an effect, but this is not always the
case. Statistical methods for measuring ordinary relationships like correlation
between variables are numerous, but causal relationships are considered to
be deeper than the ordinarily observed ones and few procedures have been
developed. It is important to notice that correlation does not necessarily
imply causality. The word imply, however, is somewhat ambiguous.
In mathematical logic, the word implies means that something is a
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sufficient condition for something else. If p implies q, it means that if p is true,
then q will necessarily follow and is symbolised by p → q. Thus, p requires
q to follow. However, informally in everyday use, implies is considered to
suggest in an indirect way rather than require.
A definition for causality that would be universally accepted still hasn’t
been created although many philosophers have attempted to do so [10].
Most of the examples that philosophers have traditionally used to illustrate
causality have come from classical physics or chemistry. These include
illustrating the causal relationship between stricking a match and producing
a flame or heating a metal rod and observing that is lengthens. However,
these examples are not particularly useful for practising scientists, because
they are not operational.
In the past, many philosophers believed that causes and their effects had
to be connected in both time and space. This seems like a natural assumption
considering that the examples came from classical physics. Social scientists,
however, rejected this as they believed that something that happens in one
part of the world could affect something else in another part. Lawyers, on the
other hand, required a more operational definition and have agreed that ”the
cause is a difference to the normal course which accounts for the difference
in the outcome” [10]. Legally this difference can obviously also be not doing
something. For example, a car accident can be caused, because the driver
did not brake in time.
Figure 4.1: Sir Clive Granger.Sir Clive W.J. Granger (4.9.1934
– 27.5.2009) believed that each sci-
entist ought to define how they in-
terpret causality to avoid misunder-
standings [10]. Thus, he proposed
that his version would be called
Granger causality to distinguish it
from other definitions. Granger was
a British economist and statistician,
who taught at the University of
Nottingham and at the University
of California. He was awarded the
Nobel Memorial Prize in Economic
Sciences in 2003 for his work on the
analysis of time series data [8].
The basic idea of Granger’s definition of causality is based on the
definition given by Norbert Weiner [50]. Weiner proposed that if the
prediction of one time series is improved by using another, there exists a
causal influence from the second time series to the first. Granger adapted
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this into a practical form and extended the definition in the context of
linear regressions and thus produced operational tests. The mathematical
formulation of Granger causality will be explained in section 4.2. The
different time series models that can be used in Granger causality will be
examined in subsection 4.2.1 and finally the test procedure will be described
in section 4.3.
Granger causality has been mainly used in econometrics and econometric
applications [9, 10, 11, 43], but recently applications in neuroscience have
become popular [41]. To the author’s knowledge, this is the first time that
Granger causality is used in an educational application.
Depending on the direction of Granger causality, Granger causality is
assumed, in this thesis, to mean that mathematical proficiency increases as a
result of attempting to solve online exercises or that the number of attempts
of solving exercises increases because of mathematical proficiency. In other
words, the number of attempts of solving online exercises gives a better
prediction of mathematical proficiency than what mathematical proficiency
can give on its own or vice versa. This will be further elaborated in the next
chapter.
4.2 The mathematical formulation
The theory presented in this section is mainly based on the ideas discussed
by Granger in [9] and further developed by [10, 11, 31]. Also [28, 32, 43] were
used as references. To begin with, two assumptions are made
1. The past cannot be caused by the future.
2. Elsewhere unavailable, unique information about an effect is contained
in a cause.
Let Ωt represent all the information in the universe at time t. The
conditional distribution function of a set A given another set B is denoted
by F (A|B). Let Xt and Yt be stationary time series with zero-mean at time
t.
Definition 4.1. The time series Yt does not Granger-cause the time series
Xt if, for all k > 0,
F (Xt+k|Ωt) = F (Xt+k|Ωt − Yt),
where Ωt − Yt is all the information in the universe apart from the series Yt.
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Definition 4.2. Similarly the time series Yt does Granger-cause the time
series Xt if, for all k > 0,
F (Xt+k|Ωt) 6= F (Xt+k|Ωt − Yt).
So Yt contains some information about Xt+k, k > 0 which is not found in
past X’s and hence Ωt. Feedback occurs if Yt causes Xt and Xt causes Yt.
The above definition is not testable, because it is too general as it is, in
practise, impossible to measure all the information in the universe Ωt. To
obtain a testable definition, the definition must be simplified, but this makes
it more prone to error.
Let Jt now be an information set available at time t, which consists of
some vector of another series Zt. The series Zt includes all the components
of Xt and the past or present values of Yt. The conditional distribution
function of a set A given another set B is still denoted by F (A|B) and the
mean distribution by E[A|B].
Definition 4.3. The time series Yt does not Granger-cause the time series
Xt+1 if
F (Xt+1|Jt) = F (Xt+1|Jt − Yt).
This means that the conditional distribution function of Xt+1 has not
been affected by the additional information of the past and present values of
Yt. A necessary condition for this is
E[Xt+1|Jt] = E[Xt+1|Jt − Yt].
Another popular way of defining causality was introduced by Granger [9]
and slightly generalised by Pierce and Haugh [31]. They defined causality
through the variance of the minimum mean squared error (MMSE) of the
predictor of X given Y . The MMSE of the predictor X given an information
set Jt is denoted by Pt(X|Jt) and the variance of the resulting MMSE by
σ2(X|Jt). Now Y Granger-causes X if
σ2(X|Jt) < σ2(X|Jt − Y ).
4.2.1 Time series models for Granger causality
In practise, the formulation of reliable conditional distribution functions
based on real, limited data is impossible. Thus, the mean squared errors
of the optimal linear predictors are studied in order to infer possible causal
relations between time series. The majority of attention in developing test
procedures for causality has been given to the bivariate case, where the
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causal relation between X and Y with respect to the information set Jt
is studied. The so-called moving-average representation and autoregressive
representation of the bivariate process will be presented in this section and
are based on [10, 28, 31]. The equivalence of the two representations is
presented in [31], but will not be represented here.
It is assumed that there exists the transformations Tx and Ty such that
xt = TxXt and yt = TyYt, where (xt, yt)
T is a non-singular, linear, stationary
and non-deterministic time series and T denotes its transpose. Furthermore,
x and y have the same causal relation as X and Y have. From linearity
follows that any causality event is true of (X, Y )T if and only if it is true of
(x, y)T.
The bivariate process (xt, yt)
T can be written as a moving-average model,
where the process is described by a weighted sum of current and lagged
random disturbance terms called white noise. Now(
xt
yt
)
=
[
Ψ11(B) Ψ12(B)
Ψ21(B) Ψ22(B)
](
at
bt
)
=
∞∑
j=o
Ψj
(
at−j
bt−j
)
= Ψ(B)
(
at
bt
)
,
where Ψ(B) =
∑∞
j=0 ΨjB
j is a power-series in the backward operator B,
which is defined by Bjwt = wt−j for wt = (w1t, w2t)T. Moreover the backward
operator B is convergent for |B| ≤ 1 and it holds that{
Ψij(0) = 0, for i 6= j,
Ψii(0) = 1, otherwise.
Furthermore (at, bt)
T is the white noise vector consisting of two elements that
satisfy
E
[(
at
bt
)]
= 0
and
E
[(
at
bt
)
(as, bs)
]
=
{
Σ (positive definite), t = s,
0, t 6= s.
The time series Y does not Granger-cause the time series X if and only if
Ψ12(B) = 0.
The matrix operator of the moving-average model is assumed to be
invertible. The corresponding autoregressive model is then decribed by a
weighted sum of its past values and a random white noise disturbance term.
Now [
Π11(B) Π12(B)
Π21(B) Π22(B)
](
xt
yt
)
=
(
at
bt
)
,
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where Π(B) =
∑∞
j=0 ΠjB
j and{
Πij(0) = 0, for i 6= j,
Πii(0) = 1, otherwise.
Now Y does not Granger-cause X if and only if Π12(B) = 0.
4.2.2 Limitations
The limitations of Granger causality mainly follow from its definition. The
original formulation of Granger causality required linearity, which cannot
necessarily be applied to all real-world problems. Although extensions
to nonlinear cases now exist, they are, in practise, more difficult to use.
The assumption of covariance-stationarity data may also cause problems.
Furthermore, Granger causality tests are designed to handle pairs of variables
and may produce misleading results if in fact the true causal relationship is
made up of three or more variables.
A challenge that in this thesis caused problems, was the need for long time
series. If the time series are short, accuracy is lost when lags are applied. As
will be seen in section 5.3, the time series used in this thesis were 24 data
points long. This may seems sufficiently long, yet accuracy was lost already
with 8 lags.
4.3 The test procedure
The operational test procedure for Granger causality will be now explained.
For the time series Y to Granger-cause another time series X unidirectionally,
that is with no feedback, two conditions need to be fulfilled. Firstly, Y must
aid in predicting X such that the past and present values of Y provide a
better estimate of future X than the past and present values of X alone.
Secondly, feedback is not permitted, so X cannot aid in predicting Y . To
test the validity of these two conditions, the null hypotheses that one variable
does not Granger-cause the other are proposed and tested by a simple F -
test. For unidirectional Granger causality, one hypothesis must be rejected
and the other accepted. The test procedure explained here follows the one
presented in [32].
First, the null hypothesis that the time series Y does not Granger-cause
the time series X is tested. The desired outcome in this case is that the null
hypothesis can be rejected. To test the hypothesis, an unrestricted regression
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of X based on the lagged values of X and the lagged values of Y is formulated
as
Xt =
L∑
i=1
αiXt−i +
L∑
i=1
βiYt−i + t,
where t is a white noise error term and αi are the coefficients on the lagged
values of X and βi are coefficients on the lagged values of Y . Furthermore L
is the number of lags.
In addition, a restricted regression of X, now based solely on the lagged
values of X, is formulated as
X ′t =
L∑
i=1
αiXt−i + ηt,
where ηt is also a white noise error term and αi and L are as above. To be
able to reject the null hypothesis, the group of coefficient β1, β2, . . . , βL must
be significantly different from zero.
For the F-statistic, the sum of squared residuals (ESS) from both
regressions are calculated. The ESS for the unrestricted regression is
calculated from
ESSUR =
∑
ˆt
2,
and, likewise, for the restricted regression from
ESSR =
∑
ηˆt
2.
The F -statistic can then be calculated from
F = (N − k)ESSR − ESSUR
q · ESSUR ,
where N is the number of observations, k is the number of estimated
parameters in the unrestricted regression and q is the number of parametric
restrictions, which means the number of lagged values of Y used in the
unrestricted regression.
The null hypothesis can be rejected if the F -statistic is larger than the
critical value of the F -distribution, which is distributed as F (q,N − k). The
sum of the squared residuals of the restricted regression (ESSR) must be
larger than the sum of the squared residuals of the unrestricted regression
(ESSUR) so that the group of coefficients β1, β2, . . . , βL will be significantly
different from zero. Alternatively the null hypothesis can rejected if the p-
value is less than the predetermined significance level, which in this thesis is
0.05. The p-value is the probability value that describes the exact significance
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level associated with the F -statistic, given that the null hypothesis is valid.
Small p-values indicate that the null hypothesis is very unlikely to be valid
and similarly large p-values indicate that the data corresponds well to the
null hypothesis.
To test the second hypothesis that X does not cause Y , the same
procedure is repeated, but with reversed roles. The unrestricted regression
of Y is based on the lagged values of Y and the lagged values of X, and
the restricted regression of Y is based solely on the lagged values of Y . The
F -statistic is again calculated and compared to the critical value of the F -
distribution. Now the desirable outcome is that the null hypothesis can be
accepted so that feedback is not present. Thus, there will exist unidirectional
Granger causality, where the time series Y Granger-causes the time series X.
The test procedure was implemented using Matlab and the code can be
examined in appendix A. The direction of Granger causality and the number
of lags are defined by the user. Two time series of equal length and the desired
maximum number of lags are given as inputs. The function constructs the
necessary unrestricted and restricted regressions and calculates the ESSs for
each regression. The function then returns the F -statistic, the p-value and
the coefficient of determination R2 for lags ranging from one to the desired
maximum number of lags. R2 is only a descriptive statistic that indicates
how well the data points fit the regression line and was added to give nice-
to-know information. A high value of R2 is associated with a good fit of
the regression line and a low value with a poor fit. The p-value is the most
significant statistic for analysis.
4.3.1 Example: Chickens and eggs
To ensure that the Matlab code for testing for Granger causality works
correctly, the results of an old application were replicated. Thurman and
Fisher [48] believed that as the main focus had been directed to the causal
relationship between money and income [43], the most natural application of
the Granger causality test had been overlooked. They, therefore, tackled the
age-old question of ”Which came first, the chicken or the egg?” by testing
for Granger causality between the two.
The objective was to find unidirectional causality from one to the other.
The data consisted of two time series, one of the egg production and the other
of the chicken population in the U.S. taken annually from 1930 to 1983. First
the hypothesis that eggs do not Granger-cause chickens was tested and then
for the opposite direction, the roles were reversed in the hypothesis and the
test was repeated. The unrestricted regression of chickens based on lagged
values of chickens and on lagged values of eggs was formed by the function
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as
Chickenst =
L∑
i=1
αiChickenst−i +
L∑
i=1
βiEggst−i + t,
and used to test whether eggs Granger-cause chickens. Likewise, the function
constructed the unrestricted regression of eggs based on lagged values of eggs
and on lagged values of chickens as
Eggst =
L∑
i=1
αiEggst−i +
L∑
i=1
βiChickenst−i + t,
and used it to test whether chickens Granger-cause eggs. Here t is the white
noise error term and αi are the coefficients on the lagged values of Chickens
in the first equation and Eggs in the second. Furthermore βi are coefficients
on the lagged values of Eggs in the first equation and Chickens in the
second. The number of lags is represented by L. The restricted regressions
were formed similarly.
Table 4.1: The results of the Granger causality test for the hypothesis that
eggs do not Granger-cause chickens.
Lags F -statistic p-value R2
1 1.2071 0.2772 0.7250
2 8.8175 0.0006 0.7967
3 5.4050 0.0030 0.8091
4 4.2568 0.0057 0.8161
Table 4.2: The results of the Granger causality test for the hypothesis that
chickens do not Granger-cause eggs.
Lags F -statistic p-value R2
1 0.0470 0.8292 0.9627
2 0.8800 0.4215 0.9678
3 0.5916 0.6238 0.9674
4 0.3929 0.8125 0.9643
The tests were performed with lags L ranging from one to four. The
results are summarised in tables 4.1 and 4.2. The results produced by
my code match those replicated by [22] and the overall conclusions match
Thurman’s and Fisher’s [48]. According to table 4.1, the hypothesis that eggs
do not Granger-cause chickens can be rejected, because for lags ranging from
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two to four, the p-values are significantly smaller than the predetermined
significance level of 0.05. On the other hand, the hypothesis that chickens
do not Granger-cause eggs clearly cannot be rejected on the same basis as
the p-values are now significantly larger than 0.05 as can be seen from table
4.2. Thus, there exists unidirectional Granger causality, where eggs Granger-
cause chickens, and therefore, the egg came first.
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Chapter 5
Research methods
The mathematical skills of students were measured using quantitative
methods [6]. The data used for the Granger causality test was collected
over the academic year of 2012-2013 from STACK used on two consecutive
courses C1 and C2. This chapter will first give an overview of the courses
C1 and C2. Then, it will present the research questions and hypotheses in
section 5.2. Finally, the way in which the data will used for the Granger
causality tests is explained in section 5.3.
5.1 C1 and C2
The courses C1 and C2 are the first two out of three compulsory basic
mathematics courses that students studying computer science and engineer-
ing, information networks, bioinformation technology and automation and
systems technology as well as industrial engineering and management are
required to take as a part of their degree programme at Aalto University. The
objective of the courses is to provide students with the basic mathematical
foundation and skills needed in their degree programme. In other words the
courses aim to lay a well-structured foundation of the basic mathematical
ideas in a way to aid students to find patterns and form the appropriate
concepts and related schemas.
The course C1 covers complex numbers, linear algebra and matrices,
limits and continuity as well as differential and integral calculus. The
course C2 contains theory on sequences and series, partial differentiation
and its applications, ordinary differential equations and introductory discrete
mathematics. The courses are each worth 10 ECTS and are lectured
consecutively in the autumn and the spring each year. In the academic
year 2012-2013 Jani Joensuu acted as the lecturer for both courses.
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Both C1 and C2 courses comprised of three two-hour lectures and two
two-hour traditional exercise sessions each week with one session at the
beginning of the week and one at the end. The exercise sessions were
supervised by an instructor. Both courses also used STACK for automated
assessment of supplementary weekly exercises. Thus, the courses utilised
blended learning methods. Neither attendance at lectures nor completing
either type of exercises was mandatory on the courses allowing students to
only participate in the exams if they so wished to.
The courses were assessed with midterm and final exams, following
summative theory. The students could, however, earn extra points and
increase their grade by solving traditional and STACK exercises. Even
though these extra points have a summative purpose, they primarily serve as
formative assessment for the students. Throughout the course, the students
have the possibility of assessing their progress by whether they have been able
to solve the exercises or not. So the courses utilise continuous assessment.
Since the extra points are only intended to increase grades and not actually
act as marking criteria, students do not experience or interpret the exercises
as summative assignments and their full potential as formative assignments
is utilised.
Table 5.1: The number of exercises per STACK exercise round in the courses
C1 and C2.
Round C1 C2
1 3 6
2 3 4
3 3 6
4 3 2
5 3 4
6 4 4
7 3 4
8 3 2
9 3 3
10 3 1
11 3 2
12 3 1
On each course, there were 12 rounds of both traditional and STACK
exercises. Each correct answer of a STACK exercise was worth one point, but
incorrect answers yielded penalties. However, students were not penalised for
their first three attempts of the STACK exercises, but thereafter 0.1 points
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were deducted per attempt on the course C1 and 0.2 points on the course
C2. The number of STACK exercises per round remained fairly constant on
the course C1, but varied more on the course C2, as can be seen in table 5.1.
5.2 Research questions
In this thesis the following formed the central research questions:
• Does attempting to solve mathematical exercises on a web-based auto-
mated assessment system Granger-cause the mathematical proficiency
of engineering students?
1. How does the way in which students are penalised for incorrect
attempts effect the Granger-causal relationship between attempt-
ing to solve exercises and the level of the mathematical skills of
engineering students, if any?
2. How does the amount of penalty deducted for incorrect attempts
effect the Granger-causal relationship between attempting to solve
exercises and the level of the mathematical skills of engineering
students, if any?
To answer the above research questions the test procedure explained
in section 4.3 for Granger causality will be used. For the main research
question, the objective is to find unidirectional Granger causality between
attempting to solve mathematical exercises on STACK and mathematical
proficiency. For this, the hypotheses that attempts do not Granger-cause
skills and similarly that skills do not Granger-cause attempts will be used in
the test. As will be seen in section 5.3, two interpretations of how students
are penalised for incorrect attempts are plausible and so both will be used
in the Granger causality tests. If such a Granger-causal relationship exists,
the penalty scheme will be re-examined and the tests repeated in order to
answer the last follow-up question.
5.3 From the data to the time series
It is important to remember that the formulation of Granger causality makes
two important assumptions about the data. Firstly, the data must be
covariance-stationary, and secondly, a linear model must adequately describe
the data. The data, which was available for the Granger causality test in
this thesis, was collected from STACK and consisted of all the students that
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had enrolled in either the course C1 or the course C2. The data was further
narrowed down to include only the students that actively participated in
both courses. Students were considered to have actively participated in the
course if they had attempted to solve at least one STACK exercise. The total
number of students that had enrolled in both courses was 248, of which 240
actively participated in the course C1 and 223 in the course C2.
A large obstacle encountered in this thesis was to figure out how the
time series needed to be formed so that they reliably represent what they
were meant to represent. The objective was to form two separate covariance-
stationary time series, which are stochastic by nature, that could be used
to form linear regression models as explained in section 4.3. Each time
series would have 24 data points so that the time series would be sufficiently
long enough for the Granger causality test. The first 12 data points
represented the STACK exercise rounds in the course C1 and the latter 12
data points similarly represented the STACK exercise rounds in the course
C2. Concatenating two courses is not, however, ideal. Motivation is often
different in the beginning and at the end of the course and may affect how
students solve exercises. In the beginning of a course students are often
more motivated and have more time, but at the end of a course, fatigue and
exam preparations may hinder students. However, here in this thesis, this
will have to suffice. So one time series would describe how many STACK
exercises the students had attempted to solve and the other would portray
their mathematical skills and know-how. Covariance-stationarity will be
assumed.
The first time series representing the students’ attempts was fairly
straightforward to formulate. Here the number of attempts per STACK
exercise and whether the exercise was eventually solved or not are irrelevant,
and only the number of attempted exercises is important. For both courses
the total number of exercises that the students had attempted to solve at
least once per exercise round can be seen in table 5.2. Each data point was
then formed by dividing the total number of attempted exercises by the total
number of exercises in that round. The total number of exercises per round
was calculated by multiplying the number of exercises per round shown in
table 5.1 by the number of active students on the courses; 240 for course C1
and 223 for course C2. The first data point, for example, was formulated as
598
3 · 240 =
598
720
= 0.8306,
since there were 598 attempted exercises and three exercises in the first round
with 240 active students on the course C1. Even though, seemingly the
number of attempts varies notably, especially on the course C2, the overall
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percentages do not. The time series that the data points now form will be
known as Attemptst. The smallest data point in the time series is 0.4170
and the largest is 0.8792.
Table 5.2: The number of attempted exercises per STACK exercise round in
the courses C1 and C2.
Round C1 C2
1 598 1150
2 595 672
3 594 1022
4 633 302
5 470 603
6 782 535
7 615 562
8 579 285
9 542 460
10 534 142
11 337 267
12 394 93
The objective of the second time series was to represent the mathematical
proficiency of students, and this was significantly more challenging to
formulate. Not only it is difficult to quantify mathematical skills, but also
the database and the data were rather limiting. In the end, two different time
series with different interpretations were formulated although essentially the
basic essence is the same.
To quantify the mathematical proficiency of students, makeshift points
were awarded depending on how many attempts were needed to solve the
STACK exercises. One point was awarded for each correct answer of a
STACK exercise, but 0.1 points were deducted for each incorrect attempt,
because 10% was considered a fair amount of penalty. Thus, if a STACK
exercise was solved on the first attempt, one point would be awarded. The
second attempt would secure 0.9 points, the third attempt 0.8 points and
so on. Since the data points in the time series would represent STACK
exercise rounds and not exercises, the points per exercise were summed to
give the total for each round. Due to the nature of the data in the database,
the simplest way of retrieving this information was to calculate how many
correct answers there were and in addition, how many incorrect attempts
were needed for each correct answer. The total number of incorrect attempts
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was then multiplied by 0.1 and substracted from the total number of correct
answers. The result now represented the total amount of points awarded for
each round. Table 5.3 shows the number of correct answers and incorrect
attempts for each each round for both courses.
Table 5.3: The number of correct answers and incorrect attempts per STACK
exercise round on the courses C1 and C2.
C1 C2
Round Correct Incorrect Correct Incorrect
1 537 451 1071 594
2 552 477 536 880
3 459 686 947 873
4 619 304 285 135
5 318 635 553 431
6 720 707 513 475
7 609 348 538 287
8 492 477 284 80
9 460 757 446 255
10 499 433 127 197
11 194 713 254 184
12 324 674 88 92
Since the number of STACK exercises varies in each round, as seen in
table 5.1, the total amount of points per round are not comparable with
each other so the data points have to be changed into proportions. Now two
different interpretations emerge, but the both time series, that are formed,
will be henceforth known as Skillst and the interpretation will be specified
in the context to avoid confusion. So to form the time series representing the
mathematical proficiency of students, the total amount of points can either
be divided by the total number of exercises or the total number of attempted
exercises. The skills of students are thus either compared to all the exercises
or just to the exercises that they have attempted to solve. This means that
students are either penalised for not attempting to solve a STACK exercise
at all or not.
The first interpretation is obviously more harsh, yet it possibly gives a
more realistic picture of the mathematical proficiency of students since a very
likely reason for not attempting to solve a STACK exercise is a lack of skills.
Both interpretations, however, will be equally examined.
If students are penalised for not attempting to solve STACK exercises
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at all, the total amount of points is divided by the total number of STACK
exercises. The total amount of points was calculated by subtracting the
number of incorrect attempts multiplied by the amount of penalty from the
number of correct answers that can be seen from table 5.3. The total number
of exercises per round was calculated by multiplying the number of exercises
per round seen in table 5.1 with the number of active students. For example,
the first data point would then be formulated as
537− (451 · 0.1)
3 · 240 =
537− 45.1
720
=
491.9
720
= 0.6832,
since there were 537 correct answers and 451 incorrect attempts with a
penalty of 10%. Furthermore, there were three STACK exercises in the
first round and 240 active students on the course C1. The range of the data
points is from 0.1704 to 0.8175.
However, if students are not penalised for not attempting to solve the
exercises, the total amount of points is divided by the total number of
attempts, that can be seen from table 5.2. For comparison, the first data
point would then be formulated as
537− (451 · 0.1)
598
=
537− 45.1
598
=
491.9
598
= 0.8226,
since there were 537 correct answers, 451 incorrect attempts with a penalty
of 10% and 598 total attempts at solving the STACK exercises in the first
round of the course C1. This way the data points range from 0.3641 to
0.9684.
Now the formulated time series Attemptst and Skillst can be used to
test the hypotheses presented in the previous section 5.2. Again unrestricted
regressions of the time series are formed by the written Matlab function
shown in appendix A as
Skillst =
L∑
i=1
αiSkillst−i +
L∑
i=1
βiAttemptst−i + t
and
Attemptst =
L∑
i=1
αiAttemptst−i +
L∑
i=1
βiSkillst−i + t,
where t is the white noise error term, αi and βi are the coefficients and L
is the number of lags. Similarly the restricted regressions were formed. The
Granger causality test was performed with lags ranging from one to five. The
results are summarised in the next chapter.
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To examine the effect of changing the penalty scheme for how many points
are deducted for incorrect attempts, the time series were reformulated with
varied amounts of penalty and the Granger causality tests were repeated.
The amount of penalty was varied between 0% and 200%. This was done
with both interpretations of how students are penalised for not attempting
to solve the exercises. The results and implications are also explained in the
next chapter.
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Chapter 6
Results
This chapter will first, in section 6.1, present the results and implications
of the Granger causality tests introduced in the previous chapter for
finding unidirectional Granger causality between attempting to solve STACK
exercises and mathematical proficiency for lags ranging from one to five.
The results for the Granger causality tests, if students are penalised for not
attempting to solve the exercises, are summarised in the first subsection
6.1.1. If, however, students are not penalised for this, the results of the tests
are summarised in the subsequent subsection 6.1.2. The influence of the
amount of penalty deducted for incorrect attempts of the STACK exercises
on the Granger-causal relationship will be reviewed in the last subsection
6.1.3. The chapter will finally discuss the reliability and validity of these
results in section 6.2.
6.1 Granger causality
One would assume, that attempting to solve STACK exercises would
Granger-cause mathematical proficiency, because, cliche´ as it is, practice
makes perfect, but the data does not support this assumption with either
of the penalty schemes. In fact, the opposite is implied. Students are
discouraged by not being able to solve the exercises and they tend to give
up, a phenomena which undoubtedly is familiar to all teachers. This will be
further examined in the next sections.
The number of lags represent the number of STACK exercise rounds that
students continue to attempt to solve exercises even though they have been
unable to solve the exercises the previous week. This is further assumed to be
a sign of schematic learning, because the concepts that students have learnt
previously aid the assimilation of new concepts.
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6.1.1 If students are penalised
The results of the Granger causality test between attempting to solve STACK
exercises and the accumulation of mathematical skills, when students are
penalised for not attempting to solve the exercises, are summarised in tables
6.1 and 6.2.
Table 6.1: The results of the Granger causality test for the hypothesis that
attempts do not Granger-cause skills when students are penalised for not
attempting to solve STACK exercises.
Lags F -statistic p-value R2
1 2.5804 0.1239 0.1164
2 2.2637 0.1344 0.2182
3 1.5352 0.2492 0.2627
4 0.4781 0.2506 0.2506
5 0.8448 0.5544 0.4379
The p-values in table 6.1 are larger than the predetermined significance
level of 0.05 and thus, clearly the hypothesis that attempts do not Granger-
cause skills cannot be rejected. However, the p-values in table 6.2 are
significantly smaller than 0.05 for lags one and two. Now, the hypothesis
that skills do not Granger-cause attempts can be rejected and therefore,
there exists unidirectional Granger causality such that skills Granger-cause
attempts.
Table 6.2: The results of the Granger causality test for the hypothesis that
skills do not Granger-cause attempts when students are penalised for not
attempting to solve STACK exercises.
Lags F -statistic p-value R2
1 5.6624 0.0274 0.3970
2 3.9399 0.0393 0.4545
3 2.6198 0.0918 0.4782
4 1.8507 0.1895 0.4902
5 1.5160 0.2858 0.6072
So the level of students’ mathematical proficiency affects how willing and
persistent they are in attempting to solve STACK exercises. The better
skills the students have, the longer they attempt to solve the exercises, and
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similarly, the weaker the skills, the less likely students are willing to try and
catch up after failing to solve the exercises. Since the rejected hypothesis
could only be rejected for lags one and two, students feel discouraged to stop
trying after two weeks, if they have been unable to solve the exercises. This
implies that students overall take a surface approach to learning and are
unable to build on the skills learnt earlier in the course to help them with
new material. No schematic learning truly takes place.
6.1.2 If students are not penalised
When students are not penalised for not attempting to solve the STACK
exercises, the results of the test are summarised in tables 6.3 and 6.4.
Table 6.3: The results of the Granger causality test for the hypothesis that
attempts do not Granger-cause skills when students are not penalised for not
attempting to solve STACK exercises.
Lags F -statistic p-value R2
1 1.6353 0.2156 0.0756
2 1.2231 0.3189 0.1321
3 0.4899 0.6949 0.2048
4 0.6794 0.6204 0.3208
5 0.4577 0.7976 0.4196
Table 6.4: The results of the Granger causality test for the hypothesis that
skills do not Granger-cause attempts when students are not penalised for not
attempting to solve STACK exercises.
Lags F -statistic p-value R2
1 4.5998 0.0444 0.3709
2 2.9513 0.0794 0.4074
3 1.7055 0.2116 0.4033
4 1.5263 0.2613 0.4515
5 1.0033 0.4732 0.5298
Now the p-values in table 6.3 are significantly larger than 0.05 and the
hypothesis that attempts do not Granger-cause skills cannot be rejected
with even more certainty than with the results in table 6.1 Also, again,
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the hypothesis that skills do not Granger-cause attempts can be rejected,
but now only for the first lag. Therefore, there again exists unidirectional
Granger causality for one lag such that skills Granger-cause attempts.
It would seem that quantifying mathematical proficiency in such a
way that the students are penalised for not attempting to solve exercises,
motivates them to try harder and longer even if they have been unable to
solve the exercises. When students are not penalised, they give up after a
week, which is a very short time considering that learning mathematics is a
slow process as concepts and schemas form slowly [44].
6.1.3 Varying the penalty scheme
Once the Granger causality test had produced such significant results with
both interpretations of how students are penalised for not attempting to solve
the exercises, the penalty scheme for incorrect attempts was re-examined and
modified. The amount of penalty was now varied between 0% and 200% and
the Granger causality tests repeated.
As the previous two subsections have shown, students try harder and
longer if they are penalised for not attempting to solve exercises. This is
further verified by several tests with varied amounts of penalty for incorrect
attempts. The original penalty scheme of 10% is not at all the optimal
amount. With 0% penalty undirectional Granger causality is only found in
the second lag. After this and up until 30% the results mimic those already
presented in section 6.1.1, but the p-values used to accept the hypothesis
that attempts do not Granger-cause skills increase along side the penalty to
just above 0.3. Moreover, there is barely any movement in the p-values used
to reject the hypothesis that skills do not Granger-cause attempts.
Table 6.5: The p-values for
the hypothesis that attempts do
not Granger-cause skills with a
penalty of 33% for incorrect at-
tempts.
Lags p-value
1 0.5386
2 0.3269
3 0.4593
4 0.8607
5 0.8362
Table 6.6: The p-values for
the hypothesis that skills do not
Granger-cause attempts with a
penalty of 33% for incorrect at-
tempts.
Lags p-value
1 0.0283
2 0.0334
3 0.0487
4 0.1295
5 0.2983
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Interestingly, after 32% of penalty for incorrect attempts, students
actually attempt to solve the exercises for even longer. The hypotheses
can now be accepted and rejected in the desired way for up to three lags,
which can be seen in tables 6.5 and 6.6, respectively. Students’ mathematical
proficiency hence plays a more significant role if more points are deducted for
incorrect attempts and the length of time that students continue to attempt
to solve the exercises even if they have been unable to do so the previous
weeks increases. Thus schematic learning seems to be supported better with
a stricter penalty scheme.
These results hold up to a penalty of 200%. This, however, is an
unrealistic amount of penalty and students would most likely feel too
discouraged by the possibility of failure to even try. As was seen from table
5.3 students generally attempt exercises several times. If a penalty of 200%
would be used, students would not gain any extra points if they answered half
the questions once wrong. Thus, students probably would not even attempt
to solve exercises that they were unsure about to begin with. Consequently
students would not only practise less, which is considered a vital part of
learning mathematics, but also they would miss out on the feedback that
CAS is able to provide, which impacts and aids the learning process.
It has been already observed in section 6.1.2 that if students are not
penalised for not attempting to solve the exercises, the results for Granger
causality are weaker. This is further observed when the penalty scheme is
varied. There is also less variation in the results than above. Firstly, Granger
causality becomes nonexistent for penalties below 3%. This, however, is such
a small penalty anyway that it is very unlikely that it would ever be used.
After 3% and all the way up until 200%, unidirectional Granger causality
exists only for the first lag, just like with a penalty of 10% in section 6.1.2.
The p-values for accepting the hypothesis that attempts do not Granger-
cause skills do, however, slightly increase, but not nearly as much as they
did with the previous interpretation of how students are penalised for not
attempting to solve the exercises.
6.2 Reliability and validity
Reliability is defined as the repeatability and consistency of the instrument
over time [6]. Because the data was collected from STACK, the test could
be repeated and the results would not vary for the courses used in this
thesis. The data available from STACK will always provide the same
components. Analysis of the same students on other courses may give
different results, because students have different motivation towards different
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courses. Repeating the test with all the other courses at Aalto University
where STACK is used would potentially give a better perspective of the
mathematical proficiency of engineering students on a whole. This will be
futher discussed in the next chapter.
Validity is defined as whether the instrument gives meaningful and useful
conclusions [6]. Content validity estabilishes whether the instrument truly
measures what it is supposed to measure. The number of attempts is trivially
true, but mathematical proficiency is more challenging to quantify. The
author believes that method used in this thesis is believable. The test
itself has been proven meaningful [9, 10, 11, 43, 48]. Construct validity
examines whether the results have a useful purpose and positive consequences
in practise. The purpose of this thesis is to improve mathematics teaching
and to do this, the present situation and reasons behind it need to be
examined. The results achieved with the Granger causality test will help
teachers understand why failure rates of courses are so high and can give
suggestions on how the situation could be improved.
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Chapter 7
Discussion
The implications of the results presented in chapter 6 of whether there exists
a Granger-causal relationship between attempting to solve online exercises
and mathematical proficiency will be discussed in this chapter along with
some suggestions for further research. The Granger causality tests produced
statistically significant results to basically back up what teachers and other
educators have always known: students are discouraged by failure and
exercises that are too difficult, but are encouraged by success. So does
practice make perfect? No, it does not, but at least the perfect practise.
It is worrying that students do not feel encouraged to continue attempting
to solve exercises since mathematics has traditionally been learned through
independent study and in particular practice. Perhaps the reason why so
many fail their exams is a result of not practising enough. Perhaps the
reason why students do not practise enough is because the exercises are
simply too difficult. Only exercises that are of a suitable degree of difficulty
will stimulate learning and the formation of the appropriate concepts [44].
This follows from Skemp’s first principle stated in section 1.1.2. Teachers
can thus learn how to adjust courses and exercises to a more suitable level
to encourage learning.
As pointed out previously in section 1.1.2, the second of Skemp’s
principles is very important in learning mathematics. If previous concepts
have not been properly formed, it is increasingly hard to form new, more
abstract ones. This can also be seen from the Granger causality tests.
Students give up on attempting to solve the STACK exercises after only
a few lags, because they have not been able to form a proper foundation of
more general concepts to be able to integrate new abstract ones into them.
The amount of penalty was also observed to affect students and the results
of the Grange causality tests. What the optimal amount of penalty is, is
difficult to say. Obviously penalising the students for not attempting to solve
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the exercises is beneficial, so the custom of giving the students three penalty-
free attempts is justified. This was not implemented in this thesis due to the
nature of how STACK records data. It would have been possible to do, but
would have required significantly more work, which was not worthwhile while
it was still uncertain whether the Granger causality tests would produce any
meaningful results. Since reasonable results have been achieved, the Granger
causality test could now be used to truly find the optimal amount of penalty.
This, however, cannot only be done by using old data, because students
may react differently to a higher penalty scheme. If students feel that even
attempts are futile because the penalty is too high, the benefits of a penalty
scheme and CAS become negligible. The right balance ought to be found.
The possibilities for further research are practically limitless since this is
really just the beginning. Modifying the penalty scheme is one option that
has already been mentioned. A comparison of all the basic mathematics
courses offered across the different disciplines at Aalto University would
give a wider perspective of the students’ mathematical skills and whether
the level of the STACK exercises is appropriate so that they encourage
rather than dishearten students to attempt to solve them. The challenge,
however, would be to find consecutive data collected over a sufficiently long
time. One course was observed to not be sufficiently long enough for the
Granger causality tests and concatenating several courses is problematic.
Furthermore, some lecturers have opted not to use STACK at all during their
course and so there may exist data for the first and third basic mathematics
courses, but not the second, and concatenating these two, would not be
desirable. Because STACK enables long-term analysis, specific students
could be followed throughout their mathematical studies. However, to do
this for each student is very time consuming and choosing a suitable sample
of students is far from simple. Students could be grouped according to, say,
their scores from the BST and then the groups could be compared to each
other to see whether the starting level of mathematical skills affects how
they succeed in their studies later and how their mathematical proficiency
develops.
The time series themselves could, of course, also be altered to represent
something entirely different by using other information available from
STACK. For example, a timestamp is entered into the database with each
submission of an exercise. Thus, one could form a time series to compare
how long it takes to complete the exercises and study whether it has an
effect on mathematical proficiency assuming that mathematical proficiency
enables students to be faster at solving exercises. Alternatively, whether
participation in traditional exercises affects mathematical proficiency could
be examined.
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The Granger causality test has been shown to be a valid tool in gaining
knowledge about how mathematics teaching could be improved. The
exercises given to students on the courses C1 and C2 in the academic year of
2012-2013 were too difficult and not only discouraged the students to attempt
to solve the exercises but also did not stimulate learning. Teachers gain
valuable information about the students’ abilities and can alter the teaching
accordingly. Then if the tests are repeated, the impact can be analysed.
As was pointed out earlier, this is the first time that the Granger causality
has been applied to such an application. Thus, several further studies are
required to properly investigate its true potential.
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Appendix A
Matlab code
% Y does not Granger-cause X
function f=grangercause(x,y,maxlag)
t=length(x);
fprintf(’Lag F-stat p-value R^2\n’)
for lag=1:maxlag
i=1;
%forming the observed values of x and the lagged values of x
while i<=lag
xobs=x(i+1:t,:);
xlag=zeros(t-i,i);
j=1;
while j<=i
xlag(:,j)=x(i+1-j:t-j);
j=j+1;
end
i=i+1;
end
k=1;
%forming the lagged values of y
while k <= lag
ylag=zeros(t-k,k);
h=1;
while h<=k
ylag(:,h)=y(k+1-h:t-h);
h=h+1;
end
k=k+1;
end
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xurlag=[xlag ylag];
%restricted regression
linmodr=LinearModel.fit(xlag,xobs);
r=linmodr.Residuals.Raw;
essr=r’*r;
%unrestricted regression
linmodur=LinearModel.fit(xurlag,xobs);
s=linmodur.Residuals.Raw;
essur=s’*s;
n=length(xobs);
k=2*lag+1;
%calculate the f-statistic
fnum=(essr-essur)*(n-k);
fden=essur*lag;
f=fnum/fden;
%p-value
p=1-fcdf(f,lag,n-k);
r2=linmodur.Rsquared.ordinary;
fprintf(’ %1.0f %2.4f %1.4f %1.4f\n’,lag,f,p,r2)
end
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