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ON LIPSCHITZ MAPS AND THE HO¨LDER REGULARITY OF FLOWS
YOUNESS BOUTAIB
Abstract. This paper regroups some of the basic properties of Lipschitz maps and their
flows. Many of the results presented here are classical in the case of smooth maps. We
prove them here in the Lipschitz case for a better understanding of the Lipschitz geometry
and for a quantification of the related properties, which would be of use to the development
of numerical methods for rough paths for example. We also introduce the notion of almost
Lipschitz maps, which provide a sharper control and description of flows of Lipschitz vector
fields and local inverses of Lipschitz injective immersions.
Basic notations
Sk : The symmetric group of order k.
⌊γ⌋ : The only integer such that 0 < γ − ⌊γ⌋ ≤ 1, γ being a real number.
[γ] : The integer part of a real number γ, i.e. the only integer such that
0 ≤ γ − [γ] < 1.
Lc(E, F ) : The space of all continuous linear mappings from a normed vector
space E to a normed vector space F .
E⊗n : The space of homogenous tensors of the vector space E of order n,
n ∈ N∗.
Ls(E
⊗k, F ) : The space of symmetric k-linear mappings from a vector space E
to a vector space F .
Ik : The identity matrix of rank k.
IdU : The identity map on the set U .
A : The closure of a subset A of a topological space.
B(x, α) : The ball centered at x of radius α.
1. Lipschitz maps
In [15], L.C. Young uses the concept of p-variation (p ≥ 1) as a means to characterise the
smoothness of a path to generalize Stieltjes’ integration theory to paths of finite p-variation.
In building a theory of differential equations (dy = f(y)dx) using the aformentioned work,
one needs to be able to control the smoothness (in terms of variation) of the image of a path of
finite p-variation under the involved vector fields (i.e. f(y)). It appears that Lipschitz maps,
introduced by Whitney ([13]) and studied for example by Stein in [11], are the appropriate
type of maps to use in this framework and the wider one of rough paths, introduced by
Lyons in [10]. Lipschitz maps have the advantage (among others) of making sense even on
discrete sets. They correspond to a variation of the Ho¨lder modelled distributions in the
classical polynomial regularity structure (more precisely, a Ho¨lder modelled distribution in
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this regularity structure is a Lipschitz map on every compact set. For more details, see
Hairer [7]). Regularity structures are used to solve a large class of sub-critical stochastic
parabolic PDEs. The present work may constitute a simplified example (i.e. involving a
ladder structure) of the type of algebraic constructions that one needs to build a closed
regularity structure that can be used in solving more elaborate SPDEs. In this section, we
give the definition of Lipschitz maps then set out to answer basic and natural questions
about this class of maps: do they have a nice embedding structure? How can they be linked
to the more familiar class of Cn maps? Are they stable under compostion? etc.
1.1. Basic definitions and properties, norms on tensor product spaces. We first fix
our definition of Lipschitz maps. To represent multi-linear maps such as higher derivatives,
we opt for a representation by linear maps taking values in tensor product spaces as can be
found for example in [1]:
Definition 1.1. Let n ∈ N and 0 < ε ≤ 1. Let E and F be two normed vector spaces and U
be a subset of E. Let f 0 : U → E be a map. For every k ∈ [[1, n]], let fk : U → Ls(E
⊗k, F )
be a map with values in the space of the symmetric k-linear mappings from E to F . We will
use, without ambiguity, the same notation ‖.‖ to designate norms on E⊗k, for k ∈ [[1, n]],
and the norm on F .
For k ∈ [[0, n]], the map Rk : E × E → L(E
⊗k, F ) defined by:
∀x, y ∈ U, ∀v ∈ E⊗k : fk(x)(v) =
n∑
j=k
f j(y)(
v ⊗ (x− y)⊗(j−k)
(j − k)!
) +Rk(x, y)(v)
is called the remainder of order k associated to f = (f 0, f 1, . . . , fn).
The collection f = (f 0, f 1, . . . , fn) is said to be Lipschitz of degree n + ε on U (or in short
a Lip− (n + ε) map) if there exists a constant M such that for all k ∈ [[0, n]], x, y ∈ U and
v1, . . . , vk ∈ E:
(1) ‖fk(x)(v1 ⊗ · · · ⊗ vk)‖ ≤M‖v1 ⊗ · · · ⊗ vk‖;
(2) ‖Rk(x, y)(v1 ⊗ · · · ⊗ vk)‖ ≤M‖x− y‖
n+ε−k‖v1 ⊗ · · · ⊗ vk‖.
The smallest constant M for which the properties above hold is called the Lip− (n+ ε)-norm
of f and is denoted by ‖f‖Lip−(n+ε).
Note that the above definition is purely quantitative and does not require any properties
(in particular topological ones) from the domain of the definition of the Lipschitz map.
Remark 1.2. On any non-empty open subset of U (and in particular on the interior of
U), f 1, . . . , fn are the successive derivatives of f 0. However, these maps are not necessarily
uniquely determined by f 0 on an arbitrary set U . Keeping this in mind, if f 0 : U → F is a
map such that there exist f 1, . . . , fn such that (f 0, f 1, . . . , fn) is Lip− (n+ ε), we will often
say that f 0 is Lip− (n + ε) with no mention of f 1, . . . , fn.
Remark 1.3. It is clear that the property of being Lipschitz is invariant under the change
of norms by equivalent ones.
One important feature one has to pay attention to when deriving properties of Lipschitz
maps is the nature of the norms on the tensor spaces. We study here three types of norms
which will be of use in the exposition of our work.
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Definition 1.4 (Projective property). Let E be a normed vector space. Let n ∈ N∗. We
say that (E⊗k)1≤k≤n (respectively (E
⊗k)k≥1) are endowed with norms satisfying the projective
property if, for every k ∈ [[1, n]] (resp. k ≥ 1) and p, q ∈ N such that p + q = k and every
a ∈ E⊗p, b ∈ E⊗q, we have ‖a⊗ b‖ ≤ ‖a‖‖b‖.
When at least such a family of norms exists, norms satisfying the projective property are
abundant in the following sense:
Proposition 1.5. Let E be a normed vector space and n ∈ N∗. Suppose (‖.‖k)1≤k≤n are
norms on (E⊗k)1≤k≤n satisfying the projective property, then, for α > 0 and β ≥ 1, the
norms (αk‖.‖k)1≤k≤n and (β‖.‖k)1≤k≤n also satisfy the projective property.
Example. Let E be a finite dimensional vector space and let (~e1, . . . , ~er) be a basis for E.
Let n ∈ N∗. Let k ∈ [[1, n]] and p ≥ 1 and define the norms ‖.‖p,k and ‖.‖∞,k on E
⊗k
by the following: for x ∈ E⊗k, if (xi1,...,ik)1≤i1,...,ik≤r are the coordinates of x in the basis
(~ei1 ⊗ · · · ⊗ ~eik)1≤i1,...,ik≤r of E
⊗k, i.e.:
x =
∑
1≤i1,...,ik≤r
xi1,...,ik~ei1 ⊗ · · · ⊗ ~eik
then:
‖x‖p,k =
( ∑
1≤i1,...,ik≤r
|xi1,...,ik |
p
)1/p
and ‖x‖∞,k = max
1≤i1,...,ik≤r
|xi1,...,ik |
Then (‖.‖p,k)1≤k≤n and (‖.‖∞,k)1≤k≤n are norms on (E
⊗k)1≤k≤n satisfying the projective prop-
erty.
Definition 1.6. Let E and F be two normed vector spaces and u : E → F be a linear map.
Let n ∈ N∗. We define the map u⊗n : E⊗n → F⊗n as the unique linear map satisfying:
∀v1, . . . , vn ∈ E : u
⊗n(v1 ⊗ · · · ⊗ vn) = u(v1)⊗ · · · ⊗ u(vn)
Remark 1.7. The existence of such a map is a consequence of the universal property defining
tensor product spaces.
Definition 1.8 (Compatible norms). Let E and F be two normed vector spaces. Let n ∈ N∗
and C ≥ 0. We say that (E⊗k)1≤k≤n and (F
⊗k)1≤k≤n are endowed with C-compatible norms
if, for every bounded linear map u : E → F and every k ∈ [[1, n]], we have ‖u⊗k‖ ≤ C‖u‖k.
When the value of C is irrelevant, we may simply say that the norms are compatible and
assume that C = 1.
Examples. Let E be a finite dimensional vector space and let (~e1, . . . , ~er) be a basis for E.
Let n ∈ N∗. Let F be a normed vector space. We assume that we have norms on (F⊗k)1≤k≤n
satisfying the projective property. Then:
• Let p ≥ 1. The norms (‖.‖p,k)1≤k≤n (resp. (r
k(1−1/p)‖.‖p,k)1≤k≤n) on (E
⊗k)1≤k≤n are
rn(1−1/p)-compatible (resp. 1-compatible) with the norms on (F⊗k)1≤k≤n.
• The norms (‖.‖∞,k)1≤k≤n (resp. (r
k‖.‖∞,k)1≤k≤n) on (E
⊗k)1≤k≤n are r
n-compatible
(resp. 1-compatible) with the norms on (F⊗k)1≤k≤n.
Remark 1.9. As shown in the case of the norms given in the previous examples and by
proposition 1.5, if the norms on (E⊗k)1≤k≤n and (F
⊗k)1≤k≤n (or (E
⊗k)k≥1 and (F
⊗k)k≥1)
are C-compatible, it is always possible to define new norms that are equivalent to the original
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norms so that the new norms are 1-compatible and that the new norms on (E⊗k)1≤k≤n satisfy
the projective property if the original ones do.
Definition 1.10 (Action of the Symmetric Group on Tensors). Let n ∈ N∗, σ ∈ Sn and E
be a vector space. We define the action of σ on the homogenous tensors of E of order n as
a linear map by the following:
∀x1, x2, . . . , xn ∈ E σ(x1 ⊗ x2 ⊗ · · · ⊗ xn) = xσ(1) ⊗ xσ(2) ⊗ · · · ⊗ xσ(n)
Notation. In the context of the previous definition, for σ ∈ Sn, i ∈ [[0, n]] and x1, x2, . . . , xn ∈
E, we define σ1,i(x) (x := x1⊗ x2⊗ · · ·⊗ xn) and σ
2,i(x) to be the only elements of E⊗i and
E⊗(n−i) respectively such that:
σ(x) = σ1,i(x)⊗ σ2,i(x)
Definition 1.11 (Symmetric norms). Let E be a vector space and n ∈ N∗. A norm on E⊗n
is said to be symmetric if:
∀n ∈ N∗, ∀σ ∈ Sn, ∀x ∈ E
⊗n ‖σ(x)‖ = ‖x‖
We show now how to control the Lipschitz norm of the Cartesian product of two Lipschitz
maps.
Proposition 1.12. Let γ > 0. Let E, F and G be normed vector spaces. Let U be a subset
of E and let f (resp. g) be a map defined on U with values in F (resp. G). Let h be the
map defined on U by h = (f, g). Then:
• If f and g are Lip− γ and F ×G is endowed with the lp norm (p ∈ [1,∞]), then h is
also Lip− γ and ‖h‖Lip−γ is less than or equal to the l
p norm of (‖f‖Lip−γ, ‖g‖Lip−γ).
• If the norm ‖.‖F on F and the norm ‖.‖F×G on F × G are such that there exists
C > 0 satisfying:
∀(x, y) ∈ F ×G : ‖x‖F ≤ C‖(x, y)‖F×G
(note that the lp norms on F × G satisfy this property, for p ∈ [1,∞]), and if h is
Lip− γ then f is Lip− γ and ‖f‖Lip−γ ≤ C‖h‖Lip−γ.
1.2. Local characterization and embeddings. Once the concept of Lipschitzness under-
stood, one of the first and the most natural questions one may ask is whether Lip− γ maps
are Lip−γ′, for γ ≥ γ′ > 0. We deal first with the trivial case where the domain of definition
of the map is bounded:
Lemma 1.13. Let γ, γ′ > 0 such that γ′ < γ. Let E and F be two normed vector spaces and
U be a bounded subset of E. Let f : U → F be a Lip−γ map. If ⌊γ′⌋ < ⌊γ⌋, we assume that
(E⊗k)1≤k≤⌊γ⌋ are endowed with norms satisfying the projective property. Then f is Lip− γ
′
and if L ≥ 0 is larger than or equal to the diameter of U then:
‖f‖Lip−γ′ ≤ ‖f‖Lip−γ max
1, ⌊γ⌋∑
j=⌊γ′⌋+1
Lj−γ
′
(j − ⌊γ′⌋)!
+ Lγ−γ
′

Proof. Let n, n′ ∈ N, (ε, ε′) ∈ (0, 1]2 such that γ = n + ε and γ′ = n′ + ε′. Let f 1, . . . , fn
be maps on U such that (f, f 1, . . . , fn) is Lip − γ and let R0, . . . , Rn be the associated
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remainders. For k ∈ [[0, n′]], define Sk : U × U → L(E
⊗k, F ) as follows:
∀x, y ∈ U, ∀v ∈ E⊗k : Sk(x, y)(v) =
n∑
j=n′+1
f j(y)
(
v ⊗ (x− y)⊗(j−k)
(j − k)!
)
+Rk(x, y)(v)
By a straightforward computation, one gets that, for all x, y ∈ U :
‖Sk(x, y)‖ ≤ ‖f‖Lip−γ
(
n∑
j=n′+1
Lj−γ
′
(j − k)!
+ Lγ−γ
′
)
‖x− y‖γ
′−k
By recognising the Si’s in the expansion formulas of the fi’s, we see therefore that (f, f
1, . . . , fn
′
)
is Lip− γ′ with S0, . . . , Sn′ as remainders and:
‖f‖Lip−γ′ ≤ ‖f‖Lip−γ max
(
1,
n∑
j=n′+1
Lj−γ
′
(j − n′)!
+ Lγ−γ
′
)

Remark 1.14. With the notations of the previous lemma, if ⌊γ′⌋ = ⌊γ⌋,
∑⌊γ⌋
⌊γ′⌋+1
Lj−γ
′
(j−⌊γ′⌋)!
is
understood to be zero.
Remark 1.15. With the notations of the previous lemma, we have the following simple
control:
max
1, ⌊γ⌋∑
j=⌊γ′⌋+1
Lj−γ
′
(j − ⌊γ′⌋)!
+ Lγ−γ
′
 ≤ Cγ,γ′ max(1, Lγ−γ′)
where Cγ,γ′ = 1 if ⌊γ
′⌋ = ⌊γ⌋ and Cγ,γ′ = e otherwise.
The aim now is to be able to go from the case where the domain of definition of the
map is bounded to a more general one. This gives us an important local characterization of
Lipschitz maps:
Lemma 1.16. Let γ > 0. Let E and F be two normed vector spaces and U be a subset of
E. For every k ∈ [[0, ⌊γ⌋]], let fk : U → L(E⊗k, F ) be a map with values in the space of
the symmetric k-linear mappings from E to F . We assume that (E⊗k)1≤k≤⌊γ⌋ are endowed
with norms satisfying the projective property and that there exists δ > 0 and C ≥ 0 such
that, for every x ∈ U , f|B(x,δ)∩U is Lip − γ with a norm less than or equal to C (where
f = (f 0, . . . , f ⌊γ⌋)). Then f is Lip− γ and:
‖f‖Lip−γ ≤ Cmax
1, max
0≤k≤⌊γ⌋
1
δγ−k
(1 +
⌊γ⌋−k∑
j=0
δj
j!
)

Proof. Let k ∈ [[0, ⌊γ⌋]]. We already know that sup
x∈U
‖fk(x)‖ ≤ C. Define Rk : U × U →
L(E⊗k, F ) as follows:
∀x, y ∈ E, ∀v ∈ E⊗k : Rk(x, y)(v) = f
k(x)(v)−
⌊γ⌋∑
j=k
f j(y)(
v ⊗ (x− y)⊗(j−k)
(j − k)!
)
Let x, y ∈ U . If ‖x− y‖ < δ, then, as f|B(x,δ)∩U is Lip− γ, we have:
‖Rk(x, y)‖ ≤ C‖x− y‖
γ−k
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Assume that ‖x − y‖ ≥ δ, then, as the (E⊗k)1≤k≤n are endowed with norms satisfying the
projective property, we obtain:
‖Rk(x, y)‖
‖x− y‖γ−k
≤
‖fk(x)‖
‖x− y‖γ−k
+
⌊γ⌋∑
j=k
‖f j(y)‖
‖x− y‖γ−j(j − k)!
≤ C
(
1
δγ−k
+
⌊γ⌋∑
j=k
1
δγ−j(j − k)!
)
≤ C
δγ−k
(
1 +
⌊γ⌋−k∑
j=0
δj
j!
)
We deduce then that f is Lip− γ on U with the suggested upper-bound of ‖f‖Lip−γ. 
Remark 1.17. With the notations of the previous lemma, we have:
max
1, max
0≤k≤⌊γ⌋
1
δγ−k
(1 +
⌊γ⌋−k∑
j=0
δj
j!
)
 ≤ (1 + e)max(1, 1
δγ
)
We can now state the following natural embedding theorem:
Theorem 1.18. Let γ, γ′ > 0 such that γ′ < γ. Let E and F be two normed vector spaces
and U be a subset of E. We assume that (E⊗k)1≤k≤⌊γ⌋ are endowed with norms satisfying
the projective property. Let f : U → F be a Lip−γ map. Then f is Lip−γ′ and there exists
a constant Mγ,γ′ (depending only on γ and γ
′) such that ‖f‖Lip−γ′ ≤Mγ,γ′‖f‖Lip−γ
Proof. Let δ > 0 and x ∈ U . f is Lip − γ on B(x, δ) ∩ U with a Lip− γ norm less than or
equal to ‖f‖Lip−γ. Then, by lemma 1.13, f is Lip− γ
′ on B(x, δ) ∩ U and:
‖f‖Lip−γ′,B(x,δ)∩U ≤ ‖f‖Lip−γ max
1, ⌊γ⌋∑
j=⌊γ′⌋+1
(2δ)j−γ
′
(j − ⌊γ′⌋)!
+ (2δ)γ−γ
′

Using now lemma 1.16, we deduce that f is Lip − γ′ on U with a Lip − γ′ controlled as
follows:
‖f‖Lip−γ′ ≤ ‖f‖Lip−γ max
(
1,
⌊γ⌋∑
j=⌊γ′⌋+1
(2δ)j−γ
′
(j − ⌊γ′⌋)!
+ (2δ)γ−γ
′
)
.
max
1, max
0≤k≤⌊γ′⌋
1
δγ′−k
(1 +
⌊γ′⌋−k∑
j=0
δj
j!
)

The above inequality holding for every δ > 0, we can make it sharper by taking the infinimum
of the right-hand side over all possible positive values of δ. This ends the proof. 
Remark 1.19.
Mγ,γ′ = inf
δ>0
max
1, ⌊γ⌋∑
⌊γ′⌋+1
(2δ)j−γ
′
(j − ⌊γ′⌋)!
+ (2δ)γ−γ
′
max
1, max
0≤k≤⌊γ′⌋
1
δγ′−k
(1 +
⌊γ′⌋−k∑
0
δj
j!
)

By considering the value δ = 1/2 in the expression above, we get the following estimate:
Mγ,γ′ ≤ 2
γ′e(1 + e1/2) ≤ 2γe(1 + e1/2)
which has the additional advantage of being dependent on only one of the variables γ or γ′.
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1.3. Smooth functions on open convex sets. As highlighted for example in [3], a simpler
proof of theorem 1.18 can be given when the domain of definition of the map is open and
convex. We recall a characterization of Lipschitz maps in this setting, which also gives a
very useful recursive definition of Lipschitzness. The proof of the following is trivial and can
be found if needed in [3] for example:
Theorem 1.20. Let n ∈ N, 0 < ε ≤ 1 and C ≥ 0. Let E and F be two normed vector spaces
and U be a subset of E. We assume that (E⊗k)1≤k≤n are endowed with norms satisfying the
projective property. Let f : U → F be a map and for every k ∈ [[1, n]], let fk : U → L(E⊗k, F )
be a map with values in the space of the symmetric k-linear mappings from E to F . We
consider the two following assertions:
(A1): (f, f 1, . . . , fn) is Lip− (n+ ε) and ‖f‖Lip−(n+ε) ≤ C.
(A2): f is n times differentiable, with f 1, . . . , fn being its successive derivatives. ‖f‖∞,
‖f 1‖∞, . . ., ‖f
n‖∞ are upper-bounded by C and for all x, y ∈ U : ‖f
n(x)− fn(y)‖ ≤
C‖x− y‖ε.
If U is open then (A1)⇒ (A2). If furthermore U is convex then (A1)⇔ (A2).
The following result about smooth maps is very useful and comes as an easy consequence
of theorem 1.20:
Corollary 1.21. Let n ∈ N∗. A map f defined on a given open convex set that is n + 1
times continuously differentiable and is such that its derivatives are bounded is Lipschitz-n
on that set (assuming that the space of the domain of definition and its successive tensor
product spaces are endowed with norms satisfying the projective property). Its Lipschitz-n
norm can be upper-bounded by the following constant:
Ln = max {‖f‖∞, ‖f
1‖∞, . . . , ‖f
n+1‖∞}
When the domain of a Lipschitz map is open, convex and bounded, we get a sharper
estimate than the one obtained in lemma 1.13:
Lemma 1.22. Let γ, γ′ > 0 such that γ′ ≤ γ. Let E and F be two normed vector spaces
and U be an open convex bounded subset of E. Let f : U → F be a Lip − γ function. We
assume that (E⊗k)1≤k≤⌊γ⌋ are endowed with norms satisfying the projective property. Then
f is Lip− γ′ and if L ≥ 0 is larger than or equal to the diameter of U then:
‖f‖Lip−γ′ ≤ ‖f‖Lip−γ max
(
1, Lmin(⌊γ
′⌋+1,γ)−γ′
)
Proof. Uses the characterization in lemma 1.20 and, if ⌊γ′⌋ < ⌊γ⌋, the fundamental theorem
of calculus. 
Always in the case of an open convex domain, we also get a sharper control of the Lipschitz
norm from the uniform local behaviour of the map:
Lemma 1.23. Let γ > 0. Let E and F be two normed vector spaces and U be an open
convex subset of E. We assume that (E⊗k)1≤k≤⌊γ⌋ are endowed with norms satisfying the
projective property. Let f : U → F be a map such that there exists δ > 0 and C ≥ 0 such
that, for every x ∈ U , f|B(x,δ)∩U is Lip − γ with a norm less than or equal to C. Then f is
Lip− γ and:
‖f‖Lip−γ ≤ Cmax
(
1,
2
δγ−⌊γ⌋
)
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Proof. Uses the characterization in theorem 1.20 and the same technique as in the proof of
lemma 1.16. If necessary, a complete proof can be found for example in [3]. 
Theorem 1.18 now becomes:
Theorem 1.24. Let γ, γ′ > 0 such that γ′ < γ. Let E and F be two normed vector spaces
and U be an open convex subset of E. We assume that (E⊗k)1≤k≤⌊γ⌋ are endowed with norms
satisfying the projective property. Let f : U → F be a Lip− γ map. Then f is Lip− γ′ and:
‖f‖Lip−γ′ ≤ 4‖f‖Lip−γ
Proof. The proof comes off as an easy corollary of lemmas 1.13 and 1.23. Using the same
technique as in the proof of theorem 1.18, we show that:
‖f‖Lip−γ′ ≤ mγ,γ′‖f‖Lip−γ
where:
mγ,γ′ = inf
δ>0
max
(
1, (2δ)min(⌊γ
′⌋+1,γ)−γ′
)
max
(
1,
2
δγ′−⌊γ′⌋
)
and one easily gets mγ,γ′ ≤ 4. 
1.4. Composition of Lipschitz functions.
1.4.1. Composition with linear maps. As one would expect, a well-defined composition of
two Lipschitz maps is also Lipschitz. We start first with the simple case where one of the
maps is linear as the derivatives are easier to extract, though, technically, a continuous linear
map defined on the whole space is not necessarily Lipschitz (as its values are not uniformly
bounded unless it is null).
Proposition 1.25. Let E, F and G be three normed vector spaces and U be a subset of E.
Let γ > 0 and let f : U → F be a Lip− γ map. Let u : F → G a bounded linear map. Then
u ◦ f is Lip− γ and ‖u ◦ f‖Lip−γ ≤ ‖u‖‖f‖Lip−γ.
Proof. Let n ∈ N such that γ ∈ (n, n + 1]. Let f 1, . . . , fn be maps on U such that
(f, f 1, . . . , fn) is Lip− γ and let R0, . . . , Rn be the associated remainders. Let g = u ◦ f and
for every k ∈ [[0, n]], let gk and Sk be defined as follows:
∀x, y ∈ E, ∀v ∈ E⊗k : gk(x)(v) = u(fk(x)(v)), Sk(x, y)(v) = u(Rk(x, y)(v))
Then it is easy to check that (g, g1, . . . , gn) is Lip−γ with S0, . . . , Sn as remainders and with
a Lip− γ norm upper-bounded by ‖u‖‖f‖Lip−γ. 
Remark 1.26. Although a linear map in general is not Lipschitz, we can restrict ourselves,
in the previous proposition, to a bounded domain of F so that the restriction of u on that
domain is Lipschitz. We will be then in the case of a composition of two Lipschitz maps but
we don’t get a control of the Lipschitz norm as sharp as the one in proposition 1.25.
Remark 1.27. The second item of proposition 1.12 now becomes a special case of proposition
1.25. The condition on the norms on the Cartesian product of vector spaces is equivalent to
the continuity of the (linear) projection map onto one of these spaces.
Proposition 1.28. Let γ > 0 and E, F and G be three normed vector spaces. We assume
that (E⊗k)1≤k≤⌊γ⌋ and (F
⊗k)1≤k≤⌊γ⌋ are endowed with compatible norms. Let f : F → G
be a Lip − γ map and u : E → F a bounded linear map. Then f ◦ u is Lip − γ and
‖f ◦ u‖Lip−γ ≤ ‖f‖Lip−γ max(1, ‖u‖
γ).
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Proof. Let f 1, . . . , fn be maps defined on F such that (f, f 1, . . . , fn) is Lip − γ and let
R0, . . . , Rn be the associated remainders. Let g = f ◦ u and, for 0 ∈ [[1, n]], let g
k : E →
L(E⊗k, G) and Sk : E × E → L(E
⊗k, G) be the maps defined by:
∀x, y ∈ E, ∀v ∈ E⊗k : gk(x)(v) = fk(u(x))(u⊗k(v)), Sk(x, y)(v) = Rk(u(x), u(y))(u
⊗k(v))
Let k ∈ [[0, n]], x, y ∈ E and v ∈ E⊗k. Then we have, using the previous definitions and the
Taylor expansion of f :
gk(x)(v) = fk(u(x))(u⊗k(v))
=
n∑
j=k
f j(u(y))
(
u⊗k(v)⊗ (u(x− y))⊗j−k
(j − k)!
)
+Rk(u(x), u(y))(u
⊗k(v))
=
n∑
j=k
f j(u(y))
(
u⊗j(
v ⊗ (x− y)⊗(j−k)
(j − k)!
)
)
+ Sk(x, y)(v)
=
n∑
j=k
gj(y)
(
v ⊗ (x− y)⊗(j−k)
(j − k)!
)
+ Sk(x, y)(v)
Moreover ‖gk(x)‖ ≤ ‖f‖Lip−γ‖u‖
k and ‖Sk(x, y)‖ ≤ ‖f‖Lip−γ‖u‖
γ‖x−y‖γ−k. Hence, (g, g1, . . . , gn)
is Lip− γ (with (S0, . . . , Sn) as remainders) and
‖g‖Lip−γ ≤ max(‖f‖Lip−γ , ‖f‖Lip−γ‖u‖, . . . , ‖f‖Lip−γ‖u‖
n, ‖f‖Lip−γ‖u‖
γ)
≤ ‖f‖Lip−γ max(1, ‖u‖
γ)

Remark 1.29. If (E⊗k)1≤k≤⌊γ⌋ and (F
⊗k)1≤k≤⌊γ⌋ are not necessarily endowed with compatible
norms, then f ◦ u is still Lip− γ and:
‖f ◦ u‖Lip−γ ≤ ‖f‖Lip−γ max
0≤k≤⌊γ⌋
‖u⊗k‖(1 ∨ ‖u‖γ−k)
1.4.2. Formal derivatives. Before proceeding to the proof that the composition of two Lip-
schitz maps is indeed Lipschitz, we will need a few combinatorial results along with the
identification of higher derivatives of the composition of two maps and a general recursive
criterion for a map to be Lipschitz. The contents of this subsection will only be useful to
us to obtain the results of the next one, i.e. to show that the composition of two Lipschitz
maps is indeed Lipschitz.
Let E and F be two vector spaces. let f : U → F be a map defined on a subset U of E and
for every k ∈ [[1, n]], n being a positive integer, let fk : U → Ls(E
⊗k, F ) be a map. Here, the
fk’s play formally the role of the kth derivative of f 0. As, for k ∈ [[1, n]], fk(x) is a symmetric
map for every x ∈ U , we can identify fk and (f 1)k−1 in the following natural way. For every
x ∈ U and v1, . . . , vk+1 ∈ E:
fk(x)(v1 ⊗ · · · ⊗ vk+1) = (f
1)k−1(x)(v1 ⊗ · · · ⊗ vk)(vk+1)
From this identification, we can easily see (f 1, (f 1)1, . . . , (f 1)n−1) as a Lip− (n+ ε− 1) map
with norm upper-bounded by that of f :
Lemma 1.30. Let n ∈ N∗ and 0 < ε ≤ 1. Let E and F be two normed vector spaces and U
be a subset of E. let f : U → F be a map and for every k ∈ [[1, n]], let fk : U → Ls(E
⊗k, F )
be a map with values in the space of the symmetric k-linear mappings from E to F . Denote
by R0 : E×E → F the remainder of order 0 associated to the collection f = (f
0, f 1, . . . , fn).
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• If f is Lipschitz-(n+ ε) on U and there exists a > 0 such that:
∀k ∈ [[0, n− 1]], ∀v ∈ E⊗k, ∀v˜ ∈ E : ‖v ⊗ v˜‖ ≤ a‖v‖‖v˜‖
then (f 1, (f 1)1, . . . , (f 1)n−1) is Lip− (n+ ε− 1) and:
‖f 1‖Lip−(n+ε−1) ≤ a‖f‖Lip−(n+ε)
• If:
(1) (f 1, (f 1)1, . . . , (f 1)n−1) is Lip− (n+ ε− 1).
(2) There exists a constant M such that:
∀x, y ∈ U : ‖R0(x, y)‖ ≤ M‖x− y‖
n+ε
(Denote by ‖R0‖∞ the smallest value for such a constant M .)
(3) f 0 is bounded.
(4) There exists b > 0 such that:
∀k ∈ [[0, n− 1]], ∀v ∈ E⊗k, ∀v˜ ∈ E : ‖v‖‖v˜‖ ≤ b‖v ⊗ v˜‖
then f is Lipschitz-(n+ ε) on U and:
‖f‖Lip−(n+ε) ≤ max (b‖f
1‖Lip−(n+ε−1), ‖R0‖∞, ‖f
0‖∞)
Remark 1.31. In the finite-dimensional case, the conditions on the norms stated in lemma
1.30 are not an issue and can even be obtained with constants a = b = 1 for some of the
examples of norms provided in the subsection 1.1.
Definition 1.32. Let E, F , G and H be normed vector spaces and U be a subset of E.
Let n ∈ N∗. Let f : U → F and g : U → G be two maps and for every k ∈ [[1, n]], let
fk : U → Ls(E
⊗k, F ) and gk : U → Ls(E
⊗k, G) be any two maps. Let B : F × G → H a
bilinear map. For k ∈ [[1, n]], we call the kth bilinear derivative of the map B(f, g) (where f
and g are identified with the collections (f, f 1, . . . , fn) and (g, g1, . . . , gn) respectively), the
map defined on U with values in Ls(E
⊗k, H) obtained by formally differentiating k times the
map B(f, g) , i.e. for x ∈ U and v ∈ E⊗k:
B(f, g)k(x)(v) =
∑
i∈[[0,k]]
σ∈Sk
B(f i(x), gk−i(x))
i!(k − i)!
σ(v)
In the above definition, for i, j ∈ [[0, n]], x, y ∈ U , B(f i(x), gj(y)) is understood to be the
unique linear map defined on E⊗(i+j) by the following:
∀v1, . . . , vi+j ∈ E : B(f
i(x), gj(y))(v1⊗· · ·⊗vi+j) = B(f
i(x)(v1⊗· · ·⊗vi), g
j(y)(vi+1⊗· · ·⊗vi+j))
We check first that this definition is stable under successive derivations and compatible with
the identification between the derivatives of a map and those of its first derivative. This is
essential if we are to use an induction argument to show that the image of Lipschitz maps
by a bilinear map is also Lipschitz.
Proposition 1.33. Let n ∈ N∗. Let E, F , G and H be normed vector spaces and U be
a subset of E. Let f : U → F and g : U → G be two maps and for every k ∈ [[1, n]], let
fk : U → Ls(E
⊗k, F ) and gk : U → Ls(E
⊗k, G) be any two maps. Let B : F × G → H
a bilinear map. Then, for k ∈ [[1, n]], the kth bilinear derivative of the map B(f, g) can be
identified with the (k−1)th bilinear derivative of the 1st bilinear derivative of the map B(f, g).
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Proof. For shorter formulas, let us denote Z = B(f, g). Let k ∈ [[0, n − 1]] and let us make
the identification between (Z1)k and Zk+1. Z1 can be written as a sum of the image by
bilinear maps of maps defined on U and therefore (Z1)k can be defined using formal bilinear
derivation. More precisely, for x ∈ U and v ∈ E⊗k:
(Z1)k(x)(v) =
∑
i∈[[0,k]]
σ∈Sk
B((f 1)i(x), gk−i(x)) +B(f i(x), (g1)k−i(x))
i!(k − i)!
σ(v)
Let v1, . . . , vk, vk+1 ∈ E and define: v = v1 ⊗ · · · ⊗ vk. Studying the position of vk+1 in
Zk+1(x)(v ⊗ vk+1), we are naturally led into dividing the sum into the two following parts:
Zk+1(x)(v ⊗ vk+1) =
∑
i∈[[0,k+1]]
σ∈Sk+1
B(f i(x)(σ1,i(v⊗vk+1)),g
k+1−i(x)(σ2,i(v⊗vk+1)))
i!(k+1−i)!
=
k+1∑
i=1
 ∑
σ∈Sk+1
σ−1(k+1)≤i
B(f i(x)(σ1,i(v⊗vk+1)),g
k+1−i(x)(σ2,i(v⊗vk+1)))
i!(k+1−i)!
+
k∑
i=0
 ∑
σ∈Sk+1
σ−1(k+1)>i
B(f i(x)(σ1,i(v⊗vk+1)),g
k+1−i(x)(σ2,i(v⊗vk+1)))
i!(k+1−i)!

For every σ ∈ Sk+1 let τσ ∈ Sk be defined as follows:
τσ(j) =
{
σ(j) , if j < σ−1(k + 1)
σ(j + 1) , if j ≥ σ−1(k + 1)
The map σ 7→ τσ is surjective and for each τ ∈ Sk, there exists exactly (k + 1) elements
σ ∈ Sk+1 such that τ = τσ. More precisely, for i ∈ [[0, k + 1]] and τ ∈ Sk:
card{σ ∈ Sk+1 : τ = τσ, σ
−1(k + 1) ≤ i} = i
and
card{σ ∈ Sk+1 : τ = τσ, σ
−1(k + 1) > i} = k + 1− i
Let i ∈ [[1, k+1]]. Since f i(x) is symmetric then, for every σ ∈ Sk+1 such that σ
−1(k+1) ≤ i,
we have:
f i(x)(σ1,i(v ⊗ vk+1)) = f
i(x)(τ 1,i−1σ (v)⊗ vk+1)
which gives:
∑
σ∈Sk+1
σ−1(k+1)≤i
B(f i(x)(σ1,i(v ⊗ vk+1)), g
k+1−i(x)(σ2,i(v ⊗ vk+1)))
i!(k + 1− i)!
=
∑
τ∈Sk
B((f 1)i−1(x)(τ 1,i−1(v))(vk+1), g
k+1−i(x)(τ 2,i−1(v)))
(i− 1)!(k + 1− i)!
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Summing over all i ∈ [[1, k + 1]]:
k+1∑
i=1
∑
σ∈Sk+1
σ−1(k+1)≤i
B(f i(x)(σ1,i(v ⊗ vk+1)), g
k+1−i(x)(σ2,i(v ⊗ vk+1)))
i!(k + 1− i)!
=
k∑
j=0
∑
τ∈Sk
B((f 1)j(x)(.)(vk+1), g
k−j(x))
j!(k − j)!
(τ(v))
We deal with the other term by using a similar idea. We finally get that Zk+1(x)(v ⊗ vk+1)
is equal to:
k∑
j=0
∑
τ∈Sk
B((f 1)j(x)(.)(vk+1), g
k−j(x)) +B(f j(x), (g1)k−j(x)(.)(vk+1))
j!(k − j)!
(τ(v))
Which is exactly (Z1)k(x)(v)(vk+1). 
Definition 1.34. Let n ∈ N∗. Let E, F and G be three normed vector spaces. Let U be a
subset of E and V be a subset of F . Let f : U → F and g : V → G be two maps such that
f(U) ⊆ V ; and for every k ∈ [[1, n]], let fk : U → Ls(E
⊗k, F ) and gk : V → Ls(F
⊗k, G)
be any two maps. For k ∈ [[1, n]], we call the kth chain rule derivative of the composition
g ◦ f (where f and g are identified with the collections (f, f 1, . . . , fn) and (g, g1, . . . , gn)
respectively), the map defined on U with values in Ls(E
⊗k, G) obtained by formally applying
the chain rule on g ◦ f , i.e. for every y ∈ U , and v ∈ E⊗k, (g ◦ f)k(y)(v) is given by the
following formula:
(g ◦ f)k(x)(v) =
k∑
j=1
gj(f(x))
j!
∑
1≤i1,...,ij≤n
i1+···+ij=k
f i1(x)⊗ · · · ⊗ f ij(x)
i1! · · · ij !
(∑
σ∈Sk
σ(v)
)
Example. Given a Lipschitz map f and by naturally identifying a linear map u with the
collection (u, x 7→ u, 0, . . . , 0), we note that the successive chain rule derivatives correspond to
the suggested representation of u◦f and f ◦u as Lipschitz maps in the proofs of propositions
1.25 and 1.28 respectively.
Notation. We introduce the symbol
S
= to say that two expressions have the same symmetric
part (in the appropriate framework).
We will need a couple of combinatorial results before we can proceed:
Lemma 1.35. Let n ∈ N∗. Let E and F be two normed vector spaces and for every k ∈ [[1, n]],
let fk ∈ Ls(E
⊗k, F ). Let k ∈ [[1, n− 1]] and p ∈ [[2, k + 1]], then, for all v1, . . . , vk+1 ∈ E:
A(k, p) :=
1
p
∑
1≤m1,...,mp≤n
m1+···+mp=k+1
fm1 ⊗ · · · ⊗ fmp
m1! · · ·mp!
∑
σ∈Sk+1
vσ(1) ⊗ · · · ⊗ vσ(k+1)
and
B(k, p) :=
k∑
i=p−1
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=i
fm1 ⊗ · · · ⊗ fmp−1 ⊗ fk−i+1
m1! · · ·mp−1!(k − i)!
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1
have the same symmetric parts (i.e. A(k, p)
S
= B(k, p)).
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Proof. Define:
I = {(m1, . . . , mp, σ)| 1 ≤ m1, . . . , mp ≤ n,m1 + · · ·+mp = k + 1, σ ∈ Sk+1}
For i ∈ [[1, p]] and m ∈ [[1, k − p+ 2]], define Ji,m as being the set:
Ji,m :=
{
(m1, . . . , mp, σ) ∈ I| mi = m,
i−1∑
j=1
mj + 1 ≤ σ
−1(k + 1) ≤
i∑
j=1
mj
}
and for r ∈ [[1, m]], we define:
Jri,m =
{
(m1, . . . , mp, σ) ∈ Ji,m| σ
−1(k + 1) =
i−1∑
j=1
mj + r
}
It is clear that the sets (Ji,m)1≤i≤p,1≤m≤k−p+2 form a partition of I.
Let i ∈ [[1, p]] and m ∈ [[1, k − p+ 2]]. Let (m1, . . . , mp, σ) ∈ Ji,m. Define ησ ∈ Sk as follows:
ησ(r) = σ(r) , ∀r ∈ [[1,
∑i−1
1 mj ]]
ησ(r) = σ(r +m) , ∀r ∈ [[
∑i−1
1 mj + 1, k + 1−m]]
ησ(r) = σ(r −
∑p
i+1mj) , ∀r ∈ [[k + 2−m, k −
∑i
1mj + σ
−1(k + 1)]]
ησ(r) = σ(r −
∑p
i+1mj + 1) , ∀r ∈ [[k −
∑i
1mj + σ
−1(k + 1) + 1, k]]
i.e.
ησ = (σ(1), . . . , σ(
∑i−1
1 mj), σ(
∑i
1mj + 1), . . . , σ(k + 1),
σ(
∑i−1
1 mj + 1), . . . , σ(σ
−1(k + 1)− 1), σ(σ−1(k + 1) + 1), . . . , σ(
∑i
1mj))
then, as fm is symmetric, we have:
fm1 ⊗ · · · ⊗ fmp(vσ(1) ⊗ · · · ⊗ vσ(k+1))
S
= fm1 ⊗ · · · ⊗ fmi−1 ⊗ fmi+1 ⊗ · · · ⊗ fmp ⊗ fm(vησ(1) ⊗ · · · ⊗ vησ(k) ⊗ vk+1)
Let r ∈ [[1, m]]. As the map:
ϕri,m : J
r
i,m → {(m1, . . . , mp−1) ∈ [[1, n]]
(p−1),
∑p−1
1 ml = k + 1−m} × Sk
(m1, . . . , mp, σ) 7→ ((m1, . . . , mi−1, mi+1, . . . , mp), ησ)
is bijective, we have, by virtue of the identity above:∑
(m1,...,mp,σ)∈Jri,m
fm1 ⊗ · · · ⊗ fmp(vσ(1) ⊗ · · · ⊗ vσ(k+1))
S
=
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=k+1−m
fm1 ⊗ · · · ⊗ fmp−1 ⊗ fm(
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1)
The sets (Jri,m)1≤r≤m form a partition of Ji,m. Therefore:∑
(m1,...,mp,σ)∈Ji,m
fm1 ⊗ · · · ⊗ fmp(vσ(1) ⊗ · · · ⊗ vσ(k+1))
S
= m
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=k+1−m
fm1 ⊗ · · · ⊗ fmp−1 ⊗ fm(
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1)
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which finally gives:
A(k, p)
S
= 1
p
p∑
i=1
k−p+2∑
m=1
m
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=k+1−m
fm1⊗···⊗fmp−1⊗fm
m1!···mp−1!m!
(
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1)
=
k−p+2∑
m=1
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=k+1−m
fm1⊗···⊗fmp−1⊗fm
m1!···mp−1!(m−1)!
(
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1)
= B(k, p)

Notation. For any finite set {α1, . . . , αr}, Sα1,...,αr denotes the set of all bijections from
{α1, . . . , αr} onto itself.
Lemma 1.36. Let k ∈ N∗, 1 ≤ i ≤ k and v1, . . . vk be any letters. Then:
i!
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k) =
∑
σ∈Sk
τ∈Sσ(1),...,σ(i)
vτ(σ(1)) ⊗ · · · ⊗ vτ(σ(i)) ⊗ vσ(i+1) ⊗ · · · ⊗ vσ(k)
Proof. Define the set:
S(i) = {(σ, τ)|σ ∈ Sk, τ ∈ Sσ(1),...,σ(i)}
and the map:
J : S(i) −→ Sk
(σ, τ) −→ (τ(σ(1)), . . . , τ(σ(i)), σ(i+ 1), . . . , σ(k))
Then J is well-defined, surjective, and for every σ ∈ Sk, cardJ
−1({σ}) = i!. The rest of
the proof follows immediately. 
We check now that the chain rule derivation is homogeneous with the bilinear derivation:
Lemma 1.37. Let n ∈ N∗. Let E, F and G be three normed vector spaces. Let U be a
subset of E and V be a subset of F . Let f : U → F and g : V → G be two maps such that
f(U) ⊆ V ; and for every k ∈ [[1, n]], let fk : U → Ls(E
⊗k, F ) and gk : V → Ls(F
⊗k, G) be
any two maps. Let k ∈ [[1, n]]. Then the kth chain rule derivative of g ◦ f and the (k − 1)th
bilinear derivative of (g ◦ f)1 agree.
Proof. We first write (g ◦ f)1 as the bilinear image of two maps: (g ◦ f)1 = ψ(g1 ◦ f 0, f 1);
where:
ψ : Lc(F,G)×Lc(E, F ) → Lc(E,G)
(v, u) 7→ v ◦ u
Let k ∈ [[1, n − 1]]. Differentiating (g ◦ f)1 formally k times gives the following formula for
x ∈ U and v ∈ E⊗k:
(1) ((g ◦ f)1)k(x)(v) =
∑
i∈[[0,k]]
σ∈Sk
ψ((g1 ◦ f)i(x), (f 1)k−i(x))
i!(k − i)!
σ(v)
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For i ∈ [[1, k]], the ith chain rule derivative of g1 ◦ f defines, for x ∈ U and w ∈ E⊗i,
(g1 ◦ f)i(x)(w) as the sum:
(2) (g1 ◦ f)i(x)(w) =
i∑
j=1
(g1)j(f(x))
j!
∑
1≤m1,...,mj≤n
m1+···+mj=i
fm1(x)⊗ · · · ⊗ fmj (x)
m1! · · ·mj !
(
∑
τ∈Si
(τ(w)))
For x ∈ U and v1, . . . vk, vk+1 ∈ E (we denote v = v1 ⊗ · · · ⊗ vk), equations (1) and (2)
identifiy ((g ◦ f)1)k(x)(v)(vk+1) as the sum:
(g1(f(x))(fk+1(x)(v ⊗ vk+1))+
∑
1≤j≤i≤k
gj+1(f(x))
j!i!(k−i)!
∑
1≤m1,...,mj≤n
m1+···+mj=i
fm1 (x)⊗···⊗fmj (x)⊗fk−i+1(x)
m1!···mj !
 ∑
σ∈Sk
τ∈Sσ(1),...,σ(i)
τ(σ1,i(v))⊗ σ2,i(v)⊗ vk+1

which reads by re-indexing its terms:
(g1(f(x))(fk+1(x)(v ⊗ vk+1))+
∑
2≤p≤k+1
p−1≤i≤k
gp(f(x))
(p−1)!i!(k−i)!
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=i
fm1 (x)⊗···⊗fmp−1 (x)⊗fk−i+1(x)
m1!···mp−1!
 ∑
σ∈Sk
τ∈Sσ(1),...,σ(i)
τ(σ1,i(v))⊗ σ2,i(v)⊗ vk+1

To finish the identification between ((g ◦f)1)k(x) and (g ◦f)k+1(x), it is sufficient to prove
the following identity, for p ∈ [[2, k + 1]]:
gp(f(x))
p!
∑
1≤m1,...,mp≤n+1
m1+···+mp=k+1
fm1 (x)⊗···⊗fmp (x)
m1!···mp!
∑
σ∈Sk+1
vσ(1) ⊗ · · · ⊗ vσ(k+1) =
gp(f(x))
(p−1)!
k∑
i=p−1
∑
1≤m1,...,mp−1≤n
m1+···+mp−1=i
fm1 (x)⊗···⊗fmp−1 (x)⊗fk−i+1(x)
m1!···mp−1!i!(k−i)!∑
σ∈Sk
τ∈Sσ(1),...,σ(i)
vτ(σ(1)) ⊗ · · · ⊗ vτ(σ(i)) ⊗ vσ(i+1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1
Which is a straightforward consequence of the lemmas 1.35 and 1.36 combined with the
symmetric property of gp. 
1.4.3. General case. In the remainder of this paper, we will assume that the base space
(almost always denoted E below) and its successive tensors are endowed with norms satis-
fying the following property:
∀k, ∀v ∈ E⊗k, ∀v˜ ∈ E : ‖v ⊗ v˜‖ = ‖v‖‖v˜‖
Following remark 1.31, this can always be satisfied if E is finite dimensional. The results of
this section remain true however if looser conditions on these norms (as in lemma 1.30) hold.
We now proceed to showing that the image of a product of Lipschitz maps by a bilinear map
is also Lipschitz:
Proposition 1.38. Let E, F , G and H be normed vector spaces and U be a subset of E.
Let γ > 0 and let f : U → F and g : U → G be two Lip − γ maps. Let B : F × G → H a
continuous bilinear map. We assume that (E⊗k)k≥1 are endowed with norms satisfying the
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projective property. Then B(f, g) : U → H (when endowed with its bilinear derivatives up
to order ⌊γ⌋) is Lip− γ and there exists a constant C (depending only on γ) such that:
‖B(f, g)‖Lip−γ ≤ C‖B‖‖f‖Lip−γ‖g‖Lip−γ
The idea behind the proof is rather simple but contains notions and ideas that will be
very important to the proof of the main theorem of this section.
Proof. Let ε ∈ (0, 1]. We prove our statement by induction on n (n = ⌊γ⌋, γ = n + ε). For
n = 0, the proof of the statement is trivial and is left as an exercise. Let n ∈ N. We assume
the statement true for n and let us prove it for n+ 1.
Let E, F , G and H be normed vector spaces and U be a subset of E. Let f : U → F and
g : U → G be two Lip − (n + 1 + ε) maps and B : F × G → H be a continuous bilinear
map. We will show that (Z,Z1, . . . , Zn+1) is Lip− (n + 1 + ε) where, Z := B(f, g) and for
k ∈ [[1, n+ 1]], Zk is the kth bilinear derivative of Z.
First, we prove that Z1 is Lip − (n + ε) and with a well bounded Lip − (n + ε) norm.
As f 1 and g (resp. f and g1) are both Lip − (n + ε), then, by the induction hypothesis,
B(f 1, g) (resp. B(f, g1)) is Lip− (n+ ε) when endowed with its bilinear derivatives. Hence,
(Z1, (Z1)1, . . . , (Z1)n) is Lip − (n + ε) and (using the induction hypothesis) there exists a
constant cn,ε such that:
‖Z1‖Lip−(n+ε) ≤ cn,ε‖B‖‖f‖Lip−(n+1+ε)‖g‖Lip−(n+1+ε)
Moreover, by proposition 1.33, for all k ∈ [[0, n]]: (Z1)k = Zk+1.
For k ∈ [[0, n + 1]], let Rk (resp. Sk) be the remainder of order k associated to f (resp. g).
Let z ∈ U and let x, y ∈ B(z, 1/2) ∩ U . Writing the Taylor expansion of f and g and using
the bilinearity of B, we get:
Z(x) =
n+1∑
i=0
Z i(y)
(
(x− y)⊗i
i!
)
+ T0(x, y)
where:
T0(x, y) = B(R0(x, y), g(x)) +B(f(x)−R0(x, y), S0(x, y))+∑
i,j∈[[0,n+1]]
i+j>n+1
B(f i(y), gj(y))
(
(x−y)⊗(i+j)
i!j!
)
It is obvious that we can bound Z(x) and T0(x, y) independently of z and in the form
suggested by the statement of the proposition. Hence, by lemma 1.30, Z is Lip− (n+ ε+1)
over B(z, 1/2) ∩ U and therefore, by lemma 1.16, it is Lip − (n + ε + 1) over U with the
suggested control of the Lipschitz norm. 
Remark 1.39. By proposition 1.38, the real-valued Lip-γ functions form an algebra under
point-wise multiplication.
Remark 1.40. If E⊗F is endowed with a norm satisfying the projective property, then the
tensor product of an E-valued Lipschitz map by an F -valued Lipschitz map is also Lipschitz
as a direct consequence of proposition 1.38.
Using proposition 1.28 for example, one may argue that we don’t need both maps u and
f to be Lipschitz in order for their composition to be Lipschitz too. In particular, we don’t
need the map u in said proposition to be bounded. This has a more important consequence
than one might think at first: if u and its derivatives vary slowly compared to ‖u‖∞, then
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the bounds we obtain on ‖f ◦ u‖Lip−γ are not as precise as one might wish if we only use the
quantity ‖u‖Lip−γ as the latter includes information about ‖u‖∞ (this being unnecessary for
the whole proof to work). This is one of the reasons for which we introduce almost Lipschitz
maps. This notion will be of use in future work but we will already see it in use in two
contexts in the remainder of this paper: the study of smoothness of flows of Lipschitz vector
fields and the inverse function theorem in the Lipschitz case; the reason being that they
provide a sharper control and description of a map’s behaviour.
Definition 1.41. Let n ∈ N∗, 0 < ε ≤ 1 and δ ∈ (0,∞)∪{∞}. Let E and F be two normed
vector spaces and U be a subset of E. For every k ∈ [[0, n]], let fk : U → Ls(E
⊗k, F ) be
a map with values in the space of the symmetric k-linear mappings from E to F . Denote
by R0 : U × U → E the remainder map of order 0 associated to f = (f
0, f 1, . . . , fn). The
collection f is said to be almost Lipschitz of degree n + ε on domains of size δ of U if
(f 1, . . . , fn) is Lip− (n + ε− 1) and there exists a non-negative constant M˜ , such that:
∀x, y ∈ U : ‖x− y‖ < δ ⇒ ‖R0(x, y)‖ ≤ M˜‖x− y‖
n+ε
If ‖R0‖∞,δ denotes the smallest value for such a constant M˜ , we will denote:
‖f‖δ,Lip−(n+ε) = max(‖f
1‖Lip−(n+ε−1), ‖R0‖∞,δ)
When δ is infinite or its value is irrelevant, we will merely say that f is almost Lip-(n+ ε)
on U .
Remark 1.42. ‖.‖δ,Lip−(n+ε) does not define a norm as it vanishes for all constant maps.
Example. Let γ > 1 and E and F be two normed vector spaces. Let u : E → F be
a bounded linear map. Then (u, x 7→ u, 0, . . . , 0) is almost Lipschitz of degree γ on E.
Moreover ‖u‖∞,Lip−γ = ‖u‖.
The following lemma can be seen as a reformulation of lemma 1.30 combined, if necessary,
with the statement of lemma 1.16.
Lemma 1.43. Let γ > 1 and δ ∈ (0,∞) ∪ {∞}. Let E and F be two normed vector spaces
and U be a subset of E. We assume that (E⊗k)1≤k≤⌊γ⌋ are endowed with norms satisfying
the projective property. Then a map f : U → F is Lip− γ if and only if f is bounded and is
almost Lipschitz of degree γ on domains of size δ of U . In this case:
‖f‖Lip−γ = max(‖f‖∞, ‖f‖δ,Lip−γ)
On open convex sets, smooth maps are almost Lipschitz if and only if their derivatives are
Lipschitz:
Proposition 1.44. Let n ∈ N∗, 0 < ε ≤ 1. Let E and F be two normed vector spaces
and U be an open convex subset of E. We assume that (E⊗k)1≤k≤n are endowed with norms
satisfying the projective property. Let f : U → F be a map of class Cn with successive
derivatives respectively denoted f 1, . . . , fn. Then f is almost Lipschitz of degree n+ ε on U
if and only f 1 is Lipschitz of degree n + ε− 1 on U . In this case:
∀δ > 0 : ‖f‖δ,Lip−(n+ε) = ‖f
1‖Lip−(n+ε−1)
Proof. By definition, if f is almost Lip-(n + ε) then f 1 is Lip-(n + ε − 1) on U . Assume
now that f 1 is Lip-(n+ ε− 1) on U . Then (theorem 1.20) fn is ε-Ho¨lder. Using the Taylor
expansion with integral remainder of f , we get the required upper-bound on its remainder
map of order 0. 
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Lemma 1.45. Let n ∈ N∗, 0 < ε ≤ 1 and δ ∈ (0,∞). Let E and F be two normed vector
spaces and U be a subset of E. If n > 1, we assume that (E⊗k)1≤k≤n are endowed with norms
satisfying the projective property. Let f = (f 0, f 1, . . . , fn) be an almost Lip-(n + ε) map on
domains of size δ of U . Then there exists a constant Cn,ε,δ depending only on n, ε and δ
such that:
∀x, y ∈ U : ‖x− y‖ < δ ⇒ ‖f 0(x)− f 0(y)‖ ≤ Cn,ε,δ‖f‖δ,Lip−(n+ε)‖x− y‖
Proof. Let x, y ∈ U such that ‖x− y‖ < δ. From the Taylor-like expansion of f 0, we get:
‖f 0(x)− f 0(y)‖ ≤
n∑
j=1
‖f 1‖Lip−(n+ε−1)
‖x− y‖j
j!
+ ‖R0‖∞,δ‖x− y‖
n+ε
By discussing for example the cases whether δ is larger than 1, we get:
‖f 0(x)− f 0(y)‖ ≤ ‖f‖δ,Lip−(n+ε)‖x− y‖emax (1, δ
n+ε−1)

We start by showing that the composition of a Lipschitz map with an almost Lipschitz
map (both of degree 1 + ε) is Lip− (1 + ε).
Lemma 1.46. Let E, F and G be three normed vector spaces. Let U be a subset of E and
V be a subset of F . Let ε ∈ (0, 1] and δ ∈ (0,∞). Let f = (f 0, f 1) be an almost Lipschitz
map of degree 1 + ε on domains of size δ of U such that f 0(U) ⊆ V and g : V → G be a
Lip− (1 + ε) map. Then g ◦ f is Lip − (1 + ε) (with (g ◦ f)1 defined as a formal 1st chain
rule derivative) and there exists a constant Mε,δ (depending only on ε and δ) such that:
‖g ◦ f‖Lip−(1+ε) ≤ Mε,δ‖g‖Lip−(1+ε)max(1, ‖f‖
1+ε
δ,Lip−(1+ε))
Proof. The following inequalities are straightforward:
‖(g ◦ f)0‖∞ ≤ ‖g‖Lip−(1+ε) ; ‖(g ◦ f)
1‖∞ ≤ ‖g‖Lip−(1+ε)‖f
1‖Lip−ε
Denote by (R0, R1) and (S0, S1) the associated remainders to f = (f
0, f 1) and g = (g0, g1)
respectively. The remainders T0 : U ×U → G and T1 : U ×U → L(E,G) associated to g ◦ f
are given by:
∀x, y ∈ U : T0(x, y) = g
1(f 0(y))(R0(x, y)) + S0(f
0(x), f 0(y)),
T1(x, y) = (g ◦ f)
1(x)− (g ◦ f)1(y)
Let Cε,δ be a constant (depending only on ε and δ and chosen here to be larger than 1) such
that:
∀x, y ∈ U : ‖x− y‖ < δ ⇒ ‖f 0(x)− f 0(y)‖ ≤ Cε,δ‖f‖δ,Lip−(n+ε)‖x− y‖
Let x, y ∈ U such that ‖x− y‖ < δ. We have:
‖g1(f 0(y))(R0(x, y))‖ ≤ ‖g‖Lip−(1+ε)‖R0‖∞,δ‖x− y‖
1+ε
and:
‖S0(f
0(x), f 0(y))‖ ≤ ‖g‖Lip−(1+ε)C
1+ε
ε,δ ‖f‖
1+ε
δ,Lip−(n+ε)‖x− y‖
1+ε
Hence:
‖T0(x, y)‖ ≤ ‖g‖Lip−(1+ε)max(1, ‖f‖
1+ε
δ,Lip−(1+ε))(1 + C
1+ε
ε,δ )‖x− y‖
1+ε
With using similar techniques as above, one gets the inequality:
‖T1(x, y)‖ ≤ ‖g‖Lip−(1+ε)max(1, ‖f‖
1+ε
δ,Lip−(1+ε))(1 + C
ε
ε,δ)‖x− y‖
ε
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Therefore g ◦ f is Lip− (1+ ε) on the intersection of U with balls of radius δ/2 with a norm
upper-bounded by:
2C1+εε,δ ‖g‖Lip−(1+ε)max(1, ‖f‖
1+ε
δ,Lip−(1+ε))
We conclude by using lemma 1.16. 
Now we get to the main theorem of this section:
Theorem 1.47. Let E, F and G be three normed vector spaces. Let U be a subset of E
and V be a subset of F . Let δ > 0 and γ ≥ 1. We assume that (E⊗k)k≥1 and (F
⊗k)k≥1 are
endowed with norms satisfying the projective property. Let f : U → F be an almost Lip− γ
map on domains of size δ of U and g : V → G be a Lip − γ map such that f(U) ⊆ V .
Then g ◦ f (defined via successive formal chain rule derivatives) is Lip− γ and there exists
a constant Cγ,δ (depending only on γ and δ) such that:
‖g ◦ f‖Lip−γ ≤ Cγ,δ‖g‖Lip−γ max(‖f‖
γ
δ,Lip−(n+ε), 1)
Proof. We leave the case γ = 1 as an easy and straightforward exercise. Let ε ∈ (0, 1]. We
will prove the following by induction:
Claim. For all n ∈ N∗, for any normed vector spaces E, F , G and H, such that (E⊗k)k≥1
and (F⊗k)k≥1 are endowed with norms satisfying the projective property, and any subsets U
of E and V of F , there exists a real constant Cn,ε,δ (depending only on n, ε and δ) such
that if f = (f 0, . . . , fn) : U → F is an almost Lip − (n + ε) map on domains of size δ of
U and g = (g0, . . . , gn) : V → G is a Lip − (n + ε) map such that f(U) ⊆ V , then g ◦ f is
Lip− (n+ ε) and:
‖g ◦ f‖Lip−(n+ε) ≤ Cn,ε,δ‖g‖Lip−(n+ε)max(‖f‖
n+ε
δ,Lip−(n+ε), 1)
The case n = 1 has been proved in lemma 1.46.
Let now n ∈ N∗. We assume that the assertion is true for n and let us prove it for n + 1.
Let f = (f 0, . . . , fn+1) : U → F be an almost Lip − (n + 1 + ε) on domains of size δ of U
and g = (g0, . . . , gn+1) : V → G be a Lip− (n + 1 + ε) map such that f(U) ⊆ V , and with
remainders denoted by R0, . . . , Rn+1 and S0, . . . , Sn+1 respectively. Let x, y ∈ U . Define
P0(x, y) = R0(x, y), and for every k ∈ [[1, n + 1]]: Pk(x, y) = f
k(y) (x−y)
⊗k
k!
and finally:
T0(x, y) = S0(f
0(x), f 0(y)) +
n+1∑
j=1
gj(f0(y))
j!
 ∑
0≤i1,...,ij≤n+1
i1···ij=0
Pi1(x, y)⊗ · · · ⊗ Pij (x, y)+
∑
1≤i1,...,ij≤n+1
i1+···+ij>n+1
f i1(y)⊗ · · · ⊗ f ij (y) (x−y)
⊗(i1+···+ij)
i1!···ij !

Then, we can simply write:
g0(f 0(x)) = g0(f 0(y)) +
n+1∑
k=1
(g ◦ f)k(y)
(x− y)⊗k
k!
+ T0(x, y)
Assume that ‖x− y‖ < δ. It is an easy exercise then to show, using lemma 1.45, that there
exists a constant Mn,ε,δ (depending only on n, ε and δ) such that:
‖T0(x, y)‖ ≤ Mn,ε,δ‖g‖Lip−(n+1+ε)max(‖f‖
n+1+ε
δ,Lip−(n+1+ε), 1)‖x− y‖
n+1+ε
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We have also that ‖g0 ◦ f 0‖∞ ≤ ‖g‖Lip−(n+1+ε). All that remains to do then to end the proof
is to show that ((g ◦ f)1, . . . , ((g ◦ f)1)n) is Lip − (n + ε) on the intersection of every ball
of radius δ/2 with U (with a uniformly well controlled norm) then conclude using lemma
1.37, lemma 1.30 and then finally lemma 1.16. As g1 is Lip − (n + ε) and f 0 is almost
Lip− (n+ ε), then g1 ◦ f 0 is Lip− (n+ ε) by the induction hypothesis. More precisely, there
exists a constant m (depending only on n and ε) such that:
‖g1 ◦ f 0‖Lip−(n+ε) ≤ m‖g‖Lip−(n+ε+1)max(‖f‖
n+ε
δ,Lip−(n+ε+1), 1)
Define:
ψ : Lc(F,G)×Lc(E, F ) → Lc(E,G)
(v, u) 7→ v ◦ u
ψ is a continuous bilinear map with norm 1. As (g ◦ f)1 = ψ(g1 ◦ f 0, f 1) then, using
proposition 1.38, ((g ◦ f)1, . . . , ((g ◦ f)1)n) is Lip− (n + ε) and there exists a constant Cn,ε
depending only on n and ε such that:
‖(g ◦ f)1‖Lip−(n+ε) ≤ Cn,ε‖g‖Lip−(n+ε+1)max(‖f‖
n+ε+1
δ,Lip−(n+ε+1), 1)
which concludes the induction argument. 
As a corollary of theorem 1.47, we can claim that a well-defined composition of Lipschitz
maps is itself Lipschitz. This particular result has already appeared in [3] but with a slight
mistake in the control of the Lipschitz norm of the composition map that we correct here
(this goes along with the full and detailed proof of theorem 1.47 that differs from the one
suggested in the aforementioned paper):
Theorem 1.48. Let E, F and G be three normed vector spaces. Let U be a subset of E
and V be a subset of F . Let γ > 1. We assume that (E⊗k)k≥1 and (F
⊗k)k≥1 are endowed
with norms satisfying the projective property. Let f : U → F and g : V → G be two Lip− γ
maps such that f(U) ⊆ V . Then g ◦ f (defined via successive formal chain rule derivatives)
is Lip− γ and there exists a constant Cγ (depending only on γ) such that:
‖g ◦ f‖Lip−γ ≤ Cγ‖g‖Lip−γ max(‖f‖
γ
Lip−γ, 1)
Remark 1.49. We can obtain an easier proof for theorem 1.48 by using the extension
theorems that we will review in subsection 1.6. The inequality will still prove hard to get
and will involve a constant depending on the dimension of the spaces, an inconvenience that
we don’t have in the proof presented above.
Remark 1.50. Using theorem 1.47, we can now retrieve (up to a multiplicative constant)
the result of proposition 1.28 by treating linear maps as almost Lipschitz maps.
1.5. A quantitative estimate. In this section, we give some more precise local quantitative
estimates (in the Lipschitz norm) if the value of a Lipschitz map at a point is known.
Theorem 1.51. Let γ, γ′ > 0 such that γ′ < γ. Let E and F be two normed vector spaces,
U be a subset of E and x0 ∈ U . Let f = (f
0, . . . , f ⌊γ⌋) be a Lip − γ map on U with values
in F . Assume that for all k ∈ [[0, ⌊γ⌋]] : fk(x0) = 0. We also assume that (E
⊗k)1≤k≤⌊γ⌋ are
endowed with norms satisfying the projective property. Then there exists a constant Cγ,γ′
(that can be chosen to depend only, and continuously, on the difference γ − γ′) such that for
all δ > 0 one has:
‖f‖Lip−γ′,B(x0,δ)∩U ≤ Cγ,γ′‖f‖Lip−γδ
γ−γ′
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Proof. Let n, n′ ∈ N and ε, ε′ ∈ (0, 1] such that γ = n + ε and γ′ = n′ + ε′. Denote by
(R0, . . . , Rn) the remainders associated to f . Let δ > 0 and let k ∈ [[0, n]]. Let x ∈ B(x0, δ)∩U
and v ∈ E⊗k. Then, as f is Lip− γ and that f j(x0) = 0 for all j ∈ [[0, n]], we get:
‖fk(x)(v)‖ = ‖
n∑
k
f j(x0)(
v⊗(x−x0)⊗(j−k)
(j−k)!
) +Rk(x, x0)(v)‖
= ‖Rk(x, x0)(v)‖
≤ ‖f‖Lip−γ‖x− x0‖
γ−k‖v‖
≤ ‖f‖Lip−γδ
γ−k‖v‖
Therefore, sup
x∈B(x0,δ)∩U
‖fk(x)‖ ≤ ‖f‖Lip−γδ
γ−k, for all k ∈ [[0, n]]. In particular:
max
0≤k≤n′
‖fk‖∞,B(x0,δ)∩U ≤ ‖f‖Lip−γ min(1, δ
γ−n′)
Let k ∈ [[0, n′]]. We define Sk : U × U → L(E
⊗k, F ) (the new remainder) by:
Sk(x, y)(v) = f
k(x)(v)−
n′∑
j=k
f j(y)(
v ⊗ (x− y)⊗(j−k)
(j − k)!
)
Let x, y ∈ B(x0, δ) ∩ U and v ∈ E
⊗k. Writing the Taylor expansion of f as a Lip− γ map,
we get the following identity:
Sk(x, y)(v) =
n∑
j=n′+1
f j(y)(
v ⊗ (x− y)⊗(j−k)
(j − k)!
) +Rk(x, y)(v)
which, using our new upper-bound for ‖fk‖∞,B(x0,δ)∩U , leads to the inequality:
‖Sk(x, y)(v)‖ ≤ ‖f‖Lip−γ
(
n∑
j=n′+1
δγ−j ‖x−y‖
j−k
(j−k)!
+ ‖x− y‖γ−k
)
‖v‖
≤ ‖f‖Lip−γ‖x− y‖
γ′−k
(
n∑
j=n′+1
δγ−j ‖x−y‖
j−γ′
(j−k)!
+ ‖x− y‖γ−γ
′
)
‖v‖
Therefore:
sup
x,y∈B(x0,δ)∩U
x 6=y
‖Sk(x, y)‖
‖x− y‖γ′−k
≤ ‖f‖Lip−γδ
γ−γ′
 ⌊γ⌋∑
j=⌊γ′⌋+1
2j−γ
′
(j − ⌊γ′⌋)!
+ 2γ−γ
′

By taking for example Cγ,γ′ = e
2 + 2γ−γ
′
, we get the sought result. 
Remark 1.52. With the notations of the previous theorem, if we only have fk(x0) = 0 for
k ∈ [[0, n′]], the result remains essentially true but with a slightly different upper-bound (that
still converges to 0 as δ goes to 0). However, in the cases where γ′ = γ or if there exists
k ∈ [[0, n′]] such that fk(x0) 6= 0 then we cannot get a better control of ‖f‖Lip−γ′,B(x0,δ)∩U
than ‖f‖Lip−γ as the example below shows (we can, nevertheless, improve the control of
‖fk‖∞,B(x0,δ)∩U for all k ∈ [[0, n]] in the first case).
Example. Consider the function f : x 7→ x defined on (−1, 1). As f is smooth, f is
Lipschitz of any degree.
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• (Case γ′ = γ = 1) On the one hand, f is Lip − 1, ‖f‖Lip−1 = 1 and f(0) = 0. On
the other hand, for any δ ∈ (0, 1], there does not exist a constant λ strictly less than
1 such that:
∀x, y ∈ (δ,−δ) : |f(x)− f(y)| ≤ λ|x− y|
Therefore :
∀δ ∈ (0, 1] : ‖f‖Lip−1,(δ,−δ) = 1
However, we still have ‖f‖∞,(δ,−δ) −→
δ→0
0
• (Case γ′ = 3/2, γ = 2) f is Lip− 2, ‖f‖Lip−2 = 1 and f(0) = 0. However, f
′(0) 6= 0
and:
∀δ ∈ (0, 1] : ‖f‖Lip−3/2,(δ,−δ) = 1
Remark 1.53. Using theorem 1.51, one can easily then compare two Lip-γ maps in the
Lip-γ′ norm, when γ′ < γ, which values and “successive derivatives”’ values (in the sense of
a Lipschitz map) agree at one point.
1.6. Extension theorems and a short review of the literature. One of the most
interesting and still open problems in Lipschitz geometry, and classical analysis in general,
is about the existence of extensions of Lipschitz (or smooth) maps to the whole space and
the control of the Lipschitz norm of the extension. This is known as Whitney’s extension
problem and can be informally stated in the following way:
Given an arbitrary set A and a map f : A(⊆ E) → F , where E and F are
vector spaces:
(1) In which ways can one define f to be a smooth map on A so that, if A˚
(the interior of A) is not empty, f|A˚ is smooth in the classical sense?
(2) Given such a definition, can we extend f to the whole space E so that
this extension is smooth in the classical sense?
Since Whitney introduced it in a series of three seminal papers [12, 13, 14], several math-
ematicians have been working on this problem, mostly in the case where both E and F are
finite dimensional. Whitney himself was the first one to suggest a solution in the case where
A is the closure of a region. The answers to this question are of crucial importance. For
instance, the theory of rough paths (as presented in [1] and [10]) requires that the vector
fields appearing in a rough differential equation be Lipschitz (this restriction enables one
to derive global solutions along with the rate of convergence of the Picard iterations). As
linear and polynomial functions in particular are not in this class of functions, using Whit-
ney’s theorem allows to extend the restriction of polynomials to compact sets (which are
Lipschitz) to the whole space in a way that they stay Lipschitz. Another illustration would
be the construction of a suitable function from sampled data so that one can work in the
appropriate class of functions associated to the experiment’s physical model.
We will state below two other examples of such results: one in which one can extend Lips-
chitz maps of any degree to the whole space, but at the cost of amplifying the Lipschitz norm;
and another one where the extension has the same Lipschitz norm as the map we start with
but which is currently only obtained for Lipschitz-1 maps in the framework of Hilbert spaces.
Stein discussed in some length the class of Lipschitz functions in [11] and gave a Whitney
extension theorem in this case:
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Theorem 1.54 (Stein [11]). Let γ ≥ 1. Let E and F be two finite dimensional vector spaces
and K be a closed subset of E. There exists a continuous linear map sending every F -valued
Lip-γ map f defined on K to an F -valued Lip-γ map f˜ defined on E such that f˜|K = f .
Moreover, the norm of the linear extension map depends only on γ and the dimensions of E
and F .
Theorem 1.55 (Kirszbraun [8]). Let H1 and H2 be two Hilbert spaces. Let A be a subset of
H1, K ≥ 0 and f : A→ H2 be a map such that:
∀x, y ∈ A : ‖f(x)− f(y)‖ ≤ K‖x− y‖
(i.e. f is 1-Ho¨lder). Then there exists a map f˜ : H1 → H2 such that f˜|A = f and:
∀x, y ∈ H1 : ‖f˜(x)− f˜(y)‖ ≤ K‖x− y‖
Moreover, if f is bounded (i.e. f is Lip-1) then f˜ can be chosen to be bounded and such that
supA ‖f‖ = supH1 ‖f˜‖.
C. Fefferman has been working on a variety of versions of this problem, including one that
deals with appropriately approximating f with a smooth map, which can be of enormous
use in practice when one is collecting a finite sample of data (see for example [4, 5, 6]).
2. Flows of Lipschitz vector fields
In this section, we aim to study the Lipschitz regularity (in time and space) of flows of
Lipschitz vector fields. The answer to this question in the context of smooth vector fields
both in the Euclidean and manifold setting is widely covered in the literature (cf. [9] for
example). Our further aim is to quantify these results. We start by giving a (simplified)
definition of the flow of a vector field then stating the fundamental theorem of ordinary
differential equations (O.D.E.s) which ensures the existence and uniqueness of flows:
Definition 2.1. Let I be an open interval. Let M be a C1-manifold and A be a vector field
on M . A C1-path γ : I →M is said to be an integral curve of A if:
∀t ∈ I : γ′(t) = A(γ(t))
If 0 ∈ I, we say that γ(0) is the starting point of γ. If furthermore U denotes a subset of
M and A˜ : I × U → M is such that, for every x ∈ U , t 7→ A˜(t, x) is an integral curve of A
starting at x, we say then that A˜ is a local flow (or global flow if I × U = R×M) of A on
I × U .
Notation. Under the assumption of existence and if there is no risk of confusion, we will
be denoting by A˜ the flow of a vector field A; by A˜t, for t ∈ R, the map x 7→ A˜(t, x); and by
A˜x, for x ∈M , the map t 7→ A˜(t, x).
The following fundamental theorem is classical (see for example [9]) and can be seen as a
special case of Picard-Lindelo¨lf’s theorem dealing with differential equations driven by paths
of bounded variation (see for example [1]).
Theorem 2.2. Let A be a Lip − 1 vector field on a Banach space E. Then there exists a
unique global flow of A on R×E.
The following Gronwall-type comparison lemma is going to be of use to us to obtain
quantitative Lipschitz bounds for flows of Lipschitz vector fields (see [2] or [9] for a version
with the language used here):
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Lemma 2.3 (Comparison lemma). Let I be an open interval and E be a real inner product
space. Let u : I → E be a differentiable map such that there exists a > 0 and b ≥ 0 such
that:
∀t ∈ I : ‖u′(t)‖ ≤ a‖u(t)‖+ b
Then, if t0 ∈ I, we have:
∀t ∈ I : ‖u(t)‖ ≤ ea|t−t0|‖u(t0)‖+
b
a
(ea|t−t0| − 1)
We start by studying the regularity of flows of Lipschitz-1 vector fields. For smoother
vector fields, we will naturally encounter flows of vector fields that are only locally Lipschitz.
This is the reason for which we make the following general claim:
Lemma 2.4. Let H be a Lip-1 vector field on a subset V of a Banach space E. Let T > 0 and
U be a subset of E. Let G be a flow of H on (−T, T )×U (we assume that G((−T, T )×U) ⊆
V ). Then G is 1-Ho¨lder. More precisely, for all t, t˜ ∈ (−T, T ) and y, y˜ ∈ U , we have:
‖G(t, y)−G(t˜, y˜)‖ ≤ e(|t|∧|t˜|)‖H‖Lip−1‖y − y˜‖+ ‖H‖Lip−1|t− t˜|
Proof. We start by proving that G is uniformly space 1-Ho¨lder:
∀t ∈ (−T, T ), ∀y, y˜ ∈ U : ‖G(t, y)−G(t, y˜)‖ ≤ e|t|‖H‖Lip−1‖y − y˜‖
This is trivial in the case when H is constant (on V ). Assume then that H is not constant
and let y, y˜ ∈ U . Define u on (−T, T ) by the identity: u(t) = G(t, y) − G(t, y˜). Note that
u(0) = y − y˜. u is differentiable and:
∀t ∈ (−T, T ) : u′(t) = H(G(t, y))−H(G(t, y˜))
Therefore, for all t ∈ (−T, T ), ‖u′(t)‖ ≤ ‖H‖Lip−1‖u(t)‖. The comparison lemma 2.3 gives
then the sought bound.
Let t, t˜ ∈ (−T, T ) and assume that |t| ≤ |t˜|:
‖G(t, y)−G(t˜, y˜)‖ ≤ ‖G(t, y)−G(t, y˜)‖+ ‖G(t, y˜)−G(t˜, y˜)‖
≤ e|t|‖H‖Lip−1‖y − y˜‖+ ‖
∫ t
t˜
H(G(u, y˜))du‖
≤ e|t|‖H‖Lip−1‖y − y˜‖+ ‖H‖Lip−1|t− t˜|
Therefore, G is 1-Ho¨lder continuous. 
Lemma 2.4 naturally gives us the following result about flows of Lipschitz-1 vector fields:
Corollary 2.5. Let A be a Lip− 1 vector field on a Banach space E and A˜ its global flow.
Then:
• ∀t ∈ R, ∀y, y˜ ∈ E : ‖A˜(t, y)− A˜(t, y˜)‖ ≤ e|t|‖A‖Lip−1‖y − y˜‖.
• A˜ is locally 1-Ho¨lder: for all t, t˜ ∈ R and y, y˜ ∈ E:
‖A˜(t, y)− A˜(t˜, y˜)‖ ≤ e(|t|∧|t˜|)‖A‖Lip−1‖y − y˜‖+ ‖A‖∞|t− t˜|
• ∀T, r ∈ R∗+, ∀x0 ∈ E : A˜((−T, T )× B(x0, r)) ⊆ B(x0, r + T‖A‖Lip−1).
Proof. A straightforward consequence of lemma 2.4. 
We show now that the flows of differentiable vector fields are differentiable too:
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Lemma 2.6. Let 0 < ε ≤ 1 and d ∈ N∗. Let H be a Lip-(1 + ε) vector field defined on
a subset V of Rd. Let T > 0 and U be an open subset of Rd. Let G be a flow of H on
(−T, T )× U (we assume that G((−T, T )× U) ⊆ V ). Then G is continuously differentiable
on (−T, T )× U and, if (~e1, . . . , ~ed) is a basis for R
d, then for all (t, y) ∈ (−T, T )× U :
‖∂tG(t, y)‖ ≤ ‖H‖Lip−(1+ε)
and
‖∂xiG(t, y)‖ ≤ e
T‖H‖Lip−1‖~ei‖
Proof. The result being trivial for H = 0 (on V ), we assume that H 6= 0. Let y ∈ U . By
definition of the flow:
∀t ∈ (−T, T ) : G(t, y) = y +
∫ t
0
H(G(u, y))du
As both H and G are continuous, G(., y) is then continuously differentiable and, for all
t ∈ (− T, T ) : ∂tG(t, y) = H(G(t, y)). Moreover:
∀(t, y) ∈ (−T, T )× U : ‖∂tG(t, y)‖ ≤ ‖H‖∞,V ≤ ‖H‖Lip−(1+ε)
We will prove now that G is continously differentiable in space. Let (~e1, . . . , ~ed) be a basis
for Rd. Let i ∈ [[1, d]]. For h ∈ R∗, we define the map ∆ih on (−T, T )× U by the relation:
∆ih(t, y) =
G(t, y + h~ei)−G(t, y)
h
We are going to show that the sequence (∆ih)|h|>0 converges uniformly on (−T, T )×U (as h
goes to zero). Let h ∈ R∗. For (t, y) ∈ (−T, T )× U , lemma 2.4 gives the inequality:
(3) ‖∆ih(t, y)‖ ≤ e
T‖H‖Lip−1‖~ei‖
H being Lip − (1 + ε), let S be the remainder map defined on V 2 with values in Rd such
that, for all a, b ∈ V :
H(a) = H(b) + dH(b)(a− b) + S(a, b)
and
‖S(a, b)‖ ≤ ‖H‖Lip−(1+ε)‖a− b‖
1+ε
∆ih is obviously continuously differentiable in time. Let (t, y) ∈ (−T, T )× U :
∂t∆
i
h(t, y) = dH(G(t, y))(∆
i
h(t, y)) +
1
h
S(G(t, y + h~ei), G(t, y))
Let h˜ ∈ R∗. From the calculation above and the inequality (3), we get that:
‖∂t∆
i
h(t, y)− ∂t∆
i
h˜
(t, y)‖ ≤ ‖dH(G(t, y))(∆ih(t, y)−∆
i
h˜
(t, y))‖+
‖ 1
h
S(G(t, y + h~ei), G(t, y))‖+ ‖
1
h˜
S(G(t, y + h˜~ei), G(t, y))‖
≤ ‖H‖Lip−(1+ε)(‖∆
i
h(t, y)−∆
i
h˜
(t, y)‖+
|h|ε‖∆ih(t, y)‖
1+ε + |h˜|ε‖∆i
h˜
(t, y)‖1+ε)
≤ ‖H‖Lip−(1+ε)(‖∆
i
h(t, y)−∆
i
h˜
(t, y)‖+
2(|h| ∨ |h˜|)ε(eT‖H‖Lip−1‖~ei‖)
1+ε)
Therefore, using the comparison lemma and the fact that ∆ih(0, y) = ∆
i
h˜
(0, y) = ~ei, we get
the following inequality:
‖∆ih −∆
i
h˜
‖∞,(−T,T )×U ≤ 2(|h| ∨ |h˜|)
ε(eT‖H‖Lip−1‖~ei‖)
1+ε(eT‖H‖Lip−(1+ε) − 1)
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We therefore see that (∆ih)|h|>0 converges uniformly on (−T, T )×U and that ∂xiG exists (as
its limit). As, for every h, ∆ih is continuous then ∂xiG is also continuous. We also get the
following bound by passing to the limit in the inequality (3):
∀(t, y) ∈ (−T, T )× U : ‖∂xiG(t, y)‖ ≤ e
T‖H‖Lip−1‖~ei‖

Corollary 2.7. Let 0 < ε ≤ 1 and d ∈ N∗. Let A be a Lip− (1 + ε) vector field on Rd and
A˜ be its global flow. Then A˜ is continuously differentiable and, if (~e1, . . . , ~ed) is a basis for
R
d, then for all (t, y) ∈ R× Rd:
‖∂tA˜(t, y)‖ ≤ ‖A‖Lip−(1+ε)
and
‖∂xiA˜(t, y)‖ ≤ e
|t|‖A‖Lip−1‖~ei‖
Proof. This is a version of the previous lemma 2.6 where U = V = Rd. 
Remark 2.8. It is worth noting that without any additional assumption on the vector field
A (other than it being Lip− 1), one can show that, for every y ∈ Rd, A˜y is actually Lip− 2
on every bounded interval of time. However, for the techniques above to work, we need A to
be a little smoother than Lip− 1 ( Lip− (1 + ε) as in the above lemma, but C1 is enough) to
have the space-differentiability of A˜.
Lemma 2.9. Let 0 < ε ≤ 1 and d ∈ N∗. Let H be a Lip-(1 + ε) vector field defined on
a subset V of Rd. Let T > 0 and U be an open subset of Rd. Let G be a flow of H on
(−T, T )×U (we assume that G((−T, T )×U) ⊆ V ). Then dG is Lipschitz-ε on (−T, T )×U
and its Lip-ε norm is bounded from above by a constant depending only on ‖H‖Lip−(1+ε), ε
and T .
Proof. The lemma is trivial in the case where H = 0. Assume then that H 6= 0. In the
following, we endow R× Rd with the l∞ norm that we will denote by N .
Let (s, z) ∈ (−T, T ) × U . Let (t, y), (t˜, y˜) ∈ B((s, z), 1/2) ∩ ((−T, T ) × U). Using the
definition of a Lip−1 map and our preliminary study of G (lemma 2.4), we get the following
inequality:
‖∂tG(t, y)− ∂tG(t˜, y˜)‖ ≤ ‖H‖Lip−1‖G(t, y)−G(t˜, y˜)‖
≤ ‖H‖Lip−1(e
T‖H‖Lip−1‖y − y˜‖+ ‖H‖Lip−1|t− t˜|)
≤ ‖H‖Lip−1(e
T‖H‖Lip−1 + ‖H‖Lip−1)N((t, y)− (t˜, y˜))
ε
Hence, ∂tG is ε-Ho¨lder on B((s, z), 1/2) ∩ ((−T, T )× U).
Let (~e1, . . . , ~ed) be a basis for R
d. Let i ∈ [[1, d]] and (y, y˜) ∈ U2. Define the map v on (−T, T )
by the identity v(t) = ∂xiG(t, y)− ∂xiG(t, y˜). Since ∂xiG satisfies the following differential
equation:
∀t ∈ (−T, T ) : ∂xiG(t, y) = ~ei +
∫ t
0
dH(G(u, y))∂xiG(u, y)du
v is then continuously differentiable. Using the fact that H is Lip−(1+ε) on V , the controls
obtained in lemmas 2.4 and 2.6, we get the following inequality, for all t ∈ (−T, T ):
‖v′(t)‖ ≤ ‖dH‖Lip−εe
(1+ε)T‖H‖Lip−1‖~ei‖‖y − y˜‖
ε + ‖dH‖Lip−ε‖v(t)‖
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Noting that ‖H‖Lip−(1+ε) > 0 and using the comparison lemma, we then get, for all t ∈
(−T, T ):
‖∂xiG(t, y)− ∂xiG(t, y˜)‖ ≤ e
(1+ε)T‖H‖Lip−1‖~ei‖‖y − y˜‖
ε(eT‖H‖Lip−(1+ε) − 1)
Let (t, t˜) ∈ (−T, T )2. Using successively the differential equation satisfied by ∂xiG(., y˜), the
fact that H is Lip− (1 + ε) and finally the lemma 2.6, one gets:
‖∂xiG(t, y˜)− ∂xiG(t˜, y˜)‖‖ = ‖
∫ t
t˜
(dH(G(u, y˜))∂xiG(u, y˜)du‖
≤ |t− t˜|‖dH‖∞‖∂xiG(., y˜)‖∞,[t˜,t]
≤ |t− t˜|‖H‖Lip−(1+ε)e
T‖H‖Lip−1‖~ei‖
Finally we get from all the above the following inequality for every (t, y), (t˜, y˜) ∈ B((s, z), 1/2)∩
((−T, T )× U):
‖∂xiG(t, y)− ∂xiG(t˜, y˜)‖ ≤ (e
T (ε‖H‖Lip−1+‖H‖Lip−(1+ε)) + ‖H‖Lip−(1+ε))
eT‖H‖Lip−1‖~ei‖N((t, y)− (t˜, y˜))
ε
Therefore, ∂xiG is ε-Ho¨lder on B((s, z), 1/2)∩((−T, T )×U). Define the following constants:
M1 = ‖H‖Lip−1(e
T‖H‖Lip−1 + ‖H‖Lip−1)
M2 = (e
T (ε‖H‖Lip−1+‖H‖Lip−(1+ε)) + ‖H‖Lip−(1+ε))e
T‖H‖Lip−1
∑
1≤i≤d
‖~ei‖
M∞ = ‖H‖Lip−(1+ε) + e
T‖H‖Lip−1
∑
1≤i≤d
‖~ei‖
When restricted to B((s, z), 1/2)∩((−T, T )×U), dG is Lipschitz-ε with norm upper-bounded
by max(M1 + M2,M∞). Therefore dG is Lipschitz-ε on (−T, T ) × U and there exists a
constant cε such that:
‖dG‖Lip−ε ≤ cεmax(M1 +M2,M∞)

Corollary 2.10. Let 0 < ε ≤ 1. Let d ∈ N∗ and T > 0. Let and A be a Lip− (1 + ε) vector
field on Rd and A˜ its global flow. Then dA˜ is Lipschitz-ε on (−T, T )×Rd and its Lip-ε norm
is bounded from above by a constant depending only on ‖A‖Lip−(1+ε), ε and T .
Proof. This is a special case of lemma 2.9, with U = V = Rd. 
Before we turn our intention to the main theorem of this section, we first make the link,
in terms of Lipschitz regularity, between the derivative dH of a smooth map H and the
representation dH : (x, y) 7→ dH(x)(y).
Lemma 2.11. Let γ > 0, M > 0 and E, F and G be three normed vector spaces. We assume
that ((E ⊗ F )⊗k)k≥1 are endowed with norms satisfying the projective property. Let V be a
subset of E and f : V → L(F,G) be a Lip-γ map. Then
f̂ : V × F −→ G
(x1, x2) 7−→ f(x1)(x2)
is Lip-γ when restricted to V × B(0,M). Moreover, there exists a constant mγ depending
only on γ such that:
‖f̂‖Lip−γ ≤ mγ max(1,M)‖f‖Lip−γ
If γ > 1, then one can take mγ = 1.
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Proof. Let H1 and H2 be the maps defined on V × F by:
H1(x1, x2) = f(x1) ∈ Lc(F,G) ; H2(x1, x2) = x2 ∈ F
Both maps are obviously Lip-γ on V × B(0,M). On the one hand, we have ‖H1‖Lip−γ =
‖f‖Lip−γ . On the other hand, if γ > 1 then ‖H2‖Lip−γ ≤ max(1,M) and if γ ≤ 1, then H2 is
Lip-γ on the intersection of open balls of radius less than 1/2 with V ×B(0,M) with norm
less than max(1,M) and using lemma 1.16 there exists a constant mγ depending only on γ
such that
‖H2‖Lip−γ ≤ mγ max(1,M)
Now consider the continuous bilinear map:
B : Lc(F,G)× F −→ G
(u, z) 7−→ u(z)
Then f̂ = B(H1, H2) and is Lip-γ by proposition 1.38. Moreover:
‖f̂‖Lip−γ ≤ mγ max(1,M)‖f‖Lip−γ

Loosely speaking, the following lemma is a converse of the previous one: for a two-variable
map that is linear in one of its variables (like Fre´chet derivatives of smooth maps), it is enough
to show that it is Lipschitz on a bounded set:
Lemma 2.12. Let γ > 0, r > 0, d ∈ N∗ and E and G be two normed vector spaces. Let U
be a subset of Rd. We assume that there exists C ∈ R such that for all k ∈ [[1, n]], the norms
on (E × Rd)⊗k and E⊗k satisfy the following inequality:
∀v1, . . . , vk ∈ E :
∥∥∥(v1, 0)⊗ · · · ⊗ (vk, 0)∥∥∥ ≤ C∥∥∥v1 ⊗ · · · ⊗ vk∥∥∥
Let f : U × Rd → E be a map linear with respect to its second variable such that f0 :=
f|U×B(0,r) is Lip-γ. Then:
f̂ : U −→ L(Rd, G)
x 7−→ f(x, .)
is Lip-γ and we have ‖f̂‖Lip−γ ≤ max(1, C)‖f‖Lip−γ.
Proof. We denote by (e1, . . . , ed) a basis of R
d and by (e∗1, . . . , e
∗
d) its dual basis. Without
loss of generality, we assume that for all i ∈ [[1, d]]. ‖ei‖ < r. Now consider the maps:
u : Gd −→ L((Rd), G) and Z : U −→ Gd
(vi)1≤i≤d 7−→
∑
vie
∗
i x 7−→ (f(x, ei))1≤i≤d
then f̂ = u ◦ Z. It is an easy exercise to show that Z is Lip-γ and that
‖Z‖Lip−γ ≤ max(1, C)‖f‖Lip−γ
As u is linear with norm 1 then, by proposition 1.25, f̂ is Lip-γ with the required upper-bound
on its Lipschitz norm. 
Finally, we show that flows of Lipschitz vector fields are also Lipschitz on bounded sets
and have a well-controlled Lipschitz norm:
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Theorem 2.13. Let 0 < ε ≤ 1 and n, d ∈ N∗. Let H be a Lip-(n + ε) vector field defined
on a subset V of Rd. Let T > 0 and U be an open convex subset of Rd. Let G be a flow of
H on (−T, T )× U (assuming that G((−T, T )× U) ⊆ V ). Then dG is Lipschitz-(n+ ε− 1)
on (−T, T )×U and its Lip-(n+ ε− 1) norm is bounded from above by a constant depending
only on ‖H‖Lip−(n+ε), ε and T .
Proof. We will prove the theorem by induction. Lemma 2.9 deals with the case n = 1.
Let n ∈ N∗. Assume that the assertion is true for Lip − (n + ε) vector fields and let us
prove it when H is Lip − (n + 1 + ε). By the induction hypothesis, we know that dG is
Lipschitz-(n+ ε− 1) on (−T, T )×U and there exists a constant C depending only on T , n,
ε and ‖H‖Lip−(n+ε) such that ‖dG‖Lip−(n+ε−1) ≤ C. In particular, by proposition 1.44, G is
almost Lip-(n + ε). G being a flow of H , then ∂tG = H ◦ G. As H is Lip-(n + ε) and G is
almost Lip-(n + ε), then, by theorem 1.47, ∂tG is Lip − (n + ε) and ‖∂tG‖Lip−(n+ε) can be
upper-bounded by a constant depending only on T , n, ε and ‖H‖Lip−(n+1+ε).
Let us denote by dxG the spatial derivative of G, i.e.:
dxG : (−T, T )× U −→ L(R
d,Rd)
(t, y) 7−→ (b 7→ dG(t, y)(0, b) =
∑d
1 bi∂xiG(t, y))
Let A˜ be defined as:
A˜ : (−T, T )× U × Rd −→ V × Rd
(t, y, b) 7−→ (G(t, y), dxG(t, y)(b))
Then A˜(0, y, b) = (y, b). Moreover, A˜ is differentiable in the time variable and:
∂tA˜(t, y, b) = (H(G(t, y)), dH(G(t, y))(dxG(t, y)(b)))
Now define the vector field:
A : V × Rd −→ Rd × Rd
(x1, x2) 7−→ (H(x1), dH(x1)(x2))
so that ∂tA˜(t, y, b) = A(A˜(t, y, b)) and A˜ is the flow of A on (−T, T ) × U × R
d. Moreover,
by our assumption on the values of G and lemma 2.6:
∀r > 0 : A˜((−T, T )× U × B(0, r)) ⊆ V × B(0, reT‖H‖Lip−1)
By lemma 2.11 , A is Lip− (n+ ε) on V ×B(0, 1) and there exists a constant Mγ depending
only on γ such that:
‖A‖Lip−(n+ε),V×B(0,1) ≤ mγ‖H‖Lip−(n+ε)
By the induction hypothesis, we can claim that A˜ is almost Lip− (n+ ε) on (−T, T )×U ×
B(0, e−T‖H‖Lip−1) and so is the map (t, y, b)→ dxG(t, y)(b). Since the latter is also bounded
(lemma 2.6), then it is Lip−(n+ε) on (−T, T )×U×B(0, e−T‖H‖Lip−1). Hence (lemma 2.12),
dxG is Lip− (n+ ε) on (−T, T )× U which gives the result. 
Corollary 2.14. Let n, d ∈ N∗ and 0 < ε ≤ 1. Let A be a Lip− (n + ε) vector field on Rd.
Then A˜ is almost Lip − (n + ε) on (−T, T ) × Rd and there exists a constant C depending
only on T , n, ε and ‖A‖Lip−(n+ε) such that ‖dA˜‖Lip−(n+ε) ≤ C.
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3. Constant Rank theorems for Lipschitz maps
The two versions of the constant rank theorem in this section and the related techniques
are classical in the case of smooth maps and the literature is abundant in this matter (see
for example [9]). As the reader may notice, and in the same spirit of almost Lipschitz maps,
we will only be assuming that the derivatives are Lipschitz (instead of the maps themselves)
as this is a less demanding requirement to get our quantitative estimates.
We will be working in the finite-dimensional case and will assume that the norms on
tensor spaces satisfy all the norm properties presented in section 1. Finite dimensional
vector spaces are endowed with the l∞ norm while norms of continuous linear maps and
matrices are computed as subordinate norms. The statement of the theorems and their
subsequent proofs adapt easily in the case of other norms.
3.1. The inverse function theorem. When working with a Lipschitz map that is of max-
imal rank at a given point, one can quantify the size of the domain on which said map stays
of maximal rank:
Lemma 3.1. Let γ,M1 and M2 be three positive real numbers. Let E and H be normed
vector spaces. Let U be a subset of E, x0 ∈ U and f : U → H be a Lip-γ map such that
‖f‖Lip-γ ≤M1. Then:
(1) There exists δ > 0 depending only on γ and M1M2 such that:
∀x ∈ B(x0, δ) ∩ U : ‖f(x)− f(x0)‖ ≤
1
2M2
In particular, if H is a Banach algebra, f(x0) is invertible and ‖f(x0)
−1‖ ≤M2, then
f is invertible on B(x0, δ) ∩ U .
(2) Consider the case of H = Mm,p(R) endowed with an algebra norm ‖.‖, with m, p ∈
N
∗. Assume that f = (fi,j)(i,j)∈[[1,m]]×[[1,p]] is of rank less than or equal to k ∈ N and that
f(x0) is of maximal rank k. Let (i1, . . . , ik) and (j1, . . . , jk) be, respectively, strictly
ordered subsets of [[1, m]] and [[1, p]] such that M = (fir ,jl(x0))1≤r,l≤k is invertible. We
assume that ‖M−1‖ ≤M2. Then there exists δ > 0 that depends only on γ and M1M2
such that, for all x ∈ B(x0, δ) ∩ U , f(x) is of rank k.
Proof. (1) Let n ∈ N and ε ∈ (0, 1] such that γ = n + ε. Then, by the Taylor expansion
of f around x0 as a Lipschitz map, we get for all x ∈ U :
‖f(x)− f(x0)‖ ≤M1
(
n∑
k=1
‖x− x0‖
k
k!
+ ‖x− x0‖
n+ε
)
It suffices to choose δ such that:
∀0 ≤ t ≤ δ :
n∑
k=1
tk
k!
+ tn+ε ≤
1
2M1M2
which proves the claim. Assume now that H is a Banach algebra, f(x0) is invertible
and ‖f(x0)
−1‖ ≤ M2. Then all elements of B(f(x0), ‖f(x0)
−1‖−1) are invertible.
Since M−12 ≤ ‖f(x0)
−1‖−1, we have the result.
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(2) The previous result insures that we can find δ > 0 that depends only on γ andM1M2
such that the square matrix (fir ,jl(x))1≤r,l≤k is invertible for all x ∈ B(x0, δ) ∩ U .
Therefore the rank of (fi,j(x))(i,j)∈[[1,m]]×[[1,p]] is larger than or equal to k on B(x0, δ)∩U .
Since the rank of f is always less than or equal to k, then f(x) is necessarily of rank
k on B(x0, δ) ∩ U .

Remark 3.2. It is clear that the results of lemma 3.1 remain essentially true in the case of
almost Lipschitz maps.
Lemma 3.3. Let γ > 0. Let U be an open convex subset of a Banach space E. let ϕ :
U → E be a differentiable map such that dϕ is Lip − γ. Let x0 ∈ E and assume that
dϕ(x0) is invertible. Then, for every M1 > 0 and M2 > 0 such that ‖dϕ‖Lip−γ ≤ M1 and
‖dϕ(x0)
−1‖ ≤ M2, there exists a positive constant δ, depending only on γ and M1M2, such
that we have the following inequalities for all x, x˜ ∈ B(x0, δ) ∩ U :
‖dϕ(x)− dϕ(x0)‖ ≤
1
2M2
‖dϕ(x0)
−1(ϕ(x)− ϕ(x˜))− (x− x˜)‖ ≤
1
2
‖x− x˜‖
1
2
‖x− x˜‖ ≤ ‖dϕ(x0)
−1(ϕ(x)− ϕ(x˜))‖ ≤
3
2
‖x− x˜‖
In particular, ϕ is injective on B(x0, δ) ∩ U .
Proof. Let M1,M2 > 0 and assume that ‖dϕ‖Lip−γ ≤ M1 and ‖dϕ(x0)
−1‖ ≤ M2. As dϕ is
Lipschitz, then by lemma 3.1, we can find δ > 0 depending only on γ and M1M2 such that:
∀x ∈ B(x0, δ) ∩ U : ‖dϕ(x)− dϕ(x0)‖ ≤
1
2M2
(
≤
1
2‖dϕ(x0)−1‖
)
For all x, x˜ ∈ B(x0, δ) ∩ U , we have then:
‖dϕ(x0)
−1 ◦ dϕ(x)− Id‖ ≤
1
2
and consequently (since B(x0, δ) ∩ U is convex):
‖dϕ(x0)
−1(ϕ(x)− ϕ(x˜))− (x− x˜)‖ ≤
1
2
‖x− x˜‖
Hence:
1
2
‖x− x˜‖ ≤ ‖dϕ(x0)
−1(ϕ(x)− ϕ(x˜))‖ ≤
3
2
‖x− x˜‖

Definition 3.4. Let γ > 0. Let E and F be two normed vector spaces, U be a subset of E
and V a subset of F . A map f : U → V is said to be a Lipschitz diffeomorphism of degree
γ (a Lip− γ diffeomorphism in short) if f is Lip− γ and bijective and f−1 is also Lip− γ.
We define in a similar way almost Lip− γ diffeomorphisms.
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Lemma 3.5. Let γ, R > 0. Let E be a Banach space, x0 ∈ E and let ϕ : B(x0, R) → E be
a differentiable map such that dϕ is Lip − γ. Assume that dϕ(x0) is invertible. Then, for
every M1 > 0 and M2 > 0 such that ‖dϕ‖Lip−γ ≤ M1 and ‖dϕ(x0)
−1‖ ≤ M2, there exists
a constant δ, depending only on γ and M1M2, such that for every α such that α < R and
0 < α ≤ δ, the map ϕ : B(x0, α)∩ϕ
−1(V0)→ V0, where V0 = ϕ(x0)+dϕ(x0)(B(0, α/2)), is a
homeomorphism, and we have B(x0, α/3) ⊆ B(x0, α) ∩ ϕ
−1(V0). Moreover, ϕ
−1 is 1-Ho¨lder
with ‖ϕ−1‖1 ≤ 2M2.
Proof. Let M1,M2 > 0 and assume that ‖dϕ‖Lip−γ ≤ M1 and ‖dϕ(x0)
−1‖ ≤ M2. Let δ > 0
be a constant depending only on γ and M1M2 such that the inequalities of lemma 3.3 hold
true. Let y ∈ V0. We will prove that there exists a unique point x ∈ B(x0, α) such that
ϕ(x) = y. Let G be the map:
G : B(x0, α) −→ E
x 7−→ x+ dϕ(x0)
−1(y − ϕ(x))
Note that x ∈ B(x0, α) is a fixed point of G if and only if ϕ(x) = y. Let x ∈ B(x0, α), then
by proposition 3.3:
‖G(x)− x0‖ ≤ ‖dϕ(x0)
−1(y − ϕ(x0))‖+ ‖x− x0 + dϕ(x0)
−1(ϕ(x)− ϕ(x0))‖ < α
Therefore G(B(x0, α)) ⊆ B(x0, α) and by lemma 3.3, G is a contraction. It has therefore a
unique fixed point; denote it by x˜. Then we have:
‖x˜− x0‖ = ‖G(x˜)− x0‖ < α
Hence x˜ ∈ B(x0, α), which proves the claim. Note that by the inequalities obtained in lemma
3.3, we have B(x0, α/3) ⊆ ϕ
−1(V0).
We have shown that ϕ : B(x0, α) ∩ ϕ
−1(V0) → V0 is continuous and bijective. Therefore,
ϕ−1 : V0 → B(x0, α)∩ϕ
−1(V0) exists and is 1-Ho¨lder by the inequalities of lemma 3.3, hence
continuous. We conclude then that ϕ is a homeomorphism (from B(x0, α) ∩ ϕ
−1(V0) onto
V0).

Before we proceed to the main theorem of this subsection, we prove a Lipschitz version of
what is sometimes also labelled the inverse function theorem:
Lemma 3.6. Let 0 < ε ≤ 1. Let E a Banach space and U be an open subset of E.
Let ϕ : U → E be an almost Lip-(1 + ε) map. Let x0 ∈ U and assume that dϕ(x0) is
invertible with continuous inverse. Then, there exists an open neighborhood V of x0 such
that ϕ : V → ϕ(V ) is a homeomorphism. Moreover ϕ−1 is differentiable at ϕ(x0) and
dϕ−1(ϕ(x0)) = (dϕ(x0))
−1.
Proof. Without loss of generality, we assume that ϕ is almost Lipschitz on domains of size 1
of U . By the results of proposition 3.5, there exists an open neighborhood V of x0 such that
ϕ : V → ϕ(V ) is a homeomorphism and that ϕ−1 is 1-Ho¨lder. We define the remainder-like
map S around x0 for every h ∈ E such that ϕ(x0) + h ∈ ϕ(V ) by the following:
S(h) = ϕ−1(ϕ(x0) + h)− x0 − (dϕ(x0))
−1(h)
To show that ϕ−1 is differentiable at x0 with the required derivative, it suffices then to show
that S(h) =
h→0
o(‖h‖). Writing the Taylor expansion of ϕ as an almost Lip-(1 + ε) map
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around x0 with remainder R of order 0, we get, for small enough h:
S(h) = (dϕ(x0))
−1 (dϕ(x0)(ϕ
−1(ϕ(x0) + h)− x0)− h)
= −(dϕ(x0))
−1 (R(ϕ−1(ϕ(x0) + h), x0))
By the definition of an almost Lipschitz map, we have for small enough h:
‖R(ϕ−1(ϕ(x0) + h), x0)‖ ≤ ‖ϕ‖1,Lip−(1+ε)‖ϕ
−1(ϕ(x0) + h)− x0‖
1+ε
and as ϕ−1 is Ho¨lder:
‖ϕ−1(ϕ(x0) + h)− x0‖ ≤ ‖ϕ
−1‖1‖h‖
Therefore:
‖S(h)‖ ≤ ‖(dϕ(x0))
−1‖‖ϕ‖1,Lip−(1+ε)‖ϕ
−1‖1+ε1 ‖h‖
1+ε
which gives the sought statement. 
Theorem 3.7 (Inverse Function). Let γ > 1 and R > 0. Let E be a Banach space, x0 ∈ E.
Let ϕ : B(x0, R)→ E be an almost Lip−γ map and assume that dϕ(x0) is invertible. Then,
for every M1 > 0 and M2 > 0 such that ‖dϕ‖Lip−(γ−1) ≤ M1 and ‖dϕ(x0)
−1‖ ≤ M2, there
exists a constant δ, depending only on γ and M1M2, such that for every α such that α < R
and 0 < α ≤ δ, the map ϕ : B(x0, α)∩ϕ
−1(V0)→ V0, where V0 = ϕ(x0)+dϕ(x0)(B(0, α/2)),
is an almost Lip-γ diffeomorphism, and we have B(x0, α/3) ⊆ B(x0, α)∩ϕ
−1(V0). Moreover,
the Lip-(γ − 1) norm of dϕ−1 can be bounded from above by a constant depending only on γ
and M1 and M2.
Proof. Let M1,M2 > 0 and assume that ‖dϕ‖Lip−(γ−1) ≤ M1 and ‖dϕ(x0)
−1‖ ≤ M2. Let
δ > 0 be a constant depending only on γ and M1M2 such that the inequalities of lemma 3.3
hold true and α > 0 such that lemma 3.5 holds true. Finally, define
V0 = ϕ(x0) + dϕ(x0)(B(0, α/2))
First note that lemma 3.6 (together with the inequalities of lemma 3.3 ) shows that ϕ−1 is
differentiable at every point of V0 and that for every y ∈ V0, dϕ
−1(y) = (dϕ(ϕ−1(y)))−1.
Let n ∈ N∗ and ε ∈ (0, 1] such that γ = n + ε. We will show the assertion of the theorem
by induction. More precisely, we will prove that for every k ∈ [[1, n]], ϕ−1 is almost Lip −
(k + ε) and that there exists a constant Hk depending only on n, ε, M1 and M2 such that
‖dϕ−1‖Lip−(k+ε−1) ≤ Hk. But let us first make some remarks:
• V0 being open and convex, we can then use the criteria in proposition 1.44 to show
that ϕ−1 is almost Lip− (n+ ε).
• If we denote by i the inversion map on BL(E)(dϕ(x0),
1
2M2
) (which is a smooth map
and thus Lipschitz), dϕ−1 can then be seen as the composition map of ϕ−1, dϕ and
i:
dϕ−1 : V0
ϕ−1
−→ B(x0, α)
dϕ
−→ BL(E)(dϕ(x0),
1
2M2
)
i
−→ L(E)
For η > 0, let Cη denote the Lip− η norm of i.
We start now our induction. Let y, y˜ ∈ V0. Since, dϕ is ε-Ho¨lder and ϕ
−1 is 1-Ho¨lder
(propostion 3.5), we have then:
‖dϕ−1(y)− dϕ−1(y˜)‖ ≤ ‖i(dϕ(ϕ−1(y)))− i(dϕ(ϕ−1(y˜)))‖
≤ C1‖dϕ(ϕ
−1(y))− dϕ(ϕ−1(y˜))‖
≤ C1‖dϕ‖Lip−ε‖ϕ
−1(y)− ϕ−1(y˜)‖ε
≤ (2M2)
εC1‖dϕ‖Lip−ε‖y − y˜‖
ε
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Hence, dϕ−1 is ε-Ho¨lder. Written as a composition map, we see that dϕ−1 is bounded (by
C1). Consequently, ϕ
−1 is almost Lip − (1 + ε). Following theorem 1.18, let m > 0 be
constant dependent only on n and ε, such that ‖dϕ‖Lip−ε ≤ m‖dϕ‖Lip−(n+ε−1). Then:
‖dϕ−1‖Lip−ε ≤ H1 , where H1 = C1max(1, (2M2)
εmM1)
Let k ∈ [[1, n − 1]]. We assume that ϕ−1 is almost Lip − (k + ε) and that there exists a
constant Hk depending only on n, ε, M1 and M2 such that:
‖dϕ−1‖Lip−(k+ε−1) ≤ Hk
Then, by proposition 1.44, the almost Lipschitz semi-norm of ϕ−1 on V0 is bounded from
above by Hk. As dϕ
−1 = i ◦ dϕ ◦ ϕ−1, then, by theorem 1.47, dϕ−1 is Lip − (k + ε) with a
Lipschitz norm less than a constant Hk+1 depending only on:
• k and ε, constants of the problem;
• Ck+ε (which depends only on k, ε, M1 and M2);
• ‖dϕ‖Lip−(k+ε) (which can be controlled using only M1, k, n and ε by corollary 1.18);
• Hk which, by the induction hypothesis, depends only on k, ε, M1 and M2.
This ends the induction. Consequently, ϕ : B(x0, α)∩ϕ
−1(V0)→ V0 is an almost Lip−(n+ε)
diffeomorphism. 
Remark 3.8. In the context and notations of theorem 3.7, ϕ is in fact a Lipschitz diffeo-
morphism. We use the notion of almost Lipschitzness to highlight that the most interesting
attributes quantitatively depend only on the control of the Lipschitz norm of the derivative.
3.2. The constant rank theorem.
Definition 3.9 (Local Inverse). Let E and F be two sets. Let U be a subset of E and
ϕ : U → F be a map. We say that an E-valued map ϕˆ defined on a subset of F containing
ϕ(U) is a local inverse of ϕ on U if ϕˆ ◦ ϕ|U = IdU .
Definition 3.10 (Immersions). Let E and F be two normed vector spaces. Let U be a subset
of E and ϕ : U → F be a differentiable map. We say that ϕ is an immersion if, for every
x ∈ U , dϕ(x) is injective.
Theorem 3.11 (Constant Rank). Let γ > 1 and (p, q, k) ∈ (N∗)2 × N and M1 and M2 be
two positive real numbers. Let U be an open subset of Rp and
ϕ = (ϕ1, . . . , ϕq) : U → R
q
be an almost Lip-γ map of rank at most k. Let x0 ∈ U such that dϕ(x0) is of rank k, and let
(i1, . . . , ik) and (j1, . . . , jk) be, respectively, strictly ordered subsets of [[1, q]] and [[1, p]] such
that M = (
∂ϕir
∂xjl
(x0))1≤r,l≤k is invertible. We assume that:
‖dϕ‖Lip−(γ−1) ≤ M1 and ‖M
−1‖ ≤ M2
Then, there exists a constant c, depending only on γ, M1 and M2 and:
• An almost Lip − γ diffeomorphism f : U0 → f(U0) defined on an open subset U0 of
R
p containing x0 and such that max(‖df‖Lip−(γ−1), ‖df
−1‖Lip−(γ−1)) ≤ c.
• An almost Lip − γ diffeomorphism g : W → g(W ) defined on an open subset W of
R
q containing ϕ(x0) and such that max(‖dg‖Lip−(γ−1), ‖dg
−1‖Lip−(γ−1)) ≤ c.
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such that, for all (x1, . . . , xp) ∈ f(U0):
g ◦ ϕ ◦ f−1(x1, . . . , xp) = (x1, . . . , xk, 0, . . . , 0)
i.e.
U0(⊆ R
p)
ϕ
−→ (ϕ(U0) ⊆)W (⊆ R
q)
f
y yg
f(U0)
pi
Rk−→ g(W )
If k = p, then there exists a constant δ depending only on γ, M1 and M2 such that for every
α ∈ (0, δ] satisfying B(x0, α) ⊆ U , the above statement holds for U0 = B(x0,
α
3max(1,M1M2)
),
Moreover, ϕ|U0 is an injective immersion and admits a local inverse ϕˆ on U0 that is almost
Lip− γ and such that:
‖dϕˆ‖Lip−γ ≤ c
Proof. We start first by two changes of variables that will enable us later to see ϕ as a
projection of the first k variables around x0. We will indentify R
p (resp. Rq) with Rk⊕Rp−k
(resp. Rk ⊕ Rq−k). For x ∈ Rp, we denote by (xjl)1≤l≤k the image of x by the projection
onto Rp−k which kernel is the span of ((ejl)1≤l≤k), where (ei)1≤i≤p is the canonical basis of
R
p. We define in a similar way the vector (zir)1≤r≤k for z ∈ R
q. Now, let f1 and g1 be the
two following diffeomorphisms:
f1 : R
p → Rp
x 7→ (((x− x0)jl)1≤l≤k, ((x− x0)jl)1≤l≤k)
and:
g1 : R
q → Rq
z 7→ (((z − f(x0))ir)1≤r≤k, ((z − f(x0))ir)1≤r≤k)
Denote U1 = f1(U) and define ϕ˜ = (ϕ˜1, . . . , ϕ˜q) := g1 ◦ ϕ ◦ f1
−1, A = (ϕ˜1, . . . , ϕ˜k) and
B = (ϕ˜k+1, . . . , ϕ˜q). By the identifications made above, we can write ϕ˜ as a map depending
on two variables (x1, x2) ∈ R
k ⊕ Rp−k with values in the two-variable space Rk ⊕ Rq−k:
ϕ˜(x1, x2) = (A(x1, x2), B(x1, x2))
and ϕ˜ is such that ϕ˜(0, 0) = (0, 0). Trivially, dϕ˜, dA and dB are Lip− (γ − 1) and we have:
max(‖dA‖Lip−(γ−1), ‖dB‖Lip−(γ−1)) = ‖dϕ˜‖Lip−(γ−1) = ‖dϕ‖Lip−(γ−1)
Let f2 be the map defined on U1 by:
f2(x1, x2) = (A(x1, x2), x2)
Then f2 is differentiable at every point of U1 and df2 is Lip− (γ − 1) with:
‖df2‖Lip−(γ−1) ≤ max(1, ‖dϕ‖Lip−(γ−1)) ≤ max(1,M1)
The representation matrix of df2(0) in the canonical basis of R
p is under the form:(
M M˜
0 Ip−k
)
where M˜ is some matrix inMk,p−k that can be directly obtained from dϕ(x0). Hence df2(0)
is invertible (its inverse can be explicitly given) and there exists a real number Cp,q depending
only on p and q such that:
‖df2(0)
−1‖ ≤ Cp,qmax(1,M1)max(1,M2)
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Using theorem 3.7, let δ and c be constants depending on γ, M1 and M2 such that, for every
α ∈ (0, δ] such that B(0, α) ⊆ U1, the map:
f2 : B(0, α) ∩ f
−1
2 (H)→ H
is an almost Lip− γ diffeomorphism, where:
H = df2(0)(B(0, α/2))
and (we drop again the restriction signs .|):
‖df−12 ‖Lip−(γ−1) ≤ c
As f−12 is uniformly bounded on H (by α), then it is Lip-γ with norm bounded by a constant
depending only on γ, M1 and M2. Note also that B is Lip-γ on the bounded domain B(0, α)
with norm upper-bounded by a constant depending only on α, γ and M1. We also have
B(0, α/3) ⊆ B(0, α) ∩ f−12 (H) (this remark will be of relevance in the case k = p).
We prove now that ϕ˜ ◦ f2
−1 is independent of the second variable. Write f2
−1 under the
form:
f2
−1(y1, y2) = (C(y1, y2), D(y1, y2))
Then the identity f2 ◦ f2
−1 = Id yields:
∀(y1, y2) ∈ H : D(y1, y2) = y2 and A(C(y1, y2), y2) = y1
ϕ˜ ◦ f2
−1 is then given by:
∀(y1, y2) ∈ H : ϕ˜ ◦ f2
−1(y1, y2) = (y1, B(f2
−1(y1, y2)))
For lighter expressions, we define B˜ on H by B˜ = B ◦ f2
−1. As dϕ˜ is of rank k at most,
d(ϕ˜ ◦ f2
−1) is also at most of rank k on H . For (y1, y2) ∈ H , the Jacobian matrix of ϕ˜ ◦ f2
−1
at (y1, y2) is under the form: (
Ik 0
∂B˜
∂y1
(y1, y2)
∂B˜
∂y2
(y1, y2)
)
As this matrix is of order k at least, then necessarily ∂B˜
∂y2
(y1, y2) = 0. As H is convex, we
conclude that (on H) B˜ is independent of the second variable and so is ϕ˜ ◦ f2
−1. Note that
B(0, α
2M2
) ⊆ πRk(H) as for a ∈ B(0,
α
2M2
), we have (a, 0) ∈ H . Following this remark, define
F on B(0, α
2M2
) by F (a) = B˜(a, 0). We have then, for all (y1, y2) ∈ H :
ϕ˜ ◦ f2
−1(y1, y2) = (y1, F (y1))
F can be written as the composition B ◦ f2
−1 ◦ ik,p, with ik,p(a) = (a, 0) and is therefore,
by theorem 1.47, Lip-γ with norm bounded from above by a constant depending only on
γ, M1 and M2. We define U2 = H ∩ B(0,
α
2M2
) ⊕ Rp−k, U˜1 = f
−1
2 (U2), U0 = f
−1
1 (U˜1) and
f = f2 ◦ f1|U0 . On the one hand, one easily sees that f is Lip-γ on U0 with norm bounded
from above by a constant depending only on γ, M1 andM2.On the other hand, f
−1 is almost
Lip-γ and ‖df−1‖Lip−(γ−1) = ‖df
−1
2 ‖Lip−(γ−1).
We end this proof by introducing a final diffeomorphism. Define the open set:
W1 = B
(
0,
α
2M2
)
⊕ Rq−k =
{
(z1, z2) ∈ R
q|z1 ∈ B
(
0,
α
2M2
)}
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Let g2 be the map defined on W1 by:
g2(z1, z2) = (z1, z2 − F (z1))
dg2 is clearly Lip− (γ−1) and g2 is even an almost Lip−γ diffeomorphism. The Lip-(γ−1)
norms of dg2 and dg
−1
2 can be bounded from above by a constant depending only on γ, M1
and M2. For (y1, y2) ∈ U2:
g2 ◦ ϕ˜ ◦ f2
−1(y1, y2) = (y1, 0)
Define W = g−11 (W1) and g = g2 ◦ g1|W . Then g is an almost Lip − γ diffeomorphism and
the Lip-(γ − 1) norms of dg and dg−1 can be bounded from above by a constant depending
only on γ, M1 and M2.
The previous argument simplifies in the case k = p. In this case, U2 = B(0,
α
2M2
). Then
g ◦ ϕ ◦ f−1 = ip,q, where
ip,q : x ∈ R
p 7−→ (x, 0) ∈ Rp ⊕ Rq−p
Let ϕˆ be the map f−1 ◦ πp,q ◦ g defined on W , where
πp,q : (x, y) ∈ R
p ⊕ Rq−p 7−→ x ∈ Rp
is the projection on the first p variables. Then ϕˆ is a local inverse of ϕ on U0 and a Lip− γ
map on ϕ(U0). Writing ϕˆ as the composition of the two maps f
−1 and πp ◦ g, one gets the
control
‖dϕˆ‖Lip−(γ−1) ≤ Cγ‖df
−1‖Lip−(γ−1)
where Cγ is a constant depending on γ. Taking β =
α
3max(1,M1M2)
, then we have:
f2(B(0, β)) ⊆ df2(0)
(
B
(
0,
α
2max(1,M1M2)
))
⊆ U2
which gives the required quantification of the neighborhood of x0. 
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