Abstract-Traffic measurement and monitoring is an important component of network QoS management and traffic engineering. With high-speed Internet links, efficient and effective packet sampling techniques for traffic measurement are not only desirable, but increasingly becoming a necessity. In this paper, we propose and analyze an adaptive random packet sampling technique for traffic load measurement. In particular, we address the problem of bounding sampling error within a pre-specified tolerance level. Using real network traffic traces, we show that the proposed adaptive random sampling technique indeed produces the desired accuracy, while also yielding significant reduction in the amount of traffic samples.
I. INTRODUCTION
Traffic measurement and monitoring serve as the basis for a wide range of network QoS management and engineering tasks. With today's high-speed links, however, inspecting every single packet traversing a link is extremely costly. It may significantly impact router performance depleting processing resources [14] . With off-board measurement devices, huge volumes of data are generated which can quickly exhaust storage space. Packet sampling has been suggested as a scalable alternative to address this problem. Both the Internet IETF working groups IPFIX (IP Flow Information Export) [1] and PSAMP (Packet Sampling) [2] have recommended the use of packet sampling. 1-out-of-N , static systematic sampling is a popular sampling design employed in Cisco and Juniper routers [3] , [4] .
The foremost question regarding sampling is its accuracy. This is especially pertinent in the Internet, where traffic is known to fluctuate frequently. Inaccurate packet sampling not only defeats the purpose of traffic measurement and monitoring, but worse, can lead to wrong decisions by network operators. Another important related question is the efficiency of packet sampling. Excessive oversampling should also be avoided for the measurement solution to be scalable. Therefore, it is important to control the accuracy of estimation so as to balance the trade-off between the utility and overhead of measurements. Given the dynamic nature of network traffic, static sampling does not always ensure the accuracy of estimation, and tends to oversample at peak periods when economy and timeliness are most critical.
In this paper we develop an adaptive random sampling technique for traffic load estimation using sampled traffic measurement. Our adaptive random sampling technique differs from existing sampling techniques for traffic measurement in that it yields bounded sampling errors within a prespecified error tolerance level. Furthermore, the pre-specified error tolerance level allows us to control the performance of its application as well as the amount of packets sampled. The paper is devoted to the analysis and verification of the proposed adaptive random sampling technique for traffic load measurement.
Several sampling methods have been proposed and studied for various applications. Statistical sampling of network traffic was first evaluated in [5] for measuring traffic on the NSFNET backbone in the early 1990's. Claffy et al. evaluated classical event and time driven static sampling methods to estimate statistics of distributions of packet size and inter-arrival time, and observed that event driven outperforms time driven approach. In [6] , random packet sampling is used for evaluation of ATM end-to-end QoS such as cell transfer delay. In [8] , a probabilistic packet sampling method is used to identify large flows. Each packet has to be inspected and its sampling probability is computed based on the packet size. A sizedependent flow sampling method proposed in [7] addresses the issue of reducing the bandwidth needed for the transmission of traffic measurements to a back-office system for later analysis. None of these sampling techniques address the issue of bounding sampling errors in random packet sampling to reduce per-packet processing overhead under dynamic traffic conditions. The remainder of the paper is structured as follows. In Section II, we formally state the problem addressed in this paper. In Section III, the adaptive random sampling technique is described and analyzed. Experimental results with real network traffic traces are presented in Section IV. Section V concludes the paper.
II. SAMPLING PROBLEM FOR LOAD CHANGE DETECTION
In this section we first formulate the sampling problem for traffic load measurement. We then derive a lower bound on the number of samples needed to estimate the traffic load accurately within a given tolerance level. Based on the result, we determine the sampling probability that is optimal in the sense that it guarantees the given accuracy with the minimum number of samples. We also discuss the limitations of static sampling under dynamic traffic conditions. 
A. Bounding Sampling Errors in Traffic Load Estimation
Traffic load is the sum of the sizes of packets arriving during a certain time interval. We estimate traffic loads from packets sampled during (non-overlapping) observation periods of fixed time length (see Figure 1) . We refer to an observation period as a (load estimation) time block, or simply block. The length of a block is denoted by B, which can be configured depending on the specific engineering purposes. We bound the sampling error in each block quantitatively. In the following we state the problem of bounding sampling errors in traffic load estimation formally.
Assume that there are m packets arriving in a block, and let X i be the size of the ith packet. Hence, the traffic load of this block is V = m i=i X i . To estimate the traffic load of the block, suppose we randomly sample n (1 ≤ n ≤ m) packets out of the m packets. In other words, each packet has an equal probability p = n/m to be sampled. LetX j , j = 1, 2, . . . , n, denote the size of the jth sampled packet. Then the traffic load V can be estimated byV using the samples, whereV is given byV = m n n j=1X j . It can be shown thatV is an unbiased estimator of V , i.e., E[V ] − V = 0. The estimator can also be shown to be consistent, asV → V when n → m.
Our objective is to bound the relative error V −V V within a prescribed error tolerance level given by two parameters {η, ε} (0 < η < 1), i.e.,
In other words, we want the relative error in traffic load estimation using random sampling to be bounded by ε with a high probability 1 − η. Given this formulation of the bounded error sampling problem, the question is what is the minimum number of packets that must be sampled randomly so as to guarantee the prescribed accuracy. We address this question in the following subsection.
B. Optimal Sampling Probability
From the central limit theorem of random samples 1 [10] , as the sample size n → ∞, the average of sampled data approaches the population mean, regardless of distribution of population. Thus (1) can be rewritten as follows (See [17] for details.):
where µ and σ are, respectively, the population mean and standard deviation of the packet size distribution in a block, and Φ(·) is the cumulative distribution function (c.d.f) of the standard normal distribution (i.e.,N (0, 1)). Hence, to satisfy the given error tolerance level, the required number of packet samples must satisfy
where
and S = (σ/µ) 2 is the squared coefficient of variance (SCV ) of the packet size distribution in a block. Eq. (3) concisely relates the minimum number of packet samples to the estimation accuracy and the variability in packet sizes. In particular, it states the minimum required number of packet samples, n * , is linearly proportional to the squared coefficient of variance, S, of the packet size distribution in a block.
From (3) we conclude that the optimal sampling probability, p * , which samples the minimum required number of packets in a block, is given by
Hence, to attain the prescribed sampling accuracy {η, ε}, packets in a block must be sampled randomly with a probability at least p * . Note that to determine the optimal sampling probability p * , we need to know the actual SCV of the packet size distribution and the packet count m in a block. Unfortunately, in practice these traffic parameters of a block are unknown to us at the time the sampling probability for the block must be determined. To circumvent this problem, in Section III we develop an AR (Auto-Regressive) model to predict these parameters of a block based on past sampled measurements of previous blocks. Before we proceed to present this model, we would like to conclude this section by discussing the limitations of static sampling.
Static sampling techniques such as 1-out-of-N sampling are commonly employed in routers [3], [4] . More generally, static random sampling technique randomly samples a packet with a fixed probability. To help illustrate the importance of adjusting sampling probability, in Figure 2 we compare the optimal adaptive random sampling technique to the static random sampling technique using a trace shown in Table I . For fair comparison, the static sampling probability is set such that the amount of sampled data over the entire trace is the same as that under the adaptive random sampling technique. The top plot in Figure 2 shows the optimal sampling probability used by the adaptive sampling technique over time as well as the fixed sampling probability used by the static random sampling. The middle plot shows the resulting relative errors by both sampling techniques. The bottom plot shows the SCV of the packet sizes across the blocks. From the figure we see that when the variability of packet size distribution of a block is large, static random sampling tends to undersample packets, resulting in large estimation errors. On the other hand, when the variability of packet size distribution of a block is small, static random sampling tends to oversample packets, thereby wasting processing capacity and memory space of the measurement device. Moreover, the frequent oscillation between oversampling and undersampling of static random sampling causes undesirable increase in the variance of estimation errors. This example demonstrates that in order to ensure a desired accuracy in traffic load estimation while avoiding unnecessary oversampling, sampling probability for each block must be adjusted in accordance with the traffic load dynamics. This is the essential idea behind our proposed adaptive random sampling technique.
III. ADAPTIVE RANDOM SAMPLING
In this section we first present an AR (Auto-Regressive) model for predicting two key traffic parameters for traffic load estimation -the SCV of packet size distribution and packet count of a block -using past (sampled) data from previous blocks. We then show the bound variance of estimation with adaptive random sampling.
The efficacy of prediction depends on the correlation among the past and future values of the parameters being predicted. We have analyzed many public-domain real network traffic traces, a subset of traces we studied is listed in Table I . We found that the SCV 's of the packet sizes of two consecutive blocks are strongly correlated; the same is also true for the packet counts, m's, of two consecutive blocks. As an illustration, Figures 3(a) and 3(b) show, respectively, the scatter plots of SCV and m of two consecutive blocks using the trace Π 4 in Table I . It is evident that the values of SCV and m of two consecutive blocks are highly correlated, in that the correlation coefficients are very close to 1. In fact, there is a strong linear relationship between these values.
We employ an AR model for predicting the traffic parameters SCV and m, since it is easier to understand and computationally more efficient as compared to other time series models. In particular, using the AR model, the model parameters can be obtained by solving a set of simple linear equations [11] , making it suitable for online traffic load estimation.
We present an AR(u) model for predicting the SCV of the next block using the SCV of sampled packet sizes of the u previous blocks. Empirical studies we conducted, however, show that the AR(1) is sufficient for our purpose. Let S k be the SCV of the packet sizes in the kth block, and S s k be the SCV of the packet sizes randomly sampled in the kth block. 
Similarly, the packet count m k of the kth block can be predicted (m k ) based on the past packet counts using the AR(u) model. Notice that predicting SCV of the packet sizes using the past sampled packets introduces both estimation error and prediction error. However, for the prediction of the packet count m, it is reasonable to assume that the actual packet count of a block is known at the end of the block. In this case, we can predict the packet count of the next block using the actual packet counts of the previous blocks.
Given the predicted SCV of the packet size distribution and packet count of the next block, we can now calculate the (predicted) minimum number of required packet samples using (3) and the sampling probability for the next block:
The complexity of the AR prediction model parameter computation is only O(v), where v is the memory size. Through empirical studies, we have found that small values of the memory size (around 5) are sufficient to yield good prediction. We now quantify the impact of these prediction errors on the relative error in the traffic load estimation. Define
, which is the actual number of packets randomly sampled (on the average) in the kth block, given the (predicted) minimum sampling probabilityp k =n k /m k . Then the estimated traffic load of the kth block is giveñ
j=1X j , whereX j denotes the packet size of the jth randomly sampled packet in the kth block.
Using the central limit theorem for a sum of a random number of random variables (see p.369, problem 27.14 in [12] ), we can establish the following two lemma and theorem. The proofs can be found in [17] .
Lemma 1: Theorem 2: The variance of the relative error in estimating the traffic load V k of the kth block is theoretically bounded as:
Notice that the variance of adaptive random sampling is independent of the distribution of objects being sampled and is controllable by the accuracy parameter.
IV. EMPIRICAL EVALUATION
In this section we empirically evaluate the performance of our adaptive random sampling technique using the real network traces. The traces used in this study are obtained from NLANR [13] , and their statistics are listed in Table I .
To validate the prediction model used in our adaptive random sampling technique, we first compare the performance of our technique with that of the ideal optimal sampling in which the sampling probability for each block is computed using actual the SCV of the packet sizes and packet count. The results are shown in Figure 4 . The figure on the top shows the time series of the original traffic load, the estimated traffic loads using both the ideal optimal sampling and the adaptive random sampling with prediction. For the accuracy parameters of {η, ε} = {0.1, 0.1}, the series are very close and hardly differentiable visually. The figure on the bottom shows the cumulative probability of relative errors in traffic load estimation for both the ideal optimal sampling and adaptive random sampling with prediction. The horizontal line in the figure indicates the (1 − η)th quantile of the errors. We see that for both the sampling methods, the traffic load estimation indeed conforms to the pre-specified accuracy parameter.
To further investigate the performance of the adaptive random sampling with prediction, in Figure 5 (a) we vary the error bound ε (while fixing η at 0.1), and plot the corresponding (1−η)th quantile of relative errors. We see that the (1 − η)th quantiles of relative errors for the whole range of the error bound ε stay close to the prescribed error bound. For comparison, in the figure we also plot the corresponding results obtained using the static random sampling. The (fixed) sampling probability of the static random sampling is chosen such as the sampling fraction over the entire trace is the same as that of the adaptive random sampling, for a fair comparison. We see that for all range of the error bound, the static random sampling produces much larger the (1 − η)th quantile of relative errors.
We also measure the resource efficiency using the sampling fraction. We choose the (fixed) sampling probability for the static random sampling in such a manner that the (1 − η)th quantile of relative errors satisfies the same error bound as the adaptive random sampling. Figure 5(b) shows the sampling fraction of the two sampling methods as we vary the error bound ε. For both methods, tighter error bound requires more packets to be sampled. However, for the same error bound, the adaptive random sampling requires far fewer packets to be sampled overall. In summary, the our results demonstrate the superior performance of our adaptive random sampling technique over the static random sampling both in terms of accuracy and resource usage.
V. CONCLUSIONS In this paper, we proposed an adaptive random sampling technique that bounds the sampling error to a pre-specified tolerance level while minimizing the number of samples. We have shown that the minimum number of samples needed to maintain the prescribed accuracy is proportional to the squared coefficient of variation (SCV ) of packet size distribution. Since we do not have a priori knowledge about key traffic parameters -SCV of packet size distribution and the number of packets, these parameters are predicted using AR model. The sampling probability is then determined based on these predicted parameters and thus varied adaptively according to traffic dynamics. From the sampled packets, the traffic load is then estimated. We have experimented with real traffic traces and demonstrated that the proposed adaptive random sampling is very effective in that it achieves the desired accuracy, while also yielding significant reduction in the fraction of sampled data. As an extension of this work, we are working on a sampling technique to address the problem of flow size measurement.
