We apply the MEGNO (Mean Exponential Growth of Nearby Orbits) technique to the dynamics of Jovian irregular satellites. The MEGNO indicator is an effective numerical tool to distinguish between quasi-periodic and chaotic orbital time evolution for a given dynamical system. We demonstrate the efficiency of applying the MEGNO indicator to generate a mapping of relevant phase-space regions occupied by observed jovian irregular satellites. The construction of MEGNO maps of the Jovian phase-space region within its Hill-sphere is addressed and the obtained results are compared with previous studies regarding the dynamical stability of irregular satellites. Since this is the first time the MEGNO technique is applied to study the dynamics of irregular satellites we provide a review of the MEGNO theory. We consider the elliptic restricted three-body problem in which Jupiter is orbited by a massless test satellite subject to solar gravitational perturbations. The equations of motion of the system are integrated numerically and the MEGNO indicator computed from the systems variational equations. An unprecedented large set of initial conditions are studied to generate the MEGNO maps. The chaotic nature of initial conditions are demonstrated by studying a quasiperiodic orbit and a chaotic orbit. As a result we establish the existence of several high-order mean-motion resonances detected for retrograde orbits along with other interesting dynamical features. The computed MEGNO maps allows to qualitatively differentiate between chaotic and quasi-periodic regions of the irregular satellite phase-space given only a relatively short integration time. By comparing with previous published results we can establish a correlation between chaotic regions and corresponding regions of orbital instability.
INTRODUCTION
The existence of natural satellites in orbit around Solar System giant planets has been known since Galileo discovered the four inner regular moons of Jupiter. Since then two classes of natural satellites have been identified to orbit the outer giant planets: regular and irregular satellites. The study of irregular satellites is interesting as they are located close to the Hill sphere boundary of the parent planet. Consequently Solar perturbations are present and chaotic behaviour is expected in the time evolution of their orbits. Recent reviews on the subject of irregular satellites are given in Peale (1999); Jewitt & Haghighipour (2007) ; Nicholson et al. (2008) . Regular satellites are characterised by circular orbits located close to the equatorial plane of the planet. This is the case of the Galilean satellites of Jupiter. The class of irregular satellites E-mail: tobiash@astro.ku.dk differ in being on large eccentric and highly inclined orbits in either prograde (direct) or retrograde motion.
The majority of the current population of giant planet irregular satellites have been discovered by ground-based large aperture optical telescopes operating in dedicated survey programs over the past 10 years (Gladman et al. 1998 (Gladman et al. , 2000 (Gladman et al. , 2001 Sheppard & Jewitt 2003; Holman et al. 2004; Sheppard et al. 2005 Sheppard et al. , 2006 . The most abundant irregular satellite population is observed to exist at Jupiter counting approximately 60 members at the current time. An interesting dynamical property of the phase space distribution of orbital elements is the clustering in distinct families for both prograde and retrograde irregular satellite members (Nesvorný et al. 2003 (Nesvorný et al. , 2004 regular satellites. The most favoured formation scenario is capture from an initial heliocentric orbit. The key element of permanent capture is the necessity of a frictional force (due to a gaseous environment) or energy transfer through close-encounter. Both processes are capable to dissipate orbital energy and provide a viable dynamical route to form a given population of irregular satellites. For a description of various capture scenarios we refer to Jewitt & Haghighipour (2007) .
Several authors have studied general stability properties of irregular satellites. Haghighipour & Jewitt (2008) studied the region between Callisto and the innermost Jovian irregular satellite Themisto (30 R Jup < r < 80 R Jup where R Jup is Jupiters radius and r is the distance of the satellite to Jupiter). Despite observational evidence indicating that this region is void of a satellite population they showed that a large fraction of this region renders possible satellite orbits stable for at least 10 Myrs. Extensive stability surveys of irregular satellites close to the Hill sphere of the giant planets have been carried out by Carruba et al. (2002) ; Nesvorný et al. (2003) by recording the lifetimes of irregular satellite test particles in various parameter surveys. Yokoyama et al. (2003) studied the region 250 R Jup < r < 370 R Jup for prograde Jovian irregular orbits in the semi-major axis and inclination plane finding evidence of the presence of secular perturbations (Whipple & Shelus 1993; Cuk & Burns 2004; Nesvorný & Beaugé 2007) . Stability properties of irregular orbits at the outer regions around the giant planet's Hill sphere and beyond were studied by Shen & Tremaine (2008) .
Motivated to study the phase space topology structure of irregular satellites in detail we applied the MEGNO chaos indicator (Cincotta & Simó 2000; Goździewski 2001; Goździewski et al. 2002) to qualitatively differentiate between quasi-periodic and chaotic phase space regions. Initial tests showed that MEGNO is efficient in showing chaotic regions using relative short integration times of the orbit. In this work we outline the basic principles of the MEGNO indicator as this is the first time this technique is applied to the dynamics of irregular satellites.
The structure of the paper is as follows. In section 2 we present the model and numerical methods used as well as initial conditions and definitions of angular variables. Section 3 presents a review of the MEGNO chaos indicator and an outline of its computation. Its relation to the Lyapunov exponent is reviewed and tests on numerical accuracy are presented. Section 4 describes the construction of dynamical maps of Jovian irregular satellites as studied in this work. Section 5 presents and outlines essential steps to obtain the secular system of the time variation of a satellite's Keplerian elements using a time-averaged running window. Section 6 presents our results with comparison to previous work and section 7 concludes this work.
MODEL, NUMERICAL METHODS AND INITIAL CONDITIONS
The results obtained in this work are based on the elliptic restricted three-body problem. We integrate the equations of motion of the system (Morbidelli 2002) 
Here n = 2 in a jovian centric reference frame with m 0 denoting the mass of Jupiter and k 2 denotes the Gauss gravitational constant. The positions (relative to Jupiter) and masses of the satellite and Figure 1 . Graphical illustration of the relationship between angles in a heliocentric reference system and a planetocentric system. In both panels ϒ denotes the reference direction from which inertial angles are measured and the orbital motion is counterclockwise. Panel A: Shows the orbit of (J)upiter with respect to the (S)un. Jupiters orbit is strongly exaggerated in its eccentricity for reasons of clarifications. In the current situation the longitude of pericenter of Jupiter is ϖ hel J = 135
The orbit of (S)un with respect to (J)upiter. Here the longitude of perijove ϖ jov = 315 • .
the Sun are (r 1 , m 1 ) and (r 2 , m 2 ), respectively. In this model the satellite is orbiting Jupiter and its orbit is subject to Solar perturbations. In all integrations we regard the satellite as a test particle of zero mass. Oblateness effects from Jupiter are not considered in this model and perturbations from other planets are omitted as well.
We consider this simplified model for two reasons. First the purpose of this paper is to demonstrate and apply the MEGNO chaos indicator to the dynamics of irregular satellites and secondly we aim to qualitatively identify chaotic regions originating from Solar perturbations only. If we were to include oblatenes and planetary perturbations cause and effect would be very difficult to isolate. The orbit of the satellite was obtained by the numerical integration of Eq.
(1) using the 1) 15th-order Radau integration algorithm as implemented in the latest version of the MERCURY package (Chambers & Migliorini 1997; Chambers 1999) and 2) the GraggBulirsch-Stoer (GBS) extrapolation algorithm (Hairer et al. 1993) as implemented in the CS-MEGNO code (Goździewski 2001) . The Radau integrations were used to study individual satellite orbits on the long-time scales and the GBS integrator was used for the generation of MEGNO maps over the observed irregular satellite phase space region. Initial conditions (geometric cartesian elements relative to Jupiter's centre of mass) for the Sun and observed irregular satellites have been obtained from the JPL Horizon 1 Ephemeris generator (Giorgini et al. 1996) at the epoch 01-Jan-2005 (12:00 UT). It is worth to note that the Horizon Ephemeris generator cannot output osculating Keplerian elements of the Sun with respect to another object in the Solar System. Only cartesian vectors can be retrieved for the Sun relative to Jupiter. For the computations of the stability maps (see section 6.1) we have transformed the Sun's cartesian elements to Keplerian elements using the MCO X2EL.F subroutine as implemented in the latest version of MERCURY. The transformation introduces round-off errors not larger than 10 −10 in the absolute errors which is much smaller than the error of observed elements of irregular satellites (e.g 15 meters in the semi-major axis). The retrieved initial conditions are referred to the ecliptic and mean equinox (xy-plane is the orbit of Earth) at reference frame ICRF/J2000.0. In this work we will present our results in a planetocentric reference system where Jupiter is at the centre and the ecliptic is the reference plane. Thus we denote the planetocentric elements 2 of a satellite as (a, e, I, ω, Ω, M) (where M is the mean anomaly) and we use the subscript to indicate the Sun's orbit relative to Jupiter and the subscript J to denote the orbit of Jupiter in the heliocentric reference system. For the longitude of perijove of prograde irregular satellites we use the usual definition ϖ = Ω + ω. For retrograde satellites we use ϖ = Ω − ω. The mean longitude of an irregular satellite is then given by λ = ϖ + M.
In order to compare our data with previous published results in the literature using both planetocentric and heliocentric orbital elements we briefly point out the relationship of angles measured in the two reference frames. Changing the coordinate system from heliocentric to a jovicentric system leaves the semi-major axis and eccentricity unchanged as these quantities are invariable under a coordinate transformation. In Fig. 1 we demonstrate the relationship between the longitude of pericenter of the two bodies in the two reference system. If ϖ hel J is the longitude of Jupiter in the heliocentric system and ϖ jov denotes the longitude of the Sun in the jovicentric system, then from geometric arguments we have
A similar argument will lead to the relationship λ hel J = λ jov + 180 • relating the mean longitudes of Jupiter and the Sun. The orbital inclination (I , I J ) and the argument of node (Ω , Ω J ) are unchanged under the transformation.
THE MEGNO CHAOS INDICATOR
The time evolution of irregular satellite orbits exhibits both quasiperiodic and chaotic dynamics (Whipple & Shelus 1993; Saha & Tremaine 1993; Goldreich & Rappaport 2003 ). An efficient numerical method to detect phase space regions resulting in chaotic or quasi-periodic initial conditions is provided by the MEGNO (Mean Exponential Growth of Nearby Orbits) factor (or indicator). The MEGNO technique was first introduced by (Cincotta & Simó 2000; Cincotta et al. 2003) and were originally inspired from the concept of 'conditional entropy of nearby orbits' (CENO) (Cincotta & Simó 1999; Gurzadyan 2000) . It can be applied to any dynamical system with more than two degrees of freedom and has found widespread applications in dynamical astronomy ranging from galactic dynamics to stability analysis of extrasolar planetary systems and Solar System small body dynamics (Cincotta et al. 2003; Goździewski 2001 Goździewski , 2002 Goździewski , 2004 Breiter et al. 2005) . By numerically evaluating the MEGNO factor after a given integration time one obtains a quantitative measure of the degree of stochasticity of the system. One method (Morbidelli 2002; Dvorak et al. 2005 , and references therein) to discriminate between ordered (or regular) and chaotic (very often associated with orbital instabilities) satellite orbits, is the calculation of the system's Lyapunov characteristic exponents (LCE) or Lyapunov characteristic numbers (LCN). From the theory of dynamical systems each system has a spectrum of Lyapunov exponents (possibly complex eigenvalues) each associated to a given eigenvector of the system. The Lyapunov exponents describe the rate of change of its corresponding eigenvector in time. The number of positive (or vanishing) Lyapunov exponents indicates the number of independent directions in phase space along which the satellite orbit exhibits chaotic (or quasi-periodic) behavior (Morbidelli 2002) . In particular, MEGNO is closely related to the maximum Lyapunov exponent (MLE or sometimes referred to maximum Lyapunov numbers, 2 the orbital inclination of a satellite is measured relative to the ecliptic. MLN) providing a quantitative measure of the exponential divergence of nearby orbits and belongs to the class of fast Lyapunov indicators (Morbidelli 2002) .
In this work, we apply the MEGNO criterion to the dynamics of Jovian irregular satellites. Details on the MEGNO concept and its numerical computation can be found in Cincotta et al. (2003) and Goździewski (2001) . Since the MEGNO technique is applied for the first time to the dynamics of irregular satellites, we give a short review of the most important aspects of MEGNO and provide additional information on its numerical computation.
The Lyapunov Exponent
The maximum Lyapunov exponent γ, provides a useful quantitative measure to study the dynamical nature of the time evolution of a satellite orbit in phase space and is defined as
where δ(t) is the variational vector and measures the distance in phase space between two initially nearby orbits as a function of time. The second equality is easily realised by change of variables 3 . For γ > 0, an initial separation grows exponentially in time (definition of chaotic motion) at the rate e γt or decays, if γ < 0. In the case γ = 0, the time rate of change of the variational vectorδ is 0. Since the (elliptic) restricted three-body problem is a conservative system the case γ < 0 is never encountered and would indicate the presence of dissipative forces. In practical computations only a finite time estimate γ(t) of γ(s) is obtained after integration time t. In our computations, we will pay some attention on the proper choice of t. Usually the convergence of γ(t) is slow and a reliable numerical estimate of γ requires a long integration time of the dynamical system. When exploring the dynamics of a large portion of phase space, short integration times are preferred when exploring the phase-space structure. For classic computations of the Lyapunov exponents from the variational equations we refer to (Benettin et al. 1980; Wolf et al. 1985) .
Mathematical properties of MEGNO
A faster convergence property is obtained from the mean exponential growth factor of nearby orbits. The MEGNO indicator is closely related to the definition of γ and is defined as
along with its time-averaged mean value
Cincotta & Simó (2000) showed that Y (t) converges faster to its limit value than the Lyapunov characteristic number. In the former definition the relative rate of change of the separation vectorδ/δ, is weighted with time during the integration giving preference to the memory of late evolutionary behavior of the separation vector (Morbidelli 2002) . The time-weighting factor introduces an amplification of any stochastic behavior, allowing an early detection of chaotic motion (Goździewski 2001) . Computing the time evolution of Eq. (4) for a set of initial conditions allows the study of the dynamical properties in a given phase space region. Following Cincotta & Simó (2000) ; Cincotta et al. (2003) , if the motion is of quasi-periodic nature, then δ grows linearly in time and Y will exhibit asymptotic oscillations about 2 for t → ∞. In the case of chaotic initial conditions, Y (t) = γt/2 for t → ∞. The latter equation relates the Lyapunov characteristic number to the limiting value of Y (t) at integration time t. A linear best fit to Y (t) would recover the Lyapunov characteristic number (Goździewski 2001) . In summary, the time-averaged MEGNO ( Y (t)) converges faster to its limit value compared to the standard calculation of the Lyapunov characteristic number. This property allows a more rapid exploration of the dynamical phase space structure.
Numerical calculation of Y (t) and Y (t)
In practice, Y (t) and Y (t) are calculated by rewriting Eqs. (3) and (4) into two differential equations (Goździewski 2001) 
where Y (t) = 2x(t)/t and Y (t) = w(t)/t. To obtain x(t), w(t) the two first-order coupled differential equations are solved along with the equations of motion. Initial condition for the variationals are chosen using a random generator. The quantities δ = R δṙ anḋ δ = R δv of the i'th body are obtained by solving the variational equations δ = δv andδ = δv (Mikkola & Innanen 1999) . At each time step we have for the i−th body the variationals
the first term describes the variation in the 2-body Kepler orbit and the variation in perturbations (or interactions) is
Here, r i j = r j − r i , δr i j = δr j − δr i and δr 0 j = δr j − δr 0 , where the zero superscript denotes the central body. Eqs. (6)- (7) are computed in a straightforward way once the initial conditions have been defined for the variationals and the initial osculating orbits.
Numerical accuracy tests
The MEGNO indicator is numerically computed as outlined in the previous section using the Gragg-Bulirsch-Stoer integration algorithm (Hairer et al. 1993) . All computations are carried out using double precision arithmetic. To control the numerical errors during computations two accuracy parameters are necessary for a GBS integration. The two parameters control the absolute (δ) and relative (ε) error tolerances for any given integration and both needs to be specified for a given accuracy requirement. In practical computations the usual choice of (δ, ε) falls into the range from one part in 10 9 down to the limit of the machine precision (10 −16 ) (depending on architecture). To find a suitable (δ, ε) set, we integrated several 2-body Kepler problems for 10 million years by following the orbit of Himalia. In that case the motion is expected to be quasi-periodic, and we use it as a test case to determine confidence of the computed MEGNO indicator which should converge to Y (t) = 2.0. Initial numerical tests showed that the convergence of Y depends on the accuracy of the numerical integration. This property was already outlined in Goździewski (2001) . We integrated Himalia's orbit (without Solar perturbations) for different combinations of the tolerance parameters. In total we considered (14 × 14) combinations with (δ, ε) ranging from 10 −10 to 10 −16 . The result of the integrations is shown in Fig. 2 . The left figure panel shows the numerical value of Y (gray-scale color coded) at the end of the integration for a given combination of (δ, ε). The right panel in Fig. 2 shows the time evolution of Y (t) of a few selected combinations of the tolerance parameters. The (δ, ε) combinations resulting in the cases denoted by (A-E) are evidently of poor numerical accuracy showing Y 2.0 after 10 million years. We interpret this result as artificial numerical chaos, the result of the poor resolution of time descretisation in the integration algorithm. The cases (F,G,H,I) show a significant better agreement with the expected value of Y = 2.0 with some numerical fluctuation of Y observed during the integration. From the numerical experiments we fix (δ, ε) = (10 −16 , 10 −15 ) for all MEGNO computations in the present work. In addition, we monitor the relative energy error dE/E and note the maximum value reached during a given integration. For our choice of the tolerance parameters the average maximum relative energy error is on the order of dE/E ∼ 10 −11 over 1 million years. By examining several spot tests on the time evolution of the relative energy error no systematic trends were observed only exhibiting a random walk over time. For all orbits the maximum relative energy error were smaller than 10 −12 though in the restricted three-body problem this does not reflect the accuracy of the orbit of a massless test satellite. For that reason we follow the same approach as outlined in Nesvorný et al. (2003) and monitored the Jacobi constant during the numerical integration and found a maximum relative change of this quantity to be on the order of typically 10 −6 . We also computed the absolute error of the semi-major axis (|a (t) − a |) of the Sun and found it to be less than a few parts in 10 −12 . This means a preservation of 8 significant digits of the semi-major axis over 60000 years. Since we are not aiming at generating high-accuracy ephemerides of irregular satellite orbits we consider these tests as sufficiently reliable in order to establish confidence in our results presented in this work. In addition, uncertainties in observed orbital elements of irregular satellites are assumed to be much greater than rounding/truncation errors introduced by the numerical integration algorithm. 
Numerical examples of test orbits and limitations
As an example Fig. 3 shows the time evolution of Y (t), Y (t) for the irregular satellite Ananke over a time span of 1 Myrs. In this integration, gravitational perturbations from the Sun were included and it is observed that Ananke's orbit exhibits a weak sign of chaoticity. It is evident that no clear convergence of Y → 2 is observed. Also the time evolution of Y (t), Y (t) suggests that the time-averaged MEGNO ( Y ) is more reliable to indicate the presence of chaotic behavior as Y (t) exhibits large variations about Y (t) = 2.0 during the integration.
In Fig. 4 we show the results of calculating Y of four selected irregular satellites (Carme, Himalia, Sinope and Themisto) over 1 Myr. Our results suggest that both Themisto and Himalia (both on prograde orbits) shows chaotic behaviour as their calculated Y show clear sign of divergence from 2.0. The contrary is seen for the orbits of Carme and Sinope (both on retrograde orbits) indicating convergence (although slow for Carme) towards 2.0 indicating quasi-periodic time evolution. This result is in agreement with what is expected from numerical simulations. Prograde orbits tend to be less stable compared to retrograde orbits (Hamilton & Krivov 1997; Nesvorný et al. 2003) . It is noteworthy that although the calculation of Y is a powerful numerical tool for the detection of chaotic initial conditions it is necessary to be cautious when interpreting results. As mentioned previously two of the irregular satellites (Themisto and Himalia) show a weak sign of chaotic behaviour with Y diverging from 2.0 with | Y − 2.0| < 0.0003 after 200000 years. In a MEGNO map such an initial condition would appear as quasi-periodic considered the large range in Y covering several orders of magnitude. Therefore it is imperative to point out that every numerical tool used to differentiate between quasiperiodic and chaotic behaviour is only capable of showing quasiperiodicity up to the integration time. On the contrary once chaotic behaviour (excluding numerical chaos) has been detected the orbit can be claimed chaotic for all times. If each initial condition in the MEGNO maps presented in this work were calculated on time scales similar to the age of the Solar System it is likely that no quasi-periodic orbits are detected. In our maps we can with high confidence associate chaotic regions with unstable orbits where the satellite either escapes or experience a collision with one of the inner moons or if the eccentricity grows high enough (due to the Kozai mechanism) the satellite may even collide with Jupiter itself. a) 
. Demonstrating the process of successive smoothing using a running window time average applied on the semi-major axis. See text for details.
CONSTRUCTION OF MEGNO, ME, MS AND MI MAPS
In this work we color code the MEGNO indicator on a 2-dimensional phase space section mapping out the dynamics of irregular satellites. In particular we show the dynamics in (a, I)−space, where a is the semi-major axis and I denotes the orbit inclination. We chose initial conditions in which orbit inclinations are relative to ecliptic (see IC section). For a given range in semimajor axis and inclination the grid of initial conditions in the maps are given by
and
where i = 0, . . . N x and j = 0, . . . N y are integers defining the grid resolution. Chosing a large (N x , N y ) will result in a more detailed mapping of phase-space structures in (a, I) space. The range in semi-major axis is chosen to span a ∈ [0.04, 0.20] AU ([0.11, 0.56 ] R H , [83, 419] R Jup ). Satellite inclinations cover the range I ∈ [0, 180] degrees considering both prograde and retrograde satellite orbits. In all MEGNO maps we chose to color code initial conditions resulting in quasi-periodic motion by blue (see the electronic version of this work). In the quasi-periodic case we have | Y − 2.0| < 0.01 at the end of the numerical integration. In addition, we also provide maps showing the maximum eccentricity (ME) of an orbit at a given initial grid point. ME maps were constructed in parallel with the MEGNO calculations. The osculating elements were measured at each completed Jovian period and the maximum value is determined by comparing with a previous measurement of the eccentricity.
SMOOTHING ORBITAL ELEMENTS
To study the secular system of irregular satellites we have to filter out the fast frequencies. Saha & Tremaine (1993) already pointed out that the unfiltered variations in the action elements (semi-major axis, eccentricity and inclination) are larger than the filtered time series of a given element. This means that the fast variations (highfrequency terms) are much larger in amplitude than the slow variations (long-period terms). Hence the secular system is masked by the high frequencies. In this work an initial preliminary study of several test orbits confirmed this dynamical behaviour and we find that the most interesting dynamical features are to be found in the secular system. To obtain the secular system one can either average out the fast frequencies by applying a digital filter in either the time or frequency domain (Carpino et al. (1987); Quinn et al. (1991) ; Saha & Tremaine (1993) ; Michtchenko & Ferraz-Mello (1995) ) or by simply averaging out all quasi-periodic oscillations with a running window average (Morbidelli 1997; Morbidelli & Nesvorný 1999) . In order to study the secular system we smooth the orbital elements of a given time sequence A i using the SMOOTH function as implemented in IDL 4 . The smoothing procedure is a running window average applied on the full data set as obtained from a numerical integration. The output of a given numerical integration is given as a time sequence of orbital elements sampled at regular intervals of length ∆T . For a given sequence of an orbital element A i = A(t i ) with t i = t 0 + i∆T (for i = 0, 1, . . . , N) the smoothed (secular) sequence R i is given by
Here N is the number of data points from the numerical integration and w is the (running) window width over within which the original data set is averaged on. In units of time the window width is simply w∆T . The window width represents a free parameter and basically controls the supression of dynamical features seen in the data set: a too short window will have little smoothing effect and thus the fast frequencies are retained; a too large window width will suppress long-period features that appear on secular time scales. In practice some experimentation is needed in order to determine a satisfying window width. In this study we have performed an extensive survey of various window widths. In each plot showing smoothed orbital elements we have chosen the most appropriate window width in order to highlight the secular changes of a particular orbit. Some care has to be taken when smoothing angular variables. As already mentioned by Saha & Tremaine (1993) filtering (or smoothing) an angular variable is problematic as angles may change discontinuously over the time sequence (i.e from −π to π). Applying a running window smoothing procedure directly to an angular variable introduces spurious results around discontinuities. To circumvent this problem, we transform a given angular variable to a continuous signal. Let θ be an angular variable changing discontinuously at times during the numerical integration. Then we transform to the following continuous variables
where A is some suitable constant. Here we chose A = 1. The IDL SMOOTH smoothing procedure is then applied to each of the quantities p, q and we obtainp,q after which we obtain the smoothed angleθ fromθ = arctan(q/p). An important note about the SMOOTH routine is the following. The averaging behaviour at the beginning and end of the original time sequence depends on the optional edge truncate keyword passed to the SMOOTH function. If this keyword is enabled the smoothing procedure might introduce false/misleading averages at the beginning and end of the smoothed signal. Details can be found in the IDL documentation. In addition if this keyword is disabled then it is important to note that R i = A i for the first data points up to (but not including) (w − 1)/2 and R i = A i from N − (w + 1)/2 (but not including) to N.
We demonstrate the effect of successively applying timeaveraging smoothing windows to the time evolution of the semimajor axis in Fig. 5. Fig. 5a shows the whole signal over 60000 yrs with a sampling frequency of 40 days. At this stage a secular period of about 2400 years is clearly present in the frequency spectrum of the signal. Fig. 5b shows the first 200 years of the full data set (thin line) which is dominated by the orbital frequency of the satellite and an approximately 12 year period (Jupiter's orbital period). When applying two successive smoothing windows to the raw data with window width 3 yrs and 12 yrs we obtain the average signal overplotted as a thick line in Fig. 5b . Fig. 5c shows a zoom of the smoothed signal over the whole integration time (note the difference in range of the semi-major axis). Fig. 5d (thin line) shows the first 3500 yrs of the previous signal. This time we detect a 34 year periodicity in the semi-major axis. Applying a smoothing window removes the 34 yr period (thick line in Fig. 5d ) and the smoothed signal over the 60000 yrs is shown in Fig. 5e . Furthermore a 140 yr period signal is present in the semi-major axis as shown in Fig. 5 . Applying a fourth smoothing window to the original raw signal now also removes this period and we end up with the secular signal (2400 yr period) shown in Fig. 5f .
In Fig. 6 we show examples of the effect of the smoothing procedure when applied to the numerical solution of two different initial conditions located close to each other in (a, I)-space. In both panels we show the semi-major axis, eccentricity, inclination and the angle ϖ − ϖ for each initial condition. The left (right) panel is the result of integrating initial condition IC-I (IC-II) as indicated in Fig. 7 . Each orbit were integrated for 60000 years, the integration length of each grid point in the MEGNO maps. The black bars (or sometimes scattered data points) shows half the window width (see figure caption for more details) and has been experimentally determined based on qualitative judgment with the goal to enhance the underlying dynamical changes in a given osculating element. As already pointed out in Saha & Tremaine (1993) we again observe that most of the variation in the orbital elements are found in the fast frequencies. A visual inspection of the time evolution of initial condition IC-I confirms its chaotic nature as correctly identified by MEGNO. For comparison a time-running window with identical window width has been applied to initial condition IC-II. Its quasiperiodic nature is clearly visible over the considered time span. From experimentation with the window width we observed that increasing the width averages out more and more quasi-periodic oscillations. No chaotic behaviour has been observed when increasing the window width. Following (Morbidelli & Nesvorný 1999, p.301) by applying a time-running window smoothing procedure to a given osculating element we obtain the corresponding proper element. If the orbit evolves quasi-periodically (regular motion with a limited number of frequencies) in time then the corresponding proper element is a constant of motion. On the other hand if the corresponding proper element is chaotic then it exhibits a random walk in time. The chaotic nature of integrating initial condition IC-I particularly manifests itself in the time evolution of ϖ − ϖ as shown in Fig. 6h (left panel) . This angle repeatedsly changes from libration to circulation; this is characteristic of chaotic behaviour (i.e perturbed pendulum model). For comparison this angle circulates for initial condition IC-II (quasi-periodic) over the entire integration time span without any change in oscillation mode.
RESULTS AND DISCUSSION

MEGNO, a max and e max maps
Our results on computing the MEGNO indicator over a large grid in (a 0 , I 0 )-space is shown in Fig. 7 We chose to consider this part of phase-space in order to compare with previous results as published by Carruba et al. (2002) 5 and Yokoyama et al. (2003) . These authors explore similar phase space regions although they consider a much smaller grid of initial conditions. Reproducing previously published results motivated us to apply and compute the MEGNO indicator over a much larger region occupied by the outer irregular Jovian satellites. In our work at initial time the eccentricity was set to e 0 = 0.20 and the remaining Kepler elements (ω 0 , Ω 0 ) were set to zero with M 0 = 90 • . We calculated the MEGNO indicator for 35100 initial conditions (N x , N y ) = (195, 180) . The orbit of each initial condition were integrated for 5 × 10 3 P J years ( P J is the orbital period of Jupiter).
To save computing time we stopped a given integration as soon as Y 10.0. The MEGNO indicator is then color-coded with Y = 2.0 indicating quasi-periodic motion and we only plot Y 4 to enhance the contrast of dynamical features in the transition region were the dynamics change from quasi-periodic to chaotic. Figure 7a shows several interesting regions of chaotic and quasi-periodic nature with unprecedented detail. We decided to compute high resolution maps to study this interesting region. A zoom plot is shown in Fig. 7b and corresponds to the area within the box in the upper right corner of Fig. 7a . The labels IC-I and IC-II correspond to initial conditions for two hypothetical (retrograde) irregular satellites.
In parallel with computing Y to detect chaos we also recorded the maximum values of the test satellites semi-major axis and eccentricity every orbital period of the Sun. Fig. 8 and 9 show the corresponding maps. It is now apparent that the global chaotic region results in either escape or collisions after only 5 × 10 3 P J years. From this result we can conclude that the large chaotic region detected in the MEGNO map is strongly correlated with either escape from the Jovian Hill sphere or collisions with Jupiter itself. It is also interesting to note that over a large range the orbit size (semi-major axis) remains close to its initial value. Furthermore we also note that the locations of mean motion resonances are not visible in the zoom plot (Fig. 8b) as otherwise indicated Figure 9 . Same as Fig. 8 but using e max for the colorcoding. Note the horizontal feature of enhanced eccentricity for both pro-and retrograde satellites. This feature was also reported to exists from a 1 Myr integration (Yokoyama et al. 2003, fig.6 ).
by MEGNO. This indicates that the semi-major axis is unaffected by the presence of mean motion resonances and MEGNO is efficient in detecting mean motion resonances. A different picture is obtained when studying the maximum eccentricity attained during a numerical integration of a test satellite. Fig. 9 shows a clear dependence of e max with inclination. In a later section we will study and discuss the time evolution of these initial conditions to unravel their chaotic and quasi-periodic nature in detail presenting a proofof-concept of detecting chaotic initial conditions. In this work we will discuss the location of mean motion resonances and postpone the study and discussion of other features (boxes located at polar and prograde orbits) in a future work. If n and n J denotes the meanmotion of the satellite and Jupiter respectively, then the semi-major axis of a satellite in a n : n J mean-motion resonance with Jupiter is given by
Fine structure of mean-motion resonances
where a J , m J denote Jupiter's semi-major axis and mass, respectively. M is the mass of the Sun. In the figure we show the location of several mean-motion resonances by arrows. See Table 1 for their nominal locations. Several high-order mean-motion resonances are detected.
When compared to the current population of observed irregular satellites it is interesting to note the large scatter in (a, I) elements of the Pasiphae group. Fig. 7b strongly implies that several members of this group are strongly affected by the dynamics within high-order mean-motion resonances. The dynamical consequences of mean-motion resonances on the orbits of irregular satellites were already reported by Saha & Tremaine (1993) discussing the n − 6n J ∼ 0 resonance of Sinope and possibly S/2001 J11 (Nesvorný et al. 2003) . Showing a more compact distribution of the osculating elements members of the Carme family are on less inclined orbits I ≈ 165 • . It appears that the dynamical effects of the mean-motion resonances occurs at a smaller magnitude for this group possibly having the effect of a smaller dispersion in orbital elements. In addition the Ananke group shows also a small scatter in their orbital elements possibly due to the close proximity of the 7:1 mean-motion resonance. The coincidence between the scatter of orbital elements of retrograde satellites and the presence of mean-motion resonances is probably not by chance. We stress that this work does not address the dynamical significance and effects of mean-motion resonances. Our results raises the question of the dynamical effects of mean-motion resonances on the orbital elements on a compact group of satellites. We will address this question in a future work and study the distribution of orbital elements of an initial compact group by gravitational scattering in mean-motion resonances.
Chaotic regions and Kozai mechanism
From the MEGNO map (Fig. 7a) , we observe a clear distinction between quasi-periodic and chaotic phase space regions. The general chaotic region for prograde satellites starts from a = 0.14 AU (0.39 R H , 293 R Jup ) and outwards. Stable quasi-periodic orbits for the retrograde satellites are found for orbits with semimajor axis up to 0.195 AU (0.55 R H , 409 R Jup ). It is interesting to note that the chaotic phase-space of prograde satellites is larger when compared to the retrograde satellites. This asymmetry in (a, I) space was already discussed by Nesvorný et al. (2003) pointing out the difference between prograde and retrograde stability limits. At larger semi-major axis the retrograde satellites are on dynamically more stable orbits when compared to the prograde irregular satellites. In this work the calculated MEGNO map confirms this stability asymmetry which is mainly explained by the existence of the evection resonance for prograde satellites (Nesvorný 
Figure 10. Secular time evolution of osculating elements from integrating IC-I. Elements a, e were smoothed using a window width of w × ∆T = 2500 × 40 days = 274 years. For the inclination I we used w = 5000. The black vertical bars shows half the window width. The elements ϖ, λ denotes the (retrograde) longitude of pericenter and mean logitude of the satellite, respectively. P measures the orbital period of the satellite and P is the orbital period of the Sun in the jovicentric system. Yokoyama et al. 2008 , and references therein). In geometrical terms this resonance locks the satellites apocenter towards the direction of the Sun and maintains this alignment for a period of time. In this orbital configuration solar perturbations accumulate and the satellite eventually escapes from Jupiter when ϖ − λ ∼ 0. An interesting feature shown in the map is the chaotic 'horizontal cone' for polar orbits at around I ∼ 90 • extending from a = 0.04 AU (0.11 R H , 84 R Jup ) to a = 0.12 AU (0.34 R H , 251 R Jup ). This region was already studied intensively by Carruba et al. (2002); Nesvorný et al. (2003) showing that test satellites with inclinations in the range 70 • < I < 110 • are short-lived orbits with survival times less than 10 7 years. Analytical perturbation theory (Carruba et al. 2002) showed that the accumulation of secular solar perturbations is the driving force causing the excitation of orbit eccentricity to large values. This mechanism is known as the Kozai resonance. Depending on the initial value of ϖ circular orbits can reach high eccentricities and collisions with the inner regular satellites (or with Jupiter itself) are expected to occur. Thus the Kozai resonance provides an efficient dynamical mechanism to remove an initial population of near-polar irregular satellites. In near-polar orbits when studying Fig. 9 we notice that the Kozai regime is well identified with large eccentricities attained in the range 40 • < I < 140 • . However, it needs to be mentioned that the eccentricity excitations might strongly depend on the initial ϖ (Carruba et al. 2002).
Chaoticity versus quasi-periodicity
Previously we have reported on the presence of chaotic dynamics as detected from calculating Y, Y on a grid of initial conditions in (a, I)-space. In the following we will study in detail two initial conditions that were detected to be either quasi-periodic or chaotic. cles) with IC-I and IC-II. Both initial conditions have the same orbit inclinations with different semi-major axis. We refer to Table 2 for details on numerical values in the initial conditions. We have then numerically integrated both orbits using the Radau integrator with initial step size of 0.01 days and tolerance parameter of 10 − 13. Calculations were done in double precision enabling the 'high' output precision in MERCURY. Initial conditions for the Sun were obtained from the JPL Horizon Ephemeris. We sampled osculating elements every 40 days. To maintain consistency we integrated the orbits over 5 × 10 3 P J years. For both orbits the maximum relative energy error at the end of integration were smaller than 10 −13 . As suggested from MEGNO initial condition IC-I exhibits chaotic behaviour. We present the results of our single orbit calculation in Fig. 10 and Fig. 11 . We have obtained those figures by successively applying the running window time average smoothing technique as outlined previously. In addition to the orbital elements (a, e, I) we also plot the time variation of ϖ − ϖ along with four critical angles φ 1 , φ 2 , φ 3 , φ 4 (see details in the figure caption). In the bottom panel of Fig. 10 we also show the time evolution of Y, Y as a function of time. We obtained this plot from a GBS integration. Quantitatively at time 60000 yrs Y ≈ 18 and a visual inspection shows a clear trend of divergence of Y over time. The presence of chaos is qualitatively best seen in the time evolution of the angle ϖ − ϖ . In Fig. 11 we give a polar representation of this angle. A similar approach was also adopted by Saha & Tremaine (1993) . In the beginning this angle librates around ϖ−ϖ = 0 • . After approximately 30000 years this libration mode switches into circulation for a short time period and then returns to the libration mode. At the end the angle circulates. This qualitative change between different modes of motion is characteristic of motion near a separatrix and hence chaotic motion is concluded. In the polar representation times of temporary librations are shown as 'banana'-shape curves and circulations are indicated by full circles.
A more elongated banana corresponds to a larger libration amplitude of ϖ − ϖ . From Fig. 10 it is apparent that the libration amplitude changes with time. The initial conditions are chosen with the orbital inclination to be initially outside the Kozai resonance for which ω of the satellite starts to librate around either 90 • or 270 • (Carruba et al. 2002; Nesvorný et al. 2003; Yokoyama et al. 2003) . No large eccentricity variations are expected. It is important to note the difference of the location of the libration centre found for the test satellite started at IC-I when compared to the libration behaviour of this angle for several major satellites. Saha & Tremaine (1993) ; Whipple & Shelus (1993) report that for the retrograde satellites Pasiphae and Sinope the angle ϖ − ϖ J librates about 180 • . The difference from this work is the choice in reference system. In a heliocentric system the angle ϖ − ϖ for IC-I would librate about −180 • which is consistent with the general trend as reported in Saha & Tremaine (1993) .
Since IC-I is near the 5:1 mean-motion resonance (compare Figure 12 . Time evolution of a test satellite with initial condition IC-II. The same window width were used as in Fig. 10 . Note: The range in semi-major axis, eccentricity and inclination is smaller than in Fig. 10 . This time the angle ϖ − ϖ is circulating as opposed to the chaotic case. (Carruba et al. 2002) .
with Table 1) 
with ∑ k i = 0 and the sum of the coefficients of the nodes being even as is required by the d'Alembert's rules. The strength of a given critical angle depends on the power in eccentricity. From Fig. 10 we have a max then φ 1 , φ 2 , φ 3 , φ 4 circulates prograde sense. Also whenever I is minimum (maximum) then e is maximum (minimum). Also whenever φ 3 librates around π then I is at a minimum and constant (at time 35000 years). We also see that at the end of the time evolution of the satellite the angles φ 1 , φ 2 and φ 3 are switching between libration around π and prograde circulation. At some times we see a temporary resonance lock in φ 2 in the 5:1 mean-motion resonance.
Turning our attention to the time evolution of the quasiperiodic orbit started at IC-II we report on the following results. Fig. 12 shows the smoothed time evolution of the osculating elements (a, e, I) along with ϖ−ϖ . In the bottom panel plot we again plot the time evolution of Y, Y over 60000 years. The smoothing follows the running window time average techniques as outlined previously. Contrary to the chaotic orbit the angle ϖ − ϖ now cirulates only and the secular time variation of the semi-major axis, eccentricity and inclination are characterised by quasi-periodic oscillations.
Based on the preceeding comparative study we conclude that MEGNO is a reliable numerical tool for detecting chaotic dynamics on short time scales. We plan to use this tool in future work on the dynamics of irregular satellites for the major planets in the Solar System. A particular interesting subject of study would be the change of mass of Jupiter and the corresponding change in the topology structure of phase-space at a given time during the growth phase of Jupiter.
Comparing with previous work
In the following we compared our MEGNO maps with numerical studies published previously in the literature. Fig. 13 shows a polar representation of Fig. 7a for two different values of initial eccentricities e 0 = 0.10 and e 0 = 0.20. In Fig. 13a ,b the final value of Y after 60000 yrs of integration time is color coded with yellow indicating chaotic dynamical time evolution and blue indicating initial conditions exhibiting quasi-periodic dynamics. The dynamical and collisional evolution of irregular satellites and their lifetimes has been studied by Carruba et al. (2002) and Nesvorný et al. (2003) . We have compared Fig. 13 with the results of long-term integrations of hypothetical irregular satellites conducted by Carruba et al. (2002, fig. 8, fig. 9 ). Similar studies can be found in (Nesvorný et al. 2003, fig. 9 ). Initial conditions of test satellites studied in Carruba et al. (2002) have been superimposed by black dots in both maps following the exact array of initial conditions as presented in Carruba et al. (2002) . The initial semi-major axis ranges from 0.08 AU to 0.20 AU with spacing ∆a = 0.02 AU. The initial inclination is 35 • to 70 • for the prograde and 110 • to 145 • for retrograde satellites with spacing ∆i = 5 • . In the following discussion it is important to stress the difference in the dynamical models used. In this work we only consider the Sun-Jupiter-test particle system without considering collisions with other bodies or ejections. Carruba et al. (2002) includes the perturbative effects of the major planets and includes collision and ejection criteria within Jupiter's Hill sphere.
When comparing our results for prograde test satellites (e 0 = 0.10) with (Carruba et al. 2002, fig. 8 ) all test particles with lifetimes less than 10 Myrs (a 0 0.14 AU) are located in (or close to the onset of) the chaotic region shown in Fig. 13a . Initial conditions started in the quasi-periodic region have stable orbits over 1 Gyrs for low-inclination (I 0 50 • , a 0 0.12 AU) orbits to 10 Myrs for high-inclination orbits (I 0 65 • , a 0 0.08 AU). It is important to note that although our MEGNO map shown in Fig. 13a indicates quasi-periodic dynamics for the high-inclination orbits (for a 0 = 0.08 AU to 0.12 AU) those initial conditions are shortlived due to the presence of the Kozai cycle which opens up a route for those satellites to reach into the region of the orbits of the Gallilean satellites. As demonstrated by Carruba et al. (2002) such high-inclination test satellites will experience close encounters or collisions with the massive regular satellites of Jupiter. For the retrograde orbits (with e 0 = 0.10) a comparison allows the conclusion that all test satellites started in (or close to) the chaotic region have lifetimes smaller than 1 Gyrs and all test satellites with initial conditions in the quasi-periodic region have lifetimes over 1 Gyr with the exception of high-inclination orbits exhibiting Kozai cycles in their orbital eccentricities and inclinations. Similar conclusion are obtained when comparing the results shown in Fig. 13b (e 0 = 0.20) with (Carruba et al. 2002, fig. 8 ). A final interesting point to mention is the qualitative difference in (a, I)-phase space topology of irregular satellites when varying the initial eccentricity. The prograde quasi-periodic region seen in Fig. 13a at I 0 35 • with a 0 / R H × cos(I 0 ) ≈ 0.4 has significantly decreased in Fig. 13b when e 0 = 0.20. Furthermore the 5:1 MMR for retrograde orbits manifests itself more prominently in Fig. 13b when compared to Fig. 13a . This suggests that the structure of (a, I)-phase space topology is strongly dependent on initial eccentricity and a survey of this region of parameter space is currently ongoing.
DISCUSSION AND CONCLUSIONS
We have introduced, described and applied the MEGNO chaos indicator to the dynamics of jovian irregular satellites. Our results are based on the elliptic restricted three-body problem considering a test particle (irregular satellite) in a jovian planetocentric reference system perturbed by the Sun on an elliptic orbit. Initial conditions for the numerical integrations of the orbits have been obtained from the JPL Horizon Ephemeris Generator. Basic concepts and properties of MEGNO are reviewed and described as well as details on the practical computation of Y (t) and Y (t) based on the variational equations. Numerical tests (see Fig. 2 ) have been carried out to detect and avoid artificial numerical chaos arising from the natural time discretisation of the applied numerical integration algorithms. Our test determined an optimal choice in the absolute and relative error tolerances required in the Gragg-Bulirsh-Stoer algorithm to detect real chaotic dynamics. We have calculated the MEGNO factor for several known irregular satellites for the prograde and retrograde cases. Our calculation suggests that prograde satellites are more chaotic in contrast to retrograde orbits (see Fig. 4 ) though the detected chaos is very weak. To clarify this suggestion more detailed computations including also additional planetary perturbations along with Solar tides are necessary. Such calculations resulting in an estimate of the Lyapunov indicator are currently in progress for the major irregular satellites.
It is important to note that every numerical tool capable of distinguishing between quasi-periodic and chaotic dynamics has limitations with regards to claiming quasi-periodicity considering only a limited period of time. This certainly is also the case for the MEGNO technique. In Fig. 3 we computed Y (t) and Y (t) for the retrograde irregular satellite Ananke. The plot shows that after 1 Myr the orbit of Ananke exhibits a chaotic orbit with Y (1 Myr) ≈ 4.0. In the 60 kyr integrations the orbit of Ananke would possibly be interpreted as quasi-periodic with Y (t) deviating only slightly from 2.0.
Considering 35100 orbits we calculated the MEGNO indicator on a large grid in (a, I)-space known to be occupied by observed irregular satellites (Fig. 7) . The resulting map revealed several interesting dynamical structures and we compared our results with previous studies addressing the question of the orbital stability of jovian test satellites. We found good qualitative agreement between chaotic (quasi-periodic) and unstable (stable) regions as was found previously (Carruba et al. 2002; Nesvorný et al. 2003) . In particular we confirm the asymmetry of the stable region when comparing prograde and retrograde satellite orbits Nesvorný et al. (2003) . Retrograde satellite orbits have access to a larger volume of phase space characterised by orbit stability. This result is in contrast to the prograde satellites for which chaotic orbits and its associated instability occurs (for e 0 = 0.20) at a ≈ 0.13 AU (0.37 R H , 272 R Jup ) and onwards (cf. Fig. 7) . A small region of (a, I)-space at a ≈ 0.14 AU have been detected to indicate quasi-periodicity. In addition we detected the presence of mean motion resonances of retrograde satellites with the Sun. The location of several high order mean motion resonances were determined and compared with the present population of retrograde irregular satellite families. We find that the orbital elements of the members of the Pasiphae family are largely scattered as opposed to the Carme group exhibiting to occupy a more compact region in (a, I)-space. We preliminary explain this excess in scatter of the osculating elements due to the close proximity to mean-motion resonances. This postulate will be subject to a separate study currently ongoing addressing the question whether high-order (retrograde) mean motion resonances are capable of dispersing an initial compact group of satellite members.
To support our results obtained from MEGNO we also calculated and compared two initial conditions associated to two retrograde satellite orbits. The first were chosen to be close to the 5:1 mean-motion resonance and the second initial condition were chosen to be just outside the location of this resonance. We then searched for signs of chaoticity and quasi-periodicity to validate the results obtained from calculating MEGNO. Applying a timerunning smoothing window on the osculating elements our analysis of the single orbit computations support the results obtained from MEGNO. Initial conditions started in chaotic regions are associated to libration/circulation of resonant angles. Quasi-periodic initial conditions show only circulating behaviour.
Motivated by the success of applying the MEGNO technique to the dynamics of irregular satellites we plan to conduct a large parameter survey to identify further chaotic regions within the Hill sphere of Jupiter. In addition we plan to include giant planet perturbations and generate similar MEGNO maps of observed populations of irregular satellites in orbit around the remaining giant planets in the Solar System.
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