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THE NON-RELATIVISTIC LIMIT OF THE EULER-NORDSTRÖM
SYSTEM WITH COSMOLOGICAL CONSTANT
JARED SPECK
Abstract. In this paper the author studies the singular limit c → ∞ of the
family of Euler-Nordström systems indexed by the parameters κ2 and c (ENcκ),
where κ2 > 0 is the cosmological constant and c is the speed of light. Using
Christodoulou’s techniques to generate energy currents, the author develops
Sobolev estimates that show that initial data belonging to an appropriate
Sobolev space launch unique solutions to the ENcκ system that converge to
corresponding unique solutions of the Euler-Poisson system with the cosmo-
logical constant κ2 as c tends to infinity.
Contents
1. Introduction 2
1.1. Outline of the structure of the paper 4
2. Remarks on the Notation 5
2.1. Notation regarding differential operators 5
2.2. Index conventions 5
2.3. Notation regarding norms and function spaces 5
2.4. Notation for c−independent inequalities 6
2.5. Notation regarding constants 6
3. The Origin of the ENcκ System 6
3.1. Deriving the equations with c as a parameter 6
3.2. A reformulation of the ENcκ system in Newtonian variables 9
4. The Formal Limit c→∞ of the ENcκ System 12
4.1. A recap of the ENcκ system 12
4.2. The EPκ system as a formal limit 13
5. The Equations of Variation (EOVcκ) 14
5.1. PDE matrix/vector notation 14
6. On the c−Dependence of the ENcκ System 15
6.1. Functions with c−independent properties: the definitions 16
6.2. Functions with c−independent properties: useful lemmas 18
Date: Version of October 22, 2018.
1991 Mathematics Subject Classification. 35L81, 35M99, 83C55, 83D05.
Key words and phrases. Cosmological constant; energy current; Euler equations; Euler-
Poisson, hyperbolic PDEs; Newtonian limit; non-relativistic limit; Gunnar Nordström; relativistic
fluid; scalar gravity; singular limit; Vlasov-Nordström.
1
26.3. Applications to the ENcκ system 19
7. Energy Currents 23
7.1. The definition of an energy current 23
7.2. The positive definiteness of ξµ
(c)J˙
µ
for ξ ∈ Is∗+x 24
7.3. The divergence of the energy current 25
8. The Initial Data and the Uniform-in-c Positivity of the Energy Currents 26
8.1. An HN perturbation of a uniform quiet fluid 26
8.2. The sets O,O2,O2,C,K, and K 28
8.3. The uniform-in-c positive definiteness of (c)J˙
0
29
9. Smoothing the Initial Data 30
10. Uniform-in-Time Local Existence for ENcκ 31
10.1. Local existence and uniqueness for ENcκ revisited 31
10.2. The uniform-in-time local existence theorem 34
10.3. The technical lemmas 38
11. The Non-Relativistic Limit of the ENcκ System 45
11.1. ENcκ well-approximates EPκ for large c 45
11.2. Local existence for EPκ 46
11.3. Statement and proof of the main theorem 46
Acknowledgments 49
Appendix A. Inhomogeneous Linear Klein-Gordon Estimates 50
Appendix B. Sobolev-Moser Estimates 53
References 55
1. Introduction
The Euler-Nordström system models the evolution of a relativistic perfect fluid
with self-interaction mediated by Nordström’s theory of scalar gravity. In [Spe09],
we introduced the system in dimensionless units and showed that the Cauchy prob-
lem is locally well-posed in the Sobolev space1 HN for N ≥ 3. In this article, we
study the non-relativistic (also known as the “Newtonian”) limit of the family of
Euler-Nordström systems indexed by the parameters κ and c (ENcκ), where κ
2 is
the cosmological constant2 and c is the speed of light. The limit c→∞ is singular
because the ENcκ system is hyperbolic for all finite c, while the limiting system,
namely the Euler-Poisson system with a cosmological constant (EPκ), is not hy-
perbolic. Using Christodoulou’s techniques [Chr00] to generate energy currents,
together with elementary harmonic analysis, we develop Sobolev estimates and use
them to study the singular limit c→∞.
1More precisely, we showed local well-posedness in a suitable affine shift of HN for N ≥ 3,
where by “affine shift” of HN we mean the collection of all functions F such that ‖F−V¯‖HN <∞,
where V¯ is a fixed constant array; see Section 2 for further discussion of this function space.
2The parameter κ2 > 0 is fixed throughout this article. Remark 4.1 contains an explanation
of why our proof breaks down in the case κ2 = 0.
3Before introducing our main theorem, we place this article in context by men-
tioning some related works. We remark that our list of references is not exhaustive.
In [KM81], Klainerman and Majda study singular limits in quasilinear symmetric
hyperbolic systems, and in particular the incompressible limit (as the Mach number
tends to 0) of compressible fluids. In [Ren94], Rendall studies the singular limit
c → ∞ of the Vlasov-Einstein system and proves that a class of data launches
solutions to this system that converge to corresponding solutions of the Vlasov-
Poisson system as c → ∞, thereby obtaining the first rigorous existence proof for
the c → ∞ limit of the Einstein equations coupled to a matter field. In [CL04],
Calogero and Lee study the singular limit c→∞ of the Vlasov-Nordström system
and prove that a class of data launches solutions to this system that converge to
corresponding solutions of the Vlasov-Poisson system at the rate O(c−1), a result
analogous to our main theorem. In [Bau05], Bauer improves the rate of convergence
to O(c−4), which is known as a “1.5 post-Newtonian approximation.” In [BKRR06],
Bauer, Kunze, Rein, and Rendall study the Vlasov-Maxwell and Vlasov-Nordström
systems and obtain a formula that relates the radiation flux at infinity to the mo-
tion of matter and that is analogous to the Einstein quadrupole formula (see e.g.
[Str84]) in general relativity. In [Oli07], Oliynyk studies the singular limit c → ∞
of the Euler-Einstein system. He exhibits a class of data that launches solutions
that converge to corresponding solutions of the Euler-Poisson system as c → ∞,
while in [Oli08], he improves the rate of convergence by showing that the “first
post-Newtonian expansion” is valid.
Our main theorem is in the spirit of the above results. We state it loosely here,
and we state and prove it rigorously as Theorem 11.2:
Main Theorem. Let N ≥ 4 be an integer, and assume that κ2 > 0.
Then initial data belonging to a suitable affine shift of the Sobolev space
HN launch unique solutions to the ENcκ system that converge uniformly on
a spacetime slab [0, T ]× R3 to corresponding unique solutions of the EPκ
system as the speed of light c tends to infinity.
We remark that although we explicitly discuss only the ENcκ system in this article,
the techniques we apply can be generalized under suitable hypotheses to study
singular limits of hyperbolic systems that derive from a Lagrangian and that feature
a small parameter3.
As discussed in [Spe09], we consider the ENcκ system to be a mathematical scalar
caricature of the Euler-Einstein system with cosmological constant (EEcκ). We now
provide some justification for this point of view. First of all, like the EEcκ system,
the ENcκ system is a metric theory of gravity featuring gravitational waves that
propagate along null cones. Second, the main theorem stated above shows that if
κ2 > 0, then the Newtonian limit of the ENcκ system is the EPκ system. Further-
more, as previously mentioned, Oliynyk’s work [Oli07] shows that the Newtonian
3The small parameter is c−2 in the case of the ENcκ system.
4limit of the EEc0 system is the EP0 system. Based on these considerations, we
therefore expect4 that achieving an understanding of the evolution of solutions to
the ENcκ system will provide insight into the behavior of solutions to the vastly
more complicated EEcκ system.
1.1. Outline of the structure of the paper. Before proceeding, we outline the
structure of this article. In Section 2, we introduce some notation that we use
throughout our discussion. In Section 3, we derive the ENcκ equations with the
parameter c and then rewrite the equations using Newtonian state-space variables,
a change of variables that is essential for comparing the relativistic system ENcκ
to the non-relativistic system EPκ. In Section 4, we provide for convenience the
ENcκ and EPκ systems in the form used for the remainder of the article. From this
form, it is clear that formally, limc→∞ EN
c
κ = EPκ. In Section 5, we introduce
standard PDE matrix notation and discuss the Equations of Variation (EOVcκ),
which are the linearization of the ENcκ and EPκ systems. In Section 6, we provide
an extension of the Sobolev-Moser calculus that is useful for bookkeeping powers
of c. We also introduce some hypotheses on the c−dependence of the equation of
state that are sufficient to prove our main theorem. We then apply the calculus
to the ENcκ system by proving several preliminary lemmas that are useful in the
technical estimates that appear later. Roughly speaking, the lemmas describe the
c→∞ asymptotics of the ENcκ equations.
In Section 7, we introduce the energy currents that are used to control the
Sobolev norms of the solutions. One of the essential features of the currents that
we use is that they have a positivity property that is uniform for all large c. In
Section 8, we describe a class of initial data for which our main theorem holds,
and in Section 9, we smooth the initial data for technical reasons. In Section
10, we recall the local existence result [Spe09] for the ENcκ system and prove an
important precursor to our main theorem. Namely, we prove that solutions to the
ENcκ system exist on a common interval of time [0, T ] for all large c. This proof is
separated into two parts. The first part is a continuous induction argument based
on some technical lemmas. The second part is the proof of these technical lemmas,
which are a series of energy estimates derived with the aid of the calculus developed
in Section 6. The two basic tools we use for generating the energy estimates are
energy currents and the estimate ‖f‖H2 ≤ C ·‖(∆−κ
2)f‖L2, for f ∈ H
2. In Section
11, we state and prove our main theorem.
4We temper this expectation by recalling that our proof does not work in the case κ2 = 0 and
that in contrast to the initial value problem studied here, Oliynyk considers the case κ2 = 0 with
compactly supported data under an adiabatic equation of state. This special class of equations
of state allows one to make a “Makino” change of variables that regularizes the equations and
overcomes the singularities that typically occur in the equations in regions where the proper
energy density vanishes. Furthermore, this change of variables enables one to write the relativistic
Euler equations in symmetric hyperbolic form. See [Mak86] and [Ren92] for additional examples
of this change of variables in the context of various fluid models.
52. Remarks on the Notation
We introduce here some notation that is used throughout this article, some
of which is non-standard. We assume that the reader is familiar with standard
notation for the Lp spaces and the Sobolev spaces Hk. Unless otherwise stated, the
symbols Lp and Hk refer to Lp(R3) and Hk(R3) respectively.
2.1. Notation regarding differential operators. If F is a scalar or
finite-dimensional array-valued function on R1+3, then D(a)F denotes the array
consisting of all ath−order spacetime coordinate partial derivatives (including par-
tial derivatives with respect to time) of every component of F, while ∂(a)F denotes
the array of consisting of all ath−order spatial coordinate partial derivatives of
every component of F. We write DF and ∂F respectively instead of D(1)F and
∂(1)F. ∇ denotes the Levi-Civita connection corresponding to the spacetime metric
g defined in (3.4).
2.2. Index conventions. We adopt Einstein’s convention that diagonally repeated
Latin indices are summed from 1 to 3, while diagonally repeated Greek indices are
summed from 0 to 3. Indices are raised an lowered using the spacetime metric g,
which is defined in (3.4), or the Minkowski metric g, depending on context.
2.3. Notation regarding norms and function spaces. If E ⊂ R3 and V¯ ⊂ Rn
is a constant array, we use the notation
‖F‖Lp
V¯
(E)
def
= ‖F − V¯‖Lp(E),(2.1)
and we denote the set of all (array-valued) Lebesgue measurable functions F such
that ‖F‖Lp
V¯
(E) <∞ by L
p
V¯
(E). We also define the Hj
V¯
(E) norm of F by
‖F‖Hj
V¯
(E)
def
=
( ∑
|~α|≤j
‖∂~α(F − V¯)‖
2
L2(E)
)1/2
,(2.2)
where ∂~α is a multi-indexed operator representing repeated partial differentiation
with respect to spatial coordinates. Unless we indicate otherwise, we assume that
E = R3 when the set E is not explicitly written.
Remark 2.1. Technically speaking, the ‖ · ‖Hj
V¯
are not norms in general, since for
example ‖0‖Hj
V¯
= ∞ unless V¯ = 0. This is not a problem because in this article,
we only study the ‖·‖Hj
V¯
“norm” of functions F that by design feature ‖F‖Hj
V¯
<∞.
If F is a map from [0, T ] into the normed function space X, we use the notation
(2.3) ||| F |||X,T
def
= sup
t∈[0,T ]
‖F (t)‖X .
We also use the notation Cj([0, T ], X) to denote the set of j-times continuously
differentiable maps from (0, T ) into X that, together with their derivatives up to
order j, extend continuously to [0, T ].
6If D ⊂ Rn, then Cjb (D) denotes the set of j−times continuously differentiable
functions (either scalar or array-valued, depending on context) on Int(D) with
bounded derivatives up to order j that extend continuously to the closure of D.
The norm of a function F ∈ Cjb (D) is defined by
(2.4) |F|j,D
def
=
∑
|~I|≤j
sup
z∈D
|∂~IF(z)|,
where ∂~I is a multi-indexed operator representing repeated partial differentiation
with respect to the arguments z of F, which may be either spacetime coordinates
or state-space variables depending on context.
2.4. Notation for c−independent inequalities. If Ac is a quantity that depends
on the parameter c, and X is a quantity such that Ac ≤ X holds for all large c,
then we indicate this by writing
Ac . X.(2.5)
2.5. Notation regarding constants. We use the symbol C to denote a generic
constant in the estimates below which is free to vary from line to line. If the
constant depends on quantities such as real numbers N, subsets D of Rn, functions
F of the state-space variables, etc., that are peripheral to the argument at hand, we
sometimes indicate this dependence by writing C(N,D,F), etc. We explicitly show
the dependence on such quantities when it is (in our judgment) illuminating, but
we often omit the dependence on such quantities when it overburdens the notation
without being illuminating. Occasionally, we shall use additional symbols such as
Λ1, Z, L2, etc., to denote constants that play a distinguished role in the discussion.
3. The Origin of the ENcκ System
In this section, we insert both the speed of light c and Newton’s universal gravi-
tational constant G into the Euler-Nordström system with a cosmological constant
and perform a Newtonian change of variables, which brings the system into the
form (4.1) - (4.8). A similar analysis for the Vlasov-Nordström system5 is carried
out in [CL04].
3.1. Deriving the equations with c as a parameter. We assume that space-
time is a four-dimensional Lorentzian manifoldM and furthermore, that there is a
global rectangular (inertial) coordinate system on M. We use the notation
x = (x0, x1, x2, x3)(3.1)
to denote the components of a spacetime point x in this fixed coordinate system,
and for this preferred time-space splitting, we identify t = x0 with time and
s = (x1, x2, x3) with space. Note that we are breaking with the usual convention,
5The Vlasov-Nordström (VN) model describes a particle density function f on physical space
×momentum space that evolves due to self-interaction mediated by Nordström’s theory of gravity.
Various aspects of this system are studied, for example, in [Cal03], and [Cal06].
7which is x0 = ct. The components of the Minkowski metric and its inverse in the
inertial coordinate system are given by
gµν = diag(−c
2, 1, 1, 1)(3.2)
gµν = diag(−c−2, 1, 1, 1)(3.3)
respectively. We adopt Nordström’s postulate, namely that the spacetime metric g
is related to the Minkowski metric by a conformal scaling factor:
gµν = e
2φgµν .(3.4)
In (3.4), φ is the dimensionless cosmological-Nordström potential, a scalar quantity.
We now briefly introduce the notion of a relativistic perfect fluid. Readers may
consult [AC07] or [Chr95] for more background. For a perfect fluid model, the
components of the energy-momentum-stress density tensor (which is commonly
called the “energy-momentum tensor” in the literature) of matter read
T µν = c−2(ρ+ p)uµuν + pgµν = c−2(ρ+ p)uµuν + e−2φpgµν ,(3.5)
where ρ is the proper energy density of the fluid, p is the pressure (this “proper”
quantity is defined in a local rest frame), and u is the four-velocity, which is subject
to the normalization constraint
gµνu
µuν = e2φgµνu
µuν = −c2.(3.6)
The Euler equations for a perfect fluid are (see e.g. [Chr95])
∇µT
µν = 0 (ν = 0, 1, 2, 3)(3.7)
∇µ(nu
µ) = 0,(3.8)
where n is the proper number density and∇ denotes the covariant derivative induced
by the spacetime metric g.
Nordström’s theory6 [Nor13] provides the following evolution equation7 for φ :
we define an auxiliary energy-momentum-stress density tensor
T µν
aux
def
= e6φT µν = c−2e6φ(ρ+ p)uµuν + e4φpgµν ,(3.9)
and postulate that φ is a solution to
φ− κ2φ = −4πc−4Ge4φtrgT = −4πc
−4GgµνT
µν
aux
= 4πc−4Ge4φ(ρ− 3p).(3.10)
Note that
φ
def
= gµν∂µ∂νφ = −c
−2∂2t φ+△φ(3.11)
is the wave operator on flat spacetime applied to φ. The virtue of the postulate
equation (3.10), as we shall see, is that it provides us with continuity equations
(3.25) for an energy-momentum-stress density tensor Θ in Minkowski space.
6Norström’s theory of gravity, although shown to be physically wrong through experiment,
was the first metric theory of gravitation.
7Nordström considered only the case κ = 0.
8We also introduce the entropy per particle, a thermodynamic variable that we
denote by η, and we close the system by supplying an equation of state, which may
depend on c. A “physical” equation of state for a perfect fluid state satisfies the
following criteria (see e.g. [GTZ99]):
(1) ρ ≥ 0 is a function of n ≥ 0 and η ≥ 0.
(2) p ≥ 0 is defined by
p = n
∂ρ
∂n
∣∣∣∣
η
− ρ,(3.12)
where the notation |· indicates partial differentiation with · held constant.
(3) A perfect fluid satisfies
∂ρ
∂n
∣∣∣∣
η
> 0,
∂p
∂n
∣∣∣∣
η
> 0,
∂ρ
∂η
∣∣∣∣
n
≥ 0 with “ =′′ iff η = 0.(3.13)
As a consequence, we have that σ, the speed of sound in the fluid, is always
real for η > 0 :
σ2
def
= c2
∂p
∂ρ
∣∣∣∣
η
= c2
∂p/∂n|η
∂ρ/∂n|η
> 0.(3.14)
(4) We also demand that the speed of sound is positive and less than the speed
of light whenever n > 0 and η > 0:
n > 0 and η > 0 =⇒ 0 < σ < c.(3.15)
Postulates (1)− (3) express the laws of thermodynamics and fundamental ther-
modynamic assumptions, while postulate (4) ensures that at each x ∈ M, vectors
that are causal with respect to the sound cone in TxM are necessarily causal with
respect to the gravitational null cone in TxM; see Section 7.2.
Remark 3.1. We note that the assumptions ρ ≥ 0, p ≥ 0 together imply that
the energy-momentum-stress density tensor (3.5) satisfies both the weak energy
condition (TµνX
µXν ≥ 0 holds whenever X is timelike and future-directed with
respect to the gravitational null cone) and the strong energy condition
([Tµν − 1/2g
αβTαβgµν ]X
µXν ≥ 0 holds whenever X is timelike and future-directed
with respect to the gravitational null cone). Furthermore, if we assume that the
equation of state is such that p = 0 when ρ = 0, then (3.14) and (3.15) guarantee
that p ≤ ρ. It is then easy to check that 0 ≤ p ≤ ρ implies the dominant energy
condition (−T µνX
ν is causal and future-directed whenever X is causal and future-
directed with respect to the gravitational null cone).
By (3.13), we can solve for σ2 and c−2ρ as c−indexed functions S2c and Rc
respectively of η and p :
σ2
def
= S2c(η, p)(3.16)
c−2ρ
def
= Rc(η, p).(3.17)
9We also will make use of the following identity implied by (3.14), (3.16), and (3.17):
∂Rc
∂p
(η, p)
∣∣∣∣
η
= S−2c (η, p).(3.18)
Remark 3.2. Note that c−2ρ has the dimensions of mass density. As we will see
in Section 6, limc→∞Rc(η, p) will be identified with the Newtonian mass density.
We summarize by stating that the equations (3.4) - (3.8), (3.10), (3.12), and
(3.17) constitute the ENcκ system.
3.2. A reformulation of the ENcκ system in Newtonian variables. In this
section, we reformulate the ENcκ system as a fixed background theory in flat Minkowski
space and introduce a Newtonian change of state-space variables. The resulting sys-
tem (4.1) - (4.8) is an equivalent formulation of the ENcκ system. We remark that for
the remainder of this article, all indices are raised and lowered with the Minkowski
metric g, so that ∂λφ = gµλ∂µφ. To begin, we use the form of the metric (3.4) to
compute that in our inertial coordinate system, the continuity equation (3.7) for
the energy-momentum-stress density tensor (3.5) is given by
0 = ∇µT
µν = ∂µT
µν + 6T µν∂µφ− gαβT
αβ∂νφ
= ∂µT
µν + 6T µν∂µφ− e
−6φgαβT
αβ
aux
∂νφ (ν = 0, 1, 2, 3),(3.19)
where T µν
aux
is define in (3.9). For this calculation we made use of the explicit form
of the Christoffel symbols of g in our rectangular coordinate system:
Γαµν = δ
α
ν ∂µφ+ δ
α
µ∂νφ− gµνg
αβ∂βφ.(3.20)
Using the postulated equation (3.10) for φ, (3.19) can be rewritten as
0 = e6φ∇µT
µν = ∂µ
[
T µν
aux
+
c4
4πG
(
∂µφ∂νφ−
1
2
gµν∂αφ∂αφ−
1
2
gµνκ2φ2
)]
.(3.21)
Let us denote the terms from (3.21) that are inside the square brackets asΘµν . Since
the coordinate-divergence of Θ vanishes, we are provided with local conservation
laws in Minkowski space, and we regard Θ as an energy-momentum-stress density
tensor.
We also introduce the following state-space variables that play a mathematical
role8 in the sequel:
Rc
def
= c−2ρe4φ = e4φRc(η, p)(3.22)
P
def
= pe4φ.(3.23)
After we make this change of variables, the components of Θ read
Θµν
def
=
[
Rc + c
−2P
]
e2φuµuν + Pgµν +
c4
4πG
(
∂µφ∂νφ−
1
2
gµν∂αφ∂αφ−
1
2
gµνκ2φ2
)
,
(3.24)
8The “physical” quantities are Rc and p.
10
and we replace (3.7) with the equivalent equation
∂µΘ
µν = 0 (ν = 0, 1, 2, 3).(3.25)
We also expand the covariant differentiation from (3.8) in terms of coordinate
derivatives and the Christoffel symbols (3.20), arriving at the equation
∂µ
(
ne4φuµ
)
= 0.(3.26)
Our goal is to obtain the system ENcκ in the form (4.1) - (4.8) below. To this
end, we project (3.25) onto the orthogonal complement9 of u and in the direction of
u.We therefore introduce the rank 3 tensor Π, which has the following components
in our inertial coordinate system:
Πµν
def
= c−2e2φuµuν + gµν .(3.27)
Π is the projection onto the orthogonal complement of u :
Πµνuλgλµ = 0 (ν = 0, 1, 2, 3).(3.28)
We now introduce the following Newtonian change of state-space variables10
vj
def
= uj/u0 (j = 1, 2, 3)(3.29)
Φ
def
= c2φ,(3.30)
where v = (v1, v2, v3) is the Newtonian velocity and Φ is the cosmological-Nordström
potential. Relation (3.29) can be inverted to give
u0 = e−φγc(3.31)
uj = e−φγcv
j ,(3.32)
where
γc(v)
def
=
c
(c2 − |v|2)1/2
.(3.33)
Remark 3.3. We provide here a brief elaboration on the Newtonian change of
variables. Equation (3.29) provides the standard relationship between the Newto-
nian velocity v and the four-velocity u: if xν(t) (ν = 0, 1, 2, 3) are the rectangular
components of a timelike curve in M parameterized by x0 = t, and τ denotes
the proper time parameter, then we have that vj = ∂tx
j = (∂τ/∂t) · uj = uj/u0
(j = 1, 2, 3).
Dimensional analysis suggests the approximate identification (for large c) of the
cosmological-Nordström potential Φ from (3.30) and (4.4) with the cosmological-
Newtonian potential Φ∞, where Φ∞ is the solution
11 to the non-relativistic equation
(4.12): Φ∞ has the dimensions of c
2, which suggests that when considering the limit
9We are referring here to the orthogonal complement defined by the Minkowski metric g.
10As suggested by Remark 3.2, even though Rc is not a state-space variable, equation (3.22)
also represents a Newtonian change of variables.
11We use the symbol Φ∞ here to denote the solution to (4.12) in order to distinguish the
cosmological-Newtonian potential from the cosmological-Nordström potential.
11
c → ∞, we should rescale the dimensionless cosmological-Nordström potential φ
as we did in (3.30). Indeed, our main result, which is Theorem 11.2, shows that
with an appropriate formulation of the initial value problems for the ENcκ and EPκ
systems, we have that limc→∞Φ = Φ∞. Dimensional analysis also suggests the
formal identification of R∞ from (4.10) - (4.14) with limc→∞Rc = limc→∞Rc(η, p)
(for now assuming that this limit exists), where Rc(η, p) is defined in (3.17).
Furthermore, these changes of variables can be justified through a formal expan-
sion c−2Φ
def
= φ = φ(0) + c
−2φ(1) + · · · , Rc = R(0) + c
−2R(1) + · · · , in powers of
c−2 in equation (4.4): equating the coefficients of powers of c−2 on each side of the
equation implies the formal identifications12 φ(0) = 0 and (∆− κ
2)φ(1) = 4πGR(0).
If we also consider equation (4.12), which reads (∆ − κ2)Φ∞ = 4πGR∞, then we
are lead to the formal identifications R(0) ≈ R∞ and Φ
def
= c2φ ≈ φ(1) ≈ Φ∞. A
similar analysis for the Vlasov-Nordström system is carried out in [CL04].
Upon making the substitutions (3.29) - (3.30) and lowering an index with g, the
components of Π in our inertial coordinate system read (for 1 ≤ j, k ≤ 3):
Π00 = −c
−2γ2c |v|
2(3.34)
Π0j = c
−2γ2c v
j(3.35)
Πj0 = −γ
2
c v
j(3.36)
Πjk = c
−2γ2c v
jvk + δ
j
k.(3.37)
Furthermore, we will also make use of the relation
∂λγc = c
−2(γc)
3vk∂λv
k (λ = 0, 1, 2, 3).(3.38)
Considering first the projection of (3.25) in the direction of u, we remark that
one may use (3.8) and (3.12) to conclude that for C1 solutions, uν∂µΘ
µν = 0 is
equivalent to equation (4.1).
We now project (3.25) onto the orthogonal complement of u, which, with the aid
of (3.10), gives the three equations Πjν∂µΘ
µν = 0, j = 1, 2, 3 :
0 = Πjν∂µΘ
µν = Πjν
[
Rc + c
−2P
]
(eφuµ)∂µ(e
φuν) + (Πjν∂
νφ)
c4
4πG
(φ− κ2φ)
(3.39)
= Πjν
[
Rc + c
−2P
]
(eφuµ)∂µ(e
φuν) + (Πjν∂
νΦ)(Rc − 3c
−2P ).
After making the substitutions (3.30), (3.31), (3.32), and (3.33), and using relation
(3.38), it follows that for C1 solutions, (3.39) is equivalent to (4.3).
We also introduce the nameless quantity Qc and make use of (3.12), (3.14),
(3.16), (3.17), (3.18), (3.22), (3.23), and (3.30) to express it in the following form:
Qc
def
= n
∂P
∂n
∣∣∣∣
η,φ
=
∂P
∂(ρ/c2)
∣∣∣∣
η,φ
· n
∂(ρ/c2)
∂n
∣∣∣∣
η
= Qc(η, p,Φ),(3.40)
12Upon expansion, the formal equation satisfied by φ(0) is (∆− κ
2)φ(0) = 0, and by imposing
vanishing boundary conditions at infinity, we conclude that φ(0) = 0.
12
where
Qc(η, p,Φ)
def
= S2c(η, p)e
4Φ/c2 [Rc(η, p) + c
−2p] = S2c(η, p)[Rc + c
−2P ].(3.41)
Then we use the chain rule together with (3.8), (4.1), and (3.40) to derive
eφuµ∂µP +Qc∂µ(e
φuµ) = (4P − 3Qc)e
φuµ∂µφ,(3.42)
which we may use in place of (3.8). Upon making the substitutions (3.22), (3.23),
(3.30), (3.31), and (3.32), and using the relation (3.38), it follows that for C1
solutions, (3.42) is equivalent to (4.2).
4. The Formal Limit c→∞ of the ENcκ System
For convenience, in this section we list the final form of the ENcκ system as
derived in sections 3.1 and 3.2. We also take the formal limit c → ∞ to arrive at
the EPκ system and introduce the equations of variation (EOV
c
κ).
4.1. A recap of the ENcκ system. The EN
c
κ system is given by
∂tη + v
k∂kη = 0(4.1)
∂tP + v
k∂kP +Qc∂kv
k + c−2(γc)
2Qcvk
(
∂tv
k + va∂av
k
)
(4.2)
= (4P − 3Qc)
[
c−2∂tΦ + c
−2vk∂kΦ
]
(γc)
2(Rc + c
−2P )
[
∂tv
j + vk∂kv
j + c−2(γc)
2vjvk(∂tv
k + va∂av
k)
]
(4.3)
+ ∂jP + c
−2(γc)
2vj(∂tP + v
k∂kP )
= (3c−2P −Rc)
(
∂jΦ + (γc)
−2vj [c−2∂tΦ+ c
−2vk∂kΦ]
)
− c−2∂2tΦ+∆Φ− κ
2Φ = 4πG(Rc − 3c
−2P ),(4.4)
where j = 1, 2, 3,
γc = γc(v)
def
=
c
(c2 − |v|2)1/2
(4.5)
Rc
def
= e4Φ/c
2
Rc(η, p)(4.6)
Qc
def
= Qc(η, p,Φ)
def
= S2c(η, p)e
4Φ/c2 [Rc(η, p) + c
−2p](4.7)
=
( ∂Rc
∂p
(η, p)
∣∣∣∣
η
)−1
e4Φ/c
2
[Rc(η, p) + c
−2p]
P
def
= e4Φ/c
2
p,(4.8)
c denotes the speed of light, Sc(η, p), which is defined in (3.18), is the speed of
sound, and the functions Rc and Sc derive from a c−indexed equation of state
as discussed in Section 3.1. The variables η, p,v = (v1, v2, v3), and Φ denote the
entropy per particle, pressure, (Newtonian) velocity, and cosmological-Nordström
potential respectively. Section 6 contains a detailed discussion of the c-dependence
of the ENcκ System.
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4.2. The EPκ system as a formal limit. Taking the formal limit c→∞ in the
ENcκ system gives the Euler-Poisson system with a cosmological constant:
∂tη + v
k∂kη = 0(4.9)
∂tp+ v
k∂kp+Q∞∂kv
k = 0(4.10)
∂tR∞ + ∂k(R∞v
k) = 0(4.10’)
R∞
(
∂tvj + v
k∂kv
j
)
+ ∂jp = −R∞∂jΦ (j = 1, 2, 3)(4.11)
∆Φ− κ2Φ = 4πGR∞,(4.12)
where
R∞
def
= R∞(η, p)(4.13)
Q∞
def
= Q∞(η, p)
def
= S2∞(η, p)R∞(η, p) =
( ∂R∞
∂p
(η, p)
∣∣∣∣
η
)−1
R∞(η, p),(4.14)
R∞(η, p) andS
2
∞(η, p) are the limits as c→∞ ofRc(η, p) andS
2
c(η, p) respectively
(see (6.12), (6.13), and (6.14)), and R∞ is the Newtonian mass density. Since
equations (3.18) and (6.14) imply that ∂R∞(η, p)/∂p = S
−2
∞ (η, p), it then follows
with the aid of the chain rule that for C1 solutions, equations (4.10) and (4.10’)
are equivalent. We refer to the solution variable Φ from equation (4.12) as the
cosmological-Newtonian potential.
An introduction to the EPκ system can be found in [Kie03]. In this article,
Kiessling assumes an isothermal equation of state (p = c2s ·R∞, where the constant
cs denotes the speed of sound), and derives the Jeans dispersion relation that arises
from linearizing (4.10’), (4.11), (4.12) about a static state in which the background
Newtonian mass density R¯∞ is positive, followed by taking the limit κ→ 0.
It is a standard result that the solution to (4.12) is given by
Φ(t, s) = Φ¯∞ −G
∫
R3
(
e−κ|s−s
′|
|s − s′|
)[
R∞(η(t, s
′), p(t, s′))−R∞(η¯, p¯)
]
dds′,(4.15)
where the constants Φ¯∞, η¯, and p¯, which are the values of Φ, η, and p respectively in
a constant background state, are discussed in Section 8. The boundary conditions
leading to this solution are that Φ(t, ·)− Φ¯∞ vanishes at∞, and we view Φ(t, s) as
a (not necessarily small) perturbation of the constant potential Φ¯∞.
Remark 4.1. Consider the kernel K(s) = −Ge−κ|s|/|s| appearing in (4.15). An
easy computation gives that K(s), ∂K(s) ∈ L1(R3). Therefore, a basic result from
harmonic analysis (Young’s inequality) implies that the map f → K ∗ f, where ∗
denotes convolution, is a bounded linear map13 from L2(R3) to H1(R3). From this
fact and Remark B.2 (alternatively consult Lemma 6-1), it follows that
Φ(t, ·) ∈ HN+1
Φ¯
(R3) whenever
(
η(t, ·), p(t, ·)
)
∈ HNη¯ (R
3) × HNp¯ (R
3). By then ap-
plying Lemma A-4, we can further conclude that Φ(t, ·) ∈ HN+2
Φ¯
(R3) whenever(
η(t, ·), p(t, ·)
)
∈ HNη¯ (R
3)×HNp¯ (R
3).
13Our proof breaks down at this point in the case κ = 0.
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5. The Equations of Variation (EOVcκ)
The EOVcκ are formed by linearizing the EN
c
κ system (EPκ system if c = ∞)
around a background solution (BGS) V˜ of the form V˜ = (η˜, P˜ , v˜1, · · · , Φ˜2, Φ˜3).
Given such a V˜ and inhomogeneous terms f, g, h(1), h(2), h(3), l, we define the EOVcκ
by
∂tη˙ + v˜
k∂kη˙ = f(5.1)
∂tP˙ + v˜
k∂kP˙ + Q˜c∂kv˙
k + c−2(γ˜c)
2Q˜cv˜k
(
∂tv˙
k + v˜a∂av˙
k
)
= g(5.2)
(γ˜c)
2(R˜c + c
−2P˜ )
[
∂tv˙
j + v˜k∂kv˙
j + c−2(γ˜c)
2v˜j v˜k(∂tv˙
k + v˜a∂av˙
k)
]
(5.3)
+∂jP˙ + c
−2(γ˜c)
2v˜j(∂tP˙ + v˜
k∂kP˙ ) = h
(j)
−c−2∂2t Φ˙ + ∆Φ˙− κ
2Φ˙ = l,(5.4)
where γ˜c
def
= c/(c2 − |v˜|2)1/2, R˜c
def
= e4Φ˜/c
2
Rc(η˜, p˜), etc. The unknowns are the
components of W˙
def
= (η˙, P˙ , v˙1, v˙2, v˙3) and Φ˙.
Remark 5.1. We place parentheses around the superscripts of the inhomogeneous
terms h(j) in order to emphasize that we are merely labeling them, and that in
general, we do not associate any transformation properties to them under changes
of coordinates.
5.1. PDE matrix/vector notation. Let us now provide a few remarks on our
notation. We find it useful to analyze both the dependent variable p and the
dependent variable P when discussing solutions to (4.1) - (4.4). Therefore, we will
make use of all four of the following arrays:
W
def
= (η, P, v1, v2, v3)(5.5)
V
def
= (η, P, v1, v2, v3,Φ, ∂tΦ, ∂1Φ, ∂2Φ, ∂3Φ)(5.6)
W
def
= (η, p, v1, v2, v3)(5.7)
V
def
= (η, p, v1, v2, v3,Φ, ∂tΦ, ∂1Φ, ∂2Φ, ∂3Φ),(5.8)
where P
def
= e4Φ/c
2
p.When discussing a BGS V˜
def
= (η˜, P˜ , v˜1, · · · , Φ˜2, Φ˜3) that defines
the coefficients of the unknowns in the EOVcκ, we also use notation similar to that
used in (5.5) - (5.8), including V˜
def
= (η˜, p˜, v˜1, · · · , ∂3Φ˜), W˜
def
= (η˜, P˜ , v˜1, v˜2, v˜3),
where p˜
def
= e−4Φ˜/c
2
P˜ , etc. When c =∞, we may also refer to W˜
def
= (η˜, p˜, v˜1, v˜2, v˜3)
as the BGS, since in this case, the left-hand sides of (5.1) - (5.4) do not depend on
Φ˜, and furthermore, W˜ = W˜. Additionally, we may refer to the unknowns in the
EOVcκ as W˙
def
= (η˙, p˙, v˙1, v˙2, v˙3) when c = ∞; in this article, Φ˙ will always vanish
at infinity, and in the case c = ∞, rather than considering Φ˙ to be an “unknown,”
we assume that the solution variable Φ˙ has been constructed via the convolution
Φ˙ = K ∗ l, where the kernel K(s) is defined in Remark 4.1, and l is the right-hand
side of (5.4).
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We frequently adopt standard PDE matrix/vector notation. For example, we
may write (4.1) - (4.3) as
cA
µ(W,Φ)∂µW = b,(5.9)
where each cA
ν(·) is a 5 × 5 matrix with entries that are functions of W and Φ,
while b = (f, g, · · · , h(3)) is the 5-component column array on the right-hand side
of (4.1) - (4.3). It is instructive to see the form of the cA
ν(·), ν = 0, 1, 2, 3, for we
will soon concern ourselves with their large−c asymptotic behavior. Abbreviating
αc
def
= (γc)
2
(
Rc + c
−2P
)
, β
(i)
c
def
= c−2(γc)
2vi, β
(i,j)
c
def
= c−2(γc)
2vivj , we have that
cA
0(W,Φ) =

1 0 0 0 0
0 1 Qcβ
(1)
c Qcβ
(2)
c Qcβ
(3)
c
0 Qcβ
(1)
c αc(1 + β
(1,1)
c ) αcβ
(1,2)
c αcβ
(1,3)
c
0 Qcβ
(2)
c αcQcβ
(2,1)
c αc(1 + β
(2,2)
c ) αcβ
(2,3)
c
0 Qcβ
(3)
c αcβ
(3,1)
c αcβ
(3,2)
c αc(1 + β
(3,3)
c )

(5.10)
∞A
0(W) =

1 0 0 0 0
0 1 0 0 0
0 0 R∞ 0 0
0 0 0 R∞ 0
0 0 0 0 R∞
(5.11)
cA
1(W,Φ) =

v1 0 0 0 0
0 v1 Qc(1 + β
(1,1)
c ) Qcβ
(1,2)
c Qcβ
(1,3)
c
0 1 + β
(1,1)
c αcv
1(1 + β
(1,1)
c ) αcv
1β
(1,2)
c αcv
1β
(1,3)
c
0 β
(2,1)
c αcv
1β
(2,1)
c αcv
1(1 + β
(2,2)
c ) αcv
1β
(2,3)
c
0 β
(3,1)
c αcv
1β
(3,1)
c αcv
1β
(3,2)
c αcv
1(1 + β
(3,3)
c )

(5.12)
∞A
1(W) =

v1 0 0 0 0
0 v1 Q∞ 0 0
0 1 R∞v
1 0 0
0 0 0 R∞v
1 0
0 0 0 0 R∞v
1
 ,(5.13)
and similarly for cA
2(W,Φ), ∞A
2(W), cA
3(W,Φ), and ∞A
3(W).
6. On the c−Dependence of the ENcκ System
In addition to appearing directly as the term c−2, the constant c appears in
equations (4.1) - (4.4) through four terms: i) P = e4Φ/c
2
p, ii) γc = c/(c
2− |v|2)1/2,
iii) Rc = e
4Φ/c2Rc(η, p), and iv) Qc = S
2
c(η, p)e
4Φ/c2 [Rc(η, p) + c
−2p]. Because we
want to recover the EPκ system in the large c limit, the first obvious requirement
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we have is that the function Rc(η, p) has a limit R∞(η, p) as c → ∞. For mathe-
matical reasons, we will demand convergence in the norm | · |N+1,C (see definition
(2.4)) at a rate of order c−2, where C is a compact subset of R+×R+ that depends
on the Newtonian initial data V∞ defined in (8.1); see (6.12) and (6.13). Although
a construction of C is described in detail in Section 8.2, let us now provide a prelim-
inary description that is sufficient for our current purposes: for given initial data,
we will prove the existence of compact sets O¯2, O¯2, [−a, a]
5,K
def
= O¯2 × [−a, a]
5,
K
def
= O¯2×[−a, a]
5, and a time interval [0, T ] so that for all large c, the (c−dependent)
solutions14 V (V) to the ENcκ system launched by the initial data exist on [0, T ]×R
3
and satisfy W([0, T ] × R3) ⊂ O¯2, W([0, T ]× R
3) ⊂ O¯2, V([0, T ] × R
3) ⊂ K, and
V([0, T ] × R3) ⊂ K. See Section 8.2 for a detailed description of O¯2 and O¯2, and
(10.29), (10.30) for the construction of K and K.
The set C from above, then, is the projection of O¯2 onto the first two axes (which
are the η, p components of V). Intuitively, we would like the aforementioned four
functions of the state-space variables to converge to p, 1, R∞, and Q∞ respectively
when their domains are restricted to an appropriate compact subset. In this section,
we will develop and then assume hypotheses on the c−indexed equation of state
that will allow us to prove useful versions of these kinds of convergence results.
6.1. Functions with c−independent properties: the definitions. The main
technical difficulty that we must confront is ensuring that the Sobolev estimates pro-
vided by the propositions appearing in Appendix B can be made independently of
all large c. By examining these propositions, one could anticipate that this amounts
to analyzing the Cjb norms (see definition (2.4)) of various c−indexed families of
functions Fc appearing in the family of EN
c
κ systems. We therefore introduce here
some machinery that will allow us to easily discuss uniform-in-c estimates. Follow-
ing this, we use this machinery to prove some preliminary lemmas that will be used
in the proofs of Theorem 10.2 and Theorem 11.2, which are the two main theorems
of this article. Before proceeding, we refer the reader to the notation defined in
(2.5), which will be used frequently in the discussion that follows.
Definition 6.1. Let y1, · · · , yn denote Cartesian coordinates on Rn, and let
D ⊂ Rn be a compact convex set. We define Rj(ck;D; y1, · · · , yn) to be the ring
consisting of all c−indexed families of functions Fc(y
1, · · · , yn) such that for all
large c, Fc ∈ C
j
b (D), and such that the following estimate holds:
|Fc|j,D . c
k · C(D).(6.1)
We emphasize that the constant C(D) is allowed to depend on the family Fc and
the set D, but within a given family and on a fixed set, C(D) must be independent
of all large c.
Definition 6.2. Let D ⊂ Rn be a compact convex set. Let q1, · · · , qn be functions
such that (q1, · · · , qn) ∈ H
j
q¯1(R
3) × · · · × Hjq¯n(R
3) (see definition (2.2)) and such
14Recall the notation (5.5) - (5.8) which defines the arrays W,V,W, and V respectively.
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that {
(
q1(s), q2(s), · · · , qn(s)
)
| s ∈ R3} ⊂ D, where q¯1, q¯2, · · · , q¯n are constants such
that (q¯1, q¯2, · · · , q¯n) ∈ D. We define R
j(ck;D; q1, · · · , qn) to be the ring consisting
of all c−indexed expressions that can be written as the composition of an element
of Rj(ck;D; y1, · · · , yn) with (q1, · · · , qn).
If Fc is such an expression, then we indicate this by writing
Fc(q1, · · · , qn) ∈ R
j(ck;D; q1, · · · , qn)(6.2)
or
Fc ∈ R
j(ck;D; q1, · · · , qn).(6.3)
We remark that the notation (6.2), (6.3) also carries with it the implication that
the functions (q1, · · · , qn) have the aforementioned properties.
Remark 6.1. The notation Fc ∈ Rj(ck;D; q1, · · · , qn) represents an abuse of nota-
tion in the sense that in Definition 6.1, the arguments of the function Fc(y
1, · · · , yn)
are fixed, while in Definition 6.2, we are allowing ourselves the freedom to shift the
point of view as to what are the arguments of the expression Fc by allowing our-
selves to “shift around powers of c.” At the beginning of Section 6.3, we explain
why this freedom can be useful. As a simple example, if ∂tΦ ∈ H
2, ‖∂tΦ‖L∞ ≤ 1,
and Fc = c
−2∂tΦ, then we have that Fc ∈ R
2(c−2; [−1, 1]; ∂tΦ) and also that
Fc ∈ R
2(c−1; [−1, 1]; c−1∂tΦ).
Definition 6.3. Let D, q1, · · · , qn, and q¯1, q¯2, · · · , q¯n be as in Definition 6.2. Then
we define Ij(ck;D; q1, · · · , qn) to be the sub-ring contained in R
j(ck;D; q1, · · · , qn)
consisting of all such c−indexed expressions Fc such that the following estimate
holds:
‖Fc‖Hj . c
k · C(D; ‖q1‖Hjq¯1
, · · · , ‖qn‖Hjq¯n
).(6.4)
If Fc is such an expression, then we indicate this by writing
Fc(q1, · · · , qn) ∈ I
j(ck;D; q1, · · · , qn)(6.5)
or
Fc ∈ I
j(ck;D; q1, · · · , qn)
or
Fc = O
j(ck;D; q1, · · · , qn).(6.6)
Remark 6.2. This definition is highly motivated by the inequality (B.6) of Ap-
pendix B.
Remark 6.3. We also emphasize that in our applications below, the functions qi
and constants q¯i may themselves depend on the parameter c, even though we do
not always explicitly indicate this dependence. Typically, the qi will be quantities
related to solutions of the ENcκ system, and the q¯i will be equal to the components
of either (8.2), (8.10), or (8.11), perhaps scaled by a power of c.
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Remark 6.4. In the notation R(· · · ), I(· · · ), and Oj(· · · ), we often omit the argu-
ment D. In this case, it is understood that there is an implied set D that is to be
inferred from context; frequently D is to be inferred from L∞ estimates on the qi
that follow from Sobolev embedding. Also, we omit the argument ck when k = 0.
Furthermore, we have chosen to omit dependence on the constants q¯i since, as will
be explained at the beginning of Section 6.3, their definitions will be clear from
context. We will occasionally omit additional arguments when the context is clear.
6.2. Functions with c−independent properties: useful lemmas. The fol-
lowing three lemmas provide the core structure for analyzing the Sobolev norms of
terms appearing in the ENcκ system. They are especially useful for keeping track
of powers of c. Their proofs are based on the Sobolev-Moser estimates that are
stated as propositions in Appendix B. We assume throughout this section that the
functions q1, · · · , qn have the properties stated in Definition 6.2.
Lemma 6-1. If j ≥ 2 and Fc(y1, · · · , yn) ∈ Rj(ck;D; y1, · · · , yn), then
Fc ◦ (q1, · · · , qn)− Fc ◦ (q¯1, · · · , q¯n) ∈ I
j(ck;D; q1, · · · , qn).(6.7)
Proof. We emphasize that the conclusion of Lemma 6-1 is exactly the statement
that ‖Fc ◦ (q1, · · · , qn) − Fc ◦ (q¯1, · · · , q¯n)‖Hj . c
k · C(‖q1‖Hjq¯1
, · · · , ‖qn‖Hjq¯n
). Its
proof follows from definitions 6.1, 6.2, and 6.3, and from (B.6). 
Lemma 6-2. Suppose that Fc ∈ Rj(ck1 ;D; q1, · · · , qn),
Gc ∈ R
j(ck2 ;D; q1, · · · , qn), and Hc ∈ I
j(ck3 ;D; q1, · · · , qn). Then
Fc ·Gc ∈ R
j(ck1+k2 ;D; q1, · · · , qn) if j ≥ 0(6.8)
and
Fc · Hc ∈ I
j(ck1+k3 ;D; q1, · · · , qn) if j ≥ 2.(6.9)
Proof. Lemma 6-2 follows from the product rule for derivatives and (B.3). 
Remark 6.5. Lemma 6-2 shows that for k ≤ 0, Rj(ck;D; q1, · · · , qn) is a ring, i.e.,
it is closed under products. We frequently use this property in this article without
explicitly mentioning it.
Remark 6.6. Lemma 6-2 can easily be used to show that if
Fc(y
1, · · · , yn) ∈ Rj(c0;D; y1, · · · , yn) and if there exists a constant C˜(D) > 0 such
that C˜(D) . inf(y1,··· ,yn)∈D |Fc(y
1, · · · , yn)|, then
1/Fc ◦ (q1, · · · , qn) ∈ R
j(c0;D; q1, · · · , qn).
Remark 6.7. Lemma 6-2 shows that if Fc(y1, · · · , yn) ∈ Rj(c0;D; y1, · · · , yn) and
Fc ◦ (q¯1, · · · , q¯n) = 0, then Fc ◦ (q1, · · · , qn) ∈ I
j(ck;D; q1, · · · , qn). In particular, if
q¯ = 0, then any monomial qk for k > 0 is an element of Ij(q).
Remark 6.8. Lemma 6-2 shows in particular that for k ≤ 0, Ij(ck;D; q1, · · · , qn)
is an ideal in Rj(D; q1, · · · , qn).
19
Remark 6.9. If k ≤ 0 and there exists a fixed function F∞ ∈ Rj(D; y1, · · · , yn)
such that Fc−F∞ ∈ R
j(ck;D; y1, · · · , yn), then it follows that |Fc|j,D . |F∞|j,D+1,
so that the family of functions Fc is uniformly bounded in the norm | · |j,D for all
large c. A similar remark using the ‖ · ‖Hj norm applies if F∞ ∈ I
j(D; q1, · · · , qn)
and Fc − F∞ ∈ I
j(ck;D; q1, · · · , qn). We often make use of these observations in
this article without explicitly mentioning it.
Lemma 6-3. Suppose that j ≥ 3, k1 + k2 = k0, and that
Fc ∈ R
j(ck0 ;D1; q1, · · · , qn). Assume further that for 1 ≤ i ≤ n, we have that
qi ∈
⋂k=1
k=0 C
k([0, T ], Hj−kq¯i ) and that for all large c, that
ck2
(
∂tq1, · · · , ∂tqn
)
([0, T ]× R3) ⊂ D2. Then on [0, T ], we have that
∂t
(
Fc
)
∈ Ij−1(ck1 ;D1 ×D2; q1, · · · , qn, c
k2∂tq1, · · · , c
k2∂tqn).(6.10)
Proof. Lemma 6-3 follows from the chain rule, Lemma 6-2, and Remark 6.7. We
emphasize that the constant term associated to ck2∂tqi is 0, so that on the right-
hand side of the definition (6.4) of Ij−1(· · · ), we are measuring ck2∂tqi in the H
j−1
norm. 
Corollary 6-4. Let ∂a be a first-order spatial coordinate derivative operator. Sup-
pose that j ≥ 3, k1 + k2 = k0, and that Fc ∈ R
j(ck0 ;D1; q1, · · · , qn). Assume that
for all large c, we have that ck2
(
∂aq1, · · · , ∂aqn
)
([0, T ]× R3) ⊂ D2. Then on [0, T ],
we have that
∂a
(
Fc
)
∈ Ij−1(ck1 ;D1 ×D2; q1, · · · , qn, c
k2∂aq1, · · · , c
k2∂aqn).(6.11)
Proof. The proof of Corollary 6-4 is virtually identical to the proof of Lemma 6-3.

6.3. Applications to the ENcκ system. We will now apply these lemmas to the
ENcκ system. Let us first make a few remarks about our use of the norms ‖ · ‖Hj ,q¯i
that appear on the right-hand side of (6.4) and the constant term q¯i associated
to qi. For the remainder of this article, it is to be understood that the constant
term associated to ckV is ckV¯c, that the constant term associated to c
kV is ckV¯c,
and the constant term associated to both DV and DV is 0, where V¯c and V¯c are
defined in (8.10) and (8.11) respectively. In other words, when estimating ckV
using a j−th order Sobolev norm, it is understood that we are using the norm
‖ · ‖Hj
ckV¯c
, and similarly for the other state-space arrays. The relationship between
the arrays V and V is always understood to be the one implied by (5.6) and (5.8).
We furthermore emphasize that V (or V) will represent a solution array to the ENcκ
system, and therefore will implicitly depend on c through the c−dependent initial
data V˚c (see (8.9)) and through the c dependence of the EN
c
κ system itself. The
fact that the constant arrays V¯c and V¯c depend on the parameter c does not pose
any difficulty. For as we shall see, V¯c is contained in the fixed compact set K for all
large c, and V¯c is contained in the fixed compact set K for all large c, where the
sets K and K were introduced at the beginning of Section 6. Therefore, the L∞
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estimates of the constants V¯c and V¯c that we will need can be made independently
of all large c.
In addition to the above remarks, we add that we will have available a-priori
estimates that guarantee that V ∈
⋂k=2
k=0 C
k([0, T ], HN−k
V¯c
) for a fixed integer15
N ≥ 4 on our time interval [0, T ] of interest, which are hypotheses that are relevant
for Lemma 6-3 and Corollary 6-4. Our a-priori estimates will also ensure that all
of the relevant quantities are contained in an appropriate fixed compact convex
set, so that the “hypotheses on the qi” described in Definition 6.2 will always be
satisfied. Consequently, we will often omit the dependence of the running constants
C(· · · ) on such sets. The relevant a-priori estimates (“Induction Hypotheses”) are
described in detail in Section 10.3.1.
Let us now provide a clarifying example and also elaborate upon the idea that
it is sometimes useful to shift the point of view as to what are the arguments of
a family Fc(· · · ). For example, consider the expression Fc
def
= c−2∂tΦ, where Φ is
a solution variable in the ENcκ system depending on c through the initial data V˚c
and through the c−dependence of the system itself. If it is known that c−1‖∂tΦ‖H3
is uniformly bounded by L for all large c, then we have that Fc ∈ I
3(c−1; c−1∂tΦ)
since c−1‖c−1∂tΦ‖H3 . c
−1L. If it also turns out that ‖∂tΦ‖H3 is uniformly
bounded for all large c, then have that Fc ∈ I
3(c−2; ∂tΦ). If both estimates are
true, then we indicate this by writing Fc ∈ I
3(c−1; c−1∂tΦ) ∩ I
3(c−2; ∂tΦ) or
Fc = O
3(c−1; c−1∂tΦ) ∩ O
3(c−2; ∂tΦ). These kinds of estimates will enter into our
continuous induction argument in Section 10.2, in which we will first prove a bound
for c−1∂tΦ, and then use it to obtain a bound for ∂tΦ; see (10.25) and (10.27).
Remark 6.10. For simplicity, we are not always optimal in our estimates.
The following four lemmas, which provide an analysis of the c−dependence of
the terms appearing in the ENcκ system, will be used heavily in Section 10.3, which
contains most of our technical estimates. Before providing the lemmas, we first
restate our hypotheses on the equation of state using our new notation
Hypotheses on the c−Dependence of the Equation of State
Rc(η, p), R∞(η, p) ∈ R
N+1(C; η, p)(6.12)
Rc(η, p)−R∞(η, p) ∈ R
N+1(c−2;C; η, p).(6.13)
Recall that the set C was introduced at the beginning of Section 6 and is described
in detail in Section 8.2. We also assume that R∞(η, p) and S
2
∞(η, p) are “physical”
as defined in Section 3.1, and in particular that whenever η, p > 0, we have that
0 < R∞(η, p) and 0 < S
2
∞(η, p). Additionally, we note the following simple conse-
quence of (3.18), (6.12), and (6.13):
S2c(η, p)−S
2
∞(η, p) ∈ R
N (c−2;C; η, p).(6.14)
15The relevance of N ≥ 4 is described in Section 8.
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Remark 6.11. At the end of this section, we provide an example of a well-known
family of equations of state, namely the polytropic equations of state, that satisfy
the above hypotheses.
Hypothesis (6.12) ensures that the terms appearing in the ENcκ and EPκ sys-
tems are sufficiently differentiable functions of V, thus enabling us to apply the
Sobolev-Moser type inequalities appearing in Appendix B. It is strong enough to
imply Theorem 10.1 and Theorem 11.1. Hypothesis (6.13) is used in our proof
of Theorem 10.2 and Theorem 11.2. Although a weakened version of Hypothesis
(6.13) is sufficient to prove a convergence theorem, we do not pursue this matter
here since we are not striving for optimal results.
Lemma 6-5. Let γc, Rc, R∞, Qc, Q∞,W, and W be the quantities defined in (4.5),
(4.6), (4.13), (4.7), (4.14), (5.5), and (5.7) respectively. Then for m = 0, 1, 2 and
ν = t, 1, 2, 3 we have the following estimates for all large c, including c =∞ :
(γc)
2 − 1 ∈ RN+1(c−2;v)(6.15)
e
+
−4Φ/c
2
− 1 ∈ RN+1(cm−2; c−mΦ)(6.16)
Rc −R∞ = e
4Φ/c2Rc(η, p)−R∞(η, p) ∈ R
N+1(cm−2; η, p, c−mΦ)
(6.17)
Qc −Q∞ = Qc(η, p,Φ)−Q∞(η, p) ∈ R
N (cm−2; η, p, c−mΦ)(6.18)
W−W ∈ RN (cm−2;P, c−mΦ)(6.19)
W ∈ RN (W, c−mΦ)(6.20)
∂νW− ∂νW ∈ I
N−1(cm−2;P, ∂νP, c
−mΦ, c−m∂νΦ)(6.21)
∂νW ∈ I
N−1(W, ∂W, c−mΦ, c−m∂νΦ).(6.22)
Proof. (6.15), and (6.16) are easy Taylor estimates. (6.17) follows from Lemma 6-2,
(6.12), (6.13), and (6.16). (6.18) then follows from (3.18), (3.41), (4.14), Lemma 6-2,
(6.14), and (6.17). Since P −p = (1−e−4Φ/c
2
)P, (6.19) follows from (6.16), Lemma
6-2, and that the fact that W and W differ only in that the second component
of W is p, while the second component of W is P. (6.20) is a simple consequence
of (6.19). (6.21) follows from (6.19), Lemma 6-3, and Corollary 6-4. (6.22) then
follows easily from (6.21). 
The next lemma connects the c−asymptotic behavior of an expression written
in terms of the state-space array W to the c−asymptotic behavior of the same
expression written in terms of the state-space array W.
Lemma 6-6. If 0 ≤ j ≤ N and Fc ∈ Rj(ck;W), then for m = 0, 1, 2, we have that
Fc ∈ R
j(ck;W, c−mΦ).(6.23)
Proof. Lemma 6-6 follows easily from expressing W in terms of W and c−mΦ via
(6.20) and applying the chain rule. 
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Lemma 6-7. Let cA
ν(W,Φ), ν = 0, 1, 2, 3, denote the matrix-valued functions of
W and Φ introduced in Section 5. Let the c−dependent relationship between W and
W,Φ be defined by (5.5) and (5.7). Then for all large c including c =∞, and for
m = 0, 1, 2, we have that
∞A
ν(W),
(
∞A
0(W)
)−1
∈ RN (W) ∩RN (W, c−mΦ)(6.24)
cA
ν(W,Φ),
(
cA
0(W,Φ)
)−1
∈ RN (W, c−mΦ) ∩RN (W, c−mΦ)
(6.25)
cA
ν(W,Φ)−∞A
ν(W) ∈ RN (cm−2;W, c−mΦ) ∩RN (cm−2;W, c−mΦ)(6.26)
(
cA
0(W,Φ)
)−1
−
(
∞A
0(W)
)−1
∈ RN (cm−2;W, c−mΦ) ∩RN (cm−2;W, c−mΦ).
(6.27)
Proof. (6.24) - (6.27) follow from (5.10) - (5.13), Remark 6.6, Lemma 6-2, Lemma
6-5, Lemma 6-6, the determinant-adjoint formula for the inverse of a matrix, and
the hypotheses (6.12), (6.13) on the equation of state. 
Lemma 6-8. Let B∞(W, ∂Φ)
def
=
(
0, 0,−R∞(η, p)∂1Φ,−R∞(η, p)∂2Φ,−R∞(η, p)∂3Φ)
)
denote the right-hand side of the EPκ equations (4.9), (4.10), (4.11), and let
Bc(W,Φ, DΦ) denote the right-hand side of the EN
c
κ equations (4.1) - (4.3). Let
the c−dependent relationship between W and W,Φ be defined by (5.5) and (5.7).
Then for all large c including c =∞, and for m = 0, 1, 2 and n = 0, 1, we have that
B∞(W, ∂Φ) ∈ I
N (cn;W, c−n∂Φ) ∩ IN (cn;W, c−mΦ, c−n∂Φ)(6.28)
Bc(W,Φ, DΦ) ∈ I
N (W, c−mΦ, ∂Φ, c−m∂tΦ) ∩ I
N (W, c−mΦ, ∂Φ, c−m∂tΦ)
(6.29)
and
Bc(W,Φ, DΦ) = B∞(W, ∂Φ) +O
N (cm−2;W, c−mΦ, c−mDΦ).
(6.30)
Proof. (6.28) - (6.30) all follow from combining the facts
B∞(W¯∞,0) = 0 and Bc(W¯c, Φ¯c,0) = 0 with Remark 6.7, Lemma 6-2, Lemma
6-5, and Lemma 6-6. 
Remark 6.12. The fact that B∞(W, ∂Φ) ∈ IN (c1;W, c−mΦ, c−1∂Φ) plays a
distinguished role in the proof of Lemma 10-4; B∞(W, ∂Φ) will be one of the
factors in the “worst error term” because it can grow like c1 if we only have control
over the size of c−1∂Φ.
Remark 6.13. Many of the above lemmas are valid for other values of m and n;
we stated the lemmas for the values of m and n that we plan to use later.
Example 6.1. As an enlightening example, we discuss the non-relativistic limit of
polytropic equations of state, that is, equations of state of the form
ρ = m0c
2n+ Ac(η)γ−1 n
γ , where m0 denotes the rest mass of a fluid element, n denotes
the proper number density, and γ > 1. Let us assume that
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Ac, A∞ ∈ R
N+1(Π1(C); η), that A∞ > 0 on Π1(C), and that
Ac − A∞ ∈ R
N+1(c−2; Π1(C); η), where Π1(C) is the projection of the set C intro-
duced at the beginning of Section 6 onto the first axis. Some omitted calculations
show that Hypotheses 6.12 and 6.13 then hold, and that
Rc = e
4Φ/c2Rc(η, p) =
m0P
1/γe4Φ/c
2(1−1/γ)
A
1/γ
c (η)
+
P
c2(γ − 1)
(6.31)
Qc = Qc(η, p,Φ) = γP(6.32)
R∞ = R∞(η, p) =
m0p
1/γ
A
1/γ
∞ (η)
(6.33)
Q∞ = Q∞(η, p) = γp.(6.34)
In the isentropic case η(t, s) ≡ η¯, (6.33) can be rewritten in the familiar form
p = C · (R∞)
γ , where C is a constant.
7. Energy Currents
In this section we provide energy currents and discuss two key properties: i) for
a fixed c, they are positive definite in the variations W˙ when contracted against
certain covectors, and ii) their divergence is lower order in the variations. In Sec-
tion 8.3, we will see that the positivity property is uniform for all large c. A general
framework for the construction of energy currents for hyperbolic systems derivable
from a Lagrangian is developed in [Chr00]. The role of energy currents is to replace
the energy principle available for symmetric hyperbolic systems by providing inte-
gral identities, or more generally, integral inequalities, that enable one to control
Sobolev norms of solutions16 to the EOVcκ. This technique will be used in our proofs
of Lemma 10-14 and Theorem 11.2.
7.1. The definition of an energy current. Given a variation W˙ : M → R5
and a BGS17 V˜ : M → R10 as defined in Section 5, we define the energy current
to be the vectorfield (c)J˙ with components (c)J˙
0
, (c)J˙
j
, j = 1, 2, 3, in the global
rectangular coordinate system given by
(c)J˙
0 def
= η˙2 +
P˙ 2
Q˜c
+ 2c−2(γ˜c)
2(v˜k v˙
k)P˙(7.1)
+ (γ˜c)
2
[
R˜c + c
−2P˜
]
·
[
v˙kv˙
k + c−2(γ˜c)
2(v˜k v˙
k)2
]
(c)J˙
j def
= v˜j η˙2 +
v˜j
Q˜c
P˙ 2 + 2
[
v˙j + c−2(γ˜c)
2v˜j v˜k v˙
k
]
· P˙
+ (γ˜c)
2v˜j
[
R˜c + c
−2P˜
]
·
[
v˙kv˙
k + c−2(γ˜c)
2(v˜k v˙
k)2
]
.
16As we shall see, the energy currents (c)J˙ do not control the variations Φ˙ or DΦ˙; these terms
are controlled through a separate argument based on the lemmas and propositions of Appendix
A.
17Recall that we also refer to W˜ as the BGS when c =∞.
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In the case c =∞, we define for j = 1, 2, 3 :
(∞)
J˙
0 def
= η˙2 +
p˙2
Q˜∞
+ R˜∞v˙kv˙
k(7.2)
(∞)J˙
j def
= v˜j η˙2 +
v˜j
Q˜∞
p˙2 + 2v˙j p˙+ R˜∞v˜
j v˙kv˙
k.
We note that formally, limc→∞
(c)J˙ = (∞)J˙, a fact that will be rigorously justified
in Section 8.3.
The energy current (7.1) is very closely related to the energy current J˙ introduced
in [Spe09], where the following changes have been made. First, we have dropped the
terms from J˙ corresponding to the variations of the potential Φ˙ and its derivatives,
for we will bound these terms in a Sobolev norm using a separate argument. Second,
the expression for (c)J˙ is constructed using the velocity state-space variable v (3.29)
and variations v˙, as opposed to the variables U j
def
= eφuj and variations U˙ j that
appear in the expression for J˙ . Finally, we emphasize that the formula for (c)J˙
ν
applies in a rectangular coordinate system with x0 = t, whereas in the formula for
J˙ν provided in [Spe09], the rectangular coordinate system is such that x0 = ct,
even though c was set equal to unity in [Spe09].
Remark 7.1. A similar current was used by Christodoulou in [Chr07] to analyze
the motion of a relativistic fluid evolving in Minkowski space.
7.2. The positive definiteness of ξµ(c)J˙
µ
for ξ ∈ Is∗+x . As discussed in detail
in [Spe09], for ξ belonging to a certain subset of the cotangent space at x, which
we denote by T ∗xM, the quadratic form
18 ξµ
(c)J˙
µ
(W˙,W˙) is positive definite in W˙
if P˜ > 0. To elaborate upon this, we follow Christodoulou [Chr07] and introduce
the reciprocal acoustical metric h˜−1, a quadratic form on T ∗xM with components
that read (for j, k = 1, 2, 3)
(h˜−1)00
def
= −c−2 − (γ˜c)
2
[
S−2c (η˜, p˜)− c
−2
]
(7.3)
(h˜−1)0j
def
= (h˜−1)j0 = −(γ˜c)
2
[
S−2c (η˜, p˜)− c
−2
]
v˜j(7.4)
(h˜−1)jk
def
= δjk − (γ˜c)
2
[
S−2c (η˜, p˜)− c
−2
]
v˜j v˜k(7.5)
in the global rectangular coordinate system. Recall that the function Sc is defined
in (3.16).
Recall that for a hyperbolic system of PDEs, the characteristic subset19of T ∗xM
is the union of several sheets. If we restrict our attention to the truncated20 EOVcκ
(5.1) - (5.3), then omitted calculations imply that the inner sheet is the sound cone
18We write “ξµ(c)J˙
µ
(W˙,W˙)” to emphasize the point of view that ξµ(c)J˙
µ
is a quadratic form
in W˙.
19[Spe09] contains a detailed discussion of the notion of the characteristic subset of T ∗xM in
the context of the ENc=1κ system.
20By “truncated EOVcκ” we mean the system that results upon deleting the variable Φ˙ and the
equation (5.4) that it satisfies.
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at x, which can be described in coordinates as {ζ ∈ T ∗xM | (h˜
−1)µνζµζν = 0}. The
interior of the positive component of the sound cone, which we denote by Is∗+x , can
be described in coordinates as
Is∗+x
def
= {ζ ∈ T ∗xM | (h˜
−1)µνζµζν < 0 and ζ0 > 0}.(7.6)
We remark that the characteristic subsets of the T ∗xM in the complete EOV
c
κ
system (5.1) - (5.4) feature an additional sheet: the light cone (also known as the
“gravitational null cone”), which is contained inside the sound cone.21
It follows from the general construction of energy currents as presented in [Chr00]
that ξµ
(c)J˙
µ
(W˙,W˙) is positive definite whenever P˜ > 0 and ξ belongs to the interior
of the positive component of the sound cone in T ∗xM :
ξµ
(c)J˙
µ
(W˙,W˙) > 0 if |W˙| > 0, P˜ > 0, and ξ ∈ Is∗+x .(7.7)
The inequality (7.7) allows us to use the quadratic form ξµ
(c)J˙
µ
(W˙,W˙) to estimate
the L2 norms of the variations W˙, provided that we estimate the BGS V˜. We will
discuss this issue further in Section 8.3.
In contrast, the energy current J˙ from [Spe09] has the property that ξµJ˙
µ is
a positive definite quadratic form in V˙ only for ξ belonging to the interior of the
positive component of the light cone in T ∗xM; ξµ
(c)J˙
µ
(W˙,W˙) is positive definite for
a larger set of ξ than is ξµJ˙
µ(V˙, V˙) because (c)J˙ does not contain terms involving
the variations of the potential Φ˙, and therefore does not control the propagation of
gravitational waves.
Remark 7.2. Because limc→∞S−2c (η˜, p˜) = S
−2
∞ (η˜, p˜) > 0, it follows that for all
large c, the covector with coordinates (1, 0, 0, 0) is an element of Is∗+x . Therefore,
(c)J˙
0
(W˙,W˙) is positive definite for all large c. We also observe that (∞)J˙
0
(W˙,W˙),
which is defined in (7.2), is manifestly positive definite in the variations if p˜ > 0,
for by our fundamental assumptions on the equation of state, p˜ > 0 =⇒ R˜∞ > 0
and Q˜∞ > 0.
7.3. The divergence of the energy current. As described in [Spe09], if the vari-
ations W˙ are solutions of the EOVcκ (5.1) - (5.3), then we can compute ∂µ
(
(c)J˙
µ
)
and use the equations (5.1) - (5.3) for substitution to eliminate the terms22 con-
taining the derivatives of W˙ :
21As discussed in [Spe09], one can also define the sound cone and light cone subsets of the
tangent space at x, which we denote by TxM, by introducing the notion of the dual to a sheet of
the characteristic subset of T ∗xM. The duality reverses the aforementioned containment so that
in TxM, the sound cone is contained inside of the light cone. This is perhaps the more familiar
picture, for it corresponds to our intuitive notion of sound traveling more slowly than light.
22Showing this via a calculation is an arduous task. The lower-order divergence property is a
generic feature of energy currents constructed in the manner described in [Chr00], but we require
its explicit form in order to analyze its c− dependence.
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∂µ
(
(c)J˙
µ
)
=
{
∂t
(
1
Q˜c
)
+ ∂j
(
v˜j
Q˜c
)}
· P˙ 2
+ 2c−2(γ˜c)
2
{
∂tv˜k + v˜k∂j v˜
j + v˜j∂j v˜k + 2c
−2(γ˜c)
2v˜k
(
v˜j∂tv˜
j + v˜j v˜a∂j v˜
a
)}
· P˙ v˙k
+
{
∂t
[
(γ˜c)
2
(
R˜c + c
−2P˜
)]
+ ∂j
[
(γ˜c)
2
(
R˜c + c
−2P˜
)
v˜j
]}
·
{
v˙kv˙
k + c−2(γ˜c)
2(v˜k v˙
k)2
}
+ 2c−2(γ˜c)
4
{
R˜c + c
−2P˜
}
·
{
v˜kv˙
kv˙j∂tv˜j + v˜kv˙
kv˙av˜j∂j v˜a + c
−2(γ˜c)
2(v˜kv˙
k)2
(
v˜j∂tv˜
j + v˜av˜
j∂j v˜
a
)}
+ 2η˙f + 2
P˙ g
Q˜c
+ 2v˙jh
(j).
(7.8)
We observe here that in the case c = ∞, (7.8) reduces to the more palatable
expression
∂µ
(
(∞)
J˙
µ
)
=
{
∂t
(
1
Q˜∞
)
+ ∂j
(
v˜j
Q˜∞
)}
· p˙2 +
{
∂t
(
R˜∞
)
+ ∂j
(
R˜∞v˜
j
)}
· v˙kv˙
k
+ 2η˙f + 2
P˙ g
Q˜∞
+ 2v˙jh
(j).
(7.9)
8. The Initial Data and the Uniform-in-c Positivity of the Energy
Currents
In this section we describe a class of initial data for which our energy methods
allow us to rigorously take the limit c→∞ in the ENcκ system. The Cauchy surface
we consider is {(t, s) ∈ M | t = 0}.
8.1. An HN perturbation of a uniform quiet fluid. Initial data for the EPκ
system are denoted by
V˚∞(s)
def
= (η˚, p˚, v˚1, v˚2, v˚3, Φ˚∞, Ψ˚0, Ψ˚1, Ψ˚2, Ψ˚3),(8.1)
where Ψ˚0(s)
def
= ∂tΦ(0, s) and Ψ˚j
def
= ∂jΦ˚∞(s). We assume that V˚∞ is an H
N
perturbation of the constant state V¯∞, where
(8.2) V¯∞
def
= (η¯, p¯, 0, 0, 0, Φ¯∞, 0, 0, 0, 0),
η¯, p¯ are positive constants, and the constant Φ¯∞ is the unique solution to
κ2Φ¯∞ + 4πGR∞(η¯, p¯) = 0.(8.3)
The constraint (8.3) must be satisfied in order for equation (4.12) to be satisfied by
V¯∞. By an H
N perturbation, we mean that
‖W˚∞‖HN
W¯∞
<∞,(8.4)
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where we use the notation W˚∞ and W¯∞ to refer to the first 5 components of
V˚∞ and V¯∞ respectively. We emphasize that a further positivity restriction on the
initial data p˚ and η˚ is introduced in Section 8.2, and that throughout this article,
N is a fixed integer satisfying
N ≥ 4.(8.5)
Remark 8.1. We require N ≥ 4 so that Corollary B-3 and Remark B.1 can be
applied to conclude that l ∈
⋂k=2
k=0 C
k([0, T ], HN−k), where l is defined in (10.14);
this is a necessary hypothesis for Proposition A-5, which we use in our proof of
Theorem 10.2.
Although we refer to Φ˚∞ and Ψ˚ν , ν = 0, 1, 2, 3, as “data,” in the EPκ system,
these 5 quantities are determined by η˚, p˚, v˚1, v˚2, v˚3 through the equations (4.10’),
(4.12), and (8.3), together with vanishing conditions at infinity on Φ˚∞ − Φ¯∞ and
Ψ˚0 :
∆Φ˚∞ − κ
2(Φ˚∞ − Φ¯∞) = 4πG
[
R∞(η˚, p˚)−R∞(η¯, p¯)
]
(8.6)
∆Ψ˚0 − κ
2Ψ˚0 = −4πG∂t|t=0
(
R∞(η, p)
)
= −4πG∂k
(
R∞(η˚, p˚)˚v
k
)
,(8.7)
where the integral kernel from (4.15) can be used to compute Φ˚∞ − Φ¯∞ and Ψ˚0.
We will nevertheless refer to the array V˚∞ as the “data” for the EPκ system.
Remark 8.2. Remark 4.1 implies that Φ˚∞ ∈ HN+2Φ¯∞ and Ψ˚ν ∈ H
N+1 for
ν = 0, 1, 2, 3.
We now construct data for the ENcκ system from V˚∞. Depending on which set of
state-space variables we are working with, we denote the data for the ENcκ system
by
V˚c
def
= (η˚, p˚, v˚1, v˚2, v˚3, Φ˚c, Ψ˚0, Ψ˚1, Ψ˚2, Ψ˚3)(8.8)
or V˚c
def
= (η˚, e4Φ˚c/c
2
p˚, v˚1, v˚2, v˚3, Φ˚c, Ψ˚0, Ψ˚1, Ψ˚2, Ψ˚3),(8.9)
where unlike in the EPκ case, Φ˚c, Ψ˚0, Ψ˚1, Ψ˚2, and Ψ˚3 are data in the sense that
the ENcκ system is under-determined if they are not prescribed. We have chosen
the data η˚, p˚, v˚1, v˚2, v˚3, Ψ˚0, Ψ˚1, Ψ˚2, Ψ˚3 for the EN
c
κ system to be the same as the
data for the EPκ system, but for technical reasons described below and indicated
in (8.12) and (8.14), our requirement that there exists a constant background state
typically constrains the datum Φ˚c so that it differs from Φ˚∞ by a small constant
that vanishes as c→∞.
As in the EPκ system, we assume that V˚c is an H
N perturbation of the constant
state of the form (depending on which collection of state-space variables we are
working with)
V¯c
def
= (η¯, p¯, 0, 0, 0, Φ¯c, 0, 0, 0, 0)(8.10)
or V¯c
def
= (η¯, P¯c, 0, 0, 0, Φ¯c, 0, 0, 0, 0),(8.11)
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where η¯ and p¯ are the same constants appearing in V¯∞, Φ¯c is the unique solution
to
κ2Φ¯c + 4πGe
4Φ¯c/c
2[
Rc(η¯, p¯)− 3c
−2p¯
]
= 0,(8.12)
and P¯c
def
= e4Φ¯c/c
2
p¯. The constraint (8.12) must be satisfied in order for equation
(4.4) to be satisfied by p¯, η¯, and Φ¯c. Although the background potential Φ¯c for the
ENcκ system is not in general equal to the background potential Φ¯∞ for the EPκ
system, it follows from the hypotheses (6.12) and (6.13) on the c-dependence of Rc
that
lim
c→∞
Φ¯c = Φ¯∞.(8.13)
We now define the initial datum Φ˚c appearing in the arrays (8.8) and (8.9) by
Φ˚c
def
= Φ˚∞ − Φ¯∞ + Φ¯c,(8.14)
which ensures that the deviation of Φ˚c from the background potential Φ¯c matches
the deviation of Φ˚∞ from the background potential Φ¯∞. We denote the first 5
components of V˚c, V˚c, V¯c, and V¯c by W˚c,W˚c, W¯c, and W¯c respectively.
Remark 8.3. We could weaken the hypotheses by allowing the initial data for
the ENcκ system to deviate from the initial data for the EPκ system by an H
N
perturbation that decays to 0 rapidly enough as c→∞. For simplicity, we will not
pursue this analysis here.
8.2. The sets O,O2,O2,C,K, and K. In order to avoid studying the free boundary
problem, and in order to avoid singularities in the energy currents (7.1) and (7.2), we
assume that the initial pressure, energy density, and speed of sound are uniformly
bounded from below by a positive constant. According to our assumptions (3.13)
on the equation of state, to achieve this uniform bound, it is sufficient to make the
following further assumption on the initial data: that W˚∞(R
3) is contained in a
compact subset of the following open subset O of the state-space R5, the admissible
subset of truncated state-space, defined by
(8.15) O
def
=
{
W = (η, p, v1, v2, v3) ∈ R5 | η > 0, p > 0
}
.
Therefore, we assume that W˚∞(R
3) ⊂ O1 and W¯∞ ∈ O1, where O1 is a pre-
compact open set with O1 ⋐ O, and “ ⋐
′′ means that “the closure is compact and
contained in the interior of.” We then fix convex precompact open subsets O2 and
O2 with O1 ⋐ O2 ⋐ O2 ⋐ O, and define C to be the projection of O¯2 onto the first
two axes, where O¯2 denotes the closure of O2. We assume that with this definition
of C, hypotheses (6.12) and (6.13) are satisfied by the equation of state. Conse-
quently, property (8.13) shows that for all large c including c = ∞, W˚c(R
3) ⋐ O2
and W¯c ∈ O2; also note that for all c, W˚c = W˚∞ = W˚∞.
We now address the variables
(
Φ, ∂tΦ, ∂1Φ, ∂2Φ, ∂3Φ
)
. In Section 10, we will use
energy estimates to prove the existence of an interval [0, T ] and a cube of the form
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[−a, a]5 such that for all large c including c =∞, we have(
Φ, ∂tΦ, ∂1Φ, ∂2Φ, ∂3Φ
)
([0, T ]×R3) ⊂ [−a, a]5. Furthermore, it will follow from the
discussion in Section 10 that for all large c including c =∞, we have(
Φ˚c, Ψ˚0, Ψ˚1, Ψ˚2, Ψ˚3
)
(R3) ⋐ Int([−a, a]5). The compact convex set K, then, as given
in (10.29) below, will be defined to be O¯2 × [−a, a]
5. It follows from the above
discussion that for all large c including c = ∞, we have V˚c(R
3) ⋐ Int(K) and
V¯c ∈ Int(K). Our goal will be to show that the solution Vc to (4.1) - (4.8) launched
by the initial data V˚c exists on a time interval [0, T ] that is independent of (all large)
c and remains in K.
We now discuss the simple construction of K : based on the above construction,
it follows from definitions (5.5) - (5.8) that for all large c including c = ∞, we
have V ∈ K =⇒ W ∈ O¯2. As given in (10.30), we will then define the compact
convex23 set K by K
def
= O¯2 × [−a, a]
5, so that for all large c including c = ∞, we
also have that V ∈ K =⇒ V ∈ K. As in the previous discussion, it follows that
for all large c including c =∞, we have V˚c(R
3) ⋐ Int(K) and V¯c ∈ Int(K).
8.3. The uniform-in-c positive definiteness of (c)J˙
0
. As mentioned at the be-
ginning of Section 7, we will use the quantity ‖(c)J˙
0
(t)‖L1 to control ‖W˙(t)‖
2
L2 ,
where (c)J˙ is an energy current for the variation W˙ with coefficients defined by a
BGS V˜. Since we seek estimates that are uniform in c, we will show that under
some simple assumptions on the BGS V˜, it follows that (c)J˙
0
is uniformly positive
definite in W˙ for all large c. Let us now formulate this precisely as a lemma.
Lemma 8-1. Let (c)J˙ be the energy current (7.1) for the variation W˙ defined by
the BGS V˜. Assume that W˜(t, s) ∈ O¯2 and that |Φ˜(t, s)| ≤ Z, where W˜ denotes
the first 5 components of V˜, and O¯2 is defined in Section 8.2. Then there exists a
constant CO¯2,Z with 0 < CO¯2,Z < 1 such that
(8.16) CO¯2,Z |W˙|
2 ≤ (c)J˙
0
(W˙,W˙) ≤ C−1
O¯2,Z
|W˙|2
holds for all large c including c =∞.
Proof. It is sufficient prove inequality (8.16) when |W˙| = 1 since it is invariant
under any rescaling of W˙. Let W˜, V˜ be the arrays related to the arrays W˜, V˜ as
defined in (5.5) - (5.8). Our assumptions imply the existence of a compact set D
depending only on O¯2 and Z such that for all large c, V˜(t, s) ∈ D.
Recall that (∞)J˙ is defined in (7.2) and that (∞)J˙
0
is manifestly positive definite
in the variations24 W˙ if p˜ > 0. If we view (∞)J˙
0
as a function of (W˙, W˜), then by
23Proposition B-4 requires the convexity of K and K, and the estimate (B.6) also requires that
V¯c ∈ K and V¯c ∈ K. In practice, K and K can be chosen to be cubes.
24To be consistent the notation used in formula (7.2), it would be “more correct” to use
the symbol W˙ to denote the variations appearing as arguments in (∞)J˙(·, ·). However, for the
purposes of this proof, there is no harm in identifying W˙ = W˙ since in this context, these
placeholder variables merely represent the arguments of (∞)J˙ when viewed as a quadratic form in
the variations.
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uniform continuity, there is a constant 0 < C(D) < 1 such that
C(D)|W˙|2 ≤ (∞)J˙
0
≤ C(D)−1|W˙|2 holds on the compact set {|W˙| = 1} ×Π5(D),
where Π5(D) is the projection of D onto the first five axes. Furthermore, if we also
view (c)J˙
0
as a function of (W˙, V˜), then by Lemma 6-2, Lemma 6-5, (7.1), and (7.2)
we have that (c)J˙
0
= (∞)J˙
0
+Fc · |W˙|
2, where Fc ∈ R
N (c−2;D; V˜). (8.16) now easily
follows: CO¯2,Z can be any positive number that is strictly smaller than C(D). 
Remark 8.4. If c = ∞, then the coefficients of the quadratic form (∞)J˙
0
are
independent of Φ. It follows that in this case, the constant CO¯2 from (8.16) is
independent of Z.
9. Smoothing the Initial Data
For technical reasons, we need to smooth the initial data. Without smoothing,
the terms on the right-hand sides of (10.8) - (10.10) involving the derivatives of the
initial data could be unbounded in the HN norm. To begin, we fix a Friedrich’s
mollifier χ(s); i.e., χ ∈ C∞c (R
3), supp(χ) ⊂ {s | |s| ≤ 1}, χ ≥ 0, and
∫
χ d3s = 1.
For ǫ > 0, we set χǫ(s)
def
= ǫ−3χ( sǫ ). We smooth the first 5 components W˚∞ of the
data V˚∞ defined in (8.1) with χǫ, defining χǫW˚∞ ∈ C
∞ by
(9.1) χǫW˚∞(s)
def
=
∫
R3
χǫ(s− s
′)W˚∞(s
′) d3s′.
Note that we do not smooth the data (Φ˚c, Ψ˚0) ∈ H
N+2
Φ¯c
×HN+1 because by Remark
8.2 and definition (8.14), they already have sufficient regularity.
The following property of such a mollification is well known:
lim
ǫ→0+
‖χǫW˚∞ − W˚∞‖HN = 0.(9.2)
We will choose below an ǫ0 > 0. Once chosen, we define
(0)
W˚
def
=
(
(0)η˚, (0)p˚, (0)v˚
)
def
= χǫ0W˚∞(9.3)
(0)
W˚c
def
=
(
(0)η˚, e4Φ˚c/c
2
· (0)p˚, (0)v˚
)
,(9.4)
where Φ˚c is defined in (8.14). By Sobolev embedding, the assumptions on the
initial data W˚c, which are the first 5 components of the data V˚c defined in (8.9),
by Lemma 6-2, by (6.16), and by the mollification property (9.2), ∃{Λ1 > 0∧ǫ0 > 0}
such that
for all large c, ‖W − (0)W˚c‖HN ≤ Λ1 ⇒W ∈ O¯2(9.5)
‖(0)W˚c − W˚c‖HN . CO¯2,Z ·
Λ1
2
,(9.6)
where O¯2 is defined in Section 8.2, and CO¯2,Z is the constant from (8.16). Here,
Z is a fixed constant that will serve as an upper bound for ‖Φ(t)‖L∞ on a certain
time interval, where Φ will be a solution variable in the ENcκ system. We explain
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this fixed value of Z, given in expression (10.35) below, in detail in Section 10.3.
Note that according to this reasoning, Λ1 = Λ1(O¯2;Z).
Remark 9.1. Because ‖V˚c‖HN
V¯c
, ‖V˚c‖L∞ , ‖
(0)
V˚c‖HN+1
V¯c
and ‖(0)V˚c‖L∞ enter into
our Sobolev estimates below, it is an important fact that these quantities are uni-
formly bounded for all large c. By (8.13), (8.14), definition (9.4), and Sobolev
embedding, to obtain uniform bounds for (0)V˚c, we only need to show that
|| e4Φ˚c/c
2
· (0)p˚ ||HN+1
e4Φ¯c/c
2
·p¯
is uniformly bounded for all large c. This fact follows from
Lemma 6-1, Lemma 6-2, and (6.16). Such a uniform bound is used, for example, in
the estimate (10.76). We can similarly obtain the uniform bounds for V˚c; we use
such a bound, for example, in the proof of (10.50).
10. Uniform-in-Time Local Existence for ENcκ
In this section we prove our first important theorem, namely that there is a
uniform time interval [0, T ] on which solutions to the ENcκ system having the initial
data V˚c exist, as long as c is large enough.
10.1. Local existence and uniqueness for ENcκ revisited. Let us first recall
the following local existence result proved in [Spe09], in which it was not yet shown
that the time interval of existence can be chosen independently of all large c.
Theorem 10.1. (ENcκ Local Existence Revisited) Let V˚c(s) be initial data
(8.8) for the ENcκ system (4.1) - (4.8) that are subject to the conditions described
in Section 8. Assume that the equation of state is “physical” as described in Section
3.1. Then for all large (finite) c, there exists a Tc > 0 such that (4.1) - (4.8) has a
unique classical solution V ∈ C2b ([0, Tc]× R
3) of the form
V = (η, P, v1, v2, v3,Φ, ∂tΦ, ∂1Φ, ∂2Φ, ∂3Φ) with V(0, s) = V˚c(s). The solution sat-
isfies V([0, Tc] × R
3) ⊂ K, where the (c−independent) compact convex set K is
defined in (10.29). Furthermore, V ∈
⋂k=2
k=0 C
k([0, Tc], H
N−k
V¯c
) and
Φ ∈ C3b ([0, Tc] × R
3) ∩
⋂k=3
k=0 C
k([0, Tc], H
N+1−k
Φ¯c
), where the constants V¯c and Φ¯c
are defined by (8.11) and (8.12) respectively.
Remark 10.1. Although they are not explicitly proved in [Spe09], the facts that
V ∈ C2b ([0, Tc] × R
3) and that V is twice differentiable in t as a map from [0, Tc]
to HN−2
V¯c
follow from our assumption that N ≥ 4
(
i.e., for N ≥ 4, it can be shown
that V ∈ CN−2b ([0, Tc]×R
3)∩
⋂k=N−2
k=0 C
k([0, Tc], H
N−k
V¯c
)
)
. Also, by Corollary B-3,
we have that p ∈
⋂k=2
k=0 C
k([0, Tc], H
N−k
p¯ ), since p = Pe
−4Φ/c2 .
The proof of the claim that Tc can be chosen such that V([0, Tc] × R
3) ⊂ K is
based on the fact V˚c(R
3) ⋐ Int(K) (see Section 8.2), together with the continuity
result from the theorem and Sobolev embedding.
Remark 10.2. The case c =∞ is discussed separately in Theorem 11.1.
Remark 10.3. The local existence theorem in [Spe09] was proved using the rel-
ativistic state-space variables Uν
def
= eφuν . However, the form of the Newtonian
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change of variables made in sections 3.1 and 3.2, together with Corollary B-3, al-
lows us to conclude Sobolev regularity in one set of state-space variables if the same
regularity is known in the other set of variables.
The following corollary, which slightly extends the lifespan of the solution and
also allows us to conclude stronger regularity properties from weaker regularity
assumptions, will soon be used in our proof of Proposition 10-2.
Corollary 10-1. Let V(t, s) be a solution to the ENcκ system (4.1) - (4.8) that
has the regularity properties V ∈ C1b ([0, T ] × R
3) ∩ L∞([0, T ], HN
V¯c
). Let O be the
admissible subset of truncated state-space defined in (8.15), and let Π5 : R
10 → R5
denote projection onto the first 5 axes. Assume that V([0, T ]× R3) ⊂ K and that
V¯c ∈ Int(K), where K ⊂ R
10 is a compact convex set such that Π5(K) ⋐ O. Then
there exists an ǫ > 0 such that
V ∈ C2b ([0, T + ǫ]× R
3) ∩
k=2⋂
k=0
Ck([0, T + ǫ], HN−k
V¯c
).(10.1)
Proof. We apply Theorem 10.1 to conclude25 that for each T ′ ∈ [0, T ], there exists
an ǫ > 0, depending on T ′, and a solution V˜ to the ENcκ system such that
V˜ ∈ C2b ([T
′ − ǫ, T ′ + ǫ] × R3) ∩
⋂k=2
k=0 C
k([T ′ − ǫ, T ′ + ǫ], HN−k
V¯c
) and such that
V˜(T ′) = V(T ′). Furthermore, the uniqueness argument from [Spe09], which is
based on local energy estimates, can be easily modified to show that solutions to
the ENcκ system are unique in the class C
1([T ′− ǫ, T ′+ ǫ]×R3). Therefore V ≡ V˜
on their common slab of spacetime existence. Corollary 10-1 thus follows. 
In addition to Theorem 10.1, our proof of Theorem 10.2 also requires an ad-
ditional key ingredient, namely the following continuation principle for Sobolev
norm-bounded solutions:
Proposition 10-2. (Continuation Principle) Let V˚c(s) be initial data (8.8) for
the ENcκ system (4.1) - (4.8) that are subject to the conditions described in Section
8, and let T > 0. Assume that V ∈ C1([0, T ) × R3) ∩
⋂k=1
k=0 C
k([0, T ), HN−k
V¯c
) is
the unique classical solution existing on [0, T ) launched by V˚c(s). Let O be the
admissible subset of truncated state-space defined in (8.15), and let Π5 : R
10 → R5
denote projection onto the first 5 axes. Assume that there are constantsM1,M2 > 0,
a compact set K ⊂ R10 with Π5(K) ⋐ O, and a set U ⋐ Int(K) such that the
following three estimates hold for any T ′ ∈ [0, T ) :
(1) ||| V |||HN
V¯c
,T ′≤M1
(2) ||| ∂tV |||HN−1,T ′≤M2
(3) V([0, T ′]× R3) ⊂ U.
25Theorem 10.1 can be easily modified to obtain a solution that exists both “forward” and
“backward” in time.
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Then there exists an ǫ > 0 such that
V ∈ C2b ([0, T + ǫ]× R
3) ∩
k=2⋂
k=0
Ck([0, T + ǫ], HN−k
V¯c
)(10.2)
and V([0, T + ǫ]× R3) ⊂ K.
Remark 10.4. Hypothesis (2) is redundant; it can be deduced from hypothesis
(1) by using the equations to solve for ∂tV and then applying (B.3).
Proof. We will first show that there exists a V∗ ∈ HN
V¯c
such that
lim
n→∞
‖V(Tn)−V
∗‖HN−1 = 0(10.3)
holds for any sequence {Tn} of time values converging to T from below.
If {Tn} is such a sequence, then hypothesis (2) implies that
‖V(Tj)−V(Tk)‖HN−1 ≤M2|Tj−Tk|. By the completeness of H
N−1, there exists a
V
∗ ∈ HN−1
V¯c
such that (10.3) holds, and it is easy to check that V∗ does not depend
on the sequence {Tn}. By hypothesis (1), we also have that {V(Tn)} converges
weakly in HN
V¯c
to V∗ as n→∞ and that ‖V∗‖HN
V¯c
≤M1.We now fix a number N
′
with 5/2 < N ′ < N. By Proposition B-6, we have that limn→∞ ‖V(Tn)−V
∗‖HN′ =
0. Consequently, if we define V(T )
def
= V∗, it follows that V ∈ C0([0, T ], HN
′
V¯c
) ∩
L∞([0, T ], HN
V¯c
). Using the fact that N ′ > 5/2, together with the embedding of
HN
′
(R3) into appropriate Hölder spaces, it can be shown that
V ∈ C0([0, T ], HN
′
V¯c
) =⇒ V, ∂V ∈ C0b ([0, T ]×R
3); i.e., we can continuously extend
V, ∂V to the slab [0, T ]× R3.
To conclude thatV ∈ C1b ([0, T ]×R
3), we will show that ∂tV extends continuously
to [0, T ]× R3. To this end, we use the ENcκ equations to solve for ∂tV :
∂tV = F(V, ∂V),(10.4)
where F ∈ CN . Since V, ∂V ∈ C0b ([0, T ] × R
3), the right-hand side of (10.4) has
been shown to extend continuously so that it is an element of C0b ([0, T ] × R
3).
Furthermore, since V ∈ C1([0, T )×R3) by assumption, it follows from the previous
conclusions and elementary analysis that ∂tV exists classically on [0, T ]× R
3 and
that ∂tV ∈ C
0
b ([0, T ]×R
3), thus implying that V ∈ C1b ([0, T ]×R
3). The additional
conclusions in (10.2) now follow from Corollary 10-1 and continuity. 
Remark 10.5. Proposition 10-2 shows that if the solution V blows up at time T,
then either limT ′↑T ||| V |||HN
V¯c
,T ′=∞, limT ′↑T ||| ∂tV |||HN−1,T ′=∞, orV(T
′,R3)
escapes26 every compact subset of O × R5 as T ′ ↑ T, where O is defined in (8.15).
Remark 10.6. Although the main theorems in this article require that N ≥ 4,
Corollary 10-1 and Proposition 10-2 are also valid for N = 3, except that the
conclusion V ∈ C2b ([0, T + ǫ]×R
3) must be replaced with V ∈ C1b ([0, T + ǫ]×R
3),
and the conclusion V ∈ C2([0, T + ǫ], HN−2
V¯c
) does not hold.
26We are assuming here that on the set {(η, p) | η > 0, p > 0}, the function Rc is “physical”
as described in Section 6.3 and is and sufficiently regular.
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10.2. The uniform-in-time local existence theorem. We now state and prove
the uniform time of existence theorem.
Theorem 10.2. (Uniform Time of Existence) Let V˚∞ denote initial data (8.1)
for the EPκ system (4.9) - (4.14) that are subject to the conditions described in
Section 8. Let V˚c denote the corresponding initial data (8.9) for the EN
c
κ system
(4.1) - (4.8) constructed from V˚∞ as described in Section 8, and let
(0)
W˚c denote
the smoothing (9.4) of the first 5 components of V˚c as described in Section 9.
Assume that the c−indexed equation of state satisfies the hypotheses (6.12) and
(6.13) and is “physical” as described in sections 3.1 and 6.3, and let K be the fixed
compact subset of R10 defined in (10.29). Then there exist c0 > 0 and T > 0,
with T not depending on c, such that for c ≥ c0, V˚c launches a unique classical
solution V to (4.1) - (4.8) that exists on the slab [0, T ] × R3 and that has the
properties V(0, s) = V˚c(s) and V([0, T ] × R
3) ⊂ K. The solution is of the form
V = (η, P, v1, v2, v3,Φ, ∂tΦ, ∂1Φ, ∂2Φ, ∂3Φ) and has the regularity properties
V ∈ C2b ([0, T ]× R
3) ∩
⋂k=2
k=0 C
k([0, T ], HN−k
V¯c
) and
Φ ∈ C3b ([0, T ]×R
3)∩
⋂k=3
k=0 C
k([0, T ], HN+1−k
Φ¯c
), where the constants V¯c and Φ¯c are
defined by (8.11) and (8.12) respectively. Furthermore, with p
def
= Pe−4Φ/c
2
, there
exist constants Λ1,Λ2, L1, L2, L3, L4 > 0 such that
|||W − (0)W˚c |||HN ,T. Λ1(10.5a)
||| Φ− Φ˚c |||HN+1,T. Λ2(10.5b)
||| ∂tW |||HN−1,T. L1(10.5c)
||| ∂tΦ |||HN ,T. L2(10.5d)
||| ∂2t η |||HN−2,T , ||| ∂
2
t p |||HN−2,T. L3(10.5e)
c−1 ||| ∂2tΦ |||HN−1,T. L4.(10.5f)
10.2.1. Outline of the structure of the proof of Theorem 10.2. We prove Theorem
10.2 via the method of continuous induction (“bootstrapping”). After defining the
constants Λ1,Λ2, L
′
2, and L4, we make the assumptions (10.31) - (10.34). These
assumptions hold at τ = 0 and therefore, by Theorem 10.1, there exists a maximal
interval τ ∈ [0, Tmaxc ) on which the solution exists and on which the assumptions
hold. Based on these estimates, we use a collection of technical lemmas derived
from energy estimates to conclude that the bounds (10.21) - (10.27) hold for
τ ∈ [0, Tmaxc ). It is important that the constants appearing on the right-hand sides
of (10.21) - (10.27) do not depend on c, if c is large enough. We can therefore apply
Proposition 10-2 to conclude that for all large c, the solution can be extended to
a uniform interval [0, T ]. The closing of the induction argument is largely due to
the fact that the source term for the Klein-Gordon equation satisfied by Φ, which
is the right-hand side of (4.4), “depends on Φ only through c−2Φ.”
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10.2.2. Proof of Theorem 10.2. To begin, we remark that for the remainder of this
article, we indicate dependence of the running constants on ‖W˚c‖HN
W¯c
, ‖(0)W˚c‖HN+1
W¯c
,
‖Φ˚c‖HN+1
Φ¯c
, and ‖Ψ˚0‖HN by writing C(id). By Remark 9.1, any constant C(id) can
be chosen to be independent of all large c.
We now introduce some notation that will be used throughout the proof, and also
in the following section, where we have placed the proofs of the technical lemmas.
Let V denote the local in time solution to the ENcκ system (4.1) - (4.8) launched
by the initial data V˚c as furnished by Theorem 10.1. With W denoting the first 5
components of V, we suggestively define
W˙(t, s)
def
= W(t, s)− (0)W˚c(s)(10.6)
Φ˙
def
= Φ− Φ˚c,(10.7)
where Φ˚c is defined in (8.14) and
(0)
W˚c(s) is defined in (9.4) with the help of
(10.35). We remark that this choice of (0)W˚c(s) is explained in more detail below.
It follows from the fact that W is a solution to (4.1) - (4.3) that W˙ is a solution
to the EOVcκ (5.1) - (5.3) defined by the BGS V with initial data
W˙(0, s) = W˚c(s)−
(0)
W˚c(s). The inhomogeneous terms in the EOV
c
κ satisfied by
W˙ are given by b = (f, g, · · · , h(3)), where for j = 1, 2, 3
f = −vk∂k[
(0)η˚](10.8)
g = (4P − 3Qc)[∂t(c
−2Φ) + vk∂k(c
−2Φ)]− vk∂k[e
4Φ˚c/c
2
· (0)p˚](10.9)
−Qc∂k[
(0)v˚k]− c−2(γc)
2Qcvkv
a∂a[
(0)v˚k]
h(j) =
(
3c−2P −Rc
)(
∂jΦ + (γc)
−2vj [∂t(c
−2Φ) + vk∂k(c
−2Φ)]
)
(10.10)
− (γc)
2(Rc + c
−2P )
(
vk∂k[
(0)v˚j ] + c−2(γc)
2vjvkv
a∂a[
(0)v˚k]
)
− ∂j [e
4Φ˚c/c
2
· (0)p˚]− c−2(γc)
2vjvk∂k[e
4Φ˚c/c
2
· (0)p˚].
In order to show that the hypotheses of Proposition 10-2 are satisfied, we will
need to estimate ∂~αW˙ in L
2. Therefore, we study the equation that ∂~αW˙ sat-
isfies: for 0 ≤ |~α| ≤ N, we differentiate the EOVcκ defined by the BGS V with
inhomogeneous terms b to which W˙ is a solution, obtaining that ∂~αW˙ satisfies
cA
µ(W,Φ)∂µ
(
∂~αW˙
)
= b~α,(10.11)
where (suppressing the dependence of the cA
ν(·) on W and Φ)
b~α
def
= cA
0∂~α
(
(cA
0)−1b
)
+ k~α(10.12)
and
k~α
def
= cA
0[(cA0)−1cAk∂k(∂~αW˙)− ∂~α((cA0)−1cAk∂kW˙)].(10.13)
Thus, each ∂~αW˙ is a solution the EOV
c
κ defined by the same BGS V with inhomo-
geneous terms b~α. Furthermore, Φ˙ is a solution to the EOV
c
κ equation (5.4) with
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Φ˙(0, s) = 0, and the inhomogeneous term l on the right-hand side of (5.4) is
l
def
= (κ2 −∆)Φ˚c + 4πG(Rc − 3c
−2P ).(10.14)
We will return to these facts in Section 10.3, where we will use them in the proofs
of some technical lemmas.
As an intermediate step in our proof of (10.5a) - (10.5f), we will prove the
following weaker version of (10.5d):
c−1 ||| ∂tΦ |||HN ,T. L
′
2.(10.5d’)
We now define the constants Λ1,Λ2, L
′
2, and L4. We will then use a variety of
energy estimates to define L1, L2, and L3 in terms of these four constants and to
show that (10.5a) - (10.5f) are satisfied if T is small enough. First, to motivate
our definitions of L′2, L4, and Λ2, see inequalities (A.4) and (A.6) of Proposition
A-2 and inequality (A.19) of Corollary A-3, and let C0(κ) denote the constant that
appears throughout the lemma and its corollary. By a non-optimal application of
Lemma 10-6, we have that
C0(κ)
(
c−1‖Ψ˚0‖HN + ‖l(0)‖HN−1
)
. 1/2
def
= L′2/2(10.15)
C0(κ)
(
c‖l(0)‖HN−1 + ‖(∆− κ
2)Ψ˚0 − ∂tl(0)‖HN−2
)
. 1
def
= L4.(10.16)
Note also the trivial (and not optimal) estimate
(C0(κ))
2c−2‖Ψ˚0‖
2
HN . 1/4
def
= (Λ2)
2/4.With these considerations in mind, we have
thus defined
Λ2
def
= 1(10.17)
L′2
def
= 1(10.18)
L4
def
= 1.(10.19)
To define Λ1, we first define Z = Z(id; Λ2) to be the constant appearing in
(10.35). Using this value of Z, which we emphasize depends only on Λ2 and the
initial data W˚∞ for the EPκ system, we then choose Λ1 so that (9.5) and (9.6)
hold. Note that it is exactly at this step in the proof that the smoothing (0)W˚c,
which is defined in (9.4), of the initial data W˚c, which are the first 5 components
of (8.9), is fixed.
We find it illuminating to display the dependence of other constants that will
appear below on Λ1,Λ2, L
′
2, L4. Therefore, we continue to refer to (10.17) - (10.19)
by the symbols Λ2, L
′
2, and L4 respectively, even though they are equal to 1.
We now carry out the continuous induction in detail. Let Tmaxc be the maximal
time for which the solution V exists and satisfies the estimates (10.5a), (10.5b),
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(10.5d’), and (10.5f); i.e.,
Tmaxc
def
= sup
{
T | V ∈
k=2⋂
k=0
Ck([0, T ], HN−k
V¯c
),(10.20)
and (10.5a), (10.5b), (10.5d’), and (10.5f) hold
}
.
Note that the set we are taking the sup of necessarily contains positive values of
T since for all large c, the relevant bounds are satisfied at T = 0, and therefore
by Theorem 10.1, also for short times. Lemmas 10-14, 10-4, 10-7, 10-11, 10-9,
and inequalities (10.61) and (10.60) of Lemma 10-10 supply the following estimates
which are valid for 0 ≤ τ < Tmaxc :
||| W˙ |||HN ,τ.
[
Λ1/2 + τ · C(Λ1,Λ2, L1, L
′
2)
]
· exp
(
τ · C(Λ1,Λ2, L1, L
′
2)
)
(10.21)
||| ∂tW |||HN ,τ. L1(Λ1,Λ2, L
′
2)(10.22)
||| ∂2t η |||HN−2,τ , ||| ∂
2
t p |||HN−2,τ. L3(Λ1,Λ2, L1, L
′
2, L4)(10.23)
||| Φ˙ |||2HN+1,τ.
(Λ2)
2
4
+ τ · C(Λ1,Λ2, L2) + τ
2 · C(Λ1,Λ2, L1, L
′
2, L3, L4)(10.24)
c−1 ||| ∂tΦ |||HN ,τ. L
′
2/2 + τ · C(Λ1,Λ2, L1, L
′
2)(10.25)
c−1 ||| ∂2tΦ |||HN−1,τ. L4/2 + τ · C(Λ1,Λ2, L1, L
′
2, L3, L4)(10.26)
||| ∂tΦ |||HN ,τ. L2(Λ1,Λ2, L1, L
′
2)/2 + τ · C(Λ1,Λ2, L1, L
′
2, L3, L4).(10.27)
We apply the following sequence of reasoning to interpret the above inequali-
ties: first L1 in (10.22) is determined through the known constants Λ1,Λ2, and
L′2. Then L3 in (10.23) is determined through the known constants Λ1,Λ2, L1, L
′
2,
and L4. Then L2 in (10.27) is determined through Λ1,Λ2, L1, and L
′
2. Finally,
the remaining constants C(· · · ) in (10.21) - (10.26) are all determined through
Λ1,Λ2, L1, L
′
2, L3, L4.
By Sobolev embedding and (8.13), there exists a cube [−a, a]5 (depending on the
initial data, Λ1, and L2) such that for all large c, the assumptions || Φ˙ ||HN≤ Λ1
and || ∂tΦ ||HN≤ L2 together imply that(
Φ˙, ∂1Φ˙, ∂2Φ˙, ∂3Φ˙, ∂tΦ
)
([0, T ]× R3) ⊂ [−a, a]5.(10.28)
Motivated by these considerations, we define both for use now and use later in the
article the following compact sets:
K
def
= O¯2 × [−a, a]
5(10.29)
K
def
= O¯2 × [−a, a]
5.(10.30)
Here, O2 and O2 are the sets defined in Section 8.2.
We now choose T so that when 0 ≤ τ ≤ T, it algebraically follows that the right-
hand sides of (10.21) and (10.24) - (10.27) are strictly less than Λ1, (Λ2)
2, L′2, L4,
and L2 respectively. Note that T may be chosen independently of (all large) c. We
now show that Tmaxc ≤ T is impossible.
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Assume that Tmaxc ≤ T. Then observe that the right-hand sides of (10.21) and
(10.24) - (10.27) are strictly less than Λ1, (Λ2)
2, L′2, L4, and L2 respectively when
τ = Tmaxc . Therefore, by the construction of the set K described above, by (9.5),
and by Sobolev embedding, we conclude that for all large c,V([0, Tmaxc )×R
3) is con-
tained in the interior of K. Consequently, we may apply Proposition 10-2 to extend
the solution in time beyond Tmaxc , thus contradicting the definition of T
max
c . Note
that this argument also shows that V([0, T ]×R3) ⊂ K. This completes the proof of
Theorem 10.2. 
10.3. The technical lemmas. We now state and prove the technical lemmas
quoted in the proof of Theorem 10.2. We will require some auxiliary lemmas along
the way. Throughout this section, we assume the hypotheses of Theorem 10.2 and
we use the notation from Section 10.2.2; i.e., V denotes the solution, W denotes its
first 5 components, the relationship between W and W is given by (5.5) and (5.7),
W˙ and Φ˙ are defined in (10.6) and (10.7) respectively, l is defined in (10.14), and
so forth. All of the estimates in this section hold on the time interval τ ∈ [0, Tmaxc ),
where Tmaxc is defined in (10.20).
10.3.1. The induction hypotheses. By the definition of Tmaxc , we have the following
bounds, where Λ2, L
′
2, and L4 are defined in (10.17) - (10.19) respectively, and we
will soon elaborate on our choice Λ1:
|||W − (0)W˚c |||HN ,τ. Λ1(10.31)
||| Φ− Φ˚c |||HN+1,τ. Λ2(10.32)
c−1 ||| ∂tΦ |||HN ,τ. L
′
2(10.33)
c−1 ||| ∂2tΦ |||HN−2,τ. L4.(10.34)
We note the following easy consequence of (8.14) and (10.32):
||| Φ− Φ¯c |||HN ,τ(10.32’)
≤||| Φ− Φ˚c |||HN ,τ + ||| Φ˚c − Φ¯c |||HN ,τ. Λ2 + C(id)
def
= C(id; Λ2).
It then follows from (8.13), (10.32’), and Sobolev embedding that
||| Φ |||L∞,τ. Z(id; Λ2).(10.35)
Let us recall how Λ1 was chosen: using the value of Z in (10.35), which depends
only on the data W˚∞ for the EPκ system and the known constant Λ2, we have
chosen a constant Λ1 > 0 such that (9.5) and (9.6) hold. As discussed in sections
9 and 10.2.2, such a choice of Λ1 also involves fixing the smoothing
(0)W˚ of W˚∞,
which then defines (0)W˚c via equation (9.4). We emphasize that it is this choice of
(0)
W˚c and Λ1 that appear in (10.21), (10.5a), and (10.31).
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By (9.6) and (10.31), we also have that
|||W − W¯c |||HN ,τ
(10.31’)
≤ |||W − (0)W˚c |||HN ,τ + |||
(0)
W˚c − W˚c |||HN ,τ + ||| W˚c − W¯c |||HN ,τ
. Λ1 + C(id; Λ1) + C(id)
def
= C(id; Λ1).
Furthermore, by Lemma 6-1, (6.20) with m = 0, and (10.31’), we have that
|||W− W¯c |||HN ,τ. C(id; Λ1,Λ2).(10.36)
We also observe that (9.5), (10.31), and the definition of O2 given in Section
8.2 together imply that for all large c, we have that W([0, Tmaxc )× R
3) ⊂ O¯2 and
W([0, Tmaxc )× R
3) ⊂ O¯2.
In our discussion below, we will refer to (10.31) - (10.36) (10.31’), and (10.32’) as
the induction hypotheses. Sobolev embedding and the induction hypotheses, which
for all large c are satisfied at τ = 0, together imply that W, ∂W, W, ∂W, Φ, ∂Φ,
c−1∂tΦ, and c
−1∂2tΦ are each contained in a compact convex set (depending only
on the initial data, Λ1, Λ2, L
′
2, and L4) on [0, T
max
c ) × R
3. As stated in Remark
6.4, we will make use of this fact without explicitly mentioning it every time.
10.3.2. Proofs of the technical lemmas.
Lemma 10-3. Consider the quantity l defined in (10.14). Then for m = 0, 1, 2,
we have that
(4πG)−1l = R∞(η, p)−R∞(η˚, p˚) + Fc(10.37)
(4πG)−1∂tl = ∂t
(
R∞(η, p)
)
+Gc(10.38)
(4πG)−1∂2t l = ∂
2
t
(
R∞(η, p)
)
+ Hc,(10.39)
where
Fc ∈ I
N (cm−2; η, p, c−mΦ)(10.40)
Gc ∈ I
N−1(cm−2; η, p, c−mΦ, ∂tη, ∂tp, c
−m∂tΦ)(10.41)
Hc ∈ I
N−2(cm−2; η, p, c−mΦ, ∂tη, ∂tp, c
−m∂tΦ, ∂
2
t η, ∂
2
t p, c
−m∂2tΦ).(10.42)
Proof. It follows from the discussion in Section 8 that
(4πG)−1l =
(
e4Φ/c
2
Rc(η, p)− e
4Φ¯c/c
2
Rc(η¯, p¯)
)(10.43)
+ 3c−2
(
e4Φ¯c/c
2
p¯− e4Φ/c
2
p
)
+R∞(η¯, p¯)−R∞(η˚, p˚).
Therefore, (10.37) + (10.40) follows from Lemma 6-1, Lemma 6-2, and Lemma 6-5.
(10.38) + (10.41) and (10.39) + (10.42) then follow from Lemma 6-3. 
Lemma 10-4.
||| ∂tW |||HN−1,τ , ||| ∂tW |||HN−1,τ. C(id; Λ1,Λ2, L
′
2)
def
= L1(id; Λ1,Λ2, L
′
2).
(10.44)
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Proof. By using the ENcκ equations (4.1) - (4.3) to solve for ∂tW and applying
Lemma 6-2, (6.21) in the cases ν = 1, 2, 3, Lemma 6-6, Lemma 6-7, Lemma 6-8,
and Remark 6.12, we have that
∂tW =
(
cA
0(W,Φ)
)−1[
− cA
k(W,Φ)∂kW +Bc(W,Φ, DΦ)
]
(10.45)
=
(
∞A
0(W)
)−1[
−∞A
k(W)∂kW+B∞(W, ∂Φ)
]
+ ON−1(W, ∂W, c−1Φ, c−1DΦ) ∩ ON−1(c−2;W, ∂W,Φ, DΦ).
The bound for ||| ∂tW |||HN−1,τ now follows from Lemma 6-2, (6.24), (6.28), the
induction hypotheses, (10.45), and the definition (6.6) of
ON−1(W, ∂W, c−1Φ, c−1DΦ). The bound for ||| ∂tW |||HN−1,τ then follows from
the bound for ||| ∂tW |||HN−1,τ , (6.21) in the case ν = t,m = 1, and the induction
hypotheses. We remark that we have written the “intersection term” on the right-
hand side of (10.45) in a form that will be useful in our proofs of Lemma 10-6,
and Lemma 10-7; the “c−2 decay” is used in Lemma 10-6 and Corollary 11-1, while
the “dependence on c−1DΦ” is used in Lemma 10-7. Similar comments apply to
Corollary 10-5 and equation (10.48) below.

The following indispensable corollary shows that for large c, the ENcκ system can
be written as a small perturbation of the EPκ system. See also Corollary 11-1.
Corollary 10-5. (ENcκ ≈ EPκ for Large c)
∂tW =
(
∞A
0(W)
)−1[
−∞A
k(W)∂kW+B∞(W, ∂Φ)
]
(10.46)
+ ON−1(W, ∂W, c−1Φ, c−1DΦ) ∩ ON−1(c−2;W, ∂W,Φ, DΦ).
Proof. Recall that ∂tW and ∂tW differ only in that the second component of ∂tW is
∂tP, while the second component of ∂tW is ∂tp. Therefore, it follows trivially from
(10.45) that (10.46) holds for all the components of ∂tW except for the second
component ∂tp.
To handle the component ∂tp, we first observe that the second component of the
array −
(
∞A
0(W)
)−1[
−∞A
k(W)∂kW+B∞(W, ∂Φ)
]
is equal to
−vk∂kp−Q∞(η, p)∂kv
k. It thus follows directly from considering the second com-
ponent of (10.45) that
∂tP = −v
k∂kp−Q∞(η, p)∂kv
k(10.47)
+ ON−1(W, ∂W, c−1Φ, c−1DΦ) ∩ ON−1(c−2;W, ∂W,Φ, DΦ).
Therefore, since ∂tp−∂tP = (e
−4Φ/c2−1)∂tP −4(c
−2∂tΦ)e
−4Φ/c2P, we use Lemma
6-2, (6.16), (6.21), (6.22), Lemma 6-6, and (10.47) to conclude that
∂tp = −v
k∂kp−Q∞(η, p)∂kv
k(10.48)
+ ON−1(W, ∂W, c−1Φ, c−1DΦ) ∩ ON−1(c−2;W, ∂W,Φ, DΦ).

41
Lemma 10-6. There exists a constant C(id) > 0 such that
‖l(0)‖HN . c
−2C(id)(10.49)
‖(∆− κ2)Ψ˚0 − ∂tl(0)‖HN−1 . c
−2C(id).(10.50)
Proof. The estimate (10.49) follows from the estimate (10.37) for l(t) at t = 0 and
(10.40) in the case m = 0.
To obtain the estimate (10.50), first recall that by assumption (8.7) and the
chain rule, we have that
(4πG)−1(κ2 −∆)Ψ˚0 = ∂k
(
R∞(η˚, p˚)˚v
k
)(10.51)
=
∂R∞
∂η
(η˚, p˚)˚vk∂kη˚ +
∂R∞
∂p
(η˚, p˚)˚vk∂kp˚+R∞(η˚, p˚)∂k v˚
k.
Furthermore, by Lemma 6-2, (10.38) at t = 0, (10.41) in the case m = 0, the chain
rule, (4.1), (10.48), and (3.18) + (3.41) in the case c =∞, we have that
(4πG)−1∂tl(0) = −
∂R∞
∂η
(η˚, p˚)˚vk∂kη˚ −
∂R∞
∂p
(η˚, p˚)˚vk∂kp˚(10.52)
−R∞(η˚, p˚)∂k v˚
k + ON−1(c−2; id).
The estimate (10.50) now follows from (10.51) and (10.52).

Lemma 10-7.
||| ∂2t η |||HN−2,τ , ||| ∂
2
t p |||HN−2,τ . C(id; Λ1,Λ2, L1, L
′
2, L4)(10.53)
def
= L3(id; Λ1,Λ2, L1, L
′
2, L4).
Proof. To obtain the bound for ∂2t p, differentiate each side of the expression (10.48)
with respect to t, and then apply Lemma 6-3 to conclude that
∂2t p = −∂t
[
vk∂kp+Q∞(η, p)∂kv
k
]
+ Fc,(10.54)
where Fc ∈ I
N−2(W, DW, ∂∂tW, c
−1Φ, c−1DΦ, c−1∂∂tΦ, c
−1∂2tΦ). We now use
Lemma 6-2, the induction hypotheses, the previously established bounds (10.44)
on ||| ∂tW |||HN−1,τ and ||| ∂tW |||HN−1,τ , and the definition of I
N−2(· · · ) to
conclude the estimate (10.53) for ||| ∂2t p |||HN−2,τ .
The estimate for ∂2t η is similar, and in fact much simpler: use equation (4.1) to
solve for ∂tη, and then differentiate with respect to t and reason as above. 
Lemma 10-8.
||| l |||HN ,τ . C(id; Λ1,Λ2)(10.55)
||| ∂tl |||HN−1,τ . C(id; Λ1,Λ2, L1, L
′
2)(10.56)
||| ∂2t l |||HN−2,τ . C(id; Λ1,Λ2, L1, L
′
2, L3, L4).(10.57)
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Proof. To prove (10.55), we first consider the formula for l given in (10.37) +
(10.40). By Lemma 6-1 and (10.36), we have that
||| R∞(η, p)−R∞(η˚, p˚) |||HN ,τ ≤ ||| R∞(η, p)−R∞(η¯, p¯) |||HN ,τ
+ ||| R∞(η¯, p¯)−R∞(η˚, p˚) |||HN ,τ
. C(id; Λ1,Λ2).(10.58)
To estimate ||| Fc |||HN ,τ , where Fc is from (10.37), simply use (10.40) in the
case m = 0 together with (10.32’) and (10.36). The proofs of (10.56) and (10.57)
follow similarly from the expressions (10.38), (10.39), (10.41) in the case m = 1,
and (10.42) in the case m = 1, together with Lemma 6-2 and the bounds supplied
by the induction hypotheses, Lemma 10-4, and Lemma 10-7. 
Lemma 10-9.
c−1 ||| ∂tΦ |||HN ,τ . 1/2 + τ · C(id; Λ1,Λ2, L1, L
′
2)(10.59)
def
= L′2/2 + τ · C(id; Λ1,Λ2, L1, L
′
2).
Proof. (10.59) follows from definition (10.18), Lemma 10-6, inequality (10.56) of
Lemma 10-8, and inequality (A.4) of Proposition A-2. 
Lemma 10-10.
||| ∂tΦ |||HN ,τ . C(id; Λ1,Λ2, L1, L
′
2) + τ · C(id; Λ1,Λ2, L1, L
′
2, L3, L4)
(10.60)
def
= L2(id; Λ1,Λ2, L1, L
′
2)/2 + τ · C(id; Λ1,Λ2, L1, L
′
2, L3, L4)
c−1 ||| ∂2tΦ |||HN−1,τ . 1/2 + τ · C(id; Λ1,Λ2, L1, L
′
2, L3, L4)
(10.61)
def
= L4/2 + τ · C(id; Λ1,Λ2, L1, L
′
2, L3, L4).
Proof. The estimate (10.60) follows from Lemma 10-6, inequalities (10.56) and
(10.57) of Lemma 10-8, and inequality (A.24) of Proposition A-5. The estimate
(10.61) follows from definition (10.19), Lemma 10-6, inequality (10.57) of Lemma
10-8, and inequality (A.6) of Proposition A-2. 
Lemma 10-11.
||| Φ˙ |||2HN+1,τ.
(Λ2)
2
4
+ τ · C(id; Λ1,Λ2, L2) + τ
2 · C(id; Λ1,Λ2, L1, L
′
2, L3, L4).
(10.62)
Proof. Inequality (10.62) follows from definition (10.17), (10.55), (10.60), and in-
equality (A.19) of Corollary A-3. 
Lemma 10-12. Let (c)J˙ be the energy current (7.1) for the variation W˙ defined by
the BGS V, and let b
def
= (f, g, · · · , h(3)), where f, g, · · · , h(3) are the inhomogeneous
terms from the EOVcκ satisfied by W˙ that are defined in (10.8) - (10.10) and that
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also appear in the expression (7.8) for the divergence of (c)J˙. Then on [0, Tmaxc ), we
have that
‖∂µ
(
(c)
J˙
µ)
‖L1 . C(id; Λ1,Λ2, L1, L
′
2) ·
[
‖W˙‖2L2 + ‖W˙‖L2‖b‖L2
]
.(10.63)
Proof. We separate the terms on the right-hand side of (7.8) into two types: those
that depend quadratically on the variations, and those that depend linearly on the
variations. We first bound (for all large c) the L1 norm of the terms that depend
quadratically on the variations by C(id; Λ1,Λ2, L1, L
′
2) ·‖W˙‖
2
L2 . This bound follows
directly from the fact that the coefficients of the quadratic variation terms can be
bounded in L∞ by C(id; Λ1,Λ2, L1, L
′
2); such an L
∞ bound may be obtained by
combining Remark 6.6, Lemma 6-5 in the case m = 1, Remark 6.9, the induction
hypotheses, (10.44), and Sobolev embedding.
We similarly bound the L1 norm of the terms that depend linearly on the varia-
tions by C(id; Λ1,Λ2) · ‖W˙‖L2‖b‖L2, but for these terms, we also make use of the
Cauchy-Schwarz inequality for integrals. 
We also state here the following corollary that will be used in the proof of The-
orem 11.2.
Corollary 10-13. Let V ∈ C1b ([0, T ]× R
3) ∩
⋂k=1
k=0 C
k([0, T ], HN−k
V¯c
), and assume
that V([0, T ]× R3) ⊂ K, where K is defined in (10.30). Let W˙ be a solution to the
EOV∞κ (5.1) - (5.3) defined by the BGS W with inhomogeneous terms
b = (f, g, · · · , h(3)), where W denotes the first 5 components of V. Let (∞)J˙ be the
energy current (7.2) for the variation W˙ defined by the BGS W. Then on [0, T ],
we have that
‖∂µ
(
(∞)
J˙
µ)
‖L1 ≤ C(K; |||W |||L∞,T , ||| ∂tW |||L∞,T ) ·
[
‖W˙‖2L2 + ‖W˙‖L2‖b‖L2
]
.
(10.64)
Proof. We do not give any details since Corollary 10-13 can proved by arguing as
we did in our proof of Lemma 10-12. In fact, the proof of Corollary 10-13 is simpler:
c does not enter into the estimates. 
Lemma 10-14.
||| W˙ |||HN ,τ.
[
Λ1/2 + τ · C(id; Λ1,Λ2, L1, L
′
2)
]
· exp
(
τ · C(id; Λ1,Λ2, L1, L
′
2)
)
.
(10.65)
Proof. Our proof of Lemma 10-14 follows from a Gronwall estimate in the HN norm
of the variation W˙ defined in (10.6). Rather than directly estimating the HN norm
of W˙, we instead estimate the L1 norm of (c)J˙
0
~α, where
(c)J˙~α is the energy current
for the variation ∂~αW˙ defined by the BGS V. This is favorable because of property
(7.7) and because by (7.8), the divergence of (c)J˙ is lower order in W˙. We follow
the method of proof of local existence from [Spe09]; the only difficulty is checking
that our estimates are independent of all large c. An important ingredient in our
proof is showing that for 0 ≤ |~α| ≤ N, we have the bound
‖b~α‖L2 . C(id; Λ1,Λ2, L
′
2)
(
1 + ‖W˙‖HN
)
,(10.66)
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where b~α is defined in (10.12). Let us assume (10.66) for the moment; we will
provide a proof at the end of the proof of the lemma.
We now let (c)J˙~α denote the energy current (7.1) for the variation ∂~αW˙ defined
by the BGSV, and abbreviating J˙~α
def
= (c)J˙~α to ease the notation, we define E(t) ≥ 0
by
E
2(t)
def
=
∑
|~α|≤N
∫
R3
J˙
0
~α(t, s) d
3
s.(10.67)
By (8.16), and the Cauchy-Schwarz inequality for sums, we have that
CO¯2,Z‖W˙‖
2
HN . E
2(t) . C−1
O¯2,Z
‖W˙‖2HN .(10.68)
Here, the value of Z = Z(id; Λ2) is given by (10.35).
Then by Lemma 10-12, (10.66), (10.68), with C
def
= C(id; Λ1,Λ2, L1, L
′
2), we have
2E
d
dt
E =
∑
|~α|≤N
∫
R3
∂µJ˙
µ
~α d
3
s . C ·
∑
|~α|≤N
(
‖∂~αW˙‖
2
L2 + ‖∂~αW˙‖L2‖b~α‖L2
)
(10.69)
. C ·
(
‖W˙‖2HN + ‖W˙‖HN
)
. C ·
(
E2 + E
)
.
We now apply Gronwall’s inequality to (10.69), concluding that
E(t) .
[
E(0) + Ct
]
· exp(Ct).(10.70)
Using (10.68) again, it follows from (10.70) that
‖W˙(t)‖HN .
(
C−1
O¯2,Z
‖W˙(0)‖HN + Ct
)
· exp(Ct).(10.71)
Recalling that W˙(0) = W˚c −
(0)
W˚c and taking into account inequality (9.6), the
estimate (10.65) now follows.
It remains to show (10.66). Our proof is based on the Sobolev-Moser propositions
stated in Appendix B and the c−independent estimates of Section 6. With the 5
components of the array b defined by (10.8) - (10.10), we first claim that the term
cA
0∂~α
(
(cA
0)−1b
)
from (10.12) satisfies
‖cA
0∂~α
(
(cA
0)−1b
)
‖L2 . C(id; Λ1,Λ2, L
′
2).(10.72)
Because (6.25) and the induction hypotheses together imply that
‖cA
0(W,Φ)‖L∞ . C(id; Λ1,Λ2), it suffices to bound the H
N norm of (cA
0)−1b
by the right-hand side of (10.72). To this end, we use the induction hypotheses,
(6.25), Proposition B-2, and Remark B.1, with (cA
0(W,Φ))−1 playing the role of
F in the proposition and b playing the role of G, to conclude that
‖(cA
0)−1b‖HN . C(id; Λ1,Λ2)‖b‖HN .(10.73)
To estimate ‖b‖HN , we first split the array b into two arrays:
b = Bc(W,Φ, DΦ) + Ic(id,W,Φ),(10.74)
where Bc is defined in Lemma 6-8 and the 5-component array Ic comprises the
terms from the right-hand sides of (10.8) - (10.10) containing at least one factor of
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the smoothed initial data. By Lemma 6-2, Lemma 6-5, Remark 6.9, and Remark
9.1, we have that
Ic ∈ I
N (id,W,Φ),(10.75)
and from (10.75) and the induction hypotheses, it follows that
‖Ic(id,W,Φ)‖HN . C(id; Λ1,Λ2).(10.76)
Furthermore, by (6.29) in the case m = 1 and the induction hypotheses, we have
that
‖Bc(W,Φ, DΦ)‖HN . C(id; Λ1,Λ2, L
′
2).(10.77)
Combining (10.74), (10.76) and (10.77), we have that
‖b‖HN . C(id; Λ1,Λ2, L
′
2).(10.78)
We now observe that (10.73) and (10.78) together imply (10.72).
We next claim that the k~α terms (10.13) satisfy
‖k~α‖L2 . C(id; Λ1,Λ2)‖W˙‖HN .(10.79)
Since ‖cA
0(W,Φ)‖L∞ . C(id; Λ1,Λ2), to prove (10.79), it suffices to control the
L2 norm of (cA
0)−1cA
k∂k(∂~αW˙) − ∂~α
(
(cA
0)−1cA
k∂kW˙
)
. By the induction hy-
potheses, (6.25), Proposition B-5, and Remark B.3, with
(cA
0)−1cA
k =
(
(cA
0)−1cA
k
)
(W,Φ) playing the role of F in the proposition, and
∂kW˙ playing the role of G, we have (for 0 ≤ |~α| ≤ N) that
‖(cA
0)−1cA
k∂~α(∂kW˙)− ∂~α
(
(cA
0)−1cA
k∂kW˙
)
‖L2 . C(id; Λ1,Λ2)‖∂W˙‖HN−1 ,
(10.80)
from which (10.79) readily follows. This concludes the proof of (10.66), and there-
fore also the proof of Lemma 10-14. 
11. The Non-Relativistic Limit of the ENcκ System
In this section, we state and prove our main theorem regarding the non-relativistic
limit of the ENcκ system. Before stating our main theorem, we first state and prove
a corollary of Theorem 10.2 that will be used in the proof of Theorem 11.2, and we
also briefly discuss local existence for the EPκ system.
11.1. ENcκ well-approximates EPκ for large c. The following corollary, which
is an extension of Corollary 10-5, shows that for large c, solutions to the ENcκ system
are “almost” solutions to the EPκ system.
Corollary 11-1. For all large c, the solutions V = (W,Φ, DΦ) to the ENcκ system
(4.1) - (4.8) furnished by Theorem 10.2 satisfy
∞A
µ(W)∂µW = B∞(W, ∂Φ) + E1c(11.1)
∆(Φ− Φ˚c)− κ
2(Φ− Φ˚c) = 4πG[R∞(η, p)−R∞(η˚, p˚)] + E2c,(11.2)
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where
||| E1c |||HN−1,T . c
−2C(id; Λ1,Λ2, L2)(11.3)
||| E2c |||HN−1,T . c
−1C(id; Λ1,Λ2, L4),(11.4)
and T is from Theorem 10.2.
Proof. The estimate (11.3) follows frommultiplying each side of (10.46) by∞A
0(W),
and then combining Proposition B-2, Remark B.1, (10.5d), and the induction hy-
potheses from Section 10.3.1, which are valid on [0, T ]; we remark that we are
making use of the ON−1(c−2;W, ∂W,Φ, DΦ) estimate on the right-hand side of
(10.46). Similarly, the estimate (11.4) follows from the fact that
∆(Φ − Φ˚c)− κ
2(Φ − Φ˚c) = c
−2∂2tΦ + l, where l is given by (10.43), together with
(10.37), (10.40) in the case m = 0, (10.5f), and the induction hypotheses. 
11.2. Local existence for EPκ. In this section, we briefly discuss local existence
for the EPκ system.
Theorem 11.1. (Local Existence for EPκ) Let V˚∞ denote initial data (8.1) for
the EPκ system (4.9) - (4.14) that are subject to the conditions described in Section
8. Assume further that the equation of state is “physical” as described in sections
3.1 and 6.3. Then there exists a T∞ > 0 such that (4.9) - (4.14) has a unique clas-
sical solution V∞ ∈ C
2
b ([0, T∞]× R
3) of the form V∞
def
= (η∞, p∞, v
1
∞, · · · , ∂3Φ∞),
and such that V∞(0, s) = V˚∞(s). Additionally, T∞ can be chosen such that
V∞([0, T∞]×R
3) ⊂ K, where the compact convex set K is defined in (10.30). Finally,
V∞ ∈
⋂k=2
k=0 C
k([0, T∞], H
N−k
V¯∞
) and Φ ∈ C3b ([0, T∞]×R
3)∩
⋂k=3
k=0 C
k([0, T∞], H
N+1−k
Φ¯∞
).
Proof. Theorem 11.1 can be proved by an iteration scheme based on the method
of energy currents: energy currents (∞)J˙ can be used to control ‖W∞‖HN
W¯∞
, while
‖Φ∞‖HN+1
Φ¯∞
can be controlled using the estimate ‖f‖H2 ≤ C‖(∆ − κ
2)f‖L2 for
f ∈ H2. These methods are employed in the proof of Theorem 11.2 below, so we
don’t provide a proof here. Similar techniques are used by Makino in [Mak86]. We
remark that these methods apply in particular to the system studied by Kiessling
(as described in Section 4.2) in [Kie03]. 
11.3. Statement and proof of the main theorem.
Theorem 11.2. (The Non-Relativistic Limit of ENcκ) Let V˚∞ denote initial
data (8.1) for the EPκ system (4.9) - (4.14) that are subject to the conditions
described in Section 8. Let V˚c denote the corresponding initial data (8.8) for the
ENcκ system (4.1) - (4.8) constructed from V˚∞ as described in Section 8, and assume
that the c−indexed equation of state satisfies the hypotheses (6.12) and (6.13) and is
“physical” as described in sections 3.1 and 6.3. Let V∞
def
= (η∞, p∞, v
1
∞, · · · , ∂3Φ∞)(
Vc
def
= (ηc, pc, v
1
c , · · · , ∂3Φc)
)
denote the solution to the EPκ
(
ENcκ
)
system launched
by V˚∞
(
V˚c
)
as furnished by Theorem 11.1 (Theorem 10.2). By Theorem 11.1 and
Theorem 10.2, we may assume that for all large c, V∞ and Vc exist on a common
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spacetime slab [0, T ] × R3, where T is the minimum of the two times from the
conclusions of the theorems. Let W∞ and Wc denote the first 5 components of V∞
and Vc respectively. Then there exists a constant C > 0 such that
|||W∞ −Wc |||HN−1,T . c
−1 · C(11.5)
|||
(
Φ∞ − Φ¯∞
)
−
(
Φc − Φ¯c
)
|||HN+1,T . c
−1 · C(11.6)
lim
c→∞
|Φ¯∞ − Φ¯c| = 0,(11.7)
where the constants Φ¯∞ and Φ¯c are defined through the initial data by (8.3) and
(8.12) respectively.
Remark 11.1. (11.5), (11.6), (11.7), and Sobolev embedding imply that
Wc →W∞ uniformly and Φc → Φ∞ uniformly on [0, T ]× R
3 as c→ ∞. Further-
more, the interpolation estimate (B.9), together with the uniform bound
||| Wc |||HN
W¯c
,T. C that follows from combining (6.20), (10.5a), and (10.5b), col-
lectively imply that limc→∞ |||W∞ −Wc |||HN′ ,T= 0 for any N
′ < N. The reason
that we cannot use our argument to obtain the HN norm on the left-hand side
of (11.5) instead of the HN−1 norm is that the expression (11.12) for b already
involves one derivative of W, and therefore can only be controlled in the HN−1
norm.
Proof. Throughout the proof, we refer to the constants Λ1,Λ2, etc., from the con-
clusion of Theorem 10.2. To ease the notation, we drop the subscripts c from the
solution Vc and its first 5 components Wc, setting V
def
= Vc, W
def
= Wc, etc. We
then define with the aid of (8.14)
W˙
def
= W∞ −W(11.8)
Φ˙
def
= (Φ∞ − Φ¯∞)− (Φ− Φ¯c) = (Φ∞ − Φ˚∞)− (Φ− Φ˚c).(11.9)
Our proof of Theorem 11.2 is similar to our proof of Lemma 10-14; we use energy
currents and elementary harmonic analysis (i.e. Lemma A-4) to obtain a Gronwall
estimate for the HN−1 norm of the variation W˙ defined in (11.8). It will also follow
from our proof that the HN+1 norm of Φ˙ is controlled in terms of ‖W˙‖HN−1 plus
a small remainder. We remark that all of the estimates in this proof are valid on
the interval [0, T ], where T is as in the statement of Theorem 11.2.
From definitions (11.8) and (11.9), it follows that W˙, Φ˙ are solutions to the
following EOV∞κ defined by the BGS W∞ :
∞A
µ(W∞)∂µW˙ = b(11.10)
(∆− κ2)Φ˙ = l,(11.11)
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where
b
def
= B∞(W∞, ∂Φ∞)−B∞(W, ∂Φ) +
[
∞A
µ(W)−∞A
µ(W∞)
]
∂µW− E1c
(11.12)
l
def
= 4πG
[
R∞(η∞, p∞)−R∞(η, p)
]
− E2c,
(11.13)
B∞ is defined in Lemma 6-8, and E1c, E2c are defined in Corollary 11-1. Note that
the definition of l in (11.13) differs from the definition (10.43) of l that is used in
the proof of Corollary 11-1. By comparing (8.1) and (8.8), we see that the initial
condition satisfied by W˙ is
W˙(0) = 0.(11.14)
Differentiating equation (11.10) with the spatial multi-index operator ∂~α, we
have that
∞A
µ(W∞)∂µ
(
∂~αW˙
)
= b~α,(11.15)
where (suppressing the dependence of ∞A
ν(·) on W∞ for ν = 0, 1, 2, 3)
b~α
def
= ∞A
0∂~α
(
(∞A
0)−1b
)
+ k~α(11.16)
and
k~α
def
= ∞A
0[(∞A0)−1∞Ak∂~α(∂kW˙)− ∂~α((∞A0)−1∞Ak∂kW˙)].(11.17)
As an intermediate step, we will show that for 0 ≤ |~α| ≤ N − 1, we have that
‖b~α‖L2 . C
(
id; |||W∞ |||HN
W¯∞
,T ,Λ1,Λ2, L1, L2, L4
)
·
(
‖W˙‖HN−1 + c
−1
)
.(11.18)
Let us assume (11.18) for the moment and proceed as in Lemma 10-14: we let
(∞)J˙~α denote the energy current (7.2) for ∂~αW˙ defined by the BGS W∞, and define
E(t) ≥ 0 by
E
2(t)
def
=
∑
|~α|≤N−1
∫
R3
J˙
0
~α(t, s) d
3
s,(11.19)
where we have dropped the superscript (∞) on J˙ to ease the notation. By (8.16),
Remark 8.4, and the Cauchy-Schwarz inequality for sums, we have that
CO¯2‖W˙‖
2
HN−1 . E
2(t) . C−1
O¯2
‖W˙‖2HN−1 .(11.20)
Then by Corollary 10-13 + Sobolev embedding, (11.18), and (11.20), with
C = C
(
id; |||W∞ |||HN
W¯∞
,T , ||| ∂tW∞ |||HN−1,T ,Λ1,Λ2, L1, L2, L4
)
, we have that
2E
d
dt
E =
∑
|~α|≤N−1
∫
R3
∂µJ˙
µ
~α d
3
s . C ·
∑
|~α|≤N−1
(
‖∂~αW˙‖
2
L2 + ‖∂~αW˙‖L2‖b~α‖L2
)(11.21)
. C · ‖W˙‖2HN−1 + c
−1C · ‖W˙‖HN−1 . C · E
2 + c−1C · E.
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Taking into account (11.14), which implies that E(0) = 0, we apply Gronwall’s
inequality to (11.21), concluding that for t ∈ [0, T ],
E(t) . c−1C · t · exp(C · t).(11.22)
From (11.20) and (11.22), it follows that
||| W˙ |||HN−1,T. c
−1C · T · exp(T · C),(11.23)
which implies (11.5).
We now return to the proof of (11.18). To prove (11.18), we show only that the
following bound holds, where for the remainder of this proof, we abbreviate
C = C
(
id; |||W∞ |||HN−1
W¯∞
,T ,Λ1,Λ2, L1, L2, L4
)
:
‖b‖HN−1 . C · ‖W˙‖HN−1 + c
−1C.(11.24)
The remaining details, which we leave up to the reader, then follow as in the proof
of Lemma 10-14. By (10.36), which is valid for τ = T, and by (B.5), we have that
‖R∞(η∞, p∞)−R∞(η, p)‖HN−1 . C · ‖W˙‖HN−1 ,(11.25)
and combining (11.4), (11.11), (11.13), (11.25), and Lemma A-4, it follows that
‖Φ˙‖HN+1 . C · ‖l‖HN−1 . C · ‖W˙‖HN−1 + c
−1C.(11.26)
Similarly, taking into account (11.26), we have that
‖B∞(W∞, ∂Φ∞)−B∞(W, ∂Φ)‖HN−1 . C · (‖W˙‖HN−1 + ‖∂Φ˙‖HN−1)(11.27)
. C · ‖W˙‖HN−1 + c
−1C.
Finally, by (10.36) and (10.44), which are both valid for τ = T, by (B.3), and by
(B.5), we have that∥∥[
∞A
µ(W)−∞A
µ(W∞)
]
∂µW
∥∥
HN−1
. C · ‖W˙‖HN−1 .(11.28)
Inequality (11.24) now follows from (11.3), (11.12), (11.27), and (11.28). The
estimate (11.6) then follows from (11.9), (11.23), and (11.26), while (11.7) is merely
a restatement of (8.13). 
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Appendix A. Inhomogeneous Linear Klein-Gordon Estimates
In this appendix, we collect together some standard energy estimates for the
linear Klein-Gordon equation with an inhomogeneous term. We provide some proofs
for convenience. Throughout this appendix, we abbreviate Lp = Lp(Rd) and
Hj = Hj(Rd).
Proposition A-1. Let l ∈ C0([0, T ], HN) and Ψ˚0(s) ∈ HN , where N ∈ N. Then
there is a unique solution Φ˙(t, s) : R× Rd → R to the equation
−c−2∂2t Φ˙ + ∆Φ˙− κ
2Φ˙ = l(A.1)
with initial data Φ˙(0, s) = 0, ∂tΦ˙(0, s) = Ψ˚0(s), where ∆
def
=
∑d
i=1 ∂
2
i . The solution
has the regularity property Φ˙ ∈
⋂k=1
k=0 C
k([0, T ], HN+1−k).
Proof. This is a standard result; consult [Sog95] for a proof. 
Proposition A-2. Assume the hypotheses of Proposition A-1. Assume further
that
l ∈
⋂k=2
k=0 C
k([0, T ], HN−k). Then there exists a constant C0(κ) > 0 such that
||| Φ˙ |||HN+1,T≤ C0(κ) ·
{
c−1‖Ψ˚0‖HN + cT ||| l |||HN ,T
}(A.2)
||| ∂tΦ˙ |||HN ,T≤ C0(κ) ·
{
‖Ψ˚0‖HN + c
2T ||| l |||HN ,T
}(A.3)
||| ∂tΦ˙ |||HN ,T≤ C0(κ) ·
{
‖Ψ˚0‖HN + c‖l(0)‖HN−1 + cT ||| ∂tl |||HN−1,T
}(A.4)
||| ∂2t Φ˙ |||HN−1,T≤ C0(κ) ·
{
c‖Ψ˚0‖HN + c
2‖l(0)‖HN−1 + c
2T ||| ∂tl |||HN−1,T
}(A.5)
||| ∂2t Φ˙ |||HN−1,T
≤ C0(κ) ·
{
c2‖l(0)‖HN−1 + c‖(∆− κ
2)Ψ˚0 − ∂tl(0)‖HN−2 + cT ||| ∂
2
t l |||HN−2,T
}(A.6)
||| ∂3t Φ˙ |||HN−2,T
≤ C0(κ) ·
{
c3‖l(0)‖HN−1 + c
2‖(∆− κ2)Ψ˚0 − ∂tl(0)‖HN−2 + c
2T ||| ∂2t l |||HN−2,T
}
.
(A.7)
Proof. Because ∂(k)Φ˙ is a solution to the Klein-Gordon equation
−c−2∂2t
(
∂(k)Φ˙
)
+∆
(
∂(k)Φ˙
)
− κ2
(
∂(k)Φ˙
)
= ∂(k)l, we will use standard energy esti-
mates for the linear Klein-Gordon equation to estimate ||| Φ˙ |||HN+1,T . Thus, for
0 ≤ k ≤ N, we define Ek(t) ≥ 0 by
E2k(t)
def
= ‖κ∂(k)Φ˙(t)‖2L2 + ‖∂
(k+1)Φ˙‖2L2 + ‖c
−1∂(k)∂tΦ˙(t)‖
2
L2 .(A.8)
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We now multiply each side of the equation satisfied by ∂(k)Φ˙ by −∂(k)∂tΦ˙, integrate
by parts over Rd, and use Hölder’s inequality to arrive at the following chain of
inequalities:
Ek(t)
d
dt
Ek(t) =
1
2
d
dt
(
E2k(t)
)
=
∫
Rd
(
− ∂(k)∂tΦ˙
)
·
(
∂(k)l
)
dds(A.9)
≤ ‖∂(k)∂tΦ˙(t)‖L2‖∂
(k)l(t)‖L2 ,
where
(
−∂(k)∂tΦ˙
)
·
(
∂(k)l
)
denotes the array-valued quantity formed by taking the
component by component product of the two arrays −∂(k)∂tΦ˙ and ∂
(k)l.
If we now define E(t) ≥ 0 by
E2(t)
def
=
(
N∑
k=0
E2k(t)
)
= κ2‖Φ˙(t)‖2HN + ‖∂Φ˙(t)‖
2
HN + c
−2‖∂tΦ˙(t)‖
2
HN ,(A.10)
it follows from (A.9) and the Cauchy-Schwarz inequality for sums that
E(t)
d
dt
E(t) =
1
2
d
dt
(E2(t)) ≤ ‖∂tΦ˙‖HN ‖l(t)‖HN ≤ cE(t)‖l(t)‖HN ,(A.11)
and so
d
dt
E(t) ≤ c‖l(t)‖HN .(A.12)
Integrating (A.12) over time, we have the following inequality, valid for t ∈ [0, T ] :
E(t) ≤ E(0) + ct ||| l |||HN ,T .(A.13)
From the definition of E(t) and the initial condition Φ˙ = 0, we have that
‖Φ˙(t)‖HN+1 ≤ C(κ)E(t)(A.14)
‖∂tΦ˙(t)‖HN ≤ cE(t)(A.15)
E(0) = c−1‖Ψ˚0‖HN .(A.16)
Combining (A.13), (A.14), (A.15), and (A.16), and taking the sup over t ∈ [0, T ]
proves (A.2) and (A.3).
To prove (A.4) - (A.7), we differentiate the Klein-Gordon equation with respect
to t (twice to prove (A.6) and (A.7)) and argue as above, taking into account the
initial conditions
∂2t Φ˙(0) = −c
2l(0)(A.17)
∂3t Φ˙(0) = c
2
[
(∆− κ2)Ψ˚0 − ∂tl(0)
]
.(A.18)

Corollary A-3. Assume the hypotheses of Proposition A-2, and let C0(κ) be the
constant appearing in the conclusions of the proposition. Then
||| Φ˙ |||2HN+1,T≤
(
C0(κ)
)2
·
{
c−2‖Ψ˚0‖
2
HN + 2T · ||| ∂tΦ˙ |||HN ,T · ||| l |||HN ,T
}
.
(A.19)
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Proof. Inequality (A.11) gives that 12
d
dt (E
2(t)) ≤ ‖∂tΦ˙‖HN ‖l(t)‖HN . Taking into
account (A.14) and (A.16), the proof of (A.19) easily follows. 
Lemma A-4. Let N ∈ N, and I ∈ HN−1. Suppose that Φ˙ ∈ L2 and that
∆Φ˙− κ2Φ˙ = I. Then Φ˙ ∈ HN+1 and
‖Φ˙‖HN+1 ≤ C(N, κ)‖I‖HN−1 .(A.20)
Proof. For use in this argument, we define the Fourier transform through its action
on integrable functions F by F̂ (ξ)
def
=
∫
Rd
F (s)e−2πiξ·s dds. The following chain
of inequalities uses standard results from Fourier analysis, including Plancherel’s
theorem:
‖Φ˙‖2H2 ≤ C‖(1 + |2πξ|
2)2 ̂˙Φ(ξ)‖2L2 ≤ C(κ)∫
Rd
(κ2 + |2πξ|2)2| ̂˙Φ(ξ)|2 ddξ(A.21)
= C(κ)‖(κ2 −∆)Φ˙‖2L2 = C(κ)‖I‖
2
L2,
and this proves (A.20) in the case N = 1. To estimate L2 norms of the kth order
derivatives of Φ˙ for k ≥ 1, we differentiate the equation k times to arrive at the
equation ∆
(
∂(k)Φ˙
)
− κ2
(
∂(k)Φ˙
)
= ∂(k)I, and argue as above to conclude that
‖∂(k)Φ˙‖2H2 ≤ C(κ)‖∂
(k)
I‖2L2 .(A.22)
Now we add the estimate (A.21) to the estimates (A.22) for 1 ≤ k ≤ N − 1 to
conclude (A.20). 
Remark A.1. The hypothesis Φ˙ ∈ L2 does not follow from the remaining assump-
tions. For example, consider g(x) = ex. Then g − d
2
dx2 g ∈ L
2(R), but
g 6∈ H2(R).
Proposition A-5. Assume the hypotheses of Proposition A-1. Assume further
that
l ∈
⋂k=2
k=0 C
k([0, T ], HN−k). Then
||| Φ˙ |||HN+1,T ≤ C(N, κ)(A.23)
·
{
c−1‖Ψ˚0‖HN + ‖l(0)‖HN−1+ ||| l |||HN−1,T + T ||| ∂tl |||HN−1,T
}
and
||| ∂tΦ˙ |||HN ,T ≤ C(N, κ)·
{
c‖l(0)‖HN−1 + ‖(∆− κ
2)Ψ˚0 − ∂tl(0)‖HN−2(A.24)
+ ||| ∂tl |||HN−2,T +T ||| ∂
2
t l |||HN−2,T
}
.
Proof. Define I
def
= l + c−2∂2t Φ˙ and observe that Φ˙ is a solution to
∆Φ˙− κ2Φ˙ = I.(A.25)
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By inequality (A.5) of Proposition A-2, Lemma A-4, and the triangle inequality,
we have that
||| Φ˙ |||HN+1,T≤ C(N, κ) ||| l + c
−2∂2t Φ˙ |||HN−1,T
(A.26)
≤ C(N, κ) ·
{
c−1‖Ψ˚0‖HN + ‖l(0)‖HN−1+ ||| l |||HN−1,T + T ||| ∂tl |||HN−1,T
}
,
which proves (A.23).
Because ∂tΦ˙ satisfies the equation −c
−2∂2t (∂tΦ˙) + ∆
(
∂tΦ˙
)
− κ2
(
∂tΦ˙
)
= ∂tl, we
may use a similar argument to prove (A.24); we leave the simple modification,
which makes use of (A.7), up to the reader. 
Appendix B. Sobolev-Moser Estimates
In this Appendix, we use notation that is as consistent as possible with our use
of notation in the body of the paper. To conserve space, we refer the reader to
the literature instead of providing proofs: propositions B-2 and B-4 are similar
to propositions proved in chapter 6 of [Hör97], while Proposition B-5 is proved in
[KM81]. The corollaries and remarks below are straightforward extensions of the
propositions. With the exception of Proposition B-6, which is a standard Sobolev
interpolation inequality, the proofs of the propositions given in the literature are
commonly based on the following version of the Gagliardo-Nirenberg inequality
[Nir59], together with repeated use of Hölder’s inequality and/or Sobolev embed-
ding, where throughout this appendix, we abbreviate Lp = Lp(Rd), Hj = Hj(Rd),
and Hj
V¯
= Hj
V¯
(Rd):
Lemma B-1. If i, k ∈ N with 0 ≤ i ≤ k, and V is a scalar-valued or array-valued
function on Rd satisfying V ∈ L∞ and ‖∂(k)V‖L2 <∞, then
‖∂(i)V‖L2k/i ≤ C(k)‖V‖
1− ik
L∞ ‖∂
(k)
V‖
i
k
L2 .(B.1)
Proposition B-2. Let K ⊂ Rn be a compact set, and let j, d ∈ N with j > d2 . Let
V : Rd → Rn be an element of Hj, and assume that V ⊂ K. Let F ∈ Cjb (K) be
a q × q matrix-valued function, and let G ∈ Hj be a q × q (q × 1) matrix-valued
(array-valued) function. Then the q×q (q×1) matrix-valued (array-valued) function
(F ◦V)G is an element of Hj and
‖(F ◦V)G‖Hj ≤ C(j, d)|F|j,K(1 + ‖V‖
j
Hj )‖G‖Hj .(B.2)
Corollary B-3. Assume the hypotheses of Proposition B-2 with the following
changes: V, G ∈ C0([0, T ], Hj). Then the q×q (q×1) matrix-valued (array-valued)
function (F ◦V)G is an element of C0([0, T ], Hj).
Remark B.1. We often make use of a slight modification of Proposition B-2 in
which the assumption V ∈ Hj is replaced with the assumption V ∈ Hj
V¯
, where
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V¯ ∈ Rn is a constant array. Under this modified assumption, the conclusion of
Proposition B-2 is modified as follows:
‖(F ◦V)G‖Hj ≤ C(j, d)|F|j,K (1 + ‖V‖
j
Hj
V¯
)‖G‖Hj .(B.3)
A similar modification can be made to Corollary B-3.
Proposition B-4. Let K ⊂ Rn be a compact convex set, and let j, d ∈ N with
j > d2 . Let F ∈ C
j
b (K) be a scalar or array-valued function. Let V, V˜ : R
d → Rn,
and assume that V, V˜ ∈ Hj . Assume further that V, V˜ ⊂ K. Then
F ◦V − F ◦ V˜ ∈ Hj and
‖F ◦V − F ◦ V˜‖Hj ≤ C(j, d, ‖V‖Hj , ‖V˜‖Hj )|F|j+1,K‖V − V˜‖Hj .(B.4)
Remark B.2. As in Remark B.1, we may replace the hypotheses V, V˜ ∈ Hj from
Proposition B-4 with the hypotheses V, V˜ ∈ Hj
V¯
, in which case the conclusion of
the proposition is:
‖(F ◦V)− (F ◦ V˜)‖Hj ≤ C(j, d, ‖V‖Hj
V¯
, ‖V˜‖Hj
V¯
)|F|j+1,K‖V− V˜‖Hj .(B.5)
Furthermore, a careful analysis of the special case V˜ = V¯, where V¯ ∈ K is a
constant array, gives the bound
‖F ◦V − F ◦ V¯‖Hj ≤ C(j, d)|∂F/∂V|j−1,K(1 + ‖V‖
j−1
Hj
V¯
)(‖V‖Hj
V¯
),(B.6)
in which we require less regularity of F than we do in the general case.
Proposition B-5. Assume the hypotheses of Proposition B-2 with the following
two changes:
(1) Assume j > d2 + 1.
(2) Assume that G ∈ Hj−1.
Let ~α be a spatial derivative multi-index such that 1 ≤ |~α| ≤ j. Then
‖∂~α [(F ◦V)G] − (F ◦V)∂~αG‖L2
≤ C(j, d)|∂F/∂V|j−1,K (‖V‖Hj + ‖V‖
j
Hj )‖G‖Hj−1 .(B.7)
Remark B.3. As in Remark B.1, we may replace the assumption V ∈ Hj in
Proposition B-5 with the assumption V ∈ Hj
V¯
, where V¯ is a constant array, in
which case we obtain
‖∂~α [(F ◦V)G] − (F ◦V)∂~αG‖L2
≤ C(j, d)|∂F/∂V|j−1,K(‖V‖Hj
V¯
+ ‖V‖j
Hj
V¯
)‖G‖Hj−1 .(B.8)
Proposition B-6. Let N ′, N ∈ R be such that 0 ≤ N ′ ≤ N, and assume that
F ∈ HN . Then
‖F‖HN′ ≤ C(N
′, d)‖F‖
1−N ′/N
L2 ‖F‖
N ′/N
HN
.(B.9)
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