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A hybrid algorithm to solve large scale zero+ne integer programming problems has been 
developed. The algorithm combines branch-and-bound, enumeration and cutting plane techni- 
ques. Mixed-integer cuts are generated in the initial phase of the algorithm and added to the 
LP. Renders cuts are derived and used implicitly but, except for the cut from the initial LP, are 
not stored. The algorithm has been implemented on an experimental basis in MPSX/370 using 
its Extended Control Language and Algorithmic Tools. A computational study based on five 
well-known difhcult test problems and on three practical problems with up to 2000 zero-one 
variables shows that the hybrid code compares favorably with MlP/370 and with results 
published for other algorithms. 
We consider the mixed-integer zero-one problem (P) 
Min cn + dy, 
Ax +ByZb, 
x PO, ye{O, I}“, 
where all vectors and matrices have real coefficients and have the proper 
dimensions. 
We concentrate on problems in which all integer variables are zero-one because 
most practical problems are naturally formulated as mixed zero-one problems. 
Moreover some nonconvex problems can be formulated as mixed zero-one 
problems by introducing artificial zero-one ?,nd continuous variables. Furthermore, 
zero-one problems allow the use of en YFR*~ \~e techniques in a straightforward 
manner, a property which 11’; ieel is very important. We also make explicit use of 
any constraints on tk4 zero-one variables alone, such as special ordered sets, or 
other logical re%ictions which arise in nearly every practical problem. Thus, we 
partition R and b into two parts &, B2 and bl, b2 resp. where B2 and b2 
corresiaond to constraints for the zero-one part alone. We therefore consider (P) 
as having the following structure: 
II]@ 
Note that the pure zer-ne problem is a special case of this structure. 
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~11 large-scale mathematics producing systems designed to solve problems 
of type (P), such i3s MPSX-MIP/370, APEX-III, UhTIRE, IMPS, LP 6000 etc., 
use branch-and-bound algorithms, i.e. they solve (P) by exploring a sequence of 
LP-problems in which only a subset of the zero--one variables are fixed and all 
other variables of (P) are treated as continuous variables. This type of a~go~t~ is 
best suited for those problems (P) in which there are many continuous variables 
and relatively few zero-one variables. For large scale problems with many 
zero-one variables and a highly structured part of the B-matrix, as is typically the 
cast for pure zero-one problems, this approach is often not satisfactory, i.e. the 
running times in finding and proving optimality of an integer solution can be 
excessive. 
For this type tif problem another approach called (impli~t) en~eration often 
gives much better results. We take here the view of Guignard and Spielberg [12], 
as t4) the precise difference between branch-and-bound and en~eration. For the 
purpose of this paper it is only necessary to say that in enumerative algorithms 
instead of solving a sequence of relaxed problems (i.e. LP problems), we solve a 
sequence of problems in which we consider zero-one completions of partial 
solutions. 
The enumerative approach originally developed for the pure zero-one problem 
is also applicable to mixed integer problems (P) via a Benders’ pa~i~oning 
procedure. Although in special cases good numerical results have been obtained, 
to our knowledge this type of algorithm is not currently incorporated in any of the 
large scale mathematical programming systems. We know one earlier approach in 
this direction which did not show good results and was abandoned. Besides the 
question of whether algorithms of this type can in general compete with a 
sophisticated branch~and-Lund a~go~thm, there are some d~c~t storage man- 
agen~ent problems to solve at run time. 
For certain other special problems, such as set covering problems, cutting plane 
t;echniques have been successfully applied. Moreover, cutting plane techniques 
can be very useful in the context of a general branch-and-bound algorithm, in 
order to determine the branching variable and for node selection 17, 21). 
These papers, however, do not report experimentation based on adding cuts to 
the linear program. Johnson and Spielberg [14] generated cuts for an auxiliary 
linear program. The closest previous work is that of Guignard and Spielberg [12] 
using Gomory-Johnson cuts added to the linear program within an enumeration 
sches?e. They report that cuts used in this way are helpful and sometimes critically 
important in solving integer programming problems. By contrast, some limited 
experimentation with adding cuts to every node of a branch-and-bound tree gave 
negative results. 
Since the development of a large scale mathematical pro~amming system 
requires a tremendous effort especially when hybrid algorithms are inco~orated, 
it is clear that we need some experimentation in how to combine several 
techniques in a flexible manner to improve the current state-of-the-art. Our 
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experimentation was done with such a hybrid algorithm, which was implemented 
on an experimental basis in MPSX/3’70, using its state-of-the art LP subsystem. 
In the following we describe the algorithmic components of that system. 
1. Bnanchnd-bound and emmention 
Both methods can be considered as the construction of a tree in which a node 
corresponds to a subset of assigned zer-ne variables. There is a branch from 
node a to node 6 iff at node b exactly one more additional zero-one variable was 
assigned a value. In the following we use the notation of [9]. We store the indices 
of assigned variables in the order in which they are assigned in a row vector S with 
a negative sign if a variable was assigned the value zero. We call S a partial 
solution. F(S) denotes the index set of free variables, ie. those zero-one variables 
not assigned a value. To S corresponds a problem (P(S)): 
Min cx + C 4yj +2(S), 
icF(s) 
AX + C Bjyj @b(S), 
is1 
X a 0, Yjdi{O, 1) for j&(S) 
(Jw) 
where z(S) and b(S) denote the updated values of objective function and 
right-hand side from zero-one variables assigned a value of one. 
The objective for both methods is to fathom, i.e. to resolve (P(S)) at a given 
node S (see [lo& In branch-and-bound algorithms, the main fathoming device is 
to use &P(S)) the corresponding LP-problem to (P(S)). Zn enumeration, logical 
tests are the main fathoming device. These tests are used to show that at a given 
node S assigning the opposite value to a zero-one variable results in a fathomed 
problem. We therefore partition the assigned variables into those which are set if 
the alternative branch was not yet fathomed and those which ae fixed if it has. To 
distinguish the fixed variables in S, they are marked by underlining. Note that this 
concept of recording the current tree has nothing to do with the representation of 
the tree by appropriate data structures in a computer. 
1.1 Logical tests 
WC consider constraints hl s Hy G hu on the zer-ne variables alone: Addi- 
tional constraints to &y zbz may, for example, be Benders cuts. Note that 
equalities are also contained in this formulation. Let S be any partial solution, 
h(S) the updated right hand side and Hi resp. I+?; the positive resp. negative part 
of column vector H’ for j@(S). Let JP, JN be nonempty subsets of F(S) with 
amm=(b. If 
c Hf+ c Ny#hZ-h(S), 
j&b )-JP itJN 
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then at least one variable with index in JP can be fixed to one or at least one 
variable with index in JZV can be fixed to zero. Similar if 
c H; + c Hf$ hu-h(S), 
jeF(s)-JN jdP 
then 3~ least one variable with index in JN can be fixed to one, or one variable 
with index in JP can be fixed to zero. The cardinality of the set of JPUJZV is 
called the degree of the logical tests. Degree 0 means that S has no feasible 
completion of (P(S)) fathomed. For degree 1 either JP or JN has a single element. 
In this case a single variable can be fixed directly. A degree higher than one has 
its own combinatorial structure. For various ways of exploiting inequalities of 
degree larger than 1 see [19]. Like Hammer and Nguyen [13] and Breu and 
Burdet [S] we did some experimentation with degree 2. Based on a column 
oriented sparse matrix structure (see Section 4) our experimentation shows, 
however, that logical tests of degree 2 result in a much more complicated test 
scheme compared to degree 1. This means that the corresponding program 
contains many conditional branch instructions. Those operations are expensive on 
todays high speed machines with their concurrent architectures because they limit 
the overlapped processing of instructions. As a result the CP-time of testing with 
degree 2 was higher than testing with degree 1. We therefore chose tests of 
degree 0 and 1 for our algorithm. It is, however, important to recognize that the 
implementation strongly influences whether logical tests of degrct3 Z are worth- 
while or not. 
The tests for degree 0 and 1 can be executed without calculating the sums of 
the negative resp. positive matrix coefficients over the free variables. Let 
tpw = --hi+h(S)+ c Hf. m(S) = -hu+h(S)+ c H;. 
jeF(S) jeF(S ) 
These vectors permit a highly efficient execution of the tests for degrees 0 and 1. 
Degree 0: If tp(S)+O or tn(S)$ 0, then (P(S)) is fathomed. 
Degree 1: If tp(S)(i) = 0 for a restriction i set all free variables with a positive 
matrix {element in row i to one and all free variables with a negative matrix 
element in row i to zero. 
The case tn(S)(i) = 0 is similar to the previous one except hat the variables are 
fixed in the opposite way. 
Both tests can only be done efficiently if the sparse matrix structure allows fast 
access to the nonzeros of a given row. These tests are, however, contained in the 
following ones and can be executed in a column oriented sparse matrix scheme: 
If t&S)- Hf +O, then yj can be fixed to one. 
If tn(S) + HT $0, then yj can be fixed to zero. 
If t&S) + H 7 +O, then yi can be fixed to one. 
If tn(S)- H’j $0, then yj can be fixed to one. 
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The vectors tp(S) and tn(S) should be updated dynamically whenever S 
changes. The update rules are easy to derive and can be omitted. Our approach is 
to make exhaustive logical tests of degree 0 and 1 at every node of the tree. 
1.2. Enumeration in mixed integer programming 
Enumeration can aho be applied to mixed integer problems in using Renders 
cuts. More specifically let y* be any zGro=one vector with the right dimension and 
Z* the value of any incumbent for (P). By substituting y* in (P) we get the 
LP-problem: 
Min cx + dy*, 
Ax 8%~By*, (LPO, 9) 
x20. 
Let PL be the polytope defined by the dual LP of (LP( y *)) which is indepen- 
dent of y*. If (LP(y*)) has an optimal solution we can derive a Benders cut 
O* > dy + ti(b - By) in the zero-one variables alone, where ti is an extreme point of L 
PL. If (LP(y*P) is infeasible we get a cut of the form fi(b-By) ~0 where u is an 
extreme ray of PL. The first cut can be derived directly from the reduced costs of 
the optimal primal tableau or’ (LP(y*)). These cuts can be imbedded in Lemke- 
Spielberg’s variant of Benders’ partitioning procedure [161 in which enumeration is 
done on the zero-one variables: Let S be any partial solution and y(S) the vector 
of the zero completion of S. If y(S) satisfies the pure constraints on y and the 
current Benders cuts, (LP(y(S)) is solved and a new cut is generated. This 
algorithm has ihe advantage over the original algorithm of Benders that only one 
O-l problem has to be solved. 
A fundamental disadvantage of all Benders type algorithm is that the cuts are 
normally dense. In addition experience shows that the number of cuts generated 
may be large for a general problem. Since the cuts in conjunction with the side 
constraints are used in an enumerative procedure they have to be stored in main 
memory. This is because a good enumeration code requires fast access to all data. 
Putting them out-of-core would result in an extremely I/O-bound code which is 
not very pleasant because using a large scale LP-system already has heavy I/O 
requirements. 
Taking these considerations into account we decided to use Benders cuts only 
implicitly, via the reduced costs, but retaining logical tests together with side 
constraints. More precisely, instead of solving (LF( y(S))), the problem in which 
the free variables are set to zero (or any other completion), we treat them in the 
LP as continuous variables, that is we solve (LP(S)): 
Min CX+ C djyj +Z(S), 
) 
AX C BjY, ZbfS), 
&F(S) 
X20, O<yj<l, j&(S). 
(LPW 
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Since PL is independent of y* we can, of course, derive Benders cuts from 
(LP(S)). If F(S) =$!l we have the original approach. One advantage of using 
(LP(S)) is that enumeration and branch-and-bound can be combined, since 
(LP(S)) is a relaxation of (P(S)) which is not true of (LP(y(S)). If therefore 
(LP(S)) is infeasible, then (P(S)) is fathomed. Whereas in the case (LP(y(S))) 
being infeasible we can only derive the second type of Benders cut and have to 
continue exploring (P(S)). Also there may be the chance that (LP(S)) is integer, 
thus (P(S)) would be fathomed immediately. On the other hand the main 
advantage of using a Benders type algorithm in taking advantage of any special 
structure of (LP( y (S))) is lost in our implementation. 
To avoid the storage problem with the Benders cuts we follow a weaker 
approach of this variant of Benders partitioning procedure by storing only the 
initial cut and then using the reduced costs of the zero-one variables locally, i.e. 
not deriving the cut and storing.it: We solve at a given node S the corresponding 
LP, i.e. (LP(S)). If this LP is infeasible or integer, then (P(S)) is fathomed. 
Otherwise let 9 be the optimal LP solution with objective function value f and let 
BC, NE3 be the index sets of the basic and nonbasic zero-one variables. Also let 4 
be the reduced costs for @U3. We make simple logical tests on the reduced costs: 
if 5 - 44 > Z* fix yj to one if yj is at its upper bound, if Z + 4 > Z* fix yj to zero if yj 
is at its lower bout.. . These tests are combined with the logical tests for the 
constraints B y 2 sb2. Moreover we combine these tests with a rounding proce- 
dure: 
Step 0: If F(S) n NB = 8 go to step 3. Otherwise sort the indices of zero-one 
variables wrthin F(S) n NB into decreasing order of their absolute reduced costs. 
Let 
Set k=l. 
Step 1: If z’ - 14i > z* fix yjk to one (zero) for qk < 0 C& a 0). Otherwise set yk 
t0 one (zero) for di, CO (iijk 30). Make exhaustive logical tests. If the resulting S 
has no feasible completion with respect to the side constraints, then return. 
Step 2: If k = p, then go to step 3. Otherwise set k = k + 1 and go to Step 1. 
Step 3: Sort the indices of variables within F(S) nI3C’ into decreasing order 
of h = IA-0.51. Let h,=$Za* l oafi.. Set k = 1. 
Step 4: If yjk > 0.5 set yjk to one otherwise to zero. Make exhaustive logical 
tests. If the resulting S has no feasible completion with respect to the side 
constraints, then return. 
Step 5: If k = q, therr return. Otherwise set k = k + 1 and go to Step 4. 
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In addition we store the reduced costs of the intial LP augmented by mixed- 
integer cuts in a stack. Every time the incumbent is improved we check if we can 
eliminate further variables from the problem, since the fixing is done at the zero 
level of the tree. 
Our approach in using cutting plane techiques was strongly influenced by the 
fact that in the experiment we used a large scale LP system (MPSX/370). This 
means that access to computational data and also their modification is more 
inflexible and more expensive than, for example, in an all in-core FORTRAN 
LP-system. For large scale problems this environment poses severe restrictions on 
the mathematical concepts used in the algorithms. 
After an unfruitful attempt at using Gomory’s fractional cuts, we used Gomory’s 
mixed-integer cuts [ll]. These cuts can be regarded as the initial step in using a 
subadditive approach [6] for further improvement of the lower bound defined by 
the LP augmented by the cuts. 
Since we are using MPSX/370 for solving the LP, several modifications in 
calculating and inserting the cuts are necessary: 
-The cuts have to be formulated with the upper bounding technique. 
-They have to be globally valid in the case of fixed variables. 
This gives the opportunity to use the cut at every node of the tree without 
dropping cuts and may also be necessary if variables can be tied during the 
initialization. 
-Nonbasic slacks have to be eliminated, i.e. the cuts have to formulated using 
only structural variables. This is necessary for using the MODIFY-routine of 
MPSX/370 to insert the cuts into the working matrix. 
Table 2.1 shows the effect of the mixed integer cuts in conjunction with the 
Benders cut of the initial tableau. The problem dimensions can be found in Table 
5.1. The table requires some explanation. If no incumbent is present, the logical 
Table 2.1 Variables which can be removed from the problem after finding an optimal integer solution 
with and without mixed-integer cuts 
Problem 
Lp-opt. 
without 
cuts 
Lp-opt. 
with 
cuts 
No. of 
cuts 
Int. 
opt. 
Var. which 
can be fixed 
without cuts 
Var. which 
can be fixed 
with cuts 
BM23 20.57 24.10 20 34 0 0 
BM2-:! 24.57 27.71 20 38 0 0 
BM25 29.03 31.51 20 43 0 0 
L-S-E 834.68 1013.86 42 1120 3 23 
L-S-D -576.17 -561.21 20 -540 3 16 
IBM1 4050.65 307 1.90 42 4105 11 13, 
IBM3 3472.3 1 3479.0 1 50 3534 1299 1390 
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tests cannot fix any variable due to the information contained in the Benders cut. 
Since we store the initial Benders cut (in a stack), every time when the incumbent 
is improved we may have the opportunity to fix further varibles. These variables 
can be eliminated from the p-oblem since they would have been fixed at the zero 
level of the tree if the value of the incumbent would have been known at this 
time. The table shows the effect of the mixed integer cuts and the initial Benders 
cut on variable elimination if the optimal integer solution has been found. 
Experience shows that finding an optimal solution takes (for enumerative and 
branch-and-bound algorithms) normally only a small fraction of the time for 
proving optimality. Hence, considerable overall savings are achieved in using the 
cut. Even for the BM23-BM25 problems cuts are worthwhile although we cannot 
eliminate variables from the problem. The fixing of variables due to the Benders 
cut occurs here on a lower level of the tree than without the mixed integer cuts. 
The mixed integer cuts also improve the quality of the integer solutions found 
by our rounding procedure. Let nb be the number of nonbasic integer vtiables of 
the initial LP. The rounding procedures ets the nonbasic variables to zero and 
one a.ccording to their decreasing absolute values of the reduced costs. Let np be 
the first position of a false assignment to an optimal solution found later in the 
search. 
The following sketch shows the situation: 
The nonbasic integer variables in position 1 to np-1 are correctly assigned, 
wherc:as the integer variable in position np is not correctly assigned compared to 
the optimal solution found. The integer variables in position np + l,* l *, nb may or 
may not be correctly assigned. Table 2.2 shows nb and np and the total number nf 
of false assigned nonbasic integer variables for the initial LP with and without 
mixed-integer cuts. 
More important than the reduction of nf is the fact that the position of a false 
assignment tends to be higher. This means that a simple node selection strategy 
Table 2.2 
Without“cuts With cuts 
Problem nb np nf nb np nf 
IBM 1 35 ?5 4 28 26 1 
L-S-E 75 18 4 69 53 4 
L-S-D 54 50 2 54 52 1 
IBM3 1881 1794 3 1879 1867 1 
BM23 21 12 3 21 14 2 
BM2.4 22 13 3 20 16 1 
BM25 25 21 1 23 -0 
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such as LIFO will give good results since only a small amount of enumeration is 
necessary to find an optimal solution. 
In summary our experience with the mixed integer cuts although only based on 
pure zero-one problems hows the following advantages: 
-The cuts reduce the duality gap at every node where the LP is solved, thus 
giving a higher chance that the node is fathomed. Moreover, since the initial 
Benders cut is stored, more variables can usually be deleted from the problem 
after an incumbent was improved. 
-The fractional solutions of optimal solved LP’s tend to be much closer to a good 
integer solution. Our rounding procedure gives much better results when used 
in conjunction with the mixed integer cuts. 
On th - other hand numerical stability requires a careful implementation for large 
pro1 ims. We used for the calculating of the cut coefficients the extended 
precision floating point representation on the 3701168 (2 double words or 16 
bytes for one floating point number) for maximum accuracy. 
3.Brpncbiagand~odeselec$k 
After solving &P(S)) at a given node S and applying the rounding procedure 
we have the option of developing a certain number of nodes in a purely 
enumerative fashion using only logical tests. In the enumerative phase we set a 
free variable with a maximum cost coefficient o zero. This branching heuristic 
requires in our implementation o searching and gave good results. Note that 
after setting some variables to zero the logical tests will fix free variables to 
achieve feasibilty. 
The node selection strategy used was LIFO. Although Piper [M] claimed that 
the LSE problem is very unlikely to be solved with it, we did it in an acceptable 
time. The explanation for the good behavior of the LIFO strategy lies in the fact 
that, in our rounding procedure, variables with the highest absolute reduced costs 
are assigned first. The analysis in Section 2 shows that false assignments of 
zero-one variables occur only on the lower level of the tree. In this area the 
LIFO-strategy works best due to its minimal overhead. We believe, however, that 
an adaptive node selection strategy-with LIFO on the lower level of the 
tree-would improve our results for large difficult problems. 
4. Implementation 
We used as LP-subsystem MPSX/370. The effort of the implementation was 
greatly reduced due to the following unique features of MPSX/370: 
-PL/I is used as the basis for an extended control Isnguage. 
-The user has access to system routines for the ef5cient execution of system 
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functions for solving LP’s (algorithmic tools) and to work regions and other 
internal data. 
The main advantage of this concept is the ability to design with little effort new 
LP-based mathematical programming algorithms having the advantage of using a 
fast and robust production LP-code. Although the implementation was carried 
out mainly at the high level language level (P.L/I, ‘FORTRAN), efficiency of the 
code under the restrictions of the environment was important. 
Since the enumeration requires fast access to all side constraints, and requires 
only little arithmetic, all side constraints are kept in main (virtual) memory to 
avoid an I/O-bounded code in this phase. That is, the side constraints are stored 
once more in addition to the constraint representation of lWWV370. This has 
also the advantage that the data structures and representation can be optimized to 
the requirements of the logical tests without compromises to requirements from 
MPSX/370 routines. The dynamic update of Q(S), tn(S) and b(S) requires three 
types of access to the elements of a given column: (1) all nonzeros, (2) all positive 
nonzeros (if there are any), (3) all negative nonzeros (if there are any). To do that 
without expensive if-checks, it is necessary to group the elements by sign. Storing 
the non-zros of a column physically adjacent permits the use of an efficient 
addressing scheme, in which pointers give the starting point of each group. This 
sparse matrix representation is also well suited for a column oriented test scheme 
of the logical tests. The free variables are tested in accessing all nonzeros of a 
given column checking the corresponding component of tp(S) resp. tn(S). Note 
that we can take advantage of the sign grouping here too. A fundamental 
disadvantage of this test scheme is that many logical tests are executed super- 
flously. That is because, due to the sparsity of the columns, only a few changes of 
components of tp(S), tn(S) occur. Therefore free variables with nonzeros which 
correspond to unchanged components are tested over and over again. 
This disadvantage can be avoided by adding to the sparse matrix representation 
an additional structure which chains the nonzeros in a given row into decreasing 
absolute values. A pointer vector gives the start point of each row. This represen- 
tation can be further improved to avoid status checking of those variables which 
correspond to nonzeros in a given row. Since the elements in a given row are 
chained according to decreasing absolute value a very efficient test scheme can be 
designed. Suppose that in an initial stage logical tests have been applied. There- 
fore a single variable cannot be fixed. After selecting any branching variable at 
least one zp(S), tn(S) always has to be Lpdated. Whenever an update in a given 
row has been done we test, depending ~1 the sign of the nonzero element, if 
variables can be fixed using the row chain. If we can fix a variable its index is 
stored in a stack. If the tests lead to no fixing we can skip all further tests for this 
ro* because of the ordering of the variables. After a complete update of the given 
column the stack contains exactly those variables which were detected as candi- 
dates for fixing. The variable at the top of the stack is removed and the process 
repeated, given the possibility that futher variables can be fixed, thus increasing 
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the size of the stack. Since we can partition all n zero-one variables into those 
which are assigned and those which are free we can use an array of dimension y1 
for storing the stack with the indices of assigned variables and the stack for storing 
the indices of candidates for fixing: 
assigned unused 
variables space 
candidates 
for fixing 
This row-oriented test scheme has the following advantages: 
--only rows are tested in which changes of tn(S) or Q(S) have occurred; 
-a logical test is executed at most once without fixing. 
A disadvantage of this scheme is that we need, depending on the wcrd size and 
the addressing requirements, more storage than for the basic sparse matrix 
representation. A more serious drawback of this data representation is that an 
update of a column and testing of the nonzeros of all rows which have nonzeros in 
common with the column require fsst access to nonadjacent matrix elements. This 
representation therefore tends to have a much larger working set size than the 
first one. A more detailed comparison based on two computer codes to solve pure 
zero-one problems can be found in [20-j. 
Our implementation is based on the first scheme, since the computer used (IBM 
3701168) has a virtual paged memory with a page size of 4K Bytes. For this 
scheme fast access to all free variables is essential. We use a double linked circular 
list to identify all free variables. This list is updated dynamically and has, 
compared with other structures used [18], the advantage that we can impose a 
fixed order to traverse the list. If the columns of the sparse matrix structure are 
physically sorted according to the ordering of the list we can reduce the working 
set size since a page has 4K and allows therefore 500 nonzeros to be stored in it if 
we assume two full words assigned for one nonzero element and its row index. 
Therefore the probability that columns of free variables lie in the same page is 
increased. Note, that in using halfwords for the pointers of the double linked list 
the storage requirements for 1000 zero-one variables is exactly one page. 
In our experimental code we did not use super sparsity [1 S] because a high level 
language implementation of this concept results in a slower code. It should be 
used if the routine which accesses the sparse matrix representation is coded in 
assembly language. This is because using halfwords for pointers and row indices 
we can store twice as much nonzeros in a page (1000). Since the different 
nonzeros are accessed frequently their pages will stay in real memory (assuming 
demand paging with LRU type of replacement strategy). 
The total system consists of 25 routines written in PL/I and FORTRAN which 
share a labelled COMMON of global data. The enumerative part has been 
designed as a stand-alone system for Ture zero-one problems. without the 
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necessity to solve LP’s. Although a certain ameunt of code analysis and tuning has 
been done, the code could still be substantially improved 11y coding critical 
routines in assembly language and streamlining the interface to the LP environ- 
ment. 
5. Numnerid results 
A numerical study has bec:n done for pure O-l problems. The problems 
BM23-BM25 and L-S-E are well-known in the literature [4, 161. IBMl-IBM3 
are practical problems which are not available outside. The problems are charac- 
terized in Table 5.1. 
First we make some general remarks about the performance measurement we 
used. The reported CP-time in the following tables is always the time after the 
initial LP has been solved and any generated mixed integer cuts have been 
inserted into the LP. The CP-time includes the time for preparing an I/O- 
operation. The number of LP-iterations includes the first solved LP and post 
optimization with the generrted mixed integer cuts. The reported number of 
nodes includes the use of our rounding procedure. Note that in some computa- 
tional studies, for example in [S, 181, local search procedures which require an 
effort similar to that of our rounding procedure, is not contained in their node 
count. Thus, one cannot directly compare the node counts of these procedures. 
Since the developed computer code HYBRID is using MPSW370, solving LP’s 
requires l/O operations. It is therefore necessary to take I/O operations as well 
as CP-time as performance measurement into account. After an LP has been 
solved in H’YBRID, a specified number of nodes in a purely enumerative manner 
can be developed before the next LP is solved. The following table shows the 
effect of the frequency of LP executions on proving optimality. Three strategies 
SI, SII and SIB are compared. In SI the LP is solved after rounding of the last 
feasible LP. In SII we develop in addition to rounding 100 nodes, whereas in SIII 
we develop in addition 500 nodes. 
Table 5.1. Problem data 
Problem II m nz 21 *I.& 
BM23 
BM24 
BM25 
L-S-E 
L-S-D 
IBM1 
IBM2 
IBM3 
27 20 478 34 20.57 
28 20 495 38 24.57 
30 20 531 43 29.03 
89 28 309 1120 834.68 
74 37 411 - 540 - 576.17 
39 6 171 4105 4050.65 
78 157 780 - 1786000 - 1990194.89 
1994 225 17910 3534 3472.31 
n : number of zero-one variables, m : number of constraints, nz : number 
of nonzeros, zl.+ LP-optimum, zl: integer optimum. 
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Table 5.2. The influence on proving optimality how often the LP was called (Region size 1000 K3) 
-_ 
C&time 
Nodes LP-iterations (set on 168) EXCP 
---- 
Probtem SI Sir SIII SI SII SIB SI SII SIII SI SII SIB 
BM23 392 763 1657 1044 382 147 20 5 2 2590 976 624 
BM24 629 1374 2660 966 450 288 21 8 4 2666 1547 1025 
BM2S 1071 3110 7180 2488 954 490 82 29 13 18264 7048 3831 
IBM1 29 46 98 387 221 143 2 1 1 1381 398 213 
L-S-Et 1259 2698 5756 3604 1348 863 157 48 31 68274 28274 20340 
All times are rounded to the nearest second and do not include the initialization. 
EXCP; execute channel program, taken as measure of an I/O-count. 
Sk the LP was solved after rounding of the last feasible LP. 
SII: 100 nodes were purely enumerative developed after rounding &fore the next LP was solved. 
SIII: 500 nodes were purely enumerative developed after rounding before the next LP was solved. 
t proving 5% only. 
Table 5.2 indicates that the more frequently the LP is solved the number of 
nodes to prove optimality is reduced. This shows the power of the LP relaxation. 
On the other hand the CP-time increases the more often the LP is used. There are 
two explanations for this. First, even if the enumeration is coded in high level 
language, it is at the bottom of the tree a much faster fathoming device than 
LP-technology. Second, while MPSX/370 makes fast LP-optimization we spent a 
high percentage of time in interface routines which could to high degree be 
avoided in a production code. Note that this time is much higher than if we had 
used an all in-core FORTRAN based LP-system. 
Hand in hand with the increasing CP-time the number of I/O operations is also 
increasing. Beside the disadvantage in tying up channels and therefore reducing 
the I/O performance of the computer system, this has also a negative effect on 
the turn around time of a HYBRID-optimization job. Suppose HYBRID would 
make 100,000 I/O-operations during an optimization on one channel. If we 
assume only a time of 36 milliseconds on the average to complete an I/O 
operation the job would have a turn around time of at least one hour regardless of 
the required CP-time. As a result we report for the mGre detailed performance 
analysis’only the results for strategy SIII which was the best in both CP-time and 
I/O-time. Note that the number of 500 nodes which was the best compromise 
between using LP as a fathoming device and logical test is entirely technology 
dependent. If for example a faster interface between the user environment and 
the LP environment had been developed or if in the future LP-technology will be 
improved then a smaller number of nodes would give better results. In any way 
the number of nodes which are generated in the enumerative part is a system 
parameter which allows tuning of the system performance for a relative wide 
range of problems. As can also be seen, the number of nodes is not a good 
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Table 5.4. Finding an optimal integer solution with SIII 
NOdCS LP-iterations CP-time (set on 168) 
Problem MPSX-MIP HYBRID WSX-MIP HYBRID MPSX-MIP HYBRID 
BM23 427 10 2137 78 27 0 
BM24 93 9 478 91 7 0 
BM25 468 43 2454 75 29 0 
L-S-E 9174 526 35710 282 450 6 
IBM2 241 14 1299 147 26 0 
IBM3 594 2654 13979 5110 1348 201 
IBM1 21 34 97 95 0 0 
technology independent measurement in our environment. Much better suited 
would in our case be the number of LP-iterations. 
The following tables (Tables 5.3-5.5) contain a comparison with MPSX-MIP 
(VIM4) using the standard strategy OPTIMIX. All times are rounded to the 
nearest whole number. Note that if a time is less than 500 milliseconds it is 
rounded to 0. 
For many practical problems it is not necessary or at least not economical to 
prove optimal@. If the user supplies an 0 < e < 1, then every time a better integer 
solution z* has been found a new treebound z’ = (1 - E)Z* is calculated and used 
during the following search. If the algorithm terminates, the best found integer 
solution is at most G .lOO percent from an optimal integer solution. Table 5.6 
shows the savings which can be achieved by proving 5% optimality, i.e. E = 
5/ 100. 1’0 cc*r,,,_, •~~l~te he numekal study we show a comparison between MIL- 
POD (see IS]), APEX-III CDC’s mathematical programming system and DISCO 
the underlying enumerative subalgorithm of HYBRID. 
Since HYBRID is considerably better than DISCO the conclusion seems to be 
valid that HYBRID outperforms MILPOD on the given test problems. 
Table 5.5. Optimality proved with SIII 
Nodes 
Problem MPSX-MIP HYBRID 
l&iterations W-time (see on 168) 
MPSX-MIP HYBRID MPSX-MIP HYBRID 
BM23 463 1087 2356 155 28 2 
BM24 295 1425 1573 274 22 4 
BM25 782 3510 4209 458 54 13 
L-S-E 15000+ 9827 46625 5203 720+ 469 
IBM1 33 98 150 95 0 1 
IBM2 348 735 348 183 42 2 
EBM3 774 15381 17037 10471 1780 1271 
+ Bptimality could not be proved in the specified time. 
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Table 5.6. Savings by proving 5% optimality anly with SIII 
Finding a best integer solution Proving e-optimality 
Nodes LP-iterations CP-time (six) Nodes LPIiterations CP-time kc) 
-- 
Problem e=O e=o.05 e=E) e=o.o5 e:=o e=o.os a=0 r=o.os c=o a=o.os e=O r=o.os 
BM23 10 8 78 78 0 0 1087 624 155 99 2 2 
BM24 9 9 91 91 0 0 1425 1141 214 215 4 3 
BM25 43 26 75 75 0 0 3510 2138 458 398 13 10 
L-S-E 526 144 282 134 6 1 9827 5756 5203 863 469 31 
All times are reported in whole seconds on an IBM 370/168. 
6. Concksion 
Our investigation indicates that for pure zero-one problems a hybrid approach 
with a combination of branch-and-bound, enumeration and cutting plane techni- 
ques gives better results in terms of computer system resources used for an 
optimization than a pure branch and bound approach. Moreover, we believe that 
our approach is also worthwhiie for mixed-integer problems at least for problems 
with a large amount of zero-one variables and sufficient structures in the zero-one 
part. This is so because we can use the traditional branching heuristics and node 
selection strategies of the commercial systems in addition to the other techniques: 
enumeration anti cutting plane techniques. Based on our experimentation we see 
two approaches for improving the current state-of-the-art of solving large scale 
integer problems: 
-Using our approach as a first stage of an optimization for finding a good integer 
solution and then proving optimality with a pure branch-and-bound code such 
as MPSX-MIPI370, with the cuts retained in the second stage of the optimiza- 
tion. This means that no major changes of current mathematical programming 
systems are required. 
-Implementing it with its full capabilities in a general code for mixed zero-one 
problems. Although this approach offers the most flexibility it should not be 
overlooked that the implementation effort is substantial. 
Table 5.7. A comparison of the total solution times on the CDC 
CYRER 172 in seconds 
Problem APEX-111 MILPOD DISCO 
BM23 180 381 23 
BM24 242 395 40 
BM25 5?2+ 417 118 
I-S-E 2000+ 2000 + 2000 + 
+Optimality could not be proved in the specified time. 
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