Abstract: As simple and effective optimisation approach, homogeneity-based algorithm (HBA) is one of the recent metaheuristics, proposed to minimise the total misclassification cost of data mining approaches. However, one problem is that HBA does not adopt computational complexity of the used data mining technique. This is due to the way objective function is defined. So, in this paper, we have proposed an improved HBA (IHBA), which is utilising a modified objective function that compute the computational complexity of the used classification method. We also test several clustering techniques as HBA parameters tuning, in order to enhance classifiers' performance. We have tested IHBA on different benchmarks and the obtained results show the effectiveness of the proposed method.
Introduction
Data classification is the most well known optimisation problem. It aims to correctly sort a given data into its proper class value. In medical domain, the goal is to propose a classifier model that can automatically make predictions (Al Muhaideb and Menai, 2013; Kotsiantis, 2007 ) from existing data samples, which can assist enormously physicians in the diagnosis process, based on previous knowledge, present in the medical dataset. Recently, metaheuristics have been widely employed for solving medical data classification problem (Bekaddour and Amine, 2015) .
In the metaheuristics community, we differentiate between trajectory metaheuristic and population based metaheuristic. Unlike the population based metaheuristics, trajectory metaheuristic starts with a single random solution and then iteratively generates neighbour solutions based on the current solution. In general, trajectory metaheuristics also called single solution-based metaheuristics are more intensification (exploitation) oriented, whereas population based metaheuristics are more diversification (exploration) oriented (Talbi, 2009; Boussaïd et al., 2013) .
Single solution-based metaheuristics, mainly concerns: simulated annealing (Kirkpatrick et al., 1983) , Tabu search (Glover, 1986) , iterative local search (Lourenço et al., 2010) and variable neighbourhood search (Hansen et al., 2010) . On the other hand, examples of notable population based metaheuristics are: genetic algorithm (Holland, 1975) , particle swarm optimisation (Kennedy and Eberhart, 1999) , ant colony optimisation (ACO) (Dorigo and DiCaro, 1999) and artificial bee colony (ABC) (Karaboga and Basturk, 2007; Fister et al., 2012) . In the last years, other metaheuristics became increasingly popular such as: firefly algorithm (Yang, 2008) , bat algorithm (Yang, 2010) , cuckoo search algorithm (Yang and Deb, 2009) , black hole algorithm (Hatamlou, 2013; Hatamlou et al., 2012) , artificial chemical reaction algorithm (Alatas, 2012) and krill herd algorithm (Gandomi and Alavi, 2012) .
Homogeneity-based algorithm (HBA) is one of the recent metaheuristics developed in classifier performance improvement area. It was introduced by Pham and Triantaphyllou (2007 , 2008 , 2009 ). The original HBA metaheuristic is used in conjunction with traditional classification approaches [such as: artificial neural network (ANN), decision tree (DT)…]. The main idea of HBA is to achieve a balance between fitting and generalisation (Pham and Triantaphyllou, 2008) in order to minimise the total misclassification cost. It was tested on medical data classification and it has obtained better classification results than the standalone algorithm (Pham and Triantaphyllou, 2007 , 2008 , 2009 ).
However, a problem with HBA is that may not adopt computational complexity of the standard classification model. This is due to the nature of the used objective function. For the HBA metaheuristic, the total misclassification cost is described by computing only the three types of errors (false positive, false negative and the unclassifiable cases) with their penalty costs. Additionally, one of the most important concepts that affect the HBA's objective function value is to find optimal number of hyperspheres that cover the inferred classification models. Knowing that, if the number of hyperspheres is too low, then this may not be sufficient to cover all the data samples. On the contrary, too high hyperspheres number may result in a hypersphere that cover each data sample. Either way, this will increase the fitness function value. This constitutes an NP-complete problem, known as set cover problem. For the HBA metaheuristic, only K-means algorithm is adopted to resolve the aforementioned problem. This may reduce HBA's freedom degree. This paper extends works in Pham and Triantaphyllou (2007 , 2008 , 2009 Recall that clustering describes the operation of dividing data into groups of similar characteristics known as clusters. The improved HBA (IHBA) enhances average results obtained in comparison to the standalone algorithms. Rest of this paper is organised as follows:
The next section highlights some related works in the area. Section 3 introduces the standard HBA metaheuristic. Section 4 presents the IHBA. In Section 5, we discuss the results which are obtained by IHBA. Last section concludes the paper.
Related works
Recently many metaheuristics optimisation approaches have been applied for medical data classification. Chen et al. (2011) proposed a scatter search based approach (SS-based), that provided higher performance when employing smaller number of classifiers. SS-based uses scatter search (Glover, 1977) which is a population based metaheuristic to achieve better parameters setting for classification algorithms. SS-based algorithm was evaluated duding 18 datasets obtained from the UCI repository, including breast cancer, Bupa and heart disease dataset. The results shown that SS-based metaheuristic enhanced the classification accuracy when compared to several published approaches. Pham and Triantaphyllou (2011) , introduced a new metaheuristic called convexity based-algorithm (CBA). The main idea of CBA is to optimally balancing the generalisation and the fitting behaviours of the inferred classification model. In this work, the objective function was in term of the false positive, the false negative and the unclassifiable cases. CBA works on defragmenting the concave regions using the concepts of convex regions. Additionally, GA is applied to tune the parameters for CBA metaheuristic. The proposed approach was measured using twelve datasets including Appendicitis, Parkinson and Liver Disorders datasets. Results demonstrated a significant improvement of the CBA metaheuristic compared to standalone machine learning approach (DT: decision tree, SVM: support vector machine, ANN).
Al-Muhaideb and Menai (2014a) proposed a two-phase metaheuristic called HColonies based on the ACO and ABC metaheuristics. The first phase uses AntMiner+ algorithm to create a population of food sources based on different subsets of the learning dataset. The second phase consists of a modified ABC with new operators to fit the classification problem. Using ACO metaheuristic to obtain optimal initial solutions for the ABC metaheuristic, may speed up the search and improve the final performance results. HColonies was evaluated on some well known medical datasets obtained from the UCI repository. The results shown that HColonies yields good classification accuracy. In addition, HColonies became robust to the change of its parameters values. However, this algorithm had a shortcoming for multi-class problem.
In another work, Al-Muhaideb and Menai (2014b), proposed a GAColonies metaheuristic, which is a hybrid model. The idea is to evolve decision lists created by the ACO metaheuristic using the genetic algorithm (GA). The use of optimal chromosomes in the GA population, which are produced by different artificial colony of ants should enhance the classification accuracy. To test the ability of GAColonies approach, a variety of real-world medical benchmarks was used. The results illustrated that the proposed approach is very useful. However, GAColonies approach needs more improvement to make it applicable to high class noise problem. Muhapatra et al. (2015) , uses extreme learning machine (ELM) (Siew et al., 2014) , to enhance the standard cuckoo search (CS) metaheuristic. ELM is a well-known machine learning algorithm for training the single learning feed forward neural network (SLFN) model. In this study, CS was investigated to pre-train the ELM algorithm. The proposed approach was measured using diabetes, Bupa, Wisconsin breast cancer and hepatitis datasets. The experiments showed that improved cuckoo search extreme learning machine (ICSELM) model presented better performance when compared to other artificial neural networks.
This article deals with classifier performance optimisation and aims to propose an improved HBA metaheuristic for medical data diagnosis.
Homogeneity-based algorithm
In 2007, Pham and Triantaphyllou (2007) developed a new metaheuristic called HBA. This algorithm is based on the minimisation of the total misclassification cost defined as:
C FP , C FN , C Uc are the unit penalty cost for the false positive, false negative and unclassifiable cases respectively. The main idea of HBA is to adopt a simultaneously balance between generalisation and fitting by adjusting the inferred classification systems a minimum value for TC (Pham and Triantaphyllou, 2007 , 2008 , 2009 . The flow of the HBA contains the following steps:
1 Apply a data mining approach (ANN, DT…) to infer the positive and the negative classification systems. Then break the inferred models into hyper spheres.
2 Identify whether theses hyper spheres are homogenous or not, and compute their homogeneity degree (HD) defined as:
where nc is the number of points in a given set C, and h is defined in Heuristic rule.
For non-homogenous hyper spheres, fragment them into smaller hyper spheres:
3 Repeat step (2) until all of the hyper spheres are homogenous sets.
4 Expand every homogenous set using (α
), otherwise, fragment it into smaller homogenous sets.
The HBA stops when all of the homogenous sets have been treated. Note that HBA utilise genetic algorithm (GA) to find optimal values of the controlling threshold:
Heuristic Rule: if h is the set equal to the minimum value in set S and this value is used to compute the density d(x) using equation (3), then d(x) approaches to a true density.
where φ is the kernel function, defined in D-dimensional space and n is the number of points in a given set C.
An improved homogeneity-based algorithm

A modified HBA objective function
As discussed in previous sections, HBA modify an existing classification pattern such that the total misclassification cost TC [formula (1)], will be optimised or significantly reduced. Nevertheless, HBA objective function neglects the computational complexity of a given classification model. For example, The ANN computational complexity is defined as the total number of weights and bias, figured in its architecture and the time needed for network learning. It is proved by choosing theses parameters effectively minimise the network error and perform better results. In this regards, we have proposed a modified objective function, adopting the computational complexity design function (Carvalho et al., 2011) to compute the penalty of a given pattern classification architecture as follow:
where (α1, α2) > 0 ∈ℜ (usually α1 ≤ α2), are factors indicating importance degree of the learning and the generalisation errors. Penalty presents the model architecture influence of the objective function value as follow (Carvalho et al., 2011): 
• In the last scenario [equation (8)], we penalise much more the false negative error than the unclassifiable and the false positive rates.
Note that in the medical field, an unclassifiable (Uc) case means a patient that cannot be diagnosed by the prediction system. This is because of inadequate and scanty information about the patient. This type of error is very required in the medical applications, because it may lead to additional examinations that help doctors to make the right diagnosis.
HBA improvement by means of clustering
Within the scope of HBA, finding optimum (minimum) number of hyper spheres that cover a given set C, constitute an NP complete problem, called set cover problem (Karp, 1972) . We remark that the value of the fitness function is directly affected by the aforementioned problem. In fact, if the hyperspheres that cover the models are reduced as possible to the extreme, then this may result to a small circle around each data sample. Obviously, this will increase the f obj value. On the other hand, if one takes the idea of expanding hyperspheres to generalise the data sample more and to reduce the number of sets, then under this consideration, some data sample are covered simultaneously by more than one hypersphere. In this case also, the f obj value will be increased. Pham proposed a heuristic algorithm to resolve this problem by using K-means technique to pick K-hyper spheres that cover C. Note that initial centroids are k points in C with the highest densities [equation (3)]. Considering the importance of optimal classification model covering, in this work, we use several clustering techniques including (FCM: fuzzy C-means, K-means, EM: Gaussian mixture model using expectation maximisation algorithm) approaches as parameter tuner. Those techniques were widely used in solution of several clustering problems in the literature. Clustering is the operation of grouping similar data into clusters. K-means (Jigui et al., 2008 ) is a well-known clustering algorithm, that was firstly introduced by Mc-Queen in 1967 .It is a partition based cluster method that initially choose K centres randomly, and then each simple is assigned to the nearest cluster (Fahim et al., 2006) . FCM is another well-known clustering approach that was proposed by Bezdek, and shows similarity with the K-means algorithm (Velmurugun, 2012) . Nevertheless, in FCM algorithm, a data sample may belong to several groups with different membership grad (Bezdek et al., 1984) . Expectation maximisation (EM) (Dempster et al, 1977) , in the other hand, is based on an iterative process for finding maximum likelihood estimate of model parameters (Lauritzen, 1995) . It consists of two steps: E-step (expectation) and M-step (maximisation). The process of the algorithm improvement using clustering is defined in Figure 1 .
Initially, we estimate the densities of N points in a given model C using formula (3). Then, several clustering approaches including: K-means, EM, and FCM are used to find K hyper spheres that cover the original model C. We note that the initial cancroids are the K points in the model C with the highest densities. Next, we judge whether the K hyper spheres cover C. If it is the case: then the algorithm returns the K optimal hyper spheres. Otherwise, it passes to the next iteration. This procedure is repeated until the K obtained hyper spheres cover the model C.
In this second contribution, we want to shed some light upon an important research question: whether a relationship between performance classification and effective parameters setting exists. The studies conducted using FCM; Kmeans and EM approaches are presented in the further simulations section.
Computational results
Selected data sets
This paper studies three medical data sets: liver disorders (LD), appendicitis (AP), and thyroid (TR). Table 1 presents a summary of the main characteristics of these datasets. The benchmark chosen present a variety of descriptions (including number and type of attributes, number of instances…). 
Experimental methodology
Experiments were conducted with three datasets obtained from UCI Repository (UCI Repository of Machine Learning Databases, 2016). As discussed before, we considered three scenarios for the IHBA objective function. Also, we choose different setting for (α1, α2) factors that are used to weigh the importance degree attributed to generalisation and learning errors.
Step 1 We assigned an equal weight (α 1 = α 2 = 1) to the learning and the generalisation errors for learning vector quantisation (LVQ) (Jang and Anfis, 1993) , perception multi-layers (PMC) and adaptive neurofuzzy inference system (ANFIS) (Kohonen, 1990) .
Step 2 We choose a larger weight to the generalisation than the training error (α 1 = 0.5; α 2 = 1).
Step 3 We give more importance to the ability of learning than the ability of finding correct output value for an unknown data sample (α 1 = 1; α 2 = 0.5).
Step 4 For each previous steps, we compute the (TC Learning , TC Test ) misclassification errors rates and the f eval (the objective function evaluation) obtained for original algorithms (LVQ, PMC, ANFIS) and the IHBA method.
Step 5 We compute the (improvement %) that presents any improvement rate achieved by the IHBA when compared with that of the standalone algorithm.
The following section presents some computational results obtained from several experiments performed for each data mining approaches used in such work.
Results and discussion
The results obtained from the different simulations are shown in Tables 2, 3 and 4. According to those tables, it appears that α 1 ; α 2 factors have influence on the final results.
First scenario (formula 6)
We did not penalise for the unclassifiable cases (Uc), and penalised by one unit the false positive (FP) and the false negative (FN) errors. The results of this scenario are shown in 
Second scenario (formula 7)
We assumed that the FN would be more penalised than the other two types of errors (FP, Uc). In particular, Table 3 illustrates that the average values for f eval obtained from IHBA on the LD, AP, TR datasets were 160.58, 236.63, 94.29 respectively. This table, shows the f eval were less than the original algorithms (LVQ, PMC, ANFIS) by about 61.85, 0.43, 63.23 when applied on the LD, AP, TR datasets respectively.
Third scenario (formula 8)
We assumed that the FN cases would be penalised much more. The results are presented in Tables 2, 3 , 4, it appears that ANFIS and PMC models, usually obtain better results. However, ANFIS is more suitable due to its results interpretability. Additionally, in some cases, the f eval value of a standalone approach yielded better values than the one achieved by the IHBA metaheuristic. A reason for that is that the standalone algorithm may have reached the global optimal value (or close to that) for f eval . Note that the number of membership functions and hidden layers affect the structural complexity of the neuro-fuzzy system and the artificial neural network models respectively, in this work, we proposed to use two membership function for ANFIS system and one hidden layer for LVQ and PMC classification models. The best architecture model found for LVQ, PMC and ANFIS systems were (20, 20, 64) for LD, (20, 20, 128) for AP and (20, 20, 32) for TR dataset respectively. Table 5 shows that the average values of f eval obtained from IHBA approach improved by means of clustering methods on LD, AP, TR datasets were 50.09, 24.82, 2.88 respectively. In addition, these values of f eval were less than those achieved by original algorithm on LD, AP, and TR datasets by about 14.52, 6.92, and 32.20 respectively. Also, The IHBA improved by means of clustering methods when applied on LD, AP, TR datasets, found the average of f eval to be less than those of IHBA without the use of clustering approaches by about 9.71, 7.29, and 41.32 respectively. Usually, FCM and Kmeans clustering approaches obtain better results than the EM method. In particular, FCM with membership degree around 1.75 and Kmeans method using cosine distance measure, as observed for LD, AP and TR datasets evidence an existing relationship between effective parameters setting and performance enhancement and therefore minimise the total f eval value. Additionally, clustering-based tuning seems to be a valid approach toward HBA improvement.
Further simulations
Conclusions
Considering importance of parameters tuning of a given mataheuristic algorithm, in this paper, we proposed an enhanced HBA which uses computational complexity of a classifier model as a modified objective function. Additionally, other clustering approaches (Kmeans, FCM, and EM) were performed to find optimal number of hyper spheres that cover the inferred pattern obtained by applying a classification method. The proposed method IHBA, tested on some benchmarks data sets from the UCI repository, indicated the increased performance of the proposed algorithm in comparison with the standalone algorithms (LVQ, PMC, and ANFIS). Future works will extend the HBA metaheuristic with feature subset selection, aiming to reduce classification time and making HBA applicable to higher data dimensionality. Other research alternative, would be to employ IHBA metaheuristic to other well-known real problems such as web services, cloud computing or vehicle routing problem.
