A dynamical system perturbed by white noise in a neighborhood of an unstable fixed point is considered. We obtain the exit asymptotics in the limit of vanishing noise intensity. This is a refinement of a result by Kifer (1981) .
Introduction
Random perturbations of dynamical systems have been studied intensively for several decades, see e.g. the classical book [FW98] . In particular, systems with unstable equilibrium points including Hamiltonian and related flows have been considered, see e.g. recent works [FW04] , [Kor04] . See also [AB05] and [ASK03] for results on noisy heteroclinic networks.
The exit asymptotics for a neigborhood of an unstable fixed point was studied in [Kif81] . It was shown that as the intensity ε of the white noise perturbation tends to 0, the exit distribution tends to concentrate around the invariant manifold associated to the highest Lyapunov exponent λ > 0, and that the exit time τ is asymptotically equivalent to λ −1 ln(ε −1 ) in probability.
In this paper we prove a refinement of this asymptotics for additive isotropic noise. In particular, we show that the distribution of τ −λ −1 ln(ε −1 ) converges weakly to a limit which we describe explicitly.
The approach we take also leads to a simpler proof of the main theorem of [Kif81] for this setting. Our main result will be useful in analysis of vanishing noise asymptotics for dynamics with heteroclinic networks, e.g. it provides a rigorous basis for some heuristic arguments from [SH90] .
The paper is organized as follows. In Section 2 we describe the setting and state our main result. Its proof is given in Section 5 after a study of the linearized system in Section 3 and estimates on closeness of the linear approximation to the original nonlinear system in Section 4. Proofs of auxiliary lemmas are collected in Section 6.
The setting and the main result
We suppose that there is a C 2 -vector field b :
This vector field generates a uniquely defined flow S t associated with the ODE d dt
This flow is well-defined for all t ∈ [0, T (x)] where T (x) is the first time the solution hits ∂U :
A white noise perturbation of S t is given by the following SDE:
Here ǫ > 0, and W is a standard d-dimensional Wiener process defined on a probability space (Ω, F, P). The SDE should be understood in the integral sense:
The solution is well-defined until T ε (x) which is a (random) stopping time defined as the first time the solution hits ∂U :
Let G ⊂ U be a closed set with piecewise smooth boundary. For each x ∈ G we can consider equation (2) and define a stopping time and the corresponding exit point
The distribution of the random vector (τ ε , H ε ) is concentrated on ∂G × R + , and we are going to study the asymptotics of this distribution in the limit as ε → 0. The limit behaviour of (τ ε , H ε ) depends very much on the vector field b and point x. We proceed to describe a setting which is slightly more restrictive than that of [Kif81] .
We shall assume that 0 belongs to the interior of G, b(0) = 0 and there are no other equilibrium points in G. We denote A = J(0) where J is the Jacobian matrix
In this note we assume that A has a simple positive eigenvalue λ such that real parts of all other eigenvalues are less than λ. We denote one of the two unit eigenvectors associated to λ by v. The vector subspace complement to v and spanned by all the other Jordan basis vectors will be denoted by L. Projections on span{v} along L and on L along span{v} will be denoted Π v and Π L respectively. The Hadamard-Perron Theorem (see [KH95, Theorem 6.2.8] and [Har64, Theorem 6.1]) implies that there is a locally S t -invariant C 1 -curve γ containing 0 and tangent to v at 0. In a small neighbourhood of 0, the curve γ can be represented as a graph of a map from span{v} to L. For small δ we shall denote by γ(δ) the point x on γ such that
We also assume that γ intersects ∂G transversally at two points q − and q + so that the part of γ connecting q − and q + does not intersect ∂G and contains points γ(−δ), 0, γ(δ) (in this order) for some δ > 0.
We shall need the quantities h + and h − defined via:
where t(δ, q + ) and t(−δ, q − ) are defined as unique solutions of
Lemma 1 The numbers h ± are well-defined by (3), i.e. finite limits in the r.h.s. exist.
A proof of this lemma is given in Section 6.
Theorem 1 Suppose x belongs to the stable manifold of 0, i.e. there are positive constants C, µ such that
Then there is a number σ = σ(x) such that the distribution of the random
where µ h,σ is the distribution of 
Linearization
We start our study of the SDE (1) with the analysis of its linearization:
where Y solves the equation in variations:
Here A(t) = J(S t x).
The main result of this section is the following lemma.
Lemma 2 There is a centered nondegenerate Gaussian random variable N , a random variable C 1 and a number ρ > 0 such that for all t,
Proof. Let Z be the solution of
see [KS88, Section 5.6] for a treatment of stochastic linear equations. Let us denote V (t) = e −λt Z(t). Since e A(t−s) v = e λ(t−s) v, and
for some positive constants ∆, C 2 and all u ∈ L, we have
and the convergence is exponentially fast.
so that
This implies
To estimate the r.h.s. we write
where Φ r (s) denotes the fundamental matrix solving the homogeneous system
Φ r (r) = I.
For a matrix B, we denote |B| = sup |x|≤1 |Bx|.
Lemma 3 For any α > 0 there is a constant K α such that
for all t, s with t > s > 0.
We prove this lemma in Section 6. It implies that for any α > 0 there is a random constantK α such that
for all s ≥ 0. Since x belongs to the stable manifold of the origin,
for some C 3 and all s ≥ 0, where µ was introduced in (5). Therefore, as t → ∞, the first integral in (8) exponentially converges to
The same considerations and (7) imply that the second integral in (8) converges to 0 exponentially fast. Therefore,
The r.h.s. is a Gaussian random variable with distribution concentrated on span{v} since it is a finite linear functional of the Wiener process W . Our proof will be complete as soon as we show that this linear funcional is non-degenerate. Using (9) we rewrite the r.h.s. of (12) as
where I denotes the unit matrix. Let us take a positive α < µ. Lemma 3 implies that
−λs e −µs e (λ+α)(s−r) ds
and the expression in the stochastic integral in the r.h.s. of (13) cannot be identically equal to zero which completes the proof of Lemma 2.
Lemma 4 If x = 0, then EN 2 = 1/(2λ), where N is the centered Gaussian random variable defined in Lemma 2.
Proof. If x = 0, then A(t) = A for all t ≥ 0. Therefore, the second term in the r.h.s. of (12) For every δ > 0 we shall need a stopping time
whereX ε is defined in (6).
Lemma 5 For any
where N is the centered Gaussian random variable defined in Lemma 2.
and the claim follows.
Lemma 6 There is a positive number β such that for any δ > 0 there is a random variable C 4 so that with probability 1
Proof. Lemmas 2 and 5 imply that
, which proves our claim with β = ρ/λ.
The error of the linear approximation
In this section, we are going to compare the nonlinear diffusion process X ε to its Gaussian linearizationX ε considered in Section 3.
Lemma 7 With probability 1 there are constants C 5 , δ 0 > 0 and a function
Proof. In differential notation, the evolution ofX ε is given by
Using Y (t) = (X ε (t) − S t x)/ε, we obtain
Let us introduce U ε (t) = X ε (t) −X ε (t), so that U ε (0) = 0 and
for a constant C 6 and all y, z, so that
Variation of constants yields:
where Φ s (t) is defined in (10)-(11). Since
Lemma 3 impies that for any α > 0,
u ε (0) = 0.
Obviously, u ε is a monotone nondecreasing function. Let us choose α < λ/2 and denote
If |u ε (t)| ≤ c, then
Therefore,
Since |Y ε (t)| ∼ e λt |N |, the r.h.s. is asymptotically equivalent to
which implies that lim sup
unformly in ε > 0. Next, let us consider τ (u ε , c) = inf{t ≥ 0 : u ε (t) ≥ c}.
Monotonicity of the r.h.s of (14) in ε implies τ (u ε , c) → ∞ as ε → 0. Since
The last relation and Lemma 5 imply that for sufficiently small δ 0 and all δ ∈ (0, δ 0 ), there is an ε 0 = ε 0 (δ) such that if 0 < ε < ε 0 , then
Now (15) implies that for these δ and sufficiently small ε
where in the last inequality we used Lemma 5 again. The proof is complete.
Proof of the main result
We begin with two auxiliary well-known statements. The first statement estimates closeness of perturbed trajectories to orbits of the unperturbed system.
Then, for any y, any t < T (y), for a.e. ω and ε < ε 0 (ω),
where X ε solves SDE (1) with initial condition X ε (0) = y, and M is the Lipschitz constant of b on U .
Proof of Lemma 8. Denote
and the lemma follows from Gronwall's inequality and a simple localization argument.
The second statement estimates closeness of orbits to the invariant curve γ. Let us denote
Notice that for small δ > 0
Lemma 9 For any K > 0,
This lemma follows from the graph transform method of constructing the invariant manifold γ (see e.g. a version of Hadamard-Perron Theorem and its proof in [KH95, Section 6.2]). Proof of Theorem 1. For any x ∈ G and any time ν ≥ 0 we define H ν ε (x) and τ ν ε (x) analogously to H ε (x) and τ ε (x), but using shifted trajectories
For sufficiently small δ, ǫ > 0,
Let us define the random variable N according to Lemma 2. Lemmas 6 and 7 imply that there is a constant C 7 > 0 such that for small δ and ε we have
so that due to the strong Markov property of the Wiener process and Lemmas 8,9
where r 1 (δ, ε) and r 2 (δ, ε) tend to zero in probability as ε → 0 for fixed δ.
Combining this with Lemma 5 we conclude that
where r 3 (δ, ε) and r 4 (δ, ε) tend to zero in probability as ε → 0 for fixed δ.
To finish the proof of the main statement of Theorem 1 it is sufficient to let ε → 0, then let δ → 0 and notice that |N | and sgn N are independent, the latter taking values ±1 with probability 1/2.
The last statement of Theorem 1 follows from Lemma 4, and the proof is complete.
Auxiliary Lemmas
Proof of Lemma 1. Let us prove that h + is well-defined by (3) (the same proof works for h − as well). Let z(t) = |Π v S −t q + |. There is t 0 > 0 such that on the semiline (t 0 , +∞) the function z(t) is monotone decreasing and satisfiesż (t) = −λz(t) + r(z(t)),
where |r(z)| ≤ K|z| 2 for a constant K and all z. Therefore, ln δ λ + t(δ, q + ) = ln δ λ + t(δ, S −t 0 q + ) + t Our claim follows now from lim r→∞ A(r) = A.
