Abstract. It is well known that the projection of depth or orientation discontinuities in a physical scene results in image intensity edges which are not ideal step edges but are more typically a combination of steps, peak and roof profiles. However most edge detection schemes ignore the composite nature of intensity edges, resulting in systematic errors in detection and localization. We have addressed [14] the problem of detecting and localizing these edges, while at the same time also solving the problem of false responses in smoothly shaded regions with constant gradient of the image brightness. We have shown that a class of nonlinear filters, known as quadratic filters are appropriate for this task, while linear filters are not. In this paper a series of performance criteria are derived for characterizing the SNR, localization and multiple responses of these quadratic filters in a manner analogous to Canny's criteria for linear filters. Additionally we show experiments on a series of images varying systematically the parameters of the edge detector.
Introduction
The problem of detecting and localizing discontinuities in greyscale intensity images has traditionally been approached as one of finding step edges. This is true both for the classical linear filtering approaches as well as the more recent approaches based on surface reconstruction. Unfortunately, step edges are an inadequate model for the discontinuities in the image that result from the projection of depth or orientation discontinuities in physical scene. Mutual illumination and specularities are quite common and their effects are particularly significant in the neighborhood of convex or concave object edges. In addition, there will typically be a shading gradient on the image regions bordering the edge. As a consequence of these effects, real image edges are not step functions but more typically a combination of steps, peak and roof profiles (see [14] Figure 1 ). This had been noted experimentally by Herskovits and Binford back in 1970. Quantitative analyses of the associated physical phenomena have also been provided-Horn [7] and more recently Forsyth and Zisserman [4] .
Most local edge detection methods are based on some decision making stage following a linear filtering stage. Typically one looks for maxima in the filtered image perpendicular to the orientation of the edge. Such an approach (e.g. Canny [3] )results in a systematic error in localization whenever there is a composite edge( [15] (page 9), or [2] (Fig. 2. 1) ). In [14] we show that this problem is not specific to the Gaussian derivative filters used by Canny, but is present whatever the linear filter used. For any such filter there is a systematic localization error for composite edges. Using any (finite) number of linear filters does not help. However, a quadraiic filtering approach as proposed by Burr, Morrone, Owens and their colleagues [9, 8] is adequate. Instead of looking for maxima in (I * f) one looks for maxima in W = (I * f)2 (I * 12)2, or more generally E(I * f2)2. One can prove [14] that if Ii and 12 are properly scaled one can have zero systematic error (see also section 2.6).
If one is to design an 'optimal' quadratic filtering approach, one needs to formulate computable forms of design criteria, analogous to the ones used by Canny [3] for linear filtering. We report here such calculations (sec. 2). We also describe the 2D implementation of the edge-detector and a number of experiments on real images.
Computation of the performance criteria
In the choice of a filter one would like to minimize different types of edge-detection érrors. What follows is a list of criteria for evaluating quadratic filtering-based edge-detectors. j = 1, . . . , 3 and i = 1, . . . , n.
Signal to noise ratio
Define signal to noise ratio as the ratio of the response to pure signal at the edge and the standard deviation of the response to pure noise. Using our notation:
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The variance of the response to pure noise depends on the correlation matrix of the functions f(x):
For a generic edge image G(x) the signal to noise ratio is then:
In the special case that the edge is a combination of roof, step and line: G = c1b(2) + + c35 the signal to noise ratio becomes:
tr(R(O))
Ripples in the filters
Our strategy for detecting edges is to look for maxima in the filter response. It is important therefore that the resposnse of the filters in the no-noise situation, W(x) = Wa(z), has only one peak per edge. Therefore a requirement that we make is that WG(x) is unimodal, independently of the composition of the edge, i.e. that (call x the coordinate of the maximum)
Since WG = lIHcIl2 the condition is equivalent to the matrix HITH being positive definite for x <Xe and negative definite for x > Xe (cfr the condition that the matrix is antisymmetric in zero, sec. 2.5).
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Spurious edges due to shading gradients
A well known problem of first derivative edge detectors is that they respond with false edges in areas with smooth shading even when the gradient of brightness is constant. To avoid these false positives, one may have to set a threshold which leads to the rejection of genuine low-contrast edges. This problem has persisted in the 'modern' approaches based on surface reconstruction. Whether the formulation is a probabilistic one using MRFs (e.g. Geman and Geman) or a variational one, if the cost function includes terms like the squared gradient there will be a tendency towards piecewise constant reconstructions. Blake and Zisserman [2] even provide a computation of the gradient threshold above which false edges get created. In the linear filtering framework, Binford [1] describing the Binford-Horn line finder discusses one solution to this problem-a lateral inhibition stage preceding the stage of finding directional derivatives. Essentially this amounts to using third derivatives, and suffers from the expected weakness-low signal to noise ratio compared to first derivative operators. A simple calculation using the SNR criterion defined by Canny [3] confirms this.
A compact characterization of filters which do not suffer from the linear gradient problem can be obtained as follows:
suppose that the imagejust consists of a ramp function 1(x) = 2)(x) . The response of a linear filter f to such a ramp is I * I = f(2)(x). It can be seen that f(2)(x) should satisfy the following two conditions:
1. 11f2(x)11 -i 0 for -no. This ensures that far enough from the roof junction, the response to a ramp is negligible.
2. f(2)(x) either has a zero crossing or a maximum or a minimum at the origin. This is to enable the localization of onset of the ramp without any bias.
While the third derivative of a Gaussian G'(x) is one filter which would satisfy these criteria, there are others which do so without that significant a drop in SNR. One such choice is the Hilbert Transform of G(x) which is an odd-symmetric filter. We computed Canny's SNR and localization criteria for this filter and compared it with G(x) It turns out that for G(x), the SNR is 1.O62° and localization is O.8673r°5. For (G'')H(X) , the SNR is O.6920cr05 and localization is O.87535o5. Considering the product of the SNR and the localization, the numbers are 0.92 and 0.606 respectively implying that (G)H is worse by about 34%. However, its r value is 0.676 which is 32 % better than r = 0.51 for the G. In other words, while the (G)H is roughly comparable to the G', filter used by Canny, its immunity to smooth shading makes it preferable.
This observation is independent of our other main concern in this paper-that of correctly dealing with composite edges-and could be directly exploited. One caveat: Since this filter has additional side lobes, the reponse to an ideal step edge shows a ringing like phenomenon. In this paper we use such a filter as part of a quadratic filter, this ringing does not appear (See [14] Fig. 2 . Note how in each case, the composite edge is correctly localized and that the filter is insensitive to linear shading.)
Systematic localization error -Normalization conditions
In the scheme we propose edges are detected whenever W(x) reaches a maximum. A natural and simple criterion for localizing the position of each detected edge is to define it to be the coordinate x = x where W reaches the maximum. This localization criterion is quite arbitrary: given a generically shaped edge signal it is not clear where the edge should be located. In some special cases, however, the position of the boundaries is naturally defined. Consider a signal G defined as in section 2.1; whatefer the choice of the coefficients c, the edge is located at x = 0, so x -0 = x is a localization error. In this section Xe IS computed for a given choice of twice continuously differentiable filters f when the noise is zero, i.e. W = WG (in the rest of this section we will write W instead of WGC).
A necessary and sufficient condition for x to be a maximum point is that W'(Xe) 0 and W"(Xe) < 0. Expanding WI in Taylor sum around x = 0 and computing it in x = Xe we obtain:
The derivatives of W may computed yelding:
A necessary and sufficient condition for the systematic localization error to be zero is therefore that the filter collection f satisfies the conditions:
(11) Notice that condition (10) H''(0)H(0) = _HT(0)H/(0) (12) which may be written componentwise as: (13) From the definition of H:
.3 (14) Observe that when 1T [f , 121 = [fe, fo] with fe and even kernels and f, an odd kernel, the equations 14 specialize as follows: (a) when i + j is even the equations are trivially satisfied since they are formed of products FT F with s + t odd, and since F has odd derivatives equal to zero in zero and F0 has even derivatives equal to zero in zero all such products are zero. (b) when i + j is odd then the equations are:
Equation (16) is obtained in the step + delta edge model case, while Equation (15) is added by the introduction of the ramp. In conclusion: when Ic and f, are such that Eq. (16) and Eq. (15) are satisfied there will be no systematic localization error for any edge which is a linear combination of a step, delta and ramp, when Ic and f° are such that Eq. (15) is satisfied there will be no systematic localization error for any edge which is a linear combination of a step and a delta. Two observations are of importance: (a) While Eq. (15) may be easily satisfied by renormalizing appropriately a previously chosen pair of kernels, the pair of equations (15) and (16) is in general more stringent. (b) The fact that we have used a ramp, step and delta to build our model of an edge somehwat simplifies the calculations, but it is not of great importance. For example an exponential exp(-rILxII) could be used in place of the delta function, and the calculations would carry through in the same way.
Stochastic localization error
In this section we study the localization error due to noise added to the image. We label x = 0 the position where the response WGC(X) to the noiseless signal has a peak (i.e. W(0) = 0), and x = xo the coordinate where the response to noisy signal W(x) does (i.e. W'(xo) = 0). We expand the derivative W'(x) of the response in power series around the (x = 0, no = 0) point, and compute it at the (x0, no) point.
The derivative of W in x0 is: The first two terms of the second member of equation (17) can be expanded in Taylor sums around the origin:
Substituting equations (18), (19) into equation (17) and solving for xo we obtain:
The expectation of the stochastic localization error is clearly zero, and the variance may be approximated using (20): 2.7 Spacing of the maxima in the neighbourhood of an edge
We will suppose that the noise variance, n0, is small with respect to the magnitude of the signal. We will therefore approximate the value of W(x) disregarding term quadratic in n0: W = WG + 2norr + nW WG + 2n0rr, (22) We may apply a generalization (see [13] ) of Rice's formula [17] to compute the expected value of the distance between maxima of the random process W4(x) = W(x) -WG(x) = 2n0rr,7. Notice that the expectation has an argument z since it depends on the distance from the location of the edge G(x). In a neighbourhood of the edge we expect the derivative of WG to be close to zero and thus the estimate of the spacing of the maxima of W4(x) to be a good estimate of the spacing of the maxima of W(x). For the sake of simplicity we evaluate the function in x = 0 (in principle one should verify that x = 0 is the worst case):
Where a(x), b(x) c(x) in x = 0 are (see [13] We have not been able to compute this in closed form a function of the kernels' shape. One may take the sum of the estimates of the number of maxima of 1k * j as an upper bound to this number, therefore, using Rice's formula [17, 3] :
:g (25) 3 Detecting edges in two dimensions
To detect edges in 2D, we use a Gaussian window to compute the 2D extension ofthe 1D kernels discussed so far. Rotated copies of. the kernels are used to (conceptually) compute a response R(x, y, 9). At each point, the locally dominant orientations O which correspond to the local maxima (over 9) are determined. Allowing for multiple orientations enables junctions to be detected consistently. Edge points are defined as the points where the directional derivative in the direction perpendicular to a locally dominant orientation is 0.
In practice one cannot afford to compute convolutions of the image with kernels at an infinity of orientations. It turns out that it is possible to approximate R(x, y, 0) with arbitraty precision using linear combinations of a finite number of functions as described by Freeman and Adelson [5, 6] and Perona [10, 11, 12] . It is therefore possible to compute R(x, y, 9) on a continuum of orientations (see Fig.2-b ).
Edge detection
At edge points the filter output 'energy' R (see Fig.2-b) will have a maximum at the orientation O parallel to the edge (see Fig.2-c) . Fix °e and consider R(x, y, Os). Along a line orthogonal to the edge the problem reduces to the 1D case: there will be an energy maximum at the edge. Points through which edges pass can be found by marking as 'edge points' all the points p = (x, y, 9) that satisfy: R(p)=0 (26) ;R() = 0 (27) where V 5 the unit vector orthogonal to the orientation associated to 0.
The search for the edge points has been implemented as follows:
1. For each image pixel (x, y) the angles 01(x, y) at which the response is maximized are found. For this operation we use Brent's maximization algorithm (See [16] ) . The upper bound on the orientation error was set at 1 degree (see Fig.2-c) . The angle space is coarsely sampled (approx. a sample every 5 degrees) to provide initial conditions for the bracketing algorithm. The energies Rj(x, y) corresponding to O(x, y) are also stored. The lower 70% of the sampled energies at each point are averaged to give a global noise estimate. 2. The maxima in (x, y) of R(x, y, 01(x, y)) are computed with sub-pixel accuracy by fitting a cylindrical paraboloid to R(x, y, 8) in the 3x3 neighbourhood around the pixel (See Fig.2-d) . Points where the fit error (see Eq. (38) is greater than a preset threshold value are discarded. A typical threshod we used was 15%. See section 3.2 for the details. 3. The edge pixels are thresholded. The thresholding is based on a threshold based on an estimate of the average noise.
The results of the search are shown in figure 2-d and in the experimental section are compared to the output of a Canny detector using filters of the same scale. The typical number of steps of the Brent algorithm was 2-3. The time spent in the search was always less than the filtering time. 
Sub-pixel localization of the edges
As we have discussed above, we associate the edges in the image with the 'ridges' of a function W(x, y, 0) (see Eq.(26). The W function is computed on the nodes of a lattice corresponding to the data lattice. This need not limit the accuracy with wich the position and the shape of the ridges can be determined. The function W has a very regular behaviour and may be interpolated to any point of a continuum in x, y, 0.
In this section we describe an interpolation method based on fitting a second order model to the 'dorsals' of the ridges of W at a certain angle 0. The model is a paraboloid whose axis of symmetry has an angle 0 with the X axis, andis Therefore the operator associated to the estimator is:
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(33) -2d + 2/3 -24 + 2/3 . . . -24 + 2/3 So the parameters have the following closed-form estimators:
The expression of the distance of the axis of the paraboloid (i.e. of the estimate of the edge) from the centre of the 3x3 neighbourhood is then:
The expression for the normalized error of fit is:
E=IIZ_iM=l_iiL!:ll=l_iI:!ll We have tested our algorithm on a number of images and experimented varying systematically the parameters of the edge detector. The filters in the implementation were constructed as described in [14, 11] . We give here a brief description:
-The even symmetric and odd-symmetric kernels were obtained by taking derivatives and Hilbert transforms of elongated Gaussian functions. The experiment on the noisy image (Fig. 4) was repeated with a different set of kernels: larger and more elongated to achieve better SNR. Notice the fact that despite the large (sdev = 2.4 pixels) kernels there is no rounding of the corners thanks to the high orientation selectivity of the elongated kernels. Figures 5 and 6 show experiments run on a sixth image using kernels the elongation of which was varied systematically. The kernels used were the Gi in Fig. 5 , and the G2 in Fig. 6 . The parameters of the detector are indicated in the figure captions. In each case the output of the Canny edge detector are shown for comparison. Notice that the higher the elongation of the kernels in the detector the better straight lines are recovered with respect to curved lines, and the better corners and junctions are recovered. Figure 7 shows the results of an experiment in which the size of the kernels was veried systematically. The results are compared to the output of the Canny detector. Notice that the blurry vertical lines of the background are more easily detected at coarse scales. Notice also that our detector does not deform the shape of the boundaries at coarse scales as much as the Canny does.
Variable elongation and kernel family

Variable scale
Parabolic fit
In the last experiment we varied the threshold of parabolic fit, e, see Fig. 8 . The setting of the parameters was as in Fig. 6 , with a lower (i.e. less demanding) contrast threshold (notice that now the vertical lines in the background are detected), and lower (i.e. more demanding) parabolic fit threshold. Notice that decreasing the parabolic fit threshold selects the straighter edges independently from the contrast.
