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Backdoor Decomposable Monotone Circuits
and their Propagation Complete Encodings
Petr Kucˇera∗ Petr Savicky´†
We describe a compilation language of backdoor decomposable monotone
circuits (BDMCs) which generalizes several concepts appearing in the liter-
ature, e.g. DNNFs and backdoor trees. A BDMC sentence is a monotone
circuit which satisfies decomposability property (such as in DNNF) in which
the inputs (or leaves) are associated with CNF encodings of some functions
required to be propagation complete (PC) or at least unit refutation complete
(URC). BDMCs are strictly more succinct than both DNNF and backdoor
trees. On the other hand, we show that a representation of a boolean func-
tion with a BDMC can be compiled into a PC encoding of the same function
whose size is polynomial in the size of the input BDMC sentence. As a
consequence, BDMCs are equally succinct as PC encodings, however, their
structure allows to incorporate parts equivalent to a DNNF. This makes
BDMCs suitable for applications, where it is beneficial to combine DNNF
with tractable classes of CNF formulas like 2-CNF or renamable Horn for-
mulas.
1 Introduction
We describe a compilation language for representing boolean functions which generalizes
several concepts appearing in the literature. A boolean function is represented using a
structure consisting of a monotone circuit satisfying the decomposability property (such
as in DNNF) and whose inputs called leaves are associated with CNF encodings from a
suitable base class representing some simpler functions. We call this structure backdoor
decomposable monotone circuit (BDMC), because it is a generalization of backdoor trees
introduced in [26]. We mainly consider two versions, a PC-BDMC where the base class
consists of propagation complete (PC) encodings, and URC-BDMC where the base class
consists of unit refutation complete (URC) encodings. These base classes are the largest
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ones, for which our construction can be used. The main result holds also for their
subclasses, in particular for 2-CNF formulas and renamable Horn formulas which are
suitable as base classes in applications, since they can be recognized in polynomial time.
A DNNF [11] is a BDMC with the literals in the leaves, so it is both a PC-BDMC
and a URC-BDMC. Moreover, a disjunction of URC encodings [4] is a URC-BDMC. If
we consider circuits with only one node, we obtain that PC-BDMC sentences generalize
PC formulas introduced in [5] and URC-BDMC sentences generalize URC formulas in-
troduced in [14]. A general BDMC combines these structures and this makes it suitable
for applications, where it is beneficial to combine DNNF with tractable classes of CNF
formulas like 2-CNF or renamable Horn formulas.
The main result of this paper is that one can compile a PC-BDMC or URC-BDMC
into a PC or URC encoding of size polynomial with respect to the total size of the
input BDMC sentence. As a consequence, PC-BDMCs and PC encodings are equally
succinct and also URC-BDMCs and URC encodings are equally succinct. Moreover,
since PC encodings and URC encodings are equally succinct by Theorem 1 in [2], these
four models are equivalent in the sense of the knowledge compilation map [13].
Combining the results of [6] or [8] with the fact that both DNNFs and PC encodings
are special cases of PC-BDMCs, we obtain that the language of PC-BDMCs is strictly
more succinct than the language of DNNFs. We also present an example of a CNF
formula for which every backdoor tree with respect to the base class of renamable Horn
formulas has exponential size, although the function can be represented by a DNNF
sentence, so also by a renamable Horn BDMC of linear size.
A smooth DNNF can be compiled into a propagation complete encoding of linear
size with respect to the size of the input by techniques described in [19, 15]. Our
result generalizes this to a more general structure, where the leaves contain URC or
PC encodings instead of single literals and smoothness is not required. On the other
hand, in case of PC encodings, the method of the transformation is different from the
method used in [19, 15] and the size of the output is not bounded by a linear function
of the size of the input, although it is still polynomial. In case of URC encodings, the
transformation is linear.
The authors of [4] studied properties of URC encodings and proved, in particular, that
the disjunction closure can be computed in polynomial time for URC encodings. Our
result generalizes this in two directions. We describe a polynomial time transformation
of an arbitrary URC-BDMC sentence, which is a more general structure built on top of
a collection of URC encodings than disjunction, into a single URC encoding. Moreover,
our approach generalizes to PC-BDMCs and PC encodings instead of URC-BDMCs and
URC encodings. Similarly as in [4], our construction uses a Tseitin transformation of
the BDMC in the first step and then simulates the unit propagation under conditions
represented by additional literals. In particular, for a URC-BDMC sentence that is a
disjunction of URC encodings, the construction is essentially the same as in [4] up to
the naming of the variables.
Consider a boolean function f(x) which is represented by a CNF ϕ. It is known that
the size of a DNNF representing f can be parameterized by incidence treewidth of ϕ ([7,
24]). It follows by construction described in [15] that the size of a PC encoding of f can
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be parameterized by incidence treewidth of ϕ as well. Since backdoor trees are a special
case of BDMCs, our result implies that f has a PC encoding of size O(p(t)poly(|ϕ|)),
where p(t) is a function which depends only on the minimum size t of a backdoor tree
with any of the base classes of Horn formulas, renamable Horn formulas, or 2-CNF
formulas. This implies that the size of a PC encoding can be parameterized also by the
size of a backdoor tree with some of these base classes, although in these cases, DNNF
can have an exponential size.
The paper is organized as follows. In Section 2 we give necessary definitions and recall
the results we use in the rest of the paper. In Section 3 we introduce the notion of a
backdoor decomposable monotone circuit and compare it to related target compilation
languages with respect to succintness. In Section 4 we describe our construction of a PC
encoding given a BDMC with PC encodings in the leaves. We discuss a construction of a
URC encoding in Section 5. In Section 6 we discuss consequences of our construction for
the size of a PC encoding of a boolean function parameterized by the size of a backdoor
tree of a CNF representing it.
2 Definitions and Notation
2.1 CNF Encoding
A formula in conjunctive normal form (CNF formula) is a conjunction of clauses. A
clause is a disjunction of a set of literals and a literal is a variable x (positive literal) or
its negation ¬x (negative literal). Given a set of variables x, lit(x) denotes the set of
literals on variables in x. A k-CNF formula consists only of clauses of length at most k.
We treat a clause as a set of literals and a CNF formula as a set of clauses. In particular,
|C| denotes the number of literals in a clause C and |ϕ| denotes the number of clauses
in a CNF formula ϕ. We denote ‖ϕ‖ =
∑
C∈ϕ |C| the length of a CNF formula ϕ.
Clause C is Horn if it contains at most one positive literal, it is definite Horn, if it
contains exactly one positive literal. A definite Horn clause ¬x1∨· · ·∨¬xk∨y represents
the implication x1 ∧ · · · ∧ xk → y and we use both kinds of notation interchangeably.
The set of variables {x1, . . . , xk} in the assumption of a definite Horn clause is called its
source set, variable y is called its target. A CNF formula ϕ is renamable Horn if it can
be placed in Horn form by replacing some variables with their respective negation, for
more details see [10].
A partial assignment α of values to variables in z is a subset of lit(z) that does not
contain a complementary pair of literals, so we have |α ∩ lit(x)| ≤ 1 for each x ∈ z.
By ϕ(α) we denote the formula obtained from ϕ by the partial setting of the variables
defined by α. We identify a set of literals α (in particular a partial assignment) with
the conjunction of these literals if α is used in a formula such as ϕ(x) ∧ α. A mapping
a : x → {0, 1} or, equivalently, a ∈ {0, 1}x represents a full assignment of values to x.
A full assignment can also be considered as a special type of partial assignment and we
use these representations interchangeably.
We consider encodings of boolean functions defined as follows.
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Definition 2.1 (Encoding) Let f(x) be a boolean function on variables x = (x1, . . . , xn).
Let ϕ(x,y) be a CNF formula on n +m variables where y = (y1, . . . , ym). We call ϕ a
CNF encoding of f if for every a ∈ {0, 1}x we have
f(a) = 1⇐⇒ (∃b ∈ {0, 1}y)ϕ(a,b) = 1. (1)
The variables in x and y are called input variables and auxiliary variables, respectively.
2.2 Propagation and Unit Refutation Complete Encodings
We are interested in encodings which are propagation complete or at least unit refutation
complete. These notions rely on unit resolution or unit propagation which is a well known
procedure in SAT solving [3]. The unit resolution rule allows to derive clause C \ {l}
given a clause C and a unit clause ¬l. We say that a clause C can be derived from ϕ
by unit resolution, if C can be derived from ϕ by a series of unit resolution rules and we
denote this fact with ϕ ⊢1 C. The notion of propagation complete CNF formulas was
introduced in [5] as a generalization of unit refutation complete CNF formulas introduced
in [14]. We use the following more general notions of PC and URC encodings.
Definition 2.2 Let f(x) be a boolean function on variables x = (x1, . . . , xn). Let ϕ(x,y)
be a CNF encoding of f(x) with auxiliary variables y.
• We say that ϕ is a unit refutation complete encoding (URC encoding) of f(x) if
the following implication holds for every partial assignment α ⊆ lit(x):
f(x) ∧ α |= ⊥ =⇒ ϕ ∧ α ⊢1 ⊥ (2)
• We say that ϕ is a propagation complete encoding (PC encoding) of f(x) if for
every partial assignment α ⊆ lit(x) and for each h ∈ lit(x), such that
f(x) ∧ α |= h (3)
we have
ϕ ∧ α ⊢1 h or ϕ ∧ α ⊢1 ⊥. (4)
The definition of a PC encoding is less restrictive than requiring that formula ϕ is
propagation complete as defined in [5]. This definition assumes that f is the function
represented by ϕ, so we do not distinguish input and auxiliary variables and the impli-
cation from (3) to (4) is required for the literals on all the variables.
It was shown in [1] that a prime 2-CNF formula is always propagation complete, thus
the same holds for 2-CNF encodings. On the other hand, Horn and renamable Horn
formulas are unit refutation complete [14].
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2.3 DNNF
Let us briefly recall the notion of DNNF [11].
Definition 2.3 A sentence in NNF is a rooted, directed acyclic graph (DAG) where
each leaf node is labeled with 1, 0, x or ¬x, x ∈ x where x is a set of variables. Each
internal node is labeled with ∧ or ∨ and can have arbitrarily many inputs.
Assume D is a NNF with variables x and nodes V = {v1, . . . , vN}. For technical
reasons, we assume that the inputs of each gate precede it in the list of nodes. Hence, if
vi is an input to vj , then i < j. For every v ∈ V , let var(v) denote the set of variables
from which the node v is reachable by a directed path. Each node vi, i = 1, . . . , N
represents a function fi(xi) defined on variables var(vi) = xi ⊆ x. The language of
DNNF sentences is defined as follows.
Definition 2.4 We say that a NNF D is decomposable (DNNF), if the inputs vj1 , . . . , vjk
of each ∧-gate in D represent functions defined on pairwise disjoint sets of variables
var(vj1), . . . , var(vjk).
2.4 Backdoor Trees
We first recall the concept of backdoor sets introduced in [28, 27]. As a base class for
a backdoor set we consider a class of CNF formulas for which the satisfiability and the
membership problem can be solved in polynomial time. Let C be such a base class and
let ϕ be a CNF formula on variables x. Then B ⊆ x is a strong C-backdoor set of ϕ, if
for every assignment a : B → {0, 1}, the formula ϕ(a) belongs to C. Finding smallest
strong Horn-backdoor sets and strong 2-CNF-backdoor sets is fixed-parameter tractable
with respect to the size of the smallest backdoor set [22]. Other classes of CNF formulas
were considered as base classes in literature, let us mention backdoors to a heterogeneous
class of CNFs [16].
Backdoor sets were generalized in [26] to backdoor trees. Assume, ϕ(x) is a CNF
formula. Consider a decision tree T on a set of variables B ⊆ x in which each leaf v of
T represents the partial assignment τv given by the values of variables on the path from
the root of T to v. We say that T is a C-backdoor tree of ϕ if for every leaf v the formula
ϕ(τv) belongs to C. We denote |T | the number of leaves in T . The size of T is defined
as log2 |T | so that it is comparable with the sizes of backdoor sets. In particular, it was
observed in [26] that if b is the size of a smallest C-backdoor set of a CNF ϕ, then the
number of leaves in a smallest C-backdoor tree of ϕ satisfies b + 1 ≤ |T | ≤ 2b and the
size s of T satisfies log2 b < s ≤ b. It was shown in [26] that finding a C-backdoor tree
of a given size s is fixed-parameter tractable for classes of Horn and 2-CNF formulas.
3 Backdoor Decomposable Monotone Circuits
In this section we introduce a language of backdoor decomposable monotone circuits
(BDMC) which consists of sentences formed by a combination of a decomposable mono-
tone circuit with CNF formulas from a suitable base class C at the leaves. Let ϕi(xi,yi)
5
for i = 1 . . . , L be encodings from C whose input variables xi are subsets of a set of vari-
ables x and let us consider their combination by a monotone circuit D with L inputs.
This is a DAG with N ≥ L nodes V = {v1, . . . , vN} where nodes v1, . . . , vL are leaves
and vN is the root of D representing the output. Each leaf vi is associated with the
encoding ϕi(xi,yi) where xi ⊆ x are the input variables of the encoding and yi are its
auxiliary variables. Given two different leaves vi and vj with associated CNF encodings
ϕi(xi,yi) and ϕj(xj ,yj), we assume that yi ∩ yj = ∅, i.e. the sets of auxiliary variables
of encodings in different leaves are pairwise disjoint. Each non-leaf node is labeled with
∨ or ∧ and its inputs precede it in the list, so if vr is an input of vi, then r < i.
For each non-leaf node vi with inputs vr1 , . . . , vrk , let xi = xr1 ∪ · · · ∪ xrk , where the
sets xr for r ∈ {r1, . . . , rk} are defined inductively in the same way. Moreover, let fi(xi)
be the function defined on the variables xi as follows. If 1 ≤ i ≤ L, fi is the function
represented by the encoding ϕi. If vi is an ∧-node or an ∨-node, fi is the conjunction
or the disjunction, respectively, of the functions fr represented by the inputs vr of vi.
Definition 3.1 (Backdoor Decomposable Monotone Circuit) Let C be a base class
of CNF encodings. A sentence in the language of backdoor decomposable monotone cir-
cuits with respect to base class C (C-BDMC) is a directed acyclic graph as described
above, where each leaf node is labeled with a CNF encoding from C and each internal
node is labeled with ∧ or ∨ and can have arbitrarily many inputs. Moreover, the nodes
labeled with ∧ satisfy the decomposability property with respect to the input variables of
the encodings in the leaves, which means that if vi is an ∧-node with inputs vr1 , . . . , vrk ,
then the functions fr(xr) for r ∈ {r1, . . . , rk} are defined on pairwise disjoint sets of
variables xr. The function represented by the sentence is the function fN defined on the
variables x = xN =
⋃L
i=1 xi.
In Section 4, we consider the cases when C is equal to the class of PC or URC encodings.
These classes admit a polynomial time satisfiability test. However, the corresponding
membership tests are co-NP-complete, since it is co-NP complete to check if a formula is
URC [9, 17] or PC [1]. For this reason, when the complexity of algorithms searching for
a BDMC for a given function is in consideration, a suitable subclass with a polynomial
time membership test can be used, such as 2-CNF or (renamable) Horn fomulas.
By the results of [6] and [8], there are classes C of monotone CNF formulas such
that for each ϕ ∈ C, the DNNF size of ϕ is 2Ω(‖ϕ‖). In particular, [8] presents a class
C with the above property consisting of monotone 3-CNF formulas and [6] presents a
class C consisting of monotone 2-CNF formulas. In both cases, the proof of existence
of the corresponding class is non-constructive. Every irredundant monotone CNF is in
prime implicate form, which means that it is formed by all the prime implicates of the
represented function. Such a formula is clearly propagation complete, see [1] for more
detail. Together with the known fact that PC encodings are at least as succinct as
DNNFs, the lower bounds on DNNF size from [6] and [8] imply the following.
Corollary 3.2 The language of PC encodings is strictly more succinct than the language
of DNNF sentences.
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The language of PC-BDMCs and also the language of 2-CNF-BDMCs contains the
language of DNNFs as a subset consisting of BDMCs with the literals in the leaves.
Hence, the lower bound on DNNF size from [6] implies the following.
Corollary 3.3 The language of PC-BDMCs and also the language of 2-CNF-BDMCs
is strictly more succinct than the language of DNNF sentences.
Let us also point out that Theorem 4.7 proven below implies the following.
Proposition 3.4 The language of PC encodings and the language of PC-BDMC sen-
tences are equally succinct.
Proof. PC encodings are a special case of PC-BDMC with one node. The opposite
direction follows from Theorem 4.7. 
Note that a decision node can be rewritten as a disjunction of two decomposable
conjunctions. Consequently, if C is a base class which contains all single literal formulas,
then C-backdoor trees form a special case of C-BDMCs. Let us consider C-BDMCs,
where C is the class of renamable Horn formulas, and let us compare the succinctness
of them with the backdoor trees with respect to base class C. When using a backdoor
tree as a representation of a function, the whole structure consists of the backdoor tree
itself and the original formula. However, since we prove a lower bound on the size of
the representation, it is sufficient to formulate the bound in terms of the number of the
leaves of the backdoor tree.
Theorem 3.5 below can be viewed as a stronger version of the second part of Propo-
sition 9 in [26] reformulated for comparing renamable Horn BDMCs to renamable Horn
backdoor trees. In the proof, we use the same construction as the authors of [26], how-
ever, the obtained lower bound is larger.
Theorem 3.5 For every n divisible by 3, there is a boolean function fn of n variables
with the following properties:
• fn is expressible by a CNF formula of size O(n),
• fn is expressible by a renamable Horn BDMC and a DNNF of size O(n),
• for every CNF formula ϕ representing fn, every backdoor tree for ϕ with respect
to the base class of renamable Horn formulas has at least 2n/3 leaves.
Proof. We use the same construction as the one which is used in the proof of Proposi-
tion 9 in [26]. Given m ≥ 1, define for each i = 1, . . . ,m
ψi = (ai ∨ bi ∨ ci)(¬ai ∨ ¬bi ∨ ¬ci)
and let us consider the function fn on n = 3m variables {ai, bi, ci}
m
i=1 defined by
ψ =
m∧
i=1
ψi .
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For any i ∈ {1, . . . ,m}, it can be easily checked that the function represented by ψi is
not renamable Horn, however, it can be expressed by a DNF of size 3. If ψi is replaced
by this DNF for each i, the formula ψ becomes a DNNF of size O(n) for fn and it can
be interpreted also as a renamable Horn BDMC for fn of size O(n) with the literals in
the leaves.
Let us prove that any renamable Horn backdoor tree of any CNF formula ϕ equivalent
to ψ contains at least 2m nodes. Consider a backdoor tree T with respect to ϕ which
has renamable Horn formulas in the leaves. We prove that every leaf of T is visited by
at most 3m satisfying assignments of ψ. Since ψ has 6m satisfying assignments, the tree
has at least 2m = 2n/3 leaves. Consider a leaf with an associated partial assignment α.
One can prove that α either changes ψi to the zero function for at least one index i or
fixes at least one variable in ψi for every i = 1, . . . ,m. In the first case, the leaf is not
visited by any satisfying assignment of ψ. In the second case, the leaf is visited by a set
M of satisfying assignments each of which is a combination of satisfying assignments of
ψi for each i. Moreover, all the elements of M can be obtained by selecting for each i
at most 3 different satisfying assignments of ψi consistent with α and considering all of
the combinations of these assignments. It follows that |M | ≤ 3m as required. 
4 PC Encoding of a PC-BDMC
In this section we describe a construction of a PC encoding of a function which is
represented by a PC-BDMC. The construction combines propagation of the literals in
the encodings in the leaves with propagation in the Tseitin encoding of the circuit part.
The propagation of a literal or the contradiction in a leaf has to be distinguished from
deriving the literal or the contradiction from the whole sentence. We use a variant of
the well-known dual rail encoding to achieve this.
In Section 4.1, we introduce meta-variables used in the construction. In Section 4.2,
we describe the dual rail encoding in the form which we use. In Section 4.3 we describe
the construction of a PC encoding of a function f(x) given by a PC-BDMC D and in
Section 4.4 we estimate its size.
4.1 Meta-variables
The dual rail encoding uses new variables representing the literals on the variables of the
original encoding. In addition to this, we associate a special variable with the contra-
diction. These new variables will be called meta-variables and denoted as follows. The
meta-variable associated with a literal l will be denoted JlK, the meta-variable associated
with ⊥ will be denoted J⊥K, and the set of the meta-variables corresponding to a vector
of variables x will be denoted
meta(x) = {JlK | l ∈ lit(x) ∪ {⊥}}.
For notational convenience, we extend this notation also to sets of literals that are meant
as a conjunction, especially to partial assignments. If α ⊆ lit(x) is a set of literals, then
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JαK denotes the set of meta-variables associated with the literals in α, thus
JαK = {JlK | l ∈ α}.
If JαK is used in a formula such as ψ ∧ JαK, we identify this set of literals with the
conjunction of them, similarly to the interpretation of α in ϕ ∧ α.
In order to construct a PC encoding from a PC-BDMC in Section 4.3, we first construct
a definite Horn formula ψ(meta(x), z) representing derivations of the literals from lit(x)
using the meta-variables. These derivations have to be done separately in each node of
D and we use indices to distinguish the meta-variables attached to different nodes. For
every i = 1, . . . , N and every l ∈ lit(x)∪{⊥}, we denote JlKi the meta-variable associated
with l in node vi. For every leaf vi, i = 1, . . . , L we moreover consider meta-variables JlKi
associated with literals l ∈ lit(yi). The set of auxiliary variables z used in ψ(meta(x), z)
is as follows:
z ={JlKi | 1 ≤ i ≤ L, l ∈ lit(xi ∪ yi) ∪ {⊥}}
∪ {JlKi | L < i ≤ N, l ∈ lit(xi) ∪ {⊥}}
(5)
4.2 Dual rail encoding
The dual rail encoding [2, 4, 18, 20] transforms an encoding of a function into a Horn
formula simulating the unit propagation in the original encoding.
Definition 4.1 (Dual rail encoding) Let ϕ(x) be an arbitrary CNF formula. If ϕ
contains the empty clause, then DR(ϕ) = J⊥K. Otherwise, the dual rail encoding DR(ϕ)
is the definite Horn formula on the meta-variables meta(x) defined as follows.
DR(ϕ) =
∧
C∈ϕ
∧
l∈C

 ∧
e∈C\{l}
J¬eK → JlK

 ∧
∧
x∈x
(JxK ∧ J¬xK → J⊥K) . (6)
The proof of the following lemma is omitted, since it is well-known, although different
authors use different notation for the variables representing the literals. Moreover, the
contradiction is frequently represented by an empty set and not by a specific literal.
Dual rail encoding with an explicit representation of the contradiction is used in the
first part of the proof of Theorem 1 in [2] for a similar purpose as in this paper.
Lemma 4.2 Let ϕ(x) be a CNF not containing the empty clause and let α ⊆ lit(x).
Then for every l ∈ lit(x) ∪ {⊥} we have
ϕ ∧ α ⊢1 l ⇐⇒ DR(ϕ) ∧ JαK ⊢1 JlK (7)
We use the dual rail encoding of the PC encoding ϕi(xi,yi) associated with a leaf
vi of a PC-BDMC using the meta-variables specific to the node vi. Namely, we denote
DR(vi, ϕi(xi,yi)) the dual rail encoding of formula ϕi(xi,yi) which uses meta-variables
JlKi in place of JlK for l ∈ lit(xi ∪ yi) ∪ {⊥}.
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group clause condition
Clauses for a leaf node vi, 1 ≤ i ≤ L
(g1) JlK → JlKi l ∈ lit(xi)
(g2) C C ∈ DR(vi, ϕi(xi,yi))
(g3) J⊥Ki → JlKi l ∈ lit(xi)
Clauses for node vi = vr1 ∧ · · · ∧ vrk
(g4) J⊥Kr → J⊥Ki r ∈ {r1, . . . , rk}
(g5) JlKr → JlKi r ∈ {r1, . . . , rk}, l ∈ lit(xr)
(g6) J⊥Ki → JlKi l ∈ lit(xi)
Clauses for node vi = vr1 ∨ · · · ∨ vrk
(g7) J⊥Kr1 ∧ · · · ∧ J⊥Krk → J⊥Ki
(g8) JlKr1 ∧ · · · ∧ JlKrk → JlKi l ∈ lit(xi)
Additional clauses for the root node vN
(g9) JlKN → JlK l ∈ lit(x) ∪ {⊥}
Table 1: The clauses of Horn formula ψ(meta(x), z). We use shortcuts JlKr = J⊥Kr for
literals l ∈ lit(xi \ xr) for every r ∈ {r1, . . . , rk} in the group (g8).
4.3 Constructing the Encoding
As already mentioned, we first construct a definite Horn formula ψ(meta(x), z) repre-
senting derivations of the literals using meta-variables. The list of clauses of this formula
is in Table 1. Note that the clauses of group (g8) use shortcuts JlKr = J⊥Kr for literals
l ∈ lit(xi \ xr) for every r ∈ {r1, . . . , rk}.
We use ψ(meta(x), z) to derive positive literals with unit propagation when presented
with only positive literals in the assumption. Such a form of unit propagation in a Horn
formula is also called forward chaining and we use this notion when we want to express
that the unit propagation is used in this sense. For the proof of Theorem 4.5 below, we
need the following lemma.
Lemma 4.3 For every 1 ≤ i ≤ N , every partial assignment α ⊆ lit(x), and l ∈ lit(xi)∪
{⊥}, if
fi(x) ∧ α |= l (8)
then
ψ(meta(x), z) ∧ JαK ⊢1 JlKi (9)
Proof. Let α ⊆ lit(x) and l ∈ lit(xi) ∪ {⊥}. We shall proceed by induction on i. Let
us first assume that 1 ≤ i ≤ L, i.e. vi is a leaf. Since ϕi(xi,yi) is a PC encoding of
fi(xi), (8) and (4) imply that ϕi(xi,yi) ∧ α ⊢1 l or ϕi(xi,yi) ∧ α ⊢1 ⊥. The clauses
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clause condition
¬vi ∨ C 1 ≤ i ≤ L, C ∈ ϕi(xi,yi)
¬vi ∨ vr vi = vr1 ∧ · · · ∧ vrk , r ∈ {r1, . . . , rk}
¬vi ∨ vr1 ∨ · · · ∨ vrk vi = vr1 ∨ · · · ∨ vrk
vN
Table 2: Encoding θ(x,y,v) of f(x)
of group (g2) form the encoding DR(vi, ϕi(xi,yi)). By Lemma 4.2, this encoding and
clauses in groups (g1) and (g3) imply ψ(meta(x), z) ∧ JαK ⊢1 JlKi.
Assume vi = vr1 ∧ · · · ∧ vrk and that the implication from (8) to (9) holds with i
replaced with any of the indices r1, . . . , rk. Since D is decomposable, (8) implies that
fr(x)∧α |= l for some r ∈ {r1, . . . , rk}. If fr(x)∧α |= ⊥, we get by induction hypothesis
ψ(meta(x), z) ∧ JαK ⊢1 J⊥Kr and using clauses of groups (g4) and (g6) we get (9). If
fr(xr)∧α |= l for l ∈ lit(xr), we have ψ(meta(x), z)∧JαK ⊢1 JlKr and using an appropriate
clause of group (g5) we get (9).
Assume vi = vr1 ∨ · · · ∨ vrk and that the implication from (8) to (9) holds with i
replaced with any of the indices r1, . . . , rk. If (8) holds for vi, then fr(x) ∧ α |= l for all
r ∈ {r1, . . . , rk}. By induction hypothesis and using the shortcuts JlKr = J⊥Kr in cases
l 6∈ lit(xr) we get ψ(meta(x), z)∧JαK ⊢1 JlKr for every r ∈ {r1, . . . , rk}. Using clause (g7)
if l = ⊥ and a clause from group (g8) if l 6= ⊥, we get (9). 
Consider new variables v corresponding to the nodes of D and the formula θ(x,y,v)
described by Table 2 combining the Tseitin encoding of D and the implications vi →
ϕi(xi,yi). Let us verify that this is an encoding of f(x).
Lemma 4.4 The set of clauses θ(x,y,v) described in Table 2 is an encoding of f(x)
with auxiliary variables y ∪ v.
Proof. Let a : x → {0, 1} and let us show that θ(a,y,v) is satisfiable if and only if
f(a) = 1. Assume f(a) = 1. We describe assignments b and c of values to the variables
in y and v respectively such that θ(a,b, c) is satisfied. For 1 ≤ i ≤ L, construct an
evaluation of yi and vi as follows. If ϕi(ai,yi) is satisfiable, let bi be an assignment of
values to variables in yi which satisfies ϕi(ai,bi) and let c(vi) = 1. Otherwise let bi be
an arbitrary assignment of values to yi and let c(vi) = 0. We then set b to be the union
of the assignments b1, . . . ,bL. For L < j ≤ N , the value c(vj) is set according to the
accepting computation of D starting from c(vi), 1 ≤ i ≤ L. One can verify that all the
clauses listed in Table 2 are satisfied by a, b, and c.
Assume, θ(a,y,v) is satisfiable and let us denote by b a satisfying assignment of
the variables in y ∪ v. Let us denote by bi, i = 1, . . . , L, the restriction of b to the
variables in yi. Let c be the assignment of the variables in v obtained as the values
of the gates in D in a computation starting from the input values in the leaves given
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by c(vi) = b(vi) for i = 1, . . . , L. The clauses listed in Table 2 contain the part of
the Tseitin encoding of D that guarantees b(vj) ≤ b(vr1) ∧ · · · ∧ b(vrk) for conjunction
nodes and b(vj) ≤ b(vr1) ∨ · · · ∨ b(vrk) for disjunction nodes. Moreover, we have
c(vj) = c(vr1) ∧ · · · ∧ c(vrk) for conjunction nodes and c(vj) = c(vr1) ∨ · · · ∨ c(vrk)
for disjunction nodes. Since the nodes vj are numbered in a topological order, we can
use this to prove b(vj) ≤ c(vj) for all 1 ≤ j ≤ N by induction over j = 1, . . . , N . In
particular, we obtain b(vN ) = c(vN ) = 1. Moreover, for every i = 1, . . . , L, if b(vi) = 1,
then bi is a satisfying assignment of ϕi(ai,yi). If b(vi) = 0, the unsatisfiability of
ϕi(ai,yi) is not guaranteed, however, the definition of BDMC and the fact that D is a
monotone circuit imply f(a) = 1. 
Moreover, forward chaining in ψ(meta(x), z) can be connected to deduction from
θ(x,y,v), if each of the variables of ψ(meta(x), z) is associated with a suitable clause on
the variables x∪y∪v. The meta-variable JlK is associated with l itself. The variable JlKi
is associated with the clause ¬vi∨ l. For notational convenience, we introduce additional
meta-variables of the form J¬vi ∨ lK, where i = 1, . . . , N and l ∈ lit(xi ∪ yi), where
we assume yi = ∅, if i > L. If we consider J¬vi ∨ lK as an alternative name for JlKi,
every clause of ψ(meta(x), z) has the form JC1K ∧ · · · ∧ JCkK → JCK for some clauses
C1, . . . , Ck, C on the variables x∪ y ∪ v. Moreover, for each clause of ψ(meta(x), z), we
have
θ(x,y,v) ∧ C1 ∧ · · · ∧Ck |= C (10)
since unit propagation derives a contradiction from ¬C, the clauses C1, . . . , Ck, and at
most one of the clauses of θ. For example, consider the clause of group (g8) corresponding
to a node vi = vr1 ∨ vr2 and a given literal l ∈ lit(xi), such that l ∈ lit(xr1) \ lit(xr2). In
this case, ¬C = vi ∧ ¬l, C1 = ¬vr1 ∨ l, C2 = ¬vr2 , and the formula θ(x,y,v) contains
the clause ¬vi∨vr1 ∨vr2 . One can verify that unit propagation derives the contradiction
from these assumptions.
Theorem 4.5 For every α ⊆ lit(x) and l ∈ lit(x) ∪ {⊥}, we have
f(x) ∧ α |= l⇐⇒ ψ(meta(x), z) ∧ JαK ⊢1 JlK (11)
Proof. Assume f(x) ∧ α |= l. Since f(x) = fN (x), we get by Lemma 4.3 that
ψ(meta(x), z) ∧ JαK ⊢1 JlKN . Using an appropriate clause from group (g9), we get
ψ(meta(x), z) ∧ JαK ⊢1 JlK.
Assume ψ(meta(x), z) ∧ JαK ⊢1 JlK. Each step of this derivation uses a clause of
ψ(meta(x), z). Using (10) for each of these clauses, we obtain by induction on the
number of steps of the derivation that θ(x,y,v) ∧α |= l. Since θ(x,y,v) is an encoding
of f(x), we obtain f(x) ∧ α |= l which finishes the proof of (11). 
Given a Horn formula ψ(meta(x), z) satisfying the equivalence (11), we can form a PC
encoding of f(x) by simply substituting meta-variables in meta(x) with the respective
literals or ⊥ based on the following proposition.
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Theorem 4.6 Let ϕ(x, z) be obtained from ψ(meta(x), z) by substituting meta-variable
JlK with l for all l ∈ lit(x) ∪ {⊥}. Then ϕ(x, z) is a PC encoding of f(x).
Proof. By Theorem 4.5, ψ(meta(x), z) satisfies the equivalence (11). First, assume a
full assignment a : x → {0, 1}, such that f(a) = 1, and let us prove that the formula
ϕ(a, z) is satisfiable. Let α be the set of literals on variables from x satisfied by a. Since
f(x) ∧ α 6|= ⊥, we have by (11) that
ψ(meta(x), z) ∧ JαK 6⊢1 J⊥K.
It follows that ψ(meta(x), z) ∧ JαK does not derive J¬lK for any l ∈ α. Indeed, assume
ψ(meta(x), z) ∧ JαK ⊢1 J¬lK for some l ∈ α. By (11) we get f(x) ∧ α |= ¬l. Since l ∈ α,
clearly f(x) ∧ α |= l and thus together we have f(x) ∧ α |= ⊥ which is a contradiction.
Consider the assignment b of values to variables in meta(x) ∪ z obtained by setting
to 1 all the variables derived by forward chaining in the formula ψ(meta(x), z) ∧ JαK
and setting to 0 all the remaining variables. Clearly, we have b(J⊥K) = 0 and for every
l ∈ lit(x), we have b(JlK) = a(l). Let b′ be the assignment of the variables x∪ z defined
as b′(z) = b(z) for all z ∈ z and b′(x) = b(JxK) = a(x) for all x ∈ x. We prove that
b′ satisfies each clause C ′ ∈ ϕ using the fact that b satisfies the corresponding clause
C ∈ ψ. Let us consider the following cases.
• Assume that C is satisfied by a literal l ∈ lit(z), i.e. l ∈ C and b(l) = 1. Since l is
unchanged by the substitution, we have l ∈ C ′. Since b′(l) = b(l), C ′ is satisfied
by b′.
• If C is satisfied by the literal ¬J⊥K, the clause is removed from ϕ(x, z) by the
substitution, so C does not correspond to any clause C ′ ∈ ϕ.
• If C is satisfied by a literal JlK, where l ∈ lit(x), then l ∈ α and C ′ contains l
satisfied by b′.
• If C is satisfied by a literal ¬JlK, where l ∈ lit(x), then l 6∈ α and C ′ contains ¬l
satisfied by b′.
It follows that ϕ(a, z) is satisfiable. In order to prove that ϕ(x, z) is an encoding of
f(x), it remains to prove that it is unsatisfiable, if f(a) = 0. This is a consequence of
propagation completeness proven below, if we consider l = ⊥.
Let α ⊆ lit(x) and l ∈ lit(x) ∪ {⊥}, such that f(x) ∧ α |= l. By (11) we have
ψ(meta(x), z) ∧ JαK ⊢1 JlK (12)
We prove that either
ϕ(x, z) ∧ α ⊢1 l (13)
or
ϕ(x, z) ∧ α ⊢1 ⊥ (14)
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by the following argument. Let us fix a minimal forward chaining derivation of either
JlK or J⊥K from ψ(meta(x), z) ∧ JαK. Let gi, i = 1, . . . ,m, be the sequence of positive
literals on the meta-variables meta(x) ∪ z in the order given by the fixed derivation. In
particular gm ∈ {J⊥K, JlK} and gi 6∈ {J⊥K, JlK} for i = 1, . . . ,m− 1. Let g
′
i, i = 1, . . . ,m,
be obtained from gi by the substitution given by the assumption, i.e. if gi = JeK for some
e ∈ lit(x) ∪ {⊥}, then g′i = e, otherwise g
′
i = gi. In particular g
′
m is either l or ⊥. Let us
prove by induction over i = 1, . . . ,m that either for all i = 1, . . . ,m
ϕ(x, z) ∧ α ⊢1 g
′
i (15)
implying (13), or we obtain (14) without completing all the induction steps.
Let i ∈ {1, . . . ,m} and assume that (15) holds with i replaced by any j < i. Let C
be the Horn clause of ψ(meta(x), z) ∧ JαK used to derive gi. Note that by the choice of
the derivation, C does not contain the literal ¬J⊥K, so we do not obtain ⊤ in C by the
substitution from the assumption. Let C ′ be the set of the literals obtained from C by
the substitution and possibly removing ⊥, if it is obtained. If C ′ contains complementary
literals e and ¬e, then one can verify that e ∈ lit(x), C contains negative literals ¬JeK and
¬J¬eK, and both the literals JeK and J¬eK occur in the sequence gj , j = 1, . . . , i−1. In this
case, the corresponding literals g′j are e and ¬e and using (15) for them, we obtain (14)
by one additional unit propagation step. If C ′ does not contain complementary literals,
it is a clause of ϕ(x, z) ∧ α. The clause C is a definite Horn clause with the target gi. If
C contains negative literals on meta-variables, they are negations of some literals gj with
indices j < i. Consequently, the corresponding literals in C ′ are negations of literals g′j
with the same indices j < i. By induction hypothesis, the literals g′j can be derived from
the formula ϕ(x, z) ∧ α before g′i. Hence, unit propagation using C
′ derives g′i, where
g′i is either a literal included in C
′ or g′i = g
′
m = ⊥. Altogether, we obtain (15) or (14)
implying (13) or (14). It follows that ϕ(x, z) is a PC encoding of f(x). 
4.4 Size Estimate
The main result of this section is contained in the following theorem.
Theorem 4.7 Let D be a PC-BDMC sentence representing function f(x) of variables
x = (x1, . . . , xn). Assume that D has N nodes V = {v1, . . . , vN} with leaves v1, . . . , vL
and E edges. Let us denote ϕi(xi,yi) the PC encoding of function fi(xi) associated with
a leaf vi, i = 1, . . . , L. Let us further denote m =
∑L
i=1 |yi| the total number of auxiliary
variables, S =
∑L
i=1‖ϕi‖ the total length of all PC encodings associated with the leaves
of D, and ℓ the maximum length of a clause in any of the encodings associated with the
leaves of D. Then f has PC encodings ϕ(x, z) and ϕ′(x, z′) satisfying
|z| = O(m+ nN), |ϕ| = O(S + nE), ‖ϕ‖ = O(ℓS + nE), (16a-c)
|z′| = O(S + nN), |ϕ′| = O(S + nE), ‖ϕ′‖ = O(S + nE). (17a-c)
Proof. If D consists of a single node v1, then v1 is the root and the only leaf of D. In
this case ϕ(x, z) = ϕ′(x, z′) = ϕ1(x1,y1) is a PC encoding of f(x) = f1(x1). The size
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and length of this encoding are both upper bounded by S and the number of auxiliary
variables is m ≤ S, thus we get (16a-c) and (17a-c).
Assume, D contains more than one node, in particular N ≤ E + 1 = O(E). Consider
the formula ψ(meta(x), z) described by Table 1. By Theorem 4.5 it satisfies (11) and
by Theorem 4.6 we obtain a PC encoding ϕ(x, z) of f(x) by substituting meta-variables
meta(x) with the literals on the variables x and ⊥. By (5), the number of the auxiliary
variables z satisfies (16a). The number of clauses in ϕ is bounded by the number of
clauses in ψ. By counting the clauses in Table 1 and consideringN = O(E), we get (16b).
Let us now estimate the length ‖ϕ‖ of the constructed encoding. By definition of
dual rail encoding, the total length of clauses in group (g2) is upper bounded by ℓS +
3
∑L
i=1 |xi ∪ yi| ≤ (ℓ+ 3)S = O(ℓS). The clauses in groups (g1), (g3) to (g6), and (g9)
consist of two literals, so their total length is twice their number which is O(nE). The
length of a clause in group (g7) or (g8) for a node vj = vr1 ∨ · · · ∨ vrk is k + 1. If we
sum k + 1 over all ∨-nodes in D, we get that the total length of clauses in groups (g7)
and (g8) is O(n(E +N)) = O(nE) thus showing (16c).
In order to obtain encoding ϕ′(x, z′) it is enough to first use standard transformation
of PC encodings associated with leaves of D to 3-CNF formulas. It is not hard to
observe that this step preserves propagation completeness and it limits the length of
the clauses in the encodings to at most 3. This way we get that the total number of
auxiliary variables used in the PC encodings in leaves is O(S) and the total length of
these encodings is O(S) as well. If we use (16a-c) with m replaced with O(S) and with
ℓ = 3, we obtain (17a-c). Note that the length of the formula ϕ′ is smaller by factor ℓ
at the price of having more auxiliary variables in z′ than in z. 
5 URC encoding of a URC-BDMC
In this section we describe the construction of URC encoding from a URC-BDMC by
pointing out the differences from the construction in Section 4.3. The resulting con-
struction generalizes the disjunction closure of URC encodings from [4], where URC
encodings are denoted by ∃URC-C.
If we start with a URC-BDMC sentence D representing function f(x), the construction
in Section 4.3 can be simplified to obtain a URC encoding of f as follows. We do not have
to propagate literals on the input variables in the Tseitin encoding of D, it is sufficient
to propagate the contradiction. It follows that for each inner node vi of D we only need
the meta-variable J⊥Ki. The set of clauses forming a URC encoding is a subset of the
set of clauses forming a PC encoding and is presented in Table 3. For simplicity of the
notation, we denote this formula and its variables in the same way as the corresponding
formula used in the construction of PC encoding in Section 4. If not stated otherwise,
in this section, the formula ψ(meta(x), z) refers to Table 3 and the auxiliary variables z
are defined as follows.
z ={JlKi | 1 ≤ i ≤ L, l ∈ lit(xi ∪ yi) ∪ {⊥}}
∪ {J⊥Ki | L < i ≤ N}
(18)
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group clause condition
Clauses for a leaf node vi, 1 ≤ i ≤ L
(g1’) JlK → JlKi l ∈ lit(xi)
(g2’) C C ∈ DR(vi, ϕi(xi,yi))
Clauses for node vj = vr1 ∧ · · · ∧ vrk
(g4’) J⊥Kr → J⊥Kj r ∈ {r1, . . . , rk}
Clauses for node vj = vr1 ∨ · · · ∨ vrk
(g7’) J⊥Kr1 ∧ · · · ∧ J⊥Krk → J⊥Kj
Additional clauses for the root node vN
(g9’) J⊥KN → J⊥K
Table 3: The set of clauses of the formula ψ(meta(x), z) for the construction of URC
encoding.
In order to simplify the comparison of the construction of PC and URC encodings, the
numbering of the groups of clauses in Table 3 follows the numbering in Table 1 except
of the additional prime in the labels. For URC encoding, we do not need clauses of
group (g3), because we do not need to propagate literals. For the same reason we do not
need clauses in groups (g5), (g6), and (g8). On the other hand, clauses in groups (g4)
and (g7) are used to propagate the contradiction in gates of D and they are present in
the construction of a URC encoding. In group (g9), we use only the clause with l = ⊥.
As in Theorem 4.6 we can turn ψ(meta(x), z) to a URC encoding by substituting meta-
variables in meta(x) with the respective literals or ⊥. The obtained URC encoding is
smaller than a PC encoding described in Theorem 4.7. Following the same notation we
get the following bounds.
Theorem 5.1 Let D be a URC-BDMC sentence representing function f(x) of variables
x = (x1, . . . , xn). Assume that D has N nodes V = {v1, . . . , vN} with leaves v1, . . . , vL
and E edges. Let us denote ϕi(xi,yi) the URC encoding of function fi(xi) associated
with a leaf vi, i = 1, . . . , L. Let us further denote m =
∑L
i=1 |yi| the total number of
auxiliary variables and S =
∑L
i=1‖ϕi‖ the total length of all URC encodings associated
with leaves of D, and ℓ the maximum length of a clause in any of the encodings associated
with the leaves of D. Then f has URC encodings ϕ(x, z) and ϕ′(x, z′) satisfying
|z| = O(n+m+N), |ϕ| = O(S + E), ‖ϕ‖ = O(ℓS + E), (19a-c)
|z′| = O(S +N), |ϕ′| = O(S + E), ‖ϕ′‖ = O(S + E). (20a-c)
Proof. If D consists of a single node, we proceed as in the proof of Theorem 4.7.
In the rest of the proof, we assume 2 ≤ N ≤ E + 1 = O(E). Consider the formula
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ψ(meta(x), z) described by Table 3. Analogously to Theorem 4.5 it satisfies (11) with
l = ⊥ and similarly to Theorem 4.6 we obtain a URC encoding ϕ(x, z) of f(x) by
substituting meta-variables meta(x) with the literals on the variables x and ⊥. By (18),
the number of the auxiliary variables z satisfies (19a). The number of clauses in ϕ is
bounded by the number of clauses in ψ. By counting the clauses in Table 3 we get (19b).
Let us now estimate the length ‖ϕ‖ of the constructed encoding. By definition of
dual rail encoding, the total length of clauses in group (g2’) is upper bounded by ℓS +
3
∑L
i=1 |xi∪yi| ≤ (ℓ+3)S = O(ℓS). The clauses in groups (g1’), (g4’), and (g9’) consist
of two literals, so their total length is twice their number which is O(E). The length of
a clause in group (g7’) for a node vj = vr1 ∨ · · · ∨ vrk is k + 1. If we sum k + 1 over all
∨-nodes in D, we get that the total length of clauses in group (g7’) is O(E+N) = O(E)
thus showing (19c).
In order to obtain encoding ϕ′(x, z′) we can proceed in the same way as in the proof of
Theorem 4.7 by using standard transformation of URC encodings associated with leaves
of D to 3-CNF formulas. It is not hard to observe that this step preserves unit refutation
completeness and it limits the length of the clauses in the encodings to at most 3. This
way we get that the total number of auxiliary variables used in the URC encodings in
leaves is O(S) and the total length of these encodings is O(S) as well. If we use (19a-c)
with m replaced with O(S) and with ℓ = 3, we obtain (20a-c). Note that the bound on
the length of the formula ϕ′ is smaller by factor ℓ than the bound for the formula ϕ at
the price of having more auxiliary variables in z′ than in z. 
6 Parameterized Size of a PC Encoding
As already mentioned in the introduction, the known results imply that the size of a PC
encoding of a function f(x) given by a CNF ϕ can be parameterized with the primal
or incidence treewidth of ϕ. This means that given a CNF ϕ, the size of a smallest PC
encoding of f(x) can be upper bounded by g(k) · p(‖ϕ‖) for some polynomial p and a
computable function g(k) which depends only on the parameter k (the treewidth of pri-
mal or incidence graph associated with ϕ in our case). Moreover, if a tree decomposition
of a suitable type is known, the PC encoding can be computed efficiently. For more
background on fixed parameter tractability, see e.g. [21].
The above bounds on the size of a PC encoding can be obtained by compiling ϕ
into a smooth DNNF and using the construction described in [15]. Parameterized algo-
rithms for constructing a DNNF for a given CNF are described in literature for different
types of parameters. A construction parameterized by primal treewidth of ϕ was de-
scribed in [12], a construction parameterized by dual treewidth was described in [24],
a construction parameterized by incidence treewidth was considered in [23] where the
authors mainly considered a parameter called CV-width which dominates the incidence
treewidth. Finally, the construction parameterized by cliquewidth of ϕ was described
in [25].
Using Theorem 4.7, we can extend the list of possible parameterizations by the size
of a smallest C-backdoor tree for a class C which consists of PC or URC formulas or
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encodings. This can be seen as follows.
As explained in Section 3, a C-backdoor tree for a class C which consists of PC formulas
or encodings (such as 2-CNF) is a special case of PC-BDMC and using Theorem 4.7 we
obtain the required PC encoding. If we start from URC backdoor tree, we include one
more step. It follows by Theorem 1 in [2] that given a URC encoding ϕ(x,y) of a boolean
function f(x), we can efficiently construct a PC encoding ψ(x, z) of f(x).
Lemma 6.1 ([2]) Let ϕ(x,y) be a URC encoding of function f(x) with input variables
x = (x1, . . . , xn) and auxiliary variables y = (y1, . . . , yℓ). Then one can construct effi-
ciently a PC encoding ψ(x, z) of f(x) with |ψ| = O(n‖ϕ‖) and |z| = O(n(n+ ℓ)).
Proof. (sketch) We can construct ψ using the failed literal rule as follows. For each
literal l ∈ lit(x) we construct a dual rail encoding of ϕ ∧ l in addition to a dual rail
encoding of ϕ. That is 2n+1 copies of ϕ, each with O(‖ϕ‖) clauses and n+ ℓ auxiliary
variables. Then we add clauses passing the values of input variables, and clauses getting
the results. The number of these additional clauses is smaller than the main part of ψ
consisting of 2n+ 1 copies of ϕ. 
Lemma 6.1 allows us to turn a URC-BDMC to a PC-BDMC efficiently. Together
with constructions described in sections 4 and 5 we can show the following bounds on
the sizes of PC and URC encodings parameterized by the size of a backdoor tree with
respect to a suitable base class.
Theorem 6.2 Let f(x) be a function represented with a CNF ϕ on variables x =
(x1, . . . , xn). Let bq be the size of a minimum backdoor tree of ϕ with respect to 2-CNF
formulas, bh the size of a minimum backdoor tree of ϕ with respect to Horn formulas,
brh the size of a minimum backdoor tree of ϕ with respect to renamable Horn formulas.
(i) There is a PC encoding ψ(x,y) of size |ψ| = O(2bq · ‖ϕ‖) and with |y| = O(2bqn)
auxiliary variables.
(ii) There is a PC encoding ψ(x,y) of size |ψ| = O(2b ·n · ‖ϕ‖) and with |y| = O(2bn2)
auxiliary variables where b = min{bh, brh}.
(iii) There is a URC encoding ψ(x,y) of size |ψ| = O(2b ·‖ϕ‖) and with |y| = O(2b+n)
auxiliary variables where b = min{bq, bh, brh}.
Proof. If b denotes the size of a backdoor tree T , then the number of leaves in T is at
most 2b and the number of edges is at most 2b as well. Thus if we consider T as a BDMC
sentence with formulas ϕi, i = 1, . . . L in leaves, we get that S =
∑L
i=1‖ϕi‖ ≤ 2
b‖ϕ‖.
The first proposition follows by Theorem 4.7 from the fact that a prime 2-CNF is
always propagation complete (see e.g. [1]) and assuming n ≤ ‖ϕ‖. Using the fact that
Horn and renamable Horn formulas are URC we get by Theorem 4.7 and Lemma 6.1
the second proposition. The third proposition follows from Theorem 5.1. 
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