Introduction.
In this paper, we present the dual version of the subject discussed in [4] and study graded bivector fields and Poisson structures on the cotangent bundle of a manifold. Although this study is similar to the one in [4] , it is motivated by the presence of specific aspects. Indeed, we do not have a natural almost tangent structure and semisprays anymore, but we have the canonical symplectic structure instead. This makes a separate exposition required. Another new aspect that we discuss is that of a base manifold which is a Riemannian space. in the sense that the canonical projection π is a Poisson mapping (see [4] ).
Graded Poisson structures on cotangent bundles. Let M be an n-dimen-

Denote by S k (T M) the space of k-contravariant symmetric tensor fields on M and by the symmetric tensor product on the algebra S(T M) = k≥0 S k (T M).
The spaces of fiberwise homogeneous k-polynomials The elements of the space ᏼ 2 (T * M) of nonhomogeneous quadratic polynomials are 
t(x, p) = f (x)+ m(X) + s(Q),
10)
The map {m(X), ·} is a derivation of C ∞ (M). Hence, Z X is a vector field on M and the mapping γ X :
From the Leibniz rule, we get that
The bracket of two affine functions has an expression of the form
where
12), the Leibniz rule gives that β is a 2-form on M and Remark that a polynomially graded structure on T * M is graded if and only if Z X = 0, β = 0, and V = 0. In this case, (2.9) reduces to
(2.14)
As in [4] , a bivector field W on T * M which is locally of the form (2.9) (resp., (2.14)) is called a polynomially graded (resp., graded) bivector field. 
Proof. A contravariant connection on (M, w) is a contravariant derivative on T M with respect to the Poisson structure [8] .
The required connection is defined by
That we really get a connection, which is flat in the Poisson case, follows in exactly the same way as in [4] .
The relation (2.15) extends to the following proposition. 
We put
and by a straightforward computation we get for {Q, f } and − (D df Q) the same local coordinate expression. (See [4] for the complete proof in the case of a symmetric covariant tensor field on M.)
In order to discuss the next two Jacobi identities, we make some remarks concerning the operator Ψ of (2.12), which is given in the case of a graded Poisson structure on T * M by
With (2.16), the second relation (2.13) becomes
and this allows us to derive the local coordinate expression of 
the Jacobi identity
has the equivalent form We also find (putting indices between parentheses denotes that summation is on cyclic permutations of these indices) remark that one must have an operator Θ such that
and Θ(G, X) is a symmetric 3-contravariant tensor field on M.
We get the formula
and then the local coordinate expression
Using the operator Θ, the Jacobi identity (2.28) becomes To give examples, we consider the following situation similar to [4] . Let (M, w) be an n-dimensional Poisson manifold and suppose that its symplectic foliation S is contained in a regular foliation Ᏺ on M such that T Ᏺ is a foliated bundle, that is, there are local bases {Y u } (u = 1,...,p, p = rank Ᏺ) of T Ᏺ with transition functions constant along the leaves of Ᏺ. Consider a decomposition
where νᏲ is a complementary subbundle of T Ᏺ, and Ᏺ-adapted local coordi-
The Poisson bivector w has the form To prove that W is graded, we also consider natural coordinates and show that the expression of W with respect to these coordinates becomes of the form (2.14) (see [4] ).
There are some interesting particular cases of Proposition 2.8. (a) The Poisson structure w is regular, and the bundle T S is a foliated bundle; in this case we may take Ᏺ = S.
(b) The symplectic foliation S is contained in a regular foliation Ᏺ which admits adapted local coordinates (x a ,y u ) with local transition functions In this case, we may consider as leaves of Ᏺ the connected components of M, and the local ∇-parallel vector fields have constant transition functions along these leaves. Therefore, we may take them as Y i (i = 1,...,n).
In particular, we have the result of (c) for a locally affine manifold M (where ∇ has no torsion), using as Y i local ∇-parallel vector fields, and also for a parallelizable manifold M (where we have global vector fields Y i ).
As a consequence, Proposition 2.8 holds for the Lie-Poisson structure [8] of any dual Ᏻ * of a Lie algebra Ᏻ, the graded Poisson structure being defined on
3. Graded bivector fields on cotangent bundles. In this section, we discuss graded bivector fields on a cotangent bundle T * M, which may be seen as lifts of a given Poisson structure w on M, that satisfy less restrictive existence conditions than in the case of graded Poisson structures. Recall the following definition from [4] . Let Ᏺ be an arbitrary regular foliation, with p-dimensional leaves, on an n-dimensional manifold N. We denote by C ∞ fol (N) the space of foliated functions (the functions on N which are constant along the leaves of Ᏺ). A transversal Poisson structure of (N, Ᏺ) is a bivector field w on N such that
is a Lie algebra bracket on C ∞ fol (N). A bivector field w on N defines a transversal Poisson structure of (N, Ᏺ) if and only if [4] Proof. The local coordinate expression of W is of the form (2.9), and W is π -related with the bivector field w defined on M by the first term of (2.9). Then, (3.2) holds because w is a Poisson bivector on M. 
where α 1 ,...,α k+1 ∈ Ω 1 (M) and the hat denotes the absence of the correspond-
a 2-contravariant tensor field on M, and
According to (2.20), we must have
and obtain
and we get 
(3.12)
Remark 3.5. The relation (3.11) provides us with the expression of the operator Ψ W 1 associated to W 1 (see (2.21)):
Now, instead of D we consider a linear connection ∇ on a Poisson manifold (M, w) and define the vector field K on T * M by
where w : T * M → T M is defined by β(α ) = w(α, β) for all β ∈ Ω 1 (M), and the upper index H denotes the horizontal lift with respect to ∇ (see [2, 9] On T * M, we have the canonical symplectic form ω = dλ = dp i ∧dx i , where λ = p i dx i is the Liouville form, and the vector bundle isomorphism
leads to the canonical Poisson bivector W 0 := ω ω on T * M. It follows that
and, locally, one has
If (M, w) is a Poisson manifold, then the bivector field
defines a graded semi-Poisson structure on T * M which is π -related with w.
Proof. We get
where ∇ j w ai are the components of the (2, 1)-tensor field on M defined by
We will say that W 2 of (3.19) is the graded ∇-lift of the Poisson structure w of M.
Using local coordinates and the notation of (2.2), we get
where D is the contravariant derivative induced by the linear connection ∇, defined by D df = ∇ (df ) (see [8] ).
From (3.19) we have
If Q 1 ,Q 2 ∈ S(T M), using (3.21) and the relation
{Q,H} W 0 := Q, H , Q,H ∈ S(T M) (3.23)
(see [1, 4] ), we get the explicit formula 
whereD is the contravariant derivative of (M, w) defined bȳ (3.27) where where
the contravariant derivative D is induced by ∇ and (∇ · w)(α, β) is the 1-form X (∇ X w)(α, β); (iii) for any vector fields X and Y of M, m(X), m(Y ) W
jk are the coefficients of the linear connection ∇) and hence (3.27).
(iii) Equation (3.28) is a direct consequence of (3.24).
Notice from (3.28) that the operator Ψ W 2 associated to W 2 has the same expression as Ψ W 1 of (3.13), but in the case of W 1 , the contravariant derivative D is induced by a linear connection ∇ on M.
Proposition 3.8. If the graded semi-Poisson structure W 1 is defined by a linear connection on (M, w), then it coincides with W 2 if and only if w is ∇-parallel.
Proof. Compare the characteristic conditions of Propositions 3.4 and 3.7 (or the coefficients of (∂/∂x i ) ∧ (∂/∂p j ) of (3.12) and of (3.20), using (3.33)).
We prove now the following proposition. 
where D is an arbitrary contravariant connection of (M, w) and the operator Ψ is given by
where Ψ 0 is the operator Ψ of a fixed graded semi-Poisson structure and A : We have (adapted) bases of the form 1) and N ij are the coefficients of the connection defined by H. Equivalently, a nonlinear connection may be seen as an almost product structure Γ on T * M such that the eigendistribution corresponding to the eigenvalue −1 is the vertical distribution V [6] . We assume that the nonlinear connection above is symmetric, that is, N ji = N ij . This condition is independent [6] of the local coordinates.
36) where τ is a (2, 1)-tensor field on M and T is a (2, 2)-tensor field on M with the properties T (Y ,X) = −T (X,Y ) and T (X,Y ) ∈ S 2 (T M) for all X, Y ∈ χ(M).
Proof
The complete integrability of H, in the sense of the Frobenius theorem, is equivalent to the vanishing of the curvature tensor field
For a later utilization, we also notice the formulas [5, 6] 
Let w be a bivector on M with the local coordinate expression (2.8). 
and (4.9) becomes
or, equivalently,
This is equivalent to C D = 0.
In the case where w H is a Poisson bivector, it is interesting to study its compatibility with the canonical Poisson structure W 0 of (3.17). The Bianchi identity [6] R kij + R ijk + R jki = 0 (4.14)
shows that the second relation in (4.13) implies (4.7). Then we have the following corollary. 
where u ∈ T * M and H * u is the dual space of H u , the second condition in (4.13) may be written in the equivalent form 
vanishes for every Pfaff form α on M.
Proof. With (4.5), the first condition in (4.13) becomes ∇w = 0, which we took as a hypothesis. The second condition in (4.13) becomes
and we get the required conditions. The components of the curvature form are given by (4.2). Since the connection is symmetric, the Bianchi identity (4.14) holds. The elements Φ k ij of (4.3) are
The Riemannian metric g provides the "musical" isomorphism g : T * M → T M and the codifferential
where k ≥ 1, 4) and (g st ) are the entries of the inverse of the matrix (g ij ) [8] .
be a 2-form on M.
where λ is the Liouville form, is said to be the associated 2-form of ω. With respect to the cobases (dx i ,δp i ), we get
Now, we consider two (pseudo-)Riemannian metrics G 1 and G 2 on T * M and study the conditions for the bivectors
First, consider [5, 6 ] the pseudo-Riemannian metric G 1 of signature (n, n)
To find the condition which ensures that (5.8) holds, we need the local expression of the codifferential δ G 1 of G 1 . Denote by∇ the Levi-Civita connection of G 1 , and for simplicity we put
The connection∇ is defined by [6] Proof. The proof is by a long computation in local coordinates. After computing the exterior product Θ(ω) ∧ Θ(ω), we get
Then we compute δ G 1 Θ(ω) and obtain
Making the contraction k = j, it follows that Γ a ai = 0. Conversely, if Γ a ai = 0, then (5.14) holds. Also, since ∇ is symmetric, we get
(5.15) Therefore, the condition (i,j,k) ∇ i ω jk = 0 is equivalent to dω = 0.
We consider now the Riemannian metric of Sasaki type Proof. The expression of r is r = g ab R ab , where R ba = R k akb = R ab are the components of the Ricci tensor, and if we make the contraction k = i in the second relation in (5.19), we get g ab R k akb = 0, and whence r = 0.
