Abstract-This paper studies the issues arising in the reconfiguration phase of broadcast optical networks. Although the ability to dynamically optimize the network under changing traffic conditions has been recognized as one of the key features of multiwavelength optical networks, this is the first in-depth study of the tradeoffs involved in carrying out the reconfiguration process. We develop and compare reconfiguration policies to determine when to reconfigure the network, and we present an approach to carry out the network transition by describing a class of strategies that determine how to retune the optical transceivers. We identify the degree of load balancing and the number of retunings as two important, albeit conflicting, objectives in the design of reconfiguration policies, naturally leading to a formulation of the problem as a Markovian decision process. Consequently, we develop a systematic and flexible framework in which to view and contrast reconfiguration policies. We show how an appropriate selection of reward and cost functions can be used to achieve the desired balance among various performance criteria of interest. We conduct a comprehensive evaluation of reconfiguration policies and retuning strategies and demonstrate the benefits of reconfiguration through both analytical and simulation results. The result of our work is a set of practical techniques for managing the network transition phase that can be directly applied to networks of large size. Although our work is in the context of broadcast networks, the results can be applied to any wavelength-division multiplexing network where it is necessary to multiplex traffic from a large user population into a number of wavelengths.
ceived by the users. The issues that arise in reconfiguring a lightwave network by retuning a set of slowly tunable transmitters or receivers have been studied in the context of multihop networks in [5] , [6] , and [9] . In [5] , the problem of obtaining a virtual topology that minimizes the maximum link flow, given a set of traffic demands, was studied, while in [6] , algorithms were developed for minimizing the number of branch-exchange operations required to take the network from an initial to a target virtual topology, once the traffic pattern changes. The objective of [9] , on the other hand, was to obtain near-optimal policies to dynamically determine when and how to reconfigure the network.
In this paper, we study the reconfiguration issues arising in single-hop lightwave networks, an architecture suitable for local-and metropolitan-area networks (LANs and MANs) [7] . The single-hop architecture employs wavelength-division multiplexing (WDM) to provide connectivity among the network nodes. The various channels are dynamically shared by the attached nodes, and the logical connections change on a packet-by-packet basis creating all-optical paths between sources and destinations. Thus single-hop networks require the use of rapidly tunable optical lasers and/or filters that can switch between channels at high speeds.
When tunability only at one end, say, at the transmitters, is employed, each fixed receiver is permanently assigned to one of the wavelengths used for packet transmissions. In a typical near-term WDM environment, the number of channels supported within the optical medium is expected to be smaller than the number of attached nodes. As a result, each channel will have to be shared by multiple receivers, and the problem of assigning receive wavelengths arises. Intuitively, a wavelength assignment (WLA) must be somehow based on the prevailing traffic conditions. More specifically, the stability condition, derived in [11] , for the HiPeR-reservation protocol for broadcast WDM networks suggests that in determining an appropriate WLA, the objective should be to balance the offered load across all channels, such that each channel carries an approximately equal portion of the overall traffic. 1 But with fixed receivers, any WLA is permanent and cannot be updated in response to changes in the traffic pattern.
Alternatively, one can use slowly tunable, rather than fixed, receivers. We will say that an optical laser or filter is rapidly tunable if its tuning latency (i.e., the time it takes to switch from one wavelength to another) is on the order of a packet trans- 1 This result is intuitive and has been accepted by the research community for years. However, by deriving a stability condition for HiPeR-` [11] , our study was the first to quantify the effect of load balancing on the performance of broadcast optical networks.
0733-8724/01$10.00 ©2001 IEEE mission time at the high-speed rates at which optical networks are expected to operate. Slowly tunable devices, on the other hand, have tuning times that can be significantly longer. As a result, these devices cannot be assumed "tunable" at the media access level (i.e., for the purposes of scheduling packet transmissions), as this requires fast tunability. Motivation for the use of slowly tunable lasers or filters is provided by two factors. First, they can be significantly less expensive than rapidly tunable devices, making it possible to design lightwave network architectures that can be realized cost effectively. Second, the variation in traffic demands is expected to take place over larger time scales (several orders of magnitude larger than a single packet transmission time). Hence, even very slow tunable devices will be adequate for updating the WLA over time to accommodate varying traffic demands.
Assuming an existing WLA and some information about the new traffic demands, a new WLA, optimized for the new traffic pattern, must be determined. We considered this problem in [1] , and we proposed an approach to reconfiguring the network that is minimally disruptive to existing traffic. Specifically, we devised the GLPT algorithm for obtaining a new WLA such that a) the new traffic load is balanced across the channels and b) the number of receivers that need to be retuned to take the network from the old to the new WLA is minimized. The specifications of GLPT include a knob parameter, which provides for tradeoff selection between load balancing and number of retunings. In terms of load balancing, the WLA obtained by GLPT is guaranteed to be no more than two times away from the optimal one, in the worst case, regardless of the knob value used. GLPT also leads to a scalable approach to reconfiguring the network, since it tends to select the less utilized receivers for retuning, and since for certain values of the knob parameter the expected number of retunings scales with the number of channels, not the number of nodes in the network. For more details on the operation and performance of the GLPT algorithm, the reader is referred to [1] .
During the reconfiguration phase, while the network makes a transition from one WLA to another, some cost is incurred in terms of packet delay, packet loss, packet desequencing, and the control resources involved in receiver retuning. Clearly, receiver retunings should not be very frequent, since unnecessary retunings affect the performance encountered by the users. Hence, it is desirable to minimize the number of network reconfigurations. However, postponing a necessary reconfiguration also has adverse effects on the overall performance. Since the network does not operate at an optimal point in terms of load balancing, it takes longer to clear a given set of traffic demands, causing longer delays and/or buffer overflows, as well as a decrease in the network's traffic carrying capacity (refer also to the stability condition in [11] ). Similarly, if the decisions are made merely by considering the degree of load balancing, even tiny changes in the traffic demands can lead to constant reconfiguration, thereby significantly hurting network performance. Consequently, it is important to have a performance criterion that can capture the above tradeoffs in an appropriate manner and allow their simultaneous optimization.
In this paper, we develop a novel, systematic, and flexible framework in which to view and contrast reconfiguration policies. Specifically, we formulate the problem as a Markovian decision process and show how an appropriate selection of reward and cost functions can achieve the desired balance between various performance criteria of interest. However, because of the huge state space of the underlying Markov process, it is impossible to directly apply appropriate numerical methods to obtain an optimal policy. We therefore develop an approximate model with a manageable state space, which captures the pertinent properties of the original model. We also study the issues that arise during the transition phase and we present a class of retuning strategies. Finally, we present a comprehensive evaluation of reconfiguration policies and retuning strategies through both analytical and simulation techniques.
In Section II, we present a model of the broadcast WDM network under study. In Section III, we formulate the reconfiguration problem as a Markovian decision process, and we discuss the issues involved in obtaining an optimal policy. In Section IV, we describe a class of retuning strategies for taking the network from the old to the new WLA. We present numerical results in Section V and conclude this paper in Section VI.
II. THE BROADCAST WDM NETWORK
We consider a packet-switched single-hop lightwave network with nodes, and one transmitter-receiver pair per node. The nodes are physically connected to a passive broadcast optical medium that supports wavelengths, . Both the transmitter and the receiver at each node are tunable over the entire range of available wavelengths. However, the transmitters are rapidly tunable while the receivers are slowly tunable. We will refer to this tunability configuration, shown in Fig. 1 , as rapidly tunable transmitter, slowly tunable receiver (RTT-STR). Although we will only consider RTT-STR networks in this paper, we note that all our results can be easily adapted to the dual configuration, STT-RTR. Further, the results can be applied to any WDM network where it is necessary to multiplex traffic from a large user population into a number of wavelengths, and they are not limited to broadcast networks.
We represent the current traffic conditions in the network by an traffic demand matrix . Quantity could be a measure of the average traffic originating at node and terminating at node , or it could be the effective bandwidth [8] of the traffic from to . As traffic varies over time, the elements of matrix will change. This variation in traffic takes place at larger scales in time; for instance, we assume that changes in the traffic matrix occur at connection request arrival or termination instants. We also assume that the current matrix completely summarizes the entire history of traffic changes, so that future changes only depend on the current values of the elements of .
During normal operation, each of the slowly tunable receivers is assumed to be fixed to a particular wavelength. Let be the wavelength currently assigned to receiver . A WLA is a partition of the set of nodes, such that , is the subset of nodes currently receiving on wavelength . This WLA is known to the network nodes, and it is used to determine the target channel for a packet, given the packet's destination. The network operates by having each node employ a media access protocol, such as HiPeR-, that requires tunability only at the transmitting end. Nodes use HiPeR-to make reservations, and can schedule packets for transmission using algorithms that can effectively mask the (relatively short) latency of tunable transmitters [10] .
We now define the degree of load balancing (DLB) for a network with traffic matrix operating under WLA as (1) The right-hand side of (1) represents the bandwidth requirement of the dominant (i.e., most loaded) channel, while the second term in the left-hand side of (1) represents the lower bound, with respect to load balancing, for any WLA for traffic matrix . Thus, the DLB is a measure of how far away WLA is from the lower bound. If , then the load is perfectly balanced and each channel carries an equal portion of the offered traffic, while when , the channels are not equally loaded. In other words, the DLB characterizes the efficiency of the network in meeting the traffic demands denoted by matrix while operating under WLA : the higher the value of , the less efficient the WLA.
In order to more efficiently utilize the bandwidth of the optical medium as traffic varies over time, a new WLA may be sought that distributes the new load more equally among the channels. We will refer to the transition of the network from one WLA to another as reconfiguration. In general, we assume that reconfiguration is triggered by changes in the traffic matrix . When such a change occurs, the following actions must be taken.
1) A new WLA for the new traffic matrix must be determined. 2) A decision must be made on whether or not to reconfigure the network by adopting the new WLA. 3) If the decision is to reconfigure, the actual retuning of receivers must take place. The first issue was addressed in [1] , where we developed the GLPT algorithm. It takes as input the current WLA and the new traffic matrix , and determines the new WLA. Section III addresses the problem of determining whether the changes in traffic conditions warrant the reconfiguration of the network to the new WLA, and Section IV studies the issue of receiver retuning.
III. MARKOV DECISION PROCESS FORMULATION

A. Reconfiguration Policies
We define the state of the network as a tuple . is the current WLA, and is a matrix representing the prevailing traffic conditions. Changes in the network state occur at instants when the matrix is updated. Recall that we have assumed that future traffic changes only depend on the current values of the elements of , a reasonable assumption when the traffic is not characterized by long-range dependencies. Therefore, the process is a semi-Markov process. Let be the process embedded at instants when the traffic matrix changes. Then, is a discrete-time Markov process. Our formulation is in terms of the Markov process .
A network in state will enter state if the traffic matrix changes to . Implicit in the state transition is that the system makes a decision to reconfigure to WLA . In order to completely define the Markovian state transitions associated with our model, we need to establish next WLA decisions. The decision is a function of the current state and is denoted by . Setting implies that if the system is in state and the traffic demands change, the network should be reconfigured into WLA . Note that WLA can be the same as , in which case the decision is not to reconfigure. Therefore, for each state , there are two alternatives: either the network reconfigures to WLA obtained by the GLPT algorithm with and as inputs (in which case the new state will be ) or it maintains the current WLA (in which case the new state will be ). The set of decisions for all network states defines a reconfiguration policy.
To formulate the problem as a Markov decision process, we need to specify reward and cost functions associated with each transition. Consider a network in state that makes a tran- is incurred, where is a nondecreasing function of the number of receivers that have to be retuned to take the network to the new WLA . In other words, a switching cost is incurred each time the network makes a decision to reconfigure. We assume that the rewards and costs are bounded, i.e., (2) where , , , and are real numbers. The problem is how to reconfigure the network sequentially in time, so as to maximize the expected reward minus the reconfiguration cost over an infinite horizon. Let denote the state of the network immediately after the -th transition, Let also be the set of admissible policies. The network reconfiguration problem can then be formally stated as follows (note that ). Problem 3.1: Find an optimal policy that maximizes the expected reward ( 3) The first term on the right-hand side of (3) is the reward obtained by using a particular WLA, and the second term is the cost incurred at each instant of time that reconfiguration is performed. The presence of a reward that increases as the DLB decreases (i.e., as the load is better balanced across the channels) provides the network with an incentive to associate with a WLA that performs well for the current traffic load. On the other hand, the introduction of a cost incurred at each reconfiguration instant discourages frequent reconfigurations. Thus, the overall reward function captures the fundamental tradeoff between the DLB and frequent retunings involved in the reconfiguration problem. In Section V, we motivate the above formulation by showing how an appropriate selection of reward and cost functions yields various performance criteria of interest. Typically, such selection can be based on either measurements of an existing network or simulations.
For the case , the problem of finding an optimal policy is trivial, since it is optimal for the network to associate with the WLA that best balances the offered load at each instant in time. This is because the evolution of the traffic matrix is not affected by the network's actions and reconfigurations are free. However, when , there is a conflict between future reconfiguration costs incurred and current reward obtained, and it is not obvious as to what constitutes an optimal policy. We also note that as , the optimal policy would be to never reconfigure, since this is the only policy for which the expected reward in (3) would be nonnegative. Again, however, the point (i.e., the smallest value of ) at which this policy becomes optimal is not easy to determine, as it depends on the transition probabilities of the underlying Markov chain.
Consider an ergodic, discrete-space discrete-time Markov process with rewards and a set of alternatives per state that affect the probabilities and rewards governing the process. Howard's policy-iteration algorithm [3] can be used to obtain a policy that maximizes the long-term reward in (3) for such a process. Initially, an arbitrary policy is specified from which all state transition rates are determined. The algorithm then enters its basic iteration cycle, which consists of two stages. The first stage is the value-determination operation, which evaluates the current policy. In the second stage, the policy-improvement routine uses a set of criteria to modify the decisions at each state and obtain a new policy with a higher reward than the original policy. This new policy is used as the starting point for the next iteration. The cycle continues until the policies in two successive iterations are identical. At this point, the algorithm has converged, and the final policy is guaranteed to be optimal with respect to maximizing the reward in (3) .
A difficulty in applying the policy-iteration algorithm to the Markov process is that its running time per iteration is dominated by the complexity of solving a number of linear equations on the order of the number of states in the Markov chain. Even if we restrict the elements of traffic matrix to be integers 2 and impose an upper bound on the values they can take, the potential number of states is so large that the policy-iteration algorithm cannot be directly applied to anything but networks of trivial size. In the next section, we show how to overcome this problem by making some simplifying assumptions that will allow us to set up a new Markov process whose state space is manageable.
B. Alternative Formulation
Consider a network in state , and a new traffic matrix for which the WLA obtained with the GLPT algorithm is . A closer examination of the reward function in (3) reveals that the immediate reward acquired when the network makes a transition does not depend on the actual values of the traffic elements or the actual WLAs involved, but only on the values of the DLBs and and the distance . Thus, we make the simplifying assumption that the decision to reconfigure will also depend on the DLBs and the distance only. This is a reasonable assumption, since it is the DLB, not the actual traffic matrix or WLA, that determine the efficiency of the network in satisfying the offered load. Similarly, it is the number of retunings that determines the reconfiguration cost, not the actual WLAs involved.
Based on these observations, we now introduce a new process embedded, as Markov process , at instants when the traffic matrix changes, as illustrated in Fig. 2 . The state of this process is defined to be the tuple , where is the DLB achieved by the current WLA with respect to the current traffic matrix and is the number of retunings required if the network were to reconfigure. Transitions in the new process have the Markovian property, since they are due to changes in the traffic matrix that, in turn, are Markovian. However, as defined, the process is a continuous-state process since, in general, the DLB is a real number. In order to apply Howard's policy-iteration algorithm, we need a discrete-state process. We obtain such a process by using discrete values for random variable as follows.
By definition [refer to (1) ], the DLB can take any real value between zero and , where is the number of channels in the network. 3 We now divide the interval into a number of nonoverlapping intervals , where and are the lower and upper values of interval and , , , and . Let denote the midpoint of interval . We now define a new discrete-state process with state . We will use state to represent any state of the continuous-state process such that . Clearly, the larger the number of intervals, the better the approximation.
Before we proceed, we make one further refinement to the new discrete-state process . We note that the GLPT algorithm in [1] is an approximation algorithm for the load balancing problem, and it guarantees that the DLB of the WLA obtained using the algorithm will never be more than 50% away from the degree of load balancing of the optimal WLA. The importance of this result is as follows. Consider a network in which the traffic matrix changes in such a way that the current WLA provides a DLB for the new traffic matrix such that . Based on the guarantee provided by algorithm GLPT, we can safely assume that the load is well balanced and avoid a reconfiguration. This is because the network will incur a cost for reconfiguring, without any assurance that the new DLB will be less than . Therefore, we choose to let , and therefore the midpoint for the first interval is . We will call any state a balanced state since the offered load is balanced within the guarantees of the GLPT algorithm.
We now specify decision alternatives, as well as reward and cost functions, associated with each transition in the new process . Consider a network in state . At the instant 3 The value = 0 is achieved when the load is perfectly balanced across the C channels, in which case the expression on the right-hand side of (1) becomes equal to t =C. The value = C 0 1 corresponds to the worst case scenario where one channel carries all the traffic; in this case, the right-hand side of (1) becomes equal to t . the traffic matrix changes, the network has two options. It may maintain the current WLA, in which case it will make a transition into state , where is the DLB of the current WLA with respect to the new traffic matrix and is the new distance. Or, it will reconfigure into a new WLA. In the latter case, the network will move into state , since its new DLB is guaranteed to be less than 0.5. When the network makes a transition into state , it acquires an immediate expected reward, which is equal to . In addition, if is a balanced state (i.e., if ), a reconfiguration cost equal to is incurred. The transitions out of state and the corresponding rewards are illustrated in Fig. 3 . If the decision of the policy is not to reconfigure, then the process will take one of the transitions indicated by the solid arrows in Fig. 3 . Since the network does not incur any reconfiguration cost, the immediate reward acquired is a function of the new DLB in the new state. If, on the other hand, the decision is to reconfigure, the transition out of state will always take the network to a balanced state with a DLB equal to . These transitions are shown in dotted lines in Fig. 3 . A reconfiguration cost is incurred in this case, making the immediate reward equal to . The new process is a discrete-space discrete-time Markov process with rewards and two alternatives per state, and we can use the policy-iteration algorithm [3] to obtain an optimal policy off-line and cache its decisions. The optimal policy decisions can then be applied to a real network environment in the following way (refer also to Fig. 2) . Consider a network with traffic matrix operating under WLA . Let be the new traffic matrix and be the WLA constructed by algorithm GLPT [1] , with and as inputs. Let also be the number of receivers that need to be retuned to obtain WLA from WLA . To determine whether the network should reconfigure to the new WLA , let be the current DLB for the network, and suppose that falls within the th interval, . By definition of the Markov process , the current network state is modeled by state of this process. If, under the optimal policy, the decision associated with this state is to reconfigure, then the network must make a transition to the new WLA ; otherwise, the network will continue operating under the current WLA .
We note that the discrete-space Markov process is an approximation of the continuous-space process , since, as discussed above, in general the DLB is a real number between zero and 1. We also note that as the number of intervals , the discrete-state process approaches the continuous-state one. Therefore, we expect that as the number of intervals increases, the accuracy of the approximation will also increase, and the decisions of the optimal policy obtained through the process will "converge." This issue will be discussed in more detail in Section V, where numerical results to be presented will show that the decisions of the optimal policy "converge" for relatively small values of . This is an important observation since the size of the state space of Markov process increases exponentially with . By using a relatively small value for , we can keep the state space of the process to a reasonable size, making it possible to apply the policy-iteration algorithm [3] .
IV. THE TRANSITION PHASE AND RETUNING STRATEGIES
In this section, we assume that a decision to reconfigure the network has been made according to the optimal policy described in the previous section, and that the new WLA has been obtained through the GLPT algorithm [1] . We are, therefore, concerned with the transition phase, during which the actual retuning of receivers that takes the network from the current WLA to the new WLA takes place. Clearly, in order to complete the reconfiguration, a number of receivers equal to must be retuned. A retuning strategy determines when, and in what sequence, these receivers are taken off-line for retuning.
While the receiver of, say, node is being retuned to a new wavelength, it cannot receive data, and thus, any packets sent to node are lost. If, on the other hand, the network nodes are aware that node is in the process of retuning its receiver, they can refrain from transmitting packets to it. In this case, packets destined to node will experience longer delays while waiting for the node to become ready for receiving again. Moreover, packets for arriving to the various transmitters during this time cannot be serviced and may cause buffer overflows. This increase in delay and/or packet loss during the transition phase is the penalty incurred for reconfiguring the network. Once all receivers have been retuned to their new wavelengths, the network has completed its reconfiguration and normal operation will resume until a new reconfiguration is required.
There is a wide range of strategies for retuning the receivers, mainly differing in the tradeoff between the length of the transition period and the portion of the network that becomes unavailable during this period (see [6] for a discussion of similar issues in multihop networks). One extreme approach would be to simultaneously retune all the receivers that are assigned new channels under . The duration of the transition phase is minimized under this approach (it becomes equal to the receiver tuning latency), but a significant fraction of the network may be unusable during this time. At the other extreme, a strategy that retunes one receiver at a time minimizes the portion of the network unavailable at any given instant during the transition phase, but it maximizes the length of this phase (which now becomes equal to the receiver tuning latency times the distance ). Between these two ends of the spectrum lie a range of strategies in which groups of two or more receivers are retuned simultaneously.
Let be the set of receivers that need to be switched to new wavelengths in order to reconfigure the network to WLA . In the most general sense, a retuning strategy is defined as a partition of into , subsets of receivers , such that time is associated with subset . Under this definition, a subset represents a group of receivers that are simultaneously taken off-line for retuning. The retuning of group starts at time and lasts for a period of time equal to the receiver retuning latency, after which the receivers in the group become operational again. Without loss of generality, we assume that . We distinguish between overlapping and nonoverlapping strategies. In the former, the retuning periods of two distinct groups of receivers are allowed to overlap, while in the latter a group does not start retuning until after group has completed its retuning. Since it does not appear that overlapping strategies offer any advantages over nonoverlapping ones (in fact, they may complicate the management of the transition phase), we only consider nonoverlapping strategies here. However, the number of partitions of the set can potentially be very large, making it impractical to study all possible nonoverlapping strategies. Hence, we restrict ourselves to the class of parameterized nonoverlapping strategies described in Fig. 4 . Specifically, a family of strategies is characterized by a specific value for parameter , which represents the maximum number of receivers in each group . When a group of receivers has completed its retuning, another group of receivers is immediately scheduled for retuning (unless there are less than receivers left to be retuned); this process is repeated until all receivers in have switched to their new wavelengths under WLA
. We note that a wide range of strategies can be obtained for the different values of . Furthermore, by varying the value of parameter , we hope to determine whether there exists a tradeoff between the number of receivers that can be scheduled to retune at the same time and the associated packet losses during the transition phase.
The steps taken by such a strategy during the transition phase are illustrated in Fig. 5 . It is assumed that a network with nodes and channels is to be reconfigured from an initial to a final WLA (as shown in the figure) and that . In this case, five receivers need to be retuned, and . In the first step, receivers 3 and 4 are taken off-line for retuning. When retuning is complete, receivers 3 and 4 become operational again, and receivers 5 and 7 are selected for retuning. Finally, receiver 9 is retuned, at which time the transition to the new WLA is complete. Thus, in this example, the transition phase takes time equal to three times the receiver retuning latency. Note that whenever , i.e., for any strategy that does not permit all receivers in to retune simultaneously, the network's WLA undergoes a series of transformations that begins with the initial WLA and ends with the new balanced WLA . The WLAs between the initial and final ones (called intermediate WLAs in Fig. 5 ) do not contain all the receivers in the network, just those that are not retuning in the current step. By using small, incremental steps during the transition phase, rather than shutting down a large part of the network to simultaneously retune all the receivers in , we hope to minimize the negative effects on network performance while at the same time keeping the length of the transition phase relatively small.
V. NUMERICAL RESULTS
We now study the reconfiguration policies and retuning strategies introduced in previous sections using both analytical and simulation techniques.
A. Optimal Reconfiguration Policies
In this section, we demonstrate the properties of the optimal policies obtained by applying the policy-iteration algorithm [3] to the Markov decision process developed in the previous section. We also show how the optimal policy is affected by the choice of reward and cost functions, and we compare the long-term reward acquired by the network when the optimal policy is employed to the reward acquired by other policies. All the results presented in this section are for the approximate Markov process with state space . In this study, we consider a near-neighbor traffic model. In other words, we make the assumption that if the network currently operates with a DLB equal to and no reconfiguration occurs, the next transition is more likely to take the network to a state with the same DLB or its two nearest neighbors and than to a DLB further away from . Specifically, we assume (4), shown at the bottom of the page. This traffic model is illustrated in Fig. 6 , which plots the conditional probability that the next DLB will be , given that the current DLB is , for intervals. The near-neighbor model captures the behavior of networks in which the traffic matrix changes slowly over time and abrupt changes in the traffic pattern have a low probability of occurring. As a result, a network that is perfectly balanced will not immediately become highly unbalanced, and vice versa. We consider a different client-server model of communication in the next section (refer to Fig. 21 ) to illustrate that our approach can be used under a wide range of traffic patterns.
Given the probabilities in (4), we let the conditional transition probability, when no reconfiguration occurs, from state to state be equal to (5) where is the probability that retunings will be required in the next reconfiguration. The probabilities were measured experimentally, by running a large number of simulations using the near-neighbor model and recording the number of retunings needed at each reconfiguration instant. We also observed that the probability that random variable takes on a particular value is independent of the DLB ; thus (5) .
We note that we need to obtain two different transition probabilities out of each state [3] , one for each of the two possible options: the do-not-reconfigure option and the reconfigure option. The above discussion explains how to obtain the transition probability matrix for the do-not-reconfigure option. The transition probability matrix for the reconfigure option is easy to determine since we know that regardless of the value of the current state, the next state will always be a balanced state, i.e., its DLB will be . The individual transition probabilities from a state to a state are then obtained by making the same assumption that the distribution of is independent of the DLB . Therefore, the transition probabilities under the reconfigure option are otherwise.
1) Convergence of the Optimal Policy: Let us first consider the following reward and cost functions: (7) where and are weights assigned to the rewards and costs. These reward and cost functions can reflect performance measures such as throughput, delay, packet loss, or the control resources involved in receiver retuning. For example, a reward function of the form may, depending on the value of parameter , capture either the throughput or average packet delay experienced while the network operates with a DLB equal to . On the other hand, using a cost that is proportional to the number of retunings (i.e., ) can account for the control requirements for retuning the receivers, or for the data loss incurred during reconfiguration. Furthermore, parameter can be chosen based on which of the retuning strategies discussed in Section IV is employed. Thus, network designers can select in a unified fashion appropriate rewards and costs to achieve the desired balance among the various performance criteria of interest.
We apply Howard's algorithm [3] to a network with nodes and wavelengths with a near-neighbor traffic model similar to the one shown in Fig. 6 . Our objective is to study the effect that the number of intervals in the range [0, 1] of possible values of DLB has on the decisions of the optimal policy. As we mentioned in Section III-B, we expect the decisions of the optimal policy to "converge" as . More formally, let be a real number such that , and let be the interval in which falls when the total number of intervals is . Also let be the decision of the optimal policy for state of Markov process when or or (4) the number of intervals is . We will say that the decisions of the optimal policy converge if
In Figs. 7-9, we plot the decisions of the optimal policy for the 20-node five-wavelength network with a near-neighbor traffic model and for three different values of ; the weights used in the functions (7) were set to and . In other words, for each value of , there exists a retuning threshold value such that the decision is to reconfigure when the number of receivers to be retuned is less than , and not to reconfigure if it is greater than . Since the optimal policy had similar behavior for all the different reward and cost functions we considered, its decisions will be plotted as a histogram similar to those in Figs. 7-9. 4 As we can see in Figs. 7-9, the decisions of the optimal policy do converge [in the sense of (8)] as increases. For instance, let us consider a DLB of one, which falls in the fourth interval when (in Fig. 7) , the sixth interval when (in Fig. 8 ), and the seventh interval when (in Fig. 9 ). In all three cases, the retuning threshold is equal to nine for these intervals; therefore, the decisions of the optimal policy for the three values of are the same. On the other hand, for a DLB of two, the retuning threshold is 14 in Fig. 7 it drops to 13 in Fig. 8 , the same as in Fig. 9 . In other words, for a DLB of two, the decisions of the optimal policy are different when than when or (in the former case, the decision is to reconfigure as long as the number of retunings is at most 14, while in the latter the decision is to reconfigure only when the number of retunings is at most 13). But the important observation is that the policy decisions do not change when the number of intervals increases from 30 to 40, indicating convergence. In fact, there are no changes in the optimal policy for values of greater than 40 (not shown here). We have observed similar behavior for a wide range of values for weights and , for 4 That the optimal policy was found to be a threshold policy (with a possibly different retuning threshold) for each value of can be explained by the fact that we only consider cost functions that are nondecreasing functions of random variable D. As a result, if the decision of the optimal policy for a state ( ; D ) is not to reconfigure, intuitively one expects the decision for state ( ; D ), where D > D , to also be not to reconfigure, since the reconfiguration cost (D ) for the latter state would be at least as large as the reconfiguration cost (D ) for the former different network sizes, and for other reward and cost functions. These results indicate that a relatively small number of intervals is sufficient for obtaining an optimal policy.
Another important observation from Figs. 7-9 is that the retuning threshold increases with the DLB values. This behavior can be explained by noting that because of the near-neighbor distribution (refer to Fig. 6 ), when the network operates at states with high DLB values, it will tend to remain at states with high DLB values. Since the reward is inversely proportional to the DLB value, the network incurs small rewards by making transitions between such states. Therefore, the optimal policy is such that the network decides to reconfigure even when there is a large number of receivers to be retuned. By doing so, the network pays a high cost, which, however, is offset by the fact that the network makes a transition to the balanced state with a low DLB, reaping a high reward. On the other hand, when the network is at states with low DLB, it also tends to remain at such states where it obtains high rewards. Therefore, the network is less inclined to incur a high reconfiguration cost, and the retuning threshold for these states is lower.
2 Figs. 10-12 , we apply Howard's algorithm to a network with nodes and wavelengths, operating under a near-neighbor model similar to the one shown in Fig. 6 . For this network we used intervals, and we varied weights and in the reward and cost functions in (7) to study their effect on the optimal policy. Specifically, we let , and we varied from 20 (in Fig. 10 ) to 35 (in Fig. 11 ) to 50 (in Fig. 12 ). We first observe that the optimal policy is again a threshold policy for each value of the DLB. However, as increases, we see that the retuning threshold associated with each DLB value also increases. This behavior of the optimal policy is in agreement with intuition since, by increasing , we increase the reward obtained by taking the network to a balanced state relative to the cost of reconfiguration, making reconfigurations more attractive. Similarly, if we keep constant and increase (a case not shown here), reconfiguring the network becomes less desirable, and thus the retuning threshold associated with each DLB value decreases. Overall, in our study, we have found that one can obtain a wide variety of policies by varying the values of weights and . It is up to the network operator to decide what values to use, and thus to make the network more or less sensitive to traffic changes (i.e., more or less likely to reconfigure).
) The Effect of Reward and Cost Functions: In
We now proceed to study the effect of different reward and cost functions. One performance measure of interest is the probability of unnecessary reconfigurations. By making and large, and letting be a slowly decreasing function as increases, minimizing the probability of unnecessary reconfigurations becomes equivalent to maximizing (3). Similarly, the objective to minimize the probability that the portion of the network that becomes unavailable due to reconfiguration is greater than a certain threshold can be achieved by letting be small, letting be large, and selecting to be a function as shown in Fig. 13 (where ). We now consider the latter cost function plotted in Fig. 13 , while the reward function is as in (7) with . In Fig. 14 , we show the decisions of the optimal policy for a network with , , and a near-neighbor traffic model when . As we can see, the retuning threshold never exceeds the value . Therefore, the network will never reconfigure when the number of retunings is greater than 30, as expected.
Another important performance objective is to minimize the probability that the network will not be able to handle the offered traffic load. This is equivalent to minimizing the probability that the DLB increases beyond a maximum value . Let be the maximum traffic load (in packets per packet transmission time) that will ever be allowed into the network. By definition of the DLB in (1), the load offered to the dominant channel when the DLB is will be 1 . Since each channel can clear at most one packet per packet time, we have that 1 . Therefore, this objective can be achieved by selecting a function, as shown in Fig. 15 (where ) and letting be small. Thus, we also obtained the optimal policy for the same network as above, but with the reward function shown in Fig. 15 ; and a cost function , with . The resulting policy is shown in Fig. 16 , where we can see that the retuning threshold is 100 for DLB values greater than 4.5. Since the maximum number of receivers that will ever need to be retuned is [1] , a retuning threshold equal to 100 means that the network will always reconfigure when the DLB becomes greater than 4.5. Thus, although the network is not prohibited from entering a state with a DLB value greater than 4.5, once doing so, in the very next transition the network will reconfigure and will enter the balanced state. Subsequently, because of the nature of the near-neighbor traffic model, the network will tend to stay at states with low DLB values. In effect, therefore, the probability that the network will be operating at states with DLB values greater than 4.5 is very small when the reward function in Fig. 15 is used.
3) Comparison to Threshold Policies:
In this section, we compare the optimal policy against three classes of thresholdbased policies.
1) DLB-threshold policies. There exists a threshold DLB value such that if the system is about to make a transition into a state , then the network will reconfigure and make a transition to a state with DLB , regardless of the reconfiguration cost involved. Otherwise, no reconfiguration occurs. This class of policies is not concerned with the reconfiguration cost incurred. Instead, it ensures that the traffic-carrying capacity of the network will never fall below the value . 2) Retuning-threshold policies. This class of policies is in a sense a "dual" of the previous one, in that decisions are based solely on the number of retunings involved in the reconfiguration, not on the DLB. Specifically, if the network is about to make a transition, then the network will reconfigure only if the number of receivers that must be retuned is less than or equal to a threshold . If , no reconfiguration takes place. This class of policies ensures that the portion of the network that becomes unavailable due to reconfiguration never exceeds . 3) Two-threshold policies. This class of policies attempts to combine the objectives of the two classes of policies above. Specifically, there are two thresholds and . If the system is about to make a transition into a state , then the network will reconfigure if . Otherwise, if
, the network will reconfigure if the number of receivers that must be retuned is less than or equal to , and it will not reconfigure if . We note that if we let (i.e., the maximum number of receiver that will ever need to be retuned [1] ), these policies reduce to the class of DLBthreshold policies. Similarly, if we let (i.e., the DLB threshold is equal to the maximum DLB value), these policies become simple retuning threshold policies. Therefore, the two-threshold policies are the most general class of policies and include the DLB-threshold and retuning-threshold policies as special cases. The DLB-threshold and the general two-threshold policies above define Markov processes that are outside the class of Markovian decision processes considered in Section III. In a Markovian decision process, there are several alternatives per state. But once an alternative has been selected for a state, then transitions from this state are always governed by the chosen alternative (refer also to Fig. 3) . In a DLB-threshold policy, on the other hand, the alternative selected does not depend on the current state, but rather on the next state. Therefore, the system may select different alternatives when at a particular state, depending on what the next state is, 5 and similarly for the two-threshold policies. Since Howard's algorithm [3] is optimal only within the class of Markovian decision processes, it is possible that these threshold policies obtain rewards higher than the optimal policy determined by the algorithm. Retuning-threshold policies, however, are such that there is a unique alternative per state, so we expect them to perform no better than the optimal policy. 6 All the results presented in this section are for a network with nodes, wavelengths, a near-neighbor traffic model, and intervals. The reward and cost functions considered are those in (7). In Fig. 17 , we compare the optimal policy obtained by Howard's algorithm [3] to a number of retuning-threshold policies. The figure plots the average long-term reward acquired by each of the policies against the retuning threshold . The horizontal line corresponds to the reward of the optimal policy, which, clearly, is independent of the retuning threshold. Each point of the second line in the figure corresponds to the reward of a retuning-threshold policy with the stated threshold value. As we can see, retuning-threshold policies obtain a reward that is significantly less than that of the optimal policy, as expected. Furthermore, the reward of retuning-threshold policies varies depending on the actual threshold used. Since the best threshold depends on system parameters such as the traffic patterns and the reward and cost functions and the associated weights, it is impossible to know the best threshold to use unless one experiments with a large number of threshold values.
In Fig. 18 , we compare the optimal policy to a DLB-threshold policy and a number of two-threshold policies. For these results, we used and as the values for the weights in the reward and cost functions, respectively, in (7) . This time, we plot the reward of each policy against the DLB threshold value; similar to Fig. 17 , the optimal policy is independent of the DLB threshold, resulting in a horizontal line in Fig. 18 . We also plot the reward of DLB-threshold policies with varying DLB thresholds and of a family of two-threshold policies. Each of the three plots of two-threshold policies corresponds to a different retuning threshold (namely, , , and ) and varying DLB thresholds. Also, recall that the DLB-threshold policy is equivalent to a two-threshold policy with a retuning threshold equal to . The most interesting observation from Fig. 18 is that, for certain values of the DLB-threshold, the DLB-threshold policy and the two-threshold policy with retuning threshold achieve a higher reward than the optimal policy obtained through Howard's algorithm. This result is possible because, as we discussed earlier, the class of two-threshold policies is more general than the class of policies for which Howard's algorithm is optimal. On the other hand, we note that the reward of the DLB-threshold policy depends strongly on the DLB threshold used and that the reward of the two-threshold policies depends on the values of both thresholds. Although within a certain range of these values the threshold policies perform better than the optimal policy, the latter outperforms the former for most threshold values. Therefore, threshold selection is of crucial importance for the threshold policies, but searching through the threshold space can be expensive. The optimal policy, however, guarantees a high overall reward and is also simpler to implement since the network does not need to look ahead to the next state to decide whether or not to reconfigure. Fig. 19 is similar to Fig. 18 in that we again compare the optimal policy against a DLB-threshold and two-threshold policies. For these experiments, however, we have used and in the reward and cost functions, respectively, of (7). As we can see, the reward of the optimal policy is strictly higher than that of threshold policies across all possible threshold values. These results demonstrate that DLB-or two-threshold policies do not always perform better than the optimal policy, and their performance depends on the system parameters and/or the reward and cost functions. Furthermore, it is not possible to know ahead of time under what circumstances the threshold policies will achieve a high reward. Equally important, if the network's operating parameters change, threshold selection must be performed anew, since, for instance, the DLB threshold that maximizes the reward of the DLB-threshold policy in Fig. 18 results in very poor performance in Fig. 19 , and vice versa.
Overall, the results presented in this section demonstrate that the optimal policy obtained through Howard's algorithm can successfully balance the two conflicting objectives, namely, the DLB and the number of retunings, and always achieves a high reward across the whole range of the network's operating parameters. We have also shown that by appropriately selecting the reward and cost functions, the optimal policy can be tailored to specific requirements set by the network designer. On the other hand, pure threshold policies, although they can sometimes achieve high reward, are less flexible, and they introduce an additional degree of complexity, namely, the problem of threshold selection.
B. Simulation Study
The objective of our simulation study is twofold. First, we want to demonstrate the benefits of dynamic reconfiguration in terms of specific performance measures such as packet delay and packet loss. Second, we want to evaluate the various retuning strategies of Section IV by studying the effect of parameter in the algorithm shown in Fig. 4 . To this end, we have developed a simulator of a WDM network that implements the reconfiguration policies and retuning strategies described earlier. In the following, we present the most important features of our simulator; for a detailed description, the reader is referred to [2] .
Each channel in the network is modeled as an OC-48 (2.48 Gb/s) link. The traffic between nodes in the network follows a client-server model of communication. Each node is either a server or a client, but the number of servers is considerably smaller than the number of clients. Each client has two types of traffic sources. The first source creates the background traffic in the network by generating packets to other client nodes; the arrival rate of this traffic is relatively low. The second source models the communication of this client with its current server, and its arrival rate is significantly higher than that of the background source. A source, regardless of its type, is implemented following the bursty source model recommended by the ATM Forum for simulating VBR-rt traffic. The packet size in the network was taken to be equal to the length of an ATM cell. The nodes access the various channels using the HiPeR-MAC protocol [11] , which in turn uses the algorithms in [10] to schedule packets for transmission.
We created variations in the traffic pattern by using the following technique. Initially, each client node is associated with one particular server. Periodically, the assignment of clients to servers is modified to reflect changes in the needs of the applications running at the client (for instance, a client may access a file server to edit a file and then a Web server to fetch a Web page). This change in client-server assignments creates a shift in the traffic pattern and may result in an unbalanced network where one or more channels carry a large fraction of the overall traffic. Network nodes accumulate traffic data for each source-destination pair over 2 ms intervals, using the in-band control packets of HiPeR- [11] . These data are used to compute the current DLB of the network and to determine whether reconfiguration is needed. As a result, successive reconfigurations are always spaced at least 2 ms apart. However, no necessary reconfigurations were ever delayed, since in our model each client-server assignment lasts for at least 20 ms. 7 We collected experimental traffic data for the client-server communication model, from which we built a conditional distribution of DLB values for intervals. This conditional distribution is plotted in Fig. 20 . As we can see, this distribution is quite different from the near-neighbor distribution of Fig. 6 . Using the reward and cost functions in (7), the optimal policy obtained by Howard's algorithm is shown in Fig. 21 . This optimal policy was used throughout this section.
For the purposes of this study, we consider a WDM network with nodes, of which seven are servers and 63 are 7 While a change in the client-server assignment is likely to create a completely new traffic pattern and lead to reconfiguration, the behavior of individual sources within a given assignment also causes (smaller) changes in the overall traffic. The accumulation of a large number of these changes may create the need for a reconfiguration within a given client-server assignment. clients. There are channels in the network with an aggregate capacity of 12.4 Gb/s. The fast tunable transmitters are assumed to take two packet times (342 ns for 53-byte packets and OC-48 speeds) to switch wavelengths. Each simulation run terminates when a total of 10 packets are successfully received by their respective destinations. In the following, we describe two sets of experiments. First, we compare the average packet delay and packet loss in networks with and without dynamic reconfiguration. Second, we compare various retuning strategies in order to determine the effect of several important parameters on network performance. 
1) Benefits of Dynamic Network Reconfiguration:
We study the performance of the network with and without reconfiguration capabilities. When no reconfiguration is allowed, the assignment of receivers to wavelengths (WLA) remains fixed throughout the simulation (a static network). In a dynamic network, reconfigurations are governed by one of two policies: the optimal MDP policy depicted in Fig. 21 or a DLB-threshold policy (see Section V-A3) with a DLB threshold equal to 0.8. For either policy, the retuning strategy in Fig. 4 with is used, i.e., all receivers needing retuning are simultaneously retuned in one step. The receiver tuning latency is assumed to be equal to 1000 packet times (i.e., three orders of magnitude greater than the transmitter latency), while the buffer capacity at each network node is fixed at 200 packets per channel.
In Fig. 22 , we plot the average packet delay for each network as a function of total network throughput. As we can see, the networks with a dynamic reconfiguration capability clearly outperform the one without such capability. As the load approaches and exceeds 50% of the total channel capacity (equal to 12.4 Gb/s), the delay in the static network increases very rapidly to nearly 800 s. On the other hand, the average packet delay in the dynamically reconfigurable networks grows much slower and remains under 100 s for the loads shown. Also, the network using the optimal reconfiguration policy achieves lower average packet delays than those of the network using the DLB-threshold policy. These results can be explained by the stability condition derived in [11] , which states that the maximum sustained traffic load is inversely proportional to the average DLB of the network. By periodically rebalancing the traffic load across the channels, reconfigurable networks maintain a significantly lower average DLB than static networks, allowing them to accommodate higher traffic loads. Furthermore, the optimal policy achieves a lower average DLB than the DLB-threshold policy, resulting in lower delays.
In Fig. 23 , we plot the percentage of packets lost in the three networks. As we can see, at low loads, the static network incurs no losses, while the reconfigurable networks do experience some packet loss. This loss is not due to buffer overflows; instead, it takes place during the transition phase due to reconfiguration. Recall that when a receiver is to be retuned, packets currently buffered for it at the various nodes are discarded since they are buffered for transmission on the wrong (old) wavelength. Thus, this loss represents the penalty incurred for having a network that is traffic-adaptive. However, at higher loads, the static network experiences quite high losses due to buffer overflows. Since the WLA is fixed in a static network, when the traffic patterns change such that one channel carries a large part of the overall traffic, buffers for this channel quickly fill up in all network nodes. Reconfigurable networks, however, periodically rebalance the traffic load, preventing unnecessary buffer overflows. As a result, at higher loads, packet losses are significantly lower than in the static network. Again, packet loss is lowest when the optimal policy is used; at the highest load in Fig. 23 , the packet loss with the optimal policy is one order of magnitude lower than the loss in the static network. Fig. 24 , which shows the maximum buffer occupancy for the various traffic loads, provides further support to these conclusions. At low loads, buffer occupancy levels for the static network are low, but at high loads maximum buffer occupancy equals the buffer capacity, indicating packet loss due to overflows. On the other hand, buffer occupancy for the reconfigurable networks is low at low loads, confirming that the losses shown in Fig. 23 are indeed due to reconfiguration. Furthermore, the maximum buffer occupancy when the optimal policy is used is quite low and never equals the buffer capacity for the range of loads shown. This fact explains the low delays in Fig. 22 and indicates that this network never loses any packets due to buffer overflows and can accommodate even higher loads. When the DLB-threshold policy is used, the maximum buffer occupancy is higher overall and equals the capacity for the highest load shown.
We conclude that under moderate-to-high traffic loads, the performance of a WDM network, in terms of both average packet delay and packet loss, would significantly benefit from having a dynamic reconfiguration capability. Furthermore, this improvement in performance is achieved with a decrease in the amount of buffer space required. These results clearly demonstrate that by adapting itself to prevailing traffic conditions, the novel RTT-STR architecture introduced in this paper can provide a cost-effective solution to building high-performance WDM networks. They also illustrate the importance of employing an optimal reconfiguration policy, since the network using the optimal policy clearly outperforms the one with the DLB-threshold policy.
2) Comparison of Retuning Strategies:
We now compare the various retuning strategies in the class shown in Fig. 4 in terms of the same performance metrics considered in the previous section, namely, average packet delay, packet loss, and maximum buffer occupancy. In our study, we only consider a reconfigurable network employing the optimal policy of Fig. 21 and operating under an offered load of 7 Gb/s (the maximum load shown in Figs. 22-24) . We have obtained results for three values of the receiver tuning latency, corresponding to 1000, 2000, and 5000 packet transmission times, in order to study the effect of this important parameter on the performance of the various retuning strategies. For the experiments presented in this section, the buffer capacity at each node was set to such a high value that there were never any buffer overflows. Therefore, all the losses shown were entirely due to the transition phase during reconfiguration.
In Figs. 25-27, we plot the average packet delay, packet loss, and maximum buffer occupancy, respectively, as a function of parameter (recall that in Fig. 4 , corresponds to the maximum number of receivers that can be simultaneously retuned in one step of the transition phase). As we can see, as the receiver tuning latency increases, all three performance measures are negatively affected. This behavior can be explained by noting that the longer it takes each receiver to retune, the longer a group of receivers will be off-line during the transition phase and the longer it will take to reconfigure the network for a given value of . While a receiver is not operational, newly arriving packets destined for it have to be buffered. Thus, for higher retuning latency values, the maximum buffer occupancy increases (Fig. 27 ) leading to higher losses (Fig. 26) as well as higher delays (Fig. 25) . We also note, however, that within the range of values for for which the best performance is observed over all three measures (i.e., ), the curves corresponding to a tuning latency of 2000 are very close to those for a latency of 1000, and even the curves for a latency of 5000 are not significantly different. Furthermore, the average packet delay, the packet loss, and the maximum buffer occupancy for a latency of 5000 and are lower than the corresponding values for a DLB-threshold policy in Figs. 22-24 . This result indicates that if an appropriate value for is used, then even very slow (and, consequently, inexpensive) tunable devices can be adequate for reaping the benefits of reconfiguration.
Finally, from the three figures, we observe that the two extreme strategies obtained for large values of (i.e., simultaneously tuning all required receivers at once) and (i.e., tuning one receiver at a time) do not perform as well as other strategies obtained for values of between one and . We can explain this result by considering each of the two extreme strategies separately. When all of the receivers are allowed to retune at the same time, the network takes the shortest possible time to reconfigure to an optimal WLA; however, during this time a large number of receivers are not operational. As a result, even though average packet delay is very low due to a short transition phase, packet losses are relatively high. When the network is only allowed to retune the receivers one at a time, the transition phase is the longest among all strategies. Consequently, the network operates under a suboptimal WLA for a long time, and performance suffers in terms of both packet delay and loss. The results in the figures indicate that strategies with medium values for (specifically, ) achieve the best overall performance.
VI. CONCLUDING REMARKS
We have conducted an in-depth study of the reconfiguration problem in traffic-adaptive WDM networks. Our objective was to investigate three open issues: how frequently to reconfigure the network, how to structure the reconfiguration phase, and how to quantify the benefits of reconfiguration to the network in terms of measurable performance parameters.
In order to address the first issue, we developed a formulation based on Markov decision process theory. Given some information regarding the traffic patterns in the network (which can be obtained empirically), the formulation allows us to apply existing algorithms (specifically, Howard's policy-iteration algorithm) to obtain (off-line) optimal dynamic reconfiguration policies. These policies can then be used during the operation of the network (on-line) to determine the instants at which reconfiguration must take place. The policies can be fine-tuned to strike the desired balance between two important but conflicting objectives: the degree of load balancing (which, if considered in isolation, would be optimized by reconfiguring any time there is a slight change in the traffic pattern) and the degree of network unavailability as captured by the number of transceiver retunings (which would be optimized by never reconfiguring the network). Our formulation provides two distinct tools for fine-tuning the policies: the cost functions (which can be selected to reflect specific performance measures) and the weights applied to each objective.
For the second issue, we presented a class of parameterized retuning strategies for carrying out the reconfiguration phase. Under these strategies, the transceivers to be retuned are grouped into sets, and the transceivers in each set are simultaneously taken off-line for retuning. Using simulation, we explored the tradeoffs between the length of the reconfiguration phase (which would be kept short if all transceivers were grouped in a single set) and the portion of network resources that become unavailable at any given time (which would be optimized if each set consists of a single transceiver). While the relative performance of the strategies is affected by the transceiver tuning latency, our results demonstrate that neither of the two extreme strategies is optimal. Our findings indicate that the strategies with the best overall performance are those that are in the middle of the spectrum between the two extremes.
Finally, using simulation, we have quantified the benefits of reconfiguration in terms of important performance measures such as average packet delay and packet loss. Specifically, we have observed that at moderate-to-high traffic loads, a network that employs our optimal reconfiguration policies significantly outperforms static networks (no reconfiguration) or networks that apply simple threshold-based reconfiguration policies.
Overall, our work demonstrates that by employing slowly tunable devices, it is possible to build traffic-adaptive high-performance multiwavelength networks cost-effectively. While in this paper we have not considered the effect of equipment failures or signal impairments, reconfiguration can also be invoked as a tool to recover from anomalous conditions. The issue of developing reconfiguration policies for recovery from failures/impairments is a topic of future research.
