Lowering the noise level of short pulse lasers has been a long-standing effort for decades. Modeling the noise performance plays a crucial role in isolating the noise sources and reducing them. Modeling to date has either used analytical or semi-analytical implementation of dynamical methods or Monte Carlo simulations. The former approach is too simplified to accurately assess the noise performance in real laser systems, while the latter approach is too computationally slow to optimize the performance as parameters vary over a wide range.
Introduction
The search for robust, low-noise short-pulse laser sources has attracted significant attention during the last two decades [1, 2, 3, 4, 5] . These sources have applications to basic physics, astrophysics, environmental sciences, medicine, metrology, and many other fields [6, 7, 8, 9] . The most challenging design problems for any resonator-and particularly for short pulse lasers-usually include:
(1) finding a region in the laser's adjustable parameter space where the laser operates stably, (2) optimizing the pulse profile within that region, and (3) lowering the noise levels. Typical design objectives include optimizing the pulse profiles-such as increasing the pulse energy and decreasing the pulse durationand lowering noise sources, which might include relative intensity noise (RIN), frequency drift, and the pulse timing and phase jitter [10, 11, 12] . Adjustable parameters will typically include the cavity length, the pump power, and the amplifier gain, which may be a function of not only the pump power, but also of the pump wavelength, the material, and the geometry of the gain media [13] .
In this paper, we focus on short-pulse lasers, and more particularly on passively modelocked lasers, which are the short-pulse lasers that produce the shortest pulses. However, the computational method that we describe here can be applied to any resonator that can be mathematically modeled at the lowest order by the nonlinear Schrödinger equation, including microresonators [14] .
The Haus modelocking equation (HME) is the simplest and most widely-used model for passively modelocked lasers [1, 2, 15] . It may be written
where u(t, T ) is the complex field envelope, t is the fast retarded time, T is the slow time of propagation normalized to the round trip time T R , φ is the phase rotation per unit length per round trip, t s is the shift in t of the pulse centroid t c = t |u| 2 dt / |u| 2 dt per round trip, l is the linear loss coefficient, g(|u|)
is the saturated gain, β is the group velocity dispersion coefficient, γ is the ii Kerr coefficient, ω g is the gain bandwidth, f sa (u) is the saturable absorption, and s(t, T ) is the noise source. Here, we are effectively assuming a parabolic gain model whose peak may have an offset with respect to the central frequency ω off and has a gain bandwidth ω g , It is common in studies of the HME to set φ = 0 [1, 16, 17, 18, 19] , in which case the phase of the pulse solution rotates at a constant rate as a function of T . In computational work, it is more useful to ensure that the solution is stationary, in which case φ = 0.
In the HME, it is assumed that the gain response of the medium is much longer than the round trip time T R , in which case the saturable gain becomes
where g 0 is the unsaturated gain, P av (|u|) is the average power, and P sat is the saturation power. We may write P av (|u|) =
|u(t, T )| 2 dt/T R . In the HME, the saturable absorption is fast, i.e., the response to the incoming pulse is instantaneous, so that
where δ is the fast saturable absorption coefficient.
When the noise term s(t, T ) is neglected in Eq.
(1), and we assume that the parameters satisfy the special relations
then we find that Eq. (1) has the stationary solution [1] ,
iii where A 0 > 0 determines both the amplitude and the duration of the stationary pulse, while t 0 and θ 0 are the initial pulse centroid in t and the initial optical phase. Given the special choice of parameters in Eq. (4), soliton perturbation theory [20] can be applied to the HME to determine the stability of the stationary solution [10, 19, 21, 22] . In addition, with the same parameter choice, the HME can be reduced to two pairs of Gordon processes that describe the propagation dynamics of the pulse energy, phase, frequency, and central time, from which the phase jitter, timing jitter, frequency jitter, and energy fluctuation can be calculated analytically [10, 23] . These analytical results have been widely used to estimate the noise performance of passively modelocked laser systems.
There are two difficulties with this approach. The first is that the expression for f sa (u) in Eq. (3) is too simple to be realistic, and it predicts that the pulse solution is only stable in a small region in the parameter space, which is contrary to experimental results [19, 24, 25] . More complex models that predict larger regions of stability and that better match the experiments have been studied [26, 27, 28, 29, 30, 31, 32, 33] . However, with the exception of the work in [33] , all this work relies on solving Eq. (1) using evolutionary methods, which can be computationally inefficient and can lead to ambiguous results. Second, even given the expression for f sa (u), there is no reason to expect that the special parameter relation in Eq. (4) is valid. In fact, short-pulse lasers vary widelyusing different types of gain media, saturable absorbers, and cavity designs.
There is a need for computational tools that are sufficiently powerful to be able to cope with the broad range of short-pulse laser designs.
Typical theoretical studies solve the evolution equations starting from computational noise or some other initial conditions and allow the solution to evolve until it either settles down to a stationary or periodically-stationary state or fails to settle down after a long evolution time [34, 35] . This approach can be ambiguous, since it is often not clear how long it is necessary to wait for a pulse to settle down, and the computation time required to evolve to steady state approaches infinity in principle when the system parameters approach a stability iv boundary. In prior work, we developed boundary tracking algorithms that are based on dynamical systems theory. These algorithms are a set of computational methods that allow one to rapidly obtain the pulse profile and determine the regions of stable operation in a large parameter space [33, 36] . We previously referred these methods as "spectral methods" in [37] . Here, we use the name "dynamical methods" to avoid possible confusion when evaluating the Fourier spectrum using this method.
Despite the importance of characterizing the noise in short-pulse lasers, there have been relatively few computational studies of their noise performance. The computational studies that have been carried out use Monte Carlo simulations in which the evolution equations are repeatedly solved with different noise realizations [23, 38, 39, 40] . Convergence of this procedure is slow, and it is too computationally intensive to be used for systematic optimization.
In this paper, we extend the work in [37] to study the noise performance of short-pulse lasers using dynamical methods. Here, for the first time, we describe in detail the computational procedure and quantitatively compare the computational performance of our dynamical method to Monte Carlo simulations.
The remainder of this article is organized as follows. We present a general description of the system equations and the dynamical method in Sec. 2. We present our computational efficiency tests in Sec. 3. We conclude this article in Sec. 4.
The Dynamical Method
In this section, we describe the framework of the dynamical method.
In the laser systems that we are considering, the evolution of the pulse envelope can be described by a nonlinear equation that has the form
whereF (u, u * ) is a nonlinear function of the wave envelope u and its complex conjugate u * . In nearly all cases, the variable u * appears with one power less v than u in each term of F . That is the case for Eq. (1) as well as for the models of fast saturable absorption that were considered in [33] . It is also implicitly the case for the model of a slow saturable absorber-such as a semiconductor saturable absorbing mirror (SESAM)-that we will consider. In this model, we
in Eq. (1), where ρ denotes the saturable loss coefficient, and n(t, T ) is the fraction of the population in the lower level of a two-level system and is given by the solution of the equation
where T A and w A denote the response time and the saturation energy of the absorber.
We assume here that a stationary solution to Eq. (6) in the absence of noise u 0 (t) has been found. We previously described computational procedures that allow us to rapidly find stationary solutions as system parameters vary and determine their stability [36] . To determine the stability, it is necessary to consider an extended system. Writing the complex conjugate equation of Eq. (6) as ∂u * /∂T = F * , we may write the linearized equation
where
We see that if ∆ū = ∆u * at any time T , then ∆ū = ∆u * at all times T .
We next consider the spectrum of the operator L that is given by solving the vi eigenvalue equation
If any eigenvalue has a positive real part, then the system is unstable.
In any practical laser system, the noise s(t, T ) is a small perturbation. Indeed, it is typically so small that it is necessary to artificially increase it in order to obtain reliable results from Monte Carlo simulations [27] . The essence of our method is that the amplitudes of the spectral components-the solutions to Eq. (11)-obey simple Langevin equations that can be solved for all times T . The means and variances of these amplitudes can then easily be found. After expanding the statistical quantities of interest such as the phase jitter, the timing jitter, and the energy fluctuation as a linear sum of these amplitudes, we obtain the means and variances of these statistical quantities.
Descretization
When we descretize the time domain t for computation, we use an evenly spaced grid of N points in t, whose spacing we denote as ∆t, where ∆t = T w /N and T w is the duration of the computational time window.
Issues related to choosing ∆t and N as well as discretizing the operator L to ensure the accuracy of the solution have been discussed in [36] . Here, in order to ensure reasonable accuracy, we choose T w so that it is approximately 100 times the duration of the modelocked pulse, and we choose N ≥ 1024. We always choose T w and N sufficiently large so that the visible impact on any plotted result is negligible.
In analytical studies of the stability and noise performance of passively modelocked lasers, it is usual to choose an infinite domain in the fast time t, in which case the spectrum of L has both continuous components (essential spectrum) as well as discrete components (point spectrum) [20, 36, 41] . In real-world lasers, the actual domain is periodic in the round trip time T R , and in computational work, it is usual to study a time domain T w that is small compared to T R , so vii that T w T R . As a consequence, the computational problem only has a point spectrum.
Once the system has been discretized, both ∆u(t) and ∆ū(t) become Ndimensional vectors in which ∆u l = u(t l ) and ∆ū l =ū(t l ), l = 1, 2, · · · , N . The vector ∆u in Eq. (9) becomes a 2N -dimensional vector ∆u in which the first N elements correspond to ∆u l , l = 1, 2, · · · , N and the last N elements correspond
where T denotes the transpose. The operator L becomes a 2N × 2N matrix [36] .
Spectral Decomposition
We will denote a set of independent eigenvectors as e j = [e j ,ē j ] T , where
T denotes the transpose and e jl = e j (t l ) andē jl =ē j (t l ), so that each eigenvector e j is a 2N -dimensional vector. In all the laser problems that we have considered, the set of eigenvectors e j is complete, i.e., there are 2N independent eigenvectors, which span the 2N -dimensional complex vector space upon which L operates [42] , so that we may decompose any ∆u as
where the c j are complex constants. We find that if λ j is an eigenvalue, then so is λ j = λ * j and if e j = [e j ,ē j ] T , then the eigenvector corresponding to λ j = λ * j is given by e j = [ē * j , e * j ] T [37] . In generalē j = e * j . However, when λ j is real, then we findē j = e * j . In order to find the c j , given ∆u, we must define an inner product. For any two given vectors p and q in the 2N -dimensional space, the natural inner product becomes
where p H is a 2N -dimensional row vector whose elements are complex conjugates of the vector p.
viii We will denote the dual eigenvectors of the matrix L asê j . These are equal to the eigenvectors of L † , the complex conjugate transpose of L. The dual eigenvectors are normalized so that
where δ jk is the Krönecker delta-function. We now find that
Since L = L † , so that L is not self-adjoint, it is NOT generally the case that e H jê k ∆t = δ jk .
Noise Evolution
In this paper, we will consider white noise sources for which
where · denotes the emsemble average, and D is the diffusion coefficient. We
More complex noise source can be built up using Eq. (16) as a starting point [43] . After discretization in t,
Eq. (16) becomes
where s l = s(t l ), and the 2N -dimensional vector s becomes s = [s,s] T , wherē s l = s * l . After discretization, we can write the 2N -dimensional vector s at any slow time T as
so that s j (T ) =ê H j s(T ). We now find
where we note
In the presence of noise, we find that the amplitudes of the spectral components of ∆u that are defined in Eq. (12) evolve according to the simple Langevin
where we note that Re(λ j ) ≤ 0 in order for the modelocked pulse to be stable.
Since we start from a stationary solution, we now have c j (T = 0) = 0.
The covariances, which can be obtained by integrating Eq. (20) using the method of stochastic differential equations [44] , become
where we assume that the covariances are zero at T = 0. In the special case
In the long-time limit as T → ∞, Eq. (21) becomes
The corresponding two-time correlation function as T → ∞ is giving by [44] 
where Θ(τ ) is the Heaviside step function that equals zero when τ < 0, 1/2 when τ = 0, and 1 when τ > 0. The corresponding power spectral density is given by the Fourier transform of R jk (τ ),
Using Eqs. (21)- (23), it is possible to compute quantities of statistical interest such as the timing jitter and the phase jitter. Using Eqs. (24) and (25) it is then possible to calculate the power spectral densities of these quantities. 
Noise Impact on Statistical Quantities of Interest
Given a statistical of interest, ∆x(T ), we begin by writing it as an inner product of an appropriate vector h x and the perturbation ∆u(T ),
Some examples follow:
Energy jitter ∆w(T ):
The energy jitter is given by
which becomes after discretization
Frequency jitter ∆f c (T ) [45]:
We can calculate the change in the central frequency as
which after discretization becomes
T , where D t is a first-order differentiation matrix, which we obtain by using the Fourier transform to compute u 0 in the frequency domain, multiplying by the frequency, and then computing the inverse Fourier transform [46] . The central time of a modelocked pulse is given by
From the timing jitter, we can define a phase jitter,
which corresponds to the phase jitter that is observed at radio frequencies after an optical signal is detected in a photodetector. In most experimental work, this quantity is simply referred to as the phase jitter. Paschotta [27] refers to it as the timing phase jitter to avoid confusion with the optical phase jitter, and we will do the same.
In general, for any vector h x , we can write
and combined with Eq. (26), the corresponding statistical quantity can be written as
where the h xj can be derived using
Following Eqs. (25) and (34), we can now calculate the power spectral density of ∆x(T ),
xii in which we require h xl = 0 when λ l = 0.
Defining δc j = dc j /dT , we have
which approximates the change in ∆x(T ) from one round trip to the next, since all statistical quantities of interest change slowly compared to the repetition time. The power spectral density of δx(T ) becomes
The formalism in Eqs. (36) and (38) includes the contribution of the eigenvectors that correspond to the continuous spectrum, whose effects were neglected in [47] .
Noise Level Evaluation and Computational Efficiency Tests
Here, we compare the results of the Haus-Mecozzi method [10] , the Monte Carlo method [23] , and the dynamical method that we have described in Sec. 2.
The statistical quantities that we will study are the energy jitter ∆w(T ) = w(T ) − w 0 , the frequency jitter ∆f c (T ) = f c (T ) − f 0 , and the timing phase jitter ∆t c = t c (T ) − t c0 , where w 0 , f 0 , and t c0 are the unperturbed energy, central frequency, and the central time of the modelocked pulse. We first give a brief review of the three methods that we will compare. We then apply all three methods to the widely-used Haus modelocking equation (HME) and an averaged model of a SESAM fiber laser [48] . We show that the dynamical method provides significantly better agreement with the Monte Carlo method than does the Haus-Mecozzi method. We further show that the dynamical method is several orders of magnitude more computationally efficient than the Monte Carlo method, where our metrics are the computational time and the memory (RAM) and storage usage.
Calculation Methods
We first review the three methods we use to calculate the noise impact on the statistical quantities of interest. These are: (1) the Haus Mecozzi method, which xiii is analytical, (2) the Monte Carlo simulation method, which repeatedly solves the evolution equations with different noise realizations, and (3) the dynamical methods that we described in Sec. 2.
The Haus-Mecozzi Method
The Haus modelocking equation (HME) is the simplest and most widely used model for modelocked laser systems. We have presented the HME in Eqs. (1) 
where the growth/decay coefficients are all real quantities,
and for which g 1 = g 2 sat /(g 0 P sat T R ), g sat = g(|u 0 (t)|), and w 0 = 2A 2 0 τ 0 is the energy of the modelocked pulse. The diffusion coefficients are defined as xiv
where D is defined in Eqs. (16) and (17) . These four quantities ∆w, ∆θ, ∆f c , and ∆t c correspond to the magnitudes of the four discrete eigenmodes in the spectrum of the linearized Haus-Mecozzi model [10] . We note that ∆θ corresponds to the optical phase jitter, which is rarely measured.
The stochastic differential equations in Eq. (39) can be solved analytically.
The variances of ∆w(T ), ∆f c (T ), and ∆t c (T ) become
which indicates that the variances of energy and the frequency will remain constrained as T → ∞, while the variance of the central time is unbounded. In experiments, the timing phase jitter is defined by the central time drift between two consecutive round trips [27] , which we approximate as δt c = d∆t c /dT .
The Langevin equations that we introduced in Eq. (20) and the variances of the statistical quantities that we introduced in Eq. (23) effectively generalize
Eqs. (39) and (42) to any modelocked pulse waveform and any governing equation that has the form of Eq. (6). The power spectral densities for ∆w, ∆f c , and ∆ψ [10, 27] are
(43) xv
The Monte Carlo Simulation Method
For a given set of parameters, we carry out a large number of Monte Carlo simulation runs with independent noise realizations. In each simulation run, we solve the laser evolution equation, Eq. (1), using a variant of the split-step method [49] . We use the local error to adjust the propagation step sizes [50] .
We use N mc to denote the number of simulation runs, and we use N R to denote the number of round trips in each run. For a given statistical quantity ∆x(T ), we obtain a time series ∆x[k] = ∆x(kT R ), k = 1, 2, · · · , N R .
We finally evaluate the power spectrum of a given time series ∆x[k] using the discrete-time Fourier transform and the ensemble average over all the runs,
where in this study we set N mc = 600, and N R = 12000.
The Dynamical Method
In Sec. 2, we have described the derivation and the implementation of the dynamical method.
Application to Modelocked Systems
We now compare the three different methods that we summarized in Sec. 3.1.
In Secs. 2 and 3.1.1, we formulated the dynamical method and the Haus-Mecozzi method in terms of the normalized frequency. In order to plot the noise spectrum in terms of the physical frequency f phys , we substitute
The Haus Modelocking Equation
We first perform a comparison of the computational efficiency of these three methods with the HME [10] , given in Eqs. (1)- (5), and setting Table 1 : The parameters we use to evaluate the noise levels. These parameters are the same as in [27] .
We propagate the laser system for 15000 round trips and we observe that In Fig. 2 we show the power spectral densities that we obtain. All spectra are single-sided spectra [27] . In Fig. 2(a) we plot the energy noise as 10 log 10 S w (f )/w 2 0 . the frequency noise as 10 log 10 S fc (f )/ν 2 0 , and the phase noise as 10 log 10 [S ψ (f )] which is consistent with Fig. 1 in [27] . For all three power spectral densities, the agreements of the three methods is excellent.
In Fig. 2 , we plot the spectrum from 1 Hz to 10 resolution. The dynamical method can also be used at any frequency resolution.
When evaluating the noise spectrum in the Monte Carlo method, we assign N mc = 600 and N R = 12000, which enables us to show the frequency range from about 8 kHz to 50 kHz. Any increase in the frequency resolution greatly 230 increases the computational load when using the Monte Carlo method, which imposes a practical limit on the frequency resolution that can be obtained.
The time and memory cost performances of the Monte Carlo method and the dynamical method are summarized in Table 2 . We achieve a good agreement with the Haus-Mecozzi and the dynamical methods when we use the Monte resolution. The dynamical method can also be used at any frequency resolution.
When evaluating the noise spectrum in the Monte Carlo method, we assign N mc = 600 and N R = 12000, which enables us to show the frequency range from about 8 kHz to 50 kHz. Any increase in the frequency resolution greatly increases the computational load when using the Monte Carlo method, which imposes a practical limit on the frequency resolution that can be obtained.
The time and memory cost performances of the Monte Carlo method and the dynamical method are summarized in Table 2 . We achieve a good agreement with the Haus-Mecozzi and the dynamical methods when we use the Monte lytical predictions and thus can easily cover any frequency resolution. The spectral methods can also cover a equally fine frequency resolution due to its compact form. When evaluating the noise spectrum in Monte Carlo approach, we assign N mc = 600 and N R = 12000, which enables us to show the frequency range from about 8 kHz to 50 kHz. Any increment of frequency resolution will greatly increase the computational load when using the Monte Carlo approach, which might poses a limit of its usage due to limited computational resources. We can see a more detailed comparison by performing a computational efficiency study.
The time and memory cost performance is summarized in Table. 3. We achieve a good agreement with the other two approaches using Monte Carlo method with 600 runs. The total CPU time cost is about (784 × 6 = 4704) sec, which is about 1 hour and 18 min. The memory usage per core (2870/6 ≈ 478) MB, which is less than the case of a single run 19 Figure 2 : The noise spectra of (a) the energy jitter, (b) the frequency jitter, and (c) the timing phase jitter that we obtain from the Monte Carlo, Haus-Mecozzi, and dynamical methods.
The agreement is excellent and the results in (c) agree with Fig. 1 in [27] .
Carlo method with 600 simulations. The total CPU time cost is about (784×6 = 4704) sec, which is about 1 hour and 18 min. The memory usage per core (2870/6 ≈ 478) MB, which is less than that for a single run (535 MB) because the overhead of parallel computing is spread when more nodes are used. More memory might be required if a finer discretization of u(t, T ) in both t and T is needed. The storage usage is low (less than 1 GB) in the Monte Carlo simulations since we only save the pulse parameters, f c , w, and t c , instead of xix saving the pulse profile for each iteration.
The dynamical method has a far greater computational efficiency than does the Monte Carlo method. The dynamical method is able to cover a larger frequency range than does the Monte Carlo method in less than 3 sec of computational time. In the example shown here, we calculated 80 frequencies from 1 Hz to 80 Hz. The dynamical method uses more memory in a single core than does the Monte Carlo method, but the total memory use is still less than 1 GB.
The SESAM Laser
Next, we consider a case when there is no known analytical solution. Here, we model a laser with a semiconductor saturable absorption mirror (SESAM), in which saturable absorber responds slowly compared to the time duration of the modelocked pulse [22] Typical time scales are picoseconds for the response time of the SESAM and 100-200 femtoseconds for the pulse duration, as we show in Table 3 [51] . The central wavelength of the output pulse is 1564 nm.
The system can be described using Eqs. (1), (2), (7), (8) and (46).
In Fig. 3 , we show the evolution of the variances of ∆w, ∆f c , and ∆t c . To compute the variances using the Haus-Mecozzi method, we use the stationary pulse parameters that we obtained computationally by propagating the evolution equations. We see that the Haus-Mecozzi method provides a good predic- signal of the laser is recorded once per round trip, which sets an upper limit equal to the Nyquist frequency, which equals 1/(2T R ) = 150 MHz. However, our noise source is wide-band. As a result, noise with frequencies higher than 150 MHz will leak into our evaluation band and cause the evaluated noise level to rise. The Monte Carlo results will converge to the noise level that is obtained 285 using the dynamical method when we record more times during one round trip, which increases the memory and post-processing load.
We again carry out a computational efficiency test, and we show the results in Table 4 . Here, the Monte Carlo experiments are carried out using Matlab R xxii order to calculate the discrete-time Fourier transform, as in Eq. (44), the output signal of the laser is recorded once per round trip, which sets an upper limit equal to the Nyquist frequency, which equals 1/(2T R ) = 150 MHz. However, our noise source is wide-band. As a result, noise with frequencies higher than 150 MHz will leak into our evaluation band and cause the evaluated noise level to rise. The Monte Carlo results will converge to the noise level that is obtained using the dynamical method when we record more times during one round trip, which increases the memory and post-processing load. We again carry out a computational efficiency test, and we show the results in Table 4 . Here, the Monte Carlo experiments are carried out using Matlab R and 512 cores on a cluster [53] . The CPUs are all quad-core Intel Nehalem X5560 processors (2. computing cores. Each simulation takes more than 300 MB on each computing core, and we saved 1.7 MB of data on the hard drive.
By comparison, the dynamical method is carried out on the same desk work- 
Conclusions
Over the last three decades, short-pulse lasers-and more particularly passively modelocked lasers-have been the subject of continued experimental interest. Robust and low-noise passively modelocked lasers are the key component in frequency combs. As passively modelocked lasers have become more complex, the Haus-Mecozzi method has become increasingly inadequate to analyze the noise performance of these lasers. As one example, we studied a SESAM fiber laser and showed that this method greatly underestimates the noise level. By contrast, Monte Carlo simulations can yield accurate results, and this method is intuitive and easy to implement. However, it requires large computing resources, which makes its use for parameter optimization difficult.
xxiv Based on dynamical systems theory, we have developed a dynamical method that makes it possible to calculate the noise levels accurately and rapidly. As we have shown in our examples, it is as accurate as Monte Carlo simulations, and is about three orders of magnitude faster computationally in our examples, while requiring less memory and storage. Therefore, this dynamical method is a powerful tool that can play a useful role in optimizing the design of short-pulse lasers.
Appendix: Numerical Implementation
When using modern-day scripting languages such as Matlab R and Python, it is more computationally efficient to carry out calculations using matrix operations. Here, we describe how to construct Eq. (36) using matrix operations.
We have discussed the computational discretization in Sec. 4 in [36] . We use N to denote the number of points in the computational time window T w ; we use j to denote the row indices; and we use k to denote the column indices.
We begin by introducing the eigenvalue matrices E andÊ,
