Abstract The central paradigm of today's successful Internet is to keep the network core simple and move complexity towards the network end points. Unfortunately, this very paradigm limits network management and control capabilities, and creates opportunities for attacks such as worms, viruses, and spam that often seriously disrupt and degrade Internet and user performance. The thrust of this paper is that such problems cannot be effectively solved unless a paradigm shift is adopted. Towards a more secure and manageable Internet, we propose "virtualization" of the Internet, by carefully balancing its scalability and programmability properties. Our objective is to provide a programmable virtual Internet to users and to let them manage, control, and optimize it based on their individual needs.
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1-4244-0425-8/06/$20.00 ©2006 IEEE the spam packets have already wasted network resources (spam accounts for 60% of Internet traffic by some accounts). Our proposed paradigm would allow a user to create, use, and manage virtualfirewalls that are close to the origin of the packets. Virtual firewalls would require programmability at remote network entities that are owned and controlled by other enterprises. For example, a virtual firewall capability can be supported by a router enhanced by a Vf i rewa 11 () daemon, which is simply a process that monitors a predefined port. It may receive requests from users all over the network to maintain a virtual firewall. User requests may come in the form of executable programs that carry proofs of correctness. Similarly, virtualization can enable a user to define his/her own spam filter, and transfer an executable program with its proof to an edge router that is near the origin of the spam traffic. The proof must not only ensure that the program is executed on behalf of a legitimate and authorized user, but also that it does only what it is specified to do (i.e., spam filtering for that particular host in this example).
In both examples, virtualization distributes some of the functions at the client side to the source or server side by delegating these functions to edge routers. A natural outcome of this paradigm shift is the service agreement made between the client and the edge router at the server side. As a result, a remote edge router may charge a fee for maintaining a virtual firewall or spam filtering for a client, and thus can be held accountable.
Executing end-user programs at network entities must be both secure and scalable. Central to this approach towards programmability, therefore, is the development of verification technology. Within this technology, a programmable router states a safety policy that each individual program must conform to. Intuitively, the safety policy is a contract between the end user (also referred as the client) and the programmable router (also referred as the server) that specifies certain security and scalability constraints. Each client program must conform to these security and scalability constraints. We address the scalability problem that arises when multiple clients may program a server by limiting programmability. Programmability is also inherently constrained in our model as we allow only the edge routers to be programmed.
The primary challenge discussed in this paper is the development of technology that will verify that each client program conforms to the safety policy. We propose to utilize proofcarrying code (PCC) [15] , [32] , [31] which has important advantages over related verification techniques (e.g., static analysis, model checking, interpretation). With PCC, the client program to be executed comes with a proof generated by the client, and the server need only check this proof. Thus, the majority of work on verification lies with the code-producing client rather than with the server, which is important to ensure scalability at the router. We need to advance the current state in PCC especially with respect to scalability by building and exploiting a library of proofs of general lemmas, thereby permitting relatively compact proofs to be constructed and transmitted along with new code being delivered to network nodes. The following key research problems are discussed in this paper: . Programmability. The first major research problem is to specify how the client can program the server. We explore the development of a library of packet manipulation routines to be used as building blocks of the client programs. We also discuss a simple yet expressive language that will allow the composition of these routines into client programs. * Verification Technology. With PCC, the first goal is to define a safety policy that will specify appropriate security and scalability constraints on client programs. The second goal is to generate compact proofs that can be efficiently transmitted, and to provide efficient checking. . Client-server Protocols and Scheduling. Another major issue is how to control multiple clients that attempt to execute code on a single server. We examine secure protocols that will allow the client to transmit the program, the proof, and a payment for execution. We also discuss the scheduling algorithm at the server side. * Execution Environment. It is important to build an efficient kernel at the server that will efficiently execute programs built on top of the library routines. We also discuss how to constrain programmability: clearly, it is infeasible to allow the entire set of possible clients to program the router simultaneously. . Emulation Technology. Emulation is an attractive prototyping and evaluation platform for our ideas. Router performance must be studied under different loads, in addition to robustness under threats, placement and partial deployment of programmable routers, and potential gains for applications.
The remainder of this paper is organized as follows. Section II gives an overview of our architecture and the research challenges associated with it. Section III discusses how to prototype and evaluate the architecture. Section IV summarizes related work. Finally, Section V gives brief concluding remarks.
II. TOWARDS A VIRTUAL INTERNET
An overview ofthe architecture of the virtual internet is given in Figure 1 . To ensure scalability, we consider programmability at the edge routers only; in the future, we plan to investigate how to extend the technology to provide programmability at the network core routers as well. Consider the Virtual Internet (Vlnet) Client Module at the end user (referred to as client). The Middleware Vlnet System is an application-layer system that provides the interface to the programmable network and the view to the library routines that perform packet manipulation (these routines are described in detail in Section II-A). Generally, the user will be able to specify certain parameters in a user-friendly environment and the system will generate the appropriate program. For example, for a virtual firewall, the user will specify the IP-address(es) to be filtered out and some information to help identify the edge router that will perform the filtering. Similarly, for a virtual spam filter, she/he will specify the words that determine a high spam score and the edge router close to the source of the spam that must perform the filtering.
The Middleware Vlnet System will be responsible for (1) obtaining the Safety Policy of the edge router, (2) generating the executable P, in bytecode form, (3) generating the proof Pr(P) that the bytecode conforms to the Safety Policy of the server (this is done by the Proof Compiler in Figure 1 ), and (4) uploading the program P and the proof Pr(P) at the server through a secure connection which also includes a payment. Note that the Middleware should be able to generate programs based on userspecified parameters, but it should also allow experienced users to write entire programs as well as to edit generated programs.
Consider the Virtual Internet (Vlnet) Server Module in Figure 1 . At the edge router there is a Scheduler unit which controls the incoming programs. If a program P is successfully scheduled for execution, the Proof Checker checks the proof Pr(P) against its Safety Policy. If successful, i.e., the program conforms to the constraints specified in the Safety Policy, the server optimizes the code and executes it using the efficient implementation of the packet manipulation procedures.
This architecture assumes that PCC is used to perform verification. If we employ static analysis, the entire burden of verification lays with the server. The Proof Compiler will be dropped from the Vlnet Client Module, and the Proof will be dropped from the transferable bytecode. At the Vlnet Server Module, the Proof Checker will be substituted with a Static Analyzer that will verify the conformance ofthe bytecode with the Safety Policy.
A. Programmability
Programmability is based on a library of packet manipulation routines accessible to the user at the client side. The user will build programs using these packet manipulation routines; the programs will be network-centric rather than computationcentric that is, they will perform mainly packet manipulation and minimal computation. The This code is self-explanatory. First, the client declares the desired lifetime of the program how long should it run at the server (later the lifetime will be used to determine the cost of the program). Subsequently, the client identified by THIS IP requests that all packets from SrcIP are dropped. The program and the proof that will be generated at the client VI Module would verify that the program manipulates only packets addressed to THISIP. When the client uploads the code at the router, the router must verify the authenticity of THIS IP and check the proof against THIS AIP. Another example is a simplified virtual spam filter which filters out strings Wordl and Word2: Our final example using the procedures in Table I is a multicasting program to be executed on behalf of an edge router which is to receive a bandwidth consuming broadcast from BroadcastIP: LIFETIME= This simplified example first extracts the packets coming from the broadcast IP, then extracts the destinations ofthe multicast in Destinations, and the content into Content. Subsequently, the set of destinations is sent to the edge router by generating the new packets that contain these destinations. The content is sent only once in the newly generated set of packets while the old Broadcast packets are discarded.
Another application is to defend against the spread of infectious software such as Internet worms. The impact of such malicious software depends on the spreading rate which must be above the epidemic threshold. Virtualization can be used to build distributed firewalls upon detecting a worm spread within a domain. This can be done by deploying both client and server modules at BGP routers and running the firewall programs at the server side as explained above.
B. Verification Technology
The role of the verification technology is to ensure that a program executed at the server is secure and scalable. Therefore, we have to formally specify security and scalability constraints; informally, this is a contract between the client and the server: each client program must conform to these constraints in order to be executed at the server.
Safety Policy. The safety policy specifies the security and scalability constraints. An intuitive security constraint is to restrict a client, identified by its IP address, into programming only its own traffic. Let us denote the client IP by THIS IP. The proof compiled and attached to the program will verify that the program attempts to manipulate only packets with destination THISIP. When the program and the proof are uploaded, the server verifies the authenticity of THIS IP, and the Proof Checker checks the proof against THIS IP. We informally state part of this safety policy: A client identified by THISIP can discard only packets with destination IP equal to THISIP A formal specification of this safety policy using the denotational proof language of the Athena proof system (www. cag. csail mit . edu/ kostas/dpls/athena/) is given in Figure 2 (the specification is syntactically sugared for readability).
We can extend the safety constraints specified in the above policy to allow one edge router to act as the client and program another edge router to act as the server. The safety policy would state that the client may discard, group and scan only packets with destinations within its own subnet. Additionally, an end user or an edge router may generate packets only to its own IP. We have actually specified this extension in Athena but for brevity have omitted it from Figure 2 .
So far, we have only considered security constraints. A major research challenge is to identify the relevant scalability constraints, and to specify them within the safety policy. We can address the issue of scalability by assigning complexities to each packet manipulation routine. The complexities reflect the cost of an individual routine in terms of server resources (e.g., processor and memory). For example, DISCARD will be relatively inexpensive, while CONTAINS-STRING and GROUP3BYCONTENT will be relatively expensive as they require the server to store a window of packets and perform operations on them. Based on these, the complexity ofthe entire program P, denoted by Complexity (P) will be computed by adding the complexities of the individual routines while appropriately accounting for control-flow constructs (e.g., IF-THEN-ELSE and WHILE). The total cost of P, denoted by Cost(P) will be computed as a function of Complexity(P) and the lifetime specified in the program. For example, we can take the product of these two components and have f( Complexity (P), lifetime)= Complexity (P) x lifetime. The safety policy will specify upper bounds, Complexity p and Cost P on the complexity and cost of an individual program. The client must guarantee as part of the proof that his/her program has complexity Complexity(P) < Complexity P and cost f(Complexity(P), lifetime) < Cost P. Assuring these bounds on individual programs would allow us to establish bounds on multiple programs running simultaneously which is essential for the development of a scalable multi-user environment.
Proof Generation and Proof Checking. Recall that the main role of the Vlnet Client Module is to compile the program into bytecode and to generate the proof. We continue with the firewall example from Section II-A. Using the Athena proof system, we have created a model of a simple filtering program (essentially the firewall example), and a proofthat the program conforms to the Safety Policy specified in Figure 2 . The model and the theorem EndUs e r -I P 1 -ob s e rve s -po 1 i cy are shown on the left-hand side in Figure 3 ; the proofoftheorem EndUs e r -I P 1 -ob s e rve s -po 1 i cy is shown on the righthand side in Figure 3 . Subsequently, the proof is checked by the proof checker at the Vlnet Server Module, and, if checking is successful, the program is scheduled for execution.
An important research problem to address is how to create proofs that are compact and can be transmitted and checked efficiently. The technique we propose to solve this problem is to build a library of theorems of such general utility that they are usable as lemmas in many other proofs. Thus the proofs ofthese general theorems can be transmitted only once and stored in a local copy ofthe library in a network node for later use (whenever needed in completing proofs of the theorems that invoke them). This approach follows exactly the same principles ofmodularity in programming; in fact, in the Athena system proofs are a form ofprogram and can be modularized in the same way as ordinary programs via a form of parameterized subroutines (called proof methods). We are following this approach in our current work on PCC in which we are developing proofs of functional correctness and safety properties of STL-like generic algorithms. We currently have a small collection of a few hundred theorems and proofs (several thousand lines of proof "code"), of which more than 90%0 form a reusable pyramid-like base library. Thus, in a typical scenario, only a few top-level, specialized theorems and proofs would have to be transmitted along with a new pro- gram, while the rest could then be extracted and executed from the recipient's local library.
Static Analysis. An alternative verification technology is static analysis, where the client uploads the code at the server and the server verifies the security and scalability constraints using its Static Analyzer. The Static Analyzer will translate the code into Control Flow Graph (CFG) representation which is useful for data-flow analysis. Using the CFG, one can define a data-flow analysis that would check conformance to the safety policy. As a concrete example, recall the firewall program in Section 1I-A. The CFG of this program would be fairly simple: node 1 corresponds to the first statement (MyPackets=...), node 2 corresponds to the second statement (BadPackets=...), and node 3 corresponds to the third statement (DISCARD(...)); there are edges from node 1 to node 2 and from node 2 to node 3. We need to define an analysis on the CFG that would verify the following two facts: (1) that actual argument MyPackets in the call at node 2 contains only packets addressed to the IP of the client, and (2) that actual argument BadPackets at node 3 contains only packets addressed to the IP of the client (that is, the client manipulates only its own traffic). Assume that argument THIS IP at node 1 is equal to the IP of the client that uploads the program (i.e., the program is safe). The verification of facts 1 and 2 can be done by classical Reaching Definitions analysis [2] . The only definition that reaches node 2 is (MyPackets, 1) (i.e., the MyPackets that flow to node 2 are the ones produced at node 1). The analysis examines the call at node 1 and since THIS IP=IP, it concludes that fact 1 holds; this conclusion takes into account the semantics of GROUP3BYJDESTINATION. Similarly, the definition that reaches node 3 is (BadPackets,2). The analysis examines the call at node 2 and since MyPackets contains only appropriate packets, it concludes fact 2 as well; again, the conclusion takes into account the semantics of GROUP3BYSOURCE. One of the main research problems would be to construct analyses that would determine the cost of the program and verify the scalability constraint in the safety policy. Note that with static analysis, one can use the verification passes over the CFG to perform program optimizations as well this cannot be done with PCC.
C. Client-Server Protocols and Scheduling
A server node will simultaneously execute multiple programs by multiple clients. Therefore, a protocol is required for communication between the client and the server, as well as a scheduling algorithm that will choose a client program for execution.
Client-Server Protocols. Communication is done over a reliable and secure connection between specific port numbers of network interface cards (NICs) between the client and server. We assume for now that there is a single client/server module in order to avoid race conditions and deadlocks. The client enduser and the server edge router will establish a session key (e.g., by using the Diffie-Hellman (DH) algorithm over a reliable connection). Once the shared key is constructed, all the communication between the client and the server will be in encrypted form. The shared keys can be stored at the servers once they are generated. We emphasize that one of our future research goals is to investigate the tradeoffs between scalability and performance. One can reduce the amount of state information at edge routers while increasing the computational cost. For example, it is possible to store the shared key between a pair of client-server nodes at the client side to reduce the complexity at the servers as fol- ?Outgoing))))))) play attacks. Clearly, with this scheme the server does not need to store keys, but it needs to perform additional decryption on each message. Scheduler. We assume that the Virtual Internet Server module maintains a data structure for the classes of programs that can be executed at the edge router. The class of a program is determined by its cost. Recall that the cost of the program should be verified and specified as part of the proof, and it should not exceed the predefined complexity and cost bounds (i.e., the scalability constraint in the safety policy). Furthermore, each virtualization program carries an indicator to announce to the scheduler which class it belongs to that is, it announces its total cost and its complexity. Note that the client would not have an incentive to lie to the scheduler because the verifier (i.e., the Proof Checker or the Static Analyzer depending on the verification technique) will check the cost and will discard the program without execution in case of discrepancy.
Virtualization requests from different network interfaces can be processed at the NICs as follows: Each request will be masked to determine its class and inserted into a dedicated queue of that class with FIFO discipline. This will be done by timestamping the incoming request. The queues of the same class at different interfaces are merged at the server module to maintain the FIFO property (since the requests are time-stamped, this can be done easily).
There is a priority assignment over the queues of different classes. The simplest prioritization scheme would be to assign a payment to a request for program execution where the payment would be proportional to the program cost; the highest payment/cost programs will have the highest priority. Thus, the scheduler at the server module would implement a single server class-based priority queuing service. In order to achieve scalability, we require that the server edge router has a predefined capacity (reflecting router resources such as processor and memory). The scheduler may schedule a program only if program complexity (i.e., the contribution to the load of the currently running programs) is no greater than the difference between the router capacity and the current load. We are extending our previous work in [21] to design online algorithms that take advantage of lookahead operations in the queues.
D. The Execution Environment
The library of packet manipulation routines must be implemented in a low-level efficient manner and extensively verified. Intuitively, each program uploaded at the server edge router manipulates the connection from a SourcelP (controlled by that edge router) to the DestinationIP of the client. Note that since we aim to achieve virtualization per user, maintaining state information per client IP is an inherent "lower bound" on the size of the execution environment. An important research question therefore is how to combine the ideas of individual program constraints and total router capacity which restrict programmability, with adaptive optimizations that combine similar programs, which would help optimize resource usage and broaden programmability.
Constraining Programmability. In (Cons (Packet From To Content) Out)) Filterl-relation-to-AnyFilterWith))))))))))) fact that checks for keys are typically fast (i.e., it will typically take constant time to see if a pair (SrcIP,DestIP) is in the table); however, we emphasize that the choice of the right data structure is an important research problem that must be investigated thoroughly both theoretically and empirically.
Suppose that the program currently being scheduled manipulates the connection from a given SrcIP to a given DestIP. Cell sources.get(SrcIP) .get(DestIP), which will be created if needed, will be set to refer to that program. Subsequently, the total cost of the programs that are running at the moment will be increased by Complexity(P). Recall from Section 1I-C that P is chosen by the scheduler only if Complexity(P) does not exceed the difference between the router capacity and the total cost of the simultaneously running programs. Further, when a program at cell (SrcIP,DestIP) finishes execution, the cell will be freed and the total cost of the simultaneously running programs will be decreased by Complexity (P).
Adaptive Optimizations. Constraints on individual programs and on all simultaneously running programs (driven by router capacity) restrict programmability. To mitigate this problem, we propose to use adaptive optimization that will allow individual programs to share resources. When a program is scheduled, it is analyzed and if there is a program that has the same functionality already running on behalf of another user, the new cell is simply set to refer to that program. With this scheme, the cost of the currently running programs will not be incremented. For example, suppose that a virtual firewall that filters out SrcIPI runs on behalf of DestIPI. When the router schedules a virtual firewall that filters out SrcIP I on behalfofDestIP2, cell (SrcIPl,DestIP2) will be set to refer to the program at cell (SrcIPl,DestIPl) and no additional processes will be taken.
To further increase flexibility and scalability, the programs may be grouped by functionality classes for each SourceIP, and the router may assign quotas for each functionality class that is, at most N DestinationIPs may upload programs of class C that manipulate traffic from a given SourcelP. For example, we will define a class Virtual Filtering which will include all programs that DISCARD packets that is, the class will include virtual spam filters and virtual firewalls. Clearly, if a large number of DestinationIPs are willing to pay to turn a SourcelP off, this is an indication that SourcelP is sending malicious packets. It is likely that the computer was actually "highjacked" and was part of a bot network. The router will shut SourcelP off for everyone and alert its user who will have to check the computer in order to get back on the net. Note that this adaptive scheme designed to help scalability will help combat distributed attacks as well.
III. EXPERIMENTAL VALIDATION A prototype virtual Internet system including both the client middleware and the programmable router is being designed. We are considering the MIT Click router [27] , [8] as a possible basis for building our programmable routers. We will systematically test our proposed system for performance, as well as security and scalability under certain threat (malicious user behavior) models, against specified safety policies. We will also evaluate the gains for the example applications we discussed above.
In order to validate our results in a flexible and yet high fidelity setting, we can utilize the DETER (www.isi.deterlab.net) and Emulab (www.emulab.net) testbeds.
Emulab is a universally-available time-and space-shared network emulator located at the University of Utah. The system is comprised of hundreds of linked computers (PCs) that can be connected in almost any specified topology, and a suite of software tools that manage them. The Cyber Defense Technology Experimental Research Network (DETER) is an experimental testbed -based on Emulab -that allows researchers to test and evaluate Internet cyber security technologies in a realistic, but safe environment. This environment can be accessed remotely, but is quarantined from the Internet. The Evaluation Methods for Internet Security Technology (EMIST) project, in which we are participating, is a companion project that designs testing methodologies and benchmarks for the DETER testbed [7] .
We believe that emulation on DETER will be ideal for experiments with the virtual Internet, as it is more flexible than a hardware testbed, yet more realistic than a simulator. On the one hand, using an emulator is significantly more flexible than building a hardware testbed in our labs, since almost arbitrary topologies can be specified without rewiring machines, and the testbed is maintained by professional and experienced staff. On the other hand, an emulation environment affords much higher fidelity than a simulator, and this can expose unforeseen vulnerabilities, interactions, and performance problems. This is because an emulation testbed uses a real dedicated computer with limited resources, and a real operating system running on it, to represent each host in an experiment. Hence, any protocol implementation error or resource vulnerability can be exposed, since these are not abstracted by a model. Our preliminary experiments on the Emulab or DETER testbeds have exposed interesting bottlenecks and software problems that highlight differences between simulation, emulation, and testbeds including hardware routers [11] . For example, we found that synchronization effects in ns-2 simulations amplified the impact of certain attacks against TCP congestion control. Further, since ns-2 [38] does not accurately model the switching/queuing fabric, the processor, buses, or interrupt handling, no packet losses can occur as a result of bottlenecks such as head of the line blocking in a switch fabric, or interrupt livelock [17] , [28] in an operating system, in contrast to real systems which exhibit such bottlenecks.
A. Router Emulation
As mentioned above, the MIT Click router [27] , [8] is a possible basis for constructing our programmable routers. Developing modular but efficient software routers has been the subject of significant research since the 1990s, e.g., [17] , [28] . In these studies, polling is used as an alternative to packet receive interrupts to eliminate interrupt livelock at high packet rates. This is because interrupts can consume much of the CPU and bus capacity of mid-range machines (i.e., Pentium III and below) at 100 Mbps+ speeds. In the Click router [27] , programmed I/0 (PIO) interaction with the Ethernet controllers is eliminated using Direct Memory Access (DMA). In our own experiments on the Wisconsin Advanced Internet Laboratory (WAIL) at http://www.schooner.wail.wisc.edu/, we have found that livelock can occur on Cisco 3600 series routers, limiting
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In Click, the entire packet path is easily described, and one can easily configure a simple IP router that bypasses the OS IP stack. Simplification of the packet path yields a performance boost, making the PC router less vulnerable to overload under high packet flows. When the router is configured, each affected network device has to be included into the configuration. It should be straightforward to change the queuing discipline and the queue depth for the queue at each output port, according to our virtualization programs. Our packet manipulation library can also be incorporated into this environment.
Using Click entails a number of challenges. For example, in our prior work, we have found that it is insufficient to change the Click Queue element depth [11] . This is because Click (or any software system for that matter) has to go through a device driver when it accepts or outputs a packet. Like any Linux network device driver, the driver for the Intel Pro card has internal transmit (TX) and receive (RX) buffers, whose sizes must be adjusted. The Click Queue elements only serve as intermediaries between these. We will have to take such subtle implementation issues into consideration when building and validating our virtual Internet prototype.
B. Experimental Methodology
In order to conduct realistic experiments on DETER that mimic the Internet, we will leverage topology and traffic generation tools and datasets that we developed/used for our prior work in the EMIST project [11] . We will also leverage topology, delay, and bandwidth information through the application of inference (Internet tomography) techniques, e.g., [41] , [22] . One challenge we are facing is the need to develop tools to scale down output from topology generators to fit within testbed constraints. Since the number of testbed machines is limited, and the machines have a physical limit on how many network interface cards they have and their total bandwidth, arbitrary network topologies cannot be used. We need to be able to map a topology to an equivalent DETER-compliant topology.
Our experiments will investigate the following five key questions:
1. Programmable router performance under different loads.
Example questions to investigate include: what are the fundamental limits on proof checking and installing different virtualization programs with and without the optimizations previously discussed? What packet rates can the router handle with different virtualization programs? How efficiently we can schedule and execute typical workloads of virtualization programs? 2. Robustness under threats. As we learned in the past from proposals such as active networks, potential misuse can hinder the adoption of programmable networking paradigms in the global Internet. Therefore, a key component of our study will be investigating the robustness of the execution environment at the router under malicious attacks on its security and scalability. 3. Placement ofprogrammable routers. The effect ofpartial deployment of our programmable routers must be quantified. The tools we plan to build will enable us and other researchers to conveniently explore the "deployment space." 4. Potential gains from different applications. Our proposed paradigm will allow new applications, such as the virtual firewall, spam filter, and multicasting, that can have a profound positive impact on the performance perceived by the users writing the virtualization programs, as well as Internet performance at large. We plan to conduct experiments to quantify this impact. For example, we can easily emulate an environment with many spammers, and measure the improved performance with our spam filter application. 5 . Impact of network properties such as traffic, topology, and configuration. Network properties impact network load, and hence will impact our programmable routers and our example applications. Background traffic characteristics, e.g., mix of http, ftp, and peer-to-peer traffic, and duration of the flows in our experiments should be representative of Internet traffic characteristics. Experimental topology characteristics, e.g., the "small-world" phenomenon, can also be critical since they impact how traffic is aggregated. Infrastructure parameters in the network, e.g., BGP routing policies and OSPF link weights, should also be realistic in our experiments.
Observe that it is critical to isolate effects we might observe in DETER experiments into key observations that will also hold on the Internet, versus emulation model artifacts, e.g., caused by delay emulation on DETER [11] . In order to identify and isolate such artifacts, a careful sensitivity analysis is crucial.
C. Testbed Experiment Control
A natural approach for describing tasks that must be performed on the testbed nodes involves event scripts, much like events in an event-driven simulator [38] . Emulab software implements a few event types such as link failures; however, most of the interaction with the nodes has to be done via a secure shell (SSH) session. We plan to design aflexible middleware to control all test machines from a central location, since manually using each computer is impossible, especially when timed events are involved. We have developed a preliminary tool, that we call a Scriptable Event System, to parse a script of timed events and execute it on the test machines. Our system is capable ofreceiving callbacks such that event synchronization can be achieved [11] . Our system needs to be extended to significantly enrich the script language, and provide an integrated instrumentation, visualization, and analysis tool.
IV. RELATED WORK Active Networks. Clearly, our ideas are related to research on Active Networks [37] , [10] (http://nms.lcs.mit.edu/activeware/). The Liquid Software project (http://www.cs.arizona.edu/liquid/) is closely related to our ideas. In that work, it suggested that network nodes should be enhanced with complex execution environments and support the execution of large and complex software systems. The main goals of the Liquid Software were to enhance the performance of the Internet and distributed Internet applications. The security and scalability issues that arise with network programmability were not addressed. In contrast, our ideas are more focused (e.g., programmability is limited to well-defined packet operations and code can be uploaded only at edge routers). We aim to provide useful programmability while carefully balancing security and scalability. Our goal is to attack security problems abundant in today's Internet that we believe cannot be effectively addressed without a paradigm shift towards network programmability.
Other projects related to Active Networks include ANTS [40] and PLAN [23] . ANTS is a toolkit for deploying network protocols that is, it is not concerned with programs. On the other hand, PLAN is a restricted functional language that unlike ours allows building arbitrarily complex programs (through a mechanism similar to "system" calls in UNIX shell scripts). Thus, constraining (and even understanding) the safety issues for such programs is hard and remains an open problem [3] . In addition, PLAN is dynamically checked, which may considerably slow down the execution of a PLAN program at a network node and thus slow down the network node. In contrast, we will restrict programs to compositions ofwell-defined packet manipulation routines and as a result one can define a relatively simple safety policy as outlined in Section II-B. Also, in our model programs will be verified statically (either by static analysis or PCC).
Verification. Model checking is a verification technique that has been applied to protocol checking [24] , and more recently to software checking [18] , [16] , [9] , [14] . Unlike PCC, it places the responsibility for checking with the server and is relatively help produce compact proofs. In our approach to PCC, we also work in a higher level programming language than one finds being used in most PCC work. Previous research such as Necula and Lee's [3 1], [33] and Appel's [1] , [42] has been carried out mainly with very low level languages (machine code or Java byte code). The proof checking system we are using, Athena [5] , [6] , provides both a Scheme-like programming language in which programs are typically expressed as collections of recursive function definitions, and a structurally similar language for expressing deductive methods whose executions carry out proofs using both primitive inference methods offirst order logic (of which there are about a dozen, such as modus ponens, existential generalization, universal specialization, etc.) and "calls" of other deductive methods previously defined by the user or imported from a deductive-method library. Both of these languages are high level by most programming language standards, offering, for example, higher-order functions (and methods)-the ability to pass functions/methods to a function/method or return them as results.
Moreover, we are experimenting with the use of these programming and deductive language facilities at a substantially higher level of abstraction than in most programming activity. We have already found elegant ways to use higher-order functions and methods in Athena to express generic requirements specifications much like the theory specifications of research languages such as Isabelle [39] , Imps [20] , or Maude [13] , or the concept descriptions of Tecton [26] , [29] , [30] . There are two major benefits that stem from expressing proofs at this high abstraction level. First, once a proof of a theorem is written at this level, the functions and methods defining it can be called in many different ways, which means that the proof does not have to be redeveloped when its conclusion is needed in a different setting. Second, one can use such high-level theory or concept specifications to specify generic software components ones that have a single source code expression but which can be instantiated in many different ways to produce different useful specific versions by plugging in other suitable components. Thus, the substantial effort required in constructing such proofs can be amortized over the many repeated uses of both proofs and the generic software components that can be extracted from them.
Overlay networks. A multitude of overlay network designs for resilient routing, multicasting, quality of service, content distribution, storage, and object location have been recently proposed. Overlay networks offer several attractive features, including ease of deployment, flexibility, adaptivity, and an infrastructure for collaboration among hosts. For example, overlay networks that detect performance degradation of current routing paths and re-route through other hosts include Detour [35] and RON [4] . Multicast and peer-to-peer systems have also been successful services on overlay networks. A number of overlay multicast algorithms have been proposed over the last four years. End System Multicast (or Narada) [12] was one of the earliest and most tested approaches. Overcast [25] provides scalable and reliable single-source overlay multicast. Gnutella, KaZaA, and BitTorrent are commercial peer-to-peer file sysexpensive. In contrast, we propose to make use of PCC and advance its state by using a library of reusable lemmas which will tems for music and video sharing. For better scalability, several recent peer-to-peer systems, including Chord [36] and Pastry [34] , use efficient distributed hash table (DHT) lookup algorithms over overlay networks. Despite their attractive features, a user must explicitly download software to join an overlay network, and different networks have their own varying membership policies and procedures. In fact, many overlay networks have limited deployment since they suffer from scalability problems. Furthermore, since they are purely application-layer, they incur a performance penalty over network-level solutions. For example, we have studied one aspect of the performance penalty of application-level multicast in [19] . Finally, again by virtue of being application-layer mechanisms, they cannot control network-level functions, which our proposed approach can control.
V. CONCLUSIONS
This paper has outlined an ambitious research agenda for virtualizing the Internet. The new virtual Internet offers significant flexibility, making it more secure and manageable. We have adapted techniques from the extensive literature on program analysis and verification, operating systems, network protocol design, and network emulation to enable the new virtual Internet. Many challenges remain in order to realize the full potential of this new paradigm, and to allow flexible security and scalability constraints to be specified and verified.
