ABSTRACT. We study the generalization of the idea of a local quiver of a representation of a formally smooth algebra, to broader classes of finitely generated algebras. In this new setting we can construct for every semisimple representation M a local model and a noncommutative tangent cone. The representation schemes of these new algebras model the local structure and the tangent cone of the representation scheme of the original algebra at M . In this way one can try to classify algebras according to their local behavior. As an application we will show that the tangent cones of Calabi Yau 2 Algebras are always preprojective algebras. For Calabi Yau 3 Algebras the corresponding statement would be that the local model and the tangent cones derive from superpotentials. Although we do not have a proof in all cases, we will show that this will indeed hold in many cases.
INTRODUCTION
Recently, Calabi Yau Algebras were introduced as a noncommutative generalization of Calabi Yau Varieties and they form an important tool for physicists in topological string theory. It was noticed that Calabi Yau 3-Algebras were tightly connected to superpotentials.
For quotients of path algebras by homogeneous ideals it was proved in [2] that Calabi Yau 3-Algebras are indeed algebras with a superpotential and 2-Calabi Yau Algebras are preprojective algebras (in both cases the converse is not always true). There are however lots of algebras that do not fit in this framework (f.i. group algebras, filtered algebras, deformations of graded algebras, etc). The aim of this paper is to find a way to connect these algebras to the graded case.
The road we will follow is the local study of representations of algebras. We will pursue generalizations of local structure theorems by Le Bruyn and Procesi [12] and CrawleyBoevey [4] . They proved that for certain algebras (path algebras for the former, preprojective algebras for the latter), theétale local structure of the representation space around a semisimple representation space can be modeled by a new algebra which is of the same type (a path algebra or a preprojective algebra). In this paper we will do a similar thing but instead of looking at theétale local structure we will work with formal completions and tangent cones because this adapts more easily to the noncommutative case.
The commutative picture we want to generalize is the following. Let X be an ndimensional affine variety with coordinate ring R. For any point p ∈ X we look at the corresponding maximal ideal m and this gives us an m-adic filtration on R. Locally we can describe X around p using the formal completionR m .
We can also consider the associated graded ring gr m R and this corresponds geometrically to the tangent cone, and it has the advantage that it is often easier to express in terms of generators and relations. A map φ between two varieties isétale at p if the corresponding map between the local rings of p and φ(p) is an isomorphism. This is equivalent to asking that the map between the associated graded rings is an isomorphism and hence the tangent cone is an importantétale invariant.
In the setting of finitely generated noncommutative algebras we can define for every semisimple representation a noncommutative tangent cone and a local model in a similar way. Such a tangent cone will always be a graded path algebra of a quiver with relations. We will prove that if the original algebra is Calabi Yau 2 then these noncommutative tangent cones need not to be Calabi Yau but they will be preprojective algebras. For Calabi Yau 3 The author is a Postdoctoral Fellow of the Fund for Scientific Research -Flanders (Belgium). 1 algebras similar things happen and in many cases the local model or the noncommutative tangent cone comes from a superpotential.
The paper is organized in the following way. We start with some preliminaries about graded and complete algebras, path algebras and Calabi Yau algebras. In section 3 we introduce the noncommutative tangent cone and in section 4 and 5 we study the connection with representation schemes and the slice results by Procesi, Le Bruyn and CrawleyBoevey. After that we prove our main result about the tangent cones of Calabi Yau algebras. We end the paper with some examples.
2. PRELIMINARIES 2.1. Graded and Complete Algebras. Let S be a finite dimensional semisimple algebra over C and W an S-bimodule. We define two tensor algebras:
Both algebras have a standard projection onto S and we will denote the kernels in both cases by W. On the former algebra we will put the standard gradation and we will refer to it as the graded tensor algebra, while on the latter we will put the W-adic topology and call it the completed path algebra. The degree of an element in the graded algebra will be the maximal degree of its homogeneous components, for the completed algebra we will define the degree as the minimal degree of its homogeneous components (i.e. degf = max{i|f ∈ W i }). Furthermore if f ∈T S W we define f min ∈ T S W as the homogeneous component of minimal degree.
To preserve the graded or topological structure of the algebras, the ideals we will consider in the two cases will be graded or closed. We will call such an ideal i in admissible if it is contained in W 2 . From now on a graded or complete algebra A is an algebra of the form T S W/i orT S W/i for some S, W and an admissible ideal i. If we write i = r i , i ∈ I , we mean that i is the smallest graded or closed ideal containing the r i . We will also assume in this notation that the {r i } form a minimal set (i.e. every subset generates a smaller ideal) and each r i satisfies e 1 r i e 2 for some minimal orthogonal idempotents e 1 , e 2 in the center of S. The first idempotent h(r i ) := e 1 will be called the head of r i and t(r i ) := e 2 will be the tail of r i . In the graded case we also suppose that the r i are homogeneous.
If we want to study the representation theory of graded or completed algebras we can introduce the category of finite dimensional nilpotent modules: NilÂ m . In both cases this is the full subcategory of the category of finite dimensional left modules M such that ρ M : A → End C (M ) factorizes through some projection A → A/W i . Therefore we can see NilÂ m as a direct limit of ordinary finite dimensional module categories:
It is possible that different algebras have the same category of nilpotent modules. We can solve this problem to restrict to graded or completed path algebras with relations.
A quiver Q is an oriented graph consisting of a set of vertices Q 0 , a set of arrows by Q 1 and maps h, t that assign to each arrow its head and tail. To a quiver we assign a semisimple algebra S Q = CQ 0 = C ⊕Q0 and we identify the minimal idempotents with the vertices. We can also construct an S-bimodule W Q = CQ 1 with multiplication v 1 av 2 = a if v 1 = h(a) and v 2 = t(a) and zero otherwise. We call CQ := T CQ0 CQ 1 the graded path algebra and CQ :=T CQ0 CQ 1 the completed path algebra. We will also consider graded or completed path algebras with relations which are the corresponding quotients by admissible ideals. In fact graded or complete path algebras are just graded or complete algebras with a commutative semisimple part.
We can turn each graded or complete algebra A into a path algebra with relations in by standard Morita equivalence. Let S be the semisimple part of A and take a minimal idempotent e i for each simple component of S: e i Se j = Cδ ij and SeS = S with e = i e i . It is well known eAe is a path algebra with relations and we have a functor NilÂ m → NileAe : M → eM , which is an equivalence of categories.
On the other hand if two completed or graded path algebras with relations have equivalent categories of nilpotent modules then they are isomorphic. Lemma 2.1. A completed path algebra with relations A is determined up to isomorphism by the category NilÂ m .
Proof. We can reconstruct A from NilÂ m in the following canonical way. First define Σ to be the semisimple object that is the direct sum of all simple modules with multiplicity one. We can put a filtration on C 1 ⊂ C 2 ⊂ · · · ⊂ NilÂ m by defining C 1 the subcategory of all semisimples and M in C i if there exists an N ⊂ M such that N ∈ C j and M/N ∈ C i−j .
Each of these categories is in fact the category of modules of a finite-dimensional algebra: C i = ModA/W i . The free A/W i -module of rank one can be categorically defined as the unique module that is projective in C i and has top Σ. We will denote this module by
Between the F i we can chose surjective maps
If A is complete, we can construct A from the opposite algebras of morphisms:
If A is graded then we have to take the associated graded of this limit construction.
We will also need Ext-groups in NilÂ m and projective resolutions for completed and graded path algebras with relations. The basic projective modules of A = CQ/i or CQ/i are of the form P i = Ai where i is a vertex of Q. Every simple module in NilÂ m has a minimal resolution of projective A-modules:
and for every map P ℓ → P ℓ−1 , the image sits inside WP ℓ and we have that
Finally, the associated graded of a complete path algebra with relationsÂ is by definition grÂ := ⊕ 0≤i W i /W i+1 . IfÂ = CQ/i then grÂ = CQ/gri with gri = f min |f ∈ i . Naively, one would think that the generators of this new ideal are the lowest degree parts of the generators of i, however this only holds for special choices of generator sets. Such a set will be called gradable.
Y , however the set {XY + XY X, Y X + XY X} is gradable because XY X already sits in XY, Y X and hence these commutators as well.
Using this type of reasoning one can see that a set {r i , i ∈ I} ⊂ i is gradable if for every linear combination k a k (r i k ) min b k that is zero in CQ we have that ( k a k r i k b k ) min is zero inside A naive = CQ/ r imin ∈ i . For each base element in each Ext A 3 naive (S i , S j ) we can find a relation between the relations (the corresponding syzygy) and its suffices to check it for these relations (as they generate the rest). 
here M, N are complexes of modules and s is the shift functor of the derived category.
For further details about this property we refer to [2] , [8] In this paper we will only need the following result:
C3
The identifications above gives us a pairings ,
, where * denotes the standard composition of extensions.
To state the connection between graded algebras, we need some extra definitions:
• If Q is a quiver then the double of Q is the quiver Q d ⊃ Q that contains for every arrow a ∈ Q 1 an extra arrow a * with h(a * ) = t(a) and t(a * ) = h(a). The preprojective algebra of Q is then defined as
• For a given quiver the vector space CQ/[CQ, CQ] has as basis the set of cycles up to cyclic permutation of the arrows. We can embed this space into CQ by mapping a cycle onto the sum of all its possible cyclic permutations:
The elements of this vector space are called superpotentials.
Another convention we will use is the inverse of arrows: if p := a 1 · · · a n is a path and b an arrow, then pb −1 = a 1 · · · a n−1 if b = a n and zero otherwise. Similarly one can define b −1 p. These new defined maps can be combined to obtain a 'derivation'
An algebra with a superpotential is an algebra of the form 
THE NONCOMMUTATIVE TANGENT CONE
We suppose that A = C X 1 , . . . X k / F 1 , . . . , F l is a noncommutative finitely generated algebra with a finite number of relations. Let M be a finite dimensional semisimple module of A which can be decomposed in simples
. The action of A on M gives us a map ρ M : A → EndM . The image of this map is End C S 1 ⊗ 1 ǫ1 ⊕ · · · ⊕ End C S k ⊗ 1 ǫ k and this is isomorphic to the semisimple algebra
We will denote the idempotents in S that correspond to the ones by e i and the kernels of the maps A → e i S by s i . Using this notation we have the kernel of the map A → S is m := ∩ i s i .
We can consider the m-adic filtration on A
This filtration gives rise to two new algebras: the associated graded gr m A and the formal completionÂ m
There is a natural map A →Â and its kernel is ∩ i m i . In both new rings we can identify an ideal that substitutes m:
The first observation we can make is because S is formally smooth [9] and
which we can combine to an embedding S →Â m . This establishes that gr m A andÂ m are both S-algebras.
We will now chose a set {m κ } ⊂ A such that them κ = m κ + m 2 form a minimal set of generators for m/m 2 as an S-bimodule and eachm κ sits inside a h(m κ )m/m 2 t(m κ ), where h(m κ ), t(m κ ) ∈ {e 1 , . . . , e k }. These can be use to construct maps
The first map is trivially surjective. The second one is surjective because all maps T S m m 2 → A/m i are.
Remark 3.2. In the proof we did not assume that the set {m κ } was finite, however we will see further on that this will always be the case.
Definition 3.3.
• The tangent cone of A at M is the unique graded path algebra C M A with relations that is Morita equivalent with gr idealm A. • The local model of A at M is the unique completed path algebra L M A with relations that is Morita equivalent withÂ m .
• The local quiver of A at M is the quiver Q M that underlies both C M A and T M A.
Its vertices correspond to the isomorphism classes of simple factors in M and arrows to the m i .
• The local dimension vector of A at M is the map α M : (Q M ) 0 → N : S i → ǫ i that assigns to each vertex the multiplicity of the corresponding simple in M .
From the construction and the Morita equivalence we can deduce that the associated graded of L M A at the ideal generated by the arrows is the algebra C M A. Now let ModA, Nilgr m A and NilÂ m denote the categories of (nilpotent) finite dimensional modules. We can embed NilÂ m fully and exact in ModA becauseÂ m /m i ∼ = A/m i . There is pure categorical description of this embedding.
Lemma 3.4.
NilÂ m is the full subcategory containing all modules whose composition factors are contained in {S 1 , . . . , S k }.
Proof. First note that submodules, kernels and cokernels of maps in NilÂ m are also in NilÂ m . In particular this means that the factors of a decomposition series of a nilpotent module are also nilpotent. If a simple module N is nilpotent then m l N = 0 for some l. The simplicity of N then implies that mN = 0 and hence there is an i such that s i N = 0 and hence N ∼ = S i .
The embedding NilÂ m ֒→ ModA is exact so we can relate the Ext-groups of both categories: every element in Ext
which is also exact in ModA and we can map it to the corresponding element in Ext
Lemma 3.5. The canonical isomorphism Ext
Proof. If 0 → U → E → V → 0 is a short exact sequence in ModA and U, V ∈ NilÂ m then E also sits inside NilÂ m because its set of composition factors is the union of those of U and V . So for i = 1 the morphism is surjective. It is also injective because the direct sum of U and V is the same in both categories.
To prove the injectivity if i = 2, we use a well known criterion to check whether an exact sequence is trivial: 0 → A → B → C → D → 0 is trivial as an extension in ModA if and only if there exists a J ∈ ModA such that A → Im(A → B) ⊕ J → B is a short exact sequence. But as A, B ∈ NilÂ m then the middle term is also nilpotent and hence J as well, so
Remark 3.6. We can use the bijectivity of the first Ext-spaces to show that the number of arrows in the quiver is finite. The number of arrows in Q M from j to i equals Ext 1 LM A (Ci, Cj), where Ci is the standard simple L M A-module corresponding to the vertex i. By Morita equivalence this equals to Ext 1Â (S i , S j ) and by bijectivity this equals
. This last space is finite dimensional because A is finitely generated. In general the maps between the higher Ext-spaces are neither injective nor surjective, but we can obtain some surjectivity by extending M to a bigger semisimple module. Such an N as in the lemma above will be called an extension of M towards surjectivity. 
Theorem 3.8. Suppose N is a semisimple representation of A and L
Proof. We have to show that L M A = L N A/ e i |S i ⊂ M . As both are completed path algebras with relations we just have to show that their nilpotent module categories are equivalent.
The category of nilpotent L N A/ e i |S i ⊂ M -modules is the subcategory of NilL N A that contains the modules that factorize through L N A/ e i |S i ⊂ M . These are the modules that are annihilated by the e i with S i ⊂ M , i.e. their composition factors are submodules of
This exactly corresponds to the module ⊕ Si⊂M S i .
THE CONNECTION WITH THE REPRESENTATION SCHEMES
In this section is A an algebra that is the quotient of a path algebra CQ with an ideal i = r i |i ∈ I that is not necessarily graded but we suppose that i ∩ CQ 0 = 0 and that the r i ∈ e hi CQe ti .
To a dimension vector α : Q 0 → N with |α| = n, we can assign a vector space
Equipped with the standard GL α := v∈Q0 GL αv (C) action by conjugation. We will consider this object as a scheme over the complex numbers. The points of this scheme can be seen as representations of CQ and the orbits under the action are the isomorphism classes of representations. The coordinate ring of this scheme is a polynomial ring that has for every arrow a α h(a) α t(a) variables corresponding to the entries in the matrix that represents it:
We define the representation scheme Rep α A by its ring of functions:
The points of the associated scheme can be seen as representations of A and orbits of the induced action of GL α are the isomorphism classes. The action defines a ring of in-
GLα and from geometrical representation theory we know that the embedding C[iss α A] ⊂ C[Rep α A] corresponds to a quotient map of schemes Rep α A → iss α A which maps every representation to the isomorphism class of its semisimplifcation. The main problem in geometric representation theory is to study the geometry of this quotient map.
Another way to look at the ring above is using the α th root of A [10] . This is the centralizer of Mat n in the amalgamated product of A and Mat n over CQ 0 .
Mat n contains CQ 0 by identifying the each vertex v with a diagonal idempotent of rank α v .
(Reminder: A * C B is the universal algebra that has embeddings ι A , ι B : A, B ֒→ A * C B that agree on the subalgebra A, B, such that any other pair of maps ψ A , ψ B : A, B → R that agree on C factors through A * C B. It consists of linear combinations of products a 1 * · · · * a ℓ with a i ∈ A ∪ B subject to the relations that · · · * a j * a j+1 * · · · = · · · * (a j a j+1 ) * · · · if a j , a j+1 are both in A or both in B.) From now on we will delete the subscript CQ 0 in the expressions and assume that all * are implicitly taken over CQ 0 . The fact that the root is a centralizer is reflected in the following identity
This can be used to define
where i is the A * Mat n (C)-ideal generated by the elements of i ⊂ A ⊂ A * Mat n (C). Using these notations, it can be checked that
where we divide out the ideals generated by the commutators. The GL α -action can also be defined naturally. GL α ⊂ Mat n (C) acts by conjugation on Mat n (C) and it fixes CQ 0 . We can extend this action to an action on A * Mat n by letting it act trivially on A. This action fixes the centralizer of Mat n (C) so we have a GL α -action on α √
A. Finally commutators are mapped to commutators so the action factors to an action
This way of looking at things has the advantage that it is easily generalizable to the complete case so ifÂ is a complete path algebra with relations we define its representation scheme as the scheme associated to the ring For all these ideals above we can construct the associated graded. gr M C[Rep α A] will describe the tangent cone of Rep α A to M while gr oi C[Rep α A] describes the tangent cone to the orbit. Geometrically this last scheme can be seen as a fiber bundle over GL α M i . Its fibers are the unions of the tangent line perpendicular to the orbits: 
Proof. We only prove the first statement, the proof of the second is very analogous. The first step in the proof is to show that taking the associated graded or the completion commutes with the free product
We note that for every i ∈ N we have that m i is the linear span of products c 1 * f 1 · · · c l * f l with c i ∈ Mat n (C) and f j ∈ m κj such that | κ| := j κ j ≥ i. The rewriting rules for the free product are such that if we reduce the length of the product by removing a c j in CQ 0 ⊂ Mat n (C) then f j−1 c j f j ∈ m κj−1κj so the sum of the κ ′ s does not change. This fact implies m i ∩ A = m i and m i ∩ Mat n (C) = 0 and hence we have injections gr m A → gr m (A * Mat n (C)) and Mat n (C) → gr m (A * Mat n (C)).
By the universal property of the amalgamated product, these maps combine to a big map π : gr m A * Mat n (C) → gr m (A * Mat n (C)) which is a map of graded algebras if we give gr m A * Mat n (C) the grading coming from the grading of gr m A and consider Mat n (C) of degree zero. We will show that this map is an isomorphism. The surjectivity of π follows from the fact that
For the injectivity we construct a right inverse for every homogeneous part. So fix a k ∈ N and define ι k :gr m (A * Mat n (C)) k → gr m A * Mat n (C) :
The sum is taken over every vector κ ∈ N l such that the sum of its coefficients is k. Although this sum seems to consist of several terms it has at most one nonzero term and this will be one coming from the vector κ we defined earlier. The sum seems to depend on the length of the sequence (i.e. l) but if we can reduce the length because one of the c j or f j is in CQ 0 , it is easy to check that the new sum will give the same answer (in case f j is a scalar this because κ j then must be zero, in the case c j is a scalar we can use the product rule in gr m A). Finally one can see that ι k π| (gr m A * Matn(C)) k = 1.
The second step is to restrict to the α th root. If R is a ring and r an ideal then gr Mat n (r) Mat n (R) = Mat n (gr r R).
This follows from the fact that Mat n (r) k = Mat n (r k ). If we apply this to the case with
The last step is the compatibility with commutators. Let R be a ring and [R, R] the ideal generated by the commutators and r an ideal of R. We have to prove that
This can be done by a straightforward computation:
Finally, to make the connection with the noncommutative tangent cone and the local model, we have to study what happens to the Morita equivalence.
Lemma 4.2.
•
Proof. Again we only prove the first statement. Let e = e i be the idempotent in A/m such that egr m Ae = C M A. Each of the M η ∈ Rep α A corresponds to the zero representation of C M A with dimension vector η.
The injection A/m ⊂ gr m A gives us a GL α -equivariant projection π : Rep α gr m A → Rep α S. Let X η be the fiber of the image of M η under π. We have that
This is clear from the fact that we can transform every representation of Rep α A/m to one of the form π(M η ). The equivariantness of π implies that every representation of Rep α gr m A can be transformed into one of the fibers X η , so each component becomes of the form X η × StabMη GL α and it is easy to check that StabM η = GL η .
So it only remains to prove that Rep η C M A ∼ = X η . Without loss of generality we can assume that ρ Mη (e) is diagonal. This means that every representation ρ ∈ X η contains certain rows and columns that are zero and if we strip those and restrict to C M A = egr m Ae ⊂ egr m Ae we get a representation of C M A with dimension vector η.
To show that the map X η → Rep η C M A has an inverse we reinsert the zero rows and columns and induce a gr m A-representation. We get a map X η → Rep η C M A : ρ →ρ with ∀x ∈ C M A : ∀s 1 , s 2 ∈ A/m :ρ(s 1 xs 2 ) = ρ Mη (s 1 )ρ(x)ρ Mη (s 2 ) , where the tilde means that we reinsert the zeros at the proper places.ρ is uniquely defined because A/m and C M A generate gr m A as an algebra.
The two lemmas summarize to the following connection between noncommutative tangent cones and representation spaces. Although L M A gives more information about the local structure because there might be different complete algebras with the same associated graded, it is in many cases more usefull to use C M A. C M A is more easily describable in the path algebra formalism because its relations are homogeneous, while the relations of L M A might not even be finite combinations of monomials. Moreover the properties we are interested in can be determined using the tangent cones, as is seen in the following corollaries. Proof. The first three statements are easy consequences of the definition of tangent cones.
The last one needs a bit more elaboration. We will prove that the dimension of the generic stabilizer around M in Rep α A and around the zero representation in Rep αM C M A are the same using the standard formula for the dimension of the generic stabilizer.
this follows from the fact that by theorem 4.2 around M Rep α A is a fibered product
We end this section with a schematic picture of the situation we described:
Tangent cone at orbit
Stabp -orbits
GLα-orbits
It is important to note that although the picture suggests it, the tangent cone bundle does not embed as a scheme inside Rep α A and in general there need not to be a morphism of schemes between the bundle and the representation scheme.
TANGENT CONES AND SLICE RESULTS
For special types of algebras there are already results that relate theétale local structure of the representation spaces with path algebras for quivers. We describe the two main examples below.
For the first we recall that a formally smooth algebra is an algebra A that satisfies the following lifting property: If φ; A → B/i is an algebra morphism and i is a nilpotent ideal, then we call lift φ to a mapφ : A → B. 
In both cases we have a picture like this:
GLα-orbits
Contrarily to the tangent cone the slice maps into Rep α A and as such it can be considered as a subvariety (modulo the technicalities from theétale topology). Also the map from the quotient of the slice to the quotient of the representation scheme is anétale map so it might be finite to one instead of one to one. This is illustrated by the second sheet in the quotient of the slice.
To work out the connection between the slice results and the noncommutative tangent cones, we need a reconstruction theorem
Theorem 5.3. If B is a graded path algebra with relations and α is a dimension vector which is nowhere zero, then we can reconstruct B from the graded rings C[Rep kα B] and the maps
Proof. First of all we note that for any graded path algebra B the variety Rep kα B × GL kα GL k|α| embeds as an open and closed subset of Rep n B with n = k|α|. These embeddings are also compatible with taking the direct sum.
Mat k|α| is called a representable sequence if they are homogeneous of the same degree (∃degf ∈ N : f k (λp) = λ degf f k (p)) and
These sequences generate a ring which we will denote by RS(B). We will prove that RS(B) ∼ = B.
From the reconstruction theorem of Procesi [14] we know that every GL n -equivariant function from Rep n B to Mat n (C) is generated by functions of the form
is a representable sequence then f k can be expressed as a noncommutative function of F (t b1 , u b1 , . . . , t br , u br ). We can use this expression to compute f l with l|k in different ways. We can use the diagonal embedding of Rep lα B → Rep kα B : W → W ⊕k/l ; this will give us the expression F (
is graded, we can define the zero representation 0 as the one corresponding to the maximal ideal of positive degree. The embedding Rep lα B → Rep kα B : W → W ⊕ 0 ⊕k−l provides us with another expression for f l : F (0, u b1 , . . . , 0, u br ). Taking the difference of the two expressions, we obtain a matrix of equations for k/l, each at most of degree degf . If we chose k = degf ! this equation has more solutions than its degree so we know that it is zero. This implies that F does not depend on functions of the form t ... . But F (0, u b1 , . . . , 0, u br ) = u F (0,u b 1 ,...,0,u br ) , so if (f ) is a representable function we can find a sequence (b k ) ∈ B N such for ∀k ∈ N :
Theorem 5.4. Suppose A is a finitely generated algebra and M an n-dimensional representation. If B is a graded path algebra with relations such that for all M k there is a GL kα -equivariant morphism
which isétale at the point (0, 1) with φ(0, 1) = M k and compatible with direct sums i.e.
Proof. Because the map isétale we have that
It is clear from the construction that this map is compatible with the graded structure on the rings. Finally we have to check that there is a compatibility with the direct sum maps, but this follows directly from taking the associated graded maps of the direct sums ⊕ A and ⊕ B .
The existence of such an algebra B satisfying the condition of this theorem for general A and M is not clear. Even in the commutative case it can go wrong because not every singularity has anétale map to it coming from its tangent cone. The theorem 5.2 is hence a stronger than the corresponding theorem 6.1 but the latter applies in many more cases than the former and can be seen as a usefull generalization.
It is of crucial importance that theétale morphism exists for all the M ⊕k to have the isomorphism. In many cases there is an isomorphism just for M , f.i. C X, Y and C[X, Y ] have even isomorphic representation spaces if n = 1, but their non-commutative tangent cones are non-isomorphic (in every point
TANGENT CONES OF CALABI YAU ALGEBRAS
In this section we will prove that the tangent cones of CY2-algebras are preprojective algebras. We will also discuss some of the extra troubles that occur in the 3-dimensional case. Proof. We can extend M towards surjectivity for 2-extensions by lemma 3.8. Now look at the filter category NilN of this new semisimple module N . Let us denote the simple factors of N by S i , i ∈ I N and the subset of indices that refer to factors of M by I M . For the S i , S j with i, j ∈ I M , the 2-extension spaces in T N ModA = NilL N A are in bijection with the 2-extensions in ModA. For such an S i we can find a projective resolution as a topological module:
the number of relations r with h(r) = i, t(r) = j ∈ I N equals the dimension of the space Ext 2 LN A (S i , S j ), so when i, j ∈ I M we know this is equal to the dimension of Ext We work out the composition of η ∈ Ext 1 (S i , S j ) and ξ ∈ Ext 1 (S j , S i ) with i, j ∈ I M . both extensions can be seen as maps:
η : {a|h(a) = i, t(a) = j} → C and ξ : {a|h(a) = j, t(a) = u} → C We can use this g to explicitly calculate the pairing.
Property C3 for Calabi Yau algebras now implies that there are scalars α i , i ∈ Q 0 (coming from the traces) such that α t(a) g ab is antisymmetric and non-degenerate. Using a base transformation on the arrows we can put α t(a) g ab in its standard symplectic form. The fact that g ab = 0 =⇒ h(a) = t(b) ∧ t(a) = h(b) indicates that this base transformation only mixes arrows with identical head and tail. In this new basis the arrows can be partitioned in couples (a, a * ) with α t(a) g a * a = 1 and α t(a) g ab = 0 if b = a * . The relation now becomes
If we now proceed to the tangent cone of M , we must factor out all e i with i ∈ I M and then take the associated graded. This means that all relations that were not one of the r i become zero. The r i are in fact the preprojective relation with some higher order terms, so if we can prove that the {r i } form a gradable set (see 2.1) then we are done. First assume that Q M is connected. We have to distinguish two cases.
• If Q M is not the double of a Dynkin quiver then it was proved in [6] that the preprojective algebra on Q has global dimension 2. This implies that there are no Ext's of degree 3, and hence there are no relations between the preprojective relations which means that the {r i } are gradable set.
• If Q M is the double of a Dynkin quiver then the preprojective algebra is not of global dimension 2 but using the work of [17] , [7] , [3] we have a nice description of the syzygies. The preprojective algebra is finite dimensional and as it is graded we can look at the highest degree component that is nonzero. Call this degree d.
For every vertex v in the quiver there is a unique relation between the relations r imin :
If we substitute r imin by r i and evaluate its homogeneous parts in the preprojective algebra we see that the must evaluate to 0 because their degree is to high. This implies that the {r i } form again a gradable set.
If Q M is not connected then we must look at each connected component separately because then the C M A and L M A are direct sums of the subalgebras supported by the connected components.
Take care: although most preprojective algebras are 2-Calabi Yau themselves it is not true that C M A is always a 2-CY algebra. The easiest counterexample is the following: take A to be the preprojective algebra of the double of a quiver with one cycle, this is a Calabi Yau algebra by theorem 2.5. Let M be the semisimple module that is the direct sum of all simple modules except one. The tangent cone is the preprojective algebra of the double of a Dynkin quiver of type A n . As we already noted, this algebra is not Calabi Yau.
If we want to consider the case of CY3, extra problems arise and at the moment there is no proof that works in all cases. There are however some interesting partial results. First of all if the category NilM is itself CY3 then Rouquier and Chuang [16] have proved that
If NilM is not CY3 it is still sometimes possible to prove that L M A comes from a superpotential using a result by Ed Segal. In [18] he proved that if the A ∞ -structure on Ext A (M, M ) admits a bilinear structure , for which it is cyclic i.e. a 0 , m k (a 1 , . . . , a k ) = a 1 , m k (a 2 , . . . , a 0 ) then L M A derives from a superpotential. It is not clear whether this always holds if A is CY3, but it holds if A is itself derived from a superpotential. So if A is a graded CY3 algebra and M any semisimple representation then L M A is derived from a superpotential.
The fact that L M A derives from a superpotential does not necessary imply that C M A derives from a superpotential. This is true if W min is a nondegenerate superpotential (i.e. CQ/(∂ a W min ) is CY3) but in the other cases extra relations between the derivative ∂W min might prevent {∂ a W } might from being a gradable set. At the moment there is not enough known for algebras with degenerate superpotentials to rule out these problems.
EXAMPLES
In this final section we will describe two examples coming from fundamental groups of compact orientable aspherical manifolds (i.e. for which the higher dimensional homotopy groups vanish). It was pointed out by Kontsevich and Ginzburg [8] that the group algebras of such groups are CYd where d is the real dimension of the manifold. These algebras are not graded and do in general not derive from preprojective relations or superpotentials. Hence they form a nice class of algebras for which we can try to compute the tangent cone. 7.1. Compact surfaces. The fundamental group of a compact orientable surface is a group of the form
where g is the genus of the surface.
Let us look at some tangent cones for some representations of orientable compact surface groups. If W is a one-dimensional representation one can manually check that
Which is indeed the preprojective algebra on one vertex and 2g loops.
In [15] it is shown that for every n Rep n CG is an irreducible variety. We can compute its dimension using the results on preprojective algebras from [5] .
Now if g > 1 then every variety Rep n Π g contains simples and hence so does Rep n CG.
The tangent cone of such a simple representation W must again be of the form Π h for some h ∈ N. We must have that
So h only depends on the dimension of the simple representation. In a similar way we can deduce that if W 1 and W 2 are simple representations with dimension n 1 and n 2 , then the number of arrows between the two simple components will be a ∈ N such that
This implies that the local quiver and the tangent cone of any semisimple representation can be determined by the dimensions of the simples:
is a semisimple CFG g representation and the factor S i has dimension n, then the local quiver of M has k vertices with on the i th vertex 2(g − 1)n 2 i + 2 loops and 2n i n j (g − 1) arrows from the i th to the j th vertex.
In general if A is a 2-CY algebra we can deduce some information about the representation spaces using the tangent cones. First of all we know that every connected component of Rep n A must be irreducible because this is the case for the preprojective algebras. This allows us to define the component semigroup CS(A). Its elements are the connected components of all Rep n A. The group operation is induced by the direct sum:
Two simples in the same component γ have the same local quiver because the number of loops in the local quiver is equal to the dimension of γ/ /GL n . A simple is never located at a singularity because Rep 1 Π(Q), where Q is a quiver with one vertex, is always smooth.
If we have one simple T in γ 1 and two simples S 1 , S 2 in γ 2 then the local quiver and hence the tangent cone of T ⊕ S 1 and T ⊕ S 2 are the same. This is because if the double quiver is of the form The corresponding group algebra has the following presentation
It is a CY3 algebra because the Heisenberg group is the fundamental group of the quotient . This implies that we can expand θ as θ(t) = ρ M + t i θ i + t i t j θ ij + . . .
For every µ ∈ N we can define an expanded version of θ that acts on µ × µ-matrices T i instead of scalars and has values in Rep µα Q.
Here T is a k-vector of µ × µ-matrices. This map is by construction GL µ -covariant. If r is a relation in I then we can calculate r(θ (µ) ) which gives us for every α-entry of r a GL µ -covariant function r κ : Mat µ (C) k → Mat µ (C). We can split every r κ in its homogeneous parts r κi . These functions are compatible with taking the direct sum so using the techniques from the reconstruction theorem 5.3 they can be expressed as a noncommutative monomials in the variables T and the r κ as noncommutative power series. Proof. The embedding θ (µ) is in fact a slice of Rep µα Q at M µ . This slice is however not an algebraic slice but an analytical one. The restriction to the zero locus of the r κ gives a slice of Rep µα A. We can in fact replicate the reasoning in the reconstruction theorem 5.3, adapted to complete instead of graded algebras and use analytical slices.
We will now apply this theorem to the case of simple representations of the integral Heisenberg group. Theorem 7.3. The tangent cone of any simple module of the integral Heisenberg group algebra is isomorphic to the algebra coming from the superpotential X 2 Y 2 − XY XY .
Proof. In [13] the simple n-dimensional representations of this group have been classified and they can be written in the following form 
