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Introduction
Me´tastabilite´
Dans cette the`se, nous nous sommes consacre´s a` l’e´tude de la me´tastabilite´
de certaines diffusions fini- et infini-dimensionnelles.
Le concept de phe´nome`ne me´tastable est tre`s large et peut eˆtre compris de
beaucoup de manie`res diffe´rentes. Succinctement, on peut parler de me´tasta-
bilite´ d’un syste`me (pas ne´cessairement ale´atoire) lorsque celui-ci reste dans
des re´gimes stationnaires apparents et diffe´rents suivant les e´chelles de temps
conside´re´es. Dans les cas qui nous inte´ressent, ces re´gimes diffe´rents sont de
vrais e´tats d’e´quilibre stables pour une e´quation diffe´rentielle (ordinaire ou
aux de´rive´es partielles) entre lesquels le processus effectue des transitions dues
a` la pre´sences de perturbations stochastiques d’intensite´ faible.
L’e´tat du mode`le change alors d’e´quilibre suivant la feneˆtre temporelle uti-
lise´e. Ces transitions se produisent tre`s brusquement et sont impre´visibles, pro-
prie´te´ issue du caracte`re markovien des mode`les que nous conside´rons. Pour
mieux comprendre la spe´cificite´ du comportement me´tastable, on peut compa-
rer ce qui se passe pour un syste`me ”classique” ayant un e´quilibre stable et un
syste`me me´tastable.
Pour un syste`me classique qui atteint un e´quilibre stable, son histoire peut
se re´sumer en une e´chelle de temps. En temps court, on observe un re´gime
transitoire : initialement hors-e´quilibre, le syste`me atteint le point d’e´quilibre
stable et se retrouve fixe´ dans ce re´gime stationnaire. On parle notamment d’un
phe´nome`ne de relaxation. Dans une e´chelle beaucoup plus longue, le syste`me
reste a` l’e´quilibre.
Exemple 1. Ainsi pour l’e´quation diffe´rentielle y˙ = −λy pour λ > 0, la solution
est simplement y(t) = y0e
−λt et 0 est le seul e´quilibre stable. On peut voir
que dans un temps T = 5λ , le re´gime stable est quasiment atteint puisque
y(T )
y0
6 e−5 ≈ 0, 007. Puis l’e´tat du syste`me ne change plus et s’approche de 0.
Un syste`me me´tastable, en revanche, va exhiber une e´chelle (ou plusieurs)
de temps interme´diaire qui s’intercale entre une e´chelle tre`s courte transitoire
ne´cessaire pour atteindre un premier e´quilibre et l’e´chelle la plus longue cor-
respondant par exemple a` un e´quilibre final. Apre`s un re´gime transitoire initial
correspondant a` la relaxation, l’e´tat du mode`le reste apparemment a` l’e´quilibre
pour des temps tre`s longs puis abruptement, le syste`me subit une transition
d’un e´quilibre a` un autre. Un syste`me me´tastable peut ainsi se de´crire par une
succession de re´gimes diffe´rents pre´sents a` des e´chelles de temps distinctes.
Les proprie´te´s communes a` la me´tastabilite´ sont :
– la succession de re´gimes d’e´quilibre apparents,
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Figure 1: Simulation d’une diffusion dans un double puits syme´trique
– les e´chelles de temps distinctes entre ces e´quilibres
– la rapidite´ des transitions d’un re´gime a` un autre
– l’impre´visibilite´ de la transition.
On verra dans quelques exemples tire´s de la litte´rature qu’il s’agit d’un phe´-
nome`ne tre`s courant dans les syste`mes ”naturels”, en physique, en chimie, en
e´cologie (ou` on peut rapprocher cette notion de la re´silience d’un e´cosyste`me),
en climatologie. Les principales questions que l’on peut choisir de poser pour
ces syste`mes sont :
– Quels sont les e´tats (re´gimes) me´tastables ?
– Quels sont les e´chelles de temps mises en jeu ?
– Comment les calculer ?
Nous nous sommes inte´resse´s plus spe´cifiquement au calcul des espe´rances
des temps des transitions (donc des e´chelles de temps). Nous avons montre´ que
pour une classe d’e´quations aux de´rive´es partielles stochastiques on peut cal-
culer ces espe´rances en utilisant une discre´tisation en espace, c’est-a`-dire en se
ramenant a` la dimension finie. Puis en prenant la limite du pas de discre´tisation
tendant vers 0 tout en controˆlant les erreurs, on peut calculer les temps de tran-
sitions. Ce calcul utilise des re´sultats de the´orie du potentiel. Nous proposons
aussi une ge´ne´ralisation en dimension finie du calcul des temps de transition,
elle s’applique a` la dimension infinie.
Ce travail a donne´ lieu a` trois articles :
1. un article en collaboration avec Anton Bovier et Sylvie Me´le´ard intitule´
Uniform estimates for metastable transition times in a coupled bistable
system, publie´ dans Electronic Journal of Probability, Vol. 15, pp. 323-
345, 2010 ([4]). Cet article constitue le chapitre 3 et est la base ne´cessaire
au calcul des espe´rances en dimension infinie.
2. un article intitule´ Sharp asymptotics of metastable transition times for
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one dimensional SPDEs, soumis a` publication aux Annales Henri Poin-
care´ : Probabilite´s et Statistiques, [2]. Cet article constitue le chapitre 4
et re´alise effectivement le calcul des temps de transition en dimension
infinie.
3. un article en collaboration avec Anton Bovier, en fin de pre´paration,
intitule´ Sharp metastable estimates for degenerated cases of gradient drift
diffusion, [3]. Le chapitre 1 reprend cet article.
Les deux premiers articles sont consacre´s a` la dimension infinie tandis que le
troisie`me est une ge´ne´ralisation des re´sultats de [21] en dimension finie.
Syste`mes markoviens
Dans le cadre de´crit, la me´tastabilite´ est un phe´nome`ne apparaissant en
pre´sence de perturbations qui seront pour nous ale´atoires. Les mode`les de´crits
seront de plus markoviens. Afin de comprendre le me´canisme commun a` l’œuvre
derrie`re ce mode`le on se propose d’exposer un premier exemple de chaˆıne de
Markov ayant un comportement me´tastable.
Exemple Conside´rons une chaˆıne de Markov (Xn)n∈N en temps discret, sur
un espace d’e´tat fini S, irre´ductible, re´versible et ape´riodique de matrice de
transition P . Construisons une autre chaˆıne de Markov Y ε, pour ε > 0, a`
partir de X en posant
Y εn = (δn, Xn) ∈ {0, 1} × S
avec la matrice de transition Qε, pour tout δ ∈ {0, 1} et x, y ∈ S
Qε((δ, x), (1− δ, y)) = εP (x, y)
Qε((δ, x), (δ, y)) = (1− ε)P (x, y)
Ainsi on cre´e artificiellement deux copies de l’ensemble des e´tats S0 = {0}× S
et S1 = {1} × S qui vont eˆtre parcourues par le processus X, avec a` chaque
pas de temps une probabilite´ ε de changer de copie. Chaque copie, code´e dans
le processus par la premie`re variable 0 ou 1, est ne´cessairement parcourue.
Posons alors τ = inf{n, Y εn ∈ S1}. Conditionnellement a` {Y ε0 ∈ S0}, τ suit une
loi ge´ome´trique de parame`tre ε
P[τ = k + 1|Y ε0 ∈ S0] = ε(1− ε)k E[τ |Y ε0 ∈ S0] =
1
ε
.
Or la chaˆıne X e´tant irre´ductible ape´riodique, elle posse`de une unique proba-
bilite´ invariante π. Soit π0 la probabilite´ sur {0, 1}×S valant π sur S0 et nulle
sur S1. On de´finit π1 de meˆme.
Si ε est suffisamment petit, le temps ne´cessaire pour changer de copie (passer
de S0 a` S1 par exemple) sera tre`s long, et la chaine Y ε va se comporter comme
une simple copie de X sur S0 et donc approcher la mesure stationnaire sur cet
ensemble. Tout de´pend du temps d’approximation de la chaˆıne X a` la mesure
stationnaire π.
Le temps de me´lange permet de quantifier cette approche de la distribution
a` l’e´quilibre. En particulier, on peut le relier au trou spectral 1. En effet, d’apre`s
1. D’apre`s des notes de cours de Nathanae¨l Berestycki, lors d’une se´rie d’expose´ au CMAP,
et disponible a` l’adresse http://www.statslab.cam.ac.uk/~beresty
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le the´ore`me de Perron-Frobenius, la valeur propre (a` droite) 1 de la matrice de
transition P associe´ a` la mesure π est unique et maximale en valeur absolue.
Comme le nombre de valeurs propres est fini, on appelle trou spectral ν
ν = 1− λ∗
ou` λ∗ = max{|λ| |λ valeur propre de P , λ 6= 1}. En particulier, comme X est
re´versible, le the´ore`me spectral permet de de´duire
sup
x∈S
‖π − Px[Xn ∈ ·]‖TV 6
e−nν
2
√
minx∈S π(x)
ou` ‖ ‖TV de´signe la norme en variation totale. En particulier, si ε << ν = 1−λ∗,
la chaˆıne Y ε reste, en moyenne, suffisamment longtemps dans S0 pour atteindre
la mesure π0 avant de sauter sur S1. On a alors bien deux e´chelles distinctes
(Tmeta = ε
−1 et Trelax = ν−1) qui sont bien se´pare´es : Tmeta >> Trelax et sur
lesquelles les comportements sont tre`s diffe´rents. Dans une e´chelle de temps
Tstat >> Tmeta correspondant a` la mesure stationnaire de la chaˆıne Y (la
probabilite´ stationnaire e´tant Π = 12π0 +
1
2π1), on ne voit plus distinctement
les passages de S0 a` S1, ils deviennent trop rapides.
Remarque 1. Cet exemple appelle quelques remarques.
1. Notons que dans cet exemple, le syste`me n’atteint pas a` proprement
parler un e´quilibre mais un re´gime, caracte´rise´ par une distribution,
qui reste constant. De meˆme, imaginons que ce soit en fait une trajec-
toire pe´riodique, par exemple, ce qui peut eˆtre le cas si on conside`re un
syste`me de Lotka-Volterra (proie/pre´dateur). Dans cette situation, on
pre´fe`re plutoˆt parler de changement de re´gime plutoˆt que d’e´quilibre, qui
sous-entend un point unique.
2. Cet exemple pourrait eˆtre complexifie´ en ajoutant des e´chelles de temps
comple´mentaires en re´pe´tant cette construction (donc avec quatre copies
de l’espace d’e´tat initial) avec cette fois un taux de saut de l’ordre ε2. Pour
ε << 1 on aurait ainsi Trelax << Tmeta = ε
−1 << T 2meta = ε
−2. On a
ainsi deux comportements me´tastables a` des e´chelles de temps diffe´rentes.
3. Dans cet exemple, on peut partitionner notre ensemble (de manie`re tre`s
simple en S0 et S1) de telle sorte que le temps de sortie d’un ensemble, de
l’ordre de Tmeta, soit beaucoup plus long que le temps ne´cessaire pour at-
teindre, a` l’inte´rieur d’un des ensembles, un e´quilibre. C’est une approche
possible de la me´tastabilite´ qui consiste a` distinguer des ensembles d’e´tat
qui vont constituer des re´gions me´tastables (voir par exemple [72, 13, 71])
.
Le principal me´canisme derrie`re cet exemple est bien suˆr l’ide´e que certaines
des transitions de la chaine Y ε sont extreˆmement petites. Ainsi, me´canique-
ment, la chaˆıne parcourt des transitions d’ordre O(1) tandis que les transitions
tre`s faibles d’ordre O(ε) sont beaucoup moins emprunte´es. Mais cela ne suf-
fit pas, il faut aussi que les petites transitions soient judicieusement place´es
pour eˆtre les seuls passages entre deux groupes d’e´tats bien distincts (dans cet
exemple nos deux copies S0 et S1). Ces deux caracte´ristiques, a` savoir
– des transitions infiniment faibles
– entre des sous-ensembles d’e´tats disjoints,
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sont pre´sentes dans les mode`les que nous examinerons ce qui explique la concor-
dance des re´sultats et des comportements.
Une tre`s large litte´rature existe sur la me´tastabilite´ pour des mode`les dif-
fe´rents, dans des cadres diffe´rents, en utilisant des approches assez distinctes.
Eˆtre exhaustif sur ce sujet est une taˆche hors de porte´e de cette the`se. Nous
souhaitons malgre´ tout donner une image de ce qu’est la me´tastabilite´, et com-
ment nous la comprenons dans notre cadre. Dans un premier temps, j’insis-
terai donc sur les points communs entre des mode`les a priori dissemblables
et de´veloppe´s pour des applications diffe´rentes qui exhibent cependant des ca-
racte´ristiques communes et partent du meˆme point de vue. Ensuite je de´taillerai
plus spe´cifiquement le mode`le fini-dimensionnel, les re´sultats obtenus par di-
verses approches notamment les grandes de´viations. Enfin j’introduirai les
re´sultats de´montre´s dans cette the`se, principalement sur la me´tastabilite´ de
certaines e´quations aux de´rive´es partielles stochastiques.
E´nergie et potentiel
Initialement, la me´tastabilite´ a notamment concerne´ des mode`les en phy-
sique statistique et en me´canique statistique et reposant sur des notions de ther-
modynamique. Une des quantite´s principales permettant la description ther-
modynamique de syste`mes est l’e´nergie libre. La mode´lisation de ses syste`mes
passe donc par l’ide´e que au cours du temps leur e´nergie diminue a` la manie`re
d’une e´nergie potentielle en me´canique. Mais a` cause d’ale´as dus a` la tem-
pe´rature non nulle du syste`me, cette minimisation n’est pas constante et des
transitions se produisent.
Le caracte`re me´tastable du syste`me peut alors eˆtre vu comme la multiplicite´
des minima locaux de cette e´nergie libre. Cette vision d’un syste`me caracte´rise´
par une e´nergie est au cœur des mode`les. Au cours du temps, cette e´nergie
diminue en moyenne mais peut, par faute de la tempe´rature, augmenter de
manie`re impre´visible et donner alors lieu a` des transitions.
Mode`le d’Ising Meˆme si les mode`les qui nous concerneront sont des diffu-
sions, donc a` espace d’e´tat continu, mentionnons un mode`le a` espace d’e´tat
discret qui suit la meˆme ide´e : le mode`le d’Ising. Il s’agit simplement d’une
chaˆıne de Markov dont les transitions sont choisies en privile´giant celles qui
diminuent une e´nergie H donne´e. Une tempe´rature ε > 0 permet de donner,
malgre´ tout, une probabilite´ plus ou moins forte de remonter en e´nergie. La
litte´rature est extreˆmement vaste sur ce sujet et ses nombreuses ramifications
(pour n’en citer que quelques unes [17, 82, 93]). Ce mode`le exhibe de nombreux
comportements tre`s divers et peut eˆtre utilise´ pour mode´liser des phe´nome`nes
de condensation (nucle´ation) de transition spontane´e (comme l’hyste´re´sis). Il
sert tant a` rendre compte du comportement microscopique d’un ensemble d’ai-
mants ou pour des gaz rare´fie´s a` tre`s basses tempe´ratures. De nombreuses
variantes sont possibles.
Les minima (locaux) de H fournissent alors des candidats naturels a` eˆtre
des e´tats me´tastables. L’e´tude de la me´tastabilite´ de ce mode`le consiste donc
notamment a` comprendre les transitions d’un minimum de l’e´nergie a` un autre.
Pour reprendre les crite`res de´veloppe´s a` travers l’exemple de´terministe 1, des
voisinages des minima vont ainsi constituer des sous-ensembles que la chaˆıne
parcourt classiquement, de manie`re normale, tandis que dans la limite ou` la
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Figure 2: Diffusion dans un potentiel
tempe´rature tend vers 0, les probabilite´s pour re´aliser une transition vont eˆtre
exponentiellement petites. Les e´tats me´tastables sont en effet se´pare´s par une
barrie`re d’e´nergie. On retrouve le meˆme me´canisme que dans l’exemple de la
chaˆıne de Markov Y ε : les e´tats me´tastables sont isole´s par des probabilite´s
de passage de l’un a` l’autre tre`s faibles. La mesure invariante de la chaˆıne de
Markov est alors la mesure dite de Gibbs
µ(ω) =
exp (−βH(ω))
Z
ou` Z est la constante de normalisation appele´e fonction de partition. La me´-
tastabilite´ du processus est alors e´quivalente au fait que cette mesure va avoir
plusieurs modes (maxima locaux de la densite´) se´pare´s pas des plateaux de tre`s
faible probabilite´.
Diffusion en dimension finie Le mode`le qui va nous concerner directement
dans toute la suite vient initialement de la mode´lisation de re´actions chimiques
[41, 68, 57]. On se donne un potentiel F de´crivant un paysage dans lequel diffuse
une particule. Le processus X est alors solution de l’e´quation
dXt = −∇F (Xt)dt+
√
2εdWt (0.1)
ou` Wt est un terme de bruit (dans la suite un mouvement brownien). Le terme
ε est encore ici la tempe´rature et repre´sente l’agitation thermique du processus.
Remarque 2. L’ide´e centrale de ce mode`le repose encore sur l’existence d’une
e´nergie potentielle (F ). La partie de´terministe de la dynamique tend a` mini-
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Figure 3: Potentiel F associe´ a` la diffusion
miser cette e´nergie. Cette diffusion prend parfois le nom de diffusion de Smo-
luchowski [32] ou d’e´quation de Langevin sur-amortie [72]. L’e´quation de Lan-
gevin comple`te re´git le mouvement ve´ritable d’une particule soumise a` une
force de´rivant d’un potentiel et d’un terme ale´atoire (via les lois de Newton),
la diffusion de´crit alors l’e´volution de la vitesse V et de la position X de la
particule
dXt = Vtdt
dVt = −βVtdt−∇F (Xt)dt+
√
2εdWt (0.2)
ou` β est un parame`tre d’amortissement. Le cas sur-amorti s’obtient en con-
side´rant β tendant vers l’infini. La diffusion (0.1) est une simplification de ce
mode`le dans le cas d’un amortissement infini (et via un changement de temps).
Le processus de´fini par l’e´quation (0.1) posse`de lui aussi une mesure inva-
riante, la mesure de Gibbs,
µε(dx) =
1
Z ε
exp
(
−F (x)
ε
)
dx.
De plus le processus stationnaire est re´versible.
Mode`les et Applications Outre son inte´reˆt intrinse`que pour comprendre
des phe´nome`nes de me´tastabilite´, cette e´quation est extreˆmement utilise´e com-
me mode`le pour des proble`mes de conformations de mole´cules (repliement de
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Figure 4: Repre´sentation sche´matique de l’e´nergie de conformation d’une
se´quence de quatre atomes de carbones en fonction de l’angle de liaison (extrait
de [90])
prote´ines par exemple). Ainsi, suivant divers parame`tres (positions des atomes,
angles relatifs entre liaisons), on peut de´crire une e´nergie dont les minima cor-
respondent a` des configurations stables du compose´. Par exemple dans l’article
[90] par Smith et Jaffe, les auteurs donnent l’e´nergie de la chaˆıne alcane de
quatre carbones C −C −C −C en fonction de l’angle entre la dernie`re liaison
carbone et le plan forme´ par les trois premiers (voir figure 4). Dans ce cas,
le potentiel en jeu contient trois puits dont un plus profond correspondant a`
la configuration plane de la chaˆıne plus stable. Le meˆme phe´nome`ne a lieu,
dans des dimensions bien plus complexes avec le proble`me de repliement des
prote´ines. A` noter que souvent le potentiel F est calcule´ de manie`re tre`s com-
plexe et le proble`me consiste d’abord a` l’explorer et le de´crire pour connaˆıtre
ses minima.
La me´tastabilite´ est tre`s pre´sente dans des syste`mes physico-chimiques
comme les changements d’e´tats comme par exemple la surfusion. Dans des
conditions normales de tempe´rature et de pression, l’eau se pre´sente a` l’e´tat
liquide, cependant en refroidissant, il peut arriver que l’eau reste a` l’e´tat liquide
sous 0◦C alors qu’elle devrait se solidifier, devenir de la glace. On appelle ce
phe´nome`ne la surfusion. Il suffit ensuite d’un simple choc, ou une perturbation
pour que l’eau se fige d’un seul coup abruptement 2.
D’autres substances peuvent aussi subir la surfusion : exemple de l’ace´tate
2. d’un point de vue plus litte´raire, l’histoire du Lac de Ladoga, pre´sente dans Kaputt de
Malaparte, raconte un tel e´ve`nement a` l’e´chelle d’un lac qui prend prisonnier dans ses glaces
une harde de chevaux, Folio, p.68
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de sodium 3 (formule CH3COONa) qui a un point de fusion a` 58
◦C, mais
la solution aqueuse sursature´e peut rester liquide (donc en surfusion) jusqu’a`
des tempe´ratures tre`s basses (−120◦C paraˆıt-il). La cristallisation a lieu en
provoquant un noyau de nucle´ation (une plaque me´tallique que l’on tord) ce
qui entraine un de´gagement de chaleur (la chaleur latente entre la phase liquide
et solide). Ce phe´nome`ne est utilise´ pour cre´er des chaufferettes.
Ce meˆme paradigme sert aussi a` mode´liser les re´actions chimiques afin de
calculer leur taux de transition via la the´orie du complexe active´ [41, 68]. On
associe aux divers compose´s une e´nergie potentielle. De manie`re simple, les
re´actifs posse`dent une e´nergie supe´rieure a` l’e´nergie des produits. Cependant
pour que la re´action se produise, le me´canisme de re´action est de´termine´ et les
compose´s doivent passer par un interme´diaire de re´action (le complexe active´)
associe´ a` une e´nergie plus e´leve´e, ce qui se passe tre`s rarement de manie`re
spontane´e. Le phe´nome`ne de re´action peut alors dans ces cas s’apparenter a`
la me´tastabilite´ dans le sens ou` on a deux re´gimes stables (les re´actifs, les
produits) se´pare´s par une barrie`re de potentiel. Le calcul du taux de re´action
dans ce mode`le a e´te´ fait donnant naissance a` la formule d’Eyring-Kramers
qui a depuis subi de multiples utilisations et ge´ne´ralisations (voir par exemple
[57]).
Cette vision en terme d’exploration d’un paysage donne´ par une fonction
potentiel est pre´sente dans un tre`s grand nombre de domaines (voir par exemple
la se´rie d’articles [89, 14, 69, 64, 8]). Pre´cisons quelques applications courantes
de la me´tastabilite´.
En magne´tisation, mentionnons aussi le proble`me des micro-aimants et
de leur importance dans les disque durs (voir par exemple l’article de R.
Kohn, M. Reznikoff, E. Vanden-Eijnden [67]). En effet, ces aimants sont sou-
mis a` des changements d’e´tats tre`s fre´quents correspondant a` l’enregistrement
de donne´es. Il est alors souvent capital d’estimer le taux de changement de
magne´tisation spontane´e afin de limiter la perte de donne´es. A` noter que
l’e´quation re´gissant ce phe´nome`ne est tre`s proche de (0.1), les auteurs de [67]
obtiennent en effet une diffusion X = (θ, z) en dimension 2 en coordonne´es
polaires :
dXt = −K∇E(Xt)dt+ εc(Xt) +
√
2εσ(Xt)dWt
ou` K et σ sont des matrices de taille 2, telles que σσ∗ et e´gale a` la partie
syme´trique de K et la partie antisyme´trique de K est constante. Le parame`tre
ε > 0 s’interpre`te toujours comme une tempe´rature. L’e´nergie E est alors
donne´e, pour X = (θ, z) avec θ ∈]− π, π] et z ∈ [−1, 1], par
E(θ, z) = β2(1− z2) sin2(θ) + β3z2 −
√
1− z2(H1 cos(θ) +H2 sin(θ))
ou` β2, β3 > 0 et H1, H2 ∈ R sont des constantes du mode`le.
La me´tastabilite´ se rapproche aussi de la re´silience en e´cologie (voir par
exemple les travaux de Holling [60], Levin [73] ou Walker, Holling, Carpenter
et Kinzig [95]). Cette notion cherche a` de´crire qualitativement la re´action d’un
e´cosyste`me aux changements de l’environnement d’origine interne ou externe.
Pour re´sumer, un e´cosyste`me peut eˆtre caracte´rise´ par une re´sistance au chan-
gement : son e´tat reste sensiblement identique en s’adaptant aux modifications
de l’environnement. Cependant, si les bouleversements sont trop brusques, trop
3. D’apre`s Pour la science, De´cembre 2008, pp. 108-110
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importants l’e´cosyste`me peut perdre son e´quilibre et changer comple`tement de
re´gime. Ainsi [60] (pp.7-10) cite des exemples de lacs et de l’e´volution de leur
flore en fonction de la concentration en nutriments, ces e´tudes observent des
changements de turbidite´ brusques dus aux bouleversements environnemen-
taux.
Dans la dynamique des populations aussi des approches sont initie´es afin
de comprendre l’extinction de populations comme des phe´nome`nes me´tastables
(par exemple Assaf et Meerson [7]). L’extinction e´tant vue comme un e´tat final
stable (car absorbant) tandis que la pre´sence d’une population est un e´tat per-
sistant mais fondamentalement transitoire. Un lien assez fort doit ici pouvoir
eˆtre fait avec les distributions quasi-stationnaires qui sont aussi tre`s utilise´es
pour comprendre l’extinction de populations (voir pour une introduction aux
distributions quasi-stationnaires l’article de revue par S. Me´le´ard et D. Ville-
monais [79])
E´quations aux de´rive´es partielles stochastiques La classe d’e´quations
aux de´rive´es partielles stochastiques que nous allons examiner est directe-
ment une ge´ne´ralisation a` la dimension infinie du mode`le pre´ce´dent. Il s’agit
d’e´quations de re´action-diffusion (au sens des e´quations aux de´rive´es partielles)
sur un intervalle borne´ et perturbe´e par un bruit blanc espace-temps d’intensite´
ε > 0.
L’e´quation s’e´crit
∂tu(x, t) = γ∂
2
xu(x, t)− V ′(u(x, t)) +
√
2εW, ∀(x, t) ∈ [0, 1]× R+ (0.3)
ou` W est un bruit blanc espace-temps, γ > 0 un parame`tre de couplage. On
suppose aussi que u ve´rifie des conditions au bord (Dirichlet, Neumann ou
pe´riodiques). V est une fonction a` valeurs re´elles jouant le roˆle d’un potentiel
local. Cependant il existe un potentiel fonctionnel S (aussi appele´ l’action),
de´fini pour φ ∈ C2 et ve´rifiant les meˆmes conditions au bord que l’e´quation
(0.3) par
S(φ) =
∫ 1
0
[γ
2
φ′(x)2 + V (φ(x))
]
dx. (0.4)
L’e´quation (0.3) prend alors une forme analogue a` l’e´quation de la diffusion
(0.1)
∂u
∂t
(t, x) = −δS
δu
(u)(x, t) +
√
2εW. (0.5)
δS
δu de´signe la de´rive´e au sens de Fre´chet du potentiel S.
A` notre connaissance le premier article a` s’inte´resser a` la me´tastabilite´ de ce
genre d’e´quation est e´crit par Faris et Jona-Lasinio en 1982 [42]. Ils conside`rent
l’e´quation d’Allen-Cahn en dimension 1 en prenant pour V la fonction
V (u) =
u4
4
− u
2
2
(0.6)
qui est un double puits syme´trique. Ils prouvent alors les premie`res estimations
sur le comportement me´tastable de l’e´quation (0.3) qui prend alors la forme
∂tu(x, t) = γ∂
2
xu(x, t)− u3(x, t) + u(x, t) +
√
2εW. (0.7)
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L’e´quation (0.3) peut eˆtre interpre´te´e comme mode´lisant le mouvement
d’une corde dans un environnement stochastique ale´atoire [49]. Elle est aussi
notamment utilise´e en the´orie quantique des champs (voir par exemple [42, 28],
bien que les mode`les inte´ressants soient situe´s en dimension supe´rieure en es-
pace) et en tant qu’e´quation de re´action-diffusion pour mode´liser des transitions
de phases et l’e´volution des interfaces entre ces phases (voir Brassesco et Butta`
[23, 24] voir aussi Vanden-Eijnden et Westdickenberg [94]).
Tous ces mode`les pre´sentent ce meˆme caracte`re conduisant en temps court
a` la minimisation d’une e´nergie, qui correspond au phe´nome`ne de relaxation
de´crit dans le premier exemple. Ensuite la perturbation stochastique (qu’elle
soit due a` la pre´sence d’un ale´a dans la transition ou a` un mouvement brow-
nien, c’est-a`-dire un bruit blanc fini ou infini dimensionnel) permet au syste`me
d’ope´rer des transitions d’un minimum de l’e´nergie a` un autre. Dans cette
approche, le syste`me se stabilise dans un premier temps au voisinage d’un mi-
nimum local correspondant au bassin d’attraction dans lequel il se trouve, puis
au bout d’un nombre important de tentatives, le processus va ope´rer une tran-
sition de ce minimum vers un autre minimum local de moindre e´nergie. C’est
le nombre de tentatives ne´cessaire a` l’exe´cution d’une transition qui permet
l’oubli de la condition initiale du processus et conduit a` l’impre´visibilite´ de la
transition.
Diffe´rentes approches
Les quantite´s qui nous inte´ressent sur les mode`les de diffusions fini et infini
dimensionnelles sont les temps de transition d’un minimum a` un autre. En
dimension finie d > 2, la diffusion de´finie par (0.1) ne peut pas atteindre
pre´cise´ment un point. On conside`re une boule de rayon ρ > 0 et de centre
y un minimum local de F , note´e Bρ(y). Le temps d’atteinte, qui est un temps
d’arreˆt, note´ τ(Bρ(y)), est de´fini par
τ(Bρ(y)) = inf{t > 0, Xt ∈ Bρ(y)}.
En particulier on s’inte´resse a` la loi et l’espe´rance de τ(Bρ(y)) partant de la
condition initiale X0 = x ou` x est un minimum de F .
Re´sumons quelques re´sultats sur les temps d’atteinte (voir par exemple
Freidlin et Wentzell [47], Olivieri et Vares [82]). Sous la condition F (x) > F (y),
τ(Bρ(y)) est finie presque suˆrement.
1. De´finissons Cε une constante telle que
lim
ε→0
Px[τ(Bρ(y)) > Cε] = e
−1
alors la variable ale´atoire, conditionne´e a` X0 = x, C
−1
ε τ(Bρ(y)) converge
en loi vers une variable exponentielle de parame`tre 1 :
lim
ε→0
Px[τ(Bρ(y)) > tCε] = e
−t
2. La constante Cε ve´rifie l’asymptotique (voir par exemple Bovier, Eckhoff,
Gayrard, Klein [21])
Cε = Aεe
B/ε
(
1 +O
(∣∣ε ln3 ε∣∣1/2)) (0.8)
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Aε s’appelle le pre´facteur, de´pend au plus de manie`re polynomiale de ε et
B est une constante appele´ e´nergie d’activation. Cette formule prend le
nom d’Eyring-Kramers et peut se calculer en fonction des caracte´ristiques
locales du potentiel F .
Notre but a e´te´ de prouver la formule d’Eyring-Kramers (0.8), d’abord
pour un cas un peu plus ge´ne´ral de la diffusion (0.1) et pour des e´quations aux
de´rive´es partielles stochastiques de la forme (0.3) qui sont une ge´ne´ralisation
a` la dimension infinie de diffusion de la forme (0.1). Il faut cependant faire
attention au voisinage des minima que l’on conside`re. Alors que les boules en
dimension finie (donne´s par une norme) sont toutes e´quivalentes, ce n’est pas
le cas en dimension infinie.
Rappelons les diffe´rentes approches qui existent pour traiter ce genre de
proble`me. D’un point de vue probabiliste, le temps de transition d’un minima
a` un autre est tout simplement un temps d’atteinte d’un ensemble ou le temps
de sortie de son comple´mentaire. On peut distinguer trois me´thodes qui ont e´te´
utilise´es : les grandes de´viations, des estimations spectrales et variationnelles
et la the´orie du potentiel lie´e a` une conception plus proche des e´quations aux
de´rive´es partielles. Il est bien suˆr difficile de se´parer clairement ces trois ap-
proches, chacune offrant un degre´ de ge´ne´ralite´ ou des re´sultats diffe´rents mais
comple´mentaires.
Les deux approches qui nous inte´ressent le plus et avec lesquelles nous
sommes le plus familier sont les grandes de´viations et la the´orie du potentiel.
D’autres techniques utilisant la the´orie spectrale (Laplacien de Witten par
exemple) existent aussi.
Une limite de toutes ces me´thodes est malgre´ tout le fait qu’elles ne sont
valables que dans la limite ou` ε tend vers 0 c’est-a`-dire a` petite tempe´rature.
Re´ussir a` calculer la loi et l’espe´rance du temps d’atteinte a` tempe´rature finie
est un proble`me qui semble bien plus complique´.
Calculs heuristiques
De`s les anne´es 1930, dans le cadre de la mode´lisation de taux de re´action, des
auteurs ont cherche´ a` calculer les temps de transition. Les premiers travaux de
Eyring [41] et surtout de Kramers [68] ont donne´ leurs noms a` la formule et les
premie`res me´thodes pour calculer l’espe´rance du temps d’atteinte. La me´thode
n’est cependant expose´e qu’en dimension 1 et repose sur une formulation a`
l’aide de l’e´quation de Fokker-Planck. De multiples raffinements ont e´te´ re´alise´s,
voir notamment l’article de Ha¨nggi, Talkner et Borkovec [57] qui fait une revue
de la formule d’Eyring-Kramers et de sa descendance.
Grandes de´viations
La the´orie des grandes de´viations a donne´ les premie`res de´monstrations
rigoureuses sur les asymptotiques des temps d’atteinte. Ces re´sultats sont is-
sus principalement des travaux de Freidlin et Wentzell (voir le livre [47] et le
livre d’Olivieri et Vares [82] qui reprend en partie leurs re´sultats) et permet
de donner des estimations asymptotiques exponentielles des quantite´s en jeu
(probabilite´s de transition, temps de transition). Leur approche repose sur les
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grandes de´viations associe´es a` la diffusion a` valeurs dans Rd
dXεt = b(X
ε
t )dt+
√
2εσ(Xεt )dWt (0.9)
avec a(x) = σ(x)σt(x) > c > 0 au sens des matrices de´finies positives et W un
mouvement brownien.
Le principe de grandes de´viations ve´rifie´ est le suivant.
Proposition 0.0.1 ([47] The´ore`me 3.1 Chap. 5 p.155). Pour tout T > 0, le
processus Xε ve´rifie un principe de grande de´viation dans C([0, T ],Rd) muni de
la norme uniforme, uniforme´ment par rapport a` la condition initiale Xε0 = x,
de vitesse ε et de fonction de taux IxT de´finie pour φ ∈ C([0, T ],Rd) absolument
continue et ve´rifiant φ(0) = x, par
IxT (φ) =
1
4
∫ T
0
∥∥σ−1(φ(t))[φ′(t)− b(φ(t))]∥∥2
2
dt
si l’inte´grale est bien de´finie et IxT (φ) = +∞ sinon.
Remarque 3. La preuve de cette proposition utilise dans le cas ou` σ est constant,
un the´ore`me de contraction (par exemple [47] The´ore`me 3.1 Chap. 3) et le fait
que le mouvement brownien ve´rifie un principe de grandes de´viations dans les
meˆmes conditions, de fonction de taux
I0T (φ) =
1
4
∫ T
0
‖φ′(t)‖22 dt.
Si σ n’est pas constant, la preuve est un peu plus complexe car on ne peut pas
utiliser directement le principe de contraction a` cause du manque de continuite´
(dans la topologie uniforme) de l’application εW 7→ Xε. Voir notamment [82],
Chap. 2.5 p.98.
En particulier, le principe de grandes de´viations uniforme permet de donner
les asymptotiques exponentielles de certaines probabilite´s ([82] Corollaire 2.27
p. 97).
Le principe des grandes de´viations permet de quantifier pre´cise´ment l’e´cart
du processus Xε par rapport a` son analogue de´terministe d’e´quation z′ =
b(z). Une grande partie de l’analyse repose alors sur une connaissance assez
pre´cise du comportement de ce syste`me dynamique. Pour x, y ∈ Rd, Freidlin
et Wentzell [47] de´finissent le quasi-potentiel V(x, y)
V(x, y) = inf
T>0
inf
φ,φ(0)=x,φ(T )=y
IxT (φ)
Cette quantite´ repre´sente la difficulte´ a` passer d’un voisinage de x a` un voisinage
de y pour le processus Xε. On peut voir que s’il existe une orbite du syste`me
dynamique z′ = b(z) conduisant de x a` y, alors V(x, y) = 0.
Freidlin et Wentzell [47] montrent que l’on peut approximer la diffusion
Xε par une chaˆıne de Markov a` valeurs dans les voisinages des ensembles
me´tastables. On peut alors en de´duire des the´ore`mes sur le comportement du
processus Xε, comprendre les attracteurs parcourus, dans quel ordre et surtout
les temps moyens de transitions. Le quasi-potentiel V permet de calculer les
asymptotiques exponentielles des temps de transitions. On renvoie pour le reste
de ces re´sultats a` [47] ou aux chapitres 2 et 5 de [82].
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Cas gradient Dans le cas qui nous inte´resse, σ = Id et b(x) = −∇F (x),
pour une fonction F a` valeurs dans R. On se place de plus dans le cas ou`
F ne posse`de qu’un nombre fini de points stationnaires. Les ensembles Ki
sont ne´cessairement constitue´s de singletons de points stationnaires (c’est-a`-
dire ve´rifiant ∇F (x) = 0). Les ensembles stables e´tant alors les minima de
F .
Si x et y sont des minima de F , on note F̂ (x, y), la hauteur minimale a`
franchir pour aller de x a` y
F̂ (x, y) = min
φ,φ(0)=x,φ(1)=y
max
t∈[0,1]
F (φ(t)).
En particulier si F est re´gulie`re (au moins C2), la valeur F̂ (x, y) est atteinte
en un des points selles de F . De plus dans le cas de points selles multiples,
la trajectoire re´alisant le minimum peut passer par plusieurs points selles de
hauteur commune F̂ (x, y). Le quasi-potentiel s’exprime en fonction du potentiel
V(x, y) = F̂ (x, y)− F (x).
Remarque 4. La borne infe´rieure de cette e´galite´ se prouve comme suit : soit
φ telle que φ(0) = x et φ(T ) = y, on a, pour tout 0 6 t < T
IxT (φ) =
1
4
∫ T
0
|φ′(s) +∇F (φ(s))|2 ds > 1
4
∫ t
0
|φ′(s)−∇F (φ(s))|2 ds
>
1
4
∫ t
0
|φ′(s) +∇F (φ(s))|2 ds−
∫ t
0
∇F (φ(s)) · φ′(s)ds
> F (φ(t))− F (φ(0)) = F (φ(t))− F (x). (0.10)
Il suffit alors de maximiser sur t puis de minimiser sur φ.
En utilisant le principe de grandes de´viations, on en de´duit les asympto-
tiques des temps d’atteinte. Pour x et y deux minima de F , le temps moyen
Ex[τ(Bρ(y))], pour Bρ(y) la boule de centre y de rayon ρ, ve´rifie
lim
ε→0
ε lnEx[τ(Bρ(y))] = F̂ (x, y)− F (x)
Les grandes de´viations permettent donc de connaˆıtre l’asymptotique expo-
nentielle du temps de transition. Ce temps de´pend directement de la valeur de
la barrie`re de potentiel a` franchir.
Une conse´quence importante de cette proprie´te´ est le fait que si F (x) < F (y)
la transition de x vers y n’est pas visible car la transition de y vers x se produit
dans une e´chelle de temps beaucoup plus courte et est donc absorbe´e. Les
e´chelles de temps distinctes arrivent naturellement en fonction des valeurs de
F̂ (x, y) − F (x) pour x, y de´crivant les minima de F . Ainsi, si on conside`re
le processus renormalise´ en temps par un facteur eH/ε, suivant les valeurs de
H on sera capable ou non de voir des transitions. Posons Y εt = X
ε
teH/ε
, si
on examine le processus (Y εt )t∈[0,T ] dans la limite ou` ε tend vers 0, toutes
les transitions (x → y) pour lesquelles H > F̂ (x, y) − F (x) seront absorbe´s
(se produisant beaucoup plus rapidement que l’e´chelle conside´re´e). Tandis que,
inversement, les transitions pour lesquellesH < F̂ (x, y)−F (x) ne se produiront
jamais car, a` horizon fini pour Y ε, ces transitions sont beaucoup trop longues
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a` apparaˆıtre. Seules les transitions pour lesquelles H = F̂ (x, y) − F (x) ont
une chance de se produire. Mais il faut alors faire attention dans ce cas a` la
correction subexponentielle qui n’est pas force´ment constante : le pre´facteur Aε
dans (0.8). C’est une des motivations qui nous pousse a` calculer ce pre´facteur.
Ces conside´rations sont de´taille´s dans le chapitre 6.6 de [47] et le chapitre
5.4 de [82] dans le cas ge´ne´ral. Une preuve de la convergence de Y ε vers un
processus de Markov a` saut pur en fonction de la renormalisation est donne´
dans [92].
Loi exponentielle La de´monstration de la loi exponentielle du temps de
transition peut se montrer en utilisant la proprie´te´ d’oubli de la condition
initiale. D’apre`s les travaux de Martinelli, Olivieri et Scoppola [78] et repris
dans [82] avec une preuve diffe´rente, on a en effet la proprie´te´ suivante dite
d’oubli de la condition initiale. Pour y un minimum local de F , on conside`re le
temps d’atteinte, τ(Bρ(y)), de la boule Bρ(y). Soit x
∗ un minimum de F , tel
que la matrice hessienne de F en x∗ soit de´finie positive.
Lemme 0.0.2 ([82] Lemme 5.22 p.321). Il existe δ > 0 tel que
lim sup
ε→0
sup
x∈B¯δ(x∗)
sup
t>ε−3
|Px(τ(Bρ(y)) > t)− Px∗(τ(Bρ(y)) > t)| = 0
On parle d’oubli de la condition initiale car cette proprie´te´ e´nonce que partir
du minimum ou d’un point voisin de ce minimum ne change pas la loi du temps
de transition. Ce re´sultat est prouve´ dans [82] a` l’aide d’un couplage entre les
diffusions partant de x et x∗. Dans [78], qui est le re´sultat que nous utiliserons en
dimension infinie, la preuve repose sur la contraction exponentielle des solutions
au voisinage des minima (dont la matrice hessienne est de´finie positive).
On de´finit Cε la constante telle que
Px[τ(Bρ(y)) > Cε] = e
−1.
On a le the´ore`me suivant
The´ore`me 0.0.3 ([82] The´ore`me 5.21 p.320). Soit δ > 0 tel que Bδ(x
∗) soit
contenu dans le bassin d’attraction de x∗. On a
1. limε→0 Px(τ(Bρ(y)) > tCε) = e−t pour tout t > 0 et tout x ∈ Bδ(x∗).
2. limε→0
Ex(τ(Bρ(y)))
Cε
= 1 pour tout x ∈ Bδ(x∗).
The´orie du potentiel
Les grandes de´viations donnent des re´sultats tre`s nombreux et ge´ne´raux
mais nous sommes limite´s a` des asymptotiques exponentielles. Pour aller plus
loin dans la description des transitions et des temps d’atteinte, un autre ap-
proche initie´e par Bovier, Eckhoff, Gayrard et Klein dans [21, 22] repose sur la
the´orie du potentiel. Le chapitre 1 commencera par les e´le´ments de the´orie du
potentiel utilise´s.
Brie`vement, l’ide´e de cette approche repose sur une formulation de la fonc-
tion w(x) = Ex[τA], pour A un ouvert simplement connexe comme solution
d’un proble`me de Dirichlet :
LεwA = 1 sur A
c
wA = 0 sur A.
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ou` −Lε est l’ope´rateur infinite´simal de la diffusion (le signe − est la` pour
conside´rer un ope´rateur positif). L’estimation de wA, pour x un minimum de
F et A une boule autour d’un autre minima repose sur la formule suivante
EνBρ(x),A
(τA) =
∫
Ac
e−F (y)/εhBρ(x),A(y)dy
cap (Bρ(x), A)
(0.11)
ou` νBρ(x),A est une probabilite´ sur le bord de l’ensemble de de´part Bρ(x)
et hBρ(x),A(y) = Py(τ(Bρ(x)) < τA) est le potentiel d’e´quilibre. La capacite´
cap (Bρ(x), A) = Φ(hBρ(x),A) est alors l’e´nergie du potentiel d’e´quilibre pour
la forme de Dirichlet, Φ, associe´ a` Lε :
Φ(h) =
∫
Rd
h(x)Lεh(x)e
−F (x)/εdx =
∫
Rd
‖∇h(x)‖2 e−F (x)/εdx. (0.12)
Le calcul de l’espe´rance d’apre`s la formule (0.11) se fait par l’application de
la me´thode de Laplace pour le nume´rateur et de´nominateur. Nous de´taillerons
au chapitre 1 cette approche que nous utilisons principalement.
Re´fe´rences La the´orie du potentiel a d’abord e´te´ de´veloppe´e et utilise´e pour
des proble`mes lie´es a` des mode`les discrets, des chaˆınes de Markov (voir les
travaux de Bovier, Eckhoff, Gayrard, Klein [20, 17]). Citons notamment les
applications au mode`les d’Ising (notamment [19] par Bovier, den Hollander, et
Spitoni), de Curie-Weiss [12] par Bovier, Bianchi et Ioffe, avec les dynamiques
de Glauber ou de Kawasaki. Le de´veloppement de la the´orie du potentiel dans
le cadre continu afin de comprendre la me´tastabilite´ a e´te´ initie´ dans [21, 22],
meˆme si la the´orie est pre´sente depuis longtemps.
Historiquement, les notions de the´orie du potentiel ont e´te´ tre`s largement
de´veloppe´es en the´orie des probabilite´s. Les travaux de Doob [39], de Del-
lacherie et Meyer [38] reprennent et tressent des liens importants entre ces
deux mondes. La vision de´veloppe´e dans ces ouvrages insiste sur un traitement
tre`s abstrait de la the´orie du potentiel et de son utilisation pour de´crire des
proprie´te´s des processus stochastiques ge´ne´raux. Les relations sont naturelles
entre martingales, sur-martingales, sous-martingales et fonctions harmoniques,
sur-harmoniques, sous-harmoniques. De meˆme, les capacite´s de Choquet sont
utilise´es pour comprendre les points atteints par le processus. Une ”quasi”-
topologie, relative au capacite´s et adapte´e aux processus a e´te´ de´veloppe´e. La
the´orie du potentiel a une longue histoire qui remonte notamment a` Gauss pour
traiter l’e´lectrostatique. Dans ce cadre, le potentiel est une fac¸on de re´soudre
les e´quations re´gissant les champs e´lectriques statiques. Le mouvement brow-
nien est alors l’objet probabiliste correspondant (voir par exemple l’ouvrage de
Port et Stone [85]). Toutes les quantite´s qui nous inte´ressent, comme les proba-
bilite´s d’e´quilibre, les mesures d’e´quilibre, les capacite´s ou les temps d’atteinte
ont des analogues classiques comme le champ e´lectrique, les charges de surfaces,
la charge totale.
Un des outils principaux de la the´orie du potentiel est la forme de Dirichlet.
Comme la re´solvante, le ge´ne´rateur infinite´simal ou le semi-groupe, la forme
de Dirichlet permet une construction de processus de Markov ge´ne´raux. On
peut consulter le livre de Fukushima, Oshima et Takeda [48] ou de Chung et
Walsh [31]. Une autre re´fe´rence classique est le livre de Ma et Ro¨ckner [75]
qui de´taille le cas des formes de Dirichlet non syme´triques. Cet apport permet
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de traiter alors les notions de processus duaux ou co-associe´s. Les processus
associe´s a` des formes de Dirichlet syme´triques (comme le cas gradient avec
variance constante) sont eux-meˆmes syme´triques (c’est-a`-dire re´versibles). La
the´orie des formes de Dirichlet non syme´triques serait sans doute une e´tape
importante afin de de´velopper une formulation des temps d’atteinte pour des
diffusions ge´ne´rales. Toutes ces the´ories comple´mentaires illustrent les liens
profonds qui existent entre certaines e´quations aux de´rive´es partielles et les
diffusions.
The´orie spectrale
Enfin la dernie`re approche que nous allons esquisser mais qui ne nous sera
pas directement utile repose sur les liens entre les temps de transition, les
minima de F et les premie`res valeurs propres du ge´ne´rateur infinite´simal Lε.
Ces liens notamment explicite´s dans [47] ont aussi e´te´ de´veloppe´s dans ce but
dans l’article [92] de Sugiura. E´tant donne´ un domaine borne´ D et une diffusion
X de ge´ne´rateur infinite´simal Lε sur D, on note τ(D) le temps de sortie de D.
De manie`re informelle, il existe un compact F de D et r > 0, tel que pour tout
x de F
|λεEx[τ(D)]− 1| 6 e−r/ε (0.13)
ou` λε est la plus petite valeur propre du ge´ne´rateur Lε = −ε∆+∇F · ∇ avec
les conditions de Dirichlet au bord de D. Il s’agit du The´ore`me 4.1 dans [92].
Malheureusement, la preuve pre´cise de ce re´sultat n’est pas donne´e et l’article
fait re´fe´rence a` une pre´publication de l’auteur introuvable. On retrouve ces
re´sultats notamment dans [22]. Ce lien permet d’attaquer le calcul des temps
d’atteinte en calculant les valeurs propres associe´es a` un l’ope´rateur Lε.
L’article de Sugiura [92] est aussi inte´ressant car c’est le premier a` notre
connaissance a` e´noncer clairement (The´ore`me 3 et son corollaire) la convergence
de la diffusion Xε renormalise´e en temps d’un facteur εαeH/ε, avec α ∈ R, vers
un processus de Markov a` saut pur entre les voisinages des minima, en donnant
les taux de transition. Cependant, l’auteur fait une hypothe`se importante que
nous ne ferons pas, qui est que les minima entre lesquels il calcule les transitions
sont tous de meˆme hauteur (fin de la page 757 apre`s la remarque 2.1).
Le re´sultat de [22] prolonge les re´sultats pre´ce´dents de Freidlin et Went-
zell ([47] chapitre 6.7). En effet contrairement a` [92] qui ne s’inte´resse qu’a`
la premie`re valeur propre, les re´sultats de Bovier, Gayrard et Klein montrent
la correspondance exacte existant entre les premie`res valeurs propres les plus
basses du spectre, les minima de F et les temps de transitions. De plus les
fonctions propres associe´es sont des approximations des potentiels d’e´quilibre
(correctement renormalise´s), voir The´ore`mes 1.2 et 1.3 de [22]. Citons aussi
l’article de Eckhoff [40] qui traite des chaˆınes de Markov.
Une autre approche a aussi e´te´ de´veloppe´e par Helffer, Klein et Nier (par
exemple [58] et [59]) et repose sur la construction du complexe de Witten et
l’analyse semi-classique. Cette me´thode a permis de donner des de´veloppements
plus pre´cis des petites valeurs propres du ge´ne´rateur.
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Nous allons maintenant e´noncer nos re´sultats obtenus.
Re´sultats sur la dimension finie
Dans le chapitre 1, nous e´tendons les re´sultats de [21] pour permettre le
calcul de la formule d’Eyring-Kramers dans des cas un peu plus ge´ne´raux.
Nous avons ensuite applique´ ce the´ore`me a` un mode`le d’oscillateurs couple´s
dans un potentiel bistable. Cette partie fait l’objet d’un article en pre´paration
[3].
Une extension de la formule d’Eyring-Kramers
On conside`re la diffusion donne´ par l’e´quation (0.1) sur Rd
dXt = −∇F (Xt)dt+
√
2εdWt. (0.14)
On appelle indice d’un point stationnaire (∇F (x) = 0) le nombre de valeurs
propres strictement ne´gatives de la matrice hessienne associe´e. On parle de
minimum pour un point stationnaire d’indice 0 et de point-selle pour un point
stationnaire d’indice 1.
Les hypothe`ses sur F seront les suivantes :
– la fonction F est de classe C3 sur le domaine D.
– limx→∞ F (x) = +∞,
– limx→∞ |∇F (x)| = +∞,
– limx→∞(|∇F (x)| − 2∆F (x)) = +∞.
– L’ensemble des minima locaux et des points selles de F est fini.
– La matrice hessienne de F en chaque minima et point selle est non-
de´ge´ne´re´e (n’a pas de valeurs propres nulles).
On a vu que l’application de la the´orie de Freidlin-Wentzell a` cette diffu-
sion donnait de nombreux re´sultats mais ne permettait pas d’obtenir d’autres
asymptotiques que exponentielles des temps de transition. Notons les minima
de F , x1, ...xn, ordonne´s de tel sorte que F (x1) 6 F (x2) 6 · · · 6 F (xn). On
suppose de plus que ces minima sont non de´ge´ne´re´s, c’est-a`-dire que la matrice
hessienne est de´finie positive. On pose alors Sjρ = ∪k6jBρ(xk). La formule
d’Eyring-Kramers s’e´crit, pour i > j et pour ρ suffisamment petit
Exi [τ(Sj)] =
2π
C(xi, Sj)
√
det∇2F (xi)
e(F̂ (xi,Sj)−F (xi))/ε(1 +O(
∣∣ε ln3 ε∣∣1/2))
(0.15)
ou` det∇2F (xi) de´signe le de´terminant de la matrice hessienne en xi et F̂ (xi, Sj)
est la hauteur minimale a` franchir pour passer de xi a` Sj .
La constante C(xi, Sj) est la capacite´ et se calcule comme suit. On construit
a` partir du potentiel F un circuit e´lectrique dont les sommets sont les minima
de F et les areˆtes sont les points selles d’indice 1, z, de hauteur F̂ (xi, Sj) reliant
deux valle´es (donne´es par leurs minima respectifs). On re´alise alors un re´seau
e´lectrique en associant a` chaque areˆte une conductance valant
C(z) =
|λ−(z)|√|det∇2F (z)| . (0.16)
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La capacite´ C(xi, Sj) est alors la conductance e´quivalente du re´seau entre xi
et l’ensemble des xk pour k 6 l.
Ces re´sultats sont pre´cise´s et de´montre´s en de´tail dans le chapitre 1. Il
s’agit respectivement des The´ore`mes 1.2.9 et 1.2.8. Une conse´quence directe-
ment issue de la correspondance avec le re´seau e´lectrique est le calcul approche´
du potentiel d’e´quilibre h(x) = Px(τ(Bρ(xi)) < τ(Sj)) au voisinage des mi-
nima en fonction d’un potentiel sur le re´seau e´lectrique. Ce re´sultat constitue
le The´ore`me 1.2.10.
Remarque 5. D’autres raffinements sont possibles pour le calcul de la formule
d’Eyring-Kramers, notamment, le cas de points selles ou de minima de´ge´ne´re´s
(ayant des valeurs propres nulles mais restant malgre´ tout des points isole´s) est
traite´ par Berglund et Gentz dans [11]. Dans [92], Sugiura avait traite´ le cas ou`
les points selles ou les minima formaient des sous-varie´te´s (lignes ou surfaces
par exemple). Ces diffe´rents cas ame`nent des corrections supple´mentaires sous-
exponentielles aux temps de transition.
Remarque 6. Il faut aussi mentionner les travaux de Imkeller et Pavlyukevich
[62, 63] qui ont traite´ le cas ou` la perturbation ale´atoire est un processus de
Le´vy stable syme´trique. Le temps de transition est alors polynomial en ε et
de´pend directement de l’indice de stabilite´ du processus. L’ide´e de la preuve
repose sur la distinction entre les grands sauts et les petits sauts du processus
de Le´vy.
Exemple conduisant a` une e´quation aux de´rive´es partielles
Dans la suite du chapitre 1, nous appliquons le raffinement de´montre´ a` un
cas particulier d’oscillateurs couple´s dans un potentiel bistable. Ce mode`le est
issu des articles de Berglund, Fernandez et Gentz [9, 10] qui de´crivent en de´tail
le comportement et les bifurcations du syste`me de´terministe afin de calculer
les asymptotiques exponentielles des temps de transition a` l’aide des grandes
de´viations. Appliquant nos re´sultats (The´ore`mes 1.2.9 et 1.2.8), nous sommes
capables d’aller plus loin et de donner des asymptotiques pre´cises des temps
de transition.
On a N ≥ 2 particules, indexe´s par Λ = Z/NZ. Chaque particule e´volue
sur R et subit individuellement un potentiel bistable
∀x ∈ R, f(x) = 1
4
x4 − 1
2
x2. (0.17)
Ainsi chaque particule a deux positions stables (x = 1 et x = −1) et une
position instable (x = 0). L’interaction entre ces particules est donne´e par
un Laplacien discre´tise´ d’intensite´ γ/2, avec γ ≥ 0. Un mouvement brownien
inde´pendant agit sur chaque particule avec intensite´
√
2ǫ.
On obtient alors le syste`me d’e´quations diffe´rentielles stochastiques, pour
tout i
dXi(t) = −f ′(Xi(t))dt+ γ
2
[Xi+1(t)−2Xi(t)+Xi−1(t)]dt+
√
2εdBi(t). (0.18)
On de´finit alors pour x ∈ X
Fγ(x) =
∑
i∈Λ
f(xi) +
γ
4
∑
i∈Λ
(xi − xi+1)2, (0.19)
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ce qui permet de mettre le syste`me sous une forme gradient.
dXε(t) = −∇Fγ(Xε(t))dt+
√
2εdB(t). (0.20)
Nous sommes dans le cas de la diffusion (0.1). Les figures 3 et 2 illustrent le
cas N = 2, γ = 0.05 et ε = 0.01. On y distingue bien les quatre minima du
potentiel ((1, 1), (−1,−1) minima globaux et (1,−1), (−1, 1) minima locaux).
Les e´tats me´tastables qui nous inte´ressent sont les deux e´tats constants −1,
note´ I−, et +1, note´ I+. On souhaite calculer le temps de transition de l’un
a` l’autre. Dans le cas 0 < γ < γ∗ ou` γ∗ est une constante ve´rifiant γ∗ > 1/4,
il est de´montre´ (par Berglund, Fernandez et Gentz dans [9]) que le potentiel
Fγ a 3
N points stationnaires. Nous arrivons, moyennant une conjecture sur la
structure du potentiel que nous avons duˆ faire, au re´sultat suivant.
Proposition 0.0.4 (Corollaire 1.3.3). Soient ρ > ε, γ < γ∗, et B± = Bρ(I±) :
il existe VN
VN (γ) =
{
1
4 +
3γ
2 +O(γ
2) pour N ≥ 3
1
4 +
γ
2 +O(γ
2) pour N = 2
(0.21)
tel que
EI−τB+ = AN (γ)e
VN (γ)/ε(1 +O(
√
ε |ln ε|3/2)) (0.22)
avec
AN (γ) =
{√
2π
2N (1− 2γ) +O(γ2) si N est impair√
2π
N (1− 2γ) +O(γ2) si N est pair.
(0.23)
Remarque 7. On voit la diffe´rence dans facteur 12 entre les cas N pair ou impair,
cette diffe´rence est purement due a` la configuration ge´ome´trique diffe´rente du
potentiel Fγ en fonction de la dimension. Notons que nous n’avons pas de
conditions sur les grandeurs relatives de γ et ε. L’e´quation (0.22) exprime le
temps de transition dans l’asymptotique ε→ 0 et on donne les de´veloppements
limite´s en γ = 0 du pre´facteur et du facteur exponentiel.
L’e´tude de ce potentiel a e´te´ aussi motive´e par le fait que ce mode`le est
aussi une approximation d’une e´quation aux de´rive´es partielles stochastique.
Nous de´taillons cet aspect dans la suite.
Re´sultats sur les e´quations aux de´rive´es partielles
stochastiques
Nous allons maintenant de´crire nos re´sultats obtenus dans le cadre des
e´quations aux de´rive´es partielles stochastiques qui occupent les chapitres 2, 3,
4. Un article a de´ja` e´te´ publie´ sur le calcul de la capacite´ pour la dimension
infinie [4] qui constitue le chapitre 3. Un autre article [2] prouvant les re´sultats
des temps de transitions pour l’e´quation (0.3) a e´te´ soumis et constitue le
chapitre 4.
E´quation
Nous de´montrons une version de la formule dite d’Eyring-Kramers (e´quation
(0.8)) pour un type d’e´quation aux de´rive´es partielles stochastiques (ci-apre`s
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EDPS). Rappelons le type d’EDPS qui nous inte´resse :
∂tu(x, t) = γ∂
2
xu(x, t)− V ′(u(x, t)) +
√
2εW ∀(x, t) ∈ [0, 1]× R+ (0.24)
avec comme condition initiale
u(x, 0) = u0(x) ∀x ∈ [0, 1] (0.25)
ou` u0 est une fonction continue sur [0, 1] et γ un parame`tre strictement positif.
W est un bruit blanc en espace et en temps, le parame`tre ε > 0 quantifie la
variance du bruit. Les hypothe`ses sur la fonction V : R→ R sont les suivantes.
Hypothe`ses 0.0.5. 0n suppose que la fonction V ve´rifie les hypothe`ses sui-
vantes.
(H1) V est de classe C
3.
(H2) V est convexe a` l’infini, c’est-a`-dire qu’il existe R0 > 0 et λ > 0 tel
que
V ′′(x) > λ > 0, ∀|x| > R0. (0.26)
(H3) Il existe α > 0 et C > 0 tels que
V (x) 6 C(|x|α + 1), ∀x ∈ R. (0.27)
En particulier d’apre`s (H2), on sait que α > 2.
Nous nous inte´ressons a` trois types de conditions au bord de [0, 1] (c’est-a`-
dire en 0 et en 1)
– conditions de Dirichlet :
u(0, t) = u(1, t) = 0, ∀t > 0 (0.28)
– conditions de Neumann :
∂xu(0, t) = ∂xu(1, t) = 0, ∀t > 0 (0.29)
– conditions pe´riodiques :
u(0, t) = u(1, t) ∂xu(0, t) = ∂xu(1, t), ∀t > 0. (0.30)
On mettra bc en indice d’un espace de fonction pour de´signer les fonctions
ve´rifiant les conditions au bord.
Remarque 8. L’e´quation (0.24) est donc qualifie´e de
– e´quation aux de´rive´es partielles : l’inconnue est une fonction du couple
(x, t) de l’espace [0, 1] et du temps R+ ve´rifiant une relation entre ses
”de´rive´es partielles” (qui n’existent pas au sens classique) ;
– stochastique : la pre´sence d’un terme de perturbation ale´atoire, le bruit
blanc ;
– semi-line´aire : la partie diffe´rentielle d’ordre maximale, ici 2 est line´aire,
la partie non-line´aire ne de´pend que de u a` travers sa valeur au point
(x, t) ;
– parabolique : l’ope´rateur diffe´rentiel (∂t− γ∂2xx) est d’ordre 1 en temps et
2 en espace (ici le Laplacien).
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Il s’agit d’une e´quation d’e´volution (la relation nous donne la de´rive´e premie`re
en temps) et avec un bruit additif (il ne de´pend pas de la fonction inconnue u).
La fonction V est qualifie´e de potentiel car V (u(x, t))dx repre´sente l’e´nergie
potentielle infinite´simale du syste`me (repre´sente´ par la fonction u) au point x.
Notons qu’en effectuant le changement de variable x = y
√
γ on se rame`ne
a` l’e´quation, avec W un bruit blanc sur
[
0, 1√γ
]
∂tv(y, t) = ∂
2
yyv(y, t)− V ′(v(y, t)) +
√
2ε
√
γW, ∀(y, t) ∈
[
0,
1√
γ
]
× R+.
(0.31)
Donc on se rame`ne au cas γ = 1 en changeant l’intervalle [0, 1] par un intervalle
de taille 1√γ .
Un des premiers articles a` conside´rer l’e´quation (0.24) est l’article [42] de
Faris et Jona-Lasinio. Les auteurs ont obtenu les asymptotiques exponentielles
des temps de transitions en utilisant les grandes de´viations.
But
Notre but est de prouver une asymptotique pre´cise – quand ε tend vers 0 –
du temps de transition d’un e´tat me´tastable a` un autre. Comme nous l’avons
de´ja` remarque´ (e´quation (0.5)), l’e´quation (0.24) se met sous la forme
∂u
∂t
(t, x) = −δS
δu
(u)(x, t) +
√
2εW (0.32)
ou` S est donne´ par l’e´quation (0.4). La quantite´ δSδu est formellement la de´rive´e
de la fonctionnelle au sens de Fre´chet
δS
δu
(φ)(x) = −γφ′′(x) + V ′(φ(x)), ∀x ∈ [0, 1] (0.33)
pour φ ∈ C2bc([0, 1]). Plus pre´cisement, soient φ et h fonctions de C2bc([0, 1]), on
a
S(φ+ h)− S(φ) =
∫ 1
0
δS
δu
(φ)(x)h(x)dx+ o(‖h‖C2) (0.34)
ou` la norme sur C2bc([0, 1]) est simplement
‖h‖C2 = ‖h‖∞ + ‖h′‖∞ + ‖h′′‖∞ . (0.35)
L’e´quation (0.24) s’interpre`te alors comme un flot de gradient en dimension
infinie perturbe´ par un bruit additif.
Heuristique
Le comportement de ce syste`me s’analyse de manie`re similaire au cas de
la dimension finie (0.1). L’action SN peut avoir de multiples minima (voir
l’exemple de´taille´ qu chapitre 5), ce sont les e´tats me´tastables. Apre`s avoir
atteint un premier minimum, a` cause du terme ale´atoire, le syste`me peut bru-
talement changer d’e´quilibre et se produit alors ce que l’on nomme une transi-
tion. Le processus quitte le voisinage d’un minimum pour atteindre le voisinage
d’un autre minimum. Le temps de transition suit, dans l’asymptotique du bruit
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faible (ε → 0), une loi exponentielle (re´sultat de Martinelli, Olivieri Scoppola
[78]). Notre but est d’obtenir une formule de la forme (0.8) qui nous permet
de calculer l’espe´rance du temps de transition dans l’asymptotique du bruit
faible. Maier et Stein dans [76] ont prouve´ formellement cette formule pour
l’e´quation d’Allen-Cahn. Sur ce meˆme mode`le, Vanden-Eijnden et Westdicken-
berg [94] ont utilise´ des re´sultats comparables pour montrer la convergence sur
un domaine spatial tendant vers +∞ de l’e´quation vers un syste`me limite de
nucle´ation et de croissance des domaines (dit mode`le JMAK : Johnson-Mehl-
Avrami-Kolmogorov).
Re´sultat
Nous de´crivons maintenant, dans le cas le plus simple, la formule dite
d’Eyrig-Kramers. Supposons que le potentiel V satisfasse les hypothe`ses 0.0.5
(principalement il faut que V soit suffisamment re´gulie`re, croissant assez rapi-
dement et non de´ge´ne´re´e). Supposons de plus que l’action S a seulement trois
points stationnaires solutions de
δS
δu
(φ)(x) = −γφ′′(x) + V ′(φ(x)) = 0 x ∈ [0, 1]. (0.36)
Imaginons de plus que parmi ces trois points stationnaires, deux, φ+ et φ−,
sont des minima avec S(φ−) < S(φ+), et le troisie`me est un point selle de degre´
un, φˆ, c’est-a`-dire ne posse´dant qu’une seule valeur propre ne´gative. Soit B−ρ
une boule, pour une distance a` pre´ciser, de rayon ρ > 0 autour de φ−. Dans ce
cas, notre re´sultat prend la forme suivante :
Eφ+
[
τε
(
B−ρ )
)]
=
1∣∣∣λ−(φˆ)∣∣∣
√∣∣∣∣ DetHφˆSDetHφ+S
∣∣∣∣e∆S/ε (1 + Ψ(ε)) (0.37)
ou`
τε(A) = inf {t > 0, u(t) ∈ A} (0.38)
est le temps d’atteinte de l’ensemble A, ∆S = S(φˆ)−S(φ+) est la diffe´rence de
potentiel a` franchir pour aller de φ+ a` φ−. HφS de´signe l’ope´rateur Hessien de
l’action S au point φ, c’est-a`-dire la de´rive´e seconde au sens de Fre´chet, il s’agit
simplement d’un ope´rateur de Sturm-Liouville sur les fonctions C2bc([0, 1]) :
δ2S
δu2
(φ)f(x) = HφSf(x) = −γf ′′(x) + V ′′(φ(x))f(x). (0.39)
De manie`re pre´cise, pour h ∈ C3bc([0, 1]), on a
S(φ+ h) = S(φ) +
∫ 1
0
δS
δu
(φ)(x)h(x)dx+
∫ 1
0
h(x)HφSh(x)dx+ o(‖h‖2C2),
(0.40)
et si φ est un point stationnaire, on a
S(φ+ h) = S(φ) +
∫ 1
0
h(x)HφSh(x)dx+ o(‖h‖2C2). (0.41)
Notons λk(φ) les valeurs propres de l’ope´rateur HφS et λ−(φˆ) l’unique valeur
propre ne´gative de Hφ̂S. Nous allons voir que la kie`me valeur propre d’un
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ope´rateur de Sturm-Liouville est d’ordre k2, on ne peut donc pas de´finir de
de´terminant pour l’ope´rateur HφS de manie`re na¨ıve (comme produit infini
des valeurs propres), mais on peut de´finir le rapport de deux de´terminants
comme produit infini des rapports des valeurs propres. On dispose de nombreux
re´sultats sur les asymptotiques des valeurs propres de proble`mes de Sturm-
Liouville (voir par exemple Courant Hilbert [33] et Fix [46]. Nous de´finissons
donc
DetHφˆS
DetHφ+S
=
∏
k>1
λk(φˆ)
λk(φ+)
. (0.42)
Ce produit peut s’exprimer de manie`re inte´ressante en utilisant des re´sultats
de l’analyse complexe et de l’analyse fonctionnelle (voir par exemple [74] par
Levit et Smilansky ou [66] par Kirsten et McKane). On obtient, dans le cas des
conditions au bord de Dirichlet
DetHφˆS
DetHφ+S
=
fˆ(1)
f+(1)
(0.43)
ou` fˆ et f+ sont solutions des proble`mes de Cauchy
HφˆSfˆ = 0 fˆ(0) = 0 fˆ ′(0) = 1 (0.44)
Hφ+Sf+ = 0 f+(0) = 0 f ′+(0) = 1.
Cela nous ame`ne a` poser pour la suite
DetHφˆS = fˆ(1). (0.45)
Des proprie´te´s e´quivalentes existent dans le cas des conditions au bord de
Neumann et pe´riodiques et meˆme dans les cas de conditions au bord mixtes
(ou de Robin) que nous ne traitons pas ici.
Cas ge´ne´ral Dans le cas ge´ne´ral, les hypothe`ses sur S sont les suivantes.
Hypothe`ses 0.0.6. Nous supposons que
– S a un nombre fini de points selles et de minima.
– Tous les minima et les points selles de S sont hyperboliques : l’ope´rateur
Hessien associe´ n’a aucune valeur propre nulle.
Ces hypothe`ses 0.0.6 portent sur la structure ge´ome´trique du potentiel
S. Le nombre fini de points selles est une ge´ne´ralisation assez simple du cas
d’un unique point selle. Quant a` l’hypothe`se sur l’hyperbolicite´ elle est impor-
tante car elle nous permet d’approximer le potentiel par sa partie quadratique,
comme en dimension finie. Dans le cas contraire, on aurait sans doute une
de´pendance subexponentielle du pre´facteur en ε. Notons que ces hypothe`ses
ne peuvent pas eˆtre ve´rifie´es dans le cas des conditions au bord pe´riodiques
car dans ce cas, les points stationnaires non constants sont ne´cessairement
de´ge´ne´re´s a` cause de l’invariance par rotation.
De plus, les connections entre les hypothe`ses 0.0.5 et 0.0.6 ne sont pas
force´ment directes. La preuve qu’un potentiel S donne´ ve´rifie les hypothe`ses
0.0.6 n’est pas force´ment e´vidente, la situation est encore plus complexe si on
cherche a` comprendre les bifurcations qui peuvent se produire en fonction de γ,
et les hypothe`ses 0.0.6 ne sont alors plus ve´rifie´es pour certaines valeurs de γ.
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Cependant de nombreux articles ont e´tudie´s le syste`me dynamique de´ter-
ministe associe´ a` l’e´quation (0.24). Ainsi, Brunovsky, Fiedler et Rocha (dans
[26, 43]) ont prouve´ que ce syste`me dynamique a une structure de Morse-Smale
sous ces hypothe`ses 0.0.6 et 0.0.5. De plus des re´sultats existent sur la ge´ne´ralite´
de cette structure en fonction de V et γ (voir par exemple Angenent [6]).
La structure de Morse-Smale signifie en particulier que l’attracteur du
syste`me dynamique est constitue´ des points stationnaires et des orbites (ex-
clusivement he´te´roclines) qui les relient. Des me´thodes ont e´te´ construites afin
de trouver les points-stationnaires et leur indice (minima ou point-selle) par
Fiedler, Rocha et Wolfrum (voir [43, 97]). Dans le chapitre 5, nous expose-
rons leurs me´thodes afin de traiter des exemples et nous discuterons le cas
pe´riodique.
Cette structure particulie`re de l’attracteur nous permet alors de proce´der
comme dans le chapitre 1 pour calculer les capacite´s en correspondance avec
un re´seau e´lectrique.
On utilise les meˆmes formulation que dans la section pre´ce´dente sur la
dimension finie. Posons les minima de S, φ1, ...φn, ordonne´s de tel sorte que
S(φ1) 6 S(φ2) 6 · · · 6 S(φn). On pose alors Σj = ∪k6jBρ(φk).
Le the´ore`me obtenu (de´montre´ dans [2] repris dans le chapitre 4) est alors
le suivant
The´ore`me 0.0.7. Pour tout minima φi de S, et pour tout j < i, il existe ρ0
tel que pour ρ0 > ρ > 0
Eφi [τ(Bρ(Σj))] =
2πeŜ(φi,Σj)/ε
C(φi,Σj)
√
DetHφiS
(1 + Ψ(ε)) (0.46)
avec le terme d’erreur ve´rifiant Ψ(ε) = O(
∣∣ε ln3 ε∣∣1/2).
La constante C(φi,Σj) est la capacite´ et se calcule comme dans le cas de
la dimension finie. On construit a` partir du potentiel S un circuit e´lectrique
dont les sommets sont les minima de S et les areˆtes sont les points selles d’in-
dice 1, ψ, de hauteur Ŝ(φi,Σj) reliant deux valle´es (donne´es par leurs minima
respectifs). On re´alise alors un re´seau e´lectrique en associant a` chaque areˆte
une conductance valant
C(ψ) =
|λ−(ψ)|√|DetHψS| (0.47)
ou` λ−(ψ) est l’unique valeur propre ne´gative de HψS. La capacite´ C(φi, Sj) est
alors la conductance e´quivalente du re´seau entre φi et l’ensemble des φk pour
k 6 j.
Approximation par diffe´rences finies
La formule (0.37) est exactement un analogue de la formule d’Eyring-
Kramers mais dans le cas d’EDPS de type (0.24). La preuve que nous uti-
lisons ici est assez naturelle et repose sur une approximation par diffe´rence
finie de l’EDPS par couplage. Nous obtenons donc un syste`me d’e´quations
diffe´rentielles stochastiques auquel nous pouvons appliquer les estimations ob-
tenues par [21, 22]. Cependant, la principale difficulte´ re´side dans le fait d’ob-
tenir des estimations avec des erreurs qui ne de´pendent pas de la dimension
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(e´gale au nombre de points de discre´tisation). C’est une des taˆches principales.
Une partie a e´te´ re´alise´e dans [4] dans le cas des conditions au bord de Diri-
chlet. De´taillons notre syste`me obtenu par diffe´rences finies et couplage. Pour
N un entier positif, on de´finit le syste`me suivant
dXit =
Nγ
2
[
Xi+1t − 2Xit +Xi−1t
]
dt− 1
N
V ′(Xit)dt+
√
2εdBit ∀1 6 i 6 N
(0.48)
ou` (Bt)t est un mouvement brownien en dimensionN de´fini en fonction du bruit
blanc W . Construire le mouvement brownien B en fonction de W permet de
de´finir un couplage et de montrer des convergences fortes du syste`me discre´tise´
vers l’e´quation aux de´rive´es partielles stochastique.
Ce syste`me correspond a` prendre une discre´tisation en espace de pas 1N .
Les conditions aux bords sont alors donne´es par les valeurs de X0 et XN+1 :
– pour des conditions au bord de Dirichlet (cas DN ) :
X0t = X
N+1
t = 0 ∀t > 0 (0.49)
– pour des conditions aux bords de type Neumann (cas NeN ) :
X0t = X
1
t X
N+1
t = X
N
t ∀t > 0 (0.50)
– pour des conditions aux bords pe´riodique (cas PN ) :
X0t = X
N
t X
N+1
t = X
1
t ∀t > 0. (0.51)
Remarquons alors que le syste`me (0.48) peut se re´e´crire sous la forme :
dXt = −∇SN (Xt)dt+
√
2εdBt (0.52)
ou` SN est l’action discre´tise´e
SN (u) =
1
N
N∑
i=1
γ
2
N2(ui+1 − ui)2 + V (ui). (0.53)
ou` u0 et uN+1 prennent des valeurs correspondant aux conditions au bord
conside´re´es. Notons que formellement, si on conside`re que ui = ϕ(
i
N ) ou` ϕ est
une fonction C1, on a
SN (u) −−−−→
N→∞
∫ 1
0
γ
2
ϕ′(x)2 + V (ϕ(x))dx = S(ϕ). (0.54)
Pour ce type de diffusions on connaˆıt de´ja` l’espe´rance du temps de transition
dans la limite ou` ε tend vers 0. On prouve donc un the´ore`me de commutativite´
des limites N →∞ et ε→ 0.
Remarque 9. L’ide´e d’utiliser une discre´tisation pour approcher la solution
d’une e´quation aux de´rive´es partielles stochastique est tre`s classique. L’une des
premie`res re´fe´rences est un article de [49], ensuite de nombreux autres re´sultats
on e´te´ prouve´s notamment par Gyo¨ngy [52, 53] et Gyo¨ngy et Millet [54].
RE´SULTATS SUR LES E´QUATIONS AUX DE´RIVE´ES PARTIELLES
STOCHASTIQUES 33
Structure de la preuve
La preuve est assez longue et utilise de nombreux re´sultats. Dans le cadre
le plus simple e´nonce´ pre´ce´demment, on propose de prouver successivement :
1. a` ε fixe´, de montrer que l’espe´rance du temps d’atteinte pour le syste`me
(0.48) converge vers celle pour (0.24).
lim
N→∞
EφN+
[
τNε
(
B−ρ )
)]
= Eφ+
[
τε
(
B−ρ )
)]
. (0.55)
On montre pour cela que le syste`me XN approche la solution u de
l’EDPS.
2. a` N fixe´, on utilise la limite ε→ 0 pour calculer une asymptote aN (ε) du
temps de transition uniforme´ment en N . Nous obtenons alors∣∣∣∣ 1aN (ε)EφN+ [τNε (B−ρ ))]− 1
∣∣∣∣ = ψ(ε,N) < Ψ(ε) = o(√ε |ln(ε)|) (0.56)
avec Ψ(ε) ne de´pendant pas de N .
3. Puis la limite N → ∞ permet le calcul de la limite de aN (ε) qui est le
candidat pour notre asymptote.
a(ε) = lim
N→∞
aN (ε). (0.57)
Nous obtenons alors ∣∣∣∣ 1a(ε)Eφ+ [τε (B−ρ )]− 1
∣∣∣∣ 6 Ψ(ε) (0.58)
ou e´crit plus simplement
Eφ+
[
τε
(
B−ρ
)]
= a(ε)(1 + Φ(ε)) = a(ε)(1 + o(
√
ε |ln(ε)|)). (0.59)
Notons que cette dernie`re e´criture a le de´savantage de cacher la limite en ε
dans le o(ε), ce qui simplifie la notation mais demande de faire attention quand
on manipule cette expression. De plus nous n’avons pas une limite mais une
asymptote, a(ε) tend vers l’infini quand ε tend vers 0. Cependant on ne peut pas
prouver (0.56) directement, la preuve se de´compose en deux parties diffe´rentes.
1. Nous e´tablissons la convergence mais partant d’une probabilite´ sur le
bord du voisinage∣∣∣∣ 1aN (ε)EνN+ [τNε (B−ρ )]− 1
∣∣∣∣ = ψ1(ε,N) < Ψ1(ε) (0.60)
ou` νN+ est une mesure de probabilite´ porte´e par le bord de B
+
N (ρ) et
Ψ1(ε) = o(
∣∣ε ln3 ε∣∣1/2).
2. Pour obtenir une estimation partant du point φ+, on prouve le re´sultat
suivant
1
aN (ε)
∣∣∣EνN+ [τNε (B−ρ )]− EφN+ [τNε (B−ρ )]∣∣∣ = ψ2(ε,N) < Ψ2(ε) (0.61)
avec Ψ2(ε) = o(
∣∣ε ln3 ε∣∣1/2). Il s’agit d’un re´sultat d’oubli de la condition
initiale [78] comparable au lemme 0.0.2.
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Plan
Le reste de la the`se est organise´ par chapitre. Le chapitre 1 est consacre´
a` la diffusion en dimension finie (0.1) et contient des re´sultats repris dans un
article en pre´paration e´crit en collaboration avec Anton Bovier [3]. Il comprend
d’abord des rappels sur la the´orie du potentiel puis une ge´ne´ralisation du calcul
des capacite´s par rapport au cas prouve´ dans [21]. Enfin nous avons applique´
ce calcul a` des exemples.
Les chapitres suivants sont consacre´s a` la dimension infinie. Le chapitre 2
montre la bonne de´finition de l’EDPS (0.3), la de´finition de l’approximation,
la convergence de cette approximation et la convergence des temps d’atteinte
(c’est-a`-dire la convergence (0.55)).
Le chapitre 3 reprend l’article e´crit [4] en collaboration avec Anton Bovier
et Sylvie Me´le´ard et publie´ a` Electronic Journal of Probability. Nous prouvons
le controˆle uniforme en la dimension des capacite´s (correspondant a` l’e´quation
et la convergence du pre´facteur (0.57) pour le cas particulier de l’e´quation
d’Allen-Cahn (avec le potentiel V (0.6)).
Le chapitre 4 reprend un article [2] soumis a` publication. Nous prouvons la
formule de Eyring-Kramers sous les hypothe`ses 0.0.5 et 0.0.6 pour l’e´quation
(0.32) pour les conditions au bord de Dirichlet et Neumann. Nous adaptons les
calculs de capacite´ du chapitre pre´ce´dent et montrons les diffe´rentes e´tapes de
preuve e´nonce´es.
Le chapitre 5 est consacre´ au traitement complet de l’e´quation (0.7) et
a` la discussion du cas des conditions pe´riodiques. Enfin nous concluons par
l’analyse des proble`mes qui se posent pour l’e´quation (0.24) sur un domaine en
dimension supe´rieure.
Chapitre 1
Diffusion en dimension finie
Dans ce chapitre, nous allons rappeler la the´orie du potentiel et son utilisa-
tion pour la me´tastabilite´. Le but n’est pas de rede´montrer toute la the´orie mais
de reprendre en de´tail les ide´es principales et les diffe´rents e´le´ments qui la com-
posent. Nous montrerons une ge´ne´ralisation de la formule d’Eyring-Kramers
prouve´e en collaboration avec A. Bovier, dans le cas d’une diffusion en di-
mension finie avec un potentiel ayant une structure plus complique´e et une
application.
1.1 The´orie du potentiel pour les diffusions
On proce`de aux rappels suivants sur les diffusions et la the´orie du potentiel
(voir Bovier, Eckhoff, Gayrard, Klein [21]).
1.1.1 Ge´ne´rateur infinite´simal, mesure invariante
On se donne (Ω,F ,P) un espace probabilise´ et W , muni de sa filtration
(Ft) un mouvement brownien a` valeurs dans Rd. On se donne aussi un domaine
D ⊂ Rd, c’est-a`-dire un ensemble ouvert connexe. Nous nous inte´ressons a` la
the´orie du potentiel pour le processus (Xt)t>0 a` valeur dans D de´fini par
dXt = −∇F (Xt)dt+
√
2εdWt (1.1)
ou` ε > 0 est un parame`tre quantifiant le bruit. La fonction F , de´nomme´e
aussi potentiel puisqu’elle repre´sente l’e´nergie potentielle du mode`le, va de D
dans R et ve´rifie des hypothe`ses assurant la bonne de´finition du processus X
(notamment F est choisie dans C2(D)).
Le processus X est markovien et posse`de un ge´ne´rateur infinite´simal qui
prend la forme pour f ∈ C2c (D) (ensemble des fonctions C2 a` support compact
sur D), pour tout x ∈ D
Lεf(x) = −ε∆f(x)+〈∇F (x),∇f(x)〉 = −εeF (x)/ε∇·
(
e−F (x)/ε∇f(x)
)
. (1.2)
L’existence et l’unicite´ d’une solution forte continue a` l’e´quation (1.1) (au
moins jusqu’a` un temps d’explosion) est classique et ne pose pas de proble`me
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(voir parmi les nombreuses possibilite´s le livre [61]). Le calcul du ge´ne´rateur
infinite´simal se fait via la formule d’Itoˆ. Pour f ∈ C2c (D), on a
f(Xt) = f(X0)−
∫ t
0
〈∇F (Xs),∇f(Xs)〉 − ε∆f(Xs)ds
+
√
2ε
d∑
i=1
∫ t
0
∂f
∂xi
(Xs)dW
i
s (1.3)
= f(X0)−
∫ t
0
Lεf(Xs)ds+
√
2ε
d∑
i=1
∫ t
0
∂f
∂xi
(Xs)dW
i
s . (1.4)
Pour assurer la non-explosion du processus X et donc son existence en tout
temps nous faisons des hypothe`ses sur F .
Hypothe`ses 1.1.1. Nous supposons que F satisfait les proprie´te´s suivantes :
(i) la fonction F est de classe C3 sur le domaine D.
(ii) Pour un domaine D non borne´, on suppose les proprie´te´s suivantes
(ii.0) limx→∞ F (x) = +∞,
(ii.1) limx→∞ |∇F (x)| = +∞,
(ii.2) limx→∞(|∇F (x)| − 2∆F (x)) = +∞.
(iii) Dans le cas ou` D posse`de un bord non vide, on suppose aussi que
pour toute suite de points (xi) convergeant vers le bord de D, on a
limi→∞ F (xi) = +∞.
Remarque 10. Nous faisons ces hypothe`ses sur F pour s’assurer plusieurs pro-
prie´te´s :
– la re´gularite´ de F permet de s’assurer que les de´rive´es de F et hessienne
sont bien de´finies.
– La fermeture (sur L2(D)) du ge´ne´rateur Lǫ est a` re´solvante compacte
pour ǫ assez petit.
– F a aussi des ensembles de niveau exponentiel (ce qui est utile ensuite
pour controˆler certains restes d’inte´grales)
∀a ∈ R,
∫
y|F (y)≥a
e−F (y)/ǫdy ≤ Ce−a/ǫ, (1.5)
avec C = C(a) < +∞ iune constante uniforme en ǫ ≤ 1.
La preuve que le processus (Xt) n’explose pas en temps fini et existe donc
pour tout temps vient du fait que
−∇F (x) · x ≤ C (1.6)
pour une constante C. En effet, le drift ∇F peut ne pas eˆtre globalement
lipschitzien notamment dans le cas inte´ressant le plus simple
F (x) =
1
4
‖x‖44 −
1
2
‖x‖22 . (1.7)
Un tel crite`re est tre`s classique et se trouve notamment dans [91], the´ore`me
10.2.2 (p 255).
Pour un domaine D dans Rd et µ une mesure (on note λ la mesure de Le-
besgue sur Rd) sur D, on note Hm(D,µ) (m ≥ 0) l’espace de Sobolev constitue´
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des fonctions a` valeurs re´elles dont lesm premie`res de´rive´es sont dans L2(D,µ).
La convention usuelle est que la de´rive´e d’ordre 0 est la fonction elle-meˆme.
De meˆme on note Hm0 (D,µ) la fermeture de C
m
c (D) (ensemble des fonctions
de classe Cm a` support compact) dans Hm(D,µ). Ce sont donc des fonctions
dont la trace sur ∂D est nulle dans L2 ([25], p171, Chap. IX.4).
On re´sume les proprie´te´s du processus X et de son ge´ne´rateur infinite´simal
dans la proposition suivante.
Proposition 1.1.2. Supposons que F ve´rifie les hypothe`ses 1.1.1. Soit X
le processus de´fini sur D par l’e´quation (1.1) sur (Ω,F ,P) muni de la fil-
tration (Ft), alors X est un processus fortement markovien, de Feller sur
D. Le ge´ne´rateur infinite´simal est Lε.L’adjoint est formellement donne´, pour
f ∈ C2c (D), par
L∗εf(x) = −ε∆f(x)−∇F (x) · ∇f(x)− f(x)∆F (x)
= −ε∇ · eF (x)/ε∇
(
e−F (x)/εf(x)
)
. (1.8)
De plus la diffusion X est re´versible par rapport a` une mesure invariante
µε(dx) = e
−F (x)/εdx (dite mesure de Gibbs) solution stationnaire de l’e´quation
de Fokker-Planck. Notamment, Lε est syme´trique dans H
2
0 (D,µε).
Le calcul de l’adjoint et la de´monstration de la syme´trie du ge´ne´rateur
infinite´simal dansH20 (D,µε) reposent sur une inte´gration par partie (ou formule
de Green) [51][p13].
Lemme 1.1.3 (Formule de Green). Soient u et v deux fonctions dans H2(D),
alors ∫
D
v∇udλ =
∫
∂D
uvnextdσ −
∫
D
u∇vdλ (1.9)
ou` next est la normale exte´rieure au domaine D et dσ est la mesure de Lebesgue
sur la surface ∂D.
En particulier la mesure de Gibbs de´finie par mε(dx) = exp(−F (x)/ε)dx
est bien de masse finie d’apre`s les hypothe`ses sur F . Elle est de plus invariante
pour notre processus puisque L∗ε(exp(−F (x)/ε)) = 0. La mesure de probabilite´
associe´e est µε, de´finie par
µε(dx) =
mε(x)∫
Rd
mε
dx (1.10)
est donc une distribution invariante du processus X.
La re´versibilite´ du processus X par rapport a` la distribution µε signifie
que, pour tout T > 0, (Xt)06t6T avec X0 de loi µε, suit la meˆme loi que
(XT−t)06t6T .
On se place donc dore´navant dans des espaces de Sobolev par rapport a` la
mesure invariante afin d’utiliser la syme´trie du ge´ne´rateur infinite´simal.
1.1.2 Semi-groupe
On de´finit le semi-groupe Pt associe´ a` la diffusion X : pour tout t > 0 et f
fonction continue,
Ptf(x) = Ex[f(Xt)] = f(x)+
∫ t
0
PsLεf(x)ds = f(x)+
∫ t
0
LεPsf(x)ds. (1.11)
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On a notamment la proposition suivante.
Proposition 1.1.4. Le ge´ne´rateur infinite´simal Lε posse`de une extension qui
engendre le semi-groupe (Pt)t. Le semi-groupe posse`de une densite´ pt(x, y),
c’est-a`-dire
Ptf(x) =
∫
D
pt(x, y)f(y)dy. (1.12)
La densite´ du semi-groupe est en fait la solution e´le´mentaire de l’e´quation
aux de´rive´es partielles
∂tu(x, t) = Lεu(x, t) = ε∆u(x, t)−∇F (x) · ∇u(x, t). (1.13)
Le preuve de ce re´sultat peut se trouver dans Davies [36]. Beaucoup de re´sultats
existent sur ce semi-groupe. On peut notamment mentionner les re´sultats d’ul-
tracontractivite´ et de hypercontractivite´ [65] ou d’ine´galite´ de Sobolev loga-
rithmiques [5] qui donnent des estimations du semigroupe et de la fonction de
Green.
1.1.3 Noyau de Green et Proble`me de Poisson
Le proble`me de Poisson est donne´ par l’e´quation suivante sur le domaine D
Lεu = f sur D (1.14)
u ∈ H20 (D,µε) (1.15)
La fonction de Green g associe´e est simplement la solution e´le´mentaire
(c’est-a`-dire formellement pour f = δx) de cette e´quation. La solution u est
alors donne´e par :
u(x) =
∫
D
g(x, y)f(y)dy (1.16)
Il existe plusieurs constructions possibles de cette fonction de Green, le
principal proble`me ici est le fait que le domaine D peut eˆtre non borne´. Mais
les hypothe`ses sur F font que Lε est a` re´solvante compacte et donc on peut
de´finir G via le semi-groupe Pt. On pose en effet la re´solvante Gλ, pour λ > 0,
Gλf(x) =
∫ t
0
e−λsPsf(x)ds = Ex[
∫ t
0
e−λsf(Xs)ds]. (1.17)
Le potentiel, ou noyau de Green, G, est donc la limite, si elle existe, de
cet ope´rateur lorsque λ tend vers 0 (avec son domaine). Formellement, pour f
fonction continue sur D, on a
Gf(x) =
∫ +∞
0
Psf(x)ds (1.18)
ou en terme de densite´ :
g(x, y) =
∫ +∞
0
ps(x, y)ds. (1.19)
Pour des constructions purement analytiques, on peut soit construire di-
rectement la solution au proble`me de Poisson, via une approche variationnelle,
ou bien la construire sur une suite de domaines croissant vers le domaine D
(”exhaustion domains”).
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1.1.4 Proble`me de Dirichlet et noyau de Dirichlet
L’autre proble`me classique auquel nous sommes confronte´s est le suivant.
Il s’agit de trouver une fonction u telle que pour h de´finie sur ∂D
Lεu = 0 sur D (1.20)
u = f sur ∂D. (1.21)
On cherche donc une fonction Lε-harmonique ayant une valeur prescrite au
bord du domaine.
On a notamment la proposition suivante.
Proposition 1.1.5. Pour h dans H1(∂D), l’e´quation (1.20) posse`de une solu-
tion qui se met sous la forme suivante en fonction du noyau de Green associe´
au proble`me de Dirichlet,
u(x)e−F (x)/ε = −ε
∫
∂D
f(y)e−F (y)/ε∂
next(y)GD(y, x)σ(dy) (1.22)
ou` σ est la mesure de Lebesgue sur ∂D et ∂
next(y)GD(y, x) de´signe la de´rivation
dans la direction de la normale exte´rieure par rapport a` y.
De´monstration. En inte´grant par partie, on a, pour u, v ∈ H2(D,µε).∫
D
uLεvdµε =
∫
D
vLεudµε − ε
∫
∂D
ue−F/ε∂nextvdσ + ε
∫
∂D
ve−F/ε∂nextudσ.
(1.23)
Donc, pour u solution de (1.20) et v(y) = G(y, x), on obtient l’expression de la
proposition 1.1.5 puisque u|∂D = 0, Lεu = 0 et par de´finition v|∂D = 0.
1.1.5 Potentiel d’e´quilibre, mesure d’e´quilibre
Tous ces rappels nous sont ne´cessaires afin de formuler convenablement les
e´le´ments de the´orie du potentiel dont nous avons besoin. En effet toutes ces
quantite´s sont solutions de proble`mes de Dirichlet ou de Poisson associe´s a`
l’ope´rateur Lε.
On se donne deux domaines re´guliers, qui seront dans les calculs et les appli-
cations tout simplement des boules, A, dit ensemble de de´part et B, ensemble
d’arrive´e. Le but est d’e´tudier le temps mis par le processus X pour passer de
A a` B.
On introduit les temps d’atteintes des ensembles A et B, τA et τB , qui sont
des temps d’arreˆts
τA = inf{t > 0, Xt ∈ A}. (1.24)
Notons que, si A est suffisamment re´gulier, comme X est un processus continu
presque surement, τA est bien un temps d’arreˆt.
De´finition 1.1.6. On de´finit la fonction suivante sur D, de´pendant de A et
B par
hA,B(x) = Px(τA < τB). (1.25)
hA,B est appele´e le potentiel d’e´quilibre pour les ensembles (A,B).
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On peut remarquer qu’il est imme´diat, d’apre`s les proprie´te´s de continuite´
de X et des ensembles A et B, que
hA,B(x) = 1− hB,A(x). (1.26)
De plus, on a 0 6 hA,B(x) 6 1, pour tout x.
Proposition 1.1.7. La fonction hA,B est solution du proble`me de Dirichlet
LεhA,B = 0, sur (A ∪B)c ∩D (1.27)
hA,B = 1, sur A (1.28)
hA,B = 0, sur B. (1.29)
Elle s’exprime sous la forme
hA,B(x) = −εeF (x)/ε
∫
∂A
e−F (y)/ε∂
next(y)G(A∪B)c(y, x)σ(dy). (1.30)
De´monstration. Il suffit d’appliquer la Proposition 1.1.5.
Remarque 11. Le potentiel d’e´quilibre sera tre`s important dans la suite et
donne une ide´e des bassins d’attraction. En effet, par de´finition le potentiel
d’e´quilibre sera proche de 1 en un point x si partant de ce point la diffusion
atteint de fac¸on dominante l’ensemble A et au contraire sera proche de 0 si on
atteint plus largement B. Plus le parame`tre ε est petit et plus ce phe´nome`ne
est accentue´. On s’attend notamment a` ce que hA,B converge lorsque ε tend
0, vers une constante (certainement 0 ou 1 dans les cas ge´ne´raux). Cependant
il peut eˆtre difficile de donner de bonnes estimations de ces convergences, cela
repose souvent sur une comparaison avec le processus de´terministe.
De´finition 1.1.8 (Mesure d’e´quilibre). On appelle mesure d’e´quilibre, note´e
eA,B , la mesure porte´e par ∂A telle que, pour tout x ∈ D
hA,B(x) =
∫
A
GBc(x, y)eA,B(dy). (1.31)
D’apre`s la proposition pre´ce´dente, on voit que la mesure d’e´quilibre est en
fait porte´e par le bord de l’ensemble A admet la repre´sentation suivante. En
interpre´tant le ge´ne´rateur Lε comme un ope´rateur de H
1(D) dans H−1(D) on
a
eA,B = LεhA,B . (1.32)
La mesure d’e´quilibre posse`de une interpre´tation probabiliste, on peut no-
tamment e´crire
eA,B(dy) = lim
t→0+
t−1EyPXε(t)[τB < τA]dy y ∈ ∂A. (1.33)
1.1.6 Capacite´ et forme de Dirichlet
De´finition 1.1.9 (Capacite´). On de´finit la capacite´ du couple d’ensembles
(A,B), note´e cap (A,B), comme e´tant la masse totale de la mesure d’e´quilibre
eA,B :
cap (A,B) = eA,B(D) = eA,B(∂A) (1.34)
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La capacite´ repre´sente la charge totale sur le bord de A pour cre´er le poten-
tiel hA,D. En particulier, on de´finit la probabilite´ d’e´quilibre νA,B sur le bord
de l’ensemble A comme e´tant la mesure de probabilite´ associe´e a` eA,B :
νA,B =
eA,B
cap (A,B)
(1.35)
La probabilite´ d’e´quilibre repre´sente la distribution sur ∂A du processus X a`
la dernie`re sortie de A avant d’atteindre B.
De´finition 1.1.10. On de´finit la forme de Dirichlet, par rapport aux ensembles
A et B, pour h ∈ H1(D,µε),
Φ(A∪B)(h) = ε
∫
(A∪B)c
‖∇h‖22 dµε = ε
∫
(A∪B)c
e−F (x)/ε ‖∇h(x)‖22 dx. (1.36)
La forme de Dirichlet permet de calculer la capacite´ en utilisant un principe
variationnel.
Proposition 1.1.11. Pour A, et B deux domaines re´guliers, on a
cap (A,B) = Φ(A∪B)(hA,B) (1.37)
= inf
h∈HA,B
Φ(A∪B)(h), (1.38)
avec
HA,B = {h ∈ H1(D)|h|B = 0, h|A = 1}. (1.39)
Cette proposition constitue le principe de base pour calculer une borne
supe´rieure a` la capacite´.
1.1.7 Espe´rance des temps d’atteinte
Le lien entre ces quantite´s de la the´orie du potentiel (capacite´, mesure
d’e´quilibre) et l’espe´rance des temps d’atteinte se fait en combinant les diffe´ren-
tes formulations. On note Bρ(x) la boule de centre x et de rayon ρ. La fonction
wA,B(x) = Ex(τA✶τA<τB ) est solution du proble`me de Dirichlet suivant
LεwA,B = hA,B sur (A ∪B)c (1.40)
wA,B = 0 sur A ∪B. (1.41)
Pour B = ∅, on obtient simplement wA(x) = Ex(τA) qui ve´rifie aussi
LεwA = 1 sur A
c (1.42)
wA = 0 sur A. (1.43)
En utilisant la repre´sentation avec la fonction de Green, on obtient respective-
ment :
Ex(τA✶τA<τB ) = wA,B(x) =
∫
(A∪B)c
G(A∪B)c(x, y)hA,B(y)dy
Ex(τA) = wA(x) =
∫
Ac
GAc(x, y)dy. (1.44)
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On de´finit alors les inte´grales suivantes
TBρ(x)(A) =
∫
∂Bρ(x)
e−F (z)/εEz(τA)eBρ(x),A(dz) (1.45)
TBρ(x)(A,B) =
∫
∂Bρ(x)
e−F (z)/εEz(τA✶τA<τB )eBρ(x),A∪B(dz) (1.46)
En faisant intervenir les probabilite´s d’e´quilibre νBρ(x),A et νBρ(x),A∪B , on a :
TBρ(x)(A) = cap (Bρ(x), A)EνBρ(x),A(τA) (1.47)
TBρ(x)(A,B) = cap (Bρ(x), A ∪B)EνBρ(x),A∪B (τA✶τA<τB ) (1.48)
D’un autre coˆte´, en combinant les diffe´rentes formulations obtenues, pour
ρ > 0, on a
TBρ(x)(A) =
∫
∂Bρ(x)
e−F (z)/εwA(z)eBρ(x),A(dz)
=
∫
∂Bρ(x)
∫
Ac
e−F (z)/εGAc(z, y)eBρ(x),A(dz)dy
=
∫
Ac
∫
∂Bρ(x)
e−F (y)/εGAc(y, z)eBρ(x),A(dz)dy
TBρ(x)(A) =
∫
Ac
e−F (y)/εhBρ(x),A(y)dy, (1.49)
par utilisation la syme´trie de la fonction de Green et du the´ore`me de Fubini.
On a aussi de la meˆme manie`re
TBρ(x)(A,B) =
∫
∂Bρ(x)
e−F (z)/εwA,B(z)eBρ(x),A∪B(dz)
=
∫
(A∪B)c
∫
∂Bρ(x)
e−F (z)/εG(A∪B)c(z, y)eBρ(x),A∪B(dz)dy
=
∫
(A∪B)c
e−F (y)/εhBρ(x),A∪B(y)hA,B(y)dy. (1.50)
Finalement, on a donc les formules exactes suivantes qui nous permettent
de relier la capacite´, le potentiel d’e´quilibre et les temps d’atteinte (partant de
la probabilite´ d’e´quilibre)
EνBρ(x),A
(τA) =
∫
Ac
e−F (y)/εhBρ(x),A(y)dy
cap (Bρ(x), A)
(1.51)
EνBρ(x),A∪B (τA✶τA<τB ) =
∫
(A∪B)c e
−F (y)/εhBρ(x),A∪B(y)hA,B(y)dy
cap (Bρ(x), A ∪B) (1.52)
La seconde formule ne nous est pas directement utile. En revanche, la premie`re
formule nous servira a` estimer les espe´rances des temps de transition Ex(τA)
quand ε tend vers 0. En effet, si ρ est suffisamment petit, on s’attend, pour
tout z ∈ ∂Bρ(x), a` ce que les temps d’atteinte partant de z et x soient proches :
Ez(τA) ≃ Ex(τA). (1.53)
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Le temps d’atteinte peut alors se mettre sous la forme :
Ex(τA) ≃
∫
Ac
e−F (y)/εhBρ(x),A(y)dy
cap (Bρ(x), A)
.
Toute la difficulte´ consiste donc a` rendre cette approximation rigoureuse
et a` calculer le nume´rateur et le de´nominateur. Le premier peut se calculer
en estimant le potentiel d’e´quilibre hA,B sur des voisinages bien choisis des
minima de F . La calcul des asymptotiques des capacite´s se fait en obtenant une
borne supe´rieure via la formulation variationnelle de la capacite´ et une borne
infe´rieure en utilisant des fonctions tests. L’erreur faite par l’approximation de
l’e´quation (1.53) peut se re´aliser soit de manie`re analytique (via l’ine´galite´ de
Harnack) soit de manie`re probabiliste (via une proprie´te´ de contraction des
trajectoires).
1.2 Calculs des capacite´s en dimension finie
Nous e´nonc¸ons maintenant les re´sultats que nous avons obtenus en dimen-
sion finie en collaboration avec Anton Bovier.
1.2.1 Ge´ome´trie du potentiel
Pour la suite on a besoin de de´finir les notions suivantes.
De´finition 1.2.1. Pour A et B deux ensembles de D, la hauteur du passage
entre A et B est de´finie par :
F̂ (A,B) = inf
ω∈P(A,B)
sup
t∈[0,1]
F (ω(t)), (1.54)
ou` P(A,B) = {ω ∈ C([0, 1], D)|ω(0) ∈ A,ω(1) ∈ B} contient les chemins
continus de A a` B.
On de´finit l’ensemble des points selles qui sont les points re´alisant la hauteur
minimale pour une trajectoire reliant A a` B.
De´finition 1.2.2. De´finissons :
G(A,B) = F−1(F̂ (A,B)), (1.55)
P̂(A,B) = {ω ∈ P(A,B)|max
t∈[0,1]
F (ω(t)) = F̂ (A,B)}. (1.56)
Les portes entre A et B sont alors les plus petits ensembles Pi de G(A,B) au
sens de l’inclusion qui ve´rifient :
∀ω ∈ P̂(A,B) ω([0, 1]) ∩Pi 6= ∅. (1.57)
Les points selles entre A et B sont alors l’ensemble de ces portes
S(A,B) =
⋃
Pi. (1.58)
Remarque 12. On peut voir que ces de´finitions prennent sens pour tous les
ensembles A et B. L’ensemble des portes n’est pas aussi ne´cessairement unique.
Plusieurs ensembles Pi peuvent avoir des points en communs.
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Hypothe`ses On fait l’hypothe`se suivante sur la non-de´ge´ne´rescence du po-
tentiel F .
Hypothe`ses 1.2.3. F ve´rifie les proprie´te´s suivantes :
(i) L’ensembleM des minima locaux de F est fini et pour tous les couples
de minima x, y, l’ensemble des points selles S(x, y) est fini et ne contient
donc que des points isole´s note´s z∗i (x, y).
(ii) La matrice hessienne de F en chaque minimum xi ∈ M et tout point
selle z∗i est non-singulie`re (c’est-a`-dire n’a pas de valeurs propres nulles)
Remarque 13. Dans l’article [21] par Bovier, Eckhoff, Gayrard et Klein, les
auteurs supposaient que l’ensemble des portes est unique et co¨ıncide avec l’en-
semble des points selles. C’est-a`-dire qu’ils faisaient l’hypothe`se suivante : il
existe une unique sous-ensemble fini et minimal de G(A,B), tel que pour tout
ω ∈ P̂(A,B)
ω([0, 1]) ∩P 6= ∅. (1.59)
Le potentiel est alors ne´cessairement avec une certaine structure. Notons par
exemple que cette hypothe`se n’est pas ve´rifie´e dans le cas du potentiel illustre´
dans l’introduction par la figure 3.
Les re´sultats donne´s permettent de calculer le temps moyen de transition
d’un minimum xi de F . Le calcul des temps de transition se fait en suivant [21]
en utilisant la formule (1.51). Plus pre´cise´ment, le calcul du nume´rateur et de
l’approximation sont identiques. Seul le calcul de la capacite´ (le de´nominateur
de (1.51)) est diffe´rent. Le the´ore`me suivant permet de faire le lien entre capa-
cite´s et temps de transition, [21] The´ore`me 6.2.
The´ore`me 1.2.4. Soient (xj)
n
j=1 l’ensemble des minima locaux de F . On
conside`re aussi Sk = ∪ki=1Bρ(xi) la famille de boules de rayon ρ > ǫ suf-
fisamment petit pour ne contenir aucun autre point selle ni minimum (hors
leurs centres). De plus, supposons que pour j fixe´, et tout i > k, avec i 6= j,
soit
F̂ (xi, xj)− F (xj) > F̂ (xi, Sk)− F (xi) (1.60)
ou bien
F̂ (xi, xj) < F̂ (xi, Sk). (1.61)
Alors, pour tout j > k
Exj [τSk ] =
(2πǫ)d/2
capBρ(xj)(Sk)
·
∑
i|F̂ (xi,xj)<F̂ (xi,Sk)
e−F (xi)/ǫ√|det(∇2F (x∗i ))| (1 +O(√ǫ |ln ǫ| , ǫα/2)), (1.62)
avec α > 0. Si xj est un minimum de F tel que F (xi) > F (xj) pour tout i > k,
on a alors
ExjτSk =
(2πǫ)d/2
capBρ(xj)(Sk)
e−F (xj)/ǫ√∣∣det(∇2F (x∗j ))∣∣ (1 +O(
√
ǫ |ln ǫ| , ǫα/2)). (1.63)
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Ce the´ore`me repose sur deux e´le´ments : une estimation du potentiel d’e´-
quilibre au voisinage des minima pertinents (celui de de´part et d’arrive´e) et le
controˆle de l’erreur faite en remplac¸ant le temps moyen de transition partant
de la mesure d’e´quilibre pas celui partant de du minimum ponctuel.
1.2.2 Correspondance avec un re´seau e´lectrique
Afin d’e´noncer et de prouver le re´sultat pertinent pour l’estimation de la
capacite´, on va maintenant expliciter les hypothe`ses et leur conse´quence sur F .
Le fait de supposer comme dans [21] (voir remarque 13) que l’ensemble des
portes est unique oblige a` une configuration tre`s particulie`re des points selles
permettant le passage de x vers y. Dans ce cas, ces points selles doivent eˆtre
tous en paralle`le, c’est-a`-dire qu’ils doivent former une barrie`re entre les bassins
de x et y. Ils mettent directement en contact ces bassins. Comme par exemple
dans le cas suivant
z∗1
##
z∗2
))x
;;
55
))
##
y
z∗M−1
55
z∗M
;;
(1.64)
Dans ce cadre la capacite´ totale entre deux boules suffisamment petites entre
x et y se de´compose comme la somme de contributions e´le´mentaires attache´es
a` chaque point selle ([21] The´ore`me 3.1). On a ainsi dans le cas ci-dessus :
cap (Bρ(x), Bρ(y)) = e
−F̂ (x,y)/ǫ (2πǫ)
d/2
2π
k∑
i=1
Cz∗i (1 +O(
√
ǫ |ln ǫ|)) (1.65)
avec
Cz∗i =
|λ∗(z∗i )|√|det(∇2F (z∗i ))| , (1.66)
ou` λ∗(z∗i ) est l’unique valeur propre ne´gative de la hessienne de F en z
∗
i
et det(∇2F (z∗i )) est le de´terminant de la hessienne en ce meˆme point. Par
de´finition on a F̂ (x, y) = F (z∗i ), pour tout i, la hauteur commune des points
selles.
Maintenant dans le cas ou` l’ensemble des portes n’est pas unique, on peut
avoir une structure plus complique´e. Cela signifie en effet que certains chemins
optimaux ω ∈ P̂(A,B) doivent passer par au moins deux points selles distincts :
x // z∗ // z′∗ // y (1.67)
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Notre re´sultat donne pour la capacite´ totale C = cap (Bρ(x), Bρ(y)) une ex-
pression en fonction des capacite´s e´le´mentaires attache´es aux deux points selles
(ici c = Cz∗ pour z
∗ et c′ = Cz′∗ pour z′∗). La capacite´ totale est en effet la
capacite´ e´quivalente obtenue pour un re´seau e´lectrique de meˆme ge´ome´trie.
Ainsi, dans le cas pre´ce´dent on a
1
C
=
1
c
+
1
c′
. (1.68)
Conside´rons en effet F−1(] − ∞, F̂ (x, y)[), il s’agit d’un ouvert borne´ de
D. Cet ensemble se de´compose en un nombre fini de composantes connexes
puisque F posse`de un nombre fini de minima locaux. On associe alors a` chaque
composante connexe son minimum absolu
D’apre`s l’hypothe`se 1.2.3, pour chaque z ∈ S(x, y), il existe δ assez petit tel
que Bδ(z) intersecte au plus deux (Γi)i. On note les indices de ces composantes
(Γi) par z
+ et z− arbitrairement. Donc tous les ponts selles sont des passages
entre un Γi = Γz− vers un autre Γj = Γz+ . On associe alors le graphe non-
oriente´ avec des poids sur les areˆtes (de´nomme´es conductances) G (x, y) :
– les sommets sont les minima (xj)
m
j=0 des diffe´rentes composantes.
– les areˆtes sont les points selles z ∈ S(x, y) avec des poids (conductances)
Cz.
– l’areˆte z ∈ S(x, y) relie les sommets xz+ et xz− .
Il est bien suˆr possible d’avoir plusieurs areˆtes avec des conductances diffe´rentes
entre les meˆmes sommets. La conductance totale Cij entre xi et xj est de´finie
par
Cij =
∑
z|{i,j}={z+,z−}
Cz = Cji. (1.69)
Par convention si la somme est vide on a Cij = 0.
Conside´rons les fonctions u de´finies sur les sommets (xj)
m
j=0 du re´seau
G (x, y) a` valeur dans R. Pour une telle fonction u, on lui associe son flot (fij)
de´finie par
fij = Cij (u(xi)− u(xj)) = −fji. (1.70)
On de´finit alors le flux exte´rieur f(i), en i, par
f(i) =
∑
j
fij . (1.71)
En termes de quantite´s e´lectriques, u est en fait une tension et f correspond
au courant associe´. La loi de Kirchoff s’exprime alors par f(i) = 0 on dit alors
que la fonction u associe´e est harmonique pour l’ope´rateur L :
Lu(xi) =
∑
j Cij (u(xj)− u(xi))∑
j Cij
. (1.72)
On peut lui associer une e´nergie (ou forme de Dirichlet discre`te) en posant
E(u) = 1
2
∑
i,j
Cij(u(xi)− u(xj))2 =
∑
z∈S(x,y)
Cz(u(xz+)− u(xz−))2. (1.73)
La sommation peut ainsi se faire soit sommet par sommet soit areˆte par areˆte.
La conductance effective entre les sommets x = x0 et y = xm peut alors eˆtre
correctement de´finie.
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De´finition 1.2.5. On de´finit alors la conductance e´quivalente par
C(x→ y) = f(x)
u(x)− u(y) (1.74)
ou` u est harmonique pour L sauf en x et y avec u(x) 6= u(y) et f est le courant
associe´.
La proposition suivante justifie la de´finition.
Proposition 1.2.6. La conductance e´quivalente ne de´pend pas du choix de la
fonction u. En particulier, si u∗ est la solution de Lu
∗(xi) = 0 for 1 ≤ i ≤ m− 1
u∗(x) = 1
u∗(y) = 0
(1.75)
on a
C(x→ y) = f∗(x) (1.76)
avec f∗ le courant associe´. De plus, on a la formulation variationnelle suivante
C(x→ y) = min
ak∈[0,1]
a0=1 am=0
E(a) = min
ak∈[0,1]
a0=1 am=0
1
2
m∑
i,j=0
(ai − aj)2Ci,j (1.77)
le minimum e´tant atteint pour ai = u
∗(xi). Enfin
C(x→ y) = C(y → x) = C(x↔ y). (1.78)
La solution u∗ peut eˆtre appele´e un potentiel d’e´quilibre discret, on verra
(the´ore`me 1.2.10) que u∗ est une version discre`te de h∗Bρ(x),Bρ(y). Avant de
prouver la proposition suivante, on de´montre le lemme suivant qui est un prin-
cipe du maximum pour les fonctions harmoniques u.
Lemme 1.2.7. Soit u une fonction harmonique (solution de Lu = 0 sauf en
x0 et xm). Alors u atteint son minimum et son maximum en x0 et xm.
De´monstration. Si u est constante, alors il n’y a rien a` prouver. Sinon, on pose
k tel que
u(xk) = max
i
u(xi) (1.79)
et supposons qu’il existe j tel que Ckj > 0 et u(xj) < u(xk). Ne´cessairement,
il doit exister k et j, dans le cas contraire u est constant. Alors si k 6= 0,m, on
a ∑
i
Ciku(xk) =
∑
i
Ciku(xi). (1.80)
D’ou`
u(xk) ≤ Cjk∑
i Cik
u(xj) +
(
1− Cjk∑
i Cik
)
u(xk) (1.81)
ce qui implique u(xk) ≤ u(xj), on obtient une contradiction. Le re´sultat sur le
minimum s’obtient en appliquant le raisonnement pre´ce´dent a` −u.
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On en de´duit en particulier que l’e´quation Lu(xi) = 0 for 1 ≤ i ≤ m− 1u(x0) = a
u(xm) = b
(1.82)
avec a, b ∈ R donne´s, a une unique solution. Il suffit en effet d’appliquer ce
lemme a` la diffe´rence de deux solutions.
Preuve de la Proposition 1.2.6. Pour a ∈ Rm+1, la forme de Dirichlet discre`te
est une simple forme quadratique
E(a) = 1
2
∑
i,j
Cij(ai − aj)2. (1.83)
Alors pour h ∈ Rm+1 on a
E(a+ h) = E(a) + 2h · La+ E(h) (1.84)
avec L l’ope´rateur associe´e.
On montre l’existence d’un potentiel discret u∗, c’est-a`-dire une solution
de Lu∗ = 0. On conside`re alors la forme quadratique E sur l’ensemble {a0 =
1, am = 0}. Cette forme quadratique est par de´finition positive et posse`de donc
un minimum atteint en un point a∗ ∈ Rm+1 avec a∗0 = 1 et a∗m = 0. Alors,
d’apre`s l’e´quation (1.84), on voit que pour 1 ≤ k ≤ m− 1
L(a∗)k = 0. (1.85)
a∗ est donc harmonique en tout point sauf en x0 et xm. Le lemme 1.2.7 nous as-
sure donc que la fonction a∗ construite pre´ce´demment est unique et caracte´rise´e
par a∗0 = 1 et a
∗
m = 0. Pour une fonction harmonique u l’unicite´ permet d’e´crire
u(xi) = a
∗(xi) (u(x0)− u(xm)) + u(xm). (1.86)
Le flot de u est alors donne´ par
f(i) =
∑
j
Cij(u(xi)− u(xj)) = f∗(i)(u(x0)− u(xm)) (1.87)
ou` f∗ est le flot unitaire associe´ a` a∗. En particulier,
f(0)
u(x0)− u(xm) = f
∗
(0) (1.88)
et donc la constante C(x→ y) ne de´pend pas du choix particulier de u.
La dernie`re expression provient d’un simple calcul
E(a∗) = 1
2
∑
i,j
Cij(a
∗
i − a∗j )2 =
1
2
∑
i,j
a∗iCij(a
∗
i − a∗j )−
1
2
∑
i,j
a∗jCij(a
∗
i − a∗j )
=
∑
i,j
a∗iCij(a
∗
i − a∗j ) =
∑
i
a∗i f
∗
(i) = a
∗
0f
∗
(0) + a
∗
mf
∗
(m) = f
∗
(0). (1.89)
Donc
min
a0=1,am=0
E(a) = E(a∗) = f∗(0) = C(x→ y). (1.90)
Enfin on en de´duit que
C(x→ y) = E(a∗) = E(1− a∗) = C(y → x). (1.91)
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Exemple Pre´sentons une illustration simple de cette e´quivalence. La corres-
pondance entre la structure du potentiel et le graphe e´lectrique se fait sim-
plement en plac¸ant une capacite´ pour chaque point selle entre deux bornes
repre´sentant les composantes connexes de F−1(] − ∞, F̂ (x, y)[). Prenons le
graphe stylise´ des chemins optimaux P̂(x, y), ou` on a repre´sente´ que les points
selles de passage
z∗1

x
77
//

z∗2 // z
∗
3
// z∗4 // y
z∗5 // z
∗
6
@@
Le circuit e´lectrique correspondant est
ß⑨ ❶⑨⑩ ❶ß❸❷
❹⑨⑩⑩ ❶ 
R1
❸❷
❹
⑨ ❶ 
R2
⑨⑩⑩⑩ ❶
❸❷
❹
ß
⑨ ❶ 
R3
⑨ ❶❸❷
❹
❸
❸
❸
❸❷
❹
⑨⑩⑩⑩ ❶ 
R5
⑨⑩⑩⑩ ❶ 
R6
⑨ ❶ 
R4
⑨ ❶ß
⑨⑩⑩ ❶
❸
❸
❸
❸❷
❹⑨ ❶
ou` la capacite´ e´le´mentaire est donne´e par
1
Ri
= Ci =
|λ∗(z∗i )|√|det(∇2F (z∗i ))| . (1.92)
1.2.3 Calcul de la capacite´
Le calcul de la capacite´ peut s’exprimer par le the´ore`me suivant.
The´ore`me 1.2.8. Supposons ve´rifie´es les hypothe`ses 1.1.1, et 1.2.3, alors pour
x et y des minima locaux de F et ρ > ǫ :
capBx(By) =
(2πǫ)N/2
2π
C(x↔ y)e−F̂ (x,y)/ǫ
(
1 +O(
√
(ǫ) |ln ǫ|)
)
, (1.93)
ou` C(x ↔ y) est la conductance e´quivalente entre x et y du re´seau e´lectrique
G (x, y). La capacite´ e´le´mentaire de chaque areˆte est donne´e par
Cz∗ =
|λ∗(z∗)|√
det∇2F (z∗) . (1.94)
λ∗(z∗) est l’unique valeur propre ne´gative de la hessienne de F au point selle
z∗.
De ce the´ore`me, on en de´duit alors l’espe´rance du temps de transition de x
a` y.
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Corollaire 1.2.9. Soit ε > 0 suffisamment petit fixe´, on suppose que les hy-
pothe`ses du the´ore`me 1.2.8 sont ve´rifie´es. De plus, soient x et y deux minima
tels que pour chaque minimum (xi)
m−1
i=1
F (xi) > F (x). (1.95)
Alors, pour ρ > ε suffisamment petit
ExτBρ(y) =
2π
C(x↔ y)√det∇2F (x)e(F̂ (x,y)−F (x))/ε(1 +O(√ε |ln ε|3/2 , εα)),
(1.96)
pour α > 0. La constante C(x↔ y) est donne´e par le the´ore`me 1.2.8.
Remarque 14. L’hypothe`se additionnelle dans le corollaire est faite pour s’as-
surer que il n’y a pas de pie`ges entre x et y. En effet, si l’un des xi est plus bas
que x, la transition pertinente qui s’effectue est xi → y et non pas x→ y.
Une conse´quence indirecte de la correspondance avec le re´seau e´lectrique
est l’approximation du potentiel d’e´quilibre aux voisinages des minima in-
terme´diaires.
The´ore`me 1.2.10. Sous les hypothe`ses du the´ore`me 1.2.8, pour chaque xi
Pxi(τBρ(x) < τBρ(y)) = hBρ(x),Bρ(y)(xi) = u
∗(xi) +O
((∣∣ε ln3 ε∣∣1/2)1/2)
(1.97)
ou` u∗ est le potentiel d’e´quilibre discret associe´ au re´seau G (x, y).
Nous allons maintenant prouver ces the´ore`mes.
1.2.4 Preuve du the´ore`me 1.2.8
La preuve du the´ore`me 1.2.8 suit la proce´dure utilise´ dans [21] : elle va
nous permettre d’illustrer la me´thode qui sera ensuite utilise´e aussi pour la
dimension infinie. Soit donc le potentiel F donne´, choisissons deux minima x
et y ve´rifiant les hypothe`ses pre´ce´dentes. Soit ε > 0 fixe´, on se donne donc :
– soit ρ > ε > 0,
– Bx = Bρ(x) et By = Bρ(y),
– les points selles S(x, y) = (z∗i )ni=1 et on de´finit alors i± par z∗i ± = zi± ,
– les composantes connexes F−1(]−∞, F̂ (x, y)[) = ∪mi=0Γi.
Pour utiliser la formulation variationnelle de la capacite´, on se donne la
forme de Dirichlet :
cap (Bx, By) = min
h∈H
Φ(h) (1.98)
avec
Φ(h) = ε
∫
(Bx∪By)c
e−F (x)/ε ‖∇h(x)‖22 dx (1.99)
et
H =
{
h ∈W 1,2(Rd, e−F (x)/εdx)
∣∣∣ ∀z h(z) ∈ [0, 1]h|Bx = 1h|By = 0} . (1.100)
Dans la suite de cette section, on note Ai des constantes positives.
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1.2.4.1 Borne supe´rieure
Proposition 1.2.11. Sous les hypothe`ses du the´ore`me 1.2.8, on a la borne
supe´rieure
cap (Bx, By) ≤ e−F̂ (x,y)/ε (2πε)
N/2
2π
min
aj∈[0,1]
a0=1, am=0
n∑
i=1
Cz∗i (ai+ − ai−)2 (1 + ψ(ε))
(1.101)
avec ψ(ε) = O(
∣∣ε ln3 ε∣∣1/2)
Cz∗i =
|λ−(z∗i )|√|det∇2F (z∗i )| . (1.102)
De´monstration. Le calcul de la borne supe´rieure se fait par l’estimation de
la forme de Dirichlet sur une bonne fonction test. Autour de chaque point
selle, on se place dans les coordonne´es locales qui permettent de diagonaliser
la matrice hessienne, la premie`re coordonne´e correspondant a` l’unique valeur
propre ne´gative. Pour δ > 0, on de´finit alors un voisinage pour chaque point
selle z∗ ∈ S(x, y) en fonction de ces valeurs propres :
Cδ(z
∗) =
[
−δ√|λ1(z∗)| , δ√|λ1(z∗)|
]
×
N∏
k=2
[
−2δ√
λk(z∗)
,
2δ√
λk(z∗)
]
Cδ(z
∗) = Iδ(z∗)× C˜δ(z∗). (1.103)
De´finnissons aussi Sδ = F
−1([F̂ (x, y) + δ2,+∞[). Pour tout z = (z1, z′) ∈
Iδ(z
∗) × ∂C˜δ(z∗) dans les coordonne´es locales (qui de´pendent donc du point
selle z∗), on obtient en utilisant un de´veloppement de Taylor :
F (z)− F̂ (x, y) = F (z)− F (z∗) = −1
2
|λ1(z∗)| z21 +
1
2
N∑
k=2
λk(z
∗)z2k +O(δ
3)
F (z)− F̂ (x, y) ≥ −δ
2
2
+ 2δ2 −A1δ3 ≥ δ2, (1.104)
pour δ suffisamment petit. Donc, on peut garantir que Iδ(z
∗) × ∂C˜δ(z∗) est
inclus dans Sδ. De meˆme, en choisissant δ assez petit, on garantit que pour
les autres points selles z∗ /∈ S(x, y), |F (z∗)− F̂ (x, y)| > δ (puisque en nombre
fini). Enfin, ε doit eˆtre suffisamment petit afin que Bx, By soient disjoints de
∩Sδ.
Avec ces conditions sur δ, on pose(
Sδ ∪
n⋃
i=1
Ciδ
)c
=
m⋃
j=0
Γ˜j , (1.105)
ou` (Γ˜j)j sont les composantes connexes, avec x ∈ Γ˜0 et y ∈ Γ˜m. Remarquons
que pour chaque point selle z∗i , la varie´te´ instable de dimension 1 (tangente
a` {(z1, 0)|z1 ∈ R} en coordonne´es locales) relie un ensemble note´ Γ˜i+ (pour
z1 > 0) et un ensemble note´ Γ˜i− (pour z1 < 0).
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Nous de´finissons alors la fonction test h+,
h+(z) =

aj pour z ∈ Γ˜j
fi(z1) pour z ∈ Cδ(z∗i ) dans les coordonne´es locales de z∗i
arbitraire ailleurs avec ‖∇h+‖ ≤ c/δ.
(1.106)
Les constantes aj sont choisies arbitrairement dans [0, 1] avec la condition a0 =
1 et am = 0. fi est choisie pour minimiser l’inte´grale de la forme de Dirichlet∫ δ/√|λ1(z∗i )|
−δ/
√
|λ1(z∗i )|
[f ′i(z1)]
2
e−
1
2ε |λ1(z∗i )|z21dz1 (1.107)
avec la condition suivante au bord
fi
(
−δ√|λ1(z∗i )|
)
= ai− ; fi
(
δ√|λ1(z∗i )|
)
= ai+ . (1.108)
On montre facilement que fi est solution de
εf ′′i (z1) + z1 |λ1(z∗i )| f ′i = 0
fi(−δ/
√|λ1(z∗i )|) = ai−
fi(δ/
√|λ1(z∗i )|) = ai+ (1.109)
Donc
fi(z1) = (ai− − ai+)
∫ δ/√|λ1(z∗i )|
z1
e−
1
2ε |λ1(z∗i )|t2dt∫ δ/√|λ1(z∗i )|
−δ/
√
|λ1(z∗i )|
e−
1
2ε |λ1(z∗i )|t2dt
+ ai+ . (1.110)
On en de´duit alors
Φ(h+) ≤ ε
n∑
i=1
∫
Ciδ
e−F (z)/εf ′i(z1)
2
dz + ε
∫
Sδ
e−F (z)/ε
∥∥∇h+(z)∥∥2
2
dz. (1.111)
L’hypothe`se 1.1.1 sur F permet de majorer le second terme. Soit Kδ =
{z|F (z) ≥ δ2 + F̂ (x, y)}, on obtient alors une constante A2 telle que∫
Kδ
e−F (z)/ε
∥∥∇h+(z)∥∥2
2
dz ≤ c ε
δ2
e−(F̂ (x,y)+δ
2)/ε
∫
Kδ
e−(F (z)−δ
2−F̂ (x,y))dz
≤ cA2 ε
δ2
e−(F̂ (x,y)+δ
2)/ε. (1.112)
Pour le premier terme de (1.111) on a alors
∫
Cδ(z∗i )
e−F (z)/εf ′i(z1)
2
dz = (ai+ − ai−)2
∫
Cδ(z∗i )
e−(F (z)+|λ1(z
∗
i )|z21)/εdz(∫ δ/√|λ1(z∗i )|
−δ/
√
|λ1(z∗i )|
e−|λ1(z∗i )|t2/2εdt
)2 .
(1.113)
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En utilisant un de´veloppement de Taylor et la borne sur z ∈ Cδ(z∗i ), on obtient
une constante A3 > 0 telle que
−F (z)− |λ1(z∗i )| z21 ≤ −
1
2
|λ1(z∗i )| z21 −
1
2
N∑
k=2
λk(z
∗
i )z
2
k +A3δ
3. (1.114)
En utilisant 1.114, le nume´rateur peut alors eˆtre borne´ par
∫
Cδ(z∗i )
e−(F (z)+|λ1(z
∗
i )|z21)/εdz ≤ eA3δ3/ε
∫
Cδ(z∗i )
e−
1
2ε
∑N
k=1|λk(z∗i )|z2kdz
≤ eA3δ3/ε
N∏
k=1
∫ δ/√|λk(z∗i )|
−δ/
√
|λk(z∗i )|
e−
1
2ε |λk(z∗i )|z2kdzk
∫
Cδ(z∗i )
e−(F (z)+|λ1(z
∗
i )|z21)/εdz ≤ eA3δ3/ε
√
2πε
N
|det(∇2F (z∗i ))|
. (1.115)
Quant au de´nominateur, on obtient
∫ δ/√|λ1(z∗i )|
−δ/
√
|λ1(z∗i )|
e−|λ1(z
∗
i )|t2/2εdt
−2 = |λ1(z∗i )| ε−1
(∫ δ/√ε
−δ/√ε
e−u
2/2du
)−2
=
1
2π |λ1(z∗i )|
(
1− 2√
2π
∫ +∞
δ/
√
ε
e−u
2/2du
)−2
≤ 1
2π |λ1(z∗i )|
(
1− 2e
−δ2/2ε
√
2πδε−1/2
)−2
. (1.116)
Ceci donne la borne supe´rieure attendue en choisissant δ = A4
√
ε |ln ε| :
Φ(h+) ≤ e−F̂ (x,y)/ε (2πε)
N/2
2π
n∑
i=1
(ai+ − ai−)2
|λ1(z∗i )|√
det∇2F (z∗i )
(
1 +O
(∣∣ε ln3 ε∣∣1/2)) , (1.117)
qui est vraie pour tout choix des (aj)0≤j≤m ∈ [0, 1]m avec a0 = 1 et am = 0.
En particulier,
Φ(h+) ≤ e−F̂ (x,y)/ε (2πε)
N/2
2π
min
aj∈[0,1]
a0=1, am=0
n∑
i=1
Cz∗i (ai+−ai−)2
(
1 +O
(∣∣ε ln3 ε∣∣1/2))
(1.118)
ce qui termine la preuve.
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1.2.4.2 Borne infe´rieure
Proposition 1.2.12. Sous les hypothe`ses su the´ore`me 1.2.8, on a la minora-
tion :
cap (Bx, By) ≥ e−F̂ (x,y)/ε (2πε)
N/2
2π
min
aj∈[0,1]
a0=1, am=0
n∑
i=1
Cz∗i (ai+ − ai−)2
(
1 +O
(∣∣ε ln3 ε∣∣1/2)) . (1.119)
De´monstration. La minoration s’obtient en re´duisant le domaine d’inte´gration
de la forme de Dirichlet et en minimisant cette nouvelle forme. Pour tout
i ∈ J1, nK, en coordonne´es locales, on de´finit
Ĉδ(z
∗
i ) =
[
−2δ√|λ1(z∗i )| , 2δ√|λ1(z∗i )|
]
×
N∏
k=2
[
−δ√
(N − 1)λk(z∗i )
,
δ√
(N − 1)λk(z∗i )
]
Ĉδ(z
∗
i ) = J
i
δ × Ĉiδ
⊥
, (1.120)
et Ĉδ =
⋃n
i=1 Ĉ
i
δ. On restreint alors le domaine d’inte´gration et on minore
l’inte´grant : pour h ∈ H
Φ(h) ≥ ΦĈδ(h) = ε
∫
Ĉδ
e−F (z)/ε ‖∇h(z)‖22 dz
≥ Φ¯Ĉδ(h) =
n∑
i=1
ε
∫
Ĉiδ
e−F (z)/ε
[
∂h(z)
∂z1
]2
dz. (1.121)
De meˆme, par un de´veloppement de Taylor, on a une constante A5 telle que
pour δ suffisamment petit, pour tout z ∈ Ĉδ(z∗i )∣∣∣∣∣F (z)− 12
N∑
k=1
λk(z
∗
i )z
2
k
∣∣∣∣∣ ≤ A5δ3. (1.122)
En remplac¸ant la fonction h par le potentiel h∗, minimisant la forme de
Dirichlet, on obtient en inte´grant sur J iδ :∫
Ĉiδ
e−F (z)/ε
(
∂h∗(z)
∂z1
)2
dz ≥ e−A5δ3/ε
∫
Ĉiδ
e−
1
2ε
∑N
k=1 λk(z
∗
i )z
2
k
[
∂h∗(z)
∂z1
]2
dz
≥ e−A5δ3/ε
∫
Ĉiδ
⊥ e
− 12ε
∑N
k=2 λk(z
∗
i )z
2
k (1.123)
·
∫
Jiδ
[
∂h∗(z)
∂z1
]2
e
1
2ε |λ1(z∗i )|z21dz1dz⊥.
Or, J iδ =
[
−2δ/√|λ1(z∗i )|, 2δ/√|λ1(z∗i )|]. On peut alors minimiser la forme
pre´ce´dente suivant z1 en suivant (1.107). on obtient alors∫
Jiδ
[
∂h∗(z)
∂z1
]2
e
1
2ε |λ1(z∗i )|z21dz1 ≥
∫
Jiδ
[f ′i(z1)]
2
e
1
2ε |λ1(z∗i )|z21dz1. (1.124)
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La fonction fi est alors la solution de
εf ′′i (z1) + z1 |λ1(z∗i )| f ′i = 0
fi(−2δ/
√|λ1(z∗i )|) = h∗
(
−2δ√
|λ1(z∗i )|
, z⊥
)
fi(2δ/
√|λ1(z∗i )|) = h∗
(
2δ√
|λ1(z∗i )|
, z⊥
)
.
(1.125)
La meˆme proce´dure suivie de (1.113) a` (1.116) donne
∫
Jiδ
(
∂h∗(z)
∂z1
)2
e
1
2ε |λ1(z∗i )|z21dz1 ≥
√
ε |λ1(z∗i )|√
2π
·
[
h∗
(
2δ√|λ1(z∗i )| , z⊥
)
− h∗
(
−2δ√|λ1(z∗i )| , z⊥
)]2
. (1.126)
D’ou`
cap (Bx, By) ≥ εe−A5 δ
3
ε
n∑
i=1
√
ε |λ1(z∗i )|√
2π
∫
Ĉiδ
⊥ e
− 12ε
∑N
k=2 λk(z
∗
i )z
2
k (1.127)
·
[
h∗
(
−2δ√|λ1(z∗i )| , z⊥
)
− h∗
(
2δ√|λ1(z∗i )| , z⊥
)]2
dz⊥.
Le proble`me revient alors a` estimer correctement h∗ au bord de l’ensemble
pour avoir une minoration utile. L’ide´e est alors de controˆler la valeur du poten-
tiel d’e´quilibre h∗ entre le bord du voisinage Ĉδ(z∗i ) et le fond de la composante
connexe Γi. Pour cela, on a le lemme suivant.
Lemme 1.2.13. Pour xj distinct de x, y (minimum global de Γi) on a, pour
tout w ∈ Γj avec d(w, ∂Γj) > η et η > 0,
|h∗(xj)− h∗(w)| ≤ Φ(ε) (1.128)
avec Φ(ε) = O(εβ) pour tout β > 0.
Supposons, pour l’instant, ce re´sultat prouve´. Pour z ∈ ∂J iδ × Ĉiδ
⊥
, on
obtient en utilisant un de´veloppement de Taylor :
F (z)− F̂ (x, y) ≤ −δ2 + Cδ3 < −δ
2
2
< −A6 (1.129)
pour δ assez petit. D’ou`,{
−2δ/
√
|λ1(z∗i )|
}
× Ĉiδ
⊥
⊂ Γi−{
2δ/
√
|λ1(z∗i )|
}
× Ĉiδ
⊥
⊂ Γi+ .
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On peut alors utiliser le Lemme 1.2.13 uniforme´ment sur ces ensembles. Uni-
forme´ment en z⊥ ∈ Ĉiδ⊥ , il existe β > 1/2 tel que∣∣∣∣∣h∗(xi+)− h∗
(
2δ√|λ1(z∗i )| , z⊥
)∣∣∣∣∣ ≤ A7εβ∣∣∣∣∣h∗(xi−)− h∗
(
− 2δ√|λ1(z∗i )| , z⊥
)∣∣∣∣∣ ≤ A7eβ .
Cette minoration donne alors avec (1.127)
Φ¯Ĉδ(h
∗) ≥ (2πε)
N/2
2π
(
1−
√
ε(N − 1)
δ
e−
δ2
2(N−1)ε
)N−1
· e−A5 δ
3
ε
n∑
i=1
Cz∗i
(∣∣h∗(xi−)− h∗(xi+)∣∣− 2A7εβ)2
(1.130)
en choisissant δ2 = A8ε |ln ε|. Posons alors aj = h∗(xj), on obtient donc
Φ¯Ĉδ(h
∗) ≥ (2πε)
N/2
2π
n∑
i=1
Cz∗i (ai− − ai+)2
(
1 +O(
√
ǫ |ln ε|3/2)
)
. (1.131)
D’ou`
Φ¯Ĉδ(h
∗) ≥ (2πε)
N/2
2π
min
aj∈[0,1]
a0=1, am=0
n∑
i=1
Cz∗i
(
ai− − ai+
)2 (
1 +O(
√
ǫ |ln ǫ|3/2)
)
(1.132)
ce qui conclut la preuve.
On prouve maintenant l’approximation du potentiel d’e´quilibre (Lemme
1.2.13).
De´monstration. Pour δ > 0 tel que Bδ(xj) ⊂ Γj , de´finissons τBδ(xj) = τ δxj .
Alors, pour w ∈ Γj avec d(w, ∂Γj) > η, on a
Pw(τBx < τBy ) = Pw(τBx < τBy |τ δxj < τBx ∧ τBy )Pw(τ δxj < τBx ∧ τBy )
+Pw(τBx < τBy |τ δxj > τBx ∧ τBy )Pw(τ δxj > τBx ∧ τBy ).
Posons µ = Pw(τ
δ
xj > τBx ∧ τBy ) = h∗Bx∪By,Bδ(xj)(w). En utilisant le corollaire
4.8 de [21], on obtient une constante A8 telle que
0 ≤ µ ≤ A9ε−1/2 exp(−(F̂ (x, y)− F (w))/ε) ≤ A9ε−1/2 exp(−σ/ε) (1.133)
avec σ tel que F̂ (x, y)− F (w) ≥ σ > 0 pour tout w ∈ Γj avec d(w, ∂Γj) > η.
D’autre part, en utilisant la proprie´te´ de Markov forte, on a
Pw(τBx < τBy |τ δxj < τBx ∧ τBy ) = Ew[PXτδxj (τBx < τBy )]
= Ew[h
∗
Bx,By (Xτδxj
)]
(1.134)
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et Xτδxj
∈ Bδ(xj) par continuite´ du processus. Or, le potentiel d’e´quilibre
h∗Bx,By est solution d’une e´quation aux de´rive´es partielles elliptique, on peut
alors utiliser une estimation d’Ho¨lder pour comparer la valeur du potentiel
d’e´quilibre pre`s de xj et pre´cise´ment a` xj .
On rappelle cette estimation. Soit L = aij(x)Dij + bi(x)Di un ope´rateur
diffe´rentiel du second ordre, avec aij ∈ C0(D), bi ∈ L∞(D). On suppose de
plus que L est uniforme´ment elliptique c’est-a`-dire qu’il existe 0 < λ 6 Λ <∞
tel que pour tout ξ ∈ Rd
0 < λ |ξ|2 ≤ (ξ, a(x)ξ) ≤ Λ |ξ|2 . (1.135)
On pose alors γ = Λ/λ, et ν ≥ ‖b(x)‖22 /λ2. On a le Lemme suivant.
Lemme 1.2.14 (Corollary 9.24 [51]). Si u ∈W 2,n(D) est une fonction positive
et ve´rifie Lu = 0 sur une boule BR0(x) ⊂ D, alors pour tout R ≤ R0,
osc
BR(x)
u ≤ K
(
R
R0
)α
osc
BR0 (x)
u, (1.136)
ou` oscAu = supA u − infA u. Les constantes K = K(n, γ, νR20) < ∞ et α =
α(n, γ, νR20) > 0 ne de´pendent que de γ et νR
2
0.
On applique alors ce lemme avec L = Lε. Soit r0 > 0 fixe´ et assez petit pour
que Br0(xj) soit disjoint de Bx et By. Alors h
∗
Bx,By
est solution de Lεu = 0 sur
Br0(xj). La constante ν prend alors la valeur ν = supBr0 ‖∇F‖
2
2 /ε
2. Donc afin
de rendre uniformes les constantes en ε, une solution est de choisir R0 = cε >
R = cε2 = δ ou` c > 0 est une constante telle que R0 < r0. Pour z ∈ Bcε2(xj),
on obtient alors une constante A10 telle que∣∣∣h∗Bx,By (z)− h∗Bx,By (xj)∣∣∣ 6 2A10εα (1.137)
ou` on a utilise´
osc
BR0 (x)
h∗Bx,By ≤ 2. (1.138)
D’ou` ∣∣∣Ew[h∗Bx,By (Xτxj )]− h∗Bx,By (xj)∣∣∣ ≤ 2A10εα. (1.139)
Donc en combinant (1.133) et (1.134), on a
Pw(τBx < τBy )− Pxj (τBx < τBy ) = Ew[h∗Bx,By (Xτxj )](1− µ)− h∗Bx,By (xj)
+ µPw(τBx < τBy |τxj > τBx ∧ τBy ). (1.140)
On a alors∣∣∣h∗Bx,By (w)− h∗Bx,By (xj)∣∣∣ ≤ ∣∣∣Ew[h∗Bx,By (Xτxj )]− h∗Bx,By (xj)∣∣∣+ 2µ∣∣∣h∗Bx,By (w)− h∗Bx,By (xj)∣∣∣ ≤ 2A10εα + 2A9ε−1/2e−σ/ε = B1(ε) = O(εα).
(1.141)
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En re´injectant cette dernie`re estimation dans (1.138) afin d’avoir un meilleur
controˆle, on a
osc
BR0 (x)
h∗Bx,By ≤ 2B1(ε). (1.142)
L’e´quation (1.141) devient alors∣∣∣h∗Bx,By (w)− h∗Bx,By (xj)∣∣∣ ≤ 2A10εαB1(ε) + 2A9ε−1/2e−σ/ε = B2(ε) = O(ε2α).
(1.143)
En ite´rant cette proce´dure, on de´montre donc que∣∣∣h∗Bx,By (w)− h∗Bx,By (xj)∣∣∣ ≤ Φ(ε) (1.144)
avec Φ(ε) = O(εβ) pour tout β > 0.
1.2.4.3 Preuve du the´ore`me 1.2.10
De´monstration. D’apre`s l’estimation de la capacite´, on en de´duit l’existence de
Ψ1,Ψ2 fonction borne´es en 0 telle que
E(a∗)(1 +√ε |ln ε|3/2Ψ1(ε)) ≥ cap (Bx, By) ≥ E(h∗)(1 +
√
ε |ln ε|3/2Ψ2(ε)).
(1.145)
ou` a∗ minimise la forme de Dirichlet discre`te avec a∗0 = 1 et a
∗
m = 0, et h
∗ est
le potentiel d’e´quilibre. On obtient alors une fonction borne´ en 0, Ψ3 telle que
|E(a∗)− E(h∗)| ≤ √ε |ln ε|3/2Ψ3(ε). (1.146)
Or a∗ est harmonique et (a∗ − h∗)0 = (a∗ − h∗)m = 0, on en de´duit
E(a∗)− E(h∗) = 2(a∗ − h∗)La∗ + E(a∗ − h∗) = E(a∗ − h∗). (1.147)
Comme E restreinte a` H = {0}×Rm−1×{0} est une forme quadratique de´finie
positive, E1/2 est une norme sur H. On a donc en particulier une constante A11
telle que, pour ξ ∈ H
max
j=1,m
|ξj | = ‖ξ‖∞ ≤ A11E(ξ)1/2. (1.148)
Pour tout 1 ≤ i ≤ m− 1, on a alors
|a∗i − h∗(xi)| ≤ (
√
ε |ln ε|3/2)1/2Ψ(ε) (1.149)
avec Ψ une fonction borne´e.
1.3 Applications
1.3.1 Exemple simple
Introduisons tout d’abord la fonction strictement positive sur R
g(x) =
x4
4
− x
2
2
+
1
2
. (1.150)
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On a alors g′(x) = x3 − x. Conside´rons l’exemple avec le potentiel F : R3 7→ R
F (x1, x2, x3) = g(x1)g(x2)g(x3). (1.151)
Le calcul des points stationnaires donne donc
∇F (x) = 0⇐⇒ g′(x1) = 0 et g′(x2) = 0 et g′(x3) = 0. (1.152)
L’ensemble des points stationnaires est donc {+1, 0,−1}3. Le calcul de la
matrice hessienne va nous permettre de de´terminer quels sont les minima,
les points selles d’indice 1. On a en effet, pour un point stationnaire x∗ =
(x∗1, x
∗
2, x
∗
3)
∇2F (x∗) =
g′′(x∗1)g(x∗2)g(x∗3) 0 00 g(x∗1)g′′(x∗2)g(x∗3) 0
0 0 g(x∗1)g(x
∗
2)g
′′(x∗3)

(1.153)
Or g′′(x) = 3x2 − 1, donc l’ensemble des minima de F est {−1,+1}3 et les
points selles ont une unique coordonne´e nulle. Le graphe des minima et des
points selles d’indice 1 s’organise suivant un cube en dimension 3 :
(−1, 1, 1) (1, 1, 1)
(−1,−1, 1) (1,−1, 1)
(−1, 1,−1) (1, 1,−1)
(−1,−1,−1) (1,−1,−1)
Chaque areˆte portant une capacite´ e´le´mentaire valant
C =
|g′′(0)| g(1)2√
g(1)4g(0)2 |g′′(0)| g′′(1)2 = 1. (1.154)
On peut alors se demander quels sont les espe´rances des temps de transition
pour passer d’un minima a` un autre (ils sont en effet tous a` la meˆme hau-
teur). On a trois types diffe´rents de transitions (a` cause des syme´tries) soit
de x0 = (1, 1, 1) vers x1 = (−1, 1, 1) ou vers x2 = (−1,−1, 1) ou bien vers
x3 = (−1,−1,−1). On trouve alors, en calculant les capacite´s e´quivalentes :
cap (Bρ(x0), Bρ(x1)) =
12
7
(1.155)
cap (Bρ(x0), Bρ(x2)) =
4
3
(1.156)
cap (Bρ(x0), Bρ(x3)) =
6
5
. (1.157)
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On obtient alors en appliquant le corollaire 1.2.9 les temps de transition
Ex0 [τBρ(x1)] =
7
12
25
√
2πe1/64ε (1.158)
Ex0 [τBρ(x2)] =
3
4
25
√
2πe1/64ε (1.159)
Ex0 [τBρ(x3)] =
5
6
25
√
2πe1/64ε. (1.160)
1.3.2 Particules couple´es
On se propose de calculer les temps de transition a` un mode`le de particules
en interaction. Ce mode`le a e´te´ de´crit par Berglund, Fernandez et Gentz dans
les articles [9, 10]. Nous l’avons de´ja` de´crit dans l’introduction (e´quation (0.18).
On a N ≥ 2 particules couple´es aux plus proches voisins. Chaque particule
e´volue sur R, subit individuellement un potentiel bistable
∀x ∈ R f(x) = 1
4
x4 − 1
2
x2. (1.161)
Le syste`me obtenu est
dXε(t) = −∇Fγ(Xε(t))dt+
√
2εdB(t). (1.162)
Le potentiel Fγ est donne´ par (0.19). B est un mouvement brownien dans R
N .
Le potentiel Fγ est invariant par de nombreuses syme´tries ce qui rend l’en-
semble des points selles aussi invariant par ces syme´tries et ne ve´rifie pas l’hy-
pothe`se de la remarque 13. En conse´quence, on ne peut pas appliquer direc-
tement les re´sultats de [21]. On a besoin de la ge´ne´ralisation du calcul des
capacite´s par le the´ore`me 1.2.8 pour conclure.
1.3.2.1 Description du potentiel
Afin de calculer le temps de transition me´tastable il nous faut de´terminer
les minima, les points selles du potentiel F et des matrices hessiennes en ces
points. Ainsi, pour γ = 0, l’interaction entre les particules disparait, on se
retrouve avec un ensemble de N particules inde´pendantes diffusant dans un
potentiel bistable. Les points stationnaires (i.e. tels que ∇F (x) = 0) sont
x∗ = (ξ1, . . . , ξN ) ∀i ∈ J1, NK, ξi ∈ {−1, 0, 1}. (1.163)
Pour chacun on obtient alors
F0(x
∗) = −N − j
4
ou` j = #{i|ξi = 0} (1.164)
∇2F0(x∗) =

3ξ21 − 1 0 · · · · · · 0
0 3ξ22 − 1 0
...
... 0
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 3ξ2N − 1

. (1.165)
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On voit donc que clairement les minima sont les points sans aucune coor-
donne´e nulle tandis que chaque coordonne´e valant 0 donne une valeur propre
ne´gative. Les points selles d’indice 1 ont donc une unique coordonne´e nulle.
Lorsque γ > 0 croˆıt, les auteurs de [9] prouvent que l’ensemble des points sta-
tionnaires reste dans la meˆme configuration jusqu’a` une premie`re bifurcation
ayant lieu pour un parame`tre γ˜1 > 1/4 (The´ore`me 2.1 de [9]). Malgre´ cela, on
peut remarquer que les points
I± = ±(1, 1, · · · , 1) O = (0, 0, · · · , 0) (1.166)
sont toujours stationnaires. De plus I± sont toujours des minima, alors que O
change d’indice lorsque γ s’accroˆıt. En effet la matrice hessienne de F en O est
∇2Fγ(O) =

−1 + γ −γ2 0 · · · 0 −γ2−γ2 −1 + γ −γ2 0
0 −γ2
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . .
. . . −γ2−γ2 0 · · · 0 −γ2 −1 + γ

. (1.167)
Les valeurs propres de cette matrices sont donc
λk = −
(
1− 2γ sin2
(
kπ
N
))
∀k ∈ J0, N − 1K. (1.168)
En particulier, on peut noter pour tout γ > 0 et k entier entre 1 et ⌊N/2⌋ :
λk = λN−k = −
(
1− γ
γk
)
avec γk =
1
2 sin2(kπ/N)
(1.169)
et λ0 = −1. Comme (γk)⌊N/2⌋k=1 est de´croissant en k, pour γ > γ1, O devient un
point selle. De plus, en utilisant une fonction de Lyapunov, Berglund, Fernandez
et Gentz ont prouve´ dans [9] (Proposition 3.1) que dans ce cas, I± et O sont
les seuls points stationnaires. Dans cette configuration, les particules sont dites
synchronise´es car le couplage entre les particules fait que la transition de I− a`
I+ se fait d’un mouvement commun en passant au voisinage de 0.
Le potentiel F est en effet invariant par de nombreuses syme´tries (rotation
R, syme´trie axiale S, et changement de signe C) :
∀x ∈ RN , Rx =
(
x(2), x(3), · · · , x(N), x(1)
)
(1.170)
Sx =
(
x(N), x(N−1), · · · , x(2), x(1)
)
(1.171)
Cx =
(
− x(1),−x(2), · · · ,−x(N−1),−x(N)
)
. (1.172)
En particulier chaque expression est ve´rifie´e pour toute l’orbite, note´e O(x),
du point x sous l’action de ces syme´tries. On se restreint au cas ou` γ = o(1) est
tre`s proche de 0 mais positif. Dans cette situation, le nombre de points selles
est important (l’ensemble des x0 = (0,±1, · · · ,±1) et leurs orbites) de meˆme
que les minima (l’ensemble des x0 = (±1, · · · ,±1)). Pour γ < γ∗, la valeur
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de la premie`re bifurcation, la configuration reste presque identique, seules les
valeurs du potentiel aux minima ou aux points selles e´voluent. On effectue un
de´veloppement asymptotique en γ : pour x point stationnaire de F (c’est-a`-dire
tel que ∇Fγ(x) = 0) il existe x0 tel que ∇F0(x0) = 0 avec x = x0 +O(γ) et
Fγ(x) = Fγ(x0) +O(γ
2) = −N − j
4
+
γ
4
(4k + l) +O(γ2), (1.173)
ou` x0 = (ξ1, · · · , ξN ), ξi ∈ {−1, 0, 1} et
j = card{i|ξi = 0} (1.174)
k = card{i|ξiξi+1 < 0} = card{i|ξi = ±1, ξi+1 = ∓1} (1.175)
l = card{i|ξiξi+1 = 0, ξ1 + ξ1+1 6= 0}. (1.176)
On va ainsi re´ussir a` de´terminer la ge´ome´trie des chemins de moindre po-
tentiel pour passer de I− a` I+. Les points selles qui optimisent le passage de
I− a` I+ sont donc de la forme
Fγ(x) = −N − 1
4
+
γ
4
(4k + l) +O(γ2). (1.177)
On doit cependant encore minimiser les valeurs de k, l qui donnent le nombre
de contacts directs entre ±1 et ∓1 et entre 0 et ±1. On en de´duit donc que les
points selles minimaux sont caracte´rise´s par k = 2, l = 1 comme par exemple :
(0, 1, · · · , 1,−1, · · · ,−1)). Les plus hauts points selles (a` l’ordre 1 en γ) sont
ceux qui ont au moins une coordonne´e valant ±1, une valant ∓1 et exactement
une seule valant 0. Cependant si on va chercher les corrections aux ordres plus
e´leve´s (en γ), une se´lection des points selles s’ope`re et a` l’ordre ⌊N/2⌋ les seuls
restant sont les points selles situe´s au milieu du chemin. Ainsi au second ordre,
on a :
x = x0 + x1γ +O(γ
2) avec x
(i)
1 = −
1
2
(
(3x
(i)
0 )
2 − 1
)(2x(i)0 − x(i−1)0 − x(i+1)0 )
(1.178)
Fγ(x) = −N − 1
4
+
3γ
2
+ c2γ
2 +O(γ3) (1.179)
avec
c2 =
1
4
∑
i∈Λ
(
2(x
(i)
1 )
2
(
(3x
(i)
0 )
2 − 1
)
+ 2(x
(i)
1 − x(i+1)1 )(x(i)0 − x(i+1)0 )
)
. (1.180)
Le calcul effectif du coefficient c2 donne
x0 = (0, 1, · · · , 1︸ ︷︷ ︸
N1
,−1, · · · ,−1︸ ︷︷ ︸
N2
) c2 =
{
− 58 for N1, N2 ≥ 2
− 78 for N1 = 1 or N2 = 1
, (1.181)
ou` N1 +N2 = N − 1.
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Un exemple de trajectoire minimale de I− a` I+ peut eˆtre :
I−

Fγ = −N4 +O(γ2)
(0,−1, · · · ,−1)

Fγ = −N−14 + γ2 +O(γ2)
(1,−1, · · · ,−1)
 ))
Fγ = −N4 + 2γ +O(γ2)
(1, 0,−1, · · · ,−1)

(1,−1, · · · ,−1, 0) Fγ = −N−14 + 3γ2 +O(γ2)
(1, · · · , 1, 0,−1)

(0, 1, · · · , 1,−1)
uu
Fγ = −N−14 + 3γ2 +O(γ2)
(1, · · · , 1,−1)

Fγ = −N4 + 2γ +O(γ2)
(1, · · · , 1, 0)

Fγ = −N−14 + γ2 +O(γ2)
I+ Fγ = −N4 +O(γ2)
(1.182)
On a aussi la formule pour la correction aux ordres supe´rieurs, mais en
de´duire les points selles pertinents est difficile : pour tout k ≥ 0
x = x0 + x1γ + x2γ
2 + · · ·+ xkγk +O(γk+1) (1.183)
Fγ(x) = c0 + c1γ + c2γ
2 + · · ·+ ckγk +O(γk+1), (1.184)
et pour tout k ≥ 0, i ∈ Λ
x
(i)
k = −
1
3
(
x
(i)
0
)2
− 1
[ ∑
k1+k2+k3=k
k1,k2,k3≤k−1
x
(i)
k1
x
(i)
k2
x
(i)
k3
+
1
2
(
2x
(i)
k−1 − x(i+1)k−1 − x(i−1)k−1
)]
(1.185)
x
(i)
k = f
(i)
k (x0). (1.186)
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On a aussi
ck =
∑
i∈Λ
[
1
4
∑
k1+k2+k3+k4=k
k1,k2,k3,k4≤k−1
x
(i)
k1
x
(i)
k2
x
(i)
k3
x
(i)
k4
− 1
2
∑
k1+k2=k
k1,k2≤k−1
x
(i)
k1
x
(i)
k2
+
1
4
∑
k1+k2=k−1
(
x
(i)
k1
− x(i+1)k1
)(
x
(i)
k2
− x(i+1)k2
)] (1.187)
ck = fk(x0), (1.188)
D’apre`s les syme´tries et les corrections a` l’ordre 0 et 1, on sait que les points
selles pertinents sont de la forme x0 = (0, 1, · · · , 1︸ ︷︷ ︸
N1
,−1, · · · ,−1︸ ︷︷ ︸
N2
). On note alors
le coefficient ck = fk(x0) = ck(N1) pour 0 ≤ N1 ≤ N−12 .
Nous n’avons pas e´te´ capables de prouver qu’effectivement les plus hauts
points selles sont au milieu. Nous formulons donc une conjecture.
Conjecture 1.3.1. Soit N ≥ 2, pour 0 < γ < 14 :
- si N = 2P + 1 est impair,
S(I−, I+) = O(x∗) = {x∗, Rx∗, · · · , RN−1x∗, Sx∗, RSx∗, · · · , RN−1Sx∗},
(1.189)
ou`
x∗ = (0, 1, · · · , 1︸ ︷︷ ︸
P
,−1, · · · ,−1︸ ︷︷ ︸
P
) + o(γ). (1.190)
- si N = 2P + 2 est impair,
S(I−, I+) = O(x+) = O(x−) (1.191)
S(I−, I+) = {x+, Rx+, · · · , RN−1x+, x−, Rx−, · · · , RN−1x−
Sx+, RSx+, · · · , RN−1Sx+, Sx−, RSx−, · · · , RN−1Sx−}.
(1.192)
ou`
x+ = (0, 1, · · · , 1︸ ︷︷ ︸
P+1
,−1, · · · ,−1︸ ︷︷ ︸
P
) + o(γ) (1.193)
x− = (0, 1, · · · , 1︸ ︷︷ ︸
P
,−1, · · · ,−1︸ ︷︷ ︸
P+1
) + o(γ). (1.194)
Remarque 15. En fonction des coefficients ck(N1), cela signifie que
∀k ≤ ⌊N − 1
2
⌋ ck(k − 1) ≤ ck(N1) k ≤ N1 ≤ ⌊N − 1
2
⌋. (1.195)
On suppose que cette conjecture est valide dans la suite du chapitre. Le
the´ore`me suivant est donc l’application des calculs de capacite´ dans ce cas.
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1.3.2.2 Espe´rance des temps de transition
Nous pouvons maintenant appliquer le the´ore`me 1.2.8 afin de calculer les
capacite´s pour ce mode`le.
Proposition 1.3.2. Soit ρ > 0 et B± = Bρ(I±) :
– si N est impair :
cap (B+, B−) = 2NC(γ,N)(2πε)N/2e−Fγ(xγ)/ε
(
1 +O(
∣∣ε ln3 ε∣∣1/2)) ,
(1.196)
– si N est pair :
cap (B+, B−) = NC(γ,N)(2πε)N/2e−Fγ(xγ)/ε
(
1 +O(
∣∣ε ln3 ε∣∣1/2)) ,
(1.197)
avec
C(γ,N) =
1
2(N−1)/2
(
1− γ
4
(N − 8)
)
+O(γ2). (1.198)
On peut alors en de´duire les temps de transition.
Corollaire 1.3.3. Soit ρ > ε, et B± = Bρ(I±) : pour N ≥ 3 il existe VN
VN (γ) =
{
1
4 +
3γ
2 +O(γ
2) pour N ≥ 3
1
4 +
γ
2 +O(γ
2) pour N = 2
(1.199)
tel que
EI−τB+ = AN (γ)e
VN (γ)/ε(1 +O(
√
ε |ln ε|3/2)) (1.200)
avec
– si N est impair :
AN (γ) =
2π
2NC(γ,N)
√|det(∇2Fγ(I−))| =
√
2π
2N
(1−2γ)+O(γ2) (1.201)
– si N est pair :
AN (γ) =
2π
NC(γ,N)
√|det(∇2Fγ(I−))| =
√
2π
N
(1−2γ)+O(γ2). (1.202)
Remarque 16. On peut remarquer que la diffe´rence entre les deux cas n’est que
d’un facteur 1/2. Cette diffe´rence ne tient que a` la ge´ome´trie diffe´rente entre
N pair et impair.
Preuve de la Proposition 1.3.2. Pour N impair, le potentiel est assez simple,
les points selles forment une barrie`re entre I− et I+. Ils sont en effet tous de la
forme RkSix0, avec k ∈ Λ et i ∈ {0, 1}. La configuration des chemins peut se
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repre´senter par
xγ
$$
RN−1xγ
**
I−
::
55
//
))
Sxγ // I+.
RN−1Sxγ
44
(1.203)
On obtient donc par un cas particulie`rement simple du the´ore`me 1.2.8
cap (B+, B−) = 2NC(γ,N)
(
1 +O
(∣∣ε ln3 ε∣∣1/2)) (1.204)
avec
C(γ,N) =
|λ−|
|det(∇2Fγ(xγ))|1/2
. (1.205)
puisque par syme´trie, tous les points selles dans S(I−, I+) ont la meˆme matrice
hessienne. Nous avons donc besoin de calculer la valeur du de´terminant de la
matrice hessienne de Fγ au point xγ , et l’unique valeur propre ne´gative, λ
−, de
cette meˆme matrice. On fera tout ces calculs en se limitant au premier ordre
en γ. La matrice hessienne se met sous la forme, pour tout x dans RN ,
∇2Fγ(x) = ∇2F0(x) + γ
2
∆, (1.206)
ou` ∆ est la matrice associe´e au laplacien discre´tise´ enN pas, avec des conditions
au bord pe´riodiques.
∆ =

2 −1 0 · · · 0 −1
−1 2 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . . 2 −1
−1 0 · · · 0 −1 2

. (1.207)
La matrice ∇2F0(x) est une simple matrice diagonale avec pour coefficients sur
sa diagonale 3
[
xi
]2 − 1. On peut alors injecter la correction au premier ordre
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du point selle : xγ = x0 + x1γ +O(γ
2). On a alors
∇2Fγ(xγ) =

−1 + γe1 −γ2 0 · · · 0 −γ2
−γ2 2 + γe2
. . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . . 2 + γeN−1 −γ2−γ2 0 · · · 0 −γ2 2 + γeN

+O(γ2)IN
(1.208)
ou` l’on a note´ ei = 1 + 6x
i
0x
i
1. Le plus facile pour trouver les quantite´s nous
inte´ressant est de calculer les valeurs propres. Pour cela on se propose de calcu-
ler le polynoˆme caracte´ristique, χ, de la matrice. En de´veloppant le de´terminant
suivant la premie`re ligne, on a
χ = det
(
X −∇2Fγ(xγ)
)
(1.209)
= (X + 1− γe1 +O(γ2)) det(X −A1) + γ
2
(det(A2) + (−1)N det(A3))
ou` A1 est la matrice ∇2Fγ(xγ) sans la premie`re ligne et la premie`re colonne, A2
(A3 resp.) est la sous matrice sans la seconde colonne (resp. la dernie`re colonne)
et la premie`re colonne. En particulier, det(A2) = O(γ) et det(A3) = O(γ). Par
re´currence, on a donc
χ = (X + 1− γe1 +O(γ2))
N∏
k=2
(X − 2− γek +O(γ2)) +O(γ2) (1.210)
= (X + 1)(X − 2)N−1 − γ
[
e1(X − 2) +
N∑
k=2
ek(X + 1)
]
(X − 2)N−2
+O(γ2). (1.211)
En remplac¸ant λ sous la forme λ− = −1 + aγ + O(γ2), on cherche a tel que
χ(λ−) = O(γ2), ce qui est e´quivalent a`
(−3)N−1aγ − γ(−3e1 +
N∑
k=2
ekaγ)(−3)N−2 = O(γ2)⇐⇒ a = e1. (1.212)
Le calcul du de´terminant s’effectue pareillement, on obtient alors
det(∇2Fγ(xγ)) = (−1 + γe1 +O(γ2))
N∏
k=2
(2 + γek +O(γ
2)) +O(γ2)
= −2N−1 + γ2N−2
(
2e1 −
N∑
k=2
ek
)
+O(γ2). (1.213)
Pour x0 = (0, 1, · · · , 1,−1, · · · ,−1), on calcule effectivement la correction a`
l’ordre 1 : xγ = x0 + γx1 +O(γ
2), on a
x1 = (0,−1
4
, 0, · · · , 0,−1
2
,
1
2
, 0, · · · , 0, 1
4
). (1.214)
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On obtient alors, pour ei = 1 + 6x
i
0x
i
1, e1 = 1 et
∑N
k=2 ek = N − 10. D’ou`
λ− = −1 + γ +O(γ2)
det∇2Fγ(xγ) = −2N−1
(
1− γ
2
(12−N)
)
+O(γ2). (1.215)
Donc, on a finalement
C(γ,N) =
1
2(N−1)/2
(
1− γ
4
(N − 8)
)
+O(γ2). (1.216)
Pour N impair, la configuration est le´ge`rement diffe´rente. Le point sta-
tionnaire au milieu des trajectoires optimales n’est pas un point selle mais un
minimum situe´ dans l’orbite de
zγ = (1, · · · , 1︸ ︷︷ ︸
N/2
,−1, · · · ,−1︸ ︷︷ ︸
N/2
) + o(γ). (1.217)
lequel est en contact avec quatre points selles distincts on a alors
S(I−, I+) = {x±γ , Rx±γ , · · · , RN−1x±γ , Sx±γ , RSx±γ , · · · , RN−1Sx±γ }. (1.218)
On peut repre´senter les trajectoires typiques par
x−
%%
R
N
2 Sx+γ

R
N
2 +1Sx−γ // zγ //
99
Rx+γ
$$
I−
DD
::
$$

I+.
RN−1x−γ // R
N−1zγ
%%
// R
N
2 −1Sx+γ
::
R
N
2 −1Sx−γ
99
RN−1x+γ
DD
(1.219)
Le re´seaux e´lectrique e´quivalent prend alors la forme
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⑨⑩ ❶ß❸❷
❹⑨⑩ ❶ 
C(γ,N)
❸❷
❹
⑨⑩ ❶ 
C(γ,N)
⑨⑩ ❶❸❷
❹ß
⑨⑩ ❶
❸❷
❹
⑨⑩ ❶
❸
❸
❸❷
❹
ß⑨⑩ ❶
❸❷
❹
ß⑨⑩ ❶
❸
❸
❸
❸
❸❷
❹
⑨⑩ ❶ß
⑨⑩ ❶ß❸❷
❹⑨⑩ ❶ 
C(γ,N)
❸❷
❹
⑨⑩ ❶ 
C(γ,N)
⑨⑩ ❶
❸❷
❹
ß
⑨⑩ ❶❸❷
❹⑨⑩ ❶
❸
❸
❸❷
❹
ß⑨⑩ ❶
❸❷
❹
ß⑨⑩ ❶
❸
❸
❸
❸
❸❷
❹
⑨⑩ ❶ß❸❷
❹⑨⑩ ❶ 
C(γ,N)
❸❷
❹
⑨⑩ ❶ 
C(γ,N)
⑨⑩ ❶
❸❷
❹
ß
⑨⑩ ❶❸❷
❹⑨⑩⑩⑩ ❶ß❸❷
❹⑨⑩ ❶ 
C(γ,N)
❸❷
❹
⑨⑩ ❶ 
C(γ,N)
⑨⑩ ❶❸❷
❹
⑨⑩ ❶
❸❷
❹
ou` les N branches en paralle`les sont identiques. La conductance e´quivalente
d’une seule branche est alors(
1
C + C
+
1
C + C
)−1
= C(γ,N). (1.220)
L’application du the´ore`me 1.2.8 nous donne
cap (B+, B−) = NC(γ,N)
(
1 +O
(∣∣ε ln3 ε∣∣1/2)) . (1.221)
On peut alors directement utiliser les calculs re´alise´s dans le cas N impair. En
effet, les corrections pour xγ sont les meˆmes que pour x
±
γ . On obtient
C(γ,N) =
1
2(N−1)/2
(
1− γ
4
(N − 8)
)
+O(γ2). (1.222)
ce qui conclue la preuve
Preuve du corollaire 1.3.3. On applique le the´ore`me 1.2.9. Le calcul du de´ter-
minant de la matrice hessienne de Fγ en I− se fait de la meˆme manie`re que
dans la proposition pre´ce´dente. On a
det∇2Fγ(I−) = (2 + γ)N +O(γ2) = 2N +N2N−1γ +O(γ2). (1.223)

Chapitre 2
E´quation aux de´rive´es partielles
stochastiques, discre´tisation
A´ partir de ce chapitre nous nous consacrons a` la dimension infinie c’est-
a`-dire aux e´quations aux de´rive´es partielles stochastique de´ja` introduite dans
le chapitre introductif. Notre but est donc de calculer les temps de transition
me´tastable pour une classe d’e´quations aux de´rive´es partielles stochastiques
(du type (0.24)) : nous obtenons la formule d’Eyring-Kramers (4.32). Afin de
prouver ce re´sultat, nous proce´dons d’abord a` une discre´tisation en espace de
l’e´quation (avec un couplage) auquel nous allons appliquer les estimations de la
dimension finie (donnant lieu a` des calculs proches de ceux expose´s au chapitre
pre´ce´dent).
Dans ce chapitre, nous proce´dons a` la discre´tisation et a` la preuve de
la convergence du syste`me discre´tise´. Nous reprenons rapidement les nota-
tions introduites dans l’introduction (e´quation (0.24) et suivantes). Rappelons
l’e´quation qui nous inte´resse, pour γ > 0 :
∂tu(x, t) = γ∂
2
xu(x, t)− V ′(u(x, t)) +
√
2εW ∀(x, t) ∈ [0, 1]× R+ (2.1)
ou` W est un bruit blanc sur [0, 1]×R+ et V est une fonction a` valeurs re´elles,
le potentiel local. On rappelle que l’on conside`re trois types de conditions au
bord : Dirichlet, Neumann ou pe´riodiques.
Rappelons que nous notons Ckbc[0, 1] les espaces de fonctions de classe C
k
sur [0, 1] ve´rifiant les conditions aux bords (Dirichlet (0.28), Neumann (0.29)
et pe´riodique (0.30)). Eq(u0, V ) de´signe le proble`me (2.1) avec pour condition
initiale u0 ∈ C1bc[0, 1] et les conditions aux bords correspondantes. La condition
initiale u0 est une fonction continue qui ve´rifie les conditions aux bords.
Les hypothe`ses sur la fonction V : R → R sont les suivantes (hypothe`ses
0.0.5)
Hypothe`ses 2.0.4. 0n suppose que la fonction V ve´rifie les hypothe`ses sui-
vantes.
(H1) V est de classe C
3.
(H2) V est convexe a` l’infini, c’est-a`-dire qu’il existe R0 > 0 et λ > 0 tel
que
V ′′(x) > λ > 0, ∀|x| > R0. (2.2)
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(H3) Il existe α > 0 et C > 0 tels que
V (x) 6 C(|x|α + 1), ∀x ∈ R. (2.3)
En particulier d’apre`s (H2), on sait que α > 2.
Rappelons la fonctionelle S associe´e (e´quation (0.4)), pour φ ∈ C1bc([0, 1]),
S(φ) =
∫ 1
0
γ
2
|φ′(x)|2 + V (φ(x))dx. (2.4)
Nous de´finissons la discre´tisation uN de la solution u de la manie`re suivante
pour N entier positif. On conside`re la discre´tisation SN (de´finie par l’e´quation
(0.53)) de l’action S. De´finissons la diffusion XN solution de l’e´quation (0.52) :
dXt = −∇SN (Xt)dt+
√
2εdBt (2.5)
ou` B est un mouvement brownien de´fini en fonction du bruit blanc W . La
discre´tisation est de´finie via un changement de temps et un interpolation line´-
aire. Ainsi dans le cas Dirichlet, uN est l’interpolation line´aire en espace entre
les points xi =
i
N+1 , pour i = 0 · · ·N + 1, avec
uN (xi, t) = X
i
t(N+1). (2.6)
X0 et XN+1 sont nulles (donne´es par les conditions au bord). La valeur en
t = 0 est simplement la discre´tisation de la condition initiale suivant le meˆme
sche´ma.
On obtient alors un couplage entre le syste`me discre´tise´ et l’e´quation aux
de´rive´es partielles stochastique. Le the´ore`me suivant nous permet de justifier
l’approximation du syste`me infini-dimensionnel par des processus fini-dimen-
sionnels.
The´ore`me 2.0.5. Pour toute condition initiale u0 ∈ C3bc([0, 1]), la solution
discre´tise´e uN converge uniforme´ment sur tout compact presque suˆrement et
dans Lp (avec p > p0), vers la solution u de l’e´quation (2.1). Ainsi, pour tout
ε, γ et pour T > 0∥∥uN − u∥∥∞,T −−−−→N→∞ 0 p.s. E [∥∥uN − u∥∥p∞,T ] −−−−→N→∞ 0 (2.7)
ou` on a note´ ∥∥uN − u∥∥∞,T = sup
(x,t)∈[0,1]×[0,T ]
∣∣uN (x, t)− u(x, t)∣∣ . (2.8)
Remarque 17. Prendre u0 de classe C
3 peut sembler restrictif, et il est probable
que l’on puisse ame´liorer cette condition mais pour nous dans la suite cela ne
posera pas de proble`me. En effet la condition initiale u0 que nous prendrons
sera un minimum local de notre fonctionnelle (2.4), et donc solution d’une
e´quation diffe´rentielle line´aire d’ordre 2 :
γu′′0(x)− V ′(u0(x)) = 0. (2.9)
Elle est donc suffisamment re´gulie`re.
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Le the´ore`me 2.0.5 nous permet ensuite de montrer la convergence des temps
de transition pour le syste`me discre´tise´ vers l’EDPS.
Nous devons d’abord expliciter dans quel sens il faut comprendre l’e´qua-
tion (2.1) puis quelles sont les proprie´te´s des solutions (section 2.1). Dans un
deuxie`me temps, nous faisons la meˆme chose pour le syste`me en dimension finie
c’est-a`-dire le syste`me discre´tise´ (section 2.2). Enfin nous montrons la conver-
gence du second vers le premier (section 2.3). Un grand nombre de rappels,
mises au point et d’estimations sont renvoye´s en annexe (annexes A et B).
Remarque 18. Hors la convergence des temps de transition qui est naturelle
mais ne semble pas avoir e´te´ faite, les re´sultats sur la bonne de´finition d’une
solution a` l’e´quation (2.1), la construction de la solution discre´tise´e et la conver-
gence de la discre´tisation vers la solution de l’e´quation (2.1). Nous avons no-
tamment utilise´ :
– sur le bruit blanc espace-temps et la solution de l’e´quation, le cours de
J.B. Walsh [96], le cours de E´. Pardoux [83] et les articles de I. Gyo¨ngy
et E´. Pardoux [55]
– sur la construction du syste`me discre´tise´ et la convergence de la solution,
les articles de T. Funaki [49], de I. Gyo¨ngy [52, 53], I. Gyo¨ngy et A. Millet
[54] et A. Millet et P. Morien [80].
Nous avons cependant rappele´ les preuves des propositions par souci pe´dagogi-
que et pour lever certaines ambigu¨ıte´s qui pouvaient exister du fait que le drift
local V ′ n’est pas globalement lipschitzien et n’est pas a` croissance au plus
line´aire. Une grande partie de la construction du bruit blanc, des the´ore`mes
utilise´s (the´ore`me de Kolmogorov, the´ore`me de comparaison...) et des estima-
tions sur les semi-groupe sont rappele´s en appendices A, B.
2.1 E´quation aux de´rive´es partielles stochastique
2.1.1 De´finition des solutions
Il convient de donner un sens a` une solution du proble`me Eq(u0, V ) (2.1).
En effet, vue la re´gularite´ du drap Brownien qui n’est pas de´rivable, on ne peut
espe´rer avoir des solutions de´rivables en temps et en espace, c’est-a`-dire des
solutions fortes (au sens des e´quations aux de´rive´es partielles). On utilise donc
une solution faible (dans un sens EDP) associe´e a` notre e´quation. Conside´rons
(Ω,F , (Ft)t>0,P) un espace probabilise´ filtre´ muni deW un bruit blanc adapte´
a` la filtration (on rappelle des e´le´ments sur le bruit blanc espace-temps dans
l’appendice A.1).
De´finition 2.1.1 (Solution faible). Une solution faible de l’e´quation (2.1) est
un champ ale´atoire u = {u(x, t), x ∈ [0, 1], t > 0} ve´rifiant
1. u est presque suˆrement continue, P ⊗ B([0, 1]) mesurable,
2. pour tout φ ∈ C2bc[0, 1] et tout t > 0, on a∫ 1
0
u(x, t)φ(x)dx =
∫ 1
0
u0(x)φ(x)dx+ γ
∫ t
0
∫ 1
0
u(x, s)φ′′(x)dxds
−
∫ t
0
∫ 1
0
V ′(u(x, s))φ(x)dxds+
√
2ε
∫ t
0
∫ 1
0
φ(x)W (dx, ds). (2.10)
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Remarque 19. La solution recherche´e est faible au sens fonctionnel mais forte
(car trajectorielle) en probabilite´, et non par exemple solution d’un proble`me
de martingale.
Formellement le lien entre cette formulation faible et l’e´quation (formelle)
vient de deux inte´grations par partie. Si u e´tait une solution forte, en multi-
pliant l’e´quation par φ et en inte´grant sur [0, 1]× [0, t] on obtient∫ t
0
∫ 1
0
φ(x)∂su(x, s)dxds = γ
∫ t
0
∫ 1
0
φ(x)∂xxu(x, s)dxds
−
∫ t
0
∫ 1
0
φ(x)V ′(u(x, s))dxds +
√
2ε
∫ t
0
∫ 1
0
φ(x)W (dx, ds). (2.11)
Deux inte´grations par parties en espace pour le premier terme donnent∫ 1
0
φ(x)∂xxu(x, s)dx = [φ(x)∂xu(x, s)]
1
0 −
∫ 1
0
φ′(x)∂xu(x, s)dx
= [φ(x)∂xu(x, s)]
1
0 − [φ′(x)u(x, s)]10 +
∫ 1
0
φ′′(x)u(x, s)dx.
(2.12)
Comme u et φ ve´rifient les conditions au bord, les accroissements sont toujours
nuls. Pour le membre de gauche, on a tout simplement∫ t
0
∫ 1
0
φ(x)∂su(x, s)dxds =
∫ 1
0
φ(x)u(x, t)dx−
∫ 1
0
φ(x)u0(x)dx. (2.13)
Ce qui justifie la de´finition de solution faible employe´e.
Une autre formulation de la solution est la formulation inte´grale ou formu-
lation mild. On pose gt(x, y) la solution fondamentale (ou fonction de Green)
de l’e´quation de la chaleur associe´e aux conditions au bord ade´quates. Pour
tout φ0 ∈ C2bc([0, 1]) ve´rifiant les conditions au bord, la solution Φ(x, t) de
∂tΦ = γ∂xxΦ
Φ(x, 0) = φ0(x) (2.14)
avec les bonnes conditions au bord, sur [0, 1]× R+ s’e´crit
Φ(x, t) = gtφ0(x) =
∫ t
0
∫ 1
0
gt(x, y)φ0(y)dyds. (2.15)
De´finition 2.1.2 (Solution inte´grale). Le champ ale´atoire u est une solution
inte´grale de l’e´quation (2.1) si
1. u est presque suˆrement continue, P ⊗ B([0, 1]) mesurable,
2. pour tout (x, t) ∈ [0, 1]× R+
u(x, t) =
∫ 1
0
gt(x, y)u0(y)dyds−
∫ t
0
∫ 1
0
gt−s(x, y)V ′(u(y, s))dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds). (2.16)
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A priori, on de´finit ainsi deux types de solutions diffe´rentes, ne´anmoins,
dans notre cas les deux notions sont e´quivalentes comme prouve´e en Proposition
2.1.3. On travaille avec la solution sous forme inte´grale.
Proposition 2.1.3. Soit u0 une fonction continue sur [0, 1]. u est une solution
faible si et seulement si u est une solution inte´grale.
On renvoie a` l’annexe A.2 pour la preuve pre´cise de cette proposition clas-
sique.
On dispose notamment des estimations suivantes sur la fonction de Green
g suivant les diffe´rentes conditions au bord.
Lemme 2.1.4. Pour tous les cas de conditions au bord on a :
|gt(x, y)| 6 3
(
1 +
1√
γπt
)
e−
(x−y)2
16γt . (2.17)
En norme L1, on a ∫ 1
0
|gt(x, y)| dy 6 1. (2.18)
Dans L2, on a
– pour les conditions au bord de Dirichlet∫ 1
0
gt(x, y)
2dy 6
1√
2πγt
(2.19)∫ 1
0
∫ 1
0
gt(x, y)
2dydx 6
1
2
√
2πγt
(2.20)∫ t
0
∫ 1
0
gs(x, y)
2dyds 6
3
γπ2
min(1,
√
2tγπ2) (2.21)∫ t
0
∫ 1
0
∫ 1
0
gs(x, y)
2dydxds 6
3
2γπ2
min(1,
√
2tγπ2) (2.22)
– pour des conditions au bord de type Neumann ou pe´riodique∫ 1
0
(gt(x, y)− 1)2dy 6 1√
2πγt
(2.23)∫ 1
0
∫ 1
0
(gt(x, y)− 1)2dydx 6 1
2
√
2πγt
(2.24)∫ t
0
∫ 1
0
(gs(x, y)− 1)2dyds 6 3
γπ2
min(1,
√
2tγπ2) (2.25)∫ t
0
∫ 1
0
∫ 1
0
(gs(x, y)− 1)2dydxds 6 3
2γπ2
min(1,
√
2tγπ2). (2.26)
La section B.2 expose la preuve et d’autres controˆles ne´cessaires a` prouver
les proprie´te´s de la solution u.
2.1.2 Description des solutions
2.1.2.1 Existence et Unicite´
On a le re´sultat d’existence et d’unicite´ suivant.
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Proposition 2.1.5. Pour toute condition initiale u0 ∈ Cbc([0, 1]), l’e´quation
aux de´rive´es partielles stochastique
u(x, t) =
∫ 1
0
u0(y)gt(x, y)dy −
∫ t
0
∫ 1
0
V ′(u(y, s))gt−s(x, y)dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds) ∀(x, t) ∈ [0, 1]× R+
u(x, 0) = u0(x) ∀x ∈ [0, 1]
(2.27)
a une unique solution continue et P ⊗ B([0, 1]) mesurable. De plus, pour tout
T > 0 et p > 1,
E[ sup
[0,T ]×[0,1]
|u(x, t)|p] 6 C(T, p). (2.28)
Ce re´sultat est prouve´ dans [55] mais nous allons re´sumer la preuve pour in-
troduire des notations qui nous serviront ensuite. Quelques de´tails sont donne´s
en annexe A.
La difficulte´ ici re´side dans le fait que le drift V ′(u) ne ve´rifie pas de condi-
tion de Lipschitz globale ni de condition de croissance au plus line´aire. Cepen-
dant cela n’a que peu d’importance car d’apre`s les Hypothe`ses 2.0.4, V est
au moins C2 et V est convexe a` l’infini, V ′ varie donc ”dans le bon sens” et
procure une force de rappel qui contraint le processus a` rester autour de 0. La
preuve de l’existence repose sur une localisation et un the´ore`me de comparai-
son. Conside´rons alors un drift tronque´ de´pendant d’un parame`tre R > 0.
bR(u) = V
′(u)✶[−R,R] + V ′(R)✶]R,+∞[ + V ′(−R)✶]−∞,−R[. (2.29)
Remarquons que bR est continue, borne´e et globalement lipschitzienne. On note
MR et LR des constantes telles que
|bR(u)| 6 MR |bR(u)− bR(v)| 6 LR |u− v| ∀u, v ∈ R. (2.30)
On note alors uR la solution de l’EDPS associe´e a` l’e´quation (2.1) avec la
meˆme condition initiale, les meˆmes conditions au bord et le drift bR au lieu de
V ′. De manie`re e´vidente, si on a l’existence et unicite´ de la solution uR, on a
pour tout t 6 τR
u(x, t) = uR(x, t), ∀x ∈ [0, 1]. (2.31)
On va donc de´finir
τR = inf{t, ‖uR(t)‖∞ > R} = inf{t, ∃x, |uR(x, t)| > R}. (2.32)
Notons que ce sont bien des temps d’arreˆt car le processus continu (non mar-
kovien) ‖uR(t)‖∞ est Ft-adapte´.
La preuve de l’existence de la solution uR peut se faire tre`s classiquement
par ite´ration de Picard. L’unicite´ vient aussi tre`s naturellement par le caracte`re
lipschitzien du drift bR. La borne uniforme des moments de uR permet de
controˆler les moments de la solution u. Pour tout u0 continue avec les bonnes
conditions au bord, on a, pour tout T , R, p > 1
E
[
sup
[0,1]×[0,T ]
|uR(x, t)|p
]
< C(p, T,R) < +∞. (2.33)
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La preuve de ce re´sultat proce`de aussi de manie`re classique en montrant d’abord
l’existence de moment borne´ uniforme´ment :
sup
[0,1]×[0,T ]
E [|uR(x, t)|p] < +∞. (2.34)
Puis l’utilisation de la re´gularite´ (par le the´ore`me de Kolmogorov A.3.2) permet
d’obtenir des moments uniformes. L’ide´e est alors d’utiliser un the´ore`me de
comparaison A.3.6 pour controˆler la solution u par la solution uR.
2.2 E´quation en dimension finie
Nous de´taillons dans cette partie la construction de la discre´tisation uN .
2.2.1 Formulation par diffe´rences finies
On se donne un bruit blanc espace-temps W sur [0, 1]×R+ avec un espace
de probabilite´ (Ω,F ,P). Pour simplifier les notations dans la suite, on choisit
des diffe´rences fines avec des points diffe´rents suivant les conditions au bord.
– Pour les conditions au bord de Dirichlet on prend les points de discre´ti-
sation
xi =
i
N + 1
, ∀0 6 i 6 N + 1. (2.35)
– Pour les conditions au bord de Neumann, on prend
xi =
i
N
− 1
2N
, ∀0 6 i 6 N + 1. (2.36)
– Pour les conditions au bord pe´riodiques, on prend
xi =
i
N
, ∀0 6 i 6 N. (2.37)
On pose dans chaque cas xi− 12 le milieu de [xi−1, xi].
Remarquons que le pas hN de discre´tisation est diffe´rent suivant les condi-
tions au bord, on a
hN =
1
N + 1
pour les conditions de Dirichlet (2.38)
hN =
1
N
pour les conditions de Neumann et pe´riodiques. (2.39)
On construit un mouvement brownien (Bi)i en utilisant le bruit blanc W .
On choisit alors, pour 1 6 i 6 N
Bit =
1√
hN
W
([
xi− 12 , xi+ 12
]
× [0, t]
)
(2.40)
avec xi− 12 =
i
N+1− 12(N+1) . On obtient bien N mouvements browniens inde´pen-
dants d’apre`s la de´finition du bruit blanc W . La construction du mouvement
brownien a` partir du bruit blanc permet d’obtenir un couplage et donc d’avoir
une convergence forte vers la solution de l’e´quation (2.1).
Soit N un entier strictement positif, le processus X a` valeurs dans RN
approchant l’e´quation (2.1), est de´fini par l’e´quation (2.5)
Les conditions au bord sont prises en spe´cifiant les valeurs de X0 et XN+1 :
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– condition au bord de Dirichlet :
X0t = X
N+1
t = 0, ∀t > 0 (2.41)
– condition au bord de Neumann :
X0t = X
1
t X
N+1
t = X
N
t , ∀t > 0 (2.42)
– condition au bord pe´riodique :
X0t = X
N
t X
N+1
t = X
1
t , ∀t > 0. (2.43)
On re´alise alors le changement de temps Yt = X t
hN
. uN est alors de´finie
par interpolation line´aire entre les points (xi, t) par
uN (xi, t) = Y
i
t . (2.44)
Y ve´rifie l’e´quation de diffusion dans RN
dY it = −
1
hN
∇SN (Xt)idt+
√
2ε
hN
dBit (2.45)
ou` SN est le potentiel discre´tise´ (e´quation (0.53)).
L’ide´e est de mettre le processus X sous une forme identique a` celle sous
laquelle on a re´solu l’EDPS. On montre alors
uN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy (2.46)
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds) (2.47)
−
∫ t
0
∫ 1
0
gNt−s(x, κN (y))V
′(uN (κN (y), s))dyds (2.48)
ou` gN est une version affine par morceaux du semi-groupe du Laplacien dis-
cre´tise´e (de´pendant des conditions initiales) et κN proche de l’identite´, de´finie
pour chaque cas de conditions au bord.
Il s’agit simplement d’un changement d’e´criture du syste`me (3.1). On ren-
voit a` l’annexe B.3 pour les calculs sur le semi-groupe gN .
2.2.1.1 Cas Dirichlet
Dans le cas des conditions de Dirichlet, le pas de discre´tisation est hN =
1
N+1 . g
N est le semi-groupe associe´ au Laplacien discre´tise´. Conside´rons la
matrice
pN (t) = (N + 1)etγ∆
N
(2.49)
avec
∆N = (N + 1)2

−2 1 0 . . . 0
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 . . . 0 1 −2

. (2.50)
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pN (t)i,j est solution de{
d
dtp
N (t)i,j = γ(∆
NpN (t))i,j
pN (0)i,j = (N + 1)δij .
(2.51)
Le semi-groupe gN de´fini sur R+×[0, 1]×[0, 1] en line´arisant par morceaux dans
les deux dimensions pN , pour (x, y) ∈ [xi, xi+1]×[xj , xj+1] avec i, j ∈ {0, ..., N}
on a
gNt (x, y) = h
−2
N p
N (t)i+1,j+1(x− xi)(y − xj)− h−2N pN (t)i,j+1(x− xi+1)(y − xj)
− h−2N pN (t)i+1,j(x− xi)(y − xj+1) + h−2N pN (t)i,j(x− xi+1)(y − xj+1)
(2.52)
ou` on a e´tendu pN avec les conditions au bord pNt (i, j) = 0 de`s que i ou
j ∈ {0, N+1}. Mais il faut noter que les conditions au bord sont de´ja` pre´sentes
dans la matrice pN .
Cependant gN n’est pas re´ellement un semi-groupe, c’est-a`-dire qu’il ne
ve´rifie pas
gt+s(x, y) =
∫ 1
0
gt(x, z)gs(z, y)dz. (2.53)
Il faut en effet ”inte´grer sur les points de discre´tisation”. Notons alors
κN (x) =
⌊
(N + 1)x+ 12
⌋
N + 1
(2.54)
qui donne l’unique nombre de la forme κN (x) =
i
N+1 = xi tel que
x ∈
[
κN (x)− hN
2
, κN (x) +
hN
2
[
=
[
xi− 12 , xi+ 12
[
. (2.55)
Pour x ∈ [xi− 12 , xi+ 12 [, κN (x) = xi. On a alors, une quasi-relation de semi-
groupe
gt+s(x, y) =
∫ 1
0
gt(x, κN (z))gs(κN (z), y)dz. (2.56)
Le lemme qui suit justifie la re´e´criture re´e´criture de notre syste`me d’e´qua-
tions en dimension finie sous une forme inte´grale (e´quation (2.46)).
Lemme 2.2.1. Pour tout u0 ∈ Cbc([0, 1]) et tout N entier positif, la fonction
uN de´finie sur [0, 1] × R+ par interpolation line´aire avec, pour 0 6 i 6 N ,
u(xi, t) = X
i
t ve´rifie l’e´quation
uN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds)
−
∫ t
0
∫ 1
0
gNt−s(x, κN (y))V
′(uN (κN (y), s))dyds. (2.57)
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De´monstration. On a pour tout 1 6 i 6 N ,
Xit = X
i
0 +
γ
h2N
∫ t
0
(Xi+1s − 2Xis +Xi−1s )ds−
∫ t
0
V ′(Xis)ds+
√
2ε
hN
W it (2.58)
c’est-a`-dire, puisque Xi0 = u0(xi)
uN (xi, t) = u0(xi) +
γ
h2N
∫ t
0
(uN (xi−1, s)− 2uN (xi, s) + uN (xi+1, s))ds
−
∫ t
0
V ′(uN (xi, s))ds+
√
2ε
hN
W it . (2.59)
Posons alors
BN (x, t) =
N∑
i=1
√
hNW
i
t✶[xi− 1
2
,x
i+1
2
[(x) (2.60)
=
N∑
i=1
W ([xi− 12 , xi+ 12 [×[0, t])✶[xi− 12 ,xi+12 [(x) (2.61)
l’approximation du drap brownien. Pour tout t > 0 et x ∈ [x 1
2
, xN+ 12 [, d’apre`s
la de´finition de κN , on a
uN (κN (x), t) = u
N
0 (κN (x))−
∫ t
0
V ′(uN (κN (x), s))ds+
√
2ε
hN
BN (x, t)
+
γ
h2N
∫ t
0
[
uN (κN (x+ hN ), s)− 2uN (κN (x), s) + uN (κN (x− hN ), s)
]
ds.
(2.62)
Pour x ∈ [0, x 1
2
[ et x ∈ [xN+ 12 , 1], on a par de´finition uN (κN (x), t) = 0.
Soit φN de´finie sur [0, 1] et line´aire par morceaux sur les intervalles du type
[xi, xi+1[ avec φN (xi) = ai pour 0 6 i 6 N + 1, et ve´rifiant les conditions au
bord a0 = 0 et aN+1 = 0. On a pour tout t > 0∫ 1
0
φN (κN (x))u
N (κN (x), t)dx = hN
N∑
i=1
aiX
i
t
= hN
N∑
i=1
aiX
i
0 +
γ
hN
N∑
i=1
∫ t
0
ai(X
i+1
s − 2Xis +Xi−1s )ds
− hN
N∑
i=1
∫ t
0
aiV
′(Xis)ds+
√
2εhN
N∑
i=1
aiW
i
t . (2.63)
D’apre`s la proposition A.1.7 et le choix de W it
√
2εhN
N∑
i=1
aiW
i
t =
√
2ε
hN
∫ 1
0
φN (κN (x))B
N (x, t)dx
=
√
2ε
∫ t
0
∫ 1
0
φN (κN (x))W (dx, ds). (2.64)
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Pour le premier terme de l’e´quation (2.63), on re´alise une inte´gration par
partie discre`te (transformation d’Abel) en utilisant les conditions au bord
(a0 = aN+1 = 0 = X
0
s = X
N+1
s ). On a alors
hN
N∑
i=1
∫ t
0
ai(X
i+1
s − 2Xis +Xi−1s )ds = hN
N∑
i=1
∫ t
0
Xis(ai+1 − 2ai + ai−1)ds
=
∫ t
0
∫ 1
0
uN (κN (x), s)
[
φN (κN (x+ hN ))− 2φN (κN (x))
+ φN (κN (x− hN ))
]
dxds. (2.65)
De meˆme, on a
hN
N∑
i=1
aiX
i
0 =
∫ 1
0
φN (κN (x))u0(κN (x))dx (2.66)
hN
N∑
i=1
∫ t
0
aiV
′(Xis)ds =
∫ t
0
∫ 1
0
φN (κN (x))V
′(uN (κN (x), s))dxds. (2.67)
On a donc la version faible discre`te suivante, qui est simplement un changement
d’e´criture,∫ 1
0
φN (κN (x))u
N (κN (x), t)dx =
∫ 1
0
φN (κN (x))u0(κN (x))dx
−
∫ t
0
∫ 1
0
φN (κN (x))V
′(uN (κN (x), s))dxds+
√
2ε
∫ t
0
∫ 1
0
φN (κN (x))W (dx, ds)
+
γ
h2N
∫ t
0
∫ 1
0
uN (κN (x), s)
[
φN (κN (x+ hN ))− 2φN (κN (x))
+ φN (κN (x− hN ))
]
dxds (2.68)
De la meˆme manie`re, que dans le cas continu, on va maintenant obtenir une
version inte´grale de cette e´quation. Pour cela comme dans la preuve du Lemme
2.1.3, montrons une forme faible pour une fonction φN de´pendant de (x, t). On
fait donc de´pendre les coefficients ai du temps. En appliquant la formule d’Itoˆ
a` ai(t)X
i
t , on obtient
d(ai(t)X
i
t) = a
′
i(t)X
i
tdt+ ai(t)dX
i
t . (2.69)
On a alors∫ 1
0
φN (κN (x), t)u
N (κN (x), t)dx =
∫ 1
0
φN (κN (x), 0)u0(κN (x))dx
+
∫ t
0
∫ 1
0
uN (κN (x), s)
[
∂sφN (κN (x), s)
+
γ
h2N
[φN (κN (x+ hN ), s)− 2φN (κN (x), s) + φN (κN (x− hN ), s)]
]
dxds
−
∫ t
0
∫ 1
0
φN (κN (x), s)V
′(uN (κN (x), s))dxds
+
√
2ε
∫ t
0
∫ 1
0
φN (κN (x), s)W (dx, ds). (2.70)
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Prenons alors φN (y, s) = g
N
t−s(xi, y) avec t fixe´. On a∫ 1
0
φN (κN (y), t)u
N (κN (y), t)dy =
N∑
j=1
∫ x
j+1
2
x
j− 1
2
φN (xj , t)u
N (xj , t)dy
= (N + 1)
∫ x
i+1
2
x
i− 1
2
uN (xi, t)dy = u
N (xi, t)
(2.71)
et comme gN est le semi-groupe de ∆N , on a
γ
h2N
(φN (κN (y + hN ), s)− 2φN (κN (y), s) + φN (κN (y − hN ), s))
+ ∂sφN (κN (y), s) = 0. (2.72)
On a donc
uN (xi, t) =
∫ 1
0
gNt (xi, κN (y))u0(κN (y))dy
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(xi, κN (y))W (dy, ds)
−
∫ t
0
∫ 1
0
gNt−s(xi, κN (y))V
′(uN (κN (y), s))dyds. (2.73)
Avec l’interpolation line´aire on obtient un e´quivalent de la formulation inte´grale
pour les EDPS ce qui finit la preuve. Le calcul du semi-groupe gN se fait en
calculant l’exponentielle via la diagonalisation de ∆N , cela est fait dans l’annexe
B.3.1.
2.2.1.2 Cas Neumann
Dans le cadre Neumann, on adapte le´ge`rement les interpolations line´aires
mais le raisonnement est exactement le meˆme. On note encore gN le semi-
groupe associe´ au Laplacien discre´tise´. Conside´rons la matrice
pN (t) = Netγ∆
N
, (2.74)
avec
∆N = N2

−1 1 0 . . . 0
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 . . . 0 1 −1

. (2.75)
pN (t)i,j est solution de{
d
dtp
N (t)i,j = γ(∆
NpN (t))i,j
pN (0)i,j = (N + 1)δij .
(2.76)
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On conside`re alors le semi-groupe gN de´fini sur R+× [0, 1]× [0, 1] en line´arisant
par morceaux dans les deux dimensions pN suivant les conditions au bord
discre`tes. Le calcul du semi-groupe se fait en calculant l’exponentielle via la
diagonalisation de ∆N .
On pose
κN (x) =
⌊Nx⌋+ 1
N
− 1
2N
(2.77)
qui donne l’unique nombre de la forme iN − 12N = xi avec 1 6 i 6 N , tel que
x ∈
[
κN (x)− 1
2N
, κN (x) +
1
2N
[
=
[
i− 1
N
,
i
N
[
. (2.78)
En particulier, on a pour x ∈ [xi− 12 , xi+ 12 [, κN (x) = xi.
On montre alors le lemme qui est une simple re´e´criture de notre syste`me
d’e´quation en dimension finie sous une forme inte´grale discre´tise´e.
Lemme 2.2.2. Pour tout u0 ∈ Cbc([0, 1]) et tout N entier positif, la fonction
uN de´finie sur [0, 1]× R+ par interpolation line´aire entre les points, pour 0 6
i 6 N
u(xi, t) = X
i
t (2.79)
ve´rifie l’e´quation
uN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy
−
∫ t
0
∫ 1
0
gNt−s(x, κN (y))V
′(uN (κN (y), s))dyds
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds). (2.80)
La preuve est exactement la meˆme que dans le cas Dirichlet.
2.2.1.3 Cas pe´riodique
On note encore gN le semigroupe associe´ au Laplacien discre´tise´. Conside´-
rons la matrice
pN (t) = Netγ∆
N
(2.81)
avec
∆N = N2

−2 1 0 . . . 1
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
1 . . . 0 1 −2

. (2.82)
On conside`re alors le semi-groupe gN de´fini sur R+× [0, 1]× [0, 1] en line´arisant
par morceaux dans les deux dimensions pN ou` on a e´tendu pN avec les condi-
tions au bord. Mais il faut noter que les conditions au bord sont de´ja` pre´sentes
dans la matrice pN . Le calcul du semi-groupe se fait en calculant l’exponentielle
via la diagonalisation de ∆N .
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De´finissons
κN (x) =
1
N
⌊
Nx+
1
2
⌋
(2.83)
qui donne l’unique nombre de la forme xi =
i
N avec 1 6 i 6 N − 1, tel que
x ∈ [κN (x)− 1
2N
, κN (x) +
1
2N
[. (2.84)
En particulier pour x ∈ [xi− 12 , xi+ 12 [, κN (x) = xi. On de´finit aussi pour le bord
– pour x ∈ [0, 12N [, on prend κN (x) = 0
– pour x ∈ [1− 12N , 1], κN (x) = 1.
Le lemme suivant est une re´e´criture de notre syste`me d’e´quations en dimen-
sion finie sous une forme inte´grale.
Lemme 2.2.3. Pour tout u0 ∈ Cbc([0, 1]) et tout N entier positif, la fonction
uN de´finie sur [0, 1]× R+ par interpolation line´aire entre les points, pour 0 6
i 6 N
u(xi, t) = X
i
t (2.85)
ve´rifie l’e´quation
uN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy
−
∫ t
0
∫ 1
0
gNt−s(x, κN (y))V
′(uN (κN (y), s))dyds
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds). (2.86)
2.2.2 Controˆle sur le semi-groupe
Lemme 2.2.4. Pour les estimations en norme L2 on a
– dans le cas des conditions de bord de Dirichlet∫ 1
0
gNt (x, κN (y))
2dy 6
√
2π
γt
(2.87)∫ 1
0
∫ 1
0
gNt (x, κN (y))
2dydx 6
√
2π
γt
(2.88)∫ t
0
∫ 1
0
gNs (x, κN (y))
2dyds 6
12
γ
(
√
2γt ∧ 1) (2.89)∫ t
0
∫ 1
0
∫ 1
0
gNs (x, κN (y))
2dydxds 6
12
γ
(
√
2γt ∧ 1) (2.90)
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– dans le cas des conditions de bord de Neumann ou pe´riodique∫ 1
0
(gNt (x, κN (y))− 1)2dy 6
√
2π
γt
(2.91)∫ 1
0
∫ 1
0
(gNt (x, κN (y))− 1)2dydx 6
√
2π
γt
(2.92)∫ t
0
∫ 1
0
(gNt (x, κN (y))− 1)2dyds 6
12
γ
(
√
2γt ∧ 1) (2.93)∫ t
0
∫ 1
0
∫ 1
0
(gNt (x, κN (y))− 1)2dydxds 6
12
γ
(
√
2γt ∧ 1). (2.94)
La preuve de ce lemme reposant principalement sur le calcul des vecteurs
propres et valeurs propres de ∆N est dans l’appendice (Lemme B.3.3).
2.2.3 Existence et unicite´ de la solution
L’existence et l’unicite´ de la diffusion (Xt)t pour tout temps ne posent pas
de proble`me car on a simplement
dXt = − 1
hN
∇SN (Xt)dt+
√
2ε
hN
dWt (2.95)
avec
SN (u) = hN
N∑
i=1
γ
2h2N
(ui+1 − ui)2 + V ′(ui). (2.96)
D’ou` la de´rive b de la diffusion est de la forme
b(u)i = −N∇SN (u)i = γN2(ui+1 − 2ui + ui+1)− V ′(ui) (2.97)
et d’apre`s les hypothe`ses 2.0.4 sur V , on a pour tout u ∈ RN
u · b(u) 6 C(N)(1 + ‖u‖22). (2.98)
On peut alors utiliser un crite`re classique (voir par exemple [61]).
2.2.4 Moments uniformes
On montre aussi une estimation sur les moments uniformes de notre syste`me
discre´tise´, par localisation puis ensuite par comparaison comme dans le cas du
syste`me infini dimensionnel. On obtient la proposition suivante.
Proposition 2.2.5. On a pour p > 1 et tout T > 0,
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣uN (x, t)∣∣p] 6 C(p, T ) < +∞. (2.99)
De manie`re classique, on prouve les moments uniformes pour la solution
localise´e uNR (ou` on a remplace´ le drift V
′ par le drift tronque´ bR). Puis, on
utilise un the´ore`me de comparaison 2.2.8 pour controˆler la solution uN . On
proce`de comme pour la dimension infinie de´taille´e en annexe A.
On prouve d’abord le lemme suivant.
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Lemme 2.2.6. n Pour tout T , tout p > 1, il existe une constante C(p, T,R)
inde´pendante de N , telle que
sup
[0,1]×[0,T ]
E
[∣∣uNR (x, t)∣∣p] 6 C(p, T,R) < +∞ (2.100)
De´monstration. Notons d’abord uNR (x, t) = v
N (x, t) + wNR (x, t) ou`
vN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy (2.101)
wNR (x, t) =
∫ t
0
∫ 1
0
gNt−s(x, κN (y))bR(u
N (κN (y), s))dyds (2.102)
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds). (2.103)
Pour la solution homoge`ne vN line´aire par morceaux, on obtient
sup
[0,1]
∣∣vN (x, t)∣∣ = sup
16i6N
∣∣vN (xi, t)∣∣ = sup
16i6N
∣∣∣(e−γ∆NuN0 )i∣∣∣ 6 ∥∥∥e−γ∆N∥∥∥∞ ∥∥uN0 ∥∥∞
ou` uN0 de´signe la condition initiale. Or, la norme d’ope´rateur ‖ ‖∞ ve´rifie∥∥∥e−γ∆N∥∥∥
∞
6
∥∥∥e−γ∆N∥∥∥
2
6 1 puisque la matrice ∆N est positive et son ex-
ponentielle a donc toutes ses valeurs propres borne´es par 1. Pour tout t, on a
sup
[0,1]
∣∣vN (x, t)∣∣ 6 sup
06i6N+1
|u0(xi)| 6 sup
[0,1]
|u0(x)| . (2.104)
Pour le terme wNR , on a, pour tout t < T
E[
∣∣wNR (x, t)∣∣p] 6 2p(I1 + I2) (2.105)
avec
I1 = E
[∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))bR(u
N (κN (y), s))dyds
∣∣∣∣p
]
(2.106)
I2 = E
[∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds)
∣∣∣∣p
]
. (2.107)
D’un coˆte´ en utilisant la borne sur bR (ine´galite´ (2.30)), l’ine´galite´ de Cauchy-
Schwartz et la majoration (2.89) du Lemme 2.2.4, on a
I1 6 M
p
R
∣∣∣∣∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))∣∣ dyds∣∣∣∣p
6 MpRT
p
2
∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))
2dyds
∣∣∣∣
p
2
6 MpRT
p
2
(
T +
12
γ
) p
2
. (2.108)
Pour l’autre terme, en utilisant l’ine´galite´ de Burkholder-Davies-Gundy et la
meˆme majoration (2.89) du Lemme 2.2.4, on obtient
I2 = E
[∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds)
∣∣∣∣p
]
6 CpE
[∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))
2dyds
∣∣∣∣
p
2
]
6 Cp
(
T +
12
γ
) p
2
. (2.109)
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On obtient donc bien
sup
[0,1]×[0,T ]
E[
∣∣uNR (x, t)∣∣p] 6 2p ‖u0‖p∞ + 4p(MpRT p2 + Cp)(T + 12γ
) p
2
Remarquons que la constante obtenue est uniforme en N .
En utilisant les re´sultats de re´gularite´, on obtient le re´sultat suivant.
Lemme 2.2.7. Pour tout T , tout p > 1, il existe une constante C(p, T,R)
inde´pendante de N , telle que
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣uNR (x, t)∣∣p
]
6 C(p, T,R) < +∞ (2.110)
De´monstration. D’apre`s le Lemme B.3.5, on a, pour tout p > 24 et 14 > η >
6
p
sup
s,s′∈[t,t′]
sup
y,y′∈[x,x′]
∣∣wNR (y, s)− wNR (y′, s′)∣∣ 6 YN [|x− x′|1/2−η + |t− t′|1/4−η]
(2.111)
ou` YN est une variable ale´atoire dans L
1
p , de norme borne´e inde´pendamment
de N . En utilisant le Lemme 2.2.6 et en de´coupant le temps en intervalles de
taille Tn comme pour les lemmes B.2.6 et B.3.6, on obtient, pour n > 1
E
[
sup
[0,1]×[0,T ]
(
uNR (x, t)
)p] 1p
6
n−1∑
0
E
[∣∣∣∣uNR (12 , iTn
)∣∣∣∣p]
1
p
+ 2E [Y pN ]
1
p
6 n
[
sup
[0,1]×[0,T ]
E
[∣∣uNR (x, t)∣∣p] 1p + 2E [Y pN ] 1p
]
6 C(R, T, p) < +∞.
Pour 1 6 p 6 24, on utilise l’ine´galite´ de Jensen.
Mentionnons le the´ore`me sur la comparaison des solutions que nous allons
utiliser.
The´ore`me 2.2.8. Soit uN et vN les solutions des e´quations suivantes sur
[0, 1]× R+
uN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy
+
∫ t
0
∫ 1
0
gNt−s(x, κN (y))b1(u
N (κN (y), s))dyds (2.112)
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds) (2.113)
vN (x, t) =
∫ 1
0
gNt (x, κN (y))v0(κN (y))dy
+
∫ t
0
∫ 1
0
gNt−s(x, κN (y))b2(v
N (κN (y), s))dyds (2.114)
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds). (2.115)
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avec les meˆmes conditions au bord et supposons que l’une des deux ve´rifie exis-
tence et unicite´. Soient u0 et v0 des conditions initiales continues. Si u0(x) 6
v0(x) et b1 6 b2 on a alors, pour tous t et x,
uN (x, t) 6 vN (x, t), p.s. (2.116)
Ide´e de la de´monstration. On prouve le re´sultat sur les processus stochastiques
en dimension finie ([50]).
Via ce the´ore`me de comparaison 2.2.8 on transfe`re les estimations de mo-
ments sur uN . On de´finit les fonctions suivantes.
b+R(u) = V
′(u)✶]−∞,R] + V ′(R)✶]R,+∞[ (2.117)
b−R(u) = V
′(u)✶[−R,∞[ + V ′(−R)✶]−∞,−R] (2.118)
et pour R = R0 suffisamment grand, on a, par hypothe`se sur V
′
−b−R0(u) 6 −bR0(u) 6 −b+R0 et − b−R0(u) 6 −V ′(u) 6 −b+R0 . (2.119)
Posons alors u+N,R0 et u
−
N,R0
les solutions des e´quations associe´es. De meˆme que
pour V ′, on a l’existence et l’unicite´ sur R+ des solutions u+N,R0 et u
−
N,R0
.
Proposition 2.2.9. On a pour tout T > 0, p > p0
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣∣u+N,R0(x, t)∣∣∣p
]
6 C(p, T,R0) < +∞ (2.120)
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣∣u−N,R0(x, t)∣∣∣p
]
6 C(p, T,R0) < +∞. (2.121)
De´monstration. Graˆce au The´ore`me de comparaison 2.2.8, on en de´duit les
encadrements
u−N,R0(x, t) 6 u
N
R0(x, t) 6 u
+
N,R0
(x, t) (2.122)
pour tout (x, t) ∈ [0, 1]× [0, T ]. Donc en particulier
✶{
u−N,R0>0
}u−N,R0(x, t) 6
∣∣uNR0(x, t)∣∣ (2.123)
✶{
u+N,R0
<0
} ∣∣∣u+N,R0(x, t)∣∣∣ 6 ∣∣uNR0(x, t)∣∣ . (2.124)
Or d’apre`s la forme de b+R0 on a∣∣b+R0(u)∣∣ 6 |V ′(u)|✶]−∞,R0] +M+R0 6 M+R0 [|u|α ✶u<0 + 1]. (2.125)
On en de´duit donc ∣∣∣u+N,R0(x, t)∣∣∣p 6 3p[B1 +B2 +B3]. (2.126)
On a successivement,
B1 =
∣∣∣∣∫ 1
0
uN0 (y)g
N
t (x, κN (y))dy
∣∣∣∣p 6 sup
[0,1]
|u0(y)|p = ‖u0‖p∞ (2.127)
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puis
B2 =
∣∣∣∣∫ t
0
∫ 1
0
b+R0(u
+
N,R0
(κN (y), s))g
N
t−s(x, κN (y))dyds
∣∣∣∣p
6
∣∣∣ ∫ t
0
∫ 1
0
M+R0
[∣∣∣u+N,R0(κN (y), s)∣∣∣α ✶u+N,R0 (κN (y),s)<0 + 1]
× ∣∣gNt−s(x, κN (y))∣∣ dyds∣∣∣p (2.128)
6
∣∣∣∣∫ t
0
∫ 1
0
M+R0 [|uN,R0(κN (y), t)|
α
+ 1]
∣∣gNt−s(x, κN (y))∣∣ dyds∣∣∣∣p
6
(
M+R0
)p [
sup
[0,1]×[0,T ]
|uN,R0(x, t)|α + 1
]p ∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))dyds
∣∣∣∣p
6
(
2M+R0
)p
T
p
2
(
T +
12
γ
) p
2
[
sup
[0,1]×[0,T ]
|uN,R0(x, t)|pα + 1
]
. (2.129)
Donc, il existe une constante C(p, T,R0) inde´pendante de N
sup
N
E[ sup
[0,1]×[0,T ]
B2(x, t)] < C(p, T,R0) < +∞. (2.130)
Enfin,
B3 =
∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds)
∣∣∣∣p (2.131)
et d’apre`s le Lemme B.3.6 on a
sup
N
E
[
sup
[0,1]×[0,T ]
B3(x, t)
]
< +∞. (2.132)
On en de´duit alors
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣∣u+N,R0(x, t)∣∣∣p
]
< +∞. (2.133)
De la meˆme manie`re en remarquant que∣∣b−R0(u)∣∣ 6 |V ′(u)|✶[−R0,+∞[ + C(R0) 6 C(R0)[|u|α ✶u>0 + 1], (2.134)
on en de´duit que
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣∣u−N,R0(x, t)∣∣∣p
]
< +∞. (2.135)
Le the´ore`me de comparaison 2.2.8 permet de montrer la proposition 2.2.5.
De´monstration de la Proposition 2.2.5. On va alors appliquer le The´ore`me de
comparaison 2.2.8 pour
−b−R0(u) 6 −V ′(u) 6 −b+R0(u). (2.136)
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On a alors les comparaisons suivantes pour tout (x, t)
u−N,R0(x, t) 6 u
N (x, t) 6 u+N,R0(x, t). (2.137)
D’ou` ∣∣uN (x, t)∣∣ 6 ✶uN<0 ∣∣∣u−N,R0(x, t)∣∣∣+ ✶uN>0 ∣∣∣u+N,R0(x, t)∣∣∣ . (2.138)
Donc, on a
sup
[0,1]×[0,T ]
∣∣uN (x, t)∣∣p 6 2p [ sup
[0,1]×[0,T ]
∣∣∣u−N,R0(x, t)∣∣∣p + sup
[0,1]×[0,T ]
∣∣∣u+N,R0(x, t)∣∣∣p
]
.
(2.139)
En particulier pour tout p > 1
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣uN (x, t)∣∣p] < +∞. (2.140)
2.3 Convergence vers l’EDPS
On montre alors la convergence de la solution uN vers la solution u. On
reprend pour cela les e´le´ments des articles de Funaki [49], de Gyo¨ngy et Millet
[52, 54]. Ces convergences reposent principalement sur la convergence du semi-
groupe gN vers g. Le lemme suivant donne les estimations ne´cessaires pour ces
convergences.
Lemme 2.3.1. [Gyo¨ngy [52] pour le cas Dirichlet] Pour tous les cas de condi-
tions au bord, pour tout T > 0, il existe une constante C(T ) telle que pour tout
(t, x, y) ∈ [T,+∞[×[0, 1]2
∣∣gNt (x, κN (y))− gt(x, y)∣∣ < C(T )N (2.141)∣∣gNt (x, y)− gt(x, y)∣∣ < C(T )N2 . (2.142)
On en de´duit donc que gN converge uniforme´ment vers g sur [T,+∞[×[0, 1]2,
avec T > 0. La convergence en t = 0 est vraie en norme L2 : il existe une
constante C telle que pour tout x ∈ [0, 1] et tout N > 1∫ +∞
0
∫ 1
0
∣∣gNt (x, κN (y))− gt(x, y)∣∣2 dydt < CγN (2.143)∫ +∞
0
∫ 1
0
∣∣gNt (κN (x), κN (y))− gt(x, y)∣∣2 dydt < CγN . (2.144)
La preuve de ce lemme est mise en appendice B.4.2.
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2.3.1 Convergence de la solution homoge`ne
Conside´rons les solutions de l’e´quation homoge`ne associe´e dans chaque cas
v(x, t) =
∫ 1
0
gt(x, y)u0(y)dy, v
N (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy.
(2.145)
On conside`re aussi
w(x, t) = u(x, t)− v(x, t)
= −
∫ t
0
∫ 1
0
gt−s(x, y)V ′(u(y, s))dyds (2.146)
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds) (2.147)
wN (x, t) = uN (x, t)− vN (x, t)
= −
∫ t
0
∫ 1
0
gNt−s(x, κN (y))V
′(uN (κN (y), s))dyds (2.148)
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, y)W (dy, ds). (2.149)
Tout d’abord, la proposition suivante traite la convergence des solutions du
proble`me homoge`ne donne´es par (2.145), vN vers v comme dans [52].
Proposition 2.3.2. [Gyo¨ngy [52] pour le cas Dirichlet] Si u0 est continue, v
N
converge uniforme´ment vers v sur tout compact, en particulier
sup
[0,1]×[0,T ]
∣∣vN (x, t)− v(x, t)∣∣ −−−−→
N→∞
0 (2.150)
pour tout T > 0. De plus, si u0 est de classe C
3, on a
sup
[0,1]×[0,T ]
∣∣vN (x, t)− v(x, t)∣∣ 6 C(T )√
N
. (2.151)
De meˆme vN (κN (·), ·) converge uniforme´ment sur tout compact et si u0 est de
classe C3, on a en plus
sup
[0,1]×[0,T ]
∣∣vN (κN (x), t)− v(x, t)∣∣ 6 C(T )√
N
. (2.152)
De´monstration. Pour toute fonction u0 de classe C
3, d’apre`s la proprie´te´ de
semi-groupe de gt et g
N
t , on a
d
dt
gtu0(x) = ∆gtu0(x) = gt∆u0(x) (2.153)
d
dt
gNt u0(x) = ∆
NgNt u0(x) = g
N
t ∆
Nu0(x). (2.154)
Sans prendre en compte les conditions au bord, on a
∆Nu0(y) =
1
h2N
[u0(κN (y)− hN )− 2u0(κN (y)) + u0(κN (y) + hN )] . (2.155)
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On obtient donc
vN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy (2.156)
= û0(x) +
∫ t
0
∫ 1
0
gNs (x, κN (y))∆
Nu0(y)dyds (2.157)
v(x, t) =
∫ 1
0
gt(x, y)u0(y)dy = u0(x) +
∫ t
0
∫ 1
0
gs(x, y)∆u0(y)dyds (2.158)
ou` û0 est l’interpolation line´aire de u0 et ∆
N est la version approche´e du
Laplacien sur [0, 1] avec les conditions au bord. D’ou`∣∣vN (x, t)− v(x, t)∣∣ 6 I1 + I2 + I3 (2.159)
avec
I1 = |û0(x)− u0(x)| (2.160)
I2 =
∣∣∣∣∫ t
0
∫ 1
0
gNs (x, κN (y))(∆
Nu0(y)−∆u0(y))dyds
∣∣∣∣ (2.161)
I3 =
∣∣∣∣∫ t
0
∫ 1
0
[
gNs (x, κN (y))− gs(x, y)
]
∆u0(y)dyds
∣∣∣∣ . (2.162)
Pour u0 de classe C
3, on a
|I1| 6 ‖u′′0‖∞ h2N (2.163)
sup
y∈[0,1]
∣∣∆Nu0(y)−∆u0(y)∣∣ 6 ∥∥∥u(3)0 ∥∥∥∞ hN (2.164)
car la premie`re est une interpolation line´aire de pas hN (a` l’ordre 1) d’une
fonction au moins C2, et la seconde ine´gailte´ est une approximation a` l’ordre 0
de la de´rive´e seconde d’une fonction C3. On obtient donc, en utilisant l’ine´galite´
de Cauchy-Schwarz et l’ine´galite´ (2.89),
|I2| 6
∥∥∥u(3)0 ∥∥∥∞ 12hNγ . (2.165)
Pour I3, en utilisant l’ine´galite´ de Cauchy-Schwarz et l’ine´galite´ (2.143), on
obtient
|I3| 6
∣∣∣∣∫ t
0
∫ 1
0
[
gNs (x, κN (y))− gs(x, y)
]2
dyds
∣∣∣∣1/2
√
T
∫ 1
0
u′′0(y)2dy
6
C
√
T ‖u′′0‖2√
γN
. (2.166)
Pour la deuxie`me approximation (2.152), on a de meˆme∣∣vN (κN (x), t)− v(x, t)∣∣ 6 I ′1 + I ′2 + I ′3 (2.167)
avec
I ′1 = |û0(κN (x))− u0(x)| (2.168)
I ′2 =
∣∣∣∣∫ t
0
∫ 1
0
gNs (κN (x), κN (y))(∆
Nu0(y)−∆u0(y))dyds
∣∣∣∣ (2.169)
I ′3 =
∣∣∣∣∫ t
0
∫ 1
0
[
gNs (κN (x), κN (y))− gs(x, y)
]
∆u0(y)dyds
∣∣∣∣ . (2.170)
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Comme u0 est au moins C
1, l’approximation û0(κN (x)) est donc a` l’ordre 0 et
on a
I ′1 6 ‖u′0‖∞ hN . (2.171)
Comme pre´ce´demment, on a la meˆme borne que I2 sur I
′
2. Pour I
′
3, il suffit
d’utiliser la convergence (2.144).
Dans le cas ou` u0 est seulement continue, il suffit dans les deux cas d’ap-
proximer uniforme´ment par une fonction de classe C3.
2.3.2 Convergence des processus localise´s
Rappelons que l’on note, pour u une fonction sur [0, 1] × R+, pour tout
T > 0,
‖u‖∞,T = sup
(x,t)∈[0,1]×[0,T ]
|u(x, t)| . (2.172)
On montre la convergence des solutions pour le processus localise´ (avec le
drift bR au lieu de V
′). On met R en indice pour montrer que l’on conside`re
les processus localise´s.
Proposition 2.3.3. On a, pour tout T > 0 et tout p > 24
E
[∥∥wNR − wR∥∥p∞,T ] 1p
6 C ′′(p, T,R)
[
N−
1
2+
4
p + sup
[0,1]×[0,T ]
∣∣v(y, s)− vN (κN (y), s)∣∣] . (2.173)
En particulier si u0 est au moins C
3, on a
E
[∥∥wNR − wR∥∥p∞,T ] 1p 6 C ′′(p, T,R)
N
1
2− 4p
. (2.174)
De´monstration. On a
∣∣wNR (x, t)− wR(x, t)∣∣p 6 2p(H1 +H2) avec
H1(x, t) =
∣∣∣ ∫ t
0
∫ 1
0
[
gt−s(x, y)bR(uR(y, s))− gNt−s(x, κN (y)) (2.175)
× bR(uNR (κN (y), s))
]
dyds
∣∣∣p (2.176)
H2(x, t) = (2ε)
p
2
∣∣∣∣∫ t
0
∫ 1
0
[
gt−s(x, y)− gNt−s(x, κN (y))
]
W (dy, ds)
∣∣∣∣p . (2.177)
On a, tout d’abord
H1(x, t) 6 2
p(H3(x, t) +H4(x, t))
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avec, en utilisant Cauchy-Schwarz et la convergence L2 du semi-groupe (ine´ga-
lite´ (2.143))
H3 =
∣∣∣∣∫ t
0
∫ 1
0
[gt−s(x, y)− gNt−s(x, κN (y))]bR(uR(y, s))dyds
∣∣∣∣p
6
∣∣∣∣∫ t
0
∫ 1
0
[
gt−s(x, y)− gNt−s(x, κN (y))
]2
dyds
∣∣∣∣
p
2
×
∣∣∣∣∫ t
0
∫ 1
0
|bR(uR(y, s))|2 dyds
∣∣∣∣
p
2
(2.178)
6
Cp/2
(γN)p/2
MpRT
p/2. (2.179)
De meˆme en utilisant Cauchy-Schwarz, l’ine´galite´ (2.21) et le fait que bR est
globalement lipschitzien puis l’ine´galite´ de Ho¨lder, on a
H4 =
∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))
[
bR(uR(y, s))− bR(uNR (κN (y), s))
]
dyds
∣∣∣∣p
6
∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))
2dyds
∣∣∣∣p/2
×
∣∣∣∣∫ t
0
∫ 1
0
∣∣bR(uR(y, s))− bR(uNR (κN (y), s))∣∣2 dyds∣∣∣∣p/2 (2.180)
6
(
12
γ
) p
2
LpR
[∫ t
0
∫ 1
0
∣∣uR(y, s)− uNR (κN (y), s)∣∣2 dyds]p/2
6
(
12
γ
) p
2
LpRT
p−2
p
∫ t
0
∫ 1
0
∣∣uR(y, s)− uNR (κN (y), s)∣∣p dyds
6
(
12
γ
) p
2
LpRT
p−2
p 2p
[
T sup
[0,1]×[0,T ]
∣∣v(y, s)− vN (κN (y), s)∣∣p
+
∫ t
0
sup
[0,1]×[0,s]
∣∣wR(y, r)− wNR (κN (y), r)∣∣p ds]. (2.181)
On en de´duit donc, pour tout t ∈ [0, T ]
H1 6
C(p, T,R)
Np/2
+ C(p, T,R) sup
[0,1]×[0,T ]
∣∣v(y, s)− vN (κN (y), s)∣∣p
+ C(p, T,R)
∫ t
0
sup
[0,1]×[0,s]
∣∣wR(y, r)− wNR (κN (y), r)∣∣p ds. (2.182)
Pour H2, on a
H2(x, t) =
√
2ε
p ∣∣B(x, t)−BN (x, t)∣∣p . (2.183)
d’apre`s les Lemmes B.2.6 et B.3.6, pour p > 24 il existe donc une variable
ale´atoire YN telle que supN E[Y
p
N ] < +∞ et telle que pour tous x, x′ et t < T∣∣B(x, t)−BN (x, t)− (B(x′, t)−BN (x′, t))∣∣ < YN |x− x′| 12− 4p . (2.184)
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En proce´dant comme dans le Lemme B.3.6, en introduisant les points de dis-
cre´tisation xi, on a
sup
x∈[0,1]
∣∣B(x, t)−BN (x, t)∣∣ 6 max
i=1...N
∣∣B(xi, t)−BN (xi, t)∣∣+ YNh 12− 4pN . (2.185)
On obtient alors
sup
(x,t)∈[0,1]×[0,T ]
∣∣B(x, t)−BN (x, t)∣∣ 6 max
i=1...N
sup
[0,T ]
∣∣B(xi, t)−BN (xi, t)∣∣ (2.186)
+ YNh
1
2− 4p
N . (2.187)
D’ou`,
E
[
sup
[0,1]×[0,T ]
H2(x, t)
]
6 2pE
[
max
i=1...N
sup
[0,T ]
H2(xi, t)
]
+ 2p
√
2ε
p
E[Y pN ]h
p
2−4
N
(2.188)
6 2pN sup
[0,1]
E
[
sup
[0,T ]
H2(xi, t)
]
+ 2p
√
2ε
p
E[Y pN ]
1
N
p
2−4
.
(2.189)
Or d’apre`s l’ine´galite´ de Burkholder-Davis-Gundy et l’ine´galite´ (2.143), pour
tout x ∈ [0, 1]
E
[
sup
[0,T ]
H2(x, t)
]
6
√
2ε
p
[∫ T
0
∫ 1
0
∣∣gt−s(x, y)− gNt−s(x, κN (y))∣∣2 dyds
]p/2
(2.190)
6
C
√
2ε
p
(γN)
p
2
. (2.191)
Donc en utilisant l’e´quation (2.188), on obtient
E
[
sup
[0,1]×[0,T ]
H2(x, t)
]
6
C2p
√
2ε
p
γ
p
2
× 1
N
p
2−4
+ 2p
√
2ε
p
sup
N
E[Y pN ]
1
N
p
2−4
(2.192)
6
C(p, T )
N
p
2−4
. (2.193)
Posons H(t) = E
[∥∥wNR − wR∥∥p∞,t]. On obtient alors, pour p > 24
H(t) 6
C(p, T,R)
N
p
2−4
+ C(p, T,R) sup
[0,1]×[0,t]
∣∣v(y, s)− vN (κN (y), s)∣∣p
+ C(p, T,R)E
[∫ t
0
sup
[0,1]×[0,s]
∣∣wR(y, r)− wNR (κN (y), r)∣∣p ds
]
6
C(p, T,R)
N
p
2−4
+ C(p, T,R) sup
[0,1]×[0,t]
∣∣v(y, s)− vN (κN (y), s)∣∣p (2.194)
+ C(p, T,R)
∫ t
0
H(s)ds. (2.195)
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Donc, en utilisant le Lemme de Gronwall, on en de´duit que
H(T ) = E
[
sup
[0,1]×[0,T ]
∣∣wNR (x, s)− wR(x, s)∣∣p
]
6 C ′(T, p,R)
[
1
N
p
2−4
+ sup
[0,1]×[0,T ]
∣∣v(y, s)− vN (κN (y), s)∣∣p] (2.196)
c’est-a`-dire
E
[∥∥wNR − wR∥∥p∞,T ] 1p
6 C ′′(p, T,R)
[
1
N
1
2− 4p
+ sup
[0,1]×[0,T ]
∣∣v(y, s)− vN (κN (y), s)∣∣] . (2.197)
Donc en particulier si u0 est au moins C
3, on en de´duit avec la Proposition
2.3.2,
E
[∥∥wNR − wR∥∥p∞,T ] 1p 6 C ′′(p, T,R)
N
1
2− 4p
. (2.198)
On montre donc la convergence de uNR vers uR dans L
p(Ω, C([0, 1]× [0, T ]))
pour tout p > 2.
Proposition 2.3.4. Pour toute condition initiale u0 continue, on a, pour tout
p > 1 et T > 0,
E
[∥∥uNR − uR∥∥p∞,T ] 1p −−−−→N→∞ 0. (2.199)
En particulier si u0 est de classe C
3 et p > 24
E
[∥∥uNR − uR∥∥p∞,T ] 1p 6 C(p, T,R)
N
1
2− 4p
. (2.200)
De´monstration. On utilise les deux propositions pre´ce´dentes (2.3.3 et 2.3.2).
On montre alors que si u0 est C
3, graˆce a` la vitesse de convergence, on peut
de´duire la convergence uniforme presque sure.
Proposition 2.3.5. Pour tout R > 0, T > 0 et 0 < η < 12 et u0 de classe C
3,
il existe ξR variable ale´atoire finie presque suˆrement telle que∥∥uNR − uR∥∥∞,T 6 ξRNη . (2.201)
En particulier, uNR converge uniforme´ment vers uR presque suˆrement.
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De´monstration. De´finissons la variable ale´atoire
ξR = sup
N
Nη
∥∥uNR − uR∥∥∞,T (2.202)
alors il suffit de montrer ξR < +∞, presque suˆrement. De´finissons
ξNR = N
η
∥∥uNR − uR∥∥∞,T . (2.203)
Pour tout p > 24, on a d’apre`s l’ine´galite´ (2.200)
E[(ξNR )
p] 6
C(p, T,R)
Np(
1
2−η)−1
< +∞. (2.204)
En particulier, on en de´duit que ξNR est finie presque suˆrement. En utilisant
l’ine´galite´ de Markov∑
N>1
P
[
ξNR > 1
]
6
∑
N>1
E[(ξNR )
p] 6
∑
N>1
C(R, T, p)
Np(1/2−η)−4
< +∞
pour p
(
1
2 − η
)
> 5. On a alors∑
N>1
P
[
ξNR > 1
]
< +∞. (2.205)
On en de´duit en utilisant le Lemme de Borel-Cantelli
P
[(
lim sup
N→∞
{ξMR > 1}
)c]
= P
[∪N>1 ∩M>N {ξMR 6 1}] = 1. (2.206)
Donc, il existe N(ω), tel que
∀M > N(ω), ξMR (ω) 6 1 (2.207)
et donc
ξR(ω) = max
16k6N(ω)
ξkR + sup
k>N(ω)
ξkR 6 max
16k6N(ω)
ξkR + 1 < +∞. (2.208)
2.3.3 Convergence uniforme vers la solution
On va maintenant montrer les meˆmes re´sultats pour les processus non loca-
lise´s uN et u. On conside`re dore´navant u0 de classe C
3. Rappelons les de´finitions
suivantes, pour tout R > 0
τR = inf{t, ‖uR(t)‖∞ > R} = inf{t, ∃x, |uR(x, t)| > R} (2.209)
et
τNR = inf{t,
∥∥uNR (t)∥∥∞ > R} = inf{t, ∃x, ∣∣uNR (x, t)∣∣ > R}. (2.210)
uR et u
N
R sont les solutions de nos syste`mes avec le drift bR.
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Proposition 2.3.6. On a, pour tout T > 0 et δ > 0
P[τR−δ < T ou lim inf
N→∞
τNR < T ] −−−−→
R→∞
0. (2.211)
De´monstration. Soit η < 12 et M > 0. Pour ω ∈ {ξR < M}, on a alors d’apre`s
le Lemme 2.3.5 pour N > N(M) = (Mδ )
1
η∥∥uNR − uR∥∥∞,T < δ (2.212)
donc ∥∥uNR∥∥∞,T < ‖uR‖∞,T + δ (2.213)
Pour ω ∈ {τR−δ > T} =
{
‖uR‖∞,T < R− δ
}
∥∥uNR (ω)∥∥∞,T < R (2.214)
c’est-a`-dire τNR > T pour tout N > N(M), on en de´duit alors
lim inf
N→∞
τNR > T. (2.215)
D’ou`, par passage au comple´mentaire pour tout M > 0{
lim inf
N→∞
τNR < T
}
∩ {ξR < M} ⊂ {τR−δ < T} ∩ {ξR < M} (2.216)
donc
P[lim inf
N→∞
τNR < T ; ξR < M ] 6 P[τR−δ < T ; ξR < M ] 6 P[τR−δ < T ].
Or par construction de la solution u, on a {τR−δ < T} ⊂
{
‖u‖∞,T > R− δ
}
et donc
P[lim inf
N→∞
τNR < T ; ξR < M ] 6 P
[
‖u‖∞,T > R− δ
]
6
E
[
‖u‖p∞,T
]
(R− δ)p (2.217)
avec E
[
‖u‖p∞,T
]
< +∞ d’apre`s la Proposition 2.1.5. On obtient finalement
P[τR−δ 6 T ou lim inf
N→∞
τNR 6 T ] 6 P[τR−δ 6 T ]
+ P[lim inf
N→∞
τNR < T ; ξR < M ] + P[ξR > M ]
(2.218)
6
2E[‖u‖p∞,T ]
(R− δ)p + P[ξR > M ]. (2.219)
Or ξR <∞ presque surement, donc pour tout R
P[ξR > M ] −−−−→
M→∞
0. (2.220)
On a alors en prenant la limite en M puis la limite en R
lim
R→∞
P[τR−δ 6 T ou lim inf
N→∞
τNR 6 T ] = 0. (2.221)
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Proposition 2.3.7. Pour tout T > 0 et 0 < η < 12 , il existe Ξ variable
ale´atoire finie presque surement telle que∥∥uN − u∥∥∞,T 6 ΞNη (2.222)
En particulier, on a presque surement la convergence uniforme.
De´monstration. Fixons 1 > δ > 0 et posons pour tout R > 1
ΩR = {τR−δ > T et lim inf
N→∞
τNR > T} (2.223)
D’apre`s la proposition pre´ce´dente P(ΩR) −−−−→
R→∞
1. De plus comme les temps
τR et τ
N
R sont croissant en R, les ensemble ΩR sont aussi croissant en R. On
en de´duit
P[∪R>1ΩR] = 1 (2.224)
et donc comme P[{ξR <∞}] = 1 pour tout R on en de´duit
P[∪∞R>1Ω˜R] = 1 (2.225)
ou` Ω˜R = ΩR ∩ {ξR <∞}. Sur Ω˜R il existe N0(ω) tel que
∀N > N0(ω), τNR > T et τR−δ > T. (2.226)
D’ou` pour tout N > N0(ω), d’apre`s la Proposition 2.3.5 et comme ξR est finie
sur Ω˜R ∥∥uN − u∥∥∞,T = ∥∥uNR − uR∥∥∞,T 6 ξRN−η. (2.227)
Donc pour tout N , il existe une variable ale´atoire ξ′R finie telle que∥∥uN − u∥∥∞,T 6 ξ′RN−η. (2.228)
De´finissons alors pour R > 3
Ξ(ω) = ξ′R(ω) sur Ω˜R \ Ω˜R−1 (2.229)
Ξ(ω) = ξ′2(ω) sur Ω˜2 (2.230)
On a, sur ∪R>1Ω˜R ensemble de probabilite´ 1,∥∥uN − u∥∥∞,T 6 ΞN−η (2.231)
ce qui fini la preuve.
On a pour finir le re´sultat suivant
Proposition 2.3.8. Pour tout T > 0 et p > 2
E
[∥∥uN − u∥∥p∞,T ] 1p −−−−→N→∞ 0. (2.232)
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De´monstration. On va utiliser la proposition pre´ce´dente et le fait que
∥∥uN∥∥∞,T
a des moments uniformes en N (Lemme 2.2.5). Posons comme pre´ce´demment
ΩR = {τR−δ > T et lim inf
N→∞
τNR > T} (2.233)
ΩR,N0 = ∩N>N0{τR−δ > T et τNR > T}. (2.234)
On a donc
ΩR = ∪N0ΩR,N0 . (2.235)
Or on a, pour tout N > N0∥∥uN − u∥∥p∞,T = ✶ΩR,N0 ∥∥uN − u∥∥p∞,T + ✶ΩcR,N0 ∥∥uN − u∥∥p∞,T
= ✶ΩR,N0
∥∥uNR − uR∥∥p∞,T + ✶ΩcR,N0 ∥∥uN − u∥∥p∞,T (2.236)
et donc, en utilisant l’ine´galite´ de Cauchy-Schwarz et les Propositions 2.1.5 et
2.2.5
E
[∥∥uN − u∥∥p∞,T ] 6 E [∥∥uNR − uR∥∥p∞,T ]+ P[ΩcR,N0 ] 12E [∥∥uN − u∥∥2p∞,T ] 12
6 E
[∥∥uNR − uR∥∥p∞,T ]+ C(p, T )P[ΩcR,N0 ] 12 . (2.237)
Or d’apre`s la convergence de uNR , on en de´duit
lim sup
N→∞
E
[∥∥uN − u∥∥p∞,T ] 6 C(p, T )P[ΩcR,N0 ] 12 . (2.238)
Fixons η > 0. On a vu que P[ΩR] −−−−→
R→∞
1 et ΩR est croissant en R. On choisit
R tel que
P[ΩcR] 6 η. (2.239)
De meˆme, ΩR,N0 est croissant en N0, donc
P[ΩcR] = P[∩N0ΩcR,N0 ] = limN0→∞P[Ω
c
R,N0 ] 6 η. (2.240)
On choisit alors N0 tel que
P[ΩcR,N0 ] 6 2η. (2.241)
On a ainsi montre´, pour tout η > 0
lim sup
N→∞
E[
∥∥uN − u∥∥p∞,T ] 6 C(p, T )√2η. (2.242)
Cela permet de conclure
E
[∥∥uN − u∥∥p∞,T ] −−−−→N→∞ 0. (2.243)
De´monstration du The´ore`me 2.0.5. Il suffit d’appliquer les Propositions 2.3.7
et 2.3.8.
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Notons
‖u‖q,T = sup
[0,T ]
[∫ 1
0
|u(x, t)|q dx
] 1
q
. (2.244)
D’apre`s la remarque que pour u ∈ C([0, 1]× [0, T ])
‖u‖q,T 6 ‖u‖∞,T . (2.245)
On a aussi le corollaire suivant.
Corollaire 2.3.9. Pour tout u0 ∈ C3bc([0, 1]), pour tout T > 0, p, q > 1, uN
converge vers u aux sens suivants
– dans Lp(Ω, C([0, T ], Lq([0, 1]))), c’est-a`-dire
E
[∥∥uN − u∥∥p
q,T
] 1
p −−−−→
N→∞
0. (2.246)
– presque surement dans C([0, T ], Lq([0, 1])) : pour tout η ∈ ]0, 12 [, il existe
Ξq variable ale´atoire finie presque surement telle que∥∥uN − u∥∥
q,T
6
Ξq
Nη
. (2.247)
2.4 Convergence des temps de transition
On va maintenant conclure cette partie en montrant la convergence des
temps de transition. Fixons u0 notre condition initiale et uf ∈ C([0, 1]) la
fonction au voisinage de laquelle on veut quantifier l’approche. On va conside´rer
par facilite´ nos voisinages comme des boules ouvertes soit dans Lq([0, 1]) avec
q > 1 ou dans C([0, 1]) en norme uniforme. On de´finit donc pour ρ positif
donnant la taille de la boule et q ∈ [1,+∞]
τ(ρ, q) = inf
{
t > 0, ‖u(t)− uf‖q < ρ
}
(2.248)
τN (ρ, q) = inf
{
t > 0,
∥∥uN (t)− uNf ∥∥q < ρ} (2.249)
ou` uNf est l’approximation line´aire par morceaux de la fonction uf aux points
xi de´pendant des conditions au bord conside´re´es.
On montre le lemme suivant.
Lemme 2.4.1. Pour tout δ > 0, T > 0 et q ∈ [1,∞], on a
τ(ρ+δ, q)∧T 6 lim inf
N→∞
τN (ρ, q)∧T 6 lim sup
N→∞
τN (ρ, q)∧T 6 τ(ρ−δ, q)∧T p.s.
(2.250)
De´monstration. D’apre`s le The´ore`me 2.0.5 et le Corollaire 2.3.9, on a presque
surement ∥∥uN − u∥∥
q,T
−−−−→
N→∞
0. (2.251)
On a aussi, puisque uf est continue∥∥uNf − uf∥∥q −−−−→N→∞ 0. (2.252)
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Donc il existe N0(ω) tel que pour N > N0(ω)
sup
t∈[0,T ]
∥∥uN (t)− u(t)∥∥
q
(ω) 6
∥∥uN − u∥∥
q,T
(ω) <
δ
2
(2.253)
et
∥∥uNf − uf∥∥q < δ2 . (2.254)
Or, une simple ine´galite´ triangulaire nous donne, pour t 6 τ(ρ + δ, q) ∧ T et
N > N0(ω)
ρ+ δ 6 ‖u(t)− uf‖q 6
∥∥u(t)− uN (t)∥∥
q
+
∥∥uN (t)− uNf ∥∥q
+
∥∥uNf − uf∥∥q 6 δ + ∥∥uN (t)− uNf ∥∥q (2.255)
c’est-a`-dire que t 6 τN (ρ, q) ∧ T . On en de´duit alors que
τ(ρ+ δ, q) ∧ T 6 lim inf
N→∞
[τN (ρ, q) ∧ T ]. (2.256)
De la meˆme manie`re, on a pour t 6 τN (ρ, q) ∧ T et N > N0(ω)
ρ 6
∥∥uN (t)− uNf ∥∥q 6 ∥∥uN (t)− u(t)∥∥q + ‖u(t)− uf‖q
+
∥∥uf − uNf ∥∥q 6 δ + ‖u(t)− uf‖q . (2.257)
On en de´duit alors que
lim sup
N→∞
[τN (ρ, q) ∧ T ] 6 τ(ρ− δ, q) ∧ T. (2.258)
Proposition 2.4.2. Pour tout ρ strictement positif
τ(ρ, q) 6 lim inf
N→∞
τN (ρ, q) 6 lim sup
N→∞
τN (ρ, q) 6 τ(ρ−, q). (2.259)
ou`
τ(ρ−, q) = lim
δ→0+
τ(ρ− δ, q). (2.260)
De´monstration. Par convergence monotone, on a d’apre`s le Lemme 2.4.1
τ(ρ+ δ, q) 6 lim inf
N→∞
τN (ρ, q) 6 lim sup
N→∞
τN (ρ, q) 6 τ(ρ− δ, q) p.s. (2.261)
D’apre`s les de´finitions de τ(ρ, q) et τN (ρ, q), on voit que les fonctions ρ 7→
τ(ρ, q) et ρ 7→ τN (ρ, q) sont continue a` droite et limite´e a` gauche. On en de´duit
donc
τ(ρ, q) 6 lim inf
N→∞
τN (ρ, q) 6 lim sup
N→∞
τN (ρ, q) 6 τ(ρ−, q). (2.262)
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The´ore`me 2.4.3. Pour presque tout ρ > 0,
τN (ρ, q) −−−−→
N→∞
τ(ρ, q) p.s. (2.263)
et
E[τN (ρ, q)] −−−−→
N→∞
E[τ(ρ, q)]. (2.264)
De´monstration. D’apre`s le lemme pre´ce´dent, en tout point de continuite´ de
ρ 7→ τ(ρ, p) on a
τ(ρ, q) 6 lim inf
N→∞
τN (ρ, q) 6 lim sup
N→∞
τN (ρ, q) 6 τ(ρ, q). (2.265)
En dehors de N ⊂ Ω un ensemble ne´gligeable, ρ 7→ τ(ρ, q) est une fonction
ca`dla`g et croissante, elle a donc au plus un nombre de´nombrable de disconti-
nuite´s. On de´finit l’ensemble des discontinuite´s P, pour ω ∈ Ω \ N ,
D(ω) = {ρ ∈ R+, τ(ρ−, q) 6= τ(ρ, q)} P = ∪ω∈N c {ω} × D(ω). (2.266)
Pour chaque ω, D(ω) est au plus de´nombrable, donc de mesure de Lebesgue
nulle. On de´finit alors, pour tout ρ > 0
N (ρ) = Πρ(D) ⊂ Ω (2.267)
avec Πρ la projection sur Ω suivant Ω × {ρ}. N (ρ) est l’ensemble des ω pour
lesquels τ est discontinue en ρ. On a alors
P = ∪ω∈N c {ω} × D(ω) = ∪ρ∈R+∗N (ρ)× {ρ} . (2.268)
On a alors par le the´ore`me de Fubini∫
R
+
∗
P[N (ρ)]dρ =
∫
R
+
∗
E[✶N (ρ)]dρ
=
∫
Ω
∫
R
+
∗
✶P(ω, ρ)dρdP(ω) =
∫
N c
∫
R
+
∗
✶D(ω)(ρ)dρdP(ω) = 0 (2.269)
puisque pour tout ω ∈ N c ∫
R
+
∗
✶D(ω)(ρ)dρ = 0. (2.270)
On en de´duit alors simplement qu’il existe un ensemble de mesure nulle D de
R
+ tel que pour tout ρ /∈ D , P[N (ρ)] = 0. D’ou` pour tout ρ /∈ D et ω /∈ N (ρ),
on a τ(ρ−, q)(ω) = τ(ρ, q)(ω). Donc
τN (ρ, q) −−−−→
N→∞
τ(ρ, q) ω-p.s., ρ-p.p. (2.271)
On obtient la convergence des espe´rances par convergence domine´e. On a pour
tout ρ /∈ D
E[τN (ρ, q)] −−−−→
N→∞
E[τ(ρ, q)]. (2.272)

Chapitre 3
Estimations uniformes des
capacite´s
Cette partie est soumise sous forme d’un article e´crit en collaboration avec
Anton Bovier et Sylvie Me´le´ard. Il a e´te´ publie´ dans Electronic Journal of
Probability, Vol. 15, pp.323-345 [4]. Nous prouvons des estimations uniformes
en la dimension des capacite´s et du potentiel d’e´quilibre qui sont ne´cessaires a`
la convergence des temps de transition.
Uniform estimates for metastable transition times in a coupled
bistable system
Abstract We consider a coupled bistable N -particle system on RN driven
by a Brownian noise, with a strong coupling corresponding to the synchronised
regime. Our aim is to obtain sharp estimates on the metastable transition
times between the two stable states, both for fixed N and in the limit when
N tends to infinity, with error estimates uniform in N . These estimates are
a main step towards a rigorous understanding of the metastable behavior of
infinite dimensional systems, such as the stochastically perturbed Ginzburg-
Landau equation. Our results are based on the potential theoretic approach to
metastability.
MSC 2000 subject classification: 82C44, 60K35.
Key-words: Metastability, coupled bistable systems, stochastic Ginzburg-
Landau equation, metastable transition time, capacity estimates.
3.1 Introduction
The aim of this paper is to analyze the behavior of metastable transition
times for a gradient diffusion model, independently of the dimension. Our
method is based on potential theory and requires the existence of a reversible
invariant probability measure. This measure exists for Brownian driven diffu-
sions with gradient drift.
To be specific, we consider here a model of a chain of coupled particles in a
double well potential driven by Brownian noise (see e.g. [9]). I.e., we consider
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the system of stochastic differential equations
dXǫ(t) = −∇Fγ,N (Xǫ(t))dt+
√
2ǫdB(t), (3.1)
where Xε(t) ∈ RN and
Fγ,N (x) =
∑
i∈Λ
(
1
4
x4i −
1
2
x2i
)
+
γ
4
∑
i∈Λ
(xi − xi+1)2, (3.2)
with Λ = Z/NZ and γ > 0 is a parameter. B is a N dimensional Brownian
motion and ε > 0 is the intensity of the noise. Each component (particle) of
this system is subject to force derived from a bistable potential. The com-
ponents of the system are coupled to their nearest neighbor with intensity γ
and perturbed by independent noises of constant variance ε. While the system
without noise, i.e. ε = 0, has several stable fixpoints, for ε > 0 transitions
between these fixpoints will occur at suitable timescales. Such a situation is
called metastability.
For fixed N and small ε, this problem has been widely studied in the lit-
erature and we refer to the books by Freidlin and Wentzell [47] and Olivieri
and Vares [82] for further discussions. In recent years, the potential theoretic
approach, initiated by Bovier, Eckhoff, Gayrard, and Klein [21] (see [18] for a
review), has allowed to give very precise results on such transition times and
notably led to a proof of the so-called Eyring-Kramers formula which provides
sharp asymptotics for these transition times, for any fixed dimension. However,
the results obtained in [21] do not include control of the error terms that are
uniform in the dimension of the system.
Our aim in this paper is to obtain such uniform estimates. These esti-
mates constitute a the main step towards a rigorous understanding of the
metastable behavior of infinite dimensional systems, i.e. stochastic partial
differential equations (SPDE) such as the stochastically perturbed Ginzburg-
Landau equation. Indeed, the deterministic part of the system (3.1) can be seen
as the discretization of the drift part of this SPDE, as has been noticed e.g. in
[10]. For a heuristic discussion of the metastable behavior of this SPDE, see
e.g. [76] and [94]. Rigorous results on the level of the large deviation asymp-
totics were obtained e.g. by Faris and Jona-Lasinio [42], Martinelli et al. [78],
and Brassesco [23].
In the present paper we consider only the simplest situation, the so-called
synchronization regime, where the coupling γ between the particles is so strong
that there are only three relevant critical points of the potential Fγ,N (3.2).
A generalization to more complex situations is however possible and will be
treated elsewhere.
The remainder of this paper is organized as follows. In Section 2 we recall
briefly the main results from the potential theoretic approach, we recall the
key properties of the potential Fγ,N , and we state the results on metastability
that follow from the results of [21] for fixed N . In Section 3 we deal with the
case when N tends to infinity and state our main result, Theorem 3.3.1. In
Section 4 we prove the main theorem through sharp estimates on the relevant
capacities.
In the remainder of the paper we adopt the following notations:
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– for t ∈ R, ⌊t⌋ denotes the unique integer k such that k ≤ t < k + 1;
– τD ≡ inf{t > 0 : Xt ∈ D} is the hitting time of the set D for the process
(Xt);
– Br(x) is the ball of radius r > 0 and center x ∈ RN ;
– for p ≥ 1, and (xk)Nk=1 a sequence, we denote the LP -norm of x by
‖x‖p =
(
N∑
k=1
|xk|p
)1/p
. (3.3)
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3.2 Preliminaries
3.2.1 Key formulas from the potential theory approach
We recall briefly the basic formulas from potential theory that we will need
here. The diffusion Xǫ is the one introduced in (3.1) and its infinitesimal
generator is denoted by L. Note that L is the closure of the operator
L = εeFγ,N/ε∇e−Fγ,N/ε∇. (3.4)
For A,D regular open subsets of RN , let hA,D(x) be the harmonic function
(with respect to the generator L) with boundary conditions 1 in A and 0 in
D. Then, for x ∈ (A ∪D)c, one has hA,D(x) = Px[τA < τD]. The equilibrium
measure, eA,D, is then defined (see e.g. [31]) as the unique measure on ∂A
such that
hA,D(x) =
∫
∂A
e−Fγ,N (y)/εGDc(x, y)eA,D(dy), (3.5)
where GDc is the Green function associated with the generator L on the domain
Dc. This yields readily the following formula for the hitting time of D (see.
e.g. [21]):∫
∂A
Ez[τD]e
−Fγ,N (z)/εeA,D(dz) =
∫
Dc
hA,D(y)e
−Fγ,N (y)/εdy. (3.6)
The capacity, cap (A,D), is defined as
cap (A,D) =
∫
∂A
e−Fγ,N (z)/εeA,D(dz). (3.7)
Therefore,
νA,D(dz) =
e−Fγ,N (z)/εeA,D(dz)
cap (A,D)
(3.8)
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is a probability measure on ∂A, that we may call the equilibrium probability.
The equation (3.6) then reads
∫
∂A
Ez[τD]νA,D(dz) = EνA,D [τD] =
∫
Dc
hA,D(y)e
−Fγ,N (y)/εdy
cap (A,D)
. (3.9)
The strength of this formula comes from the fact that the capacity has an
alternative representation through the Dirichlet variational principle (see e.g.
[48]),
cap (A,D) = inf
h∈H
Φ(h), (3.10)
where
H =
{
h ∈W 1,2(RN , e−Fγ,N (u)/εdu) | ∀z , h(z) ∈ [0, 1] , h|A = 1 , h|D = 0
}
,
(3.11)
and the Dirichlet form Φ is given, for h ∈ H, as
Φ(h) = ε
∫
(A∪D)c
e−Fγ,N (u)/ε ‖∇h(u)‖22 du. (3.12)
Remark. Formula (3.9) gives an average of the mean transition time with re-
spect to the equilibrium measure, that we will extensively use in what follows.
A way to obtain the quantity Ez[τD] consists in using Ho¨lder and Harnack
estimates [51] (as developed in Corollary 3.2.2)[21], but it is far from obvious
whether this can be extended to give estimates that are uniform in N .
Formula (3.9) highlights the two terms for which we will prove uniform
estimates: the capacity (Proposition 3.4.3) and the mass of hA,D (Proposition
3.4.9).
3.2.2 Description of the Potential
Let us describe in detail the potential Fγ,N , its stationary points, and in
particular the minima and the 1-saddle points, through which the transitions
occur.
The coupling strength γ specifies the geometry of Fγ,N . For instance, if we
set γ = 0, we get a set of N bistable independent particles, thus the stationary
points are
x∗ = (ξ1, . . . , ξN ) ∀i ∈ J1, NK, ξi ∈ {−1, 0, 1}. (3.13)
To characterize their stability, we have to look to their Hessian matrix whose
signs of the eigenvalues give us the index saddle of the point. It can be eas-
ily shown that, for γ = 0, the minima are those of the form (3.13) with no
zero coordinates and the 1-saddle points have just one zero coordinate. As γ
increases, the structure of the potential evolves and the number of stationary
points decreases from 3N to 3. We notice that, for all γ, the points
I± = ±(1, 1, · · · , 1) O = (0, 0, · · · , 0) (3.14)
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are stationary, furthermore I± are minima. If we calculate the Hessian at the
point O, we have
∇2Fγ,N (O) =

−1 + γ −γ2 0 · · · 0 −γ2−γ2 −1 + γ −γ2 0
0 −γ2
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . .
. . . −γ2−γ2 0 · · · 0 −γ2 −1 + γ

, (3.15)
whose eigenvalues are, for all γ > 0 and for 0 ≤ k ≤ N − 1,
λk,N = −
(
1− 2γ sin2
(
kπ
N
))
. (3.16)
Set, for k ≥ 1, γNk = 12 sin2(kπ/N) . Then these eigenvalues can be written in the
form {
λk,N = λN−k,N = −1 + γγNk , 1 ≤ k ≤ N − 1
λ0,N = λ0 = −1.
(3.17)
Note that (γNk )
⌊N/2⌋
k=1 is a decreasing sequence, and so as γ increases, the number
of non-positive eigenvalues (λk,N )
N−1
k=0 decreases. When γ > γ
N
1 , the only
negative eigenvalue is −1. Thus
γN1 =
1
2 sin2(π/N)
(3.18)
is the threshold of the synchronization regime.
Lemma 3.2.1 (Synchronization Regime). If γ > γN1 , the only stationary
points of Fγ,N are I± and O. I± are minima, O is a 1-saddle.
This lemma was proven in [9] by using a Lyapunov function. This config-
uration is called the synchronization regime because the coupling between the
particles is so strong that they all pass simultaneously through their respective
saddle points in a transition between the stable equilibria (I±).
In this paper, we will focus on this regime.
3.2.3 Results for fixed N
Let ρ > 0 and set B± ≡ Bρ(I±), where Bρ(x) denotes the ball of radius ρ
centered at x. Equation (3.9) gives, with A = B− and D = B+,
EνB−,B+ [τB+ ] =
∫
Bc+
hB−,B+(y)e
−Fγ,N (y)/εdy
cap (B−, B+)
. (3.19)
First, we obtain a sharp estimate for this transition time for fixed N :
Theorem 3.2.1. Let N > 2 be given. For γ > γN1 =
1
2 sin2(π/N)
, let
√
N >
ρ ≥ ǫ > 0. Then
EνB−,B+ [τB+ ] = 2πcNe
N
4ǫ (1 +O(
√
ε| ln ε|3)) (3.20)
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with
cN =
[
1− 3
2 + 2γ
] e(N)
2
⌊N−12 ⌋∏
k=1
[
1− 3
2 + γ
γNk
]
(3.21)
where e(N) = 1 if N is even and 0 if N is odd.
Remark. The power 3 at ln ε is missing in [21] by mistake.
Remark. As mentioned above, for any fixed dimension, we can replace the
probability measure νB−,B+ by the Dirac measure on the single point I−, using
Ho¨lder and Harnack inequalities [21]. This gives the following corollary:
Corollary 3.2.2. Under the assumptions of Theorem 3.2.1, there exists α > 0
such that
EI− [τB+ ] = 2πcNe
N
4ǫ (1 +O(
√
ε| ln ε|3). (3.22)
Proof of the theorem. We apply Theorem 3.2 in [21]. For γ > γN1 =
1
2 sin2(π/N)
,
let us recall that there are only three stationary points: two minima I± and one
saddle point O. One easily checks that Fγ,N satisfies the following assumptions:
– Fγ,N is polynomial in the (xi)i∈Λ and so clearly C3 on RN .
– Fγ,N (x) ≥ 14
∑
i∈Λ x
4
i so Fγ,N −→x→∞ +∞.
– ‖∇Fγ,N (x)‖2 ∼ ‖x‖33 as ‖x‖2 →∞.
– As ∆Fγ,N (x) ∼ 3 ‖x‖22 (‖x‖2 → ∞), then ‖∇Fγ,N (x)‖ − 2∆Fγ,N (x) ∼
‖x‖33.
The Hessian matrix at the minima I± has the form
∇2Fγ,N (I±) = ∇2Fγ,N (O) + 3Id, (3.23)
whose eigenvalues are simply
νk,N = λk,N + 3. (3.24)
Then Theorem 3.1 of [21] can be applied and yields, for
√
N > ρ > ǫ > 0,
(recall the negative eigenvalue of the Hessian at O is −1)
EνB−,B+ [τB+ ] =
2πe
N
4ǫ
√|det(∇2Fγ,N (O))|√
det(∇2Fγ,N (I−))
(1 +O(
√
ǫ |ln ǫ|3)). (3.25)
Finally, (3.17) and (3.24) give:
det(∇2Fγ,N (I−)) =
N−1∏
k=0
νk,N = 2ν
e(N)
N/2,N
⌊N−12 ⌋∏
k=1
ν2k,N
= 2N (1 + γ)e(N)
⌊N−12 ⌋∏
k=1
(
1 +
γ
2γNk
)2
(3.26)
∣∣det(∇2Fγ,N (O))∣∣ = N−1∏
k=0
λk,N = λ
e(N)
N/2,N
⌊N−12 ⌋∏
k=1
λ2k,N
= (2γ − 1)e(N)
⌊N−12 ⌋∏
k=1
(
1− γ
γNk
)2
. (3.27)
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Then,
cN =
√
det(∇2Fγ,N (I−))√|det(∇2Fγ,N (O))| =
[
1− 3
2 + 2γ
] e(N)
2
⌊N−12 ⌋∏
k=1
[
1− 3
2 + γ
γNk
]
(3.28)
and Theorem 3.2.1 is proved.
Let us point out that the use of these estimates is a major obstacle to obtain
a mean transition time starting from a single stable point with uniform error
terms. That is the reason why we have introduced the equilibrium probability.
However, there are still several difficulties to be overcome if we want to pass
to the limit N ↑ ∞.
(i) We must show that the prefactor cN has a limit as N ↑ ∞.
(ii) The exponential term in the hitting time tends to infinity with N . This
suggests that one needs to rescale the potential Fγ,N by a factor 1/N , or
equivalently, to increase the noise strength by a factor N .
(iii) One will need uniform control of error estimates in N to be able to
infer the metastable behavior of the infinite dimensional system. This
will be the most subtle of the problems involved.
3.3 Large N limit
As mentioned above, in order to prove a limiting result as N tends to
infinity, we need to rescale the potential to eliminate the N -dependence in the
exponential. Thus henceforth we replace Fγ,N (x) by
Gγ,N (x) = N
−1Fγ,N (x). (3.29)
This choice actually has a very nice side effect. Namely, as we always want
to be in the regime where γ ∼ γN1 ∼ N2, it is natural to parametrize the
coupling constant with a fixed µ > 1 as
γN = µγN1 =
µ
2 sin2( πN )
=
µN2
2π2
(1 + o(1)). (3.30)
Then, if we replace the lattice by a lattice of spacing 1/N , i.e. (xi)i∈Λ is the
discretization of a real function x on [0, 1] (xi = x(i/N)), the resulting potential
converges formally to
GγN ,N (x) →
N→∞
∫ 1
0
(
1
4
[x(s)]4 − 1
2
[x(s)]2
)
ds+
µ
4π2
∫ 1
0
[x′(s)]2
2
ds, (3.31)
with x(0) = x(1).
In the Euclidean norm, we have ‖I±‖2 =
√
N , which suggests to rescale
the size of neighborhoods. We consider, for ρ > 0, the neighborhoods BN± =
Bρ
√
N (I±). The volume V (B
N
− ) = V (B
N
+ ) goes to 0 if and only if ρ < 1/2πe,
so given such a ρ, the balls BN± are not as large as one might think. Let us also
observe that
1√
N
‖x‖2 −→
N→∞
‖x‖L2[0,1] =
∫ 1
0
|x(s)|2ds. (3.32)
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Therefore, if x ∈ BN+ for all N , we get in the limit, ‖x− 1‖L2[0,1] < ρ.
The main result of this paper is the following uniform version of Theorem
3.2.1 with a rescaled potential Gγ,N .
Theorem 3.3.1. Let µ ∈]1,∞[, then there exists a constant, A, such that for
all N ≥ 2 and all ε > 0,
1
N
Eν
BN− ,B
N
+
[τBN+ ] = 2πcNe
1/4ε(1 +R(ε,N)), (3.33)
where cN is defined in Theorem 3.2.1 and |R(ε,N)| ≤ A
√
ε| ln ε|3. In particu-
lar,
lim
ε↓0
lim
N↑∞
1
N
e−1/4εEν
BN− ,B
N
+
[τBN+ ] = 2πV (µ) (3.34)
where
V (µ) =
+∞∏
k=1
[µk2 − 1
µk2 + 2
]
<∞. (3.35)
Remark. The appearance of the factor 1/N may at first glance seem disturbing.
It corresponds however to the appropriate time rescaling when scaling the
spatial coordinates i to i/N in order to recover the pde limit.
The proof of this theorem will be decomposed in two parts:
– convergence of the sequence cN (Proposition 3.3.1);
– uniform control of the denominator (Proposition 3.4.3) and the numerator
(Proposition 3.4.9) of Formula (3.19).
Convergence of the prefactor cN . Our first step will be to control the
behavior of cN as N ↑ ∞. We prove the following:
Proposition 3.3.1. The sequence cN converges: for µ > 1, we set γ = µγ
N
1 ,
then
lim
N↑∞
cN = V (µ), (3.36)
with V (µ) defined in (3.35).
Remark. This proposition immediately leads to
Corollary 3.3.2. For µ ∈]1,∞[, we set γ = µγN1 , then
lim
N↑∞
lim
ε↓0
e−
1
4ε
N
Eν
BN− ,B
N
+
[τBN+ ] = 2πV (µ). (3.37)
Of course such a result is unsatisfactory, since it does not tell us anything about
a large system with specified fixed noise strength. To be able to interchange
the limits regarding ε and N , we need a uniform control on the error terms.
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Proof of the proposition. The rescaling of the potential introduces a factor 1N
for the eigenvalues, so that (3.25) becomes
Eν
BN− ,B
N
+
[τBN+ ] =
2πe
1
4ǫN−N/2+1
√|det(∇2Fγ,N (O))|
N−N/2
√
det(∇2Fγ,N (I−))
(1 +O(
√
ǫ |ln ǫ|3))
= 2πNcNe
1
4ǫ (1 +O(
√
ǫ |ln ǫ|3)).
Then, with uNk =
3
2+µ
γN1
γN
k
,
cN =
[
1− 3
2 + 2µγN1
] e(N)
2
⌊N−12 ⌋∏
k=1
[
1− uNk
]
. (3.38)
To prove the convergence, let us consider the (γNk )
N−1
k=1 . For all k ≥ 1, we have
γN1
γNk
=
sin2(kπN )
sin2( πN )
= k2 + (1− k2) π
2
3N2
+ o
(
1
N2
)
. (3.39)
Hence, uNk −→
N→+∞
vk =
3
2+µk2 . Thus, we want to show that
cN −→
N→+∞
+∞∏
k=1
(1− vk) = V (µ). (3.40)
Using that, for 0 ≤ t ≤ π2 ,
0 < t2(1− t
2
3
) ≤ sin2(t) ≤ t2, (3.41)
we get the following estimates for
γN1
γNk
: set a =
(
1− π212
)
, for 1 ≤ k ≤ N/2,
ak2 =
(
1− π
2
12
)
k2 ≤ k2
(
1− k
2π2
3N2
)
≤ γ
N
1
γNk
=
sin2(kπN )
sin2( πN )
≤ k
2
1− π23N2
. (3.42)
Then, for N ≥ 2 and for all 1 ≤ k ≤ N/2,
−k
4π2
3N2
≤ γ
N
1
γNk
− k2 ≤ k
2π2
3N2
(
1− π23N2
) ≤ k2π2
N2
. (3.43)
Let us introduce
Vm =
⌊m−12 ⌋∏
k=1
(1− vk), UN,m =
⌊m−12 ⌋∏
k=1
(
1− uNk
)
. (3.44)
Then ∣∣∣ ln UN,N
VN
∣∣∣ = ∣∣∣ ln ⌊N−12 ⌋∏
k=1
1− uNk
1− vk
∣∣∣ ≤ ⌊N−12 ⌋∑
k=1
∣∣∣ ln 1− uNk
1− vk
∣∣∣. (3.45)
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Using (3.42) and (3.43), we obtain, for all 1 ≤ k ≤ N/2,
∣∣∣∣vk − uNk1− vk
∣∣∣∣ = 3µ
∣∣∣γN1γNk − k2∣∣∣
(−1 + µk2)
(
2 + µ
γN1
γNk
) ≤ µk4π2
N2 (−1 + µk2) (2 + µak2) ≤
C
N2
(3.46)
with C a constant independent of k. Therefore, for N > N0,∣∣∣ ln 1− uNk
1− vk
∣∣∣ = ∣∣∣∣ln(1 + vk − uNk1− vk
)∣∣∣∣ ≤ C ′N2 . (3.47)
Hence ∣∣∣ ln UN,N
VN
∣∣∣ ≤ C ′
N
−→
N→+∞
0. (3.48)
As
∑ |vk| < +∞, we get limN→+∞ VN = V (µ) > 0, and thus (3.40) is proved.
3.4 Estimates on capacities
To prove Theorem 3.3.1, we prove uniform estimates of the denominator
and numerator of (3.9), namely the capacity and the mass of the equilibrium
potential.
3.4.1 Uniform control in large dimensions for capacities
A crucial step is the control of the capacity. This will be done with the
help of the Dirichlet principle (3.10). We will obtain the asymptotics by using
a Laplace-like method. The exponential factor in the integral (3.12) is largely
predominant at the points where h is likely to vary the most, that is around
the saddle point O. Therefore we need some good estimates of the potential
near O.
3.4.1.1 Local Taylor approximation
This subsection is devoted to the quadratic approximations of the potential
which are quite subtle. We will make a change of basis in the neighborhood of
the saddle point O that will diagonalize the quadratic part.
Recall that the potential Gγ,N is of the form
Gγ,N (x) = − 1
2N
(x, [Id−∆]x) + 1
4N
‖x‖44. (3.49)
where the operator ∆ is given by ∆ = γ
[
Id− 12 (§+ §∗)
]
and (§x)j = xj+1. The
linear operator (Id−∆) = −∇2Fγ,N (O) has eigenvalues−λk,N and eigenvectors
vk,N with components vk,N (j) = ω
jk, with ω = ei2π/N .
Let us change coordinates by setting
xˆj =
N−1∑
k=0
ω−jkxk. (3.50)
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Then the inverse transformation is given by
xk =
1
N
N−1∑
j=0
ωjkxˆj = xk(xˆ). (3.51)
Note that the map x→ xˆ maps RN to the set
R̂
N =
{
xˆ ∈ CN : xˆk = xˆN−k
}
(3.52)
endowed with the standard inner product on CN .
Notice that, expressed in terms of the variables xˆ, the potential (3.2) takes the
form
Gγ,N (x(xˆ)) =
1
2N2
N−1∑
k=0
λk,N |xˆk|2 + 1
4N
‖x(xˆ)‖44. (3.53)
Our main concern will be the control of the non-quadratic term in the new
coordinates. To that end, we introduce the following norms on Fourier space:
‖xˆ‖p,F =
(
1
N
N−1∑
i=0
|xˆ|p
)1/p
=
1
N1/p
‖xˆ‖p. (3.54)
The factor 1/N is the suitable choice to make the map x→ xˆ a bounded map
between Lp spaces. This implies that the following estimates hold (see [86],
Vol. 1, Theorem IX.8):
Lemma 3.4.1. With the norms defined above, we have
(i) the Parseval identity,
‖x‖2 = ‖xˆ‖2,F , (3.55)
and
(ii) the Hausdorff-Young inequalities: for 1 ≤ q ≤ 2 and p−1 + q−1 = 1,
there exists a finite, N -independent constant Cq such that
‖x‖p ≤ Cq‖xˆ‖q,F . (3.56)
In particular
‖x‖4 ≤ C4/3‖xˆ‖4/3,F . (3.57)
Let us introduce the change of variables, defined by the complex vector z, as
z =
xˆ
N
. (3.58)
Let us remark that z0 =
1
N
∑N−1
k=1 xk ∈ R. In the variable z, the potential
takes the form
G˜γ,N (z) = Gγ,N (x(Nz)) =
1
2
N−1∑
k=0
λk,N |zk|2 + 1
4N
‖x(Nz)‖44. (3.59)
Moreover, by (3.55) and (3.58)
‖x(Nz)‖22 = ‖Nz‖22,F =
1
N
‖Nz‖22. (3.60)
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In the new coordinates the minima are now given by
I± = ±(1, 0, . . . , 0). (3.61)
In addition, z(BN− ) = z(Bρ√N (I−)) = Bρ(I−) where the last ball is in the new
coordinates.
Lemma 3.4.1 will allow us to prove the following important estimates. For
δ > 0, we set
Cδ =
{
z ∈ R̂N : |zk| ≤ δ rk,N√|λk,N | , 0 ≤ k ≤ N − 1
}
, (3.62)
where λk,N are the eigenvalues of the Hessian at O as given in (3.17) and
rk,N are constants that will be specified below. Using (3.42), we have, for
3 ≤ k ≤ N/2,
λk,N ≥ k2
(
1− π
2
12
)
µ− 1. (3.63)
Thus (λk,N ) verifies λk,N ≥ ak2, for 1 ≤ k ≤ N/2, with some a, independent
of N .
The sequence (rk,N ) is constructed as follows. Choose an increasing sequence,
(ρk)k≥1, and set {
r0,N = 1
rk,N = rN−k,N = ρk, 1 ≤ k ≤
⌊
N
2
⌋
.
(3.64)
Let, for p ≥ 1,
Kp =
∑
k≥1
ρpk
kp
1/p . (3.65)
Note that if Kp0 is finite then, for all p1 > p0, Kp1 is finite. With this notation
we have the following key estimate.
Lemma 3.4.2. For all p ≥ 2, there exist finite constants Bp, such that, for
z ∈ Cδ,
‖x(Nz)‖pp ≤ δpNBp (3.66)
if Kq is finite, with
1
p +
1
q = 1.
Proof. The Hausdorff-Young inequality (Lemma 3.4.1) gives us:
‖x(Nz)‖p ≤ Cq‖Nz‖q,F . (3.67)
Since z ∈ Cδ, we get
‖Nz‖qq,F ≤ δqNq−1
N−1∑
k=0
rqk,N
λ
q/2
k
. (3.68)
Then
N−1∑
k=0
rqk,N
λ
q/2
k
=
1
λ
q/2
0
+2
⌊N/2⌋∑
k=1
rqk,N
λ
q/2
k
≤ 1
λ
q/2
0
+
2
aq/2
⌊N/2⌋∑
k=1
ρqk
kq
≤ 1
λ
q/2
0
+
2
aq/2
Kqq = D
q
q
(3.69)
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which is finite if Kq is finite. Therefore,
‖x(Nz)‖pp ≤ δpN (q−1)
p
qCpqD
p
q , (3.70)
which gives us the result since (q − 1)pq = 1.
We have all what we need to estimate the capacity.
3.4.1.2 Capacity Estimates
Let us now prove our main theorem.
Proposition 3.4.3. There exists a constant A, such that, for all ε < ε0 and
for all N ,
cap
(
BN+ , B
N
−
)
NN/2−1
= ε
√
2πε
N−2 1√| det(∇Fγ,N (0))| (1 +R(ε,N)) , (3.71)
where |R(ε,N)| ≤ A√ε| ln ε|3.
The proof will be decomposed into two lemmata, one for the upper bound
and the other for the lower bound. The proofs are quite different but follow
the same idea. We have to estimate some integrals. We isolate a neighborhood
around the point O of interest. We get an approximation of the potential on
this neighborhood, we bound the remainder and we estimate the integral on
the suitable neighborhood.
In what follows, constants independent of N are denoted Ai.
Upper bound. The first lemma we prove is the upper bound for Proposition
3.4.3.
Lemma 3.4.4. There exists a constant A0 such that for all ε and for all N ,
cap
(
BN+ , B
N
−
)
NN/2−1
≤ ε
√
2πε
N−2 1√| det(∇Fγ,N (0))| (1 +A0ε| ln ε|2) . (3.72)
Proof. This lemma is proved in [21] in the finite dimension setting. We use
the same strategy, but here we take care to control the integrals appearing
uniformly in the dimension.
We will denote the quadratic approximation of G˜γ,N by F0, i.e.
F0(z) =
N−1∑
k=0
λk,N |zk|2
2
= −z
2
0
2
+
N−1∑
k=1
λk,N |zk|2
2
. (3.73)
On Cδ, we can control the non-quadratic part through Lemma 3.4.2.
Lemma 3.4.5. There exists a constant A1 and δ0, such that for all N , δ < δ0
and all z ∈ Cδ, ∣∣∣G˜γ,N (z)− F0(z)∣∣∣ ≤ A1δ4. (3.74)
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Proof. Using (3.59), we see that
G˜γ,N (z)− F0(z) = 1
4N
‖x(Nz)‖44. (3.75)
We choose a sequence (ρk)k≥1 such that K4/3 is finite.
Thus, it follows from Lemma 3.4.2, with A1 =
1
4B4, that∣∣∣∣∣G˜γ,N (z)− 12
N−1∑
k=0
λk,N |zk|2
∣∣∣∣∣ ≤ A1δ4, (3.76)
as desired.
We obtain the upper bound of Lemma 3.4.4 by choosing a test function h+.
We change coordinates from x to z as explained in (3.58). A simple calculation
shows that
‖∇h(x)‖22 = N−1‖∇h˜(z)‖22, (3.77)
where h˜(z) = h(x(z)) under our coordinate change.
For δ sufficiently small, we can ensure that, for z 6∈ Cδ with |z0| ≤ δ,
G˜γ,N (z) ≥ F0(z) = −z
2
0
2
+
1
2
N−1∑
k=1
λk,N |zk|2 ≥ −δ
2
2
+ 2δ2 ≥ δ2. (3.78)
Therefore, the strip
Sδ ≡ {x|x = x(Nz), |z0| < δ} (3.79)
separates RN into two disjoint sets, one containing I− and the other one con-
taining I+, and for x ∈ Sd \ Cδ, Gγ,N (x) ≥ δ2.
The complement of Sδ consists of two connected components Γ+,Γ− which
contain I+ and I−, respectively. We define
h˜+(z) =

1 for z ∈ Γ−
0 for z ∈ Γ+
f(z0) for z ∈ Cδ
arbitrary onSδ \ Cδ but ‖∇h+‖2 ≤ cδ .
, (3.80)
where f satisfies f(δ) = 0 and f(−δ) = 1 and will be specified later.
Taking into account the change of coordinates, the Dirichlet form (3.12)
evaluated on h+ provides the upper bound
Φ(h+) = N
N
2 −1ε
∫
z((BN−∪BN+ )c)
e−G˜γ,N (z)/ε
∥∥∥∇h˜+(z)∥∥∥2
2
dz (3.81)
≤ N N2 −1
[
ε
∫
Cδ
e−G˜γ,N (z)/ε (f ′(z0))
2
dz + εδ−2c2
∫
Sδ\Cδ
e−G˜γ,N (z)/εdz
]
.
The first term will give the dominant contribution. Let us focus on it first.
We replace G˜γ,N by F0, using the bound (3.74), and for suitably chosen δ, we
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obtain
∫
Cδ
e−G˜γ,N (z)/ε (f ′(z0))
2
dz ≤
(
1 + 2A1
δ4
ε
)∫
Cδ
e−F0(z)/ε (f ′(z0))
2
dz
=
(
1 + 2A1
δ4
ε
)∫
Dδ
e−
1
2ε
∑N−1
k=1 λk,N |zk|2dz1 . . . dzN−1
×
∫ δ
−δ
(f ′(z0))
2
ez
2
0/2εdz0.
Here we have used that we can write Cδ in the form [−δ, δ]×Dδ. As we want
to calculate an infimum, we choose a function f which minimizes the integral∫ δ
−δ (f
′(z0))
2
ez
2
0/2εdz0. A simple computation leads to the choice
f(z0) =
∫ δ
z0
e−t
2/2εdt∫ δ
−δ e
−t2/2εdt
. (3.82)
Therefore
∫
Cδ
e−G˜γ,N (z)/ε (f ′(z0))
2
dz ≤
∫
Cδ
e−
1
2ε
∑N−1
k=0 |λk,N ||zk|2dz( ∫ δ
−δ e
− 12ε z20dz0
)2 (1 + 2A1 δ4ε
)
.
(3.83)
Choosing δ =
√
Kε| ln ε|, a simple calculation shows that there exists A2 such
that
∫
Cδ
e−
1
2ε
∑N−1
k=0 |λk,N ||zk|2dz( ∫ δ
−δ e
− 12 z20/εdz0
)2 ≤ √2πεN−2 1√| det(∇Fγ,N (0))| (1 +A2ε). (3.84)
The second term in (3.81) is bounded above in the following lemma.
Lemma 3.4.6. For δ =
√
Kε| ln(ε)| and ρk = 4kα, with 0 < α < 1/4, there
exists A3 <∞, such that for all N and 0 < ε < 1,
∫
Sδ\Cδ
e−G˜γ,N (z)/εdz ≤ A3
√
2πε
N−2√|det (∇2Fγ,N (O))|ε3K/2+1. (3.85)
Proof. Clearly, by (3.59),
G˜γ,N (z) ≥ −z
2
0
2
+
1
2
N−1∑
k=1
λk,N |zk|2. (3.86)
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Thus∫
Sδ\Cδ
e−G˜γ,N (z)/εdz
≤
∫ δ
−δ
dz0
∫
∃N−1k=1 :|zk|≥δrk,N/
√
λk,N
dz1 . . . dzN−1e−
1
2ε
∑N−1
k=0 λk,N |zk|2
≤
∫ δ
−δ
e+z
2
0/2εdz0
N−1∑
k=1
∫
|zk|≥δrk,N/
√
λk,N
e−λk,N |zk|
2/2εdzk
×
∏
1≤i 6=k≤N−1
∫
R
e−λi,N |zi|
2/2εdzi
≤ 2eδ2/2ε
√
2ε
π
√√√√N−1∏
i=1
2πελ−1i,N
N−1∑
k=1
r−1k,ne
−δ2r2k,N/2ε. (3.87)
Now,
N−1∑
k=1
r−1k,Ne
−δ2r2k,N/2ε =
⌊N2 ⌋∑
k=1
r−1k,Ne
−δ2r2k,N/2ε +
N−1∑
k=⌊N2 ⌋+1
r−1N−k,Ne
−δ2r2N−k,N/2ε
≤ 2
∞∑
k=1
ρ−1k e
−δ2ρ2k/2ε. (3.88)
We choose ρk = 4k
α with 0 < α < 1/4 to ensure that K4/3 is finite. With our
choice for δ, the sum in (3.88) is then given by
1
4
∞∑
n=1
n−αε8Kn
2α ≤ 1
4
ε2K
∞∑
n=1
ε6Kn
2α ≤ Cε2K , (3.89)
since the sum over n is clearly convergent. Putting all the parts together, we
get that∫
Sδ\Cδ
e−G˜γ,N (z)/εdz ≤ Cε3K/2+1
√
2πε
N−2 1√|det (∇2Fγ,N (O))| (3.90)
and Lemma 3.4.6 is proven.
Finally, using (3.83), (3.81), (3.84), and (3.85), we obtain the upper bound
Φ(h+)
NN/2−1
≤ ε
√
2πε
N−2√| det(∇Fγ,N (0))| (1 +A2ε)
(
1 + 2A1ε| ln ε|2 +A′3ε3K/2
)
(3.91)
with the choice ρk = 4k
α, 0 < α < 1/4 and δ =
√
Kε| ln ε|. Note that all
constants are independent of N . Thus Lemma 3.4.4 is proven.
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Lower Bound The idea here (as already used in [12]) is to get a lower bound
by restricting the state space to a narrow corridor from I− to I+ that contains
the relevant paths and along which the potential is well controlled. We will
prove the following lemma.
Lemma 3.4.7. There exists a constant A4 <∞ such that for all ε and for all
N ,
cap
(
BN+ , B
N
−
)
NN/2−1
≥ ε
√
2πε
N−2 1√| det(∇Fγ,N (0))|
(
1−A4
√
ε| ln ε|3
)
. (3.92)
Proof. Given a sequence, (ρk)k≥1, with rk,N defined as in (3.64), we set
Ĉδ =
{
z0 ∈]− 1 + ρ, 1− ρ[, |zk| ≤ δ rk,N/
√
λk,N
}
. (3.93)
The restriction |z0| < 1−ρ is made to ensure that Ĉδ is disjoint from B± since
in the new coordinates (3.58) I± = ±(1, 0, . . . , 0).
Clearly, if h∗ is the minimizer of the Dirichlet form, then
cap
(
BN− , B
N
+
)
= Φ(h∗) ≥ ΦĈδ(h∗), (3.94)
where ΦĈδ is the Dirichlet form for the process on Ĉδ,
ΦĈδ(h) = ε
∫
Ĉδ
e−Gγ,N (x)/ε‖∇h(x)‖22dx
= NN/2−1ε
∫
z(Ĉδ)
e−G˜γ,N (z)/ε‖∇h˜(z)‖22dz. (3.95)
To get our lower bound we now use simply that
‖∇h˜(z)‖22 =
N−1∑
k=0
∣∣∣∣∣∂h˜∗∂zk
∣∣∣∣∣
2
≥
∣∣∣∣∣∂h˜∗∂z0
∣∣∣∣∣
2
, (3.96)
so that
Φ(h∗)
NN/2−1
≥ ε
∫
z(Ĉδ)
e−G˜γ,N (z)/ε
∣∣∣∂h˜∗
∂z0
(z)
∣∣∣2dz = Φ˜Ĉδ(h˜∗) ≥ minh∈H Φ˜Ĉδ(h˜). (3.97)
The remaining variational problem involves only functions depending on the
single coordinate z0, with the other coordinates, z⊥ = (zi)1≤i≤N−1, appearing
only as parameters. The corresponding minimizer is readily found explicitly as
h˜−(z0, z⊥) =
∫ 1−ρ
z0
eG˜γ,N (s,z⊥)/εds∫ 1−ρ
−1+ρ e
G˜γ,N (s,z⊥)/εds
(3.98)
and hence the capacity is bounded from below by
cap
(
BN− , B
N
+
)
NN/2−1
≥ Φ˜Ĉδ(h˜−) = ε
∫
Ĉ⊥δ
(∫ 1−ρ
−1+ρ
eG˜γ,N (z0,z⊥)/εdz0
)−1
dz⊥. (3.99)
Next, we have to evaluate the integrals in the r.h.s. above. The next lemma
provides a suitable approximation of the potential on Ĉδ. Note that since z0 is
no longer small, we only expand in the coordinates z⊥.
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Lemma 3.4.8. Let rk,N be chosen as before with ρk = 4k
α, 0 < α < 1/4.
Then there exists a constant, A5, and δ0 > 0, such that, for all N and δ < δ0,
on Ĉδ,∣∣∣∣∣G˜γ,N (z)−
(
−1
2
z20 +
1
4
z40 +
1
2
N−1∑
k=1
λk,N |zk|2 + z20f(z⊥)
)∣∣∣∣∣ ≤ A5δ3, (3.100)
where
f(z⊥) ≡ 3
2
N−1∑
k=1
|zk|2. (3.101)
Proof. We analyze the non-quadratic part of the potential on Ĉδ, using (3.59)
and (3.51)
1
N
‖x(Nz)‖44 =
1
N
N−1∑
i=0
|xi(Nz)|4 = 1
N
N−1∑
i=0
∣∣∣∣∣z0 +
N−1∑
k=1
ωikzk
∣∣∣∣∣
4
=
z40
N
N−1∑
i=0
|1+ui|4
(3.102)
where ui =
1
z0
∑N−1
k=1 ω
ikzk. Note that
∑N−1
i=0 ui = 0 and u =
1
z0
x (N(0, z⊥))
and that for z ∈ R̂N , ui is real. Thus
N−1∑
i=0
|1 + ui|4 = N +
N−1∑
i=0
(
6u2i + 4u
3
i + u
4
i
)
, (3.103)
we get that∣∣∣∣ 1N ‖x(Nz)‖44 − z40(1 + 6N
N−1∑
i=0
u2i
)∣∣∣∣ ≤ z40N (4‖u‖33 + ‖u‖44) . (3.104)
A simple computation shows that
6
N
∑
i
u2i =
6
z20
∑
k 6=0
|zk|2. (3.105)
Thus as |z0| ≤ 1, we see that∣∣∣∣∣∣ 1N ‖x(Nz)‖44 − z40 − 6z20
∑
k 6=0
|zk|2
∣∣∣∣∣∣ ≤ 1N (4‖x(N(0, z⊥))‖33 + ‖x(N(0, z⊥))‖44).
(3.106)
Using again Lemma 3.4.2, we get
‖x(N(0, z⊥))‖33 ≤ B3Nδ3
‖x(N(0, z⊥))‖44 ≤ B4Nδ4.
Therefore, Lemma 3.4.8 is proved, with A5 = 4B3 +B4δ0.
We use Lemma 3.4.8 to obtain the upper bound∫ 1−ρ
−1+ρ
eG˜γ,N (z0,z⊥)/εdz0 ≤ exp
 1
2ε
∑
k 6=0
λk,N |zk|2 + A5δ
3
ε
 g(z⊥), (3.107)
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where
g(z⊥) =
∫ 1−ρ
−1+ρ
exp
(
−ε−1
(
1
2
z20 −
1
4
z40 − z20f(z⊥)
))
dz0. (3.108)
This integral is readily estimate via Laplace’s method as
g(z⊥) =
√
2πε√
1− 2f(z⊥)
(1 +O(ε)) =
√
2πε
(
1 +O(ε) +O(δ2)
)
. (3.109)
Inserting this estimate into (3.99), it remains to carry out the integrals over
the vertical coordinates which yields
Φ˜Ĉδ(h˜
−) ≥ ε
∫
Ĉ⊥δ
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2 − A5δ
3
ε
)
dz⊥√
2πε
(
1 +O(ε) +O(δ2)
)
=
√
ε
2π
∫
Ĉ⊥δ
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
dz⊥
×
(
1 +O(ε) +O(δ2) +O
(
δ3
ε
))
. (3.110)
The integral is readily bounded by∫
Ĉ⊥δ
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
dz⊥ ≥
∫
RN−1
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
dz⊥
−
N−1∑
k=1
∫
R
dz1 . . .
∫
|zk|≥δrk,N/
√
λk,N
. . .
∫
R
dzN−1 exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
≥
√
2πε
N−1 N−1∏
i=1
√
λi,N
−1
(
1−
√
2ε
π
δ−1
N−1∑
k=1
r−1k,Ne
−δ2r2k,N/2ε
)
=
√
2πε
N−1 1√|detFγ,N (O)| (1 +O(εK)) ,
when δ =
√
Kε ln ε and O(εK) uniform in N . Putting all estimates together,
we arrive at the assertion of Lemma 3.4.7.
3.4.2 Uniform estimate of the mass of the equilibrium
potential
We will prove the following proposition.
Proposition 3.4.9. There exists a constant A6 such that, for all ε < ε0 and
all N ,
1
NN/2
∫
BN+
c
h∗BN− ,BN+ (x)e
−Gγ,N (x)/εdx =
√
2πε
N
exp
(
1
4ε
)√
det(∇Fγ,N (I−))
(1 +R(N, ε)) ,
(3.111)
where |R(N, ε)| ≤ A6
√
ε| ln ε|3.
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Proof. The predominant contribution to the integral comes from the minimum
I−, since around I+ the harmonic function h∗BN− ,BN+
(x) vanishes.
The proof will go in two steps. We define the tube in the z0-direction,
C˜δ ≡
{
z : ∀k≥1|zk| ≤ δrk,N/
√
λk,N
}
, (3.112)
and show that the mass of the complement of this tube is negligible. In a
second step we show that within that tube, only the neighborhood of I− gives
a relevant and indeed the desired contribution. The reason for splitting our
estimates up in this way is that we have to use different ways to control the
non-quadratic terms.
Lemma 3.4.10. Let rk,N be chosen as before and let δ =
√
Kε| ln ε|. Then
there exists a finite numerical constant, A7, such that for all N ,
1
NN/2
∫
C˜cδ
e−Gγ,N (x)/εdx ≤ A7
√
2πε
N e
1
4ε√
det(∇Fγ,N (O))
εK . (3.113)
The same estimate holds for the integral over the complement of the set
Dδ ≡ {x : |z0 − 1| ≤ δ ∨ |z0 + 1| ≤ δ} . (3.114)
Proof. Recall that z0 =
1
N
∑N−1
i=0 xi. Then we can write
Gγ,N (x) = −1
2
z20+
1
4
z40+
1
2N
(x,∆x)− 1
2N
‖x‖22+
1
2
z20+
1
4N
‖x‖44−
1
4
z40 . (3.115)
Notice first that by applying the Cauchy-Schwartz inequality, it follows that
z40 = N
−4
(
N−1∑
i=0
xi
)4
≤ N−2
(
N−1∑
i=0
x2i
)2
≤ N−1
N−1∑
i=0
x4i . (3.116)
Moreover, N−1‖x‖22 = ‖z‖22, so that expressed in the variables z,
Gγ,N (x) ≥ −1
2
z20 +
1
4
z40 +
1
2N
(x,∆x)− 1
2
N−1∑
k=1
z2k
= −1
2
z20 +
1
4
z40 +
1
2
N−1∑
k=1
λk,Nz
2
k.
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Therefore, as in the estimate (3.87),∫
C˜cδ
e−G˜γ,N (z)/εdz ≤
∫
R
e−ε
−1(z40/4−z20/2)dz0
×
N−1∑
k=1
∫
|zk|≥δrk,N/
√
λk,N
e−λk,N |zk|
2/2εdzk
×
∏
1≤i 6=k≤N−1
∫
R
e−λi,N |zi|
2/2εdzi
≤
∫
R
e−ε
−1(z40/4−z20/2)dz0δ−1
√
ε
√√√√N−1∏
i=1
2πελ−1i,N
×
N−1∑
k=1
r−1k,Ne
−δ2r2k,N/2ε
≤
∫
R
e−ε
−1(z40/4−z20/2)
√√√√N−1∏
i=1
2πελ−1i,NCε
K . (3.117)
Since clearly, ∫
R
e−ε
−1(z40/4−z20/2)dz0 = 2
√
πεe1/4ε(1 +O(ε)), (3.118)
this proves the first assertion of the lemma.
Quite clearly, the same bounds will show that the contribution from the set
where |z0±1| ≥ δ are negligible, by just considering now the fact that the range
of the integral over z0 is bounded away from the minima in the exponent.
Finally, we want to compute the remaining part of the integral in (3.111),
i.e. the integral over C˜δ ∩ {x : |z0 + 1| ≤ δ}. Since the eigenvalues of the
Hessian at I−, νk,N , are comparable to the eigenvalues λk,N for k ≥ 1 in the
sense that there is a finite positive constant, c2µ, depending only on µ, such that
λk,N ≤ νk,N ≤ c2µλkN , and since ν0,N = 2, this set is contained in Ccµδ, where
Cδ(I−) ≡
{
z ∈ R̂N : |z0 + 1| ≤ δ√
ν0
, |zk| ≤ δ rk,N√
νk,N
1 ≤ k ≤ N − 1
}
.
(3.119)
It is easy to verify that on Cδ(I−), there exists a constant, A8, s.t.
‖z − z(I−)‖22 ≤ δ2
N−1∑
k=0
r2k,N
νk,N
≤ δ2A8K22 . (3.120)
and so, for δ =
√
Kε| ln ε|, Cδ(I−) ⊂ z(B−).
On Cδ(I−) we have the following quadratic approximation.
Lemma 3.4.11. For all N ,
G˜γ,N (z) +
1
4
− 1
2
N−1∑
k=0
νk,N |zk|2 = R(z) (3.121)
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and there exists a constant A9 and δ0 such that, for δ < δ0, on Cδ(I−)
|R(z)| ≤ A9δ3 (3.122)
where the constants (ρk) are chosen as before such that K4/3 is finite.
Proof. The proof goes in exactly the same way as in the previous cases and is
left to the reader.
With this estimate it is now obvious that∫
Cδ(I−)
h˜∗BN− ,BN+ (z)e
−G˜γ,N (z)/εdz =
∫
Cδ(I−)
e−G˜γ,N (z)/εdz
= e1/4ε
√
2πε
N√
det∇2Fγ,N (I−)
(
1 +O(δ3/ε)
)
,
Using that h˜∗
BN− ,B
N
+
(z) vanishes on BN+ and hence on Cδ(I+), this estimate
together with Lemma 3.4.10 proves the proposition.
3.4.3 Proof of Theorem 3.3.1
Proof. The proof of Theorem 3.3.1 is now an obvious consequence of (3.19)
together with Propositions 3.4.3 and 3.4.9.
Chapitre 4
Formule d’Eyring-Kramers en
dimension infinie
Dans cette partie soumise sous forme d’article, nous prouvons rigoureuse-
ment les temps de transition pour une certaine classe d’e´quations aux de´rive´es
partielles stochastique de´finie sur un intervalle compact en espace pour les
conditions au bord de Dirichlet et Neumann. Il est la prolongation naturelle du
chapitre pre´ce´dent puisque nous y utilisons, en les ge´ne´ralisant un peu, les es-
timations des capacite´s uniforme´ment en la dimension. Cet article a e´te´ soumis
aux Annales de l’Institut Henri Poincare´ : Probabilite´s et Statistiques.
Sharp asymptotics of metastable transition times for one
dimensional SPDEs
Abstract We consider a class of parabolic semi-linear stochastic partial dif-
ferential equations driven by space-time white noise on a compact space inter-
val. Our aim is to obtain precise asymptotics of the transition times between
metastable states. A version of the so-called Eyring-Kramers Formula is proven
in an infinite dimensional setting. The proof is based on a spatial finite differ-
ence discretization of the stochastic partial differential equation. The expected
transition time is computed for the finite dimensional approximation and con-
trolled uniformly in the dimension.
MSC 2010 subject classification: 82C44; 60H15, 35K57.
Key-words: Metastability, metastable transition time, parabolic stochas-
tic partial differential equations, reaction-diffusion equations, stochastic Allen-
Cahn equations, Eyring-Kramers formula.
4.1 Introduction
Metastability is a phenomenon which concerns systems with several stable
states. Due to perturbations (either deterministic or stochastic) the system
undergoes a shift of regime and reaches a new stable state (see e.g. [27] by
Cassandro, Galves, Olivieri and Vares, the book [82] by Olivieri and Vares and
the lecture notes [18] by Bovier). Typical examples of metastable behavior can
be found in chemistry, physics (for models of phase transition) and ecology.
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In this article, our aim is to understand metastability for a class of stochas-
tic partial differential equations. We consider the Allen-Cahn (or Ginzburg-
Landau) model which represents the behavior of an elastic string in a viscous
stochastic environment submitted to a potential (see e.g. Funaki [49]). This
model has other interpretations in quantum field theory (see [42, 28] and the
references therein) and in statistical mechanics as a reaction diffusion equation
modeling phase transitions and evolution of interfaces (see Brassesco and Butta`
[23, 24]).
More precisely, we deal with the following equation, for (x, t) ∈ [0, 1]× R+
∂tu(x, t) = γ∂xxu(x, t)− V ′(u(x, t)) +
√
2εW (4.1)
where γ > 0. W is a space-time white noise on [0, 1]×R+ in the sense of Walsh
[96] and ε > 0 is the intensity of the noise. V is a smooth real valued function
on R called a local potential. We consider two boundary conditions: Dirichlet
boundary conditions (for all t ∈ R+, u(0, t) = u(1, t) = 0) and Neumann
boundary conditions (∂xu(0, t) = ∂xu(1, t) = 0). The initial condition is given
by a continuous function u0 which satisfies the given boundary conditions.
Existence and uniqueness of a Ho¨lder-continuous solution in the mild sense
have been proved by Gyo¨ngy and Pardoux in [55].
Faris and Jona-Lasinio in [42] were among the first ones to analyze Equation
(4.1) for a double well potential
V (x) =
x4
4
− x
2
2
. (4.2)
In this case, V has only two minima which are +1 and −1. One expects that
the model (4.1) has several stable states and that a metastable behavior occurs.
The authors introduced a functional potential S and interpreted (4.1) as the
stochastic perturbation of an infinite dimensional gradient system:
∂tu = −δS
δφ
+
√
2εW (4.3)
where for φ a differentiable function,
S(φ) =
∫ 1
0
γ
2
|φ′(x)|2 + V (φ(x))dx. (4.4)
S represents the free energy. δSδφ is the Fre´chet derivative of S i.e. the infinite
dimensional gradient of S.
For more general functions V (real valued C3 functions), we can define a
similar potential S as in (4.4) which determines a potential landscape. Under
the stochastic perturbation, this potential landscape is explored by the process
u defined in (4.1). While the system without noise (i.e. ε = 0) has several stable
fixed points (which are the minima of S), for ε > 0 transitions between these
fixed points will occur at a suitable timescale. The transition paths go through
the lowest saddle points. Thus, minima and saddle points of S have a key role
to understand metastability but it is often a hard task, given a potential V (and
thus S), to completely compute and comprehend the geometrical structure of
the energy landscape. However, some elegant methods exist (see e.g. [43, 97]).
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The model (4.3) is an infinite dimensional generalization of the finite di-
mensional systems investigated by Freidlin and Wentzell [47] and by Bovier,
Eckhoff, Gayrard and Klein in [21, 22]. Moreover, we will see that (4.1) is
rigorously the limit of a gradient finite dimensional system (via a spatial finite
difference approximation).
Our aim is to derive precise asymptotics of the expected transition time i.e.
the time needed, starting from a minimum φ0 of S, to hit a set of lower minima.
We define the hitting time τε(B) by τε(B) = inf {t > 0, u(t) ∈ B} where B is a
disjoint union of small ball around some minima of S lower than φ0. We prove
that the expected time, Eφ0 [τε(B)], has a very distinctive form known as the
Arrhenius equation (Theorem 4.2.1). This expectation reads
Eφ0 [τε(B)] = Ae
E/ε(1 +O(
√
ε |ln(ε)|3/2)) (ε→ 0) (4.5)
where E is the activation energy and A is the prefactor. E was computed
by Faris and Jona-Lasinio for the double well potential (4.2) using a large
deviation approach (Theorem 1.1 [42]). E is exactly the minimum height of
potential that a pathway has to overcome to reach B starting from φ0. The
prefactor A is a constant (for our set of hypotheses) and depends only on the
local geometry of the potential S near the minimum φ0 and near the passes
(or saddle points) from φ0 to the set B. The order O(
√
ε |ln(ε)|3/2) of the
error term comes directly from the local approximation of the potential S by
its quadratic part.
For the double well potential (4.2) with Dirichlet boundary conditions, Faris
and Jona-Lasinio proved that S has only two global minima, denoted m and
−m (which away from the boundary, correspond roughly to the constant func-
tions 1 and −1 resp.). For some γ, this model has a unique saddle point σ = 0
(the constant function 0). We deduce from Theorem 4.2.1 that E−m[τε(B+)],
for a small ball B+ in the suitable norm around m, takes the form (4.5) with
E = S(σ)− S(−m) and
A =
2π
|λ−(σ)|
√√√√+∞∏
k=1
|λk(σ)|
|λk(−m)| (4.6)
where (λk(φ))k>1 are the eigenvalues of the second Fre´chet derivative of the
potential S at a point φ and λ−(σ) is the unique negative eigenvalue at the
saddle point σ. Using asymptotic expansion of the eigenvalues, we prove that
the infinite product converges. This quantity is similar to the ratio of the de-
terminants of the Hessian matrices obtained in the finite dimensional case (see
[21]). We also mention the fact that this infinite product has a nice expres-
sion in terms of solutions of linear differential equations (see e.g. Levit and
Smilansky [74]).
Kramers in [68] investigated the case of a one dimensional diffusion as a
model for chemical reactions and expresses rates instead of expectations. Pre-
vious computations leading to similar rates was made by Eyring in [41]. Their
formula is known as the Eyring-Kramers formula. It takes the form (4.5) with
the prefactor given by a formula similar to (4.6) but with a single factor in the
product (there is only one eigenvalue).
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Similar Eyring-Kramers formulas exist through a wide range of reversible
Markovian models from Markov chains, stochastic differential equations. For
finite dimensional diffusions, Freidlin and Wentzell in [47], proving that these
systems obey a large deviation principle, obtained the activation energy in
terms of the rate function. In recent years, the potential theory approach ini-
tiated by Bovier, Eckhoff, Gayrard and Klein in [21, 22] allowed to give very
precise results and led to a proof of the Eyring-Kramers formula for gradient
drift diffusions in finite dimension. Moreover, the potential approach was orig-
inated from Markov chains (see [15, 16, 18]) and have been refined to obtain
metastable transition times for specific models (see e.g. [12, 19]).
Formula (4.6) is then the extension of the Eyring-Kramers formula to a class
of one-dimensional SPDEs (4.1). Maier and Stein in [76] obtained heuristically
this formula and Vanden-Eijnden and Westdickenberg in [94] conducted similar
computations.
Specifically, the system (4.1) and its metastable behavior have been studied
for at least thirty years using mainly large deviation principle and compari-
son estimates between the deterministic process ((4.1) with ε = 0) and the
stochastic process defined by (4.1). Cassandro, Olivieri, Picco [28] obtained
asymptotics similar to those obtained by Faris and Jona-Lasinio [42] when the
size of the space interval is not fixed and goes to infinity as ε goes to 0 suffi-
ciently slowly. These results first prove the existence of a suitable exponential
timescale in which the process undergoes a transition.
In the same case as (4.2), Martinelli, Olivieri and Scoppola [78] obtained
the asymptotic exponentiality of the transition times (Theorem 4.1 [78]). Also,
Brassesco [23] proved that the trajectories of this system exhibit characteristics
of a metastable behavior: the escape from the basin of attraction of the mini-
mum −m occurs through the lowest saddle points (Theorem 2.1 [23]) and the
process starting from −m spends most of its time before the transition near
−m (Theorem 2.2 [23]).
In this paper, we consider a local potential V (satisfying Assumptions 4.2.1
and 4.2.4) and we rigorously prove an infinite dimensional version of the Eyring-
Kramers formula. Our method relies on a spatial finite difference approxima-
tion of Equation (4.1) introduced by Berglund, Fernandez and Gentz in [9, 10]
as a model of coupled particles submitted to a potential. The computation of
the expected transition time for the approximated system gives us the pref-
actor, the activation energy and some error terms. We need to control the
behavior of these error terms as the step of discretization goes to 0 (or equiv-
alently as the dimension N of the approximated system goes to +∞). To this
aim, we adapt results from [4] by Bovier, Me´le´ard and the author.
As proved by Funaki [49] and Gyo¨ngy [52], the solution of the approximated
system converges to the solution of the SPDE. By combining different results
from SPDE theory, large deviation theory (from Chenal and Millet [30]) and
Sturm-Liouville theory we are able to take the limit of the finite dimensional
model in order to retrieve the SPDE (4.1). We also need to adapt estimates
on the loss of the memory of the initial condition (from Martinelli, Olivieri,
Scoppola and Sbano [78, 77]) uniformly in the dimension.
The use of spatial finite difference approximation is quite natural since we
consider our SPDEs in the sense of Walsh [96], limited to the case of space-
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time white noise. Other approximations could be possible, notably the Galerkin
approximation should lead to similar results for a different class of SPDEs in
the framework of Da Prato and Zabczyk (see the book [35]).
The article is organized as follows. In Section 4.2, we present the equation,
the assumptions, the main theorem (Theorem 4.2.1) and a sketch of its proof.
Then in Section 4.3, we adapt the convergence of the approximations and
prove convergence of the approximated transition times. In Section 4.4, we
state large deviations estimates by Chenal and Millet [30], contraction results
by Martinelli, Olivieri, Scoppola and Sbano [78, 77] and prove a uniform control
in the initial condition uniformly in the dimension. In Section 4.5, we recall
results about eigenvalues and eigenvectors of Sturm-Liouville problems and
prove the convergence of the prefactor. In the last section, we compute the
expected transition times uniformly in the dimension.
We will use the following notations henceforth. For a functional space
C, equipped with a norm ‖·‖C , we denote by Cbc the closed subspace in the
C topology of the functions in C satisfying the suitable boundary conditions
(Dirichlet or Neumann). For f ∈ L∞([0, 1] × [0, T ]) we set the norm of this
space ‖f‖∞,T or simply ‖f‖∞ when T = +∞.
Acknowledgments. I am very grateful to Anton Bovier and Sylvie Me´le´ard
for suggesting this topic and for constant help and advice. I am indebted to
the Hausdorff Center for Mathematics Bonn for financial support of numerous
visits to Bonn. Part of the work in this paper has been realized at the Technion
in Haifa at the invitation of Dima Ioffe whom I thank for his kind hospitality.
The research on this project was supported by ANR MANEGE.
4.2 Results
4.2.1 The Equation
The assumptions are of two kinds: some on the local potential V , others
on the functional potential S. We first start with the hypotheses on V .
Assumption 4.2.1. We suppose that:
– V is C3 on R.
– V is convex at infinity: there exist R, c > 0 such that for |u| > R
V ′′(u) > c > 0. (4.7)
– V grows at infinity at most polynomially: there exist p, C > 0 such that
V (u) < C(1 + |u|p). (4.8)
These hypotheses are made to avoid complications for the definition of the
solution u of (4.1) and to allow the computations of the derivatives of S. Note
that equation (4.7) implies in particular that the drift −V ′ satisfies a one sided
linear growth condition: there exists C > 0 such that for all u ∈ R
−uV ′(u) < C(1 + u2). (4.9)
132
CHAPITRE 4. FORMULE D’EYRING-KRAMERS EN DIMENSION
INFINIE
Let (Ω,F ,P) be a probability space on which we define a space-time white
noise W as defined in [96] equipped with a filtration (Ft)t>0 with the usual
properties. The integrable processes for the white noise are the predictable
measurable processes in L2(Ω × R+ × [0, 1]). We denote by gt(x, y) the den-
sity of the semi-group generated by γ∂xx on [0, 1] with the suitable boundary
conditions.
Let us recall that a random field u is a mild solution of (4.1) if
1. u is almost surely continuous on [0, 1]× R+ and predictable
2. for all (x, t) ∈ [0, 1]× R+
u(x, t) =
∫ 1
0
gt(x, y)u0(y)dy −
∫ t
0
∫ 1
0
gt−s(x, y)V ′(u(y, s))dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds). (4.10)
We state from [55] the following result on the existence, uniqueness and
regularity of the solution (valid under the one sided linear growth condition
(4.9)) for Dirichlet and Neumann boundary conditions.
Proposition 4.2.2 ([55]). For every initial condition u0 ∈ Cbc([0, 1]), the
stochastic partial differential equation (4.1) has a unique mild solution. More-
over for all T > 0 and p > 1,
E
[
sup
[0,T ]×[0,1]
|u(x, t)|p
]
6 C(T, p). (4.11)
The random field u is essentially 12 -Ho¨lder in space and
1
4 -Ho¨lder in time.
The proof of Proposition 4.2.2 is standard and uses mainly estimates on the
density gt(x, y). The estimate (4.11) is straightforward if the drift is globally
Lipschitz and bounded. For our case, it holds via a localization argument and
the use of a comparison theorem from [55]. Details can be found in the PhD
thesis of the author (Lemma A.3.9).
Remark. The definition of the stochastic convolution (the last expression of
the right-hand side of (4.10)) requires the density of the semi-group to be
in L2([0, 1] × [0, T ]) for every T > 0. Unfortunately, that is only true in
dimension one. For higher dimensions, the stochastic convolution does not
define a classical function but a distribution in a Sobolev space of negative
index [96].
4.2.2 Stationary Points
As for the finite dimensional case, the minima and saddle points of S play a
crucial role. To this end, we first specify what is the “gradient” (or the Fre´chet
derivative) of the functional S. Let us recall that S is defined, for φ ∈ H1bc, by
S(φ) =
∫ 1
0
γ
2
|φ′(x)|2 + V (φ(x))dx. (4.12)
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For φ, h in C2bc([0, 1]) we have a Taylor expansion of S at the second order
in h
S(φ+ h) = S(φ) +DφS(h) +
1
2
D2φS(h, h) +O(‖h‖2C2) (4.13)
where ‖h‖C2 = ‖h‖∞ + ‖h′‖∞ + ‖h′′‖∞. By integration by parts we compute
the differentials DφS and D
2
φS. The first order differential is a linear functional
which takes the form
DφS(h) =
∫ 1
0
[−γφ′′(x) + V ′(φ(x))]h(x)dx. (4.14)
The Fre´chet derivative is δSδφ = −γφ′′(x) + V ′(φ(x)). The second order deriva-
tive (the Hessian operator) takes the form
D2φS(h, h) =
∫ 1
0
h(x)[−γh′′(x) + V ′′(φ(x))h(x)]dx. (4.15)
We denote by HφS the Hessian operator at φ:
HφSh(x) = −γh′′(x) + V ′′(φ(x))h(x). (4.16)
The Hessian operator is a Sturm-Liouville operator.
We say that φ is a stationary point of S if φ is solution of the non-linear
differential equation
δS
δφ
= −γφ′′ + V ′(φ) = 0. (4.17)
Let us now fix two points φ, ψ ∈ Cbc([0, 1]) and define some quantities.
Γ(φ→ ψ) = {f, f(0) = φ, f(1) = ψ, f ∈ C([0, 1], Cbc([0, 1]))} (4.18)
is the set of continuous paths from φ to ψ. For f ∈ Γ(φ → ψ), f̂ denotes the
set of maxima of the path f ,
f̂ =
{
f(t0), t0 ∈ argmax
t∈[0,1]
S(f(t))
}
. (4.19)
The saddle points are passes from a valley to another one. The definition uses
this idea.
Definition 4.2.3 (Saddles). For any φ, ψ ∈ Cbc([0, 1]), we define Ŝ(φ, ψ), the
minimum height needed to go from φ to ψ
Ŝ(φ, ψ) = Ŝ(ψ, φ) = inf
{
S(x), x ∈ f̂ , f ∈ Γ(φ→ ψ)
}
. (4.20)
For φ, ψ such that Ŝ(φ, ψ) < ∞, we denote S (φ, ψ) the set of admissible
saddles: the points which realize the maximum along a minimal pathway
S (φ, ψ) =
{
σ ∈ Cbc([0, 1]), S(σ) = Ŝ(φ, ψ), ∃f ∈ Γ(φ→ ψ), σ ∈ f̂
}
. (4.21)
The set of admissible saddle points is very important to compute the pref-
actor of the mean transition times. Near these points the process spends the
most crucial time as it passes from a basin of attraction to another one.
We now present the assumptions on S.
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Assumption 4.2.4. We suppose that:
– S has a finite number of minima and saddle points.
– All the minima and saddle points of S are non-degenerate (i.e. hyper-
bolic): at each point, the Hessian operator has non-zero eigenvalues.
Assumptions 4.2.4 are structural. The finite number of stationary points
provides a simple generalization of the case where there is only one saddle
point. It also implies that the stationary points are isolated, e.g. we do not
consider the case of periodic stable orbits. The non-degeneracy condition is
necessary in order to approximate locally at the minima and saddle points the
potential by its quadratic part. If this is not the case the prefactor in (4.5) is
not a constant but should have a dependence in ǫ.
Connections between Assumptions 4.2.1 and 4.2.4 are not straightforward.
Proving that a given potential S satisfies Assumption 4.2.4 is not easy, a precise
analysis is often needed. Moreover if we want to investigate the dependence of
the potential S on the parameter γ, bifurcations can occur and the landscape
do not satisfy Assumption 4.2.4 for some critical values of γ. See Berglund,
Fernandez and Gentz [9, 10] for the finite and infinite dimensional cases for the
double well potential. However, results exist (see [6] and references therein) on
the generality of Assumption 4.2.4.
In addition, under Assumptions 4.2.4 and 4.2.1, the deterministic dynamical
system (i.e. (4.1) without the white noise) satisfies a Morse-Smale structure
(see [26, 43] and the references therein). This means that the attractor of the
dynamical system consists of equilibria and heteroclinic orbits connecting these
equilibria. Methods were developed by Fiedler and Rocha in [43], by Wolfrum
in [97] to compute the global attractor of the deterministic system.
Remark. H1 is the convenient functional space for the process since S(φ) < +∞
if and only if φ is in H1([0, 1]). In fact from the upper bound (4.8) and lower
bound (4.7) on V we get
C1(‖φ‖2H1 − 1) 6 S(φ) 6 C ′1(‖φ‖2H1 + ‖φ‖pH1 + 1). (4.22)
Each function in H1([0, 1]) is continuous and even α-Ho¨lder continuous (for
0 < α < 12 ).
For each φ ∈ C([0, 1]), we define the quantity Det(HφS):
– for Dirichlet boundary conditions, let f be the solution on [0, 1] of
HφSf = 0 f(0) = 1 f ′(0) = 0 (4.23)
then Det(HφS) = f(1)
– for Neumann boundary conditions, let f be the solution on [0, 1] of
HφSf = 0 f(0) = 0 f ′(0) = 1 (4.24)
then Det(HφS) = f ′(1).
Let us recall that, as a regular Sturm-Liouville operator, HφS has a count-
able number of eigenvalues, all of them real. We denote by (λk(φ))k>1 the se-
quence of these eigenvalues in the increasing order. The definition of Det(HφS)
is justified by the following lemma.
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Lemma 4.2.5 ([74]). For any φ and ψ with non-degenerate Hessian operator,
the infinite product
∏∞
k=1
λk(φ)
λk(ψ)
is convergent and we have
∞∏
k=1
λk(φ)
λk(ψ)
=
Det(HφS)
Det(HψS) . (4.25)
This lemma relates the infinite product of the ratio of eigenvalues to a ratio
of terminal values of solutions. We find an elementary proof in [74] by Levit and
Smilansky which relies on two different expressions of the Green function asso-
ciated to the problem HφSf = 0 satisfying the boundary conditions. In fact,
the Green function could either be expressed using the spectral decomposition
of HφS or expressed as a linear combination of two well-chosen fundamental
solutions (of the second order linear differential equation).
4.2.3 Main results
Before stating the main result, we describe the set of minima and saddle
points. In fact, the prefactor depends greatly on the geometry of a graph
connecting the minima to each other through the saddle points (so-called the
1-skeleton connection graph by Fiedler and Rocha in [44]). We define this
graph and express the prefactor partly as an equivalent conductance on this
graph.
We denote byM the set of minima of S. Since by Assumption 4.2.4, there
is a finite number of stationary points, we order the minima by increasing
energy. We denote by φ1, φ2, . . . , φm, m = |M|, the different minima indexed
by increasing energy
S(φ1) 6 S(φ2) 6 · · · 6 S(φm). (4.26)
We denote by Ml, the subset of minima Ml = {φ1, φ2, . . . , φl} for 1 6 l 6 m.
We consider the transitions from a minimum φl0 to Ml for l < l0. These
are the only visible metastable transitions. We will see from large deviations
estimates, that to go from a minimum φ to another ψ, it requires a time of order
exp
([
Ŝ(φ, ψ)− S(φ)
]
/ε
)
. The time required to make the reverse transition
is also of order exp
([
Ŝ(ψ, φ)− S(ψ)
]
/ε
)
. Therefore if S(ψ) > S(φ), we get
Ŝ(φ, ψ)− S(φ) > Ŝ(ψ, φ)− S(ψ) (4.27)
and the time required to go from φ to ψ is much larger than for the reverse
transition. So we cannot see the reverse transitions since there are absorbed
by the direct ones. If some minima have the same potential, we can suitably
order them to consider a transition from one minimum to another one at a
same height.
Let us now construct the weighted graph of paths from φl0 to Ml. We
denote Ŝ = Ŝ(φl0 ,Ml) the common potential of the saddles. The minima M
are the vertices of the graph, the saddle points in S (φl0 ,Ml) are the edges.
We connect an edge σ̂ between two vertices φ, ψ ∈M if the saddle σ̂ is a pass
between the valleys of φ and ψ: there exists f ∈ Γ(φ → ψ) such that f̂ has a
unique element and f̂ = σ̂. Existence of this graph is ensured by Assumptions
4.2.4 (see [44] and references therein).
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Each saddle point in S (φl0 ,Ml) has a unique negative eigenvalue from
the Morse-Smale property and the hyperbolicity of the stationary points. The
weight associated to an edge σ̂ is defined as
w(σ̂) =
|λ−(σ̂)|√|DetHσ̂S| (4.28)
where λ−(σ̂) is the unique negative eigenvalue of Hσ̂S.
σ̂+ and σ̂− denote the two minima connected by a given edge σ̂. Let us
recall that we have m minima in M. For a real valued vector a ∈ Rm indexed
by the minima in M, we consider the following quadratic form
Q(a) =
∑
σ̂∈S (φl0 ,Ml)
w(σ̂)(a(σ̂+)− a(σ̂−))2. (4.29)
We define C∗(φl0 ,Ml) the equivalent conductance of the graph between φl0
and Ml as
C∗(φl0 ,Ml) = inf {Q(a), a ∈ Rm, a(φl0) = 1, a(φ) = 0, φ ∈Ml} . (4.30)
This conductance is an approximation of the capacity between a neighborhood
of φl0 and Ml. In some sense, we replace the continuous landscape defined by
S by a graph containing the relevant geometric structure of the landscape.
Let us denote by Bρ(φ), for φ ∈ H1bc[0, 1], the ball of center φ and radius ρ
in H1bc
Bρ(φ) =
{
σ ∈ H1bc, ‖σ − φ‖L2 6 ρ, ‖σ‖H1 < A1
}
(4.31)
whereA1 is a sufficiently large constant. We also define Bρ(Ml) = ∪φ∈MlBρ(φ).
We choose this kind of neighborhood because in the following we need to con-
trol the norm in the uniform norm and in the α-Ho¨lder norm (for α < 12 ).
We now state our main result describing the dependence in ε of the mean
of the hitting time of a union of balls around the points of Ml starting from
φl0 .
Theorem 4.2.1. Under the assumptions 4.2.1, 4.2.4, for any minimum φl0 ,
and a set of minimaMl with l0 > l, there exists ρ0 such that for any ρ0 > ρ > 0
Eφl0
[τε(Bρ(Ml))] = 2πe
Ŝ(φl0 ,Ml)/ε
C∗(φl0 ,Ml)
√
DetHφl0S
(1 + Ψ(ε)) (4.32)
where the error term satisfies Ψ(ε) = O(
√
ε |ln(ε)|3/2).
For the simple case where we have only three stationary points, two minima
and one saddle we have the following corollary.
Corollary 4.2.6. Let φ+ and φ− be the two minima with S(φ−) > S(φ+) and
σ̂ the unique saddle point. There exists ρ0 such that for any ρ0 > ρ > 0
Eφ− [τε(Bρ(φ+))] = 2π|λ−(σ̂)|
√
|DetHσ̂S|
DetHφ−S
e(S(σ̂)−S(φ
−))/ε(1 + Ψ(ε)) (4.33)
where the error term is Ψ(ε) = O(
√
ε |ln(ε)|3/2).
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Remark. The double well potential (4.2) (V (x) = x
4
4 − x
2
2 ) with Neumann
boundary conditions and for γ > 1/π2 satisfies the hypotheses of the Corollary
4.2.6. In fact, the stationary points are the functions φ defined on [0, 1] such
that φ′(0) = φ′(1) = 0 and which are solutions of
γφ′′(x)− φ3(x) + φ(x) = 0, ∀x ∈ [0, 1]. (4.34)
Then, the three constant solutions (φ(x) = 1, φ(x) = −1 or φ(x) = 0) are
stationary points. There are the only stationary points. To prove this, let us
define φα for α ∈ R, the unique solution of the differential equation (4.34)
such that φ′α(0) = 0 and φα(0) = α. φα is a stationary point if and only if
φ′α(1) = 0. By symmetry, we can restrict our study to α > 0. By multiplying
(4.34) by φ′α and by integration we obtain, for all x ∈ [0, 1]
γ
2
[φ′α(x)]
2 − V (φα(x)) = V (α). (4.35)
Therefore, the trajectories (φα(x), φ
′
α(x))x>0 describe a level set in R
2 of the
function γz
2
2 − V (y) = V (α). Using this, we obtain that for α > 1, φ′α is
decreasing and thus φ′α(1) can not be zero. For α ∈]0, 1[, φ′α(x) = 0 has
a unique positive minimal solution x(α). This first positive solution can be
expressed as
x(α) =
√
2γα
∫ 1
0
du√
V (αu)− V (α) (4.36)
= 2
√
2γ
∫ 1
0
du√
(1− u2)(2− α2(1 + u2)) . (4.37)
A simple computation shows that x(α) is increasing for α ∈]0, 1[ and that
x(0+) = limα→0 x(α) =
√
γπ. We have φ′α(1) = 0 if and only if there exist
an integer k > 0 such that kx(α) = 1. Therefore, if x(α) > 1, φα is not a
stationary point. At last, for γ > 1/π2, since x(α) is increasing, we get that
x(α) > 1 for all α ∈]0, 1[, which proves that the only possible stationary points
are the three constant solutions.
4.2.4 Sketch of proof of Theorem 4.2.1
We first introduce the discretization we consider. The finite dimensional
approximation of the SPDE is constructed as in the work of Funaki [49] and
the work of Gyo¨ngy[52]. The approximation is defined via a spatial finite
difference approximation of Equation (4.1).
We denote by SN the discretized potential, for y ∈ RN+2
SN (y) = hN
N∑
i=0
γ
2h2N
(yi+1 − yi)2 + V (yi) (4.38)
where hN > 0 is the step of discretization. We set X
i
0 = u0(xi) where u0 ∈
Cbc([0, 1]) is the initial condition and the xi are the discretization points on
[0, 1]. Let us denote by xi−1/2 the middle point of [xi−1, xi]. We construct an
N -dimensional Brownian motion B from the white noise W . Doing so we will
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be able to prove the convergence of uN to u in Lp and almost surely. Thus we
define, for 1 6 i 6 N
Bit =
1√
hN
W
([
xi−1/2, xi+1/2
]× [0, t]) . (4.39)
The properties of the white noise imply that (Bi) are independent Brownian
motions.
The N -dimensional process (Xt)t is the solution of
dXit = −
1
hN
∇SN (Xt)idt+
√
2ε
hN
dBit for i = 1..N. (4.40)
X0 and XN+1 are defined by the boundary conditions
– for Dirichlet boundary conditions:
X0t = X
N+1
t = 0, ∀t > 0 (4.41)
– for Neumann boundary conditions:
X0t = X
1
t and X
N+1
t = X
N
t , ∀t > 0. (4.42)
The discretized system uN is the linear interpolation between the points
(xi, X
i). To simplify, it is easier to adapt the parameters to the boundary
conditions.
– For Dirichlet boundary conditions, we choose
hN =
1
N + 1
, xi =
i
N + 1
, ∀0 6 i 6 N + 1. (4.43)
– For Neumann boundary conditions, we choose
hN =
1
N
, xi =
i
N
− 1
2N
, ∀0 6 i 6 N + 1. (4.44)
We set τNε (B) the hitting time of a set B for the discretized system
τNε (B) = inf
{
t > 0, uN (N−1t) ∈ B} . (4.45)
We decompose the proof of Theorem 4.2.1 in several steps:
1. for a given ε and a sequence of initial conditions φNl0 , each being a mini-
mum of SN , converging to φl0 (see Proposition 4.5.6), we prove that the
expectation of τNε (Bρ(Ml)) converges to the expectation of the hitting
time for the SPDE:
lim
N→∞
EφNl0
[τNε (Bρ(Ml))] = Eφl0 [τε(Bρ(Ml))]. (4.46)
To this aim, we use the convergence of uN to the solution u. This is done
in Section 4.3.
2. For a fixed N , we compute the asymptotics of the transition time uni-
formly on the dimension. We get a prefactor aN (ε) such that∣∣∣∣ 1aN (ε)EφNl0 [τNε (Bρ(Ml))]− 1
∣∣∣∣ = ψ(ε,N) < Ψ(ε) = O(√ε |ln(ε)|3/2)
(4.47)
where the error term Ψ(ε) does not depend on N . This step is the main
estimate and is detailed below.
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3. The limit N → ∞ of aN (ε) gives us the correct asymptotics for the
transition time in the infinite dimensional case:
a(ε) = lim
N→∞
aN (ε). (4.48)
This is done in Section 4.5.
The estimate (4.47) is proved in two steps.
(i) First we start from a probability measure (the equilibrium probability:
νN ) on the boundary of a chosen neighborhood of the minimum φNl0 ,
which allows us to do the computation of aN (ε):∣∣∣∣ 1aN (ε)EνN [τε(Bρ(M0))]− 1
∣∣∣∣ = ψ1(ε,N) < Ψ1(ε) = O(√ε |ln(ε)|3/2).
(4.49)
This is done in Section 4.6.
(ii) Then we have to control the error made by starting on the boundary of
the minimum and not precisely at the minimum:
1
aN (ε)
∣∣∣EνN [τε(Bρ(M0))]− EφNl0 [τNε (Bρ(M0))]∣∣∣ = ψ2(ε,N) < Ψ2(ε)
(4.50)
with Ψ2(ε) = O(
√
ε |ln(ε)|3/2). This result comes from the loss of memory
of the initial condition adapted from Martinelli in [78]. This is exposed
in Section 4.4.
4.3 Discretization
In this section, we present the convergence of the discretization uN to the
solution of the SPDE and prove the convergence of the hitting times.
4.3.1 Finite Dimensional Model
We write the discretized system uN in a mild form. We define a function
κN , with ⌊x⌋ the integer part of x,
κN (x) =
⌊
(N + 1)x+ 12
⌋
N + 1
, for Dirichlet boundary conditions, (4.51)
κN (x) =
⌊Nx⌋+ 1
N
− 1
2N
, for Neumann boundary conditions. (4.52)
We define gN the semi-group associated with the discretized Laplacian. The
discretized Laplacian is an N -dimensional matrix, denoted by ∆Nd for Dirichlet
boundary conditions and by ∆Nn for Neumann boundary conditions:
∆Nd =
1
h2N

−2 1 0 . . . 0
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 . . . 0 1 −2

∆Nn =
1
h2N

−1 1 0 . . . 0
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 . . . 0 1 −1

.
(4.53)
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We consider the matrix pN (t) = h−1N e
tγ∆N . Therefore pN (t)i,j is the solution
of 
d
dt
pN (t)i,j = (γ∆
NpN (t))i,j
pN (0)i,j =
1
hN
δij .
(4.54)
The semi-group gN is the linear interpolation of pN (t) on [0, 1] × [0, 1] along
the discretization points.
Let us now prove the convergence of uN to the solution of Equation (4.1).
Theorem 4.3.1. For all initial condition u0 ∈ C3bc([0, 1]), T > 0, and p > 1,
we get the convergence
uN −−−−→
N→∞
u on [0, 1]× [0, T ] (4.55)
in the following senses:
– in Lp(Ω, C([0, 1]× [0, T ])), i.e. E
[∥∥uN − u∥∥p∞,T ] 1p −−−−→N→∞ 0
– almost surely in C([0, 1] × [0, T ]), i.e. for every η ∈]0, 12 [, there exists Ξ
a random variable almost surely finite such that∥∥uN − u∥∥∞,T 6 ΞNη . (4.56)
Remark. Let us denote
‖u‖q,T = sup
t∈[0,T ]
[∫ 1
0
|u(x, t)|q dx
] 1
q
= sup
t∈[0,T ]
‖u(t)‖Lq . (4.57)
We have ‖u‖q,T 6 ‖u‖∞,T . As a consequence we get convergence in Theorem
4.3.1 in the Lq norm instead of the uniform norm.
The convergence of the finite discretization was proved in [52] if V ′ is glob-
ally Lipschitz. We proved that the result holds in the case that V ′ satisfies
(4.9) via a localization argument. The idea, notably used by Funaki in [49],
is to rewrite the finite dimensional system uN in a “mild form” and prove the
convergence of this finite dimensional mild form to the infinite dimensional
mild form (4.10).
Lemma 4.3.1. For every u0 ∈ Cbc([0, 1]) and N > 0, the function uN defined
on [0, 1]× R+ satisfies the equation
uN (x, t) =
∫ 1
0
gNt (x, κN (y))u0(κN (y))dy
−
∫ t
0
∫ 1
0
gNt−s(x, κN (y))V
′(uN (κN (y), s))dyds
+
√
2ε
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds). (4.58)
For all p > 1 and T > 0, we have
sup
N
E
[
sup
[0,T ]×[0,1]
∣∣uN (x, t)∣∣p ] 6 C(T, p). (4.59)
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Proof. This lemma is just a reformulation of the system of stochastic differential
equations. We use the variation of the constant to integrate the linear part and
then interpolate linearly the system to obtain a mild formulation of the function
uN (see [49, 52]). To obtain the uniform moment bound, we proceed classically
using a truncation procedure. We define uNR and uR solutions of equations
(4.58) and (4.10) in which we have replaced the function V ′ by bR defined, for
R > 0 by
bR(u) = V
′(u)✶[−R,R] + V ′(R)✶]R,+∞[ + V ′(−R)✶]−∞,−R[. (4.60)
bR is continuous, bounded and globally Lipschitz. Firstly, using the uniform
estimates of the semi-group and the boundedness of bR, we prove that for all
T , all p > 1, there exists C(p, T,R) independent of N such that
sup
[0,1]×[0,T ]
E
[∣∣uNR (x, t)∣∣p] 6 C(p, T,R) < +∞. (4.61)
Secondly, there exists C(p, T,R) independent of N , such that
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣uNR (x, t)∣∣p ] 6 C(p, T,R) < +∞. (4.62)
We use regularity of the solution (Kolmogorov’s theorem) to prove (4.62).
Thirdly, we use a comparison theorem to obtain uniform bounds on uN from
bounds on uNR0 where R0 is fixed and sufficiently large.
We use the convergence of uNR to uR proved in [52].
Proposition 4.3.2. [[52]] For all R > 0, T > 0 and 0 < η < 12 and u0 in
C3bc[0, 1], there exists a random variable ξR almost surely finite such that∥∥uNR − uR∥∥∞,T 6 ξRNη . (4.63)
Proof of Theorem 4.3.1. Let R > 0, we define the stopping times
τR = inf{t, ‖uR(t)‖∞ > R} = inf{t, ∃x ∈ [0, 1], |uR(x, t)| > R} (4.64)
τNR = inf{t,
∥∥uNR (t)∥∥∞ > R} = inf{t, ∃x ∈ [0, 1], ∣∣uNR (x, t)∣∣ > R}. (4.65)
Let us choose 0 < δ < 1. For R > 1, we define
ΩR = {τR−δ > T and lim inf
N→∞
τNR > T}. (4.66)
First we show that P[ΩR] −−−−→
R→∞
1. Let M > 0. For ω ∈ {ξR < M} ∩ {τR−δ >
T}, by Proposition 4.3.2, for N sufficiently large,∥∥uNR∥∥∞,T (ω) < ‖uR‖∞,T (ω) + δ < R (4.67)
which means that lim infN→∞ τNR (ω) > T . Then by taking the complement
relatively to {ξR < M} we get
P[lim inf
N→∞
τNR < T ; ξR < M ] 6 P[τR−δ < T ; ξR < M ] 6 P[τR−δ < T ]. (4.68)
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By definition of the time τR−δ, we have by the Markov inequality for p > 1
and from Equation (4.11)
P[lim inf
N→∞
τNR < T ; ξR < M ] 6 P[τR−δ 6 T ] 6 P
[
‖u‖∞,T > R− δ
]
6
E
[
‖u‖p∞,T
]
(R− δ)p .
(4.69)
Finally we get
P[ΩcR] = P[τR−δ 6 T or lim inf
N→∞
τNR 6 T ]
6 P[τR−δ 6 T ] + P[lim inf
N→∞
τNR < T ; ξR < M ] + P[ξR > M ]
6
2E[‖u‖p∞,T ]
(R− δ)p + P[ξR > M ]. (4.70)
Since ξR is finite almost surely, we take first the limitM → +∞ then R→ +∞.
Let us define Ω˜R = ΩR ∩ {ξR < ∞}. Since τR and τNR are increasing in
R ∈ N, the sets ΩR are also increasing in R. Then we have
P[∪∞R>1Ω˜R] = P[∪R∈NΩR] = lim
R→∞
P[ΩR] = 1. (4.71)
Let ω ∈ Ω˜R. By definition of τNR , there exists N0(ω) such that for all N >
N0(ω), τ
N
R (ω) > T and τR−δ(ω) > T . By using the proposition 4.3.2, for all
N > N0(ω), ∥∥uN − u∥∥∞,T (ω) = ∥∥uNR − uR∥∥∞,T (ω) 6 ξR(ω)N−η. (4.72)
We define ξ′R(ω) by
ξ′R(ω) = sup
N6N0(ω)
Nη
∥∥uNR − uR∥∥∞,T (ω) + ξR(ω). (4.73)
ξ′R(ω) is finite on Ω˜R and is such that
∥∥uN − u∥∥∞,T 6 ξ′RN−η. Let us define
the random variable Ξ by
Ξ(ω) = ξ′R(ω) on Ω˜R \ Ω˜R−1 for R > 2
Ξ(ω) = ξ′1(ω) on Ω˜1. (4.74)
Then on ∪R>1Ω˜R, set of probability 1, Ξ is almost surely finite and we get that∥∥uN − u∥∥∞,T 6 ΞN−η which finishes the proof of the almost sure convergence.
To conclude, we show that E
[∥∥uN − u∥∥p∞,T ] converges to 0. Since ∥∥uN∥∥∞,T
has moments uniformly bounded in N (Lemma 4.3.1), we define
ΩR,N0 = ∩N>N0{τR−δ > T and τNR > T}. (4.75)
We have ΩR = ∪N0ΩR,N0 . For all N > N0, we get by definition∥∥uN − u∥∥p∞,T = ✶ΩR,N0 ∥∥uNR − uR∥∥p∞,T + ✶ΩcR,N0 ∥∥uN − u∥∥p∞,T . (4.76)
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Thus using Cauchy-Schwarz inequality and the bound (4.59), we get
E
[∥∥uN − u∥∥p∞,T ] 6 E [∥∥uNR − uR∥∥p∞,T ]+ P[ΩcR,N0 ] 12C(2p, T ) 12 . (4.77)
Using the convergence of uNR to u
R (Proposition 4.3.2), we obtain
lim sup
N→∞
E
[∥∥uN − u∥∥p∞,T ] 6 C(2p, T )1/2P[ΩcR,N0 ] 12 . (4.78)
Let us fix η > 0. Since P[ΩR] tends to 1 and ΩR is increasing, we choose
R such that P[ΩcR] 6 η. Similarly, ΩR,N0 is increasing in N0, thus P[Ω
c
R] =
limN0→∞ P[Ω
c
R,N0
] 6 η. Let us choose N0 such that P[Ω
c
R,N0
] 6 2η. Inserting
this bound in (4.78), we obtain the result.
4.3.2 Convergence of the Transition Times
We conclude this section by proving the convergence of the transition times.
Let us denote by u0 the initial condition of the solution of Equation (4.1)
and φ a continuous function. We define the hitting times: for ρ > 0
τε(ρ) = inf {t > 0, ‖u(t)− φ‖∞ < ρ} (4.79)
τNε (ρ) = inf
{
t > 0,
∥∥uN (t)− φN∥∥∞ < ρ} (4.80)
where φN is the linear approximation of φ.
Proposition 4.3.3. Suppose that
∥∥φN − φ∥∥∞ converges to 0 and that there
exists ρ0 such that for every ρ0 > ρ > 0,
Eu0 [τε(ρ)] <∞. (4.81)
Then for almost every ρ > 0,
τNε (ρ) −−−−→
N→∞
τε(ρ) a.s. and EuN0 [τ
N
ε (ρ)] −−−−→
N→∞
Eu0 [τε(ρ)]. (4.82)
Proof. For the sake of simplicity we omit ε in the proof. First we prove that
for all δ > 0, T > 0, we have
τ(ρ+ δ)∧T 6 lim inf
N→∞
τN (ρ)∧T 6 lim sup
N→∞
τN (ρ)∧T 6 τ(ρ− δ)∧T a.s. (4.83)
From Theorem 4.3.1,
∥∥uN − u∥∥∞,T converges to 0 almost surely. Therefore
with probability 1, there exists N0(ω) such that for all N > N0(ω)
sup
t∈[0,T ]
∥∥uN (t)− u(t)∥∥∞ (ω) < δ2 and ∥∥φN − φ∥∥∞ < δ2 . (4.84)
Then for t 6 τ(ρ+ δ)∧ T and N > N0(ω), using the triangle inequality we get
ρ+ δ 6 ‖u(t)− φ‖∞ 6
∥∥u(t)− uN (t)∥∥∞ + ∥∥uN (t)− φN∥∥∞ + ∥∥φN − φ∥∥∞
6 δ +
∥∥uN (t)− φN∥∥∞ (4.85)
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which means that t 6 τN (ρ)∧T . Thus, we get τ(ρ+δ)∧T 6 lim infN→∞[τN (ρ)∧
T ] almost surely. By the same arguments for t 6 τN (ρ) ∧ T and N > N0(ω),
we get
ρ 6
∥∥uN (t)− φN∥∥∞ 6 δ + ‖u(t)− φ‖∞ . (4.86)
Therefore lim supN→∞[τ
N (ρ) ∧ T ] 6 τ(ρ− δ) ∧ T which proves the inequality
(4.83).
From the definitions of τ(ρ) and τN (ρ), the functions ρ 7→ τ(ρ) and ρ 7→
τN (ρ) are left continuous and have right limits. Then using the fact that τ(ρ)
is finite almost surely, we get
τ(ρ+) 6 lim inf
N→∞
τN (ρ) 6 lim sup
N→∞
τN (ρ) 6 τ(ρ) < +∞ a.s. (4.87)
where τ(ρ+) = limδ→0+ τ(ρ+ δ).
At a point of continuity of ρ 7→ τ(ρ), we obtain τ(ρ) = limN→∞ τN (ρ).
Let us fix ρ1 > 0. There exists N ⊂ Ω a null set such that for ω /∈ N ,
ρ 7→ τ(ρ)(ω) is bounded, decreasing, left continuous on [ρ1,+∞[. We define
the set of discontinuities, P:
P =
{
(ω, ρ) ∈ N c × [ρ1,+∞[, τ(ρ+)(ω) 6= τ(ρ)(ω)
} ⊂ Ω× R. (4.88)
Then we consider the projection ΠRω from Ω× R on R along {ω} × R. For
ω ∈ N c we define
D(ω) = ΠRω(P) =
{
ρ ∈ [ρ1,+∞[, τ(ρ+)(ω) 6= τ(ρ)(ω)
} ⊂ R. (4.89)
D(ω) is at most countable since ρ 7→ τ(ρ)(ω) is a bounded decreasing function.
We define N (ρ) = ΠΩρ (P) with ΠΩρ the projection from Ω× R on Ω along
Ω×{ρ}. N (ρ) is the set of Ω for which τ(ρ) is not continuous at ρ. Therefore,
we have
P = ∪ω∈Ω {ω} × D(ω) = ∪ρ>ρ1N (ρ)× {ρ} . (4.90)
Then, using Fubini-Tonelli Theorem∫ +∞
ρ1
P[N (ρ)]dρ =
∫
Ω
∫ +∞
ρ1
✶P(ω, ρ)dρdP(ω) (4.91)
=
∫
Ω
∫ +∞
ρ1
✶D(ω)(ρ)dρdP(ω) = 0. (4.92)
We get a null set E(ρ1) on [ρ1,+∞[ such that P[N (ρ)] = 0 for all ρ ∈ E(ρ1) i.e.
the convergence is almost sure. To conclude, we consider a sequence (ρn)n>0
converging to 0, then E = ∪n>0E(ρn) is a null set of R on which the convergence
is almost sure.
By using dominated convergence, we obtain the convergence of the expec-
tations.
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4.4 Initial condition
4.4.1 Large Deviation Control
For 0 < α < 1, we set Cα([0, 1]) the set of α-Ho¨lder continuous functions
on [0, 1] equipped with the norm ‖·‖Cα
‖f‖Cα = ‖f‖∞ + sup
x,y
|f(x)− f(y)|
|x− y|α . (4.93)
We also define Dα([0, 1]) the separable subset of this Ho¨lder space which is the
closure of C∞ in Cα.
Let 0 < α < 12 and ρ > 0, we consider the neighborhood B
α
ρ (φ) of φ ∈
Dαbc([0, 1])
Bαρ (φ) = {ψ ∈ Dαbc([0, 1]), ‖φ− ψ‖Cα < ρ} . (4.94)
We also have Bαρ (Ml) = ∪φ∈MlBαρ (φ).
With this large deviation principle, Chenal and Millet [30] derived expo-
nential asymptotic estimates for the exit time of domains with a unique sta-
ble stationary point. Using their evaluations and the procedure developed by
Freidlin-Wentzell [47] in the finite dimensional case, we have the following re-
sult.
Lemma 4.4.1 ([30]). For 0 < α < 12 , there exists ρ0 such that for all ρ < ρ0,
we have for all φ ∈ Bαρ (φl0) and η > 0
lim
ε→0
Pφ
[
exp
(
ε−1(Ŝ + η)
)
> τε(B
α
ρ (Ml)) > exp
(
ε−1(Ŝ − η)
)]
= 1, (4.95)
where Ŝ = Ŝ(φl0 ,Ml). Let τε = τε(Bαρ (Ml)). Then
τε
Eφ [τε]
L−−−→
ε→0
E (4.96)
where E is an exponential variable of parameter 1. Moreover for all φ ∈ Bαρ (φl0)
lim
ε→0
ε logEφ [τε] = Ŝ and lim
ε→0
ε logEφ
[
τ2ε
]
= 2Ŝ. (4.97)
These estimates are the infinite dimensional version of the Freidlin-Wentzell
theory.
4.4.2 Exponential Contractivity
For a given ψN = (ψ1, · · · , ψN ) ∈ RN , we consider equivalently the point
in RN and the function in C([0, 1]) obtained by the linear interpolation be-
tween the points (xi, ψi). Reciprocally, for ψ ∈ Cbc([0, 1]), we let ψ̂N be the
linear interpolation of ψ along the discretization. ψ̂N is the linear interpolation
between the points (xi, ψ(xi)).
We set
B∞ρ (φ) = {ψ ∈ Cbc([0, 1]), ‖ψ − φ‖∞ < ρ} . (4.98)
We adapt trajectorial results of contractivity for the localized process from
Martinelli and Scoppola [78]. We denote u(φ), uR(φ) the solutions of Equation
(4.1) with respectively V ′ and bR, starting from φ. Accordingly, we denote
uN (φN ), uNR (φ
N ) the solutions of Equation (4.58) with V ′ and bR, starting
from φN ∈ RN .
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Lemma 4.4.2. Let φ be a minimum of S and R > R0. There exists m,CR > 0
and ε0, ρ0 > 0, such that for all ρ < ρ0 and every ψ ∈ B∞ρ (φ) we have, for all
ε0 > ε > 0
P
[
sup
N>N0
∥∥∥uNR (ψ̂N )(t)− uNR (φ̂N )(t)∥∥∥∞ 6 e−mt ‖ψ − φ‖∞ , ∀t > 0
]
> 1− e−CRε .
(4.99)
This result can be proved via an adaptation of the arguments of [77] and [78].
Lemma 4.4.2 asserts that the solutions of Equation (4.1) and (4.58) depend
slightly on the initial condition. Moreover, the solutions starting from two
functions are exponentially close uniformly in the dimension. Martinelli and
Scoppola called that the loss of memory of the initial condition because the
specific initial condition is not relevant for the evolution of the process.
4.4.3 Uniformity in the initial condition
Let us recall that φl0 is a minimum and Ml is a set of lower minima. We
denote
τNε (φl0) = τ
N
ε (B
α
ρ (φl0)) = inf
{
t, uN (t) ∈ Bαρ (φl0)
}
τNε (Ml) = τNε (Bαρ (Ml)) = inf
{
t, uN (t) ∈ Bαρ (Ml)
}
. (4.100)
Similarly, we denote by τN,Rε the hitting time associated with the localized
process uNR .
Proposition 4.4.3. For all ρ0 > ρ > 0, there exists η > 0 such that for a
sequence φNl0 of minima of S
N , converging to φl0 in L
2,
sup
N>N0
sup∥∥∥φN−φNl0
∥∥∥
∞
<ρ
∣∣∣EφN [τNε (Ml)]− EφNl0 [τNε (Ml)]∣∣∣ 6 e Ŝ−ηε . (4.101)
For any sequence φNi ∈ H1 of minima of SN converging to φi ∈ H1 in L2, we
also have
sup
N>N0
sup
‖φNi −φN‖∞<ρ
∣∣∣PφNi [τNε (φl0) < τNε (Ml)]− PφN [τNε (φl0) < τNε (Ml)]∣∣∣ 6 e− ηε .
(4.102)
The proof comes from a comparison between the deterministic process (i.e.
ε = 0) and the stochastic process starting from the moment of the hitting time
.
Proof. Since the minima are not degenerate, we can assume ρ small enough to
get 〈
δS
δφ
φ, φ− φi
〉
L2
6 −b ‖φ− φi‖2L2 . (4.103)
for some b > 0, all 1 < i < l, and all φ ∈ B2ρ(φi).
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First, let us prove similar estimates on the expectations of transition times
for the localized process uNR . We denote by σ
N (φN ) the hitting time τN,Rε (Ml)
for the process uNR starting from φ
N . We set
ΩR =
{
sup
N>N0
sup
‖u0−φ‖∞<ρ
∥∥uRN (u0)(t)− uRN (φ)(t)∥∥∞ 6 ρe−mt, ∀t > 0
}
.
(4.104)
From Lemma 4.4.2, we get P(ΩR) > 1− e−CR/ε.
Let us fix δ1 > 0. We define T (ε) = e
Ŝ−δ1
ε and we take ε < ε0 such that
e−mT (ε) < ρ. On the set
{
σN (φl0) > T (ε)
}
, setting ψ = uRN (φ)(σ
N (φl0)), we
get ∥∥ψ − uRN (φl0)(σN (φl0))∥∥∞ < e−mT (ε) < ρ (4.105)
with probability at least 1− e−CR/ε. Let us suppose that σN (φ)−σN (φl0) > 0
and that uRN (φl0)(σ
N (φl0)) ∈ Bρ(φi).
The deterministic process uN,0R is the solution of (4.58) for the drift bR and
ε = 0. φNi is a minimum of S
N , so φNi is an equilibrium point of u
N,0
R . Then
using Equation (4.103), we get for t > 0∥∥∥uN,0R (ψ)(t)− φi∥∥∥2
L2
6 e−bt ‖ψ − φi‖2L2 6 e−bt(e−mtρ+ρ)2 6 4ρ2e−bt (4.106)
by the triangle inequality. For t > t0 =
1
b ln(16), we obtain
∥∥∥uN,0R (ψ)(t)− φi∥∥∥
L2
6
ρ
2 .
From the large deviation principle, we can compare the deterministic solu-
tion with the perturbed one. We obtain C > 0 such that
P
[{∥∥∥uN,0R (ψN )− uNR (ψN )∥∥∥∞,2t0 < ρ3
}]
> 1− e−C/ε. (4.107)
Therefore, with probability at least 1− e−C/ε − e−CR/ε, we get∥∥uNR (ψ)(2t0)− φi∥∥L2 < 5ρ6 (4.108)
which implies
(σN (φ)− σN (φl0))+ 6 2t0. (4.109)
We proceed similarly if σN (φ) − σN (φl0) 6 0. In this case, we stop the
process at σN (φ). Finally we get
∣∣σN (φ)− σN (φl0)∣∣ 6 2t0 with probability at
least 1− e−C′/ε, for some C ′ > 0.
We obtain
E
[∣∣σN (φ)− σN (φl0)∣∣] 6 E [∣∣σN (φ)− σN (φl0)∣∣✶ΩR✶{σN (φl0 )>T (ε)}]
+ E
[∣∣σN (φ)− σN (φl0)∣∣ (✶ΩcR + ✶{σN (φl0 )>T (ε)}c)]
6 2t0(1− e−C′/ε)P
[
ΩR ∩
{
σN (φl0) > T (ε)
}]
+ E
[∣∣σN (φ)− σN (φl0)∣∣2] 12
× (P[ΩcR]
1
2 + P
[{
σN (φl0) 6 T (ε)
}] 1
2 ). (4.110)
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By using Proposition 4.4.2, we have P[ΩcR] < e
−CR/ε. From Proposition 4.4.1,
we deduce that for ε 6 ε0
P[σN (φl0) 6 T (ε)] < 1− e−e
− δ1
ε < e−
δ1
ε . (4.111)
Moreover, we have for all δ2 > 0
E
[∣∣σN (φ)− σN (φl0)∣∣2] < e2 Ŝ+δ2ε . (4.112)
So we finally get
E[
∣∣σN (φ)− σN (φl0)∣∣] 6 2t0(1− e−CR/ε − e− δ1ε ) + e Ŝ+δ2ε (e−C/2ε + e− δ12ε ) 6 e Ŝ−ηε .
(4.113)
By choosing δ1, δ2 and η small enough, we prove the proposition for the localized
process.
Let us now choose R such that Ŝ(B∞R (0), B
∞
ρ (φl0)) > Ŝ + 1, then from
Proposition 4.4.1, we have
sup
φ∈B∞ρ (φl0 )
Pφ[τε(B
∞
R (0)) 6 exp((Ŝ + 1− δ3)/ε) = T2(ε)] 6 e−C/ε (4.114)
sup
φ∈B∞ρ (φl0 )
Pφ[τ
N
ε (Ml) > T2(ε)] 6 e−C/ε. (4.115)
We consider the process u starting from φ and φl0 . Before T2(ε), with high
probability, the processes are in B∞R (0) and coincide with uR up to this time.
Moreover T2(ε) is much larger than the transition time, so the transition already
occurs when the processes reach B∞R (0)
c. Therefore, with very high probability,
the transition time for the localized process is exactly the correct transition
time.
For Equation (4.102), we follow a similar method, by using Proposition 4.4.2
for the localized process and then comparing the deterministic and stochastic
processes in the neighborhood of a minimum.
4.5 Approximation of the potential
In this section, we prove (or refer to) results about the convergence of the
potential and its related quantities.
4.5.1 Convergence of the potential
Let us recall from Section 4.4.2 that for a point uN ∈ RN , we denote also
by uN the linear interpolation between the points (xi, u
N
i ). For a function
u ∈ Cbc([0, 1]), we denote by ûN the linear interpolation between the points
(xi, u(xi)). We say that the sequence u
N ∈ RN converges to u ∈ H1 if the
sequence of linear interpolations associated to uN (also denoted uN ) converges
to u in the H1 norm.
Let us recall that HSN (uN ) is the Hessian matrix of SN at uN and can be
interpreted as a bilinear form. We prove the following proposition.
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Proposition 4.5.1. For any sequence uN ∈ RN converging to u ∈ H1, we
have
– SN (uN ) −−−−→
N→∞
S(u) <∞
– for any sequence hN converging to h: ∇SN (uN ) · hN −−−−→
N→∞
DuS(h)
– for any sequences hN , kN converging to h, k:
HSN (uN )(hN , kN ) −−−−→
N→∞
D2uS(h, k).
If u is twice differentiable DuS(h) =
∫ 1
0
δS
δφ (u)h and if k is twice differentiable
D2uS(h, k) =
∫ 1
0
hHuSk.
Proof. Let uN ∈ RN be a sequence converging to u ∈ H1, then uN converges
uniformly on [0, 1] to u, so by dominated convergence,
1
N
N∑
i=1
V (uNi ) −−−−→
N→∞
∫ 1
0
V (u(x))dx. (4.116)
The convergence in H1 directly ensures us that
1
N
N∑
i=1
N2(uNi+1 − uNi )2 =
∫ 1
0
∣∣∣(uN)′ (x)∣∣∣2 dx −−−−→
N→∞
∫ 1
0
|u′(x)|2 dx. (4.117)
Let hN ∈ RN be some sequence converging to h ∈ H1 then we have
∇SN (uN ) · hN =
N∑
i=1
∂SN
∂xi
(uNi )h
N
i
=
1
N
N∑
i=1
γN2(uNi+1 − uNi )(hNi+1 − hNi ) + V ′(uNi )hNi
−−−−→
N→∞
∫ 1
0
γu′h′ + V ′(u)h (4.118)
by L2 convergence of the derivatives and dominated convergence. Lastly, the
convergence of the Hessian is completely similar.
4.5.2 Convergence of the eigenvalues
Let us consider a sequence of points uN ∈ RN converging to u in H1.
We need to estimate the convergence of the eigenvalues (Nλk,N )16k6N of N ·
HSN (uN ) to the eigenvalues (λk)16k of HuS.
The convergence of a single eigenvalue Nλk,N for k fixed, is obvious from
Proposition 4.5.1. The control of the convergence for all the eigenvalues is
complex because of the higher eigenvalues (e.g. λN,N ). This problem is closely
related to the discrepancy between the eigenvalues of γN∆
N and γ∆, the dis-
crete Laplacian (defined by (4.53)) and the Laplacian. We denote λ0N,k, λ
0
k
their respective eigenvalues in the increasing order. For Dirichlet boundary
conditions, we have
ek,N = Nλ
0
N,k − λ0k = γ
[
4N2 sin2
(
kπ
2N
)
− π2k2
]
. (4.119)
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Then eN,N = γN
2(4 − π2) does not converge to 0. The following proposition
adapted from [37] gives us a control of the approximation of the eigenvalues
and eigenvectors.
Proposition 4.5.2. Let us consider a sequence uN ∈ RN converging to u ∈ C2
and such that ‖uN − u‖∞ = O
(
1
N2
)
. We have:
(i) there exist α ∈ [0, 1[ and a constant C1 such that for all N and k < αN
|NλN,k − λk − ek,N | 6 C1
N2
, (4.120)
(ii) there exists a constant C2 such that |eN,k| 6 C2k4N−2,
(iii) for a fixed k 6 N , the normalized (in H1) eigenvector φk,N of HS
N (uN )
associated to λk,N converges in H
1 to the eigenvector φk of HuS associ-
ated to λk and we have, for all k
‖φk,N‖∞
‖φk,N‖2,N
6
C√
N
. (4.121)
Proof. The proposition is an adaptation of the results of [37] in our case since
NHSN (uN ) is the finite difference approximation of the Sturm-Liouville oper-
ator HuS. The original statement in [37] concerns an approximating sequence
uN which is precisely the sequence ûN of linear interpolations of u. If we take
a sequence uN , then for all y ∈ RN
N
∣∣∣HSN (uN )(y)−HSN (ûN )(y)∣∣∣ = N∑
i=1
∣∣V ′′(uNi )− V ′′(u(xi))∣∣ y2i
6 C
∥∥uN − u∥∥∞ ‖y‖22 . (4.122)
Since ‖uN − u‖∞ = O
(
1
N2
)
, we deduce that the difference between the eigen-
values of NHSN (uN ) and NHSN (ûN ) is bounded by O( 1N2 ) which gives us
the result. A similar control holds for the convergence of the eigenvectors. The
last result (4.121) comes from the fact that for the eigenvectors of HuS ([33]
pp.334-335), we have a constant C such that ‖φk‖∞ 6 C ‖φk‖L2 . Then, since
φk,N converges in H
1, it converges in L∞ and L2, then the result comes from
the fact that ‖φk,N‖2,N > C
√
N ‖φk,N‖L2 .
Remark. The normalized eigenvector eN =
φN
‖φN‖2,N satisfies
‖eN‖2∞,N =
‖φN‖2∞,N
‖φN‖22,N
6
‖φN‖2L∞
N ‖φN‖2L2
6
C
N
‖φN‖2H1
‖φN‖2L2
6
C
N
. (4.123)
Thus, this proves that the coordinates of the normalized eigenvectors in RN
for the euclidean norm are uniformly bounded by O
(
1√
N
)
.
The following proposition from [37] states uniform estimates in the function
φ of the eigenvalues of the Hessian operators HφS and HSN (φN ).
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Proposition 4.5.3. Let φN1 , φ
N
2 be sequences converging in H
1 to φ1, φ2, then
for all N, k ∣∣λ1k,N − λ2k,N ∣∣ 6 C ∣∣λ1k − λ2k∣∣ 6 C (4.124)
and λik = π
2k2 +
∫ 1
0
V ′′(φi(x))dx+O
(
1
k2
)
for i = 1, 2.
Remark. This proposition shows the convergence of the infinite product of the
ratio of eigenvalues denoted by D(φ, ψ)
N∏
k=1
λk(φ)
λk(ψ)
=
N∏
k=1
[
1 +
λk(φ)− λk(ψ)
λk(ψ)
]
−−−−→
N→∞
∞∏
k=1
λk(φ)
λk(ψ)
= D(φ, ψ) (4.125)
since ∣∣∣∣λk(φ)− λk(ψ)λk(ψ)
∣∣∣∣ 6 Ck2 . (4.126)
4.5.3 Product of eigenvalues
We show the convergence of the product ratio of the eigenvalues ofHSN (φN )
and HSN (ψN ) to D(φ, ψ).
Proposition 4.5.4. For any φN , ψN converging in H1 to φ, ψ such that HS(ψ)
and HS(φ) do not have a zero eigenvalue, and that
∥∥φN − φ∥∥∞ ∨ ∥∥ψN − ψ∥∥∞ 6 CN2 , (4.127)
we have the convergence
det(HSN (φN ))
det(HSN (ψN ))
−−−−→
N→∞
D(φ, ψ) =
+∞∏
k=1
λk(φ)
λk(ψ)
. (4.128)
Proof. The proof of the convergence comes from the fact that for small k the
approximated eigenvalues are close to the continuous ones (λk,N ≈ λk) whereas
this is not the case for k close to N (Proposition 4.5.2). The eigenvalues
λk,N (φ), λk,N (ψ) are close at the first order in k uniformly on φ, ψ (Proposition
4.5.3). Therefore we decompose the product in two parts for small k (i.e.
k < αN from Proposition 4.5.2) and large k.
Let us denote µk,N (φ) = NλN,k(φ
N ) − λk(φ) − ek,N . From Proposition
4.5.2, there exists 0 < α < 1 such that, for k 6 αN , |µk,N (φ)| 6 cN2 . The same
holds for the sequence ψN . Then, we get,
Nλk,N (φ)
λk(φ)
λk(ψ)
Nλk,N (ψ)
=
1 + θk,N (φ)
1 + θk,N (ψ)
= 1 +
θk,N (φ)− θk,N (ψ)
1 + θk,N (ψ)
(4.129)
where θk,N (φ) = λk(φ)
−1(ek,N + µk,N (φ)). Let us remark that for k 6 αN
|θk,N (ψ)| 6 C
k2
(
k4
N2
+
1
N2
)
6 C
(
α2 +
1
N2
)
(4.130)
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thus if we take α small enough and N large enough, we have |θk,N (ψ)| < 12 .
Hence we obtain∣∣∣∣∣ln
αN∏
k=1
Nλk,N (φ)
λk(φ)
λk(ψ)
Nλk,N (ψ)
∣∣∣∣∣ 6 2
αN∑
k=1
|θk,N (φ)− θk,N (ψ)| 6 2Cα
N
(4.131)
since from Proposition 4.5.3, |θk,N (φ)− θk,N (ψ)| 6 CN2 .
For k > αN we proceed similarly. Let us write
Nλk,N (φ)
λk(φ)
λk(ψ)
Nλk,N (ψ)
=
1 + θ′k,N
1 + θ′k
= 1 +
θ′k,N − θ′k
1 + θ′k
(4.132)
where θ′k,N = λk,N (ψ)
−1(λk,N (φ)−λk,N (ψ)) and alike for θ′k. From Proposition
4.5.3, we get for all k and N > N0, that
∣∣∣θ′k,N ∣∣∣ ∨ |θ′k| 6 Ck2 . Thus we obtain∣∣∣∣∣ln
N∏
k=αN
Nλk,N (φ)
λk(φ)
λk(ψ)
Nλk,N (ψ)
∣∣∣∣∣ 6
N∑
k=αN
C
k2
(
1 +
C
k2
)
6
C
N
(4.133)
which finishes the proof.
In fact, we need a slightly different convergence.
Corollary 4.5.5. Let be φN , ψN converging to φ, ψ such that∥∥φN − φ∥∥
L2
∨ ∥∥ψN − ψ∥∥
L2
6
C
N
. (4.134)
Then we have
det(HSN (φN ))
det(HSN (ψN ))
−−−−−→
N→+∞
D(φ, ψ). (4.135)
Proof. From the previous proposition, we get that
det(HSN (φ̂N ))
det(HSN (ψ̂N ))
−−−−−→
N→+∞
D(φ, ψ) (4.136)
where φ̂N (resp. ψ̂N ) is the linear interpolation of φ (resp. ψ). So we prove
DN =
det(HSN (φ̂N ))
det(HSN (ψ̂N ))
[
det(HSN (φN ))
det(HSN (ψN ))
]−1
=
N∏
k=1
1 + θk(φ)
1 + θk(ψ)
−−−−→
N→∞
1
(4.137)
where θk(φ) = λk,N (φ
N )−1(λk,N (φ̂N )− λk,N (φN )). From the fact that∥∥φN − φ∥∥
L2
6
C
N
(4.138)
we obtain
∥∥∥φN − φ̂N∥∥∥
L2
6
C′
N . Then for all y ∈ RN , we have
∣∣∣HSN (φN )(y)−HSN (φ̂N )(y)∣∣∣ = 1
N
N∑
i=1
∣∣V ′′(φNi )− V ′′(φ(xi))∣∣ |yi|2
6
C
N
N∑
i=1
∣∣φNi − φ(xi)∣∣ |yi|2 6 C√
N
∥∥∥φN − φ̂N∥∥∥
L2
‖y‖24,N 6
C
N3/2
‖y‖22,N .
4.5. APPROXIMATION OF THE POTENTIAL 153
Therefore we get that
∣∣∣λk,N (φN )− λk,N (φ̂N )∣∣∣ 6 CN3/2 . The same holds for ψ.
Then, we obtain
|θk(ψ)| 6 CN
k2
× 1
N3/2
6
C
k2
√
N
6
1
2
(4.139)
for N sufficiently large.
Thus we get
|ln [DN ]| 6
N∑
k=1
|θk(φ)− θk(ψ)|
1 + θk(ψ)
6 2
N∑
k=1
|θk(φ)|+ |θk(ψ)| 6 4C
N∑
k=1
1
k2
√
N
.
(4.140)
Then let us fix η > 0, we have
|ln [DN ]| 6 C
η
3√
N∑
k=1
1
k2
√
N
+ C
N∑
k=η
3√
N
1
k2
√
N
6 CηN−1/6 +
C
η2
N−1/6.
(4.141)
Therefore we get lim supN→∞ |ln [DN ]| = 0 which proves the proposition.
4.5.4 Approximated stationary points
The last property we need to check is that for each stationary point of S,
there exists a unique sequence of stationary points of SN converging to this
stationary point. Moreover, to ensure the limit of the ratio of eigenvalues, this
convergence has to be fast enough (see Corollary 4.5.5). To this aim, we have
the following proposition.
Proposition 4.5.6. There exist C,N0, such that for all N > N0, there is for
each minimum (resp. saddle point) φ of S a minimum (resp. saddle point) φN
of SN such that
∥∥φ− φN∥∥
L2
6
C
N
. (4.142)
Proof. Since by Assumption 4.2.4, there is a finite number of saddles and sta-
tionnary points then we only need to prove the proposition for a given saddle
or minimum. Let φ be a minimum, we prove that there is sequence φN of
minima of SN such that ∥∥∥φN − φ̂N∥∥∥
L2
6
C
N
. (4.143)
The result (4.142) follows from (4.143) since we already have that∥∥∥φ− φ̂N∥∥∥
L2
6
∥∥∥φ− φ̂N∥∥∥
∞
6
C
N2
. (4.144)
In order to prove (4.143), we use a fixed point theorem. Let us consider the
ball BC/
√
N of radius
C√
N
in the ‖·‖2,N norm where C is a constant we will fix
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later. We want to find z0 ∈ BC/√N such that ∇SN (φ̂N + z0) = 0. In that case
we will have φN = φ̂N + z and∥∥∥φN − φ̂N∥∥∥2
L2
6
1
N
‖z‖22,N 6
C
N2
. (4.145)
By a Taylor expansion of the gradient we have
∇SN (φ̂N + z)i = ∇SN (φ̂N )i + (HSN (φ̂N )z)i + gi(z) (4.146)
where gi is the remainder which can take the form
gi(z) =
∫ 1
0
(1−t)∂
3SN
∂z3i
(φ̂N+tz)z2i dt =
1
N
∫ 1
0
(1−t)V ′′′(φi+tzi)z2i dt. (4.147)
Then we have for all z, y ∈ BC/√N
|gi(z)| 6 C0
N
z2i and |gi(x)− gi(y)| 6
C0
N
∣∣z2i − y2i ∣∣ 6 2C0N3/2 |zi − yi| .
(4.148)
Let us also remark that since φ is a stationary point for the potential S, thus
we have −γφ′′(xi) + V ′(φ(xi)) = 0. Therefore we get∣∣∣∇SN (φ̂N )i∣∣∣ = ∣∣∣∣∇SN (φ̂N )i − 1N (−γφ′′(xi) + V ′′(φ(xi)))
∣∣∣∣
=
1
N
∣∣γN2(φ(xi+1)− 2φ(xi) + φ(xi−1))− γφ′′(xi)∣∣ 6 C1
N2
.
(4.149)
For N sufficiently large HSN (φ̂N ) is not degenerate then z0 is solution of the
fixed point equation
z0 = HSN (φ̂N )−1(−∇SN (φ̂N )− gi(z0)) = F (z0). (4.150)
The (2, N)-norm of HSN (φ̂N )−1 is bounded by the inverse of the smallest
eigenvalue (in absolute value). Then
∥∥∥HSN (φ̂N )−1∥∥∥
2,N
6 C2N . For z ∈
BC/
√
N , we get
‖F (z)‖22,N 6
∥∥∥HSN (φ̂N )−1∥∥∥2
2
(∥∥∥∇SN (φ̂N )∥∥∥2
2
+
N∑
i=1
|gi(z)|2
)
6 C22N
2
(
C21
N3
+
C20
N2
‖z‖44,N
)
6 C ′1
(
1
N
+ ‖z‖42,N
)
6 C ′1
(
1
N
+
C4
N2
)
6
C2
N
(4.151)
for C sufficiently small. Therefore F (BC/
√
N ) ⊂ BC/√N . We also have for
z, y ∈ BC/√N , F (y)− F (z) = HSN (φ̂N )−1(−gi(y) + gi(z)).
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Then
‖F (y)− F (z)‖22,N 6 C2N2
N∑
i=1
|−gi(y) + gi(z)|2 6 C
′
2
N
‖y − z‖22,N .
Thus F is a contraction for N sufficiently large. By the fixed point Theorem,
there exists z0 ∈ BC/√N solution of z0 = F (z0) which proves Proposition
4.5.6
4.6 Estimates
4.6.1 Description
In this section, we compute uniformly in the dimension the expectation
of the transition times. We proceed as in [4] and use the potential theory
developed in [21]. Let us consider the N -dimensional diffusion
dYt = −∇SN (Yt)dt+
√
2εdBt (4.152)
which comes from (4.40) with the time change YhN t = Xt. We denote by µ
N
the invariant measure for the process Y
µN (dx) = e−
SN (x)
ε dx. (4.153)
Let us consider the norms for y ∈ RN and p > 1
‖y‖pp,N =
N∑
x=1
|yi|p ‖y‖∞,N = maxi=1···N |yi| . (4.154)
Remark. As in the previous section, we associate to a point y ∈ RN its linear
interpolation on [0, 1] between the points (xi, yi) (xi is given by (4.43),(4.44))
that we denote by y. Let us consider the Lp norm of y on [0, 1], we have for all
p ∈ [1,+∞]
1
(4N)1/p
‖y‖p,N 6 ‖y‖Lp =
[∫ 1
0
|y(x)|p dx
] 1
p
6
1
N1/p
‖y‖p,N . (4.155)
This can be done using the Riesz-Thorin Theorem, recalling that
1
4N
‖y‖1,N 6 ‖y‖L1 6
1
N
‖y‖1,N and ‖y‖∞,N = ‖y‖L∞ . (4.156)
In order to introduce the other norms, we need the following a priori esti-
mates on the eigenvalues of the Hessian of SN . Let us recall the Hessian of SN
at a point φN ∈ RN is
HSN (φN )(h)j = − 1
N
(∆Nh)j +
1
N
V ′′(φN (xj))hj , for h ∈ RN (4.157)
with the suitable boundary conditions.
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Lemma 4.6.1 ([37]). For all φN ∈ RN such that ∥∥φN∥∥∞ < A, the eigenvalues
(λk,N (φ
N ))Nk=1 of HS
N (φN ) arranged in increasing order satisfy the bound
m(A)k2 − 1 6 Nλk,N (φN ) 6 M(A)k2 + 1 (4.158)
where m(A) and M(A) do not depend on N or φN (only on A).
Let us fix φN ∈ RN . We consider the orthonormal eigenvectors (vl)l of
HSN (φN ). The decomposition of h ∈ RN in this orthonormal basis is given
by h =
∑N
l=1 h˜ivl. For p ∈ [1,∞], we define the norms ‖h‖p,F
‖h‖pp,F =
N∑
i=1
∣∣∣h˜i∣∣∣p ‖h‖∞,F = maxi=1···N ∣∣∣h˜i∣∣∣ . (4.159)
As in [4], these are the norms we use to control the approximations of the
potential around our stationary points. Let us note that the norms depend on
the point φN .
Remark. As in Section 4.1.1 in [4], the Hausdorff-Young Theorem can be
adapted to the norms ‖·‖p,F and ‖·‖p,N . For all 2 6 p 6 +∞ and q such
that q−1 + p−1 = 1, we obtain
1
N
‖x‖pp,N 6 C
(
1√
N
‖x‖q,F
)p
. (4.160)
In fact, let T : RN → RN be the linear mapping T (y) = ∑N−1k=0 ykvN,l(z∗i ).
By definition, ‖Ty‖p,F = ‖y‖p,N . The proof of (4.160) is an application of the
Riesz-Thorin Theorem, between p = 2 and p = ∞. On one hand, we have
‖Ty‖22,N = ‖y‖22,N since the eigenvectors form a orthonormal basis. On the
other hand, we have ‖Ty‖∞,N 6 C√N ‖y‖1,N since the coordinates of the eigen-
vectors of the basis are bounded by C√
N
(see Lemma 4.5.2, Equation (4.121)).
Let us recall the infinite dimensional situation. The process u starts from
a minimum φl0 of S and reaches the set of minima Ml. We denote by Ŝ0 =
Ŝ(φl0 ,Ml) the height of the saddle points defined by (4.20).
By Assumption 4.2.4, for all N sufficiently large, we have a finite setMN =
{x∗i } of minima of SN . From Proposition 4.5.2 and Proposition 4.5.6, we deduce
that a sequence of minima x∗l0 converges to φl0 . Similarly, there is a subsetMNl
of MN such that each minimum of MNl converges to a minimum in Ml.
We construct a graph for the finite dimensional case as the graph for the
infinite dimensional case in Section 4.2.3. The vertices are the minima MN .
The edges are the saddle points z∗k of S
N for which
∣∣∣Ŝ0 − SN (z∗k)∣∣∣ < η for some
fixed η > 0. We connect the edge z∗k between the two minima that the saddle
point z∗k connects directly. To each saddle point z
∗
k, we associate a weight
w∗k =
∣∣λ−N (z∗k)∣∣ e−SN (z∗k)ε√|detHSN (z∗k)| . (4.161)
To each minima x∗j , we associate a value aj = a(x
∗
j ) ∈ R. We denote by ai+
and ai− the two values associated to the minima connected by the saddle point
z∗i .
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We associate to this graph a quadratic form QN (a), for a a real vector
indexed by the minima MN
QN (a) =
∑
z∗l
w∗l (al+ − al−)2. (4.162)
The equivalent conductance, C∗(N, ε), between the sets x∗l0 andMNl is defined
by
C∗(N, ε) = inf
{
QN (a), a(x∗l0) = 1, a(x
∗
i ) = 0, x
∗
i ∈MNl
}
. (4.163)
We recall the fundamental formula (4.166) proved in [21]. The expression
of the expectation of the hitting time τNε (BNρ (x∗l0)) is based on two quan-
tities: the equilibrium potential and the capacity with respect to the sets
BNρ (x∗l0) and BNρ (MNl ). The equilibrium potential, h∗, is defined by h∗(x) =
Px[τ
N
ε (BNρ (x∗l0)) < τNε (BNρ (MNl ))]. The Dirichlet form, EN , associated with
the diffusion process Y on RN is
E
N (h) = ε
∫
RN
‖∇h(x)‖22,N µN (dx). (4.164)
The capacity is the evaluation of the Dirichlet form on h∗. The capacity also
satisfies a variational principle. We have
cap
(BNρ (x∗l0),BNρ (MNl )) = EN (h∗)
= inf
{
E
N (h), h ∈ H1(RN ), h = 1 on BNρ (x∗l0), h = 0 on BNρ (MNl )
}
. (4.165)
The expectation of the hitting time is expressed by
EνN [τ
N
ε (BNρ (MNl ))] =
∫
RN
h∗(x)dµN (x)
cap
(BNρ (x∗l0),BNρ (MNl )) (4.166)
where νN is a probability measure on ∂BNρ (x∗l0).
4.6.2 Capacity
We prove that the capacity defined in (4.165) can be estimated by the
equivalent conductance C∗(N, ε) defined in (4.163).
Proposition 4.6.2. For all ε < ε0 and ρ, we have
cap
(BNρ (x∗l0),BNρ (MNl )) = ε√2πεN−2C∗(N, ε)(1 + ψ1(ε,N)) (4.167)
where lim supN→+∞ |ψ1(ε,N)| <
√
ε |ln(ε)|3/2 for all N > N0.
The proof of this result is an adaptation to the case of a finite number of
saddle points of Proposition 4.3 in [4]. The estimate of the capacity is made in
two steps: an upper bound and a lower bound.
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4.6.2.1 Upper bound
We have the following proposition.
Proposition 4.6.3. For all ε < ε0 and ρ, we have
cap
(BNρ (x∗l0),BNρ (MNl )) 6 ε√2πεN−2C∗(N, ε)(1 + ψu(ε,N)) (4.168)
where lim supN→∞ |ψu(ε,N)| <
√
ε |ln(ε)|3/2.
Proof. The proof of this upper bound follows the proof of Lemma 4.4 in [4].
To obtain an upper bound for the capacity, we just estimate the Dirichlet form
on a test function h+. h+ is defined on some neighborhood CNδ (z
∗
i ) of each
saddle point z∗i for some δ > 0 small enough.
In the local orthonormal basis (given by coordinates y(i) ∈ RN ) of the
saddle point z∗i , the neighborhood C
N
δ (z
∗
i ) is defined by
CNδ (z
∗
i ) =
{
y(i) ∈ RN : |y(i)l | 6 δ
rl√|λN,l| , 0 6 l 6 N − 1
}
+ z∗i (4.169)
where (rl) is a sequence satifying
∑
l
r
3/2
l
l3/2
<∞ and (λN,l)l are the eigenvalues
in the increasing order of HSN (z∗i ). Let us denote C
N
δ = ∪iCNδ (z∗i ).
Let us consider
SN,δ =
{
x, SN (x) > SN (z∗i ) + cδ
2, ∀i} . (4.170)
The set (SN,δ∪CNδ )c contains a finite number of connected components denoted
Dj since each of them contains at least a minimum x
∗
j (which are in finite
number by Assumption 4.2.4). For each connected component Dj , we define
h+ to be the constant aj ∈ [0, 1]. For a saddle z∗i , we denote Di+ and Di−
the connected components attained from z∗i when y
(i) = (δσ0, 0) and y
(i) =
(−δσ0, 0) respectively.
On SN,δ \CNδ , we take h+ of class C1 and such that ‖∇h+‖2,N ≤ c1δ . Then
we define h+ on each CNδ (z
∗
i ) in the local coordinates, by h
+(y(i)) = fi(y
(i)
0 )
where
fi(y0) = (a
i− − ai+)
∫ δσ0
y0
e−|λN,0|t
2/2εdt∫ δσ0
−δσ0 e
−|λN,0|t2/2εdt
+ ai+. (4.171)
Therefore, we have to estimate EN (h+) =∑i I1(i) + I2 with
I1(i) = ε
∫
CNδ (z
∗
i )
∥∥∇h+(x)∥∥2
2,N
e−
SN (x)
ε dx (4.172)
I2 = ε
∫
SN,δ\BNδ
∥∥∇h+(x)∥∥2
2,N
e−
SN (x)
ε dx. (4.173)
Taking δ = K
√
ε |ln ε|, the integrals I1(i) give us the right asymptotics
and are estimated by an adaptation of Lemma 4.4 from [4]. The quadratic
approximation of the potential on the sets CNδ (z
∗
i ) is a consequence of Remark
4.6.1 and of the choice of the sets CNδ (z
∗
i ). The integral I2 is computed by
following the same method as in Lemma 4.6 in [4].
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Therefore, we obtain that for all (aj)j , for N > N0(ε)
cap
(BNρ (x∗),BNρ (MNl )) 6∑
i
ε
√
2πε
N−2 (ai− − ai+)2 |λN,0| e−
SN (z∗i )
ε√| det(HSN (z∗i ))|
× (1 +A1
√
ε |ln(ε)|3/2). (4.174)
Taking the minimum of the right-hand side over a, we get the result (4.168).
4.6.2.2 Lower bound
We now prove the corresponding lower bound.
Proposition 4.6.4. For all ε < ε0 and ρ, we have
cap
(BNρ (x∗),BNρ (MNl )) > ε√2πεN−2C∗(N, ε)(1 + ψl(ε,N)) (4.175)
where lim supN→∞ |ψl(ε,N)| <
√
ε |ln(ε)|3/2.
Proof. The proof is adapted from [4]. For a saddle point z∗i , we take a narrow
corridor from one (local) minimum to another one and minimize the Dirichlet
form on the union of these corridors. In [4], this corridor was a rectangle
because of the particular case considered. In this article, we have to be more
precise about their construction. We use the same notations as in the proof of
the upper bound.
Let us fix δ0. We consider the subset of R
N−1
CN,⊥δ (z
∗
i ) =
{
y(i) ∈ RN : |y(i)l | 6 δ
rl√|λN,l| , 1 6 l 6 N − 1
}
. (4.176)
and we define CNδ (z
∗
i ) = [−δ0, δ0]×CN,⊥δ (z∗i ) + z∗i . We denote by x∗i− and x∗i+
the two minima of the basins surrounding z∗i .
Let (γ0(s))s∈[−s−,s+] be a regular C
2 path from xi− to xi+ with γ0(s) =
z∗i + (s, 0) for s ∈ [−δ0, δ0]. We also suppose that there is η > 0 for which
SN (γ0(s)) < S
N
0 − 3η for |s| > δ0 and that ‖γ′0(s)‖2,N = 1. Let, for all s, A(s)
be an isomorphism from RN−1 to γ′0(s)
⊥ ⊂ RN of class C1 in s and such that
for |s| < δ0, A(s)y = (0, y1, · · · , yN−1). Then we construct a family of paths
γ(s, y⊥) by
γ(s, y⊥) = γ0(s) +A(s)y⊥. (4.177)
Such a construction of a path γ0 is always possible in the infinite dimensional
setting (because of Assumption 4.2.4). Then taking the finite dimensional
projection, it gives us a path for the finite dimensional case.
We define the corridor from xi− to xi+, for δ > 0 small enough
Cδ(z
∗
i ) =
{
x = γ(s, y⊥), y⊥ ∈ CN,⊥δ (z∗i ), ∀s
}
. (4.178)
Let h be the equilibrium potential which realizes the minimum of the Dirichlet
form and define ai±(y⊥) = h(xi±+A(±s±)y⊥), the values near the minimum.
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To estimate a lower bound, we are going to restrict the Dirichlet form on
the union of the corridors Cδ(z
∗
i ):
EN (h) = ε
∫
RN
‖∇h‖22,N µN (dx) >
∑
i
ε
∫
Cδ(z∗i )
‖∇h‖22,N µN (dx) = ε
∑
I5(i).
(4.179)
We define the function fi on Cδ(z
∗
i ), by fi(s, y⊥) = h(γ(s, y⊥)). The change
of variable on Cδ(z
∗
i ) gives us the Jacobian gi(s, y⊥) = det(Jγ)(s, y⊥) and we
obtain
I5(i) >
∫
BN,⊥δ (z
∗
i )
∫ s+
−s−
∣∣∣∣∂fi∂s
∣∣∣∣2 e−SN (γ(s,y⊥))/εgi(s, y⊥)dsdy⊥. (4.180)
We take y⊥ as a parameter then the second term is bounded below by the
minimum over functions fi of the integral∫ s+
−s−
∣∣∣∣∂fi∂s
∣∣∣∣2 e−SN (γ(s,y⊥))/εgi(s, y⊥)ds (4.181)
with the conditions fi(−s−, y⊥) = h(xi−+A(−s−)y⊥) = ai−(y⊥) and fi(s+, y⊥) =
h(xi+ +A(s+)y⊥) = ai+(y⊥). This gives us a lower bound for the capacity.
A simple computation shows that the function fi realizing this lower bound
is
fi(s, y⊥) = (ai+(y⊥)− ai−(y⊥))
∫ s
−s− e
SN (s,y⊥)/εgi(s, y⊥)−1ds∫ s+
−s− e
SN (s,y⊥)/εgi(s, y⊥)−1ds
+ ai−(y⊥).
(4.182)
Inserting this function in the integral (4.180), we obtain
I5(i) >
∫
CN,⊥δ (z
∗
i )
(ai+(y⊥)− ai−(y⊥))2
[∫ s+
−s−
eS
N (s,y⊥)/εgi(s, y⊥)−1ds
]−1
dy⊥.
(4.183)
The end of the proof comes from an upper bound of the integral uniformly for
y⊥ ∈ CN,⊥δ (z∗i ). We write∫ s+
−s−
eS
N (s,y⊥)/εgi(s, y⊥)−1ds = I6(i) + I7(i) (4.184)
where
I6(i) =
∫ δ0
−δ0
eS
N (s,y⊥)/εgi(s, y⊥)−1ds (4.185)
I7(i) =
∫
|s|>δ0
eS
N (s,y⊥)/εgi(s, y⊥)−1ds. (4.186)
As in Lemma 4.8 in [4], we control the quadratic approximation near the
saddle z∗i with the following lemma for which we omit the proof.
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Lemma 4.6.5. For all y = (s, y⊥) ∈ CNδ (z∗i ), if the sequence (rl)l satisfies∑
l
r
3/2
l
l3/2
<∞, we have for δ0 > δ∣∣∣∣SN (γ(s, y⊥) + z∗i )− SN (γ(0, y⊥) + z∗i ) + 12 |λ0,N | s2
∣∣∣∣ 6 A6δ30 (4.187)∣∣∣∣∣SN (z∗i + γ(0, y⊥))− SN (z∗i )− 12
N−1∑
k=1
λN,ky
2
k
∣∣∣∣∣ < A8δ3. (4.188)
Following the proof of Lemma 4.7 in [4], we can also prove the existence of
a constant A6 such that for all N and y⊥
I6(i) 6 e
SN (z∗i +(0,y⊥))
ε
√
2πε
|λN,0|
(
1 +A6
δ30
ε
)
. (4.189)
In addition, we need to prove an upper bound for the integral I7(i).
Lemma 4.6.6. There exists a constant A7 such that for all N and y⊥
I7(i) 6 A7
√
Ne
Ŝ−2η
ε (4.190)
where η > 0 is given by the definition of the path γ0.
Proof. We have to be careful with the change of variable. Let us write the
Jacobian matrix Jγ(s, y⊥) in the local base (γ′0(s), γ
′
0(s)
⊥), if we denote P0 the
projection on Span(γ′0(s)), we get the Jacobian matrix (written by blocks)
Jγ(s, y⊥) =
(
1 + P0(A
′(s)y⊥) 0
∗ A(s)
)
(4.191)
since ImA(s) = γ′0(s)
⊥. Then, as A(s) is an isometry, we obtain that
gi(s, y⊥) = |det(Jγ(s, y⊥))| = |1 + P0(A′(s)y⊥)| = 1 +O(δ). (4.192)
Thus, for δ sufficiently small,
I7(i) =
∫
|s|>δ0
eS
N (s,y⊥)/εgi(s, y⊥)−1ds 6 (1 + Cδ)e
Ŝ−2η
ε (s+ + s−)
6 2(s+ + s−)e
Ŝ−2η
ε (4.193)
since SN (s, y⊥) < Ŝ−2η for all |s| > δ0, and y⊥ ∈ CN,⊥δ . Then by construction
of the path we have that
s+ + s− 6 C ‖xi− − xi+‖2,N 6 C
√
N ‖xi− − xi+‖L2 . (4.194)
We insert (4.189) and (4.190) in Equation (4.183). Then we proceed as in
the proof of Lemma 4.7 from [4] and we obtain
I5(i) > ε
√
|λN,0|
2πε
∫
BN,⊥δ (z
∗
i )
(ai+(y⊥)− ai−(y⊥))2e−
SN (z∗i +(0,y⊥))
ε dy⊥ (4.195)
×
[
1 +A6
δ30
ε
+A′7e
− ηε
]−1
.
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Using Equation (4.102) from Proposition 4.4.3, we obtain for all y⊥,
∣∣aj(y⊥)− aj(0)∣∣ <
e−
C
ε . Then using the approximation (4.188) and following the proof of Lemma
4.7 in [4], we obtain for δ =
√
Kε |ln ε| and δ0 = K ′ε |ln ε| with K ′ > K,
I5(i) > ε(a
i−−ai+)2e−S
N (z∗i )
ε
√
2πε
N−2 |λN,0|√| det(HSN (z∗i ))| (1−A5
√
ε |ln(ε)|3/2). (4.196)
Equation (4.175) follows by minimizing along the (aj)j .
4.6.3 Uniform estimate of the mass of the equilibrium
potential
We prove estimates of the numerator of (4.166). Let us denote x∗l0 ∈ RN
to be the closest minimum to φl0 in L
2([0, 1]). We will prove an adaptation of
Proposition 4.9 of [4].
Proposition 4.6.7. For all ε < ε0 and ρ, we have∫
RN
h∗(x)dµN (x) =
(2πε)N√
detHSN (x∗l0)
e−
SN (x∗l0 )
ε (1 + ψ2(ε,N)) (4.197)
where |ψ2(ε,N)| <
√
ε |ln(ε)|3/2 for all N > N0.
Proof. As the previous section, we define around the minimum x∗l0 ∈ RN a
neighborhood CNδ (x
∗
l0
). In the local orthonormal basis of the minimum x∗l0 ,
the neighborhood CNδ (x
∗
l0
) is defined by
CNδ (x
∗
l0) =
{
y ∈ RN : |yl| 6 δ rl√|λN,l| , 0 6 l 6 N − 1
}
+ x∗l0 (4.198)
where (rl) is a sequence satifying
∑
l
r
3/2
l
l3/2
<∞ and (λN,l)l are the eigenvalues
in the increasing order of HSN (x∗l0).
We need to estimate ∫
RN
h∗(x)dµN (x). (4.199)
Let us remark that for x ∈ ∂CNδ (x∗), one of the coordinates is precisely
δrk/
√
λk,N thus
SN (x) > SN (x∗) + δ2r2k − Cδ3 > SN (x∗) + cδ2. (4.200)
We consider S′ such that the set {φ, S(φ) ∈]S(φl0), S′]} contains no stationary
point. Then using Proposition 4.5.1, for all η small enough, there existsN0 such
that for N > N0,
{
x, SN (x) ∈ [SN (x∗) + 12cδ2, S′ − η]
}
contains no stationary
point. We define the set A =
{
SN (x) 6 SN (x∗) + cδ2
} \ BNρ (x∗). Note also
that for δ small enough, CNδ (x
∗) ⊂ BNρ (x∗). Hence we decompose (4.199) in
three parts:∫
RN
h∗(x)dµN (x) = I8 +
∫
SN (x)>SN (x∗l0 )+cδ
2
h∗(x)dµN (x) +
∫
A
h∗(x)dµN (x)
(4.201)
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To estimate the third integral we need a control on the equilibrium potential
on the set A.
Lemma 4.6.8. For all ρ < ρ0 and η > 0 there exists ε0(ρ) such that for ε < ε0
and δ > 0, let x ∈ A, we have
h∗N (x) = Px[τ
N
ε (B
N
ρ (x
∗)) < τNε (B
N
ρ (MNl ))] 6 e−(S
′−SN (x)−2η)/ε. (4.202)
Proof. By definition of the set A all the paths from x ∈ A to x∗ attain a
height of S′ − η at least. To prove this fact, let us take a path from x to x∗,
it must attain its maximum Ŝ at some time t0. This maximum must satisfies
Ŝ > SN (x∗) + cδ2, since if it is not the case then from Equation (4.200), the
path must stay in CNδ (x
∗) which contradicts the fact that x is in A. Then
the minimal path from x to x∗ must attain its maximum at a stationary point
of height greater than SN (x∗) + cδ2 thus of height greater than S′ − η. This
gives us an easy lower bound for the rate function on the set of transition from
x ∈ A to x∗. Then using the method from [47] and the uniform large deviation
principle, we prove that
h∗(x) = Px[τNε (BNρ (x∗)) < τNε (BNρ (MNl ))] 6 e−(S
′−2η−SN (x))/ε (4.203)
uniformly in N .
We get from (4.201)∫
RN
h∗(x)dµN (x) 6 I8 +
∫
SN (x)>SN (x∗l0 )+cδ
2
e−S
N (x)/εdx (4.204)
+
∫
SN (x)6SN (x∗l0 )+cδ
2
e−(S
′−2η)/εdx (4.205)
where we have used the fact that h∗ is bounded by one for the second integral
and the previous lemma for the third integral. The integral I8 gives the main
contribution and is estimated as in the proof of Proposition 4.9 of [4] using the
quadratic approximation of the potential on CNρ (x
∗
l0
). The second integral on
the right-hand side is estimated as in the proof of Lemma 4.6 in [4].
We bound the third integral by the volume of the set
{
SN (x) 6 SN (x∗l0) + cδ
2
}
which is bounded uniformly in N . In fact, from the bound on SN and the con-
vergence of SN (x∗l0) to S(φl0), we get for δ sufficiently small{
SN (x) 6 SN (x∗l0) + cδ
2
} ⊂ {∥∥∇Nx∥∥2
2,N
+ ‖x‖22,N < N(S(φl0) + c)
}
(4.206)
which is a deformed ball. The computation shows that this quantity is uni-
formly bounded in N .
We obtain the result since the order of magnitude of the two last integrals
(O
(
e−(S
′−η)/ε
)
) of (4.204) is much smaller than I8 = O
(
e−S
N (x∗l0 )/ε
)
.
4.6.4 Finite Dimensional Formula
The finite dimensional formula is now obtained with a uniform control in
the dimension. From Proposition 4.5.6, we take x∗ = φNl0 where φ
N
l0
is the
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unique minimum of SN such that∥∥φl0 − φNl0∥∥L2 6 CN ∥∥∥φ̂Nl0 − φNl0∥∥∥∞ 6 C√N (4.207)
where φ̂Nl0 is the linear interpolation of φl0 .
Proposition 4.6.9. Let τNε be the transition time from BNρ (φNl0 ) to BNρ (MNl ),
we have uniformly in N
EφNl0
[
τNε
]
=
2πe
SN (φNl0
)
ε
C∗(N, ε)
√
detHSN (φNl0 )
(1 + Ψ(ε,N)) (4.208)
where C∗(N, ε) is the equivalent conductance and
lim sup
N→+∞
|Ψ(ε,N)| 6 C√ε |ln ε|3/2 . (4.209)
Proof. Inserting the estimates for the capacity (Proposition 4.6.2) and the nu-
merator (Proposition 4.6.7) in Equation (4.166) we conclude that
EνN [τ
N
ε ] =
2πe
SN (φNl0
)
ε
C∗(N, ε)
√
detHSN (φNl0 )
(1 + Ψ1(ε,N)) (4.210)
where lim supN |Ψ1(ε,N)| < C
√
ε |ln(ε)|3/2 and νN is a probability measure
on ∂BNρ (φNl0 ). Now we use Proposition 4.4.3 to replace the measure νN by the
point φNl0 . For y ∈ BNρ (φNl0 ), we have by definition∥∥φNl0 − y∥∥2L2 < ρ2 ∣∣SN (φNl0 )− SN (y)∣∣ < ρ. (4.211)
Then from Proposition 4.5.6, we have N0 such that for N > N0
‖φl0 − y‖2L2 < 2ρ2
∣∣S(φl0)− SN (y)∣∣ < 2ρ. (4.212)
Thus since V is regular, we obtain
∣∣∣∥∥φ′l0∥∥2L2 − ‖y′‖2L2 ∣∣∣ < Cρ.
Let z = y − φl0 , we have by integration by parts∣∣∣∥∥φ′l0 + z′∥∥2L2 − ∥∥φ′l0∥∥2L2 ∣∣∣ = ∣∣∣2 〈φ′l0 , z′〉+ ‖z′‖2L2 ∣∣∣ = ∣∣∣−2 〈φ′′l0 , z〉+ ‖z′‖2L2 ∣∣∣ < Cρ
(4.213)
since φl0 is regular as a classical solution of a differential equation. Then we
obtain by the Cauchy-Schwarz inequality
‖z′‖2L2 6 Cρ+ 2
∥∥φ′′l0∥∥L2 ‖z‖L2 6 (C + 2 ∥∥φ′′l0∥∥L2)ρ. (4.214)
Thus we get∥∥y − φNl0∥∥∞ 6 ‖y − φl0‖∞ 6 C ′ ‖y − φl0‖H1 = C ′ ‖z‖H1 6 C ′′√ρ. (4.215)
Using Proposition 4.4.3, we get that for all N > N0∣∣∣EνN [τNε ]− Eφl0N [τNε ]∣∣∣ 6 e Ŝ−2ηε (4.216)
which gives us (4.208) since the exponential asymptotics of (4.210) is greater
than e
Ŝ−η
ε .
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4.6.5 Proof of Theorem 4.2.1
From Proposition 4.6.9 applied to the finite diffusion approximation where
the minima and saddle points are given by Proposition 4.5.6, we have
EφNl0
[
τNε
]
=
2πhNe
SN (φNl0
)
ε
C∗(N, ε)
√
detHSN (φNl0 )
(1 + Ψ(ε,N)) (4.217)
where the factor hN comes from the time change (Equation (4.40)). Using
Proposition 4.5.2 (convergence of the eigenvalues) and Corollary 4.5.5 (conver-
gence of the ratio of eigenvalues), the quadratic forms QN converges to Q:
1
hN
QN (a)
√
detHSN (φNl0 ) =
∑
φ∗Nl
∣∣∣λ−N (φ∗Nl )∣∣∣
hN
√√√√ detHSN (φNl0 )∣∣∣detHSN (φ∗Nl )∣∣∣e−
SN (φ∗Nl )
ε
× (al+ − al−)2
1
hN
QN (a)
√
detHSN (φNl0 ) −−−−−→N→+∞
∑
φ∗l
∣∣λ−(φ∗l)∣∣
√
DetHφl0S∣∣DetHφ∗l S∣∣e−
S(φ∗l)
ε
× (al+ − al−)2
= Q(a)e−
S(φ∗l)
ε
√
DetHφl0S. (4.218)
where φ∗Nl are the relevant saddle points given by Proposition 4.5.6. Then the
minimizer converges. For all ε, we get
1
hN
C∗(N, ε)
√
detHSN (φNl0 ) −−−−→N→∞ C
∗(φl0 ,Ml)e−
S(φ∗l)
ε
√
DetHφl0S.
(4.219)
Therefore, we obtain the result of Theorem 4.2.1 from Proposition 4.3.3.

Chapitre 5
Exemple et perspectives
5.1 Exemple pour Allen-Cahn dans les cas Dirichlet et
Neumann
Nous souhaitons appliquer le the´ore`me 4.2.1 prouve´ au chapitre 4 a` l’e´qua-
tion d’Allen-Cahn correspondant au choix de potentiel V (x) = x4/4 − x2/2
dans l’e´quation (0.3). Il nous faut pour cela de´crire en de´tail la structure de
l’action S en appliquant les re´sultats expose´s dans l’annexe C.
Pour une fonction φ stationnaire de S et telle que HφS ne posse`de pas de
valeurs propres nulles, on note ind(φ) le nombre de valeurs propres strictement
ne´gatives de HφS. On note aussi sur le mode`le de l’e´quation (C.40) la demi-
pe´riode t(E) pour 0 6 E 6 1/4, par
t(E) =
√
2
∫ y+(E)
0
dy√
E + V (y)
(5.1)
ou` y+(E) ∈ [0, 1] est la plus petite solution positive de V (y) = −E. On obtient
y+(E) =
√
1−√1− 4E.
On peut prouver par le calcul que
– t′(E) > 0 pour E ∈]0, 1/4[
– t(E) −−−→
E→0
π et t′(E) −−−→
E→0
0, on prolonge alors t en 0
– t(E) ∼ 1√
2
|ln(1− 4E)|.
Les solutions stationnaires sont donc donne´es par les solutions (E, k) de
t(E) =
1
k
√
γ
. (5.2)
On de´finit k0 =
⌊
1√
γπ
⌋
qui est le plus petit entier positif tel que l’e´quation
(5.2) ait une solution. Notons que k0 > 0 si et seulement si γ < 1/π
2. Dans
le cas des conditions de Dirichlet, en appliquant la Proposition C.4.10, on a la
proposition suivante.
Proposition 5.1.1. Dans le cas Dirichlet, la fonction constante 0 est station-
naire, hyperbolique si γ 6= 1/π2l2 pour l entier positif. Son indice est alors
ind(0) =
{
0 si γ > 1/π2
k0 si γ < 1/π
2
(5.3)
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Pour γ < 1/π2, on a k0 > 0 et il existe des points stationnaires non constants
φ+,k, φ−,k associe´s a` (Ek, k) pour k 6 k0 solutions de (5.2). Ce sont les solu-
tions de
γφ′′(x)− V ′(φ(x)) = 0 (5.4)
ve´rifiant φ±,k(0) = 0 et φ′±,k(0) = ±
√
2Ek
γ . Ils sont syme´triques l’un de l’autre
et de meˆme indice : k − 1.
Dans le cas des conditions de Neumann, on applique la Proposition C.4.4.
Proposition 5.1.2. Dans le cas Neumann, les fonctions constantes 0,±1 sont
toujours stationnaires. ±1 sont toujours hyperboliques, leurs indices sont nuls.
0 est hyperbolique si et seulement si γ 6= 1/π2l2 pour l entier positif. Son indice
est alors
ind(0) =
{
1 si γ > 1/π2
k0 + 1 si γ < 1/π
2
(5.5)
Pour γ < 1/π2, il existe des points stationnaires non constants ψ+,k, ψ−,k
associe´s a` (Ek, k) pour k 6 k0. Ce sont les solutions de
γψ′′(x)− V ′(ψ(x)) = 0 (5.6)
ve´rifiant ψ′±,k(0) = 0 et ψ±,k(0) = ±
√
1−√1− 4Ek. Ils sont syme´triques l’un
de l’autre et de meˆme indice : k.
0
1
−1
1
x
φ
+
r
r
e0 = −1
e2 = 1
e1 = 0
ψ
−,1
ψ
−,1ψ+,1
ψ+,1
Figure 5.1: Points stationnaires dans le cas Neumann : on a deux points selles
syme´triques d’indice 1, ψ+1 et ψ
−
1 si γ <
1
π2 et un seul e1 = 0 si γ >
1
π2
On peut ensuite appliquer la Proposition C.5.2 afin de de´crire la ge´ome´trie
des points selles et des minima.
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Proposition 5.1.3. On a trois cas distincts : pour γ < 14π2 ,
1
4π2 < γ <
1
π2 ou
γ > 1π2 .
– Si γ > 1π2 , dans les conditions de Dirichlet, il n’y qu’un seul point station-
naire, le minimum constant 0, il ne peut donc pas y avoir de transitions.
Dans les conditions de Neumann, les seules fonctions constantes sont
stationnaires, 0 est d’indice 1 et ±1 sont des minima, on a simplement
les connexions
−1 0 //oo 1 (5.7)
– Si 14π2 < γ <
1
π2 , dans les conditions de Neumann et Dirichlet, on a deux
minima de meˆme e´nergie (±1 pour Neumann et φ±,1 pour Dirichlet).
Tandis que nous avons deux points selles ψ±,1 dans les conditions de
Neumann, il n’y en qu’un seul dans les conditions de Dirichlet (constant
e1 = 0). Le cas Dirichlet est donc analogue au cas pre´ce´dent. Pour les
conditions de Neumann, on a en revanche
ψ+,1
''ww−1 +1
ψ−,1
77gg
(5.8)
– Si 14π2 > γ, les conditions de Neumann restent identiques au cas pre´-
ce´dent. Pour les conditions de Dirichlet, on a deux points selles non
constants qui apparaissent (φ±,2) et on retrouve la situation des condi-
tions de Neumann.
Nous appliquons alors, le The´ore`me 4.2.1, afin de calculer dans chacun des
cas l’espe´rance du temps de transition me´tastable. On reprend les notations
du chapitre 4. Rappelons juste la notation, pour A1 suffisamment grand, et φ
re´gulie`re
Bρ(φ) =
{
σ ∈ H1bc, ‖σ − φ‖L2 6 ρ, ‖σ‖H1 < A1
}
(5.9)
Tous calculs faits, on peut formuler la proposition suivante.
Proposition 5.1.4. On a alors pour ε et ρ suffisamment petit, pour les condi-
tions de Neumann :
– si γ < 1π2
E−1[τ(Bρ(+1))] = π|λ−(ψ−,1)|
√
|s′(1)|
f ′(1)
eδnS/ε(1 +O(
∣∣ε ln3(ε)∣∣1/2))
(5.10)
avec δnS = S(ψ−,1)−S(−1) et s (resp. f) est la solution du proble`me de
Sturm-Liouville Hψ−,1Ss (resp. H−1Sf) avec s(0) = 1 et s′(0) = 0 (de
meˆme pour f) ;
– si γ > 1π2
E−1[τ(Bρ(+1))] = 2π
21/4
√√√√√ sin
(
1√
γ
)
sinh
(√
2
γ
)e1/4ε(1 +O(∣∣ε ln3(ε)∣∣1/2)). (5.11)
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0
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1
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φ
+
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r
e1 = 0
φ
−,1
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φ+,2 φ−,2
Figure 5.2: Allure des points selles et minima d’indices 1 dans les conditions
de Dirichlet. Pour γ > 1π2 , seul e1 est pre´sent, ensuite si
1
π2 > γ >
1
4π2 ,
apparaissent les minima φ±,1 et enfin si 14π2 > γ, les points selles sont φ±,2.
De meˆme pour les conditions de Dirichlet, on a
– si γ < 14π2
Eφ−,1 [τ(Bρ(φ+,1))] =
π
|λ−(φ−,2)|
√
|s(1)|
f(1)
eδdS/ε(1 +O(
∣∣ε ln3(ε)∣∣1/2))
(5.12)
avec δdS = S(φ−,2) − S(φ−,1) et s (resp. f) est la solution du proble`me
de Sturm-Liouville Hφ−,2Ss (resp. Hφ−,1Sf) avec s(0) = 0 et s′(0) = 1
(de meˆme pour f) ;
– si 14π2 < γ <
1
π2
Eφ−,1 [τ(Bρ(φ+,1))] =
2π
|λ−(0)|
√
|s(1)|
f(1)
eδdS/ε(1 +O(
∣∣ε ln3(ε)∣∣1/2)) (5.13)
avec δdS = S(0) − S(φ−,1) et s (resp. f) est la solution du proble`me de
Sturm-Liouville H0Ss (resp. Hφ−,1Sf) avec s(0) = 0 et s′(0) = 1 (de
meˆme pour f).
Les calculs pre´cis des valeurs propres et des de´terminants sont faciles dans le
cas Neumann pour γ > 1π2 car tous les points stationnaires sont constants. La
structure des points selles entre les minima introduit un facteur 12 par rapport
a` la situation ou` il n’y aurait qu’un seul point selle.
Remarque 20. On a vu (e´quation (0.31) au chapitre ) via un changement de
variable d’espace que on peut choisir de prendre γ = 1 et auquel cas on est
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ramene´ en espace a` l’intervalle
[
0, 1√γ
]
. Regarder la limite γ → 0 revient a` faire
tendre la taille de l’intervalle vers ∞ mais d’apre`s l’e´quation (0.31) en meˆme
temps on fait tendre ε
√
γ (la variance du bruit blanc) vers 0. Il faudrait pour
avoir la vraie limite prendre ε
√
γ = ε′ > 0 fixe´, faire une limite conjointe en
(γ, ε = ε′γ−1/2) pour γ → 0.
5.2 Perspective sur le cas pe´riodique
Dans le cas pe´riodique, comme dans les cas Neumann et Dirichlet, les mi-
nima sont ne´cessairement des fonctions constantes a` cause de la Proposition
C.4.6. Nous exposons un travail en cours sur le cas pe´riodique. La difficulte´
re´side sur le controˆle de l’approximation du potentiel discre´tise´ sur tout un
continuum de points selles.
Il nous faut faire une hypothe`se supple´mentaire sur la structure de l’attrac-
teur global.
Hypothe`ses 5.2.1. On fait l’hypothe`se que le ≪ 1-squelette ≫de l’attracteur
global, c’est-a`-dire l’ensemble des points selles d’indice 1 et des minima et de
leurs connexions he´te´roclines, est connexe.
Cette hypothe`se signifie que entre deux minima le chemin minimal peut ne
passer que par des points selles d’indice 1.
On est alors dans la meˆme configuration que pour les conditions de Neu-
mann. Soient deux minima φ−, φ+ entre lesquels on veut calculer le temps de
transition. On se donne des voisinages, de´finis comme dans l’e´quation (5.9) :
Bφ+(ρ) =
{
f ∈ H1per([0, 1]), ‖f − φ+‖L2 < ε, ‖φ+ − f‖H1 < A
}
(5.14)
avec A suffisamment grand. On a deux types de points selles d’indice 1 : les
points selles constants et les points selles non constants formant des familles
translate´es les unes des autres. On va aussi supposer dans la suite que seul un
point selle est maximal entre φ− et φ+ et on le note φ0.
Rappelons que pour calculer les temps de transition, on a besoin de calculer
deux quantite´s : la capacite´, ce qui se fait dans un voisinage du point selle, et
la masse du potentiel d’e´quilibre ce qui se fait dans un voisinage du minimum
duquel on part. Le minimum e´tant toujours constant, cette dernie`re quantite´ se
calcule comme dans les conditions de Neumann (Proposition 4.6.7). De meˆme
pour la capacite´ dans le cas ou` le point selle est constant, puisqu’il est alors
isole´ (Proposition 4.6.2). Le seul point de´licat est donc le calcul de la capacite´
dans le cas ou` on a une famille de points selles non constants. Le proble`me
vient du fait que les points ne sont plus isole´s.
5.2.1 Calcul des approximations
On se rame`ne toujours en dimension fine par l’approximation de´finie au
chapitre 2. On conside`re le cas ou` le point selle est non constant, on note φ0 le
point selle de la famille translate´ de tel sorte que maxφ0 = φ0(0). Le potentiel
SN en dimension finie est (e´quation (0.53))
SN (φN ) =
1
N
N∑
i=1
N2(φNi+1 − φNi )2 + V (φNi ). (5.15)
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On a alors pour chaque N , une famille de N points stationnaires translate´s
les uns des autres par 1N , correspondant a` φ
0
N (· + 1N ) avec φ0N approchant
a` la fonction φ0 (donne´ par la proposition 4.5.6 avec condition au bord de
Neumann). Or, φ0N est continue, line´aire par morceaux, on de´finit alors, pour
θ ∈ [0, 1], φθN = φ0N (·+ θ).
Pour une fonction continue ψ pe´riodique sur [0, 1], on de´finit, de manie`re
ge´ne´rale, SN (ψ) = SN ((ψi)16i6N ) avec ψi = ψ(i/N). On de´signe alors par
HNψ S
N la hessienne au vecteur (ψi)i.
Le hessien de S en φ0 est alors donne´ par l’ope´rateur Hφ0S :
Hφ0Sh = −γh′′ + V ′′(φ0)h (5.16)
pour h fonction pe´riodique de classe C2. Par de´finition de φ0, Hφ0S avec les
conditions pe´riodiques a une valeur propre ne´gative (λ0), une valeur propre
nulle (λ1 = 0) et toutes les autres positives (λk, k > 2). Rappelons (remarque
25) que la valeur propre nulle est lie´e a` φ′0.
On a donc N points stationnaires associe´s aux translate´s de φN0 , pour N
suffisamment grand les valeurs propres de HφN0 S
N sont distinctes, ordonne´es
par ordre croissant λN0 , λ
N
1 , λ
N
2 ... et convergent vers les valeurs propres associe´es
a` φ0 (D’apre`s la Proposition 4.5.2 pour les conditions au bord de Neumann).
Or, λN1 est positive (car φ
N
0 est un point selle d’indice 1 pour les condi-
tions de Neumann) et converge vers 0. On a donc besoin de controˆler cette
convergence.
Il nous faut aussi controˆler l’erreur faite le long des points selles. On pose
fN la fonction fN (θ) = SN (φN0 (·+θ))−SN (φN0 ), φN0 e´tant une fonction line´aire
par morceaux.
Lemme 5.2.2. Il existe des constantes C1 et C2 inde´pendantes de N telles
que ∣∣λN1 ∣∣ 6 C1N2 (5.17)
0 6fN (θ) 6
C2
N
. (5.18)
De´monstration. Le vecteur propre associe´ a` la valeur propre nulle est φ′0, de
meˆme le vecteur propre associe´ a` λN1 est proche de la de´rive´e discre`te de φ
N
0 .
En effet, posons yi = φ
N
0 (i/N), y = (yi)16i6N est solution de
−γN(yi+1 − 2yi + yi−1) + 1
N
V ′(yi) = 0 pour 1 6 i 6 N (5.19)
avec la convention que 0 = N (et donc N + 1 = 1). On pose alors δy =
(δyi)16i6N avec δyi = N(yi+1 − yi). On a pour 1 6 i 6 N , en faisant la
diffe´rence de (5.19) pour i et i+ 1 et en utilisant un de´veloppement de Taylor
de V ′(yi+1) a` l’ordre 2 en yi :
(HφN0 S
Nδy)i = −γN(δyi+1 − 2δyi + δyi−1) + 1
N
V ′′(yi)δyi
= V ′(yi) + V ′′(yi)(yi+1 − yi)− V ′(yi+1)
=
1
2
V ′′′(ξi)(yi+1 − yi)2
=
1
2N2
V ′′′(ξi)δy2i (5.20)
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pour un ξi entre yi et yi+1. On choisit les vecteurs propres hk (associe´ a` λ
N
k )
de HφN0 S
N pour qu’ils forment une base orthonormale de RN . L’ide´e revient a`
comparer h1 a` δy. En particulier, on a
HφN0 S
Nh1 = λ
N
1 h1 (5.21)
Par unicite´ des vecteurs propres, avec la bonne renormalisation (ici
√
N) h1
converge vers φ′0 dans H
1 (d’apre`s la Proposition 4.5.2). Par construction,
l’interpolation line´aire de δy converge aussi vers φ′0 dans H
1. En particulier∥∥∥√Nh1∥∥∥
L2([0,1])
−−−−→
N→∞
‖φ′0‖L2 (5.22)
‖δy‖L2([0,1]) −−−−→N→∞ ‖φ
′
0‖L2 . (5.23)
De plus on a aussi (√
Nh1, δy
)
L2([0,1])
−−−−→
N→∞
‖φ′0‖2L2 (5.24)
On a alors, par syme´trie de la hessienne, par Cauchy-Schwarz, et en utilisant
(5.20) avec (5.22), (5.23) et l’e´quation pre´ce´dente
λN1√
N
(√
Nh1, δy
)
L2([0,1])
=
(
HφN0 S
Nh1, δy
)
L2
(5.25)
=
(
HφN0 S
Nδy, h1
)
L2
(5.26)
6
C
N2
√
N
(√
N |h1| , |δy|
)
L2([0,1])
(5.27)
On en de´duit donc que pour N suffisamment grand∣∣λN1 ∣∣ 6 CN2 . (5.28)
Par de´finition, fN est de´finie sur [0, 1], continue, pe´riodique de pe´riode 1N ,
positive et nulle en 0. En particulier, pour N suffisamment grand, on de´duit
de la convergence de SN vers S et de la convergence de φN0 vers φ0
0 6 fN (θ) 6
C
N
. (5.29)
5.2.2 Calcul de la capacite´
On se propose de calculer la capacite´ pour la dimension N autour d’une fa-
mille de´ge´ne´re´e de points selles en controˆlant l’erreur en fonction de N . On pose
φN0 un de ces points selles, la famille s’en de´duit par translation de
1
N . On de´finit
(hk)06k6N les vecteurs propres de HφN0 S
N avec les conditions pe´riodiques de
telle sorte qu’ils forment une base orthonormale de RN et ordonne´s par ordre
croissant de valeurs propres. Alors (hk,θ)k = (hk(· + θ))k forme bien une base
orthonormale qui est la base propre de HφNθ S
N pour tout θ multiple entier de
1
N .
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On de´finit ψθ,z = φ
N
θ +
∑
k 6=1 zkhk,θ pour z = (z0, z2, . . . , zN−1). On exclut
le vecteur propre h1 associe´ a` la valeur propre λ
N
1 qui converge vers 0.
On s’attend alors, en de´finissant FN (θ, z) = SN (ψθ,z), que sur un voisinage
suffisamment bien choisi de (θ, 0)θ∈[0,1] parame´tre´ par δ > 0, on ait
F (θ, z)− SN (φN0 ) = fN (θ) +
∑
0>k>N−1,k 6=1
λNk z
2
k +O(δ
3) (5.30)
avec O(δ3) inde´pendant de N . Cette approximation semble difficile a` prouver
comme nous allons voir.
5.2.2.1 Borne supe´rieure
Nous proposons de prendre pour la borne supe´rieure un voisinage a` θ fixe´
construit sur le meˆme mode`le que dans le chapitre 3, e´quation (3.62).
On va choisir un voisinage autour de l’anneau des points selles. Posons pour
θ fixe´, dans la base orthonormale (hk(·+ θ))k, on de´finit
Dδ =
[
− δρ0√|λ0| , δρ0√|λ0|
]
×
N∏
k=2
[
− δρk√
λk
,
δρk√
λk
]
. (5.31)
On de´finit alors
Cδ = [0, 1]×Dδ (5.32)
on couvre ainsi l’ensemble discret des points selles d’un anneau sur lequel on
va calculer la capacite´.
Approximation du potentiel La proprie´te´ que l’on aimerait prouver est
ainsi : pour tout (θ, z) ∈ Cδ
F (θ, z)− SN (φN0 ) = fN (θ) +
∑
0>k>N−1,k 6=1
λNk z
2
k +O(δ
3) (5.33)
avec O(δ3) inde´pendant de N . On sait cependant que cette approximation est
vraie si θ est un multiple de 1N , il s’agit simplement du Lemme 3.4.5 adapte´ a` la
situation car dans ce cas (hk(·+ θ))k est bien une base propre. Le proble`me se
pose pour θ entre
[
0, 1N
]
, le reste s’en de´duisant par syme´trie. Plus pre´cise´ment,
soit θ ∈]0, 1N [, pour z ∈ Dδ, on pose ξ(θ, z) =
∑
k 6=1 zkhk,θ. On a, ψθ,z =
φNθ + ξ(θ, z), et donc
F (θ, z) = SN (φNθ ) +∇SN (φNθ )ξ(θ, z) +
∫ 1
0
f(t)dt (5.34)
avec
f(t) = HφNθ +tξ(θ,z)S
N (ξ(θ, z)). (5.35)
Il faudrait eˆtre capable de controˆler uniforme´ment en N le deuxie`me et le
troisie`me terme. Le gradient du deuxie`me terme tend vers 0 en N , cette erreur
peut donc eˆtre controˆle´. Cependant le troisie`me pose plus de proble`mes car
hk,θ n’est pas force´ment une base propre de diagonalisation de HφNθ S
N et
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donc il n’est pas aise´ de controˆler f(t) uniforme´ment en N . La preuve de
l’approximation (5.33) revient alors a` montrer uniforme´ment en t, en θ, en N∣∣∣∣∣∣f(t)−
∑
0>k>N−1,k 6=1
λNk z
2
k
∣∣∣∣∣∣ < O(δ3). (5.36)
Nous n’avons pas encore re´ussi a` montrer ce controˆle.
Calcul Supposons cependant que l’approximation (5.33) soit valide. En pro-
ce´dant comme dans le Lemme 3.4.4 ou la Proposition 4.6.3, on peut remplacer
dans la forme de Dirichlet le potentiel d’e´quilibre par une fonction bien choisie
(ne de´pendant que de z0) et tout calculs faits
cap
(
BNφ−(ρ),BNφ+(ρ)
)
6 ε
√∣∣λN0 ∣∣
2πε
∏
k>2
√
2πε∣∣λNk ∣∣
∫ 1
θ=0
exp
(
−f
N (θ)
ε
)
dθ (5.37)
× eSN (φN0 )/ε(1 + δ
3
ε
) (5.38)
6 ε
√∣∣λN0 ∣∣
2πε
∏
k>2
√
2πε∣∣λNk ∣∣eSN (φN0 )/ε
(
1 +
δ3
ε
)
. (5.39)
On a utilise´ la majoration : exp(−fN (θ)) 6 1.
On retrouve donc la meˆme expression que pour les autres conditions au
bord sans la valeur propre nulle (et le facteur
√
2πε associe´).
5.2.2.2 Borne infe´rieure
La borne infe´rieure peut se calculer aussi de la meˆme manie`re en prenant
soin de la de´ge´ne´rescence. On peut utiliser la proprie´te´ de Morse-Smale pour
obtenir une trajectoire conduisant de φ− a` φ+ et passant par φ0. On proce`de
alors de meˆme que dans le cas de la borne infe´rieure (Proposition 4.6.4 dans le
chapitre 4). Cependant on a le meˆme proble`me que dans la borne supe´rieure
pour controˆler l’approximation 5.33. Sous la meˆme hypothe`se que cette ap-
proximation est ve´rifie´e, on retrouve alors par le meˆme me´canisme que dans la
borne supe´rieure en maximisant avec la fonction test h
cap
(
BNφ−(ρ),BNφ+(ρ)
)
> ε
√∣∣λN0 ∣∣
2πε
∏
k>2
√
2πε∣∣λNk ∣∣
∫ 1
θ=0
exp
(
−f
N (θ)
ε
)
dθ (5.40)
× eSN (φN0 )/ε
(
1− Aδ
3
ε
)
(5.41)
> ε
√∣∣λN0 ∣∣
2πε
∏
k>2
√
2πε∣∣λNk ∣∣eSN (φN0 )/ε (5.42)
× exp
(
SN (φN0 )
ε
− C
Nε
)(
1− Aδ
3
ε
)
. (5.43)
La minoration de exp−fN (θ) e´tant donne´ par le Lemme 5.2.2.
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5.2.3 Temps d’atteinte
A l’aide du calcul pre´ce´dent de la capacite´ et en menant exactement les
meˆmes calculs que dans le cas Dirichlet ou Neumann pour le potentiel d’e´qui-
libre et la mesure d’e´quilibre, on obtient finalement
Eφ−
[
τ(B+)] = 2π√2πε|λ0(φ0)| √Re(S(φ0)−S(φ−))/ε(1 + C ∣∣ε ln3 ε∣∣1/2)). (5.44)
On a note´
R =
λ0(φ0)
λ0(φ−)λ1(φ−)
∏
k>2
λk(φ0)
λk(φ−)
(5.45)
et correspond au rapport des de´terminants fonctionnels ou` on aurait enleve´
pour le point selle la valeur propre nulle. Comme dans les cas Neumann et
Dirichlet, ce produit peut s’exprimer en terme des solutions homoge`nes de
l’e´quation diffe´rentielle donne´e par le hessien (voir l’article Kirsten et McKane
[66]). Rappelons que ce re´sultat de´pend de la validite´ de l’approximation (5.33).
Remarque 21. On constate que le pre´facteur n’est plus constant mais est pro-
portionnel a`
√
ε, en particulier, la de´ge´ne´rescence acce´le`re (par rapport au cas
ou` les points selles seraient isole´s, comme Neumann par exemple) la transition.
Cela serait en effet logique car le processus a beaucoup plus de possibilite´s
pour s’e´chapper du minima, il n’est pas contraint de passer par des points
selles isole´s.
5.3 Perspectives sur la dimension supe´rieure
Nous conside´rons dans la suite l’e´quation (0.3) mais non plus sur un inter-
valle mais sur un domaine de Rd. Pous simplifier on prend le domaine [0, 1]d
et les conditions de Dirichlet. On note L20([0, 1]
d) la fermeture des fonctions de
classe C∞ ve´rifiant les conditions de Dirichlet dans L2. Ide´alement, on voudrait
conside´rer l’e´quation pour (x, t) ∈ [0, 1]d × R+
∂tu = γ∆u− u− V ′(u) +
√
2εW (5.46)
ou` W est un bruit blanc espace temps.
5.3.1 Non-de´finition de la solution
L’e´quation (5.46) n’a pas de solution en ge´ne´ral. En effet pour formuler une
solution au sens inte´grale (De´finition 2.1.2) la re´solution demande de de´finir
une convolution stochastique c’est-a`-dire donner un sens a`
z(x, t) =
∫ t
0
∫
[0,1]d
gt−s(x, y)W (ds, dy) (5.47)
ou` g est la densite´ du semi-groupe associe´ a` γ∆ − 1. Notons que pour les
conditions de Dirichlet, les valeurs propres (λk)k∈N∗d associe´es aux vecteurs
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propres (ek)k∈N∗d de γ∆− 1 sont donne´es par
λk = γπ
2 |k|2 + 1 (5.48)
ek(x) =
d∏
i=1
√
2 sin(kiπx) (5.49)
avec la notation |k|2 =∑di=1 k2i .
La famille (ek)k∈N∗d forme une base hilbertienne de L20([0, 1]
d). On de´finit les
espaces de Bessel Hs d’indice s pour s ∈ R. On dit que f =∑k∈N∗d fˆkek ∈ Hs
si
‖f‖2s =
∑
k
(1 + |k|2)s
∣∣∣fˆk∣∣∣2 < +∞. (5.50)
Ces espaces constituent une version des espaces de Sobolev adapte´e au Lapla-
cien sur le domaine [0, 1]d. On dispose de proprie´te´s d’inclusion entre espaces
de Bessel comme pour les espaces de Sobolev.
Le bruit blanc en dimension supe´rieure a` 2 ne permet pas de de´finir une
convolution stochastique z suffisamment re´gulie`re avec le semi-groupe du La-
placien. Dans le cas des conditions de Dirichlet sur [0, 1]d, d’apre`s les proprie´te´s
du bruit blanc, on a z(x, t) =
∑
k∈N∗d αk(t)ek(x) avec
αk =
∫ t
0
e−(t−s)λkdβkt (5.51)
ou` (βk)k∈N∗d mouvements browniens inde´pendants donne´s en terme du bruit
blanc W
βk(t) =W (ek)t =
∫ t
0
∫
[
0, 1]dek(x)W (dx, ds). (5.52)
On a alors
E[|αk|2] 6
∫ t
0
e−2(t−s)λkdt =
1
2λk
(1− e−2tλk) 6 1
2λk
. (5.53)
Or les valeurs propres λk de γ∆− 1 sont γπ2 |k|2 + 1. On a alors
E[‖z(t)‖2s] 6
C
γ
∑
k∈N∗d
1
|k|2−2s + 1 6
C
γ
∫ ∞
0
rd−1
r2(1−s) + 1
dr (5.54)
pour C une certaine constante positive. On obtient alors
2(1− s)− (d− 1) > 1⇐⇒ s < 1− d
2
⇐⇒ z(t) ∈ Hs, ∀t, p.s. (5.55)
Pour d > 2, l’indice s est alors ne´cessairement ne´gatif. En particulier z(t) est
donc au mieux une distribution. On a ainsi
1. Pour d = 2, z ∈ Hs pour s < 0
2. Pour d = 3, z ∈ Hs pour s < −1/2
3. Pour d = 4, z ∈ Hs pour s < −1
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La convolution stochastique ne de´finit donc pas une fonction classique mais au
mieux une distribution a` cause du fait que l’ope´rateur (−γ∆− 1)−1 n’est pas
a` trace finie si d > 2.
On ne peut pas donc pas avoir de bonne de´finition de la non line´arite´ V ′(u)
de`s que V est un polynoˆme par exemple. En effet le sens donne´ a` l’e´quation
(5.46) est un sens inte´gral : u est solution si u = z + v avec
z(x, t) = gtu0(x) +
√
2ε
∫ t
0
∫
[0,1]d
gt−s(x, y)W (dy, ds) (5.56)
v(x, t) = gtu0(x)−
∫ t
0
∫
[0,1]d
gt−sV ′(z(y, s) + v(y, s))dyds. (5.57)
La de´finition de V ′(z + v) pour V (x) = x
4
4 − x
2
2 demanderait de savoir de´finir
des termes du type z3(x, t) ce qui n’est pas possible pour des distributions.
5.3.2 Non convergence des produits infinis de valeurs
propres
Malgre´ l’obstruction de la section pre´ce´dente, on peut se demander ce qui
se passe pour la discre´tisation de l’e´quation (5.46). Le potentiel S est donne´
par
S(φ) =
∫
[0,1]d
γ
2
|∇φ(x)|2 + φ(x)
2
2
+ V (φ(x))dx. (5.58)
En proce´dant comme dans le chapitre 2, on construit la discre´tisation par
diffe´rence finie en des points, xj = (j1/N, · · · , jd/N) pour j ∈ {0, · · ·N}d. 0n
obtient alors pour φ ∈ RNd ,
SN (φ) =
1
Nd
∑
j∈[[0,N ]]d
γ
2
d∑
i=1
N2(φj+bi − φj)2 +
φ2j
2
+ V (φi) (5.59)
avec (bi) la base canonique.
Le syste`me en dimension finie est alors
dXjt = −∇SN (Xt)dt+
√
2εdBjt . (5.60)
Pour pouvoir y appliquer les re´sultats en dimension finie et passer a` la limite, on
doit avoir la convergence du produit des valeurs propres des hessiens associe´s.
Pour deux fonctions φ, ψ de classe C2 sur [0, 1]d, on voudrait avoir∏
k∈{0,···N}d
λNk (φ)
λNk (ψ)
−−−−−→
N→+∞
∏
k∈N∗d
λk(φ)
λk(ψ)
(5.61)
ou` les valeurs propres λNk (φ) sont celles de −γ∆N +1+V ′′(φ)N et λk(φ) celles
de −γ∆N + 1 + V ′′(φ), avec V ′′(φ)N de´signant le vecteur (V ′′(φ(xj)))j . Or
comme en dimension 1, les valeurs propres de −γ∆N +1+ V ′′(φ) vont eˆtre de
la forme λk(φ) = γπ
2 |k|2 + pk(φ) ou` pk est une perturbation d’ordre 1. On a
alors
D(φ, ψ) =
∏
k∈Zd
λk(φ)
λk(ψ)
=
∏
k∈Zd
[
1 +
pk(φ)− pk(ψ)
γπ2 |k|2 + pk(ψ)
]
(5.62)
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Ce produit ne peut converger si pk(φ)− pk(ψ) = O(1) puisque
ln(D(φ, ψ)) 6 C
∑
k∈Zd
pk(φ)− pk(ψ)
γπ2 |k|2 + pk(ψ)
(5.63)
6 C
∫ ∞
0
rd−1
γr2 + 1
dr =∞ (5.64)
de`s que d > 2. On retrouve le proble`me qui vient du fait que l’ope´rateur
(−γ∆ + 1)−1 qui donne le comportement dominant des valeurs propres n’est
pas a` trace si d > 2.
On a donc deux fois la meˆme obstruction.
5.3.3 Conclusion
Nous avons re´sume´ certains des obstacles qui nous empeˆchent d’appliquer
directement les meˆmes me´thodes que nous avions en dimension 1 a` la dimension
supe´rieure. Re´sumons les e´le´ments que l’on voudrait avoir pour pouvoir suivre
la meˆme proce´dure qu’en dimension 1 :
1. un mode`le en dimension infinie (une e´quation aux de´rive´es partielles sto-
chastique) qui ait un sens ;
2. un syste`me en dimension finie (une e´quation diffe´rentielle stochastique)
qui converge vers la solution en dimension infinie ;
3. il faut que l’on puisse appliquer les estimations de la dimension finie a`
notre syste`me ;
4. enfin il faut que ces estimations convergent et que l’on puisse controˆler
l’erreur.
En particulier, le point 3 demande que le syste`me en dimension finie soit
re´versible, que la de´rive soit un gradient et que la loi invariante soit connue. Le
deuxie`me point implique donc a priori qu’il en sera de meˆme pour l’e´quation
aux de´rive´es partielles stochastique limite. De plus, le dernier point implique
aussi au minimum que le produit du ratio des valeurs propres du line´arise´ de
la partie de´terministe de l’EDPS en deux points diffe´rents soit bien de´fini.
On a vu que si on essaye na¨ıvement de passer a` la dimension supe´rieure
pour Allen-Cahn, l’EDPS n’a pas de solution et le produit des valeurs propres
ne converge pas. On peut malgre´ tout se demander si le syste`me en dimension
finie aurait malgre´ tout une limite (ou un point d’accumulation) fortement,
faiblement ou en loi. Des re´sultats re´cents (nume´riques cf. [81] et the´oriques
[56]) semble confirmer que ce syste`me ne peut que converger en probabilite´ vers
la distribution nulle.
Notre travail en cours consiste a` essayer de contourner ces proble`mes. Don-
nons sommairement quelques pistes que nous suivons. On peut envisager au
moins trois manie`res de changer l’e´quation (5.46) pour lui donner un sens.
Chacune correspond a` changer un terme de l’e´quation originale.
Introduire une corre´lation en espace On peut envisager de ne pas utiliser
le bruit blanc en espace-temps mais un bruit ayant un corre´lation en espace
et/ou en temps qui tend vers 0. On de´finit le bruit Wδ comme une mesure L
2
gaussienne de moyenne nulle et d’ope´rateur de covariance Qδ, pour δ > 0. On
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veut de plus que Qδ converge vers l’identite´ pour δ → 0 (le bruit converge vers
un bruit blanc). On peut choisir en particulier un bruit blanc en temps auquel
cas Qδ est un ope´rateur en espace seulement. Dans leur article [29], Cerrai et
Freidlin de´finissent sur la base hilbertienne associe´e a` ∆ :
Qδek = (1 + δ |k|2)−βek (5.65)
avec β > (d− 2)/4. Avec ce bruit qui n’est plus blanc en espace, on a
zδ(x, t) =
∫ t
0
∫
[0,1]d
gt−s(x, y)Wδ(dy, ds) =
∑
k
αδk(t)ek(x) (5.66)
avec
αδk(t) =
∫ t
0
(1 + δ |k|2)−βe−γ(t−s)λkdBk(s) (5.67)
ou` Bk sont des mouvements brownien inde´pendants. On a alors
E
[
‖zδ(t)‖2s
]
6 C
∑
k
(1 + |k|2)s−2β−1 6 C
∫ ∞
1
k2s−4β−2+d−1dk (5.68)
qui est fini si 2(s− 2β − 1)+ d− 1 < −1 c’est-a`-dire s < 2β +1− d2 et donc on
peut choisir s > 0 puisque β > (d − 2)/4. Cela permet de de´finir une solution
inte´grale de l’e´quation (voir [29]) dans Lp(Ω, C([0, T ], L2([0, 1]d))).
Dans ce cas Cerrai et Freidlin obtiennent un principe de grande de´viations
de fonction de taux
Iδ(u) =
∥∥Q−1δ (∂tu− γ∆u+ u+ V ′(u))∥∥2L2([0,T ]×[0,1]d) 6 +∞. (5.69)
Ils montrent ensuite que Iδ Γ-converge vers I, qui serait la fonction de taux
attendue pour l’e´quation (5.46) :
I(u) = ‖∂tu− γ∆u+ V ′(u)‖2L2([0,T ]×[0,1]d) 6 +∞. (5.70)
Les auteurs obtiennent alors l’asymptotique exponentielle des temps de sortie.
L’approximation possible en dimension finie serait la suivante : soit PN le
projecteur sur les premiers modes : pour u(x, t) =
∑
k∈N∗d uk(t)ek(x)
uN = PNu =
∑
|k|6N
ukek. (5.71)
On a envie de prendre pour l’approximation le syste`me
duN (t) = γ∆uN (t)dt− PNV ′(uN (t))dt+
√
2εdBNδ (t). (5.72)
Mode par mode, on obtient
duNk (t) = −γλkuNk (t)dt−
〈
V ′(uN (t)), ek
〉
dt+
√
2ε(1 + δ |k|2)−β/2dBk(t).
(5.73)
ou` Bk sont des mouvements browniens inde´pendants et
BNδ (t) =
∑
|k|6N
(1 + δ |k|2)−β/2Bk(t)ek. (5.74)
Le proble`me qui se pose alors est l’application des estimations en dimen-
sion finie qui demandent un bruit additif brownien de matrice de covariance
proportionnelle a` l’identite´ et une de´rive e´tant le gradient d’un potentiel. Ce
qui n’est pas le cas en ge´ne´ral et ne nous permet pas de donner les estimations
en dimension finie.
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Introduire un ope´rateur re´gularisant Une autre manie`re de de´finir l’e´-
quation (5.46) peut eˆtre de modifier la partie line´aire en ajoutant un ope´rateur
re´gularisant L pour contourner le proble`me de l’inte´grabilite´ de la densite´ du
semi-groupe dans L2. On a alors
∂tu = δLu+ γ∆u− V ′(u) +
√
2εW (5.75)
Ainsi en dimension d, on peut introduire L = ∆s/2 pour lesquels les valeurs
propres sont d’ordre αk ≈ |k|s : on a bien∑
k∈Nd
1
αk
≈
∫ ∞
1
rd−1−sdr (5.76)
qui est finie si s > d. Donc, l’inverse de l’ope´rateur line´aire est alors a` trace et
permet de de´finir une solution forte avec le bruit blanc espace-temps.
Le produit des valeurs propres des ope´rateurs δL + γ∆ − V ′′(φ) en deux
points φ et ψ devient
Dδ(φ, ψ) =
∏
k∈Zd
δ |k|s + γ |k|2 + ck(φ)
δ |k|s + γ |k|2 + ck(ψ)
=
∏
k∈Zd
[
1 +
ck(φ)− ck(ψ)
δ |k|s + γ |k|2 + ck(ψ)
]
(5.77)
les corrections e´tant d’ordre 1 le produit est convergeant si s > d. Cependant
quand δ → 0, on retrouve le proble`me expose´ a` la section pre´ce´dente avec la
divergence du produit Dδ(φ, ψ).
Renormaliser la non-line´arite´ Enfin une autre manie`re de donner un sens
a` l’e´quation (5.46) peut eˆtre de modifier la non-line´arite´ et de la renormaliser
en utilisant les produits de Wick. Cela permet par exemple de donner un sens a`
u3−u. Da Prato et Debussche [34] montrent alors l’existence et l’unicite´ d’une
solution trajectorielle a` l’e´quation :
∂tu = γ∆u− : u3 : +u+
√
2εW (5.78)
ou` W est un bruit blanc espace-temps et : u3 : est la renormalisation par le
produit de Wick. Dans ce cas, on peut approximer la solution par un syste`me en
dimension finie en tronquant les modes suivant la base hilbertienne associe´e a`
∆ (approximation de Galerkin, voir par exemple [56]). Notons PN le projecteur
sur les N premiers modes. Cela revient a` conside´rer une approximation de la
forme
duN (t) = γ∆uNdt− (PN (uN )3 − CNuN )dt+ uNdt+
√
2εdWNt (5.79)
ou` WN est un mouvement brownien. CN est une constante de´pendant de la
dimension de l’approximation qui permet de corriger la divergence du terme
u3 mais qui tend vers l’infini. Cependant a` cause de cette correction CN qui
diverge, l’indice des points selles peut changer en fonction de la dimension N .
Ainsi, si on line´arise autour de 0, il semble que les valeurs propres vont eˆtre de
la forme :
λNk = −γπ2k2 + 1 + CN (5.80)
A` mesure de la prise en compte de modes supple´mentaires, le nombre de valeurs
propres ne´gatives en 0 augmente. Le genre des points stationnaires (minimum,
point selle) change suivant la discre´tisation.
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Ainsi beaucoup de travail reste sur le cas de la dimension supe´rieure. D’au-
tres extensions de nos re´sultats semblent possibles et constituent de futures
directions de recherche.
Annexe A
E´quations aux de´rive´es partielles
stochastiques
A.1 Rappels sur le bruit blanc
Nous rappelons suivant [96], la de´finition du bruit blanc et ses diffe´rentes
proprie´te´s.
De´finition A.1.1. Soit (E, E , ν) un espace mesure´ muni d’une mesure ν posi-
tive σ-finie, soit Ef = {A ∈ E , ν(A) <∞}. On appelle bruit blanc sur (E, E , ν)
la donne´e d’un espace probabilise´ (Ω,F ,P) et une famille de variables ale´atoires
re´elles W sur Ef telle que
– pour tout A ∈ Ef , W (A) est une variable ale´atoire gaussienne centre´e de
variance ν(A),
– pour tous A,B ∈ Ef , avec A∩B = ∅, W (A) et W (B) sont des variables
inde´pendantes et on a
W (A ∪B) =W (A) +W (B) (A.1)
Remarque 22. D’apre`s les deux proprie´te´s pre´ce´dentes pour tous A,B ∈ Ef , on
en de´duit
E[W (A)W (B)] = E[W (A ∩B)2] = ν(A ∩B). (A.2)
Donc si A∩B = ∅, alorsW (A) etW (B) sont non corre´le´es donc inde´pendantes
(car gaussiennes). De plus, pour tout A et B,
W (A ∪B) =W (A) +W (B)−W (A ∩B) (A.3)
puisque W est une mesure.
L’existence de W est donne´ par un the´ore`me (par exemple [88], p. 55,
The´ore`me I.24.2) et est une conse´quence du The´ore`me de Daniell-Kolmogorov
([88] p. 124, The´ore`me II.30.1). W est un processus gaussien indexe´ par les en-
sembles de Ef . La loi du processus est donne´e par deux fonctions : son espe´rance
µ et sa covariance ρ, de´finies par
µ(A) = E(W (A)) = 0 ρ(A,B) = E(W (A)W (B)) = ν(A ∩B) (A.4)
pour A,B ∈ Ef . La donne´e de µ et ρ de´finit bien un champ gaussien a` la
condition ne´cessaire et suffisante que ρ soit positive au sens ou` pour tous
183
184
ANNEXE A. E´QUATIONS AUX DE´RIVE´ES PARTIELLES
STOCHASTIQUES
A1, . . . , An ∈ Ef et n entier, la matrice (ρ(Ai, Aj))i,j est de´finie positive. Ici,
µ = 0 et ρ(A,B) = ν(A ∩ B). Pour montrer la positivite´ de rho, remarquons
que pour t1, . . . , tn re´els quelconques
N∑
i,j=1
titjν(Ai ∩Aj) =
N∑
i,j=1
titj
∫
E
✶Ai(x)✶Aj (x)ν(dx)
=
∫
E
(
n∑
i=1
ti✶Ai(x)
)2
ν(dx) > 0. (A.5)
Le drap Brownien Le cas qui nous inte´resse est E = [0, 1] × R+, la tribu
E est la tribu bore´lienne B([0, 1] × R+) et la mesure ν la mesure de Lebesgue
λ. On de´signe alors dans toute la suite W un bruit blanc sur [0, 1] × R+. On
de´finit un processus indexe´ par deux parame`tres (x, t) ∈]0, 1]× R∗+ en posant
Bx,t =W (]0, x]×]0, t]). (A.6)
Remarquons que par de´finition, Bx,t est une variable gaussienne centre´e de
variance xt et on a
E(Bx,tBy,s) = (x ∧ y)(t ∧ s). (A.7)
B est l’analogue du mouvement Brownien en temps et en espace, ce champ
ale´atoire est appele´ le drap brownien. Comme pour le mouvement Brownien, il
a des proprie´te´s trajectorielles en tant que fonction de (x, t). On a le re´sultat :
Proposition A.1.2. Il existe une modification du drap brownien B telle que
– B : (x, t) 7→ Bx,t soit continue sur [0, 1]× R+,
– pour tout δ > 0, B est
(
1
2 − δ
)
-Ho¨lderien en (x, t).
De´monstration. La preuve de la proposition repose sur le The´ore`me de Kol-
mogorov A.3.1. Soit p > 1, pour 0 6 s < t 6 T et 0 6 y < x 6 1, on a
E[(Bx,t −By,s)2p] = E[W (]y, x]×]s, t])2p]
= Cλ(]y, x]×]s, t])p 6 C[T |x− y|+ |t− s|]p (A.8)
avec C = E[X2p] ou` X suit une loi normale centre´e re´duite. On obtient donc
d’apre`s le The´ore`me de Kolmogorov-Cˇentsov que W a une modification conti-
nue qui est θ-Ho¨lderienne pour tout θ < 12 − 1p , or p e´tant quelconque, on
obtient le re´sultat.
Dans la suite on utilisera une autre version du The´ore`me de Kolmogorov
qui permettra de distinguer des re´gularite´s diffe´rentes entre le temps et l’es-
pace. D’autres versions de ce The´ore`me donnent des termes de corrections
supple´mentaires pour le module de continuite´ [96]. Le drap brownien a aussi
d’autres proprie´te´s (loi du logarithme ite´re´, propagation des singularite´s) qui
sont de´veloppe´es notamment dans [96].
On peut penser au drap Brownien comme l’exemple classique d’un processus
ale´atoire sur [0, 1] × R+, en particulier montre (formellement) que la solution
u de notre EDPS (4.1) n’a aucune chance d’avoir des de´rive´es en temps et en
espace au sens classique. Il faut donc la formuler dans un sens faible fonctionnel
(ou EDP).
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A.1.1 Inte´grales par rapport au bruit blanc
Filtrations Afin de de´finir ce que nous entendons par une solution de notre
EDPS, il nous faut de´finir un calcul inte´gral par rapport au bruit blanc. Jusqu’a`
pre´sent les variables de temps t et d’espace x n’avaient pas de roˆles diffe´rents.
Cependant le temps ne peut pas eˆtre traite´ comme l’espace puisque l’on veut
construire une inte´grale qui de´pend continuˆment du temps d’inte´gration. On
veut donner un sens au processus de´pendant de t
F (t) =
∫
[0,1]×[0,t]
f(x, s)W (dx, ds) (A.9)
ou` f est une fonction ale´atoire qui reste a` de´finir proprement.
On conside`re donc la filtration (Ft)t>0, comple´tion de la tribu engendre´e
par
σ(W (A), A ∈ B([0, 1]× [0, t])) = σ(W (I×]s, t]), s 6 t, I ∈ B([0, 1]))
= σ(Bx,s, (x, s) ∈ [0, 1]× [0, t]). (A.10)
On conside`re aussi P la tribu pre´visible associe´e a` Ft c’est-a`-dire la plus petite
tribu de Ω × R+ qui rend mesurable les processus (conside´re´s comme fonc-
tions de (ω, t)) Ft-adapte´s et continus a` gauche. Les fonctions f naturelle-
ment inte´grables par rapport au bruit blanc seront les processus P ⊗B([0, 1])-
mesurables et dans L2(Ω× R+ × [0, 1]). De´finissons tout d’abord les fonctions
simples associe´es.
Fonctions simples
De´finition A.1.3. On dit que f(ω, x, t) a` valeurs re´elles est une fonction e´le´-
mentaire si
f(ω, x, t) = X(ω)✶A(x)✶]a,b](t) (A.11)
ou` X(ω) est une variable ale´atoire borne´e Fa-mesurable, 0 6 a < b et A est un
bore´lien de [0, 1]. Une fonction g est dite simple si elle est une somme finie de
fonctions e´le´mentaires fi,
g(ω, x, t) =
∑
i∈I
fi(ω, x, t) (A.12)
on note S l’espace vectoriel des fonctions simples. On de´finit alors l’inte´grale
de la fonction e´le´mentaire f note´e f ·Wt(B) par rapport au bruit blanc W par∫ t
0
∫
B
f(ω, x, s)W (ω)(dx, ds) = X(ω)W (]a, b] ∩ [0, t]×A ∩B)(ω) (A.13)
ou` B ∈ B([0, 1]) et t ∈ R+. L’inte´grale d’une fonction simple est de´finie par la
somme (finie) des inte´grales des fonctions e´le´mentaires.
De la meˆme manie`re que l’on a de´fini notre inte´grale a` partir du bruit
blanc, on peut choisir de la de´finir a` partir du drap brownien (voir [96]), ce
qui donne des formules tre`s similaires au cas de l’inte´grale d’Itoˆ par rapport au
mouvement brownien.
La validite´ de la de´finition est justifie´e par la proposition suivante.
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Proposition A.1.4. On a les proprie´te´s suivantes :
– L’inte´grale d’une fonction simple est bien de´finie (c’est-a`-dire ne de´pend
pas de la de´composition en fonctions e´le´mentaires que l’on conside`re).
– L’inte´grale est line´aire sur les fonctions simples.
– L’inte´grale comme processus stochastique est une Ft-martingale de carre´
inte´grable, et pour des fonctions simples f, g ∈ S, pour B ∈ B([0, 1]) et
t > 0,
〈f ·W (B), g ·W (B)〉t =
∫ t
0
∫
B
f(x, s)g(x, s)dxds (A.14)
De´monstration. La de´finition de l’inte´grale pour les fonctions simples et la
line´arite´ se prouvent de manie`re e´le´mentaire. Les proprie´te´s de martingales
et la formule des accroissements quadratiques se prouvent aussi facilement a`
partir des proprie´te´s du mouvement brownien.
Extension de l’inte´grale L’ensemble des fonctions que l’on va pouvoir
inte´grer par rapport au bruit blanc est donc la comple´tion de (S, ‖ ‖2) la norme
e´tant simplement la norme euclidienne associe´e a` L2(Ω× [0, 1]× R+).
‖f‖2 = E
[∫
R+
∫ 1
0
f(x, t)2dxdt
] 1
2
(A.15)
Bien entendu, on a aussi une notion d’espace localise´ ce qui ici signifie simple-
ment
f ∈ L2loc(Ω×[0, 1]×R+)⇐⇒ E[
∫ T
0
∫ 1
0
f(x, t)2dxdt] < +∞, ∀T > 0. (A.16)
On a la proposition suivante.
Proposition A.1.5 ([96]). L’espace obtenu par comple´tion de (S, N) est l’en-
semble des fonctions pre´visibles (c’est-a` dire P⊗B([0, 1])-mesurables) de L2(Ω×
[0, 1] × R+), note´ L2P([0, 1]). Pour f ∈ L2P([0, 1]), B ∈ B([0, 1]) et t > 0, on
note
f ·Wt(B) =
∫ t
0
∫
B
f(x, s)W (dx, ds) (A.17)
l’inte´grale stochastique de la fonction ale´atoire f par rapport au bruit blanc.
C’est une Ft-martingale de carre´e inte´grable et de variation quadratique〈∫ ·
0
∫
B
f(x, s)W (dx, ds)
〉
t
=
∫ t
0
∫
B
f2(x, s)dxds. (A.18)
On a alors l’isome´trie
E
[(∫ t
0
∫
B
f(x, s)W (dx, ds)
)2]
= E
[∫ t
0
∫
B
f2(x, s)dxds
]
=
∫ t
0
∫
B
E
[
f2(x, s)
]
dxds. (A.19)
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De´monstration. Il suffit de montrer [96] que
1. L2P([0, 1]) est complet ;
2. S est dense dans L2P([0, 1]) ;
3. pour (fn)n une suite de Cauchy dans S qui converge vers f , il faut montrer
que la suite de martingale (fn · W·)n converge vers une martingale de
carre´e inte´grable et que la limite ne de´pend pas de la suite de Cauchy
choisie convergeant vers f .
Remarque 23. La donne´e d’un bruit blanc est e´quivalente a` la donne´e d’un
drap Brownien. L’un est simplement la“de´rive´e” de l’autre en temps et en
espace. En connaissant le drap brownien, il est facile de de´finir le bruit blanc
sur des rectangles([x, y]× [s, t]), donc sur des unions finies de rectangles et par
conse´quent sur la tribu engendre´e par ces unions finies, c’est-a`-dire les bore´liens.
Il s’agit de l’analogue de la construction classique de l’inte´grale stochastique
en partant du mouvement Brownien. On peut d’ailleurs rencontrer la notation
pour le bruit blanc
W =
··
B =
∂2B
∂x∂t
(A.20)
avec B un drap Brownien (la notation
··
B est assez courante meˆme si
·
B′ serait
plus logique).
A.1.2 Proprie´te´s de l’inte´grale
On a la proposition suivante.
Proposition A.1.6. Soit f ∈ L2P([0, 1]), on pose
Mt = f ·W ([0, 1])t =
∫ t
0
∫ 1
0
f(x, s)W (dx, ds). (A.21)
Mt est une Ft-martingale. Pour Ht un processus pre´visible a` variation borne´e,
tel que
E
[∫ t
0
∫ 1
0
H2s f(x, s)
2dxds
]
<∞ (A.22)
on a alors ∫ t
0
HsdMs =
∫ t
0
∫ 1
0
Hsf(x, s)W (dx, ds). (A.23)
Remarque 24. Dans un cadre de´terministe cette proprie´te´ signifie juste∫ t
0
g(s)F ′(s)ds =
∫ t
0
∫ 1
0
g(s)f(x, s)dxds (A.24)
avec
F (t) =
∫ t
0
∫ 1
0
f(x, s)dxds. (A.25)
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De´monstration. Posons
Yt =
∫ t
0
HsdMs et Zt =
∫ t
0
∫ 1
0
Hsf(x, s)W (dx, ds). (A.26)
Il suffit de remarquer que,
〈M·, Z·〉t =
∫ t
0
∫ 1
0
Hsf(x, s)
2dxds. (A.27)
On a donc, par Fubini
〈Y, Z〉t =
∫ t
0
Hsd 〈M,Z〉s =
∫ t
0
∫ 1
0
H2s f(x, s)
2dxds. (A.28)
Ce qui permet de conclure, car Z0 = Y0 = 0 et
〈Y − Z〉t = 〈Y 〉t − 2 〈Y, Z〉t + 〈Z〉t
=
∫ t
0
H2sd 〈M〉s −
∫ t
0
∫ 1
0
H2s f(x, s)
2dxds = 0. (A.29)
On a aussi une version du the´ore`me de Fubini,
Proposition A.1.7 (Fubini). Soit (E, E , µ) un espace mesure´, f une fonction
P ⊗ B([0, 1])⊗ E mesurable, telle que
E
[∫ t
0
∫ 1
0
∫
E2
|f(x, s, ξ)| |f(x, s, ξ′)|µ(dξ′)µ(dξ)dxds
]
<∞. (A.30)
On a alors, pour tout t > 0∫ t
0
∫ 1
0
[∫
E
f(x, s, ξ)µ(dξ)
]
W (dx, ds)
=
∫
E
[∫ t
0
∫ 1
0
f(x, s, ξ)W (dx, ds)
]
µ(dξ). (A.31)
De´monstration. De la meˆme manie`re que pre´ce´demment, posons
M =
∫ t
0
∫ 1
0
g(x, s)W (dx, ds) et g(x, s) =
∫
E
f(x, s, ξ)µ(dξ) (A.32)
N =
∫
E
X(ξ)µ(dξ) et X(ξ) =
∫ t
0
∫ 1
0
f(x, s, ξ)W (dx, ds).
(A.33)
On a alors
E[MN ] =
∫
E
E[MX(ξ)]µ(dξ) =
∫
E
E
[∫ t
0
∫ 1
0
g(x, s)f(x, s, ξ)dxds
]
µ(dξ)
= E
[∫ t
0
∫ 1
0
∫
E
g(x, s)f(x, s, ξ)µ(dξ)dxds
]
= E
[∫ t
0
∫ 1
0
g(x, s)2dxds
]
(A.34)
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De meˆme, on a d’apre`s Fubini par l’e´quation (A.30)
E[N2] =
∫
E2
E[X(ξ′)X(ξ)]µ(dξ)µ(dξ′) (A.35)
=
∫
E2
∫ t
0
∫ 1
0
f(x, s, ξ′)f(x, s, ξ)dxdsµ(dξ)µ(dξ′) (A.36)
E[M2] = E
[∫ t
0
∫ 1
0
g(x, s)2dxds
]
(A.37)
=
∫
E2
∫ t
0
∫ 1
0
f(x, s, ξ′)f(x, s, ξ)dxdsµ(dξ)µ(dξ′). (A.38)
On a donc bien
E[(M −N)2] = E[M2 − 2MN +N2] = 0. (A.39)
Mentionnons par ailleurs la version inte´grale de l’ine´galite´ de Minkowski.
Lemme A.1.8 (Ine´galite´ de Minkowski). Soit (E1, µ1) et (E2, µ2) deux espaces
mesurable σ-finis, soit F : E1 × E2 → R une fonction mesurable, alors pour
tout p > 1∣∣∣∣∫
E1
∣∣∣∣∫
E2
|F (x, y)|µ2(dy)
∣∣∣∣p µ1(dx)∣∣∣∣
1
p
6
∫
E2
∣∣∣∣∫
E1
|F (x, y)|p µ1(dx)
∣∣∣∣ 1p µ2(dy)
(A.40)
ou dans les cas ou (E1, µ1) est un espace probabilise´(
E
∣∣∣∣∫
E2
|F (y)|µ2(dy)
∣∣∣∣p)
1
p
6
∫
E2
|E[|F (y)|p]| 1p µ2(dy) (A.41)
Ide´e de la de´monstration. On re´alise l’ine´galite´ pour des fonctions simples (ce
qui revient a` l’ine´galite´ de Minkowski sur les sommes finies) puis on conclut
par densite´.
A.2 Preuve de l’e´quivalence entre solution faible et forte
On rappelle ici l’e´quivalence entre formulation faible et formulation inte´grale
(ou mild) de l’e´quation (4.1).
Proposition A.2.1. Soit u0 une fonction continue sur [0, 1]. u est une solution
faible si et seulement si u est une solution inte´grale.
La preuve est assez classique, nous allons juste en donner les e´le´ments.
De´monstration. Montrons tout d’abord que si u est solution faible alors u est
solution inte´grale. Supposons que u est solution faible en x. Pour tout φ ∈
C2bc([0, 1]), on a∫ 1
0
u(x, t)φ(x)dx =
∫ 1
0
u0(x)φ(x)dx+ γ
∫ t
0
∫ 1
0
u(x, s)φ′′(x)dxds
−
∫ t
0
∫ 1
0
V ′(u(x, s))φ(x)dxds+
√
2ε
∫ t
0
∫ 1
0
φ(x)W (dx, ds) (A.42)
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On obtient alors une formulation faible pour une fonction test de la forme
φ(x)ψ(t), avec ψ ∈ C1(R+), en appliquant la formule d’Itoˆ et la proposition
A.1.6. On a alors par densite´ pour tout φ ∈ C2,1bc ([0, 1]× R+),∫ 1
0
u(x, t)φ(x, t)dx =
∫ 1
0
u0(x)φ(x, 0)dx−
∫ t
0
∫ 1
0
V ′(u(x, s))φ(x, s)dxds
+
∫ t
0
∫ 1
0
u(x, s)[∂tφ(x, s)+ γ∂xxφ(x, s)]dxds+
√
2ε
∫ t
0
∫ 1
0
φ(x, s)W (dx, ds)
(A.43)
qui est une forme faible de notre e´quation en (x, t). L’ide´e est donc d’utiliser
une fonction φ qui permette d’annuler le terme line´aire en φ. On prend alors,
pour ϕ0 ∈ C2bc([0, 1]) et t fixe´s
φ(y, s) = gt−sϕ0(y) =
∫ 1
0
gt−s(y, x)ϕ0(x)dx (A.44)
donc φ re´sout l’e´quation de la chaleur en inversant le temps :
∂tφ(x, s) + γ∂xxφ(x, s) = 0
φ(x, t) = ϕ0(x) (A.45)
avec les conditions au bord correspondantes. On obtient donc, pour tout ϕ0 ∈
C2bc([0, 1]),∫ 1
0
u(y, t)ϕ0(y)dy =
∫ 1
0
∫ 1
0
u0(y)gt(y, z)ϕ0(z)dzdy
−
∫ t
0
∫ 1
0
∫ 1
0
V ′(u(y, s))gt−s(y, z)ϕ0(z)dzdyds
+
√
2ε
∫ t
0
∫ 1
0
∫ 1
0
gt−s(y, z)ϕ0(z)dzW (dy, ds)
En utilisant la Proposition A.1.7 (Fubini), on obtient∫ 1
0
u(y, t)ϕ0(y)dy =
∫ 1
0
∫ 1
0
u0(y)gt(y, z)dyϕ0(z)dz
−
∫ 1
0
∫ t
0
∫ 1
0
V ′(u(y, s))gt−s(y, z)dydsϕ0(z)dz
+
√
2ε
∫ 1
0
∫ t
0
∫ 1
0
gt−s(y, z)W (dy, ds)ϕ0(z)dz. (A.46)
L’utilisation de la Proposition A.1.7 repose sur les estimations (voir Lemme
B.2.2) de la densite´ g du semi-groupe. On a donc ici pour tout t > 0∫ 1
0
∫ 1
0
|gt(y, z)| dydz < +∞∫ t
0
∫ 1
0
∫ 1
0
|gt−s(y, z)| dydzds < +∞∫ t
0
∫ 1
0
(∫ 1
0
|gt−s(y, z)| dz
)2
dyds 6
∫ t
0
∫ 1
0
∫ 1
0
|gt−s(y, z)|2 dzdyds < +∞.
(A.47)
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On obtient alors, pour tout ϕ0 ∈ C2bc([0, 1]) presque surement
∫ 1
0
[
u(z, t)−
∫ 1
0
u0(y)gt(y, z)dy +
∫ t
0
∫ 1
0
V ′(u(y, s))gt−s(y, z)dyds
−
√
2ε
∫ t
0
∫ 1
0
gt−s(y, z)W (dy, ds)
]
ϕ0(z)dz = 0. (A.48)
On en de´duit la formulation inte´grale. Il suffit pour cela de montrer que la
fonction
x 7→ u(x, t)−
∫ 1
0
u0(y)gt(y, x)dy +
∫ t
0
∫ 1
0
V ′(u(y, s))gt−s(y, x)dyds
−
√
2ε
∫ t
0
∫ 1
0
gt−s(y, x)W (dy, ds) (A.49)
est continue a` ω fixe´. Par hypothe`se u, u0 et V
′ sont continues, les fonctions
x 7→
∫ 1
0
u0(y)gt(y, x)dy x 7→
∫ t
0
∫ 1
0
V ′(u(y, s))gt−s(y, x)dyds (A.50)
sont donc aussi continues (car g est continue sur [0, 1] × R+, Lemme B.2.1).
Le dernier terme de (A.49) est continu d’apre`s le Lemme B.2.6. Reste donc a`
conclure en conside´rant a` la place de ϕ0 une suite de fonctions ϕn ∈ C2bc([0, 1])
telle que ϕn ⇀ δx pour x ∈]0, 1[. On obtient alors la forme faible en inversant
x et y en utilisant la syme´trie de gt (Lemme B.2.1). Par continuite´ la forme
inte´grale est aussi ve´rifie´ en x = 0 et x = 1, de meˆme pour t = 0 (ou` on a bien
u(x, 0) = u0(x)).
La re´ciproque est un peu moins e´vidente a` prouver sans doute. Prenons
u une fonction solution de notre e´quation au sens inte´gral. Soit donc φ0 ∈
C∞bc ([0, 1]), une simple inte´gration et les Propositions A.1.6 et A.1.7 donnent
∫ 1
0
u(y, t)φ0(y)dy =
∫ 1
0
u0(y)gtφ0(y)dy −
∫ t
0
∫ 1
0
V ′(u(y, s))gt−sφ0(y)dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−sφ0(y)W (dy, ds). (A.51)
On conside`re une subdivision de [0, t], avec ti =
it
n , et n entier positif. On a
alors
∫ 1
0
u(y, t)φ0(y)dy −
∫ 1
0
u0(y)φ0(y)dy
=
n∑
i=1
∫ 1
0
u(y, ti)φ0(y)dy −
∫ 1
0
u(y, ti−1)φ0(y)dy. (A.52)
En utilisant la formulation inte´grale pour t = ti et t = ti−1 et les proprie´te´s
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de semigroupe de g, on obtient∫ 1
0
u(y, t)φ0(y)dy −
∫ 1
0
u0(y)φ0(y)dy
=
n∑
i=1
[
−
∫ ti
ti−1
∫ 1
0
V ′(u(y, s))gti−sφ0(y)dyds
+
√
2ε
∫ ti
ti−1
∫ 1
0
gti−sφ0(y)W (dy, ds)+γ
∫ t/n
0
∫ 1
0
u(y, ti−1)
∂2
∂y2
gsφ0(y)dyds
]
(A.53)
et donc quand n → ∞, montrons que le terme de gauche converge presque
suˆrement vers
−
∫ t
0
∫ 1
0
V ′(u(y, s))φ0(y)dyds+
√
2ε
∫ t
0
∫ 1
0
φ0(y)W (dy, ds)
+ γ
∫ t
0
∫ 1
0
u(y, s)φ′′0(y)dyds (A.54)
ce qui nous donne bien la formulation faible. Notons In la diffe´rence du terme
pre´ce´dant et du terme de gauche de l’e´quation (A.53). On a alors
|In| 6
n∑
i=1
[Ii1(n) + I
i
2(n) + I
i
3(n)] (A.55)
avec
Ii1(n) =
∣∣∣∣∣
∫ ti
ti−1
∫ 1
0
V ′(u(y, s))(φ0(y)− gti−sφ0(y))dyds
∣∣∣∣∣
6 sup
[0,1]×[0,t]
|V ′(u(y, s))|
∫ t/n
0
∫ 1
0
|φ0(y)− gsφ0(y)| dyds. (A.56)
Puisque l’on suppose u continue, on a presque suˆrement
sup
[0,1]×[0,t]
|V ′(u(y, s))| < +∞. (A.57)
Pour Ii2(n) on a,
Ii2(n) =
∣∣∣∣∣√2ε
∫ ti
ti−1
∫ 1
0
[gti−sφ0(y)− φ0(y)]W (dy, ds)
∣∣∣∣∣ (A.58)
puis par calcul de la variation quadratique, on a
E[(Ii2)
2] 6 2ε
[∫ t/n
0
∫ 1
0
[gsφ0(y)− φ0(y)]2dyds
]
. (A.59)
Enfin pour Ii3
Ii3(n) = γ
∣∣∣∣∣
∫ t/n
0
∫ 1
0
[u(y, ti−1)
∂2
∂y2
gsφ0(y)− u(y, s)φ′′0(y)]dyds
∣∣∣∣∣
6 γ sup
[0,1]×[0,t]
|u(y, s)|
∫ t/n
0
∫ 1
0
∣∣∣∣ ∂2∂y2 gsφ0(y)− φ′′0(y)
∣∣∣∣ dyds. (A.60)
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On en de´duit le re´sultat a` l’aide des estimations du Lemme B.2.3 sur les conver-
gences en t = 0 du semi-groupe gt (ce qui ne´cessite que φ0 soit suffisamment
re´gulie`re). On a alors pour φ0 de classe C
∞
|φ0(y)− gsφ0(y)| 6 C1
√
s,
∣∣∣∣ ∂2∂y2 gsφ0(y)− φ′′0(y)
∣∣∣∣ 6 C2√s (A.61)
ce qui par inte´gration sur un intervalle de taille tn permet d’en de´duire
|In| 6 Cn t
3/2
n3/2
+
n∑
i=1
Ii2(n) (A.62)
avec
C = γ sup
[0,1]×[0,t]
|u(y, s)|+ sup
[0,1]×[0,t]
|V ′(u(y, s))| < +∞ p.s. (A.63)
Or d’apre`s les proprie´te´s d’inde´pendance du bruit blanc, on a pour i 6= j,
E[Ii2I
j
2 ] = 0, donc
E
( n∑
i=1
Ii2
)2 = n∑
i=1
E
[(
Ii2
)2]
6 2εC21
n∑
i=1
∫ t/n
0
sds 6 εC21
t2
n
(A.64)
Donc, quitte a` extraire, on en de´duit que
n∑
i=1
Ii2 −−−−→
n→∞ 0 p.s. (A.65)
On obtient alors que
In −−−−−→
n→+∞ 0 p.s. (A.66)
Pour passer a` φ0 de classe C
2, on utilise une fonction φ˜0 de classe C
∞ telle que∥∥∥φ˜0 − φ0∥∥∥∞ + ∥∥∥φ˜′′0 − φ′′0∥∥∥∞ < η (A.67)
Posons alors
I(φ0) =
∫ 1
0
u(y, t)φ0(y)dy −
∫ 1
0
u0(y)φ0(y)dy − γ
∫ t
0
∫ 1
0
u(y, s)φ′′0(y)dyds
+
∫ t
0
∫ 1
0
V ′(u(y, s))φ0(y)dyds. (A.68)
On a alors, par la continuite´ de u, u0 et V
′∣∣∣I(φ0)− I(φ˜0)∣∣∣ < C ′η (A.69)
avec
C ′ = sup
[0,1]
|u(y, t)|+ sup
[0,1]
|u0(y)|+ γ sup
[0,1]×[0,t]
|u(y, s)|+ sup
[0,1]×[0,t]
|V ′(u(y, s))|
(A.70)
qui est finie presque suˆrement. Pour la partie stochastique
E
[(∫ t
0
∫ 1
0
(φ0(y)− φ˜0(y))W (dy, ds)
)2]
=
∫ t
0
∫ 1
0
(φ0(y)−φ˜0(y))2dyds 6 tη2.
(A.71)
On en de´duit alors la formulation faible.
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A.3 Construction de la solution de l’EDPS
A.3.1 The´ore`mes de re´gularite´
Ce premier The´ore`me de Kolmogorov vient de [88] (p.59, The´ore`me I.25.2).
The´ore`me A.3.1. Soit (Xt)t∈Rn un processus stochastique a` valeurs dans
un espace me´trique se´parable (S, d). On suppose qu’il existe des constantes
C, p, η > 0 telles que, pour tous t, s ∈ Rn
E[d(Xt, Xs)
p] < C |t− s|n+η (A.72)
alors il existe une modification continue de (Xt)t. De plus, cette modification
est θ-ho¨lderienne pour tout θ < ηp .
Cette deuxie`me version provient de [70], The´ore`me 1.4.1 p31.
The´ore`me A.3.2. Soit u un champ ale´atoire sur [0, 1]× [0, T ] supposons qu’il
existe p, α, β et C avec α−1 + β−1 < 1 tel que pour tout x, y ∈ [0, 1] et
s, t ∈ [0, T ]
E [|u(x, t)− u(y, s)|p] 6 C
[
|x− y|α + |s− t|β
]
(A.73)
Alors pour tout α′, β′ ve´rifiant
α′ <
α
p
− 2(α+ β)
pβ
β′ <
β
p
− 2(α+ β)
pα
(A.74)
il existe Y ∈ Lp(Ω), tel que
|u(x, t)− u(y, s)| < Y
[
|x− y|α′ + |s− t|β′
]
(A.75)
avec
E[Y p] 6 C(p, T, α′, β′, C) (A.76)
En particulier pour deux champs qui ont une meˆme constante C, le moment
de la variable est borne´ par la meˆme constante.
Ide´e de la de´monstration. On utilise un lemme d’analyse re´elle (voir [96] ou
[70]).
Pour nous les valeurs sont quasiment toujours α = p2 et β =
p
4 . On a donc
α′ <
1
2
− 6
p
β′ <
1
4
− 3
p
. (A.77)
Notons que cela nous ame`ne a` supposer que p > 6.
A.3.2 Solution de l’e´quation
On rappelle dans cette partie la construction d’une solution inte´grale pour
l’e´quation (4.1). On se propose de construire d’abord la solution pour un drift
tronque´ bR
bR(u) = V
′(u)✶[−R,R] + V ′(R)✶]R,+∞[ + V ′(−R)✶]−∞,−R[. (A.78)
Remarquons que bR est continue, borne´e par MR et lipschitzien de constante
LR. On en de´duit l’existence et l’unicite´ de la solution via un the´ore`me de
comparaison.
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Proposition A.3.3. Pour toute condition initiale u0 ∈ Cbc([0, 1]), l’e´quation
aux de´rive´es partielles stochastique
uR(x, t) =
∫ 1
0
u0(y)gt(x, y)dy −
∫ t
0
∫ 1
0
bR(uR(y, s))gt−s(x, y)dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds) ∀t > 0, x ∈ [0, 1]
uR(x, 0) = u0(x) ∀x ∈ [0, 1]
(A.79)
a une unique solution continue et P ⊗ B([0, 1]) mesurable. De plus, pour tout
T > 0 et p > 1,
sup
[0,T ]×[0,1]
E[|uR(x, t)|p] 6 C(R, T, p) < +∞. (A.80)
De´monstration. Soient u1, u2 deux solutions continues et P ⊗B([0, 1])-mesura-
bles. Par diffe´rences des formulations inte´grales, on a pour tout T > t > 0
v(x, t) = |u1(x, t)− u2(x, t)|
6
∫ t
0
∫ 1
0
|gt−s(x, y)| |bR(u2(y, s))− bR(u1(y, s))| dyds (A.81)
6 LR
∫ t
0
∫ 1
0
|gt−s(x, y)| v(y, s)dyds
6 LR
√∫ t
0
∫ 1
0
gt−s(x, y)2dyds
√∫ t
0
∫ 1
0
v(y, s)2dyds
6 LR
(
3
γπ2
+ T
)√∫ t
0
sup
y∈[0,1]
v(y, s)2dyds (A.82)
ou` on a applique´ l’ine´galite´ de Cauchy-Schwarz et l’ine´galite´ (B.47) (ou (B.51)).
En posant H(t) = supx∈[0,1] v(x, t)
2 = supx∈[0,1] |u1(x, t)− u2(x, t)|2, on a alors
H(t) 6 C(T,R, γ)
∫ t
0
H(s)ds (A.83)
donc en utilisant le Lemme de Gronwall, pour tout t 6 T
H(t) = 0. (A.84)
Ce qui prouve l’unicite´ de la solution, T e´tant quelconque.
Pour l’existence, on utilise la preuve usuelle par ite´ration de Picard. On
construit une suite de fonction un approximante en posant
u0(x, t) =
∫ 1
0
gt(x, y)u0(y)dy +
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds) (A.85)
un+1(x, t) =
∫ 1
0
gt(x, y)u0(y)dy −
∫ t
0
∫ 1
0
gt−s(x, y)bR(un(y, s))dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds). (A.86)
Toutes ces fonctions sont continues et P ⊗B([0, 1]) mesurables d’apre`s les pro-
prie´te´s de l’inte´grale classique et du Lemme B.2.6. Conside´rons alors, pour
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n > 1, t 6 T
∣∣un+1(x, t)− un(x, t)∣∣ 6 ∫ t
0
∫ 1
0
∣∣gt−s(x, y)bR(un(y, s))− bR(un−1(y, s))∣∣ dyds
6 LR
∫ t
0
∫ 1
0
|gt−s(x, y)|
∣∣un(y, s)− un−1(y, s)∣∣ dyds
6 LR
(
3
γπ2
+ T
)√∫ t
0
∫ 1
0
|un(y, s)− un−1(y, s)|2 dyds
(A.87)
en posant Hn+1(t) = supx∈[0,1]
∣∣un+1(x, t)− un(x, t)∣∣2 pour n > 1, et H0(t) =
supx∈[0,1]
∣∣u0(x, t)∣∣2 on obtient de la meˆme mani`re que pre´ce´dement, pour tout
n > 1 et t 6 T
Hn(t) 6 C(T,R, g)
∫ t
0
Hn−1(s)ds. (A.88)
On a alors par re´currence
Hn(t) 6 C(T,R, g)
n
∫ t
0
(t− s)n
n!
H0(s)ds. (A.89)
D’apre`s l’ine´galite´ (B.44), pour tout x ∈ [0, 1]∣∣∣∣∫ 1
0
gt(x, y)u0(y)dy
∣∣∣∣ 6 ‖u0‖∞ (A.90)
En utilisant l’ine´galite´ B.136 du Lemme B.2.6, on a E[supt∈[0,T ]H0(t)] < C(T ).
On obtient alors
E[ sup
t∈[0,T ]
Hn(t)] 6
C(T,R, g)nTn+1
n!
. (A.91)
Donc en particulier la suite un a` valeurs dans l’espace de Banach L2(Ω, C([0, 1]×
[0, T ])) est de Cauchy, on en de´duit donc que un converge uniforme´ment dans
L2 sur [0, 1]× [0, T ] vers une fonction uR dans L2(Ω, C([0, 1]× [0, T ])). Il reste
a` prouver que la fonction uR est bien une solution, c’est-a`-dire ve´rifie la for-
mulation inte´grale (2.16), ce qui revient a` montrer que
F (un)(x, t) −−−−→
n→∞ F (uR)(x, t) dans L
2(Ω, C([0, 1]× [0, T ])) (A.92)
ou`
F (u)(x, t) =
∫ t
0
∫ 1
0
gt−s(x, y)bR(u(y, s))dyds. (A.93)
Or pour u1 et u2 e´le´ment de L
2(Ω, C([0, 1]× [0, T ])) on a, pour (x, t) ∈ [0, 1]×
[0, T ], en reprenant l’e´quation (A.81)
|F (u1)(x, t)− F (u2)(x, t)|2 6 C sup
(y,s)∈[0,1]×[0,T ]
|u1(y, s)− u2(y, s)|2 .
On en de´duit donc
E
[
‖F (u1)− F (u2)‖2∞
]
6 CE
[
‖u1 − u2‖2∞
]
. (A.94)
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Donc F est Lipschitzienne sur L2(Ω, C([0, 1] × [0, T ])) donc continue. On en
de´duit que uR est bien solution de notre e´quation. T e´tant quelconque, on a
bien prouve´ l’existence d’une solution de notre e´quation pour tout temps.
Montrons maintenant que pour tout T > 1 et p > 1,
sup
[0,T ]×[0,1]
E[|uR(x, t)|p] 6 C(R, T, p) (A.95)
pour cela on a
E |uR(x, t)|p 6 3p(A1 +A2 +A3) (A.96)
avec, par le meˆme application de l’ine´galite´ (B.44), pour t 6 T
A1 =
∣∣∣∣∫ 1
0
u0(y)gt(x, y)dy
∣∣∣∣p 6 ‖u0‖p∞ (A.97)
puis comme bR est borne´e (e´quation (2.30)) on a pour t 6 T
A2 = E
∣∣∣∣∫ t
0
∫ 1
0
bR(uR(y, s))gt−s(x, y)dyds
∣∣∣∣p 6 MpRT p. (A.98)
Enfin pour A3 on applique l’ine´galite´ de Burkholder-Davies-Gundy
A3 =
√
2εE
[∣∣∣∣∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds)
∣∣∣∣p
]
6
√
2εCpE
[(∫ t
0
∫ 1
0
gt−s(x, y)2dyds
) p
2
]
(A.99)
6
√
2εCpT
p/2
(
3
γπ2
+ T
) p
2
. (A.100)
Re´gularite´ de uR Pour montrer la re´gularite´ des solutions, on utilise le
the´ore`me de Kolmogorov-Cˇentsov A.3.2. Notre solution sera essentiellement
1
2 -ho¨lderienne en espace et
1
4 -ho¨lderienne en temps.
On a alors la propositions suivante
Proposition A.3.4. Notons
uR(x, t) = u0(x, t) + vR(x, t) (A.101)
ou` u0 est la solution de l’e´quation homoge`ne.
u0(x, t) =
∫ t
0
∫ 1
0
gs(x, y)u0(y)dyds. (A.102)
Le champ ale´atoire vR ve´rifie pour tout p > 24, et tout
6
p < δ <
1
4
|vR(x, t)− vR(y, s)| 6 Yδ(|x− y|
1
2−δ + |t− s| 14−δ) (A.103)
avec Yδ ∈ Lp. En particulier la solution uR est essentiellement 12 -ho¨lderienne
en espace et 14 -ho¨lderienne en temps.
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De´monstration. On va utiliser le the´ore`me de Kolmogorov, pour cela on a en
effet
vR(x, t) = −
∫ t
0
∫ 1
0
gt−s(x, y)bR(uR(y, s))dyds+
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds).
(A.104)
Or comme bR est borne´e, on a pour tout p > 1,
sup
[0,1]×[0,T ]
E[|bR(u(x, t))|p] < +∞. (A.105)
On conclut alors tout simplement en appliquant le Lemme B.2.5. La solution
homoge`ne e´tant suffisamment re´gulie`re de`s que t > 0, elle est en particulier
ho¨lderienne (on applique le the´ore`me de de´rivation sous le signe inte´gral).
Moment uniforme On va maintenant e´noncer une borne uniforme de la
solution uR.
Proposition A.3.5. Pour tout u0 continue avec les bonnes conditions au bord,
on a, pour tout T , R, p > 1
E
[
sup
[0,1]×[0,T ]
|uR(x, t)|p
]
< C(p, T,R) < +∞. (A.106)
De´monstration. Comme pre´ce´demment,
uR(x, t) = u0(x, t) + vR(x, t) (A.107)
ou` u0 est la solution de l’e´quation homoge`ne. Soit T fixe´, alors
sup
[0,1]×[0,T ]
|uR(x, t)| 6 sup
[0,1]×[0,T ]
|u0(x, t)|+ sup
[0,1]×[0,T ]
|vR(x, t)| . (A.108)
Pour u0, sa borne uniforme ne pose pas de proble`me, on a, en utilisant l’ine´galite´
(B.44) du Lemme B.2.2
sup
[0,1]×[0,T ]
|u0(x, t)| 6 ‖u0‖∞ . (A.109)
Pour le second terme, on va utiliser la re´gularite´ comme dans la preuve du
Lemme B.2.6. Soit m un entier positif, on pose ti =
iT
m pour 0 6 i 6 m,
sup
[0,1]×[ti−1,ti]
|vR(x, t)| 6 |vR(1/2, ti)|+ sup
[0,1]×[ti−1,ti]
|vR(x, t)− vR(1/2, ti)|
(A.110)
Or, d’apre`s la re´gularite´ holderienne e´nonce´ a` la Proposition A.3.4, on a, pour
tout p > 4
sup
[0,1]×[ti−1,ti]
|vR(x, t)− vR(1/2, ti)| 6 Yp
(
1
2
1
2− 1p
+
(
T
m
) 1
4− 1p
)
6 (1 + T )Yp
(A.111)
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avec Yp ∈ Lp(Ω). On a donc
E
[
sup
[0,1]×[0,T ]
|vR(x, t)|p
]
6 E
[
max
i=1...m
sup
[0,1]×[ti−1,ti]
|vR(x, t)|p
]
6 2pE
[
max
i=1...m
∣∣∣∣vR(12 , ti
)∣∣∣∣p] (A.112)
+ 2pE
[
max
i=1...m
sup
[0,1]×[ti−1,ti]
|vR(x, t)− vR(1/2, ti)|p
]
(A.113)
6 2p
m∑
i=1
E [|vR(1/2, ti)|p] + 2p(1 + T )pE
[
Y pp
]
(A.114)
6 m2p sup
[0,1]×[0,T ]
E[|vR(x, t)|p] + 2p(1 + T )pE[Y pp ] < +∞. (A.115)
On obtient donc pour tout p > 1
E
[
sup
[0,T ]×[0,1]
|uR(x, t)|p
]
6 C(R, T, p). (A.116)
On peut remarquer que, dans ce qui pre´ce`de, graˆce au caracte`re additif du
bruit utilise´, nous n’avons pas eu besoin des proprie´te´s du bruit blanc (hors
la pre´visibilite´). Par l’unicite´, pour R1 > R0, pour t 6 τR1 ∧ τR0 , uR1 et uR0
coincident car bR1 et bR0 coincident sur [−R0, R0]. On en de´duit que τR1 > τR0 .
On construit donc, par raccordement successif en prenant une suite de niveaux
Rn, une fonction u sur l’intevalle ale´atoire [0, τ [ ou`
τ = lim
n→∞ τRn = limR→∞
τR = sup
R
τR ∈ [0,+∞] (A.117)
est le temps d’explosion de la solution. τ est bien de´finie car τR est croissant
en R. Pour tout t0 < τ , par de´finition, il existe R tel que t0 < τR, et donc
toujours par de´finition
u(x, t) = uR(x, t), ∀(x, t) ∈ [0, 1]× [0, t0] (A.118)
et donc
u(x, t) =
∫ 1
0
u0(y)gt(x, y)dy −
∫ t
0
∫ 1
0
bR(uR(y, s))gt−s(x, y)dyds
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds)
=
∫ 1
0
u0(y)gt(x, y)dy −
∫ t
0
∫ 1
0
V ′(u(y, s))gt−s(x, y)dyds (A.119)
+
√
2ε
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds)
puisque pour tout (x, t) avec t 6 t0 < τR, |u(x, t)| = |uR(x, t)| 6 R.
On va donc montrer que presque suˆrement
τ = +∞. (A.120)
On aura alors bien construit une solution u sur R+.
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A.3.3 The´ore`mes de comparaison
The´ore`me A.3.6. Soit u et v les solutions des EDPS suivantes sur [0, 1]×R+
∂tu(x, t) = γ∂
2
xu(x, t) + f(u(x, t)) +
√
2εW (A.121)
∂tv(x, t) = γ∂
2
xv(x, t) + h(v(x, t)) +
√
2εW (A.122)
avec les meˆmes conditions au bord et supposons que l’une des deux ve´rifie
existence et unicite´. Soit u0 et v0 des conditions initiales continues alors si
u0(x) 6 v0(x) et f 6 h on a, pour tout t et x,
u(x, t) 6 v(x, t), p.s. (A.123)
Ide´e de la de´monstration. On prouve le re´sultat sur des approximations suc-
cessives, soit par diffe´rences finies (voir [50]) ou par la me´thode de Galerkin
(voir [83]).
Troncatures partielles On utilise un the´ore`me de comparaison A.3.6 pour
montrer l’existence de la solution en tout temps. Ce the´ore`me nous permet de
controˆler la norme de u, car le drift V ′ nous rame`ne plus vite vers 0 que le drift
bR. Posons alors les fonctions suivantes
b+R(u) = V
′(u)✶]−∞,R] + V ′(R)✶]R,+∞[ (A.124)
b−R(u) = V
′(u)✶[−R,∞[ + V ′(−R)✶]−∞,−R] (A.125)
pour R = R0 suffisamment grand on a par hypothe`se sur V
′
−b−R0(u) 6 −bR0(u) 6 −b+R0 (A.126)
−b−R0(u) 6 −V ′(u) 6 −b+R0 . (A.127)
Le drift b+R va nous permettre de controˆler ce qui se passe du coˆte´ positif et
b−R ce qui se passe du coˆte´ ne´gatif. Posons alors u
+
R0
et u−R0 les solutions des
e´quations associe´es.
Proposition A.3.7. Pour u0 continue, il existe une unique solution de l’e´qua-
tion Eq(b+R, u0) (resp. Eq(b
−
R, u0)), note´e u
+
R0
(resp. u−R0) et il existe un temps
d’arreˆt τ+R0 (resp. τ
−
R0
) tel que u+R0 (resp. u
−
R0
) soit de´finie sur [0, 1] × [0, τ+R0 [
(resp. [0, 1]× [0, τ−R0 [).
De´monstration. Par la meˆme me´thode que pre´ce´demment, en utilisant une
localisation, on peut construire les solutions jusqu’a`u temps d’explosion τ+R0 et
τ−R0 . On introduit pour cela les drifts que l’on va couper a` des niveaux diffe´rents
a` droite et a` gauche
bRg,Rd(u) = V
′(u)✶[−Rg,Rd] + V
′(Rd)✶]Rd,+∞[ + V
′(−Rg)✶]−∞,−Rg [. (A.128)
Puisque bRg,Rd est globalement Lipchitzien et borne´, on construit par la meˆme
me´thode que pour uR une unique solution uRg,Rd et on de´finit les temps d’arreˆt
τ+Rg,Rd = inf{t, ∃x, uRg,Rd(x, t) < −Rg} (A.129)
τ−Rg,Rd = inf{t, ∃x, uRg,Rd(x, t) > Rd}. (A.130)
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On de´finit alors, en utilsant les proprie´te´s de croissance de ces temps d’arreˆt
(en Rg pour le premier et en Rd pour le second),
τ+R0 = limRg→+∞
τ+Rg,R0 (A.131)
τ−R0 = limRd→+∞
τ−R0,Rd (A.132)
L’existence et l’unicite´ de uRg,Rd permet alors de de´finir les solutions u
+
R0
et
u−R0 de fac¸on univoque
u+R0(x, t) = limRg→+∞
uRg,Rd(x, t), ∀(x, t) ∈ [0, 1]× [0, τ+R0 [ (A.133)
u−R0(x, t) = limRd→+∞
uRg,Rd(x, t), ∀(x, t) ∈ [0, 1]× [0, τ−R0 [ (A.134)
Proposition A.3.8. On a pour tout T > 0, p > p0
E
[
sup
[0,1]×[0,T ]
∣∣u+R0(x, t)∣∣p
]
6 C(p, T,R0) < +∞ (A.135)
E
[
sup
[0,1]×[0,T ]
∣∣u−R0(x, t)∣∣p
]
6 C(p, T,R0) < +∞ (A.136)
et
τ+R0 = +∞ p.s. et τ−R0 = +∞ p.s. (A.137)
De´monstration. On en de´duit graˆce au The´ore`me de comparaison A.3.6 les
comparaisons suivantes (car uR0 ve´rifie existence et unicite´ forte), pour tout
(x, t) ∈ [0, 1]× [0, T ]
u−R0(x, t) 6 uR0(x, t) 6 u
+
R0
(x, t) (A.138)
et donc en particulier
✶{
u−R0>0
}u−R0(x, t) 6 |uR0(x, t)| et ✶{u+R0<0
} ∣∣u+R0(x, t)∣∣ 6 |uR0(x, t)| .
(A.139)
Or d’apre`s la forme de b+R0 et les Hypothe`ses 4.2.1 on a∣∣b+R0(u)∣∣ 6 |V ′(u)|✶]−∞,R0] + C(R0) 6 C(R0) [|u|α ✶u<0 + 1] . (A.140)
On en de´duit donc ∣∣u+R0(x, t)∣∣p 6 3p[B1 +B2 +B3]. (A.141)
On a successivement pour B1
B1 =
∣∣∣∣∫ 1
0
u0(y)gt(x, y)dy
∣∣∣∣p 6 ‖u0‖p∞ (A.142)
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puis pour B2, en utilisant l’estimation (B.44), on a
B2 =
∣∣∣∣∫ t
0
∫ 1
0
b+R0(u
+
R0
(y, s))gt−s(x, y)dyds
∣∣∣∣p
6 C(R0)
p
∣∣∣∣∫ t
0
∫ 1
0
(∣∣u+R0(y, s)∣∣α ✶{u+R0 (y,s)<0} + 1
)
gt−s(x, y)dyds
∣∣∣∣p
6 C(R0)
p
∣∣∣∣∫ t
0
∫ 1
0
(|uR0(x, t)|α + 1) gt−s(x, y)dyds
∣∣∣∣p
6 C(R0)
p
(
sup
[0,1]×[0,T ]
|uR0(x, t)|α + 1
)p ∣∣∣∣∫ t
0
∫ 1
0
gt−s(x, y)dyds
∣∣∣∣p
6 C(R0)
pT p2p
(
sup
[0,1]×[0,T ]
|uR0(x, t)|pα + 1
)
(A.143)
donc, d’apre`s la Proposition A.3.5
E
[
sup
[0,1]×[0,T ]
B2(x, t)
]
< +∞. (A.144)
Enfin,
B3 =
∣∣∣∣∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds)
∣∣∣∣p (A.145)
et d’apre`s le Lemme B.2.6, de la meˆme manie`re que pre´ce´demment, on a
E
[
sup
[0,1]×[0,T ]
B3(x, t)
]
< +∞ (A.146)
ce qui permet de conclure
E
[
sup
[0,1]×[0,T ]
∣∣u+R0(x, t)∣∣p
]
< +∞. (A.147)
De la meˆme manie`re en remarquant que, pour tout u ∈ R∣∣b−R0(u)∣∣ 6 |V ′(u)|✶[−R0,+∞[ + C(R0) 6 C(R0)[|u|α ✶u>0 + 1]. (A.148)
On en de´duit aussi
E[ sup
[0,1]×[0,T ]
∣∣u−R0(x, t)∣∣p] < +∞. (A.149)
Montrons alors que τ+R0 = +∞ presque suˆrement. On a d’abord
τ+Rg,R0 = inf{t, ∃x, u+R0(x, t) < −Rg} (A.150)
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on obtient, pour p > 1 et pour tout Rg > 0, par croissance des temps d’arreˆt
et en utilisant l’ine´galite´ de Markov
P[τ+R0 > T ] > P
[
τ+Rg,R0 > T
]
> P
[
sup
[0,1]×[0,T ]
(−u+R0(x, t)) < Rg
]
> P
[
sup
[0,1]×[0,T ]
∣∣u+R0(x, t)∣∣ < Rg
]
> 1− P
[
sup
[0,1]×[0,T ]
∣∣u+R0(x, t)∣∣ > Rg
]
(A.151)
> 1− 1
Rpg
E
[
sup
[0,1]×[0,T ]
∣∣u+R0(x, t)∣∣p
]
. (A.152)
D’ou`, en faisant tendre Rg →∞,
P[τ+R0 > T ] = 1 ∀T > 0. (A.153)
On peut suivre le meˆme raisonnement pour montrer que τ−R0 = +∞ presque
suˆrement.
On a alors l’existence pour tout temps et l’unicite´ forte des solutions as-
socie´es a` b+R0 et b
−
R0
.
Existence de la solution sur R+ On est alors preˆt a` montrer que u existe
pour tout temps.
Lemme A.3.9. On a pour p > 1
E
[
sup
[0,1]×[0,T ]
|u(x, t)|p
]
< +∞ et τ = +∞ p.s. (A.154)
De´monstration. On applique le The´ore`me de comparaison A.3.6 encore une
fois pour
−b−R0(u) 6 −V ′(u) 6 −b+R0(u). (A.155)
On a alors les comparaisons suivantes : pour tout (x, t)
u−R0(x, t) 6 u(x, t) 6 u
+
R0
(x, t). (A.156)
On en de´duit
|u(x, t)| 6 ✶u−R0<0
∣∣u−R0(x, t)∣∣+ ✶u+R0>0 ∣∣u+R0(x, t)∣∣ . (A.157)
Donc, on obtient
sup
[0,1]×[0,T ]
|u(x, t)|p 6 2p
[
sup
[0,1]×[0,T ]
∣∣u−R0(x, t)∣∣p + sup
[0,1]×[0,T ]
∣∣u+R0(x, t)∣∣p
]
(A.158)
En particulier pour tout p > 1
E[ sup
[0,1]×[0,T ]
|u(x, t)|p] < +∞, p.s. (A.159)
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On montre alors que la solution u est donc bien de´finie pour tout temps.
Comme pre´ce´demment pour tout R > R0, p > 1 et T > 0
P(τ > T ) > P(τR > T )
> P
(
sup
[0,1]×[0,T ]
|u(x, t)| 6 R
)
= 1− P
(
sup
[0,1]×[0,T ]
|u(x, t)| > R
)
(A.160)
> 1−
E
(
sup[0,1]×[0,T ] |u(x, t)|p
)
Rp
> 1− C(R0, T, p)
Rp
−−−−→
R→∞
1.
(A.161)
On en de´duit donc que pour tout T > 0
P(τ > T ) = 1 (A.162)
ce qui signifie bien que τ = +∞ presque suˆrement.
Re´gularite´ de u
Proposition A.3.10. Notons
u(x, t) = u0(x, t) + v(x, t) (A.163)
ou` u0 est la solution de l’e´quation homoge`ne. Le champ ale´atoire v ve´rifie
|v(x, t)− v(y, s)| 6 Yδ(|x− y|
1
2−δ + |t− s| 14−δ). (A.164)
En particulier la solution u est essentiellement 12 -ho¨lderienne en espace et
1
4 -
ho¨lderienne en temps.
De´monstration. On a
v(x, t) = −
∫ t
0
∫ 1
0
gt−s(x, y)V ′(u(y, s))dyds+
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds).
(A.165)
Pour le second terme, on a de´ja` le Lemme B.2.6. Pour le premier terme, on va
simplement appliquer le Lemme B.2.5, en effet
|V ′(u)| 6 C(|u|α + 1) (A.166)
et, pour tout p > 1, d’apre`s le Lemme A.3.9
sup
[0,1]×[0,T ]
E[|u(x, t)|p] 6 E[ sup
[0,1]×[0,T ]
|u(x, t|p] < +∞. (A.167)
On a donc
sup
[0,1]×[0,T ]
E[|V ′(u(x, t))|p] 6 2pC( sup
[0,1]×[0,T ]
E[|u(x, t)|αp] + 1) < +∞ (A.168)
On peut alors appliquer le Lemme B.2.5. La solution homoge`ne e´tant suffisam-
ment re´gulie`re de`s que t > 0, elle est en particulier ho¨lderienne.
Annexe B
Estimations des semi-groupes
Dans cette annexe on prouve des estimations sur le semi-groupe de la cha-
leur dans les trois ces de conditions au bords, pour le semi-groupe continu et
discre´tise´. On prouve de plus la convergence du semi-groupe discre´tise´ vers le
semi-groupe continu.
B.1 The´ore`me et ine´galite´s utilise´es
On met dans cette section les estimations utilise´es de manie`re re´pe´te´e.
Lemme B.1.1 (Formule de Poisson). Soit f ∈ L1(R), pour tout T > 0 et
t ∈ R, on a
1
T
+∞∑
k=−∞
f̂
(
2πk
T
)
e2πi
k
T t =
+∞∑
n=−∞
f(t+ nT ) (B.1)
ou` f̂ est la transforme´e de Fourier de f .
De´monstration. Il suffit d’e´crire l’e´galite´ de la fonction (pe´riodique) de droite
avec sa se´rie de Fourier.
On a aussi le lemme technique suivant
Lemme B.1.2. Soit h > 0 et a > 0, on a les proprite´s suivantes∑
k>1
1
k2
[1− e−ahk2 ] 6
∑
k>1
1
k2
[1 ∧ ahk2] 6 3(
√
ah ∧ 1) (B.2)
∑
k>1
1
k2
[1− e−ahk2 ]2 6
∑
k>1
1
k2
[1 ∧ ahk2]2 6 3(
√
ah ∧ 1). (B.3)
L’ine´galite´ est en fait en deux partie : si h est grand on reste borne´, si h est
petit, on tend vers 0 comme
√
h.
De´monstration. Montrons la premie`re ine´galite´, on utilise d’abord le fait que
pour l positif, 0 6 1− e−l 6 1 ∧ l, ce qui donne∑
k>1
1
k2
[1− e−ahk2 ] 6
∑
k>1
1
k2
[1 ∧ ahk2] =
∑
k>1
[k−2 ∧ ah]. (B.4)
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Puis il suffit de voir
k−2 ∧ ah =
{
ah pour k 6 1√
ah
k−2 pour k > 1√
ah
(B.5)
on a alors∑
k>1
1
k2
[1− e−ahk2 ] 6
∑
16k6 1√
ah
ah+
∑
k> 1√
ah
k−2
6 a
∫ ⌊ 1√
ah
⌋
0
hdk +
∫
1∨( 1√
ah
−1)
k−2dk (B.6)
ou` on a remplace´ les sommes par des intg´rales en utilisant la monotonie des
fonctions (en k). En utilisant le fait que ⌊l⌋ 6 l ∧ l2, on obtient
∑
k>1
1
k2
[1− e−ahk2 ] 6 ( 1√
ah
∧ 1
ah
)ah+
1
1 ∨ ( 1√
ah
− 1)
= (
√
ah ∧ 1) +
√
ah√
ah ∨ (1−√ah) . (B.7)
Enfin on conclut en remarquant que pour l > 0
l
l ∨ (1− l) 6 2l ∧ 1. (B.8)
On a ainsi∑
k>1
1
k2
[1− e−ahk2 ] 6
[
(
√
ah ∧ 1) + (2
√
ah ∧ 1)
]
6 3(
√
ah ∧ 1). (B.9)
Pour la seconde ine´galite´, en utilisant simplement (1 ∧ l)2 6 1 ∧ l on a∑
k>1
1
k2
[1− e−ahk2 ]2 6
∑
k>1
1
k2
[1 ∧ ahk2]2 6
∑
k>1
1
k2
[1 ∧ ahk2] 6 3(
√
ah ∧ 1).
(B.10)
Lemme B.1.3. Pour tout a, α > 0, on a
N∑
k=1
kαe−ak
2
6
1
2a
α+1
2
Γ
(
α+ 1
2
)
. (B.11)
De´monstration. La fonction k 7→ kαe−ak2 e´tant croissante puis de´croissante
sur R+, on a
N∑
k=1
kαe−ak
2
6
∫ N+1
0
kαe−ak
2
dk 6
∫ ∞
0
kαe−ak
2
dk. (B.12)
Il suffit de faire un changement de variable pour obtenir le re´sultat annonce´.
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On a aussi le lemme suivant qui utilise les notations de la section du chapitre
2.
Lemme B.1.4. Soit une fonction f de classe C1 sur [0, 1] pour tous les cas
de condition au bord, on a pour tout N∫ 1
0
|f(κN (y))− f(y)|2 dy 6 h
2
N
4
∫ 1
0
f ′(z)2dz (B.13)
De´monstration. En utilisant Cauchy-Schwarz, on a
∫ 1
0
|f(κN (y))− f(y)|2 dy =
∫ 1
0
∣∣∣∣∣
∫ κN (y)
y
f ′(z)dz
∣∣∣∣∣
2
dy
6
∫ 1
0
|y − κN (y)|
∣∣∣∣∣
∫ κN (y)
y
f ′(z)2dz
∣∣∣∣∣ dy (B.14)
6
hN
2
∫ 1
0
∣∣∣∣∣
∫ κN (y)
y
f ′(z)2dz
∣∣∣∣∣ dy. (B.15)
Or on a
I =
∫ 1
0
∣∣∣∣∣
∫ κN (y)
y
f ′(z)2dz
∣∣∣∣∣ dy
=
N∑
i=0
∫ x
i+1
2
xi
∫ y
xi
f ′(z)2dzdy +
N+1∑
i=1
∫ xi
x
i− 1
2
∫ xi
y
f ′(z)2dzdy (B.16)
=
N∑
i=0
∫ x
i+1
2
xi
f ′(z)2
∫ x
i+1
2
z
dydz +
N+1∑
i=1
∫ xi
x
i− 1
2
f ′(z)2
∫ z
x
i− 1
2
dydz
6
hN
2
N∑
i=0
∫ x
i+1
2
xi
f ′(z)2dz +
hN
2
N+1∑
i=1
∫ xi
x
i− 1
2
f ′(z)2dz (B.17)
6
hN
2
∫ 1
0
f ′(z)2dz. (B.18)
On obtient bien l’ine´galite´ annonce´e.
B.2 Semi-groupe du Laplacien en dimension 1
B.2.1 Calcul du Semi-Groupe
Comme −γ∂2xx est un ope´rateur syme´trique positif sur l’espace C2bc([0, 1]),
le semigroupe engendre´ par
∂tu = γ∂
2
xxu (B.19)
peut s’e´crire sous la forme
gt(x, y) =
∑
k>0
e−tλkvk(x)vk(y) (B.20)
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ou` (vk, λk) sont les vecteurs propres et valeurs propres de −γ∂2xx sur [0, 1] avec
les conditions au bord adapte´es. Les vecteurs propres sont normalise´s en norme
L2, ils forment alors une famille orthonormale de L2([0, 1]). Pour la suite, on
pose les fonctions ψk et ϕk pour k entier positif
ψk(x) =
√
2 sin(kπx) et ϕk(x) =
√
2 cos(kπx). (B.21)
Lemme B.2.1. Les e´le´ments propres sont les suivants :
– Conditions au bord de Dirichlet : pour k > 1{
ψk(x) =
√
2 sin(πkx)
λk = γπ
2k2
(B.22)
– Conditions au bord de Neumann : pour k > 1{
ϕk(x) =
√
2 cos(πkx)
λk = γπ
2k2
et
{
ϕ0(x) = 1
λ0 = 0
(B.23)
– Conditions au bord pe´riodiques : dans ce cas, chaque espace propre est de
dimension 2, (sauf pour k = 0), on conside`re alors une base orthonormale
(φ2k, ψ2k) pour chaque espace propre, pour k > 1{
(ϕ2k(x), ψ2k(x)) = (
√
2 cos(2πkx),
√
2 sin(2πkx))
µk = γ4π
2k2
et
{
ϕ0(x) = 1
µ0 = 0.
(B.24)
La densite´ gt(x, y) du semi-groupe de la chaleur est, suivant chaque condi-
tion au bord, pour (x, y) ∈ [0, 1]2 et t ∈ R+,
gD(t, x, y) = 2
∑
k>1
e−γπ
2k2t sin(πkx) sin(πky)
=
1√
4γπt
∑
n∈Z
exp
(
− 1
4γt
(y − x+ 2n)2
)
(B.25)
− exp
(
− 1
4γt
(y + x+ 2n)2
)
(B.26)
gV (t, x, y) = 1 + 2
∑
k>1
e−γπ
2k2t cos(πkx) cos(πky)
=
1√
4γπt
∑
n∈Z
exp
(
− 1
4γt
(y − x+ 2n)2
)
(B.27)
+ exp
(
− 1
4γt
(y + x+ 2n)2)
)
(B.28)
gP (t, x, y) = 1 + 2
∑
k>1
e−4γπ
2k2t[sin(2πkx) sin(2πky) + cos(2πkx) cos(2πky)]
=
1
4
√
γπt
∑
n∈Z
exp
(
− 1
16γt
(y − x+ n)2)
)
. (B.29)
En particulier g est, dans chacun des cas, de classe C∞ sur R+∗ × [0, 1]2.
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De´monstration. Il suffit de calculer les valeurs propres et vecteurs propres cor-
respondant aux conditions au bord qui nous inte´ressent. On veut re´soudre (en
λ et v)
γv′′(x) = −λv(x) (B.30)
sur [0, 1] avec les bonnes conditions au bord. On peut voir facilement que graˆce
aux conditions au bord, on a
γ
∫ 1
0
(v′(x))2dx = −γ
∫ 1
0
v(x)v′′(x)dx = λ
∫ 1
0
(v(x))2dx > 0 (B.31)
donc λ > 0. Si λ = 0, on a
v(x) = A+Bx. (B.32)
Pour λ > 0 les solutions de l’e´quation diffe´rentielle sont
v(x) = A sin
(√
λ
γ
x
)
+B cos
(√
λ
γ
x
)
. (B.33)
A et B e´tant des constantes a` de´terminer. Dans le cas des conditions de Diri-
chlet (v(0) = 0 et v(1) = 0), on trouve, si λ = 0, A = B = 0. Pour λ = 0, il
vient
v(0) = B = 0 et v(1) = A sin
(√
λ
γ
)
= 0. (B.34)
On en de´duit donc que λ = γk2π2, avec k ∈ N∗. On obtient donc le re´sultat.
Les autres conditions au bord se traitent de meˆme. Comme les vecteurs propres
sont de´termine´s a` une constante multiplicative pre`s, on choisit cette dernie`re
avec la normalisation. On a en effet pour tout k, k′ > 0∫ 1
0
sin(πkx) sin(πk′x)dx =
δk−k′
2
∫ 1
0
cos(πkx) cos(πk′x)dx =
δk−k′
2
(B.35)∫ 1
0
sin(πkx) cos(πk′x)dx = 0 (B.36)
avec δ le symbole de Kronecker. On de´duit aussi des inte´grales pre´ce´dentes les
relations d’orthogonalite´s entre vecteurs propres.
L’autre formulation du semi-groupe est donne´e par la formule de Poisson
(Lemme B.1.1) qui est une formule classique de la the´orie de Fourier.
On applique le Lemme B.1.1 avec α ∈ R, β > 0,
f(s) =
√
4πe−
t2
4 , t =
α√
β
, T =
2π√
β
(B.37)
or f̂(ξ) = exp(−ξ2), on obtient alors∑
k∈Z
eiαk−βk
2
=
2π√
β
∑
n∈Z
1√
4π
exp(− 1
4β
(α+ 2πn)2)
=
√
π
β
∑
n∈Z
exp
(
− 1
4β
(α+ 2πn)2
)
. (B.38)
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Dans le cas Dirichlet, on met la densite´ sous la forme ci-dessus,
gt(x, y) = 2
∑
k>1
e−γπ
2k2t sin(πkx) sin(πky)
= −1
2
∑
k>1
e−γπ
2k2t(eiπkx − e−iπkx)(eiπky − e−iπky)
= −1
2
∑
k>1
e−γπ
2k2t[eiπk(x+y) + e−iπk(x+y) − (eiπk(x−y) + e−iπk(tx−y))]
=
1
2
∑
k∈Z
e−βk
2
[eiα
−k − eiα+k] (B.39)
avec α− = π(x− y), α+ = π(x+ y), β = γπ2t. Alors, d’apre`s (B.38)
gt(x, y) =
1√
4γπt
∑
n∈Z
exp
(
− 1
4γt
(x− y + 2n)2
)
− exp
(
− 1
4γt
(x+ y + 2n)2
)
.
(B.40)
De la meˆme fac¸on, on obtient dans le cas des conditions de Neumann
gt(x, y) =
1
2
∑
k∈Z
e−βk
2
[eiα
−k + eiα
+k]
=
1√
4γπt
∑
n∈Z
exp
(
− 1
4γt
(x− y + 2n)2
)
+ exp
(
− 1
4γt
(x+ y + 2n)2
)
(B.41)
et pour les conditions pe´riodiques
gt(x, y) =
1
2
∑
k∈Z
e−4βk
2
eiα
−k =
1
4
√
γπt
∑
n∈Z
exp
(
− 1
16γt
(x− y + 2n)2
)
.
(B.42)
Le caracte`re C∞ du semi-groupe provient simplement de l’application (re´pe´te´e)
du the´ore`me de de´rivation sous le signe inte´gral.
B.2.2 Estimations du Semi-Groupe
Dans cette partie, on va exposer une se´rie de majoration du semi-groupe
qui nous seront utiles dans la suite.
Estimations dans L1 et L2
Lemme B.2.2. Pour tous les cas de conditions au bord on a :
|gt(x, y)| 6 3
(
1 +
1√
γπt
)
e−
(x−y)2
16γt . (B.43)
En norme L1, on a ∫ 1
0
|gt(x, y)| dy 6 1. (B.44)
Dans L2, on a
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– pour les conditions au bord de Dirichlet∫ 1
0
gt(x, y)
2dy 6
1√
2πγt
(B.45)∫ 1
0
∫ 1
0
gt(x, y)
2dydx 6
1
2
√
2πγt
(B.46)∫ t
0
∫ 1
0
gs(x, y)
2dyds 6
3
γπ2
min(1,
√
2tγπ2) (B.47)∫ t
0
∫ 1
0
∫ 1
0
gs(x, y)
2dydxds 6
3
2γπ2
min(1,
√
2tγπ2) (B.48)
– pour des conditions au bord de type Neumann ou pe´riodique∫ 1
0
(gt(x, y)− 1)2dy 6 1√
2πγt
(B.49)∫ 1
0
∫ 1
0
(gt(x, y)− 1)2dydx 6 1
2
√
2πγt
(B.50)∫ t
0
∫ 1
0
(gs(x, y)− 1)2dyds 6 3
γπ2
min(1,
√
2tγπ2) (B.51)∫ t
0
∫ 1
0
∫ 1
0
(gs(x, y)− 1)2dydxds 6 3
2γπ2
min(1,
√
2tγπ2). (B.52)
De´monstration. Commenc¸ons par montrer les estimations en norme L2. On
conside`re tout d’abord les conditions au bord de Dirichlet
gDt (x, y) =
∑
k>1
exp(−λkt)ψk(x)ψk(y). (B.53)
Or la famille ψk est orthonormale dans L
2([0, 1]). D’ou`, d’une part,∫ 1
0
gDt (x, y)
2dy =
∑
k>1
exp(−2λkt)ψk(x)2 6 2
∑
k>1
exp(−2λkt) (B.54)
et donc d’autre part∫ 1
0
∫ 1
0
gt(x, y)
2dydx =
∑
k>1
exp(−2λkt). (B.55)
Puisque λk = γπ
2k2, on a∑
k>1
exp(−2λkt) 6
∫ +∞
0
e−2γπ
2k2tdk =
1
2
√
2πγt
. (B.56)
Il suffit ensuite, de reprendre la borne obtenue. Dans le cas Dirichlet,∫ 1
0
gDt (x, y)
2dy 6 2
∑
k>1
exp(−2λkt) 6 1√
2πγt
(B.57)
∫ 1
0
∫ 1
0
gDt (x, y)
2dydx =
∑
k>1
exp(−2λkt) 6 1
2
√
2πγt
. (B.58)
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Pour les conditions au bord de Neumann, les valeurs propres sont identiques
au cas Dirichlet mais la valeur propre 0 est simple, associe´ au vecteur propre
ϕ0 = 1, on a alors∫ 1
0
gNet (x, y)
2dy − 1 =
∫ 1
0
(gNet (x, y)− 1)2dy 6
1√
2πγt
(B.59)∫ 1
0
∫ 1
0
gNet (x, y)
2dydx− 1 =
∫ 1
0
∫ 1
0
(gNet (x, y)− 1)2dydx 6
1
2
√
2πγt
. (B.60)
Dans le cas des conditions au bord pe´riodiques, toutes les valeurs propres hor-
mis pour k = 0 sont doubles et les valeurs propres sont µk = γ4π
2k2 = 4λk,
on a alors∫ 1
0
gPt (x, y)
2dy − 1 =
∫ 1
0
(gPt (x, y)− 1)2dy
=
∑
k>1
exp(−2µkt)(ψ2k(x)2 + ϕ2k(x)2) (B.61)
=
∑
k>1
exp(−2µkt) (B.62)
∫ 1
0
∫ 1
0
gPt (x, y)
2dydx− 1 =
∫ 1
0
∫ 1
0
(gPt (x, y)− 1)2dydx =
∑
k>1
exp(−2µkt).
(B.63)
Or, on a comme pre´ce´demment∑
k>1
exp(−2µkt) 6
∫ +∞
0
e−8γπ
2k2tdk =
1
4
√
2πγt
(B.64)
Par simplicite´, on utilise les meˆmes estimations que dans les autres cas. Pour
obtenir les autres estimations L2, on inte`gre sur [0, t] l’e´quation (B.54). Dans le
cas des conditions au bord de Dirichlet, on obtient en utilisant le Lemme B.1.2∫ t
0
∫ 1
0
gDs (x, y)
2dyds =
∑
k>1
1
2λk
(1− exp(−2λkt))ψk(x)2 6
∑
k>1
1
λk
(1 ∧ (2λkt))
6
1
γπ2
∑
k>1
1
k2
(1 ∧ (2γπ2tk2)) 6 3
γπ2
min(1,
√
2γπ2t).
(B.65)
Pour l’ine´galite´ (B.48), on re´alise la meˆme me´thode en inte´grant (B.55). Dans
les cas Neumann, on a la meˆme chose en remplac¸ant gs(x, y) par gs(x, y) − 1
pour e´liminer la valeur propre nulle. Dans le cas pe´riodique, on a∫ t
0
∫ 1
0
(gPs (x, y)− 1)2dyds =
∑
k>1
1
2µk
(1− exp(−2µkt))
6
∑
k>1
1
2µk
(1 ∧ (2µkt)) 6 1
8γπ2
∑
k>1
1
k2
(1 ∧ (8γπ2tk2))
6
3
8γπ2
min(1,
√
8γπ2t) 6
3
4γπ2
min(1,
√
2γπ2t). (B.66)
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Ce qui implique e´videmment les ine´galite´s (B.51) et (B.52).
Pour obtenir une estimation ponctuelle, on utilise l’expression de gt obtenue
avec la formule de Poisson (B.25), (B.27) et (B.29). Il suffit alors de remarquer
que pour x, y ∈ [0, 1] et n ∈ Z, on a
(x− y + 2n)2 − (x− y)2 = 2n(2(x− y) + 2n) >
{
4n(n+ 1) pour n 6 0
4n(n− 1) pour n > 0
(x+ y + 2n)2 − (x− y)2 = 4(x+ n)(y + n) >
{
4n2 pour n > 0
4(n+ 1)2 pour n < 0.
(B.67)
On en de´duit, pour t > 0
Σ1 =
∑
n∈Z
exp
(
− 1
4γt
[
(x− y + 2n)2 − (x− y)2])
6
∑
n>0
exp
(
−n(n− 1)
γt
)
+
∑
n60
exp
(
−n(n+ 1)
γt
)
(B.68)
6 1 + 2
∑
n>1
exp
(
−n(n− 1)
γt
)
6 1 + 2
∑
n>0
exp
(
−n
2
γt
)
6 3 + 2
∫ +∞
0
exp
(
−x
2
γt
)
dx 6 3 +
√
πγt (B.69)
de meˆme,
Σ2 =
∑
n∈Z
exp
(
− 1
4γt
[
(x+ y + 2n)2 − (x− y)2])
6
∑
n<0
exp
(
− (n+ 1)
2
γt
)
+
∑
n>0
exp
(
−n
2
γt
)
(B.70)
6 2
∑
n>0
exp
(
−n
2
γt
)
6 2 + 2
∫ +∞
0
exp
(
−x
2
γt
)
dx 6 2 +
√
πγt.
Donc, on obtient, pour tout t > 0, dans les conditions au bord de Dirichlet et
de Neumann
0 6 |gt(x, y)| 6 2
√
πγt+ 5
2
√
γπt
e−
(x−y)2
4γt 6 3
(
1 +
1√
γπt
)
e−
(x−y)2
4γt . (B.71)
Pour les conditions au bord pe´riodique, on a en reprenant l’e´quation (B.68)
∑
n∈Z
exp
(
− 1
16γt
[
(x− y + 2n)2 − (x− y)2]) 6 3 + 2 ∫ +∞
0
exp
(
− x
2
4γt
)
dx
6 3 + 2
√
πγt (B.72)
on en de´duit alors d’apre`s l’e´quation (B.29)
0 6 |gt(x, y)| 6 2
√
πγt+ 3
4
√
γπt
e−
(x−y)2
16γt 6
(
1 +
1√
γπt
)
e−
(x−y)2
16γt . (B.73)
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Encore par simplicite´, on choisit pour tous les cas la borne commune
0 6 |gt(x, y)| 6 3
(
1 +
1√
γπt
)
e−
(x−y)2
16γt . (B.74)
Pour obtenir une estimation en norme L1, d’apre`s les e´quations (B.25) et
(B.27), pour les conditions au bord de Dirichlet ou de Neumann∫ 1
0
|gt(x, y)| dy 6 1√
4γπt
∑
n∈Z
∫ 1
0
exp
(
− 1
4γt
(x− y + 2n)2
)
+ exp
(
− 1
4γt
(x+ y + 2n)2
)
dy (B.75)
6
1√
4γπt
∑
n∈Z
∫ x+2n+1
x+2n−1
exp
(
− y
2
4γt
)
dy (B.76)
6
1√
4γπt
∫
R
exp
(
− y
2
4γt
)
dy 6 1. (B.77)
De meˆme pour les conditions au bord pe´riodiques∫ 1
0
|gt(x, y)| dy 6 1
4
√
γπt
∑
n∈Z
∫ 1
0
exp
(
− 1
16γt
(x− y + 2n)2
)
6
1
4
√
γπt
∑
n∈Z
∫ x+2n
x+2n−1
exp
(
− y
2
16γt
)
dy (B.78)
6
1
4
√
γπt
∫
R
exp
(
− y
2
16γt
)
dy 6 1. (B.79)
Controˆle en 0 Pour l’e´quivalence entre solution faible et inte´grale, on a eu
besoin du lemme suivant.
Proposition B.2.3. Pour toutes les conditions au bord conside´re´es, pour φ0 ∈
C∞D,V,P ([0, 1]), soit Φ(x, t) la solution de{
∂tΦ = γ∂xxΦ
Φ(x, 0) = φ0(x).
(B.80)
La solution Φ est dans C∞([0, 1]×]0,∞[) et ve´rifie pour s < 1
|φ0(y)− Φ(y, s)| 6 C1
√
s et
∣∣∣∣ ∂2∂y2Φ(y, s)− φ′′0(y)
∣∣∣∣ 6 C2√s (B.81)
avec
C1 = 2 ‖φ′′0‖∞
(
1 +
√
2
γπ2
)
C2 = 2
∥∥∥φ(4)0 ∥∥∥∞
(
1 +
√
2
γπ2
)
. (B.82)
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De´monstration. On a vu que la solution Φ s’exprimait sous la forme
Φ(x, t) = gtϕ0(x) =
∫ 1
0
gt(x, y)φ0(y)dy. (B.83)
On a alors, dans tous les cas de conditions au bord
|φ0(y)− Φ(y, s)| =
∣∣∣∣∫ s
0
∂tΦ(y, u)du
∣∣∣∣ = γ ∣∣∣∣∫ s
0
∂2xxΦ(y, u)du
∣∣∣∣ . (B.84)
Or par syme´trie, on a
∂2yygu(y, z) =
∑
k>1
e−λkuψ′′k (y)ψk(z) = −
∑
k>1
e−λkuπ2k2ψk(y)ψk(z)
=
∑
k>1
e−λkuψk(y)ψ′′k (z) = ∂
2
zzgu(y, z) (B.85)
et donc en utilisant une inte´gration par partie, le crochet s’annule graˆce aux
conditions au bord.
∂2yyΦ(y, u) =
∫ 1
0
∂2yygu(y, z)φ0(z)dz =
∫ 1
0
[∂2zzgu(y, z)]φ0(z)dz (B.86)
=
∫ 1
0
gu(y, z)φ
′′
0(z)dz. (B.87)
Donc, pour toutes les conditions au bord de Dirichlet ou de Neumann, on
obtient en utilisant le Lemme B.1.2
|φ0(y)− Φ(y, s)| 6 2 ‖φ′′0‖∞
∫ s
0
∑
k
e−λkudu
6 2 ‖φ′′0‖∞
(
s+
∑
k>0
1
λk
(1− e−λks)
)
(B.88)
6 2 ‖φ′′0‖∞
(
s+
∑
k>0
1
γπ2k2
(1− e−γπ2k2s)
)
6 2 ‖φ′′0‖∞
(
s+
√
2s
γπ2
)
6 2 ‖φ′′0‖∞
(
1 +
√
2
γπ2
)√
s
(B.89)
pour s 6 1. Dans le cas des conditions au bord pe´riodiques on a les meˆmes ma-
jorations avec des constantes le´ge`rement diffe´rentes. Pour la seconde ine´galite´,
de la meˆme manie`re que pre´ce´demment∣∣∣∣ ∂2∂y2Φ(y, s)− φ′′0(y)
∣∣∣∣ = ∣∣∣∣ ∂2∂y2
∫ s
0
∂uΦ(y, u)du
∣∣∣∣ = γ ∣∣∣∣ ∂4∂y4
∫ s
0
Φ(y, u)du
∣∣∣∣
6
∫ s
0
∫ 1
0
∣∣∣gu(y, z)φ(4)0 (z)∣∣∣ dzdu (B.90)
6 2
∥∥∥φ(4)0 ∥∥∥∞
(
1 +
√
2
γπ2
)√
s. (B.91)
216 ANNEXE B. ESTIMATIONS DES SEMI-GROUPES
Re´gularite´ du semi-groupe Pour la suite, nous avons besoin d’une esti-
mation de la re´gularite´ des semigroupes [52].
Lemme B.2.4. Soit (x, t), (x′, t′) ∈ [0, 1]× [0, T ] avec t′ > t, on a∫ t
0
∫ 1
0
|gt−s(x, y)− gt−s(x′, y)|2 dyds 6 24
γ
|x− x′| (B.92)∫ t
0
∫ 1
0
|gt−s(x, y)− gt′−s(x, y)|2 dyds 6 3
√
2√
γπ2
√
t′ − t. (B.93)
De´monstration. On utilise gt sous la forme
gDt (x, y) =
∑
k>1
e−tλkψk(x)ψk(y) (B.94)
ou` dans le cas Dirichlet
λk = γπ
2k2 et ψk(x) =
√
2 sin(πkx). (B.95)
On a donc, par orthonormalite´ de la famille de vecteurs propres
I1 =
∫ t
0
∫ 1
0
|gt−s(x, y)− gt−s(x′, y)|2 dyds (B.96)
6
∑
k>1
∫ t
0
e−2(t−s)λk |ϕk(x)− ϕk(x′)|2 ds (B.97)
6
∑
k>1
1
2λk
|ϕk(x)− ϕk(x′)|2 6
∑
k>1
1
γπ2k2
(πk |x− x′| ∧ 2)2 (B.98)
6
1
γ
∑
k>1
1
k2
(k2 |x− x′|2 ∧ 1). (B.99)
La dernie`re ine´galite´ provient de l’ine´galite´ des accroissements finis, du fait que
les fonctions propres sont borne´es par
√
2 et que 2 < π. On a alors simplement∫ t
0
∫ 1
0
|gt−s(x, y)− gt−s(x′, y)|2 dyds 6 3
γ
|x− x′| (B.100)
d’apre`s le Lemme B.1.2. Pour les autres conditions au bord on a les meˆmes
calculs, dans le cas Neumann, on a
gt(x, y) =
∑
k>0
e−tλkϕk(x)ϕk(y) (B.101)
ou`
λk = γπ
2k2 ϕk(x) =
√
2 cos(πkx) ϕ0(x) = 1. (B.102)
Donc∫ t
0
∫ 1
0
|gt−s(x, y)− gt−s(x′, y)|2 dyds 6
∑
k>1
∫ t
0
e−2(t−s)λk |ψk(x)− ψk(x′)|2 ds
(B.103)
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et les meˆmes estimations permettent de conclure. Dans le cas des conditions
au bord pe´riodiques, on a tout de suite
gt(x, y) = 1 +
∑
k>1
e−tµk(ϕ2k(x)ϕ2k(y) + ψ2k(x)ψ2k(y)) (B.104)
ou`
ϕ2k(x) =
√
2 cos(2πkx), ψ2k(x) =
√
2 sin(2πkx)
µk = 4γπ
2k2. (B.105)
On a donc
I =
∫ t
0
∫ 1
0
|gt−s(x, y)− gt−s(x′, y)|2 dyds
6
∑
k>1
∫ t
0
e−2(t−s)µk
(
|ϕ2k(x)− ϕ2k(x′)|2 + |ψ2k(x)− ψ2k(x′)|2
)
ds
6
∑
k>1
2
γπ2k2
(2πk |x− x′| ∧ 2)2 6
∑
k>1
8
γk2
(k |x− x′| ∧ 1)2 6 24
γ
|x− x′|
(B.106)
et on conclut de meˆme.
Pour la variation en temps, avec t′ > t, on a dans le cas des conditions au
bord de Dirichlet, toujours par orthonormalite´
J =
∫ t
0
∫ 1
0
|gt−s(x, y)− gt′−s(x, y)|2 dyds
=
∑
k>1
∫ t
0
[e−(t−s)λk − e−(t′−s)λk ]2ϕk(x)2ds (B.107)
6 2
∑
k>1
∫ t
0
e−2(t−s)λk [1− e−(t′−t)λk ]2ds
= 2
∑
k>1
1
2λk
(1− e−2tλk)[1− e−(t′−t)λk ]2 (B.108)
6
∑
k>1
1
λk
[1− e−(t′−t)λk ]2 6 1
γπ2
∑
k>1
1
k2
[1− e−(t′−t)γπ2k2 ]2 (B.109)
6
3√
γπ2
√
2(t′ − t). (B.110)
B.2.3 Re´gularite´ de la convolution stochastique
On va montrer un lemme nous permettant de montrer la re´gularite´ des
processus obtenus.
Lemme B.2.5. Soit h(x, t) un champ ale´atoire continu tel que, pour tout p > 1
sup
[0,1]×[0,T ]
E[|h(x, t)|p] 6 C3(T, p) < +∞ (B.111)
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Posons
F (x, t) =
∫ t
0
∫ 1
0
gt−s(x, y)h(y, s)dyds (B.112)
H(x, t) =
∫ t
0
∫ 1
0
gt−s(x, y)h(y, s)W (dy, ds) (B.113)
ou` g est le semigroupe associe´ avec l’une des trois conditions au bord. Alors, il
existe une constante C4, telle que
E [|F (x, t)− F (y, s)|p] 1p 6 C4(|x− y|
1
2 + |t− s| 14 )
E [|H(x, t)−H(y, s)|p] 1p 6 C4(|x− y|
1
2 + |t− s| 14 ). (B.114)
Pour tout p > 24, il existe Yδ ∈ Lp(Ω) tel que pour tout 6p < δ < 14
|F (x, t)− F (y, s)| 6 Yδ(|x− y|
1
2−δ + |t− s| 14−δ)
|H(x, t)−H(y, s)| 6 Yδ(|x− y|
1
2−δ + |t− s| 14−δ) (B.115)
pour tout x, y ∈ [0, 1] et s, t ∈ [0, T ].
De´monstration. On va utiliser le the´ore`me de Kolmogorov A.3.2 pour montrer
que l’e´quation (B.114) implique (B.115). Pour cela, soit p > 1, montrons qu’il
existe une constante C telle que pour tout h, k > 0 et (x, t) ∈ [0, 1]× [0, T ]
E[|F (x+ h, t)− F (x, t)|p] 6 Cph p2 E[|F (x, t+ k)− F (x, t)|p] 6 Cpk p4 .
(B.116)
Commenc¸ons par la variation en espace, on a
|F (x+ h, t)− F (x, t)|p =
∣∣∣∣∫ t
0
∫ 1
0
(gt−s(x+ h, y)− gt−s(x, y))h(y, s)dyds
∣∣∣∣p .
(B.117)
En utilisant l’ine´galite´ inte´grale de Minkowski A.1.8, Cauchy-Schwarz et l’ine´-
galite´ (B.92) du Lemme B.2.4
E [|F (x+ h, t)− F (x, t)|p] 2p
6
∣∣∣∣∫ t
0
∫ 1
0
E [|(gt−s(x+ h, y)− gt−s(x, y))h(y, s)|p]1/p dyds
∣∣∣∣2 (B.118)
6
∣∣∣∣∫ t
0
∫ 1
0
|gt−s(x+ h, y)− gt−s(x, y)|E[h(y, s)p]1/pdyds
∣∣∣∣2
6
∫ t
0
∫ 1
0
|gt−s(x+ h, y)− gt−s(x, y)|2 dyds
∫ t
0
∫ 1
0
E[h(y, s)p]2/pdyds
6
24T
γ
C3(p, T )
2/p |h| . (B.119)
Pour la variation en temps on a
|F (x, t+ k)− F (x, t)|p =
∣∣∣∣ ∫ t
0
∫ 1
0
(gt+k−s(x, y)− gt−s(x, y))h(y, s)dyds
+
∫ t+k
t
∫ 1
0
(gt+k−s(x, y)h(y, s)dyds
∣∣∣∣p. (B.120)
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D’ou`, par l’ine´galite´ triangulaire dans Lp
E[|F (x, t+ k)− F (x, t)|p]1/p 6 J1 + J2 (B.121)
avec, pour J1, en appliquant comme pre´ce´demment, l’ine´galite´ inte´grale de
Minkowski A.1.8, Cauchy-Schwarz et l’ine´galite´ (B.93) du Lemme B.2.4
J21 = E
[∣∣∣∣∫ t
0
∫ 1
0
(gt+k−s(x, y)− gt−s(x, y))h(y, s)dyds
∣∣∣∣p
] 2
p
6
∫ t
0
∫ 1
0
|gt+k−s(x, y)− gt−s(x, y)|2 dyds
∫ t
0
∫ 1
0
E[h(y, s)p]2/pdyds
6
CT√
γ
C3(p, T )
2/p |k|1/2 (B.122)
ou` C est une constante strictement positive. De meˆme pour J2, en utilisant cette
fois l’ine´galite´ (B.47) ou (B.51) suivant les conditions au bord conside´re´es, on
a pour k < 1
J22 = E
[∣∣∣∣∣
∫ t+k
t
∫ 1
0
gt+k−s(x, y)h(y, s)dyds
∣∣∣∣∣
p] 2p
6
∣∣∣∣∣
∫ t+k
t
∫ 1
0
|gt+k−s(x, y)|E [|h(y, s)|p]1/p dyds
∣∣∣∣∣
2
(B.123)
6
∫ t+k
t
∫ 1
0
|gt+k−s(x, y)|2 dyds
∫ t+k
t
∫ 1
0
E[|h(y, s)|p]2/pdyds
6
C
γ
C3(p, T )
2/p(k +
√
2kγπ2)k 6 C ′
(
1 +
1√
γ
)
C3(p, T )
2/pk
3
2 (B.124)
ou` C et C ′ sont des constantes strictement positives. On en de´duit donc
E [|F (x, t+ k)− F (x, t)|p]2/p 6 (J1 + J2)2 6 2(J21 + J22 )
6 C ′′
(
1 +
1√
γ
)
(1 + T )C3(p, T )
2
p |k| 12 .
(B.125)
Pour la seconde partie du Lemme concernant des inte´grales stochastiques H
par rapport au bruit blanc, on utilise les meˆmes outils avec en plus l’ine´galite´
de Burkholder-Davies-Gundy. Ainsi, on va montrer, pour tout p > 2
E[|H(x+ h, t)−H(x, t)|p] 6Ch p2 E[|H(x, t+ k)−H(x, t)|p] 6Ck p4 .
(B.126)
Pour la variation en espace, on a pour p > 1, en appliquant l’ine´galite´ de
Burkholder-Davies-Gundy, l’ine´galite´ de Minkowski et l’ine´galite´ (B.93) du
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Lemme B.2.4
L1 = E
[
|H(x+ h, t)−H(x, t)|2p
] 1
p
= E
[∣∣∣∣∫ t
0
∫ 1
0
(gt−s(x+ h, y)− gt−s(x, y))h(y, s)W (dy, ds)
∣∣∣∣2p
] 1
p
(B.127)
6 CpE
[∣∣∣∣∫ t
0
∫ 1
0
|gt−s(x+ h, y)− gt−s(x, y)|2 h(y, s)2dyds
∣∣∣∣p
] 1
p
6 Cp
∫ t
0
∫ 1
0
|gt−s(x+ h, y)− gt−s(x, y)|2 E
[
|h(y, s)|2p
] 1
p
dyds
6
24Cp
γ
sup
[0,1]×[0,T ]
E
[
h(y, s)2p
] 1
p h (B.128)
ou` Cp est la constante venant de l’ine´galite´ de Burkholder-Davies-Gundy. Pour
la variation en temps, on utilise aussi l’ine´galite´ Burkholder-Davies-Gundy
L2 = E
[
|H(x, t+ k)−H(x, t)|2p
] 1
p
= E
[∣∣∣∣ ∫ t+k
0
∫ 1
0
(gt+k−s(x, y)− gt−s(x, y)✶t−s>0)h(y, s)W (dy, ds)
∣∣∣∣2p
] 1
p
= CpE
[∣∣∣∣∣
∫ t+k
0
∫ 1
0
|gt+k−s(x, y)− gt−s(x, y)✶t−s>0|2 |h(y, s)|2 dyds
∣∣∣∣∣
p] 1p
6 Cp(K1 +K2) (B.129)
ou` on a utilise´ l’ine´galite´ de Minkowski. On a alors en appliquant les meˆmes
estimations que pre´ce´demment pour F
K1 = E
[∣∣∣∣∫ t
0
∫ 1
0
|gt+k−s(x, y)− gt−s(x, y)|2 |h(y, s)|2 dyds
∣∣∣∣p
] 1
p
6
∫ t
0
∫ 1
0
|gt+k−s(x, y)− gt−s(x, y)|2 E
[
|h(y, s)|2p
] 1
p
dyds (B.130)
6 CT
(
1 +
1√
γ
)
C3(2p, T )
1
p k
1
2 (B.131)
et
K2 = E
[∣∣∣∣∣
∫ t+k
t
∫ 1
0
|gt+k−s(x, y)|2 |h(y, s)|2 dyds
∣∣∣∣∣
p] 1p
6
∫ t+k
t
∫ 1
0
|gt+k−s(x, y)|2 E
[
|h(y, s)|2p
] 1
p
dyds (B.132)
6 C
(
1 +
1√
γ
)
C3(2p, T )
1
p k
3
2 . (B.133)
Donc on conclut comme pour la variable F . Il suffit alors d’appliquer le The´ore`-
me A.3.2 pour en de´duire les estimations (B.115).
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On utilise en particulier le re´sultat du Lemme pre´ce´dent pour la convolution
stochastique, ce qui permet de justifier la Proposition 2.1.3.
Lemme B.2.6. Notons, pour (x, t) ∈ [0, 1]× R+
B(x, t) =
∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds). (B.134)
Le champ ale´atoire B est continu sur [0, 1]× R+ et pour tout p > 24, il existe
une variable Y ∈ Lp tel que on a
|B(x, t)−B(x′, t′)| 6 Y
(
|x− x′| 12− 6p + |t− t′| 14− 3p
)
(B.135)
pour tous (x, t) et (x′, t′). On a de plus, pour tout p > 1
E
[
sup
[0,1]×[0,T ]
∣∣∣∣∫ t
0
∫ 1
0
gt−s(x, y)W (dy, ds)
∣∣∣∣p
]
6 C(p, T ) < +∞. (B.136)
De´monstration. Il suffit d’appliquer le Lemme pre´ce´dent pour prouver (B.135).
Pour prouver la seconde ine´galite´, on va utiliser la re´gularite´. En choisissant
m un entier et T > 1, posons ti =
iT
m , on a d’apre`s l’ine´galite´ (B.135), pour
p > 24
sup
(x,t)∈[0,1]×[0,T ]
|B(x, t)| 6 max
i=1..m
∣∣∣∣B(12 , ti
)∣∣∣∣
+ sup
(x,t)∈[0,1]×[ti−1,ti]
∣∣∣∣B(x, t)−B(12 , ti
)∣∣∣∣ (B.137)
6 max
i=1..m
∣∣∣∣B(12 , ti
)∣∣∣∣+ Y
(
1
2
1
2− 6p
+
(
T
m
) 1
4− 3p
)
(B.138)
6 max
i=1..m
∣∣∣∣B(12 , ti
)∣∣∣∣+ (1 + T )Y (B.139)
avec Y ∈ Lp(Ω). De plus en utilisant l’ine´galite´ de Burkholder-Davies-Gundy
et l’ine´galite´ (B.47) (ou (B.51)) on obtient, pour tout t 6 T
E
[∣∣∣∣B(12 , t
)∣∣∣∣p] 6 Cp
[∫ t
0
∫ 1
0
gt−s
(
1
2
, y
)2
dyds
] p
2
6 Cp
(
T +
3
γπ2
) p
2
.
(B.140)
On en de´duit donc
E
[
sup
(x,t)∈[0,1]×[0,T ]
|B(x, t)|p
]
6 2pE
[
max
i=1..m
∣∣∣∣B(12 , ti
)∣∣∣∣p]+ 2pE[Y p]
6 2p
m∑
i=1
E
[∣∣∣∣B(12 , ti
)∣∣∣∣p]+ 2pE[Y p] (B.141)
6 2pmCp
(
T +
3
γπ2
) p
2
+ 2p(1 + T )pE[Y p] < +∞. (B.142)
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Pour p 6 24 on utilise l’ine´galite´ de Jensen, pour p 6 24 < p′ on a,
E
[
sup
(x,t)∈[0,1]×[0,T ]
|B(x, t)|p
]
6 E
[
sup
(x,t)∈[0,1]×[0,T ]
|B(x, t)|p′
] p
p′
< +∞.
(B.143)
B.3 Semi-groupe discre´tise´
B.3.1 Calcul du semi-groupe
Le calcul des semi-groupes discrets repose, comme dans le cas continu, sur
le calcul des vecteurs propres et valeurs propres. En effet, si la matrice −∆N a
pour e´le´ments propres (vNk , λ
N
k ), l’exponentielle p
N prend la forme
pN (t)i,j = N
N∑
k=1
e−λ
N
k tvNk (i)v
N
k (j). (B.144)
La famille de vecteurs propres est orthonormale puisque la matrice ∆N est re´elle
syme´trique. Rappelons les diffe´rentes discre´tisations du Laplacien ∆N utilise´es
en fonction des conditions au bord conside´re´es, ce sont toutes des matrices de
taille N .
– Dans le cas des conditions au bord de Dirichlet :
∆ND = γ(N + 1)
2

−2 1 0 . . . 0
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 . . . 0 1 −2

. (B.145)
– Pour les conditions au bord de Neumann :
∆NV = γN
2

−1 1 0 . . . 0
1 −2 . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . . −2 1
0 . . . 0 1 −1

. (B.146)
– Pour les conditions au bord pe´riodiques :
∆NP = γN
2

−2 1 0 . . . 0 1
1 −2 . . . . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . .
. . . 1
1 0 . . . 0 1 −2

. (B.147)
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On va exprimer les vecteurs propres en fonction de ϕk et ψk
ψk(x) =
√
2 sin(πkx) (B.148)
ϕk(x) =
√
2 cos(πkx). (B.149)
Lemme B.3.1. Les e´le´ments propres de la matrice ∆N sont
– dans les conditions au bord de Dirichlet, pour 1 6 k 6 NvNk (j) =
√
2
N+1 sin(
πkj
N+1 ) =
1√
N+1
ψk(
j
N+1 ) 1 6 j 6 N
λNk = 4γ(N + 1)
2 sin2( πk2(N+1) )
(B.150)
– pour les conditions au bord de Neumann, pour 1 6 k 6 N − 1
uNk (j) =
√
2
N cos(πk(
j
N − 12N )) = 1√Nϕk(
j
N − 12N ) 1 6 j 6 N,
uN0 (j) =
1√
N
= 1√
N
ϕ0(
j
N − 12N )
νNk = 4γN
2 sin2( πk2N ) for 0 6 k 6 N − 1
(B.151)
– pour les conditions au bord pe´riodiques,
wNk (j) =
√
2
N cos(
2πkj
N ) =
1√
N
ψ2k(
j
N ) 1 6 j 6 N, for 1 6 k 6
N
2
rNk (j) =
√
2
N sin(
2πkj
N ) =
1√
N
ϕ2k(
j
N ) 1 6 j 6 N, for 1 6 k <
N
2
rN0 (j) =
1√
N
µNk = 4γN
2 sin2(πkN )
(B.152)
Dans le cas pe´riodique, l’espace propre associe´ a` une valeur propre parti-
culie`re µNk est de dimension 2 (hormis pour k = 0 et k = N/2 quand N est
paire). On choisit alors des vecteurs propres orthonormaux (pour simplicite´ uk
et vk). On va maintenant re´aliser le semi-groupe discre´tise´ en re´alisant l’in-
terpolation line´aire du vecteur
√
Nvk dans les diffe´rents cas de conditions au
bord.
1. Dans le cas des conditions au bord de Dirichlet, on prend les points
d’interpolations xi =
i
N+1 pour i ∈ {0, ..., N + 1}, dans ce cas on a
1√
N + 1
ψNk (x) = (N + 1)v
N
k (i+ 1)(x− xi)− (N + 1)vNk (i)(x− xi+1)
(B.153)
pour x ∈ [xi, xi+1] et ou` on a prolonge´ vNk en i = 0 et i = N + 1. Par
suite, pour x ∈ [xi, xi+1].
ψNk (x) = (N + 1)ψk(xi+1)(x− xi)− (N + 1)ψk(xi)(x− xi+1) (B.154)
Le semi-groupe est alors
gNt (x, y) =
N∑
k=1
e−tλ
N
k ψNk (x)ψ
N
k (y) (B.155)
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Remarquons que les fonctions ψNk (κN (·)) forment une famille orthonor-
male∫ 1
0
ψNk (κN (x))ψ
N
k′ (κN (x))dx = (N + 1)
N+1∑
j=1
1
N + 1
vNk (j)v
′N
k (j) = δk−k′ .
(B.156)
2. Dans le cas des conditions au bord de Neumann, on prend les points
d’interpolations xi =
i
N − 12N pour i ∈ {0, ..N + 1}, dans ce cas on a
1√
N
ϕNk (x) = Nu
N
k (i+ 1)(x− xi)−NuNk (i)(x− xi+1) pour x ∈ [xi, xi+1]
(B.157)
ou` on a prolonge´ uNk en i = 0 et i = N + 1 par les conditions au bord.
Par suite
ϕNk (x) = Nϕk(xi+1)(x− xi)−Nϕk(xi)(x− xi+1) (B.158)
et ϕ0 = 1. Le semi-groupe est alors
gNt (x, y) = 1 +
N−1∑
k=1
e−tν
N
k ϕNk (x)ϕ
N
k (y) (B.159)
Remarquons que de meˆme les fonctions ϕNk (κN (·)) forment une famille
orthonormale.
3. Dans le cas des conditions au bord pe´riodique, on prend les points d’in-
terpolations xi =
i
N pour i ∈ {0, ..N}, dans ce cas on a, pour les deux
vecteurs orthonorme´s par valeurs propres, pour x ∈ [xi, xi+1]
1√
N
ψN2k(x) = Nr
N
k (i+ 1)(x− xi)−NrNk (i)(x− xi+1) (B.160)
1√
N
ϕN2k(x) = Nw
N
k (i+ 1)(x− xi)−NwNk (i)(x− xi+1) (B.161)
ou` on a prolonge´ rNk et w
N
k en i = 0 et i = N + 1 par les conditions au
bord. Par suite
ψN2k(x) = Nψ2k(xi)(x− xi)−Nψ2k(xi+1)(x− xi+1) (B.162)
ϕN2k(x) = Nϕ2k(xi)(x− xi)−Nϕ2k(xi+1)(x− xi+1) (B.163)
sur chaque intervalle [xi, xi+1]. Le semi-groupe est alors
gNt (x, y) = 1 +
N
2∑
k=1
e−tµ
N
k [ψN2k(x)ψ
N
2k(y) + ϕ
N
2k(x)ϕ
N
2k(y)] (B.164)
Remarquons que les fonctions ψN2k(κN (·)) et ϕN2k(κN (·)) forment une fa-
mille orthonormale.
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B.3.2 Estimations du semi-groupe
Estimations des valeurs propres On a les estimations suivantes sur les
valeurs propres et vecteurs propres.
Lemme B.3.2. Les valeurs propres ve´rifient les ine´galite´s suivantes :
– pour les conditions au bord de Dirichlet, pour tout 1 6 k 6 N
γk2
4
6λNk 6 γπ
2k2 γπ2k2
(
1− π
2k2
3(N + 1)2
)
6λNk 6 γπ
2k2 = λk
(B.165)
– pour les conditions au bord de Neumann, pour tout 0 6 k 6 N − 1
γk2
4
6νNk 6 γπ
2k2 γπ2k2
(
1− π
2k2
3N2
)
6νNk 6 γπ
2k2 = νk (B.166)
– pour les conditions au bord pe´riodiques, pour tout 0 6 k 6 N/2
γk2 6µNk 6 4γπ
2k2 4γπ2k2(1− 4π
2k2
3N2
) 6µNk 6 4γπ
2k2 = µk.
(B.167)
On a donc dans chaque cas
0 61− λ
N
k
λk
6
π2k2
3(N + 1)2
0 61− ν
N
k
νk
6
π2k2
3N2
0 61− µ
N
k
µk
6
4π2k2
3N2
.
(B.168)
De´monstration. Il suffit d’appliquer a` chaque cas les deux ine´galite´s suivantes,
pour tout 0 6 t 6 π2
4t2
π2
6 sin(t)2 6 t2 t2(1− t
2
3
) 6 sin(t)2 6 t2 (B.169)
puisque les diffe´rentes valeurs propres sont
λNk = (N + 1)
2 sin2
(
πk
N + 1
)
νNk = N
2 sin2
(
πk
N
)
µNk = N
2 sin
(
2πk
N
)
.
(B.170)
On a aussi des estimations sur les inte´grales du semi-groupe comme dans
le cas continu.
Lemme B.3.3. Pour les estimations en norme L2 on a
– dans le cas des conditions de bord de Dirichlet∫ 1
0
gNt (x, κN (y))
2dy 6
√
2π
γt
(B.171)∫ 1
0
∫ 1
0
gNt (x, κN (y))
2dydx 6
√
2π
γt
(B.172)∫ t
0
∫ 1
0
gNs (x, κN (y))
2dyds 6
12
γ
(
√
2γt ∧ 1) (B.173)∫ t
0
∫ 1
0
∫ 1
0
gNs (x, κN (y))
2dydxds 6
12
γ
(
√
2γt ∧ 1) (B.174)
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– dans le cas des conditions de bord de Neumann ou pe´riodique∫ 1
0
(gNt (x, κN (y))− 1)2dy 6
√
2π
γt
(B.175)∫ 1
0
∫ 1
0
(gNt (x, κN (y))− 1)2dydx 6
√
2π
γt
(B.176)∫ t
0
∫ 1
0
(gNt (x, κN (y))− 1)2dyds 6
12
γ
(
√
2γt ∧ 1) (B.177)∫ t
0
∫ 1
0
∫ 1
0
(gNt (x, κN (y))− 1)2dydxds 6
12
γ
(
√
2γt ∧ 1). (B.178)
De´monstration. Dans le cas des conditions de Dirichlet, comme les familles
de vecteurs propres sont orthonorme´es et en utilisant les estimations (B.165)
(resp. (B.166), (B.167))
∫ 1
0
gNt (x, κN (y))
2dy =
N∑
k=1
e−2λ
N
k tψNk (x)
2 (B.179)
= 2
N∑
k=1
e−2γλ
N
k t 6
N∑
k=1
e−γk
2t/2
6
√
2π
γt
(B.180)
L’inte´gration sur x ∈ [0, 1] ne change pas la borne. Pour la dernie`re ine´galite´,
on a, en utilisant l’encadrement des valeurs propres, et le Lemme B.1.2
∫ t
0
∫ 1
0
gNs (x, y)
2dyds =
∫ t
0
N∑
k=1
e−2γλ
N
k sψNk (x)
2ds =
N∑
k=1
ψNk (x)
2
2γλkN
(1− e−2γλNk t)
6
4
γ
N∑
k=1
1
k2
(1− e−2γk2t) 6 12
γ
(
√
2γt ∧ 1). (B.181)
Comme pre´ce´demment, l’inte´gration sur [0, 1] ne change pas la borne.
Re´gularite´ du semi-groupe On a aussi besoin dans la suite d’une estima-
tion de la re´gularite´ des semigroupes.
Lemme B.3.4. Soit (x, t), (x′, t′) ∈ [0, 1]× [0, T ] avec t′ > t, on a∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))− gNt−s(x′, κN (y))∣∣2 dyds 6 12π2γ |x− x′| (B.182)∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))− gNt′−s(x, κN (y))∣∣2 dyds 6 12π√γ√|t′ − t|. (B.183)
De´monstration. Dans le cas Dirichlet, on utilise la forme suivante
gNt (x, κN (y)) =
N∑
k=1
e−tλ
N
k ψNk (x)ψ
N
k (κN (y)). (B.184)
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On a donc, par orthonormalite´ de la famille de vecteurs propres
J =
∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))− gNt−s(x′, κN (y))∣∣2 dyds (B.185)
6
N∑
k=1
∫ t
0
e−2(t−s)λ
N
k
∣∣ψNk (x)− ψNk (x′)∣∣2 ds (B.186)
6
N∑
k=1
1
2λNk
∣∣ψNk (x)− ψNk (x′)∣∣2 6 N∑
k=1
4
γk2
(πk |x− x′| ∧ 2)2 (B.187)
6
4π2
γ
∑
k>1
1
k2
(k2 |x− x′|2 ∧ 1). (B.188)
La dernie`re ine´galite´ provient de l’ine´galite´ des accroissements finis, du fait que
les fonctions propres sont borne´es par
√
2 et que 2 < π. On a alors simplement
a` l’aide du lemme B.1.2∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))− gNt−s(x′, κN (y))∣∣2 dyds 6 12π2γ |x− x′| . (B.189)
Pour les autres conditions au bord on a les meˆmes calculs, dans le cas
Neumann, on a
gNt (x, y) = 1 +
N−1∑
k=1
e−tν
N
k ϕNk (x)ϕ
N
k (y). (B.190)
Donc∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))− gNt−s(x′, κN (y))∣∣2 dyds
6
N−1∑
k=1
∫ t
0
e−2(t−s)ν
N
k
∣∣ϕNk (x)− ϕNk (x′)∣∣2 ds (B.191)
et les meˆmes estimations permettent de conclure. Dans le cas des conditions
au bord pe´riodiques, on a tout de suite
gNt (x, y) = 1 +
N/2∑
k=1
e−tµ
N
k
(
ϕN2k(x)ϕ
N
2k(y) + ψ
N
2k(x)ψ
N
2k(y)
)
. (B.192)
Donc on a de meˆme∫ t
0
∫ 1
0
∣∣gNt−s(x, κN (y))− gNt−s(x′, κN (y))∣∣2 dyds
6
N/2∑
k=1
∫ t
0
e−2(t−s)µ
N
k
(∣∣ϕN2k(x)− ϕN2k(x′)∣∣2 + ∣∣ψN2k(x)− ψN2k(x′)∣∣2) ds
6
∑
k>1
2π2
γk2
(k2 |x− x′|2 ∧ 1) 6 6π
2
γ
|x− x′| . (B.193)
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Pour la variation en temps, avec t′ > t, on a dans le cas des conditions au
bord de Dirichlet, toujours par orthonormalite´
I =
∫ t
0
∫ 1
0
∣∣gNt−s(x, y)− gNt′−s(x, y)∣∣2 dyds
=
N∑
k=1
∫ t
0
[e−(t−s)λ
N
k − e−(t′−s)λNk ]2ϕNk (x)2ds (B.194)
6 2
N∑
k=1
∫ t
0
e−2(t−s)λ
N
k [1− e−(t′−t)λNk ]2ds 6 2
N∑
k=1
1
2λNk
[1− e−(t′−t)λNk ]2
6
∑
k61
4
γk2
[1− e−γπ2(t′−t)k2 ]2 (B.195)
En utilisant, le Lemme B.1.2, on a
I 6
12π√
γ
√
t′ − t. (B.196)
Pour les autres conditions au bord on a les meˆmes bornes.
B.3.3 Re´gularite´ de la convolution stochastique
On utilise les re´sultats pre´ce´dents pour montrer les re´gularite´s suivantes
uniforme´ment en N .
Lemme B.3.5. Soit hN une famille de champs ale´atoires tel qu’il existe une
constante C > 0
sup
N
sup
t6T
sup
x∈[0,1]
E[
∣∣hN (x, t)∣∣p] < C. (B.197)
Alors, les champs ale´atoires
FN (x, t) =
∫ t
0
∫ 1
0
gNt−s(x, y)h
N (y, s)dyds (B.198)
HN (x, t) =
∫ t
0
∫ 1
0
gNt−s(x, y)h
N (y, s)W (dy, ds) (B.199)
sont bien de´finis, et pour tout p > 1, et T > 0, il existe une constante C(p, T ),
inde´pendante de N , telle que
E[
∣∣FN (x, t)− FN (y, s)∣∣p] 6 C(p, T )(|t− s|1/4 + |x− y|1/2)p (B.200)
E[
∣∣HN (x, t)−HN (y, s)∣∣p] 6 C(p, T )(|t− s|1/4 + |x− y|1/2)p. (B.201)
En particulier on en de´duit la re´gularite´ des champs FN et HN : pour tout
p > 24, tout 6p < δ <
1
4 , et (x, t), (y, s) ∈ [0, 1]× [0, T ] on a∣∣FN (x, t)− FN (y, s)∣∣ 6 Y (p, δ,N, T ) [|t− s| 14−δ + |x− y| 12−δ] (B.202)∣∣HN (x, t)−HN (y, s)∣∣ 6 Y (p, δ,N, T ) [|t− s| 14−δ + |x− y| 12−δ] (B.203)
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ou` Y (p, δ,N, T ) est une variable ale´atoire dans Lp et telle que
E[Y (p, δ,N, T )
1
δ ] 6 C(p, T, δ). (B.204)
La borne du moment de Y ne de´pend pas de N .
De´monstration. Soit p > 1, montrons qu’il existe C telle que pour tout k > 0
et (x, t) ∈ [0, 1]× [0, T ]
E[
∣∣FN (x+ k, t)− FN (x, t)∣∣p] 6 C(p, T, γ)k p2 (B.205)
E[
∣∣FN (x, t+ k)− FN (x, t)∣∣p] 6 C(p, T, γ)k p4 . (B.206)
Commenc¸ons par la variation en espace, on a∣∣FN (x+ k, t)− FN (x, t)∣∣p
=
∣∣∣∣∫ t
0
∫ 1
0
(gNt−s(x+ h, κN (y))− gNt−s(x, κN (y)))hN (κN (y), s)dyds
∣∣∣∣p .
(B.207)
En utilisant l’ine´galite´ inte´grale de Minkowski A.1.8, l’ine´galite´ de Cauchy-
Schwarz et l’ine´galite´ du Lemme B.3.4
I = E
[∣∣FN (x+ k, t)− FN (x, t)∣∣p] 2p
6
∣∣∣∣∫ t
0
∫ 1
0
E
[∣∣(gNt−s(x+ k, κN (y))− gNt−s(x, κN (y)))hN (κN (y), s)∣∣p] 1p dyds∣∣∣∣2
6
∫ t
0
∫ 1
0
∣∣gNt−s(x+ k, κN (y))− gNt−s(x, κN (y))∣∣2 dyds
×
∫ t
0
∫ 1
0
E
[
hN (κN (y), s)
p
] 2
p dyds (B.208)
6
12π2T
γ
sup
[0,1]×[0,T ]
E
[
hN (κN (y), s)
p
] 2
p |k| (B.209)
6
12π2T
γ
sup
[0,1]×[0,T ]
E[hN (y, s)p]2/p |k| . (B.210)
Pour la variation en temps on a∣∣FN (x, t+ k)− FN (x, t)∣∣p
=
∣∣∣ ∫ t
0
∫ 1
0
(gNt+k−s(x, κN (y))− gNt−s(x, κN (y)))hN (κN (y), s)dyds
+
∫ t+k
t
∫ 1
0
(gNt+k−s(x, κN (y))h
N (κN (y), s)dyds
∣∣∣p.
D’ou`, par l’ine´galite´ de Minkowski (i.e l’ine´galite´ triangulaire dans Lp)
E
[∣∣FN (x, t+ k)− FN (x, t)∣∣p] 1p 6 J1 + J2 (B.211)
230 ANNEXE B. ESTIMATIONS DES SEMI-GROUPES
avec
J1 = E
[∣∣∣∣∫ t
0
∫ 1
0
(gNt+k−s(x, κN (y))− gNt−s(x, κN (y)))hN (κN (y), s)dyds
∣∣∣∣p
] 1
p
(B.212)
J2 = E
[∣∣∣∣∣
∫ t+k
t
∫ 1
0
(gNt+k−s(x, κN (y))h
N (κN (y), s)dyds
∣∣∣∣∣
p] 1p
. (B.213)
Pour J1, en appliquant comme pre´ce´demment, l’ine´galite´ inte´grale de Min-
kowski A.1.8, Cauchy-Schwarz et l’ine´galite´ du Lemme B.3.4
J21 = E
[∣∣∣∣∫ t
0
∫ 1
0
(gNt+k−s(x, κN (y))− gNt−s(x, κN (y)))hN (κN (y), s)dyds
∣∣∣∣p
] 2
p
6
∫ t
0
∫ 1
0
∣∣gNt+k−s(x, κN (y))− gNt−s(x, κN (y))∣∣2 dyds
×
∫ t
0
∫ 1
0
E
[
hN (κN (y), s)
p
] 2
p dyds (B.214)
6
12πT√
γ
sup
[0,1]×[0,T ]
E
[
hN (y, s)p
] 2
p
√
k. (B.215)
De meˆme pour J2, en utilisant l’ine´galite´ (B.173), on a
J22 = E
[∣∣∣∣∣
∫ t+k
t
∫ 1
0
(gNt+k−s(x, κN (y))h
N (κN (y), s)dyds
∣∣∣∣∣
p] 2p
6
∫ t+k
t
∫ 1
0
∣∣gNt+k−s(x, κN (y))∣∣2 dyds ∫ t+k
t
∫ 1
0
E
[∣∣hN (κN (y), s)∣∣p] 2p dyds
6
12
√
2√
γ
sup
[0,1]×[0,T ]
E
[
hN (y, s)p
] 2
p |k|3/2 . (B.216)
On en de´duit donc
E
[∣∣FN (x, t+ k)− FN (x, t)∣∣p] 2p 6 (J1 + J2)2 6 2(J21 + J22 )
6
122T√
γ
sup
[0,1]×[0,T ]
E
[
hN (y, s)p
] 2
p
√
k.
Pour la seconde partie du lemme concernant des inte´grales stochastiques
par rapport au bruit blanc, on utilise les meˆmes outils avec en plus l’ine´galite´
de Burkholder-Davies-Gundy. Ainsi, on va montrer, pour tout p > 1
K1 = E[
∣∣HN (x+ k, t)−HN (x, t)∣∣2p] 1p 6 C(p, T, γ)k (B.217)
K2 = E[
∣∣HN (x, t+ k)−HN (x, t)∣∣2p] 1p 6 C(p, T, γ)√k. (B.218)
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Pour la variation en espace, on a pour p > 1, en appliquant Burkholder-Davies-
Gundy et Minkowski,
K1 = E
[∣∣∣ ∫ t
0
∫ 1
0
(gNt−s(x+ k, κN (y))− gNt−s(x, κN (y)))
× hN (κN (y), s)W (dy, ds)
∣∣∣2p] 1p (B.219)
6 CpE
[∣∣∣ ∫ t
0
∫ 1
0
∣∣gNt−s(x+ k, κN (y))− gNt−s(x, κN (y))∣∣2
× hN (κN (y), s)2dyds
∣∣∣p] 1p (B.220)
6 Cp
∫ t
0
∫ 1
0
∣∣gNt−s(x+ k, κN (y))− gNt−s(x, κN (y))∣∣2
× E
[∣∣hN (κN (y), s)∣∣2p] 1p dyds (B.221)
6
Cp12π
2
γ
sup
[0,1]×[0,T ]
E
[∣∣hN (y, s)∣∣2p] 1p k. (B.222)
Pour la variation en temps, on utilise Burkholder-Davies-Gundy,
K2 = E
[∣∣∣ ∫ t+k
0
∫ 1
0
(gNt+k−s(x, κN (y))− gNt−s(x, κN (y))✶t−s>0)
× hN (κN (y), s)W (dy, ds)
∣∣∣2p] 1p (B.223)
6 CpE
[∣∣∣ ∫ t+k
0
∫ 1
0
∣∣gNt+k−s(x, κN (y))− gNt−s(x, κN (y))✶t−s>0∣∣2
× ∣∣hN (κN (y), s)∣∣2 dyds∣∣∣p] 1p (B.224)
6 Cp(L1 + L2) (B.225)
ou` on a utilise´ l’ine´galite´ de Minkowski. On a alors
L1 = E
[∣∣∣ ∫ t
0
∫ 1
0
∣∣gNt+k−s(x, κN (y))− gNt−s(x, κN (y))∣∣2
× ∣∣hN (κN (y), s)∣∣2 dyds∣∣∣p] 1p (B.226)
6
∫ t
0
∫ 1
0
∣∣gNt+k−s(x, κN (y))− gNt−s(x, κN (y))∣∣2 E [∣∣hN (κN (y), s)∣∣2p] 1p dyds
6
12π2
γ
sup
[0,1]×[0,T ]
E
[∣∣hN (y, s)∣∣2p] 1p √k (B.227)
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et
L2 = E
[∣∣∣∣∣
∫ t+k
t
∫ 1
0
∣∣gNt+k−s(x, κN (y))∣∣2 ∣∣hN (κN (y), s)∣∣2 dyds
∣∣∣∣∣
p] 1p
6
∫ t+k
t
∫ 1
0
∣∣gNt+k−s(x, κN (y))∣∣2 E [∣∣hN (κN (y), s)∣∣2p] 1p dyds
6
12
√
2√
γ
sup
[0,1]×[0,T ]
E
[∣∣hN (y, s)∣∣2p] 1p √k. (B.228)
On a prouve´ le re´sultat voulu puisqu’on a alors
K2 6 50Cp
(
1
γ
+
1√
γ
)
sup
[0,1]×[0,T ]
E
[∣∣hN (y, s)∣∣2p] 1p √k. (B.229)
Lemme B.3.6. Notons, pour (x, t) ∈ [0, 1]× R+
BN (x, t) =
∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds). (B.230)
Le champ ale´atoire BN est continu sur [0, 1] × R+. De plus soit T > 0, pour
tout p > 24, 6p < δ <
1
4 , il existe YN (p, T, δ) ∈ Lp tel que, pour tous (x, t) et
(x′, t′) de [0, 1]× [0, T ] on a∣∣BN (x, t)−BN (x′, t′)∣∣ 6 YN (p, T, δ)(|x− x′| 12−δ + |t− t′| 14−δ) (B.231)
ou` supN E[Y
p
N ] < C(p, T, δ), la constante C(p, T ) est inde´pendante de N . On a
de plus, pour tout p > 1
sup
N
E
[
sup
[0,1]×[0,T ]
∣∣∣∣∫ t
0
∫ 1
0
gNt−s(x, κN (y))W (dy, ds)
∣∣∣∣p
]
6 C(p, T ) < +∞.
(B.232)
De´monstration. On utilise le meˆme sche´ma de preuve que pour le Lemme B.2.6.
Il suffit d’appliquer le lemme pre´ce´dent pour prouver (B.231). Pour prouver la
seconde ine´galite´, on va utiliser la re´gularite´. Soit p > 24, m un entier, posons
ti =
iT
m , on a en utilisant l’ine´galite´ (B.231) et en proce´dant de meˆme que pour
le Lemme B.2.6
sup
(x,t)∈[0,1]×[0,T ]
∣∣BN (x, t)∣∣ 6 max
i=1..m
∣∣∣∣BN (12 , ti
)∣∣∣∣+ (1 + T )YN
avec YN ∈ Lp(Ω) et supN E[Y pN ] < C(p, T, δ) (voir le Lemme B.3.5). De plus
en utilisant l’ine´galite´ de Burkholder-Davies-Gundy et l’ine´galite´ (B.173) (ou
(B.177)) on obtient, pour tout t 6 T
E
[∣∣∣∣BN (12 , t
)∣∣∣∣p] 6 Cp
[∫ t
0
∫ 1
0
gNt−s
(
1
2
, κN (y)
)2
dyds
] p
2
6 Cp
(
T +
12
γ
) p
2
.
(B.233)
B.4. CONVERGENCE DU SEMI-GROUPE 233
On en de´duit donc comme dans (B.141)
E
[
sup
(x,t)∈[0,1]×[0,T ]
∣∣BN (x, t)∣∣p]
6 2pmCp
(
T +
12
γ
) p
2
+ 2p(1 + T )pE[Y pN ] < +∞.
Pour p 6 24, on prouve le re´sultat en utilisant l’ine´galite´ de Jensen.
B.4 Convergence du semi-groupe
On a d’abord la convergence des vecteurs propres donne´s par le Lemme
B.3.1.
Lemme B.4.1. Pour chaque vecteur propre on a les estimations suivantes
– pour les conditions au bord de Dirichlet, pour tout 1 6 k 6 N∣∣ψNk (x)− ψk(x)∣∣ 6 √2π2k2(N + 1)2 (B.234)∣∣ψNk (κN (x))− ψk(x)∣∣ 6 √2πk |κN (x)− x| 6 πk√
2(N + 1)
(B.235)
– pour les conditions au bord de Neumann, pour tout 0 6 k 6 N − 1∣∣ϕNk (x)− ϕk(x)∣∣ 6 √2π2k2N2 (B.236)∣∣ϕNk (κN (x))− ϕk(x)∣∣ 6 √2πk |κN (x)− x| 6 πk√
2N
(B.237)
– pour les conditions au bord pe´riodiques, pour tout 0 6 k 6 N/2∣∣ϕN2k(x)− ϕ2k(x)∣∣ ∨ ∣∣ψN2k(x)− ψ2k(x)∣∣ 6 4√2π2k2N2 (B.238)∣∣ϕN2k(κN (x))− ϕ2k(x)∣∣ ∨ ∣∣ψN2k(κN (x))− ψ2k(x)∣∣ 6 4√2πk |κN (x)− x|
(B.239)
6
2
√
2πk
N
. (B.240)
De´monstration. Dans le cas Dirichlet, pour x ∈ [xj− 12 , xj+ 12 [, on a∣∣ψk(x)− ψNk (κN (x))∣∣ = √2 |sin(πkx)− sin(πkxj)|
= 2
√
2
∣∣∣∣cos(πk2 (xj + x)
)
sin
(
πk
2
(x− xj)
)∣∣∣∣ (B.241)
6
√
2πk |x− xj | =
√
2πk |x− κN (x)| . (B.242)
Pour x ∈ [xj , xj+1], on aussi∣∣ψk(x)− ψNk (x)∣∣
= |ψk(x)− [(N + 1)ψk(xi+1)(x− xi)− (N + 1)ψk(xi)(x− xi+1)]| (B.243)
= |ψk(x)− [(N + 1)(ψk(xi+1)− ψk(xi))(x− xi) + ψk(xi)]| . (B.244)
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D’apre`s le the´ore`me des accroissements finis, on a ξ1 ∈]xj , xj+1[ tel que
(N + 1)(ψk(xj)− ψk(xj+1)) = ψ′k(ξ1) (B.245)
de meˆme on a ξ2 ∈]xj , xj+1[ tel que
ψk(xj)− ψk(x) = ψ′k(ξ2)(xj − x). (B.246)
En re´appliquant encore une fois le the´ore`me des accroissements finis, on a
ξ3 ∈]xj , xj+1[∣∣ψk(x)− ψNk (x)∣∣ = |(ψ′k(ξ1)− ψ′k(ξ2))(x− xj)| (B.247)
= |(ψ′′k (ξ3)(ξ1 − ξ2)(x− xj)| 6
√
2π2k2
(N + 1)2
. (B.248)
Les meˆmes arguments s’appliquent aussi dans les deux autres cas.
Nous avons maintenant les estimations de convergence du semi-groupe dis-
cre´tise´ vers le semi-groupe continu.
Lemme B.4.2. Pour tous les cas de conditions au bord, pour tout T > 0, il
existe une constante C(T ) telle que pour tout (t, x, y) ∈ [T,+∞[×[0, 1]2
∣∣gNt (x, κN (y))− gt(x, y)∣∣ < C(T )N (B.249)∣∣gNt (x, y)− gt(x, y)∣∣ < C(T )N2 . (B.250)
On en de´duit donc que gN converge uniforme´ment vers g sur [T,+∞[×[0, 1]2,
avec T > 0. La convergence en t = 0 est vraie en norme L2 : il existe une
constante C telle que pour tout x ∈ [0, 1] et tout N > 1
∫ +∞
0
∫ 1
0
∣∣gNt (x, κN (y))− gt(x, y)∣∣2 dydt < CγN (B.251)∫ +∞
0
∫ 1
0
∣∣gNt (κN (x), κN (y))− gt(x, y)∣∣2 dydt < CγN . (B.252)
De´monstration. Commenc¸ons par les conditions de Dirichlet. Notons donc
gNt (x, y) =
N∑
k=1
ΨNk (t, x, y), gt(x, y) =
∑
k>1
Ψk(t, x, y) (B.253)
avec
ΨNk (t, x, y) = e
−λNk tψNk (x)ψ
N
k (y), Ψk(t, x, y) = e
−λktψk(x)ψk(y).
(B.254)
B.4. CONVERGENCE DU SEMI-GROUPE 235
Pour la convergence des ΨNk , on a, en utilisant le Lemme B.4.1∣∣ΨNk (t, x, y)−Ψk(t, x, y)∣∣ = ∣∣∣e−λNk tψNk (x)ψNk (y)− e−λktψk(x)ψk(y)∣∣∣
6
∣∣∣e−λNk tψNk (x)ψNk (y)− e−λktψNk (x)ψNk (y)∣∣∣
+
∣∣e−λktψNk (x)ψNk (y)− e−λktψk(x)ψNk (y)∣∣ (B.255)
+
∣∣e−λktψk(x)ψNk (y)− e−λktψk(x)ψk(y)∣∣
6 2e−λ
N
k t
∣∣∣1− e−t(λk−λNk )∣∣∣+√2e−λkt ∣∣ψNk (x)− ψk(x)∣∣
+
√
2e−λkt
∣∣ψNk (y)− ψk(y)∣∣ (B.256)
6 2e−4γk
2t(1− e−t(λk−λNk )) + 2
√
2e−γπ
2k2t
√
2π2k2
(N + 1)2
. (B.257)
En utilisant le Lemme B.3.2
0 6 λk − λNk 6 λk
π2k2
3(N + 1)2
=
γπ4k4
3(N + 1)2
(B.258)
on obtient∣∣ΨNk (t, x, y)−Ψk(t, x, y)∣∣ 6 2e−4γk2t(1− e− γtπ4k43(N+1)2)
+ 2
√
2e−γπ
2k2t
√
2π2k2
(N + 1)2
(B.259)
6 2e−4γk
2t
[
(1 ∧ γtπ
4k4
3(N + 1)2
) +
2π2k2
(N + 1)2
]
.
(B.260)
On a donc
∣∣gNt (x, y)− gt(x, y)∣∣ 6 N∑
k=1
∣∣ΨNk (t, x, y)−Ψk(t, x, y)∣∣+ ∑
k>N+1
|Ψk(t, x, y)|
6
N∑
k=1
2e−4γk
2t
[
γtπ4k4
3(N + 1)2
+
2π2k2
(N + 1)2
]
(B.261)
+2
∑
k>N+1
e−γλkt. (B.262)
D’apre`s le Lemme B.1.3, on a
N∑
k=1
2γtπ4k4
3(N + 1)2
e−4γk
2t
6
2γtπ4
3(N + 1)2
× 1
2(4γt)
5
2
Γ
(
5
2
)
6
π4
100N2(γt)
3
2
Γ
(
5
2
)
(B.263)
N∑
k=1
4π2k2
(N + 1)2
e−4γk
2t
6
4π2
(N + 1)2
× 1
2(4γt)
3
2
Γ
(
3
2
)
6
π2
4N2(γt)
3
2
Γ
(
3
2
)
.
(B.264)
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On a aussi
2
∑
k>N+1
e−λkt 6 2
∫ +∞
N
e−γπ
2k2tdk 6
2
N2
∫ +∞
0
k2e−γπ
2k2tdk
6
1
N2(γπ2t)
3
2
Γ
(
3
2
)
. (B.265)
On obtient finalement
∣∣gNt (x, y)− gt(x, y)∣∣ 6 1
N2(γt)
3
2
[
π4
100
Γ
(
5
2
)
+
π2
4
Γ
(
3
2
)
+
1
π3
Γ
(
3
2
)]
6
5
N2(γt)
3
2
(B.266)
et donc pour t > T > 0∣∣gNt (x, y)− gt(x, y)∣∣ 6 5
N2(γT )
3
2
. (B.267)
Dans le cas des autres condition au bord, le meˆme calcul s’applique. On a en
effet les meˆmes estimations pour la diffe´rences ΨNk −Ψk.
Pour la seconde diffe´rence gNt (x, κN (y))− gt(x, y), on a, a` l’aide du Lemme
B.4.1 ∣∣ΨNk (t, x, κN (y))−Ψk(t, x, y)∣∣
6
∣∣∣e−γλNk tψNk (x)ψNk (κN (y))− e−γλktψNk (x)ψNk (κN (y))∣∣∣ (B.268)
+
∣∣e−γλktψNk (x)ψNk (κN (y))− e−γλktψk(x)ψNk (κN (y))∣∣
+
∣∣e−γλktψk(x)ψNk (κN (y))− e−γλktψk(x)ψk(y)∣∣
6 2e−γλ
N
k t
∣∣∣1− e−γt(λk−λ−kN )∣∣∣+√2e−γλkt ∣∣ψNk (x)− ψk(x)∣∣
+
√
2e−γλkt
∣∣ψNk (κN (y))− ψk(y)∣∣ (B.269)
6 2e−4γk
2t
[
γtπ4k4
3(N + 1)2
+
π2k2
(N + 1)2
+
πk
2(N + 1)
]
. (B.270)
En suivant la meˆme proce´dure et en utilisant le re´sultat (B.266)∣∣gNt (x, κN (y))− gt(x, y)∣∣
6
N∑
k=1
∣∣ΨNk (t, x, κN (y))−Ψk(t, x, y)∣∣+ ∑
k>N+1
|Ψk(t, x, y)| (B.271)
6
N∑
k=1
2e−4γk
2t
[
γtπ4k4
3(N + 1)2
+
π2k2
(N + 1)2
+
πk
2(N + 1)
]
+ 2
∑
k>N+1
e−π
2γk2t.
En utilisant le Lemme B.1.3, on a
N∑
k=1
πk
(N + 1)
e−4γk
2t
6
π
(N + 1)
× 1
2(4γt)
Γ(1) 6
π
8Nγt
. (B.272)
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On a alors, pour t > T∣∣gNt (x, κN (y))− gt(x, y)∣∣ 6 5
N2(γT )
3
2
+
π
8NγT
6
C(T )
N
(B.273)
ce qui constitue bien l’estimation (B.249).
Pour la norme L2, on a
A =
∫ +∞
0
∫ 1
0
∣∣gNt (x, κN (y))− gt(x, y)∣∣2 dydt
=
∫ +∞
0
∫ 1
0
∣∣∣∣∣gNt (x, κN (y))−
N∑
k=1
Ψk(t, x, y)
∣∣∣∣∣
2
dydt (B.274)
+
∫ +∞
0
∫ 1
0
∣∣∣∣∣∑
k>N
Ψk(t, x, y)
∣∣∣∣∣
2
dydt
6 2A1 + 2A2 +A3 (B.275)
avec, en utilisant le caracte`re orthonormal de la famille ψk,
A3 =
∫ +∞
0
∫ 1
0
∣∣∣∣∣∑
k>N
Ψk(t, x, y)
∣∣∣∣∣
2
dydt =
∫ +∞
0
∑
k>N
e−2λktψk(x)2dt
6 2
∫ +∞
0
∑
k>N
e−2λktdt = 2
∑
k>N
1
2λk
=
∑
k>N
1
γπ2k2
(B.276)
6
1
γπ2
∫ +∞
N
dk
k2
=
1
Nγπ2
(B.277)
et
A1 =
∫ +∞
0
∫ 1
0
∣∣∣∣∣gNt (x, κN (y))−
N∑
k=1
Ψk(t, x, κN (y))
∣∣∣∣∣
2
dydt (B.278)
A2 =
∫ +∞
0
∫ 1
0
∣∣∣∣∣
N∑
k=1
Ψk(t, x, κN (y))−Ψk(t, x, y)
∣∣∣∣∣
2
dydt. (B.279)
Pour A1, par orthogonalite´ (puisque ψ
N
k (κN (·)) = ψk(·)), on a
A1 6
∫ +∞
0
N∑
k=1
∣∣∣e−λNk tψNk (x)− e−λktψk(x)∣∣∣2 dt
6 2
∫ +∞
0
N∑
k=1
e−2λkt
∣∣ψNk (x)− ψk(x)∣∣2 dt+ 4 ∫ +∞
0
N∑
k=1
∣∣∣e−λNk t − e−λkt∣∣∣2 dt
6
N∑
k=1
∣∣ψNk (x)− ψk(x)∣∣2
λk
+ 4
∫ +∞
0
N∑
k=1
e−2λ
N
k t
∣∣∣1− e−t(λk−λNk )∣∣∣2 dt
6 2
N∑
k=1
π2k2
γN4
+ 4
N∑
k=1
∫ +∞
0
e−8γk
2t
[
t2(λk − λNk )2
]
dt. (B.280)
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Or on a, toujours a` l’aide du Lemme B.3.2
(λk − λNk )2 6 λ2k
π4k4
9(N + 1)4
6
γ2π8k8
9N4
. (B.281)
On a donc∫ +∞
0
e−8γk
2t
[
t2(λk − λNk )2
]
dt 6
∫ +∞
0
γ2t2π8k8
9N4
e−8γk
2tdt
6
γ2π8k8
9N4
∫ +∞
0
t2e−8γk
2tdt (B.282)
6
γ2π8k8
9N4
2
(8γk2)3
6
5k2
γN4
(B.283)
puisque, pour a > 0 ∫ ∞
0
t2e−atdt =
2
a3
. (B.284)
Ainsi, on obtient
A1 6 2
N∑
k=1
π2k2
γN4
+ 4
N∑
k=1
5k2
γN4
6
30
γN
. (B.285)
Enfin pour le dernier terme
A2 =
∫ +∞
0
∫ 1
0
∣∣∣∣∣
N∑
k=1
Ψk(t, x, κN (y))−Ψk(t, x, y)
∣∣∣∣∣
2
dydt. (B.286)
On a donc d’apre`s le Lemme B.1.4
A2 6
1
4(N + 1)2
∫ +∞
0
∫ 1
0
∣∣∣∣∣
N∑
k=1
∂yΨk(t, x, y)
∣∣∣∣∣
2
dydt
6
1
4(N + 1)2
∫ +∞
0
∫ 1
0
∣∣∣∣∣
N∑
k=1
e−λktψk(x)ψ′k(y)
∣∣∣∣∣
2
dydt. (B.287)
Or les fonctions ψ′k(y) = πk
√
2 sin(πky) forment une famille orthogonale de
L2([0, 1]) de norme k2π2, donc
A2 6
1
4(N + 1)2
∫ +∞
0
N∑
k=1
e−2λktπ2k2ψk(x)2dt
6
π2
2(N + 1)2
N∑
k=1
k2
∫ +∞
0
e−2γπ
2k2tdt (B.288)
6
1
2(N + 1)2
N∑
k=1
1
2γπ2
6
1
4γπ2N
. (B.289)
Ce qui donne bien∫ +∞
0
∫ 1
0
∣∣gNt (x, κN (y))− gt(x, y)∣∣2 dydt < 1γN
[
1
2π2
+ 60 +
1
π2
]
<
61
γN
.
(B.290)
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On a bien montre´ le re´sultat (B.251). Pour la dernie`re convergence (B.252), on
a
I =
∫ +∞
0
∫ 1
0
∣∣gNt (κN (x), κN (y))− gt(x, y)∣∣2 dydt
6 2
∫ +∞
0
∫ 1
0
∣∣gNt (κN (x), κN (y))− gNt (x, κN (y))∣∣2 (B.291)
+
∣∣gNt (x, κN (y))− gt(x, y)∣∣2 dydt. (B.292)
Or on a, par orthogonalite´ et d’apre`s le Lemme B.4.1∫ +∞
0
∫ 1
0
∣∣gNt (κN (x), κN (y))− gNt (x, κN (y))∣∣2 dydt
=
∫ +∞
0
N∑
k=1
e−2λ
N
k t
[
ψNk (κN (x))− ψNk (x)
]2
dt (B.293)
=
1
2γπ2
N∑
k=1
1
k2
[
ψNk (κN (x))− ψNk (x)
]2
6
1
γπ2
N∑
k=1
1
k2
[
2π2k2(κN (x)− x)2
]
6
1
2γ
N∑
k=1
1
(N + 1)2
(B.294)
6
1
2γN
. (B.295)
Ce qui conclut la de´monstration.

Annexe C
Syste`me dynamique en
dimension infinie
Dans cette annexe, on expose et on adapte des re´sultats d’articles de An-
genent [6] de Pola´cˇik [84], de Brunovsky´ et Fiedler [26], de Fiedler et Rocha
[43], de Wofrum [97], et des collaborations des auteurs pre´ce´dents [45] notam-
ment. Nous n’avons choisi que les articles qui e´taient les plus adapte´s a` notre
proble`me, la litte´rature e´tant bien plus vaste. Nous allons de´crire les relations
qui existent entre le potentiel fonctionnel S et le potentiel local V . Cette des-
cription permet de donner une me´thode, de comprendre quelques exemples et
de discuter la formule d’Eyring-Kramers pour le cas pe´riodique (voir le chapitre
5).
C.1 Points stationnaires
Les hypothe`ses sur V sont les suivantes (Hypothe`ses 4.2.1).
– V est de classe C3
– V est convexe a` l’infini (V ′′ est strictement positif en dehors d’un com-
pact)
– V est borne´ par un polynoˆme a` l’infini.
On rappelle, pour φ suffisamment re´gulier et ve´rifiant les conditions aux
bord
S(φ) =
∫ 1
0
γ
2
|φ′(x)|2 + V (φ(x))dx (C.1)
Les points stationnaires ou e´quilibres de S sont les fonctions φ telles que pour
tout h, DφS(h) = 0. φ est alors solution de l’e´quation diffe´rentielle
γφ′′(x)− V ′(φ(x)) = 0 (C.2)
ve´rifiant les conditions au bord. Notons que pour les conditions pe´riodiques, si φ
est stationnaire, alors pour tout θ re´el, la fonction φ(·+θ) est aussi stationnaire.
On a donc pour chaque point stationnaire non constant, une famille de points
stationnaires indexe´e par la phase θ. Dans ce cas on choisit de repre´senter cette
famille par un repre´sentant note´ φ0 tel que
φ0(0) = max
[0,1]
φ0. (C.3)
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Pour les conditions au bord de Dirichlet, Neumann ou pe´riodiques, l’e´tude
des points stationnaires de la fonctionnelle S revient a` comprendre la structure
de l’attracteur, c’est-a`-dire l’ensemble des points limites de l’e´quation
∂tu(x, t) = −δS
δφ
(u) = γ∂xxu(x, t)− V ′(u(x, t)). (C.4)
On rappelle qu’une connexion he´te´rocline est une solution u de l’e´quation
(C.4) telle que
u(t) −−−−→
t→+∞ v et u(t) −−−−→t→−∞ w (C.5)
dans H2bc([0, 1]), ou` v, w sont deux points stationnaires distincts de S.
Pour φ une fonction de C1bc, le hessien HφS avec les conditions au bord est
donne´ par :
HφSh = −γh′′ + V ′′(φ)h. (C.6)
On connait plusieurs re´sultats sur les valeurs propres et vecteurs propres de
HφS (voir par exemple Courant Hilbert vol.1 [33]) :
– HφS a un ensemble de valeurs propres de´nombrables (λk(φ))k>0 or-
donne´es par ordre croissant (toutes simples dans les cas Dirichlet et Neu-
mann, certaines de multiplicite´ double dans le cas pe´riodique).
– Seul un nombre fini de λk est ne´gatif, et pour k →∞
λk = O(k
2) (C.7)
– Les vecteurs propres hk associe´s a` des valeurs propres distinctes (norme´s
dans L2([0, 1])) sont orthogonaux dans L2.
– Pour les valeurs simples, la fonction hk a k ze´ros inte´rieurs, inversement
si une fonction propre h a k ze´ros inte´rieurs alors h et hk sont coline´aires.
– Entre deux conse´cutifs ze´ros de hk, il y a un unique ze´ro de hk+1 (pour
λk < λk+1.
On rappelle les hypothe`ses que l’on demande sur S (Hypothe`ses 4.2.4) :
– S a un nombre fini de points selles et de minima ;
– tous les points selles et minima de S sont non de´ge´ne´re´s (leur hessien n’a
pas de valeurs propres nulles).
Les re´sultats expose´s par la suite montrent que ces hypothe`ses constituent
le cas ge´ne´ral et sont ve´rifie´es.
C.2 Hyperbolicite´
Un e´le´ment important permettant de comprendre la structure de l’attrac-
teur est l’hyperbolicite´ des points stationnaires qui correspond a` la deuxie`me
hypothe`se sur S.
De´finition C.2.1. Dans les cas Dirichlet et Neumann, on dit qu’un point sta-
tionnaire est hyperbolique si l’ope´rateur hessien associe´ HφS n’a pas de valeurs
propres nulles.
Dans le cas pe´riodique, il faut distinguer si φ est un point stationnaire
constant.
– Si φ est constant, φ est hyperbolique si HφS n’a pas de valeurs propres
nulle.
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– Si φ est non constant, φ est hyperbolique si HφS a une unique valeur
propre nulle.
On appelle indice, note´ ind(φ), du point stationnaire hyperbolique φ le nombre
de valeurs propres strictement ne´gative de HφS.
L’indice est bien de´fini graˆce aux proprie´te´s de croissance asymptotique des
valeurs propres (e´quation (C.7)).
Remarque 25. Dans le cas pe´riodique, si φ est non constant, on a ne´cessairement
une valeur propre nulle (a` cause de la de´ge´ne´rescence due a` la pe´riodicite´). En
effet φ′ est pe´riodique et en de´rivant l’e´quation (C.2) on obtient
γφ′(3)(x)− V ′′(φ(x))φ′(x) = 0. (C.8)
Donc φ′ est un vecteur propre associe´ a` la valeur propre nulle de HφS. Dire
que φ est hyperbolique revient a` dire que c’est le seul.
Cas Neumann et Dirichlet Soit ξ ∈ R, on pose u(x, ξ) la solution du
proble`me de Cauchy :
γ∂xxu(x, ξ)− V ′(u(x, ξ)) = 0
u(0, ξ) = pξ
∂xu(0, ξ) = (1− p)ξ
(C.9)
avec p = 0 pour les conditions au bord de Dirichlet et p = 1 pour les conditions
de Neumann. Alors u(·, ξ0) est un point stationnaire de S si et seulement si
(1− p)u(1, ξ0) + p∂xu(1, ξ0) = 0. (C.10)
Le hessien de S correspond a` la line´arisation de δSδφ . En particulier, si on
pose v(x) = ∂ξu(x, ξ0), on a, en de´rivant (C.9) par rapport a` ξ
γ∂xxv(x)− V ′′(u(x, ξ0))v(x) = 0
v(0) = p
∂xv(0) = (1− p).
(C.11)
Pola´cˇik a obtenu le re´sultat suivant.
Lemme C.2.2 (Pola´cˇik [84]). φ(x) = u(x, ξ0) est hyperbolique si et seulement
si v satisfait la condition au bord en 1 :
(1− p)∂ξu(1, ξ0) + p∂ξxu(1, ξ0) = (1− p)v(1) + p∂xv(1) 6= 0. (C.12)
Ce lemme signifie en particulier si HφS a une valeur propre nulle, v est
ne´cessairement un vecteur propre associe´.
Pola´cˇik en de´duit que l’ensemble des fonctions V ′ pour lesquelles tous les
points stationnaires de S sont hyperboliques est re´siduel (c’est-a`-dire une union
de´nombrable d’ouverts denses) dans C1(R) pour la topologie faible ou forte
dans C1. Dans ce sens, l’hyperbolicite´ est donc une proprie´te´ ge´ne´rique de S.
Remarque 26. Constatons que le de´terminant de l’ope´rateur hessien tel que
de´fini au chapitre 4 est exactement la valeur de la condition (C.12) :
(1− p)v(1) + p∂xv(1) = DetHφS. (C.13)
Si φ n’est pas hyperbolique le de´terminant est nul.
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Cas pe´riodique Le cas des conditions pe´riodiques se traite comme dans le
cas Neumann. La fonction φ0 caracte´rise´e par l’e´quation (C.3) est stationnaire
pour S avec les conditions de Neumann. On a alors le re´sultat suivant.
Lemme C.2.3 (Fiedler, Rocha et Wolfrum [45] Lemme 6.1 (ii)). On suppose
φ0 une solution non constante stationnaire pour les conditions pe´riodiques, tel
que φ0(0) = maxφ0. φ0 est hyperbolique pour les conditions pe´riodiques si et
seulement si φ0 est hyperbolique pour les conditions de Neumann.
C.3 Attracteur global
On a le re´sultat ge´ne´ral suivant (voir Fiedler et Rocha [43] et leurs re´fe´rences
pour Neumann, Fiedler Rocha et Wolfrum [45] pour les conditions pe´riodiques
et Brunovsky´ et Fiedler [26] pour Dirichlet).
Proposition C.3.1. On suppose que l’ensemble des points stationnaires est
hyperbolique et que V ve´rifie les hypothe`ses 4.2.1. Alors dans tous les cas de
condition au bord, l’e´quation d’e´volution C.4 posse`de un unique ensemble maxi-
mal invariant appele´ attracteur global. C’est un ensemble compact et connexe
de H2bc([0, 1]) (espace de Sobolev ve´rifiant les conditions au bord). De plus, il
est constitue´ des solutions stationnaires et de leurs connexions he´te´roclines.
Un syste`me dynamique posse´dant un attracteur global avec une telle struc-
ture est dit de Morse-Smale. En particulier, ce syste`me est structurellement
stable : on ne change pas la dynamique globale de l’e´quation en perturbant
le´ge`rement V (pour la topologie C2(R)). Cette stabilite´ repose sur le fait que
l’hyperbolicite´ des points stationnaire est ge´ne´rique (voir Pola´cˇik [84]).
Remarque 27. Ce re´sultat repose principalement sur le fait que S est une fonc-
tion de Lyapunov pour (C.4), c’est-a`-dire que S de´croit le long des solutions :
d
dt
S(u(t)) = −
∫ 1
0
∂tu(t, x)[γ∂xxu(x, t)− V ′(u(x, t))]dx (C.14)
= −
∫ 1
0
[γ∂xxu(x, t)− V ′(u(x, t))]2dx 6 0 (C.15)
Remarque 28. Notons que l’existence d’un attracteur global compact est valide
pour un ensemble de non-line´arite´ f beaucoup plus vaste ve´rifiant des condi-
tions de dissipativite´ :
∂tu = ∂xxu+ f(x, u, ∂xu). (C.16)
Dans les cas des conditions de Dirichlet et de Neumann, la structure est la meˆme
que dans le cas gradient : l’attracteur est constitue´ des points d’e´quilibre et des
orbites he´te´roclines. Dans le cas des conditions pe´riodiques avec f ne de´pendant
pas de x, on peut avoir de plus des orbites pe´riodiques dans l’attracteur c’est-
a`-dire des solutions de la forme u(x, t) = φ(x − ct) ou` c 6= 0 (voir [45]) et les
orbites he´te´roclines connectant ces e´quilibres.
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C.4 Constructions des Solutions Stationnaires
C.4.1 Solutions stationnaires constantes
Les solutions stationnaires constantes ne sont inte´ressantes que dans les cas
pe´riodiques ou Neumann. Dans le cas Dirichlet seul, 0 peut eˆtre une solution
stationnaire constante, ce qui est le cas si V ′(0) = 0. On se limite donc aux cas
Neumann et pe´riodiques.
Remarquons que si y est une racine de V ′, la fonction constante e´gale a` y
est stationnaire. L’ope´rateur hessien est alors
Hyh = −γh′′ + V ′′(y)h. (C.17)
Si V ′′(y) = 0, on a dans les conditions pe´riodiques ou Neumann une valeur
propre nulle qui correspond au vecteur propre constant, ce qui contredit les
hypothe`ses 4.2.4. On suppose donc que V n’est pas de´ge´ne´re´e, i.e. que V ′ et
V ′′ n’ont pas de racines communes.
On pose e∗ = e0 < e1 < e2 < · · · < e2n = e∗ l’ensemble des racines de
V ′ qui sont force´ment en nombre impair, les indices pairs e´tant des minima
de V , les indices impairs e´tant des maxima locaux. On confond les solutions
constantes et les points ei.
C.4.2 Solutions stationnaires non constantes
On obtient une inte´grale premie`re en multipliant (C.2) par φ′ et en inte´grant.
Ainsi, pour tout x ∈ [0, 1]
γ
2
φ′(x)2 − V (φ(x)) = E (C.18)
pour une certaine constante E ∈ R. En particulier la trajectoire de (φ, φ′)
s’inscrit dans l’ensemble de niveau dans l’espace des phases IE = {I(y, z) = E}
ou`
I(y, z) =
γz2
2
− V (y). (C.19)
Les trajectoires sont de´crites dans le sens horaire dans l’espace des phases.
1
2
−1
−2
−3
1 2 3 4 5 6−1−2−3−4−5−6−7
E1 = −0.5
E2 = 1.5
E3 = 2.5
Figure C.1: Exemple de potentiel a` trois puits, avec trois ensembles de niveau.
246 ANNEXE C. SYSTE`ME DYNAMIQUE EN DIMENSION INFINIE
Cette courbe de niveau IE est syme´trique par rapport a` l’axe z = 0 et de
plus
I(y0, z) = E ⇔ z(E) =

∅ si E < −V (y0)
0 si E = −V (y0)
±√2γ−1(E + V (y0)) si E > −V (y0). (C.20)
Pour E > −miny V (y) = Emax, IE est constitue´e de deux composantes
connexes syme´triques n’intersectant pas {z = 0}. Pour E < Emin avec
Emin = −max{V (y), V ′(y) = 0} (C.21)
IE comprend deux composantes connexes disjointes intersectant chacune une
seule fois l’axe {z = 0}.
1
2
−1
−2
−3
1 2 3 4 5 6−1−2−3−4−5−6−7
IE1 IE2 IE3
Figure C.2: Trois ensembles de niveaux correspondant a` l’exemple de la figure
C.1
Conditions au bord de Neumann Les points stationnaires pour les condi-
tions au bord de Neumann sont donne´s par les intersections entre IE et {z = 0}.
En effet les conditions au bord dans ce cas sont φ′(0) = φ′(1) = 0 ce qui sup-
pose de commencer et de finir la trajectoire sur {z = 0}. Dans ce cas, on pose
y− 6 y+ les points d’intersection d’une composante connexe de IE avec l’axe
{z = 0}, le temps mis pour aller de y− a` y+ est donne´ par∫ y+
y−
√
2−1γdy√
V (y)− V (y−)
. (C.22)
Notons que V (y−) = V (y+) = −E, la trajectoire s’inscrit dans la courbe de
niveau IE . Dans [87], Rocha fait l’e´tude tre`s pre´cise de la fonction donnant la
pe´riode en fonction de y− (ou y+). Il proce`de comme suit. On de´finit d’abord
l’ensemble de cyclicite´ C.
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De´finition C.4.1. Pour y re´el, on de´finit φy la solution de l’e´quation diffe´ren-
tielle ordinaire
γφ′′y(x)− V ′(φy(x)) = 0 (C.23)
φ′y(0) = 0 et φy(0) = y (C.24)
On pose alors
T (y) = inf{t > 0, φ′y(t) = 0}. (C.25)
L’ensemble de cyclicite´ C est de´fini par
C = {y, T (y) <∞}. (C.26)
Sur C, on de´finit la fonction i(y) par i(y) = φy(T (y)).
1
2
3
−1
−2
−3
−4
1 2 3 4 5−1−2−3−4−5−6
+ +r r r
e0 e1 e2 e3 e4
Figure C.3: Trace´ des se´paratrices dans l’espace des phases : les solutions
pour les conditions de Neumann ne parcourent que l’inte´rieure de la courbe
ferme´e en pointille´. Les croix sont les maxima de V , les carre´s les minima,
correspondant aux solutions constantes stationnaires
Remarquons que pour y ∈ R, l’ensemble de niveau I−V (y) intersecte l’axe
{z = 0} en (y, 0). Si la composante connexe de I−V (y) contenant (y, 0) inter-
secte l’axe {z = 0} en un autre point (y′, 0) (ne´cessairement unique), on a alors
i(y) = y′. On a de plus pour les maxima e2i+1 de V , i(e2i+1) = e2i+1. En
particulier, si y /∈ [e∗, e∗], i(y) n’est pas de´fini. De plus i est une involution.
Posons, pour tout y ∈ C,
t(y) =
∫
(y,i(y))
du√
2(V (u)− V (y)) . (C.27)
On a alors T (y) =
√
γt(y).
C est l’union d’intervalles ouverts disjoints (voir Rocha [87]). On note C =
∪Nj=1]y−j , y+j [ la re´union e´tant disjointe. Au borne de chaque intervalle, la pe´-
riode t(y) diverge force´ment vers +∞. On a deux types d’intervalles soit :
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1. l’intervalle ]y−j , y
+
j [ contient un maximum de V , on a alors i(]y
−
j , y
+
j [) =
]y−j , y
+
j [ ;
2. l’intervalle ]y−j , y
+
j [ ne contient aucun point stationnaire de V et alors
i(]y−j , y
+
j [) =]y
−
j′ , y
+
j′ [ avec j 6= j′.
Lemme C.4.2 (Rocha [87]). La fonction t(y) ve´rifie les proprie´te´s suivantes :
– t(y) est de classe C1 sur C
– t(y) est strictement positive
– t(y) diverge vers +∞ en toute point de ∂C
– on a de plus, pour e2n+1 un maximum de V :
t(e2n+1) =
π√−V ′′(e2n+1) et t′(e2n+1) = 0 (C.28)
L’ensemble des points stationnaires s’exprime comme l’ensemble des solu-
tions (y,m) de l’e´quation
t(y) =
1
m
√
γ
(C.29)
avec m entier. Cela correspond en effet a` dire que φy ve´rifie les conditions au
bord de Neumann car mT (y) = m
√
γt(y) = 1. L’hyperbolicite´ de φy est alors
donne´e en fonction de la pe´riode t(y).
Lemme C.4.3 (Rocha [87]). Soit (y,m) une solution de (C.29). Alors φy est
un point stationnaire hyperbolique de S si et seulement si t′(y) 6= 0.
Ce lemme nous permet de voir sur le graphique de la fonction t quels sont
les points stationnaires non hyperboliques : ils correspondent a` un point de tan-
gence entre la droite d’e´quation t = tm =
1
m
√
γ et la courbe t(y). Par exemple
sur la figure C.4, aucune droite n’est tangente : tous les points stationnaires
sont hyperboliques. Si γ = 14 on aurait t1 = 2 et ainsi au moins deux points
stationnaires seraient de´ge´ne´re´s.
Remarque 29. 1. Remarquons que si (y,m) code une fonction stationnaire
alors (i(y),m) code aussi une fonction stationnaire. Ce fait est duˆ a` la
simple de´finition de i(y).
2. L’ensemble des points stationnaires non constants de S est alors code´
par une suite finie de couple (y,m) donnant pour chaque fonction sa
condition initiale et son nombre de demi-pe´riodes. Rocha ([87]) donne
des conditions ve´rifie´es par cette suite de nombres de demi-pe´riodes qui
sont ne´cessaires et suffisantes, c’est-a`-dire que pour une suite finie de
demi-pe´riodes (ve´rifiant ces conditions) on peut trouver un potentiel V
et γ > 0 tels que S va avoir des points stationnaires dont les demi-pe´riodes
seront exactement cette suite.
On a de plus la proposition suivante sur l’indice des points stationnaires.
Proposition C.4.4 (Fiedler, Rocha et Wolfrum [45]). On suppose toujours V
non de´ge´ne´re´e. Pour les fonctions stationnaires constantes :
– si e ∈ R est un minimum de V , ind(e) = 0 ;
– si e ∈ R est un maximum de V ,
ind(e) =
⌊√−V ′′(e)
π
√
γ
⌋
+ 1. (C.30)
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1
2
3
0 1 2 3 4−1−2−3−4
t
y+ +r r r
t1 = 5/2
t2 = 5/4
t3 = 5/8
t4 = 5/16
Figure C.4: Exemple de pe´riode t possible pour les conditions de Neu-
mann. Chaque intersection entre la courbe et une droite d’e´quation t = tk,
k = 1, 2, 3 donne un point stationnaire non constant d’indice k ou k + 1,
ce qui fait un total de 14 points stationnaires auxquels se rajoutent les 5
constants. En ordonnant la suite des points stationnaires par ordre croissant
de leur valeur initiale, la suite de leurs indices peut se lire sur le graphique :
0, 1, 2, 1, 2, 3, 4, 3, 2, 1, 0, 1, 2, 3, 2, 1, 2, 1, 0. Tous sont hyperboliques.
Pour les fonctions stationnaires non constantes φ, donne´es par (φ(0),m), on a
ind(φ) = ind(ψ) ou` ψ est la fonction stationnaire code´e par (i(φ(0)),m). Pour
une fonction stationnaire φ de nombre de demi-pe´riode m telle que φ(0) >
i(φ(0)) on a
– si t′(φ(0)) > 0, ind(φ) = m ;
– si t′(φ(0)) < 0, ind(φ) = m+ 1.
Remarquons que si V a au moins un maximum e, on a (Lemme C.4.2)
t(e) =
π√−V ′′(e) (C.31)
et donc si
γ =
−V ′′(e)
k2π2
(C.32)
pour k entier non nul, le point stationnaire constant e a` une valeur propre nulle
et n’est pas hyperbolique.
Conditions au bord pe´riodiques On proce`de comme dans le cas des condi-
tions au bord de Neumann, sauf que au lieu de de´crire e´ventuellement des
demi-pe´riodes, on ne de´crit que des pe´riodes entie`res. On note toujours φ0 le
point stationnaire tel que φ0(0) est un maximum global de φ0. Dans l’e´quation
(C.29), φ0 est une solution (φ0(0),m) avec m pair. On multiplie la fonction
pe´riode t(y) par 2 : pour tout y ∈ C
tper(y) = 2
∫
(y,i(y))
du√
2(V (u)− V (y)) . (C.33)
L’e´quation (C.29) reste formellement la meˆme avec tper :
tper(y) =
1
m
√
γ
. (C.34)
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Lemme C.4.5 (Rocha [87]). Soit (y,m) une solution de (C.34) et y > i(y).
Alors la famille engendre´e par φy est un point stationnaire hyperbolique de S
avec les conditions au bord pe´riodique si et seulement si t′per(y) 6= 0.
On a l’analogue de la Proposition C.4.4 pour les conditions pe´riodiques.
Proposition C.4.6 (Fiedler, Rocha et Wolfrum [45] Lemme 5.3). On suppose
toujours V non de´ge´ne´re´e. Pour les fonctions stationnaires constantes :
– si e ∈ R est un minimum de V , ind(e) = 0 ;
– si e ∈ R est un maximum de V ,
ind(e) = 2
⌊√−V ′′(e)
2π
√
γ
⌋
+ 1. (C.35)
Pour les fonctions stationnaires non constantes φ donne´es par (φ(0),m), avec
φ(0) maximum global de φ on a
– si t′(φ(0)) > 0, ind(φ) = 2m− 1 ;
– si t′(φ(0)) < 0, ind(φ) = 2m.
Conditions au bord de Dirichlet Les conditions au bord de Dirichlet sont
traite´s dans l’article de Brunovsky´ et Fiedler [26]. On a adapte´ les re´sultats au
cas gradient qui nous inte´resse. Pour les conditions au bord de Dirichlet, on
doit ve´rifier les conditions au bord φ(0) = 0 et φ(1) = 0. Au lieu de partir de
l’axe {z = 0} et d’y revenir en temps 1, on se place cette fois sur l’axe {y = 0}
sur lequel on revient en temps 1. On donne alors l’analogue de la de´finition
C.4.1.
De´finition C.4.7. Pour z re´el, on de´finit ψz la solution de l’e´quation diffe´-
rentielle ordinaire
γψ′′z (x)− V ′(ψz(x)) = 0 (C.36)
ψ′z(0) = z et ψz(0) = 0 (C.37)
On pose alors
TD(z) = inf{t > 0, ψz(t) = 0}. (C.38)
L’ensemble de cyclicite´ C est de´fini par
C = {z, TD(z) <∞}. (C.39)
Sur C, on de´finit la fonction i(z) par i(z) = ψz(TD(z)).
La solution ψz est donc simplement la solution de l’e´quation diffe´rentielle
partant de 0 et de pente initiale z. Remarquons que, par syme´trie, i(z) = −z
(si z 6= 0). La difficulte´ vient ici du fait que on peut avoir TD(z) < +∞ mais
TD(−z) = ∞ : on ne peut faire qu’une demi-pe´riode et ne pas boucler les
trajectoires (voir la figure C.5).
Lemme C.4.8. C est une re´union finie d’intervalles ouverts et prend l’une des
trois formes suivantes :
1. soit C est syme´trique par rapport a` 0 ;
C.4. CONSTRUCTIONS DES SOLUTIONS STATIONNAIRES 251
2. soit C = S ∪ I+ ou` l’union est disjointe, S est syme´trique par rapport a`
0, I+ ⊂ R+ est une union disjointe finie d’ouverts et ∂S ∩ ∂I+ est un
singleton ;
3. soit C = S ∪ I− ou` l’union est disjointe, S est syme´trique par rapport a`
0, I− ⊂ R− est une union disjointe finie d’ouverts et ∂S ∩ ∂I− est un
singleton.
Le premier cas correspond au fait que toutes les trajectoires ve´rifiant les
conditions de Dirichlet peuvent boucler : TD(−z) < ∞ pour tout z ∈ C. Dans
les deux autres cas, la partie syme´trique correspond comme ci-dessus aux z ∈ C
tels que TD(−z) < ∞, tandis que I+ (resp. I−) correspond aux points z > 0
(resp. z < 0) tels que TD(−z) =∞ et TD(z) <∞.
Si z > 0 et 0 < TD(z) <∞ alors il existe y+(z) = ψz(TD(z)/2) > 0 solution
de ψ′z(y) = 0 avec y > 0. Posons
t+(z) = 2
∫ y+(z)
0
du√
2(V (u)− V (y+(z))) . (C.40)
On a alors comme dans le cas Neumann TD(z) =
√
γt+(z).
De meˆme, pour z < 0 tel que TD(z) < ∞, on a ne´cessairement un point
y−(z) < 0 d’annulation de ψ′z. En posant
t−(z) = 2
∫ 0
y−(z)
du√
2(V (u)− V (y−(z))) , (C.41)
on obtient TD(z) =
√
γt−(z).
La caracte´risation donne´e par le Lemme C.4.8 revient alors a`
– z ∈ S si et seulement si t+(|z|) + t−(− |z|) <∞ ;
– z ∈ I+ si et seulement si z > 0, t+(z) <∞ et t−(−z) =∞ ;
– z ∈ I− si et seulement si z < 0, t−(z) <∞ et t+(−z) =∞.
L’e´tude des temps de demi-pe´riode t+ et t− est alors tout a` fait similaire a`
l’e´tude de t dans le cas Neumann. Un point stationnaire de S est alors donne´
par la valeur de la pente initiale z ∈ C et le nombre de demi-pe´riodes positives
et ne´gatives (m+,m−), avec |m+ −m−| 6 1 ve´rifiant les relations suivantes
tm+,m−(z) = m+t
+(|z|) +m−t−(− |z|) = 1√
γ
. (C.42)
Notons que si z ∈ I+ (resp. z ∈ I−) ne´cessairement, si on a une solution,
m+ = 1 et m− = 0 (resp. m+ = 0 et m− = 1). De meˆme si z ∈ S et z > 0
(resp. z < 0) on a m+ −m− ∈ {0, 1} (resp. m− −m+ ∈ {0, 1}).
L’hyperbolicite´ est donne´e par la meˆme condition que dans le cas des condi-
tions de Neumann.
Lemme C.4.9. Le point stationnaire de S code´ par (z,m+,m−) est hyperbo-
lique si et seulement si t′m+,m−(z) 6= 0.
Les indices des points stationnaires sont alors donne´s par la proposition
suivante.
Proposition C.4.10. On suppose V non de´ge´ne´re´e. Tout d’abord, S a au plus
un point stationnaire constant e´gale a` 0 si et seulement si V ′(0) = 0. Son indice
est alors
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Figure C.5: Portrait de phase avec les intervalles S et I+ pertinents. Dans ce
cas, la courbe en trait plein (bleu) ne se refeme pas, on a donc I− = ∅.
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Figure C.6: Exemple de demi-pe´riodes t+ et t− dans le cas des conditions de
Dirichlet.
– si 0 est un minimum de V , ind(0) = 0 ;
– si 0 est un maximum de V ,
ind(0) =
⌊√−V ′′(0)
π
√
γ
⌋
. (C.43)
Pour les points stationnaires non constants donne´ par φ = (z,m+,m−), on a
les relations suivantes
– ind(φ) = m+ +m− − 1 si z et t′m+,m−(z) sont de meˆme signe ;
– ind(φ) = m+ +m− si z et t′m+,m−(z) sont de signes contraires.
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Remarque 30. Dans le cas Dirichlet, si 0 est un maximum de V , il peut malgre´
tout eˆtre un minimum de S, mais alors c’est le seul. On va voir que c’est le cas
pour Allen-Cahn (V (x) = x
4
4 − x
2
2 ) pour γ >
1
π2 (section 5.1).
C.5 Structure de l’attracteur
D’apre`s les re´sultats e´nonce´s a` la Proposition C.3.1, on sait que l’attracteur
est constitue´ des e´quilibres (points stationnaires de S) et de leurs connexions
he´te´roclines (de´finie par l’e´quation (C.5)). Une premie`re conditions pour qu’il
existe une connexion he´te´rocline entre deux e´quilibres φ et ψ, proprie´te´ note´e
φց ψ, est que
ind(φ) > ind(ψ). (C.44)
De plus on a un principe de cascade donne´ par Fiedler et Rocha dans le
cas Neumann (Lemme 1.5 dans [43]) et dans le cas Dirichlet par Brunovsky´ et
Fiedler ([26] Lemme 3.8). Ce principe s’e´nonce ainsi : s’il existe une connexion
he´te´rocline entre deux e´quilibres φ et ψ avec ind(φ)− ind(ψ) = n > 0, alors il
existe φ1, ...φn−1 e´quilibres tels que
φց φ1 ց φ2 · · ·φn−1 ց ψ (C.45)
avec ind(φi) = ind(φ) − i. En particulier, pour comprendre les connexions
he´te´roclines et donc la structure de l’attracteur, il suffit de de´terminer les
connexions entre points d’e´quilibre dont l’indice ne diffe`re que de 1. Ce principe
ne semble pas ve´rifie´ dans le cas des conditions pe´riodiques a` notre connais-
sance.
De´finition C.5.1. Pour tout φ ∈ C2bc([0, 1]), on de´finit, pour φ non constante
z(φ) le nombre de changement strict de signe de φ.
On a alors les crite`res suivants :
Proposition C.5.2. Dans le cas Neumann (Lemme 1.7 [43]), pour φ et ψ
deux e´quilibres tels que ind(φ) > ind(ψ), on a une connexion φ ց ψ si et
seulement si
– z(φ− ψ) = ind(ψ)
– il n’existe pas un troisie`me e´quilibre ω tel que z(φ − ψ) = z(ω − ψ) =
z(φ− ω) et ω(0) est compris entre ψ(0) et φ(0).
Dans le cas des conditions pe´riodiques ([45] The´ore`me 1.3) pour φ et ψ deux
e´quilibres tels que ind(φ) > ind(ψ), on a une connexion φց ψ si et seulement
s’il n’existe pas un troisie`me e´quilibre ω tel que z(φ−ψ) = z(ω−ψ) = z(φ−ω)
et maxx ω(x) est compris entre maxx ψ(x) et maxx φ(x).
Dans le cas Dirichlet (The´ore`me 1.3 [26]), pour φ et ψ deux e´quilibres tels
que ind(φ) > ind(ψ), on a une connexion φ ց ψ si et seulement s’il n’existe
pas un troisie`me e´quilibre ω tel que z(ω − ψ) > z(φ − ω) et ω′(0) est compris
entre ψ′(0) et φ′(0).
Cette proposition permet de construire toutes les connexions he´te´roclines
et donc la structure globale de l’attracteur.
Remarque 31. Dans l’application du calcul de l’espe´rance des temps de tran-
sitions ce qui nous inte´resse est directement le ”1-squelette” de l’attracteur :
c’est-a`-dire le sous graphe ne contenant que les minima (e´quilibres d’indice 0)
et les points selles d’indice 1.
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Figure C.7: Exemple des points selles d’indice 1 et des points stationnaires
constants dans les conditions de Neumann donne´s par la figure C.4
Par exemple les connexions sont les suivantes dans le cas de´crit par la figure
C.7 :
φ+1
''ww
e0 φ
−
1
//oo e4
φ−2
  
``
φ−3
>>
~~
φ+2
OO
// e2 φ
+
3
oo
OO
(C.46)
Nous avons ainsi, dans cet exemple fictif, de´termine´ le graphe de connexions
entre points selles et minima. Cependant l’application de la formule d’Eyring-
Kramers (The´ore`me 4.2.1 du chapitre 4) demande de trouver ceux de plus basse
e´nergie. D’apre`s la forme du potentiel donne´ par la figure C.1,
S(e2) = 0 > S(e0) = −2 > S(e4) = −3. (C.47)
En revanche, nous n’avons a priori pas de manie`re de voir ge´ome´triquement
quels sont les points-selles pertinents re´alisant les hauteurs minimales pour pas-
ser d’un minimum a` un autre. On peut avoir une formulation un peu diffe´rente
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de S(φ), en utilisant l’inte´grale premie`re (C.18) on obtient
S(φ) = E + 2
∫ 1
0
V (φ(x))dx (C.48)
et dans le cas Neumann E = −V (φ(0)), dans le cas Dirichlet E = γ2φ′(0)2.
C.6 Construction ge´ome´trique de l’attracteur
Fiedler et Rocha [43] montrent comment calculer les indices de chaque point
stationnaire et construire le graphe de connexions des trajectoires he´te´roclines
de manie`re assez simple. Dans le cadre des conditions de Neumann, on nume´rote
les points stationnaires par ordre croissant de valeur initiale : φ1, . . . , φk avec
φ1(0) < φ2(0) < · · · < φk(0). (C.49)
Les ine´galite´s sont strictes par Cauchy-Lipschitz. Il existe alors une permutation
π de 1, . . . k telle que
φπ(1)(1) < φπ(2)(1) < · · · < φπ(k)(1). (C.50)
Par syme´trie des points stationnaire par x 7→ 1−x on en de´duit que π = π−1. π
est donc une involution. De plus π contient toute l’information sur les indices,
la structure et les trajectoires he´te´roclines.
En effet, si ind(l) de´signe l’indice du point φl, on a les proprie´te´s suivantes
ind(1) = ind(k) = 0 (C.51)
ind(m+ 1) = ind(m) + (−1)m+1signe(π−1(m+ 1)− π−1(m)). (C.52)
On peut donc calculer pre´cise´ment l’indice de tous les points stationnaires.
La permutation π donne´e par l’ordre des points stationnaires est dite ”me´-
andrique” ou planaire : si on trace une droite avec des points nume´rote´s dans
l’ordre de 1 a` k et une courbe qui l’intersecte transversalement en chaque point
dans l’ordre donne´ par la permutation, la courbe trace´e ne s’intersecte pas.
On peut alors calculer l’indice de chaque point stationnaire en comptant
depuis ind(1) = 0, +1 les me´andres parcourus dans le sens horaire et −1 ceux
parcourus dans le sens anti-horaire.
Remarque 32. L’article de Wolfrum [97] pre´cise ce que repre´sente cette courbe :
soit S(x, ξ) la surface parame´tre´e donne´e par (x, u(x, ξ), ∂xu(x, ξ))x,ξ ou` u(x, ξ)
est solution de (C.9). En regardant l’intersection avec le plan {x = 1}, on
obtient une courbe (u(1, ξ), ∂xu(1, ξ)) qui ne s’intersecte pas (par Cauchy-
Lipschitz). Cette courbe est exactement la courbe de´crite ci-dessus associe´e
a` la permutation π.
On a la meˆme caracte´risation pour les conditions de Dirichlet, la permuta-
tion e´tant donne´ par l’ordre des de´rive´es en 0 et en 1.
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Re´sume´
Dans cette the`se, nous nous sommes inte´resse´s a` la me´tastabilite´
de certains syste`mes dynamiques stochastiques. Plus pre´cise´ment, nous
avons e´tudie´ des e´quations diffe´rentielles ou des e´quations aux de´rive´es
partielles perturbe´es par un bruit blanc additif dans l’asymptotique du
bruit faible. Nous avons donne´e l’expression et le calcul de l’espe´rance de
temps des transitions me´tastables pour certains types de mode`les (for-
mule dite d’Eyring-Kramers).
Dans un premier temps, nous avons ge´ne´ralise´ des re´sultats connus
pour des diffusions d’Itoˆ dont la de´rive est le gradient d’un potentiel.
Nous donnons une e´quivalence entre la ge´ome´trie du paysage de´crit par
le potentiel et des circuits e´lectriques qui nous permet de donner des ex-
pressions simples pour le calcul des temps de transition entre des minima
du potentiel. Nous utilisons la the´orie du potentiel et les capacite´s dans
le calcul de ces temps.
Le principal re´sultat de cette the`se concerne des e´quations aux de´-
rive´es partielles stochastiques scalaires, paraboliques, semi-line´aires et
perturbe´es par un bruit blanc espace-temps sur un intervalle borne´ re´el
comme l’e´quation d’Allen-Cahn. Ce mode`le constitue un analogue infini-
dimensionnel aux diffusions en dimension finie. Nous avons conside´re´
deux types de conditions au bord, Dirichlet et Neumann, et discutons le
cas des conditions pe´riodiques. Sous certaines hypothe`ses, nous donnons
l’expression, analogue a` la dimension finie, des temps transitions. La
preuve utilise une discre´tisation par diffe´rence finie de l’e´quation et un
couplage nous permettant d’appliquer les estimations pour la dimension
finie. Il a fallu notamment controˆler uniforme´ment ces estimations en
fonction de la dimension pour passer a` la limite et re´cupe´rer le syste`me
infini-dimensionnel.
Abstract
In this thesis, we work on metastability for some stochastic dynami-
cal systems. More precisely, we study some differential or partial differ-
ential equations perturbed by an additive white noise in the small noise
asymptotic. We compute the expectation of the transition times for some
models (so-called Eyring-Kramers Formula).
First we generalize some known results for Itoˆ diffusions whose drift is
given by the gradient of a potential. We give an equivalence between the
geometry of the potential and an electrical network which allows a simple
computation of the transition times between minima of the potential. To
do so, we use potential theory and capacities.
The main result of this thesis is about a class of scalar, parabolic,
semi-linear stochastic partial differential equations perturbed by a space-
time white noise on a bounded real interval as the Allen-Cahn model.
These equations are similar to the gradient drift diffusions but in infinite
dimension. We consider Dirichlet or Neumann boundary conditions and
discuss the periodic boundary conditions. Under some assumptions, we
prove a formula, similar to the finite dimensional case, for the transition
times. In the proof, we use a finite difference approximation and a cou-
pling and apply the finite dimensional estimates to the approximation.
We prove the uniformity of the estimates in the dimension and then we
take the limit to recover the infinite dimensional equation.
