IoT Virtualization: A Survey of Software Definition & Function
  Virtualization Techniques for Internet of Things by Alam, Iqbal et al.
ar
X
iv
:1
90
2.
10
91
0v
1 
 [c
s.N
I] 
 28
 Fe
b 2
01
9
COPYRIGHT RESEARVED. 1
IoT Virtualization: A Survey of Software Definition
& Function Virtualization Techniques
for Internet of Things
Iqbal Alam, Kashif Sharif, Member, IEEE, Fan Li, Member, IEEE, Zohaib Latif, Md Monjurul Karim, Boubakr
Nour, Sujit Biswas, and Yu Wang, Fellow, IEEE
Abstract—Internet of Things (IoT) and Network Softwariza-
tion are fast becoming core technologies of information systems
and network management for next generation Internet. The
deployment and applications of IoT ranges from smart cities
to urban computing, and from ubiquitous healthcare to tactile
Internet. For this reason the physical infrastructure of hetero-
geneous network systems has become more complicated, and
thus requires efficient and dynamic solutions for management,
configuration, and flow scheduling. Network softwarization in
the form of Software Defined Networks (SDN) and Network
Function Virtualization (NFV) has been extensively researched
for IoT in recent past. In this article we present a systematic
and comprehensive review of virtualization techniques explicitly
designed for IoT networks. We have classified the literature into
software defined networks designed for IoT, function virtual-
ization for IoT networks, and software defined IoT networks.
These categories are further divided into works which present
architectural, security, and management solutions. In addition,
the paper highlights a number of short term and long term
research challenges and open issues related to adoption of
software defined Internet of things.
Index Terms—Internet of Things, Network Softwarization,
Software Defined Network, Network Function Virtualization,
Software Defined IoT.
I. INTRODUCTION
The Internet of Things (IoT) [1] provides a concept of
connectivity of anything from anywhere at anytime so that
the interaction of physical objects connected to the network
can be done autonomously. IoT is closely coupled with sensor
technology, because in most of the cases sensors & actuators
are part of a larger IoT network. The use of IoT devices such
as laptops, smart-phones, home appliances, industrial systems,
ehealth devices, surveillance equipment, precision farming
sensors, and other accessories connected to Internet would
exceed 45 billion by 2020 [2]. These IoT sensors & actuators
may produce large volumes of data. Hence, the need for
installing new network access & core devices will increase. To
manage the network devices efficiently, the network hardware
resources need to be virtualized.
Virtualization [3] is the logical abstraction of the underlying
hardware devices within a network, through software imple-
mentation. The abstraction decouples the control from hard-
ware, and makes it easier to modify, manage, and upgrade. In
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recent times, the abstraction has not been limited to hardware
only, but rather software embedded into hardware has also
been virtualized as independent elements.
Traditional networks are usually rigid and fixed. Hetero-
geneity, scalability, and interoperability has been major chal-
lenges due to rapid growth of Internet. Software Defined
Networks (SDN) [4] and Network Function Virtualization
(NFV) [5] are the two main solutions to provide virtualiza-
tion in communication. SDN physically decouples network
control plane from the forwarding plane, and centralizes the
decision making for physical forwarding devices. It enables
the network control to become directly programmable, and
the underlying physical infrastructure to be virtually abstracted
for applications & network services. The OpenFlow (OF) [6]
protocol is the foundation of communication between SDN-
enabled devices. Several benefits of SDN include: (i) di-
rect network programmability allowing network managers to
configure, manage, optimize, and secure network resources
dynamically, (ii) network-wide traffic flow control & flow
installations, (iii) network intelligence is logically centralized
providing a global view of the network, and (iv) a vendor
independent open standard, simplifying network design &
operations. NFV [7]–[9] is the mechanism of abstracting
functions, such as firewall, load balancing, path calculation,
etc., from dedicated hardware to virtual environment. The key
benefits of NFV includes replacing dedicated hardware with
commodity servers. It enables to host SDN applications like
security functions, load balancing, data collection & analysis,
etc., through deployment of on-demand virtual network func-
tions (VNFs). This enables not only enhanced scalability &
elasticity for deploying vendor independent commodities with
reduced cost, but also optimizes computing, memory, storage,
and networking capacity of network devices. SDN and NFV
are not competing technologies, but are complimentary to each
other. The key benefits of both technologies are inter-related.
NFV can boost SDN towards virtualizing the SDN controller
and other network applications in the cloud. Similarly, SDN
with its programmable network connectivity can implement
traffic engineering decisions taken by VNFs [10].
Use of SDN along with IoT has been studied to some
detail. A number of solutions [11]–[14] have been proposed
to address different IoT optimization challenges by using
software defined networking. Similarly, Network Functions
[15] of IoT devices and ecosystem can also be virtualized
to make them more agile, robust, & cost effective. This will
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reduce the number of physical devices needed, easily segment
networks, and enforce security policies on physical devices.
It is important to note that in this work we classify virtu-
alization techniques in IoT from three different aspects: (a)
SDN-based IoT refers to IoT solutions which use software
defined networking for core communication, (b) NFV for IoT
includes solutions which virtualize IoT specific functions in
the whole ecosystem, and (c) Software Defined - IoT (SDIoT)
refers to techniques which not only makes the network layer
virtualized but also includes device and application abstraction,
virtual security policy implementation, and virtual device
configuration and management, etc.
Contributions of this work: In this paper we provide
a comprehensive survey of different virtualization solutions
designed specifically for IoT. Following is a list of major
contributions.
1) An overview of general virtualization techniques and
their benefit to IoT.
2) Classification of solutions available in literature.
3) In-depth survey of SDN-based solutions with respect to
architecture, management, and security in IoT.
4) Detailed analysis of function virtualization techniques in
IoT, along with their uses in SDNs for IoT.
5) Details of software defined Internet of Things and vir-
tualization of different elements in ecosystem.
6) Major research directions for virtualization in IoT.
Structure of Paper: Table I gives an outline of organization
of the paper. Section II gives an overview of different virtu-
alization techniques for SDN, control plane, functions, and
devices. IoT and details of its working are given in section
III. Section IV elaborates the literature classification and other
works similar to this article. Section V, VI, and VII provide
detailed survey of solutions for SDN-based IoT, function
virtualization in IoT, and software defined IoT, respectively,
along with analysis and comparisons. Section VIII gives the
future research directions, and conclusion is given in section
IX.
II. OVERVIEW OF NETWORK VIRTUALIZATION
TECHNIQUES
Network virtualization [16] is the mechanism of combining
both software & hardware resources and network functionality
into a logically configured single software-based administra-
tive entity. The term virtual network refers to the resulting
software network entity. In other words, a successful network
virtualization would require platform virtualization along with
resource virtualization. This is achieved through the Virtualiza-
tion Layer, which is an additional abstraction layer between
network and storage hardware, and the applications running
on it. It can be categorized as either an external virtualization,
consisting of many networks into a virtual unit, or internal
virtualization serving network-like functionality to software
containers on a single network server. In the following sub-
sections we elaborate each element of a virtualized network.
A. Control Plane Virtualization
Traditionally, a network comprises of hardware devices for
connectivity with a dedicated controller built in them. The
TABLE I
OUTLINE OF THIS ARTICLE.
Sections Details
II
Overview of network virtualization techniques
• Control plane virtualization & components
• Function virtualization
• Device virtualization
III
Internet of Things
• IoT use case applications
• IoT challenges & SDN benefits
• IoT stack and protocols
• Sensor networks & IoT
IV Motivation & Related works
V
Software Defined Network based IoT
Architecture, Security, and Management solutions.
VI
Network Function Virtualization for IoT
• NFV architectures for IoT solution of NFV for IoT
• IoT Management using Virtual Functions
• Security in IoT using of NFV
VII
Software Defined IoT
• Architectural solutions of SDIoT
• IoT Management using SD Frameworks
• Security solution using SDIoT
VIII Future research directions
IX Conclusion
controller is part of router architecture which instructs switches
where to forward packets. Hardware in the physical network
devices is managed by the controller. In existing communi-
cation network, there is a need for more flexible features
from these controllers. An ideal controller can be managed
anytime from geographically anywhere in the world. This
has opened up the scope for virtualization of the controller,
which is implemented through Software Defined Networks
(SDNs) [17]. The main idea is to separate the control and
data plane, i.e. the intelligence of the router/switch is split
from the packet-forwarding engine and placed in the control
plane. This may be done centrally or in a distributed manner.
The SDN controller supports programmability, allowing the
underlying infrastructure to be abstracted for applications and
network service. Thus, network programmability [18] is the
process of releasing the network’s power in unique ways for
more flexible, faster, and intelligent infrastructure that makes
the network application-aware. Programmability refers to the
ability to enhance network features linking the applications to
it and allowing dynamic traffic flow change, providing both
network and application-level Quality of Service (QoS).
SDN is a network architecture which can be dynamic,
manageable, adaptable, cost-effective, appropriate for high
bandwidth requirements, and adapts to dynamic nature of
today’s applications. It is directly programmable, agile, and
centrally manageable. It has the ability to prioritize, de-
prioritize or even block specific types of packets with a
granular state of control while routing packets in a given
network. This process may also be referred to as efficient
traffic engineering allowing administrator to use less expensive
OpenFlow complaint commodity switches. OF is a commu-
nications protocol that allows access to the data plane of a
network switch.
1) SDN Architecture: SDN architecture has three major
layers as shown in Figure 1. These layers communicate
through Application Programing Interfaces (APIs).
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TABLE II
LIST OF UNCOMMON ABBREVIATIONS USED IN THIS ARTICLE.
Abbreviation Description
API Application Programming Interface
CoAP Constrained Application Protocol
DDS Data Distribution Service
DLT Distributed Ledger Technology
DNP Distributed Network Protocol
DPDK Data Plane Development Kit
DPI Deep Packet Inspection
E/WBI East/Westbound Interface
EP Entry Point
EPC Evolved Packet Core
GMPLS General Multi-Protocol Label Switching
HDFS Hadoop Distributed File System
HLPSL High Level Protocols Specification Language
IPS Intrusion Prevention System
LXC Linux Container
MANO Management and Orchestration
MEC Mobile Edge Computing
MIMO Multi-input and Multi-output
MINA Multi-network Information Architecture
MitM Man in the Middle
MNO Mobile Network Operator
MPC Mobile Packet Core
MQTT Message Queuing Telemetry Transport
MVNO Mobile Virtual Network Operator
NAC Network Access Control
NBI Northbound Interface
NFV Network Function Virtualization
NFVI Network Function Virtualization Interface
NTP Network Time Protocol
NV Network Virtualization
OF Open Flow
ONF Open Networking Foundation
ONOS Open Network Operating System
OVS Open vSwitch
PIGs Programmable IoT Gateways
REST Representational State Transfer
SBI Southbound Interface
SD Software Defined
SDNCH Software Defined Network Cluster Head
SDNi Software Defined Network Interconnection
SDSH Software Defined Smart Home
SFC Service Function Chaining
SMP Security Management Provider
SPF Sieve, Process, Forward
TLS Transport Layer Security
VF Virtual Function
VIM Virtual Infrastructure Manager
VNE Virtual Network Element
VNF Virtual Network Function
VNFM Virtual Network Function Manager
Data Plane: It is also referred as Forwarding Plane,
which includes switches, either hardware or software based,
connected through a physical medium and perform a set of
elementary operations, such as looking up in a table extracting
information about incoming packets. These devices have well-
defined instruction sets which are used to take actions (forward
to port, drop, forward to controller) for incoming packets.
These instructions can also be dynamically configured from
control plane.
Control Plane: It is a decoupled entity from data plane
and is logically a centralized server, also referred as controller,
having a global view of the whole network under its control.
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Fig. 1. Software Defined Network Architecture.
Based on its global view, it installs forwarding rules on devices
in data plane. Some examples of controllers are POX, NOX,
OpenDaylight, Floodlight, etc. [19]–[24]. These controllers
can be centralized or distributed [25], [26] in design.
Southbound Interface: It provides a communication pro-
tocol between control plane and data plane. This interface
helps controller to program forwarding devices and install flow
entries or rules. Some examples of southbound interfaces are
[27]–[31], but OpenFlow [32] is a widely used protocol in
existing SDN implementations.
Management Plane: Applications designed in management
plane can be used to manage and monitor switches in the
data plane through the control plane. SDN can be deployed
anywhere from enterprise to data centers with the help of
management plane, which provides a variety of applications.
These applications can be grouped into different categories:
Network management and traffic engineering [33]–[37], Server
load balancing [38], Security and network access control
[39]–[49], Network virtualization [50]–[55], and Inter-domain
routing [56]–[60].
Northbound Interface: It provides communication be-
tween management plane and control plane, where mostly
REST API [61] is used. There are some controllers (e.g. NOX,
PANE, etc.) [62], which provide their own northbound APIs
and some programming languages (e.g. Frenetic, Procera, etc.)
also support them.
East/Westbound Interface: Scalability and single point of
failure are two major challenges in SDN that are resolved
by distributed architectures, where multiple controllers work
together to attain a global network view. A communication
channel is required for these controllers for information shar-
ing. For this purpose East/Westbound Interface (E/WBI) is
used, which can interconnect different SDN domains or SDN
and traditional network domains. In this context, east refers
SDN-to-SDN communication, and west refers to legacy-SDN
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communication.
2) SDN Functionality Details: The decision making is
logically decoupled from the network device, and given to
the SDN controller in control plane, which is usually a server
running relevant SDN software. OpenFlow protocol (OF) is
used by the controller to communicate with a physical or
virtual switch in data plane through the Southbound Interface
(SBI). Forwarding table is created based on the information
provided by the control plane and forwarded to the data plane.
Network device (switch) uses this table to decide where to
send frames or packets. The routing functionality initiates with
the switch encapsulating and forwarding the first packet from
a flow to an SDN controller, requesting for addition of a flow
to flow table of the switches. When the SDN controller adds
the new flow for the switch table, the switch then forwards the
incoming packet(s) using the correct port. It is also possible
that SDN controller may not add a new flow for the switch in
the routing table, and instead enforce the policy to drop the
packet during a particular flow, permanently or temporarily,
due to security purposes, avoiding Denial-of-Services (DoS)
attacks, or for traffic management optimization [63].
SDN creates dynamic and flexible network architecture, to
adapt to the changes in networks requiring rapid deployment.
Using centralized control and network automation, SDN also
adds more benefits, such as the use of API enabled SDN
controllers to execute network commands on multiple IoT
devices.
B. Function Virtualization
Function Virtualization is implemented through a Network
Function Virtualization (NFV) architecture. Figure 2 shows
a generic NFV architecture, which utilizes IT virtualization
technologies to virtualize the complete network node func-
tions into series of building blocks to establish connectivity,
and to create communication services among them. Its ar-
chitecture depends on three main components: Virtual Net-
work Function (VNF) [64], Network Function Virtualization
Infrastructure (NFVI), and Network Function Virtualization
Management and Orchestration architectural framework (NFV-
MANO). NFV implements network functions through a piece
of software that is configured under NFVI. These network
functions tend to be in the form of VNF, which is responsible
for handling specific network operations that run on top of
the hardware infrastructure. NFVI consists of both physical
and virtual storage, processing, and virtualization software.
NFV-MANO architectural framework consists of interfaces
and reference points to individual VNFs and NFVI elements.
For example, network function such as firewall, is an in-
stance of plain software, installed inside voluminous switches,
storage, and servers, to filter traffic and neutralize vulnerable
packets. Further benefits include, allowing the relocation and
initiation of these nodes from geographically different network
locations.
C. Device Virtualization
Device virtualization is the process of virtualizing a switch
in the data plane using certain logical abstractions among its
VNF 1 VNF 2 VNF 3 VNF n
Network Function Virtualization Infrastructure (NFVI)
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Hardware Resources
Compute Storage Network
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Fig. 2. A generic NFV modular structure.
components, or only the functionality to be executed on differ-
ent operating systems. Virtualization, in a computing platform,
tends to hide the physical features from the users, and create an
abstract computing platform to define unique rules for switches
to comply, which may be referred to as VNFs. The software
that controls virtualization is called the control program, also
referred to as hypervisor [65]. Similarly, Sensor virtualization
[66] provides software abstraction of various external IoT
objects, and allows applications to easily utilize various IoT
resources through open APIs (e.g. Zeroconf [67]). Zeroconf
or similar APIs allows virtual sensor to transparently discover
arbitrary sensor device as virtual switches. It is also able
to communicate with different applications using a standard
communication interface based on UDP/TCP sockets or even
HTTP [68]. This way, the applications are not required to deal
with sensor specific details.
III. INTERNET OF THINGS (IOT)
Internet of Things [69] is a collection of sensors, actua-
tors, and smart objects, interconnect via the Internet utilizing
embedded technology to interact and communicate with the
external environment. IoT connectivity and management are
two major challenges in its deployment. Usually IoT systems
are developed with a specific target and technology.
IoT incorporates everything from a small objects to big ma-
chines, appliances to building and industries, body sensors to
cloud computing. In essence, it has infiltrated every aspect of
our lives. [70] estimates that the potential market value of IoT
devices and associated technologies will exceed $14 trillion in
the next 10 years. Similarly, major hardware developers (e.g.
Apple, Cisco, Samsung, etc.) have made huge investments in
different IoT fields.
A. IoT Use Cases
IoT is playing a significant role in a number of use case
applications. Figure 3 shows some examples of IoT ecosystem.
The benefits achieved range from small to large scale. Below
we briefly introduce some of these use cases, and how they
benefit different industries.
1) Hospitals & Healthcare: Application of IoT in both
hospital premises and e-health systems is not limited to remote
monitoring, but also provides a complete automated healthcare
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Fig. 3. Example IoT ecosystem. Isolated application specific IoT networks
may also communicate with each other over the Internet.
ecosystem. A wide range of IoT devices are used in this
process, such as, monitoring cameras, connected inhalers,
ingestible sensors, smart insulin delivery devices, smart watch
& wearable sensors/data collectors, connected ambulance, etc.
2) Intelligent Transportation Systems: There are various
uses of IoT applications in this domain. Sensors are used
to retrieve information related to available parking spots
for efficient parking management solutions. Smart signboard
connected to Internet, can disseminate emergency information
alongside roads. Asset tracking allows enterprises to easily
locate & monitor vehicular fleets and other mobile assets.
Fleet management helps transport companies reduce invest-
ment risks associated to vehicles. It improves efficiency &
productivity, while reducing overall transportation & manage-
ment costs. Shipping service uses real time traffic feeds to
deliver more packages using efficient algorithms, with lower
burden on drivers & vehicles. Connected vehicles can better
automate many normal driving tasks. Benefits of self-driving
cars include accident avoidance, lesser traffic congestion, and
other economical efficiencies. Driverless taxis and buses are
also a major use case for IoT applications. Application of
IoT technology in transportation eventually reduces traffic
congestion, improves safety, mobility, and productivity.
3) Industrial Automation & Supply Chain: Industrial au-
tomation uses artificial intelligence with IoT technology, to
automate the supply chain process. Supply chain along with
asset tracking optimizes logistics, maintains inventory levels,
prevent quality issues, and detect theft. Industry 4.0 produc-
tion lines are greatly influenced by intelligent manufacturing
system, such as smart machines (e.g. multiple smart robots
used in car assembling works collaboratively) powered by IoT
devices. This results in less human errors, increased speed of
production process & quality of the finished products.
4) Smart Homes: IoT in such applications provides a
complete intelligent ecosystem for connected devices, ranging
from lighting control to security and safety. Usually a smart
central hub or gateway is used for human interaction, which
in turn controls device automation. These devices can be lined
to heating systems, lighting control, appliance monitoring
and control, utility usage and optimization, security system,
support systems for elderly/disabled, etc.
B. IoT Challenges & SDN
There are many technological challenges for deploying IoT
systems so they can function smoothly. These includes se-
curity, connectivity, compatibility & longevity, standards, and
intelligent analysis & actions. IoT networks are usually large,
mobile, and dynamically change their topology & connectivity.
They also have heterogeneous devices which support a range
of applications. Hence, challenges like IoT device detection,
low power consumption, bandwidth, access control, and data
encryption become major concerns for large scale deployment.
SDN ensures reliable connectivity at any given time, based
on pre-defined policies. SDN supports customized device
configuration enabling efficient packet flows & optimized
routing. It is also a vendor independent platform supporting
widely used OF protocol, which mitigates the compatibil-
ity standardizing challenges. SDN facilitates device-to-device
communication without the intervention of base stations. Het-
erogeneity is a major concern, especially when billions of
mobile IoT devices are connected in a network. NFV plays
a significant role in connecting and managing heterogeneous
IoT elements. Function virtualization and service chaining
mechanisms are the core components to mitigate heterogeneity
limitation. Combination of SDN & NFV supports network pro-
grammability, which can improve access control & bandwidth,
data encryption, IoT device detection, low power consumption,
etc. for large scale deployment of IoT.
C. IoT Stack and Protocols
IoT is applicable in a diverse range of use cases and in-
dustries. Its implementation ranges from embedded standalone
devices to real-time and mission critical cloud infrastructures.
The layered IoT stack shown in Figure 4, presents the stan-
dards, technologies, and protocols used in such systems. Appli-
cation Layer specifies all the shared communication protocols
and interface medium used by IoT devices. Network Layer
specifies communication path over the network (IP address).
Physical/Media Access Control (PHY/MAC) Layer specifies
communication path between adjacent nodes and data transfer
(MAC address). From an SDN perspective, it is very important
to understand the technologies used to build IoT networks. It
is important to note that SDN does not only install flows for IP
packets, but can also be used for radio resource management,
security policies, and channel assignment at physical layer,
etc.
Various applications fall under the umbrella of IoT, that
use different technologies as the main communication en-
abler [71], [72]. The most commonly used physical layer
technologies are:
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Web Services
HTTPS/CoAP
SNMP,IPfix,
DNS,NTP,SSH
managing devices
for IP networks
IEEE 1888
for
Ubiquitous Green
Community Control
Network Protocol
TCP/UDP
802.1x for WLAN
IETF 6LoWPAN (RFC 2464, 5121,5072,6282) for IPv6.
RPL (RFC6550) for Routing
RFC 1458 for Addressing, Multicast, QoS
IPv4/IPv6
IEEE 802.11 (WiFi),
IEEE 802.16 (WiMax),
IEEE 802.3 (Ethernet),
2G/3G/4G/5G (Cellular).
IEEE 802.15.4 for WPAN
(Bluetooth, ZigBee, 6LoWPAN, ...)
IEEE P1901
for
Low Frequency Smart Grid App.
OTrP, X.509 for Security
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IEC 61850,
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IEC 61968,
DNP,
MODBUS,
for electrical power systems
Fig. 4. IoT technology stack and protocols.
ZigBee (IEEE 802.15.4) [73], [74]: Specifies the physical
layer and media access control for low-rate wireless personal
area networks. It has been designed to run on low-power
devices enabling M2M communication. It provides low-power
consumption and low duty cycle to maximize battery life.
ZigBee can also be used in mesh networks, and supports
a large number of devices over long distances with many
different topologies, connected all together through multiple
pathways.
WiFi (IEEE 802.11) [75]: Allows local communication
between two or more devices using radio waves. It is the most
used technology to connect the Internet gateway to devices.
WiFi utilizes both 2.4GHz UHF and 5GHz SHF ISM radio
bands. WiFi networks operate in the unlicensed 2.4 radio
bands, where the access point and the mobile stations share
the same channel and communicate in half duplex mode.
Bluetooth & Bluetooth Low Energy (IEEE
802.15.1) [76], [77]: It is used to transfer data over
short distances using 2.4 GHz ISM band and frequency
hopping, and up to 3 Mbps data rate with 100m as maximum
range. The technology is mostly used to connect user phones
and small devices with each other.
6LoWPAN [78], [79]: It is a networking technology that
combined the Internet Protocol (IPv6) with Low-power Wire-
less Personal Area Networks (LoWPAN), which is one of the
most suitable technologies for IoT deployment. It is a good
choice for the smaller devices that are limited in processing
and transmission capabilities.
5G [80]: The fifth-generation wireless is the newest iteration
of cellular technology that is based on the IEEE 802.11ac wire-
less networking standard in order to speed up the transmission
data, reduce the latency. Both LTE and MIMO are used as a
foundation in 5G network, as well as network slicing.
D. Sensor Networks and IoT
Wireless Sensor Network (WSN): It is a distributed and
self-organized wireless network that consists of autonomous
devices using sensors to observe physical or geographical
conditions. According to [81], due to the ability to relay
messages from one node to another, the area coverage of such
networks may differ from a few meters to several kilometers.
It is important to note that sensor network and IoT networks
are not the same. At best, sensor networks are a subset of
IoT ecosystem. They not only differ in deployment, but also
in protocols, topologies, use cases, applications, and other
technical aspects. A handful of SDN solutions for WSNs have
been proposed, but they cannot be directly applied to IoT.
IV. MOTIVATION & CLASSIFICATION
In this section we first discuss the existing surveys, and
derive the need and motivation for this article. Following it,
we present the basic classification and group of literature
reviewed.
A. Motivation & Existing Surveys
Virtualization, SDN, and IoT have individually attracted at-
tention from the research community. However, there has been
very limited effort to review the literature which combines
them. Table III lists surveys which have previously been done,
and are related to the work in this paper. It is important to
note that most of them only target a specific technology. The
closest work is [2] and [82], which deals with the virtualization
in IoT and WSN, respectively. Bizanis et al. [2] provide a
survey of literature from 2009-2016 and mostly focus on
SDN and network virtualization in IoT applications, specific
to mobile, cellular and 5G context. It does not cover IoT in-
depth nor considers all solutions available. Khan et al. [82]
focus specifically on WSN and do not collect works on IoT
in general.
Some other surveys related to SDN or NFV have also
touched IoT in passing. Pan et al. [83] focused mainly on IoT
application based on future edge cloud and edge computing
but the effort is only limited to brief introduction of related
challenges and enabling cloud based technologies like SDN
and NFV for IoT applications. Akpakwu et al. [84] concen-
trated research on 5G based communication technologies and
challenges for IoT applications. But the effort is limited to
IoT application usecases for mobile communications. There
is only brief introduction of two useful technologies like
SDN and NFV to counter IoT management specific issues
for future telecommunication system. Cox et al. [85] focused
research only on SDN state-of-art and challenges with no
related solution reviews. Ngu et al. [86] presented findings
on design of real-time prediction of blood alcohol content
using smart-watch sensor data and IoT middleware issues and
enabling technologies.
We believe that there is a need to classify and analyze
literature, which focuses directly on IoT in terms of different
virtualization techniques. Moreover, these virtualization tech-
niques should not be limited to SDNs for IoT, but should also
include network function virtualization, network virtualization,
and most importantly software defined Internet of Things.
B. Classification
In this work we have categorized the IoT virtualization
solutions into three main categories, which are then further
divided into 3 types of solutions. The main categories, as
shown in Figure 5 are:
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TABLE III
SUMMARY OF RELATED SURVEYS & CONTRIBUTION OF THIS WORK.
Survey Year Main Focus Details
Pan et al. [83] 2018
IoT applications based on edge,
cloud, & edge computing.
Brief introduction of challenges & enabling cloud based technologies for
IoT applications: NFV and SDN.
Review covers 2009-2016.
Akpakwu et al. [84] 2018
5G for IoT: Communication
technologies and challenges.
Limited to IoT application use cases for mobile communications.
Briefly introduces SDN & NFV technologies.
Review covers 2002-2017.
Cox et al. [85] 2017 SDN advancement survey.
Discusses SDN state of art & challenges.
Brief discussion on SDN-IoT, NFV, and SDIoT.
Review covers 2002-2016.
Ngu et al. [86] 2017
IoT Middleware issues and
enabling technologies.
Focuses on middleware with limited discussion on virtualization.
Review covers 2003-2016.
Bizanis et al. [2] 2016 SDN and virtualization for IoT.
Focuses on SDN and NV in IoT applications, specifically in mobile &
cellular context and limited to 5G & WSN.
Review covers 2009-2016.
Khan et al. [82] 2016 WSN virtualization.
Limited to detailed discussion about WSN virtualization, state-of-art, and
research issues. IoT is not the main focus.
Review covers 2003-2016.
This work 2018
IoT virtualization using SDN,
NFV, NV, and hybrid SD designs.
Discusses solutions which are specific to IoT.
Literature is covered which utilizes software defined networking (network
layer), function virtualization, hypervisors, hybrid NFV and SDN, and
software defined Internet of Things.
Review covers all literature till 2018.
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of firewalls, IDS, load 
balancing are virtualized
for individual IoT devices.
Routing efficiency, high
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for the IoT devices.
Comprehensive IoT network
management including 
network, device, security, 
API, and other controllers.
Fig. 5. Classification of literature for this article. Literature in three major
categories is further grouped into specific types of solutions.
• SDN-based IoT solutions: These solutions only address
the virtualization of network layer control (flow manage-
ment and data transmission).
• NFV-IoT solution: These solutions are either in combi-
nation of SDN or stand alone but focus on individual
functions of IoT ecosystem.
• Software Defined IoT solutions: These are more elaborate
and provide broader solutions for IoT.
In each category we have grouped the solutions into three
types. Some solutions present architectures (with or without
implementation), while others are more focused on manage-
ment of IoT network and devices. The third type are related
to security of IoT networks.
V. SOFTWARE DEFINED NETWORK BASED IOT
SDN-based IoT is a concept where SDN can facilitate
routing efficiency, high data transmission, network manage-
ment and resource allocation for the IoT devices to meet the
growing need of the user demands [87]. SDN solutions in IoT
environment are expected to resolve traditional network issues
[88], like heterogeneity, interoperability, and scalability among
IoT devices, inefficient service deployment (lack of dynamic
services), slow adaptation to new services (network upgrade
time consumption), and lack of user experience guarantees
(minimum bandwidth). To do so, different SDN-based IoT
architectures have been proposed in many works until re-
cently. Commercial solutions such as AR2500 Series [89] agile
IoT gateways are also available for deployment. In addition
to commercial solutions there are numerous proposals and
solutions available in academic literature. We classify them
into architectural, security, and management solutions. SDN-
based IoT architecture deals with clear separation of concern
between services provided in the control plane and the data
plane. Control plane specifies the management of network
traffic and data plane specifies the mechanisms to forward
traffic to desired destination. SDN-based IoT management
specifies how the applications on top of the Management Layer
interacts with the control plane and the coordination among
them. It also allows the admin/analyst to define how the control
process is to be governed not only by the SDN controller itself
but also by human users. SDN-based IoT security specifies
different security parameters for access to network, end-point
devices, and other control layer elements. It does this by
defining security policies for the complete software defined
system.
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Fig. 6. A generic SDN based architecture for IoT.
A. Architecture Solutions
Works in [90]–[93] propose SDN-based cloud platform
approaches for IoT network connectivity, [94]–[98] propose
general SDN-based architectures to facilitate the scalabil-
ity, heterogeneity, and interoperability among IoT devices or
nodes, and [21] propose SDN-based control plane platform
solutions. Figure 6 depicts the SDN-based IoT architecture. It
provides a general overview to show the management plane,
control plane, data plane, and perception plane. How the IoT
sensors would interact with the data and control plane, is
discussed in this section through different research solutions.
Table IV shows these case studies and comparison among
different architectures.
Desai et al. [90] proposes an architecture where IoT device
communication with cloud based processing systems is en-
abled using SDN. The proposed management device structure
is designed for a number of different applications, such as
smart homes, temperature sensors, etc. It also contains appli-
cation frameworks for system management, communication
drivers, Secure Socket Layer (SSL) and media framework
libraries, runtime process, & virtual machines. SSL is used
for data encryption. The respective communications driver,
depending on the type of IoT device attempting to establish
connection with the OpenFlow-enabled management device,
uses appropriate libraries for data encryption and decryption.
The data manger formats the data appropriately for the ap-
plication layer, and then forwards to the OpenFlow-switch
(OF-switch). The OF-switch works in a traditional manner,
and consults the forwarding table for packet processing. Once
the data reaches the gateway controller, it negotiates with
other gateway controllers to determine the destined location
where the data should be processed. The destination may
be located in the local domain or cloud domain. In case of
cloud domain, the data will be sent to the cloud gateway
controller from the local gateway controller and is processed,
the output is sent to the respective destination based upon
negotiations. The output location can be an IoT device which
is attached to an OpenFlow-enabled management device. Since
the layered architecture is configured in Linux kernel, it can be
considered reliable. The authors suggest that implementation
or deployment of OpenFlow-enabled management device is
expected to be carried out in the future.
Ogrodowczyk et al. [91] presents an architecture which con-
tains multiple independent IoT ecosystems connected through
cloud using SDN infrastructure. The solution is able to gener-
ate a global view of all IoT resources using OF Experimenter
extensions for auto-detection. Service provisioning is auto-
mated by inserting meta-data into the flow information. The
solution also proposes a protocol which interfaces between
the cloud orchestrator and the OF controller (Ryu). The IoT
services are instantiated inside Linus Containers (LCX), which
are virtualized isolated Linux systems (containers) controlled
by a single kernel. The orchestrated application uses commer-
cial product NoviFlow [99]. The Ryu SDN controller [100],
in the proposed architecture, is a customized version, rebuilt
from scratch in Python. The solution is evaluated in Poznan
Smart City use case. The authors demonstrate the slicing
of a city into different smart spaces, while connected to a
single SDN-based platform. The city wide network is an OF
enabled infrastructure integrated with cloud resources, capable
of hosting multi-tenant cloud applications for IoT devices. The
IoT application was tested with sensors like Libelium [101]
(i.e. IoT gateway to connect any sensor to any cloud platform),
and with the Spirent STC [102] ( i.e. a test emulator to analyze
complex traffic pattern). For real-time performance evaluation
of a smart city and to scale the entire system, further testing is
required to validate the feasibility of using vendor independent
sensor devices rather than confined to specific sensors.
Salman et al. [92] proposes an architecture, with layered
model, for IoT with decentralized data and centralized control.
Authors also discuss IoT challenges like scalability, big data,
heterogeneity, and security. The proposed four layered model
consists of Application, Control, Network, and Device Layer.
The architecture uses unique identifiers in device layer that
ensures interoperability, security, and quick address. Software
Defined Gateways (SD-Gateways), a virtualized abstraction of
a common gateway supporting extended OpenFlow protocol
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TABLE IV
COMPARISON OF DIFFERENT SDN ARCHITECTURES FOR IOT NETWORKS
Literature Objectives Solutions
Control Plane
Arch.
Controller Benefits Limitations
Desai et al. [90]
Heterogeneity, IoT device
to cloud comm.
OF-enabled management device Distributed NOX, POX, ODL
Proposed an OF-enabled management device, which
will make network simpler
Implementation of OF-enabled management
device left as future work.
Ogrodowczyk
et al. [91]
Scalability, QoS,
Reliability, Security
SDN-based IoT network application working on
top of SDN controller.
Dynamic creation and management of end-to-end
comm. channels among IoT devices and cloud
Distributed Ryu, OpenFlow
Orchestrated application uses specialized controller for
traffic analysis.
IoT device categorization, recognition, & policy
enforcement.
Real-time data collection, visualization, storage and
analysis through automated IoT service deployment.
Scenario specific solution (smart cities).
Each sensor is used by a single tenant only,
which limits virtualization at device level.
Salman et al.
[92]
Single solution for
multiple challenges:
Scalability, Heterogeneity,
QoS, Latency, Reliability,
Security.
Centralized SDN control network for IoT with
decentralized data management.
Layered model: Works in application, control,
network, and device layers.
Implements SD-gateways in the fog with
specialized algorithms.
Distributed SDN controller
Inter-controller communication.
Intelligent fog nodes.
SDN controller uses management protocols (i.e.
NetConf and Yang, OF-Config & extended OF).
Use of unified application for communication.
Architecture only.
Simulation and implementation is left for future
work.
Nguyen et al.
[93]
Latency, QoS, Overhead,
Mobility.
Services hosted inside edge devices.
Packet header translation.
Separating end point and routing identity.
Lightweight control mechanism.
Distributed SDN controller
Lightweight solution.
Efficient peer-to-peer service abstraction for IoT
devices.
Reduced signaling & data overhead.
Flexible service deployment & resource management.
Controller compatibility with the proposed
architecture may become an issue.
Qin et al. [94]
Heterogeneity,
Interoperability,
Scalability , Security,
QoS.
Centralized global view.
Heterogeneous devices with various data formats
for information modeling.
Adaptable network state.
Centralized
Layered IoT
controller.
Minimized latency and optimized interoperability &
scalability.
Better performance and flow scheduling.
Limited security and tools for resource
provisioning or network control.
Li et al. [96]
Heterogeneity,
Interoperability,
Scalability, Availability,
Security.
IoT gateways and SDN switches.
Distributed network OS.
Distributed SDN controller
Distributed OS providing centralized control.
Global view of the underlying physical distributed
network environment.
Architecture only.
No performance evaluation & implementation
available.
Li et al. [97]
Heterogeneity,
Interoperability, Latency,
Scalability, Reliability,
Security.
SDN gateway/router.
Distributed network OS.
Distributed POX
Discovering IoT devices from different domains.
Real time evaluation for latency in IoT devices &
sensors, using Raspberry Pi.
No discussion of security mechanisms.
Ojo et al. [98]
Heterogeneity, Scalability,
Mobility.
Replacement of traditional gateway with SDN
gateway.
Distributed ONOS, ODL
Improved network efficiency & agility.
SDN-enabled gateway.
Intelligent routing protocols & caching techniques.
Architecture only.
Performance evaluation and implementation left
for future work.
to communicate with the SDN controllers, enforces a Genius
algorithm [103] as one of the virtual functions on top of
it. They are expected to mitigate the IoT challenges, when
applied in the Network Layer. Fog nodes (i.e. SD-Gateways)
would bridge the communication between IoT devices and
the SDN controllers. The authors leave the implementation
of SD-Gateways for future work. Control Layer specifies
the network orchestration and computation such as collect-
ing the topology data, defining security rules, implementing
scheduling algorithms, and computing the forwarding rules
with routing algorithms. However, these algorithms have not
been addressed in depth in the paper and may possibly be
considered as future research directions. Application Layer
reveals the use of software functions based on the information
provided by the control layer, which is yet to be implemented.
Many works also discuss the migration of traditional IoT
network to SDN. Qin et al. [94] discusses MINA (Multi-
network Information Architecture), a centralized architecture
for heterogeneous nature of IoT. It attempts to address the
interoperability challenges with different heterogeneous de-
vices, and exploits various data formats for modeling infor-
mation. MINA’s objective is to minimize latency and optimize
interoperability and scalability to improve QoS. A customized
Qualnet [104] simulation platform with SDN features based on
OpenFlow-like protocol in IP layer is used. It enables effective
resource provisioning in IoT multi-networks environment by
using Observe-Analyze-Adopt [105] loop. It also defines flow
scheduling over multi-hop, and heterogeneous ad-hoc paths. It
takes advantage of flow matching using heuristic algorithms
(i.e. network calculus and genetic algorithm [106]) to examine
QoS, considering parameters like jitter, delay, and throughput.
Its proposed flow scheduling algorithm proves better compared
to the existing ones. However, security and availability for
sophisticated tools to enable on-the-fly resource provisioning
and network control are left for future research work.
Pedro et al. [95] aims to enhance IoT network by using SDN
Controller with an additional IoT Controller. The proposed
model tries to integrate SDN and IoT to resolve heterogeneity
issue of objects (i.e. IoT devices). The authors analyze the
different types of workloads that IoT elements will push to
the network, which determines the structure and modularity
of IoT Controller. An IoT Controller acts as a functional
block, which receives communication interests by the IoT
agent installed into the objects, finds the responder in the
network graph, uses routing algorithm to calculate the path,
builds the forwarding rules based on the nature of protocols
holding the object requested, and finally passes such rules to
the SDN Controller to be installed on the forwarders (i.e.
SDN switches). The advantage of the proposed architecture
is that the IoT Controller tends to reduce the workload of
the SDN controller but the limitations still may persist, as the
nature of routing algorithm is not described. Latency issue to
discover objects may also persist, as the author also state that
the IoT Controller may sometimes face protocol compatibility
issue and hence some rules may need to be handled by the
forwarders.
Li et al. [97] discusses issues like interoperability from the
perspective of devices, data, communication protocols, and
re-usability of data generated from IoT devices. Moreover,
authors suggest resource utilization, openness and interoper-
ability by using a layered architecture which includes Device
Layer (responsible for collecting data), Communication Layer
(contains SDN enabled switches and gateways), Computing
Layer (having SDN Controller), and Service Layer (which
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provides services). The IoT devices communicates with the
SDN gateway/router through sinks, like Raspberry Pi. The
gateway/router then forwards the data to the SDN controller.
The SDN controller manipulates the data as per the application
requirements located at the service layer. This is done by
programming the SDN controller. Limitations of this work
include sink and sensing devices, which work independently
while only responsible for aggregating and caching the data
received from IoT devices. Its architecture lacks security
mechanisms and routing algorithms both in SDN controller
and IoT Gateway.
Nguyen et al. [93] presents a distributed mobile edge-
cloud architecture that enables a new network service abstrac-
tion called SDN-based IoT Mobile Edge Cloud Architecture
(SIMECA). It aims to improve IoT device communication per-
formance, as compared to the Long Term Evolution/Evolved
Packet Core (LTE/EPC) architecture. It realizes the abstrac-
tion by lightweight control and data planes that significantly
reduces signaling and packet header overhead, while supports
seamless mobility. Through evaluations with pre-commercial
EPC, SIMECA shows promising improvements in data plane
overhead, control plane latency, and end-to-end data plane
latency, while coordinating large numbers of IoT devices
in cellular networks. PhantomNet [107] testbed is used for
evaluation purpose. Controller information is not available,
which may impact the results as different SDN controllers
have different features. The proposed system may not be
compatible with all SDN controllers due to SDN controller
software, interface, and OS compatibility issues. Other issues
like heterogeneity, availability, and scalability may also exist
from the perspective of physical devices in the network.
Li et al. [96] proposes an SDN-based IoT architecture
with conceptual virtual functions. It consists of three differ-
ent layers. Application Layer accommodates IoT servers for
various applications and services through APIs, Control Layer
accommodates SDN controllers running on distributed OS, and
Infrastructure Layer accommodates IoT gateways and SDN
switches to enable connections between the SDN controller
and IoT devices. It carries different technologies like RFID
and sensors using the control plane interface. The benefit of
employing distributed OS is that it provides centralized control
and global view of underlying physical distributed network
environment to process network data forwarding. However, the
work presented does not show the performance comparison or
real world implementation. The issue of IoT devices is also a
concern for this architecture.
Ojo et al. [98] proposes a replacement of traditional IoT
gateways, with specialized SDN-enable gateways. These gate-
ways are capable of managing wired & wireless devices, and
claims to be more flexible, efficient, and scalable. Authors also
claim that the gateway can perform efficient traffic engineer-
ing with intelligent routing protocols and caching techniques
across less constrained paths. However, the work is limited
in defining intelligent routing algorithms, and performance
evaluation or implementation in real time which is considered
a future direction.
Conclusion: A number of novel algorithms have been
proposed to tackle issue of IoT challenges like heterogene-
ity, interoperability, latency, security, data manipulation, etc.
However, most works only propose the architecture. Real
world implementation and experiments are needed to address
the performance evaluation. Hence, this is a major research
direction for this area. Furthermore, the adaption of existing
controllers to IoT is still not completely addressed. Controllers
which can seamlessly integrate into access network and can
reach devices in the mobile domain, will be necessary to better
optimize the IoT ecosystem.
B. Security Solutions
Traditionally security mechanisms like firewalls, intrusion
detection & prevention system are deployed at the network
edge to prevent external attacks. Such mechanisms are no
longer enough, considering the dynamic changes in network
topology as a result of IoT nodes joining-in and moving-
out. As for internal threats, e.g. if an object is corrupted
by virus, other uncorrupted objects may also be exposed to
threats. Hence, the security parameters for both internal and
external threats may need to be reconsidered with the flow of
technological advancement.
SDN-based IoT Security Solution
Communication protocol
vulnerabilities
[118]-[120]
Application layer
security issues
[124] & [125]
Flow-based security
issues
[122] & [123]
Architectural security
challenges
[126]-[128]
Other attacks
[129]-[130]
Fig. 7. Security solution categorization for SDN-based IoT.
The following literature discusses different proposed so-
lutions for SDN-based IoT security issues. Table V shows
comparisons among them. We group these works into different
categories, as shown in Figure 7: communication protocol
related vulnerabilities [108]–[110], flow-based security issues
[111], [112], application layer security issues [113] & [114],
architectural security challenges [115]–[117], and other attacks
and vulnerabilities which expose the network [118], [119].
Common Protocol Vulnerabilities. In an SDN environ-
ment, the communication between IoT based devices and
servers can be blocked by new flow attacks, that contain a
significant amount of unmatched packets injected into routing
system. This leads to processing of excessive amount of data
packets in both data and control plane, and exhaust either
the SDN-enabled switch or the controller or both overloaded
with intensive new flows, ultimately cutting off the bridge
between IoT devices and IoT servers. To solve this issue,
Xu et al. [108] presents a security framework to defend
against such suspicious flow attack for IoT centric OpenFlow
switches and SDN controllers. The controller acts as a security
middle-ware to filter new-flow vulnerabilities, such as DDoS
attack, controller-switch communication flooding, and switch
flow table flooding, and uses traditional SDN northbound and
southbound interfaces to mitigate them. Both simulation and
real-time experiments show feasibility to defend against the
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cyber attacks although calculation process and result filtering
technique still need to be improved to implement in a large-
scale scenario.
Sandor et al. [109] presents an IoT-based hybrid network
framework along with a redundant path switching algorithm
using SDN’s adjustable routing feature, which would protect
against DoS attacks. The architecture is hybrid because it
includes SDN switches and non-SDN topology segments that
contain both types of Entry Point (EPs) and communica-
tion edges. By employing SDN switches, the algorithm (i.e.
redundant EP switching logic) executes dynamic switching
among different EPs. These SDN switches implementing the
forwarding plane of the SDN technology are further controlled
by the control plane using OpenFlow protocol. These routing
rules may also be received from any external entity (e.g. an
application to enforce routing policy). Hence, dynamic traffic
switching process takes place between two EPs. The authors
undertook experiments to measure the performance of the
hybrid architecture which exhibited significant reduction in
the effect of DoS attack, hence improving the performance
and resilience of the IoT systems.
Network access control is a security mechanism which lim-
its the access to authorized devices only. Traditional networks
use port-based mechanisms defined by 802.1X [120], for its
implementation. Hesham et al. [110], using SDN technology,
presents a novel network access control service for IoT sensor
networks and M2M communication by replacing the 802.1X
standard based software and hardware. The solution also offers
adjustment of available bandwidth and predetermined network
access policy for each device, to implement authentication and
authorization mechanism. This new device should be able to
communicate with the OpenDaylight controller via northbound
interface. The entire solution consists of four different steps:
authenticate clients, authorize clients, flow installations on
SDN controller, and deletion of flows on controllers as soon
as clients logs out. The solution also follows two separated
policy based databases, termed as the User database and the
Policy database. The experiment testbed evaluates the system
performance for flow installation delay against a varying
number of devices and policies. The primary experiment
results show some challenges in flow installation, however,
the system is able to successfully authenticate users and
register them. The results may further be improved by using
Apache Cassandra which allows thousands of transactions per
second and improves scalability, for policy and authentication
database. This will be significantly useful when multiple new
devices simultaneously connect to the network (i.e. bootstrap-
ping a new subnet). However, authors also suggested that
the authentication and authorization module could have been
wrapped-up inside the SDN controller, which would have
improved the performance of the system to a great extent,
as less flow installation may mean less time consumed to
establish device-to-device connectivity. This can be a possible
future direction for research community.
Flow-Based Security. Data flow related challenges of IoT
devices and systems have been described by Bull et al.
[111], where SDN gateways are used in a distributed structure
to monitor data traffic and flow characteristics. The authors
propose a method to identify and reduce anomalous behavior,
claimed from their previous work in [121], add functionality
of packet forwarding/blocking, and enhance QoS by the SDN-
based IoT gateways. In this approach, to categorize the net-
work state, source and destination flow statistics are collected
from the SDN controller. Additionally, the proposed mech-
anism executes relevant actions (i.e. permit or block traffic
flows) to negotiate with the detected anomalous behaviors.
The primary results successfully authenticate the approach by
showing a small number of attacks being blocked by using
this method, although dynamic traffic analysis and hardware
based-testbed experiments are reserved for future works.
Sivanathan et al. [112] elaborates the differences be-
tween flow-based monitoring approaches and packet-based ap-
proaches to prevent vulnerabilities in smart-home IoT devices.
Based on the flow-level characterization of IoT traffic, the
authors present a system containing SDN-enabled gateway
with a cloud-based controller to identify malicious IoT activity
in the home network. They propose an analysis engine, Se-
curity Management Provider (SMP), that communicates with
the SDN controller via northbound APIs to recognize trusted
IoT devices at low cost. It requests SDN controller to inspect
flows selected by it. The SDN controller then configures home
gateway with such rules, referred by the analysis engine, to
mirror selected traffic flows towards it. It actively inspects the
packet in/out of the IoT device with specific headers and also
measures the load of selected flows. Traffic analysis is con-
cluded by stopping the traffic mirroring followed by deletion
of pertinent rules inside the home gateway. Traffic flows are
managed from the cloud-based software, rather than embedded
processing unit of home gateway. Internal and external attacks
have been demonstrated in an experimental testbed consisting
of real IoT devices to prove that the approach can be effective
with minimal cost. However, this method is limited to packet
content inspection and plain-text password based attack types.
Future research may be carried on flow-level monitoring to
mitigate other sophisticated security threats.
Application Layer Security Issues. Usage of SDN in IoT
for application specific usecase is very important. This also
gives rise to security issue. Sivaraman et al. [113] illustrates
that a significant amount of IoT based home appliances such
as smart bulbs, motion sensors, smoke alarms, and monitor-
ing/analysis devices, lack basic security functions that may
have a negative impact on day-to-day activities. The authors
argue that security implementation needs to consider various
kind of factors like device capabilities, mode of operation,
and manufacturer. They propose a prototype, Security Man-
agement Provider (SMP), that can control the access to data on
devices, by applying dynamic or fixed content-based policies
to identify attacks (e.g. eavesdropping, spoofing, etc.) at the
network level. SMP exercises configuration control over the
ISP network or home router without being directly on the data
path. SMP is invoked via API to provide dynamic/on-demand
policy, front-end web interface, static policy via web interface,
and OpenFlow capabilities. The solution uses FloodLight
controller to configure OpenvSwitch (OVS) and Ruby on Rails
as security orchestrator and web-GUI developed in Java script
A new module is introduced to the FloodLight controller to
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TABLE V
COMPARISON OF SECURITY SOLUTIONS USING SDN FOR IOT NETWORKS.
Literature Objectives Vulnerability
SDN
Controller
Switch Type Implementation & Evaluation Details
Operational
Layer(s)
Xu et al.
[108]
Detection, Mitigation. Suspicious flow attack. ODL OpenvSwitch
Testbed for attack detection in IoT
centric OF switches with OpenDaylight
controllers.
Novel packet filtering algorithms
implemented in Matlab.
Datalink
Sandor et al.
[109]
Dynamic switching
among redundant
entry points.
DoS attack Floodlight OpenvSwitch
SDN-enabled hybrid network
infrastructure, using automatic switching,
and advanced routing mechanisms.
Network
Hesham et al.
[110]
Novel network access
control mechanism.
Unauthorized access
to network devices.
ODL Pica8 Switch
Testbed with in-band topology (merged
control & data plane) to enable
connection between clients &
authentication service.
Datalink
Bull et al.
[111]
Detection of
anomalous behavior in
packet flows.
TCP flood attack, DoS
attack, ICMP based
attack on IoT device.
POX OF 1.3 Switch
Flow monitoring, periodic checking, and
flow installation mechanisms to counter
TCP flooding and ICMP attacks.
Mininet based emulation.
Datalink
Network
Sivanathan
et al. [112]
Network level
monitoring to detect
flow-based anonymous
packets.
Self developed two
new Python-based
emulated attacks.
SDN
controller
TP-Link
SDN-enabled
gateway.
Experimental testbed using C
programing.
Datalink
Network
Sivaraman
et al. [113]
Device Monitoring &
Control.
Eavesdropping
Remote access
Privacy
Man in the Middle
Floodlight OpenvSwitch
Prevention mechanisms for suspicious
eavesdropping and packet injection
attacks in Smart Home appliances.
Network
Nobakht et al.
[114]
Identify and block
attacks.
Unauthorized access
of smart home
devices.
Floodlight OF Switch
Identify suspicious packet flows &
prevent access to Smart Home IoT
devices.
Datalink
Flauzac et al.
[115]
Distributed routing.
Distributed security
rules.
General security
issues.
Distributed
controller
OF Switch
Multi-SDN domain access control
network architecture
Provisioning security for IoT objects (i.e.
sensors, smart phone, tablets, etc.).
Datalink
Network
Shuhaimi
et al. [117]
Reduced hardware
usage.
Enhanced security &
privacy.
3rd party applications
Untrusted data
Privacy
SDN
controller
OF Switch
IoT and SDN integrated algorithmic
model, to secure attacks from both inside
& outside the domain.
Datalink
Li et al. [118]
Detect Man in the
Middle attacks
TLS vulnerabilities Floodlight OF 1.3 Switch
Bloom filters based SDN & extended OF
approach to detect MitM attacks
emulated using Mininet.
Datalink
Chakrabarty
et al. [119]
Secure meta-data &
payload within layers.
Privacy
Confidentiality
Integrity
Authentication
Packet injection
Eavesdropping.
Centralized
controller
OpenvSwitch
Payload uses novel encryption
mechanism.
Able to mitigate a wide range of passive
and active attacks on IoT net.
Uses SDN for routing over multiple
topologies.
Node sleep and sync. mechanisms.
Datalink
Network
implement the API for access control, that works as a wrapper
to the FloodLight controller firewall, employing access control
policies (based on remote IP). These policies are referred by
the external SMP entity for a specific home device. Although,
the proposed solution has the potential to block threats at
the network level, protecting users’ privacy still needs to be
addressed in detail with regards to the possible exposure of
vital personal data.
Nobakht et al. [114] proposes an Intrusion Detection and
Mitigation framework (IoT-IDM), providing network-level
prevention mechanism against malicious or suspicious ad hoc
objects from the external network domain to access Smart
Home environment. IoT-IDM users may have enough flex-
ibility to use customized machine learning mechanisms to
detect attacks based on learned signature pattern methodology.
This framework is realized using SDN technology (i.e. a Java
based Floodlight controller) via OpenFlow protocol for remote
management purpose and routing efficiency, implemented in
real-time using a smart IoT light bulb. However, IoT-IDM
works on top of SDN controller, requiring to handle large
volume of network traffic. The authors suggest that it is not
feasible to use this approach to mitigate the intrusion detection
process for all devices, and is applicable to only selected smart
home IoT devices.
Architectural Security Challenges. Flauzac et al. [115]
proposes solution which is mainly designed to increase the
security of SDN controllers and to solve the scalability issues
in multiple IoT-based domains. The work combines wired &
wireless networks, and further extends its solution to ad hoc
enabled network and IoT devices like sensors, smart phones,
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tablets, etc. Each network node acts as a combination of
OpenFlow switch and legacy host. Besides, one controller acts
as central trusted authority to improve executable security poli-
cies while border controllers assist in communication among
neighboring IoT domains by establishing communication and
exchanging information. However, future work may include
the elaboration of management technique of multiple con-
trollers (i.e. security controller, border controller), and inter-
SDN controller communication in different layers. It may also
include real-time implementation and performance evaluation
on how security and border controller may behave and interact
among different SDN domains. Security policies may be
scrutinized to further enhance access control mechanism.
In a distributed network scenario, Gonzalez et al. [116]
introduces a proposal that is adequate for an IoT cluster en-
vironment, by establishing groups of sensor nodes. OpenFlow
and network virtualization technologies have been used for
virtual nodes to simulate a distributed cluster based system
of 500 devices. Instead of using a traditional approach of
the static firewall to block a possible attack, the authors
presented an SDN based routing protocol and a dynamic
firewall termed as Distributed Smart Firewall that can apply
the functionality of an SDN controller. However, the entire
framework is not complete as the system is only limited
to handle the communications between clusters. Therefore,
setting up a dynamic routing protocol along with expanding
the simulation to use OpFlex protocol [122] functionalities are
reserved for future work. Another SDN Controller clustering
approach by Shuhaimi et al. [117], deals with challenges like
availability, heterogeneity, security and privacy in IoT. It also
proposes a multi-step novel algorithm, to select SDN Cluster-
Head (SDNCH) that works as SDN controller. Its job is not
only to manage and control network traffic, but also monitors
and prevents the attacks from inside & outside domains by
securing the whole SDNCH domain. It may be considered as a
benefit of this proposal, but the work is limited in performance
evaluation and implementation. The authors intend to analyze
the results from different security attacks such as neighboring
attack, black hole, and other related attacks in near future.
Miscellaneous Security Challenges. To detect man in the
middle (MitM) attacks in Software-defined IoT-Fog networks,
Li et al. [118] proposes a lightweight countermeasure tool.
MitM attack is known as one of the common Transport
Layer Security (TLS) vulnerabilities [123] and both SDN
controller and OpenvSwitch are susceptible to this attack. The
authors first demonstrate three different attacks on a simulated
environment in Mininet [124] using Floodlight controller, and
then, by modifying the existing OpenFlow protocol they have
proposed a countermeasure to detect these MitM vulnerabil-
ities. The three different attacks are: (i) redirecting flows in
the data plane, (ii) exemplifying the attacker’s mechanism to
collect information from the data plane, and (iii) the attacker’s
mechanism to infect the controller’s view of the network. The
most integral part of this tool has been built inside Floodlight
controller, so that modules will be loaded automatically during
the initialization of the controller. The experiments have shown
a significant improvement in performance and detection accu-
racy of this method, although the number of false positives
remains a concern. Passive attacks may also cause damage to
the network.
Chakrabarty et al. [119] proposes Black SDN to secure
SDN-based IoT networks. The Black SDN approach encrypts
both payload and packet header at the network layer with the
implementation of a single SDN controller that has a global
view of the existing network. It also helps to communicate
with different resource constrained IoT devices through Black
packets. This method can mitigate several passive attacks like
inference and traffic analysis attacks and also secures meta
data which correlates with each packet or frame of an IoT
end-to-end device communication, hence improving payload
efficiency. The authors demonstrate the working of Black
SDN via simulation using various node states and network
topologies, and the achieved results proved effective to defend
against many passive attacks. Although, Black SDN provides
higher level of security than existing protocols but traffic
control may become complicated due to the proposed system’s
increased communication between the SDN controller and the
IoT nodes.
Conclusion: A number of security issues and solutions
concerning secure efficient packet routing, monitoring, and
corrupt packet prevention and access control mechanisms in
different operational layers of SDN based IoT network have
been discussed. These prevention mechanisms are mostly
developed as an external module to cooperate with the SDN
controllers. The research community may focus on possibili-
ties to integrate these modules inside the SDN controllers to
achieve enhanced scalability. Efforts may be taken to focus
on more real-time evaluation against different threat vectors,
which can be helpful in determining the status of the solutions.
C. Management Solutions
At the existing scale of deployed networks, it is almost
impossible to manually configure remote devices. IoT requires
that network providers are able to configure and reconfigure
devices across the network from a centralized management
point. However, this requires the right technology to automate
the whole management process. SDN is able to facilitate
advanced mechanisms to configure and manage devices (e.g.
SDN-enabled switch) across variety of different types of net-
works. This section discusses different proposed SDN-based
IoT management solutions. Table VI shows management based
comparison of existing SDN-based IoT literature.
Hakiri et al. [125] discusses five key network related
challenges of IoT, such as current standardization efforts,
mobility management, recurring distributed systems issues,
communication protocols, and security & privacy. They outline
an IoT architecture that combines SDN with message-based
publish/subscribe Data Distribution Service (DDS) middle-
ware to solve variety of issues like networking, mobility,
standardization, and QoS (Quality of Service) support. In
this framework, smart devices are linked with SDN-based
IoT gateways to communicate with SDN forwarding devices.
Furthermore, an SDN controller connects to the forwarding
devices using southbound APIs allowing asynchronous, anony-
mous, and many-to-many communication semantics. Within
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TABLE VI
COMPARISON OF SDN-BASED SOLUTIONS FOR IOT MANAGEMENT.
Literature Objectives Solutions
Control Plane
Architecture
Controller Benefits Limitations
Hakira et al.
[125]
Networking,
Mobility,
Standardization,
Security, QoS.
IoT architecture combining
SDN with message-based
publish/subscribe DDS
middle-ware.
Centralized
SDN
controller
Filtering & fusion
mechanism for efficient
traffic engineering.
Architecture design only.
No implementation or
evaluation.
Bera et al.
[126]
Real time
working,
Flexibility,
Simplicity.
Device & Topology
management.
Centralized
Customize
controller
Application-aware service
provisioning, & improved
network performance.
Limited to specific sensor
devices.
Yiakoumis
et al. [127]
Scalability,
Reduce latency,
Efficient
load-balancing.
Slicing mechanism using
Flowvisor for multiple home
networks.
Centralized NOX
Isolating network traffic &
bandwidth.
Resource sharing.
Cost-effective.
Architecture lacks
compatibility with all
applications.
Privacy, performance, security,
and flexibility may be further
improved.
Tortonesi
et al. [128]
Network load,
Storage & Cost
reduction, D2D
communication.
Information filtering.
Prioritization using VoI.
Centralized
SDN
controller
Reduced load by
information filtering.
Distributed and disruption
tolerant architectures.
Efficient information
processing functions.
Fichera
et al. [129]
Heterogeneity,
Scalability.
Management of data path
across IoT, cloud, and edge
network.
Distributed ONOS
Congestion recovery with
reliable data delivery.
Redirection of flows may
create delays for time-sensitive
mice flows.
a domain, DDS can provide discovery and communication
service between different heterogeneous IoT devices and the
controller itself. DDS is utilized in local network whereas
SDN is responsible for allowing the connection outside of
a local network. A novel SDN-enabled gateway is proposed
for smooth handover migration between smart IoT devices
in a Wide Area Network (WAN). Future work may be on
developing the algorithms for the proposed DDS, defining
various communication patterns (i.e. transactional queues for
request/response interaction, delivery response, event-based
interaction) to publish/subscribe data. Algorithms may also be
developed on how to differentiate and prioritize traffic packets.
Bera et al. [126] proposes leveraging of IoT related
application-aware service in Wireless Sensor Network envi-
ronment. They present an architecture named Soft-WSN that
is based on the centralized provisioning of SDN controller. The
architecture is divided into three layers: application, control,
and infrastructure layer. Application layer generates applica-
tion specific request to be sent to the SDN controller in the
control layer. Control layer has SDN controllers to configure
the SDN-enables switches. Control layer has two important
entities to assist with policy management. First one is device
manager, which deals with device specific control tasks such
as scheduling the sensing tasks, sensing delay task, and active-
sleep management. Second is topology manager, which deals
with network topology control mechanism while focusing on
the network connectivity management and forwarding rules.
Hence, the topology management system can identify every
single node and therefore, it can assist SDN controller to
provision according to given configuration policies. The pro-
posed system will be effective for several IoT applications. For
example, environment monitoring, traffic monitoring, smart
home from both topology and device management perspec-
tive. From the experiment results, authors show that Soft-
WSN provides better data delivery rate, energy efficiency, and
traffic overhead than traditional WSN. However, this method
has some compatibility issues with other radio technologies
like Bluetooth, and controller placement problem may arise
under minimized network delay and the overhead of control
messages.
Slicing techniques has always played a key role towards
securing and managing a complex network. Network slicing
is an effective and powerful virtualization capability. It al-
lows creation of multiple logical networks built on top of a
common physical infrastructure. This helps in addressing the
efficiency, cost, and flexibility requirement of future networks.
Technologies like SDN (through network programmability)
and virtualization are the means to realize network slicing.
Slices may be optimized in many ways including bandwidth
and latency requirements. Usually slices remain isolated from
each other in the control and user planes. From the user’s
perspective they only visualize a single network, regardless
of the fact that it may physically be a portion of a layered
network. Yiakoumis et al. [127] proposes a prototype where
multiple home networks can be sliced and a trustworthy
third party can manage whole network using different slicing
techniques. Similarly, resources can be shared among multiple
service providers to reduce the cost. Authors use FlowVisor
[130] for slicing mechanism in OpenFlow networks, providing
bandwidth and traffic isolation. SNMP protocol is used to
configure the wireless access-points (such as WiFi, SSID,
queues, encryption, etc.), and also to inter-operate with fire-
walls and NATs in smart home environment (i.e. UDP-in-
TCP tunneling). The OpenFlow controller (i.e. NOX) inde-
pendently controls and manages programmatic control of a
slice. It also defines the forwarding logic for a switch (in data
plane) to operate. The experiment analyzed Flowvisor which
enabled high scalability with low latency, showing efficient
load-balancing feedbacks. Future work may include extending
OpenFlow protocol to virtualize multiple resources in the
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proposed scheme: Virtual Device Configuration, Virtual Links,
and Virtual Address Space. Moreover, improvement in trade-
offs among privacy, performance, security, and flexibility can
be future research directions.
SDN technology allows installation and management of
communications and computational resources to develop and
deploy IoT applications. Sieve, Process, Forward (SPF) by
Tortonesi et al. [128], is an extended SDN architecture of
Open Networking Foundation (ONF). The authors use SPF for
information processing, and replacement of data plane with
Dissemination plane (i.e. data forwarding plane), and uses
a novel SPF-Controller, with Programmable IoT Gateways
(PIGs). It uses a solution of data processing (i.e. audio/video
analysis, IoT device discovery, tracking & counting) at the
edge of the network rather than in cloud, which reduces high
bandwidth usage. SPF architecture has three stakeholders:
administrators, service providers, and users. Administrators
deploy, run, and operate SPF controllers along with PIGs,
allowing the service providers to use it. Service providers
develop, deploy, and manage IoT applications. Users may
utilize the SPF applications available to them by installing
its client app on their smart devices. Moreover, critical in-
formation is prioritized by ranking objects (i.e. IoT devices)
using Value of Information (VoI) metrics. Future work may
include extension of SPF-Controller incorporating interesting
functionalities which can extract informations from Twitter,
Facebook, Wechat, etc. through mobile devices of customers
for data analysis purpose. Moreover, improving information
filtering mechanisms of PIGs, utilizing both semantic method-
ologies and complex event processing, can be done.
A real-time 5G Operating Platform proposed by Fichera et
al. [129], is able to manage the heterogeneity and scalability
of a network. A testbed has been presented in this work
for exploiting SDN management capabilities to provide data
delivery paths across different network domains under 5G
communication. The experiment divides the testbed into IoT-
based, cloud-based, and edge networks. To consolidate com-
munication between these environments, an SDN Orchestrator
is designed as an application, running on top of an ONOS
controller. It is implemented within IoT domains and cloud
environment, exploiting network programmability among sen-
sors and Virtualized Functions (VFs), respectively. The real-
time 5G operating platform is interlinked to resource infras-
tructure managers/controllers (i.e. Cloud controller, SDN con-
troller, IoT device manager), lying underneath all the hardware
resources (e.g. SDN switch, gateways). Service Orchestrator
deals with cloud, SDN, and IoT Orchestrator followed by the
respective resource infrastructure manager/controllers. SDN
controller configures routing policies on flow tables for SDN
switch, to enable end-to-end IoT device communication. An
SDN Orchestrator is able to recover congestion events (e.g.
service outages or degradation events) through the traversable
path that has been redirected towards those switches or links
that rely on constant monitoring of throughput data. Cloud,
SDN, and IoT Orchestrator(s) rely on Service Orchestrator.
It is responsible for invocation of services through intent-
based interfaces and infrastructure service abstractions. Exper-
imented results show that redirected operation took less time,
although, packet dropping at congested switch may tend to
degrade the real-time assured services of the proposed scheme.
Conclusion: Most of the SDN-based management solutions
available deal with data distribution data services, topology
management, home network slicing, and resource manage-
ment. Some of the directions which can be further explored
are synchronization & compatibility of IoT devices. APIs for
such services can improve heterogeneity in the IoT ecosystem.
VI. NETWORK FUNCTION VIRTUALIZATION FOR IOT
Network Function Virtualization and SDN are complimen-
tary technologies. They do not require or are dependent on
each other, but rather improve and facilitate each other’s
working. NFV provides a collection of virtual applications
referred to as Virtual Network Functions (VNFs). These can
include processes for deep packet inspection (DPI), routing,
security, and traffic management, which can be combined
to provide network services specialized for IoT. A hybrid
SDN/NFV architecture for IoT, given in Figure 8, shows a
general interaction of SDN and NFV to provision reliable com-
munication and to facilitate IoT platforms. The architecture is
composed of Network Function Virtualization Infrastructure
(NFVI), Virtual Network Functions (VNFs), and Management
and Orchestration (MANO) plane, leveraging each other to
achieve sustainable network virtualization, with uninterrupted
network connectivity, and enforcing efficient packet flow rules
by the SDN controller. Different components of this architec-
ture are detailed below:
Network Function Virtualization Infrastructure: It con-
sists of all of the networking hardware and software resources
required to connect and support carrier network. These re-
sources include operating systems, hypervisors, servers, vir-
tual switches, Virtual Machines (VMs), Virtual Infrastructure
Managers (VIMs), and any other virtual and physical assets
enabling NFV.
Virtual Network Functions: VNF focuses on network
service optimization. It is responsible for managing specific
network function that executes on one or multiple VMs.
These VMs work on top of physical hardware resources (i.e.
switches, router, etc.). Virtual function for routing, firewall,
load balancing, Intrusion Prevention System (IPS), etc. defin-
ing unified policy for virtualized hardware resources is adopted
into a single VNF. In this way, multiple VNFs may be linked
together. This linking can form a service chain managed by
VNF manager and VIM, respectively.
Management and Orchestration Plane: MANO facilitates
connection of services of different modules of NFVI, VNF, and
APIs from the Management Plane, and coordinates with the
respective subcomponents in MANO plane.
• NFV Orchestrator: NFVO works concurrently with
VNFM and VIM, standardizing the functions of virtual
networking and enhancing the interoperability of IoT
devices. It binds together different functions like service
orchestration, coordinating, authorizing, releasing, and
engaging NFVI resources, to build an end-to-end resource
coordinated service in a dispersed NFV environment.
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Fig. 8. A General SDN-IoT Architecture with NFV.
• VNF Manager: All VNF instances are associated with
VNFM. Its operations include initiation, scaling, updating
and/or upgrading, and termination of VNFs.
• Virtual Infrastructure Manager: Network hardware re-
sources like IoT gateways, SDNvSwitches, routers, etc.,
are abstracted through the virtualization layer using VIM.
It keeps allocation inventory of virtual and hardware
resources, and manages VNF forwarding graphs, security
group policies, hardware resources in a multi-domain
environment or optimize them for a specific NFVI en-
vironment.
The rest of the section presents architectural, management,
and security solutions of NFV for IoT.
A. Architectural solutions of NFV for IoT
In this sub-section we review architectural solutions pro-
posed in literature for function virtualization in IoT envi-
ronments. Many of these solutions are hybrid SDN/NFV
solutions, which take advantage of each other’s capabilities.
Li et al. [96] proposes one such architecture following
a top-down approach. It is divided into application layer
(e.g. services like Operation Support System/Business Support
System), control layer (i.e. SDN controller with distributed
operating system), and infrastructure layer (i.e. IoT switches
and gateways). The primary objective is to employ SD &
NFV to meet the IoT challenges, such as heterogeneity,
scalability, security, and interoperability. The proposed SDN-
based IoT architecture with NFV implementation, can provide
a centralized control, and virtualize different IoT services
in healthcare, transport, education, etc. The proposal only
discusses architectural details of how these services may be
realized, and leaves out implementation of methodologies.
The authors intend to study the organization and components
of each part of SDN/NFV-based IoT framework as a future
direction.
Ojo et al. [98] presents an IoT framework based on virtual-
ized elements in an SDN-enabled system. They utilize VNFs
for a number of purposes, which are deployed on SDN/NFV
edge nodes. By using these edge devices the framework is
able to provide services such as, rich user context (location
information), low latency, high bandwidth guarantees, and
rapid IoT device deployment. The MANO plane orchestrates
control of the network infrastructure and the different net-
work functions through respective managers. It also interacts
with the management plane applications to obtain policy
and configuration information, and with SDN controllers for
communication and network services. The overall architecture
is quite similar to the one depicted in Figure 8. The SDN
elements are logically separate from the NFV layers, and some
of the functions of SDN are performed in the NFVI. NFV can
also be used to relocate some of the IoT gateway functionality
into virtual gateways, which will allow greater scalability,
easier mobility management, and faster deployment. Although,
theoretically the models proposed in this work are sound, there
is no implementation or evaluation available to realize the
system. Authors have left it as future direct, which can be
taken by the research community to integrate SDN and NFV
for IoT.
Du et al. [132] focuses on prototyping context-aware for-
warding/processing mechanism that can manage IoT traffic
depending on contextual information. These contextual infor-
mation is distributed from both sensor-layer and application-
layer to mitigate the challenges of IP-based network and IoT
network. These issues are related to scalability, discoverabil-
ity, security, and reliability, mostly due to computation and
battery power limitations. The proposal focuses on software-
defined data plane defining novel services for Mobile Virtual
Network Operators (MVNOs), which offers network services
to customers at low prices by means of obtaining network
services from Mobile Network Operators (MNOs), without
requiring to have their own wireless network infrastructure.
The architecture incorporates programmable MVNO switch
on multi-core processors and IoT gateways with Edison [133]
board. The authors focused at high security and privacy mech-
anism, performance optimization, and value added service in
the IoT-MVNO domain. The MVNO switch collects data from
the sensors (e.g. smart watches, wearable glasses) via IoT
gateways and sends it to the logical service controller for data
processing. Several isolated MVNO networks are associated
with different applications to work simultaneously. The ar-
chitecture uses OpenFlow protocol to communicate between
the MVNO switch and IoT application through southbound
interface. The MVNO switch is built on FLARE [141] testbed
equipped with multi-core network processor. IoT Gateway
software ensures trailer slicing on FLARE platform, serving
functionalities like IoT device discovery and connectivity,
data collection and encapsulation, and context-aware packet
forwarding/processing. The simulation output shows signif-
icantly high rate of data transmission with low bandwidth
and efficient routing. The architecture is also realized as an
effective business model for IoT application based on MVNO
network to make it highly cost-effective. Future plans include
a contextual IoT trailer architecture for a unified IoT platform
on top of current Internet protocols.
Balon et al. [134] proposes a model for robust security and
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TABLE VII
NETWORK FUNCTION VIRTUALIZATION SOLUTIONS FOR IOT NETWORKS.
Literature Objective(s) Solution(s)
Control Plane
Arch.
Controller & Switch Implementation, Evaluation, Benefits Limitation(s)
Jie Li et al.
[96]
© △
Routing, Access control, Security,
Traffic control, Virtualization.
SDN-based IoT framework with NFV
implementation.
Centralized
SDN controller &
switches with IoT
gateways.
Distributed OS.
Performance, scalability, availability, and security
are enhanced due to virtualization.
Limited to the study of
general SDN & NFV
architecture.
Ojo et al.
[98]
© △
Interoperability, Device discovery,
Scalability, Security, Efficiency and
management flexibility.
Application specific requirement
provisioning.
An SDN-IoT architecture with NFV
implementation.
-
SDN controller
Virtualized IoT
gateways
Enhanced performance & management of
hardware, software, & virtual resources.
Device discovery with enhanced connectivity.
Scalability issues still persists
due to overloading of data
traffic.
Batalle et al.
[131]
⋆
Efficient routing.
Cost effective deployment.
Resolves CAPEX issues in IoT. Centralized SDN controller
Efficient inter-domain routing.
Less connected & deployed devices, hence
cost-effective.
Latency
Du et al.
[132]
© △
Security & privacy.
Cost effective & cheaper IoT &
MVNO.
Value-added services for MVNOs.
Multi-MVNO networks.
Context-aware processing/forwarding of
IoT traffic.
Contextual info. recvd. from
sensor-layer and application-layer.
Bridges gap between IP & IoT
network, using SDN and NFV.
Centralized
Central service
controller.
IoT gateways.
MVNO switch.
IoT framework deployable in current Internet.
Cost effective business model for MVNO use in
IoT.
Programmable MVNO IoT gateways (using
Edison [133] board).
Trailer-slicing for IoT networks.
Proposed arch. may not
become a unified IoT
platform.
Balon et al.
[134]
⋆ △
Costs effective.
Study cost-benefit analysis of
MVNO, MNO, & security measures.
MVNO based arch. evolution and
economic stakes.
- -
Business model suggesting sharing of info among
operators to reduce cost.
Limited to business model.
No implementation.
Vilalta et al.
[135]
© ⋆
Low cost IoT.
Enhanced scalability &
interoperability.
An SDN/NFV-enabled edge node,
which orchestrates end-to-end SDN IoT
services.
Distributed
SDN controller
IoT gateways
OF-switches
ODL & OpenStack Nova/Havanna service
controller.
GMPLS controlled optical network.
Multi domain network architecture.
Optimized packet response time.
Not a unified IoT platform.
Salman et al.
[136]
© △
High level management capabilities.
Low latency & Heterogeneity.
Mobility using fog computing.
Edge computing enabling the IoT. Distributed
ODL, Onix & ONOS
controllers
SD Fog gateways
SD-MEC WHAT IS
MEC HERE?
OF-switches
Supports multiple identification and comm.
technologies.
Multiple SD fog gateways ensure interoperability.
Centralization leading to security enhancement to
some extent.HOW IS IT CENTRALIZED?
Ensures fine-grained flow services using
FlowVisor or OpenVirtex.
Scalability.
Infrastructure enhancements
exposed to third party
causing security
vulnerabilities.
Maksymuk
et al. [137]
© ⋆
Scalability.
Efficient interoperability & traffic
engineering.
Framework for monitor IoT devices in
SD 5G networks.
Centralized SDN controllers
Architecture based on independent IoT system &
shared by multiple MNO.
Upgraded MNO parameters to include carrier
freq., node velocity, cell ID, etc.
use of MQTT to customize monitoring system.
Low traffic overhead.
Not a unified IoT platform.
Third party service
involvement may cause
security threats.
Zhang et al.
[138]
⋆
Efficiency & Scalability.
Dynamic manipulation of packets using
NFs in docker container.
Distributed SDN controller
NF-Lib facilitates fast deployment of NFs.
Improved scalability.
Third party library functions
may pose to security threats.
Massonet
et al. [139]
△
Enhance security. NFV/SFC approach. WHAT IS SFC? Distributed SDN controller
Integrated federated agent in IoT network
controller & gateway.
Security VNF within the federated IoT-cloud.
Limited to architecture
design only.
Implementation and
evaluation left for future
work.
Al-Shaboti
et al. [140]
△
Enhanced security & latency.
IPv4 NFV-based ARP server providing
security against ARP spoofing &
network scanning.
Centralized Ryu controller
NFV dispatcher for packet inspection.
Secure ARP operations through NFV-based ARP
server.
Not dependent on mapping between the host &
the port.
Both WiFi & Ethernet port is usable
simultaneously.
Reduces packet processing delay.
Focus only ARP attacks.
IPv6 for IoT is not
considered.
© ⋆ and △ represent architecture, management and security based solutions respectively.
network performance management. They show a usecase to
build a private virtualized MVNO, which can easily be ex-
panded and scaled for high volume traffic and number of user.
They also discuss the different components and enablers of
MVNO networks and provide a cost-benefit analysis of using
MVNO. However, the paper only discusses architecture and
market analysis, but does not give details on implementation
using the MNO services.
Vilalta et al. [135] proposes an SDN-based NFV edge node.
The proposed edge node adopts OpenFlow-enabled switch,
controlled by edge SDN controller. It also provides storage re-
sources, and computing services via edge cloud/fog controller.
The OpenStack Nova handles the NFV framework through the
Cloud/Fog Network orchestrator, which has two different or-
chestrators running below it: (i) Cloud/Fog orchestrator, which
deals with the edge cloud & metro controllers, and (ii) Multi-
domain SDN orchestrator, which deals with edge SDN & DC
SDN controllers. This entire orchestration consolidates NFV
and SDN together to provide seamless network connectivity
between deployed VMs to virtual switch at the edge node
or in DC. The IoT gateway acts as the client which requests
computing and storage services to the SDN/NFV edge node.
Multi-domain SDN orchestrator simulates OpenDayLight and
OpenStack Nova to provide end-to-end network services.
Eventually, data from IoT gateway flows to the processing
resources, which are located in the proposed SDN/NFV edge
node. The proposed approach is only limited to the edge nodes
and DC. The packet response time is considerably low between
the IoT Gateway and edge node VM or core DC VM, which
optimized the edge resource usage.
Another similar approach towards edge networking is done
by Salman et al. [136] that presents a fog computing archi-
tecture termed as Software-Defined Mobile Edge Computing
(SD-MEC) for integrating Mobile Edge Computing (MEC)
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with IoT, SDN, and NFV. SD-MEC is a four-layer architecture
that includes an application layer, a control layer, a device
layer and a network layer. All of these layers initiate different
tasks for the orchestration of the proposed fog services. In
this framework, Software Defined Function (SDF) Gateway
plays an essential role. It acts as an inter-operator between the
various communication protocols and heterogeneous networks,
presenting high management capability, rendered from the
SDN features, and also offering heterogeneity abstraction, low
latency, and mobility support from the fog devices. Applying
the NFV features further facilitates management at network
level required in the MEC platforms. However, this work only
gives conceptual information regarding Fog architectures and
for a specific use case scenario. The real time implementation
and performance evaluation to ensure the effectiveness of the
architecture proposed, is reserved for future work.
Conclusion: The works presented in this section are mainly
architectures only, focusing on scalability of IoT networks and
reduction in processing/communication overhead. Implemen-
tation and evaluation are two key elements missing from these
solutions. Similarly, coupling of SDN and synchronization of
different VFs with orchestrator and control layer could lead to
improvement in deployment of VNFs in IoT.
B. Management of IoT using NFV
This sub-section reviews management specific literature
for function virtualization in IoT environments. Some of the
solutions uses SDN technology besides NFV.
Batalle et al. [131] integrates NFV and SDN to reduce cost
in IoT, where centralized controller is responsible for routing
which has a global view of the network. This work presents
a novel design of a virtualized routing protocol using NFV
infrastructure. It simply manages and reduces signaling over-
head, particularly when inter-domain routing is required. The
NFV implementation for virtualization of the routing function
is done over an OpenFlow network. It aims to also reduce
the number of connected and deployed devices, hence will
reduce the cost as well. Just like OpenFlow, packet is inspected
and if required, it is sent to the Floodlight controller which
then takes decision after inspecting whether packet belongs to
IPv4 or IPv6. Proposed solution is implemented using GEANT
[142], that offers infrastructure to emulate OpenFlow-based
SDN solutions. As the amount of communication increases,
the proposed solution is able to reduce the number of flow
entries by 50%, which improves performance and scalability.
But to improve the robustness of the virtualized function, more
evaluation are expected. The experiment leads to a number
of open research questions, starting from implementation of
dynamic routing protocols in the virtualized host, to different
routing policy optimization.
Maksymyuk et al. [137] adopts IoT-based network moni-
toring framework to manage the performance of 5G heteroge-
neous networks under different conditions. In this architecture,
Radio Access Network functionalities are virtualized using
NFV to simplify load balancing and spectrum allocation. On
the other hand, the centralized intelligence of SDN controller
is used to implement interference aware spectrum allocation.
This allows better load balancing of smaller cells and manages
user’s mobility. This proposed framework has two main ad-
vantages. Firstly, only relevant data will be subscribed by each
network operator that can improve the existing monitoring
system. It also supports multiple Mobile Network Operators
(MNOs). Secondly, the small size of transmittable data block
generates less traffic overhead.
Zhang et al. [138] proposes an extension to OpenNetVM us-
ing Network Function (NF) management module that manages
on-demand NFs in lightweight Docker containers. This is to
facilitate various service providers, leveraging startup duration
and memory consumption of CPUs. OpenNetVM supports
flexible and high performance NFV architecture for a smart
IoT platform, enabling increased interoperability among NFs.
NF management module is an efficient and scalable packet
processing architecture that enables dynamic manipulation of
packets using service chains. The simulation result shows
significantly high rate of throughput for packet transmission
leveraging Data Development Kit (DPDK) [143] to improve
performance I/O. This creates scope to render complex soft-
ware based services for deep analysis within the network
and data centers. This work may also remove the limitation
of managing large volumes of IoT devices to some extent.
However, on-demand NF deployment is limited to CPU cores.
Conclusion: In all the efforts mentioned in this subsection,
third party services are involved to manage and facilitate the
network topology. Usage of SDN controllers may also include
management services from vendor specific organizations. Re-
search community may work on developing SDN/NFV-based
advanced real-time applications to manage and orchestrate IoT
nodes in the context of knowledge-based 5G mobile networks.
C. NFV-based Security solutions for IoT
This sub-section presents different security solutions, which
use NFV to implement security in IoT.
Massonet et al. [139] proposes an extended federated cloud
networking architecture for edge networks and connected
IoT device security. The security solution utilizes lightweight
virtual functions and Service Function Chaining (SFC). The
IoT gateways in the edge networks are responsible for im-
plementing global security policy, by creating a chain of
VFs for different purposes, such as, firewall and intrusion
detection. They monitor the IoT devices for vulnerabilities
and attacks, and isolate the device if it is detected. SFC is
also responsible for flow management within the IoT network
and with the federated cloud, which requires the cloud and
IoT platforms to have appropriate infrastructure to support
it. This is achieved by implementing a federation agent at
IoT controller or gateway level. The communication itself is
done using REST API. The federated network manager sends
configuration information to IoT network Controller, which
is then forwarded to gateways for implementation. Finally,
the network controller exchanges information with the IoT
proxy, which helps manage the data plane using OpenFlow
protocol. To secure the IoT-Cloud network slices, a module is
implemented inside the IoT network controller. Future work
may incorporate enhancing scalability among IoT devices, and
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algorithms to preserve strong security & privacy in the edge
IoT network.
Al-Shaboti et al. [140] proposes novel IPv4 address reso-
lution protocol (ARP) server providing NFV security service
to defend against ARP spoofing attack, and network scanning.
The work also proposes an SDN-based architecture for en-
forcing network static and dynamic access control of smart
home IoT. All ARP requests pass through a virtualized trusted
entity called ARP server. It is able to secure all ARP oper-
ations, eliminating the ARP broadcast messages, and easily
legitimates ARP spoofing through ARP proxy by configuring
the ARP server. The work resolves packet processing delay
problem using high-speed packet processing technology. Such
technologies include deep packet inspection (DPI), multi-core
processor, carrier-grade operating system with Linux, and vir-
tualization enabling the sharing of cores between applications.
Only NFV-IoT related contribution is focused here. The design
architecture includes local components like data plane, NFV
dispatcher, and local security services. Security agent, as one
of remote components, takes input from user control plane,
IoT policy manager, security services, and configures the
SDN (Ryu) controller to enforce the corresponding network
access control rules. NFV dispatcher receives all mirrored
packets relaying from mirror port. Then forwards them to the
corresponding security service based on the dispatcher list.
Security agents extracts related information to direct security
services for each flow. Based on the examination, security
decisions/alerts are generated. IPv4 ARP server validation
shows that it can protect ARP spoofing, and corresponding
data plane deployment kit (DPDK) implementation performs
well for the smart home IoT network. Future work will extend
incorporating intrusion detection and prevention system into
this architecture, and include IPv6 as a key enabler for IoTs.
Conclusion: NFV or SDN domains have different elements,
applications, orchestration managers, virtual functions, com-
munication APIs, etc. A malicious or compromised element
in any of them may have serious effects on the whole system.
For example, a malicious VNF by a compromised software
vendor, a compromised hypervisor, or MANO component,
could harm the entire network domain. If these elements are
well secured than integrity, confidentiality, availability, access
control, and accountability can be well preserved. Research
work on access control & packet inspection mechanisms,
needs further investigation, specially for resource constrained
IoT devices.
VII. SOFTWARE-DEFINED INTERNET OF THINGS (SDIOT)
In this work we classify SDN-based IoT solutions and
SDIoT solutions as two separate categories, with different
scopes. SDIoT extends the Software-Defined (SD) approach
to collect and aggregate data from network devices, sensor
platforms, and cloud platforms. It uses sensing applications to
provide standard API services for data acquisition, transmis-
sion, and processing. The SDN technology provides packet
flow configuration for network devices enhancing network
connectivity, hence SDN-based IoT is limited to network
layer virtualization. NFV implementation extends the network
connectivity and security. The basic idea is to virtualize key
NFs, and place them on commodity servers. Next step is
to connect them via a flexible SD infrastructure managed
through a unified orchestration system. For optimization, ser-
vice provisioning, scalability, performance enhancement, and
rapid deployment, the whole IoT ecosystem can be virtualized
by SD paradigm. Hence, SDIoT solutions are not limited for
a specific layer, but ranges from device up to application.
The difference between SDN-based IoT architecture (Fig-
ure 9a) is very subtle but significant as compared to those of
SDIoT (Figure 9b). Control layer is improved by customizing
more domain-specific SD-controllers, each executing specific
tasks within SDIoT architecture. This reduces the burden
on single controller. The control layer is extended not only
horizontally, but also vertically. Hence, the function virtualiza-
tion orchestrator becomes an integrated part of control layer.
Protocols/APIs for SDIoT framework varies upon the nature
of communication, and the type of IoT devices connected to
it. A widely used OpenFlow protocol already exists to com-
municate between SD-controller and OF-switch, but it needs
to extend it’s capabilities to communicate with IoT devices
beyond virtual switches. Application and management layer
communicates with the connectivity layer through the NBI.
This layer can also have a management specific framework,
which can enforce different policies through the programmable
interface for SD-controllers to execute. This framework can
also enable different virtual functions at different layers of
SDIoT network for groups of different nodes. SD-controllers
enforce different policies. Enforcement of these policies is
pushed through virtual functions from multiple controllers. For
example, SD-Security and SD-Management controller enforce
security policies and management related policies, respec-
tively. OpenStack controller orchestrates network slicing. SDN
controller configures OF-switch to install data flows, best
routing paths, and network control. More controllers can be
assigned based on the nature of network management objec-
tives and network performance. Orchestrator is responsible
for configuring different SD-controllers on-demand, not only
along the horizontal control plane but also vertically. SDIoT
controller enforces IoT device specific management rules. It
works in collaboration with the orchestrator and other SD-
controllers to enhance the communication of perception layer
with the control layer via connectivity layer. It eventually
enables seamless end-to-end IoT device communication in an
SDIoT environment.
The following sub-sections present different architectural,
management, and security solutions exploiting different SD-
controllers. Table VIII summarizes & categorizes SDIoT ar-
chitecture, management, and security related literature.
A. Architecture Solutions
This section discusses SDIoT architectural solutions, using
multiple controllers for providing different services. Remote
configuration of networks and efficient data retrieval has been
one of the core challenges of big data analytics for smart cities.
Few efforts have been done to use SD and IoT potential to
counter these issues.
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Fig. 9. Difference between SDN-based IoT & SDIoT architectures. Left
figure shows the generic SDN based IoT framework, while right side shows
a complete software define IoT design.
Din et al. [144] proposes an SDIoT architecture, which
consists of data collection & management controller. The
data passes through Data Processing Layer, Data Management
Layer, and Application Layer. The architecture uses multiple
SD-controllers/SD-gateways. Data is collected through a novel
data collection algorithm, from various IoT-enabled embedded
devices. The aggregated data, via various Aggregator Points
(i.e. Zone, Local, and Global), is passed on to Data Pro-
cessing & Management layers, for real-time data processing
and extraction. Since IoT devices generates large volumes of
data, the proposed system utilizes Hadoop Distributed File
System for data storage & manipulation purpose. The work
contributes by inserting a novel data processing algorithm
setting threshold limit values for every data set. The work
also uses Information Centric Network [145] and Named
Data Network [146] potentials to fulfill its requirements.
The simulation result shows promising aspects. HDFS works
significantly well analyzing data with high throughput and less
processing time, even though the throughput and processing
time may still be improved using cluster based Hadoop system
with efficient scheduling mechanisms.
Liu et al. [147] proposes an SDIoT architecture to separate
smart urban sensing applications from the existing physical
infrastructure, because most of the underlying network element
(e.g. sensor nodes) are not SDN-enabled. The control logic of
these devices is encapsulated in hardware. The authors divide
the entire framework into three layers, i.e. physical infras-
tructure layer (sensors, smart phones,gateways,etc.), control
layer (SD controllers), and application layer (IoT applications).
SD controllers are used to manage specific configuration for
each hardware resource and provide interface to standard API
services for data manipulation. Each of these controllers can
be replicated to enhance its robustness and can be physically
placed anywhere for resource usage optimization. Basically,
data is first aggregated in the sensor platform and passed on to
the network infrastructure to calculate the best routing path for
end-to-end IoT device data transmission, using SDN-enabled
networks. Every sensor platform in SDIoT architecture is
facilitated with more than one sensors of similar or different
types and shared by many applications. Sensor controller
has the global view of the underlying physical infrastructure
and capable of activating/deactivating sensors dynamically.The
forwarding devices are OpenFlow-enabled and programmable,
and the SDN controllers are responsible for scheduling packet
flow tables for forwarding devices, and smart traffic steering.
Hence, optimizing network resource usage. On the other hand,
cloud platform allows urban sensing data to be stored and
processed. Cloud controller monitors and maps the underlying
server resource pools. Although the architectural design is
supported with case studies and qualitative investigations only,
it shows promising possibilities to improve network resource
utilization as well as dynamic data optimization, processing,
and transmission. Future work may focus on controller inter-
communication and resource utilization.
By applying the fundamental SD features like centraliza-
tion, virtualization, optimization, another similar approach
is taken by Xu et al. [148]. They proposed an IoT-based
software defined Smart Home (SDSH). It supports openness,
virtualization, and centralization, integrating the heterogeneous
network devices in smart home domain. The entire platform
has been divided into three main layers namely controller
layer, intelligent hardware layer, and external service layer.
The controller acts as a management layer providing com-
patibility and API support to different smart devices and
third party services, respectively. The APIs through the SDN
controllers from the control layer handle the communication
and interaction between the peripheral IoT devices. These
APIs are also responsible for IoT device registration based
on their specifications. The architecture also uses virtualization
technology to maintain uniform virtual abstraction of hardware
computing, storage, and network resources of the whole smart
home ecosystem. In addition, it uses virtual network function
for access control mechanisms, firewall, load balancing, etc.
The literature only reviews key technologies and challenges
of SDSH. Although the overall architecture shows promising
aspects, simulation or real-time experiment should be carried
out in the future to prove effectiveness of the solution.
Hu et al. [149] proposes a dynamic controllable solution for
Software Defined Industrial IoT (SDIIoT) with SDN features
in it. The solution emphasizes on application specific holistic
performance approach of network nodes like field devices,
gateways, and sensor cloud in respect to connectivity and
interoperability. The proposed architecture has three different
network building blocks: IIoT sensor cloud, IIoT gateway,
and IIoT field device. The control plane is responsible for
configuring these network nodes, and uses different controllers
for it. QoS controller enforces QoS policies for the network
backbone and field WSN. Network controller handles topology
management and data updates. Timeliness is dealt by the data
synchronization controller, and security controller enforces
security schemes for these network nodes. An additional
Data Manger module provides data management services,
and control module implements control plane functions. The
authors uses Floodlight controller for configuring open virtual
switch via IIoT gateway for best routing paths during real-time
data transmission, then compare their results with Amazon
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AWS and sensor cloud server. They show that latency can
be reduced by 30% to 38%. Moreover, system is reliable
and success rate is 100% because of QoS mechanism in
CoAP protocols. Future work can explore and exploit the
SDIIoT from big data perspective employing problem specific
networking techniques.
Wan et al. [150] proposes a Software-Defined Industrial
Internet of Things (SDIIoT) architecture utilizing SDN tech-
nology and industrial cloud. The architecture consists of three
layers. Physical layer consists of various kinds of hardware de-
vices such as sensor, gateway, switch, router, etc. Control layer
manages the physical infrastructure underlying it. It includes
SD-controller and SDN controller for processing specific tasks
and configure the switches/gateways within its network via
SBI. NBI allows applications from the application layer to
implement decisions on SD-Controllers based on industry en-
terprise needs. Application layer also provides different kinds
of APIs to monitor equipment fault and usage, and product
processing. The proposed SDIIoT architecture also provide
three major services: data collection, data transmission, and
data processing. Data collection is processed through the
application layer APIs, where data sensed is transmitted either
via wireless or wired networks. Data processing occurs simul-
taneously to process one or multiple IoT devices. Decision
making is autonomous while the data processing is software
defined. As the system would deal with large scale big data, the
SDIIoT service mechanisms require high-quality data process
mechanisms/algorithms, which the authors aim to develop in
future. The authors also provides security suggestions related
to illegal access, vulnerabilities caused due to IoT device
mobility and large number of sensor/IoT nodes, which are
potential directions for research community.
Conclusion: The contributions in this sub-section include
IoT/IIoT concepts with SD features. The solutions mainly
focused on incorporating APIs in the application layer to en-
force decision rules on SD-Controllers and to exploit network
virtualization features, eventually providing global view of
IoT nodes beyond virtual switches. Future work may focus
on integration of VFs specialized for different controllers and
their distributed placement in the network. Moreover, the dis-
tribution of different controllers in the networks may improve
performance and reduce the communication latency with IoT
devices. In this regard, inter controller communication may
also require further improvement and standardization.
B. Management Solutions
Managing and configuring a diverse range of IoT devices
can be a challenging task. In order to reap benefits of net-
work programmability and efficient resource utilizations a few
works have focused on SD-IoT management solutions.
The work done by Nastic et al. [151] applies SD in IoT,
where they try to abstract the IoT resources in cloud by
encapsulating them in software defined APIs. The proposed
system directly interacts with the underlying physical IoT
infrastructure. The main component in the system is the SD-
gateway which implements predefined algorithms specified
for tracking vehicles utilizing cloud. The objectives are to
provision configuration, access, and operation of IoT cloud
systems for a unified view. The authors use a vehicle fleet
management system as a usecase. The architecture presents
fundamental building blocks of SDIoT cloud systems by
automating provisioning processes and supporting configura-
tion models, eventually trying to make simple and flexible
customization for IoT cloud for operation managers. On the
other hand, exchange of raw IoT data in cloud needs a lot
of computational resources and bandwidth. The future plan is
to consider techniques and mechanisms to support runtime
governance of SDIoT systems, enable SDIoT to optimize
resource usage of edge networking, and allowing policy based
automation of security and data-quality of SDIoT systems.
Kathiravelu et al. [152] proposes an architecture for Soft-
ware Defined Building (SDB) [157], using smart clusters.
This enables communication among IoT appliances within a
multi-building campus. SDB is a platform to enhance the pro-
grammability and re-usability of IoT appliances. It also uses
Software Defined Sensor Network [13] to manage commu-
nication mechanisms between sensors & IoT appliances, and
system policy implementation. The prototype CASSOWARY
is partially Software Defined because it works on top of
traditional SDN environment. It has a two layer architecture.
Network layer has control and data plane, whereas, appliance
layer manages the integration of smart appliances. The ad-
dition of IoT device SD-Controllers to the SDN controller,
allows fast response to dynamic changes. Sensors and IoT
nodes are connected to the SDN-enabled switches in the data
plane. Different controllers deployed are physically distributed
in a cluster, which avoids a single point of failure. The message
broker in the control plane assists SDN controller to distribute
flow information and orchestrate the smart appliances and
sensors. A full scale deployment over real world scenario is
complex and authors have left it for future. This may also
include energy efficient and access control mechanisms for
different smart devices.
Instead of using completely centralized controllers in the
IoT based urban mobile networks, Wu et al. [153] introduces
a distributed overlay structure to support ubiquitous mobil-
ity management and dynamic flow control where the entire
SDIoT network topology is divided into different geographic
chunks or clusters. Using a distributed hashing algorithm, each
controller is assigned to a single IoT platform to solve the
scalability problem. The authors focus on logical centralization
of controllers while they are physically placed at different loca-
tions. An orchestration controller is used to communicate with
local controllers. All controllers are OpenFlow compatible,
coordinating with the mobility management of each mobile
sensor platform. As the mobile sensor platform finds the
gateway managed by one of new local controllers on the move,
it sends the event details to the orchestration controller. It then
coordinates with the initial/original controller and the local
new controller, to provide smooth handover mechanism. The
authors emphasize that this process of mobility management
supports SDIoT paradigm. Moreover, a unique distributed
protocol is used among these controllers independently to
handle the single point of failure. However, for backbone
network, further provisioning of flow-scheduling optimization
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TABLE VIII
SOFTWARE DEFINED IOT SOLUTIONS AND THEIR CLASSIFICATION.
Literature &
Classification
Objective(s) Solution
* Control Plane
Architecture
Benefit(s) Limitation(s) / Future Work
Din et al.
[144]
Architecture
Data sensing,
collection, &
processing.
Scalability &
availability.
SDIoT architecture to
analyze data of smart cities.
Distributed
Uses a Hadoop ecosystem for load
balancing.
Data collection done using SDN and
NDN.
Complex scheduling algos
needed for cluster based
Hadoop systems.
Liu et al.
[147]
Architecture
Sensing &
robustness
SDIoT architecture for smart
urban sensing.
Distributed
Dynamic data optimization,
processing, and transmission.
Multiple application
configuration persists on shared
sensor platform.
Xu et al. [148]
Architecture
Scalability,
Mobility,
Openness.
Smart Home IoT device
integration with with
SDN-based services.
Centralized
Virtualization to simplify
heterogeneity & complexity of diff.
SDSH protocols.
Architectural design only. No
implementation or evaluation.
Hu et al. [149]
Architecture
Reliability,
scalability,
security, & QoS.
SD-IIoT architecture to
manage data exchange and
delay.
Distributed
(FloodLight)
Application specific approach for
node performance, connectivity, &
interoperability.
Focus on network controllability:
processing, queuing, transmission,
and delays.
Optimization for more than 10
parallel connections not
possible.
Wan et al.
[150]
Architecture
Reliability,
standardization,
& security.
SD-IIoT architecture for
seamless data processing.
Distributed
SD-data collection,transmission, &
processing mechanisms.
Provides solution for: illegal access,
and vulnerabilities caused by IoT
device mobility, & large crowds of
IoT nodes.
Limited evaluation of the
proposed solution.
Nastic et al.
[151]
Management
Configuration,
operation, and
access control of
cloud system.
Fleet management system
using SDIoT cloud.
Distributed
Overall resource usage optimization.
Elastic policy based configuration.
Cost awareness.
Limited implementation &
evaluation.
Research on run-time SDIoT
governance, & edge network
resource usage required.
Kathiravelu
et al. [152]
Management
Sensing,
security, &
scalability.
A middleware solution for
context-aware smart
buildings using SD WSN.
Centralized
Avoids single point of failure.
Fast response to dynamic changes.
Prototype is limited to single
building.
Wu et al.
[153]
Management
Scalability &
reliability.
Mobility.
Distributed overlay structure
to support mobility
management, and dynamic
flow control.
Distributed
(FloodLight)
Mobility management, Handover
optimization, and Distributed
control.
Flow-scheduling optimization
issues concerning backbone
network.
Jararweh et al.
[154]
Management
Scalability,
Heterogeneity,
Agile, &
Inexpensive.
SD solution for IoT to
forward, store, & secure data.
Distributed
(Multiple SDN
controllers)
Multiple SD application modules to
facilitate IoT network.
Architectural design only. No
implementation or evaluation.
Salman et al.
[155]
Security
Security, Privacy,
& Connectivity.
Security solution for SDIoT
utilizing SDN & NFV
technologies.
Distributed
Slicing techniques.
Cloud based edge computing.
Low latency, high throughput &
scalability with location awareness.
Inter-access controller
connectivity challenges.
Darabesh
et al. [156]
Security
Enhanced
security and
reduced cost of
security cost
operations.
SD-security solution. Centralized
Virtualized SD-security elements:
host, switch, and controller.
Context-aware security solution.
Supports security component
configuration.
Traffic overhead optimization
challenges.
* Literature either does not mention any controller or assumes generic controller.
is considered as future work.
To address the needs of heterogeneous nature of IoT
applications and objects, Jararweh et al. [154] proposes a
comprehensive SDIoT framework, to provide an improvement
over IoT management layer. This model enhances several
important aspects like security, storage, and traffic forwarding.
It has three main components. First, physical layer deals with
all physical devices like sensors, servers, switches/routers and
security hardware. Second, control layer is the core of the
proposed prototype to manage and coordinate among different
SD-controllers, i.e. IoT controllers, SDN controllers, SDStore
controllers, and SDSec controllers to abstract the manage-
ment and control operations from the underlying physical
infrastructure. Each of these SD-controllers run specific tasks
in the control layer. Third, application layer through NBIs
combines fine-grained user applications to facilitate access
control and data storage mechanisms. The administrator is
able to configure them through the Eastbound Interface and
the inter-controller communication may occur using the West-
bound APIs. Additional controllers can be added to tackle
sophisticated load balancing and inconsistency issues and
to deliver fast response time for many requests within the
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network. The authors in this prototype only exploit the ideas
of SDN, SDStore, and SDSec to build the architecture but
these SD-controllers’ detail functional elements is planned to
be developed in the future.
Conclusion: Most of the research contributions mainly
focus on extending APIs in the application layer to enforce
decision rules on SD-Controllers, SD-gateways, and to ex-
ploit network virtualization features. However, in presence of
multi-vendor solutions at application, control, and data layers,
standardization for communication interfaces (NBI) becomes
very critical. Moreover, functionalities specific to IoT devices
should also be part of overall management architecture such
as mobility and resource management, etc.
C. Security Solutions
Enforcing policies for security and access control in large
scale networks, can be made easier by programmable in-
terfaces. An efficient solution can be defined by adding a
dedicated security controller in the SD infrastructure for IoT
network. Below we discuss solutions, which have focused on
a similar concept.
Salman et al. [155] discusses the IoT requirements in terms
of security and privacy. In addition, an IoT Software Defined
security framework is proposed where software defined and
virtual function technologies are used for virtualization, and
further slicing techniques are used for isolation of the network,
blended along with Mobile Edge Computing (MEC). They
provide cloud based edge computing services at the users
proximity, which gives valuable benefits such as location
awareness, low latency, augmented reality, high throughput
& scalability, etc. The architecture consists of six layers.
There are two types of controllers. Core controller acts as a
global network OS, while access controller provides a dynamic
control model to support IoT device communication. They are
located in the core network and access network, respectively.
The devices in the data plane are connected with access
points. Each IoT device after registration is provided with
initial credentials, and assigned a security level depending
on it’s capabilities (computation, storage, energy), which af-
fects its authentication. The scheme has Authentication and
Authorization Delegation requests passing through different
layers based upon IoT device type. IoT devices are also
tested using the Automated Validation of Internet Security
Protocols and Applications (AVISPA) tool, which uses High
Level Protocols Specification Language (HLPSL), a high-
level role-based language for security protocol description.
Authors have evaluated against only few back-end attack
modules to test the security goals. As the overall system is
very complex, the evaluation is limited. Future work on inter-
controller connectivity and seamless integration of modules
may enhance the system.
Darabseh et al. [156] addresses the challenges of providing
multiple levels of protection and efficiency in an SD environ-
ment. They propose a centralized yet flexible security solution
by abstracting the security mechanisms from the hardware to a
software layer, providing virtualized testbed environment for
Software Defined Security (SDSec) systems, grouped under
Software Defined System (SDSys). The system is software
defined because the SDSec Controller (i.e. software-based
POX controller) has the ability to manage diverse data place
resources regardless of their vendors. The framework uses
Mininet simulator to create a virtual environment for emulating
different forms of SDSec policies and test their performance
under different scenarios. The core customized components
are SDSec Host, SDSec Switch, and SDSec Controller. The
framework uses Catbird [158] for policy deployment on hard-
ware assets. It is completely software-based, and unrestricted
to hardware, easy to scale, and can adapt it to new changes.
It is able to create on-demand new VMs, without the need
for manual intervention. Hence, SDSec imports Catbird into
its security framework to virtualize the security functions, and
to increase the discoverability of the problems and abnormal
actions & activities. The authors aim to extend the SDSecurity
by developing a distributed controller which may reduce the
overhead and enhance performance. More security controls
inside each SD controller can be further added in future.
Conclusion: The solution presented here mainly focused
on preventing DDoS attacks, access & congestion control
mechanisms, and slicing techniques. Future work may include
developing APIs that may interact simultaneously through the
NBI, SBI, and E/WBI, in order to enforce security decisions
& rules to the SD controllers/gateways. It may also be able
to exploit network virtualization features to assign VNFs for
preventing different threat vectors. The solutions should be
able to defend against a wide range of threats, providing global
view of IoT nodes beyond virtual switches.
VIII. FUTURE RESEARCH DIRECTIONS
The fundamental objective of this article is to collect,
categorize, and analyze different software defined and virtual
function solutions for Internet of Things. From this analysis,
we have identified key challenges and possible research di-
rections in this domain. The summaries of these are given
at the end of each sub-section in the paper, however, in this
section, we elaborate them in greater depth. The success of
SDIoT requires improvement in different layers of the overall
system, hence we classify them accordingly.
Application Layer: This is the top most layer, and
mainly responsible for user/administrator interaction, and other
generic application models for enforcing and configuring dif-
ferent policies in lower structure. Some of the core research
directions are as follows:
• In past SDN applications have been written specific to
certain functionalities and only for specific controllers.
This creates a major bottleneck as there is no standardized
application development framework available. Such a
framework will be highly beneficial for both research
community to build test applications and also for industry
in rapid deployment of SD-IoT networks.
• Similarly existing controllers mostly use REST API
for communication with application layer. Unlike SBI
there has been little to no effort in standardizing NBI.
This effort will certainly be an important step towards
widespread adoption and development. An important re-
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search element in this regard is to allow diversified ap-
plication and controller capabilities. As applications and
controllers are both specific to different functionalities
in SD-IoT framework, hence the standardized NBI must
be flexible enough to accommodate different types of
communications.
• Most of the focus with regards to security has been on
flow security and attacks on networks. Hence security pol-
icy enforcement has been extensively studied. However,
security of application modules is also as important as
the prior. A compromised application module can mis-
configure and severely compromise an whole SD-IoT
ecosystem.
Control Layer: This is the main focus area of SD-IoT and
will require major research and contribution efforts. It is not
possible to list all potential directions, hence, we list the major
concerns for control layer in SD-IoT.
• Communication among different elements of control layer
is an important aspect. In traditional software defined net-
work, the controllers independently controlled a domain,
and those in hierarchy would use proprietary methods
of inter-controller communication. However, in SD-IoT
there are multiple types of controllers for some domain,
which rely on each other for complete working. In ad-
dition, the control layer may use multi-vendor solutions,
hence a standardized interface is an important research
direction. Communication with other domains controller
may also be investigated for efficient & optimized com-
munication. [159] did an interesting work in this regard,
which may be a starting point.
• In traditional SDN, single point of failure of control
layer is avoided by back-up controller. However, due
to diversity in SD-IoT controllers, having a back-up
controller of each controller may require investigation
for deployment costs and complexity. This also impacts
scalability, hence more novel architecture for controller
redundancy may provide better solutions.
• SBI is a major element of control layer. OF has been
a defacto interface for network controller to data plane
communication. In light of diverse SD controllers, suit-
ability of OF may need reevaluation. SBI which can
effectively work for all types of controllers and devices
will be another interesting direction. At the same time,
the SBI should be able to reach IoT devices beyond
vSwitches. OF does not connect hosts, but only allows
flow installation on switches. In an IoT networks the
mobile devices and AP may also need configuration and
other policy enforcements. This requires enhancements to
OF or new SBIs which can reach beyond vSwitches.
• Efficient use of network function virtualization is also
a key research direction. Function chaining for various
controller processes may enhance the performance, and
allow better control in network. As the vertical control
layer implements VNFs, their orchestration with the hor-
izontal controllers is also an open research challenge.
• In addition to other control layer challenges, security of
control layers itself, its elements, and communication is
extremely important. The security controllers should not
only focus on security of data plane and network devices,
but should also ensure logical element security. Research
in this direction will have a major impact on SD-IoT
networks.
Controller perspectives: Controller Perspective: SD-IoT
will consist of a number of controllers designed for specific
operations. This will allow a number of research directions to
be explored.
• Placement of a controller or other control layer elements
is a less researched area, mainly due to a single network
controller. In SD-IoT networks, the number of controllers
and topological structure of IoT devices may require a
more close look at the placement in topology for different
controllers.
• IoT networks will compromise of hundreds of devices
(if not thousands) in a single SD domain. Hence the
scalability of controllers is an important factor. This
will include not only scalable architectures, but also
languages, thereby capabilities, storage, and processing
at controllers. As there are multiple types of controllers,
hence, scalability and coupling at a large scale will be
very interesting research direction.
• Synchronization of controllers and their policies will
also be an interesting challenge. Furthermore, it will
be equally interesting to evaluate the requirements of
domain and then utilize only those types of SD controllers
which are required. Vertical versus horizontal deployment
of controllers and associated VNFs may also present
interesting design options.
• Controller virtualization is an important element in soft-
ware defined IoT systems. Virtualizing multiple con-
trollers and coordination among them is a challenging
task. Similarly, placement of virtualized elements in core
or edge network will be an interesting research issue.
Management Perspective: The nature and properties of
IoT networks has highlighted some newer research challenges,
which were not evident in traditional SDNs. In a complete
SD-IoT system, these will require significant attention from
research community.
• Mobility: In a single SD-IoT domain there may be
multiple edge networks, with dozens of diverse mobile
IoT devices with high mobility and limited resources.
Some solutions have tried to address mobility in SDNs,
however, in a hybrid adhoc-infrastructure environment
with different physical layer technologies, it will present
new research dimensions. Efficient and quick topology
discovery in mobile domain, path configuration, hand-
over and other scalability challenges should be further
investigated.
• Device configuration: The edge and access network in an
SD-IoT network will comprise of heterogeneous mobile
devices. A major challenge is to configure them according
to policy dictated by the application layer. This also
requires significant research before a unified framework
can be developed.
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• Virtual functions: Virtualization of different network
functions will be an integral part of SD-IoT ecosystem.
Hence, their management in control lance, distribution,
virtualization, and integration with other layers & APIs
is a major research area.
Technology Interaction & Complexity: Most of the
previous challenges & directions also deal with complexity of
overall architecture, but the research community needs to look
at integration of other technologies in the overall ecosystem,
such as fog/edge computing, cloud computing, crowd sensing,
Blockchain, etc.
• Crowd sourcing techniques can benefit extensively from
SDIoT networks. The functions for task advertisement,
auction, bidding, and offloading can be easily imple-
mented through virtual functions, and orchestrated by a
crowd sourcing controller placed at the edge node. Such
an architecture, can enable rapid deployment of sourcing
tasks and collection of data. However, this will certainly
require further research in the specific controller design,
virtualization of such controllers, and security among
other challenges. This will also increase the complexity of
overall SDIoT frame work, hence requiring more scalable
systems.
• Blockchain is a relatively new area for IoT, but may prove
to be extremely beneficial in financial transactions and
other private Blockchain trades. Potential research direc-
tions may involve virtualization of complete peers/mines,
offloading of complex mathematical functions & proof of
work to other nodes via virtual functions, virtualization
of Blockchain ledger, etc. SDIoT may also pave the way
for hybrid Blockchains for Internet of Things.
IX. CONCLUSION
Software defined networks have seen extensive deployment
in data centers and core networks, where they have been
mostly used for flow optimization and related policies. The
recent advancement in Internet of Things has created a keen
interest of research community as well as industry to integrate
SDN in IoT networks. Similarly, the virtualization in terms
of networks, functions, and devices has also seen significant
contributions in recent past. In this article, we have reviewed
both SDN and virtualization techniques for IoT, and classified
them into different types of solutions. SDN is limited to
virtualizing the network layer of the stack where the IoT
network traffic flow is optimized. Mostly the solutions aim at
providing SDN services to resources constrained devices, pro-
vide configuration services, or address security threats. Some
works have involved function virtualization to implement
common network functions in logical domain. An important
factor to note is the future of IoT will not only be limited to
SDN and isolated virtual functions. The later part of the paper
emphasizes on software defined IoT, which is a comprehensive
solution, by incorporating controllers for different purposes in
the control layer. This also integrates orchestration of virtual
functions, as part of the vertical control layer. Additionally,
we have presented a number of future research directs in this
regard.
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