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We derive a general scheme to obtain quantum fluctuation relations for dynamical observables in open quan-
tum systems. For concreteness we consider Markovian non-unitary dynamics that is unraveled in terms of
quantum jump trajectories, and exploit techniques from the theory of large deviations like the tilted ensemble
and the Doob transform. Our results here generalise to open quantum systems fluctuation relations previously
obtained for classical Markovian systems, and add to the vast literature on fluctuation relations in the quantum
domain, but without resorting to the standard two-point measurement scheme. We illustrate our findings with
three examples in order to highlight and discuss the main features of our general result.
I. INTRODUCTION
The discovery of fluctuation relations that hold true ar-
bitrarily far from equilibrium in the 1990s [1–8] boosted a
lot of successive work on the topic; for reviews see [9–15].
While the first results were in the framework of classical
physics, quantum fluctuation relations were also discovered
quite soon after [16, 17]; see also [18] for a recent connection
with Bayesian retrodiction. In the quantum setting one usu-
ally studies the statistics of stochastic observables obtained
through the so-called two-point-measurement protocol, often
considering projective measurements but sometimes also gen-
eralized measurements [19, 20]. Despite being initially re-
stricted to closed quantum systems, many results were even-
tually discovered for open quantum settings [21], both in the
case of unital dynamics [22–25] and for generic dynamics
[26–32]; for reviews see [33, 34].
In describing open quantum systems, most of the work is
devoted to the study of master equations in so-called Lindblad
form [35, 36] which describes the dynamics of the average
state. A different perspective can be obtained by looking at
the unraveling of a master equation in terms of quantum jump
trajectories [37, 38]. In general, many different unravelings
correspond to the same master equation and without any in-
formation about the environment, one cannot distinguish be-
tween them. Instead, when the environment is continuously
monitored through detectors, a specific unraveling can acquire
a physical meaning, because the number of jumps of the wave-
function is mapped into the number of clicks in a detector
(for reviews see [39, 40]). In this framework one can look at
the so-called dynamical observables, related to the number of
jumps in a particular realization of the dynamics, as custom-
arily done in the context of continuous-time Markov chains
[41–43].
In this paper we build on the thermodynamic formalism for




eral framework for quantum fluctuation relations. In particu-
lar, we generalise a classical approach presented recently in
[45] to the quantum domain. This approach allows us to for-
mulate fluctuation relations in the statistics of dynamical ob-
servables given transformations in the space of trajectories for
suitable observable and perturbed (biased) dynamics. Our re-
sult is obtained using techniques of large deviation theory [46]
like biased trajectory ensembles [42, 43, 47–50] and Doob
transforms [48, 51–53].
The paper is structured as follows. In Section II we review
the formalism of quantum jump trajectories and consider the
statistics of dynamical observables. In particular, we recall
how in the the large deviation regime, the statistics are en-
coded in the properties of a suitable tilted generator, whose
largest eigenvalue contains all the information about the long-
time fluctuations. We also review the Doob transformation
which allows us to obtain the quantum dynamics of the sub-
set of trajectories leading to a given fluctuation. In Section III
we present the main result of the paper, that of a general class
of quantum fluctuation relations for dynamical observables.
Importantly, these fluctuation relations hold true also for the
Doob dynamics, despite a lack of manifest symmetries at the
trajectory level. Three explicit examples are discussed in Sec-
tion IV in order to illustrate properties of our general findings.
The key points are summarised in the concluding Section V.
II. THERMODYNAMICS OF QUANTUM JUMP
TRAJECTORIES
Consider a quantum system described by a finite-
dimensional Hilbert space experiencing a dissipative dynam-
ics due to the interaction with an environment and such that
memory effects in the time-evolution are negligible. The dy-
namics of such a Markovian open quantum system is gen-
erally described by a master equation ∂t%t = L(%t), whose
solution %t represents the density matrix of the system at any
time t, and where the generatorL is in diagonal Lindblad form
[54, 55]













The first part of the generator,H(·) = −i[H, (·)], corresponds
to the unitary evolution with a certain Hamiltonian operator









to the dissipative term. The operators Lµ are called Lindblad
operators and describe the action of the environment on the
system.
Without any access to the environment, this is the most ac-
curate description of the dynamics of the system. Let us con-
sider instead the case where we have a partial experimental
access to the environment. In particular, let us consider an
unraveling of the master equation in terms of quantum jump
trajectories [39, 40], assuming we are able to detect all the
jumps (and also to distinguish the different kind of jumps) by
a continuous monitoring of the environment through a set of
detectors.
More specifically, a quantum jump trajectory ωt is com-
pletely specified by the sequence of jumps occurred, with
jump j labelled by the kind of jump µj , and the jump time
tj ,
ωt = (µ1, t1, µ2, t2, . . . , µn, tn; t). (2)
Each variable µj is an integer taking values between 1 and
NL, corresponding to different jump operators in the Lind-
bladian. Formally, if the system is initially in the pure state
















where |ψt(ωt)〉 is unraveled as follows
|ψt(ωt)〉 = e−iHeff (t−tn)Lµn . . . Lµ1e−iHeff t1 |ψ0〉, (4)
in terms of the jump operators and of the effective Hamilto-
nian Heff






Note that the unravelling above is one of the possible Dyson
expansions of the exponential of the Lindbladian, one chosen
in terms of events given by the action of the jump operators.
Each |ψt(ωt)〉 above represents the unnormalised state of
the system conditioned on the sequence of jumps correspond-
ing to trajectory ωt. One can compute the probability density
of a certain specific sequence as
P (ωt) = 〈ψt(ωt)|ψt(ωt)〉. (6)






whose components are linear combinations of the different
number of jumps of µ type, Qµ, with vector coefficients
αµ. Such statistics is completely described by the prob-
ability distribution P (K) that is obtained summing P (ωt)




P (ωt)δ(K(ωt) − K). The same informa-




−λT ·KP (K) that is conveniently represented
as Zλ = Tr[etLλ(%0)] in terms of a tilted generator [33, 44]















Here and in the following we indicate row vectors as vT and
the dot · is the usual product of matrices. Under fairly gen-
eral assumptions (see for instance [30, 44]), the statistics at







the so-called scaled cumulant generating function (SCGF)
[46]. The name indicates that by taking derivatives of any or-
der in λ one can evaluate all the cumulants of the observable’s
probability distribution. The corresponding right and left
eigenmatrices of Lλ, Ls[rs] = θ(s)rs and L∗s[`s] = θ(s)`s,
are denoted as rλ and `λ, respectively, and are normalized as
follows Tr[`λ · rλ] = Tr[rλ] = 1.
As one can easily check, the dynamics described by the
tilted generator is not physical, in the sense that it does not
preserve the trace. However, it is possible to find a proper
physical dynamics generating the same biased statistics of the
chosen observable for long times [53]. This is the open quan-
tum version of the so-called Doob dynamics [48, 52], whose
generator is defined as follows in terms of the tilted one [53]
LDoobs (·) = Ws ◦ Ls ◦W−1s (·)− θ(s)(·), (11)
where Ws(·) = `1/2s (·)`1/2s . Here and in the following, we
use the label λ to indicate a general biasing, while we use
the variable s to indicate a physical field. In this respect, the
Doob dynamics can be interpreted as the proper physical dy-
namics of the subset of trajectories leading to a given fluctu-
ation of the chosen observable. In particular, while the rare
fluctuations at some non-zero λ are rare in the original dy-
namics, they become typical in the Doob dynamics. In order
to study the statistics of the relevant observable one can repeat
the same procedure and tilt again the generator (11), obtaining
LDoobλ,s [·] = Ws ◦ Lλ+s ◦W−1s (·)− θ(s)(·) . (12)
The spectrum of this tilted operator encodes the fluctuations
of the trajectory observable K when the underlying dynamics
is the Doob rather than the original one.
3
III. QUANTUM FLUCTUATION RELATIONS DUE TO
SYMMETRIES
In this Section, following the rationale of our previous work
dealing with classical stochastic processes [45], we derive a
class of fluctuation relations by looking at the properties of
θ(λ). A further ingredient needed for such purpose is a trans-
formationR that is bijective in the space of quantum trajecto-
ries.
For the sake of simplicity, we focus on those transforma-
tions that act locally in time, namely we consider a time-
independent permutation of the jump types µ → Rµ. This
in turn induces a transformation at the trajectory level
ωt = (µ1, t1, µ2, t2, . . . , µn, tn; t)
R
y
Rωt = (Rµ1, t1, Rµ2, t2, . . . , Rµn, tn; t)
provided the new sequence of jumps is compatible with the
dynamics. The transformation can be represented at the level
of the quantum generator as a permutation of the jump oper-
ators, namely a linear transformation V such that V(Lµ) =
LRµ. In particular, given V , the probability of the modified
trajectoryRωt reads
P (Rωt) = 〈ψ0|T †t1L
†
Rµ1
. . . T †t−tnTt−tn . . . LRµ1Tt1 |ψ0〉 =
= 〈ψ0|T †t1V(L
†
µ1) . . . T
†
t−tnTt−tn . . .V(Lµ1)Tt1 |ψ0〉 (13)
where we have defined Ta = e−iHeffa and assumed V to be
hermiticity preserving. In order to find the fluctuation relation,
we require the initial dynamics to have a symmetry, namely
P0(ωt) = P0(Rωt). This holds true if the map V is unitary, so
that it admits a representation V(·) = V † ·V with V † = V −1,
and leaves the Hamiltonian of the system invariant V(H) =
H . More precisely, one has also to consider a symmetry of the
initial state (which nevertheless is irrelevant in the long-time
limit we discuss in the following) V |ψ0〉 = eiφ|ψ0〉. Indeed,
from (13) one has
= 〈ψ0|T †t1V(L
†
µ1) . . . T
†
t−tnTt−tn . . .V(Lµ1)Tt1 |ψ0〉 =
= 〈ψ0|V †T̃ †t1L
†
µ1 . . . T̃
†
t−tn T̃t−tn . . . Lµ1 T̃t1V |ψ0〉 =
= 〈ψ0|T †t1L
†
µ1 . . . T
†
t−tnTt−tn . . . Lµ1Tt1 |ψ0〉 = P (ωt),
where we defined T̃a = V TaV † and used the invariance of
the Hamiltonian to say that Ta = T̃a. Note that the unitary
transformation V preserves the Hilbert-Schmidt norm of the
Lindblad operators, Tr[L†µLµ] = Tr[L
†
RµLRµ]. This fact can
be interpreted as a symmetry on the jump rates, resembling
the condition discussed in the classical case [45].
With all the previously discussed machinery, by choosing
an observableK(ωt) that transforms under the permutation of
jumps as K(Rωt) = U ·K(ωt), one can derive the following
symmetry of the tilted generator
Lλ = V ◦ L(U−1)T ·λ ◦ V−1. (14)




















































V −1{L†µLµ, V −1%V }V
)
=V ◦ D(U−1)T ·λ ◦ V−1 (15)
where in the second-to-last line we used the fact that αR−1µ =
U−1 · αµ, as can be seen from the definition of K(ωt), the
relation K(Rωt) = U · K(ωt) and the identity Qµ(ωt) =
QRµ(Rωt) (see also Ref.[45]). Finally, equation (14) fol-
lows from the assumed invariance of the Hamiltonian. The
assumption of a symmetric Hamiltonian can be relaxed if the
Hamiltonian part of the generator commutes with the dissipa-
tive tilted one, H = Dλ−1 ◦ H ◦ Dλ, so that one can diag-
onalize them separately and consider the symmetry only on
the dissipative part. If this is the case, the dynamics becomes
just classical hopping between the eigenstates of the Hamilto-
nian. Notice that from (14) one can infer a symmetry on the
long-time fluctuations of the observable K, as described by
the SCGF θ(λ) = θ(−λ).
More interestingly, from the previous result one can go fur-
ther and find a fluctuation relation in a dynamics where there
is no initial symmetry on the rates. This is the dynamics ob-
tained by applying the Doob transform to the original one.
The Doob dynamics for a given value of the biasing field, say
s, breaks explicitly the symmetry; but nevertheless there is
still trace of it in the statistics of fluctuations. For long times,
the SCGF, θ(s), is given by the largest eigenvalue of Ls, so
that L∗s[`s] = θ(s)`s and Ls[rs] = θ(s)rs, where `s and rs
are the corresponding left and right eigenmatrices, normalized
such that Tr[`s · rs] = Tr[rs] = 1. By tilting the Doob dy-
namics we get
LDoobλ,s [·] = `1/2s Lλ+s[`−1/2s (·)`−1/2s ]`1/2s − θ(s)(·) , (16)
such that the Doob transform is given for λ = 0, which
corresponds to a proper (probability preserving) dynamics
LDoob,∗λ=0,s [1] = 0. Then, by using the transformation Ws(·) =
`
1/2
s (·)`1/2s , we get from Eqs. (14) and (16) the following sim-
ilarity relation




with As = Ws ◦ V ◦W−1s . This fact can be easily proved in a
few steps
LDoobλ,s = Ws ◦ Lλ+s ◦W−1s − θ(s)
(12)
= Ws ◦ V ◦ L(U−1)T ·(λ+s) ◦ V−1 ◦W−1s − θ(s)
(14)
= Ws ◦ V ◦W−1s ◦ LDoob(U−1)T ·(λ+s)−s,s ◦W
−1
s ◦ V ◦Ws.
It is important to notice that the Doob dynamics can be recast















The tranformation representing the permutation of jumps in











so that there is no initial symmetry in the Doob dynamics, i.e.
Ps(Rωt) 6= Ps(ωt). However, identifying s with a constant
physical field, the relation (17) above implies the fluctuation
relation
θs(λ) = θs[(U
−1)T · (λ+ s)− s] , (19)
which is the main result of this paper.
Note that the above relation takes the form of the stan-
dard Gallavotti-Cohen fluctuation theorem [2, 3], θE(λ) =
θE(−λ − 2E), when considering the time-integrated current
as observable and time reversal as transformation R, under
the action of a thermodynamic force E. Recall that currents
are antisymmetric under time reversal, so that U = −1. In
this case it holds that, when the system is reversible, namely
in the absence of a thermodynamic force, P0(Rωt) = P0(ωt).
While the latter relation is broken for the irreversible process
with E 6= 0, the non-equilibrium fluctuations are nevertheless
constrained by the Gallavotti-Cohen symmetry. Therefore, by
analogy with the standard Gallavotti-Cohen result, in the ex-
amples below, where U = −1, one could consider the field
“s” a thermodynamic force producing the relation Eq.(19).
The relevance of our approach is that it is still valid for
time-symmetric observables and transformations beyond time
reversal. Summing up, as we shall see with the examples in
the next section, the observables for which the fluctuation re-
lation (19) holds, are those satisfying K(Rωt) = U ·K(ωt)
and P0(Rωt) = P0(ωt) for every trajectory ωt, with U being
independent of ωt.
IV. EXAMPLES
In the following we discuss specific examples of the general
fluctuation relation obtained above in three systems of increas-
ing complexity. The first example we consider is related to the
depolarising dynamics of a single qubit. The second example
is that of a couple of qubits, while the third one corresponds
to a simple, yet many-body, problem.
A. Single qubit
Consider the following tilted generator
















where σx is the usual Pauli matrix, σ+ = |2〉〈1|, σ− = |1〉〈2|,
with |1〉 and |2〉 eigenstates of σz corresponding to the eigen-
values −1 and 1, respectively, and γ+, γ− are two positive
damping rates. For λ = 0 this is a Lindblad generator for the
dynamics of a qubit. In this case, a quantum jump trajectory
ωt, see Eq. (2), is given by the sequence of a varying number,
n, of jumps that occur at time tj up to a fixed time t, with j
labelling the j-th jump,
ωt = (2, t1, 1, t2, 1, t3 . . . , 2, tn; t). (21)
Here, µj = 1 stands for the jumps of the first kind, L1 =√
γ− σ−, while µj = 2 corresponds to the other type jumps,
L2 =
√
γ+ σ+. The effective Hamiltonian given by (5) thus
reads




For λ 6= 0 instead, Eq. (20) describes the statistics of the
observable (cf. Eq.(7))
K(ωt) = Q2(ωt)α2 +Q1(ωt)α1, (23)
where α1 = −1, α2 = 1 and Q1(ωt), Q2(ωt) are the number
of jumps with σ−, σ+, respectively. Thus, K(ωt), is the dif-
ference between the number of jumps |1〉 → |2〉 and the num-
ber of the jumps in the opposite direction. The only nontrivial
transformation R is the exchange of the two labels 1↔ 2 that
is represented in the Hilbert space by the action of the operator
V = σx. The observable K changes sign under the permuta-
tion R, so that U = −1 in this case. The Hamiltonian is in-
variant and the symmetry (14) holds true if the rates are equal
γ+ = γ− = γ. In particular one has for the scaled cumu-
lant generating function the symmetry θ(λ) = θ(−λ). This
can be checked by computing the eigenvalues of Lλ. For the
particular case of 4Ω2 = γ2, one explicitly has for the scaled























































The expression of α, β, δ is somewhat involved and given ex-
plicitly in Appendix A.
The generator of the Doob transformed dynamics reads






































































Note that the two jump operators describe different processes
with respect to the initial ones σ− and σ+, therefore, in order
to interpret the fluctuation relation one has to conceive an ex-
periment where the number of jumps of the first type, given
by (31), can be counted and distinguished from the number of
jumps of the second type, given by (32).
One can tilt also the Doob generator and find the scaled
cumulant generating function θs(λ)
θs(λ) = θ(λ+ s)− θ(s) = γ cosh1/3(λ+ s)− γ cosh1/3(s).
(33)
Therefore, the Doob dynamics satisfies the fluctuation relation
(19), where s has the role of the physical field. Recalling that
U = −1 in this case one has
θs(λ) = θs(−λ− 2s), (34)
which can be easily checked to be correct from (33) by in-
spection.
Before concluding this example we make a further obser-
vation. One could also consider the dynamics with an Hamil-
tonian H = σz instead of σx. In such a case, one can easily
verify that the unitary part commutes with the dissipative one
and can be diagonalized separately. In this case the dynamics
reduces to a classical hopping between the two states |1〉 and
|2〉, and the chosen observable is not extensive in time in the
proposed dynamics.
B. Two qubits
Another simple example is a two-spin system with hop-






A) and local dissi-
pators. Here, the operator σ±A , σ
±
B refer to the ladder opera-
tors pertaining to the spin A or B, respectively, and g is just
a coefficient describing the strength of the interaction. By la-
belling the four possible states of the local basis as follows,
| ↓↓〉 = |1〉, | ↓↑〉 = |2〉, | ↑↓〉 = |3〉, | ↑↑〉 = |4〉, one can
consider the eight jump operators
L1 =
√















α |4〉〈2|, L8 =
√
α |4〉〈3|
that describe single spin flip with equal rates for the transitions
↓→↑ and ↑→↓. In this setting one can consider for instance
the transformation R that exchanges 2 ↔ 3, so that Ln, n ∈
1, 2, 3, 4 is mapped into Ln+4 and viceversa, and consider as
an observable the difference between jumps dealing with the
state |2〉 and jumps involving |3〉. Also in this case U = −1
and the Hamiltonian turns out to be invariant, because it can
be equivalently rewritten asH = g(|3〉〈2|+|2〉〈3|). Therefore
the fluctuation relation (19) holds true. To better see this, let
us compute explicitly the scaled cumulant generating function
from the tilted generator

























One can notice that for λ = 0 the dynamics is unital and has a
unique stationary state, which is the totally mixed one 14. For
λ 6= 0 the identity is no longer preserved, however, it turns
out that the six-dimensional space spanned by the matrices
{|1〉〈1|, |2〉〈2|, |3〉〈3|, |4〉〈4|, |2〉〈3|, |3〉〈2|} is invariant under
the action of the generator. Therefore, we start to look for the
highest eigenvalue in this subspace. After some algebra, one




2α2 cosh(2λ)− 2g2 + 2
√
α4 cosh2(2λ) + g4 + 2α2g2 . (36)
By completing the diagonalization in the complementary sub-
space one can check that this is indeed the overall highest
eigenvalue. As expected, it obeys the relation θ(λ) = θ(−λ).
In order to construct the Doob transform we need the right and
the left eigenmatrices, that have the following simple structure
rλ =
a 0 0 00 c im 00 −im d 0
0 0 0 b
 , `λ = η
a 0 0 00 c −im 00 im d 0
0 0 0 b
 ,
(37)
where the real parameters a, b, c, d,m, η read as follows (here
γλ = θ(λ) + 2α)
a = b =
γλ
2(γλ + 2α cosh(λ))
,
c =
2α2(e2λ + 1)− γ2λ
4α sinh(λ)((γλ + 2α cosh(λ)))
,
d =
−2α2(e−2λ + 1) + γ2λ








2a2 + c2 + d2 − 2m2
.
In computing the coefficients, we have already assumed
Tr[rλ] = a + b + c + d = 1, while the further condition
Tr[`λ · rλ] = 1 is ensured by the normalization η. The
particular structure can be easily understood. First of all,
they are both block-diagonal because they belong to the six-
dimensional subspace previously mentioned. Moreover, the
element 11 is equal to the element 44 because there is a sym-
metry in the generator under the exchange |4〉 ↔ |1〉. Finally
one can argue that `λ has the same elements of rλ, up to a
normalization η and upon a change g → −g, because the dual
generator is equivalent to the original one with g replaced by
−g. The matrix `1/2λ and its inverse, both used for the Doob,








a 0 0 0
0 A iC 0





















0 0 0 1√
a
 , (39)
where the explicit expression of the parametersA,B,C is pre-
sented in Appendix B. Therefore, it turns out that also in this
case the Doob Hamiltonian is algebraically equivalent (but










while the jump operators are rotated. Moreover, they have dif-
ferent rates and there is no unitary transformation permuting




















†Ls1] 6= Tr[(Ls5)†Ls5]. For completeness the other
jump operators are reported in Appendix B. The scaled cu-
mulant generating function of the Doob dynamics, which sat-
isfies the fluctuation relation (19), is then obtained by tilting
with respect to the same combination of jumps.
C. Spin chain
Our final example is a simple many-body problem. Con-
sider a quantum spin chain, composed of N spin-1/2, with
periodic boundary conditions σiN+1 = σ
i
1 and local jump op-
















We assume N to be even, so that there is an equal number
of even and odd sites. We want to study the statistics of the
difference between the number of jumps in even sites and the
number of jumps in odd sites, namely the chosen dynamical
observable is K = Keven −Kodd. The transformation R we
choose in this setting shifts the site k into k + 1, so that it
switches even and odd sites and the U = −1 also in this case
(one could equivalently choose R as a shift by an arbitrary
odd number of sites). The tilted generator corresponding to
the observable therefore reads



























Following [56], a convenient parametrization of the density








2 ⊗ . . .⊗ σ
mN
N , (43)
where each label mi can take four values {1, x, y, z} and the
matrix σ1 is understood to be the identity 1. The coefficients
%m1,...,mN define a vector in a 4
N dimensional space so that
the tilted generator Lλ inherits a matrix representation. Since
the generator is hermiticity preserving, this matrix represen-
tation in the chosen basis has real entries. Moreover, one can
notice that the dissipative part of the generator is already di-
agonal, in the sense that any element σm11 ⊗σ
m2
2 ⊗ . . .⊗σ
mN
N
is mapped into itself with some coefficient. Concerning the
Hamiltonian part, the structure is a bit more complicated,
however, one can notice that the overall number of opera-
tors σx and σy is conserved. This is because the Hamilto-
nian part of the generator transforms σx into σy (and vicev-
ersa) and σz into 1 (and viceversa). Therefore, the generator
has a block diagonal structure where each block is labelled
d ∈ {0, 1, . . . , N} indicating the number of x, y Pauli matri-
ces in the list of indices m1, . . . ,mN . Each block Ldλ acts on
a Hilbert space of dimension 2
NN !
d!(N−d)! so that the largest one
is for d = N/2. Due to the block-diagonal structure, the spec-






The 2N eigenvalues of L0λ can be easily obtained because the
Hamiltonian part leaves each element in this subspace invari-
ant (these are just products of identities and matrices σz) so
that only the dissipative part contributes and the generator is
therefore already diagonal. In particular, one immediately no-
tices that the eigenmatrix 2−N12N corresponds to the eigen-
value 0 for λ = 0, while for generic λ one has eigenvalue
2γN [cosh(λ) − 1]. Since the set {H,Lxk, L
y
k} generates the
full algebraM2N (C) of the 2N × 2N complex matrices, the
Evans criterion [57] is satisfied and the generator for λ = 0
has a unique steady state. All the other eigenvalues have
strictly negative real part. Using the continuity of the spec-
trum with respect to λ and the spectral gap for λ = 0, one can
heuristically argue that at least for λ sufficiently small, the
largest eigenvalue is still the one corresponding to the iden-
tity. This argument is however unsatisfactory because it does
not allow us to predict if one can find level crossing at finite λ.
Importantly, exploiting the particular structure of the genera-
tor, in Appendix C we indeed show that the eigenvalue corre-
sponding to the identity matrix is the one with the largest real
part for any λ. Therefore, we have
θ(λ) = 2γN [cosh(λ)− 1] , (45)
with rλ = 2−N12N and `λ = 12N . The Doob dynamics is
a Lindblad dynamics with the same Hamiltonian H and with
the same jump operators up to a site-dependent factor, that






Therefore, the field s is responsible for the modification of the
jump rates, so that the Doob dynamics is no longer symmetric
under the translation by an odd number of sites. As a conse-
quence, the scaled cumulant generating function obtained by
tilting the Doob dynamics for the physical field s obeys the
fluctuation relation given by (19).
V. CONCLUSION
In summary, we presented a general recipe to build quan-
tum fluctuation relations for dynamical observables. We used
the formalism of quantum jump trajectories to describe the
dynamics of Markovian open quantum systems and we stud-
ied the statistics of generic dynamical observables using tech-
niques form large deviation theory. As a result, we obtained
a generalisation to the quantum setting of a scheme previ-
ously discussed [45] in the context of classical continuous-
time Markov chains. As in the classical scheme, for open
quantum systems we exploited the following facts: (i) Starting
from a dynamics which has a certain symmetry at the trajec-
tory level, we can define a second dynamics where this sym-
metry is broken by considering a tilt (or deformation) of the
Lindbladian generator associated with some non-invariant ob-
servable; for the case of quantum jump unravellings, such ob-
servable correspond to some counting of quantum jumps. (ii)
The tilted generator is associated with a dynamical ensemble
where the probabilities of trajectories are exponentially tilted
with respect to those original one; this tilted operator is how-
ever not a stochastic generator. (iii) Nevertheless, by means
of a Doob transformation we can obtain a bona fide stochastic
dynamics with the same ensemble of trajectories as in (ii); this
means that in general we can always construct a pair of phys-
ically consistent dynamics where one is symmetric and the
second one is non-symmetric and exponentially tilted with re-
spect to the first. (iv) As long as the transformation on the tra-
jectories induces a unique (trajectory-independent) transfor-
mation on the observable, the new dynamics displays a fluctu-
ation relation in the statistics of this observable inherited from
the symmetry properties of the original dynamics.
Note the following: First, our construction is not based on
time reversal, the usual symmetry relevant for standard fluctu-
ation relations of current-like quantities. This makes the con-
nection to the entropy production not straightforward; how-
ever, we believe that the symmetry we obtain could be useful
to explore new relations at the level of transport coefficients.
By analogy with the classical case [58], the fluctuation rela-
tion given by Eq.(19) could imply new hierarchies of equa-
tions for the cumulants of the observables that are considered.
Second, for this open quantum case we do not rely on two-
measurement schemes [34]. Indeed, we are assuming that the
environment is continuously monitored through detectors, so
that a click is recorded whenever a jump occurs in the dynam-
ics. This happens at random times contrary to the usual pic-
ture with two measurements performed at fixed times. Third,
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the relations we discussed are in principle observable in ex-
perimental setups that allow for a recording of the sequence
of jump events, like in photon counting experiments. Fourth,
for concreteness we focused on local in time transformations,
but we envisage a generalisation of our scheme to symmetries
of the trajectory ensemble that mix event times. This raises
the intriguing possibility of a connection with the so-called
“retrodiction” [59] problem in quantum trajectories. Among
this and other interesting connections, we aim to explore in
the near future practical schemes to implement the ideas we
described here in experimental setups.
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Appendix A: Explicit parameters used in the first example
Here we present for completeness the expression of the
three parameters α, β and δ defined in the first Example:
α = u(λ)
√
v(λ) + w(λ) + y(λ) ,
β = u(λ)
√
v(λ)− w(λ) + y(λ) ,
δ = sign(λ)u(λ)
√∣∣∣ sinh(λ)∣∣∣− y(λ) ,










∣∣∣ sinh(λ)∣∣∣(2 cosh2/3(λ) + 1),












Appendix B: Details for the second example













































































































































Note that the symmetry under the exchange 2↔ 3 is broken, but still we have the symmetry under the switch 1↔ 4.
Appendix C: SCGF in the third example
First of all, one can notice that in each block labeled by
d, the Hamiltonian part of the generator has still a finer
block diagonal structure. Indeed, for instance, in L1λ with
just one matrix σy or σx the Hamiltonian can only connect
those basis elements with the σx/y on the same position and
equal matrices on the rest of the chain apart from the x/y
nearest neighbours. Therefore, one has for any position j in
the chain and for any choice of the N − 3 sites that exclude
j, j + 1, j − 1, an eight-dimensional sub-block spanned
by | . . . zxz . . .〉, | . . . 1xz . . .〉, | . . . zx1 . . .〉, | . . . 1x1 . . .〉,
| . . . zyz . . .〉, | . . . 1yz . . .〉, | . . . zy1 . . .〉, | . . . 1y1 . . .〉, where
the Hamiltonian part of the generator has the following
antisymmetric representation (taking the basis vectors in the
order mentioned previously)
0 0 0 0 0 2J 2J 0
0 0 0 0 2J 0 0 2J
0 0 0 0 2J 0 0 2J
0 0 0 0 0 2J 2J 0
0 −2J −2J 0 0 0 0 0
−2J 0 0 −2J 0 0 0 0
−2J 0 0 −2J 0 0 0 0
0 −2J −2J 0 0 0 0 0

. (C1)
More in general, for any sub-block, in any d-block, one can
arrange the basis states in such a way that the Hamiltonian
part of the generator is antisymmetric. This is because the
Hamiltonian always switches σx to σy with a coefficient −2J
and σy to σx with a coefficient 2J . This structure is very
important for our purposes.
Another important thing to notice is that, at least con-
cerning the diagonal elements, coming from the dissipative
part of the generator, the θ(λ) presented in the main text is
indeed the largest value (all these entries are real). Therefore,
by subtracting in each block B the term θ(λ)1 one can
rephrase the original problem into the following: show that
the eigenvalues of B − θ(λ)1 have negative real part. This is
indeed the case due to the theorem below.
Theorem Consider two n× n real matrices A and D, such
that A = −AT and D = (Djδij)ij , with Dj < 0. Then the
eigenvalues of A+D have negative real part.
Proof. Consider an eigenvalue λ of A + D, with eigenvector
v normalized to 1, namely
(A+D) · v = λv, (v∗)T · v = 1. (C2)
Therefore one has
(v∗)T (A+D) · v = λ, (C3)
and taking the conjugate transpose of the previous equation
one also has
(v∗)T (AT +D) · v = λ∗. (C4)
Summing (C3) and (C4), because A is antisymmetric one
finds
Re(λ) = (v∗)TD · v =
∑
j
|vj |2Dj < 0, (C5)
that is the thesis we wanted to prove.
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