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Experimental realization of fast ion separation in segmented Paul traps
T. Ruster,1 C. Warschburger,1 H. Kaufmann,1 C. T. Schmiegelow,1 A. Walther,1, ∗
M. Hettrich,1 A. Pfister,1 V. Kaushal,1 F. Schmidt-Kaler,1 and U. G. Poschinger1
1Institut fu¨r Physik, Universita¨t Mainz, Staudingerweg 7, 55128 Mainz, Germany
We experimentally demonstrate fast separation of a two-ion crystal in a microstructured seg-
mented Paul trap. By the use of spectroscopic calibration routines for the electrostatic trap poten-
tials, we achieve the required precise control of the ion trajectories near the critical point, where
the harmonic confinement by the external potential vanishes. The separation procedure can be
controlled by three parameters: A static potential tilt, a voltage offset at the critical point, and the
total duration of the process. We show how to optimize the control parameters by measurements
of ion distances, trap frequencies and the final motional excitation. At a separation duration of
80µs, we achieve a minimum mean excitation of n¯ = 4.16(0.16) vibrational quanta per ion, which is
consistent with the adiabatic limit given by our particular trap. We show that for fast separation
times, oscillatory motion is excited, while a predominantly thermal state is obtained for long times.
The presented technique does not rely on specific trap geometry parameters and can therefore be
adopted for different segmented traps.
PACS numbers: 03.67.Lx; 42.50.Dv; 37.10.Ty
I. INTRODUCTION
The last decade has seen substantial progress in con-
trolling the classical and quantum dynamics of trapped
neutral atoms, ions and degenerate atomic gases in tun-
able double-well potentials. These systems offer the pos-
sibility to study and control the single- to double-well
transition - being the paradigmatic instance of a criti-
cal phenomenon - in the quantum regime. For neutral
atoms, confining potentials can be optical dipole poten-
tials, for which control techniques are well established.
This has for instance been used to study tunneling ef-
fects in tailored potential geometries [1, 2]. With de-
generate quantum gases, fascinating experiments such as
matter wave interferometry [3, 4] or demonstration of
a bosonic Josephson junction [5] have been performed.
For trapped ions, the confining potential can be dynami-
cally controlled in micro-structured segmented Paul traps
by application of suitable voltage waveforms to the trap
segments. Proper control of single- to double-well tran-
sition enables the realization of separation and merging
operations with Coulomb crystals. These operations are
particularly interesting in the context of the seminal pro-
posal by Kielpinski, Monroe and Wineland [6] for the re-
alization of scalable quantum information architectures
with segmented ion traps. Besides laser- or microwave-
driven logic gates, it is necessary to move ions within the
trap in order to scale experiments up to a higher num-
ber of ions. These operations comprise shuttling of single
or multiple ions and separation and merging of ion crys-
tals [7]. Furthermore, crystal rotations [8] can offer an
alternative to swap gates, and more complex trap struc-
tures offer the possibility to shuttle ions around junc-
tions [9, 10]. To allow for the execution of subsequent
∗ Present address: Department of Physics, Lund University, SE-
22100 Lund, Sweden
FIG. 1. Schematic view of the relevant trap region and the
measurement process. Time-dependent voltages are applied
to the Outer(O), Split(S) and Center(C) segments for con-
trolling the shape of the axial electrostatic potential (black
curves). The ions are initialized at C. After separating the
ion crystal, each ion resides at its respective S segment. Then,
after ion 2 is moved to its O electrode, and ion 1 is transported
back to C, where the motional state is measured.
logic gates, shuttling and separation operations have to
be performed not only on a timescale much faster than
the decoherence time of the system, but also have to fea-
ture a low energy increase. Other applications include
remote coupling [11, 12], controlled interactions for quan-
tum logic clocks [13] or quantum simulation of bosonic
many-particle systems [14].
For trapped ions in segmented traps, crystal separa-
tion is performed by supplying voltage waveforms to the
dc trap segments. The common potential well at the
initial electrode is lifted, while simultaneously two sepa-
rate wells are created at the two neighboring electrodes,
see Fig. 1. First experimental realizations showed large
2amounts of excess energy transfer [7]. Since then, ex-
perimental techniques have been improved and separa-
tion has been used for demonstrations of e.g. determin-
istic quantum teleportation [15], entanglement purifica-
tion [16] and a programmable two-qubit processor [17].
Recently, fast separation of a two-ion crystal that main-
tains a low energy increase at a duration as low as 55 µs
has been reported [18]. Compared to single-ion shuttling
operations, which have been demonstrated at a few-µs
timescale at negligible energy increase [18, 19], separa-
tion represents a challenge for scalable experimental pro-
tocols. These operations show a strong sensitivity to im-
perfect control settings. The underlying reason is that
the harmonic confinement transiently vanishes during the
process, which makes the ions susceptible to energy in-
crease mechanisms. Future scalable ion trap architec-
tures require all operations to be much faster than the de-
coherence timescales. Thus, for the separation operations
not to represent a major limitation, reliable optimization
procedures are needed. In this paper we experimentally
realize a separation protocol introduced in [20], which is
largely independent of the trap geometry, and we demon-
strate a universal procedure for optimizing the important
parameters controlling the process. The manuscript is
organized as follows: In Sec.II, we describe relevant as-
pects of our ion trap setup along with basic measurement
techniques, while we explain the used methods for energy
measurements, trap calibration and voltage waveform de-
sign in Sec. III. The results are presented in Sec. IV.
II. EXPERIMENTAL SETUP
We store 40Ca+ ions in a micro-structured segmented
Paul trap similar to [21, 22]. The electrode width
is 200µm [23], and an axial trap frequency of about
(2π)·1.4 MHz is obtained for a trapping dc voltage of
-7 V at segment C, with the other segments at 0 V. The
ions are tightly confined in the radial directions, with ra-
dial trap frequencies in the range of 2π·2.5-4 MHz. In the
following, we consider only motion along the trap axis .
A two-ion crystal initially stored at the center electrode
C (Figure 1a), where the ions are also detected, is to be
split in two ions trapped in separate potential wells at
the neighboring split electrodes S. The outer electrodes
O are used to null a possible background force along the
trap axis, and they provide additional axial confinement
during the separation.
The dc trap electrodes are supplied with time-
dependent voltages, which are generated by a custom-
made FPGA-based arbitrary waveform generator [19]. It
allows for output voltages in the range ±10 V with a res-
olution of about 0.3 mV and a maximum update rate of
2.5 MSamples/s. Similar hardware has also been used in
[24, 25]. The waveforms have to be filtered with a suffi-
ciently strong noise suppression at the minimum attained
trap frequency. We employ second-order Π-type low-pass
filters with a cutoff frequency of 50 kHz for each segment
to suppress noise arising from voltage updates.
Doppler cooling of the ions is accomplished by illu-
mination on the S1/2 ↔ P1/2 cycling transition near
397 nm. Resonance fluorescence is detected on an EM-
CCD camera [26]. The distance between trapped ions
is measured by imaging the ions’ resonance fluorescence
[27]. From the acquired image, the distance in EM-
CCD pixels is extracted. The spatial distance is ob-
tained by rescaling using calibration data of the imag-
ing system. The magnification of the imaging system is
determined for a harmonically trapped two ion crystal
(mass m, charge q). The observed distance is given by
d =
(
2πǫ0mω
2
/
q2)−1/3, where ω denotes the center-of-
mass frequency, which is experimentally determined from
resolved sideband spectroscopy. This method enables us
to determine ion distances with an accuracy of about
0.1 µm, corresponding to about 1/4 of an EMCCD pixel.
For ground-state cooling and measuring the mo-
tional excitation, we use two perpendicularly propagat-
ing, off-resonant laser beams to drive stimulated Ra-
man transitions between the |mJ = +1/2〉 ≡ |↑〉 and
|mJ = −1/2〉 ≡ |↓〉 sublevels of the S1/2 ground state
[19, 28]. These spin states are split by approximately
10 MHz by an external magnetic field. The beam ge-
ometry gives rise to a coupling only to the axial mode
of vibration, characterized by a Lamb-Dicke factor of
η ≈ 0.23. The spin is read out by spin-selective elec-
tron shelving on the S1/2 ↔ D5/2 quadrupole transition
near 729 nm, where only population from |↑〉 is trans-
ferred to the metastable state D5/2 by means of rapid
adiabatic passage [28]. Subsequent illumination on the
cycling transition yields resonance fluorescence if the ion
is projected to the |↓〉 state. The quadrupole transition
is also employed for precise measurements of secular trap
frequencies via resolved sideband spectroscopy, where an
accuracy of about 2 kHz is readily obtained by measur-
ing the frequency difference between carrier transition
and blue motional sideband.
III. METHODS
A. Measurement of motional excitation
Each experimental run is started by Doppler cooling a
two-ion crystal on the C segment, where in all laser-ion
interactions take place. We then apply resolved side-
band cooling of both axial modes close to the motional
ground state, reaching mean phonon numbers of about
n¯COM ≈ 0.7 and n¯STR ≈ 0.7. After optically pump-
ing both ions to the state |↑〉, a sequence of separation
and transport operations is executed (Figure 1b). First,
the crystal is separated such that both ions move to the
respective S segments. One ion is then adiabatically
transported further away to the neighboring O segment
within a shuttling time of 24 µs and kept there. The
other ion is adiabatically transported back to C, where
its energy increase is measured by driving the stimulated
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FIG. 2. Examples for the analysis of the vibrational state of a single ion by Raman excitation: Column (a) shows Rabi
oscillations for an ion cooled close to the motional ground state, with (top to bottom) the carrier transition (∆n = 0),
blue sideband (∆n = +1) and red sideband (∆n = −1). Blue and red sideband clearly exhibit strongly different signals, a
characteristic of the Lamb-Dicke regime. (b) shows similar data for an ion with thermal excitation of n¯th =20.7(3.6), where
no coherent dynamics is observed on the carrier, while the sidebands display Rabi oscillations. (c) shows data for a strong
oscillatory excitation |α|2 = 82(12), where the second red sideband (bottom) is used rather than the first in order to gain more
information from the measurement. In all panels, the solid lines originate from a simultaneous fit of the data pertaining to the
different transitions.
Raman transition and subsequent measurement of the
qubit state. To restore the initial situation after detect-
ing the state of the ion, the sequence of transports and
separation operations is applied in reverse order. The
sequence can be carried out with mirrored transports to
measure the state of the second ion.
For the energy increase measurement, we drive the stim-
ulated Raman transition on the carrier or on the axial
sidebands with a pulse time t, after the sequence of shut-
tling operations is completed. Subsequent spin readout
reveals the occupation probability p↑,∆n(t) of being in the
state |↑〉 after driving the transition corresponding to a
phonon number change ∆n[29]. The osccupation prob-
abilities are inferred by repeating a measurement per-
taining to fixed ∆n, t by 200 times. By scanning t and
acquiring data for several ∆n, we can infer the phonon
probability distribution pn by using the relation
p↑,∆n(t) =
∞∑
n=0
pn sin
2 (ΩMn,∆nt/2) (1)
with the bare Rabi frequency Ω and the transition matrix
elements Mn,∆n [29] corresponding to the specific tran-
sition ∆n. For mean phonon numbers n ≤ 20, we probe
the carrier transition (∆n = 0) as well as the red and
blue sidebands (∆n = ±1). For higher phonon numbers,
we also probe the second red sideband (∆n = −2). The
data is well described by a phonon number distribution
characterized by a coherent displacement ζ and a thermal
mean phonon number n¯th:
pn = 〈n|Dˆ†(ζ)ρˆthDˆ(ζ)|n〉, (2)
with the thermal distribution 〈n|ρˆth|n〉 = n¯nth/(n¯th +
1)(n+1) and the displacement operator Dˆ(ζ), where
the displacement amplitude ζ corresponds to the mean
phonon number n¯coh = |ζ|2. Values for pn can be ob-
tained directly by evaluating Eq. 2 for small phonon
numbers n ≤ 20. [30] For larger phonon numbers, the
phonon distribution is obtained by numerical thermaliza-
tion of the phonon distribution corresponding to a dis-
placed state, see VIA.
Data for several transitions ∆n is jointly used to infer
the thermal and oscillatory mean phonon numbers n¯th
and n¯coh by performing a Bayesian parameter estimation
based on a Markov chain Monte-Carlo sampling method.
This method enables us to infer excitations of up to
n¯coh . 400 at relative accuracies of about 5% near the
ground state to 10% for large excitations, and allows for
distinguishing thermal and oscillatory excitation. Case
examples for Rabi oscillation data are shown in Fig. 2.
4B. Trap characterization
We parametrize the electrostatic potential along the
trap axis x by a Taylor approximation around the initial
center-of-mass position at C [31]
V (x, t) ≈ β(t) x4 + α(t) x2 + γ(t) x. (3)
This approximation holds for ion distances much smaller
than the width of a trap segment. To keep the nota-
tion uncluttered, we omit explicit time dependence in
the following. The coefficients are determined by the
time-dependent electrode voltages UC,S,O and the trap
geometry:
α = UCαC + USαS + UOαO + α
′ (4)
β = UCβC + USβS + UOβO + β
′ (5)
γ = ∆USγS +∆UOγO + γ
′ (6)
The voltage US (UO) is applied to both S (O) electrodes,
while the voltage ∆US (∆UO) is a differential voltage
between the electrodes comprising the respective pair.
The constant coefficients αi, βi, γi are determined by the
second, fourth and first derivatives of the respective nor-
mal electrode potentials at x = 0. Experimental im-
perfections are characterized by offset coefficients α′, β′,
γ′. Such contributions arise from stray charges, residual
ponderomotive forces and asymmetries in the trap ge-
ometry. The values for the geometry coefficients could
be in principle obtained by electrostatic simulations of
the trap [32]. However, we find substantial deviations of
the experimental values, such that the required degree of
control for separation is not achieved.
The initial situation is characterized predominantly har-
monic confinement α ≫ 0, and the trap frequency is
given by ω2 = 2eα/m. Separation of the two-ion crystal
is performed by sweeping α from a positive to a negative
value, which transforms a single well potential at C to a
double well potential at the S segments. At the critical
point (CP) α = 0, the axial confinement is at its mini-
mum strength, while the rate of change of the equilibrium
ion distance attains its maximum. This corresponds to a
strong impulsive drag, possibly leading to oscillatory ex-
citation of up 106 phonons [20]. Thus, the voltage ramps
need to be designed such that α is slowly varying close
to the CP, which in turn requires the precise knowledge
of coefficients αi from Eq. 4.
For calibration of the αi, we apply resolved sideband
spectroscopy to determine the axial trap frequency. Be-
fore the spectroscopy pulse, we ramp the segment volt-
ages to a desired voltage configuration and then restore
the initial voltages after the spectroscopy pulse has been
applied. For determining αC and α
′, we measure the ax-
ial trap frequency for a set of 6 different voltages UC ,
while keeping the other voltages constant. Similarly, αS
(αO) is determined by setting 6 different values for US
(UO). The α coefficients are then obtained by performing
linear regression of the squared secular frequencies versus
the corresponding voltage. This procedure enables us to
measure all α-parameters, including the imperfection α′,
with a sub-percent accuracy. For the specific set of trap
segments we used for the measurements for this work, we
find αC = -2.612(7)·106 m−2, αS = -1.279(12)·106 m−2,
αO = 0.993(5)·106 m−2 and α′ = -1.956(35)·106 V m−2.
Note the substantial value of the offset parameter α′,
which would correspond to a spurious voltage of about
+0.75 V applied to segment C. The values for the quar-
tic potential parameters βi are calibrated by measuring
ion distances in a purely quartic potential: We use the
calibrated αi values to apply voltage sets to the segments
which correspond to the CP, α = 0. The ion distance is
then given by d
(CP )
eq = (2κ/β)
1/5 [20], with κ = e/4πǫ0
characterizing the Coulomb repulsion. Thus, measure-
ment of the ion distance on the EMCCD camera reveals
β, and performing this measurement for varying voltages
Ui reveals the segment coefficients βi. For 22 different
voltage sets, we find CP ion distances varying between
25 µm and 55 µm. We determine the quartic coefficients
for the C and S segments to be βC = 3.1(1)·1013 m−4
and βS = -6.2(3)·1012 m−4. Due to the small feed-
through of the O segments, no value for βO can be deter-
mined with this method. A large offset quartic coefficient
β′ = 1.5(1)·1014 V m−4 is found, indicating the presence
of strongly inhomogeneous static background fields. Note
that the contribution from β′ to the quartic potential at
the CP is about 20%.
C. Tilt calibration
A residual electric field γ′ along the trap axis breaks
the symmetry of the electrostatic potential. It can be
sufficiently strong to tilt the potential at the CP such
that the ions are not separated, but rather stay confined
in one of the potential wells. The critical tilt value γcrit
can be measured by monitoring slowly separating ions on
a camera for different compensation voltages ∆UO. We
find the separation to work within the window of com-
pensation voltages ∆U
(l)
O ≤ ∆UO ≤ ∆U (u)O . The window
center
(
∆U
(l)
O + ∆U
(u)
O
)
/2 is assumed to roughly corre-
spond to a canceled background field γ = 0, while the
half width δUO =
(
∆U
(u)
O −∆U (l)O
)
/2 yields the criti-
cal tilt field via γcrit = γOδUO. Experimentally, we find
δUO ≈ 16 mV, corresponding to a force on a single ion
at x = 0 of only about 800 zepto Newton, underlining
the strong sensitivity of the separation process on pre-
cise control of the trap potentials. The measurement ac-
curacy for this tilt compensation scheme is limited by the
resolution at which the segment voltages can be set, and
the electric feedthrough of the segments used for the com-
pensation. In our case, the voltage resolution is 0.3 mV,
leading to a tilt field resolution of about 0.1 V/m, cor-
responding to a force resolution 15 zeptoN. In [20], it
is shown that merely compensating to values within the
window where the separation works is not sufficient, as
nonzero tilt fields can lead to strongly increased motional
5excitation due to quasi-discontinuous trajectories of the
equilibrium positions. Thus, we need to suppress, char-
acterize and compensate for temporal drifts of the tilt
field, which is explained in detail in Appendix VIB.
D. Voltage ramp design
The voltage ramps {U(t)} = {UC(t), US(t), UO(t)} are
designed in a two-step scheme. We exploit the fact that
the harmonic coefficient α is monotonically decreasing
throughout the separation process to determine voltage
sets Ui(α) as a function of α. First, we specify the volt-
ages US and UO at the start, at the CP and at the end of
the separation process, and linearly interpolate between
these values. The voltage UC is then obtained for each α
by using Eq. 4 and the measured trap calibration data:
UC(α) =
1
αC
(α− α′ − αOUO(α) − αSUS(α)) (7)
The initial voltage set {U (i)} = {−7V, 0V, 0V } gives
rise to a trap with an axial frequency of about ω ≈
2π· 1.4 MHz. The voltages are ramped towards the
CP corresponding to {U (CP )} ≈ {−1.89,−7.5V,+9V },
leading to a minimum axial frequency of about ωcrit ≈
2π · 170 kHz. The final voltage configuration is specified
to be {U (f)} = {+2.62V,−7.83V, 0V }, leading to sepa-
rate traps at the S segments such that the axial trap fre-
quency matches the initial one. A more refined scheme
uses two additional mesh points near the initial(final)
steps to ramp UO up(down), such that UO is constant
around the CP.
In the second step, we calculate time-dependent volt-
age ramps {U(t)} from the parametrized ramps {U(α)}.
This requires knowledge of the relation α ↔ deq, where
deq is the equilibrium distance between both ions. We
can calculate deq for two ions in the potential Eq. 3 by
using the α and β coefficients obtained from the calibra-
tion measurements and taking Coulomb repulsion into
account. Based on this, is possible to design a trajectory
deq(t).
The choice for the distance function
deq(t) = di + (df − di)
(
t
T
)2
sin2
(
π
2
t
T
)
(8)
with initial (final) distance di(df ) and final time T fulfills
the requirement of a small variation rate of α at the CP
[20]. We further optimize by truncating the initial 10%
and final 30% of T by rescaling, leaving the CP voltages
fixed. We verified experimentally that this does not affect
the resulting motional excitations significantly, while the
duration of the separation process becomes shorter. We
can finally calculate time dependent voltages {U(t)} by
i) determining the deq(t) for a given time t from Eq. 8, ii)
finding the value of α for this distance, and iii) looking up
the voltages for this α value from the linear interpolation
ramps:
{U(t)} : t i)−→ deq(t) ii)−→ α(deq(t)) iii)−−→ {U(α(deq(t)))}
(9)
The voltage ramps calculated with this scheme exhibit
small variation rates around the CP. A example trajec-
tory and the resulting voltage ramps are shown in Fig.
3. For fine-tuning the trajectory near the CP and for
possible compensation of errors in the calibration mea-
surements and distortions from the low-pass filters, we
add an additional voltage offset δU
(CP )
C to the C seg-
ment, which is applied at the CP.
IV. RESULTS
We first verify the precise control over the ion distance
by measurements. A voltage set pertaining to a given
equilibrium distance is applied to the trap segments,
while the ions are continuously Doppler cooled. The
ion distance is measured, see Sec. II. A comparison of
measured distances with the preset values determined
from Eq. 8 is shown in Fig. 3. For the accessible
range of distances of up to roughly 2 · dCP , we find an
agreement consistent with the accuracy of the distance
measurement scheme.
We also characterize the weakening of the axial con-
finement when the CP is approached. This is done by
dynamically separating two ions (without Doppler cool-
ing) up to a fixed distance d ≤ dCP , corresponding to
a fraction of the total separation time T . This is fol-
lowed by the application of a spectroscopy pulse on the
quadrupole transition, and moving the ions back to the
initial distance before fluorescence readout. This way, we
ensure that the determination of the secular frequency is
not hampered by insufficient Doppler cooling at low trap
frequencies [33]. The secular frequency measured this
way is a local trap frequency given by the second deriva-
tive of the external potential at the position of each ion.
It is given by [31]:
ω2(t) =
q
m
(
3β(t)d(t)2 + 2α(t)
)
. (10)
This corresponds to the COM secular frequency in the
limit where the ions are confined in a common strongly
harmonic potential well. The coefficients α, β are ob-
tained by using Eqs. 4,5 with the voltage ramps in
conjunction with the trap calibration data. Measure-
ment results below the CP are shown in Fig. 4. The
data is matching well to Eq. 10 [34], and a CP trap
frequency of about 10% of the initial trap frequency is
found. Such substantial reduction of the trap frequency
leads to strongly increased anomalous heating rates[35].
This scaling behavior is determined by adiabatically low-
ering the confinement for a single ground-state cooled ion
by ramping up the trap voltage at segment C. The ion is
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vibration as calculated from Eq. 10 (black solid), along with
resolved sideband spectroscopy measurements (black dots).
From the trap frequency, we infer the anomalous heating rate
(blue solid), where a power law is determined by heating rate
measurements (blue dots). We obtain a minimum value of
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monic (α) and quartic coefficients (β), as obtained from trap
calibration data and voltage ramps. Note the small variation
of α around the CP. The quantities beyond the CP are shown
dashed, as the Taylor approximation Eq. 3 breaks down and
the precise equilibrium positions deviate.
kept at the lowered confinement for a given wait time be-
fore raising the confinement again to the initial value and
probing the energy increase with the method described
in Sec. III A. From linear regression of the energy in-
crease with respect to the wait time, the heating rate at
the trap frequency corresponding to a given lower con-
finement voltage is extracted. This way, we determine a
phonon increase rate of Γ(ω) = 6.3(2)·ω−1.8(1) ms−1. An
estimate of the total thermal energy gain during the sep-
aration is obtained by integrating over the heating rate,
which is time-dependent via the time-dependent trap fre-
quency, i.e. the area under the heating rate curve of Fig.
4 a). As a result, we expect a thermal energy gain of
29(7) ms−1 · T phonons per ion at a separation time T .
We investigate the dependence of the final motional
excitation of the ions on three parameters: (i) the volt-
age ∆UO modifying the tilt field γ, (ii) the CP offset
voltage at the C segment δU
(CP )
C , and (iii) the total sep-
aration duration T . The measurement results are shown
in Figure 5. For these measurements, a two-ion crystal,
initially cooled to mean phonon numbers of n¯COM ≈0.7
on the center-of-mass mode and n¯STR ≈0.7 on the stretch
mode, is separated. For probing the energy of one of the
ions, a sequence of shuttling operations is carried out as
indicated in Fig. 1, where each shuttling to a neighboring
segment is performed within 24 µs and using 60 samples,
such that no significant energy transfer takes place [19].
The energy is probed according to Sec. III A, such that
the energy increase for each ion in phonons pertaining to
the final single-ion trap frequency at C is obtained.
The dependence on the tilt field γ is characterized by
measuring the motional excitation for different voltages
∆UO, for a total separation time of 80 µs. The results
are shown in Fig. 5 a). We find that the energy in-
crease of both ions is minimized for a tilt field where
the energy increase is roughly equal for the two ions.
As the best result, we obtain n¯1,tot = 4.63 ± 0.23 and
n¯2,tot = 3.69±0.22. This voltage slightly differs from the
center of the success range by about −2 mV. For devi-
ation from the optimum voltage of about 4 mV, strong
oscillatory excitation on at least one of the ions corre-
sponding to >10 phonons can occur. The dependence on
the CP voltage offset δU
(CP )
C , as shown in Fig. 5 b), is
less pronounced, it has to be correctly set to an accu-
racy of about 10 mV to circumvent coherent excitation.
However, a significant deviation of the optimum value of
-70 mV with respect to the ideal case (0V) is observed,
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For the dependence on ∆UO, we show the motional excitation for each ion, while for the other parameters the averaged
excitation over both ions is shown.
which presumably compensated for inaccuracies of the
trap calibration data and voltage waveform distortion by
the filters. For correct settings of δU
(CP )
C and ∆UO, the
motional excitation is dominated by heating.
Finally, we vary the total separation duration T , see Fig.
5 c). For each duration T , the offset voltage δU
(CP )
C
and the tilt compensation voltage ∆UO are optimized
separately in order to compensate for voltage waveform
distortions which are caused by the 50 kHz low-pass fil-
ters. This is done efficiently by probing the carrier Rabi
oscillation on the stimulated Raman transition at a π-
pulse area, where a large spin excitation indicates low
motional excitation. For durations below 60 µs, oscil-
latory excitation is dominant. In this regime, the ex-
citation of the ions is extremely sensitive to the dura-
tion: Below 50µs, even qubit readout is compromised,
which indicates residual energies of n¯ & 400 phonons
per ion. In this regime, exponential behavior of the en-
ergy transfer, n¯ ∝ exp (−T/τ), with a time constant of
τ = 1.4(2)µs is observed. This agrees well with the nu-
merical simulations performed in Ref. [20]. For separa-
tion durations longer than 60 µs, the excitation is mainly
caused by anomalous heating. Given that the minimum
total excitation is obtained if oscillatory and thermal ex-
citation are of similar magnitude, the observed optimum
value of n¯ = 4.16(0.16) phonons per ion is roughly con-
sistent with the expected amount of anomalous heating
of 2.3(6) phonons per ion. Rescaling the result of about
two phonons per ion in 55 µs from Ref. [18] to take into
account the much lighter mass of the 9Be+ ions used
by rescaling the energy increase with
√
m, we achieve a
rather similar energy transfer with a similar separation
time.
V. CONCLUSION
We experimentally demonstrated an ion separation
protocol which retains the ions in the Lamb-Dicke regime.
For this goal, it is mandatory to calibrate the trap pa-
rameters accurately and to adapt the voltage ramps with
respect to the findings. Best performance was achieved
with separation durations comparable to that of entan-
gling gate operations, and being well below the deco-
herence timescales of typical trapped ion qubit systems.
We emphasize the fact that our trap geometry parame-
ters were not specifically optimized for separation per-
formance. Our result is consistent with the best at-
tainable separation result, which is given by technical
limitations. The lowest attained energy increase, and
the energy increase at longer separation times is deter-
mined by anomalous heating. This effect is currently sub-
ject to intense research efforts, and substantial progress
has already taken place. It has been demonstrated that
cryogenic ion traps [36] and in-situ cleaned trap surfaces
[37, 38] can suppress electric-field noise by several orders
of magnitude, which allows for mitigating the anomalous
heating effect also at very low trap frequencies and re-
duced trap dimensions. The latter could then lead to in-
creased anharmonic confinement at the CP, which would
in turn enable faster separation operations at low en-
ergy increase, as the tighter confinement serves to sup-
press undesired acceleration at the CP. Note that our ap-
proach does not yet rely on a dedicated control-strategy
[39, 40], such that we achieve the limit pertaining to adi-
8abatic separation. Future investigations will include the
applicability of techniques such as invariant-engineering
approach or optimal control theory to the separation pro-
cess. Technological improvements on arbitrary waveform
generators [24, 25] could also increase quartic confine-
ment at the CP by employing larger trap voltage ranges,
and improved electrical characteristics would reduce the
need for filtering below ωCP . We expect that these up-
coming technical improvements, together with the tech-
nique present in this work, will enable separation dura-
tions in the 10µs range, at energy transfers below the
single phonon level.
Already for the current state-of-the art, it is within reach
to demonstrate fundamental quantum information proto-
cols on the few-qubit level with scalable techniques, such
as distribution of entanglement and quantum teleporta-
tion over mm-distances, and implementations of the Shor
factorization algorithm.
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VI. APPENDIX
A. Highly excited displaced thermal states
In Sec. III A we have outlined a scheme to estimate
mean phonon numbers pertaining to combined oscilla-
tory and thermal excitation from Rabi oscillation data.
This requires calculating the corresponding phonon dis-
tributions, for mean phonon numbers ranging up to 103.
The expression for this distribution Eq. 2 can be evalu-
ated by considering the phonon distribution for displaced
number states [41]:
| 〈k|ζ, n〉 |2 = e−|ζ|2 |ζ|2(k+n)n!k!
·
∣∣∣∣∣
n∑
l=0
(−1)l |ζ|
−2l
l!(n− l)!(k − l)!
∣∣∣∣∣
2
(11)
The distribution for a thermal displaced state with
mean thermal phonon number n¯th is obtained by per-
forming a thermal average over these probabilities:
pk(n¯th, ζ) =
∞∑
n=0
n¯th
(n¯th + 1)n+1
| 〈k|ζ, n〉 |2 (12)
In practice, the summation is truncated appropriately.
However, already the evaluation of Eq. 11 leads to nu-
merical problems, as for large quantum numbers, a Stir-
ling approximation for the factorials has to be invoked.
The corresponding errors, albeit of small relative magni-
tude, leads to large absolute errors of the summation in
Eq. 11. A possible way to circumvent this is using an
approximation introduced in Ref. [42], which however
holds only if both |ζ|2 and n¯th are sufficiently large.
We employ a numerically convenient scheme which is pre-
cise over whole parameter range of interest, which relies
on numerical thermalization of the phonon distribution
of a displaced state. A thermalization process of a quan-
tized harmonic oscillator can be modeled by a set of rate
equations [43]:
p˙n = λh (npn−1 + (n+ 1)pn+1 − (2n+ 1)pn) , (13)
where the heating rate is ˙¯n = λh. Defining the heating
kernel
Kn,m = nδn,m−1 + (n+ 1)δn,m+1 − (2n+ 1)δn,m, (14)
the phonon distribution for a thermal displaced state is
obtained from
pn(α, n¯th) = exp (λhKt) p
(coh)
n (ζ) (15)
where the displaced state phonon distribution p
(coh)
n =
e−|ζ|
2
ζ2n/n! is represented as a vector. The heating ker-
nel K = DΛD−1 is a tridiagonal matrix, for which the
eigenvectors D and eigenvalues Λ can be computed and
stored once for a given truncation phonon number. For
each sampled mean thermal phonon number n¯th = λht,
the distribution
pn(ζ, n¯th) = D exp (n¯thΛ)D
−1p(coh)n (ζ) (16)
is computed by performing three matrix-vector products.
B. Trap parameter drifts
In Sec. III C, it was stated that the tilt force along
the separation direction has to be controlled on the
100 zeptoNewton-level, corresponding to differential volt-
ages of few mV on the O electrodes, to achieve satis-
factory results. This raises the question of the role of
drifting trap parameters. These drifts can be caused by
laser induced charging of the trap surface [44],[45] act-
ing on short (minutes) timescales, or by thermally acti-
vated surface processes on long timescales (hours). In
order to use separation operations as a reliable exper-
imental building block, the drift rates have to be kept
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FIG. 6. Drift of the tilt compensation voltage ∆UO . a) shows
the long-time drift, caused by photoionization and superim-
posed thermal processes. Comparing the total magnitude of
the drift with the precision required for working separation
from Fig. 5 a), is becomes apparent that frequent, efficient
and automated tilt recalibration is necessary. b) shows the
drift caused by a single exposure of the trap to the 375 nm
photoionization beam at the observation segment. The time
when the laser is switched on is indicated as shaded. One can
clearly recognize the different rates for charging and discharg-
ing (see text).
sufficiently low in order to keep the required recalibra-
tion measurement overhead reasonable. Furthermore, an
efficient measurement method for tilt calibration is re-
quired. We implement a measurement scheme similar to
the technique presented in Ref. [46], where the ions are
slowly separated under Doppler cooling illumination, the
ion positions are recorded from evaluation of EMCCD
images, and a possible deviation of the center-of-mass
position of the ions is corrected by a digital PI servo loop
with time steps of 0.5 s. This enables the determina-
tion of the tilt compensation voltage with an accuracy of
0.6 mV within a measurement time of about 5 s.
We find that the most substantial impact on tilt field
drifts is caused by the photoionization (PI) laser beams
at 423 nm and 375 nm. These either charge the trap
directly via the photoelectric effect, or indirectly if ions
created near the trap are accelerated onto trap surfaces
by the rf electric field [47]. In the initial version of our
setup, these lasers were sent through a common single
mode fiber, and were jointly focused at the trap volume
by a 150 mm achromatic lens, with an input beam diam-
eter of about 1 mm FWHM, giving rise to foci of roughly
25 µm FWHM. However, these were found to be sepa-
rated by about 50 mm along the beam direction, lead-
ing to inefficient usage of the total optical power and in-
creased illumination of the trap surface. The beams were
focused to the C segments, where also Doppler cooling
and imaging takes place. We find that with the neces-
sity to reload ions at intervals ranging roughly between
10 minutes and 1 hour, the drifts from PI are too large
to maintain good separation results. The charging rates
are observed to be fluctuating and to be extremely sen-
sitive on the beam alignment. We mitigate this problem
by the following measures: First, we direct the 375 nm
and 423 nm beams via separate optical fibers and via
separate focusing lenses. This way, we can guarantee
that both foci are located at the same position along the
propagation direction, which further improves the beam
clearance and yields more efficient usage of the optical
power. Second, the PI beams are adjusted to a position
5 segments away from the C segment, such that charg-
ing takes place at locations with reduced electric feed-
through at x = 0. We realize a remote loading procedure
by periodically shuttling a confining axial potential well
from the PI to the observation site within 160 µs.
These measures enable us to achieve sufficiently low drift
rates. We quantify these by recording the tilt compen-
sation voltage ∆UO as determined by calibration mea-
surements over time. Fig. 6 shows the results for the
case of a single PI event and a long-time record. For the
first case, the charging/discharging process is modeled as
follows [45]:
Q˙ = K − δQ− κQ (17)
where Q is the charge accumulated on insulating patches,
to which the tilt field γ′ from Eq. 6 is assumed to be pro-
portional, γ′ = c·Q. K is the laser induced charging rate,
δ describes the screening due to the existing charge, and
κ is the discharge rate. K and δ are only nonzero when
the PI lasers are on. As tilt compensation is given with
∆UOγO = γ
′, we can measure the quantityK ′ = c·K/γO
by observing the change of the tilt compensation voltage
under exposure of a PI beam by fitting the data to the
model Eq. 17. For the 375 nm PI laser at 400µW and
the remote setting, we determine K ′ =3.02(6)mV/min,
δ =0.074(2) min−1 and κ =0.017(2) min−1. No signif-
icant charging induced by the PI laser near 423 nm at
400 µW could be observed for the remote setting. By
contrast, for direct loading at the C segment, we mea-
sure rates of change for the tilt compensation voltage of
K ′ =4.8(2)mV/min (375 nm) and K ′ =5.25(2)mV/min
(423 nm). The measurement data presented in the main
text was acquired with remote loading and PI powers of
about 300 µW (1 mW) in the 375 nm (423 nm) beam.
The rather large powers are chosen because we presume
the trap loading rate to be proportional to the laser
power, and for the typical loading time of about 5 s we ob-
tain, we are in the regime where the accumulated charge
is proportional to the time the PI lasers are switched
on, as indicated by Fig. 6 b). We thus assume that for
lower PI powers, the longer required loading times would
give rise to similar total changes of the tilt compensation
voltage.
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