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A CHARACTER FORMULA FOR THE CATEGORY O˜
BENJAMIN J. WILSON
Abstract. One may construct, for any function on the integers, an irreducible module
of level zero for affine sl(2), using the values of the function as structure constants. The
modules constructed using exponential-polynomial functions realise the irreducible mod-
ules with finite-dimensional weight spaces in the category O˜ of Chari. In this work, an
expression for the formal character of such a module is derived using the highest-weight
theory of truncations of the loop algebra.
1. Introduction
Let g denote the Lie algebra sl(2) of 2 × 2 traceless matrices over an algebraically closed
field k of characteristic zero. Associated to g is the centreless affine Lie algebra g˜,
g˜ = g⊗ k[t, t−1]⊕ kd
obtained as an extension of the loop algebra by a degree derivation d. The Cartan subal-
gebra of g˜ is given by h˜ = h ⊕ kd, where h is the Cartan subalgebra of g. The category
O˜, introduced by Chari [4], is an analogue of the category O of Bernstein, Gelfand and
Gelfand [2], corresponding to the natural Borel subalgebra of g˜ (that is, to the loop algebra
of the Borel subalgebra of g). For every exponential-polynomial function ϕ : Z → k, one
may construct an irreducible g˜-module N(ϕ) in the category O˜ with finite-dimensional
weight spaces. It follows from Chari [4], and from Billig and Zhao [3], that any irreducible
module in the category O˜ with all weight spaces of finite dimension can be obtained as
the tensor product of a one-dimensional module with a module N(ϕ). In this paper, a
formula for the character of the modules N(ϕ) is derived, thus describing the character of
the irreducible modules in the category O˜ with finite-dimensional weight spaces.
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For any weight g˜-module M , write
M =
⊕
χ∈h˜∗
Mχ where h|Mχ = χ(h), h ∈ h˜,
and if the weight spaces Mχ are finite dimensional, write
charM =
∑
χ∈h˜∗
dimMχ Z
χ
for its character.
A function ϕ : Z → k is exponential polynomial if it can be written as a finite sum of
products of polynomial and exponential functions. For any λ ∈ k×, define the exponential
function
exp(λ) : Z→ k, exp(λ)(m) = λm, m ∈ Z.
For any positive integer r, define the function
℘r =
∑
ζr=1
exp(ζ),
where the sum is over all roots of unity ζ such that ζr = 1. If ϕ : Z → k is a non-zero
exponential-polynomial function, then there exists a unique r > 0 such that
(1.1) ϕ = ℘r ·
∑
i
aiexp(λi)
for some finite collection of polynomial functions ai : Z → k and scalars λi ∈ k
×, such
that if (λi/λj)
r = 1, then i = j. Let α denote the positive root of g, and let δ denote the
fundamental imaginary root of g˜. The characters of the modules N(ϕ) are described by
the following theorem.
Theorem. Let ϕ : Z→ k be a non-zero exponential-polynomial function. In the notation
of (1.1),
(1.2) charN(ϕ) = Zϕ(0)
α
2 ·
1
r
∑
n∈Z
∑
d|r
cd(n)
(
Pϕ(Z
−dα)
) r
d
Znδ,
where the inner sum is over the positive divisors d of r, the quantities cd(n) are Ramanujan
sums, and
Pϕ(Z) =
∏
ai∈Z+
(1− Zai+1)
(1− Z)M
,
where M =
∑
i(deg ai + 1) and the product is over those indices i for which ai ∈ Z+.
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The Ramanujan sum cd(n) is given by
(1.3) cd(n) =
φ(d)µ(d′)
φ(d′)
, d′ =
d
gcd(d, n)
,
where φ denotes Euler’s totient function and µ denotes the Mo¨bius function.
It may be deduced from the character formula (1.2) that if the weight space N(ϕ)χ is
non-zero, then
χ = ϕ(0)
α
2
− kα+ nδ,
for some n ∈ Z and k > 0. The function cd(·) has period d, and so for any k > 0, the
multiplicity function
n 7→ dimN(ϕ)ϕ(0)α
2
−kα+nδ, n ∈ Z,
has period r. Therefore the character of N(ϕ) is completely described by the array of
weight-space multiplicities
[
dimN(ϕ)ϕ(0)α
2
−kα+nδ
]
where k > 0 and 0 6 n < r. Examples of these arrays, such as those illustrated by
Figures 1(a) – 1(d), may be computed in a straightforward manner using the formula
(1.2). Columns are indexed left to right by n, where 0 6 n < r, while rows are indexed
from top to bottom by k > 0.
Greenstein [9] (see also [6, Section 4.1]) has derived an explicit formula for the charac-
ter of an integrable irreducible object of the category O˜. These objects are precisely
the exponential-polynomial modules N(ϕ) where ϕ is a linear combination of exponential
functions with non-negative integral coefficients. Indeed, our result may alternatively be
deduced by considering separately the case where N(ϕ) is integrable, employing the result
of Greenstein, and the case where N(ϕ) is not integrable, using Molien’s Theorem. Our
approach, via a general study of finite cyclic-group actions, has the advantage of permit-
ting a unified proof. Both approaches employ the explicit expression of the character of an
irreducible highest-weight module for a truncated current Lie algebra described in [13].
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1 0 0 0 0 0
1 1 1 1 1 1
3 2 3 2 3 2
4 3 3 4 3 3
3 2 3 2 3 2
1 1 1 1 1 1
1 0 0 0 0 0
0 0 0 0 0 0
...
...
(a) ϕ = ℘6
1 0 0 0
2 2 2 2
10 8 10 8
30 30 30 30
86 80 84 80
198 198 198 198
434 424 434 424
858 858 858 858
...
...
(b) ϕ = −℘4(exp(λ) + exp(µ))
1 0 0 0 0 0
1 1 1 1 1 1
4 3 4 3 4 3
10 9 9 10 9 9
22 20 22 20 22 20
42 42 42 42 42 42
80 75 78 76 78 75
132 132 132 132 132 132
217 212 217 212 217 212
335 333 333 335 333 333
...
...
(c) ϕ = −℘6
1 0
2 2
5 3
6 6
9 7
10 10
13 11
14 14
17 15
18 18
...
...
(d) ϕ = ℘2(exp(λ)− exp(µ))
Figure 1: Array of weight-space multiplicites of N(ϕ)
2. Exponential-Polynomial Functions
A function ϕ : Z → k is exponential polynomial if it can be written as a finite sum of
products of polynomial and exponential functions, i.e.
∑
λ∈k×
ϕλexp(λ),
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for some polynomial functions ϕλ : Z→ k and distinct scalars λ ∈ k
×. Write
E = {ϕ : Z→ k | ϕ is exponential polynomial } .
Let A = k[t, t−1].
2.1. Module structure. Let F = {ϕ : Z→ k }. Define an endomorphism τ of the vector
space F via
(τ · ϕ)(m) = ϕ(m+ 1), m ∈ Z, ϕ ∈ F .
The rule t 7→ τ endows F with the structure of an A-module. For any k > 0 and λ ∈ k×,
define the function θλ,k ∈ F by
θλ,k(m) = m
kλm, m ∈ Z.
By definition, E is the linear subspace of F spanned by the θλ,k. It is immediate from the
following lemma that E is an A-submodule of F .
Lemma 2.1. For any λ, µ ∈ k× and k > 0,
i. (t− µ) · θλ,k = (λ− µ)θλ,k + λ
∑k−1
j=0
(
k
j
)
θλ,j ;
ii. (t− λ)k · θλ,k = k!λ
kθλ,0.
iii. (t− λ)k+1 · θλ,k = 0.
Proof. For any m ∈ Z,
(t · θλ,k)(m) = θλ,k(m+ 1) = (m+ 1)
kλm+1
= λ
∑k
j=0
(
k
j
)
mjλm
= λ
∑k
j=0
(k
j
)
θλ,j(m).
Therefore,
(t− µ) · θλ,k = λ
∑k
j=0
(k
j
)
θλ,j − µθλ,k,
and so part (i) is proven. Part (ii) is proven by induction. The claim is trivial if k = 0, so
suppose that the claim holds for some k > 0. Then
(t− λ)k+1 · θλ,k+1 = (t− λ)
k · λ
∑k
j=0
(k+1
j
)
θλ,j
= λ
(k+1
k
)
k!λkθλ,0 (by inductive hypothesis)
= (k + 1)!λk+1θλ,0,
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where part (i) is used in obtaining the first and second equalities. Therefore the claim
holds for all k > 0 by induction. Part (iii) follows immediately from parts (i) and (ii). 
Proposition 2.2. The set {θλ,k | λ ∈ k
×, k > 0 } is linearly independent, and hence is a
basis for E .
Proof. Suppose that γλ,k ∈ k, λ ∈ k
×, k > 0, are scalars such that the sum
ϕ =
∑
λ∈k×
∑
k>0
γλ,kθλ,k,
is finite and equal to zero. Write Z = {λ ∈ k× | γλ,k 6= 0 for some k > 0 }, and let
nλ = max { k | γλ,k 6= 0 } , λ ∈ Z.
Then, for any λ ∈ Z,
0 =
∏
µ∈Z
(t− µ)nµ+1−δλ,µ · ϕ
=
∏
µ∈Z
(t− µ)nµ+1−δλ,µ · (γλ,nλθλ,nλ)
= γλ,nλλ
nλnλ!
∏
µ∈Z,µ6=λ
(λ− µ)nµ+1 · θλ,0,
by Lemma 2.1. Therefore γλ,nλ = 0 for all λ ∈ Z, which is absurd, unless Z is the empty
set. 
2.2. Recurrence relations. Suppose that c(t) ∈ k[t] is a non-zero polynomial of degree
q, and write c(t) =
∑q
k=0 ckt
k. Then, for any ϕ ∈ F , we have c · ϕ = 0 if and only if
(2.3) 0 = (c · ϕ)(m) = c0ϕ(m) + c1ϕ(m+ 1) + · · ·+ cqϕ(m+ q),
for all m ∈ Z. That is, c · ϕ = 0 precisely when the values of ϕ satisfy the linear ho-
mogeneous recurrence relation with constant coefficients (2.3) defined by c. The following
proposition characterises the exponential-polynomial functions as the solutions of such re-
currence relations.
Proposition 2.4. The A-submodule E ⊂ F is characterised by
E = {ϕ ∈ F | c · ϕ = 0 for some c ∈ k[t] } .
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Proof. Suppose that c ∈ k[t] is of degree q. The equation c · ϕ = 0 is equivalent to the
relation (2.3), and so the space consisting of all solutions ϕ is at most q-dimensional. Now
write Z ⊂ k× for the set of all roots of c. The field k is algebraically closed, and so
(2.5) c(t) ∼k×
∏
λ∈Z
(t− λ)mλ ,
where mλ is the multiplicity of the root λ ∈ Z. Lemma 2.1 shows that the set
{θλ,k | λ ∈ Z, 0 6 k < mλ } ,
which is of size
∑
λ∈Z mλ = q, consists of solutions to c · ϕ = 0. By Proposition 2.2, this
set is linearly independent, and hence is a basis for the solution space. This proves the
inclusion ⊃. The inclusion ⊂ follows immediately from Lemma 2.1 part (iii). 
2.3. Characteristic polynomials. By Proposition 2.4, for any ϕ ∈ E , the annihilator
ann(ϕ) ⊂ k[t] is a non-zero ideal of k[t]. The unique monic generator cϕ ∈ ann(ϕ) is called
the characteristic polynomial of ϕ.
Proposition 2.6. Suppose that ϕ ∈ E and write
(2.7) ϕ =
∑
λ∈k×
ϕλexp(λ),
as a finite sum of products of polynomials functions ϕλ and exponential functions exp(λ),
λ ∈ k×. Then
(2.8) cϕ(t) =
∏
λ∈Z
(t− λ)degϕλ+1,
where Z = {λ ∈ k× | ϕλ 6= 0 }.
Proof. Suppose that ϕ ∈ E has the form (2.7), let c ∈ k[t] be non-zero, and write c in the
form (2.5). By Lemma 2.1, we have c ·ϕ = 0 if and only if mλ > degϕλ whenever ϕλ 6= 0.
The polynomial (2.8) is the minimal degree monic polynomial that satisfies this condition,
and hence is the characteristic polynomial. 
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2.4. Degree. It follows from the characterisation of E given in subsection 2.2 that if ϕ ∈ E
is non-zero, then the support of ϕ is not wholly contained in either of the infinite subsets
of consecutive integers N,−N ⊂ Z. Lemma 2.9 demonstrates that the monoid generated
by the support of ϕ is of the form rZ, for some unique positive integer r. Write degϕ = r
for the degree of ϕ.
Lemma 2.9. Suppose that A is a submonoid of Z such that N,−N 6⊂ A. Then A = rZ,
where r ∈ A is any non-zero element of minimal absolute value.
Proof. Let r ∈ A ∩ N be of minimal absolute value. For any m ∈ A ∩ −N, we have that
m+ kr ∈ A where k is the unique positive integer such that
0 6 m+ k0r < r.
Thus m+ kr = 0 by the minimality of r; it follows that r divides m, for any m ∈ A∩−N.
Moreover,
−r = m+ (k − 1)r ∈ A
since k− 1 is non-negative. It follows therefore that −r is the element of minimal absolute
value in A∩−N. The argument above with inequalities reversed shows that −r divides all
positive elements of A, and so A ⊂ rZ. The opposite inclusion is obvious since r,−r ∈ A
and A is closed under addition. 
2.5. Expression. For any positive integer r, denote by Zr the additive group of integers
considered modulo r, by ℜ(r) the set of primitive roots of unity of order r, and by ζr some
fixed element of ℜ(r).
Lemma 2.10. Suppose that ϕ ∈ E is non-zero and that degϕ = r. Then r > 0, and
ϕλ = ϕζλ whenever λ, ζ ∈ k
× and ζr = 1. Moreover, there exists ψ ∈ E such that
i. ϕ = ℘rψ, and
ii. cϕ =
∏
i∈Zr
cψ(ζ
i
rt) is a decomposition of cϕ into co-prime factors.
Proof. The support of ϕ is contained in rZ. If r = 0, then ϕ(m) = 0 for any non-zero
m ∈ Z. In particular ϕ has infinitely many consecutive zeros, and so ϕ = 0, contrary to
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hypothesis. Therefore r > 0. The support of ϕ is contained in the support of ℘r, and so
ϕ = 1r℘rϕ. Hence
ϕλ = (
1
r
℘rϕ)λ =
1
r
∑
i∈Zr
ϕ(ζirλ),
for any λ ∈ k×. If ζr = 1, then the expression on the right-hand side is invariant under
the substitution λ 7→ ζλ, and so the first claim is proven.
Multiplication by ζr decomposes k
× into a disjoint union of orbits for the cyclic group Zr,
and all orbits are of size r. Choose any set B of representatives, so that k× =
⊔
i∈Zr
ζ irB.
Then ψ =
∑
λ∈B ϕλexp(λ) has the required property, by Proposition 2.6. 
Remark 2.11. The function ψ ∈ E of Lemma 2.10 is not unique. Indeed, if
ψ =
∑
i
aiexp(µi)
has the required property, then so does ψ′ =
∑
i aiexp(ζ
ni
r µi) for any ni ∈ Zr.
3. The Category O˜
For any Lie algebra a over k, denote by
aˆ = a⊗ k[t, t−1]
the loop algebra associated to a, with the Lie bracket
(3.1) [x⊗ ti, y ⊗ tj ] = [x, y ]⊗ ti+j, x, y ∈ a, i, j ∈ Z.
Let { e, f,h } be a standard basis for g = sl(2), so that
[ e, f ] = h, [ h, e ] = 2e, [ h, f ] = −2f.
The Lie algebra g has a triangular decomposition
(3.2) g = g+ ⊕ h⊕ g−, e ∈ g+, h ∈ h, f ∈ g−.
The decomposition (3.2) defines a decomposition of the loop algebra gˆ
gˆ = gˆ+ ⊕ hˆ⊕ gˆ−
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as a direct sum of subalgebras. The centreless affine Lie algebra g˜ is the one-dimensional
extension of gˆ by kd defined by
[ d, x⊗ tn ] = nx⊗ tn, x ∈ g, n ∈ Z.
Let h˜ = h⊕ kd, and let α, δ ∈ h˜∗ be given by
α(h) = 2, α(d) = 0, δ(h) = 0, δ(d) = 1.
Denote by t the Heisenberg subalgebra hˆ⊕ kd of g˜.
For any weight g˜-module M , write
s(M) = {χ ∈ h˜∗ |Mχ 6= 0 } .
The category O˜, introduced by Chari [4], consists of the weight g˜-modules M such that
s(M) ⊂
⋃
λ∈A(λ− Z+α× Zδ)
for some finite subset A = AM ⊂ h
∗. The morphisms of the category are the homomor-
phisms of g˜-modules.
3.1. The modules N(ϕ). Let ϕ ∈ E . It is straightforward to verify that A is a t-module
via
h⊗ tm · tn = ϕ(m)tm+n, d · tn = ntn, m, n ∈ Z.
Denote by H(ϕ) the t-submodule generated by 1 ∈ A.
Lemma 3.3. For any non-zero ϕ ∈ E ,
i. H(ϕ) = k[tr, t−r], where r = degϕ;
ii. H(ϕ) is irreducible.
Proof. By definition, H(ϕ) is spanned by monomials
(3.4) h⊗ tm1 · · · h⊗ tmk · 1 =
k∏
i=1
ϕ(mi)t
m1+···mk ,
where k > 0 and mi ∈ Z. Therefore t
m ∈ H(ϕ) precisely when m = m1 + · · · + mk for
some mi in the support of ϕ. That is, t
m ∈ H(ϕ) if and only if m ∈ A where A is the
monoid generated by the support of ϕ. By Lemma 2.9, A = rZ, where r = degϕ, and so
H(ϕ) = k[tr, t−r], proving part (i).
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Now suppose that v ∈ H(ϕ) is a non-zero weight vector. Then v is proportional to tm for
some m ∈ Z. By part (i), t−m ∈ H(ϕ) also, and so there exist integers m1, . . . ,mk in the
support of ϕ such that t−m is proportional to a monomial (3.4). Then
h⊗ tm1 · · · h⊗ tmk · tm =
k∏
i=1
ϕ(mi)t
0
is proportional to the generator 1 ∈ H(ϕ). Thus H(ϕ) is generated by any non-zero weight
vector v, and hence is irreducible. 
For any ϕ ∈ E , let gˆ+ ·H(ϕ) = 0. Denote by N(ϕ) the unique irreducible quotient of the
induced module
Indg˜
t+gˆ+
H(ϕ).
3.2. Irreducible modules in O˜. For any γ ∈ k, denote by kuγ the one-dimensional
g˜-module given by
gˆ · uγ = 0, d · uγ = γuγ .
It is apparent from subsection 3.1 that one may in fact construct an irreducible g˜-module
N(ϕ) for any ϕ ∈ F such that the monoid generated by the support of ϕ has the form
rZ, for some non-negative integer r. Chari [4] demonstrates that any irreducible object
of the category O˜ can be obtained as the tensor product of such a module N(ϕ) with a
one-dimensional module kuγ . On the other hand, it follows from the work of Billig and
Zhao [3] that N(ϕ) has all weight spaces finite dimensional precisely when ϕ ∈ E . Thus:
Theorem 3.5. [3, 4] Suppose that M is an irreducible module in the category O˜, and that
all weight spaces of M are finite dimensional. Then M ∼= N(ϕ)
⊗
kuγ for some ϕ ∈ E and
γ ∈ k.
4. Loop-Module Realisation
For any gˆ-module M , denote by
M̂ =M ⊗ k[t, t−1]
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the g˜-module defined by
x⊗ tm · v ⊗ tn = (x⊗ tm · v)⊗ tm+n, d · v ⊗ tn = nv ⊗ tn,
for any m,n ∈ Z, v ∈ M , and x ∈ g. Modules thus constructed are called loop modules.
For ϕ ∈ E , let kvϕ be the one-dimensional hˆ-module defined by
h⊗ a · vϕ = (a · ϕ)(0)vϕ, a ∈ A.
Let gˆ+ · vϕ = 0, let
V(ϕ) = Indgˆ
hˆ+gˆ+
kvϕ
denote the induced gˆ-module, and let L(ϕ) denote the unique irreducible quotient of V(ϕ).
In this section, it is shown that if ϕ ∈ E is non-zero and r = degϕ, then N(ϕ) is isomorphic
to a direct summand of the loop module L̂(ϕ), and moreover that this summand may be
described in terms of the semi-invariants of an action of the cyclic group Zr on L(ϕ). The
results of this section are due to Chari and Pressley [7] (see also [5]).
Denote by ordη the order of a finite-order automorphism η. If η is an endomorphism of a
vector space V , write
V |ηλ = { v ∈ V | η(v) = λv }
for the eigenspace of eigenvalue λ, for any λ ∈ k.
4.1. Cyclic group action on L(ϕ).
Lemma 4.1. Suppose that ϕ ∈ E is non-zero, and that ζ ∈ k× is such that ζr = 1, where
r = degϕ. Then for all a ∈ A,
(a(ζt) · ϕ)(0) = (a · ϕ)(0).
Proof. The support of ϕ is contained in rZ. Therefore, if a(t) =
∑
i ait
i, then
(a(ζt) · ϕ)(0) =
∑
i≡0 (mod r)
ai ζ
iϕ(i) =
∑
i≡0 (mod r)
ai ϕ(i) = (a · ϕ)(0). 
Proposition 4.2. Suppose that ϕ ∈ E is non-zero, and let r = degϕ. Then there exists
an order-r automorphism η = ηϕ of the h-module L(ϕ) defined by η(vϕ) = vϕ and
η(x⊗ a · w) = x⊗ a(ζ−1t) · η(w), x ∈ g, a ∈ A, w ∈ L(ϕ),
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where ζ = ζr. Moreover, η decomposes L(ϕ) as a direct sum of eigenspaces
L(ϕ) =
⊕
i∈Zr
L(ϕ)|η
ζi
.
Proof. The rule t 7→ ζ−1t extends to an automorphism of A, which defines an automor-
phism of the loop algebra gˆ. This automorphism in turn defines an automorphism η of
the universal enveloping algebra U(gˆ). The universal module V(ϕ) may be realised as the
quotient of U(gˆ) by the left ideal I generated by gˆ+ and by the elements of the set
{h⊗ a− (a · ϕ)(0) | a ∈ A} .
The map η preserves this set by Lemma 4.1:
η(h⊗ a− (a · ϕ)(0)) = h⊗ a(ζ−1t)− (a · ϕ)(0)
= h⊗ a(ζ−1t)− (a(ζ−1t) · ϕ)(0).
Clearly η preserves gˆ+, and so η(I) = I. Therefore η is well-defined on the quotient V(ϕ)
of U(gˆ). The monomial
f ⊗ tn1 · · · f ⊗ tnk · vϕ ∈ V(ϕ)
is an eigenvector of eigenvalue ζ−m where m =
∑k
i=1 ni, and so the Poincare´-Birkhoff-Witt
Theorem guarantees a decomposition
(4.3) V(ϕ) =
⊕
i∈Zr
V(ϕ)|η
ζi
of V(ϕ) into eigenspaces for η. It is easy to check that η commutes with the action of
h ⊗ t0, from which it follows that if U is a proper submodule, then so is η(U). Hence η
preserves the maximal submodule of V(ϕ), and so is defined on the quotient L(ϕ). This
induced map is of order r, by construction, and decomposes L(ϕ) in the manner claimed
by (4.3). 
4.2. Decomposition of a loop module. For any non-zero ϕ ∈ E , define an automor-
phism ηˆϕ of the vector space L̂(ϕ) via
ηˆϕ(u⊗ a) = ηϕ(u)⊗ a(ζrt), u ∈ L(ϕ), a ∈ A,
where r = degϕ.
Theorem 4.4. Suppose that ϕ ∈ E is non-zero. Let r = degϕ, ζ = ζr and ηˆ = ηˆϕ. Then:
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i. ηˆ is automorphism of the g˜-module L̂(ϕ) of order r;
ii. ηˆ decomposes L̂(ϕ) as a direct sum of eigenspaces
L̂(ϕ) =
⊕
i∈Zr
L̂(ϕ)|ηˆ
ζi
,
where
L̂(ϕ)|ηˆ
ζi
=
⊕
m∈Z
L(ϕ)|
ηϕ
ζi−m
⊗ tm, i ∈ Zr;
iii. For any i ∈ Zr, the g˜-modules L̂(ϕ)|
ηˆ
ζi
and N(ϕ)⊗ kui are isomorphic.
Proof. For any x ∈ g, u ∈ L(ϕ), a ∈ A and m ∈ Z,
ηˆ(x⊗ tm · u⊗ a) = ηˆ((x⊗ tm · u)⊗ tma)
= ζmη(x⊗ tm · u)⊗ tma(ζt)
= ζmζ−m(x⊗ tm · η(u)) ⊗ tma(ζt)
= x⊗ tm · (η(u)⊗ a(ζt))
= x⊗ tm · ηˆ(u⊗ a),
where η = ηϕ. The map ηˆ is of order r by definition, and so part (i) is proven. Part (ii)
follows immediately from Proposition 4.2. Let i ∈ Zr, and write
U = L̂(ϕ)|ηˆ
ζi
, U ′ =
⊕
m∈Z
Uϕ(0)
2
α+mδ
.
Then U ′ and H(ϕ)⊗ kui are isomorphic as t-modules, via
vϕ ⊗ t
mr+i 7→ tmr ⊗ ui, m ∈ Z.
This map extends uniquely to an epimorphism of g˜-modules U → N(ϕ)⊗kui. Therefore it
is sufficient to prove that U is an irreducible g˜-module. Suppose that W is a submodule of
U . Then W contains a non-zero maximal weight vector v⊗ tn. The gˆ-module epimorphism
U → L(ϕ) that is induced by t 7→ 1 maps this element to a non-zero maximal vector of
L(ϕ). Therefore v = λvϕ is a non-zero scalar multiple of the highest-weight vector. Hence
W has non-trivial intersection with the generating subspace U ′ of U . The t-module U ′ is
irreducible, so U ′ ⊂W , and thus W = U . Therefore U is irreducible. 
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4.3. Characters and semi-invariants. If ϕ ∈ E is non-zero and r = degϕ, then Theorem
4.4 describes the modules N(ϕ) in terms of the semi-invariants of L(ϕ) with respect to the
action of the cyclic group Zr defined by η. In particular, we have the following description
of the character of N(ϕ).
Corollary 4.5. Suppose that ϕ ∈ E is non-zero and let degϕ = r. Then
charN(ϕ) = Z
ϕ(0)
2
α ·
∑
k>0
∑
n∈Z
dimL(ϕ)ϕ(0)
2
α−kα
|ηζn Z
−kα+nδ,
where ζ = ζr.
5. Semi-invariants of Actions of Finite Cyclic Groups
A Z+-graded vector-space is a vector space V over k with a decomposition V =
⊕
k>0 V (k)
of V into finite-dimensional subspaces indexed by Z+. If V is a Z+-graded vector space
and r is a positive integer, then the tensor power
V r := V ⊗ · · · ⊗ V (r times)
is also a Z+-graded vector space, with the decomposition
V r =
⊕
k>0 V
r(k), V r(k) =
⊕
k1+···+kr=k
V (k1)⊗ · · · ⊗ V (kr).
The finite cyclic group Zr acts on V
r by cycling homogeneous tensors; the generator 1 ∈ Zr
acts via the vector space automorphism
σr : v1 ⊗ · · · ⊗ vr 7→ vr ⊗ v1 · · · ⊗ vr−1, vi ∈ V,
and this action preserves the grading, so that σr(V
r(k)) = V r(k), for any k > 0. For any
U ⊂ V r, let
Un = U |
σr
ζnr
, n ∈ Z.
The automorphism σr decomposes V
r as a direct sum of Z+-graded vector spaces
V r =
⊕
n∈Zr
V rn , V
r
n =
⊕
k>0 V
r
n (k), V
r
n (k) = (V
r(k))n.
Associated to any Z+-graded vector space U is the Poincare´ series
PU (X) =
∑
k>0
dimUkX
k ∈ Z+[[X]].
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Theorem. For any Z+-graded vector space V , r > 0 and n ∈ Z,
PV rn (X) =
1
r
∑
d|r
cd(n)
(
PV (X
d)
) r
d
.
In this section, we describe an elementary proof of this statement. If U is the regular
representation of Zr and V = S(U) is the symmetric algebra, then the statement follows
easily from Molien’s Theorem and the identity (5.2).
Let µ denote the Mo¨bius function, i.e. the function
µ : N→ {−1, 0, 1 }
such that µ(d) = (−1)l if d is the product of l distinct primes, l > 0, and µ(d) = 0
otherwise. For any r > 0, the function µ satisfies the fundamental property
(5.1)
∑
d|r
µ(d) = δr,1,
where δ denotes the Kronecker function. A summation
∑
d|r ad is to be understood as the
sum of all the ad where d is a positive divisor of r. Let φ : N → N denote Euler’s totient
function, so that
φ(d) = # { 0 < k 6 d | gcd(k, d) = 1 } , d > 0.
For any positive integer d and n ∈ Z, the quantity cd(n) defined by (1.3) is called a
Ramanujan sum, a von Sterneck function, or a modified Euler number. These quantities
have extensive applications in number theory (see, for example, [12], [10]), although we
require only the most basic properties, such as those described in [8]. In particular, we
note the identities
(5.2) cr(n) =
∑
ζ∈ℜ(r)
ζn =
∑
d|gcd(r,n)
dµ(
r
d
)
where n ∈ Z and r > 0.
Fix a Z+-graded vector space V , let
B = { (k, s) ∈ Z2+ | 1 6 s 6 dimV (k) }
and for each k > 0, choose a basis { vks }16s6dimV (k) for V (k). For any r > 0 and k > 0, let
Dr,k = { ((k1, s1), . . . , (kr , sr)) ∈ B
r |
∑r
i=1 ki = k } .
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The elements of Dr,k parameterise a graded basis of V
r(k):
Dr,k ∋ ((k1, s1), . . . , (kr, sr)) = I ↔ vI = v
k1
s1 ⊗ · · · ⊗ v
kr
sr ∈ V (k).
Define an automorphism τr of the sets Dr,k via the rule
τr : ((k1, s1), . . . , (kr, sr)) 7→ ((kr, sr), (k1, s1), . . . , (kr−1, sr−1)).
The automorphisms σr and τr are compatible in the sense that
σr(vI) = vτr(I), I ∈ Dr,k, k > 0.
For I ∈ Dr,k, write ordI = d for the minimal positive integer such that (τr)
d(I) = I. For
any positive divisor d of r, let
Or,d(k) = # { I ∈ Dr,k | ordI = d } , k > 0,
and write Or,d(X) =
∑
k>0Or,d(k)X
k for the generating function. It is apparent that
(5.3) PV r(X) = (PV (X))
r =
∑
d|r
Or,d(X)
Lemma 5.4. Suppose that l, r are positive integers and that l | r. Then
{ d | d > 0, r/l | d and d | r } = { r/d′ | d′ > 0, d′ | l } .
Proof. If d > 0 and rl | d, then there exists some positive integer s such that
d =
r
l
s =
r
(l/s)
;
if in addition d | r, then d′ := l/s is a positive integer, and so d = r/d′ with d′ | l.
Conversely, if d′ | l, then r/l | r/d′, and it is obvious that r/d′ | r. 
Proposition 5.5. For any Z+-graded vector space V and any r > 0,
PV rn (X) =
1
r
∑
d|gcd(r,n)
dOr, r
d
(X).
for all n ∈ Z.
Proof. Suppose that k > 0, and write Dr,k =
⊔
O∈P O for the decomposition of Dr,k into
a disjoint union of orbits for the action of Zr defined by τr. Then
V r(k) =
⊕
O∈P
UO, UO = span { vI | I ∈ O } ,
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and moreover σr(UO) = UO. For any orbit O ∈ P, the action of σr on UO defines the
regular representation of Zd, where d = #O is the size of the orbit; in particular, the
eigenvalues of σr on UO are precisely the roots of unity ζ such that ζ
d = 1, each with
multiplicity 1. Now ζnr is of order
r
gcd(r,n) . Therefore,
dimV rn (k) = # {O ∈ P |
r
gcd(r,n) | #O }
= # {O ∈ P | #O = rd for some d | gcd(r, n) }
where the last equality follows from Lemma 5.4 with l = gcd(r, n). The number of orbits
O ∈ P of size r/d is precisely d/r ·Or,r/d(k). It follows therefore that
dimV rn (k) =
∑
d|gcd(r,n)
d
rOr, rd (k),
which yields the required equality of generating functions. 
Proposition 5.6. For any Z+-graded vector space V and positive integers r, d with d | r,
Or,d(X) = Od,d(X
r
d )
Proof. Suppose that k > 0, that
I = ((k1, s1), . . . , (kr, sr)) ∈ Dr,k
and that ordI = d. Then
I ′ = ((k1, s1), . . . , (kd, sd)) ∈ Dd, kd
r
.
and ordI ′ = d. This establishes a bijection between order-d elements of the sets Dr,k and
Dd, kd
r
, and so Or,d(k) = Od,d(
kd
r ). Therefore
Or,d(X) =
∑
k>0
Od,d(
kd
r )X
k
=
∑
k>0
Od,d(k)(X
r
d )k
= Od,d(X
r
d ). 
A CHARACTER FORMULA FOR THE CATEGORY O˜ 19
It follows immediately from Proposition 5.6 and equation (5.3) that
(5.7) (PV (X))
r =
∑
d|r
Od,d(X
r
d ).
Proposition 5.8. For any Z+-graded vector space V and r > 0,
Or,r(X) =
∑
d|r
µ(d)
(
PV (X
d)
) r
d
.
Proof. The claim is trivial if r = 1, so suppose that s > 1 and that the claim holds for all
0 < r < s. Then:
Os,s(X) = (PV (X))
s −
∑
d|s,d6=s
Od,d(X
r
d ) (by equation (5.7))
= (PV (X))
s −
∑
d|s,d6=s
∑
d′|d
µ(d′)
(
PV (X
sd′
d )
) d
d′
(by inductive hypothesis)
= (PV (X))
s −
∑
e|s,e 6=1
( ∑
d|e,d6=e
µ(d)
)
(PV (X
e))
s
e
(write e = sd
′
d
and use Lemma 5.4)
= (PV (X))
s −
∑
e|s,e 6=1
(−µ(e)) (PV (X
e))
s
e (by equation (5.1))
=
∑
e|s
µ(e) (PV (X
e))
s
e ,
and so the claim holds for s also. 
Theorem 5.9. For any Z+-graded vector space V , r > 0 and n ∈ Z,
PV rn (X) =
1
r
∑
d|r
cd(n)
(
PV (X
d)
) r
d
.
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Proof. For any n ∈ Z,
PV rn (X) =
1
r
∑
d|gcd(r,n)
dOr, r
d
(X) (by Proposition 5.5)
=
1
r
∑
d|gcd(r,n)
dO r
d
, r
d
(Xd) (by Proposition 5.6)
=
1
r
∑
d|gcd(r,n)
d
∑
d′| r
d
µ(d′)
(
PV (X
dd′)
) r
dd′
(by Proposition 5.8)
=
1
r
∑
e|r
( ∑
d|gcd(e,n)
dµ(
e
d
)
)
(PV (X
e))
r
e
=
1
r
∑
e|r
ce(n) (PV (X
e))
r
e ,
where the last equality follows from equation (5.2). 
6. Character Formulae
In this section, we show that if ϕ ∈ E , then the module L(ϕ) is an irreducible highest-weight
module for the truncated current Lie algebra g(ϕ). An explicit formula for the character
of such a module was obtained in [13]. Therefore, we are able to derive an explicit formula
for charN(ϕ) by employing the results of Sections 4 and 5.
6.1. Modules for truncated current Lie algebras. Associated to any Lie algebra a
and non-zero ϕ ∈ E is the truncated current Lie algebra a(ϕ),
a(ϕ) = a⊗
A
cϕA
,
with the Lie bracket given by equation (3.1).
Proposition 6.1. Suppose that ϕ ∈ E is non-zero. Then the defining ideal g ⊗ cϕA ⊂ gˆ
acts trivially on the gˆ-module L(ϕ), and so L(ϕ) is a g(ϕ)-module.
Proof. Let kv+ denote the one-dimensional hˆ-module defined by
h⊗ a · v+ = (a · ϕ)(0)v+, a ∈ A.
A CHARACTER FORMULA FOR THE CATEGORY O˜ 21
Then by definition of the characteristic polynomial cϕ, the subalgebra h ⊗ cϕA ⊂ hˆ acts
trivially upon v+, and so kv+ may be considered as an h(ϕ)-module. Let g+(ϕ) · v+ = 0,
and let
M = Ind
g(ϕ)
h(ϕ)+g+(ϕ)
kv+
denote the induced g(ϕ)-module. Denote by L the unique irreducible quotient of M . Then
L is a gˆ-module, via the canonical epimorphism gˆ։ g(ϕ), and is irreducible with highest-
weight defined by the function ϕ. Hence L(ϕ) ∼= L as gˆ-modules, and the claim follows
from the construction of L. 
6.2. Tensor products.
Proposition 6.2. Let ϕ1, ϕ2 ∈ E . Then
L(ϕ1 + ϕ2) ∼= L(ϕ1)
⊗
L(ϕ2),
as gˆ-modules if cϕ1 and cϕ2 are co-prime.
Proof. Let ϕ = ϕ1+ϕ2. Then cϕ = cϕ1cϕ2 since cϕ1 and cϕ2 are co-prime. By Proposition
6.1, L(ϕ) is an irreducible module for g(ϕ), and by the Chinese Remainder Theorem,
(6.3) g(ϕ) ∼= g(ϕ1)⊕ g(ϕ2).
By Proposition 6.1, L(ϕi) is a module for g(ϕi), i = 1, 2. The Lie algebra g(ϕi) is finite-
dimensional, and k is algebraically closed, and so U(g(ϕi)) is Schurian [11], i = 1, 2.
Thus U(g(ϕi)) is tensor-simple [1], and so L(ϕ1)
⊗
L(ϕ2) is an irreducible module for
U(g(ϕ1))
⊗
U(g(ϕ2)). The decomposition (6.3) and the Poincare´-Birkhoff-Witt Theorem
imply that
U(g(ϕ1))
⊗
U(g(ϕ2)) ∼= U(g(ϕ)),
and so L(ϕ1)
⊗
L(ϕ2) is an irreducible module for g(ϕ). The irreducible highest-weight
modules L(ϕ) and L(ϕ1)
⊗
L(ϕ2) are of equal highest weight, by the Leibniz rule, and
hence are isomorphic. 
22 BENJAMIN J. WILSON
6.3. Semi-invariants of the modules L(ϕ). For any ϕ ∈ E , consider L(ϕ) as a Z+-
graded vector space via
L(ϕ) =
⊕
k>0
L(ϕ)(k), L(ϕ)(k) = L(ϕ)ϕ(0)α
2
−kα , k > 0.
Proposition 6.4. Suppose that ϕ ∈ E is non-zero and that ϕ = ℘rψ, where r = degϕ
and ψ ∈ E , as per Lemma 2.10. Then there exists an isomorphism
Ω : L(ϕ)→ L(ψ)r
of Z+-graded vector spaces such that σr = Ω ◦ ηϕ ◦ Ω
−1.
Proof. For j ∈ Zr, write ψ
j = exp(ζ−jr )ψ. Then cϕ =
∏
j∈Zr
cψj is a decomposition of
cϕ into co-prime factors, and ϕ =
∑
j∈Zr
ψj . By the Chinese Remainder Theorem, there
exists a finite linearly independent set { ai | i ∈ I } ⊂ A such that { ai + cψA | i ∈ I } is a
basis for A/cψA and
ai ≡ 0 (mod cψj ), j 6≡ 0 (mod r), i ∈ I, j ∈ Zr.
Write ai,j(t) = ai(ζ
−j
r t), i ∈ I, j ∈ Zr. Then by symmetry, { ai,j + cψjA | i ∈ I } is a basis
for A/cψjA and
ai,j ≡ 0 (mod cψk ), j 6≡ k (mod r), i ∈ I, j, k ∈ Zr.
For any i ∈ I and j ∈ Zr,
(6.5) ηϕ(f ⊗ ai,j · w) = f ⊗ ai,j(ζ
−1
r t) · ηϕ(w) = f ⊗ ai,j+1 · ηϕ(w), w ∈ L(ϕ).
By Proposition 6.2, there exists an isomorphism
Υ : L(ϕ)→
⊗
j∈Zr
L(ψj)
of gˆ-modules, and we may assume that Υ(vϕ) = ⊗j∈Zrvψj . For any k ∈ Zr, identify
(6.6) L(ψk) = 1⊗ · · · ⊗ L(ψk)⊗ · · · ⊗ 1 ⊂
⊗
j∈Zr
L(ψj).
Then L(ψk) is generated by the action of the basis { f ⊗ ai,k | i ∈ I } of g−(ψ
k) on the
highest-weight vector Υ(vϕ). Therefore, modulo the identification (6.6),
(Υ ◦ ηϕ ◦Υ
−1)(L(ψk)) ⊂ L(ψk+1), k ∈ Zr,
by equation (6.5). Since ηϕ is an automorphism of the Z+-graded vector space L(ϕ), the
restriction
(Υ ◦ ηϕ ◦Υ
−1) : L(ψk)→ L(ψk+1),
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is an isomorphism of the Z+-graded vector spaces. These isomorphisms obviously induce
isomorphisms ǫj : L(ψ
j)→ L(ψ0) = L(ψ), and
ǫj :
∏
i∈I(f ⊗ ai,j)
ki · vψj 7→
∏
i∈I(f ⊗ ai)
ki · vψ,
by equation (6.5). Let ǫ =
⊗
j∈Zr
ǫj, and write Ω for the composition
ǫ ◦Υ : L(ϕ)→ L(ψ)r.
The vector space L(ψ)r is spanned by the homogeneous tensors
⊗
j∈Zr
∏
i∈I(f ⊗ ai)
ki,jvψ, ki,j > 0.
For any homogeneous tensor of this form
(Ω ◦ ηϕ ◦Ω
−1) · (
⊗
j∈Zr
∏
i∈I(f ⊗ ai)
ki,jvψ)
= ǫ ◦ (Υ ◦ ηϕ ◦Υ
−1)(
⊗
j∈Zr
∏
i∈I(f ⊗ ai,j)
ki,jvψj )
= ǫ ◦ (Υ ◦ ηϕ ◦Υ
−1)(
∏
j∈Zr
∏
i∈I(f ⊗ ai,j)
ki,j · ⊗j∈Zrvψj )
= ǫ(
∏
j∈Zr
∏
i∈I(f ⊗ ai,j)
ki,j−1 · ⊗j∈Zrvψj )
= ǫ(
⊗
j∈Zr
∏
i∈I(f ⊗ ai,j)
ki,j−1vψj )
=
⊗
j∈Zr
∏
i∈I(f ⊗ ai)
ki,j−1vψ
= σr(
⊗
j∈Zr
∏
i∈I(f ⊗ ai)
ki,jvψ),
where the second and fourth equalities are by construction of the polynomials ai,j and the
Leibniz rule. Therefore Ω ◦ ηϕ ◦Ω
−1 = σr as required. 
6.4. Character Formulae.
Theorem 6.7. Suppose that a ∈ F is a polynomial function and that ϕ = aexp(λ) for
some λ ∈ k×. Then
PL(ϕ)(X) =


1−Xa+1
1−X if a ∈ Z+,
1
1−X otherwise.
Proof. Let N = deg a, and write ϕ =
∑N
k=0 akθλ,k. By Proposition 6.1, L(ϕ) is a module
for the truncated current Lie algebra g(ϕ). The Cartan subalgebra of g(ϕ) has a basis
{h⊗ (t− λ)k | 0 6 k 6 N } .
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By Lemma 2.1, h⊗ (t− λ)N acts on the highest-weight vector vϕ by the scalar
(6.8) ((t− λ)N · ϕ)(0) = N!λNaN.
If N = 0, then (6.8) takes the value a ∈ k, and so L(ϕ) is the irreducible g-module of
highest weight a. Therefore
PL(ϕ)(X) =


1−Xa+1
1−X if a ∈ Z+,
1
1−X otherwise.
If N > 0, then aN is non-zero; thus (6.8) is non-zero and the claim follows from Proposition
A.1 of [13]. 
Suppose that ϕ ∈ E is non-zero, degϕ = r, and that ψ ∈ E is given by Lemma 2.10. Then
(6.9) ψ =
∑
i
aiexp(λi)
for some finite collection of polynomial functions ai ∈ F and distinct λi ∈ k
×, such that if
(λi/λj)
r = 1, then i = j.
Theorem 6.10. Suppose that ϕ ∈ E is non-zero, degϕ = r, and that
ϕ = ℘r
∑
i
aiexp(λi)
where the ai ∈ F and λi ∈ k
× are given by (6.9). Let
Pϕ(Z) =
∏
ai∈Z+
(1− Zai+1)
(1− Z)M
,
where M =
∑
i(deg ai+1) and the product is over those indices i such that ai ∈ Z+. Then
charN(ϕ) = Zϕ(0)
α
2 ·
1
r
∑
n∈Z
∑
d|r
cd(n)
(
Pϕ(Z
−dα)
) r
d
Znδ.
Proof. By Corollary 4.5 and Proposition 6.4,
charN(ϕ) = Zϕ(0)
α
2 ·
∑
n∈Z
PL(ψ)rn
(Z−α)Znδ,
and by Theorem 5.9,
(6.11) PL(ψ)rn(X) =
1
r
∑
d|r
cd(n)
(
PL(ψ)(X
d)
) r
d
.
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By Proposition 6.2, there is an isomorphism of gˆ-modules
L(ψ) ∼=
⊗
i L(ψ
i), ψi = aiexp(λi),
since the λi are distinct. In particular, PL(ψ) =
∏
iPL(ψi), and so
PL(ψ)(X) = Pϕ(X)
by Theorem 6.7. Therefore the claim follows from equation (6.11). 
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