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Abstract
The effect of grain size on the flow stress of FCC polycrystals is analyzed
by means of a multiscale strategy based on computational homogenization of
the polycrystal aggregate. The mechanical behavior of each crystal is given
by a dislocation-based crystal plasticity model in which the critical resolved
shear stress follows the Taylor model. The generation and annihilation of
dislocations in each slip system during deformation is given by the Kocks-
Mecking model, which was modified to account for the dislocation storage
at the grain boundaries. Polycrystalline Cu is selected to validate the simu-
lation strategy and all the model parameters are obtained from dislocation
dynamics simulations or experiments at lower length scales and the simula-
tion results were in good agreement with experimental data in the literature.
The model is applied to explore the influence of different microstructural
factors (initial dislocation density, width of the grain size distribution, tex-
ture) on the grain size effect. It is found that the initial dislocation density,
ρi, plays a dominant role in the magnitude of the grain size effect and that
dependence of flow stress with an inverse power of grain size (σy−σ∞ ∝ d−xg )
breaks down for large initial dislocation densities (> 1014 m−2) and grain sizes
dg > 40 µm in FCC metals. However, it was found that the grain size con-
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tribution to the strength followed a power-law function of the dimensionless
parameter dg
√
ρi for small values of the applied strain (< 2 %), in agreement
with previous theoretical considerations for size effects in plasticity.
Keywords: Hall-Petch effect, polycrystal homogenization, dislocations,
crystal plasticity
1. Introduction
The bonds between metallic atoms lead to crystalline materials with high
stiffness that can withstand plastic deformations and dissipate large amounts
of energy before failure. These properties are ideal for structural applications
but the stress necessary to promote plastic deformation is very low in most
metals. Different strategies have been developed to overcome this limitation
and solid-solution, precipitation and strain hardening are often combined to
increase the density and strength of obstacles to the dislocation motion and
to enhance the flow stress of metals and metallic alloys. Moreover, metallic
alloys are often used as polycrystals and it is well established that the strength
of polycrystalline metals can also be increased by reducing the grain size.
The pioneer work of Hall [1] and Petch [2] established a phenomenological
dependence of the yield strength, σy, with the grain size, dg, of the form,
σy = σ∞ + CHPd−0.5g (1)
where σ∞ is the yield strength of a polycrystal with very large grain size and
CHP is a material constant. Eq. (1) was supported by the work of Eshelby et
al. [3] for the stress necessary to move a dislocation in front of a dislocation
pile-up formed at the grain boundary and also from work hardening models
that assume that flow stress increases with the square root of the dislocation
density [4]. Further support for eq. (1) was provided by Ashby [5], who an-
alyzed the plastic incompatibility between grains with different orientation
within the polycrystal. The increase in dislocation density that leads to hard-
ening could be separated into two different contributions. Statistically stored
dislocations (SSDs) account for a uniform deformation, while geometrically
necessary dislocations (GNDs) are required to preserve the lattice continuity
between grains with different orientation. The density of the former is grain-
size independent, while that of the latter is concentrated around the grain
boundaries and depends on the grain size.
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However, the generality of eq. (1) was challenged, as many authors re-
ported that most of the experimental data could also be fitted with d−xg with
0 < x ≤ 1 [6]. Other authors [7, 8] found that the experimental data better
supported x = -1 or a dependence on grain size of the type (ln d)/d [4]. The
former exponent was in agreement with a grain representation formed by a
soft core surrounded by hard shell around the grain boundary [9, 4] while
the latter was consistent with a mechanism in which the grain size constrains
the size of the dislocation sources [10].
Today it is acknowledged that the increase of the strength of polycrystals
with grain size is a manifestation of the general size effect found in plasticity
[10, 11] and the dominant mechanism(s) (and, thus the value of the expo-
nent x) depends on many factors, such as the elastic anisotropy of the crystal,
the range of grain sizes examined, the texture, the number of slip systems,
the initial dislocation density, the presence of other obstacles to dislocation
motion, etc. [12, 13]. As the specific influence of each of these factors is
very difficult to be accounted for separately in experiments, numerical sim-
ulations become very useful to understand the role played by each one. In
the particular case of polycrystalline aggregates, computational homogeniza-
tion in combination with crystal plasticity has demonstrated its potential to
simulate the effective properties of polycrystals while the details of the defor-
mation within the grains are taken into by the crystal plasticity constitutive
equation [14, 15, 16, 17].
Several attempts can be found in the literature to simulate the effect
of grain size on the mechanical behavior of polycrystals. The first attempt
was due to Weng [18], who introduced a grain-size dependent constitutive
equation for the slip deformation of slip systems. However, the influence of
grain size is a macroscopic result and should be an outcome and not an input
of the model. Another attempt to capture grain size effects was based on the
self-consistent homogenization scheme in which each grain of the polycrystal
was represented as a two-phase composite: a core region in which the strain
hardening results from the evolution of SSDs and an interphase layer which
corresponds to the grain boundary region, where plastic strain gradients and
associated GNDs are present [19]. This model was successfully applied to
predict the effect of grain size on the flow stress of ferritic steels with different
grains sizes (in the range 5.5 µm to 120 µm) but it should be noted that the
thickness of the grain boundary region was an adjustable parameter to fit
the experimental data.
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Homogenization models of polycrystals based on classical plasticity can-
not capture the grain size effect because the constitutive equation does not
involve an intrinsic materials length scale. This limitation can be overcome
by introducing a length associated with strain gradients in continuum crystal
plasticity models [20, 21, 22, 23, 24]. Hardening around the grain boundaries
comes about as result of the strain gradients (and the associated density of
GNDs) which arise to maintain the lattice compatibility between grains with
different orientation. However, a direct comparison of these models with
the actual hardening found in polycrystals has not been carried out and the
physical origin of the length scale included in the formulation is not clear in
the case of phenomenological models although this parameter controls the
magnitude of the size effect [24, 25]. More recently, Wagoner and co-workers
[26, 27] presented another approach that did not invoke any arbitrary length
scale. Polycrystal simulations were carried out using a dislocation-based
crystal plasticity model. This information was used at another scale to en-
force local slip transmission criteria at the grain boundaries depending on
the orientation and on the grain boundary strength.
In this investigation, a multiscale approach is used to analyze within the
framework of the computational homogenization of polycrystals. The me-
chanical response of each crystal follows a rate dependent physically-based
crystal plasticity model in the context of finite strain plasticity. The criti-
cal resolved shear stress on each slip system in the model is linked with the
dislocation densities by a Taylor model [28] in which the strengthening pro-
vided by the different types of interactions among dislocations are obtained
from dislocation dynamics simulations. The evolution of dislocation density
in each slip system was governed by a Kocks-Mecking law [29, 30] in which
the term that controls the multiplication of dislocations, which is inversely
proportional to the dislocation mean free-path, also takes into account the
dislocation storage at the grain boundary [31]. The model parameters in
the case of Cu were obtained from simulations at lower length scales so the
predictions of grain size strengthening in polycrystals are free of adjustable
parameters. The multiscale approach was validated by comparison with ex-
perimental data in the literature and the influence of different microstruc-
tural factors (grain size, grain size distribution, texture, initial dislocation
densities, etc.) on the Hall-Petch behavior was ascertained.
The outline of the paper is the following. After the introduction, the crys-
tal plasticity model is presented in Section 2 and the computational homoge-
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nization strategy in Section 3. The simulation results and the corresponding
comparison with experimental data are included in Section 4, while the main
conclusions of the paper are summarized in the last section. In the following,
vectors, second and fourth rank tensors are denoted by a, A, A. A Cartesian
coordinate system is used with respect to the orthonormal basis (e1, e2, e3).
The notations for tensor product, contraction and double contraction prod-
ucts are: a⊗ b = aibjei ⊗ ej;A ·B =
∑
AikBkj (ei ⊗ ej) and A : B =AijBij.
Finally 1 and I stand for the second and fourth order identity tensors, re-
spectively.
2. Crystal plasticity model
The crystal plasticity model assumes a multiplicative decomposition of
the deformation gradient F into elastic Fe and plastic Fp parts according to
[32],
F = Fe · Fp (2)
where the configuration defined by Fp is called the relaxed or intermediate
configuration. The velocity gradient L can be expressed as
L = F˙ · F−1 = Le + Fe · Lp · Fe−1 (3)
where the superposed dot denotes the total derivative with respect to time
and Le and Lp are defined as
Le = F˙e · Fe−1 , Lp = F˙p · Fp−1 . (4)
Plastic deformation in the single crystal takes place along different slip
systems α where n is the total number of slip systems. The crystallographic
split on the plastic flow rate is given by
Lp =
∑
α
γ˙α (sα ⊗mα) , (5)
where γ˙α stands for the plastic shear strain on the slip system α and sα and
mα denote, respectively, the unit vectors in the slip direction and perpendic-
ular to the slip plane normal in the intermediate configuration.
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The second Piola-Kirchhoff stress tensor S is expressed in terms of the
elastic Green-Lagrange strain tensor Ee, both relative to the intermediate
configuration, as
S = C : Ee and Ee =
1
2
(
Fe
T · Fe − 1
)
, (6)
where C is the elastic stiffness tensor of the crystal. The resolved shear
stress, τα, can be defined as the projection of the Piola-Kirchhoff stress on the
corresponding slip system, and it is given in the intermediate configuration
by
τα = S : (sα ⊗mα) . (7)
Finally, the Cauchy stress σ can be obtained as
σ = J−1Fe · S · FeT , with J = det(F). (8)
The relationship between the resolved shear stress in the slip system α,
τα, and the corresponding plastic strain rate, γ˙α, is given by dislocation
theory according to ([33, 34])
γ˙α = γ˙0
( |τα|
ταc
)m
sgn(τα), (9)
where m is the strain-rate sensitivity coefficient, γ˙0 the reference shear strain
rate and ταc the critical resolved shear stress on the slip system α.
Physically-based hardening models assume that the CRSS is proportional
to the dislocation density [28]. This relationship was generalized by Franciosi
et al. [35] to account for the anisotropy of the interactions between different
slip systems according to
ταc = µb
√∑
β
aαβρβ, (10)
where µ and b denote the shear modulus and the Burgers vector, respectively,
and ρβ stands for the dislocation density in the slip system β. The dimension-
less coefficients aαβ of the dislocation interaction matrix represent the aver-
age strength of the interactions between dislocations in pairs of slip systems.
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Recent 3D dislocation dynamics simulations [36], carried out in cylindrical
single crystals with a diameter D in the range 0.25 µm ≤ D ≤ 20 ≤ µm,
have shown that the traditional Taylor model in eq. (10) should be modified
by adding another term of the form βµ/(D
√
ρ), where β = 1.76 × 10−3 is
a constant and D the diameter of the cylinder. This new term accounts for
the strength of the weakest dislocation source in the crystal and it is relevant
in the case of small crystals with low dislocation densities. In the range of
crystal sizes (> 10 µm) and dislocation densities (> 1012 m−2) analyzed in
this investigation, the magnitude of this hardening contribution is negligible
and, thus, this term was not included in eq. (10).
FCC crystals have 12 {111} < 110 > slip systems but only six indepen-
dent coefficients are necessary to determine the 12 × 12 coefficients of the in-
teraction matrix due to symmetry considerations [37]. Three of them account
for different types of forest interactions between dislocations: self-interaction
of dislocations in the same slip system (same slip plane and Burgers vec-
tor), coplanar dislocations (same slip plane but different Burgers vector) and
collinear interaction (dislocations on different planes with the same Burgers
vector). The remaining three coefficients stand for the effect of dislocation
junctions in FCC crystals. They include the formation of glissile junctions
between coplanar dislocations with different Burgers vector (leading to a
glissile dislocation), the Hirth lock formed by the intersection between two
perfect dislocations with non-coplanar Burgers vectors that glide on inter-
secting planes and the Lomer-Cottrell lock that develop between Shockley
partial dislocations on two intersecting {111} planes [37, 38]. The magnitude
of interaction coefficients for different types of interactions in various lattices
(FCC, HCP, BCC) can be determined by means of discrete dislocation dy-
namics simulations [39, 40, 41]. In the particular case of FCC crystals, they
were obtained in [37, 38] and can be found in Table 1.
The overall hardening of the crystal during deformation is controlled by
the evolution of the dislocation density. According to Kocks and Mecking
[29, 30] and Teodosiu [42], the accumulation rate of dislocations in each slip
system α, ρ˙α, can be expressed as
ρ˙α =
1
b
(
1
`α
− 2ycρα
)
|γ˙α|. (11)
The first term within the parenthesis expresses the dislocation accumulation
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rate and depends on the dislocation Mean Free Path (MFP), `α, which stands
for the distance travelled for a dislocation segment before it is stopped by an
obstacle. The second term within the parenthesis stands for the dislocation
annihilation due dynamic recovery and depends on the actual dislocation
density ρα and on yc, which stands for the critical annihilation distance for
dislocations. This annihilation distance depends on the type of dislocation
(either edge or screw) and on the deformation regime. Experimental obser-
vations in Cu single crystals [43, 44] have indicated that the annihilation
distance for edge dislocations is around 1.5 nm during stage I and stage II
deformation. In the case of screw dislocations, the annihilation distances
were much larger due to cross-slip: in the range of 10 - 15 nm during stage
I and below 50 nm in stage III. Thus, an average value of yc = 15 nm was
selected.
The dislocation MFP can be expressed as [45, 46]
`α =
K√∑
β 6=α
ρβ
, (12)
where ρβ is the total dislocation density on a latent system β and K is a
dimensionless constant. In the case of Cu, K = 6 was obtained from the
experimental relationship between the dislocation MFP and critical resolved
shear stress for dislocation slip assuming that the later follows the Taylor
model [45, 47].
Experimental results [48] as well as dislocation dynamics simulations [11,
49] have shown that the storage rate of dislocations increases as as the grain
size decreases and this behavior can be explained following simple arguments
[30, 11]: a dislocation loop that sweeps a cubic grain of dimensions d× d× d
leads to a shear strain ∆γ ≈ b/d. The associated increase in dislocation
density is given by ∆ρ ≈ 1/d2 and thus ∆ρ/∆γ ∝ 1/bd. Thus, the dislocation
storage rate is not only governed by the dislocation MFP in the bulk but also
by the grain size [50, 30, 11]. Moreover, dislocation dynamics simulations in
polycrystals with different grain size [31] have shown that the dislocation
density is not constant within the grain but increases as the distance to
the grain boundary decreases. Based on these observations, Lefebvre [47]
modified eq. (11) to include the distance from the material point considered
to the grain boundary, db, according to
8
ρ˙α =
1
b
(
max
(
1
`α
,
Ks
db
)
− 2ycρα
)
|γ˙α|, (13)
where Ks is another dimensionless constant that controls the storage of dislo-
cations on the grain boundary. Dislocation dynamics simulation of FCC crys-
tals with different sizes have shown that Ks ≈ 5 [31]. Thus, this physically-
based, phenomenological modification of the Kocks-Mecking law can take
into account the increase in dislocation density near the grain boundaries,
which naturally leads to a grain size effect.
The strain hardening rate for the slip system α, τ˙αc , can be obtained by
differentiation of eq. (10) with respect to time. Taking into account eqs.
(12) and (13), this leads to
τ˙αc =
∑
β
hαβ|γ˙β| (14)
where the hardening matrix hαβ is expressed as
hαβ =
µ
2
aαβ
(∑
q
aαqρq
)− 1
2 {
max
(
1
`β
,
Ks
db
)
− 2ycρβ
}
(15)
This constitutive model was implemented in Abaqus/Standard as a UMAT
following the strategy presented in [51].
3. Polycrystal homogenization framework
The mechanical behavior of the polycrystal is obtained by means of the
finite element simulation of the deformation of a Representative Volume El-
ement (RVE) of the microstructure, following the standard procedures in
computational homogenization [14, 15, 16, 17]. The cubic RVE is made up
of a regular mesh of N×N×N cubic finite elements or voxels (C3D8 elements
in Abaqus with 8 nodes at the cube corners and full integration).
The grain size distribution of the polycrystal followed a lognormal dis-
tribution characterized by the average grain size, dg, and the corresponding
standard deviation, dSD. The grains were equiaxed and the microstructure
9
Figure 1: Representative volume element of polycrystalline Cu containing 200 crystals
discretized with 125000 cubic finite elements.
in the RVE was generated using Dream3D [52] (Fig. 1). Most simulations
were carried out in RVEs with random texture but one set of analysis was
carried out with the typical rolling texture of Cu to assess the influence of
this factor on the Hall-Petch effect.
The microstructure of the RVE was periodic along the 3 directions of
the RVE and periodic boundary conditions were applied to the cube faces
according to
u(0, x2, x3)− u(L, x2, x3) = (F− 1)Le1
u(x1, 0, x3)− u(x1, L, x3) = (F− 1)Le2
u(x1, x2, 0)− u(x1, x2, L) = (F− 1)Le3,
(16)
where L is the length of the cube size, u the displacement vector, F the far
field macroscopic deformation gradient and ei, i = 1, 2, 3 is the orthogonal
basis with corresponding coordinates xi, i = 1, 2, 3.
The far-field deformation gradient F¯ applied to the RVE is obtained by
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prescribing the displacements of three master nodes Mi corresponding to
three different faces of the RVE,
u(Mi) = (F¯− I)ei. (17)
If some components of the far-field deformation gradient are not known a
priori (mixed boundary conditions, as in under uniaxial tension), the cor-
responding components of the effective stresses σ¯ are set instead. This is
carried out by applying a nodal force Pj to the master node Mi and degree
of freedom j according to
Pj(Mi) = (σ¯ei)jAi (18)
where Ai is the projection of the current area of the face perpendicular to ei
in this direction.
Finally, the macroscopic Cauchy stresses acting on any cube surface can
be computed by dividing the reaction forces Fj of the master nodes Mi by
the actual area of the face perpendicular to that master node Ai.
σ¯ij =
Fj
Ai
(19)
The constitutive equation developed in the previous section includes the
distance to the nearest grain boundary for each slip system. This information
was computed and stored at the beginning of the simulations for each slip
system in each Gauss point. The deformation gradient in these simulations
was small and it was assumed that this distance to the nearest grain boundary
did not change during the analysis.
The finite element simulations of the RVE to compute the polycrystal
behavior were carried out in Abaqus/Standard [53] within the framework of
the finite deformations theory with the initial unstressed state as reference.
The non-linear constitutive equation was integrated using a Newton-Raphson
algorithm.
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Table 1: Parameters of the dislocation-based crystal plasticity model for Cu single crystals
Elastic constants [47]: C11= 168.4 GPa C12 = 121.4 GPa
C44= 75.4 GPa
Shear modulus [54]: µ = 30.5 GPa
Viscoplastic parameters [55]:
reference shear strain rate γ˙0 =2.3 10
−4 s−1
Strain rate sensitivity coefficient m = 0.05
Dislocation parameters [44]:
Burgers vector b = 2.56 10−10 m
Annihilation distance yc = 15 nm
Interaction coefficients:
Self interaction [37] 0.122
Coplanar interaction [37] 0.122
Collinear interaction [38] 0.657
Glissile junction [37] 0.137
Hirth lock [38] 0.084
Lomer-Cottrell lock [38] 0.118
Dislocation storage [45] K = 6
Grain boundary storage [31] Ks = 5
4. Results and discussion
The computational homogenization strategy was used to analyze the in-
fluence of grain size on the tensile response of Cu polycrystals with average
grains sizes in the range 10 to 80 µm. The elastic constants, strain rate
sensitivity and reference strain rate of single crystal Cu are well known from
the literature and shown in Table 1. The parameters that control the hard-
ening, storage and annihilation of dislocations during deformation were also
determined for Cu using results in the literature from dislocation dynamics
simulations and experiments and they are included in Table 1. All the simu-
lations presented below were carried out at a constant strain rate of 7.0 10−4
s−1.
In order to check the critical size of the RVE, preliminary simulations
were carried out using 27000 (N = 30) voxels and 50 grains and 125000 (N
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Figure 2: (a) Grain size distribution corresponding to an average grain size, dg = 20 µm,
and a standard deviation dSD = 4 µm. (b) Influence of the discretization and number of
grains in the RVE on the stress-strain curve of polycrystalline Cu. The results of three
different realizations of the grain size distribution are shown for each discretization.
= 50) voxels and 200 grains in the RVE. These numbers were selected so the
same number of voxels was used to discretize each grain in both models. The
initial dislocation density in each slip system was 1011 m−2, leading to a total
initial dislocation density ρi = 1.2 10
12 m−2 and the grain size distribution
(dg = 20 µm, dSD = 4 µm) is depicted in Fig. 2a). Three different grain size
realizations with random texture were simulated for each discretization and
the corresponding stress-strain curves are plotted in Fig. 2b). The differences
in the stress-strain curves among the three realizations for each discretization
are small (below 5% in the case of the finest discretization) as well as the
differences in the curves obtained with 27000 and 125000 voxels. These
results indicate that homogenized properties are independent of the RVE
size and can be used to obtain the effective properties of the polycrystals, in
agreement with previous results [56, 51, 57].
All the stress-strain curves reported below were obtained with RVEs in-
cluding 125000 voxels and 200 grains. Each grain in the polycrystal was
discretized with ≈ 625 voxels and the voxel length was ≈ 1 µm in the case of
a polycrystal with an average grain size of 10 µm, which is equivalent to the
average distance between dislocations (1/
√
ρ) for a dislocation density of 1012
13
m−2. The finite element model assumes that the plastic deformation is homo-
geneously distributed in all the voxels within the grain but this assumption
may not represent adequately the inhomogeneous plastic deformation that
occurs in small grains (below 10 µm) with low dislocation densities. More-
over, the standard Taylor model (see eq. (10)) is no longer valid below this
grain size for dislocation densities < 1012 m−2, according to the dislocation
dynamics simulations [36]. Thus, the minimum average grain size of the
polycrystals in the simulations was 10 µm and the minimum value of the
initial dislocation density 1.2 1012 m−2.
4.1. Influence of the grain size on the flow stress of Cu polycrystals
The tensile behavior of polycrystals with dg = 10, 20, 40 and 80 µm
and dSD = 0.2 dg was computed for three initial values of the dislocation
density, ρi = 1.2 10
12 m−2, 1.2 1013 m−2 and 1.2 1014 m−2, and the corre-
sponding stress-strain curves are plotted in Figs. 3a), b) and c), respectively.
The results obtained neglecting the effect of dislocation storage at the grain
boundaries (Ks = 0) are also plotted as broken lines in these figures. The
stress-strain curves in this case were superposed, regardless of the grain size,
because the constitutive equation does not include any size-dependent term.
Thus, they were considered representative of a polycrystal with ”infinite”
grain size.
The initial flow stress of the polycrystals in Fig. 3 is independent of
the grain size and depends only on the initial dislocation density. However,
the initial strain hardening rate after yielding increases rapidly as the grain
size decreases, following the experimental trends, due to the accumulation
of dislocations at the grain boundaries. The strengthening induced by grain
boundaries is associated to the region near the grain boundary in which the
storage of dislocations induced by the presence of the boundary reduces the
actual dislocation MFP. The thickness of this region and the magnitude of the
size effect mainly depends on Ks, which controls the storage of dislocations
at the grain boundaries. Thus, it is obvious from these simulations that
the grain size as well as the initial dislocation density are key parameters to
take into account the influence of grain boundaries on the strengthening of
polycrystals.
The strain hardening rate drops very rapidly for applied strains > 2%,
and this reduction is faster in the polycrystals with small grain size. This
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Figure 3: Stress-strain curves of Cu polycrystals as a function of the average grain size.
(a) Initial dislocation density, ρi = 1.2 10
12 m−2. (b) Initial dislocation density, ρi = 1.2
1013 m−2. (b) Initial dislocation density, ρi = 1.2 1014 m−2. The broken lines stand for
the results obtained when dislocation storage at the grain boundaries is not included in
the model.
15
phenomenon is controlled by the annihilation of dislocations in the grain
boundaries and depends on the critical distance for dislocation annihiliation,
yc. Finally, the hardening rate seems to be independent of the grain size
for applied strains > 4% (and very similar to that found in polycrystals with
infinite grain size), indicating that the storage and annihilation of dislocations
at the grain boundaries have reached an steady-state which is independent
of the grain size at this stage.
The influence of the grain size on the deformation pattern of the poly-
crystal can be assessed from Figs. 4, 5 and 6, in which the contour plot of
the accumulated plastic slip on all the slip systems (Γ =
∑
α
∫ |γ˙α|dt), the
total dislocation density and the Von Mises stress are plotted, respectively,
for polycrystals with average grain sizes of 10 µm, 40 µm and ”infinite”
grain size. In the case of polycrystals with ”infinite” grain size, the accu-
mulated plastic slip, the dislocation density and the Von Mises stress are
fairly homogeneous throughout the microstructure, Figs. 4a), Fig. 5a) and
6a). Isolated ”hot spots” in which the dislocation density and the Von Mises
stress are higher can be seen in a few grains boundaries as a result of the
elastic anisotropy and of the incompatibility in the plastic deformation be-
tween grains with different orientation. Nevertheless, their contribution to
the overall flow stress of the polycrystal is negligible. On the contrary, the
plastic strain distribution becomes more heterogeneous throughout the mi-
crostructure as the grain size decreases, Figs. 4b) and c). Thus, plastic
deformation tends to localize in large grains which are suitable oriented for
slip, while it remains low in small grains because of the constraint of the
grain boundaries. This is clearly shown in Fig. 5, in which the dislocation
densities are plotted for the three cases. They are homogeneous and around
1014 m−2 in most of the microstructure in the simulations with ”infinite”
grain size, Figs. 5a), and much higher around the grain boundaries in the
other two cases, reaching values > 1015 m−2 when the average grain size is
around 10 µm, Figs. 5c). As a result, the stresses necessary to promote plas-
tic deformation at the grain boundaries increased with respect to the stresses
within the grains and the contour plots of the Von Mises stresses show very
clearly the network of grain boundaries in the polycrystal, Figs. 6b) and c).
The volume of material affected by this strengthening mechanism (as well
as the maximum stress values) increase as the average grain size decreases,
leading to the grain size effect on the flow stress.
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Figure 4: Contour plot of the accumulated plastic slip on all the slip systems, Γ, for
polycrystals with different grain size and an initial dislocation density of 1.2 1012 m−2.
(a) ”Infinite” grain size. (b) dg = 40 µm. (c) dg = 10 µm. The far-field applied strain
was 5% in all cases.
17
Figure 5: Contour plot of the total dislocation density in all the slip systems for poly-
crystals with different grain size and an initial dislocation density of 1.2 1012 m−2. (a)
”Infinite” grain size. (b) dg = 40 µm. (c) dg = 10 µm. The far-field applied strain was
5% in all cases.
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Figure 6: Contour plot of the Von Mises stress for polycrystals with different grain size
and an initial dislocation density of 1.2 1012 m−2. (a) ”Infinite” grain size. (b) dg =
40 µm. (c) dg = 10 µm. The far-field applied strain was 5% in all cases. Stresses are
expressed in MPa.
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Figure 7: Influence of grain size on the flow stress of polycrystalline Cu after 0.5% and 5%
tensile deformation. (a) Flow stress vs. d−0.5g . (b) Flow stress vs. d
−1
g . The experimental
data for an applied strain of 0.5 % can be found in [58] while those corresponding to an
applied strain of 5% were obtained from [59]. The simulations were carried out using the
parameters in Table 1 with an initial dislocation density of 1.2 1012 m−2.
4.2. Comparison with experiments
One critical test of the approach presented is its ability to provide a good
estimation of the experimental evidence, taking into account that there are
not adjustable parameters in the model. Li et al. [10] reviewed recently the
experimental results available in the literature on the effect of grain size in
the flow stress of polycrystalline Cu and those from Armstrong et al. [58]
for an applied strain of 0.5% and from Hansen and Ralph [59] for an applied
strain of 5% could be directly compared with the simulations in this paper.
They are shown in Figs. 7a) and b) in which the flow stress after 0.5% and
5% applied strain is plotted as a function of d−0.5g and d
−1
g , respectively. The
results of the polycrystal homogenization simulations were carried out using
the parameters in Table 1 and an initial dislocation density of 1.2 1012 m−2,
which corresponds to a well-annealed polycrystal.
It should be noted that the experimental data and the numerical predic-
tions of the flow stress can be fitted to both d−0.5g and d
−1
g within the range
of grain sizes and applied strains studied. There is no information in the
experimental report about the initial dislocation density but the Cu poly-
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crystals were well annealed, so values of ρi ≈ 1012 m−2 are reasonable. The
numerical results obtained with this initial dislocation density are very close
to the experimental data for grain sizes ≥ 20 µm although they overestimate
slightly the flow stress at an applied strain of 0.5 %. This latter difference
may be explained by the fact that the grain boundary strengthening model in
the constitutive equation assumes that all grain boundaries store dislocations
and does not take into account the orientation of the crystals at both sides of
the grain boundary. However, the contribution of some grain boundaries to
the storage of dislocations is minimum because slip transfer between neigh-
bour grains can be easily accommodated. The anisotropy of grain boundaries
from the viewpoint of dislocation transmission and storage is very important
for applications where the relative grain boundary fraction is significant, e.g.
ultra fine-grained metals, thin films, micro-devices and in low symmetry crys-
tals (because of the limited number of slip systems and the differences in the
critical resolved shear stresses among the different systems) but it is very
challenging from the simulation viewpoint [60]. However, the influence of
this mechanism is more limited in FCC polycrystals and, thus, the model
predictions for FCC Cu are in good agreement with the experimental data.
The model tends to overestimate the flow stress of the polycrystals with
an average grain size of 10 µm and this difference can be attributed to two
factors, Firstly, the overestimation of the strengthening effect of the grain
boundaries by neglecting easy slip transfer, as indicated above. Secondly,
the finite element crystal plasticity model may not represent adequately the
inhomogeneous plastic deformation that occurs in small grains (below 10
µm) with low dislocation densities because the voxel size is equivalent to the
average dislocation distance.
4.3. Scaling laws for the flow stress
As indicated in the introduction, the experimental results for the effect
of grain size on the flow strength of polycrystals are often approximated by
a generalized Hall-Petch equation,
(σy − σ∞) = Cd−xg (20)
where σy is the polycrystal flow stress at a given applied strain, σ∞ the flow
stress of the polycrystal with ”infinite” grain size at the same applied strain
and C and x are materials constants with 0 < x ≤ 1 [6]. It should be noted,
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however, that large discrepancies are found in the experimental literature
in the value of x even for nominally identical metals and alloys [6] and the
simulations in this paper can provide valuable information about the range of
validity of eq. (20). To this end, the results of the numerical simulations for
σy−σ∞ vs. the average grain size, dg, are plotted in bilogarithmic coordinates
in Figs. 8a), b) and c) for microstructures with initial dislocation densities
of 1.2 1012 m−2, 1.2 1013 m−2 and 1.2 1014 m−2, respectively. The first value
represents a well-annealed polycrystal with an initial yield stress of ≈ 10
MPa while the third one represents a work hardened material with an initial
yield stress close to 100 MPa (Fig. 3). Data for three different values of the
applied strain (1%, 2.0% and 5%) are plotted in each figure. The numerical
results for ρi = 1.2 10
12 m−2 and ρi = 1.2 1013 m−2 (Figs. 8a and b) can
be well approximated by eq. (20) with x ≈ 0.85 in the former and x ≈ 1
in the latter for applied tensile strains of 1% and 2%. However, the linear
relationship between log (σy− σ∞) and log (dg) begins to disappear for both
initial values of the dislocation density for  = 5%. The breakdown of the the
linearity expressed by eq. (20) in bilogarithmic coordinates is more obvious in
the polycrystal with ρi = 1.2 10
14 m−2 (Fig. 8c) and strengthening provided
by the grain boundaries drops very rapidly for large grain sizes (> 40 µm),
regardless of the applied strain.
The results in Fig. 8 show the competition between the two mechanisms
that dictate the effect of grain boundaries on the mechanical properties of
the polycrystal. Strengthening is induced by the storage of dislocations at
grain boundaries but this process is limited by the annihilation of dislocations
around the grain boundaries when the dislocation densities reach very high
values. The former process dominates when the initial dislocation density and
the applied strain are small (ρi ≤ 1013 m−2 and  ≤ 2%, respectively) and
the strengthening provided by the grain boundaries follows the generalized
Hall-Petch law expressed by eq. (8). However, annihilation of dislocations
at the grain boundary becomes relevant for large applied strains ( > 2%)
and/or high values of the initial dislocation density (ρi > 10
14 m−2) and the
strengthening contribution of the the grain boundaries becomes irrelevant
for large grain sizes (> 40 µm), leading to a break down of the Hall-Petch
effect. However, it should be noticed that it could have been possible to find
a good correlation between the numerical results and eq. (20) if the data set
was limited to grain sizes ≤ 40 µm.
Thus, the simulations presented above indicate that the strengthening
22
0.1
1
10
100
10 100
ε = 1%
ε = 2%
ε = 5%
σ
y -
 σ
∞ (
M
Pa
)
dg (µm)
(a)
40 60 8020
ρi = 1.2 10
12 m-2
0.1
1
10
100
10 100
ε = 1%
ε = 2%
ε = 5%
σ
y -
 σ
∞ (
M
Pa
)
dg (µm)
(b)
40 60 8020
ρi = 1.2 10
13 m-2
0.1
1
10
100
10 100
ε = 1%
ε = 2%
ε = 5%
σ
y -
 σ
∞ (
M
Pa
)
dg (µm)
(c)
40 60 8020
ρi = 1.2 10
14 m-2
Figure 8: Strengthening provided by grain boundaries, σy − σ∞, as function of the grain
size, d¯g, plotted in bilogarithmic coordinates for different values of the far-field applied
strain . (a) ρi = 1.2 10
12 m−2. (b) ρi = 1.2 1013 m−2. (c) ρi = 1.2 1014 m−2.
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provided by grain boundaries in polycrystals do not depend only on the
average grain size but also on the initial dislocation density. In the case of well
annealed polycrystals (within initial dislocation densities < 1013 m−2), the
effect of grain size on the flow stress of FCC polycrystals can be represented
by eq. (20) and the exponent x is closer to 1 than to the original value
of 0.5 proposed by Hall-Petch, in agreement with experimental observations
[7, 8]. This scaling law breaks down, however, for FCC polycrystals with
large initial dislocation densities (> 1014 m−2) and grain sizes larger than 40
µm. This result is in agreement with theoretical results [61] and dislocation
dynamics simulations [36] which show that the strengthening associated with
size effects in plasticity, σy − σ∞ has to be expressed as
σy − σ∞ = σ∞∆(dg√ρ) (21)
where ∆(dg
√
ρ) is a function of the ratio between two length scales: the
physical length scale (dg in the case of polycrystals) and the average dislo-
cation spacing (1/
√
ρ). This hypothesis is checked in Fig. 9, in which the
strengthening of polycrystals due to the grain size, 1 − σy/σ∞, is plotted
vs. dg
√
ρi, where ρi is the initial dislocation density. The simulation results
for an applied strain of 1% or 2% are shown in Fig. 9a) and support this
hypothesis. Regardless of the initial dislocation density, the strengthening
due to the grain size can be approximated by an expression on the form
σy/σ∞ − 1 = C(dg√ρi)−x (22)
where C = 15.6 and x= 0.87 for = 1% and C = 8.61 and x= 0.78 for = 2%.
In the case of an applied strain of 5% (Fig. 9b), the strengthening provided
by the grain size decreases as dgρi increases but the actual magnitude of
1− σy/σ∞ also depends on the initial dislocation density.
The results in Fig. 9a) point out that eq. (22) is able to capture the
strengthening due to grain size for small applied strains when dislocation
storage at the grain boundaries is the dominant mechanism and annihilation
of dislocations at the grain boundaries was negligible. As the applied strain
increases up to 5%, dislocation annihilation at the grain boundaries starts to
play an important role that is not included in the dimensionless parameter
dgρi. Thus, the strength provided by grain boundaries still decreases as dgρi
increases at large applied strains but all the results do not collapse into a
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Figure 9: Strengthening provided by grain boundaries, 1 − σy/σ∞, as a function of the
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single line in bilogarithmic coordinates.
4.4. Effect of microstructural features: grain size distribution and texture
The polycrystal homogenization strategy allows the exploration of the
influence of different microstructural factors on the strengthening due to
the grain size and two of them (grain size distribution and texture) will be
addressed in this section. RVEs with 200 grains and random texture were
generated using three different grain size distributions indicated in Fig. 10a).
The average grain size, dg, was constant and equal to 20 µm in all cases but
the standard deviation of the grain size distribution, dSD, varied from 2 µm
(a narrow distribution with dSD = 0.1dg) to 8 µm (a wide distribution with
dSD = 0.4dg). The influence of the width of the grain size distribution on the
stress-strain curve is plotted in Fig. 10b) for simulations carried out with
an initial dislocation density of 1.2 1012 m−2. Two sets of simulations were
carried out for each grain size distribution, with and without the effect of
dislocation storage at the grain boundaries. The former are shown with solids
lines and the latter with a broken line because the grain size distribution did
not influence the flow stress of the polycrystal if the dislocation storage at
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Figure 10: Grain size distribution for an average grain size, dg = 20 µm and three different
values of the standard deviation of the grain size distribution, dSD = 0.1dg, 0.2dg and
0.4dg. (b) Influence of the standard deviation of the grain size distribution on the flow
stress of polycrystals. The broken line correspond to simulations in which dislocation
storage at the grain boundaries was not included.
the grain boundaries is not included in the model. However, narrower grain
size distributions led to higher strengths if this effect was accounted for in
the simulations. The effect of the width of the grain size distribution was
not large but it was noticeable and this is another factor – together with
the initial dislocation density – that may be responsible for the large scatter
found in the experimental data of the grain size effect.
The analysis of the influence of the initial texture on the grain size was
carried out using an RVE with 200 grains. Representative {001}, {110} and
{111} pole figures are plotted in Fig. 11a) for the 200 grains in the RVE,
which were obtained from the experimental texture of a rolled sample using
a Monte Carlo lottery to assign the grain orientation within the RVE. They
show the typical texture of Cu with respect to RD, TD and ND (rolling,
transverse and normal directions of the sheet), respectively. The {111} pole
figure clearly indicates that the material is highly textured and that the
{111} planes lie parallel to the rolling plane, which is a common rolling
texture developed in pure FCC metals [62, 63].
The stress-strain curves obtained by computational homogenization along
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the rolling direction (RD), normal direction (ND) and transverse direction
(TD) are plotted in Fig. 11b) for a grain size distribution characterized by
d¯g = 20 µm and dSD = 4 µm and an initial dislocation density of 1.2 10
12
m−2. The grains were assumed to be equiaxed (although it is known that
this is not the case for rolled Cu) to account only for the grain orientation
effect. Two simulations were carried out in each orientation with different
texture realizations obtained by means of the Monte Carlo lottery. The
corresponding stress-strain curves were very close in all cases, indicating that
simulations with 200 grains were large enough to capture the effect of texture.
In addition, polycrystal simulations in which the storage of dislocations at
the grain boundaries was not accounted for are also included in this figure for
the three orientations. The simulation results show that expected influence
of the texture on mechanical behavior: the polycrystal was slightly stronger
along the RD and the softest response was found along the ND. However, the
differences in the flow stress are small, as is typical of FCC alloys because
of the large number of slip systems, which lead to a rather isotropic plastic
deformation even in the presence of a strong texture. Storage of dislocations
at the grain boundaries led to a similar size effect in the three orientations
and, thus, texture did not influence the magnitude of the grain boundary
strengthening.
5. Conclusions
The influence of grain size on the mechanical response of FCC polycrys-
tal has been studied using a multiscale approach based on computational
homogenization of the polycrystal behavior. The constitutive equation of
the single crystals was given by a rate dependent physically-based crystal
plasticity model in the context of finite strain plasticity. The critical re-
solved shear stress to produce plastic slip was obtained by a Taylor model
in which the strengthening mechanisms due to dislocation/dislocation in-
teractions and junctions were included. The generation and annihilation of
dislocations in each slip system during deformation was given by the Kocks -
Mecking model, which included an extra term to account for the dislocation
storage at the grain boundaries. All the model parameters have a clear phys-
ical meaning and could be obtained from dislocation dynamics simulations
or experiments in the case of Cu.
The results of the numerical simulations showed that the yield stress was
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controlled by the initial dislocation density and was independent of the grain
size. However, the strain hardening rate showed a strong effect of the av-
erage grain size, which was mainly attributed to the storage of dislocations
at the grain boundaries. In the absence of this mechanism, the effect of the
grain size on the mechanical behavior due to the elastic anisotropy and to
the plastic deformation incompatibility between neighbour grains was negli-
gible. The model predictions effectively captured the experimental trends for
the grain size effect in polycrystalline Cu, validating the multiscale computa-
tional homogenization strategy. Two main factors were found to determine
the strengthening provided by grain boundaries in polycrystals: the average
grain size and the initial dislocation density. Other microstructural factors
(width of the grain size distribution, texture) played a secondary role in the
magnitude of the size effect. It was found that the scaling law σy−σ∞ ∝ d−xg
was fulfilled for well annealed polycrystals (with 0.85 ≤ x ≤ 1) but did not
hold in polycrystals with large initial dislocation densities (> 1014 m−2) and
grain sizes larger than 40 µm. These results explain the large differences in
the literature in the proportionally constant and the exponent of the size
effect law because very different values can be obtained as a function of the
initial dislocation density or of the range of grain sizes explored. Finally,
the simulation results showed that the contribution of the grain size to the
strength followed a power-law function of the dimensionless parameter dg
√
ρi
for small values of the applied strain (< 2 %), in agreement with previous
theoretical considerations for size effects in plasticity [61].
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