An Exact Reformulation of Feature-Vector-based Radial-Basis-Function
  Networks for Graph-based Observations by Sledge, Isaac J. & Principe, Jose C.
SUBMITTED TO THE IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 1
An Exact Reformulation of Feature-Vector-based
Radial-Basis-Function Networks for Graph-based
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Abstract—Radial-basis-function networks are traditionally defined for sets of vector-based observa-
tions. In this short paper, we reformulate such networks so that they can be applied to adjacency-matrix
representations of weighted, directed graphs that represent the relationships between object pairs. We re-
state the sum-of-squares objective function so that it is purely dependent on entries from the adjacency
matrix. From this objective function, we derive a gradient descent update for the network weights. We also
derive a gradient update that simulates the repositioning of the radial basis prototypes and changes in the
radial basis prototype parameters. An important property of our radial basis function networks is that they
are guaranteed to yield the same responses as conventional radial-basis networks trained on a correspond-
ing vector realization of the relationships encoded by the adjacency-matrix. Such a vector realization only
needs to provably exist for this property to hold, which occurs whenever the relationships correspond to dis-
tances from some arbitrary metric applied to a latent set of vectors. We therefore completely avoid needing
to actually construct vectorial realizations via multi-dimensional scaling, which ensures that the underlying
relationships are totally preserved.
Index Terms—Graph, dissimilarity data, dissimilarity matrix, graph-based classification, graph signal
processing, graph neural network, radial-basis-function networks
1 Introduction
Conventional radial-basis-function (RBF) networks have a feed-forward architecture that consists of two lay-
ers: a non-linear hidden layer followed by a linear output layer. The hidden-layer processing elements operate on the
weighted distance between a vector observation and some other vector, which is referred to as either an RBF pro-
totype or an RBF center. The RBF prototypes specify the position of a local receptive field. The response of each
processing element in this network layer is a non-linear, radially-symmetric function of this observation-prototype
distance. The hidden-layer responses are then weighted and, usually, linearly combined by at the output layer.
These networks, as conceived by Broomhead and Lowe [1], rely on a vector-based paradigm: they are applied
solely to feature-based vectorial observations [2]. Here, we provide a reformulation of RBF networks so that they
can be applied to adjacency-matrix representations of weighted, directed graphs. The adjacency representations are
symmetric, positive, anti-reflexive matrices of relationship-based observations between object pairs. Such types of
observations are prevalent in a number of problem domains, as investigators may be unable to extract meaningful
features about various observations yet can easily codify the relationships between them. Pertinent examples include
assessing shape similarity and quantifying the relationship between gene ontology products.
The graph-based RBF networks that we consider have a feed-forward architecture analogous to that of vector-
based RBF networks. That is, the hidden layer non-linearly transforms the weighted relationship-based observations
while the output layer weights and linearly combines those transformed results. There are, however, differences,
particularly with the initial hidden layer: the space of RBF prototypes exists outside the space of relational observa-
tions. This, seemingly, implies that we cannot directly describe traditional radial basis prototypes using information
from the relational observations. We show, however, that an alternate representation, which we refer to as relational
radial basis prototypes, enables the direct calculation of the RBF observation-prototype distances. The observation-
prototype distances for both networks are guaranteed to be the same under certain general conditions, implying that
the vector- and graph-based networks will produce the same results and are thus duals of each other.
There are two central issues that must be addressed so that graph-based RBF networks can be applied for practical
purposes. The first involves measuring the network error against the desired response according to some objective
function. The second entails modifying an existing training scheme so that the network parameters can be adjusted.
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Toward this end, we present an objective function for RBF networks that is suitable for relationship-based obser-
vations. It is a version of the standard sum-of-squared-errors expression where the prototype-observation distance
used by the kernel function is replaced with an equivalently computable distance that can be found using properties of
the graph edge weights. We make a relatively mild assumption on the form of the RBF centers used in the prototype-
observation distance calculation. As a byproduct of this assumption, we are guaranteed that our objective function
will yield the same responses as the sum-of-squared-errors objective function for vector-based RBF networks applied
to an associated set of features. There are two advantages to this. First, a vector realization does not need to be con-
structed, which sidesteps needing to know the underlying metric and performing multi-dimensional scaling [3] to
obtain a vector realization of the graph. Second, it permits analysis of various prototype properties, which allows for
direct comparisons of the networks.
With regards to training, there are three major types of approaches for positioning basis prototypes: heuristic
[4–7], unsupervised [8–10], and supervised [11–17] basis function prototype selection strategies. Hybrid approaches
[18–21], which combine elements from unsupervised and supervised strategies, could additionally be employed.
There are also many supervised and unsupervised schemes for choosing the network weights [22, 23]. Here, we
consider a hybrid, gradient-descent-based strategy for training. This procedure is different from the conventional
vector version, as we are unable to directly modify the positions of the latent basis prototypes due to the purely graph-
based nature of the observations. We instead simulate positional shifts in the latent basis prototypes and changes to
the kernel parameters by suitably altering the latent RBF prototype-observation distance for each output response
error. This altered distance is then used in the gradient descent updates for the network weights and RBF parameters.
It is additionally used in any future passes through the networks to produce the network response. If an associated
vector-based realization of the graph provably exists, then the supervised training of the graph-based RBF networks
is guaranteed to provide the same network parameters as a network trained on the vectorial observations. There
is no need to construct this realization, which mitigates perturbing distance-based relationships in a way that can
potentially impact classification performance.
The remainder of this short paper is organized as follows. We cover the reformulation of RBF networks in sec-
tion 2. In section 2.1, we consider an objective function that can be used for measuring the prediction capabilities of
vector-based RBF networks. We assume, as part of this objective function, that the radial basis prototypes are defined
by arbitrary weighted averages of a set of vector observations. We then modify this objective function so that it solely
utilizes entries from the adjacency matrices. In section 2.2, we provide gradient-descent-based updates for tuning the
network weights and the prototype-observation distances. In section 3, we provide simulation results and analyses
on graph-only datasets. We illustrate, for purely graph-based datasets, that computing a vectorial representation can
significantly disrupt the class statistics; it can also undermine classification when using vector-based RBF networks.
Our graph-based RBF networks operate directly on the original graph representation, though, and thus achieve su-
perior performance. In the appendix, we show that our graph-based RBF networks provide the same responses as
conventional RBF networks applied to an error-free vectorial realization of these graphs. These results empirically
establish the networks are duals of each other. We summarize our contributions in section 4.
2 Graph-based RBF Networks
In this section, we provide a reformulation of the conventional RBF network architecture for graph-based data.
Such a reformulation is necessary for relationship-based observations, as the notion of an RBF prototype does not di-
rectly exist. Without it, we would be unable to directly assess the observation-prototype distance and hence propagate
a graph’s adjacency matrix through a network to obtain either a classification or regression response.
To address this problem, we could have each prototype come from the graph observations. That is, we would view
each of these observations as a type of medoid: an observation which is the least dissimilar to other observations
for a given neighborhood. This would permit finding the observation-prototype distance by a simple matrix indexing
scheme. It would also be relatively straightforward to iteratively add more medoids to improve the network accuracy,
akin to [24]. However, for certain datasets, relying on medoids may yield sub-par graph-based RBF networks. This
is because RBF prototypes may need to exist outside the set of graph observations to obtain accurate networks. An
unnecessarily large number of basis functions may also be needed to achieve adequate performance during training.
While it might be possible to sometimes counteract this issue by choosing suitable weights, we would like to avoid
completely relying on this behavior to produce high-performing networks.
We have hence opted to provide an exact reformulation of vectorial RBF networks. We systematically derive
an equivalent version of the vector-data sum-of-squares objective function that relies only on quantities that can
be obtained from graph observations. More specifically, our derivation is based on algebraically manipulating the
objective function using properties of general distance metrics. For a pre-assumed form of the RBF prototypes, we
show that the prototype-observation distance used by the radial basis kernels can be written in terms of entries from
an adjacency matrix associated with a weighted, directed graph. For both vector- and graph-based data, the prototype-
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(a) (b) (c)
Figure 2.1: Illustration of the advantages to using relational RBF prototypes instead of medoids. In (a), we show a weighted, directed graph
constructed from a set of feature vectors that correspond to a three-class learning problem. The associated adjacency matrix and two-dimensional
feature-space realization are shown, respectively, in the top-right corner. In (b), we show a locally optimal medoid placement for this dataset, along
with the ninety-percent support interval for a Gaussian kernel. When using medoids, the RBF prototypes are constrained to be nodes in the graph.
This often has the disadvantage of misclassifying objects near the class boundaries. For instance, in this example, both o7 and o9 are misclassified.
This was, in part, because none of the graph nodes captured the class average well. Large receptive fields were hence needed to cover the classes,
which unnecessarily shifted the decision boundaries into other regions of the graph. Including more prototypes would preempt this occurrence but
would lead to non-parsimonius models. When the RBF prototypes are allowed to exist outside of the graph representation, as shown in (c), then
these types of misclassifications are often significantly reduced. This can be seen from both the model output plots and the error histogram plots in
the bottom, right corners of (b) and (c); here, blue, green, and red denote, respectively, the training, testing, and validation set samples. Both o7
and o9 are properly classified in (c), since the nodes in the graph could be covered well with only a few prototypes with small activation regions.
observation distance expressions are equivalent under mild, often generally satisfiable conditions. The pre-supposed
form of the RBF prototypes is also quite general and permits them to be linear combinations of the observations.
This reformulation permits the prototypes to exist outside the graph observation space, fixing the aforementioned
issues that would be encountered when medoids are used; see figure 2.1. Moreover, provided that the graph observa-
tions correspond to distances from some arbitrary metric, our graph-based RBF network is guaranteed to yield the
same result as a traditional RBF network applied to vectorial realization of the adjacency matrix. Theoretical results
obtained for the feature-vector-based networks thus automatically transfer to the graph-based networks.
Note that we do not need to actually compute a realization of weighted graphs, by way of multi-dimensional
scaling, to apply RBF networks this data modality. This turns out to be a major advantage, as it may be difficult to
not only determine the underlying metric for purely graph observations, but also produce an error-free realization.
If multi-dimensional scaling is applied to arbitrary graph-based datasets, then it is possible that the statistics of each
class can change, potentially in a way that undermines classification performance [25]. We show this is the case in our
simulations, which causes the classification performance to noticeably suffer.
These are not the only ways in which a graph-based RBF network can be trained. Another natural option would
be to pose the entire training process in a reproducing-kernel Hilbert space. The disadvantage of doing this, though,
is that we would lose the ability to directly analyze the relational RBF prototypes and hence easily compare multiple
graph-based RBF networks. We may also lose the duality property between graph and vector-based RBF networks.
Much of the theoretical properties of vector-based RBF networks would hence need to be re-derived for graph-based
networks.
2.1 Assessing Graph-based Radial Basis Network Performance
We begin our derivation of the graph-based RBF network objective function by considering the sum-of-squared-
error cost used by conventional RBF networks for vector observations. We view the prototype-observation distance in
this objective function as an inner product. For this inner product, we assume that the RBF prototypes are specified as
weighted versions of the feature-space observations.
Definition 2.1. Let xi∈Rd, i=1, . . . , n, be a set of vectorial feature space observations. Let vj ∈Rd,
j=1, . . . , c, be a series of vectorial RBF prototypes, represented by vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r where
uj,i∈R, j=1, . . . , c, i=1, . . . , n, is a weight term. The sum-of-squared-error objective function for a
two-layer vectorial RBF network with g output-layer units is given by
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k +
c∑
j=1
wj,kf1(dj,i)
))2
, dj,i=
〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, ·
〉
(2.1)
where f1, f2 : R→R are continuous, differentiable mappings,w0, wj ∈R are scalar weights, and yi,k ∈R is a
desired output response. The aim is to minimize this expression subject tow0,k, wj,k∈R and vj ∈Rd.
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The assumption that we make concerning the form of the RBF prototypes is crucial: it would be difficult to re-state the
objective function purely in terms of the adjacency matrix without it. This assumption is not, however, restrictive: the
RBF centers can be linear combinations of the vectors and hence can span them.
In (2.1), we have two everywhere differentiable mappings. The mapping f1 : R→R is the radial basis function,
which is weighted bywj ∈R and offset from the origin byw0∈R. A typical choice for the basis function is the
Gaussian kernel, as it defines a reproducing kernel Hilbert space. Popular alternatives include fractional and non-
fractional polynomial kernels. The mapping f2 : R→R is used to produce the output response for the network. For
the purposes of learning, the network response is compared to the desired response yi,k∈R, where i=1, . . . , n
denotes the observation index and k=1, . . . , g the corresponding response index. This second mapping is typically a
linear activation function.
We now demonstrate how the vector-based cost function in (2.1) can be algebraically reformulated, using proper-
ties of general distance metrics, to rely solely on entries from the adjacency matrix of a weighted, directed graph. This
leads to an equivalent expression for the prototype-observation distance used by the radial basis kernels. Toward this
end, we first factor out the common normalizing term from the inner product in (2.1),
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k +
c∑
j=1
wj,kf1
((
n∑
i=1
uj,i
)−2〈 n∑
p=1
uj,p(xi−xp),
n∑
q=1
uj,q(xi−xq)
〉)))2
. (2.2)
This normalizing term forms part of the expression for a relational version of the RBF prototype, as we will demon-
strate shortly. For now, we will consider it as a scalar weighting factor.
Next, we expand the terms inside of the inner product for (2.2) and perform a bit of manipulation. This allows us
to begin re-writing the objective function in terms of entries rp,q , rp,i, rq,i∈R from the adjacency matrixR∈Rn×n0,+
and weights uj,p, uj,q∈R. We assume that the entries of the adjacency matrix correspond to pairwise distances
between latent vector observations for some potentially unknown metric. The objective function hence becomes
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k +
c∑
j=1
wj,kf1
((
4
n∑
i=1
uj,i
)−2( n∑
p=1
n∑
q=1
uj,puj,q(rp,q−rp,i−rq,i)
))))2
. (2.3)
The form of (2.3) is suitable for specifying a graph-based RBF network. It is equivalent to (2.1), provided that the
entries of the adjacency matrix correspond to a distance metric applied to a latent set of vector observations. We can,
however, further simplify the expression in (2.3) by factoring out the relational entries. This yields the following
minimization problem,
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k +
c∑
j=1
wj,kf1
((
4
n∑
i=1
uj,i
)−2( n∑
p=1
uj,p(ei−ep)>
)
R
(
n∑
q=1
uj,q(ei−eq)
))))2
, (2.4)
where ek, ep, eq∈Rn0,+ are unit basis vectors.
As a final step, we specify the notion of a relational RBF prototype vrj ∈Rn. These relational prototypes are
vectors of weights that are normalized by the total weight for a given feature-space RBF prototype. They are not proto-
types in the traditional sense, however. In the feature space, they capture the contribution of each observation toward
the weighted average that defines a particular prototype. In the graph space, the relational prototypes serve a simi-
lar purpose, as they determine howmuch a given relationship influences a latent, weighted average of the vectorial
observations inRd.
With this notion, we can update the objective function in (2.4) as follows.
Definition 2.2. LetR∈Rn×n0,+ be a symmetric, non-negative, anti-reflexive adjacency matrix of a weighted,
directed graph. The sum-of-squared-error objective function for a graph-based RBF network is
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k +
c∑
j=1
wj,kf1(dj,i)
))2
, dj,i=(R(v
r
j ))i−(vrj )>R(vrj )/2 (2.5)
where vrj,i=uj,i/
∑n
q=1 uj,q for weights uj,i, uj,q∈R. Here, f1, f2 : R→R are continuous, differentiable
functions andw0,k,wj,k∈R are scalar weights.
We utilize the objective function in (2.5) to define a procedure for uncovering the parameters of a graph-based RBF
network. These parameters include the weights for each layerw0,wj ∈R and relational prototypes vrj ∈Rn0,+. They
can also include parameters associated with the radial basis function, such as the kernel bandwidth.
It is important to notice that the relational objective function (2.5) is an exact reformulation of the original feature-
space objective function (2.1). The validity of this claim can be seen from the above derivations; a formal proof is
provided in the appendix.
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Proposition 2.1. LetR∈Rn×n0,+ be a symmetric, non-negative, anti-reflexive adjacency matrix of a weighted, di-
rected graph such that entries rp,q∈R0,+ correspond to distances from a metric applied to pairs of latent vectors
xp, xq∈Rd. For vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r and vrj,i=uj,i/
∑n
q=1 uj,q , uj,i, uj,q∈R, the objective
function given in (2.1) is equivalent to that in (2.5).
Alternatively, letR∈Rn×n0,+ be a matrix such that it is non-negative, ri,j≥0, symmetric, ri,j=rj,i, anti-
reflexive, ri,i=0, and where the entries obey the triangle inequality ri,k≤ri,j+rj,k, ∀i, j, k. A latent vector
realization exists and the objective function given in (2.1) is equivalent to that in (2.5).
It is important to note that no approximations have been made when reformulating (2.1) to (2.5). Many of the theories
developed for feature-space RBF networks automatically apply to graph-based RBF networks as a consequence of
this property. For example,we immediately obtain that graph-based RBF networks are universal approximators when
using adjustable-variance Gaussian kernels [26]. Other results would apply when considering more general types
of kernels that satisfy mild constraints [27, 28]. A caveat is that these theories are only valid when a feature-space
realization provably exists for a given adjacency matrix. If a feature-space realization of a adjacency matrix does not
provably exist, then the adjacency entries would need to be transformed so that it does [25].
2.2 Training Graph-Based Radial Basis Networks
As we highlighted above, a variety of approaches exist for minimizing the sum-of-squared-error objective func-
tion. Here, we consider a gradient-descent-based approach, as it is conducive to learning when using graph-based
inputs. There are also several practical advantages to such a supervised training approach.
It is straightforward to update the weights of the network via gradient-descent procedure; the update is given in
(2.7). More elaborate versions of gradient descent, such as quasi-second-order methods, can also be considered.
Proposition 2.2. LetR∈Rn×n0,+ be a symmetric, non-negative, anti-reflexive adjacency matrix of a weighted, di-
rected graph such that entries rp,q∈R0,+ correspond to distances from a metric applied to pairs xp, xq∈Rd.
Suppose that the output-layer activation function of a two-layer, vector RBF network is linear. The change in
the weightsw0,k, wj,k∈R is given bywp←wp−η
∑n
i=1 
o
p,idi andwp=[w0,p, w1,p, . . . , wc,p]>, for some
positive learning rate η∈R+. Here, the output error is op,i=yp,i−yp,i with yp,i=w0,p+
∑c
j=1 wj,pf1(dj,i). As
well, di=[1, f1(d1,i), . . . , f1(dc,i)]> with dj,i=〈xi−vj , ·〉. The term ∆wp=η
∑n
i=1 
o
p,idi inwp ← wp−η∆wp
is hence equal to
η
n∑
i=1
g∑
k=1
(
yi,k−w0,k−
c∑
j=1
wj,kf1
(〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, ·
〉))
f1
(〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, ·
〉)
. (2.6)
The dot indicates that the first argument of the inner product is simply repeated as the second argument. Equation
(2.6) is equivalent to saying that ∆wp is equal to
η
n∑
i=1
g∑
k=1
(
yi,k−w0,k−
c∑
j=1
wj,kf1(dj,i)
)
f1(dj,i), dj,i=(R(v
r
j ))i−(vrj )>R(vrj )/2 (2.7)
for vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r and vrj,i=uj,i/
∑n
q=1 uj,q , for uj,i, uj,q∈R. This expression is solely in
terms of the adjacency weights, which implies that dj,i in yp,i=w0,p+
∑c
j=1 wj,pf1(dj,i) is the reformulated
distance between the jth prototype and the ith feature-space observation: dj,i=(R(vrj ))i−(vrj )>R(vrj )/2.
In deriving (2.7), we have assumed that the underlying vector relational basis prototypes will not be adjusted across
gradient-descent iterations. In practice, however, both the weights and the prototypes will be changed in an alternating
fashion. For such situations, the reformulated distance in (2.7) will hence need to be offset by some amount for each
prototype update; the offset from (R(vrj ))k−(vrj )>R(vrj )/2 is given by the extra terms shown in (2.9).
Compared to altering the weights, the updates for the RBF prototypes are somewhat more problematic. This is
because we do not have direct access to the vectorial prototypes, so we cannot shift them in response to misclassi-
fication errors. One option, though, is to implicitly update the feature-space prototypes by iteratively altering the
observation-prototype distance for each forward propagation through the network. This notion can also be extended to
second-order and quasi-second-order parameter update methods.
Proposition 2.3. LetR∈Rn×n0,+ be a symmetric, non-negative, anti-reflexive adjacency matrix of a weighted, di-
rected graph such that entries rp,q∈R0,+ correspond to distances from a metric applied to pairs xp, xq∈Rd.
Suppose that the output-layer activation function of a two-layer, vector RBF network is linear. For this net-
work, the gradient-descent update for the qth radial basis prototype vq∈Rd is vq←vq−η
∑n
k=1 
h
q,k(xi−vq),
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Figure 2.2: Illustration of a relational RBF prototype update. In (a), we show a weighted, directed graph constructed from a set of feature vectors
that correspond to a four-class learning problem. The associated adjacency matrix and two-dimensional feature-space realization are shown,
respectively, in the top-right corner. Each relational RBF prototype exists outside the space of the graph. These prototypes can be thought of as
dummy nodes from which the metric distance to other nodes in the graph can be obtained through knowledge of the adjacency matrix and a series
of weights. This is shown in (b). The corresponding relational RBF prototype, observation-prototype distance, and network response are given,
respectively, in the top-right corner. Changes to the prototypes, in response to learning, can only occur by offsetting the original observation-
prototype distance, as shown in (c). This has the effect of translating a corresponding feature-space RBF prototype in a latent, and potentially
unknown, vector space. This, naturally, improves the network’s performance; each of the samples in the classes can be distinguished from each
other. Observe that the relational RBF prototypes remain the same across the updates. Only the observation-prototype distance values and change,
which changes the resulting network response.
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Figure 2.3: Illustration of a relational RBF prototype update and a kernel bandwidth update. In (a), we show a weighted, directed graph
constructed from a set of feature vectors that correspond to a three-class learning problem. The associated adjacency matrix and two-dimensional
feature-space realization are shown, respectively, in the top-right corner. As shown in (b), each relational RBF prototype is associated with initial
kernel bandwidth values. We plot ninety-percent support interval for Gaussian basis kernels with these initial bandwidth values. The
corresponding relational RBF prototype, observation-prototype distance, and network response are given, respectively, in the top-right corner.
Updates to the kernel bandwidths are a function of the observation-prototype distance, as shown in (c). Each offset made to the
observation-prototype distance in response to classification errors must therefore be considered when adapting the kernel bandwidth. Updating the
kernel bandwidth using a gradient-descent-based approach often leads to a decrease in the network error, which is evident when comparing the
error histogram plots in the bottom, right corners of (b) and (c); here, the blue, green, and red bars denote, respectively, the training, testing, and
validation set samples. Note that as in figure 2.2, the relational prototype representation remains constant. Only the distance, the kernel
bandwidths, and the network weights, which are not shown, are changed, which influences the network response.
with the hidden error hq,k=wi,q∇vqf1(dq,k) for a given xi∈Rd. This is prototype update is equivalent to
replacing the distance dq,k between the qth prototype and the kth feature-space vector by〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r−η
(
n∑
r=1
hr,jxr−hr,j
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r
)
, ·
〉
. (2.8)
Here, the term hk,j=wi,j∇vjf1(dk,j) is obtained from the response gradient∇vq
∑c
j=1 wi,jf1(dj,k) =
wi,q∇vqf1(dq,k), with∇vqf1(dq,k) = 0 for j 6= q. Equation (2.8) is the same as requiring that the observation-
prototype distance in (2.5), (2.7), and (2.11) be replaced by
dj,i ← dj,i +
(
4
n∑
r=1
uj,r
)−2 n∑
p,q=1
uj,puj,qη
n∑
y=1
hy,j
(
ri,y−ri,q−ηhy,jrp,q
)
, (2.9)
for vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r and vrj,i=uj,i/
∑n
q=1 uj,q , for uj,i, uj,q∈R. This expression is solely in
terms of the adjacency weights.
The proof of this claim is given in the appendix. Notice that this feature-space prototype update is only simulated in
the graph space; that is, only the distance is updated. It is never actually computed in the feature space, as we deal only
with the adjacency matrix, not the corresponding feature-space realization.
The expression given in proposition (2.7) provides a means of updating the network weights. That in (2.9) dictates
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how to change the prototype-observation distance to account for implicit shifts in the radial basis prototypes. To-
gether, they provide a means of training graph-based RBF networks. Additional updates, such as those for the kernel
bandwidths, can be considered depending on the chosen basis function.
Proposition 2.4. LetR∈Rn×n0,+ be a symmetric, non-negative, anti-reflexive adjacency matrix of a weighted, di-
rected graph such that entries rp,q∈R0,+ correspond to distances from a metric applied to pairs xp, xq∈Rd.
Suppose that the output-layer activation function of a two-layer, vector RBF network is linear Suppose that
the input-layer activation function is a Gaussian kernel f1(·) = exp(−〈xi −
∑n
p=1 uj,pxp/
∑n
r=1 uj,r, ·〉/2σ2j ).
For a feature-vector-based RBF network, the gradient-descent-based change in the kernel bandwidth parameter
σ2j ∈R+ is σj←σj−ησj , where σj is equal to
n∑
i=1
g∑
k=1
(
yi,k−w0,k−
c∑
j=1
wj,kexp
(〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, ·
〉/
2σ2j
))
wj,k
exp
(〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, ·
〉/
2σ2j
))(〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, ·
〉/
σ3j
))
. (2.10)
Equation (2.10) is the same as
n∑
i=1
g∑
k=1
(
yi,k−w0,k−
c∑
j=1
wj,kexp(−d(t+1)j,i /2σ2j )
)(
wj,kexp(−d(t+1)j,i /2σ2j )(d(t+1)j,i /σ3j )
)
(2.11)
for vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r and vrj,i=uj,i/
∑n
q=1 uj,q , for uj,i, uj,q∈R. This expression is solely in
terms of the adjacency weights.
All of these updates rely on the selection of weight terms uj,i∈R, j=1, . . . , c, i=1, . . . , n, which form the
relational prototypes vrj ∈ Rn used to exactly recover the prototype-observation distance. If only one radial-basis
prototype is needed to represent the observations for a given class, then uj,p=1 and uj,q=1 if rp,q corresponds to the
relationship between objects in the same class, while uj,p=0 and uj,q =0 otherwise. This has the effect of ensuring
that a minimum prototype-observation distance is achieved for each observation in the class; in the vectorial case, the
position of the prototype would correspond to the class average. If more than one radial-basis prototype is necessary
for good performance, then many viable strategies are available for choosing the weights. The weights uj,p and uj,q
can be initialized to random values for same-class observations rp,q and zero otherwise. The observations for each
class can also be partitioned via relational clustering algorithms, many of which would return usable weight terms;
pertinent examples are described in [29, 30].
An overview of the training process is given in algorithm 1. An illustration of the prototype-observation distance
update and the kernel bandwidth update is given in figures 2.1 and 2.2, respectively. Note that the relational RBF
prototypes do not change during these updates, only the magnitude of the prototype-observation distance does.
3 Simulations and Results
In this section, we empirically assess our graph-based RBF networks. We illustrate that performing multi-dimensional
scaling on purely graph-based data before training leads to worse classification performance than simply utilizing
our graph-based RBF networks. This finding validates our premise for performing this network reformulation and
showcases its merits. We also consider an extension of our graph-based RBF networks where the relational RBF
prototypes are constrained to be medoids and compare the performance against the original version. This is done
to highlight the appropriateness of our exact reformulation. In the appendix, we verify the reformulation theory by
showing that graph-based RBF networks applied to weighted graphs derived from a set of feature vectors provide
equivalent responses as vector-based RBF networks trained on those same feature vectors.
3.1 Simulation Setup
For each dataset, the training of the RBF networks is performed in the same manner:
RBF Network Topology. We considered a conventional, two-layer architecture for both the graph- and vector-
based RBF networks. The hidden layer was composed of RBF basis functions, which we chose to be Gaussian
kernels with variances that are learned during training. The output layer contained linear activation functions.
RBF Network Initialization. Our graph-based RBF networks require the specification of unit-interval weights
to initialize the relational RBF prototypes. We used the relational k-means algorithm for this purpose [31]. The
number of clusters was dictated by the number of RBF prototypes. We seeded this algorithm with a random par-
tition and ran the clustering process until the partition did not change across consecutive iterations. It has been
proved that relational k-means algorithm applied to an adjacency-matrix representation of a graph is equivalent
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Algorithm 1:Graph-based Radial Basis Network Training
Inputs: R∈Rn×n, a non-negative, symmetric, anti-reflexive adjacencymatrix; y∈Rn×g , a matrix of desired outputs.
Parameter: η∈R+, a positive learning rate.
Initialize the network weightswj,k ∀j, k; initialize the weights uj,i ∀j, i.
for i=1, . . . , n and j=1, . . . , c do
Initialize the jth relational RBF prototype: vrj,i ← uj,i/
∑n
q=1 uj,q .
Calculate the distance between the jth relational RBF prototype and ith observation: d(0)j,i ← (R(vrj ))i − (vrj )>R(vrj )/2.
for t=0, 1, 2, . . . do
for p=1, . . . , g do
Update the network connection weights and biaseswp=[w0,p, w1,p, . . . , wc,p] using (2.7):
wp ← wp − η
n∑
i=1
g∑
k=1
(
yi,k−w0,k−
c∑
j=1
wj,kf1(d
(t)
j,i )
)
f1(d
(t)
j,i ).
for i=1, . . . , n and j=1, . . . , c do
Simulate a shift of the vector-based RBF prototype by updating d(t)j,i using (2.9), where 
h
y,j=wi,j∇vjf1(dj,y):
d
(t+1)
j,i ← d(t)j,i +
(
4
n∑
r=1
uj,r
)−2( n∑
p,q=1
uj,puj,qη
n∑
y=1
hy,j
(
ri,y−ri,q−ηhy,jrp,q
))
.
Update the Gaussian kernel variances using (2.11):
σj ← σj − η
n∑
i=1
g∑
k=1
(
yi,k−w0,k−
c∑
j=1
wj,kexp(−d(t+1)j,i /2σ2j )
)(
wj,kexp(−d(t+1)j,i /2σ2j )(d(t+1)j,i /σ3j )
)
.
exit if
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k+
c∑
j=1
wj,kf1(d
(t+1)
j,i )
))2
has not changed enough across an episode range
to k-means applied to a vector realization when the same distance metric specifies the edge weights between
pairwise observations. The final partition thus also defines the prototypes for vector-based RBF networks.
Both the vector- and graph-based RBF networks have weights, decision-surface biases, and other param-
eters that are learned via gradient descent. We randomly initialized these scalar weight values in the range
[-1.75, 1.75]. We randomly selected the bandwidth of the Gaussian basis functions from the range [0.25, 3.75].
RBF Network Training and Adaptation. We randomly binned 70% of each dataset into a training set and
equally split the remainder into testing and validation sets. The samples that compose both the training and
validation sets were also randomly chosen.
For our simulations, we assume that back-propagation gradient descent would be performed until the error
on the validation set increased and then continued to monotonically increase for 30 iterations. If the error of the
validation set does not decrease past the initial value that triggered the test, then we return the network weights
and prototype parameters that achieved the best performance on the validation set.
We assigned an initial number of RBF prototypes for each dataset. Additional prototypes could be added, up
to a maximal amount, as follows. If the validation error monotonically increased for 5 iterations, then a new RBF
prototype was introduced for the observation with the highest absolute-magnitude deviation from the expected
response. This new RBF prototype was centered at that observation, which reduces the sum of squared errors.
Random weight values and a bandwidth were generated in the same manner listed above.
We assigned random learning rates in the range [0.05, 2.0] to each weight. We used an adaptive learning
rate scheme to tuning the learning rates rates, which entails scaling them by a constant amount every time a
performance threshold is met. That is, if the mean-squared error for the next current iteration exceeds the mean-
squared error from a previous iteration by more than 5%, then the new weights were discarded. In addition, the
learning rate magnitude for all weights was decreased by 30%. Otherwise, the new weights were kept. If the
new error was less than the old error, then the learning rate was increased by 5%. This adaptive learning rate
scheme has a simple interpretation: it increases the learning rate only to the extent that the network can learn
without large error increases. When the learning rate is too high to guarantee reducing the error, the learning rate
is decreased until stable learning resumes. More advanced schemes could also be considered [32].
3.2 Graph-based RBF Network Performance
3.2.1 Dataset Descriptions
We utilize two datasets to highlight the performance of graph-based RBF networks on pure-graph data relative to
vector-based RBF networks applied to feature-space realizations of those graphs found via multi-dimensional scaling.
We demonstrate that converting graphs to features, which is the traditional way of dealing with purely graph-based
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Figure 3.1: Classification results for a purely graph-based dataset compared to transformed versions of it. We consider a dataset,RHG-194, based on
applying a gene-ontology similarity measure to a series of human gene products. Row (a) corresponds to results for the original dataset. Rows (b)
and (c) correspond to a multi-dimensional-scaling (MDS) and proximal-multi-dimensional-scaling (PMDS) version of the original dataset,
respectively. For each row, the first two columns show the VAT and iVAT images of the graph adjacency matrices. The third through seventh
columns highlight the classification results. The fourth column shows the deviation in the predicted response from the desired response. The third
column highlights the predicted response deviation when using medoids instead of relational RBF prototypes; the resulting performance is worse
when medoids are employed. The remaining columns contain confusion matrices for the training, test, and validation sets. The results show that
transforming graph-based data into a series of feature vectors, so that conventional, vector-based RBF networks can be used, leads to worse
performance.
data, can reduce classification performance. This conversion is also completely unnecessary in view of the duality
theory that we presented.
RHG-194: Human Gene Products Dataset. The first dataset is composed of 194 human gene products retrieved
from the ENSEMBL database. These gene products were from the myotubularin (ENSF 339), receptor precursor
(ENSF 73), and collagen alpha chain (ENSF 42) protein families. These families, respectively, regulate various
processes in muscle tissue formation and maintenance, cell division and cell differentiation in cellular mem-
branes, and connective tissue found in cartilage, tendons, and bones. A total of 21, 87, and 86 sequences were
available for the three families, leading to a three-class problem. For each of these sequences, we performed
gene-product summarization via gene-ontology terms [33]. A fuzzy-set measure [34] was employed aggregate
the ontological information shared by gene pairs, which furnished the edge weights.
RPC-102: Prostate Cancer Dataset. The second dataset was derived from expression array results of 50 non-
tumor prostate samples and 52 prostate tumor samples obtained from patients undergoing surgery [35]. Oligonu-
cleotide microarrays containing probes for approximately 12,600 genes and expressed sequence tags were used
to generate the expressions. Since prostate tumors are, histologically, among the most heterogeneous of cancers,
the goal is to simply separate between tumor and non-tumor samples. We do this by employing a Bayesian simi-
larity metric to the gene expressions [36]. Given an estimate of the joint density function over all the genes, this
metric attempts to integrate over all possible sequences that could have been common ancestors of the sequence
pairs to determine their relatedness. Such an approach takes into account not only the correlation among the
genes, but also the complex distributional properties of the gene density functions.
Both of these datasets are purely graph-based: they do not have underlying vector realizations from which the edge
weights are directly obtained. The edge weights do, however, satisfy the duality properties, so they do have a vector
realization for some a priori unknown metric.
The VAT [37–39] and iVAT [40] algorithms were applied to the graph adjacency matrices to reveal the relation-
ship group structure. The resulting plots are presented in the first two columns of figures 3.1(a) and 3.2(a). Dark
blocks along the main diagonal of the VAT and iVAT images indicate the presence of compact groups of objects; light
off-diagonal blocks indicate the separateness of the objects, with lighter values indicating greater separation.
We created feature-space representations of the two graphs via multi-dimensional scaling [3]. Multi-dimensional
scaling translates the pairwise distances in the adjacency matrix to a configuration of feature vectors such that the
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distances are preserved as well as possible. We applied classical (CMDS) and proximal multi-dimensional scaling
(PMDS). We briefly consider other embedding techniques in our experiments. In either case, we retained the maximal
dimensionality of the features that were possible and converted them back into graphs using the Euclidean distance
metric. The first two columns in figures 3.1(b)–3.1(c) and 3.2(b)–3.2(c) provide VAT and iVAT plots, respectively, of
the transformed datasets when using CMDS and PMDS. These transformed datasets provide a means of comparing
the graph- and vector-based network performance when feature vectors are not naturally available, as is the case for
these two datasets.
3.2.2 Simulation Findings
Classification results forRHG-194 andRPC-102, along with their transformed versions, are provided in the third
through seventh columns of figures 3.1(a)–3.1(c) and 3.2(a)–3.2(c). We considered 100 Monte Carlo simulations with
different parameter initializations along with different training, testing, and validation datasets.
ForRHG-194 and its various converted variants, each simulation began with a total of 15 RBF prototypes and could
increase up to a maximum of 30 centers. ForRPC-102, 12 RBF prototypes could initially be used, and the total could
rise to 32 prototypes.
Results. As illustrated by the VAT and iVAT plots in figure 3.1(a), the relationships for theRHG-194 dataset have
a mostly compact, well-separated structure. Each of the dark blocks along the diagonal solely contains sequence-
sequence dissimilarities from one of the three protein families. The top, left dark block corresponds to sequences
from the receptor-precursor family, followed by the collagen-alpha-chain family in the middle-right and the my-
otubularin family in the bottom right of the plot. Since the within-class dissimilarities a low and the between-class
dissimilarities are high for the chosen metric, we expected that the graph-based RBF networks would yield good
classification performance. The error histogram and confusion matrices in figure 3.1(a) show this occurred: the cor-
rect classification label was returned an overwhelming majority of the time. Likewise, there were no classification
errors, on average, for any of the randomly-chosen training, testing, and validation sets. Only in five simulations did
we witness non-zero classification errors.
Figures 3.1(b) and 3.1(c) present results when applying graph-based RBF networks to CMDS and PMDS ver-
sions of the originalRHG-194 dataset. We denote these datasets byRCMDSHG-194 andRPMDSHG-194, respectively. Both algorithms
resulted in a significant alteration of the relationship structure. In the case ofRCMDSHG-194, there was significant overlap
between two of the protein sequence classes, receptor-precursor family and the collagen-alpha-chain family, that did
not exist before. Many of the sequences within a particular class were, additionally, adjusted to have high similarity to
each other, which did not reflect the original class statistics. PMDS had the effect of erasing most of the sequence rela-
tionship structure. Classification performance consequently suffered in either case. It dropped by nearly 10% to 14%
fromRHG-194 whenRCMDSHG-194 was used. The histogram error plot forRCMDSHG-194 shows a higher prevalence for deviation
near the true response; a greater number of predicted labels are also entirely incorrect. Most of the errors were made
distinguishing between the receptor-precursor and collagen-alpha-chain families. ForRPMDSHG-194, the error histogram
was mostly uniform. Due to the almost non-existent class structure, much of the data was assigned to a single class,
reducing classifier effectiveness by 44% to 48%.
The VAT and iVAT images forRPC-102, in figure 3.2(a), reveal that there is less structure in the relationships
than inRHG-194, owing to the heterogeneity of prostate tumors. The iVAT plot is mostly uniform, suggesting that
the relationships correspond to a set of feature vectors that are arranged in single distribution. The VAT plot indicates
that this single distribution has some substructure, shown by the dark block in the bottom-right corner, which is
connected with some of the tumor prostate samples. Despite the fact that there is likely significant overlap between the
classes, the graph-based RBF networks were able to separate between tumor and non-tumor samples well. The error
histogram plot shows that predicted network responses diverged little from the supplied labels across the Monte Carlo
simulations. The confusion matrices demonstrate that no mistakes were made, on average, in classifying the training
set while only one sample was often misclassified in both the testing and validation sets. In approximately a third of
the simulations, there were no classification errors in any of theRPC-102 datasets.
Applying both CMDS and PMDS toRPC-102 again had the effect of disrupting the underlying relationship struc-
ture. When using CMDS, some of the intra-class relationships have been increased while the inter-class relationships
were decreased inRCMDSPC-102 compared toRPC-102. More complicated decision surfaces were needed to segment the two
classes, which were not easy to construct given the small amount of RBF prototypes. The average recognition rates
hence dropped by anywhere from about 6% to 20% on the training, test, and validation sets compared toRPC-102, as
shown in figure 3.2(b). PMDS had a worse impact than CMDS on performance: recognition rates fell by approxi-
mately 36% to 40% with respect toRPC-102, as indicated by the confusion matrices in figure 3.2(c). This was a byprod-
uct of the underlying vector realization forRPMDSPC-102 was non-linearly spread out and the classes mixed, which can be
inferred from the associated VAT and iVAT images. A great number of RBF prototypes would hence be needed to
construct a reasonable decision boundary forRPMDSPC-102.
SUBMITTED TO THE IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 11
� �� ���
�
��
���
� �� ����
��
���
����������� �����
��
���
���
���
���
��
�������� ��������������� ������ ��� � ���
� �� ���
�
��
���
� �� ����
��
���
����������� �����
��
���
���
���
���
��
�������� ��������������� ������ � �� � ���
� � �� �� �� �� ��
-����-����
-����-����
-��������
����
����
����
����
���������
���
��
���
���
���
����
�
�������� ������������ ���� ����� �����
� �� �� �� �� ��
-����-����
-����-����
-��������
����
����
����
����
���������
���
��
���
���
���
����
�
�������� ������������� ����� ���������
ImageB: >F
Prostate Cancer
Avg. Train. Set Confusion
ImageB: >F
Prostate Cancer
Avg. Test Set Confusion
ImageB: >F
Prostate Cancer
Avg. Valid. Set Confusion
(a)
� �� ���
�
��
���
� �� ����
��
���
����������� �����
��
���
���
���
���
��
��� �������� ��������������� ������ ��� � ���
� �� ���
�
��
���
� �� ����
��
���
����������� �����
��
���
���
���
���
��
��� �������� ��������������� ������ � �� � ���
� � � � � �� ��
-����-����
-����-����
-����-����
����
����
����
����
���������
���
��
���
���
���
����
�
��� �������� ������������ ���� ����� �����
� �� �� �� ��
-����-����
-����-����
-����-����
����
����
����
����
���������
���
��
���
���
���
����
�
��� �������� ������������� ����� ���������
ImageB: >F
MDS Prostate Cancer
Avg. Train. Set Confusion
ImageB: >F
MDS Prostate Cancer
Avg. Test Set Confusion
ImageB: >F
MDS Prostate Cancer
Avg. Valid. Set Confusion
(b)
� �� ���
�
��
���
� �� ����
��
���
����������� �����
��
���
���
���
���
��
���� �������� ��������������� ������ ��� � ���
� �� ���
�
��
���
� �� ����
��
���
����������� �����
��
���
���
���
���
��
���� �������� ��������������� ������ � �� � ���
� �� �� �� ��
-����-����
-����-����
-����-����
����
����
����
����
���������
���
��
���
���
���
����
�
���� �������� ������������ ���� ����� �����
� � �� �� ��
-����-����
-����-����
-��������
����
����
����
����
���������
���
��
���
���
���
����
�
���� �������� ������������� ����� ���������
ImageB: >F
PMDS Prostate Cancer
Avg. Train. Set Confusion
ImageB: >F
PMDS Prostate Cancer
Avg. Test Set Confusion
ImageB: >F
PMDS Prostate Cancer
Avg. Valid. Set Confusion
(c)
Figure 3.2: Classification results for a purely graph-based dataset compared to transformed versions of it. We consider a dataset,RPC-102, based on
applying a Bayesian similarity measure to a series of oligonucleotide microarray expression profiles. See the caption in figure 3.1 for a description
of the plots.
Since there are vector realizations for these dataset transformations, the recognition results forRCMDSHG-194 and
RPMDSHG-194 along withRCMDSPC-102 andRPMDSPC-102 can be interpreted as being equivalent to those for conventional, vector-based
RBF networks. The above results indicate that the performance of the graph-based RBF networks is superior, for
these graphs, to transforming weighted graphs into feature vectors and then training vector-based RBF networks.
CMDS and PMDS are not the only multi-dimensional scaling techniques that can create feature vectors from
RHG-194 andRPC-102. We also considered landmark multi-dimensional scaling (LMDS) [41], which creates an initial
feature-space embedding using a subset of the observations then approximates the remainder of the embedding.
LMDS is useful for large datasets, however,RHG-194 andRPC-102, are relatively small, so they did not benefit. On
average the results were highly sensitive to the initial embedding and its size, causing the classification performance
to vary greatly: the performance was about 5% to 30%worse compared to CMDS. Additionally, we applied our
approach from [25] to optimally project the adjacency matrices onto the set of Euclidean distance matrices before
using CMDS [42]. The recognition rates improved by anywhere from about 3% to 7% over CMDS and 27% to 40%
over PMDS, due to fewer edits being made to the relationships than either scheme.
All of the aforementioned transformation schemes project the adjacency matrices onto the set of the Euclidean
distance matrices before finding a realization. Arbitrary graphs, though, may have edge weights that are metric dis-
tances yet not Euclidean, so converting them to Euclidean distances can perturb the class statistics and make recogni-
tion more challenging. It would therefore be prudent to discern a metric from the edge weights, versus imposing an
arbitrary one. Toward this end, we considered the metric learning approach of Xing et al. [43], which attempts to con-
struct a positive semi-definite matrix such that the Mahalanobis distance between pairwise vectors matches, as well
as possible, the original edge weights. An embedding can be found via traditional multi-dimensional optimization
schemes when using this learned metric. We found that such a scheme led to improvements of approximately 6% to
9% over CMDS and 30% to 42% over PMDS.
Our reformulation theory relies on converting and iteratively updating the observation-prototype distance that
is used when propagating the relationships through the network. There are other ways, though, that we could have
reformulated the observation-prototype distance. One example is by constraining the RBF prototypes to be data
medoids: the observation-prototype distance could hence be found by indexing the adjacency matrix. Only minor
alterations would be needed for the network parameter update equations. This approach, however, tended to perform
poorly. In figures 3.1(a)–3.1(c) and 3.2(a)–3.2(c), we show how the average response deviation would change when
medoids are used. For both these datasets, constraining the prototypes to belong to the observation space led to an
increased divergence between the predicted network response and the true label. ForRHG-194, the recognition rates
declined by 2% to 6%, while forRPC-102 they dropped by 3% to almost 10% compared to when we used the exact
reformulation theory developed in the previous section. When applying multi-dimensional scaling, the issue was
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exacerbated: an 18% to 61% decrease in performance was observed.
To provide some context for these results, we compare against alternate classification schemes. The first is the
weighted k-nearest-neighbor classifier, which is suitable for both vector- and graph-based data. When applied to
RHG-194, the best-performing models were 4% to 12%worse, on average, than our RBF networks, depending on the
number k of neighbors used in the voting process. Using three to five neighbors tended to yield the best classification
accuracy when relying on the random-data-splitting strategy described at the beginning of this section; we tested
up to fifteen neighbors. When applied toRCMDSHG-194 andRPMDSHG-194, the average classification performance of the best-
performing models decreased by 5% and 15%, respectively, compared to when graph-based RBF networks were
applied toRHG-194. Similar results were encountered forRPC-102. The recognition rates for the entire dataset dropped
by 6% to 14%when using weighted k-nearest-neighbor models compared to when graph-based RBF networks were
employed. They also dropped, on average, forRCMDSPC-102 andRPMDSPC-102 by 24% and 47%, respectively, versus when RBF
networks were applied toRPC-102. Three to six neighbors appeared to give the best results for this dataset.
We consider two other classifiers, support vector machines and random forests, neither of which is natively de-
fined for graphs. In the support-vector-machine case, we relied on Gaussian kernels with automatically tuned kernel
variances. Sequential minimum optimization was employed for solving the quadratic optimization problem. For
this classifier, the average recognition rates were 7% and 13% lower, respectively, when using the vector realization
associated withRCMDSHG-194 andRPMDSHG-194 than when graph RBF networks were applied toRHG-194. Likewise, the aver-
age recognition rates dropped by 22% to 42%, respectively, when applied to the vector realizations associated with
RCMDSPC-102 andRPMDSPC-102 compared to when graph RBF networks operated onRPC-102. The performance of random forests
mirrored that of support vector machines; it deviated only by three percent at most.
Methodological Discussions and Insights. These results showcase the advantage of our graph-based RBF
network. That is, no modification of the weighted graphs is often necessary before classification can occur, which
preserves the original class statistics. Vector-based RBF networks, in contrast, require the construction of feature
vectors for data that is inherently expressed as weighted graphs. This graph-to-vector conversion can alter the latent
relationship structure, thereby aversely changing the class structure and impeding recognition in some situations.
Such an outcome stems from the information loss during the transformation process.
More specifically, CMDS non-optimally projects non-Euclidean adjacency matrices onto the set of Euclidean
distance matrices [25]. This is carried out by an affine projection onto the cone of positive-semi-definite matrices,
which has a closed form solution for the L2-based Hilbert-Schmidt norm. The use of an L2-type norm in CMDS
means that many of the edge weights can be modified by a small to large amount to ensure that the matrix is Eu-
clidean, though, even if only a few of the pairwise relationships are slightly non-Euclidean. This occurred forRCMDSHG-194,
as gene sequences for the two largest families became increasingly related even thought they were not inRHG-194. A
larger number of RBF centers were hence needed forRCMDSHG-194, in contrast toRHG-194, to counteract the changes; for
many simulations, the limit on RBF prototypes was reached. A similar situation happened forRCMDSPC-102. However, for
RCMDSPC-102, there was a greater performance drop than forRCMDSHG-194, despite that the absolute deviation betweenRPC-102
andRCMDSPC-102, after normalizing by the number of weights, was lower than forRHG-194 andRCMDSHG-194. This indicates
that while the class statistics changed only slightly, a highly complicated decision boundary was necessary; the low
maximal number of RBF prototypes for theRPC-102 datasets precluded its formation.
Other types of multi-dimensional scaling also have issues that hamper RBF-network-based classification. PMDS
also non-optimally transforms adjacency matrices into Euclidean distance matrices, albeit facilitated via a non-Lp-
optimal projection onto the positive-semi-definite cone. That is, PMDS linearly scales by the absolute smallest eigen-
value of a double-centered adjacency matrix versus zeroing negative eigenvalues as in CMDS. This has the effect of
non-linearly increasing both the inter- and intra-class relationships, spreading out the underlying vector realization.
The impact of applying PMDS are often worse than when CMDS is employed. To counteract this issue, the RBFs
should have a wide response, which can be effectuated by choosing a high kernel bandwidth value. It may not always
be possible, though, to arrive at a data-appropriate bandwidth value during training: either the learning rate may be
too low or the consecutive gradients too small or both to implement this functionality before training concludes. This
happened in many of our simulations for bothRPMDSPC-102 andRPMDSHG-194. Alternatively, many RBF prototypes might be
essential, and, in some instances, the amount of prototypes may have to approach the total number of training-set
observations to achieve viable performance. As with CMDS, the RBF prototype limits prevented the manifestation of
a good decision surface. Only local regions of feature vectors could be reliably classified as a consequence.
Our work in [25] relies on optimally projecting, in an L2-norm sense, adjacency matrices onto the set of Eu-
clidean distance matrices. This is accomplished by alternately projecting onto the convex cone of positive-semi-
definite doubly-centered adjacency matrices and onto the convex subspace of symmetric, anti-reflexive matrices. The
iterates are hence driven towards the translated normal cone to both convex sets at the global-best solution, which
implies the overall change in the adjacency matrix entries will be less than or equal to that of CMDS and PMDS. The
class statistics are thus better preserved, which explains the improved classification rates that we encountered for
RAPHG-194 andRAPPC-102. However, by virtue of using L2-norm-based affine projections, many edge weights were mod-
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ified to ensure that the few non-Euclidean entries correspond to Euclidean distances, which can prove detrimental
in some situations. A better approach would be to consider L1-norm projections onto the convex sets, which can be
approximated via Bregman projections. Only those relationships that do not satisfy the Euclidean assumption would
have the strongest chance of being changed in this case. For weighted graphs that are entirely non-Euclidean yet sat-
isfy the reformulation-theory properties, though, this process can still disrupt the class statistics, as information is lost
in the transformation.
Another option would be to simultaneously learn a suitable metric and a feature-space embedding of the relation-
ships. Such a scheme tended to yield the best performance forRHG-194 andRPC-102, since the relationships did not nat-
urally correspond to isotropic metric distances. Nonetheless, errors were still encountered. While the metric-learning
problem can be convex, the optimization problem for forming an embedding is generally not, so only locally-optimal
solutions were uncovered. Poor embedding initializations and poor starting parameter choices can also undermine
both the vector realization quality and the search for a suitable metric. In view of these issues and those for the other
methodologies, it would hence be prudent to simply forgo constructing a vector realization and instead rely on graph-
based RBF networks, as no data transformation would be needed for many datasets. That is, a vector realization does
not need to be found in order for the duality between vector- and graph-based RBF networks to be satisfied; the real-
ization just must provably exist.
The reformulation that we considered here is exact, in the sense that the graph- and vector-based networks are
guaranteed to yield the same responses under general circumstances. Non-exact reformulations are also possible,
which trade off the response guarantee for a simpler RBF-prototype-datum distance expression; this reduces the
complexity of the network update equations, as it can replace many terms with an adjacency matrix look-up. However,
as our simulations indicated, relying on non-exact reformulations can reduce the effectiveness of the graph-based
RBF networks. In the case when medoids are used, the prototypes are constrained to be nodes in the graphs, which
may not be helpful in all situations, such as when dealing with relationships that correspond to manifold-distributed
vectors. The prototypes may need to exist outside the set of observations so that they can cover each class well and in a
parsimonious fashion. This is precisely the functionality offered by our exact reformulation.
4 Conclusions
Traditional RBF networks are mappings from a vector-based feature space to some output space. In this paper, we
have provided a reformulation of vectorial RBF networks for graphs. The two-layer graph-based RBF networks that
we developed implement mappings from a relationship-based feature space, versus a vector space, to an output space.
Such networks are well suited for dealing with the purely graph-based datasets generated by a variety of processes and
considered in a wide range of disciplines.
Our relational reformulation strategy relies upon the generalization of the prototype-observation distance. We
have shown that this distance can be re-written in terms of the chosen weights and entries from the relational matrix
whenever the RBF prototypes are represented as weighted averages of the feature-space observations.
Provided that a vectorial realization of the relationships exists, both vector RBF networks and relational RBF
networks are guaranteed to yield the same responses. This is an attractive quality, as it implies that investigators do
not need to explicitly construct a vector-based realization to train this class of neural networks. For many types of
graph-based observations, the underlying measure used to generate the weights for the graph may either not be known
or not have a simple algebraic expression, which makes finding an exact realization quite challenging. Even if the
distance measure is known, the process for creating a realization may not be entirely accurate, which can perturb
the natural structure of the observations. This can have a major impact on the recognition rates, as we showed in our
simulations. It may also be computationally expensive to produce a realization, especially if the embeddings must be
re-derived for each new batch of observations.
There are many ways in which RBF networks can be trained. Here, we developed a hybrid, gradient-descent
approach for tuning both the network weights and the RBF prototype positions. Various heuristics, such as reg-
ularization, can be applied to this cost function with little modification of what we presented. Higher-order ap-
proaches, which account for curvature information of the solution space, can also be considered. However, regardless
of whether we use first- or multi-order training approaches, we do not assume direct access to a realization, which
makes altering the position of the RBF prototypes a tricky affair. One viable option is to simulate the change in the
vectorial RBF prototypes by iteratively adjusting the generalized prototype-observation distance measure. This up-
dated measure is then utilized for future forward passes of the relational matrix through the network.
Our emphasis has been on the use of two-layer RBF networks. They are the simplest topologies for illustrating the
appropriateness of our reformulation. We are not limited to only two layers, though. In our future endeavors, we will
demonstrate that a relational RBF input layer permits the construction of deep neural networks for non-image-based
graph data. We will also develop recurrent and time-delayed neural networks, with a relational RBF input layer, for
addressing temporal, relationship-based observations. In either of these cases, we will need to extend our gradient-
descent-based strategy to handle the back-propagation of errors through multiple network layers.
SUBMITTED TO THE IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 14
References
[1] D. S. Broomhead and D. Lowe, “Multivariable functional interpolation and adaptive networks,” Complex Systems,
vol. 2, no. 1, pp. 321–335, 1988.
[2] S. A. Billings, H.-L. Wei, and M. A. Balikhin, “Generalized multiscale radial basis function networks,” Neural
Networks, vol. 20, no. 10, pp. 1081–1094, 2007. Available: http://dx.doi.org/10.1016/j.neunet.2007.09.017
[3] I. Borg and P. J. F. Groenen,Modern Multidimensional Scaling. New York City, NY, USA: Springer-Verlag,
2005.
[4] S. A. Billings and G. L. Zheng, “Radial basis function network configuration using genetic algorithms,” Neural
Networks, vol. 8, no. 6, pp. 877–890, 1995. Available: http://dx.doi.org/10.1016/0893-6080(95)00029-Y
[5] S. Chen, Y. Wu, and B. L. Luk, “Combined genetic algorithm optimization and regularized orthogonal least
squares learning for radial basis function networks,” IEEE Transactions on Neural Networks, vol. 10, no. 5, pp.
1239–1243, 1999. Available: http://dx.doi.org/10.1109/72.788663
[6] B. A. Whitehead and T. D. Choate, “Cooperative-competitive genetic evolution of radial basis function centers
and widths for time series prediction,” IEEE Transactions on Neural Networks, vol. 7, no. 4, pp. 869–880, 2002.
Available: http://dx.doi.org/10.1109/72.508930
[7] S. Chen, X. Hong, and C. J. Harris, “Particle swarm optimization aided orthogonal forward regression for unified
data modeling,” IEEE Transactions on Evolutionary Computation, vol. 14, no. 4, pp. 477–499, 2010. Available:
http://dx.doi.org/10.1109/TEVC.2009.2035921
[8] S. Chen, C. F. N. Cowan, and P. M. Grant, “Orthogonal least squares learning algorithm for radial basis function
networks,” IEEE Transactions on Neural Networks, vol. 2, no. 2, pp. 302–309, 1991. Available:
http://dx.doi.org/10.1109/72.80341
[9] M. T. Musavi, W. Ahmed, K. H. Chan, K. B. Faris, and D. M. Hummels, “On the training of radial basis function
classifiers,” Neural Networks, vol. 5, no. 4, pp. 595–603, 1992. Available:
http://dx.doi.org/10.1016/S0893-6080(05)80038-3
[10] J. B. Gomm and D. L. Yu, “Selecting radial basis function network centers with recursive orthogonal least squares
training,” IEEE Transactions on Neural Networks, vol. 11, no. 2, pp. 206–314, 2000. Available:
http://dx.doi.org/10.1109/72.839002
[11] M. T. Hagan and M. B. Menhaj, “Training feedforward networks with the Marquardt algorithm,” IEEE
Transactions on Neural Networks, vol. 5, no. 6, pp. 989–993, 1994. Available:
http://dx.doi.org/10.1109/72.329697
[12] A. Sherstinsky and R. W. Picard, “On the efficiency of the orthogonal least squares training method for radial
basis function networks,” IEEE Transactions on Neural Networks, vol. 7, no. 1, pp. 195–200, 1996. Available:
http://dx.doi.org/10.1109/72.478404
[13] K. Z. Mao, “RBF neural network center selection based on Fisher ratio class separability measure,” IEEE
Transactions on Neural Networks, vol. 13, no. 5, pp. 1211–1217, 2002. Available:
http://dx.doi.org/10.1109/TNN.2002.1031953
[14] N. Ampazis and S. J. Perantonis, “Two highly efficient second-order algorithms for training feedforward
networks,” IEEE Transactions on Neural Networks, vol. 13, no. 5, pp. 1064–1074, 2002. Available:
http://dx.doi.org/10.1109/TNN.2002.1031939
[15] S. Chen, X. Hong, B. L. Luk, and C. J. Harris, “Construction of tunable radial basis function networks using
orthogonal forward selection,” IEEE Transactions on Systems, Man, and Cybernetics, vol. 39, no. 2, pp. 457–466,
2008. Available: http://dx.doi.org/10.1109/TSMCB.2008.2006688
[16] X. Hong, S. Chen, and C. J. Harris, “A-optimality orthogonal forward regression algorithm using branch and
bound,” IEEE Transactions on Neural Networks, vol. 19, no. 11, pp. 1961–1967, 2008. Available:
http://dx.doi.org/10.1109/TNN.2008.2003251
[17] D. Du, K. Li, and M. Fei, “A fast multi-output RBF neural network construction method,” Neurocomputing,
vol. 73, no. 10-12, pp. 2196–2202, 2010. Available: http://dx.doi.org/10.1016/j.neucom.2010.01.014
[18] J. Moody and C. J. Darken, “Fast learning in networks of locally-tuned processing units,” Neural Computation,
vol. 1, no. 2, pp. 281–294, 1989. Available: http://dx.doi.org/10.1162/neco.1989.1.2.281
[19] S. Lee and R. M. Kil, “A Gaussian potential function network with hierarchically self-organizing learning,”
Neural Networks, vol. 4, no. 2, pp. 207–224, 1991. Available: http://dx.doi.org/10.1016/0893-6080(91)90005-P
[20] J.-X. Peng, K. Li, and D. Huang, “A hybrid forward algorithm for RBF neural network construction,” IEEE
Transactions on Neural Networks, vol. 17, no. 6, pp. 1439–1451, 2006. Available:
http://dx.doi.org/10.1109/TNN.2006.880860
[21] J.-X. Peng, K. Li, and G. W. Irwin, “A novel continuous forward algorithm for RBF neural modeling,” IEEE
Transactions on Automatic Control, vol. 52, no. 1, pp. 117–112, 2007. Available:
http://dx.doi.org/10.1109/TAC.2006.886541
[22] N. B. Karayiannis, “Reformulated radial basis neural networks trained by gradient descent,” IEEE Transactions on
Neural Networks, vol. 10, no. 3, pp. 657–671, 1999. Available: http://dx.doi.org/10.1109/72.761725
[23] N. B. Karayiannis and M. M. Randolph-Gips, “On the construction and training of reformulated radial basis
function neural networks,” IEEE Transactions on Neural Networks, vol. 14, no. 4, pp. 835–846, 2003. Available:
http://dx.doi.org/10.1109/TNN.2003.813841
[24] W. Kaminiski and P. Strumillo, “Kernel orthonormalization in radial basis function networks,” IEEE Transactions
on Neural Networks, vol. 8, no. 5, pp. 1177–1183, 1997. Available: http://dx.doi.org/10.1109/72.623218
[25] I. J. Sledge, “A projection transform for non-Euclidean relational clustering,” in Proceedings of the IEEE
International Joint Conference on Neural Networks (IJCNN), Barcelona, Spain, July 18-23 2010, pp. 1–8.
Available: http://dx.doi.org/10.1109/IJCNN.2010.5596731
[26] E. J. Hartman, J. D. Keeler, and J. M. Kowalski, “Layered neural networks with Gaussian hidden units as
universal approximators,” Neural Computation, vol. 2, no. 2, pp. 210–215, 1990. Available:
SUBMITTED TO THE IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 15
http://dx.doi.org/10.1162/neco.1990.2.2.210
[27] J. Park and I. W. Sandberg, “Universal approximation using radial-basis-function networks,” Neural Computation,
vol. 3, no. 2, pp. 246–257, 1991. Available: http://dx.doi.org/10.1162/neco.1991.3.2.246
[28] ——, “Approximation and radial-basis-function networks,” Neural Computation, vol. 5, no. 2, pp. 305–316, 1993.
Available: http://dx.doi.org/10.1162/neco.1993.5.2.305
[29] I. J. Sledge, J. C. Bezdek, T. C. Havens, and J. M. Keller, “Relational generalizations of cluster validity indices,”
IEEE Transactions on Fuzzy Systems, vol. 18, no. 4, pp. 771–786, 2010. Available:
http://dx.doi.org/10.1109/TFUZZ.2010.2048114
[30] I. J. Sledge, T. C. Havens, J. C. Bezdek, and J. M. Keller, “Relational duals of cluster-validity functions for the
c-means family,” IEEE Transactions on Fuzzy Systems, vol. 18, no. 6, pp. 1160–1170, 2010. Available:
http://dx.doi.org/10.1109/TFUZZ.2010.2079331
[31] R. J. Hathaway, J. W. Davenport, and J. C. Bezdek, “Relational duals of the c-means clustering algorithms,”
Pattern Recognition, vol. 22, no. 2, pp. 205–212, 1989. Available:
http://dx.doi.org/10.1016/0031-3203(89)90066-6
[32] C. Panchapakesan, M. Palaniswami, D. Ralph, and C. Manzie, “Effects of moving the centers in an RBF network,”
IEEE Transactions on Neural Networks, vol. 13, no. 6, pp. 1299–1307, 2002. Available:
http://dx.doi.org/10.1109/TNN.2002.804286
[33] Gene Ontology Consortium, “The gene ontology GO database and informatics resource,” Nucleic Acids Research,
vol. 32, no. 1, pp. 258–261, 2004. Available: http://dx.doi.org/10.1093/nar/gkh036
[34] M. Popescu, J. M. Keller, and J. A. Mitchell, “Fuzzy measures on the gene ontology for gene product similarity,”
IEEE/ACM Transactions on Computational Biology and Bioinformatics, vol. 3, no. 3, pp. 263–274, 2006.
Available: http://doi.org/10.1109/TCBB.2006.37
[35] D. Singh, et al., “Gene expression correlates of clinical prostate cancer behavior,” Cancer Cell, vol. 1, no. 2, pp.
203–209, 2002. Available: http://dx.doi.org/10.1016/S1535-6108(02)00030-2
[36] L. Hunter, R. C. Taylor, S. M. Leach, and R. Simon, “Gest: A gene expression search tool based on a novel
bayesian similarity metric,” Bioinformatics, vol. 17, no. 1, pp. 115–122, 2001. Available:
http://dx.doi.org/10.1093/bioinformatics/17.suppl_1.S115
[37] J. C. Bezdek and R. J. Hathaway, “VAT: A tool for visual assessment of (cluster) tendency,” in Proceedings of the
International Joint Conference on Neural Networks (IJCNN), Honolulu, HI, USA, May 12-17 2002, pp. 1–6.
Available: http://dx.doi.org/10.1109/IJCNN.2002.1007487
[38] J. M. Huband, J. C. Bezdek, and R. J. Hathaway, “bigVAT: Visual assessment of cluster tendency for large data
sets,” Pattern Recognition, vol. 38, no. 11, pp. 1875–1886, 2005. Available:
http://dx.doi.org/10.1016/j.patcog.2005.03.018
[39] R. J. Hathaway, J. C. Bezdek, and J. M. Huband, “Scalable visual assessment of cluster tendency for large data
sets,” Pattern Recognition, vol. 39, no. 7, pp. 1315–1324, 2006. Available:
http://dx.doi.org/10.1016/j.patcog.2006.02.011
[40] T. C. Havens and J. C. Bezdek, “An efficient formulation of the improved visual assessment of cluster tendency
(iVAT) algorithm,” IEEE Transactions on Knowledge and Data Engineering, vol. 24, no. 5, pp. 813–822, 2012.
Available: http://dx.doi.org/10.1109/TKDE.2011.33
[41] V. de Silva and J. B. Tenenbaum, “Global versus local methods in nonlinear dimensionality reduction,” in
Advances in Neural Information Processing Systems (NIPS), S. Becker, S. Thrun, and K. Obermayer, Eds.
Cambridge, MA, USA: MIT Press, 2002, pp. 721–728.
[42] J. P. Boyle and R. L. Dykstra, “A method for finding projections onto the intersection of convex sets in Hilbert
spaces,” in Advances in Order Restricted Statistical Inference, R. L. Dykstra, T. Robertson, and F. T. Wright, Eds.
New York, NY, USA: Springer-Verlag, 1986, pp. 28–47.
[43] E. P. Xing, M. I. Jordan, S. J. Russell, and A. Y. Ng, “Distance metric learning with application to clustering with
side information,” in Advances in Neural Information Processing Systems (NIPS), S. Becker, S. Thrun, and
K. Obermayer, Eds. Cambridge, MA, USA: MIT Press, 2002, pp. 521–528.
[44] R. T. Rockafellar, Convex Analysis. Princeton, NJ, USA: Princeton University Press, 1997.
SUBMITTED TO THE IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 16
A Vector- and Graph-based RBF Network Equivalency
A.1 Dataset Descriptions
We utilize three datasets for empirically establishing the equivalency of the vector-based and graph-based RBF
networks. The datasets come from the University of California-Irvine Machine Learning Repository and correspond
to binary classification problems:
RBC-569: Breast Cancer Dataset. The first is the University of Wisconsin diagnostic breast cancer dataset,
which is composed of features extracted from 569 fine-needle-aspirate images of either malignant or benign
breast masses. The two classes are unbalanced, as there are more benign mass observations than malignant.
From these images, 10 real-valued features were extracted to describe traits of the cell nuclei present in the
image, which included geometric properties such as smoothness and compactness along with image-based
properties that included the fractal dimension and texture information. An additional 20 real-valued features
correspond to supplemental statistics about the cell-nuclei that describe the standard error and largest-magnitude
value observed.
RUSC-435: Congressional Vote Dataset. The second is the US Congressional Voting Records dataset. It con-
tains voting entries for 267 Democratic and 168 Republican Congressmen across 16 different issues proposed
during the second session of the 98th Congress in 1984. These issues ranged from providing aid to El Salvador
to education spending to funding the Nicaraguan Contras. The Congressional Quarterly Almanac lists nine dif-
ferent types of votes on the issues, which we simplified to yea, nay, and either did not vote or otherwise make a
position known so as to create a trinary-valued set of features. The aim is to determine the political party affilia-
tion, either Democrat or Republican, of the Congressmen based on their votes across these issues.
RHD-303: Heart Disease Dataset. The third is the Cleveland Clinic Foundation heart disease dataset. The entire
dataset is composed of entries from 920 patients in the United States, Hungary, and Switzerland, out of which we
use only 303 patients who visited the Cleveland Clinic Foundation. For each patient, 75 features were extracted;
this feature set was reduced to 13 attributes, such as the age, chest pain type, resting blood pressure, and serum
cholesterol of the patient. The classification aim is to distinguish between either the absence or the presence of
heart disease, regardless of the severity. As with the other datasets, the classes are unbalanced: there are 164
patients who did not present with heart disease and 139 patients who did.
We converted each vector-based dataset into graph-based ones by applying the standardized Euclidean distance to
all pairs of feature vectors. The visual assessment of cluster tendency (VAT) [37–39] and improved VAT (iVAT)
[40] algorithms were applied to the adjacency matrices of the graphs to reorganize the rows and columns of edge
weights and highlight the underlying data structure. The resulting plots are presented in the first two columns of fig-
ures A.1(a)–A.1(c). Principal component analysis was used to visualize the bi-class data structure in two dimensions.
The resulting plots are shown in the third column of figures A.1(a)–A.1(c).
A.2 Simulation Findings
Classification results forRBC-569,RUSC-435, andRHD-303 are provided in the fourth through sixth columns of fig-
ures A.1(a)–A.1(c). We obtained these results from 100Monte Carlo simulations with different parameter initializa-
tions along with different training, testing, and validation datasets. In these figures, the fourth column captures the
deviation of the produced response from the predicted label, which were averaged across the Monte Carlo simulations.
The remaining columns highlight the average training, test, and validation set confusion matrices; the classification
responses in these matrices were rounded and normalized. We considered the same experimental setup as in section 3.
ForRBC-569,RUSC-435, andRHD-303, we considered the following minimum and maximum number of prototypes,
respectively: 10 and 45, 10 and 35, and 10 and 30. The same limits were considered for both the graph- and vector-
based RBF networks.
Results. The iVAT image forRBC-569 illustrates that the data naturally decompose into two dominant, mostly
separated groups, each of which roughly corresponds to the class labels. These two groups contain some substructure.
The VAT image, in contrast, reveals that the data are distributed along curved surfaces. These characteristics are cor-
roborated by the reduced-dimensionality scatterplot. Due to the separatedness of the two classes, the RBF networks
achieved near-perfect performance. The average deviation between the actual and predicted class label responses for
each sample was low and on the order of 0.001± 0.12, as shown by the error histogram plot. The average training, test,
and validation rates were 98.27± 0.54%, 96.51± 0.97%, and 97.65± 0.84%, respectively, across the Monte Carlo
simulations. The subplot in the error histogram graph highlights that the responses from the graph- and vector-based
RBF networks were equivalent for all of the samples, since the responses all lie along the main diagonal. These classi-
fication performance results are hence equivalent for both types of networks, given that they were trained in the same
manner and on the same randomly chosen sets.
With regards to the two other datasets, the VAT and iVAT images forRUSC-435 indicate that the relationships have
a naturally bi-group structure for the chosen feature metric. The classes are not, however, relatively compact and
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Figure A.1: Classification results for graph-based datasets derived from feature vectors from the University of California-Irvine Machine Learning
Repository. We consider three datasets: (a) the University of Wisconsin diagnostic breast cancer dataset, (b) the US Congress voting dataset, and
(c) the Cleveland Clinic Foundation heart disease dataset. Each dataset was converted to a graph by applying a similarity measure to all pairs of
observations. For each row, the first two columns show the visual assessment of cluster tendency (VAT) and improved VAT (iVAT) images of the
graph adjacency matrices. Low observation-observation dissimilarities are denoted using dark colors, while high dissimilarities are represented
with light colors. Dark, blocky structures along the main diagonal in these images indicate structure in the data. The third column shows a
projected version of the dataset in a two-dimensional space, where the different colors correspond to the class labels. The fourth through seventh
columns highlight the classification results. The fourth column shows the deviation in the predicted response from the desired response. The
subplot in this figure shows the predicted response from our graph-based RBF network and the actual response from the feature-vector-based RBF
network. The remaining columns contain confusion matrices for the training, test, and validation sets. Both the vectorial and graph-based RBF
networks returned the same responses, so we only show one set of plots for both network types.
separated: both tendency plots indicate that there is a fair amount of mixing between the two classes. This moderate
class overlap is also present in the reduced-dimensionality scatterplot. ForRHD-303, the VAT and iVAT images do not
show any clear multi-modal structure. They instead, suggest that the classes are heavily mixed. Despite these issues,
the RBF networks achieved reasonably good performance: average recognition rates of 96.14± 1.09%, 96.92± 1.11%,
and 95.40± 0.99% were obtained for theRUSC-435 training, testing, and validation sets, respectively. ForRHD-303, they
were 86.94± 3.23%, 84.47± 3.51%, and 93.35± 3.66%, respectively. The error histograms show that the deviation
was about 0.001± 0.19 forRUSC-435 and−0.009± 0.39 forRHD-303. Many of the errors were caused by samples
located near the borders of the two classes, especially forRHD-303. For bothRUSC-435 andRHD-303, the error histogram
subplots again indicate that the vector- and graph-based networks supplied the same responses.
Methodological Discussions and Insights. The simulation results indicate that both the graph- and vector-
based RBF networks output the same responses for these three datasets, as predicted by the reformulation theory in
the previous section. The reformulation theory guarantees this equivalency in the event that the graph’s edge weights
correspond to distances from some, potentially unknown, metric pairwise applied to a set of, potentially unknown,
vectors. Note that a vector realization does not need to be found in order for this duality to theoretically and empir-
ically hold. It merely must provably exist, which occurs whenever the edge weights are positive, symmetric, and
anti-reflexive along with satisfying the triangle inequality.
Due to the equivalency property, both networks share the same advantages and disadvantages. Investigators must
hence be judicious in their choice of similarity or dissimilarity measure if they wish for the graph-based networks to
yield the best recognition rates and have good generalization capabilities. This is analogous to selecting good features
to describe the objects in the vector-data case.
Some dissimilarity measures may not innately adhere to the properties needed for network duality. In such circum-
stances, it would be necessary to transform the graph weights before network training occurs. This can be done in a
variety of ways, such as using multi-dimensional scaling techniques. However, as we show in the following experi-
ments, relying on multi-dimensional scaling is not always prudent, as an explicit assumption about the underlying
metric is made and may not coincide with the latent metric of the relationships. It is often better, for data analysis
purposes, to let the data describe what is an appropriate metric. This would entail finding the least number of edits to
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the relationships such that they are positive and adhere to the triangle inequality. Converting arbitrary relationships
to metric distances can be facilitated by iteratively projecting the relationships onto a series of half-spaces, which is
known to have a closed-form solution [44]. That is, for each relationship, the violation error would be computed and
used to define the affine projection to the closest valid point on the half-space. This iterative process yields a Boyle-
Dykstra alternating-optimization procedure [42]. Convergence is guaranteed, in the limit, to an adjacency matrix with
the least number of edits according to the chosen error metric.
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B Graph-based RBF Network Properties
Proposition 2.1. LetR∈Rn×n0,+ be a symmetric, non-negative, reflexive adjacency matrix of a weighted, di-
rected graph such that entries rp,q∈R0,+ correspond to distances from a metric applied to pairs of latent vectors
xp, xq∈Rd. For vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r and vrj,i=uj,i/
∑n
q=1 uj,q , uj,i, uj,q∈R, the objective
function given in
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k+
c∑
j=1
wj,kf1
(〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, xi−
n∑
q=1
uj,qxq
/
n∑
r=1
uj,r
〉)))2
(2.1)
is equivalent to
n∑
i=1
g∑
k=1
(
yi,k−f2
(
w0,k+
c∑
j=1
wj,kf1
(
(R(vrj ))i−(vrj )>R(vrj )/2
)))2
. (2.5)
Alternatively, letR∈Rn×n0,+ be a matrix such that it is non-negative, ri,j≥0, symmetric, ri,j=rj,i, reflexive,
ri,i = 0, and where the entries obey the triangle inequality ri,k ≤ ri,j+rj,k, ∀i, j, k. A latent vector realization
exists and the objective function given in (2.1) is equivalent to that in (2.5).
Proof: For the first part of the proposition, equation (2.5) can be obtained as follows for any inner-product-
induced norm〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r, xi−
n∑
q=1
uj,qxq
/
n∑
r=1
uj,r
〉
=
(
n∑
r=1
uj,r
)−2〈
xi−
n∑
p=1
uj,pxp, xi−
n∑
q=1
uj,qxq
〉
= −
(
2
n∑
r=1
uj,r
)−2 n∑
p=1
uj,p
n∑
q=1
uj,q
(
‖xp−xq‖2 − ‖xi−xp‖2 + ‖xi−xq‖2
)
= −
(
2
n∑
r=1
uj,r
)−2 n∑
p=1
uj,p
n∑
q=1
uj,q
(
rp,q − ri,p − ri,q
)
= −
(
2
n∑
r=1
uj,r
)−2( n∑
p=1
uj,p(ei − ep)>
)
R
(
n∑
q=1
uj,q(ei−eq)
)
= −
(
e>i Rei/2− e>i R(vrj )
)
+ (vrj )
>R(vrj )/2
= (R(vrj ))i−(vrj )>R(vrj )/2,
where ek, ep, and eq are the kth, pth, and qth unit vectors, respectively. Substituting (R(vrj ))i−(vrj )>R(vrj )/2 in
place of the inner product in (2.1) establishes the equivalency.
The second part of the proposition is immediate from the first part and some simple arguments involving the
properties of inner-product-induced norms. 
Proposition 2.3. LetR∈Rn×n0,+ be a symmetric, non-negative, anti-reflexive adjacency matrix of a weighted, di-
rected graph such that entries rp,q∈R0,+ correspond to distances from a metric applied to pairs xp, xq∈Rd.
Suppose that the output-layer activation function of a two-layer, vector RBF network is linear. For this net-
work, the gradient-descent update for the qth radial basis prototype vq∈Rd is vq←vq−η
∑n
k=1 
h
q,k(xi−vq),
with the hidden error hq,k=wi,q∇vqhq,k for a given xi∈Rd. This is prototype update is equivalent to replacing
the distance hq,k between the qth prototype and the kth feature-space vector by〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r−η
(
n∑
r=1
hr,jxr−hr,j
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r
)
, ·
〉
. (2.8)
Here, the term hk,j=wi,j∇vjhk,j is obtained from the response gradient∇vq
∑c
j=1 wi,jhj,k=wi,q∇vqhq,k,
with∇vqhq,k = 0 for j 6= q. Equation (2.8) is the same as requiring that the observation-prototype distance in
SUBMITTED TO THE IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 20
(2.5), (2.7), and (2.11) be replaced by
dj,i +
(
4
n∑
r=1
uj,r
)−2 n∑
p,q=1
uj,puj,qη
n∑
y=1
hy,j
(
ri,y−ri,q−ηhy,jrp,q
)
, (2.9)
for vj=
∑n
p=1 uj,pxp/
∑n
r=1 uj,r and vrj,i=uj,i/
∑n
q=1 uj,q , for uj,i, uj,q∈R. This expression is solely in
terms of the adjacency weights.
Proof: Equation (2.8) follows from differentiating the vector-data sum-of-squared-errors expression with re-
spect to the RBF prototype and substituting
∑n
p=1 uj,pxp/
∑n
r=1 uj,r for the prototype. Equation (2.9) can be
obtained as follows〈
xi−
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r−η
(
n∑
r=1
hr,jxr−hr,j
n∑
p=1
uj,pxp
/
n∑
r=1
uj,r
)
, ·
〉
=
(
n∑
r=1
uj,r
)−2〈 n∑
p=1
uj,p
(
xi−xp−η
n∑
r=1
hr,j(xr−xp)
)
,
n∑
q=1
uj,q
(
xi−xq−η
n∑
r=1
hr,j(xr−xq)
)〉
=
(
n∑
r=1
uj,r
)−2( n∑
p=1
n∑
q=1
uj,puj,q〈xi, xi〉−uj,puj,q〈xi, xq〉−uj,puj,q
〈
xi, η
n∑
r=1
hr,j(xr−xq)
〉
− uj,puj,q〈xp, xi〉+uj,puj,q〈xp, xq〉+uj,puj,q
〈
xp, η
n∑
r=1
hr,j(xr−xq)
〉
− uj,puj,q
〈
xi, η
n∑
r=1
hr,j(xr−xp)
〉
−uj,puj,q
〈
xq, η
n∑
r=1
hr,j(xr−xp)
〉
+ uj,puj,q
〈
η
n∑
r=1
hr,j(xr−xp), η
n∑
r=1
hr,j(xr−xq)
〉)
=
(
4
n∑
r=1
uj,r
)−2( n∑
p=1
n∑
q=1
uj,puj,q
(
−ri,q−rp,i+rp,q−
〈
xi, η
n∑
r=1
hr,j(xr−xq)
〉
+
〈
xp, η
n∑
r=1
hr,j(xr−xq)
〉
−
〈
xq, η
n∑
r=1
hr,j(xr−xp)
〉
+
〈
η
n∑
r=1
hr,j(xr−xp), η
n∑
r=1
hr,j(xr−xq)
〉))
=
(
4
n∑
r=1
uj,r
)−2( n∑
p=1
n∑
q=1
uj,puj,q
(
−ri,q−rp,i+rp,q−η
n∑
r=1
hr,j〈xi, xr〉+η
n∑
r=1
hr,j〈xi, xq〉
+ η
n∑
r=1
hr,j〈xp, xr〉−η
n∑
r=1
hr,j〈xp, xq〉−η
n∑
r=1
hr,j〈xq, xr〉+η
n∑
r=1
hr,j〈xq, xp〉
+ η2
n∑
r=1
(hr,j)
2〈xr, xr〉+η2
n∑
r=1
(hr,j)
2〈xr, xq〉−η2
n∑
r=1
(hr,j)
2〈xr, xp〉+η2
n∑
r=1
(hr,j)
2〈xp, xq〉
))
=
(
4
n∑
r=1
uj,r
)−2( n∑
p=1
n∑
q=1
uj,puj,q
(
−ri,q−rp,i+rp,q−η
n∑
y=1
y,j〈xi, xy〉+η
n∑
y=1
hy,j〈xi, xq〉+η
n∑
y=1
y,j〈xp, xy〉
− η
n∑
y=1
hy,j〈xp, xq〉−η
n∑
y=1
hy,j〈xq, xy〉+η
n∑
y=1
hy,j〈xq, xp〉+η2
n∑
y=1
(hy,j)
2(ry,q+rp,y−rp,q)
))
=
(
4
n∑
r=1
uj,r
)−2( n∑
p=1
n∑
q=1
uj,puj,q
(
−ri,q−rp,i+rp,q+η
n∑
y=1
hy,j
(
−〈xi, xy〉+〈xi, xq〉+〈xp, xy〉
− 〈xp, xq〉−〈xq, xy〉+〈xq, xp〉
)
+η2
n∑
y=1
(hy,j)
2
(
ry,q+rp,y−rp,q
)))
=
(
4
n∑
r=1
uj,r
)−2( n∑
p=1
n∑
q=1
uj,puj,q
(
−ri,q−rp,i+rp,q+η
n∑
y=1
hy,j
(
ri,y−ri,q−rp,y+rq,y
)
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+η2
n∑
y=1
(hy,j)
2
(
ry,q+rp,y−rp,q
)))
= (R(vrj ))i−(vrj )>R(vrj )/2+
(
4
n∑
r=1
uj,r
)−2 n∑
p=1
n∑
q=1
uj,puj,qη
n∑
y=1
hy,j
(
ri,y−ri,q−rp,y+rq,y
)
+
(
4
n∑
r=1
uj,r
)−2 n∑
p=1
n∑
q=1
uj,puj,qη
2
n∑
y=1
(hy,j)
2
(
ry,q+rp,y−rp,q
)
= (R(vrj ))i−(vrj )>R(vrj )/2+
(
4
n∑
r=1
uj,r
)−2 n∑
p=1
n∑
q=1
uj,puj,qη
n∑
y=1
hy,j
(
ri,y−ri,q−ηhy,jrp,q
)
,
which is solely in terms of entries from the adjacency matrix and the adjacency weights. 
