Abstract. A parallel algorithm is presented for the LU decomposition of a general sparse matrix on a distributed-memory MIMD multiprocessor with a square mesh communication network. In the algorithm, matrix elements are assigned to processors according to the grid distribution. Each processor represents the nonzero elements of its part of the matrix by a local, ordered, twodimensional linked-list data structure. The complexity of important operations on this data structure and on several others is analysed. At each step of the algorithm, a parallel search for a set of m compatible pivot elements is performed. The Markowitz counts of the pivot elements are close to minimum, to preserve the sparsity of the matrix. The pivot elements also satisfy a threshold criterion, to ensure numerical stability. The compatibility of the m pivots enables the simultaneous elimination of m pivot rows and m pivot columns in a rank-m update of the reduced matrix. Experimental results on a network of 400 transputers are presented for a set of test matrices from the Harwell-Boeing sparse matrix collection.
given, and x is the unknown solution vector. In this paper we assume that the matrix A is nonsingular, sparse (i.e., cn of its n 2 elements have a nonzero value, with c << n), and general (i.e., A has an arbitrary, not necessarily symmetric pattern of nonzeros).
The computing time and the amount of memory needed to solve (1) can be reduced greatly by exploiting the sparsity of A.
Several methods exist for solving the sparse system Ax b [12] , [34] . One of these methods is based on LU decomposition [19] , which is closely related to Gaussian elimination. LU decomposition produces an n n unit lower triangular matrix L, an n n upper triangular matrix U, and permutations r and p of {0,..., n-1} such that A,,# (LU)ij for all i, j, 0 _< i, j < n.
Permutations r and p appear in this equation because rows and columns may have to be permuted during the LU decomposition to preserve sparsity and ensure numerical stability.
operations, thereby avoiding synchronisation and idling of processors after each rank-1 update.
Both forms of parallelism have been exploited in shared-memory parallel sparse LU decomposition algorithms of Smart and White [29] , Alaghband [1] , Davis and Yew [8] , [9] , Gallivan, Sameh, and Zlatev [17] , and others. In these algorithms the Markowitz strategy is modified to obtain a set S of pivot elements that can be handled simultaneously. To make this set as large as possible, pivot elements with a Markowitz count higher than mincount are accepted. Calahan [5] was the first to exploit the fact that two pivot elements Aij and Akl can be handled simultaneously if (4) Ai, Akj O.
Such pivots are called compatible [1] or independent [29] . For a detailed discussion of compatibility, see [9] . Smart and White [29] investigate the parallel time complexity of sparse LU decomposition for an unlimited number of processors, by using task graph depths as a complexity measure. They present an algorithm in which the pivot set S contains compatible diagonal elements with a Markowitz count between mincount and mincount + a, where a is an input parameter. The set S is constructed by starting with the empty set and successively adding new compatible pivot elements in order of increasing Markowitz count. For a 1000 1000 tridiagonal matrix, the algorithm with a 2 leads to a task graph depth of 27, which is close to the theoretical minimum of 23; in this case, the basic Markowitz strategy leads to a much higher depth of 1998.
For most of the examined electronic circuit matrices, however, the improvement in depth over the Markowitz strategy was only about 50 percent.
Alaghband [1] presents an algorithm which generates candidate pivot sets and then chooses a pivot set S of maximum size; ties between sets are decided according to the minimum total Markowitz sum. The pivot search uses an n n table that represents the mutual compatibility of diagonal pivot candidates. Pivot elements with a Markowitz count higher than a user-specified value or with a numerical absolute value lower than a user-specified threshold are discarded from S. Experimental [8] , [9] present a shared-memory parallel algorithm and a program, D2, which has the full functionality of programs such as MA28 and Y12M. In this algorithm, the pivot set S contains compatible elements with a Markowitz count between mincount and a. mincount, where a is an input parameter (a 4 in the experiments). All processors search for acceptable pivot candidates, and then try to add them to the current set S. If a candidate is compatible with all the elements of S, it is added to S. Conflicts between processors that simultaneously try to add a pivot are prevented by critical sections in the program. The processor that is the first to arrive at the entry of a critical section gains access to it. This implies that operating system factors influence the pivot choice; the program is therefore nondeterministic.
Experiments on an Alliant FX/8 shared-memory computer show that D2 is a median 3.9 times faster on eight processors than on a single processor, and that the sequential version of D2 is 4.3 times faster than the sequential program MA28.
Gallivan, Sameh, and Zlatev [17] (see also [34, Chap. 10]) present three sharedmemory parallel versions of the sequential program Y12M [35] : Y12M1, which is based on rank-1 updates; Y12M2, which is based on rank-m updates; and Y12M3, which exploits coarse-grain parallelism created by ordering the matrix A to an upper block-triangular form (see also [16] for alternative ordering techniques). Here, the enhanced parallelism of Y12M2 compared to Y12M1 is important. In the algorithm Y12M2, an ordered set S of m pivots is formed with the property that Akj 0 if the element Aij precedes the element Ak in the ordering of the set. This relaxation of the compatibility requirement (4) Skjellum [28] presents a distributed-memory parallel algorithm that is valid for a range of data distributions, including the grid distribution defined below. The generality of this algorithm enables the user to tune the granularity of the distribution to the characteristics of a particular computer architecture. In the current implementation, the partial row pivoting strategy is used, which gives one pivot element per step. Experimental results on a Symult s2010 for a 2500 x 2500 random sparse matrix with c 51 nonzeros per row show a speedup of 9.7 on a 96 processor machine, compared to a 6 processor machine.
Our distributed-memory parallel LU decomposition algorithm for sparse matrices is based on an algorithm for dense matrices [3] . The dense algorithm allocates matrix elements to processors according to the grid distribution [32] , defined by the mapping Aij -+ processor (i mod Q, j mod Q) for all i, j, 0 <_ i, j < n, for Q2 processors (s, t), 0 <_ s, t < Q. This distribution splits each row i into Q row parts, i.e., sets of the form {Aij 0 <_ j < n A jmodQ t}, and it also splits each column into Q column parts. The grid distribution is also called scattered square decomposition [15] and cyclic storage [22] ; it is similar to the fragmented distribution We choose the grid distribution (5) as the distribution scheme for sparse matrices because it has an optimal load balance and a low communication complexity for LU decomposition of dense matrices [3] . The optimal load balance in all steps of the dense LU decomposition algorithm implies that in the sparse algorithm all processors are responsible for an approximately equal number of (zero or nonzero) elements. If the statistical assumption holds that every element of the matrix has an equal probability of being nonzero, it follows that the nonzero elements are spread evenly over the processors. If this assumption does not hold because nonzeros cluster at certain places in the matrix, e.g., in the lower right-hand corner or in dense submatrices, then these nonzeros are scattered over many processors, still giving a good overall load balance. Memory use is also efficient, since the scattering effect makes it unlikely that one processor runs out of memory while the others still have much storage space available. (For a theoretical analysis of one-dimensional scattering applied to an irregular computational domain, see [25] .) Figure 1 shows four snapshots of the parallel LU decomposition of the 59 59 sparse matrix IMPCOL B from the Harwell-Boeing collection. At the start (a) of the LU decomposition, the matrix has 3169 zero elements and 312 nonzero elements, and at the end (d) it has 3053 zeros and 428 nonzeros. The zero elements are shown in yellow. The nonzero elements are assigned to the processors of a 2 2 mesh, according to the grid .distribution. The elements of processor (0, 0) are shown in blue; those of (0, 1) in red; those of (1, 0) in green; and those of (1, 1) An alternative to the matrix-independent grid distribution is a distribution that exploits knowledge of the sparsity pattern of the matrix to obtain an optimal load balance. Unfortunately, at every step of the LU decomposition of a general sparse matrix the sparsity pattern changes due to permutations and fill-in that are unpredictable, because they depend on the pivot choice and hence on [29] . This is done by a parallel algorithm which uses the distributed compatibility information supplied by the distributed matrix A. The pivot set is constructed by a pipeline of Q processors, and then broadcast to all Q2 processors.
After the pivot search, the matrix is permuted according to S and then modified by a rank-m update.
An important issue in sparse matrix computations is the choice of a data structure. In this paper, we analyse the theoretical time complexity of important parallel computations on several data structures. For reasons of simplicity, we decide to represent the nonzero elements of each processor in a local, ordered, two-dimensional linked-list data structure. This data structure has been introduced by Knuth [23] for sequential sparse matrix computations; it has been used by Alaghband [1] and Skjellure [28] Matrices are distributed over a square mesh of Q2 processors. Each processor is identified by Cartesian coordinates (s, t), with 0 _< s, t < Q; in what follows we shall omit these bounds on s and t for the sake of brevity. We define grid(s, t) as the set of index pairs of an n n matrix assigned to processor (s, t) according to the grid distribution (5), (6) grid(s,t) ( (i,j) O <_ i,j < n A mod Q=sAjmodQ=t}.
We introduce an n x n matrix variable X, and distribute it according to the grid distribution. The permutation variables r and p of (2) are replicated and distributed: it turns out to be convenient to maintain a copy of r in all processors (i mod Q, .), and a copy of pj in all processors (., j mod Q). Initially X A and r p id, the identity permutation. At the end of the computation the matrix variable X contains the factor L in its strictly lower triangular part and U in its upper triangular part, and the permutation variables r and p contain their final values. Row nonzero counts are maintained in a vector variable R which is replicated and distributed in the same manner as r. The component R equals the number of nonzero elements of row i in the reduced matrix, which is defined as the (n-k) x (n-k) submatrix of elements Xj, k _< i, j < n, at the start of step k of the algorithm below. (For the purpose of explanation, we assume throughout this paper that there are no accidental zeros in the computations. Therefore, the number of nonzeros in a row equals the number of entries in the sparse representation of that row.) Similarly, column nonzero counts are maintained in a vector variable C which is replicated and distributed in the same manner as p. The Appendix presents a formal description of the aim of the algorithm and of the relation between X, r, p, R, and C that is maintained throughout the algorithm. An outline of the algorithm follows.
ALGORITHM 1 In the notation of this outline, it is implied that each processor (s, t) performs its part of the computations on its own data. The details of the separate parts of the algorithm are presented in 2.2-2.4. The algorithm is illustrated in Fig. 1 .
Parallel pivot search.
A simple and effective pivot search strategy is to choose pivot elements from a limited number of the sparsest rows or columns; see [33] . Since we choose the column-oriented stability criterion (3), it is most convenient to search columns. The pivot search consists of three parts" searching columns to find candidate pivot elements; determining mutual compatibility of candidates; and constructing a pivot set of mutually compatible elements.
2.2.1. Search for candidates. In the first part of the pivot search, columns are inspected in parallel. Processor (s, t) has one column part of each column j with k _< j < n and j mod Q t, and it participates in the search of ncol of these columns that have lowest nonzero counts Cj. Here, ncol is an input parameter. (If less than ncol columns remain, these are searched.) The set of columns to be searched by processor (s, t) is denoted by SearchCols(t); this set is available in all processors (., t). Together, the processors (., t) search the complete columns of SearchCols(t). A set ColCandidates(t) is formed which includes one optimal pivot candidate per searched column; this set becomes available in all processors (., t). An outline of the program text for processor column (., t) follows.
ALGORITHM 2 (find candidate pivot elements). ColCandidates(t) := determine SearchCols(t) from C; for all j e SearchCols(t) do begin find r, k <_ r < n, such that IXjl max{IXl" k <_ < n A Zi 0};
threshold := u.
Mij min {Mj k <_ < n A IXjI >_ threshold A Xj 7 0};
The statements of Algorithm 2 are implemented as follows. The set SearchCols(t) is determined by using a local data structure for column nonzero counts (see [12, Chap. 9] ). The index r of an element with maximum absolute value in column j is determined by first searching locally in processor (s, t), and then communicating and comparing these local maxima to obtain the index r of the global maximum.
This maximum IXrjl is broadcast to all processors (.,t). Markowitz counts Mij, (i, j) E grid(s, t), are computed from locally available nonzero counts Ri, i mod Q s, and Cj, j mod Q t. The index i is determined in the same fashion as the index r.
After the sets ColCandidates(t) are formed, they are collected into one set
Candidates JQt__-o I ColVandidates(t). The total number of candidates is ncand min(Q.ncol, n-k). The pivot candidates are sorted according to increasing Markowitz count, Candidates {(ir,j)" 0 <_ r < ncand}, with M,j <_ M,,, if r < r'.
This ordering is used later on to give preference to candidates with low Markowitz counts. Now, candidates (i, j) that have an unacceptably high Markowitz count, Mij > a. Mio,j0, are discarded.
The set Candidates is sorted during its construction by using a pipeline of processors (0, .) as follows. First, each processor (0, t) sorts its own set ColCandidates(t) by increasing Markowitz count. After that, processor (0, t) inserts its candidates at the appropriate places in the ordered stream of candidates that passes by, going from processor (0, t-1) to (0, t + 1). Processor (0, 0) starts the pipeline. Processor (0, Q-1) collects the ordered sequence into Candidates and broadcasts this set to all other processors.
Compatibility of candidates.
In the second part of the pivot search, the compatibility of each pivot candidate with all other candidates is determined.
The second part is separated from the third part, the construction of the pivot set, to avoid frequent synchronisation of processors, which would occur if these parts were combined. To determine compatibility, it is sufficient to inspect for each candidate (i,j) the column j, and to check whether there are nonzeros Xi,j in rows i' that contain candidates (i',j') (i, j). Pivot candidate (i, j) is marked as incompatible with these candidates (i',j'). The responsibility for including a candidate (it, jr) in the pivot set S or not is distributed evenly over the processors of the pipeline: each processor (0, t) is responsible for at most ncol local candidates, i.e., the set S(t) of candidates (it, jr), 0 _< r < ncand, with Lr/ncolJ t. This set is needed only by processor (0, t). To decide on inclusion in S, a processor (0,t) needs the set I(t) which contains the incompatibilities (it, jr, it,, jr') and (it,, jr', it, jr) of each of the local candidates (it, jr) with all the preceding candidates (it,, jr,), r' < r. To provide this information, each (it, jr, it,, jr') Incompatible(s,t) is sent from processor (s,t) to processor (0, [max(r, r')/ncol]), before the pipeline starts operating.
The pipeline works as follows: processor (0, t) receives a sequence of pivot elements from its neighbour (0, t-1) and sends these elements to its neighbour (0, t + 1). S(t) := S(t) \ {(i',j') (i,j,i',j') e I(t) V (i',j',i,j) e I(t)} end;
while S(t) do begin (i,j) := (il,jl) with l= min {r (ir,j) e S(t)}; [28] , [31] by using the permutations r and p to access the matrix indirectly, or explicitly [3] , [6] , [18] by moving rows and columns in the matrix. Chu and George [6] show that explicit permutation leads to a good load balance for parallel dense LU decomposition with a row-wrapped distribution. Numerical experiments of Geist and Romine [18] confirm that the gain in load balance more than offsets the incurred increase in communication time.
For dense LU decomposition with partial pivoting, the grid distribution with explicit permutation leads to an optimal load balance [3] , irrespective of the choice of pivots. The load balance for implicit permutation, however, hinges on the randomising effect of the particular pivot sequence. For sparse LU decomposition with the grid distribution, explicit permutation guarantees that the row and column parts of the reduced matrix are evenly distributed over the processors. Therefore, the computational workload is well balanced if the assumption holds that the nonzeros of the matrix are evenly distributed over the row and column parts. Because of these considerations, we decide to permute rows and columns explicitly.
The aim of the row and column permutations in the matrix X is to create an m rn diagonal submatrix of elements X, k _< i, j < k / m, with the m elements of the pivot set S on the diagonal; see Fig. l(d) . Because of the compatibility of the pivot elements this can be achieved, for instance, by moving the rows it, 0 _< r < m, into position k -r and moving the rows of (i" k _< i < k + m} \ (i" 0 _< r < m} in some arbitrary order into the vacated positions i >_ k + m. The columns should be treated accordingly. Note that there is some freedom in determining the row permutation, particularly for large m; this may be exploited by a heuristic strategy which keeps row movements local, or even tries to avoid them (if k _< ir < k + m).
The row permutation involves at most the rows of (i k _< i < k + m} ( [30] .) All data structures enable easy access to rows as well as to columns, which is required for sparse LU decomposition.
We examine data structures for the x sparse matrix which represents the local grid part of the matrix A. Here, n/Q. To simplify the analysis, we assume that n mod Q 0. Local variables and indices are hatted, to distinguish them from global ones. For processor (s, t), the relation between and A is given by A{Q+s,SQ+t for all ,, 0 _< , < .
The data structures are:
1. Gustavson's data structure [20] 4. Two-dimensional linked-list structure, ordered. This is the same data structure as the previous one, except that the nonzeros within each row and column list are ordered by increasing index. This data structure is similar to the orthogonal linked list structure of Knuth [23] . The related Curtis-Reid data structure [7] can be obtained by leaving out the i-and -index of each entry and labelling the end of each row (column) list with the corresponding row (column) index. The Curtis-Reid data structure saves memory at the expense of an increase in computing time. We do not consider this data structure here, because memory use is not our primary concern.
5. Two-dimensional doubly linked-list structure, unordered. 6. Two-dimensional doubly linked-list structure, ordered. This is the same data structure as the previous one, except that the nonzeros within each row and column list are ordered by increasing index.
Computing time.
We analyse the time complexity of a number of important computations for all data structures. Since the matrix is distributed over the processors, these computations are also distributed. Generally, a distributed computation includes some computation on the local matrix part by each processor, and some communication between the processors. Communication of rows and columns requires retrieval of these rows and columns from the matrix, followed by send and receive operations. Since the retrieval is similar to a local computation that is discussed below (multiple-row assignment) and since the send and receive operations are independent of the data structure, it is sufficient only to consider local computations. We examine the following local computations:
Multiple-row assignment (see Algorithm 5) . for all r" 0 <_ r < ndest A Dest(r) mod Q s do for all j" 0 _< j < n A j mod Q t A (Xsrc(r),j 0 V XDest(r),j O) do XDest(r),j Xsrc(r),j Multiple-column division (see Algorithm 6) .
for alli, j'k+m<_i<n A k <_ j < k + m A (i,j) E grid(s,t) A Xij O do X := X/X Rank-m update (see Algorithm 6) .
for alli, j,l'k+m<_i,j<n A (i, j) E grid(s, t) A k <_ < k + m A X 0/ X 0 do X X XX Each of these local computations is performed once in every step of parallel sparse LU decomposition. Other local matrix computations that are performed within a single step, such as multiple-column assignment or multiple-column pivot search, very much resemble the above computations for all our data structures.
We evaluate the performance of the data structures by counting the number of operations in a local (sequential) computation by processor (s, t). We present a worst-case analysis, which gives upper bounds tO(x) on the number of operations. The operation counts are expressed in global constants m and Q and in local constants and rh; the maximum number of nonzeros in a row or column part is denoted by , and For data structures 3-6, there are m column parts that contain nonzero multipliers Xi,. Since each column part has at most 6 nonzeros, the total number of nonzero multipliers and hence of update row parts to be scanned is at most m. Since each In the ordered case, the nonzeros of the updated target row part must be obtained in order of increasing column index. This can be done by a symbolic merge-sort. In the worst case, rn updates of a single target row part may cause it to grow from to (m / 1) nonzeros. The corresponding merge-sort takes (9(m log m) operations. (All logarithms in this paper have base two.) In the worst case, this growth occurs for target rows, so that the total number of operations in the merge-sorts is (..O(2m log m) and the total number of operations is d0(2m(1 -t-log m)). (On average the differences between the data structures will be less pronounced than the last column of Table 1 suggests, because the growth rate of target rows may be less than the worst-case rate that has been assumed.) 3.3. Memory requirements. Table 2 shows the minimum memory requirement per processor for each data structure, i.e., the memory needed when the nonzeros are evenly distributed over the processors. We assume that the amount of memory per integer, real, and pointer is equal to 1. Memory requirements are expressed in terms of global constants n, c, and Q. The number of rows that appear in a grid part of the matrix is n/Q. The number of nonzeros in a row is assumed to be c, and the number of nonzeros in a row part is assumed to be c/Q.
All data structures require (n/Q-cn/Q2) memory. In the case of data structures 3-6, the memory needed for the n row headers and the n column headers scales with Q as O(Q-1), whereas the memory needed for the cn nonzeros scales as (Q-2). This implies that row and column headers take up more memory in parallel computations than in sequential computations. Note that the grid distribution is still better in this respect than a row or column distribution, since in the latter case each processor would need (n) memory, irrespective of Q. The scaling behaviour of data structures 1 and 2 is similar to that of the other data structures.
3.4. Discussion. Table 1 indicates that the unordered two-dimensional doubly linked-list structure 5 is superior: it outperforms all other data structures in the multiple-row assignment, and it is one of the three optimal data structures for the rank-m update. This conclusion is specific to parallel LU decomposition: in the sequential case explicit row permutations and hence row assignments often do not occur because permuting is done implicitly; furthermore, in the sequential case it is common to use rank-1 updates, and for m 1 and Q 1 the rank-m update takes O(c2) operations for all data structures. Therefore, all data structures perform equally well sequentially.
A series of multiple-rank updates based on compatible pivot sets may be of benefit even in the sequential case. This gain is derived from updating an initial, small data structure in one large step, instead of updating a growing data structure in many small steps, each time accessing a larger and larger structure, with row length increasing from c to c(m + 1) in the worst case. For an unordered data structure, the sequential rank-m update has an operation count of O(c2m), whereas a sequence of m rank-1 updates has a count of 0(c2m2). Note that in this comparison, c is fixed as the number of nonzeros of a row at the start of the rank-m update or sequence of m rank-1 updates. We have chosen the conventional ordered two-dimensional linked-list structure 4 as the data structure for parallel sparse LU decomposition. Together with the grid distribution, data structure 4 has become the standard of all the parallel sparse linear algebra programs of PARPACK, a package developed at Koninklijke/ShellLaboratorium, Amsterdam. This package includes among others LU decomposition, Cholesky factorisation, and triangular system solution. Our choice was made at a time when we did not recognise the importance of multiple-row assignments and rank-m updates in the context of parallel LU decomposition. Still, our data structure is conceptually simple, and it allows the development of programs with a reasonable amount of effort, so that it serves as an appropriate research vehicle. Also, it performs efficiently for a wide range of other algorithms, so that it is suitable as a compromise standard. As a suggestion for future research, we strongly encourage experiments with data structure 5, which according to our analysis is the most efficient data structure.
4. Experimental results. The algorithm has been implemented in the parallel programming language occam 2 (for an introduction, see [4] ) and experimental results have been obtained on a Parsytec SuperCluster FT-400 parallel computer. This machine consists of a square mesh of 400 INMOS T800-20 transputers, each with a 2 Mbyte memory. According to our measurements, a transputer performs a 64-bit floating point operation (flop), such as addition or multiplication, in ttiop 1.9 its, and a 32-bit integer operation in tiop 1.8 its. A transputer sends a 64-bit real number to a neighbouring transputer in the mesh in tcomm,real 8.5 itS and it sends a 32-bit integer in tcomm,int 6.6 its. In the experiments, all real numbers have a length of 64 bits, and all integers have a length of 32 bits. The machine accuracy for 64-bit floating point operations is 2.2 10-16. All experimental times were measured by an internal timer calibrated with a Wall clock. [13] . In our test set we included matrices from diverse application fields, with widely varying sizes and nonzero densities. Fig. l(a) shows the matrix IMPCOL B from the test set. [9] .
The sequential program is a well-optimised version of the parallel program. It is obtained by simplifying the parallel program, removing all parallel overhead, and wherever possible exploiting the fact that p 1. The parallel pivot search strategy is replaced by the common sequential strategy of searching three matrix columns for numerically acceptable pivot candidates and then choosing one candidate with the lowest Markowitz count.
The sequential and p 1 times for matrices SHERMAN2 and LNS 3937 had to be obtained on a separate transputer with 16 Mbyte memory, because these problems do not fit into the 2 Mbyte memory of a transputer of the FT-400. ( The maximum number of nonzeros per processor is about 70,000.) Incidentally, the separate transputer is about 1.13 times faster on sparse LU decomposition problems than a transputer (8) , which increases with p. In the other cases either the first or the second term dominates. For example, the gain by a factor of two in computing rate for SHERMAN2 from p 100 to p 400 is probably due to the dominant behaviour of the second term.
The maximum speedup Sp Tseq/Tp achieved is $400 107 for SHERMAN2. Tables 3 and 4 show that the speedup is correlated to c(L\U): speedups increase with increasing c(L\U). Table 4 shows that the difference in running time between the sequential program and the parallel program with p 1 is small. The difference is due partly to parallel overhead and partly to differing pivot search strategies: the sequential program searches three columns per step, whereas the parallel program with p 1 searches only Q. ncol 1 column. In most cases, the parallel algorithm is slower due to the parallel overhead and the lower quality (with respect to fill-in reduction) of the pivots. In two cases, SHERMAN2 and LNS 3937, the parallel algorithm is faster because these slowdown effects are more than offset by a faster search for pivots. Table 5 shows the number of steps of the LU decomposition. This number is at least n/v, because at most compatible pivot elements are found in each step, due to our choice of ncol 1. The near-ideal behaviour shown by matrices SHL 400 and GEMATll can be explained as follows. For a general n x n matrix with c nonzeros per row, the probability of an arbitrary element being zero is 1 -c/n, so that the probability of two arbitrary pivot candidates being compatible is (1 -c/n)2; cf. (4) . This probability is even higher for pivot candidates that are chosen from the sparsest columns of the matrix, as in our pivot search strategy. Both SHL 400 and GEMATll have a very low nonzero density c/n, before and during LU decomposition.
This implies that pivot candidates are usually compatible, so that most candidates become pivots and the number of steps is close to minimum. (Note that the number of steps depends on the ratio c/n and not on c alone.)
For all matrices, the number of steps initially decreases rapidly with increasing p, until a saturation point is reached. This point represents the situation where the algorithm proceeds through the sparse part of the matrix in a few steps of high rank m, and then handles the remaining dense part in steps of rank m 1; see Fig. l(d) . The first alternative is to search one column per processor column, and then choose one pivot with the lowest Markowitz count from the Q pivot candidates. This leads to a rank-1 update in each step, which is the usual method in sequential algorithms. The second alternative is a general implementation of the pivot search algorithm of 2.2 for arbitrary ncol. We present results for the case ncol 3. Fig. 1 illustrates the LU decomposition of IMPCOL B for ncol 5 and Q 2. Figure 2 shows the time of parallel sparse LU decomposition for the standard pivot search strategy (ncol 1) and the two alternative strategies (rank-l, ncol 3).
We observe that the standard strategy is clearly superior to the rank-1 strategy, in particular for matrices with low density c/n, such as GEMATll. This is due to the exploitation of sparsity-based parallelism, which is not used in the rank-1 strategy. [28] . In our case, an initial investment in determining a high-quality ordering by using the alternative pivot strategy with high ncol (and low a and high u) would pay off handsomely in subsequent decompositions. The test matrices and the marker symbols are the same as in Fig. 2 . The dashed line denotes the minimum number of steps, n//, for the standard strategy; and the dashed-dotted line, the minimum number, n/3/-, for the ncol 3 strategy. Figure 3 shows the number of steps of parallel sparse LU decomposition for the standard strategy and the two alternatives. The rank-1 strategy gives n steps in all cases. The ncol 3 strategy gives a smaller number of steps than the standard strategy, in particular for a small number of processors. For a larger number of processors the difference between these two strategies is relatively small. Note that the curves of the matrix GEMAT11 are close to the ideal curves.
The results with respect to number of nonzeros, number of floating point operations, and numerical error of the alternative pivot strategies are similar to those of the standard strategy. 5 . Conclusions. In this paper, we have presented a scalable parallel sparse LU decomposition algorithm which is based on the grid distribution and the ordered twodimensional linked-list data structure. The algorithm scales reasonably well with the number of processors, and it achieves a speedup of up to 107 on 400 processors for large problems, i.e., problems with a large matrix order n and a high average number c of nonzeros per row. The potential of the algorithm is best exploited in the solution of large problems, such as the larger problems in the Harwell-Boeing collection.
Our general-purpose algorithm exploits both density-based and sparsity-based parallelism. In a way, these two kinds of parallelism supplement each other: matrices with high c have many potentially simultaneous operations in each rank-1 update; matrices with low nonzero density c/n have many potentially simultaneous rank-1 updates. Matrices with high c and low c/n benefit from both kinds of parallelism. Matrices with low c but high c/n (and hence small n) offer little hope for parallelism.
The timing results of our sparse LU decomposition program on 400 transputers show that a distributed-memory parallel computer can successfully compete in the field of sparse matrix computations with today's fastest uniprocessor supercomputers.
As an example, the problem SHERMAN2 is solved in 15.6 s by our program running on the FT-400, and in 34.4 s by MA28 running on one processor of the CRAY YMP/832 [27] . (This is only an indication of relative speeds, as computing speeds are obviously problem-dependent: for SHERMAN1 the CRAY YMP/832 is four times faster than the FT-400.)
Future research may lead to significant improvement of the algorithm of this paper. First, the data structure can be changed into the unordered two-dimensional doubly linked-list structure 5, which theoretically has the lowest time complexity; see 3. Second, the distributed-memory parallel sparse algorithm can be combined with a parallel dense algorithm [3] which is invoked as soon as the nonzero density of the reduced matrix exceeds a certain value and sufficient memory is available to store the reduced matrix as a dense matrix. Such a switch from a sparse to a dense program is performed in the shared-memory parallel algorithm D2 [9] (when c/n >_ 0.2), and in the shared-memory parallel algorithms Y12M1, Y12M2, and Y12M3 [17] (when c/n >_ 0.1), with often large gains. This switch prevents, for instance, extensive searching for compatible pivots when only few compatible pivots exist due to the high density of the reduced matrix. Third, several pivot search strategies can be combined:
searching for large pivot sets in the first few steps of the algorithm (ncol > 1), then searching for smaller sets (ncol 1), and after that searching for single pivots, and finally switching to a dense algorithm. (A similar combination of strategies is proposed in [17] .) We expect future hybrid algorithms with appropriate switch-over criteria to be considerably faster than the current algorithm. 
