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Resumen
Si una gota de tinta cae en un estanque, la mancha se difunde hasta que
su rastro se desvanece completamente. Podr´ıa decirse que tal proceso es,
naturalmente, irreversible. En el mundo microsco´pico, feno´menos simila-
res tambie´n son omnipresentes. Por ejemplo, si un exceso de polarizacio´n
magne´tica se inyecta en un sistema de espines que esta´ inicialmente en
equilibrio te´rmico, esa “excitacio´n” difundira´ como consecuencia de las in-
teracciones esp´ın-esp´ın. Tal proceso, aparentemente irreversible, se conoce
como difusio´n de esp´ın y puede llevar al sistema al “equilibrio”. Esta idea
puede generalizarse para un sistema cua´ntico cerrado de muchos cuerpos in-
teractuantes, que es apartado del equilibrio y que, aun cuando su evolucio´n
posterior es unitaria, muchos observables locales tienen algu´n comporta-
miento transitorio y luego permanecen cerca de un valor esta´tico durante
la mayor parte del tiempo. Tal proceso se conoce como equilibracio´n, y es
uno de los temas centrales que se abordara´n en esta Tesis.
La idea de equilibracio´n en sistemas cua´nticos cerrados ra´pidamente se en-
cuentra con limitaciones. Por un lado, el equilibracio´n de la polarizacio´n
puede fallar sistema´ticamente, ya que hay casos en los que la excitacio´n
inicial no puede propagarse en absoluto. Tal situacio´n se produce cuando el
sistema es suficientemente desordenado o cuando las interacciones internas
son demasiado fuertes. De hecho, estos reg´ımenes extremos dan lugar a la
conocida localizacio´n Anderson y la fase aislante de Mott, respectivamente.
Para valores arbitrarios de desorden e interacciones, la competencia entre
ambos procesos es no trivial. Presentaremos y discutiremos un diagrama
dina´mico de fases que muestra las regiones parame´tricas donde un sistema
cua´ntico de muchos cuerpos puede equilibrar.
Por otro lado, incluso en los casos en que el sistema parece haber equili-
brado, la unitariedad de la dina´mica cua´ntica asegura una memoria precisa
de la condicio´n inicial de no-equilibrio. Luego, si algu´n protocolo experi-
mental pudiera revertir la dina´mica, conducir´ıa al sistema de regreso al
estado de no-equilibrio inicial. Esta idea define al eco de Loschmidt (LE),
que engloba los diversos procedimientos de reversio´n temporal implementa-
dos en resonancia magne´tica nuclear. En la pra´ctica, la reversio´n siempre es
perturbada por grados de libertad no controlados, ya sea internos o del am-
biente externo, as´ı como tambie´n por imperfecciones en los procedimientos
experimentales. Estas perturbaciones constituyen las fuentes de decoheren-
cia, un feno´meno estrechamente ligado a la degradacio´n del LE. De hecho,
a lo largo de esta Tesis abordamos sistema´ticamente co´mo calcular, tanto
anal´ıtica como nume´ricamente, el tiempo de decoherencia dependiente de
perturbacio´n, τΣ. En todos los casos considerados, este tiempo se calcula
precisamente sobre la base de la regla de oro de Fermi (FGR).
Por u´ltimo, pero no menos importante, discutiremos un panorama general
acerca del decaimiento del LE como consecuencia del juego relativo entre las
interacciones reversibles (caracterizadas por una escala de tiempo T2) y la
perturbacio´n (τΣ). Esa interrelacio´n origina en u´ltima instancia una nueva
escala T3, observada experimentalmente y que resulta ser aproximadamente
independiente de τΣ pero estrechamente cercana a T2. Aqu´ı, evaluaremos
el LE en una serie de sistemas cerrados de taman˜o creciente y realizaremos
un ana´lisis tipo escaleo de taman˜o finito para los tiempos caracter´ısticos
de decaimiento del LE. Este enfoque proporciona evidencia nume´rica que
indica un mecanismo emergente basado en la proliferacio´n de interacciones
efectivas mediadas por estados excitados. A su vez, tal mecanismo conlleva
una descripcio´n FGR efectiva de la dina´mica LE. Finalmente, en el l´ımi-
te termodina´mico, cualquier perturbacio´n (arbitrariamente pequen˜a) tiene
asociada un tiempo FGR caracter´ıstico, y por lo tanto si el sistema perma-
nece equilibrado durante un tiempo ma´s largo, entonces la equilibracio´n se
convertira´, para todo fin pra´ctico, en irreversible.
Palabras clave: eco de Loschmidt, equilibracio´n, termalizacio´n, localiza-
cio´n de muchos cuerpos, decoherencia, irreversibilidad, feno´menos emergen-
tes, resonancia magne´tica nuclear, regla de oro de Fermi.
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Abstract
If an ink drop falls into a pond, the stain diffuses away until no trace of it
remains whatsoever. One may naturally say that such a process is in fact
irreversible. In the microscopic world, similar phenomena are also ubiqui-
tous. For instance, if a magnetic polarization excess is injected in many-
spin system which is initially in thermal equilibrium, then this “excitation”
would spread all over as consequence of spin-spin interactions. Such an ap-
parently irreversible process is known as spin diffusion and it can lead the
system back to “equilibrium”. One can generalize this idea by considering a
closed many-body quantum system which is departed from equilibrium and,
even when it evolves unitarily, many local observables have some transient
behavior and then remain close to a static value for most of the time. This
process is known as equilibration, which is one of the central issues to be
addressed in this Thesis.
The idea of equilibration in closed quantum systems soon faces limitations.
On the one hand, the equilibration of the polarization is not always the rule
as there are physical situations where the initial excitation cannot spread
at all. Such a situation occurs when the system is sufficiently disordered or
when the internal interactions are too strong. In fact, these extreme regi-
mes give rise to the well known Anderson localization and Mott insulating
phases respectively. For arbitrary strengths of disorder and interactions, the
interplay between both processes is highly non-trivial. We obtain and dis-
cuss a dynamical phase diagram which shows the parametric regions where
a many-body system equilibrates.
On the other hand, even in the cases where the system seems to have equi-
librated, the unitarity of quantum dynamics ensures a precise memory of
the non-equilibrium initial condition. Then, if some experimental protocol
could reverse the many-body dynamics, it would drive the system back to
the initial non-equilibrium state. Such a general idea defines the Loschmidt
echo (LE), which embodies the various time-reversal procedures implemen-
ted in nuclear magnetic resonance. As a matter of fact, the reversal is always
perturbed by uncontrolled internal or environmental degrees of freedom as
well as by imperfections in the pulse sequences. These perturbations cons-
titute the sources of decoherence, a phenomenon closely tied to the LE
degradation. Indeed, throughout this Thesis we address systematically how
to calculate, both analytically and numerically, the perturbation-dependent
decoherence time τΣ. In most of the cases considered, this is precisely un-
derstood in terms of the the Fermi golden rule (FGR).
Last, but definitely not least, we address a general picture of the LE de-
cay as a consequence of the interplay between the reversible interactions
(characterized by a time scale T2) and the perturbation (τΣ). This would
ultimately lead to the experimentally observed T3, which was found to be
roughly independent of τΣ but closely tied to T2. Here, we evaluate the LE
in a sequence of closed systems of increasing size and perform a finite si-
ze scaling on the time scales of the LE decay. Such an approach provides
numerical evidence supporting an emergent mechanism based on the proli-
feration of effective interactions mediated by highly excited states. In turn,
this justifies an effective FGR description of the LE dynamics. Thus, in the
thermodynamic limit, any arbitrarily small perturbation yields a characte-
ristic FGR time, and if the system stays equilibrated during a longer time,
then the equilibration will become irreversible for any practical purpose.
Keywords: Loschmidt echo, equilibration, thermalization, many-body lo-
calization, decoherence, irreversibility, emergent phenomena, nuclear mag-
netic resonance, Fermi golden rule.
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“Llamo a este experimento ‘volver a tocar la cinta de la vi-
da.’ Usted aprieta el boto´n de rebobinar, y asegura´ndose que
borra por completo todo lo que realmente sucedio´, retrocede
hasta cualquier tiempo y e´poca en el pasado (por ejemplo, los
mares de Burgess Shale). Despue´s deja que la cinta avance de
nuevo y observa si la repeticio´n se parece en algo al original.
Si cada nueva imagen o sonido se parece mucho a la senda real
de la vida, entonces hemos de llegar a la conclusio´n de que
lo que ocurrio´ es exactamente lo que ten´ıa que ocurrir. Pero
suponga que las versiones experimentales dan todas resultados
sensibles asombrosamente distintos a la historia de la vida tal
como la conocemos. ¿Que´ podr´ıamos entonces decir acerca de
la predictibilidad de la inteligencia autoconsciente? ¿O de los
mam´ıferos? ¿O de los vertebrados? ¿O de la vida en la Tierra?
¿O, simplemente, de la persistencia de los seres pluricelulares
a lo largo de 600 millones de dif´ıciles an˜os?
/.../
Rebob´ınese la cinta de la vida y de´jese tocar de nuevo. ¿ Ofre-
cera´ esta nueva interpretacio´n algo parecido a la historia que
conocemos?”
Stephen Jay Gould [Gou90]
Cap´ıtulo 1
Introduccio´n
1.1. Irreversibilidad y la estructura jera´rquica de la
Naturaleza
Nuestro conocimiento acerca del Universo que nos rodea esta´ lejos de ser un cuer-
po armoniosamente unificado. En cambio, disponemos un gran cata´logo de disciplinas
casi independientes que constituye, con diferente grado de e´xito, nuestra comprensio´n
acerca de co´mo funciona la Naturaleza. F´ısica, Qu´ımica, Biolog´ıa, y sus sub-disciplinas,
pertenecen a tal cata´logo de descripciones parciales o niveles de realidad [CRV14]. Ca-
da uno de estos niveles involucra escalas espec´ıficas de energ´ıa, tiempo, y dimensiones.
La relacio´n entre estas descripciones (que generalmente recibe el nombre de reduccio´n)
es intr´ınsecamente compleja pues el salto de un nivel a otro puede involucrar “tran-
siciones de fase” [And72, Ber94] cuya descripcio´n matema´tica responde a expansiones
asinto´ticas singulares [Pri98].
Para comenzar, consideraremos un ejemplo de libro de texto: la derivacio´n de la
Termodina´mica de equilibrio partiendo desde la Meca´nica Estad´ıstica (SM) cla´sica. La
primera de estas disciplinas se ha constitu´ıdo en la rama de la F´ısica ma´s exitosa duran-
te los u´ltimos 200 an˜os, ya que su impacto tecnolo´gico cambio´ radicalmente la manera
en que la Humanidad vive. Espec´ıficamente, la Termodina´mica describe las propiedades
de la materia en te´rminos de presio´n, volumen, temperatura, entre otras variables ma-
crosco´picas. La segunda, SM, considera cada uno de los N constituyentes microsco´picos
de la materia y su propo´sito u´ltimo radica en proveer una descripcio´n probabil´ıstica ba-
sada en las leyes que rigen sus interacciones. Argumentos esta´ndar[Pat96], que se basan
1
1. INTRODUCCIO´N
esencialmente en el l´ımite N →∞, permiten derivar relaciones macrosco´picas simples
(ecuaciones termodina´micas de estado) partiendo de ciertos observables microsco´picos
de la SM. Este esquema de reduccio´n funciona en teor´ıa y en gran parte en la pra´cti-
ca, pero falla drama´ticamente en situaciones f´ısicas espec´ıficas: los puntos cr´ıticos. En
efecto, un punto cr´ıtico indica la existencia de una transicio´n de fase, donde las varia-
bles termodina´micas divergen o se vuelven no-anal´ıticas. En tal caso, el paradigma de
reduccio´n debe reemplazarse por la emergencia de feno´menos cualitativamente nuevos.
En palabras de Sir Michael Berry [Ber94],
“La Termodina´mica es una teor´ıa del continuo, por lo que la reduccio´n tiene que
mostrar que la fluctuacio´n de densidad originada en las fuerzas interato´micas tienen
un rango finito (y microsco´pico). Esto es va´lido excepto en un punto cr´ıtico, donde hay
fluctuaciones que alcanzan escalas incluso del taman˜o de la muestra. Entonces, en la
regio´n cr´ıtica el l´ımite continuo no existe, indicando un nuevo estado de la materia.
En te´rminos de nuestra descripcio´n general, el estado cr´ıtico es una singularidad de la
Termodina´mica, en la cual su reduccio´n a la Meca´nica Estad´ıstica se rompe; sin em-
bargo, fuera del punto cr´ıtico, emerge una amplia clase de nuevos ‘feno´menos cr´ıticos’,
que pueden entenderse mediante un minucioso estudio del l´ımite de N grande.”
Nuestra experiencia cotidiana corresponde a un dominio cla´sico macrosco´pico, don-
de el cristal que se cae termina por hacerse an˜icos, nuestra taza de cafe´ se enfr´ıa, y un
cubo de hielo se derrite fuera de la heladera. Todos estos feno´menos irreversibles son
manifestaciones de la bien conocida Segunda Ley de la Termodina´mica, es decir, los
procesos ocurren hacia un inevitable incremento de entrop´ıa. De hecho, la descripcio´n
f´ısica de tal dominio macrosco´pico involucra ecuaciones de movimiento temporalmente
asime´tricas, como por ejemplo ecuaciones hidrodina´micas y difusivas. Los constituyen-
tes elementales o microsco´picos de cada entidad macrosco´pica pertenecen a un nivel
“ma´s fundamental”, cuya descripcio´n f´ısica implica ecuaciones de movimiento tempo-
ralmente sime´tricas, tales como la dina´mica Newtoniana o la ecuacio´n de Schro¨dinger.
En pocas palabras, mientras que el mundo microsco´pico es reversible, el macrosco´pico
no lo es. Este contraste parado´jico ha alimentado una controversia recurrente desde
finales del siglo XIX hasta nuestros d´ıas. Esta Tesis contribuye a dicha discusio´n pre-
sentando argumentos anal´ıticos y nume´ricos que justifican la idea de irreversibilidad
emergiendo en el l´ımite termodina´mico (TL) desde una dina´mica cua´ntica (microsco´pi-
ca) reversible.
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A finales del siglo XIX, Ludwig Boltzmann intento´ conciliar el cara´cter irreversi-
ble de la Segunda Ley con la reversibilidad propia de las Leyes de Newton del mo-
vimiento [Kuh87]. E´l considero´ la evolucio´n de un gas compuesto por part´ıculas que
colisionan entre s´ı, y cuyo estado estado inicial esta´ muy lejos del equilibrio. Boltz-
mann describe entonces este complejo sistema de acuerdo con una ecuacio´n cine´tica
que irreversiblemente lo lleva al equilibrio. Consistentemente, se elimina la simetr´ıa de
reversio´n temporal a trave´s de la hipo´tesis de “caos molecular” o stosszahlansatz. La
misma, implica que despue´s de cada colisio´n de part´ıculas (proceso caracterizado por
un tiempo caracter´ıstico) no queda memoria remanente del estado anterior. El enfoque
cine´tico de Boltzmann constituye la prueba de su ce´lebre Teorema H, que a su vez
es la primera justificacio´n formal de la Segunda Ley. En ese momento, Joseph Losch-
midt planteo´ la objecio´n contra tal demostracio´n argumentando que para cada posible
trayectoria que conduce al equilibrio, existira´ otra trayectoria, igualmente posible, que
llevar´ıa al sistema de regreso al estado inicial de no-equilibrio. En particular, si se re-
virtieran las velocidades de cada part´ıcula el sistema evolucionar´ıa hacia un estado de
baja entrop´ıa. Como respuesta, Boltzmann enfatizo´ la dificultad pra´ctica extrema de
alcanzar la reversio´n de velocidades propuesta por Loschmidt diciendo “es usted quien
invertira´ las velocidades! ”[BH84].
El propio Boltzmann mejoro´ su teor´ıa transforma´ndola en una descripcio´n proba-
bil´ıstica. Ma´s precisamente, la separacio´n entre escalas microsco´picas y macrosco´picas,
es exactamente lo que nos permite predecir la evolucio´n t´ıpica de un sistema ma-
crosco´pico particular. De hecho, esto constituye la visio´n moderna que explica la llama-
da “paradoja de la irreversibilidad”. En palabras de Joel Lebowitz [Leb99] (ver tambie´n
[Leb93, Leb08]),
“... varios ingredientes interrelacionados, que en conjunto proporcionan la clara dis-
tincio´n entre variables microsco´picas y macrosco´picas, necesarios para la emergencia de
un comportamiento temporal asime´trico en la evolucio´n de las variables macrosco´picas
a pesar de la ausencia total de dicha asimetr´ıa en la dina´mica de los a´tomos indivi-
duales. Ellos son: (a) la gran disparidad entre escalas microsco´picas y macrosco´picas,
(b) el hecho que los eventos son, como advierte Boltzmann, determinados no so´lo por
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ecuaciones diferenciales, sino tambie´n por condiciones iniciales y (c) el uso del razo-
namiento probabil´ıstico: no es cada estado microsco´pico de un sistema macrosco´pico el
que evolucionara´ de acuerdo con la Segunda Ley, sino la ‘mayor´ıa’ de los ellos — una
mayor´ıa que sin embargo se vuelve tan abrumadora, cuando el nu´mero de a´tomos en el
sistema se vuelve muy grande, que el comportamiento irreversible se convierte en casi
una certeza.”
El punto clave aqu´ı es que, ya en el enfoque cla´sico de Boltzmann, la irreversibilidad
emerge precisamente en el salto desde el dominio microsco´pico al macrosco´pico. Asimis-
mo, las principales caracter´ısticas cualitativas de este paradigma tienen so´lo una ligera
dependencia en los detalles espec´ıficos de la dina´mica microsco´pica subyacente. Estos
detalles pueden incluir la sensibilidad ante pequen˜os cambios en la condicio´n inicial
(caoticidad), la equivalencia entre los promedios temporales y configuracionales (ergo-
dicidad) y una distribucio´n ma´s o menos uniforme del estado del sistema en el espacio
de fases (mezcla). Sin embargo, estas propiedades microsco´picas interrelacionadas son
determinantes de la descripcio´n cuantitativa de la evolucio´n macrosco´pica [Leb99]. En
otras palabras, la derivacio´n de ecuaciones macrosco´picas hidrodina´micas y difusivas
dependera´ en u´ltima instancia de las inestabilidades en trayectorias microsco´picas o,
hablando en te´rminos generales, de su dina´mica cao´tica. Esta observacio´n impulso´ el
estudio de caos, ergodicidad y mezcla, ya que se convirtieron en piezas fundamentales
para comprender la irreversibilidad.
1.2.1. Tras los ingredientes cruciales: el experimento nume´rico de
Fermi-Pasta-Ulam
Algunos de los ingredientes mencionados anteriormente ya se pueden encontrar en
la Meca´nica Cla´sica (CM) de pocos cuerpos. Segu´n la CM, un sistema compuesto por
N part´ıculas en D dimensiones se describe con un punto X en un espacio de fases
(2DN)-dimensional. Si el sistema es conservativo, la energ´ıa es la cantidad conservada
primaria, y el espacio de fases esta´ restringido a una hipersuperficie Ω de 2DN − 1
dimensiones, generalmente llamada energy shell. Sistemas totalmente integrables esta´n
incluso ma´s constren˜idos, y sus soluciones resultan ser o´rbitas perio´dicas regulares, no
densas, y estrictamente contenidas en Ω. Si la integrabilidad se rompe, las o´rbitas se
vuelven irregulares y cubren Ω densamente. Esto significa que una trayectoria particular
X(t) visitara´ uniformemente todas las configuraciones dentro de Ω, siempre que un
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tiempo suficiente haya transcurrido. Esta u´ltima observacio´n encarna el concepto de
ergodicidad : un observable puede ser equivalentemente evaluado v´ıa un promedio de
diferentes configuraciones en Ω, o bien por medio de un promedio temporal a lo largo
de una sola trayectoria X(t). Tal propiedad es la piedra angular de la SM (cla´sica) ya
que establece la equivalencia entre la descripcio´n de Gibbs en te´rminos de ensambles
y el enfoque cine´tico de Boltzmann. Adema´s, destacamos que las ideas aqu´ı descritas
son completamente independientes del l´ımite N →∞.
A principios de la de´cada de 1950, Enrico Fermi, John Pasta y Stanislaw Ulam
(FPU) [FPU55] intentaron estudiar cua´ndo y co´mo la ruptura integrabilidad puede con-
ducir a un comportamiento ergo´dico en el marco de una evolucio´n determinista. Ellos
consideraron una cadena de osciladores armo´nicos perturbada por fuerzas anarmo´nicas
con el fin de verificar que estas no-linealidades pueden llevar a la equiparticio´n de la
energ´ıa como un manifestacio´n de ergodicidad. Si bien el propio Ulam declaro´ que “La
motivacio´n entonces era observar las tasas de mezcla y termalizacio´n ... ”[Fer65], los
resultados no fueron los esperados: la dina´mica de “termalizacio´n” no se observo´ en ab-
soluto. En su lugar, la evolucio´n temporal en el problema FPU evidenciaba recurrencias
notables.
Hoy en d´ıa, los resultados sorprendentes de FPU se entienden bien en te´rminos de
la teor´ıa del caos [BI05]. En sentido cla´sico, el caos se define como una sensibilidad
exponencial a los cambios en las condiciones iniciales. Esto significa que trayectorias
en el espacio de fases, que inicialmente eran arbitrariamente cercanas, se separara´n
a un ritmo exponencial exp[+λt]. Aqu´ı, la tasa caracter´ıstica λ recibe el nombre de
exponente de Lyapunov. En la aparicio´n de este tipo de inestabilidades juegan un
papel crucial las llamadas “resonancias no-lineales”. El estudio de tales resonancias,
conocido como caos dina´mico, fue impulsado por la escuela dirigida por Boris Chirikov
[Chi60, IC66]. Precisamente, la aparicio´n de caos dina´mico puede identificarse con la
transicio´n entre comportamientos no-ergo´dicos y ergo´dicos [Zas99]. Existe un criterio
ma´s general para el surgimiento de propiedades ergo´dicas en sistemas meca´nicos, y
viene dado por la teor´ıa de Kolmogorov-Arnold-Moser (KAM) [CM10]. E´sta predice
que una perturbacio´n no-lineal de´bil en un sistema integrable destruye las constantes de
movimiento so´lo localmente en las regiones de resonancias. En otras regiones del espacio
de fases, persisten islas de movimiento cuasi-perio´dico. Aunque una aplicacio´n directa
de la teor´ıa KAM al modelo FPU sufre de dificultades te´cnicas, esta teor´ıa constituye
5
1. INTRODUCCIO´N
el principal resultado segu´n el cual no debe esperarse ingenuamente ergodicidad por la
mera presencia de una de´bil perturbacio´n no-lineal.
1.3. El mundo cua´ntico
La descripcio´n KAM no se puede extender directamente a la Meca´nica Cua´ntica
(QM). De hecho, cualquier sistema cua´ntico cerrado y finito involucra un espectro de
energ´ıa discreto y evoluciona de manera cuasi-perio´dica en el espacio de Hilbert, el cual
resulta un ana´logo cua´ntico al espacio de fases cla´sico. Adema´s, un sistema cua´ntico
cerrado y finito nunca alcanza un estado de equilibrio a trave´s de una evolucio´n no
trivial, es decir, nunca equilibra. Ciertamente, esto es una consecuencia de la unitariedad
del operador evolucio´n, que a su a su vez implica la reversibilidad de la dina´mica.
Si bien integrabilidad, ergodicidad y caos son conceptos bien establecidos en el
contexto de la CM, sus extensiones en QM son mucho menos claras. En particular,
la nocio´n de integrabilidad en la literatura de QM puede referir a diferentes criterios.
Contrariamente a lo que sucede en CM, la existencia de “N cantidades conservadas
u operadores (locales) linealmente independientes y que conmutan mutuamente” no
implica necesariamente que el sistema es “exactamente soluble”en el dominio cua´ntico
[CM11, GME11]. Adema´s, el concepto de ergodicidad en QM tambie´n ha generado un
intenso debate, ba´sicamente desde el reciente redescubrimiento del Teorema Ergo´dico
Cua´ntico (QET) de John von Neumann [von10, GLTZ10]. Por u´ltimo, pero no menos
importante, la definicio´n cla´sica de caos entendida segu´n la sensibilidad en las condi-
ciones iniciales no se aplica a un teor´ıa ondulatoria como la QM. De hecho, tal como
discutiremos ma´s abajo, la presencia de caos dina´mico en sistemas cua´nticos se en-
cuentra como una inestabilidad de la evolucio´n ante perturbaciones en el Hamiltoniano
[JP01].
1.3.1. Un atajo operacional: decoherencia y la teor´ıa de sistemas cua´nti-
cos abiertos
La descripcio´n fenomenolo´gica de una dina´mica irreversible en el marco de la QM
puede realizarse postulando que el sistema de intere´s esta´ en contacto con un ambiente
externo. En efecto, esto implica remover la hipo´tesis por la cual se asume al sistema
como “cerrado”. En palabras de Go¨ran Lindblad [Lin76],
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“Parece que la u´nica posibilidad para introducir un comportamiento irreversible en
un sistema finito es reemplazar la evolucio´n de tipo unitaria, considerando sistemas
no Hamiltonianos. Una forma de hacerlo es postular una interaccio´n del sistema con-
siderado S con un sistema externo R que actu´a como ban˜o te´rmico o instrumento de
medicio´n.”
La primera consecuencia de acoplar al sistema a un nu´mero infinitamente grande de
grados de libertad externos parece ser la destruccio´n de muchos feno´menos puramente
cua´nticos que ocurrir´ıan en e´l. Ma´s precisamente, ser´ıa de esperar una atenuacio´n de
las interferencias en observables espec´ıficos y, en ultima instancia, la aparicio´n de la
clasicalidad [Zur03]. Dado que la degradacio´n se origina en la pe´rdida de coherencia
de fase entre los componentes espec´ıficos de una superposicio´n cua´ntica, tal proceso
recibe el nombre de decoherencia. Este paradigma implica automa´ticamente el cara´cter
irreversible de la dina´mica de sistemas abiertos.
La formulacio´n matema´tica rigurosa de la dina´mica de sistemas cua´nticos abiertos se
remonta a 1976, cuando el trabajo de Lindblad [Lin76] fue independiente y simulta´nea-
mente complementado por el de Vittorio Gorini, Andrzej Kossakowski, y George Su-
darshan [GKS76]. Ambos trabajos proporcionan la estructura matema´tica que deben
satisfacer las ecuaciones maestras cua´nticas (QME). E´stas pueden ser entendidas como
ecuaciones diferenciales de Liouville-von Neumann generalizadas para la matriz densi-
dad reducida. En general, para describir el ambiente externo deben asumirse hipo´tesis
espec´ıficas, que son esencialmente conocidas como aproximacio´n de Markov. Muchas de
estas suposiciones ya eran conocidas y discutidas en la de´cada de 1950 por Felix Bloch
[WB53] y Ugo Fano [Fan57]. Tal como sintetiza Karl Blum [Blu96],
“Se supone que R tiene tantos grados de la libertad que los efectos de la interac-
cio´n con S se disipan muy ra´pidamente y no hay reaccio´n de respuesta hacia S en
una medida significativa, de manera que R se mantiene descrito por una distribucio´n
de equilibrio te´rmico a temperatura constante, independientemente de la cantidad de
energ´ıa y polarizacio´n que difunde hacia e´l desde el sistema S. En otras palabras, se
supone que la reaccio´n de S sobre R es despreciable y las correlaciones entre S y R,
inducidas por la interaccio´n, tampoco son considerables.”
El enfoque QME ha demostrado ser operacionalmente exitoso para describir deco-
herencia en muchos escenarios espec´ıficos. Estos son t´ıpicamente sistemas cua´nticos de
pocos cuerpos acoplados inevitablemente a un ambiente, como ocurre en o´ptica cua´ntica
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[GZ04, PB02]. Sin embargo, el grado extremo del aislamiento en recientes realizaciones
experimentales de muchos cuerpos [BDN12, BR12] ha reorientado nuevamente los es-
fuerzos teo´ricos hacia el estudio de la dina´mica y los fundamentos de SM en sistemas
cua´nticos cerrados.
1.3.2. Equilibracio´n en sistemas cua´nticos cerrados.
Al igual que en el gas de Boltzmann constituido por mole´culas o part´ıculas que
chocan, consideremos aqu´ı un sistema cua´ntico cerrado compuesto por un gran nu´mero
N de part´ıculas interactuantes. Suponemos que el estado inicial del sistema (t = 0)
esta´ dado por ρˆ0, y que e´ste no conmuta con el Hamiltoniano Hˆ. En otras palabras, ρˆ0
es un estado de no-equilibrio. Su evolucio´n temporal esta´ dada por
ρˆt = exp
[
− i
~
tHˆ
]
ρˆ0 exp
[
i
~
tHˆ
]
,
que, siendo dependiente del tiempo a trave´s de funciones cuasiperio´dicas, presenta
marcadas recurrencias y, en sentido estricto, no puede describir la convergencia a un
estado de “equilibrio”. E´sta es una mera consecuencia de la unitariedad en la dina´mica.
Dado un observable espec´ıfico, digamos Oˆ, la evolucio´n temporal de su valor de
expectacio´n esta´ dado por:
〈Oˆ(t)〉 = tr
(
ρˆtOˆ
)
.
Sorprendentemente, a condicio´n que Oˆ cumpla ciertas condiciones, puede ocurrir la
equilibracio´n de 〈Oˆ(t)〉. Aqu´ı, equilibracio´n significa que despue´s de algu´n comporta-
miento transitorio, 〈Oˆ(t)〉 alcanza cierto valor “estacionario” y permanece cercano al
mismo durante la mayor parte del tiempo. Existen varias preguntas teo´ricas acerca de
la idea de equilibracio´n que actualmente generan un intenso debate. Dos de las ma´s im-
portantes son: ¿cua´les son las condiciones requeridas en Oˆ, Hˆ y ρˆ0 para que se observe
equilibracio´n en la dina´mica de 〈Oˆ(t)〉? y, ¿hay algu´n ensamble de equilibrio de la SM
que pudiera ser utilizado para predecir el valor asinto´tico estacionario de 〈Oˆ(t)〉?
Parece que un requisito clave para el equilibracio´n es la localidad de Oˆ. En te´rminos
simples, esto significa que Oˆ involucre so´lo un pequen˜o nu´mero de sitios o part´ıculas.
La idea de localidad proporciona un argumento natural en favor de un comportamiento
aparentemente irreversible en 〈Oˆ(t)〉. De hecho, si “observamos” un subsistema local
que involucra so´lo una pequen˜a fraccio´n de los grados de libertad de todo el sistema,
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el acoplamiento al resto del sistema imita un acoplamiento a un ambiente externo. Por
lo tanto, como en la discusio´n sobre la dina´mica de sistemas abiertos, la relajacio´n de
〈Oˆ(t)〉 se produce debido a la presencia de un gran ambiente (“el resto”) que “observa”
al subsistema. En tal caso, se dice que el sistema completo puede actuar como su propio
ambiente.
En comparacio´n con equilibracio´n, la termalizacio´n constituye un proceso mucho
ma´s espec´ıfico [RDO08]. Termalizacio´n implica que 〈Oˆ(t)〉 asinto´ticamente se acerca
a un valor esta´tico que puede ser evaluado con uno de los ensambles esta´ndar de la
termodina´mica de equilibrio. Conforme a la descripcio´n anterior, esto significar´ıa que
el subsistema finalmente alcanza un equilibrio te´rmico impuesto por un ambiente (el
resto del sistema). En lo que se refiere a la evaluacio´n de los valores de expectacio´n,
el estado asinto´tico no puede distinguirse de un estado de Gibbs exp[−βHˆ], que se
caracteriza por cierta temperatura efectiva β−1.
Durante los u´ltimos an˜os, la literatura sobre las condiciones requeridas para la exis-
tencia de equilibracio´n y termalizacio´n ha crecido abrumadoramente (ver [PSSV11,
EFG15, HN15] y sus referencias). Sin embargo, gran parte del “progreso” en este cam-
po es ba´sicamente una especie de reformulacio´n del QET de von Neumann. A pesar que
el QET original fue publicado por primera vez en alema´n en 1929, su traduccio´n inglesa
fue publicada recientemente [von10, GLTZ10]. El QET establece las condiciones ma-
tema´ticas precisas necesarias para la existencia de equilibracio´n en macroobservables
espec´ıficos.
Como se menciono´ anteriormente, hay varias preguntas que siguen abiertas en este
campo. Entre ellas, vamos a considerar so´lo tres, que sera´n discutidas en cierta medida
en esta Tesis. E´stas son:
1. ¿Co´mo se comportan las fluctuaciones temporales de 〈Oˆ(t)〉 alrededor su valor
asinto´tico cuando N aumenta? ¿Co´mo dependen dichas fluctuaciones de Oˆ, Hˆ, y el
estado inicial ρˆ0?.
2. ¿Existen casos en los que el paradigma de equilibracio´n falla sistema´ticamente?
Si es as´ı, ¿que´ podemos aprender de ellos?
3. ¿En que´ medida la equilibracio´n es genuina? ¿Es en u´ltima instancia irreversible?
En lo que sigue, vamos a elaborar con ma´s detalle las dos u´ltimas preguntas.
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1.3.3. Localizacio´n. “all the running you can do, to keep in the same
place”
Existen feno´menos sorprendentes en los cuales se inhiben los mecanismos de equili-
bracio´n. De hecho, los ejemplos que se pueden dar aqu´ı corresponden a dos a´reas muy
activas en la F´ısica: los aislantes topolo´gicos y los sistemas localizados. La primera in-
volucra el estudio de nuevos materiales que se comportan como aislantes esta´ndar en
su interior, pero que evidencian estados de superficie (conductores) topolo´gicamente
protegidos contra perturbaciones externas [Wen04]. La segunda se origino´ con el tra-
bajo pionero de Philip W. Anderson [And58], que describe la ausencia de difusio´n de
ondas en un medio desordenado. Mientras que los aislantes topolo´gicos no se abordara´n
en esta Tesis, el feno´meno de localizacio´n constituye una pieza importante en nuestro
rompecabezas.
La transicio´n extendido-localizado o localizacio´n de Anderson (AL) esta´ original-
mente inspirada en los experimentos realizados por George Feher (ver [And78] y sus
referencias). Feher utilizo´ Doble Resonancia Electro´n-Nu´cleo para evaluar la difusio´n
de esp´ın (en sentido estricto, la ausencia de la misma) en semiconductores dopados con
impurezas. La teor´ıa desarrollada por Anderson para explicar los resultados experimen-
tales requirio´ de veinte an˜os para tomar su forma acabada y le valio´ el Premio Nobel en
1977. Ba´sicamente, la dina´mica de un sistema de electrones no interactuantes en una
red D-dimensional, puede cambiar drama´ticamente cuando se introduce un potencial
espacialmente desordenado. De hecho, si la magnitud del desorden es pequen˜a, los au-
toestados de una part´ıcula se describen en te´rminos de ondas de Bloch extendidas con
alguna vida media finita. En tal caso, una excitacio´n local puede describirse como un
paquete de ondas que se difunde a lo largo del sistema. Pero cuando la magnitud del des-
orden es lo suficientemente grande, los autoestados del sistema se localizan en el espacio
real. Esto implica que la excitacio´n se mantendr´ıa cerca de su ubicacio´n inicial y su
difusio´n (feno´menos de transporte) ya no es posible. En cierto sentido, las mismas impu-
rezas que originalmente favorecen la difusio´n, el transporte disipativo y la equilibracio´n
(v´ıa alguna forma de caos y exponentes de Lyapunov [Lau87]), terminan conspirando
contra ellos. El cambio de paradigma entre estos dos reg´ımenes dina´micos actualmente
se refiere como una quantum dynamical phase transition (QDPT) [ADLP06].
El paso siguiente al problema de AL esta´ndar corresponde al estudio del feno´meno
de localizacio´n en sistemas con interacciones. Conviene sen˜alar primero que incorporar
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interacciones aumenta la complejidad del problema de manera significativa. Un sistema
ordenado interactuante puede por s´ı mismo evidenciar una transicio´n a una fase aislante
si las interacciones son lo suficientemente fuertes: la transicio´n de Mott-Hubbard, que
ocurre cuando la banda de estados electro´nicos se separa en una banda ocupada y una
no-ocupada [Mot68]. Si el sistema esta´ desordenado, la expectativa ingenua aqu´ı ser´ıa
que las interacciones impiden la existencia de AL esencialmente por dos razones. En
primer lugar, el desfase por colisiones destruir´ıa las interferencias espec´ıficas necesarias
para localizar. En segundo lugar, incluir las interacciones implica automa´ticamente un
incremento exponencial en el taman˜o del espacio de Hilbert, que a su vez terminar´ıa
por favorecer la difusio´n. Sin embargo, un tipo diferente de transicio´n ocurre entre una
fase extendida y una localizada en sistemas de muchos cuerpos interactuantes, reci-
biendo el nombre de many body localization (localizacio´n de muchos cuerpos, MBL)
[BAA06, AAS10]. La MBL es una QDPT que se produce cuando esta´n presentes tanto
las interacciones como el desorden de Anderson. En cierto sentido, la diferencia concep-
tual entre AL y MBL es jera´rquica: mientras que el primero trata con los autoestados
de part´ıculas independientes en el espacio de Hilbert, el segundo se basa en las propie-
dades de los autoestados de muchos cuerpos en un considerablemente mayor espacio de
Fock.
¿Por que´ resultan los feno´menos de localizacio´n, y en particular la MBL, tan atrac-
tivos para estudiar? La respuesta a esta pregunta se remonta al problema FPU y el
marco teo´rico (cla´sico) desarrollado para entenderlo. Al igual que en el intento de Fermi
y sus colaboradores, el objetivo actual es el estudio de los modelos cua´nticos simples que
puedan ir parame´tricamente desde una dina´mica cua´ntica ergo´dica a una no-ergo´dica.
Ma´s au´n, una cuestio´n fundamental ser´ıa si tal eventual transicio´n se produce como
un cruce suave o bien tiene un valor cr´ıtico definido, es decir, una especie de umbral
cua´ntico KAM generalizado [PSSV11]. De hecho, en el dominio cua´ntico, el candidato
prometedor en tal sentido, es la transicio´n MBL. Si el estado del sistema de muchos
cuerpos es extendido, entonces se puede esperar que el sistema sea lo suficientemente
ergo´dico como para comportarse como su propio ambiente y posibilitar la equilibracio´n
de observables. En tal caso, los autoestados individuales de energ´ıa producir´ıan valores
de expectacio´n para los observables de pocos cuerpos que coinciden con los evaluados
en el ensamble te´rmico microcano´nico [PSW06, RDO08]. Es pocas palabras, los obser-
vables no so´lo equilibran, sino tambie´n termalizan. Muy por el contrario, si el estado del
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sistema de muchos cuerpos esta´ localizado, cualquier excitacio´n inicial se mantendr´ıa
fuera de equilibrio. En este caso, la termalizacio´n estar´ıa inhibida. Por tanto, la MBL
evidenciar´ıa el umbral buscado entre comportamientos ergo´dicos y no-ergo´dicos.
1.4. Ecos del futuro: la NMR entra en escena
Nos focalizaremos ahora en el nu´cleo de esta Tesis. Consideremos primero un sistema
cua´ntico de muchos espines interactuantes en equilibrio a alta temperatura. Luego asu-
mamos que ese sistema se aparta del equilibrio mediante la inyeccio´n de una excitacio´n,
que esta´ dada por un exceso local de polarizacio´n. Supongamos que el sistema s´ı puede
equilibrarse, es decir, la dina´mica puede conducir a una distribucio´n homoge´nea de la
polarizacio´n local. Tal equilibracio´n de la polarizacio´n es una consecuencia del proceso
generalmente llamado difusio´n de esp´ın [BH70, For75]. Sin embargo, a pesar que ese ob-
servable particular parece haber alcanzado el “equilibrio”, la unitariedad de la dina´mica
cua´ntica asegura una memoria precisa de la condicio´n inicial de no-equilibrio. En otras
palabras, el estado inicial esta´ completamente codificado en correlaciones espec´ıficas
(eventualmente no locales) presentes en el estado evolucionado.
Si algu´n protocolo experimental pudiera lograr el inverso del operador evolucio´n,
es decir, revertir la dina´mica de muchos cuerpos, entonces conducir´ıa al sistema de
regreso al estado de no-equilibrio inicial [BH84]. Esta idea de “eco” se ha mantenido en
el corazo´n de la resonancia magne´tica nuclear (NMR) desde su nacimiento a finales de la
de´cada de 1940. De hecho, el primer experimento de reversio´n en NMR fue realizado por
Erwin Hahn en 1950 [Hah50]. El procedimiento, conocido como eco de esp´ın, revierte
la dina´mica de precesio´n de cada esp´ın independiente alrededor de su campo magne´tico
local, invirtiendo el signo de la energ´ıa Zeeman. Sin embargo, el signo de la energ´ıa
asociada a las interacciones esp´ın-esp´ın no se invierte y, en consecuencia, la sen˜al del
eco se degrada. Tal deterioro se produce en una escala de tiempo T2 que caracteriza a
la propagacio´n difusiva inducida por las interacciones esp´ın-esp´ın.
A principios de la de´cada de 1970, Horst Kessemeier, Won-Kyu Rhim, Alex Pines,
y John Waugh implementaron la reversio´n de la dina´mica inducida por la interaccio´n
dipolar esp´ın-esp´ın [RK71, RPW71]. El procedimiento resulta en el llamado “eco ma´gi-
co”, es decir una sen˜al que indica la refocalizacio´n de una polarizacio´n global. Dos
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de´cadas ma´s tarde, Richard Ernst y colaboradores introdujeron el “eco de polariza-
cio´n”[ZME92]. All´ı, una excitacio´n local inyectada en un sistema de muchos espines, se
deja de evolucionar, para luego revertir tal dina´mica y finalmente detectar localmente
en el sitio inicial. Aunque el e´xito de estos experimentos de reversio´n temporal puso
de manifiesto inequ´ıvocamente la naturaleza determinista de la dina´mica de espines
en NMR, resulta claro que la reversio´n siempre estara´ inevitablemente degradada por
grados de libertad no controlados, ya sea internos, del ambiente o imperfecciones en
las secuencias de pulsos. En te´rminos de la teor´ıa de sistemas cua´nticos abiertos, estas
perturbaciones constituir´ıan las fuentes de decoherencia. Sin embargo, la degradacio´n
parece ocurrir en una escala de tiempo, digamos T3, mucho ma´s corta que una estima-
cio´n ingenua de la escala de tiempo caracter´ıstica de las perturbaciones, que llamaremos
τΣ. Por lo tanto, resulta natural preguntar si la complejidad inherente a un gran nu´mero
de espines correlacionados aumentar´ıa la fragilidad del procedimiento en presencia de
perturbaciones.
1.5. El eco de Loschmidt: irreversibilidad como feno´meno
emergente
Los procedimientos de reversio´n temporal que acabamos de describir pueden ser con-
siderados como una realizacio´n moderna del “experimento” propuesto por Loschmidt.
Con el propo´sito de refutar el teorema H de Boltzmann, Loschmidt propuso revertir
las velocidades de las part´ıculas como un mecanismo para deshacer el aumento de la
entrop´ıa. En efecto, los experimentos de NMR mencionados anteriormente son realiza-
ciones espec´ıficas de la idea original de “desandar” la evolucio´n temporal [WRP72]. Ma´s
au´n, esta concepcio´n inspiro´ a Patricia Levstein y Horacio Pastawski a definir el “eco
de Loschmidt” (LE) como una idealizacio´n que engloba los procedimientos de reversio´n
temporal, eventualmente imperfectos, implementados en NMR [LUP98, PUIL98, JP01].
Una nueva generacio´n de experimentos en cristales orga´nicos [LUP98, PLU+00,
UPL98], sugirio´ que la escala de tiempo para la irreversibilidad T3 nunca excede ma´s
de un par de veces T2. Por lo tanto, parece que estamos frente a un l´ımite insuperable
T2 . T3 ≪ τΣ.
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La conclusio´n ma´s inmediata ser´ıa que existe todav´ıa una fuente incontrolada de de-
coherencia, una explicacio´n a la que suscribir´ıan tanto experimentales como teo´ricos
[ZCP07]. Sin embargo, se planteo´ que la existencia de una “decoherencia independiente
de perturbacio´n” (PID) tendr´ıa un origen mucho ma´s profundo, con T3 actuando como
una especie de inverso de exponente Lyapunov [PLU+00].
Cuando la tasa de decaimiento 1/T3 se grafica en funcio´n de la intensidad del u´nico
te´rmino no revertido, es decir, la interaccio´n no secular residual, se observa una satura-
cio´n a un valor finito: T3 ∼ 4T2 [Usa99]. Esto se muestra expl´ıcitamente en la Fig. 1.1.
El gra´fico se asemeja al comportamiento esta´ndar de la resistividad vs. temperatura en
un metal impuro, donde un offset de resistividad finita se observa en el l´ımite de tempe-
ratura cero. Tal valor esta´ determinado por los procesos de dispersio´n con las impurezas
[DS74], es decir, por el caos [Lau87]. Ana´logamente, T3 en el l´ımite de cero perturba-
cio´n, permanece ligado a la escala de tiempo que caracteriza a la interaccio´n reversible.
Esta observacio´n llevo´ a postular la hipo´tesis central de irreversibilidad : en un sistema
de muchos espines (infinitamente grande), lejos de su estado fundamental, su dina´mica
propia amplifica la accio´n de cualquier pequen˜a interaccio´n no invertida que perturbe
el procedimiento de reversio´n. Por lo tanto, interacciones reversibles responsables de la
difusio´n de esp´ın se vuelven determinantes para la tasa de irreversibilidad.
Figura 1.1: La tasa de decaimiento del LE experimental 1/T3 como funcio´n de la tasa
caracter´ıstica de la perturbacio´n 1/τΣ. Ambas cantidades se multiplican por la escala de
tiempo T2, que corresponde a las interacciones reversibles (Hamiltoniano que se puede
controlar). Adaptado de [Usa99].
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La hipo´tesis anterior impulso´ el estudio teo´rico de casos simples en los que el LE
se puede evaluar sistema´ticamente[GPSZ06, JP09, GJPW12]. En particular, el “banco
de pruebas” esta´ dado por la dina´mica cua´ntica de un sistema no interactuante cuya
contraparte cla´sica es cao´tica. All´ı, el LE se define como el cuadrado del overlap entre
dos funciones de onda de un cuerpo, una de ellas evoluciona segu´n un dado Hamiltoniano
y la otra con una pequen˜a perturbacio´n adicional [Cuc04]. Si la evolucio´n no perturbada
tiene contraparte cla´sica cao´tica entonces existe una valor cr´ıtico de perturbacio´n por
encima del cual la tasa de decaimiento del LE corresponde al exponente cla´sico de
Lyapunov [JP01, CPJ04]. Tal resultado constituye un re´gimen PID particular. E´ste
ocurre para un estado inicial semicla´sico construido a partir de un espectro denso y
se requiere que la perturbacio´n exceda cierto umbral. Por debajo de ese umbral, el
decaimiento del LE depende de la intensidad de las perturbaciones v´ıa una regla de oro
de Fermi (FGR) [JSB01, CDPZ03].
El descubrimiento de los reg´ımenes PID en evaluaciones espec´ıficas de LE fue una
sorpresa que puso en marcha a las comunidades de Caos Cua´ntico e Informacio´n Cua´nti-
ca. De hecho, el re´gimen PID tiene implicaciones profundas para el grado de controla-
bilidad de dispositivos cua´nticos, ya que pondr´ıa de manifiesto una fragilidad intr´ınseca
de la dina´mica cua´ntica hacia perturbaciones minu´sculas. La sensibilidad ante pertur-
baciones o fragilidad de los sistemas cua´nticos [JAB02, KJZ02, BZP13] se ha convertido
en un problema importante que afecta transversalmente a varios campos, por ejemplo,
la posible caoticidad en computadoras cua´nticas [GS00, Fla00], el procesamiento de
informacio´n cua´ntica usando NMR [KS04, MOB12, KAC13, SAL+14], feno´menos cr´ıti-
cos [QSL+06, Sil08] y, ma´s recientemente, la teor´ıa de control cua´ntico [CSF+14]. Sin
embargo, la prueba definitiva, ya sea nume´rica o anal´ıtica, que justifique la hipo´tesis
planteada arriba, y explique las observaciones experimentales, todav´ıa no se ha alcanza-
do. La razo´n de tal atascamiento teo´rico se basa en la dificultad inherente al estudio de
la dina´mica de sistemas de muchos cuerpos. Precisamente, la asociacio´n de la comple-
jidad de tales sistemas con una forma de caos [FI00, FI01a], proporcionar´ıa un camino
posible para entender la PID observada experimentalmente.
El punto de partida inevitable para el ana´lisis del re´gimen PID es la identificacio´n
de las condiciones para un re´gimen de “decoherencia dependiente de perturbacio´n”,
es decir, la FGR. Como ya mencionamos anteriormente, en sistemas de un cuerpo la
FGR ocurre desde perturbaciones relativamente de´biles (pero suficientes para romper la
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teor´ıa de perturbaciones esta´ndar) hasta un umbral bastante grande que indica el inicio
del PID. Podr´ıamos preguntarnos entonces, ¿es posible que en un sistema de muchos
cuerpos el umbral para un re´gimen PID sea cero? Si ese es el caso, debera´ aparecer
como una QDPT en el TL (N → ∞). Esta ser´ıa la prueba definitiva de una genuina
irreversibilidad emergente.
Como cuestio´n de hecho, un experimento esta´ndar en NMR involucra una sistema
cristalino con un nu´mero infinitamente grande (macrosco´pico) de espines interactuan-
tes. En otras palabras, los experimentos esta´n “ya en el TL”. Por el contrario, cualquier
aproximacio´n nume´rica para evaluar la dina´mica de muchos espines so´lo puede lidiar
con una cantidad estrictamente finita N . Se requiere entonces un procedimiento apro-
piado de finite size scaling para comprender el mecanismo emergente que gobierna la
irreversibilidad en el TL. De hecho, podr´ıamos imaginar un aumento progresivo de N
yendo desde pequen˜os sistemas a los ma´s grandes con una perturbacio´n completamente
controlada. El TL adquiere entonces un significado preciso, pues el comportamiento
emergente seguir´ıa so´lo en un orden definido de los l´ımites: primero N → ∞ y luego
τΣ →∞.
A pesar de que una verificacio´n concluyente del re´gimen PID puede estar fuera
del alcance de las te´cnicas nume´ricas actuales, nuestros resultados son consistentes
con un imagen emergente de irreversibilidad. Ma´s precisamente, cuantificaremos la
escala de tiempo que caracteriza la aparicio´n de una equilibracio´n irreversible. Es decir,
describiremos las condiciones bajo las cuales un proceso de equilibracio´n unitaria se
convierte, en u´ltima instancia, irreversible en el TL.
1.6. Organizacio´n de la Tesis
Esta Tesis visita los paradigmas dina´micos ma´s relevantes mencionados anterior-
mente: decoherencia, equilibracio´n, localizacio´n y, finalmente, los mecanismos emer-
gentes de irreversibilidad.
En el Cap´ıtulo 2 abordamos el problema de un sistema de dos niveles en presencia
de ambiente estructurado de espines. El propo´sito sera´ el de discutir muchas de las
herramientas teo´ricas utilizadas a lo largo de la Tesis, de un manera simple pero no
trivial. En particular, introduciremos la transformacio´n de Jordan-Wigner entre elec-
trones y espines 1/2, el formalismo de no-equilibrio de Keldysh, y resultados anal´ıticos
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exactos para modelos unidimensionales. Estas herramientas se utilizan para cuantificar
las escalas de tiempo en te´rminos de la FGR. La mayor´ıa de estos elementos ya se han
estudiado de forma exhaustiva en las Tesis de doctorado de Ernesto Danieli [Dan06],
Gonzalo A´lvarez [Alv07], Elena Rufeil-Fiori [RF09], y Axel Dente [Den12].
En el Cap´ıtulo 3 formulamos el LE como una funcio´n de autocorrelacio´n de esp´ın.
Discutiremos el papel del LE como un cuantificador de decoherencia, cuando un sistema
de espines interactuantes esta´ acoplado a un ambientes de espines similar. En particular,
estudiaremos la dina´mica de dos cadenas de esp´ın acopladas lateralmente, es decir, una
configuracio´n tipo escalera de espines. All´ı, como en el paradigma esta´ndar de sistemas
cua´nticos abiertos, una de las cadenas es “el sistema” y la otra es “el ambiente”. En
este contexto, re-elaboraremos muchas de las ideas f´ısicas introducidas en el Cap´ıtulo
2: la descripcio´n de las tasas de decoherencia FGR y la transformacio´n de la dina´mica
de un cuerpo en un verdadero problema de muchos cuerpos.
En el Cap´ıtulo 4 abordamos la idea de equilibracio´n en sistemas cua´nticos cerra-
dos. En particular, discutiremos una descripcio´n general de la dina´mica de observables
de pocos cuerpos en sistemas de muchos cuerpos. El objetivo principal se basa en la
descripcio´n de las fluctuaciones temporales despue´s de que se haya producido la equili-
bracio´n (en los casos en que efectivamente se produce tal feno´meno). Mostraremos que
estas fluctuaciones decaen exponencialmente con N , y por lo tanto se anulan en el TL.
Por otra parte, investigaremos la dependencia precisa en el Hamiltoniano, los estados
iniciales y los observables espec´ıficos considerados.
En el Cap´ıtulo 5 empleamos el LE como un testigo dina´mico para estudiar la ruptura
de ergodicidad, que a su vez implica la imposibilidad real de equilibracio´n. Esto nos lleva
a un diagrama de fases en el que identificamos regiones dina´micas segu´n sus mecanismos
predominantes: decoherente, ergo´dica, v´ıtrea, localizacio´n de Anderson, y localizacio´n
de muchos cuerpos. Argumentos dimensionales basados en el ca´lculo de incertidumbres
de energ´ıa proporcionan buenas estimaciones de dos l´ıneas cr´ıticas en el diagrama.
El Cap´ıtulo 6 da un paso ma´s en la formulacio´n y evaluacio´n del LE en comparacio´n
con lo expuesto en los Cap´ıtulos 3 y 5. Aqu´ı abordamos la relacio´n entre la autocorre-
lacio´n de esp´ın, es decir, un LE local y la evaluacio´n esta´ndar del LE definido como
overlap de funciones de onda de una part´ıcula. La extensio´n de esta u´ltima magnitud
al caso de sistemas de muchos cuerpos, nos permite definir acordemente al LE global
o LE de muchos cuerpos. Discutiremos la dependencia en N de las escalas de tiempo
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y pondremos a prueba una hipo´tesis de extensividad que vincula los LE local y global.
Adema´s, proponemos algunas ideas operativas para transformar un LE local en uno
global por medio de un LE preparado dina´micamente (DPLE).
En el Cap´ıtulo 7 evaluamos el LE en una serie de sistemas cerrados de espines
interactuantes. Tanto las interacciones reversibles como la perturbacio´n corresponden
a una situacio´n experimental real. Presentaremos una forma de finite size scaling en
las escalas de tiempo que caracterizan el decaimiento del LE. Esta evidencia nume´rica
indica un mecanismo emergente basado en la proliferacio´n de interacciones efectivas.
Dicho mecanismo desencadena una FGR efectiva que describe la dina´mica LE. Esto nos
lleva a la conclusio´n que, en el TL y para una perturbacio´n arbitrariamente pequen˜a, si
el sistema permanece equilibrado durante un tiempo ma´s largo que el correspondiente
FGR, entonces la equilibracio´n sera´ irreversible.
Discutiremos nuestras conclusiones generales en el Cap´ıtulo 8, donde se sintetizan
los principales resultados de esta Tesis.
El material suplementario se organiza en dos ape´ndices. En el Ape´ndice A discutimos
el algoritmo empleado para evaluar nume´ricamente la dina´mica de sistemas de espines
interactuantes. En el Ape´ndice B discutimos la f´ısica de un sistema de tres niveles y la
derivacio´n de interacciones efectivas.
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Cap´ıtulo 2
La Regla de Oro de Fermi
En este cap´ıtulo se introducen varias herramientas teo´ricas utilizadas a lo largo de
la presente Tesis. En particular, se discutira´ el mapeo entre electrones y espines 1/2,
el formalismo de no-equilibrio de Keldysh, los modelos unidimensionales, y los procesos
de decaimiento descritos por la Regla de Oro de Fermi. La mayor´ıa de estos elementos
esta´n exhaustivamente estudiados en las Tesis de Doctorado de E. Danieli [Dan06], G.
A´lvarez [Alv07], E. Rufeil-Fiori [RF09], y A. Dente [Den12].
2.1. Escalas de tiempo en la dina´mica de la decoherencia
El control y la manipulacio´n coherentes de un sistema cua´ntico es un desaf´ıo cen-
tral tanto para la nanotecnolog´ıa [NMM+14, NB14] como para la ciencia ba´sica[Ved14,
Pop14, AH14, SMLO14]. La dificultad de tal empresa radica en que los sistemas cua´nti-
cos inevitablemente interactu´an con el ambiente que los rodea, lo cual provoca la de-
gradacio´n de su dina´mica unitaria. Tal proceso, llamado decoherencia, involucra la
destruccio´n progresiva de los feno´menos de interferencia cua´ntica [Zur03].
La manera ma´s comu´n para describir decoherencia esta´ dada por la teor´ıa de sis-
temas cua´nticos abiertos [PB02]. La dina´mica de un sistema cua´ntico abierto S, aco-
plado a un ambiente E , esta´ descrita por una ecuacio´n maestra cua´ntica (que llama-
remos QME) y cuya estructura matema´tica general se conoce como Lindblad-GKS
[Lin76, GKS76]. Esencialmente, una QME es una ecuacio´n diferencial de Liouville -
von Neumann generalizada que describe la evolucio´n de la matriz densidad reducida
[Sli80]. En la mayor´ıa de los casos, esta estrategia se basa en la hipo´tesis de “fluctuacio-
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nes ra´pidas” para E , lo cual se conoce como aproximacio´n Markoviana. Esto significa
que cualquier excitacio´n difunde por completo casi instanta´neamente en E . En te´rmi-
nos de escalas dina´micas, la aproximacio´n Markoviana implica que la escala de tiempo
de E es la ma´s corta en comparacio´n con cualquier otra escala relevante. Adema´s, las
interacciones SE entre el sistema y el ambiente ocurren en un tiempo caracter´ıstico
dado por la Regla de Oro de Fermi (FGR), t´ıpicamente evaluada como una magni-
tud independiente de energ´ıa. Estas premisas suelen ser suficientes para la mayor´ıa de
las aplicaciones, pero dejan de lado efectos de memoria e interferencias en el dominio
temporal producidas por un juego SE coherente.
Una alternativa al esquema propuesto por la QME radica en el formalismo de no-
equilibrio de Keldysh [Kel64, KB62] en la representacio´n integral propuesta por Da-
nielewicz [Dan84]. Esta estrategia emplea una expansio´n perturbativa a orden infinito
en diagramas de Feynman espec´ıficos y permite la manipulacio´n del dominio energ´ıa-
tiempo tal como en la representacio´n de Wigner. Para el caso particular de fermiones, la
ecuacio´n integral de Danielewicz puede transformarse y resolverse bajo la forma de una
ecuacio´n generalizada de Landauer-Bu¨ttiker (GLBE) [Pas91, Pas92]. En este contexto,
es importante remarcar que el formalismo de Keldysh permite naturalmente introdu-
cir condiciones de auto-consistencia en la descripcio´n de procesos de decaimiento. El
trabajo pionero de Langreth y Wilkins [LW72, SLW76] es un ejemplo concreto en tal
sentido.
La dina´mica de sistemas cua´nticos abiertos esta´ caracterizada esencialmente por
una tasa de interaccio´n 1/τSE entre S y E . De hecho, el juego entre las escalas de
tiempo del sistema (digamos, por ejemplo, 1/ω0) y aquellas propias de la interaccio´n
(τSE) pueden resultar en efectos muy particulares. Mientras que interacciones de´biles
(1/τSE ≪ 2ω0) simplemente degradan las interferencias dina´micas a una tasa 1/τφ ∝
1/τSE , interacciones fuertes podr´ıan cambiar radicalmente la respuesta de sistema. Este
u´ltimo es el caso de transiciones de fase dina´micas o quantum dynamical phase transition
(QDPT) [ADLP06]. Aqu´ı, la posibilidad de un comportamiento no-anal´ıtico aparece
porque el Hamiltoniano efectivo del sistema deja de ser Hermı´tico [Rot09, Pas07]. La
razo´n de este feno´meno se vincula con el hecho que el ambiente tiene un nu´mero de
grados de libertad N que puede considerarse infinito.
En este cap´ıtulo utilizaremos el formalismo de Keldysh para estudiar anal´ıticamente
la tasa de interaccio´n 1/τSE . El sistema (S) esta´ dado por dos espines 1/2 acoplados,
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que so´lo pueden adoptar las configuraciones ↑↓ y ↓↑. Tras aplicar la transformacio´n de
Jordan-Wigner (JWT) [LSM61], el sistema en cuestio´n se reduce a una excitacio´n que
puede ocupar dos estados degenerados A y B, que esta´n acoplados v´ıa una amplitud de
hopping VAB . Si se comienza en el estado A, la probabilidad de retorno oscila con la fre-
cuencia de Rabi ω0 = 2VAB/~. Tal oscilacio´n se degrada progresivamente debido a una
de´bil interaccio´n SE . En particular, consideramos un ambiente (E) que esta´ representa-
do por una cadena infinita de espines 1/2. La dina´mica de decaimiento puede atravesar
diferentes reg´ımenes temporales [DBMP08], pasando por un decaimiento cuadra´tico a
tiempos cortos, luego el usual decaimiento exponencial y, finalmente una ley de poten-
cias que aparece a tiempos muy largos [RFP06a]. Aqu´ı, nos focalizaremos en el re´gimen
ma´s relevante: el exponencial, el cual sera´ discutido en te´rminos de la FGR. El cono-
cimiento acabado de la estructura espectral del ambiente resulta entonces ser crucial.
Para el caso que se considera, tal informacio´n esta´ disponible pues la JWT mapea E
en una cadena lineal tight-binding completamente integrable.
Discutiremos dos descripciones diferentes. Por un lado, presentaremos la aproxima-
cio´n Markoviana, que toma la forma de una FGR basada en la aproximacio´n de Banda
Ancha (aproximacio´n que llamaremos WBA, por sus siglas en ingle´s). En tal caso,
la tasa de interaccio´n 1/τSE es independiente de energ´ıa. Por otro lado, evaluaremos
una FGR auto-consistente (SC-FGR) que proporciona una descripcio´n no-Markoviana
[RFP06a]. En contraposicio´n a la WBA, la tasa calculada de acuerdo con la SC-FGR
es dependiente de energ´ıa pues viene dada por las auto-energ´ıas complejas exactas para
el conjunto S + E [RF09].
En el caso espec´ıfico de una interaccio´n SE del tipo Ising, la tasa que se calcula segu´n
WBA es divergente. Con el propo´sito de evitar tal divergencia, proponemos un proce-
dimiento de regularizacio´n que puede entenderse como una energ´ıa propia (self-energy)
auto-consistente. Esta estrategia, no so´lo permite el co´mputo de una contribucio´n finita
de los procesos tipo Ising, sino que tambie´n posibilita una interpretacio´n f´ısica del de-
caimiento originado por tales procesos. En particular, discutiremos co´mo la naturaleza
de “dos cuerpos” de la interaccio´n Ising implica un incremento en la dimensionalidad
efectiva de E .
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2.2. La transformacio´n de Wigner-Jordan y el formalismo
de Keldysh
En esta seccio´n introduciremos brevemente el mapeo JWT entre espines y electro-
nes [LSM61] y el formalismo de Keldysh para procesos de no-equilibrio [KB62, Kel64,
Dan84]. Detalles espec´ıficos esta´n discutidos extensivamente en la Ref. [Dan06].
La dina´mica de un sistema de N espines 1/2, que evoluciona de acuerdo al Hamil-
toniano Hˆ, sera´ descrita con una funcio´n de correlacio´n de dos sitios,
Pf,i(t) =
〈Ψeq| Sˆzf (t)Sˆzi (t0) |Ψeq〉
〈Ψeq| Sˆzf (t0)Sˆzi (t0) |Ψeq〉
. (2.1)
Esta funcio´n mide la cantidad de polarizacio´n local en la componente z a tiempo t en el
sitio f -e´simo, a condicio´n de que el sistema estaba a tiempo t0 en su estado de equilibrio
con un esp´ın “up” en el sitio i-e´simo. Adema´s, Sˆzf (t) = e
iHˆtSˆzfe
−iHˆt es el operador de
esp´ın escrito en la representacio´n de Heisenberg y |Ψeq〉 =
∑
m am
∣∣∣Ψ(m)eq 〉 es el estado de
equilibrio termodina´mico de muchos cuerpos, construido sumando estados de diferente
nu´mero de espines “up” con el peso estad´ıstico apropiado y fases aleatorias [Dan06].
La JWT relaciona los operadores de esp´ın y los fermio´nicos en cada sitio v´ıa la
siguiente expresio´n:
Sˆ+n = cˆ
†
n exp
iπ
n−1∑
j=1
cˆ†j cˆj
 (2.2)
donde Sˆ±n son los operadores de subida y bajada de esp´ın Sˆ
±
n = Sˆ
x
n ± iSˆyn, mientras que
cˆ†j , cˆj son los operadores fermio´nicos de creacio´n y aniquilacio´n.
En la representacio´n fermio´nica,
∣∣Ψeq.〉 es el estado de equilibrio termodina´mico
(re´gimen de alta temperatura): una mezcla, con pesos uniformes, de todos los posibles
determinantes de Slater. Para transformar la funcio´n de correlacio´n de esp´ın Pf,i(t) en su
representacio´n fermio´nica, definimos aqu´ı el estado de no-equilibrio |Ψn.e.〉 = cˆ†i
∣∣Ψeq.〉.
Este estado representa una excitacio´n de part´ıcula (electro´n) en el sitio i. La dina´mica
en el sistema electro´nico esta descrita por funciones densidad de part´ıcula y agujero:
G<kl(t2, t1) =
i
~
〈Ψn.e.| cˆ†l (t1)cˆk(t2) |Ψn.e.〉 , (2.3)
y
G>kl(t2, t1) = −
i
~
〈Ψn.e.| cˆk(t2)cˆ†l (t1) |Ψn.e.〉 . (2.4)
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respectivamente. Los operadores de creacio´n y aniquiliacio´n esta´n escritos en su repre-
sentacio´n de Heisenberg. Los propagadores de dos part´ıculas o funciones de Green (GF)
del sistema esta´n definidos por:
GRkl(t2, t1) = Θ(t2 − t1)[G>kl(t2, t1)−G<kl(t2, t1)] = [GAlk(t1, t2)]∗, (2.5)
donde Θ(t2 − t1) es la funcio´n escalo´n de Heaviside. Tal como se mostrara´ en la Sec.
2.4, en el caso de Hamiltonianos integrable (casos no-interactuantes), las GF definidas
en la Ec. (2.5) son simplemente propagadores de una part´ıcula que conservan densidad.
La aplicacio´n de la JWT a la Ec. (2.1) finalmente nos lleva a [DPL04, DPA05]:
Pf,i(t) =
2~
i
G<ff (t, t)− 1, (2.6)
con
G<ff (t, t) =
N∑
m=1
1
2N−1
(
N − 1
m− 1
)
G
<(m)
ff (t, t). (2.7)
Aqu´ı, G
<(m)
ff (t, t) corresponde a las contribuciones de cada subespacio con m part´ıcu-
las (o equivalentemente m espines up). La dependencia de G<ff (t, t) en el ı´ndice i
esta´ impl´ıcita en la condicio´n inicial. En efecto,
G
<(m)
kl (0, 0) =
i
~
(
m− 1
N − 1δkl +
N −m
N − 1 δkiδil
)
. (2.8)
El primer te´rmino en la Ec. (2.8) es la densidad de equilibrio y puede verificarse que
es ide´ntica para todos los sitios. El segundo te´rmino representa la contribucio´n de no-
equilibrio donde so´lo el sitio i-e´simo es distinto de cero.
2.3. El arreglo de espines unidimensional
Introducimos ahora expl´ıcitamente el Hamiltoniano de esp´ın:
Hˆ =
N−1∑
n=1
Jn,n+1
[
2αSˆznSˆ
z
n+1 − (SˆxnSˆxn+1 + SˆynSˆyn+1)
]
+
N∑
n=1
~ΩnSˆ
z
n, (2.9)
=
N−1∑
n=1
Jn,n+1
[
2αSˆznSˆ
z
n+1 −
1
2
(Sˆ+n Sˆ
−
n+1 + Sˆ
−
n Sˆ
+
n+1)
]
+
N∑
n=1
~ΩnSˆ
z
n.
Este Hamiltoniano corresponde a un arreglo unidimensional (1D) con interacciones a
primeros vecinos (nn) en presencia de un campo magne´tico externo orientado en la di-
reccio´n z. El para´metro α representa la anisotrop´ıa en tal direccio´n. La Ec. (2.9) engloba
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los escenarios de NMR t´ıpicos: el “planar” o interaccio´n XY [MBSH+97] esta´ dado por
α = 0; la interaccio´n isotro´pica de Heisenberg [LPC91] viene dada por α = −12 ; y
finalmente la interaccio´n dipolar truncada [ZME92] corresponde a α = 1.
Aplicando la JWT a la Ec. (2.9) obtenemos
Hˆ =
N−1∑
n=1
[
Un,n+1
(
cˆ†ncˆncˆ
†
n+1cˆn+1 −
1
2
cˆ†ncˆn −
1
2
cˆ†n+1cˆn+1 +
1
4
)
+
−Vn+1,n
(
cˆ†n+1cˆn + cˆ
†
ncˆn+1
)]
+
N∑
n=1
εn
(
cˆ†ncˆn −
1
2
)
.
(2.10)
Aqu´ı εn ≡ ~Ωn son las energ´ıas de sitio; Un,n+1 = 2αJn,n+1 es la integral directa
esta´ndar de la interaccio´n Coulombiana entre un electro´n en el sitio n y un electro´n en
el sitio n+ 1; y Vn,n+1 ≡ 12Jn,n+1 es la amplitud de hopping. Si todos los te´rminos que
involucran corrimientos de energ´ıa se suman en energ´ıas de sitio re-definidas, entonces
Hˆ =
N−1∑
n=1
[
Un,n+1cˆ
†
ncˆncˆ
†
n+1cˆn+1 − Vn+1,n
(
cˆ†n+1cˆn + cˆ
†
ncˆn+1
)]
+
N∑
n=1
εncˆ
†
ncˆn. (2.11)
La Ec. (2.11) normalmente recibe el nombre de Hamiltoniano de Hubbard y cons-
tituye un modelo ampliamente utilizado en la Teor´ıa de Materia Condensada.
2.3.1. La nocio´n de integrabilidad
Antes de continuar, conviene poner de manifiesto la convencio´n que usaremos en
esta Tesis respecto a la nocio´n de integrabilidad cua´ntica. Como ya dijimos, no existe
un criterio unificado en la literatura al respecto [CM11]. Con el propo´sito de evitar la
amplia variedad de definiciones de integrabilidad en sistemas cua´nticos, nuestra nocio´n
refiere simplemente a la ausencia de interacciones. De esta forma, usaremos el te´rmino
“integrable” como sino´nimo de “no-interactuante”, lo cual significa que el sistema es
“mapeable a part´ıculas libres o f´ısica de un cuerpo”. Consistentemente, diremos que
el Hamiltoniano en la Ec. (2.11) es integrable cuando Un,n+1 ≡ 0 ∀n. Luego, segu´n
nuestra convencio´n, diremos que el Hamiltoniano XY es integrable, mientras que el
Hamiltoniano Heisenberg no lo es, aun cuando este u´ltimo puede “resolverse” v´ıa el
ansatz de Bethe.
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2.4. El caso no-interactuante
2.4.1. Modelos tight binding para la dina´mica de excitaciones
El caso espec´ıfico α = 0 en el Hamiltoniano definido por la Ec. (2.9) corresponde
a Un,n+1 ≡ 0 en la Ec. (2.11). De hecho, esta situacio´n representa la dina´mica de
una u´nica part´ıcula. Aqu´ı, cada subespacio con
(N
m
)
estados de proyeccio´n es esp´ın〈∑N
n=1 Sˆ
z
n
〉
= m − N/2 es ahora un subespacio con m fermiones no-interactuantes
evolucionando en una cadena lineal tight binding. En tales circunstancias, y si definimos
|i〉 ≡ cˆ†i |∅〉 (con |∅〉 el vac´ıo fermio´nico), la Ec. (2.1) se reduce a:
Pf,i(t) =
∣∣∣〈f | exp [−iHˆt/~] |i〉Θ(t)∣∣∣2 = ~2 ∣∣GRf,i(t)∣∣2 . (2.12)
Aqu´ı GRf,i(t) es la GF retardada para un u´nico fermio´n.
Los modelos tratables anal´ıticamente proveen de una importante intuicio´n sobre la
dina´mica de sistemas cua´nticos abiertos. Aqu´ı, presentamos dos modelos particulares
y los analizaremos en te´rminos de f´ısica de un cuerpo. Un sistema S compuesto por
dos sitios (ba´sicamente un sistema de dos niveles) esta´ acoplado a un ambiente E dado
por una cadena lineal infinita tight-binding. Los modelos considerados se muestran en
la Fig. 2.1. Dado que E es “integrable”, los efectos de memoria pueden caracterizarse
acabadamente. Obviamente, hay casos en los que la topolog´ıa de acoples tiene puntos
de bifurcacio´n o lazos cerrados en los que la biyeccio´n de JWT se rompe. Es decir,
no se puede volver a un problema de espines equivalente. Sin embargo, au´n en tales
situaciones la dina´mica de decaimiento y los efectos de memoria deber´ıan ser similares.
Para los casos considerados, el Hamiltoniano completo se escribe de la siguiente
forma:
Hˆ = HˆS ⊗ IE + IS ⊗ HˆE + VˆSE , (2.13)
donde:
HˆS = EAcˆ
†
AcˆA + EB cˆ
†
B cˆB − VAB(cˆ†AcˆB + cˆ†B cˆA). (2.14)
La amplitud de hopping VAB define la u´nica escala de tiempo del sistema siempre que
EA = EB. El ambiente E , cuyo ancho espectral es 4V , esta´ descrito por el Hamiltoniano:
HˆE =
∞∑
n=n0
[
Encˆ
†
ncˆn − V (cˆ†n+1cˆn + cˆ†ncˆn+1)
]
. (2.15)
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Figura 2.1: Sistema de dos sitios S; la configuracio´n inicial esta´ dada por una part´ıcula
en el sitio A. El sitio B esta´ acoplado al sitio 1 del ambiente E . Dos modelos alternativos
se consideran para E : (a) cadena semi infinita (superficie), y (b) cadena infinita (“bulk”).
Con el fin de simplificar el ana´lisis sin perder generalidad, fijaremos En = 0 = EA = EB
(salvo que se indique expl´ıcitamente lo contrario). Las dos alternativas consideradas
son: n0 = 1, es decir la cadena lineal semi-infinita que se muestra en la Fig. 2.1(a) y
n0 = −∞, es decir la cadena lineal infinita de la Fig. 2.1(b). El Hamiltoniano VˆSE que
describe la interaccio´n SE es
VˆSE = −V0
(
cˆ†B cˆ1 + cˆ
†
1cˆB
)
, (2.16)
donde el ı´ndice 1 corresponde al sitio espec´ıfico en el que el ambiente esta´ directamente
acoplado al sistema.
Resulta importante remarcar que VAB , V0 y V determinan las escalas de tiempo
relevantes. Las primeras dos proveen la amplitud de hopping del sitio A al sitio B
y a E , respectivamente. El tercero es la amplitud de hopping entre los sitios en el
ambiente. Todos los casos considerados aqu´ı corresponden al re´gimen de acoplamiento
de´bil, dado que imponemos V0 ≪ VAB . E´sto nos asegura una degradacio´n suave de la
evolucio´n coherente en S. Tal degradacio´n o proceso de decaimiento sera´ descrito v´ıa la
FGR. Antes de realizar tal descripcio´n para los modelos ya introducidos, discutiremos
brevemente el uso esta´ndar o acade´mico de la FGR.
26
2.4 El caso no-interactuante
2.4.2. Dina´mica de decaimiento I. La FGR esta´ndar
El paradigma ma´s ampliamente usado para describir un decaimiento “irreversible”
desde un sistema S a un ambiente E es la FGR. La FGR predice un decaimiento expo-
nencial de las funciones de correlacio´n en S por presencia de E , siendo este u´ltimo el que
provee un espectro suficientemente denso o cuasi-continuo de energ´ıa. Ma´s au´n, la FGR
provee una fo´rmula simple para estimar la escala caracter´ıstica de decaimiento 1/τSE .
Comu´nmente, en este punto se asume que las escalas dina´micas relevantes en E son
mucho ma´s cortas que aquellas de S y que aquellas de la interaccio´n SE . Tal separacio´n
de escalas de tiempo esta´ t´ıpicamente asociada a una aproximacio´n Markoviana.
Con la finalidad de formalizar estas ideas y presentar la FGR, vamos a discutir
aqu´ı el modelo acade´mico que se muestra en la Fig. 2.2. Consideramos un u´nico estado
|A〉 con energ´ıa EA de´bilmente acoplado a un conjunto de N niveles de energ´ıa {Ek}Nk=1
que hace las veces de E . El ancho espectral de E es B = Nd, donde d representa el
espaciado medio entre niveles d = |Ek+1 −Ek|. La intensidad del acoplamiento entre
EA y un dado estado Ek esta´ dado por VAk. Ademas, asumimos que d≪ VAk ≪ B. La
primera desigualdad asegura que el tiempo caracter´ıstico de la interaccio´n SE , definido
como ~/VAk, es mucho ma´s pequen˜o que el tiempo de Heisenberg de E . Este u´ltimo
tiempo, denotado por TH , es el momento en el que se manifiestan las recurrencias
propias de un sistema finito TH ∼ ~/d = ~N/B.
La correccio´n perturbativa a primer orden para la energ´ıa EA es
E˜A ≃ EA +
∑
k
|VAk|2
(Ek − EA) . (2.17)
El siguiente paso consiste en tomar el nu´mero N de niveles de energ´ıa que tienda
a infinito. Dado que B = Nd, este paso es normalmente denominado aproximacio´n de
banda ancha (denotaremos WBA).
E˜A ≃ EA + l´ım
η→0+
l´ım
N→∞
∑
k
|VAk|2
(Ek − EA) + iη (2.18)
≃ EA + l´ım
η→0+
∞∫
−∞
|VAk|2
(Ek − EA) + iηN(Ek)dEk. (2.19)
Aqu´ı, la segunda igualdad expl´ıcitamente muestra que asumimos la hipo´tesis de con-
tinuo para el espectro de E . Consistentemente, N(Ek) es la densidad de estados en
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E que espec´ıficamente esta´n conectados v´ıa la interaccio´n SE , tambie´n conocida como
densidad de estados directamente conectados (DDCS). Luego, la correccio´n a la energ´ıa
EA es [Mat77]:
E˜A ≃ EA +∆0 − iΓ0. (2.20)
En consecuencia, Γ0 provee una vida media finita para el estado |A〉,
1
τSE
=
2Γ0
~
=
2π
~
∞∫
−∞
|VAk|2N(Ek)δ(Ek − EA)dEk (2.21)
=
2π
~
∥∥∥VˆSE∥∥∥2N(EA). (2.22)
Entonces, la escala de tiempo caracter´ıstica FGR 1/τSE resulta ser un producto entre el
segundo momento de la interaccio´n SE , formalmente denotado por
∥∥∥Vˆ 2SE∥∥∥, y la DDCS
evaluada en E ≃ EA. Al estar evaluada en una energ´ıa representativa, Γ0 se considera
una magnitud “independiente de energ´ıa”, y la razo´n u´ltima de tal independencia radica
en la WBA. Adema´s, la delta de Dirac en la Ec. (2.21) implica que la FGR requiere la
mezcla (o acoplamiento) de un nu´mero “infinitamente” grande de estados degenerados.
En la pra´ctica, esto significa que hay un gran nu´mero de estados k en E que tienen casi
la misma energ´ıa que el estado |A〉, es decir Ek ∼ EA.
Tambie´n conviene notar que, a pesar de ser esta´ndar, la descripcio´n aqu´ı discutida
ignora comportamiento dina´micos sorprendentes que aparecen a tiempos muy largos,
tales como el colapso de la supervivencia [RFP06a, DBMP08] y el subsecuente decai-
miento tipo ley de potencias [Kha58, FGR78, GCMM95]. Ma´s au´n, cualquier efecto
de memoria o retroalimentacio´n coherente de E a S es descartado. Esto u´ltimo ocurre
en dina´micas no-Markovianas, en las que las escalas de tiempo t´ıpicas de S y E son
similares.
2.4.3. Dina´mica de decaimiento II. La FGR autoconsistente.
Evaluaremos ahora la Ec. (2.12) para los modelos de la Fig. 2.1. En particular,
calcularemos la Probabilidad de Supervivencia (SP)
PAA(t) =
∣∣∣〈A| exp [−iHˆt/~] |A〉Θ(t)∣∣∣2 = ~2 ∣∣GRAA(t)∣∣2 . (2.23)
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Figura 2.2: Un u´nico estado |A〉 esta´ de´bilmente acoplado a un conjunto de estados que
representa un espectro cuasi-continuo. Reproducido de [RF09].
Figura 2.3: (a) Evaluacio´n nume´rica de la Ec. (2.23) como funcio´n del tiem-
po en unidades de ~/V . (b) Tasas de decaimiento 1/τSE como funcio´n de
V 20 /(~V ). Las constantes de decaimiento corresponden a la funcio´n de ajuste y(t) =
exp{−2t/τSE} [cos(ωt/2) + (1/(ωτSE))sin(ωt/2)]2 [Den12].
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En el dominio de energ´ıa,
GRAA(ε) = l´ım
η→0
∞∫
−∞
〈A| exp
[
−i
(
Hˆ − iηIˆ
)
t/~
]
|A〉Θ(t) exp [+iεt/~] dt (2.24)
=
1
ε− EA − VABVBAε−EB−Σ(ε)
, (2.25)
donde Σ(ε) recibe el nombre de self-energy. En particular, Σ (ε) esta´ dada por |V0|2GR11 (ε),
siendo G
R
11(ε) la GF exacta del ambiente E aislado, en el sitio 1. La correspondiente
representacio´n diagrama´tica se muestra en la Fig. 2.4. A diferencia de la descripcio´n
WBA anterior, la “memoria” del ambiente esta´ contenida en la dependencia expl´ıcita
de Σ(ε) en la energ´ıa ε.
Figura 2.4: (a) Representacio´n diagrama´tica de la GF retardada en el sitio B, bajo la
forma de ecuacio´n de Dyson. La l´ınea doble con flechas representa la GF exacta (vestida a
orden infinito segu´n la self-energy), mientras que la l´ınea simple con flechas representa la
GF en ausencia de interaccio´n SE . b) Diagrama de Self-energy sumando todos los o´rdenes
en el hopping al ambiente. La l´ınea gruesa con flechas es el propagador exacto en el sitio 1
de E aislado, denotado por GR11 (ver texto).
La idea operacional se sigue ahora del procedimiento de fraccio´n continua que se
discute en la Ref. [PM01]. Una vez que se obtiene expl´ıcitamente Σ (ε), los polos de la
GF en la Ec. (2.25) se encuentran anal´ıticamente, es decir,
0 = εpolo − EA − VABVBA
εpolo − EB − Σ(εpolo) (2.26)
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La parte imaginaria Γ del correspondiente polo de la GF provee la escala caracter´ıstica
de decaimiento que buscamos,
1
τSE
=
2Γ
~
=
2
~
Im(εpolo). (2.27)
Este esquema se conoce como regla de oro autoconsistente (SC)- FGR [RFP06b, RFP06a,
RFP09]. Notemos que aqu´ı los polos son complejos como consecuencia de la naturaleza
no acotada (abierto) de las cadenas lineales infinitas, lo cual evita la aparicio´n de ecos
Mesosco´picos [PLU95] y recurrencias de Poincare´.
Para el primer modelo, que se muestra en la Fig. 2.4(a), se obtiene con el esquema
SC FGR:
Γ =
[
V 40 − V 2AB(2V 2 − V 20 )
4(V 2 − V 20 )
+
√
V 4ABV
2
0
4(V 2 − V 20 )
]1/2
≃ −1
4
√
4−
(
VAB
V
)2V 20
V
, (2.28)
mientras que para el segundo modelo, que se muestra en la Fig. 2.4(b), obtenemos
Γ ≃ −1
2
1√
4−
(
VAB
V
)2 V 20V . (2.29)
Aqu´ı surge la pregunta de co´mo comparan los ca´culos SC FGR anteriores con una
prediccio´n del tipo WBA para los modelos espec´ıficos considerados. De hecho, la WBA
descarta la dina´mica interna en S y la correspondiente self-energy es evaluada en una
energ´ıa “representativa”.
1
τSE
=
2
~
Im(Σ(EA))
=
2
~
Im
(
|V0|2GR11 (EA)
)
=
2
~
|V0|2 Im
(
G
R
11 (EA)
)
=
2π
~
|V0|2N1 (EA) , (2.30)
donde hemos introducido la densidad local de estados (LDoS) del ambiente N1 (ε).
Notese aqu´ı la equivalencia entre la Ec. (2.22) y la Ec. (2.30). Luego, podemos identificar
que N1 hace las veces de la correspondiente DDCS. En particular, cada modelo en la
Fig. 2.4 tiene una N1 diferente. Para el primer caso, Fig. 2.4(a), corresponde la cadena
semi-infinita (n0 = 1, estado en superficie),
N1s (ε) =
1
πV 2
[
V 2 − ε
2
4
]1/2
Θ
(
V 2 − ε
2
4
)
, (2.31)
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Tabla 2.1: Escala caracter´ıstica SE para todos los me´todos descritos: una evaluacio´n
nume´rica de la SP (Ec. (2.23), ajuste en Fig. 2.3), la WBA (Ecs. (2.33) y (2.34) normali-
zadas1) y la SC FGR. Las etiquetas (a) y (b) corresponden a los modelos exhibidos en la
Fig. 2.1.
Sistema Tasa de degradacio´n SP
[
|V0|
2
~V
]
WBA
[
|V0|
2
~V
]
SC-FGR
[
|V0|
2
~V
]
(a) - (V = VAB) 0.88± 0.05 1 0.87
(a) - (V = 5VAB) 1.00± 0.02 1 0.995
(b) - (V = VAB) 0.56± 0.02 0.5 0.577
(b) - (V = 5VAB) 0.50± 0.02 0.5 0.502
mientras que para el segundo caso, Fig. 2.4(b), corresponde la cadena infinita (n0 =
−∞, estado en el “bulk”):
N1b (ε) =
1
2π
[
V 2 − ε
2
4
]−1/2
Θ
(
V 2 − ε
2
4
)
. (2.32)
Para ambos casos se asume que En = 0. Finalmente, la hipo´tesis 0 = EA = EB implica
que:
1
τSE
=
2π
~
|V0|2N1s (0) = 2
~
|V0|2
V
(2.33)
en el caso de la Fig. 2.4(a), mientras que
1
τSE
=
2π
~
|V0|2N1b (0) = 1
~
|V0|2
V
(2.34)
para el caso de la Fig. 2.4(b).
En la tabla 2.1 comparamos las tasas de decaimiento obtenidas mediante la SC FGR,
la WBA y el decaimiento obtenido por ajuste nume´rico de la SP tal como en la Fig. 2.3
(diagonalizacio´n exacta de sistemas finitos). Dos diferentes situaciones consideraremos
para E en comparacio´n a S. Por una lado, usaremos las mismas escalas temporales
(V = VAB). Por otro lado, E se “acelerara´” fijando que V = 5VAB .
Cuando E tiene la misma escala dina´mica que S, la WBA no es una buena aproxi-
macio´n a la tasa de decaimiento. Sin embargo, el ca´lculo de acuerdo con la SC FGR es
exactamente lo que se obtendr´ıa del ajuste de la SP evaluada nume´ricamente. En este
caso, la tasa de decaimiento puede re-interpretarse como la LDoS de E siendo evaluada
1Un factor 1/2 extra aparece porque en S hay dos estados posibles.
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en el valor exacto de los autovalores del completo (S + E), y no en el centro de la
banda como en la Ec. (2.30). Ver Fig. 2.5. En efecto, el tiempo caracter´ıstico SC-FGR
es obtenido evaluando la LDoS en la parte real del polo de la GF [DBMP08].
Figura 2.5: Densidad local de estados para: (a) cadena semi infinita (superficie) y (b)
cadena infinita (bulk). Las lineas horizontales a trazos representan los cocientes VAB/V
que se corresponden con las energ´ıas del sistema. Las l´ıneas verticales a trazos indican
la evaluacio´n de la LDoS para cada sistema en la configuracio´n normal (V = VAB) y la
acelerada (V = 5VAB).
Notemos aqu´ı que las escalas temporales obtenidas segu´n la SC-FGR son mayores
o menores que la predicha por la WBA, dependiendo si E es una cadena semi-infinita
o infinita. Este resultado puede interpretarse de acuerdo con la Fig. 2.5. Al evaluar
la LDoS en Re (εpolo) ≃ ±VAB/V , se observa que la tasa de decaimiento SC FGR
es menor que la WBA en el caso cadena semi-infinita, y de lo contrario mayor si
la LDoS se corresponde con la cadena infinita. En pocas palabras, podemos vincular
convexidad de la estructura espectral del ambiente (su LDoS) con la tasa de decaimiento
correspondiente. En particular, si la LDoS es convexa, los escalas de decaimiento exactas
son mayores que las predichas segu´n WBA. Por el contrario, si es co´ncava las escalas
exactas son menores. En u´ltima instancia, dependera´ del corrimiento relativo al centro
de la banda espectral, moviendose a lo largo de la LDoS.
El escenario genuinamente Markoviano, en el que la respuesta coherente (memoria)
desde E hacia S es despreciable, se corresponde con el ambiente acelerado. En tal
situacio´n, las escalas temporales SC-FGR coinciden con la prediccio´n WBA. En efecto,
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en la Fig. 2.5-a se aprecia que las soluciones exactas se mueven hacia el centro de la
banda, dado que se verifica la condicio´n V ≫ VAB .
2.5. Caso interactuante
2.5.1. Keldysh y la WBA
Figura 2.6: Tal como en Fig. 2.1, un sistema de dos sitios S esta´ acoplado al sitio 1 de un
ambiente E . La interaccio´n SE incluye tanto los procesos de hopping como la interaccio´n
Coulombiana.
Comenzaremos modificando los modelos presentados en la Sec. 2.4.1 v´ıa la intro-
duccio´n de interacciones de dos cuerpos, es decir, un acople SE Coulombiano. Ver Fig.
2.6. Esto significa que ahora consideraremos
VˆSE = U0cˆ
†
B cˆB cˆ
†
1cˆ1 − V0
(
cˆ†B cˆ1 + cˆ
†
1cˆB
)
(2.35)
y los Hamiltonianos HˆS y HˆE tal como se definieron en la Ec. (2.14) y la Ec. (2.15)
respectivamente.
La evolucio´n la funcio´n densidad de part´ıculaG< para el sistema abierto se describe
segu´n [Dan84]:
G<(t, t) = ~2GR(t, 0)G<(0, 0)GA(0, t)
+
t∫
0
t∫
0
dtkdtlG
R(t, tk)Σ
<(tk, tl)G
A(tl, t). (2.36)
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El primer te´rmino representa la evolucio´n “coherente”atenuada y el segundo la “rein-
yeccio´n incoherente ” descrita por la self-energy Σ<. Para resolver la ecuacio´n anterior,
es necesario conocer la self-energy de part´ıcula (y agujero) Σ<(>)(tk, tl). La solucio´n
expl´ıcita de la Ec. (2.36), para el caso de la Fig. 2.6(a) se encuentra en las Refs.
[Dan06, Alv07]. La idea se basa en la GLBE [Pas91, Pas92] y utiliza las escalas carac-
ter´ısticas FGR como argumentos de entrada. Aqu´ı, nos concentraremos solamente en
el ca´lculo de la FGR.
Si expandimos perturbativamente la interaccio´n SE :
Σ≶ij(tk, tl) = |V0|2G≶11(tk, tl)δij
+ |U0|2 ~2G≶11(tk, tl)G≷11(tl, tk)G≶BB(tk, tl)δij . (2.37)
El primer te´rmino corresponde al proceso descrito en la Sec. 2.4, es decir, el hopping
desde S al sitio 1 en E . El segundo te´rmino representa la interaccio´n Coulombiana,
es decir, un par electro´n-hueco es creado en el sitio 1 de E y luego aniquilado. La
descripcio´n diagrama´tica de ambos procesos se muestra en la Fig. 2.7(a).
Introducimos ahora variables tiempo-energ´ıa. En particular, el “tiempo f´ısico” ti =
(tk + tl)/2, y el tiempo propio de las “correlaciones” δti = (tk − tl). Luego, podemos
reescribir la integracio´n en la Ec. (2.36),
t∫
0
t∫
0
dtkdtlG
R(t, tk)Σ
<(tk, tl)G
A(tl, t)
=
t∫
0
dti
t∫
−t
dδtiG
R(t, ti +
δti
2
)Σ<(ti +
δti
2
, ti − δti
2
)GA(ti − δti
2
, t). (2.38)
Adema´s, dado que E permanece en equilibrio,
G<11(ti + δti/2, ti − δti/2) = i2πg1(δti)f1, (2.39)
G>11(ti + δti/2, ti − δti/2) = −i2πg1(δti) [1− f1] . (2.40)
donde f1 es el factor de ocupacio´n en el sitio 1. El re´gimen de alta temperatura implica
que tal factor es f1 = 1 − f1 = 1/2. La estructura espectral de E esta´ contenida en
g1(δti),
g1(δti) =
∫
N1(ε) exp{−iεδti}
dε
2π~
, (2.41)
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donde N1(ε) es la LDoS segu´n la Ec. (2.31) o bien la Ec. (2.32).
Usamos ahora la hipo´tesis Markoviana para el ambiente. En primer lugar, notamos
que g1(δti) decae t´ıpicamente en una escala de tiempo ~/V (V es la amplitud de
hopping en E). En este escenario, la WBA significa que tal escala de tiempo es mucho
ma´s corta que la de S, es decir ~/VAB (y que es la escala dina´mica propia de G≶BB ).
Tal como ya dijimos, esta separacio´n de escalas es equivalente a afirmar V ≫ VAB . En
tal situacio´n, la contribucio´n central a la integral en δti en la Ec. (2.38) es del orden de
~/V , y podemos entonces reemplazar GR(t, ti+ δti/2) y G
A(ti− δti/2, t) por GR(t, ti)
y GA(ti, t) respectivamente. Entonces,
t∫
0
dti
t∫
−t
dδtiG
R(t, ti +
δti
2
)Σ<(ti +
δti
2
, ti − δti
2
)GA(ti − δti
2
, t)
≃
t∫
0
dtiG
R(t, ti)
 t∫
−t
dδtiΣ
<(ti +
δti
2
, ti − δti
2
)
GA(ti, t). (2.42)
Ahora nos centramos en el te´rmino entre corchetes, es decir, en la integracio´n sobre δti.
Expl´ıcitamente,
Σ<ij(ti) : =
t∫
−t
dδtiΣ
<
ij(ti +
δti
2
, ti − δti
2
)
=
t∫
−t
dδti
[
|V0|2 iπg1(δti)δij + |U0|2 ~2π2 (g1(δti))2G<BB(ti, ti)δij
]
.(2.43)
Donde, por el mismo argumento anterior, G<BB(ti+δti/2, ti−δti/2) es reemplazado por
G<BB(ti, ti). La escala caracter´ıstica de decaimiento se calcula de la siguiente manera:
1
τSE
=
i
~
[
Σ>BB(ti)−Σ<BB(ti)
]
(2.44)
=
1
~
|V0|2 2π
 t∫
−t
g1(δti)dδti
+ |U0|2 ~2π2
 t∫
−t
[g1(δti)]
2dδti
 i
~
[
G>BB(ti, ti)−G<BB(ti, ti)
]
=
1
~
|V0|2 2π
 t∫
−t
g1(δti)dδti
+ |U0|2 π2
 t∫
−t
[g1(δti)]
2dδti
 (2.45)
Dado que t ≫ ~/V , las integrales anteriores puede tomarse hasta infinito (WBA),
y por lo tanto definimos las dos contribuciones a la escala de decaimiento, 1/τSE =
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(2/~) (ΓV0 + ΓU0),
2
~
ΓV0 =
1
~
|V0|2 2π
∞∫
−∞
g1(δti)dδti (2.46)
2
~
ΓU0 = |U0|2 π2
∞∫
−∞
[g1(δti)]
2dδti. (2.47)
Las expresiones anteriores se corresponden con las escalas de decaimiento para procesos
de hopping y Coulomb respectivamente. Luego de calcularlas expl´ıcitamente, la funcio´n
densidad en la Ec. (2.36) queda completamente determinada usando la solucio´n de la
GLBE, ver Refs. [Alv07, Dan06].
Figura 2.7: (a)Representacio´n diagrama´tica de la self-energy, sumando las interacciones
con el ambiente en una base local. Las l´ıneas finas con flechas son los propagadores (GF)
en ausencia de interaccio´n SE . Las l´ıneas gruesas son los propagadores locales en E , repre-
sentando la dina´mica propia de una cadena lineal 1D. (b) Self-energy autoconsistente, que
incluye una “relajacio´n impuesta” en E . Aqu´ı, los propagadores esta´n regularizados con
una l´ınea con ondulaciones. La condicio´n de autoconsistencia se muestra abajo.
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2.5.2. Una self-energy autoconsistente
En el caso de la Fig. 2.6(a), es decir Ec. (2.31), la transformada de Fourier de N1s(ε)
es
g1(δti) =
∫
N1s(ε) exp{−iεδti} dε
2π~
=
1
2πV
J1(
2V
~
δti)
δti
, (2.48)
donde J1(·) es la funcio´n de Bessel de primer tipo y orden uno. Luego, las contribuciones
a la constante de decaimiento son [ADLP07, DALP07]
2
~
ΓV0 =
2π
~
|V0|2 1
πV
(2.49)
2
~
ΓU0 =
2π
~
|U0|2 2
3π2V
. (2.50)
En el caso de la Fig. 2.6(b), es decir Ec. (2.32), la transformada de Fourier de N1b(ε)
es
g1(δti) =
∫
N1b(ε) exp{−iεδti} dε
2π~
=
1
2π~
J0(
2V
~
δti), (2.51)
donde J0 denota la funcio´n de Bessel de primer tipo y orden cero. En consecuencia, la
contribucio´n de los procesos de hopping pueden calcularse,
2
~
ΓV0 =
2π
~
|V0|2 1
2πV
, (2.52)
mientras que la contribucio´n de Coulomb
2
~
ΓU0 = |U0|2 2π2
 ∞∫
0
[
1
2π~
J0(
2V δti
~
)
]2
dδti
 (2.53)
no puede evaluarse ya que
∫∞
−∞[J0(x)]
2dx diverge.
Con el objeto de evitar esta divergencia, procederemos a regularizarla usando una
condicio´n de autoconsistencia. La idea es que la funcio´n de correlacio´n g0(δti) en E
tambie´n esta´ sujeta a decaimiento, y con la misma escala caracter´ıstica 1/τSE . Enton-
ces, proponemos regularizar la correlacio´n temporal g0(δti) v´ıa un factor exponencial:
g0(δti) exp{−δti/τSE}. Este procedimiento tiene una interpretacio´n f´ısica en te´rminos
de una self-energy autoconsistente ΣSC , cuya representacio´n diagrama´tica se muestra
en la Fig. 2.7(b), y sera´ discutida en la Sec. 2.5.3. Entonces,
1
τ rSE
=
2
~
(
ΓrV0 + Γ
r
U0
)
=
2
~2
|V0|2
 ∞∫
0
J0(
2V δti
~
) exp{− δti
τ rSE
}dδti
+
+
1
2~2
|U0|2
 ∞∫
0
[
J0(
2V δti
~
)
]2
exp{−2δti
τ rSE
}dδti
 . (2.54)
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La primer integral permanece soluble:
2
~
ΓrV0 =
2
~2
|V0|2
∞∫
0
J0(
2V δti
~
) exp{− δti
τ rSE
}dδti = |V0|
2
~V
√
1 +
(
~
2V τrSE
)2 . (2.55)
Para calcular el segundo te´rmino en la Ec. (2.54), definimos cantidades adimensionales:
u2 = [U0/V ]
2, v2 = [V0/V ]
2 and q = ~/(V τ rSE). Luego,
q =
u2
4
∞∫
0
[J0(x)]
2 exp{−qx}dx+ v2 1√
1 + (q/2)2
. (2.56)
La integral en la Ec. (2.56) es la transformada de Laplace de [J0(x)]
2, que puede es-
cribirse en la forma
∫∞
0 [J0(x)]
2 exp{−qx}dx = (2/π) [q2 + 4]−1/2K (2 [q2 + 4]−1/2),
donde K(ξ) es la integral el´ıptica completa de primer tipo [AS64, GR07]. La Ec. (2.56)
ahora se escribe:
2
√
1
ξ2
− 1 = u
2
4π
ξK(ξ) + v2ξ, (2.57)
donde ξ =
[
(q/2)2 + 1
]−1/2
, es decir q = 2
√
1/ξ2 − 1. Dado que estamos interesados
en la regio´n parame´trica en la que q ≪ 1, o sea ξ . 1 (la integral el´ıptica tiene la
divergencia en ξ = 1), usaremos la expansio´n para K(ξ), en el intervalo (0, 1). Ver Ref.
[AS64],
K(ξ) =
[
a0 + a1(1− ξ2) + a2(1− ξ2)2
]
+
+
[
b0 + b1(1− ξ2) + b2(1− ξ2)2
]
ln
(
1
1− ξ2
)
+ Er(ξ2) (2.58)∣∣Er(ξ2)∣∣ ≤ 3× 10−5
con a0 = 1.38629, a1 = 0.11197, a2 = 0.07252, b0 = 0.5, b1 = 0.12134, and b2 = 0.02887.
Existe una solucio´n para la Ec. (2.57) en la regio´n de intere´s. Para una eleccio´n arbitraria
de para´metros, el lado derecho y el lado izquierdo de la Ec. (2.57) esta´n dibujados en
la Fig. 2.8.
Resumamos ahora los pasos necesarios para calcular las contribuciones a la escala de
tiempo regularizada 1/τ rSE . Primero introducimos un rango apropiado de valores para
los para´metros u y v en la Ec. (2.57), con el propo´sito de resolverla nume´ricamente para
ξ. Luego, usamos la relacio´n entre ξ, q, V y τ rSE para obtener la escala de decaimiento
como funcio´n de los para´metros. Una vez que conocemos co´mo depende 1/τ rSE de u y
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Figura 2.8: La l´ınea continua corresponde al lado derecho de la Ec. (2.57) y la l´ınea a
trazos al lado izquierdo. La l´ınea punteada vertical indica la divergencia deK(ξ) en ξ → 1−.
v, podemos separar cada una de las contribuciones. Una manera de hacer esto u´ltimo
radica en emplear el valor exacto de la contribucio´n (2/~)ΓV0 (de la Ec. (2.52)), para
inmediatamente despue´s conocer la otra contribucio´n, es decir (2/~)ΓrU0 = 1/τ
r
SE −
(2/~)ΓrV0 .
2.5.3. Aspectos relevantes de la FGR y la autoconsistencia
En primer lugar, cabe sen˜alar que la escala de tiempo WBA para los procesos de
hopping en la Ec. (2.52) es exactamente la misma que en la Ec. (2.34). Esto se puede
interpretar fa´cilmente como la LDoS de una cadena lineal infinita haciendo las veces de
DDCS y siendo evaluada en el medio de la banda (WBA). Tal como en la Ec. (2.22),
(2/~)ΓV0 = (2π/~) × |V0|2 × (1/2πV ) = (2π/~) × |V0|2 ×N1b(ε = 0).
La condicio´n de autoconsistencia utilizada para regularizar la interaccio´n Coulom-
biana SE nos provee una manera de evitar la divergencia en el ca´lculo WBA. De hecho,
tal divergencia es consecuencia de la LDoS bulk en la Ec. (2.32). Tal como en el dia-
grama tipo burbuja de la Fig. 2.7, el mecanismo de decaimiento se interpreta como
un par electro´n-hueco que se crea en el sitio 1 de la cadena lineal, luego se propaga y
finalmente el par es aniquilado al retornar al sitio original. Pensando en una represen-
tacio´n en el espacio de Fock, la propagacio´n independiente de una part´ıcula y un hueco,
cada cual en una cadena 1D, puede asimilarse como una u´nica excitacio´n que vuelve
al mismo sitio original en una red 2D (ver Fig. 2.9). En efecto, la Ec. (2.53) involucra
la convolucio´n de dos LDoS bulk 1D, lo cual da como resultado una LDoS 2D[PW87].
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Dicha convolucio´n puede hacerse expl´ıcitamente:
N1,(ε) =
∫
N1b (ε´)N1b (ε− ε´) dε´ (2.59)
=
1
4π2V 2
∫
Θ(2V − |ε´|)√
1− ( ε´2V )2
Θ(2V − |ε− ε´|)√
1− (ε−ε´2V )2 dε´
=
1
2π2V
1∫
−1+x0
dx√
1− x2√1− (x0 − x)2 ,
con x0 = ε/(2V ). Luego de apropiada manipulacio´n[AS64, GR07], esta u´ltima expresio´n
puede escribirse en la forma:
N1,(ε) =
1
2π2V
K
(√
1−
( ε
4V
)2)
, (2.60)
la cual es precisamente la LDoS bulk 2D (red cuadrada) de un Hamiltoniano tight-
binding [Eco83]. Notar adema´s, que N1,(ε) tiene la bien conocida divergencia lo-
gar´ıtmica en el centro de banda ε = 0, debido a la divergencia de K(ξ) en ξ = 1.
Por lo tanto, el origen de la divergencia en el ca´lculo FGR-WBA puede asociarse direc-
tamente no so´lo con la estructura espectral de E sino tambie´n con el tipo de interaccio´n
SE . Aqu´ı, a diferencia del caso hopping, la interaccio´n Coulombiana requiere la LDoS
de una red cuadrada en el rol de correspondiente DDCS,
(2/~)ΓU0 = (2π/~)
∣∣U¯0∣∣2N1,(ε = 0), (2.61)
con
∣∣U¯0∣∣2 = 14 |U0|2. El factor 14 puede rastrearse e identificarse como el producto de
factores de ocupacio´n, f1(1− f1) = 14 .
En analog´ıa con la Ec. (2.59), la convolucio´n de dos LDoS de superficie da como
resultado
N1,(ε) =
∫
N1s (ε´)N1s (ε− ε´) dε´ (2.62)
=
1
π2V 2
∫
Θ(2V − |ε´|)Θ(2V − |ε− ε´|)
[
1−
(
ε´
2V
)]1/2 [
1−
(
ε− ε´
2V
)]1/2
dε´
=
2
π2V
1∫
−1+x0
√
1− x2
√
1− (x0 − x)2dx,
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es decir, la LDoS de “superficie” (ve´rtice) de una red cuadrada (2D), denotada como
N1,(ε). Dado que x0 = ε/(2V ), si evaluamos N1,(ε) en el centro de banda,
N1,(ε = 0) =
2
π2V
1∫
−1
(
1− x2) dx = 8
3π2V
. (2.63)
Luego, similarmente a la Ec. (2.61), podemos volver a la Ec. (2.50) y reescribirla en la
forma
(2/~)ΓU0 = (2π/~)
∣∣U¯0∣∣N1,(ε = 0). (2.64)
El ca´lculo autoconsistente, como procedimiento de regularizacio´n, puede asimilarse
a un pequen˜o corrimiento en el plano complejo que remueve una singularidad. De esta
forma, se puede pensar que (2/~)ΓrU0 difiere de la Ec. (2.61) en que N1, se evalu´a para
ε 6= 0. En te´rminos de la self-energy, la regularizacio´n significa que usamos propagado-
res “vestidos” en E (ver Fig. 2.7(b)). Estos propagadores incluyen no so´lo la dina´mica
propia del ambiente (cadena infinita), sino tambie´n un proceso de decaimiento intr´ınse-
co. Como tal decaimiento es el mismo que aque´l que queremos calcular, este ca´lculo
recibe el nombre de self-energy autoconsistente (ΣSC).
En te´rminos f´ısicos, agregar un comportamiento no trivial en las funciones de co-
rrelacio´n del ambiente puede considerarse como una correccio´n no-Markoviana a una
aproximacio´n Markoviana (WBA). Imponer un decaimiento exponencial en E podr´ıa
interpretarse como un proceso de decaimiento concatenado, en el que varios ambientes
se acoplan consecutivamente S → E1 → E2 → E3 → . . ..
2.6. Conclusiones
En este cap´ıtulo presentamos dos herramientas anal´ıticas para analizar la dina´mica
de espines interactuantes en presencia de ambientes estructurados. Estas herramientas
son: la transformacio´n JWT entre espines y fermiones, y el formalismo de no-equilibrio
de Keldysh. En particular, discutimos la dina´mica de decaimiento en dos modelos es-
pec´ıficos.
Describimos el decaimiento exponencial de una dada funcio´n de correlacio´n en te´rmi-
nos de la FGR. As´ı, la escala caracter´ıstica de decaimiento resulta ser el producto entre
una adecuada DDCS y el segundo momento de la interaccio´n SE . En sentido estricto,
dos estrategias diferentes se usaron para evaluar la FGR. La primera, llamada WBA,
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Figura 2.9: Un par part´ıcula-hueco es creado v´ıa la interaccio´n SE Coulombiana. La
dimensio´n horizontal representa la coordenada unidimensional asociada al movimiento de
la part´ıcula (c´ırculo relleno), mientras que la dimensio´n vertical representa la del hueco
(c´ırculo vac´ıo). El par (c´ırculos conce´ntricos) se propaga como una u´nica excitacio´n en una
red cuadrada (2D). La excitacio´n se crea y se aniquila en el sitio (1, 1).
se basa en la hipo´tesis de una marcada separacio´n de escalas de tiempo entre S, E y
SE . Siendo intr´ınsecamente Markoviana, la WBA ignora la dina´mica de S en compa-
racio´n con una ra´pida y fluctuante dina´mica en E . La segunda consiste en una FGR
autoconsistente, que requiere el ca´lculo de los polos exactos de la GF. Dado que incluye
los efectos de memoria o juego coherente de E hacia S, este me´todo provee la escala de
decaimiento exacta incluso para situaciones no Markovianas.
La contribucio´n Ising (que v´ıa JWT se mapea a Coulomb) a la escala de interaccio´n
SE diverge al ser evaluada en WBA. Presentamos una alternativa de regularizacio´n de
tal divergencia v´ıa una condicio´n de autoconsistencia, la cual impone el mismo proceso
de decaimiento tanto a S como a E . Resulta importante notar que el mecanismo Ising
(Coulomb) conlleva una LDoS de una red 2D en el rol de DDCS, a pesar que E es 1D.
Esta observacio´n implica un incremento en la dimensionalidad efectiva que surge por
tratarse de una interaccio´n de dos cuerpos.
Las contribuciones originales de este cap´ıtulo fueron publicadas en:
“Non-Markovian decay and dynamics of decoherence in private and public environ-
ments”, Axel D. Dente, Pablo R. Zangara, and Horacio M. Pastawski, Phys. Rev. A
84, 042104 (2011).
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Cap´ıtulo 3
El eco de Loschmidt en sistemas
de muchos cuerpos
En este Cap´ıtulo introduciremos el eco de Loschmidt definido como una funcio´n
de autocorrelacio´n de esp´ın. En particular, lo utilizaremos como un testigo dina´mico
para cuantificar decoherencia. Discutiremos su evaluacio´n nume´rica en un sistema tipo
escalera de espines.
3.1. Cuantificando decoherencia
La manera esta´ndar de cuantificar un tiempo caracter´ıstico de decoherencia τφ re-
quiere la identificacio´n de un “testigo”de coherencia. En el Cap´ıtulo anterior, tal rol era
desempen˜ado por la autocorrelacio´n de esp´ın definida en la Ec. (2.1). Los casos tratados
all´ı consisten en un sistema de dos estados acoplado a un ambiente 1D estructurado.
La autocorrelacio´n se reduc´ıa entonces a una SP tal como se define en la Ec. (2.23),
y su tasa caracter´ıstica de decaimiento es justamente la que se asocia al proceso de
decoherencia.
El paso siguiente esta´ dado por considerar sistemas ma´s complejos que el caso an-
terior de dos estados. En particular, el sistema (S) que analizaremos sera´ una cadena
XY de espines 1/2. Este modelo puede implementarse experimentalmente en NMR
[MBSH+97] y tiene amplias aplicaciones en el campo de informacio´n cua´ntica [Cap14].
En tal caso, la pregunta que surge es ¿cua´l ser´ıa el cuantificador de decoherencia? La
primera respuesta podr´ıa ser una extensio´n de la estrategia ya utilizada: evaluar la
45
3. EL ECO DE LOSCHMIDT EN SISTEMAS DE MUCHOS CUERPOS
atenuacio´n de una autocorrelacio´n de esp´ın en la cadena. En tal caso, dicho observa-
ble evidenciar´ıa recurrencias bien definidas, tambie´n conocidas como ecos Mesosco´picos
(ME), que aparecen t´ıpicamente en sistemas 1D finitos [PAEI94, PLU95, PUL96]. En
efecto, la intensidad de los ME ha sido empleada recientemente para cuantificar deco-
herencia en cadenas de esp´ın acopladas lateralmente [ADLP10].
En este Cap´ıtulo, formularemos una funcio´n de autocorrelacio´n de esp´ın diferen-
te a la ya estudiada. Se trata del eco de Loschmidt (LE), que constituira´ nuestro
principal “testigo” dina´mico empleado en esta Tesis. En general, el LE se define co-
mo la sen˜al obtenida luego de un procedimiento de reversio´n temporal imperfecta
[GPSZ06, JP09, GJPW12]. En sistemas de espines, el LE involucra la evolucio´n, rever-
sio´n temporal y la deteccio´n de una excitacio´n local [LUP98, PLU+00, UPL98]. Ma´s
precisamente, se “inyecta” un exceso de polarizacio´n en un sistema que se encuentra
en equilibrio a alta (infinita) temperatura y luego se deja evolucionar (hacia delante
en el tiempo) hasta algu´n instante espec´ıfico. En ese momento, un procedimiento de
reversio´n cambia el signo del Hamiltoniano, que hace evolucionar al sistema durante
un per´ıodo de tiempo sime´trico (pero hacia atra´s en el tiempo). Finalmente, se mide
la polarizacio´n en el mismo sitio donde se inyecto´ inicialmente. En la pra´ctica, cual-
quier procedimiento de reversio´n temporal resultar´ıa imperfecto. Es decir, el LE es
inexorablemente atenuado por la presencia de grados de libertad no controlados, ya sea
interacciones internas al sistema, imperfecciones en el protocolo experimental, o sim-
plemente grados de libertad del ambiente. Esta observacio´n va de la mano con la nocio´n
de decoherencia y la identificacio´n del LE como un cuantificador de decoherencia.
Estudiaremos entonces la dina´mica de una excitacio´n local en una cadena de espines
(S) que se encuentra acoplada a otra cadena, la cual hace las veces de ambiente (E).
La degradacio´n del LE caracteriza la decoherencia debido a la perturbacio´n producida
por E sobre la dina´mica en S. En efecto, la interaccio´n o acoplamiento SE rompe la
integrabilidad de la cadena aislada, lo cual conlleva a un genuino problema de mu-
chos cuerpos. Se observa un comportamiento bien marcado en cuanto a los reg´ımenes
dina´micos de decoherencia: un decaimiento a tiempos cortos cuadra´tico, un re´gimen ex-
ponencial y finalmente un amesetamiento o saturacio´n a tiempos largos. En particular,
analizaremos detalladamente el decaimiento exponencial del LE, identificando co´mo las
tasas de decaimiento (inverso del tiempo caracter´ıstico) se comportan de acuerdo con la
FGR. Adema´s, dado que para acoplamiento de´bil el LE de una excitacio´n local puede
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asimilarse a una SP, los resultados nume´ricos se comparan con predicciones anal´ıticas
previas para tal cantidad [FI01b].
La evaluacio´n nume´rica de la dina´mica en estos sistemas de espines interactuantes
corresponde a una descomposicio´n Trotter-Suzuki (TS) de orden cuatro descrita en el
Ape´ndice A.
3.2. La formulacio´n LE
Especifiquemos primero el estado inicial como una “excitacio´n local en un sistema de
muchos espines”. En efecto, consideramos un sistema de N espines 1/2 en un estado
de temperatura infinita, es decir una mezcla completamente despolarizada, ma´s una
polarizacio´n localmente inyectada,
ρˆ0 =
1
2N
(ˆI+ 2Sˆz1). (3.1)
Aqu´ı, el esp´ın 1 esta´ polarizado mientras que los otros no lo esta´n, es decir tr[Sˆz1 ρˆ0] =
1
2
y tr[Sˆzi ρˆ0] = 0 ∀i 6= 1. Tal estado inicial puede implementarse experimentalmente no
so´lo en NMR [Cap14] sino tambie´n en a´tomos fr´ıos [WES+11, FKE+13].
Tal como en los experimentos originales [LUP98, PLU+00, UPL98], nuestra eva-
luacio´n nume´rica del LE se basa en una reversio´n temporal imperfecta, seguida por
una medicio´n local. El procedimiento se muestra esquema´ticamente en la Fig. 3.1. Un
Hamiltoniano Hˆ0 dicta la evolucio´n hacia delante del sistema hasta un cierto tiempo
tR. En ese momento, se cambia el signo de Hˆ0, produciendo un evolucio´n sime´trica
hacia atra´s. No obstante, inevitablemente existen perturbaciones, denotadas por Σˆ, cu-
yo origen radica en un control imperfecto del Hamiltoniano “total”. En efecto, dado
que no pueden controlarse, el signo de estos te´rminos no puede invertirse. Luego, los
operadores evolucio´n para cada per´ıodo de tiempo tR son:
Uˆ+(tR) = exp[−
i
~
(Hˆ0 + Σˆ)tR] (3.2)
y
Uˆ−(tR) = exp[−
i
~
(−Hˆ0 + Σˆ)tR] (3.3)
respectivamente. El operador LE esta´ definido como:
UˆLE(2tR) = Uˆ−(tR)Uˆ+(tR), (3.4)
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y produce una “refocalizacio´n” imperfecta a tiempo 2tR. Una medicio´n local de la
polarizacio´n en el sitio 1 termina por definir nuestro LE local:
M1,1(t = 2tR) = 2tr[Sˆ
z
1 UˆLE(t)ρˆ0Uˆ
†
LE(t)] = 2tr[Sˆ
z
1 ρˆt]. (3.5)
Aqu´ı, elegimos como variable libre t = 2tR, el tiempo total en presencia de la pertur-
bacio´n. La dependencia temporal esta´ impl´ıcita en ρˆt v´ıa la imagen de Schro¨dinger,
ρˆt = UˆLE(t)ρˆ0Uˆ
†
LE(t). (3.6)
exp[-i t / ]R h(H + )0 S exp[-i(-H / ]0 R h+ )tS
Time0 tR 2tR
a) b) c)
Figura 3.1: (a) Representacio´n picto´rica del estado inicial dado por la Ec. (3.1), es decir,
un estado de temperatura infinita ma´s un u´nico esp´ın completamente polarizado (excitacio´n
local). El operador unitario Uˆ+(tR) = exp[− i~ (Hˆ0 + Σˆ)tR] transforma al estado inicial del
sistema en un estado correlacionado que se representa en (b). Una reversio´n temporal, que
involucra la inversio´n del signo de Hˆ0, se aplica a tiempo tR. Inmediatamente despue´s, la
evolucio´n del sistema esta´ dada por Uˆ−(tR) = exp[− i~ (−Hˆ0 + Σˆ)tR]. Finalmente, (c) se
realiza una medicio´n local en el mismo esp´ın que inicialmente se hab´ıa polarizado.
Usando la Ec. (3.1), y luego de manipulacio´n algebraica, el LE puede escribirse
expl´ıcitamente como una funcio´n de correlacio´n a temperatura infinita:
M1,1(t) =
1
2N−2
tr[Uˆ †LE(t)Sˆ
z
1(0)UˆLE(t)Sˆ
z
1(0)] =
tr[Sˆz1(t)Sˆ
z
1 (0)]
tr[Sˆz1(0)Sˆ
z
1 (0)]
. (3.7)
Aqu´ı, la dependencia temporal esta´ escrita segu´n la imagen de Heisenberg,
Sˆz1(t) = Uˆ
†
LE(t)Sˆ
z
1(0)UˆLE(t). (3.8)
Notemos que la Ec. (3.7) es expl´ıcitamente una funcio´n correlacio´n en el mismo sitio
pero a diferentes tiempos, razo´n por la cual recibe el nombre de autocorrelacio´n. De
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hecho, resulta muy importante remarcar que la Ec. (3.7) es un caso particular de la Ec.
(2.1), en la cual i = f = 1 y el operador unitario de evolucio´n corresponde a UˆLE(2tR).
En te´rminos del producto interno Hilbert–Schmidt entre las matrices densidad ini-
cial y final, es decir Ecs. (3.1) y (3.6) respectivamente, el LE puede escribirse como:
M1,1(t) = 2
N tr[ρˆ0ρˆt]− 1 = 2 tr[ρˆ0ρˆt]
tr[ρˆ0ρˆ0]
− 1, (3.9)
que puede interpretarse, en algu´n sentido, como el solapamiento estad´ıstico entre dos
estados, tal como en la definicio´n esta´ndar del LE para paquetes de onda [JP01] (en el
caso de estados mezcla, ver tambie´n Refs. [CDPZ03, BZP13]).
Expresiones equivalentes para el LE pueden derivarse descomponiendo la matriz
densidad en una base de estados puros. Para proceder en esa direccio´n, consideraremos
la base computacional Ising {|βi〉}. Adema´s, definiremos el conjunto A de ı´ndices j que
etiquetan los estados base que tienen el 1er esp´ın up, es decir, j ∈ A⇔ Sˆz1 |βj〉 = +12 |βj〉.
Se verifica entonces que ρˆ0 =
∑
j∈A
1
2N−1
|βj〉 〈βj |. Luego, tal como se introdujo en la
Ref. [PLU95],
M1,1(t) = 2
∑
i∈A
∑
j∈A
1
2N−1
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2 − 12
 . (3.10)
(3.11)
Si utilizamos la identidad Sˆz1 = Sˆ
+
1 Sˆ
−
1 − 12 Iˆ en la Ec. (3.7), la invarianza de la traza
ante permutaciones c´ıclicas nos asegura que tr[Sˆz1(t)Sˆ
z
1(0)] = tr[Sˆ
−
1 (0)Sˆ
z
1 (t)Sˆ
+
1 (0)] −
1
2 tr[Sˆ
z
1(t)]. Dado que tr[Sˆ
z
1(t)] = tr[Sˆ
z
1(0)] = 0, entonces:
M1,1(t) = 2
∑
i
1
2N−1
〈βi| Sˆ−1 (0)Uˆ †LE(t)Sˆz1 (0)UˆLE(t)Sˆ+1 (0) |βi〉
= 2
∑
i∈A
1
2N−1
〈βi| Uˆ †LE(t)Sˆz1 UˆLE(t) |βi〉 , (3.12)
la cual es de hecho una manera expl´ıcita de reescribir la Ec. (3.5) en la forma de
promedio sobre ensamble. Resulta crucial aqu´ı usar que Sˆz1 es un operador local
1, y por
lo tanto su promedio en la Ec. (3.12) puede reemplazarse por el valor de expectacio´n
calculado con un u´nico estado puro [ADLP08],
M1,1(t) = 2 〈Ψneq| Uˆ †LE(t)Sˆz1 UˆLE(t) |Ψneq〉 , (3.13)
1El te´rmino local aqu´ı tiene un significado expl´ıcito, pues se trata de un observable de “un cuerpo”.
Esta localidad manifiesta sera´ promovida a una nocio´n ma´s abstracta ma´s adelante.
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donde:
|Ψneq〉 =
∑
i∈A
1√
2N−1
eiϕi |βi〉 . (3.14)
Aqu´ı, ϕi es una fase aleatoria distribuida uniformemente en [0, 2π). El estado definido en
la Ec. (3.14) es una superposicio´n aleatoria que puede imitar al ca´lculo tipo “promedio
sobre ensamble” y por lo tanto provee de una mejora cuadra´tica en el uso de recursos
computacionales [ADLP08, EF13, PPV14]. Con el propo´sito de introducir notacio´n que
sera´ u´til en los pro´ximos cap´ıtulos, reescribimos la Ec. (3.14) en la forma
|Ψneq〉 = |↑〉1 ⊗
∑
i
1√
2N−1
eiϕi |ζi〉 = |↑〉1 ⊗ |Φ2N−1〉 . (3.15)
Aqu´ı, el indice de suma i recorre completamente el espacio de Hilbert correspondiente
a un conjunto de N − 1 espines. Adema´s, {|ζi〉} denota la base computacional Ising de
tal espacio. Por lo tanto, |Φ2N−1〉 es una superposicio´n aleatoria no polarizada definida
sobre todo el espacio de Hilbert de los N − 1 espines.
3.3. La escalera de esp´ın
Los modelos espec´ıficos que consideramos en este cap´ıtulo se muestran en la Fig.
3.2. En el primer caso, Fig. 3.2(a), el sistema S es una cadena de N espines, que
eventualmente podr´ıa constituir un canal cua´ntico. Este sistema interactu´a con una
segunda cadena E de N espines, que hace las veces de un “ambiente ” que perturba
la dina´mica de S. En el segundo caso, Fig. 3.2(b), se imponen condiciones de borde
perio´dicas, transformando as´ı las cadenas en anillos. Conviene notar aqu´ı que el nu´mero
total de espines (S + E) es 2N en vez de N . Obviamente, la evaluacio´n de todas las
fo´rmulas alternativas de la autocorrelacio´n M1,1(t) discutidas en la Sec. 3.2 se efectu´a
considerando el nu´mero total, es decir, 2N espines.
Para ambos casos, el Hamiltoniano de esp´ın esta´ dado por:
Hˆtotal = HˆS ⊗ IE + IS ⊗ HˆE + VˆSE , (3.16)
donde el primer y segundo te´rminos representan los Hamiltonianos de S y E respec-
tivamente, mientras que el tercero es la interaccio´n SE . Para simplificar la notacio´n
escribiremos simplemente HˆS y HˆE en vez de los productos tensoriales con las identida-
des. Tanto para S como para E , usaremos el Hamiltoniano “planar” o XY [MBSH+97],
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Figura 3.2: El sistema de espines. (a) Condiciones de borde abiertas. (b) Condiciones de
borde perio´dicas (anillos). Las l´ıneas continuas verdes representan interacciones cuyo signo
puede invertirse. La l´ıneas a trazo azules representan interacciones cuyo signo no puede ser
invertido. El primer esp´ın (c´ırculo negro) esta´ inicialmente polarizado.
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que describe procesos de flip-flop entre pares de espines adyacentes. Para el modelo que
se muestra en la Fig. 3.2(a), es decir, la cadena abierta,
HˆS =
N−1∑
n=1
JS(Sˆ
x
S,n+1Sˆ
x
S,n + Sˆ
y
S,n+1Sˆ
y
S,n) =
N−1∑
n=1
1
2
JS(Sˆ
+
S,n+1Sˆ
−
S,n + Sˆ
−
S,n+1Sˆ
+
S,n). (3.17)
HˆE =
N−1∑
n=1
JE(Sˆ
x
E,n+1Sˆ
x
E,n + Sˆ
y
E,n+1Sˆ
y
E,n) =
N−1∑
n=1
1
2
JE(Sˆ
+
E,n+1Sˆ
−
E,n + Sˆ
−
E,n+1Sˆ
+
E,n). (3.18)
Tal como ya se discutio´ en las Secciones 2.3 y 2.4, estos Hamiltonianos de esp´ın pueden
transformarse a fermiones no-interactuantes (cadenas tight binding). Para considerar
un modelo tipo anillo, es decir Fig. 3.2(b), un acople tipo XY extra debe incluirse entre
los espines 1 y N -e´simo. Estas condiciones de borde perio´dicas no afectan la validez del
mapeo a fermiones libres, ver Ref. [DPL04].
El acople inter-cadena es:
VˆSE =
N∑
n=1
JSE [2αSˆ
z
S,nSˆ
z
E,n − (SˆxS,nSˆxE,n + SˆyS,nSˆyE,n)] (3.19)
=
N∑
n=1
JSE [2αSˆ
z
S,nSˆ
z
E,n −
1
2
(Sˆ+S,nSˆ
−
E,n + Sˆ
−
S,nSˆ
+
E,n)].
Tal como mencionamos en la Sec. 2.3, el para´metro α determina la anisotrop´ıa del
acoplamiento y puede incluir diferentes interacciones relevantes para el escenario expe-
rimental (NMR). En nuestras simulaciones, con el fin de extender y sistematizar nuestro
ana´lisis, consideraremos no so´lo los casos relevantes para NMR, sino tambie´n varios va-
lores seleccionados de α. Notar que para cualquier valor finito de α la interaccio´n SE
tiene siempre los mismos te´rminos XY . Tales te´rminos permiten la transferencia de po-
larizacio´n de una cadena a la otra, un proceso que puede pensarse en la representacio´n
fermio´nica como “tuneleo de una part´ıcula”. En tal imagen picto´rica, el te´rmino Ising
corresponde con una interaccio´n Coulombiana de dos cuerpos.
Tambie´n en analog´ıa con las Secciones 2.4 y 2.5, resulta importante identificar a
las constantes JS , JE y JSE en su rol para estimar las escalas de tiempo relevantes. En
efecto, las primeras dos determinan el hopping o procesoXY homoge´neo a lo largo de S
y E respectivamente, mientras que JSE determina la escala de interaccio´n inter-cadena.
Para asegurar una degradacio´n suave de la dina´mica coherente en S, fijamos JSE en un
re´gimen de acoplamiento de´bil, es decir JSE ≪ JS , JE .
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3.4. Observaciones en relacio´n al Cap´ıtulo 2.
3.4.1. De la f´ısica de muchos cuerpos a la de un cuerpo, ida y vuelta
Antes de evaluar nume´ricamente el LE para los modelos espec´ıficos descritos ante-
riormente, discutiremos algunas ideas f´ısicas subyacentes. En particular, consideremos
primero la funcio´n de autocorrelacio´n en una cadena XY completamente aislada. Tal
caso puede tratarse usando los argumentos expuestos en el Cap´ıtulo 2, los cuales llevan
desde la Ec. (2.1) a la Ec. (2.6) y finalmente a la Ec. (2.12). Luego, en una evolucio´n ideal
“hacia delante” regida por HˆS , la autocorrelacio´n de temperatura infinita estara´ dada
precisamente por una GF de una part´ıcula. Esto es equivalente a la evolucio´n de un
u´nico esp´ın up en una cadena de espines down,
|Ψ1〉 = |↑1〉 ⊗ |↓2〉 ⊗ |↓3〉 ⊗ . . . ⊗ |↓N 〉 , (3.20)
que, en definitiva, es una funcio´n de onda de un cuerpo definida en un subespacio de S
donde la proyeccio´n de esp´ın total (direccio´n z) es −(N/2 − 1). La autocorrelacio´n se
evalu´a tal como en la Ec. (2.12),
P1,1(t) =
∣∣∣〈Ψ1| exp[−iHˆSt] |Ψ1〉∣∣∣2 . (3.21)
Dado que la cadena tiene N espines, aparecera´n efectos de taman˜o finito en forma
de recurrencias de la polarizacio´n. Estas reciben el nombre de ecos mesosco´picos (ME)
[PAEI94, PLU95] y ocurren cuando interferencias constructivas se manifiestan en el
tiempo de Heisenberg TH . Tal como sen˜alamos en la Seccio´n 2.4.2, TH ∼ ~/d, siendo
d el espaciado medio entre niveles de energ´ıa. En el caso de la cadena, podemos usar
como estimado d ∼ JS/N , y por lo tanto
TH ∼ N ~
JS
. (3.22)
Estimaciones ma´s espec´ıficas evaluadas para modelos particulares no difieren de-
masiado respecto a nuestro argumento “espectral” dado por la Ec. (3.22). Por ejemplo,
tal como se discute en la Ref. [PLU95] para un anillo de N espines acoplados v´ıa
interacciones dipolares,
TH = 2
√
2N
~
J
. (3.23)
Esta cantidad puede interpretarse como el tiempo que una excitacio´n local requiere para
recorrer un anillo de largo L = N × a, a una velocidad promedio de vM/
√
2, siendo
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la velocidad de grupo ma´xima vM = a × 12J/~. Una estimacio´n nume´rica [Usa99] en
anillos con interacciones XY resulta en
TH = (1.03N + 1.44)
~
J
. (3.24)
La presencia de una segunda cadena, E , de´bilmente acoplada a la primera, no des-
truye completamente la propagacio´n de la polarizacio´n a lo largo de S. Esto quiere
decir que la idea de “dina´mica de un cuerpo” que hemos discutido para la cadena
XY es va´lida incluso cuando la cadena no esta´ completamente aislada. En efecto, es-
ta robustez de las interferencias mencionadas permitio´ su observacio´n experimental
[MBSH+97, PUL96, KF99]. En nuestro caso, la presencia de E , ocasionara´ una pro-
gresiva atenuacio´n de los MEs, lo cual provee una forma de cuantificar la decoherencia
inducida por el ambiente en te´rminos de la FGR [ADLP10].
Consideremos ahora el caso particular en el que E se corresponde con una cadena
que permanece esta´tica en una configuracio´n aleatoria y que VˆSE se restringe a una
interaccio´n del tipo Ising. Bajo estas hipo´tesis, el sistema de espines que se presenta
en la Sec. 3.3 au´n se reduce a la dina´mica de una part´ıcula no-interactuante (f´ısica de
un cuerpo), es decir, Ecs. (3.20) y (3.21). En consecuencia, Σˆ se convierte en un ope-
rador self-energy ΣˆS actuando en el espacio de Hilbert de S. De hecho, ΣˆS representa
un conjunto de campos locales aleatorios (cuyo signo no se puede invertir), y que se
originan en la interaccio´n Ising con los espines esta´ticos de E . En te´rminos de part´ıcula
no-interactuante, ΣˆS provee de un “potencial desordenado binario ”(para cada configu-
racio´n espec´ıfica del ambiente) que es una variante del problema de Anderson [And78].
Esta analog´ıa anticipa el caso que sera´ tratado en el Cap´ıtulo 5.
El mismo procedimiento que nos permitio´ reducir la Ec. (2.1) a la Ec. (2.12), trans-
forma la Ec. (3.5) en el LE de una part´ıcula:
M1,1(2tR) =
∣∣∣∣〈Ψ1| exp{− i~(−HˆS + ΣˆS)tR} exp{− i~(HˆS + ΣˆS)tR} |Ψ1〉
∣∣∣∣2 . (3.25)
Aqu´ı, podemos reconocer la definicio´n usual del LE, introducida en la Ref. [JP01], como
el overlap de dos funciones de onda evolucionando en presencia de un desorden esta´tico.
La separacio´n del conjunto de espines entre un subconjunto controlable (S) y uno no
controlable (E) tiene un esp´ıritu similar a la discusio´n de la fidelidad parcial, llamada eco
de Boltzmann, analizado en Ref. [PJ06] para un problema de dos cuerpos. En analog´ıa,
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nuestro problema de espines tambie´n verifica: (i) la separacio´n entre dos sistemas que
interactu´an entre s´ı (S y E), (ii) el estado inicial en S esta´ bien determinado como una
polarizacio´n inyectada localmente, Ec. (3.1), y al final se realiza una medicio´n local en
el mismo sitio de la inyeccio´n inicial, (iii) el subsistema E permanece en el equilibrio
te´rmico de alta temperatura, y (iv) el Hamiltoniano de S puede ser revertido (cambiarle
el signo), mientras que el de E y el de la interaccio´n SE no pueden controlarse de esa
forma. En contraposicio´n, la Ref. [PJ06] considera un sistema cao´tico de un cuerpo
acoplado a otro sistema cao´tico de un cuerpo. Nuestro caso, en cambio, tanto S como
E (aislados) se corresponden ambos con sistemas integrables de muchos cuerpos y que
se reducen a sistemas de un cuerpo v´ıa JWT.
3.4.2. La descripcio´n FGR
Introducimos ahora los reg´ımenes de decaimiento del LE, siguiendo la discusio´n del
Cap´ıtulo 2 y la literatura del LE [JP01, JSB01, CLM+02, GJPW12]. La idea subya-
cente aqu´ı es que al incluir una de´bil interaccio´n VˆSE , la propagacio´n de la excitacio´n
(polarizacio´n) a lo largo de S se degradara´ suavemente hasta alcanzar un estado esta-
cionario (al menos en lo que refiere al observable polarizacio´n local). De esa manera, el
LE decaer´ıa mono´tonamente, tal como la SP en la Ec. (2.23) deca´ıa por presencia de
un ambiente. Por supuesto que esta imagen picto´rica requiere de cadenas largas como
para disponer de un espectro suficientemente denso.
El decaimiento a tiempos cortos es, naturalmente, cuadra´tico:
M1,1(t) = 2 〈Ψneq| Uˆ †LE(t)Sˆz1 UˆLE(t) |Ψneq〉
= 1− 〈Ψneq|
[
Σˆ2 − 2ΣˆSˆz1Σˆ
]
|Ψneq〉 (t/~)2 +O
(
(t/~)3
)
(3.26)
Aqu´ı, el prefactor σ2 = 〈Ψneq|
[
Σˆ2 − 2ΣˆSˆz1Σˆ
]
|Ψneq〉 define el segundo momento local
de Σˆ. Cuando
[
Σˆ, Sˆz1
]
= 0, se verifica que:
M1,1(t) = 1− 1
16
〈Ψneq|
([
Σˆ, Hˆ0
]
Sˆz1
[
Σˆ, Hˆ0
]
−
[
Σˆ, Hˆ0
]2)
|Ψneq〉 (t/~)4 +O
(
(t/~)5
)
(3.27)
En la mayor´ıa de los casos, el decaimiento a tiempos cortos se continu´a en un re´gimen
de tipo exponencial descrito por la FGR. Tal como en la Ec. (2.22), la prediccio´n FGR
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de la tasa caracter´ıstica de decaimiento viene dada por
1
τφ
=
2Γφ
~
≃
∑
δ
2π
~
∣∣∣V δSE ∣∣∣2N1δ, (3.28)
donde
∣∣V δSE ∣∣2 ≡ σ2 es el segundo momento local del proceso δ (Ising oXY ) que contribu-
ye a la interaccio´n SE , y N1δ representa alguna DDCS apropiada. Conviene mencionar
aqu´ı que la DDCS determina el tiempo de transicio´n entre el decaimiento cuadra´tico
(tiempos cortos) y el re´gimen exponencial [FI01b, RFP06b]. En efecto, tal transicio´n
se espera que ocurra en un tiempo llamado spreading time (“tiempo de desparramo”)
ts ≃ (τφσ2)−1 = ~πN1. Para sistemas fuertemente interactuantes, una formula inter-
polante entre ambos reg´ımenes ha sido propuesta [FI01b],
P11(t) ∼ exp
[
2
Γ2
σ2
− 2
√
Γ4
σ4
− Γ2t2/~2
]
, (3.29)
y que no ha sido analizada en sistemas concretos.
3.5. La evaluacio´n nume´rica del LE
En esta seccio´n presentamos el ca´lculo nume´rico de M1,1(t) para los modelos que
se muestran en la Fig. 3.2. Si bien nuestro principal intere´s radica en el decaimiento
exponencial y la FGR, podemos identificar tambie´n el decaimiento cuadra´tico inicial y
un re´gimen de saturacio´n a tiempos muy largos, ver Fig. 3.3. Es apreciable que el LE
evidencia una dependencia temporal no trivial para un amplio rango de interacciones SE
posibles. Esta observacio´n contrasta con el estudio de la degradacio´n de interferencias
v´ıa el ME [ADLP10], cuya mera observacio´n restringe la cuantificacio´n de decoherencia.
En la Fig. 3.4(a) la dina´mica a tiempos cortos se compara con el decaimiento
cuadra´tico esperado de la Ec. (3.26). De hecho, el gra´fico de (1−M1,1) /J2SE como
funcio´n del tiempo, muestra que la Ec. (3.26) toma la forma de:
M1,1(t) ≃ 1−
(
JSE
2~
)2
t2, (3.30)
donde el segundo momento de la interaccio´n SE es σ2 = (JSE/2)2. Este comportamiento
se verifica hasta el tiempo ts ≃ ~/JE , lo cual es consistente con la prediccio´n para ts
en te´rminos de la escala dina´mica t´ıpica de E . Para comparar, mostramos en la Fig.
3.4(b) la SP de una excitacio´n en un sistema S de un u´nico esp´ın que interactu´a
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Figura 3.3: El LE local M1,1(t) como funcio´n del tiempo de evolucio´n total t = 2tR. Los
resultados nume´ricos que se muestran se corresponden a un anillo de 5 espines de´bilmente
acoplados a otro anillo ide´ntico v´ıa interacciones intercadena de tipo XY (α = 0). Mientras
mayor sea la constante de acoplamiento intercadena J
SE
, ma´s ra´pido se alcanzara´ el re´gimen
de saturacio´n. De arriba a abajo, las diferentes curvas corresponden a J
SE
: 0.001, 0.01,
0.025, 0.05, 0.1, 0.25 y 0.5, en unidades de J
E
.
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Figura 3.4: (a) Comportamiento a tiempos cortos de M1,1(t). La linea de puntos es
el decaimiento cuadra´tico dado por la Ec. (3.30). (b) Dina´mica a tiempos cortos de la
SP P1,1(t) correspondiente a una cadena XY descrita con el modelo tight-binding: Hˆ =
J
SE
2
(
cˆ+0 cˆ1 + cˆ
+
1 cˆ0
)
+
J
E
2
∑∞
n=1
(
cˆ+n cˆn+1 + cˆ
+
n+1cˆn
)
. Este modelo es un ejemplo paradigma´tico
de la FGR [RF09, Den12]. Notar la similaridad entre (a) y (b) en lo que refiere a la
separacio´n del decaimiento cuadra´tico, es decir, el spreading time ts. La l´ınea a trazos
muestra un dibujo de la Ec. (3.29) para J
SE
= 0.5J
E
.
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con el borde de una cadena E . En ese modelo simple, que se muestra en el inset,
todas las interacciones son de tipo XY . Adema´s, este modelo constituye un ejemplo
paradigma´tico de decaimiento tipo FGR, dado que la DDCS esta´ muy bien definida
como N1 = 1/JE y es independiente de JSE [RF09]. En la Fig. 3.4(b), mostramos con
una l´ınea a trazos la fo´rmula interpolante dada en la Ec. (3.29), para el acoplamiento
ma´s fuerte. Esta expresio´n se desv´ıa ma´s ra´pido del decaimiento cuadra´tico que la SP
de la cadena tight binding.
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Figura 3.5: Transicio´n del decaimiento cuadra´tico a tiempos cortos al inicio del re´gimen
exponencial. Las l´ıneas a trazos corresponden a los decaimientos exponenciales dados por
los ajustes, mostrados aqu´ı para valores representativos. La demora en la aparicio´n del
re´gimen exponencial se indica con flechas apuntando el primer punto utilizado en el ajuste.
Las l´ıneas continuas representan la fo´rmula interpolante, es decir Ec. (3.29), evaluada con
σ2 y Γ apropiados.
La entrada al re´gimen exponencial se muestra en la Fig. 3.5, para algunos valores
de una interaccio´n SE del tipo XY . Como tendencia general, observamos que el de-
caimiento exponencial queda bien definido luego de un tiempo de evolucio´n mayor al
que se corresponde con el fin del re´gimen cuadra´tico. Indicamos con flechas los datos
iniciales con los que se ajustan los decaimientos. Para comparar, la SP correspondien-
te a la fo´rmula interpolante, Ec. (3.29), se grafica para los mismas escalas de tiempo.
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Se aprecia que para JSE/JE . 0.085 la interpolacio´n cae por debajo de los resultados
nume´ricos, y los tiempos requeridos para definir bien la exponencial son mayores.
Para tiempos suficientemente largos, el LE satura en un plateau tal como se observa
en la Fig. 3.3. Esto resulta consistente con la idea que, en este arreglo finito de espines
interactuantes, la polarizacio´n se comporta ergo´dicamente respecto a la dina´mica del
LE y por ello termina distribuye´ndose uniformemente. De hecho, a tiempos largos cada
sitio esta´ polarizado en 1/(2N), siendo 2N el nu´mero total de espines (1/10 para el
caso particular que se grafica).
Para cuantificar sistema´ticamente el re´gimen exponencial, graficamos las escalas
caracter´ısticas de tal re´gimen 1/τφ en la Fig. 3.6(a), como funcio´n de J
2
SE en unidades
de JE/~. Esta u´ltima cantidad es la apropiada para verificar la validez de la FGR (Ec.
(3.28)), ya que J2SE is la escala t´ıpica para el segundo momento de la interaccio´n SE
y 1/JE la escala t´ıpica de N1 (la DDCS). A pesar que consideramos varias elecciones
para la anisotrop´ıa α de la interaccio´n SE , mostramos so´lo los casos relevantes para los
experimentos de NMR: XY (α = 0), Heisenberg (α = −12), y dipolar truncado (α = 1).
Observamos tambie´n que las condiciones de borde juegan un papel no trivial [DPL04].
Para el caso de condiciones de borde abiertas (Fig. 3.2(a)), aparecen oscilaciones mon-
tadas sobre el decaimiento, que dependen de la paridad de N (recordar que aqu´ı N es
el nu´mero de espines en cada cadena). Presentamos los resultados so´lo para condiciones
de borde perio´dicas (anillos), donde tales efectos son casi despreciables.
En contraste con el estudio basado en la degradacio´n de ME [ADLP10], puede apre-
ciarse que el LE permite un acceso “continuo” a un amplio rango de perturbaciones
(incluso muy de´biles), y se puede obtener con relativa facilidad el tiempo τφ que cuan-
tifica la escala de tiempo de la decoherencia. Se observa en la Fig. 3.6(a) que la tasa
caracter´ıstica (inverso del tiempo τφ) comienza desde cero y aumenta con la magnitud
de la perturbacio´n, JSE . Luego de cierto umbral, se observa una dependencia lineal
en el segundo momento de la perturbacio´n. Esto termina por confirmar la Ec. (3.28)
para ese rango de perturbaciones. El ajuste lineal esta´ corrido por un pequen˜o offset,
1/τ0, que parece depender de la naturaleza de la interaccio´n SE , ya que aumenta para
perturbaciones con mayor α (mayor componente Ising).
La Figura 3.6(b) muestra la contribucio´n FGR a las tasas de decoherencia (1/τφ −
1/τ0, en unidades de J
2
SE/~JE ) como funcio´n del cuadrado de la anisotrop´ıa, α
2. Tam-
bie´n incluimos las tasas obtenidas con la atenuacio´n de los ME [ADLP10]. De las
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Figura 3.6: a) Tasas de decaimiento para acoples intercadena dados por las tres inter-
acciones t´ıpicas en NMR, en unidades de J
E
/~. Las pendientes y ordenadas dependen del
valor de α, es decir, en el peso relativo entre la contribucio´n Ising (desfase puro) y la XY
(transferencia de polarizacio´n). b) La aditividad de las contribuciones Ising y XY a la tasa
total FGR se verifica en el gra´fico de su suma como funcio´n de α2, en unidades de ~J
E
/J2
SE
,
cubriendo el rango de intere´s f´ısico. Con la finalidad de comparar, se muestran tambie´n las
tasas caracter´ısticas de decaimiento obtenidas por degradacio´n de ME (Ref. [ADLP10]).
pendientes en tal gra´fico derivamos las contribuciones a la tasa global 1/τφ, correspon-
dientes a cada proceso (XY e Ising) en la interaccio´n SE :
1
τφ
=
1
τ0
+
1
τXYφ
+
1
τZZφ
. (3.31)
Para el LE resulta:
1
τXYφ
= (0.92 ± 0.04)J
2
SE
~JE
, (3.32)
1
τZZφ
= (1.12 ± 0.04)α2 J
2
SE
~JE
. (3.33)
Y de acuerdo con los resultados reportados en la Ref. [ADLP10], traduciendo su nota-
cio´n −a/b ≡ 2α, las tasas que contribuyen a la degradacio´n de los ME son:
1
τXYφ
= (1.00 ± 0.06)J
2
SE
~JE
, (3.34)
1
τZZφ
= (2.0 ± 0.3)α2 J
2
SE
~JE
. (3.35)
61
3. EL ECO DE LOSCHMIDT EN SISTEMAS DE MUCHOS CUERPOS
El aspecto ma´s relevante que se desprende de la comparacio´n es que mientras la con-
tribucio´n XY es esencialmente la misma para ambas estrategias, la contribucio´n Ising
para el ME (Ec. (3.35)) es casi el doble que la obtenida para el LE. En la pro´xima
seccio´n intentaremos explicar el origen de tal diferencia.
3.6. Ana´lisis del decaimiento del LE
La evaluacio´n nume´rica del LE realizada nos permite verificar las expectativas dis-
cutidas en la Seccio´n 3.4. En particular, corroboramos que el decaimiento a tiempos
cortos esta´ naturalmente regido por el segundo momento de la interaccio´n SE , es decir
σ2 = [JSE/2]
2. Tambie´n verificamos la estimacio´n para el spreading time ts ≃ ~/JE , es
decir la transicio´n desde el decaimiento cuadra´tico al exponencial. Encontramos que tal
estimacio´n se corresponde con el final del re´gimen cuadra´tico, pues se observa que la
entrada al re´gimen exponencial ocurre a un tiempo mayor que ts. Esto indicar´ıa que la
DDCS no se encuentra “inmediatamente definida” y que requiere del acople intercadena
JSE para definirse. De hecho, se requiere de la existencia de JSE para romper la fuerte
degeneracio´n presente en E aislado, que es una cadena XY finita (integrable). So´lo
cuando esas degeneraciones se rompen, es de esperar la presencia un espectro suficien-
temente denso (requisito para la FGR). En ese caso, cada cadena de N se corresponde
con 2N niveles de energ´ıa, de los cuales
( N
N/2
)
pueden acoplarse v´ıa una interaccio´n que
conserva proyeccio´n de esp´ın en la direccio´n z.
La fo´rmula interpolante dada por la Ec. (3.29) aproxima satisfactoriamente el de-
caimiento cuadra´tico, pero no es tan precisa para tiempos intermedios y obviamente no
puede reproducir la saturacio´n a tiempos largos. Estas desviaciones pueden atribuirse
fa´cilmente a la falla de nuestra analog´ıa de la dina´mica LE con una dina´mica SP. La
f´ısica subyacente en la Ec. (3.29) esta´ basada en la premisa de un nu´mero N suficiente-
mente grande y una DDCS bien definida. Adema´s, en nuestro caso tratamos un sistema
finito (y relativamente pequen˜o), por lo que la polarizacio´n no puede equilibrar en cero.
De hecho, la polarizacio´n asinto´tica observada, 1/(2N), puede identificarse con un com-
portamiento ergo´dico para la dina´mica LE. Dado que tal propiedad no esta´ presente en
el sistema aislado, aparecer´ıa como consecuencia de la interaccio´n SE . Esta observacio´n
sera´ discutida en detalle en los cap´ıtulos siguientes.
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Tanto las tasas caracter´ısticas obtenidas como el segundo momento σ2, no dependen
expl´ıcitamente del nu´mero total de espines ni del nu´mero de espines en S. La razo´n
de tal independencia en el nu´mero de espines esta´ vinculada a la condicio´n inicial de
no-equilibrio (Ec. (3.1)) y la posterior medicio´n local. De hecho, la excitacio´n inicial
mantiene su cara´cter de “part´ıcula” al propagarse en la cadena XY (puede asimilarse a
una dina´mica cla´sica). Esta imagen picto´rica permanece va´lida incluso hasta la escala
de tiempo en la que el LE decae exponencialmente. Asimismo, hemos verificado que
la independencia en el nu´mero de espines se rompe al considerar estados iniciales que
son superposiciones espec´ıficas (no locales). Estos casos esta´n fuera del alcance de este
cap´ıtulo y sera´n estudiados en el Cap´ıtulo 6.
Podr´ıa decirse que dividir en dos las contribuciones FGR a la tasa de decoherencia
parece ser una premisa bastante fuerte. Sin embargo, esta estrategia ya fue utilizada
anteriormente, por ejemplo en las Refs. [ADLP10] y [DRBM+12]. Cada contribucio´n
esta´ asociada a un te´rmino diferente en el acople intercadena VˆSE , y representa dos
procesos f´ısicos distintos (XY e Ising). Tal como se discutio´ en el cap´ıtulo anterior,
cada proceso debe tener su correspondiente DDCS. En efecto, la dependencia lineal
que se observa al graficar 1/τφ−1/τ0 como funcio´n de α2 (Fig. 3.6) evidencia la validez
de la separacio´n en contribuciones.
Comparemos ahora los tiempos caracter´ısticos obtenidos con aquellos que se corres-
ponden a la degradacio´n del ME [ADLP10]. Por un lado, las contribuciones de procesos
XY para ME y LE son casi las mismas. Tal equivalencia es interpretada en te´rminos
de la asociacio´n entre polarizacio´n y dina´mica de una part´ıcula, ya sea en S o en E .
Aun cuando esta imagen de part´ıcula no es va´lida en presencia de la interaccio´n VˆSE ,
la dina´mica no puede ser radicalmente diferente (sobretodo porque el acoplamiento es
de´bil). La propagacio´n de la polarizacio´n a lo largo de una cadena se vera´ so´lo de´bil-
mente afectada por efecto tu´nel a la otra. En te´rminos de part´ıcula, la energ´ıa cine´tica
a lo largo de las cadenas conmuta con aquella intercadena. Por lo tanto, la tasa 1/τXYφ
deber´ıa coincidir con la tasa de transferencia polarizacio´n, independientemente de la
reversio´n temporal realizada en S.
En contraste al “simple” decaimiento asociado a los procesos XY en la interaccio´n
SE , la contribucio´n Ising produce fluctuaciones de energ´ıa que inducir´ıan a aumentar la
difusio´n en S. En ese caso, las recurrencias dina´micas (los ME) se borrar´ıan ma´s fa´cil-
mente. La tasa observada para el decaimiento del LE resulta ser menor, y esto indicar´ıa
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que la reversio´n en S es parcialmente eficaz en filtrar esas fluctuaciones. De hecho, las
tasas de decaimiento (contribucio´n Ising) para el LE son aproximadamente la mitad de
las que se reportan para los ME [ADLP10]. Esto podr´ıa significar que el ME sobreestima
la degradacio´n de fase inducida por el ambiente. Podemos entender la f´ısica del proceso
usando la analog´ıa con un paquete de ondas que evoluciona en presencia de un poten-
cial desordenado (el problema de Anderson). Para tal analog´ıa, necesitar´ıamos que la
segunda cadena no tenga dina´mica, es decir, permanezca congelada en alguna confi-
guracio´n espec´ıfica. Luego, el desorden inducido por la cadena E provocar´ıa difusio´n,
que a su vez dificultar´ıa la aparicio´n de ME. Tal proceso se considerar´ıa decoherencia.
Ahora bien, la reversio´n temporal de la propagacio´n (XY ) interna en S no revierte
el desorden. Sin embargo, si consideramos que el ambiente ahora s´ı tiene dina´mica y
que su escala de tiempo es comparable a la del sistema (JS ≃ JE), entonces existen
fluctuaciones particulares que permiten una reversio´n perfecta en la dina´mica del sis-
tema. Esto ocurre cuando no solamente la energ´ıa cine´tica de la part´ıcula se revierte,
sino tambie´n el te´rmino de potencial local. Esas fluctuaciones espec´ıficas en E- son las
que se requieren para deshacer los corrimientos de fase producidos durante la evolucio´n
hacia delante. Este argumento esta´ fuertemente ligado a la imagen de part´ıcula libre
propaga´ndose y a la conmensuracio´n de escalas de tiempo entre S y E . Ver Fig. 3.7.
En presencia de un ambiente fluctuante, el LE puede reconstruir fases al menos una
fraccio´n de las posibles configuraciones locales.
3.7. Conclusiones
En este cap´ıtulo introdujimos la formulacio´n del LE, definido como una funcio´n de
autocorrelacio´n local de esp´ın. Esta magnitud es exactamente la evaluada experimen-
talmente [LUP98, UPL98, PLU+00], es decir, la polarizacio´n local que se detecta luego
de un procedimiento de reversio´n temporal.
Utilizamos el LE como cuantificador de decoherencia en un sistema cua´ntico es-
pec´ıfico. En particular, consideramos dos cadenas de espines acopladas, donde una de
ellas es el sistema en cuestio´n, y la otra hace las veces de un ambiente estructurado. El
acople sistema-ambiente incluye una interaccio´n del tipo XY con un te´rmino Ising cuyo
peso var´ıa entre 0 y 2 (Hamiltoniano dipolar truncado). La atenuacio´n del LE provee
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Figura 3.7: La interaccio´n intercadena Ising en analog´ıa con una part´ıcula propaga´ndose
en un potencial binario desordenado. Un c´ırculo relleno significa un esp´ın up o un fermio´n,
y un c´ırculo vac´ıo representa un esp´ın down o hueco. Todos los procesos se consideran a
una escala de tiempo muy corta, ba´sicamente dada por un u´nico paso Trotter. a) Dina´mica
hacia delante en S, en presencia de “energ´ıas de sitio aleatorias”. b) La evolucio´n hacia
atra´s en S es imperfecta pues el ambiente E permanece esta´tico y las “energ´ıas de sitio” no
se invierten. c) Una evolucio´n particular en E permite la reversio´n perfecta para la dina´mica
en S. Aqu´ı, todas las “energ´ıas de sitio ” alrededor de la excitacio´n esta´n revertidas respecto
a la evolucio´n hacia delante.
65
3. EL ECO DE LOSCHMIDT EN SISTEMAS DE MUCHOS CUERPOS
una estimacio´n directa de la tasa de decoherencia, sin la necesidad de asumir hipo´te-
sis ad-hoc como funciones espectrales [CL84, Wei08] u operadores de ruido estoca´stico
[BBC+94, MNP+99].
La tasa de decoherencia obtenida se separa en dos contribuciones, siendo ambas
proporcionales a J2SE y 1/JE , tal como se espera para la FGR. No hay dependencia en
el nu´mero N de espines. Este hecho se relaciona con la condicio´n inicial y la naturaleza
local del observable, algo que no suceder´ıa para un estado inicial arbitrario. Tambie´n
es indicativo de una regla de suma espec´ıfica entre el segundo momento local de la
interaccio´n y la DDCS, que termina por coincidir con lo esperable para un problema
de una part´ıcula.
Para el modelo estudiado, utilizamos la similitud entre el LE y la SP para probar
una fo´rmula interpolante propuesta en el contexto de sistemas fuertemente interactuan-
tes. Tal expresio´n intenta dar una descripcio´n unificada del decaimiento cuadra´tico a
tiempos cortos y el posterior re´gimen exponencial. A pesar que reproduce cualitativa-
mente bien los resultados nume´ricos, el LE evidencia sutilezas y un comportamiento
ma´s complejo que esa prediccio´n. Por ejemplo, la ruptura de las degeneraciones propias
de la dina´mica integrable (una part´ıcula) debido a la interaccio´n SE y la aparicio´n
de un comportamiento ergo´dico que se manifiesta como una distribucio´n uniforme o
saturacio´n asinto´tica, esta´n presentes en la dina´mica del LE.
El estudio nume´rico del LE aqu´ı presentado indica que es un buen cuantificador
de decoherencia en comparacio´n con el ana´lisis esta´ndar basado en la degradacio´n
de interferencias, dado que puede recuperar informacio´n que antes no se consideraba.
Adema´s, filtrando la dina´mica intr´ınseca del sistema v´ıa la reversio´n temporal, el LE
se deshace de la dina´mica trivial (aquella asociada a S) y da cuenta genuinamente de
los efectos de la decoherencia. De esta forma, el LE proporciona un acceso continuo a
los procesos de decoherencia inducidos por un ambiente.
Las contribuciones originales en este Cap´ıtulo se publicaron en:
“Loschmidt echo as a robust decoherence quantifier for many-body systems”, Pablo R.
Zangara, Axel D. Dente, Patricia R. Levstein, and Horacio M. Pastawski, Phys. Rev A
86, 012322 (2012).
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Cap´ıtulo 4
Fluctuaciones temporales luego
de la equilibracio´n
En este cap´ıtulo discutiremos aspectos generales de la dina´mica y equilibracio´n de
observables de pocos cuerpos en sistemas cua´nticos cerrados. En particular, investiga-
remos las fluctuaciones alrededor de los valores estacionarios que se observan luego que
los observables hayan “equilibrado”.
4.1. Equilibracio´n en observables de pocos cuerpos
En el cap´ıtulo 3 mostramos que la funcio´n de autocorrelacio´n M1,1(t) permanece
muy cerca del valor 1/N luego de suficiente tiempo (cuando el “decaimiento” en s´ı mis-
mo ha culminado). Esto evidencia que la polarizacio´n se distribuyo´ homoge´neamente en
el sistema de espines. En tal caso, la polarizacio´n constituye un ejemplo de observable
que alcanza un valor estacionario, cercano a una constante (en algu´n sentido, asinto´ti-
camente). En general, diremos que un observable equilibra si su valor de expectacio´n
permanece cercano a un valor constante para casi todo el tiempo [LPSW09, GME11].
Aqu´ı, el te´rmino “casi todo” significa que la equilibracio´n en sistemas aislados ocurre en
un sentido probabil´ıstico. Ma´s precisamente, se requiere que (i) las fluctuaciones tempo-
rales de un observable, luego que los comportamientos transitorios hayan desaparecido,
sean muy pequen˜as, implicando proximidad a un valor esta´tico para la basta mayor´ıa
de los tiempos, y que (ii) las fluctuaciones temporales disminuyan con el taman˜o del
sistema, anula´ndose en el l´ımite termodina´mico (TL). Eventualmente, las fluctuaciones
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temporales dara´n lugar a la aparicio´n de recurrencias espec´ıficas propias de toda evolu-
cio´n unitaria. Sin embargo, para los sistemas interactuantes que consideraremos aqu´ı,
estos eventos excepcionales tienen asociados tiempos de Heisenberg extraordinariamen-
te largos. En particular, tales tiempos esta´n mucho ma´s alla´ del alcance de nuestras
simulaciones nume´ricas, dados los errores acumulativos inherentes al me´todo empleado
(ver Sec. 4.2.3 y Ape´ndice A).
Sobre la base de argumentos semicla´sicos y sistemas completamente cao´ticos [FP86,
Deu91, Pro94, Sre, Sre96b, Sre96a], se ha mostrado que la amplitud cuadrada media
de las fluctuaciones temporales luego del decaimiento transitorio disminuye exponen-
cialmente con el taman˜o del sistema. Este resultado es independiente de los detalles
del estado inicial, que se asume como un estado puro arbitrario [Sre96b, Sre96a]. Sin
embargo, el uso subyacente de una teor´ıa de matrices aleatorias estar´ıa sobresimplifi-
cando lo que realmente ocurre con sistemas f´ısicos concretos (experimentales). Estos
sistemas, t´ıpicamente tienen interacciones de dos cuerpos y de corto alcance, mientras
que las matrices aleatorias conllevan interacciones de muchos cuerpos (incluso ma´s que
dos) y de largo alcance [BFF+81, ZBFH96, Kot01]. En los sistemas reales, la densidad
de estados (DoS) es Gaussiana [BFF+81], y so´lo en el centro del espectro encontramos
autoestados “cao´ticos”, donde las amplitudes de probabilidad de los vectores base son
muchas, pequen˜as y descorrelacionadas. Estudios recientes acerca de las cotas para las
fluctuaciones temporales prescinden del uso de matrices aleatorias, y en cambio se basan
en Hamiltonianos que no tengan demasiadas degeneraciones en cuanto a autovalores y
gaps de energ´ıa. Adema´s, se consideran estados iniciales que son superposicio´n de un
gran nu´mero de autoestados de energ´ıa [Rei08, Sho11, SF12, Rei12]. En estos u´ltimos
casos, las fluctuaciones nuevamente verifican una ley de escala exponencial con el ta-
man˜o del sistema. Por otro lado, en el caso particular de un Hamiltoniano integrable
que sea cuadra´tico en los operadores fermio´nicos cano´nicos (o mapeable a uno, como
en el caso del Hamiltoniano XY ) donde la condicio´n de no-resonancia no se cumple
(es decir, hay muchos gaps degenerados), se mostro´ anal´ıticamente [VZ13] y nume´rica-
mente [CCR11, GR12, HSWR13] que las fluctuaciones temporales de un observable de
“un cuerpo” disminuyen como 1/
√
N , siendo N el taman˜o del sistema.
Los antecedentes mencionados motivan las siguientes preguntas: ¿co´mo dependen
las fluctuaciones temporales en funcio´n de N cuando se rompe la integrabilidad 1?
1Ver Sec. 2.3.1.
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¿que´ sucede con sistemas cao´ticos en los que la energ´ıa del estado inicial esta´ lejos
del centro espectral? Exploraremos e´stas y otras interrogantes relacionadas utilizando
sistemas 1D tanto integrables (el Hamiltoniano XY ) como no-integrables. Nuestros
resultados aqu´ı implican, como regla general, una ley de escala exponencial con el
taman˜o del sistema para todos los casos no-integrables. No obstante, la respuesta precisa
a tales preguntas depende de la relacio´n particular entre cada estado inicial y cada
Hamiltoniano. Para estados iniciales cercanos al borde del espectro y, adema´s, no muy
deslocalizados en representacio´n de energ´ıa, el coeficiente de atenuacio´n exponencial es
muy pequen˜o. Au´n en tales casos, el ajuste exponencial se muestra ser ma´s apropiado
que una ley de potencias. So´lo en el caso de un modelo integrable (no-interactuante)
como el Hamiltoniano XY , el ajuste tipo ley de potencias es mejor, siempre que el
estado inicial no se comporte ya de entrada “te´rmicamente”.
Para evaluar el nivel de deslocalizacio´n (en energ´ıa) del estado inicial, utilizaremos
la nocio´n de energy shell, una idea bien establecida en la literatura de caos en siste-
mas de muchos cuerpos [CCGI93, CCGI96]. En este campo, comu´nmente se separa el
Hamiltoniano total del sistema en un parte no-perturbada, que describe part´ıculas no
interactuantes (o cuasipart´ıculas) y una perturbacio´n, que representa las interacciones
inter-(cuasi)part´ıculas y es capaz de llevar al sistema a un re´gimen cao´tico. La represen-
tacio´n matricial del Hamiltoniano se escribe entonces en la base correspondiente a los
vectores “no perturbados” (es decir, la base computacional Ising). En este contexto, la
LDoS se define como la distribucio´n en energ´ıa de las componentes Cjα de los vectores
base1 |j〉 = ∑αCjα|α〉, siendo |α〉 los autoestados del Hamiltoniano total [FI00]. La
llamada energy shell es la LDoS maximal, obtenida en el l´ımite de interacciones muy
fuertes. Tiene un forma Gaussiana y su rol es dual: por un lado determina el desparramo
ma´ximo posible de un estado no-perturbado particular, y por otro lado determina nivel
ma´ximo posible de deslocalizacio´n de los autoestados en la base computacional. Para
sistemas reales, con interacciones de pocos cuerpos y alcance finito, los estados se des-
localizan cada vez ma´s a medida que la perturbacio´n aumenta, pero nunca alcanzan a
estar completamente extendidos como en el caso de matrices aleatorias. Entonces se dice
que alcanzan un re´gimen cao´tico cuando la LDoS cubre la energy shell ergo´dicamente de
1Notese que la notacio´n en este cap´ıtulo difiere a la del resto de la Tesis. Aqu´ı, los vectores de la
base computacional Ising se denotan con {|i〉} en lugar de {|βi〉} tal como se introdujo en la Sec. 3.2. La
notacio´n con caracteres griegos {|α〉} se reserva aqu´ı para autoestados espec´ıficos de un Hamiltoniano.
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modo tal que las componentes del estado (en la base no perturbada) pueden verse como
variables aleatorias de distribucio´n Gaussiana [CCGI93, CCGI96, SBI12a, SBI12b].
En este cap´ıtulo consideraremos como estados iniciales a vectores espec´ıficos de la
base computacional en la que escribimos el Hamiltoniano total. El ancho de la distribu-
cio´n en energ´ıa del estado inicial corresponde al ancho de la Gaussiana que representa
a la energy shell. La vida media del estado dependera´ de cua´n grande es tal ancho y
del llenado de la energy shell. Cuando el llenado es parcial (estados pro´ximos al borde
del espectro) y su ancho es pequen˜o en comparacio´n con el ancho de la densidad total
de autoestados (DoS), el decaimiento es muy lento. Este escenario se agrava au´n ma´s
en presencia de Hamiltonianos con simetr´ıas adicionales.
4.2. Los sistemas y las magnitudes estudiadas
Consideramos aqu´ı un arreglo 1D con N espines 1/2 y condiciones de contorno
abiertas. El Hamiltoniano contiene acoples a primeros (nn) y eventualmente segundos
(nnn) vecinos,
Hˆ = Hˆnn + λHˆnnn, (4.1)
Hˆnn =
N−1∑
j=1
J
(
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1 +∆Sˆ
z
j Sˆ
z
j+1
)
,
Hˆnnn =
N−2∑
j=1
J
(
Sˆxj Sˆ
x
j+2 + Sˆ
y
j Sˆ
y
j+2 +∆Sˆ
z
j Sˆ
z
j+2
)
.
La constante de acoplamiento J determina las unidades de energ´ıa, la anisotrop´ıa
esta´ dada por ∆ y λ controla el peso relativo entre nnn y nn. Tal como en los ca-
sos ya discutidos, el te´rmino de flip-flop Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1 (Sˆ
x
j Sˆ
x
j+2 + Sˆ
y
j Sˆ
y
j+2) mueve
las excitaciones a trave´s de la cadena y Sˆzj Sˆ
z
j+1(Sˆ
z
j Sˆ
z
j+2) corresponde a las interacciones
Ising entre espines nn (nnn). Esta familia de Hamiltonianos conserva la proyeccio´n de
esp´ın total en la direccio´n z, [Hˆ, SˆzT ] = 0, donde Sˆ
z
T =
∑N
j=1 Sˆ
z
j . El nu´mero cua´ntico
correspondiente que etiqueta cada proyeccio´n es mz =
N
2 , (
N
2 − 1), ...,−N2 . Otras si-
metr´ıas presentes son: paridad, invariancia ante rotaciones globales en π alrededor del
eje x cuando mz = 0, y la conservacio´n del esp´ın total (SˆT )
2 = (
∑N
j=1
~Sj)
2 cuando
∆ = 1. El modelo es soluble por ansatz de Bethe cuando λ = 0 [Bet31], y transiciona
a un re´gimen cao´tico a medida que λ aumenta [GS12, SBI12b].
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Las propiedades de la cadena unidimensional en la Ec. (4.1) dependen de los valores
espec´ıficos de los para´metros. En particular, definimos aqu´ı una nomenclatura para
casos especiales: cuando λ = 0, el modelo no-interactuante ∆ = 0 recibe el nombre
de Hamiltoniano XY . El caso isotro´pico ∆ = 1 es el Hamiltoniano de Heisenberg.
Cuando |∆| > 1, se abre un gap de energ´ıa entre las autoenerg´ıas ma´s bajas y el estado
fundamental, y el sistema se considera en una “fase con gap”. El caso ∆ = 1 es un
punto cr´ıtico que separa fases con y sin gap. Si ∆ disminuye progresivamente de 1 a
0, los estados ligados de cuasipart´ıculas se transforman en excitaciones elementales,
hasta que el l´ımite de part´ıculas libres se alcanza (∆ = 0). En ese proceso, un cambio
cuantitativo ocurre en el espectro para el punto ∆ = 1/2, donde el sistema adquiere
simetr´ıas no triviales adicionales [SS07, Tak05].
Investigaremos la dina´mica para las siguientes elecciones de para´metros:
• Hamiltoniano no-interactuante XY , Hˆ∆=0,λ=0.
• Hamiltoniano de Heisenberg o isotro´pico nn, Hˆ∆=1,λ=0.
• Hamiltoniano anisotro´pico nn, Hˆ∆=0.5,λ=0.
• Hamiltoniano de´bilmente cao´tico isotro´pico, Hˆ∆=1,λ=0.4.
• Hamiltoniano fuertemente cao´tico isotro´pico, Hˆ∆=1,λ=1.
• Hamiltoniano fuertemente cao´tico anisotro´pico, Hˆ∆=0.5,λ=1.
El Hamiltoniano nn con gap Hˆ∆=1.5,λ=0 se discutira´ brevemente.
Para cada Hamiltoniano, podemos construir la distribucio´n de autoestados como
funcio´n del intervalo de energ´ıa. Esto constituye la DoS, que en todos los casos tiene
una forma Gaussiana, tal como se aprecia en la Fig. 4.1. Este comportamiento es t´ıpico
de sistema con interacciones de pocos cuerpos y contrasta con las DoS semi-circular
que se obtienen para matrices aleatorias. [BF71, Haa91, GMGW98, Rei04]. La forma
Gaussiana refleja el nu´mero reducido de niveles de energ´ıa disponibles en los bordes
del espectro. Los estados deslocalizados (en energ´ıa), por lo tanto, no se encuentran
demasiado lejos del centro espectral, aun cuando el sistema es cao´tico. Adema´s, se
aprecia que las distribuciones no son exactamente sime´tricas cuando ∆ 6= 0. La cola
de la distribucio´n tiende a ser ma´s extendida para energ´ıas bajas cuando λ = 0 y ∆
aumenta, mientras que se extiende ma´s hacia la derecha cuando λ > ∆.
El ancho ω y la energ´ıa media 〈E〉 obtenidos v´ıa ajuste Gaussiano para los Hamilto-
nianos estudiados se muestran en la Tabla 4.1. La DoS se ensancha con la anisotrop´ıa y
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Figura 4.1: DoS, N = 16, mz = 0. (a) ∆ = 0.5, λ = 0; (b) ∆ = 1, λ = 0; and (c)
∆ = 0.5, λ = 1.
la inclusio´n de acoples nnn. Su centro se desplaza del cero a medida que la interaccio´n
Ising aumenta.
Tabla 4.1: Ancho y centro del ajuste Gaussiano para las DoS; L = 16; mz = 0.
ω 〈E〉
Hˆ∆=0,λ=0 1.444 0.000
Hˆ∆=0.5,λ=0 1.532 -0.039
Hˆ∆=1,λ=0 1.761 -0.119
Hˆ∆=1.5,λ=0 2.078 -0.234
Hˆ∆=1,λ=0.4 1.868 -0.368
Hˆ∆=1,λ=1 2.399 -0.571
Hˆ∆=0.5,λ=1 2.108 -0.356
4.2.1. Estados iniciales
Tal como en la descomposicio´n en estados puros realizada en la Sec. 3.2, usaremos
aqu´ı la base computacional Ising para escribir la matriz Hamiltoniana y los estados
iniciales. En particular, el sistema se considera preparado en un estado inicial |Ψ(0)〉 ≡
|ini〉 que se corresponde con uno de los siguientes vectores base:
• Pared de dominio, |DW〉 = | ↑↑↑ . . . ↓↓↓〉,
• Estado de Ne´el, |NS〉 = | ↑↓↑↓ . . . ↑↓↑↓〉,
• Pares de espines paralelos, |PP〉 = | ↓↑↑↓↓↑↑↓↓ . . .〉.
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Estos estados son, en principio, accesibles a experimentos en redes o´pticas [SBM+11].
La preparacio´n de una pared de dominio bien definida requiere un gradiente de campo
magne´tico tal como se reporta en [WMM+09], y la posibilidad de generar un estado
de Ne´el se discute en [KDBS08, MHH12]. Adema´s de su potencialidad experimental,
estos estados se eligen debido a que manifiestan particularmente efectos por interaccio´n
Ising y acoples nnn. Todos ellos pertenecen al subespacio mz = 0 cuya dimensio´n es
Dmz=0 =
(
N
N/2
)
.
En analog´ıa al estado |Φ2N−1〉 definido en la Ec. (3.15), tambie´n analizaremos esta-
dos aleatorios despolarizados
• en el subespacio mz = 0,
|Φmz=0〉 =
∑
i
〈i|SˆzT |i〉=0
eiϕi√
Dmz=0
|i〉 (4.2)
donde el ı´ndice i recorre solamente el subespacio mz = 0, y
• en el espacio de Hilbert completo,
|Φ2N 〉 =
∑
i
eiϕi√
2N
|i〉, (4.3)
donde el ı´ndice i recorre todo el espacio de Hilbert. En ambos casos ϕi es una fase
aleatoria uniformemente distribuida en [0, 2π). Tal como ya dijimos en el Cap´ıtulo 3,
estos estados aleatorios manifiestan propiedades “te´rmicas”, en el sentido que para la
evaluacio´n de observables locales se obtienen los mismos resultados que un ca´lculo sobre
un ensamble en el l´ımite de altas temperaturas. Aqu´ı, mostraremos que estos estados
proveen una cota inferior de amplitud en las fluctuaciones temporales.
4.2.2. Observables de pocos cuerpos
Estudiaremos la equilibracio´n y las fluctuaciones temporales de los siguientes ob-
servables.
• Energ´ıa cine´tica,
K̂E =
N−1∑
j=1
J
(
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1
)
+ λ
N−2∑
j=1
J
(
Sˆxj Sˆ
x
j+2 + Sˆ
y
j Sˆ
y
j+2
)
. (4.4)
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• Energ´ıa de interaccio´n,
ÎE =
N−1∑
j=1
J∆Sˆzj Sˆ
z
j+1 + λ
N−2∑
j=1
J∆Sˆzj Sˆ
z
j+2. (4.5)
Las fluctuaciones temporales para K̂E y ÎE son las mismas, dado que estos observables
suman a una constante energ´ıa total. Por ello, mostraremos so´lo resultados para K̂E.
• Correlaciones esp´ın-esp´ın en las direcciones z y x,
Cˆz(x)nm = Sˆ
z(x)
n Sˆ
z(x)
m . (4.6)
Presentaremos los resultados para n = N/2 y m = N/2 + 1, pero tambie´n hemos
estudiado m = N/2 + 2 y m = N/2 + 3. Dado que las interacciones consideradas
aqu´ı son de corto alcance, estas correlaciones decaen con la distancia entre los espines
n y m. La restriccio´n a sitios en el medio de la cadena se debe a minimizar los efectos
de borde.
• Factores de estructura en z y x,
sˆ
z(x)
f (k) =
1
N
N∑
n,m=1
eik(n−m)Sˆz(x)n Sˆ
z(x)
m . (4.7)
Estos factores son la transformada de Fourier de las correlaciones esp´ın-esp´ın con k =
2πp/N y p entero, p = 1, . . . , N . Para sus fluctuaciones, presentaremos resultados so´lo
para k = π dado que este valor de momento existe para todos los taman˜os de sistema
aqu´ı considerados 10 ≤ N ≤ 22. Tambie´n hemos estudiado la suma sobre todo los k’s,
obteniendo resultados cualitativamente similares. No obstante, la evolucio´n temporal
muestra diferencias apreciables con el valor de k. Esta cuestio´n se discute en la Sec. 4.5.
Resulta oportuno mencionar que algunos de los observables aqu´ı expuestos son
locales en sentido expl´ıcito, como por ejemplo las correlaciones Cˆ
z(x)
nm para dados n,m.
Asimismo, los otros siguen siendo locales pero en un sentido diferente, que radica en una
localidad en el espacio de Hilbert. As´ı, un observable como sˆ
z(x)
f (k) involucra informacio´n
de todos los espines, pero esta´ lejos de describir global o totalmente al sistema.
4.2.3. Me´todo nume´rico
Se utiliza diagonalizacio´n exacta para describir las propiedades esta´ticas de sistemas
con N = 16 (mz = 0) y N = 18 (mz = −3). La dina´mica, sin embargo, involucra
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cadenas de hasta N = 24, lo cual elimina la posibilidad de disponer de me´todos exactos.
Por lo tanto, aqu´ı la evolucio´n de los estados puros definidos anteriormente se evalu´a
con el algoritmo de Trotter-Suzuki de orden 4 descrito en el Ape´ndice A.
4.3. Espectro y Energy Shell
El estado inicial |ini〉 evoluciona de acuerdo con |Ψ(t)〉 = ∑αC iniα e−iEαt|α〉, don-
de C iniα = 〈α|ini〉, mientras que Eα y |α〉 son las autoenerg´ıas y los autoestados del
Hamiltoniano que dicta la evolucio´n.
El valor de expectacio´n de un observable Oˆ a tiempo t esta´ dado por
〈Oˆ(t)〉 = 〈Ψ(t)|Oˆ|Ψ(t)〉 =
∑
α
|C iniα |2Oαα +
∑
α6=β
C*iniα C
ini
β Oαβe
i(Eα−Eβ)t,
donde Oαβ = 〈α|Oˆ|β〉 son los elementos de matriz del observable. La varianza de las
fluctuaciones temporales del observable alrededor de su valor “estacionario” correspon-
de a:
σ2O = |〈O(t)〉 − 〈O(t)〉|2 (4.8)
=
∑
α6=β
γ 6=δ
C*iniα C
ini
β C
*ini
γ C
ini
δ OαβO
†
γδe
i(Eα−Eβ+Eγ−Eδ)t
donde O = T−1
∫ T
0 O(t)dt es el promedio temporal en el intervalo [0, T ].
Bajo la condicio´n de ausencia de gaps degenerados (“no resonancias”),
Eα = Eβ y Eδ = Eγ
Eα − Eβ = Eδ − Eγ ⇒ o bien
Eα = Eδ y Eβ = Eγ (4.9)
y para T →∞, se mostro´ que [Rei08, Sho11]
σ2O ≤ (Omax −Omin)2Tr[ρ2] =
(Omax −Omin)2
IPRini
, (4.10)
donde Omax(min) es el ma´ximo (mı´nimo) autovalor del operador Oˆ,
ρ =
∑
α
|C iniα |2|α〉〈α| (4.11)
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es la matriz densidad diagonal, y
IPRini =
1∑
α |C iniα |4
(4.12)
es la tasa o razo´n de participacio´n inversa (IPR inverse participation ratio) del estado
inicial en la base de autoestados de energ´ıa. La cota dada anteriormente ha sido mejo-
rada y la condicio´n de ausencia de gaps degenerados (“no-resonancias”) fue sustitu´ıda
por “no demasiados” gaps degenerados [SF12].
El IPR mide el nivel de deslocalizacio´n de un estado en una dada base. Para ma-
trices aleatorias, los autoestados esta´n completamente deslocalizados. Para matrices
aleatorias obtenidas de un Ensamble Ortogonal Gaussiano [GMGW98], se puede ver
que IPR ∼ D/3 [Izr90], mientras que para el Ensamble Unitario Gaussiano [GMGW98],
IPR ∼ D/2. Aqu´ı, ninguno de los vectores base seleccionados como estados iniciales
alcanza valores tan grandes de IPRini, lo cual no es sorprendente, dado que no son
autoestados de matrices aleatorias. Por el contrario, los estados aleatorios |Φmz=0〉 y
|Φ2N 〉, tienen en efecto IPRini ∼ D/2. Para observables de pocos cuerpos, un estado
inicial deslocalizado con IPRini ∝ D conlleva a un decaimiento exponencial de σO en
funcio´n del taman˜o del sistema, dado que D crece exponencialmente con N .
A continuacio´n, presentaremos primero los resultados para la distribucio´n de es-
paciados de niveles y el nu´mero de gaps degenerados. Esto fortalecera´ nuestras ex-
pectativas de una atenuacio´n exponencial con N para las fluctuaciones temporales en
observables de pocos cuerpos, sobretodo para sistemas interactuantes 0 < ∆ ≤ 1 y ma´s
aun para sistemas cao´ticos. Luego, presentaremos los niveles de deslocalizacio´n de los
estados iniciales para estos sistemas. Estos niveles establecen cotas para σO de acuerdo
con la Ec. (4.10), y ayudan a justificar el valor del coeficiente de atenuacio´n expo-
nencial (tal coeficiente se calcula nume´ricamente en la seccio´n siguiente). Encontramos
que, aun cuando la cota tambie´n depende del rango de autovalores de Oˆ, los distintos
observables estudiados dif´ıcilmente afectan el valor del coeficiente de atenuacio´n (ver
Sec. 4.4).
4.3.1. Espectro
La ausencia de degeneraciones va de la mano con sistemas cao´ticos, donde los niveles
de energ´ıa esta´n correlacionados y sus cruces son evitados. En tal caso, la distribucio´n
P (s) de espaciamientos s entre niveles de energ´ıa adyacentes es del tipo Wigner-Dyson
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(WD) [Haa91, GMGW98, Rei04]. La forma precisa de esta distribucio´n en realidad
depende de las simetr´ıas del sistema. En presencia de simetr´ıa de reversio´n temporal,
se tiene PWD(s) = (πs/2) exp(−πs2/4). Por otra parte, para sistemas no-cao´ticos, los
autovalores tienden a aglomerarse y pueden eventualmente cruzarse. Aqu´ı, la distribu-
cio´n de espaciados responde a una ley tipo Poisson, PP (s) = exp(−s). A medida que λ
aumenta desde cero en la Ec. (4.1), una distribucio´n WD se obtiene, tal como se mues-
tra en el panel (f) de la Fig. 4.2 1. Mostraremos resultados para el subespacio mz = −3
y ∆ 6= 1, para evitar simetr´ıas asociadas con rotaciones globales en π alrededor de x
y con (SˆT )
2. Solamente paridad debe tomarse en cuenta, de manera que la estad´ıstica
au´n es suficientemente buena: para N = 18 y paridad par tenemos ∼ 104 niveles de
energ´ıa.
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Figura 4.2: Distribucio´n de espaciados de niveles para un u´nico subespacio: N = 18,
mz = −3, y autoestados con paridad par. Para comparar, las distribuciones tipo Pois-
son y Wigner-Dyson se muestran con l´ıneas a trazos. (a) – (e) tienen λ = 0 y ∆ =
0.0, 10−3, 10−2, 0.1, y 0.5, respectivamente. (f) ∆ = 0.5 y λ = 1.
En presencia de demasiadas degeneraciones o en sistemas localizados, se observan
desviaciones de PP (s) debido a la aparicio´n del pico de Shnirelman [Shn75, CS95, FS97].
Esto puede apreciarse en el panel (a) de la Fig. 4.2, donde mostramos la distribucio´n
de espaciados para el modelo XY (∆ = λ = 0). El nu´mero de pequen˜os espaciados va
1El valor preciso para el cruce entre reg´ımenes no-cao´tico y cao´tico disminuye con el taman˜o del
sistema [CRF+11].
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mucho ma´s alla´ que una distribucio´n de Poisson. Sin embargo, a medida que ∆ aumenta,
las excesivas degeneraciones ra´pidamente desaparecen (comparar la distribucio´n para
∆ = 10−3 en panel (b) con la correspondiente a ∆ = 10−2 en panel (c)).
Los paneles (d) y (e) muestran los resultados obtenidos para sistemas nn con ∆ =
0.1 y 0.5, respectivamente. Notese aqu´ı que para el valor espec´ıfico 0.5, la forma de la
distribucio´n tambie´n se separa de PP (s), a pesar que la distribucio´n tipo Poisson es
recuperada con un cambio pequen˜o, por ejemplo, usando ∆ = 0.48.
Adema´s de la ausencia de degeneraciones, gapαβ = |Eα − Eβ| 6= 0, una condi-
cio´n fundamental para la atenuacio´n exponencial de fluctuaciones temporales en la Ec.
(4.10) es la ausencia de gaps degenerados, δgap = |gapα′β′ − gapαβ | 6= 0. En la tabla
4.2, comparamos el nu´mero total de diferencias de energ´ıa donde gapαβ < 10
−8 y el
nu´mero total de diferencias de gap donde δgap < 10−8 para sistemas con λ = 1 y
∆ = 0, 0.01, 0.1, 0.5, y tambie´n para sistemas cao´ticos λ = 1, ∆ = 0.5.
Tabla 4.2: Nu´mero total de diferencias de energ´ıa donde gapαβ < 10
−8 y de diferencias
de gap donde δgap < 10−8; N = 15; mz = −3, autoestados con paridad par.
gapαβ < 10
−8 δgap < 10−8
Hˆ∆=0,λ=0 2088 336 508 464
Hˆ∆=0.01,λ=0 0 4 202
Hˆ∆=0.1,λ=0 0 4 020
Hˆ∆=0.5,λ=0 192 347 844
Hˆ∆=0.5,λ=1 0 2 632
Tal como se aprecia en la tabla 4.2, el nu´mero de degeneraciones de energ´ıa y de
gaps en el modelo XY (primera fila) es enorme. Cae abruptamente con la introduccio´n
de la interaccio´n Ising, aun para magnitudes tan bajas como ∆ = 0.01. Para N = 15,
δgap es 5 o´rdenes de magnitud ma´s pequen˜o para modelos interactuantes con aniso-
trop´ıa (segunda y tercera fila) que para el caso ∆ = 0. En estos casos, el nu´mero de
degeneraciones de gap es comparable con el de un modelo cao´tico (u´ltima fila). Esto
justifica la expectativa de un decaimiento exponencial de las fluctuaciones temporales
en funcio´n de N para sistemas interactuantes 0 < ∆ ≤ 1.
Resulta notable el comportamiento especial del caso ∆ = 1/2 (cuarta fila). Este
punto muestra degeneraciones de energ´ıa, tambie´n apreciables en la Fig. 4.2 (e), y un
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gran nu´mero de degeneraciones de gap, aun cuando δgap es 3 o´rdenes de magnitud
ma´s pequen˜o que para el modelo XY . Nuestra eleccio´n de ∆ = 1/2 en los estudios
nume´ricos de la Sec. 4.4 es, en consecuencia, en absoluto arbitraria. Si una ley de escala
exponencial se observase para este caso particular, entonces ser´ıa ciertamente esperable
tambie´n para otros modelos 0 < ∆ ≤ 1.
4.3.2. Energy shell
Dado que los sistemas analizados tienen interacciones de dos cuerpos, un estado
|ini〉 ma´ximamente deslocalizado es aquel que llena la energy shell ergo´dicamente. La
energy shell es una Gaussiana centrada en la energ´ıa del estado inicial,
Eini =
∑
α
|C iniα |2Eα = Hini,ini (4.13)
con ancho
δE2ini =
∑
α
|C iniα |2(Eα − Eini)2 =
∑
j 6=ini
|Hini,j|2. (4.14)
La u´ltima igualdad en las dos ecuaciones de arriba es va´lida cuando el estado inicial
es uno de los vectores base. En tal caso, no se requiere diagonalizar el Hamiltoniano
para obtener la energy shell, basta con los elementos de matriz Hi,j del Hamiltoniano
[FI97, SBI12b]. Los elementos diagonales, que determinan Eini, so´lo dependen de los
te´rminos Ising nn y nnn. Pares de espines paralelos nn y nnn en la direccio´n z contri-
buyen positivamente a la energ´ıa del estado, mientras que aquellos pares antiparalelos
contribuyen negativamente.
Por ejemplo, el estado pared de dominio tiene
EDWini =
J∆
4
[(N − 3) + (N − 6)λ], (4.15)
donde las interacciones Ising, tanto nn como nnn, contribuyen con signo positivo a la
energ´ıa, y
δEDWini =
J
2
√
1 + 2λ2. (4.16)
Notar aqu´ı que el ancho de la energy shell para este estado no depende del taman˜o del
sistema.
La Fig. 4.3 muestra la distribucio´n de |C iniα |2 entre los autovalores Eα para el estado
de Ne´el y Hamiltonianos con λ = 0 (∆ = 1, 0.5), λ = 0.4 (∆ = 1), y λ = 1 (∆ = 1, 0.5).
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El ancho de la energy shell es el mismo para todos los casos, porque el acople directo
entre |NS〉 y cualquier otro vector de la base es so´lo debido a un te´rmino nn flip-flop,
por lo que
δENSini =
J
2
√
N − 1. (4.17)
Adema´s, el nu´mero de componentes que participan en la LDoS difieren significativa-
mente de un modelo a otro. A medida que ∆ disminuye y λ aumenta,
ENSini =
J∆
4
[−(N − 1) + (N − 2)λ] (4.18)
se acerca al centro del espectro, donde la DoS es grande, y entonces la energy shell se
llena mejor, tal como se muestra en la Fig. 4.3 (e). Ma´s cerca de los bordes del espectro,
la distribucio´n es menos homoge´nea, ma´s picuda y asime´trica, tal como se muestra en
la Fig. 4.3 (a).
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Figura 4.3: Distribucio´n de los pesos (LDoS) para el estado inicial Ne´el en la represen-
tacio´n de energ´ıa, N = 16, mz = 0. Los Hamiltonianos y Eini son: (a) Hˆ∆=1,λ=0 y -3.750;
(b) Hˆ∆=0.5,λ=0 y -1.875; (c) Hˆ∆=1,λ=0.4 y -2.350; (d) Hˆ∆=1,λ=1 y -0.250; y (e) Hˆ∆=0.5,λ=1
y -0.125. Las l´ıneas continuas corresponden a la energy shell : una Gaussiana de ancho
δEini = 1.936.
El nivel de deslocalizacio´n de un estado inicial depende la relacio´n entre |ini〉 y Hˆ.
Podemos ganar una buena nocio´n del rol del estado inicial en la Fig. 4.4, donde fijamos
el Hamiltoniano y cambiamos |ini〉. Seleccionamos para ello el caso ma´s restrictivo entre
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los Hamiltonianos con 0 < ∆ ≤ 1, es decir, el Hamiltoniano de Heisenberg Hˆ∆=1,λ=0.
La pregunta es aqu´ı como se distribuyen las componentes del estado inicial entre un
conjunto dado de autoestados. El estado pared de dominio y el estado de Ne´el esta´n
ambos en los bordes del espectro, el primero de ellos a muy alta energ´ıa y el segundo a
muy baja energ´ıa. La distribucio´n para |DW〉 es angosta y picuda [Fig. 4.4 (a)] y δEini
es mucho ma´s pequen˜a que ω (tabla 4.1 y Fig. 4.4). La distribucio´n de |NS〉 es ancha, de
hecho δEini & ω, pero la energy shell no se encuentra bien cubierta. Esto se aprecia en
los varios picos visibles en la Fig. 4.4 (b) y tambie´n en el valor bajo de IPRini en la tabla
4.3. La distribucio´n para |PP〉, que es un estado muy cercano al centro del espectro, es
relativamente ancha δEini . ω. Aqu´ı, la energy shell esta´ relativamente bien cubierta
[Fig. 4.4 (c)]. So´lo cuando el estado inicial es uno de los estados aleatorios, |Φmz=0〉
o´ |Φ2N 〉, la distribucio´n se hace independiente del Hamiltoniano, la energy shell se cubre
completamente cualquiera sea Hˆ, y δEini ∼ ω. Esto se puede apreciar en la Fig. 4.4 (d)
para |Φmz=0〉.
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Figura 4.4: Distribucio´n de pesos (LDoS) para diferentes estados iniciales en la represen-
tacio´n energ´ıa, con Hˆ∆=1,λ=0, N = 16, andmz = 0. (a) |DW〉, Eini = 3.250 y δEini = 0.500;
(b) |NS〉, Eini = −3.750 y δEini = 1.936; (c) |PP〉, Eini = −0.250 y δEini = 1.414; y (d)
|Φmz=0〉, Eini = −0.246 y δEini = 1.719.
Tanto el ancho como llenado de la energy shell aumentan de (a) a (d) en la Fig. 4.4,
y esto se refleja en los valores de IPRini en la tabla 4.3. La pared de dominio es el
estado ma´s localizado de todos los considerados. Para Hˆ∆=1,λ=0, IPR
ini aumenta de
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Tabla 4.3: Tasa de participacio´n inversa (IPR) de los estados correspondientes a los
vectores de la base computacional, para N = 12, 14, 16 y mz = 0.
IPRiniN=12 IPR
ini
N=14 IPR
ini
N=16
Hˆ∆=1.5,λ=0
|DW〉 2.862 1.436 1.432
|NS〉 15.782 23.865 35.981
|PP〉 22.870 39.528 64.051
Hˆ∆=1,λ=0
|DW〉 16.986 24.541 34.858
|NS〉 24.580 42.003 72.153
|PP〉 45.814 95.851 200.570
Hˆ∆=0.5,λ=0
|DW〉 37.259 63.718 104.334
|NS〉 38.575 70.555 129.782
|PP〉 50.697 109.737 241.171
Hˆ∆=1,λ=0.4
|DW〉 15.643 22.593 31.948
|NS〉 64.316 147.957 336.776
|PP〉 73.936 218.272 592.725
Hˆ∆=1,λ=1
|DW〉 14.380 20.521 28.690
|NS〉 168.345 514.499 1805.249
|PP〉 31.851 68.373 129.883
Hˆ∆=0.5,λ=1
|DW〉 50.567 123.785 368.140
|NS〉 158.029 548.877 2071.923
|PP〉 77.661 228.241 586.557
|NS〉 a |PP〉, pero por supuesto nunca alcanza el nivel deslocalizacio´n de los autovec-
tores de matrices aleatorias. So´lo los estados aleatorios satisfacen IPRini ∼ D/2 para
cualquier Hamiltoniano considerado. En consecuencia, esperamos que la atenuacio´n de
las fluctuaciones con N sea ma´s marcada.
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En la tabla 4.3 se observa que el nivel de deslocalizacio´n de |PP〉 es mayor que el
de |NS〉 cuando λ es pequen˜o, lo cual cambia si λ = 1. El te´rmino Ising nnn contribuye
negativamente a |PP〉, de manera que empuja al estado lejos del centro de banda hacia
las energ´ıas bajas, siendo esto ma´s acentuado cuando λ es grande. Como resultado, en
el caso isotro´pico, IPRini para |PP〉 es mayor para re´gimen de´bilmente cao´tico (λ =
0.4) que para el fuertemente cao´tico (λ = 1). Esta observacio´n es en algu´n sentido
sorprendente, porque la mayor´ıa de los estados se deslocalizan ma´s a medida que el
nivel de “caoticidad” aumenta. En contraste, para el estado de Ne´el, la interaccio´n
Ising nnn contribuye a la energ´ıa y balancea los efectos del te´rmino nn, que es negativo
[Eq.(4.18)]. Por ello, un valor mayor de λ implica que el estado se acerca al centro del
espectro y la distribucio´n mejora (en relacio´n al llenado de la energy shell).
Dado que tenemos acceso al IPRini so´lo para tres taman˜os de sistema, no podemos
realizar el escaleo de taman˜o finito. Por esta razo´n buscaremos evidencia de atenua-
cio´n exponencial de las fluctuaciones temporales con N estudiando nume´ricamente la
dina´mica de observables. Sin embargo, podemos hacer ciertas observaciones en este
punto. De la definicio´n de los estados aleatorios, queda claro que IPRini crece exponen-
cialmente con N y tambie´n lo hace el rec´ıproco de σO para observables de pocos cuerpos
[Eq.(4.10)]. Tal como se aprecia en la tabla 4.3, el valor del cociente IPRini/D para el
estado de Ne´el en el Hamiltoniano fuertemente cao´tico Hˆ∆=0.5,λ=1 tambie´n es constante
(∼ 1/6), de manera que aqu´ı tambie´n la atenuacio´n exponencial de σO esta´ garantiza-
da. Para los otros estados iniciales y Hˆ’s, IPRini crece ma´s lento que D, especialmente
para |DW〉 en el caso isotro´pico, pero probablemente se corresponda tambie´n con un
crecimiento exponencial. La u´nica excepcio´n clara es la pared de dominio en la fase con
gap (∆ = 1.5), que, como se espera, se localiza aun ma´s a medida que N aumenta.
Una discusio´n espec´ıfica sobre el proceso de relajacio´n de este estado se presenta en la
Sec. 4.5.
4.4. Resultados nume´ricos para las fluctuaciones tempo-
rales
Nuestros resultados nume´ricos efectivamente sugieren que la desviacio´n esta´ndar
de las fluctuaciones temporales, para sistemas interactuantes 0 < ∆ ≤ 1, se atenu´an
exponencialmente con el taman˜o del sistema σO ∝ e−κN . El valor del coeficiente κ
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de esta atenuacio´n incrementa significativamente con el nivel de deslocalizacio´n del
estado inicial y, cuando se comparan distintos observables, es usualmente mayor para
K̂E. Para dilucidar la ley de atenuacio´n de fluctuaciones, analizamos cada observable,
estado inicial, y Hamiltoniano en escalas log-lineal y log-log. Los ajustes lineales en tales
escalas permiten una comparacio´n entre las dos posibilidades (ley de escala exponencial
o ley de potencias). En u´ltima instancia, la eleccio´n de la ley esta´ cuantificada por el
coeficiente de determinacio´n R2.
En la Fig. 4.5, se muestran resultados de σO para diferentes observables, con el
estado de Ne´el como |ini〉. La dispersio´n o fluctuacio´n se calcula en un intervalo de
tiempo posterior a que los observables hayan alcanzado un valor (en apariencia) esta´tico.
La atenuacio´n de tipo exponencial con N se evidencia por el buen ajuste lineal para
una escala log-lineal. En el caso de una eventual ley de potencias, los valores de R2 son
sistema´ticamente peores [algunos ejemplos se muestran en la Sec. 4.4.1]. Hay un so´lo
caso, para K̂E y Hˆ∆=0.5,λ=0, donde R
2 para la ley de potencias supera ligeramente al
coeficiente R2 respectivo a la ley exponencial. Por supuesto, descartar irrefutablemente
el comportamiento tipo ley de potencias requiere alcanzar taman˜os de sistemas mayores
a los aqu´ı estudiados 10 ≤ N ≤ 22. Sin embargo, enfatizamos que el exponente b en un
eventual ajuste tipo ley de potencias, σO ∝ N−b, siempre resulta ser mucho mayor al
valor 0.5 encontrado para sistemas de part´ıculas independientes [VZ13, CCR11, GR12,
HSWR13]. Para el estado de Ne´el y los observables estudiados en la Fig. 4.5, el factor
ma´s pequen˜o observado es b ∼ 2, que se corresponde con Hˆ∆=1,λ=0 y sˆz(x)f (π).
El coeficiente κ en los ajustes exponenciales de la Fig. 4.5 disminuye con ∆ y
aumenta con λ. A medida que la anisotrop´ıa aumenta, |ini〉 se “desparrama” menos
en la representacio´n energ´ıa tal como se advierte en la Fig. 4.3 y la tabla 4.3. Las
excitaciones en el sistema pierden movilidad a medida que el mismo pasa por el punto
isotro´pico (∆ = 1), donde el esp´ın total se conserva, y luego entra en una fase con
gap (∆ > 1), donde se forman dos bandas de energ´ıa bien separadas [JKS13]. Por
otra parte, a medida que λ crece desde cero, se produce la entrada en el re´gimen
cao´tico, favoreciendo la deslocalizacio´n del estado de Ne´el. La competencia entre las
interacciones nn y nnn ubica al estado cerca del centro espectral [Eq. (4.18)]. El valor
de κ refleja tanto el ancho como el llenado de la energy shell. Para el caso particular de
|NS〉, donde el ancho de la energy shell es siempre el mismo (ver Fig. 4.3), sera´ entonces
el llenado lo que determine diferentes coeficientes en la Fig. 4.5. En tal figura, el menor
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Figura 4.5: Gra´fico logar´ıtmico de la desviacio´n esta´ndar de las fluctuaciones tempora-
les de diferentes observables versus N para (c´ırculos) Hˆ∆=1,λ=0, (cuadrados) Hˆ∆=0.5,λ=0,
(signo +) Hˆ∆=1,λ=0.4, (tria´ngulo hacia arriba) Hˆ∆=1,λ=1, y (tria´ngulo hacia abajo)
Hˆ∆=0.5,λ=1. |ini〉 es el estado de Ne´el; [100, 500] es el intervalo de promediacio´n; y
σ∗O = σO/O. Las l´ıneas continuas corresponden a los ajustes correspondientes.
valor es κ ∼ 0.11 para Hˆ∆=1,λ=0 y sˆzf (π); el mayor valor es κ ∼ 0.37 para Hˆ∆=0.5,λ=1 y
sˆzf (π), tal como se aprecia en la tabla 4.4.
El estado de Ne´el se comporta como un estado te´rmico (superposicio´n aleatoria)
para el Hamiltoniano cao´tico Hˆ∆=0.5,λ=1. Tiene un buen llenado de la energy shell
y adema´s IPRini ∼ D/6 (ver Fig. 4.3 y tabla 4.3). Esto explica el valor κ ∼ 0.35,
que es el mismo obtenido para estados iniciales te´rmicos, |Φmz=0〉 y |Φ2N 〉. Tal como ya
mencionamos, estos u´ltimos estados llenan ergodicamente la energy shell para cualquier
Hamiltoniano, y por esta razo´n, exhiben las mı´nimas fluctuaciones temporales. De
acuerdo con la Ec. (4.10) y usando que para |Φ2N 〉 se tiene D = 2N , entonces σ2 ∼ 2−N ,
lo cual arroja como resultado κ = 12 log 2 ≈ 0.35. Por lo tanto, al menos cuando el estado
cubre la energy shell, el acuerdo entre la prediccio´n anal´ıtica y nuestros resultados
nume´ricos es excelente.
En contraste a |NS〉, el estado pared de dominio no tiene un gran nivel de des-
localizacio´n ya que se ubica lejos del centro espectral. Los valores de κ encontrados
son significativamente ma´s pequen˜os, especialmente en el punto ∆ = 1. Incluso pa-
ra Hˆ∆=0.5,λ=1, κ no alcanza su ma´ximo 0.35. Se acerca bastante a ese valor para K̂E
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Tabla 4.4: Coeficiente κ en los ajustes exponenciales σO ∝ e−κN de la Fig. 4.5 para
|ini〉 = |NS〉.
κ para |NS〉
Oˆ = K̂E CˆzN/2,N/2+1 sˆ
z
f (π)
Hˆ∆=1,λ=0 0.184 0.157 0.111
Hˆ∆=0.5,λ=0 0.206 0.175 0.151
Hˆ∆=1,λ=0.4 0.301 0.246 0.196
Hˆ∆=1,λ=1 0.345 0.324 0.366
Hˆ∆=0.5,λ=1 0.354 0.320 0.369
(κ ∼ 0.33), pero no supera el 0.28 para los otros observables.
En la Fig. 4.6, tal como en la Fig. 4.4, dejamos fijo el Hamiltoniano en lugar del
estado inicial. Seleccionamos aqui el Hamiltoniano de Heisenberg Hˆ∆=1,λ=0. El valor
de κ nuevamente refleja el ancho y llenado de la energy shell (comparar tablas 4.3, 4.5
y Figs. 4.4, 4.6). Para los estados de la base |DW〉, |NS〉, y |PP〉, el coeficiente κ es
siempre mucho ma´s pequen˜o que 0.35. Ninguno de estos vectores base se comportan
como un estado te´rmico para Hˆ∆=1,λ=0. El valor mı´nimo de κ ∼ 0.11 ocurre para |DW〉
y los observables K̂E y sˆzf (π). Incluso en estos casos, el coeficiente R
2 para el ajuste
exponencial es ligeramente mayor que el ana´logo para ley de potencias. Ma´s aun, el
ajuste ley de potencias en este caso resulta en b ∼ 1.65, que es mucho ma´s grande que
el valor 0.5 para sistemas de part´ıculas libres [VZ13, CCR11, GR12, HSWR13].
Tabla 4.5: Coeficiente κ de los ajustes exponenciales σO ∝ e−κN de la Fig. 4.6 for
Hˆ∆=1,λ=0.
κ para Hˆ∆=1,λ=0
Oˆ = K̂E CˆzN/2,N/2+1 sˆ
z
f (π)
|DW〉 0.109 0.133 0.109
|NS〉 0.184 0.157 0.111
|PP〉 0.246 0.215 0.244
|Φmz=0〉 0.354 0.331 0.325
|Φ2N 〉 0.370 0.343 0.345
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Figura 4.6: Gra´fico logar´ıtmico de la desviacio´n esta´ndar de las fluctuaciones temporales
de diferentes observables versus N para (c´ırculos) |DW〉, (cuadrados) |NS〉, (signo +) |PP〉,
(tria´ngulo hacia arriba) |Φmz=0〉, y (triangulo hacia abajo) |Φ2N 〉. Las l´ıneas continuas
corresponden a los ajustes lineales en escala log-lineal, y σ∗O = σO/O. Para todos los
paneles: Hˆ∆=1,λ=0 y los promedios computados en el intervalo de tiempo [100, 500], excepto
para el estado pared de dominio, en el que uso´ [5× 102, 5× 103].
Resulta apreciable en la Fig. 4.6 el comportamiento de los factores de estructura
para |DW〉 y |NS〉: se observa que σ
s
z(x)
f
es mayor para |DW〉 que para |NS〉. No obstante,
notamos que κ para el estado de Ne´el es mayor, por lo que las curvas eventualmente se
cruzar´ıan. Este cruce se puede apreciar ya en los taman˜os de sistema analizados aqu´ı,
por ejemplo para Hˆ∆=0.5,λ=1 (datos no mostrados).
4.4.1. Ley exponencial vs. ley de potencias
En la Fig. 4.7, mostramos algunos ejemplos para la comparacio´n entre el ajuste
exponencial y la ley de potencias. Los paneles de la izquierda muestran los valores
1− R2 para las fluctuaciones temporales de las correlaciones esp´ın-esp´ın CˆxN/2,N/2+1 y
los cinco Hamiltonianos considerados. Se aprecia que 1−R2 es como mı´nimo un orden
de magnitud ma´s pequen˜o para la ley exponencial que para la ley de potencias. Adema´s,
alcanza valores particularmente pequen˜os en el caso de estados te´rmicos (superposicio´n
aleatoria) [Fig. 4.7(b)].
Los paneles de la derecha muestran la atenuacio´n de las fluctuaciones para K̂E en
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Figura 4.7: Paneles en la izquierda: valores 1 − R2 para los ajustes exponenciales (cua-
drados) y para leyes de potencia (c´ırculos). Se consideran las fluctuaciones de CˆxN/2,N/2+1
en funcio´n de N . Los estados iniciales son (a) |NS〉 y (b) |Φmz=0〉. Paneles de la derecha:
gra´fico logar´ıtmico de la desviacio´n esta´ndar de las fluctuaciones temporales de K̂E versus
N para (c) |DW〉 con Hˆ∆=1,λ=0; (d) |NS〉 con Hˆ∆=0.5,λ=0; y (e) y |Φmz=0〉 con Hˆ∆=0.5,λ=0.
Las l´ıneas continuas corresponden a los ajustes tipo exponencial y las l´ıneas a trazos a las
leyes de potencia. Los promedios se calculan en la ventana temporal [100, 500], excepto
para la pared de dominio, caso en el cual [5× 102, 5× 103].
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funcio´n de N para tres diferentes combinaciones de estados iniciales y Hamiltonianos.
El ajuste exponencial es visiblemente ma´s apropiado, excepto quiza´s para la pared de
dominio y Hamiltoniano Heisenberg. Tambie´n puede observarse la disminucio´n sustan-
cial de σKE para N fijo, a medida que nos movemos del panel superior al inferior, es
decir, a medida que el estado inicial se deslocaliza cada vez ma´s.
4.4.2. El Hamiltoniano XY
En el caso XY , la cota en dada por la Ec. (4.10) dejar´ıa de ser va´lida en virtud
de la gran cantidad de degeneraciones que presenta este modelo, tal como ya mencio-
namos en la Sec. 4.3.1. Existen estudios anal´ıticos y nume´ricos que avalan la ley de
potencias para la atenuacio´n de fluctuaciones temporales en sistemas de part´ıculas no
interactuantes (libres) [VZ13, CCR11, GR12, HSWR13]. En te´rminos nume´ricos, dado
que los Hamiltonianos cuadra´ticos son solubles trivialmente, se han estudiado sistemas
muy grandes [CCR11, GR12, HSWR13]. Comparar nuestros resultados nume´ricos con
esos antecedentes es una buena manera de contrastar y validar nuestras conclusiones.
Para |DW〉 y |NS〉, el ajuste con ley de potencias es, en efecto, la mejor eleccio´n
para algunos observables, pero no para todos. El valor de b hallando es ma´s convincente,
dado que cuando ∆ 6= 0 se obten´ıan eventuales valores de b muy lejanos al 0.5. Ambos
estados arrojan, para
∑
k s
z
f (k), un estimado b ∼ 0.6 para el Hamiltoniano XY , lo cual
esta muy cerca de la prediccio´n anal´ıtica 0.5.
Aun en el caso del Hamiltoniano XY , los estados te´rmicos |Φmz=0〉 y |Φ2N 〉 cla-
ramente implican una atenuacio´n exponencial de las fluctuaciones temporales. Este
hecho refuerza la importancia del rol del estado inicial en cualquier estudio de dina´mi-
ca fuera de equilibrio, algo que ya ha sido explorado en el contexto de la termalizacio´n
[BCH11, RF11, DOV11, HR12] y en el contexto del teorema de fluctuacio´n-disipacio´n
[KPSR13] para sistemas cua´nticos aislados.
Otra diferencia entre el caso no-interactuante XY y el caso interactuante ∆ 6= 0, que
es concomitante con las diferencias en cuanto a degeneraciones, refiere a la naturaleza
intr´ınseca de las fluctuaciones alrededor del estado estacionario. Haciendo uso de la
transformada de Fourier, tenemos acceso al espectro de frecuencias de las fluctuaciones
para la magnetizacio´n local en el sitio N/2. Se observa que el modelo XY tiene unas
pocas y muy bien definidas frecuencias, tanto para |DW〉 como para |NS〉, lo cual
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constrasta con el caso 0 < ∆ < 1. Nuevamente, cuando el estado inicial es te´rmico, el
espectro mencionado es ruidoso, cualquiera sea el Hamiltoniano.
4.5. Relajacio´n
Los valores ma´s pequen˜os de κ para ∆ 6= 0 se observan para el estado inicial pared
de dominio. De hecho, el coeficiente disminuye significativamente a medida que vamos
desde ∆ = 0.5 a ∆ = 1, y luego a ∆ = 1.5 donde el sistema se encuentra en una fase
con gap. Tal como observamos antes, este estado se encuentra pro´ximo al borde del
espectro[Fig. 4.4 (a)] y tiene muy poca conectividad. Aqu´ı juega un papel importante
la interaccio´n Ising: la contribucio´n Ising nn (nnn) a la energ´ıa de un estado cualquiera
aumenta con el nu´mero de espines paralelos en la direccio´n z. La pared de dominio
tiene la mayor cantidad de pares nn, N − 2, y tiene N − 4 pares nnn [ver Ec. (4.15)].
En te´rminos de conectividad, este estado esta´ directamente acoplado a un u´nico vector
de la base cuando λ = 0 y esta´ acoplado a so´lo tres vectores cuando λ > 0. Por ello, de
acuerdo con la Ec. (4.14), el ancho de la energy shell es muy pequen˜o y no cambia con
el taman˜o del sistema [ver Ec. (4.16)].
De las observaciones anteriores, resulta natural que el proceso de relajacio´n de |DW〉
debe ser mucho ma´s lento que para cualquier otro estado inicial, y en especial para valor
de ∆ grandes. De hecho, cuando ∆≫ 1, la dina´mica de la pared de dominio se “congela”
[San08, San10, SM11]. En el estudio de fluctuaciones temporales, se requirio´ considerar
intervalos temporales mucho ma´s largos que para cualquier otro estado inicial, de modo
se garantice que no existan transitorios propios de la relajacio´n. Ma´s aun, el tiempo que
se requiere para alcanzar un valor estacionario aumenta con N , dado que se necesitan
“romper” ma´s pares de espines adyacentes paralelos [SM11].
Una ilustracio´n de la dependencia en taman˜o y anisotrop´ıa se observa en la Fig.
4.8. En el panel (a), se aprecia que las oscilaciones transitorias permanecen por mayor
tiempo a medida que N aumenta. Aqu´ı, una combinacio´n particularmente patolo´gica
es el estado pared de dominio y el Hamiltoniano Heisenberg Hˆ∆=1,λ=0. Cuando ∆ = 1,
el nu´mero de estados que forman parte de la evolucio´n es menor que para ∆ 6= 0, pues,
sumada a la conservacio´n de esp´ın total en la direccio´n z, tenemos tambie´n conservacio´n
total de esp´ın. El rol particular del punto isotro´pico para |DW〉 se muestra en el panel
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(b). Para los valores ∆ = 1.5 y ∆ = 0.5, el estado estacionario se alcanza luego de una
decenas de Jt, mientras que en el caso ∆ = 1 no se observa incluso para Jt ∼ 500.
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Figura 4.8: Dependencia temporal de la energ´ıa cine´tica para |ini〉 = |DW〉. (a) Hˆ∆=1,λ=0,
y N = 24, 18, 12 de arriba hacia abajo. (b) Hˆ∆=1,λ=0, Hˆ∆=0.5,λ=0, Hˆ∆=1.5,λ=0 de arriba
hacia abajo, N = 22.
En la Fig. 4.9 comparamos el proceso de relajacio´n para |DW〉, |NS〉, y |Φmz=0〉.
Elegimos como observable al factor de estructura pues su evolucio´n temporal tiene
una dependencia interesante en el momento k, dependiendo del estado inicial y del
Hamiltoniano que rige la dina´mica. En los paneles medios y superiores, mostramos la
evolucio´n de sˆzf (k) con |ini〉 = |DW〉. En el caso de k’s pequen˜os y en el punto isotro´pico,
el proceso de relajacio´n es muy lento y las fluctuaciones son grandes [Figs. 4.9 (a) y (c)].
Esto ocurre incluso para sistemas isotro´picos fuertemente cao´ticos Hˆ∆=1,λ=1 [Fig. 4.9
(c)]. Si rompemos las simetr´ıas asociadas con el punto isotro´pico, el proceso de relajacio´n
es mucho ma´s ra´pido y las fluctuaciones son ma´s pequen˜as para todos los k’s [Figs. 4.9
(b)], lo cual es de hecho ma´s marcado en el re´gimen cao´tico [Figs. 4.9 (d)]. Sin embargo,
en los cuatro paneles, (a), (b), (c), y (d), los valores de saturacio´n no son siempre los
mismos para todos los valores de momento, lo cual sugiere una memoria residual del
estado inicial.
Para otros estados iniciales se observa una ra´pida relajacio´n y pequen˜as fluctua-
ciones, aun en el caso de Hˆ∆=1,λ=0, siempre que el ancho de la energy shell no sea
demasiado angosto y |ini〉 este´ deslocalizado. Esto ya se sugiere en |ini〉 = |NS〉, a pesar
que una dependencia reminiscente en k es apreciable [Fig. 4.9 (e)]. Se vuelve evidente
para estados te´rmicos |Φmz=0〉 [Fig. 4.9 (f)], donde la dependencia en k se pierde com-
pletamente. Este comportamiento debe compararse con las energy shell de la Fig. 4.4
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Figura 4.9: Relajacio´n del factor de estructura en la direccio´n z; N = 22, mz = 0.
Momentos: (c´ırculos negros) k = 2π/11, (cuadrados rojos) 3π/11, (tria´ngulos hacia arriba
verdes) 4π/11, (tria´ngulos hacia abajo azules) 5π/11. Paneles superiores: |ini〉 = |DW〉; (a)
Hˆ∆=1,λ=0 y (b) Hˆ∆=0.5,λ=0. Paneles medios: |ini〉 = |DW〉; (c) Hˆ∆=1,λ=1 y (d) Hˆ∆=0.5,λ=1.
Paneles superiores: Hˆ∆=1,λ=0; (e) |ini〉 = |NS〉 y (f) |Φmz=0〉.
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(b) y (d), respectivamente.
4.6. Conclusiones
Nuestros resultados confirman que la atenuacio´n exponencial con N para las fluctua-
ciones temporales en observables de pocos cuerpos (luego de la equilibracio´n) prevalece
en sistemas sin degeneraciones excesivas. El coeficiente de esa atenuacio´n exponencial
depende del nivel de deslocalizacio´n del estado inicial con respecto al Hamiltoniano
que rige la evolucio´n. Esto se condice con antecedentes anal´ıticos [Rei08, Sho11, SF12,
Rei12]. Ni el estado inicial, ni el Hamiltoniano, pueden por s´ı solos determinar el ta-
man˜o de las fluctuaciones, sino su juego relativo. La cuantificacio´n precisa de tal relacio´n
esta´ dada por el llenado y el ancho de la energy shell.
Notablemente, para estados te´rmicos de alta temperatura (superposicio´n aletaoria),
la ley de escala exponencial es va´lida incluso para modelos no interactuantes como el
XY .
Entre los estados iniciales considerados, la pared de dominio presenta el menor
coeficiente de atenuacio´n para las fluctuaciones y la dina´mica ma´s lenta, especialmente
cerca del punto isotro´pico. Esto u´ltimo es una consecuencia de la presencia de simetr´ıas
adicionales y la proximidad del estado al borde del espectro, lugar donde la DoS es baja.
A medida que aumenta N , la pared de dominio requiere tiempos mayores para alcanzar
la equilibracio´n de los observables estudiados. El estudio de sistemas ma´s grandes, que
es necesario para descartar inequ´ıvocamente las leyes de potencia, sera´ particularmente
dif´ıcil para este estado.
Los estados iniciales aqu´ı considerados pueden, en principio, se realizados en experi-
mentos con a´tomos fr´ıos. Los taman˜os de sistema considerados tambie´n son relevantes
desde el punto de vista experimental, ya que actualmente se pueden manipular arreglos
de hasta 10 a´tomos.
Las contribuciones originales en este cap´ıtulo fueron publicadas en:
“Time fluctuations in isolated quantum systems of interacting particles”, Pablo R. Zan-
gara, Axel D. Dente, Eduardo J. Torres-Herrera, Horacio M. Pastawski, An´ıbal Iucci,
Lea F. Santos, Phys. Rev. E 88, 032913 (2013). Errata: Phys. Rev. E 88, 049904 (2013).
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Cap´ıtulo 5
Competencia entre interacciones
y desorden en un sistema de
muchos cuerpos
“ Localization was a different matter: very few
believed it at the time, and even fewer saw its
importance; among those who failed to fully
understand it at first was certainly its author.
It has yet to receive adequate mathematical
treatment, and one has to resort to the indignity
of numerical simulations to settle even the simplest
questions about it.”
P. W. Anderson, [And78]
En este Cap´ıtulo utilizamos el LE como un testigo dina´mico para estudiar la “rup-
tura de ergodicidad”. Una evaluacio´n nume´rica intensiva del LE nos provee un diagra-
ma de fases donde pueden identificarse regiones dina´micas de acuerdo con diferentes
mecanismos predominantes: decoherente, ergo´dica, v´ıtrea, localizacio´n de Anderson, y
localizacio´n de muchos cuerpos. Argumentos dimensionales basados en el ca´lculo de
incertezas de energ´ıa proveen estimaciones satisfactorias para dos l´ıneas cr´ıticas en el
diagrama.
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5.1. Tras los pasos de Fermi, Pasta & Ulam
Ya mencionamos en el Cap´ıtulo 1 la importancia del trabajo de Fermi-Pasta-Ulam
dado que constituye el primer experimento nume´rico moderno [FPU55]. Sus nove-
dosos y sorprendentes resultados dispararon un importante estudio teo´rico respecto
a las condiciones necesarias para la existencia de propiedades ergo´dicas en un sis-
tema dina´mico cerrado. Esta pregunta ha encontrado respuesta en el dominio cla´si-
co [BI05], pero los ana´logos cua´nticos continu´an siendo objeto de intensa discusio´n
[PSSV11, EFG15, HN15].
En el dominio cua´ntico, un candidato prometedor para estudiar la transicio´n entre
una dina´mica ergo´dica a una no-ergo´dica es la localizacio´n de muchos cuerpos (many-
body localization, MBL). Este feno´meno resulta de una transicio´n de fase dina´mica,
QDPT, entre reg´ımenes difusivos (ergo´dicos) y localizados (no ergo´dicos) [PH10, OH07].
Dado que se manifiesta en propiedades dina´micas, escapa al ana´lisis propio de la ter-
modina´mica de equilibrio. Puede ocurrir a temperatura finita e incluso a temperatura
infinita. El ingrediente crucial es la competencia entre las interacciones y el desorden
de Anderson [And78].
En este Cap´ıtulo, estudiaremos precisamente el juego relativo entre las interacciones
y el desorden un sistema 1D de espines. Ya se conoce que tal modelo presenta la
transicio´n MBL, al menos para ciertas elecciones de para´metros [OH07, ZPP08, PH10,
BPM12, LS13]. Nuestra estrategia para estudiar el problema se basa en la evaluacio´n
del LE, que involucra aqu´ı la inversio´n del signo de los te´rminos de energ´ıa cine´tica en el
Hamiltoniano. Esta idea tiene su origen en la analog´ıa de una part´ıcula introducida en
la Sec. 3.4.1 y subyace el ana´lisis de la Fig. 3.7. El LE constituye una magnitud accesible
experimentalmente que nos permite identificar cua´ndo el comportamiento ergo´dico en
la dina´mica de una excitacio´n se rompe por presencia de interacciones y desorden
suficientemente fuertes. Si estas “perturbaciones” son, en cambio, de´biles, favorecen la
difusio´n pero provocan el decaimiento del LE dado que no se revierten (como en la idea
t´ıpica de decoherencia).
Usando la dependencia temporal del LE a temperatura infinita, extraemos un dia-
grama de fases dina´mico que muestra expl´ıcitamente la competencia entre interacciones
y desorden. El caso correspondiente a temperaturas cercanas a cero esta´ estudiado en
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la literatura [GS88, DF92] y hay conjeturas respecto a la morfolog´ıa global del dia-
grama de fases [Kim81]. En analog´ıa con estas u´ltimas, estudiamos dos l´ıneas cr´ıticas
que separan la fase ergo´dica de dos fases no ergo´dicas diferentes: el aislante de Mott
y la fase MBL. La existencia de estas dos fases puede de hecho estimarse en te´rminos
de las escalas de energ´ıas relevantes. Luego, para evaluar una estimacio´n de las l´ıneas
cr´ıticas, calculamos las incertezas de energ´ıa que un de´bil desorden o una de´bil inter-
accio´n producen en los estados involucrados en la transicio´n de Mott y en la transicio´n
MBL respectivamente. Estas estimaciones evidencian un buen acuerdo con el diagra-
ma dina´mico del LE. Nuestro enfoque permite la identificacio´n de fases ergo´dicas y
no-ergo´dicas cuya estructura no trivial podr´ıa guiar futuras investigaciones teo´ricas y
experimentales.
5.2. La transicio´n MBL
La literatura que trata el feno´meno de localizacio´n en sistemas de muchos cuer-
pos ha crecido abrumadoramente en los u´ltimos an˜os (ver Ref. [HN15]). Seguiremos
aqu´ı algunos de los trabajos pioneros [OH07, PH10, LS13]. Comenzaremos entonces
presentando un modelo simple que evidencia la transicio´n MBL.
Consideramos un Hamiltoniano 1D:
Hˆ =
N∑
i=1
[
hiSˆ
z
i +∆Sˆ
z
i Sˆ
z
i+1 + J
(
Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1
)]
. (5.1)
Aqu´ı, hi son campos aleatorios uniformemente distribuidos en el rango [−W,W ] y ∆
es la magnitud de la interaccio´n Ising nn.
El Hamiltoniano en la Ec. (5.1) incluye una amplia variedad de comportamientos
dina´micos. Por ejemplo, ∆ = J = 0 se corresponde con el caso simple en cual los
espines no interactu´an en absoluto, dado que simplemente precesan alrededor de sus
campos magne´ticos locales hi. En tal caso, el transporte de energ´ıa y polarizacio´n es
completamente inexistente. El sistema esta´ trivialmente localizado y los autoestados
son, ba´sicamente, los estados de la base computacional Ising.
Otro caso no-interactuante es ∆ = 0 pero J,W > 0. Lejos de ser trivial, esta
situacio´n se corresponde con una de las versiones ma´s simples del problema esta´ndar
de localizacio´n de Anderson (AL) [And58, And78]. De hecho, para cualquier valor
finito W > Wc = 0 el sistema 1D esta´ localizado. Esto significa que los autoestados son
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funciones de onda cuya dependencia espacial asinto´tica es exponencial, es decir ψk(~r) ∼
exp{−|~r − ~Rk|/ξ}, siendo ξ la longitud de localizacio´n. El estado k esta´ localizado en
un entorno de ~Rk, y por lo tanto cualquier excitacio´n permanece cerca de la posicio´n
(espacio real) donde se la introdujo inicialmente.
Al incluir interacciones, es decir ∆ > 0, la dificultad del problema aumenta signi-
ficativamente. Tal como discutimos en el Cap´ıtulo 4, el modelo interactuante W = 0,
J = 1, ∆ > 0, puede producir equilibracio´n al menos para diversas elecciones de esta-
dos iniciales y valores de ∆. En efecto, tal posibilidad de equilibrar se asocia con una
dina´mica deslocalizada o extendida, en la cual cualquier excitacio´n puede difundir a
lo largo del sistema de espines. Consideremos espec´ıficamente el caso J = ∆ = 1 y
aumentemos progresivamente la magnitud del desorden W desde cero. Contrario a lo
que sucede en el caso no-interactuante, el sistema permanece deslocalizado au´n cuando
W > 0 (pero no muy grande). Sin embargo, si el desorden es suficientemente grande, se
produce una transicio´n a un re´gimen localizado similar al caso esta´ndar de Anderson
(no interactuante). Por consiguiente, la transicio´n MBL ocurre cuando W supera un
valor cr´ıtico finito Wc > 0.
Si los autoestados en el sistema interactuante (muchos cuerpos) son extendidos
(W < Wc), entonces debemos esperar que el sistema es lo suficientemente ergo´dico
como para comportarse como su propio ban˜o te´rmico. En tal caso, un u´nico autoestado
de energ´ıa puede usarse para calcular valores de expectacio´n para observables de pocos
cuerpos que coinciden con las predicciones evaluadas conforme a un ensamble te´rmico
microcano´nico. Esta observacio´n significa que el sistema satisface la “hipo´tesis de ter-
malizacio´n de autoestados” [RDO08], que a su vez es una de las condiciones requeridas
para la equilibracio´n de observables [GLTZ10, RS12]. Adema´s, en esta fase las corre-
laciones (entrelazamiento) se propagan bal´ısticamente en el sistema y la estad´ıstica de
niveles se corresponde con el ensamble ortogonal Gaussiano. Muy por el contrario, si
los autoestados esta´n localizados (W > Wc), cualquier condicio´n inicial de no-equilibrio
permanecera´ casi esta´tica, y diremos que el sistema no puede equilibrar por s´ı mismo.
Ma´s au´n, el entrelazamiento en esta fase se propaga logar´ıtmicamente, la estad´ıstica
de niveles responde a una ley de Poisson y pueden identificarse quasi-integrales de
movimiento. Por lo tanto, la transicio´n MBL se convierte en el umbral buscado entre
comportamientos ergo´dicos y no ergo´dicos.
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Recientemente se han utilizado diferentes estrategias para cuantificar la transicio´n
MBL. En vista de las dificultades para evaluar la dina´mica de funciones de correlacio´n
en sistemas de muchos cuerpos interactuantes [ZPP08, BPM12], mucho progreso se ha
logrado analizado la transicio´n sobre la base de propiedades espectrales [OH07, PH10,
AAS10, LS13]. De acuerdo con la Ref. [PH10] para J = ∆ = 1,
Wc = (3.5± 1.0)J, (5.2)
mientras que en la Ref. [LS13] se reporta la estimacio´n
Wc = (2.7 ± 0.3)J (5.3)
5.3. La formulacio´n LE
Con el propo´sito de evaluar el LE en el sistema de espines descrito por la Ec. (5.1),
es necesario separar tal Hamiltoniano en dos te´rminos siguiendo las ideas discutidas en
el Cap´ıtulo 3. Es decir, algunos grados de libertad sera´n controlables y por lo tanto
susceptibles de ser revertidos temporalmente, mientras que otros no podra´n ser reverti-
dos. En particular, dado que nuestra finalidad radica en estudiar la competencia entre
las interacciones y el desorden, la reversio´n deber´ıa entonces filtrar la contribucio´n de
la energ´ıa cine´tica a la Ec. (5.1). En efecto, esta idea tiene su origen en la estrategia
desarrollada en el Cap´ıtulo 3: deshacerse de la dina´mica de “el sistema S” para cuanti-
ficar la decoherencia inducida por “la interaccio´n SE”. Luego, el te´rmino reversible Hˆ0
es aqu´ı el Hamiltoniano (integrable) XY ,
Hˆ0 =
N∑
i=1
J
[
Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1
]
=
N∑
i=1
1
2J
[
Sˆ−i Sˆ
+
i+1 + Sˆ
+
i Sˆ
−
i+1
]
, (5.4)
que, siendo mapeable a dina´mica de un cuerpo, describe la difusio´n de una excitacio´n
local a lo largo de un sistema 1D. Ma´s precisamente, dado que se imponen condicio-
nes de borde perio´dicas, Hˆ0 mapea v´ıa la JWT a dos fermiones independientes (no
interactuantes) [DPL04].
La integrabilidad de Hˆ0 se rompe por presencia de interacciones Ising y desorden
diagonal, siendo ambos te´rminos incluidos en el operador Σˆ,
Σˆ =
N∑
i=1
hiSˆ
z
i +
N∑
i=1
∆Sˆzi Sˆ
z
i+1. (5.5)
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Para procurar la comparacio´n con la literatura esta´ndar de AL, notamos que aqu´ıW
es la mitad de la magnitud comu´nmente usada para denotar al desorden de Anderson
[KM93].
En los ca´lculos que se exponen abajo, salvo que se indique expl´ıcitamente lo con-
trario, N = 12 y J = 1 representa las unidades de energ´ıa.
5.4. La dina´mica LE
Consideremos primero la dina´mica del LE en presencia de desorden o interacciones
por separado. Evaluamos Ec. (3.13) de acuerdo con las definiciones de Hˆ0 y Σˆ dadas por
las Ecs. (5.4) y (5.5) respectivamente. Primero trataremos los casos {W = 0, ∆ 6= 0} y
{W 6= 0, ∆ = 0}. El caso general {W ≥ 0, ∆ ≥ 0} se pospone a la Seccio´n 5.5.
La autocorrelacio´n M1,1(t) para W = 0 (sistema ordenado) se grafica en la Fig. 5.1
(a) y (b). All´ı, la magnitud ∆ de las interacciones aumenta desde cero hasta ∆ = 5.5J .
El decaimiento a tiempos cortos se corresponde con la Ec. (3.27), es decir 1−M1,1(t) ∝
t4, lo cual puede verificarse anal´ıticamente expandiendo los operadores evolucio´n hasta
orden cuarto. Luego del re´gimen de tiempos cortos, el LE decae mono´tonamente debido
a los te´rminos no revertidos Σˆ, tal como en el paradigma esta´ndar discutido en la Sec.
3.4.2. Dado que no tenemos una forma funcional expl´ıcita para ajustar al decaimiento,
definimos la escala de tiempo caracter´ıstica τ mediante la condicio´n M1,1(τ) = 2/3. Las
tasas 1/τ se grafican en la Fig. 5.2 como funcio´n de ∆, para diferentes magnitudes de
desorden W .
Luego del decaimiento, como se observa en la Fig. 5.1-(a), el LE satura en 1/N ,
lo cual significa que la polarizacio´n inicial se ha distribuido uniformemente sobre to-
do el sistema de espines. Esto puede asimilarse con las observaciones realizadas en el
Cap´ıtulo 3, es decir, procesos decoherentes ocasionan un desparramo irreversible de la
polarizacio´n. Pero, si ∆ aumenta significativamente, el decaimiento del LE se desacelera
y evidencia colas largas, ver Fig. 5.1-(b). Estas colas destruyen la saturacio´n al menos
en la ventana temporal considerada. Tal re´gimen se asocia con una dina´mica “v´ıtrea”
de la polarizacio´n, en la que una fuerte interaccio´n Ising domina sobre los te´rminos
XY .
Si fijamos ∆ = 0 y aumentamos el desorden W , el problema se reduce al caso
esta´ndar de AL. En tal caso, la longitud de localizacio´n debe compararse con el ta-
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Figura 5.1: El LE en funcio´n del tiempo, para diferentes elecciones de para´metros. La
escala de tiempo caracter´ıstica esta definida por el decaimiento de las curvas hasta 2/3,
indica´ndose con una l´ınea horizontal punteada. En todos los casos, la flecha gris indica
el orden creciente de la magnitud de la perturbacio´n (ya sea ∆ o W , segu´n el caso). (a)
W = 0, 0 < ∆ . 1.5J . Decaimiento mono´tono, hasta alcanzar saturacio´n (linea horizontal
a trazos). (b) W = 0, 1.5J < ∆ < 4.8J . Las colas largas en el LE destruyen la saturacio´n.
La SP dada por la Ec. (5.6) determina la escala de tiempo l´ımite (regio´n sombreada). (c)
∆ = 0, 0 < W . 1.0J . La longitud de localizacio´n permanece mayor que el taman˜o del
sistema. (d) ∆ = 0, 1.0J < W < 5.5J . La longitud de localizacio´n resulta menor que el
taman˜o del sistema, y por lo tanto la polarizacio´n permanece cerca del sitio 1.
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man˜o finito del sistema. Luego, cuando el desorden es muy de´bil, el LE se degrada
suavemente y eventualmente satura cerca de 1/N para tiempo largos. Esto se debe a
que la longitud de localizacio´n ξ es mayor que el taman˜o del sistema. Cuando el des-
orden es lo suficientemente grande, la longitud de localizacio´n es ma´s pequen˜a que el
taman˜o del sistema, y por lo tanto la excitacio´n inicial permanece muy cerca del sitio
1 para tiempos arbitrarios. En efecto, el cruce entre las dos situaciones f´ısicas puede
cuantificarse igualando el taman˜o del sistema con la longitud de localizacio´n dada en
aproximacio´n FGR, ξ ≃ 6J2/W 2 [KM93]. Esto resulta en W = (√2/2)J , lo cual con-
cuerda razonablemente con el comportamiento que se muestra en las Figs. 5.1 (c) y
(d).
Notar que en ningu´n caso, ya sea por interacciones Ising o por desorden de Anderson,
el LE puede decaer ma´s ra´pido que una escala de tiempo bien definida (ver Figs. 5.1
(b) y (d)). Esta escala esta´ espec´ıficamente definida por la SP de una excitacio´n local
que evoluciona segu´n Hˆ0,
P 01,1(2t) = 2 〈Ψneq| exp
(
iHˆ0t/~
)
Sˆz1 exp
(
−iHˆ0t/~
)
|Ψneq〉 , (5.6)
que es una funcio´n de autocorrelacio´n “hacia delante”. Enfatizamos adema´s que la Ec.
(5.6) no tiene dependencia en Σˆ. Tal “l´ımite de decaimiento” controlado por Hˆ0 tiene
cierta semejanza con el PID experimental [LUP98] y el re´gimen Lyapunov en sistemas
con correlato cla´sico cao´tico [JP01].
En la Fig. 5.2 mostramos el rol de la escala de tiempo dada por la Ec. (5.6), actuando
como l´ımite para las escalas de decaimiento del LE. Se obtienen resultados similares
para modelos con interacciones nnn (tanto en Hˆ0 como en Σˆ), siempre que Σˆ tenga
so´lo te´rminos Ising o desorden diagonal (es decir,
[
Σˆ, Sˆz1
]
= 0).
5.5. Ruptura de ergodicidad inducida por competencia de
interacciones y desorden
5.5.1. Un diagrama de fases dina´mico
Para cuantificar ergodicidad en la dina´mica de nuestro observable, calculamos el LE
promedio M¯1,1:
M¯1,1(T ) =
1
T
∫ T
0
M1,1(t)dt. (5.7)
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Figura 5.2: Las tasas de decaimiento del LE como funcio´n de la magnitud ∆ de las
interacciones Ising, para diferentes valores del desorden W . La l´ınea horizontal a trazos
representa la escala de tiempo de la SP (Hˆ0), es decir, Ec. (5.6). Los datos para ∆ = 0 fueron
obtenidos para dina´micas de una part´ıcula con 500 realizaciones de desorden, mientras que
para ∆ > 0 se realizaron simulaciones de muchos cuerpos con 10 realizaciones de desorden.
La suavidad del empalme evidencia la robustez de las simulaciones nume´ricas.
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El ana´lisis esta´ndar del problema de AL implicar´ıa el ca´lculo de l´ımT→∞ M¯1,1(T ).
Sin embargo, dado que nuestro ca´lculo involucra sistemas finitos, es de esperar que
recurrencias dina´micas (ME) aparezcan al tiempo de Heisenberg TH . Como tales re-
currencias son ajenas a nuestro ana´lisis del caso ideal N → ∞, restringimos nuestro
estudio a T < TH . Las estimaciones de TH se discutieron en la Seccio´n 3.4.1.
Especifiquemos algunos detalles que permitan la reproduccio´n de la simulacio´n
nume´rica. Evaluamos la Ec. (5.7) barriendo ambos ∆ y W en el intervalo [0, 5J ], con-
siderando incrementos de 0.2J en ambas cantidades. Las regiones parame´tricas ma´s
relevantes se exploraron usando saltos de 0.1J . Para cada juego de para´metros, se pro-
mediaron 10 realizaciones de desorden, cada una de las cuales tiene segundo momento〈
h2
〉
=W 2/3. Para el caso no interactuante ∆ = 0, es decir el problema AL, se prome-
diaron 500 realizaciones de desorden. Con el propo´sito de mantener bajas fluctuaciones
estad´ısticas, se realizo´ un promedio de extra de 10 realizaciones del estado |Ψneq〉 defi-
nido en la Ec. (3.14). Este promedio se realiza sorteando la fase ϕi en el rango [0, 2π).
La Fig. 5.3 muestra el diagrama de fases dina´mico para el LE. Esta´ dada por un
gra´fico de niveles de M¯1,1 en T = 12~/J , como funcio´n de la interaccio´n ∆ y la magnitud
del desorden W . Las estimaciones de la transicio´n MBL dadas por las Ecs. (5.2) y (5.3)
tambie´n se indican en el diagrama.
5.5.2. El ana´lisis del diagrama de fases y el rol de las incertezas de
energ´ıa
En la Fig. 5.4 redibujamos el diagrama de fases dina´mico con la finalidad de estudiar
su estructura, indicando cada fase y algunas l´ıneas cr´ıticas. En el diagrama, cinco
regiones (fases) se identifican de acuerdo con el mecanismo predominante: decoherente,
ergo´dica, v´ıtrea, localizacio´n de Anderson, y localizacio´n de muchos cuerpos.
Para valores pequen˜os de ambos ∆ y W , el sistema es casi reversible y la dina´mica
esta´ dada por la propagacio´n de una part´ıcula. En tal caso, M¯1,1 permanece muy cerca
de 1. Esto significa que a pesar de pequen˜as perturbaciones de fase, la excitacio´n local
puede volver a su posicio´n original v´ıa la reversio´n de Hˆ0. En consecuencia, la regio´n
parame´trica ubicada en la esquina inferior izquierda puede asociarse con decoherencia,
es decir, algu´n tipo de onda de esp´ın de´bilmente perturbada por el control imperfecto
en los grados de libertad internos [MBSH+97, FAP15].
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Figura 5.3: Diagrama de fases dina´mico para M¯1,1(T ) en T = 12~/J . El punto (a)
esta´ dado por la Ec. (5.3), es decir, la transicio´n MBL que se reporta en la Ref. [LS13].
El punto (b) corresponde a la Ec. (5.2), es decir, la transicio´n que se reporta en la Ref.
[PH10]. Estos puntos esta´n corridos ligeramente en el gra´fico respecto a ∆ = 1.0J para
evitar su solapamiento.
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Si W o ∆ aumentan, la propagacio´n de la excitacio´n local sufre de los efectos de
Σˆ bajo la forma de mu´ltiples eventos de scattering con el potencial desordenado o con
los otros espines, respectivamente. Entonces la excitacio´n entra en un re´gimen difusivo
donde ra´pidamente se desparrama a lo largo del sistema. Precisamente, la polarizacio´n
queda distribuida uniformemente, 2
〈
Sˆzj
〉
= 1/N para todo j. Dado que ese scattering
no puede revertirse, el desparramo se vuelve irreversible. Consistentemente, la regio´n
azulada esta´ asociada con un comportamiento ergo´dico de la polarizacio´n. El l´ımite
ideal M¯1,1(T → ∞) → 1/N se verifica a menos de un offset nume´rico que viene de la
dina´mica transitoria del LE.
En el caso W = 0, un fuerte incremento en ∆ implica la predominancia de la inter-
accio´n Ising por sobre los te´rminos XY , lo cual “congela” la dina´mica de polarizacio´n.
Dado que la difusio´n inducida por Hˆ0 resulta entonces dra´sticamente limitada, M¯1,1
permanece trivialmente alto. Este comportamiento se interpreta como una dina´mica
v´ıtrea con tiempos de relajacio´n muy largos. De hecho, este tipo de localizacio´n co-
rresponde a una variante (de temperatura infinita) de la fase aislante de Mott [Mot68].
Adema´s, el contraste de colores en proximidad de ∆ & 2J sugiere una transicio´n v´ıtrea-
ergo´dica que resultar´ıa abrupta incluso para desorden no nulo (W . 1.0J). En otras
palabras, la inclusio´n de desorden provocar´ıa una genuina transicio´n de fase (abrup-
ta en el TL) entre una fase v´ıtrea (no-ergo´dica) y una ergo´dica. Sin embargo, dado
que la dina´mica transitoria es muy lenta, un finite size scaling confiable en esta regio´n
parame´trica requerir´ıa tiempos de ca´lculo excesivamente largos para capturar co´mo el
desorden afecta a una dina´mica v´ıtrea.
Podemos esgrimir un argumento dimensional para estimar la linea cr´ıtica que separa
la fase v´ıtrea y la ergo´dica. En efecto, la transicio´n de Mott t´ıpicamente ocurre cuando
la magnitud de la interaccio´n ∆ es comparable con el ancho de banda B = 2J . Tal
valor espec´ıfico de interaccio´n se sen˜ala en la Fig. 5.4 con un c´ırculo relleno negro. Si
agregamos un pequen˜o desorden, e´ste introducira´ una incerteza δE en los niveles de
energ´ıa que terminar´ıa por ensanchar la banda B. Para estimar el ensanche, usamos la
escala de tiempo τ asociada a esa escala de energ´ıa δE = ~/(2τ), que a su vez puede
evaluarse v´ıa la FGR. Con ese propo´sito, consideramos una excitacio´n local que puede
“escapar” ya sea a su derecha o a su izquierda, donde habr´ıa dos cadenas tight binding
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semi-infinitas acopladas sime´tricamente. Luego,
1
τ
= 2
2π
~
(
W 2
3
)
N1s(ε). (5.8)
Aqu´ı, como dijimos arriba, W 2/3 representa el segundo momento de la distribucio´n de
desorden. El factor 2 viene de los dos decaimientos alternativos (derecha y izquierda).
Adema´s, N1s(ε) es la LDoS de superficie de una cadena semi-infinita con elemento de
hopping J/2, tal como se define en la Ec. (2.31).
Asociamos a los niveles de energ´ıa un ensanchamiento Lorentziano, que evaluado
en el centro de banda ε = 0, resulta:
δE =
~
2τ
=
4
3
W 2
J
√
1−
( ε
J
)2∣∣∣∣∣
ε=0
=
4
3
W 2
J
. (5.9)
Dado que la mitad de los estados esta´n en el rango B + 2δE, nuestra estimacio´n a la
linea cr´ıtica para la transicio´n tipo Mott es:
∆c(W ) ∼ B + 2δE ∼ 2J + 8
3
W 2
J
, (5.10)
que se muestra en la Fig. 5.4 como l´ınea a trazos.
Una dependencia funcional similar a la que proponemos en la transicio´n v´ıtrea-
ergo´dica fue conjeturada por Kimball para el sistema electro´nico en el estado funda-
mental [Kim81]. Adema´s, resulta importante mencionar que una expectativa ingenua
acerca de la morfolog´ıa del diagrama de fases ser´ıa una estructura semi circular. De
hecho, ese tipo de comportamientos es comu´n para competencias entre dos magnitudes,
por ejemplo el caso de campo magne´tico vs. temperatura en el diagrama de fases del su-
perconductor tipo I. Una de las implicancias ma´s relevantes entonces de la reentrancia
de la fase ergo´dica para ∆ grande, es descartar la expectativa de un diagrama circular.
Si ∆ = 0, como dijimos, el problema se reduce a AL en sentido estricto. Aqu´ı, una
estimacio´n de la longitud de localizacio´n sera´ razonable en tanto y en cuanto sea menor
que el taman˜o finito del sistema. Ese no es el caso para desorden de´bil, situacio´n en la
cual el LE se degrada suavemente como funcio´n del tiempo (no se puede distinguir de
una dina´mica difusiva). Cuando el desorden es suficientemente grande, la longitud de
localizacio´n se vuelve comparable con el taman˜o del sistema y por lo tanto la excitacio´n
inicial no puede desparramarse.
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En sentido estricto, aun cuando los sistemas 1D esta´n siempre localizados para
cualquier desorden finito (es decir, Wc = 0), existen dos mecanismos diferentes que
contribuyen a la localizacio´n. Uno de ellos es la llamada “localizacio´n fuerte”, es decir
la convergencia, te´rmino por te´rmino, de una teor´ıa de perturbaciones para las GF
locales. El otro es la llamada “localizacio´n de´bil”, originada en las interferencias entre
caminos de perturbacio´n largos. Esto u´ltimo mecanismo fue una idea dif´ıcil de acun˜ar,
tanto nume´rica como anal´ıticamente, hasta la teor´ıa de scaling de la conductancia
desarrollada por la “gang of four” (“pandilla de los cuatro”) [AALR79]. La localizacio´n
de´bil es particularmente relevante en sistemas 1D y 2D. Cuando esos sistemas son
de taman˜o finito, la dina´mica permanece difusiva y casi completamente ergo´dica. En
efecto, tal es precisamente nuestro caso. Ni bien ∆ & 0 las degeneraciones se rompen
por presencia de las interacciones y la dimensionalidad efectiva del espacio de Hilbert
accesible aumenta. Precisamente all´ı se originan las diferencias con el caso AL. Si bien
desconocemos el comportamiento preciso en la proximidad de ∆ = 0, la competencia
entre ∆ y W termina por producir una transicio´n (deslocalizado a localizado) en un
valorWc(∆) > 0, similar a lo que ocurrir´ıa en AL para una red de alta dimensionalidad.
En efecto, la transicio´n MBL se produce al aumentar W para ∆ > 0 fijo.
Se aprecia adema´s que la localizacio´n por desorden se debilita para 1.0J . ∆ .
2.0J , dado que la regio´n ergo´dica se extiende para valores mayores de W . Nuevamente,
dado que consideramos un sistema finito, nuestro observable evidencia un cruce suave de
la fase ergo´dica a la localizada, en la cual la excitacio´n no difunde. Ese cruce corresponde
con la transicio´n MBL, que resulta genuinamente abrupta en el TL [OH07, ZPP08,
PH10, BPM12, LS13].
Tal como discutimos en la Sec. 5.5.1, T . TH ∝ N , y por lo tanto aumentar
N en nuestras simulaciones (por ejemplo 10, 12 y 14) nos permitir´ıa un tiempo de
integracio´n T ma´s largo. En efecto, para ∆ ∼ 1.0J , verificamos que, a ambos lados de
la transicio´n MBL, M¯1,1 se comporta de la manera esperada. En la fase ergo´dica, tiene
el comportamiento asinto´tico correspondiente a la equilibracio´n M¯1,1 ∼ 1/N , mientras
que en la fase localizada (W grande) satura en M¯1,1 ∼ 1/ξ independientemente de N .
La viabilidad de un finite size scaling radica en que ∂M¯1,1/∂W aumenta con N . Sin
embargo, nuestro rango de valores N accesibles no es suficiente para escalear M¯1,1(T )
y obtener as´ı valores cr´ıticos precisos para la transicio´n MBL.
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En analog´ıa con la transicio´n de Mott, un argumento dimensional puede esgrimirse
para estimar la l´ınea cr´ıtica Wc(∆). Aun cuando no hay transicio´n de fase en el sistema
1D no interactuante ∆ = 0, se espera que la introduccio´n de interacciones rompa las
limitaciones 1D. Consideramos entonces como punto singular al valor de transicio´n para
dimensionalidad alta, que tal como en Mott, ocurre cuando la magnitud del desorden
es comparable con el ancho de banda[Zim69]
Wc(∆)|∆=0 = (e/2)B. (5.11)
Este valor de desorden se sen˜ala en la Fig. 5.4 como un c´ırculo vac´ıo, dado que no
corresponde a un punto cr´ıtico genuino del problema 1D. Nuevamente, incluir interac-
ciones introducir´ıan incertezas de energ´ıa que ensanchar´ıan la banda consistentemente.
En este caso, la incerteza δE esta´ asociada a la vida media introducida por las inter-
acciones Ising. La evaluacio´n FGR de tal escala de tiempo viene dada por la Ec. (2.50)
y resulta:
1
τ
= 2
2π
~
∆2
4
3π2J
. (5.12)
Como antes, el factor 2 extra viene de las dos contribuciones de cadenas semi-infinitas
(a derecha e izquierda). El factor 4/(3π2J) viene de la correspondiente LDoS, tal como
en la Ec. (2.63), evaluada en ε = 0. Luego,
δE =
~
2τ
=
8
3π
∆2
J
. (5.13)
Esta incerteza agranda el ancho de banda y por consiguiente nuestra estimacio´n dimen-
sional de la l´ınea cr´ıtica para la transicio´n MBL es:
Wc(∆) ∼ e
2
(B + 2δE) ∼ 2.71
2
(
2J +
16
3π
∆2
J
)
, (5.14)
que se dibuja en la Fig. 5.4 como una l´ınea a trazos que comienza en el c´ırculo vac´ıo.
5.6. Conclusiones
Hemos simulado la dina´mica del LE en un sistema de espines con presencia de
interacciones y desorden, para un amplio rango de competencia entre tales procesos.
Esta evaluacio´n nume´rica nos permitio´ construir un diagrama de fases que evidencia las
regiones parame´tricas ergo´dicas y no-ergo´dicas. Mientras que las primeras implican la
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Figura 5.4: El diagrama de fases dina´mico con las principales regiones indicadas: deco-
herente, v´ıtrea, ergo´dica, localizacio´n de muchos cuerpos, y localizacio´n de Anderson. Las
estimaciones de las l´ıneas cr´ıticas ∆c(W ) yWc(∆) se dibujan de acuerdo con las Ecs. (5.10)
y (5.14) respectivamente.
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posibilidad de equilibracio´n, las segundas implican que el sistema no puede equilibrar
(al menos permaneciendo cerrado). Los comportamientos no ergo´dicos se clasificaron
y discutieron en te´rminos de dina´mica v´ıtrea, localizacio´n de Anderson esta´ndar, y
localizacio´n de muchos cuerpos. Basa´ndonos en el ca´lculo de incertezas de energ´ıa in-
troducidas por desorden e interacciones (de´biles), pudimos estimar las l´ıneas cr´ıticas
que separan tales fases. El acuerdo entre las l´ıneas cr´ıticas estimadas y el diagrama
dina´mico del LE es considerablemente bueno.
La naturaleza estrictamente local de nuestro observable constituye una limitacio´n
importante a la hora de realizar un finite size scaling que arroje valores cr´ıticos para
las transiciones de fase. A pesar de ello, nuestra estrategia permitio´ identificar una
posible transicio´n v´ıtrea-ergo´dica inducida por introduccio´n de desorden. Adema´s, re-
sulta prometedor investigar diferentes topolog´ıas de acoplamientos y diferentes maneras
de romper integrabilidad. Por u´ltimo, pero no menos importante, dado el estado del
arte en NMR [FL05, MOB12], resaltamos la potencialidad de las funciones de correla-
cio´n de alta temperatura, como el LE, en el rol de testigos dina´micos relevantes para
estudiar transiciones de fase en general [ZCC+09] y en particular la transicio´n MBL
[FL05, AS10, ASK15].
Las contribuciones originales de este Cap´ıtulo fueron publicadas en:
“Interaction-disorder competition in a spin system evaluated through the Loschmidt
echo”, Pablo R. Zangara, Axel D. Dente, An´ıbal Iucci, Patricia R. Levstein, Horacio
M. Pastawski, Phys. Rev. B 88, 195106 (2013).
“Role of energy uncertainties in ergodicity breaking induced by competing interactions
and disorder. A dynamical assessment through the Loschmidt echo”, Pablo R. Zangara,
Patricia R. Levstein, Horacio M. Pastawski, Papers in Physics 7, 070012 (2015).
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Cap´ıtulo 6
Del LE local al LE global
Este Cap´ıtulo constituye un paso ma´s alla´ de la formulacio´n y evaluacio´n del LE
efectuadas los Cap´ıtulos 3 y 5. Pondremos especial e´nfasis en el juego de escalas de
tiempo con trasfondo experimental. Adema´s, estudiaremos la relacio´n entre la autoco-
rrelacio´n de un esp´ın, es decir el LE local, y la definicio´n esta´ndar del LE: el mo´dulo
cuadrado del producto interno entre funciones de onda. La extensio´n de esta u´ltima
magnitud para sistemas de muchos cuerpos define en consecuencia al LE global o “LE
de muchos cuerpos”. Propondremos ideas operacionales para relacionar ambas magni-
tudes, incluso en un eventual experimento.
6.1. Atando cabos sueltos
Inspirados en los experimentos de NMR, definimos en el Cap´ıtulo 3 el LE como
una funcio´n de autocorrelacio´n de esp´ın M1,1(t). All´ı, M1,1(t) se empleaba como un
testigo dina´mico para cuantificar decoherencia. En el Cap´ıtulo 5, la misma magnitud se
empleo´ para estudiar feno´menos de localizacio´n. Aqu´ı, presentaremos el LE en mayor
detalle, con un doble propo´sito. Por un lado, analizaremos la relacio´n entre M1,1(t) y
la versio´n ampliamente usada del LE, el overlap entre funciones de onda [JP01, JSB01,
JAB02]. Por otro lado, discutiremos una imagen general del decaimiento de M1,1(t)
compatible con las observaciones experimentales.
Dado que M1,1(t) representa una polarizacio´n local, sera´ referido aqu´ı como el LE
local. Ya discutimos en la Sec. 3.4.1, que en el caso de una excitacio´n en una cadena 1D
con interacciones XY ,M1,1(t) coincide precisamente con el overlap de dos funciones de
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onda de una part´ıcula. Sin embargo, este no es el caso general. De hecho, el cuadrado
del producto interno entre dos funciones de onda de muchos cuerpos define 1 un LE
global o de muchos cuerpos,MMB(t). Resulta importante notar queMMB(t) no ha sido
estudiado experimentalmente, pero constituye un objeto de natural intere´s para la teor´ıa
(ver, por ejemplo, [Pro07, THVS14, THS14b]). En consecuencia, es necesario establecer
la relacio´n precisa entre el objeto de estudios teo´ricos y el de relevancia experimental,
es decir MMB(t) y M1,1(t) respectivamente. Esta conexio´n faltante sera´ la pregunta
central en este Cap´ıtulo.
En primer lugar, derivaremos MMB(t) como una de las contribuciones no locales
de M1,1(t). Ma´s au´n, evaluaremos la dependencia en N o extensividad de MMB(t)
y co´mo tal propiedad se evidencia en las escalas de tiempo involucradas. Esto nos
lleva a plantear que refocalizar (luego de la reversio´n) el estado de muchos espines
resulta como consecuencia de recuperar la configuracio´n de cada esp´ın individualmente,
esencialmente como si se tratara de eventos estad´ısticamente independientes. Dado que
en el estado inicial de alta temperatura hay N/2 espines up, la independencia estad´ıstica
implicar´ıa un comportamiento de la forma MMB ∼ (M1,1)N/4. Esta relacio´n es exacta
para tiempos muy cortos. Para tiempos largos, la independencia estad´ıstica falla pero la
extensividad permanece va´lida, tal como confirmamos mediante la evaluacio´n nume´rica
en un sistema espec´ıfico.
Discutiremos adema´s un panorama general del decaimiento del LE, partiendo desde
el re´gimen a tiempos cortos. Analizaremos las expectativas de juego relativo entre
la escala de tiempo que caracteriza las interacciones reversibles (T2) y aquella que
caracteriza la perturbacio´n (τΣ). En u´ltima instancia, esto da origen a la escala de
tiempo observada experimentalmente, T3. En tal sentido, el ana´lisis que realizaremos
sirve de bisagra conceptual entre los dominios teo´ricos y experimentales.
Finalmente, usaremos una dina´mica unitaria de “preparacio´n” para transformar la
excitacio´n local en un estado correlacionado que sirva de estado inicial para un proce-
dimiento de reversio´n. Ma´s precisamente, proponemos y analizamos un protocolo que
inicia con una excitacio´n local, luego crea correlaciones v´ıa una evolucio´n idealmen-
te reversible, y a partir de all´ı se continu´a en una reversio´n temporal perturbada. La
1La definicio´n precisa, compatible con el estado inicial definido en la Ec. (3.1), involucra un pro-
medio. Mostraremos esto expl´ıcitamente en la Sec. 6.2.
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reversio´n perfecta de la preparacio´n da lugar a una medicio´n local. Este LE dina´mica-
mente preparado (DPLE) codifica la “sensibilidad” de estados correlacionados usando
una u´nica medicio´n local. Esta idea constituye un v´ınculo operacional entre el LE local
y el global. Ma´s au´n, provee una descripcio´n sistema´tica de la reversibilidad del estado
de un sistema de muchos cuerpos a medida que el grado de correlaciones se incrementa
progresivamente en funcio´n del tiempo de preparacio´n. Confirmamos que el DPLE de-
cae ma´s ra´pidamente a medida que el tiempo de preparacio´n aumenta, lo cual resulta
en acuerdo con la idea preliminar de “mientras ma´s correlacionado, ma´s fra´gil ante
perturbaciones”. Si la dina´mica de preparacio´n es capaz de producir la equilibracio´n
de la polarizacio´n (tal como en el caso de difusio´n de esp´ın), el decaimiento del DPLE
coincide con el LE global de un estado de superposicio´n aleatoria [ADLP08], en el cual
no se realiza preparacio´n. Esto significa que las fases espec´ıficas de los estados prepa-
rados son ba´sicamente innecesarias, una idea que surgira´ nuevamente en el Cap´ıtulo
7.
6.2. Las contribuciones no-locales al LE local
Retomemos la formulacio´n del LE desde la Sec. 3.2. Primero, definimos la siguiente
probabilidad promedio:
Π1,1(t) =
∑
i∈A
∑
j∈A
1
2N−1
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2 , (6.1)
la cual representa la probabilidad que el 1er esp´ın permanezca up luego de la evolucio´n
dada por UˆLE(t). Luego, la Ec. (3.10) puede reescribirse en la forma:
M1,1(t) = 2
[
Π1,1(t)− 1
2
]
. (6.2)
Tambie´n podemos verificar que:
M1,1(t) =
[∑
i∈A
1
2N−1
(∣∣∣〈βi| UˆLE(t) |βi〉∣∣∣2+
+
∑
j∈A (j 6=i)
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2 −∑
j∈B
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2
 .
(6.3)
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Aqu´ı, recordamos que el conjunto de ı´ndices A etiqueta los estados de la base (compu-
tacional Ising) que tienen el 1er esp´ın up, es decir j ∈ A ⇔ Sˆz1 |βj〉 = +12 |βj〉. Adema´s,
B representa el complemento de A, es decir j ∈ B ⇔ Sˆz1 |βj〉 = −12 |βj〉. Luego, po-
demos identificar naturalmente los dos te´rminos que contribuyen a M1,1(t). En efecto,
la primera suma en la Ec. (6.3) representa la probabilidad promedio de reobtener un
estado la base, que denotamos con MMB(t),
MMB(t) =
∑
i∈A
1
2N−1
∣∣∣〈βi| UˆLE(t) |βi〉∣∣∣2 . (6.4)
La segunda suma en la Ec. (6.3) representa la probabilidad promedio de cambiar la
configuracio´n de cualquier esp´ın exceptuando al 1ero. La tercera suma representa la
probabilidad promedio de que el 1er esp´ın haya efectivamente cambiado a down (que
haya “flipeado”), es decir, todos aquellos procesos que no contribuyen aM1,1(t). Luego,
los procesos que s´ı contribuyen a M1,1(t) pero no a MMB(t) se denotan como:
MX(t) =
∑
i∈A
1
2N−1
 ∑
j∈A (j 6=i)
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2 −∑
j∈B
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2
 , (6.5)
Este balance de probabilidades conlleva finalmente al comportamiento asinto´tico apro-
piado para M1,1(t) de acuerdo con las simetr´ıas que restringen la evolucio´n. La identi-
ficacio´n
M1,1(t) =MMB(t) +MX(t) (6.6)
es un paso muy importante para las pro´ximas discusiones.
6.3. Una descripcio´n general del decaimiento del LE
En esta Seccio´n introduciremos algunas de las principales ideas f´ısicas subyacentes
en la dina´mica de la autocorrelacio´n M1,1(t). Los argumentos aqu´ı expuestos van ma´s
alla´ de cualquier evaluacio´n del LE en un modelo particular, y contribuyen a una
representacio´n picto´rica de un experimento real.
6.3.1. Expansiones a tiempos cortos
Con el propo´sito de analizar la dependencia en N del LE y sus escalas de tiempo,
calculamos aqu´ı la expansio´n a tiempos cortos de las magnitudes M1,1(t), MMB(t) y
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MX(t). Tal como en la Ec. (3.26), hasta 2
do orden en tiempo,
M1,1(t = 2tR) = 2
∑
i∈A
1
2N−1
〈βi| Uˆ †LE(t)Sˆz1 UˆLE(t) |βi〉
= 1− (t/~)2
∑
i∈A
1
2N−1
(
〈βi| Σˆ2 |βi〉 − 2 〈βi| ΣˆSˆz1Σˆ |βi〉
)
+O
(
(t/~)3
)
.
(6.7)
Ana´logamente, las contribuciones dominantes en MMB(t) y MX(t) son:
MMB(t) =
∑
i∈A
1
2N−1
∣∣∣〈βi| UˆLE(t) |βi〉∣∣∣2
= 1− (t/~)2
∑
i∈A
1
2N−1
(
〈βi| Σˆ2 |βi〉 − 〈βi| Σˆ |βi〉2
)
+O
(
(t/~)3
)
, (6.8)
y
MX(t) =
∑
i∈A
1
2N−1
 ∑
j∈A (j 6=i)
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2 −∑
j∈B
∣∣∣〈βj | UˆLE(t) |βi〉∣∣∣2

= (t/~)2
∑
i∈A
1
2N−1
(
2 〈βi| ΣˆSˆz1Σˆ |βi〉 − 〈βi| Σˆ |βi〉2
)
+O
(
(t/~)3
)
. (6.9)
Tal como en la Ec. (3.19), consideremos una perturbacio´n gene´rica Σˆ dada por un
Hamiltoniano con anisotrop´ıa α,
Σˆ =
N∑
i,j
(JΣ)ij
[
2αSˆzi Sˆ
z
j −
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)]
. (6.10)
Entonces, las siguientes identidades pueden verificarse:∑
i∈A
1
2N−1
〈βi| Σˆ2 |βi〉 = 2Nσ2
(
α2
4
+
1
8
)
, (6.11)
∑
i∈A
1
2N−1
〈βi| ΣˆSˆz1Σˆ |βi〉 = 2Nσ2
(
α2
8
+
1
16
)
− 1
2
σ2, (6.12)
∑
i∈A
1
2N−1
〈βi| Σˆ |βi〉2 = 2Nσ2α
2
4
. (6.13)
Aqu´ı, σ2 es el segundo momento local promedio de Σˆ,
σ2 =
1
N
N∑
i=1
σ2i =
1
N
N∑
i=1
 N∑
j(6=i)
(
(JΣ)ij
2
)2 . (6.14)
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Notemos que la definicio´n de σ2 es consistente con las Ecs. (3.26) y (3.30). Siendo una
perturbacio´n, σ2 debe ser mucho menor que el segundo momento local promedio σ20 del
Hamiltoniano no perturbado Hˆ0. En te´rminos de escalas de tiempo,
T2 ≡ ~/
√
σ20 ≪ ~/
√
σ2 ≡ τΣ. (6.15)
Aqu´ı, hemos introducido la escala de tiempo caracter´ıstica del Hamiltoniano no per-
turbado, que en los experimentos es T2; y la de la perturbacio´n, τΣ. De las identidades
en las Ecs. (6.11), (6.12) y (6.13) se sigue que
M1,1(t) = 1− (t/τΣ)2 +O
(
(t/~)3
)
, (6.16)
y,
MMB(t) = 1− 1
4
N (t/τΣ)
2 +O
(
(t/~)3
)
, (6.17)
MX(t) =
(
N − 4
4
)
(t/τΣ)
2 +O
(
(t/~)3
)
. (6.18)
Estas expansiones son va´lidas para t < (τΣ/N) y cuando [Σˆ, Sˆ
z
1 ] 6= 0. Luego de este
re´gimen de tiempos muy cortos, un te´rmino gene´rico en la expansio´n deM1,1(t) sera´ de
la forma
c(N,n)t
n/
(
τkΣT
n−k
2
)
(6.19)
con k ≥ 2 y el coeficiente c(N,n) descrito por nu´meros combinatorios de taman˜o creciente
que dependen de la topolog´ıa de interacciones (ver, por ejemplo, [SAL+14, DGSZ15]).
Dado que el escenario experimental se corresponde con el l´ımite descrito por la Ec.
(6.15), esta expansio´n estara´ dominada por los te´rminos con el orden ma´s bajo posible
en la interaccio´n de´bil, es decir k = 2:
(t/τΣ)
2
[
1 +
∑
n
c(N,n)(t/T2)
n−2
]
. (6.20)
La ecuacio´n (6.20) sugiere que tras los tiempos muy cortos, es decir para (τΣ/N) < t <
τΣ, la dependencia en τΣ se ver´ıa sustituida por te´rminos divergentes en la escala T2.
Esto podr´ıa llevar a una nueva escala de tiempo, T3, que experimentalmente se observa
muy ligada a T2:
T2 . T3 ≪ τΣ. (6.21)
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En algu´n sentido, T3 se convierte en una escala caracter´ıstica de la complejidad o
“caos” del sistema de espines, que amplifica el efecto de cualquier pequen˜a perturbacio´n.
Resulta importante remarcar que, siendo una observacio´n experimental, la Ec. (6.21) se
corresponde con un sistema compuesto por un nu´mero macrosco´picamente grande de
espines. En otras palabras, la Ec. (6.21) representa una relacio´n de escalas de tiempo
va´lida en el TL. Por el contrario, cualquier evaluacio´n nume´rica involucra un nu´mero
de espines finito (y en rigor de verdad, muy pequen˜o). En este u´ltimo caso, el tiempo
caracter´ıstico de irreversibilidad T3 estara´ irremediablemente dado por τΣ. Esta es
la razo´n por la cual el decaimiento del LE evaluado en un sistema finito sera´ siempre
dependiente de perturbacio´n. Nuestra hipo´tesis central de irreversibilidad precisamente
radica en postular la Ec. (6.21) como una propiedad emergente. En este contexto, el TL
requiere tomar el l´ımite N →∞ primero, y luego τΣ →∞. La no-uniformidad de estos
l´ımites juega un papel crucial en las transiciones de fase cua´nticas [And78, Pas07]. En
el Cap´ıtulo 7 volveremos sobre estas ideas.
La descripcio´n general expuesta se representa esquema´ticamente en la Fig. 6.1.
All´ı, mostramos el juego esperado entre MMB(t) y MX(t) y la correlacio´n resultante,
M1,1(t). De hecho, tal como se plantea en las Ecs. (6.17) y (6.18), la dependencia a
tiempos muy cortos en ambas contribuciones es extensiva en N : MMB(t) decrece como
1 − Nσ2t2/4 y MX(t) crece como (N − 4)σ2t2/4. Tal balance preciso determina el
decaimiento a tiempos cortos de M1,1(t) segu´n la Ec.(6.16), es decir 1− σ2t2. A priori
no hay razo´n para asumir que el decaimiento de MMB(t) permanezca determinado
por τΣ. Luego del re´gimen de tiempos muy cortos, se espera que la escala de tiempo
T3 se evidencie en el decaimiento de MMB(t) bajo la forma T3/N
ν con ν ∼ 1 (ver
discusiones siguientes). Mientras que MMB(t) decae mono´tonamente a cero, MX(t)
muestra un comportamiento no trivial: aumenta alimenta´ndose de la ca´ıda de MMB(t)
hasta que alcanza un ma´ximo. Este crecimiento indica la aparicio´n de correlaciones
de largo alcance. A posteriori, MX(t) debe decaer por el so´lo hecho que el estado del
sistema permanece normalizado para todo tiempo. Esto es precisamente lo que M1,1(t)
representa: una polarizacio´n conservada que tiempos largos se equidistribuye entre los
espines del sistema. En un sistema aislado finito, esta equilibracio´n se observa como
un plateau asinto´tico M∞ ∼ 1/N . Tal como ya dijimos antes, el decaimiento de ambas
cantidades, M1,1(t) y MX(t) ocurrir´ıa en una escala de tiempo T3, que acorde con la
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Ec. (6.20), es muy cercana (ligeramente mayor) a la escala de “difusio´n” T2. Este ser´ıa
el escenario propio de un experimento.
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Figura 6.1: Una representacio´n picto´rica de la dependencia temporal de M1,1(t) (linea
punteada negra), MMB(t) (linea continua azul) y MX(t) (l´ınea continua verde). La depen-
dencia a tiempos cortos, tal como se describe en las Ecs. (6.16), (6.17) y (6.18), se indican
con flechas. En particular, la expansio´n a tiempos cortos de M1,1(t) se dibuja con una linea
negra a trazos.
6.3.2. La hipo´tesis de extensividad en el decaimiento
Las anteriores expansiones a tiempos cortos sugieren una relacio´n de escala entre
el LE local, M1,1(t), y la versio´n global, MMB(t). En particular, comparemos primero
la probabilidad de recuperar la configuracio´n (up o down) de un so´lo esp´ın, es decir
Π1,1(t), y la probabilidad de recuperar un estado completo MMB(t). Si la refocalizacio´n
de cada esp´ın individual pudiera tratarse como un evento independiente, entonces la
relacio´n de escala entre Π1,1 y MMB ser´ıa extensiva en N ,
(Π1,1(t))
N/2 ≃MMB(t). (6.22)
Aqu´ı, el factor 1/2 en el exponente viene de la Ec. (3.1), es decir el estado inicial de
alta temperatura, donde ba´sicamente la mitad de los espines “esta´n” up y la mitad
down. Luego, podemos utilizar la analog´ıa con un gas de red donde N/2 part´ıculas
se mueven entre N sitios de red posibles. Como en la JWT [LSM61], un fermio´n se
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asocia a un esp´ın up y una vacancia a un esp´ın down. Entonces, el microestado del gas
esta´ completamente descrito por la posicio´n de N/2 part´ıculas.
En sentido estricto, el cara´cter de extensivo esta´ reservado para magnitudes ter-
modina´micas como la entrop´ıa del sistema. Asimismo, tal como se discute en la Ref.
[UPL98], S = −ln(M1,1(t)) es precisamente una medida de entrop´ıa. La validez de la
Ec. (6.22) implica entonces una relacio´n de extensividad entre la entrop´ıa por esp´ın y
la entrop´ıa total del sistema.
De acuerdo con las Ecs. (6.2) y (6.16):
Π1,1(t) = 1− 1
2
(t/τΣ)
2 +O
(
(t/~)3
)
, (6.23)
que a 2do orden en tiempo implica Π1,1(t) ≃ (M1,1(t))1/2. Por lo tanto, la Ec. (6.22) se
traduce en
(M1,1(t))
N/4 ≃MMB(t). (6.24)
que es precisamente la relacio´n que se verifica entre las Ecs. (6.16) y (6.17).
Ser´ıa de esperar que luego del decaimiento a tiempos muy cortos, cualquier autoco-
rrelacio´n local se desv´ıe de la independencia estad´ıstica. Sin embargo, esta desviacio´n
mantendr´ıa un cara´cter local y por consiguiente la extensividad en N permanecer´ıa
siendo va´lida. En efecto, proponemos
(M1,1(t))
η ≃MMB(t), (6.25)
donde el exponente η es una funcio´n adecuada η = η(N, t). Nuestra “hipo´tesis de
extensividad”en el decaimiento implica que η factoriza:
η(N, t) = N × f(t), (6.26)
donde f(t) es una funcio´n que contiene informacio´n de las correlaciones originadas por
la dina´mica. Adema´s,
l´ım
t→0+
f(t) =
1
4
. (6.27)
es una condicio´n necesaria para recuperar la Ec. (6.24), es decir la independencia es-
tad´ıstica.
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6.4. Un modelo 1D
Pondremos a prueba ahora las ideas f´ısicas discutidas anteriormente usando un
modelo espec´ıfico. En particular, queremos estudiar la validez de las Ecs. (6.24) y
(6.26). Consideramos un sistema 1D con interaccio´n nn anisotro´pica (α = −1/4):
Hˆnn =
N−1∑
i=1
J0
(
1
2
Sˆzi Sˆ
z
i+1 + Sˆ
x
i Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1
)
, (6.28)
con condiciones de borde perio´dicas (anillo). Se introducen adema´s interacciones nnn:
Hˆnnn =
N−2∑
i=1
J0
(
1
2
Sˆzi Sˆ
z
i+2 + Sˆ
x
i Sˆ
x
i+2 + Sˆ
y
i Sˆ
y
i+2
)
. (6.29)
Aqu´ı, J0 representa las unidades de energ´ıa para la interaccio´n esp´ın-esp´ın.
Tal como en los casos discutidos en la Sec. 4.2, la proyeccio´n total de esp´ın en la di-
reccio´n z se conserva en ambos casos dado que [Hˆnn,
∑N
i=1 Sˆ
z
i ] = 0 y [Hˆnnn,
∑N
i=1 Sˆ
z
i ] =
0. Tal simetr´ıa provee una estructura de subespacios segu´n cada una de las proyecciones
en z: mz =
∑N
i=1 S
z
i =
N
2 , (
N
2 − 1), ...,−N2 . En un sistema con N espines, hay N + 1
subespacios con mz definido y la dina´mica estara´ confinada estrictamente a cada uno
de ellos. Ni Hˆnn ni Hˆnnn pueden acoplar estados de diferentes subespacios.
El ca´lculo del LE esta´ dado por la eleccio´n:
Hˆ0 = Hˆnn, (6.30)
Σˆ = λHˆnnn, (6.31)
donde λ es el para´metro que controla la perturbacio´n, λJ0 = JΣ. Los segundos mo-
mentos locales σ20 y σ
2 de Hˆ0 y Σˆ respectivamente pueden evaluarse como en la Ec.
(6.14):
σ20 =
1
2
(J0)
2 , (6.32)
σ2 =
1
2
(λJ0)
2 = λ2σ20 , (6.33)
y constituyen las escalas de energ´ıa relevantes en el modelo.
En la Fig. 6.2 graficamos M1,1(t), MMB(t) y MX(t) para la eleccio´n particular λ =
0.1. Las expansiones a tiempos cortos dadas por las Ecs. (6.16), (6.17) y (6.18) se evalu´an
de acuerdo con la Ec. (6.33). Se observa queMMB(t) se anula a tiempos muy largos. En
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realidad, una observacio´n ma´s detallada muestra que MMB(t →∞) ∼ O(2−N ) (datos
no mostrados). Adema´s, notamos que MX(t→∞) ∼ 1/N . Tal contribucio´n asinto´tica
es la responsable por la equidistribucio´n de la polarizacio´n local M1,1(t →∞) ∼ 1/N .
Esta saturacio´n a tiempos largos corresponde a la equilibracio´n del sistema finito.
En contraste a nuestro gra´fico esquema´tico que se muestra en la Fig. 6.1, aqu´ıMX(t)
no llega muy cerca de 1 y MMB(t) no decae mucho ma´s ra´pido que M1,1(t). Dado que
MX(t) rige el comportamiento de M1,1(t) una vez que MMB(t) decayo´ completamen-
te, la contribucio´n de MX(t) es significativa so´lo a tiempos largos. Estos efectos son
consecuencia del taman˜o relativamente pequen˜o del sistema considerado. De hecho, el
caso en la Fig. 6.2 corresponde a N = 14 espines, y por lo tanto el exponente que
vincula M1,1(t) con MMB(t) es relativamente pequen˜o (N/4) = 3.5. El requerimiento
de sistemas grandes revela que los o´rdenes dominantes en la Ec. (6.20) es un desaf´ıo
nume´rico sustancial que quiza´ este´ fuera del alcance de las te´cnicas computacionales
disponibles.
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Figura 6.2: El LE local y sus contribuciones no locales.M1,1(t), MMB(t) yMX(t) corres-
ponden a las lineas continuas negra, azul y verde respectivamente; N = 14, λ = 0.1. Las
expansiones a tiempos cortos dadas por las Ecs. (6.16), (6.17) y (6.18) se muestran con un
l´ıneas a trazos negra, azul y verde, respectivamente.
Con el propo´sito de evaluar la validez de la “hipo´tesis de extensividad ”en el decai-
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miento, analizamos en la Fig. 6.3 la relacio´n de escala entreM1,1(t) yMMB(t) que discu-
timos en la Sec. 6.3.2. En particular, ponemos a prueba la factorizacio´n planteada en la
Ec. (6.26). Graficamos como funcio´n del tiempo la cantidad log(MMB(t))/ (log(M1,1(t))N),
y observamos una curva “unificada” que no depende de N ni de λ, pero tiene una leve
dependencia en el tiempo. Tal curva es efectivamente f(t) segu´n se define en la Ec.
(6.26). Esto significa que la relacio´n de extensividad entre M1,1(t) y MMB(t) es va´lida.
La independencia estad´ıstica, en cambio, falla progresivamente ni bien f(t) se aparta
del factor ideal 1/4 que viene de las Ecs. (6.24) y (6.27). Dado que luego del re´gimen de
tiempos cortos f(t) disminuye con el tiempo, concluimos que reobtener la configuracio´n
de un esp´ın esta´ ligado a reobtener la configuracio´n de sus vecinos. En otras palabras,
los espines esta´n correlacionados positivamente, lo cual facilita la refocalizacio´n de un
estado completo de N espines. Este argumento es particularmente aplicable en sistemas
1D.
Luego de la saturacio´n, donde M1,1 ∼ 1/N y MMB ∼ O(2−N ), el escaleo universal
naturalmente se vuelve ruidoso y las curvas para diferentes N y λ se separan unas de
otras. Dado que el decaimiento es ma´s ra´pido para perturbaciones mayores, la aparicio´n
de tal comportamiento espurio ocurre primero para el mayor valor de λ considerado
(λ = 0.3, l´ıneas punteadas).
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Figura 6.3: La relacio´n log(MMB(t))/ (N log(M1,1(t))) como funcio´n del tiempo para:
N = 10 (negro), 12 (rojo), 14 (azul) y 16 (verde). La magnitud de la perturbacio´n esta´ dada
por λ = 0.1 (l´ıneas continuas), λ = 0.2 (l´ıneas a trazos), y λ = 0.3 (l´ıneas punteadas).
124
6.5 Estados preparados dina´micamente
6.5. Estados preparados dina´micamente
6.5.1. Ideas operacionales
Discutiremos ahora co´mo convertir la medicio´n local M1,1(t) en una medida global
de reversibilidad en un sistema de muchos cuerpos. La idea se basa en un preparacio´n
dina´mica, que permite incrementar la complejidad del estado inicial en una manera
controlada. Esencialmente, el procedimiento consisten en una secuencia, esquematizada
en la Fig. 6.4, que viene dada por: preparacio´n, LE esta´ndar, reversio´n perfecta de la
preparacio´n y finalmente medicio´n local. La preparacio´n resulta de una evolucio´n regida
por un Hamiltoniano Hˆp durante un tiempo tp. Luego, un procedimiento tipo LE se
realiza tal como ya hemos analizado, es decir, una evolucio´n hacia delante, hacia atra´s
imperfecta. A tal reversio´n temporal se le sigue una evolucio´n sime´trica hacia atra´s
regida por −Hˆp que tiene por finalidad “desandar” la preparacio´n, terminando en una
observacio´n local. Este DPLE se denota con M1,1(t, tp). La idea aqu´ı es que el DPLE,
es decir la medicio´n en la Fig. 6.4(e), termina en un ultima instancia siendo equivalente
al overlap entre dos funciones de onda “te´rmicas” que describen el estado del sistema
luego de la preparacio´n (es decir, el overlap entre los estados correspondientes a la Fig.
Fig. 6.4(b) y Fig. 6.4(d)).
exp[-iH t / ]P P h exp[-i(-H / ]0 R h+ )tS
Time0 tP
exp[iH t / ]P P h
t +tP R t + tP R2 2 2t + tP R
a) b) c) d) e)
exp[-i(H / ]0 R h+ )tS
Figura 6.4: El esquema de preparacio´n como modificacio´n del procedimiento ilustrado
en la Fig. 3.1. (a) El estado inicial dado por la Ec. (3.1) evoluciona y crea un estado
correlacionado dina´micamente Uˆp(tp) |Ψneq〉 representado en (b). A posteriori, se realiza
el procedimiento de reversio´n temporal (c)-(d). La reversio´n “perfecta” de la preparacio´n
finalmente conduce a una observacio´n local en (e).
Ser´ıa de esperar que el esquema de preparacio´n codifique la excitacio´n local en un
estado extendido. Dado que el procedimiento del LE se ejecuta luego de tal preparacio´n,
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el DPLE termina por representar la sensitividad ante perturbaciones de estados inicial-
mente correlacionados. Para cuantificar esta idea, asumimos primero que [Hˆp, Sˆ
z
T ] = 0
y consideramos un u´nico estado de la base |βi〉, i ∈ A, que pertenece a un subespacio
de proyeccio´n etiquetado por mz(i) = 〈βi| SˆzT |βi〉. Este estado se “prepara” de acuerdo
con Uˆp(tp) = exp[− i~Hˆptp]:
Uˆp(tp) |βi〉 =
∑
j
mz(j)=mz(i)
cij(tp) |βj〉 =
∣∣∣Ψ[i]mz(i)〉 . (6.34)
Aqu´ı,
∣∣∣Ψ[i]mz(i)〉 denota una superposicio´n coherente en el subespacio etiquetado por
mz(i). Es importante notar que dos estados base diferentes, |βk〉 y |βl〉, que pertene-
cen al mismo subespacio corresponder´ıan a superposiciones completamente diferentes∣∣∣Ψ[k]mz(k)〉 y ∣∣∣Ψ[l]mz(l)〉 respectivamente, aun cuando mz(k) = mz(l). Por esta razo´n indi-
camos, con un super´ındice entre corchetes, el vector de la base espec´ıfico que “origino´”
tal superposicio´n.
Si reemplazamos UˆLE(t) por Uˆ
†
p(tp)UˆLE(t)Uˆp(tp) en la Ec. (6.4),
MMB(t, tp) =
∑
i∈A
1
2N−1
∣∣∣〈βi| Uˆ †p(tp)UˆLE(t)Uˆp(tp) |βi〉∣∣∣2
=
∑
i∈A
1
2N−1
∣∣∣〈Ψ[i]mz(i)∣∣∣ UˆLE(t) ∣∣∣Ψ[i]mz(i)〉∣∣∣2 (6.35)
Siendo la probabilidad de supervivencia de un estado espec´ıfico, esperamos que la Ec.
(6.35) no difiera de la Ec. (6.4), es decir MMB(t, tp) ∼ MMB(t, 0). Esta constituye
nuestra primera expectativa a ser analizada con un modelo espec´ıfico. Por otro lado,
en el caso de MX(t, tp),
MX(t, tp) =
∑
i∈A
1
2N−1
 ∑
j∈A (j 6=i)
∣∣∣〈βj | Uˆ †p(tp)UˆLE(t)Uˆp(tp) |βi〉∣∣∣2+
−
∑
j∈B
∣∣∣〈βj | Uˆ †p(tp)UˆLE(t)Uˆp(tp) |βi〉∣∣∣2

=
∑
i∈A
1
2N−1
 ∑
j∈A (j 6=i)
∣∣∣〈Ψ[j]mz(j)∣∣∣ UˆLE(t) ∣∣∣Ψ[i]mz(i)〉∣∣∣2+
−
∑
j∈B
∣∣∣〈Ψ[j]mz(j)∣∣∣ UˆLE(t) ∣∣∣Ψ[i]mz(i)〉∣∣∣2
 .
(6.36)
126
6.5 Estados preparados dina´micamente
A pesar que el balance asinto´tico entre los dos te´rminos de la Ec. (6.36) permanezca
en el mismo balance que la Ec. (6.5), la relacio´n transitoria entre esos te´rminos deber´ıa
ser diferente. En particular, esperamos que el crecimiento a tiempos cortos deMX(t) sea
mucho ma´s lento. Tal como ya mencionamos, cuando tp = 0, el decaimiento a tiempos
muy cortos de M1,1(t) resulta del juego relativo entre el decaimiento de MMB(t), dado
en una escala de tiempo ∼ τΣ/N , y el aumento de MX(t), tambie´n en una escala
∼ τΣ/N . Si esta u´ltima cantidad creciera en una escala ∼ τΣ (o incluso ma´s lento),
luego el decaimiento a tiempos cortos de M1,1(t) estar´ıa caracterizado por la escala
de tiempo ∼ τΣ/N . En otros palabras, M1,1(t, tp) ∼ MMB(t, tp) ∼ MMB(t, 0). Esto
significa que la observacio´n local es esencialmente un overlap global entre estados de
muchos cuerpos. Esta constituye la segunda expectativa a poner a prueba.
Podemos proponer tambie´n una idea operacional. Consideremos entonces un estado
de la base |βi〉 que pertenece a un dado subespacio mz(i). Adema´s, asumimos que Hˆp
puede producir la equilibracio´n, es decir, la polarizacio´n local alcanza un valor estacio-
nario, que consiste en la distribucio´n homoge´nea entre los espines del sistema. Si tp fuera
mayor que la escala t´ıpica de equilibracio´n, luego uno dir´ıa que
∣∣∣Ψ[i]mz(i)〉 formalmente
representa una funcio´n de onda equilibrada del sistema, definida en un subespacio es-
pec´ıfico. Entonces, proponemos aqu´ı reemplazar una superposicio´n coherente
∣∣∣Ψ[i]mz(i)〉
por un estado aleatorio
∣∣∣Φmz(i)〉,∣∣∣Φmz(i)〉 = ∑
k
mz(k)=mz(i)
eiϕk√
Dmz(i)
|βk〉 , (6.37)
donde ϕk es una fase aleatoria uniformemente distribuida en [0, 2π). Tal como en la
Ec. (4.2), Dmz(i) representa la dimensio´n del subespacio de proyeccio´n etiquetado segu´n
mz(i). Notamos que
∣∣∣Φmz(i)〉 no depende del ı´ndice espec´ıfico i (se elimina el super´ındice
entre corchetes), pero s´ı depende del nu´mero cua´ntico mz(i). Usando tal ansatz, la Ec.
(6.35) se reemplaza por:
MMB(t, tp) ∼
∑
mz
Dmz
〈〈∣∣∣〈Φmz ∣∣ UˆLE(t) ∣∣Φmz〉∣∣∣2〉〉 , (6.38)
donde Dmz representa el peso estad´ıstico de cada subespacio mz:
Dmz =
1
2N−1
D
(N−1)
mz−
1
2
=
1
2N−1
(
N − 1
mz +
N
2 − 1
)
. (6.39)
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Aqu´ı, D
(N−1)
mz−
1
2
es la dimensio´n del subespacio con proyeccio´n mz − 12 , en un sistema de
N − 1 espines.
La promediacio´n sobre estados aleatorios 〈〈·〉〉 se realiza en la Ec. (6.38), que en
la pra´ctica involucra ∼ 10 realizaciones del conjunto {ϕk}. Es importante notar la
diferencia en el nu´mero de operaciones necesarias para computar las Ecs. (6.35) y
(6.38): mientras que la primera involucra la evolucio´n de 2N−1 estados base, la segunda
involucra algunos pocos estados superposicio´n en cada subespacio.
El LE local se reducir´ıa a:
M1,1(t, tp) ∼Mg1(t) = (1−M∞)
[∑
mz
Dmz
〈〈∣∣∣〈Φmz ∣∣ UˆLE(t) ∣∣Φmz〉∣∣∣2〉〉
]
+M∞
(6.40)
donde imponemos el plateau asinto´tico M∞ = l´ımt→∞M1,1(t). La Ec. (6.40) representa
la tercera expectativa que pondremos a prueba.
Podemos dar un paso ma´s y preguntarnos si es posible utilizar un u´nico estado
superposicio´n para calcular simulta´neamente todos los subespacios. En tal caso, el
candidato ser´ıa ∣∣Φ⋆2N 〉 =∑
k
√
(2mz(k) +N)
N2N
eiϕk |βk〉 . (6.41)
Aqu´ı, ϕk es, como antes, una fase aleatoria. El ı´ndice de suma k en la Ec.(6.41) corre
sobre todo el espacio de Hilbert. El estado
∣∣Φ⋆
2N
〉
difiere de las superposiciones alea-
torias no polarizadas |Φ2N 〉 introducidas en la Sec. 4.2.1. De hecho, se puede verificar
fa´cilmente que 〈Φ2N | Sˆzi |Φ2N 〉 = 0 ∀i. Por otra parte, podemos verificar tambie´n que∣∣Φ⋆
2N
〉
implica una polarizacio´n homoge´nea en el sistema de espines,
2
〈
Φ⋆2N
∣∣ Sˆzi ∣∣Φ⋆2N〉 = N−1 ∀i. (6.42)
El estado aleatorio definido en la Ec. (6.41) provee de una alternativa para el ca´lcu-
lo de subespacios individuales. En particular, tal como en las Ecs. (6.38) y (6.40),
proponemos
MMB(t, tp) ∼
〈〈∣∣∣〈Φ⋆2N ∣∣ UˆLE(t) ∣∣Φ⋆2N 〉∣∣∣2〉〉 , (6.43)
y
M1,1(t, tp) ∼Mg2(t) = (1−M∞)
〈〈∣∣∣〈Φ⋆2N ∣∣ UˆLE(t) ∣∣Φ⋆2N〉∣∣∣2〉〉+M∞ (6.44)
respectivamente. Esta constituye nuestra u´ltima expectativa a probar.
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6.5.2. Resultados nume´ricos para el modelo 1D
Discutiremos ahora las expectativas puntualizadas en la Sec. 6.5.1 en el contexto
espec´ıfico del modelo introducido en la Sec. 6.4. En particular, consideraremos dos
preparaciones dina´micas diferentes. En te´rminos de los Hamiltonianos de esp´ın definidos
en las Ecs. (6.28) y (6.29), las dos alternativas son: Hˆp = Hˆnn y Hˆp = Hˆnn+(1/3)Hˆnnn.
Cada uno de estos Hamiltonianos define su correspondiente funcio´n de autocorrelacio´n
“hacia delante”
P1,1(tp) = 2 〈Ψneq| Uˆ †p(tp)Sˆz1 Uˆp(tp) |Ψneq〉 , (6.45)
que se evalu´a expl´ıcitamente en la Fig. 6.5 para los dos Hˆp considerados. La polarizacio´n
se considera equilibrada al alcanzar el plateau asinto´tico N−1. Esto se observa que
ocurre en una escala de tiempo1 bien definida, τeq ∼ 2~/J0 para ambos casos. Tal
escala provee de una referencia para estimar la ventana de tiempo donde tomamos
tp. En particular, consideramos tp . τeq y tp ≫ τeq. Las elecciones de tp se muestran
expl´ıcitamente en la Fig. 6.5. Consistentemente, el DPLE M1,1(t, tp) se evalu´a en la
Fig. 6.6 para estos tiempos de preparacio´n. Fijamos la magnitud de la perturbacio´n en
λ = 0.7.
En todos los casos con tp 6= 0, M1,1(t, tp) decae ma´s velozmente que M1,1(t, 0).
Esto confirma la expectativa ma´s sencilla segu´n la cual, mientras ma´s correlaciona-
do sea el estado, ma´s fra´gil sera´ frente a perturbaciones. Cuando tp ≫ τeq, observa-
mos que M1,1(t, tp) satura en u´nica curva de decaimiento. En particular, para Hˆp =
Hˆnn+(1/3)Hˆnnn (es decir Fig. 6.6(b)), tal decaimiento se corresponde con MMB(t, 0).
Esta observacio´n anticipa nuestra idea principal: una medicio´n local termina por trans-
formarse en una global, M1,1(t, tp) ∼ MMB(t, 0).
Veamos cada contribucio´n en la Ec. (6.6) por separado. Por un lado, graficamos
en la Fig. 6.7 MMB(t, 0) y MMB(t, 10~/J0) para dos elecciones de Hˆp. Verificamos
nuestra primer expectativa en la Sec. 6.5.1, es decir MMB(t) no cambia significativa-
mente al realizar la preparacio´n dina´mica: MMB(t, tp) ∼ MMB(t, 0) ∀tp. Por otro lado,
mostramos en la Fig. 6.8 MX(t, 0) y MX(t, 10~/J0) para dos elecciones de Hˆp. Se evi-
dencian diferencias considerables para tiempos cortos e intermedios, mientras que el
1Aqu´ı, τeq juega el papel de la escala de tiempo experimental T2, es decir, relativa a una interaccio´n
esp´ın-esp´ın “controlada”.
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Figura 6.5: Funcio´n de autocorrelacio´n definida en la Ec. (6.45), N = 12. (a) y (b)
corresponden a Hˆp = Hˆnn y Hˆp = Hˆnn + (1/3)Hˆnnn respectivamente. Las l´ıneas so´lidas
verticales indican los tiempos de preparacio´n seleccionados: tp = 0.0~/J0 negro, tp =
1.0~/J0 rojo, tp = 2.0~/J0 azul, tp = 7.0~/J0 violeta, tp = 10.0~/J0 gris, y tp = 15.0~/J0
verde.
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Figura 6.6: M1,1(t, tp) como funcio´n del tiempo t para diferentes tiempos de preparacio´n
tp, N = 12. La l´ınea horizontal a trazos corresponde a la as´ıntota de equidistribucio´n 1/N .
Como referencia, el eco global MMB(t, tp = 0) se dibuja en l´ınea continua negra.
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plateau asinto´tico permanece igual. De acuerdo con el inset a tiempos cortos, mien-
tras que MX(t, 0) crece en un escala de tiempo τΣ/N , el crecimiento de MX(t, 10~/J0)
resulta en una escala incluso ma´s lenta a la local τΣ. Esto automa´ticamente implica
que el decaimiento a tiempos cortos de M1,1(t, tp) ocurre en una escala τΣ/N , como
plantea´bamos en nuestra segunda expectativa.
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Figura 6.7: El LE global o de muchos cuerpos.MMB(t, tp = 0) corresponde a la l´ınea con-
tinua negra. Los tria´ngulos azules representanMMB(t, 10~/J0) y Hˆp = Hˆnn. Los cuadrados
rojos a MMB(t, 10~/J0) y Hˆp = Hˆnn + (1/3)Hˆnnn. La l´ınea verde a trazos corresponde a
la Ec. (6.38). La l´ınea a puntos marro´n corresponde a la Ec. (6.43). Inset: escala log-lineal.
Finalmente, en la Fig. 6.9 comparamos M1,1(t, 15~/J0) con los dos LE globales
definidos en las Ecs. (6.40) y (6.44). Puede apreciarse un acuerdo considerable. Esto
constituye un resultado relevante, dado que provee un criterio para la existencia de
equilibracio´n, al menos en lo que concierne al observable polarizacio´n local. En efecto, si
consideramos dos tiempos de preparacio´n diferentes, digamos tp1 y tp2, e´stos originar´ıan
dos estados preparados pra´cticamente ortogonales,
〈Ψneq| Uˆ †p(tp1)Uˆp(tp2) |Ψneq〉 ∼ O(2−N ). (6.46)
La Ec. (6.46) es una consecuencia de las correlaciones (fases) contenidas en los estados
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Figura 6.8: MX(t, tp) como funcio´n del tiempo t para diferentes preparaciones dina´micas.
La l´ınea so´lida negra corresponde a tp = 0, los tria´ngulos azules a tp = 10~/J0 y Hˆp = Hˆnn,
y los cuadrados rojos a tp = 10~/J0 y Hˆp = Hˆnn + (1/3)Hˆnnn. Inset: dependencia a
tiempos cortos. Aqu´ı, MX(t, tp = 0) se grafica con cuadrados negros. La l´ınea negra solida
corresponde al crecimiento cuadra´tico ∼ Nσ2t2 (espec´ıficamente, la Ec. (6.18)), mientras
que la l´ınea negra a trazos corresponde al aumento cuadra´tico ∼ σ2t2.
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Uˆp(tp1) |Ψneq〉 y Uˆp(tp2) |Ψneq〉. Luego, podr´ıamos afirmar que estos estados son dra´sti-
camente diferentes. Sin embargo, si ambos tp1 y tp2 son mucho mas grandes que τeq,
la observacio´n local no depende de las fases espec´ıficas codificadas en Uˆp(tp) |Ψneq〉. En
otras palabras,M1,1(t, tp) pierde su dependencia en tp. En tal caso, las correlaciones son
inu´tiles, y uno puede usar en su reemplazo estados aleatorios para calcular el DPLE,
tal como en la Ec. (6.40).
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 t [ /J0]
 M1,1(t, tp=15 [ /J0])
 Mg1(t)
 Mg2(t)
Figura 6.9: El DPLEM1,1(t, 15~/J0) evaluado para Hˆp = Hˆnn+(1/3)Hˆnnn es comparado
con el LE global Mg1(t) y Mg2(t) (es decir, Ecs. (6.40) y (6.44) respectivamente). La l´ınea
a trazos horizontal corresponde con la equidistribucio´n asinto´tica M∞ = 1/N .
6.6. Conclusiones
El ana´lisis del LE aqu´ı realizado complementa la formulacio´n introducida en el
Cap´ıtulo 3. Por una lado, consideramos la versio´n local del LE, M1,1, que esta´ definida
como una funcio´n de autocorrelacio´n de un esp´ın. Por otro lado, definimos una versio´n
global del LE,MMB, como el promedio del cuadrado de overlap entre funciones de onda
que evolucionan de acuerdo a diferentes Hamiltonianos (perturbado y sin perturbar).
Mientras que la primer cantidad constituye un observable experimental espec´ıfico, la
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segunda so´lo ha sido considerada a nivel teo´rico. Aqu´ı, mostramos la relacio´n formal
entre ambas cantidades, particularmente en cuanto a escalas de tiempo caracter´ısticas
y la dependencia en N .
Analizando la expansio´n a tiempos cortos de M1,1 y MMB derivamos una relacio´n
precisa entre sus escalas de tiempo. En tal re´gimen, el decaimiento de M1,1 esta´ dado
por el segundo momento local promedio de la perturbacio´n (~/τΣ =
√
σ2), y el de-
caimiento de MMB por N veces dicha tasa local (N~/τΣ.). Esta relacio´n induce una
ley de escala MMB ∼ (M1,1)N/4 que representa la extensividad de MMB . En tal caso,
la refocalizacio´n de un estado de muchos espines resulta de la refocalizacio´n de cada
configuracio´n individual de espines, como si se tratara de eventos independientes. La
evaluacio´n nume´rica en un modelo espec´ıfico muestra que el exponente disminuye leve-
mente con el tiempo, comenzando con el valor inicial N/4. Esta disminucio´n significa
que la refocalizacio´n de un configuracio´n local esta´ positivamente correlacionada con la
probabilidad de recuperar la configuracio´n de los espines vecinos.
Por otra parte, discutimos un panorama general de la dina´mica del LE luego del
re´gimen de tiempos muy cortos. En general, la dependencia temporal de M1,1 resul-
ta de un juego entre la escala de tiempo que caracteriza las interacciones reversibles
(T2) y la de la perturbacio´n (τΣ). Esto conlleva en u´ltima instancia a la escala ob-
servada experimentalmente T3, que resulta ser aproximadamente independiente de τΣ
pero fuertemente ligada a T2. La bu´squeda teo´rica de la escala de tiempo emergente
T3 permanece abierta y un intento nume´rico para detectarla se discutira´ en el Cap´ıtu-
lo 7. Como se indica en la Ec. (6.20), evaluar una estimacio´n anal´ıtica requerir´ıa una
suma detallada de los o´rdenes altos que visten el te´rmino cuadra´tico de la expansio´n
perturbativa.
Finalmente, discutimos una serie de ideas operacionales para transformar el LE local
en un LE global. Esto significar´ıa que el LE local pueda utilizarse para medir el overlap
global entre estados de muchos cuerpos. Aqu´ı, el procedimiento de LE se modifica para
introducir una preparacio´n dina´mica del estado inicial, que crea correlaciones v´ıa una
evolucio´n idealmente reversible. En la pra´ctica, confirmamos que un estado es ma´s fra´gil
a medida que sea ma´s correlacionado. Ma´s au´n, el decaimiento satura en una escala
de tiempo bien definida, que se corresponde con LE global de estados superposicio´n
aleatoria. Cabe mencionar que el esquema de preparacio´n dina´mica aqu´ı propuesto
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puede implementarse en un experimento de NMR, tal como se reporta para simular el
feno´meno de localizacio´n [AS11, ASK15].
Las contribuciones originales en este Cap´ıtulo esta´n actualmente en proceso de pu-
blicacio´n:
“Loschmidt echo in many-spin systems: contrasting time-scales of local and global mea-
surements.”, Pablo R. Zangara, Denise Bendersky, Patricia R. Levstein, and Horacio M.
Pastawski, submitted to Phil. Trans. R. Soc. A. Preprint available at arXiv:1508.07284
[quant-ph].
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Cap´ıtulo 7
Proliferacio´n de interacciones
efectivas: equilibracio´n inducida
por decoherencia en un sistema
cua´ntico cerrado
En este Cap´ıtulo evaluaremos el LE en una serie de sistemas interactuantes ce-
rrados. Tanto las interacciones reversibles como la perturbacio´n corresponden a una
situacio´n experimental real. Describiremos los mecanismos emergentes responsables del
decaimiento del LE y de la equilibracio´n del sistema. Adema´s, describiremos co´mo una
equilibracio´n, consecuencia de una dina´mica unitaria, se convierte en irreversible en el
TL.
7.1. Introduccio´n
Disponiendo de la formulacio´n LE introducida en el Cap´ıtulo 3 y elaborada en ma´s
detalle en el Cap´ıtulo 6, estamos en condiciones de simular (de manera simplificada) la
esencia de un experimento real. En realidad, nuestro propo´sito va ma´s alla´ de la repro-
duccio´n precisa de las condiciones experimentales. En cambio, buscaremos identificar,
como prueba de principio, los mecanismos responsables de una equilibracio´n irreversible
en el TL.
Un experimento esta´ndar en NMR involucra una muestra cristalina con un nu´me-
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ro infinitamente grande de espines interactuantes. En contraste, cualquier evaluacio´n
nume´rica de la dina´mica de espines debe restringirse a sistemas finitos. Esto puede pa-
recer una limitacio´n sustancial, pero permite un enfoque no posible en un experimento:
moverse progresivamente desde taman˜os pequen˜os a grandes con valores de perturba-
cio´n controlados. La expectativa entonces es que los mecanismos de decaimiento del
LE y equilibracio´n del sistema eventualmente emerjan del aumento progresivo del ta-
man˜o del sistema hacia el TL. Nos centraremos en tal pregunta considerando sistemas
cerrados de hasta 20 espines interactuantes, cuya dina´mica involucra por completo un
espacio de Hilbert de dimensio´n 2N . Adoptaremos un modelo con interacciones dipo-
lares “todos contra todos”, el cual permite suavizar fluctuaciones estad´ısticas y por lo
tanto facilitar la extrapolacio´n al TL. Complementaremos el estudio con un modelo 2D
con condiciones de borde perio´dicas.
Mostraremos que, en presencia de una pequen˜a perturbacio´n Hamiltoniana, el de-
caimiento del LE sigue una FGR tal como sucede en los sistemas abiertos tratados
en los Cap´ıtulos 2 y 3. Dado que el sistema aqu´ı considerado es cerrado (la pertur-
bacio´n esta´ dada por interacciones internas no controladas), la FGR indicar´ıa que el
sistema actu´a como su propio ambiente. Adema´s, observamos que luego de suficiente
tiempo, la excitacio´n inicial permanecera´ equilibrada (homoge´neamente distribuida) en
el sistema a pesar de la reversio´n. En otras palabras, la equilibracio´n originada por
el Hamiltoniano no perturbado se vuelve completamente irreversible en presencia de
una pequen˜a perturbacio´n. El mecanismo responsable de la mencionada FGR corres-
ponde a la proliferacio´n de interacciones efectivas de dos y cuatro cuerpos mediadas
por procesos virtuales. Mostraremos expl´ıcitamente co´mo el dominio de validez de es-
ta descripcio´n se ensancha a medida que N aumenta. Tal observacio´n sugiere que, en
el TL, la proliferacio´n de interacciones efectivas es el mecanismo buscado que rige la
irreversibilidad.
7.2. Hacia la simulacio´n nume´rica de un experimento LE
real
Comenzaremos refraseando el procedimiento LE introducido en la Sec. 3.2 y discu-
tido en las Secs. 6.2 y 6.3. El objetivo es, como dijimos, realizar la simulacio´n de un
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experimento real con varias simplificaciones. Seguiremos entonces el protocolo experi-
mental que se reporta en la Ref. [UPL98]. El estado inicial del sistema, definido en la
Ec. (3.1), corresponde a N espines-1/2 a temperatura infinita ma´s una polarizacio´n lo-
calmente inyectada. Esta polarizacio´n inicial esta´ orientada en la direccio´n z del sistema
de referencia (terna) laboratorio, direccio´n en la cual un enorme campo Zeeman separa
energe´ticamente los estados de acuerdo a su proyeccio´n total de esp´ın. Luego, a pesar
que los espines estar´ıan sujetos a la interaccio´n dipolo-dipolo completa, la evolucio´n
esta´ dada en cambio por Hamiltoniano dipolar truncado[Sli80],
Hˆdip =
N∑
i,j
Jdipij (N)
[
2Sˆzi Sˆ
z
j −
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)]
(7.1)
=
N∑
i,j
Jdipij (N)
[
2Sˆzi Sˆ
z
j −
1
2
(
Sˆ+i Sˆ
−
j + Sˆ
−
i Sˆ
+
j
)]
, (7.2)
que corresponde con una anisotrop´ıa α = 1. Esta interaccio´n conserva proyeccio´n total
de esp´ın y recibe el nombre de secular. La simetr´ıa [Hˆdip,
∑N
i=1 Sˆ
z
i ] = 0 provee de la
estructura de subespacios etiquetados por el nu´mero cua´ntico mz.
Elegimos la constante de acoplamiento Jdipij (N) correspondiente a un modelo de
alcance “infinito” o “todos contra todos”,
Jdipij (N) = J
dip
ji (N) = (1 + χ)× (−1)k ×
J0√
N
. (7.3)
Aqu´ı, χ es un nu´mero aleatorio tomado de una distribucio´n uniforme en [−0.1, 0.1] que
remueve degeneraciones al mismo tiempo que mantiene pequen˜as las fluctuaciones del
segundo momento local promedio. Dado que el signo de la interaccio´n dipolar en un
cristal depende de la orientacio´n espacial del vector inter-esp´ın, tomamos el nu´mero
k de una distribucio´n binaria aleatoria en {0, 1}. El precio a pagar por la red todos
contra todos es la ausencia de una estructura dina´mica jera´rquica propia de los sistemas
experimentales.
El factor 1/
√
N asegura que el segundo momento local de la interaccio´n dipolar σ2dip
permanece constante a medida que N cambia:
σ2dip =
1
N
N∑
i=1
σ2i =
1
N
N∑
i=1
 N∑
j(6=i)
(
Jdipij (N)
2
)2 ≃ J20
4
. (7.4)
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Por lo tanto, independientemente del taman˜o de los sistemas involucrados, ~/
√
σ2dip
recupera el tiempo caracter´ıstico esp´ın-esp´ın T2 y consecuentemente J0 representa las
unidades de energ´ıa inherentes al problema. Adema´s, σ2dip es el ana´logo de σ
2
0 introdu-
cido en la Ec. (6.15).
Una evolucio´n “hacia delante” regida por Hˆdip puede revertirse experimentalmente
v´ıa una secuencia de pulsos apropiada [UPL98]. Con el propo´sito de realizar la inversio´n
de signo Hˆdip → −Hˆdip, el estado del sistema se rota en la direccio´n de un campo
de radiofrecuencia (rf) que se enciende inmediatamente despue´s. Este campo de rf se
encuentra perpendicular al campo Zeeman original, y define un sistema de referencia
(terna) rotante. Redefiniendo la direccio´n z en tal terna, el campo de rf provee un
Hamiltoniano Zeeman:
HˆZ =
N∑
i=1
~ω1Sˆ
z
i . (7.5)
Notemos aqu´ı que HˆZ crea gaps de energ´ıa finitos, de magnitud ~ω1, separando los
subespacios. Estas diferencias de energ´ıa no son tan grandes en comparacio´n con las
diferencias “infinitas” generadas por el campo Zeeman de la terna laboratorio. En
consecuencia, lo te´rminos del Hamiltoniano dipolo-dipolo que no conservan polariza-
cio´n, llamados no-seculares, se vuelven relevantes en la terna rotante. El signo de la
contribucio´n no-secular no puede invertirse experimentalmente. Luego, esos te´rminos
constituyen la perturbacio´n Σˆ, aqu´ı representados por el Hamiltoniano double quantum
(DQ):
Σˆ = Hˆdq =
N∑
i,j
Jdqij (N)
[
Sˆxi Sˆ
x
j − Sˆyi Sˆyj
]
=
N∑
i,j
1
2
Jdqij (N)
[
Sˆ+i Sˆ
+
j + Sˆ
−
i Sˆ
−
j
]
. (7.6)
La constante de acoplamiento Jdqij (N) satisface una definicio´n ana´loga a la Ec. (7.3).
Notar que [Hˆdq,
∑N
i=1 Sˆ
z
i ] 6= 0 dado que Hˆdq mezcla subespacios cuyas proyecciones
asociadas difieren en δmz = ±2 [BMGP85, MPM87]. Experimentalmente, estas transi-
ciones inter-subespacio se suprimen parcialmente incrementando la magnitud de la rf,
es decir ~ω1[Usa99, PLU
+00].
Con el propo´sito de simular el procedimiento de LE, asumimos que la evolucio´n
hacia delante ocurre segu´n el Hamiltoniano no perturbado Hˆ0 = Hˆdip + HˆZ . Au´n
cuando esta evolucio´n corresponder´ıa al sistema de referencia laboratorio, la inclusio´n
del te´rmino HˆZ responde a una reversio´n sime´trica. Adema´s, dado que [Hˆdip, HˆZ ] = 0,
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no se introduce dina´mica no-trivial al procedimiento. A tiempo tR, una secuencia de
pulsos cambia el signo de Hˆdip, y origina una evolucio´n hacia atra´s en presencia de la
perturbacio´n. Entonces, la evolucio´n revertida esta´ descrita por −Hˆ0 + Σˆ = −Hˆdip −
HˆZ + Hˆdq, la cual en el experimento se corresponder´ıa genuinamente con la terna
rotante. Los operadores evolucio´n para cada per´ıodo de tiempo tR son
Uˆ+(tR) = exp[−
i
~
Hˆ0tR] (7.7)
y
Uˆ−(tR) = exp[−
i
~
(−Hˆ0 + Σˆ)tR] (7.8)
respectivamente. Estas definiciones son diferentes a las Ecs. (3.2) y (3.3). Aqu´ı, la
perturbacio´n Σˆ actu´a so´lo durante la evolucio´n “hacia atra´s”, dado que ocurre en la
terna rotante. Au´n as´ı, el operador LE se define como en la Ec. (3.4),
UˆLE(2tR) = Uˆ−(tR)Uˆ+(tR), (7.9)
y produce una refocalizacio´n imperfecta a tiempo 2tR, que formalmente se define segu´n
la Ec. (3.5) pero en la pra´ctica se evalu´a conforme a la Ec. (3.13).
7.3. Ideas f´ısicas subyacentes respecto a la dina´mica del
sistema
7.3.1. La estructura espectral
m =-2
z
m
z
= 1m
z
= -1
! "Hdip
2
! "Hdip
2 ! "Hdip
2
12hw12hw
m = 0
z m = 2z
Figura 7.1: Esquema de la LDoS correspondiente a la distribucio´n del estado inicial (Ec.
(3.1)) sobre la base de autoestados del Hamiltoniano sin perturbar Hˆdip + HˆZ .
La informacio´n contenida en el dominio temporal, esencialmente dada por la escala
de tiempo experimental T2, puede complementarse con la imagen espectral provista
por la LDoS. Tal como ya discutimos en los Cap´ıtulos 2 y 4, la LDoS exhibe co´mo un
estado particular se distribuye entre los autoestados de un dado Hamiltoniano. Au´n
141
7. PROLIFERACIO´N DE INTERACCIONES EFECTIVAS:
EQUILIBRACIO´N INDUCIDA POR DECOHERENCIA EN UN
SISTEMA CUA´NTICO CERRADO
cuando nuestra evaluacio´n de la dina´mica no involucra diagonalizacio´n (ver Ape´ndice
A), podemos inferir la estructura de la LDoS no perturbada (Hˆdip + HˆZ) respecto al
estado inicial definido en la Ec. (3.1). Para ~ω1 = 0, los subespacios de proyeccio´n
esta´n ba´sicamente degenerados, y la LDoS es una u´nica Gaussiana de ancho 〈H2dip〉 =∑
i σ
2
i /4 ≃ Nσ2dip/4, es decir el segundo momento global de Hˆdip. Si ~ω1 &
√
〈H2dip〉, la
LDoS evidencia la separacio´n de energ´ıa entre subespacios. Un subespacio de proyeccio´n
mz tiene energ´ıa media Emz ≃ mz~ω1, y por lo tanto la LDoS sin perturbar en cada
subespacio es:
Pmz(ε) ≃
1√
2π〈H2dip〉
exp
[
−(ε− Emz)
2
2〈H2dip〉
]
. (7.10)
La estructura de la LDoS aqu´ı descrita se muestra en la Fig. (7.1). El dominio temporal
puede reobtenerse usando la transformada de Fourier de Pmz (ε)[THVS14, THS14b,
THS14a].
7.3.2. La probabilidad de supervivencia y equilibracio´n
Ana´logamente a discusiones previas, como por ejemplo en las Ecs. (5.6) y (6.45),
evaluamos las funciones de correlacio´n “hacia delante” P1,1(t) definidas para los Ha-
miltonianos introducidos en la Seccio´n (7.2). En particular, definimos
P dip1,1 (t) = 2 〈Ψneq| exp{
i
~
Hˆdipt}Sˆz1 exp{−
i
~
Hˆdipt} |Ψneq〉 , (7.11)
P dq1,1(t) = 2 〈Ψneq| exp{
i
~
Hˆdqt}Sˆz1 exp{−
i
~
Hˆdqt} |Ψneq〉 , (7.12)
y
P total1,1 (t) = 2 〈Ψneq| exp{
i
~
(
Hˆdip + Hˆdq + HˆZ
)
t}Sˆz1 exp{−
i
~
(
Hˆdip + Hˆdq + HˆZ
)
t} |Ψneq〉 .
(7.13)
La Fig. 7.2 muestra la dependencia temporal expl´ıcita de estas funciones de corre-
lacio´n. Por un lado, observamos que Hˆdip produce equilibracio´n de la polarizacio´n en
el sistema,
P dip1,1 (t≫ τeq) ≃ N−1, (7.14)
que esencialmente es el mismo comportamiento analizado para la Ec. (6.45). De he-
cho, aqu´ı τeq ∼ ~/
√
σ2dip ∼ T2. Por otro lado, Hˆdq destruye la polarizacio´n ya que
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Figura 7.2: Funciones de autocorrelacio´n o SP definidas en las Ecs. (7.11), (7.12) y (7.13).
P dip1,1 (t) corresponde la linea negra continua, P
dq
1,1(t) a la linea negra a trazos, y P
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1,1 (t) a
las lineas en colores continuas (de abajo hasta arriba, aumentando ~ω1). Inset: dependencia
a tiempos cortos.
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Figura 7.3: As´ıntotas de la autocorrelacio´n en la Ec. (7.13). (a) P total1,1 (t ≫ τeq) como
funcio´n de la perturbacio´n. De arriba a abajo, N = 10, 12, 14, 16, 18, 20, 22. (b) P total1,1 (t≫
τeq) para
(
Jdq
)2
/(~ω1)→ 0 como funcio´n de N . Esta cantidad corresponde a los plateaus
en (a). La linea azul continua es f(N) = N−1.
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[Hˆdq,
∑N
i=1 Sˆ
z
i ] 6= 0,
P dq1,1(t≫ τeq) ≃ O
(
2−N
)
, (7.15)
donde τeq ∼ ~/
√
σ2dq ∼ ~/
√
σ2dip.
Resulta natural entonces preguntar por el comportamiento asinto´tico de P total1,1 (t).
E´ste se corresponder´ıa con el juego relativo entre la mezcla intersubespacio inducida por
Hˆdq y la efectividad de HˆZ en el truncamiento de tal mezcla. Luego, si ~ω1 es pequen˜o en
comparacio´n a un elemento de matriz t´ıpico Jdqij , entonces el comportamiento asinto´tico
se corresponder´ıa con la Ec. (7.15). Por el contrario, si ~ω1 es lo suficientemente grande,
la dina´mica quedar´ıa restricta dentro de los subespacios (intra-subespacio), y la as´ıntota
ser´ıa como en la Ec. (7.14). De hecho, esto es lo que efectivamente observamos en la
Fig. 7.2, y resumimos sistema´ticamente en la Fig. 7.3. En particular, en la Fig. 7.3(a)
mostramos P total1,1 (t≫ τeq) como funcio´n de
(
Jdq
)2
/(~ω1). Tal para´metro cuantifica el
grado de truncamiento de las transiciones DQ debido a la potencia de la rf ~ω1. El
significado f´ısico de esta magnitud se analiza expl´ıcitamente en la Sec. 7.3.3.
Para sistemas pequen˜os, la equilibracio´n para ~ω1 grande corresponde a un valor
levemente por encima del ideal 1/N . Este efecto artificial y se originar´ıa en algu´n tipo
de frustracio´n en el modelo espec´ıfico utilizado. La Fig. 7.3(b) muestra que la as´ıntota
1/N se vuelve muy precisa para N & 18.
7.3.3. De las interacciones virtuales a una FGR efectiva
Antes de evaluar expl´ıcitamente la dina´mica LE, haremos un breve pare´ntesis para
discutir un mecanismo f´ısico crucial. Ya mencionamos en la Sec. 7.2 que la perturbacio´n
no secular Σˆ mezcla solamente estados de diferentes subespacios Zeeman (δmz = ±2).
En principio, esta condicio´n impide la aplicacio´n directa de la FGR en la manera
que se presento´ en la Sec. 2.4.2, pues se requiere la mezcla de infinitamente muchos
estados cuasidegenerados. Sin embargo, ya desde una idea sugerida por los experimentos
[PLU+00], la interaccio´n DQ puede producir te´rminos seculares efectivos que resultar´ıan
importantes en el TL. Formalizaremos ahora estas ideas mostrando co´mo una pequen˜a
perturbacio´n no secular puede acoplar estados cuasidegenerados (mismo subespacio) a
trave´s de procesos virtuales que involucran estados excitados.
Un dado subespacio con proyeccio´n total mz esta´ acoplado v´ıa la interaccio´n DQ a
los subespacios correspondientes conmz+2 ymz−2. En otras palabras, la perturbacio´n
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Σˆ produce transiciones con δmz = ±2 que involucran una diferencia de energ´ıa de
2~ω1. Sin embargo, hay transiciones de orden ma´s alto que evitan tal diferencia de
energ´ıa. Por ejemplo, cuando el estado |↑↓↓〉 transiciona a |↑↑↑〉 y luego a |↓↓↑〉 (de
regreso al subespacio inicial), obtenemos un flip-flop efectivo entre los espines 1 y 3.
Esto constituye un acoplamiento efectivo intra-subespacio de orden (Jdq)2/(~ω1). Un
proceso ma´s sofisticado ocurre cuando |↑↑↓↓〉 transiciona a |↑↑↑↑〉 y luego de regreso a
|↓↓↑↑〉. En tal caso, tenemos una interaccio´n efectiva de cuatro cuerpos. Luego, si los
gaps de energ´ıa ~ω1 son muy grandes, las transiciones inter -subespacio quedan truncas,
pero cobran relevancia aquellas intra-subespacio mediadas por subespacios sate´lite. El
correspondiente Hamiltoniano efectivo que representa esta f´ısica es,
Vˆeff ≃
N∑
k,l
N∑
i,j
Jdqlk J
dq
ij
8~ω1
(
Sˆ+l Sˆ
+
k Sˆ
−
i Sˆ
−
j + Sˆ
−
l Sˆ
−
k Sˆ
+
i Sˆ
+
j
)
. (7.16)
La derivacio´n de este Hamiltoniano efectivo se justifica ya sea usando GF [PTM02] o
bien la teor´ıa de Hamiltonianos promedio (AHT) [HW68]. Ambos procedimientos se
discuten en el Ape´ndice B. Es importante notar que Vˆeff puede de hecho mezclar estados
cuasidegenerados con el mismo nu´mero cua´ntico mz. Ma´s au´n, puede acoplar estados en
el mismo subespacio que no estaban originalmente acoplados v´ıa Hˆdip. En la pra´ctica,
esto significa que aparecen elementos de matriz efectivos en lugares donde el Hˆdip ten´ıa
entradas nulas. Esto constituye una considerable proliferacio´n de interacciones.
En principio, pueden ocurrir interferencias destructivas. Por ejemplo, la transicio´n
del estado |↑↑↓↓〉 a |↑↑↑↑〉 y luego de regreso a |↓↓↑↑〉 cancelar´ıa la transicio´n de |↑↑↓↓〉
a |↓↓↓↓〉 y luego de regreso a |↓↓↑↑〉. Muchas de estas interferencias destructivas se ori-
ginan en el modelo “todos contra todos”, es decir Jdqlk = J
dq
ij para cualesquiera ı´ndices
l, k, i, j. En nuestro caso, removemos tales interferencias randomizando los para´metros
k y χ. Otros modelos realistas, en los cuales la intensidad y el signo de las interacciones
esp´ın-esp´ın depende de su posicio´n espacial relativa, no exhibir´ıan tales interferencias.
Por el mismo argumento, las correcciones de hopping representadas en la Ec. (7.16)
terminan por generar entradas casi aleatorias en el Hamiltoniano efectivo de cada
subespacio. Esta proliferacio´n justificar´ıa el modelado de la dina´mica usando Teor´ıa
de Matrices Aleatorias en sentido esta´ndar en vez del uso del Ensamble Aleatorio de
Dos Cuerpos [BF71, FGI96].
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El paso natural consiste ahora en formular una descripcio´n FGR efectiva inspirada
en el procedimiento esta´ndar de la Sec. 2.4.2. Consistentemente, definimos el segundo
momento global de las interacciones efectivas:
〈
V 2eff
〉
=
〈∑
β
∣∣∣〈β| Vˆeff |α〉∣∣∣2
〉
α
=
∣∣∣∣∣a
(
Jdq
)2
2~ω1
∣∣∣∣∣
2
, (7.17)
donde a es un coeficiente geome´trico que representa el nu´mero medio de estados aco-
plados a un dado estado α. Adema´s, 〈·〉α denota el promedio sobre autoestados no
perturbados α. En analog´ıa a la Ec. (2.22),
Γeff ∼ π
〈
V 2eff
〉
d−1eff = π
∣∣∣∣∣a
(
Jdq
)2
2~ω1
∣∣∣∣∣
2
d−1eff , (7.18)
donde d−1eff es la DDCS por la interaccio´n efectiva. Puede estimarse como deff ∼ bJdip,
con algu´n coeficiente geome´trico b≪ 1. Tanto a como b representan un juego sutil entre
N , el nu´mero de coordinacio´n de la red, las reglas de seleccio´n, etc.
En lo que sigue, presentaremos el estudio nume´rico de la dina´mica LE para mostrar
su dependencia en la magnitud de la perturbacio´n efectiva Σeff =
(
Jdq
)2
/(~ω1). Uno
de los propo´sitos sera´ verificar la validez de la FGR efectiva.
7.4. La dina´mica LE
La Fig. 7.4 muestra dina´micas LE representativas para diferentes intensidades de
perturbacio´n Σeff . En particular, Figs. 7.4 (I) y (II) muestran una transicio´n Gaussiana
a exponencial a medida que Σeff disminuye. Una transicio´n similar ya ha sido discutida
para la SP de estados espec´ıficos [FI01b, SBI12a, SBI12b].
Las Figs. 7.4 (III) y (IV) muestran un plateau asinto´tico finito para M1,1(t →
∞) que aparece cuando la perturbacio´n es lo suficientemente pequen˜a (es decir, ~ω1
grande). Para cuantificar esta observacio´n, graficamos en la Fig. 7.5 las as´ıntotas del
LE como funcio´n de Σeff . Por debajo de un umbral de perturbacio´n, alrededor de
Σeff . 0.05J0 en la Fig. 7.5, el LE se equilibra en un valor ligeramente superior a 1/N .
La equilibracio´n asinto´tica 1/N se vuelve muy precisa para N mayor a 18, similar a lo
que se muestra en la Fig. 7.3(b). Es importante remarcar que esta equilibracio´n va ma´s
alla´ de la equilibracio´n “hacia delante” de la Ec. (7.14). De hecho, la reversio´n perfecta
la evolucio´n dipolar deshar´ıa la equilibracio´n “hacia delante”. Sin embargo, el hecho
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Figura 7.4: La dependencia expl´ıcita del LE, N = 14. Las magnitudes de (Jdq)2/(~ω1) en
unidades de J0 son, de arriba a abajo, (I): 0.67, 1.35,∞; (II): 0.19, 0.21, 0.23; (III): 0.071,
0.048, 0.038; (IV): 0.013, 0.009. Los gra´ficos (I) y (II) esta´n en escala log-lineal, mientras
que los gra´ficos (III) y (IV) esta´n en escala lineal.
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Figura 7.5: La as´ıntota del LE M1,1(t → ∞) (puntos negros) como funcio´n de
(Jdq)2/(~ω1) en unidades de J0. Las etiquetas I, II, III y IV corresponden a los casos repre-
sentativos que se muestran en la Fig. 7.4. Los puntos verdes corresponden a P total1,1 (t→∞),
tomado de la Fig. (7.3). N = 14.
que M1,1(t→∞) aun as´ı permanezca ∼ 1/N significa que la perturbacio´n estabiliza el
desparramo de la polarizacio´n, convirtie´ndolo en irreversible. Adema´s, es notable que el
estado final es consistente con la conservacio´n de proyeccio´n total a pesar del cara´cter
no-secular de la perturbacio´n DQ. Esto indica la relevancia de las interacciones efectivas
discutidas en la Sec. 7.3.3, ya que provee de un mecanismo espec´ıfico de decaimiento
del LE respetando la conservacio´n de esp´ın.
Para cuantificar el decaimiento del LE, definimos su tiempo caracter´ıstico de de-
caimiento τφ segu´n M1,1(τφ) = 2/3. Graficamos las tasas (inverso del tiempo) 1/τφ en
la Fig. 7.6 como funcio´n de Σeff para N = 12, 14, 16. Para cada taman˜o de sistema,
identificamos el re´gimen donde la tasa de decaimiento es proporcional a Σeff y donde
aumenta con el cuadrado de tal magnitud. El primer caso puede entenderse como es-
trictamente perturbativo, como en el decaimiento cuadra´tico descrito en las Ecs. (3.26)
y (6.16). El segundo esta´ asociado con la FGR efectiva, es decir Ec. (7.18), dado que
1/τφ − 1/τ0φ,N ∝ Σ2eff y 1/τ0φ,N → 0 cuando N →∞. La observacio´n nume´rica de que
la entrada en el re´gimen FGR se mueve sistema´ticamente hacia perturbaciones ma´s
de´biles a medida que N aumenta constituye uno de los principales resultados de este
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Figura 7.6: Las tasas de decaimiento del LE, 1/τφ (escala log, en unidades de J0/~) como
funcio´n de la perturbacio´n efectiva Σeff = (J
dq)2/(~ω1) (escala log, unidades de J0), para
N = 12, 14, 16. Las etiquetas I, II, III y IV de las Figs. 7.4 y 7.5 esta´n incluidas en el caso
N = 14.
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Cap´ıtulo.
La comparacio´n entre las Figs. 7.5 y 7.6 para el caso N = 14 evidencia que el
re´gimen donde la FGR efectiva es va´lida coincide con la equilibracio´n ∼ 1/N de la po-
larizacio´n. Esto contrasta con el comportamiento no-ergo´dico esperado para el re´gimen
perturbativo.
Reescribamos ahora nuestras observaciones expl´ıcitamente en te´rminos de escalas
de tiempo. Un avezado f´ısico experimental podr´ıa tener a su disposicio´n una rf ~ω1
extremadamente grande, pero en cualquier caso tal magnitud sera´ siempre inevitable-
mente finita. Esto significa que hay una perturbacio´n arbitrariamente pequen˜a (pero
nunca nula) que tiene asociada un tiempo caracter´ıstico (finito) de la FGR efectiva
τφ. Entonces, supongamos adema´s que la evolucio´n dipolar Uˆdip(t) lleva al sistema a
equilibrar como en la Fig. (7.2). Ma´s au´n, asumamos que el sistema permanece equi-
librado durante un tiempo t > τφ. Entonces tal equilibracio´n unitaria se convierte en
irreversible para cualquier propo´sito pra´ctico.
7.5. La red 2D
( )a ( )b
( )c ( )d
Figura 7.7: Las redes 2D con condiciones de borde perio´dicas. (a) N = 9, (b) N = 12,
(c) N = 16, y (d) N = 20.
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7.6 Conclusiones
Los resultados nume´ricos discutidos anteriormente pueden reproducirse en una red
jera´rquica, en la cual el nu´mero de coordinacio´n no dependen de N . En particular,
consideramos una serie de redes 2D con condiciones de borde perio´dicas tal como se
muestra en la Fig. 7.7. La emergencia de la FGR efectiva puede verificarse en la Fig.
(7.8) donde las tasas 1/τφ se grafican como funcio´n de Σeff .
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Figura 7.8: Las tasas de decaimiento del LE 1/τφ (escala log, en unidades de J0/~)
como funcio´n de la perturbacio´n efectiva Σeff = (J
dq)2/(~ω1) (unidades de J0). Cada
caso corresponde a una de las redes que se muestran en la Fig. 7.7. La linea azul a trazos
representa la ley de potencias (Σeff )
1
, mientras que la linea verde a trazos representa
(Σeff )
2.
7.6. Conclusiones
Hemos evaluado el LE en una serie de sistemas finitos interactuantes cuya dina´mica
involucra el espacio de Hilbert completo. Con el propo´sito de analizar la emergencia del
TL a medida que N aumenta, adoptamos primero un modelo con interacciones “todos
contra todos” y luego un modelo 2D con condiciones de borde perio´dicas. La dina´mica
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dipolar “hacia delante” esta´ dada por un Hamiltoniano dipolar truncado Hˆ0 que provee
una descomposicio´n natural del espacio de Hilbert en subespacios con proyeccio´n defi-
nida. Tal como en los experimentos originales, una perturbacio´n no revertida Σˆ acopla
los subespacios, que a su vez esta´n separados por gaps de energ´ıa controlables.
Analizamos un re´gimen en el cual la perturbacio´n induce interacciones efectivas de
dos y cuatro cuerpos, que pueden mezclar estados cuasidegenerados. Estos estados no
estaban acoplados originalmente por la interaccio´n dipolar truncada. Adema´s, dado
que las interacciones efectivas tienen menos restricciones en cuanto a sus reglas de
seleccio´n, terminan proliferando en cada subespacio. En tal re´gimen, el decaimiento
del LE esta´ caracterizado por una FGR efectiva cuyo dominio de validez se ensancha
hacia perturbaciones cada vez ma´s de´biles a medida que N aumenta. El ana´lisis de este
umbral sigue una secuencia espec´ıfica en los l´ımites: primeroN →∞ y luego ‖Σˆ‖ → 0+.
Concluimos que, en el TL, cualquier pequen˜a perturbacio´n produce un decaimiento del
LE regido por una FGR efectiva que lleva a la equilibracio´n de la polarizacio´n en el
sistema.
En sentido estricto, la dina´mica “hacia delante” puede equilibrar asinto´ticamente
la polarizacio´n local en el sistema. La observacio´n ma´s importante, radica en que si el
sistema permanece equilibrado por un tiempo mayor al de la FGR efectiva, entonces
permanecera´ irreversiblemente en ese estado. En otras palabras, la excitacio´n perma-
nece homoge´neamente distribuida a pesar de la reversio´n. Por lo tanto, au´n cuando el
estado equilibrado contenga correlaciones que codifican el estado inicial, tales correlacio-
nes son inu´tiles en presencia de una perturbacio´n arbitrariamente pequen˜a. Cualquier
intento de revertir la dina´mica resultar´ıa infructuoso.
Las contribuciones originales en este Cap´ıtulo fueron publicadas en:
“Proliferation of effective interactions: Decoherence-induced equilibration in a closed
many-body system”, Pablo R. Zangara, Denise Bendersky, and Horacio M. Pastawski,
Phys. Rev. A 91, 042112 (2015).
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Cap´ıtulo 8
Conclusiones finales
En esta Tesis evaluamos sistema´ticamente la dina´mica cua´ntica de sistemas de mu-
chos cuerpos con el fin de estudiar varios feno´menos interrelacionados: decoherencia,
equilibracio´n, localizacio´n e irreversibilidad. Los me´todos involucrados incluyen tanto
te´cnicas anal´ıticas como nume´ricas. Por un lado, la herramienta anal´ıtica ma´s relevante
empleada fue el formalismo de funciones de Green (GF), ya sea en la representacio´n
energ´ıa o como propagadores temporales. Por otro lado, la evaluacio´n nume´rica de la
dina´mica de los sistemas de espines se realizo´ mediante un algoritmo de Trotter-Suzuki
altamente optimizado implementado en procesadores gra´ficos (GPU).
En primer lugar, consideramos un sistema de dos estados cuya dina´mica coheren-
te se degrada progresivamente debido a la presencia de un ambiente 1D de espines
de´bilmente acoplado. Evaluamos la evolucio´n temporal (“hacia delante” en el tiempo)
y la dina´mica de decoherencia se obtuvo a partir del decaimiento de una probabilidad
de supervivencia. All´ı, nuestro principal objetivo era cuantificar las escalas de tiempo
involucradas en el proceso de decoherencia, utilizando la regla de oro de Fermi (FGR)
como nuestro paradigma fundamental. Las tasas de decaimiento FGR anal´ıticas fueron
evaluadas de acuerdo con aproximaciones Markovianas y no Markovianas. En el primer
caso, la tasa FGR se evalu´a en el centro espectral y en consecuencia se pierde la depen-
dencia en energ´ıa. Por lo tanto, no hay efectos de memoria ni “juego coherente” entre el
sistema y el ambiente. En el segundo caso, la tasa FGR surge de un ca´lculo exacto auto-
consistente que requiere el conocimiento preciso de los polos de la GF. En ambos casos,
la tasa FGR resulta ser el producto entre una apropiada densidad de estados directa-
mente conectados (DDCS) y el segundo momento de la interaccio´n sistema-ambiente.
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Adema´s, la forma funcional de la DDCS depende no so´lo de la estructura espectral
particular del ambiente sino tambie´n de co´mo interactu´an espec´ıficamente sistema y
el ambiente. Por ejemplo, se demostro´ que una interaccio´n Ising con un ambiente 1D
de espines produce una correspondiente DDCS que puede ser identificada como una
densidad 2D de estados de una part´ıcula.
El siguiente paso consiste en abordar el problema anterior en un escenario de muchos
cuerpos interactuantes. Entonces, consideramos la dina´mica de un exceso de polariza-
cio´n local que evoluciona en un sistema de muchos espines. Como antes, la evolucio´n
coherente de tal excitacio´n se degrada por el acoplamiento de´bil a un ambiente de
espines. Con el fin de cuantificar la decoherencia, introdujimos un procedimiento de
reversio´n temporal que nos llevo´ a definir el eco de Loschmidt (LE) como una funcio´n
de autocorrelacio´n de esp´ın M1,1. Luego, evaluamos nume´ricamente el LE en una con-
figuracio´n tipo escalera de espines, es decir, dos cadenas XY (integrables) acopladas
lateralmente. Una de ellas hace las veces de sistema y la otra de ambiente, con lo cual
la dina´mica en la primera es reversible, mientras que en la segunda no lo es. La inte-
grabilidad se pierde completamente debido al acoplamiento inter-cadena. Mostramos
que las tasas de decaimiento del LE escalan con la magnitud del acoplamiento segu´n la
FGR. Por otra parte, estas tasas pueden separarse en dos contribuciones asociadas a
dos procesos espec´ıficos en la interaccio´n sistema-ambiente. Estos son los te´rminos XY
e Ising presentes en el Hamiltoniano inter-cadena. Siempre que haya una contribucio´n
Ising finita, se observa un offset en la dependencia de la tasa FGR como funcio´n del
acoplamiento (precisamente en el l´ımite de acoplamiento cero). Esto sugiere que tal
interaccio´n impone una ruptura abrupta de integrabilidad. Adema´s, es muy sugerente
de un posible mecanismo hacia una decoherencia independiente de perturbacio´n (PID).
En general, el enfoque LE demostro´ ser particularmente u´til en un problema de muchos
cuerpos, ya que filtra la parte irrelevante de la dina´mica (en este caso, la integrable y sus
interferencias espec´ıficas) y permite enfocarse precisamente sobre co´mo una dina´mica
coherente se destruye por la perturbacio´n. Adema´s, dado que el LE proporciona un
acceso continuo a la dina´mica de la decoherencia, compara favorablemente con respec-
to al ana´lisis esta´ndar basado en la degradacio´n de interferencias hacia delante en el
tiempo.
Luego pasamos a considerar sistemas cerrados de N espines. All´ı, presentamos la
idea de equilibracio´n. En el caso de nuestra excitacio´n local, equilibracio´n significa que
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debido a las interacciones esp´ın-esp´ın, la polarizacio´n se desparrama en todos los espi-
nes del sistema, lo que conduce a una distribucio´n uniforme de tal observable. A partir
de entonces, el valor esperado de la polarizacio´n se mantiene cercano a 1/N durante la
mayor parte del tiempo, incluso cuando la dina´mica es totalmente unitaria. Generaliza-
mos esta idea para varios observables de pocos cuerpos, y analizamos las fluctuaciones
temporales alrededor de los valores asinto´ticos estacionarios (equilibrados). Mostramos
que la amplitud de las fluctuaciones temporales disminuyen con N segu´n ∼ exp(−κN),
anula´ndose en el l´ımite termodina´mico (TL). Este comportamiento se cumple para una
amplia variedad de estados iniciales, Hamiltonianos y observables. En particular, el
coeficiente κ guarda relacio´n con co´mo se distribuye el estado inicial respecto a la base
de autoestados del Hamiltoniano (densidad local de estados). Ma´s precisamente, κ de-
pende de cua´n cercana o similar es dicha distribucio´n respecto a la ma´xima distribucio´n
posible (“distribucio´n cao´tica”) o energy shell. El ma´ximo valor de κ se observo´ para
estados iniciales dados por estados de superposicio´n aleatoria.
La llamada “ruptura de ergodicidad” impide que se produzca la equilibracio´n de
observables. Esta situacio´n particular ocurre cuando los sistemas son extremadamente
interactuantes o bien por presencia de un potencial desordenado. Ma´s precisamente, un
sistemas de espines limpio (sin desorden) pero con fuertes interacciones Ising evidencia
un comportamiento v´ıtreo, asociado a la fase aislante de Mott. Paralelamente, un sis-
tema no interactuante, pero totalmente desordenado sufre una transicio´n de Anderson
a un re´gimen localizado, en el que una excitacio´n local no puede difundir. Si tanto
las interacciones como el desorden esta´n presentes, se produce un juego no trivial entre
tales procesos. Esto conduce a un diagrama de fases dina´micas que muestra las regiones
ergo´dicas y no ergo´dicas. All´ı, una transicio´n espec´ıfica “de extendido a localizado” (es
decir, de ergo´dico a no ergo´dico) ha generado recientemente intenso debate: la localiza-
cio´n de muchos cuerpos. Esta u´ltima indica la aparicio´n de una fase localizada cuando
el desorden aumenta para un valor fijo de interacciones.
Nuestro enfoque para estudiar el diagrama mencionado, basado en la evaluacio´n del
LE para un sistema finito dado, revelo´ una sorprendente topograf´ıa en la que las fa-
ses ergo´dicas y no ergo´dicas se interponen mutuamente. Adema´s, proporcionamos una
estimacio´n de las l´ıneas cr´ıticas que separan la fase ergo´dica de las fases no ergo´dicas
alrededor de las transiciones Mott y Anderson. Las incertidumbres de energ´ıa introdu-
cidas por, respectivamente, el desorden y las interacciones, promueven esos umbrales a
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l´ıneas cr´ıticas que se doblan hacia perturbaciones ma´s fuertes. Cabe destacar que las
estimaciones de las l´ıneas cr´ıticas se encuentran en buen acuerdo con el diagrama de
fases derivado de la dina´mica LE. Adicionalmente, nuestros resultados indican que la
transicio´n v´ıtrea-ergo´dico, que se observa al aumentar el desorden desde cero en un
sistema con fuertes interacciones, es un buen candidato para una abrupta QDPT.
Posteriormente, realizamos un ana´lisis ma´s detallado del LE, definido como la au-
tocorrelacio´n local M1,1, en el que identificamos sus dos contribuciones no locales. Esto
nos llevo´ a definir un LE global o de muchos cuerpos, MMB , que resulta ser el ana´logo
a la definicio´n del LE de un cuerpo [JP01]. Mostramos tambie´n la relacio´n formal entre
M1,1 y MMB, en lo que concierne a escalas de tiempo caracter´ısticas y dependencia en
N . En particular, mediante el ana´lisis de una expansio´n a tiempos cortos, derivamos
una ley de escala MMB ∼ (M1,1)N/4 que da cuenta de la extensividad de MMB. Esto
significa que la refocalizacio´n de un estado de muchos espines resulta de la refocalizacio´n
de la configuracio´n de cada esp´ın individual, como si fueran eventos estad´ısticamente
independientes. La evaluacio´n nume´rica en un modelo de espines particular mostro´ que
el exponente disminuye ligeramente con el tiempo, a partir del valor inicial N/4. Es-
to implica que la refocalizacio´n del estado de un esp´ın individual esta´ positivamente
correlacionada con la probabilidad de recuperar la configuracio´n de sus vecinos.
Discutimos una serie de ideas operacionales para transformar un LE local en uno
global, por medio de una preparacio´n dina´mica (LE preparado dina´micamente, DPLE).
El DPLE se basa en una evolucio´n unitaria, una “preparacio´n”, que crea un estado
con Nt espines correlacionados. Tal nu´mero crece con el tiempo de preparacio´n, que
a su vez es representativo de la escala de tiempo esp´ın-esp´ın t´ıpica, es decir T2. A
posteriori, el estado correlacionado de Nt espines juega el papel de estado inicial para
un procedimiento de LE. En la pra´ctica confirmamos que cuanto ma´s correlacionado
el estado es, ma´s fra´gil se vuelve frente a perturbaciones. Por otra parte, mientras
que para una sistema finito el decaimiento satura en una escala de tiempo espec´ıfica,
que se corresponde a la del LE global de una superposicio´n aleatoria, en un sistema
infinito la tasa de decaimiento aumentar´ıa indefinidamente. Esto parece consistente con
la idea de una irreversibilidad emergente o hipo´tesis central de irreversibilidad, dado
que ese crecimiento de la contribucio´n a la tasa de decaimiento que depende del tiempo
de preparacio´n, podr´ıa finalmente provocar que dicha contribucio´n controle todo el
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decaimiento. Adema´s, es importante hacer hincapie´ en que la preparacio´n dina´mica
propuesta puede ser, en principio, implementada experimentalmente.
Por u´ltimo, pero no menos importante, nos focalizamos en la pregunta sobre co´mo
perturbaciones de´biles, que son bastante ineficaces en sistemas pequen˜os, pueden pro-
ducir decoherencia y por lo tanto irreversibilidad cuando proliferan a medida que el
sistema aumenta su taman˜o. Esta pregunta esta´ en el corazo´n de la NMR. Ciertamen-
te, los experimentos mostraron que el decaimiento del LE resulta de un juego sutil
entre la escala de tiempo que caracteriza las interacciones reversibles (T2) y las de
la perturbacio´n (τΣ). Esa competencia terminar´ıa generando la escala observada ex-
perimentalmente, T3. Sorprendentemente, se encontro´ que T3 resulta ser mucho ma´s
pequen˜a que τΣ y fuertemente dependiente de T2, resultado que se conoce como el re´gi-
men PID experimental. Tal PID disparo´ la idea que en sistema de espines interactuantes
infinitamente grande, la dina´mica reversible (T2) podr´ıa favorecer la accio´n de cualquier
pequen˜a interaccio´n no invertida que perturba al procedimiento de reversio´n. As´ı, las
interacciones reversibles se volver´ıan determinantes para la tasa de irreversibilidad.
Con el fin de poner a prueba la expectativa anterior, evaluamos el LE en una serie de
sistemas de espines cuyo taman˜o se incrementa progresivamente. Tanto las interaccio-
nes controladas (reversibles) como las perturbaciones (no reversibles) son compatibles
con un experimento real. Cuantificamos nume´ricamente las escalas de tiempo del de-
caimiento del LE en funcio´n de la magnitud de la perturbacio´n. Mostramos que si tal
perturbacio´n excede cierto l´ımite inferior, que se identifica para cada taman˜o del siste-
ma, entonces el decaimiento esta´ gobernado por una FGR efectiva. Precisamente, tal
decaimiento esta´ originado por interacciones efectivas inducidas por la perturbacio´n
que proliferan con el taman˜o del sistema, y que conducen a una equilibracio´n completa
y uniforme de la polarizacio´n. Cabe destacar que el l´ımite inferior de este re´gimen dis-
minuye cuando N aumenta (a expensas de la desaparicio´n del re´gimen perturbativo),
convirtie´ndose en el mecanismo dominante para el decaimiento del LE en el TL. As´ı,
en el TL y para una perturbacio´n arbitrariamente pequen˜a, una vez que el polarizacio´n
quedo´ “equilibrada” por un tiempo mayor al de la FGR, permanecera´ equilibrada au´n
cuando se aplique un procedimiento de reversio´n. Se trata entonces de un mecanismo
emergente por el cual la equilibracio´n unitaria de un observable se convierte, en u´ltima
instancia, en irreversible.
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8.1. De cara al futuro: algunas ideas emergentes
¿Es posible ir ma´s alla´ y explicar, nume´ricamente o anal´ıticamente, el re´gimen PID
observado experimentalmente? Esta pregunta fundamental au´n permanece abierta.
Uno de nuestro resultados importantes radica en que, ma´s alla´ del re´gimen de tiem-
pos cortos, el decaimiento del LE debe estar completamente regido por la funcio´n de
correlacio´n MX ≡M1,1 −MMB. Si bien el re´gimen de tiempos muy cortos esta´ entera-
mente gobernado por el segundo momento de la perturbacio´n, inmediatamente despue´s
MX ampl´ıa el efecto de las perturbaciones locales en la escala dina´mica T2 construyen-
do correlaciones de largo alcance. Sin embargo, en una simulacio´n de N = 14 espines
mostramos que MX ≃ M1,1 so´lo para tiempos muy largos. Esta observacio´n indica
que la excitacio´n local inicial explora todo el espacio de Hilbert demasiado ra´pido. En-
tonces, si quisie´ramos describir tal exploracio´n en un espacio casi ilimitado como el
correspondiente a un cristal real, tendr´ıamos que disponer de taman˜os de sistema con-
siderablemente mayores. Adema´s, el sistema ideal deber´ıa ser una red verdaderamente
jera´rquica, en la cual el espacio de Hilbert se “habilite” progresivamente a medida que
la dina´mica reversible conduzca a la excitacio´n a explorar el sistema. Por lo tanto, desde
el punto de vista nume´rico, los taman˜os de sistema considerados en esta Tesis no son
suficientemente grandes para evidenciar la existencia de un re´gimen PID y en u´ltima
instancia, capturar la emergencia de la escala de tiempo T3.
El enfoque anal´ıtico parece haber abierto nuevos horizontes, que siguen siendo un
desaf´ıo. Por ejemplo, se podr´ıa intentar evaluar la expansio´n en serie que se presento´ en
la Ec. (6.20). En concreto, ser´ıa necesario calcular o quiza´s so´lo estimar la suma de los
procesos de orden superior (en la escala T2) que visten al te´rmino perturbativo.
En paralelo al enfoque LE, se podr´ıa tambie´n trabajar en la derivacio´n de una ecua-
cio´n cine´tica usando la te´cnica de Keldysh. All´ı, el ingrediente crucial a emplear ser´ıa
ba´sicamente una condicio´n de autoconsistencia como la que discutimos en el Cap´ıtulo
2. Esto nos permitir´ıa sumar un expansio´n a orden infinito en procesos seleccionados o
diagramas de Feynman. En este contexto, un ejemplo paradigma´tico viene dado por la
derivacio´n de las ecuaciones de Bloch realizada por Langreth y Wilkins [LW72, SLW76].
Por supuesto, la pregunta crucial a responder es cua´l ser´ıa la ecuacio´n de Dyson apro-
piada que debe plantearse, ya que la irreversibilidad en s´ı misma es automa´tica al
imponer la condicio´n de autoconsistencia.
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Ape´ndice A
El algoritmo de Trotter-Suzuki
A.1. Resolviendo la ecuacio´n de Schro¨dinger eficientemen-
te
La evolucio´n temporal de un sistema de espines cua´nticos esta´ descrita por la ecua-
cio´n de Schro¨dinger, en la cual un operador Hamiltoniano Hˆ contiene toda la informa-
cio´n acerca de la dina´mica, incluyendo campos externos e interacciones esp´ın-esp´ın. La
estrategia “acade´mica” para resolver tal ecuacio´n se basa en encontrar los autovectores
de Hˆ y expandir el estado del sistema |ψ〉 en te´rminos de dichos autovectores[Mer98].
Esta tarea puede convertirse en un desaf´ıo computacional importante, dado que la
dimensionalidad del espacio de Hilbert subyacente aumenta exponencialmente con el
nu´mero de espines N en el sistema. En muchas aplicaciones pra´cticas, este escenario
obliga a tratar problemas con pocos espines o bien invocar simetr´ıas espec´ıficas para
acotar el espacio de Hilbert adecuadamente.
En la actualidad, existen muchas estrategias alternativas que pueden utilizarse pa-
ra obtener evolucio´n aproximada en lugar de la exacta (obtenida por diagonalizacio´n
de Hˆ). Cualquier me´todo confiable tiene que proveer una evolucio´n unitaria, es de-
cir, debe conservar la probabilidad durante la evolucio´n. Por ejemplo, la integracio´n
nume´rica del tipo Runge-Kutta no cumple tal condicio´n. En cambio, el algoritmo de
Trotter-Suzuki (TS) [DRDR83, DRM06] s´ı preserva unitariedad, dado que aproxima el
operador evolucio´n exacto mediante una secuencia de operadores de evolucio´n parcia-
les adecuadamente elegidos. Estos operadores parciales se corresponden con pequen˜os
pasos temporales, que deben ser lo suficientemente cortos en funcio´n de la precisio´n
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deseada. Adema´s, conviene sen˜alar que el me´todo TS no implica ningu´n truncamiento
del espacio de Hilbert. Esta observacio´n es importante pues el truncamiento del espa-
cio de Hilbert conlleva a una reduccio´n de las escalas de tiempo accesibles (dentro del
rango de confiabilidad del me´todo). De hecho, muchos me´todos aproximados basados
en el truncamiento del espacio de Hilbert, tales como el grupo de renormalizacio´n de la
matriz densidad (dependiente del tiempo) [PZ07] o las te´cnicas tipo redes tensoriales
[MHCBn12], no proveen acceso a la dina´mica asinto´tica.
En los u´ltimos an˜os, las unidades de procesamiento gra´fico (GPU) se han empleado
exitosamente para acelerar algoritmos nume´ricos que resuelven la ecuacio´n de Schro¨din-
ger [BD11, WC13, BK11]. La mayor´ıa de estas implementaciones involucran dina´micas
de un cuerpo en presencia de un potencial externo. Sin embargo, la arquitectura de
la GPU tiene un potencial enorme en un amplio rango de problemas de muchos cuer-
pos interactuantes, tales como los sistemas de espines considerados en esta Tesis. En
particular, las interacciones esp´ın-esp´ın proveen una complejizacio´n sustancial que se
convierte en un desaf´ıo no so´lo para la implementacio´n de me´todos nume´ricos, sino
tambie´n para la f´ısica de no-equilibrio.
En este ape´ndice introduciremos la implementacio´n de un algoritmo TS de orden
4to que constituye el corazo´n de nuestra evaluacio´n nume´rica de la dina´mica de espi-
nes. Ma´s precisamente, utilizaremos la llamada descomposicio´n XYZ [DRHMDR00].
Al combinarse con la arquitectura de la GPU, tal descomposicio´n termina por pro-
veer un ca´lculo masivamente paralelizado. Los detalles te´cnicos espec´ıficos acerca de la
programacio´n GPU se discuten en las Refs. [DBZP13] y [Den12].
A.2. Dina´mica de espines 1/2: la descomposicio´n XYZ
Resumimos aqu´ı el algoritmo TS para sistemas de espines tal como se presenta en
la Ref. [DRM06]. Consideramos un Hamiltoniano de esp´ın independiente del tiempo:
Hˆ =
N∑
j=1
∑
α=x,y,z
hαj Sˆ
α
j +
N∑
j,k=1
∑
α=x,y,z
Jαj,kSˆ
α
j Sˆ
α
k , (A.1)
donde Sˆαj es el operador de esp´ın en el sitio j y α = x, y, z. Los para´metros h
α
j definen
los campos locales o “corrimientos qu´ımicos”, con la condicio´n 〈hαj 〉 ≡ 0, mientras que
Jαj,k son las constantes de acoplamiento entre espines.
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Asumimos que el sistema de N espines esta´ inicialmente descrito por un vector de
estado |Ψ0〉, que es expandido en la base computacional Ising:
|Ψ0〉 =
2N∑
i=1
ci |βi〉 . (A.2)
Aqu´ı, ci son coeficientes complejos y |βi〉 son productos tensoriales de los autovectores
de cada Sˆzj , comu´nmente referidos como la base Ising. El estado del sistema a un
tiempo arbitrario t esta´ dado formalmente por |Ψt〉 = Uˆ(t) |Ψ0〉 = e−itHˆ/~ |Ψ0〉. Por
simplicidad, fijaremos aqu´ı ~ = 1.
La idea central del me´todo TS se basa en encontrar un “descomposicio´n” adecuada
de Hˆ que provea un conjunto de evoluciones parciales simples que aproximen la evolu-
cio´n exacta Uˆ(t). Si consideramos la Ec. (A.1) como una suma particular de te´rminos
Hˆ = Hˆ1 + ...+ HˆK , luego:
Uˆ(t) = e−itHˆ = e−it(Hˆ1+...+HˆK) = l´ım
m→∞
(
K∏
k
e−
itHˆk
m
)m
.
La aproximacio´n a Uˆ(t) a primer orden es
Uˆ(t) ⋍ U˜1(t) = e
−itHˆ1 ...e−itHˆK , (A.3)
mientras que las aproximaciones de segundo y cuarto orden pueden escribirse como:
U˜2(t) = U˜
†
1
(−t/2)U˜1(t/2),
U˜4(t) = U˜2(at)U˜2(at)U˜2((1− 4a)t)U˜2(at)U˜2(at),
donde a = 1/(4 − 41/3). Estas son buenas aproximaciones de Uˆ(t) bajo la condicio´n
que t sea suficientemente pequen˜o en comparacio´n con la escala de tiempo ma´s ra´pida
determinada por Hˆ. Ese rol lo juega el segundo momento local de las interacciones. Esto
significa que las evoluciones parciales deben realizarse en sucesivos pasos temporales t
tal que:
t≪
[
max
j,k
‖Hj,k‖
]−1
≃
max
j,k
[ ∑
α=x,y,z
(
hαj
2
)2
+
∑
α=x,y,z
(
Jαj,k
4
)2] 12−1 (A.4)
Veamos ahora co´mo construir expl´ıcitamente un operador U˜1(t) dado por la Ec.
(A.3) usando el Hamiltoniano total de la Ec. (A.1). La eleccio´n “natural” para la
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descomposicio´n viene dada por los te´rminos un esp´ın y los te´rminos esp´ın-esp´ın. Cada
uno de ellos, debera´ rotarse adecuadamente para obtener su representacio´n diagonal.
Con tal propo´sito, consideramos los operadores que rotan los ejes X e Y al eje Z:
Ryπ/2 =
1√
2
[
1 −1
1 1
]
, Rx−π/2 =
1√
2
[
1 i
i 1
]
, (A.5)
y satisfacen:
(Ryπ/2)
†SˆxRyπ/2 = Sˆ
z,
(Rx−π/2)
†SˆyRx−π/2 = Sˆ
z.
Estos operadores rotan, respectivamente, Sˆx y Sˆy a Sˆz. El objetivo es aplicar so´lo
correcciones de fase “diagonales” en la base computacional Ising. La evolucio´n parcial
exp
[
−ithαj Sˆαj
]
produce una fase trivial (desde el punto de vista de la implementacio´n)
para α = z, mientras que para α = x, y se requiere la aplicacio´n de las rotaciones
Ryπ/2,j y R
x
−π/2,j respectivamente. El ı´ndice j etiqueta cada esp´ın, y las correspondientes
rotaciones globales se definen segu´n Y =
⊗
j R
y
π/2,j y X =
⊗
j R
x
−π/2,j .
Consideremos primero las operaciones de un esp´ın,
exp
−it
 N∑
j=1
∑
α=x,y,z
hαj Sˆ
α
j
 ⋍ ∏
α=x,y,z
exp
−it N∑
j=1
hαj Sˆ
α
j
 . (A.6)
Aqu´ı, notamos que la igualdad aproximada se justifica en la validez de la Ec. (A.4).
Como mencionamos ma´s arriba, las exponenciales no triviales se rotan:
exp
−it N∑
j=1
hxj Sˆ
x
j
 = Y exp
−it N∑
j=1
hxj Sˆ
z
j
Y †,
exp
−it N∑
j=1
hyj Sˆ
y
j
 = X exp
−it N∑
j=1
hyj Sˆ
z
j
X†. (A.7)
Estas operaciones de un esp´ın puede computarse exactamente sin recurrir a rota-
ciones ni a la aproximacio´n dada por la Ec. (A.6). Sin embargo, nuestro propo´sito aqu´ı
radica en escribir todas las evoluciones parciales en una forma expl´ıcitamente diagonal.
De hecho, la implementacio´n del me´todo (y en particular, su paralelizacio´n) explota
particularmente esa manera de proceder.
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En analog´ıa con la Ec. (A.6), los operadores de esp´ın-esp´ın resultan:
exp
−it
 N∑
j,k=1
∑
α=x,y,z
Jαj,kSˆ
α
j Sˆ
α
k
 ≃ ∏
α=x,y,z
exp
−it
 N∑
j,k=1
Jαj,kSˆ
α
j Sˆ
α
k
 (A.8)
Nuevamente, los te´rminos en la direccio´n Z involucran operadores diagonales:
eitJ
z
j,kSˆ
z
j Sˆ
z
k =

eitJ
z
j,k
/4
e−itJ
z
j,k/4
e−itJ
z
j,k/4
eitJ
z
j,k/4
 . (A.9)
Los restantes te´rminos esp´ın-esp´ın deben rotarse adecuadamente,
exp
−it
 N∑
j,k=1
Jαj,kSˆ
x
j Sˆ
x
k
 = Y exp
−it
 N∑
j,k=1
Jxj,kSˆ
z
j Sˆ
z
k
Y †,
exp
−it
 N∑
j,k=1
Jαj,kSˆ
y
j Sˆ
y
k
 = X exp
−it
 N∑
j,k=1
Jxj,kSˆ
z
j Sˆ
z
k
X†. (A.10)
De las Ecs. (A.7) y (A.10), puede notarse que las rotaciones para operadores de
un esp´ın y operadores esp´ın-esp´ın pueden realizarse simulta´neamente. En tal sentido,
la implementacio´n del algoritmo TS aqu´ı descrita ha sido intencionalmente adaptada
para permitir su paralelizacio´n.
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Ape´ndice B
El sistema de tres niveles
Consideremos un sistema tres niveles cuyo Hamiltoniano viene dado por:
Hˆ =
 E1 V12 V13V21 E2 V23
V31 V32 E3
 . (B.1)
La situacio´n f´ısica que nos interesa es Vij ≃ E1 ≃ E2 ≪ E3, ya que en el caso de
espines se corresponde con la separacio´n de energ´ıas Zeeman entre dos subespacios de
diferente proyeccio´n (mz). Aqu´ı, esta diferencia induce una descomposicio´n natural del
espacio de Hilbert en dos subespacios: uno de ellos expandido por los estados 1 y 2, que
llamaremos A, y el subespacio expandido por el estado 3, que llamaremos B. Luego,
definimos los proyectores ortogonales P y Q = (I − P), los cuales proyectan sobre los
subespacios A y B respectivamente.
Asumimos que el subespacio A tiene una energ´ıa media E0 ≃ 12(E1 +E2), y que la
diferencia de energ´ıa E3 −E0 se corresponde con la diferencia de energ´ıa Zeeman ~ω1.
Presentaremos y discutiremos dos estrategias para construir expl´ıcitamente un Hamil-
toniano efectivo que provea una descripcio´n equivalente a la Ec. (B.1). Esencialmente,
queremos estudiar co´mo un subespacio particular es afectado por el acople con otro de
energ´ıa radicalmente diferente (~ω1 ≫ 0). El primer me´todo consiste en una expansio´n
perturbativa para los propagadores (GF) en la representacio´n energ´ıa. El segundo se
basa en un promedio de los operadores evolucio´n de acuerdo con la teor´ıa de Hamil-
tonianos promedio (AHT, por sus siglas en ingle´s), es decir, un ca´lculo expl´ıcito en el
dominio temporal.
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B.1. Teor´ıa de perturbaciones a orden infinito
Consideremos primero la proyeccio´n de Hˆ en el subespacio A, que describe al subes-
pacio A aislado:
HˆA = PHˆP, (B.2)
cuyo correspondiente propagador o GF es:
G
(0)
A (ε) =
[
ε− E1 −V12
−V21 ε−E2
]−1
. (B.3)
Ana´logamente, siendo
HˆB = QHˆQ = (I− P)Hˆ(I− P) (B.4)
la proyeccio´n al subespacio B aislado, la GF correspondiente es:
G
(0)
B (ε) =
1
ε− E3 . (B.5)
La interaccio´n que acopla ambos subespacios es:
VAB = PHˆQ = PHˆ(I− P), (B.6)
VBA = QHˆP = (I− P)HˆP. (B.7)
La serie perturbativa para GA es:
GA = G
(0)
A +G
(0)
A VABG
(0)
B VBAG
(0)
A +G
(0)
A VABG
(0)
B VBAG
(0)
A VABG
(0)
B VBAG
(0)
A + ...
GA = G
(0)
A
[
I+ VABG
(0)
B VBAG
(0)
A +
(
VABG
(0)
B VBAG
(0)
A
)2
+
(
VABG
(0)
B VBAG
(0)
A
)3
+ ...
]
GA = G
(0)
A
[
I+ VABG
(0)
B VBAG
(0)
A
[
I+
(
VABG
(0)
B VBAG
(0)
A
)
+
(
VABG
(0)
B VBAG
(0)
A
)2
+ ...
]]
GA = G
(0)
A
[
I+ VABG
(0)
B VBAGA
]
(B.8)
que es conocida como ecuacio´n de Dyson para GA. Definiendo la self-energy ΣA =
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VABG
(0)
B VBA, la ecuacio´n de Dyson toma la forma
GA =
1[
G
(0)
A
]−1
− VABG(0)B VBA
=
1[
G
(0)
A
]−1
−ΣA
(B.9)
=
 ε− E1 − V13V31ε−E3 −V12 − V13V32ε− E3
−V21 − V23V31
ε− E3 ε−E2 −
V23V32
ε− E3

−1
(B.10)
=
[(
ε− E1 −V12
−V21 ε− E2
)
−
(
Σ11(ε) Σ12(ε)
Σ21(ε) Σ22(ε)
)]−1
= [εI − H˜A(ε)]−1. (B.11)
Notemos que la self-energy es una matriz ΣA(ε) que representa un acople efectivo
entre estados en el subespacio A mediado por un estado virtual en el subespacio B.
Similarmente, podemos escribir la serie perturbativa para GB :
GB = G
(0)
B +G
(0)
B
[
VBAG
(0)
A VABG
(0)
B
]
+G
(0)
B
[
VBAG
(0)
A VABG
(0)
B
]2
+ ....
GB = G
(0)
B
[
I+ VBAG
(0)
A VABGB
]
GB =
1[
G
(0)
B
]−1
− VBAG(0)A VAB
GB =
1
ε− E3 −
(
(ε− E1)V32V23 + (ε− E2)V31V13 + V31V12V23 + V32V21V13
(ε− E1) (ε− E2)− V12V21
)
GB =
1
ε− (E3 +Σ3(ε))︸ ︷︷ ︸
E˜3
GB =
1
ε− E˜3(ε)
(B.12)
Hasta aqu´ı, todos los argumentos expuestos son exactos. El paso siguiente consiste
en introducir aproximaciones para construir expl´ıcitamente un Hamiltoniano efectivo
independiente de energ´ıa a partir de los dos bloques ortogonales correspondientes a
cada subespacio. Deshacerse de la dependencia en energ´ıa es esencialmente equivalente
a la WBA discutida en el Cap´ıtulo 2, es decir, la evaluacio´n de un tasa FGR en una
“energ´ıa representativa”. De hecho, para el subespacio A consideraremos E1 = E0+δE,
E2 = E0 − δE y ε ≃ 12 (E1 + E2) = E0. Por lo tanto aproximaremos ΣA(ε) ≃ ΣA(E0).
Para el subespacio B, la aproximacio´n consiste en evaluar Σ3(E3) y quedarse con los
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o´rdenes dominantes. Luego, una buena aproximacio´n para la dina´mica esta´ dada por
el siguiente Hamiltoniano efectivo:
H˜ =
 E˜1 V˜12 0V˜21 E˜2 0
0 0 E˜3
 , (B.13)
donde
E˜1 = E1 − V13V31
(E3 − E0) , (B.14)
E˜2 = E2 − V23V32
(E3 − E0) , (B.15)
V˜12 = V12 − V13V32
(E3 − E0) , (B.16)
E˜3 = E3 +
V32V23
(E3 − E0) +
V31V13
(E3 − E0) . (B.17)
B.2. Teor´ıa de Hamiltonianos promedio (AHT)
La idea ahora sera´ lidiar expl´ıcitamente con el dominio temporal usando la imagen
de interaccio´n para separar la dina´mica ra´pida “Zeeman” cuyo per´ıodo es tc = 2π/ω1.
Nuestro propo´sito es, como en el caso anterior, generar un Hamiltoniano efectivo
[HW68, EBW04] cuya dina´mica aproxime la exacta al menos para un conjunto dis-
creto de tiempos tn = ntc.
Separemos entonces el Hamiltoniano original Hˆ = Hˆ1 + HˆB de acuerdo con la
diferencia de energ´ıa (E3 −E0):
Hˆ1 = Hˆ − Q(E3 − E0) (B.18)
=
 E1 V12 V13V21 E2 V23
V31 V32 E0
 , (B.19)
y
HˆB = Q(E3 − E0) (B.20)
=
 0 0 00 0 0
0 0 (E3 − E0)
 . (B.21)
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Siguiendo el procedimiento esta´ndar de la AHT [EBW04], el operador evolucio´n com-
pleto se separa en dos factores,
Uˆ(t) = UˆB(t)Uˆ1(t), (B.22)
con
UˆB(t) = exp
[
− i
~
HˆBt
]
(B.23)
=
 1 0 00 1 0
0 0 exp[− i
~
(E3 − E0)t]

y
U1(t) = T exp
[
− i
~
∫ t
0
H˜1(t1)dt1
]
. (B.24)
Aqu´ı, T representa el operador ordenamiento temporal y H˜1(t) es la representacio´n de
Hˆ1 en la imagen de interaccio´n con respecto a HˆB,
H˜1(t) = Uˆ
†
B(t)Hˆ1UˆB(t). (B.25)
La receta a seguir implica la realizacio´n de observaciones estrobosco´picas, lo cual se
traduce en Uˆ(ntc) = Uˆ1(tc)
n. El siguiente paso consiste en el ca´lculo de los promedios
en la Ec. (B.24), y as´ı obtener
Uˆ1(tc) = exp
[
− i
~
H¯1tc
]
(B.26)
= exp
[
− i
~
(
H¯
(0)
1 + H¯
(1)
1 + H¯
(2)
1 + ...
)
tc
]
. (B.27)
El orden cero es:
H¯
(0)
1 =
1
tc
∫ tc
0
U †B(t1)
−1Hˆ1UB(t1)dt1. (B.28)
=
 E1 V12 0V21 E2 0
0 0 E0
 .
El orden 1 es:
H¯
(1)
1 =
−i
2tc
∫ tc
0
dt2
∫ t2
0
dt1
[
U †B(t2)
−1Hˆ1UB(t2),U
†
B(t1)
−1Hˆ1UB(t1)
]
(B.29)
=

− V13V31
(E3 − E0) −
V13V32
(E3 − E0) −
(E1 −E0)V13 + V12V23
(E3 − E0)
− V23V31
(E3 − E0) −
V23V32
(E3 − E0) −
(E2 −E0)V23 + V21V13
(E3 − E0)
−(E1 − E0)V31 + V32V21
(E3 − E0) −
(E2 − E0)V32 + V31V12
(E3 − E0)
V31V13
(E3 − E0) +
V32V23
(E3 − E0)
 .
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El Hamiltoniano anterior puede simplificarse aproximando (E1−E0) ≃ (E2−E0) ≃
0. Luego, hasta orden 1, el Hamiltoniano promedio H¯1 esta´ dado por:
H¯
(0)
1 + H¯
(1)
1 =

E1 − V13V31
(E3 − E0) V12 −
V13V32
(E3 − E0) −
V12V23
(E3 − E0)
V21 − V23V31
(E3 − E0) E2 −
V23V32
(E3 − E0) −
V21V13
(E3 − E0)
− V32V21
(E3 − E0) −
V31V12
(E3 − E0) E0 +
V31V13
(E3 − E0) +
V32V23
(E3 − E0)

(B.30)
Este Hamiltoniano representa un sistema de tres niveles cuyas energ´ıas son casi dege-
neradas (∼ E0). Una inspeccio´n detallada revela que el subespacio A esta´ acoplado al
subespacio B por elementos de matriz que son un orden de magnitud ma´s pequen˜os
que los elementos en A (que son del orden ∼ E0),
E3 ≫ E0, Vij ⇒ V12V23
(E3 − E0) ∼
V 2ij
E3
≪ Vij. (B.31)
Esto implica que los subespacios A y B esta´n de hecho de´bilmente acoplados. Es impor-
tante notar que hasta orden 1, el Hamiltoniano promedio H¯1 proyectado en el subespacio
A provee el mismo Hamiltoniano efectivo que en la Ec. (B.13),
P
(
H¯
(0)
1 + H¯
(1)
1
)
P = PH˜P, (B.32)
que incluye la interaccio´n efectiva dentro del subespacio Amediada por el subespacio B.
Sin embargo, resultar´ıa natural preguntarse por los elementos de matriz que acoplan
los subespacios A y B en la Ec. (B.30). Si asumimos que el subespacio A no tiene
dina´mica, es decir V12 = V21 = 0, luego el mencionado acople desaparece y por lo tanto
ambas estrategias proveen el mismo Hamiltoniano efectivo,
H¯
(0)
1 + H¯
(1)
1 = H˜. (B.33)
En las Figs. B.1 y B.2 comparamos evoluciones t´ıpicas usando: el Hamiltoniano
efectivo dado por la Ec. (B.13), la aproximacio´n a orden 1 obtenida por AHT, es decir
Ec. (B.30), y la diagonalizacio´n exacta de la Ec. (B.1). En particular, evaluaremos la
SP
P1,1(t) =
∣∣∣∣〈ψ| exp[− i~Hˆt] |ψ〉
∣∣∣∣2 (B.34)
donde |ψ〉 = (1, 0, 0)T . La Fig. B.1 esta´ dada por Vij = J0 ∀i, j, E1 = 1.01J0, E2 =
0.99J0, E3 = 50J0, mientras que la Fig. B.2 corresponde a el mismo caso pero sin
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dina´mica intr´ınseca en el subespacio A, es decir V1,2 = V2,1 = 0. Observamos que
ambas estrategias reproducen la dina´mica exacta satisfactoriamente. Ma´s au´n, dado
que la Ec. (B.13) ya provee una buena aproximacio´n a la solucio´n exacta, la inclusio´n
de te´rminos efectivos inter-subespacio (como en la Ec. (B.30)) parece innecesaria.
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Figura B.1: La SP definida en la Ec. (B.34). Aqu´ı, Vij = J0 ∀i, j, E1 = 1.01J0, E2 =
0.99J0, E3 = 50J0. Puntos negros: observacio´n estrobosco´pica correspondiente a la AHT,
Ec. (B.30). Las l´ıneas continuas verde y azul corresponden al Hamiltoniano efectivo definido
en la Ec. (B.13) y la diagonalizacio´n exacta de la Ec. (B.1), respectivamente. (a) Varios
oscilaciones de Rabi; (b) seccio´n detallada de la dependencia temporal.
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Figura B.2: La SP definida en la Ec. (B.34). Aqu´ı, Vij = J0 ∀i, j 6∈ {1, 2}, V1,2 = V2,1 = 0,
E1 = 1.01J0, E2 = 0.99J0, E3 = 50J0. L´ınea continua negra: observacio´n estrobosco´pica
correspondiente a la AHT, Ec. (B.30). Las l´ıneas continuas verde y azul corresponden
al Hamiltoniano efectivo en la Ec. (B.13) y la diagonalizacio´n exacta de la Ec. (B.1),
respectivamente. (a) Una seccio´n detallada de la dependencia temporal, batidos de alta
frecuencia se observan en la solucio´n exacta. (b) Varias oscilaciones de Rabi. (c) Para
tiempos suficientemente largos, la diferencia de frecuencias entre la solucio´n exacta y las
dos aproximaciones se hace evidente.
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