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Lay Summary
The existence of black holes was certainly one of the most intriguing predictions of Ein-
stein’s theory of general relativity, and it is fair to say that the fascination surrounding
them has not declined. Not only are black holes still a major area of research in both
theoretical and experimental physics, but they have also, within the four years of this
PhD, in fact twice made it onto the front cover of public newspapers all across the
world: First, in early 2016, black holes were in the spotlight for the first ever direct
observation of gravitational waves—ripples in spacetime produced in the final stage of
a merger of two black holes—by the Laser Interferometer Gravitational-wave Obser-
vatory (LIGO) [1]. The second occasion that gained a lot of attention for black hole
research, was the very recently published, first ever “picture” taken of a black hole by
the Event Horizon Telescope (EHT), a collection of radio telescopes spread across the
globe [2] (see Figure 1).
What is so special about black holes? Black holes are objects whose gravitational
force is so strong that not even light can escape from them. Thus looking at a black
hole from a distance, it will appear as a black shadow in the sky, giving it its name.
The edge of the black hole, which is the boundary of the region from which nothing
can escape, is called the black hole’s event horizon. It was shown by Stephen Hawking
in the 1970s that this event horizon must always have the shape of a sphere. This does
not have to be a round sphere, it might be squashed, but there can never be any holes
in it (like for example in a doughnut shape).
Black holes have some curious features. One of the most famous of these is what
is often called the no hair theorem. The no hair theorem says that a black hole only
depends on three parameters: its mass, its electric charge (if it has one), and its angular
momentum (if it is spinning). There are no other characteristics (these would be the
“hair”). What this means is that for someone looking at two black holes which have
the same values for those three parameters, there is no way of telling them apart: they
look exactly the same. This certainly gives us quite a good understanding of the types
of black holes there are, and how they could look like: all we need to know is their
mass, charge, and angular momentum. Thus, black holes are completely classified ; we
can write down a list of all possible types of black holes there are.
One of the main insights of general relativity was that the universe we live in
should be viewed as what is called a four-dimensional spacetime. Three of these four
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Figure 1: The image of the M87* black hole captured by the
Event Horizon Telescope. Photograph: EHT Collaboration.
dimensions are the spatial dimensions we see around us all the time (left/right, for-
wards/backwards, and up/down). The fourth is the time dimension. Other than with
the spatial dimensions, we cannot choose to stand still or even move backward in time,
but rather we are constantly moving along that direction into the future. Now all that
was discussed above are rules for black holes sitting in such a four-dimensional uni-
verse. What would happen if a black hole was instead sitting in a higher-dimensional
spacetime, for example one where in addition to left/right, forwards/backwards, and
up/down, there is another direction of space that one can move in? This sounds like
a very theoretical question to ask, but for example string theory, which many believe
could be the ultimate theory describing our universe, actually says that there must be
such extra dimensions—they are just curled up and too small for us to see.
Simply put, the answer to the above question is that things get a lot more compli-
cated when we want to study black holes in higher (that is, more than four) dimensions.
First of all, it was found that higher-dimensional black holes no longer have to be spher-
ical. For example, one can have ring-shaped black objects (so called black rings), or
even combinations of black holes of different shapes, like a spherical black hole sitting
inside a black ring (called a black saturn). Further, the no hair theorem breaks down
in higher dimensions. That means we can no longer specify black holes by just a simple
set of parameters. In fact we no longer have a classification of solutions at all—we do
not even know what types of black holes exactly exist!
This thesis tries to address this problem for the special case of five-dimensional
black holes. While a full classification of all black holes in five dimensions is out of
reach, with some assumptions we succeed in giving a classification of a special class of
black holes: so called supersymmetric black holes.
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Abstract
This thesis presents a classification of all asymptotically flat, supersymmetric and bi-
axisymmetric (i.e. possessing a U(1)2-symmetry) soliton and black hole solutions to
five-dimensional minimal supergravity. In particular, by combining local constraints
from supersymmetry of the solutions with global constraints for stationary and bi-
axisymmetric spacetimes, we show that any solution must be multi-centred with a
Gibbons–Hawking base. We also find a refinement of the allowed horizon topologies of
this class of solutions, to one of S3, S1 × S2 or a lens space L(p, 1). We construct the
general, smooth solution associated with each possible rod structure, thereby finding a
large moduli space of black hole spacetimes with noncontractible 2-cycles in the domain
of outer communication. This includes examples for each of the allowed horizon topolo-
gies. In the absence of a black hole we obtain a classification of the known “bubbling”
soliton spacetimes.
We then move on to a systematic analysis of the subclass of three-centred solutions
contained in the constructed moduli space, focusing on the special case of single black
hole solutions. This class is composed of seven regular black hole solutions. We find
that four of these can have the same conserved charges as the original spherical, super-
symmetric black hole, the BMPV solution. These consist of a black lens with L(3, 1)
horizon topology and three distinct families of spherical black holes with nontrivial
topology outside the horizon. The former provides the first example of a nonspherical
black hole with the same conserved charges as the BMPV black hole. Moreover, of
these four solutions, three can have a greater entropy than the BMPV black hole near
the BMPV upper spin bound. One of these is a previously known spherical black hole
with nontrivial topology; the other two are new examples of a spherical black hole with
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Throughout the past fifty years, black holes (Figure 1.1) have continued to shape the-
oretical physics. One of the reasons for them to be met with such great interest in
the field, is that they play a special role in the quest for a unified theory of quantum
gravity, see e.g. [62] for a review on the topic. This has its origins in the 1970s, when
Bekenstein [8, 9] noted a striking similarity between the laws of thermodynamics and
those describing the dynamics of a black hole, suggesting that black holes have ther-
modynamical properties like temperature or entropy. Around the same time Hawking
proposed that, due to quantum effects near the horizon, black holes evaporate, emit-
ting radiation consistent with a black body spectrum of temperature TH proportional
to the black hole’s surface gravity [65]. This temperature was indeed in agreement with
Bekenstein’s findings. These observations sparked much debate over what is called the
black hole information paradox : As the emitted radiation is thermal, it does not carry
any information but the black hole’s temperature. Thus, if a black hole evaporates
entirely, any information about the states it was formed from is forever lost [66].
A definite resolution to that paradox can only be given by a complete theory of
quantum gravity. String theory is a promising candidate for such a theory. It was
naturally of interest to study black holes in the context of string theory. This was





Figure 1.1: Definition of a black hole as M\ (M∩ J−(I +)) where M is the physical
spacetime manifold and J−(I +) denotes the causal past of future null infinity I +
(defined in the conformally compactified spacetime), see e.g. [101].
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Polchinski in the 1990s [98]. One of the biggest successes of that period, and of string
theory in general, was the derivation of the black hole entropy from string theory
microstates [107].
Another breakthrough was marked by the discovery of the Anti-de Sitter/Conformal
Field Theory (AdS/CFT) correspondence [90]. First conjectured as a duality between
type IIB string theory on AdS5 × S5 and N = 4 super-Yang–Mills theory on the four-
dimensional boundary of AdS5, this original example is now widely believed to be just
one manifestation of an underlying fundamental principle, the holographic principle [78,
108]. The holographic principle proposes that any D-dimensional theory of quantum
gravity has a dual quantum field theory in D−1 dimensions, living on the boundary of
the D-dimensional spacetime. Black holes again play a special role, as they correspond
to thermal equilibrium states in the boundary CFT. Much recent work in the field
of AdS/CFT has been devoted to understanding (black hole) entropy from quantum
information theory (holographic entanglement entropy, see [81, 102]).
The AdS/CFT conjecture was not the first time a connection was found between
Anti-de Sitter space and conformal symmetries. In what is now often thought of as a
precursor to AdS/CFT, in the 1980s Brown and Henneaux found that the asymptotic
symmetry algebra of AdS3—that is, the algebra generating the symmetries that pre-
serve the asymptotic structure of the spacetime—is precisely given by two copies of the
Virasoro algebra, the symmetry algebra of a two-dimensional CFT [18]. Asymptotic
symmetries were also at the core of a recent holographic argument which claims to
resolve the aforementioned information paradox [68]. It is argued therein that in fact
black holes do have soft hair, that is, infinitely many conserved charges related to the
BMS symmetry (the asymptotic symmetry group of Minkowski space [14, 103, 104]) at
the boundary of the spacetime.1
Both in string theory, as well as in AdS/CFT and its applications, one is in general
dealing with higher-dimensional theories of gravity, and thus in particular also with
higher-dimensional black hole solutions. In addition, higher-dimensional black holes
have in many ways proven to be interesting objects to study by themselves. The
following sections give a review of some of the features of these solutions.
1.1 Preliminaries I: Black holes in higher dimensions
Higher-dimensional black hole solutions have shown to be much richer than their cousins
in four or lower dimensions. This becomes manifest most notably in the lack of two
important results which restrict possible solutions in four spacetime dimensions. First,
Hawking’s horizon topology theorem [64, 67] states that for black hole spacetimes in
four dimensions cross-sections of the horizon must be of spherical topology. This fails
1The term “soft” comes from the fact that these charges, when acting on the vacuum, generate
zero-energy—or soft—gravitons. The conservation laws associated with the charges are equivalent to
the soft graviton theorem [119] in quantum field theory.
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to be true in higher dimensions, as was first demonstrated by the construction of a
five-dimensional black ring solution [41] with horizon topology S1×S2. Second, by the
black hole uniqueness theorem (often dubbed “no-hair” theorem), in four spacetime
dimensions a stationary, asymptotically flat, analytic black hole solution is completely
determined by its mass, angular momentum and electric charge.2 Once again, such
uniqueness no longer exists once one enters the realm of more than four dimensions.
Quite on the contrary, explicit counterexamples to such a result are known. As for the
horizon topology theorem, the first such counterexample was provided by the black ring
solution, which was found can carry the same asymptotic charges as the (topologically
spherical) Myers–Perry black hole [94], the higher dimensional analogue of the Kerr
solution.
Black hole non-uniqueness even occurs within the more restricted class of supersym-
metric black holes. The first such example (with a connected horizon) was provided by
the supersymmetric black ring [37, 38], which is not uniquely labelled by its conserved
charges. However, the solution does not allow for conserved charges equal to that of the
“standard” spherical, supersymmetric solution, the BMPV black hole [15]. A further
counterexample, and the first example of a single black hole solution that does overlap
with the spherical BMPV black hole was added by the construction of a supersym-
metric spherical black hole with nontrivial spacetime topology in the domain of outer
communication [85]. All these results do not, however, rule out the existence of unique-
ness theorems that take into account additional internal degrees of freedom (including,
but not necessarily limited to, information about horizon and spacetime topology). In
fact, partial uniqueness theorems of that kind are known. In five spacetime dimensions,
for instance, with the additional assumption of two axial Killing fields, a uniqueness
theorem taking into account data about the fixed points of the symmetries (encoded in
what is called the rod structure of the solution) has been proved [76]. Notwithstanding
such successes, a full classification of asymptotically flat black hole solutions remains
unknown for any dimension greater than four (see e.g. [73] for a detailed review on the
topic).
The purpose of this section is to give a brief review on higher-dimensional black
holes. The section is divided as follows. The first part, section 1.1.1, will discuss the
topic of black hole uniqueness, both in four, as well as in higher dimensions. This
also includes a discussion of Hawking’s horizon topology theorem and its generalisation
to higher dimensions. Section 1.1.2 will then give an overview of two known higher-
dimensional black hole solutions, where we shall focus on non-supersymmetric solutions
only. This includes the Myers–Perry black hole, as well as the black ring solution;
supersymmetric solutions will be discussed at a later part in this chapter. Finally, 1.1.3
very briefly discusses thermodynamical properties of black holes.
2A detailed summary of the various uniqueness results in four dimensions can be found e.g. in [26,
69].
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Note. Unless stated otherwise, in the following we assume black hole solutions to be
asymptotically flat (in the Minkowskian sense).
1.1.1 Black hole uniqueness theorems
Horizon topology
Hawking’s horizon topology theorem [64, 67] asserts that for a stationary, asymptot-
ically flat black hole solution in four dimensions which satisfies the dominant energy
condition, connected components of cross sections of the horizon must have topology
S2. This highly constrains the space of allowed solutions, and is a crucial ingredient in
proving black hole uniqueness theorems in four dimensions. As such, it has naturally
been of interest to try to generalise this result to higher dimensional spacetimes. One
of the main obstacles presenting itself in that regard, is that Hawking’s proof of the
theorem relies on the dimension of the spacetime in the following crucial way. Let Σ
be a spacelike hypersurface (equal-time slice) in a D-dimensional spacetime. A cross-
section of the horizon then corresponds to a (D − 2)-dimensional, closed, orientable
hypersurface H in Σ, separating an “inside” from an “outside” region. The original ar-
gument goes along the following lines. Considering deformations of H along orthogonal
directions and using the property that H constitutes a horizon, one finds a contradic-
tion unless the total scalar curvature of H is non-negative (and in fact positive except
for specific circumstances, cf. [64] for details on the strictly 4-dimensional case or [47]
for general D). Now in four spacetime dimensions, dimH = 2, and one can apply the
Gauss–Bonnet theorem to find that if the total scalar curvature of H is positive, so is
its Euler-characteristic, χ(H) > 0. As H is closed and orientable, this means χ(H) = 2,
i.e. H is homeomorphic to the two-sphere S2, establishing the result for D = 4.
In more than four spacetime dimensions this argument fails, as Gauss–Bonnet can
no longer be applied, and positivity of the total scalar curvature has no immediate
topological consequences. This was however circumvented by Galloway and Schoen,
who were able to prove the following generalised horizon topology theorem [47].3
Theorem 1.1. Let (M, g) be a stationary spacetime of dimension D ≥ 4 satisfying the
dominant energy condition, and Σ, H as above. Then H is of positive Yamabe type.
Positivity of the Yamabe invariant is equivalent to the manifold admitting a metric
of everywhere positive scalar curvature. In D = 4 dimensions and with a closed and
orientable H, this is only the case for manifolds of topology S2, consistent with the
original horizon topology theorem. In the special case of five dimensions, which will be
the main concern of this thesis, positivity of the Yamabe invariant is not as restrictive.
Making use of the rigidity theorem [74], which implies that all analytic, stationary and
rotating black hole solutions in five dimensions have at least one axial U(1)-Killing
3In fact [47] gives a more general version of this theorem, not assuming stationarity, however at the
expense of some special cases having to be taken into account.
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field, possible horizon topologies are found to be either S3, S1×S2, lens spaces L(p, q)4
as well as connected sums of these, or quotients of S3 by certain finite subgroups of
SO(4) [72]. Assuming an additional axial Killing field, i.e. considering solutions with
R × U(1)2-symmetry, further reduces allowed horizon topologies to S3, S1 × S2 or
L(p, q) only [76]. All five-dimensional black hole solutions constructed so far possess
such an R × U(1)2-symmetry, and solutions with all three possible horizon topologies
are known. Examples include the spherical Myers–Perry [94] (or in the supersymmetric
case, BMPV [15]) black holes, the black ring solution and its generalisations [36, 37,
41, 99] with horizon topology S1×S2, or solutions with lens space topology which have
been constructed and studied in [86, 88, 112].
Uniqueness in four dimensions: the Kerr–Newman family
Certainly one of the most striking results about black holes in four spacetime dimen-
sions is their previously mentioned uniqueness, that is, the fact that in the stationary
and asymptotically flat case they can be described entirely by a small set of physical
parameters: their mass, electric charge and angular momentum. The full result, in-
cluding rotating solutions, was first proved in the early 1980s by Mazur [91, 92] and
independently by Bunting [19]. The result had been preceded by uniqueness theorems
for static black hole solutions in Einstein(–Maxwell) theory (first established in [83,
84]), whose statements are given the following theorem.
Theorem 1.2. Let (M, g) be an asymptotically flat, static (electro-)vacuum black
hole solution with a non-degenerate event horizon. Then (M, g) is isometric to the
Schwarzschild (Reissner–Nordström) solution, with |Q| < M in the Einstein–Maxwell
case.
The vacuum case can be seen as follows (see e.g. [69] for a complete proof). Any
static solution to the vacuum Einstein equations,
Rµν = 0 , (1.1)
can be written in the form
ds2 = −V 2 dt2 + g(3) , (1.2)
where g(3) is a metric on a three-dimensional Riemannian manifold Σ, V is harmonic







j V . (1.3)
This (with harmonicity of V ) in particular also implies that the three-dimensional
Ricci-scalar vanishes,
R(3) = 0 . (1.4)
4A lens space L(p, q), with p, q coprime, is a quotient of the 3-sphere |z1|2 + |z2|2 = 1 defined by
the identifications (z1, z2) ∼ (e2πi/pz1, e2πiq/pz2), with z1, z2 coordinates in C2.
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Asymptotic flatness implies that one can, choosing appropriate coordinates, asymptot-














where M is the mass of the solution. Consider then the conformal transformations








(1± V )4g(3) . (1.6)
Then ĝ
(3)
− can be extended to the point at infinity, and by a corollary of the positive
mass theorem one can show that the union Σ̂+ ∪ Σ̂− ∪{∞} (with Σ̂±, ĝ(3)± continuously
glued together at their boundaries) is isometric to (R3, δ). This in turn, in combination
with the vacuum Einstein equations (1.1), implies spherical symmetry of the solution,











dr2 + r2 dΩ22 . (1.7)
The proof generalises to asymptotically flat, static electrovacuum solutions with |Q| <

















dr2 + r2 dΩ22 . (1.8)
Note that this does not include the extremal case |Q| = M . In fact, in that case,
another family of solutions is known to exist, which are the multi-black hole Majumdar–
Papapetrou solutions. These reduce to the Reissner–Nordström solution if the number
of centres n = 1.
Let us now get back to rotating (i.e. stationary rather than static) solutions.
Theorem 1.3. Let (M, g) be an asymptotically flat, stationary and axisymmetric elec-
trovacuum black hole solution with a non-degenerate event horizon. Then (M, g) is
isometric to the Kerr–Newman solution with a2 +Q2 < M2.
To prove this more general statement, an argument of a rather different flavour is
needed. The core of the argument is the following (see e.g. [69]). Given the assumptions
set out in Theorem 1.3, one can show that the Killing fields corresponding to stationarity
and axisymmetry satisfy integrability conditions that allow one to reduce the problem
onto the two-dimensional orbit space defined as the quotient M̂ = M/(R × U(1)).
The crucial observation then is that solutions of the resulting system can be mapped to
solutions of a nonlinear sigma model. This is realised by mapping the gravitational data
as well as the electric and magnetic field (with respect to a stationary observer) to the
complex Ernst potentials E, Λ. The Ernst equations satisfied by (E,Λ) then describe
a sigma model with target space given by the coset SU(1, 2)/S[U(1)×U(2)]. One can
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prove a uniqueness result for such a system, which finally translates to uniqueness of
the resulting four-dimensional spacetime metric. This implies that the Kerr–Newman
metric
ds2 = −∆− a
2 sin2 θ
ρ2
dt2 + 2a sin2 θ

















ρ2(r, θ) = r2 + a2 cos2 θ , ∆(r) = r2 − 2Mr + a2 +Q2 , a2 +Q2 < M2 (1.10)
is the unique asymptotically flat, stationary and axisymmetric electrovacuum black
hole solution. In fact, a version of Theorem 1.2 (with the additional assumption of
axisymmetry) can be recovered as a special case of Theorem 1.3 by setting the angular
momentum parameter a = 0.
Uniqueness theorems in higher dimensions
While we have seen that rotating black holes in higher dimensions are not in general
uniquely specified by their conserved charges, in the static case the argument used
to prove uniqueness of the Schwarzschild solution presented in section 1.1.1 can in
fact be generalised to dimensions greater than four. This leads to the following result
established in [57, 82].
Theorem 1.4. Let (M, g) be an asymptotically flat, static vacuum black hole solution
with a non-degenerate event horizon in dimension D ≥ 4. Then (M, g) is isometric to











dr2 + r2 dΩ2D−2 , (1.11)
A similarly straightforward generalisation fails in the rotating case. Nonetheless, for
the special case of five dimensions, and with some additional symmetry assumptions, a
uniqueness result has been established. To formulate this result, a generalised definition
of the orbit space (as used in the proof of uniqueness of Kerr–Newman) is needed.
Definition 1.1. Let (M, g) be a D-dimensional black hole solution, G its group of
isometries, and let 〈〈M〉〉 denote the domain of outer communication (DOC). Then
M̂ = 〈〈M〉〉/G is called the orbit space of M.
The following theorem concerning the structure of the orbit space has been estab-
lished in [77].
5The mass parameter µ in (1.11) is related to the physical massM of the solution via µ = 16πGDM
(D−2)ΩD−2
,
such that in particular in four dimensions and with G4 = 1, µ = 2M .
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Theorem 1.5. Let (M, g) be a stationary, asymptotically flat or Kaluza–Klein vacuum
black hole solution in D dimensions with isometry group G = R × U(1)D−3 and with
Ricci tensor satisfying the null convergence condition6. Then the orbit space M̂ is a
two-dimensional manifold with boundaries and corners homeomorphic to the upper half
plane {(ρ, z) | ρ > 0}. Each segment of the boundary corresponds to either a component
of the horizon, H/G, or an “axis” of the spacetime (a region where a linear combination
of the rotational Killing fields vanishes).
The latter part of this theorem means that one can think of the boundary ∂M̂ of
the orbit space as a collection of intervals and vectors
{(I−, v−), (I1, v1), . . . , (In−1, vn−1), (I+, v+)} (1.12)
with
I− ≡ I0 ≡ (−∞, z1) ,
Ii ≡ (zi, zi+1) for i = 1, . . . , n− 1 ,
I+ ≡ In ≡ (zn,∞) ,
(1.13)
and where the vi (for i = 0, . . . , n with v− ≡ v0, v+ ≡ vn) denote the linear combination
of the Killing vector fields vanishing on the respective interval. In case Ii corresponds to
a horizon, no such combination vanishes, so vi is just the zero vector. One can express
the vi as (D − 3)-dimensional vectors of integers in the basis given by the rotational
Killing vector fields {m1, . . . ,mD−3}. For two adjacent intervals Ii, Ii+1, if both Ii













= 1 for 1 ≤ K < L ≤ D − 3 , (1.14)
where K, L are indices with respect to the basis of Killing vector fields {mK} and g.c.d.
is the greatest common divisor.
Definition 1.2. A collection of intervals and vectors of the form (1.12)–(1.14) is called
the rod structure [63] of a solution.
It is worth noting that in the special case D = 5, where there are two rotational
Killing vector fields and hence the vi can be represented as two-dimensional integer






= ±1 . (1.15)
With these ingredients, one can formulate a uniqueness theorem for five-dimensional
black holes with R× U(1)2-symmetry, as proved in [76].
6Rµνξ
µξν ≥ 0 for any null vector ξ.
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Theorem 1.6. Let (M, g) be an asymptotically flat, stationary vacuum black hole
solution in five dimensions with two commuting axial symmetries. Then (M, g) is, up
to isometries, uniquely determined by its mass, its two angular momenta, and its rod
structure.
Some generalisations of this theorem have been established, e.g. to Einstein–Maxwell
theory (given some additional assumptions) [75], to non-extremal solutions in minimal
supergravity [3] or to eleven dimensional supergravity with eight rotational Killing
fields [71]. However there are some fundamental differences of these uniqueness the-
orems to previously discussed results. Firstly, solutions are no longer specified by
asymptotic charges only, but rather depend on some internal data. While this poses
no complications from a mathematical point of view, it is not obvious how such a
dependence could be interpreted in the context of string theory or the AdS/CFT
correspondence—see e.g. [73] for a discussion. It also poses a challenge to the in-
terpretation of microscopic entropy calculations in string theory [107] (this is discussed
in more detail in chapter 4). Secondly, the statement of the theorem does not touch the
important question of existence. It is unclear, which rod structures (and in combination
with which ranges of charges) lead to physical (in particular, stably causal, regular on
and outside the horizon) solutions.
1.1.2 Known solutions
In the light of the above discussed uniqueness theorems, this section gives a brief de-
scription of some known higher-dimensional black hole solutions, with a focus on five
dimensions. We will restrict to non-supersymmetric solutions here, with supersymmet-
ric solutions being discussed separately in section 1.2.
Myers–Perry solutions
These solutions, found by Myers and Perry in the 1980s [94] (see e.g. [44, 93] for
overviews), are the natural generalisation of the Kerr black hole—i.e. stationary, asymp-
totic flat, vacuum solutions—to arbitrary dimension D > 4. In the most general case,
solutions will rotate in N = [D−12 ] independent rotation planes. As a consequence,
to write down the general form of the solution, one has to distinguish between odd
(D = 2N + 1) and even (D = 2N + 2) number of dimensions. For simplicity we will
here focus on the five-dimensional solution only. For D = 5, the spacetime possesses
N = 2 orthogonal rotation planes, and the metric takes the form
ds2 = −dt2 + µ
Σ
(














cos2 θ dψ2 + Σ dθ2 , (1.16)
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(1, 0) (0, 0)
H
(0, 1)
Figure 1.2: Rod diagram for the five-dimensional Myers–Perry solution. The vectors
vanishing on each interval are given with respect to the basis {∂φ, ∂ψ}.
where φ and ψ are 2π-periodic, θ ∈ [0, π/2] and
Σ(r, θ) = r2 + a2 cos2 θ + b2 sin2 θ , ∆(r) = (r2 + a2)(r2 + b2)− µr2 , (1.17)
with a, b and µ parameters of the solution. The asymptotic behaviour of the metric




µ , Jφ =
π
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µ− a2 − b2 +
√
(µ− a2 − b2)2 − 4a2b2
)
, (1.19)






Saturation of the inequality corresponds to the extremal limit of the solution. One can







, i = φ, ψ (1.21)
as (
|ηφ|+ |ηψ|
)2 ≤ 1 . (1.22)
The horizon at r = r0 has topology S
3 and area given by
AH = 2π
2µr0 . (1.23)
Finally, the rod diagram of the five-dimensional Myers–Perry black hole is depicted
in Figure 1.2. By Theorem 1.6, the charges (1.18) together with the rod structure
uniquely specify the solution.
Black Rings
Black rings are asymptotically flat black hole solutions which have horizon topology
S1 × S2. They were first constructed as vacuum solutions in five dimensions in [41].
In their original form, solutions have one angular momentum, associated to a rotation
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along the S1 direction of the ring. More general black ring solutions have since been
found. This includes, among others, solutions with two angular momenta [99], charged
black rings [36], or supersymmetric black rings [37] which are discussed in more detail
in section 1.2.3. Moreover, explicit examples have also been constructed of multi-black
ring solutions [50, 51], or a bound state of a spherical black hole and a black ring,
dubbed a “black saturn” [39]. An extensive review of black ring solutions can be found
e.g. in [43]. We will here focus on the simplest case, that of a black ring rotating solely
the S1 direction, hence carrying a mass and one angular momentum J (“singly spinning
black ring”). The metric of the solution can be given as [40]
































F (ξ) = 1 + λξ , G(ξ) = (1− ξ2)(1 + νξ) , (1.25)
and the parameters
0 < ν ≤ λ < 1 , R > 0 . (1.26)
In particular, the parameter R corresponds to the radius of the S1 of the black ring,
and the coordinates (x, y) are related to double polar coordinates (r1, φ), (r2, ψ) on R4
as
x =
R2 − r21 − r22
Σ
, y = −R








(R2 + r21 + r
2
2)
2 − 4R2r22 . (1.28)
This implies the ranges
− 1 ≤ x ≤ 1 , −∞ < y ≤ −1 . (1.29)
From (1.24) it is easy to see that gφφ, gψψ vanish if x = ±1, y = −1, respectively. In
order to avoid conical singularities, the periods of φ and ψ have to be fixed to




























Figure 1.3: Reduced area of the Myers–Perry (blue/solid) and black ring (or-
ange/dashed) solutions.
With these choices, the solution is regular on and outside a horizon at y = −1/ν of






(1− ν)2(1 + ν)
, (1.32)
and the mass and angular momentum of the solution can be obtained from the asymp-










λ(λ− ν)(1 + λ)
(1− ν)2
. (1.33)

















This is different to what was seen for the Myers–Perry solution, where regularity im-
posed an upper bound on the two reduced angular momenta, (1.22). In particular,
one can compare (1.34) to a Myers–Perry solution with one non-vanishing angular
momentum, say ηφ ≡ η, ηψ = 0. Then, for reduced angular momentum in the range√
27
32
≤ η < 1 (1.35)
both, Myers–Perry and black ring solutions exist. As pointed out earlier, this example
was the first explicit evidence for black hole non-uniqueness in higher dimensional
spacetimes. It is interesting to compare the horizon areas of the two distinct solutions
20
(1, 0) (0, 0)
H
(1, 0) (0, 1)
Figure 1.4: Rod diagram for the black ring solution. The distinction between different
types of black ring solutions (fat vs. thin black rings) is reflected in the interval lengths,
which are not specified in this depiction.










for the two solutions one finds
aMPH = 2
√
2(1− η2) , aringH = 2
√
ν(η)(1− ν(η)) , (1.37)
where in the ring case ν(η) is defined by the relation (1.34). Figure 1.3 shows a com-
parison of the two areas. Note that the black ring solutions splits into two branches:
thin black rings (0 < ν < 1/2), and fat black ring (1/2 < ν < 1). One can see that the
thin black ring solution has horizon area greater than that of the Myers–Perry solution
for some range of ν in the region of overlap, while the area of the fat black ring always
stays below that of Myers–Perry.
Finally, the rod structure for black ring solutions is depicted in Figure 1.4.
1.1.3 Black hole thermodynamics
A major milestone in understanding black holes was the realisation in the 1970s that
black holes satisfy a set of rules similar to the zeroth, first and second law of thermo-
dynamics [6]. In a simplified form7, these laws of black hole mechanics are:






δAH + ΩδJ . (1.38)
2. The rate of change of the area of the horizon in time is nonnegative.
In particular the striking resemblance between the roles played by entropy in the ther-
modynamical context and the horizon area for black holes led to two proposals by
Bekenstein: First, that in fact the horizon area of the black hole should be interpreted
as its entropy (up to a multiplicative factor) [8], and second, that nature follows a gen-
eralised second law : In a spacetime containing a black hole, the sum of the entropies
of the black hole and the exterior does not decrease [9].
7See e.g. [118] for the precise statements and a detailed discussion.
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Most famously around the same time an addition to the purely classical arguments
above was provided by Hawking [65], who discovered that as a result of quantum effects
near the horizon, black holes evaporate, where energy is emitted through radiation





known as the Hawking temperature of the black hole. Together with the proposed





This is known as the Bekenstein–Hawking entropy of a black hole.
While we have seen that many properties of four-dimensional black holes break
down in higher spacetime dimensions, the laws of black hole mechanics are in general
valid in any dimension [44]. However, due to additional features of black holes that are
not present in four spacetime dimensions, the first law (1.38) may have to be modified.
This can be done straightforwardly to incorporate additional charges of the black hole,
however it might also include terms not related to conserved charges (such as dipole
charges). This, for example, is indeed the case for the black ring [4, 29, 40]. For a
generalised treatment of the first law in higher dimensions see [87].
Similarly, although explicit computations are more challenging in general, the con-
cept of Hawking radiation and thus Hawking temperature (1.39) and the expression for
the Bekenstein Hawking entropy (1.40) carry over to higher dimensions.
1.2 Preliminaries II: Black holes in String Theory
The previous chapter has dealt with classical solutions of general relativity. It is clear
that a full understanding of black holes can only be gained in the context of a theory
of quantum gravity. We will thus go on to study black holes in the context of string
theory.
1.2.1 Black holes from branes
An important additional feature of string theory is that its natural “black” objects are
not necessarily black holes in the standard sense, but will in general be extended objects:
black branes. This is due to the presence of general n-form potentials: In the same
manner as in four dimensions the electromagnetic 1-form gauge potential A(1) couples
to a point particle, a general n-form potential A(n) couples to an object of (n−1) spatial
dimensions electrically, or an object of (D−n−3) spatial dimensions magnetically (via
the dual field strength). Thus it is these higher-dimensional objects, or branes, that
naturally carry charge under A(n). A black p-brane is then an object that is extended
22
in p spatial dimensions, is translationally invariant in its internal directions, and has a
black hole geometry in the remaining directions (see e.g. [97]). What types of branes
are present in a given theory is determined by its field content.
This work is concerned with asymptotically flat black hole solutions. By construc-
tion, nontrivial p-brane solutions (with the possible exception of p = 0) are not asymp-
totically flat in the full-dimensional spacetime. However, systems of intersecting branes,
provide a framework to create asymptotically flat black hole solutions in a lower di-
mensional theory via dimensional reduction. To see this, let us first briefly discuss
intersecting brane solutions. For the sake of simplicity we will do this in M-theory;
brane solutions to type IIA/B string theory can easily be obtained from there via
dimensional reduction and T-duality. We will furthermore restrict to solutions that
preserve some supersymmetry, i.e. they saturate the Bogomol’ny–Prasad–Sommerfield
(BPS) bound, see e.g. [105]. The low energy effective action of M-theory is that of





(R ? 1− 1
2
F (4) ∧ ?F (4) − 1
6
A(3) ∧ F (4) ∧ F (4)) , (1.41)









2) , d ? F +
1
2
F ∧ F = 0 . (1.42)
The 4-form field strength F (4) will naturally couple to (2+1)-dimensional M2-branes or
(5 + 1)-dimensional M5-branes. The solution for a BPS M2-brane stretching in the x1










3 + . . .+ dx
2
10) , (1.43)
F (4) = dt ∧ dx1 ∧ dx2 ∧ dH−12 , (1.44)











6 + . . .+ dx
2
10) , (1.45)
F (4) = ?(dt ∧ dx1 ∧ . . . ∧ dx5 ∧ dH−15 ) , (1.46)
where now H5 is harmonic on the R5 with coordinates x6, . . . , x10.
One can easily obtain multi-brane solutions by application of the harmonic function
rule [117]. For example, when considering an M2-brane and an M5-brane both with
directions as above (i.e. the branes are parallel in the x1 and x2 direction), for the
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6 + . . .+ dx
2
10) (1.47)
where now the harmonic functions only depend on the shared orthogonal directions,
such that the M2-brane is smeared over directions x3, . . . , x4. The field strength F
(4) is
simply given by the sum of the separate solutions (1.44), (1.46) (albeit with dependen-
cies of the harmonic functions as in (1.47)). This system can be summarised graphically
as
0 1 2 3 4 5 6 7 8 9 10
M2 − − − ∼ ∼ ∼ · · · · ·
M5 − − − − − − · · · · ·
(1.48)
where “∼” marks smeared directions.
All solutions presented here are BPS solutions, so they preserve some supersymme-
try. Each of the M2- and M5-brane solutions, (1.43) and (1.45) preserves precisely 1/2,
the intersection of the two (1.47) preserves 1/4 of the supersymmetry. Generically,
an intersection of n BPS branes will preserve 1/2n of the supersymmetry (although
exceptions exist, see [48] and references therein).
The generic choice for the harmonic functions in (1.43), (1.45) are harmonic func-
tions with a single pole, H2 = 1 + r
6
2/r




M5-brane. The constants r2, r5 can be related to the mass per unit volume of the branes
via the asymptotic expansion of gtt, see e.g. [7]. Generalising this to a multi-centred
ansatz leads to stacks of parallel branes at different positions, see e.g. [48].
As has been pointed out earlier, one may obtain solutions to type IIA/B supergrav-
ity from the eleven-dimensional theory. Type IIA supergravity arises as Kaluza–Klein




Φ(dy + C(1))2 + e−
2
3
Φ dS210 , A
(3) = B(2) ∧ dy + C(3) , (1.49)
where Φ is the dilaton field and C(1), B(2) and C(3) are 1-, 2- and 3-forms on the ten-
dimensional base respectively. We have used a capital letter for the ten-dimensional
metric dS10 = Gµν dx
µ dxν to emphasise this is the metric in the string frame, that is,




Consider as an example the M2-brane solution (1.43) and compactify along x10. Then
clearly the dilaton eΦ = H
1/4










3 + . . .+ dx
2
9) , (1.50)
which describes a D2-brane in type IIA supergravity. Similarly the NS5-brane of type
8Gµν is related to the Einstein frame metric gµν with S ∼
∫





IIA can be obtained upon compactifying (1.45) along (say) x10, yielding
dS10 = (−dt2 + dx21 + . . . dx25) +H5(dx26 + . . .+ dx29) (1.51)
with dilaton eΦ = H
1/2
5 . A little less straightforwardly
9, the D6-brane solution of type
IIA can be found as
dS10 = V
−1/2(−dt2 + dx21 + . . . dx26) + V 1/2(dx27 + . . .+ dx29) , (1.52)
where V is harmonic on R3 and the dilaton is eΦ = V −3/4. Type IIB solutions can then
be obtained through T-duality. As for the purpose of this work we are merely interested
in branes as the building blocks of black hole solutions, will not go into further details
here (these may be found e.g. in [48]). Instead we will move on to give an explicit
example of constructing a black hole solution from branes.
Example: The extremal Reissner–Nordström black hole
As an illustrative example, let us reproduce the extremal Reissner–Nordström metric
starting from a system of branes (we will mostly follow [96] for this purpose). Consider
the following system of branes in type IIA:
0 1 2 3 4 5 6 7 8 9
D2 − − − ∼ ∼ ∼ ∼ · · ·
D6 − − − − − − − · · ·
NS5 − − − − − − ∼ · · ·
W − → ∼ ∼ ∼ ∼ ∼ · · ·
(1.53)
Here W denotes a wave carrying some momentum in the direction of x1. An ansatz for
the metric can be found using again the harmonic function rule exemplified in (1.47).





























2 + r2 dΩ22) ,
(1.54)
where H2, H5 and H6 are the harmonic functions related to the D2-, NS5- and D6-
branes respectively, and K is an additional harmonic function related to the wave W.








We will take a multi-centred ansatz for the harmonic functions (r is the radius on
9In this case one needs to start from a Kaluza–Klein monopole in eleven dimensions, see [115].
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the orthogonal R3)


































determined by fixing the prefactor in the five-dimensional Einstein–Hilbert action ac-


























The four-dimensional string frame metric after compactifying along x1 is precisely the
first line of (1.59). One can obtain the metric in the Einstein frame by multiplying












−2Φ4 dS24 = −[H2H6H5(1 +K)]−1/2 dt2 + [H2H6H5(1 +K)]1/2(dr2 + r2 dΩ22) .
(1.61)




(r2 + r6 + r5 + rm) . (1.62)
Setting G4 = 1 and choosing r2 = r6 = r5 = rm = Q one recovers the metric of the













(dr2 + r2 dΩ22) . (1.63)
The Strominger–Vafa black hole and microscopic derivation of black hole
entropy
We have seen that black holes can be modelled as brane configurations in string theory.
This has in fact led to one of the most significant successes of string theory: a micro-
scopic derivation of the Bekenstein–Hawking entropy from the degeneracy of states in
the brane system [107]. Let us first describe the black hole solution. Consider a system
10The metric presented here is related to (1.8) with M = Q via a coordinate change r → r −Q.
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similar to the one in the previous section in type IIB,11
0 1 2 3 4 5 6 7 8 9
D1 − − ∼ ∼ ∼ ∼ · · · ·
D5 − − − − − − · · · ·
W − → ∼ ∼ ∼ ∼ · · · ·
(1.64)




























and the harmonic functions are again chosen to be one-centred, however this time on
R4, so







In the same manner as for the reduction to the four-dimensional extremal Reissner–
Nordström solution above, upon compactifying directions x1, . . . , x5, one obtains the
five-dimensional black hole solution








so the metric in the Einstein frame is given by
ds25 = −[H1H5(1 +K)]−2/3 dt2 + [H1H5(1 +K)]1/3(dr2 + r2 dΩ23) . (1.70)









One may relate the parameters r1, r5 and rm to integer-quantised charges Q1, Q5, N













11This particular configuration may be derived from a system of 3 M2-branes in eleven dimensions,
see e.g. [33]. The relevant powers of the harmonic functions in the metric may be found in e.g. [48].
Note that the system presented here is slightly more general then the one originally considered by
Strominger and Vafa in [107].
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where R1 is the compactification radius along the x1 direction of (1.64). The black
hole (1.70) has a horizon at r = 0 with area
AH = 2π
2r1r5rm , (1.73)








From a ten-dimensional viewpoint, the entropy of the system can be computed from
the degeneracy of states. It has be shown that the low energy effective theory of the
D1-D5-W system in fact reduces to a two-dimensional supersymmetric gauge theory,
see e.g. [89]. This can be seen from studying the massless modes of strings between
the branes (with the simplifying assumption that the compactification radius R1 is
significantly larger than the compactification radii of the T 4 in directions x2, . . . , x5).
In particular the bound brane state can be found to correspond to a two-dimensional
SCFT with central charge c = 6Q1Q5N , such that by the Cardy formula for the entropy
of a two-dimensional CFT [23] one recovers the entropy (1.74).
The BMPV solution
The results of [107] were generalised to a 2-parameter family of spinning black holes
shortly thereafter [15], and further to a 4-parameter family (similar to the three-charge
version of the Strominger–Vafa black hole presented in the previous section) in [116].
This is called the Breckenridge–Myers–Peet–Vafa (BMPV) solution. In its generalised
form, its metric is given by12















The harmonic functions are as above and the mass is again given by (1.71). The new
solution however has two equal, non-vanishing angular momenta,




12The original 2-parameter solution was in fact constructed differently, via uplifting the Myers–Perry
solution to six dimensions, performing boosts as well as exploiting string dualities in the six-dimensional
framework, and then reducing back to a new, five-dimensional solution. In any case, we will here directly
generalise the brane ansatz (1.70), following [116].
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Q1Q5N − a2 . (1.79)
The original BMPV solution of [15] can be recovered through the choice






























µ3 − a2 . (1.82)
We have constructed some examples of extremal black holes via Kaluza–Klein re-
duction of a system of branes in ten (or eleven) dimensions. We shall in the following
section see that the five-dimensional solutions presented do in fact represent solutions
to minimal supergravity in five dimensions.
1.2.2 Minimal supergravity in five dimensions
The classification of supergravity solutions, in particular of such which preserve some
(or all) supersymmetry, has been a field of intense study since the development of
supergravity. As a result, general supersymmetric solutions to many theories are now
known. This includes in particular theories with a low number of supercharges see e.g.
[58]. In general, classifying supersymmetric solutions involves solving the field equations
as well as the Killing spinor equations—conditions that arise from imposing vanishing
variation of the fermionic fields under supersymmetry transformations. These are local
constraints, so classifications are typically of a purely local nature.
For minimal N = 1 supergravity in D = 5 dimensions, as constructed in [30],
supersymmetric solutions have been studied and classified in [53]. The bosonic field
content of five-dimensional minimal supergravity is given by a metric g and a Maxwell
field F = dA with action

















2) , d ? F +
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3
F ∧ F = 0 . (1.84)
A solution is supersymmetric if it admits a Killing spinor, i.e. a spinor that is constant
with respect to the supercovariant derivative,
Dµεa = 0 , (1.85)
where the exact form of Dµ depends on the Maxwell field F and εa is a symplectic
Majorana spinor, see [53] for conventions. In five dimension, such a spinor has 8 real
(or 4 complex) components. These 8 degrees of freedom can be expressed in terms of
a function f , a 1-form V and three 2-forms Φab ≡ Φ(ab) by constructing the spinor
bilinears







where f and V are real, Φ12 is purely imaginary and Φ11 = (Φ22)∗. These are not all
independent, but algebraically related via Fierz identities, such that after exploiting
these the remaining degrees of freedom of the newly obtained quantities match the
eight degrees of freedom of ε.
What is important to notice is that as ε is a Killing spinor, V will be a Killing
vector of the solution (g, F ). Furthermore one finds
VµV
µ = −f2 ≤ 0 , (1.89)
such that V will be either null or timelike.13 It has been shown in [53] that if V is null,
solutions are plane-fronted waves. As such they will not be asymptotically flat in the
five-dimensional sense (unless trivial), such that we will in the following focus on the
case of timelike V . In that case, by choosing a time coordinate t such that V = ∂/∂t,
it is possible to locally write the spacetime metric in the form
ds2 = −f2(dt+ ω)2 + f−1h , (1.90)
where the base space metric h is hyper-Kähler, i.e. it is Riemannian with three com-
patible complex structures {I, J,K} that satisfy the quaternionic identities I2 = J2 =
K2 = IJK = −1 (see e.g. [70]), and where f and ω are a function and 1-form on this
base space respectively.
A particularly interesting subclass of solutions are those for which the base space
13The case V = 0 can be excluded, see [53].
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manifold is a Gibbons–Hawking space [54]. In that case there is an additional U(1)-
symmetry in the base space, and its metric takes the form
h = H−1(dψ + χ)2 +H dxi dxi , (1.91)
where ∂ψ is the U(1)-Killing vector, the x
i are Cartesian coordinates of three-dimensional
Euclidean space R3, H is a harmonic function on this space and χ a 1-form on R3 sat-
isfying
?3 dχ = dH . (1.92)
If in addition the Killing vector field ∂ψ of the Gibbons–Hawking base space turns out
to be a Killing vector field of the full metric (1.90), the solution further simplifies, as
in that case the 1-form ω in (1.90) can be written as
ω = ωψ(dψ + χ) + ω̂ , (1.93)
with ω̂ and ωψ a 1-form and function on R3 respectively, and the full metric is found
to be completely determined by four harmonic functions, H, K, L and M on R3, such
that







?3 dω̂ = H dM −M dH +
3
2
(K dL− LdK) . (1.96)









(dψ + χ)− ξ
]
, (1.97)
with a 1-form ξ on R3 satisfying
?3 dξ = −dK . (1.98)
Minimal supergravity coupled to N − 1 abelian gauge fields
The action (1.83) can be generalised to include multiple Maxwell fields. For N − 1
additional abelian gauge fields (i.e. N Maxwell fields in total) this leads to [60] (for a














where the index I = 1, . . . , N , F I = dAI , the CIJK are constants (usually taken to be




IXJXK = 1 . (1.100)















The equations of motion for the action (1.99) can be found for instance in [61]. As
for the minimal theory, supersymmetric solutions again fall into a null and a timelike
class. In the timelike class the metric is given by (1.90) and one can again choose a
Gibbons–Hawking solution base space (1.91), (1.92). One then finds that the solution













I +M , (1.104)
and ω̂ satisfies




I −KI dLI) . (1.105)
The Maxwell fields are















I = −dKI . (1.107)











L and F 1 = 2F [51].
It is worth noting that this theories may be derived as compactifications of eleven-
dimensional supergravity on Calabi–Yau threefolds [20].
1.2.3 Supersymmetric black holes in five dimensions
Five-dimensional minimal supergravity provides a rich playground for higher-dimensional
black hole solutions, which are discussed in this section.
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BMPV revisited
One can easily see that the BMPV solution (1.81) is a solution to (1.84) by starting











where we have written the R3-base of the Gibbons–Hawking space in spherical coordi-


















r(dψ + cos θ dφ)2 +
1
r
(dr2 + r2 dΩ22)
]
. (1.109)
with 0 ≤ ψ < 4π, so (ψ, φ, θ) are Euler angles of the 3-sphere. Changing coordinates
to the R4-radius ρ2 = 4r, angles to φ1 = 12(ψ − φ), φ2 =
1
2(ψ + φ), θ → 2θ, identifying
µ = 4`0, a = 8m0, one can see that this is indeed isometric to the BMPV solution (1.81).
Similarly, the generalised 3-charge BMPV solution (1.75) of [116] may be obtained as
a solution of U(1)3-supergravity [24].
Supersymmetric black rings
Supersymmetric black holes with horizon topology S1× S2 were first discussed in [37].
These were found as solutions to five-dimensional minimal supergravity. The asymp-
totically flat, supersymmetric single black ring solution can be written in the Gibbons–
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where H has a centre at r1 ≡
√
r2 + a21 − 2a1r cos θ = 0. The resulting metric is
smooth at r1 = 0 and has a horizon of topology S





2 + sin2 θ dφ2) , (1.111)
such that the horizon has area AH = 8π
2
√
3|k0|(`20−4k20a1)1/2. A single supersymmetric
black ring solution has two non-vanishing angular momenta with respect to the two
orthogonal rotation planes at infinity. Moreover these angular momenta are necessarily
non-equal. This in particular implies that it will never have the same conserved charges
as the BMPV solution (for which the two angular momenta are equal).
The supersymmetric black ring solution can be generalised to multiple (concentric)
black rings [50] or further to a (multi-black ring) solution of U(1)N-supergravity [51].
14Note that this is slighty different to the expression in [51] as we have kept ψ at period 4π.
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Interestingly, other than the single black rings, these solutions allow for equal angular
momenta, so their asymptotic charges may overlap with those of the BMPV black hole.
This provides yet another example of black hole non-uniqueness in higher dimensions.
Moreover, within the class of equal-angular-momenta multi-black rings, it is possible to
find both, solutions with entropy exceeding that of the BMPV solution, or such with
lower entropy [50].
Black lenses
We have seen in section 1.1.1 that the higher-dimensional horizon topology theorem
allows for horizons with lens space topology. Such solutions have first been constructed
in [86]. They may again be written as a Gibbons–Hawking solution of minimal super-
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The corresponding solution is asymptotically flat, and is smooth on and outside a
horizon at r = 0. From the near horizon analysis one finds that cross-sections of the









(3`0 − 2k1 + 6a1)2
]
(dψ+2 cos θ dφ)2 +2`0(dθ
2 +sin2 θ dφ2) . (1.113)
While this looks locally like the BMPV solution, this is not true globally: Since the
periods of all angular variables are fixed, this is the metric of a quotient S3/Z2 ∼= L(2, 1).




2`30 − k21(3`0 − 2k1 + 6a1)2 . (1.114)
Much like the single black ring, it was shown in [86] that the black L(2, 1) solution
does not allow for equal angular momenta (with respect to the orthogonal rotation
planes at infinity). This means in particular that the black lens cannot carry the same
asymptotic charges as the BMPV black hole.
The above construction has been generalised in [112] to construct black holes of
horizon topology L(p, 1) for general p ≥ 2. Again, these solutions may not have equal
angular momenta. Further generalisations to solutions of U(1)3-supergravity can be
found in [88, 110]. Yet again, these lenses were found to not overlap with the BMPV
in any region of their parameter space.
It is worth noting that so far, together with the solutions presented in chapter 3,
these are the only known solutions with horizons of lens space topology. In particular
15Note that we use a different gauge as in [86].
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Figure 1.5: Rod diagram of the spherical black hole with nontrivial topology solution.
There are two nontrivial two-cycles: A noncontractible bubble B and a noncontractible
disc D attached to the horizon. The numbers above each axis rod specify the biaxial
Killing vector that vanishes on the rod with respect to the 2π-periodic basis (v−, v+),
v± = ∂φ ∓ ∂ψ.
no non-supersymmetric version of these solutions (i.e. which are asymptotically flat,
everywhere regular on an outside a horizon, and without conical singularities or closed
timelike curves) have been constructed so far. Recent progress in this matter has been
made in [111] using the inverse scattering method [10], however despite the solution
being free of conical or curvature singularities, the issue of naked CTCs remains.
Black holes with nontrivial spacetime topology
Topological censorship [46] implies that the DOC of an asymptotically flat and glob-
ally hyperbolic spacetime must be simply connected. In four dimensions this implies
that Cauchy surfaces must be topologically trivial. For higher-dimensional solutions
however, simple connectedness allows for nontrivial topological structures outside the
black hole horizon. Indeed, such a black hole with nontrivial spacetime topology was
constructed in [85]. This is again a solution to five-dimensional minimal supergravity
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r2 + a21,2 − 2ra1,2 cos θ and m0 and `0 may be expressed in terms of
k1 and k2. This defines an asymptotically flat solution with a spherical horizon at
r = 0 with area AH = 16π
2
√
`30 −m20. The solution is smooth at the other two centres,
r1 = 0, r2 = 0. Let us consider the rod structure of this solution, which is depicted
in Figure 1.5. Note that since we are dealing with extremal solutions, the horizon
interval (labelled H) is collapsed to a single point on the axis. This corresponds to
the point r = 0. The two filled black points on the axis correspond to the points
r1 = 0 and r2 = 0 respectively. At these two points both Killing fields vanish. The
interval between r1 = 0 and r2 = 0 thus corresponds to a noncontractible bubble (with
endpoints corresponding to poles). This solution has therefore often been referred to
as black hole with bubble. The rod structure shows that there is another nontrivial
topology contained in the spacetime, corresponding to the interval between the horizon
and the first centre. Again both biaxial Killing fields vanish at one of the endpoints
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Figure 1.6: Rod structures for (a) the supersymmetric black ring and (b) the black
L(2, 1) lens. Both have a disc topology in their DOC.
(the one corresponding to r1 = 0), but this is not the case on the horizon, such that
the interval corresponds to a disc centred at r1 = 0 and attached to the horizon.
In fact, both the black ring solution, as well as the black lens solution discussed
above also contain nontrivial topologies in the DOC. Their rod structures are depicted
in Figure 1.6. Both, the single black ring (1.110), Figure 1.6(a) and the black L(2, 1),
Figure 1.6(b), have a noncontractible disc topology centred at r1 = 0 and attached to
the horizon.
Finally, the black hole with nontrivial topology solutions provide a further example
of black hole non-uniqueness. As was shown in [85], these solutions allow for equal
angular momenta, hence their asymptotic charges overlap with those of BMPV in some
region of the phase space. This region was analysed in detail in [79]. In particular,
in the region of overlap there exists a subregion where the black hole with nontrivial
topology has entropy exceeding that of the BMPV black hole. This is discussed in




supersymmetric black holes in
five dimensions
2.1 Introduction
The classification of isolated gravitating equilibrium states is a problem of central im-
portance in general relativity. As we have seen in chapter 1, this is sufficiently well
understood in four dimensions: Firstly, by the horizon topology theorem, connected
components of cross-sections of the horizon of a stationary, asymptotically flat black
hole solution in D = 4 must be of spherical topology. Restricting to four-dimensional
Einstein–Maxwell theory (with certain assumptions), by the no-soliton theorem any
nontrivial, stationary and asymptotically flat solution must contain a black hole (see
e.g. [26]), and by the four-dimensional uniqueness theorem, Theorem 1.3, any black hole
solution must be a Kerr–Newman solution. Thus solutions are completely classified by
the phase space of Kerr–Newman solutions.
We have also seen, however, that the problem is much more complex in dimensions
greater than four. The construction of the black ring solution has shown not only
that there do exist black hole solutions with non-spherical horizon topologies, but also
that asymptotic charges are not sufficient to uniquely determine solutions in higher
dimensions. This also applies to the simpler (because more restricted) class of super-
symmetric solutions, where the family of supersymmetric black ring solutions exhibits
non-uniqueness within itself [38]. Moreover, the so-called bubbling spacetimes in su-
pergravity constructed in [12], which are asymptotically flat and everywhere smooth
solutions, yet are topologically nontrivial as they contain noncontractible 2-cycles (bub-
bles), have provided examples of soliton solutions in higher dimensions. In fact, these
two examples show that all the above features complicating the space of higher dimen-
sional black hole solutions—non-spherical black holes, black hole non-uniqueness, and
existence of solitons—are already present for supersymmetric solutions in five dimen-
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sions.
Notwithstanding the complications arising when leaving the realm of four dimen-
sions, a number of results have been derived that help constrain the topology and sym-
metry of higher-dimensional, asymptotically flat black hole spacetimes. Even though
some of these results can be generalised to arbitrary dimension, we will from here on
focus on five-dimensional solutions only. First, as in four dimensions, topological cen-
sorship implies the domain of outer communication must be simply connected [46]. The
generalised horizon topology theorem of Galloway and Schoen [47] (see section 1.1.1)
restricts horizon topologies to one of S3, S1 × S2, S3/Γ (with Γ a finite subgroup of
SO(4)) or connected sums thereof [72]. Further, by the rigidity theorem, any analytic,
stationary and rotating black hole solution must also be axisymmetric, i.e. possess an
isometry group U(1)× R [74].
On top of these global results, as was discussed in more detail in section 1.2.2 of
the preliminaries, for five-dimensional minimal supergravity, supersymmetric solutions
have been classified locally [53]. It is a natural question to ask, whether one can
combine these known local constraints with the known global constraints to yield a full
classification of black hole solutions in D = 5 minimal supergravity.
It is interesting to note that while the rigidity theorem only guarantees the existence
of an R×U(1)-symmetry for stationary, rotating solutions, in fact all known solutions
possess R × U(1)2-symmetry (stationary and “biaxisymmetric”). Hence they fall into
the class of generalised Weyl solutions [42, 63], and one can assign a rod structure
(see Definition 1.2) to them. Yet this still leaves one important question unanswered:
For what rod structures and asymptotic charges do solutions exist? Therefore even for
supersymmetric and biaxisymmetric solutions, a full classification is unknown.
Chapters 2 and 3 of this thesis give such a classification of supersymmetric and
biaxisymmetric solutions in minimal supergravity in five dimensions. One of the main
results is the following classification theorem, the complete statement of which is given
in Theorem 2.5.
Theorem 2.1. Consider an asymptotically flat, supersymmetric and biaxisymmetric
solution to five-dimensional minimal supergravity with a globally hyperbolic domain of
outer communication, possibly containing a black hole. Then, the solution must have a
Gibbons–Hawking base and the associated harmonic functions are of multi-centred type.
The general structure of this chapter is as follows. First, general Gibbons–Hawking
solutions to minimal supergravity are studied in section 2.2. In section 2.3 we derive the
important result that any asymptotically flat, supersymmetric and biaxisymmetric so-
lution must in fact fall into the class of Gibbons–Hawking solutions. Moreover, we find
that smoothness of the solution is linked to the behaviour of the harmonic functions at
specific points in the spacetime: the event horizon (in the case of a black hole solution),
and fixed points of the imposed U(1)2-symmetry. Sections 2.4 and 2.5 are dedicated
to these special points. Arguments presented in these sections typically involve com-
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bining local constraints stemming from supersymmetry with global constraints from
asymptotic flatness. The final result is given in section 2.6.
The results presented in this chapter have first been published in [16].
2.2 Supersymmetric solutions with Gibbons–Hawking base
As we have seen in the section 1.2.2, the bosonic sector of five-dimensional minimal
supergravity is Einstein–Maxwell theory coupled to a Chern–Simons term, and it was
shown in [53] that, given a Killing spinor, one can construct a smooth function f and
a Killing vector V , each quadratic in the spinor, such that V · V = −f2. Thus V must
be either null or timelike (at least in some region). Solutions where V is null can be
fully determined and correspond to plane wave and pp-wave spacetimes. We will be
interested in asymptotically flat solutions, possibly containing a black hole, which must
be in the timelike class.
In any region where the supersymmetric Killing field V is timelike, the spacetime
metric takes the general form (1.90). Solutions significantly simplify if the base space in
(1.90) is a Gibbons–Hawking space. In fact, as we explain later, under the additional
assumption of biaxial symmetry, the base space must be of this simpler form. We
will study the class of Gibbons–Hawking solutions in further detail here. It is worth
stressing that our analysis in this section does not assume biaxial symmetry, hence is
valid for any supersymmetric solution with a Gibbons–Hawking base.
2.2.1 Spacetime invariants
We wish to perform a global analysis of this family of local metrics. To this end, it will
be useful to record the spacetime invariants
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Note that since dιV F = dι∂ψF = 0, for a simply connected spacetime (as we will












These functions Φ, Ψ are the electric potential and a magnetic potential respectively.
From (1.97) we can identify these potentials up to an additive constant as
Φ = −f, Ψ = −fωψ +KH−1 , (2.4)
establishing that the right-hand sides of (2.4) are indeed globally defined, smooth func-
tions on the spacetime (note the former is true even without a Gibbons–Hawking base).
Up to a choice of gauge, these can be identified with components At, Aψ of the gauge
field, (1.97). In fact, smoothness of f also follows more easily from the fact that f is
itself a spacetime invariant, as it can be constructed as a bilinear in the Killing spinor,
see (1.86).
For later convenience we can rewrite the solution as
ds2 = gtt(dt+ ω̂)





A = At(dt+ ω̂) +Aψ(dψ + χ)− ξ .
(2.5)































and the determinant of the metric is√
−det g = H
f
= K2 +HL . (2.7)
We now provide a coordinate-independent interpretation of the harmonic functions.
To do so, let us first define the determinant of the matrix of inner products of the Killing




This will be a key invariant in our analysis. From (2.1) it follows that N = f/H, so we
















(fΨ− gtψ) . (2.11)













gψψgtψ − 3fΨgψψ − 3Ψ2gtψ + fΨ3
)
. (2.13)
Observe that K is only defined up to
K → K + cH , (2.14)
where c is a constant corresponding to the integration constant for Ψ. It follows that
L, M are defined up to the shifts





The following result will be useful for a global analysis of solutions with a Gibbons–
Hawking base.
Lemma 2.1. Let (g, F ) be a supersymmetric solution to minimal supergravity with
a Gibbons–Hawking base, H, K, L, M the associated harmonic functions defined up
to (2.14, 2.15), and let N be defined as in (2.8).
1. If H, K, L, M are smooth and
K2 +HL > 0 , (2.16)
then (g, F ) is smooth, g−1 exists and is smooth, and N > 0.
2. Conversely, if (g, F ) is smooth and N > 0, then H, K, L, M are smooth and
obey (2.16).
Proof. Smoothness ofH, K, L, M implies that the 1-forms χ, ω̂, ξ must be smooth (oth-
erwise their exterior derivatives (1.92, 1.96, 1.98) would not be). Then, from (2.1, 2.2),
(2.5, 2.6), and (2.16) it follows that: (i) all components of the metric are smooth, (ii)
a smooth inverse metric exists, and (iii) the Maxwell field is smooth. Furthemore,
equation (2.9) shows that
N−1 = K2 +HL , (2.17)
so (2.16) is equivalent to N > 0. Therefore we have established part 1 of the Lemma.
Part 2 immediately follows from (2.9, 2.11–2.13).
Remarks
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1. As we show in the next section, in the context of asymptotically flat, supersym-
metric and biaxisymmetric spacetimes with a globally hyperbolic domain of outer
communication, the invariant N ≥ 0 on and outside any black hole region and
vanishes only in two instances: (i) at fixed points of the triholomorphic Killing
field ∂ψ = 0, or (ii) on an event horizon. We will analyse (i) and (ii) later
making more detailed use of the biaxial symmetry together with certain global
constraints.
2. We will require the spacetime to be stably causal. In particular we will require t
to be a time function, so
gtt < 0 , (2.18)
which implies the absence of CTCs. In particular, as can be seen from (2.6),
gtt < 0 and N > 0 imply that gψψ > 0.
3. A priori, the metric in the chart (t, ψ, xi) is only defined in a region where f 6= 0,
i.e. where V is timelike. However, Lemma 2.1 shows, that if N > 0, g is smooth
with smooth harmonic functions, even if f = 0. In fact, if f vanishes on a
smooth hypersurface1, this hypersurface must be a an evanescent ergosurface [56],
that is, a smooth, timelike hypersurface on which the elsewhere timelike Killing
field becomes null. This can be seen as follows. First, since N = f/H, in a
region where N > 0 one finds that f = 0 if and only if H = 0. Since we take
f = 0 to be a smooth hypersurface, df 6= 0 on the hypersurface and thus also
dH|f=0 = 1N df |f=0 6= 0. In particular this means that near f = 0 we may
introduce coordinates (H, yA) on R3 so that
dxi dxi = %2 dH2 + g̃AB dy
A dyB . (2.19)
Then harmonicity of H implies that





dH ∧ dy1 ∧ dy2 , (2.20)
so det g̃ = ρ2F (y)2 for some function F (y). We may always choose the coordinates
yA such that on H = 0 we have det g̃ = ρ2 and hence dχ = ?3 dH = ρ
−1 ?2 1
where ?2 is the Hodge dual on the 2-dimensional space with metric g̃. With this,
1It is possible that the zero set of f is not always a hypersurface; we will not analyse this possibility
here. In any case, our analysis will not assume this.
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We know that all the harmonic functions (and hence also the one-forms χ, ω̂, ξ)
are smooth on f = 0. Further from N > 0 it follows that on H = 0, K 6= 0, so
f = 0 indeed corresponds to a smooth timelike hypersurface, hence an evanescent
ergosurface. In fact, it has been shown [95] that any supersymmetric solution
to minimal supergravity is smooth at an evanescent ergosurface if and only if
the hyper-Kähler base is ambipolar (according to their definition) and ω has a
particular behaviour near the ergosurface.
2.2.2 Asymptotic flatness
We will be interested in asymptotically flat (i.e. Minkowskian) solutions, which in
particular requires ψ to be rotational. For orientation, let us write Minkowski space in
the Gibbons–Hawking framework. First, vanishing of the Maxwell field in the timelike
class implies that f is a constant and ω is pure gauge, dω = 0. Without loss of generality
we may always set ω = 0 and f = 1. Then the Gibbons–Hawking base space must be





, L = 1 , K = M = 0 , χ = cos θ dφ , ω̂ = ξ = 0 , (2.22)
where we have written the R3 base in spherical coordinates (r, θ, φ). Upon the coordi-
nate change r = ρ2/4 the metric is
ds2Mink = −dt2 + dρ2 + 14ρ
2[(dψ + cos θ dφ)2 + dθ2 + sin2 θ dφ2] , (2.23)
where now the spatial R4 is in polar coordinates with the round S3 written in terms
of Euler angles (θ, φ, ψ). The Euler angles φ and ψ are related to independently 2π-
periodic angles φ± in orthogonal planes via
φ± = 12(φ∓ ψ) , v± ≡ ∂φ± = ∂φ ∓ ∂ψ . (2.24)
Note v+ = 0 on θ = 0 and v− = 0 on θ = π represent the two axes which extend out to
infinity. In terms of Euler angles the periodicities are generated by the identifications
(ψ, φ) ∼ (ψ + 4π, φ) and (ψ, φ) ∼ (ψ + 2π, φ+ 2π).
The asymptotic expansion of an asymptotically flat spacetime is particularly simple
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for this class of metrics. Requiring that the harmonic functions H, K, L, M asymptot-
ically approach those of Minkowski spacetime (up to the freedom (2.14, 2.15)) implies


































where k∞, `∞,m∞,m are constants. The constant k∞ is pure gauge and can be set
to any value using (2.14). We have included a constant m in M in order not to fix
the corresponding gauge freedom (2.15). The above form for the harmonic functions
then determines the asymptotic expansion of the spacetime. In particular, this implies
f = 1 +O(r−1) so the supersymmetric Killing vector V is timelike near infinity, i.e. V
is the stationary Killing field. Furthermore, ωψ = m+
3
2k∞ +O(r
−1) so we set
m = −32k∞ , (2.26)
which is indeed invariant under the gauge transformations (2.14) and (2.15). When
integrating for χ and ω̂ we will also set the integration constants so that χ = cos θ dφ+
O(r−1) and ω̂ = O(r−1). Without loss of generality, we may always make such choices
for asymptotically flat solutions. It is now clear that the smoothness condition (2.16)
and causality condition (2.18) are satisfied in the asymptotic region.
2.3 Supersymmetric and biaxisymmetric spacetimes
We now want to study supersymmetric solutions (M, g, F ) in the timelike class that
in addition have biaxial symmetry. One of our main results in this section is that this
implies the solution must be of Gibbons–Hawking type, which was studied in detail in
the previous section.
To be precise, we make the following assumptions on (M, g, F ).
Definition 2.1. Let (M, g, F ) be a supersymmetric solution to five-dimensional min-
imal supergravity in the timelike class. We call the solution biaxisymmetric if
(i) there is a U(1)2-isometry, generated by Killing fields mi, i = 1, 2, whose orbits
are 2π periodic;
(ii) [V,mi] = 0 where V is the supersymmetric Killing field; and
44
(iii) LmiF = 0.
Clearly, the biaxial Killing fields are defined up to a transformation mi → Aijmj
where Aij is an SL(2,Z) matrix. We will sometimes denote the Killing fields collectively
by KA, where A = 0, 1, 2 and K0 = V and Ki = mi.
The above conditions mean the spacetime is stationary, where the supersymmetric
Killing field V is the stationary Killing field, and in addition has two axial symmetries
which commute with V . Therefore our solutions may be seen as supersymmetric ver-
sions of the stationary and biaxisymmetric vacuum solutions studied in [63, 76]. The
additional assumption of supersymmetry places extra local and global constraints on
the solution which shall be explored below.
Let us first study the restrictions put on the local form of timelike solution (M, g, F )
by the additional assumptions of asymptotic flatness and biaxisymmetry. Our results
are summarised in the following lemma.
Lemma 2.2. Consider an asymptotically flat, supersymmetric and biaxisymmetric so-
lution to minimal supergravity with supersymmetric Killing field V = ∂t. Then the
hyper-Kähler base must be a Gibbons–Hawking metric (1.91) whose triholomorphic
Killing field ∂ψ leaves the full solution invariant. Furthermore, the harmonic func-
tions H, K, L, M on R3 are axisymmetric and the 1-forms can be written as2
χ = χ(ρ, z) dφ , ω̂ = ω̂(ρ, z) dφ , ξ = ξ(ρ, z) dφ , (2.27)
where (ρ, z, φ) are cylindrical coordinates on R3. In particular, in the coordinates yA =
(t, ψ, φ) and za = (ρ, z), the spacetime metric (1.90) then takes the block diagonal form
ds2 = GAB(z
a) dyA dyB + qab(z
a) dza dzb , (2.28)
where
GAB dy










(dρ2 + dz2) (2.30)
is a metric on surfaces orthogonal to the space of Killing fields. The determinant of
GAB is
detGAB = −ρ2 , (2.31)
so (ρ, z) are in fact standard Weyl coordinates.
2For notational simplicity we denote both the 1-forms and their φ-components by χ, ω̂, ξ. Distinction
between these will be apparent from context, or clarified if necessary.
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Proof. To show the first part of the lemma, note that the biaxisymmetric Killing fields
leave the base space metric h, as well as f and ω invariant. This can be seen as follows.
First, since the mi commute with the supersymmetric Killing field V , invariance of f
follows from f2 = −VµV µ. Writing the base space metric as
hµν = fgµν + f
−1VµVν , (2.32)
it follows that also Lmih = 0. Lastly, we may always choose Lmit = 0 by a suitable shift
in the time function t→ t+ λ by a function λ on the base space, such that invariance
of the one-form Vµ dx
µ = −f2(dt+ω) implies that Lmiω = −Lmi dt = 0. We may now
apply the following result [55]: A hyper-Kähler metric with a local U(1)2-isometry is
a Gibbons–Hawking metric and the triholomorphic Killing field is a linear combination
of the U(1)2-Killing fields. Thus the base space has to be Gibbons–Hawking, with the
triholomorphic Killing field ∂ψ a linear combination of the mi. Since both mi leave the
full solution invariant, so does ∂ψ, completing the proof of the first part of the lemma.
Now in addition to the U(1)-isometry generated by the triholomorphic Killing field,
the base space has an additional symmetry generated by a different (linearly indepen-
dent) linear combination of the mi, η = η
imi. Moreover, by an analogous argument to
the above argument for five-dimensional spacetimes, η must in fact leave H, χ, as well
as the R3 base invariant: Writing H as an invariant on the base space, H−1 = h(∂ψ, ∂ψ),
shows that H is invariant under η. Furthermore invariance of h(∂ψ, ·) = H−1(dψ + χ)
implies invariance of the R3 base δ = H−1h − h(∂ψ, ·)2, and we may always shift
ψ → ψ + λ̃ by a function λ̃ on R3 such that Lηψ = 0 and hence also Lηχ = 0. In par-
ticular this implies that η corresponds to a 1-parameter family of isometries of R3. As
such it can be either a translation, a rotation, or a combination of the two (corkscrew).
We will show that η has to correspond to a compact subgroup of the Euclidean group.
Assume that η corresponds a non-compact group of isometries, i.e. a translation or
corkscrew. Then its orbit curves are unbounded in R3. Since we know from asymptotic
flatness that H → 0 as the R3 radius r → ∞, invariance of H under η would imply
H ≡ 0, which is a contradiction. Hence η must correspond to a rotation, and we may
write the R3 in cylindrical coordinates (ρ, φ, z) such that η = ∂φ and in particular H
does not depend on φ, H = H(ρ, z).
We want to show that also the other harmonic functions, K, L and M are axisym-
metric. Note from (2.11–2.13) that K, L and M are linked to the Maxwell field. By
assumption, F is invariant under the three commuting Killing fields KA, LKAF = 0.
Generalising standard arguments for stationary and axisymmetric solutions (see e.g.
[106]), we recall that for Maxwell fields invariant under three commuting Killing fields,
as a consequence of the Bianchi identity the functions ιKAιKBF are constant in the
spacetime (see e.g. [87]). Furthermore, asymptotic flatness implies that a different lin-
ear combination of Ki = mi, for i = 1, 2, vanish on the two axes which intersect the
S3 at infinity, namely v+ and v− in (2.24). Therefore all these constants must in fact
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vanish, ιKAιKBF = 0. In particular, since the axial Killing field ∂φ and the triholo-
morphic Killing field ∂ψ must be linear combinations of the Ki = mi for i = 1, 2, we
must have ι∂φι∂ψF = 0, so by (2.3) the magnetic potential is axisymmetric, L∂φΨ = 0.
Hence (2.4) implies that KH−1—and therefore by axisymmetry of H, also K—must
be axisymmetric. Axisymmetry of L and M then follows from invariance of f and ωψ
under ∂φ, together with (1.94) and (1.95). It remains to show that the one-forms χ,
ω and ξ are gauge equivalent to (2.27). From H = H(ρ, z) together with ?3 dχ = dH
it follows that χ = χ(ρ, z) dφ + d(λ′(ρ, z)). By a shift in ψ → ψ − λ′ (which does not
affect L∂φχ = 0) we may eliminate λ′. A similar argument works for the 1-forms ω̂ and
ξ by shifting t and the gauge field A respectively, establishing the claim. We have thus
shown the second part of the lemma.
The last part follows trivially: Putting everything together it is easy to see that
the spacetime metric can be be written in the form (2.28) as claimed, and a simple
computation shows that indeed detG = −ρ2, completing the proof of the lemma.
It is worth noting that the local form of the metric (2.28) shows the distribution
orthogonal to span{∂t, ∂ψ, ∂φ} is integrable so that at every point there exist surfaces
orthogonal to the Killing fields with metric (2.30). This is equivalent to the Frobenius
integrability condition K0 ∧K1 ∧K2 ∧ dKA = 0. 3
Let us now turn to our global assumptions. As we have already used, we will
take solutions to be asymptotically flat. We also assume that for all our solutions,
the domain of outer communication 〈〈M〉〉 is globally hyperbolic, i.e. 〈〈M〉〉 ∼= R × Σ.
Topological censorship then implies that 〈〈M〉〉 is simply connected [46]. We will denote
the event horizon by H, although we allow for the possibility of no black hole region.
Furthermore, we assume that the supersymmetric Killing field V is complete, so the
isometry group is given by G = R× U(1)2, where R is tangent to the orbits of V . The
axes correspond to the set of fixed points of the biaxial symmetry
A = {p ∈M | det γij(p) = 0} (2.33)
where γ is the matrix of rotational Killing fields, γij = mi ·mj with i, j = 1, 2. Under
these conditions, as has been discussed in section 1.1.1, it has been shown that the
orbit space
M̂ = 〈〈M〉〉/G ∼= Σ/U(1)2 (2.34)
is a simply connected two-dimensional manifold with boundaries and corners [73, 76,
77]. The axes correspond to boundary segments I ⊂ ∂M̂ where γij is of rank 1 and to
corners of M̂ where γij is of rank 0. Below we will show that an event horizon, which
3This is in fact guaranteed for any solution to the Einstein–Maxwell equation with D−2 commuting
Killing fields, one of which has at least one fixed point (which must be the case here due to asymptotic
flatness), see e.g. [114]. Here it arises as a consequence of supersymmetry which for timelike solutions
implies the Einstein–Maxwell equations [53].
47
must be degenerate, corresponds to a point on ∂M̂ (in fact an asymptotic end, as is
generic for extremal horizons, see e.g. [45]).
We may identify surfaces orthogonal to the Killing fields V , mi with the orbit space
M̂. In particular this means that M̂ inherits the metric q = Hf (dρ
2 + dz2), which we
shall refer to as orbit space metric. Under the above global assumptions, it has been
shown that detG < 0 everywhere on 〈〈M〉〉 \ A and detG = 0 on H ∪ A [25]. Thus
since detG = −ρ2, we may identify the interior of the orbit space with the upper half
plane,
M̂ = {(ρ, z) | ρ > 0} (2.35)
and the boundary ∂M̂ and corners with the z-axis (ρ = 0). In the orbit space the
axes divide into boundary segments I = (zi, zi+1), called axis rods (or intervals), and
corners which arise as certain endpoints z = zi of the axis rods. We will show in the
next section that in the orbit space an event horizon is a point on the z-axis. For now
let us focus on 〈〈M〉〉.
First, on 〈〈M〉〉\A, the orbit space metric must be a smooth, Riemannian manifold,
so in particular its conformal factor H/f must be a smooth and positive function,
H
f
> 0 . (2.36)
Using (2.9) this implies that the invariant N > 0. Thus by Lemma 2.1 the harmonic
functions H, K, L and M are all smooth on 〈〈M〉〉 \A. We also require that the metric
is smooth on the axes. Clearly this implies the spacetime invariant N = f/H must be
smooth on the axes. We will now show that, away from the corners, N is also positive.





2 + 2Gti dtdφ
i +Gij dφ
i dφj . (2.37)
By an SL(2,Z) transformation we may always choose the φi such that the Killing field
vanishing on I is v = m1 = ∂φ1 . Then for the metric to be smooth at ρ = 0, one must
have (d|m1|) → 1 (otherwise there is a conical singularity at ρ = 0). Let us introduce




gρρ dρ. Then (d|m1|) → 1 implies
that G11 = s
2(1 +O(s2)), where the order of the subleading term is fixed by the fact
that G11 must be smooth on the plane with polar coordinates (s, φ1). Furthermore the
metric components G1A must vanish smoothly, G1t = G1i = O(s2). Therefore
− ρ2 = detG =
∣∣∣∣∣Gtt Gt2G2t G22
∣∣∣∣∣ s2 +O(s4) . (2.38)
It has been shown that span{K0,K1,K2} is timelike everywhere in 〈〈M〉〉 [25]. There-
fore, span{V,m2} must be timelike on I and hence the determinant on the righthand
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is positive on I, so from (2.9) if follows that N > 0 and thus by Lemma 2.1 H, K, L
and M are all smooth also on an axis rod I.4
Thus we arrive at the following crucial result.
Lemma 2.3. Let (M, g, F ) be an asymptotically flat, supersymmetric and biaxisym-
metric solution to minimal supergravity with a globally hyperbolic 〈〈M〉〉.
1. The fixed points of the triholomorphic Killing field of the Gibbons–Hawking base
correspond to precisely the corners of the orbit space M̂.
2. The harmonic functions H,K,L,M are smooth and obey (2.16) everywhere in
〈〈M〉〉 except possibly at points corresponding to the corners of the orbit space M̂.
3. At every corner of the orbit space f 6= 0 and H has an isolated singularity.
Proof. We know that at a corner of the orbit space γij is of rank 0, so both axial Killing
fields vanish and hence ∂ψ must as well. Conversely, if ∂ψ vanishes, from (2.8) it follows
that N = 0. We have just seen that N > 0 in the interior of the orbit space as well as
on boundary segments, so ∂ψ = 0 must indeed be a corner. This proves part 1 of the
lemma.
To prove part 2 we again use the fact that N > 0 everywhere in the orbit space
except for the corners (where N = 0). Then, by Lemma 2.1, H, K, L and M must be
smooth and obey (2.16) everywhere except for possibly at the corners, as claimed.
Finally, to prove the last part of the lemma, recall that f2 = −VµV µ. Also, we know
that span{V,m1,m2} must be timelike everywhere in 〈〈M〉〉 [25]. Since at a corner the
axial Killing fields m1 = m2 = 0, this implies that V must be timelike at any corner,
so in particular f 6= 0. Then, as we have seen that N = 0 at a corner of M̂, from (2.9)
it is clear that H must be singular at the corner. Since the corners are points on the
boundary of M̂ and H is smooth everywhere except for the corners, the singularity
must be isolated, completing the proof.
Therefore the analysis reduces to studying the behaviour of the harmonic functions
at the event horizon and the corners the of orbit space.
2.4 Near-horizon geometry
We will now turn to a more detailed analysis of the horizon geometry of asymptotically
flat, supersymmetric and biaxisymmetric solutions. For any black hole solution, the





(for v = vimi the Killing
vector vanishing on I) previously derived for vacuum Weyl solutions [63, 73, 77].
49
horizon H must be a null hypersurface invariant under the isometries of the spacetime,
so any Killing vector field must be tangent to the horizon. This implies that the Killing
fields must be either null or spacelike at H. In particular, since V is never spacelike, V
must be null at H. Hence, H is a Killing horizon of V . Furthermore, d(V ·V ) = −2f df
vanishes on H, so H has vanishing surface gravity, i.e. it is a degenerate (extreme)
horizon. We will generally refer to this as a supersymmetric horizon. Because V is also
the stationary Killing field, any such horizon must have vanishing angular velocities,
hence is non-rotating.
In the neighbourhood of a supersymmetric horizon we may introduce Gaussian null
coordinates (v, λ, xa) [100],
ds2 = −λ2∆(λ, x)2 dv2 + 2 dv dλ+ 2λha(λ, x) dv dxa + γab(λ, x) dxa dxb . (2.40)
Here ∂v = V is the Killing vector field normal to the horizon, x
a are coordinates on
a cross-section of the horizon (with metric γab) and, ∂λ is defined as the vector field
tangent to the unique past directed null geodesic such that ∂v ·∂λ = 1 and ∂λ ·∂a = 0. In
particular, while a priori the coordinates xa are only defined on the horizon, they may
be extended into a neighbourhood ofH via Lie transport along the integral curves of ∂λ.
The horizon is located at λ = 0 and f = λ∆(λ, x). The supersymmetric near-horizon
geometries of minimal supergravity have been classified [100]: Assuming cross-sections
of the horizon are compact, it can be shown that ∆|λ=0 = ∆0 is a constant on the
horizon. If ∆0 6= 0 the horizon is locally S3, and if ∆0 = 0 it is S1 × S2 (we do not
consider the T 3 case as this is not an allowed topology for black holes)5. In fact, an
output of this analysis is that the near-horizon geometry must have biaxial symmetry.
We will use this classification below after a general analysis of the orbit space.
2.4.1 Orbit space metric
Let us now consider the orbit space metric near an extreme horizon. Our analysis in
this section will be general and only assume the existence of biaxial symmetry.
Since the biaxial Killing fields must be tangent to the horizon, we may always choose
Gaussian null coordinates adapted to this symmetry, (v, λ, θ̃, φ̃i) where (θ̃, φ̃i), i = 1, 2,
are such that the three commuting Killing fields are V = ∂v, mi = ∂φ̃i . Then we write
ds2 = −λ2F dv2 + 2 dv(dλ+ λh̃θ̃ dθ̃) + γθ̃θ̃ dθ̃
2 + 2γθ̃i dθ̃(dφ̃
i + λhi dv)
+ γij(dφ̃
i + λhi dv)(dφ̃j + λhj dv) , (2.41)
where F = ∆2 + hihi, h̃θ̃ = hθ̃ − γθ̃ih
i and hi = γijhj where γ
ij is the inverse of the 2d
5The analysis of [100] assumes f > 0 (i.e. ∆ > 0) for small r > 0. However, this is restrictive and
we should only assume f 6= 0 (i.e. ∆ 6= 0 for small r > 0). In fact, the analysis of [100] remains valid
under this weaker assumption since only ∆2 appears in the near-horizon geometry.
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matrix γij . Then the inner product on the space of Killing fields is













As the spacetime has three commuting Killing fields, the distribution orthogonal to
these Killing fields is integrable and there exist local coordinates in which the metric
takes block diagonal form (2.28) (see e.g. [114]). To bring the metric into this form, we
make the coordinate transformations
t = v +A(λ, θ̃) , φi = φ̃i +Bi(λ, θ̃) , (2.44)





















2 + (γθ̃θ̃ − γ
ijγiθ̃γjθ̃) dθ̃
2 , (2.46)
with the matrix of Killing fields in the new coordinates given by
G = −λ2F dt2 + γij(dφi + λhi dt)(dφj + λhj dt) . (2.47)
Alternatively, one could derive the orbit space metric following [27] from the matrix of
Killing fields in the original coordinates, (2.42), (2.43) and defining q via
qµν = gµν −GABgAµgBν , (2.48)
leading again to (2.46).
We will now examine the orbit space metric near the horizon. We will assume
hθ̃ = O(λ) and γiθ̃ = O(λ) which are conditions satisfied by the near-horizon geometries







dλ2 +O(1) dλdθ̃ + (γθ̃θ̃ +O(λ)) dθ̃ , (2.49)








F det γij |λ=0 λ+O(λ2) . (2.50)
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The function ρ is harmonic in the orbit space metric (2.30). The harmonic conjugate
































Observe that by integrating for z we see that it will take the form z = z0 +O(λ), where
z0 is a constant which can be set to zero. Hence, a degenerate horizon corresponds to
a single point on the boundary of the orbit space. In fact, in the orbit space metric, it
is easy to see from qλλ that any point is an infinite proper distance to the horizon, so
that a degenerate horizon corresponds to an asymptotic end (see [45] for discussion of
this in the vacuum case).
To proceed further we need the specific near-horizon geometries. We will turn to
this next.
2.4.2 Locally S3 horizon






































)1/2 δiψ̃ +O(λ) ,
hθ̃ = O(λ), γθ̃θ̃ =
µ
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The above horizon geometry is locally that of a squashed S3 with a U(1)2-isometry
generated by the Killing fields (∂ψ̃, ∂φ̃). The topology of the horizon is determined by
the periodicity lattice of the biaxial Killing fields. For now our analysis will be local, but
we will consider global constraints at the end of this section. In any case, locally, biaxial
symmetry implies that (∂ψ̃, ∂φ̃) must be related to the Gibbons–Hawking space biaxial
Killing fields (∂ψ, ∂φ) by a constant linear transformation. Hence, det γij |i,j=ψ̃,φ̃ =
c2 det γij |i,j=ψ,φ for some constant c > 0. We need to take account of this Jacobian
when comparing the determinants of the matrix of Killing fields to determine the Weyl
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coordinates (ρ, z).



















λ cos θ̃+O(λ2) . (2.54)










λ+O(λ2) , cos θ = cos θ̃ +O(λ) . (2.55)
We deduce that the horizon is a single point in the orbit space metric, as anticipated
above. The orbit space metric in the (ρ, z) coordinates must take the form (2.30), so












(dλ2 + λ2 dθ̃2) +O(λ) dλ2 +O(λ2) dλ dθ̃ +O(λ3) dθ̃2
]
(2.56)




















where we have defined the constant h0 = sgn(∆0)c. Observe that the first term in
H is harmonic and hence the O(1) term is also a harmonic function. Therefore, we
deduce that a horizon corresponds to an isolated singularity of the harmonic function
H; specifically the horizon is a pole of order one.
We now turn to the remaining harmonic functions. Firstly, observe that we can
write ∂ψ = a∂ψ̃ + b∂φ̃ for some constants a, b. Hence the invariant gtψ = V · ∂ψ =
λh · ∂ψ = λ(ahψ̃ + bhφ̃). Then, the near-horizon expansion of the invariants gtψ and
f , together with (2.11) and smoothness of Ψ, imply that KH−1 is smooth at λ = 0.





where k0 is a constant and the O(1) term is harmonic. Due to the shift freedom in K
(2.14) the constant k0 can be set to any value.
Next, using the expansion of the invariants f and −f2ωψ = V · ∂ψ together with
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+O(1), M = 1
r
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0) and hence L has a pole of order one. Also we have M = O(r−1)
and since it is harmonic this implies M also has a pole of order one so must be of the
form M = m0/r + O(1) where m0 is a constant. Hence b = 0 so we deduce the
triholomorphic Killing field ∂ψ = a∂ψ̃. In summary, so far we have shown that a
regular horizon corresponds to a simple pole of the harmonic functions H, K, L, M .
We now turn to global constraints. The precise periodicities of (ψ̃, φ̃) determine the
horizon topology which in general may be that of a lens space. Now, asymptotic flatness
fixes the identifications of the Gibbons–Hawking space angles (ψ, φ) to be standard
Euler angles on S3 (2.24). This will impose identifications on the (ψ̃, φ̃) angles. To
analyse this, it is convenient to note that the Killing vectors on the horizon which have
fixed points at the poles θ̃ = 0, π are ṽ± = ∂φ̃∓ ∂ψ̃. For a lens space L(p, q) these must











where A ∈ GL(2,Z) and detA = p ∈ Z. The corresponding transformation in
terms of Euler angles can be deduced from (2.24), which implies det γij |i,j=ψ̃,φ̃ =
p2 det γij |i,j=ψ,φ. Thus, comparing to our local analysis above shows that c = ±p
is precisely the integer which defines the lens spaces L(p, q). In fact, by fixing the sign
of p appropriately we will identify the constant in (2.58) as
h0 = p . (2.62)
Equations (2.58)–(2.60) derived in this section are necessary conditions for regu-
larity at the horizon. We will examine sufficient conditions for a regular horizon in
section 2.4.4.
2.4.3 S1 × S2 horizon
We will now repeat the above analysis for the other type of near-horizon geometry. The
horizon data is now




γ|λ=0 = R2 dψ̃2 + `2(dθ̃2 + sin2 θ̃ dφ̃2) ,
(2.63)
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where the constant R > 0 has been introduced for later convenience. Thus, near the









hθ̃ = O(λ) , γθ̃θ̃ = `
2 +O(λ) , γθ̃i = O(λ) ,
γij dφ̃
i dφ̃j = R2 dψ̃2 + `2 sin2 θ̃ dφ̃2 +O(λ) .
(2.64)
The near-horizon geometry has biaxial symmetry generated by the Killing fields ∂ψ̃, ∂φ̃.
As before, these must be related by a constant linear transformation to the biaxial
Killing fields of the Gibbons–Hawking space, so det γij |i,j=ψ̃,φ̃ = c
2 det γij |i,j=ψ,φ for




λ sin θ̃ +O(λ2) , z = R
c
λ cos θ̃ +O(λ2) , (2.65)




λ+O(λ2) , cos θ = cos θ̃ +O(λ) . (2.66)
Hence, again, the horizon corresponds to a point in the orbit space metric.
We may now compare to the orbit space metric (2.30) and (2.49) near the horizon.
















so in this case H is a smooth harmonic function at the horizon.
We now determine the other harmonic functions. Near the horizon the invariant
gtψ = V · ∂ψ = λh · ∂ψ = λahψ̃ + O(λ
2), where the final equality follows from writing
∂ψ = a∂ψ̃ + b∂φ̃ for constants a, b. Then, expanding (2.11) near the horizon we find
KH−1 = − aR
`∆̃λ
+O(1) , (2.69)
where we have used the near-horizon expansion of f and smoothness of Ψ. Hence















Therefore L has a pole of order at most two. However, a harmonic function in R3 with
a pole of order two must be of the form L = c1r
−2 cos θ + c2r
−1 + O(1). Thus, since
the coefficient of the r−2 term is a constant it must vanish and hence we have a = 1
(choosing a sign). Hence L = O(r−1), so harmonicity implies it has a pole of at most
order one. This then also implies M has a pole of at most order two.
In fact we may show that M = O(r−1) as follows. The explicit expression for the
invariant gψψ in (2.1), together the above behaviour of the harmonic functions requires
K3M/(HL+K2)2 to be smooth at λ = 0. It follows that
M = O(r−1) (2.72)
and hence harmonicity implies it must also have a pole of order one.
We now turn to global constraints imposed by asymptotic flatness. In the case of a
S1×S2 horizon, ∂ψ̃ and ∂φ̃ are independently periodic and we will choose the constant
R so that ψ̃ has period 4π. Hence we can relate 2∂ψ̃ and ∂φ̃ to the independently 2π
periodic vectors v+, v− of the asymptotically flat region (2.24) by a SL(2,Z) transfor-
mation. Their relation to the Euler angles of the Gibbons–Hawking base can then be
deduced from (2.24). We find det γij |i,j=ψ̃,φ̃ = det γij |i,j=ψ,φ so we deduce the constant
c = 1.
We will examine sufficient conditions for regularity of the horizon in section 2.4.4.
2.4.4 Horizon regularity and topology
As we have seen above a regular horizon corresponds to an isolated singularity in the
R3 base of the Gibbons–Hawking space which we may take to be the origin r = 0.
Furthermore, the harmonic functions have at most simple poles at the horizon and so




+H0 , K =
k0
r
+K0 , L =
`0
r




where h0, k0, `0,m0 are constants and H0,K0, L0,M0 are harmonic functions that are
smooth at r = 0. Thus we can write H0 = c0 + O(r), where c0 is a constant and the
O(r) term is analytic in r, and similarly for the other harmonic functions. In particular,










gψψ = β0 + rβ1 +O(r2) ,
gtψ = r(γ0 + rγ1 +O(r2)) ,
(2.74)
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where αi, βi, γi are constants and comparing to the near-horizon analysis in the previous
sections implies
α0 > 0, β0 > 0 . (2.75)











The explicit expressions for leading order coefficients are

























Notice that the last relation shows that γ20 ≥ 0 does not lead to any inequalities beyond
(2.75). In fact, from the very same relation we can see that α20β0 > 0 actually implies
α0 > 0 so (2.75) is really equivalent to the single condition





0 > 0 (2.78)




+O(r−1), gtt = −α0β0
r2
+O(r−1) (2.79)
which already confirms that the above inequalities imply the solution is smooth (2.16)
and stably causal (2.18) near (but not at) the horizon. We will now show that (2.78)
is sufficient for regularity at the horizon.
To this end, let us perform a coordinate transformation








dr , dψ = dψ′ +
B0
r
dr + C dφ′ , dφ = dφ′ , (2.80)
where A0, A1, B0, C are constants to be determined. Using the above expansions, it
follows that grr contains 1/r
2 and 1/r singular terms, whereas grψ′ contains 1/r singular



















Note that we have simplified A0, A1 using the identity for γ0 above. With these choices,
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grr and grψ′ are analytic at r = 0.
We will also need the near-horizon behaviour of the 1-forms χ, ω̂, ξ. Using the





dr +O(r) dθ , (2.83)






dr +O(r) dθ , (2.85)
and writing the 1-forms as (2.27), we may integrate to get
χ =
(
h0 cos θ+ χ̃0 +O(r2)
)
dφ , ω̂ = O(1) dφ , ξ =
(




for some constants χ̃0, ξ̃0. For convenience we choose C = −χ̃0 in (2.80). The full










































The metric and its inverse are now analytic at r = 0, hence the spacetime can be
analytically extended to the region r ≤ 0. The surface r = 0 is an extremal Killing
horizon with respect to the supersymmetric Killing field V = ∂/∂v. The upper (lower)





















(dψ′ + h0 cos θ dφ
′)−
(





so we see that the only singular terms are pure gauge. Therefore the Maxwell field
F = dA (and hence the full solution) is analytic at r = 0.
The near-horizon limit can be taken by transforming to coordinates (v, r)→ (v/ε, εr)






dv dr + 2rγ0 dv(dψ
′ + h0 cos θ dφ
′)
+ β0(dψ
′ + h0 cos θ dφ
′)2 + α0(dθ
2 + sin2 θ dφ′2) , (2.89)
58















sin θ dθ ∧ dφ′
]
. (2.90)
The second line in (2.89) is the metric induced on cross-sections of the horizon. For
h0 = 0 it is simply the standard product metric on S
1 × S2. For h0 6= 0 it is a locally
homogeneous metric on S3.
Our analysis so far in this section has been local. We will now examine the con-
straints imposed by asymptotic flatness. Recall in our near-horizon analysis in sec-
tion 2.4.2 and 2.4.3 we showed that h0 = p ∈ Z is the integer which fixes the horizon
topology to be a lens space L(p, q). The precise topology is determined by the identi-
fications on the angles. These are already fixed by asymptotic flatness which requires
(ψ, φ) to be identified as the standard Euler angles on S3. For p 6= 0, it is convenient
to define ψ̄ = ψ′/p and φ̄ = φ′. From the coordinate change (2.80), the Killing fields













and hence the matrix A in (2.61) is determined using (2.24). Requiring the entries of
A to be integer is then equivalent to χ̃0 = p + 2n − 1 for some integer n. The matrix




−p− n+ 1 p+ n
)
. (2.92)















and (1− n)α+ nβ = 1 and q = 1 + p(β − α). We deduce the important result
q ≡ 1 mod p . (2.95)
Therefore, we have shown that the identifications that arise from asymptotic flatness,
together with regularity, imply the only possible horizon topology is L(p, 1). With these
global identifications we find the area of cross-sections of the horizon is
A = 16π2
√






where the expression under the square root is positive (2.78). This completes our
analysis of the horizon.
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2.4.5 Summary
To summarise, we have established the following results.
Theorem 2.2. Consider a supersymmetric and biaxisymmetric solution to minimal
supergravity containing a smooth supersymmetric horizon with compact cross-sections
of topology S1 × S2 or locally S3. In the orbit space metric the horizon is an isolated
singular point on the boundary ρ = 0, which we may take to be the origin ρ = z = 0.
Equivalently, in the Gibbons–Hawking metric, the horizon is an isolated singular point
on the z−axis, which we may take to be the origin of R3. Furthermore, the harmonic
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ρ2 + z2, H0, K0, L0, M0 are harmonic functions which are smooth at
r = 0 and h0, k0, `0, m0 are constants, where h0 6= 0 for a locally S3 horizon and
h0 = 0 for a S
1 × S2 horizon. In addition, the parameters satisfy





0 > 0 , (2.98)
which in particular also implies that h0`0 + k
2
0 > 0.
Theorem 2.3. Consider an asymptotically flat, supersymmetric and biaxisymmetric
black hole solution to five-dimensional minimal supergravity.
1. Cross-sections of any connected component of the horizon must be homeomorphic
to S3, S1 × S2 or a lens space L(p, 1).
2. The coefficient of the singular term in the harmonic function H is h0 = ±1 for
an S3 horizon, h0 = 0 for S
1 × S2 and more generally h0 = p ∈ Z for L(p, 1).
Remarks
1. Theorem 2.2 is a five-dimensional analogue of Theorem 3.2 in [28] which is a
crucial ingredient for the classification of supersymmetric four-dimensional black
hole spacetimes.
2. The horizon is an isolated singular point of the orbit space metric also for extremal
vacuum solutions, see [45].
3. We will offer an alternative proof of part 1 of Theorem 2.3 by analysing the rod
structure of the general solution, see section 2.5.1.
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2.5 Geometry and topology of the axes
2.5.1 Rod structure
We now analyse the axes A in more detail. Recall that the axes are the part of the
boundary of the orbit space M̂ where det γij = 0, i.e. the U(1)2-symmetry has fixed
points. In Weyl coordinates (ρ, z) the boundary ∂M̂ is the z-axis. As shown in the
previous section, a horizon corresponds to an isolated singular point on the z-axis. The
remaining part of the z-axis corresponds to A, which splits into intervals along which
γij is of rank 1 with endpoints on which γij is of rank 0. The intervals where γij is
rank-1 correspond to the axis rods, and the endpoints where γij = 0 to the corners of
the orbit space M̂.
Lemma 2.4. Smoothness of the spacetime near an axis rod I implies ω̂ = O(ρ2) and
χ = χ|I +O(ρ2) where χ|I is an odd integer. The Killing field which vanishes on I is
v = ∂φ − χ|I∂ψ , (2.99)
where the normalisation has been fixed so the orbits of v (away from I) are 2π-periodic.





∣∣∣∣∣ , χ = − 1N
∣∣∣∣∣gtt gtψgtφ gψφ
∣∣∣∣∣ . (2.100)
Thus they are smooth functions wherever N > 0. In particular, as by Lemma 2.3
N > 0 has to be satisfied everywhere except at corners of the orbit space, this implies
ω̂ and χ are smooth functions on the axis rods.
Let us study the metric near an axis rod I. We can expand the vector v that
vanishes on I in terms of the vectors v± vanishing on the axis rods that stretch out to
infinity, v = av+ + bv−, where a, b are coprime integers which are not both vanishing.
By (2.24) this implies v = (b− a)∂ψ + (a+ b)∂φ. Since we know ∂ψ = 0 can only occur
at a corner of the orbit space (recall from (2.8) ∂ψ = 0 implies N = 0), we must have
a+ b 6= 0 . Hence on the axis rod we can write ∂φ = c∂ψ with c = (a− b)/(a+ b). Then
from (2.100), on the axis interval ω̂ = 0 and χ = c.
To determine the behaviour of ω̂ and χ near I we argue as follows. First, from
(2.27), equation (1.92) is equivalent to ∂zχ = −ρ∂ρH and ∂ρχ = ρ∂zH. We know
the axisymmetric harmonic function H is smooth at I, so near I we can write H =
H0(z) +O(ρ2) for some smooth function H0(z). Therefore, integrating it follows that
χ = χ|I + O(ρ2) where χ|I is a constant. From the above we deduce that χ|I =
c. Similarly, integrating equation (1.96) for ω̂ and using the fact that the harmonic
functions K, L, M are also smooth at I, implies ω̂ = ω̂|I + O(ρ2) where ω̂|I is a
constant. We have already seen that ω̂ must vanish on I, so the constant ω̂|I = 0.
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Putting things together we find the spacetime metric for z ∈ I and ρ→ 0 is






















where we have defined new coordinates (ψI , φI) = (ψ+χ|Iφ, φ). Now, using smoothness
of the harmonic functions, (2.1, 2.8) implies the invariants f , gψψ, gψt, N must also
be smooth on I, and near I the corrections must be O(ρ2). Furthermore, by (2.9) and
Lemma 2.3, H/f > 0 and gψψ > 0 on I. Hence, the above is a smooth Lorentzian
metric iff φI is identified as φI ∼ φI + 2π (this can be seen by converting to Cartesian
coordinates in the (ρ, φI) plane).
The above coordinate change implies ∂ψI = ∂ψ, ∂φI = ∂φ − χI∂ψ. Thus the Killing
vector v vanishing on I is v = (a + b)(∂φ − c∂ψ) = (a + b)∂φI . By our chosen normal-
isation, v must be periodic with period 2π, so since φI has period 2π we must have
a+ b = 1. Thus v = (a+ b)(∂φ − χI∂ψ) with χ|I = c = (a− b)/(a+ b) = 2a− 1 indeed
being an odd integer, as claimed, thereby completing the proof of the lemma.
Let us now denote the axis rods by Ii = (zi, zi+1) for i = 1, . . . , n − 1, where
z1 < z2 < · · · < zn, and I− = (−∞, z1) and I+ = (zn,∞). As we have just established,
the 2π-normalised Killing fields vanishing on the respective axis rods are
vi = ∂φ − χi∂ψ, v± = ∂φ − χ±∂ψ , (2.102)
where χi ≡ χ|Ii . The data {(Ii, vi) | i, j = +,−, 1, .., n− 1} defines the rod structure of
the spacetime [76].
There are certain compatibility requirements between adjacent rods that have been
derived for stationary and biaxisymmetric spacetimes [76] (cf. also the preliminary
section 1.1.1), which put the following constraints on the rod vectors: If vi and vj are
the 2π-normalised rod vectors of adjacent axis rods, det(vTi v
T
j ) = ±1. If two axis rods,




j ) = p ∈ Z and
the topology of the horizon is S1 × S2 for p = 0, S3 for p = ±1, and in general a lens
space L(p, q) where q ∈ Z is only defined modulo p.
For asymptotically flat solutions χ± = ±1 and so v± coincide with (2.24), thus
defining a natural 2π-normalised basis. In this basis the rod vectors (2.102) are
v− = (1, 0) , vi = (1− ai, ai) , v+ = (0, 1) , (2.103)
where by Lemma 2.4 we have defined ai ≡ 12(1 + χi) ∈ Z for i = 1, . . . , n − 1. The
determinants of adjacent rod vectors are then given by (i = 1, . . . , n− 1)
det(vT− v
T




i+1) = ai+1 − ai , det(vTn vT+) = 1− an . (2.104)
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Evidently, the rod structure is somewhat restricted. In particular, this provides extra
constraints on the horizon topology, thus providing an alternative proof of Theorem 2.3
(part 1) as follows.
Proof of Theorem 2.3, part 1. Let vi−1, vi be the 2π normalised rod vectors of two rods
separated by a horizon at z = zi.
6 Following [76], we can pick an adapted basis (vj , wj)
on a rod Ij (j = +,−, 1, . . . , n − 1) related to (v+, v−) by an SL(2,Z) transformation













This defines wj up to the integer c(j). Note that we have defined a− ≡ 0, a+ ≡ 1. Then






1− c(i)(ai−1 − ai) ai−1 − ai







The horizon topology is then determined by the coefficients (p, q) in
vi−1 = qvi + pwi . (2.107)
Comparison with (2.106) gives
p = ai−1 − ai (2.108)
q = 1− c(i)(ai−1 − ai) = 1− c(i)p , (2.109)
so in particular since c(i) is an integer,
q = 1 mod p . (2.110)
This shows the horizon topology is L(p, 1) as claimed. If p = ±1 this is just S3, and if
p = 0 this is S1 × S2.
2.5.2 Geometry of the axes
We now turn to the analysis of the metric on the axes. Consider an axis rod Ii =
(zi, zi+1) where z = zi is a corner of the orbit space. The induced metric on Ii is
ds2|Ii = −f2 dt2 +
H
f
dz2 + gψψ dψ
2
i + 2gtψ dt dψi , (2.111)
where ψi = ψ + χiφ. This is a 3-dimensional timelike submanifold with a circle action
generated by ∂ψ = ∂ψi which has a fixed point at the endpoint z = zi. At this fixed
6Here the index i = +, 1, . . . , n− 1 and we identify (v0, I0) ≡ (v−, I−), (vn, In) ≡ (v+, I+).
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point we must have gψψ = gtψ = 0. We will now analyse the conditions required by
smoothness of the geometry near such a fixed point z = zi.





gzz dz . (2.112)
Now, smoothness at z = zi requires that 4(d|∂ψi |)2 → 1 as z → z
+
i (recall that ∆ψi =




2(1 +O(s2)) , (2.113)
where the subleading terms are fixed by smoothness at s = 0 (and converting to Carte-
sian coordinates in the (s, ψi)-plane). Smoothness of the metric and its inverse on the
axis thus also requires that
gtψ = O(s2), f2 = f2i +O(s2) , (2.114)
where fi = f |z=zi 6= 0 by Lemma 2.3. This behaviour of the metric near s = 0, together
with (2.9), gives f/H = 14f
2
i s
2 +O(s4), hence using gzz = H/f we find






ds = 14 |fi|s






as z → z+i . But, by Lemma 2.3, H is a harmonic function on R3 with an isolated
singularity at (ρ, z) = (0, zi). Thus, (2.116) implies that the singularity of H is a pole
of order one. Therefore, for ρ ≥ 0, we must have
H =
hi√
ρ2 + (z − zi)2
+ H̃i , (2.117)
where hi = sgn(fi) and H̃i is a harmonic function on R3 which is smooth at (ρ, z) =
(0, zi).
We will now determine the behaviour of the other harmonic functions. Since fi 6= 0,
equation (2.11) implies that KH−1 is also smooth at any corner. We deduce that
K =
ki√
ρ2 + (z − zi)2
+ K̃i , (2.118)
where ki is a constant (possibly vanishing) and K̃i is a harmonic function smooth at the
corner (ρ, z) = (0, zi). Next, smoothness of f
−1 at the corner and (1.94) then implies
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L may also have a pole of order one at the corner, so
L =
`i√
ρ2 + (z − zi)2
+ L̃i , (2.119)
where `i = −h−1i k2i and L̃i is a harmonic function smooth at the corner. Finally, the




ρ2 + (z − zi)2
+ M̃i , (2.120)
where







and M̃i is a harmonic function smooth at the corner. There are further conditions
arising from the fact ωψ must also vanish at the corner which we will explore in more
detail below.
Therefore, we have found that the boundary conditions arising from smoothness of
the solution on the axes are sufficient to determine its functional form near any corner
of the orbit space. The obtained conditions on the solution are necessary conditions for
smoothness at a corner of the orbit space. In the following section we will show that
in fact they are also sufficient.
2.5.3 Smoothness at corners of orbit space
In this section we complete the smoothness analysis at the corners of the orbit space. To
do so, let us introduce R3-polar coordinates (r, θ, φ) centred at the corner (ρ, z) = (0, zi),
where for notational simplicity we have dropped the label i in the new coordinates.




+ H̃ , K =
k
r
+ K̃ , L =
`
r
+ L̃ , M =
m
r
+ M̃ , (2.122)
where h = ±1, ` = −h−1k2, m = k3/2 and H̃, K̃, L̃, M̃ are axisymmetric harmonic






where Pl are the Legendre polynomials and hl are constants, and similarly for K̃, L̃, M̃ ,
where furthermore the constants hl, kl, `l, ml are such that ωψ|r=0 = 0. We will now
show that for asymptotically flat solutions this is sufficient for smoothness at r = 0,
assuming that on the adjacent rods χ and ω̂ are as required by Lemma 2.4.
Given (2.122), (2.123) and (2.27), we may solve (1.92) for the 1-form χ, giving
χ = (h cos θ + χ0) dφ+ χ̃ , (2.124)
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where χ0 is a constant and, using the fact that Pl is a Legendre polynomial,






P ′l (cos θ) dφ . (2.125)
Now, define new coordinates (R,ψ′, φ′) by
r = 14R
2, ψ′ = ψ + χ0φ, φ
′ = hφ , (2.126)






(dθ2 + sin2 θ dφ2) +
1
F 2
(dψ′ + cos θ dφ′ + χ̃)2
])
(2.127)
where we have defined F ≡ rH = h+ rH̃. In terms of the new coordinates
F = ±1 +O(R2) , χ̃ = O(R4) dφ′ , (2.128)
so we see that as R→ 0, the Gibbons–Hawking base approaches the origin ±R4, if the
angles (ψ′, φ′) are identified as Euler angles on S3. Since the original angles (ψ, φ) are
required to be Euler angles on S3 by asymptotic flatness, this implies the identifications
(ψ′, φ′) ∼ (ψ′ + 4π, φ′) ∼ (ψ′ + (χ0 + 1)2π, φ′ + 2π) , (2.129)
so (ψ′, φ′) are also Euler angles on S3 if and only if χ0 + 1 = 2n+ 1 for some n ∈ Z, i.e.
if and only if χ0 is an even integer. In fact, this condition follows from Lemma 2.4: On
the axis θ = 0, π it is clear that χ̃ = 0 and thus on any axis rod I we have χ|I = χ0±h.
As required by Lemma 2.4, we have fixed χ|I to be an odd integer. Hence χ0 is an even
integer, as required.
In order to verify the Gibbons–Hawking base at the centre is actually smooth re-
quires us to control the higher order terms more carefully. To this end introduce
coordinates7
φ± = 12(ψ




ds2(R4) = dX2+ +X2+(dφ+)2 + dX2− +X2−(dφ−)2 (2.131)
and φ± are independently 2π periodic. In these coordinates any smooth biaxisymmetric









+ −X2−) , (2.132)
7The coordinates φ± in this section are different to those in (2.24). We will only use these in this
section, so there should be no confusion.
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and using the fact that Pl are polynomials of order l, it is easy to see that H̃ and hence
F are analytic functions of (X2+, X
2










−(h1 + . . . )h(dφ
+ − dφ−) , (2.133)
where the higher order terms are analytic in (X2+, X
2
−), so the 1-form χ̃ is analytic at
the origin of R4. Putting everything together, we can write the Gibbons–Hawking base
as
ds2GH = F ds
















which is now manifestly analytic at the origin of R4. Therefore, the Gibbons–Hawking
base is indeed smooth, in fact analytic, at any centre corresponding to a corner of the
orbit space.
We now turn to the other components of the spacetime metric, namely the function
f and 1-form ω. Expanding the regular parts K̃, L̃, M̃ of the harmonic functions K,
L, M as above for H̃ it is easy to see that f is an analytic function of (X2+, X
2
−). Recall
by Lemma 2.3 we must have f 6= 0 at any centre corresponding to a corner of the orbit
space.
It remains to be checked that also the 1-form ω is smooth at the centre. In the
above coordinates we can write
ω = ωψ(dψ





−) + ωψχ̃+ ω̂ . (2.135)
Using (1.95) and expanding
1
h+ rH̃
= h− rH̃ + r2G1 , (2.136)
where G1 = H̃
2/(h+rH̃) is analytic in (X2+, X
2
−), as well as making use of the identities










rlPl(cos θ) + rG̃1 , (2.137)




−). Thus ωψ, and hence also ωψχ̃ are
analytic in (X2+, X
2























± hω̂φ = X2±G± (2.139)





In fact one can solve equation (1.96) for the 1-form ω̂, of the form (2.27), as




(hml − hlm) + 32(k`l − kl`)
l
rl−1P ′l (cos θ) +hr
2 sin2 θG2 , (2.140)






hjml − hlmj + 32(kj`l − kl`j)
l + j + 1
rl+j−1P ′l (cos θ)Pj(cos θ) (2.141)
which is an analytic function of (X2+, X
2


























(1± cos θ)Pl(cos θ)±
sin2 θ
l




and it is obvious that the first two terms are of the required form. Using basic properties
of Legendre polynomials we can rewrite
(1± cos θ)Pl(cos θ)±
sin2 θ
l
P ′l (cos θ) = Pl(cos θ)± Pl−1(cos θ) . (2.143)
Furthermore, from the recursion formula for Legendre polynomials, it follows that8




for some analytic G̃±, so indeed (2.139) is satisfied. This establishes that the 1-form ω
is smooth, in fact analytic, at any centre corresponding to a corner of the orbit space.
Putting things together, we have shown that the spacetime metric is analytic at
any point corresponding to a corner of the orbit space. Furthermore, near such points
the spacetime is diffeomorphic to R1,4.









8This follows easily by induction from writing the recursion formula in the form (l+ 1)(Pl+1±Pl) =



















∓ hξφ . (2.146)
Clearly At is analytic at R = 0. We have already shown (2.139), so the first term in
(2.146) is analytic and proportional to X2±. As f , ωψ, K/H are analytic at the centre
and χ̃ is of the form (2.133), the same is true for the second term. Lastly, integrating
(1.98), for ξ of the form (2.27), gives
ξ =
(










P ′l (cos θ)
)
dφ , (2.147)






∓ hξφ = −hk ∓ hξ0 +X2±(. . .) +X2+X2−(. . .) , (2.148)
where . . . are analytic functions of (X2+, X
2
−). Thus A is gauge-equivalent to an analytic
1-form. Therefore the Maxwell field (hence the full solution) is analytic at the centre.
Finally, we emphasise that the above analysis shows that the solution is smooth
and locally stably causal at and near any centre corresponding to a corner of the orbit




+O(1), gtt = − 1
f2
+O(r) , (2.149)
where recall that f 6= 0 at the centre, thus confirming the solution is smooth (2.16)
and causal (2.18) near the centre.
2.5.4 Summary
To summarise, we have shown the following.
Theorem 2.4. Let (M, g, F ) be an asymptotically flat, supersymmetric and biaxisym-
metric solution to minimal supergravity with a globally hyperbolic domain of outer com-
munication 〈〈M〉〉. Let (ρ, z) = (0, zi) be a point corresponding to a corner of the or-
bit space. Then the solution is smooth (in fact analytic) at the corner if and only if
fi ≡ f |(ρ,z)=(0,zi) 6= 0, ωψ|(ρ,z)=(0,zi) = 0, on the adjacent rods I ∈ {Ii−1, Ii} χ|I are odd




+ H̃i , K =
ki
ri














ρ2 + (z − zi)2, hi = sgn(fi), ki are constants and H̃i, K̃i, L̃i, M̃i are har-
monic functions on R3 which are smooth at (ρ, z) = (0, zi). Furthemore, the spacetime
near such a corner is diffeomorphic to R1,4.
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2.6 Classification theorem
We will now combine the constraints obtained from the existence of a smooth horizon
in section 2.4 and smooth axes in section 2.5 and give our main classification theorem.
Theorem 2.5. Consider an asymptotically flat, supersymmetric and biaxisymmetric
solution to minimal supergravity with a smooth globally hyperbolic domain of outer
communication and a smooth event horizon with compact cross-sections (if there is a
black hole). Suppose the orbit space M̂ has k corners and the horizon has l connected













































































himj −mihj − 32(`ikj − ki`j)
|zi − zj |
= 0 . (2.154)
Furthermore, if (0, zi) is a corner, hi = ±1 and the parameters must satisfy
`i = −h−1i k
2









2kikj − hi(hjk2i − `j)
|zi − zj |
> 0 . (2.156)
On the other hand, if (0, zi) is a horizon the parameters must satisfy hi ∈ Z,





i > 0 , (2.157)
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(which also implies hi`i + k
2
i > 0) and cross-sections of the horizon are of topology S
3
if hi = ±1, S2 × S1 if hi = 0 and the lens space L(hi, 1) otherwise.
Proof. We have shown in Theorem 2.2 that a horizon corresponds to at most a simple
pole of the harmonic functions H, K, L, M . Similarly, a corner corresponds to a simple
pole of H and at most a simple pole of K, L, M , see Theorem 2.4. Hence, with the
stated assumptions we can write






















where H̃, K̃, L̃, M̃ are harmonic functions that are smooth at (ρ, z) = (0, zi) for all
i = 1, . . . , n. By Lemma 2.3, the only singularities of H, K, L, M in the DOC are at
points corresponding to the corners of the orbit space. Therefore, H̃, K̃, L̃, M̃ must be
smooth on all of R3. Asymptotic flatness (2.25) implies these harmonic functions are
bounded. Therefore, H̃, K̃, L̃, M̃ are smooth and bounded harmonic functions on R3,
hence they must be constants which coincide with their asymptotic values, so H̃ = 0,
L̃ = 1, K̃ = 0 and M̃ = m. The asymptotic flatness conditions (2.25) and (2.26) then
reduce to (2.152). This establishes the form of the harmonic functions.
Given the harmonic functions, the 1-forms are easily obtained by integration from
(1.92, 1.96, 1.98). The integration constants in χ and ω̂ have been fixed so that χ =
cos θ +O(r−1) and ω̂ = O(r−1) as r →∞, as required by asymptotic flatness.
The constraints on the parameters at each corner (2.155) are given in Theorem 2.4.
The additional constraint (2.156) is equivalent to the condition hifi > 0, which also
follows from Theorem 2.4. The constraints on the parameters at a horizon (2.157) are
given in Theorems 2.2 and 2.3.
The constraints (2.154) are equivalent to ω̂ = 0 on each of the axis rods Ii =
(zi, zi+1), which is required by smoothness at the axes, see Lemma 2.4 and Theorem 2.4.
This can be seen as follows. From (2.153) it is obvious that ω̂ is constant on any axis






2ki) = 0 (2.159)
by the asymptotic flatness conditions (2.152). Thus ω̂ vanishes on all axis rods if
and only if the difference ω̂|Ii − ω̂|Ii−1 is zero for all i = 1, . . . , n (we identified I0 ≡
I−). Computing yields that the difference between ω̂ evaluated on two adjacent rods
separated by the centre (0, zi) is given by
ω̂|Ii − ω̂|Ii−1 = −2
him+ 32ki + n∑
j=1
j 6=i
himj −mihj − 32(`ikj − ki`j)
|zi − zj |
 (2.160)
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which is (up to a factor −2) just the lefthand side of (2.154). Therefore indeed ω̂|Ii = 0
for all i = 1, . . . n − 1 precisely if (2.154) is satisfied. It is worth noting that for any
corner (0, zi) the condition (2.154) is in fact equivalent to ωψ|ri=0 = 0, as is also required
by Theorem 2.4.
Finally, we note that the other condition required for smooth axes, given in Lemma 2.4,
is that χ evaluated on each axis rod has to be an odd integer. Evaluating (2.153) on each
axis rod, we find this is automatically satisfied since hi are integers for all i = 1, . . . , n
(see equation (3.9)).
Remarks
1. This shows that supersymmetric black holes and solitons, must be multi-centred
solutions with a Gibbons–Hawking base. This is a five-dimensional analogue of
Corollary 4.2 in [28].
2. It shall be stressed that while (2.151)–(2.157) are sufficient for smoothness at the
horizon and the centres, to confirm that the solution is smooth and stably causal
everywhere in the DOC one must check the condition (2.16) in Lemma 2.1, and
(2.18). Our analysis shows that these are indeed satisfied near infinity, near the
horizon and near any point corresponding to a corner of the orbit space. We know
by now (see chapter 4 of this thesis) that in general (2.16) will indeed put further
constraints on the parameters. We will discuss this in more detail for 3-centred
solutions in section 4.2.
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Chapter 3
Moduli space of soliton and black
hole solutions in five dimensions
3.1 Introduction
We have shown in the previous chapter that any asymptotically flat, supersymmetric
and biaxisymmetric solution to minimal supergravity in five dimensions must be of the
form laid out in Theorem 2.5. Some solutions in this class are known. This includes the
BMPV black hole [15], the supersymmetric black ring [37], black lenses [86, 112] or the
“black hole with bubble” solution [85], but also the soliton solutions [11]. This chapter
gives a detailed analysis of the moduli space M of solutions defined by Theorem 2.5.1
The chapter is organised as follows. After discussing some general properties of the
moduli space in section 3.2 we will look at specific solutions in section 3.3. We will
recover the aforementioned known solutions, but also find (in general infinitely many)
solutions that have not been discussed in the literature before. Finally we discuss the
physical properties of a general solution in section 3.4.
The results presented in this chapter have first been published in [16].
3.2 Structure of the moduli space
We can see from Theorem 2.5 that a general solution with n = k + l centres will be
determined by the (discrete) n-dimensional vector h = (h1, . . . , hn), as well as (4n− 1)
real parameters, {
{zi+1 − zi}i=1,...,n−1, {ki, `i,mi}i=1,...,n
}
, (3.1)
subject to 3k + l constraint equations (2.154)–(2.155), of which the 2k constraints
(2.155) can be solved algebraically. Furthermore, there is a remaining one-parameter
1Note that we use the same symbol for the moduli space as was used for the spacetime manifold in
previous chapters. The meaning should be clear from context.
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gauge freedom (2.14)–(2.15) in the harmonic functions under which







Summing up, we find that the moduli space of (k+ l)-centred solutions, Mk,l, is given
by the subset of the (2k + 4l − 1)-dimensional parameter space{
{zi+1 − zi}i=1,...,n−1, {ki}i=1,...,n, {`j ,mj}if zj is a horizon
}
, (3.3)
defined by the set of k + l polynomial equations (2.154) subject to the inequalities
(2.156) and equivalence relations (3.2). By a general count of degrees of freedom,
dimMk,l = k + 3l − 2− ∆̃ + ∆(k, l) , (3.4)
where ∆̃ has been introduced to correct for any potential restrictions on the parameters
coming from (2.16, 2.18) (see Remark 2 at the end of the previous chapter), and the
second correction term ∆(k, l) to accomodate for a potential redundancy in equations
(2.154). One can easily see that there is at least one such redundancy, as summing















himj −mihj − 32(`ikj − ki`j)
|zi − zj |
= 0 , (3.5)
where we have made use of (2.152) and (2.155), and the double sum vanishes for reasons
of symmetry. We thus know that
1 ≤ ∆(k, l) ≤ k + l. (3.6)
In fact on the basis of known examples, we will conjecture that ∆̃ = 0,2 ∆(k, l) = 1, so
dimMk,l = k + 3l − 1 . (3.7)
Indeed, this agrees with the known solutions which are discussed below.
When counting the number of solutions for a given k, l, it is important to realise
there is a redundancy in our parameterisation corresponding to a discrete global isom-
etry,
z → −z , zi → −zn−i+1 , φ→ −φ , i→ n− i+ 1 . (3.8)
Now, each separate choice of h will define a component of the moduli space. The number
of connected components of Mk,l is thus given by the number of possible choices of
h, taking into account the remaining reflection symmetry (3.8) of the axis.3 As we
2Even in the known cases where (2.16, 2.18) do add constraints on the parameter space, see Remark 2
at the end of the previous chapter, these do not affect its dimension.
3In general the constraints (2.154–2.157, 2.16, 2.18) could lead to disconnected components of the
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will show next, the choice of h is precisely equivalent to a choice of rod structure of
the solution, so the number of components of the moduli space is also the number of
inequivalent rod structures compatible with (2.151)–(2.157).
As we have seen earlier, the centres z = zi split the z-axis into n+1 intervals, I±, Ii,
on each of which the respective Killing field (2.102) vanishes. Having the full solution
at hand, we can now explicitly evaluate χ on each of these intervals as









hj − 1 , (3.9)
where the final equality follows from the asymptotic condition (2.152). Therefore, in





The determinants of adjacent rod vectors (2.104) are then precisely given by the value
of hi at the respective centre,
det(vT− v
T








+) = hn . (3.11)
Indeed the conditions from our horizon and axes analysis, which say that if zi is a
horizon, hi = p is the parameter determining the horizon topology (S
1×S2 if p = 0, S3
if p = ±1 or in general L(p, 1)), and if zi is a corner, hi = ±1, are in precise agreement
with the compatibility conditions for adjacent rod vectors previously derived for sta-
tionary and biaxisymmetric spacetimes [76]. Therefore, these compatibility conditions
are automatically satisfied for solutions of the form (2.151)–(2.157) and impose no extra
constraints.
The topology of the domain of outer communication is nontrivial and determined by
the rod structure. The internal axis rods Ii (i = 1, . . . , n−1), or indeed any simple curve
in the R3 base of the Gibbons–Hawking space between the endpoints of Ii, together with
the U(1)-fibre generated by ∂ψ over the base, correspond to noncontractible 2-cycles Ci.
The topology of the 2-cycle depends on the type of endpoint: If the endpoints of Ii are
both corners of the orbit space, then the ψ-fibre collapses smoothly at the endpoints,
so Ci is a surface of S
2 topology. If one endpoint of Ii is a corner and one a horizon,
then ∂ψ only vanishes at one of the endpoints, so Ci is a surface of 2-disc topology,
with the boundary of the disc attached to the horizon. Finally, if both endpoints are
horizons then Ci is a 2-tube extending between the two horizons.
moduli space even for fixed h. Thus strictly speaking the number of possible choices of h gives a lower
bound on the number of connected components of the moduli space.
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(1, 0) (0, 1) (−1, 2) (0, 1)
(a) h1 = 1, h2 = 1, h3 = −1
(1, 0) (0, 1) (1, 0) (0, 1)
(b) h1 = 1, h2 = −1, h3 = 1
Figure 3.1: Inequivalent rod structures for three-centred solitons. Note that rod lengths
are encoded in the parameters {zi} of the solution and not specified in this depiction.
3.3 Solutions
3.3.1 Soliton solutions
Let us first consider the moduli space of n-centred soliton solutions, Mn,0. Since
every centre corresponds to a corner of the orbit space we must have hi = ±1 for all
i = 1, . . . n. On the other hand, asymptotic flatness requires
∑n
i=1 hi = 1. It follows
that soliton solutions will necessarily have an odd number of centres, n = 2m+1, where
m is the number of hi = −1. We can now easily determine the number of distinct rod





possible ways of choosing h ≡ (h1, . . . , hn).
Some of these, however, will be related by the discrete reflection symmetry (3.8) (which
implies hi → hn−i+1) and thus correspond to isometric solutions. Correcting for this














where the latter term arises as a correction for solutions which are themselves symmetric
under reflection (and thus had not falsely been overcounted before).
For n = 1, the only possible solution without a black hole is Minkowski space.
The allowed inequivalent rod structures for n = 3 are defined by h = (1, 1,−1) and
h = (1,−1, 1) and are depicted in Figure 3.1. We see that there are two inequivalent
soliton solutions in this case. The above counting formula shows that the number of
inequivalent soliton solutions increases with n.
The n-centred soliton solutions correspond to asymptotically flat, globally hyper-
bolic regular spacetimes containing n− 1 noncontractible 2-cycles, or “bubbles”. Such
bubbling spacetimes were first constructed in [11] and some of their global properties
elucidated in [56].
3.3.2 Single black hole solutions
We now consider the moduli space for n-centred solutions with a single black hole,
Mn−1,1. Thus, for one centre, say zj , the determinant of the matrix of adjacent rod
vectors hj = p ∈ Z while the other centres correspond to corners, so hi = ±1 for all
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(1, 0) (−1, 2) (0, 1)H
(a) p = h1 = 2, h2 − 1
(1, 0) (1, 0) (0, 1)H
(b) p = h1 = 0, h2 = 1
Figure 3.2: Rod structures for two-centred single black hole solutions.
i 6= j. As we have seen, this means that the centre z = zj corresponds to a horizon
of topology L(p, 1). Let us denote the number of corners with hi = ±1 by n± so
n+ + n− + 1 = n. Asymptotic flatness (2.152) also implies that n+ − n− + p = 1. It
follows that
p = n− 2n+ (3.13)
where 0 ≤ n+ ≤ n−1. Hence p is even for an even number of centres and odd otherwise,
and the possible values of p are −n+ 2,−n+ 4, . . . , n− 2, n.





ways of choosing h (the factor n comes from dif-
ferent positions of the centre). However, some of these configurations will be related
by the reflection symmetry (3.8) and hence they are double counted. To determine
this number, we first must identify the number of configurations which are symmetric
under the reflection. Symmetric rod structures can only occur for odd n and even n+,




such symmetric configurations. Putting all this together, we find that the number of


























n2n−2 if n is evenn2n−2 + 2n−32 if n is odd . (3.15)
Let us consider a few examples.
The simplest possibility is n = 1, which implies n+ = 0 and p = 1 and hence the
horizon topology is S3. This of course corresponds to the BMPV black hole [15].
Now let us consider the n = 2 case. From (3.15) we find that there are 2 classes of
two-centred single black hole solutions, whose rod structures are shown in Figure 3.2.
The first of these, Figure 3.2(a) is the L(2, 1) black lens solution of [86]. Figure 3.2(b)
corresponds to the known supersymmetric black ring solution [37].
Next, for n = 3 we see there are seven distinct rod structures. These are depicted in
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(a) p = h1 = 3, h2 = −1, h3 = −1





(b) p = h1 = 1, h2 = −1, h3 = 1











(d) p = h1 = −1, h2 = 1, h3 = 1













(b) h1 = −1, p = h2 = 1, h3 = 1





(c) h1 = 1, p = h2 = −1, h3 = 1
Figure 3.4: Rod structures for three-centred single black holes with a central horizon.
Figures 3.3 and 3.4. There are two inequivalent black holes with a horizon of topology
L(3, 1), of which only Figure 3.3(a) corresponds to the solution constructed in [112].
There are five inequivalent S3 black holes, of which only Figure 3.3(b) corresponds to
the known S3 black hole with bubble [85]. The other solutions had not previously been
constructed.
More generally, we see that a single S3 black hole, p = ±1, requires an odd number
of centres. Such solutions correspond to a spherical black hole in a bubbling spacetime
with n−2 bubbles (and one disc), or n−3 bubbles (and two discs), depending on which
centre corresponds to the horizon, and have not been previously constructed.
Now consider single black hole solutions with S1 × S2 horizon topology, so p = 0.






inequivalent n-centred solutions with a single black ring. For even n > 2
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(1, 0) (1, 0) (0, 1) (−1, 2) (0, 1)H
(a) p = h1 = 0, h2 = 1, h3 = 1, h4 = −1
(1, 0) (1, 0) (0, 1) (1, 0) (0, 1)H
(b) p = h1 = 0, h2 = 1, h3 = −1, h4 = 1
(1, 0) (1, 0) (2,−1) (1, 0) (0, 1)H
(c) p = h1 = 0, h2 = −1, h3 = 1, h4 = 1
(1, 0) (0, 1) (0, 1) (−1, 2) (0, 1)H
(d) h1 = 1, p = h2 = 0, h3 = 1, h4 = −1
(1, 0) (0, 1) (0, 1) (1, 0) (0, 1)H
(e) h1 = 1, p = h2 = 0, h3 = −1, h4 = 1
(1, 0) (2,−1) (2,−1) (1, 0) (0, 1)H
(f) h1 = −1, p = h2 = 0, h3 = 1, h4 = 1
Figure 3.5: Rod structures for four-centred single black ring solutions
we find there are an increasing number of inequivalent black ring solutions in bubbling
spacetimes which have not previously been discussed. For example, in Figure 3.5, we
list the six possible rod structures for four-centred single black ring solutions.
3.3.3 Multi black hole solutions
We will not consider the case of multi black holes in detail. Previously constructed
examples in this class are the multi black rings [50], a double S3 black hole [32] and
more generally multi black lenses [113]. We emphasise that the multi extreme Reissner-
Nordström and multi BMPV black hole solutions [22, 52] do not fit into our classification
as they are not biaxisymmetric (they preserve at most SO(3) rotational symmetry).
Further these solutions violate the condition of smoothness on the horizon [21, 22].
3.4 Physical properties
Finally, let us turn to the physical properties of the solutions described in Theorem 2.5.
The mass and angular momenta for the general solution can be obtained from the
79














































satisfies the BPS bound Q = 2√
3
MADM.
As noted above, the general solution possesses nontrivial topology in the form of
2-cycles (bubbles, discs, or tubes) corresponding to the finite axis rods Ii, where i =





















j ) = −kj/hj . The nontrivial topology also allows us to define constant
magnetic potentials Φi associated with each axis rod Ii by [87]
ιviF = dΦi , (3.21)
where we fix Φi → 0 asymptotically. We find that, for i = 1, . . . , n−1, the Φi evaluated
on the corresponding axis rods are














which are indeed constants.
Thus a solution with n centres carries the global charges Q, Jψ, Jφ (with MADM fixed
by Q) and also n − 1 local magnetic potentials qi (or magnetic fluxes Π[Ci]), leading
to a total of n + 2 physical charges. On the other hand, the dimension of the moduli
space (3.7) for a solution with a single black hole is n + 1 and for a soliton is n − 1.
Therefore, for a single black hole there must be a single constraint on the n+2 physical
parameters, whereas for a soliton there must be three such constraints.
The constraints on the physical parameters can be seen more explicitly as follows.
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himj −mihj − 32(`ikj − ki`j)
)
. (3.23)
The gauge freedom (3.2) implies that we can always set kj = 0 for at least one j ∈
{1, · · · , n} (since at least one hi must be nonvanishing due to (2.152)). Therefore, we
may invert (3.22) to express the remaining n−1 parameters ki 6=j as linear combinations
of the n − 1 magnetic potentials qi (one can check the matrix relating the two sets
of quantities is indeed invertible). This gives a direct physical interpretation to the
parameters ki through the magnetic potentials. At every corner zi the parameters `i,
mi are determined in terms of ki and hence can also be expressed solely in terms of
the magnetic potentials. In the case of a single black hole at position zh, we can then
invert (3.19) and (3.17) to express the parameters `h and mh purely in terms of the
physical parameters,
`h = `h(Q, qi) , mh = mh(Q, Jψ, qi) . (3.24)
Using these it is then clear that (3.23) implies the single constraint amongst the physical
parameters of the form
Jφ = Jφ(Q, Jψ, qi) . (3.25)
In the case of a soliton solution, all the parameters `i and mi are completely determined
by the ki (and hence the qi), which then implies the charge (3.19) and angular momenta
(3.17, 3.23) can be expressed solely in terms of the magnetic potentials,
Q = Q(qi) , Jψ = Jψ(qi) , Jφ = Jφ(qi) , (3.26)




non-uniqueness in five dimensions
4.1 Introduction
The previous chapters have given a classification and detailed study of the moduli
space of five-dimensional, supersymmetric solitons and black holes. The moduli space
included a number of known solutions like the BMPV black hole [15], a supersym-
metric black ring [37], a black lens [86], the bubbling soliton solutions [12], or a black
hole with nontrivial topology (a nontrivial 2-cycle in the exterior spacetime) [85] which
may be interpreted as a black hole sitting inside such a bubbling spacetime [79]. As
was discussed in the preliminaries, some of these solutions have been of particular
interest because they provide explicit examples of black hole non-uniqueness: Much
like in the non-supersymmetric case, supersymmetric black rings in in five-dimensional
U(1)3-supergravity were found to exhibit non-uniqueness amongst themselves [38], pro-
viding the first example of supersymmetric black hole non-uniqueness (with a connected
horizon; see [32, 50] for multi-black hole examples). The supersymmetric black ring
solutions, however, always have unequal, nonzero angular momenta, and hence never
carry the same charges as the BMPV solution. The more recently constructed black
holes with nontrivial topology on the other hand provided an example of single black
hole solutions that can in fact have the same asymptotic charges as the BMPV solu-
tion. This was studied in detail in [79]. In particular, not only were solutions found
to allow for equal charges as the BMPV black hole, it was also found that in a region
close to the BMPV upper spin bound the black holes with nontrivial topology in fact
have entropy exceeding that of the BMPV black hole. This poses a challenge to the
microscopic derivation of the BMPV entropy [15, 107]: The macroscopic entropy is
recovered by counting microstates with the same charges as the black hole solution (see
also section 1.2.1 of the preliminaries). It is thus unclear, why the counting reproduced
the BMPV entropy, and not the entropy of one another solution with the same charges.
A more detailed discussion of this problem is given in [79].
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Equipped with the full moduli space laid out in the previous section, it is an inter-
esting question to ask whether more such examples of black hole non-uniqueness—and
in particular, more examples of solutions that may carry the same charges as the BMPV
black hole—can be found. The objective of this chapter is to answer this question by
performing a systematic analysis of the moduli space. Since in general the conditions
on the parameters from Theorem 2.5 are nontrivial to deal with, we will focus on three-
centred solutions. We shall find that these already provide a number of new examples
of black hole non-uniqueness.
Our main results are as follows. We find that there are four 3-centred single black
hole solutions that can have the same conserved charges as the BMPV black hole,
one of which is the spherical black hole with nontrivial topology mentioned above [79,
85]. Furthermore, three of these may have an entropy greater than that of the BMPV
solution near the BMPV upper spin bound, one of which is the previously known
case [79]. The two new cases correspond to a distinct family of spherical black holes with
nontrivial topology (with no bubble in the exterior, only disc topology surfaces ending
on the horizon), and an L(3, 1) black lens that is a distinct solution to the previously
studied L(p, 1) black lens [112]. In particular, our L(3, 1) black lens provides the first
example of a single black hole with nonspherical topology and the same conserved
charges as the BMPV black hole.
This chapter is organised as follows. In section 4.2 we give details on three-centred
solutions. In section 4.3 we analyse the moduli space of solutions which can have the
same conserved charges as the BMPV black hole. Finally section 4.4 gives a compar-
ison of the entropies of these black holes. We also give an Appendix with details on
smoothness and causality of our solutions.
The contents of this chapter have first been presented in [17].
4.2 Three-centred solutions
As the main result of the first part of this thesis, we have shown that asymptotically flat,
supersymmetric and biaxisymmetric black hole and soliton solutions to five-dimensional
minimal supergravity must be of multi-centred Gibbons–Hawking type, see Theorem
2.5. Specifically, the harmonic functions are given by (2.151) and the remaining param-
eters in (2.151) must satisfy a number of constraint equations and inequalities arising
from regularity of the spacetime (2.154–2.156). In general, these constraints are a com-
plicated set of polynomial equations and inequalities, which makes studying solutions
in more depth a difficult task (although see [5] for recent progress on the pure soliton
case).
For single black hole solutions (k = n − 1, l = 1) with n ≤ 3 the constraints are
exactly solvable. The n = 1 solution reduces to the BMPV black hole; for n = 2
there are two possible solutions corresponding to the L(2, 1) black lens [86] and the
supersymmetric black ring [37], cf. section 3.3. Neither of these can have the same
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conserved charges as the BMPV black hole. We will here consider solutions with n = 3;
in this case it is already known that there is at least one solution which may have the
same charges as the BMPV black hole [79, 85].




























, M = −3
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where we have written the R3 in spherical coordinates (r, θ, φ). We have fixed the
origin r = 0 to be the position of the horizon and r1 =
√
r2 + a21 − 2ra1 cos θ = 0
and r2 =
√
r2 + a22 − 2ra2 cos θ = 0 are fixed points of the biaxial symmetry. Note
that for notation to be in line with previous work on three-centred solutions, our index
conventions are different to the ones used in the previous two chapters. As we will
only consider single black hole solutions, we always choose the index i = 0 to specify
the horizon, and i = 1, 2 to correspond to centres that are corners of the orbit space.
In particular this means that indices do not necessarily reflect the order of the centres
along the z-axis (as opposed to previous chapters). Now with these conventions, from
asymptotic flatness and smoothness at the corners and the horizon we have h0 + h1 +
h2 = 1, h1,2 = ±1, h0 ∈ Z, and the remaining parameters are subject to the constraints
3
2







+ (−1)i (h2k1 − h1k2)
3
2|a2 − a1|
= 0 , i = 1, 2
(4.2)
and inequalities







− h1h2(h2k1 − h1k2)
2
|a2 − a1|
> 0 , i = 1, 2 . (4.4)
which arise from the appropriate smoothness conditions at the three centres. Cross-




`30h0 −m20h20 , (4.5)


















2) + (k1 + k2)









a1(k1 − h1(k1 + k2)) + a2(k2 − h2(k1 + k2))
)
. (4.8)
1We have exploited the gauge freedom (2.14) in the harmonic functions to set k0 = 0.
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Finally, for the solution to be smooth and stably causal, we require
K2 +HL > 0 , gtt < 0 (4.9)
in the domain of outer communication r > 0.
It is worth noting that, in general (4.2–4.4) are not sufficient to ensure positivity of
the mass of the solution. Numerical checks suggest that MADM > 0 is indeed implied by
(4.2–4.4) together with (4.9) (as must be the case from the BPS bound). Conversely,
our checks also support the following conjecture: (4.2–4.4) together with MADM > 0
guarantee (4.9) are obeyed. If true, this would greatly simplify the study of the moduli
space of supersymmetric black holes. In the Appendix, we present some numerical
checks which support this conjecture. In any case, we will explicitly add
MADM = 3π
(
− h1k21 − h2k22 + (k1 + k2)2 + `0
)
> 0 (4.10)
to our set of constraints on the parameters and verify (4.9) numerically. In fact, if
h0 = 3, h1 = h2 = −1 the positive mass inequality (4.10) and smoothness condition
K2 + HL > 0 are automatically satisfied as a consequence of (4.2–4.4) (see Appendix
for proof).
As mentioned above, we have fixed the position of the horizon to be the origin of
the R3-base, r = 0. This can be done without loss of generality, however, we need
to distinguish between the different possible orders of the centres along the z-axis:
0 < a1 < a2, which corresponds to a horizon at the first centre, or a1 < 0 < a2, in
which case the horizon is positioned between the other two centres. A potential horizon
at the third centre is equivalent to one at the first centre, as they are related by the
reflection symmetry (3.8) along the z-axis. As we have seen in section 3.3, with the
above constraints on (h0, h1, h2) one finds seven distinct rod structures, depicted in
Figure 4.1. These lead to seven distinct regular black hole solutions.2
The rod structure determines the spacetime and horizon topology. If 0 < a1 < a2
(Figure 4.1(a)–(d)), the axis rods [0, a1], [a1, a2] correspond to a disc topology surface
D ending on the horizon and an S2-topology surface B (bubble), respectively. If a1 <
0 < a2 (Figure 4.1(e)–(g)) the axis rods both correspond to discs D1 and D2 ending on
the horizon at r = 0. The dipole charges (3.22) for each axis rod I are
qD =
√
3h0(k1 + k2) , qB =
√




3(−k1 + h1(k1 + k2)) , qD2 =
√
3(k2 − h2(k1 + k2)) for a1 < 0 < a2 .
(4.12)
2These are the same rod structures that have been depicted in the previous chapter in Fig-
ures 3.3, 3.4. To avoid confusion as we are working with a different convention for labelling the
centres, they are repeated here.
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(a) h0 = 3, h1 = −1, h2 = −1





(b) h0 = 1, h1 = −1, h2 = 1























(f) h1 = −1, h0 = 1, h2 = 1





(g) h1 = 1, h0 = −1, h2 = 1
Figure 4.1: Rod diagrams for all seven three-centred single black hole solutions. (a)–
(d) have the horizon at the first centre (0 < a1 < a2); (e)–(g) have a central horizon
(a1 < 0 < a2). The numbers above each axis rod specify the biaxial Killing vector that
vanishes on the rod with respect to the basis (v−, v+) where v± = ∂φ ∓ ∂ψ.
The nontrivial 2-cycle structure is supported by the corresponding magnetic fluxes.
Note that the dipole charges qC are not conserved charges (they are not related to a
symmetry of the solution).
Lastly, recall that the solutions defined by Figures 4.1(a) and 4.1(e) are black lenses
with horizon topology L(3, 1), whereas Figures 4.1(b)–(d) and Figures 4.1(f)–(g) are
spherical (S3) black holes with nontrivial topology in the exterior. A S1 × S2 horizon
(h0 = 0) cannot occur in this class of solutions (this is only possible for an even number
of centres). Note that, as was pointed out in section 3.3, only two of these solutions
have been previously studied: Figure 4.1(b) is the black hole with bubble solution in
[79, 85], and Figure 4.1(a) is the black lens solution in [112].
We will also consider the soliton spacetimes in this class, that is, asymptotically
flat everywhere smooth spacetimes with no black hole. These are constructed as above
except the boundary condition at r = 0 is chosen to correspond to a corner of the orbit
space rather than a horizon. The resulting constraints on the parameters are as above
except (4.3) is now replaced by











> 0 , (4.13)
where now without loss of generality we may take 0 < a1 < a2. The rod structures are
more constrained in this case and there are only two inequivalent soliton solutions, see
Figure 3.1 in section 3.3. For soliton solutions the 2-cycles C1 and C2 corresponding to
the two axis rods [0, a1] and [a1, a2] respectively are both topologically S
2.
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4.3 Comparison with the BMPV black hole: Equal angu-
lar momenta
We now determine whether the conserved charges of the solutions described in the
previous section can coincide with those of the BMPV black hole. The BMPV solution
is a rotating black hole with equal angular momenta
|J+| = |J−| , (4.14)
defined with respect to two orthogonal U(1)2-Killing fields at infinity (normalised to
2π period), say v± = ∂φ ∓ ∂ψ. Equality of J+ and J− is only defined up to a sign, as
there is no fixed relative orientation of the corresponding orthogonal 2-planes. J+ and
J− can be related to the angular momenta defined with respect to the Euler angles
(ψ, φ) of the S3 at infinity via J± = Jφ ∓ Jψ. Then (4.14) translates to
Jφ = 0 or Jψ = 0 . (4.15)
An analysis of the constraints (4.2)–(4.4) and (4.10) on the parameter space for the
three-centred solutions reveals that some of them allow for (4.15), whereas others always
have strictly distinct charges to BMPV. The results of this analysis are summarised in
Figure 4.2, which gives a list of all three-centred solutions, and whether or not (4.15)
is allowed. We will discuss the four solutions for which (4.15) is possible in more detail
below. For simplicity we will refer to the three solutions with an S3-horizon that allow
for (4.15) as “spherical black hole (with nontrivial topology) I, II, III”, and to the
L(3, 1) black hole that allows for (4.15) simply as “black lens”. We emphasise though
that the latter is a distinct solution to the previously studied L(3, 1) black hole depicted
in Figure 4.1(a), for which (4.15) is never possible [112].
For each of the above solutions with equal angular momenta we have verified numer-
ically that the smoothness and causality conditions (4.9) appear to be automatically
satisfied as a consequence of (4.2)–(4.4) and (4.10). We give details of this in the
Appendix. This lends support to our conjecture that (4.2)–(4.4) and (4.10) imply the
smoothness and causality conditions.
To compare the solutions to the BMPV black hole, it is useful to define the dimen-

















where J ≡ |J+| = |J−|. For the BMPV black hole
0 ≤ ηBMPV < 1 , aBMPV =
√
1− η2 . (4.17)
Therefore, a solution has the same conserved charges as the BMPV solution if and
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Horizon topology Equal J?
0 < a1 < a2 h0 = 3, h1 = h2 = −1 L(3, 1) ×
h0 = 1, h1 = −1, h2 = 1 S3 Jφ = 0 or Jψ = 0
h0 = 1, h1 = 1, h2 = −1 S3 Jψ = 0
h0 = −1, h1 = h2 = 1 S3 ×
a1 < 0 < a2 h1 = −1, h0 = 3, h2 = −1 L(3, 1) Jφ = 0
h1 = −1, h0 = 1, h2 = 1 S3 ×
h1 = 1, h0 = −1, h2 = 1 S3 Jφ = 0
Figure 4.2: Three-centred single black hole solutions that allow for equal angular mo-
menta.
only if (4.15) is satisfied and 0 ≤ η < 1. Our solutions also carry dipole charge associ-









We are also interested in the soliton spacetimes which have equal angular momenta.
In fact, the regularity constraints (4.2, 4.4, 4.10, 4.13) are compatible with the equal
angular momentum condition (4.15) only for the soliton in Figure 3.1(b). For this case
the constraints admit a unique 1-parameter family of solutions given by






, k1 6= 0 . (4.19)




3πk21 , Jψ = 6πk
3
1 , qC1 = −qC2 = −
√
3k1 , (4.20)










4.3.1 Spherical black hole with nontrivial topology I
Let us consider the first solution given in Figure 4.2 which admits equal angular mo-
menta: the spherical black hole with 0 < a1 < a2, h0 = 1, h1 = −1, h2 = 1 (see
Figure 4.1(b)). This is the previously studied spherical black hole with bubble [79, 85].







qBqD(qB − qD) , (4.22)
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As can be seen from Figure 4.2, both Jφ and Jψ can vanish in some subregion of the
moduli space of the solution. We will study these two cases separately.
In general, we can always solve (4.2) for `0 and m0, as h2k1− h1k2 = k1 + k2 6= 0 is
guaranteed by the constraints on the parameters. The solution is then parameterised
by the remaining 4 parameters (k1, k2, a1, a2). Setting either Jφ or Jψ to zero imposes
another constraint, resulting in a 3-parameter family of solutions in either case.
Case 1: Jφ = 0
This case has been previously studied in [79], which we will briefly review here. As
mentioned above, by solving (4.2) for `0 and m0, one obtains a 4-parameter family of
solutions, determined by the parameters (k1, k2, a1, a2). For the case at hand, we can





leaving a 3-parameter family of solutions specified by (a1, a2, k1). One can express all
physical quantities in terms of the dimensionless angular momentum η (4.16) and dipole




)3 − (η + 6√2ν(8ν2 − 1))2]1/2 . (4.25)
















< η < η+(ν) , (4.26)
where
η±(ν) = ±(16ν2 − 1)3/2 + 6
√
















The moduli space defined by (4.26) is the triangular region depicted in Figure 4.3(a).
Notice that the area of the horizon vanishes along two of the boundary curves defined





, 14) where those
two curves intersect corresponds to the soliton solution (4.21). In fact, expanding the
black hole solution near the soliton point reveals that one can interpret the solution in














Figure 4.3: (a) Moduli space for the Jφ = 0 spherical black hole I (0 < a1 < a2,
h0 = 1, h1 = −1, h2 = 1). (b) Dimensionless area of the spherical black hole I
(orange/lighter) and the BMPV black hole (blue/darker), in the region of overlap.
Observe that aH > aBMPV in a narrow region close to η = 1.
geometry [79].
Finally, let us compare the solution with the BMPV black hole. In the region of
overlap and near η = 1, i.e. for high angular momentum, there is a narrow region of
the moduli space in which the black hole with nontrivial topology has an area (hence
entropy) that is greater than that of the BMPV solution, see Figure 4.3(b).
Case 2: Jψ = 0
This case has not been previously studied. As mentioned above, for this general family
of solutions we can always solve the constraints for `0 and m0. We now want to set
Jψ = 0. This, in general, imposes a more complicated constraint than vanishing of
Jφ. Nevertheless, defining the dimensionless ratio α = a1/a2, so 0 < α < 1, we can
solve Jψ = 0 (for a2), resulting in a 3-parameter set of solutions specified by (α, k1, k2).
The constraints on the parameters imply k1 6= 0 so it is convenient to introduce the
dimensionless ratio κ ≡ k2/k1. In terms of these dimensionless variables we find that
the constraints on the parameters can be reduced to 3
−1 < κ < −0.773318 , a2H > 0 ,
5 + 3κ
6 + 6κ+ 3κ2 + κ3
< α < α+(κ) , (4.29)
where
α+(κ) =
−8− 7κ+ κ3 + (1 + κ)
√
64 + 152κ+ 149κ2 + 70κ3 + 13κ4
2κ(2 + κ)(3 + 3κ+ κ2)
, (4.30)
3The upper limit for κ and lower limit for α are determined by the largest real root of κ30 + 9κ
2
0 +






the reduced area aH is a complicated function of α, κ, and the resulting range of α is
0.995673 < α < 1 . (4.31)
To translate this to physical parameters, let us again introduce a dimensionless
dipole ν ≡ νD (note that here we chose ν to be proportional to the dipole charge qD




3(2 + κ)(1− α)(1 + κ) (−1 + α(2 + κ))
(
−5− 3κ+ α(κ3 + 3κ2 + 6κ+ 6)
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3(2 + κ)(1− α)(1 + κ)
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2 [7 + 9κ+ 3κ2 − α(8 + 7κ− κ3)− α2κ(6 + 9κ+ 5κ2 + κ3)]1/2
, (4.33)
where positivity of each factor in the numerators and denominators is guaranteed by
(4.29). In fact, within the region of interest (4.29), we can uniquely invert (4.32) and
(4.33), giving










and some complicated expression for α. To derive this inverse we used (4.22) to solve
for qB in terms of the other physical variables.
This also allows us to write the area in terms of η and ν as
aH =
[(
1 + 8ν2 − 4
√











1 + 4ν2 − 2
√






and the region (4.29) in terms of the physical parameters reduces to
η > 0 , ν > 0 , a2H > 0 , (4.36)
leading to the ranges
0 < η < 1 , 0 < ν < 0.072361 . (4.37)
The exact upper bound of ν is the unique positive root of aH(η = 0) = 0. The resulting
moduli space is the region depicted in Figure 4.4(a).
The upper bound for η at fixed ν (or vice-versa) corresponds to aH = 0. The lower
bound η = 0 corresponds to the curve
− 5− 3κ+ α
(















Figure 4.4: (a) Moduli space of the Jψ = 0 spherical black hole I (0 < a1 < a2, h0 = 1,
h1 = −1, h2 = 1). (b) Dimensionless area (orange/lighter) as compared to that of the
BMPV black hole (blue/darker) in the region of overlap. In this case aH < aBMPV
throughout the overlap region.
The lower bound ν = 0 for η > 0 has no well defined meaning in terms of α and κ, as a
consequence of the form of (4.32) and (4.33). The corner (η, ν) = (0, 0) corresponds to
the limit α→ 1, κ→ −1 (or equivalently in terms of the original parameters a1 → a2,
k1 → −k2). This can be seen as follows.
Consider the limit (α, κ) → (1,−1) along a curve within the region defined by
(4.29). The limiting point (α, κ) = (1,−1) corresponds to the corner of the moduli
space defined by the intersection of two boundary curves (4.38) and aH = 0. We can
expand each curve about this corner as a series in (κ+ 1): for (4.38) we find





(κ+ 1)4 − 9
8
(κ+ 1)5 +O((κ+ 1)6) , (4.39)
whereas for aH = 0 we find





(κ+ 1)4 − 3
4
(κ+ 1)5 +O((κ+ 1)6) . (4.40)
Note that they agree up to fourth order in (κ+1)! Thus any smooth curve approaching
the point (1,−1) from within the moduli space will be of the form













Approaching the corner along such a curve, we find the physical charges
Q→ − 4√
3












−(3 + 4α(5))3|k1|3π2 . (4.44)
Hence the dimensionless quantities tend to
aH → 1 , η → 0 , ν → 0 . (4.45)
These are the physical quantities of a Reissner–Nordström solution. In terms of our
solution this limit may be understood as arising from an effective “cancelling out” of
two centres (recall a1 → a2, k1 → −k2 in this limit). We may thus interpret the solution
near this limit as a Reissner–Nordström solution with a bubble added in the exterior of
the black hole. This is in contrast to the solution with Jφ = 0, which was interpreted
as a black hole sitting in a soliton spacetime.4
For this class of solutions 0 < η < 1, so the entire parameter space (4.36) overlaps
with the BMPV solution. Furthermore, in contrast to the previous case, this shows
that there are solutions with the same conserved charges as any rotating BMPV black
hole (i.e. any η > 0), no matter how small η. Finally, one can show that
aH < aBMPV (4.46)
throughout the moduli space (4.36). This is depicted in Figure 4.4(b). Thus for this
class of solutions the entropy is always subdominant to the BMPV black hole.
4.3.2 Spherical black hole with nontrivial topology II
We will now study the second solution in Figure 4.2 which admits equal angular mo-
mentum: the spherical black hole with 0 < a1 < a2, h0 = 1, h1 = 1, h2 = −1 (see












B − 3qBqD + 2q2D) , (4.47)
4It is of course still possible that this solution has a soliton limit in the more general moduli space
of solutions with unequal angular momenta.
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B − 6qBqD + 4q2D)
)2 ]1/2
. (4.48)
As shown in Figure 4.2, this solution admits equal angular momentum only if Jψ = 0.
The analysis here is very similar to the Jψ = 0 case of spherical black hole I. As
in that case, we can always solve (4.2) for `0, m0, since h2k1 − h1k2 = −k1 − k2 6= 0
by the constraints on the parameters. Now, imposing Jψ = 0, we obtain a three-
parameter family of solutions parameterised by (α, k1, k2) where again α = a1/a2 (hence
by definition 0 < α < 1). As in the previous case we may introduce κ ≡ k2/k1 since
the constraints on the parameters guarantee k1 6= 0. The resulting set of constraints
on the parameters can be reduced to5
−1.307191 < κ < −1 , a2H > 0 , α−(κ) < α <
1 + 5κ+ 10κ2 + 8κ3









−2− 5κ− 2κ2 + 3κ3
)
− (1 + κ)
√
(1 + 2κ)(2 + 3κ)(2 + 7κ+ 10κ2 + 7κ3 + 6κ4)
]
, (4.50)
aH is a complicated function of α, κ, and the resulting range of α is
0.995433 < α < 1 . (4.51)
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(4.53)



















where positivity of the numerators and denominators follows from the above inequal-


















and (again) some complicated expression for α. To derive this inverse we used (4.47)
to solve for qB in terms of the other physical quantities.
This also allows us to write the dimensionless area of the horizon as
aH =
[(






















and the moduli space (4.49) in terms of the physical variables is now given by
η > 0 , ν > 0 , a2H > 0 . (4.56)
This implies the ranges
0 < η < 1 , 0 < ν < 0.073674 , (4.57)
where the upper bound for ν is given by the positive root of aH(η = 0) = 0. The
resulting moduli space is the region depicted in Figure 4.5(a).
The upper bound for η at fixed ν corresponds to aH = 0, whereas the lower bound
for η corresponds to the curve
1 + 5κ+ 10κ2 + 8κ3 − α(2 + 8κ+ 13κ2 + 9κ3) = 0 . (4.58)
The corner (η, ν) = (0, 0) corresponds to the limit α → 1, κ → −1 (or a1 → a2,
k1 → −k2) where the two boundary curves (4.58) and aH = 0 intersect. As in the
previous case, we may expand any curve that approaches this limit from inside the
moduli space to find









< α(5) < 7 , (4.60)
where the lower bound corresponds to (4.58) and the upper bound to aH = 0. We then
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Figure 4.5: (a) Moduli space for the Jψ = 0 spherical black hole II (0 < a1 < a2,
h0 = 1, h1 = 1, h2 = −1). (b) Dimensionless area of the horizon (orange/lighter) as
compared to that of the BMPV black hole (blue/darker) in the region of overlap. In
this case aH < aBMPV throughout the overlap region.
find the physical charges along such a curve are
Q→ 16√
3












(7− α(5))3|k1|3π2 . (4.62)
Therefore, in this limit
aH → 1 , η → 0 , ν → 0 , (4.63)
just as we found in the previous case. Thus we also interpret this solution in this limit
as a Reissner–Nordström black hole with a bubble added to the exterior.
Again, this family of solution has the same charges as any BMPV black hole with
η > 0. Comparing the horizon area of the solution to that of the BMPV black hole
again reveals that
aH < aBMPV (4.64)
throughout the moduli space, see Figure 4.5(b), so this solution is also entropically
subdominant to the BMPV black hole.
4.3.3 Black lens
We now study the third solution in Figure 4.2 which admits equal angular momenta:
the L(3, 1) black lens defined by a1 < 0 < a2, h1 = −1, h0 = 3, h2 = −1 (see
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As shown in Figure 4.2 this solution admits equal angular momenta only if Jφ = 0. We
will now study this special case in detail.
Solving the constraints (4.2) together with the equal angular momentum condition
Jφ = 0 gives,
k2 = k1 , a1 = −a2 , m0 =
k1
2
(9a2 − 3k21 + 3`0) . (4.67)
The solution now depends on the remaining three parameters (a2, k1, `0). The inequal-
ities (4.3), (4.4) then reduce to





9a2 − 3k21 + 3`0
)2
> 0 , (4.68)
which also guarantee (4.10) is obeyed.
The dimensionless angular momentum (4.16) and dipole ν ≡ νD1 (4.18) are
η =











where positivity of both the numerators and denominators follows from the above













2η − 6ν + 16ν3
, (4.70)
where the denominator is positive as a consequence of the inequalities. We may now
















< η < η+(ν) , (4.71)




























Figure 4.6: (a) Moduli space for the L(3, 1) black lens (a1 < 0 < a2, h1 = −1, h0 = 3,
h2 = −1), with Jφ = 0. (b) Dimensionless area of the black lens (orange/lighter) and
of the BMPV black hole (blue/darker), within the region of overlap. Observe that












The resulting moduli space defined by this is the triangular region depicted in Fig-
















As in the case of the spherical black hole I with Jφ = 0 discussed in section 4.3.1,
the region is bounded by three curves, along two of which aH vanishes (corresponding
to the bounds η±(ν)). Similarly, the region extends beyond the BMPV upper bound
η = 1. Furthermore, close to this bound we find a region in which the black lens has
higher entropy than the BMPV black hole. The areas of the BMPV black hole and
black lens are plotted in Figure 4.6(b).
It should be noted that in contrast to the spherical black hole I discussed in sec-
tion 4.3.1, there is no possibility of a soliton limit of the black lens solution (the soliton
requires h0 = ±1).
4.3.4 Spherical black hole with nontrivial topology III
Let us now consider the fourth and final solution in Figure 4.2 with equal angular
momenta: the spherical black hole with a1 < 0 < a2, h1 = 1, h0 = −1, h2 = 1 (see
Figure 4.1(g)). Again, this solution has not been previously analysed. The physical
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qD1qD2(qD1 + qD2) , (4.75)

























As shown in Figure 4.2 this solution admits equal angular momenta only if Jφ = 0.
The analysis of this solution very similar to that of the black lens solutions described
in the previous section.
Solving the constraints (4.2) together with the equal angular momentum condition
Jφ = 0 gives
k2 = k1 , a1 = −a2 , m0 =
k1
2
(3a2 − k21 − 3`0) , (4.77)
so that the solution is again described by three parameters, (a2, k1, `0). The inequalities
(4.3, 4.4, 4.10) constraining the parameter space then reduce to





−3a2 + k21 + 3`0
)2
> 0 , 2k21 + `0 > 0 . (4.78)
The dimensionless angular momentum (4.16) and dipole ν ≡ νD1 (4.18) are now
η =

























2η − 6ν + 16ν3
, (4.80)
where the denominator is positive as a consequence of the inequalities.
We may now express the moduli space defined by (4.78) in terms of the physical














< η < η+(ν) , (4.81)



























Figure 4.7: (a) Moduli space for the Jφ = 0 spherical black hole III (a1 < 0 < a2,
h1 = 1, h0 = −1, h2 = 1). (b) Dimensionless area of the spherical black hole III
(orange/lighter) and the BMPV black hole (blue/darker) within the region of overlap.
Again aH > aBMPV in a narrow region close to η = 1.





)3 − (η + 6√2ν (8ν2 − 1))2]1/2 . (4.83)
Note that the upper/lower bounds η±(ν) again arise from positivity of the area a
2
H > 0.
The area of the black hole solution is plotted in Figure 4.7(b). It is clear that near
η = 1 this solution also can have higher entropy than the BMPV black hole.
The moduli space in this case is very reminiscent of that of the spherical black hole
I with Jφ = 0 described in section 4.3.1. In fact, the expressions for the area aH as a
function of η and ν are identical for those two cases. However, the two moduli spaces
(4.26) and (4.81) do not agree overall, as the remaining inequalities, which determine
the other part of the lower boundary curve, are not equivalent for the two solutions.
Furthermore it should be emphasised that the dipoles ν have a different meaning since
the solutions have different spacetime topology (recall these are the magnetic potentials
evaluated on a 2-cycle). It thus appears to be a curious coincidence that the area
functions for these two solutions are the same in this special case. Indeed, inspecting
the area as a function of the physical charges for these two solutions with Jφ 6= 0,
(4.23, 4.76), reveals that they are in fact distinct in general (modulo the constraint
(4.22)).
Nevertheless, the similarity of the two solutions strongly suggests that the spherical
black hole III will have a soliton limit. Indeed, the top left point on the boundary of the
moduli space in Figure 4.7(a), which corresponds to the intersection of the upper and
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, 14). This corresponds to the
soliton solution (4.21) in a different gauge, namely, the polar coordinates are adapted to
the middle centre instead of the first centre. The solution to the constraints, together
with Jφ = 0, now gives




and the charges are again given by (4.20) (where now C1 and C2 are the 2-cycles
corresponding to the axis rods [a1, 0] and [0, a2] respectively).
We now consider this family of black hole solutions near the soliton point. The
calculation is identical to that for the spherical black hole I [79]. In fact, since the moduli
space near this point is determined by the same boundary curves, which correspond to
the area vanishing, the expansion of the area of the black hole solution near the soliton
point is the same as for the spherical black hole I, so we do not repeat it here. Thus
just as for the spherical black hole I [79], we may interpret this as the area of a small
nonrotating extremal black hole sitting in the soliton geometry.
4.4 Comparison of entropies
We have established in the previous section that there are three solutions which have
the same conserved charges as the BMPV black hole and whose entropy near the BMPV
bound, η = 1, may exceed that of the BMPV solution. Naturally, we want to compare
the entropies of the different solutions in this region.
In particular, we are interested in determining the subregion of the moduli space
with the same charges as BMPV, so η < 1, for which the area exceeds that of the
BMPV back hole, i.e. aH ≥
√
1− η2. We found that the spherical black hole I and
III happen to have the same area function aH(η, ν), so in both cases this subregion is
given by
η ≥ ηI, IIIcrit ≡















On the other hand, for the black lens we find it is given by 6















< ν < 0.423 . (4.86)
It is worth noting that the curves ηcrit are both very close to the BMPV upper bound
η = 1, see Figure 4.8. To emphasise, all spherical black hole I and III and black lens
solutions with parameters in the above respective ranges possess an entropy greater
than the BMPV solution.
We will now compute the maximum entropy solutions for fixed η. Since we are
interested in the region where the new solutions dominate over the BMPV solution,
6The exact upper limit of ν is given by the unique positive real root of −9+72ν20−144ν40 +128ν60 = 0.
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Figure 4.8: ηcrit for (a) the black lens and (b) the spherical black holes I and III.
Figure 4.9: Maximum horizon areas of the different solutions near η = 1. Spherical
black holes I and III have maximum areas exceeding those of the other solutions for
η > 0.997940.
which occurs very near η = 1, it suffices to work in an expansion in (1 − η). To find
the maximum we need the appropriate root of ∂νaH = 0 that gives a curve ν = ν∗(η)
along which aH is maximised for fixed η. We find that near η = 1 these are given by
νI, III∗ (η) ≈ 0.284 + 2.025(1− η) , a
I, III
H,max ≈ 0.059 + 2.404(1− η) , (4.87)
νlens∗ (η) ≈ 0.406− 3.604(1− η), alensH,max ≈ 0.042 + 4.364(1− η) . (4.88)
The exact expressions for the maximum area are plotted in Figure 4.9. In particular,
notice that near η = 1, the spherical black hole I and III have the same maximum area,







< η < 1 . (4.89)





< η < 1 , (4.90)
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however its maximum area is always less than that of the spherical black hole I and III
solutions. Thus in the region (4.89) of the moduli space the spherical black hole I and
III are both equally entropically favoured over the other solutions.
4.A Smoothness and causality in the domain of outer com-
munication
As outlined in section 4.2, for a solution to be smooth and stably causal in the DOC,
we require
K2 +HL > 0 , gtt < 0 . (4.91)
The smoothness condition K2 +HL > 0 is (away from the centres) equivalent to
Ĩ ≡ r2r1r2(K2 +HL) = r1r2h0`0 − r2h1h2(h1k2 − h2k1)2 + rr2h1(`0 − h0k21)
+ rr1h2(`0 − h0k22) + rr1r2h0 + r2r2h1 + r2r1h2 > 0 . (4.92)
The left hand side of this is in general a complicated function on the 2-dimensional
orbit space r > 0, 0 ≤ θ ≤ π.
In fact, for the black lenses with h0 = 3, h1 = h2 = −1, we can show that (4.92) is
automatically satisfied as a consequence of (4.2)–(4.4) as follows. We can exploit the
inequalities (4.4) to obtain
Ĩ ≥ 3r1r2`0+
(









Since h0`0 = 3`0 > 0 is implied by positivity of the area of the horizon (4.3), the first
term in (4.93) is always strictly positive. Furthermore, from basic triangle inequalities,
r2|a1|+r1|a2|+3r1r2−rr2−rr1 = r1(r2−r+ |a2|)+r2(r1−r+ |a1|)+r1r2 ≥ r1r2 > 0 ,
(4.94)
showing that the third term is always positive. Lastly, one can show that
−r|a2 − a1|+ r2|a1|+ r1|a2| ≥ 0 , (4.95)
so the second term is nonnegative. Therefore Ĩ > 0 everywhere away from the centres,
so the smoothness of the spacetime is guaranteed without further restrictions.
For the other three-centred solutions it is not as straightforward to prove the
smoothness condition. In general, establishing K2 + HL > 0 requires input from
the full condition for positivity of the horizon area, h0`
3
0−h20m20 > 0, the left hand side
of which will be a complicated higher order polynomial in the remaining parameters
once the constraint equations (4.2) are solved for `0 and m0. Furthermore, in all cases
we have been unable to prove the causality condition gtt < 0. Therefore, for the re-
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maining cases we have performed numerical checks that the smoothness and causality
conditions (4.91) are satisfied as a consequence of (4.2)–(4.4) and (4.10), as follows.
Since we know K2 + HL > 0 holds sufficiently far from the centres, we have
checked the condition for 104 randomly chosen points within a region of radius rmax =
3 max(|a1|, |a2|) around the origin r = 0 (the position of the horizon). We have done
this for a set of 104 randomly chosen parameters satisfying (4.2)–(4.4) and (4.10) for
each of the seven general solutions listed in Figure 4.1 and the four special cases with
equal angular momenta listed in Figure 4.2. The numerical checks confirm that in all
cases the smoothness condition is satisfied without further restrictions on the param-
eters. In a similar manner (103 points for 104 parameters each) we have also checked
that the causality condition gtt < 0 holds without further restrictions on the moduli
space.
This provides evidence for the following conjecture: (4.2)–(4.4) together with (4.10)




In this thesis we presented a complete classification of asymptotically flat, supersym-
metric and biaxisymmetric solutions to five-dimensional minimal supergravity, which
are regular on and outside an event horizon in the case of black hole solutions, or reg-
ular everywhere for spacetimes that do not contain a black hole. We have shown that
such solutions must be of Gibbons–Hawking type with multi-centred harmonic func-
tions. We have also found a refinement of the horizon topology theorem for this class
of solutions, which restricts the topologies of cross sections of the horizon to one of S3,
S1 × S2, or a lens space L(p, 1). We have given a detailed analysis of the moduli space
of solutions, recovering known solutions like the BMPV black hole, the supersymmetric
black ring, the black lens and black hole with bubble solutions, as well as the known
bubbling soliton solutions [11, 15, 37, 85, 86], but also constructing an infinite tower of
new solutions. By a parameter count, we obtained the dimension of the moduli space
for n-centred soliton or single black hole solutions. We have further given a detailed
discussion of the geometry of our class of solutions, as well as its physical properties
(charges). Solutions in general have a non-zero electric charge (related to the mass via
the BPS relation), two angular momenta, and n−1 dipole charges related to nontrivial
2-cycles in the DOC.
While the conditions laid out in our classification theorem, Theorem 2.5, are neces-
sary conditions for solutions to be physically well-behaved, to ensure smoothness and
stable causality of our solutions one in general needs to impose additional conditions
(2.16, 2.18) on the solution. For the solutions known prior to [16] it seemed that these
smoothness and causality conditions were always automatically satisfied. A more de-
tailed study of three-centred solutions showed, however, that this is not the case in
general. In particular, the constraints (2.151–2.157) of Theorem 2.5 alone are not in
general enough to guarantee positivity of the ADM mass (3.16). As must be the case,
for the relevant solutions numerical evidence suggests that indeed (2.16, 2.18) imply
MADM > 0. Even more so, it seems that in fact imposing positivity of the mass (in
addition to the constraints of Theorem 2.5) is sufficient to guarantee smoothness and
stable causality in the DOC. One can ponder whether this might be true for general,
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n-centred solutions. Unfortunately however, we have so far not been able to prove
this conjecture, even in the simpler, three-centred case. We certainly think that this
is worth studying in more detail in the future. Despite this caveat, the classification
presented in this thesis provides significant progress in solving the existence problem
mentioned in the introduction for the case of supersymmetric solutions: For which rod
structures do solutions exist? It is clear from our analysis that the allowed possibilities
are heavily restricted. For example, for the case of a single black hole with one finite
axis rod, the only allowed rod structures are the ones given in Figure 3.2, thereby ex-
cluding an infinite number of other potential rod structures. This in particular rules
out any L(p, 1) black hole with p 6= 0, 2 for single black holes with one finite axis rod.
Another possible route to follow in future work on the topic is a generalisation of
Theorem 2.5 to a wider class of solutions. Specifically, a crucial assumption for our
analysis was that solutions are biaxisymmetric, i.e. possess a U(1)2-symmetry. This
was a natural assumption, since all known single black hole solutions in five dimensions
have this property. From the rigidity theorem, it is clear that solutions must at least
have one U(1) symmetry. There is so far no argument to rule out the existence of
five-dimensional black holes with just one axial symmetry, however past attempts have
typically failed to be smooth, see [80]. It would be interesting to investigate this further.
Since our proof heavily relies on the fact that solutions can be written in terms of Weyl
coordinates (this allows one to define a 2-dimensional orbit space and rod structures,
concepts which govern both our near horizon as well as axes analysis), if solutions with
less axial symmetry do exist it is to be expected that a full classification would need a
rather different set of tools. The classification of near horizon geometries [100] used in
section 2.4, however, remains valid also without the assumption of biaxisymmetry.
Another, and probably simpler, generalisation to envisage is that to U(1)3-super-
gravity. This has been done for some solutions that fall into our classification (non-
exhaustively see e.g. [38] for the black ring, [88] for the L(2, 1) solution, or the recent
paper [110] for the general L(p, 1) case). It would be interesting to generalise our clas-
sification in the same way. In particular these generalised solutions allow for a decou-
pling limit, preserving the near-horizon geometry but introducing an AdS3 factor in the
asymptotic region which makes it possible to relate the solution to a two-dimensional
CFT.
What remains far out of scope of the classification presented here are non-super-
symmetric solutions. In general, a smaller variety of explicit solutions is known in the
non-supersymmetric case. Specifically, so far there are no known, non-supersymmetric
solutions with horizons of lens space topology, or solutions equivalent to the spheri-
cal black holes with nontrivial topology. A recent attempt to construct a non-super-
symmetric vacuum black lens via inverse scattering failed to be regular due to the
unavoidable existence of CTCs [111]. Despite these difficulties, from the uniqueness
theorem [76], asymptotically flat, stationary and biaxisymmetric non-BPS solutions
are specified by their asymptotic charges and rod-structure, much like the solutions
106
discussed here, such that some of the arguments presented might carry over to the
non-supersymmetric case.
In the latter part of this thesis, we analysed in detail the subset of three-centred
solutions with a special focus on solutions whose charges can be equal to that of the
BMPV black hole, thereby providing explicit examples of black hole non-uniqueness in
higher dimensions. We found that this happens for four of the seven distinct three-
centred solutions in the moduli space. One of these is the black hole with nontrivial
spacetime topology studied previously in [79], however we have also found further, new
examples with both spherical and lens space L(3, 1) horizon topology. Further we have
shown that two spherical black holes (both with nontrivial topology outside the event
horizon) have equal entropy greater than that of the BMPV solution near the BMPV
upper spin bound.
We have also found two examples of solutions that overlap with the BMPV black
hole in the entire range of the BMPV spin parameter 0 ≤ ηBMPV < 1, however which
have entropy less that that of BMPV everywhere in that region. These solutions have
a limit to the Reissner–Nordström solution for small angular momentum, such that in
that region they may be interpreted as nonrotating black holes “dressed” with nontrivial
topology in the exterior. For the two spherical solutions that only overlap with the
BMPV black hole near the upper spin bound on the other hand, we found that they
have a limit to a soliton solution, hence may be viewed as black holes sitting in a
bubbling soliton spacetime.
The fact that there are multiple, single black hole solutions that have higher entropy
than the BMPV black hole in some region of the phase space adds to the “single black
hole entropy enigma” discussed in [79] (cf. [34] for the four-dimensional entropy enigma).
In fact there might be infinitely many such solutions with higher entropy, as heuristic
arguments in [79] suggest the entropy of solutions increases as further 2-cycles are added
and there is no obvious upper bound on the number of centres. It remains unclear,
why the BMPV entropy could correctly be reproduced by a counting of microstates of
the same charges with no apparent further selection criteria on the string theory states.
Clearly, to resolve these issues a better understanding of the relation between black
hole solutions and BPS states in string theory (or in the CFT dual of the solutions’
decoupling limit) is needed.
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