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Introduction
In this paper we investigate optimal control problems for parabolic variational inequalities in the Hilbert space H = L 2 (Ω) which are of the type (1.1)
dt y * (t) + Ay * (t) − f (t), y − y * (t) X * ,X ≥ 0, for all y − ψ ∈ C, y * − ψ ∈ C, y * (0) = y 0 , where the closed convex subset C in H is given by C = {y ∈ H : y ≥ 0}.
Here X be a Hilbert space that is continuously embedded into H, and V be a separable closed linear subspace of X, which is endowed with the induced norm of X and is dense in H. Further A is a closed linear operator in H, Ω denotes an open domain in R n , and y ≥ 0 in H is interpreted in the pointwise almost everywhere sense. Throughout it is assumed that ψ ∈ X, f ∈ L 2 (0, T ; V * ), and that φ + = sup(0, φ) ∈ V, for all φ ∈ V, which requires that V has a Hilbert lattice structure, so that the sup operation is well-defined. Note that (1.1) is considered without assuming that V is embedded compactly into H. In the latter case one can use Aubin's lemma which states that W (0, T ) = L 2 (0, T ; V ) ∩ H 1 (0, T ; V * ) is compactly embedded into L 2 (0, T ; H). This ensures that the weak limit of certain approximating sequences defines the solution, see e.g. [GLT, IK1] . Instead, our analysis 1 uses the monotone trick for variational inequalities. From e.g. [Tan] , pg.151, we recall that under the present assumptions W (0, T ) embeds continuously into C ([0, T ] 
; H).
Different combinations of the following assumptions will be used for the operator A.
(1) A ∈ L(X, V * ), i.e., there existsM such that for y, φ ∈ V and assume that the skew-symmetric form satisfies
for a constant M independent of y, φ ∈ V .
(7) (φ − γ) + ∈ V for any γ ∈ R + and φ ∈ V , and A1, (φ − γ) + ≥ 0.
2 Assumptions (1)-(5) apply to second order elliptic differential operators. Assumption (6) applies to the bi-harmonic operator ∆ 2 and to self-adjoint operators. For the bi-harmonic operator and systems of equations as the elasticity system, for instance, the monotone property (3) does not hold.
We give the definitions of strong and weak solutions to (1.1).
Definition 1.1. (Strong Solution) Given y 0 −ψ ∈ C and f ∈ L 2 (0, T ; H), an X-valued function y * (t), with y * −ψ ∈ L 2 (0, T ; V )∩H 1 (0, T ; V * ) is called strong solution of (1.1), if y * (0) = y 0 , y * ∈ H 1 (δ, T ; H) for every δ > 0, y * (t, x) ≥ ψ(x) a.e. in (0, T ) × Ω, and for a.e. t ∈ (0, T ), If y * is a strong solution satisfying y * ∈ L 2 (δ, T ; dom(A)) for every δ > 0, then λ * ∈ L 2 (δ, T ; H) and (1.1) can equivalently be written as a variational inequality in the form (1.3)
is satisfied for all y − ψ ∈ K, where
Since for y * and y in W (0, T )
it follows that a strong solution to (1.1) is also a weak solution. Let us briefly outline this paper. Section 1 is devoted to proving existence and uniqueness of strong solutions to (1.1). Extra regularity of solutions is obtained in section 2. Continuous dependence of the solution with respect to parameters in A is investigated in section 3. Section 4 focuses on weak solutions obtained as the limit of approximating difference schemes.
Optimal control problems related to (1.1) are investigated in section 5, and section 6 is devoted to the application of the presented theory to the Black-Scholes model with American options.
Strong solutions
In this section we establish the existence of the strong solution to (1.1) under assumptions (1)-(5) and (1)-(2),(5)-(6) respectively.
Forλ ∈ H satisfyingλ ≤ 0 we consider the regularized equations of the form (2.1) Then (2.1) can equivalently be expressed as
with v = y c − ψ. We note that A is hemicontinuous, i.e. s → A(φ 1 + sφ 2 ), φ 3 is continuous from R → R, for all φ i ∈ V, i = 1, .., 3 and
Therefore it follows that (2.2) admits a unique solution v ∈ L 2 (0, T ; V ) ∩ H 1 (0, T ; V * ) and this gives the desired solution y c = v + ψ of (2.1), compare [ItKa] , Theorem 8.7, [Lio] , Theorem II.1.2.
Theorem 2.1. (1) If in addition to the assumptions in Proposition 2.1 Assumptions (3)-(4) hold, and y
where y * is the unique solution of (1.1) in the sense that y * − ψ ∈ K, (1.2) is satisfied with λ * ∈ L 2 (0, T ; H) and the estimate 
where
where by Assumptions (3) and (2)
. By Assumption (1) and again (2.3) it follows that {Ay c } and
e., and y * satisfying y * − ψ ∈ K, such that for a subsequence denoted again by c,
with equality in the differential equation holding in the sense of L 2 (0, T ; V * ).
since yĉ ≥ ψ. Hence, using the same arguments as those leading to (2.4), we have |φ(t)| H = 0 and thus
By Lebesgue dominated convergence theorem and the theorem of Beppo Levi y c → y * strongly to L 2 (0, T ; H) and pointwise a.e. in (0, T ) × Ω. Since
and thus e −2ρt |y
This implies that y * is the unique solution to (1.1) in K and that the whole family {(y c , λ c )} converges in the sense specified in (2.5). From (1.1) and (2.1)
Summing the above inequalities and multiplying by e −2ρt this gives
which implies the first estimate in the statement of Theorem 2.1 and in particular that
By assumption (7) we have φ ∈ V . From (1.2) and (2.1)
where we use that y c ≥ y * ≥ ψ. Hence, we obtain
By assumptions (3) and (7) 1 2
which implies the second estimate.
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(2) Now suppose that f ∈ L 2 (0, T ; H) and that Assumptions (1)- (4) 
Lemma 2.1. Under the assumptions of the previous theorem −A generates an analytic semigroup on H. If
Proof. For the purpose of this proof the Hilbert space H and the operator A are considered as complexified quantities. Let B = A + ρI. For u ∈ dom(A) and λ ∈ C with Re λ ≥ 0 setḡ
From Assumption (1) and (2.8)
and thus
It thus follows from [ItKa, Tan] , [Pa] , page 61, that −B and hence −A generate analytic semigroups on H related by
This is related to
Taking the Laplace transform of (2.10), we obtain
and thus by (2.9)
From the Fourier-Plancherel theorem we have
and the claim follows.
To allow δ = 0 for the strong solutions in the previous theorem we letȳ denote the solution to
Arguing as in (2) of Theorem 2.1 we obtain the following corollary.
Corollary 2.1. Under the assumptions of Theorem 2.1 (2) we have
Next we turn to verify existence under a different set of assumptions which, in particular, does not involve the monotone Assumption (3). For λ = 0 in (2.1), letŷ c denote the corresponding solution, i.e.
which exists by Proposition 2.1. (1)- (2) and (5)- (6) hold, and
Theorem 2.2. If Assumptions
and pointwise almost everywhere in Ω.
Proof. Forλ = 0 we have
From Assumptions (1)- (2) we have
and thus (2.12)
It thus follows from (2.12)-(2.13) that (2.14)
for a constant K independent of c > 0 and t ∈ [0, T ]. Here we use ψ −ψ ∈ V . Inequality (2.14) provides an a-priori estimate for
, which can now be verified with a Galerkin argument, under assumptions (5) and (6).
Further from this estimate we conclude that there exists y * such that 
for all φ ∈ L 2 (0, T ; H) with φ(t) ∈ C for a.e. t, and since lim c→0
This implies that y
and hence
This, together with (2.16) implies for
as c → ∞. Since norms are weakly lower semi-continuous, we obtain
or equivalently, using (2.17) (2.18)
Using (2.17) this implies
and thus y(t) = y * (t). Hence the solution to (2.19) is unique. Integrating (2.16) on (τ, t) with 0 ≤ τ < t ≤ T we obtain with the arguments that led to (2.18)
and consequently y * satisfies (1.1).
From (2.11) and (1.2) we have
and the desired convergence of
To argue right-continuity of t → y * (t) ∈ V , note that from (2.19) it follows that (2.20)
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This estimate and Assumption (6) allow us to pass to the limit in (2.20) to obtain
Consequently we have
Since a s (φ, φ) + |φ| 2 H defines an equivalent norm on the Hilbert space V , Hence, using the arguments leading to (2.4), we haveŷ c ≤ŷĉ for c ≤ĉ. Then y c (t) → y * (t) strongly in H and pointwise almost everywhere in Ω.
Theorems 2.1 and 2.2 imply in particular the monotone convergence of y c and y c to y * . This is expressed in the following corollary.
Regularity
In this section we discuss additional regularity of the solution y * to (1.1) under the assumptions of Theorem 2.1 (2), i.e. (1)- (4) and f ∈ L 2 (0, T ; H),
. In addition we assume that y 0 ∈ dom(A). Then from the proof of part (2) of Theorem 2.1 it follows that y * ∈ H 1 (0, T ; H).
For h > 0 we have by (1.2), suppressing the superscripts * ,
Multiplying this by t > 0 we obtain
Integrating in time,
and letting h → 0 + , we obtain
Hence we obtain Theorem 3.1.
Suppose that Assumptions (1)-(4) hold and that y
Then, the strong solution satisfies (3.1) and thus y(t) ∈ dom (A), for all t > 0.
The conclusion of Theorem 3.1 remains correct under the assumptions of the first part of Theorem 2.2, i.e. under Assumptions (1)- (2) and (5)- (6),
In this section we analyse the continuous dependence of the strong solution to (1.1) with respect to parameters in the operator A. Let U denote the normed linear space of parameters and letŨ ⊂ U be a bounded subset, such that for each q ∈Ũ the operator A(q) satisfies the assumptions (1)-(4) of section 1 with ρ = 0, f ∈ L 2 (0, T ; H) and y 0 − ψ ∈ C. We assume further that dom(A(q)) = D is independent of q ∈Ũ and that
is Lipschitz continuous with Lipschitz constant κ. Let y(q) denote the strong solution to (1.1) corresponding to A = A(q), q ∈Ũ . Then for q 1 , q 2 ∈Ũ , we have
and therefore
Since under the assumptions of Theorem 3 we have y(q)(T ) ∈ D for q ∈Ũ , it follows by interpolation that ] α is the interpolation space between D and H, see e.g. [Fat] , Chapter 8, andC is an embedding constant. If
Next we prove Lipschitz continuity of
. Some prerequisits are established first. We assume that A(q) generates an analytic semigroup S(t) = S(t; q) on H for every q ∈Ũ [Pa] . Then for each q ∈Ũ there exists M such that
where A α denote the fractional powers of A, with α ∈ (0, 1). We assume that M is independent of q ∈Ũ . We shall further assume that
for all q ∈Ũ , which is the case for a large class of second order elliptic differential operators, see e.g. [Fat] , Chapter 8. We assume that
and letM denote the embedding constant so that
we shall utilize the assumption (4.6) |A
for some α ∈ (0, 1), and all q 1 , q 2 ∈Ũ , y ∈ D.
This assumption is applicable, for example, if the parameter enters as a constant into the leading differential term of A(q) or if it enters into the lower order terms. 
Proof. (1) Let q ∈Ũ and A
and let y 1 , y 2 denote the corresponding strong solutions to (1.1) with associates Lagrange multipliers λ 1 and λ 2 . According to Theorem 2.1 they are elements of
and
By assumption (7), φ k ∈ V . Note that
for a.e. t ∈ (0, T ). In fact, decomposing Ω into {x : λ 1 (t, x) ≥ λ 2 (t, x)} and its complement, we only need to consider the latter. If λ 1 (t, x) < λ 2 (t, x), then λ 1 (t, x) < 0 and hence y 1 (t, x) = ψ(x) ≤ y 2 (t, x) and consequently φ k (t, x) = 0. This discussion is in the a.e. sense. Thus, it follows from (1.2) and Theorem 2.1 that
for almost every t ∈ (0, T ). By assumptions (1) and (7) we have
for ζ ∈ V . Note that (4.3) and (4.4) imply that
Hence it follows from (4.7) that
where we drop the dependence of A on q. For p > q = 2 we have (4.9)
We denote by h and k arbitrary real numbers satisfying 0 < k < h < ∞ and we find for r > 2 and φ = y 1 − y 2
It thus follows from (4.5) and (4.8)-(4.10) that for β > 1
For P = ∞ and Q = 1 this implies, using that p = 2r r−2 , (4.11) (
where K =ωM
. Now, we use the following fact, [Tr] , pg. 105: let ϕ : (k 1 , h 1 ) → R be a nonnegative, non-increasing function and suppose that there are positive constants K, s, and β > 1 such that
As in the computation below (4.10) we show that
From the definition ofk we havê
and consequently k 1 +k ≤ k 1 , where = 1 + 2
Hence we obtain y 1 − y 2 ≤ k 1 a.e. in (0, T ) × Ω. Analogously a uniform lower bound for y 1 − y 2 is obtained by using φ k = min(0, y 1 − y 2 − k) ≤ 0 and thus (4.12)
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(2) We use the estimate of step (1) to obtain Lipschitz continuous dependence of the solution on the parameter q. Let q 1 , q 2 ∈Ũ with corresponding solutions y(q 1 ) and y(q 2 ). Since
Since by assumption y 0 ∈ D we find from the proof to the second part of Theorem 2.1 thatf ∈ L 2 (0, T ; H). We can apply the estimate of (1) with A = A(q 1 ) and
), which will be argued below. We obtain
Utilizing (4.3) and (4.6) this implies that (4.13)
To estimate A α (q 2 )y(t; q 2 ) recall from the proof of Theorem 2.1 thatλ ≤ λ(t; q) ≤ 0 and thus {f −λ(q) : q ∈Ũ } is uniformly bounded in L ∞ (0, T ; H). From (1.1) we have that
From (4.2) and since y
0 ∈ D it follows that {A(q 2 ) α y(q 2 ) : q 2 ∈Ũ } is bounded in L ∞ (0, T ; H) as desired.
Difference schemes and weak solutions
In this section we establish existence and uniqueness of weak solutions to (1.1) based on finite difference schemes (5.1). ρ = 0 throughout this section. Consequently Aφ, φ = a s (φ, φ) defines an equivalent norm on V . For h > 0 consider the discretized (in time) variational inequality:
and N h = T . Throughout this section we assume that y 0 ∈ H and f ∈ L 2 (0, T ; V * ).
Theorem 5.1. Assume that y 0 ∈ H and f ∈ L 2 (0, T, V * ) and that Assumptions (1)- (2) hold. Then there exists a unique solution {y k } N k=1 to (5.1).
Proof. To establish existence of solutions to (5.1), we proceed by induction with respect to k and assume that existence has been proven up do k − 1. To verify the induction step consider the regularized problems
is Lipschitz continuous and monotone,the operator B : V → V * defined by
is coercive, monotone and continuous for all h > 0. Hence by the theory of maximal monotone operators (5.2) admits a unique solution, cf. e.g. [ItKa] , Chapter I.5, [Ba], Chapter II.1. For each c > 0 and k = 1, . . . N we find
Thus the families |y k c − ψ| 2 V and c |(y k c − ψ) − | 2 H are bounded in c > 0 and there exists a subsequence of {y k c − ψ} that converges to some y k − ψ weakly in V as c → ∞. As argued in the proof of Theorem 2.2, compare (2.15),
Passing to the limit in (5.2) utilizing (5.3) and (5.4) we obtain
and hence y k satisfies (5.1).
To verify uniqueness, letỹ k be another solution to (5.1). Then, from (5.1)
and thus 1 2h
Since y 0 =ỹ 0 = y 0 , this implies that y k =ỹ k for all k ≥ 1.
Next we discuss existence and uniqueness of weak solutions to (1.1) by passing to the limit in the piecewise defined functions (5.5) y
(1) 
Proof. Setting y = ψ in (5.1), we obtain
Thus, (5.6)
From (5.6) it follows that {y
(1) h } and {y (2) h } are bounded in L 2 (0, T ; V ) uniformly with respect to h ∈ (0, 1). Together with (5.7) this implies the existence of subsequences of y
h (denoted by the same symbols) and
Thus, we have from (5.1) for every y ∈ K
Optimal Control Problem and Necessary Optimality Condition
Let Q ad be a closed convex subset of a Hilbert space U , where U denotes the parameter space. We assume that the parameter dependent operator
which is endowed with the graph norm. Throughout this section we assume that for constants M > 0 and ω > 0 the following estimates hold for all q,q ∈ Q ad : (6.1)
The results of this section can also be obtained under the more general coercivity estimate
for some ρ ∈ R. Moreover we assume that there exists
Consider the calibration problem:
subject to y being the weak solution to (1.1) with A = A(q), i.e.
(6.3)
Here y d is the target value at t = T . The last term in (P) with β > 0 represents the penalty on the parameter q. We assume that W is a C 2 functional on U . For q ∈ Q ad let y(q) denote the weak solution with A = A(q). Note also that y = y(q) is the weak solution to (1.1) with A = A(q) and
is uniformly bounded over q ∈ Q ad it follows from (6.1) and Corollary 5.1 that for q n →q in U
Let q n ∈ Q ad be a minimizing sequence for J over Q ad . Then, since W (q n ) ≤ J(q 0 ) +η for all n sufficiently large, {q n } ∈Q for all such n. Hence there exists q * ∈ Q ad such that|q n − q * | U → 0 as n → ∞ by (6.5). From (6.4) and continuity of W it follows that (y(q * ), q * ) ∈ L 2 (0, T ; V ) × Q ad is an optimal solution for (P ). We shall derive first order necessary optimality conditions. Based on the regularized equations already considered in (2.1) we first consider for c > 0 the following regularisation of (P ):
subject to y c (q) being the solution to
where χ c is the characteristic function of the set {λ + c(y c (q) − ψ) < 0}.
Proposition 6.1. Assume that (6.1), (6.2) hold, and that q c is a solution to (P c ). Then the Gateaux derivative of q ∈ Q ad → J c (q) exists and is given by (6.8)
The necessary optimality condition for q c is given by
Proof. Note that for q s = (1 − s)q + sq, with q,q ∈ Q ad , s ∈ (0, 1), (6.10)
Let y c andȳ c denote the solution to (6.6) corresponding to A = A(q s ) and
we have
Consequently we find
it follows from (6.6) that
By the second inequality in (6.1) therefore
The last inequality in (6.1) implies that (6.12) max
This estimate together with Lebesgue's bounded convergence theorem imply that
and by (6.2) (6.14) This also implies the first order necessary optimality condition for (P c ):
As a consequence of the proof, in particular the estimate just about (6.12), we have the following corollary.
Corollary 6.1. If (6.1) and (6.5) hold, then (P c ) admits a solution q c for each c > 0. Next, we consider the limit as c → ∞.
Theorem 6.1. Assume that (6.1) and (6.5) hold and that there exists an optimal solution q * ∈ Q ad to (P ) such that y(q * ) − ψ ∈ W (0, T ). In the following step we again use that y c (q * )(T ) → y(q * )(T ) strongly in H. Due to lower semi-continuity of norms, taking c → ∞ in J c (q c ) ≤ J c (q * ), implies J(q) ≤ J(q * ), and henceq is optimal.
To derive an optimality system for (P ) additional assumptions are required which are stated next. (6.19)
Theorem 6.2. Assume that (6.1), (6.2), (6.5), (6.16)-(6.19), and assumptions (3)-(4) hold, and that y 0 − ψ ∈ C ∩ dom(A), f ∈ L 2 (0, T ; H). Then for every weak cluster point (y(q * ), q * ) in L 2 (0, T ; V ) × Q ad of the family For the log-price process X t = log(S t ) dX t = r dt + σ B t + λ dZ t the generator L is given by
For the Carr-Geman-Madan-Yor (CGMY) model dν(y) = k(y) dy [CGMY] , where Hence if σ > 0 all conditions of (6.1) are satisfied with for example, q = (σ(x), λ, α) ∈ L ∞ (Ω) × R + × R.
