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1. INTRODUCTION 
We are considering the theory of inequalities of the form 
llfll, < H(%P, 4) (b - 4n+1’p-1’q IIP II* (1) 
and their application to disconjugacy criteria for linear differential equations. 
Such applications have been considered by Brink [l], Levin [2], Hartman [3] 
and others. We will use techniques developed by Brink [l] and Fink [4] 
to study a class of inequalities (1) and find the properties of the best possible 
constants H. The first part of the paper is devoted to the theory of these 
inequalities, the second part will give estimates for the numbers H(n, p, q) 
and the third part will give the application to disconjugacy criteria. 
Brink [l], and Fink [4] have discussed inequalities of the form (1) under the 
conditions that f has at least n zeroes on [u, b]. Here we will consider the 
conditions 
fya~) = 0, i = o,..., n - 1; (2) 
and 
The two special cases p = q = co and p = 1, q = cc have been considered 
by Levin [2] and Hartman [3]. 
Admissible functions for our theory of inequality (1) with (2) and (3), 
are functions in C+l[a, b] with f(n-l) absolutely continuous, and 
f(n) ~,$(a, b). We will write r’ for the unique extended real number such that 
r-1 + (r’)-1 = 1, 1 < r < CO. Also 
for 1 <p < CO. We always assume that 1 <p < CO and 1 < q < CO. 
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2. GENERAL THEORY FOR H(n, p,q) 
As a preliminary simplification, we note that the exponent of (6 - a) 
in (1) is chosen so that H(n, p, q) is invariant under change of scale and 
translation. Thus we choose a = 0 and b = 1 for the first two parts of this 
paper. Fundamental to our discussion is the representation of admissible 
functions 
From this it is clear that there are constants H for which (1) is satisfied, we 
therefore reserve the symbol H(n, p, p) for the best possible constants. We 
alternately can view this number as the infimum of all numbers for which (I) 
holds for admissible f satisfying (2) and (3) or as 
sup{IlfllP:fsatisfies (2), (3) and Ilfcn) (/* = l}. 
If the infimum, or alternately the supremum is attained for a function f, 
we will call this function an extremal. We will show that extremals exist with 
only minor exceptions, and derive the variational equations that they satisfy. 
LEMMA 1. For 1 < q < 00 and all p, there are extremals, that is, there is a 
function (dependent on p, q, n) for which equality holds in (1). 
Proof. We view H(n, p, q) as sup /If IlO when IIfCn) /IQ = 1. Let 
I/ fi IID-+ H(n,p, q), and f y)(uij) = 0, i = 0 ,..., n - 1, j = 1,2, 3 ,.... By 
taking subsequences erially, we may assume (returning to original notation) 
that limj aij = ai, and that 0 < a,, < a,, < ... < a,-,,, < 1. Taking 
subsequences once more, we may assume that {f y)}j”l converges weakly to 
fo. This uses the weak compactness of the unit sphere in L,(O, 1). This implies 
that j” a,-l,o$,,(t) dt converges to sz,-,., fo(t) dt for each x E (0, 1). But 
1 /az_, ,fp’(t)dt - jz 
n * an-,A 
f:‘(t) dt 1 < I a,-,,j - a,-l,o 1 l/fj(n)ilo~ 
so that Jzn-, jfi,,(t) dt converges to sES-, o fo(t) dt for all x E (0, 1). Repeating 
this argument and using the representation (4) one gets that fj(t) converges to 
s 
m =n-1 
dx, ... 
%O s 
a --1 Ofo(xn) dxn . 
n I 
Define the last integral to be f(x). Then f is admissible, fin) = f. a.e., 
llfo lIa = 1, and Ilf II9 = Hh P, q) as required. In the case p = co one gets 
uniform convergence by Ascoli’s theorem. 
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LEMMA 2 (Levin [2]). If f satisfies (2) and (3) with at least one ai satisfying 
0 < ai < 1, then there exist fi and fi satisfying (2) and (3) (with different ai) 
such that 
ff’ =f?’ =f’“‘, f = &(fi -tfi) ad f+fi- 
We refer the reader to the paper of Levin for the proof. Note that in 
general, the admissible functions having the same nth derivative is not a 
convex set. We see from this lemma that the admissible functions with all the 
ai at the ends play a distinguished role. We therefore introduce the related 
problems on [0, I] 
llf II9 < w, % A 4) llf @) IQ , (5) 
with 
f ‘i’(O) = 0, i = o,..., 01 - 1; (6) 
and 
ffil(l) = 0, i = a ,..., n - 1. (7) 
It is clear that the best possible constants H(n, LY, p, q) exist and a repeat of 
the proof of Lemma 1 shows that extremals exist for 1 < q < co. 
COROLLARY 1. For 1 < q < co and 1 <p < co, 
H(n, p, q) = yx H(n, a9 P, PI. 
Proof. Since extremals exist and 1) f IJp is convex f = Q(fi + fJ is not 
possible for an extremal f unless f = fi . Thus the hypothesis of Lemma 2 
cannot be satisfied by an extremal. 
We now try to extend the results of Lemma 1 and Corollary 1 to all p and q. 
To do this we need the general properties of the constants H(n, OL, p, q). 
THEOREM 1. For fixed n and 01 the numbers H(n, 01, p, q) and H(n, p, q) 
satisfy, 
(a) H is nondecreasing in p for fixed q; 
(b) H is not&creasing in q for fixed p; and 
(c) H is continuous in p for 1 < q < co; continuous in p from the left for 
all q; and continuous from the right in q for all p. 
Proof. We do the proofs for H(n, ~,p, q). To show (a), we merely note 
that if r <p, then )I f ]I7 < 1) f )I9 < H(n, OL, p, q) )I f (n) lip.. By the minimality 
of H(n, (Y, r, q) we have H(n, OL, r, q) < H(n, 01, p, q). A similar observation 
proves (b). Since H is monotonic in each variable, joint continuity follows 
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from continuity in each variable. We prove continuity in p. For continuity 
from the left note that it f is admissible and p, < p, then 
SO that letting p,-+p one gets ilfll, < H(n, ~,p--, 4) llftn) /IQ. BY mini- 
mality of ~(n, a, p, 4) one has H(n, 01, p, 4) < H(n, 01, P-, P). The reverse 
holds by (a). For continuity from the right, suppose 
Select fj and p, such that pj J p, 
II fj”o IIP = 1, and llfj llBj -G f&b % Pi 9 4) + l/i 
We may choose as in Lemma 1 subsequences so that f I”’ converge weakly 
to f,, and fj converge uniformly to g. Then gtn) = f. a.e., /I f5 &,, --+ Ij g /I9 ,
and Ilgll, 3 WC n, OL, p+, 4) > H(n, 01, p, 4) contrary to the definition of 
H(n, 01,p, n). Continuity from the right in 4 follows in the same way as 
continuity in p from the left. Also the proofs for H(n, p, n) are exactly as 
above. 
THEOREM 2. For all p and q, 
H(n, % P, n) = fq% n - % cl’, P’). 
Proof. Let 1 < p < co, and let f satisfy (6) and (7). By the representation 
(4), there exists a g satisfying (6) and (7) with 01 replaced by tt - ~1, and such 
that gcn) = If I*-’ w-4f ). A n integration by parts and an application of 
Holder’s inequality yields 
Ilf 11: = j’fg’“’ = (-1)” fo’gf h) G Ilf % II g I!** 
< ff(n, 72 - % q’, P’) II P) l&l, II f (n) II* * 
But 
Thus 
and 
II d”) b = Ilf II;-“. 
llf II9 G H(n, 12 - % Q’> P’> Ilf (n) II* 
H(% % P, 4) < fqn, n - 01, q’, P’). 
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This holds for any q and for 1 < p < co. Since 
f-q4 n - % q’,p’) < fqn, n - % q’, 00) 
we may let p + CO to get the inequality for all p. Replacing p by q’, q by p’ 
and 01 by n - LY gives the reverse inequality and completes the proof, 
COROLLARY 2. Extremals exist for H(n, 01, p, q), except possibly in the 
cases p=q=l and p=co, q=l. Furthermore if 1 <p<co and 
1 < q < CO, then an extremal f for H(n, 01, p, q) satisjes for some A > 0 
If(n) p = h I g I*‘, gcn) = 1 f I p--l sgn f, (8) 
with g satisfying (6) and (7) with 01 replaced by n - 01. Furthermore g is an 
extremal for H(n, n - 01, q’, p’). 
Proof. Extremals for H(n, 01, p, q) exist for 1 < p ,< CO and I < q < co 
by Lemma 1 and above remarks. By Theorem 2, this is also true if 
l<q’<coandl<p’<co,thatis, l<p<coandl<q<co.The 
onlyremainingcasesarep=q=I;p=co,q=1;p=l,q=coand 
p = q = co. The two cases where extremals exist p = q = co and p = 1, 
q = co will be constructed below. To get the variational equations (8), merely 
note that in the proof of Theorem 2, equality must hold throughout if f is an 
extremal. 
COROLLARY~. Forl<p<aandl<q<co, 
H(n, P, q) = Hh q’, P’). 
Furthermore, extremals exist except for possibly for 
Proof. For 1 < p < co and 1 < q < co, one merely combines Theorem 2 
and Corollary 1. By Theorem lc, we let p + 1 and p + CO, then q --f 1 
to retain equality. We thus have the corollary for 1 <p < CO and 
1 < q < CO. But applying the result for 1 < q’ < CO and 1 < p’ < co, we 
get H(n, q’, p’) = H(n, p, q) except for (p, q) = (1, CO). However, then 
(q’, p’) = (1, co) and the corollary is trivially true. To get the existence of 
extremals, we apply Lemma 1 to H(n, q’, p’) to get extremals for H(n, p, q) 
forallqand 1 <p<co. 
COROLLARY 4. For all p and q 
H(n, p, q) = m,“x H(n, 01, P, q). 
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Proof. For I < p, 4 < 00 this is the content of Corollary 1. We need the 
stronger result for 1 <p < 00 and 1 < 4 < 03. A glance at the proof of 
Corollary 1 shows that it works in this case since we now know that extremals 
exist for H(n, p, Q) when 1 < 4 < 00. Thus H(n, p, 4) = max, H(n, cy, p, 4) 
whenever 1 < p < 00 and 1 < q < co. Both sides of this equations are 
continuous in p at 00 so we may let p = co. Furthermore, when 1 < q < cc 
we may let p = 1. After having this, we may let q = 1 even when 
p = 1. The only point remaining is (p, q) = (I, co). This case will be handled 
below since we will show that for q = cc and 1 <p < cc, the extremals are 
independent of p. Thus the proof of right continuity in p in Theorem lc also 
holds for q = LO. 
We now explore the constants H(n, oi, p, q). It is easy to verify that if f 
satisfies (6) and (7) then the representation (4) may be written (a + /? L n) 
f(t) = ( a - l)!$ - l)! 0 
jt (t - s)~-~ ds s, (s - ,)fi-lf’n’(r) dr, 
f(t) = i;;&p ot (t - s)“-if@)(s) ds, 
O<iu<n; 
s 
if & =z n; (9) 
f(t) = & jl’ (t - rp-lfn(r) dr, if 01 = 0. 
LEMMA 3. If f(%) 2 0, then (-l)af(t) > 0 if f satis$es (6) and (7). 
Consequently, in order to prove an inequality of the form (5) we may restrict 
ourselves to nonnegative functions. In particular, extremals are of constant sign. 
Proof. The sign condition follows from the representation (9). If f is 
admissible, let g be defined by g(“)(t) = 1 f’“)(t)1 and g satisfies (6) and (7). 
Then according to (9) 
If(a G (a - lyl(p - l)! jot (t - s)R-l ds jS1 (r - s)e-l 1 f (n)(r)l dr 
= (-lYg(t) = I ‘WI 9 
so that for anyp, /If 112, < 11 g II9 . In fact equality holds only if ! f (“j(t)] = f(“)(t) 
a.e. Thus extremals are of constant sign. 
We are now able to exhibit the extremals for p = cc and p = 1. Note that 
H(n, n, p, q) = H(n, 0, p, q). We define the polynomials g(t, 01, fi), (Y and /I 
integral, by 
1 
& %B) = qjj- s 
t (1 - s)” (t - s)@ ds, a30, P>,O; o 
g(t, 01, -1) = q ( 
a. 
At, -1,B) =;> 
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THEOREM 3. For all q and 0 < a < n. 
wb a, a, 4) = IIg(*, a - 1, n - a - l)ll,* - 
Proof. We may assume that (- 1)afn >, 0 so thatf > 0. Let 1 < q < cc 
If 0 < a < 7t, it follows from (9) that f > 0, and f’ 2 0. Thus 
C-1)” IIf L =fU) = (a - I)! (p - I)! o /‘f(n)(r) dr s,’ (1 - +-l (r - ,)6-l ds 
= (-1)BSdf’“‘(r)g(r,a- LP- l)d~~IIf’“)II,llg(.,~- LB- 1h 
and equality holds if jf”(r)lg = 1 g(r, a - 1, /?-))I”‘. The case a: = 1 
drops the factors involving /3. If a = 0, then II f llao = f (0) and one does : 
similar computation. Thus one has the theorem for 1 < q < CO. By con 
tinuity it extends to all q. 
Note that for q = co one takesfn a constant and then equality holds SO tha 
there is an extremal for p = q = CO. 
THEOREM 4. For all q and 0 G a < n. 
ff(n, a, 1,q) = IIg(*, n - a, a - Uld . 
Proof. We again take 1 < q < co and (-lYftfl) >, 0. Then 
Ilf 111 = jolf (0 dt = (-1)” S,‘f cn’h 
where h(n) = 1 and h satisfies (6) and (7) with a replaced by n - a. Then 
one has jj f /I1 < Jj f tnf j& )[ h [&I with equality if 1 f n [‘J = I h I*‘. Note that 
h(t) = (-l)“g(t,& a - 1) if 0 < a < n and h(t) = tn/n! if a = 0. The 
theorem follows. 
3. COMPUTATIONS 
Note that g(1, 01, /3) = [a!#3!(a + @ + 1)1-r and for a > 0, p >, 0 
g’(t, a, 18) = g(4 aI B - 1) 
so that for a > 0, fi >, 0 11 g(., a, /3)1r = g(1, a, j3 + 1). These two observa- 
tions show that for 0 < a < n 
(11) 1 n-l fJ(n, a, 1, 1) = H(n, a, co, o-3) = nl ( > a ’ 
ff(n, a, 1, m) =&yCS (12) 
DIFFERENTIAL INEQUALITIES AND DISCONJUGACY 765 
and 
qn, a, co, 1) = ___ 
n-2 
(A)! cc-1 ’ ( 1 
O<LY<n, (13) 
An immediate corollary are the following two relations. Let 
with [x] the usual notation for the integral part of x. Then 
l cn-, > =-- n! 
- fqn, 4’9 a) < H(n, 1, 1) 
(14) 
and 
fq% CQ, 00) G H(% a, 4) = f+, q’, 1) < Wn, a, 1) 
= (& G-2. 
(15) 
For all p and q one thus has 
(n -j! l)! (16) 
This is not very satisfactory since the bound is independent of p and q. For 
some special cases this can be remedied. It is easy to compute 
and 
H(n, n, P, co> = H(n, O,l, P’) = $ (np : l)llp - 
These can be used to get upper bounds for H(n, OL, P, 4). 
THEOREM 5. For all p, q and T 
H(n,cx,p,q) < ff(a,chp, r) H(n - a, n - a:, y, 4) 
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and hence 
WY my p, 4) G (&y&g [(a - ,):, + l]llP [(n - a) if + l]i/@ 
and 
1 1 
H(n, 9 p, 4) d $ (n - ,’ - l)! (ap + 1)W [(n - a - 1) q’ + I-y/Q’ . 
Proof. Note that if f satisfies (6) and (7) with 01 and n given then f satisfies 
(6) and (7) with n = 01, and f ta) satisfies (6) and (7) with a? replaced by zero 
and n replaced by n - ~11. That is 
and 
Ilf 02, G H(% % P, r) Ilf (a) II r 
Ilf (a) IL < Wn - a, n - (1~~ r, q) Ilf (A) IQ. 
Combine these two to get the first conclusion. To get the bounds take in 
turn r = 1 and r = co. 
Note that another way to get the second bound is to use the fact that 
fJ(n, % P, a) = H( n, n - a, q’, p’) and make the substitution a + (n - cy), 
(p, q) ---f (q’, p’) in the first bound. Thus the minimum of the right hand sides 
of the last two conclusions of Theorem 5 has the properties listed in Theo- 
rems 1 and 2 for H(n, 01, p, q). Thus it may seem possible that this minimum 
is equal to H(n, 01, p, q). Whether this is true is left unresolved. In any case, 
the bounds in Theorem 5 improve our previous bounds for H(n, 1, q) and 
H(n, co, q). One can get other bounds for u(n, 01,p, q) by estimating 
H(Lx, 01, p, q) and applying Theorem 5. Specifically we have 
LEMMA 4. For all p and q 
H(n’ n’p’ q, G (n -! l)! [(n - 1) it + l]l/Q’ [(n - l/qip + Ill/S ’ 
When p or q’ is co, interpret the factor involving that letter as 1. 
Proof. We note that if f admissible, then 
f@) = (n -! I)! i 
oz (x - t)n-l f t%)(t) dt. 
Applying Holder’s inequality one gets 
Now compute the p-norm of both sides. 
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COROLLARY 5. For allp, q and r 
H(ny “p’ q, ’ (a 1 l)! (n - ,‘_ l)! [(a - 1) ,1’ + l]llT’ 
1 
x [(a - l/r)p + l]llP [(n - 01 - :, q’ + l]l’@ 
x [(n - a - I:q) r + 111/r. 
We may also be interested in lower bounds for H. One way to do this is 
to use the relation g’(t, LX, j3) = g(t, CY, /3 - 1) if fl >, 1. Then 
= o1 (1 - s)g(s, 01, /3 - 1) ds < II g(*, o(, B - l)ll,* (1 + p)-l’v. 
s 
Wenowtakeol-+ol- l,fi=n--ortoget 
llg(., a- 1, n - 4 < (1 + P)+~ H(n, 01, up) 
if 0 < OL < n. But 
IIg(., a- 1, n - gll =g(l, a- 1, n - @z + 1) 
= [(a - l)! (n + 01 + l)! (n + 1)1-l. 
Doing a similar computation for H(n, 01, 1, p) we get 
THEOREM 6. For all p, 
and 
H(n, 03,~) 2 C, (&y (1 + PYPi 
1 
H(n, 01, 1,~) > ____ (a + l)! (n - : - l)! $ (1 + P)l’T 
H(n, 1, P) 3 ____ (n 1 2)! cz,l(l + PP. 
409/49/3-16 
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4. DISCONJUGACY TESTS 
We will consider differential equations of the form 
y(n) = u,(x) y’n-1’ + *** + f&(X) y (17) 
with integrable coefficients on [a, b]. If a nontrivial solution of (17) has n 
zeroes on [a, b] then there are sequences ai and bi such that 
a<ua,<... ~ua,-l=b,-,,<6,-,d’..\<bo~b (18) 
and 
y'yq) = y'i'(bJ = 0, i = O,..., n - 1. (19) 
Write c = a,, and note that a < c < b. We want to derive necessary con- 
ditions for such a solution to exist so that the denial of these conditions give 
disconjugacy of the equation. For this purpose we take a = a,, and b = b, . 
Furthermore, let 
IlfG = mm j(p+b)‘z I fly9 (j(:+a),a If T)““l 
with the usual convention when p = co. 
THEOREM 7. Equation (17) is disconjugute on [a, b] if one of the following 
holds: 
(i) $r 11 uk iI& H(K, co, plc) 2(1’“3-k(b - u)‘--(“~~) < 1, 
(ii) El II ak IIf W, P, P) 2-“(b - 4’ < 1, 
(iii) jl a, II,* 2l/p-l/~(b _ u)-(l+l"'-l'") 
+ f ,, uk 11: ~(h _ 1, r', p) 2--(k+l/'-'D)(b - u)-(~+~'-') < 1 
k4 1 <r’<‘p, 
(iv) exp(ll a, 11:) ;a I] uk IIzk H(K - 1, l,p,) 2’1”k’-k(b - u)~--(~“~) < 1, 
(V) (eXp (1 U, I(,*) t2 (1 Uk II& H(k - 1, Co, pk) 2’l”k:‘-‘(b - U)k-(l’Pr) 
<I, = 
or 
(vi) (exp II al I/:> Fa 11 uk iIf f@ - 1, pk , 1) 2-“(1 + pi)-1’9x’ (6 - u)” 
<I. - 
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Proof We assume there is a nontrivial solution with 71 zeroes on [a, b]. 
To prove (i) we look on [a, c] where c is determined by (18) and (19). We 
have (norms on [a, c]) 
< f 11 uk IIBh H(k, p;, 1) /I ytn) 111 (c- a)k+(l’er’)-*. 
L=l 
Cancelling I( ytn) II1 we have 
1 < f /I uk &Q/@, co, pk) (c - a)“--). (20) 
k=l 
We get a similar inequality on [c, b]. Now either c - a or b - c < 1/2(b - u) 
and so we have (i) by contraposition. 
To prove (ii) one writes 
j/J@) lip < i /I uky(n-k) 119 < i /I uk IImz II yen-k’ 112, 
k=l k=l 
and finishes as in (i). 
To prove (iii), note that 
y(n-l)(t) 1 = 
/ (Y’“‘(s) ds / < k 11 uk 11~ II Y(n-k) lb . 
k=l 
Then if r’ < p we have 
f (c - u)l+llr’-ll” 11 a, I), /I y(+l) Iln 
+ 2 II Uk IL WA - 1 , r’, p) 11 yew /I9 (c - q+w--l/p 
k=2 
and we complete as in (i). 
To prove (iv), (v) and (vi) one writes (17) as 
[ 
p-l) exp (- rul)]' =g2 akY'"-k) exp(- r%) 
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and integrates from x to c to obtain for x < c 
and thus 
(21) 
To prove (iv) take max over [a, c] and use Holder’s inequality on the right. 
To prove (v) and (vi) integrate (21) from a to c and replace 
s 
; 1 t - a ( 1 ~~y(‘+~) 1 by (c - 4 II Uk l/9’ II Y(a-k) llP1, L 
in the first instance and by II ak /Im lI(t - u)ll,,* , IIy+%) &+ in the second 
instance. 
We see that all of the above proofs derive an expression of the form 
1 < f /I uk Ihx Bk(c - d? 
k=2 
(22) 
on [a, c] and a similar expression on [c, b]. The numbers B, and sk are 
independent of a and c, and are the same for the expression on [c, b]. An 
attempt to combine these was made in Zaicev [5], but the last inequality is 
wrong. Her method was successfully completed by Hartman [3]. Using his 
ideas with slight modification we extend our results also. 
THEOREM 8. Suppose one has inequalities of the form (22) on [a, c] 
and [c, b], Let m = mink sk > 0, then 
1 < f 11 uk h,Bk 2--l (&) 
Sk* 
(b - u)*~, 
k-1 
where norms are over [u, b]. 
Proof. Denote norms on [a, c] by I] /Ia and on [c, b] by 11 ]lb. Multiplying 
the two inequalities one gets 
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Note that 
< (b - u)sk+sj [-&” [L&J-” 4-m. 
Dominating the right hand side of (23) by this expression one gets 
1 < 
i 
kgl II a, ii;, Bk(b - @ 2-” (*)s”-“/ 
x 
I 
g1 11 uj II& B,(b - up 2-” (-+)y . 
3 
Now using 
and the geometric mean arithmetic mean inequality, we get the theorem. 
Now from the last theorem and the proofs of Theorem 7 one can read off 
more disconjugacy tests. We do not propose to write these explicitly nor 
give comprehensive comparisons of our results with others. Suffice it to say 
that some of our constants in the case of p-norms are better than those of 
Willett or Martelli, see Willett [6] for these numbers. Generally, for K near n 
ours are small, while Willetts are small for K small. We note that one can also 
get other disconjugacy tests by taking averages. The proof of Theorem 7 
yields a number larger than 1. Several such numbers have averages which 
again are larger than 1. Thus any convex combination of (i) + (vi) also give 
disconjugacy of ( 17). 
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