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Abstract
Let n = 2m, m odd, e|m, and p odd prime with p ≡ 1 mod 4. Let d = (p
m+1)2
2(pe+1)
. In this paper,
we study the cross-correlation between a p-ary m-sequence {st} of period p
2m−1 and its decimation
{sdt}. Our result shows that the cross-correlation function is six-valued and that it takes the values
in {−1, ±pm − 1, 1±p
e
2
2
pm − 1, (1−p
e)
2
pm − 1}. Also, the distribution of the cross-correlation is
completely determined.
Index Terms. finite field; p-ary m-sequence; decimation; cross-correlation;
1 Introduction
One problem of considerable interest has been to find a decimation value d such that the cross-correlation
between a p-arym-sequence {st} of period pn−1 and its decimation {sdt} is low. When gcd(d, pn−1) =
1, the decimated sequence {sdt} is also an m-sequence of period pn − 1. Basic results on the cross-
correlation between two m-sequences can be found in [1-3]. When gcd(d, pn−1) 6= 1, the sequence {sdt}
has period p
n
−1
gcd(d,pn−1) . For this case, there also are many good results which can be found in [4-7].
In [6], for an odd prime p, Choi, Lim, No, and Chung investigated into the cross-correlation of a p-ary
m-sequence of period pn − 1 and its decimated sequence by d = (pm+1)22(p+1) , where n = 2m and m is odd.
They have shown that the magnitude of the cross-correlation values is upper bounded by p+12 p
n
2 + 1.
Recently, for n = 2m, p ≡ 3 mod 4, Luo, Helleseth, and Kholosha [7] determined the distribution of the
cross-correlation values of a p-ary m-sequence {st} of period pn − 1 and its decimated sequence {sdt}
by d = (p
m+1)2
2(pe+1) , where m is odd and e|m. They derived that the cross-correlation is six-valued.
It is not difficult to observe that the decimation value d in [7] is a generalization of that in [6], i.e.,
for p ≡ 3 mod 4 the result in [6] can be generalized to a more general form. In fact, it can also be
generalized to the case of p ≡ 1 mod 4. In this paper, for p ≡ 1 mod 4, we will combine the machinery
in [5],[7] and [6] to study the cross-correlation between a p-ary m-sequence {st} of period p2m − 1 and
its decimated sequence {sdt} by the same d as that in [7], that is, d = (p
m+1)2
2(pe+1) , e|m and m is odd. We
show that the cross-correlation is also six-valued. And the distribution of the cross correlation values
is determined.
2 Preliminaries
For an odd prime p, let Fpn denote the finite field with p
n elements and F∗pn = Fpn\{0}. The trace
function Trnm from the field Fpn onto the subfield Fpm is defined by
Trnm(x) = x+ x
pm + xp
2m
+ · · ·+ xp(h−1)m ,
where h = n/m.
We will use the following notations in the remaining part of this paper unless otherwise specified.
Let p ≡ 1 mod 4, n = 2m, e|m and d = (pm+1)22(pe+1) , where m is an odd integer. Let α be a primitive
element of Fpn . Then we have gcd(d, p
n − 1) = pm+12 and d(pm+e + 1) ≡ pm + 1 (mod pn − 1) (These
also can refer to [6] or [7]). It should be pointed out that both p
m+1
2 and d are odd when p ≡ 1 mod 4.
A p-ary m-sequence {st} is given by
st = Tr
n
1 (α
t),
where Trn1 is the trace function from Fpn onto Fp.
The periodic cross correlation function Cd(τ) between{st} and {sdt} is defined by
Cd(τ) =
pn−2∑
t=0
ωst+τ−sdt ,
where 0 ≤ τ ≤ pn − 2 and ω is a primitive complex pth root of unity.
Definition 1 ([8]) A quadratic form x1, x2, . . . , xn in n indeterminates over Fp is a homogeneous
polynomial in Fp[x1, x2, . . . , xn] of degree 2, that is,
f(x1, x2, . . . , xn) =
n∑
i,j=1
ai,jxixj with ai,j = aj,i ∈ Fp.
2
The n×n matrix A whose (i, j) entry is ai,j is called the coefficient matrix of f . From [8], we know that
every quadratic form over Fp is equivalent to a diagonal quadratic form a1x
2
1 + a2x
2
2 + · · ·+ arx2r over
Fp, where r ≤ n is called the rank of f . For any b ∈ Fp, the number of solutions of f(x1, x2, . . . , xn) = b
is equal to the number of solutions of a1x
2
1 + a2x
2
2 + · · ·+ arx2r = b. We denote △ = a1a2 · · ·ar, then
△ is called the determinant of f .
Definition 2 ([8]) The quadratic character of Fpn is defined as
η(x) =


1, if x is a nonzero square in GF(pn)
−1, if x is a nonsquare in GF(pn)
0, if x = 0.
Definition 3 ([8]) The canonical additive of Fpn is defined as
χ(x) =
∑
x∈Fpn
ωTr
n
1 (x).
Definition 4 ([8]) The Gaussian sum G(η, χ) of η and χ is defined as
G(η, χ) =
∑
x∈F∗
pn
η(x)χ(x).
3 The ranks of two quadratic forms
In this section, we will give some results to prove our main theorem. First, using the similar method of
[6] or [7], we can get the following four lemmas.
Lemma 1 Let the symbols be defined as in section 2. Then the cross-correlation between {st} and {sdt}
is given by
Cd(τ) = −1 + C(−1, c) = −1 +
∑
x∈Fpn
χ(−xd + cx)
= −1 + 1
2
(
E(−1, c) + E(−αd, cα))
where c = ατ , and E(a, b) =
∑
x∈Fpn
χ(axp
m+1 + bxp
m+e+1). Further, qa,b(x) = Tr
n
1 (ax
pm+1 + bxp
m+e+1)
is a quadratic form over Fp. 
Let ra,b be the rank of the quadratic form qa,b(x). Then the following Lemma can be derived from
Corollary 5 of [6].
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Lemma 2 Let p ≡ 1 mod 4. Let △ is the determinant of qa,b(x), where x ∈ Fpn . Then we have
E(a, b) =
∑
x∈Fnp
ωqa,b(x) = ±pn−
ra,b
2 ,
where ± depends on η(△) and η is the quadratic character of Fp. 
By Lemmas 1 and 2, in order to compute Cd(τ), we need to find the values of r−1,c and r−αd,cα .
The following Lemma which can be found in [6] or [4] gives us a method to compute them.
Lemma 3 ([6],[4]) Let f(x) ∈ Fpn [x] can be expressed as a quadratic form in GF(p)[x1, x2, · · ·xn],
where x ∈ Fpn . Furthermore, let
Y = {y ∈ Fpn : f(x+ y) = f(x) for all x ∈ Fpn}.
Then rank(f)=n− Logp|Y |. 
Using Lemma 3 and the method of [6] or [7], we can get the following lemma.
Lemma 4 Let the symbols be defined as before. Then the number of solutions of qa,b(x + y) = qa,b(x)
for all x ∈ Fpn is equal to the number of solutions of
bp
m+e
yp
2e
+
(
ap
m+e
+ ap
e
)
yp
e
+ by = 0 (1)
in Fpn . Furthermore, Since Eq.(1) is a Fpe -linearized polynomial, we know that the number of the
solutions of it is 1, pe or p2e. Hence, ra,b = n, n−e or n−2e. 
In fact, we can get further result about E(−αd, cα). To this end, we need the following lemmas and
corollary.
Lemma 5 (Theorem 5.30 of [8]) Let the symbols be defined as in section 2. Then
∑
x∈Fpn
χ(ax2) = η(a)G(η, χ),
where a ∈ F∗. 
Lemma 6 (Theorem 5.16 of [8]) Let the symbols be defined as in section 2. Then
G(η, χ) =
{
pm if p
m+1
2 even,
−pm if pm+12 odd.

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Corollary 1 Let the symbols be defined as in section 2. Then we have
∑
x∈Fpn
χ(ax2) = −η(a)pm,
where a ∈ F∗.
Proof: Note that p
m+1
2 is odd when p ≡ 1 mod 4. Combining Lemmas 5 and 6, the result follows. 
Lemma 7 Let the symbols be defined as before. Then
(1) E(−αd, cα) = η(c)pm.
(2) r−αd,cα = n.
Proof: (1) Similar to the proof of Lemma 1 in [7], we can get
E(−αd, cα) =
∑
x∈Fpn
χ(cαx2).
Note that α is a nonsquare in Fpn . By Corollary 1, we can get
E(−αd, cα) = −η(cα)pm = (−1)η(α)η(c)pm = η(c)pm.
(2) By lemma 2 and the above result, we can get that r−αd,cα = n. 
Combining Lemmas 1, 2, 4 and 7, we can get the following corollary.
Corollary 2 Let the symbols be defined as above. Then we have
E(−1, c) ∈ {±pm, ±pm+ e2 , ±pm+e}, E(−αd, cα) ∈ {±pm}
and
C(−1, c) ∈ {0, ±pm, 1± p
e
2
2
pm,
−1± p e2
2
pm,
±(1− pe)
2
pm,
±(1 + pe)
2
pm}.

In fact, we can prove C(−1, c) 6= −1±p
e
2
2 p
m. Before proving it, we need the following lemma.
Lemma 8 ( [9] ) Let gυ(z) = z
pe+1 − υz + υ, where υ ∈ F ∗pn . Then the following results hold.
(1) The Equation gυ(z) = 0 has either 0, 1, 2, or p
e + 1 roots in Fpn .
(2) If gυ(z) = 0 has only one root in Fpn , then c is a square element in Fpn ;
(3) Let N1 denote the number of υ ∈ F ∗pn such that gυ(z) = 0 has only one root in Fpn . Then N1 = pn−e.
(4) If gυ(z) = 0 has only one root z0 in Fpn , then z0 satisfies (z0−1)
pn−1
pe−1 = 1, i.e., z0−1 is a (pe−1)th
power in Fpn . 
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Lemma 9 Let the symbols be defined as before. Then the following two results hold.
(1) If r−1,c = n− e, then c is a square in F ∗pn and E(−αd, cα) = pm. Consequently, we get C(−1, c) 6=
−1±p
e
2
2 p
m.
(2) Let Ne be the number of c
′
s such that r−1,c = n− e, where c ∈ F ∗pn . Then Ne = pm−e(pm + 1).
Proof: (1) Let fc(x) = c
pm+exp
2e−2xpe+cx, y = xpe−1 and z = 2
c
y. By Lemma 4, for r−1,c = n−e, we
know that the equation fc(x) = 0 has p
e − 1 nonzero solutions in F ∗pn and that any two such solutions
x1, x2 satisfy x
pe−1
1 = x
pe−1
2 , i.e., gc(y) = c
pm+eyp
e+1 − 2y + c = 0 has only one solution y0 and y0 is a
(pe − 1)th power in F ∗pn . Further, gc(y) = 0 has only one solution in F ∗pn if and only if gυ(z) = 0 has
only one solution z0 ∈ F ∗pn , where υ = 4c(pm+1)pe . Note that c = ατ and that β = αp
m+1 is a primitive
element in Fpm . Then we have c
pm+1 = βτ and υ = 4β−τp
e ∈ F ∗pm . By the same argument as that of
Lemma 4 in [7], we can get that gυ(z) = 0 has only one root in F
∗
pn if and only if gυ(z) = 0 has only
one root in F ∗pm . By Lemma 8 (2), when gυ(z) = 0 has only one root in F
∗
pm the element υ is a square
in F ∗pm , which implies that τ is even and that c is a square in Fpn .
(2) Since υ = 4
c(p
m+1)pe =
(
2
cp
e
)pm+1 ∈ F ∗pm , then υ runs through pm + 1 times all the elements in
F ∗pm when c runs through all the nonzero element in F
∗
p2m . By Lemma 8 (3), there are p
m−e υ
′
s such
that gυ(z) = 0 has only one root in F
∗
pm when υ runs through all the elements in F
∗
pm . Hence, there are
pm−e(pm + 1) c
′
s in F ∗
p2m
such that gυ(z) = 0 has only one root in F
∗
pm . By the argument of (1), there
also are pm−e(pm+1) c
′
s such that gc(y) = 0 has only one root in F
∗
pn . Let c0 be any one of p
m−e(pm+1)
c
′
s and let y0 ∈ F ∗p2m be the only root of gc0(y) = 0. Next, we will prove that y0 must be a (pe − 1)th
power in F ∗p2m , i.e., y
p2m−1
pe−1
0 = 1. Let z0 =
2
c0
y0 ∈ F ∗pm . Then zp
e+1
0 − 4c(pm+1)pe0 z0 +
4
c
(pm+1)pe
0
= 0, i.e.,
z0 − 1 = c
(pm+1)pe
0 z
pe+1
0
4 . By Lemma 8 (4), (z0 − 1)
pm−1
pe−1 =
(
c
(pm+1)pe
0 z
pe+1
0
4
) pm−1
pe−1
=
(
c
pm+1
0 z
2
0
4
) pm−1
pe−1
=
(
c
pm+1
0 (
2
c0
y0)
2
4
) pm−1
pe−1
=
(
cp
m
−1
0 y
2
0
) pm−1
pe−1
= 1, which implies that there exists an element θ ∈ Fpm such
that cp
m
−1
0 y
2
0 = θ
pe−1, i.e., y
pn−1
pe−1
0 =
[
θp
e
−1
c
pm−1
0
] pn−1
2(pe−1)
= θ
(pm−1)·
pm+1
2
c
pm−1
pe−1
pn−1
2
0
= 1[
c
pn−1
2
0
] pm−1
pe−1
= 1. By the result
of (1), we know that c0 is a square in Fpn , then c
pn−1
2
0 = 1. Hence, we have y
pn−1
pe−1
0 = 1, i.e., y0 is a
(pe− 1)th power in Fpn . The result follows. 
In the next section, we will find the equations which are satisfied by E(−1, c) and C(−1, c) in order
to determine the distribution of C(−1, c) or Cd(τ).
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4 The distribution of Cd(τ)
First, using the method of [5],we can get the following Lemma.
Lemma 10 Let the symbols be defined as above. We have the following results:
(1)
∑
c∈F
p2m
E(−1, c) = p2m; E(−1, 0) = −pm;
(2)
∑
c∈F
p2m
[E(−1, c)]2 = (2p2m − 1)p2m;
(3)
∑
c∈F
p2m
C(−1, c) = p2m; C(−1, 0) = 12 (pm − 1)pm;
(4)
∑
c∈F
p2m
[C(−1, c)]2 = p4m. 
Corollary 3 Let Ni = |{c ∈ F∗pn |r−1,c = n− i}|, where i = 0, e, 2e. Then we have
N0 =
(pm+2e − pm+e − pm − p2e + 2)(pm + 1)
p2e − 1 ,
Ne = p
m−e(pm + 1),
N2e =
(pm−e − 1)(pm + 1)
p2e − 1 .
Proof: By Lemma 9 (2), we know that Ne = p
m−e(pm + 1). Note that N0 + Ne + N2e = p
2m − 1.
Further, by Lemma 10 (2), we have
N0 +Nep
e +N2ep
2e = 2(p2m − 1).
Straightforward calculation gives the result. 
Combining the machinery in [5], [7] and [6], we have the following results.
Lemma 11 Let the symbols be defined as above. Then
(1)
∑
c∈F
p2m
[E(−1, c)]3 = (−p2m + pm+e + pe)p3m.
(2)
∑
c∈F
p2m
[C(−1, c)]3 = 18p3m(p3m − p2m + pm+e + 6pm + pe).
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Corollary 4 Let Ni,ǫ = |{c ∈ F∗pn |E(−1, c) = ǫpm+
i
2 }|, where i = 0, e, 2e and ǫ = ±1. Then we have
N0,1 =
(pm+e − 1)(pm + 1)
2(pe + 1)
, N0,−1 =
(pm+e − 2pm − 2pe + 3)(pm + 1)
2(pe − 1) ,
Ne,1 = Ne,−1 =
1
2
pm−e(pm + 1),
N2e,1 = 0, N2e,−1 =
(pm−e − 1)(pm + 1)
p2e − 1 .
Proof: Using Corollary 3, Lemma 10 (1) and Lemma 11 (1), we know that
N0,1 +N0,−1 = N0 =
(pm+2e − pm+e − pm − p2e + 2)(pm + 1)
p2e − 1 ,
Ne,1 +Ne,−1 = Ne = p
m−e(pm + 1),
N2e,1 +N2e,−1 = N2e =
(pm−e − 1)(pm + 1)
p2e − 1 .
(N0,1 −N0,−1) + p e2 (Ne,1 −Ne,−1) + pe(N2e,1 −N2e,−1) = pm + 1, (2)
(N0,1 −N0,−1) + p 3e2 (Ne,1 −Ne,−1) + p3e(N2e,1 −N2e,−1) = (pm + 1)(−pm + pe + 1). (3)
Note that both p
e
2 and p
3e
2 are irrational numbers. Eqs. (2) and (3) imply that Ne,1 = Ne,−1.
Straightforward calculation gives the result. 
Theorem 1 Let n = 2m, e|m, where m is odd. Let p ≡ 1 mod 4 and d = (pm−1)22(pe+1) . Then we get the
distribution of the cross correlation Cd(τ) in the following.
− 1 occurs (p
m+e − 2pm − 2pe + 3)(pm + 1)
2(pe − 1) times
pm − 1 occurs (p
e − 1)(pm + 1)2
4(pe + 1)
times
− pm − 1 occurs p
2m − 1
4
times
1± p e2
2
pm − 1 occurs 1
2
pm−e(pm + 1) times
1− pe
2
pm − 1 occurs (p
m−e − 1)(pm + 1)
p2e − 1 times
Proof: For convenience, we denote
Ni,ǫ1,ǫ2 = |{c ∈ F ∗p2m |E(−1, c) = ǫ1pm+
i
2 and E(−αd, cα) = ǫ2pm}|,
8
where i ∈ {0, e, 2e}, ǫ1 = ±1, and ǫ2 = ±1. By Lemma 9 (1), we know that
Ne,1,−1 = Ne,−1,−1 = 0. (4)
On the other hand, by Corollary 4, we know that
Ne,1 = Ne,1,1 +Ne,1,−1 = Ne,−1 = Ne,−1,1 +Ne,−1,−1 =
1
2
pm−e(pm + 1),
then we can get
Ne,1,1 = Ne,−1,1 =
1
2
pm−e(pm + 1). (5)
Again, by Corollary 4, we can get
N0,1,1 +N0,1,−1 = N0,1 =
(pm+e − 1)(pm + 1)
2(pe + 1)
, (6)
N0,−1,1 +N0,−1,−1 = N0,−1 =
(pm+e − 2pm − 2pe + 3)(pm + 1)
2(pe − 1) , (7)
N2e,1,1 +N2e,1,−1 = N2e,1 = 0, (8)
N2e,−1,1 +N2e,−1,−1 = N2e,−1 =
(pm−e − 1)(pm + 1)
p2e − 1 (9)
Further, by Lemma 10 (3),(4) and Lemma 11 (2), we can get
(N0,1,1 −N0,−1,−1) + 1− p
e
2
N2e,−1,1 − 1 + p
e
2
N2e,−1,−1
=
1
2
(−pm−e + 1)(pm + 1), (10)
(N0,1,1 +N0,−1,−1) + (
1− pe
2
)2N2e,−1,1 + (
1 + pe
2
)2N2e,−1,−1
=
1
4
(2pm − pm−e − 1)(pm + 1) (11)
(N0,1,1 −N0,−1,−1) + (1− p
e
2
)3N2e,−1,1 − (1 + p
e
2
)3N2e,−1,−1
=
1
8
(2pm + pe + 1)(pm + 1). (12)
Combining Eqs. (4.40-4.48), we can get the result. 
Remark 1 For p = 5 and e = 1 in Theorem 1, the magnitude of the cross-correlation is upper bounded
by 2
√
pn + 1. This is meaningful in CDMA communication systems.
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