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This paper is concerned with an operator equation Ax + Bx + Cx = x on ordered Banach
spaces, where A is an increasing α-concave operator, B is an increasing sub-homogeneous
operator and C is a homogeneous operator. The existence and uniqueness of its positive
solutions is obtained by using the properties of cones and a ﬁxed point theorem for
increasing general β-concave operators. As applications, we utilize the ﬁxed point theorems
obtained in this paper to study the existence and uniqueness of positive solutions for two
classes nonlinear problems which include fourth-order two-point boundary value problems
for elastic beam equations and elliptic value problems for Lane–Emden–Fowler equations.
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1. Introduction and preliminaries
Because of the crucial role played by nonlinear equations in the applied science as well as in mathematics, nonlinear
functional analysis has been an active area of research, and nonlinear operators which arise in the connection with nonlinear
differential and integral equations have been extensively studied over the past several decades (see, for instance, [2,3,5,23,
35–37,40]). The existence and uniqueness of positive solutions to nonlinear operator equations is very important in theory
and applications. Many authors have studied this problem, for a small sample of such work, we refer the reader to works
[4,6,9,21,22,27,30,38,42]. This paper considers the existence and uniqueness of positive solutions to the following operator
equation on ordered Banach spaces
Ax+ Bx+ Cx = x, (1.1)
where A is an increasing α-concave operator, B is an increasing sub-homogeneous operator and C is a homogeneous
operator. To our knowledge, the ﬁxed point results on the operator equation (1.1) with α-concave, sub-homogeneous and
homogeneous operators are still very few. So it is worthwhile to investigate the operator equation (1.1). In this paper, using
the properties of cones and a ﬁxed point theorem for increasing general β-concave operators, we obtain some existence
and uniqueness results of positive solutions for the operator equation (1.1). To demonstrate the applicability of our abstract
results, we give, in the last two sections of the paper, some simple applications to nonlinear elastic beam equations and
Lane–Emden–Fowler equations.
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suggest that one refer to [4,12,19,39] for details.
1.1. Some basic deﬁnitions and notations
Suppose that E is a real Banach space which is partially ordered by a cone P ⊂ E , i.e., x y if and only if y − x ∈ P . If
x  y and x = y, then we denote x < y or y > x. By θ we denote the zero element of E . Recall that a non-empty closed
convex set P ⊂ E is a cone if it satisﬁes (i) x ∈ P , λ 0 ⇒ λx ∈ P ; (ii) x ∈ P , −x ∈ P ⇒ x = θ .
Putting P˚ = {x ∈ P | x is an interior point of P }, a cone P is said to be solid if P˚ is non-empty. Moreover, P is called
normal if there exists a constant N > 0 such that, for all x, y ∈ E , θ  x y implies ‖x‖ N‖y‖; in this case N is called the
normality constant of P . If x1, x2 ∈ E , the set [x1, x2] = {x ∈ E | x1  x x2} is called the order interval between x1 and x2.
We say that an operator A : E → E is increasing (decreasing) if x y implies Ax Ay (Ax Ay).
For all x, y ∈ E , the notation x ∼ y means that there exist λ > 0 and μ > 0 such that λx  y  μx. Clearly, ∼ is an
equivalence relation. Given h > θ (i.e., h  θ and h = θ ), we denote by Ph the set Ph = {x ∈ E | x ∼ h}. It is easy to see that
Ph ⊂ P .
1.2. Some deﬁnitions of operators and properties
Deﬁnition 1.2.1. Let D = P or D = P˚ and α be a real number with 0 α < 1. An operator A : P → P is said to be α-concave
if it satisﬁes
A(tx) tα Ax, ∀t ∈ (0,1), x ∈ D. (1.2.1)
Notice that the deﬁnition of an α-concave operator mentioned above is different from that in [19], because we need not
require the cone to be solid in general.
Deﬁnition 1.2.2. An operator A : E → E is said to be homogeneous if it satisﬁes
A(λx) = λAx, ∀λ > 0, x ∈ E.
An operator A : P → P is said to be sub-homogeneous if it satisﬁes
A(tx) t Ax, ∀t ∈ (0,1), x ∈ P . (1.2.2)
Theorem 1.2.3. (See [39].) Assume that cone P is normal and operator T satisﬁes:
(D1) T : Ph → Ph is increasing in Ph;
(D2) for any x ∈ Ph and t ∈ (0,1), there exists β(t) ∈ (0,1) such that T (tx) tβ(t)T x;
(D3) for every x0 ∈ P , there is a constant l 0 such that x0 ∈ [θ, lh].
Then operator equation x = T x+ x0 has a unique solution in Ph.
Remark 1.2.1. An operator T is said to be general β-concave if T satisﬁes (D2).
Lemma 1.2.4. (See [19].) Let P be a normal cone in E. The following conclusion holds:
for every sequence xn, yn, zn ∈ E satisfying xn  zn  yn (n = 1,2, . . .) and ‖xn − x‖ → 0,‖yn − x‖ → 0 (n → ∞), then
‖zn − x‖ → 0 (n → ∞).
2. Fixed point theorems
In this section we consider the existence and uniqueness of positive solutions for the operator equation (1.1). We always
assume that E is a real Banach space with a partial order introduced by a normal cone P of E . Take h ∈ E , h > θ , Ph is
given as in Section 1.1.
Theorem 2.1. Let A : P → P be an increasing α-concave operator, B : P → P be an increasing sub-homogeneous operator and
C : P → P be an increasing homogeneous operator. Assume that
(i) there is h > θ such that Ah ∈ Ph, Bh ∈ Ph and Ch ∈ Ph;
(ii) there exist two constants δ1, δ2 > 0 such that Ax δ1Bx+ δ2Cx, ∀x ∈ P .
Then the operator equation (1.1) has a unique solution x∗ in Ph. Moreover, constructing successively the sequence yn = Ayn−1 +
Byn−1 + C yn−1 , n = 1,2, . . . for any initial value y0 ∈ Ph, we have yn → x∗ as n → ∞.
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λ1h Ah λ2h, μ1h Bhμ2h, ν1h Ch ν2h.
Then we have
(λ1 + μ1 + ν1)h Ah + Bh + Ch (λ2 + μ2 + ν2)h.
So Ah+ Bh+ Ch ∈ Ph . Deﬁne an operator T = A + B + C by T x = Ax+ Bx+ Cx. Then T : P → P and Th ∈ Ph . Next we show
that T : Ph → Ph . From (1.2.1) and (1.2.2), we have
A
(
1
t
x
)
 1
tα
Ax and B
(
1
t
x
)
 1
t
Bx for t ∈ (0,1), x ∈ P .
For any x ∈ Ph , we can choose a suﬃciently small number t0 ∈ (0,1) such that
t0h x
1
t0
h. (2.1)
Note that T : P → P is increasing and from (2.1), we have
T x = Ax+ Bx+ Cx A
(
1
t0
h
)
+ B
(
1
t0
h
)
+ C
(
1
t0
h
)
 1
t0α
Ah + 1
t0
Bh + 1
t0
Ch
(
λ2
tα0
+ μ2
t0
+ ν2
t0
)
h,
T x = Ax+ Bx+ Cx A(t0h) + B(t0h) + C(t0h)
 tα0 Ah + t0Bh + t0Ch
(
tα0 λ1 + t0μ1 + t0ν1
)
h.
Evidently, λ2tα0
+ μ2t0 +
ν2
t0
, tα0 λ1 + t0μ1 + t0ν1 > 0. Thus T x ∈ Ph; that is, T : Ph → Ph . Moreover, A : Ph → Ph , B : Ph → Ph and
C : Ph → Ph . In the following, we show that there exists β0(t) ∈ (α,1) with respect to t such that
T (tx) tβ0(t)T x, ∀t ∈ (0,1), x ∈ Ph. (2.2)
Let δ0 = min{δ1, δ2}. Then from (ii), Ax δ0(Bx+ Cx), x ∈ P .
Consider the following function:
f (t) = t
β − t
tα − tβ , ∀t ∈ (0,1), where β ∈ (α,1).
It is easy to prove that f is increasing in (0,1) and
lim
t→0+
f (t) = 0, lim
t→1−
f (t) = 1− β
β − α .
Further, ﬁxing t ∈ (0,1), we have
lim
β→1−
f (t) = lim
β→1−
tβ − t
tα − tβ = 0.
So there exists β0(t) ∈ (α,1) with respect to t such that
tβ0(t) − t
tα − tβ0(t)  δ0, t ∈ (0,1).
Hence we have
Ax δ0(Bx+ Cx) t
β0(t) − t
tα − tβ0(t) (Bx+ Cx), ∀t ∈ (0,1), x ∈ Ph.
Then we obtain
tα Ax+ tBx+ tCx tβ0(t)(Ax+ Bx+ Cx), ∀t ∈ (0,1), x ∈ Ph.
Consequently, for any t ∈ (0,1) and x ∈ Ph ,
T (tx) = A(tx) + B(tx) + C(tx) tα Ax+ tBx+ tCx
 tβ0(t)(Ax+ Bx+ Cx) = tβ0(t)T x.
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operator equation (1.1) has a unique solution x∗ in Ph .
Now we construct successively the sequence yn = Ayn−1 + Byn−1 + C yn−1, n = 1,2 . . . for any initial point y0 ∈ Ph . Since
y0 ∈ Ph and T y0 ∈ Ph , we can choose a suﬃciently small number t0 ∈ (0,1) such that
t0 y0  T y0 
1
t0
y0. (2.3)
Note that 0 < β0(t0) < 1, we can also take a positive integer k such that
k >
1
1− β0(t0) . (2.4)
Put u0 = tk0 y0, v0 = 1tk0 y0. Evidently, u0, v0 ∈ Ph and u0  y0  v0.
By the monotonicity of T , we have Tu0  T v0. Further, combining condition (2.2) with (2.3), we have
T u0 = T
(
tk0 y0
)= T (t0 · tk−10 y0) tβ0(t0)0 T (tk−10 y0)
= tβ0(t0)0 T
(
t0 · tk−20 y0
)
 tβ0(t0)0 · tβ0(t0)0 T
(
tk−20 y0
)
 · · ·

(
tβ0(t0)0
)k
T y0 
(
tβ0(t0)0
)k
t0 y0 = tkβ0(t0)+10 y0.
By (2.4), one obtains k − kβ0(t0) > 1, that is, kβ0(t0) + 1 < k. Thus
tkβ0(t0)+10 > t
k
0. (2.5)
Therefore,
T u0  tkβ0(t0)+10 y0 > t
k
0 y0 = u0.
By (2.2), we get
T
(
1
t
x
)
 1
tβ0(t)
T x, ∀t ∈ (0,1), x ∈ Ph.
Thus we have
T v0 = T
(
1
tk0
y0
)
= T
(
1
t0
· 1
tk−10
y0
)
 1
tβ0(t0)0
T
(
1
tk−10
y0
)
= 1
tβ0(t0)0
T
(
1
t0
· 1
tk−20
y0
)
 1
tβ0(t0)0
· 1
tβ0(t0)0
T
(
1
tk−20
y0
)
 · · ·
 1(
tβ0(t0)0
)k T y0  1tkβ0(t0)+10
y0.
An application of (2.5) implies
T v0 
1
tkβ0(t0)+10
y0 
1
tk0
y0 = v0.
Thus we have u0  Tu0  T v0  v0. Let un = Tun−1, vn = T vn−1, n = 1,2, . . . , then un  yn  vn . Using the same proof of
Theorem 1.3 in [39], we can easily obtain that there exists y∗ ∈ Ph such that
T y∗ = y∗, lim
n→∞un = limn→∞ vn = y
∗.
Thus from Lemma 1.2.4, yn → y∗ (n → ∞). By the uniqueness of ﬁxed points of the sum operator T in Ph , we get
x∗ = y∗ . 
From the proof of Theorem 2.1, we can easily prove the following conclusion.
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Assume that
(i) there is h > θ such that Ah ∈ Ph and Bh ∈ Ph;
(ii) there exists a constant δ0 > 0 such that Ax δ0Bx, ∀x ∈ P .
Then operator equation Ax+ Bx = x has a unique solution x∗ in Ph. Moreover, constructing successively the sequence yn = Ayn−1 +
Byn−1 , n = 1,2, . . . for any initial value y0 ∈ Ph, we have yn → x∗ as n → ∞.
Remark 2.1. (1) In Theorem 2.1, if the operator C satisﬁes that C : P → P is linear, then C is an increasing sub-homogeneous
operator. (2) Generally speaking, a sub-homogeneous operator does not guarantee a ﬁxed point. In [31], Nussbaum discussed
the operator which is the sum of a sub-homogeneous operator and an α-concave operator, and proved the convergence
property under the assumption of the existence of a normalized eigenvector. When E is a ﬁnite dimensional space, he
proved the existence of the unique normalized eigenvector. Our aim here is to discuss the conditions which guarantee
the existence and uniqueness of a ﬁxed point for the sum of an α-concave operator, a sub-homogeneous operator and a
homogeneous operator in a general ordered Banach space. (3) Under the conditions of Theorem 2.1, from the proof, we can
prove the existence of upper and lower solutions for the sum operator A + B + C . Take h ∈ P˚ , then Ph = P˚ . If we suppose
that operator A : Ph → Ph or A : P˚ → P˚ with P as a solid cone, then Ah ∈ Ph is automatically satisﬁed.
This shows the following corollaries.
Corollary 2.1. Let h > θ and A : Ph → Ph be an increasing α-concave operator, B : Ph → Ph be an increasing sub-homogeneous
operator and C : Ph → Ph be an increasing homogeneous operator. Assume that there exist two constants δ1, δ2 > 0 such that Ax
δ1Bx+δ2Cx, ∀x ∈ Ph. Then the operator equation (1.1) has a unique solution x∗ in Ph. Moreover, constructing successively the sequence
yn = Ayn−1 + Byn−1 + C yn−1 , n = 1,2, . . . for any initial value y0 ∈ Ph, we have yn → x∗ as n → ∞.
Corollary 2.2. Let P be a solid cone and A : P˚ → P˚ be an increasingα-concave operator, B : P˚ → P˚ be an increasing sub-homogeneous
operator and C : P˚ → P˚ be an increasing homogeneous operator. Assume that there exist two constants δ1, δ2 > 0 such that Ax 
δ1Bx+ δ2Cx, ∀x ∈ P˚ . Then the operator equation (1.1) has a unique solution x∗ in P˚ . Moreover, constructing successively the sequence
yn = Ayn−1 + Byn−1 + C yn−1 , n = 1,2, . . . for any initial value y0 ∈ P˚ , we have yn → x∗ as n → ∞.
Corollary 2.3. Let A : P → P be an increasing α-concave operator, B : P → P be an increasing sub-homogeneous operator and
C : P → P be an increasing homogeneous operator. Assume that
(i) there is h > θ such that Ah ∈ Ph, Bh ∈ Ph and Ch ∈ Ph;
(ii) there exist two constants δ1, δ2 > 0 such that Ax δ1Bx+ δ2Cx, ∀x ∈ P .
Then the operator equation Ax+ Bx+ Cx = λx has a unique solution x∗λ in Ph for any given λ > 0. Moreover, constructing successively
the sequence yn = 1λ (Ayn−1 + Byn−1 + C yn−1), n = 1,2, . . . for any initial value y0 ∈ Ph, we have yn → x∗λ as n → ∞.
Corollary 2.4. Let h > θ and A : Ph → Ph be an increasing α-concave operator and B : Ph → Ph be an increasing sub-homogeneous
operator. Assume that there exists a constant δ0 > 0 such that Ax δ0Bx, ∀x ∈ Ph. Then operator equation Ax+ Bx = x has a unique
solution x∗ in Ph. Moreover, constructing successively the sequence yn = Ayn−1 + Byn−1 , n = 1,2, . . . for any initial value y0 ∈ Ph,
we have yn → x∗ as n → ∞.
Corollary 2.5. Let P be a solid cone and A : P˚ → P˚ be an increasing α-concave operator and B : P˚ → P˚ be an increasing sub-
homogeneous operator. Assume that there exists a constant δ0 > 0 such that Ax δ0Bx, ∀x ∈ P˚ . Then operator equation Ax+ Bx = x
has a unique solution x∗ in P˚ . Moreover, constructing successively the sequence yn = Ayn−1 + Byn−1 , n = 1,2, . . . for any initial
value y0 ∈ P˚ , we have yn → x∗ as n → ∞.
Corollary 2.6. Let A : P → P be an increasing α-concave operator and B : P → P be an increasing sub-homogeneous operator.
Assume that
(i) there is h > θ such that Ah ∈ Ph and Bh ∈ Ph;
(ii) there exists a constant δ0 > 0 such that Ax δ0Bx, ∀x ∈ P .
Then operator equation Ax + Bx = λx has a unique solution x∗λ in Ph for any given λ > 0. Moreover, constructing successively the
sequence yn = 1λ (Ayn−1 + Byn−1), n = 1,2, . . . for any initial value y0 ∈ Ph, we have yn → x∗λ as n → ∞.
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We now illustrate how the results of Section 2 can be used in the study of certain boundary value problems. We study
the existence and uniqueness of positive solutions for the following fourth-order two-point boundary value problem for
elastic beam equations
⎧⎨
⎩
u′′′′(t) = f (t,u(t)), 0 t  1,
u(0) = u′(0) = 0,
u′′(1) = 0, u′′′(1) = g(u(1)),
(3.1)
where f ∈ C([0,1] × R) and g ∈ C(R) are real functions. The problem (3.1) models an elastic beam of length 1 subject to
a nonlinear foundation given by the function f . The ﬁrst boundary condition u(0) = u′(0) = 0 means that the left end of
the beam is ﬁxed. The boundary condition u′′(1) = 0, u′′′(1) = g(u(1)) means that the right end of the beam is attached
to a bearing device, given by the function g . Fourth-order two-point boundary value problems are useful for mechanics of
materials because the problems usually characterize the deformations of an elastic beam. The existence and multiplicity of
positive solutions for the elastic beam equations have been studied extensively, see for example [3,7,18,28,29,35,37,40] and
references therein. But in the existing literature, there are few papers concerned with the uniqueness of positive solutions. In
this section, we apply Theorem 2.2 to study the fourth-order two-point boundary value problem for elastic beam equations
(3.1).
In what follows, for the sake of convenience, set E = C[0,1], the Banach space of continuous functions on [0,1] with the
norm ‖y‖ = max{|y(t)|: t ∈ [0,1]}. P = {y ∈ C[0,1] | y(t) 0, t ∈ [0,1]}.
G(t, s) = 1
6
{
s2(3t − s), 0 s t  1,
t2(3s − t), 0 t  s 1. (3.2)
It is clear that P is a normal cone of which the normality constant is 1, Ph is given as in Section 1.1. Moreover, it is easy to
prove that G(t, s) 0 and
1
3
t2s2  G(t, s) 1
2
t2s for (t, s) ∈ [0,1] × [0,1]. (3.3)
Theorem 3.1. Assume that
(H1) f (t,u) : [0,1] × [0,+∞) → [0,+∞) is continuous and g : [0,+∞) → (−∞,0] is continuous, decreasing;
(H2) f (t,u) is increasing in u ∈ [0,+∞) for ﬁxed t ∈ [0,1] and there exists a constant α ∈ (0,1) such that
f (t, λu) λα f (t,u), ∀t ∈ [0,1], λ ∈ (0,1), u ∈ [0,+∞);
(H3) for any λ ∈ (0,1) and u ∈ [0,+∞), g(λu) λg(u);
(H4) g(1) < 0 and there exists a constant ζ > 0 such that
−g(u) ζ  2
3
1∫
0
s2 f (s,0)ds, u  0.
Then the problem (3.1) has a unique positive solution u∗ in Ph, where h(t) = t2 , t ∈ [0,1]. Moreover, for any u0 ∈ Ph, constructing
successively the sequence
un+1(t) =
1∫
0
G(t, s) f
(
s,un(s)
)
ds − g(un(1))
(
1
2
t2 − 1
6
t3
)
, n = 0,1,2, . . . ,
we have ‖un − u∗‖ → 0 as n → ∞.
Proof. To begin with, it is easy to see that the problem (3.1) has an integral formulation given by
u(t) =
1∫
0
G(t, s) f
(
s,u(s)
)
ds − g(u(1))
(
1
2
t2 − 1
6
t3
)
,
where G(t, s) is given as in (3.2).
394 C. Zhai, D.R. Anderson / J. Math. Anal. Appl. 375 (2011) 388–400Deﬁne two operators A : P → E and B : P → E by
(Au)(t) =
1∫
0
G(t, s) f
(
s,u(s)
)
ds, (Bu)(t) = −g(u(1))
(
1
2
t2 − 1
6
t3
)
.
It is easy to prove that u is the solution of the problem (3.1) if and only if u = Au+ Bu. From (H1), we know that A : P → P
and B : P → P . Further, it follows from (H1), (H2) that the two operators A and B are increasing in P . For any λ ∈ (0,1)
and u ∈ P , by (H2) we obtain
A(λu)(t) =
1∫
0
G(t, s) f
(
s, λu(s)
)
ds
 λα
1∫
0
G(t, s) f
(
s,u(s)
)
ds = λα Au(t).
That is, A(λu)  λα Au for λ ∈ (0,1), u ∈ P . So the operator A is α-concave. Also, for any λ ∈ (0,1) and u ∈ P , from (H3)
we know that
B(λu)(t) = −g(λu(1))
(
1
2
t2 − 1
6
t3
)
−λg(u(1))
(
1
2
t2 − 1
6
t3
)
= λBu(t),
that is, B(λu) λBu for λ ∈ (0,1), u ∈ P . So the operator B is sub-homogeneous. Next we show that Ah ∈ Ph and Bh ∈ Ph .
In fact, from (3.3)
Ah(t) =
1∫
0
G(t, s) f
(
s,h(s)
)
ds =
1∫
0
G(t, s) f
(
s, s2
)
ds

1∫
0
1
2
t2sf (s,1)ds = t2 · 1
2
1∫
0
sf (s,1)ds,
and
Ah(t)
1∫
0
1
3
t2s2 f (s,0)ds = t2 · 1
3
1∫
0
s2 f (s,0)ds.
From (H4), we have
1∫
0
sf (s,1)ds 
1∫
0
s2 f (s,0)ds > 0,
and thus Ah ∈ Ph . Since g(1) < 0 and
Bh(t) = −g(h(1))
(
1
2
t2 − 1
6
t3
)
−g(1) · 1
2
t2,
Bh(t) = −g(h(1))
(
1
2
t2 − 1
6
t3
)
−g(1) · 1
3
t2,
we have Bh ∈ Ph . Hence the condition (i) of Theorem 2.2 is satisﬁed. In the following we show the condition (ii) of Theo-
rem 2.2 is also satisﬁed. For u ∈ P , from (3.3) and (H4),
(Au)(t) =
1∫
0
G(t, s) f
(
s,u(s)
)
ds 1
3
t2
1∫
0
s2 f (s,0)ds
 1
2
t2ζ −g(u(1))
(
1
2
t2 − 1
6
t3
)
= (Bu)(t).
Take δ0 ∈ (0,1]. Then we get Au  δ0Bu, u ∈ P . So the conclusion of Theorem 3.1 follows from Theorem 2.2. 
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g(u) =
{−u − a, 0 u  b,
−a − b, u  b,
where α ∈ (0,1), a,b > 0 and ϕ : [0,1] → [0,+∞) is continuous, and satisﬁes
1∫
0
s2ϕ(s)ds 3
2
(a + b).
Here we take ζ = a + b, then
−g(u) ζ  2
3
1∫
0
s2ϕ(s)ds = 2
3
1∫
0
s2 f (s,0)ds, u  0.
Evidently, functions f (t,u) = u 12 + 4t + 18, (t,u) ∈ [0,1] × [0,+∞) and
g(u) =
{−u − 1, 0 u  3,
−4, u  3,
satisfy the above conditions with α = 12 , a = 1, b = 3 and ϕ(t) = 4t + 18; (ii) let f (t,u) = u
1
4 + 36, u ∈ [0,+∞) and
g(u) =
⎧⎨
⎩
−u, 0 u  1,
−u 13 , 1 u  512,
−8, u  512.
Here we take α = 13 , ζ = 8, then (H1)–(H4) are satisﬁed.
(2) We can give a simple example to illustrate Theorem 3.1. Let f (t,u) ≡ 1, g(u) ≡ − 19 . Then the problem (3.1) has a
unique solution
u(t) = t2
(
1
24
t2 − 5
27
t + 11
36
)
, t ∈ [0,1].
We can obtain that
35
216
t2  u(t) 11
36
t2, t ∈ [0,1].
So the unique solution u is a positive solution and satisﬁes u ∈ Ph = Pt2 .
4. Applications to nonlinear Lane–Emden–Fowler equations
Let Ω be a bounded domain with smooth boundary in RN (N  1). Consider the following singular Dirichlet problem for
the Lane–Emden–Fowler equation:⎧⎨
⎩
−u = f (x,u) + g(x,u), x ∈ Ω,
u(x) > 0, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(4.1)
where the nonlinear terms f (x,u), g(x,u) are allowed to be singular on ∂Ω .
The problem (4.1) arises in the study of non-Newtonian ﬂuids, boundary layer phenomena for viscous ﬂuids, chemical
heterogeneous catalysts, as well as in the theory of heat conduction in electrically materials (see [11,14,15,17]). The theory
of singular elliptic boundary value problems for partial differential equations has become an important area of investiga-
tion in the past three decades, see [10,11,13–17,20,24,26,32,33,41] and references therein. By means of sub-supersolutions
and various techniques related to the maximum principle for elliptic equations, some existence and nonexistence results,
a unique positive solution are established. However, to our knowledge, the results on the existence and uniqueness of posi-
tive solutions for the general singular elliptic equation are still very few. The purpose here is to establish the existence and
uniqueness of positive solutions to the singular Dirichlet problem for the Lane–Emden–Fowler equation (4.1). Different from
the above works mentioned, we will use Corollary 2.4 to show the existence and uniqueness of positive solutions for the
problem (4.1).
Throughout this section, denote by Wk,l(Ω) the Sobolev space (see [1]), where l > 1 and k is a nonnegative integer. And
denote by ϕ1 and λ1 the ﬁrst eigenfunction and the ﬁrst eigenvalue of the following eigenvalue problem −ϕ = λϕ in Ω ,
396 C. Zhai, D.R. Anderson / J. Math. Anal. Appl. 375 (2011) 388–400and ϕ|∂Ω = 0. For convenience, we assume that ϕ1(x)  0 in Ω¯ . Moreover, it is well known that (see for instance [34])
there exist two positive constants C2, C3 such that the ﬁrst eigenvalue function satisﬁes
0 < C2  ϕ1(x)
[
d(x)
]−1  C3, x ∈ Ω, (4.2)
where d(x) = dist(x, ∂Ω).
Lemma 4.1. (See [8].) Let Ω be a bounded domain with smooth boundary in RN (N  1). If the operator − + k is coercive (that is,
k > −λ1) and u ∈ L1loc(Ω) satisﬁes{−u + ku  0, x ∈ Ω,
u(x) 0, x ∈ Ω¯,
then either u(x) ≡ 0 or u(x)  C0d(x), x ∈ Ω , where d(x) = dist(x, ∂Ω) and C0 is a positive constant depending only upon N, Ω
and k.
The above result is originally due to G. Stampacchia (see [8]), which plays an important role in the proof of the following
main result.
Theorem 4.1. Assume that
(S1) f (x,u), g(x,u) are nonnegative on Ω × (0,+∞) and there exists a constant δ > 0 such that f (x,u)  δg(x,u) for Ω ×
(0,+∞);
(S2) f (x,u), g(x,u) are Hölder continuous in the variable x with the Hölder exponent γ ∈ (0,1) for each u ∈ (0,+∞) and are
continuous in the variable u for each x ∈ Ω;
(S3) f (x,u), g(x,u) are increasing in u for each x and, for any t ∈ (0,1), there exists a constant α ∈ (0,1) such that
f (x, tu) tα f (x,u), g(x, tu) tg(x,u) for any u ∈ (0,+∞); (4.3)
(S4) f (x,u), g(x,u) satisfy the conditions of integrability, i.e.,∫
Ω
f
(
x,ϕ1(x)
)l
dx < +∞,
∫
Ω
g
(
x,ϕ1(x)
)l
dx < +∞ for some l > N. (4.4)
Then the problem (4.1) has a unique positive solution u∗ ∈ C1,β (Ω¯) with β = 1− Nl .
Proof. For the sake of convenience, set E = C(Ω¯), the Banach space of continuous functions on Ω¯ with the norm ‖u‖ =
max{|u(x)|: x ∈ Ω¯}. Set P = {u ∈ C(Ω¯) | u(x)  0, x ∈ Ω¯}, the standard cone. It is clear that P is a normal cone in E and
the normality constant is 1, Pϕ1 is given as in Section 1.1. We divide the proof into several steps.
Step 1. We consider the following linear elliptic boundary value problem
⎧⎨
⎩
−w = f (x,u), x ∈ Ω,
w(x) > 0, x ∈ Ω,
w(x) = 0, x ∈ ∂Ω,
(4.5)
where u ∈ Pϕ1 . Since u ∈ Pϕ1 , we can choose a suﬃciently small number r0 ∈ (0,1) such that
r0ϕ1(x) u(x)
1
r0
ϕ1(x), x ∈ Ω¯. (4.6)
Then from (S3),
f
(
x,u(x)
)
 f
(
x, r0ϕ1(x)
)
 r0α f
(
x,ϕ1(x)
)
, x ∈ Ω, (4.7)
f
(
x,u(x)
)
 f
(
x,
1
r0
ϕ1(x)
)
 1
r0α
f
(
x,ϕ1(x)
)
, x ∈ Ω. (4.8)
Thus we get by applying the integrability condition (4.4) that
∫ [
f
(
x,u(x)
)]l
dx < +∞,Ω
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strong solution wu ∈ W 2,l(Ω) ∩ W 1,l0 (Ω). Recall that l > N . Using the Sobolev imbedding theory, wu ∈ C1,β (Ω¯) with β =
1− Nl . Now we deﬁne an operator A : Pϕ1 → E by
Au(x) = wu(x), u ∈ Pϕ1 ,
where wu is the unique strong solution of (4.5) for u ∈ Pϕ1 . Next we prove that A : Pϕ1 → Pϕ1 . Suppose that φ is the
solution of (4.5) with u = ϕ1, then Aϕ1 = φ ∈ C1,β (Ω¯). From (4.7), (4.8) and applying the comparison principle, we conclude
that
r0
αφ(x) wu(x)
1
r0α
φ(x), x ∈ Ω¯. (4.9)
We now show a useful conclusion: if w ∈ W 2,l(Ω) and w(x) = 0 for x ∈ ∂Ω , then there exists a constant M1 > 0 such that
∣∣w(x)∣∣ M1ϕ1(x), x ∈ Ω, (4.10)
where M1 depends only upon N and Ω . In fact, by the Sobolev imbedding theory, w ∈ C1,β (Ω¯). Clearly, w is Lipschitz
continuous in Ω¯ , and hence
∣∣w(x) − w(y)∣∣ C1|x− y| for any y ∈ ∂Ω.
Since w(y) = 0 for y ∈ ∂Ω , we deduce that
∣∣w(x)∣∣ C1 inf
y∈∂Ω |x− y| = C1 dist(x, ∂Ω) = C1d(x).
Further, from (4.2) we obtain
∣∣w(x)∣∣ C1d(x) C1 · 1
C2
ϕ1(x) = C1
C2
ϕ1(x) ≡ M1ϕ1(x), x ∈ Ω¯.
Recall that the Lipschitz constant C1, the constants C2 and C3 in (4.2) depend only upon N and Ω . Therefore, (4.10) holds.
Then from (4.10), there exists a constant Cφ > 0 such that
φ(x) Cφϕ1(x), x ∈ Ω¯. (4.11)
Note that f (x,ϕ1(x)) 0. By the maximal principle, φ(x) 0. Since φ(x) > 0 for x ∈ Ω , an application of Lemma 4.1 implies
that
φ(x) C0d(x), x ∈ Ω¯. (4.12)
Combining (4.2) and (4.12), there exists a constant cφ > 0 such that
φ(x) cφϕ1(x), x ∈ Ω¯. (4.13)
It follows from (4.9), (4.11) and (4.13) that
r0
αcφϕ1(x) wu(x)
1
r0α
Cφϕ1(x), x ∈ Ω¯.
Therefore, Au = wu ∈ Pϕ1 for any u ∈ Pϕ1 . So we obtain that A : Pϕ1 → Pϕ1 is well deﬁned. In the following we prove that
A : Pϕ1 → Pϕ1 is increasing. Suppose that u1,u2 ∈ Pϕ1 with u1(x) u2(x) for any x ∈ Ω , then we have{−(Au1 − Au2) = f (x,u1) − f (x,u2), x ∈ Ω,
Au1(x) − Au2(x) = 0, x ∈ ∂Ω.
In view of f (x,u1) f (x,u2) and applying the comparison principle, we have Au1  Au2.
Next we prove that A(tu) tα Au for any u ∈ Pϕ1 and t ∈ (0,1). For any u ∈ Pϕ1 and t ∈ (0,1), we have{−A(tu) = f (x, tu), x ∈ Ω,
A(tu)(x) = 0, x ∈ ∂Ω,
and {−tα Au = tα f (x,u), x ∈ Ω,
αt Au(x) = 0, x ∈ ∂Ω.
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A(tu)(x) − tα Au(x) = 0, x ∈ ∂Ω.
Using the comparison principle again, we can obtain A(tu)  tα Au immediately. So we have A(tu)  tα Au for t ∈ (0,1),
u ∈ Pϕ1 .
Step 2. We consider the following linear elliptic boundary value problem⎧⎨
⎩
−w = g(x,u), x ∈ Ω,
w(x) > 0, x ∈ Ω,
w(x) = 0, x ∈ ∂Ω,
(4.14)
where u ∈ Pϕ1 . From (4.6) and (S3),
g
(
x,u(x)
)
 g
(
x, r0ϕ1(x)
)
 r0g
(
x,ϕ1(x)
)
, x ∈ Ω,
g
(
x,u(x)
)
 g
(
x,
1
r0
ϕ1(x)
)
 1
r0
g
(
x,ϕ1(x)
)
, x ∈ Ω.
Thus we get by applying the integrability condition (4.4) that∫
Ω
[
g
(
x,u(x)
)]l
dx < +∞,
that is, g(x,u) ∈ Ll(Ω). By the classical theory of linear elliptic equations, the problem (4.14) also admits a unique strong
solution wu ∈ W 2,l(Ω) ∩ W 1,l0 (Ω). Recall that l > N . Using the Sobolev imbedding theory, wu ∈ C1,β (Ω¯) with β = 1 − Nl .
We deﬁne an operator B : Pϕ1 → E by
Bu(x) = wu(x), u ∈ Pϕ1 ,
where wu is the unique strong solution of (4.14) for u ∈ Pϕ1 . Suppose that φ is the solution of (4.14) with u = ϕ1, then
Bϕ1 = φ ∈ C1,β (Ω¯). By applying the comparison principle, we conclude that
r0φ(x) wu(x)
1
r0
φ(x), x ∈ Ω¯.
Similar to Step 1, we can prove that there exist constants Cφ, cφ > 0 such that
cφϕ1(x) φ(x) Cφϕ1(x), x ∈ Ω¯.
So we have
r0cφϕ1(x) wu(x)
1
r0
Cφϕ1(x), x ∈ Ω¯.
Therefore, Bu = wu ∈ Pϕ1 for any u ∈ Pϕ1 . So we obtain that B : Pϕ1 → Pϕ1 is well deﬁned. Using the comparison principle
again, we can easily obtain that B : Pϕ1 → Pϕ1 is increasing and B(tu) tBu for any u ∈ Pϕ1 and t ∈ (0,1).
Step 3. In the following we show that Au  δBu for any u ∈ Pϕ1 . Note that{−Au = f (x,u), x ∈ Ω,
Au(x) = 0, x ∈ ∂Ω,
and {−δBu = δg(x,u), x ∈ Ω,
δBu(x) = 0, x ∈ ∂Ω.
From (S1),{−(Au − δBu) 0, x ∈ Ω,
Au(x) − δBu(x) = 0, x ∈ ∂Ω.
Using the comparison principle again, we can obtain Au  δBu for any u ∈ Pϕ1 .
Finally, using Corollary 2.4, operator equation Au + Bu = u has a unique ﬁxed point u∗ in Pϕ1 , i.e., Au∗ + Bu∗ = u∗ . This
implies that the problem (4.1) admits a unique solution u∗ ∈ Pϕ1 . By the theory of the linear elliptic equation, the problem
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⎩
−w = f (x,u∗)+ g(x,u∗), x ∈ Ω,
w(x) > 0, x ∈ Ω,
w(x) = 0, x ∈ ∂Ω,
admits a unique solution u¯∗ ∈ W 2,l(Ω)∩W 1,l0 (Ω), and hence u¯∗ ∈ C1,β (Ω). Recalling the uniqueness of the solution of (4.1),
one can see easily that u¯∗ = u∗ . Thus the problem (4.1) has a unique classical solution u∗ ∈ C1,β (Ω¯). 
Remark 4.1. Some examples of the functions which satisfy the conditions (S1)–(S4) are:
(1) f (x,u) = a(x)uα , g(x,u) = b(x)uα , where α ∈ (0,1), a(x),b(x) 0 and a(x) δb(x) for x ∈ Ω¯; a(x),b(x) ∈ Cγ (Ω¯) with
γ ∈ (0,1), δ > 0.
(2) f (x,u) = c(x)u 12 , g(x,u) = c(x)g1(u), where
g1(u) =
{
u, 0 u  1,
u
1
3 , u  1,
and c is a Hölder continuous function in Ω such that c1d(x)q  c(x) c2d(x)q in Ω , here c1, c2 > 0, q is a real number
and d(x) = dist(x, ∂Ω). Moreover, N( 12 + q) > −1.
(3) f (x,u) is as in (2) and g(x,u) = c(x)g2(u), where c is as in (2) and
g2(u) =
{
u, 0 u  1,
1, u  1.
Remark 4.2. In [15,16], Ghergu and Ra˘dulescu studied the existence or the nonexistence of solutions for the following two
elliptic problems with parameters⎧⎨
⎩
−u + K (x)g(u) = λ f (x,u) + μg(x,u), x ∈ Ω,
u(x) > 0, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(4.15)
and ⎧⎨
⎩
−u = λ f (u) + a(x)g(u), x ∈ Ω,
u(x) > 0, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(4.16)
where λ, μ are positive real numbers. Under reasonable conditions, we can establish the existence and uniqueness of
positive solutions for (4.15) and (4.16) by using Theorem 4.1. Moreover, the method used here is new to the literature and
so is the existence–uniqueness result to the singular Dirichlet problem for the Lane–Emden–Fowler equation. This is also
the main motivation for the study of (4.1) in the present work.
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