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We prove that minimizing ﬁnite automata is NP-hard for almost all classes of automata
that extend the class of deterministic ﬁnite automata. More speciﬁcally, we show that
minimization is NP-hard for all ﬁnite automata classes that subsume the class of δNFAs
which accept strings of length at most three. Here, δNFAs are the ﬁnite automata that are
unambiguous, allow at most one state q with a non-deterministic transition for at most one
alphabet symbol a, and are allowed to visit state q at most once in a run. As a corollary,
we also obtain that the same result holds for all ﬁnite automata classes that subsume that
class of ﬁnite automata that are unambiguous, have at most two initial states, and accept
strings of length at most two.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The regular languages are a cornerstone of computer science and are a very useful tool in both theory and practice.
When using regular languages, the developer is often faced with a trade-off between the descriptive complexity and the
complexity of optimization. Concretely, it has been known for a long time that there are regular languages for which
non-deterministic ﬁnite automata (NFAs) can provide an exponentially more succinct description than deterministic ﬁnite
automata (DFAs) [27]. On the other hand, many decision problems that are solvable in polynomial time for DFAs, i.e.,
equivalence, inclusion, and universality, are computationally hard for NFAs.
The choice of a representation mechanism can therefore be crucial. If the set of regular languages used in an application
is relatively constant, membership tests are the main language operations, and economy of space is an issue, NFAs are
probably the right choice. If, on the other hand, the languages change frequently, and inclusion or equivalence tests are
frequent, DFAs may be more attractive.
Since both NFAs and DFAs have their disadvantages, a lot of effort has been spent on trying to ﬁnd intermediate models,
i.e., ﬁnite automata that have some limited form of non-determinism. The unambiguous ﬁnite automata (UFAs)2 form such
an intermediate model with rather desirable properties. While in general still being exponentially more succinct than an
equivalent DFA for the same language, static analysis questions such as inclusion and equivalence can be solved in PTIME
for UFAs [32]. However, UFAs do not allow for tractable state minimization [25]. Therefore, the question whether there are
good intermediate models between DFAs and NFAs needs to be revisited for state minimization. Our work is motivated by
the question whether there exist useful extensions of the class of DFAs for which minimization is tractable, which was ﬁrst
✩ The present paper is the full version of reference Björklund and Martens (2008) [6], which appeared in the International Colloquium on Automata,
Languages and Programming 2008.
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minimization is NP-hard already for a very conservative extension of the class of DFAs.
Every undergraduate computer science curriculum teaches its students how to minimize a DFA in polynomial time.
In contrast, minimizing unrestricted NFAs is PSPACE-complete [33]. The minimization problem for automata with varying
degrees of non-determinism was studied in a seminal paper by Jiang and Ravikumar in 1993 [25]. Among other results, they
thoroughly investigated the minimization problem for UFAs. In the following discussion, we will often use the terminology:
Minimization has complexity C for automata class A, even if the input is given as an automaton from class B. Formally, this means
that the following problem has complexity C:
Given an NFA B from B and an integer k in binary, does there exist an NFA A from A with at most k states such that
L(A) = L(B)?
If the automata class B is not mentioned, we assume that it equals A. In this terminology, Jiang and Ravikumar showed the
following:
• Minimization is NP-complete for UFAs, even if the input is given as a DFA.
• Minimization is PSPACE-complete for NFAs, even if the input is given as a DFA.
Minimization problems have even been studied for automata with unary alphabets; see, e.g., [24,15].
Recently, Malcher [26] improved on the results of Jiang and Ravikumar in the sense that he showed that ﬁnite automata
with quite a small amount of non-determinism are hard to minimize. More precisely, he showed the following:
(a) Minimization is NP-complete for automata that can non-deterministically choose between a ﬁxed number of initial
states, but are otherwise deterministic.
(b) Minimization is NP-complete for non-deterministic automata with a constant number of computations for each string.3
Whereas Malcher made signiﬁcant progress in showing that minimization is hard for non-deterministic automata, he was
not yet able to settle the entire problem. Therefore, he poses the question of whether there are relaxations of the determin-
istic automata model at all for which minimization is tractable as an important open problem. In this context, he mentions
the class of automata with at most two computations for each string and the two classes (a) and (b) above with the added
restriction of unambiguousness as important remaining cases. We also note that Malcher used different proof techniques for
the results (a) and (b) above.
Our contributions. We improve on Malcher’s results in two respects. We settle his open questions and we provide a uniform
NP-hardness proof for all classes of automata mentioned above. In brief, we deﬁne a class δNFA of automata that are
unambiguous, have at most two computations per string, and have at most one state q with two outgoing a-transitions, for
at most one symbol a. Then, we show that minimization is NP-hard for all classes of ﬁnite automata that include the δNFAs
that accept strings of length three, even if the input is a DFA. We show that these hardness results can also be adapted to
the setting of unambiguous automata that can non-deterministically choose between two start states, but are deterministic
everywhere else. This solves the open cases mentioned by Malcher [26].
On the other hand we show that there are (non-trivial) relaxations of the deterministic automaton model that allow
tractable minimization. We show that, if we add to the deﬁnition of δNFAs that each word should have at most one rejecting
computation (i.e., δNFAs that are co-unambiguous), minimization becomes tractable again. However, the minimal automata
in this class are the DFAs, so it is not likely to be very useful in practice. Therefore, if P = NP, the tractability frontier of
the NFA minimization problem lies between δNFAs and co-unambiguous δNFAs, which are two classes that are extremely
closely together.
Apart from the complexity results of minimizing δNFAs, we also show that δNFAs are quadratically more succinct that
DFAs and that there does not exist a unique minimal δNFA for a regular language.
Further related work. A recent overview of ﬁnite automata minimization can be found in [4], while transition complexity
of NFAs is surveyed in [30,18]. Known results about the trade-off between amount of non-determinism and description
complexity are surveyed in [12]. In a recent paper, Okhotin presented new results on the description complexity of UFAs
over unary alphabets [28].
A detailed analysis of the complexity of Hopcroft’s minimization algorithm for DFAs has recently been performed by
Berstel et al. [3]. An interesting variant of the minimization problem which has been studied recently is the hyperminimiza-
tion problem for DFAs. Here, it is allowed to construct a small DFA which is not equivalent with the input DFA on a ﬁnite
number of strings [2]. It is possible to hyperminimize a DFA in time O (n logn) [8,19].
3 Actually, he showed this for automata with constant branching, which is slightly different from the number of computations; see Section 2.1.
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in practice is bisimulation minimization [1,29].
The problems of producing small NFAs from regular expressions has been considered in [23,31]. This problem is chal-
lenging, since it is known that approximating minimal NFAs is a hard problem [13,14,16].
The descriptive complexity of regular expressions has also been studied in the literature. Here, problems of interest
are the complexity of translating automata to expressions and the complexity of performing various operations on regular
expressions [11,17]. The descriptive complexity of regular expressions is also practically relevant in the context of XML
schema languages. The complexity and succinctness of applying interleaving and counting operators on expressions, some-
times combined with determinism restrictions, has been investigated [5,10,9,21].
2. Preliminaries
Throughout the paper, Σ denotes a ﬁnite alphabet. A (non-deterministic) ﬁnite automaton (NFA) over Σ is a tuple A =
(States(A),Alpha(A),Rules(A), Init(A), Final(A)), where States(A) is its ﬁnite set of states, Alpha(A) = Σ , Init(A) ⊆ States(A)
is its set of initial states, Final(A) ⊆ States(A) is its set of ﬁnal states, and Rules(A) is a set of transition rules of the form
q1
a→ q2, where q1,q2 ∈ States(A) and a ∈ Σ . The size of an automaton is |States(A)|, i.e., its number of states. For simplicity,
we do not consider NFAs to have ε-transitions. Notice that each NFA A with ε-transitions can be transformed (in polynomial
time) into an equivalent NFA B without ε-transitions such that B does not have more states than A. As our results are
hardness results, our results therefore also apply for NFAs with ε-transitions.
A ﬁnite automaton is deterministic (a DFA) if Init(A) is a singleton and, for each q1 ∈ States(A) and a ∈ Alpha(A), there is
at most one q2 ∈ States(A) such that q1 a→ q2 ∈ Rules(A). We can assume without loss of generality in this paper that each
state in a ﬁnite automaton is reachable from an initial state. Indeed, if this is not the case, an automaton can be turned into
a smaller one with this property in polynomial time.
A run or computation r of A on a word w = a1 · · ·an ∈ Σ∗ is a string q0q1 · · ·qm ∈ States(A)∗ with m  n, such that
q0 ∈ Init(A), for each i = 0, . . . ,m − 1, qi ai+1→ qi+1 ∈ Rules(A), and either m = n or there is no q ∈ States(A) with qm am+1→
q ∈ Rules(A). The run is accepting if n =m and qn ∈ Final(A). Otherwise, the run is rejecting. Notice that runs always have
maximal length. That is, if r is a run of A on w , there does not exist a run r′ of A on w such that r is a strict preﬁx
of r′ . The language of A, denoted L(A), is the set of words w such that there exists an accepting run of A on w . A ﬁnite
automaton A is unambiguous if, for each string w , there exists at most one accepting run of A on w .
Let N1 and N2 be two classes of NFAs. We say that N1 ⊆ N2 if each automaton in N1 also belongs to N2. For example,
DFA ⊆ NFA.
2.1. Notions of non-determinism
We recall some standard measures of non-determinism in a ﬁnite automaton. For a state q and an alphabet symbol a, the
degree of non-determinism of a pair (q,a), denoted by degree(q,a), is the number k of different states q1, . . . ,qk such that, for
all 1 i  k, q a→ qi ∈ Rules(A). We say that A has degree of non-determinism k, denoted by degree(A) = k, if degree(q,a) k
for every (q,a) ∈ States(A) × Alpha(A), and there is at least one pair (q,a) such that degree(q,a) = k.
The branching of an automaton is intuitively deﬁned as the maximum product of the degrees of non-determinism over
states in a possible run. Formally, the branching of A on a word w = a1 · · ·an is branchA(w) = max
{∏n
i=1 degree(qi−1,
ai) | q0 · · ·qn is a run of A on a1 · · ·an
}
. The branching of A, denoted branch(A), is |Init(A)| ×max{branchA(w) | w ∈ L(A)} if
this quantity is deﬁned, and otherwise ∞.
Hromkovic et al. [22] deﬁne three measures of non-determinism for a ﬁnite automaton A: advice(A), computations(A),
and ambig(A). These measures are deﬁned as follows: advice(A) is the maximum number of non-deterministic choices
during any computation of A (i.e., the number of advice bits that would be needed in advance to make a computation
deterministic), computations(A) is the maximum number of different computations of A on any word,4 and ambig(A) is
the maximum number of different accepting computations of A on any word. For the formal deﬁnitions of these concepts,
we refer to [22].
2.2. A notion of very little non-determinism
Next we deﬁne the notion of a δNFA. The intuition is that such an automaton should allow only a very small amount
of non-determinism. Since we are interested in non-trivial extensions of the class of DFAs, each DFA is also a δNFA. In
particular, this means that δNFAs do not have any restrictions on the alphabet they use.
4 Hromkovic et al. wrote leaf(A) instead of computations(A).
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• A has a single initial state;
• A is unambiguous;
• branch(A) 2; and
• there is at most one pair (q,a) such that degree(q,a) = 2.
For δNFAs, we have that degree(A) 2, advice(A) 1, computations(A) 2, and ambig(A) = 1. Notice that any one of
degree(A) = 1, advice(A) = 0, or computations(A) = 1 implies that A is deterministic. Also, ambig(A) = 1 is the minimum
value possible for any automaton that accepts at least one string.
2.3. The minimization problem
We deﬁne the minimization problem in two ﬂavors. Let A and B be two classes of ﬁnite automata. The minimization
problem for A is then deﬁned as:
Given an NFA A from class A and an integer k in binary.
Does there exist an NFA B from class A with at most k states such that L(A) = L(B)?
The minimization problem for B, even if the input is given as A is deﬁned as:
Given an NFA A from class A and an integer k in binary.
Does there exist an NFA B from class B with at most k states such that L(A) = L(B)?
For brevity and following Jiang and Ravikumar [25], we sometimes also refer to the minimization problem for B, even if
the input is given as A, as the A → B minimization problem.
Let N1, N2, and N3 be classes of ﬁnite automata. Suppose that the N1 → N2 minimization problem is hard for a
complexity class C , and let N3 be a class of automata such that N1 ⊆ N3. Then the N3 → N2 minimization problem is
also trivially hard for C . However, assuming that N1 → N2 is hard for C and that N2 ⊆ N3, there is, as far as we know, no
general argument that also makes the N1 → N3 minimization problem hard for C , as ﬁnding a small N3 automaton might
be easier than ﬁnding a small N2 automaton in general.5 Therefore, we will prove directly that minimization is NP-hard for
all classes of automata between δNFAs and NFAs.
2.4. The tractability frontier
In this section, we discuss what we know about the tractability frontier for the NFA minimization problem, if PTIME = NP.
We also discuss the proximity between the class of δNFAs and the DFAs.
We ﬁrst note that there are in fact two incomparable notions of determinism for ﬁnite automata: determinism and reverse
determinism. (An automaton A is reverse deterministic if its automaton with the inverted transitions is deterministic, i.e., if
the NFA obtained by replacing every rule q1
a→ q2 by q2 a→ q1 is deterministic.) Both deterministic and reverse deterministic
ﬁnite automata can be eﬃciently minimized by the same algorithm, modulo a simple pre- and post-processing step for
reverse deterministic automata. In other words, both the DFA → DFA minimization problem and the symmetric problem
for reverse deterministic ﬁnite automata are solvable in polynomial time. We view these two classes as the two possible
“optima” in the spectrum of determinism, as they arise very naturally from the fact that one can either read strings from
left to right or from right to left. From now on, we only consider the proximity of δNFAs to (left-to-right deterministic)
DFAs.
We will prove in Section 3 that, for every class A of ﬁnite automata that includes the δNFAs, the minimization problem
is NP-hard, even if the input is given as a DFA and even if the number k in the input is given in unary encoding. (That
is, we will show that minimization is strongly NP-hard.) What does this result tell us about the tractability frontier of
minimization?
Of course, the class of δNFAs is not the smallest class of automata that include the DFAs and allow non-determinism.
One could, for instance, take the class of DFAs and add a ﬁnite set N of NFAs. For each such class, minimization would be
in PTIME. Indeed, for each of the constantly many possible NFAs in N as input, the minimization algorithm can decide the
minimization question in constant time, after having read the input. For each of the DFAs, the algorithm can test, in a ﬁrst
phase, whether the input DFA accepts one of the constantly many languages represented by an NFA. If so, it can, in the
second phase, solve the minimization question analogously as for this NFA, and if not, it can, in the second phase, solve the
minimization question using standard methods for DFA minimization.
5 This is also why, e.g., Malcher explicitly proves NP-hardness for minimizing various classes of automata that are included in one another (Lemmas 3
and 11 in [26]).
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inﬁnitely many NFAs. Deﬁne the class cu-δNFA to be the class of δNFAs with the additional condition that they are also co-
unambiguous. That is, for each word w , there can be at most one rejecting computation of A on w . Recall that we deﬁned
runs to have a maximal possible length. This means that, if r is a rejecting run of A on w , then the strict preﬁxes of r are not
runs of A on w . In particular, this means that there are non-trivial co-unambiguous δNFAs. Combined with the conditions
on δNFAs this implies that for each w , there can still be two runs, but if so, one must be accepting and the other one must
be rejecting. This notion of non-determinism lies strictly between DFAs and δNFAs (that is, DFA  cu-δNFA  δNFA).
Consider the minimization problem for cu-δNFA and let A be an arbitrary cu-δNFA. We will argue that the minimal
cu-δNFA for L(A) is a DFA. Suppose that A is not a DFA. Let q and a be the unique state and label such that degree(q,a) = 2.
Let q1 and q2 be the two states such that q
a→ q1 and q a→ q2 are in Rules(A). Let w be an arbitrary string that leads A to
state q and let w ′ be an arbitrary string over alphabet Alpha(A). Then there are two different runs of A on the string waw ′ ,
one which reaches q1 after reading the preﬁx wa and one which reaches q2 after reading the preﬁx wa. By deﬁnition of
cu-δNFA, one of these runs has to be rejecting and one has to be accepting. Since w ′ was arbitrary, this implies that A must
accept every string of the form waw ′ . This means that we can make A strictly smaller by merging the two states q1,q2 into
one state q3, removing all outgoing transitions from q3, making q3 a ﬁnal state, and adding loop transitions from q3 to itself
for each alphabet symbol. Moreover, by this operation, A becomes deterministic. Hence, every automaton A in cu-δNFA that
is not a DFA can be rewritten as a smaller DFA. This means that, in the class cu-δNFA, the minimal automata are DFAs. In
particular, this also puts the minimization problem for cu-δNFA into PTIME.
From the above it is clear that δNFAs are certainly not the closest possible to determinism that one can get. Rather, it is
the closest class to DFAs we were able to ﬁnd that takes advantage of the succinctness of non-determinism in a non-trivial
way.
Our NP-hardness result for the minimization of δNFAs therefore puts the tractability frontier precisely between δNFAs
and the above mentioned class cu-δNFA; two classes that are very close to one another.
3. Minimizing non-deterministic automata is hard
The main result of this section is the following.
Theorem 2. Let N be a class of ﬁnite automata such that δNFA ⊆ N . Then the minimization problem for N is strongly NP-hard, even
if the input is given as a DFA.
Corollary 3. Let N be a class of ﬁnite automata such that δNFA ⊆ N . Then the minimization problem for N is strongly NP-hard.
We start by formally deﬁning the decision problems that are of interest to us, and then sketch an intuitive overview of
our proof. Given an undirected graph G = (V , E) such that V is its set of vertices and E ⊆ V × V is its set of edges, we say
that a set of vertices V C ⊆ V is a vertex cover of G if, for every edge (v1, v2) ∈ E , V C contains v1, v2, or both.
If B and C are ﬁnite collections of ﬁnite sets, we say that B is a set basis for C if, for each c ∈ C , there is a subcollection
Bc of B whose union is c. We say that B is a normal set basis for C if, for each c ∈ C , there is a pairwise disjoint subcollection
Bc of B whose union is c. We say that B is a separable normal set basis for C if B is a normal set basis for C and B can be
written as a disjoint union B1 unionmulti B2 such that, for each c ∈ C , the subcollection Bc of B contains at most one element from
B1 and at most one from B2.
The following decision problems are considered in this paper. Vertex Cover asks, given a pair (G,k) where G is a graph
and k is an integer given in binary, whether there exists a vertex cover of G of size at most k. It is well known that Vertex
Cover is strongly NP-complete, that is, Vertex Cover remains NP-hard even if k is given as a unary number [7]. Set Basis,
Normal Set Basis, and Separable Normal Set Basis ask, given a pair (C, s) where C is a ﬁnite collection of ﬁnite sets and s is an
integer, whether there exists a set basis, resp., normal set basis, resp., separable normal set basis for C containing at most s
sets.
The proof of Theorem 2 proceeds in several steps. First, we provide a slightly modiﬁed version of a known reduction from
Vertex Cover to Normal Set Basis (Lemma 4 in [25]), showing that the latter problem is NP-hard. Second, we proceed to
show that the set I of instances of Normal Set Basis obtained through this reduction has a number of interesting properties
(Lemma 5). In particular, we show that if such an instance has a set basis of a certain size s, then it also has a normal set
basis of size s. Third, we show that the Normal Set Basis problem, for instances in I reduces to minimization for δNFAs
(Lemma 6).
The statement of Theorem 2 says that given a DFA, ﬁnding the minimal equivalent automaton in class N is NP-hard, for
any class of ﬁnite automata that contains the δNFAs. As argued in Section 2.3, using a DFA instead of a δNFA as input of the
problem strengthens the statement. Also, showing that DFA → δNFA is NP-hard doesn’t immediately imply that DFA → N
is hard for every N that contains all δNFAs. To show that this is actually the case, we prove that for the languages obtained
in our reduction, the minimal NFAs are precisely one state smaller than the minimal δNFAs (Lemma 6). For these languages,
the minimization problem for δNFAs and for NFAs is essentially the same problem.
We revisit a slightly modiﬁed reduction which is due to Jiang and Ravikumar [25], as our further results rely on a
construction in their proof. We also add the observation of strong NP-completeness.
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i j in the proof of Lemma 4.
Lemma 4. (See Jiang and Ravikumar [25].) Normal Set Basis is strongly NP-complete.
Proof. Obviously, Normal Set Basis is in NP. Indeed, given an input (C, s) for Normal Set Basis, if s is at least the number of
elements in the union of all sets from C , then the algorithm can return true. Otherwise, the NP algorithm simply guesses a
collection B containing at most s sets, guesses the subcollections Bc for each c ∈ C , and veriﬁes whether the sets Bc satisfy
the necessary conditions.
In order to prove strong NP-hardness, we give a reduction from Vertex Cover to Normal Set Basis. It is known that
Vertex Cover is strongly NP-hard [7]. Given an input (G,k) of Vertex Cover, where G = (V , E) is a graph and k is an integer,
we construct in LOGSPACE an input (C, s) of Normal Set Basis, where C is a ﬁnite collection of ﬁnite sets and s is an integer.
In particular, (C, s) is constructed such that G has a vertex cover of size at most k if and only if C has a normal set basis
containing at most s sets.
For a technical reason which will become clear in later proofs, we assume without loss of generality that k <
|E|−3. Notice that, under this restriction, Vertex Cover is still NP-complete under LOGSPACE reductions. This can be seen by
combining two observations. First of all, we can assume that |V | |E|. This is so because Vertex Cover is still NP-complete
under LOGSPACE reductions if the input graph is connected and contains at least one cycle. In fact, the proof from Garey
and Johnson [7, Theorem 3.3] showing that Vertex Cover is NP-hard by reduction from 3-SAT produces graphs with this
property. Second, if k  |V | − 3, then Vertex Cover can be solved in LOGSPACE by testing all possibilities of the at most 3
vertices which are not in the vertex cover, and verifying that there does not exist an edge between 2 of these 3 vertices.
Combined, these two observations show that we can assume that k < |E| − 3.
Formally, let V = {v1, . . . , vn}. For each i = 1, . . . ,n, deﬁne ci to be the set {xi, yi} which intuitively corresponds to the
node vi . Let (vi, v j) be in E with i < j. To each such edge we associate ﬁve sets as follows:
c1i j := {xi,aij,bij}, c4i j := {x j,aij, eij}, and
c2i j := {y j,bij,dij}, c5i j := {aij,bij,dij, eij}.
c3i j := {yi,dij, eij},
Fig. 1 contains a graphical representation of the constructed sets ci, c j, c1i j, . . . , c
5
i j for some (vi, v j) ∈ E . Then, deﬁne
C := {ci | 1 i  n} ∪
{
cti j
∣∣ (vi, v j) ∈ E, i < j, and 1 t  5
}
and s := n+ 4|E| + k. Notice that the collection C contains n+ 5|E| sets. Obviously, C and s can be constructed from G and
k in LOGSPACE. For strong NP-hardness, observe that, if k is given as a unary number, then a unary representation of s can
also be constructed in LOGSPACE.
We show that the reduction is correct, that is, that G has a vertex cover of size at most k if and only if C has a
(separable) normal set basis containing at most s sets.
(⇒): Let G have a vertex cover V C of size k. We need to show that C has a normal set basis B containing at most
s = n + 4|E| + k sets.
To this end, we deﬁne a collection B of sets as follows. For every vi ∈ V ,
• if vi ∈ V C , we include both {xi} and {yi} in B;
• otherwise, we include ci = {xi, yi} in B .
The number of sets included in B so far is 2k + (n − k) = k + n. Let e = (vi, v j) (where i < j) be an arbitrary edge in G .
Since V C is a vertex cover, either vi or v j (or both) is in V C . When vi is in V C , we additionally include the sets
r1i j := {aij,bij}, r2i j := {dij, eij},
r3 := {y j,bij,dij}, and r4 := {x j,aij, eij}i j i j
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r5i j := {aij, eij}, r6i j := {bij,dij},
r7i j := {xi,aij,bij}, and r8i j := {yi,dij, eij}
in B . This completes the deﬁnition of B . Notice that, when vi ∈ V C , c1i j , c3i j , and c5i j can be expressed as a disjoint union of
members of B as
c1i j = {xi} unionmulti r1i j, c3i j = {yi} unionmulti r2i j, c5i j = r1i j unionmulti r2i j
and that c2i j = r3i j and c4i j = r4i j are members of B . Analogously, when vi /∈ V C , c2i j , c4i j , and c5i j can be expressed as a disjoint
union of members of B as
c2i j = {y j} unionmulti r6i j, c4i j = {x j} unionmulti r5i j, c5i j = r5i j unionmulti r6i j
and c1i j = r7i j and c3i j = r8i j are members of B . Since the total number of sets included in B for each edge is four, B contains
(k + n) + 4|E| = s sets. From the above argument it is also obvious that B is a normal set basis for C .
Notice that B is in fact a separable normal set basis for C . Indeed, we can partition B into the sets
B1 =
{{xi}, {x j, y j}
∣∣ vi ∈ V C, v j /∈ V C
}
∪ {r2i j, r3i j
∣∣ (vi, v j) ∈ E, i < j, vi ∈ V C
}
∪ {r6i j, r7i j
∣∣ (vi, v j) ∈ E, i < j, vi /∈ V C
}
and
B2 =
{{yi}
∣∣ vi ∈ V C
}
∪ {r1i j, r4i j
∣∣ (vi, v j) ∈ E, i < j, vi ∈ V C
}
∪ {r5i j, r8i j
∣∣ (vi, v j) ∈ E, i < j, vi /∈ V C
}
,
which satisfy the necessary condition.
(⇐): Suppose that C has a normal set basis B containing at most s = n + 4|E| + k sets. We can assume without loss of
generality that no proper subcollection of B is a normal set basis. We show that G has a vertex cover V C of size at most k.
Deﬁne V C = {vi | both {xi} and {yi} are in B}. Let k′ be the number of elements in V C . The number of sets in B consisting
of only xi and/or yi is at least n + k′ . This can be seen from the fact that B must have the subset ci for all i such that
vi /∈ V C . Thus, there are n − k′ such sets in addition to 2k′ singleton sets corresponding to i’s such that vi ∈ V C . Let E ′ ⊆ E
be the set of edges covered by V C , that is, E ′ = {(vi, v j) | vi or v j is in V C}. The following observation can easily be shown
(by checking all possibilities):
Observation: For any e ∈ E ′ at least four sets of B (excluding sets ci, c j, {xi}, {yi}, {x j}, or {x j}) are necessary to be a
normal set basis for the ﬁve sets cti j , t = 1, . . . ,5. Further, at least ﬁve sets (excluding sets ci, c j, {xi}, {yi}, {x j}, or {x j}) are
required to be a normal set basis for them if e /∈ E ′ . Notice that if e /∈ E ′ , then either {xi} /∈ B or {yi} /∈ B and, furthermore,
either {x j} /∈ B or {y j} /∈ B .
Now the total number of sets needed to cover C is at least n + k′ + 4|E ′| + 5(|E| − |E ′|), which we know is at most
s = n+ 4|E| + k. Hence, we obtain that n+ k′ + 5|E| − |E ′| n+ 4|E| + k, which implies that k′ + |E| − |E ′| k. We conclude
the proof by showing that there is a vertex cover V C ′ of size |E| − |E ′| + k′ . Add one of the end vertices of each edge
e ∈ E − E ′ to V C . This vertex cover is of size |E| − |E ′| + k′  k. 
The next lemma now follows from the proof of Lemma 4. It deﬁnes a set of inputs I for which Normal Set Basis remains
strongly NP-complete and further shows that for any (C, s) ∈ I, the collection C has a set basis of size s if and only if C also
has a separable normal set basis of size s. Of course, the latter property does not hold for the set of all possible inputs for
the normal set basis problem.
Lemma 5. There exists a set of inputs I for Normal Set Basis, such that
(1) Normal Set Basis is strongly NP-complete for inputs in I;
(2) for each (C, s) in I, C contains every set at most once and s < |C | − 3;
(3) for each (C, s) ∈ I, the following are equivalent:
(a) C has a set basis containing at most s sets.
(b) C has a separable normal set basis containing at most s sets.
(4) for each (C, s) in I, each solution B for (C, s) writes at least two sets of C as a union of at least two sets in B.
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This immediately shows (1) and (2). We continue by proving the other parts of the claim.
(3) The direction from (b) to (a) is trivial. For the other direction, notice that we showed in the proof of Lemma 4 that,
if C has a normal set basis containing at most s sets, then G has a vertex cover of size at most k. We also showed that, if G
has a vertex cover of size at most k, then C has a separable normal set basis containing at most s sets. Together, this implies
that, if C has a normal set basis containing at most s sets, it also has a separable normal set basis containing at most s sets.
Hence, we only need to prove that, if C has a set basis of at most s sets, then C also has a normal set basis containing
at most s sets. To this end, let (C, s) be an instance in I, i.e., there is an n ∈ N and E ⊆ {(i, j) | 1  i < j  n} such that
C = {ci | 1  i  n} ∪ {cri j | (i, j) ∈ E ∧ 1  r  5}, and suppose C has a set basis B = {b1, . . . ,bs} of size s. We construct a
normal set basis for C of size s.
To this end, we will show a sequence of assumptions that we can make about B without loss of generality. Put together,
these assumptions will imply that B is a normal set basis for C . Therefore, they thus show that if there is a set basis of
size s, there is also a normal set basis of size s. Throughout the proof, it will be helpful for the reader to keep an eye
on Fig. 1.
Suppose that there is an i such that B contains both {xi} and {xi, yi}. Then we can replace {xi, yi} with {yi} and still
have a set basis for C of size s, since ci is the only set in C of which {xi, yi} is a subset. This gives us our ﬁrst assumption.
Assumption 1. For every i ∈ {1, . . . ,n}, set basis B does not contain both {xi, yi} and {xi} or, symmetrically, B does not
contain both {xi, yi} and {yi}.
Suppose there are 1  i < j  n and 1  r  4 such that cri j cannot be formed as a disjoint union of sets from B .
We now show how to change B such that it can form cri j as a disjoint union. We will give the argument for r = 1, i.e.,
cri j = c1i j = {xi,aij,bij}. The three other cases are completely analogous. Since there are no disjoint sets from B whose union
is c1i j , there must be two different sets b
1 and b2 in B that are subsets of c1i j and contain precisely two elements each. At
least one of these subsets must contain xi . Assume w.l.o.g. that this set is b1. No subset of size two of c1i j that contains xi is
a subset of any set of C other than c1i j . This means that we can replace b
1 with b1 \ b2 in B and still have a set basis of C
of size at most s. This gives us our second assumption.
Assumption 2. For any i, j and any r ∈ {1, . . . ,4}, the set cri j can be formed as a union of disjoint sets from B .
If B satisﬁes Assumptions 1 and 2, but is not a normal set basis, then there are 1  i < j  n such that c5i j cannot be
formed as a disjoint union of sets from B . In particular, this means that c5i j /∈ B . Let B5i j be a subset of B such that the union
of the sets in B5i j is c
5
i j . We can assume that B
5
i j is inclusion free, i.e., there are no two sets in B
5
i j such that one is a subset
of the other, since if there are b1,b2 ∈ B5i j with b1 ⊆ b2, we can replace b2 with b2 \ b1.
Assumption 3. All collections B5i j are inclusion free.
If B5i j has four members, then we can replace B
5
i j with the collection containing the four singletons {aij}, {bij}, {dij}, and
{ei j} without increasing the size of B and we would be able to write c5i j as a disjoint union. Therefore, the only case in
which we still cannot write c5i j as a disjoint union is the case where the collection B
5
i j has at most three members.
Assumption 4. All collections B5i j have at most three members.
Suppose there is a set b in B5i j such that b is not a subset of any set in C other than c
5
i j . Then we can replace b with
b \ (⋃b′∈B5i j\{b} b
′) in B and still have a set basis of size at most s.
Assumption 5. Each member of B5i j is a subset of some set from C other that c
5
i j . In particular, since no set in C , other than
c5i j itself, has an intersection with c
5
i j of size larger than two, this means that each member of B
5
i j has at most two elements.
If we take three different subsets of c5i j with at most two elements, that are also subsets of other sets from C than c
5
i j ,
then at least two of them are disjoint; see Fig. 1. Let these two disjoint sets be b1 and b2. If b1 and b2 both contain two
elements, we can replace B5i j with {b1,b2} and we would be able to write c5i j as a disjoint union. Therefore, the only case
in which we still cannot write c5 as a disjoint union is the case summarized in Assumption 6.i j
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section. This means that B5i j must have exactly three members, two with two elements and one singleton. Without loss of
generality, we may assume that B5i j = {{aij,bij}, {bij,dij}, {ei j}}. (All other cases are symmetrical.) We may also assume that
neither {aij} nor {bij} belong to B . (If {aij} belongs to B then we can replace {aij,bij} by {bij} in B5i j , and if {bij} belongs to
B we can replace {bij,dij} by {dij} in B5i j .)
In order to form c1i j either {xi}, {xi,aij}, {xi,bij}, or {xi,aij,bij} must be a member of B . Since B5i j satisﬁes Assumption
6, we can replace this member of B with {xi}, since none of the other sets is a subset of any other set in C than c1i j . But
if {xi} ∈ B we can, analogously to Assumption 1, also assume that {yi} ∈ B . To form c3i j , B must, apart from {yi} and {ei j},
contain some subset of c3i j that contains dij . Since we have both {yi} and {ei j} in B , we may replace this subset with {dij},
since all other subsets of c3i j are no subsets of other elements of C . Once we have {dij} in B , we can replace {bij,dij} by {dij}
in B5i j and we can write c
5
i j as a disjoint union.
Assumption 7. There are disjoint members of B whose union is c5i j .
Together, Assumptions 1, 2, and 7 imply that B is in fact a normal set basis for C . Since each assumption was made
without loss of generality, we have shown that from any set basis for C of size s we can form a normal set basis for C of
size at most s.
(4) We simply observe that a normal set basis writing at most one set of C as a union of at least two sets must contain
at least |C | sets, and hence cannot be a solution for (C, s), since s < |C |. 
The proof of the following lemma is partly inspired by the proof of Theorem 3.1 of [25], but we signiﬁcantly strengthen
it for our purposes.
Lemma 6. There exists a set of regular languages L such that
(1) the minimization problem for δNFAs accepting a language from L is strongly NP-complete, even if the input is given as a DFA and
(2) for each L ∈ L, the size of the minimal NFA for L is equal to the size of the minimal δNFA for L, minus 1.
Proof. The NP upper bound is immediate, as equivalence testing for unambiguous ﬁnite automata is in PTIME [32]. An NP
algorithm can therefore guess a δNFA of suﬃciently small size and test in PTIME whether it is equivalent to the given DFA.
For the lower bound, we reduce from Separable Normal Set Basis. To this end, let (C, s) be an input of Separable Normal
Set Basis. Hence, C is a collection of n sets and s is an integer. According to Lemma 5, we can assume without loss of
generality that (C, s) ∈ I, that is, C has a separable normal set basis containing s sets if and only if C has a normal set basis
of size s. Moreover, we can assume that s < n − 3 and that s is given in unary.
We construct in LOGSPACE a DFA A and an integer  such that the following are equivalent:
• C has a separable normal set basis of size at most s.
• There exists a δNFA Nδ for L(A) of size at most .
• There exists an NFA N for L(A) of size at most  − 1.
The DFA A accepts the language {acb | c ∈ C and b ∈ c}, which is a ﬁnite language of strings of length three.
Formally, let C = {c1, . . . , cn} and ci = {bi,1, . . . ,bi,ni } for every i = 1, . . . ,n. Then, A is deﬁned over Alpha(A) ={a} ∪⋃1in{ci,bi,1, . . . ,bi,ni }. The state set of A is States(A) = {q0,q′0,q1, . . . ,qn,q f }, and the initial and ﬁnal state sets of
A are {q0} and {q f }, respectively. The transitions Rules(A) are formally deﬁned as follows:
• q0 a→ q′0 ∈ Rules(A);
• for every i = 1, . . . ,n, q′0
ci→ qi ∈ Rules(A); and
• for every i = 1, . . . ,n and j = 1, . . . ,ni , qi
bi, j→ q f ∈ Rules(A).
Finally, deﬁne  := s + 4. Notice that |A| = n + 3.
Obviously, A and  can be constructed from C and s using logarithmic space, even if s and  are in unary. Observe that
due to Lemma 5, C contains every set at most once, and hence does not contain two different sets ci and c j with different
name (i.e., i = j) but with the same elements. Therefore, A is a minimal DFA for L(A).
Recall that, in this paper, the size of an NFA is deﬁned to be its number of states. In this terminology, we now show that,
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and an NFA N for L(A) of size at most  − 1;
(b) if there exists a δNFA Nδ for L(A) of size at most  then C has a separable normal set basis containing at most s sets;
and
(c) if there exists an NFA N for L(A) of size at most  − 1 then C has a separable normal set basis containing at most s
sets.
(a) Assume that C has a separable normal set basis containing s sets. We construct a δNFA Nδ for L(A) of size at most
 = s + 4.
Let B = {r1, . . . , rs} be the separable normal set basis for C containing at most s sets. Without loss of generality, we can
assume that B does not contain duplicate sets. Also, let B1 and B2 be disjoint subcollections of B such that each element
of C is either an element of B1, an element of B2, or a disjoint union of an element of B1 and an element of B2.
To describe Nδ , we ﬁrst ﬁx the representation of each set c in C as a disjoint union of at most one set in B1 and at most
one set in B2. Say that each basic member of B in this representation belongs to c.
We deﬁne the state set of Nδ as States(Nδ) = {q0,q1,q2,q f }∪{ri ∈ B1}∪{ri ∈ B2}. The transition rules of Nδ are deﬁned as
follows. First, Rules(Nδ) contains the non-deterministic transitions q0
a→ q1 and q0 a→ q2. Furthermore, for every i = 1, . . . ,n,
j = 1, . . . , s, and m = 1,2, Rules(Nδ) contains the rule
• qm ci→ r j , if r j ∈ Bm and r j belongs to ci ; and
• r j b→ q f , if b ∈ r j .
Notice that the size of Nδ is |B| + 4 = s + 4 = . By construction, we have that L(Nδ) = L(A).
We argue that Nδ is a δNFA. First, we argue that the only non-determinism in Nδ is in the transitions q0
a→ q1 and
q0
a→ q2. By construction, all transitions going to q f are deterministic. It is also easy to see that all outgoing transitions
from q1 are deterministic because, if we assume that Nδ contains transitions of the form q1
ci→ r j and q1 ci→ r j′ with j = j′ ,
this would mean that both r j and r j′ belong to ci , which contradicts the separable normal basis property for B1. The
argument for q2 is analogous.
Next, we show that Nδ is unambiguous. Towards a contradiction, assume that there is an i = 1, . . . ,n and a b ∈ ci such
that the string acib has two accepting runs. Since the only non-deterministic transitions of A are from q0 to q1 and q2, the
only way in which this can happen is that one run visits state q1 and the other run visits state q2. Let r j1 (respectively, r j2 )
be the state such that q1
ci→ r j1 (respectively, q2
ci→ r j2 ) are transitions in Nδ . By construction of Nδ and since B does not
contain duplicate sets, we have that j1 = j2. But this means that both r j1 and r j2 belong to ci , and their intersection
contains the element b, which contradicts the disjointness condition of the normal set basis B .
Finally, the NFA N for L(A) is obtained by merging the two states q1 and q2 from Nδ . Since the size of Nδ is , the size
of N is  − 1.
(b) Assume that L(A) can be accepted by a δNFA Nδ of size at most . We can assume that Nδ is minimal. We need to
show that there exists a separable normal set basis for C containing at most s =  − 4 sets.
Recall that we assumed that s < n−3 in our reduction. Hence, we have that  = s+4 < n+1 < |A|. As we observed that
A is a minimal DFA for L(A), it must be the case that Nδ has at least one non-deterministic transition.
Notice that, as Nδ is minimal and accepts only strings of length three, we can assume that Nδ has a unique ﬁnal
state. Furthermore, since N is a δNFA, it also has a unique initial state. Let q0 and q f be the initial and ﬁnal state of Nδ ,
respectively. We can partition Nδ ’s states into four sets Q0, Q1, Q2, and Q3 such that, for each 0 i  3, Qi is precisely
the set of states that Nδ can be in after having read a string of length i. We already know that Q0 = {q0} and Q3 = {q f }.
For each state q ∈ Q2, deﬁne a set Bq = {b | q b→ q f ∈ Rules(Nδ)}.
Next, we show that the collection B = {Bq | q ∈ Q2} is a normal set basis for C . By deﬁnition of L(A), we have that every
c ∈ C is the union of Bc := {Bq | ∃p ∈ Q1 : p c→ q ∈ Rules(Mi)}. It remains to show that Bc is also a disjoint subcollection of
B . When Bc contains only one set, there is nothing to prove. Towards a contradiction, assume that Bc contains two different
sets Bq1 and Bq2 such that b ∈ Bq1 ∩ Bq2 . By deﬁnition of B , this would mean that the string acb has two accepting runs:
q0qq1q f and q0q′q2q f with q1 = q2. But as Nδ is unambiguous, this is impossible. Hence, Bc is a disjoint subcollection of B .
Finally, we want to prove that B contains at most  − 4 sets. Since the number of sets in B equals the number of states
in Q2, we know that B contains at most  − 4 sets if and only if Q1 contains at least two states. Towards a contradiction,
assume that Q1 is a singleton q. By Lemma 5(4), we know that there are at least two sets c1, c2 in C such that Bc1 and
Bc2 contain two sets. By deﬁnition of B , this would mean that there are at least two alphabet symbols c1 and c2 that
have non-deterministic outgoing transitions from q, which contradicts that Nδ is a δNFA. Hence, B is a normal set basis for
C of size at most  − 4. As (C, s) ∈ I, we also have that C has a separable normal set basis of size at most s =  − 4 by
Lemma 5(3).
(c) Let N be an NFA for L(A) of size at most  − 1. We can assume that N is minimal. We will ﬁrst show that there
exists a set basis for C containing at most s =  − 4 sets.
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A is a minimal DFA for L(A), it must be the case that N has at least one non-deterministic transition.
Notice that, as N is minimal and accepts only strings of length three, we can assume that N has a unique ﬁnal state. We
can partition N ’s states into four sets Q0, Q1, Q2, and Q3 such that, for each 0  i  3, Qi is precisely the set of states
that N can be in after having read a string of length i. We already know that Q3 = {q f }. For each state q ∈ Q2, deﬁne a set
Bq = {b | q b→ q f ∈ Rules(N)}. Next, we show that the collection B = {Bq | q ∈ Q2} is a set basis for C . By deﬁnition of L(A),
we have that every c ∈ C is the union of Bc := {Bq | ∃p ∈ Q1 : p c→ q ∈ Rules(N)}. As Q0, Q1, and Q3 contain at least one
state, we also have that B contains at most  − 1− 3 = s sets.
From Lemma 5(3), it now follows that C also has a separable normal set basis containing at most s sets. 
We are now ready to ﬁnish the proof of Theorem 2.
Proof of Theorem 2. Let N be a class of ﬁnite automata such that δNFA ⊆ N . Then the minimization problem for N is strongly
NP-hard, even if the input is given as a DFA.
Proof. In this section we provided a reduction from Vertex Cover to DFA → δNFA minimization, and showed that, for the
regular languages we consider, the minimal NFA is 1 state smaller than the minimal δNFA.
Let N be a class of ﬁnite automata such that δNFA ⊆ N ⊆ NFA. As was shown in the proof of Lemma 6, any decision
algorithm for DFA → N minimization can approximate the DFA → δNFA minimization problem within a term 1 (as the
minimal NFA is only one state smaller than the minimal δNFA).
As can be seen from the other proofs in Section 3, this approximation algorithm for DFA → δNFA minimization can
easily be adapted to an approximation algorithm for Vertex Cover within a term 1. As we know that it is strongly NP-
hard to approximate Vertex Cover within a constant term, we can conclude that DFA → N minimization is also strongly
NP-hard. 
Until now, our results focused on classes of ﬁnite automata that can accept all regular languages. Our proof shows that
this is not even necessary, as the NP-hard instances we construct only accept strings of length tree. Therefore, we also have
the following corollary.
Corollary 7. Let δNFA3 be the class of δNFAs that accept only strings of length three. Let N be a class of ﬁnite automata such that
δNFA3 ⊆ N . Then the minimization problem for N is strongly NP-hard, even if the input is given as a DFA.
4. Automata with multiple initial states
As we mentioned in the Introduction, the minimization problem for ﬁnite automata that can non-deterministically choose
between multiple initial states, but are otherwise deterministic, has also been studied [20,26]. We now deﬁne a variant of
the δNFAs which are geared towards automata with multiple initial states, but in which the only non-determinism is in the
choice of initial state (MDFAs in [26]).
Deﬁnition 8. A δMDFA is an NFA A with the following properties
• A has at most two initial states;
• A is unambiguous; and
• for each pair (q,a), degree(q,a) = 1.
From our main proof, we can also infer the following result, strengthening the results from [26] in a uniform manner:
Theorem 9. Let δMDFA2 be the class of δMDFA that accept only strings of length two. Let N be a class of ﬁnite automata such that
δMDFA2 ⊆ N . Then the minimization problem for N is strongly NP-hard, even if the input is given as a DFA.
Proof. We simply have to reconsider the proof of Lemma 6, change L(A) so that it accepts the cb suﬃxes of its current
language, consider the δNFA we construct without its start state, and make the two successors of the start state initial states
(and analogously for the NFA considered in the proof). The rest of the proof carries through analogously. 
Together with Theorem 2 this answers all the open questions mentioned by Malcher [26].
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5. Succinctness and uniqueness
As mentioned in the Introduction, when a developer selects a description mechanism for regular languages, she faces a
trade-off between succinctness and complexity of minimization. The following proposition shows that in the case of δNFAs,
the succinctness bought at the price of NP-completeness is limited.
Proposition 10. For every δNFA of size n, there is an equivalent DFA of size O (n2).
Proof. For every ﬁnite automaton that can choose non-deterministically between two different start states but is otherwise
deterministic (a 2-MDFA), there is an equivalent DFA with at most quadratically many states [20].
Let A be a δNFA, and let (q,a) be the only pair in States(A) × Alpha(A) such that degree(q,a) = 2. Let q1 and q2 be
the two states reachable from q when reading an a. If we remove all states from A that are reachable neither from q1
nor from q2, and make q1 and q2 initial states, we obtain a 2-MDFA A′ . We can compute the smallest DFA A′′ equivalent
to A′ in quadratic time. Now, all we need to do is to add A′′ to A and replace the two rules going from q to q1 and q2,
respectively, by a single rule that reads an a and goes to the initial state of A′′ . The size of the new, deterministic, automaton
is |States(A)| + |States(A′′)| = O (|States(A)|2). 
On the other hand, if we were to remove the branch(A) 2 condition in the deﬁnition of δNFAs, then there would be
an exponential gain in succinctness. This is witnessed by the standard family of languages (a + b)∗a(a + b)n for n  0 that
shows that NFAs are exponentially more succinct than DFAs in general. The canonical NFA for this language is unambiguous
and has only one pair (q,a) for which degree(q,a) = 2.
Proposition 11. The minimal δNFA for a regular language is not unique.
Proof. Consider the language L deﬁned by the regular expression
r = (a + b)aaa+ b(a+ b)(a + b)b.
Fig. 2 depicts two δNFAs, A and B , that both accept L. We argue that eight is the minimal number of states for any δNFA
that accepts L. First, it is clear that any such automaton has to remember how many letters it has read so far. Second, the
automaton has to have at least two states that can be reached after reading one letter, one that accepts the string bbb and
one that does not. Third, there must also be at least two states reachable after reading two letters, one that accepts the
string bb and one that doesn’t. Fourth, there must be at least two states that can be reached after reading three letters, one
that accepts the string b and one that does not. Together with the fact that there has to be one initial state and at least one
ﬁnal state, this shows that any δNFA for L needs at least eight states. 
6. Concluding remarks
In this paper, we have investigated the following question: Can we loosen the determinism constraint on ﬁnite automata,
while still admitting PTIME minimization? In other words, do there exist signiﬁcant extensions of the class of DFAs that still
allow for polynomial time minimization? We have shown that no such signiﬁcant extensions exist, under the assumption
that PTIME = NP. Formally, we proved that minimization is NP-hard for all ﬁnite automata classes that contain the δNFAs
that accept strings of length three. Here, the class of δNFAs is an extension of the class of DFAs that allows for very little
non-determinism.
210 H. Björklund, W. Martens / Journal of Computer and System Sciences 78 (2012) 198–210A natural and important next direction is to look for classes that may not contain the class of all DFAs. While there may
be no general relaxation of the determinism constraint that admits PTIME minimization, one could, e.g., additionally restrict
the alphabet size of automata. It remains open whether results in the spirit of Theorems 2 and 9 would also hold if δNFAs
are required to have ﬁxed-size alphabets.
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