Abstract-Mobile wireless ad hoc and sensor networks can be permanently partitioned in many interesting scenarios. This implies that instantaneous end-to-end routes do not exist. Nevertheless, when nodes are mobile, it is possible to forward messages to their destinations through mobility.
I. INTRODUCTION
In many applications of wireless ad hoc and sensor networks, the network is frequently or permanently partitioned, i.e., end-to-end routes between some pairs of nodes do not exist. Such scenarios include large-scale emergency and military deployments without fallback infrastructure, environmental monitoring [1] , transportation networks [2] , self-organized "pocket-switched" networks [3] , etc. These networks may be partitioned because of subcritical node density, channel fluctuations (shadowing and fading) and node mobility.
Although instantaneous end-to-end routes do not always exist, it is often the case that a message can nevertheless be delivered over time, where the message has to be temporarily buffered at intermediate nodes to wait for the availability of the next link towards the destination. The problem of finding a route over time amounts to finding a sequence of mobile nodes that physically carry the message towards the destination. This approach has been referred to as mobility-assisted forwarding, or also as store-carry-forward [4] , [5] . Finding such routes through space and time is obviously a complex problem in general, and depends heavily on the joint statistics of link availability [6] .
In this paper, we are interested in the case where network partitions arise because the distribution of nodes in space is heterogeneous. Specifically, we assume that the network possesses concentration points (CPs), i.e., regions where the node density is much higher than on average, and where nodes have therefore a much better chance of being connected to other nodes than on average. We believe that many real networks possess such concentration points, even though most network models assume homogeneous node distributions for convenience and tractability [7] , [8] .
Furthermore, we argue that the CPs, and the average flows of nodes between CPs, typically remain stable over relatively long time-scales. This is because they depend on features of the natural or constructed environment, which change over time-scales much longer than the delivery time of messages.
Our goal is to develop efficient schemes for mobilityassisted forwarding that take explicit advantage of the presence of stable concentration points. To achieve this goal, we make three distinct, but strongly related contributions: (i) we introduce a mobility model that explicitly embodies CPs, and justify it through an analysis of a large mobility trace; (ii) we describe the Island Hopping (IH) algorithm that forwards messages through mobility; and (iii) we describe how a collection of mobile nodes can infer the CP topology without any explicit signals from the environment, such as GPS coordinates or beaconing signals. Finally, we summarize these three contributions.
A. Mobility Model with Stable Concentration Points (CPs)
Our first contribution is a new mobility model that embodies the presence of stable CPs. This model is pessimistic, in the sense that we assume that nodes are only able to communicate with other nodes at the same CP; outside these islands of connectivity, they are not able to communicate. We therefore view the network as a graph G(V, E), where the vertex set V represents the CPs, and the edge set E represents flows of mobile nodes between the CPs. Two nodes can communicate with each other only if they are at the same vertex.
Note that the only assumption we make about the set of nodes within a same CP is that they form a connected subgraph, i.e., that each node can reach each other node. If all the nodes are within radio range of each other, then this is straightforward; if not, then a message sent between two nodes at a same CP may have to traverse multiple intermediate hops. Our routing and graph discovery algorithms rely on simple broadcast primitives within a CP. They can be implemented through physical-layer broadcast, or through flooding algorithms.
Results from Large Mobility Trace. We provide some evidence from a large-scale dataset to justify the validity of our mobility model. We analyze a trace of the movements of n ≈ 800 taxis over a three-month period in the city of Warsaw, Poland. We find that in some areas of the city the expected number of cars within radio range of each other is much higher than elsewhere. Furthermore, we find that these areas are stable over time, in the sense that an area that sees a high density of cars on a particular day is likely to see a high density on another day as well. This justifies our assumption of a stable topology of CPs in one realistic scenario.
B. Mobility-Assisted Forwarding in the CP Model
Our second contribution is a novel mobility-assisted forwarding algorithm called Island Hopping (IH). This algorithm explicitly exploits knowledge of the CP graph. It forwards a message through a sequence of CPs to its destination. Each CP represents an opportunity to pass the message to other nodes.
The key question is how to pass a message from one CP to the next CP through nodes whose future movements are random and unpredictable. If the future movements of nodes were known, we could pass the message to a single node that would move in the right direction, i.e., to a CP closer to the destination in G(V, E). However, given that future movements are unpredictable, the IH algorithm makes a small number of copies of a message at each CP, in the hope that at least one copy will move to the intended next CP and the other other copies will be discarded. The process repeats at the next CP, until the message reaches its destination. The key challenges are to (i) not lose the message completely, and (ii) to avoid that an unnecessarily large number of copies are generated.
C. Collaborative Graph Discovery (COGRAD)
Our third contribution is a distributed algorithm that allows the nodes to collaboratively discover the CP graph, in the absence of any signal from the environment, such as GPS coordinates or fixed beacons. This is important, because it would be unrealistic to assume that the graph of CPs and the flows of mobile nodes between CPs is known a-priori. Instead, we assume that the only information that nodes have available is the set of other nodes that they can reach (either directly or over multiple hops), which can be discovered in a straightforward manner (hello messages, flooding, etc.)
In a nutshell, the COGRAD algorithm achieves this in two phases: vertex labeling and edge discovery.
Vertex Labeling. The goal of this phase is to generate a label, i.e., a unique identifier, for each vertex of V , that will remain stable over time, even though nodes move in and out of each vertex. Suppose that at a given time the nodes currently located at the same CP agree on a label for this vertex. Now another node i arrives at this vertex. Node i has not received any explicit clue from the environment that it has moved, and the other nodes have not received a clue that they have not moved. However, node i's set of neighbors has changed rather markedly, whereas the other nodes' neighbor set has only seen the addition of i. These nodes can therefore decide jointly that it is likely that node i has moved, and the other nodes have not; node i therefore accepts the label of this vertex.
This process associates labels with vertices. The labels remain stable even though the set of nodes at a vertex changes all the time. Although errors can occur in this process (e.g., if a vertex becomes completely empty for a while), this does not affect the performance of the routing algorithm if this occurs rarely.
Edge discovery. Once we have associated a label with each island, a node discovers the edges of the CP graph as it moves from island to island. We also let nodes exchange edges they have discovered through a gossip protocol. This ensures that each node learns the entire graph, even though it may only visit part of the graph. Also, this ensures that outdated information (labels that have become invalid after errors) is flushed out.
To summarize, we argue that stable concentration points are prevalent, and that they can be exploited for efficient mobilityassisted forwarding. We present evidence to this effect, and a mobility model embodying CPs, in Section III. In Section IV, we then describe the routing algorithm for mobility-assisted forwarding in the presence of stable CPs. For simplicity of presentation, we describe this algorithm assuming that the CP graph, and node positions on the graph, are known. In Section V, we describe collaborative graph discovery (COGRAD), a distributed algorithm that infers the CP graph from each node's dynamic neighborhood set. This allows the routing algorithm to operate without any explicit clue to nodes about their location and movement. In Section VI, we show extensive simulation results on synthetic graphs, as well as on the graph derived from our traffic dataset described earlier. We show that our IH algorithm in conjunction with COGRAD results in a scheme that achieves delay of the order of much more aggressive flooding-based schemes, while requiring a much smaller number of copies of each message. We conclude the paper in Section VII.
II. RELATED WORK Routing in partitioned networks has been investigated in two scenarios: 1) when the dynamics of connectivity between nodes is known in advance ( [6] ), and 2) when it is unpredictable ( [5] , [9] , [10] , [11] , [12] , [13] ).
The latter can be further classified as controlled mobility and random mobility. Under controlled mobility [5] , node trajectories can be controlled and adapted.
Forwarding algorithms for random mobility are usually based on some form of flooding. For example, in epidemic routing (ER) [9] , when two nodes meet they exchange all messages that only one of them has a copy of. In this way, a message is essentially flooded to all nodes, which ensures that it will reach the destination. This flooding can be constrained by taking into account mobility history of nodes, e.g., patterns of encounters of nodes, but also other parameters, such as the energy left at the node.
PROPHET [10] is based on ER, where message exchanges between nodes take into account a probability that a node will meet the destination of a message in the future. This requires the exchange of vectors of estimated probabilities. In DTC [11] a node carrying a message checks periodically whether to transfer the message. The message is transferred if in the set of nodes (possible via multihop) connected to this node there is a node "closer" to the destination. "Closeness" depends on mobility history, system parameters, and future mobility (if available). A mathematical framework for calculating this "closeness" based on utility functions is given in [12] . In MDDV [13] , forwarding decisions in a vehicular network are made based on knowledge of the road map, where nodes are equipped with GPS receivers.
In the Spray and Wait algorithm by Spyropoulos et al. [14] , the number of transmissions of a message is constrained by letting only a fixed number L of copies of a message to be "sprayed" into the network. Then these copies "wait" until they meet the destination. The authors show that the parameter L controls the tradeoff between end-to-end delay and overhead.
Our approach considers random unpredictable mobility and distinguishes itself in that we explicitly infer and use spatial information of node mobility to limit flooding.
Most mobility models give rise to homogeneous node distributions over a two-dimensional area [7] . These models lack an important feature of realistic mobility patterns, the fact that nodes often cluster around preferred areas [15] . Hsu et al. [16] In the next subsection we use a large data set of GPS coordinates of a taxi fleet collected during a three-month period to verify the presence and the stability of CPs.
A. Stable Concentration Points in a Mobility Trace
Here we analyze the mobility traces of taxi cabs from the MPT Radio Taxi company from Warsaw, Poland. 1 This data set contains GPS coordinates of 825 taxis collected over 92 days in an area of 60 x 48 [km] . Each taxi sends a location update (timestamp, identifier, GPS coordinates) to a central server. Updates are not periodic but irregular -they can be as frequent as a few per hour but also as a few per day.
We want to check whether this data set confirms the existence of stable CPs. We divide the whole area into a grid of cells of equal size. For each day d and each cell (x, y) we find the normalized taxi population -f (x, y; d), interpreted as the empirical probability that a random update falls into the cell (x, y) on day d (cf. Figure 1 ). We look at two different sizes of a cell cell is possible using the 802.11-like wireless device. within which a direct radio communication is possible. Based on statistical analysis of the data set we conclude that:
1) Spatial distribution is heavy tailed: Figure 2 shows the empirical complementary cumulative distribution function (CCDF) of f (x, y; d) for the entire data set. This distribution has a heavy tail, which implies that some cells have population density much above the average. We show later in this paper (Section VI) that our new routing scheme requires that the average number of nodes at a CP is at least 15 or so. The heavy-tailed distribution in Figure 2 also implies that the 1 http://www.taximpt.com.pl number of CPs satisfying this requirement will vary relatively slowly with the total number n of nodes. For example, if we scale up our data set, assuming a total of 3 million different vehicles (private cars, public transportation, company vehicles, trucks, etc.) in this city, we estimate that there are about 89 different cells of size 480x480 meters for which the expected number of vehicles per day is larger than 15.
2) Spatial distribution is stable over time: We expect that the high population cells remain stable over time. Figure 2 inset shows also a scatter plots of f (x, y; d) for one randomly chosen pair of days (d 1 , d 2 ). We observe significant clustering along the diagonal, which means that the spatial distribution on different days tends to be strongly correlated. Furthermore, we observe that the more densely populated cells (upper-right quadrant) tend to be particularly close to the diagonal, which is a good visual confirmation of our hypothesis. In addition to this visual test, we also apply the Kruskal-Wallis statistical test [18] to verify whether the normalized taxi populations for each cell on different days come from the same distribution 2 . This is a non-parametric test that makes no assumptions about the distribution of the data. We find that the p-value of the test is 0.04. For the size of test α = 0.01 this results in a high confidence in our hypothesis.
B. CP Graph
Given the above observations, we now define a mobility model that embodies CPs. The network topology is given by a directed connected graph G(V, E) whose vertex set V represents the CPs, and whose edges describe the possible movements of nodes between CPs. There are n nodes that move on this graph. At every time t, every node i is either located at one CP, or is en-route between two CPs u and v. We denote the current position of node i by X i (t). We assume that time is continuous. We call B i (t) the set of neighbors of node i at time t (including itself), i.e., the set of nodes located at the same CP as i. If a node is en-route between two CPs then B i (t) = {i}. We assume that nodes located at the same CP can communicate with each other (either directly or through multi-hop), whereas nodes at different CPs cannot. We assume that the only observation available to a node about its environment is the set B i (t), which the node can obtain by communicating with other nodes.
C. Inferring the CP Graph from Mobility Trace
In this section we describe our heuristic to extract a CP graph from the mobility trace.
1) Concentration Points:
In order to find CPs we first define a cluster at day d as a cell for which f (x, y; d) > 5%. The reason we choose 5% as the threshold is to ensure that in every CP there are at least 15 vehicles (see III-A.1 ). Using such a small threshold allows us to identify clusters that would be more visible for regular and frequent location updates. We identify 174 clusters. Here we define a CP as a cluster that is present for more than 20 days (see III-A.2 ). In result we find 79 CPs within the whole city (cf. Figure 1) .
2) Stable Flows: Inferring stable flows between CPs from such data set is not trivial because of very irregular and infrequent location updates. Suppose a taxi goes from u to v only through w and it sends only two updates: at time t 1 from u and at time t 2 from v. Thus by looking only at the travel time τ (u, v) = t 2 − t 1 we could conclude that there is a direct edge from u to v, which is not true. This would lead to a CP graph that does not reflect the topology of the city. In this section we propose a heuristic that solves this problem. First, we enumerate the entire data set looking for the minimum travel time for each pair of CPs: τ min (u, v) . If τ min (u, v) > 0 then the flow between u and v exists, i.e., e = (u, v) ∈ E. In result we get a CP graph that is close to fully connected. In order to prune the unrealistic edges we use the following heuristic:
is the path between u and v. Instead of almost fully connected graph, we get a graph for which the average vertex degree is 3.2.
The inferred CP graph is shown on Figure 1 . The resulting topology resembles a spider net, which is consistent with the topology of the city of Warsaw, where most of the important institutions and centers of activity are located downtown. Moreover, knowing the real distances between all CPs and the τ min (e), we find that the median value of the maximum speeds found over the edges of the CP graph is 58.1 km/h, which is a reasonable value.
IV. ISLAND HOPPING (IH) ALGORITHM Island Hopping (IH) is a mobility-assisted forwarding algorithm in which a node makes forwarding decisions, i.e., when to pass a copy of a message to other nodes and when to discard it, by using the knowledge of: 1) the CP graph, and its own position in that graph, and 2) the destination's position in the CP graph. The design goals are to minimize the number of copies made of a message, to minimize the end-to-end delay, and to maximize the delivery rate.
In this section we describe our IH scheme under the assumption that a node has knowledge of the CP graph G and its own position in G at all times. Inferring this knowledge in scenarios where nodes have external signals from the environment (such as GPS coordinates or signals from fixed beacons) is easier than in the case where no such external information exists. In Section V, we show how nodes can infer this knowledge without such external signals.
A. Message Progression Towards a Fixed Destination
In this subsection, we show the main ideas of IH under the further simplifying assumption that nodes know the position in G of a message's destination. In the next subsection, we then show how nodes can locate the destination.
Our IH scheme uses the following three ideas, which we illustrate in Figure 4 . In Figure 4 (a), node S at vertex 1 originates a message m to node D at vertex 4. Node S makes several copies of m with m.next hop := 2. Figure 4(b) shows what happens when these copies move to neighbouring vertices. The node with the copy that moves to vertex 3 discards m because m.next hop = 3, whereas the node with the copy that moves to vertex 2 makes new copies of m with m.next hop := 4. This process continues until the message reaches node D at vertex w.
2) At Least One Copy Moves to the Next-hop CP:
If none of the copies of message m move to m.next hop, then all these copies of m will be eventually discarded, and m will be lost. To boost the probability that at least one copy of m progresses towards the next-hop vertex, we introduce a "one-hop" acknowledgement (ACK) scheme. The goal of this scheme is to piggyback one-hop delivery information about message m through nodes moving in the reverse direction, and to generate additional copies if needed.
Assume
In Figure 4 (b), a node with m moves from vertex 1 to vertex 2, where it generates new copies, and broadcasts to all nodes the identity of m. In Figure 4 
B. Dynamically Locating Destination through Last Encounter Routing
So far, we have assumed that the location of the destination is fixed and known to the message, which is unrealistic. To discover the location of the destination of a message, we cannot resort to the classical methods such as flooding, because the network is partitioned.
To solve this problem, we borrow an approach from [19] called Last Encounter Routing (LER), where a node maintains a Last Encounter Table (LET) , with an entry for every other node. An entry consists of the time and location of its last encounter with the node. In [19] , the location of the node is its geographic location. We adapt this to our setting, where the location of last encounter is a vertex: each node remembers for each other node the last time they were located at the same vertex, and therefore connected.
The LETs are used by a message to continually obtain more recent information about the location of the destination, as follows. Assume again that a node i at a vertex u has a message m destined for a node D. As we saw in Section IV-A, node i needs to determine the next-hop vertex for m. Before doing so, node i searches all nodes at u for the most recent LET entry for node D. This location is then used as an estimate of the position of node D to determine the nexthop vertex. The message remembers this estimate in a field m.le. As the message gets closer, it tends to find more recent information, "zeroing in" on the destination. 
V. COLLABORATIVE GRAPH DISCOVERY (COGRAD)
We now specify how collaborative graph discovery (COGRAD) infers the CP graph from changes in neighborhood sets, without any other signal from the environment. Note that a single node would obviously be unable to find out anything about the network topology; a COGRAD protocol is necessarily collaborative. More formally, the goal of COGRAD is:
• for every node to learn the CP graph G(V, E);
• for every node i to know its current position X i (t) at all times t. As we mentioned in Section I, COGRAD achieves this by having the nodes running two algorithms: vertex labeling and edge discovery. The vertex labeling algorithm decides for each node if this node is currently on an edge (i.e., in transit between two vertices) or at a vertex (CP); in the latter case, it also identifies the CP through a label. The node then uses the output of this algorithm as input into the edge discovery algorithm. The edge discovery algorithm estimates the edge set E of the CP graph. We next describe these two algorithms.
A. Vertex Labeling
We have assumed that if node i is at an edge, then its neighborhood set is B i (t) = {i}; at a vertex, the neighborhood set includes the other nodes present at the same vertex. Using this assumption, a node i can decide whether it is at an edge or at a vertex: if |B i (t)| = 1, it concludes that it is at an edge, otherwise it concludes that it is at a vertex 3 . If a node is at a vertex, it decides on a label for this vertex. Let us now see how nodes label vertices. At startup, nodes that are at a vertex agree on a label for this vertex, e.g., by taking a random number from a large alphabet, or by taking the minimum node identifier of nodes at the vertex. This ensures an initial set of unique vertex labels.
As a node moves from a vertex u through an edge to another vertex v, it should accept the label of the new vertex v as its new location. Assume that node i arrives at v at time t. Let us denote with t − the time immediately before t. If nodes at v at time t − have already decided on a label, then node i simply accepts this label (cf. Figure 5(a) ). If not, then node i randomly generates a new label (cf. Figure 5(b) ).
Algorithm 1 formally describes the vertex labeling scheme described above. A node runs the algorithm every time its neighborhood set changes. With Y i (t) we denote node i's position in the CP graph obtained by the algorithm at time t, where Y i (t) = edge if node i thinks it is at an edge, and Y i (t) = vertex y if node i thinks it is at vertex with label y. With random we denote a large random integer.
Algorithm 1: Labeling -event:
Else /* node i not alone */ 4 I f|B i (t − )| = 1 then /* node i alone before */ 5 I f |B i (t)| > 2 then /* at least 2 other nodes at this CP /* 6 Relabeling Errors. Once a vertex is labeled, nodes at this vertex keep the same label, until there is only one node left at the vertex. Then this remaining node falsely decides that it is at an edge. The next time two nodes are present at this vertex, the vertex is relabeled. Therefore, a vertex changes its label every time the number of nodes drops below two. If this occurs rarely, then the vertex labeling algorithm manages to maintain stable vertex labels over relatively long periods of time.
B. Edge Discovery
As a node moves on the graph, it observes the label of every vertex it visits, as described in the previous section. If a node moves directly from vertex u with label y u to vertex v with label y v , then this indicates the existence of a labeled edge (y u , y v ), and we say that the node directly observes this edge.
To discover the edge set E, it would be possible for each node to rely only on its own observations of the edges it traverses. However, this approach has the following drawbacks. First, if node mobility is such that a node does not visit the entire graph, then this node will never discover some parts of the graph, which can result in poor forwarding decisions. Second, even if a node moves over the entire graph, the discovery process would be rather slow, and the transient time (until every node knows most of the CP graph) would be excessively long.
We therefore would like to accelerate the dissemination of edge information to allow every node to learn the entire graph. One approach is for nodes to exchange labeled edges through a gossip protocol. This allows nodes to learn the entire CP graph more quickly.
Note however that a node's view of the CP graph may change over time because of relabeling errors. If the label of a vertex u changes from y u to y u , then all edges with label y u become obsolete. We use an aging mechanism to eliminate such obsolete edges.
More precisely, in our gossiping scheme, node i's view of the CP graph, G i , is represented by the set of pairs (e, t obs ), where t obs is the time when edge e was directly observed. Node i has edge e in G i either if it has directly observed e, or if it has received e through gossiping from other nodes.
Every node, upon arrival at a vertex, gossips a constant number (n e ) of randomly chosen entries (e, t obs ) from its view of the graph G i to all nodes at this vertex.
Therefore, node i updates G i either when it directly observes an edge, or when it receives a gossip message from another node. When node i directly observes edge e at time t, it adds (e, t) to G i and deletes the old entry for e from G i if it exists. When node i receives (e, t obs ) through gossiping, it does the following. In addition to the process of learning edges, a node removes an edge from the graph if the edge grows too old. More precisely, a node removes entry (e, t obs ) from its graph at time t obs + T age , where T age is a fixed constant for all nodes.
C. IH and COGRAD
In the previous section, we had described the IH algorithm as operating on top of a topological oracle that reveals the CP graph G to every node. We now describe how IH operates on top of COGRAD, where the CP graph G, and each node's position on the graph, are obtained through COGRAD, and therefore subject to some errors, as described.
As we saw in Section IV, a node i located at vertex u chooses the next hop for a message m with the destination at w as the next vertex on the shortest path u → w in its view of the CP graph. We have not specified which next-hop is chosen if several shortest paths, and thus several possible next-hops, exist. In this case, we use the age of edges obtained by COGRAD in the edge discovery part to choose between these possible next-hops. We choose the next-hop with the smallest age of its incoming edge from u, i.e., the vertex v whose entry ((u, v), t) is most recent.
We discuss two other error conditions that can arise in IH due to errors in the underlying graph discovery algorithm. The first situation arises when node i makes the next-hop decision for a message, but cannot find a shortest path to w. This can happen when in i's view of the graph G i , (i) w is not known, or (ii) a path u → w does not exist in G i , possibly because u has no outgoing edges in G i . The second situation arises when the destination location (obtained by the last encounter tables as described in Section IV) is the current node's location u, but the destination is elsewhere.
We resolve these situations as follows. In the case where a node is not aware of any outgoing edges from the current vertex u, then this node simply keeps the message and waits until it moves to another vertex v, where it then tries again to find a path. Otherwise, the node chooses as next hop the vertex v for which it has the most recent entry ((u, v), t) in its edge cache.
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the IH algorithm, both in combination with an oracle that reveals the true vertex or edge identity to each node, and in combination with the COGRAD algorithm that discovers the CP graph and node locations from each node's neighborhood set B i (t), as described in Section V. For this purpose, we developed a custom simulator implementing the CP graph-based mobility model, and the IH and COGRAD algorithms.
We compare our algorithm with ER [9] and PROPHET [10] . We also compare the delay of our algorithm with the scheme where a source transmits a message only to the destination (no routing algorithm is used). We denote this scheme as "no R".
A. Simulation Set-up
We present simulation results for both synthetic topologies and for the city traffic topology we have inferred in Section III. The synthetic topology we use is the 2-dimensional k × k grid, where we vary k from 3 to 10, i.e., |V | = 9, . . . , 100.
For both the synthetic and the city topology we assume that we have n = c|V | nodes performing independent random walks on the graph, with c > 0 a parameter controlling the mean number of nodes per vertex. Note that the random walk is the most challenging mobility process for our purposes, for the following reason. When a node performs a random walk, its future movements are independent of the entire past. In other words, even if a node accumulates statistics about its past movements, this will not help predict the future. As such, all the nodes located at a vertex v at a given time t are statistically equivalent, and no information about the past (e.g., keeping track of when a node has last seen the destination, as in PROPHET) can be used to predict where a node will go in the future.
The location of a node is either a vertex v ∈ V (which implies that the node can communicate with all other nodes currently located at the same vertex v), or on an edge e = (u, v) ∈ E (which implies that the node is en route from island u to island v, and is not able to communicate with any other node).
Each node spends an exponentially distributed time with mean T V at a vertex, and an exponentially distributed time T E at an edge, where we set T V = 10T E . All the delay results we report, as well as all time scales, are normalized by setting T V + T E = 1, i.e., we normalize to unity the average speed at which a node advances from vertex to vertex.
So far, the only assumption we make about the set of nodes within a same CP is that each node can reach other nodes (either because they are in direct radio range of each other, or because they can form a connected ad hoc network). However, for the purpose of simulations we do assume for simplicity that nodes within a CP are directly connected. This assumption is favorable for both our algorithms and for the epidemic-based algorithms ( [9] , [10] ) we compare with, because it makes it possible to transmit a message to all nodes at a CP in a single broadcast. If nodes at a CP were not directly connected, then the broadcast function would have to be replaced by a flooding primitive.
Other fixed parameters in our simulations are: c 1 = 3 and c 2 = 2 in IH (c1 and c2 are defined in Section IV), and maximum hop − count = 1000 in ER and PROPHET.
Each simulation we report is preceded by a warm-up phase, which is needed to populate the last encounter tables (LETs). The warm-up phase terminates if 80% of the node pairs have encountered each other at least once; note that this is conservative in that the LE tables are asymptotically fully populated.
We use the following metrics:
• delivery rate -the number of messages delivered to destinations divided by the total number of messages sent by sources • delay -the normalized delay for the delivered messages • number of transmissions per message -how many times a message is transmitted until there are no more copies of this message in the network. We find these metrics by averaging over a number of randomly chosen source-destination pairs, where for each pair a source sends a single message to its destination. In simulation results we show the mean values of these metrics with 95% confidence intervals.
Note that the number of transmissions per message includes only the transmissions of actual messages, not the control messages generated by IH and COGRAD. We justify this as follows. First, in the IH algorithm, control messages result only when a traffic message is to be transmitted. Therefore, the IH control overhead should be considered relative to the overhead to transmit messages. Usually, data messages tend to be orders of magnitude larger than control messages. This is in compliance with the proposed architecture for delay tolerant networks in [4] . Therefore, the IH overhead per data message can be neglected. Second, in the COGRAD vertex labeling algorithm, control overhead accrues when a node discovers its neighborhood set B i (t), and this type of control overhead is also present in ER and PROPHET. Third, in the COGRAD edge discovery algorithm, control overhead accrues when a node arrives at a vertex and broadcasts a small number of edges. In comparison, ER and PROPHET exchange a summary vector and predictability vectors whenever a node meets a new node, which in our setting means the broadcast of these vectors per each node's arrival at a vertex. Therefore, the control overhead in our scheme is comparable to that in ER or PROPHET, and small compared to data messages except when the network is very lightly loaded. Hence, we consider only traffic messages in our simulation results and we leave a detailed analysis of the control overhead for future work.
B. Simulation Results
First, we show in Figures 6 and 7 how these metrics depend on the two parameters of the COGRAD algorithm (n e and T age , c.f. Section V). Recall that the parameter n e represents the number of edges that each node gossips upon its arrival at a vertex, and the parameter T age is the age threshold fixed for all nodes upon which an edge is removed from the CP graph.
We see that the results are not very sensitive to T age , i.e., that in the broad range of T age from 50(T V +T E ) to 100(T V + T E ) the results vary little. We also see that the good results are achieved with a relatively small number of gossiped edges (n e = 4), especially in the case of the grid topology. In the simulation results reported below we set T age = 70(T V + T E ) and n e = 4 unless stated otherwise.
In the case of the taxi graph, we have a slight drop in the delivery rate (85%-95% depending on n e ). This is because the taxi graph consists of a number of vertices with a small degree (1 and 2), which results in a small mean number of nodes in a stationary regime (less than 4 and 8, respectively) and thus frequent relabeling errors occur in these vertices. This suggests that we could obtain better results if the CPs with a small mean number of nodes were actually considered edges in the CP graph. This is a question for future investigation.
Second, we show in Figure 8 , the performance metrics for the grid topology as a function of the square root of the grid size k, for c = 15. Figure 8(a) shows the delivery rate. We notice that the delivery rate of the flooding-based approaches (ER, PROPHET) is essentially 100%. The delivery rate of IH drops slightly, but remains very close to 1. This slight drop-off is due to relabeling errors in COGRAD, as described earlier. Figure 8(b) shows the end-to-end delivery delay. Although the delay of IH is higher than that of flooding-based approaches (around 1.5 times higher), the figure suggests that it is only a small constant factor higher than ER/PROPHET as a function of network size. Figure 8 (c) shows clearly the main advantage of our scheme: it requires a significantly lower overhead per message than ER/PROPHET. Third, we show simulations based on the inferred city graph in Section III. In these simulations, we vary the parameter c to explore the sensitivity of IH+COGRAD to small values of c. We see in Figure 9 (b) that small values of c are problematic; this is because vertices empty too frequently, leading to a high packet drop rate due to relabeling errors.
Finally, Figures 9(b) and 9(c) confirm our finding that IH+COGRAD achieves a very favorable tradeoff, with a delay close to that of flooding-based approaches that are essentially the lowest possible delay, with much lower transmission overhead, which implies that a network operating under IH+COGRAD has a capacity gain of more than an order of magnitude over ER/PROPHET for the scenarios considered here.
This favorable tradeoff is possible because our scheme tightly controls the copies of a message en route, immediately killing any message that strays from the shortest path towards the destination. In flooding-based approaches, messages diffuse throughout the network; in particular, it is difficult in these approaches to ensure that all copies of a message get discarded after one copy of the message has been delivered to the destination. This problem does not arise in IH.
VII. DISCUSSION AND CONCLUSION
We have argued in this paper that node distributions that are heterogeneous in space and relatively stable over time provide an opportunity for mobility-assisted forwarding in partitioned networks, because the underlying topology of concentration points (CPs) and flows of nodes between the resulting islands of connectivity can be learned and used to make progress towards the destination without flooding the network with too many copies of a message.
We have shown that in the presence of stable CPs, our approach significantly outperforms approaches where copies of messages are made without the benefit of an underlying topology. Our approach achieves end-to-end delays of the same order as aggressive flooding-based approaches, but with up to an order of magnitude fewer transmissions per message. This benefit comes from the ability to decide, at every vertex, whether a particular copy of a message has made progress towards the destination or not; we can realize this benefit even if the mobility process is not predictable (random walk), and even if the CP graph is not known a-priori (thanks to COGRAD).
To do this, we had to take a significant detour, and first develop a scheme to discover this topology. We have shown that under the assumptions of our mobility model, it issomewhat surprisingly -possible to achieve this by processing the changing set of neighbors of each node, without relying on any explicit signal from the environment or from dedicated infrastructure.
Once we inferred have the CP graph, we can try to forward messages along the shortest path of islands towards the destination. Although we cannot, of course, control the movement of individual nodes, we can nevertheless make progress towards the destination by making a few copies, and letting only those copies survive that go in the right direction.
For this to work, a message has to be able to locate the destination in the CP graph; for this, we have adopted the idea of last encounter routing described in [19] , but here locations are vertex labels rather than geographic coordinates. This allows a message to have an estimate of its destination's current location; the precision of this estimate tends to improve as the message approaches the destination.
Our simulation results show that our approach significantly outperforms schemes that do not explicitly exploit topological information. Of course, this advantage depends on the presence of a stable topology of concentration points; otherwise, it is probably hard to achieve significantly better performance than schemes such as ER and PROPHET. However, we believe that heterogeneous and stable node distributions tend to be the norm rather than the exception, and we hope to establish this claim through further study of a diverse and representative set of mobility traces. The key point we make in this paper is that stable heterogeneity is beneficial, as it provides structural clues that can be exploited by routing and mobility-assisted forwarding algorithms.
Many questions remain open, and the possible extensions of this work are plentiful. For example, the model of the CP graph, where each vertex is a CP a-priori, and where nodes en-route between CPs cannot communicate with any other node, is certainly somewhat of an exaggeration. We believe, however, that IH and COGRAD can be made more robust so that they will operate even if these assumptions are relaxed. For example, there may be a spectrum of CPs with very different node densities; we envision that a CP that is populated too sparsely, i.e., empties too frequently, should not "qualify" as a vertex in the CP graph, as frequent relabelings are problematic.
Another assumptions concerns our mobility model. It can be expected that COGRAD performance would suffer in the presence of much group mobility, i.e., a set of nodes traveling together for a period of time. Such a group of nodes could "overpower" other nodes when they arrive at a vertex, and impose their label, although they have moved. We think that this is an interesting direction for further research. In particular, it should be possible to improve COGRAD by using history; for example, it may be possible to repair labels upon such errors instead of simply relabeling, using history in nodes. 
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