Abstract. The open nature of exploratory learning leads to situations when feedback is needed to address several conceptual difficulties. Not all, however, can be addressed at the same time, as this would lead to cognitive overload and confuse the learner rather than help him/her. To this end, we propose a personalised context-dependent feedback prioritisation mechanism based on Analytic Hierarchy Process (AHP) and Neural Networks (NN). AHP is used to define feedback prioritisation as a multi-criteria decision-making problem, while NN is used to model the relation between the criteria and the order in which the conceptual difficulties should be addressed. When used alone, AHP needs a large amount of data from experts to cover all possible combinations of the criteria, while the AHP-NN synergy leads to a general model that outputs results for any such combination. This work was developed and tested in an exploratory learning environment for mathematical generalisation called eXpresser.
Introduction
Exploratory learning is characterised by complex tasks such as constructing models and varying their parameters, that can be approached in different ways, leading to equally valid solutions. Although these solutions are varied, they are all characterised by some key points the learners need to address or be aware of. The actions of a learner when solving a task can indicate the points the learner may need help with, however, to be effective, the help that is given should take into consideration the personal characteristics of the learner. Moreover, relevant information could be extracted from the context which can lead to more appropriate feedback. There are many works in the literature that investigate the role of context in a diversity of fields such as recommender systems [2] , artificial intelligence [1], educational psychology [40] and ubiquitous computing [27] .
The definition of context is also diverse, varying from the wide social context to the specificity of network characteristics. In our approach context refers to the stages within a task, with each stage providing essential information about what is currently relevant for the learner.
Exploratory Learning Environments (ELEs) (e.g. SimQuest [22] , Adaptive Coach for Exploration (ACE) [7] , Vectors in Physics and Mathematics [18] ) are characterised by freedom, allowing learners to explore the domain rather than guide their learning in a structured manner. On the other hand, complete lack of guidance in ELEs is not useful for learning [23] . Consequently, the challenge is to provide feedback in such a way that the learner does not feel restrained and at the same time perceives the feedback as relevant with respect to the current activity. This problem is not unique to exploratory learning environments, but also applies to educational simulated environments (e.g. [42] ) and games (e.g. [38] ) where the challenge is to provide feedback without breaking the flow [13] .
This paper addresses the problem of personalised feedback prioritisation in ELEs which allow learners a high degree of freedom as opposed to the guided learning offered by more structured learning environments such as intelligent tutoring systems. The approach was developed using an ELE for mathematical generalisation and the prioritisations used to train the neural network are validated by experts in the field of mathematical education.
In previous work [11] [12], we have proposed an approach for feedback prioritisation based on the Analytic Hierarchy Process [35] , a popular method in Multicriteria Decision-Making [43] . Due to the large amount of data needed from experts, the AHP approach was developed only for the most frequent combinations of criteria, where criteria refer to task difficulty, experience and arithmetic ability. This meant that when a combination of criteria was not available, the closest match to the available combinations of criteria was found and the prioritisation of the best match was used instead.
To address this issue, in this paper we present a context-dependent personalised feedback prioritisation mechanism using the Analytic Hierarchy Process and Neural Networks [3] . AHP is used to define feedback prioritisation as a multi-criteria decision-making problem, while NN is used to model the relation between the criteria and the order in which the conceptual difficulties should be addressed, i.e. the prioritisation. When used alone, AHP needs a large amount of data from experts to cover all possible combinations of the criteria, while the AHP-NN synergy leads to a general model that outputs results for any such combination. The experimental study aims to establish the feasibility of the AHP-NN approach for the personalised feedback prioritisation problem.
The next section briefly introduces adaptive feedback, mathematical generalisation and the system employed. Section 3 presents the AHP-NN approach, while Section 4 presents the experimental results obtained using the proposed approach. Section 5 discusses the results and concludes the paper.
