Direct-Sequence/Code-Division Multiple-Access (DS/CDMA) is emerging as a potential multiple access communication scheme for future digital wireless communications systems. Such wideband systems usually operate in a frequency selective fading channel, which introduces inter-symbol interference and thus potential performance degradation. Previously proposed subspace-based blind channel identi cation algorithms, which provide estimates of channel parameters for e ective equalization, su er from high numerical complexity for systems with large spreading gains. In this paper, it is shown that, through the use of matched lter outputs, reduction in numerical complexity can be obtained. The complexity reduction is considerable when the channel length is small and the system is moderately-loaded. The results show that the new algorithm su ers a slight performance loss. Although the employed matched lter outputs do not form a set of su cient statistics for the unknown channels, the di erence between the matched lter outputs and the su cient statistics becomes negligible for large observation lengths, and the asymptotic normalized Fisher information does not change. Performance is evaluated through simulations, the derivation of a tight approximation of the mean-squared error of the channel estimation, and through comparisons to the Cram er-Rao bound for the estimation error. It is shown that the approximation of the mean-squared error can be obtained in terms of the correlation of the spreading codes and the channels. This representation of the error supplies a tool for investigating the relationship between performance and spreading sequence correlations.
I. Introduction
Direct-Sequence/Code-Division Multiple-Access (DS/CDMA) is emerging as a potential multiple access communication scheme for future digital wireless communications systems due to its inherent resistance to interference and propagation e ects 22]. In a DS/CDMA system, multiple users share the communication spectrum by modulating their individual signals using signature waveforms. Knowledge of the waveform facilitates reception of the desired user's data stream. Due to the nature of the radio channel, wireless communication systems are subject to the e ects of multipath propagation of the signals. As a result of this multipath propagation, the received signal contains delayed and distorted replicas of the original signal, and this causes inter-symbol interference (ISI). This interference can be a limitation to the performance of wireless CDMA systems, if no further equalization is performed 4]. For wideband signals, the multipath can often be resolved, whereas in narrowband systems multipath is e ectively experienced as a multiplicative scalar distortion 15] .
Channel information can be used e ectively to compensate for the e ects of the non-ideal channel. The conventional method for channel identi cation is to employ training sequences of known data. However, such a scheme requires more bandwidth to transmit the same amount of information. Consequently, there is an interest in blind identi cation schemes for multi-user wireless systems. The work in 18] presented an e ective new identi cation and equalization algorithm based on the eigenvalue structure of the observation space, using only second-order statistics. The proposed receiver o ered convergence at a faster rate in comparison to previously proposed blind equalization algorithms; consequently, 18] initiated a signi cant research e ort towards blind identi cation/equalization algorithms 10, 16, 19] .
In 13], a subspace based identi cation algorithm was proposed. That algorithm also used only second-order statistics and exploited the eigenvalue structure of the observation space to estimate the channel. An orthogonality property between signal and noise subspaces was used to construct a quadratic function whose minimization yielded the channel estimates. The algorithm required fewer numerical computations and had lower estimation variance compared to 18]. Furthermore, the algorithm in 18] did not yield perfect estimation in the noise-free scenario, while that of 13] did. Several subsequent papers have developed subspace-based techniques for the DS/CDMA scenario 9, 20] . However, the properties of the DS/CDMA waveforms were not fully exploited. In 12] , it was proposed to use knowledge of the spreading codes as well as a matched ltering method to reduce complexity and improve performance for a single-user DS/CDMA system.
The main drawback of the subspace based algorithms of 9, 20] is the numerical complexity involved in the eigenvalue or singular value decomposition applied to the discrete time observation. The discrete time observation is obtained by sampling the continuous time signal at the chip-rate and the dimension of the observation to which the subspace decomposition is applied is typically a multiple of the spreading gain. Therefore, for large spreading gains, these algorithms su er from a large numerical burden due to very long observation vectors. Using symbol matched lter outputs, it is possible to reduce the size of the observation and hence the numerical complexity. In this paper, the subspace ideas of 20] and the matched ltering idea of 12] are combined for use in an asynchronous multi-user system. To observe the e ects of matched ltering, the algorithm of 20] is also explicitly discussed. Simulations are implemented and the mean-squared error performances of the two algorithms are compared. Analytical expressions for the meansquared error are obtained as a function of the correlations of the spreading codes instead of the codes themselves, to investigate the e ect of code correlation on the performance. Cram er Rao lower bounds on the estimation variance are obtained. Analytical expressions for the mean squared error of the estimates are obtained for the algorithm in 20] and the new algorithm, using the approximations in 8]. Our results indicate that a signi cant reduction in complexity is possible with only a minimal loss in performance.
We have focused our e orts on the channel identi cation problem. The motivation for considering the channel identi cation problem is that the channel knowledge can be used to combat the e ects of ISI using detection techniques such as those proposed in 7], 21], or 23].
The rest of the paper is organized as follows. In Section II, the signal model is presented, and the two channel identi cation algorithms are described. In Section III, the analytical mean-squared error for the channel estimates are derived, and it is obtained as a function of correlation between spreading sequences; the Cram er Rao lower bound is obtained-the matched lter outputs are compared to the set of su cient statistics. The details of the derivations in Section III are given in Appendices A, B, C, and D. In Section V, numerical results are presented. Concluding remarks are provided in Section VI.
II. Signal Model
A DS/CDMA system with P users is considered. The symbol period is denoted by T s , the chip period is T c , the spreading gain is L c , the spreading code for user i is c i (0) : : : c i (L c ? 1) , and T c = T s =L c . In a multi-path channel, the received baseband signal due to user i is given by x i (t) = (1) where s i (n) is the symbol sequence which is assumed to be iid, and h i (t) is the baseband response of channel of the i th user due to the chip pulse. The response h i (t) is complex. It is assumed that there exists a nite integer L such that h i (t) has a duration smaller than LT c . L is called the channel length. Since we consider an asynchronous system, each user's signal arrives at the receiver with a delay, which is denoted by i . We assume that the delays are integer multiples of chip periods or the non-integer part is absorbed in h i (t), thus i = d i T c , where d i is an integer.
Initially, we shall further assume that the delays are known a priori. In Section III-D., we will propose a robust timing estimator algorithm based on the channel estimation algorithm, which will remove the need to know the delays.
The discrete time observation due to user i, which is the continuous time observation sampled at the chip rate, is given by Finally, the discrete time observation is given by the sum of the received signals due to P users and additive noise,
x i (k) + e(k); (4) where e(k) is assumed to be a circularly white, complex Gaussian, random sequence with zero mean and variance 2 n . The aim of blind channel identi cation algorithms is to estimate the channel coe cients (h i (0); : : : ; h i (L ? 1)), given the observation x(k), without the knowledge of s i (n).
We now obtain Equation ( 
Therefore the observation is
G i s i (n) + e(n); (9) where e is a circularly white Gaussian noise vector.
III. Blind Channel Estimation for Multi-User CDMA
A. Subspace Based Estimation Using Matched Filter Outputs
We now present a modi ed channel identi cation algorithm, which uses a set of matched lter outputs for channel estimation, with the potential of reduced numerical complexity with respect to the algorithms which use the row data x(n). In this scheme, the subspace decomposition is applied to matched lter outputs of each user. Matched lters are applied in such a way that all the multi-path signal components are captured. Thus, as in 20], we momentarily assume that the time delays, d i , are known. We shall present a modi ed delay estimation algorithm employing the matched lter data in Section D.
Here we note that the term \matched lter" does not mean a lter matched to the total channel response, but lters matched to the L paths of the user signals for each symbol. From the channel model of equations (2) ; (12) and y i (n) represents the matched lter outputs for user i, which is the sum of the components due to the desired user, structured interference due to other users and colored noise (11) . It is noted that C i in (8) (16) Note that the data vector s i (n) contains the symbols n to n + K. Using the concatenation in (16), the total number of symbols in S i is N.
We de ne G = h G 1 : : : G P 
The estimate of the channels are obtained by exploiting the orthogonality between the signal and noise subspaces. Thus our goal is to minimize k(WC m G i ) H U o k 2 , with respect to h i . Here and in the rest of the paper, k k refers to the Frobenius norm of the matrix.
By taking advantage of the structure of G i , it can be shown that there exists a matrix Q mf;i which satis es
A similar equivalence is observed in 13] for convolutive channels and single-user systems. However, note that the spreading operation is not convolutive.
In order to express the Q mf;i , let W = (23) and
The channel is estimated viaĥ i = arg min
whose solution is given by the singular vector corresponding to the minimum singular value of Q mf;i .
B. The Torlak-Xu (TX) Algorithm
If the subspace decomposition is applied to the raw data x(n) to estimate the channels, the algorithm in 20] is obtained. A data matrix is formed by concatenating the observation vectors in the following way
In this case, the signal subspace is spanned by the G i 's and the size of the orthogonal subspace is KL c ?P(K +1). After obtaining the orthogonal subspace by applying an SVD to X, the channel estimates are obtained fromĥ Note that in Section A., the data y is formed by stacking matched lter outputs of all users. Estimates of the channels for all users can be obtained from y. Therefore, it is suitable for centralized estimation where the spreading codes of all users are available. Although the assumption of this knowledge is reasonable for the uplink communication, in the downlink, the knowledge of other users may not be available, and thus estimation of one channel using the knowledge of that user's code may be desirable. We now present a modi ed, decentralized MF algorithm.
If the number of matched lter outputs used for each bit is chosen to be equal to the length of channel (L), the length of matched lter output vector is (K ? 1)L which may not be large enough to ensure the existence of the noise subspace. So M matched lter outputs are taken and the matched lter outputs are formed as follows: 
A similar delay estimation algorithm is noted in 20] . Note that Q mf;i is not only a function of the delay of i th user, but the delays of other users also. However, it is empirically observed that the singularity of Q mf;i depends on the delay of the i th user only. In Section V, an example is given in which min (Q mf;i (d i )) is plotted for arbitrary values of delays of the other users ( Figure 9 ). It is observed that correct delay estimation for the desired user always occurs.
IV. Analysis of the Algorithms
In this section we provide the results of our analysis of the MF channel estimation algorithm. The explicit derivations are provided in the Appendices. The mean-squared error (MSE) performance is studied, and the loss of information due to the reduction of observation size due to matched ltering is investigated. 
Therefore, the MSE performance is inversely proportional to the SNR and the number of observation vectors used. The e ects of the channel and the spreading codes are captured in the term kQ y mf;i k 2 and kQ y tx;i k
The performance of data detectors for multi-user CDMA is strongly related to the correlation of the codes, and the performance degrades with increasing cross-correlation (see e.g. 11]). Motivated by this fact, we obtain expressions which relate the MSE to the correlation of the codes, rather than the codes themselves. The cross-correlation of two codes at zero lag has a geometric interpretation as it is related to the Euclidean distance between the codes, so we expect the channel estimation to be sensitive to the cross correlation at zero lag. Also, by the identi ability condition described in 20], or implied by the general identi ability condition in 18] for convolutive channels, the channels are unidenti able when codes of two users are same. Numerical results in Section V show that the channels are identi able, with good MSE performance, even when the correlation between two codes is high, unless the correlation becomes one. Therefore our results support the identi ability condition in 20], as the channels remain identi able regardless of the high correlation.
In Appendix B, it is shown that the quantities kQ y mf;i k 2 and kQ y tx;i k 2 can be obtained given the channel parameters and the correlations which are de ned by
where c i (n) for n = 2 f0; : : : ; L c ? 1g is de ned to be zeros so i;j (k) = 0 for k L c .
Calculating the MSE given the i;j (k)'s instead of c i (k) 0 s supplies a tool to investigate the e ect of the correlation on the performance of the estimation algorithms. From the numerical results ( Figures 7 and 8 ), we observe that the channels remain identi able as long as the codes are linearly independent. Thus higher cross-correlation does not automatically lead to degraded performance unless the correlation is close to one. This is in contrast to what is observed for the performance of most data detection algorithms.
B. Loss of information
The matched lter outputs are a set of statistics of smaller dimension than the original obserobservation. In order to measure the potential information loss due to this reduction of dimension, we investigate the su cient statistics for the channel estimates. In Appendix C, we show that the matched lter outputs approach a set of su cient statistics for large observation lengths (large N's). Furthermore, we obtain Cram er-Rao bounds (CRB) on the channel estimation variance given the actual observation and given the matched lter outputs. It is shown that the normalized asymptotic information matrices for the two algorithms are same, so the information loss due to matched ltering becomes negligible for large observation lengths. This is also illustrated numerically ( Figure  6 ) by comparing the CRB for the two algorithms. The results show that the di erence between the CRBs for the two cases gets smaller as the number of observed information bits increases, supporting the results of Appendix D.
V. Numerical Results
We rst present the numerical results for the MSE from simulations for both algorithms. Note that there is a complex constant ambiguity involved in the channel estimates. That is, any e j ĥ i will also be a solution of (25). During the simulations, the real constant part of the ambiguity is handled by assigning the true channels h i unit norm. Without further processing, we cannot resolve the phase ambiguity. Thus, to calculate the simulated MSE, the complex phase ambiguity is compensated by multiplying the estimates by e ?j^ i , where the phase estimate,^ i , is obtained by minimizing the distance kh i ? e ?j^ iĥ i k and is equal tô i = phase(ĥ H i h i ):
The MSE plotted is the cumulative MSE for all of the channel coe cients for all the users:
(36) whereh i = e ?j^ iĥ i .
In all of the MSE simulations, the length of the data sequence used to form the channel estimates was N = 200. The number of realizations to obtain the mean-squared error was 500. In Figure  1 , the MSE is shown as a function of the signal to noise ratio. The number of users is P = 6, channel length is L = 3, and length of the spreading codes is L c = 32. The spreading codes were generated randomly; the elements of the spreading sequence were selected from f 1= p L c g with equal probability. The smoothing factor is K = 3 for both algorithms. The length of observation vector is KL c = 96 for the TX scheme and (K ? 1)LP = 36 for the MF scheme. Therefore there is a considerable complexity reduction involved in the rst SVD for the MF algorithm. Although the MF algorithm performs better in low SNR, performance loss in the high SNR region is observed. It is also observed that the analytical expressions are good approximations of the real MSEs for high SNR. This was expected because the perturbed subspace approximation in 8], on which our analytical expressions are based, is valid under the assumption of high SNR.
In Figure 2 , the near-far e ect is investigated. A system with spreading gain 16 and 6 users, with 5 strong users with equal power and 1 weak user is considered. The MSE for the weak user is plotted as a function of near-far ratio which is de ned as the ratio of the signal power of strong users to that of weak user. It is seen that the channel estimates are insensitive to the near-far e ect.
In Figure 3 , the same system as that in Figure 1 is considered except that SNR is kept at 15 dB and the MSE is obtained as a function of spreading gain. The numerical complexity increases with increasing L c for the TX algorithm while it does not change for the MF algorithm. The dotted lines show the numerical complexity involved in the rst SVD in each algorithm. The gures were obtained by counting the number of ops required to perform the SVDs. The MSE decreases initially and then remains constant with increasing L c for both schemes. This trend is explained intuitively by the fact that with very low spreading gains, G is close to a singular matrix. In Figure   4 , the same system is considered with SNR=15 dB, and the MSE and the number of ops are plotted as a function the number of users. It is observed that with a large number of users the performances of the two algorithms become identical. It is noted that only the numerical complexity due to the rst SVDs are considered. The calculation of the whitening lter also contributes to the complexity of the MF algorithm; however this complexity is insigni cant in comparison to that of the SVD. It should also be noted that the whitening lter can be pre-computed.
The MSE results show that the MF algorithm is capable of signi cantly reducing the numerical complexity of blind channel identi cation with a modest cost in performance.
In Figure 5 , we compare the CRB results with the MSE obtained from simulations. In calculating the CRB we have assumed knowledge of the rst coe cient of each user's channel since otherwise Fisher information matrix is singular due to the phase ambiguity. We have used the same knowledge in the simulations to have a proper comparison. This only changes the algorithms after the Q tx;i and Q mf;i are obtained; the unknown channel parameters are now obtained from the least square solution of h i Q i = 0 by xing rst coe cient of h i . It is observed that the MSE approaches the CRB for high SNR for both algorithms. In Figure 6 , we observe that the values of the CRB for the two cases become closer as the number of data bits increases. This supports the result of Appendices C and D; the information loss due to matched ltering becomes negligible for large N.
In Figures 7 and 8 , the partial correlation assumption made in (53) as well as a model for i;j (k) is investigated. A two user system with spreading gain L c = 32 is considered. A set of 17 pairs of codes are obtained with correlation ranging from 0 to 1. The mean squared error of the estimation is found via simulation and analytical expressions using the codes c i (n). Then, the i;j 's are obtained using the codes as in (34), and the MSE is calculated from i;j 's. Hence, by observing the lines (+ ?+) and (2 ?2), it is seen that the assumption in (53) appears to be valid. Next, the i;j 's are formed using a simple model which captures only the e ect of cross-correlation at zero lag. The result is given by the ( ? ) curve in the gures. It is observed that it provides a good approximation despite its simplicity. We also observe that, the algorithms give good MSE unless j j 1, which prevents user separation and violates the identi ability condition 20], unlike the performance of the data detectors which degrade with increasing j j.
In Figure 9 , the delay estimation algorithm is studied. The minimum singular value of Q mf;1 (d 1 ) is given for a system with P = 8, L c = 15, L = 3, SNR = 20 dB and d 1 = 10. The plot is obtained by assuming arbitrary values for the delays of other users. This is done for 100 di erent random delay values and the results are overlayed. It is observed that the singularity of Q mf;1 depends the delay of only the desired user. Therefore delay of user i can be estimated using (31) and assuming any value for the delays of users other than i th user. That is, decentralized single user time delay estimation can be performed well. In Figure 10 , the MSE performance of the decentralized MF algorithm described in Section III-C is presented as a function of the number of MF outputs (M) used. It is seen that the decentralized algorithm provides good MSE performance as M increases. Thus, it is not necessary to have complete knowledge of all users' codes in order to estimate a single user's channel.
While the MSE provides a good performance measure for channel estimation, our ultimate goal is to employ the channel estimates for equalization. The MSE and bit error rate (BER) performance is given in Figure 11 . In plot (b), the BER performance of the MMSE equalizer 7] using the channel estimate of TX algorithm, MF algorithm, and the true channel information is given. The BER performance of both algorithms algorithms becomes identical to the BER given the true channels for high SNR. Thus, even though the TX algorithm might slightly outperform the MF algorithm in terms of MSE, the resulting equalizers have nearly identical performance.
VI. Conclusions
In this paper, we have investigated reducing the numerical complexity, via the reduction in dimension of the observation, of blind channel identi cation algorithms for asynchronous multiuser CDMA systems. When the dimension reduction is not performed, the previously proposed algorithms 9, 20] have a numerical complexity which increases with the spreading gain, which can be intolerable for systems with large spreading gain. The proposed MF algorithm can reduce the complexity for such scenarios. From the simulation results it is seen that MF algorithm su ers a slight loss in the asymptotic performance, with considerable reduction in complexity.
Analytical expressions are obtained for the mean squared error of the channel estimates for both schemes. The expression for MSE obtained in 20], which was for a speci c case, is generalized. CRB analyses are conducted given the original observation and the matched lter outputs. It is shown that the normalized asymptotic information matrices for the two matrices are the same. It is also shown that the energy of the di erence between su cient statistics for estimating the channels and matched lter outputs is very small. The numerical CRB results show that the CRB of the two cases is almost identical for typical data lengths. These results suggest that there is a loss of information during matched ltering, but it is very minor for the typical data lengths used for channel estimation.
Analytical expressions in terms of the correlation of the codes are obtained. These expressions may be useful in investigating e ect of a given correlation structure on the algorithms without forming the codes, and may help designing codes which result in better channel estimation performance.
Another approach for blind channel equalization channel is directly to use a receiver which both cancels ISI and multiple access interference, whose parameters are estimated blindly. Recent work has been done towards this end (e.g. 6]). Data dimension reduction via matched ltering to reduce the size of the problem for this class of problems may be considered as a future work. Another item for the future work is to consider sparse channels which represent a more general type of problem and probably a better model for the wireless physical channel.
Appendix A: MSE
The approach to obtain the MSE for the MF algorithm is the same as in 20]: obtain the perturbation of the channel estimates as a function of the perturbation of the observation using the rst order perturbation approximation in 8]. We will denote the true orthogonal subspace, which is obtained from observation without noise, by U o , and the orthogonal subspace which is obtained from the noisy observation byÛ o . Similarly, Q mf;i is formed using U o , andQ mf;i is formed usingÛ o . Note that the channel h i is the null vector of Q mf;i , and the estimateĥ i is the null vector ofQ mf;i . The matrices and their estimates are related byÛ o = U o + U o ;Q mf;i = Q mf;i + Q mf;i ;ĥ i = h i + h i . We de ne Z = C m w GS, then the perturbed observation is Y w = Z + C m w E: 
Note that since the signal energy is normalized, the signal to noise ratio is SNR = ?2 n , and the MSE is inversely proportional to SNR.
MSE for TX Algorithm
We provide the extension of the derivation of the MSE for the TX algorithm to the case where the 
and
Substituting (48) 
We will be making the assumption that the partial correlations are a fraction of the correlation i;j (0) i;j (1) : : : i;j (L ? 1) 
We seek to express the quantity in the parenthesis in terms of correlations and channels. From de nition of Q c;i (24), we see that it is already in the desired form. From (20) and ( 
Therefore, using (60) and (61), the whitening matrix is obtained, using (63) 
The probability density function of x is given by:
where T i (x) = x T C i . Therefore, the set T(x) = fT 1 (x); : : : ; T P (x)g is a set of complete su cient Gaussian random variables. While this is not explicitly true, it greatly simpli es analysis and does provide a reasonable benchmark for performance. It is noted that the Gaussian distributed data assumption results in a larger CRB than that which would have been obtained under the binary data assumption, since the Gaussian CRB is the largest of all CRBs for di erent data distributions 17]. 
The matched ltering matrix C m , which is de ned similarly, is for the observation x has size PL(N ? 2). The Fisher Information Matrix (FIM) for the su cient statistics C T x is the same as the FIM for x (TX algorithm). From Appendix C, the su cient statistics vector can be expressed as T(x) = 
