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Communicated by Marston Morse, May 7, 1949 Take a point set S with a Lebesgue measure and consider on it a stocha$tic process with a density function f(s, x; t, y), x, y e S, 0 < s < t < c. It satisfies the functional equation f(s, x; t, y) = fsf(s, x; u, z) f(u, z; t, y)dv, 0 < s < u < t, with the accompanying initial condition f(s, x; t, y) -+ O(x, y) as t -s -+ 0 where 5(x, y) is the "Dirac function." By a general argument it can be shown that this always implies a pair of diffusion equations -f(s, x; t, y) = -A,(x)f(s, x; t, y) 
Condition (4) may be very troublesome, either to enforce or to verify, but there is no intuitive difficulty in describing it in terms of the generating operator Au(z). Thus, for a stationary process A (z), if A (z) is a self-adjoint operator on L2 it states that A shall have the eigenvalue Xo = 0 with the eigenfunction (po(X) = 1 or approximately so. However the intuitive reduction of the "global" property (3) to a structural property of the generating operator is in the general case much harder to accomplish. Actually, in the classical set-up with which the theory of stochastic processes started, such a reduction does exist, and very sharply so. In the classical stationary set-up the operator A is the negative LaplaceBeltrami elliptic differential operator of the second order, A = -A, on a differentiable manifold, and property (3) follows then, sufficiently, from the fact, that at a point of minimum for a twice differentiable function we have Ag 2 0. So this is quite satisfactory as far as it goes. But the Laplace operator leads only to a Gaussian stochastic process, or approximately so, and for all other processes the problem remains. Now, we claim that for a certain type of other processes an answer is still possible. Take a numerical function 41(X) in 0 < X < oo and assume that exp{-u4((X) is completely monotone, that is e 8 U0) = Jc e'P dy,(p), dy(p) 2 0,
and if B is any stationary process, say B = -A, then we form the operational function A = 4(B). We claim that it again forms a stationary process; in fact their densities satisfy the relation f(u; x, y) = Jo f(p; x, y)dyu(p), (6) so that (3) implies ft . 0, as claimed.
In particular for 1'(X) = XV, 0 < p < 1, we obtain the "stable" processes of P. Levy, and we have just seen that Levy's construction may be superimposed on any stationary process originally given and not only a Gaussian one. Thus, any diffusion equation (2) implies the associated equations f = Az,f, O< P< (7) -~~~au all of diffusion type, and many others. We yet mention, for any c > O? the associated equation f {(A + c)12 -c1'2}f (8) which is the "relativistic" counterpart to (2), this counterpart being always a stochastic process again. However, their Brownian motions may be very different from each other. Thus, for A = -A almost all paths are infinite, but for cI( -A) almost all paths will remain infinite if and only if J' ) 4(X2)X-2dX = c; otherwise, and this then includes the equation (7), for p < 1/2 they are almost all finite. Whether this might have a physical interpretation, is not known to us.
We can also make a statement on non-stationary cases. Take a function in two variables 4(u, X), 0 < u < co, 0 < X < a), and assume that for every fixed u it is completely continuous as before. Take a fixed self-adjoint operator B which produces a stationary process, say B = -A, and set up the variable operator
We claim that this will produce a non-stationary process in (1). It is no longer possible to substantiate this by a formula as direct as (6) is, but if we employ the spectral resolution of B, a formula can again be written down. Assume first that B has a pure point spectrum in which case we have f(u; x, y) = xn e n#pn(X)(pn(Y).
For the stochastic density of Au we then have f(s, x; t, y) = E.nexp(-I7cI(u, X.)du)>p.(x)>p.(y),
and it can be shown that the positiveness of (10) induces that of (11).
More generally, for a non-discrete spectrum if we have a Carleman representation f(u; x, y) = fo e-' d E(X; x, y), then this implies f(s, x; t, y) = Jf' exp(-174'(u, X)du)dnE(X; x, y).
Finally we note that if we start with a family of self adjoint operators A., 0< u < co, instead of investigating directly the existence of a function cl(u, X) and an operator B for which (9) holds, it suffices to verify that they are mutually commutative, AMA, = AA,,, and that, for each u,
A. generates a stationary process; because this then implies the representation (9) automatically.
A detailed paper with full references will appear at a later date.
