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iResumo
Neste trabalho, e´ proposta uma nova estrate´gia para a sı´ntese de filtros robustos em norma
H2 ou H∞. O filtro em questa˜o e´ obtido a partir da soluc¸a˜o de equilı´brio de um problema de
otimizac¸a˜o minimax, onde a norma do erro de estimac¸a˜o e´ maximizada em relac¸a˜o ao domı´nio
de incertezas e minimizada em relac¸a˜o a todos os filtros causais e racionais. Como contribuic¸a˜o
principal, e´ mostrado que, para a classe de incertezas considerada, a soluc¸a˜o de equilı´brio do
problema minimax mencionado pode ser determinada de forma exata para o problema em norma
H2, isto e´, sem a introduc¸a˜o de restric¸o˜es adicionais que levem a` perda de otimalidade.
Abstract
In this work, a new design procedure for H2 or H∞ optimal robust filtering is presented. The
robust filter is determined from the equilibrium solution of a minimax programming problem
where the norm of the estimation error is maximized with respect to the feasible uncertainties
and minimized with respect to all rational and causal filters. As the main contribution, it is
shown that for the class of parameter uncertainty considered, the equilibrium solution to the
aforementioned minimax problem can be exactly determined for the H2 norm case. In contrast
to the design methods available in the literature to date, the one presented in this work does not
include any degree of conservatism.
“ ´Obvio e´ o que voceˆ ja´ sabe”.
iii
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Capı´tulo 1
Introduc¸a˜o
Nas u´ltimas de´cadas, surgiu um grande interesse no estudo dos denominados me´todos ro-
bustos para processamento de sinais. Tais me´todos sa˜o aplica´veis em esquemas de detecc¸a˜o de
sinais, estimac¸a˜o, filtragem e exemplos pra´ticos podem ser vistos em processamento de sinais
em radares e sonares. Tambe´m ha´ aplicac¸a˜o em sistemas de comunicac¸a˜o, reconhecimento de
padro˜es e processamento de imagens e fala (Kassam e Poor 1985).
Os u´ltimos estudos em processamento de sinais da˜o uma eˆnfase no desenvolvimento de es-
quemas o´timos para uso em meios precisamente conhecidos de sinal e de ruı´do. Como nas
aplicac¸o˜es de processamento de sinais o ruı´do e o sinal sa˜o geralmente modelados como proces-
sos estoca´sticos, as medidas de desempenho envolvem, consequ¨entemente, quantidades proba-
bilı´sticas como variaˆncia do erro ou probabilidade de erro (Kassam e Poor 1985). Um exemplo
cla´ssico e´ o filtro casado, que e´ o´timo para minimizac¸a˜o da relac¸a˜o sinal/ruı´do (Haykin 1994).
Suponha o seguinte problema em processamento de sinais: um receptor para um sinal num
meio com ruı´do aditivo deve ser projetado para oferecer um desempenho o´timo segundo um
determinado crite´rio, considerando que o ruı´do e o sinal possuem uma descric¸a˜o estatı´stica co-
nhecida. Eis uma pergunta importante: qua˜o sensı´vel e´ o desempenho deste receptor o´timo
a`s variac¸o˜es das caracterı´sticas do sinal e do ruı´do? Essa pergunta e´ importante porque, na
pra´tica, raramente as caracterı´sticas dos sinais e ruı´dos sa˜o perfeitamente conhecidas. Infeliz-
mente, em muitos casos o esquema o´timo nominal pode sofrer uma degradac¸a˜o considera´vel
no desempenho, mesmo para variac¸o˜es aparentemente pequenas das caracterı´sticas nominais.
´E esta observac¸a˜o que motiva o estudo de te´cnicas robustas de processamento de sinais. Sa˜o
te´cnicas que oferecem bons desempenhos para condic¸o˜es nominais e desempenho aceita´vel para
as condic¸o˜es de sinal e ruı´do diferentes das nominais, mas que se encontram dentro de uma classe
de possı´veis variac¸o˜es. Assim, no estudo de me´todos robustos e´ reconhecido que informac¸o˜es
1
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precisas a respeito das caracterı´sticas das grandezas envolvidas e´ irreal e que classes de variac¸o˜es
dessas caracterı´sticas devem ser formuladas e consideradas no desenvolvimento destes me´todos
(Kassam e Poor 1985). Alguns modelos de recepc¸a˜o e filtragem de sinais podem ser vistas em
Geromel e Palhares (2004).
Muito do que se discute em processamento de sinais pode ser encontrado de forma equiva-
lente em sistemas de controle. Algumas te´cnicas bem sucedidas em controle o´timo podem ser
u´teis para resolver alguns problemas de processamento de sinais. Neste contexto, a otimizac¸a˜o
convexa com restric¸o˜es baseadas nas desigualdades lineares matriciais (LMIs1) nos confere duas
grandes vantagens para tratar os problemas de controle o´timo. A primeira e´ que o conjunto das
restric¸o˜es e´ convexo, ou seja, oferece soluc¸o˜es o´timas globais para os problemas. A segunda e´
a difusa˜o de me´todos eficientes para a soluc¸a˜o deste tipo de restric¸a˜o (Boyd, Ghaoui, Feron e
Balakrishnan 1994).
Propomos, nesta dissertac¸a˜o, o estudo de esquemas robustos o´timos em processamento de
sinais, baseados em LMIs. Mais precisamente, estudamos o problema de filtragem robusta, num
contexto ainda na˜o visto na literatura. Estudamos uma nova classe de variac¸o˜es, que confere para
o crite´rio de mı´nima variaˆncia, a otimalidade global do problema. Como um estudo particular,
resolvemos tambe´m o problema de aproximac¸a˜o linear robusta.
1.1 Apresentac¸a˜o da dissertac¸a˜o
Esta dissertac¸a˜o foi dividida em cinco capı´tulos e um apeˆndice. Em especial o primeiro
capı´tulo e´ a introduc¸a˜o do texto e a descric¸a˜o dos demais capı´tulos.
Os pro´ximos capı´tulos esta˜o estruturados da seguinte forma:
Capı´tulo 2: Faz uma revisa˜o nos fundamentos matema´ticos ba´sicos para o desenvolvimento do
texto. Nele esta˜o os princı´pios fundamentais em ana´lise de sistemas dinaˆmicos, desde a
caracterizac¸a˜o das condic¸o˜es necessa´rias e suficientes para a estabilidade assinto´tica de um
sistema dinaˆmico, incluindo as definic¸o˜es das normas H2 e H∞, as condic¸o˜es estendidas de
estabilidade ate´ a ana´lise de desempenho robusto. Ja´ e´ suposto que o leitor tenha conheci-
mentos em a´lgebra linear, teoria de sistemas lineares, otimizac¸a˜o na˜o linear e em processos
estoca´sticos.
Capı´tulo 3: Apresentamos o problema de filtragem robusta o´tima em norma H2. Inicialmente,
estudamos o problema de aproximac¸a˜o linear robusta, caso particular do problema de filtra-
gem robusta, num contexto de otimizac¸a˜o minimax. Em seguida resolvemos o problema
1Do termo em ingleˆs: Linear Matrix Inequality
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de filtragem robusta para sistemas a tempo contı´nuo e discreto. ´E mostrado que, para a
classe de incertezas estudada, a soluc¸a˜o deste problema e´ o´tima global.
Capı´tulo 4: Como um estudo complementar do capı´tulo 3, o problema de filtragem robusta em
norma H∞ e´ abordado. Novamente, resolvemos o problema de aproximac¸a˜o linear robusta
e o problema de filtragem robusta para sistemas a tempo contı´nuo e discreto. Para este
crite´rio conseguimos parametrizar filtros robustos subo´timos.
Capı´tulo 5: Por fim, neste capı´tulo, fazemos as devidas concluso˜es e as perspectivas futuras dos
problemas estudados nesta dissertac¸a˜o.
Apeˆndice A: Neste u´nico apeˆndice procuramos mostrar os fundamentos do estudo das desigual-
dades lineares matriciais, sua caracterizac¸a˜o, me´todos de soluc¸a˜o e exemplos. Mostramos
tambe´m neste apeˆndice dois teoremas utilizados ao longo do texto: o complemento de
Schur e o teorema de Parseval.
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1.2 Notac¸a˜o
Ao longo do texto procuramos manter uma notac¸a˜o que e´ padra˜o na literatura.
R Conjunto dos nu´meros reais;
(′) transposic¸a˜o;
(•) respectivo bloco sime´trico;
Hp espac¸o vetorial de func¸o˜es complexas, racionais e analı´ticas no semi-
plano direito (sistemas contı´nuos) ou na parte externa do cı´rculo unita´rio
(sistemas discretos);
s varia´vel complexa da transformada de Laplace;
ζ varia´vel complexa da transformada Z;
zˆ transformada de Laplace ou transformada Z do sinal contı´nuo z(t) ou
do sinal discreto z(k);
h(t) ou h(k) respostas ao impulso de sistemas a tempo contı´nuo ou discreto, respec-
tivamente;
‖z(t)‖ norma L2 de uma func¸a˜o contı´nua z(t). ‖z(t)‖2 =
∫
∞
0 tr(z(t)
′z(t))dt;
‖z(k)‖ norma L2 de uma func¸a˜o discreta z(k). ‖z(k)‖2 = ∑∞0 tr(z(k)′z(k));
Hwz(ζ) ou Hwz(s) func¸a˜o de transfereˆncia entre a entrada wˆ e a saı´da zˆ. Genericamente
pode ser representada por H(ζ) ou H(s);
H(ω) para sistemas a tempo contı´nuo e´ igual a H(s) calculado em s = jω.
Para sistemas a tempo discreto H(ω) = H(ζ) para ζ = e jω;
> (<) quando aplicados a`s matrizes significa positividade (negatividade) de
seus autovalores;
tr(.) soma dos elementos da diagonal principal da matriz (.);
H(s) =
[
A B
C D
]
forma compacta para representar uma func¸a˜o de transfereˆncia a partir
de uma possı´vel realizac¸a˜o no espac¸o de estados, sendo H(s) = C(sI−
A)−1B+D. Para sistema a tempo discreto a notac¸a˜o e´ equivalente;
diag(A,B) construc¸a˜o de uma matriz bloco diagonal, onde as submatrizes A e B
compo˜em sua diagonal principal;
λmax(.) autovalor ma´ximo da matriz (.);
σ¯(A) valor singular ma´ximo da matriz A, σ¯(A) =
√
λmax(AA′);
¥ fim de prova;
∗ operador de convoluc¸a˜o.
Capı´tulo 2
Ana´lise de sistemas dinaˆmicos
Neste capı´tulo, apresentamos alguns fundamentos teo´ricos em ana´lise de sistemas dinaˆmicos,
os quais constituem a base para os capı´tulos seguintes. Visando tornar o trabalho mais claro
incluı´mos os conceitos fundamentais e algumas provas. Obviamente todo o conteu´do deste
capı´tulo encontra-se explicitado com mais detalhes na literatura, que sera´ apropriadamente ci-
tada ao longo do texto.
2.1 Definic¸o˜es preliminares
Para o modelo de um sistema dinaˆmico a tempo discreto, linear e invariante no tempo
x(k +1) = Ax(k)+Bw(k); x(0) = 0, (2.1)
z(k) = Cx(k)+Dw(k), (2.2)
no qual x(k) ∈ Rn e´ o estado, w(k) ∈ Rm e´ a entrada, z(k) ∈ Rp e´ a saı´da do sistema e todas as
matrizes sa˜o de dimenso˜es apropriadas, definimos sua func¸a˜o de transfereˆncia como sendo
Hwz(ζ) = C (ζI−A)−1B +D. (2.3)
Do mesmo modo, para o modelo de um sistema dinaˆmico a tempo contı´nuo
x˙(t) = Ax(t)+Bw(t); x(0) = 0, (2.4)
z(t) = Cx(t)+Dw(t), (2.5)
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definimos sua func¸a˜o de transfereˆncia como sendo
Hwz(s) = C (sI−A)−1B +D. (2.6)
Para ambos os modelos, denotamos como sendo estritamente pro´prios se suas matrizes D fo-
rem identicamente nulas e pro´prios caso contra´rio. O modelo e´ dito mı´nimo quando o nu´mero de
autovalores da matriz A se iguala ao nu´mero de po´los de sua respectiva func¸a˜o de transfereˆncia.
2.2 Estabilidade
Para o sistema definido pelas equac¸o˜es (2.1–2.2) ou (2.4–2.5), definimos o conceito de es-
tabilidade assinto´tica a partir do estudo de Lyapunov (Ogata 1990, Ogata 1995). Note que este
conceito de estabilidade e´ definido simplesmente a partir da matriz A do sistema, de acordo com
o seguinte lema
Lema 2.1 O sistema a tempo discreto (2.1–2.2) e´ assintoticamente esta´vel se e somente se
existir uma matriz P = P′ tal que 
 P A ′P
PA P

> 0 (2.7)
Esta condic¸a˜o de estabilidade pode ser escrita em uma forma alge´brica, aplicando o complemento
de Schur (A.1) na desigualdade (2.7) e completando-a com uma matriz definida positiva Q.
Lema 2.2 O sistema definido pelas equac¸o˜es (2.1–2.2) e´ assintoticamente esta´vel se e somente
se
A ′PA−P+Q = 0, (2.8)
P = P′ > 0, (2.9)
para qualquer Q = Q′ > 0.
A condic¸a˜o “para qualquer Q = Q′ > 0” implica num importante corola´rio que viabiliza uma
ana´lise de sensibilidade das matrizes P e Q.
Corola´rio 2.1 Se o sistema (2.1–2.2) for esta´vel, para duas escolhas da matriz Q tais que Q1 >
Q2 implica que P1 > P2.
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Prova: Subtraindo as duas respectivas equac¸o˜es alge´bricas de Lyapunov
A ′(P1−P2)A− (P1−P2)+(Q1−Q2) = 0,
A ′∆PA−∆P +∆Q = 0,
notamos que Q1 > Q2 implica ∆Q = Q1−Q2 > 0. Pelo Lema 2.2 temos que ∆P > 0, portanto
P1−P2 > 0. ¥
Para sistemas a tempo contı´nuo podemos estudar sua estabilidade pelo seguinte lema
Lema 2.3 Com relac¸a˜o a estabilidade do sistema (2.4–2.5) as seguintes afirmac¸o˜es sa˜o equi-
valentes:
i) O sistema e´ assintoticamente esta´vel se e somente se todos os seus autovalores possuı´rem
parte real estritamente negativa;
ii) O sistema e´ assintoticamente esta´vel se existir uma matriz P = P′ > 0 tal que A ′P+PA <
0;
iii) O sistema e´ assintoticamente esta´vel se existir uma matriz P = P′ > 0 tal que A ′P+PA +
Q = 0, para qualquer Q = Q′ > 0.
2.3 Medidas de desempenho em sistemas dinaˆmicos
Controle o´timo e´ o foco central deste trabalho e, no que se diz respeito a otimizac¸a˜o, crite´rios
de desempenho devem ser estabelecidos conforme o interesse e aplicac¸a˜o de um determinado
problema. Nesta sec¸a˜o estudamos os dois crite´rios de desempenho mais conhecidos. Maiores
detalhes sobre as definic¸o˜es e o formalismo matema´tico podem ser encontrados em Colaneri,
Geromel e Locatelli (1997) ou em K. Zhou and J. C. Doyle (1998).
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2.3.1 Norma H2
Sistemas a tempo discreto
Dado um sistema assintoticamente esta´vel, descrito pela func¸a˜o de transfereˆncia (2.3), per-
tencente ao espac¸o H2, a norma H2 e´ definida como sendo
‖Hwz(ζ)‖22 = 12pi
∫ pi
−pi
tr
(
Hwz(e− jω)′Hwz(e jω)
)
dω. (2.10)
Em princı´pio esta norma pode ser calculada por integrac¸a˜o simples.
A norma H2 pode ser interpretada como a soma dos custos quadra´ticos (norma L2) das res-
postas zi(k) de um experimento determinı´stico hipote´tico, que consiste em aplicar um impulso
wi(k) = eiδ(k)1, i = 1 · · ·m, em cada canal de entrada do sistema. Dado que no tempo a resposta
ao impulso e´
h(k) =
{
D, k = 0
C Ak−1B, k = 1 · · ·∞
,
a norma H2 pode ser computada mediante a soma desses m custos
m
∑
i=1
‖zi(k)‖2 =
m
∑
i=1
[
D ′i Di +
∞
∑
k=1
B ′i (A
′)k−1C ′C Ak−1Bi
]
,
=
m
∑
i=1
[
D ′i Di +B
′
i
(
∞
∑
k=0
(A ′)kC ′C Ak
)
Bi
]
,
= tr
[
D ′D +B ′
(
∞
∑
k=0
(A ′)kC ′C Ak
)
B
]
,
=
∞
∑
k=0
tr
(
h(k)′h(k)
) (2.11)
em que Di = Dei e Bi = Bei. Esta equac¸a˜o temporal equivale a` equac¸a˜o (2.10) grac¸as ao teorema
de Parseval (A.1), que e´ va´lido para sistemas assintoticamente esta´veis.
Portanto, o ca´lculo desta norma pode ser feito utilizando a equac¸a˜o temporal (2.11). O termo
em pareˆnteses ∑∞k=0(A ′)kC ′C Ak = Po, e´ a soluc¸a˜o da seguinte equac¸a˜o matricial, vide Kwaker-
naak e Sivan (1972):
A ′PoA−Po +C ′C = 0, (2.12)
na qual Po = P′o > 0.
1ei e´ o vetor canoˆnico no Rm.
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Sendo assim, a norma H2 pode ser calculada desta forma:
‖Hwz(ζ)‖22 = tr
(
D ′D +B ′PoB
)
. (2.13)
Utilizando as propriedades da func¸a˜o trac¸o, a norma H2 pode ser calculada alternativamente
por uma formulac¸a˜o dual, ou seja
‖Hwz(ζ)‖22 = tr
[
D ′D +B ′
(
∞
∑
k=0
(A ′)kC ′C Ak
)
B
]
,
= tr
[
DD ′+C
(
∞
∑
k=0
(A)kBB ′(A ′)k
)
C ′
]
,
= tr
(
DD ′+CPcC ′
)
, (2.14)
na qual Pc = ∑∞k=0(A)kBB ′(A ′)k > 0 e´ a soluc¸a˜o de
APcA ′−Pc +BB ′ = 0. (2.15)
As matrizes Po e Pc sa˜o denominadas gramianos de observabilidade e de controlabilidade,
respectivamente. Com este conjunto de equac¸o˜es e´ possı´vel calcular a norma H2 resolvendo
um problema de otimizac¸a˜o expresso em termos de LMIs encontrando um limitante superior e
minimizando-o, conforme o Lema 2.4.
Lema 2.4 Considere o sistema descrito pelas equac¸o˜es (2.1–2.2) e a func¸a˜o de transfereˆncia
(2.3). As seguintes afirmac¸o˜es sa˜o equivalentes:
i) ‖Hwz(ζ)‖22 < γ;
ii) Existem matrizes P = P′ e W = W ′ tais que
tr(W ) < γ, (2.16)

W B ′P D ′
PB P 0
D 0 I

> 0,


P A ′P C ′
PA P 0
C 0 I

> 0; (2.17)
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iii) Existem matrizes P = P′ e W = W ′ tais que
tr(W ) < γ, (2.18)

W CP D
PC ′ P 0
D ′ 0 I

> 0,


P AP B
PA ′ P 0
B ′ 0 I

> 0. (2.19)
Prova: Para a equivaleˆncia entre i) e ii): supondo uma matriz P > 0 que satisfac¸a a desigualdade
A ′PA−P+C ′C < 0,
pelo Corola´rio 2.1, P > Po, aplicando o complemento de Schur (A.1), temos a LMI a` direita de
(2.17). Com isto
‖Hwz(ζ)‖22 = tr
(
D ′D +B ′PoB
)
< tr
(
D ′D +B ′PB
)
< tr(W ) < γ,
aplicando novamente o complemento de Schur temos a outra LMI de (2.17) e (2.16). A prova
para a equivaleˆncia entre i) e iii) segue o mesmo princı´pio. A equivaleˆncia entre ii) e iii) e´
imediata. ¥
Minimizando γ em relac¸a˜o a P > 0 e a W podemos calcular a norma H2 a menos de um
nu´mero muito pequeno definido pela rotina nume´rica utilizada, pois as LMIs sa˜o estritas.
Sistematizando, a norma H2 pode ser calculada resolvendo um dos seguintes problemas de
otimizac¸a˜o
‖Hwz(ζ)‖22 = minγ,P,W {γ : (2.16–2.17)}= minγ,P,W {γ : (2.18–2.19)} . (2.20)
Sistemas a tempo contı´nuo
Para sistemas a tempo contı´nuo a norma H2 e´ definida de forma muito parecida ao caso
discreto. Dado um sistema assintoticamente esta´vel, descrito pela func¸a˜o de transfereˆncia (2.6),
pertencente ao espac¸o H2, a norma H2 e´ definida como sendo
‖Hwz(s)‖22 =
1
2pi
∫
∞
−∞
tr
(
H ′wz(− jω)Hwz( jω)
)
dω. (2.21)
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Note que para esta norma ser va´lida, a func¸a˜o de transfereˆncia (2.6) deve ser estritamente
pro´pria, ou seja, D = 0, pois a integral em (2.21) e´ impro´pria. Vale ressaltar que para sistemas
a tempo discreto esta restric¸a˜o na˜o e´ necessa´ria. Novamente, podemos computar esta norma
resolvendo um problema de otimizac¸a˜o expresso em termos de LMIs de acordo com o seguinte
lema
Lema 2.5 Considerando o sistema descrito pelas equac¸o˜es (2.4–2.5), nas quais D = 0, e a
func¸a˜o de transfereˆncia (2.6), as seguintes afirmac¸o˜es sa˜o equivalentes:
i) ‖Hwz(s)‖22 < γ;
ii) Existem matrizes P = P′ e W = W ′ tais que
tr(W ) < γ, (2.22)
W B ′P
PB P

> 0, (2.23)

A ′P+PA C ′
C −I

< 0; (2.24)
iii) Existem matrizes P = P′ e W = W ′ tais que
tr(W ) < γ, (2.25)
 W CP
PC ′ P

> 0, (2.26)

AP+PA ′ B
B ′ −I

< 0. (2.27)
Prova: A prova segue passos semelhantes a` prova do Lema (2.4). Detalhes sa˜o fornecidos em
K. Zhou and J. C. Doyle (1998). ¥
A norma H2 pode ser calculada resolvendo um dos seguintes problemas de otimizac¸a˜o
‖Hwz(s)‖22 = minγ,P,W {γ : (2.22–2.24)}= minγ,P,W {γ : (2.25–2.27)} . (2.28)
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2.3.2 Interpretac¸a˜o estoca´stica da norma H2
Naturalmente um sistema linear quando excitado por sinais estoca´sticos tera´ uma resposta
estoca´stica. Por exemplo: considere o sistema linear (2.1–2.2). Se este sistema for excitado por
um ruı´do branco, estaciona´rio, de me´dia nula, variaˆncia E[w(k)w(k)′] = V constante, o valor
quadra´tico me´dio estaciona´rio do vetor de estado, definido como Q = limk→∞ E[x(k)x(k)′] e´
obtido pela soluc¸a˜o da equac¸a˜o (2.29), demonstrada em Kwakernaak e Sivan (1972).
Q = AQA ′+BV B ′. (2.29)
O valor quadra´tico me´dio estaciona´rio da saı´da e´ dado pela relac¸a˜o
lim
k→∞
E[y(k)y(k)′] = lim
k→∞
E[Cx(k)x(k)′C ′+Dw(k)w(k)′D ′], (2.30)
= C lim
k→∞
E[x(k)x(k)′]C ′+DE[w(k)w(k)′]D ′,
= CQC ′+DV D ′. (2.31)
Na primeira passagem utilizamos a equac¸a˜o (2.2) e consideramos que os sinais w(k) e x(k) sa˜o
descorrelacionados.
Analisando as equac¸o˜es (2.29) e (2.31) podemos notar a semelhanc¸a com as equac¸o˜es (2.14)
e (2.15) a menos da matriz V , da variaˆncia do ruı´do. Portanto, em um sistema sujeito a um ruı´do
de variaˆncia unita´ria (V = I), o valor quadra´tico me´dio estaciona´rio da saı´da e´ a pro´pria norma
H2 ao quadrado. De fato, quando o sinal de entrada wˆ na˜o for um ruı´do branco de variaˆncia
unita´ria, ainda e´ possı´vel fazer o ca´lculo da norma H2 se a densidade espectral de poteˆncia do
sinal wˆ puder ser decomposta via fatorac¸a˜o espectral (ver apeˆndice Lema A.3). Desta forma
podemos incorporar a “dinaˆmica” do sinal wˆ no sistema e calcular a norma.
2.3.3 Norma H∞
Sistemas a tempo discreto
Para a func¸a˜o de transfereˆncia (2.3), pertencente ao espac¸o H∞, a norma H∞ e´ definida como
sendo
‖Hwz(ζ)‖∞ = max
ω∈[−pi,pi]
σ[Hwz(e jω)]. (2.32)
Para sistemas SISO (uma entrada e uma saı´da), esta norma equivale ao pico do diagrama de
Bode de mo´dulo. Em princı´pio, podemos calcular esta norma via uma busca unidimensional em
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ω.
Assim como a norma H2, a norma H∞ possui uma equivaleˆncia no domı´nio do tempo
‖Hwz(ζ)‖2∞ = sup
‖w(k)‖6=0
‖z(k)‖2
‖w(k)‖2 = sup‖w(k)‖6=0
‖h(k)∗w(k)‖2
‖w(k)‖2 . (2.33)
Com esta equac¸a˜o temporal, podemos interpretar a norma H∞ como sendo o maior ganho de
energia do sistema, que e´ a situac¸a˜o de pior caso, relativamente a` escolha da perturbac¸a˜o, pois
a norma L2 da saı´da e´ perturbada de forma mais intensa. Veja de Souza (1994) para maiores
detalhes. Se nenhuma caracterı´stica estatı´stica de w(k) for conhecida, podemos interpretar essa
norma como sendo o ma´ximo ganho para uma entrada com caracterı´stica estatı´stica desconhe-
cida. A u´nica informac¸a˜o que e´ disponı´vel e´ que sua densidade espectral de poteˆncia e´ limitada
(Shaked e Theodor 1992a, Khargonekar, Rotea e Baeyens 1996, Grigoriadis e Watson 1997).
Podemos calcular um limitante superior para esta norma via equac¸o˜es de Ricati. Utilizando o
Corola´rio 2.1 e o complemento de Schur podemos calcular um limitante da norma resolvendo um
problema convexo de otimizac¸a˜o expresso em termos de LMIs, de acordo com o lema seguinte
Lema 2.6 Dado o sistema (2.1–2.2) as seguintes afirmac¸o˜es sa˜o equivalentes:
i) ‖Hwz(ζ)‖2∞ < γ;
ii) Existe uma matriz P = P′ > 0 tal que
A ′PA−P+(A ′PB +C ′D)(γI−D ′D−B ′PB)−1(B ′PA +D ′C )+C ′C = 0; (2.34)
iii) Existe uma matriz P = P′ > 0 tal que
APA ′−P+(APC ′+BD ′)(γI−DD ′−CPC ′)−1(CPA ′+DB ′)+BB ′ = 0; (2.35)
iv) Existe uma matriz P = P′ tal que


P A ′P 0 C ′
PA P PB 0
0 B ′P γI D ′
C 0 D I

> 0; (2.36)
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v) Existe uma matriz P = P′ tal que


P AP B 0
PA P 0 PC ′
B ′ 0 I D ′
0 CP D γI

> 0. (2.37)
Prova: Antes de comec¸armos a prova, notemos que a equivaleˆncia entre (2.34) e (2.36) e entre
(2.35) e (2.37), e´ feita mediante o Corola´rio 2.1 e ao complemento de Schur (A.1).
Nesta prova vamos nos ater apenas a` suficieˆncia. Mostraremos apenas que ii) implica i).
Inicialmente, vamos definir uma func¸a˜o de Lyapunov quadra´tica
v(x(k)) = x(k)′Px(k).
Considerando (2.34) como uma desigualdade estrita e aplicando o complemento de Schur,
obtemos a forma equivalente
[
A ′PA−P+C ′C A ′PB +C ′D
B ′PA +D ′C D ′D +B ′PB− γI
]
< 0. (2.38)
Multiplicando ambos os lados desta desigualdade por
η(k) =
[
x(k)
w(k)
]
a` direita e por η(k)′ a` esquerda, obtemos
x(k)′A′PAx(k)− x(k)′Px(k)+ x(k)′A′PBw(k)+w(k)′B′PAx(k)+
+w(k)′B′PBw(k)− γw(k)′w(k)+ z(k)′z(k) < 0. (2.39)
Notemos que os primeiros cinco termos dessa desigualdade sa˜o, de fato, v(x(k+1))−v(x(k))
= ∆(v(k)). Como o sistema e´ assintoticamente esta´vel, sabemos que ∆(v(k)) < 0 e, ale´m disso,
a inequac¸a˜o (2.39) se torna
v(x(k +1))− v(x(k))− γw(k)′w(k)+ z(k)′z(k) < 0.
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Somando em ambos os lados desta inequac¸a˜o, obtemos
∞
∑
k=0
[v(x(k +1))− v(x(k))]− γ
∞
∑
k=0
w(k)′w(k)+
∞
∑
k=0
z(k)′z(k) < 0.
Como o sistema e´ assintoticamente esta´vel e x(0) = 0,
∞
∑
k=0
[v(x(k +1))− v(x(k))] = lim
k→∞
v(x(k)) = 0.
Portanto, temos a desigualdade i)
0− γ‖w(k)‖2 +‖z(k)‖2 < 0→ ‖z(k)‖
2
‖w(k)‖2 < γ→ supw 6=0
‖z(k)‖2
‖w(k)‖2 < γ.
A prova mais detalhada pode ser encontrada em K. Zhou and J. C. Doyle (1998) ou em de
Oliveira (1999). ¥
Podemos calcular a norma H∞ minimizando γ por um dos seguintes problemas convexos de
otimizac¸a˜o expressos em termos de LMIs, a menos de um nu´mero muito pequeno,
‖Hwz(ζ)‖2∞ = minγ,P {γ : (2.36)}= minγ,P {γ : (2.37)} . (2.40)
Sistemas a tempo contı´nuo
Para sistemas a tempo contı´nuo a norma H∞ e´ definida na forma frequencial como sendo
‖Hwz(s)‖∞ = sup
ω6=0
σ[Hwz( jω)], (2.41)
e na forma temporal como sendo
‖Hwz(s)‖2∞ = sup
‖w(t)‖6=0
‖z(t)‖2
‖w(t)‖2
= sup
‖w(t)‖6=0
‖h(t)∗w(t)‖2
‖w(t)‖2
. (2.42)
De maneira semelhante aos sistemas a tempo discreto, a norma H∞ pode ser calculada resol-
vendo um problema convexo de otimizac¸a˜o expresso em termos de LMIs.
Lema 2.7 Dado o sistema (2.4–2.5) as seguintes afirmac¸o˜es sa˜o equivalentes
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i) ‖Hwz(s)‖2∞ < γ;
ii) Existe uma matriz P = P′ > 0 tal que
A ′P+PA +(PB +C ′D)(γI−D ′D)−1(PB +C ′D)′+C ′C = 0; (2.43)
iii) Existe uma matriz P = P′ > 0 tal que
AP+PA ′+(PC ′+BD ′)(γI−DD ′)−1(PC ′+BD ′)′+BB ′ = 0; (2.44)
iv) Existe uma matriz P = P′ > 0 tal que


A ′P+PA PB C ′
B ′P −γI D ′
C D −I

< 0; (2.45)
v) Existe uma matriz P = P′ > 0 tal que


AP+PA ′ B PC ′
B ′ −I D ′
CP D −γI

< 0. (2.46)
Prova: A prova pode ser vista em K. Zhou and J. C. Doyle (1998) e tambe´m em de Oliveira
(1999). ¥
A norma H∞ pode ser calculada resolvendo um dos seguintes problemas
‖Hwz(s)‖2∞ = minγ,P {γ : (2.45)}= minγ,P {γ : (2.46)} . (2.47)
2.4 Estabilidade estendida para sistemas discretos
Nesta sec¸a˜o apresentamos novas condic¸o˜es de estabilidade apresentadas em de Oliveira, Ber-
nussou e Geromel (1999). Essas condic¸o˜es sa˜o va´lidas somente para sistemas a tempo discreto.
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Com esta abordagem podemos criar novas condic¸o˜es para o ca´lculo das normas e resolver pro-
blemas mais complicados de sı´ntese sem muito conservadorismo nas restric¸o˜es. Vale ressaltar
que esta condic¸a˜o de estabilidade generaliza aquela anteriormente discutida. Detalhes sobre esta
abordagem se encontram em de Oliveira, Geromel e Bernussou (2002) e em de Oliveira (1999).
Podemos analisar estabilidade do sistema (2.1–2.2) pelo seguinte lema
Lema 2.8 (Estabilidade estendida) O sistema (2.1–2.2) e´ assintoticamente esta´vel se e so-
mente se existirem matrizes P = P′ e G tais que a LMI

 P A ′G′
GA G+G′−P

> 0, (2.48)
seja factı´vel.
Prova: Podemos provar a necessidade verificando que para o sistema ser esta´vel ele deve satis-
fazer
[
P A ′P
PA P
]
> 0, (2.49)
tal que uma escolha particular da matriz G = G′ = P na LMI (2.48) seja factı´vel.
Para provar a suficieˆncia, devemos nos ater a` seguinte desigualdade
(P−G)P−1(P−G)′ ≥ 0⇒ GP−1G′ ≥ G+G′−P,
ja´ que P > 0.
De posse desta desigualdade podemos substituir G+G′−P em (2.48) obtendo
[
P A ′G′
GA GP−1G′
]
≥
[
P A ′G′
GA G+G′−P
]
> 0. (2.50)
Como G+G′−P > 0 implica que G seja inversı´vel, podemos definir a transformac¸a˜o
T =
[
I 0
0 P(G′)−1
]
. (2.51)
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Multiplicando a desigualdade mais a` esquerda de (2.50) por T a` esquerda e por T ′ a` direita
recuperaremos a desigualdade (2.7). ¥
De maneira semelhante podemos estender o conceito da norma H2, de acordo com o lema
seguinte
Lema 2.9 (Norma H2 estendida) Considere o sistema descrito pelas equac¸o˜es (2.1–2.2) e a
func¸a˜o de transfereˆncia definida em (2.3). As seguintes afirmac¸o˜es sa˜o equivalentes:
i) ‖Hwz(ζ)‖22 < γ;
ii) Existem matrizes P = P′, W = W ′ e G tais que
tr(W ) < γ, (2.52)

W B ′G′ D ′
GB G+G′−P 0
D 0 I

> 0,


P A ′G′ C ′
GA G+G′−P 0
C 0 I

> 0; (2.53)
iii) Existem matrizes P = P′, W = W ′ e G tais que
tr(W ) < γ, (2.54)

W CG D
G′C ′ G+G′−P 0
D ′ 0 I

> 0,


P AG B
G′A ′ G+G′−P 0
B ′ 0 I

> 0. (2.55)
A norma H2 pode ser calculada resolvendo um dos seguintes problemas de otimizac¸a˜o
‖Hwz(ζ)‖22 = minγ,P,G,W {γ : (2.52–2.53)}= minγ,P,G,W {γ : (2.54–2.55)} . (2.56)
Para o coˆmputo da norma H∞ sob as novas condic¸o˜es de estabilidade devemos nos ater ao
lema a seguir
Lema 2.10 (Norma H∞ estendida) Dado o sistema (2.1–2.2) e a func¸a˜o de transfereˆncia
(2.3), as seguintes afirmac¸o˜es sa˜o equivalentes:
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i) ‖Hwz(ζ)‖2∞ < γ;
ii) Existem matrizes P = P′ > 0 e G tais que


P A ′G′ 0 C ′
GA G+G′−P GB 0
0 B ′G′ γI D ′
C 0 D I

> 0; (2.57)
iii) Existem matrizes P = P′ > 0 e G tais que


P AG B 0
G′A G+G′−P 0 G′C ′
B ′ 0 I D ′
0 CG D γI

> 0. (2.58)
Podemos calcular norma H∞ minimizando o valor de γ por um dos seguintes problemas
‖Hwz(ζ)‖2∞ = minγ,P,G{γ : (2.57)}= minγ,P,G{γ : (2.58)} . (2.59)
2.5 Desempenho robusto
Uma das caracterı´sticas mais importantes de um sistema de controle diz respeito a sua robus-
tez. Robustez e´ a capacidade de um sistema manter uma determinada caracterı´stica na presenc¸a
de perturbac¸o˜es e distu´rbios que possam vir a ocorrer durante seu funcionamento. Nosso estudo
de robustez se concentra na manutenc¸a˜o de uma caracterı´stica muito importante aos sistemas de
controle que e´ seu desempenho.
Para podermos analisar o desempenho robusto do sistema temos que primeiro classificar e
analisar algumas dessas fontes de distu´rbio ou perturbac¸o˜es, as quais denominamos de incertezas.
Nesta sec¸a˜o estudaremos os dois modelos de incertezas mais conhecidos na literatura.
2.5.1 Sistemas com incertezas polito´picas
A primeira classe de perturbac¸o˜es se refere as incertezas polito´picas. Sistemas dinaˆmicos
podem ter certos paraˆmetros que sa˜o incertos, isto e´, desconhecidos, mas a sua faixa de variac¸a˜o
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pode ser conhecida ou estimada. Causas destas incertezas seriam: a variac¸a˜o de paraˆmetros
ja´ previstos no projeto, simplificac¸a˜o de na˜o-linearidades ou efeitos fı´sicos inerentes ao meio.
Em Egas, Levin, Regis e Geromel (n.d.), encontram-se mais exemplos de causas de incertezas,
no contexto de processamento de sinais. Nesses casos, denominamos esses tipos de incertezas
como sendo incertezas polito´picas, pois para cada valor destes paraˆmetros incertos, no respectivo
domı´nio de variac¸a˜o, podemos definir um sistema dinaˆmico diferente, sendo que as matrizes que
definem o espac¸o de estados encontram-se dentro de um politopo convexo.
Sistemas a tempo discreto
Considerando o sistema a tempo discreto, definido pelas equac¸o˜es no espac¸o de estados
x(k +1) = A(λ)x(k)+B(λ)w(k); x(0) = 0, (2.60)
z(k) = C (λ)x(k)+D(λ)w(k), (2.61)
nas quais x(k) ∈ Rn e´ o estado, w(k) ∈ Rm e´ a entrada, z(k) ∈ Rp e´ a saı´da e todas as matrizes
sa˜o de dimenso˜es compatı´veis, definimos o conjunto de todos os sistemas possı´veis atrave´s de
M(λ) =
[
A(λ) B(λ)
C (λ) D(λ)
]
. (2.62)
A matriz M(λ) ∈Mp tal que
Mp =
{
M(λ) =
N
∑
i=1
λiMi, λ ∈ Λ
}
, (2.63)
no qual denotamos como sendo Mi os valores de M(λ) que se encontram nos ve´rtices do domı´nio
de incerteza, ou seja, Mi = M(λ) para λ = ei 2
Mi =
[
Ai Bi
Ci Di
]
,
e
Λ =
{
λ = [λ1 · · ·λN ] :
N
∑
i=1
λi = 1, λi ≥ 0
}
, (2.64)
2ei e´ o vetor canoˆnico no RN .
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e´ o simplex unita´rio. Com esta caracterizac¸a˜o, as incertezas do sistema esta˜o concentradas no
paraˆmetro λ.
Denotamos a func¸a˜o de transfereˆncia entre a entrada w(k) e a saı´da z(k) de (2.60–2.61) para
cada ve´rtice M(ei) = Mi como sendo Hi(ζ), i = 1, · · · ,N. Para qualquer λ ∈ Λ, denotamos a
func¸a˜o de transfereˆncia do sistema deste sistema como sendo H(ζ,λ).
Podemos estudar a estabilidade deste sistema (ou deste conjunto de sistemas) simplesmente
analisando a estabilidade dos sistemas que compo˜em os ve´rtices, de acordo com o lema seguinte
Lema 2.11 Com relac¸a˜o ao sistema (2.60–2.61) se as LMIs

 Pi A ′i G′
GAi G+G′−Pi

> 0, (2.65)
i = 1 · · ·N,
forem factı´veis, o sistema e´ assintoticamente esta´vel para todo λ ∈ Λ.
Prova: Podemos provar este lema se multiplicarmos cada restric¸a˜o pelo respectivo λi e soma´-
las, obtendo3
[
P(λ) A(λ)′G′
GA(λ) G+G′−P(λ)
]
> 0, (2.66)
em que P(λ) = ∑Ni=1 Piλi, garantindo, assim, sua estabilidade. ¥
Note que a condic¸a˜o de estabilidade do Lema 2.11 e´ apenas suficiente, pois ha´ um acopla-
mento entre as restric¸o˜es pela matriz G. Neste caso a func¸a˜o de Lyapunov e´ dependente dos
paraˆmetros λi (Geromel, de Oliveira e Bernussou 2002),
v(x(k)) = x(k)′P(λ)x(k). (2.67)
Com a func¸a˜o de Lyapunov definida desta forma, podemos encontrar condic¸o˜es menos conserva-
doras do que no caso da func¸a˜o de Lyapunov quadra´tica, em que Pi = P, i = 1 · · ·N e G = G′ = P
(Boyd et al. 1994). Daı´ a importaˆncia de se utilizar as condic¸o˜es de estabilidade estendida.
Utilizando esta mesma estrate´gia, podemos calcular limitantes superiores das normas H2 e
H∞, denominados custos garantidos.
3Note que como a matriz G na˜o depende de λi. ∑Ni=1 Gλi = G, pois ∑Ni=1 λi = 1.
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Lema 2.12 Para o sistema descrito pelas equac¸o˜es (2.60–2.61) as seguintes afirmac¸o˜es sa˜o
verdadeiras (de Oliveira et al. 2002):
i) Se existirem matrizes G, Wi = W ′i ,Pi = P′i , tais que as LMIs
tr(Wi) < γ, (2.68)

W B ′i G′ D ′i
GBi G+G′−Pi 0
Di 0 I

> 0,


Pi A ′i G′ C ′i
GAi G+G′−Pi 0
Ci 0 I

> 0 (2.69)
forem factı´veis para todo i = 1, · · · ,N, enta˜o ‖Hwz(ζ,λ)‖22 < γ para todo λ ∈ Λ;
ii) Se existirem matrizes G, Pi = P′i , tais que as LMIs


Pi A ′i G′ 0 C ′i
GAi G+G′−Pi GBi 0
0 B ′i G′ γI D ′i
Ci 0 Di I

> 0, (2.70)
forem factı´veis para todo i = 1, · · · ,N, enta˜o ‖Hwz(ζ,λ)‖2∞ < γ para todo λ ∈ Λ.
Podemos calcular o menor limitante superior destas normas simplesmente minimizando o
valor de γ pelos problemas de otimizac¸a˜o expressos em termos de LMIs
‖Hwz(ζ,λ)‖22 = minγ,Pi,G,Wi {γ : (2.68–2.69)} , (2.71)
‖Hwz(ζ,λ)‖2∞ = minγ,Pi,G{γ : (2.70)} . (2.72)
Sistemas a tempo contı´nuo
Para sistemas a tempo contı´nuo a ana´lise e´ semelhante. Considere o sistema
x˙(t) = A(λ)x(t)+B(λ)w(t); x(0) = 0 (2.73)
z(t) = C (λ)x(t)+D(λ)w(t), (2.74)
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no qual x(t) ∈ Rn e´ o estado, w(t) ∈ Rm e´ a entrada, z(t) ∈ Rp e´ a saı´da e todas as matrizes sa˜o
de dimenso˜es compatı´veis e definidas em (2.62). O conjunto de todos os sistemas possı´veis e´
definido atrave´s de (2.63) e (2.64).
Denotamos a func¸a˜o de transfereˆncia entre a entrada w(t) e a saı´da z(t) do sistema (2.73–2.74)
para cada ve´rtice M(λ) = Mi como sendo Hi(s), i = 1, · · · ,N. Para qualquer λ ∈ Λ, denotamos a
func¸a˜o de transfereˆncia do sistema como sendo por H(s,λ).
As condic¸o˜es para a estabilidade, custos garantidos H2 e H∞ para (2.73–2.74) esta˜o apresen-
tadas no lema a seguir.
Lema 2.13 Com relac¸a˜o ao sistema dinaˆmico incerto (2.73–2.74), as seguintes afirmac¸o˜es sa˜o
verdadeiras (Geromel 1999):
i) O sistema e´ assintoticamente esta´vel se as seguintes desigualdades
A ′i P+PAi < 0 (2.75)
forem satisfeitas para todo i = 1, · · · ,N;
ii) Considerando que D(λ) = 0, se existirem matrizes P = P′ e Wi = W ′i tais que as desigual-
dades
tr(Wi) < γ, (2.76)
 Wi B ′i P
PBi P

> 0, (2.77)

A ′i P+PAi C ′i
Ci −I

< 0 (2.78)
forem satisfeitas para todo i = 1, · · · ,N, enta˜o e´ garantido que ‖Hwz(s,λ)‖22 < γ para todo
λ ∈ Λ;
iii) Se existir uma matriz P = P′ > 0 tal que as desigualdades


A ′i P+PAi PBi C ′i
B ′i P −γI D ′i
Ci Di −I

< 0, (2.79)
2.5. DESEMPENHO ROBUSTO 24
forem satisfeitas para todo i = 1, · · · ,N, enta˜o e´ garantido que ‖Hwz(s,λ)‖2∞ < γ para todo
λ ∈ Λ.
Neste caso na˜o ha´ condic¸o˜es que relaxem as restric¸o˜es adicionais Pi = P, como no caso dis-
creto. Portanto a severidade das restric¸o˜es e´ muito grande e pode ser evidenciada por simulac¸o˜es.
Podemos calcular o menor limitante superior destas normas simplesmente minimizando o
valor de γ pelos problemas de otimizac¸a˜o expressos em termos de LMIs
‖Hwz(s,λ)‖22 = minγ,P,Wi
{γ : (2.76–2.78)} , (2.80)
‖Hwz(s,λ)‖2∞ = minγ,P {γ : (2.79)} . (2.81)
2.5.2 Sistemas com incertezas limitadas em norma
Outra classe de perturbac¸o˜es se refere a incertezas limitadas em norma. O motivo desta
denominac¸a˜o esta´ no fato que a u´nica informac¸a˜o que temos da incerteza esta´ na sua norma.
Esta incerteza atua nas matrizes que definem as equac¸o˜es do espac¸o de estado do sistema e, a
princı´pio, na˜o e´ conhecido o quanto seus elementos sa˜o afetados. Referimos a matriz deste tipo
de incerteza simplesmente pela letra ∆. Podemos calcular a norma H∞ da perturbac¸a˜o atrave´s de
‖∆‖∞ = σ(∆) =
√
λmax(∆′∆) (2.82)
Incertezas na˜o-estruturadas
Uma incerteza e´ dita na˜o-estruturada quando, de fato, na˜o podemos inferir nada a respeito
da forma como ela perturba o sistema e quanto o perturba, apenas conhecemos sua norma. Em
geral a matriz de perturbac¸o˜es ∆ e´ cheia.
Podemos caracterizar este sistema incerto da seguinte forma: considere o sistema (2.1–2.2)
ou (2.4–2.5). Podemos agrupar suas matrizes na forma
M =
[
A B
C D
]
, (2.83)
em que a matriz M ∈Mn, sendo
Mn = {M = M0 +H∆J, ‖∆‖∞ < γ} , (2.84)
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em que M0 denota um sistema dito nominal e H e J sa˜o matrizes conhecidas. Ja´ que ∆′∆ < γI e´
um conjunto convexo (mas na˜o necessariamente polito´pico), o modelo de incertezas tambe´m o
sera´, pois M e´ uma relac¸a˜o afim de ∆ (Geromel e de Oliveira 2001).
Incertezas estruturadas
Para incertezas estruturadas, pore´m, e´ conhecido qual a parte do sistema que e´ perturbada,
mas na˜o e´ conhecido o quanto, novamente so´ a norma e´ conhecida. Neste caso ∆ possui uma
estrutura pre´-definida. Um exemplo de incertezas estruturadas sa˜o as incertezas polito´picas.
Claramente podemos escrever uma incerteza estruturada como uma na˜o-estruturada, por sim-
ples construc¸a˜o. De fato, ao fazermos isto estamos perdendo informac¸a˜o sobre a incerteza, po-
dendo ate´ obter resultados na˜o muito satisfato´rios na ana´lise. No exemplo a seguir mostraremos
a diferenc¸a entre incertezas estruturadas e na˜o-estruturadas.
Exemplo 2.1 Considere o seguinte sistema
x(k +1) = (A +∆A)x(k)+Bw(k); x(0) = 0, (2.85)
z(k) = Cx(k)+Dw(k), (2.86)
no qual
A =

0,2 0
100 0,2

 , B =

0
1

 ,
C =
[
1 0
]
, D =
[
0
]
,
e ∆A e´ tal que ‖∆A‖∞ < 0,5 indica o grau de incerteza e o modelo com ∆A = 0 e´ dito nominal.
Consideremos, inicialmente, que ∆A na˜o e´ estruturada. Notamos que para uma matriz ∆A
cheia, por exemplo
∆A =

0,4 0,1
0,1 0,1

 ,
cuja norma ‖∆A‖∞ = 0,4303, o sistema (2.85–2.86) e´ insta´vel.
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Consideremos, agora, a estrutura da matrix ∆A como sendo diagonal
∆A =

δA11 0
0 δA22

 ,
podemos verificar que para qualquer ∆A tal que ‖∆A‖∞ < 0,5, o sistema (2.85–2.86) permanece
esta´vel. ¨
2.5.3 Incertezas limitadas em norma versus incertezas polito´picas
Nesta subsec¸a˜o estamos interessados em relacionar os dois modelos de incertezas estuda-
dos (Geromel 1999). Como foi mencionado na Sec¸a˜o 2.5.2, podemos escrever uma incerteza
estruturada em uma na˜o-estruturada. Veremos, agora, mais formalmente as relac¸o˜es entre estes
modelos.
Se considerarmos a estrutura de ∆′∆ em (2.84) como sendo diagonal, o modelo de incertezas
limitadas em norma e´ o modelo de incertezas polito´picas, ou seja, e´ sempre possı´vel determinar
um nu´mero finito de matrizes Mi, i = 1, · · · ,N tal que Mn = Mp. Com isto fica claro que as
incertezas polito´picas sa˜o do tipo estruturadas.
No caso geral, pore´m, a igualdade Mn = Mp na˜o e´ va´lida. Entretanto e´ sempre possı´vel
determinar um nu´mero finito de matrizes ∆i, i = 1, · · · ,N na fronteira de ∆′∆ < γI tal que, com
Mi = M0 +H∆iJ, i = 1, · · · ,N, a relac¸a˜o Mp ⊂Mn e´ va´lida. `A medida que o nu´mero N aumenta,
o conjunto Mp tende ao conjunto Mn. Portanto, para um nu´mero N suficientemente grande,
o conjunto Mn pode ser substituı´do pelo conjunto Mp correspondente, com certa precisa˜o. A
vantagem de se fazer esta troca esta´ na possibilidade de se utilizar as estruturas e as condic¸o˜es de
estabilidade e norma para o sistema incerto modelado pelo conjunto Mp, o que na˜o e´ facilmente
obtido pelo conjunto Mn sem introduzir um alto grau de conservadorismo (Geromel e de Oliveira
2001).
Capı´tulo 3
Filtragem robusta o´tima em norma H2
3.1 Introduc¸a˜o
O projeto de filtros lineares e´ a ferramenta ba´sica para a estimac¸a˜o de sinais. O problema de
filtragem o´tima e´ tratado classicamente por um de dois me´todos, a depender das hipo´teses feitas
pelo projetista. O primeiro me´todo, que da´ origem ao filtro de Wiener, trabalha no domı´nio da
frequ¨eˆncia. No segundo, o problema e´ tratado no domı´nio do tempo com base na representac¸a˜o
de estados, e o filtro projetado recebe o nome filtro de Kalman. Se o projeto restringe-se a
filtros estaciona´rios e causais, os dois me´todos tornam-se equivalentes. Em ambos os casos,
os paraˆmetros que definem o sistema, por exemplo: paraˆmetros do sinal, ruı´do e func¸o˜es de
tranfereˆncia, sa˜o precisamente conhecidos (Anderson e Moore 1979, Haykin 1989).
O problema de filtragem robusta e´ mais recente e mais complexo. Nele, o modelo do sis-
tema na˜o e´ conhecido exatamente. Em Poor (1980), discute-se o projeto de um filtro de Wi-
ener robusto. Trabalhos posteriores (Cortelazzo 1986, Moustakides e Kassam 1983, Chen e
Kassam 1984) o complementam, aumentando a complexidade do modelo. Jain (1975), Shaked
e de Souza (1995) e Xie e Soh (1994) propo˜em a sı´ntese de filtros robustos com desempenho
garantido frente a incertezas limitadas em norma nas realizac¸o˜es do sinal e do ruı´do no espac¸o
de estados. Em Geromel (1999), Geromel, Bernoussou, Garcia e de Oliveira (2000) e Geromel
et al. (2002), o problema de filtragem robusta com incertezas polito´picas e custo garantido e´
formulado em termos de desigualdades matriciais lineares, (Boyd et al. 1994), e resolvido via
programas especı´ficos de otimizac¸a˜o. Artigos mais recentes (Liu, Wang e Yang 2003, Wang e
Balakrishnan 2003) seguem esta mesma linha.
Os me´todos acima apresentam limitac¸o˜es significativas. No domı´nio da frequ¨eˆncia, quando
o problema se restringe a filtros causais, as manipulac¸o˜es alge´bricas se tornam muito complexas
27
3.2. DEFINIC¸A˜O DO PROBLEMA E MODELO DE INCERTEZAS PROPOSTO 28
(Kassam e Poor 1985). No domı´nio do tempo, os autores citados trabalham com um limitante
superior do erro de estimac¸a˜o – e na˜o com o pro´prio erro – a fim de manter o problema convexo.
O filtro obtido nestes casos e´ obviamente subo´timo. Apesar destas limitac¸o˜es, em diversos casos
resultados satisfato´rios sa˜o obtidos.
Este capı´tulo introduz um novo modelo de incertezas parame´tricas inspirado no modelo ε-
contaminated, bem conhecido na a´rea de processamento de sinais e de dados (Kassam e Poor
1985). Mostra-se que, para este modelo de incertezas, o filtro robusto, obtido da soluc¸a˜o de um
problema minimax (Martin e Mintz 1983), e´ o´timo. Exemplos ilustrara˜o sua efica´cia.
3.2 Definic¸a˜o do problema e modelo de incertezas proposto
A Figura 3.1 mostra a estrutura ba´sica do problema de filtragem. Consideremos que o sinal
wˆ e´ um ruı´do branco e estaciona´rio, de me´dia nula e variaˆncia unita´ria. A partir deste sinal wˆ, a
func¸a˜o de transfereˆncia H(ω) gera o sinal transmitido yˆ e o sinal a ser estimado zˆ. O filtro F(ω),
cuja entrada e´ o sinal transmitido yˆ, deve ser projetado de forma que sua saı´da zˆ f seja a melhor
estimativa possı´vel de zˆ, do ponto de vista estatı´stico. No caso, o filtro F(ω) deve minimizar a
variaˆncia do erro de estimac¸a˜o eˆ. Adotando a partic¸a˜o
H(ω) =
[
T (ω)
S(ω)
]
, (3.1)
o problema, a partir do Teorema de Parseval, pode ser formulado como
min
F∈F
‖S(ω)−F(ω)T (ω)‖22, (3.2)
em que ‖ · ‖2 indica a norma H2 e F indica o conjunto dos filtros sob considerac¸a˜o. Este mo-
delamento e´ gene´rico e engloba desde esquemas de recepc¸a˜o e equalizac¸a˜o de sinais sujeitos a
ruı´dos e distorc¸o˜es de canal ate´ servir de modelo para estimac¸a˜o de estado, se forem definidas
apropriadamente as func¸o˜es de transfereˆncia S(ω) e T (ω). No caso cla´ssico, H(ω) e´ conhecida
e a soluc¸a˜o de (3.2) e´ o filtro de Wiener (Kassam e Poor 1985) ou o filtro de Kalman (Anderson
e Moore 1979).
No caso robusto, as func¸o˜es de transfereˆncia T (ω) e S(ω) na˜o sa˜o conhecidas. A u´nica
informac¸a˜o disponı´vel sobre H(ω) e´ que esta func¸a˜o de transfereˆncia pertence a um conjunto H
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wˆ
yˆ eˆ
zˆ
zˆ f
F(ω)
H(ω) +
−
Figura 3.1: Estrutura do problema de filtragem
dado. Este problema, mais complexo, pode ser descrito formalmente como
min
F∈F
max
H∈H
‖S(ω)−F(ω)T (ω)‖22, (3.3)
que permite a seguinte interpretac¸a˜o: o filtro a ser determinado e´ aquele que garante, frente a
todo o conjunto de incertezas, o mı´nimo erro de estimac¸a˜o. Vale observar que a soluc¸a˜o de (3.3)
depende do modelo de incertezas implı´cito na definic¸a˜o do conjunto H .
Na literatura, dois modelos de incertezas foram amplamente estudados: incertezas limitadas
em norma (Shaked e de Souza 1995) e incertezas polito´picas (Geromel 1999), abordados na
Sec¸a˜o 2.5. Em ambos os casos, na˜o foi possı´vel determinar a soluc¸a˜o o´tima de (3.3).
Nossa proposta consiste em adotar um terceiro modelo de incertezas, dado por
H := co{H1,H2, · · · ,HN}, (3.4)
em que co{·} indica a combinac¸a˜o convexa e as func¸o˜es de transfereˆncia Hi(ω), i = 1, · · · ,N sa˜o
conhecidas e assintoticamente esta´veis. A func¸a˜o de transfereˆncia H(ω) ∈ H pode ser descrita,
portanto, por
H(ω) =
N
∑
i=1
λiHi(ω), (3.5)
com λ := [λ1 λ2 · · · λN ]′ ∈ Λ e
Λ :=
{
λ ∈ RN :
N
∑
i=1
λi = 1 , λi ≥ 0
}
. (3.6)
Como sera´ mostrado posteriormente, a ordem de cada um dos ve´rtices H1(ω), · · · ,HN(ω) pode
ser definida arbitrariamente.
Exemplo 3.1 Juntamente com o modelos de incertezas polito´picas, vamos representar grafica-
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Figura 3.2: Modelos de incertezas
mente o modelo (3.4) com o objetivo de evidenciar suas diferenc¸as.
Considere o seguinte modelo incerto
H(s) =
1
s2 +2ξωns+ω2n
com 0,1 < ξ < 0,3 e 50 < ωn < 75. Este sistema possui dois paraˆmetros incertos e quatro
sistemas extremos. Considerando o descrito na sec¸a˜o anterior e na Sec¸a˜o 2.5, a Figura 3.2 mostra
o diagrama de Bode de H(s) para algumas incertezas factı´veis.
O diagrama a` direita representa o modelo de incertezas polito´picas, formado pela combinac¸a˜o
convexa das matrizes que definem uma representac¸a˜o no espac¸o de estados, e o diagrama a`
esquerda representa o modelo de incertezas proposto, formado pela combinac¸a˜o convexa das
func¸o˜es de transfereˆncia dos sistemas extremos.
Por estas figuras vemos que, no modelo proposto, o espectro torna-se ligeiramente diferente
daquele apresentado pelas incertezas polito´picas. ¨
Ao longo deste capı´tulo iremos propor um me´todo para o ca´lculo da soluc¸a˜o o´tima do pro-
blema minimax (3.3), com H definido por (3.4).
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3.3 Aproximac¸a˜o linear robusta
Esta sec¸a˜o aborda o problema de aproximac¸a˜o linear, a fim de preparar a discussa˜o do pro-
blema formulado em (3.3), completando os resultados apresentados em Hindi e Boyd (1998). O
problema cla´ssico de aproximac¸a˜o linear e´ formalmente descrito por
min
F
‖S−FT‖22, (3.7)
em que F ∈ Rn×r, T ∈ Rr×m, S ∈ Rn×m e ‖E‖22 := tr(E ′E) para qualquer matriz E real. Se a
inversa indicada existir, a soluc¸a˜o de (3.7) e´ dada por
F∗ = ST ′(T T ′)−1, (3.8)
e o erro de estimac¸a˜o associado, por
‖S−F∗T‖22 = tr
[
S(I−T ′(T T ′)−1T )S′
]
. (3.9)
Este e´ o resultado cla´ssico do problema de mı´nimos quadrados lineares. A versa˜o robusta deste
problema e´ ana´loga a (3.3). Sua descric¸a˜o formal e´ dada por
min
F
max
H∈H
‖S−FT‖22, (3.10)
em que H e´ definido como o conjunto das combinac¸o˜es convexas das matrizes H ′i := [T ′i S′i],
i = 1, · · · ,N. Partindo do fato de que toda norma e´ uma func¸a˜o convexa e de que o ma´ximo de
qualquer func¸a˜o convexa em um conjunto polito´pico ocorre em um dos seus ve´rtices, e´ possı´vel
reescrever o problema max em (3.10). De fato,
max
H∈H
‖S−FT‖22 = maxλ∈Λ
∥∥∥∥∥
N
∑
i=1
λi(Si−FTi)
∥∥∥∥∥
2
2
= max
i
{
‖Si−FTi‖22
}
= min
γ
{
γ : ‖Si−FTi‖22 ≤ γ , i = 1, · · · ,N
}
.
O resultado acima garante que o problema (3.10) e´ equivalente a
min
γ,F
{
γ : ‖Si−FTi‖22 ≤ γ , i = 1, · · · ,N
}
. (3.11)
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Como (3.11) e´ convexo em relac¸a˜o a ambas as varia´veis γ e F , o que implica em na˜o haver gap
de dualidade, e´ possı´vel representa´-lo em uma formulac¸a˜o dual (Luenberger 1969). De fato,
escrevendo o lagrangeano de (3.11) (em que λi ≥ 0)
L(γ,F,λ) = γ+
N
∑
i=1
λi(‖Si−FTi‖22− γ) (3.12)
e derivando em relac¸a˜o a γ e a F temos
∂L
∂γ = 1−
N
∑
i=1
λi = 0 (3.13)
∂L
∂F = 2
(
N
∑
i=1
FλiTiT ′i
)
−2
(
N
∑
i=1
λiSiT ′i
)
= 0. (3.14)
Resolvendo a primeira equac¸a˜o em λ obtemos o problema dual
max
λ∈Λ
min
F
N
∑
i=1
λi‖Si−FTi‖22. (3.15)
A soluc¸a˜o o´tima do problema min em (3.15) e´ dada explicitamente por
F∗(λ) :=
(
N
∑
i=1
λiSiT ′i
)(
N
∑
i=1
λiTiT ′i
)−1
. (3.16)
Substituindo (3.16) em (3.15), obte´m-se a formulac¸a˜o dual equivalente expressa em termos de
LMIs
max
W,λ∈Λ
{
tr(W ) :
N
∑
i=1
λi
[
Ti
Si
][
T ′i S′i
]
>
[
0 0
0 W
]}
. (3.17)
Note que as varia´veis duais (λi) sa˜o, de fato, os paraˆmetros incertos do problema original.
Vale observar que (3.15) na˜o e´ obtida pela simples inversa˜o da ordem dos operadores min e max
de (3.10). Reescrevendo o problema (3.10) na forma alternativa
min
F
max
λ∈Λ
∥∥∥∥∥
N
∑
i=1
λi(Si−FTi)
∥∥∥∥∥
2
2
(3.18)
e comparando esta formulac¸a˜o com a formulac¸a˜o equivalente (3.15), fica claro que, quando sa˜o
invertidos os operadores min e max de (3.10), o problema maxmin resultante na˜o e´ equivalente
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ao problema minimax original. Em Kassam e Poor (1985) e´ possı´vel fazer esta troca, pois a
func¸a˜o objetivo apresentada, escrita em termos das func¸o˜es de transfereˆncia, e´ coˆncava-convexa,
condic¸a˜o suficiente para haver um ponto de sela e ser possı´vel inverter a ordem os operadores
(Rockafellar 1970).
3.4 Sistemas a tempo contı´nuo
O objetivo principal desta sec¸a˜o e´ apresentar a soluc¸a˜o do problema de filtragem robusta (3.3)
com domı´nio de incertezas H definido por (3.4). De acordo com os resultados da sec¸a˜o anterior,
o problema (3.3) pode ser descrito pela formulac¸a˜o primal
min
γ,F∈F
{
γ : ‖Si(ω)−F(ω)Ti(ω)‖22 ≤ γ , i = 1, · · · ,N
} (3.19)
e por sua correspondente formulac¸a˜o dual
max
λ∈Λ
min
F∈F
N
∑
i=1
λi‖Si(ω)−F(ω)Ti(ω)‖22, (3.20)
em que F e´ o conjunto das func¸o˜es de transfereˆncia causais e racionais.
Uma estrate´gia possı´vel para solucionar o problema primal (Geromel 1999, Liu et al. 2003,
Shaked e de Souza 1995, Wang e Balakrishnan 2003) parte da descric¸a˜o do erro de estimac¸a˜o no
espac¸o de estados e limita a ordem do filtro a` maior entre as ordens das func¸o˜es de transfereˆncia
Hi(ω), i = 1, · · · ,N. Para contornar a na˜o convexidade pro´pria desta estrate´gia, adota-se o co-
nhecido Lyapunov Shaping Paradigm (Scherer, Gahinet e Chilali 1997), que introduz restric¸o˜es
adicionais ao problema e implica, portanto, na subotimalidade da soluc¸a˜o.
Propomos uma abordagem diferente. Os modelos definidos em (3.4) podem ser escritos
alternativamente como
Hi(s) =


Ai Bi
Cyi Dyi
Czi 0

 , i = 1, · · · ,N, (3.21)
de forma que cada H ∈H e´ dada por
H(s) =


A B(λ)
Cy Dy(λ)
Cz 0

 , (3.22)
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para algum λ ∈ Λ. As matrizes indicadas em (3.22) sa˜o dadas por A := diag[A1, · · · ,AN ], Cy :=
[Cy1 · · · CyN ], Cz := [Cz1 · · · CzN ] e
B(λ) :=
[
λ1B′1 · · · λNB′N
]′
, Dy(λ) :=
N
∑
i=1
λiDyi.
Cabem aqui alguns comenta´rios sobre a expressa˜o (3.22) para a func¸a˜o de transfereˆncia H(s).
Apenas as matrizes B e D sa˜o func¸o˜es do paraˆmetro incerto λ e, para λ = ei, em que ei e´ o i-
e´simo vetor canoˆnico do RN , a equac¸a˜o (3.22) equivale a H(s) = Hi(s). Por outro lado, partindo
dos resultados apresentados em Geromel (1999), verifica-se que a ordem do filtro, agora, na˜o
esta´ restrita a` maior entre as ordens de Hi(s), i = 1, · · · ,N, mas a` soma das ordens de Hi(s),
i = 1, · · · ,N, o que implica em melhoria de desempenho, como sera´ mostrado posteriormente
por meio de um exemplo.
O lema a seguir e´ de central importaˆncia para a soluc¸a˜o do problema (3.19).
Lema 3.1 Com base no diagrama de blocos da Figura 3.1, considere o filtro racional e causal
descrito por
F(s) =

 A f B f
C f 0

 (3.23)
e a func¸a˜o de transfereˆncia de wˆ para eˆ dada por
E(s) :=

 A B(λ)
C 0


=


A 0 B(λ)
B fCy A f B f Dy(λ)
Cz −C f 0

 .
A restric¸a˜o ‖S(ω)−F(ω)T (ω)‖22 < γ e´ satisfeita para todo λ ∈ Λ, se e somente se existir uma
matriz sime´trica e definida positiva P tal que
tr
(
B(λ)′P B(λ)
)
< γ , A ′P +PA +C ′C < 0. (3.24)
