W ith increased interest in protecting groundwater supplies, public pressure for emerging technologies in herbicide application practices has driven researchers to study new ways of reducing herbicide use while attempting to maintain cost-effective crop production. An efficient machine vision system capable of recognizing heavy weed competition in localized crop areas would enable selective herbicide application. The use of selective herbicide application on weed-infested areas of the field rather than the entire field was suggested by Thompson et al. (1991) .
classifier are equally important. If either component of the system fails to perform, the machine vision system will not be able to provide acceptable classification results.
The identification of various plants and crops using image processing techniques has been addressed by several researchers. Woebbecke et al. (1995a) used RGB color features to discriminate between weeds, soil, and residue background features. They found that color features could be used to segregate plant and background features, but were inadequate for separating plant species. The reflectance of leaf surfaces in the near-infrared, red and blue wavebands was used to classify leaves from soybeans, velvetleaf, ivyleaf morningglory and giant foxtail (Franz et al., 1991) . The image intensities in the three wavelengths were measured near the leaf periphery and were statistically evaluated for mean, variance and skewness. They achieved a classification accuracy of 97.0% when leaf orientation was not a factor, and 75.0% when leaf orientation was considered. Their conclusion was that leaf orientation with respect to the light source was critical for reflectance measurement at these wavelengths. Woebbecke et al. (1995b) conducted an extensive study on the use of shape features for the classification of ten weed species, plus corn and soybeans. They found that the aspect ratio and the first invariant central moment were the most successful for discriminating between monocots and dicots, achieving greater than 80.0% classification accuracy. However, they noted that "young weed plants can be highly variable in canopy shape features", and " there is no guarantee that any particular shape feature will continue to work successfully as a plant classifier as the size of the plant increases". They also noted the difficulties associated with wind movement and plant canopy interaction.
The use of color features in classical gray image texture analysis techniques was first reported by Shearer (1986) . Shearer and Holmes (1990) Burks et al. (1998) for discriminating five different weed species and soil. They found that texture statistics could be used in a generalized square distance classifier (SAS, 1985) to discriminate between the six classes of data with an overall accuracy of 93.0%. Neural networks have performed well as classifiers for image processing applications and as function estimators for both linear and non-linear applications. A neural network based image inspection system was developed by HNC Inc. to sort apples at a rate of three per second (Liu, 1992) . The apples were sorted according to color uniformity, color gradation, and surface defects. They were able to achieve accuracies of 97.3% on color uniformity, 75.2% to grade, and 99.5% within one grade. Backpropagation (BP) neural networks were used by Park et al. (1994) to predict and classify beef sensory attributes using ultrasonic spectral features. Paper formations were classified using gray-level co-occurrence statistics as input data for a backpropagation network (Ho and Osborne, 1990) . They used the contrast, inverse difference moment, and correlation coefficient, at 0°and 90°orientations. They reported classification accuracies of 62.8% and 73.9% on two types of paper.
The semi-linear feedforward neural network has been reported to be an effective system for learning discriminant patterns for a number of different applications (Pao, 1989) . A typical topology for a feedforward network is illustrated in figure 1a consisting of an input layer, hidden layer and an output layer. The input layer of the feedforward network is generally fully connected to all nodes in the subsequent hidden layer. Input vectors may be binary, integer or real and are usually normalized to values between -1 and 1 (Pao, 1989) . When inputs are applied to the network, they are scaled by the connecting weights between the input layer and the first hidden layer. These connection weights are denoted by w ji , where I, represents the ith input node and j represents the jth node in the first hidden layer. Each jth node of the hidden layer acts as a summing node for all scaled inputs and as an output activation function. This concept is illustrated in figure 1b which was redrawn from a schematic presented by The Math Works Inc. (1994) . The summing function is given in equation 1, where w ji is the connection weights between the jth node of the hidden layer and the ith node of the input layer; p i is the input value at the ith node; and b j is the bias at the jth node in the hidden layer.
One of the more popular activation functions (output units) used in classification problems is the sigmoidal function. This function is given in equation 2, where o j is the output of the jth node. The parameter θ j serves as a bias and is used to shift the activation function along the horizontal axis. The parameter θ o is used to modify the shape of the sigmoidal function, where low values will make the function look like a threshold-logic unit and high values result in a more gradually sloped function (Pao, 1989) . Subsequent layers work in the same manner, the output from the preceding layer is summed at each node using equation 1. The output of the node is determined using the activation function of equation 2. There is no limit on the number of nodes in a hidden layer, nor is there a limit on the number of hidden layers. However, practical experience shows that excessively large networks are difficult to train and require large amounts of memory and execution time.
The backpropagation learning method is an iterative process used to train the feedforward neural network for minimal response error. An input pattern is applied to the network and forward propagated through the network using the initial node connection weights, output error is determined, then back propagated to establish a new set of network connection weights. The process is continued until a prescribed minimum error is achieved.
The primary objective of this research was to determine if CCM texture features can be used in conjunction with standard BP neural network topologies to discriminate between five weed species and soil. Specifically, weed image CCM texture features were evaluated to determine which features had the greatest discriminant capacity. Selection of network training parameters was evaluated and the training process checked for repeatability. Next, a near optimal network topology was identified, where 
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MATERIALS AND METHODS
A general overview of the weed species data set, and the design techniques employed for selecting the network topology and training parameters is given in the following sections. It should be noted that the design technique is simply a methodical approach to finding an acceptable network for this particular data set. Since the selection of the best neural network design is often a qualitative art, it is not to be presumed that this approach will always produce the best performing network.
IMAGE ACQUISITION
Five weed species common to Kentucky rowcrops were selected for this study. The weed species investigated were ivyleaf morningglory (Ipomoae hederaceae), giant foxtail (Setari faberia), large crabgrass (Digitaria sanguinalis), velvetleaf (Abutilion theophrasti), and common lambsquarter (Chenopodium album). Each of the five species were grown from seed in a sterilized plant bed with average germination times of approximately 7 to 10 days. The weed species were planted in individual 0.6 m × 3.0 m plots and allowed to grow under normal ambient conditions until they reached an appropriate maturity level. This study focused on a plant maturity level whose mean height ranged from 3.8 cm to 8.9 cm. Once the weed species reached maturity, an image acquisition system was employed to capture 40 raw images of each species. The image data set was later divided into two 20-image/species subsets. The first set was used for all network training and the second was used for all classification tests.
A mobile self contained digital acquisition system was used to collect the digital RGB images. A diffuse cover was placed over the top of the image acquisition system and supplemental lighting was used to minimize the effects of cloud cover variation and solar angle. In addition, a wind break was installed to prevent excessive motion of the plant leaves. Four, 250W Sylvania Superflood BCA lights (5000°K) with diffuser were suspended at each of the four corners of a 1.0 m × 1.0 m frame assembly. The lights were adjusted to equal heights above the ground (approximately 1.5 m) and then directed toward the center of the illumination area to eliminate shadows under the camera mounting assembly. A JVC, model TK-870U RGB color video camera was mounted on a height adjustable assembly suspended at the center of the unit at a fixed height of approximately 0.9 m above ground level. The camera output was connected to the video input of an ATT, TARGA 24 image capture board, which was installed in an IBM compatible 386-16 MHZ PC. The acquired image resolution was 512 × 400 pixels and covered approximately 23 cm × 30 cm of ground surface area, which included both plant matter and soil. In addition, a Mitsubishi analog video monitor was connected to the TARGA 24 analog output and used for live image monitoring.
A computer software program termed GCVIS (Ground Cover VISion) was developed to drive the imaging system, generate RGB image files, create a HSI color model of the image, generate the color co-occurrence matrices, and calculate CCM statistics for the specified matrices. A complete description of GCVIS and CCM texture analysis can be found in Burks (1997) and Shearer and Holmes (1990) , respectively.
IMAGE SEGMENTATION AND CCM STATISTICS
Six classes of field observations were captured in 512 × 400 pixel digital images which included both soil and plant matter. Forty isolated specimens per class were selected by manually extracting 64 × 64 pixel sub-images (approximate 3.8 cm × 3.8 cm) from the original images. Sub-images were selected from the raw images based on acquiring the highest percentage of plant matter. The percentage of plant matter in the sub-image was determined after the sub-image extraction process, and ranged from 53% to 100% for subimages used in this report.
An HSI model was generated for each sub-image using the RGB image file created during sub-image extraction. These RGB files contained pixel data scaled from 0 to 255, for each of the respective colors. However, the size of the CCM matrices was dependent upon the range of the image scale. RGB images scaled between 0 and 255 required 197 Kbytes of memory to store three, 256 × 256 CCM matrices. This greatly increases the CPU time required to process the images. As a result, the RGB values were re-scaled from 0 to 63, reducing the storage requirements by a factor of 16. The HSI conversion was performed with the resulting HSI pixel maps scaled to values between 0 and 63. Although this reduction in resolution may affect the accuracy of the classification system, the trade-off between accuracy and processing speed was deemed appropriate. This was substantiated after high classification results were achieved.
Each HSI pixel map was evaluated using the CCM approach to generate three CCM nearest neighbor matrices, one each for hue, saturation, and intensity. The three CCM matrices were then evaluated by 11 texture statistics yielding a 33 variable statistic set for each of the 240 observations. The approach used in applying CCM to a specific application varies. The selection of the orientation angle (0°, 45°, 90°and 135°) and pixel offset is dependent upon the spatial resolution and the texture pattern being considered. Many researchers have limited their investigations to one pixel offset and evaluate the system response to change in the orientation angle (Shearer, 1986) . The 0°angle of rotation and an offset distance of one pixel were arbitrarily selected for this study, based on prior experience. The CCM texture statistics output from 20 subimage per species (training set) was written to a common file which was formatted for analysis by SAS statistical package (SAS, 1985) .
Six data models were selected for neural network analysis, each consisting of a different combination of the full 33 texture variable set. The data models were separated according to HSI color feature as shown in table 1. The model design was based on an effort to minimize the computational requirements of the image processing algorithms, while maintaining a high classification accuracy. The preferred model requires a minimum number of texture statistics, and may eliminate one or two of the HSI features. The first five classification models were evaluated by SAS procedure STEPDISC to reduce the number of texture variables, while the sixth classification model contains all 33 texture variables. The data models selected for discriminant analysis were DM1 (11 hue features prior to reduction), DM2 (22 hue and saturation features prior to reduction), DM3 (33 HSI features prior to reduction), DM4 (11 saturation features prior to reduction), and DM5 (11 intensity features prior to reduction). DM6 consisted of all 33 HSI features with out variable reduction.
The STEPDISC procedure was used to evaluate the CCM texture variable set in each data model using the stepwise test procedure for entering and removing variables from the model. The stepwise procedure begins with no entries in the model. At each step of the process, if the variable within the model which contributes least to the model does not pass the test to stay, it is removed from the model. The variable outside the model which contributes most to the model, and passes the admittance test, is added to the model. When no more steps can be taken, the model is reduced to its final form. A test significance level of 0.0001 was used for both the SLS (test for variable to stay) and the SLE (test to enter) variables.
A sorting program was developed to organize the image texture data into the six data models shown in table 1, while also formatting the files to import into MATLAB Neural Network Toolbox. Each weed species classification model was divided into two separate files, one for training and one for classification testing. All BP network training was conducted using the training data set and all classification test were conducted using the test data set. A more complete description of this procedure can be found in Burks (1997) .
BACKPROPAGATION NETWORK DESIGN
The BP model used in this study is included in MATLAB Neural Network Toolbox. The basic neural network topology is shown in figure 1. In this application the number of P(r) inputs are associated with the number of CCM texture statistics in a given model (refer to table 1). The number of hidden layers and the number of nodes in the hidden layer are generally application dependent. For this study, two hidden layers were used for the majority of the test, while the number of nodes in each layer was varied to observe the change in classification accuracy. There are six O(k) outputs which are associated with the number of weed species and soil. The output from the network is binary. That is, each output nodes is either zero or one, and only one of the output nodes will be high (one) for a given input. Once the network is trained (all w ji connecting weights are determined), a test image's texture variables are applied as an input to the network. These inputs are then forward propagated through the network connecting weights until an output is generated. A high output node value indicates which category was selected. Each BP network was trained using the backpropagation procedure with the momentum option selected to enhance the training process. The momentum term helps the training process find the global minimum error by providing momentum to move through a local minima.
The various BP topologies, training parameters, and statistical analysis were executed using MATLAB program files. These program scripts helped manage the training and classification test data files; execute the network initialization, training and simulation functions; and collect statistics from the classification test. The network connection weights were initialized at the beginning of each training procedure. The trained network connection weights were used to conduct the classification test. The statistics collected from each test were overall classification accuracy, individual species accuracy, misclassifications, number of training epochs, and the final training SSE. All classification accuracies are associated with the test data set and are recorded as the percentage of correct classification. The classification results were written to a disk file that contained information similar to that shown in S2,H10,H2,H4,S6,H9,S9,H6,H1,H5,H11  DM3  HSI  S2,H10,H2,I9,S6,H9,S9,H4,H6,I5  DM4  Saturation  S1,S2,S6,S9  DM5  Intensity  I7,I2,I8,I6,I11  DM6 HSI All variables * Stepwise discrimination variable list determined using a test significance level of 0.0001 for both the SLS (test for variable to stay) and the SLE (test for variables to enter) variables. † The variables listed are coded so that variables prefixed by "H" correspond to hue CCM statistics, "S" corresponds to saturation CCM statistics, and "I" corresponds to intensity CCM statistics. The number indicates the texture statistic, as follows: (1) 2nd moment, (2) mean intensity, (3) variance, (4) correlation, (5) product moment, (6) inverse difference, (7) entropy, (8) sum entropy, (9) difference entropy, (10) information correlation measure no. 1, and (11) information correlation measure no. 2. heading. This number may exceed the 20 specimens actually in the class. § The percentage of total observations classified into a given class is presented in the columns with class name headings. The value in the column labeled " Classification Accuracy " is the overall classification accuracy for all classes in this particular test.
The MATLAB function LOGSIG was used for the node activation function during training for all layers of the network. LOGSIG is a sigmoidal function similar to equation 2 which produces an output value between 0 and 1 as the input to the function goes from negative to positive infinity. MATLAB allows the user to select the activation function used to initialize the network connection weights independently from the training statement. It was found that networks using TANSIG initialization and trained with LOGSIG activation functions consistently trained in significantly less epochs than a similar network initialized with a LOGSIG function. The resulting classification performance of the two networks were similar. TANSIG is a sigmoidal function which produces values between -1 an 1 as the input goes from negative to positive infinity. Although training time was reduced for this application, these results cannot be generalized.
Another observation made early in the study was that each topology and data set combination seemed to have a different optimum sum of square error (SSE) which corresponded to the highest classification accuracy. This can be attributed to overtraining which occurs when the trained neural network more closely fits a specific training data set than the overall data population. A training script file was developed which would train the network (using the training data set) to a prescribed SSE training goal, simulate the classification (using the test data set) and gather statistics. The script file decreased the SSE training goal by an incremental amount and repeated the process until the SSE reached the lower limit established at the beginning of the training process. Initial results showed that a SSE below 1.0 had minimal success in improving the classification accuracy of these BP networks. This process provided classification results over the range of SSE goals specified in the script file. The best performing SSE goal for a given topology could then be identified and the starting point of over training could be observed. This technique is similar to the method proposed by Hassouth (1995) .
There are four primary considerations when designing a neural network topology; overall classification accuracy, individual species classification accuracy, feedforward computational complexity (FFCC) and training requirements. This research focused primarily on identifying a BP network to resolve the first two issues, with a few observations being made regarding complexity and training requirements. The classification accuracy was presented on an overall basis and on an individual species basis, both aspects being important. The overall performance insured that the neural network was going to adequately cover the entire data space, while the individual species accuracies ensured that all species were being classified to an acceptable level. It is possible to have a fairly high average classification accuracy for the six species with one individual species being poorly classified.
RESULTS AND DISCUSSION

TEXTURE VARIABLE SELECTION USING SAS PROCEDURE STEPDISC
The training data set was used in a discriminate analysis procedure to identify which texture variables had the highest discriminant power. Data models DM1 through DM5 were evaluated and the results are presented in table 1. The results of the STEPDISC analysis shows that a significant reduction in the number of texture variables in each data model has occurred. Model DM3 was reduced from 33 to 10 variables, while model DM2 was reduced from 22 to 11 variables. It is also interesting to observe that the hue texture features were the most highly selected in both DM2 and DM3.
BACKPROPAGATION TRAINING PARAMETER SELECTION
The first major step was the identification of a topology and selection of training parameters which would allow the network to converge on a solution to the training data set. Burks et al. (1998) reported that data model DM2 was the top performer when classifying five weed species and soil using SAS's generalized square distance classifier known as DISCRIM (SAS, 1985) . Therefore, the initial training efforts focused on using the best previously observed data model. It was also decided to begin with the MATLAB default learning rate, error ratio, and momentum values. The initial topology was a trial and error solution. It was found that a BP network with two hidden layers performed fairly well. As a result, the initial topology was established as an 11 node input by 10 node first layer × 10 node second layer × 6 node output (11 × 10 × 10 × 6) BP network with standard MATLAB default parameters. Table 2 shows a sample output for this network. As shown, morningglory had 20 of 20 observations classified accurately, while lambsquarter and velvetleaf had 19 of 20 images classified accurately. The worst performing species were crabgrass and foxtail which had 16 of 20 accurately classified. This particular classification test achieved an overall accuracy of 91.7%. The next step in the parameter design phase was the selection of learning rate (LR) and momentum (MOM) values. The MATLAB default values were LR equal to 0.050 and MOM equal to 0.95. It was observed that the error ratio had negligible effect on classification accuracy therefore the default value was accepted. A program file was designed to execute a series of training sessions using a common topology and initial connecting weights. This initial network setup was retrained using various LR and MOM values to generate a matrix of classification accuracies. The LR value was varied from 0.025 to 0.200, and MOM was varied from 0.80 to 0.98. Each LR-MOM combination was trained to SSE goals equal to 20.0, 10.0, and 5.0 and the classification accuracy was recorded at each SSE value. Figure 2 presents the result for a selected set of LR-MOM values with an SSE goal of 10.0. It was observed that a network trained to a SSE value of 10.0 consistently produced better classification results than a network trained to a SSE equal to 5.0, and generally better than a SSE value of 20.0. It can be seen in figure 2 that for all values of MOM the best performing LR values fell in the range of 0.050 to 0.100. Therefore, it was concluded that the MATLAB default value of 0.050 was acceptable for LR in this study. It is clear from figure 2 that LR values greater than 0.100 significantly reduced the overall classification accuracy of the BP model. The MOM term does not significantly effect classification accuracy in this range of MOM and LR values. It was found that a MOM value equal to 0.80 performed better in the range of LR values between 0.100 and 0.200, but in the optimum range of LR (0.050 to 0.100) there is no significant difference in accuracy. As a result, the MATLAB default value of 0.95 was accepted for MOM along with the default LR value.
This series of tests provided a framework of information for fine tuning the network topology. It may be advisable to tune the values selected for LR and MOM as the overall topology design is further defined. However, additional study of LR and MOM for other data models and topologies seemed unnecessary for this investigation.
BACKPROPAGATION TOPOLOGY DESIGN
The first step in evaluating the topology design was to confirm whether all six of the data models would converge to an acceptable solution. Classification results for six STEPDISC data models are presented in table 3. A network consisting of 10 neurons at the two hidden layers and six output neurons was used. All of the BP classifier data models converged on a solution. The top three performing data models for the BP network were DM3 at 93.3%, data model DM6 at 92.5% and data model DM2 at 91.7% classification accuracy. The BP neural network classifier compares favorably with a generalized square distance classifier (SAS, 1985) reported by Burks et al. (1998) . They reported classification accuracies of 91.7% for DM3, 91.7% for DM6, and 93.3% for DM2. Data models DM1 (hue), DM4 (saturation) and DM5 (intensity) achieved overall classification accuracies of 90.8%, 85.8% and 68.3%, respectively. Each of these models relied upon one HSI color feature for texture statistics. DM4 and DM5 exhibit a reduction in overall classification accuracy, which may be attributed to the absence of hue features in the data model. Apparently, hue texture features provide a major portion of the discriminant power. This can be observed from the accuracy of DM1 (90.8%) and the fact that STEPDISC selected more hue texture features for DM2 and DM3 then either saturation or intensity. It is also seen in table 3 that the number of training epochs is significantly higher for these three data models, which are in general the least accurate of the six models considered, but not strictly speaking.
The ultimate objective of a neural network classifier is to accurately classify images from the test data set into the appropriate class. However, MATLAB's neural network training process does not directly monitor the accuracy of the trained classifier with respect to the test data set as training is progressing. The SSE is monitored to see how accurately the network classifies the training data set. As a result it is very likely that the network will be either undertrained or overtrained if the network's classification accuracy is not monitored with regard to the test data set. An undertrained network will not find a global minimum in the training data set and generally will not accurately classify specimens from the overall population of weed specimens (test data set). In an overtrained network, the training process begins to fit the neural network model so closely to the training data set, that it begins to lose accuracy when trying to classify specimens from the overall population of weed specimens (test data set). The SSE represents the closeness of fit to the training data set, the smaller the value of SSE the better the fit to the training data set. The classification accuracy represents how well the trained network was able to classify the test data set into appropriate classes (percentage of correct classifications). The phenomenon of under training and over training is demonstrated in figure 3 by the plot of Accuracy versus SSE goal for the 3 × 3HL topology using DM2. As the SSE goal of the training data set is reduced from 30.0 to 10.0, a gradual increase in the classification accuracy of the test data set is observed, while further reduction of the SSE goal toward 1.0 results in a pronounced drop off in classification accuracy. The portion of the plot between SSE equal to 10.0 and 30.0 can be defined as an undertrained section of the network training process. The section of the plot where SSE reduces from 10.0 to 1.0 can be described as over training. The model is more accurately fitting the training data (decreasing SSE) while the classification accuracy of the test data set is dropping from 86.7% to 78.3%. These conditions clearly illustrates 1034 TRANSACTIONS OF THE ASAE * The listed color features refer to the base STEPDISC model variable set. For instance, Model 1 used only hue texture features. In this column, H represents hue, S represents saturation and I represents intensity. HS refers to hue and saturation and HSI refers to all three features. The entry ALL refers to a model which was not reduced using STEPDISC. † The SSE goal represents the sum of squares error of the training process. The actual SSE will be less than or equal to the SSE goal by a small amount.
Figure 3-BP accuracy versus SSE_goal using various BP topologies (DM2).
how important it is to monitor the classification accuracy of the test data set as well as SSE of the training data set. The results presented in tables 4 and 5 show the results of a topology evaluation for data models DM2 and DM3, respectively. In both cases, significant improvement in classification accuracy was observed when topology was varied. The classification accuracy for DM2 improved from 86.7% to 96.7% (12.0% increase) and the accuracy for DM3 improved from 90.0% to 95.0% (6.0% increase). It should be noted that DM2 is the preferred data model since it consisted of only hue and saturation texture features. The omission of intensity features has a significant practical benefit when considering images taken under ambient lighting conditions. As a result, additional attention was given to DM2 over DM3 or DM6 which both use intensity texture features.
Five symmetrical topologies are presented in table 4 for data model DM2. The 5 × 5 hidden layer BP topology (5 × 5HL) out performed other symmetrical topologies with a 94.7% classification accuracy. The individual species classification accuracy of foxtail was 85.0%, which is reasonable. This particular data set showed an 8.5% reduction in classification accuracy when comparing the 5 × 5HL to the 3 × 3HL. In figure 3 it can be seen that the 3 × 3HL network is undersized for this data set, while the 5 × 5HL performs slightly better than the larger symmetrical topologies. The 20 × 20HL topology performs on an equal level with the 5 × 5HL and slightly better than the 10 × 10HL and 15 × 15HL topology. It can be concluded from this figure that the 5 × 5HL topology is the best overall selection of the symmetrical topologies, based on a 94.7% accuracy and a smaller FFCC. The FFCC is directly proportional to the number of nodes and connections in the network, therefore the smaller the network the less computation is required to generate a response to an applied input vector.
In addition to the study of symmetrical topologies with two hidden layers, an evaluation was made of tapered topologies and other topologies with constant feedforward computational complexity (FFCC). This concept for comparing topologies with constant FFCC was documented by Ghazanfari (1996) . The FFCC of the 10 × 10HL topology referred to throughout this study was selected as a benchmark. The FFCC was comprised of 348 multiplications and 322 additions for an 11 × 10 × 10 × 6 BP topology. This number represents an estimation of the computational cost associated with the number of neurons and connections in the network. Considering equations 1 and 2, the number of additions and multiplications can be readily estimated by approximating division by one multiplication, and exponential by one addition and one multiplication. These substitutions are based on maximum execution times for elementary functions on a Hewlett-Packard arithmetic processor reported by Hwang (1979) . Table 4 summarizes the comparison of three topologies, 11 × 16 × 6, 11 × 10 × 10 × 6, and 11 × 14 × 6 × 6, with similar FFCC using data model DM2. It was found that 16HL and 10 × 10HL had similar accuracies of 91.7%, while 14 × 6HL achieved an accuracy of 95.8%. More importantly however, is the fact that 14 × 6HL performed at 90% or above on all individual species classifications, while 16HL and 10 × 10HL had individual accuracies as low as 80%. The training requirements and SSE were comparable for 10 × 10HL and 14 × 6HL. It is clear that the best of the three constant FFCC topologies is the 14 × 6HL due to its high overall and individual species classification accuracy. For completeness, two additional tapered topologies were evaluated; 11 × 12 × 6 × 6 and 11 × 16 × 6 × 6. It was found that model 12 × 6HL performed the best of all DM2 BP topologies with an overall accuracy of 96.7% and an individual species accuracy at 90.0% or above. It had a slightly higher training requirement of 918 epochs versus the 734 epochs for model 14 × 6HL, but this is insignificant considering that most training is accomplished offline.
The training requirements of a neural network are defined by the number of training cycles (epochs) required to converge on a solution which produces a network output eror less than or equal to the SSE goal established during training parameter definition. Consequently, more training is required to reduce the SSE to the lower levels. In figure  4 it can be observed for each model presented that the training epochs become higher as the SSE goal gets lower. Additionally, it can be seen that the number of epochs required to drop the SSE values increases significantly as the SSE goal falls below 5.0. The rate of increase in epochs required to drop a 5 × 5HL network from a SSE of 5.0 to 3.0 is 160 epochs/SSE unit, while to go from a SSE of 3.0 to 1.0 is 417 epochs/SSE unit, an increase of over 250%. It is also noteworthy to observe that the 3 × 3HL topology requires significantly greater amounts of training than the other networks. This may be attributable to its lower classification accuracy and indicates that the other * The topology is based on a network with 11 inputs, which is the same number of inputs as the size of the input vector for data model DM2. The output of each of these models is six, established according to the number of species to be classified. The listed hidden layer size is established for topology design evaluation. The models are trained (using a MATLAB program file) by incrementally changing the SSE goal and recording the best performing network topology and SSE combination. The topologies identified with an asterisk (*) have similar feed forward computational complexity. † The SSE goal represents the sum of squares error of the training process. The actual SSE will be less then or equal to the SSE goal by a small amount. * The topology is based on a network with 11 inputs, which is the same number of inputs as the size of the input vector for data model DM3. The output of all of these models is six, which is established according to the number of species to be classified. The listed hidden layer size is established for design evaluation. The models are trained (using a MATLAB program file) by incrementally changing the SSE goal and then recording the best performing network topology and SSE combination. † The SSE goal represents the sum of squares error of the training process. The actual SSE will be less then or equal to the SSE goal by a small amount.
topologies are better able to generalize on this particular data set (DM2) and are as a result easier to train.
BACKPROPAGATION REPEATABILITY TEST
A simple repeatability test was run on the BP 10 × 10HL using DM2 data to determine if the same topology would retrain to a similar classification accuracy given different initial connection weights. Ten repetitions of the training process were run on the 10 × 10HL using different random weights for each training session. The classification accuracy of the test data set for these ten sessions with an SSE value of 10.0 showed a range of values from 83.3% to 95.0% with a mean of 91.3% and a standard deviation of 3.1%. All but one of the observations were within one standard deviation of the mean. Consequently, 90.0% of all observations are less than one standard deviation of the mean (compared to a standard statistical measure of 66.7% within one STD). Neglecting one outlier, the mean was 92.2% and STD was 1.6%. Regardless, it was evident that this particular topology was repeatable within a reasonable tolerance and the values reported in this study for the different topologies can be considered as a good representation of the trainability of the BP network for classifying weeds.
SUMMARY AND CONCLUSION
A backpropagation neural network was used to discriminate between weed species image data. Training and test data sets were independently constructed, each consisting of 20 images from six different classes. Each image in the data set was represented by 33 color cooccurrence texture statistics. Six data models were created from the image data set by selecting different combinations of the hue, saturation and intensity color texture statistics. Five of the six models were evaluated using SAS discriminant procedure STEPDISC to eliminate redundant texture input variables. The six data models were evaluated using the same neural network topology and it was found that DM2, DM3, and DM6 had overall classification accuracies of 91.7%, 93.3%, and 92.5%, respectively. The 91.7% overall classification accuracy of data model DM2 (hue and saturation color texture features) suggest that intensity texture features are not necessary for weed species discrimination. The effect of training parameters selection on network classification accuracy was studied. It was determined that MATLAB default training parameters provide adequate training rates and achieved high classification accuracies. The BP network was repeatable with a mean accuracy of 91.3% (standard deviation of 3.1%) after 10 repetitions of the training process on a given topology using different initial connection weights.
The BP network topology study consisted of a series of tests on symmetrical two hidden-layer networks, a test of constant complexity topologies and tapered topology networks. When considering symmetrical topologies, the best overall classification accuracy was 94.7% for a 5 × 5 hidden layer network using data model DM2. The tapered topology study determined that an 11 × 12 × 6 × 6 performed the best of all DM2 BP topologies with an overall accuracy of 96.7% and a minimum individual species accuracy of 90.0%. The classification accuracy results from varying topology while holding computational complexity constant showed that a tapered two hidden layer topology (95.8% accuracy) out performed the single hidden layer (91.7% accuracy) and the symmetrical two hidden layer topologies (91.7% accuracy). When comparing DM2 data model results across all topologies it was found that significant performance improvements were achieved, especially in regard to individual species classification accuracy. Through systematic topology evaluation, individual species classification accuracies were raised from a low of 75% to a low of 90%.
In conclusion, the BP neural network classifier with CCM texture statistic input variables achieved excellent overall weed species classification accuracies (96.7%) as well as high individual species classification accuracies (90.0%). It was found that the accuracy of a neural network classifier is dependent upon topology design, especially for achieving high individual species classification accuracy. Additionally, large network complexity does not ensure better classification accuracy. Significant gains in network classifier accuracy can be accomplished through the use of data model discriminant analysis, network parameter evaluation, and a systematic topology selection process.
Since neural network classifiers are well suited for real-time control applications, these results suggest that vision systems can achieve real-time discrimination of both weed species and weed infestation levels as a sprayer transverses the field. There are several issues which require further study to implement this technology. First, the CCM texture analysis algorithms need to be tested in uncontrolled field conditions to determine if the algorithms are stable under varying light, plant stress and wind conditions. Secondly, hardware and software design must be conducted to develop an integrated real-time image processing and neural network classification system.
