Typical techniques for video captioning follow the encoder-decoder framework, which can only focus on one source video being processed. A potential disadvantage of such design is that it cannot capture the multiple visual context information of a word appearing in more than one relevant videos in training data. To tackle this limitation, we propose the Memory-Attended Recurrent Network (MARN) for video captioning, in which a memory structure is designed to explore the full-spectrum correspondence between a word and its various similar visual contexts across videos in training data. Thus, our model is able to achieve a more comprehensive understanding for each word and yield higher captioning quality. Furthermore, the built memory structure enables our method to model the compatibility between adjacent words explicitly instead of asking the model to learn implicitly, as most existing models do. Extensive validation on two real-word datasets demonstrates that our MARN consistently outperforms state-of-the-art methods. * Corresponding author is Yu-Wing Tai Basis decoder: a woman is mixing ingredients in a bowl
Introduction
Video captioning aims to generate a sequence of words to describe the visual content of a video in a style of natural language. It has extensive applications such as Visual Question Answering (VQA) [28, 64] , video retrieval [63] and assisting visually-impaired people [49] . Video captioning is a more challenging problem than its twin 'image captioning', which has been widely studied [1, 35, 48, 60] . This is not only because video contains substantially more information than still image, but it is also crucial to capture the temporal dynamics to understand the video content as a whole.
Most existing methods to video captioning follow the encoder-decoder framework [12, 19, 23, 26, 31, 34, 39, 50, 61] , which employs an encoder (typically performed by CNNs or RNNs) to analyze and extract useful visual context features from the source video, and a decoder to generate the caption sequentially. The incorporation of attention mechanism into the decoding process has dramat- Figure 1 . The typical video captioning models based on the encoder-decoder framework (e.g., the Basis decoder in this figure) can only focus on one source video being processed. Thus, it is hard to explore the comprehensive context information about a candidate word, like 'pouring'. In contrast, our proposed MARN is able to capture the full-spectrum correspondence between the candidate word ('pouring' in this example) and its various similar visual contexts (all kinds of pouring actions) across videos in training data , which yields more accurate caption.
ically improved the performance of video captioning due to its capability of selective focus on the relevant visual content [12, 23, 52, 61] . One potential limitation of the encoder-decoder framework is that the decoder can only focus on one source video which is currently being processed while decoding. This implies that it can only investigate the correspondence between a word and visual features from a single video input. However, a candidate word in the vocabulary may appear in multiple video scenes that have similar but not identical context information. Consequently existing models cannot effectively explore the full spectrum between the word and its various similar visual contexts across videos in training data. For instance, the basis decoder in Figure 1 , which is based on encoder-decoder framework, cannot corresponds the action in the source video to the word 'pouring' accurately because of insufficient understanding about the candidate word 'pouring'.
Inspired by the memory scheme which is leveraged to incorporate the document context in document-level machine translation [14] , in this paper we propose a novel Memory-Attended Recurrent Network (MARN) for video captioning which explores the captions of videos with similar visual contents in training data to enhance the quality of generated video caption. Specifically, we first build an attentionbased recurrent decoder as the basis decoder, which follows the encoder-decoder framework. Then we build a memory structure to store the descriptive information for each word in the vocabulary, which is expected to build a full spectrum of correspondence between a word and all of its relevant visual contexts appearing in the training data. Thus, our model is able to obtain a more comprehensive understanding for each word. The constructed memory is further leveraged to perform decoding using an attention mechanism. This memory-based decoder can be considered as an assistant decoder to enhance the captioning quality. Figure 1 shows that our model can successfully recognize the action 'pouring' in the source video because of the full-spectrum contexts (various pouring actions) in the memory.
Another benefit of MARN is that it can model the compatibility between two adjacent words explicitly. This comes in contrast to the conventional method adopted by most existing models (based on recurrent networks), which learns the compatibility implicitly by predicting the next word based on the current word and context information. We evaluate the performance of MARN on two popular datasets (MSR-VTT [59] and MSVD [5] ) of video captioning. Our model achieves the best results comparing with other state-of-the-art video captioning methods.
Related Work
Video Captioning. Traditional video captioning methods are mainly based on template generation which utilizes the word roles (such as subject, verb and object) and language grammar rules to generate video caption. For instance, the Conditional Random Field (CRF) are employed to model different components of a source video [36] and then generate the corresponding caption in a way of machine translation. Also hierarchical structures are utilized to either model the semantic correspondences between concepts of actions and the visual features [22] or learn the underlying semantic relationships between different sentence components [13] . Nevertheless, these methods are limited in modeling the language semantics in captions due to the strong dependence on the predefined template.
As a result of rapid development of deep learning including convolutional networks (CNNs) and recurrent networks (RNNs), the encoder-decoder framework was first introduced by MP-LSTM [47] , which employs CNNs as encoder to extract visual features from source videos and then decodes captions by LSTM. Another classical benchmark model based on encoder-decoder framework is S2VT [46] , which shares a LSTM in both encoder and decoder. Subsequently, the attention mechanism gives rise to a significant performance boost to video captioning [61] .
Recently, state-of-the-art methods based on encoderdecoder framework seek to make a breakthrough either in the encoding phase [6, 10, 30, 34, 56] or in the decoding phase [37, 51, 62] . Take for examples the cases that focus on the encoding phase, VideoLAB [34] proposes to fuse multiple modalities of source information to improve the captioning performance while PickNet [6] aims to pick the informative frames by reinforcement learning. TSA-ED [56] proposes to extract the spatial-temporal representation at trajectory level using attention mechanism. In the cases that focus on the decoding phases, RecNet [51] refines the captioning by reconstructing visual features from decoding hidden states and Aalto [37] designs a evaluator to pick the best caption from multiple candidate captions.
Most of these methods suffer from a potential drawback that the decoder can only focus on one source video being processed. Hence, they cannot capture the multiple visual context information of a candidate word appearing in rich video context in training data. Our proposed MARN, while following the encoder-decoder framework, is able to mitigate this limitation by incorporating the memory mechanism in the decoding phase to obtain a comprehensive understanding for each candidate word in the vocabulary.
Memory-based Models. Memory networks were first proposed to rectify the drawback of limited memory of recurrent networks (RNNs) [40, 55] , which was then extended for various tasks. These memory-based models can be roughly grouped into two categories: serves as an assistant module [11, 14, 27, 57] or dominant module [8, 17, 29, 53] . In the first category, the memory is leveraged to assist the basis module to enhance the performance of the target task. For instance, two memory components are used to help the basis module, a sentence-based NMT, to capture the document context for document-level machine translation [14] . In the second category, the memory serves as a dominant module to perform the target task. An typical example is that memory networks is employed as the backbone for aspect sentiment classification [53] . Our proposed MARN falls into the first category since the memory is used as a assistant decoder in our video captioning system. To the best of our knowledge, our MARN is the first to leverage memory network in visual captioning.
Memory-Attended Recurrent Network
Our Memory-Attended Recurrent Network (MARN) consists of three modules: encoder, attention-based recurrent decoder, and attended memory decoder. The overall architecture of MARN is shown in Figure 2 . After extracting effective features from the source video by the encoder, the attention-based recurrent decoder serves as a basis captioning decoder. Subsequently, the attended memory decoder is designed to enhance the captioning quality as an assistant decoder. We will first introduce the encoder and the attention-based recurrent decoder, then we will elaborate on the proposed attended memory decoder. 
Encoder
The role of the encoder is to extract visual features from the input source video, which will be fed to the downstream decoder. A typical way is to employ pre-trained deep CNNs , such as GoogleNet [42, 61] , VGG [38, 59] or Inception-V4 [41, 51] , to extract 2D features for each of sampled images from the source video. Similarly, we also rely on the deep CNNs to extract 2D visual features. In our implementation, we opt for the ResNet-101 [16] pretrained on imagenet [9] as the 2D-feature extractor of our encoder due to the its excellent performance and relatively high cost-efficiency. Furthermore, we also extract 3D visual features from the source video to capture the temporal information, which has been shown to be effective in vision tasks involving videos [23, 43] . Specifically, we employ the ResNeXt-101 [58] with 3D convolutions pretrained on Kinetics dataset [20] to extract 3D features, which has shown its superior performance on video classification tasks [15] .
Formally, given a sequence of video frames X = {x 1 , x 2 , . . . , x L } of length L, the 2D visual features obtained by pretrained ResNet-101 for each frame are denoted
Besides, the 3D visual features are extracted by pretrained ResNeXt-101 for every 16 frames, i.e., the temporal resolution for each 3D feature is 16 frames. The resulting 3D features are denoted as
and v n ∈ R c . The obtained 2D and 3D visual features are then projected into hidden spaces with the same-dimension m by linear transformations:
Herein
Attention-based Recurrent Decoder
The Attention-based Recurrent Decoder is designed as a basis decoder to generate the caption for the source video based on the visual features obtained from the Encoder. We adopt the similar model structure as Soft-Attention LSTM (SA-LSTM) [61] . A recurrent neural network is utilized as the backbone of the decoder to generate the caption word by word due to its powerful capability of modeling the temporal information by the recurrent structure. We use GRU [7] in our implementation (it is straightforward to replace it with LSTM in our MARN model). Meanwhile, the temporal attention mechanism is performed to make the decoder focus on the relevant (salient) visual features when generating each word by automatically learning attention weights for each frame of features.
Concretely, the t-th word prediction is performed as a classification task during the decoding process, which calculates the probability of a predicted word w k among a vocabulary of size K via a softmax function:
where W i and b i refer to the parameters calculating the linear mapping score for i-th word in the vocabulary and h t is the learned hidden state of GRU at the t-th time. Herein, h t is achieved by GRU operations which take into account the hidden state in the previous step h t−1 , the visual context information c t and the word embedding of the predicted word in the previous step e t−1 :
where the embedding e t−1 ∈ R d corresponds to the indexed vector in the embedding matrix E ∈ R d ×K . The temporal attention mechanism is applied to assign the attention weights for each frame of visual features, including both 2D and 3D features extracted by Encoder. Specifically, the context information of 2D visual features at t-th time step is calculated by:
where L is the length of 2D visual features and f att is the attention function which we adopt the same way as SA-LSTM [61] : a two-layer perceptron with tanh activation function in-between. We model the context information of 3D visual features c t,3D in the similar way:
and we obtain the final context information c t by concatenating them together:
We share the attention function f att in both 2D and 3D cases since it is able to guide the optimization of M f and M v in Equation 1 to project both 2D and 3D features into the similar feature space. It can be considered as a regularization to avoid potential overfitting compared to using two independent attention functions.
It should be noted that our model is different from previous methods utilizing both 2D and 3D visual features in the way how to aggregate them. Instead of simply fusing them together by concatenation in the early stage, we treat them separately during encoding and fuse their hidden representations by the attention mechanism in the decoding stage.
A key benefit of this design is that the 2D and 3D features would not be inter-polluted, which is a typical problem as they represent different domains of visual features.
Attended Memory Decoder
We propose the Attended Memory Decoder as an assistant decoder to enhance the quality of the generated caption by the basis decoder (the Attention-based Recurrent Decoder). The rationale behind this design is that a word in the vocabulary may appear in multiple similar video scenes. While the attention-based decoder can only focus on one video scene while decoding, our attended memory decoder is designed to capture the full-spectrum context information from different video scenes where the same candidate word appears and thereby yielding a more comprehensive context for this word. Besides, the conventional attentionbased decoder predicts the next word based on current word and context information instead of modeling the compatibility between two adjacent words explicitly. Our Attended Memory Decoder is expected to tackle this issue.
Memory Structure
The memory is designed to store the descriptive information for each word in the vocabulary. It is constructed as a mapping structure, among which each item is defined as a mapping from a word 'w' to its description 'd' : w, d . In particular, the description 'd' consists of three components: 1) visual context information, 2) word embedding and 3) auxiliary features. Visual context information. We extract the visual context information for a given word to describe its corresponding (salient) visual features contained in source videos by attention mechanism similar to Equation 4 and 5. Since a word may appear in multiple video scenes, we extract the salient visual features for each of the videos the word is involved in. To reduce the redundancy of extracted features, we only retain the top-k relevant features for each related video. As shown in Figure 3 , the visual context information g r for the r-th word in the vocabulary is modeled as:
where I is the number of related videos to the r-th word; a i,j and a i,j are the j-th attention weights among the top k weights for 2D and 3D visual features respectively. Both 2D and 3D context features are normalized to make the magnitude of context features consistent for words with different frequencies. To avoid repetitive modeling, a straightforward way is to train the Attention-based Recurrent Decoder first and then reuse its attention module to extract visual context information for the memory. Word embedding. The learned word embedding e r of word w r is also integrated into the memory module to quantitatively describe its properties such as semantics and syntactic features. It is readily achieved once the Attentionbased Recurrent Decoder is trained.
Auxiliary features. The memory for a word is mainly constructed by the visual context information and word embedding. Additionally, we can also incorporate other potentially-useful auxiliary features, which is denoted as u r . For instance, we add the category information of videos (when it is available) in the memory, which can help to roughly cluster the video scenes and thereby assisting the decoding process.
Overall, the memory element corresponding to word w r is represented as a map structure:
Decoding by Memory
The constructed memory is leveraged to build a caption decoding system, whose captioning results are further combined with the generated captions by the basis decoder (Attention-based Recurrent Decoder) to improve the captioning quality. Specifically, we design the memory-attended decoding system as an attention mechanism upon the backbone of attention-based recurrent decoder. Similar to Equation 2, the probability that word w k is predicted at the t-th time step is modeled via a softmax function:
where K is the vocabulary size and q i is the relevance score for word w i which is used to measure the qualification of word w i for the t-th time step based on its memory content. There are multiple ways to model the relevance score. We model it as a simple two-layer perceptron structure:
where c t , e t−1 , h t−1 are respectively the context information at time step t, predicted word and hidden state at time step t−1 from the Attention-based Recurrent Decoder; W c , W g , W e , W e , W h , W u are the linear transformation matrices and b is the bias term.
The physical interpretation behind this modeling is: based on the current situation represented by h t−1 , the term [W c · c t + W g · g i ] measures the compatibility between the visual context information of the current source video and the visual context information of the candidate word w i ; [W e · e t−1 + W e · e i ] measures the compatibility between the previously predicted word and the candidate word w i ; the term W u · u r corresponds to the auxiliary features.
Integrated caption decoding by MARN. With Attentionbased Recurrent Decoder being the decoding basis and
Attended Memory Decoder as the assist, our proposed Memory-Attended Recurrent Network (MARN) models the probability of the word w k being the next one in the captions as:
where λ is introduced to balance the contribution from two decoders. In practice, the value of λ is tuned on a held-out validation set.
Parameter Learning
Suppose we are given a training set D = {x (n) 1,...,L (n) , w (n) 1,...,T (n) } n=1,...,N containing N videos and their associated captions. L (n) and T (n) are respectively the lengths of videos and captions for the n-th sample. Since the construction of the Memory relys on the Attention-based Recurrent Decoder, it is trained first and the Attended Memory Decoder is trained subsequently.
Attention-based Recurrent Decoder
Video captioning models are typically optimized by minimizing the negative log likelihood:
Attention-Coherent Loss (AC Loss) The visual attention weights learned in Equation 4
, which is for constructing the context information, always fluctuates significantly even for the adjacent frames since they are learned independently. However, we believe that the attention weights should proceed smoothly. Besides, the attention weights, which are assigned to the frames in the time interval corresponding to a event or an action, should be close to each other. It is also consistent with the scheme of human attention. To this end, we propose a so-called Attention-Coherent Loss (AC Loss) to regularize the attention weights in Equation 4:
which minimizes the gap between the attention weights for adjacent frames. Note that the AC Loss is not performed for 3D visual feature because each of the 3D visual features describes the a 3D voxel with a much higher temporal resolution (16 frames in our case) rather than a single frame. Therefore, the smoothness of the attention weights is not required. Consequently, the Attention-based Recurrent Decoder is trained by minimizing the combined loss:
where β is a hype-parameter to balance two losses and is tuned on a held-out validation set.
Attended Memory Decoder
Similarly, the Attended Memory Decoder is optimized by minimizing the negative log likelihood:
Experiments
We conduct experiments to evaluate the performance of the proposed MARN on two benchmark datasets of video captioning: Microsoft Research-Video to Text (MSR-VTT) [59] and Microsoft Research Video Description Corpus (MSVD) [5] . We aim to (1) investigate the effect of Attended Memory Decoder on the performance of video captioning and (2) compare our MARN with the state-ofthe-art methods for video captioning.
Datasets
MSR-VTT. MSR-VTT dataset is a widely-used benchmark dataset for video captioning. To have a fair comparison with previous methods, we use the initial version of MSR-VTT, which contains 10,000 video clips from 20 general categories. Each video clip is provided with 20 humanannotated natural sentences (captions) for reference collected by Amazon Mechanical Turk (AMT) workers. We follow the standard data split [59] : 6513 clips for training, 497 clips for test and the left 2990 clips for test.
MSVD. MSVD dataset contains 1970 short video clips collected from YouTube. Each video clip depicts a single activity and is annotated with 40 captions. Following the data split in previous work [61, 45, 50] , 1200 video clips are held out for training, 100 clips for validation and 670 for test.
Experimental Setup
We construct the vocabulary based on the training set by filtering out words occurring fewer than three times, resulting in vocabularies of around 11K words and 4K words for MSR-VTT and MSVD, respectively.
The dimension of the word embedding is set to 512. For the GRU in the Attention-based Recurrent Decoder, the number of hidden units is set to 512. For the Encoder, we first extract 2D and 3D features with 2048 dimensions, and then transform them linearly into 512 dimensions as described in Equation 1. The dimensions of the attention modules in the Attention-based Recurrent Decoder and the Attended Memory Decoder are both tuned by selecting the best configuration from the option set {256, 384, 512} using a held-out validation set.
We employ Adam [21] gradient descent optimization with gradient clipping between -5 and 5 [4] . We perform training for both decoders for 500 epochs with the learning rate decayed by 0.5 every 50 epochs. The final performance is determined by the trained model that performs best on the validation set. To compare our model with state-of-the-art methods, we adopt the standard automatic evaluation metrics, namely CIDEr [44] , METEOR [3] , ROUGE-L [25] and BLEU [33] . We use CIDEr, which is especially designed for captioning, as the evaluation metric in our ablation experiments, i.e., investigation on the effect of Attended Memory Decoder and Attention-Coherent Loss. Table 2 . Performance measured by CIDEr (%) of our video captioning system equipped with different components of the memory on both MSR-VTT and MSVD datasets for ablation study.
Auxiliary feature refers to the category information in this experiment. Note that AC Loss is not used for all experiments here. The category information is not available for MSVD dataset.
Ablation Study
We first perform quantitative evaluation to investigate the effect of Attended Memory Decoder and Attention-Coherent Loss respectively. To this end, we conduct ablation experiments which begins with sole basis decoder, namely Attention-based Recurrent Decoder in the captioning system and then incrementally augments the system with Attended Memory Decoder and Attention-Coherent Loss. Table 1 presents the experimental results. Effect of Attended Memory Decoder. Comparing the performance of sole basis decoder with integrated system of basis decoder and Attended Memory Decoder presented in Table 1 , we observe that the Attended Memory Decoder boosts the performance of video captioning by 1.1% and 1.8% (in CIDEr) on MSR-VTT and MSVD, respectively. They are indeed substantial improvements considering the progresses reported in recent years by state-of-the-art methods on video captioning (refer to Table 3 and 5), which validates the effectiveness of our Attended Memory Decoder.
The memory is composed of three components: visual context, word embedding and auxiliary feature (As explained in Section 3.3.1). To further investigate the contribution from each of them to the whole system, we perform ablation study on the memory structure. The experimental results presented in Table 2 show that the word embedding and the visual context bring about the major performance boost while the auxiliary feature (category information) yields another minor gain on MSR-VTT dataset. The word embedding is used for measuring the compatibility between the previously predicted word and current candidate word while the visual context information is responsible for providing a full-spectrum context and measuring how close the candidate word matches the source video. Note that any extra information that is available and potentially helpful for captioning can be readily used as the auxiliary feature.
Effect of Attention-Coherent Loss. Table 1 shows the performance of the system with and without the proposed AC Loss. In particular, the performance is improved by a small margin for both datasets (from 46.8 to 47.1 for MSR-VTT and from 91.7 to 92.2 for MSVD).
Qualitative Evaluation of Attended Memory Decoder
To gain more insight into what MARN has learned in the memory and the effect of Attended Memory Decoder, we present several examples to qualitatively compare our MARN model with the basis decoder (Attention-based Recurrent Decoder) in Figure 4 . Compared to the basis decoder, the MARN is able to decode more precise captions for the given source video, which benefits from the designed Attended Memory Decoder. Take Figure 4 (a) as an example, the basis decoder provides a reasonable caption for the video. However, it cannot recognize 'baby stroller' while our MARN successfully recognize it due to various 'baby stroller' in its memory corresponding to the word 'stroller'.
Comparison with Other Methods
Next, we compare our model with existing methods for video captioning on both MSR-VTT and MSVD datasets. All four popular evaluation metrics including CIDEr, ME-TEOR, ROUGE-L and BLEU are reported. It should be noted that our model is not compared to the video captioning methods based on reinforcement learning (RL) [24, 54] , which follows the routine setting in image captioning that the RL-based methods are evaluated separately from other methods (with no RL) [1, 18] for a fair comparison. Nevertheless, it is straightforward to extend our model using RL by applying Self-Critical Sequence Training [35] which is widely adopted in image captioning.
Comparison on MSR-VTT
We compare with two groups of baseline methods: 1) fundamental methods including S2VT [46] which shares a LSTM structure in both encoding and decoding phases, Mean-Pooling LSTM (MP-LSTM) [47] which performs a mean-pooling for all sampled visual frames as the input for a LSTM decoder and Soft-Attention LSTM (SA-LSTM) [61] which employs attention model to summarize visual features for decoding each word; 2) newly published state-of-the-art methods including RecNet [51] which refines the captioning by reconstructing the visual features from decoding hidden states, VideoLAB [34] which proposes to fuse source information of multiple modalities to improve the performance, PickNet [6] that picks the infor- mative frames based on a reinforcement learning framework, Aalto [37] that designs a evaluator model to pick the best caption from multiple candidate captions, and rucuva [10] which proposes to incorporate tag embeddings in encoding while designing a specific model to re-rank the candidate captions.
In Table 3 we show results on MSR-VTT dataset. Our proposed MARN achieves the best performance in terms of METEOR, ROUGE-L and CIDEr while ranking second on BLEU-4. This strongly indicates the superiority of our model. The fact that SA-LSTM outperforms S2VT or MP-LSTM validates the contribution of attention mechanism. Besides, the SA-LSTM equipped with Inception-V4 performs better than its variant with VGG19, which shows the importance of encoding scheme for visual features. The state-of-the-art models typically performs much better than the classical models such as SA-LSTM or MP-LSTM due to all kinds of techniques they proposed. Another interesting observation is that our basis model achieves comparable results with these state-of-the-art models, which somewhat implies the performance ceiling using only encoder-decoder framework and attention mechanism.
MARN vs Basis decoder
Win Tie Loss 43.3% 23.3% 33.3% Human evaluation. As a complement to the standard evaluation metrics, we also performs a human evaluation to compare our model with the basis decoder. Specifically, we randomly select a subset from MSR-VTT test sets and ask 30 human subjects to make a comparison between the generated captions by our models and the basis decoder independently. We aggregate evaluation results of all subjects for each sample. 
Comparison on MSVD
Similar to the experiments on MSR-VTT dataset, two groups of baselines are compared with our model on MSVD dataset: (1) fundamental methods including MP-LSTM with AlexNet as encoding scheme, S2VT and SA-LSTM that both use Inception-V4 for encoding, GRU-RCN [2] that leverages recurrent convolutional networks to learn video representation, HRNE [30] which proposes a Hierarchical Recurrent Neural Encoder to capture the temporal information of source videos, LSTM-E [32] which seeks to explore the decoding with LSTM and visual-semantic embedding simultaneously, LSTM-LS [26] which aims to model the relationships of different video-sequence pairs, h-RNN [62] that employs a paragraph generator to capture the intersentence dependency by sentence generators, aLSTMs [12] that models both encoder and decoder using LSTM with attention mechanism; (2) three newly published state-of-theart methods, i.e., PickNet, RecNet and TSA-ED [56] which extracts the spatial-temporal representation in the trajectory level by structured attention mechanism. The experimental results presented in Table 5 show that our MARN model performs significantly better than other methods on all metrics except BLEU-4. PickNet and RecNet achieve the best result on BLEU-4. Surprisingly, our basis decoder outperforms other methods substantially, which is mainly beneficial from our encoding scheme, i.e., the combination of 2D and 3D visual features in the specifically-designed way. The performance is further boosted by our Attended Memory Decoder. Table 5 . Performance of different video captioning models on MSVD dataset in terms of four metrics (%).
Conclusion
In this work, we have presented the Memory-Attended Recurrent Network (MARN) for video captioning. The model employs an attention-based recurrent network as the basis caption decoder and leverages a memory-based decoder to assist the decoding process. The memory is constructed to capture the full-spectrum correspondence between each candidate word and its various visual contexts across videos in training data, which enables the MARN to generate more precise captions for source videos . We show the superior performance of the MARN both quantitatively and qualitatively on two real-world datasets.
