An error bound is proved for a fully practical piecewise linear nite element approximation, using a backward Euler time discretization, of a model for phase separation of a multi-component alloy. Numerical experiments with three components in one and two space dimensions are also presented.
Introduction
Let be a bounded domain in R d (d63) with a Lipschitz boundary @ . We consider the coupled system of Cahn-Hilliard equations, modelling the isothermal phase separation of a multi-component ideal mixture with N>2 components, see De Fontaine (1972 ), De Fontaine (1973 , Hoyt (1989) , Hoyt (1990) and Eyre (1993): (P) Find fu(x; t); w(x; t)g 2 R N R N such that u t ? L w = 0 in T := (0; T);
(1:1a) w = ? u + (u) ? Au ? 1 X ? (u) ? Au] in T ;
(1:1b) @u @ = @w @ = 0 on @ (0; T); (1:1c)
u(x; 0) = u 0 (x) 8 x 2 ;
(1:1d) where is normal to @ .
Here u n is the fractional concentration of the n th component of the alloy, and so we make the following assumptions on the initial data a) 06u 0 (x) and b) N X ? u 0 (x) = 1 8 x 2 :
(1:2)
In (1.1a,b) and are positive constants, and A and L are symmetric constant N N matrices. We further assume that L has a one dimensional kernel such that L1 = 0 and (1:3a) L is positive semi-de nite:
(1:3b) We set Amax to be the largest positive eigenvalue of A. We note from physical considerations that A must have at least one positive eigenvalue, and that the analysis in this paper simpli es if this were not the case.
We de ne e p 2 R N , p = 1 ! N; 1 2 R N and : R N ! R N by e p n := np ; f1g n := 1 and f ( )g n := ( n ); where (r) := ln r ; for n = 1 ! N. Here and throughout we write n for the nth component We adopt the standard notation for Sobolev spaces, denoting the norm of W m;p ( ) (m 2 N; p 2 1; 1]) by k k m;p and the semi-norm by j j m;p . We extend these norms and semi-norms in the natural way to the corresponding spaces of vector functions W m;p ( ) := fW m;p ( )g N . For p = 2, W m;2 ( ) will be denoted by H m ( ), with the associated norm and semi-norm written as, respectively, k k m and j j m . Furthermore, we de ne L 2 ( T ) := L 2 (0; T; L 2 ( )). For 2 H 1 ( ), r denotes the N d matrix with entries fr g ij := @ i =@x j and then @ =@ := (r ) .
It follows that a solution of (P) is such that for a:e: (x; t) 2 T a) 06u(x; t) b) N X ? u(x; t) = 1 c) X ? w(x; t) = 0
(1:4) and Z u(x; t) dx = Z u 0 (x) dx for a:e: t 2 (0; T)
(1:5) where R u(x; t)dx n := R u n (x; t)dx. (1.4b) follows from summing the equations (1.1a), the symmetry of L, (1.2b) and (1.3a). (1.4c) follows from summing the equations (1.1b) and noting (1.4b). (1.5) follows from integrating (1.1a) over and noting (1.1c) . Finally the non-negativity of u is a consequence of the fact that j ( )j is in nite at 0, see Lemma 2.1 and Theorem 2.2 in the next section for details.
It is this singularity in ( ) that is the major di culty in studying the system (P). Clearly (P) has no meaning if u n = 0 in an open set of non-zero measure for some n. By studying a regularized problem, see (P " ) in the next section, Elliott & Luckhaus (1991) (1:8) and 0 < u(x; t) < 1 for a:e: (x; t) 2 T :
(1:9) In the above and throughout we de ne R ? := 1 j j R (x) dx 8 2 L 2 ( ):
We note that the integral constraint on the initial data in the above theorem only excludes the degenerate case when one or more components of u are not present, in which case the system can be modelled with a smaller value of N.
The nite element approximation of (P) has been considered by Blowey, Copetti & Elliott (1995) under the following assumptions:
(A 0 ) Let be convex polyhedral. Let T h be a regular partitioning of into disjoint open simplices with h := diam ( ) and h := max 2T h h , so that = 2T h . In addition, it is assumed that (i) for d = 2, T h is weakly acute, see Nochetto (1991) , that is for any internal side s of the triangulation, the sum of the opposite angles to s in the pair of adjacent triangles does not exceed ; and (ii) for d = 3, T h is acute, that is the angle between any two faces of the same tetrahedron does not exceed =2.
finite element approximation of multi-component phase separation Associated with T h is the nite element space S h := f 2 C( ) : j is linear 8 2 T h g H 1 ( ): We extend these de nitions to vector functions, i.e 2 S h ) n 2 S h ; n = 1 ! N: Throughout ( ; ) denotes the standard L 2 inner product over , naturally extended for vector and matrix functions, e.g. for I J matrices C(x) and D(x); with entries in L 2 ( )
(1.10)
Let h : C( ) ! S h be the interpolation operator such that h (x m ) = (x m ) (m = 1 ! M), where fx m g M m=1 is the set of nodes of T h . A discrete inner product on C( ), is then de ned by
where m > 0. Once again, this is naturally extended to vector and matrix functions as in (1.10). Given K, a positive integer, let t := T=K denote the time step and t k := k t, Copetti & Elliott (1995) considered the following fully practical nite element approximation of (P):
(P h; t ) (1:13) By studying a regularized problem, di erent to (P h; t " ) in section 4, Blowey, Copetti & Elliott (1995) (1:16)
In the above and throughout this paper, k k operating on matrices is that induced by the Euclidean vector norm, i.e the spectral radius for symmetric matrices. Remark 1.3 In the case N = 2, assuming that A 11 = A 22 , L 11 = L 22 = 1=2, de ning u := u 2 ? u 1 , w := w 2 ? w 1 and c = A 11 ? A 12 we obtain that fu; wg satis es the equations u t ? w = 0; w = ? u + 0 (u);
(1:17)
where (r) = (1 + r) ln( 1+r 2 ) + (1 ? r) ln( 1?r 2 ) + c 2 (1 ? r 2 ). This is the CahnHilliard equation, with logarithmic free energy. The nite element approximation of this problem has been studied by Copetti & Elliott (1992) . In fact the results of Blowey, Copetti & Elliott (1995) are a generalization of those of Copetti & Elliott (1992) to the multi-component case. Moreover, Barrett & Blowey (1995a) have proved an error bound for a fully practical nite element approximation of (1.17). When the quench is shallow, that is is close to c , then the free energy is usually approximated by a quartic polynomial. The majority of the mathematics literature has concentrated on this case. However, this approximation is invalid if the quench is deep, i.e. c . For a fuller discussion of this point, see Copetti & Elliott (1992) and the references therein.
It is the main purpose of this paper to extend and improve on the analysis of Barrett & Blowey (1995a) to prove the following error bound for the approximation (P h; t ) of (P) under the following assumptions on the partitioning T h : (A) In addition to the assumptions (A 0 ) of Blowey Copetti & Elliott (1995) , we assume that T h is quasi-uniform. The layout of this paper is as follows. In the next section we study the regularized problem (P " ), introduced by Elliott & Luckhaus (1991) . Firstly we prove some " independent stability bounds for the solution fu " ; w " g, extending on those given by Elliott & Luckhaus (1991) . We then use these to infer more regularity for fu; wg and to prove an error bound for this regularization procedure. In section 3 we prove an error bound for a continuous in time nite element approximation (P h " ) of (P " ). In section 4 we take time discretization into account and prove an error bound between (P h " ) and (P h; t " ), a regularized version of (P h; t ). In addition we prove an error bound for this discrete regularization procedure. By combining all the above error bounds and choosing the regularization parameter, ", and the time step, t, in terms of the mesh spacing, h, we obtain the error bound Theorem 1.4. Throughout C denotes a generic constant independent of these three parameters. Finally in section 5 we present some numerical experiments with three components in one and two space dimensions.
A Regularized Problem
It is convenient to introduce the homogeneous free energy functional : 0; 1) N ! R de ned by For 0 < r (r)6 " (r) We now study the weak formulation of the corresponding regularized version of (P) as introduced by Elliott & Luckhaus (1991): (P " ) Find fu " ; w " g such that u " ( ; 0) = u 0 ( ) and for a:e: t 2 (0; T) h @u" @t ; i + (Lrw " ; r ) = 0 8 2 H 1 ( ); (1.2b) and (1.3a). (2.22a,b) follow from choosing e n in (2.11a,b). (2.22c) follows from (2.22a) and (2.21a). It follows from (2.11a), (2.15), (2.18) and the Poincar e inequality j j 0 6C P (j j 1 + j( ; 1)j) 8 2 H 1 ( )
(2:24) Therefore (P " ) can be rewritten as:
Find u " such that u " ( ; 0) = u 0 ( ) and for a:e: t 2 (0; T), (2:27) Lemma 2.1 Let the assumptions of Theorem 1.1 hold. Then for all "6" 0 there exists a unique solution fu " ; w " g to (P " ) such that ku " k L 1 (0;T;H 1 ( )) + ku " k H 1 (0;T;(H 1 ( )) 0 ) 6C;
and if is convex polyhedral or @ 2 C 1;1 ku " k L 2 (0;T;H 2 ( )) 6C:
Proof. Assuming that (2.25) has two solutions u 1 " ; u 2 " ; on subtracting and choosing d := u 1 " ? u 2 " 2 V , it follows that for a:e: t 2 (0; T) jdj 2 1 + ( " (u 1 (2:33) Uniqueness then follows from noting (2.17), (2.4), a Gr onwall inequality, (2.23) and (2.24).
Existence follows from standard arguments using Galerkin approximations and then passing to the limit. The choices of below can be justi ed in a similar way.
Choosing @u " =@t in (2.25), noting (2.22c) and integrating over (0; t) yields for all t 2 (0; T) that 2 ju " (t)j 2 1 + ( " (u " (t)); 1) + Z t 0 k @u" @s (s)k 2 ?1 ds = 2 ju 0 j 2 1 + ( " (u 0 ); 1)6C; (2:34) where we have noted the assumptions on u 0 . Hence (2.30) and the " independent bounds in (2.28) follow from noting (2.9), (2. where we have noted (2.9) and that 06 61 from the integral assumptions on the initial data u 0 , see Theorem 1.1, and (2.22a). Integrating the above over t 2 (0; T) and noting (2.28) yields that
(2:39)
Combining (2.39) and (2.37) yields that
(2:40) The bound on w " in (2.29) then follows from (2.35), (2.22b), (2.39) and (2.28).
From (2.21a) and the monotonicity of " ( ) it follows for a:e: (x; t) 2 T that min n=1!N " (u ";n (x; t))6 " ( 1 N )6 max n=1!N " (u ";n (x; t)); (2:41)
where u ";n fu " g n . Noting this and (2.40) yields that 
( 2:46) Proof. As the bounds (2.28) and (2.29) are independent of ", it follows that there exists u 2 L 1 (0; T; H 1 ( ))\H 1 (0; T; (H 1 ( )) 0 ), ? 2 L 2 ( T ) and a subsequence fu " 0g such that as " 0 ! 0 u " 0 ! u in a) L 1 (0; T; H 1 ( )) weak-star b) H 1 (0; T; (H 1 ( )) 0 ) weakly and c) L 2 ( T ) strongly; (2.47)
(2.48) (2.47c) follows from (2.47a,b), see Lions (1969) .
Next we show that ? (u) by adapting an argument used in Elliott & Luckhaus (1991) . It follows from (2.29) that for all 2 R + that j T;n;" j6C ?2 n = 1 ! N;
(2:49) where T;n;" := f (x; t) 2 T : j " (u ";n (x; t))j > g. De ning " (r) := maxf? ; minf " (r); gg for all r 2 R, it follows from (2.49) that
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We set (r) := maxf? ; minf (r); gg for all r > 0 and (r) := ? , for all r60. Then taking the limit " 0 ! 0 in (2.50), noting (2.48), ( ) " ( ) for "6e ? , j (r) ? (s)j6e jr ? sj and (2.47c) yields that
and hence that j (u n )j L 2 ( T ) 6C for all on choosing (u n ) in (2.51).
Letting ! 1 in (2.51) for n = 1 ! N yields that ? (u). Therefore taking the limit " 0 ! 0 in (2.25) yields that u solves (2.26). Noting (2.27) yields existence of a solution fu; wg to (P) and the bound (2.44) for w. The bound (2.45) follows in the same way as (2.32). The bound (1.9) follows directly from the bound on (u) in (2.44) using the argument prior to Theorem 1.1. Uniqueness of a solution to (P) follows as for (P " ), see (2.33).
We now prove an error bound between the unique solutions u and u " of problems (P) and (P " ). where for n = 1 ! N ";n (t) := fx 2 : u ";n (x; t)6u n (x; t)6"g: It follows from the de nition of " and (2.3) that for a:e: t 2 (0; T) ( " (u) ? (u) Elliott & Luckhaus (1991) . They establish existence and uniqueness of a solution to (P " ), the bounds (2.28) and a bound similar to (2.30). We have outlined these proofs above as we need similar results for the semidiscrete and fully discrete approximations in the later sections. However, in place of (2.29) they prove (2.35) and
(2.56) Letting " ! 0 they then establish Theorem 1.1. The main di erence in our approach are the bounds on " (u " ) and (u) in (2.29) and (2.44), which play a key role in the crucial regularization error bound (2.46) and in the regularity results (2.32) and (2.45).
A Semidiscrete Regularized Approximation
Throughout the rest of the paper we assume that the assumptions (A) hold. We then de ne the following semidiscrete approximation to (P " ):
(P h " ) Find fu h " (t); w h " (t)g 2 S h S h such that u h " (0) Q h u 0 and for a:e: t 2 (0; T) Then for all v 2 F, de ne G h v to be such that fG h vg n := G h v n , it follows that G h : F ! V h . We introduce the corresponding analogue of (2.15), G A solution of (P h " ) satis es the analogues of (2.21) and (2.22); that is, for a:e: (3:21) Since " is monotone it follows, see Elliott (1987, p68) , that j(I ? h ) " ( ) j 0 6Chj h " ( )] j 1 8 2 S h : (3:22) Furthermore, as the partitioning is (weakly) acute, it follows from (2.5) that "jr h " ( )] j 2 0 6(r ; r h " ( )]) 8 2 S h ; (3:23) see Ciavaldini (1975) and Nochetto (1991, hold. Then for all "6" 0 and h > 0 there exists a unique solution fu h " ; w h " g to (P h " ) such that ku h " k L 1 (0;T;H 1 ( )) + ku h " k H 1 (0;T;(H 1 ( )) 0 ) 6C; (3.27) kw h " k L 2 (0;T;H 1 ( )) 6C and k h " (u (3:29) Uniqueness then follows from noting (3.14), (3.7), (2.4), a Gr onwall inequality, (2.23) and (3.11).
Existence follows from standard ordinary di erential equation theory. Choosing @u h " =@t in (3.12) and integrating over (0; t) yields for all t 2 (0; T) that 2 ju h " (t)j 2 1 + ( " (u h " (t)); ?R ? u h " e n , n = 1 ! N, in (3.12); integrating over t 2 (0; T) and noting (3.9a), (3.5), (2.7), (2.9), (3.14), (3.10a), (2.23), (3.8), (3.18), (3.27) and the integral assumptions on the initial data u 0 yields the analogue of (2.39):
(3:32) Combining (3.32) and (3.31) yields that k(I ? 1 P ? ) h " (u h " )] k L 2 ( T ) 6C:
(3:33) The bound on w h " in (3.28) then follows from (3.11), (2.23), (3.8), (3.18), (3.27) and (3.32).
Similar to (2.41) and (2.42), it follows from (3.9a) and (3.33) that Integrating over t 2 (0; T) and using a Gr onwall inequality yields that ke " k 2 L 2 (0;T; For the improved bound in (3.35) for d62 we apply a technique from Barrett & Knabner (1994) . It follows from discrete Sobolev imbedding and (3.13) that 
Next we note from (2.32) and (2.5) that j " (u " )j L 2 (0;T;W 2;1 ( )) 6C h k 00 " (u " )kru " k 2 k L 2 (0;T;L 1 ( )) + " ?1 ku " k L 2 (0;T;W 2;1 ( )) i 6C" ?1 ; (3.39)
since 00 " (s)60 for almost all s, Gilbarg & Trudinger (1983, x7.5 and Theorem 7.8) and Kufner, John & Fu cik (1977, x5.12.5) 
Combining (3.37), (3.38) and (3.39) yields the desired result in (3.35) for d62.
A Fully Discrete Approximation
We now consider the following fully discrete approximation to (P " ); a regularized version of (P h; t ):
(P h; t " ) For k = 1 ! K, nd fU k " ; W k " g 2 S h S h such that U 0 " Q h u 0 and It is easily deduced from (3.15), e.g. see Blowey and Elliott (1992) , that
(4:8)
Hence it follows from (4.8), (3.5) and (4.4) that
In addition, we have the analogue of (3.18)
h 2 jv h j 1 6C 1 hjv h j h 6C 2 kv h k ?h;h 6C 3 kv h k ?h 6C 4 kv h k ?h;h 8 v h 2 V h : (4:10)
The rst inequality on the left is just an inverse inequality on noting (3.14). The second follows from the rst and (4.6). The third and fourth follow from (4.9) and noting the rst two inequalities in (3.18) and (4.10), respectively. A solution of (P h; t " ) satis es the analogues of (3.9) and (3.10); that is, for
(4:12)
It follows from (2.18) and (2.23) for k = 1 ! K that
(4:13)
Similarly to (3.12), (P h; t " ) can be rewritten as:
; ) h = 0 8 2 S h : (4.14)
finite element approximation of multi-component phase separation Lemma 4.1 Let the assumptions of Lemma 3.1 hold. Let t64 =( 2 Amax kLk). Then for all "6" 0 and for all h > 0 there exists a unique solution fU k " ; W k " g K k=1 to (P h; t " ) such that where = max m=1!M max n=1!N U k;1 ";n (x m ); U k;2 ";n (x m ); " from which uniqueness follows under the stated condition on t.
The stability bound (4.15) is the analogue of (3.27, 3.28) and is proved in an analogous way. For xed k, choosing U k " ? U k?1 " 2 V h in (4.14) and noting (2.7), the identity ?2(b ? a)a = a 2 ? b 2 + (a ? b) 2 and (4.6) yields for any > 0 that +( " (U p " ) ; 1) h 6 2 jU 0 " j 2 1 + ( " (U 0 " ); 1) h 2 jQ h u 0 j 2 1 + ( " (Q h u 0 ); 1) h 6C;
where we have noted (3.21), (3.20) and the assumptions on u 0 . Hence the rst three bounds of (4.15) hold on choosing = Amax t=3, noting the stated condition for t. Furthermore, the bound (4.16) follows immediately from the bound on ( " (U p " ); 1) h above and (2.9).
Choosing e n , n = 1 ! N, in (4.14); summing from k = 1 ! K yields, similarly to (3.32), that
(4:18) Combining the above yields the analogues of (3.33) and (3.34). Hence the nal two bounds in (4.15) follow on noting (4.13).
We now prove an error estimate between the problems (P h; t " ) and (P h " ). Proof. Using the above notation, (4.14) can be restated as: We set E " := u h " ? U " 2 V h andÊ " := u h " ?Û " 2 V h for a:e: t 2 (0; T). Then subtracting (4.20) from (3.12) and choosing Ê " , and noting (3.14), (3.7), (3.5), (3.6), (2.23), (3.15), (4.9) and (4.5) yields, similarly to (3.36), for a:e: t 2 (0; T) that jÊ " j 2 1 + ( " (u h " ) ? " (Û " );Ê " ) h + 1 Proof. The proof is a discrete analogue of Theorem 2.2. Existence of a solution follows by letting " ! 0, noting the uniform bounds (4.15) and applying a discrete analogue of (2.47){(2.51). Hence the bounds (4.24) hold. The bound (1.15) follows immediately from the bound on h (U k )] in (4.24). Uniqueness of a solution to (P h; t ) follows as for (P h; t " ), see also Blowey, Copetti & Elliott (1995 (4:26) where, recalling the notation of (1.11), Finally, we note that it is not necessary to introduce the semidiscrete regularized problem (P h " ). One could analyse directly the error between u " and U " . However, such an analysis is rather cumbersome. We introduced (P h " ) in order to split the error analysis into two (more amenable) parts and in an attempt to isolate the errors due to (i) spatial discretization by nite elements and (ii) time discretization. This is very desirable as one may be interested in alternative time stepping procedures. We were not totally successful in this aim, since in order to isolate the spatial error of the fully practical scheme (P h; t " ): ( @u h " @t ; ) in (3.1a) and (w h " ; ) in (3.1b) should be replaced by ( @u h " @t ; ) h and (w h " ; ) h ; that is, (G h L @u h " @t ; ) in (3.12) should be replaced by (Ĝ h L @u h " @t ; ) h . However, we were not able to prove an error bound in this case; since an analogue of the key bound (4.22) in the fully discrete case is not available.
A Numerical Experiment
In the physical problem, outlined at the start of section 1, a random perturbation should be taken about some constant state in which case there may be the possibility of phase separation. However, this choice of initial data would not be smooth and hence our error estimates would not hold. Obviously, this is a limitation of our present analysis; but this is a rst step in understanding the errors in such a discretization. Although, it should be noted that in numerical computations, see for example Blowey, Copetti & Elliott (1995) , non-smooth initial data is rapidly smoothed by the system and therefore our error estimate should be applicable for subsequent times. Another severe drawback of the present analysis is that the constant C in our error bounds (1.18) and (1.19) depends on and T. We note that long term error bounds have been proved for a fully discrete approximation of the binary case, (1.17), when is polynomial; see Elliott & Larsson (1992) . 5.1 One space dimension As no exact solution to (P) is known, a comparison between the solutions of (P h; t ) on a coarse mesh, U, with that on a ne mesh, u, was made. The data used in each experiment on the coarse meshes were = (0; 1), = 5 10 ?3 , = 0:3, T = 0:44, t = 0:18h and h = 1=(M ? 1) where M = 9 2 p + 1 (p = 2; 3; 4; 5). Note that with A and L as in (5.1), Amax = 1, kLk = 1 and hence the condition in Lemma 4.1 is that t64 = 2 10 ?2 . The data were the same for the ne mesh except that M = 9 2 8 + 1. The initial data u 0 was taken to be the continuous function john w. barrett and james f. blowey u 0 2 (x) = u 0 1 (1?x) and u 0 3 (x) = 1?u 0 1 (x)?u 0 2 (x), see gure 1 where we plot u(0) = Q h u 0 on the ne mesh. Note that u 0 2 C 1;1 ( ) and R ? u 0 n (x) = 1=3; n = 1; 2; 3.
Hence u 0 satis es the required assumptions in Theorem 1.1. This choice of initial data also ensured that the logarithm played an important role in the numerical calculations. The solution on the ne mesh is also plotted in gure 1 at the nal time of 0.44.
An iterative method based on the algorithm of Lions & Mercier (1979) was used to solve for U k at each time level in (P h; t ). The stopping criterion was that the maximum di erence of the successive iterates was less than 1 10 ?7 . Such an algorithm was used by Copetti & Elliott (1992) in considering the nite element approximation of the scalar problem (1.17). For its adaption to the multi-component case, see Barrett & Blowey (1995b) where a convergence proof is also given. We note that this algorithm is considerably faster and more robust than the essentially nonlinear Gauss-Seidel iteration used for the present system in Blowey, Copetti & Elliott (1995) . Notice that due to the symmetry of L, A and the initial data, we expected that 2 1 = 2 2 and 2 3 64 2 1 . We see that the ratio of consecutive k k 2 is approximately 2.4, 2.0 and 2.3 which is close to 2, the rate of convergence proved in Theorem 1.4. We performed a second series of experiments, taking precisely the same data except t = C ? h 4=3 , where C ? = (36) 1=3 0:18, and T was taken to be the largest integer multiple of t which was less than 0:44. This was compared with the solution obtained on a mesh with h = 1=2304 and t was taken to be the value closest to C ? h 4=3 which was also an integer multiple of the corresponding time step on the coarse mesh. .
We see that the ratio of consecutive k k 2 is approximately 2.9, 2.4 and 3.4 which is close to 2 4=3 = 2:5 to two signi cant gures, the rate of convergence proved in Theorem 1.4.
Two space dimensions
We performed a single numerical experiment in two spatial dimensions with = (0; 1) (0; 1). We took a uniform mesh consisting of squares of length h = 1=64, each of which was divided into two triangles by its north east diagonal. The data was taken to be the same as before except with = 0:0004 = t. The initial data U 0 was a random perturbation of magnitude 0.05 about the constant state 1 3 1. The standard inner product (1.11) gives rise to a fully practical scheme, (P h; t ), however for computational convenience we took the following discrete inner product on C( ) ( 1 ; 2 ) h ? := Z h ( 1 (x) 2 (x))dx: (5:2)
Here h is the piecewise continuous bilinear interpolant on which is bilinear and interpolates at the vertices on each square . Using this discrete inner product one can solve the linear systems, arising from the iterative method to compute U k , by employing a discrete cosine transform; see Blowey & Elliott (1992) where the binary case is considered. We note that (3.13) holds for h and similarly to (3.14) the discrete inner product (5.2) is equivalent to the standard L 2 inner product. In addition (3.15) holds with the inclusion of ln(1=h)] 2 on the right hand side from noting that j( 1 ; 2 ) h ?( 1 ; 2 ) h ? j = h 2 12 j( 1 2 )(0; 0)?( 1 2 )(1; 0)?( 1 2 )(0; 1)+( 1 2 )(1; 1)j 6Ch 2 ln( 1 h ) 2 k 1 k 1 k 2 k 1 8 1 ; 2 2 S h :
In the above we have used a discrete Sobolev imbedding. Therefore it is easy to adapt the proofs to show that all the results in this paper remain unchanged with the choice (5.2). In gure 2 the pictures are arranged in a matrix format. The rst, second and third columns are the respective components of U(t) which are plotted at times t = 0:6; 1:2; 2:4; 7:2; 12:6 with the earliest and latest times in the top and bottom rows respectively. The solution was still changing at t = 12:6, however due to the slow evolution it was not practical to allow the computations to reach a numerical stationary solution.
