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Abstract. A renormalizable rigid supersymmetry for the four dimensional antisymmetric tensor
field model in a curved space–time background is constructed. A closed algebra between the
BRS and the supersymmetry operators is only realizable if the vector parameter of the super-
symmetry is a covariantly constant vector field. This also guarantees that the corresponding
transformations lead to a genuine symmetry of the model.
The proof of the ultraviolet finiteness to all orders of perturbation theory is performed in a pure
algebraic manner by using the rigid supersymmetry.
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1 Introduction
One of the most exciting investigations of the last decade was the study of certain problems
arising in gauge theory, which led to important developments and deep insights into
the topology and geometry of low dimensional manifolds. A well–known example is the
analysis of topological invariants [1, 2] of four dimensional manifolds by Donaldson [3, 4].
Another contribution was given by Witten [5], namely the construction of the so–called
topological Yang–Mills model on a four dimensional manifold. After that many such
topological models, like Chern–Simons theory, BF models and others have been discussed
and many new features, as the description of invariants of knots in terms of the Chern–
Simons theory [6], have been found.
The main property of topological field theories [7] is that the observables only depend
on the global structure of the space–time manifold on which the model is defined. Par-
ticularly this implies that these quantities are independent of any metric which may be
used to construct the classical theory. There exist two different types of topological field
theories, namely the Witten–type models and the Schwarz–type models. The first one
is characterized by the fact, that the whole gauge fixed action can be written as a BRS
variation, whereas for the second one only the gauge–fixing part of the action is given by
a BRS variation. The most famous example of a Witten–type model is the topological
Yang–Mills theory and representatives of the Schwarz–type models are the Chern–Simons
theory and the BF models.
In particular, the topological BF models describe the coupling of an antisymmetric
tensor field to the Yang–Mills field strength. Chronologically, such models have been first
used in interacting string theories and nonlinear sigma models [8, 9, 10, 11, 12, 13, 14].
Their topological nature has been analyzed much later [1, 2]. Furthermore, these models
are also studied because of their connection with lower dimensional quantum gravity.
Especially, the Einstein–Hilbert gravity in three space–time dimensions, with and without
cosmological constant, can be naturally formulated in terms of the BF models [7, 15, 16].
In general, it is known that the BF models, due to the presence of zero modes, require a
highly nontrivial quantization [17, 18, 19, 20, 21], which implies several ghost generations
for the gauge–fixing procedure. This can be done in an elegant manner by using the
Batalin–Vilkovisky quantization procedure [22].
The aim of this work is to analyze the perturbative finiteness of the four dimen-
sional BF model. We generalize the discussion already carried out in the flat space–time
limit [20] and take into consideration the presence of a curved background. For this pur-
pose, we will use the concept of the extended BRS symmetry [23] and we will follow the
way demonstrated for the Chern–Simons theory [24]. A renormalizable rigid supersymme-
try [24, 25, 26] will play an important role which, in the flat space–time limit, is a common
feature of many topological field theories [27, 28, 29, 30, 31]. We will see that the algebra
between the BRS operator and the generators of translation and rigid supersymmetry
closes on–shell. Furthermore, the closure of the algebra also requires a constraint for the
corresponding infinitesimal supersymmetry parameter. This fact limited our analysis to
be only valid for a curved manifold admitting a gradient vector.
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Our present work is organized as follows: in Section 2 we give an overview concerning
the classical algebraic properties of the four dimensional BF model. Next, we construct
the rigid supersymmetry and analyze the off–shell algebra. In Section 3 we will discuss
the stability of the model by using cohomology techniques, and see that the symmetries
do not allow any deformation of the classical action. The last section is devoted to the
study of anomalies, which will complete our proof of the perturbative finiteness. Some
details concerning the trivial counterterms can be found in the final appendix.
2 The classical BF model
The BF models can be defined on manifolds M in arbitrary dimensions (n + 2), with a
gauge group G, according to [1, 2, 7, 31]
SBF = Tr
∫
M
BF =
1
2n!
Tr
∫
dn+2x εµ1···µn+2Bµ1···µnFµn+1µn+2 , (2.1)
where the two–form
F = dA+
1
2
[A,A] =
1
2
Fµνdx
µdxν (2.2)
is the Yang–Mills field strength of the gauge connection one–form A = Aµdx
µ and the field
B = 1
n!
Bµ1···µndx
µ1 · · · dxµn is a n–form. Of course, this action being metric independent
has a topological character [1, 2].
2.1 The four dimensional BF model in flat space–time
In terms of differential forms we start with the topological invariant classical action on
an arbitrary space–time four–manifold M
Sinv = Tr
∫
M
BF =
∫
M
BaF a , (2.3)
where the two–forms for the antisymmetric tensor field Ba and the field curvature F a are
given by
Ba =
1
2
Baµνdx
µdxν ,
F a =
1
2
F aµνdx
µdxν =
1
2
(∂µA
a
ν − ∂νAaµ + fabcAbµAcν)dxµdxν , (2.4)
with the gauge field Aaµ. The fields belong to the adjoint representation of the gauge
group G, assumed to be compact and semi–simple4.
In the case of flat space–time, with a metric ηµν , the action (2.3) can be rewritten as
Sinv =
1
4
∫
d4xεµνρσF aµνB
a
ρσ , (2.5)
4Gauge group indices are denoted by Latin letters (a, b, c, ...) and refer to the adjoint representation,
[T a, T b] = fabcT c, Tr(T aT b) = δab.
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where εµνρσ denotes the totally antisymmetric tensor of rank four.
The action (2.5) possesses two kinds of invariances, given by
δ(1)Aaµ = −(Dµθ)a = −(∂µθa + fabcAbµθc) ,
δ(1)Baµν = f
abcθbBcµν , (2.6)
and
δ(2)Aaµ = 0 ,
δ(2)Baµν = −(Dµϕν −Dνϕµ)a , (2.7)
with θa and ϕaµ as local parameters for the two symmetries. Remark, that the second
symmetry contains zero modes [17, 18, 19], which we will take into account in the next
subsection for the general case of a curved space–time.
2.2 The BF model in curved space–time
¿From now on, we are discussing the BF model on an arbitrary four–manifold, endowed
with an Euclidean metric gµν . Rewriting (2.3) in components one obtains for the invariant
classical action in curved space–time
Sinv =
1
4
∫
d4xεµνρσF aµνB
a
ρσ , (2.8)
where the symbol εµνρσ now represents, contrary to that one in (2.5), a totally anti-
symmetric tensor density with weight 1. Furthermore, the determinant of the metric
g = det(gµν) has weight 2 and the volume element density d
4x carries weight −1. The
relation between the contravariant and covariant ε–tensor densities is given by
εµνρσ = gµαgνβgργgσδ
1
g
εαβγδ , (2.9)
where the weight of εµνρσ is −1. Therefore, the action (2.8) is, besides the symmetries
(2.6) and (2.7), also invariant under diffeomorphisms with the corresponding infinitesimal
parameter εµ.
In the following we will use the BRS formalism [32], which requires the introduction of
Faddeev–Popov ghosts c and ξ of ghost number one for the infinitesimal parameters θ
and ϕ. Collecting both symmetries in (2.6) and (2.7) we get, in a first step, for the BRS
transformations of the gauge field Aaµ and the antisymmetric tensor field B
a
µν
sAaµ = −(Dµc)a = −(∂µca + fabcAbµcc) ,
sBaµν = −(Dµξν −Dνξµ)a + fabccbBcµν , (2.10)
which leave the action (2.8) invariant. A special care has to be taken for the ξ–symmetry
due to the presence of the so–called reducible symmetry in the BRS transformations given
above. To show this fact, we rewrite the BRS transformation of the B–field in terms of
3
forms and analyze only the part containing ξ, namely sξB
a = (Dξ)a. This transformation
is nilpotent up to a covariant exterior derivative of an arbitrary zero form φa with ghost
number 2, because one has
s2ξB
a = (Dξ)a = −(DDφ)a = −fabcF bφc = −fabc δSinv
δBb
φc , (2.11)
which vanishes on–shell. This symmetry is said to be on–shell reducible. Therefore, the
whole set of BRS transformations is given by5
sAaµ = −(Dµc)a = −(∂µca + fabcAbµcc) ,
sBaµν = −(Dµξν −Dνξµ)a + fabccbBcµν ,
sca =
1
2
fabccbcc ,
sξaµ = (Dµφ)
a + fabccbξcµ ,
sφa = fabccbφc . (2.12)
After some calculations one finds
s2Baµν = −
1
2
εµνρσf
abc δSinv
δBbρσ
φc and s2 = 0 for the other fields . (2.13)
The quantization of the model is not straightforward due to the presence of zero modes [17,
18, 19] and can be performed by using the Batalin–Vilkovisky scheme [22]. In the present
work we will not follow this way, but will use another equivalent procedure [31]. Follow-
ing [20], the gauge–fixing action in the Landau–type gauge, adapted to the case of curved
space–time, is given by
Sgf = s
∫
d4x
√
g
[
c¯agµν∇µAaν + gµαgνβ ξ¯aβ∇αBaµν + φ¯agµν∇µξaν
+ ξ¯aµg
µν∇νea + φ¯aλa
]
, (2.14)
with the covariant space–time derivative ∇µ defined by6 ∇µXν = ∂µXν − ΓλµνXλ, where
Γλµν denotes the Christoffel symbol,
Γλµν =
1
2
gλρ(∂µgνρ + ∂νgµρ − ∂ρgµν) , (2.15)
which is symmetric in the lower indices assuming a torsion–free manifold. Notice that the
gauge–fixing action in (2.14) contains inhomogeneous gauge conditions [33] for the fields
Baµν and ξ
a
µ.
The corresponding antighosts and Lagrange multiplier fields are introduced in BRS–
doublets
sc¯a = ba , sba = 0 ,
sξ¯aµ = h
a
µ , sh
a
µ = 0 ,
sφ¯a = ωa , sωa = 0 ,
sea = λa , sλa = 0 . (2.16)
5The BRS transformations of the gauge ghost ca, the vector ghost field ξaµ and the scalar ghost field
φa are defined by the requirement of the nilpotency of s.
6Remark, that the metric gµν is covariantly constant, i.e. ∇ρgµν = 0.
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The gauge–fixing action (2.14) depends on the metric explicitly and hence it has no
more a topological character, but it is still invariant under diffeomorphisms. Furthermore,
the metric plays the role of a gauge parameter which we also let transform as a BRS–
doublet
sgµν = gˆµν , sgˆµν = 0 , (2.17)
in order to guarantee its non–physical meaning [24]. This is understood as the concept
of extended BRS symmetry [23]. Note that the BRS transformation of the inverse of the
metric is given by sgµν = −gµαgνβ gˆαβ = −gˆµν .
The canonical dimensions of the fields, the assigned ghost numbers and the corresponding
weights are given in Table 1.
Aaµ B
a
µν c
a c¯a ba ξaµ ξ¯
a
µ h
a
µ φ
a φ¯a ωa ea λa gµν gˆµν
√
g
dim 1 2 0 2 2 1 1 1 0 2 2 2 2 0 0 0
φpi 0 0 1 -1 0 1 -1 0 2 -2 -1 0 1 0 1 0
weight 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Table 1: Dimensions, ghost numbers and weights.
Due to the gauge–fixing action term (2.14) the BRS transformation of the B–field is no
more nilpotent on–shell, since some of the terms in the equation of motion, steaming from
the gauge–fixing part, are missing. In order to reestablish the nilpotency for the B–field
one has to modify its BRS transformation according to
sBaµν = −(Dµξν −Dνξµ)a + fabccbBcµν + εµνρσfabc
√
ggραgσβ(∂αξ¯
b
β)φ
c . (2.18)
This requires to add a further term in the gauge fixed action (Sinv + Sgf ) to make it
invariant under the modified BRS transformation7
Sinv + Sgf =
1
4
∫
d4xεµνρσF aµνB
a
ρσ − s
∫
d4x
√
g
[
gµν(∂µc¯
a)Aaν + g
µαgνβ(∂αξ¯
a
β)B
a
µν
+ gµν(∂µφ¯
a)ξaν − gµν ξ¯aµ∂νea − φ¯aλa
]
− 1
2
∫
d4xfabcεµνρσ(∂µξ¯
a
ν)(∂ρξ¯
b
σ)φ
c , (2.19)
with
s(Sinv + Sgf) = 0 . (2.20)
Remark, that the last term in (2.19) does not disturb the topological character of the
theory.
The BRS transformations of the fields introduced so far read:
sAaµ = −(Dµc)a = −(∂µca + fabcAbµcc) ,
7In (2.19) we have performed an integration by parts and have used the fact that the Christoffel
symbol is symmetric in the lower indices.
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sBaµν = −(Dµξν −Dνξµ)a + fabccbBcµν + εµνρσfabc
√
ggραgσβ(∂αξ¯
b
β)φ
c ,
sca =
1
2
fabccbcc ,
sc¯a = ba , sba = 0 ,
sξaµ = (Dµφ)
a + fabccbξcµ ,
sξ¯aµ = h
a
µ , sh
a
µ = 0 ,
sφ¯a = ωa , sωa = 0 ,
sφa = fabccbφc ,
sea = λa , sλa = 0 ,
sgµν = gˆµν , sgˆµν = 0 . (2.21)
These transformations are nilpotent on–shell:
s2Baµν = −
1
2
εµνρσf
abc δ(Sinv + Sgf )
δBbρσ
φc and s2 = 0 for the other fields . (2.22)
2.3 Supersymmetry–like transformations
Besides the BRS symmetry and the invariance under diffeomorphisms, the action could
possess a further supersymmetric–like invariance given by8
δS(τ)A
a
µ = −εµνρστ ν
√
ggραgσβ∂αξ¯
a
β ,
δS(τ)B
a
µν = −εµνρστρ
√
ggσα∂αc¯
a ,
δS(τ)c
a = −τµAaµ ,
δS(τ)c¯
a = 0 ,
δS(τ)b
a = Lτ c¯a = τµ∂µc¯a ,
δS(τ)ξ
a
µ = τ
νBaµν ,
δS(τ)ξ¯
a
µ = −gµντ ν φ¯a ,
δS(τ)h
a
µ = Lτ ξ¯aµ + s(gµντ νφ¯a) = τ ν∂ν ξ¯aµ + (∂µτ ν)ξ¯aν + s(gµντ νφ¯a) ,
δS(τ)φ
a = τµξaµ ,
δS(τ)φ¯
a = 0 ,
δS(τ)ω
a = Lτ φ¯a = τµ∂µφ¯a ,
δS(τ)e
a = 0 ,
δS(τ)λ
a = Lτea = τµ∂µea ,
δS(τ)gµν = 0 ,
δS(τ)gˆµν = Lτgµν = τρ∂ρgµν + (∂µτρ)gρν + (∂ντρ)gµρ , (2.23)
with the corresponding infinitesimal parameter τµ and the Lie derivative Lτ . The resul-
tant algebra between the BRS operator s, the generator of diffeomorphisms δD(ε) and the
8In order to get fermionic generators we assign to the the parameter of the diffeomorphisms εµ ghost
number 1 and to the parameter of the supersymmetry–like transformations τµ ghost number 2.
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generator of superdiffeomorphisms δS(τ) closes on–shell
{s, s} = 0 + equations of motion ,{
s, δS(τ)
}
= Lτ + equations of motion ,{
δS(τ), δ
S
(τ)
}
= 0 , (2.24)
whereby the gauge fixed action (Sinv + Sgf) obeys the following symmetries:
s(Sinv + Sgf) = δ
D
(ε)(Sinv + Sgf) = δ
S
(τ)(Sinv + Sgf ) = 0 . (2.25)
At this stage we have to make some comments about the algebra concerning the parameter
τµ of the susy–like transformations. Contrary to the case of flat space–time, where one
has instead of τµ a constant parameter for the translations, the algebra in the present
case does not close a priori. In particular, for the antisymmetric tensor field Baµν one has
{
s, δS(τ)
}
Baµν = LτBaµν + εµνρστρ
δ(Sinv + Sgf)
δAaσ
− εµνρσfabc√ggρα(∇ατσ)φ¯bφc . (2.26)
In order to implement a closed (at least on–shell) algebra, the last term in (2.26), which is
quadratic in the quantum fields, has to vanish, since it cannot be absorbed in the equation
of motion. Hence, we require
gρα(∇ατσ)− gσα(∇ατρ) = 0 . (2.27)
Therefore, the sysy–like symmetry is only realizable on manifolds where (2.27) has a
solution. This guarantees that the algebra closes on–shell on the Lie derivative. In
particular, a solution of (2.27) is given by
τµ = gµν∂νΛ . (2.28)
For completeness we remark that also the closure of {δS, δS} is disturbed by a term of
this kind {
δS(τ), δ
S
(τ ′)
}
Aaµ = εµνρσ
√
ggραφ¯a(τ ′ν∇ατσ + τ ν∇ατ ′σ) . (2.29)
Furthermore, when the susy–like operator δS(τ) acts on the gauge fixed action we get the
breaking
δS(τ)(Sinv + Sgf) = −s
∫
d4x
(√
ggµα(∇ατ ν)φ¯aBaµν + εµνρσgµλ(∇ντλ)(∂ρξ¯aσ)c¯a
)
, (2.30)
which contains analogous terms. So one can see that with the help of (2.28) one gets
(2.24) and the last equation in (2.25).
Finally, as we will explain in the next section, the constraint (2.27) requires that the
parameter of diffeomorphisms εµ must be a killing vector such that Lεgµν = 0. As a
consequence, instead of diffeomorphism invariance we have translation invariance with
vector parameter a killing vector.
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2.4 The off–shell algebra
In order to translate the BRS invariance of the gauge fixed action into a Slavnov identity,
one has to couple the nonlinear parts of the BRS transformations (2.21) to external
sources, which lead to the following metric–independent action term
Sext =
∫
d4x
[1
2
γaµν(sBaµν) + Ω
aµ(sAaµ) + L
a(sca) +Da(sφa) + ρaµ(sξaµ)
]
+
1
8
∫
d4xfabcεµνρσγ
aµνγbρσφc , (2.31)
whereby all external sources carry weight one and do not tansform under the BRS op-
erator. Let us remark, that the last additional term in the external action (2.31) has
an analogous origin as the one in the gauge–fixing action (2.19). It ensures the Slavnov
identity (2.33) in presence of the (on–shell nilpotent) BRS transformations (2.21) (see
also [22]).
The dimensions, ghost numbers and weights of the sources are given in Table 2.
γaµν Ωaµ La Da ρaµ
dim 2 3 4 4 3
φpi -1 -1 -2 -3 -2
weight 1 1 1 1 1
Table 2: Dimensions, ghost numbers and weights of the external sources.
The complete classical action
Σ = Sinv + Sgf + Sext (2.32)
obeys the Slavnov identity
S(Σ) = 0 , (2.33)
where
S(Σ) =
∫
d4x
(1
2
δΣ
δγaµν
δΣ
δBaµν
+
δΣ
δΩaµ
δΣ
δAaµ
+
δΣ
δLa
δΣ
δca
+
δΣ
δDa
δΣ
δφa
+
δΣ
δρaµ
δΣ
δξaµ
+ ba
δΣ
δc¯a
+ haµ
δΣ
δξ¯aµ
+ ωa
δΣ
δφ¯a
+ λa
δΣ
δea
+
1
2
gˆµν
δΣ
δgµν
)
. (2.34)
It is straightforward to verify that the corresponding linearized Slavnov operator
SΣ =
∫
d4x
(1
2
δΣ
δγaµν
δ
δBaµν
+
1
2
δΣ
δBaµν
δ
δγaµν
+
δΣ
δΩaµ
δ
δAaµ
+
δΣ
δAaµ
δ
δΩaµ
+
δΣ
δLa
δ
δca
+
δΣ
δca
δ
δLa
+
δΣ
δDa
δ
δφa
+
δΣ
δφa
δ
δDa
+
δΣ
δρaµ
δ
δξaµ
+
δΣ
δξaµ
δ
δρaµ
+ ba
δ
δc¯a
+ haµ
δ
δξ¯aµ
+ ωa
δ
δφ¯a
+ λa
δ
δea
+
1
2
gˆµν
δ
δgµν
)
(2.35)
8
is nilpotent, i.e.
{SΣ,SΣ} = 0 . (2.36)
At the functional level, the invariance of the classical action under translations9 can be
expressed by an unbroken Ward identity
P(ε)Σ = 0 , (2.37)
where P(ε) denotes the corresponding Ward operator
P(ε) =
∫
d4x
∑
ϕ
(Lεϕ) δ
δϕ
, (2.38)
for all fields ϕ. Of course Lεgµν = 0, which is the Killing condition (see below, (2.53)).
Concerning the invariance under the rigid susy–like transformations, the related Ward
operator VS(τ) is given by10
VS(τ) =
∫
d4x
[
− εµνρστ ν(√ggραgσβ∂αξ¯aβ +
1
2
γaρσ)
δ
δAaµ
− 1
2
εµνρστ
ρ(
√
ggσα∂αc¯
a + Ωaσ)
δ
δBaµν
− τµAaµ
δ
δca
+ (Lτ c¯a) δ
δba
+ τ νBaµν
δ
δξaµ
− gµντ ν φ¯a δ
δξ¯aµ
+ (Lτ ξ¯aµ + s(gµντ ν φ¯a))
δ
δhaµ
+ τµξaµ
δ
δφa
+ (Lτ φ¯a) δ
δωa
+ (Lτea) δ
δλa
− τµDa δ
δρaµ
− τµLa δ
δΩaµ
− τµρaν δ
δγaµν
]
. (2.39)
After tedious calculations the corresponding Ward identity takes the form
VS(τ)Σ = ∆cl(τ) , (2.40)
where the breaking writes as
∆cl(τ) =
∫
d4x
[
− 1
2
γaµνLτBaµν − ΩaµLτAaµ + LaLτca −DaLτφa + ρaµLτξaµ
− εµνρσΩaµτ νs(√ggραgσβ∂αξ¯aβ)−
1
2
εµνρσγ
aµντρs(
√
ggσα∂αc¯
a)
]
. (2.41)
The breaking is linear in the quantum fields and therefore harmless in the context of the
renormalization procedure [31].
It is straightforward to verify that the classical action (2.32) fulfills, besides the gauge–
fixing conditions,
δΣ
δba
= ∂µ(
√
ggµνAaν) ,
δΣ
δhaµ
= −∂ν(√ggµαgνβBaαβ) +
√
ggµν∂νe
a ,
δΣ
δωa
= ∂µ(
√
ggµνξaν) +
√
gλa ,
δΣ
δλa
= −∂µ(√ggµν ξ¯aν)− s(
√
gφ¯a) , (2.42)
9See the last paragraph of this subsection.
10Due to the presence of the external sources the operator δS(τ) is modified.
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also the corresponding antighost equations,
δΣ
δc¯a
+ ∂µ
(√
ggµν
δΣ
δΩaν
)
= −∂µ
(
s(
√
ggµν)Aaν
)
,
δΣ
δξ¯aµ
− ∂ν
(√
ggµαgνβ
δΣ
δγaαβ
)
= ∂ν
(
s(
√
ggµαgνβ)Baαβ
)
− s(√ggµν∂νea) ,
δΣ
δφ¯a
− ∂µ
(√
ggµν
δΣ
δρaν
)
= ∂µ
(
s(
√
ggµν)ξaν
)
+ s(
√
gλa) ,
δΣ
δea
= −∂µ
(
s(
√
ggµν)ξ¯aν +
√
ggµνhaν
)
, (2.43)
which one usually obtains by (anti-)commuting the gauge conditions (2.42) with the
Slavnov identity (2.33).
Finally, the action (2.32) obeys a further integrated constraint, namely the ghost equation
GaΣ = ∆a , (2.44)
where the integrated ghost operator is given by
Ga =
∫
d4x
( δ
δφa
− fabcφ¯b δ
δbc
)
, (2.45)
and
∆a =
∫
d4xfabc
(1
2
εµνρσγ
bµν√ggραgσβ∂αξ¯cβ +Dbcc + ρbµAcµ +
1
8
εµνρσγ
bµνγcρσ
)
. (2.46)
As a conclusion of this section we display the complete nonlinear algebra generated by
all the operators defined above, with Γ an arbitrary functional depending on the fields of
the model,
SΓS(Γ) = 0 ,
SΓP(ε)Γ + P(ε)S(Γ) = 0 ,{
P(ε),P(ε′)
}
Γ = −P({ε,ε′})Γ = 0 ,
SΓ(VS(τ)Γ−∆cl(τ)) + VS(τ)S(Γ) = P(τ)Γ ,{
VS(τ),VS(τ ′)
}
Γ = 0 ,
P(ε)(VS(τ)Γ−∆cl(τ)) + VS(τ)P(ε)Γ = −VS([ε,τ ])Γ = 0 , (2.47)
GaS(Γ)− SΓ(GaΓ−∆a) = FaΓ−Θa ,
GaP(ε)Γ− P(ε)(GaΓ−∆a) = 0 ,
Ga(VS(τ)Γ−∆cl(τ))− VS(τ)(GaΓ−∆a) = 0 ,
Ga(GbΓ−∆b)− Gb(GaΓ−∆a) = 0 ,
FaS(Γ) + SΓ(FaΓ−Θa) = 0 ,
FaP(ε)Γ + P(ε)(FaΓ−Θa) = 0 ,
Fa(VS(τ)Γ−∆cl(τ)) + VS(τ)(FaΓ−Θa) = 0 ,
Fa(GbΓ−∆b)− Gb(FaΓ−Θa) = 0 ,
Fa(F bΓ−Θb) + F b(FaΓ−Θa) = 0 , (2.48)
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where
Fa =
∫
d4xfabc
(
− 1
2
εµνρσ(
√
ggµαgνβ∂αξ¯
b
β +
1
2
γbµν)
δ
δBcρσ
+ ρbµ
δ
δΩcµ
− Db δ
δLc
− cb δ
δφc
−Abµ
δ
δξcµ
− φ¯b δ
δc¯c
+ ωb
δ
δbc
)
, (2.49)
with
Θa =
∫
d4xfabc
1
2
εµνρσγ
bµνs(
√
ggραgσβ∂αξ¯
c
β) . (2.50)
If the functional Σ is a solution of the Slavnov identity and of the Ward identities of
translations and rigid supersymmetry the off–shell algebra (2.47) reduces to the linear
algebra
SΣSΣ = 0 ,{
SΣ,P(ε)
}
= 0 ,{
P(ε),P(ε′)
}
= −P({ε,ε′}) = 0 ,{
SΣ,VS(τ)
}
= P(τ) ,{
P(ε),VS(τ)
}
= −VS([ε,τ ]) = 0 ,{
VS(τ),VS(τ ′)
}
= 0 , (2.51)
with the graded Lie brackets
{ε, ε′}µ = Lεε′µ = εν∂νε′µ + ε′ν∂νεµ ,
[ε, τ ]µ = Lετµ = εν∂ντµ − τ ν∂νεµ . (2.52)
Let us give some remarks concerning the above results. First, to get the Ward operator
for the rigid susy–like transformations on the right hand side of the fifth identity in (2.51)
the vector parameter [τ, ε]µ must obey the constraint (2.27). This requirement leads
exactly to a further constraint, indeed:
Lεgµν = 0, (2.53)
which means that εµ is a Killing vector. On the other hand, from the fourth identity in
(2.51) and the requirement above (2.53) we conclude that also the vector τµ has also to
fulfill the Killing condition (2.53). To summarize, we have
Lτgµν = ∇µτν +∇ντµ = 0,
∂µτν − ∂ντµ = ∇µτν −∇ντµ = 0, (2.54)
both equations imply that the vector τµ has to be covariantly constant,
∇µτν = 0. (2.55)
As a consequence the graded Lie brackets of two covariantly constant vectors is zero,
therefore the results in (2.51).
As expected from the case of flat space–time [20], the rigid supersymmetry anticommuted
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with the BRS transformations yield translations. In our case, however, the curved mani-
fold possesses a covariantly constant vector.
Finally, let us remark that the classical action obeys a further invariance, namely the rigid
gauge invariance
Harig.Σ = 0 , (2.56)
with the corresponding Ward operator
Harig. =
∑
ϕ
∫
d4xfabcϕb
δ
δϕc
, (2.57)
where ϕ stands for all fields.
3 Stability
Till now we have been concentrated on the classical analysis of the model and its symme-
tries. In this section, we will discuss the problem of stability of the theory, which can be
formulated as a cohomology problem. By stability we mean that the most general coun-
terterm provides a redefinition of the fields and/or a renormalization of the parameters of
the theory which are already present at the classical level. Let us explicitly consider the
perturbed action
Σ′ = Σ +∆ , (3.1)
where Σ is the original action (2.32) and Σ′ is an arbitrary functional which satisfies the
Slavnov identity (2.33), the Ward identities for translations (2.37) and rigid susy–like
transformations (2.40), as well as the gauge conditions (2.42), the antighost equations
(2.43) and the ghost equation (2.44). The perturbation ∆ is an integrated local polynomial
of dimension four and ghost number zero.
The consistency with the above constraints requires the quantity ∆ to fulfill the following
set of equations:
δ∆
δba
= 0 , (3.2)
δ∆
δhaµ
= 0 , (3.3)
δ∆
δωa
= 0 , (3.4)
δ∆
δλa
= 0 , (3.5)
δ∆
δc¯a
+ ∂ν
(√
ggµν
δ∆
δΩaµ
)
= 0 , (3.6)
δ∆
δξ¯aµ
− ∂ν
(√
ggµαgνβ
δ∆
δγaαβ
)
= 0 , (3.7)
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δ∆
δφ¯a
− ∂µ
(√
ggµν
δ∆
δρaν
)
= 0 , (3.8)
δ∆
δea
= 0 , (3.9)
SΣ∆ = 0 , (3.10)
VS(τ)∆ = 0 , (3.11)
P(ε)∆ = 0 , (3.12)∫
d4x
δ∆
δφa
= 0 . (3.13)
The equations (3.2)–(3.5) and the equation (3.9) imply that the perturbation ∆ does
not depend on the fields ba, haµ, ω
a, λa and ea, whereas the equations (3.6)–(3.8) imply
that the fields (c¯a,Ωaµ), (ξ¯aµ, γ
aµν), (φ¯a, ρaµ) can appear in ∆ only through the following
combinations:
Ω˜aµ = Ωaµ +
√
ggµν∂ν c¯
a ,
γ˜aµν = γaµν +
√
ggµαgνβ(∂αξ¯
a
β − ∂β ξ¯aα) ,
ρ˜aµ = ρaµ −√ggµν∂ν φ¯a . (3.14)
The redefinitions of the external sources (3.14) imply that ∆ is independent of the
antighosts
δ∆
δc¯a
= 0 ,
δ∆
δξ¯aµ
= 0 ,
δ∆
δφ¯a
= 0 . (3.15)
This means that our problem reduces to finding all possible ∆’s such that
∆ = ∆(Aaµ, c
a, Baµν , ξ
a
µ, φ
a, γ˜aµν , Ω˜aµ, ρ˜aµ, La, Da, gµν , gˆµν) . (3.16)
Equations (3.10)–(3.12) can be collected [34] to produce a single cohomology problem
δ∆ = 0 . (3.17)
The operator δ is given by
δ = SΣ + P(ε) + VS(τ) +
∫
d4x(−τµ) δ
δεµ
. (3.18)
At this point let us remark that due to the redefinitions of the external sources (3.14) the
Slavnov operator and the Ward operator of susy–like transformations are now given by11
SΣ =
∫
d4x
(1
2
δΣ
δγ˜aµν
δ
δBaµν
+
1
2
δΣ
δBaµν
δ
δγ˜aµν
+
δΣ
δΩ˜aµ
δ
δAaµ
+
δΣ
δAaµ
δ
δΩ˜aµ
+
δΣ
δLa
δ
δca
+
δΣ
δca
δ
δLa
+
δΣ
δDa
δ
δφa
+
δΣ
δφa
δ
δDa
+
δΣ
δρ˜aµ
δ
δξaµ
+
δΣ
δξaµ
δ
δρ˜aµ
+
1
2
gˆµν
δ
δgµν
)
, (3.19)
11Furthermore, the Ward operators are already restricted to the actual field content.
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VS(τ) =
∫
d4x
(
− 1
2
εµνρστ
ν γ˜aρσ
δ
δAaµ
− 1
2
εµνρστ
ρΩ˜aσ
δ
δBaµν
− τµAaµ
δ
δca
+ τ νBaµν
δ
δξaµ
+ τµξaµ
δ
δφa
− τµDa δ
δρ˜aµ
− τµLa δ
δΩ˜aµ
− 1
2
(τµρ˜aν − τ ν ρ˜aµ) δ
δγ˜aµν
)
. (3.20)
The main property of the above constructed operator δ is its nilpotency
δ2 = 0 . (3.21)
Thus, one can easily check that the cohomology problem (3.17) possesses solutions of the
form δ = δ∆ˆ. These are called trivial solutions because the nilpotency of δ implies that
any expression of the form δ∆ˆ is automatically a solution of (3.17).
In the following we will call cohomology of δ the space of all solutions of (3.17) modulo
trivial solutions. In other words, we are looking for ∆ = ∆c + δ∆ˆ, where ∆c is δ–closed
(δ∆c = 0) but not trivial (∆c 6= δ∆˜). We therefore introduce an operator N , the filtering
operator
N =
∫
d4x
∑
f
f
δ
δf
, (3.22)
where f stands for all fields on which ∆ depends. Here, we have assigned to each field
homogeneity degree 1. The operator N induces a decomposition of δ according to
δ = δ0 + δ1 . (3.23)
The operator δ0 in (3.23) has the property that it does not increase the homogeneity
degree when it acts on a field polynomial, whereas δ1 increases the homogeneity degree
by 1. Due to the nilpotency of δ one has also
δ20 = {δ0, δ1} = δ21 = 0 . (3.24)
An obvious identity which follows from (3.23) and (3.17) reads
δ0∆ = 0 . (3.25)
Due to the nilpotency of δ0 (3.24), the above equation (3.25) defines a further cohomology
problem.
At this stage we will use the important result [35, 36] given by the theorem, which states
that the cohomology of the operator δ is isomorphic to a subspace of the cohomology of
the operator δ0.
Next, we will solve the cohomology of δ0, which is easier to solve than the cohomology of
δ and by using the theorem mentioned above we will determine the solution of δ∆ = 0.
The action of the operator δ0 on the fields is explicitly given by
δ0A
a
µ = −∂µca ,
δ0c
a = 0 ,
δ0B
a
µν = −∂µξaν + ∂νξaµ ,
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δ0ξ
a
µ = ∂µφ
a ,
δ0φ
a = 0 ,
δ0gµν = gˆµν ,
δ0gˆµν = 0 ,
δ0Ω˜
aµ =
1
2
εµνρσ∂νB
a
ρσ ,
δ0γ˜
aµν = εµνρσ∂ρA
a
σ ,
δ0L
a = −∂µΩ˜aµ ,
δ0D
a = −∂µρ˜aµ ,
δ0ρ˜
aµ = ∂ν γ˜
aµν ,
δ0ε
µ = −τµ ,
δ0τ
µ = 0 . (3.26)
The first remark we make is that gµν and gˆµν and also ε
µ and τµ transform as δ0–doublets,
therefore both pairs of fields are out of the cohomology [36], implying that ∆c is inde-
pendent of gµν , gˆµν , ε
µ and τµ. In order to have a more compact notation we switch to
the language of forms where d represents the nilpotent (d2 = 0) exterior derivative, given
explicitly by d = dxµ∂µ. The gauge field A
a
µ and the ghost field ξ
a
µ are represented by the
one forms Aa = Aaµdx
µ and ξa = ξaµdx
µ, and the antisymmetric tensor field Baµν by the
two form Ba = 1
2
Baµνdx
µdxν . The ghosts ca and φa are scalar fields or equivalently zero
forms.
¿From the quantities γ˜aµν , ρ˜aµ, Ω˜aµ, La and Da we construct the following dual forms:
∗γ˜a =
1
2!
εµνρσγ˜
aµνdxρdxσ ,
∗ρ˜a =
1
3!
εµνρσρ˜
aµdxνdxρdxσ ,
∗Ω˜a =
1
3!
εµνρσΩ˜
aµdxνdxρdxσ ,
∗La =
1
4!
εµνρσL
adxµdxνdxρdxσ ,
∗Da =
1
4!
εµνρσD
adxµdxνdxρdxσ . (3.27)
In terms of forms the nilpotent operator δ0 reads
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δ0 =
∫
M
(
dca
δ
δAa
+ dξa
δ
δBa
+ dφa
δ
δξa
+ 2dAa
δ
δ ∗˜γa
+ dBa
δ
δ ∗Ω˜a
+ d ∗Ω˜a
δ
δ ∗La
−
− d ∗ρ˜a δ
δ ∗Da
− 1
2
d ∗γ˜a
δ
δ ∗ρ˜a
)
+
∫
d4x
(1
2
gˆµν
δ
δgµν
− τµ δ
δεµ
)
. (3.29)
12The functional derivatives with respect to differential forms has to be understood as follows:
δS
δf
= X if S =
∫
M
f X , (3.28)
where f and X are general differential forms.
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For ∆c being an integrated polynomial of form degree four and ghost number zero we can
write ∆c =
∫
M ω
0
4, where ω
p
q is a field polynomial of form degree q and ghost number p.
Due to Stocks theorem and to (3.25), we note that δ0∆c =
∫
M δ0ω
0
4 = 0, which implies
the following result
δ0ω
0
4 + dω
1
3 = 0 . (3.30)
Using the algebraic Poincare´ lemma [36] and the fact that δ0 and d anticommute, {δ0,d} =
0, we derive the following tower of descent equations
δ0ω
0
4 + dω
1
3 = 0 ,
δ0ω
1
3 + dω
2
2 = 0 ,
δ0ω
2
2 + dω
3
1 = 0 ,
δ0ω
3
1 + dω
4
0 = 0 ,
δ0ω
4
0 = 0 . (3.31)
The only possible expression for ω40, restricted by its form degree and ghost number, is
given by
ω40 = uφ
aφa + vfabccacbφc , (3.32)
where u and v are constant coefficients. In order to solve the tower of descent equations
(3.31) we decompose the exterior derivative [37] according to
[δ¯, δ0] = d , [δ¯, d] = 0 , (3.33)
with the operator δ¯ given by
δ¯ = − ∗γ˜a ∂
∂Aa
− Aa ∂
∂ca
− 3 ∗Ω˜a ∂
∂Ba
− 2Ba ∂
∂ξa
− ξa ∂
∂φa
+ 6 ∗ρ˜a
∂
∂ ∗˜γa
− 4 ∗La ∂
∂ ∗Ω˜a
+ 4 ∗Da
∂
∂ ∗ρ˜a
. (3.34)
With the help of the operator (3.34) one finds
ω04 = δ¯δ¯δ¯δ¯ ω
4
0
= u
(
∗Laφa + ∗Ω˜aξa +
1
2
BaBa
)
+ vfabc
(
∗Dacbφc − ∗ρ˜aAbφc − ∗ρ˜acbξc + 1
8
∗γ˜a ∗γ˜bφc +
+
1
2
∗γ˜aAbξc +
1
2
AaAbBc +
1
2
∗γ˜acbBc + Aacb ∗Ω˜c +
1
2
cacb ∗Lc
)
. (3.35)
After some calculations one can show the invariance of
∫
M ω
0
4 under the whole operator δ
of (3.18)
δ
∫
M
ω04 = 0 . (3.36)
The general solution of the cohomology problem (3.17) has the form
∆ = ∆c + δ∆ˆ =
∫
M
C04 + δ∆ˆ . (3.37)
The nontrivial solution of the δ–cohomology,
∫
M C04 , must not necessarily be equal to
the nontrivial solution of the δ0–cohomology
∫
M ω
0
4. In order to analyze this situation
completely, we construct the most general trivial solution, restricted by the dimension,
the ghost number and the weight, according to
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∆ˆ =
∫
d4x
(
α1Ω˜
aµAaµ + α2γ˜
aµνBaµν + α3L
aca + α4ρ˜
aµξaµ + α5D
aφa
+ α6f
abcγ˜aµνAbµA
c
ν + α7f
abcρ˜aµAbµc
c + α8γ˜
aµν∂µA
a
ν + α9ρ˜
aµAaνg
ρν gˆρµ
+ α10f
abcDacbcc + α11f
abcεµνρσγ˜
aµν γ˜bρσcc + α12D
acagˆµνg
µν + α13ρ˜
aµ∂µc
a
+ α14
1√
g
γ˜aµν γ˜aρσgˆµρgνσ + α15
√
gεµνρσγ˜
aµνgραgσβ∂αA
a
β
+ α16
1√
g
fabcgµρgνσγ˜
aµν γ˜bρσcc + α17ρ˜
aµAaµg
ρσgˆρσ
+ α18
√
gεµνρσf
abcγ˜aµνgραgσβAbαA
c
β + α19
√
gεµνρσg
ραgσβ γ˜aµνBaαβ
)
, (3.38)
with αi, i = 1, ..., 19 as constant coefficients.
The only acceptable counterterms for the action (2.32) must be independent of the vector
parameters εµ and τµ. A careful analysis of the εµ– and τµ–dependent part13 of δ∆ˆ leads
to the vanishing of all αi except α1, α2, α3, α4, and α5 which fulfill
− α5 = α4 = −α3 = −2α2 = α1 ≡ α . (3.39)
Therefore, the counterterms (3.37) reduce to
∆ =
∫
M
C04 + αSΣ
∫
d4x
(
Ω˜aµAaµ −
1
2
γ˜aµνBaµν − Laca + ρ˜aµξaµ −Daφa
)
. (3.40)
An important fact is that the α–proportional term in (3.40), after performing the SΣ–
operation, gives identically the v–proportional part of (3.35). This means that (3.35)
contains a trivial solution of the SΣ–cohomology, which can be reabsorbed in the trivial
counterterms. Therefore, the complete expression for the counterterms (3.37) is given by
∆ = u
∫
M
(
∗Laφa + ∗Ω˜aξa +
1
2
BaBa
)
+ αSΣ
∫
d4x
(
Ω˜aµAaµ −
1
2
γ˜aµνBaµν − Laca + ρ˜aµξaµ −Daφa
)
. (3.41)
Now, by using the ghost equation, or more precisely the constraint (3.13) we deduce the
following result: the two constant coefficients u and α present in the counterterms (3.41)
are both equal to zero. This means that there is no possible deformation of the action
(2.32), which is the most general local functional, solution of the Ward identities, the
gauge conditions, the antighost equations as well as the ghost equation.
On the other hand, the result of this section implies that at the quantum level (if there are
no anomalies) the four dimensional antisymmetric tensor field model does not admit any
renormalizations (renormalization of the coupling constant or of the fields). In this case
the theory is said to be finite. To prove the finiteness to all orders of perturbation theory
one has to overcome another problem: the absence of anomalies. This is the subject of
the last section.
13The technical details can be found in the appendix.
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4 Anomaly analysis
In the context of renormalization theory one has to investigate whether the symmetries,
collected in δ, are not disturbed by quantum corrections. If there is an anomaly, then it
corresponds to δΣ = A, where A is an integrated local field polynomial of form degree
four and ghost number one (A = ∫M ω14), that fulfills
δA = 0 . (4.1)
Using the same strategy as in the previous section, we derive the following tower of descent
equations
δ0ω
1
4 + dω
2
3 = 0 ,
δ0ω
2
3 + dω
3
2 = 0 ,
δ0ω
3
2 + dω
4
1 = 0 ,
δ0ω
4
1 + dω
5
0 = 0 ,
δ0ω
5
0 = 0 . (4.2)
The only possible expression for ω50 is given by
ω50 = xTr(c
5) + yTr(c3φ) + zTr(cφ2) , (4.3)
with x, y and z constant coefficients. The last two terms in (4.3) are δ0 invariant, but
not δ invariant expressions. Since a possible anomaly has to be invariant under the δ
operation, one has to set the coefficients y and z equal to zero.
Using the decomposition operator (3.34), the solution of the descent equations is given by
ω14 = δ¯δ¯δ¯δ¯ω
5
0 =
= xTr( ∗Dc4 − ∗ρ˜Ac3 − ∗ρ˜cAc2 − ∗ρ˜c2Ac− ∗ρ˜c3A+ 1
4
∗γ˜2c3 +
1
4
∗γ˜c ∗γ˜c2 +
1
2
∗γ˜A2c2 +
+
1
2
∗γ˜AcAc+
1
2
∗γ˜Ac2A+
1
2
∗γ˜cA2c+
1
2
∗γ˜cAcA+
1
2
∗γ˜c2A2 + A4c) , (4.4)
which belongs not only to the cohomology of δ0 modulo d but also to the cohomolgy of δ
modulo d, i.e. δω14 + dω
2
3 = 0. This implies that the anomaly candidate, i.e. solution of
(4.1), is nothing else but
A = xTr
∫
M
( ∗Dc4 − ∗ρ˜Ac3 − ∗ρ˜cAc2 − ∗ρ˜c2Ac− ∗ρ˜c3A + 1
4
∗γ˜2c3 +
1
4
∗γ˜c ∗γ˜c2 +
+
1
2
∗γ˜A2c2 +
1
2
∗γ˜AcAc+
1
2
∗γ˜Ac2A+
1
2
∗γ˜cA2c+
1
2
∗γ˜cAcA +
+
1
2
∗γ˜c2A2 + A4c) . (4.5)
As argued in [20], the anomaly canditate A disappears due to the fact that all the fields
considered so far take values in the adjoint representation of the gauge group. In this
case the totally symmetric tensor defined by the symmetrized trace of the generators of
the gauge group, dabc = 1
2
Tr(T a{T b, T c}), which is present in the trace of (4.5), vanishes.
18
Therefore, the most general solution of δA = 0 is a δ–exact quantity given by A = δAˆ.
This particularly means that the Slavnov identity, the translations and the rigid susy–like
transformations Ward identities are anomaly free, thus can be promoted to the quantum
level. Using standard arguments [31] one can easily show that the constraints (3.2)–(3.9)
are anomaly free, hence valid to all orders of perturbation theory. Concerning the ghost
equation (3.24), it can also be proven to hold at the quantum level. The proof may be
carried out by following the lines of [38].
In this section we have showed that the four dimensional antisymmetric tensor field model
in a curved background, admitting a covariantly constant vector, is anomaly free. There-
fore, due to the results of the previous section, it is finite to all orders of perturbation
theory.
5 Conclusion
We have shown in great details that the four dimensional antisymmetric tensor field
model in a curved space–time is finite to all orders of perturbation theory. The proof was
performed by an extensive use of the algebraic renormalization procedure, which does not
depend on a particular regularization scheme such as the dimensional regularization or the
BPHZ regularization. But, unfortunately, the use of the algebraic renormalization scheme
requires the existence of a possible regularization a priori. This fact limits our quantum
analysis to be only valid in the case of a curved, topologically trivial and asymptotically
flat manifolds admitting covariantly constant vector.
On the other hand, we have seen that the role played by the symmetry under the susy–
like transformations was decisive in reducing the counterterms (3.37) to take the simpler
form (3.40), which was forbidden by the ghost equation. This symmetry only exists,
as it was shown in Section 2, on manifolds where the equation (2.27) has a solution.
Remember also, that we have considered manifolds where the torsion vanishes. These are
all the restrictions on the manifolds where our quantum analysis holds.
Appendix: Analysis of the trivial counterterms
We devote this appendix to give all the superdiffeomorphism parameter dependent field
polynomials appearing in the trivial counterterms constructed in (3.37). With
VS(τ)∆ˆ =
19∑
i=1
Xi (A.1)
these polynomials read as
X1 =
∫
d4x α1
[
− LaτµAaµ +
1
2
εµνρσΩ˜
aµτ ν γ˜aρσ
]
, (A.2)
X2 =
∫
d4x α2
[
2ρ˜aµτ νBaµν + εµνρσγ˜
aµντρΩ˜aσ
]
, (A.3)
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X3 =
∫
d4x α3
[
− LaτµAaµ
]
, (A.4)
X4 =
∫
d4x α4
[
−Daτµξaµ + ρ˜aµτ νBaµν
]
, (A.5)
X5 =
∫
d4x α5
[
−Daτµξaµ
]
, (A.6)
X6 =
∫
d4x α6 f
abc
[
2τ ν ρ˜aµAbµA
c
ν + εµβρστ
β γ˜aµν γ˜bρσAcν
]
, (A.7)
X7 =
∫
d4x α7 f
abc
[
− τµDaAbµcc −
1
2
εµνρστ
ν ρ˜aµγ˜bρσcc − τ ν ρ˜aµAbµAcν
]
, (A.8)
X8 =
∫
d4x α8
[
− (τµρ˜aν − τ ν ρ˜aµ)∂µAaν −
1
2
ενρσβτ
ρ(∂µγ˜
aµν)γ˜aσβ
]
, (A.9)
X9 =
∫
d4x α9
[
− τµDaAaνgρν gˆρµ −
1
2
εναβδτ
αρ˜aµγ˜aβδgρν gˆµρ
]
, (A.10)
X10 =
∫
d4x α10
[
2fabcDaτµAbµc
c
]
, (A.11)
X11 =
∫
d4x α11 f
abc
[
− 4εµνρστµρ˜aν γ˜bρσcc − εµνρσγ˜bµν γ˜bρσταAcα
]
, (A.12)
X12 =
∫
d4x α12
[
DaτρAaρgˆµνg
µν
]
, (A.13)
X13 =
∫
d4x α13
[
− τµDa∂µca + (∂µρ˜aµ)τ νAaν
]
, (A.14)
X14 =
∫
d4x
α14√
g
[
2τ ν ρ˜aµγ˜aρσ gˆµρgνσ + 2γ˜
aµντρρ˜aσ gˆµρgνσ
]
, (A.15)
X15 =
∫
d4x α15
√
g
[
2εµνρστ
ν ρ˜aµ(∂αA
a
β)g
ραgσβ −
− 1
2
εµνρσ(∂αγ˜
aµν)gραgσβεβδλκτ
δ γ˜aλκ
]
, (A.16)
X16 =
∫
d4x
α16√
g
fabc
[
4τ ν ρ˜aµγ˜bρσccgµρgνσ − γ˜aµν γ˜bρσταAcαgµρgνσ
]
, (A.17)
X17 =
∫
d4x α17
[
−DaτµAaµgρσgˆρσ −
1
2
εµνρστ
ν ρ˜aµγ˜aρσgαβ gˆαβ
]
, (A.18)
X18 =
∫
d4x α18
√
gfabc
[
2εµνρστ
ν ρ˜aµAbαA
c
βg
ραgσβ +
+ εµνρσγ˜
aµνεαλδκτ
λγ˜bδκAcβg
ραgσβ
]
, (A.19)
X19 =
∫
d4x α19
√
g
[
2εµνρστ
ν ρ˜aµBaαβg
ραgσβ + εµνρσεαβλκτ
λγ˜aµνΩ˜aκgραgσβ
]
.(A.20)
The sum of the above constructed polynomials (
∑
iXi) has to vanish, otherwise we will
get the participation of the vector parameter τµ in the expression of the counterterms
(3.37), a fact which is not desirable. By direct computation one can convince himself that
the only possible solution of the constraint
19∑
i=1
Xi = 0 (A.21)
is that all the αi vanish for 6 ≤ i ≤ 19. The remaining αi have to obey the following
equalities
− α5 = α4 = −α3 = −2α2 = α1 ≡ α . (A.22)
In this way we could reduce the trivial counterterms given in (3.37) to the more simpler
expression (3.41).
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