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Abstract 
In this paper the impact of spatial and non-spatial variables on the 
innovation potential and innovativeness of (small) industrial firms in the 
Netherlands will be analysed. Innovation potential and innovativeness will 
be conceived of as latent variables which will be measured by means of a 
Partial Least Squares approach. The variables reflecting innovation poten-
tial are notably input variables such as internal and external R&D, while 
innovativeness will be based on output indicators such as the number of 
product and process innovations. 
The regional dimension enters our analysis essentially at two levels. 
First, we will investigate whether more innovative firms are to some extent 
spatially biased (i.e., on the basis of intra-firm characteristics). Se-
condly, we will analyse the relevance of an indigenous regional impact per 
se. In other words, it will be examined whether firms with an equal innova-
tion capacity will differ in actual (i.e;-, realized) "innovativeness as a 
consequence of different regional conditions. 
For the first issue our results indicat-e that-not all regions are equal-
ly well endowed with potentially innovative firms. Our analysis even demon-
strates that these firms are underrepresented in regions which offer a 
favourable production environment. After compensating-for these differences 
in the composition of the regional set of firms, we demonstrate that an 
indigenous regional impact per se cannot bë -identified in the Netherlands. 
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1. Introduction 
In recent years a remarkable interest has emerged in the field of inno-
vation research (see for instance Freeman et al., 1982, Kleinknecht, 1986, 
Stoneman, 1983). In this context Hansen (1986) states: "Over the past two 
decades interest in measuring the level of innovation in private firms has 
grown dramatically both in the United States and Europe" (p.1). In order to 
assess the eonditions for and the impacts of innovation it is necessary to 
have a reliable measuring rod of innovation at the individual firm level. 
But so far a uniformly accepted definition has not been found and hence 
various innovation indicators are currently being used, related to both 
production inputs (e.g., number of skilled workers, or amount of R&D expen-
ditures) and outputs (e.g., number of patents granted, number of new pro-
ducts, productivity rise). It is increasingly realized that all such indi-
cators provide at best a partial proxy for the real nature of complex 
innovation processes. For instance, Hansen (1986) remarks: "As a result, 
the optimal approach has been the eollection of a variety of types, of 
information, none of which actual^y measures innovation, but all of which 
pr ov i de.i nd ie at i ons of the level of innovation" (p.2). 
Another flaw in innovation research is formed by the uncertain impact of 
the element of space. Various - sometimes mutually contrasting - views on 
the role of city centers, metropolitan areas and remote areas in the crea-
tion and diffusion of innovations can be observed (cf. Andersson and Jo-
hansson, -1984, Aydalot, 1984, Camagni, 1984, Ewers, 1986, Malecki and 
Varaiya, 1987, Malecki and Nijkamp, 1987, Nijkamp, 1986 and Oakey et al, 
1980). 
In this paper we present a new and integrative approach to spatial 
innovation research. This approach allows "a combined analysis of aspatial 
and spatial characteristics on the plant level" (Ewers, 1986, p.169). So 
besides the influence of individual firm characteristics on innovation, 
also the regional dimension of sectoral innovation patterns will be ana-
lysed. 
The regional dimension enters at two levels and can be summarized in the 
following two research issues that form the backbone of our analysis: 
1 ) Can any regional bias concerning relatively innovative (small) 
industrial firms be detected? Given the recently observed spatial 
shift of manufacturing employment from 'high quality environments' to 
more 'remote (low quality) areas' (Bluestone and Harrison, 1982, Buur-
sink, 1985, Ewers, 1986 and Keeble, 1986), it is an interesting research 
issue to find out whether also with respect to the innovation potential 
these 'remote areas' are in a favourable position. This issue, which for 
the sake of convenience will be labeled the SIP IRA (Spatial Innovation 
Potential In Remote Areas) hypothesis, will be tested for innovation 
patterns in the Dutch context. 
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2) Can any indigenous regional impact per se on sectoral innovation 
patterns be detected? In this respect it is neeessary to disentangle 
the set of 'regional stimuli* which might be conducive to the innovati-
veness of individual firms. This second hypothesis, coined the IRIS 
(Impact of Regional Innovation Stimuli)-hypothesis, will also be dealt 
with for the Dutch context. 
Thus our analysis of the 'seedbed' function of specific areas for inno-
vative behaviour centres around two latent variables (LV's), viz. space and 
innovation, whose interaction deserves a closer examination. Therefore, in 
the present paper an attempt will be made to disentangle the various (di-
rect and indirect) impacts of this multidimensional cluster. Given the need 
to operationalize the abovementioned latent variables by means of several 
observable indicators (manifest variables) in order to construct an empi-
rical (behavioural) model for the spatial pattern of innovations, we will 
use a latent-variables path model, viz. the Partial Least Squares (PLS) 
method. This method will briefly be discussed in the next section. Then we 
will discuss in .section 3 various problems inherent in the measurement and 
use of innovation indicators in an analytical model. Next, section M will 
be devoted to the spatial dimensions of innovative behaviour. Section 5 
will then describe the conceptual PLS model which will serve as a frame 
of reference in our study. The empirical data in our analysis stem from an 
extensive survey among- Dutch firms. In sections 6 and 7 various empirical 
results will be presented regarding the spatial innovation potential of 
(small) Dutch firms. Section 8 summarizes some of the most important con-
cluslons. 
2. The Partial Least Squares Method 
As mentioned in the Introduction, usually a variety of (input and out-
put) innovation indicators is used in innovation research. As a consequen-
ce, a multivariate analysis is an indispensable vehicle (cf. Davelaar and 
Nijkamp, 1988 and Folmer, 1985). In this regard Fornell (1982) states: "As 
is readily observed Lisrei and PLS are the most general and flexible meth-
ods (of multivariate analysis)" (p.19). Both PLS and Lisrei can be consi-
dered as "path models with latent variables , that are indirectly 
observed by multiple manifest variables (MV's), called indicators" (Wold, 
1985a). The PLS method is obviously a least squares oriented approach. In 
this method no assumptions concerning the distributional properties of the 
variables have to be incorporated. In this respect Wold (1985a) remarks: 
" in PLS modeling both estimation and evaluation (by means of the 
Stone Geisser test and the assessment of Standard errors by means of 
Tukey's jackknife, EJD & PN) are distribution - and independence - free" 
(p.588). 
The PLS method generates also explicit case values for the latent va-
riables. Even when PLS estimates are inconsistent, they are consistent at 
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large, as "they tend to the true values when there is indefinite increase 
not only in the number of observed cases (N), but also in the number of 
indicators for each LV" (Wold, 1985b, p.231)1. Furthermore, "experience 
shows that if the arrow scheme is realistic in the sense that both PLS and 
Lisrei give small residuals, there is little or no difference between the 
PLS and Lisrei parameter estimates" (Wold, 1985b, p.241). In general the 
PLS estimates will be more accurate for the parameters than for the case 
values (cf. Hui and Wold, 1982). The Lisrei method is a maximum likelihood 
(ML) method which assumes the manifest (or measurable) variables to be 
jointly governed by a specified multivariate distribution which is subject 
to independent observation. 
Especially in the context of a regional analysis it may be questionable 
whether this ML assumption is realistic. Consequently Apel (1980) remarks: 
"with regard to the missing knowledge in most of the subjects of complex 
regional analysis, a statistically less pretentious method is called for" 
(p.259). Apart from the possible impairment of the 'hard' distributional ML 
assumptions, our analysis will also be mainly exploratory in nature and 
'compound' (in the sense of many indicators). Besides, it has been observed 
elsewhere that "the technical difficulty of Lisrei modeling increases 
rapidly with the size of the model" (Wold, 1985a, p.589) and that "the 
specification of the model can be seriously hampered by identification 
problems" (Apel, 1980, p.260). Finally, in contrast to PLS, the Lisrei 
method does not generate explicit case values for the latent variables. On 
these grounds we consider the PLS method as an appropriate starting point 
for our analysis. 
In PLS modeling - like in Lisrei - the analysis often starts by means of 
the construction of a conceptual arrow scheme indicating the relationships 
- and sometimes the expected signs - between the latent variables (LV's) 
and their indicators (MV's). Thus in case of two LV's the following illus-
trative conceptual model might be specified (where according to convention 
squares represent MV's and circles LV's): 
Figure 1. An illustrative PLS model. 
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In our paper we will not provide an in depth discussion of all techni-
calities of the PLS estimation process (for details, see Wold, 1982, Wold, 
1985a), but only a rough outline. Essentially the PLS-algorithm proceeds in 
three stages. In stage 1 (which is iterative), the case values of the LV's 
are generated, while each LV is estimated as a weighted aggregate of its 
indicators, with weights that are auxiliary parameters (Wold, 1985a, 
p.584)z. In the second stage these estimated case values are used in esti-
mating (by means of OLS regressions) the relationship between the (esti-
mated) LV's mutually and between the LV's and their indicators. In stage 3 
the location parameters can be derived3. The goodness of fit can be asses-
sed by means of blindfolding relevance measures (viz. the Stone Geisser 
test for predictive relevance and Tukey's jackknife with regard to the 
assessment of the Standard errors of the estimated parameters). After this 
concise discussion of our latent variables path model we will in the next 
section pay more attention to the MV's used in our analysis. 
3. Measur ing Innovat i on 
It is generally aceepted that innovation can be considered as a multi-
dimensional compound phenomenon. Measurement of innovation (at the indi-
vidual firm level) is often tedious. The essential problem is that both 
input and output1* indicators are only partly representative of this pheno-
menon. As a consequence, the explanatory power of equations that link one 
(single) output indicator (for example, number of product innovations per 
firm) to several input indicators (e.g., number of R&D employees, total 
number of employees, expenditures on external R&D) may be very poor (see 
for an illustration Davelaar and Nijkamp, 1988s) - In this respect the LV 
approach of PLS in which multiple indicators are taken together in appro-
ximating the input and output of the innovation process may potentially 
be very promising. Consequently, in the present section we will start with 
the 'economie' aspect of such an innovation model, while the regional 
dimension will be the subject of the next section. 
As a point of departure we introducé two concepts which can both be 
considered as LV's: innovation potential and innovativeness of a firm. 
The first concept refers to the input side of the innovation process, 
while innovativeness refers to the output aspect of this process. Of 
course, we expect both concepts to be positiveiy related. Especially becau-
se multiple indicators will be assumed to constitute the compound output 
variable 'innovativeness', we expect this relation to be stronger than in 
case of one single output indicator. 
The first concept refers to the endowment of a firm with innovation 
generating or stimulating factors. It is evident that several input indica-
tors have been formulated in the literature. All these indicators are 
expected to exert a positive influence on the creation of innovations. So 
in our framework several of these indicators will be combined in a 'master 
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concept', called innovation potential. Besides the evident advantage of 
using multiple indicators in determining the innovation potential of a 
firm, such an approach may also be helpful in assessing the relative impor-
tance of several input indicators. In this-respect one can also think of 
the - as yet unresolved - question whether demand conditions (the demand-
pull argument) or supply conditions (the technology-push argument) are the 
most important stimuli for generating new innovations. As a consequence 
both arguments will (to a certain degree) be reflected in our input6 indi-
cators . 
Secondly, in relation to the output side of the innovation process, 
innovatiyeness can be seen as the LV which can be reflected in several 
(partial) indicators. Besides the fact that innovativeness may be seen as a 
multi-dimensional phenomenon (which needs to be measured by means of mul-
tiple observables, the determination of its manifest indicators (e.g., 
number of product innovations, number of process innovations) may be sub-
ject to definitional and interpretational problems. As a consequence, indi-
vidual indicators related to the number of innovations may be biased. Also 
in this respect, an LV appröa'Ch in "which ïnnoyativeness is also approxi-
mated by multiple indicators is thus preferable.7 Consequently, we will use 
several MV's all of which are expected to be representative for the LV 
'innovativeness'. 
We will first discuss the MV's (indicators) which will be used in our 
PLS analysis. Although - a'lso from a technical point of view - it would be 
attractive to use a large series of indicators, data limitations preclude 
this. In this respect we have used the results of an extensive innovation 
inquiry among 3000 industriar firms in the Netherlands in 1983 (for de-
tails, see Kleinknecht, 1987) with a response rate of nearly 62 % (1842 
firms). From these disaggregate data several indicators (related to inno-
vation potential and innoyatiyeness have been derived. After some 
experiments we have chosen the following indicators from this inquiry. 
A. Innovation potential (input) indicators : 
a) Number of employees in R&D activities within the firm: R. 
b) Number of persons involved in external R&D (e.g., from universities, 
subcontracted firms) employed on behalf of the firm: EXTRD. 
c) Actual growth in R&D efforts during the past three years :RD0. 
This variable has been specified as a dummy (because of the measurement 
scale of this variable) which will be set equal to 1 in case of positive 
growth. This variable tries to incorporate some of the dynamic aspects 
of the R&D process. This is also partly reflected in the next indicator. 
d) Expected growth of R&D efforts in the next two years (1984 and 1985): 
IN. Also this dummy will be set equal to 1 in case the firm expects 
a positive growth. 
e) Total number of people employed: W. This indicator tries to capture 
the scale at which the firm is operating. 
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f) Development of sales in 1983 compared to 1982: OMZ^. Because of the 
measurement scale this variable has been specified as a dummy which will 
be set equal to 1 in case sales have been growing more than 10 %. Clear-
ly this indicator is also meant to reflect the (past) demand conditions 
confronting the firm. 
g) Expected growth of sales in the next year (1984): 0MZ2. This dummy 
will be set equal to 1 in case it is expected that sales .will increase 
by more than 10 %. 
h). Export orientation of the firm: EXPORT. This dummy will be set equal 
to 1 if the firm exports (in 1983) more than 25 % of its sales.8 
It is clear that indicators a) - d) are more or less related to the techno-
logy (push) argument, while the indicators f) - h) are expected to reflect 
the demand conditions9 surrounding the firm. Our a priori expectations are 
that all above mentioned indicators (with the possible exception of EXPORT) 
will be positively related to- the LV -'Innovation potential'. 
B. Innovat iveness (output) ind icators:-: --
a) Number of product innovations (new to the firm) that have been intro-
duced during 1.983 (this holds for all the output indicators mentio-
ned below): 1^. The definition of innovations given in the inquiry 
is based on the Frascati-manual drawn up by the OECD. 
b) Number of process innovations new-to the"'firm: 1^. 
c) Number of combined innovations (both product and process innova-
tions): 1^. 
d) Number of product innovations (a subset of a)) which were, according 
to the firm, new to the whole branch of industry in which the firm 
operates: RI^. 
e) The same with respect to process innovations: RI2. 
f) The same with respect to combinations: RI3. 
As stated before, it may be difficult for firms to interpret the defini-
tions of innovations and, consequently, to assess the exact number and 
types of innovations. In this regard one could imagine two 'extreme' possi-
bilities for firms, viz. those exhibiting a 'low' threshold value with 
respect to labeling something an innovation and those having 'high' thres-
hold values. Clearly, the first group will report more innovations than the 
second group. However, when we would hold a survey after the average prepa-
ration time of the innovations, the answers of the first group would most 
likely in general tend to be lower (because they would also count low 
quality innovations). In order to cancel out these effects, we have com-
piled the following 3 (multiplicative) constructs: 
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g) Average preparat ion time (in months) of the product innovations x 
1^ (i.e., preparat ion time ' of the product innovations introduced 
during 1983) : VIX. 
h) The same with respect to process innovations : VI^. 
i) The same with respect to 'combinations' : VI3. 
Clearly we expect the LV 'innovativeness''to be (positively) related to all 
indicators mentioned above. After this discussion of the 'economie' dimen-
sion of the innovation process, the regional dimension will be introduced 
In' the next section. 
4. Regional Dimensions of Generating Innovations. 
The literature concerning the identification of regional stimuli for the 
innovation process is extensive and we do no't intend to (re)consider here 
the available literature. It may suffice to indicate that a great many 
regional indicators have been proposed.10 
However, the literature on empirical tyests of the relevance of these 
variables is more scarce due to the following factors: 
1) It is not evident at which geographical scale these variables have to be 
measured. In this respect one could imagine that this scale would vary 
for each variable or phenomenon to be studied (production, innovation, 
investment etc), but this is normally an unfeasible research strategy 
given the limited availability of such data. Coherent regional data sets 
are usually only available at a few (rather aggregate) spatial levels. 
2) There is a serious lack of micro (firm based) data sets by means of 
which the impact of the above mentioned regional indicators can be 
assessed. Consequently, one is often forced to use very small data sets 
or to use rather indirect or crude proxies (number of patents granted in 
the region, number of firms in the region that are thought to have good 
(technological) opportunities, number of high tech firms, e t c ) . It 
needs no comment that then the determination of the impact of the above 
mentioned regional indicators on the innovation process is seriously 
hampered. 
As our micro level data refer to the Netherlands, we will now confine 
our discussion of the regional dimension of innovations to the Dutch con-
text. Even in a small country like the Netherlands, the spatial (economie) 
variations may - depending on the subject of study - sometimes be quite 
considerable. In this respect it is common to subdivide the Netherlands 
into 40 Standard statistical regions (called 'COROP' regions) which from a 
socio-economic point of view may be considered to be rather homogeneous. 
In the context of innovation, the Netherlands Economie Institute (1984) 
has recently constructed several regional (COROP) indicators. One of the 
intentions of this study was to gather more reliable quantitative insight 
into the quality of the regional environment ('production milieu') in these 
40 COROP regions. A major problem however, was obviously the measurement of 
the relative importance of these indicators, but by means of several (pos-
sible and partly subjective) weight sets an attempt was made to rank these 
40 regions. Despite the limitations of this regional data set, we have used 
these indicators as a point of reference, and supplemented them by a few 
indicators collected by ourselves. Our research aims for the regional part 
of our study are now in brief: 
1) to determine the relative importance of these regional indicators (such 
an analysis might also be helpful in choosing the appropriate weight 
set). 
2) to. find out whether the spatial scale (i.e., the C0R0P level) at which 
these data have been measured is appropriate. 
3) to assess whether the regional dimension is relevant to the LV's inno-
vation potential (cf. the SIPIRA hypothesis) and i nnov at iv ene s s 
(cf. the IRIS hypothesis) or both. 
The 'regional milieu' indicators from all 40 C0R0P regions which will be 
used in our analysis are: 
a) Number of industrial establishments that are considered to have favour-
rable technological opportunities11 (based on a 4-digit SIC classifica-
tion) divided by the total number of industrial firms in the C0R0P re-
gion concerned : KEAOPP. 
b) Total number of employees in these establishments divided by the total 
number of industrial firms: KEAWOP. 
Denslty of population: BEVDCO. 
Average educational level of workforce: NEIOPCO. 
Distance to the national (economie) centre of gravity: NEIZNCO. 
Distance to the international (European) economie centre of gravity: 
NEIZICO. 
Availability of office buildings : NEIKCO. 
Availability of building sites: NEIBTCO. 
Availability of industrial buildings: NEIBGCO. 
Availability of knowledge centres: NEIDUM1 . 
Accessibility via waterways: NEIDUM3. 
Availability of communication infrastructure: NEIDUM5-
Availability of multiple enterprises buildings: NEIDUM6. 
Agglomeration economies: NEIDUM7. 
Quality of environment: NEIDUM9. 
Favourable institutional and policy framework: NEIDUM11. 
In order to incorporate the urban dimension, and to test whether intra-
COROP differences are important (i.e. between urban and non-urban regions 
within a COROP area), at a certain stage of the analysis we have also 
introduced the following additional dummy variables: 
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Q) D.UMI = this variable equals 1, if a firm is located in a city with 
more than 50,000 inhabitants. 
r) DUM2: this variable equals 1, if a firm is located in a specific 
dormitory town. 
Indicators d) - i) have been measured as indices, while variables j) - p) 
have been specified as dummies which will be set equal to 1, if a region 
performs relatively well for this variable. 
5. The Conceptual PLS Model. 
In section 3 we discussed some intra-firm input and output indicators for 
the innovation process, while in the previous section some regional indi-
cators were introduced. Now these indicators will be integrated in a con-
ceptual 'full' PLS model that will be estimated in the next sections (see 
Figure 2). 
Figure 2. The conceptual 'full' PLS model. 
BLOCK A BLOCK B 
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As a matter of fact, the coëfficiënt y is related to our SIPIRA hypo-
thesis and the coëfficiënt z to the IRIS hypothesis. It should be recalled 
frotn the previous sections, that the indicators of blocks A and B have been 
measured at the micro (i.e., firm) level^while the indicators of block C 
have been measured at the C0R0P level (40 regions).12 
Because a region-specifie (i.e.,' a regionally varying degree of) inno-
vativeness might be due to either a non-homogeneous (regional) disper-
sion of firms having a high innovation potential or an indigenous regio-
nal impact per se (after a compensation for this non-homogeneous disper-
sion), we have decided to link the LV 'production milieu' to both \ Inno-
vat i on potential' and 'innovat iveness'. Then by means of the first link 
it can be checked whether regions are equally well endowed with 'innovation 
potential' firms (i.e., the SIPIRA hypothesis), while the second link tries 
to determine the (additive) regional impact (i.e., the IRIS hypothesis). 
Since the LV's have been measured by means of several indicators, the 
estimated inner relations (i.e. between the LV's) may give a more reliab-
le picture of the interrelations between these concepts than the use of 
single indicators would reveal. 
The 'estimated' outer relations (i.e. the relationship between the LV 
and its indicators) of block A provide information on the importance of 
several intra-firm (input) indicators in shaping the innovation potential 
of a firm. This also holds true for the effect of the indicators of block C 
on the quality of the production environment of industrial firms with 
respect to innovativeness (and innovation potential). Regarding the 
(endogenous) indicators of block B, the results of the estimation procedure 
can be helpful in deciding on the question which indicators are closely 
related to the concept of innovat iveness. Thus a whole series of inter-
esting research questions can now be dealt with. In the next sections we 
will basically eoncentrate on the following selected issues. 
1) For the inner relations: to what extent are the LV's innovation 
potential, innovativeness and production milieu interrelated? In 
this respect the regional indicators have been specified in such a way 
that a higher regional score implies a better production milieu, the 
only exception being the 'distance' indicators NEIZNCO and NEIZICO where 
a lower score implies closer proximity to the (inter)national economie 
centre. For the pair of production milieu-innovation potential no a 
priori expectation nas been formulated with respect to parameter y. 
Depending on the locational profile of firms with a high innovation 
potential, this parameter could either be positive or negative.*3 
2) For the outer relations: which indicators are important in shaping 
(block A and C) or reflecting (block B) the three LV's mentioned above? 
As the answers given to both issues may vary according to type of firm 
studied (notably small versus large firms, 'old line' industries versus 
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'new line' industries), we will mainly concentrate on four types of firms: 
a) Small firms (W £ 100) which - according to the above mentioned study 
of the Netherlands Economie Institute - are expected (on the basis of a 
4-digit SIC code) to have good (technological) prospects. 
b) All firms in the sample that are expected to have good (technological) 
prospects. 
c) Small firms (W £ 100) operating in 'old line industries' (for exam-
ple, food, printing, wood processing, textile industry), as a kind of 
counterpart to group a) en b) firms. 
d) Small firms (W < 100) operating in 'new line 'industries' (for exam-
ple, chemics, metal, electronics)* •*. 
Thus we will mainly concentrate on small firms (with the exception of type 
b) firms15). The reasons for this are the following: 
1) Large firms produce often a multiplicity of products and therefore their 
SIC classification may sometimes be more or less arbitrary. 
2) The'*use of all firms would imply a high variance with respect to some 
indicators (R, EXTRD, W) of (especially) block A. 
3) Innovations may be more comparable between small firms mutually than 
between small and large firms. 
4) Small firms are expected to be more sensitive to regional impacts than 
large firms (cf. Giaoutzi et al., 1987). 
In the following section we will mainly analyze type a) firms, foliowed by 
a treatment of type b) and c) firms in section 7. 
6. The PLS Model for .Small Technologically Promising Firms 
For type a) firms (i.e., small and technologically promising firms) a 
'full' PLS model has been estimated. For the ease of presentation we will 
only present here the estimated loadings (the single correlation between 
the estimated LV's and their indicators), because the covariance15 between 
the indicators may sometimes hamper the interpretation of the estimated 
'weights'.i7 
In interpreting the results it should be kept in mind that the indica-
tors (and the LV's) have been standardized to unit variance and mean zero 
in order to make the (relevance of the) indicators comparable (and the 
relations between the LV's as well).18 
Before interpreting these results in more detail, two important conclusions 
can already be drawn from Table 1. 
1) In contrast to blocks A and B, the loadings of the indicators in block C 
display a diffuse pattern with most indicators being positively and only 
a few negatively related to 'production milieu', which by itself is both 
negatively related to innovation potential and innovativeness, given the 
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negative inner relations y and z. Consequently, a few (regional) indica-
tors seem to be positively related (those with negative loadings) to 
innovation potential and innovativeness, while other indicators 
(those with positive loadings) exhibit the opposite pattern. 
2) Some, especially regional, indicators seem to be only very weakly re-
lated to their LV (notably production milieu). 
In order to cireumnavigate the first mentioned problem, our research stra-
tegy has been to subdivide the LV 'production mi1ieu' into a regional 
(latent) pull variable (called REGPULL) and a regional (latent) push varia-
ble (REGPUSH). Consequently, the first regional (latent) variable may be 
expected to be positively related to innovation potential and/or innova-
ti veness, while the second (regional) variable may be expected to be 
negatively related to this LV. 
In order to solve the second problem, we have successively removed the 
regional indicators having low loadings (i.e., those with absolute values 
smaller than 0.20) with respect to the LV's REGPULL or REGPUSH.19 Conse-
quently, our restricted conceptual model then beeomes the following (see 
Figure 3, where only the latent variables are sketched). 
FIGURE 3- The 'restricted' PLS model 
It would go too far to present all 'intermediate' results of our 'research 
strategy'. Consequently, we will confine ourselves to a presentation of 
the final results of our analysis. For type a) firms these results can be 
found in Table 2. 
From a policy point of view it may also be interesting to identify the 
position of the three big cities in the Netherlands (Amsterdam, Rotterdam, 
and the Hague), as these cities constitute altogether the 'urban field' of 
the country. Furthermore, our results indicate that the position of (small) 
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industrial firms in these large cities differs rather significantly from 
the 'average' pattern. Therefore we have also applied the same method net 
of these big cities. The final results of this analysis for type a) firms 
are summarized in Table 3-
From the foregoing analysis various interesting conclusions can be drawn 
with respect to (small) industrial firms, especially those which are expec-
ted to be of great importance for the economie and technological transfor-
mation of regions. Here we will mainly concentrate on some of the most 
interesting issues. 
* Internal R&D (R), development of internal R&D efforts (RDO) and export 
orientation (EXPORT) are - in this rank order - the three most important 
variables in creating the innovation potential of the firms under con-
sideration. 
* In general expectations concerning future sales (OMZ2) do not seem to be 
very relevant.20 Firms with optimistic expectations are evidently not 
(relatively) more inclined to increase their innovativeness (in the 
present). 
* All endogenous indicators of block B seem to be a quite clear reflection 
of the LV 'inn ovat iv en e s3', with the only exception of ,RI2 (i.e., 
process innovatons new to the branch of industry concerned). Quite 
clearly, the creat ion2* of new process innovations is apparently not 
one of the major aims of these firms. 
* It appears that the regional impact on innovation potential is quite 
strong, while the impact on innovativeness is relatively weak.22 
* Consequently a regionally varying pattern of 'innovativeness' (with 
respect to type a) firms) may in the first place be due to a non-homoge-
neous spread of firms with a relatively high innovative capacity, and 
not to an additional (i.e., after a compensation for this non-homoge-
neous spread) regional impact as such. 
* In comparing the results of Tables 2 and 3, our expectation is indeed 
confirmed that the position of the three large cities is rather extra-
ordinary. According to Table 2 the LV REGPULL is only of minor impor-
tance; after elimination of the three large cities the role of this 
variable increases rather dramatically, while also the DUM1 indicator 
becomes very closely connected to this LV. 
* There are according to Table 3 clear intra-regional (intra-COROP) dif-
ferences with respect to the innovation potential of firms depending on 
whether they are located in urban or non-urban areas.23 In general, 
firms located in urban environments are better endowed with innovation 
capacity than other firms. This does not hold for firms in the three 
largest cities, however. 
* The foregoing argument may cast some doubt on the validity of the 
regional (COROP) scale at which the (regional) indicators have been 
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measured, as in this way the differences between urban and non-urban 
areas are more or less neglected. Yet, these differences appear to be 
relevant (see also Table 3). 
* Many regional indicators (measured at the COROP leve!) - often consid-
ered to be conducive to high quality environmental conditions - appear 
to be positively related to the LV REGPUSH which in turn is (especial-
ly) negatively related to innovation potential. 
Thus regions well endowed with favourable environmental conditions are 
apparently not equally well endowed with the high (innovation) potential 
firms of type a). Thus, as a consequence, the SIPIRA hypothesis as defined 
in the Introduction, cannot be rejected. However, given the rather low and 
contrasting values of the parameters z and b, the validity of the IRIS 
hypothesis cannot be accepted on the basis of our analysis. 
7. The PLS Results f or p.ther Types of Firms 
In the present section we will confine ourselves to a presentation of 
results from 'restricted' PLS model versions for type b) and c) firms. 
Table 4 summarizes the PLS estimates with regard to all firms expected to 
have favourable prospects. 
After ellmination of those firms of type b) which are located in one of 
the three big Dutch cities, we find new PLS estimates which are included in 
Table 5. 
In the context of our analysis some important conclusions from Tables 4 and 
5 are: 
* When all firms with expected favourable technological prospects are 
considered, the indicators internal R&D (R) and external R&D (EXTRD) 
become the most important indicators in shaping the innovation potential 
of firms, while export orientation (EXPORT), development of internal R&D 
(RDO) and number of employees (W)21* appear to be also quite important. 
* Expectations concerning future sales (OMZ2) do again not play an import-
ant role. 
* With regard to block B, innovativeness is very weakly reflected in the 
creation of process innovations (RI2). In general the loadings and 
weights with regard to all process innovations indicators (I2, RI2, VI2) 
are relatively low. This type of firm is evidently not strongly inclined 
to implement process innovations. 
* The most important indicators are those representing product innovations 
(I1, RI: and VI X). Consequently these firms are very much oriented to-
ward product innovations. 
* The (indigenous) indicators having the highest loadings (and weights) 
appear to be our own 'constructs' VI1 and VI 3 2 5. 
* Also in this model the link between the regional (latent) variable pro-
duction milieu and Innovation potential is much stronger than the 
15 
link with innovat iv enes s. Consequently, a regionally varying pattern 
of innovativeness appears to be in the first place due to a non-homo-
geneous spread of potential firms. 
* Again many regional indicators reflecting high quality production mi-
lieu's are positively related to the LV REGPUSH which is strongly nega-
tively related to innovation potential. Consequently, also with res-
pect to all technologically promising firms, regions offering high 
quality environmental conditions have not succeeded in generating or 
attracting the most potential firms and hence the SIPIRA hypothesis 
appears to be relevant in this context. 
* Given the low - and in case of Table 4 - negative coefficients b and z, 
the relevance of the IRIS hypothesis with respect to type b) firms can-
not be affirmed. 
* Also in the model (of section 7) the urban dimension (reflected by 
the variable DÜM1) appears to be important in attracting firms having a 
high innovation potential -(this variable" is' strongly related to the 
REGPULL variable). Especially after elimination of the three large 
cities this becomes clear. In this-case -(cf. Table 5) the DUM1 variable 
determines almost completely the REGPULL variable which is more influen-
tial with respect to the LV's, and especially with respect to innovati-
yeness (this could be an indication of- the existënce of"an urban 
effect per se after the three large cities have been eliminated). 
We have also analysed the role of small firms in old line industries 
(i.e., type c) firms). Ia Table 6 these results, including the three big 
cities, have been summarized, while in Table 7 these cities have been 
eliminated. 
On the basis of these results the following conclusions can be drawn. 
* The most important indicators for the innovation potential of these 
firms are the 'dynamic' indicators ' growth of internal R&D' (RDO) 
and 'expected growth' of this variable (IN).2S 
* In this context also expeetations concerning future sales (OMZ2) are-
fairly important, while the development of sales in the recent past 
(OMZj) is not relevant at all. 
* With regard to block B the indicators representing product innovations 
(Ilt RIlf VIj) appear to be now the best representative indicators of 
innov at iv enes s. 
* It is interesting to observe27 here, that all indicators representing 
process innovations (I2, RI2, VI2) are also appropriate MV's of the LV 
'innoyatiyeness'. This is in accordance with the concept of the 'inno-
vation cycle' (cf. Abernathy and Utterback, 1978, Rothwell and Zegveld, 
1985) which states that during later phases of the product cycle process 
innovations will (in a relative sense) become more important than 
during the first phases of this cycle. 
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* In general the 'combinat ion' indicators (I3, RI3, VI3) appear to be the 
weakest representation of innovativeness. This might be an indication 
of the weak possibilities to introducé 'combination' innovations in a 
more or less standardized technological regime. 
* As to the spatial dimension, again several regional indicators repre-
senting 'regional quality' appear to be positively related to the 'push' 
variable REGPUSH. Thus also with respect to 'small old line indus-
-tries' there seems to be a discrepancy between the regional spread of 
(small 'old line') firms having high innovative capacity and the 'qual-
ity' of the regional environment; regions offering a favourable produc-
tion environment do not attract the high capacity firms of type c) 
either. 
* In relation to the 'urban' dimension of innovation, it is worth noting 
that urban areas (represented by DUM1) - in contrast to type a) and b) 
firms - do not attract such high capacity firms either.28 Even after 
elimination of the three largest citles'7' DUM1" remains (although less 
strongly)29 positively linked to the REGPUSH variable. The 'dormitory 
towns' (represented by DUM2) now seem to- be-more-attractive. 
* Four regional indicators appear to be positively linked to the REGPULL 
variable which is itself (weakly) positively related to both innovation 
potential and innovativeness. In "general' the scores of the regions 
in the central (western) part of theNetherlands are not very favourable 
concerning these indicators! 
* Like before, no evidence could be found concerning the validity of the 
IRIS hypothesis, while the SIPIRA hypothesis appears to be confirmed by 
the data (given the negative coëfficiënt y). 
8. Conclusions 
In concluding this paper we will only concentrate on some important 
trends identified in our analysis. More specific inferences can be found in 
the foregoing sections. In our view the PLS method is very useful in deter-
mining the relations between (regional) variables which are difficult to 
grasp by means of one indicator. Then, clearly the use of multiple indica-
tors in 'approximating' the (multidimensional) variables innovation 
potent ial, innovativeness and pr oduc ti on milieu (and their inter-
relations) is preferable. Such an analysis can also be helpful in assessing 
the relative importance of several indicators that are often used to appro-
ximate these LV's. 
As might be expected on theoretical grounds, these relations (and the 
ordering of their indicators) vary according to the type of firm studied. 
Consequently, the validity of indicators varies per type of firm. In this 
context one may, for example, refer to the fact that indicators reflecting 
process innovations (I2, RI2 and VI2) do not perform very well in the 
analysis of firms (type a) and b)) that are expected to have favourable 
technological opportunities in contrast to 'small old line industries'. In 
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relation to the determinants of innovation potential, for example, the 
indicator 'external R&D' seems to be more relevant with respect to 'small 
old line industries' than with respect to the other firms analysed in our 
study. 
In general the indicators representing the 'technology push' argument 
(R, EXTRD, RDO, IN) appear to be more important in forming the innovation 
potential of firms than those indicators represent ing the demand pull 
argument (OMZlf OMZ2, EXPORT). As to the last group of indicators, the 
EXPORT variable appears to be the most relevant. However, because our 
indicators of the demand pull argument are rather crude in nature (and 
because the argument might also be partly reflected in the technology push 
indicators) this conclusion should not be interpreted as setting the tech-
nology-push demand-pull controversy. In analysing the regional dimension of 
the innovation phenomenon, the link between production milieu and inno-
vation potential (the SIPIRA hypothesis) appears to be far more important 
than the link between production milieu and innovativ.eness (the IRIS 
hypothesis). Gonsequently, the explanatio'". of regionally varying degrees of 
innovativeness (of certain firms) seems to be at first sight a non-homo-
geneous spread of firms having a high (innovation) capacity (measured by 
means of intra-firm variables). As a consequence, the essential question 
becomes: whieh factors cause this regionally varying pattern of indigenous 
innovation potential? 
For^  this purpose we have finally subdivided the production milieu 
variable into two latent variables REGPUSH and REGPULL. Regional indi-
cators having an (important) negative (push) relation with respect to the 
(latent) variables innovation potential and innovativeness have been 
amalgamated into REGPUSH, while indicators having an important positive 
(pull) relation have been 'condensed' in the REGPULL variable. 
In this context it is illuminating that for all our estimated PLS 
models several regional indicators, which are often thought to be indicati-
ve of a high 'quality' regional environment (NEIOPCO, NEIDUM, NEIDUM3, 
NEIDUM5, NEIDUM7, NEIDUM9), are (strongly) positively related to the 
REGPUSH variable. This is in accordance with the SIPIRA hypothesis des-
cribed in the introduction. In general the more 'remote' areas (i.e. those 
areas that are not considered to offer the most favourable environmental 
conditions) appear to be better equiped with (small) industrial firms 
having a high innovation potential. Given the low and contrasting coeffi-
cients related to the IRIS hypothesis, a regional indigenous impact per se 
could not be disentangled, however. 
It has also been found that the urban dimension is very relevant and is 
pointing30 to intra-regional (intra-COROP) differences. It has also been 
confirmed (in all our estimated models) that the position of the three 
largest cities in the Netherlands (Amsterdam, Rotterdam, The Hague) in 
total is rather poor compared to other rather large cities (represented by 
the DUM1 variable). Consequently, the economie wellbeing of these metropo-
6 
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litan areas might become more and more dependent on their success in trans-
forming their economie base to eentres of innovative technieal-organizatio-
nal knowledge. 
Notes 
1
 Our 'weakest' full model (to be explained in seotion 6 and 7) nas nearly 
'^200 cases while every latent variable has at least 8 indicators. By 
means of simulation experiments Areskoug (1982), for example, has shown 
that for such a size the estimates of a two-latent variables PLS model 
are close to the 'true' values. 
2
 In this respect, for each LV the analyst has the choice between 2 esti-
mation modes (A and B). For the choice of these modes, we refer to 
Lohmöller (1984) among others. 
3
 This procedure is only useful when the scales of the indicators are com-
parable (cf Lohmöller 1984). 
" Especially the output indicators (number of product innovations, etc.) 
may-due to-the difficulties in measuring precisely innovations - exhi-
bit serious measuring errors. , 
5
. In empiri-cal-analyses an R2 not exceeding 0.10 was not unusual. 
From the point of view of the innovation generating process at the indi-
vidual firm level, the demand conditions under which a firm operates can 
be eonsidered as stimuli (or, inversely, as obstructions) for this pro-
cess; cf also Rothwell and Zegveld 1985, Kamien and Schwartz 1982 and 
Mowery and Rosenberg 1979. 
Because both innovation potential and innovativ_eness are determined 
by multiple indicators, the estimated relations between these LV's might 
be much more indicative for the strength of the input-output relation 
than the linkage of one output indicator with several input indicators 
would suggest. 
Especially in a small country like the Netherlands this indicator is 
often thought to be related to the innovation potential of the firm (cf 
Kleinknecht and Verspagen 1987, Tuyl 1987), although it seems difficult 
to indicate the expected (theoretical) sign of this relation. A firm may 
be aggressive in opening up (also) foreign markets or may be forced to' 
search for such markets because of shrinking home markets. Clearly both 
causes might be linked differently to the innovation potential. 
These are the only indicators which were available; unfortunately indi-
cators reflecting market structure and related explanatory variables 
were not present in the data set. 
Examples are: agglotrieration economies, social overhead capital, telecom-
munication networks, density and direction of information flows, possi-
bilities of face-to-face contacts, availability of venture capital and 
so on. 
According to a selection made in a previously mentioned study of the 
Netherlands Economie Institute. 
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12
 In this respect we used PLS mode B in estimating the weight relation-
ships of blocks A and C, while PLS mode A nas been applied with respect 
to block B (for more details concerning the choice of weight modes, the 
reader is referred to Wold 1982 and Lohmöller 1984). 
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 Negative in case firms with a high innovation potential are not located 
in the 'high quality' production environments, and the SIPIRA hypo-
thesis could be accepted. 
1
 "* Due to space limitations results of the latter class of firms will be 
given in the appendix. 
15
 These results will be presented as a kind of 'robustness test' with re-
gard to the results of type a) firms. 
16
 For example, in some PLS models a rather high covariance between inter-
nal (R) and external R&D (EXTRD) causes a negative weight with respect 
to external R&D, while the simple correlation (loading) between the es-
timated LV 'innovation potential' and EXTRD is clearly positive. 
17
 In this respect 'weights' and 'loadings' can be seen as complementary 
measures for the relevance of XH (XH is a manifest variable, EJD & 
PN) in comparison to other indicators. Generally speaking, the loading 
Ppj measures the separate contribution of X^ to the relevance of its 
LV. The weight W^ measures the contribution of indicator X^ to the 
joint relevance of the indicators (Wold 1982, p. 18). 
18
 Because of a disproportionate influence on the estimation caused by some 
implausible answers (e.g., small firms without R&D claiming to have 
enormous amounts of innovations or very large firms (of type b) with 
many employees in R&D claiming to have no innovations at all), -2 to 3 
percent of the most extreme cases from our sample has been deleted a 
priori. 
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 From all estimated models, the results of the fuil model (cf Table 1) 
appeared to be highly robust. 
20
 The estimated weights with respect to this variable appeared to be 
strongly negative. 
21
 Indicators Rij, RI2 and RI3 can be seen as representations of 'creative' 
(i.e., new to the whole branch of industry) innovativeness. 
22
 After elimination of all indicators which had very low loadings, this 
latter relation appeared to become very weak (as is confirmed in Tables 
2 and 3.) 
23
 When the indicators KEAOPP and NEIKCO are eliminated, the inner 
relations a and b in Figure 3 remain nearly the same. As a consequence 
the indicator DUM1 is of great importance. 
2
" This indicator did not appear to be very relevant for small (type a) 
firms. 
25
 This may be due to the fact that we are studying here all size catego-
ries of firms and consequently, these indicators may become important 
yardsticks to compare innovativeness of small and large firms. 
26
 This might be an indication of the fact that for these firms it may be 
important to make a distinction between 'stagnating' and 'growing' 
firms. 
2 7 
2 8 
This holds also true for small new line industries: see Appendix. 
This might be due to the fact that urban areas (cf the incubation hypo-
thesis, Davelaar and Nijkamp 1987) have lost their appeal to these 
firms. 
2 9
 With respect to these firms the three largest cities in the Netherlands 
do not appear to be in a favourable position either. 
30
 This holds especially for type a) and b) firms. 
Appendix. PLS Results for Small 'New Line Industries' 
TABLE 8. PLS model for 'small new line industries' (type d) firms 
Inner re- Innovation Innovati- Production milieu 
lation potenti al veness 
coeff. est. var. load. var. load REGPUSH load. REGPULL load 
X 0.56 R 0.70 It 0.72 BEVDC0 0.54 KEAWOP 0.30 
y -0.08 EXTRD 0.55 I3 0.53 NEIZNC0 0.30 
z 0 ' EXPORT 0.62 I2 0.54 NEI0PC0 0.27 NEIBTC0 0.58 
a 0.06 RD0 0.72 RIl 0.58 NEIZICO 0.47 NEIDUM11 0.68 
b 0.04 IN 0.51 RI3 0.35 NEIKC0 0.39 
W 0.43 RI2 0.28 NEIDUM1 0.30 
0MZ! 0.31 VIt 0.65 NEIDUM3 0.78 
0MZ2 0.30 VI3 0.53 
VI2 0.48 
NEIDUM5 
NEIDUM7 
NEIDUM9 
DUM1 
DUM2 
0.47 
0.60 
0.51 
0.24 
0.11 
N=716 
TABLE 9. PLS model for small 'new line industries' (type d) firms) (minus 3 
big cities) 
Inner re-
lat ion 
coeff 
x 
y 
z 
a 
b 
est. 
0.60 
-0.05 
-0.03 
0.11 
0.02 
Innovation 
potential 
var. 
R 
EXTRD 
EXPORT 
RDO 
IN 
W 
0MZ! 
OMZ, 
load. 
0.64 
0.67 
0.55 
0.67 
0.49 
0.42 
0.27 
0.27 
Innovati-
veness 
var. load. 
Is 
I2 
Rii 
Ris 
RI2 
VIi 
VI3 
VI, 
0.68 
0.57 
0.55 
0.55 
O.36 
0.28 
0.61 
0.57 
0.47 
Production milieu 
NEIDUM1 
NEIDUM3 
NEIDUM6 
NEIDUM7 
NEIDUM9 
DUM2 
REGPUSH load. 
NEIOPCO 0.41 
0.47 
0.44 
0.46 
0.44 
0.63 
0.27 
REGPULL 
KEAWOP 
KEA0PP 
NEIBTC0 
NEIDUM11 
DUM1 
load. 
0.33 
0.35 
0.58 
0.48 
0.27 
N=638 
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TABLE 1. Results of the ' f u l l ' PLS model (est imated loadings and inner 
r e l a t i o n s ) with respect to type a) f i rms . 
Inner rela-
tion 
Innovation 
potential 
Innovati-
veness 
Productio n milieu 
1 
coeff. est. var. load. var. load var. load. var. load. 
x .0.53 
y -0.33 
z -0.16 
N=221 
R 0.71 
EXTRD 0.13 
EXPORT 0.58 
RD0 0.62 
IN 0.35 
W 0.32 
0MZt 0.36 
0MZ2 0.02 
" I-! 0.61 
I3 0.65 
I2 0.56 
RIt 0.47 
RI3 0.56 
RI2 0.26 
VI! 0.55 
VI3 0.62 
VI2 0.53 
KEAOPP -0.03 
KEAWOP 0 
BEVDCO 0.29 
NEIOPCO 0.26 
NEIZNCO -0.04 
NEIZICO 0.31 
NEIKCO 0.10 
NEIBTCO -0.11 
NEIBGCO 0.11 
NEIDUM1 0.32 
NEIDUM3 0.30 
NEIOUM5 0.34 
NEIDUM6 0.16 
NEIDUM7 0.34 
NEIDUM9 0.32 
NEIDUM11 -0.15 
DUM1 -0.,13 
DUM2 0.21 
TABLE 2. PLS r e s u l t s of the r e s t r i c t e d model for type a) firms 
Inner re-
lations 
Innovation 
potential 
Innovati-
veness 
Product ion 1 nilieu 
coeff. est. var. load. var. load. REGPUSH load. REGPULL load. 
x 0.58 
y -0.27 
z -0.02 
a 0 
b 0.04 
R 0.70 
EXTRD 0.10 
EXPORT 0.60 
RD0 0.61 
IN 0.43 
w 0.33 
OMZj 0.36 
0MZ2 0.07 
11 0.63 
I3 0.63 
12 0.55 
RIL 0.49 
RI3 0.53 
RI2 0.25 
VIj 0.58 
VI3 0.60 
VI2 0.53 
BEVDCO 0.46 
NEIOPCO 0.38 
NEIZICO 0.43 
NEIDUM1 0.46 
NEIDUM3 0.43 
NEIDUM5 0.54 
NEIDUM7 0.48 
NEIDUM9 0.47 
DUM2 0.27 
NEIBTCO 0.52 
NEIDUM11 0.71 
DUM1 0.52 
N=221 
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TABLE 3- PLS results of the restricted model for type a) firms (minus 3 big 
cities) 
Inner re - Innovation Innovati- Production m Llieu 
lation potenti al veness 
-
Coeff. est. var. load. var. load. REGPUSH load. REGPULL load. 
X 0.58 R 0.76 I, 0.54 NEI0PC0 0.33 KEA0PP 0.23 
y -0.28 EXTRD 0.33 I, 0.66 NEIZICO 0.36 NEIKC0 0.20 
z -0.06 EXPORT 0.55 I2 0.56 NEIDUM1 0.36 DUM1 0.94 
a 0.14 RDO 0.57 RIX 0.47 NEIDUM3 0.27 
b 0.03 IN 0.46 RI, 0.55 NEIDUM5 0.47 
W 0.36 RI2 0.28 NEIDUM6 0.27 
OMZi 0.43 VI1 0.50 NEIDUM7 0.26 
0MZ2 0.09 VI3 0.63 NEIDUM9 0.38 
N=184 VI2 0.51 
TABLE 4. PLS estimates with respect to type b) firms 
Inner re-
lation 
Innovation 
t 
potential 
Innovati-
veness 
Production milieu 
Coeff. est. var. load. var. load. REGPUSH load. REGPULL load. 
x 0.66 
y -0.24 
z -0.07 
a 0.07 
b 0 
N=323 
R 0.90 
EXTRD 0.65 
EXPORT 0.44 
RDO 0.42 
IN 0.30 
W 0.55 
OMZi 0.27 
0MZ2 0.01 
Ix 0.66 
I, 0.57 
I2 0.34 
Rij 0.68 
RI3 0.52 
RI2 0.13 
VI1 0. 82 
VI3 0.74 
VI2 0.44 
BEVDC0 0.20 
KEAOPP 0.21 
NEI0PC0 0.17 
NEIZICO 0.42 
NEIBGCO 0.34 
NEIKC0 0.33 
NEIDUM1 0.17 
NEIDUM3 0.40 
NEIDUM5 0.28 
NEIDUM6 0.19 
NEIDUM7 0.19 
NEIDUM9 0.27 
NEIZNCO 0.31 
NEIDUM11 0.41 
DUM1 0.81 
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TABLE 5. PLS estimates with respect to type b) firms (minus 3 cities) 
Inner re-
lat ion 
Innovation 
potential 
Innovati-
veness 
Product ion nilieu 
Coeff. est. var. load. var. load. REGPUSH load. REGPULL load. 
x 0.69 
y. -o.23 
z 0 
a 0.09 
b 0.06 
N = 268 
R 0.87 
EXTRD 0.82 
EXPORT 0.43 
RD0 0.40 
IN 0.33 
W 0.64 
0MZ
 X 0.25 
0MZ
 2 0.02 
11 0.69 
I, 0.56 
12 0.37 
RI1 0.71 
RI.3 0.49 
RI2 0.14 
VIX 0.83 
VI3 0.74 
VI2 0.44 
NEIDUM1 0.37 
NEIOPCO 0.33 
NEIZICO 0.46 
NEIDUM3 0.35 
NEIDUM5 0.46 
NEIBGCO 0.39 
NEIDUM9 0.45 
DUM 2" 0.06 
KEAW0P 0.23 
DUM1 0.99 
TABLE 6. PLS estimates for 'small old line industries' 
Inner re-
lation 
Innovation 
potential 
Innovati-
veness 
Product ion milieu 
Coeff. est. var. load. var. load. REGPUSH load. REGPULL load. 
x 0.58 
y -0.21 
z 0 
a 0.07 
b 0.03 
R 0.53 
EXTRD 0.53 
EXPORT 0.50 
RD0 0.60 
IN 0.60 
W 0.49 
0MZ! 0.11 
0MZ2 0.37 
Ix 0.68 
I3 0.49 
I2 0.54 
Rli 0.64 
RI, 0.37 
RI2 0.54 
VI! 0.69 
VI3 0.46 
VI2 0.55 
BEVDCO 0.41 
KEA0PP 0.43 
NEIOPCO 0.79 
NEIKCO 0.37 
NEIDUM1 0.46 
NEIDUM3 0.36 
NEIDUM5 0.40 
NEIDUM7 0.34 
NEIDUM9 0.45 
DUM1 0.27 
NEIZNC0 0.84 
NEIBIC0 0.46 
NEIDUM11 0.60 
DUM2 0.35 
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TABLE 7. PLS estimates for 'small old line industries' (minus 3 cities) 
Inner re- Innovation Innovati- Product ion ui-lieu 
lat ion potential veness 
Coeff. est. var. load. var. load. REGPUSH load. REGPULL load. 
X 0.58 R 0.56 Il 0.66 KEAOPP 0.46 NEIZNCO 0.78 
y -0.17 EXTRD 0.52 I3 0.54 NEI0PC0 0.79 NEIBIC0 0.57 
z -0.02 EXPORT 0.49 I2 0.54 NEIKCO 0.28 NEIDUM11 0.47 
a 0.07 RDO 0.61 RI1 0.65 NEIDUM1 0.41 DUM2 0.43 
b 0.05 IN 0.61 ' RI3 0.42 NEIDUM3 0.41 
W 0.45 RI2 0.54 NEIDÜM7 0.29 
OMZi 0.12 VIt 0.69 NEIDUM9 0.39 
0MZ2 0.40 VI3 0.50 
VI2 0.54 
DUM1 0.17 
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