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RESUMEN 
Esta línea de investigación se centra en el estudio y desarrollo de diferentes estrategias de 
adaptación de Redes Neuronales basadas tanto en técnicas de entrenamiento como en procesos 
evolutivos que permitan optimizar las soluciones obtenidas.  
Interesa especialmente la transferencia de tecnología a las áreas de la minería de datos y la robótica.  
Con respecto a la primera, se estudian diferentes metodologías aplicadas al reconocimiento 
adaptativo de patrones a fin de obtener caracterizaciones que ayuden a la toma de decisiones.  
En el área de la robótica, el énfasis está puesto en el estudio, investigación y desarrollo de 
aplicaciones de tiempo real basadas en redes neuronales evolutivas, especialmente aplicadas a 
situaciones cuya solución requiere del aprendizaje de estrategias. Se trabaja en el desarrollo de 
nuevos métodos para la resolución de problemas utilizando agentes capaces de percibir y actuar en 
entornos complejos cuyos resultados son aplicados directamente en esta área. 
 
Introducción 
Actualmente existen situaciones donde resulta difícil correlacionar la información disponible. En 
este sentido las redes neuronales resultan una herramienta fundamental ya que proponen una 
estrategia de resolución de problemas basada en la adaptación al entorno de información.  
En el III-LIDI desde hace varios años se está trabajando en el área de reconocimiento de patrones 
utilizando redes neuronales. Se han realizado varios desarrollos orientados a la identificación de los 
elementos de muestras histológicas, dentro del marco del convenio existente entre el LIDI y la 
Facultad de Ciencias Médicas de la UNLP. En general, estas aplicaciones presentan un alto nivel de 
complejidad así como un largo tiempo de procesamiento. La necesidad de obtener respuestas en 
tiempos razonables justifican el análisis de la paralelización de las arquitecturas utilizadas. 
Por otro lado, las Redes Neuronales Evolutivas son un caso particular de las redes neuronales 
convencionales en las cuales la adaptación no sólo se debe al aprendizaje sino también a la 
evolución. En esta dirección, el área de interés es el estudio, investigación y desarrollo de 
aplicaciones de tiempo real basadas en redes neuronales evolutivas, especialmente aplicadas a 
situaciones cuya solución requiere del aprendizaje de estrategias. Esto es lo que se conoce como 
Comportamiento Complejo y se aplica a problemas tales como captura de presa, evasión de 
obstáculos y diferentes juegos de tablero (ajedrez, go, etc) cuya resolución no es directa. 
Actualmente se está comenzando a trabajar en la integración de la Lógica Difusa con las Redes 
Neuronales Evolutivas como una manera de desarrollar agentes capaces de percibir y actuar en 
entornos complejos. También existe un grupo de trabajo en el área de visión por computadora que 
investiga el desarrollo y paralelización de algoritmos para seguimiento y predicción de trayectorias 




Temas de Investigación y Desarrollo 
 Aplicación de diferentes arquitecturas de redes neuronales a problemas de clustering. 
Comparación de los resultados obtenidos en cada caso. Paralelización de las arquitecturas 
propuestas.  
 Resolución de situaciones de series de tiempo y de correlación de datos que permitan 
caracterizar los vectores de entrada facilitando la toma de decisiones. 
 Aplicación de redes neuronales evolutivas a fin de mejorar los resultados obtenidos con las 
arquitecturas convencionales. 
 Paralelización de los algoritmos de aprendizaje (entrenamiento y evolución). 
 Desarrollo de arreglos neuronales como forma de resolver problemas de aprendizaje. 
 Desarrollo de agentes con capacidad de adaptación a su entorno utilizando ambientes simulados.  
 Aplicación de Redes Neuronales Evolutivas para el desarrollo de controladores neurodifusos. 
 Desarrollo de agentes capaces de percibir y actuar en entornos complejos mediante la 
combinación de Lógica Difusa y Redes Neuronales Evolutivas.  
 Análisis de problemas de seguimiento y estimación de trayectorias. Aproximación de funciones 
que representen las trayectorias. 
 Paralelización de algoritmos de seguimiento y  predicción de trayectorias para estimar puntos de 
contacto entre móviles especialmente aplicados al área de la robótica. 
 
Resultados obtenidos/ esperados. 
 Se ha desarrollado una nueva arquitectura para clustering y segmentación de los datos o 
patrones de entrada [Lanz00][Lan00]. Su comparación con las técnicas clásicas de 
reconocimiento de patrones ha dado resultados favorables. Se ha analizado e implementado su 
paralelización logrando una reducción importante en el tiempo de procesamiento [Lan01]. 
 Se ha investigado sobre la capacidad de adaptación de las RN para aprender comportamiento 
complejo comprobando que el uso de redes recurrentes con esquema de conexión libre, con 
término de tendencia y evolución de función de transferencia presentan mejor rendimiento que 
las redes feedforward aplicada a la solución de este tipo de problemas [Cor01]. 
 Se han desarrollado e implementado nuevos mecanismos basados en arreglos de redes 
neuronales que permiten mejorar el aprendizaje de situaciones complejas. Las mediciones 
realizadas muestran la superioridad de los arreglos neuronales evolutivos con respecto a los 
métodos neuroevolutivos tradicionales que manejan poblaciones de redes neuronales [Cor02] 
[Cor03]. Someter a evolución la longitud de los arreglos ha permitido obtener soluciones más 
generales al mismo tiempo que ha mejorado el rendimiento de las mismas. [Cor04] 
 Se está utilizando un ambiente de simulación para medir la eficiencia de las redes neuronales 
evolutivas que comandan agentes móviles. Se ha conseguido reducir el tiempo de simulación 
paralelizando la evaluación de las posibles soluciones generadas por el algoritmo evolutivo. 
 Se está estudiando la coevolución de redes neuronales y métodos para lograr comportamiento 
cooperativo entre agentes. Esto permitirá resolver problemas que requieren para su solución, no 
sólo de estrategias individuales, sino también del accionar coordinado de varios miembros de un 
grupo. 
 Se han analizado diferentes algoritmos para el seguimiento de trayectorias de agentes móviles 
[Che99] [Ven98] [Vee01]. 
 Se está trabajando en la implementación de métodos de seguimiento y estimación de 
trayectorias, utilizando un cluster de PCs como arquitectura de procesamiento [Han95] [Akl97].   
  
FORMACIÓN DE RECURSOS HUMANOS 
En estas líneas de investigación se cuenta con 1 profesor titular con dedicación exclusiva que actualmente 
está realizando su tesis de doctorado. Existe un grupo de trabajo formado por dos becarios de la UNLP uno 
de los cuales está realizando su tesis para alcanzar el nivel de Magister y dos auxiliares docentes con semi-
dedicación. También participan en el desarrollo de las tareas becarios y pasantes del III-LIDI. 
Los miembros de este grupo participan en el dictado de las materias de grado “Redes Neuronales y 
Algoritmos Evolutivos” y “Diseño de Sistemas de Tiempo Real” de las carreras Licenciatura en Informática y 
Licenciatura en Sistemas de la Facultad de Informática de la UNLP. También se realizan tareas de dirección 
de tesinas en el área.  
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