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of functional products including proteins and functional RNAs, such as transfer
RNA (tRNA), small nuclear RNA (sn RNA), micro RNA (miRNA), small/short
interfering RNA (siRNA), among others. This process is utilized by eukaryotes,
prokaryotes, and viruses to generate macromolecules for constituting cellular
components and exhibiting living functions. Several steps in the gene expression
process could be regulated, such as transcription, post-transcriptional modification,
translation, and post-translational modification. Regulation of gene expression is to
modulate the production amount and timing of the functional products. Control of
gene expression is critical to allow cells to produce their functional products when
cells need them; in turn, this gives cells the flexibility to adapt to a variable environ-
ment, and respond to external signals, stimuli, and damages. Cellular structures
and functions can also be controlled by gene expression regulation. Consequently,
the regulation is crucial for cells to proliferate, differentiate, transport, metabolize,
and repair. It is advantageous to the versatility, development, and adaptability of
living organisms. A phenotypic trait, the expression of genes in an observable way,
is an obvious and measurable trait. For example, hair color is a phenotypic trait and
genotype composed of genes that determine hair color, but the hair color observed is
the phenotype. The phenotype is variable depending on the genetic make-up of the
organism, and influenced by the surroundings to which the organism is subjected
across its morphogenesis, including various epigenetic processes. In this book,
these findings and their implications are broadly discussed, and future genomic
and phenotypic studies, analyses, and applications are highlighted. In this book, we
explore the significance, mechanism, function, characteristic, determination and
application of gene expression and phenotypic traits.
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Introductory Chapter: Gene 
Expression and Phenotypic Traits
Yuan-Chuan Chen
1. Gene expression
Gene expression is a process by which the genetic information is used in the syn-
thesis of functional products including proteins and functional RNAs (e.g., tRNA, 
small nuclear RNA, microRNA, small/short interfering RNA, etc.). The process 
of gene expression is applied by all organisms including eukaryotes, prokaryotes, 
and viruses to produce the macromolecular machinery for life. Through controlling 
the cell structure and function, the gene plays an important role in cellular dif-
ferentiation, morphogenesis, adaptability, and diversity. Because the control of the 
timing, location, and levels of gene expression can have a significant effect on gene 
functions in a single cell or a multicellular organism, gene regulation may also drive 
evolutionary change. Several steps in the gene expression process can be regulated, 
such as transcription, posttranscriptional modification (e.g., RNA splicing, 3′ poly 
A adding, 5′-capping), translation, and posttranslational modification (e.g., protein 
splicing, folding, and processing).
1.1 Transcription
The genomic DNA is composed of two antiparallel strands with 5′ and 3′ ends 
which are reverse and complementary for each. Regarding to a gene, the two DNA 
strands are classified as the “coding strand (sense strand),” which includes the DNA 
version of the RNA transcript sequence, and the “template strand (antisense strand, 
noncoding strand)” which serves as a blueprint for synthesizing an RNA strand. 
During transcription, the DNA template strand is read by an RNA polymerase to 
produce a complementary and antiparallel RNA primary transcript. Transcription 
is the first step of gene expression which involves copying a DNA sequence to make 
an RNA molecule including messenger RNA (mRNA), ribosome RNA (rRNA), and 
transfer RNA (tRNA) by the principle of complementary base pairing. In prokary-
otes, transcription is performed by enzymes called RNA polymerases to form all 
RNA molecules. In eukaryotes, it is mainly performed by RNA polymerases I, II, III, 
IV, and V to make rRNA, mRNA, tRNA, etc. (Table 1).
1.2 Posttranscription modification
Posttranscriptional modification is referred to as biological processes by which 
RNA primary transcripts are chemically changed posterior to transcription in 
eukaryotes. This process significantly modifies the chemical structure of RNA mol-
ecules by three main constituting steps: the putting of a 5′ cap, the addition of a 3′ 
polyadenylated tail, and RNA splicing. In eukaryotes, primary RNA transcript must 
be processed after transcription because the initial precursor mRNA (primary RNA 
transcript) usually contains both exons (coding sequences) and introns (noncoding 
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sequences). By removing the introns to link the exons directly in RNA splicing, such 
processing is able to ensure the correct translation of eukaryotic genomes. Also, 
posttranscription modification can protect primary RNA transcripts from degrada-
tion in that the 5′ cap and poly-A tail are able to protect the transcripts and facilitate 
the transportation of the mRNAs to ribosomes.
1.3 Translation
Every mRNA is composed of a 5′ untranslated region (5′UTR), a protein-
coding region or open reading frame (ORF), and a 3′ untranslated region (3′UTR). 
The ORF carries information for protein synthesis encoded by the RNA triplet 
codes. The codon, a RNA triplet of the coding region, corresponds to a bind-
ing site complementary to an anticodon triplet in tRNAs. tRNAs with different 
anticodon triplets carry different amino acids and thereby make amino acids link 
together according to the order of triplets in the coding region by the assistance of 
ribosomes.
In prokaryotes, translation usually occurs in the cytosol where the specific amino 
acid, enzymes, and small subunits of the ribosome bind to the tRNA. Translation 
simultaneously proceeds with transcription (co-transcriptionally), using a mRNA 
that is still being synthesized. In eukaryotes, transcription occurs in nucleus, and 
translation occurs in cytoplasm (not co-transcriptionally). Although translation can 
occur in a variety of regions of the eukaryotic cells, its major working locations are 
the cytoplasm for soluble cytoplasmic proteins and the endoplasmic reticulum (ER) 
membrane for secretory proteins or integral proteins.
1.4 Posttranslational modification
Posttranslational modification is referred as the chemical change which proteins 
may undergo after translation. The main alternations are the specific cleavage of 
precursor proteins, the excision of signal recognition peptides (SRP), the forma-
tion of disulfide bonds, the covalent addition or removal of low-molecular-weight 
groups, and the addition of metal ions, leading to protein modifications such as 
glycosylation, lipidation, hydroxylation, methylation, mono-ADP-ribosylation, 
myristoylation, oxidation, palmitoylation, and phosphorylation. It plays a crucial 
role in the regulation of the protein folding, the targeting of specific subcellular 
compartments, the interaction of ligands or other proteins, and the state of func-
tions, such as enzyme catalytic activity or the signaling function of proteins in 
signal transduction pathways.
RNA polymerase Function
RNA polymerase I Synthesis of precursor 45S rRNA (35S in yeast) which matures into 28S, 18S, and 
5.8S rRNAs; the formation of the major RNA sections of the ribosome
RNA polymerase II Synthesis of mRNA precursors; most snRNA and miRNA
RNA polymerase III Synthesis of tRNAs, 5S rRNA and other small RNAs found in the nucleus and 
cytosol
RNA polymerase IV Synthesis of siRNA in plants
RNA polymerase V Synthesis of RNAs involved in siRNA-directed heterochromatin formation in plants
Abbreviation: mRNA, messenger RNA; rRNA, ribosome RNA; tRNA, transfer RNA; snRNA, small nuclear RNA; 
miRNA, microRNA; siRNA, small/short interfering RNA.
Table 1. 
RNA polymerase function in eukaryotes.
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2. Reverse transcription
Reverse transcription is referred to as the synthesis of complementary DNA 
(cDNA) from an RNA template using reverse transcriptase (RTase). For reverse 
transcription, RT uses an RNA template and a short RNA primer complementary to 
the 3′ end of the RNA to direct a cDNA strand synthesis from 5′ end to 3′ end. The 
first-strand cDNA can be made to be double-stranded using DNA polymerase I, and 
ribonuclease (RNase) H activity for RNA primer digestion is required in this case. 
The engineered RTase can improve the efficiency of full-length cDNA products, 
ensure the completeness of the mRNA transcript copying, and enable the propaga-
tion of a faithful DNA copy of an RNA sequence. The use of the thermostable RTase 
is very helpful for the denaturation of RNA structure when the RNA sequence 
contains high amounts of secondary structure. Some retroviruses (e.g., human 
immunodeficiency virus, HIV) which have an RNA genome are able to transcribe 
RNA into cDNA using RTase. The RNase H digests the RNA strand, and then the 
cDNA strand is used as a template to synthesize a complementary DNA strand to 
form a double helix DNA structure. The resulting double stranded DNA (ds DNA) 
can be integrated into the host DNA genome, causing the host cell to produce viral 
proteins that assemble into new virions. In HIV, the host cell undergoes apoptosis 
(programmed cell death).
Telomerase (terminal transferase, RNA-directed DNA polymerase) is a kind of 
RTase that lengthens the ends of linear chromosomes in some eukaryotes, contain-
ing an RNA template from which it synthesizes a repeating sequence of DNA or 
“junk” DNA. It is active in stem cells, gametes. and most cancer cells to enable 
these cells to replicate their genomes immortally without losing important protein-
coding DNA sequence. Embryonic stem cells highly express telomerase to allow 
these cells to divide repeatedly and form the individual such as male sperm cells, 
epidermal cells, and activated T and B lymphocytes. However, it is usually absent 
from or at very low levels in most somatic cells. The repeated DNA sequence (telo-
mere) can be considered as a “cap” for a chromosome. In normal cells, the telomere 
is shortened when a linear chromosome is duplicated. Activation of telomerase is 
one of the processes that let cancer cells become indefinite. Telomerase allows each 
offspring to avoid losing a bit of DNA, making the normal cells divide without 
limitation and become abnormal cells, and the unbounded cell growth is a charac-
teristic of cancer.
3. Epigenetics
Epigenetics is the study of heritable phenotype changes that do not involve 
alterations in the DNA sequence, meaning a change in phenotype without a change 
in genotype. The term also refers to the functionally associated changes to the 
genome that do not encompass a change in the nucleotide sequence. At present, 
DNA methylation, histone modification, and noncoding RNA (ncRNA)-associated 
gene silencing are major functions for involving in the initiation and support of 
epigenetic changes. It often indicates changes that affect gene activity and expres-
sion and shows phenotypic changes which can be transferred to the offspring.
Epigenetic changes can be influenced by several factors including the age, 
environment, lifestyle, and disease; it is traditionally considered to be regular and 
natural. This kind of change may be consistent through cell divisions during the 
cell life cycle and may also sustain for several generations, even if they do not have 
changes in the organism’s underlying DNA sequence. The process of cellular dif-
ferentiation is an example of an epigenetic change in eukaryotic biology.
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3.1 The evolving landscape of epigenetic research
In 1969, Griffith and Mahler first suggested that DNA methylation might play a 
crucial role in long-term memory function. DNA methylation has currently become 
one of the most extensively studied and well-characterized epigenetic modifica-
tions. The other main modifications include chromatin remodeling, histone modi-
fications, and noncoding RNA mechanisms. The new findings about epigenetics 
are the correlation between epigenetic changes and diseases such as cancers, mental 
retardation, immune disorders, neuropsychiatric disorders, and pediatric disorders.
3.2  Environment and lifestyle can influence epigenetic change from one 
generation to the next
Not only the environment but also individual lifestyles can directly interact 
with the genome to affect epigenetic changes. These epigenetic changes may be 
demonstrated at various stages throughout an individual’s life and even last to his 
offspring. The prenatal and early postnatal environmental factors can influence the 
adult risk for the incidence of various chronic diseases and behavioral disorders in 
human epidemiology studies. It is known that the children have elevated rates of 
coronary heart disease and obesity after their mothers are exposed to famine during 
early pregnancy compared with those who are not exposed. Additionally, maternal 
exposure to air pollution could affect her children’s asthma susceptibility. Similarly, 
the adults who were prenatally exposed to famine have also been reported to have 
significantly higher incidence of schizophrenia. Fortunately, maternal ingestion of 
vitamin D is capable to adjust DNA methylation that impacts placenta function.
3.3 Environment and lifestyle affect individual epigenetics and health
Epigenetics are considered to be dynamic and changeable by the influence of 
lifestyle options and environmental factors, though our epigenetic marks are more 
stable during adulthood. Epigenetic effects gradually occur both in the womb and 
the full course of a human life span, and epigenetic changes could be reversed. 
Epigenetics have shown that different lifestyle options and environmental expo-
sures can change DNA marks and play a vital role in the determination of health 
outcomes. The environment can dominantly influence the epigenetic tags and 
disease susceptibility. Pollution has become a significant topic because scientists 
have found air pollution could induce DNA methylation and increase one’s risk 
for neurodegenerative disease. Fortunately, vitamin B groups potentially protect 
humans from harmful epigenetic effects of pollution and against the other harmful 
effects on the body.
3.4 Deciphering the relationship between epigenetics and diseases
It is known that chronic pancreatitis causes a high risk of inflammation-
associated progression to pancreatic cancer. The difficulty in rapidly diagnosing 
the disease is closely associated with its high mortality rate. Previous studies have 
demonstrated that cell-free DNA methylation from inflammatory diseases or 
cancer is variable, thereby opening a new era in developing biomarkers for the 
early diagnosis of diseases. Hence, early diagnosis for pancreatic cancer becomes 
crucial and facilitates the related studies into the epigenetic profiles [1]. Natale et al. 
reported that exploiting the relationship between abnormally methylated cell-free 
DNA and pre-neoplastic lesions or chronic pancreatitis may become a novel method 
in developing tools for the early diagnosis of pancreatic cancer. Early diagnosis 
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potentially makes it possible for the prediction of prognosis, the monitoring of 
tumor progression, and the development of effectively therapeutic strategies and 
provides precision medicine for patients suffering from a pancreatic disease [1].
The early-life environment including air quality is known to be critical for 
fetal programming. The air pollution exposure to mothers during pregnancy may 
adversely influence newborn outcomes such as baby birth weight, preternatural 
birth, and preterm birth. Therefore, it is needed to understand both air pollution-
induced early health effects and its later-life consequences. Saenen et al. provided 
an overview of air pollution-induced placental molecular changes observed in the 
ENVIRONAGE birth cohort and assess the existing evidence. They reported that 
nitrosative stress and epigenetic alterations in the placenta may result from the pre-
natal exposure to air pollution [2]. It is crucial to realize the clinical consequences 
of early-life epigenetic changes in the follow-up of child or birth cohort study. The 
public health policy maker should have understanding of epigenetic consequences 
and transgenerational risks to propose effective strategies which are focusing on 
providing effective protection of pregnant women, unborn children, and infants 
against exposure to adverse lifestyle factors [2].
4. Phenotypic traits
Genotype, a unique genome that can be revealed by genomic sequencing is 
a complete inheritable genetic identity. It is mediated by a special gene, cluster 
of genes, or set of genes which are carried by an individual. Genes are certain 
DNA segments that code for the protein production to determine distinct traits 
of individuals. DNA contains the genetic code which is responsible for all cellular 
functions such as mitosis, meiosis, DNA replication, protein synthesis, molecule 
transportation, etc. Each gene is located on a chromosome and can exist in differ-
ent forms called alleles which are located on specific regions of chromosomes. The 
alleles can be transmitted from parents to offspring through sexual reproduction. 
The diploid organism inherits two alleles for each gene; one allele is from the father, 
and the other allele is from the mother. The interactions between alleles determine 
an organism’s phenotype.
The phenotype is a description of actual physical characteristics and encom-
passes directly visible characteristics such as height, weight, skin color, eye color, 
size, shape, health condition, disease history, even behavior, and temperament. 
However, not all phenotypes are a direct result of genotype. Most phenotypes are 
affected by both the genotype and environment in which one has lived one’s life 
including everything that has ever happened. We often consider “nature” as the 
unique genome which one carries and “nurture” as the environment in which 
one has lived one’s life. The phenotype is dependent on the genetic makeup of the 
organism and influenced by the environment to which the organism is subjected 
across various epigenetic processes. It includes all of the organism’s characteris-
tics, including traits at multiple levels of biological organization, ranging from 
individual behavior and trait evolution through morphology, physiology, cellular 
characteristics, biochemical pathways, and gene expression.
A phenotypic trait (simply trait or character state) is a distinct variant of an 
organism’s characteristic, and it is an obvious and measurable trait that is expressed 
in an observable way. For example, the eye color (green, blue, brown, and hazel) 
is a phenotypic trait which is a polygenetic inheritance. The phenotypic trait may 
be either inherited parentally or determined environmentally; that is to say, some 
traits are determined by the genotype, and some traits are determined by envi-
ronmental factors. The different genes or alleles caused by mutation can be passed 
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on to successive generations, resulting in different phenotypic traits. Though the 
environment can affect the phenotype, the heritability of a phenotypic trait is 
defined as the proportion of the total phenotypic variation of this specific trait that 
is elucidated only by the genetic variation [3]. The phenotypic variation of a trait 
(P) can be divided into three contributions as follows: latent genetic (G) factors, 
environmental (E) factors, and gene–environment interactions(G × E) [3].
If an organism inherits two same alleles, it is homozygous and expresses only 
one phenotypic trait. If an organism inherits two different alleles, it is heterozygous 
and may express more than one phenotypic trait. The phenotypic traits can be 
dominant or recessive. In completely dominant inheritance, only dominant traits 
are observable because the phenotype of the dominant trait entirely masks the 
phenotype of the recessive trait. In contrast, the dominant allele does not mask the 
other allele completely in incomplete dominance inheritance, resulting in a pheno-
type that is a mixture of traits from both alleles. In codominance relationships, both 
alleles are fully expressed, resulting in a phenotype in which both traits are demon-
strated independently.
5. Conclusion
The gene expression function in eukaryotes, prokaryotes, and viruses is to 
generate macromolecules for constituting cellular components and exhibiting living 
functions. Its processes can be regulated in several steps including transcription, 
posttranscriptional modification, translation, and posttranslational modifica-
tion. Regulation of gene expression is to modulate the levels of production and the 
timing of the functional product production. Control of gene expression is critical 
to allow cells to manufacture their functional products when cells need them; in 
turn, this gives cells the flexibility to adapt to a variable environment and respond 
to external signals, stimuli, and damages. Cellular structures and functions can 
also be controlled by gene expression regulation. Consequently, the regulation is 
crucial for cells to proliferate, differentiate, transport, metabolize, and repair. It is 
advantageous to the versatility, development, and adaptability of living organisms. 
A phenotypic trait, the expression of genes in an observable way, is an obvious 
and measurable trait. The phenotype is variable depending on the genetic makeup 
of the organism and also influenced by the surroundings to which the organism 
is subjected across its morphogenesis, including various epigenetic processes. We 
have to pay attention to the significance, mechanism, function, and characteristic 
of gene expression and phenotypic traits. Recently new findings and their implica-
tions could be discussed in the broadest context possible. Future studies, analyses, 
and applications of the gene expression and phenotypic traits should also be 
highlighted.
9




Program in Comparative Biochemistry, University of California, Berkeley, CA, USA
*Address all correspondence to: yuchuan1022@gmail.com
© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
Gene Expression and Phenotypic Traits
8
on to successive generations, resulting in different phenotypic traits. Though the 
environment can affect the phenotype, the heritability of a phenotypic trait is 
defined as the proportion of the total phenotypic variation of this specific trait that 
is elucidated only by the genetic variation [3]. The phenotypic variation of a trait 
(P) can be divided into three contributions as follows: latent genetic (G) factors, 
environmental (E) factors, and gene–environment interactions(G × E) [3].
If an organism inherits two same alleles, it is homozygous and expresses only 
one phenotypic trait. If an organism inherits two different alleles, it is heterozygous 
and may express more than one phenotypic trait. The phenotypic traits can be 
dominant or recessive. In completely dominant inheritance, only dominant traits 
are observable because the phenotype of the dominant trait entirely masks the 
phenotype of the recessive trait. In contrast, the dominant allele does not mask the 
other allele completely in incomplete dominance inheritance, resulting in a pheno-
type that is a mixture of traits from both alleles. In codominance relationships, both 
alleles are fully expressed, resulting in a phenotype in which both traits are demon-
strated independently.
5. Conclusion
The gene expression function in eukaryotes, prokaryotes, and viruses is to 
generate macromolecules for constituting cellular components and exhibiting living 
functions. Its processes can be regulated in several steps including transcription, 
posttranscriptional modification, translation, and posttranslational modifica-
tion. Regulation of gene expression is to modulate the levels of production and the 
timing of the functional product production. Control of gene expression is critical 
to allow cells to manufacture their functional products when cells need them; in 
turn, this gives cells the flexibility to adapt to a variable environment and respond 
to external signals, stimuli, and damages. Cellular structures and functions can 
also be controlled by gene expression regulation. Consequently, the regulation is 
crucial for cells to proliferate, differentiate, transport, metabolize, and repair. It is 
advantageous to the versatility, development, and adaptability of living organisms. 
A phenotypic trait, the expression of genes in an observable way, is an obvious 
and measurable trait. The phenotype is variable depending on the genetic makeup 
of the organism and also influenced by the surroundings to which the organism 
is subjected across its morphogenesis, including various epigenetic processes. We 
have to pay attention to the significance, mechanism, function, and characteristic 
of gene expression and phenotypic traits. Recently new findings and their implica-
tions could be discussed in the broadest context possible. Future studies, analyses, 
and applications of the gene expression and phenotypic traits should also be 
highlighted.
9




Program in Comparative Biochemistry, University of California, Berkeley, CA, USA
*Address all correspondence to: yuchuan1022@gmail.com
© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
10
Gene Expression and Phenotypic Traits
[1] Natale F, Vivo M, Falco G, 
Angrisano T. Deciphering DNA 
methylation signatures of pancreatic 
cancer and pancreatitis. Clinical 
Epigenetics. 2019;1(1):132. DOI: 
10.1186/s13148-019-0728-8
[2] Saenen ND, Martens DS, Neven KY, 
Alfano R, Bové H, Janssen BG, et al. Air 
pollution-induced placental alterations: 
An interplay of oxidative stress, 
epigenetics, and the aging phenotype? 
Clinical Epigenetics. 2019;11(1):124. 
DOI: 10.1186/s13148-019-0688
[3] Tiphaine CM, Jordana TB, 
Timothy DS. Twin studies and 
epigenetics. In: International 
Encyclopedia of the Social & Behavioral 
Sciences. 2nd ed. Elsevier, London, 







Gene Expression and Phenotypic Traits
[1] Natale F, Vivo M, Falco G, 
Angrisano T. Deciphering DNA 
methylation signatures of pancreatic 
cancer and pancreatitis. Clinical 
Epigenetics. 2019;1(1):132. DOI: 
10.1186/s13148-019-0728-8
[2] Saenen ND, Martens DS, Neven KY, 
Alfano R, Bové H, Janssen BG, et al. Air 
pollution-induced placental alterations: 
An interplay of oxidative stress, 
epigenetics, and the aging phenotype? 
Clinical Epigenetics. 2019;11(1):124. 
DOI: 10.1186/s13148-019-0688
[3] Tiphaine CM, Jordana TB, 
Timothy DS. Twin studies and 
epigenetics. In: International 
Encyclopedia of the Social & Behavioral 
Sciences. 2nd ed. Elsevier, London, 












All of the anuran amphibians examined so far have genetic sex-determining 
systems, which include female heterogametic ZZ/ZW and male heterogametic XX/
XY types. For example, the Japanese wrinkled frog Glandirana rugosa has both 
types. Most of frog species including the African clawed frog Xenopus laevis pos-
sess homomorphic sex chromosomes, while most mammalian and avian species 
have heteromorphic sex chromosomes. Thus, there should be a variety of sex-
determining genes and sex chromosomes in frogs, although only X. laevis W-linked 
gene dm-W has been reported as a sex-determining gene. Interestingly, estrogen or 
androgen can induce sex reversal in many frog species, suggesting a vital role of sex 
steroid hormones on sex identity. In other words, frogs in the same order are good 
examples for the understanding of diversity of sex-determining systems. In this 
chapter, I summarize the diversity of frog sex-determining systems and discuss why 
sex-determining genes and systems have been unstable in frogs.
Keywords: sex determination, sex chromosome, sex-determining gene, sex steroid, 
default sex, ectothermy
1. Introduction
Sexual reproduction is the most common life cycle in animals and plants. 
Meiotic recombination mediated through sexual reproduction is believed to allow 
genetic variation for survival of some populations against environmental changes. 
Thus, sex systems are very important for life evolution and biodiversity. In verte-
brates, female and male sexes could be mainly defined by the property of gonads, 
ovaries producing eggs and testes producing sperm, respectively. Importantly, 
undifferentiated gonads in most vertebrate species have potential to differentiate 
into ovaries and testes. Then sex determination could be defined as the decision of 
bipotential gonads to develop as either ovaries or testes in vertebrates.
There are a variety of sex-determining systems in organisms. In vertebrates, 
they could be classified roughly into two types: genetic and environmental types. 
Endothermic vertebrates exclusively have the former system, which includes female 
(ZW) and male (XY) heterogametic sex chromosomes. Most mammalian and avian 
species have the XX/XY and ZZ/ZW systems, respectively, while there are both ZZ/
ZW- and XX/XY-type systems in teleost fish, amphibians, and reptiles [1]. In addi-
tion, ectothermic vertebrates including reptiles and fish have not only the genetic 
sex-determining systems but also environmental sex-determining systems, such as 
temperature- and social-dependent types. Remarkably, all amphibian species possess 
the genetic systems, although they have ectothermic traits like reptiles and fish [1].
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Figure 1. 
A model for emergence and evolution of sex-determining genes and homomorphic and heteromorphic sex 
chromosomes in vertebrates. The model includes a proposal of “GENE-eat-GENE” model for changes of  
sex-determining genes in homomorphic sex chromosomes.
In the chapter, I introduce sex-determining systems, sex chromosomes, and sex-
determining genes in amphibian frogs and discuss the relationships among them.
2. Sex-determining systems and sex chromosomes in frogs
As described in the above section, all anuran amphibians examined so far have 
the genetic sex-determining systems including the ZZ/ZW and XX/XY types 
(Table 1). For examples, the (African bullfrog) Pyxicephalus adspersus, African 
clawed frog Xenopus laevis, and the cane toad Bufo marinus have the ZZ/ZW type 
[2–5], while the African reed frog Hyperolius viridiflavus and the marsupial frog 
Gastrotheca riobambae adopt the XX/XY-type systems [6, 7]. Remarkably, the 
Japanese frog Glandirana (Rana) rugosa have five populations in Japan; their sex-
determining systems include two ZZ/ZW and three XX/XY types [8].
Species Sex-determining 
type













ZZ/ZW or XX/XY Heteromorphic/homomorphic
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The XX/XY and ZZ/ZW systems in most mammals and all birds examined have 
been maintained for more than a 100 million years, which is greatly connected with 
the monophyletic and heteromorphic sex chromosomes among most species of 
therian mammals or avians: the monophyly of the Z or Y sex chromosomes is closely 
related to the maintainability of the sex-determining gene Dmrt1 on the Z chromo-
some or Sry on the Y chromosome, respectively [1]. In contrast, more than 90% spe-
cies of frogs including X. laevis have homomorphic sex chromosomes [9–11]. In fact, 
sex chromosome homomorphism is well conserved among many vertebrate species 
except for mammals and birds. In 2012, we proposed a hypothesis for the coevolution 
of sex chromosomes and sex-determining genes, in which homomorphic sex chro-
mosomes easily allow changes of sex-determining genes, resulting in changes of sex 
chromosomes. On the contrary, highly differentiated heteromorphic sex chromo-
somes including mammalian XY and avian ZW chromosomes are easily maintained, 
resulting in a stable fixation of a particular sex-determining gene, because each sex 
chromosome has gained important functions except for sex determination ([12, 
13]; Figure 1). This context could lead to the conclusion that there are a variety of 
sex-determining genes in frogs [1], although few amphibian sex-determining genes 
except for dm-W we discovered in X. laevis [14] have been identified yet.
3.  Discovery of a female sex-determining gene dm-W in the African 
clawed frog
In 1990, human SRY was discovered as a sex-determining gene, which was the 
first report among vertebrate species [15], followed by mouse Sry [16]. Now Sry is 
believed to be a sex-determining gene in many species of therian mammals. After 
about 10 years, the second vertebrate sex-determining gene named dmy (also 
known as dmrt1bY) was reported in the teleost fish medaka Oryzias latipes [17, 
18]. Both the two genes function as Y-linked male-determining genes in the XX/
XY-type sex-determining systems. In 2008, we discovered a W-linked sex (female)-
determining gene dm-W from the frog X. laevis having a ZZ/ZW type [5]; dm-W 
was the first report as the sex-determining gene among amphibian species or ZZ/
ZW-type vertebrate species. Among sex-determining genes reported so far, the dm-
W gene is unique in that the gene is female genome-specific (W-linked) and causes 
ovary formation [5, 19]. Both the dmy and dm-W genes emerged from the duplica-
tion of dmrt1 independently during species diversity in genus Oryzias and Xenopus, 
respectively  [12]. Next, Smith et al. (2010) reported that the Z-linked dmrt1 gene is 
necessary for male sex determination in the chicken (Gallus domesticus) [20]. Here 
I should describe what protein is doublesex Mab-3-related transcription factor 1 
(DMRT1). The protein including a DNA-binding domain, called “DM domain,” 
functions in gonadal somatic cell masculinization and germ cell development in 
most vertebrates as transcription factors [21].
X. laevis is an allotetraploid species, whose ancestor might emerge by hybridiza-
tion between two closely related Xenopus diploid species [22]. Therefore, there 
are two homoeologous L and S subgenome-derived genes in most of the genes 
in X. laevis. Partial duplication of S subgenome-derived dmrt1 (dmrt1.S) leads to 
the emergence of dm-W [5, 23, 24]. In addition, we recently reported that dm-W 
evolved after allotetraploidization [24].
The DM domain of DM-W has about 90% amino acid sequence identity with 
those of DMRT1.L and DMRT1.S. However, the DM-W C-terminal region shares 
almost no similarity with those of DMRT1s. The last fourth exon of dm-W coding 
the C-terminal region emerged as a new exon [5]. We reported that DM-W and 
DMRT1 could cause primary ovarian and testicular formation in developing ZW 
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I should describe what protein is doublesex Mab-3-related transcription factor 1 
(DMRT1). The protein including a DNA-binding domain, called “DM domain,” 
functions in gonadal somatic cell masculinization and germ cell development in 
most vertebrates as transcription factors [21].
X. laevis is an allotetraploid species, whose ancestor might emerge by hybridiza-
tion between two closely related Xenopus diploid species [22]. Therefore, there 
are two homoeologous L and S subgenome-derived genes in most of the genes 
in X. laevis. Partial duplication of S subgenome-derived dmrt1 (dmrt1.S) leads to 
the emergence of dm-W [5, 23, 24]. In addition, we recently reported that dm-W 
evolved after allotetraploidization [24].
The DM domain of DM-W has about 90% amino acid sequence identity with 
those of DMRT1.L and DMRT1.S. However, the DM-W C-terminal region shares 
almost no similarity with those of DMRT1s. The last fourth exon of dm-W coding 
the C-terminal region emerged as a new exon [5]. We reported that DM-W and 
DMRT1 could cause primary ovarian and testicular formation in developing ZW 
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and ZZ gonads, respectively [19], and proposed a sex-determining model for the 
ZZ/ZW type that DM-W determines female sex by antagonizing DMRT1; dm-W 
evolved from a masculinizing gene dmrt1 as a dominant negative-type gene [14].
4. Sex reversal and sex chromosome differentiation
Although all frog species might genetically determine sex as mentioned above, 
most frog species could accept male-to-female or female-to-male sex reversals 
by treatment of sex steroids, estrogen, or androgen, respectively, during tadpole 
development [1]. Importantly, many frogs of them have homomorphic sex chromo-
somes. For example, X. laevis carries homomorphic W and Z sex chromosomes [5], 
and the estradiol-treated ZZ tadpoles developed to female adults [1]. In addition, we 
reported ZW female-to-male sex reversals in X. laevis transgenic tadpoles with dm-
W knockdown or germline stem cell-specific knockdown of dmrt1 and ZZ male-to-
female sex reversals in X. laevis transgenic tadpoles carrying the dm-W expression 
plasmid [5, 19, 21].
Moreover, we recently analyzed detail structures of the sex chromosomes on 
2Lq32-33 in X. laevis, revealing 278 kb W-specific region including three W-specific 
genes, the sex-determining gene dm-W, scanw, and ccdc69w, and 83 kb Z-specific 
region including one Z-specific gene capn5z [24]. Importantly, both gynogenetic 
WW and estrogen-driven sex-reversed ZZ individuals could develop into normal 
fertile females [25, 26]. These findings suggest that the homomorphic W/Z sex 
chromosomes in X. laevis are now differentiating but not so differentiated yet. In 
other words, X. laevis sex chromosomes have the potential to accept sex reversal and 
a new sex-determining gene.
5. Conclusions and perspective
All frogs examined possess genetic sex-determining systems, and most of them 
have homomorphic sex chromosomes. The genetic systems could be easy to change 
during species diversity, that is, the instability of the systems, maybe because of 
homomorphic sex chromosomes, which could have a potential to convert a sex-
determining gene into a new one on another chromosome, resulting in the change 
of sex chromosomes. Then I propose a “GENE-eat-GENE” model for turnover of 
sex-determining genes: there has been battles among the present sex-determining 
gene and candidates of new sex-determining genes for king/queen ship in some 
populations holding homomorphic sex chromosomes (Figure 1). Accordingly, I 
predict that there are great many sex-determining genes in frogs, although only 
one dm-W has been identified as sex-determining genes. Frogs belong to the order 
Anura, which collects several thousands of species. Therefore they could be good 
examples for studying the relationships between sex-determining systems and 
species diversity.
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Comparison of Sex Determination 
in Vertebrates (Nonmammals)
Aleksandr F. Smirnov and Antonina V. Trukhina
Abstract
The chapter is devoted to the consideration of sex determination in vertebrate 
groups of nonmammalians: fish, amphibians, reptiles, and birds. Attention is drawn 
to the fact that all these groups of animals, unlike mammals, are implemented 
hormonal control options for primary sex determination, and there is a possibility 
of sex reversion. Determination of gonadal development in vertebrates like testis 
or ovary was initially controlled mainly by sex hormones (fish and amphibians). 
Later, various sex determining genes were involved in this process. The system was 
quite plastic and was able to respond to changes in external conditions (reptiles). 
The appearance of heteromorphic sex chromosomes (birds) has led to the emer-
gence of some specific W chromosomal signal, which provides estrogen control of 
the development of a heterogametic sex. In mammals, the control of the primary 
determination of sex (the appearance of the gonad) becomes purely genetic, and 
the role of sex hormones is reduced to the differentiation of testis or ovaries.
Keywords: sex determination, sex hormones, sex chromosomes,  
sex determining genes
1. Introduction
Gender is a set of morphological and physiological characteristics of the 
organism, providing reproduction, the essence of which is to fertilization, i.e. the 
fusion of male and female germ cells (gametes) in zygote, which develops into a 
new organism. Differentiation of sex (its phenotypic manifestation) includes two 
successive stages: the primary determination of sex and the appearance of second-
ary (external) sexual characteristics (actual differentiation). It is believed that the 
concept of this process is conservative. Sex determination is both a genetic and 
ecological process, with the sex of the individual being determined by an alterna-
tive physiological solution. It is assumed that there are two main mechanisms for 
determining sex: genetic (GSD—genetic sex determination) and environmental 
(ESD—environmental sex determination). Genetic sex is determined at the time 
of conception and depends on genetic differences between males and females, and 
ecological sex depends on external conditions in the absence of significant genetic 
differences and is determined after fertilization in response to environmental 
conditions. For birds and mammals, only the GSD is characteristic, and for croco-
diles—TSD (one of the forms of ESD). In addition, there are two varieties of the 
genetic sex determination system: with heterogametic males (XY, mammals) and 
heterogametic females (ZW, birds). It should be noted that amphibians have both 
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genetic systems, and for lizards, snakes, turtles, and bony fish, all possible variants 
of sex determination are described [1–3].
Sex steroid hormones including androgens, estrogens, and progesterone are 
present in all vertebrates which play essential roles in modulating a variety of 
behavior and processes, such as embryonic development, sexual differentiation, 
growth, aggression, reproduction, learning, memory, social communication, and 
so on. Many signaling actions of these sex steroid hormones are mediated by their 
receptors that belong to the superfamily of steroid nuclear receptors. Once a sex 
steroid hormone ligand binds to its receptor, the receptor becomes phosphorylated 
and is translocated into the nucleus, where it binds to specific DNA sequences and 
activates gene transcription. Androgens have a critical physiological role in repro-
ductive biology and sexual differentiation, particularly in the development of male 
secondary sex characteristics [4, 5].
It is assumed that sex determination is a combination of hormonal and genetic 
factors and is divided conditionally into appropriate stages. This phenomenon is 
reflected in the possibility of sex inversion—the possibility of its complete or partial 
hormonal alteration. For fishes and amphibians, there is the sensitivity of normal 
development of the gonads to androgens and estrogens. In reptiles, birds and 
marsupials, only estrogens are effective. The appearance of the gonads of placental 
mammals does not depend on sex hormones. This trend is associated with the 
stability of growing offspring or incubation of eggs [6].
The proposed chapter will consider the system of sex determination in fish, 
amphibians, reptiles, and birds in comparing the role of hormonal and genetic 
mechanisms, possibilities, and mechanisms of sex inversion.
2. Features of sex determination in fishes
Fishes are perhaps the most complex group of animals in the mechanism of sex 
determination. Only bony fish include over 30,000 species. It is the largest group 
of vertebrates. They are divided into three groups in accordance with the laws of 
sex determination: (1) gonochoristic species whose sex is determined genetically 
or through environmental factors; (2) sequential hermaphrodites (about 2% of 
all existing species), changing the sex of males to females (protandrous), the sex 
of females to males (protogynous), or in both directions (serial) in the process 
of ontogenesis; (3) unisexual type of sex determination (characteristic only for 
Amazon mollies (Poecilia formosa)). Gonochoristic genetics of sex in fish is largely 
unclear. Functional hermaphroditism occurs in many different species of animals 
such as echinoderms, crustaceans, molluscs, and fish; however, it is lost in ver-
tebrates during the transition from amphibians to mammals. From here, fishes 
provide a unique model for studying the mechanism of hermaphroditism in verte-
brates. Unfortunately, only one species of fish (Japanese medaka—Oryzias latipes) 
was identified by a primary system of sex determination [7, 8].
The Japanese medaka (Oryzias latipes) and Maebashi medaka (Oryzias 
 curvinotus)—species with heterogametic male sex with homomorphic sex chromo-
somes that are a very early stage of evolution, the recently described Y-chromosome 
plot, containing hypothetical gene dmy. This gene is specifically expressed in the 
gonads and is essential for embryo development in male type. Gene dmrt1bY (dmy) 
homologous (about 80%) of the dmrt1 gene in other species of vertebrates represents 
the equivalent of sry gene in mammals. It is important that medaka dmy/dmrt1bY 
is a unique system. This species is described as ontology mammalian sox9 gene, but 
in contrast to amniotes and amphibians, this does not play a role in determining 
the testes. Sex determination system of medaka is unstable. Medaka has interesting 
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significant genetic divergence: dmy gene is absent in some lines of the Japanese 
medaka (over 10%) and other types of fish of the genus Oryzias. In some laboratory 
lines, the proportion of homogametic males (XX) exceeds 20%. It is believed that 
gene dmy has occurred as a result of the dmrt1 gene duplication and transposition 
of part of its copy size to 280 kbp about 10 million years ago. The products of these 
genes differ only in one amino acid replacement (Ser26/Thr), which may have led to 
such differences by gender. It has been shown that the rate of synonymous substitu-
tions in the dmy is 1.78 times greater than that of dmrt1 and this is consistent with the 
hypothesis of evolution through males (male-driven evolution hypothesis). In birds 
and salmon, it has the same orientation. The speed ratio of nonsynonymous substi-
tutions (dN) to synonymous (dS) is also higher in comparison with dmy/dmrt1.
Only two sex determining genes in vertebrates were described: sry and dmy. It 
is believed that the protein DMY performs two different functions in germ and 
somatic cells. In somatic cells surrounding germ ones, it affects the proliferation 
of the latter (for example, influencing a cascade of genes involved in the transmis-
sion of the estrogen signal). Another feature is the induction of development of 
pre-Sertoli cells (cells surrounding the primary germ cells (PGCs)) in the gonad 
heterogametic XY sex. In this case, there is an analogy with sry, which is involved 
in the activation of other genes that support the development of Sertoli cells. In 
medaka, there are other female-specific genes and male-specific genes (Figure 1). 
Moreover, the latter gene is located in autosomes. Some ideas of the diversity of sex 
determining genes among medaka given.
In this species, the sex determined region of the Y chromosome is only 260 kb 
(1% of the total length of the Y chromosome (59 Mbps)). In this area, there is 
suppression of recombination. In medaka, all XY individuals carry mutations in the 
gene dmy form ovaries. In individuals with altered gsdf-gene, sex inversion is also 
observed. It is believed that for medaka, the normal gene dmrt1 (dmy) initiates the 
formation of the testes and controls their maintenance with gsdf. The study of sex 
chromosomes in six species of medaka from the group celebensis with XX/XY-sex 
determination showed that O. marmoratus and O. profundicola sex chromosomes 
homologous sex chromosomes of O. latipes from the LG10 linkage group. Four 
species O. celebensis, O. matanensis, O. wolasi and O. woworae marked homology 
Figure 1. 
A schematic diagram of sex determination and gonad (testis or ovary) differentiation in fish with XX/XY sex 
determination system (adopted from Mei and Gui [10]).
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genetic systems, and for lizards, snakes, turtles, and bony fish, all possible variants 
of sex determination are described [1–3].
Sex steroid hormones including androgens, estrogens, and progesterone are 
present in all vertebrates which play essential roles in modulating a variety of 
behavior and processes, such as embryonic development, sexual differentiation, 
growth, aggression, reproduction, learning, memory, social communication, and 
so on. Many signaling actions of these sex steroid hormones are mediated by their 
receptors that belong to the superfamily of steroid nuclear receptors. Once a sex 
steroid hormone ligand binds to its receptor, the receptor becomes phosphorylated 
and is translocated into the nucleus, where it binds to specific DNA sequences and 
activates gene transcription. Androgens have a critical physiological role in repro-
ductive biology and sexual differentiation, particularly in the development of male 
secondary sex characteristics [4, 5].
It is assumed that sex determination is a combination of hormonal and genetic 
factors and is divided conditionally into appropriate stages. This phenomenon is 
reflected in the possibility of sex inversion—the possibility of its complete or partial 
hormonal alteration. For fishes and amphibians, there is the sensitivity of normal 
development of the gonads to androgens and estrogens. In reptiles, birds and 
marsupials, only estrogens are effective. The appearance of the gonads of placental 
mammals does not depend on sex hormones. This trend is associated with the 
stability of growing offspring or incubation of eggs [6].
The proposed chapter will consider the system of sex determination in fish, 
amphibians, reptiles, and birds in comparing the role of hormonal and genetic 
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2. Features of sex determination in fishes
Fishes are perhaps the most complex group of animals in the mechanism of sex 
determination. Only bony fish include over 30,000 species. It is the largest group 
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unclear. Functional hermaphroditism occurs in many different species of animals 
such as echinoderms, crustaceans, molluscs, and fish; however, it is lost in ver-
tebrates during the transition from amphibians to mammals. From here, fishes 
provide a unique model for studying the mechanism of hermaphroditism in verte-
brates. Unfortunately, only one species of fish (Japanese medaka—Oryzias latipes) 
was identified by a primary system of sex determination [7, 8].
The Japanese medaka (Oryzias latipes) and Maebashi medaka (Oryzias 
 curvinotus)—species with heterogametic male sex with homomorphic sex chromo-
somes that are a very early stage of evolution, the recently described Y-chromosome 
plot, containing hypothetical gene dmy. This gene is specifically expressed in the 
gonads and is essential for embryo development in male type. Gene dmrt1bY (dmy) 
homologous (about 80%) of the dmrt1 gene in other species of vertebrates represents 
the equivalent of sry gene in mammals. It is important that medaka dmy/dmrt1bY 
is a unique system. This species is described as ontology mammalian sox9 gene, but 
in contrast to amniotes and amphibians, this does not play a role in determining 
the testes. Sex determination system of medaka is unstable. Medaka has interesting 
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significant genetic divergence: dmy gene is absent in some lines of the Japanese 
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genes differ only in one amino acid replacement (Ser26/Thr), which may have led to 
such differences by gender. It has been shown that the rate of synonymous substitu-
tions in the dmy is 1.78 times greater than that of dmrt1 and this is consistent with the 
hypothesis of evolution through males (male-driven evolution hypothesis). In birds 
and salmon, it has the same orientation. The speed ratio of nonsynonymous substi-
tutions (dN) to synonymous (dS) is also higher in comparison with dmy/dmrt1.
Only two sex determining genes in vertebrates were described: sry and dmy. It 
is believed that the protein DMY performs two different functions in germ and 
somatic cells. In somatic cells surrounding germ ones, it affects the proliferation 
of the latter (for example, influencing a cascade of genes involved in the transmis-
sion of the estrogen signal). Another feature is the induction of development of 
pre-Sertoli cells (cells surrounding the primary germ cells (PGCs)) in the gonad 
heterogametic XY sex. In this case, there is an analogy with sry, which is involved 
in the activation of other genes that support the development of Sertoli cells. In 
medaka, there are other female-specific genes and male-specific genes (Figure 1). 
Moreover, the latter gene is located in autosomes. Some ideas of the diversity of sex 
determining genes among medaka given.
In this species, the sex determined region of the Y chromosome is only 260 kb 
(1% of the total length of the Y chromosome (59 Mbps)). In this area, there is 
suppression of recombination. In medaka, all XY individuals carry mutations in the 
gene dmy form ovaries. In individuals with altered gsdf-gene, sex inversion is also 
observed. It is believed that for medaka, the normal gene dmrt1 (dmy) initiates the 
formation of the testes and controls their maintenance with gsdf. The study of sex 
chromosomes in six species of medaka from the group celebensis with XX/XY-sex 
determination showed that O. marmoratus and O. profundicola sex chromosomes 
homologous sex chromosomes of O. latipes from the LG10 linkage group. Four 
species O. celebensis, O. matanensis, O. wolasi and O. woworae marked homology 
Figure 1. 
A schematic diagram of sex determination and gonad (testis or ovary) differentiation in fish with XX/XY sex 
determination system (adopted from Mei and Gui [10]).
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with the chromosomes of LG 24, which involves the transformation of chromo-
somes from O. latipes LG to 24 LG10 within this group. All six studied species share 
a common sex determined gene (SD). It is shown that genomic predecessor is the 
Y-chromosomal gene sox3 and this process involves specific insertion (430 bp).
The zebrafish testes derived from dmrt1 mutant fish fail to express the anti-
Müllerian hormone (amh) gene, a key testis-expressed gene, and over-express the 
ovary-associated gene foxl2. Therefore, zebrafish dmrt1 shares similar roles in male 
sexual development as other organisms in regulating sex determination and testis 
differentiation.
In other fishes, e.g., salmonids, there appear to be an early stage of dif-
ferentiation of sex chromosomes. In rainbow trout (Oncorhynchus mykiss) with 
monofactorial XX/XY system of sex determination, a new gene sdY responsible 
for the development of testes is described. This gene is partially similar to the gene 
regulator of interferon 9. It has been found that highly conserved in sdY salmon is 
male Y-chromosomal gene for the majority of these species. It is assumed that it 
is the main testis determining gene for this group of fishes. For the two species of 
whitefish (subfamily Coregoninae), the sdY gene is found in both males and females. 
This implies that there is an alternative system of sex determination in this family. 
Among other candidate genes for sex determination, gene antimullerian hormone 
(amh) tilapia is discussed. Fishes with hermaphrodite sex determination (Labridae, 
fish-clowns—amphiprion (Amphiprion), and gobies—Trimma okinawae) have got 
bisexual gonads capable of restructuring with the participation of aromatase and 
gonadotropin receptors. For some species, such as blue tilapia (Oreochromis aureus), 
sex determined putative gene is located on the genetic map of a sex determining 
region consisting of more than 550 minisatellite markers [7, 9].
In vertebrates, until recently, only four sex determining genes were discovered: 
sry (in mammals), dmrt1 (in domestic chicken), dmy (the Japanese medaka), and 
dm-w (the frog). Recently, four candidate genes were found for this role (and all 
fish): Patagonian aterin have amhy, Luzon ricefish (Oryzias luzonensis) have gsdf, 
and puffer (Takifugu or Fugu)—amhr2 and rainbow trout—sdy. In the Nile tilapia 
(Oreochromis niloticus) gene gdf, (gonadal soma derived factor (gsdf)) also induces 
the development of the testes. Assume that the Atlantic salmon sdY gene product 
activates genes gsdf and amh/mi, thereby reducing the activity of aromatase (cyp19a 
gene), leading to the appearance of males. Where sdY is missing, aromatase is 
synthesized in quantities sufficient for the emergence of the females [8, 10].
Sex determining genes in fish are not conservative. It is believed that the reason 
for this is the more frequent variation of sex chromosomes in fish than other cold-
blooded animals and mammals (Figure 1).
These objects sex determination has a high plasticity and is, therefore, pos-
sible sex reversal, even in species with established regulatory genes. Striped Danio 
(Danio rerio) experimental data are in good agreement with polygenic sex deter-
mination (PSD) when the sex is determined by allelic combinations of several loci. 
Typically, these loci are dispersed throughout the genome, but some species of 
bony fish are placed in special sex chromosomes. In hermaphroditic fish, ovotestis 
develops first, and then secondary sex determination occurs. So, the black bass 
individuals (genus Micropterus) in the first 2 years of life are males, but in the third 
year, 50% of them are transformed into females. Sex determining male genes such 
as dmrt1, amh, and amhr2 are activated during differentiation of the testis, and their 
expression is maintained at high level during the period of functioning as males. 
High dose estrogen E2 induces the development of ovarian and testicular tissue 
degradation [11, 12].
In fish, there are two systems of sex determination: XX/XY and ZW/ZZ. The 
most common one is the last. Exploring the flatfish Cynoglossus semilaevis as a model 
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species with genetic sex determination system of ZW-type and the simultaneous 
presence of ESD, it was found that about 14% of females at a temperature of 22°C 
become males (pseudomales). It is believed that there is dmrt1 gene (double sex and 
mab-3 related transcription factor 1) which is the sex determining gene in this spe-
cies. It was also shown that pseudomales change the level of methylation of a certain 
portion of the Z chromosome, resulting in the intensity of transcription in this 
area as in normal males. In females, on the contrary, the activity of the correspond-
ing plot of W chromosome by methylation is suppressed. Unusual WXZ-system 
is described for the swordtail (Xiphophorus helleri). Not so many fish species had 
morphologically different sex chromosomes (about 10%) and in most species they 
are in the early stages of their differentiation. For many members of this class, sex 
is determined by the environment, and even changes under the influence of behav-
ioral factors. There are species with heterogametic male and female [13].
Fish is characterized by plasticity of germ and somatic cells. This plasticity 
is maintained throughout the life cycle. Furthermore, they have described the 
influence of factors on this process such as temperature, pH, density of popula-
tion, etc. It should be noted that the temperature sensitivity of fish is different 
from that of reptiles, especially because these types of monosexual populations are 
rare, even under extreme conditions. TSD in fish is less common than previously 
thought. The effect of estrogens, acting via estrogen receptors (ER) and directly 
or indirectly regulating P450arom and AMH, is particularly noticeable. It is noted 
that the analysis of the differences between gonochoristic and hermaphroditic 
fish species will help to understand the mechanism of plasticity of sex determina-
tion in vertebrates. In addition, there is the idea that gender in fish depending 
Figure 2. 
The profiles of gonadal development in three different sexual phases in hermaphroditic Japanese black porgy, 
Acanthopagrus schlegelii. Maleness: the fishes are functional males in the first two spawning seasons. The testis 
exists at all stages of the reproductive cycles in maleness. Active femaleness: the fishes are functional females 
following the natural sex change that occurs in fish older than 2 years or when induced by the removal of the 
testis of the digonic gonad. The ovary could reach to the stage of vitellogenesis, vitellogenic, and mature oocytes. 
Passive femaleness: Long-term E2 (4–6 mg/kg feed) administration for 2–3 months results in the appearance 
of a dominant ovary (with the primary oocytes) with a regressed testis in fish younger than 2 years old, and no 
vitellogenic oocytes are observed in E2-induced sex-changing fish. A reversible sex change (from passive femaleness 
to maleness) exists after E2 administration has been withdrawn. Undiff. gonad, undifferentiated gonad; E2, 
estradiol-17β; PO, primary oocyte stage; and VO, vitellogenic oocyte stage (adopted from Wu and Chang [16]).
Gene Expression and Phenotypic Traits
24
with the chromosomes of LG 24, which involves the transformation of chromo-
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sexual development as other organisms in regulating sex determination and testis 
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In other fishes, e.g., salmonids, there appear to be an early stage of dif-
ferentiation of sex chromosomes. In rainbow trout (Oncorhynchus mykiss) with 
monofactorial XX/XY system of sex determination, a new gene sdY responsible 
for the development of testes is described. This gene is partially similar to the gene 
regulator of interferon 9. It has been found that highly conserved in sdY salmon is 
male Y-chromosomal gene for the majority of these species. It is assumed that it 
is the main testis determining gene for this group of fishes. For the two species of 
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fish-clowns—amphiprion (Amphiprion), and gobies—Trimma okinawae) have got 
bisexual gonads capable of restructuring with the participation of aromatase and 
gonadotropin receptors. For some species, such as blue tilapia (Oreochromis aureus), 
sex determined putative gene is located on the genetic map of a sex determining 
region consisting of more than 550 minisatellite markers [7, 9].
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dm-w (the frog). Recently, four candidate genes were found for this role (and all 
fish): Patagonian aterin have amhy, Luzon ricefish (Oryzias luzonensis) have gsdf, 
and puffer (Takifugu or Fugu)—amhr2 and rainbow trout—sdy. In the Nile tilapia 
(Oreochromis niloticus) gene gdf, (gonadal soma derived factor (gsdf)) also induces 
the development of the testes. Assume that the Atlantic salmon sdY gene product 
activates genes gsdf and amh/mi, thereby reducing the activity of aromatase (cyp19a 
gene), leading to the appearance of males. Where sdY is missing, aromatase is 
synthesized in quantities sufficient for the emergence of the females [8, 10].
Sex determining genes in fish are not conservative. It is believed that the reason 
for this is the more frequent variation of sex chromosomes in fish than other cold-
blooded animals and mammals (Figure 1).
These objects sex determination has a high plasticity and is, therefore, pos-
sible sex reversal, even in species with established regulatory genes. Striped Danio 
(Danio rerio) experimental data are in good agreement with polygenic sex deter-
mination (PSD) when the sex is determined by allelic combinations of several loci. 
Typically, these loci are dispersed throughout the genome, but some species of 
bony fish are placed in special sex chromosomes. In hermaphroditic fish, ovotestis 
develops first, and then secondary sex determination occurs. So, the black bass 
individuals (genus Micropterus) in the first 2 years of life are males, but in the third 
year, 50% of them are transformed into females. Sex determining male genes such 
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species with genetic sex determination system of ZW-type and the simultaneous 
presence of ESD, it was found that about 14% of females at a temperature of 22°C 
become males (pseudomales). It is believed that there is dmrt1 gene (double sex and 
mab-3 related transcription factor 1) which is the sex determining gene in this spe-
cies. It was also shown that pseudomales change the level of methylation of a certain 
portion of the Z chromosome, resulting in the intensity of transcription in this 
area as in normal males. In females, on the contrary, the activity of the correspond-
ing plot of W chromosome by methylation is suppressed. Unusual WXZ-system 
is described for the swordtail (Xiphophorus helleri). Not so many fish species had 
morphologically different sex chromosomes (about 10%) and in most species they 
are in the early stages of their differentiation. For many members of this class, sex 
is determined by the environment, and even changes under the influence of behav-
ioral factors. There are species with heterogametic male and female [13].
Fish is characterized by plasticity of germ and somatic cells. This plasticity 
is maintained throughout the life cycle. Furthermore, they have described the 
influence of factors on this process such as temperature, pH, density of popula-
tion, etc. It should be noted that the temperature sensitivity of fish is different 
from that of reptiles, especially because these types of monosexual populations are 
rare, even under extreme conditions. TSD in fish is less common than previously 
thought. The effect of estrogens, acting via estrogen receptors (ER) and directly 
or indirectly regulating P450arom and AMH, is particularly noticeable. It is noted 
that the analysis of the differences between gonochoristic and hermaphroditic 
fish species will help to understand the mechanism of plasticity of sex determina-
tion in vertebrates. In addition, there is the idea that gender in fish depending 
Figure 2. 
The profiles of gonadal development in three different sexual phases in hermaphroditic Japanese black porgy, 
Acanthopagrus schlegelii. Maleness: the fishes are functional males in the first two spawning seasons. The testis 
exists at all stages of the reproductive cycles in maleness. Active femaleness: the fishes are functional females 
following the natural sex change that occurs in fish older than 2 years or when induced by the removal of the 
testis of the digonic gonad. The ovary could reach to the stage of vitellogenesis, vitellogenic, and mature oocytes. 
Passive femaleness: Long-term E2 (4–6 mg/kg feed) administration for 2–3 months results in the appearance 
of a dominant ovary (with the primary oocytes) with a regressed testis in fish younger than 2 years old, and no 
vitellogenic oocytes are observed in E2-induced sex-changing fish. A reversible sex change (from passive femaleness 
to maleness) exists after E2 administration has been withdrawn. Undiff. gonad, undifferentiated gonad; E2, 
estradiol-17β; PO, primary oocyte stage; and VO, vitellogenic oocyte stage (adopted from Wu and Chang [16]).
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on species is a complex trait under the control of one or many genetic factors in 
addition to environmental effects [9, 14]. In the Chinese tongue sole (Cynoglossus 
semilaevis), genetic ZZ females may change into pseudomales, thereby increasing 
aquaculture costs because of the lower growth rate of the males than that of the 
females. A new locus was identified to regulate sex reversal interactively with the 
SNPCyn_Z_6676874; the linkage between these two loci and the absence of W 
sperm for pseudomales clearly elucidate the genetic architecture of sex reversal in 
the tongue sole [15]. Sexual determination in zebrafish is unique in that laboratory 
strains lack a sex chromosome, and no sex determining gene has been identified. 
GPER (estrogen receptor) is not required for normal sex differentiation, gonad 
development, or gonad function in zebrafish [16]. Genetic studies suggest that 
gonadal sexual fate is not only established by competition for primacy between 
two sexes via antagonistic signaling pathways during embryonic development but 
also requires active maintenance to suppress the opposite sex during adulthood. 
Documented in about 2% of teleost species spanning over 20 families, functional 
sex change generally occurs in three ways: protogynous (female-to-male), pro-
tandrous (male-to-female), and sequentially bi-directional. Most sequentially 
hermaphroditic fish are protogynous. Sex change in all hermaphroditic species 
involves radical gonadal transformation, and follows diverse ontogenetic pathways 
in different lineages particularly where sequential hermaphroditism has indepen-
dently evolved. Gonadal transition in sex-changing fish is accompanied by changes 
in plasma concentrations of gonadal steroids. These steroids control gonad dif-
ferentiation and maintain sexual phenotypes in teleost fish, wherein 17β-estradiol 
(E2) and 11-ketotestosterone (11-KT) function as the major estrogen and 
androgen, respectively. The balance between estrogen and androgen production 
is expected to control sexual fate of the gonads during sex change. For example, 
Figure 3. 
The potential mechanism for sexual fate decision through the Gnrhs—Gths—Dmrt1 axis (brain-pituitary-
testis axis). The model shows that the male fate decision is controlled by gonadotropins through the Gnrhs—
Gths—Dmrt1 axis. The testis may stimulate the epigenetic modification of the ovary by DNA methylation of 
the cyp19a1a promoter to suppress the cyp19a1a expression. Gnrhs, gonadotropin-releasing hormones; Gths, 
gonadotropins; and Gthrs, gonadotropin receptors (adopted from Wu and Chang [16]).
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factors regulating cyp19a1a expression are strong candidates for the trigger that 
initiates gonadal sex change; cyp19a1a promoter regions contain binding motifs for 
numerous factors that potentially regulate its expression [15].
However, hermaphroditic fishes have a plastic sex, and a stable sex is difficult to 
maintain with sex steroids. The black porgy regulated the dynamic development of 
both sexes; only one sex can grow while the other sex exists in a rudimentary stage 
(Figure 2). The sexual fate of the digonic gonad is determined by the male fate 
maintenance and through the Gnrh—Gth—Dmrt1 signaling. Altogether, testicular 
dmrt1 and ovarian cyp19a1a expression are critical to the sexual fate of a male phase 
and female phase, respectively (Figure 3).
3. Sex in amphibians
Amphibians have two sex determined systems: XX/XY and ZZ/ZW. Most tailed 
amphibians (order Caudata) have XX/XY-system. For 63 species of 1500, sex was 
determined and only 20 species have differing sex chromosomes. Males of some 
New Zealand frogs (Leiopelma hamiltoni and L. hochstetteri) have heterogametic 
sex. In most amphibians, sex chromosomes are homomorphic (undifferentiated) in 
both sexes and are characterized by frequent turnover. This is in sharp contrast to 
sex chromosomes in two major vertebrate groups, the mammals and birds, where 
they are heteromorphic in one sex and are highly conserved. Thus, amphibians 
are excellent research materials on the turnover of sex sensitive to a resistant state, 
indicating the relationship between sex chromosome turnover and sex ratio control.
Models of sex differentiation in amphibians can be divided into three types: (1) a 
direct development of the undifferentiated gonads into testes or ovaries, (2) the devel-
opment of the undifferentiated gonad into the ovary and subsequent development 
of the testis through the ovary, and (3) the development of the testes through the 
intersex phase (prodifferentiating type) [17]. For a long time, genes that determine 
sex could not be found in amphibians. Recently, for smooth clawed frog (Xenopus 
laevis), the candidate gene has been found suitable for such a role. It is believed that it 
is involved in the development of the ovary. African clawed frog has a ZZ/ZW system 
of sex determination. Its dm-w gene was described. It is localized in the X chromo-
some and possessed a DM-domain. The nucleotide sequence of gene encoding a 
DNA-binding domain has 89% identity with dmrt1, but there is not similarity in trans-
activational region dm-w and dmrt1: genes are expressed exclusively in the primordial 
gonads, and dm-w is expressed more actively than in the gonads of ZW-larvae. The 
gene dmrt1 (dmrt1α and dmrt1β) is located in autosome and there are no differences in 
its expression in males and females. The product of this gene enhances the expression 
of cyp19 and foxl2 ones. A similar gene was not detected in other species of amphib-
ians. It is assumed that in these frogs, homo- and heterodimer products of dmrt1 and 
dm-w participate in the sex determination [18, 19] (Figure 4).
In the northern crested newt (Triturus cristatus), the proportion of males 
increases when the ambient temperature increases, and a decrease of temperature 
leads to an excess of females. Thus, in amphibians, an increase or decrease of the 
ambient temperature leads to a modification of the normal development of the 
gonads and sex determination. Here, sex-determining genes are not the decisive fac-
tor in determining sex. A number of experiments have shown that atrazine and some 
other pesticides that affect the endocrine system affect the formation of sex in frogs. 
As a result, males are changed to females. Exogenous steroids (introduced from the 
outside) are also changing the sex in amphibians [20]. The unexplainable mechanism 
of sex determination in the rice frog species was introduced. Amphibians bearing a 
novel sex determining mechanism are yet to be identified [17].
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addition to environmental effects [9, 14]. In the Chinese tongue sole (Cynoglossus 
semilaevis), genetic ZZ females may change into pseudomales, thereby increasing 
aquaculture costs because of the lower growth rate of the males than that of the 
females. A new locus was identified to regulate sex reversal interactively with the 
SNPCyn_Z_6676874; the linkage between these two loci and the absence of W 
sperm for pseudomales clearly elucidate the genetic architecture of sex reversal in 
the tongue sole [15]. Sexual determination in zebrafish is unique in that laboratory 
strains lack a sex chromosome, and no sex determining gene has been identified. 
GPER (estrogen receptor) is not required for normal sex differentiation, gonad 
development, or gonad function in zebrafish [16]. Genetic studies suggest that 
gonadal sexual fate is not only established by competition for primacy between 
two sexes via antagonistic signaling pathways during embryonic development but 
also requires active maintenance to suppress the opposite sex during adulthood. 
Documented in about 2% of teleost species spanning over 20 families, functional 
sex change generally occurs in three ways: protogynous (female-to-male), pro-
tandrous (male-to-female), and sequentially bi-directional. Most sequentially 
hermaphroditic fish are protogynous. Sex change in all hermaphroditic species 
involves radical gonadal transformation, and follows diverse ontogenetic pathways 
in different lineages particularly where sequential hermaphroditism has indepen-
dently evolved. Gonadal transition in sex-changing fish is accompanied by changes 
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Figure 3. 
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factors regulating cyp19a1a expression are strong candidates for the trigger that 
initiates gonadal sex change; cyp19a1a promoter regions contain binding motifs for 
numerous factors that potentially regulate its expression [15].
However, hermaphroditic fishes have a plastic sex, and a stable sex is difficult to 
maintain with sex steroids. The black porgy regulated the dynamic development of 
both sexes; only one sex can grow while the other sex exists in a rudimentary stage 
(Figure 2). The sexual fate of the digonic gonad is determined by the male fate 
maintenance and through the Gnrh—Gth—Dmrt1 signaling. Altogether, testicular 
dmrt1 and ovarian cyp19a1a expression are critical to the sexual fate of a male phase 
and female phase, respectively (Figure 3).
3. Sex in amphibians
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amphibians (order Caudata) have XX/XY-system. For 63 species of 1500, sex was 
determined and only 20 species have differing sex chromosomes. Males of some 
New Zealand frogs (Leiopelma hamiltoni and L. hochstetteri) have heterogametic 
sex. In most amphibians, sex chromosomes are homomorphic (undifferentiated) in 
both sexes and are characterized by frequent turnover. This is in sharp contrast to 
sex chromosomes in two major vertebrate groups, the mammals and birds, where 
they are heteromorphic in one sex and are highly conserved. Thus, amphibians 
are excellent research materials on the turnover of sex sensitive to a resistant state, 
indicating the relationship between sex chromosome turnover and sex ratio control.
Models of sex differentiation in amphibians can be divided into three types: (1) a 
direct development of the undifferentiated gonads into testes or ovaries, (2) the devel-
opment of the undifferentiated gonad into the ovary and subsequent development 
of the testis through the ovary, and (3) the development of the testes through the 
intersex phase (prodifferentiating type) [17]. For a long time, genes that determine 
sex could not be found in amphibians. Recently, for smooth clawed frog (Xenopus 
laevis), the candidate gene has been found suitable for such a role. It is believed that it 
is involved in the development of the ovary. African clawed frog has a ZZ/ZW system 
of sex determination. Its dm-w gene was described. It is localized in the X chromo-
some and possessed a DM-domain. The nucleotide sequence of gene encoding a 
DNA-binding domain has 89% identity with dmrt1, but there is not similarity in trans-
activational region dm-w and dmrt1: genes are expressed exclusively in the primordial 
gonads, and dm-w is expressed more actively than in the gonads of ZW-larvae. The 
gene dmrt1 (dmrt1α and dmrt1β) is located in autosome and there are no differences in 
its expression in males and females. The product of this gene enhances the expression 
of cyp19 and foxl2 ones. A similar gene was not detected in other species of amphib-
ians. It is assumed that in these frogs, homo- and heterodimer products of dmrt1 and 
dm-w participate in the sex determination [18, 19] (Figure 4).
In the northern crested newt (Triturus cristatus), the proportion of males 
increases when the ambient temperature increases, and a decrease of temperature 
leads to an excess of females. Thus, in amphibians, an increase or decrease of the 
ambient temperature leads to a modification of the normal development of the 
gonads and sex determination. Here, sex-determining genes are not the decisive fac-
tor in determining sex. A number of experiments have shown that atrazine and some 
other pesticides that affect the endocrine system affect the formation of sex in frogs. 
As a result, males are changed to females. Exogenous steroids (introduced from the 
outside) are also changing the sex in amphibians [20]. The unexplainable mechanism 
of sex determination in the rice frog species was introduced. Amphibians bearing a 
novel sex determining mechanism are yet to be identified [17].
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Figure 5. 
The role of steroid hormones in sex determination from Rana rugosa. At the stage of sex determination in the 
undifferentiated gonads of males, testosterone is synthesized at the same time females synthesize estradiol-17β. 
Letters ZZ, ZW indicate sex chromosomes. AR-T and ER-E2 represent complex androgen receptor (AR) to 
testosterone, and respectively, estrogen receptor and estradiol-17β (adopted from Nakamura [23]).
The dominant hypothesis of sex determination for amphibians is proposed in 
relation to the Rana rugosa. In the Japanese wrinkled frog (Rana rugosa), four popula-
tions are described, in one of which (the northern population) females are heteroga-
metic. Assume that sex determining genes really do not need to determine the sex of 
Figure 4. 
Model of ZZ/ZW-sex determined system and the formation of the ovary from Xenopus laevis (adopted from 
Liu et al. [18]).
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amphibians, as well as the presence of the transcription factor, localized in the X or W 
chromosomes, influencing the feminization of vertebrates with TSD or GSD systems 
of sex determination. In males, if there is a specific mechanism of sex determination, 
it is likely that it supports the regulation of steroid hormones in undifferentiated 
gonads through the inhibition of cyp19 gene transcription for the formation of the 
ovaries. In the scheme of Figure 5, a possible role of steroid hormones in sex deter-
mination is shown for Rana rugosa [21]. According to the next experimental data, 
complete female-to-male sex reversal occurred in the AR-Tg-transgenic ZW female 
frogs when a low dosage of T was supplied in the rearing water of tadpoles. In the sex 
reversed testes, the expression of dmrt1, ar, and cyp17 genes required for masculiniza-
tion was significantly upregulated. Next, AR-knockdown (KD) ZW female frogs were 
produced by the CRISPR/Cas9 system. Interestingly, no sex-reversal was observed 
in AR-KD ZW female frogs when the gonads were treated with dosages of T high 
enough to induce complete female-to-male sex-reversal, even in wild type frogs. In 
the AR-KD ZW female gonads, the expression of genes required for masculinization 
was not up-regulated. These results indicate that AR together with androgens can be a 
male sex-determinant in an amphibian species [22, 23].
4.  Sex in reptiles: determination of sex under the influence of 
temperature
Sex determination by environmental factors is mainly known in reptiles. The 
most well studied temperature sex determination (TSD) is occurring in three of 
the five main taxonomic groups of reptiles: turtles, crocodiles, and lizards, but it is 
not found in snakes. The adaptive significance of such sex determination mecha-
nism is shown. During early embryonic development of gonad, epithelial cells are 
divided and unite in the epidermal strip of mesonephros mesenchyme. Further, 
during the so-called temperature-dependent period under the level of endogenous 
estrogen, such strip forms seminiferous tubules with Sertoli cell epithelium or gaps 
with squamous epithelium. The mechanism of this sex determination is poorly 
understood. Obviously, it is found in species with undifferentiated Y chromosome. 
The transition from the female promoting temperature (FPT) to male promoting 
temperature (MPT) is carried out in a temperature-period (TSP), during the so-
called “window” of vulnerability [24].
In some species of reptiles, GSD is not fixed for life, and the original gender may 
change during development without changing the genotype. This phenomenon is 
known as environmental sex reversal (ESR) and observed also in insects, fish, and 
amphibians [25] (Figure 6).
In reptiles, there is an “open” sex determination program that is different from 
a “closed” program, characteristic of birds and mammals. It is believed that in this 
case, the gender depends on the ratio of estrogens and androgens during sexual dif-
ferentiation of the gonads. The temperature of incubation may change the activity 
of genes encoding aromatase, estrogen receptor, and reductase. It is not excluded 
that different taxonomic groups of animals with TSD have different mechanisms of 
regulation of sex. There may be temperature-sensitive genes sox9 and dax1 (fresh-
water turtles—Emydidae) and genes sox9, sf1, and wt1 (Testudinidae). In mammals, 
this mechanism is not valid, because the Y chromosome has genes that inhibit the 
aromatase enzyme.
For Mississippi alligator (Alligator mississippiensis), pond slider turtle (Trachemys 
scripta), and olive ridley (Lepidochelys olivacea, from the family of sea turtles), the 
expression level of the gene dmrt1 was higher during the incubation of embryos at a 
temperature that contributed to the emergence of males. In reptiles and in particular 
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was not up-regulated. These results indicate that AR together with androgens can be a 
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Sex determination by environmental factors is mainly known in reptiles. The 
most well studied temperature sex determination (TSD) is occurring in three of 
the five main taxonomic groups of reptiles: turtles, crocodiles, and lizards, but it is 
not found in snakes. The adaptive significance of such sex determination mecha-
nism is shown. During early embryonic development of gonad, epithelial cells are 
divided and unite in the epidermal strip of mesonephros mesenchyme. Further, 
during the so-called temperature-dependent period under the level of endogenous 
estrogen, such strip forms seminiferous tubules with Sertoli cell epithelium or gaps 
with squamous epithelium. The mechanism of this sex determination is poorly 
understood. Obviously, it is found in species with undifferentiated Y chromosome. 
The transition from the female promoting temperature (FPT) to male promoting 
temperature (MPT) is carried out in a temperature-period (TSP), during the so-
called “window” of vulnerability [24].
In some species of reptiles, GSD is not fixed for life, and the original gender may 
change during development without changing the genotype. This phenomenon is 
known as environmental sex reversal (ESR) and observed also in insects, fish, and 
amphibians [25] (Figure 6).
In reptiles, there is an “open” sex determination program that is different from 
a “closed” program, characteristic of birds and mammals. It is believed that in this 
case, the gender depends on the ratio of estrogens and androgens during sexual dif-
ferentiation of the gonads. The temperature of incubation may change the activity 
of genes encoding aromatase, estrogen receptor, and reductase. It is not excluded 
that different taxonomic groups of animals with TSD have different mechanisms of 
regulation of sex. There may be temperature-sensitive genes sox9 and dax1 (fresh-
water turtles—Emydidae) and genes sox9, sf1, and wt1 (Testudinidae). In mammals, 
this mechanism is not valid, because the Y chromosome has genes that inhibit the 
aromatase enzyme.
For Mississippi alligator (Alligator mississippiensis), pond slider turtle (Trachemys 
scripta), and olive ridley (Lepidochelys olivacea, from the family of sea turtles), the 
expression level of the gene dmrt1 was higher during the incubation of embryos at a 
temperature that contributed to the emergence of males. In reptiles and in particular 
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Trachemys scripta elegans, a large amount of the KDM6B product is observed at a 
temperature favorable for males (MPT) and activates the expression of the dmrt1 
gene, and its reduction represses the expression of dmrt1 and promotes the appearance 
of females. The latter is associated with H3K27 trimethylation. KDM6B is a member 
of the Jumonji gene family. It is believed that such genes are somehow regulated. One 
such regulator—cirbp (cold-inducible RNA binding protein)—has recently been 
described in the turtle Chelydra serpentina [27]. It managed to detect differences in the 
structure of dmrt1-gene in 34 species of reptiles with temperature and genetic mecha-
nisms of sex determination, affecting sequence in exon 2 near DM-binding domain. 
In species with TSD, threonine occurs at position 54 (T54) and serine at position 57 
(S57), while in species with a genetic sex determination mechanism, serine is observed 
in the S54-S57 position. This is obviously only the discovery of the molecular differ-
ences in sex determining gene when changing the mechanism of sex determination 
[28]. The discovery of the triploid male (ZZW) in the colubrid snake testifies to the 
absence of a particular role of the B chromosome in the determination of sex in this 
species [29].
Sex reversal has not yet been demonstrated in nature for any amniote, although 
it occurs in fish and rarely in amphibians. There is only one report about sex change 
in reptiles in the wild (Australian bearded dragon (Pogona vitticeps)) and the use of 
animals with inverse sex in order to experimentally induce a rapid transition from 
GSD to ESD. Controlled mating of normal males to sex-reversed females produces 
a viable and fertile offspring whose phenotypic sex is determined solely by tem-
perature (temperature-dependent sex determination). The W sex chromosome is 
eliminated from this lineage in the first generation which indicates its specific role 
in genetic sex [30].
5. Sex determination in bird
In birds, estrogens play an important role in sex determination. They regulate 
expression of key sex determining genes during the first 3 days of embryonic 
Figure 6. 
The continuum of sex determination. Distribution mechanisms from GSD to ESD, including intermediate 
system to overcome genetic sex determination with environmental factors (GSD + EE) (adopted from 
Valenzuela et al. [26]).
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development and further. At the same time, the set of sex chromosomes is equally 
important. Embryos with two Z chromosomes in birds develop as males, and those 
with ZW chromosomes develop as females. At present, two hypotheses on sex 
determination in birds compete. One of these hypotheses considers the number of Z 
chromosomes as a key sex determining factor, while the other hypothesis supposes 
the presence in W chromosome of the key gene controlling ovarian development 
or suppressing the appearance of testes. The presence in Z chromosome of a strong 
candidate gene for sex determination (DMRT1 gene) supports the dose scheme. 
Figure 7 presents a hypothetical scheme of genetic control of primary sex differen-
tiation in Gallus gallus. The gonad appears on the 3.5th day (stage 22) as thickening 
on the surface of mesonephros. It consists of the epithelial layer of somatic and 
germ cells and medullary cordate layer (epithelial cords), which is mixed with mes-
enchymal cells. On the 6.5th day (30th stage), the first sex determining genes are 
activated. In the modern scheme of the genetic control of sex determination in birds 
(practically within the dose scheme), an epigenetic mechanism for switching off the 
single allele of avian key sex determining dmrt1 gene in females through hypermeth-
ylation and using noncoding MHM RNA came into sharp focus (Figure 8) [30–34]. 
Synthetic aromatase inhibitors (an enzyme catalyzing the synthesis of estrogens) 
can induce steady female → male sex inversion. In this case, the left gonad becomes 
an ovotestis, or a testis, and the right gonad becomes a testis. Injection of aromatase 
inhibitors in ovo in most experiments was carried out on the third or fourth day of 
incubation. At the same time, in experimental males, injection of estradiol results 
in reversible feminization of the gonads [35, 36]. Unfortunately, the genetic and 
Figure 7. 
Possible models of primary sex determination in birds by the example of Gallus gallus (adopted from Kuroiwa [33]).
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development and further. At the same time, the set of sex chromosomes is equally 
important. Embryos with two Z chromosomes in birds develop as males, and those 
with ZW chromosomes develop as females. At present, two hypotheses on sex 
determination in birds compete. One of these hypotheses considers the number of Z 
chromosomes as a key sex determining factor, while the other hypothesis supposes 
the presence in W chromosome of the key gene controlling ovarian development 
or suppressing the appearance of testes. The presence in Z chromosome of a strong 
candidate gene for sex determination (DMRT1 gene) supports the dose scheme. 
Figure 7 presents a hypothetical scheme of genetic control of primary sex differen-
tiation in Gallus gallus. The gonad appears on the 3.5th day (stage 22) as thickening 
on the surface of mesonephros. It consists of the epithelial layer of somatic and 
germ cells and medullary cordate layer (epithelial cords), which is mixed with mes-
enchymal cells. On the 6.5th day (30th stage), the first sex determining genes are 
activated. In the modern scheme of the genetic control of sex determination in birds 
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single allele of avian key sex determining dmrt1 gene in females through hypermeth-
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can induce steady female → male sex inversion. In this case, the left gonad becomes 
an ovotestis, or a testis, and the right gonad becomes a testis. Injection of aromatase 
inhibitors in ovo in most experiments was carried out on the third or fourth day of 
incubation. At the same time, in experimental males, injection of estradiol results 
in reversible feminization of the gonads [35, 36]. Unfortunately, the genetic and 
Figure 7. 
Possible models of primary sex determination in birds by the example of Gallus gallus (adopted from Kuroiwa [33]).
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hormonal status of individuals with sex inversion was not investigated. The two 
enzymes required for the synthesis of estrogen, aromatase, and 17-beta-hydroxys-
teroid dehydrogenase (17β-HSD) are synthesized only in ovarian medullary cords 
at the onset of morphological differentiation. It is suggested that the earliest 
expression of aromatase in birds is detected only on the fifth day of embryonic 
development. It is worth mentioning that the appearance of aromatase was recently 
demonstrated as early as in the maternal body, upon oogenesis in the theca layer of 
early follicles [37]. The data obtained make it possible to suggest earlier appearance 
of aromatase and estrogens in female gonadogenesis than that follows from the 
classical scheme of primary sex determination in Gallus gallus [38].
In birds, sex determination depends on sex hormones and sex-hormone-specific 
receptors. Estrogen receptors are also important in this process. In a recent study, 
the gonads and endocrine profile of a gynadromorphic chicken were described. It 
had male features on the right and female features on the left. At sexual maturity, 
the gonads of this bird were largely testicular. The right gonad was a testis, with 
SOX9+Sertoli cells, DMRT1+germ cells, and active spermatogenesis. According to 
histology, the left gonad was primarily testicular, but with a few number of periph-
eral aromatase follicles. The gynandromorph had low levels of serum 17β-estradiol 
(39 pmol/L). In contrast, the gynandromorph had very elevated levels of serum 
testosterone (41.3 nmol/L). Despite the elevated testosterone, the bird was female 
on one side of the body. The right male side was almost entirely ZZ (96%), whereas 
those from the left female side were a mixture of male (77% ZZ) and female 
(23% ZW) cells. It had a low percentage of ZW cells on the female side, but still 
Figure 8. 
The large Z chromosome (82.3 Mb) is drawn to scale next to the degenerate W chromosome (7 Mb). (A) Male 
(ZZ) have two copies of DMRT1 and HEMGN, while the female (ZW) only has one. The MHM locus is 
transcribed from the single Z in the female and may play a role in local dosage and epigenetic regulation of 
DMRT1 in the female. (B) Location and orientation of the 28 protein coding genes that are located on the W 
chromosome (adopted from Hirst et al. [34]).
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had female sex-linked feathering, smaller muscle mass, smaller leg and spur, and 
smaller wattle. This indicates that sexually dimorphic structures such as the wattle, 
spur, and feathering must be at least partly independent of sex steroid effects. Even 
a small percentage of ZW cells appear sufficient to support female-type sexual dif-
ferentiation [39–41]. Studies of chimeric embryos also support the hypothesis that 
avian sexual differentiation is largely, or partly, cell autonomous, involving direct 
genetic factors and steroid hormones.
6. Conclusion
So, estrogens and androgens play important roles in sexual differentiation and 
reproduction, particularly in the development and expression of male and female 
sexual characteristics. These effects are principally mediated by the estrogen and 
androgen receptors (ESRs and ARs), which belong to superfamily of the nuclear 
receptors [42]. The nature of the relationship between sex hormones and gender 
determining genes and the patterns of their interaction remains unclear. For some 
amphibians, the absence of appropriate genes and the replacement by control 
factors of steroid hormones and receptors are postulated. For birds, we can assume 
a special role of heteromorphism of sex chromosome and the presence of a specific 
interaction of the W and Z chromosomes. In this regard, we should mention the 
phenomenon of detection of specific chromosomes (germ line restricted chromo-
somes, GRS) found only in the germ cells of songbirds.
In mammals, aromatase is expressed later in embryonic development and the 
gonadal sex is formed independently of sex hormones and differentiation can occur 
in the absence of steroidogenesis. For mammals, two-step primary sex determina-
tion is typical. At the first stage, its determination is carried out by the sry gene. 
At the second one, sex hormones are synthesized in gonads and genetic endocrine 
regulation of sex development is maintained. It raises questions about the sensitiv-
ity to androgens and estrogens of sex determination in fish, amphibians, reptiles, 
and birds. The functional role of the emerging chromosome heteromorphism is not 
clear. It is believed that the realization of the phenomenon of sex reversal is differ-
ent in nonmammal vertebrates and mammals. It is intended to introduce a special 
term for nonmammal’s sex change [43].
So, determination of gonadal development in vertebrates like testis or ovary was 
initially controlled mainly by sex hormones (fish and amphibians). Later, various 
sex determining genes were involved in this process. The system was quite plastic 
and was able to respond to changes in external conditions (reptiles). The appear-
ance of heteromorphic sex chromosomes (birds) has led to the emergence of some 
specific W chromosomal signal, which provides estrogen control of the develop-
ment of a heterogametic sex. In mammals, the control of the primary determination 
of sex (the appearance of the gonad) becomes purely genetic, and the role of sex 
hormones is reduced to the differentiation of testis or ovaries.
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spur, and feathering must be at least partly independent of sex steroid effects. Even 
a small percentage of ZW cells appear sufficient to support female-type sexual dif-
ferentiation [39–41]. Studies of chimeric embryos also support the hypothesis that 
avian sexual differentiation is largely, or partly, cell autonomous, involving direct 
genetic factors and steroid hormones.
6. Conclusion
So, estrogens and androgens play important roles in sexual differentiation and 
reproduction, particularly in the development and expression of male and female 
sexual characteristics. These effects are principally mediated by the estrogen and 
androgen receptors (ESRs and ARs), which belong to superfamily of the nuclear 
receptors [42]. The nature of the relationship between sex hormones and gender 
determining genes and the patterns of their interaction remains unclear. For some 
amphibians, the absence of appropriate genes and the replacement by control 
factors of steroid hormones and receptors are postulated. For birds, we can assume 
a special role of heteromorphism of sex chromosome and the presence of a specific 
interaction of the W and Z chromosomes. In this regard, we should mention the 
phenomenon of detection of specific chromosomes (germ line restricted chromo-
somes, GRS) found only in the germ cells of songbirds.
In mammals, aromatase is expressed later in embryonic development and the 
gonadal sex is formed independently of sex hormones and differentiation can occur 
in the absence of steroidogenesis. For mammals, two-step primary sex determina-
tion is typical. At the first stage, its determination is carried out by the sry gene. 
At the second one, sex hormones are synthesized in gonads and genetic endocrine 
regulation of sex development is maintained. It raises questions about the sensitiv-
ity to androgens and estrogens of sex determination in fish, amphibians, reptiles, 
and birds. The functional role of the emerging chromosome heteromorphism is not 
clear. It is believed that the realization of the phenomenon of sex reversal is differ-
ent in nonmammal vertebrates and mammals. It is intended to introduce a special 
term for nonmammal’s sex change [43].
So, determination of gonadal development in vertebrates like testis or ovary was 
initially controlled mainly by sex hormones (fish and amphibians). Later, various 
sex determining genes were involved in this process. The system was quite plastic 
and was able to respond to changes in external conditions (reptiles). The appear-
ance of heteromorphic sex chromosomes (birds) has led to the emergence of some 
specific W chromosomal signal, which provides estrogen control of the develop-
ment of a heterogametic sex. In mammals, the control of the primary determination 
of sex (the appearance of the gonad) becomes purely genetic, and the role of sex 
hormones is reduced to the differentiation of testis or ovaries.
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Abstract
The chapter is devoted to the consideration of sex determination in birds. 
The appearance of heteromorphic sex chromosomes (birds) has led to the emer-
gence of some specific W chromosomal signal, which provides estrogen control 
of the development of a heterogametic sex. At present, two hypotheses about sex 
determination in birds compete. One of these hypotheses considers the number 
of Z chromosomes as a key sex-determining factor, while the other hypothesis 
supposes the presence in W chromosome of the key gene controlling ovarian 
development or suppressing the appearance of testes. Into the modern scheme of 
the genetic control of sex determination in birds (practically within the hypoth-
esis of dose compensation), an epigenetic mechanism was added. The appearance 
of gonads in birds is most likely determined by sex hormones and to the greatest 
extent by estrogen under the control of W chromosome. It is desirable to pay 
attention to noncoding RNAs, their connection with the W chromosome and their 
role in bird sex determination.
Keywords: sex determination, sex hormones, sex chromosomes, sex-determining 
genes, bird, Gallus gallus domesticus
1. Introduction
Sex is characterized by a set of features that ensure sexual reproduction. We 
distinguish the primary definition of sex—the emergence of one of two types of 
gonads (organs somatic of nature), their sexual differentiation into final system, 
and the development of two types germ cells. In different groups of vertebrates, 
different mechanisms of sex determination are realized. We consider hypothetical 
schemes of such a process in birds using the example of Gallus gallus domesticus [1]. 
On the one hand, chicken is an important model object of fundamental genetics, 
especially embryogenetics [2], and on the other hand, it has significant practical 
importance for humans: 210 million tons of meat and 1482 billion eggs per year 
[2, 3]. Both males and females are fattened in broiler production. There is cur-
rently no economically worthwhile use of the male of egg breeds. Therefore, the 
1-day cockerels are destroyed, and this applies to 330 million chickens annually in 
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The appearance of heteromorphic sex chromosomes (birds) has led to the emer-
gence of some specific W chromosomal signal, which provides estrogen control 
of the development of a heterogametic sex. At present, two hypotheses about sex 
determination in birds compete. One of these hypotheses considers the number 
of Z chromosomes as a key sex-determining factor, while the other hypothesis 
supposes the presence in W chromosome of the key gene controlling ovarian 
development or suppressing the appearance of testes. Into the modern scheme of 
the genetic control of sex determination in birds (practically within the hypoth-
esis of dose compensation), an epigenetic mechanism was added. The appearance 
of gonads in birds is most likely determined by sex hormones and to the greatest 
extent by estrogen under the control of W chromosome. It is desirable to pay 
attention to noncoding RNAs, their connection with the W chromosome and their 
role in bird sex determination.
Keywords: sex determination, sex hormones, sex chromosomes, sex-determining 
genes, bird, Gallus gallus domesticus
1. Introduction
Sex is characterized by a set of features that ensure sexual reproduction. We 
distinguish the primary definition of sex—the emergence of one of two types of 
gonads (organs somatic of nature), their sexual differentiation into final system, 
and the development of two types germ cells. In different groups of vertebrates, 
different mechanisms of sex determination are realized. We consider hypothetical 
schemes of such a process in birds using the example of Gallus gallus domesticus [1]. 
On the one hand, chicken is an important model object of fundamental genetics, 
especially embryogenetics [2], and on the other hand, it has significant practical 
importance for humans: 210 million tons of meat and 1482 billion eggs per year 
[2, 3]. Both males and females are fattened in broiler production. There is cur-
rently no economically worthwhile use of the male of egg breeds. Therefore, the 
1-day cockerels are destroyed, and this applies to 330 million chickens annually in 
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the European Union alone [1, 4, 5]. This raises ethical issues, and understanding 
the principles of gender genetics, as well as gender selection algorithms in early 
embryos, is extremely important from a fundamental and applied point of view.
2. Sex determination in bird
In birds, females are heterogametic. Embryos with two Z chromosomes in birds 
develop as males, and those with ZW chromosomes develop as females (Figure 1).
At present, two hypotheses about sex determination in birds compete. One of 
these hypotheses considers the number of Z chromosomes as a key sex-determining 
factor, while the other hypothesis supposes the presence in W chromosome of the 
key gene controlling ovarian development or suppressing the appearance of testes. 
A decrease in the expression of doublesex and mab-3-related transcription factor 
1 (DMRT1) protein in ovo as a result of RNA interference of this gene leads to the 
feminization of embryonic gonads in genetic males. In the feminized left gonad, a 
decrease in the expression of the SRY-box transcription factor 9 (SOX9) gene and 
an increase in the expression of the cytochrome P450 aromatase (CYP19A1) gene 
were observed. This observation confirms the hypothesis of the presence of dose 
compensation in the DMRT1 gene. In feminized right gonad, the expression of the 
corresponding genes is very different, indicating differential sensitivity to DMRT1 
between the left and right gonads. Germ cells in feminized gonads are distributed as 
in the ovaries. All this indicates that the DMRT1 gene is necessary for the develop-
ment of testes [6]. But there is no clear evidence that this gene controls the primary 
sex determination (the appearance of testis or ovary).
Figure 1. 
A hypothetical scheme of primary sex differentiation in Gallus gallus. Initially gonads are undifferentiated. 
They consist of an outer cortex and underlying medullary layer. Primordial germ cells (PGCs) are visible on 
3.5 day and are located mainly in the cortex. On the 5.5–6th day (stage 28–30), bilateral testes appear in ZZ 
embryos, and in ZW embryos, the left gonad gives ovary and the right one regresses (adapted from [1]).
41
Specific Features of Sex Determination in Birds on the Example of Gallus gallus domesticus
DOI: http://dx.doi.org/10.5772/intechopen.91178
Figure 2 presents a hypothetical scheme of genetic control of primary sex differ-
entiation in Gallus gallus. The gonad appears on the 3.5th day (stage 22) as thicken-
ing on the surface of mesonephros. It consists of the epithelial layer of somatic 
and germ cells and medullary cordate layer (epithelial cords), which is mixed with 
mesenchymal cells. On the 6.5th day (stage 30), the first genes that determine sex 
are activated.
Into the modern scheme of the genetic control of sex determination in birds 
(practically within the hypothesis of dose compensation), an epigenetic mechanism 
was added ([7, 8], Figure 2).
3. Sex reversal
Sex reversal is the phenomenon whereby organisms developing at sex-specific 
conditions hatch the opposite sex. This can be caused by factors acting as estrogen 
promoters or inhibitors, increasing or decreasing the number of female offspring, 
through controlling aromatase [10]. Synthetic aromatase inhibitors (an enzyme 
catalyzing the synthesis of estrogens) can cause steady inversion of sex from female 
to male. In this case, the left gonad becomes an ovotestis, or a testis, and the right 
gonad becomes a testis. In most experiments injection of aromatase inhibitors in 
ovo is carried out on the 3rd or 4th day of incubation [11, 12]. The proportion of 
individuals with sex inversion and two testes is increased with an earlier introduc-
tion of the inhibitor at the beginning of incubation [13]. However, females with 
inversed sex have got testes with an abnormal development and with an abun-
dance of abnormal spermatozoa in the seminiferous tubules. The experimental 
results suggest that the abnormal development of the testes in the sex-reversed 
Figure 2. 
The simplified gene regulatory network controlling primary sex determination of chicken. Black (from 
male genes) and gray (from female genes) arrows represent positive (→) and negative () interactions, and 
dashed arrows indicate indirect or proposed interactions between Z and Z chromosomes and between Z and W 
chromosomes (adapted from [9]).
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female chicken is jointly regulated by sex-related genes and long noncoding RNAs 
(lncRNA); Wnt (the term wnt is an amalgam of wingless (Wg) and int) and trans-
forming growth factor beta/the bone morphogenetic protein signaling pathways 
(TGFβ/BMP signaling pathways) play an essential role in regulating developmental 
pathways during embryogenesis, including a very important role in the differentia-
tion of gonads and in maintaining their function in chickens [14]. Unfortunately at 
the moment there is no clear concrete data on these issues. It was previously noted 
that the earliest expression of aromatase in birds is detected only on the 5th day of 
embryonic development in the medullary layer of the ovary. It is also worth not-
ing that the appearance of aromatase has recently been demonstrated already in 
the mother’s body, after oogenesis in the theca of early follicles [15]. The effect of 
estrogens on female gonadogenesis follows from the classical scheme of primary sex 
determination in Gallus gallus. At the same time, in experimental males injection of 
estradiol results in reversible feminization [16].
In recent study Morris et al. described the gonads and endocrine profile of a 
gynandromorphic chicken. Its right side had male features, and the left side had 
female features. Almost all cells (96%) on the right side had a ZZ karyotype, and 
the left side had a mixture of cells with ZZ and ZW karyotypes. Moreover, the 
number of cells with the ZW karyotype was much smaller than with the ZZ karyo-
type. A reduced percentage of cells with the ZW karyotype (23%) did not affect the 
manifestation of female traits. Based on these observations, Morris et al. concluded 
that even a small percentage of ZW cells is sufficient for female differentiation. 
They also confirm the hypothesis of the existence of cell autonomy, on which sexual 
differentiation in birds depends [17].
Thus, comparing the results of experiments on the inversion of sex and the 
search for a sex-determining gene in chickens, it can be assumed that the primary 
determination of the sex of birds is determined by the estrogens content in the early 
stages of embryogenesis. The role of DMRT1 is associated with the correct regular 
inclusion of spermatogenesis genes.
4. Female heterogametic system
A heterogametic sex is a genetically determined sex that corresponds to the 
presence in the cells of the body of two different sex chromosomes or one, in 
a double dose leading to the formation of an alternative sex. Heterogametic 
individuals give two groups of gametes (according to the content of different sex 
chromosomes). In animals with a heterogametic male sex, the letters X and Y are 
used to designate sex chromosomes. Individuals, normally carrying a pair of sex 
chromosomes X and Y or one chromosome X, are males, and two chromosomes 
X are females. This group includes mammals, most species of insects, and many 
other groups. If the heterogamous sex is female, then other designations for sex 
chromosomes are used—Z and W. Individuals with the genotype ZZ are males; 
ZW are females. Heterogamous female sex is characteristic of Lepidoptera 
insects, reptiles, and birds. In these species, sex is not determined during 
fertilization, but during meiosis. There is no full dose compensation. Female 
heterogametic systems are very different from the male heterogametic systems. 
For example, dosage compensation is incomplete in birds. Z-linked genes are 
higher expressed in males (with two Z chromosomes) than in females (with one 
Z chromosome), and only a subgroup of genes have the same dose of expression 
between the sexes. Two male hypermethylated (MHM) regions (MHM1 and 
MHM2) were found on the Z chromosome with extreme differences in DNA 
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methylation between male and female chicken [18, 19]. Most of the samples 
analyzed showed a limited effect of MHM1 on transcription of DMRT1. The role 
of DMRT1 in determining sex in chickens, which may depend on developmental 
stage and tissue, needs further evaluation [19]. The similarity and difference 
between the female and male heterogametic system are shown in Table 1.
The genome can differentiate tissue-specific. An excellent example of this is 
the presence of the germline-restricted chromosome (GRC) in the genome of 
some songbirds. It is absent in somatic cells. GRC is inherited through the female 
germline and eliminated from the somatic cells during early embryogenesis. Also 
it was found that GRC contains genes that are paralogous to genes on autosomes 
and the Z chromosome. More than 38 GRC-linked genes were found in a large 
number of copies. There are no mobile elements on GRC. The GRC is enriched 
in genes that are highly expressed in gonads and are involved in the development 
of female gonads. Germline-restricted chromosomes are probably widespread in 
the highly dynamic evolutionary history of songbirds, which leads to significant 
differences between the genome of germline cells and the genome of somatic 
Female heterogametic system Male heterogametic system
System of sex 
chromosomes
ZW/ZZ XX/XY
Gender carrying with two 
types of gametes
Female Male
Type of gametes that 
determines gender
Eggs Spermatozoids
An event that leads to sex 
determination
Meiosis (first division) Fertilization
Moment of sex 
determination regarding 
fertilization
Long before fertilization In the moment of fertilization
Type of gametes in which 
material is stored for 
the development of a 
heterogametic sex
Eggs Eggs
Role of eggs before 
fertilization
Storage of substances necessary 
for the development of zygotes, 
including various types of RNA, 
during egg maturation
Storage of substances necessary 
for the development of zygotes, 
including various types of RNA, 
during egg maturation
Role of sperm in egg 
fertilization
Start of development, introducing 
genetic material associated with 
the Z chromosome
Start of development, introducing 
genetic material associated with the 
Y chromosome
Possible involvement of sex 
chromosomes in the storage 
of substances
Possible involvement of Z or W 
chromosomes
Only the X chromosome is involved
Dose compensation Incomplete for Z (male) Complete for X (female)
Feature of the alternative 
sex chromosome (W or Y)
Almost completely consists 
of repeats, completely 
heterochromatic
Almost completely consists 
of repeats, completely 
heterochromatic
Origin of alternative sex 
chromosome (W or Y)
Maternal Paternal
Table 1. 
The similarity and difference between the female and male heterogametic system.
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methylation between male and female chicken [18, 19]. Most of the samples 
analyzed showed a limited effect of MHM1 on transcription of DMRT1. The role 
of DMRT1 in determining sex in chickens, which may depend on developmental 
stage and tissue, needs further evaluation [19]. The similarity and difference 
between the female and male heterogametic system are shown in Table 1.
The genome can differentiate tissue-specific. An excellent example of this is 
the presence of the germline-restricted chromosome (GRC) in the genome of 
some songbirds. It is absent in somatic cells. GRC is inherited through the female 
germline and eliminated from the somatic cells during early embryogenesis. Also 
it was found that GRC contains genes that are paralogous to genes on autosomes 
and the Z chromosome. More than 38 GRC-linked genes were found in a large 
number of copies. There are no mobile elements on GRC. The GRC is enriched 
in genes that are highly expressed in gonads and are involved in the development 
of female gonads. Germline-restricted chromosomes are probably widespread in 
the highly dynamic evolutionary history of songbirds, which leads to significant 
differences between the genome of germline cells and the genome of somatic 
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chromosomes in the storage 
of substances
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Only the X chromosome is involved
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of repeats, completely 
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The similarity and difference between the female and male heterogametic system.
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cells. This is a new mechanism for minimizing the genetic conflict between germ 
line cells and somatic cells [20, 21].
5. W chromosome and its role
Chicken W chromosome has a length of about 7.08 Mb and contains 28 genes. It 
was shown that the decay of genes specific for the W chromosome is not random, 
and therefore it was suggested that the content of the surviving genes associated 
with the W chromosome was under high evolutionary pressure due to absence of 
recombination. There are no genes on the W chromosome that determine sex. In the 
evolution of bird karyotypes, the W chromosome has undergone extensive degrada-
tion and accumulation of repetitive DNA [22, 23]. Notably, the most common W 
chromosome-specific repeats XhoI, EcoRI, SspI, and newly described (GGAAA)
n are compacted in densely packed chromomeres and do not transcribe at the 
lampbrush stage. XhoI, EcoRI, and SspI were shown to lack any significant homol-
ogy between Galliformes, Ciconiiformes, and Passeriformes. Komissarov et al. 
Figure 3. 
Chicken W lampbrush chromosome diagram with localized repeat blocks. Chromomeres are numbered from 
the free end of the W chromosome to the chiasma region. Loop-related repeats are indicated by thin arrows. 
Non-transcribed repeat locations are marked with thick arrows (adapted from [23]).
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suggested independent accumulation of specific DNA repeats, which occurred after 
initial divergence of Z and W chromosomes (Figure 3, [23]).
The determination of the function of repeating sequences on Y or W chro-
mosomes is in its infancy, but it is clear that these sequences play a functional 
role in gene regulation and chromatin structure [23]. Banded krait minor (Bkm) 
satellite repeat in the W chromosome consists of tandem arrays of GATA nucleo-
tides. Tissue-specific protein that binds specifically to Bkm repeats, known as 
Bkm-binding protein (BBP), is involved in the coordinated decondensation of the 
heterogametic sex chromosomes in germ cells. It is known that GATA repeats play a 
conservative role of insulators [24, 25].
The transcriptome of sex-inversed chickens has a wide variety of lncRNA 
classes compared to the transcriptome of ordinary males. lncRNAs are classified as 
a separate class of non-protein-coding genes. These genes do not encode proteins 
and do not have open reading frames; their functional constraints differ from 
those for protein-encoding genes or genes where most of the nucleotide sequence 
is necessary for a function similar with tRNA. Despite this, relatively few lncRNAs 
have been studied in detail. They present high sequence divergence between species. 
Nonetheless, similar or equivalent lncRNAs perform the same functions in different 
organisms [26]. The W chromosome is necessary for the appearance of the ovary. 
Individuals containing it are always females (Table 2) [27, 28]. A specific factor, 
called F or ZUF (Z upregulated factor), is involved in gene dose compensation in 
determining sex. This W-specific factor can control gene expression from the single 
Z chromosome of the heterogametic sex [27]. Unlike mammals, we never see birds 
with differences in the number of Z and W chromosomes; it seems that there are 
no bird equivalent to women with XO with one X chromosome and men with XXY 
chromosomes. Perhaps such changes are lethal in birds.
6. The ability to choose the sex of the descendants of female birds
There is some experimental evidence that sexual cleavage in birds may not be 
random [29, 30]. This corresponds to the previously reported effects of hormonal 
Ploidy Sex chromosomes ZUF Z dosage Z/A ratio Phenotype
Normal
2A ZZ — 1*2Z = 2 1,00 M
2A ZW + 2*1Z = 2 1,00 F
Aneuploid
2A ZO — 1*1Z = 1 0,50 M (dead)
2A ZZZ — 1*3Z = 3 1,50 M (dead)
2A ZZW + 2*2Z = 4 2,00 F (dead)
2A ZWW + 2*1Z = 2 1,00 F
Triploid
3A ZZZ — 1*3Z = 3 1,00 M
3A ZZW + 2*2Z = 4 1,33 F/M
3A ZWW + 2*1Z = 2 0,67 F (dead)
ZUF = Z upregulated factor.
Table 2. 
The number of Z chromosomes and phenotype of aneuploid chickens [27].
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no bird equivalent to women with XO with one X chromosome and men with XXY 
chromosomes. Perhaps such changes are lethal in birds.
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3A ZZW + 2*2Z = 4 1,33 F/M
3A ZWW + 2*1Z = 2 0,67 F (dead)
ZUF = Z upregulated factor.
Table 2. 
The number of Z chromosomes and phenotype of aneuploid chickens [27].
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manipulations on the offspring. It appears that there is a critical level of corticos-
terone needed to manipulate the sex of the offspring and that this level must be 
achieved within a relatively short time (Figure 4, [31–34]).
Proposed preovulatory mechanisms for a primary sex ratio bias in birds include 
(1) asynchronous sex-specific follicular development, (2) segregation distortion 
or meiotic drive, and (3) selective resorption of postmeiotic and preovulatory 
follicle (Figure 5).
There are hypotheses that explain sex ratio bias (SR bias). These are sex-
specific fertilization and sex-specific embryo mortality. Now they are not relevant. 
Hormonal fluctuations caused by external factors that the female encounters 
alter the normal process of meiosis I (MI, the first meiotic division), blocking the 
segregation of the first polar body (PB) (Figure 6, [32]). But not only maternal 
hormones and other components of the yolk might affect the result. Temperature is 
another factor responsible for differential embryonic mortality in birds.
Figure 4. 
The proposed scheme of biosynthesis of important steroid hormones (adapted from [34]).
Figure 5. 
The suggested mechanisms of bias of the primary sex ratio in birds. (1) The first mechanism implies the 
existence of factors within the follicles prior to meiosis. (2) Meiotic drive suggests that factors during meiosis I 
cause nonrandom segregation of sex chromosome. (3) Third mechanism involves sex-specific follicle abortion 
and subsequent resorption after meiosis and before ovulation (adapted from [35]).
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Gonadal sex determination refers to the decision to differentiate as a testis or 
an ovary [29], such that sex determination occurs chronologically before sex dif-
ferentiation and glucocorticoids (GCs) could interfere with both processes. For 
instance, in avian species, corticosterone may influence sex chromosome segre-
gation at the first meiotic division, thereby acting directly on sex determination. 
Figure 6. 
Exclusion of the first polar body (PB) as a possible mechanism of deviation from the primary SR bias in birds 
(adapted from [32]).
Figure 7. 
Mechanism of influence of glucocorticoids (GCs) on determination and differentiation of sex in vertebrates 
(adapted from [10]).
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This is possible because, in birds, females are the heterogametic sex (ZW chro-
mosomes) and have therefore a high degree of control over the sex ratio of the 
offspring they produce (Figure 7, [10, 34]). Future studies regarding sex ratio 
bias in birds should focus on the cellular and molecular mechanisms of sex ratio 
bias by examining the gene and protein expression during meiosis using genom-
ics and proteomics techniques.
7. Conclusion
For birds, the DMRT1 gene is considered as the sex-determining gene. The main 
argument is the change in the sex of male after turning it off with the use of inter-
fering RNA on the 1st day of incubation [6]. There is also the possibility of changing 
the sex by introducing an aromatase inhibitor, usually on day 5.5 or even at the very 
beginning of incubation in the direction of the female → male [11–13]. According 
to recent data, aromatase appears already in the layer of early follicles [14]. The 
unstable alteration of males into females after injection of estrogen is worth men-
tioning [16]. The indispensable presence of the W chromosome in females suggests 
that synthesis of estrogens is induced by genes located on this chromosome. It can 
be assumed that this process is triggered by the inclusion of a number of factors 
using lncRNA. The primary sex determination is the onset of testis or ovary before 
differentiation (Figure 8).
Dmrt1 is unusual in that it is expressed by both Sertoli cells and germ cells. 
Deletion or inactivation of DMRT1 gene in human resulted in XY male-to-female 
sex reversal. DMRT1 is required for a stable testis phenotype. It is well known that 
retinoic acid (RA) signaling between Sertoli cells and germ cells is essential for adult 
mammalian spermatogenesis. In the absence of DMRT1, RA signaling may also 
activate genes that can drive male-to-female transdifferentiation. Gonad sex identity 
may be able to switch at adult stage in some fish species. In mammals the gonadal 
phenotype remains stable for the rest of life. In birds the function of DMRT1 is not 
primary sex determination, but maintenance of already formed testis [37]. The 
Figure 8. 
Stages of gonadal sex determination: the stage of initiation, maintenance, and stabilization. The sex reversal 
can only occur at stages of initiation and maintenance. The complete sex alteration can only occur at the 
stabilization stage (adapted from [36]).
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appearance of gonads in birds is most likely determined by sex hormones and to 
the greatest extent by estrogen under the control of W chromosome. The role of the 
DMRT1 gene is to maintain and develop testis.
It can be assumed that the W chromosome causes the appearance of ovaries 
through the control of estrogen synthesis and their interaction with the correspond-
ing receptors. The W chromosome seems to have no specifically female genes. Over 
the years, it was believed that the main function of RNA is to act as an intermediary 
in the process of reading a protein sequence from the gene encoding it. Therefore, 
one of the biggest surprises in modern biology was the discovery that protein-
coding sequences comprise less than 2% of the total genome; then it has been found 
that at least 90% of the human genome is actively transcribed. It should be noted 
that lncRNA are transcripts that do not encode protein and have a length of more 
than 200 nucleotides. However, despite debates, the proof that certain lncRNA 
clearly play first-line roles in development, pluripotency, dosage compensation, 
establishment of chromatin structure, genome maintenance, and as tumor suppres-
sors or oncogenes is not contested [38, 39]. It assumes that the development of testis 
in male of chicken is co-regulated by sex-related genes and long noncoding RNA, 
and Wnt and TGFβ/BMP signaling pathways have a very important role in gonadal 
differentiation. It is desirable to pay attention to noncoding RNAs, their connection 
with the W chromosome and their role in bird sex determination.
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Krüppel-like factors (KLFs) are a family of zinc finger transcription factors 
(ZF-TF) that are now known to be involved in complex biological processes includ-
ing cancer, proliferation, and cardiovascular disease as well as developmental 
processes. KLFs first gained notoriety when it became known that they are crucial 
for promoting and maintenance of stem cell pluripotency. Over the past 20 years 
since the discovery of Krüppel-like factor 1 (KLF1), this transcription factor family 
has grown to include 18 members and 7 closely related members of the specificity 
protein 1 (Sp1) family. In the present study, we review the mechanisms related to 
regulation of KLFs by direct promoter activation or repression. We will also review 
and discuss some mechanisms of posttranslational modifications that could affect 
KLF function. We seek to understand how these transcriptional regulators are 
themselves regulated and how that regulation could become aberrant during vari-
ous disease processes.
Keywords: Krüppel-like zinc finger proteins, transcription, posttranslational 
modification, epigenetics, RNA, promoters
1. Introduction
The specificity protein 1 (Sp1)/Krüppel-like factor (KLF) proteins are a family 
of highly conserved transcription factors that are characterized by the presence 
of three highly homologous Cys2/His2-type zinc fingers near the C-terminus 
that bind GC/CACCC box. Amino acid sequences in the transcription activation/
repression domains are less conserved among family members; however, there are 
subfamilies based on sequence similarities within this group. These subfamilies 
tend to share co-activators or co-repressors to aid in how they regulate genes. So far, 
seven members in the specificity protein (Sp) subgroup and 18 members in the KLF 
subgroup have been identified in mammalian cells [1]. This family of transcription 
factors is able to function as both transcriptional activators and repressors based 
on the gene and cellular contexts. KLFs gained notoriety as Krüppel-like factor 4 
(KLF4), Krüppel-like factor 2 (KLF2), and Krüppel-like factor 5 (KLF5) were sug-
gested to be important for embryonic stem cells and stem cell reprogramming [2–7] 
alongside Oct4, Sox2, and Nanog. However, we have only begun to touch the surface 
of the transcriptional control these factors exert during embryonic development, 
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tend to share co-activators or co-repressors to aid in how they regulate genes. So far, 
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factors is able to function as both transcriptional activators and repressors based 
on the gene and cellular contexts. KLFs gained notoriety as Krüppel-like factor 4 
(KLF4), Krüppel-like factor 2 (KLF2), and Krüppel-like factor 5 (KLF5) were sug-
gested to be important for embryonic stem cells and stem cell reprogramming [2–7] 
alongside Oct4, Sox2, and Nanog. However, we have only begun to touch the surface 
of the transcriptional control these factors exert during embryonic development, 
maintenance of normal function, and the breakdown of normal processes seen in 
many diseases.
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The goal of this chapter is to begin to describe our current knowledge of how the 
KLFs are regulated during development or disease. We seek to begin to understand 
the ways cells either promote or repress the presence of the KLFs through a variety 
of transcriptional and translational mechanisms.
2. Regulation by and of KLFs
2.1 Krüppel-like factor 1
Krüppel-like factor 1 (KLF1) or erythroid Krüppel-like factor is an essential tran-
scription factor for erythroid development and was found to be key in the regulation 
of many facets of blood development. KLF1 is expressed in the developing blood as 
well as being weakly expressed in mast cells [1]. KLF1 is key to blood development as 
Klf1−/− mice die around E14 due to severe anemia [8]. Several studies also showed 
KLF1 is able to directly bind to the β-globin promoter to activate the gene’s transcrip-
tion as part of fetal hematopoiesis in the liver [9, 10]. The null embryos provided a 
wealth of knowledge about KLF1 early on, suggesting that β-thalassemia could be 
linked with KLF1 deletions [11]. More recent studies have also shown that KLF1 is 
able to either directly or indirectly repress the transcription of the 𝛾𝛾-globin gene to 
promote the expression of β-globin during blood development [12].
In humans, >140 KLF1 variants, causing different erythroid phenotypes, have 
been described. The KLF1 Nan variant, a single amino acid substitution (p.E339D) 
in the DNA-binding domain, causes hemolytic anemia and is dominant over wild-
type KLF1 [13]. This variant in the developing liver demonstrates defects in ery-
throid maturation that resemble those seen with the KLF1−/−, again demonstrating 
the importance of KLF1 in blood development. Furthermore, recent studies suggest 
that there is an enhancer element in the KLF1 gene that is susceptible to methylation 
and that elevated levels of methylation in that region correlate with patients with 
juvenile myelomonocytic leukemia (JMML) [14]. KLF1 was also found to play a role 
in the inhibition of megakaryocytes while also stimulating erythroid lineages at the 
same time [15].
2.2 Krüppel-like factor 2
Krüppel-like factor 2 or lung Krüppel-like factor (LKLF) was isolated in humans 
in 1999 and found to be 85% similar in nucleotide identity and 90% similar in its 
amino acids to mouse and located on chromosome 19p13.1 [16]. Of special interest, 
a region of 75 nucleotides within its proximal promoter was found to be identical 
between human and mouse [16]. This identical region in the mouse and human 
promoters for KLF2 has been found to be critical for its regulation in lung, blood, 
endothelial cell, and T lymphocyte development [15–22]. KLF2 was shown to be 
essential for normal development within mice, and knockout embryos were lethal 
around day 12.5 and lung function was also severely impaired in KLF2−/− chimeras 
[22]. KLF2 expression appears to also be important for the maintenance of normal 
lung function, as methylation of KLF2 was associated with metastasis and worsen-
ing prognosis in non-small-cell lung cancer [23].
KLF2 was also shown to be essential for early erythropoiesis and regulation of 
the β-globin gene, and klf2−/− mice also exhibited hemorrhage in developing blood 
cells [17]. In mature T cells, KLF2 is required for T-cell trafficking, and elimination 
of KLF2 in T cells affects the expression of sphingosine-1-phosphate receptor and 
CD2L and beta7 integrins, receptors all important in T-cell trafficking [18, 24]. 
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ERK5 was also shown to be important in T-cell activation, and ERK5−/− cells were 
unable to activate genes for T-cell function [25, 26].
KLF2 is also an important regulator of heart and aorta development and normal 
maintenance of endothelial cells [27–29]. KLF2 has been shown to be activated by 
shear stress through the conserved 75-base pair region in the human and mouse 
promoters [30]. This region was shown to requite PI3K for activation and PCAF 
(p300/CAMP-response element-binding protein-associated factor) and hetero-
geneous nuclear riboprotein D to induce acetylation of H3 and H4 histones [31]. 
Additional riboproteins and acetyltransferases such as HnRNP-U, hnRNP-D, and 
p300 were also found to bind via this conserved region in the KLF2 promoter [32]. 
KLF2 was also found to be activated by nucleolin in endothelial cells following shear 
stress, and activation via nucleolin was also PI3K dependent [33].
In terms of a negative regulation of KLF2 in endothelial cells, KLF2 was shown 
to be negatively regulated by p53, which bound to the KLF2 promoter to induce 
deacetylation of the KLF2 histone H3 [34]. Tumor necrosis factor alpha (TNF-α) 
was shown to activate NF-Кβ p65 to complex with histone deacetylase 4 to prevent 
MEF2 binding to the KLF2 promoter, demonstrating a possible additional mecha-
nism of the downregulation of KLF2 in endothelial cells in response to injury. 
Finally, low-density lipoprotein (LDL) cholesterol was found to stimulate the meth-
ylation of both DNA and histones on the KLF2 promoter and to contribute to the 
downregulation of KLF2 in response to LDL cholesterol. These mechanisms suggest 
there are a number of complex pathways that control the expression of KLF2 in a 
number of different tissue types.
2.3 Krüppel-like factor 3
Krüppel-like factor 3 (KLF3) or basic Krüppel-like factor (BKLF) is widely 
expressed and abundant in erythroid cells. KLF3 is believed to regulate adipo-
genesis, erythropoiesis, and B-cell development [35, 36]. KLF3 is able to interact 
with the co-repressor CtBP to repress gene transcription much like Krüppel-like 
factor 8 (KLF8) and Krüppel-like factor 12 (KLF12), and the N-terminal repression 
domain is important for this interaction in KLF3 [37–39]. KLF3 has been found to 
be sumoylated and that this sumoylation also affects its interaction with CtBP [37]. 
KLF3 has been shown to have a role in adipogenesis as forced expression of KLF3 
was shown to block adipocyte differentiation [40]. Recent methylation data from 
endothelial cells demonstrates that KLF3 is highly methylated in flow-dependent 
conditions but can be reversed with 5-aza-2′-deoxycytidine treatments [41]
2.4 Krüppel-like factor 4
Krüppel-like factor 4 or gut-enriched Krüppel-like factor (GKLF) or endothelial 
zinc finger (EZF) protein is most similar to KLF2 and functions in the regula-
tion of the epithelial of the gut and skin, endothelial cells, smooth muscle cells in 
vascular disease, and induced pluripotent stem cells (iPSC) [1, 42]. KLF4−/− mice 
died shortly after birth due to epithelial barrier defects in skin and gut barriers 
[43]. KLF4 is regulated by AP-2alpha during early and mid-embryogenesis to help 
regulate proliferation [44].
KLF4 became well-known after the discovery that it was one of the regulat-
ing factors along with Oct4, Sox2, and Nanog of induced pluripotent stem cells 
[4–7]. Oct4 was later found to regulate the expression of KLF2, while LIF/Stat3 
was thought to regulate the activation of KLF4 in embryonic stem cells [45, 46]. 
Additional studies have suggested that posttranslational modifications increase or 
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decrease the stability of KLF4 mRNA and these modifications control the exit from 
pluripotency [47]. Furthermore, these modifications mediate the ability of KLF4 to 
complex with other pluripotency transcription factors and bind DNA. Finally, Oct4 
has been shown to contain a linker region that is important for loosening chromatin, 
complexing with Brg1, and allowing for KLF4 to bind during cellular reprogram-
ming [2]. Clearly, the interactions and mechanisms of pluripotency factors in stem 
cells are complex and require further investigation.
KLF4 is required for normal functioning of the gut epithelial as deletion of 
KLF4 resulted in altered proliferation [48]. KLF4 and KLF5 are often found in the 
same types of tissues, bind to similar or identical DNA elements, and often exert 
opposing affects in different tissue types. KLF4 has been found to bind with p53 on 
the p21 genes in epithelial cells and in smooth muscle cells to inhibit proliferation 
[42, 49, 50].
In the case of smooth muscle cell proliferation, sumoylation of KLF4 causes it to 
fall off the p21 promoter and decreases p21 transcription following PDGF-BB treat-
ments [51]. Sumoylation is also believed to affect binding of KLF4 to smooth muscle 
marker genes in TGFβ treatment [52, 53]. In smooth muscle cells in vascular disease, 
KLf4 has been shown to be activated by Sp1 and Oct4 binding to the KLF4 promoter 
[54, 55]. Separately, in macrophages KLF4 sumoylation promotes an IL-4-induced 
macrophage polarization to an M2 state, suggesting KLF4 plays a role in inflamma-
tion and macrophage polarization states [56]. However, in endothelial cells KLF4 
is important along with KLF2 for the maintenance of endothelial cell integrity and 
normal endothelial barrier function [29]. KLF4 function in vascular disease could 
fill chapters of books investigating its many roles and functions; however, our goal 
is to highlight some of the mechanisms of its regulation in these processes.
Finally, KLF4 is also regulated by DNA methylation in several different types of 
cancers. KLF4 was found to be hypermethylated in renal cell carcinomas [57] and 
endometrial cancers [58]. However, a surprising discovery was KLF4 can bind to 
methylated regions of chromatin to mediate activation of transcription without the 
need for demethylation of the DNA in some types of cancer cells [59, 60]. These 
studies demonstrate a new role for some transcription factors as methylation read-
ers in the transcription process.
2.5 Krüppel-like factor 5
Krüppel-like factor 5 or intestinal-enriched Krüppel-like factor (IKLF) or basic 
transcription element-binding protein 2 (BTEB2) is located on chromosome 13q22.1 
and is important in the expression of the gut epithelia, vascular smooth muscle 
cells, and white adipose tissues [1, 61]. KLF5 is important in epithelial cells as it is 
located in the base of the crypts where cells are proliferating toward the villi. In 
general, KLF4 and KLF5 have been shown to compete to the same sites on DNA [62] 
and have also been suggested to be involved in their own regulation [42]. KLF5 has 
been shown to be important in gastric tumor progression and initiation and often 
correlate with KRAS mutations [63, 64].
KLF5 has also demonstrated to be important in the development and mainte-
nance of the heart, aorta, and lung systems [20, 65–69]. Following angiotensin 
II induction, KLF5 was shown to bind to PDGF-A and activate it. KLF5 was also 
shown to be activated by RARα binding site in the KLF5 promoter [65, 70]. KLF5 
has been shown to be regulated by acetylation. When KLF5 is associated with p300, 
it is acetylated and able to activate gene expression. Conversely, when SET is bound 
to KLF5, it prevents acetylation of KLF5 and its transcriptional activity [71]. These 
studies suggest that KLF5 can be regulated directly by modifications to control its 
transcriptional activity.
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Expression of KLF5 in breast cancers was found to be correlated with a nega-
tive prognosis and decreased survival [72], while in clear cell renal cell carcinoma, 
hypermethylation and decreased expression of KLF5 were associated with a poorer 
prognosis [73]. Hypermethylation of KLF5 in acute myeloid leukemia was also 
associated with a poorer prognosis [74]. These studies suggest that KLF5 function 
in cancer is cell and perhaps even cell lineage specific. Within various cancers, 
KLF5 has also been demonstrated to be regulated by micro-RNAs. In gastric cancer, 
miR-145-5p directly targets KLF5 and promotes the differentiation of gastric cancer 
via KLF5 downregulation [75]. Separately, in hepatocellular carcinoma miR-214-5p 
acted as a tumor suppressor that could directly target and promote the downregula-
tion of KLF5 [76]. These data demonstrate complex regulatory pathways involved in 
KLF5 regulation in cancer progression.
2.6 Krüppel-like factor 6
Krüppel-like factor 6 (KLF6) or zinc finger transcription factor 9 (ZF9) has been 
shown to be important for endothelial biology, adipogenesis, and tumor suppres-
sion in a wide variety of cancers. During embryogenesis, it is expressed in a time-
sensitive manner in the kidney, cornea, gut, and yolk sac [77–80]. KLF6−/− mice 
are embryonic lethal due to yolk sac abnormalities [77–80]. KLF6 has been sug-
gested to have a role in endothelial vascular remodeling following injury as it binds 
and activated urokinase plasminogen activator 1, endoglin, and matrix metallopro-
teinase 9 [81]. Interestingly, KLF6 has an alternative form of regulation because the 
gene produces at least four different isoforms that are able to affect DNA binding 
and transcription [82]. The full-length isoform of KLF6 is believed to function as 
a tumor suppressor and can be regulated by loss of heterozygosity, mutation, or 
decreased expression in different cancer types. The full-length KLf6 was found to 
have one deleted allele in prostate cancer, and the leftover allele was mutated 71% 
of the time, preventing KLF6 from functioning to activate p21 [83]. Of the isoforms 
of KLF6, the Krüppel-like factor 6 splice variant 1 (KLF6-SV1) was found to be 
oncogenic and upregulated in prostate, lung, and breast cancers and inhibits the 
activity of the full-length KLF6 [82]. This is the first KLF to be regulated in part 
by alternative splicing and suggests that directed targeting of the splice variants of 
KLF6 could represent a potential target for elimination therapy.
KLF6 can be regulated by methylation both to downregulate its expression and 
to prevent its binding to certain sites in cancer. Studies have suggested a possible 
role for methylation of KLF6 in hepatocellular carcinoma and in colorectal cancer 
[84, 85]. Separately, KLF6 can be prevented from binding on the SIRT5 promoter by 
the presence of DNA methylation during adipocyte differentiation [86]. KLF6 also 
could not bind the tissue factor pathway inhibitor-2 promoter following hyper-
methylation of its promoter during adipocyte formation [87].
2.7 Krüppel-like factor 7
Krüppel-like factor 7 (KLF7) or ubiquitous Krüppel-like factor (UKLF) has high 
expression in the brain and spinal cord and is important in the developing brain and 
nervous system [88]. KLF7 was identified originally in 1998, located on chromosome 
2, and was believed to share a strong similarity with KLF6 [89]. Studies by Laub 
et al. found that KLF7 was important for upregulation of p21, repression of cyclin 
D1, and growth arrest in neuronal cells, thereby helping to lead to their differentia-
tion and maturation [88]. In separate but related studies, the same laboratory found 
that elimination of KLF7 leads to neonatal lethality and the elimination affected 
areas of the olfactory, visual system, cerebral cortex, and hippocampus [90]. 
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decrease the stability of KLF4 mRNA and these modifications control the exit from 
pluripotency [47]. Furthermore, these modifications mediate the ability of KLF4 to 
complex with other pluripotency transcription factors and bind DNA. Finally, Oct4 
has been shown to contain a linker region that is important for loosening chromatin, 
complexing with Brg1, and allowing for KLF4 to bind during cellular reprogram-
ming [2]. Clearly, the interactions and mechanisms of pluripotency factors in stem 
cells are complex and require further investigation.
KLF4 is required for normal functioning of the gut epithelial as deletion of 
KLF4 resulted in altered proliferation [48]. KLF4 and KLF5 are often found in the 
same types of tissues, bind to similar or identical DNA elements, and often exert 
opposing affects in different tissue types. KLF4 has been found to bind with p53 on 
the p21 genes in epithelial cells and in smooth muscle cells to inhibit proliferation 
[42, 49, 50].
In the case of smooth muscle cell proliferation, sumoylation of KLF4 causes it to 
fall off the p21 promoter and decreases p21 transcription following PDGF-BB treat-
ments [51]. Sumoylation is also believed to affect binding of KLF4 to smooth muscle 
marker genes in TGFβ treatment [52, 53]. In smooth muscle cells in vascular disease, 
KLf4 has been shown to be activated by Sp1 and Oct4 binding to the KLF4 promoter 
[54, 55]. Separately, in macrophages KLF4 sumoylation promotes an IL-4-induced 
macrophage polarization to an M2 state, suggesting KLF4 plays a role in inflamma-
tion and macrophage polarization states [56]. However, in endothelial cells KLF4 
is important along with KLF2 for the maintenance of endothelial cell integrity and 
normal endothelial barrier function [29]. KLF4 function in vascular disease could 
fill chapters of books investigating its many roles and functions; however, our goal 
is to highlight some of the mechanisms of its regulation in these processes.
Finally, KLF4 is also regulated by DNA methylation in several different types of 
cancers. KLF4 was found to be hypermethylated in renal cell carcinomas [57] and 
endometrial cancers [58]. However, a surprising discovery was KLF4 can bind to 
methylated regions of chromatin to mediate activation of transcription without the 
need for demethylation of the DNA in some types of cancer cells [59, 60]. These 
studies demonstrate a new role for some transcription factors as methylation read-
ers in the transcription process.
2.5 Krüppel-like factor 5
Krüppel-like factor 5 or intestinal-enriched Krüppel-like factor (IKLF) or basic 
transcription element-binding protein 2 (BTEB2) is located on chromosome 13q22.1 
and is important in the expression of the gut epithelia, vascular smooth muscle 
cells, and white adipose tissues [1, 61]. KLF5 is important in epithelial cells as it is 
located in the base of the crypts where cells are proliferating toward the villi. In 
general, KLF4 and KLF5 have been shown to compete to the same sites on DNA [62] 
and have also been suggested to be involved in their own regulation [42]. KLF5 has 
been shown to be important in gastric tumor progression and initiation and often 
correlate with KRAS mutations [63, 64].
KLF5 has also demonstrated to be important in the development and mainte-
nance of the heart, aorta, and lung systems [20, 65–69]. Following angiotensin 
II induction, KLF5 was shown to bind to PDGF-A and activate it. KLF5 was also 
shown to be activated by RARα binding site in the KLF5 promoter [65, 70]. KLF5 
has been shown to be regulated by acetylation. When KLF5 is associated with p300, 
it is acetylated and able to activate gene expression. Conversely, when SET is bound 
to KLF5, it prevents acetylation of KLF5 and its transcriptional activity [71]. These 
studies suggest that KLF5 can be regulated directly by modifications to control its 
transcriptional activity.
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Expression of KLF5 in breast cancers was found to be correlated with a nega-
tive prognosis and decreased survival [72], while in clear cell renal cell carcinoma, 
hypermethylation and decreased expression of KLF5 were associated with a poorer 
prognosis [73]. Hypermethylation of KLF5 in acute myeloid leukemia was also 
associated with a poorer prognosis [74]. These studies suggest that KLF5 function 
in cancer is cell and perhaps even cell lineage specific. Within various cancers, 
KLF5 has also been demonstrated to be regulated by micro-RNAs. In gastric cancer, 
miR-145-5p directly targets KLF5 and promotes the differentiation of gastric cancer 
via KLF5 downregulation [75]. Separately, in hepatocellular carcinoma miR-214-5p 
acted as a tumor suppressor that could directly target and promote the downregula-
tion of KLF5 [76]. These data demonstrate complex regulatory pathways involved in 
KLF5 regulation in cancer progression.
2.6 Krüppel-like factor 6
Krüppel-like factor 6 (KLF6) or zinc finger transcription factor 9 (ZF9) has been 
shown to be important for endothelial biology, adipogenesis, and tumor suppres-
sion in a wide variety of cancers. During embryogenesis, it is expressed in a time-
sensitive manner in the kidney, cornea, gut, and yolk sac [77–80]. KLF6−/− mice 
are embryonic lethal due to yolk sac abnormalities [77–80]. KLF6 has been sug-
gested to have a role in endothelial vascular remodeling following injury as it binds 
and activated urokinase plasminogen activator 1, endoglin, and matrix metallopro-
teinase 9 [81]. Interestingly, KLF6 has an alternative form of regulation because the 
gene produces at least four different isoforms that are able to affect DNA binding 
and transcription [82]. The full-length isoform of KLF6 is believed to function as 
a tumor suppressor and can be regulated by loss of heterozygosity, mutation, or 
decreased expression in different cancer types. The full-length KLf6 was found to 
have one deleted allele in prostate cancer, and the leftover allele was mutated 71% 
of the time, preventing KLF6 from functioning to activate p21 [83]. Of the isoforms 
of KLF6, the Krüppel-like factor 6 splice variant 1 (KLF6-SV1) was found to be 
oncogenic and upregulated in prostate, lung, and breast cancers and inhibits the 
activity of the full-length KLF6 [82]. This is the first KLF to be regulated in part 
by alternative splicing and suggests that directed targeting of the splice variants of 
KLF6 could represent a potential target for elimination therapy.
KLF6 can be regulated by methylation both to downregulate its expression and 
to prevent its binding to certain sites in cancer. Studies have suggested a possible 
role for methylation of KLF6 in hepatocellular carcinoma and in colorectal cancer 
[84, 85]. Separately, KLF6 can be prevented from binding on the SIRT5 promoter by 
the presence of DNA methylation during adipocyte differentiation [86]. KLF6 also 
could not bind the tissue factor pathway inhibitor-2 promoter following hyper-
methylation of its promoter during adipocyte formation [87].
2.7 Krüppel-like factor 7
Krüppel-like factor 7 (KLF7) or ubiquitous Krüppel-like factor (UKLF) has high 
expression in the brain and spinal cord and is important in the developing brain and 
nervous system [88]. KLF7 was identified originally in 1998, located on chromosome 
2, and was believed to share a strong similarity with KLF6 [89]. Studies by Laub 
et al. found that KLF7 was important for upregulation of p21, repression of cyclin 
D1, and growth arrest in neuronal cells, thereby helping to lead to their differentia-
tion and maturation [88]. In separate but related studies, the same laboratory found 
that elimination of KLF7 leads to neonatal lethality and the elimination affected 
areas of the olfactory, visual system, cerebral cortex, and hippocampus [90]. 
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They also further investigated the roles of p21 and p27 and found KLF7 affected 
their expression in these areas during development [90]. Additional studies suggest 
that KLF7 regulates a number of genes in olfactory neuron development and axonal 
growth [91, 92]. In corneal epithelial differentiation, KLF7 was found by ChIP-
sequencing to inhibit the activity of KLF4 to promote a corneal “progenitor”-like 
state [93].
KLF7 has also been suggested to play a role in type 2 diabetes. Studies have 
suggested that there are single nucleotide polymorphisms (SNPs) in the KLF7 gene 
that are associated with increased type 2 diabetes in Asian populations [94]. The 
same group further investigated the role of KLF7 and found that overexpression of 
KLF7 impaired the insulin production system and secretion in pancreatic beta cells 
while also inhibiting insulin sensitivity in the peripheral tissues [95]. KLF7 was 
also found to activate the TLR4/NF-kB/IL-6 pathway in adipocytes [96]. Finally, 
KLF7 has recently been also been found to be elevated in gastric cancers in patient 
samples in some populations and has been suggested to be a possible biomarker for 
the disease [97].
2.8 Krüppel-like factor 8
Krüppel-like factor 8 is expressed at low level in most tissue types [1]. KLF8 is 
a member of the same subfamily of Krüppel-like factors that includes KLF3 and 
KLF12 as all three KLFs recruit CtBP to repress transcription [37–39, 98]. These 
data also demonstrated that KLF8 needs its own DNA-binding domain to bind 
DNA but needs its repression domain for interaction with CtBP. KLF8 has been 
shown to be upregulated and activated during several types of cancers including 
those from ovarian, breast, and renal carcinomas [99–101]. KLF8 was also shown 
to activate the FHL2 gene in pancreatic cancer cells and to promote metastasis and 
epithelial-to-mesenchymal (EMT) transitions in pancreatic tumor cells [100, 101]. 
Furthermore, KLF8 was shown in gastric cancer to induce HIF-1 expression and 
promote epithelial-to-mesenchymal transitions in gastric cancer [102]. Finally, 
KLF8 methylation levels were also tested in prostate cancer cell lines but did not 
prove to be causally related to the progression of prostate tumors [103].
2.9 Krüppel-like factor 9
Krüppel-like factor 9 (KLF9) or basic transcription element-binding protein 
(BTEB) is broadly expressed, but its expression is especially high in the develop-
ing brain and thymus and in the smooth muscle of the gut and bladder [1, 104]. 
Interestingly, it has been demonstrated that although the mRNA for KLF9 is 
transcribed in many areas, the brain is the main organ where it is translated into 
protein [105]. The zinc fingers of the KLF9 gene are commonly now thought to be 
very closely related to Sp1 as they have a high sequence similarity. However, beyond 
their DNA-binding domains, these proteins share little sequence similarity [105]. In 
the brain expression, there is a thyroid hormone response element in the promoter 
of the KLF9 gene that accounts for its transcription and expression in the postnatal 
brain [105, 106]. KLF9 was also found to bind to a number of proximal promoter 
regions on genes important for brain function to repress transcription in hippocam-
pal neurons [106, 107].
KLF9 expression has been noted in cancers of the mammary glands and uterus 
because of its ability to interact with the progesterone response elements to stimu-
late progesterone response elements [108, 109]. KLF9 is also required for the devel-
opment of fertility in females as KLF9−/− mice were subfertile and were unable to 
differentiate their reproductive tissue without KLF9 [109]. KLF9−/− mice also were 
61
Transcriptional and Epigenetic Regulation of Krüppel-Like Transcription Factors
DOI: http://dx.doi.org/10.5772/intechopen.91652
found to have aberrant regulation of their intestinal crypt cell proliferation and vil-
lus migration [110]. These data suggest that KLF9 also regulates the smooth muscle 
and the turnover of intestinal cells.
Finally, in follicular lymphoma, KLF9 was found to be hypermethylated and 
silenced in tumors along with a number of polycomb genes [111]. Separately, in 
breast cancer hypermethylation of KLF9 was correlated with a favorable cancer 
prognosis [112].
2.10 Krüppel-like factor 10
Krüppel-like factor 10 (KLF10) or transforming growth factor-inducible early 
gene 1 (TIEG1) is known as a TGFβ-inducible gene as it is rapidly induced by 
TGFβ treatments and then quickly returns back to basal levels [113, 114]. KLF10 is 
induced by multiple members of the TGFβ superfamily and then goes on to sup-
press Smad7 and co-activate together with Smad2. It is believed that KLF10 plays a 
major role in the mediation of TGFβ inhibition of cell proliferation and inflamma-
tion and induction of apoptosis [113, 115]. The rapid induction and then degrada-
tion of KLF10 are believed to be accounted for by SIAH proteasomal degradation 
[113]. In these studies, KLF10 was found to interact directly with SIAH which then 
mediates its degradation [113]. These studies suggest a protein degradation method 
of regulation.
KLF10 has been cited to be important in bone development and osteoporosis, 
adipocyte development, and heart, lung, brain, and T-cell activation [1, 116]. In adi-
pocyte differentiation, C/EBPβ was found to bind and activate the KLF10 promoter, 
while KLF10 bound to the C-EBPα promoter to inhibit its activation [117]. In bone 
development, SNP analysis revealed that variants in the KLF10 gene were associated 
with bone loss in older men [118]. Conversely, studies in KLF10 null mice suggest 
a gender-specific role of KLF10 in the maintenance of bone density [19]. KLF10 
null osteoblasts were also found to be defective in mineralization and in osteoblast 
support of osteoclast differentiation [119]. Finally, KLF10 null mice had impaired 
tendon function as adults with corresponding difficulty in tendon function [120].
In heart development, KLF10−/− mice developed cardiac hypertrophy and an 
increase in ventricle size and an increase in wall thickness, suggesting the impor-
tance of KLF10 to the maintenance of normal heart function [121]. KLF10 is also 
important in T-cell and Treg development along with TGFβ as deletion of KLF10 in 
T cells augmented atherosclerosis and led to impaired T-cell function [122].
KLF10 has been shown to be methylated in pancreatic cancers by DNMT1 with 
a correlation between methylation status and tumor grade [123]. The more the 
methylation and repression of the KLF10 promoter, the worse the tumor grade. 
These studies suggest that an important regulatory mechanism for KLF10 is also via 
methylation of its promoter.
2.11 Krüppel-like factor 11
Krüppel-like factor 11 (KLF11) or transforming growth factor-inducible early 
gene 2 (TIEG2) or FKLF is known to be expressed in the pancreas and in erythroid 
cells in the fetal liver. KLF11 is located in humans at chromosome 2p25 [1, 124–126]. 
KLF11 shares 91% homology with KLF10 in the zinc finger domain and 44% 
homology with the N-terminus of KLF10 [127]. These studies also demonstrated 
that overexpression of KLF11 inhibits cell proliferation [127] and is induced by 
TGFβ signaling pathways.
KLF11 contains three repression domains that are believed to be important for 
its repressor activities [128]. TGFβ signaling pathway induction means that KLF11 
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They also further investigated the roles of p21 and p27 and found KLF7 affected 
their expression in these areas during development [90]. Additional studies suggest 
that KLF7 regulates a number of genes in olfactory neuron development and axonal 
growth [91, 92]. In corneal epithelial differentiation, KLF7 was found by ChIP-
sequencing to inhibit the activity of KLF4 to promote a corneal “progenitor”-like 
state [93].
KLF7 has also been suggested to play a role in type 2 diabetes. Studies have 
suggested that there are single nucleotide polymorphisms (SNPs) in the KLF7 gene 
that are associated with increased type 2 diabetes in Asian populations [94]. The 
same group further investigated the role of KLF7 and found that overexpression of 
KLF7 impaired the insulin production system and secretion in pancreatic beta cells 
while also inhibiting insulin sensitivity in the peripheral tissues [95]. KLF7 was 
also found to activate the TLR4/NF-kB/IL-6 pathway in adipocytes [96]. Finally, 
KLF7 has recently been also been found to be elevated in gastric cancers in patient 
samples in some populations and has been suggested to be a possible biomarker for 
the disease [97].
2.8 Krüppel-like factor 8
Krüppel-like factor 8 is expressed at low level in most tissue types [1]. KLF8 is 
a member of the same subfamily of Krüppel-like factors that includes KLF3 and 
KLF12 as all three KLFs recruit CtBP to repress transcription [37–39, 98]. These 
data also demonstrated that KLF8 needs its own DNA-binding domain to bind 
DNA but needs its repression domain for interaction with CtBP. KLF8 has been 
shown to be upregulated and activated during several types of cancers including 
those from ovarian, breast, and renal carcinomas [99–101]. KLF8 was also shown 
to activate the FHL2 gene in pancreatic cancer cells and to promote metastasis and 
epithelial-to-mesenchymal (EMT) transitions in pancreatic tumor cells [100, 101]. 
Furthermore, KLF8 was shown in gastric cancer to induce HIF-1 expression and 
promote epithelial-to-mesenchymal transitions in gastric cancer [102]. Finally, 
KLF8 methylation levels were also tested in prostate cancer cell lines but did not 
prove to be causally related to the progression of prostate tumors [103].
2.9 Krüppel-like factor 9
Krüppel-like factor 9 (KLF9) or basic transcription element-binding protein 
(BTEB) is broadly expressed, but its expression is especially high in the develop-
ing brain and thymus and in the smooth muscle of the gut and bladder [1, 104]. 
Interestingly, it has been demonstrated that although the mRNA for KLF9 is 
transcribed in many areas, the brain is the main organ where it is translated into 
protein [105]. The zinc fingers of the KLF9 gene are commonly now thought to be 
very closely related to Sp1 as they have a high sequence similarity. However, beyond 
their DNA-binding domains, these proteins share little sequence similarity [105]. In 
the brain expression, there is a thyroid hormone response element in the promoter 
of the KLF9 gene that accounts for its transcription and expression in the postnatal 
brain [105, 106]. KLF9 was also found to bind to a number of proximal promoter 
regions on genes important for brain function to repress transcription in hippocam-
pal neurons [106, 107].
KLF9 expression has been noted in cancers of the mammary glands and uterus 
because of its ability to interact with the progesterone response elements to stimu-
late progesterone response elements [108, 109]. KLF9 is also required for the devel-
opment of fertility in females as KLF9−/− mice were subfertile and were unable to 
differentiate their reproductive tissue without KLF9 [109]. KLF9−/− mice also were 
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found to have aberrant regulation of their intestinal crypt cell proliferation and vil-
lus migration [110]. These data suggest that KLF9 also regulates the smooth muscle 
and the turnover of intestinal cells.
Finally, in follicular lymphoma, KLF9 was found to be hypermethylated and 
silenced in tumors along with a number of polycomb genes [111]. Separately, in 
breast cancer hypermethylation of KLF9 was correlated with a favorable cancer 
prognosis [112].
2.10 Krüppel-like factor 10
Krüppel-like factor 10 (KLF10) or transforming growth factor-inducible early 
gene 1 (TIEG1) is known as a TGFβ-inducible gene as it is rapidly induced by 
TGFβ treatments and then quickly returns back to basal levels [113, 114]. KLF10 is 
induced by multiple members of the TGFβ superfamily and then goes on to sup-
press Smad7 and co-activate together with Smad2. It is believed that KLF10 plays a 
major role in the mediation of TGFβ inhibition of cell proliferation and inflamma-
tion and induction of apoptosis [113, 115]. The rapid induction and then degrada-
tion of KLF10 are believed to be accounted for by SIAH proteasomal degradation 
[113]. In these studies, KLF10 was found to interact directly with SIAH which then 
mediates its degradation [113]. These studies suggest a protein degradation method 
of regulation.
KLF10 has been cited to be important in bone development and osteoporosis, 
adipocyte development, and heart, lung, brain, and T-cell activation [1, 116]. In adi-
pocyte differentiation, C/EBPβ was found to bind and activate the KLF10 promoter, 
while KLF10 bound to the C-EBPα promoter to inhibit its activation [117]. In bone 
development, SNP analysis revealed that variants in the KLF10 gene were associated 
with bone loss in older men [118]. Conversely, studies in KLF10 null mice suggest 
a gender-specific role of KLF10 in the maintenance of bone density [19]. KLF10 
null osteoblasts were also found to be defective in mineralization and in osteoblast 
support of osteoclast differentiation [119]. Finally, KLF10 null mice had impaired 
tendon function as adults with corresponding difficulty in tendon function [120].
In heart development, KLF10−/− mice developed cardiac hypertrophy and an 
increase in ventricle size and an increase in wall thickness, suggesting the impor-
tance of KLF10 to the maintenance of normal heart function [121]. KLF10 is also 
important in T-cell and Treg development along with TGFβ as deletion of KLF10 in 
T cells augmented atherosclerosis and led to impaired T-cell function [122].
KLF10 has been shown to be methylated in pancreatic cancers by DNMT1 with 
a correlation between methylation status and tumor grade [123]. The more the 
methylation and repression of the KLF10 promoter, the worse the tumor grade. 
These studies suggest that an important regulatory mechanism for KLF10 is also via 
methylation of its promoter.
2.11 Krüppel-like factor 11
Krüppel-like factor 11 (KLF11) or transforming growth factor-inducible early 
gene 2 (TIEG2) or FKLF is known to be expressed in the pancreas and in erythroid 
cells in the fetal liver. KLF11 is located in humans at chromosome 2p25 [1, 124–126]. 
KLF11 shares 91% homology with KLF10 in the zinc finger domain and 44% 
homology with the N-terminus of KLF10 [127]. These studies also demonstrated 
that overexpression of KLF11 inhibits cell proliferation [127] and is induced by 
TGFβ signaling pathways.
KLF11 contains three repression domains that are believed to be important for 
its repressor activities [128]. TGFβ signaling pathway induction means that KLF11 
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often cooperates with Smads to induce changes in transcription following TGFβ 
treatment. KLF11 later was found to be activated by several members of the TGFβ 
superfamily and not just by TGFβ treatment alone [114]. Studies have shown in 
neuronal cells that KLF11 regulates the transcription of the dopamine D2 receptor 
by complexing with p300, a histone acetylase, to promoter transcription [129]. 
KLF11 was also found to regulate collagen gene expression through the heterochro-
matin protein 1 gene-silencing pathway, as mutants defective for coupling to this 
epigenetic modifier lose the ability to repress COL1A2 and to prevent fibrosis in 
KLF11−/− mice [130]. As part of the TGFβ induction of KLF11, TGFβ induction 
allows KLF11 to interact with Smad3 and to repress certain promoters. In the case 
of pancreatic cancer, KLF11 was found to bind with Smad3 to the c-myc promoter 
following TFG-β treatment [131].
KLF11 is important not only for its TGFβ response but also for its associations 
with diabetes and obesity [132, 133]. A variant of KLF11 was found that could lead 
to type 2 diabetes and obesity [134]. Further studies revealed additional variants 
that may affect KLF11 regulation of the insulin promoter and type 2 diabetes [133]. 
KLF11 was also found to interact with p300 in maturity-onset diabetes of the young 
to induce transcriptional changes in the pancreas [135]. In converse, KLF11 can also 
interact with mSin3a in pancreatic cancer by repression of the Smad7 promoter 
[136]. Ectopic expression of KLF11 increased the sensitivity of cells to oxidative 
drugs [137]. Methylation of KLF11 has been suggested to be one mechanism of its 
downregulation in several types of cancers [138, 139].
2.12 Krüppel-like factor 12
Krüppel-like factor 12 or BETB1 was first identified in the regulation of the 
AP-2α gene and is located on chromosome 13q21-13q22 [140]. In the case of the 
AP-2α gene, KLF12 functions as a transcriptional activator and appears to relate 
back to KLF12’s function as a marker of tumor development [141–143]. KLF12 is 
a marker for gastric cancer progression, and overexpression of KLF12 promotes 
tumor cell invasion and progression [142]. However, in lung cancer cell lines, 
it was shown that KLF12 was important for the regulation of anoikis and the 
progression through the S phase of cell cycle [141]. These data suggest that KLF12 
may have multiple different roles in cancer beyond what was previously identi-
fied. KLF12 is also one of the KLF factors to interact with the mSin3a repressor 
complex via an alpha-helical motif in a repression domain of the transcription 
factor [144].
KLF12 not only plays roles in tumor progression but is also believed to play a 
role in the developing kidney after birth. KLF12 was shown to be expressed in the 
collecting ducts of the kidney after birth and could directly regulate the UT-A1 but 
not the ENaC promoters, two genes important for the development of the collecting 
ducts [145]. A recent study suggests that KLF12 might in part be regulated in cancer 
by the methylation of miR-205 by long noncoding RNA ELF3-antisense RNA 1. 
These data suggest that miR-205 and RNA ELF3-antisense RNA 1 exist in a complex 
regulatory loop involving KLF12 [146].
2.13 Krüppel-like factor 13
Krüppel-like factor 13 (KLF13) or BTEB3, FKLF2, or RFLAT-1 was first dis-
covered along with Krüppel-like factor 14 (KLF14) using an expressed sequence 
tag database to search for additional conserved KLF DNA-binding domains [129]. 
KLF13−/− mice are one of the few KLF mice that are viable and fertile; however, 
they display abnormal blood cell development [147, 148] suggesting that KLF13 is 
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critical for both B- and T-cell developments [148–150]. One part of this develop-
mental process is KLF13’s interaction with PPAR4 [151] to regulate CCL5. Not only 
is KLF13 important for blood cell development, it has also been shown to be impor-
tant for the developing heart [104, 152]. To this end, KLF14 can also be linked to 
Holt-Oram syndrome, an inherited disorder characterized by abnormalities of the 
upper limbs and heart, via its interaction with the TBX5 promoter [153].
KLF13 has also recently been suggested to be a tumor suppressor in glioma cells 
[154]. These studies found that KLF13 was downregulated by hypomethylation 
across the gene to promote its silencing; however, decreases in DNMT1 expression 
or decreases in hypomethylation patterns of KLF13 decreased proliferation and 
migration of glioma cells [154]. Another example of KLF13 methylation is the meth-
ylation of the obesity-related variant of KLF13: cg07814318. The methylation of this 
particular SNP appears to be related to increased childhood obesity [155]. These 
studies suggest that methylation of promoters could be one possible mechanism of 
regulation of KLFs in development or disease.
Another possible mechanism of regulation of KLF13 is through the co-repressor 
complex mSin3a [144]. In this instance, KLF13 was found to interact with the 
mSin3a repressor complex via an alpha-helical motif in a repression domain [144]. 
Additional studies from this group suggest that multiple KLF factors (BTEB1, 
BTEB3, BTEB4) could also contain this alpha-helical domain in their repression 
regions.
2.14 Krüppel-like factor 14
Krüppel-like factor 14 was first discovered using expressed sequence tag data-
bases to search for the presence of additional conserved KLF DNA-binding domains 
[129]. KLF14 has 72% similarity with the human Sp2; however, the majority of 
its similarity exists within its DNA-binding domain [129]. Most reports suggest 
that its expression is ubiquitous [1]. Interestingly, KLF14 is intron-less and exists 
on chromosome 7q32. KLF14 is a mono-allelic expression pattern and shown to 
be hypomethylated in many tissues, further suggesting a pattern of ubiquitous 
expression [156]. Further evidence also suggests that KLF14 could be derived from 
a retro-transposed copy of Krüppel-like factor 16 (KLF16) [156] and could be an 
example of accelerated evolution. KLF14 deletion has recently been linked with 
centrosome amplification, aneuploidy, and spontaneous tumorigenesis because 
KLF14 functions as a repressor of polo-like kinase 4 (PLK4). Without the repressive 
activities of KLF14 on PLK-14, PLK-14 can cause chromosomal abnormalities and 
promote tumorigenesis in cancer cells. The KLF14 gene has been linked to genomic 
variants that are highly correlative with basal cell carcinoma [157].
Genome-wide association studies not only revealed that KLF14 was linked 
with basal cell carcinoma, it also has revealed that KLF14 is linked with cholesterol 
metabolism, metabolic disease, and coronary artery disease. These studies suggest 
that KLF14 might function as an imprinted master regulator of metabolic function 
and that mutation of certain SNPs within the KLF14 gene can lead to a large-scale 
deregulation of metabolic gene function [158]. KLF14 was also found to regulate 
levels of HDL-C and hepatic ApoA-I production [159]. Guo et al. were able to 
find evidence that perhexiline was able to activate KLF14 and to reduce lesions in 
ApoE−/− atherosclerotic mice [159]. Separate but related studies suggest that this 
activity is related to the phosphorylation of KLF14 by both p38 MAPK and ERK 
kinase [160]. However, KLF14 was found to be decreased in endothelial cells in 
atherosclerosis, and overexpression of KLF14 actually inhibited NF-KB signaling by 
suppressing p65 [161]. KLF14 has also been shown to interact with p300 to pro-
mote sphingosine kinase activation and to enhance sphingosine production [162]. 
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often cooperates with Smads to induce changes in transcription following TGFβ 
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critical for both B- and T-cell developments [148–150]. One part of this develop-
mental process is KLF13’s interaction with PPAR4 [151] to regulate CCL5. Not only 
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across the gene to promote its silencing; however, decreases in DNMT1 expression 
or decreases in hypomethylation patterns of KLF13 decreased proliferation and 
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ylation of the obesity-related variant of KLF13: cg07814318. The methylation of this 
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studies suggest that methylation of promoters could be one possible mechanism of 
regulation of KLFs in development or disease.
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Genome-wide association studies not only revealed that KLF14 was linked 
with basal cell carcinoma, it also has revealed that KLF14 is linked with cholesterol 
metabolism, metabolic disease, and coronary artery disease. These studies suggest 
that KLF14 might function as an imprinted master regulator of metabolic function 
and that mutation of certain SNPs within the KLF14 gene can lead to a large-scale 
deregulation of metabolic gene function [158]. KLF14 was also found to regulate 
levels of HDL-C and hepatic ApoA-I production [159]. Guo et al. were able to 
find evidence that perhexiline was able to activate KLF14 and to reduce lesions in 
ApoE−/− atherosclerotic mice [159]. Separate but related studies suggest that this 
activity is related to the phosphorylation of KLF14 by both p38 MAPK and ERK 
kinase [160]. However, KLF14 was found to be decreased in endothelial cells in 
atherosclerosis, and overexpression of KLF14 actually inhibited NF-KB signaling by 
suppressing p65 [161]. KLF14 has also been shown to interact with p300 to pro-
mote sphingosine kinase activation and to enhance sphingosine production [162]. 
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These data suggest a complicated pattern of expression for a ubiquitous transcrip-
tion factor that could produce paradoxical effects in inflammatory disease such as 
cardiovascular disease or cancer. Interestingly, there still appears to be less known 
about how KLF14 itself is regulated.
2.15 Krüppel-like factor 15
KLF15 or kidney-enriched Krüppel-like factor (KKLF) demonstrates low levels 
of cardiac-specific expression during development but then exhibits adult expres-
sion in the kidney, liver, pancreas, heart, skeletal muscle, lung, and ovary. KLF15 
was originally thought to be important for the regulation of different cell types in 
the kidney and repressed genes such as CLC-K1 and CLC-K2 [163]. However, its 
regulatory effects can be seen in the heart, skeletal muscle, gluconeogenesis, and 
circadian rhythms. In terms of the heart, KLF15 was demonstrated to be an inhibi-
tor of cardiac fibrosis by repression of connective tissue growth factor (CTGF) 
[164]. In this mechanism, KLF15 inhibits the recruitment of the co-activator P-CAF 
but does not prevent SMAD3 from binding to the promoter [164]. Additional 
studies by the same group demonstrated that KLF15 was a negative regulator of 
cardiac hypertrophy via inhibition of GATA4 and MEF2 functions [165]. Recent 
studies further suggest that KLF15 was identified as a putative upstream regulator 
of metabolic gene expression in the heart via RNA-Seq and methylation sequencing 
and that KLF15 was itself regulated by EZH2 in a SET domain-dependent manner 
[166]. KLF15 was demonstrated to be silenced via methylation in ischemic cardio-
myopathy which in turn leads to the silencing of many cardiac-specific genes.
KLF15 has been shown to also be important for metabolism [167]. In terms 
of the skeletal muscle, overnight fasting and endurance exercise induce KLF15 
expression, while knockout of KLF15 induces abnormal energy flux, excessive 
muscle fatigue, and impaired endurance capacity [168]. KLF15 was later shown to 
complex in the liver with liver X receptor (LXR) to inhibit SREBF1 during fasting 
by recruiting the co-repressor RIP140 [169]. Finally, KLF15 is also important for 
nitrogen homeostasis and the maintenance of circadian rhythm as KLF15 knockout 
mice had no amino acid rhythm and no rhythm of the production of urea from 
ammonia [170]. These studies suggest the importance of KLF15 and suggest that 
investigations into how it is regulated by chromatin readers and writers will become 
important to these metabolic diseases.
2.16 Krüppel-like factor 16
Krüppel-like factor 16 or dopamine receptor regulating factor (DRRF) was 
first discovered in its regulation of the dopamine receptors in the developing brain 
and eye [171]. It is now known that KLF16 is expressed not only in the developing 
brain but also in the thymus, intestine, kidney, liver, heart, and bladder. KLF16 has 
recently been shown to not only regulate the dopamine receptor but also to regulate 
the ephrin receptor A5 (EphA5), but this regulation was methylation specific as 
methylation of the EphA5 promoter prevented KLF16 from binding [171]. These 
data suggest that one possible epigenetic mechanism regulating KLF16 is methyla-
tion of regions near its binding site.
KLF16 was found by Daftary et al. to bind to all three types of KLF binding 
site, the GC, CA, and BTE boxes using electromobility shift assays but prefers 
binding to the BTE box in cells and to mediate its effects via mSin3a, a transcrip-
tional co-repressor complex but suggests that this function is both promoter 
and cell context dependent [172]. To further study this interaction, site-directed 
mutagenesis was performed of all of the serine, threonine, and tyrosine residues 
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believed to be possible targets for kinase phosphorylation signaling and found 
that mutation of tyrosine-10 altered the ability of KLF16 to interact with mSin3a 
[172]. Finally, KLF16 was also found to be regulated by nuclear localization and to 
be excluded from heterochromatin within the nucleus [172]. These studies suggest 
complex posttranslational regulatory mechanisms for KLF16 function in a cell- and 
promoter-dependent manner.
2.17 Krüppel-like factor 17
Krüppel-like factor 17 (KLF17) was first discovered in mouse as zinc finger 
protein 393 (ZFP393) or ZNF393 where it was shown to be expressed in the testis 
and ovaries, and the gene spans 8 kb in the distal portion of chromosome 4 in 
the mouse [173]. In humans KLF17 maps to chromosome 1p34.1. When it was 
discovered back in 2002, it was believed to be the first C2H2 germ cell-specific 
zinc finger protein. Identification of KLF17 in the human revealed that KLF17 was 
expressed not only in the testis but also in the brain and bone, albeit at relatively 
low amounts [174]. KLF17 also contains low sequence similarity between the 
human and mouse orthologues; however, a detailed transcriptional binding 
analysis by van Vliet et al. was able to demonstrate that KLF17 was a Krüppel-like 
transcription factor rather than being more closely linked to the specificity protein 
factor family (Sp family) [173].
KLF17 is hypothesized to be a tumor suppressor in multiple types of cancers, 
and a decrease in its expression has become correlated with a poor cancer prognosis 
[175]. KLF17 was demonstrated to be a tumor suppressor gene in metastatic breast 
cancer lines whose downregulation promotes the epithelial-to-mesenchymal transi-
tion in cancer cells [176]. These studies also suggested that KLF17 is a direct nega-
tive regulator of inhibitor of DNA binding 1 (ID1). Sadly, they do not offer a direct 
mechanism for the downregulation of KLF17 during breast cancer metastasis, but 
they do provide compelling data to suggest that KLF17 might have multiple func-
tions in the male and female sex organs and that suppression of this factor could 
lead to increased tumorigenic potential [176].
Further evidence in non-small-cell lung cancer also suggests that KLF17 could 
function as a tumor suppressor [177]. These studies suggested that p53 recruits 
p300 to the KLF17 promoter to acetylate and turn on transcription [177]. In addi-
tion, p53 also physically interacts with KLF17 and promotes binding of KLF17 to 
certain gene promoters and promotes transcription of p53, p21, and pRB [177]. 
These data suggest an intricate cross-talk between KLF17 and p53 in tumorigenesis. 
Another way KLF17 is believed to inhibit cancer progression is through inhibition 
of proliferation via repression of UPAI-1 [178], which Cai et al. proposed inhibited 
the invasive properties of small-cell lung cancer cells. KLF17 was also suggested 
to be a tumor suppressor through a TGFB-/SMAD-dependent mechanism where 
KLF17 physically interacts with SMAD3 to target genes to prevent metastases [179]. 
MiR-9, a micro-RNA important for tumor invasion and metastasis, has been shown 
to inhibit the activation of KLF17 by directly binding to the 3′-untranslated region 
(3′-UTR) [175]. These pathways suggest that KLF17 can be regulated both by direct 
promoter activation and by posttranscriptional modifications such as RNA degra-
dation by micro-RNAs.
In converse, in endometrial cancer KLF17 was found to be an inducer of 
epithelial-to-mesenchymal transition and resulted in activation of TWIST1 [180]. 
This finding demonstrated that KLF17 bound directly to the TWIST promoter 
to activate its transcription [180]. KLF17 was also shown to bind directly to 
estrogen receptor alpha (ERα) to prevent it from being able to bind directly to 
chromatin [181]. ERα then also contributed to the suppression of KLF17 using the 
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human and mouse orthologues; however, a detailed transcriptional binding 
analysis by van Vliet et al. was able to demonstrate that KLF17 was a Krüppel-like 
transcription factor rather than being more closely linked to the specificity protein 
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and a decrease in its expression has become correlated with a poor cancer prognosis 
[175]. KLF17 was demonstrated to be a tumor suppressor gene in metastatic breast 
cancer lines whose downregulation promotes the epithelial-to-mesenchymal transi-
tion in cancer cells [176]. These studies also suggested that KLF17 is a direct nega-
tive regulator of inhibitor of DNA binding 1 (ID1). Sadly, they do not offer a direct 
mechanism for the downregulation of KLF17 during breast cancer metastasis, but 
they do provide compelling data to suggest that KLF17 might have multiple func-
tions in the male and female sex organs and that suppression of this factor could 
lead to increased tumorigenic potential [176].
Further evidence in non-small-cell lung cancer also suggests that KLF17 could 
function as a tumor suppressor [177]. These studies suggested that p53 recruits 
p300 to the KLF17 promoter to acetylate and turn on transcription [177]. In addi-
tion, p53 also physically interacts with KLF17 and promotes binding of KLF17 to 
certain gene promoters and promotes transcription of p53, p21, and pRB [177]. 
These data suggest an intricate cross-talk between KLF17 and p53 in tumorigenesis. 
Another way KLF17 is believed to inhibit cancer progression is through inhibition 
of proliferation via repression of UPAI-1 [178], which Cai et al. proposed inhibited 
the invasive properties of small-cell lung cancer cells. KLF17 was also suggested 
to be a tumor suppressor through a TGFB-/SMAD-dependent mechanism where 
KLF17 physically interacts with SMAD3 to target genes to prevent metastases [179]. 
MiR-9, a micro-RNA important for tumor invasion and metastasis, has been shown 
to inhibit the activation of KLF17 by directly binding to the 3′-untranslated region 
(3′-UTR) [175]. These pathways suggest that KLF17 can be regulated both by direct 
promoter activation and by posttranscriptional modifications such as RNA degra-
dation by micro-RNAs.
In converse, in endometrial cancer KLF17 was found to be an inducer of 
epithelial-to-mesenchymal transition and resulted in activation of TWIST1 [180]. 
This finding demonstrated that KLF17 bound directly to the TWIST promoter 
to activate its transcription [180]. KLF17 was also shown to bind directly to 
estrogen receptor alpha (ERα) to prevent it from being able to bind directly to 
chromatin [181]. ERα then also contributed to the suppression of KLF17 using the 
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co-repressor histone deacetylase 1 (HDAC1) to promote KLF17 deacetylation and 
chromatin condensation [181].
2.18 Krüppel-like factor 18
Krüppel-like factor 18 (KLF18) was identified in 2013 from sequence similarity 
searches and gene synteny analyses and was shown at that time to be highly related 
to KLF17 [182]. Like KLF17, it is believed to be expressed in the developing testis 
and restricted to that area. Little data currently exists examining its function; how-
ever, a detailed analysis of its structure and phylogenic tree in placental mammals 
has been investigated in detail by Pei et al. [182]. This group also suggested that 
KLF18 might be a pseudogene of KLF17 since its expression pattern is restricted and 
it is similar in sequence to KLF17. Despite this hypothesis, three genes in mouse and 
rat were identified that closely resemble KLF18: Zfp352, Zfp352-like, and Zfp353 
[182]. The promoter and/or details into the transcriptional activation of this KLF 
are currently unknown. A more detailed analysis of the functions and regulations 
of KLF18 would provide more insight into this transcription factor’s function.
3. Concluding remarks
Over the past 20 years since the discovery of the first KLF transcription factor, 
there continues to be a growing body of evidence to suggest that KLFs are important 
to tumor progression, cardiovascular disease, metabolism, and even circadian 
rhythm [1]. While much of the work has focused on the functions of these factors 
and their roles in various disease processes, there still remains additional needed 
work to explain how the various KLFs become activated and/or repressed during 
diseased states. There is a growing body of evidence, which we have attempted to 
discuss in some detail in this chapter, in the more extensively studied KLFs such 
as KLF4, KLF5, and KLF2 that suggest that the KLFs are regulated extensively by 
posttranslational modifications such as phosphorylation, acetylation, ubiquitina-
tion, and sumoylation. These modifications appear to be critical for co-factor 
recruitment and determination of whether KLFs interact with either activators or 
repressors of transcription. It has been interesting to see the wealth of information 
that has developed over the past 20 years investigating the roles of these various fac-
tors in various diseases; however, relatively speaking, we still know little about how 
these factors are activated and/or repressed transcriptionally during diseased states.
Since the onset of the era of big data, more of the KLF field has come to focus on 
the roles of pathway analysis following genetic ablation of a KLF in a cell-specific 
manner. These studies have yielded enormous amounts of data that offer valu-
able insight into the overlap between various KLF factors in diseases [183]. It will 
be of interest in the future to see how the integration of single-cell genomics will 
come into play with various different roles of the same KLF in various cell types 
in diseased states [184]. For example, the integration of single-cell RNA-Seq [184] 
with Assay for Transposase-Accessible Chromatin using sequencing (ATAC-Seq) 
[185, 186] in cells where a single KLF bear separate functions could offer deeper 
insight of the role of the niche environment on KLF function and/or on the roles 
of KLFs in downstream activations of different types of pathways during disease. 
Cardiovascular diseases have recently begun to investigate single-cell sequencing 
with other factors, such as Tcf21, and were able to use these innovative studies to 
investigate the role of this factor in smooth muscle cell to fibroblast transitions 
during atherosclerosis [184]. It will be exciting to see how KLF biology will use this 
technology to further investigate how these transcription factors regulate disease.
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Not only will the integration of single-cell studies with KLF function give us 
greater insight into KLF function in development and disease, but the study of the 
role of RNA posttranscriptional modifications will most likely play an emerging 
role in the KLF field in the near future [184]. Since the sequencing of the human 
genome and the growing realization of the stronger role of RNA in transcriptional 
and translational control, there has been a re-emergence of interest in the field of 
RNA posttranscriptional modifications [187]. There are over 100 different types 
of RNA modifications of which the N6-methyladenosine (m6A) modification is 
the most common [187]. Interestingly, m6A has recently been shown to be concen-
trated in the 3′-UTR of many messenger RNAs and that micro-RNAs are capable 
of mediating this modification via a sequence pairing mechanism to help promote 
stem cell pluripotency [187–192]. This new role for RNA modification and stem cell 
maintenance has immense implications for KLFs involved in induced pluripotent 
stem maintenance like KLF4. Therefore, it will be of interest to determine whether 
RNA modifications affect other disease processes by similar sequence pairing 
mechanisms.
In conclusion, the KLF field has offered many insights to different disease 
processes since the discovery of the first KLF over the past 20 years. New insights 
into the regulation of these factors will hopefully grant novel methods to directly 
and properly target these factors to inhibit diseased states that currently have no 
medical treatment therapy. Perhaps the newly emerging CRISP technology will be 
able to directly target KLFs in a cell-specific manner as many KLFs have opposing 
functions in many different cell types. In any case, this transcription factor fam-
ily has offered much excitement since its discovery and hopefully will offer new 
insights as the field studies these factors in more depth in the future.
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to tumor progression, cardiovascular disease, metabolism, and even circadian 
rhythm [1]. While much of the work has focused on the functions of these factors 
and their roles in various disease processes, there still remains additional needed 
work to explain how the various KLFs become activated and/or repressed during 
diseased states. There is a growing body of evidence, which we have attempted to 
discuss in some detail in this chapter, in the more extensively studied KLFs such 
as KLF4, KLF5, and KLF2 that suggest that the KLFs are regulated extensively by 
posttranslational modifications such as phosphorylation, acetylation, ubiquitina-
tion, and sumoylation. These modifications appear to be critical for co-factor 
recruitment and determination of whether KLFs interact with either activators or 
repressors of transcription. It has been interesting to see the wealth of information 
that has developed over the past 20 years investigating the roles of these various fac-
tors in various diseases; however, relatively speaking, we still know little about how 
these factors are activated and/or repressed transcriptionally during diseased states.
Since the onset of the era of big data, more of the KLF field has come to focus on 
the roles of pathway analysis following genetic ablation of a KLF in a cell-specific 
manner. These studies have yielded enormous amounts of data that offer valu-
able insight into the overlap between various KLF factors in diseases [183]. It will 
be of interest in the future to see how the integration of single-cell genomics will 
come into play with various different roles of the same KLF in various cell types 
in diseased states [184]. For example, the integration of single-cell RNA-Seq [184] 
with Assay for Transposase-Accessible Chromatin using sequencing (ATAC-Seq) 
[185, 186] in cells where a single KLF bear separate functions could offer deeper 
insight of the role of the niche environment on KLF function and/or on the roles 
of KLFs in downstream activations of different types of pathways during disease. 
Cardiovascular diseases have recently begun to investigate single-cell sequencing 
with other factors, such as Tcf21, and were able to use these innovative studies to 
investigate the role of this factor in smooth muscle cell to fibroblast transitions 
during atherosclerosis [184]. It will be exciting to see how KLF biology will use this 
technology to further investigate how these transcription factors regulate disease.
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Not only will the integration of single-cell studies with KLF function give us 
greater insight into KLF function in development and disease, but the study of the 
role of RNA posttranscriptional modifications will most likely play an emerging 
role in the KLF field in the near future [184]. Since the sequencing of the human 
genome and the growing realization of the stronger role of RNA in transcriptional 
and translational control, there has been a re-emergence of interest in the field of 
RNA posttranscriptional modifications [187]. There are over 100 different types 
of RNA modifications of which the N6-methyladenosine (m6A) modification is 
the most common [187]. Interestingly, m6A has recently been shown to be concen-
trated in the 3′-UTR of many messenger RNAs and that micro-RNAs are capable 
of mediating this modification via a sequence pairing mechanism to help promote 
stem cell pluripotency [187–192]. This new role for RNA modification and stem cell 
maintenance has immense implications for KLFs involved in induced pluripotent 
stem maintenance like KLF4. Therefore, it will be of interest to determine whether 
RNA modifications affect other disease processes by similar sequence pairing 
mechanisms.
In conclusion, the KLF field has offered many insights to different disease 
processes since the discovery of the first KLF over the past 20 years. New insights 
into the regulation of these factors will hopefully grant novel methods to directly 
and properly target these factors to inhibit diseased states that currently have no 
medical treatment therapy. Perhaps the newly emerging CRISP technology will be 
able to directly target KLFs in a cell-specific manner as many KLFs have opposing 
functions in many different cell types. In any case, this transcription factor fam-
ily has offered much excitement since its discovery and hopefully will offer new 
insights as the field studies these factors in more depth in the future.
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Abstract
Circular RNAs (circRNAs) belong to the family of long noncoding RNAs
(lncRNA) that, unlike linear RNAs, are characterized by a covalently closed circular
RNA structure lacking 50 cap and 30 poly-adenylated tails. circRNAs have a role in
epigenetic regulation of downstream targets. circRNAs play a crucial role in regu-
lating gene and protein expressions by acting as a microRNA (miRNA) sponge and
RNA binding protein (RBP) sponge and interact with proteins to affect cell behav-
ior. circRNA expression profiles differ between physiological and pathological
states. Moreover, the expression patterns of circRNAs exhibit differences in a
tissue-specific manner. Although investigations on circRNAs have been exploding
nowadays, yet only a limited number of circRNAs are identified. Furthermore,
further researches are needed to shed light on their functions and targets. There-
fore, circRNAs are becoming vital as potential biomarkers that may be used for the
diagnosis and treatment of diseases. In this chapter, we review the current
advancement of cirRNAs with regard to their biogenesis, biological functions, gene
regulatory mechanisms, and implications in human diseases and summarize the
recent studies on circRNAs as potential diagnostic and prognostic biomarkers based
on existing knowledge.
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1. Introduction
The ENCyclopedia Of DNA Elements (ENCODE) project reported that noncod-
ing RNAs (ncRNAs) unexpectedly consist of more than 70% of the human genome
[1]. After the data released by ENCODE project consortium, numerous studies have
focused on the identification and function of these transcripts [2]. ncRNAs can be a
group based on their different characteristic features [3]. Long noncoding RNAs
(lncRNAs) are subclass of ncRNAs that have been recently proved to have a role in
physiological and pathological processes [4]. lncRNAs are >200 nucleotides long,
divergent class of RNA transcripts that coordinate expression of protein-coding
genes. Yet, they have a lack of ability to encode proteins [5]. Circular RNAs
(circRNAs) are a special subtype of lncRNAs [6]. circRNAs are characterized by a
single-stranded covalently closed loop structure with neither a 50 cap nor a 30 poly
(A) tail [7]. Due to their circular structure, circRNAs are more stable than the linear
mRNA counterpart and not susceptible to RNA exonuclease cleavage [6, 7]. The
presence of circRNA was first demonstrated in the cytoplasm of eukaryotic cells in
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mRNA counterpart and not susceptible to RNA exonuclease cleavage [6, 7]. The
presence of circRNA was first demonstrated in the cytoplasm of eukaryotic cells in
83
1979 [8]. It was thought that circRNAs were a by-product formed during splicing
mechanism in the first year [9]. Numerous circRNAs have been predicted with the
technical developments in high-throughput RNA sequencing (RNA-seq) and meth-
odological innovations in bioinformatics. The presence and function of the
predicted circRNAs in different tissues and cell lines are widely studied nowadays.
After the determination of their role in the control of gene expression, circRNAs
have gained great attention by researchers in this field. In this chapter, we will focus
on circRNAs and their biological functions in health and disease.
2. Biogenesis of circRNAs
According to the gene structure they contain, circRNAs can be divided into three
groups: exonic circRNA (ecircRNA), circRNAs from introns (ciRNAs), and exon-
intron circRNA (elciRNA) [10]. To date, many studies have shown that circRNAs
mainly emerged during pre-mRNA splicing process of protein coding genes. Unlike
canonical mRNA splicing mechanism, down-stream donor splice site is covalently
joined with an upstream acceptor splice sites during circRNA formation. This splic-
ing mechanism is called “back-splicing” [7]. The back-splicing mechanism is
depicted in Figure 1. circRNAs can also be formed through the hybridization of
complementary inverted sequences (such as human Alu repeats) in introns [10]. If
Alu sequences are located in different introns of the same gene, this leads to
Figure 1.
Schematic illustration of the circRNA formation by back splicing mechanism. Unlike canonical mRNA splicing
mechanism, the 30 splice donor site of exon 1 binds to the 50 splice acceptor site of exon 4 during circRNA
formation. The back-splicing results in a circRNA including exon 2 and 3 and linear mRNA with skipped exon
2 and 3. ss, splice site.
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generate circRNAs, which contains multiple exons [7]. Exon circularization is
facilitated by cis-acting inverted repeat sequences as well as by trans-acting
RNA-binding proteins (RBPs), which interact with unique sequences in introns
[11, 12]. ecircRNA or elciRNA formation is promoted by either cis-acting elements
or trans-acting factors as in Figure 2A. ecircRNAs can also be formed from
elciRNAs by removal of intronic sequences [13]. Apart from the other circRNAs,
ecircRNAs are transported into cytoplasm [14]. In human cells, the existence of
ciRNAs is demonstrated by Zhang et al. [15]. ciRNAs are generated through a
lariat-derived mechanism relying on mainly a consensus motif containing a 7-nt
GU-rich element adjacent to the 50 splice site and an 11-nt C-rich element adjacent
to the branchpoint site. After cleavage of 30 end, stable ciRNA is produced [15].
The predicted biogenesis of ciRNA is shown Figure 2B.
3. Gene regulation and biologic functions of circRNAs
The expression patterns of circRNAs are specific to the cell type or phase of
development [16]. Although the all-biological functions of circRNAs are not
entirely defined, some are well studied in the literature. Biological functions of
circRNAs include micro RNA (miRNA) sponge, regulation of gene expression and
properties of mRNA binding, scaffolding, and cellular translocation.
3.1 circRNAs can act as miRNA sponges
As a major component of gene regulators, competing/competetive endogenous
RNA (ceRNA) contains a micro RNA response element (MRE-competitively binds
miRNA) and can affect the regulatory functions of miRNAs [17]. Growing evidence
has indicated that circRNAs can act as ceRNA or miRNA sponge molecules. Because
Figure 2.
Possible model for the formation of structurally different circRNA. (AI) Intron-driven circularization:
circRNAs may form by hybridization of the introns with inverted repeats or Alu sequence. (AII) RBP-driven
circularization: RBPs bind to specific sequence in introns that bring the exons close together and trigger the
circularization. At the end of these two ways, elciRNAs or ecircRNAs are generated. Only ecircRNAs can be
transported to cytoplasm. (B) Formation of ciRNA. The ciRNAs are generated from intron lariat by splicing
reaction. Purple arrow represents 7-nt GU-rich element. Yellow arrow represents 11-nt C-rich element near to
the branchpoint site.
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of containing plenty of MRE, circRNAs can competitively bind to miRNAs (gener-
ally several copies of miRNA) and adsorb them like a sponge [18]. As a result,
miRNAs can no longer act on their target mRNA [19]. Therefore, circRNAs can
regulate the gene expression and also give rise to decreasing of the functional
miRNA [17, 18]. Compared to other ceRNAs, circRNA binds more effectively to
miRNAs. Therefore, they are also called “super sponge” [20]. The most character-
istic miRNA sponge “antisense to the cerebellar degeneration related protein 1
transcript” (CDR1as)/ciRS-7 includes approximately 70 conserved binding sites for
miRNA-7 (miR-7) and forms a complex with Argonaute (AGO) proteins [21].
CDR1as-miR-7 complex co-localizes in the cytoplasm and supresses degradation of
miR-7-target mRNAs [17]. Interestingly, circRNA has been reported that it is also
displayed to be abundant in exosomes in serum [16]. Therefore, Li et al. suggested
that sorting of circRNAs to exosomes was regulated by altering levels of associated
miRNA in producer cells [16, 22]. In addition, researchers have found that CDR1as
including exosomes inhibit miR-7-induced growth in recipient cells [22]. Testes-
specific circRNA/circSry [the circular transcript of sex determining region Y (Sry)
gene] can also serve as a sponge for miRNA-138 [23]. It contains 16 MREs of
miRNA-138 and regulates the expression of miR-138-target genes, functioning sim-
ilar to CDR1as [17]. Additionaly, many other circRNAs have been identified as
miRNA sponges such as hsa_circ_001569, heart-related circRNA (HRCR), itchy E3
ubiquitin protein ligase circRNA (circITCH), forkhead box O3 circRNA (circ-
foxo3), homeodomain interacting protein kinase 3 circRNA (circHIPK3), mito-
chondrial tRNA translation optimization 1 circRNA (circMTO1), zinc finger protein
609 circRNA (cirZNF609), and baculoviral IAP repeat containing 6 circRNA
(circBIRC6) [24]. Among them, cirITCH regulates the expression of ITCH by acting
as a sponge for miR-214, miR-17, and miR-7 [22].
Apart from common phenomenon, in some cases, the binding of circRNAs
to miRNAs may not always lead to inhibition of miRNAs. Linearization and
AGO2-mediated cleavage of CDR1as can occur when CDR1as interacts with miR-
671. Thus, bound miR-7 is released from CDR1as [25]. On the other hand, in spite
of the role of circRNA in gene regulation as a classical sponge effect, some recent
studies have revealed that the number of circRNAs with miRNA sponge property
is limited. Besides inhibition effect, it has been regarded that the interaction
between circRNAs and miRNA is also related to sorting, storage and localization
of miRNA [18].
3.2 circRNAs regulate gene expression and interact with protein
In addition to their miRNA sponge function, circRNAs can also act as sponges
for other components as RBPs. There are many proteins known as RBP such as AGO
protein, RNA quaking, muscleblind (MBL) protein, RNA polymerase II (Pol II),
eukaryotic initiation factor 4A-III [26]. RBPs bind specific sequences to their target
genes and control all stages of mRNA lifecycle including splicing, nuclear export,
stability and subcellular localisation [27]. A number of circRNAs contain a large
amount of binding sites for a single or multiple RNA-binding proteins. For example,
circRNA protein sponge derived from the MBL locus includes binding sites of mbl
protein. Thus, mbl is prevented from binding to other targets. In a parallel study,
circular RNA of polyadenylate-binding nuclear protein 1 (circPABPN1) derived
from PABPN1 gene binds to HuR (enhance PABPN1 translation) and prohibits its
binding to PABPN1 mRNA [28].
circRNAs also inhibits parental gene transcription in target genes via invading
RNA binding sites. Strongly binding of circRNA, derived from sepallata3 (SEP3)
gene, to its cognate DNA locus blocks the binding of its linear isoform to the
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cognate DNA. The formation of R-loop (RNA:DNA hybrid) gives rise to termina-
tion of SEP3 gene transcription [13]. Moreover, circRNAs can be paired with
DNA to generate DNA-RNA triple helixes. Therefore, this pairing may affect DNA
replication [29].
Some ciRNAs (e.g., ci-ankrd52, ci-sirt7) and eIciRNAs (e.g., circEIF3J,
circPAIP2) regulate the transcription of their parental genes. eIciRNAs can
regulate parental gene transcription in a cis-acting manner [18, 23, 24]. Recent
studies have been indicated that nuclear elciRNAs (localized to the promoter of
their parental genes) interact with U1 small nuclear ribonucleoproteins (snRNPs)
and RNA pol II and promote the transcription initiation of their parental genes
[28, 30]. For example, eukaryotic translation initiation factor 3J circRNA
(circEIF3J) and poly(A)-binding protein-interacting protein 2 circRNA (circPAIP2)
have been suggested to have cis-regulatory effects on parental genes and promote
transcription of EIF3J and PAIP2. This cis-regulatory effect occurs by binding of its
circRNAs to Pol II, U1 snRNP, and their parental gene promoters [18, 25]. When
transcription is initiated, the production of eIciRNA can be increased so that this
phenomenon generates a positive feedback loop [23]. Moreover, they have a
function as positive regulators through their interactions with the elongating Pol II
complex [24, 25, 31]. In addition, exonic circular antisense noncoding RNA in the
INK4 (a family of cyclin-dependent kinase inhibitors) locus (circANRIL/cANRIL)
reduces ANRIL that inhibits transcription of INK4/ARF gene by binding to the
Polycomb Gene (PcG) complex. Thus, cANRIL regulates the transcription of
INK4/ARF [32].
3.3 Cellular translocation properties
Some circRNAs may affect nuclear translocation of other proteins to nucleus and
regulation of gene transcription. For example, CircAmotl1 may increase nuclear
translocation of signal transducer and activator of transcription 3 (STAT3) to regu-
late the expression of mitosis-related genes [24].
Another capability of circRNAs is to ensure that cellular proteins remain in their
natural cellular position. It has been reported that circAmotl1 can enhance stability
of c-myc by maintaining its nuclear retention and increase its binding affinity to
several promoters. Therefore, it upregulates c-myc targets such as hypoxia induc-
ible factor-1 alpha (HIF-1α), cell division cycle 25A (Cdc25a), ETS Like-1 (ELK-1)
[24]. In another example, cytoplasmic circ-foxo3 interacts with differentiation-1
(ID-1), HIF-1α, focal adhesion kinase (FAK), the transcription factor E2 (E2F1) and
prevents their translocation from cytoplasm to other location [13].
3.4 Scaffolding properties
circRNAs also serve as scaffolding in the assembly of protein complexes [13]. It
has been reported that circ-foxo3 acts as an adaptor to bridge between cyclin-
dependent kinase 2 (CDK2) and CDK inhibitor p21 (cyclin-dependent kinase
inhibitor 1A). This interaction (circ-foxo3/CDK2/p21) inhibits cell-cycle progres-
sion within G1 to S-phase transition [18, 24]. However, downregulation of circ-
foxo3 leads to the release of CDK2 from p21 and CDK2 phosphorylates cyclin E and
cyclin A for cell cycle progression. On the other hand, the circ-foxo3 connects the
murine double minute 2 (MDM2) to tumor protein p53 (p53), and induces the
degradation of p53 by ubiquitination. However, circ-foxo3 weakly interacts with
foxo3 and suppresses foxo3 from MDM2-mediated polyubiquitination and
proteasome degradation [30].
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murine double minute 2 (MDM2) to tumor protein p53 (p53), and induces the
degradation of p53 by ubiquitination. However, circ-foxo3 weakly interacts with
foxo3 and suppresses foxo3 from MDM2-mediated polyubiquitination and
proteasome degradation [30].
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3.5 mRNA binding properties
Most circRNAs are capable of interaction with mRNAs. It has been reported
that they can be able to regulate the stability of mRNAs as well. In addition to its
miRNA sponge function, CDR1as is also proposed to form a duplex structure with
CDR1 mRNA and stabilizes it. Similarly, stabilization of mature intercellular
adhesion molecule 1 mRNAs in macrophages was found to be facilitated by RasGEF
domain family member 1B circRNA (circRasGEF1B) [18].
3.6 The effect of circRNA as a translator
Recent studies have shown that some circRNAs can be entered to translational
process in spite of considering noncoding RNA [33, 34]. A limited number of
studies have indicated the potential protein coding properties of circRNAs until
now but the translational efficiency might be low [33]. circRNA containing internal
ribosomal entry site (IRES) and open reading frame can be translated into protein
or polypeptide. In eukaryotes, IRES is an alternative way of initiating translation,
independent of 50 cap structure and 30 poly (A) tail recognition [19]. It has been
demonstrated that the 40S subunit of the eukaryotic ribosome can interact with
circRNA-containing IRES and then begin translation in in vivo and in vitro experi-
ments. It has been shown that zinc finger protein 609 circRNA (circZNF609) can
be translated into a novel ZNF609 protein isoform and potential function during
myogenesis. Another study indicated that novel proteins have been translated from
F-box and WD repeat domain containing 7 circRNA (circFBXW7) and SNF2 his-
tone linker PHD ring helicase circRNA (circSHPRH) in glioblastoma cell lines. A
new isoform protein encoded by circFBXW7 with open reading frame was found to
inhibit glioma cell growth [18, 34].
A recent study reported that N6-methyladenosine (m6A), a most common base
modification of RNA, can promote the protein translation of circRNA in human
cells, even if one m6A motif can initiate circRNA translation [18, 19, 29]. m6A-
driven circRNA translation is prevalent, and several endogenous circRNAs have
the potential for translation and regulatory role in a cell against enviromental
factors [29].
3.7 The effect of circRNAs on splicing
Recent studies have shown that there is a competition between backsplicing and
linear splicing. Thus, the biogenesis of circRNAs leads to loss of protein-coding
mRNA levels and inhibits parental gene expression [13]. On the other hand, the
level of circRNA is negatively correlated to the splicing efficiency of certain genes
due to the competition between linear splicing and circRNA biogenesis [30].
4. circRNAs in cardiovascular diseases
Cardiovascular disease (CVD) is one of the most important health problems. It
causes most of the deaths worldwide [35]. According to recent studies, a number of
circRNAs may play a significant role during development of CVD or pathological
conditions such as cardiac hypertrophy, coronary artery disease, atherosclerotic
vascular disease, cardiomyopathy, cardiac fibrosis, heart failure (HF), ischemia,
and myocardial infarction (MI) [36–38]. However, in development of heart disease,
the regulatory mechanisms and functional importance of several circRNAs are not
clear [38]. circRNAs are also concentrated in body fluids such as seminal fluid,
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circRNA Possible target CVD Biological function or
description
Ref
circANRIL (ex 5–7) PES-1 AS and CAD Impairs pre-rRNA maturation
and ribosome biogenesis and
increases nucleolar stress and
apoptosis
[32, 47]






AS Regulates endothelial cell
proliferation and angiogenesis
acting as a miRNA sponge
[48]
Hsa_circ_0010729 mir-186 AS and CHD Regulates vascular endothelial
cell proliferation and apoptosis
via targeting miR-186 and HIF-
1α axis
[49]
circACTA2 miR-548f-5p AS and CHD Maintains contractile
phenotype of VSMC
Mediates NRG-1-ICD
regulation of α-SMA expression
in HASMCs
[50]
circWDR77 mir-124 AS Regulates VSMC proliferation
and migration via targeting
miR-124 and FGF2
Inhibits the expression of
SM22a and STIM1 by acting as
a miRNA sponge
[51]
circ-SATB2 mir-939 AS Inhibits the expression of




apoptosis, and migration in
VSMC
[52]
circR-284 miR-221 AS and carotid
plaque rupture




ratio in the early stage of
carotid plaque rupture
[53, 54]
hsa_circ_0124644 CAD Potential biomarker of
coronary artery disease
[55]
hsa_-circ_0001879 CAD Significant upregulated








CDR1as miR-7a MI Upregulates the expression of
PARP and SP1 acting as a
miRNA sponge and promotes
apoptosis
[57]
MICRA Acute MI, HF,
and LVD
Potential biomarker of left
ventricular dysfunction in the
patients with acute MI
[58, 59]
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circRNA Possible target CVD Biological function or
description
Ref
HRCR mir-223 HF and cardiac
hypertrophy
Increases the expression of




circ-081881 mir-548 Acute MI Positively regulates PPARγ
acting as a miRNA sponge
[62]







apoptosis by acting as a miRNA
sponge and increased in
response to ROS
[64]








circTTN DCM Dysregulated in disease model [65, 66]
circRyr2 Cardiomyopathy [65]





migration, and tube formation
and promotes cell apoptosis
Acts as a miRNA sponge and





1273 g-3p, and hsa-
miR-5096
Hypertension Downregulated in hypertension
patients
[68]
rno_circRNA_016002 Hypertension Upregulated in hypertensive
rat strains compared to
normotensive rats
[69]
hsa_circ_0014243 hsa-miR-10a-5p EH Crucial role in the genesis and
development of EH and
presents a certain diagnostic
capability for EH
[70]
hsa_circ_0037911 miR-637 EH Upregulated in hypertension
patients
[65, 71]
hsa_circ_0126991 EH May serve as a stable biomarker
for early diagnosis of EH
[72]




Interacts with ID-1, E2F1, FAK,
and HIF-1α and induces cellular
senescence in aging hearts
[46]
CVD, cardiovascular disease; AS, atherosclerosis; ASVD, atherosclerotic vascular disease; CHD, coronary heart disease;
CAD, coronary artery disease; MI, myocardial infarction; HF, heart failure; LVD, left ventricular dysfunction; EH, essential
hypertension; DCM, dilated cardiomyopathy; VSMC, vascular smooth muscle cell; ROS, reactive oxygen species; ANRIL,
antisense noncoding RNA in the INK4 locus; PES1, pescadillo homologue 1; ACTA2, actin alpha 2; WDR77, WD repeat
domain 77; STIM1, stromal interaction molecule 1; SATB2, special AT-rich sequence-binding protein 2; CDR1, cerebellar
degeneration-related protein 1; MICRA, myocardial infarction associated circRNA; MFCAR, mitochondrial fission and
apoptosis-related circRNA; HRCR, heart-related circRNA; ARC, apoptosis repressor with CARD domain; NCX1, sodium/
calcium exchanger 1; AMOTL1, angiomotin like 1; AKT, protein kinase B; PDK, phosphoinositide-dependent protein kinase;
TTN, titin; RYR2, ryanodine receptor 2; Foxo3, forkhead box O3; ID1, inhibitor of DNA binding 1; E2F1, E2F transcription
Factor 1; FAK, focal adhesion kinase; HIF-1α, hypoxia inducible factor-1; FGF2, fibroblast growth factor2; PARP, poly
ADP-ribose polymerase; and MEF2A, myocyte enhancer factor 2A.
Table 1.
Summary of identified circRNA in the cardiovascular disease.
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saliva, and blood. Thus, their potential usage as clinical biomarkers may be possible
in the future [39].
Some heart specific RNA-splicing regulators are also important players for heart
development. One of the RNA-splicing regulators is RBM20 that is required for
splicing of cardiac-related genes such as titin [38]. Its mutation leads to exon
retention in the region of I-band and results in larger titin isoforms [30]. According
to RNA-seq researches in tissues from dilated cardiomyopathy (DCM) and hyper-
trophic cardiomyopathy, 80 different circRNAs are derived from the titin gene
(TTN) [30, 40].
circANRIL is generated as an antisense transcript from the INK4A/ARF gene
locus by alternative splicing [36]. SNPs localized within chromosome 9p21 are likely
to affect the INK4/ARF locus. These SNPs can regulate ANRIL splicing and may
lead to circANRIL production [39]. Interestingly, there is an association between
9p21 SNPs and the susceptibility to atherosclerosis [41]. circANRIL is also impli-
cated in the pathogenesis of atherosclerosis [42]. In another study, Burd et al.
suggested that 9p21 SNPs affect the coordination of ANRIL expression and splicing
via interaction of different PcG complexes. Furthermore, PcG complexes are
targeted to the INK4/ARF locus and that leads to inhibition of INK4/ARF tran-
scription. Moreover, they also indicated that their study is the first to provide
evidence for relationship between circRNA and atherosclerotic vascular disease
(ASVD) [32].
circANRIL also disrupts exonuclease-mediated pre-rRNA processing and ribo-
some biogenesis by binding to pescadillo homologue 1 (PES1). This leads to nuclear
stress and p53 activation in cells [38, 39]. Therefore, it supresses cell proliferation
and inhibits apoptosis in vascular smooth muscle cells and macrophages.
Consequenly, circANRIL acts as a protective factor against atherosclerosis [41, 43].
On the other hand, it has been indicated that a novel circular RNA product of
ANRIL, cANRIL (exon4-6) also regulates the expression of INK4/ARF [32].
In addition, circRNA serves as a protein scaffold such as circAmotl1 in cardiac
dysfunction [35, 43]. circAmotl1 facilitates phosphorylation of protein kinase B
(AKT) and nuclear translocation of pAKT by forming ternary complexes with AKT
and phosphoinositide-dependent protein kinase (PDK) [43–45]. Zeng et al. have
suggested that pAKT translocation may be responsible for protection of heart cells
from cardiomyopathy caused by doxorubicin [45].
circ-foxo3 is another circRNA described to may have a role in the cardiovascular
diseases. Stress-related proteins (HIF-1α and FAK) and senescence-related proteins
[inhibitor of DNA-binding protein (ID1) and E2F1] are arrested in cytoplasm by
circ-foxo3. Therefore, circ-foxo3 prevents translocation of these proteins into the
nucleus. As a consequence, this mechanism promotes cardiac senecence through
ectopic expression of circ-foxo3 [41, 46]. Besides these functions, circRNAs are
reported to also show their effects as miRNA sponge in cardiovascular diseases.
circRNAs and their function in cardiovascular diseases are indicated in Table 1.
Although there is limited number of studies until today, CVD-related studies for
circRNA are in progress. Therefore, it is still required the identification of circRNA
as candidate biomarkers for CVDs. Moreover, biologic functions of circRNA in
vascular endothelial cell and heart tissue should be validated in further studies.
5. circRNAs in neurological disorders
Recent studies have shown that circRNAs are plentifully expressed in normal
neuronal cells [73–75]. They may be found abundantly in neuronal cells for several
reasons: (i) brain contains more host genes of circRNA such as neuronal genes,
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saliva, and blood. Thus, their potential usage as clinical biomarkers may be possible
in the future [39].
Some heart specific RNA-splicing regulators are also important players for heart
development. One of the RNA-splicing regulators is RBM20 that is required for
splicing of cardiac-related genes such as titin [38]. Its mutation leads to exon
retention in the region of I-band and results in larger titin isoforms [30]. According
to RNA-seq researches in tissues from dilated cardiomyopathy (DCM) and hyper-
trophic cardiomyopathy, 80 different circRNAs are derived from the titin gene
(TTN) [30, 40].
circANRIL is generated as an antisense transcript from the INK4A/ARF gene
locus by alternative splicing [36]. SNPs localized within chromosome 9p21 are likely
to affect the INK4/ARF locus. These SNPs can regulate ANRIL splicing and may
lead to circANRIL production [39]. Interestingly, there is an association between
9p21 SNPs and the susceptibility to atherosclerosis [41]. circANRIL is also impli-
cated in the pathogenesis of atherosclerosis [42]. In another study, Burd et al.
suggested that 9p21 SNPs affect the coordination of ANRIL expression and splicing
via interaction of different PcG complexes. Furthermore, PcG complexes are
targeted to the INK4/ARF locus and that leads to inhibition of INK4/ARF tran-
scription. Moreover, they also indicated that their study is the first to provide
evidence for relationship between circRNA and atherosclerotic vascular disease
(ASVD) [32].
circANRIL also disrupts exonuclease-mediated pre-rRNA processing and ribo-
some biogenesis by binding to pescadillo homologue 1 (PES1). This leads to nuclear
stress and p53 activation in cells [38, 39]. Therefore, it supresses cell proliferation
and inhibits apoptosis in vascular smooth muscle cells and macrophages.
Consequenly, circANRIL acts as a protective factor against atherosclerosis [41, 43].
On the other hand, it has been indicated that a novel circular RNA product of
ANRIL, cANRIL (exon4-6) also regulates the expression of INK4/ARF [32].
In addition, circRNA serves as a protein scaffold such as circAmotl1 in cardiac
dysfunction [35, 43]. circAmotl1 facilitates phosphorylation of protein kinase B
(AKT) and nuclear translocation of pAKT by forming ternary complexes with AKT
and phosphoinositide-dependent protein kinase (PDK) [43–45]. Zeng et al. have
suggested that pAKT translocation may be responsible for protection of heart cells
from cardiomyopathy caused by doxorubicin [45].
circ-foxo3 is another circRNA described to may have a role in the cardiovascular
diseases. Stress-related proteins (HIF-1α and FAK) and senescence-related proteins
[inhibitor of DNA-binding protein (ID1) and E2F1] are arrested in cytoplasm by
circ-foxo3. Therefore, circ-foxo3 prevents translocation of these proteins into the
nucleus. As a consequence, this mechanism promotes cardiac senecence through
ectopic expression of circ-foxo3 [41, 46]. Besides these functions, circRNAs are
reported to also show their effects as miRNA sponge in cardiovascular diseases.
circRNAs and their function in cardiovascular diseases are indicated in Table 1.
Although there is limited number of studies until today, CVD-related studies for
circRNA are in progress. Therefore, it is still required the identification of circRNA
as candidate biomarkers for CVDs. Moreover, biologic functions of circRNA in
vascular endothelial cell and heart tissue should be validated in further studies.
5. circRNAs in neurological disorders
Recent studies have shown that circRNAs are plentifully expressed in normal
neuronal cells [73–75]. They may be found abundantly in neuronal cells for several
reasons: (i) brain contains more host genes of circRNA such as neuronal genes,
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which play roles in neurogenesis, neuronal development, and neuronal differentia-
tion [11, 74], (ii) the expression levels of circRNAs are higher in brain than other
tissues [75, 76], (iii) due to the slow division rates of neurons, circRNAs may
accumulate more in the brain than other tissues [77], (iv) neuronal genes contain
long introns (>10 kb) with inverted repeat sequences, thereby simplifying forma-
tion of circRNAs [10], and (v) circRNAs due to the absence of 50 and 30 ends result
in greater stability than linear RNAs, leading to a relatively longer half-life [78]. The
half-life of circRNAs is approximately 20 h, compared with corresponding linear
isoforms (no more than 8 h) [79].
The latest studies have shown that circRNAs could attenuate cell senescence and
cell survival and may be involved in the regulation of aging and age-related neuro-
logical diseases [80–82]. Thus, circRNAs are expected to be new potential bio-
markers and target for aging and age-related neurological diseases (Table 2). These
studies have suggested that circRNAs may play an important role in pathological
mammalian brain function, which is implicated in disorders in central nervous
system (CNS) including Alzheimer’s disease (AD), Parkinson’s disease (PD), neu-
ropsychiatric disorders, prion disease, and inflammatory neuropathy.
CDR1as, a circRNA, is highly plentiful and specifically expressed in the mam-
malian brain [85]. Some studies have indicated that ciRS-7 contains multiple anti-
miR-7 sequences. This suggests that ciRS-7 may function as a sponge to sequester
the normal functions of miR-7 [57, 95–97]. ciRS-7 can regulate the stability of




ciRS-7 miR-7 AD ciRS-7 is reduced in AD, and miR-7 can
downregulate AD relevant targets, such as
ubiquitin conjugating enzyme UBE2A,
which play an essential role in the clearance
of amyloid peptides
[83, 84]
circSry miR-138 AD mir-138 participate in learning and
memory ability and is increased in AD, and
it promotes tau phosphorylation by
targeting the RARA/GCK-3β pathway
[85–87]
ciRS-7 miR-7 PD miR-7 may downregulate α-synuclein
expression, promotes the degradation of α-
























miR-138 can balance the ratio of Th1 and
Th2 via suppressing the function of RTF3
[93, 94]
circRNA100783 CircRNA100783 may be involved in
chronic CD28-associated CD8 (+) T cell
aging
AD, Alzheimer’s disease; PD, Parkinson disease; UBE2A, ubiquitin conjugating enzyme E2 A; RARA/GCK-3β,
retinoic acid receptor alpha/glycogen synthase kinase-3β; and RTF3, runt-related transcription factor 3.
Table 2.
Functional mechanism of cirRNAs in neurological disease.
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with multiple protein subunits, thus acting as “scaffolding” for RBPs [7, 98].
Thereby, it facilitates the interaction by potentially increasing the stability of the
circRNA transcripts. Due to its multiple functions in brain, researchers have
suggested that ciRS-7 can be a potential biomarker for neurodegenerative disorders
including AD and PD [83].
5.1 circRNA in Alzheimer’s disease
Alzheimer’s disease is a chronic neurological disease. Lukiw et al. showed that
the expression level of ciRS-7 is decreased in hippocampal CA1 region in sporadic
AD [83]. Functional deficiency of ciRS-7 can lead to upregulation of miR-7 in AD
brain and may cause the downregulation of several AD-relevant mRNA targets,
including the ubiquitin conjugating enzyme E2A (UBE2A) [83, 84, 99, 100]. This
autophagic protein, UBE2A, is a central effector in the ubiquitination cycle. UBE2A
is crucial for clearing amyloid peptides via phagocytosis and contributes to
amyloidogenesis [99]. In contrast to the previous studies, Shi et al. have shown that
ciRS-7 promotes the degradation of amyloid precursor protein (APP) and beta-
secretase 1 (BACE1) in an nuclear factor kappa beta (NF-κB)-dependent manner
[101]. Hence, future studies are needed to reveal ciRS-7 function/functions and its
exact role in AD pathology.
CircSry can serve as a miRNA sponge in neural cells. CircSry inhibits miR-138
[53, 85], which is a potential molecular regulator of human memory function [102].
CircSry has multiple binding sites for miR-138 and promotes tau phosphorylation
by targeting the “retinoic acid receptor alpha/glycogen synthase kinase-3β” (RARA/
GCK-3β) pathway [86]. Some studies have indicated that miR-138 influences learn-
ing and memory abilities by regulating acyl protein thioesterase 1 [87, 102]. There-
fore, association of circSry and miR-138 in AD should be further investigated.
5.2 circRNA in Parkinson’s disease
Parkinson disease, progressive age-related neurodegenerative disorder, is char-
acterized by the loss of dopaminergic neurons in the substantia nigra pars compacta
[103, 104]. To date, five genes have been determined to cause PD, such as α-
synuclein (SNCA), parkin, dj-1, PTEN-induced kinase 1 (pink1), and leucine-rich
repeat kinase 2 (lrrk2) [105]. SNCA is the key player in the pathogenesis of PD
based on neuropathologic, genetic, and cellular evidence [106]. The over-
expression and aggregation of SNCA, a target gene of miR-7, is considered as a
distinctive marker in PD [107, 108]. miR-7 has been proposed to play a role in PD
by reducing expression of SNCA [88]. ciRS-7 plays a protective role by inhibiting
miR-7 that directly regulates the expression of SNCA [109]. miR-7 alleviates SNCA
expression dose-dependently and induces the degradation of SNCA mRNA levels
[88]. These results suggest that ciRS-7 serves as a miR-7 sponge in vitro. Further-
more, the silencing of ciRS-7 increases miR-7 activity and decreases the expression
of miR-7 target genes [110]. In addition, circSNCA, another circRNA, can sponge
miR-7, thereby regulating expression of SNCA, resulting in decreased autophagy
and increased apoptosis in cells [111]. These findings are in concordance with the
results of a study, which showed that autophagy can prevent PD [112], and that of
the other study, which demonstrated that apoptosis is related to PD [113].
5.3 circRNA and inflammatory neuropathy
circRNAs may participate in inflammatory reactions that induce neuropathy.
Some circRNAs may affect immune responses due to the fact that they contain virus
miRNA binding sites. For instance, hsa-circRNA 2149 contains 13 unique, head to
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half-life of circRNAs is approximately 20 h, compared with corresponding linear
isoforms (no more than 8 h) [79].
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system (CNS) including Alzheimer’s disease (AD), Parkinson’s disease (PD), neu-
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miR-138 can balance the ratio of Th1 and
Th2 via suppressing the function of RTF3
[93, 94]
circRNA100783 CircRNA100783 may be involved in
chronic CD28-associated CD8 (+) T cell
aging
AD, Alzheimer’s disease; PD, Parkinson disease; UBE2A, ubiquitin conjugating enzyme E2 A; RARA/GCK-3β,
retinoic acid receptor alpha/glycogen synthase kinase-3β; and RTF3, runt-related transcription factor 3.
Table 2.
Functional mechanism of cirRNAs in neurological disease.
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with multiple protein subunits, thus acting as “scaffolding” for RBPs [7, 98].
Thereby, it facilitates the interaction by potentially increasing the stability of the
circRNA transcripts. Due to its multiple functions in brain, researchers have
suggested that ciRS-7 can be a potential biomarker for neurodegenerative disorders
including AD and PD [83].
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AD [83]. Functional deficiency of ciRS-7 can lead to upregulation of miR-7 in AD
brain and may cause the downregulation of several AD-relevant mRNA targets,
including the ubiquitin conjugating enzyme E2A (UBE2A) [83, 84, 99, 100]. This
autophagic protein, UBE2A, is a central effector in the ubiquitination cycle. UBE2A
is crucial for clearing amyloid peptides via phagocytosis and contributes to
amyloidogenesis [99]. In contrast to the previous studies, Shi et al. have shown that
ciRS-7 promotes the degradation of amyloid precursor protein (APP) and beta-
secretase 1 (BACE1) in an nuclear factor kappa beta (NF-κB)-dependent manner
[101]. Hence, future studies are needed to reveal ciRS-7 function/functions and its
exact role in AD pathology.
CircSry can serve as a miRNA sponge in neural cells. CircSry inhibits miR-138
[53, 85], which is a potential molecular regulator of human memory function [102].
CircSry has multiple binding sites for miR-138 and promotes tau phosphorylation
by targeting the “retinoic acid receptor alpha/glycogen synthase kinase-3β” (RARA/
GCK-3β) pathway [86]. Some studies have indicated that miR-138 influences learn-
ing and memory abilities by regulating acyl protein thioesterase 1 [87, 102]. There-
fore, association of circSry and miR-138 in AD should be further investigated.
5.2 circRNA in Parkinson’s disease
Parkinson disease, progressive age-related neurodegenerative disorder, is char-
acterized by the loss of dopaminergic neurons in the substantia nigra pars compacta
[103, 104]. To date, five genes have been determined to cause PD, such as α-
synuclein (SNCA), parkin, dj-1, PTEN-induced kinase 1 (pink1), and leucine-rich
repeat kinase 2 (lrrk2) [105]. SNCA is the key player in the pathogenesis of PD
based on neuropathologic, genetic, and cellular evidence [106]. The over-
expression and aggregation of SNCA, a target gene of miR-7, is considered as a
distinctive marker in PD [107, 108]. miR-7 has been proposed to play a role in PD
by reducing expression of SNCA [88]. ciRS-7 plays a protective role by inhibiting
miR-7 that directly regulates the expression of SNCA [109]. miR-7 alleviates SNCA
expression dose-dependently and induces the degradation of SNCA mRNA levels
[88]. These results suggest that ciRS-7 serves as a miR-7 sponge in vitro. Further-
more, the silencing of ciRS-7 increases miR-7 activity and decreases the expression
of miR-7 target genes [110]. In addition, circSNCA, another circRNA, can sponge
miR-7, thereby regulating expression of SNCA, resulting in decreased autophagy
and increased apoptosis in cells [111]. These findings are in concordance with the
results of a study, which showed that autophagy can prevent PD [112], and that of
the other study, which demonstrated that apoptosis is related to PD [113].
5.3 circRNA and inflammatory neuropathy
circRNAs may participate in inflammatory reactions that induce neuropathy.
Some circRNAs may affect immune responses due to the fact that they contain virus
miRNA binding sites. For instance, hsa-circRNA 2149 contains 13 unique, head to
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tail spanning reads. Researchers discovered hsa-circRNA 2149 in CD19+ leukocytes,
but not CD341 leukocytes or neutrophils. On the other hand, circRNA100783 may
be involved in chronic CD28-related CD8(+) T cell aging and for this reason could
be a novel biomarker for this conditions [93]. Furthermore, circSry, another
circRNA, can repress miR-138 activity, which could balance T helper 1 (Th1) and T
helper 2 (Th2) expressions through suppressing the function of runt-related tran-
scription factor 3 (RUNX3) [94].
5.4 circRNA and prion diseases
Most prion diseases are infectious via transmissible particles composed of prion
protein in scrapie (PrPSc), an isomer of noninfectious cellular prion protein (PrPc).
Studies have discovered that ciRS-7 expression is induced by PrPc overexpression
[91, 92]. ciRS-7 may suppress miR-7 activity and therefore ciRS-7 may be involved
in the prion disease pathogenesis.
5.5 circRNA and neuropsychiatric disorders
Apart from in brain tumors, ciRS-7 may also play a role in neuropsychiatric
disorders. Increased miR-7 levels have been determined in neuropsychiatric disor-
ders, serving as a proof for ciRS-7-mediated deregulation of dendritic spine density
via a miR-7-SHANK3 (SH3 and multiple ankyrin repeat domains 3) axis [89, 90]. In
recent study, Piwecka et al. showed that ciRS-7 knockout mice display behavioural
phenotypes related to neuropsychiatric disorders. Deleting of ciRS-7 locus in mice
leads to synaptic transmission function disorder and unusual neuropsychiatric-like
behavior [78]. Other than miR-7, ciRS-7 also has a binding site to miR-671, which is
deregulated in all brain regions in ciRS-7 deficient mice; however, the direction of
changes was opposite. It is designated that the binding site on ciRS-7 is completely
complementary to miR-671, and the interaction of these two molecules could lead to
AGO-mediated ciRS-7 slicing and miR-671 deterioration. On the contrary, the
binding sites on ciRS-7 are partial complementaries to miR-7. For this reason, it is
likely that circRNAs can serve as a platform to store and transport certain miRNAs
[78, 89, 90].
Currently, circRNA studies in the CNS are in progress. To date, there is a limited
number of circRNA identified in neurological disorders. Moreover, previous studies
mainly focus on ciRS-7 function. Therefore, it is still needed to identify candidate
circRNAs as a potential biomarker in neurological disease. In addition, their func-
tional properties in neuronal cells should be also validated in further studies.
6. The role of circRNAs in immune regulation
Although many circRNAs are under survey, their roles in autoimmune diseases
remain incomprehensible, and there are insufficient data to determine their exact
role of circRNAs in such diseases [24, 114].
The connection between miRNAs and immunity has been well-studied, which
has led to the hypothesis that circRNAs may contribute to immune regulation by
interacting with miRNAs. In particular, due to their abilities to serve as miRNA and
protein sponges, they can regulate gene expression and encode proteins. Therefore,
circRNAs can participate in the development and progression of different immune
responses and immune diseases [23, 24, 114]. On the basis of the current studies, the
majority of circRNAs defined in autoimmune diseases are ecircRNAs, and a few are
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Disease CircRNA Regulation miRNA
sponge targets
Potential functions Ref
























CDR1as/ciRS-7 ↓ — It functions as the miR-7
sponge to increase expression
of PTEN and restricts hyper-
responsiveness of B cells
[100, 118]
RA Hsa_circ_104871 ↑ — It serves as potential
biomarkers for diagnosis and
performs severity or





Hsa_circ_0057980 ↓ miR-181d It functions as the miR-181d
sponge to suppress the
development of RA
[86, 120]
Hsa_circ_0088088 ↓ miR-16 It functions as the miR-16
sponge to suppress the
development of RA
[121–123]
Hsa_circ_0001045 ↑ miR-30a It functions as the miR-30a
sponge to promote the
biogenesis of RA
MS Hsa_circ_0005402 ↓ — It can be improved as MS
biomarkers
[124]
Hsa_circ_0035560 ↓ — It arranges negatively the
biogenesis of MS
GSDMB ecircRNA ↑ miR-1275 It functions as the miR-1275
and miR-149 sponges to
induce MS
[124, 125]
miR-149 Both circRNAs are derived
from the ANXA2
PBC Hsa_circ_402458 ↑ miR-522-3p It may be appropriate for
PBC diagnosis
[121, 126]
miR-943 It functions as the miR-522
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ciRNAs and eIciRNAs [23, 24, 114–116]. The circRNAs identified to date, their
functions, and roles in immunological diseases are shown in Table 3.
It will be important in future studies to determine biological functions of
circRNAs in immune cells. circRNAs may serve as both potential biomarkers and
immune regulators [23, 24, 114–116]. Hence, it may be helpful to improve our
understanding of the molecular biological basis of autoimmune diseases.
7. circRNAs in cancer
Cancer is one of the most common causes of death in worldwide. As stated
in world cancer report (2014), 10 million people of the world develop all types
of cancer each year. Moreover, over 6 million patients around the world die from
this disease annually [132]. Unfortunately, the number of patients diagnosed
with cancer is increasing and is estimated to increase in future in worldwide
[133, 134]. Even if, a functional improvement in the treatment approach is
established, and new therapeutic strategies are still needed for therapy of cancer.
Therefore, the identification of the altered pathways and gene transcripts has
been the subject of researches recently. miRNAs have a role in gene regulation and
affect various molecular biological processes such as cell growth, development,
differentiation, proliferation, and cell death [135]. As circRNAs interact with
miRNAs and then influence the mRNA expression levels of target genes, the
identification of circRNA-miRNA-mRNA network has become the objective of
cancer researches.
There are numerous investigations on circRNAs and their functions in cancer as
compared with other diseases. To date, most of the studies have focused on miRNA
sponge function of circRNAs. miRNAs have been classified depending on the effect
of miRNAs on downstream target/targets [136]. miRNAs can act as oncogenes or
tumor suppressors during carcinogenesis [137]. Likewise, circRNAs are also named
according to their behaviour during tumorigenesis. While some circRNAs contrib-
ute to tumor progression and metastasis, the others suppress oncogenesis.




TGF-β signalling of PBC
SCID Circ-CDC42BPA ↑ — It disrupts transduction of B
cell signalling to induce
formation of SCID
[128, 129]




WAS Circ-ROBO1 ↑ — It activates the pathogenesis
of WAS
[128, 131]
Circ-CDC42BPA ↑ — It disrupts transduction of B
cell signalling to induce
formation of WAS
[128]
MS, multiple sclerosis; PBC, primary biliary cirrhosis; RA, rheumatoid arthritis; SCID, severe combined
immunodeficiency disease; SLE, systemic lupus erythematosus; and WAS, Wiskott-Aldrich syndrome.
Table 3.
circRNAs are associated with immune diseases.
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miRNAs and then influence the mRNA expression levels of target genes, the
identification of circRNA-miRNA-mRNA network has become the objective of
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according to their behaviour during tumorigenesis. While some circRNAs contrib-
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Gene Expression and Phenotypic Traits
Studies on altered expression of circRNAs in (lung and breast cancer) tumor
samples are summarized in Tables 4 and 5. Moreover, in these selected studies, the
circRNA-miRNA-mRNA interaction network is well defined.
By taking all studies together, circRNAs may be candidate surrogate molecular
markers for cancer in different aspects, such as angiogenesis, metastasis, and drug
resistance. Although to date some circRNA-miRNA-mRNA axis is predicted in cancer-
associated pathways, the function and importance of dysregulated circRNAs still need
to be supported in larger numbers of samples and patients, in various cancers.
8. Research databases of circRNA
With the increasing interest in circRNAs, comprehensive circRNA databases are
required for prediction of circRNAs and their targets [172]. To evaluate and sim-
plify the properties and interaction of various circRNAs with other RNAs from
different aspects, numerous databases have been published (circlncRNAnet,
starBase v2. 0, circBase, circRNABase, circ2Traits, nc2Cancer, DeepBase v2. 0,
CircInteractome, TSCD, CIRCpedia, circRNADb, CircNet, CircR2Disease,
circBank, and so on) [173]. Examples of circRNA databases and their usage in
researches are shown.
• starBase v2. 0 determines miRNA-circRNA interactome and includes miRNA,
mRNA, and lncRNA information [174].
• circ2Traits can be provided information about miRNA-circRNA interaction
and its association with particular diseases [109].
• CircInteractome can be used in coupling the circRNA with related RNA-
binding proteins [175].
• TSCD is helpful to describe tissue-specific circRNAs in mouse and human
genomes [176].
• CIRCpedia includes reverse and variable splicing sites of circRNAs from
individuals and mouse samples [177].
• circBank can be a resource to facilitate the research of function and regulation
of circRNAs [178].
9. Conclusion
In summary, circRNAs, a new class of noncoding RNAs, are widely investigated
by researchers due to their role in post transcriptional gene regulation. Recent studies
have indicated their effects on the development of diverse diseases by acting as a
miRNA sponge, RBP sponge, and transcriptional modulator or direct encoding pro-
teins. Although the miRNA sponge function of circRNAs is currently investigated in
the diseases, other mechanisms of circRNAs are still under investigation, and further
studies are needed. After the interpretation of their function in disease pathogenesis,
they may have a potential to become a drug target. Using circRNAs as biomarkers or
therapeutic targets needs to be further investigated due to their complex roles. Based
on these characteristics, circRNAs are likely to guide the development of new diag-
nostic and therapeutic strategies as well as prevention of diseases.
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Gene Expression and Phenotypic Traits
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circBank, and so on) [173]. Examples of circRNA databases and their usage in
researches are shown.
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individuals and mouse samples [177].
• circBank can be a resource to facilitate the research of function and regulation
of circRNAs [178].
9. Conclusion
In summary, circRNAs, a new class of noncoding RNAs, are widely investigated
by researchers due to their role in post transcriptional gene regulation. Recent studies
have indicated their effects on the development of diverse diseases by acting as a
miRNA sponge, RBP sponge, and transcriptional modulator or direct encoding pro-
teins. Although the miRNA sponge function of circRNAs is currently investigated in
the diseases, other mechanisms of circRNAs are still under investigation, and further
studies are needed. After the interpretation of their function in disease pathogenesis,
they may have a potential to become a drug target. Using circRNAs as biomarkers or
therapeutic targets needs to be further investigated due to their complex roles. Based
on these characteristics, circRNAs are likely to guide the development of new diag-
nostic and therapeutic strategies as well as prevention of diseases.
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Effect of Amikacin with 
Cefotaxime against Pseudomonas 
aeruginosa and Its Biofilm Genes 
Expression
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Abstract
A total of 100 broiler chickens were examined for the presence of Pseudomonas 
aeruginosa by standard microbiological techniques. Susceptibility pattern for 
amikacin and cefotaxime was performed by Kirby-Bauer and microdilution assays. 
Then, checkerboard titration in trays was applied and FIC was measured to identify 
the type of interaction between the two antibiotics. The ability of isolates to form 
in vitro biofilm was detected by two methods, one qualitative (CRA) and the other 
quantitative (MTP), followed by investigating the effect of each antibiotic alone 
and in combination on the expression of biofilm genes. The overall isolation per-
centage of P. aeruginosa was 21%. Resistance to each antibiotic was more than 50%; 
the range of cefotaxime MIC was 8–512 μg/ml, while amikacin MIC range was 1–64 
μg/ml. The FIC index established a synergistic association between tested two drugs 
in 17 (81%) of isolates and the remaining represent partially synergism. The quali-
tative technique showed that only 66.6% of the isolates were considered biofilm 
producers, while the quantitative technique showed that 90.4% of the isolates were 
biofilm producers. Further to RT-PCR investigation, significant repression against 
biofilm-forming genes (filC, pelA, and pslA) was observed for the combination of 
antibiotics when compared with monotherapy.
Keywords: P. aeruginosa, cefotaxime, amikacin, combination therapy, biofilm,  
gene expression
1. Introduction
The infection with Pseudomonas aeruginosa is responsible for humanity in 
poultry and clinical signs including respiratory signs and septicaemia. P. aeruginosa 
produces dyspnea and cheesy deposits on the serous surfaces lining the air sacs 
and peritoneal cavity and also congestion of the internal organs, perihepatitis, 
and pericarditis [1]. Pseudomonas species are not related to disease entity except 
Pseudomonas aeruginosa that has been associated with infection in both man and 
animals. The disease of pseudomonas induces a significant economic loss to the 
farm by causing high mortality of newly hatched chickens and death of embryo at 
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a later stage [2]. Furthermore, Pseudomonas aeruginosa shows innate resistance to 
almost antibiotics in recent years [3, 4].
Due to this intrinsic resistance to antibiotics, its ability to easily develop new 
resistance, its ability to create biofilms, and the recent decline in drug discovery 
programs, P. aeruginosa infections have become an urgent worldwide health concern 
[3, 5]. Recent efforts to focus on this rising challenge comprise repositioning screens 
to recognize commercially permitted drugs with novel antimicrobial activity [6–9] 
and combinatorial drug screens to categorize combinations of traditional antibiot-
ics and novel repositionable modulators [10, 11].
Concomitant use of antibiotics (combination therapy) is recommended for 
severe infections when P. aeruginosa is the suspected pathogen, to prevent the 
development of resistance during treatment and to achieve a wide spectrum of 
activity. In addition to preventing the development of resistance, the combined use 
of antibiotics (as cephalosporins and aminoglycosides) may have synergistic effects 
and may reduce the occurrence of side effects, since each drug is used at a lower 
dose than would be used for monotherapy [12].
Concerning bacterial biofilms, Batoni et al. [13] and Grassi et al. [14] proved a 
strong interaction between the effectiveness of combination therapy and biofilms 
formed by P. aeruginosa. Therefore, the present study concerned the effect of 
cefotaxime, amikacin singly, and in combination besides validating the activity of 
them on biofilm expression of the obtained P. aeruginosa isolates.
2. Material and methods
2.1 Sampling and isolate characterization
A total of 500 samples of the liver, heart, kidney, spleen, and lung (100 each) 
was aseptically collected from 100 freshly dead and diseased with respiratory 
manifestations broiler chickens from different ages and localities in Sharkia prov-
ince, Egypt, from November 2018 to February 2019. All samples were subjected 
to conventional methods for isolation and identification of pseudomonas recom-
mended by the Health Protection Agency [15]. Pseudomonas aeruginosa isolates were 
further identified with API20E kits (BioMérieux, France).
2.2 Antibiotic susceptibility testing
2.2.1 Disk diffusion method
The antimicrobial susceptibility test of the isolates was performed by Kirby-
Bauer disk diffusion test [16]. In brief, each test isolate was swabbed uniformly 
onto the surface of Mueller-Hinton agar plates. Antibiotic sterile disks including 
cefotaxime (CTX: 30 μg) and amikacin (AK: 30 μg) were then placed on to the agar 
surface of the plate. Following incubation, the inhibition zones, in millimeters, were 
measured in duplicate and scored as sensitive, intermediate, and resistant categories 
by the critical breakpoints recommended by the Clinical and Laboratory Standards 
Institute (CLSI) [17].
2.2.2 Preparation of antibiotic stock solution
Standard powder forms of cefotaxime and amikacin were stored at 4°C till usage. 
The stock solution of each antibiotic was prepared by weighing and consequently 
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dissolving suitable amounts of the antibiotics reaching a concentration of 1000 μg/mL 
in Mueller-Hinton broth.
2.2.3 Determination of the minimum inhibitory concentration (MIC)
MIC values of antibiotics were determined by the microdilution method 
following the recommendations of Papich [18]. Stock solutions of antibiotics 
were prepared and added to the bottom of a 96-well microtiter plate (Nunc Inc., 
Roskilde, Denmark). 100 mL of this solution was added to the first well of the 
96-well plate and serially diluted. 100 mL of an overnight culture of P. aeruginosa 
was added to each well at a final concentration of 5 × 105 CFU/mL (colony-forming 
units per milliliter). The microtiter plates were incubated at 35°C for 24 h and the 
MIC determined as the lowest concentration of antibiotics showing no visible 
bacterial growth.
2.2.4 Test for synergism
The synergistic effect of the antibiotic combinations was detected using a 
checkerboard dilution assay [19]. The initial concentration of each drug should 
be fourfold greater than the desired concentration (MIC concentration) and then 
diluted twofold. In a screw cap test tube, 0.25 mL of broth of each two drugs to be 
tested was added to 0.5 mL of broth containing a suspension of the organism to be 
tested to reach the final volume of 1 mL. The inoculum of the bacterial suspension 
(in 0.5 mL of broth) should be approximately 2 × 105 colony-forming unit (CFU) 
to produce a final inoculum of 1 × 105 CFU per mL after the addition of an equal 
volume of the antimicrobial solutions. Each test composed of 36 tubes set hori-
zontally and vertically, 6 rows in one direction contained twofold serial dilutions 
of antibiotic 1, and 6 rows in the other direction contained twofold serial dilutions 
of antibiotic 2; two additional rows contained twofold serial dilution of antibiotic 
1 or antibiotic 2 alone. The tubes were incubated at 37°C for 24 and 48 h, the tubes 
were read as those showing turbidity (+) and those showing no turbidity (−). A 
fractional inhibitory concentration index was used to interpret the results.
2.2.5 Estimation of FIC index
FIC of each agent was calculated by dividing the MIC of the drug in combina-
tion by the MIC of the drug alone. The sum of both FICs (ƩFIC = FIC of antibiotic 
A + FIC of antibiotic B) in each well was used to categorize the combined activity 
of antimicrobial agents at the given concentrations as synergistic (ƩFIC <= 0.5), 
partially synergistic (ƩFIC >0.5 and < 1), additive (ƩFIC = 1), indifferent (ƩFIC >1 
and < 4), and antagonistic (ƩFIC > = 4) [20].
2.3 Phenotypic characterization of biofilm production
2.3.1 Congo red agar test
Freeman et al. [21] have described a simple qualitative method to detect 
biofilm production by using a Congo red agar (CRA) medium. CRA medium was 
prepared with brain heart infusion agar (Oxoid, UK) 37 g/L, sucrose 50g/L, and 
Congo red indicator (Oxoid, UK) 8 g/L. The first Congo red dye was prepared as a 
concentrated aqueous solution and autoclaved (121°C for 15 min) separately from 
the other medium constituents. Then, it was added to the autoclaved brain heart 
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infusion agar with sucrose at 55°C. In this test, the Congo red dye was used as a 
pH indicator, showing black coloration at pH ranges between 3.0 and 5.2. Plates 
with the Congo red agar medium were seeded and incubated in an aerobic envi-
ronment for 24–48 h at 37°C. Isolates were interpreted according to their colony 
phenotypes. Black colonies with dry constancy and rough surface and edges were 
suspected as a positive sign of slime formation, while both black colonies with a 
smooth, round, and shiny surface and red colonies of dry texture and rough edges 
and surface were suspected as intermediate slime producers. Red colonies with 
smooth, round, and shiny surfaces were indicators for negative slime formation.
2.3.2 Quantitative detection of biofilm by microtiter plate method
The biofilm assay is performed by using flat-bottom microtiter plates (Techno 
Plastic Products, Switzerland) as described by O’Toole [22]. P. aeruginosa isolates 
were grown at 37°C in tryptic soy broth (TSB; Oxoid, UK). The bacterial cells 
were then pelleted at 6000 g for 10 min, and the cell pellets were in 5 mL of fresh 
medium. The optical densities (ODs) of the bacterial suspensions were measured 
using a spectrophotometer (Model 6305, Jenway Ltd., Essex, UK) and normalized 
to an absorbance of 1:00 at 600 nm. The cultures were diluted 1:40 in fresh TSB, 
and 200 μL of cells were aliquoted into a 96-well polystyrene microtiter plate and 
inoculated for 24 h at 37°C without agitation. After incubation at 37°C for 24 h, the 
planktonic cells were aspirated, and the wells were washed three times with sterile 
phosphate-buffered saline (PBS). The plates were inverted and allowed to dry for an 
hour at room temperature.
For biofilm quantification, 200 μL of 0.1% aqueous crystal violet solution was 
added to each well, and the plates were allowed to stand for 15 min. The wells 
were subsequently washed three times with sterile PBS to wash off the excess 
crystal violet. Crystal violet bound to the biofilm was extracted with 200 μL of 
an 80:20 (v/v) mixture of ethyl alcohol and acetone, and the absorbance of the 
extracted crystal violet was measured at 545 nm on ELISA reader (stat fax 2100, 
USA). A negative control, crystal violet binding to wells was measured for wells 
exposed only to the medium with no bacteria. All biofilm assays were performed 
in triplicate. The interpretation of biofilm production was according to the criteria 
described by Stepanović et al. [23]. Based on these criteria, optical density cutoff 
value (ODc) is defined as an average OD of negative control +3 × SD (standard 
deviation) of the negative control. The ability to produce biofilm of each P. aeru-
ginosa isolate was classified according to the following criteria: OD ≤ ODc = not 
a biofilm producer, ODc < OD ≤ 2x ODc = weak biofilm producer, 2x 




DNA extraction from isolates was performed using the QIAamp DNA Mini Kit 
(Qiagen, Germany, GmbH) with modifications from the manufacturer’s recom-
mendations. Concisely, 10 μL of proteinase K and 200 μL of lysis buffer were added 
to 200 μL of the sample suspension and incubated at 56°C for 10 min. Then, 200 μL 
of 100% ethanol was added to the lysate followed by washing and centrifugation 
according to the manufacturer’s recommendations. Nucleic acid was eluted with 
100 μL of elution buffer.
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2.4.2 PCR amplification of biofilm virulence genes
The obtained DNA was examined for the presence of biofilm in a 25 μL reaction 
comprising 12.5 μL of EmeraldAmp Max PCR Master Mix (Takara, Japan), 1 μL of 
each primer of 20 pmol concentration, 4.5 μL of water, and 6 μL of DNA template. 
The reaction was implemented in an Applied Biosystems 2720 Thermal Cycler 
for the investigation of the presence of biofilm genes. The properties of all used 
primers, as well as amplicon length and cycling conditions, were synopsized by 
Ghadaksaz et al. [24] and listed in Table 1.
2.4.3 Analysis of the PCR products
The products of PCR were separated by electrophoresis on 1.5% agarose gel 
(AppliChem, Germany, GmbH) in 1× TBE buffer at room temperature using gradi-
ents of 5 V/cm. For gel analysis, 20 μL of the products were loaded in each gel slot. 
A GelPilot 100 bp DNA ladder (Qiagen, Germany, GmbH) and GeneRuler 100 bp 
ladder (Fermentas, Germany) were used to verify the size of fragments. The gel was 
photographed by a gel documentation system (Alpha Innotech, Biometra), and the 
data were assessed through computer software.
2.4.4 Quantitative analysis of biofilm gene expression
Biofilm gene expression was analyzed by quantitative real-time PCR (qRT-
PCR), and the 16S rRNA housekeeping gene of Pseudomonas aeruginosa served 
as internal control with primer sequence F: GGGGGATCTTCGGACCTCA, R: 
TCCTTAGAGTGCCCACCCG to normalize the expressional levels between samples. 
Primers were utilized in a 25 μL reaction containing 12.5 μL of the 2× QuantiTect 
SYBR Green PCR Master Mix (Qiagen, Germany, GmbH), 0.25 μL of RevertAid 
Reverse Transcriptase (200 U/μL) (Thermo Fisher), 0.5 μL of each primer of 
20 pmol concentration, 8.25 μL of water, and 3 μL of RNA template. The reaction 
was performed in a Stratagene MX3005P real-time PCR machine with specific con-
ditions mentioned in Table 2. To estimate the variation of gene expression on the 
RNA of the different samples, the Ct of each sample was compared with that of the 
positive control group according to the “ΔΔCt” method stated by Yuan et al. [25].
2.5 Statistical analysis
Data analysis was performed by SPSS version 22 for windows. A t-test was used 
to detect statistical differences of the experiments including antibiotic combination 
treatment versus single antibiotic therapy. Moreover, one-way ANOVA was used 
for contrasting the influence of these remedies on the fold change of biofilm gene 
expression. A P ≤ 0.05 value was suspected as statistically significant.
3. Results
3.1 The recovery rate of isolation and identification
Pseudomonas spp. were isolated from 34 of 100 examined broiler chickens 
(34%) as shown in Table 3. They were further identified by standard microbiologi-
cal techniques, and an API giving an overall prevalence of 21% was identified as 
Pseudomonas aeruginosa.
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with the Congo red agar medium were seeded and incubated in an aerobic envi-
ronment for 24–48 h at 37°C. Isolates were interpreted according to their colony 
phenotypes. Black colonies with dry constancy and rough surface and edges were 
suspected as a positive sign of slime formation, while both black colonies with a 
smooth, round, and shiny surface and red colonies of dry texture and rough edges 
and surface were suspected as intermediate slime producers. Red colonies with 
smooth, round, and shiny surfaces were indicators for negative slime formation.
2.3.2 Quantitative detection of biofilm by microtiter plate method
The biofilm assay is performed by using flat-bottom microtiter plates (Techno 
Plastic Products, Switzerland) as described by O’Toole [22]. P. aeruginosa isolates 
were grown at 37°C in tryptic soy broth (TSB; Oxoid, UK). The bacterial cells 
were then pelleted at 6000 g for 10 min, and the cell pellets were in 5 mL of fresh 
medium. The optical densities (ODs) of the bacterial suspensions were measured 
using a spectrophotometer (Model 6305, Jenway Ltd., Essex, UK) and normalized 
to an absorbance of 1:00 at 600 nm. The cultures were diluted 1:40 in fresh TSB, 
and 200 μL of cells were aliquoted into a 96-well polystyrene microtiter plate and 
inoculated for 24 h at 37°C without agitation. After incubation at 37°C for 24 h, the 
planktonic cells were aspirated, and the wells were washed three times with sterile 
phosphate-buffered saline (PBS). The plates were inverted and allowed to dry for an 
hour at room temperature.
For biofilm quantification, 200 μL of 0.1% aqueous crystal violet solution was 
added to each well, and the plates were allowed to stand for 15 min. The wells 
were subsequently washed three times with sterile PBS to wash off the excess 
crystal violet. Crystal violet bound to the biofilm was extracted with 200 μL of 
an 80:20 (v/v) mixture of ethyl alcohol and acetone, and the absorbance of the 
extracted crystal violet was measured at 545 nm on ELISA reader (stat fax 2100, 
USA). A negative control, crystal violet binding to wells was measured for wells 
exposed only to the medium with no bacteria. All biofilm assays were performed 
in triplicate. The interpretation of biofilm production was according to the criteria 
described by Stepanović et al. [23]. Based on these criteria, optical density cutoff 
value (ODc) is defined as an average OD of negative control +3 × SD (standard 
deviation) of the negative control. The ability to produce biofilm of each P. aeru-
ginosa isolate was classified according to the following criteria: OD ≤ ODc = not 
a biofilm producer, ODc < OD ≤ 2x ODc = weak biofilm producer, 2x 




DNA extraction from isolates was performed using the QIAamp DNA Mini Kit 
(Qiagen, Germany, GmbH) with modifications from the manufacturer’s recom-
mendations. Concisely, 10 μL of proteinase K and 200 μL of lysis buffer were added 
to 200 μL of the sample suspension and incubated at 56°C for 10 min. Then, 200 μL 
of 100% ethanol was added to the lysate followed by washing and centrifugation 
according to the manufacturer’s recommendations. Nucleic acid was eluted with 
100 μL of elution buffer.
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2.4.2 PCR amplification of biofilm virulence genes
The obtained DNA was examined for the presence of biofilm in a 25 μL reaction 
comprising 12.5 μL of EmeraldAmp Max PCR Master Mix (Takara, Japan), 1 μL of 
each primer of 20 pmol concentration, 4.5 μL of water, and 6 μL of DNA template. 
The reaction was implemented in an Applied Biosystems 2720 Thermal Cycler 
for the investigation of the presence of biofilm genes. The properties of all used 
primers, as well as amplicon length and cycling conditions, were synopsized by 
Ghadaksaz et al. [24] and listed in Table 1.
2.4.3 Analysis of the PCR products
The products of PCR were separated by electrophoresis on 1.5% agarose gel 
(AppliChem, Germany, GmbH) in 1× TBE buffer at room temperature using gradi-
ents of 5 V/cm. For gel analysis, 20 μL of the products were loaded in each gel slot. 
A GelPilot 100 bp DNA ladder (Qiagen, Germany, GmbH) and GeneRuler 100 bp 
ladder (Fermentas, Germany) were used to verify the size of fragments. The gel was 
photographed by a gel documentation system (Alpha Innotech, Biometra), and the 
data were assessed through computer software.
2.4.4 Quantitative analysis of biofilm gene expression
Biofilm gene expression was analyzed by quantitative real-time PCR (qRT-
PCR), and the 16S rRNA housekeeping gene of Pseudomonas aeruginosa served 
as internal control with primer sequence F: GGGGGATCTTCGGACCTCA, R: 
TCCTTAGAGTGCCCACCCG to normalize the expressional levels between samples. 
Primers were utilized in a 25 μL reaction containing 12.5 μL of the 2× QuantiTect 
SYBR Green PCR Master Mix (Qiagen, Germany, GmbH), 0.25 μL of RevertAid 
Reverse Transcriptase (200 U/μL) (Thermo Fisher), 0.5 μL of each primer of 
20 pmol concentration, 8.25 μL of water, and 3 μL of RNA template. The reaction 
was performed in a Stratagene MX3005P real-time PCR machine with specific con-
ditions mentioned in Table 2. To estimate the variation of gene expression on the 
RNA of the different samples, the Ct of each sample was compared with that of the 
positive control group according to the “ΔΔCt” method stated by Yuan et al. [25].
2.5 Statistical analysis
Data analysis was performed by SPSS version 22 for windows. A t-test was used 
to detect statistical differences of the experiments including antibiotic combination 
treatment versus single antibiotic therapy. Moreover, one-way ANOVA was used 
for contrasting the influence of these remedies on the fold change of biofilm gene 
expression. A P ≤ 0.05 value was suspected as statistically significant.
3. Results
3.1 The recovery rate of isolation and identification
Pseudomonas spp. were isolated from 34 of 100 examined broiler chickens 
(34%) as shown in Table 3. They were further identified by standard microbiologi-
cal techniques, and an API giving an overall prevalence of 21% was identified as 
Pseudomonas aeruginosa.
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3.2 Antimicrobial activity
According to the disk diffusion method, 76.2% of isolates were resistant to 
cefotaxime, 14.3% were intermediate, and 9.5% were sensitive. Regarding amikacin, 
57.2% of isolates were resistant, 9.5% were intermediate, and 33.3% were sensitive. 
Of interest, 57.2% of isolates were resistant to both tested antibiotics.
According to the microdilution assay, the range of cefotaxime MIC was 8–512 μg/mL, 
while the amikacin MIC range was 1–64 μg/mL as depicted in Table 4.
In the checkerboard technique, the interaction between the combination of 
cefotaxime and amikacin against Pseudomonas aeruginosa was predominantly 
synergistic, although there were few partially synergistic. Thus no growth or 
turbidity clearly illustrated the extensive activity of aminoglycoside which was 
enforced by the second drug: cefotaxime resulting in an antibacterial effect. The 
synergistic activities of the antimicrobial combinations are detailed in Table 4. 
The combination of amikacin and cefotaxime exerted synergetic effect against 17 
isolates, and 4 isolates were partially synergistic. FIC index values ranged from 
0.18 to 0.75. Statistical analysis of one sample test revealed no significant difference 
between synergism effects among all isolates indicating strong synergy between 
both antibiotics where P-value = 0.088. Antagonism was not detected against any 
isolate in our study.
3.3 Congo red test
About 66.6% of the isolates were positive for biofilm production with varying 
degrees. Out of 21 P. aeruginosa isolates, 19%, 28.6%, and 19% were strong, inter-
mediate, and negative biofilm producers, respectively. The morphology of all types 
of colonies is illustrated in Figure 1.
3.4 Microtiter plate test (MTP)
Biofilm quantification analyses showed that 90.4% of the isolates were biofilm 
producers, indicating that this technique was more efficient than Congo red agar 
for the detection of biofilm production. The obtained isolates of this study had the 
following results for the categories of biofilm production: 9.6% were non-adherent, 
33.4% weakly adherent, 42.8% moderately adherent, and 14.2% strongly adherent 
as shown in Figure 2.
A comparison of results obtained by the CRA method versus that of MTP 
assay is declared in Table 5. Out of 21 biofilm P. aeruginosa isolates by the CRA 
method, 19 isolates were positive by the MTP approach but with various levels of 
Sample No. of 
examined 
samples
Pseudomonas spp. isolates P. aeruginosa isolates
No. Frequency No. Frequency
Freshly dead 28 11 39% 11 39%
Diseased chicks
Young (1–10 days)
33 20 60% 9 27%
Old broilers 
(11–35 days)
39 3 7.6% 1 2.5%
Total 100 34 34% 21 21%
Table 3. 
The incidence of Pseudomonas aeruginosa isolated from examined samples.
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production (3 strong, 7 moderate, 9 weak), and only 2 isolates were factual nega-
tive by both assays.
3.5  Detection of biofilm genes in strong biofilm P. aeruginosa isolates  
by conventional multiplex PCR
All strong biofilm producers P. aeruginosa isolates of code numbers (1, 4, 21) 
were harbored all examined biofilm genes and gave their characteristic bands as 
shown in Figure 3.
3.6  Quantitative assessment effect of each antibiotic alone  
and in combination on biofilm gene expression
By RT-PCR, comparing the amount of examining biofilm gene products before 
and after each treatment with a sub-inhibitory concentration (SIC) of each 





















1 256 32 32 2 0.125 0.06 0.18 Synergistic
2 8 1 2 0.25 0.25 0.25 0.5 Synergistic
3 32 2 2 1 0.06 0.5 0.56 Partially 
synergistic
4 128 64 32 16 0.25 0.25 0.5 Synergistic
5 32 64 8 16 0.25 0.25 0.5 Synergistic
6 32 64 8 8 0.25 0.125 0.375 Synergistic
7 64 64 16 4 0.25 0.06 0.31 Synergistic
8 8 4 2 1 0.25 0.25 0.5 Synergistic
9 64 64 16 16 0.25 0.25 0.5 Synergistic
10 128 64 16 16 0.125 0.25 0.375 Synergistic
11 32 64 2 32 0.06 0.5 0.56 Partially 
synergistic
12 32 64 8 16 0.25 0.25 0.5 Synergistic
13 16 4 2 1 0.125 0.25 0.375 Synergistic
14 128 64 8 8 0.06 0.125 0.18 Synergistic
15 256 64 16 8 0.06 0.125 0.18 Synergistic
16 256 32 64 2 0.25 0.06 0.31 Synergistic
17 32 8 8 4 0.25 0. 5 0.75 Partially 
synergistic
18 16 4 4 2 0.25 0.5 0.75 Partially 
synergistic
19 16 4 2 1 0.25 0.25 0.5 Synergistic
20 256 64 64 16 0.25 0.25 0.5 Synergistic
21 512 64 64 8 0.125 0.125 0.25 Synergistic
Table 4. 
MIC of CTX and AK alone and in combination and FIC index against P. aeruginosa by the checkerboard 
method.
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gene products was relatively increased in untreated samples with drugs than those 
treated, which leads to high threshold cycle (Ct) value in treated than untreated. 
Interestingly, we found that drug combination was more effective in significantly 
reducing the expression of biofilm genes than each antibiotic alone.
Statistical data assessed that fold changes in pslA, pelA, and filC gene expression 
after treatment with SIC of cefotaxime and amikacin alone were (0.599:0.752:0.597 
Figure 1. 
Investigation of biofilm producer P. aeruginosa using CRA method: (A) dry black colonies,  
(B) smooth black colonies, (C) dry red colonies, and (D) smooth red colonies.
Figure 2. 
Microtiter plate method showing none, strong, moderate, and weak biofilm producers differentiated by crystal 
violet stain in 96-well tissue culture plate.
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fold) and (0.348:0.354:0.296 fold), respectively, which were significantly higher 
(P ≤ 0.05) than a fold change in same gene expression after combination treatment 
(0.132:0.211:0.158 fold) as shown in Table 6 and Figure 4.
Sample code no. CRA No. MTP
Strong Moderate Weak None
1, 16, 20, 21 Dry black 4 2 2 0 0
4, 7, 9, 10, 14, 15 Smooth black 6 1 3 2 0
3, 5, 6, 17 Dry red 4 0 2 2 0
2, 8, 11, 12, 13, 18, 19 Smooth red 7 0 0 5 2
Table 5. 
CRA versus MTP methods for detection of biofilm formation by P. aeruginosa.
Figure 3. 
Agarose gel electrophoresis of biofilm genes: Lanes 1, 6, and 12, positive controls; lanes 5, 11, and 16, negative 
controls; lane 8, DNA ladder (100 bp); lanes 2–4, positive isolates for filC gene; lanes 7, 9, and 10, positive 
isolates for pelA gene; and lanes 13–15, positive isolates for pslA gene.
Genes Isolate no. Fold change
Cefotaxime Amikacin Cefotaxime-amikacin combination
PslA 1 0.5212 0.3209 0.0890
2 0.6830 0.3121 0.1869
3 0.5946 0.4118 0.1216
PelA 1 0.7371 0.4506 0.2535
2 0.8526 0.3276 0.2253
3 0.6690 0.2852 0.1550
FliC 1 0.6071 0.3322 0.2176
2 0.5471 0.2643 0.1708
3 0.6373 0.2932 0.0884
Table 6. 
Results of RT-PCR showing expression of biofilm genes in P. aeruginosa isolates before and after treatment 
with SIC of each antibiotic alone and in combination.
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4. Discussion
Pseudomonas aeruginosa is considered to be an opportunistic organism that 
produces respiratory infection, sinusitis, keratitis/keratoconjunctivitis, and septi-
cemia, and it becomes an infection when it is introduced into tissues of susceptible 
hosts [27]. The bacterium is widely distributed in the environment, as it can utilize 
a wide range of materials for its nutrients while only requiring a limited amount 
of nutrients to survive [28]. Moreover, biofilm production has been considered 
to be an important determinant of pathogenicity in P. aeruginosa infections [29]. 
The formation of biofilms facilitates chronic bacterial infections and reduces the 
efficacy of antimicrobial therapy [29–31]. The situation is getting very concerning, 
the World Health Organization has declared it to be a “critical priority pathogen,” 
on which research and development of novel antibiotics should be focused [32]. For 
this reason, this work designed to find repositionable candidate’s antibiotics against 
P. aeruginosa biofilms, which are disreputable for their intensified drug resistance.
Here we isolated 21 P. aeruginosa from 100 broiler chickens suffering from 
respiratory manifestations (21%). These findings were close to that (20%) reported 
earlier in India [1]. Many studies showed different prevalence rates of P. aeruginosa 
isolates in broilers worldwide: in Iraq, a low rate of 6% was reported [33], while 
in Nigeria, a high rate of 75% was reported [34]. These differences in prevalence 
rates may reflect the considerable disparity in the sampling scheme, sample types, 
pseudomonas detection protocol, and geographic location.
In the current investigation, all the isolates were tested against cefotaxime and 
amikacin to determine the antibiotic susceptibility patterns. A high-resistance rate 
was detected for both antibiotics at which 76.2% were resistant to cefotaxime and 
57.2% to amikacin. This might be due to the indiscriminate use of antibiotics in the 
feed of broiler breeders or other environmental possibilities [35].
The increased observance of multiple resistances (mainly to beta-lactam antibi-
otics) in pseudomonas isolates is making it increasingly difficult to treat infections 
caused by this pathogen. Resistance to antimicrobials in pseudomonas strains 
develops via several mechanisms, including the production of specific enzymes 
(b-lactamases, enzymes that modify aminoglycosides, for example), changes in 
cell-membrane permeability, and active efflux systems [36].
Interpretative reading was used to detect the bactericidal activity of each anti-
biotic against isolates with cefotaxime MICs of 8–512 and amikacin MICs of 1–64. 
These data are reinforced by findings from other countries, including Kuwait [37], 
Canada [38], China [39], and the USA [40].
Synergy testing has shown evidence of an interaction of two antibiotics in 
combination against pseudomonas bacterial isolates where statistical analysis 
provides important insights into drug synergism where the FIC index calculations 
Figure 4. 
Expression curves of each biofilm gene after different treatments by SYBR green RT-PCR, (A) PslA gene, (B) 
PelA gene and (C) FilC gene.
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exemplified a significant synergism of both drugs achieving an enhanced overall 
effect which is substantially greater than the sum of their ones. These results were 
consistent with the previous studies of Saiman [41], Dundar and Otkun [42], and 
Hawkey et al. [43]. The possible explanation for this synergism is the ability of 
beta-lactam cefotaxime to penetrate the outer membrane of pseudomonas bacteria 
which thereby increases the permeability of the bacterium to the aminoglycoside 
amikacin binding to 30S ribosome inhibiting the protein synthesis, thus leading to a 
synergistic effect in the in vitro studies [44].
To investigate the effect of a synergistic combination of the repositionable drugs 
against P. aeruginosa biofilms, we detected their effect on the expression of screened 
biofilm genes.
In this study, biofilm production was examined qualitatively, depending on 
colony morphology of 21 P. aeruginosa isolates inoculated on Congo red agar. Some 
differences between researches were apparent concerning the interpretation of CRA 
test results. In that respect, both bright black colonies [45] and black colonies [46] 
were considered as a positive result. However, Cucarella et al. [47] described the dry 
crystalline surface (rough colony morphology) as a positive result, disregarding the 
color (black or pink). Such discrepancy when interpreting the results may be possible 
since the test itself was not originally designed for investigating P. aeruginosa isolates 
as reported by Freeman et al. [21]. In this investigation, according to Osman et al. 
[48], isolates that produced black/rough colonies were verified as strong biofilm-
forming, while isolates producing red/smooth colonies were described as non-biofilm 
formers. The smooth black and dry red colonies were respected as indefinite findings.
The qualitative technique revealed that only 66.6% of the isolates were 
considered biofilm producers, while the biofilm quantitative technique (MTP 
method) revealed that 90.4% of the isolates were biofilm producers, indicating 
that the quantitative technique was more efficient than the qualitative technique 
for the detection of biofilm production. There was also high biofilm production 
by the evaluated tested isolates of P. aeruginosa.
Biofilms are surface-associated communities embedded within an extracellular 
matrix [49]. The extracellular matrix consists of polysaccharides, proteins, nucleic 
acids, and lipids and is a distinguishing feature of biofilms, capable of functioning as 
both a structural scaffold and a protective barrier [45]. Extracellular polysaccharides 
are a crucial component of the matrix and carry out a range of functions including 
promoting attachment to surfaces and other cells, building and maintaining biofilm 
structure, as well as protecting the cells from antimicrobials and host defenses [50, 51].
P. aeruginosa produces at least two extracellular polysaccharides that can be 
important in biofilm development and is accompanied by gene regulation [52–54].
 Conventional PCR was carried out for detection of pelA and pslA genes which 
were involved in the formation of polysaccharide components of biofilm among 
tested isolates and were expressed heavily in all of them (100%). These data matched 
with previous studies of Wei and Ma [55], Vasiljević et al. [56], and Emami et al. [57].
Moreover, Suriyanarayanan et al. [58] mentioned that the effects of fliC phos-
phorylation on biofilm attachment and dispersal led to two conclusions. Both initial 
attachment and detachment during the dispersal stage were delayed by the loss of fliC 
phosphorylation in static and dynamic flow biofilms. As each of these processes still 
proceeded in the lack of phosphorylation, it suggested that fliC phosphorylation regu-
lates the timing and rate of these processes without affecting biofilm architecture. These 
investigations were parallel with our results where fliC detected in all tested isolates.
Regarding the qRT-PCR results, the suppressing effects in fold change of 
previously mentioned biofilm gene expression were detected for drug combina-
tion in comparison with each antibiotic alone. Exposure to each antibiotic caused 
a decreased level of biofilm expression ranging between 0.1- and 0.7-fold changes, 
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in Nigeria, a high rate of 75% was reported [34]. These differences in prevalence 
rates may reflect the considerable disparity in the sampling scheme, sample types, 
pseudomonas detection protocol, and geographic location.
In the current investigation, all the isolates were tested against cefotaxime and 
amikacin to determine the antibiotic susceptibility patterns. A high-resistance rate 
was detected for both antibiotics at which 76.2% were resistant to cefotaxime and 
57.2% to amikacin. This might be due to the indiscriminate use of antibiotics in the 
feed of broiler breeders or other environmental possibilities [35].
The increased observance of multiple resistances (mainly to beta-lactam antibi-
otics) in pseudomonas isolates is making it increasingly difficult to treat infections 
caused by this pathogen. Resistance to antimicrobials in pseudomonas strains 
develops via several mechanisms, including the production of specific enzymes 
(b-lactamases, enzymes that modify aminoglycosides, for example), changes in 
cell-membrane permeability, and active efflux systems [36].
Interpretative reading was used to detect the bactericidal activity of each anti-
biotic against isolates with cefotaxime MICs of 8–512 and amikacin MICs of 1–64. 
These data are reinforced by findings from other countries, including Kuwait [37], 
Canada [38], China [39], and the USA [40].
Synergy testing has shown evidence of an interaction of two antibiotics in 
combination against pseudomonas bacterial isolates where statistical analysis 
provides important insights into drug synergism where the FIC index calculations 
Figure 4. 
Expression curves of each biofilm gene after different treatments by SYBR green RT-PCR, (A) PslA gene, (B) 
PelA gene and (C) FilC gene.
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exemplified a significant synergism of both drugs achieving an enhanced overall 
effect which is substantially greater than the sum of their ones. These results were 
consistent with the previous studies of Saiman [41], Dundar and Otkun [42], and 
Hawkey et al. [43]. The possible explanation for this synergism is the ability of 
beta-lactam cefotaxime to penetrate the outer membrane of pseudomonas bacteria 
which thereby increases the permeability of the bacterium to the aminoglycoside 
amikacin binding to 30S ribosome inhibiting the protein synthesis, thus leading to a 
synergistic effect in the in vitro studies [44].
To investigate the effect of a synergistic combination of the repositionable drugs 
against P. aeruginosa biofilms, we detected their effect on the expression of screened 
biofilm genes.
In this study, biofilm production was examined qualitatively, depending on 
colony morphology of 21 P. aeruginosa isolates inoculated on Congo red agar. Some 
differences between researches were apparent concerning the interpretation of CRA 
test results. In that respect, both bright black colonies [45] and black colonies [46] 
were considered as a positive result. However, Cucarella et al. [47] described the dry 
crystalline surface (rough colony morphology) as a positive result, disregarding the 
color (black or pink). Such discrepancy when interpreting the results may be possible 
since the test itself was not originally designed for investigating P. aeruginosa isolates 
as reported by Freeman et al. [21]. In this investigation, according to Osman et al. 
[48], isolates that produced black/rough colonies were verified as strong biofilm-
forming, while isolates producing red/smooth colonies were described as non-biofilm 
formers. The smooth black and dry red colonies were respected as indefinite findings.
The qualitative technique revealed that only 66.6% of the isolates were 
considered biofilm producers, while the biofilm quantitative technique (MTP 
method) revealed that 90.4% of the isolates were biofilm producers, indicating 
that the quantitative technique was more efficient than the qualitative technique 
for the detection of biofilm production. There was also high biofilm production 
by the evaluated tested isolates of P. aeruginosa.
Biofilms are surface-associated communities embedded within an extracellular 
matrix [49]. The extracellular matrix consists of polysaccharides, proteins, nucleic 
acids, and lipids and is a distinguishing feature of biofilms, capable of functioning as 
both a structural scaffold and a protective barrier [45]. Extracellular polysaccharides 
are a crucial component of the matrix and carry out a range of functions including 
promoting attachment to surfaces and other cells, building and maintaining biofilm 
structure, as well as protecting the cells from antimicrobials and host defenses [50, 51].
P. aeruginosa produces at least two extracellular polysaccharides that can be 
important in biofilm development and is accompanied by gene regulation [52–54].
 Conventional PCR was carried out for detection of pelA and pslA genes which 
were involved in the formation of polysaccharide components of biofilm among 
tested isolates and were expressed heavily in all of them (100%). These data matched 
with previous studies of Wei and Ma [55], Vasiljević et al. [56], and Emami et al. [57].
Moreover, Suriyanarayanan et al. [58] mentioned that the effects of fliC phos-
phorylation on biofilm attachment and dispersal led to two conclusions. Both initial 
attachment and detachment during the dispersal stage were delayed by the loss of fliC 
phosphorylation in static and dynamic flow biofilms. As each of these processes still 
proceeded in the lack of phosphorylation, it suggested that fliC phosphorylation regu-
lates the timing and rate of these processes without affecting biofilm architecture. These 
investigations were parallel with our results where fliC detected in all tested isolates.
Regarding the qRT-PCR results, the suppressing effects in fold change of 
previously mentioned biofilm gene expression were detected for drug combina-
tion in comparison with each antibiotic alone. Exposure to each antibiotic caused 
a decreased level of biofilm expression ranging between 0.1- and 0.7-fold changes, 
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while the repression was strong and most significant with amikacin-cefotaxime 
combination treatment with fold change reaching 0.08, i.e., the consequence of 
treatment on the average expression profile among all biofilm involving genes 
constituting the bacterial communities studied. As described in this paper and 
by others [59–61], sub-MICs of combinations have potent effects on attenuating 
biofilm formation which are totally different from each antibiotic alone.
5. Conclusion
The treatment of biofilm-related P. aeruginosa infections in the poultry industry 
has become an important part of antimicrobial chemotherapy because biofilms are 
not affected by therapeutic concentrations of antibiotics permitting attachment of 
other pathogens. Our study proved that using a combination of antimicrobial agents 
including cefotaxime and amikacin represents a profound synergism, significant 
antibiofilm, and a suitable candidate in combatting this fierce infection.
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Gene Expression Profile of HDF in 
SMG Partially Overlaps with That 
in the NASA Twins Study
Jade Q. Clement
Abstract
Microgravity research is an important field in biomedical sciences not only due 
to our interest in exploring and living in space, but also because of the insights it 
gives on earthbound health conditions. Using a human dermal fibroblast (HDF) 
cell line cultured in simulated microgravity (SMG) in combination with high 
throughput cDNA microarrays and quantitative Northern analysis, 271 differen-
tially regulated genes were identified and 72% of these genes were also reported in 
the high throughput gene expression data of the recent National Aeronautics and 
Space Administration (NASA) Twins Study. The identification of the large number 
of overlapping microgravity sensitive genes between the skin fibroblast in micro-
gravity and astronaut’s peripheral blood mononuclear cells (PBMCs) indicated that 
microgravity alone, without space radiation, was able to elicit an adaptive response 
involving a set of about 200 genes. Further analysis of the overlapping genes with 
the same direction of regulation (86 genes) and opposite direction of regulation 
(108 genes) revealed important pathways and cellular processes in the microgravity 
adaptation responses.
Keywords: gene expression profiling, DNA microarray, northern blotting,  
rotating wall vessel (RWV), rotary cell culture system (RCCS), fibroblast, 
microgravity
1. Introduction
Humans have been traveling to space since 1961. During the close to 60-year 
period, hundreds of astronauts and cosmonauts have experienced microgravity as 
well as radiation in space. Exposure to microgravity environment has been shown 
to have potentially negative effects on human health. Some of the factors include 
cardiovascular deconditioning [1, 2], decline in immune response [3, 4], bone 
deterioration [5–7], and muscular atrophy [8–10].
Human immune response dysregulation has been shown during and after 
space flight [11]. Although acute onset life-threatening incidents directly caused 
by microgravity or spaceflight have not been reported, many conditions of health 
concern and symptoms related to immune dysfunction during orbital spaceflight 
have been described [12, 13]. Among the 70 tabulated clinical symptoms and 
medical conditions pertinent to immune dysfunction on board the International 
Space Station (ISS), skin rash and hypersensitivity account for 23 events; skin 
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infections, 6 events; cold sores (caused by herpes simplex virus 1 infection), 
6 events. About 50% of the tabulated incidents are of or closely related to skin 
symptoms or abnormal skin conditions during the long duration space flights 
[12]. Skin is the essential outer cover that protects the internal tissues and organs 
from potential physical, chemical, and biological assaults of the environment. 
In addition to immune cells and keratinocytes, dermal fibroblasts also play 
an important immunomodulation role such as in antimicrobial defense [14]. 
Epidermal keratinocytes can sense the presence of pathogen invasion and other 
environmental stimuli such as the presence of UV light and foreign chemicals and 
produce cytokines, chemokines, and growth factors in response. Communication 
between keratinocytes and dermal fibroblasts through cytokines is fundamental 
in skin immunity. A recent report shows that in a 3D skin model-based study, just 
keratinocytes and fibroblasts alone embedded in a collagen matrix are able to acti-
vate CD4+ T cells in response to microbial invasion [15]. The dermal fibroblasts 
play an essential role in antimicrobial response by integrating signals among cells 
in the skin.
To date, much microgravity research work has been done in ground-based 
research using microgravity analogs. Due to cost and limits to the technology much 
less has been done directly in the space environment. The recent NASA Twins Study 
is a tremendously important study because it is the first study that uses an inte-
grated approach to study human adaptation to a space environment by document-
ing the molecular, physiological and cognitive effects during long term spaceflight 
[16]. The study also highlights the need for further study on important aspects such 
as vascular changes and immunological stress associated with the weightlessness of 
space flight [16].
Sudden gravity change has altered gene expressions from many cell types 
[17–19]. High-throughput gene expression analysis have great potential for applica-
tion to research involving changes in environmental conditions [20]. Various high 
throughput studies such as cDNA microarrays and transcriptome RNA sequencing 
have been increasingly used to assess the mRNA levels in microgravity research 
[16, 17]. This is an effective approach because the control of mRNA abundance of 
genes is efficiently adapted by cells through controlling transcription (especially 
transcription initiation), nuclear pre-mRNA processing, mRNA transport, mRNA 
stability, etc. The cellular abundance of mRNAs is critical to gene function and pro-
tein production which are intriguingly fine-tuned by non-coding regulatory RNAs 
such as miRNAs. There have been many gene expression studies done on various 
cell lines grown both in space and using ground-based microgravity analogs. Many 
of these studies have yielded valuable data, but correlation of gene expression data 
between studies has been relatively low [17, 18].
To further understand the cellular and molecular mechanisms by which space 
flight alters skin immune defense activities such as those analyzed from the ISS 
[12], the effects of microgravity on various human skin cell lines need to be studied 
to identify the genes whose functions are altered by microgravity. In our previous 
study, we found expression changes in certain genes (such as HLA-G and IL-1β 
among many others) in response to simulated microgravity [21]. The current 
report is on the gene expression profile of HDF in response to SMG. Interestingly, 
a substantial overlap in gene expression profiles between the HDF under SMG and 
that from the human blood cells of the NASA Twins Study, especially the peripheral 
blood mononuclear cells (PBMCs) from inflight in the ISS. The comparative analy-
sis yielded 194 differently expressed genes in both studies, of which 86 genes were 
regulated in the same direction (trend) while 108 genes were regulated oppositely. 
The significance of these findings was discussed.
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2. Materials and methods
2.1 Simulated microgravity and cell culture
The HDF cell line, AG 1522, was generously provided by Dr. Honglu Wu of 
NASA. The HDF cell line displayed regular monolayer spindle shaped growth 
in conventional 2-D cell culture flasks. When HDF cells were subjected to SMG 
treatment, in a 3-D culture environment, they formed spherical aggregates. Ground 
based simulated microgravity was achieved using the 50 ml high aspect ratio vessels 
(HARVs) or rotating wall vessels (RWVs) of a rotary cell culture system (RCCS-4D) 
bioreactors from Synthecon, Inc. Cell viability and cell concentration were 
determined by Vi-Cell 1.01 cell counter of Beckman Coulter. For the three paral-
lel experiments of 5 day modeled microgravity exposures, a density of 2.0 × 106 
cells/ml with viability of 95.5% of the HDF AG1522 cells were cultured in RWVs 
at 20 rpm rotary setting to achieve the constant free-fall experience for cell aggre-
gates. At the end of the five-day microgravity exposure period, the content of the 
bioreactor vessels was poured out into a 50 ml sterile centrifuge tube to collect cell 
pellet and 5 ml of the cell suspension from the bioreactor vessels were transferred to 
T75 flasks for morphological observation. Non-exposed stationary normal gravity 
control AG1522 cells were cultured in tissue culture flasks with vented caps (TPP 
Techno Plastic) in the same incubator at 37°C, 5% CO2.
2.2 Total RNA isolation and DNA microarray hybridization
HDF cells cultured in three SMG bioreactor vessels and control flasks were 
removed at the end of the five-day SMG exposure period, washed with phosphate 
buffered saline three times and lysed in Guanidinium Isothiocyanate Buffer. The 
cell lysates were stored at −80°C prior to ultracentrifugation for total RNA isola-
tion [22, 23]. Total cellular RNA was labeled using the Agilent Low RNA Input 
Fluorescent Linear Amplification Kit following manufacturer’s protocols [24]. The 
fluorescently labeled cRNA probes were further purified and hybridized to Agilent 
22 K Human Microarray V2 according to the specified procedures within the kit.
2.3 Microarray scanning, feature extraction and functional grouping
The microarrays were scanned using a ScanArray microarray scanner (Perkin-
Elmer). The images generated from the scanning were imported into GenePix 6.0 
(Molecular Devices, Sunnyvale, CA) for alignment and initial quantitation. The 
Gene Pix Results (GPR) files were then uploaded to CARMAweb [25] for normal-
ization and statistical analysis. Background was subtracted and then each array was 
normalized using loess normalization within the array. A paired moderated T-Test 
was applied with Benjamini-Hochberg correction to control the false discovery rate 
[26]. Cut-offs were set at a P-value ≤0.01 and fold change of ≥1.5.
2.4 Northern blotting and quantitative gene expression analysis
Some of the significantly regulated microgravity sensitive genes identified from 
the DNA microarray analysis were further verified using Northern blotting. Briefly, 
10 ug total RNA was loaded per lane on a 1% formaldehyde agarose gel for electro-
phoresis separation of RNA species. RNA Ladders from Fermentas Life Sciences 
were used as RNA size markers. The gel-separated RNAs were capillary transferred 
onto a nylon membrane which was subjected to a hybridization procedure using 
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6 events. About 50% of the tabulated incidents are of or closely related to skin 
symptoms or abnormal skin conditions during the long duration space flights 
[12]. Skin is the essential outer cover that protects the internal tissues and organs 
from potential physical, chemical, and biological assaults of the environment. 
In addition to immune cells and keratinocytes, dermal fibroblasts also play 
an important immunomodulation role such as in antimicrobial defense [14]. 
Epidermal keratinocytes can sense the presence of pathogen invasion and other 
environmental stimuli such as the presence of UV light and foreign chemicals and 
produce cytokines, chemokines, and growth factors in response. Communication 
between keratinocytes and dermal fibroblasts through cytokines is fundamental 
in skin immunity. A recent report shows that in a 3D skin model-based study, just 
keratinocytes and fibroblasts alone embedded in a collagen matrix are able to acti-
vate CD4+ T cells in response to microbial invasion [15]. The dermal fibroblasts 
play an essential role in antimicrobial response by integrating signals among cells 
in the skin.
To date, much microgravity research work has been done in ground-based 
research using microgravity analogs. Due to cost and limits to the technology much 
less has been done directly in the space environment. The recent NASA Twins Study 
is a tremendously important study because it is the first study that uses an inte-
grated approach to study human adaptation to a space environment by document-
ing the molecular, physiological and cognitive effects during long term spaceflight 
[16]. The study also highlights the need for further study on important aspects such 
as vascular changes and immunological stress associated with the weightlessness of 
space flight [16].
Sudden gravity change has altered gene expressions from many cell types 
[17–19]. High-throughput gene expression analysis have great potential for applica-
tion to research involving changes in environmental conditions [20]. Various high 
throughput studies such as cDNA microarrays and transcriptome RNA sequencing 
have been increasingly used to assess the mRNA levels in microgravity research 
[16, 17]. This is an effective approach because the control of mRNA abundance of 
genes is efficiently adapted by cells through controlling transcription (especially 
transcription initiation), nuclear pre-mRNA processing, mRNA transport, mRNA 
stability, etc. The cellular abundance of mRNAs is critical to gene function and pro-
tein production which are intriguingly fine-tuned by non-coding regulatory RNAs 
such as miRNAs. There have been many gene expression studies done on various 
cell lines grown both in space and using ground-based microgravity analogs. Many 
of these studies have yielded valuable data, but correlation of gene expression data 
between studies has been relatively low [17, 18].
To further understand the cellular and molecular mechanisms by which space 
flight alters skin immune defense activities such as those analyzed from the ISS 
[12], the effects of microgravity on various human skin cell lines need to be studied 
to identify the genes whose functions are altered by microgravity. In our previous 
study, we found expression changes in certain genes (such as HLA-G and IL-1β 
among many others) in response to simulated microgravity [21]. The current 
report is on the gene expression profile of HDF in response to SMG. Interestingly, 
a substantial overlap in gene expression profiles between the HDF under SMG and 
that from the human blood cells of the NASA Twins Study, especially the peripheral 
blood mononuclear cells (PBMCs) from inflight in the ISS. The comparative analy-
sis yielded 194 differently expressed genes in both studies, of which 86 genes were 
regulated in the same direction (trend) while 108 genes were regulated oppositely. 
The significance of these findings was discussed.
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2. Materials and methods
2.1 Simulated microgravity and cell culture
The HDF cell line, AG 1522, was generously provided by Dr. Honglu Wu of 
NASA. The HDF cell line displayed regular monolayer spindle shaped growth 
in conventional 2-D cell culture flasks. When HDF cells were subjected to SMG 
treatment, in a 3-D culture environment, they formed spherical aggregates. Ground 
based simulated microgravity was achieved using the 50 ml high aspect ratio vessels 
(HARVs) or rotating wall vessels (RWVs) of a rotary cell culture system (RCCS-4D) 
bioreactors from Synthecon, Inc. Cell viability and cell concentration were 
determined by Vi-Cell 1.01 cell counter of Beckman Coulter. For the three paral-
lel experiments of 5 day modeled microgravity exposures, a density of 2.0 × 106 
cells/ml with viability of 95.5% of the HDF AG1522 cells were cultured in RWVs 
at 20 rpm rotary setting to achieve the constant free-fall experience for cell aggre-
gates. At the end of the five-day microgravity exposure period, the content of the 
bioreactor vessels was poured out into a 50 ml sterile centrifuge tube to collect cell 
pellet and 5 ml of the cell suspension from the bioreactor vessels were transferred to 
T75 flasks for morphological observation. Non-exposed stationary normal gravity 
control AG1522 cells were cultured in tissue culture flasks with vented caps (TPP 
Techno Plastic) in the same incubator at 37°C, 5% CO2.
2.2 Total RNA isolation and DNA microarray hybridization
HDF cells cultured in three SMG bioreactor vessels and control flasks were 
removed at the end of the five-day SMG exposure period, washed with phosphate 
buffered saline three times and lysed in Guanidinium Isothiocyanate Buffer. The 
cell lysates were stored at −80°C prior to ultracentrifugation for total RNA isola-
tion [22, 23]. Total cellular RNA was labeled using the Agilent Low RNA Input 
Fluorescent Linear Amplification Kit following manufacturer’s protocols [24]. The 
fluorescently labeled cRNA probes were further purified and hybridized to Agilent 
22 K Human Microarray V2 according to the specified procedures within the kit.
2.3 Microarray scanning, feature extraction and functional grouping
The microarrays were scanned using a ScanArray microarray scanner (Perkin-
Elmer). The images generated from the scanning were imported into GenePix 6.0 
(Molecular Devices, Sunnyvale, CA) for alignment and initial quantitation. The 
Gene Pix Results (GPR) files were then uploaded to CARMAweb [25] for normal-
ization and statistical analysis. Background was subtracted and then each array was 
normalized using loess normalization within the array. A paired moderated T-Test 
was applied with Benjamini-Hochberg correction to control the false discovery rate 
[26]. Cut-offs were set at a P-value ≤0.01 and fold change of ≥1.5.
2.4 Northern blotting and quantitative gene expression analysis
Some of the significantly regulated microgravity sensitive genes identified from 
the DNA microarray analysis were further verified using Northern blotting. Briefly, 
10 ug total RNA was loaded per lane on a 1% formaldehyde agarose gel for electro-
phoresis separation of RNA species. RNA Ladders from Fermentas Life Sciences 
were used as RNA size markers. The gel-separated RNAs were capillary transferred 
onto a nylon membrane which was subjected to a hybridization procedure using 
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chemiluminescent (Pierce Biotechnology) labeled cDNA probe fragments. The 
blot was sequentially hybridized and striped and hybridized again with 12 dif-
ferent probe fragments. The cDNA probe fragments were generated from reverse 
transcription polymerase chain reaction (RT-PCR) using total cellular RNA as the 
templates. RT-PCRs were carried out using the Reverse Transcription System of 
Promega and the BioLine Red Polymerase PCR kit. Northern blot quantitation and 
association with the cDNA array results were done as described previously [21, 23].
2.5 Comparative analysis with the data from the NASA twins study
The NASA Twin gene expression data was identified from Suppemental Table 2  
in the NASA Twins Study [16]. Prior to further bioinformatics analysis, the high 
throughput gene expression data from transcriptome RNA sequencing analysis 
for the inflight, first half and in-flight, second half was extracted from the NASA 
Twin study [16]. This data was then compared to the gene expression data from the 
current study with HDF in SMG. Mainly the transcriptome RNA sequencing data 
of the PBMC RNA from NASA Twins Study was compared with the HDF SMG data 
here, since it offered the most abundant overlapping genes. The PBMC data was 
extracted from the Excel spreadsheets and combined with the HDF data for further 
comparative analysis using similar previously published method [17].
2.6 Pathway and gene ontology analysis
To determine the Kyoto Encyclopedia of Genes and Genomes (KEGG) Pathways 
[27, 28] and Gene Ontology, the genes that were determined to be differentially 
regulated were uploaded to the Database for Annotation, Visualization and 
Integrated Discovery (DAVID) [29]. The pathway and gene ontology information 
were used to build the tables. The process was done for both the HDF SMG data 
alone, and for its comparative analysis with the data from the NASA Twins Study. 
Prior to further bioinformatics analysis, the gene expression data for the inflight, 
first half and in-flight, second half was extracted from Supplemental Table 2 of the 
NASA Twins study [16]. This data was then compared to the gene expression data 
from the current study with HDF in SMG.
2.7 Constructing heat map and Venn diagram
The heat map was generated using Genesis 1.8.1 [30]. The Venn diagram was 
generated using the Excel plugin Array File Maker 4.0 [31].
3. Results
3.1  Gene expression profiling and the identification of microgravity  
sensitive genes from SMG treated HDF
HDF cells from each of the three SMG bioreactors and normal gravity controls 
were removed after 5-day SMG exposure for RNA extraction and microarray experi-
ments. After normalization and statistical analysis (student t test), the gene expres-
sion data were used to identify the initial set of significantly differentially regulated 
genes at the statistically significance level of P ≤ 0.01 and cut off point of ≥1.5 
fold up or down regulation. The volcano plot (Figure 1) shows the overall profile 
of the gene expression data from the three sets of parallel SMG experiments. Each 
dot on the volcano plot represents a gene selected in the initial set of differentially 
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expressed ones if the dot is to the left (down) or right (up) of the red lines. The genes 
found outside of the vertical parallel red lines correspond to the genes differentially 
expressed by 1.5 fold or greater in the SMG. A total of 271 genes were identified 
from these three SMG experiments on HDF to be the initial set of significant genes 
that were used for further analysis as follows. The two most notable differentially 
regulated genes by the SMG evident on the plot were the matrix metallopeptidase 1 
(MMP1) and connective tissue growth factor (CTGF) genes (Figure 1).
The significantly (≥ 1.5 fold change, P ≤ 0.01) differentially expressed genes 
under simulated microgravity were further analyzed using Heatmap and Venn 
diagram to visually display the directions and centralization of gene expression. 
A high level of consistency of both the Heatmap and Venn diagram results were 
found among the microarray data from the three SMG bioreactors (Figure 2). The 
Heatmap indicated that the expression levels of the three replicates were similar, 
with very minor variations in magnitude of expression. The Venn diagram further 
showed that there was a complete match among the three replicate microarrays 
from the three SMG bioreactor RNA samples. Thus, there was a very high level of 
consistence among data from the three SMG bioreactors. Among the 271 micrograv-
ity sensitive genes that differentially regulated by 1.5 fold or greater with a P value 
of ≤0.01, 129 were down-regulated and 142 were upregulated (Figure 2B).
3.2 KEGG pathways of the microgravity sensitive genes from HDF
The identified 271 SMG sensitive genes were subjected to further bioinformat-
ics analysis using the DAVID v6.8, which uses a modified Fisher Exact P-value for 
gene enrichment analysis and statistically determines the over-representation of 
functional gene categories in a gene list. P values equal to or smaller than 0.05 are 
considered significantly enriched [29]. Through the DAVID analysis, 16 statistically 
significant (p ≤ 0.05) KEGG Pathways from the SMG gene list were identified and 
genes in all the 23 KEGG pathways had >2 fold enrichment (Table 1).
Figure 1. 
Volcano plot scattering the average M values (x axis) against the corrected p values (y axis) created using 
CARMAweb tool. Dots to the left of the red line and above the dashed line have a p-value of 0.01 or less and 
are down-regulated by at least 1.5 fold. The dots to the right of the red line and above the dashed lines have a 
p-value of 0.01 or less and are up-regulated by at least 1.5 fold.
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chemiluminescent (Pierce Biotechnology) labeled cDNA probe fragments. The 
blot was sequentially hybridized and striped and hybridized again with 12 dif-
ferent probe fragments. The cDNA probe fragments were generated from reverse 
transcription polymerase chain reaction (RT-PCR) using total cellular RNA as the 
templates. RT-PCRs were carried out using the Reverse Transcription System of 
Promega and the BioLine Red Polymerase PCR kit. Northern blot quantitation and 
association with the cDNA array results were done as described previously [21, 23].
2.5 Comparative analysis with the data from the NASA twins study
The NASA Twin gene expression data was identified from Suppemental Table 2  
in the NASA Twins Study [16]. Prior to further bioinformatics analysis, the high 
throughput gene expression data from transcriptome RNA sequencing analysis 
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Twin study [16]. This data was then compared to the gene expression data from the 
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alone, and for its comparative analysis with the data from the NASA Twins Study. 
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3. Results
3.1  Gene expression profiling and the identification of microgravity  
sensitive genes from SMG treated HDF
HDF cells from each of the three SMG bioreactors and normal gravity controls 
were removed after 5-day SMG exposure for RNA extraction and microarray experi-
ments. After normalization and statistical analysis (student t test), the gene expres-
sion data were used to identify the initial set of significantly differentially regulated 
genes at the statistically significance level of P ≤ 0.01 and cut off point of ≥1.5 
fold up or down regulation. The volcano plot (Figure 1) shows the overall profile 
of the gene expression data from the three sets of parallel SMG experiments. Each 
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found outside of the vertical parallel red lines correspond to the genes differentially 
expressed by 1.5 fold or greater in the SMG. A total of 271 genes were identified 
from these three SMG experiments on HDF to be the initial set of significant genes 
that were used for further analysis as follows. The two most notable differentially 
regulated genes by the SMG evident on the plot were the matrix metallopeptidase 1 
(MMP1) and connective tissue growth factor (CTGF) genes (Figure 1).
The significantly (≥ 1.5 fold change, P ≤ 0.01) differentially expressed genes 
under simulated microgravity were further analyzed using Heatmap and Venn 
diagram to visually display the directions and centralization of gene expression. 
A high level of consistency of both the Heatmap and Venn diagram results were 
found among the microarray data from the three SMG bioreactors (Figure 2). The 
Heatmap indicated that the expression levels of the three replicates were similar, 
with very minor variations in magnitude of expression. The Venn diagram further 
showed that there was a complete match among the three replicate microarrays 
from the three SMG bioreactor RNA samples. Thus, there was a very high level of 
consistence among data from the three SMG bioreactors. Among the 271 micrograv-
ity sensitive genes that differentially regulated by 1.5 fold or greater with a P value 
of ≤0.01, 129 were down-regulated and 142 were upregulated (Figure 2B).
3.2 KEGG pathways of the microgravity sensitive genes from HDF
The identified 271 SMG sensitive genes were subjected to further bioinformat-
ics analysis using the DAVID v6.8, which uses a modified Fisher Exact P-value for 
gene enrichment analysis and statistically determines the over-representation of 
functional gene categories in a gene list. P values equal to or smaller than 0.05 are 
considered significantly enriched [29]. Through the DAVID analysis, 16 statistically 
significant (p ≤ 0.05) KEGG Pathways from the SMG gene list were identified and 
genes in all the 23 KEGG pathways had >2 fold enrichment (Table 1).
Figure 1. 
Volcano plot scattering the average M values (x axis) against the corrected p values (y axis) created using 
CARMAweb tool. Dots to the left of the red line and above the dashed line have a p-value of 0.01 or less and 
are down-regulated by at least 1.5 fold. The dots to the right of the red line and above the dashed lines have a 
p-value of 0.01 or less and are up-regulated by at least 1.5 fold.
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The Ribosome KEGG Pathway included 27 of the SMG sensitive genes; 26 
of these genes were down-regulated between 1.5 and 2 fold; only MRPS6 was 
upregulated (4.5 fold). Interestingly, a number of ribosomal protein genes have also 
been found to be down-regulated in other studies including our previous study on 
keratinocytes [21] as well as the NASA Twins Study [16]. The mineral absorption 
pathway had 10 genes which were all significantly up-regulated in SMG. ATP1A1 
and ATP1B3 were both up-regulated by over 2.8 fold. The ferritin genes FTH1 and 
FTL were up-regulated by 6.6 and 1.6 fold, respectively. Ferritin genes have also 
been found to be up-regulated as a result of exposure to simulated microgravity in 
other studies [32]. The metallothionein genes were up-regulated from 7.5 to close to 
Figure 2. 
Heatmap and Venn diagram comparing the expression levels among the HDF cells cultured in three separate 
bioreactors. (A) The Heatmap shows the expression levels were very similar among the three replicate 
experiments. Green represents the down-regulated genes and red represents the up-regulated genes. (B) Venn 
diagram comparing the centralization level of the differentially regulated genes among each of the three 
replicates. The red represents the up-regulated genes and the green represents the down-regulated genes.
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Pathways P value Gene name FE
hsa03010: Ribosome 1.25 × 10−16 Ribosomal Protein L7(RPL7), L9 (RPL9), L10A 
(RPL10A), L11 (RPL11), L12 (RPL12), L18A (RPL18), 
L27 (RPL27), L27A (RPL27A), L31 (RPL30), L32 
(RPL32), L34 (RPL34), L35 (RPL35), L36 (RPL36), 
L39 (RPL39), S2 (RPS2), S3 (RPS3), S3A (RPS3A), S7 
(RPS7), S10 (RPS10), S15A (RPS15A), S17 (RPS17), 
S18 (RPS18), S19 (RPS19), S29 (RPS29), S23 (RPS23), 





9.38 × 10−7 ATPase Na+/K+ Transporting Subunit Alpha 1 
(ATP1A1), ATPase Na+/K+ Transporting Subunit Beta 
3 (ATP1B3), Metallothionein 1A (MT1A), 1B (MT1B), 
1G MT1G), 1H (MT1H), 1X (MT1X), 2A (MT2A), 
Ferritin Heavy Chain 1(FTH1), Ferritin Light Chain 
(FTL)
9.14
hsa04510: Focal adhesion 1.61 × 10−4 Actin Beta (ACTB), Actin Gamma 1(ACTG1), 
Caveolin 1 (CAV1), Collagen Type 3 Alpha 1 Chain 
(COL3A1), Type I Alpha 1 Chain (COL1A1), Type 
1 Alpha 2 Chain (COL1A2), Type 6 Alpha 3 Chain 
(COL6A3) Actinin Alpha 1, Myosin Light Chain 9 
(MYL9), 12A (MYL12A), 12B (MYL12B), Calpain 
2 (CAPN2), Integrin Beta 1(ITGB1), Filamin A 





1.30 × 10−3 ACTB, ACTG1, Cathepsin L (CTSL), Human 
leukocyte antigen A (HLA-A), B (HLA-B), C (HLA-
C), G (HLA-G), Hepatocyte Growth Factor (HGS), 






2.60 × 10−3 Beta-2-Microglobulin (B2M), CTSL, HLA-A, HLA-B, 
HLA-C, HLA-G, Protein Family A (Hsp70) Member 
1A Shock Protein (HSPA1A), Protein Family A 




2.61 × 10−3 Peptidylprolyl Isomerase F (PPIF), NADH–
ubiquinone oxidoreductase chain 1 (ND1), 
NADH–ubiquinone oxidoreductase chain 3 (ND3) 
ATP synthase F1 subunit epsilon (ATP5E), ATP 
Synthase Peripheral Stalk Subunit OSCP (ATP50), 
NADH:Ubiquinone Oxidoreductase Subunit B4 
(NDUFB4), Ubiquinol-Cytochrome C Reductase, 
Complex III Subunit XI (UQCR11), Cyclooxygenase 
1 (COX1) and 2 (COX2), Ubiquitin C-Terminal 




2.67 × 10−3 ACTB, ACTG1, CAV1, HLA-A, HLA-C, HLA-B, 
HLA-G
4.94
hsa04145: Phagosome 3.88 × 10−3 ACTB, ACTG1, CTSL, HLA-A, HGS, TUBB6, HLA-C, 








8.86 × 10−3 Heat Shock Protein 90 Beta Family Member 1 
(HSP90B1), Valosin Containing Protein (VCP), 
Defender Against Cell Death 1 (DAD1), DnaJ 
homolog subfamily A member 1 (DNAJA1), Protein 
Disulfide Isomerase Family A Member 4 (PDIA4) and 
6 (PDIA6), HSPA1A, Heat Shock Protein Family A 
(Hsp70) Member 5 (HSPA5), CAPN2, HSPA8, Signal 
Sequence Receptor Subunit 1 (SSR1)
2.62
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The Ribosome KEGG Pathway included 27 of the SMG sensitive genes; 26 
of these genes were down-regulated between 1.5 and 2 fold; only MRPS6 was 
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experiments. Green represents the down-regulated genes and red represents the up-regulated genes. (B) Venn 
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Pathways P value Gene name FE
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1.30 × 10−3 ACTB, ACTG1, Cathepsin L (CTSL), Human 
leukocyte antigen A (HLA-A), B (HLA-B), C (HLA-
C), G (HLA-G), Hepatocyte Growth Factor (HGS), 






2.60 × 10−3 Beta-2-Microglobulin (B2M), CTSL, HLA-A, HLA-B, 
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2.61 × 10−3 Peptidylprolyl Isomerase F (PPIF), NADH–
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8.86 × 10−3 Heat Shock Protein 90 Beta Family Member 1 
(HSP90B1), Valosin Containing Protein (VCP), 
Defender Against Cell Death 1 (DAD1), DnaJ 
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12 fold. In a previous study on human keratinocytes in SMG, metallothioneins were 
also up-regulated [21]. Metallothionein isoforms MT1 and MT2 have been identi-
fied as gravity sensitive genes [17, 18, 21, 33–35]. Focal adhesion pathway genes were 
found to be generally down-regulated by more than 2 fold in the present study. The 
only exceptions were ITGB1 and VEGFB which were up-regulated by 1.5 and 1.8 
fold, respectively. There were 14 genes in the proteoglycans in cancer category, with 
9 genes being up-regulated and 4 down-regulated; these included several major 
gravity sensitive genes identified previously, CAV1, FN1, DCN, and CD44 [17]. 
In the antigen processing and presentation pathway, the 8 genes represented were 
all up-regulated. These include the HLA genes, the closely related B2M, as well as 
CTSL, HSPA1A and HSPA8. In a previous study, HLA-G is also up-regulated in the 
SMG treated human keratinocytes [21]. In normal gravity environment, HLA-G 
has been shown to have direct inhibitory effect on T, APC, and NK cell functions 
and induces suppressor T-cells [36]. It has been found to be present in neurological 
Pathways P value Gene name FE
hsa00190: Oxidative 
phosphorylation
1.69 × 10−2 ND1, ATP5E, NDUFB4, UQCR11, COX2, COX1, ND3, 
ATP5O, PPA1
2.72
hsa04530: Tight junction 2.03 × 10−2 ACTB, ACTG1, ACTN1, MYL12B, MYL12A, member 









2.13 × 10−2 HSP90B1, VCP, DAD1, DNAJA1, PDIA6, HSPA1A, 



















invasion of epithelial 
cells
4.32 × 10−2 ACTB, ACTG1, CAV1, ARPC2, ITGB1, FN1 3.09
hsa05332: Graft-versus-
host disease
4.71 × 10−2 HLA-A, HLA-C, HLA-B, HLA-G 4.88
hsa05010: Alzheimer’s 
disease
5.59 × 10−2 tumor necrosis factor receptor superfamily member 
1A(TNFRSF1A), ATP5E, NDUFB4, UQCR11, COX2, 




6.25 × 10−2 HLA-A, HLA-C, HLA-B, HLA-G 4.35
hsa05131: Shigellosis 7.30 × 10−2 ACTB, ACTG1, CD44, ARPC2, ITGB1 3.14
hsa04940:Type I 
diabetes mellitus
8.45 × 10−2 HLA-A, HLA-C, HLA-B, HLA-G 3.83
hsa04918:Thyroid 
hormone synthesis
9.43 × 10−2 HSP90B1, ATP1B3, ATP1A1, HSPA5, PDIA4 2.87
Red indicates that the genes were up-regulated in the data and green indicates the genes were down-regulated in the 
data. The significance of gene enrichment is evaluated chiefly by the p value with a modified Fisher’s exact test. Fold 
enrichment (FE) is a measure of the magnitude of gene enrichment. P value ≤0.05 and FE ≥1.5 were considered 
significant and interesting.
Table 1. 
KEGG pathway analysis of the 271 differential regulated genes from the HDF cells exposed to 5 days SMG.
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disorders [37]. HLA-G is considered a stress inducible gene [38]. HLA-G also plays 
a role in tumor-driven immune escape mechanism of cancer cells during the later 
phase in host and tumor cell interactions. When HLA-G is expressed, it can result 
in an immune suppressive function [38–40]. HLA-G expression has been found to 
correlate with low frequency of rejection in some forms of organ transplants [39]. 
Heat shock proteins HSPA1A and HSPA8 have been identified as being gravity 
sensitive in several studies. In some of these studies, HSPA1A has been shown to be 
up-regulated [21, 32, 41]. They were also shown to be down-regulated [42].
3.3 Validation of microarray results through northern blotting analysis
The quality of a gene list from a high throughput study is essential for a successful 
functional analysis in DAVID [29]. The high throughput microarray data of HDF in 
SMG presented above was further validated by performing Northern blot analysis.
Northern blotting measures the abundance as well as the size of the RNA of 
interest [21]. In agreement with the microarray data, the Northern results showed 
Figure 3. 
Microarray data validation using northern blot analysis. 10 μg of total RNA of the fibroblast cells from each 
of the three RWV bioreactors (3-D spheres) were loaded in lanes 2–4. Lanes 1 and 5 are control RNA samples 
from the cells grown at normal gravity. The northern blot was probed and striped repeatedly using cDNA 
probe fragments from genes indicated at the bottom of each panel (A–I). RNA size markers in nucleotides were 
labeled along the left side of each panel.
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12 fold. In a previous study on human keratinocytes in SMG, metallothioneins were 
also up-regulated [21]. Metallothionein isoforms MT1 and MT2 have been identi-
fied as gravity sensitive genes [17, 18, 21, 33–35]. Focal adhesion pathway genes were 
found to be generally down-regulated by more than 2 fold in the present study. The 
only exceptions were ITGB1 and VEGFB which were up-regulated by 1.5 and 1.8 
fold, respectively. There were 14 genes in the proteoglycans in cancer category, with 
9 genes being up-regulated and 4 down-regulated; these included several major 
gravity sensitive genes identified previously, CAV1, FN1, DCN, and CD44 [17]. 
In the antigen processing and presentation pathway, the 8 genes represented were 
all up-regulated. These include the HLA genes, the closely related B2M, as well as 
CTSL, HSPA1A and HSPA8. In a previous study, HLA-G is also up-regulated in the 
SMG treated human keratinocytes [21]. In normal gravity environment, HLA-G 
has been shown to have direct inhibitory effect on T, APC, and NK cell functions 
and induces suppressor T-cells [36]. It has been found to be present in neurological 
Pathways P value Gene name FE
hsa00190: Oxidative 
phosphorylation
1.69 × 10−2 ND1, ATP5E, NDUFB4, UQCR11, COX2, COX1, ND3, 
ATP5O, PPA1
2.72
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4.32 × 10−2 ACTB, ACTG1, CAV1, ARPC2, ITGB1, FN1 3.09
hsa05332: Graft-versus-
host disease
4.71 × 10−2 HLA-A, HLA-C, HLA-B, HLA-G 4.88
hsa05010: Alzheimer’s 
disease
5.59 × 10−2 tumor necrosis factor receptor superfamily member 
1A(TNFRSF1A), ATP5E, NDUFB4, UQCR11, COX2, 




6.25 × 10−2 HLA-A, HLA-C, HLA-B, HLA-G 4.35
hsa05131: Shigellosis 7.30 × 10−2 ACTB, ACTG1, CD44, ARPC2, ITGB1 3.14
hsa04940:Type I 
diabetes mellitus
8.45 × 10−2 HLA-A, HLA-C, HLA-B, HLA-G 3.83
hsa04918:Thyroid 
hormone synthesis
9.43 × 10−2 HSP90B1, ATP1B3, ATP1A1, HSPA5, PDIA4 2.87
Red indicates that the genes were up-regulated in the data and green indicates the genes were down-regulated in the 
data. The significance of gene enrichment is evaluated chiefly by the p value with a modified Fisher’s exact test. Fold 
enrichment (FE) is a measure of the magnitude of gene enrichment. P value ≤0.05 and FE ≥1.5 were considered 
significant and interesting.
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disorders [37]. HLA-G is considered a stress inducible gene [38]. HLA-G also plays 
a role in tumor-driven immune escape mechanism of cancer cells during the later 
phase in host and tumor cell interactions. When HLA-G is expressed, it can result 
in an immune suppressive function [38–40]. HLA-G expression has been found to 
correlate with low frequency of rejection in some forms of organ transplants [39]. 
Heat shock proteins HSPA1A and HSPA8 have been identified as being gravity 
sensitive in several studies. In some of these studies, HSPA1A has been shown to be 
up-regulated [21, 32, 41]. They were also shown to be down-regulated [42].
3.3 Validation of microarray results through northern blotting analysis
The quality of a gene list from a high throughput study is essential for a successful 
functional analysis in DAVID [29]. The high throughput microarray data of HDF in 
SMG presented above was further validated by performing Northern blot analysis.
Northern blotting measures the abundance as well as the size of the RNA of 
interest [21]. In agreement with the microarray data, the Northern results showed 
Figure 3. 
Microarray data validation using northern blot analysis. 10 μg of total RNA of the fibroblast cells from each 
of the three RWV bioreactors (3-D spheres) were loaded in lanes 2–4. Lanes 1 and 5 are control RNA samples 
from the cells grown at normal gravity. The northern blot was probed and striped repeatedly using cDNA 
probe fragments from genes indicated at the bottom of each panel (A–I). RNA size markers in nucleotides were 
labeled along the left side of each panel.
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that the mRNA levels of β-actin, CTGF, and VIM were down regulated, while 
that of FTH1, HLA-A, HLA-B (data not shown), HLA-G, MMP1, and MT2A were 
upregulated (Figure 3). In addition, Northern analysis showed that the expression 
level of glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was consistent in the 
presence and absence of microgravity (Figure 3I).
3.4  Comparison of HDF in SMG gene expression data with that from the NASA 
twins study
The NASA Twins study is very substantial in undertaking with extensive 
data sets [14]. It was very appealing to compare the current data of HDF in SMG 
with the recently published gene expression data from the NASA Twins study. 
Since a large amount of data is available, it is more manageable to first focus 
on the gene expression data from the samples taken from inflight first half (up 
to 6 months) and the second half (up to 1 year), generated from the inflight 
astronaut’s PBMCs. Such comparison of the two gene expression data sets gave 
194 overlapping differentially expressed genes, or about 72%, of the genes found 
to be differentially regulated in the current study with HDF in SMG were also 
differentially regulated in the selected data set from the NASA study. Of these 
194 genes, 86 had a similar expression pattern (regulated in the same direction) 
to the HDF in SMG data and 108 had the opposite expression pattern. A Heatmap 
was generated as a way of better visualizing the similarities between the data 
points (Figure 4).
3.5 KEGG pathways of the overlapping genes
As a way of comparing and better understanding the potential relationships 
between the HDF SMG gene expression data and the NASA Twin gene expression 
data from Table 2 [16], we uploaded the gene list of the genes that showed same 
direction expression patterns (Table 2) and the genes that showed opposite expres-
sion patterns (Table 3) to DAVID in order to generate KEGG Pathway information.
After processing the list of genes with the same expression patterns through 
DAVID, a total of 7 KEGG pathways were statistically significant (P ≤ 0.05) 
Interestingly, the genes enriched in all 9 KEGG pathways had >3.5 fold enrichment 
(Table 2). All the genes represented in the KEGG pathways were down-regulated in 
both sets of data. The Ribosome pathway had the greatest number of genes repre-
sented. The down-regulation of the ribosomal protein genes is consistent with our 
previous study in keratinocytes in SMG [21].
KEGG pathway analysis of the list of genes with opposite direction of expression 
regulation produced a total of 15 KEGG Pathways that were statistically significant 
(P ≤ 0.05). Interestingly, the genes in all the 21 KEGG pathways had >2.5 fold 
enrichment (Table 3).
The protein processing in endoplasmic reticulum (ER) pathway had the greatest 
number of genes represented. In the current study of HDF in SMG, the genes repre-
sented in the ER pathway were all up-regulated whereas they were down-regulated 
in the NASA Twin Study data [16]. Heat shock proteins HSPA1A and HSPA8 have 
been identified as being gravity sensitive in several studies. In some of these studies, 
HSPA1A has been shown to be up-regulated [21, 32, 41] and in one study in addition 
to the NASA Twin Study was shown to be down-regulated [42]. Collagens also seem 
to be mixed in differential regulation in microgravity. In our current study, COL1, 2, 
and 6 were down-regulated but were up-regulated in the Twin study. In some stud-
ies COL1 has been shown to be up-regulated [43] while in others it has been shown 
to be down-regulated [33, 44]. FN1, which we identified as a putative  
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Figure 4. 
Heatmap comparison of HDF in SMG gene expression data with that from the NASA twins study Heatmap 
is used to compare the HDF SMG data (column A) with the inflight, first half of the twins study ribodepleted 
(column B), PolyA+ (column C), multivariant (column D), and the inflight, second half of the twins study 
ribodepleted (column E), PolyA+ (column F), and multivariant (column G). Green were down-regulated 
genes, red represented up-regulated genes, and gray indicates the presence of no corresponding data.
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that the mRNA levels of β-actin, CTGF, and VIM were down regulated, while 
that of FTH1, HLA-A, HLA-B (data not shown), HLA-G, MMP1, and MT2A were 
upregulated (Figure 3). In addition, Northern analysis showed that the expression 
level of glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was consistent in the 
presence and absence of microgravity (Figure 3I).
3.4  Comparison of HDF in SMG gene expression data with that from the NASA 
twins study
The NASA Twins study is very substantial in undertaking with extensive 
data sets [14]. It was very appealing to compare the current data of HDF in SMG 
with the recently published gene expression data from the NASA Twins study. 
Since a large amount of data is available, it is more manageable to first focus 
on the gene expression data from the samples taken from inflight first half (up 
to 6 months) and the second half (up to 1 year), generated from the inflight 
astronaut’s PBMCs. Such comparison of the two gene expression data sets gave 
194 overlapping differentially expressed genes, or about 72%, of the genes found 
to be differentially regulated in the current study with HDF in SMG were also 
differentially regulated in the selected data set from the NASA study. Of these 
194 genes, 86 had a similar expression pattern (regulated in the same direction) 
to the HDF in SMG data and 108 had the opposite expression pattern. A Heatmap 
was generated as a way of better visualizing the similarities between the data 
points (Figure 4).
3.5 KEGG pathways of the overlapping genes
As a way of comparing and better understanding the potential relationships 
between the HDF SMG gene expression data and the NASA Twin gene expression 
data from Table 2 [16], we uploaded the gene list of the genes that showed same 
direction expression patterns (Table 2) and the genes that showed opposite expres-
sion patterns (Table 3) to DAVID in order to generate KEGG Pathway information.
After processing the list of genes with the same expression patterns through 
DAVID, a total of 7 KEGG pathways were statistically significant (P ≤ 0.05) 
Interestingly, the genes enriched in all 9 KEGG pathways had >3.5 fold enrichment 
(Table 2). All the genes represented in the KEGG pathways were down-regulated in 
both sets of data. The Ribosome pathway had the greatest number of genes repre-
sented. The down-regulation of the ribosomal protein genes is consistent with our 
previous study in keratinocytes in SMG [21].
KEGG pathway analysis of the list of genes with opposite direction of expression 
regulation produced a total of 15 KEGG Pathways that were statistically significant 
(P ≤ 0.05). Interestingly, the genes in all the 21 KEGG pathways had >2.5 fold 
enrichment (Table 3).
The protein processing in endoplasmic reticulum (ER) pathway had the greatest 
number of genes represented. In the current study of HDF in SMG, the genes repre-
sented in the ER pathway were all up-regulated whereas they were down-regulated 
in the NASA Twin Study data [16]. Heat shock proteins HSPA1A and HSPA8 have 
been identified as being gravity sensitive in several studies. In some of these studies, 
HSPA1A has been shown to be up-regulated [21, 32, 41] and in one study in addition 
to the NASA Twin Study was shown to be down-regulated [42]. Collagens also seem 
to be mixed in differential regulation in microgravity. In our current study, COL1, 2, 
and 6 were down-regulated but were up-regulated in the Twin study. In some stud-
ies COL1 has been shown to be up-regulated [43] while in others it has been shown 
to be down-regulated [33, 44]. FN1, which we identified as a putative  
151
Gene Expression Profile of HDF in SMG Partially Overlaps with That in the NASA Twins Study
DOI: http://dx.doi.org/10.5772/intechopen.88957
Figure 4. 
Heatmap comparison of HDF in SMG gene expression data with that from the NASA twins study Heatmap 
is used to compare the HDF SMG data (column A) with the inflight, first half of the twins study ribodepleted 
(column B), PolyA+ (column C), multivariant (column D), and the inflight, second half of the twins study 
ribodepleted (column E), PolyA+ (column F), and multivariant (column G). Green were down-regulated 
genes, red represented up-regulated genes, and gray indicates the presence of no corresponding data.
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Pathways P value Gene name FE
hsa04141:Protein processing in 
endoplasmic reticulum
2.93 × 10−5 HSP90B1, VCP, DAD1, DNAJA1, 
PDIA6, HSPA1A, HSPA5, PDIA4, 
HSPA8, SSR1
5.81
hsa04512:ECM-receptor interaction 1.70 × 10−4 CD44, COL3A1, COL6A3, 
COL1A2, COL1A1, ITGB1, FN1
7.91
hsa04612:Antigen processing and 
presentation
7.62 × 10−4 HLA-A, HLA-C, HSPA1A, HLA-B, 
HSPA8, B2M
7.76
hsa04978:Mineral absorption 7.86 × 10−4 ATP1B3, ATP1A1, MT1X, FTH1, 
FTL
11.2
hsa04974:Protein digestion and absorption 1.48 × 10−3 ATP1B3, COL3A1, COL6A3, 
COL1A2, ATP1A1, COL1A1
6.7
hsa04918:Thyroid hormone synthesis 4.41 × 10−3 HSP90B1, ATP1B3, ATP1A1, 
HSPA5, PDIA4
9.1
hsa04510:Focal adhesion 1.37 × 10−2 CAV1, COL3A1, COL6A3, 
COL1A2, COL1A1, ITGB1, FN1
7.02
hsa05134:Legionellosis 1.48 × 10−2 ARF1, VCP, HSPA1A, HSPA8 3.44
hsa04151:PI3K-Akt signaling pathway 1.67 × 10−2 HSP90B1, COL3A1, COL6A3, 
COL1A2, YWHAQ , COL1A1, 
ITGB1, FN1, DDIT4
3.34
hsa05416:Viral myocarditis 1.71 × 10−2 CAV1, HLA-A, HLA-C, HLA-B 6.9
hsa04144:Endocytosis 2.74 × 10−2 CAV1, ARF1, HLA-A, HLA-C, 
HSPA1A, HLA-B, HSPA8
2.56
Pathways P Value Gene name FE
hsa03010:Ribosome 3.93 × 10−27 RPL35, RPL27A, RPL36, RPS15A, RPS2, 
RPL39, RPS3, RPL32, RPL7, RPL31, 
RPS3A, RPL9, RPL34, RPL11, RPL10A, 
RPL12, RPS23, RPS24, RPL27, RPS7, 
RPS18, RPS19, RPL18A, RPS17, RPS10
22.18





8.07 × 10−3 ACTB, ACTG1, ARPC2, TUBA1B 9.465
hsa04670:Leukocyte 
transendothelial migration
1.40 × 10−2 ACTB, ACTG1, MYL12B, MYL12A, 
MYL9
5.247
hsa04510:Focal adhesion 2.55 × 10−2 ACTB, ACTG1, MYL12B, MYL12A, 
CAPN2, MYL9
3.515
hsa04810:Regulation of actin 
cytoskeleton





3.32 × 10−2 ACTB, MYL6, ACTG1, CALM2, MYL9 4.023
hsa04611:Platelet activation 8.88 × 10−2 ACTB, ACTG1, MYL12B, MYL12A 3.713
hsa05131:Shigellosis 9.53 × 10−2 ACTB, ACTG1, ARPC2 5.657
The gene symbols in green color indicated down-regulation. The significance of gene enrichment is evaluated chiefly 
by the p value with a modified Fisher’s exact test. FE is a measure of the magnitude of gene enrichment. P value ≤0.05 
and FE ≥1.5 were considered significant and interesting, respectively.
Table 2. 
KEGG pathways generated from comparison of genes differentially regulated in the same direction between the 
HDF and NASA twins data.
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“space gene” [17, 18] has also been shown to have variations in expression patterns. 
It has been shown to be down-regulated in several studies [34, 44, 45] and  
up-regulated in others [16, 43, 46].
4. Discussion
In the current study, the gene expression profile of HDF grown in 5 day SMG 
was first displayed and validated (Figures 1–3, Table 1). The high throughput 
cDNA microarray data of HDF in 5 day SMG was then used to compare with the 
high throughput RNA sequencing data from an astronaut’s PBMCs during a long 
term inflight ISS (Figure 4, Tables 2 and 3). Amazingly, about 72% of the 271 
microgravity sensitive genes of HDF in SMG, were also differentially regulated in 
the NASA Twins 6- and 12-month inflight data. These 194 overlapping genes were 
identified as putative microgravity sensitive space genes, because the human dermal 
fibroblast cell line was only exposed to SMG, no radiation nor other space related 
environmental factor was involved. However, other factors such as cell type differ-
ence and space radiation, may also influence the expression of microgravity sensi-
tive genes. Indeed, among these microgravity sensitive genes, 86 genes showed the 
same expression pattern in both simulated and real microgravity conditions while 
the other 108 genes displayed opposite direction of regulation.
It is remarkable that as many as 86 genes were found to have the same direc-
tions of expression regulation between very different settings of studies. It is most 
likely that these genes were the main players in cellular response to microgravity 
environment. When the 86 microgravity sensitive genes with the same expression 
regulation trends were subjected to KEGG pathway analysis, they were represented 
in seven significant pathways where they were all downregulated (Table 2). Most 
notably, both sets of global gene expression data showed the down regulation of 25 
ribosomal protein genes. The genes in pathogenic Escherichia coli infection path-
way and leukocyte trans-endothelial migration pathway were all down-regulated in 
Pathways P value Gene name FE
hsa05169:Epstein–Barr virus infection 2.92 × 10−2 CD44, VIM, HLA-A, HLA-C, 
HLA-B
4.64
hsa05332:Graft-versus-host disease 3.96 × 10−2 HLA-A, HLA-C, HLA-B 4.06
hsa05205:Proteoglycans in cancer 4.23 × 10−2 CAV1, CD44, CD63, DDX5, 
ITGB1, FN1
2.85
hsa05330:Allograft rejection 4.87 × 10−2 HLA-A, HLA-C, HLA-B 8.93
hsa04514:Cell adhesion molecules (CAMs) 5.37 × 10−2 HLA-A, HLA-C, HLA-B, ITGB1 7.97
hsa04145:Phagosome 6.32 × 10−2 HLA-A, HLA-C, HLA-B, ITGB1 3.46
hsa04940:Type I diabetes mellitus 6.60 × 10−2 HLA-A, HLA-C, HLA-B 3.28
hsa03050:Proteasome 7.16 × 10−2 PSMB4, PSMB7, PSMA6 7.02
hsa05320:Autoimmune thyroid disease 9.55 × 10−2 HLA-A, HLA-C, HLA-B 6.7
hsa05145:Toxoplasmosis 9.79 × 10−2 PPIF, HSPA1A, ITGB1, HSPA8 5.67
The green indicates genes that were down-regulated and the red indicates genes that were up regulated in the HDF data 
set. The significance of gene enrichment is evaluated chiefly by the p value with a modified Fisher’s exact test. FE is a 
measure of the magnitude of gene enrichment. P value ≤0.05 and FE ≥1.5 were considered significant and interesting, 
respectively.
Table 3. 
KEGG pathways generated from a comparison of genes differentially regulated in the opposite direction 
between the HDF and NASA twins data.
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Pathways P value Gene name FE
hsa04141:Protein processing in 
endoplasmic reticulum
2.93 × 10−5 HSP90B1, VCP, DAD1, DNAJA1, 
PDIA6, HSPA1A, HSPA5, PDIA4, 
HSPA8, SSR1
5.81
hsa04512:ECM-receptor interaction 1.70 × 10−4 CD44, COL3A1, COL6A3, 
COL1A2, COL1A1, ITGB1, FN1
7.91
hsa04612:Antigen processing and 
presentation
7.62 × 10−4 HLA-A, HLA-C, HSPA1A, HLA-B, 
HSPA8, B2M
7.76
hsa04978:Mineral absorption 7.86 × 10−4 ATP1B3, ATP1A1, MT1X, FTH1, 
FTL
11.2
hsa04974:Protein digestion and absorption 1.48 × 10−3 ATP1B3, COL3A1, COL6A3, 
COL1A2, ATP1A1, COL1A1
6.7
hsa04918:Thyroid hormone synthesis 4.41 × 10−3 HSP90B1, ATP1B3, ATP1A1, 
HSPA5, PDIA4
9.1
hsa04510:Focal adhesion 1.37 × 10−2 CAV1, COL3A1, COL6A3, 
COL1A2, COL1A1, ITGB1, FN1
7.02
hsa05134:Legionellosis 1.48 × 10−2 ARF1, VCP, HSPA1A, HSPA8 3.44
hsa04151:PI3K-Akt signaling pathway 1.67 × 10−2 HSP90B1, COL3A1, COL6A3, 
COL1A2, YWHAQ , COL1A1, 
ITGB1, FN1, DDIT4
3.34
hsa05416:Viral myocarditis 1.71 × 10−2 CAV1, HLA-A, HLA-C, HLA-B 6.9
hsa04144:Endocytosis 2.74 × 10−2 CAV1, ARF1, HLA-A, HLA-C, 
HSPA1A, HLA-B, HSPA8
2.56
Pathways P Value Gene name FE
hsa03010:Ribosome 3.93 × 10−27 RPL35, RPL27A, RPL36, RPS15A, RPS2, 
RPL39, RPS3, RPL32, RPL7, RPL31, 
RPS3A, RPL9, RPL34, RPL11, RPL10A, 
RPL12, RPS23, RPS24, RPL27, RPS7, 
RPS18, RPS19, RPL18A, RPS17, RPS10
22.18





8.07 × 10−3 ACTB, ACTG1, ARPC2, TUBA1B 9.465
hsa04670:Leukocyte 
transendothelial migration
1.40 × 10−2 ACTB, ACTG1, MYL12B, MYL12A, 
MYL9
5.247
hsa04510:Focal adhesion 2.55 × 10−2 ACTB, ACTG1, MYL12B, MYL12A, 
CAPN2, MYL9
3.515
hsa04810:Regulation of actin 
cytoskeleton





3.32 × 10−2 ACTB, MYL6, ACTG1, CALM2, MYL9 4.023
hsa04611:Platelet activation 8.88 × 10−2 ACTB, ACTG1, MYL12B, MYL12A 3.713
hsa05131:Shigellosis 9.53 × 10−2 ACTB, ACTG1, ARPC2 5.657
The gene symbols in green color indicated down-regulation. The significance of gene enrichment is evaluated chiefly 
by the p value with a modified Fisher’s exact test. FE is a measure of the magnitude of gene enrichment. P value ≤0.05 
and FE ≥1.5 were considered significant and interesting, respectively.
Table 2. 
KEGG pathways generated from comparison of genes differentially regulated in the same direction between the 
HDF and NASA twins data.
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“space gene” [17, 18] has also been shown to have variations in expression patterns. 
It has been shown to be down-regulated in several studies [34, 44, 45] and  
up-regulated in others [16, 43, 46].
4. Discussion
In the current study, the gene expression profile of HDF grown in 5 day SMG 
was first displayed and validated (Figures 1–3, Table 1). The high throughput 
cDNA microarray data of HDF in 5 day SMG was then used to compare with the 
high throughput RNA sequencing data from an astronaut’s PBMCs during a long 
term inflight ISS (Figure 4, Tables 2 and 3). Amazingly, about 72% of the 271 
microgravity sensitive genes of HDF in SMG, were also differentially regulated in 
the NASA Twins 6- and 12-month inflight data. These 194 overlapping genes were 
identified as putative microgravity sensitive space genes, because the human dermal 
fibroblast cell line was only exposed to SMG, no radiation nor other space related 
environmental factor was involved. However, other factors such as cell type differ-
ence and space radiation, may also influence the expression of microgravity sensi-
tive genes. Indeed, among these microgravity sensitive genes, 86 genes showed the 
same expression pattern in both simulated and real microgravity conditions while 
the other 108 genes displayed opposite direction of regulation.
It is remarkable that as many as 86 genes were found to have the same direc-
tions of expression regulation between very different settings of studies. It is most 
likely that these genes were the main players in cellular response to microgravity 
environment. When the 86 microgravity sensitive genes with the same expression 
regulation trends were subjected to KEGG pathway analysis, they were represented 
in seven significant pathways where they were all downregulated (Table 2). Most 
notably, both sets of global gene expression data showed the down regulation of 25 
ribosomal protein genes. The genes in pathogenic Escherichia coli infection path-
way and leukocyte trans-endothelial migration pathway were all down-regulated in 
Pathways P value Gene name FE
hsa05169:Epstein–Barr virus infection 2.92 × 10−2 CD44, VIM, HLA-A, HLA-C, 
HLA-B
4.64
hsa05332:Graft-versus-host disease 3.96 × 10−2 HLA-A, HLA-C, HLA-B 4.06
hsa05205:Proteoglycans in cancer 4.23 × 10−2 CAV1, CD44, CD63, DDX5, 
ITGB1, FN1
2.85
hsa05330:Allograft rejection 4.87 × 10−2 HLA-A, HLA-C, HLA-B 8.93
hsa04514:Cell adhesion molecules (CAMs) 5.37 × 10−2 HLA-A, HLA-C, HLA-B, ITGB1 7.97
hsa04145:Phagosome 6.32 × 10−2 HLA-A, HLA-C, HLA-B, ITGB1 3.46
hsa04940:Type I diabetes mellitus 6.60 × 10−2 HLA-A, HLA-C, HLA-B 3.28
hsa03050:Proteasome 7.16 × 10−2 PSMB4, PSMB7, PSMA6 7.02
hsa05320:Autoimmune thyroid disease 9.55 × 10−2 HLA-A, HLA-C, HLA-B 6.7
hsa05145:Toxoplasmosis 9.79 × 10−2 PPIF, HSPA1A, ITGB1, HSPA8 5.67
The green indicates genes that were down-regulated and the red indicates genes that were up regulated in the HDF data 
set. The significance of gene enrichment is evaluated chiefly by the p value with a modified Fisher’s exact test. FE is a 
measure of the magnitude of gene enrichment. P value ≤0.05 and FE ≥1.5 were considered significant and interesting, 
respectively.
Table 3. 
KEGG pathways generated from a comparison of genes differentially regulated in the opposite direction 
between the HDF and NASA twins data.
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microgravity (Table 2), which may contribute to the decreased immune resistant 
to microbial infection in spaceflight. In addition, genes in the cytoskeleton network 
(ACTB, ACTG1, ARPC2, MYL12B, MYL12A, MYL9), focal adhesion (ACTB, 
ACTG1, MYL12B, MYL12A, CAPN2, MYL9), as well as tight junction (ACTB, 
ACTG1, MYL12B, MYL12A, MYL9) pathways were also downregulated in both sets 
of data. In combination with the downregulation of extracellular matrix proteins 
(Table 1) such as COL1A1, COL1A2, COL3A1 in HDF, the data indicated an overall 
decrease in bone matrix and skeletal muscle synthesis and increased catabolism 
(e.g. MMP1 increased sharply). Furthermore, genes in the oxytocin signaling 
pathway (ACTB, MYL6, ACTG1, CALM2, MYL9), which is involved in smooth 
muscle contraction and stress management, were also down in their expression 
levels in both microgravity data sets. Malfunction of this pathway has been impli-
cated in depression, autism, and schizophrenia [47]. Overall, the data in Table 2 
gave a strong mechanistic connection to the main symptoms, such as skin problems 
and immunological stress, vascular changes, muscle atrophy and bone density 
alteration that were associated with the weightlessness of space flight. Indeed, the 
altered expression of these 86 microgravity sensitive genes affected many funda-
mental molecular functions (data not shown), including structural constituent of 
ribosome, RNA binding, protein binding, metal ion binding, structural constituent 
of the cytoskeleton, cadherin binding involved in cell-cell adhesion, extracellular 
matrix binding, etc. Many biological processes in these cells (data not shown), such 
as SRP-dependent co-translational protein targeting to membrane, translation 
initiation and elongation, mRNA stability, muscle contraction, regulation of cell 
shape, among others, were also significantly impacted. These genes with common 
trend of expression regulation in microgravity would most likely expand the list of 
putative major space genes and microgravity sensitive pathways [17, 18]. A substan-
tial amount of information was derived from the current work which may neces-
sitate more detailed analysis and discussion in future communications.
The number of overlapping microgravity sensitive genes was substantial 
considering the many differences between the two study settings. The result from 
this comparative analysis further validated the effectiveness of the bioreactors for 
SMG cell culture. The identification of 86 genes (Table 2) with the same direc-
tion of regulation in two different study settings is very substantial and unique. 
These genes should be considered best candidates for major microgravity sensitive 
genes because one of the two studies, the current study, only involves simulated 
microgravity, while the other study, the NASA Twins Study involves true spaceflight 
environment with microgravity and space radiation. This comparative analysis 
here enabled the differentiation of the microgravity effect alone on the differen-
tially expressed genes from the human astronaut spaceflight gene expression data. 
The identification of the overlapping significant genes regulated in the opposite 
direction rendered important insight into human gene activity changes in very 
different study systems. The HDF cell line in SMG versus the human astronaut in 
ISS, adjusted their expressions toward adaptation to the simple SMG as well as the 
true space environment of both space microgravity and space radiation. The 108 
microgravity sensitive genes with opposite directions of expression regulation could 
also be of major significance in the microgravity adaptation process. Compared to 
the single cell line in SMG alone for the HDF cells, the cell samples from the inflight 
astronaut was exposed to various other factors such as space radiation, in addition 
to the microgravity of the ISS. The more complex space environment may require 
the significant genes to modify their expression toward adaptation. Expression 
patterns in this group of genes could provide insight into our understanding regard-
ing the interplay among different cellular gene functions in human adaptation to 
microgravity and space radiation (Table 3).
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Our previous studies on gene expression in HEK cells grown in SMG has 43 
genes overlapping with the HDF data in the current communication; of which, 23 
genes were regulated in the same direction and 20 were regulated in the opposite 
direction [21]. These two different types of cells require different culture condi-
tions and perform different roles in the skin. It is understandable that they have 
their characteristic expression profiles in response to the simulated microgravity 
environment. However, the number of overlapping genes were also substantial. In a 
previous review paper comparing various microarray based gene expression studies 
on microgravity effects, an initial list of 129 genes were identified as putative micro-
gravity sensitive genes or major space genes [17]. In the current study, 12 out of the 
194 genes that were significantly differentially regulated in both the HDF cells and 
the PBMCs, are also in the group of the putative major spaces genes [17], with 4 
genes regulated in the same direction (MMP1, GPNMB, RPL10A, and ANXA2) and 
8 genes (CAV1, CD44, CD59, CYR61, FN1, HSPA1A, MT1X, and PDIA4) changed 
their expression in the opposite directions in response to microgravity. Continued 
microgravity research in space and the readily controlled simulated microgravity 
bioreactors would provide valuable information toward the identification of major 
gravity sensitive genes, or simply, the major space genes. With more data available, 
the molecular and cellular mechanisms underlying the microgravity response could 
be better understood. Elucidation the molecular mechanism of human space adap-
tation response is an important aspect toward safer space experience and human 
health in general. It is evident that continued microgravity research is beneficial to 
healthy living in space and on earth.
5. Conclusion
The identification of 271 genes of HDF significantly differentially regulated by 
SMG provided a set of data for more detailed mechanistic studies; 72% of these 
microgravity sensitive genes were also reported in the high throughput gene expres-
sion data in the recent NASA Twins’ Study.
The identification of the large number of overlapping genes between the HDF in 
SMG and astronaut’s PBMCs indicates microgravity alone, without space radiation, 
was able to elicit an adaptive response involving a set of about 200 genes.
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decrease in bone matrix and skeletal muscle synthesis and increased catabolism 
(e.g. MMP1 increased sharply). Furthermore, genes in the oxytocin signaling 
pathway (ACTB, MYL6, ACTG1, CALM2, MYL9), which is involved in smooth 
muscle contraction and stress management, were also down in their expression 
levels in both microgravity data sets. Malfunction of this pathway has been impli-
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the molecular and cellular mechanisms underlying the microgravity response could 
be better understood. Elucidation the molecular mechanism of human space adap-
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health in general. It is evident that continued microgravity research is beneficial to 
healthy living in space and on earth.
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CARMAweb comprehensive R based microarray analysis web frontend
COL collagen
COX cyclooxygenase
CTGF connective tissue growth factor
CTSL cathepsin L
CYR61 cysteine rich angiogenic inducer 61
DAD defender against cell death 1
DAVID database for annotation, visualization and integrated discovery
DNAJA1 DnaJ homolog subfamily A member 1
FLNA filamin A
FN1 fibronectin
FTH1 ferritin heavy chain 1




HARVs high aspect ratio vessels
HDF human dermal fibroblast
HLA human leukocyte antigen
HSP heat shock protein
ISS international space station
ITGB1 integrin beta 1
KEGG kyoto encyclopedia of genes and genomes
MMP1 matrix metallopeptidase 1
MRPS6 mitochondrial ribosomal protein 6
MT metallothionein
MYL myosin light chain
ND NADH–ubiquinone oxidoreductase chain
NDUFB4 NADH:ubiquinone oxidoreductase subunit B4
PBMCs peripheral blood mononuclear cells
PDIA Protein disulfide isomerase family A member
PPIF peptidylprolyl isomerase F
RAB13 member RAS oncogene family
RCCS rotary cell culture system
RP ribosomal protein
RWV rotating wall vessel
SMG simulated microgravity
SSR1 signal sequence receptor subunit 1
TNFRSF1A tumor necrosis factor receptor superfamily member 1A
TPM2 tropomyosin beta chain
TUBA1B tubulin alpha 1 B
TUBB6 tubulin beta 6 class V
UBB ubiquitin B
UCHL1 ubiquitin C-terminal hydrolase L1
UQCR11 ubiquinol-cytochrome C reductase, complex III subunit XI
VCP valosin containing protein
VEGFB vascular endothelial growth factor B
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Environmental Factors  
Affecting the Expression of  
Bilateral-Symmetrical Traits in 
Plants
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Abstract
In recent years, there has been a growing interest in the problem of asymmetry 
of bilateral traits in plants. Three types of bilateral asymmetry are found in the leaf 
blade, of interest to ecologists and evolutionists. A brief review of the methods 
used in testing bilateral asymmetry and developmental stability discusses their 
role in the development of homeostasis and ontogenesis. Intra- and interspecific 
differences are considered on the example of woody plants under the influence of 
factors influencing the expression of bilaterally symmetry. The influence of stress 
on the manifestation of asymmetric traits is considered. Apparently, the climate 
and topography of the area play a more important role, determining the plastic and 
fluctuating variability. The relationship of plasticity, evolutionary canalization, 
and development stability is considered on the example of woody and cultivated 
plants. Plasticity and fluctuation variability are in a relationship coordinated by 
climatic conditions, primarily lighting and temperature. This, in turn, determines 
the mechanisms of gene regulatory networks. Thus, phenogenetics, which studies 
the patterns and mechanisms of gene expression and ontogenesis, is based on the 
data from field botanical studies of plant shape and asymmetry. Epigenetic and 
population studies of phenotypic variations play a role in standardizing and finding 
suitable plant species and varieties.
Keywords: bilateral asymmetry, fluctuating variability, gene regulatory networks
1. Three types of bilateral asymmetry
One of the promising areas of monitoring for the environment is bioindication 
by determining the developmental stability (DS) of plants, including woody ones. 
Database on the developmental stability of different species of plants is to be comple-
menting other data sets, such as chemical contamination of air, soil, and water.
Fluctuating asymmetry (FA) is a kind of asymmetry used to assess the stability 
of development, as the organism’s ability to regulate its development on the phylo-
genetic level.
The concept of developmental noise was introduced by Worthington [1], devel-
oped and completed in the works of foreign and Russian scientists at the end of the 
20th century [2–6]. This term originally meant the factors that lead to deviations 
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from bilateral symmetry, such as metabolic rate, the concentration of biochemical 
regulator molecules, diffusion of substances, temperature gradient, growth, and 
cell death.
Fluctuating asymmetry is most often referred to as the minor variation of mor-
phological characters from perfect symmetry. FA is an expression of ontogenetic 
noise and, hence, the level of developmental stability. The value of FA is defined 
as a nondirectional minor deviation from the strict bilateral symmetry. At the 
same time, the value of fluctuating asymmetry means independence in phenotypic 
realization on the left and right lateral sides. Thus, currently FA is the only charac-
teristic that allows studying the developmental stability in a morphogenetic aspect. 
Fluctuating asymmetry is a common phenomenon among the flora of higher plants 
(Embryophyta). FA is most frequently expressed in the leaf blade, since they are 
commonly bilaterally asymmetric. As can be seen from many sources, the large 
number of plastic (metric) traits and meristic (countable) traits promotes the 
robust FA testing. Integral index is an average means of FA some traits. This takes 
into account only the trait values that are not correlated with each other [7, 8].
Deviations from genetically predetermined rules are presented as a fact of 
random expression genotype under the influence of environmental impact. Based 
on the genetically determined reaction, fluctuating asymmetry is also considered as 
a deviation from the reaction norms. The fluctuating asymmetry has to be distin-
guished from phenodeviation having more genetic sense. Phenodeviant organisms 
may occur in combination of some genes, such as in high homozygosity. Sometimes 
they indicate the presence of certain specific actions breaks or simulates normal 
activity substance regulators—morphogens and hormones [9].
The relative magnitude of the FA is about 1% of the trait value [10]. Most 
approaches to the FA testing based on an evaluation of the variance differences 
between the left and right magnitudes in bilaterally symmetrical traits. The over-
coming imperfection in methods of FA testing includes the standardizing of the size 
of the chosen traits, the sample size, and the number of traits selected for FA testing.
As a signal reflecting the environmental stress, FA is a typical attribute of the 
genetically determined norm of reaction of the organism. Two other types of 
asymmetry, the directional asymmetry and the antisymmetry, are implied as a 
genetic deviation from strict symmetry. The fluctuating asymmetry itself is related 
to nondirectional asymmetry. Some characteristics of three types of asymmetry are 
shown in Table 1.
The relation between the FA as a signal violating the DS and environmental 
stress of different nature, in spite of the large number of publications, is in the focus 
of scientific interest [11, 12].
According to Shmalgauzen’s concept of stabilizing selection, the natural selec-
tion takes place even in a relatively stable and optimal ambient. It results in two 





R and L values R = L R ≠ L R = L
Kurtosis, γ in descriptive statistics 
(R–L)
γ = 0–2 γ = 0–2 γ < 2
Type of frequency distribution 
(R–L)
Normal Not normal Normal/not normal
Note: R and L, values of right and left metric bilaterally symmetric traits; γ, mean of kurtosis.
Table 1. 
Typical features of the three types of asymmetry.
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effects: in the elimination of mutants and recombinants and in the accumulation of 
mutations in a small population, which means the modification of the phenotype. 
By the term “canalization” Schmalhausen meant a tendency to achieve a certain 
genetically predetermined final state, different from the variability at the beginning 
of development [13]. Canalized selection addresses to the elimination of individu-
als that are susceptible to changing environmental factors. The term “ecological 
canalization,” as an attribute of development homeostasis, has the meaning of 
stabilizing phenotypic variability [14]. The term “ecological plasticity” explains 
rather adaptive processes and characterizes the increased variability. Such a dialec-
tical opposition pretends to be a source of microlevel adaptation in the population 
[15]. Developmental noise is the term that characterizes FA as an environmental 
origin phenomenon. On the other hand, the stability of development mostly is a 
genetic phenomenon which may vary in homo-/heterozygosity and depends on 
stress-reducing physiological status of the organism.
Thus, developmental stability of the organism is a biological characteristic 
depending on both causes as developmental noise (from the environment) and 
genetic variability characterizing the stages of ontogenesis.
Developmental homeostasis includes two attributes: developmental stability (FA 
is indicator) and environmental canalization. Plasticity and homeostasis lead to 
both types of phenotypic variability—plastic and fluctuation (Figure 1).
Phenotypic plasticity can help plants to overcome negative effects of some 
factors, first of all, temperature variability, and allow them to rapidly adjust traits 
to adverse conditions. The genetic variation could provide potential for adaptive 
evolution in response to changing climate variability [16].
2. Gene expression regulation
Expression of gene regulators of plant development is controlled by a number 
of internal and external factors. The internal factors affecting their activity include 
hormones, sucrose, and some mineral elements, and the external factors include 
temperature and light. In the regulation of differentiation and development, an 
Figure 1. 
Two types of phenotypic variability.
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hormones, sucrose, and some mineral elements, and the external factors include 
temperature and light. In the regulation of differentiation and development, an 
Figure 1. 
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important role is played by genes that contain promoters sensitive and specific 
to phytohormones and to such environmental factors as light and temperature. 
Currently, key genes have been identified that control embryogenesis, aging, and 
photomorphogenesis; regulate the functioning of the apical, lateral, and floral 
meristem; and are responsible for the formation of the root, leaves, and blood 
vessels. The expression of the genes regulating the development of flowers is best 
studied. Currently, based on the currently available genetic information, mathemati-
cal apparatus, and computer programs, key genes have been identified [17–19]. It 
has become possible to build so-called genetic regulatory networks (gene regulatory 
network, GRN), which allow to evaluate the whole range of interactions between 
different regulatory genes in the process of cell differentiation and the formation of 
plant organs. Original elements of these networks are capable of controlling several 
processes at different stages of development. Therefore, mutations affecting different 
parts of the same regulatory gene may differ in their phenotypic expression [20–22].
The MYB family (myeloblastosis) of transcription factors (TF) is known, which 
includes about 200 proteins that control such processes as root development, leaf 
patterning, trichome formation, cell cycle, circadian rhythms, and phytochrome 
signal transmission. A transcription factor (or sequence-specific DNA-binding 
factor) is a protein that controls the rate of transcription of genetic information 
from DNA to messenger RNA, by binding to a specific DNA sequence. The function 
of transcription factors is to regulate the on and off of genes for their expression in 
the right cell at the right time and in the right amount throughout cell and body life. 
Groups of TFs function in a coordinated fashion to direct cell division, cell growth, 
and cell death throughout life, cell migration, and organization during embryonic 
development and intermittently in response to signals from outside the cell, such as 
hormones [23].
A coactivator is a protein that works with transcription factors to increase the 
rate of gene transcription, whereas a corepressor is a protein that works with tran-
scription factors to decrease the rate of gene transcription. Some of the transcrip-
tion factors (AS1, AS2) are proteins responded for asymmetry in leaves.
Polycomb group proteins are important repressors of numerous genes in higher 
eukaryotes. In Arabidopsis, like heterochromatin protein 1 (LHP1), also known 
as TERMINAL FLOWER 2, was proposed as a subunit of polycomb repressive 
complex [24].
The theory of gene regulatory network dynamics can be represented in Figure 2:
The elementary units of the GRN are the genetic element G. It includes the pair 
(g, p), consisting of the g (gene) and the target (final) product synthesized p. The 
activity of the genetic element G is characterized by the rate of synthesis V of the 
target product p and the rate of its degradation/dissipation D. The target product 
Figure 2. 
Genetic elements and regulatory relationships of the GRN (on Kolchanov et al., 2013). G, G1, and G2 are 
genetic elements, σ is the regulatory element, V is the synthesis of the target product, and D is the degradation/
dissipation of the target product.
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can be either a RNA molecule or a protein. If a change in the concentration of 
the product p1 decreases/increases the rate of change in the concentration of the 
product p2, there is a regulatory (oriented) relationship σ = σ (G1, G2) between the 
genetic elements G1 and G2.
3. Epigenetics as a new branch of genetics
3.1 Interspecific differences in the response to the environmental conditions
The different genotypes differed in their sensitivity to developmental noise. 
The heritable component of FA can thus be understood as a genetically modulated 
expression of variation that is itself entirely nongenetic [25, 26].
Epigenetics studies the stable changes in the level of gene expression that are not 
related to changes in the nucleotide sequence in DNA. For the first time, the term 
“epigenetics” was introduced by the embryologist and geneticist Conrad Waddington 
to describe changes in gene expression observed during the course of development. 
Epistatic interaction is reduced to the suppressor effect of one gene on another. 
Dominant epistasis explains the influence of the gene as the dominant allele.
The epigenetic status of the organism is determined by the nature and level 
of DNA methylation, posttranslational modifications of histones, the presence 
of histone isoforms, and the nature of chromatin stack in [27, 28]. The most well-
described epigenetic mechanism of regulation is DNA methylation. Epigenetic 
variability is the variability of the population response rate, which leads to the 
realization of discrete states of morphological structures. In the era of postindus-
trial society, epigenetic variation becomes of particular interest. We can outline the 
next key aspects of experimental and field epigenetics studies. They are:
a. Frequency analysis of phenes as minor aberrations of morphogenesis
b. Spatial correlation of the level of phenetic differences between pairs of impact 
and control population on a continuous part of the areal
c. The use of methods of multidimensional ordination of phenetic compositions
d. Epigenetic landscape of a population
e. Comparison of dispersions of general asymmetry, fluctuating asymmetry, 
and directional asymmetry, characterizing manifestations of developmental 
destabilization at both individual and group levels
There are two genetic regulatory networks that play the main role in the mani-
festation of fluctuation and plastic variation. It is known that the heterogeneity of 
the sample value of metric or counting traits in a population, i.e., dispersion in het-
erogeneity, plays a key role in the magnitude of the revealed variability. The regula-
tory mechanisms of the epigenetic processes in the genome and at the cell level are 
the following: DNA methylation, histone code (posttranslational modifications of 
histones that occur by methylation, acetylation, phosphorylation, glycosylation, 
and ubiquity of histones), and followed by proteolysis [29, 30].
Genetic architecture and associations with fitness and with compensatory 
growth are studied under various stressful situations. Patterns in FAs play an 
important role in both DI and canalization of development. Their common origin 
and role in micro- and macroevolutionary processes are assumed [31, 32].
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related to changes in the nucleotide sequence in DNA. For the first time, the term 
“epigenetics” was introduced by the embryologist and geneticist Conrad Waddington 
to describe changes in gene expression observed during the course of development. 
Epistatic interaction is reduced to the suppressor effect of one gene on another. 
Dominant epistasis explains the influence of the gene as the dominant allele.
The epigenetic status of the organism is determined by the nature and level 
of DNA methylation, posttranslational modifications of histones, the presence 
of histone isoforms, and the nature of chromatin stack in [27, 28]. The most well-
described epigenetic mechanism of regulation is DNA methylation. Epigenetic 
variability is the variability of the population response rate, which leads to the 
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b. Spatial correlation of the level of phenetic differences between pairs of impact 
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and directional asymmetry, characterizing manifestations of developmental 
destabilization at both individual and group levels
There are two genetic regulatory networks that play the main role in the mani-
festation of fluctuation and plastic variation. It is known that the heterogeneity of 
the sample value of metric or counting traits in a population, i.e., dispersion in het-
erogeneity, plays a key role in the magnitude of the revealed variability. The regula-
tory mechanisms of the epigenetic processes in the genome and at the cell level are 
the following: DNA methylation, histone code (posttranslational modifications of 
histones that occur by methylation, acetylation, phosphorylation, glycosylation, 
and ubiquity of histones), and followed by proteolysis [29, 30].
Genetic architecture and associations with fitness and with compensatory 
growth are studied under various stressful situations. Patterns in FAs play an 
important role in both DI and canalization of development. Their common origin 
and role in micro- and macroevolutionary processes are assumed [31, 32].
Gene Expression and Phenotypic Traits
168
Phenogenetic variability is within the individual variability of the structure 
of antimers and metamers (homologue parts of plants). Asymmetry refers to 
the stochastic morphogenesis, i.e., random formation. The negative correlation 
between developmental instability and individual genetic diversity was obtained in 
flower petals within three Opuntia echios populations that suggest a buffer effect of 
heterozygosity on developmental instability [33].
The study showed that deletions do not affect the asymmetry of the 
Drosophila wing, but the development of canalization in a period of time changes. 
Consequently, genetic deletions have an impact on the canalization of the develop-
ment of traits, but not on the stability of the development [34, 35]. Genetic assimi-
lation is the subsequent genetic fixing of the new trait in the population. Some 
recent experimental and theoretical works have established a quantitative basis for 
these classic concepts of Waddington [36].
4. Plasticity and developmental stability
The genes responsible for plasticity, as well as environment and developmental 
stability, are closely related. Consider the next example. There are five metric traits 
in leaf blade of small-leaf linden (Tilia cordata). When some traits of a leaf blade 
(measured distances between the veins) have a high plasticity, other ones expose 
instability of development with an increased FA value. FA is measured as FA = L 
–R/ (L –R) in absolute value, where L and R are means of the left and right values 
of the bilaterally symmetrical trait. Plastic variability is measured as PL = 1 – x/X, 
where x and X are means of the smallest and largest values of trait size. The reason 
for the deviation was the ecological factors of the location of the populations and 
the climatic features of the vegetative season. As a whole, the plastic variability 
correlates to fluctuation variability. The more PL (i.e., trait size), the more FA. On 
the other hand, the correlation is small. Moreover there is an effect of conjugacy 
within one sample when the trait expressed the high index of plastic variability and 
another one expressed a high value of fluctuation variability (Figure 3).
The correlation is changeable and sometime can be negative. For example, in 
other sites, correlation r between FA in fourth trait and PL in fourth trait was −0.69 
(p < 0.05; 2014).
Both types of variability, fluctuating and plastic, showed a conjugative effect. 
The correlative dependency deserves the focusing study. The level and character of 
expression of two type phenotypic variability depend on some factors. For plants 
the temperature presumably is a dominant factor. For example, the cold and humid 
vegetative season in 2017 played a main role.
The impact of climate especially noticeable among species. Two close species 
of linden (Tilia cordata and Tilia platyphyllos) were studied in one ecosystem. 2017 
showed an increase in the plastic dimensions of leaf blades of the broad-leaved 
linden to the conditions of the Central Russian plain, which is attributed by the 
authors to one of the stress response phases, with increasing plastic variability of 
dimensional traits of leaf plates. We attribute this fact to the phenotypic deviation 
caused by low temperatures of air (Figure 4).
Increased fluctuating asymmetry was associated with the small size of the leaf 
blades. The growing plate, as is known, develops in pulsating mode, in the right/
left side, and has a high asymmetry. Some signs, as we have seen, have shown 
a negative correlation between FA and Pl, and this relationship is of interest to 
phenogenetics [37].
In cultivated plants (wheat), a decrease in the stability of development occurred 
at elevated doses of fertilizer. It is assumed that this is a logical process, as a 
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response to high doses of fertilizer and excessive amplification of the vegetative and 
generative phases of plant development.
The gene regulatory network (AS1, AS2?) responds to temperature in the 
phase of the development of meristem. We conclude that stress factor of chemical 
Figure 3. 
Surface plots for correlation between the magnitude of plastic variability (PL, two traits, PL1 and PL2) and 
fluctuation variability (FA, one trait), Tilia cordata, 2014–2017, Moscow region, Russia (n = 100). 2016 year—
Person’s r = 0.73 (p < 0.05). Other year’s r is not statistically significant.
Figure 4. 
Plot of means two types of variability PL (plasticity) and FA (fluctuating asymmetry) (both p < 0.05) and 
conf. Intervals (95%) for two species of Tilia (2016–2018).
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Figure 5. 
Response surface of the desirability function depending on three factors (industrial emission, level of relief, and 
degree of urbanization) (n = 75).
pollution plays a secondary role. This confirms the fact of chemical load in site 
where fluctuating asymmetry was highest in 2017 and chemical pollution was less 
statistically significant. The mismatch between two types of variability in traits 
meant an absence of any correlation of FA-PL on some dimensional bilateral traits.
Proposed conclusion seems to be consensual, since in the literature on this issue 
there is a contradictory opinion on reciprocal effect of FA and PL [38, 39]. In other 
words, the traits were characterized by conjugation of two types of variability. The 
predominance of one type of variability is compensating by the weakness of other 
type of variability. For example, the weak fluctuation variability of trait No. 2 was 
compensated by its high plastic variability.
Thus the modularity of gene regulatory network associates with external factors. 
Based on the response to selection on the plasticity of a character, we concluded 
that plasticity is most likely due to epistasis. These models make some predictions 
with regard to correlations among trait plastic variety, developmental noise, and 
developmental instability. Modularity structure may enhance the adaptability and 
robustness of biological systems to perturbations [40, 41].
5. Methods of geometric morphometrics
The geometric morphometrics method allows to determine the value of the 
fluctuating asymmetry in combination of features and characteristics of the form 
of leaf blade and to test the presence directional asymmetry and antisymmetry. The 
degrees of freedom df were 14–18 times the number of degrees of freedom in the 
trivial two-factor analysis of variance with a high statistical significance (p ≤ 10−6) 
and an economy in the processing time and in the volume of the samples.
Methods of geometric morphometrics showed epistasis contributed ca. 
20% of the variation in FA of size and 19% of the variation in FA of shape. This 
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contribution was characteristic  for the FA depending on the size of the studied 
traits of the mice [31]. Genetic screens in the model plant Arabidopsis have been 
particularly rewarding, identifying more than 130 epigenetic regulators. The diver-
sity of epigenetic pathways in plants is remarkable, presumably contributing to the 
phenotypic plasticity of plant postembryonic development and the ability to sur-
vive and reproduce [42, 43]. Relief is an important factor determining plastic and 
fluctuation variability. The study of this factor using the example of birch (Betula 
pendula) showed that, together with other factors, such as the level of urbanization 
(on the graph in arbitrary units) and industrial emissions, an increase in the height 
of the relief reduces the stability of development (Figure 5).
The described interaction of three factors reflected a synergistic stress effect 
that influenced the stability of development. Differences in the range of reactions to 
the effect of each of the factors made it possible to compile a comparative scale for 
four plant species using the statistical significance p of the FA index, obtained by 
methods of geometric morphometrics (Table 2).
An autorepressor is a genetic element that provides, by a negative feedback 
mechanism, the regulation of expression of a gene encoding an autorepressor 
protein. Plastic and fluctuation variability are encoded by two genes. The mismatch 
between them occurs under stress, when regulatory proteins do not work on the 
principle of negative feedback. The regulatory gene network AS and AC2 seems to 
be a component of a wider regulatory network of plant development. Autorepressor 
appears as part of the GRN AS1 or AS2. Stress factors are simultaneously adaptive 
and destabilizing factors that temporarily disrupt the homeostasis of the develop-
ment of the individual and the entire population.
6. Conclusion
This phenogenetic study contributes to the development of the epigenetic theory 
of gene networks. Bilateral asymmetry, reflecting phenotypic variation, is a conve-
nient phenomenon for studying environmental dependencies in the frame of study 
of GRN and the direction of evolution.
Recently, there has been an increasing interest in system design information 
support for the storage and processing of phenotypic data and their integration 
with genomic information. To solve the problem of collection, integration, storage, 
and statistical processing of information about wheat plants, there are a number 
of computer systems, for example, WheatPGE (wheat-phenotype–genotype and 
environment).
The system stores various relationships describing the characteristics of an indi-
vidual plant and allows you to uniquely establish the relationship between genotypic 
and phenotypic characteristics of plants as well as environmental parameters. The 
Factor Acer platanoides Tilia cordata Betula 
pendula
Quercus robur
Height ++++ +++++ + +
Industrial emission +++ + ++ +
Urbanization level + + + +
Vehicle emission +++ ++++++++++ + ++
Note: + − p < 0.05; ++ − p < 0.01 +++ − p < 0.001; ++++ − p < 0.0001; +++++ − p < 0.00001.
Table 2. 
Factors influenced the developmental instability.
Gene Expression and Phenotypic Traits
170
Figure 5. 
Response surface of the desirability function depending on three factors (industrial emission, level of relief, and 
degree of urbanization) (n = 75).
pollution plays a secondary role. This confirms the fact of chemical load in site 
where fluctuating asymmetry was highest in 2017 and chemical pollution was less 
statistically significant. The mismatch between two types of variability in traits 
meant an absence of any correlation of FA-PL on some dimensional bilateral traits.
Proposed conclusion seems to be consensual, since in the literature on this issue 
there is a contradictory opinion on reciprocal effect of FA and PL [38, 39]. In other 
words, the traits were characterized by conjugation of two types of variability. The 
predominance of one type of variability is compensating by the weakness of other 
type of variability. For example, the weak fluctuation variability of trait No. 2 was 
compensated by its high plastic variability.
Thus the modularity of gene regulatory network associates with external factors. 
Based on the response to selection on the plasticity of a character, we concluded 
that plasticity is most likely due to epistasis. These models make some predictions 
with regard to correlations among trait plastic variety, developmental noise, and 
developmental instability. Modularity structure may enhance the adaptability and 
robustness of biological systems to perturbations [40, 41].
5. Methods of geometric morphometrics
The geometric morphometrics method allows to determine the value of the 
fluctuating asymmetry in combination of features and characteristics of the form 
of leaf blade and to test the presence directional asymmetry and antisymmetry. The 
degrees of freedom df were 14–18 times the number of degrees of freedom in the 
trivial two-factor analysis of variance with a high statistical significance (p ≤ 10−6) 
and an economy in the processing time and in the volume of the samples.
Methods of geometric morphometrics showed epistasis contributed ca. 
20% of the variation in FA of size and 19% of the variation in FA of shape. This 
171
Environmental Factors Affecting the Expression of Bilateral-Symmetrical Traits in Plants
DOI: http://dx.doi.org/10.5772/intechopen.89460
contribution was characteristic  for the FA depending on the size of the studied 
traits of the mice [31]. Genetic screens in the model plant Arabidopsis have been 
particularly rewarding, identifying more than 130 epigenetic regulators. The diver-
sity of epigenetic pathways in plants is remarkable, presumably contributing to the 
phenotypic plasticity of plant postembryonic development and the ability to sur-
vive and reproduce [42, 43]. Relief is an important factor determining plastic and 
fluctuation variability. The study of this factor using the example of birch (Betula 
pendula) showed that, together with other factors, such as the level of urbanization 
(on the graph in arbitrary units) and industrial emissions, an increase in the height 
of the relief reduces the stability of development (Figure 5).
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support for the storage and processing of phenotypic data and their integration 
with genomic information. To solve the problem of collection, integration, storage, 
and statistical processing of information about wheat plants, there are a number 
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database is constantly being improved. Data on developmental stability and plate 
shape is one of the components of such a database. Application of the system will 
automate the receipt data on the relationship of genotype, phenotype, and environ-
ment in plants, including wheat, thereby contributing to the effective creation of 
new varieties of wheat with the economically important traits. As a whole the study 
of environmental factors affecting the manifestation of bilaterally symmetrical 
traits in plants is part of the research, in the framework of the study of the subtle 
mechanisms of GRN that are important for the ecology and evolution of plants.
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Sellafield, Seascale, and 
Scandinavia: A Legacy of 
Radioactive Contamination with 
Future Implications for Gene 
Evolution in Affected Ecosystems
Chanda Siddoo-Atwal
Abstract
Radioactive waste from nuclear installations and nuclear reprocessing plants, 
nuclear accidents, and radioactive fallout from nuclear weapons testing constitute a 
serious problem facing future generations. Marine algae and phytoplanktons accumu-
late radionuclides from their surroundings and are used as bioindicators of radioac-
tive pollution in the environment. In Northern Europe, the affected marine systems 
include the Irish Sea, the Baltic Sea, and the North Sea. The main sources of this 
radioactive contamination are global fallout from nuclear weapons tests, river trans-
port from Siberia, and marine transport of discharges from Sellafield and Chernobyl. 
An increased leukemia incidence has been observed in young children at Seascale near 
Sellafield, and an elevated incidence of leukemia has been recorded among young 
people (0–24 years) in the French canton of Beaumont-Hague close to the Cap de la 
Hague nuclear reprocessing facility. In Scandinavia, scientists suspect that people in 
parts of Sweden are still dying from cancer caused by radiation from the Chernobyl 
accident. Moreover, the Baltic Sea is contaminated with man-made plutonium radio-
nuclides from nuclear reprocessing. However, some experts are able to dismiss the 
above relationships due to important uncertainties over the estimation of radiation 
doses from environmental discharges based on a mutational theory of carcinogenesis. 
Consequently, it appears to be of paramount importance to reevaluate the current 
methods for cancer risk assessment in the case of radiation exposure within the 
context of an apoptotic model of carcinogenesis that could explain such a discrepancy. 
According to this new model, subtle differences in gene expression in response to a 
carcinogen can initiate cell death or apoptosis and act as a trigger for carcinogenesis. 
Simultaneously, future implications for human gene evolution are unavoidable.
Keywords: nuclear reprocessing, plutonium, leukemia, lung cancer,  
alpha- and gamma-radiation carcinogenesis
1. Introduction
Sellafield (UK) and Cap de la Hague (France) are the two largest centers for 
commercial reprocessing of nuclear fuel in the world. This process involves the 
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tive pollution in the environment. In Northern Europe, the affected marine systems 
include the Irish Sea, the Baltic Sea, and the North Sea. The main sources of this 
radioactive contamination are global fallout from nuclear weapons tests, river trans-
port from Siberia, and marine transport of discharges from Sellafield and Chernobyl. 
An increased leukemia incidence has been observed in young children at Seascale near 
Sellafield, and an elevated incidence of leukemia has been recorded among young 
people (0–24 years) in the French canton of Beaumont-Hague close to the Cap de la 
Hague nuclear reprocessing facility. In Scandinavia, scientists suspect that people in 
parts of Sweden are still dying from cancer caused by radiation from the Chernobyl 
accident. Moreover, the Baltic Sea is contaminated with man-made plutonium radio-
nuclides from nuclear reprocessing. However, some experts are able to dismiss the 
above relationships due to important uncertainties over the estimation of radiation 
doses from environmental discharges based on a mutational theory of carcinogenesis. 
Consequently, it appears to be of paramount importance to reevaluate the current 
methods for cancer risk assessment in the case of radiation exposure within the 
context of an apoptotic model of carcinogenesis that could explain such a discrepancy. 
According to this new model, subtle differences in gene expression in response to a 
carcinogen can initiate cell death or apoptosis and act as a trigger for carcinogenesis. 
Simultaneously, future implications for human gene evolution are unavoidable.
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1. Introduction
Sellafield (UK) and Cap de la Hague (France) are the two largest centers for 
commercial reprocessing of nuclear fuel in the world. This process involves the 
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dissolution of spent fuel in boiling concentrated nitric acid, which results in the 
subsequent physicochemical separations of uranium and plutonium. Reprocessing 
operations release considerable volumes of liquid and gaseous wastes into the 
environment. These include large volumes of radioactivity, typically on a scale of 
several thousand more than that released by nuclear reactors.
1.1 Sellafield
In the case of Sellafield, aerial emissions have deposited two to three times the 
plutonium fallout from total atmospheric nuclear weapons testing within a 20-km 
radius of this facility. Since the inception of reprocessing at Sellafield in the 1960s, 
it has been estimated that between 250 and 500 kg of plutonium from the plant is 
now adsorbed onto sediments on the bed of the Irish Sea. Migration of these under-
sea deposits to coastal environments potentially represents a long-term hazard of 
unknown proportions [1].
The village of Seascale lies roughly south of Sellafield. A stretch of deserted beach 
runs northward toward the Sellafield plant, which has its discharge pipeline just 2 km 
off the coast. The beach used to be popular with bathers, but, now, many guide books 
make reference to the radioactive pollution from Sellafield. In fact, in 1993, a govern-
ment survey found that the incidence of leukemia and non-Hodgkin’s lymphoma 
was 14 times the national average and twice that in other areas of West Cumbria [2]. 
An increased incidence of retinoblastoma in children and a statistically significant 
increase in stillbirth risk in the Sellafield region have also been observed [1].
The main pathways for radiation exposure for people living in the vicinity 
of Sellafield are external radiation from airborne and deposited radionuclides, 
internal exposure resulting from inhalation of airborne radionuclides, and inges-
tion of radionuclides from contaminated food. In Sellafield, locally caught fish and 
shellfish have been found to be contaminated with toxic radionuclides, particularly, 
plutonium and americium [1].
1.2 Cap de la Hague
An elevated incidence of leukemia has been recorded among young people 
(0–24 years) in the French canton of Beaumont-Hague close to the Cap de la Hague 
nuclear reprocessing facility. In the latter case, two factors were found to be corre-
lated strongly with increased leukemia risk: the use of local beaches for recreational 
activities by children and mothers during gestation and fish and shellfish consump-
tion. In addition, a 3-year French epidemiological study in the region found a 
higher than expected morbidity in men from leukemia and respiratory cancers and 
leukemia and lung cancer in women [1].
1.3 Sea-to-land transfer
In Denmark, women have the highest rates of all forms of cancer in the Nordic 
countries [3], while their fish-eating neighbors in Norway have the highest 
rates of colorectal cancer for women in the world [4]. It is of some interest that 
Denmark, Ireland, and Norway have protested for many years over reprocessing 
at Sellafield and La Hague due to concern about the local impact on environment 
and health [1].
In parts of Sweden, scientists suspect that people are still dying from cancer 
caused by radiation from the Chernobyl accident [5]. Radioactive polonium, 
uranium, and plutonium have also been detected in the Baltic Sea where they are 
accumulated by various marine organisms. While the polonium and uranium 
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isotopes may be derived from natural geological sources, the principle sources of 
plutonium in the Baltic Sea are radioactive fallout from nuclear weapons testing, 
releases from nuclear power plants and nuclear processing facilities at Sellafield and 
Cap de la Hague, and radioactive debris originating from Chernobyl [6].
It has now been established that a potentially important pathway for radioactive 
discharges to humans involves sea-to-land transfer since significant quantities of 
radionuclides can become airborne in seaspray and be transported inland by the 
wind [7]. Thus, concerns over nuclear reprocessing have led to a number of stud-
ies examining the health risks that may be associated with such nuclide discharges 
and, ultimately, have resulted in a scientific report commissioned by the European 
Parliament [1].
1.4 Scientific and technological options assessment
The findings of this report suggest that the Sellafield facility (closed in 2018) 
was found to be in violation of several key European requirements. Marine 
discharges at Sellafield led to significant radionuclide concentrations in certain 
foodstuffs exceeding EC limits (and, in this case, the Irish fishwives’ tales about 
mutant fish were very likely true) [8]. Radionuclide discharges to the Sellafield 
marine environment resulted in doses to critical groups exceeding ten times the 
current UK and three times the EU limits. Increases of key radionuclide releases 
from in the late 1990s and projected future releases from Sellafield were not in 
keeping with European standards or their UK obligations as a member state of 
the European Union (EU). Generally, radionuclide concentrations in the Cap 
de la Hague environment have decreased since the 1980s, and calculated doses 
from routine releases remain well within EU limits. However, past accidents at 
La Hague have led to population doses significantly exceeding EU limits and are 
estimated to be responsible for 36% of the leukemia risk level for the 0–24-year 
age category around the site.
Contaminated marine environments can result in radiation exposure and 
radionuclide accumulation by marine life from plants to fish, and transfer to larger 
organisms such as mammals can occur via the food chain. Short-term health effects 
on humans can include various cancers, notably leukemia, caused by changes 
in gene regulation, and thyroid disorders. Long-term health effects may include 
heritable genetic mutations transmissible to future generations. This could have 
a potentially negative impact on the human gene pool and human evolution in 
affected areas, especially with the loss of individuals with the least mutations [9]. 
Ultimately, this may affect the fitness of the species and lead to a major decline or 
genetic degradation of select human populations [10].
2. Local health effects
2.1 Epidemiology
The main radioactive contaminants in the immediate vicinity of the Sellafield 
nuclear reprocessing facility have been identified as plutonium [Pu] and americium 
[Am] as a result of soil core samples taken from 95 locations within a few kilometers 
of the Sellafield nuclear complex. High levels of Pu-239 and Pu-240 have been 
deposited within a few hundred meters of the site, declining to lower levels within 
3 km. The activity ratio of these radioisotopes indicates that the plutonium origi-
nated from uranium of low irradiation suggesting that deposition occurred during 
the early years of plant operation. The presence of Am-241 also correlates strongly 
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dissolution of spent fuel in boiling concentrated nitric acid, which results in the 
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ment survey found that the incidence of leukemia and non-Hodgkin’s lymphoma 
was 14 times the national average and twice that in other areas of West Cumbria [2]. 
An increased incidence of retinoblastoma in children and a statistically significant 
increase in stillbirth risk in the Sellafield region have also been observed [1].
The main pathways for radiation exposure for people living in the vicinity 
of Sellafield are external radiation from airborne and deposited radionuclides, 
internal exposure resulting from inhalation of airborne radionuclides, and inges-
tion of radionuclides from contaminated food. In Sellafield, locally caught fish and 
shellfish have been found to be contaminated with toxic radionuclides, particularly, 
plutonium and americium [1].
1.2 Cap de la Hague
An elevated incidence of leukemia has been recorded among young people 
(0–24 years) in the French canton of Beaumont-Hague close to the Cap de la Hague 
nuclear reprocessing facility. In the latter case, two factors were found to be corre-
lated strongly with increased leukemia risk: the use of local beaches for recreational 
activities by children and mothers during gestation and fish and shellfish consump-
tion. In addition, a 3-year French epidemiological study in the region found a 
higher than expected morbidity in men from leukemia and respiratory cancers and 
leukemia and lung cancer in women [1].
1.3 Sea-to-land transfer
In Denmark, women have the highest rates of all forms of cancer in the Nordic 
countries [3], while their fish-eating neighbors in Norway have the highest 
rates of colorectal cancer for women in the world [4]. It is of some interest that 
Denmark, Ireland, and Norway have protested for many years over reprocessing 
at Sellafield and La Hague due to concern about the local impact on environment 
and health [1].
In parts of Sweden, scientists suspect that people are still dying from cancer 
caused by radiation from the Chernobyl accident [5]. Radioactive polonium, 
uranium, and plutonium have also been detected in the Baltic Sea where they are 
accumulated by various marine organisms. While the polonium and uranium 
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isotopes may be derived from natural geological sources, the principle sources of 
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It has now been established that a potentially important pathway for radioactive 
discharges to humans involves sea-to-land transfer since significant quantities of 
radionuclides can become airborne in seaspray and be transported inland by the 
wind [7]. Thus, concerns over nuclear reprocessing have led to a number of stud-
ies examining the health risks that may be associated with such nuclide discharges 
and, ultimately, have resulted in a scientific report commissioned by the European 
Parliament [1].
1.4 Scientific and technological options assessment
The findings of this report suggest that the Sellafield facility (closed in 2018) 
was found to be in violation of several key European requirements. Marine 
discharges at Sellafield led to significant radionuclide concentrations in certain 
foodstuffs exceeding EC limits (and, in this case, the Irish fishwives’ tales about 
mutant fish were very likely true) [8]. Radionuclide discharges to the Sellafield 
marine environment resulted in doses to critical groups exceeding ten times the 
current UK and three times the EU limits. Increases of key radionuclide releases 
from in the late 1990s and projected future releases from Sellafield were not in 
keeping with European standards or their UK obligations as a member state of 
the European Union (EU). Generally, radionuclide concentrations in the Cap 
de la Hague environment have decreased since the 1980s, and calculated doses 
from routine releases remain well within EU limits. However, past accidents at 
La Hague have led to population doses significantly exceeding EU limits and are 
estimated to be responsible for 36% of the leukemia risk level for the 0–24-year 
age category around the site.
Contaminated marine environments can result in radiation exposure and 
radionuclide accumulation by marine life from plants to fish, and transfer to larger 
organisms such as mammals can occur via the food chain. Short-term health effects 
on humans can include various cancers, notably leukemia, caused by changes 
in gene regulation, and thyroid disorders. Long-term health effects may include 
heritable genetic mutations transmissible to future generations. This could have 
a potentially negative impact on the human gene pool and human evolution in 
affected areas, especially with the loss of individuals with the least mutations [9]. 
Ultimately, this may affect the fitness of the species and lead to a major decline or 
genetic degradation of select human populations [10].
2. Local health effects
2.1 Epidemiology
The main radioactive contaminants in the immediate vicinity of the Sellafield 
nuclear reprocessing facility have been identified as plutonium [Pu] and americium 
[Am] as a result of soil core samples taken from 95 locations within a few kilometers 
of the Sellafield nuclear complex. High levels of Pu-239 and Pu-240 have been 
deposited within a few hundred meters of the site, declining to lower levels within 
3 km. The activity ratio of these radioisotopes indicates that the plutonium origi-
nated from uranium of low irradiation suggesting that deposition occurred during 
the early years of plant operation. The presence of Am-241 also correlates strongly 
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with the Pu-239 and Pu-240 and is consistent with its derivation from Pu-241 
deposition [11]. Pu-239 is formed by the spontaneous fission of U-238, which is 
a by-product of the uranium enrichment process routinely carried out at nuclear 
power plants [12].
In 1983, a cluster of cancers, most readily produced by ionizing radiation, 
were discovered in Seascale, a village situated 3 km from Sellafield, which is the 
principal nuclear reprocessing plant in the UK. It involved the occurrence of non-
Hodgkin’s lymphoma (NHL) with lymphoblastic leukemia in young people under 
the age of 25, who lived in Seascale in the period between 1955 and 1983 [13]. A 
subsequent scientific study confirmed that there was a marked excess of acute 
lymphatic leukemia (ALL) in Seascale [14]. In 1986, an excess of acute lymphatic 
leukemia was discovered near Dounreay, the site of the only other nuclear repro-
cessing plant in the UK [15]. Finally, in 1993, when an excess of acute lymphatic 
leukemia was also recorded in Egremont, a small town 7 km north of Sellafield, 
the emerging epidemiological pattern could no longer be ignored [14]. In fact, 
the incidence rates of ALL and NHL were increased to a similar extent in Seascale 
when the parents were incomers from other parts of the country or locals sug-
gesting an environmental component to the problem [16]. Moreover, a significant 
excess of these cancers has continued to be observed in Seascale since this data was 
first collected.
Interestingly, one study measured the concentrations of Pu-239 and Pu-240 in 
the teeth of children throughout Great Britain and Ireland. Regression analysis 
showed that the concentrations of plutonium decreased with increasing distance 
from the Sellafield facility and suggests that this plant is not only a source of radio-
active contamination locally, but it may affect a wider population within the British 
Isles [17]. An earlier study noted similar differences for plutonium levels in bone 
collected from people living in West Cumbria as compared with those living at sites 
remote from this location in the UK [18].
Further studies were commissioned by the Irish State to examine the possible 
effects of nuclear pollution from Sellafield on the coast of Ireland. The results 
showed a seacoast effect in coastal areas close to North Wales, particularly in towns 
where there was intertidal sediment contaminated with radioactive material from 
Sellafield or other historical sources. This was evidenced as a sharp rise in risk for 
leukemia in children and adults, especially near the northern entrance of the Menai 
Strait, which has fine intertidal sediment significantly contaminated with pluto-
nium and other radioactive materials from Sellafield [19]. A follow-up localized 
these disturbing results in Caernarfon, Gwynedd, and Anglesey [20]. The explana-
tion given was that sea-to-land transfer of radioactive particles followed by inhala-
tion represented a risk to those living in the 0–1 km coastal strip since the particles 
could be transferred from the lungs to the lymphatic system resulting in leukemia. 
Such observations only serve to highlight the painful fact that acute uncertainties 
exist in the dosimetry of primary alpha-emitters, such as plutonium, in children 
and the fetus [21].
In autopsy tissues from west Cumbrian workers who had been employed in 
the nuclear energy industries, plutonium concentrations have been found to be 
generally higher than tissue concentrations in people from other regions of Great 
Britain. Furthermore, isotopic analysis using mass spectrometry has provided some 
evidence that this plutonium originated from aerial discharges from the British 
Nuclear Fuels Plant at Sellafield [22].
In radiation workers from the Sellafield plant, a significant excess of deaths has 
been recorded from cancer of the pleura and thyroid. In addition, a positive correla-
tion has been observed between accumulated external radiation dose and mortality 
from leukemia, multiple myeloma, and all lymphatic and hematopoietic cancers. 
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There were also significant increases in risk with cumulative plutonium plus 
external radiation doses for all lymphatic and hematopoietic neoplasms. As a result, 
it has been concluded that the cancer incidence in Sellafield employees exposed 
to plutonium was significantly increased as compared with other radiation work-
ers [23]. Furthermore, in a pooled cohort analysis of Sellafield (UK) and Mayak 
(Russia) workers, lung cancer risk from occupational plutonium exposure was 
studied. Poisson regression models provided a clear evidence of a linear association 
between cumulative internal plutonium lung dose and risk of lung cancer incidence 
and mortality in the pooled cohort [24].
2.2 Animal studies
Studies in animals have demonstrated that exposure to relatively large doses 
of plutonium (as compared with human doses) can cause tumors in the tissues in 
which it is retained [25].
As early as 1959, a single inhalation exposure to a smoke of plutonium oxide in 
rats was correlated with characteristic pathologic changes in the lungs at the sites 
where the material was deposited using autoradiographic and histopathologic 
methods. Moreover, the malignant tumors which occurred in many of the animals 
could be related to this severe focal damage in the lungs as a result of the plutonium 
oxide exposure [26]. It has also been recorded that a single intraperitoneal injection 
of monomeric Pu-239 in mice results in a significantly higher incidence of bone 
cancer in females than males, while castration of males equalizes the frequency 
of bone sarcomas in both sexes [27]. In another study, the cancer risk posed by 
Pu-239 was reduced in adult female mice by chelation therapy with subcutane-
ous injections of Zn Na3 diethylenetriaminepentaacetate (Zn-DTPA) [28]. More 
recently, it was demonstrated that catechol-3, 6-bis(methyleiminodiacetic acid) 
(CBMIDA) is as effective as Zn-DTPA and Ca-DTPA in removing plutonium from 
the liver of rats and superior to both Zn-DTPA and Ca-DTPA in removing pluto-
nium from bone [29].
Another significant study with rats found that point mutations in the p53 (or 
Tp53) tumor suppressor gene, which is involved in mediating apoptosis, seem 
to play a role in the development of lung tumors following inhalation exposure 
to plutonium dioxide [30]. However, these base transitions are not associated 
with nuclear accumulation of p53 protein suggesting that this may represent a 
later step in carcinogenesis involving resistance to apoptosis and cell transforma-
tion. Mutations in this gene are often encountered in lung tumors from uranium 
miners, and p53 appears to play a critical role in the cellular response to genetic 
damage caused by radiation in humans [31]. In addition, epigenetic inactivation 
of the p16 gene by methylation is common in rat lung tumors induced by Pu-239. 
The prevalence of p16 methylation in lung adenocarcinoma samples collected 
from Mayak plutonium workers is also significantly increased as compared with 
controls. The p16 protein has been reported to regulate apoptosis in diverse cell 
types [32].
The experimental inhalation of plutonium dioxide aerosols by beagle dogs 
revealed the long-term retention of plutonium in the lungs. Approximately 9% of 
the alveolar plutonium deposits were transferred to hilar lymph nodes by the first 
year and started to be detectable in abdominal lymph nodes about 2 years after 
inhalation [33]. More recent studies provide evidence that lung neoplasms can be 
induced in dogs by Pu-239 and can be associated with the expression of epidermal 
growth factor receptor [EGF-R] as in human lung tumors [34].
Furthermore, beagle dogs exposed to plutonium-nitrate and subjected to its 
retention in their tissues have been diagnosed with tumors in bronchioloalveolar, 
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with the Pu-239 and Pu-240 and is consistent with its derivation from Pu-241 
deposition [11]. Pu-239 is formed by the spontaneous fission of U-238, which is 
a by-product of the uranium enrichment process routinely carried out at nuclear 
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subsequent scientific study confirmed that there was a marked excess of acute 
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when the parents were incomers from other parts of the country or locals sug-
gesting an environmental component to the problem [16]. Moreover, a significant 
excess of these cancers has continued to be observed in Seascale since this data was 
first collected.
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from the Sellafield facility and suggests that this plant is not only a source of radio-
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Isles [17]. An earlier study noted similar differences for plutonium levels in bone 
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remote from this location in the UK [18].
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showed a seacoast effect in coastal areas close to North Wales, particularly in towns 
where there was intertidal sediment contaminated with radioactive material from 
Sellafield or other historical sources. This was evidenced as a sharp rise in risk for 
leukemia in children and adults, especially near the northern entrance of the Menai 
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nium and other radioactive materials from Sellafield [19]. A follow-up localized 
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tion given was that sea-to-land transfer of radioactive particles followed by inhala-
tion represented a risk to those living in the 0–1 km coastal strip since the particles 
could be transferred from the lungs to the lymphatic system resulting in leukemia. 
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Britain. Furthermore, isotopic analysis using mass spectrometry has provided some 
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it has been concluded that the cancer incidence in Sellafield employees exposed 
to plutonium was significantly increased as compared with other radiation work-
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methods. Moreover, the malignant tumors which occurred in many of the animals 
could be related to this severe focal damage in the lungs as a result of the plutonium 
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with nuclear accumulation of p53 protein suggesting that this may represent a 
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miners, and p53 appears to play a critical role in the cellular response to genetic 
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The prevalence of p16 methylation in lung adenocarcinoma samples collected 
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controls. The p16 protein has been reported to regulate apoptosis in diverse cell 
types [32].
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revealed the long-term retention of plutonium in the lungs. Approximately 9% of 
the alveolar plutonium deposits were transferred to hilar lymph nodes by the first 
year and started to be detectable in abdominal lymph nodes about 2 years after 
inhalation [33]. More recent studies provide evidence that lung neoplasms can be 
induced in dogs by Pu-239 and can be associated with the expression of epidermal 
growth factor receptor [EGF-R] as in human lung tumors [34].
Furthermore, beagle dogs exposed to plutonium-nitrate and subjected to its 
retention in their tissues have been diagnosed with tumors in bronchioloalveolar, 
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peripheral, and subpleural alveolar regions of the lung. The TUNEL assay revealed 
an elevation of apoptosis in the tracheal mucosa, tumor cells, and nuclear debris in 
the alveoli and lymph nodes of the beagles with statistically significant modifica-
tions in Fas ligand, B-cell lymphoma 2, and caspase-3 expression. It is of note that a 
comparably exposed human subject in the same study did not develop pulmonary 
tumors or display an elevated rate of apoptosis in lung tissues [35].
2.3 Cell culture studies
Cell studies on peripheral blood lymphocytes from workers with significant 
plutonium body burdens have revealed an increase in chromosome aberrations. 
Radiation-induced breakpoints were randomly distributed among the chromo-
somes according to length. However, the distribution of the breakpoints within the 
chromosomes displayed an excess in the centromeres and telomeres. This study 
suggests that plutonium depositions within the body can cause such aberrations 
since external radiation exposure was taken into account [36]. A further follow-up 
study performed on Sellafield workers with 20–50% and >50% maximum permis-
sible body burdens (MPBB) of plutonium confirmed that these results are consis-
tent with the hypothesis that hematopoietic precursor cells are being irradiated by 
internally deposited plutonium with subsequent selection resulting in only those 
cells with symmetrical aberrations reaching the peripheral lymphocyte pool [37]. 
Presumably, elimination of the nonviable cells occurs via programmed cell death or 
apoptotic pathways.
B lymphocyte precursor cells, which are the target cells for acute lymphoblastic 
leukemia in children, are highly susceptible to the lethal effects of α-particles 
and have a very low probability of surviving a single α-track [38]. Subsequently, 
alpha-irradiation has been reported to cause transmissible chromosomal instabil-
ity, characterized by non-clonal cytogenetic aberrations with a high frequency 
of chromatid-type aberrations and a lower frequency of chromosome-type aber-
rations, in the clonal descendants of human hematopoietic stem cells. Delayed 
apoptotic cell death is evident in these clonal populations [39]. Furthermore, an 
interesting study demonstrated that both high-LET fast neutrons (of the type emit-
ted by plutonium-239) and low-LET 60Co gamma rays induce apoptosis indepen-
dently in resting human peripheral blood lymphocytes. Dose-response curves for 
each of these two types of radiation are characterized by an initial steep increase 
in the number of apoptotic cells below 1 Gy and a flattening of the curves at higher 
doses toward 5 Gy [40].
Apoptosis can also be selectively induced in transformed cells by neighboring 
normal cells via cytokine and reactive oxygen species (ROS)/reactive nitrogen 
species (RNS) signaling. In fact, in rat fibroblasts, high-LET α-particles are more 
effective than low-LET X-rays in stimulating intercellular induction of apoptosis for 
any given irradiated fraction of cells at very low doses. The increase in intercellular 
induction of apoptosis results from nitric oxide free radical (NO*) and peroxidase 
signaling mediated by transforming growth factor beta [TGF-β] [41]. In human 
fibroblasts following exposure to 0.1 and 1 Gy α-particles, irradiated populations 
display a dose-dependent increase in chromosome-type aberrations at the first 
cell division. Nonirradiated neighbor (bystander) fibroblast populations also 
demonstrate elevated chromatid-type aberrations. Both irradiated and bystander 
populations have significantly higher frequencies of chromatid aberrations over 
25 doublings than controls [42]. These results support the increasing evidence that 
the biological effects of ionizing radiation are not limited to irradiated cells, but 
can extend to nonirradiated neighbors and be seen as genomic instability in their 
progeny at subsequent generations.
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In another intriguing study, it was shown that human papillomavirus-
immortalized human bronchial epithelial (BEP2D) cells can undergo malignant 
transformation when exposed to 1.5 Gy of α-particles emitted by a Pu-238 source 
[43]. A non-tumorigenic human thyroid epithelial cell line (HTori-3) has also been 
transformed into tumorigenic cells by exposure to alpha particles in vitro. These 
tumor cells were screened and found to contain experimentally induced mutations 
in the p53 tumor suppressor gene generated by irradiation of the human thyroid 
epithelial cell line [44].
3. Long distance ecosystem effects
3.1 Measurement of plutonium in sea water
Plutonium in the Baltic Sea has been assessed in precipitation, water, sedi-
ments, and microalgae. The major source of plutonium is fallout from nuclear tests, 
while European reprocessing facilities have contributed significant quantities of 
all plutonium isotopes. The Chernobyl accident contributed very little to overall 
plutonium concentrations of Pu-239 and Pu-240, whereas the Pu-238 and Pu-241 
contributions were more significant [45]. Significantly increased concentrations 
of plutonium have also been found in the subsurface layers of the Norwegian and 
Greenland Seas. The plutonium activity ratio [238Pu/239,240Pu] found in both peaks 
displays a significant influence of Sellafield discharges [46]. Measurements of 
isotopic atomic ratios of plutonium in bottom deposit samples from the Norwegian 
and Greenland Seas show that the contribution of α activity of industrial plutonium 
from the European reprocessing plants, mainly Sellafield, on the background of 
global fallouts is 20–50% of total α activity (Pu-238-240) and 70–95% of total β 
activity (Pu-241) [47]. Moreover, a transfer factor for both conservative and non-
conservative (including plutonium) Sellafield discharges has been detected in East 
Greenland Current Polar Water, a water mass which reflects contaminant levels in 
Arctic Ocean surface water [48].
3.2 Measurement of plutonium in plants
An interesting study analyzing Swedish lichen samples from various parts 
of Sweden demonstrated that in the areas most contaminated by the Chernobyl 
accident, the plutonium contributions from Chernobyl were as high as 85%. 
Sellafield-derived neptunium (Np) was found in brown seaweed samples from 
the west coast of Sweden 4–5 years after discharge (1995–1996), suggesting that it 
has greater mobility than plutonium in this particular marine environment [49]. 
Furthermore, the long-lived anthropogenic radionuclides Np-237, Pu-239, and 
Pu-240 were determined in marine environmental samples (seaweed and seawater) 
from Swedish-Danish waters and the North Atlantic Ocean at various locations. 
Most of the Np-237 in these waters is considered to originate from the Sellafield 
plant with some contribution from global fallout. There was quite a wide variation 
in Np-237 activity concentrations in Fucus vesiculosus and Pu-240/Pu-239 atomic 
ratios in F. vesiculosus samples [50]. In Norway, F. vesiculosus samples collected in 
the North Sea, Skagerrak, and in selected fjords also contain Pu-239 and Pu-240 
concentrations with relatively large fluctuations from year to year with a slowly 
decreasing trend in the activity concentrations from 1980 to 2010, possibly coincid-
ing with declining Cap de la Hague emissions. However, seawater samples collected 
in the North Sea near Scotland do not display a similar decreasing trend in Pu-239 
and Pu-240 radioactivity, thereby suggesting a Sellafield effect [51].
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peripheral, and subpleural alveolar regions of the lung. The TUNEL assay revealed 
an elevation of apoptosis in the tracheal mucosa, tumor cells, and nuclear debris in 
the alveoli and lymph nodes of the beagles with statistically significant modifica-
tions in Fas ligand, B-cell lymphoma 2, and caspase-3 expression. It is of note that a 
comparably exposed human subject in the same study did not develop pulmonary 
tumors or display an elevated rate of apoptosis in lung tissues [35].
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somes according to length. However, the distribution of the breakpoints within the 
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Apoptosis can also be selectively induced in transformed cells by neighboring 
normal cells via cytokine and reactive oxygen species (ROS)/reactive nitrogen 
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progeny at subsequent generations.
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In another intriguing study, it was shown that human papillomavirus-
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3.3 Measurement of plutonium in marine biota
Plutonium-239 and plutonium-240 concentrations in Baltic biota have 
revealed that these radionuclides are strongly accumulated by some species such 
as algae, benthic animals, and fish [52]. In the southern Baltic Sea, the Pu-239 and 
Pu-240 concentrations in surface seawater samples range from 5.2 mBq m−3 for 
Gdańsk Bay to 150 mBq m−3 for Pomeranian Bay, and plutonium has been found 
to be distributed in parts of cod gills and skin [53]. At the same time, it is impor-
tant to note that the major fraction of plutonium in the Baltic Sea is rapidly associ-
ated with sediments and only 1% is present in the water column. Therefore, in 
view of the above findings, it is of the utmost importance to identify safe scaveng-
ing processes and filtration techniques for future remediation efforts [45]. Some 
of the remediation strategies previously adopted for surface waters affected by 
the Chernobyl accident include adding chemicals to bind radionuclides, construc-
tion of traps to contain contaminated sediments, and dredging of contaminated 
deposits [54].
4. Possible mechanisms of alpha- and gamma-radiation carcinogenesis
4.1 An apoptotic model of carcinogenesis
Classically, experimental carcinogenesis is a complex, multistage process includ-
ing initiation, promotion, and malignant progression in which the failure of DNA 
repair mechanisms and the subsequent clonal expansion of damaged cells play a 
pivotal role. However, more recently, it has become apparent that the pathogenesis 
of cancer is closely connected with aberrantly regulated apoptotic cell death and the 
resulting deregulation of cell proliferation [55, 56].
The Ames assay as a universal test for carcinogenicity was based on the classical 
model of carcinogenesis involving the failure of DNA repair mechanisms and the 
subsequent clonal expansion of mutated cells. However, mutagenicity in bacterial 
strains is not always an indicator of carcinogenicity since many carcinogens are not 
mutagenic [57]. Although this may be one feasible mechanism of carcinogenesis in 
laboratory models, it does not adequately fit many existing systems of carcinogen-
esis which are increasingly connected with the dysregulation of apoptotic mecha-
nisms in the cell.
Somatic cell and germline point mutations do occur, and the frequency of muta-
tion can be accelerated by external factors like mutagenic substances such as ion-
izing radiation. Spontaneously, this is still considered to be a relatively slow process 
and, probabilistically, more likely to have an effect on a later step of carcinogenesis 
involving cell immortalization or transformation than to initiate carcinogenesis, 
or, more likely, even to affect future generations. According to Darwinian doctrine, 
random mutations in the general population result in the gradual evolution of a 
species. With exposure to mutagens in the environment, though, this genetic evolu-
tion can be sped up resulting in the acquisition of new traits or characteristics by 
a particular group. Ultimately, there is always the possibility that this unnaturally 
accelerated evolution may negatively impact the fitness of the species.
In the two-stage model of tumor formation (Figure 1), step I exposure to a 
carcinogen, possibly facilitated by a genetic predisposition, results in an epigenetic 
or genetic event causing continuous apoptotic activation of cells in the target tissue. 
In step II, when the carcinogen may or may not be present, resistance to apoptosis 
and continuous cell proliferation result due to another genetic or epigenetic event. 
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The extended proliferation of these somatic cells can result in the development 
of the neoplastic phenotype [58]. According to this model based on human skin 
carcinogenesis, while an epigenetic change is more likely to occur in the first step of 
carcinogenesis, a genetic mutation is more likely to occur in the second step of car-
cinogenesis as a function of probability [59]. A nice example is provided by the p53 
mutations which appear to inhibit cell death in mammalian lung tumors induced by 
plutonium dioxide.
4.2 Alpha- and gamma-radiation-induced apoptosis
It is well known that radioactive metals and their isotopes routinely have long 
half-lives and many emit gamma radiation. As an example, the half-life of ura-
nium-238 [U-238] is 4.46 billion years, while that of U-235 is 704 million years, 
and, although they are primarily alpha-emitters, both also emit gamma radiation. In 
addition, some plutonium radioisotopes with intermediate half-lives (up to thou-
sands of years) emit gamma rays along with alpha and beta particles [60]. Thus, 
the potential health effects on wildlife and humans are virtually unlimited in terms 
Figure 1. 
Two-stage model of tumor formation. Step I exposure to a carcinogen, possibly facilitated by a genetic 
predisposition, results in an epigenetic or genetic event causing continuous apoptotic activation of cells in the 
target tissue. In step II, when the carcinogen may or may not be present, resistance to apoptosis and continuous 
cell proliferation result due to another genetic or epigenetic event.
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of duration once the environment becomes contaminated with significant levels of 
such radioisotopes due to nuclear accidents or nuclear reprocessing activities.
Alpha-irradiation has been reported to cause delayed apoptotic cell death in the 
clonal descendants of human hematopoietic stem cells. Another study has demon-
strated that high-LET fast neutrons (of the type emitted by plutonium-239) induce 
apoptosis in resting human peripheral blood lymphocytes. Apoptosis can also be 
selectively induced in transformed mammalian cells by neighboring normal cells in 
response to high-LET α-particles via cytokine and reactive oxygen species (ROS)/
reactive nitrogen species (RNS) signaling.
Like UV-rays, ϒ-rays are considered to be a complete carcinogen. In one large 
study, 400 days (a little over 1 year) of continuous external ϒ-ray exposure induced 
tumors in a significant percentage of treated mice (>86.7%) and resulted in their 
premature deaths [61]. External exposure to ϒ-rays has been reported to stimulate 
apoptosis in certain cell types including rat thymocytes, mouse myeloid cells, and 
human lymphoid cells. Lymphoblastoid cell lines derived from healthy individu-
als undergo p53-independent apoptosis in response to high-LET radiation and 
p53-dependent apoptosis in response to low-LET radiation [62]. Furthermore, some 
human carcinoma cell lines exposed to internal ϒ-radiation via the decay of a DNA-
incorporated radionuclide [I-125] display radiosensitivity as a result of activation of 
apoptotic pathways [63]. Thus, exposure to both external and internal ϒ-radiation 
sources can stimulate apoptotic cell death.
4.3 Uranium and apoptotic pathways
It appears that different isotopic compositions of uranium like many other 
heavy metals can penetrate to the subcellular level resulting in bioaccumulation and 
initiation of oxidative stress in zebrafish tissues [64]. At subtoxic concentrations 
(>100 μM), depleted uranium precipitates mainly in the nucleus of the human 
kidney, liver, and neuronal cell lines [65]. Chemically, uranium can activate oxygen 
species in the course of redox reactions via the redox chemistry of transition metals 
[66] and enhance free radical production via the ionization phenomenon induced 
by alpha particle emissions to produce DNA damage in the form of double-strand 
breaks [67, 68]. Although uranium can emit alpha, beta, and gamma radiation, 
alpha particle emissions are of the greatest relevance in relation to depleted ura-
nium, which is a waste product of uranium enrichment [69]. Thus, uranium is 
capable of initiating chemotoxicity and radiotoxicity [70] via the generation of free 
oxygen species and possibly via more direct mechanisms involving DNA damage in 
cells. Both biochemical pathways can stimulate cell death or apoptosis, which has 
been linked to carcinogenesis in various cancer models. In fact, the loss of equilib-
rium between cell death and cell proliferation in a tissue may play a critical role in 
tumor formation (Figure 1) [71, 72].
4.4 Plutonium and apoptotic pathways
Plutonium is mainly deposited in the human lungs, liver, and skeleton, where 
it is retained for many years. Pu-239 has a physical half-life of 24, 110 years and a 
biological half-life of 20–50 years [73]. Intravascular administration of plutonium 
citrate in the human body results in radioactive concentration in the bone mar-
row, the liver, the bone, the spleen, the kidney, and the lungs [74]. Environmental 
transfer is determined by its solubility in human body fluids such as its measure-
ment via urine bioassays [25]. This environmental plutonium transfer can give 
rise to α-particle radiation doses of ≈3–7 μSv/a in human bone and ≈10–20 μSv/a 
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in the liver [12], which may result in chemo- and radiotoxicity via the ionization 
phenomenon induced by alpha particle emissions similar to that caused by depleted 
uranium. Previously, the incidence of multiple primary cancers in Nagasaki plu-
tonium atomic bomb survivors has been associated with radiation exposure [75]. 
Interestingly, recent autoradiographic analysis of paraffin-embedded tissue samples 
from Nagasaki atomic bomb victims (who died within 5 months after the bomb-
ing) has confirmed the presence of alpha-tracks from deposited plutonium, and, 
so, the contribution of internal plutonium radiation exposure [Pu-239] to overall 
toxicity cannot be dismissed [76]. Thus, a two-stage model of tumor formation in 
the case of plutonium is plausible, possibly with a degree of apoptosis occurring 
in the transformed cell population due to continued exposure to the internalized 
plutonium (Figure 2).
Figure 2. 
Two-stage model of tumor formation for plutonium. A two-stage model of tumor formation in the case of 
plutonium is plausible, possibly with a degree of apoptosis occurring in the transformed cell population due to 
continued exposure to the internalized plutonium.
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5. Discussion
Epidemiological studies in the north of England revealed a cluster of cancers 
most readily produced by ionizing radiation in three villages situated close to 
nuclear reprocessing plants. When an elevated incidence of acute lymphatic 
leukemia was observed in children living in all three locations, the emerging pattern 
could no longer be ignored. Subsequently, the deposition of radioactive plutonium 
was found in the immediate vicinity of the Sellafield plant, and locally caught fish 
and shellfish were found to be contaminated with toxic radionuclides, particularly, 
plutonium. A study that measured the concentration of plutonium in the teeth of 
children in Great Britain and Ireland concluded that it decreased with increasing 
distance from the Sellafield facility and suggested that this plant was not only a 
source of radioactive contamination locally, but that it may be affecting a wider 
population within the British Isles. Further studies commissioned by the Irish 
State found a sharp rise in the risk for leukemia in children and adults, especially 
near the northern entrance of the Menai Strait, which has fine intertidal sedi-
ment significantly contaminated with plutonium and other radioactive materials 
from Sellafield due to the sea-to-land transfer of radioactive particles. Plutonium 
concentrations in west Cumbrian workers from the nuclear energy industries were 
generally higher at autopsy than tissue concentrations in people from other regions 
of Great Britain, and isotopic analysis confirmed that this plutonium originated 
from aerial discharges from the British Nuclear Fuels Plant at Sellafield. In fact, the 
cancer incidence in Sellafield employees exposed to plutonium was significantly 
increased as compared with other radiation workers. A positive correlation was 
observed between accumulated external radiation dose and mortality from leuke-
mia, multiple myeloma, and all lymphatic and hematopoietic cancers. There were 
also significant increases in risk with cumulative plutonium plus external radiation 
doses for all lymphatic and hematopoietic neoplasms. Moreover, a combined study 
between Sellafield and Mayak nuclear reprocessing plants found evidence of a 
linear association between cumulative internal plutonium lung dose and risk of 
lung cancer incidence.
Animal studies in rats revealed that a single inhalation of plutonium oxide 
smoke can result in malignant tumors of the lungs. A single intraperitoneal injec-
tion of plutonium-239 in mice particularly predisposes females to bone cancer. 
Plutonium dioxide inhalation in rats is associated with lung tumors displaying point 
mutations in the p53 tumor suppressor gene. Mutations in p53 are found in lung 
tumors from uranium miners, as well, suggesting a similar mechanism of carcino-
genesis. Inactivation of the p16 gene by methylation is common in rat lung tumors 
induced by Pu-239. Methylation of p16 is also observed in lung adenocarcinomas 
from Mayak plutonium workers. Lung neoplasms can be induced in beagle dogs 
by Pu-239 and can be associated with the expression of epidermal growth factor 
receptor [EGF-R] as in human lung tumors. Furthermore, beagle dogs exposed to 
plutonium-nitrate have been diagnosed with tumors in bronchioloalveolar, periph-
eral, and subpleural alveolar regions of the lung.
Chromosome studies with peripheral blood lymphocytes from plutonium 
workers may provide indirect evidence that hematopoietic precursor cells are 
being irradiated by internally deposited plutonium with subsequent selection and 
elimination of badly damaged cells via apoptosis. B lymphocyte precursor cells are 
highly susceptible to the lethal effects of α-particles, and high-LET fast neutrons (of 
the type emitted by plutonium-239) induce apoptosis in resting human peripheral 
blood lymphocytes. Delayed apoptotic cell death is evident in clonal descendants of 
human hematopoietic stem cells exposed to alpha-irradiation. Apoptosis can also be 
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selectively induced in transformed rat fibroblasts by neighboring normal cells via 
cytokine and reactive oxygen species (ROS)/reactive nitrogen species (RNS) signal-
ing. It has been shown that human papillomavirus-immortalized human bronchial 
epithelial (BEP2D) cells can undergo malignant transformation when exposed to 
1.5 Gy of α-particles emitted by a Pu-238 source.
6. Conclusions
Thus, according to a new method for cancer risk assessment based on an apop-
totic model of carcinogenesis, there is sufficient evidence to support that plutonium 
is a carcinogen associated with the etiology of leukemia and lung cancer in humans, 
especially when it is internalized from the environment. Comparative apoptosis 
studies in normal bronchial epithelial cells exposed independently to α-particles 
from a Pu-239 source and plutonium citrate might be useful in exploring the differ-
ing effects of external and internal alpha-irradiation.
In addition, recent results from many laboratories show that chromosomal 
instability in proliferating mammalian cells is characterized by a persistent increase 
of chromosomal aberrations and rearrangements occurring de novo during succes-
sive cell generations. This phenotype can be induced equally by low- and high-LET 
irradiation in lymphocytes at very low doses of exposure, conceivably contributing 
to cancer risk [42, 77]. The potential future implications in select human groups 
living in environments contaminated with radioactive substances are staggering 
and may include ailing populations with the elimination of fit individuals from the 
gene pool due to persistent illness or disease.
Moreover, the possibility of detecting the biological effects of Sellafield radioac-
tive contamination as far afield as Scandinavia is a distinct reality since significant 
quantities of radionuclides can become airborne in seaspray and be transported 
inland by the wind for long distances. Plutonium from the Sellafield plant has 
been identified in coastal areas of North Wales where it has been correlated with 
an increased risk for leukemia. It has also been detected in the Baltic Sea, the 
Norwegian and Greenland Seas, and in seawater and seaweed collected from 
Swedish-Danish waters. Furthermore, plutonium-239 and plutonium-240 have 
been found in the gills and skin of cod from the Baltic Sea. Therefore, combined 
radiation risks including a Sellafield contribution may be elevating cancer rates in 
Scandinavian populations.
In this day and age of increasingly widespread radioactive pollution, heavy 
metal chelation therapy is an essential addition to all modern hospitals. As an 
example, injections of a chelation agent, Zn-DTPA, have been found to be useful 
for plutonium detoxification and reducing the plutonium-associated cancer risk in 
female mice. Although the biochemical pathways for plutonium detoxification in 
the human body are not well understood, free radicals are eliminated via various 
antioxidant activities including enzymes such as superoxide dismutase, catalase, 
glutathione peroxidase, and glutathione S-transferase. Zinc supplementation has 
also been reported to be potentially beneficial in ameliorating the health hazards of 
nuclear waste such as depleted uranium, which may generate free radicals as a result 
of similar cellular mechanisms to plutonium. Thus, zinc absorption via the regular 
use of zinc oxide-based sunscreens may provide some protection against certain 
heavy metal environmental pollutants [78, 79].
Finally, this grave environmental issue begs the question of moral culpability 
and social responsibility. Therefore, it is suggested that radionuclide remediation 
[79] should be practiced and promoted by violators of international nuclear safety 
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5. Discussion
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most readily produced by ionizing radiation in three villages situated close to 
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mia, multiple myeloma, and all lymphatic and hematopoietic cancers. There were 
also significant increases in risk with cumulative plutonium plus external radiation 
doses for all lymphatic and hematopoietic neoplasms. Moreover, a combined study 
between Sellafield and Mayak nuclear reprocessing plants found evidence of a 
linear association between cumulative internal plutonium lung dose and risk of 
lung cancer incidence.
Animal studies in rats revealed that a single inhalation of plutonium oxide 
smoke can result in malignant tumors of the lungs. A single intraperitoneal injec-
tion of plutonium-239 in mice particularly predisposes females to bone cancer. 
Plutonium dioxide inhalation in rats is associated with lung tumors displaying point 
mutations in the p53 tumor suppressor gene. Mutations in p53 are found in lung 
tumors from uranium miners, as well, suggesting a similar mechanism of carcino-
genesis. Inactivation of the p16 gene by methylation is common in rat lung tumors 
induced by Pu-239. Methylation of p16 is also observed in lung adenocarcinomas 
from Mayak plutonium workers. Lung neoplasms can be induced in beagle dogs 
by Pu-239 and can be associated with the expression of epidermal growth factor 
receptor [EGF-R] as in human lung tumors. Furthermore, beagle dogs exposed to 
plutonium-nitrate have been diagnosed with tumors in bronchioloalveolar, periph-
eral, and subpleural alveolar regions of the lung.
Chromosome studies with peripheral blood lymphocytes from plutonium 
workers may provide indirect evidence that hematopoietic precursor cells are 
being irradiated by internally deposited plutonium with subsequent selection and 
elimination of badly damaged cells via apoptosis. B lymphocyte precursor cells are 
highly susceptible to the lethal effects of α-particles, and high-LET fast neutrons (of 
the type emitted by plutonium-239) induce apoptosis in resting human peripheral 
blood lymphocytes. Delayed apoptotic cell death is evident in clonal descendants of 
human hematopoietic stem cells exposed to alpha-irradiation. Apoptosis can also be 
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cytokine and reactive oxygen species (ROS)/reactive nitrogen species (RNS) signal-
ing. It has been shown that human papillomavirus-immortalized human bronchial 
epithelial (BEP2D) cells can undergo malignant transformation when exposed to 
1.5 Gy of α-particles emitted by a Pu-238 source.
6. Conclusions
Thus, according to a new method for cancer risk assessment based on an apop-
totic model of carcinogenesis, there is sufficient evidence to support that plutonium 
is a carcinogen associated with the etiology of leukemia and lung cancer in humans, 
especially when it is internalized from the environment. Comparative apoptosis 
studies in normal bronchial epithelial cells exposed independently to α-particles 
from a Pu-239 source and plutonium citrate might be useful in exploring the differ-
ing effects of external and internal alpha-irradiation.
In addition, recent results from many laboratories show that chromosomal 
instability in proliferating mammalian cells is characterized by a persistent increase 
of chromosomal aberrations and rearrangements occurring de novo during succes-
sive cell generations. This phenotype can be induced equally by low- and high-LET 
irradiation in lymphocytes at very low doses of exposure, conceivably contributing 
to cancer risk [42, 77]. The potential future implications in select human groups 
living in environments contaminated with radioactive substances are staggering 
and may include ailing populations with the elimination of fit individuals from the 
gene pool due to persistent illness or disease.
Moreover, the possibility of detecting the biological effects of Sellafield radioac-
tive contamination as far afield as Scandinavia is a distinct reality since significant 
quantities of radionuclides can become airborne in seaspray and be transported 
inland by the wind for long distances. Plutonium from the Sellafield plant has 
been identified in coastal areas of North Wales where it has been correlated with 
an increased risk for leukemia. It has also been detected in the Baltic Sea, the 
Norwegian and Greenland Seas, and in seawater and seaweed collected from 
Swedish-Danish waters. Furthermore, plutonium-239 and plutonium-240 have 
been found in the gills and skin of cod from the Baltic Sea. Therefore, combined 
radiation risks including a Sellafield contribution may be elevating cancer rates in 
Scandinavian populations.
In this day and age of increasingly widespread radioactive pollution, heavy 
metal chelation therapy is an essential addition to all modern hospitals. As an 
example, injections of a chelation agent, Zn-DTPA, have been found to be useful 
for plutonium detoxification and reducing the plutonium-associated cancer risk in 
female mice. Although the biochemical pathways for plutonium detoxification in 
the human body are not well understood, free radicals are eliminated via various 
antioxidant activities including enzymes such as superoxide dismutase, catalase, 
glutathione peroxidase, and glutathione S-transferase. Zinc supplementation has 
also been reported to be potentially beneficial in ameliorating the health hazards of 
nuclear waste such as depleted uranium, which may generate free radicals as a result 
of similar cellular mechanisms to plutonium. Thus, zinc absorption via the regular 
use of zinc oxide-based sunscreens may provide some protection against certain 
heavy metal environmental pollutants [78, 79].
Finally, this grave environmental issue begs the question of moral culpability 
and social responsibility. Therefore, it is suggested that radionuclide remediation 
[79] should be practiced and promoted by violators of international nuclear safety 
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regulations, Sellafield in this particular case. Compensation should be meted out to 
the injured parties in the case of nuclear accidents at Sellafield and Cap de la Hague. 
Finally, the frequency of accidents and future costs of such negligence at nuclear 
and reprocessing installations including the possible decimation of the species 
should be weighed carefully by countries when considering the attractive attributes 
of alternative clean energy sources like wind, water, and solar power. Once nuclear 
power plants start springing up around the world and producing vast quantities of 
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