The problem of output constraints in linear systems is considered and a new methodology which helps the closed loop respect these limits is described. The new methodology invokes ideas from the anti-windup literature in order to address the problem from a practical point of view. This leads to a design procedure very much like that found in anti-windup design: first a linear controller ignoring output constraints is designed; then an additional compensation network which ensures the output limits are, as far as possible, respected, is added. As the constraints occur at the output, global results can be obtained for both stable and unstable plants.
Introduction
The literature reveals a vast and varied treatment of linear systems subject to input, or saturation, constraints.
This problem has been tackled from many different perspectives and its study has formed one of the most important topics in the control community over several decades. To avoid repeating prior work, we do not describe this work in detail; it suffices to mention that there are now several mature techniques available to cope with input constraints (see [1] ). The amount of attention devoted to this problem is perhaps not surprising when one considers the virtual omnipresence of control constraints in real engineering systems.
¢ much of the work in [4] is directed towards single-loop schemes, which allows one to observe a very similar structure to anti-windup systems. Another paper related to these ideas is that of [14] , although the actual control strategy used is invariance based and results in a more complicated control law.
The work in our paper was motivated by real engineering problems where the plant under consideration is quite large and where any solution to an output constraint problem must be simple due to further constraints on computation. The basic, but less general, framework of the problem we consider was introduced in [13] and used in [12] for successfully conditioning a VSTOL aircraft model (a similar, but purely static approach was used in [8] ).
We use the same basic idea as override control: first a controller is designed for the nominal linear system; then, in the event of output violation, an additional compensator becomes active to regulate the output back below its limit. However, our work builds on the traditional override control in several useful ways: it gives a definition of the problem we are trying to solve with our output violation compensator; it gives sufficient conditions, in terms of linear matrix inequalities (LMI's), for an output violation compensator to exist; and it is directed at multivariable systems as well as single-loop configurations.
In [2] , a similar, but different, problem to the one we define here is considered. [2] treats the stability analysis of a single-input-single-output closed-loop system subject to both input and output constraints. Our work differs from [2] in that we consider the design of a violation compensator which can be "retro-fitted" to ensure stability and we do not explicitly consider input constraints.
Notation is standard throughout, with
denoting the Euclidean norm,
. The distance is given by
. The space of real rational,
; the subset of these which are analytic in the closed right-half complex plane, with supremum on the imaginary axis, is denoted .
Problem Formulation

The nominal system
We consider the plant 
We assume that the following stabilising linear controller has been designed
where
is the controller state and
represents a disturbance on the controller, normally the reference input. From this we designate the following transfer functions 
exists.
This is necessary for our work to make any practical sense, and, in addition, we assume that % S has been designed such that for most common reference demands, h n behaves sensibly and exceeds its limits only occasionally. This assumption is reminiscent of the anti-windup literature where it is implicitly assumed that the control input saturates infrequently.
Output limiting
Consider Figure 1 , which shows how violation compensation is introduced into the system. We have modelled the output limits as a saturation function
, where and
denotes the output limit in the 
Hence if an output has been violated, the control is modified in order to regulate the output below the limit again. Equivalently this can be drawn as Figure 2 , where we have used
represents the deadzone operator). The resulting closed-loop can now be described by the equations
-a full description of these state-space matrices is given in the appendix for convenience.
By Assumption 1, is a Hurwitz matrix.
An important variation on this theme is to feed " into the controller as shown in Figure 3 , where
is subtracted from the reference and can be interpreted as a "back-off" of the reference demand. In this case the dimensions of 
This can be important from a conceptual point of view and also can allow one to take advantage of an already decoupled closed-loop in the case of multivariable systems (assuming
has been decoupled to some extent using
% S
). This case can be handled with little extra difficulty; only the state space matrices (given in the appendix) change.
Stability and Performance
The task now is to design ! l S ¡ such that stability is maintained and some performance improvement is obtained by adding it to the system. One appealing way to measure performance is by how much the actual 2 Note, here we consider the symmetric saturation function, although the results apply also to non-symmetric saturation functions in the Sector is large this probably indicates that our original objective, that is the nominal linear response, has been "backed-off" considerably.
Hence we could pose the following optimisation problem:
for some matrices and some suitably small 0 . We now formally define the problem we seek to address in the remainder of the paper (a definition which was inspired by that given in [10] ). to become active,
for some
property makes our work a special case of the general local-global framework introduced in [11] . 
then it follows that equation (17) is satisfied and hence the output violation compensation problem is solved.
Next note that as
. This implies there exists a matrix
Hence a sufficient condition for inequality (18) to hold is that the inequality To prove well-posedness we first need the following lemma, similar to that proven in [6] , except for a varying ¡ . The proof is found in the appendix.
Lemma 2 If
is nonsingular for all matrices ¡ ¡ § ¦ , where
In order to prove well-posedness, we need to prove that the equation reduces to whether we can find a unique solution to
for all
. Existence is equivalent to the invertibility of
we know this to be the case if the inequality 
Conclusion
This paper has addressed the synthesis of compensators which attempt to constrain the output of a system to lie below a given threshold. The compensators advocated do not inhibit the small-signal performance of the closed-loop system, in contrast to some schemes available in the literature. In addition the compensators are always accompanied by stability and performance guarantees, and can be synthesised using LMI's which are now reasonably easy to solve using modern software. 
