Abstract-In this study, a normalized radial basis function neural network (NRBFNN) is presented for detection of hypoglycemia episodes by using physiological parameters of electrocardiogram (ECG) signal. Hypoglycemia is a common and serious side effect of insulin therapy in patients with Type 1 diabetes. Based on heart rate (HR) and corrected QT interval (QTc) of electrocardiogram (ECG) signal, a hybrid particle swarm optimization based normalized RBFNN is developed for recognization of hypoglycemia episodes. A global learning algorithm called hybrid particle swarm optimization with wavelet mutation (HPSOWM) is used to optimize the parameters of NRBFNN. From a clinical study of 15 children with Type 1 diabetes, natural occurrence of nocturnal hypoglycemic episodes associated with increased heart rates and corrected QT interval are studied. The overall data are organized into a training set (5 patients), validation set (5 patients) and testing set (5 patients) randomly selected. Using the optimized NRBFNN, the testing performance for detection of hypoglycemic episodes are satisfactory with 76.74% of sensitivity and 51.82% of specificity.
I. INTRODUCTION
Current technology used in the diabetes diagnostic testing and self-monitoring market have already been improved to some extent. However technology advancement in this market is expected to have non-invasive glucose meter with the use of novel design concepts. There is a limited number of noninvasive blood glucose monitoring systems currently available in the market but each has specific drawbacks in terms of functioning, cost, reliability and obtrusiveness.
Intensive research has been devoted to the development of hypoglycemia alarms exploiting principles that range from detecting changes in the electroencephalogram (ECG) or skin conductance (due to sweating) to measurements of subcutaneous tissue glucose concentrations by glucose sensors [1] [2]. Though real-time continuous glucose monitoring systems (CGMS) has been developed [3] [4] [5] , it is not available to offer as commercial devices due to lack of sensitivity and low efficiency in detecting unrecognized hypoglycemia.
To carry out modeling and classification for medical diagnose purposes of ECG and EEG [6] [7] , much of attention have been devoted to computational technologies such as fuzzy system [8] [9] , support vector machine [10] , and different kinds of neural networks [11] [12] [13] .
For the detection of hypoglycemic episodes in Type 1 diabetes mellitus (T1DM) children using physiological parameters, normalized radial basis function network (NRBFNN) is developed in this paper. Due to fast learning ability, RBFNN has been widely used in pattern recognition problems like ECG classification [14] , EEG classification [16] . Compared with other feedforward neural network, RBFNN has advantages of simple structure and strong global approximation ability. Since the hidden layer of a standard RBFNN has local receptive regions property, the approximation effect is poor when it is used to estimate a function out of the training data.
For this purpose, normalized RBFNN (NRBFNN) is developed for modeling and design of non-invasive hypoglycemia monitor with physiological responses. In principle, NRBFNN is the same for RBFNN expect for employing a normalized radial basis function. It is a nonlinear hybrid networks which consists of a single hidden layer of neurons with radial basis function [17] . In contrast to standard RBFNN, the NRBFNN requires a few number of hidden neurons to cover the entire input and decreases the computation time with less number of neurons.
To optimize the network parameters of NRBFNN, a global learning optimization algorithm called hybrid particle swarm optimization with wavelet mutation (HPSOWM) is introduced. Since HPSOWM is a powerful random global search technique for optimization problem, by using it, the global optimum solution over a domain can be obtained. The organization of this paper is as follows: in Section ??, a NRBFNN and their training procedures by the use of HPSOWM is introduced. To show the effectiveness of our proposed methods, the results of early detection of nocturnal hypoglycaemic episodes in T1DM are discussed in Section II and a conclusion is drawn in Section III.
In this paper, the significant contribution is devoted to the modeling and design of a non-invasive hypoglycemia monitoring system by the use of physiological responses. For patients with Type 1 diabetes, the possibility of hypoglycemia-induced arrythmia is mainly effected by prolongation of corrected QT intervals (QTc) [18] . The QTc (starting from the point of Q wave to at the end of T wave as shown in Fig. 1 ) is the duration of ventricular depolarization and subsequent repolarization of heart electrical cycle and its prolongation due to hypoglycemia is predicted on [19] [20] [21] .
Not only QTc interval prolongation has a significant impact on hypoglycemia, but an increase in heart rate (HR) also may influence the status of hypoglycemia [22] . Thus, for hypoglycemia detection system, HR and QTc have been regarded as essential inputs while the other inputs ΔHR and ΔQTc are used to improve the sensitivity and specificity performance. As shown in Fig. 2 , a normalized radial basis function network with 4 inputs and 1 output system is developed for early detection of hypoglycaemic episodes in T1DM. The four psychological inputs are heart rate (HR), corrected QT interval (QT), change of heart rate (ΔHR) and change of corrected QT interval (ΔQTc) of electrocardiogram (ECG) signal while the output is the presence of hypoglycaemia (h) in which +1 represents hypoglycaemia and −1 is non-hypoglycaemia. In this proposed system, the structure and weight of normalized NRBFNN are optimized by HPSOWM. 
A. Radial Basis Function Neural Network
In this section, the basic characteristics of the radial basis function neural network (RBFNN) architecture and the proposed training method for developing neural network classifier is presented. As can be seen in Fig. 3 , a RBFNN can be considered as a three layer neural network. The input nodes pass the input values to the internal nodes and formulate it in the hidden layer. The nonlinear responses of the hidden nodes are weighted in order to calculate the final outputs of network in the output layer.
RBFNN has been widely used in pattern recognition tasks [23] [15] due to its fast learning and good approximation
ability. However, the standard RBFNN has local respective regions property, the approximation effect is poor when it is applied for function estimation outside of the training data. In order to cope with this problem, a normalized RBFNN is developed as shown in Fig. 3 for modeling and design of noninvasive hypoglycemia monitor with physiological responses.
In general, the structure of normalize RBFNN (NRBFNN) is the same for RBFNN apart from normalization of radial basis function in the hidden layer. Due to extrapolation property of normalized radial basis function neural network (NRBFNN), a smaller number of hidden neurons is needed to capture with the entire input space. Thus, compared with standard RBFNN, normalized RBFNN provides better generalization ability.
As can be seen in Fig. 3 , each neuron in the hidden layer has n Gaussian membership function in the following form:
where u i (i = 1, 2,..., n) is the input variable with n number of inputs while m is defined as the number of hidden neurons, g i j is the ith membership function in the jth neurons, c i j and σ 2 i j are the center and the width of the membership function respectively.
The output of jth hidden neuron is computed from the multiplication of the inner n membership functions which denotes the firing strength of jth hidden neuron as follows:
Although normalization operation increase the computing complexity, it can give better interposition performance. The normalized output Φ j (u t ) is calculated as:
If the basis functions of the RBF network are Gaussian functions, the normalized output is calculated by:
where w j is the connection weight between the jth normalized neuron and the output neuron in the output layer.
In this application, the status of hypoglycemia h is positive when the output y is positive which is defined as follows:
B. Hybrid Particle Swarm Optimization with Wavelet Mutation (HPSOWM)
In HPSOWM, a swarm X(t) is constituted with the number of particles. Each particle x p (t) ∈ X(t) contains κ elements x p j (t) at the t-th iteration, where p = 1, 2, ..., θ and j = 1, 2, ..., κ; θ denotes the number of particles in the swarm and κ is the dimension of a particle. First, the particles of the swarm are initialized and then evaluated by a defined fitness function. The objective of HPSOWM is to minimize the fitness function (cost function) f (X(t)) of particles iteratively. The position x p j (t) and velocity v p j (t) used in HPSOWM [24] are given as follows:
The best previous position of a particle is recorded and represented asx; the position of best particle among all the particles is represented asx; w is an inertia weight factor; r 1 and r 2 are acceleration constants which return a uniform random number in the range of [0,1]; w is inertia weight factor and k is a constriction factor which detail derivation is discussed in [24] .
where j ∈ 1, 2,..., κ and κ denotes the dimension of particles. The value of σ is governed by Morlet wavelet function as presented in [24] .
C. Fitness Function and Training
To determine the performance of proposed detection system, Sensitivity, ξ and Specificity, η [25] are introduced:
where N T P is defined as number of true positive which implies the sick people correctly diagnosed as sick; N FN is number of false negative which implies the sick people wrongly diagnosed as healthy; N FP is number of false positive which implied healthy people wrongly diagnosed as sick; and N T N is number of true negative which implied healthy people correctly diagnosed as healthy. The values of these are within 0 to 1.
In clinical study, the sensitivity is more important than the specificity because it mainly represents the performance of classifier. The higher sensitivity represents the better performance of the detection system. The objective of the proposed detection system is to maximize fitness function f (ξ , η) which is equivalent to maximization of the sensitivity and the specificity. The parameter η max in (9) is used to fix the region of specificity from 0 to 1 in order to find the optimal sensitivity in the specified region.
The objective of the proposed detection system is to maximize the fitness function f (ξ , η) in (9) which is equivalent to maximization of the sensitivity and the specificity in which the parameter η max in (9) is used to fix the region of specificity from 0 to 1 and find the optimal sensitivity in this region. In order to analyze the performance of the proposed detection system, the fitness function is defined as:
where η max is a upper limit of the specificity. The NRBFNN architecture mainly has three parameters such as the centers and width of hidden neurons, c and σ , the weights w which is connected between hidden layer and output layer of each network. In this study, the parameters of NRBFNN are organized as a particle of HPSOWM and the parameter vector, x for HPSOWM is defined as,
For a given set of particle x, HPSOWM evaluates the fitness value of the each particle at each iteration and searches for the optimum network parameters.
To find the optimal parameters of NRBFNN, the parameters of the HPSOWM are selected as: swarm size θ = 50, constant value c 1 and c 2 = 2.05, maximum velocity v max = 0.3, probability of mutation μ m = 0.7, the shape parameter of wavelet mutation ζ wm = 2, the constant value g of wavelet mutation = 10000 and the number of iteration T =2000.
II. RESULT AND DISCUSSION
To study the natural occurrence of nocturnal hypoglycemia, 15 children with T1DM is monitored for the 10-hour overnight at the Princess Margaret Hospital for Children in Perth, Western Australia, Australia. The required physiological parameters are measured by the use of non-invasive monitoring system [26] , while the actual blood glucose levels (BGL) are collected as reference using Yellow Spring Instruments.
The main parameters which is used for the detection of hypoglycemia are the heart rate (HR), corrected QT (QTc), change in the heart rate (ΔHR) and change in the QTc interval (ΔQTc). The responses from 15 children with T1DM exhibit significant changes during the hypoglycemia phase against the non-hypoglycemia [27] . The overall data set consisted of both hypoglycemia data part and non-hypoglycemia data part and it is organized into a training set (5 patients with 184 data points), a validation set (5 patients with 192 data points) and a testing set (5 patients with 153 data points) which are randomly selected. In general, the sampling period is 5 minutes and approximately 35-40 data points are used for each patient.
Normalization is used to reduce patient to patient variability and to enable group comparison by dividing the patient's heart rate and corrected QT interval by his/her corresponding values at time zero. The study shows that the hypoglycemia episodes (BGL ≤ 3.3mmol/l) is detected using hybrid PSO based normalized radial basis function neural network (NRBFNN).
To detect the status of hypoglycemia, four approaches such as normalized radial basis function neural network with 4 inputs (NRBFNN4), radial basis function network with 4 inputs (RBFNN4), feedforward neural network with 4 inputs (FWNN4) and statical multi regression method with 4 inputs (MR4) are compared and analyzed in this study.
Firstly, the training performance of proposed NRBFNN detection system has been analyzed by means of ROC curve in which the sensitivity (true positive rate) and the 1-specificity (false positive rate) are relatively plotted. As presented in Fig. 4 , the normalized RBFNN with four inputs (NRBFNN4) achieves the corresponding ROC curve areas of 70.87 % while the other comparison methods, RBNN4, FWNN4 and MR4 only have 69.04 %, 67.13 % and 66.84%. Based on the obtained ROC curve in Fig. 4 , in order to analyze the optimum sensitivity and specificity, the cut-off point is set at 0.6 (1 − η max =60%) which is equivalent to maximum specificity, η max =40%. At the defined cut-off point, the average (mean) training, the validation and the testing results in terms of the sensitivity and specificity are analyzed and listed in Table I in which mean values is calculated by averaging over 20 runs.
It can be seen in Table I , the average (mean) testing result of proposed normalized RBFNN with 4 inputs is satisfactorily found by giving the best sensitivity and specificity, (76.74% and 51.82% ) compared with other models such as RBFNN4, FWNN4 and MR4 whose mean sensitivity and specificity are (74.42% and 53.64% ), (69.77% and 49.09%) and (65.12% and 57.27%).
In order to evaluate the performance of proposed normalized RBFNN with 4 inputs, γ analysis is defined as γ = θ ξ + (1 − θ )η (θ varies [0.1 , 1]) in this study. Since the minimum requirement of hypoglycemia detection system is 60 % of sensitivity and 40 % of specificity , θ is set to 0.6 in this analysis. As can be seen in Table I and II, in terms of γ analysis, the proposed normalized RBFNN4 performs better than other classifiers by giving the best value of 66.77 % and mean value of 65.28%. In clinical study, the sensitivity of the detection system is most important than the specificity because it mainly represents the abnormal condition for patients with hypoglycemia. If the proposed detection system can correctly detect the hypoglycemia episodes accurately, the sensitivity (%) will be higher. Thus, the higher sensitivity represents the better performance of detection system. The effectiveness of proposed optimized NRBFNN detection system can be distinctly seen in Table I and II, in which the best classification performance is achieved at 76.74% (testing sensitivity) and 51.82% (testing specificity), while the other comparison methods FWNN4 and MR4 gives testing sensitivity and specificity, 69.77% and 49.09%, 65.12% and 57.27%.
In addition, in order to prove that the proposed NRBFNN4 gives faster classification results and better generalization ability with less number of neurons, the analysis is continuously carried out with different number of neurons as shown in Fig.5 in which the value of γ and the number of hidden neurons are relatively plotted. With 10 hidden neurons, the classification performance of proposed NRBFNN4 achieves γ value of 65.68 % whereas RBFNN4 can only have 60.16 %. Besides, in order to achieve best testing performance, the RBFNN4 needs 25 number of hidden neurons while the NRBFNN4 is working with 15 number of neurons. Thus, the proposed optimized NRBFNN4 can detect the status of hypoglycemia with less number of neurons and give satisfactory results with higher accuracy.
III. CONCLUSIONS
For detection of the hypoglycemic episodes for diabetes patients, a hybrid PSO based radial basis function neural network has been developed. Due to fast learning and good approximation ability, the proposed NRBFNN is able to trace large variation of ECG signal. To optimize the parameters of NRBFNN, a hybrid particle swarm optimization with wavelet mutation is introduced. The performance of proposed detection system is evaluated with other comparison methods and the improvement in sensitivity can be satisfactorily found by the use of proposed normalized RBFNN and RBFNN.
The result in Section II indicate that the hypoglycemia episodes in T1DM children can be efficiently detected noninvasively and continuously from the real-time physiological responses. Compared with other conventional classifiers, the optimized NRBFNN4 not only gives better sensitivity (76.74%) and acceptable specificity (51.82%) but also effective with less number of hidden neurons and faster computation time. In short, the overall performance of the proposed algorithm for detection of hypoglycemia episodes for T1DM is satisfactory when the status of hypoglycemia is less than 3.3 mmol/l.
