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CENTRAL LIMIT THEOREM FOR THE σ-ANTITHETIC MULTILEVEL
MONTE CARLO METHOD
MOHAMED BEN ALAYA, AHMED KEBAIER, AND THI BAO TRAM NGO
Abstract. In this paper, we introduce the σ-antithetic multilevel Monte Carlo (MLMC)
estimator for a multi-dimensional diffusion which is an extended version of the original anti-
thetic MLMC one introduced by Giles and Szpruch [13]. Our aim is to study the asymptotic
behavior of the weak errors involved in this new algorithm. Among the obtained results, we
prove that the error between on the one hand the average of the Milstein scheme without
Le´vy area and its σ-antithetic version build on the finer grid and on the other hand the
coarse approximation stably converges in distribution with a rate of order 1. We also prove
that the error between the Milstein scheme without Le´vy area and its σ-antithetic version
stably converges in distribution with a rate of order 1/2. More precisely, we have a functional
limit theorem on the asymptotic behavior of the joined distribution of these errors based on
a triangular array approach (see e.g. Jacod [18]). Thanks to this result, we establish a
central limit theorem of Lindeberg-Feller type for the σ-antithetic MLMC estimator. The
time complexity of the algorithm is carried out.
1. Introduction
In recent years, the multilevel Monte Carlo (MLMC) algorithm, used to approximate
E[ϕ(Xt, 0 ≤ t ≤ T )] for a given functional ϕ and a stochastic process (Xt)0≤t≤T , have become a
hot topic. This method introduced by Giles [11], that may be seen as an extension of the works
of Heinrich [15] and Kebaier [22], is well known for reducing significantly the approximation
time complexity compared to a classical Monte Carlo method. Many authors have since been
interested in the study of a central limit theorem associated to the MLMC estimator that can
be found in the recent works by Ben Alaya and Kebaier [3, 4], Dereich and Li [9], Giorgi et
al. [14], Ho¨el and Krumscheid [16] and Kebaier and Lelong [23]. Like for the classical Monte
Carlo method, obtaining a central limit theorem is important for the practical implementation
of the MLMC method (see e.g. Ho¨el et al. [17]). More recently, Giles and Szpruch [13]
introduced an antithetic version of the Milstein MLMC estimator without Le´vy area that
achieves the optimal complexity O(∆−2n ) for a given precision ∆n as for an unbiased Monte
Carlo estimator. The efficiency of the antithetic MLMC estimator was validated through a
broad array of applications that can be found in [10, 12]. Since then, many new studies were
interested on several types of use of the antithetic MLMC estimator ( see e.g. Debrabant and
Ro¨ssler [8], Debrabant et al. [7], Al Gerbi et al. [1, 2]). However, the problem of studying
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the validity of the central limit theorem for the antithetic MLMC algorithm has not been
addressed in previous research. In the present paper, we first introduce an extended version
of this antithetic MLMC method that we call σ-antithetic MLMC estimator which allows
permutations between the finer m brownian increments associated to each corse increment
with m ≥ 2. Let us emphasize that the original antithetic MLMC method introduced in
[13] corresponds to m = 2. Then, we establish a central limit theorem on the σ-antithetic
MLMC algorithm. This new result fills the gap in the literature for MLMC methods and
yields new insights on the practical implementation of the antithetic MLMC algorithm. In
order to establish this result, we prove a functional limit theorem for the normalized error on
two consecutive levels for the joined distribution of the couple
(√
n(Xnm −Xσ,nm), n((Xnm +Xσ,nm)/2 −Xn)), (1.1)
whereXnm denotes the Milstein scheme with time step T/mn without Le´vy area andXσ,nm is
its σ-antithetic version. This result extends the stable convergence limit theorem obtained by
Ben Alaya and Kebaier [4] for the normalized error on two consecutive levels
√
n(X˜mn− X˜n)
where X˜n denotes the Euler scheme with time step T/n. The proof of this result, written in
a multidimensional setting, relies on combining the limit theorems on martingale triangular
arrays in Jacod [18] with technics used in Jacod [19] and Jacod and Protter [20].
The rest of this paper is organized as follows. In Section 2, we recall from Giles and
Szpruch [13] the Milstein scheme without Le´vy area using our own notations and we intro-
duce our assumptions. In Section 3, we introduce the σ-antithetic scheme (3.2) as well as
the σ-antithetic MLMC estimator (3.4) and prove our main results namely Theorem 3.2 a
functional limit theorem for the couple of normalized errors (1.1) and Theorem 3.3 the central
limit theorem for the σ-antithetic MLMC estimator. Section 4 gives the details of the error
expansion needed to prove Theorem 3.2 with specifying the main and rest terms. Based on
these expansion, we study in Section 5 the asymptotic behaviors of the joined distribution of
the main terms. The rest terms are treated in appendices A and B. Appendix C is dedicated
to recall some theoretical tools that we use throughout the paper.
2. General framework
2.1. Milstein scheme without Le´vy area. We consider the d-dimensional SDE driven by
a q-dimensional Brownian motion W = (W 1, . . . ,W q)⊤, q ≥ 1, solution to
Xt =x0 +
∫ t
0
f(Xs)ds+
∫ t
0
g(Xs)dWs, for t ∈ [0, T ], T > 0, (2.1)
where x0 ∈ Rd, f ∈ C2(Rd,Rd) and g ∈ C2(Rd,Rd×q). In what follows, we assume that
g does not have a commutativity property (see assumption (Hf,g) below). Without loss of
generality we will take the solution of (2.1) on the interval [0, 1] rather than [0, T ], T > 0. We
will consider a time grid on [0, 1] with a uniform time step ∆n =
1
n , n ∈ N.
Notations. Throughout this paper, we will use the following notations:
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• For g ∈ C2(Rd,Rd×q), we introduce the tensor function {hℓjj′ , 1 ≤ ℓ ≤ d, 1 ≤ j, j′ ≤ q}
defined by
hℓjj′(x) =
1
2
∇g⊤ℓj(x)g•j′(x) =
1
2
d∑
ℓ′=1
∂gℓj
∂xℓ′
(x)gℓ′j′(x), x ∈ Rd
with ∇gℓj = (∂gℓj∂x1 , · · · ,
∂gℓj
∂xd
)⊤ ∈ Rd and g•j′ = (g1j′ , . . . , gdj′)⊤ ∈ Rd is the j′th-column
of g and analogously we also introduce the ℓth-row of g given by gℓ• = (gℓ1, . . . , gℓq).
The notation A⊤ stands for the transpose of the given matrix A.
• For ℓ ∈ {1, . . . , d}, we denote the q × q-matrix hℓ•• =


hℓ11 . . . hℓ1q
...
. . .
...
hℓq1 . . . hℓqq

 ∈ Rq×q.
• For more convenience, we set H = (h1••, . . . , hd••)⊤.
• For any function ψ : Rd → R, we denote∇2ψ =


∂2ψ
∂x1∂x1
. . . ∂
2ψ
∂x1∂xd
...
. . .
...
∂2ψ
∂xd∂x1
. . . ∂
2ψ
∂xd∂xd

 the Hessian
d× d matrix of ψ.
• For any d-dimensional function f , we denote its Jacobian matrix as∇f = (∇f1, . . . ,∇fd)⊤.
• Let F denotes the Frobenius inner products that is for any matrices A and B ∈
Mp×q(R)
AFB =
p∑
j=1
q∑
j′=1
Ajj′Bjj′ ∈ R.
Moreover, we introduce the operator v defined by: for any Aℓℓ′ ∈ Mp×q(R), ℓ ∈
{1, . . . , r} and ℓ′ ∈ {1, . . . , s} with r, s ∈ N \ {0}

A11 . . . A1s
...
. . .
...
Ar1 . . . Ars

vB =


A11FB . . . A1sFB
...
. . .
...
Ar1FB . . . ArsFB

 ∈ Rr×s.
• We have the following property for any matrices U and A respectively in Mp×1(R)
and Mp×p(R)
U⊤AU = Av(UU⊤). (2.2)
• We denote ηn(t) = [nt]n for t ∈ [0, 1]. For i ∈ {1, . . . , n}, k ∈ {1, . . . ,m}, n,m ∈
N\{0, 1}, we denote ∆Wi =W i
n
−W i−1
n
and δWik =Wm(i−1)+k
nm
−Wm(i−1)+k−1
nm
.
• Sm stands for the set of all permutations of order m.
• For i ∈ {1, . . . , n}, k ∈ {1, . . . ,m}, m ∈ N\{0, 1}, and σ˜ ∈ Sm we denote the σ-algebra
Fk,σ˜i−1
n
= F i−1
n
∨
σ(δWiσ˜(k′) : 1 ≤ k′ ≤ k), where (Ft)t∈[0,1] denotes the natural filtration
of the brownian motion W .
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• For p > 0, let (Γn)n∈N be a sequence of processes in Lp. By Γn L
p→ 0 (resp. Γn P→ 0)
as n tends to infinity, we mean that sups≤t |Γns | L
p→ 0 (resp. sups≤t |Γns | P→ 0) for all
t ∈ [0, 1] as n tends to infinity.
• For any block matrix A = (Aij), the notation |A| stands for the L1-matrix norm, that
satisfies |A| =∑ij |Aij |.
Thanks to the above notations, the original Milstein scheme introduced in [25] starting
at x0 can be rewritten in a compact form given by the following induction on the integer
i ∈ {1, . . . , n}
XMil,ni
n
= XMil,ni−1
n
+ f(XMil,ni−1
n
)∆n+ g(X
Mil,n
i−1
n
)∆Wi+H(X
Mil,n
i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n−Ai),
where ∆Wi =W i
n
−W i−1
n
is the increment on the coarser partition, Iq = (δjj′)1≤j,j′≤q is the
correlation matrix for the driving Brownian paths and Ai ∈ Rq×q is the Le´vy area defined by
Aijj′ =
∫ i
n
i−1
n
(W js −W ji−1
n
)dW j
′
s −
∫ i
n
i−1
n
(W j
′
s −W j
′
i−1
n
)dW js , j, j
′ ∈ {1, . . . , q}.
In many applications, the simulation of Le´vy areas are very complicated. Recently, Giles
and Szpruch [13] proposed to build a suitable antithetic MLMC estimator based on the
Milstein scheme without the Le´vy area that achieves the optimal complexity O(∆−2n ) for a
given precision ∆n as for an unbiased Monte Carlo estimator. Therefore, let us introduce
the so called truncated Milstein scheme starting at x0 defined by induction on the integer
i ∈ {1, . . . , n}
Xni
n
=Xni−1
n
+ f(Xni−1
n
)∆n + g(X
n
i−1
n
)∆Wi +H(X
n
i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n). (2.3)
2.2. Settings and some standard results. In what follows we introduce our assumption
(Hf,g) on coefficients f and g in the spirit of Giles and Szpruch [13]. Our condition is stricter
than the one in [13] as we aim to prove functional limit theorems for this method. We also
recall some standard results on the moment properties of (2.3) (see Lemma 4.2, Corollary 4.3
and Lemma 4.4 of [13]).
Assumption (Hf,g). Let f ∈ C3(Rd,Rd) and g ∈ C3(Rd,Rd×q). We assume that
• there exists a positive constant L such that∣∣∣∣∣∂
|α|f
∂xα
∣∣∣∣∣ ≤ L,
∣∣∣∣∣∂
|α|g
∂xα
∣∣∣∣∣ ≤ L,
∣∣∣∣∣∂
|β|h
∂xβ
∣∣∣∣∣ ≤ L
where α, β ∈ Nd, α = (α1, . . . , αd)⊤, β = (β1, . . . , βd)⊤ are two multi-indices such that
|α| =∑di=1 αi ≤ 3, |β| =∑di=1 βi ≤ 2.
• the diffusion coefficient g does not have a commutativity property which gives hℓjj′ =
hℓj′j for all ℓ ∈ {1, . . . , d} and j, j′ ∈ {1, . . . , q}.
Lemma 2.1. Under (Hf,g), for p ≥ 2 there exists a constant Cp, independent of n, such that
E
(
max
0≤i≤n
|Xni
n
|p
)
≤ Cp, and E
(
max
0≤i≤n
|Xni
n
−X i
n
|p
)
≤ Cp∆p/2n .
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Corollary 2.2. Under (Hf,g), for p ≥ 2 there exists a constant Cp, independent of n, such
that
E
(
max
0≤i≤n
|fℓ(Xni
n
)|p
)
≤ Cp, E
(
max
0≤i≤n
|gℓj(Xni
n
)|p
)
≤ Cp,
and
E
(
max
0≤i≤n
|hℓjj′(Xni
n
)|p
)
≤ Cp
for all 1 ≤ ℓ ≤ d and 1 ≤ j, j′ ≤ q.
Lemma 2.3. Under (Hf,g), for p ≥ 2, there exists a constant Cp, independent of n, such
that
max
1≤i≤n
E
(
|Xni
n
−Xni−1
n
|p
)
≤ Cp∆p/2n .
3. Main results
The σ-antithetic scheme. In view of running a MLMC method, we consider two types of
schemes, a coarser one and a finer one. The antithetic MLMC estimator was introduced in
[13] for m = 2. For each level, the main idea consists in switching the two finer Brownian
increments to obtain an antithetic version of the approximation scheme. In order to extend
this idea for a generalm ∈ N∗\{1}, we consider σ ∈ Sm\{Id} and for each level ℓ ∈ {1, . . . , L},
we introduce the σ-antithetic scheme Xm
ℓ,σ obtained by permuting the m finer Brownian
increments lying in each of the coarse intervals with length 1/mℓ−1. Based on this, we will
also introduce the σ-antithetic MLMC estimator. To do so, we set the scheme given by the
equation (2.3) as the coarser approximation with time step 1/mℓ−1. The finer scheme with
time step 1/mℓ can be rewritten as follows : for i ∈ {1, . . . ,mℓ−1} and k ∈ {1, . . . ,m},
Xm
ℓ
m(i−1)+k
mℓ
= Xm
ℓ
m(i−1)+k−1
mℓ
+ f(Xm
ℓ
m(i−1)+k−1
mℓ
)
∆mℓ−1
m
+ g(Xm
ℓ
m(i−1)+k−1
mℓ
)δWik
+H(Xm
ℓ
m(i−1)+k−1
mℓ
)v(δWikδW
⊤
ik − Iq
∆mℓ−1
m
), (3.1)
where δWik =Wm(i−1)+k
mℓ
−Wm(i−1)+k−1
mℓ
∈ Rq. Now, for a given σ ∈ Sm \{Id} our σ-antithetic
scheme is defined by
Xm
ℓ,σ
m(i−1)+k
mℓ
= Xm
ℓ,σ
m(i−1)+k−1
mℓ
+ f(Xm
ℓ,σ
m(i−1)+k−1
mℓ
)
∆mℓ−1
m
+ g(Xm
ℓ ,σ
m(i−1)+k−1
mℓ
)δWiσ(k)
+H(Xm
ℓ,σ
m(i−1)+k−1
mℓ
)v(δWiσ(k)δW
⊤
iσ(k) − Iq
∆mℓ−1
m
). (3.2)
When σ = Id, we clearly haveXm
ℓ,Id = Xm
ℓ
. Throughout the paper we take σ(k) = m− k + 1 .
The reason for fixing σ in this way is explained in Remark 4.10. Since the increments
(δWik)1≤i≤mℓ−1,1≤k≤m are independent and identically distributed, it is obvious thatXm
ℓ,σ Law=
Xm
ℓ
and for any i ∈ {1, . . . ,mℓ−1} and k ∈ {1, . . . ,m}, Xmℓ,σm(i−1)+k
mℓ
is Fk,σi−1
mℓ−1
-measurable.
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The σ-antithetic MLMC method. Recall that the idea of the original multilevel Monte
Carlo method (MLMC) is based on writing E(ϕ(Xm
L
1 )) using the following telescoping sum-
mation
E(ϕ(Xm
L
1 )) = E(ϕ(X
1
1 )) +
L∑
ℓ=1
E(ϕ(Xm
ℓ
1 )− ϕ(Xm
ℓ−1
1 )). (3.3)
As Xm
ℓ,σ law= Xm
ℓ
, we rewrite the above telescoping sum as follows
E(ϕ(Xm
L
1 )) = E(ϕ(X
1
1 )) +
L∑
ℓ=1
E
(
ϕ(Xm
ℓ
1 ) + ϕ(X
mℓ,σ
1 )
2
− ϕ(Xmℓ−11 )
)
.
Then we estimate independently each expectation using an empirical mean. Thus, the σ-
antithetic MLMC estimator Qˆ approximates E(ϕ(Xm
L
1 )) by

Qˆ = Qˆ0 +
∑L
ℓ=1 Qˆℓ, with
Qˆ0 =
1
N0
∑N0
k=1 ϕ(X
1
1,k) and Qˆℓ =
1
Nℓ
∑Nℓ
k=1
(
ϕ(Xm
ℓ
1,k )+ϕ(X
mℓ,σ
1,k )
2 − ϕ(Xm
ℓ−1
1,k )
)
(3.4)
where for each level ℓ ∈ {1, . . . , L}, (Xmℓ1,k ,Xm
ℓ,σ
1,k ,X
mℓ−1
1,k )1≤k≤Nℓ are independent copies of
(Xm
ℓ
1 ,X
mℓ,σ
1 ,X
mℓ−1
1 ) whose components are simulated using the same Brownian path and
(X11,k)1≤k≤N0 are independent copies of X
1
1 . In order to study the error of the σ-antithetic
MLMC method, we assume that ϕ ∈ C2(Rd,R) and introduce X¯mℓ,σ1 = 12 (Xm
ℓ,σ
1 +X
mℓ
1 ), for
ℓ ∈ {1, . . . , L} and use a Taylor expansion to write
1
2
(ϕ(Xm
ℓ
1 ) + ϕ(X
mℓ ,σ
1 ))− ϕ(Xm
ℓ−1
1 ) =∇ϕ⊤(ξ1)(X¯m
ℓ ,σ
1 −Xm
ℓ−1
1 )
+
1
8
(Xm
ℓ
1 −Xm
ℓ,σ
1 )
⊤∇2ϕ(ξ2)(Xmℓ1 −Xm
ℓ,σ
1 ), (3.5)
where ξ1 is a point lying between X¯
mℓ,σ
1 and X
mℓ−1
1 , ξ2 is a point lying between X
mℓ,σ
1 and
Xm
ℓ
1 and ∇2ϕ denotes the Hessian matrix of ϕ. More generally, if we consider the σ-antithetic
MLMC method on the coarse time grid we have to introduce the error process
Emℓ−1,mℓt =
1
2
(ϕ(Xm
ℓ
η
mℓ−1
(t)) + ϕ(X
mℓ ,σ
η
mℓ−1
(t)))− ϕ(Xm
ℓ−1
η
mℓ−1
(t)), t ∈ [0, 1].
The work of Giles and Szpruch in [13] corresponds to m = 2 and in this case they proved the
Lp boundedness of the processmℓEmℓ−1,mℓ . In this paper, we establish this result for a general
setting withm ∈ N\{0, 1} and we further study its asymptotic distribution behavior. To do so
and in view of the decomposition (3.5), we study the couple of two errors X¯m
ℓ
η
mℓ−1
(t)−Xm
ℓ−1
η
mℓ−1
(t)
and Xm
ℓ
η
mℓ−1
(t) −Xm
ℓ,σ
η
mℓ−1
(t)
, where X¯m
ℓ,σ
η
mℓ−1
(t)
= 12 (X
mℓ,σ
η
mℓ−1
(t)
+Xm
ℓ
η
mℓ−1
(t)), t ∈ [0, 1].
At first we reduce the problem to the study of the error given by the process (X¯nm,σηn(t) −
Xnηn(t),X
nm
ηn(t)
− Xmn,σ
ηn(t)
)0≤t≤1, where X¯
nm,σ
ηn(t)
= 12 (X
nm,σ
ηn(t)
+Xnmηn(t)) and X
nm , Xnm,σ and Xn
respectively stand for the finer approximation scheme with time step 1/nm, its antithetic
version and the coarser approximation scheme with time step 1/n, with n ∈ N\{0} and
m ∈ N\{0, 1}. All these approximation schemes are constructed using the same Brownian
path. Second, we extend Theorem 4.10. and Lemma 4.6. in [13] to get.
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Lemma 3.1. Under (Hf,g), for p ≥ 2, σ˜ ∈ Sm, there exists a constant Cp > 0, independent
of the time step, such that
E( max
0≤i≤n
|Xnm,σ˜i
n
|p) ≤ Cp, E( max
0≤i≤n
|Xnmi
n
−Xnm,σ˜i
n
|p) ≤ Cp∆p/2n and
max
1≤i≤n
max
1≤k≤m
E(|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|p) ≤ Cp∆np/2.
Proof. The first and the third inequalities are straightforward consequences of Lemma 2.1 and
Lemma 2.3. Next, we prove the second inequality following similar arguments as in Lemma
4.6 and Theorem 4.10 in [13]. As Xnmi
n
− Xni
n
law
= Xnm,σ˜i
n
− Xni
n
, by Jensen inequality and
Lemma 2.1, we have
E( max
0≤i≤n
|Xnmi
n
−Xnm,σ˜i
n
|p) ≤Cp(E( max
0≤i≤n
|Xnmi
n
−Xni
n
|p) + E( max
0≤i≤n
|Xnm,σ˜i
n
−Xni
n
|p))
≤CpE( max
0≤i≤n
|Xnmi
n
−Xni
n
|p)
≤Cp(E( max
0≤i≤n
|Xnmi
n
−X i
n
|p) + E( max
0≤i≤n
|Xni
n
−X i
n
|p)) ≤ Cp∆p/2n ,
where Cp is a generic positive constant. 
3.1. Functional limit theorem for the errors. As we have the uniform Lp-boundedness
of (
√
n(Xnmηn(t) −X
nm,σ
ηn(t)
))t∈[0,1] (see Lemma 3.1) and (n(X¯
nm,σ
ηn(t)
−Xnηn(t)))t∈[0,1] (see Corollary
4.9), we get the tightness of these quantities (see e.g. [24]). Then, it is natural to study
the weak convergence of the couple (
√
n(Xnmηn(t)) − X
nm,σ
ηn(t)
)), n(X¯nm,σηn(t) − Xnηn(t)))t∈[0,1]. The
following theorem is our main result.
Theorem 3.2. Under the assumption (Hf,g), let us denote U
n
t = X
nm
ηn(t)
−Xnm,σηn(t) and V nt =
X¯nm,σηn(t) −Xnηn(t), t ∈ [0, 1]. Then we have
(
√
nUn, nV n)
stably⇒ (U, V ), as n→∞, (3.6)
with U and V are solutions to
Ut =
q∑
j=0
∫ t
0
F˙ jsUsdY
j
s +M1,t, (3.7)
Vt =
q∑
j=0
∫ t
0
F˙ js VsdY
j
s +M2,t, (3.8)
where for ℓ ∈ {1, . . . , d}, the ℓ-th component of M1,t and M2,t are given by
Mℓ1,t = −2
∫ t
0
hℓ••(Xs)vdZ2,s
Mℓ2,t =
q∑
j=0
∫ t
0
[
m− 1
2m
(
∇fℓ(Xs)⊤g•j(Xs)1j 6=0 +∇gℓj(Xs)⊤f(Xs) + 1
2
g(Xs)
⊤∇2gℓj(Xs)g(Xs)vIjq
)
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+
1
8
U⊤s ∇2gℓj(Xs)Us
]
dY js +
1
2
q∑
j=1
∫ t
0
[
∇gℓj(Xs)⊤H(Xs) + 1
2
g(Xs)
⊤∇2gℓj(Xs)g(Xs)
+ h˙sℓ••vg•j(Xs)
]
vdZ••j1,s −
1
2
∫ t
0
(h˙sℓ••vUs)vdZ2,s +
1
2
q∑
j,j′=1
∫ t
0
∇gℓj(Xs)⊤[g˙svg•j′′(Xs)]dZj•j
′
3,s
+
1
2
q∑
j=1
∫ t
0
[g(Xs)
⊤∇2gℓj(Xs)g(Xs)]vdZj••3,s ,
with Yt := (t,W
1
t , . . . ,W
q
t )
⊤, I0q = 1q×q is the Rq×q matrix with all its elements equal to 1,
F˙ 0 = ∇f and for j 6= 0, Ijq = Iq and F˙ j = ∇g•j , g˙s ∈ (Rd×1)d×q is a block matrix such that
for ℓ ∈ {1, . . . , d}, j ∈ {1, . . . , q}, the ℓj-th block is given by (g˙s)ℓj = ∇gℓj(Xs), s ∈ [0, t] and
the h˙sℓ•• ∈ (Rd×1)q×q is a block matrix such that for j and j′ ∈ {1, . . . , q}, the jj′-th block is
given by (h˙sℓ••)jj′ = ∇hℓjj′(Xs) ∈ Rd×1, s ∈ [0, t]. Here, Z1, Z3 are Rq
3
-dimensional processes
and Z2 is a R
q×q-dimensional process given by: for j, j′, j′′ ∈ {1, . . . , q},
Zjj
′j′′
1,t =


√
m−1
m B
jj′j′′
1,t , j > j
′
√
2(m−1)
m B
jjj′′
1,t , j = j
′
√
m−1
m B
j′jj′′
1,t , j < j
′
, Zjj
′
2,t =


√
m−1
m B
jj′
2,t , j > j
′
0 , j = j′
−
√
m−1
m B
j′j
2,t , j < j
′
and Zjj
′j′′
3,t =


√
(m−1)(m−2)
3m2
Bjj
′j′′
3,t , j > j
′′√
2(m−1)(m−2)
3m2
Bjj
′j′′
3,t , j = j
′′√
(m−1)(m−2)
3m2 B
j′′j′j
3,t , j < j
′′
with (Bjj
′j′′
1 )1≤j,j′,j′′≤q
j≥j′
and (Bjj
′j′′
3 )1≤j,j′,j′′≤q
j≥j′′
are two standard q2(q+1)/2-dimensional Brow-
nian motions and (Bjj
′
2 )1≤j′<j≤q is a standard q(q − 1)/2-dimensional Brownian motion.
Moreover, we have B1, B2 and B3 are independent of the original q-dimensional Brownian
motion W and also independent of each other. These processes are defined on an extension
(Ω˜, F˜ , (F˜t)t≥0, P˜) of the space (Ω,F , (Ft)t≥0,P). Here we use that for r ∈ {1, 3} we have
Z••jr,s =


Z11jr,s . . . Z
1qj
r,s
...
. . .
...
Zq1jr,s . . . Z
qqj
r,s

 ∈ Rq×q and Zj•j′′r,t = (Zj1j′′r,t , . . . , Zjqj′′r,t )⊤ ∈ Rq×1.
Proof. From section 4, equations (4.37) and (4.38), we can rewrite Un and V n as follows
Unt =
q∑
j=0
∫ t
0
(F˙n,jηn(s)vU
n
ηn(s)
)1s≤ηn(t)dY
j
s + J
n,1
t ,
V nt =
q∑
j=0
∫ t
0
( ¯˙Fn,jηn(s)vV
n
ηn(s)
)1s≤ηn(t)dY
j
s + J
n,2
t ,
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where Yt := (t,W
1
t , . . . ,W
q
t )
⊤, Jn,1t =Mn,1t +Rn,1t , Jn,2t =Mn,2t +Rn,2t and for i ∈ {1, . . . , n}
we denote
F˙n,ji−1
n
=
{
f˙ni , j = 0
(g˙ni )•j , j ∈ {1, . . . , q}
, where (g˙ni )•j = ((g˙
n
i )1j , . . . , (g˙
n
i )dj)
⊤, (3.9)
and
¯˙Fn,ji−1
n
=
{ ¯˙
fni , j = 0
(¯˙gni )•j , j ∈ {1, . . . , q}
, where (¯˙gni )•j = ((¯˙g
n
i )1j , . . . , (¯˙g
n
i )dj)
⊤, (3.10)
with f˙ni ∈ (Rd×1)d×1 and g˙ni ∈ (Rd×1)d×q are block matrices such that for ℓ ∈ {1, . . . , d} the
ℓ-th block of f˙ni is given by (f˙
n
i )ℓ = ∇fℓ(ξ1,ni−1
n
) and for ℓ, j ∈ {1, . . . , d} the ℓj-th block of
g˙ni is given by (g˙
n
i )ℓj = ∇gℓj(ξ2,ni−1
n
) with ξ1,ni−1
n
and ξ2,ni−1
n
are some vector points lying between
Xnmi−1
n
and Xnm,σi−1
n
. In the same way, ¯˙fni ∈ (Rd×1)d×1 and ¯˙gni ∈ (Rd×1)d×q are block matrices
such that for ℓ ∈ {1, . . . , d} the ℓ-th block of ¯˙fni is given by ( ¯˙fni )ℓ = ∇fℓ(ξ¯1,ni−1
n
) and ℓ, j ∈
{1, . . . , d} the ℓj-th block of ¯˙gni is given by (¯˙gni )ℓj = ∇gℓj(ξ¯2,ni−1
n
) with ξ¯1,ni−1
n
and ξ¯2,ni−1
n
are some
vector points lying between Xni−1
n
and X¯nm,σi−1
n
. The aim now is to use Theorem C.6 to get
the joined convergence of our couple of errors. To do so, let us introduce the processes
Znt =
∑q
j=0
∫ t
0 F˙
n,j
ηn(s)
v1d1s≤ηn(t)(s)dY
j
s , Z¯nt =
∑q
j=0
∫ t
0
¯˙Fn,jηn(s)v1d1s≤ηn(t)(s)dY
j
s and Zt =∑q
j=0
∫ t
0 F˙
j
sv1ddY
j
s , where 1d = (1, . . . , 1)
⊤ ∈ Rd×1. Thanks to Lemma 2.1 and assumption
(Hf,g), using the Burkholder-Davis-Gundy (BDG) inequality with p ≥ 2, there is a generic
constant Cp > 0 such that
E( sup
0≤t≤1
|Znt − Zt|p) ≤ CpE(|
q∑
j=1
∫ 1
0
(F˙n,jηn(s) − F˙ js )2v1dds|p/2)
≤ Cp
d∑
ℓ=1
q∑
j=1
E(|
∫ 1
0
(∇gℓj(ξ2,ni−1
n
)−∇gℓj(X i−1
n
))2v1dds|p/2)
≤ Cp∆p/2n .
Similarly, E(sup0≤t≤1 |Z¯nt −Zt|p) is also bounded by Cp∆p/2n . Therefore, we have Zn−Z L
p→ 0
and Z¯n−Z Lp→ 0 as n→∞. By Lemma 4.11 and Lemma 4.12 and Proposition 5.5, we deduce
that (
√
nJn,1, nJn,2)
stably⇒ (M1,M2) as n→∞, where the limit processes are defined on an
extension (Ω˜, F˜ , (F˜t)t≥0, P˜) of the original space (Ω,F , (Ft)t≥0,P). By Lemma C.4, we get
that (Y,
√
nJn,1, nJn,2, Zn) stably converges to the limit (Y,M1,M2, Z) as n → ∞ Finally,
by Theorem C.6 , we have (Y,
√
nJn,1, nJn,2, Zn,
√
nUn, nV n) stably converges to the limit
(Y,M1,M2, Z, U, V ) as n→∞, where U and V respectively satisfy (3.7) and (3.8). 
3.2. Central limit theorem. The σ-antithetic Multilevel Monte Carlo method uses infor-
mation from a sequence of computations with increasing step sizes and approximates the
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quantity of interest E(ϕ(X1)) by
Qˆn = 1
N0
N0∑
k=1
ϕ(X11,k) +
L∑
ℓ=1
1
Nℓ
Nℓ∑
k=1
[
1
2
(ϕ(Xℓ,m
ℓ
1,k ) + ϕ(X
ℓ,mℓ,σ
1,k ))− ϕ(Xℓ,m
ℓ−1
1,k )],
m ∈ N\{0, 1}, and L = lognlogm . We denote the weak error ǫn = E(ϕ(Xn1 ))−ϕ(X1)). In the spirit
of Kebaier [22], we assume that ǫn is of order 1/n
α, for any α ∈ [1/2, 1]. Taking advantage
from Theorem C.7, we are now able to establish a central limit theorem of Lindeberg Feller
type on the error Qˆn − E(ϕ(X1)). To do so, we introduce a real sequence (aℓ)ℓ∈N of positive
weights such that
lim
L↑∞
L∑
ℓ=1
aℓ =∞, for p > 2, and lim
L↑∞
1(∑L
ℓ=1 aℓ
)p/2
L∑
ℓ=1
a
p/2
ℓ = 0 (W)
and we choose the same form of Nℓ as in [4], namely
Nℓ =
n2α
m2(ℓ−1)aℓ
L∑
ℓ=1
aℓ, ℓ ∈ {0, . . . , L} and L = log n
logm
. (3.11)
This generic form for the sample size allows us a straightforward use of Theorem 3.2 to prove
a central limit theorem for the σ-antithetic MLMC estimator. In the sequel, we denote by
E˜ and V˜ar the expectation and the variance respectively defined on the probability space
(Ω˜, F˜ , (F˜t)t≥0, P˜) introduced in Theorem 3.2.
Theorem 3.3. Assume that f and g satisfy assumption (Hf,g). Let ϕ ∈ C2(Rd,R) satisfying
|ϕ(x) − ϕ(y)| ≤ C(1 + |x|p + |y|p)|x− y|, for some constant C and p > 0
with bounded second derivatives.
(Hϕ)
Assume that for some α ∈ [1/2, 1] we have
lim
n↑∞
nαǫn = Cϕ(α). (Hǫn)
Then, for the choice of Nℓ, ℓ ∈ {0, . . . , L} given by the equation (3.11), we have
nα(Qˆn − E(ϕ(X1)))⇒N (Cϕ(α),V), as n→∞
with V = V˜ar(∇ϕ⊤(X1)V1+ 18U⊤1 ∇2ϕ(X1)U1), where the limit processes U and V are explicitly
given in Theorem 3.2.
Proof. To simplify our notation, we give the proof for α = 1, the case α ∈ [1/2, 1) is straight-
forward by similar arguments. At first, we rewrite the error term as follows
Qˆn − E(ϕ(X1)) = Qˆ1n + Qˆ2n + ǫn, where
Qˆ1n =
1
N0
N0∑
k=1
(ϕ(X11,k)− E(ϕ(X11 ))),
Qˆ2n =
L∑
ℓ=1
1
Nℓ
Nℓ∑
k=1
[
1
2
(ϕ(Xℓ,m
ℓ
1,k ) + ϕ(X
ℓ,mℓ ,σ
1,k ))− ϕ(Xℓ,m
ℓ−1
1,k )− E(ϕ(Xℓ,m
ℓ
1 )− ϕ(Xℓ,m
ℓ−1
1 ))].
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For N0 =
n2
a0
∑L
ℓ=1 aℓ we simply apply the classical central limit theorem to get
nQˆ1n =
√
a0∑L
ℓ=1 aℓ
√
N0Qˆ1n P→ 0 as n→∞.
Finally, we only need to study the convergence of nQˆ2n and the proof is completed by assump-
tion (Hǫn). To do so, we use Theorem C.7 and set
Xn,ℓ :=
n
Nℓ
Nℓ∑
k=1
Zm
ℓ,mℓ−1
1,k , where (Z
mℓ,mℓ−1
1,k )1≤k≤Nℓ are independent copies of
Zm
ℓ,mℓ−1
1 :=
1
2
(ϕ(Xℓ,m
ℓ
1 ) + ϕ(X
ℓ,mℓ,σ
1 ))− ϕ(Xℓ,m
ℓ−1
1 )− E(ϕ(Xℓ,m
ℓ
1 )− ϕ(Xℓ,m
ℓ−1
1 )).
First, we check the limit variance of nQˆ2n. We have
L∑
ℓ=1
E(Xn,ℓ)
2 =
L∑
ℓ=1
n2
Nℓ
Var(Zm
ℓ,mℓ−1
1 ) =
L∑
ℓ=1
1∑L
ℓ=1 aℓ
aℓm
2(ℓ−1)Var(Zm
ℓ,mℓ−1
1 ). (3.12)
Besides, since ϕ ∈ C2(Rd,R), applying Taylor expansion twice we get
1
2
(ϕ(Xℓ,m
ℓ
1 ) + ϕ(X
ℓ,mℓ ,σ
1 ))− ϕ(Xℓ,m
ℓ−1
1 )
= ∇ϕ⊤(ξ1)(X¯ℓ,m
ℓ,σ
1 −Xℓ,m
ℓ−1
1 ) +
1
8
(Xℓ,m
ℓ
1 −Xℓ,m
ℓ,σ
1 )
⊤∇2ϕ(ξ2)(Xℓ,m
ℓ
1 −Xℓ,m
ℓ,σ
1 ),
for some ξ1 a vector point lying between X
ℓ,mℓ
1 andX
ℓ,mℓ,σ
1 and ξ2 a vector point lying between
X¯ℓ,m
ℓ,σ
1 and X
ℓ,mℓ−1
1 . Thus, under assumption (Hϕ), thanks to Theorem 3.2 we get as ℓ→∞
n
[
1
2
(ϕ(Xℓ,m
ℓ
1 ) + ϕ(X
ℓ,mℓ,σ
1 ))− ϕ(Xℓ,m
ℓ−1
1 )
]
stably⇒ ∇ϕ⊤(X1)V1 + 1
8
U⊤1 ∇2ϕ(X1)U1.
From the uniform integrability obtained by combining (Hϕ) and Lemma 3.1, we get for
k ∈ {1, 2}
E
(
n
[
1
2
(ϕ(Xℓ,m
ℓ
1 ) + ϕ(X
ℓ,mℓ,σ
1 ))− ϕ(Xℓ,m
ℓ−1
1 )
])k
−→
ℓ→∞
E˜
(
∇ϕ⊤(X1)V1 + 1
8
U⊤1 ∇2ϕ(X1)U1
)k
.
Consequently, m2(ℓ−1)Var(Zm
ℓ,mℓ−1
1,1 )−→V, as ℓ→∞. Thus, by (3.12) and Toeplitz lemma
we get limL↑∞
∑L
ℓ=1 E(Xn,ℓ)
2 = V. Finally, we only need to check the Lyapunov condition.
By Burkholder’s inequality and Jensen’s inequality, we get for p > 2,
E|Xn,ℓ|p = n
p
N
p/2
ℓ
E|
L∑
ℓ=1
Zm
ℓ,mℓ−1
1 |p≤Cp
np
Npℓ
E|Zmℓ,mℓ−11 |p,
where Cp is a generic positive constant depending on p. Besides, Lemma 3.1 ensures that
there is a constant Kp > 0 such that E|Zm
ℓ,mℓ−1
1 |p ≤ Kpmp(ℓ−1) . Therefore,
L∑
ℓ=1
E|Xn,ℓ|p ≤ Cp
L∑
ℓ=1
np
N
p/2
ℓ
1
mp(ℓ−1)
≤ Cp 1(∑L
ℓ=1 aℓ
)p/2
L∑
ℓ=1
a
p/2
ℓ
n→∞→ 0
which complets the proof. 
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3.3. The time complexity. The time complexity in the σ-antithetic MLMC method is
given by
Cσ-MLMC = C ×
L∑
ℓ=1
Nℓ(2m
ℓ +mℓ−1) with C > 0
= C ×
L∑
ℓ=1
n2
m2(ℓ−1)aℓ
(2mℓ +mℓ−1)
L∑
ℓ=1
aℓ
= C × n2(2m2 +m)
L∑
ℓ=1
1
mℓaℓ
L∑
ℓ=1
aℓ.
This analysis is online with the one obtained by Ben Alaya and Kebaier [3] in the context
of pricing Asian options using numerical schemes with a strong convergence order equal to
1. The optimal choice corresponding to a∗ℓ = m
−ℓ/2, ℓ ∈ {1, . . . , L} leads to the optimal
time complexity C∗σ-MLMC = O(n
2) the same one as for an unbiased Monte Carlo method
having the same precision. However, this optimal weight a∗ℓ does not satisfy (W) which
ensures Theorem 3.3. In what follows, we recall from [3], three examples of weights (aℓ)1≤ℓ≤L
satisfying (W) and for which the time complexity gets closer and closer to C∗σ-MLMC:
i) The choice aℓ = 1, corresponding to Nℓ =
n2
m2(ℓ−1)
L, ℓ ∈ {1, . . . , L} leads to the complexity
Cσ-MLMC = O(n
2 log n).
ii) The choice aℓ =
1
ℓ , corresponding to Nℓ =
n2ℓ
m2(ℓ−1)
∑L
ℓ=1
1
ℓ , ℓ ∈ {1, . . . , L} leads to the
complexity Cσ-MLMC = O(n
2 log log n).
iii) The choice aℓ =
1
ℓ log ℓ , corresponding to Nℓ =
n2ℓ log ℓ
m2(ℓ−1)
∑L
ℓ=1
1
ℓ log ℓ , ℓ ∈ {1, . . . , L} leads to
the complexity Cσ-MLMC = O(n
2 log log log n).
4. Expanding analysis of σ-antithetic scheme
In this section, we have two main purposes. Firstly, for σ˜ ∈ {Id, σ}, we give the expansion
of two error termsXnm,σ˜i
n
−Xnm,σ˜i−1
n
and X¯nm,σi
n
−X¯nm,σi−1
n
together with some related Lp estimates.
Secondly, we give the expansions of the errors Un and V n with specifying the main and the
rest terms. From now on we assume that assumption (Hf,g) is satisfied.
4.1. Expansion of the error Xnm,σ˜i
n
− Xnm,σ˜i−1
n
, with σ˜ ∈ {Id, σ}. By (3.1) and (3.2), we
have for all k ∈ {1, . . . ,m}
Xnm,σ˜m(i−1)+k
nm
−Xnm,σ˜i−1
n
=
k∑
k′=1
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
k∑
k′=1
g(Xnm,σ˜
m(i−1)+k′−1
nm
)δWiσ˜(k′)
+
k∑
k′=1
H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
). (4.1)
In particular, we have
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Xnm,σ˜i
n
−Xnm,σ˜i−1
n
=
m∑
k=1
f(Xnm,σ˜m(i−1)+k−1
nm
)
∆n
m
+
m∑
k=1
g(Xnm,σ˜m(i−1)+k−1
nm
)δWiσ˜(k)
+
m∑
k=1
H(Xnm,σ˜m(i−1)+k−1
nm
)v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
). (4.2)
This last equation can be rewritten as follows
Xnm,σ˜i
n
−Xnm,σ˜i−1
n
= f(Xnm,σ˜i−1
n
)∆n + g(X
nm,σ˜
i−1
n
)∆Wi +H(X
nm,σ˜
i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n)
+
m∑
k=1
[
f(Xnm,σ˜m(i−1)+k−1
nm
)− f(Xnm,σ˜i−1
n
)
]
∆n
m
+
m∑
k=1
[
g(Xnm,σ˜m(i−1)+k−1
nm
)− g(Xnm,σ˜i−1
n
)
]
δWiσ˜(k)
+
m∑
k=1
H(Xnm,σ˜m(i−1)+k−1
nm
)v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
)−H(Xnm,σ˜i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n).
(4.3)
Let us start dealing with the last four terms in the right-hand side (r.h.s.) of the above
equality. By a Taylor expansion, we have for any fixed index component ℓ ∈ {1, . . . , d},
fℓ(X
nm,σ˜
m(i−1)+k−1
nm
)− fℓ(Xnm,σ˜i−1
n
) = ∇fℓ(Xnm,σ˜i−1
n
)⊤(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
+
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2fℓ(ξ1,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
), (4.4)
for some vector point ξ1,nik lying between X
nm,σ˜
m(i−1)+k−1
nm
and Xnm,σ˜i−1
n
. Then, using (4.1)
m∑
k=1
[
f(Xnm,σ˜m(i−1)+k−1
nm
)− f(Xnm,σ˜i−1
n
)
]
∆n
m
=:Mnm,σ˜,1i−1
n
+Nnm,σ˜i−1
n
, (4.5)
where for ℓ ∈ {1, . . . , d} the ℓth-component of Nnm,σ˜i−1
n
and Mnm,σ˜,1i−1
n
are given by
Nnm,σ˜
ℓ, i−1
n
=
m∑
k=2
∇f⊤ℓ (Xnm,σ˜i−1
n
) (4.6)
×
k−1∑
k′=1
[
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
]
∆n
m
+
1
2
m∑
k=2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2fℓ(ξ1,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
∆n
m
Mnm,σ˜,1
ℓ, i−1
n
=
m∑
k=2
∇fℓ(Xnm,σ˜i−1
n
)⊤
k−1∑
k′=1
g(Xnm,σ˜
m(i−1)+k′−1
nm
)δWiσ˜(k′)
∆n
m
. (4.7)
For the last two terms in the r.h.s. of (4.3) by ∆Wi∆W
⊤
i =
∑m
k,k′=1 δWi,σ˜(k)δW
⊤
iσ˜(k′), we get
m∑
k=1
H(Xnm,σ˜m(i−1)+k−1
nm
)v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
)−H(Xnm,σ˜i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n)
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=
m∑
k=2
[
H(Xnm,σ˜m(i−1)+k−1
nm
)−H(Xnm,σ˜i−1
n
)
]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
) (4.8)
−2
∑
1≤k′<k≤m
H(Xnm,σ˜i−1
n
)vδWiσ˜(k)δW
⊤
iσ˜(k′) −
∑
1≤k<k′≤m
H(Xnm,σ˜i−1
n
)v(δWiσ˜(k)δW
⊤
iσ˜(k′) − δWiσ˜(k′)δW⊤iσ˜(k)).
From (4.3) and (4.8), if we denote
Mnm,σ˜,2i−1
n
=
m∑
k=2
[
g(Xnm,σ˜m(i−1)+k−1
nm
)− g(Xnm,σ˜i−1
n
)
]
δWiσ˜(k) − 2
∑
1≤k<k′≤m
H(Xnm,σ˜i−1
n
)vδWiσ˜(k′)δW
⊤
iσ˜(k),
Mnm,σ˜,3i−1
n
=
m∑
k=2
[
H(Xnm,σ˜m(i−1)+k−1
nm
)−H(Xnm,σ˜i−1
n
)
]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
).
Let us set
Mnm,σ˜ =Mnm,σ˜,1 +Mnm,σ˜,2 +Mnm,σ˜,3. (4.9)
Then combining (4.3), (4.5) and (4.9) we obtain the first assertion of the following lemma.
The proof of the remaining results are postponed to appendix B
Lemma 4.1. The difference equation for Xnm,σ˜i
n
−Xnm,σ˜i−1
n
, i ∈ {1, . . . , n} is given by
Xnm,σ˜i
n
−Xnm,σ˜i−1
n
= f(Xnm,σ˜i−1
n
)∆n + g(X
nm,σ˜
i−1
n
)∆Wi +H(X
nm,σ˜
i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n)
−H(Xnm,σ˜i−1
n
)v
∑
1≤k<k′≤m
(δWiσ˜(k)δW
⊤
iσ˜(k′) − δWiσ˜(k′)δW⊤iσ˜(k)) +Mnm,σ˜i−1
n
+Nnm,σ˜i−1
n
, (4.10)
where E(Mnm,σ˜i−1
n
|F i−1
n
) = 0, and for any integer p ≥ 2 there exists a constant Kp such that
max
0≤i≤n
E(|Mnm,σ˜i−1
n
|p) ≤ Kp∆3p/2n , (4.11)
max
0≤i≤n
E(|Nnm,σ˜i−1
n
|p) ≤ Kp∆2pn . (4.12)
In what follows, we give further expansion studies for the terms Nnm,σ˜i−1
n
and Mnm,σ˜,1i−1
n
,
Mnm,σ˜,2 and Mnm,σ˜,3 defined above.
• The term Nnm,σ˜i−1
n
: Starting from relation (4.6) we replace the incrementXnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
using (4.1) and we only freeze the coefficients of the contributing terms in the asymptotic
behavior of the error at the limit point X i−1
n
. Then thanks to (2.2) and using that
m∑
k=2
k−1∑
k′=1
δWiσ˜(k′)δW
⊤
iσ˜(k′) =
m−1∑
k=1
(m− k)δWiσ˜(k)δW⊤iσ˜(k),
we get the following result.
Lemma 4.2. For ℓ ∈ {1, . . . , d} the ℓth-component of Nnm,σ˜i−1
n
has the following expansion
Nnm,σ˜
ℓ, i−1
n
=
(m− 1)
2m
∇f⊤ℓ (X i−1
n
)f(X i−1
n
)∆2n+
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1
2
[
g(X i−1
n
)⊤∇2fℓ(X i−1
n
)g(X i−1
n
)
]
v
m−1∑
k=1
(m− k)δWiσ˜(k)δW⊤iσ˜(k)
∆n
m
+Rnm,σ˜
ℓ, i−1
n
(0) + R˜nm,σ˜
ℓ, i−1
n
(0),
(4.13)
where
Rnm,σ˜
ℓ, i−1
n
(0) =
∆n
m
∑
1≤k′<k≤m
∇f⊤ℓ (Xnm,σ˜i−1
n
)H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
+
[
g(X i−1
n
)⊤∇2fℓ(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′′<k′<k≤m
δWiσ˜(k′)δW
⊤
iσ˜(k′′)
∆n
m
satisfies E(Rnm,σ˜
ℓ, i−1
n
(0)|F i−1
n
) = 0. Moreover, for any integer p ≥ 2 there exists
max
0≤i≤n
E(|Rnm,σ˜
ℓ, i−1
n
(0)|p) = o
(
∆3p/2n
)
, (4.14)
max
0≤i≤n
E(|R˜nm,σ˜
ℓ, i−1
n
(0)|p) = o
(
∆2pn
)
. (4.15)
The proof of the above lemma is postponed to appendix B.
• The term Mnm,σ˜,1i−1
n
: For this term we only need to freeze the coefficients in relation (4.7)
at the limit point X i−1
n
. Then using
m∑
k=2
k−1∑
k′=1
δW jiσ˜(k′) =
m−1∑
k=1
(m− k)δW jiσ˜(k),
we get the following result.
Lemma 4.3. For ℓ ∈ {1, . . . , d} the ℓth-component of the term Mnm,σ˜,1i−1
n
has the following
expansion
Mnm,σ˜,1
ℓ, i−1
n
=
[
∇fℓ(X i−1
n
)⊤g(X i−1
n
)
]m−1∑
k=1
(m− k)δWiσ˜(k)
∆n
m
+Rnm,σ˜
ℓ, i−1
n
(1), (4.16)
with E(Rnm,σ˜
ℓ, i−1
n
(1)|F i−1
n
) = 0. Moreover, for any integer p ≥ 2 there exists
max
0≤i≤n
E(|Rnm,σ˜
ℓ, i−1
n
(1)|p) = o
(
∆3p/2n
)
. (4.17)
The proof of the above lemma is postponed to the appendix B.
• The term Mnm,σ˜,2i−1
n
: For this term we first proceed similarly as in (4.5) and we use a Taylor
expansion to write for ℓ, j ∈ {1, . . . , q}
gℓj(X
nm,σ˜
m(i−1)+k−1
nm
)− gℓj(Xnm,σ˜i−1
n
) = ∇gℓj(Xnm,σ˜i−1
n
)⊤(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
+
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2gℓj(ξ2,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
), (4.18)
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for some vector point ξ2,nik lying between X
nm,σ˜
m(i−1)+k−1
nm
and Xnm,σ˜i−1
n
. Once again by (4.1) we get
gℓj(X
nm,σ˜
m(i−1)+k−1
nm
)− gℓj(Xnm,σ˜i−1
n
) = ∇gℓj(Xnm,σ˜i−1
n
)⊤
[
k−1∑
k′=1
(
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+ g(Xnm,σ˜
m(i−1)+k′−1
nm
)δWiσ˜(k′) +H(X
nm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)]
+
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2gℓj(ξ2,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
).
Then we have
Mnm,σ˜,2
ℓ, i−1
n
=
m∑
k=2
q∑
j=1
[
∇gℓj(Xnm,σ˜i−1
n
)⊤
k−1∑
k′=1
(
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+ g(Xnm,σ˜
m(i−1)+k′−1
nm
)δWiσ˜(k′)
+H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)
− 2
k−1∑
k′=1
q∑
j′=1
hℓjj′(X
nm,σ˜
i−1
n
)δW j
′
iσ˜(k′)
+
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2gℓj(ξ2,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
δW jiσ˜(k).
Recalling that hℓjj′ =
1
2∇g⊤ℓjg•j′ we obtain
Mnm,σ˜,2
ℓ, i−1
n
=
m∑
k=2
q∑
j=1
[
∇gℓj(Xnm,σ˜i−1
n
)⊤
k−1∑
k′=1
(
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
[
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(Xnm,σ˜i−1
n
)
]
δWiσ˜(k′) +H(X
nm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)
+
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2gℓj(ξ2,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
δW jiσ˜(k).
Again by applying Taylor expansion for each component of the matrix function g, we get
g(Xnm,σ˜
m(i−1)+k′−1
nm
) − g(Xnm,σ˜i−1
n
) = g˙nik′v(X
nm,σ˜
m(i−1)+k′−1
nm
− Xnm,σ˜i−1
n
) ∈ Rd×q, where g˙nik′ ∈ (Rd×1)d×q
is a block matrix such that for ℓ′ ∈ {1, . . . , d}, j′ ∈ {1, . . . , q}, the ℓ′j′-th block is given by
(g˙nik′)ℓ′j′ = ∇gℓ′j′(ξ′2,nik′ ) ∈ Rd×1 where ξ′2,nik′ is a vector point lying between Xnm,σ˜m(i−1)+k′−1
nm
and
Xnm,σ˜i−1
n
. Then, we have
Mnm,σ˜,2
ℓ, i−1
n
=
m∑
k=2
q∑
j=1
[
∇g⊤ℓj(Xnm,σ˜i−1
n
)
k−1∑
k′=1
(
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)]
δW jiσ˜(k)
+
m∑
k=3
q∑
j=1
∇g⊤ℓj(Xnm,σ˜i−1
n
)
k−1∑
k′=2
[
g˙nik′v(X
nm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
)
]
δWiσ˜(k′)δW
j
iσ˜(k)
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+
m∑
k=2
q∑
j=1
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2gℓj(ξ2,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)δW jiσ˜(k). (4.19)
Now, we replace the increment Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
using (4.1) and we only freeze the coef-
ficients of the contributing terms in the asymptotic behavior of the error at the limit point
X i−1
n
.
Lemma 4.4. For ℓ ∈ {1, . . . , d} the ℓth-component of the term Mnm,σ˜,2i−1
n
has the following
expansion
Mnm,σ˜,2
ℓ, i−1
n
=
q∑
j=1
∇g⊤ℓj(X i−1
n
)
∑
1≤k′<k≤m
(
f(X i−1
n
)
∆n
m
+H(X i−1
n
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)
δW jiσ˜(k)
+
q∑
j=1
∇g⊤ℓj(X i−1
n
)
∑
1≤k′′<k′<k≤m
[
g˙niv
(
g(X i−1
n
)δWiσ˜(k′′)
)]
δWiσ˜(k′)δW
j
iσ˜(k)
+
q∑
j=1
1
2
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′′<k′<k≤m
δWiσ˜(k′′)δW
⊤
iσ˜(k′)δW
j
iσ˜(k) +R
nm,σ˜
ℓ, i−1
n
(2)
(4.20)
with E(Rnm,σ˜
ℓ, i−1
n
(2)|F i−1
n
) = 0 and g˙ni ∈ (Rd×1)d×q is a block matrix such that for ℓ ∈ {1, . . . , d},
j ∈ {1, . . . , q}, the ℓj-th block is given by (g˙ni )ℓj = ∇gℓj(X i−1
n
). Moreover, for any integer
p ≥ 2
max
0≤i≤n
E(|Rnm,σ˜
ℓ, i−1
n
(2)|p) = o
(
∆3p/2n
)
. (4.21)
The proof of the above lemma is postponed to the appendix B.
Remark 4.5. The ℓ-th component of Mnm,σ˜,2 can be rewritten as follows:
Mnm,σ˜,2
ℓ, i−1
n
=
q∑
j=1
∇g⊤ℓj(X i−1
n
)
∑
1≤k′<k≤m
[
f(X i−1
n
)
∆n
m
+H(X i−1
n
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
]
δW jiσ˜(k)
+
q∑
j=1
∇g⊤ℓj(X i−1
n
)
∑
1≤k′′<k′<k≤m
[
g˙niv
(
g(X i−1
n
)δWiσ˜(k′′)
)]
δWiσ˜(k′)δW
j
iσ˜(k)
+
q∑
j=1
1
2
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′<k≤m
(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)δW jiσ˜(k)
+
q∑
j=1
1
2
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
m∑
k=2
(k − 1)Iq∆n
m
δW jiσ˜(k)
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+
q∑
j=1
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′′<k′<k≤m
δWiσ˜(k′)δW
⊤
iσ˜(k′′)δW
j
iσ˜(k) +R
nm,σ˜
ℓ, i−1
n
(2). (4.22)
• The term Mnm,σ˜,3i−1
n
: Considering each component of Mnm,σ˜,3, for ℓ ∈ {1, . . . , d} we can
also consider a Taylor expansion for the components of the matrix hℓ•• ∈ Rq×q to get
Mnm,σ˜,3
ℓ, i−1
n
=
m∑
k=2
[
h˙n,ikℓ•• v(X
nm,σ˜
m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
), (4.23)
where the h˙n,ikℓ•• ∈ (Rd×1)q×q is a random block matrix such that for j and j′ ∈ {1, . . . , q},
the jj′-th block is given by (h˙n,ikℓ•• )jj′ = ∇hℓjj′(ξ3,nik ) ∈ Rd×1 and ξ3,nik is a vector point lying
between Xnm,σ˜m(i−1)+k−1
nm
and Xnm,σ˜i−1
n
.
Remark 4.6. Concerning Mnm,σ˜,3, the last formula can be written differently. In fact, as
H ∈ (Rq×q)d×1 = Rdq×q, we proceed similarly as above using a Taylor expansion to get the
existence of a random block matrix H˙nik such that
Mnm,σ˜,3i−1
n
=
m∑
k=2
[
H˙
n
ikv(X
nm,σ˜
m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
).
More precisely, we have H˙nik ∈ (Rd×1)dq×q where for ℓ′ ∈ {1, . . . , dq} and j′ ∈ {1, . . . , q}, the
ℓ′j′-th block is given by (H˙nik)ℓ′j′ = ∇hℓjj′(ξ3,nik ) ∈ Rd×1 where ℓ′ = q(ℓ− 1) + j and ξ3,nik is a
vector point lying between Xnm,σ˜m(i−1)+k−1
nm
and Xnm,σ˜i−1
n
.
Now, we replace the increment Xnm,σ˜m(i−1)+k−1
nm
− Xnm,σ˜i−1
n
using (4.1) and we only freeze the
coefficients of the contributing terms in the asymptotic behavior of the error at the limit point
X i−1
n
.
Lemma 4.7. For ℓ ∈ {1, . . . , d} the ℓth component of the term Mnm,σ˜,3i−1
n
has the following
expansion
Mnm,σ˜,3
ℓ, i−1
n
=
m∑
k=2
k−1∑
k′=1
[
h˙n,iℓ••v(g(X i−1
n
)δWiσ˜(k′))
]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
) +Rnm,σ˜
ℓ, i−1
n
(3) (4.24)
with E(Rnm,σ˜
ℓ, i−1
n
(3)|F i−1
n
) = 0 and h˙n,iℓ•• ∈ (Rd×1)q×q is a block matrix such that for j and
j′ ∈ {1, . . . , q}, the jj′-th block is given by (h˙n,iℓ••)jj′ = ∇hℓjj′(X i−1
n
). Moreover, for any
integer p ≥ 2 there exists
max
0≤i≤n
E(|Rnm,σ˜
ℓ, i−1
n
(3)|p) = o
(
∆3p/2n
)
. (4.25)
The proof of the above lemma is postponed to the appendix B .
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4.2. Expansion of the error X¯nm,σi
n
− X¯nm,σi−1
n
. We remind that X¯nm,σ = 12 (X
nm +Xnm,σ).
By (4.2), we have
X¯nm,σi
n
− X¯nm,σi−1
n
=
1
2
m∑
k=1
[
f(Xnmm(i−1)+k−1
nm
) + f(Xnm,σm(i−1)+k−1
nm
)
]
∆n
m
+
1
2
m∑
k=1
[
H(Xnmm(i−1)+k−1
nm
)v(δWikδW
⊤
ik − Iq
∆n
m
) +H(Xnm,σm(i−1)+k−1
nm
)v(δWiσ(k)δW
⊤
iσ(k) − Iq
∆n
m
)
]
+
1
2
m∑
k=1
[
g(Xnmm(i−1)+k−1
nm
)δWik + g(X
nm,σ
m(i−1)+k−1
nm
)δWiσ(k)
]
.
Then we rewrite it as follows
X¯nm,σi
n
− X¯nm,σi−1
n
=f(X¯nm,σi−1
n
)∆n + g(X¯
nm,σ
i−1
n
)∆Wi +H(X¯
nm,σ
i−1
n
)v(∆Wi∆W
⊤
i − Iq∆n)
+A i−1
n
+B i−1
n
+ C i−1
n
,
where
A i−1
n
=
1
2
m∑
k=1
[
f(Xnmm(i−1)+k−1
nm
) + f(Xnm,σm(i−1)+k−1
nm
)
]
∆n
m
− f(X¯nm,σi−1
n
)∆n,
B i−1
n
=
1
2
m∑
k=1
[
g(Xnmm(i−1)+k−1
nm
)δWi,k + g(X
nm,σ
m(i−1)+k−1
nm
)δWiσ(k)
]
− g(X¯nm,σi−1
n
)∆Wi,
C i−1
n
=
1
2
m∑
k=1
[
H(Xnmm(i−1)+k−1
nm
)v(δWikδW
⊤
ik − Iq
∆n
m
) +H(Xnm,σm(i−1)+k−1
nm
)v(δWiσ(k)δW
⊤
iσ(k) − Iq
∆n
m
)
]
−H(X¯nm,σi−1
n
)v(∆Wi∆W
⊤
i − Iq∆n).
Now considering A i−1
n
, we use (4.5) to get
A i−1
n
=
1
2
m∑
k=1
[
f(Xnmm(i−1)+k−1
nm
)− f(Xnmi−1
n
)
]
∆n
m
+
1
2
m∑
k=1
[
f(Xnm,σm(i−1)+k−1
nm
)− f(Xnm,σi−1
n
)
]
∆n
m
+
1
2
(
f(Xnmi−1
n
) + f(Xnm,σi−1
n
)
)
∆n − f(X¯nm,σi−1
n
)∆n
=
1
2
(Mnm,Id,1i−1
n
+Mnm,σ,1i−1
n
+Nnm,Idi−1
n
+Nnm,σi−1
n
) + N˜nmi−1
n
,
where N˜nmi−1
n
=
1
2
(
f(Xnmi−1
n
) + f(Xnm,σi−1
n
)
)
∆n − f(X¯nm,σi−1
n
)∆n. Similarly, we have
B i−1
n
+ C i−1
n
=
[
1
2
(
g(Xnmi−1
n
) + g(Xnm,σi−1
n
)
)
− g(X¯nm,σi−1
n
)
]
∆Wi
+
1
2
m∑
k=1
[
g(Xnmm(i−1)+k−1
nm
)− g(Xnmi−1
n
)
]
δWik +
1
2
m∑
k=1
[
g(Xnm,σm(i−1)+k−1
nm
)− g(Xnm,σi−1
n
)
]
δWiσ(k)
+
1
2
m∑
k=1
[
H(Xnmm(i−1)+k−1
nm
)v(δWikδW
⊤
ik − Iq
∆n
m
)−H(Xnmi−1
n
)v(∆Wi∆W
⊤
i − Iq∆n)
]
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+
1
2
m∑
k=1
[
H(Xnm,σm(i−1)+k−1
nm
)v(δWiσ(k)δW
⊤
iσ(k) − Iq
∆n
m
)−H(Xnm,σi−1
n
)v(∆Wi∆W
⊤
i − Iq∆n)
]
+
[
1
2
(
H(Xnmi−1
n
) +H(Xnm,σi−1
n
)
)
−H(X¯nm,σi−1
n
)
]
v(∆Wi∆W
⊤
i − Iq∆n).
Now, by (4.8) and the expressions of Mnm,σ˜,2 and Mnm,σ˜,3 given above relation (4.9) we
rearrange our terms to get
B i−1
n
+ C i−1
n
=
1
2
(Mnm,Id,2i−1
n
+Mnm,σ,2i−1
n
+Mnm,Id,3i−1
n
+Mnm,σ,3i−1
n
) + M˜nm,1i−1
n
+ M˜nm,2i−1
n
− 1
2
M˜nm,3i−1
n
,
where
M˜nm,1i−1
n
=
[
1
2
(
g(Xnmi−1
n
) + g(Xnm,σi−1
n
)
)
− g(X¯nm,σi−1
n
)
]
∆Wi,
M˜nm,2i−1
n
=
[
1
2
(
H(Xnmi−1
n
) +H(Xnm,σi−1
n
)
)
−H(X¯nm,σi−1
n
)
]
v(∆Wi∆W
⊤
i − Iq∆n),
M˜nm,3i−1
n
=
∑
σ˜∈{Id,σ}
∑
1≤k<k′≤m
H(Xnm,σ˜i−1
n
)v(δWiσ˜(k)δW
⊤
iσ˜(k′) − δWiσ˜(k′)δW⊤iσ˜(k))
Now recalling that σ(k) = m− k + 1, for all k ∈ {1, . . . ,m}, we get
M˜nm,3i−1
n
=
∑
1≤k<k′≤m
[
H(Xnmi−1
n
)−H(Xnm,σi−1
n
)
]
v(δWikδW
⊤
ik′ − δWik′δW⊤ik ).
In what follows, by (4.9) we introduce for i ∈ {1, . . . , n}
N¯nmi−1
n
=
1
2
(Nnm,Idi−1
n
+Nnm,σi−1
n
) + N˜nmi−1
n
, (4.26)
M¯nmi−1
n
=
1
2
(Mnm,Idi−1
n
+Mnm,σi−1
n
) + M˜nm,1i−1
n
+ M˜nm,2i−1
n
− 1
2
M˜nm,3i−1
n
. (4.27)
The proof of the following lemma is postponed to the appendix B.
Lemma 4.8. The error X¯nm,σi
n
− X¯nm,σi−1
n
, i ∈ {1, . . . , n} can be expressed as follows
X¯nm,σi
n
− X¯nm,σi−1
n
= f(X¯nm,σi−1
n
)∆n + g(X¯
nm,σ
i−1
n
)∆Wi
+H(X¯nm,σi−1
n
)v(∆Wi∆W
⊤
i − Iq∆n) + M¯mni−1
n
+ N¯nmi−1
n
, (4.28)
where E(M¯nmi−1
n
|F i−1
n
) = 0 and for any integer p ≥ 2 there exists a constant Kp such that
max
0≤i≤n
E(|M¯nmi−1
n
|p) ≤ Kp∆3p/2n , (4.29)
max
0≤i≤n
E(|N¯nmi−1
n
|p) ≤ Kp∆2pn . (4.30)
Corollary 4.9. We have
E( max
0≤i≤n
|X¯nm,σi
n
−Xni
n
|p) ≤ Cp∆pn.
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Proof. Let us define Sk = E( max
0≤k′≤k
|X¯nm,σ
k′
n
− Xn
k′
n
|p), for any 0 ≤ k ≤ n. For a fixed k, by
summing (4.28) over the first k′ timesteps, we obtain
X¯nm,σ
k′
n
−Xnk′
n
=
k′∑
i=1
(f(X¯nm,σi−1
n
)− f(Xni−1
n
))∆n +
k′∑
i=1
(g(X¯nm,σi−1
n
)− g(Xni−1
n
))∆Wi
+
k′∑
i=1
(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n) +
k′∑
i=1
M¯nmi−1
n
+
k′∑
i=1
N¯nmi−1
n
,
Then there is a generic constant Cp > 0 such that
E( max
0≤k′≤k
|X¯nm,σk
n
−Xnk
n
|p) ≤ CpE( max
0≤k′≤k
|
k′∑
i=1
(f(X¯nm,σi−1
n
)− f(Xni−1
n
))∆n|p)
+CpE( max
0≤k≤n
|
k′∑
i=1
(g(X¯nm,σi−1
n
)− g(Xni−1
n
))∆Wi|p)
+CpE( max
0≤k′≤k
|
k′∑
i=1
(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)|p)
+CpE( max
0≤k′≤k
|
k′∑
i=1
M¯nmi−1
n
|p) + CpE( max
0≤k′≤k
|
k′∑
i=1
N¯nmi−1
n
|p),
By Jensen’s inequality and (Hf,g), we have
E( max
0≤k′≤k
|
k′∑
i=1
(f(X¯nm,σi−1
n
)− f(Xni−1
n
))∆n|p) ≤ CpE( max
0≤k≤n
kp−1
k∑
i=1
|(f(X¯nm,σi−1
n
)− f(Xni−1
n
))∆n|p)
≤ Cpnp−1
k∑
i=1
E((f(X¯nm,σi−1
n
)− f(Xni−1
n
)|p)∆pn ≤ Cp
k∑
i=1
E( max
0≤k≤i−1
|X¯nm,σk
n
−Xnk
n
|p)∆n.
Similarly, by Jensen’s inequality, the independence between ∆Wi and F i−1
n
and the assump-
tion (Hf,g), E( max
0≤k′≤k
|∑k′i=1(H(X¯nm,σi−1
n
) − H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)|p) has an upper
bound Cp
∑k−1
i=0 E(max0≤j≤i−1 |X¯nm,σj
n
−Xnj
n
|p)∆n. Now, by Jensen’s inequality and Lemma
4.8, E( max
0≤k′≤k
|∑k′i=1 N¯nmi−1
n
|p) has an upper bound Cp∆pn. Finally, by the discrete BDG inequal-
ity in [6] combined with Jensen’s inequality, we have
E( max
0≤k′≤k
|
k′∑
i=1
(g(X¯nm,σi−1
n
)− g(Xni−1
n
))∆Wi|p) ≤ CpE(
k∑
i=1
|g(X¯nm,σi−1
n
)− g(Xni−1
n
))∆Wi|2)p/2
≤ Cpnp/2−1
k∑
i=1
E(|g(X¯nm,σi−1
n
)− g(Xni−1
n
))|p)E(|∆Wi|p) ≤ Cp
k∑
i=1
E( max
0≤k≤i−1
|X¯nm,σk
n
−Xnk
n
|p)∆n.
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Similarly, thanks to Lemma 4.8, E( max
0≤k′≤k
|∑k′i=1 M¯nmi−1
n
|p) has an upper bound Cp∆pn. Thus,
it follows that
Sk ≤ Cp(∆pn +
k−1∑
i=0
Si∆n), for any 0 ≤ k ≤ n.
By the discrete Gro¨nwal inequality, we have
Sn ≤ Cp∆pn +C∆p+1n
n−1∑
i=0
exp{(n− 1− i)∆n} ≤ Cp∆pn + Cp∆p+1n
n−1∑
i=0
e ≤ Cp∆pn.

In what follows we give further expansions for the terms N˜nmi−1
n
, M˜nm,1i−1
n
, M˜nm,2i−1
n
and M˜nm,3i−1
n
defined above. These expansions will be useful later on. To do so, we apply twice the Taylor
expansion until the second order, for each ℓ ∈ {1, . . . , d}, we get
N˜nm
ℓ, i−1
n
=
1
16
(Xnmi−1
n
−Xnm,σi−1
n
)⊤
(
∇2fℓ(ζn,1i−1
n
) +∇2fℓ(ζn,2i−1
n
)
)
(Xnmi−1
n
−Xnm,σi−1
n
)∆n, (4.31)
M˜nm,1
ℓ, i−1
n
=
1
16
q∑
j′=1
(Xnmi−1
n
−Xnm,σi−1
n
)⊤
(
∇2gℓj′(ζn,3i−1
n
) +∇2gℓj′(ζn,4i−1
n
)
)
(Xnmi−1
n
−Xnm,σi−1
n
)∆W j
′
i .
(4.32)
Then using twice the Taylor expansion until the first order we get
M˜nm,2
ℓ, i−1
n
=
1
4
[
h˙n,i,1ℓ•• v(X
nm
i−1
n
−Xnm,σi−1
n
)
]
v(∆Wi∆Wi − Iq∆n) (4.33)
and similarly
M˜nm,3
ℓ, i−1
n
=
∑
1≤k<k′≤m
[
h˙n,i,2ℓ•• v(X
nm
i−1
n
−Xnm,σi−1
n
)
]
v(δWikδW
⊤
ik′ − δWik′δW⊤ik ), (4.34)
where for j and j′ ∈ {1, . . . , q}, the jj′-th elements of the block matrices h˙n,i,1ℓ•• and h˙n,i,2ℓ••
are respectively given by (h˙n,i,1ℓ•• )jj′ = ∇hℓjj′(ζn,5i−1
n
) − ∇hℓjj′(ζn,6i−1
n
) ∈ Rd×1 and (h˙n,i,2ℓ•• )jj′ =
∇hℓjj′(ζn,7i−1
n
) ∈ Rd×1; for some vector point ξ7,ni lying between Xnm,σi−1
n
and Xnmi−1
n
, some vector
points ζn,1i−1
n
, ζn,3i−1
n
, ζn,5i−1
n
lying between X¯nm,σi−1
n
and Xnmi−1
n
and some vector points ζn,2i−1
n
, ζn,4i−1
n
, ζn,6i−1
n
lying between X¯nm,σi−1
n
and Xnm,σi−1
n
.
Remark 4.10. In order to get the good rate of convergence, we need to assume that our σ
is strictly decreasing which leads us to take the unique choice defined by σ(k) = m− k + 1.
Otherwise, it is easy to check that the term n
∑[nt]
i=1 M˜
nm,3
i−1
n
appearing in the decomposition of
the normalized error n(X¯nm,σηn(t) −Xnηn(t)) is not tight.
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4.3. Errors analysis of Un and V n. For t ∈ [0, 1] we have
Xnm,σηn(t) =x0 +
[nt]∑
i=1
m∑
k=1
f(Xnm,σm(i−1)+k−1
nm
)
∆n
m
+
[nt]∑
i=1
m∑
k=1
g(Xnm,σm(i−1)+k−1
nm
)δWiσ(k)
+
[nt]∑
i=1
m∑
k=1
H(Xnm,σm(i−1)+k−1
nm
)v(δWiσ(k)δW
⊤
iσ(k) − Iq
∆n
m
). (4.35)
Error analysis of Un. At first, we consider the error Unt = (U
n,1
t , . . . , U
n,d
t )
⊤ ∈ Rd between
the finer and the σ-antithetic Milstein approximations given by Unt = X
nm
ηn(t)
−Xnm,σηn(t) . Then
by (4.10), the expansion of Un takes the following form
Unt =
[nt]∑
i=1
(f(Xnmi−1
n
)− f(Xnm,σi−1
n
))∆n +
[nt]∑
i=1
(g(Xnmi−1
n
)− g(Xnm,σi−1
n
))∆Wi
+
[nt]∑
i=1
(H(Xnmi−1
n
)−H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)
−
[nt]∑
i=1
m∑
k,k′=1
k<k′
(H(Xnmi−1
n
) +H(Xnm,σi−1
n
))v
(
δWikδW
⊤
ik′ − δWik′δW⊤ik
)
+
[nt]∑
i=1
(Mnm,Idi−1
n
−Mnm,σi−1
n
) +
[nt]∑
i=1
(Nnm,Idi−1
n
−Nnm,σi−1
n
).
By Taylor’s expansion, we rewrite Un as follows
Unt =
[nt]∑
i=1
f˙ni vU
n
i−1
n
∆n +
[nt]∑
i=1
(
g˙nivU
n
i−1
n
)
∆Wi +
[nt]∑
i=1
(H(Xnmi−1
n
)−H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)
−
[nt]∑
i=1
∑
1≤k<k′≤m
(H(Xnmi−1
n
) +H(Xnm,σi−1
n
))v
(
δWikδW
⊤
ik′ − δWik′δW⊤ik
)
+
[nt]∑
i=1
(Mnm,Idi−1
n
−Mnm,σi−1
n
) +
[nt]∑
i=1
(Nnm,Idi−1
n
−Nnm,σi−1
n
), (4.36)
where f˙ni ∈ (Rd×1)d×1 and g˙ni ∈ (Rd×1)d×q are block matrices such that for ℓ ∈ {1, . . . , d} the
ℓ-th block of f˙ni is given by (f˙
n
i )ℓ = ∇fℓ(ξ1,ni−1
n
), for ℓ ∈ {1, . . . , d} and j ∈ {1, . . . , q} the ℓj-th
block of g˙ni is given by (g˙
n
i )ℓj = ∇gℓj(ξ2,ni−1
n
) with ξ1,ni−1
n
and ξ2,ni−1
n
are some vector points lying
between Xnmi−1
n
and Xnm,σi−1
n
. Now, the equation (4.36) can be rewritten as
Unt =
[nt]∑
i=1
f˙ni vU
n
i−1
n
∆n +
[nt]∑
i=1
(
g˙nivU
n
i−1
n
)
∆Wi +Mn,1t +Rn,1t
24 MOHAMED BEN ALAYA, AHMED KEBAIER, AND THI BAO TRAM NGO
=
[nt]∑
i=1
f˙ni vU
n
i−1
n
∆n +
q∑
j=1
[nt]∑
i=1
(
(g˙ni )•jvU
n
i−1
n
)
∆W ji +Mn,1t +Rn,1t , (4.37)
with (g˙ni )•j = ((g˙
n
i )1j , . . . , (g˙
n
i )dj)
⊤,Mn,1 is the main term and Rn,1 is the rest term given by
Mn,1t =−
[nt]∑
i=1
m∑
k,k′=1
k<k′
(H(Xnmi−1
n
) +H(Xnm,σi−1
n
))v
(
δWikδW
⊤
ik′ − δWik′δW⊤ik
)
,
Rn,1t =
[nt]∑
i=1
(H(Xnmi−1
n
)−H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i − Iq∆n) +
[nt]∑
i=1
(Mnm,Idi−1
n
−Mnm,σi−1
n
)
+
[nt]∑
i=1
(Nnm,Idi−1
n
−Nnm,σi−1
n
).
The proof of the following lemma is postponed to appendix A.
Lemma 4.11. Under the assumption (Hf,g), we have
√
nRn,1 Lp→ 0 as n→∞.
Error analysis of V n. Now, we consider the error V nt = (V
n,1
t , . . . , V
n,d
t )
⊤ ∈ Rd between
the average of the finer and the coarser σ-antithetic Milstein approximations given by V nt =
X¯nm,σηn(t) −Xnηn(t). Similarly, by (4.28) and (2.3), we rewrite V n as follows
V nt =
[nt]∑
i=1
(f(X¯nm,σi−1
n
)− f(Xni−1
n
))∆n +
[nt]∑
i=1
(g(X¯nm,σi−1
n
)− g(Xni−1
n
))∆Wi
+
[nt]∑
i=1
(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n) +
[nt]∑
i=1
M¯nmi−1
n
+
[nt]∑
i=1
N¯nmi−1
n
,
where N¯nmi−1
n
and M¯nmi−1
n
are respectively given by (4.26) and (4.27). By the Taylor expansion,
we have
V nt =
[nt]∑
i=1
¯˙
fni vV
n
i−1
n
∆n +
[nt]∑
i=1
(
¯˙gnivV
n
i−1
n
)
∆Wi
+
[nt]∑
i=1
(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n) +
[nt]∑
i=1
M¯ i−1
n
+
[nt]∑
i=1
N¯ i−1
n
,
where
¯˙
fni ∈ (Rd×1)d×1 and ¯˙gni ∈ (Rd×1)d×q are block matrices such that for ℓ ∈ {1, . . . , d} the
ℓ-th block of
¯˙
fni is given by (
¯˙
fni )ℓ = ∇fℓ(ξ¯1,ni−1
n
), for ℓ ∈ {1, . . . , d} and j ∈ {1, . . . , q} the ℓj-th
block of ¯˙gni is given by (
¯˙gni )ℓj = ∇gℓj(ξ¯2,ni−1
n
) with ξ¯1,ni−1
n
and ξ¯2,ni−1
n
are some vector points lying
between Xni−1
n
and X¯nm,σi−1
n
. Thanks to Lemma 4.2, Lemma 4.3, Lemma 4.4 and Lemma 4.7,
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the above equation rewrites as follows
V nt =
[nt]∑
i=1
f¯ni vV
n
i−1
n
∆n +
[nt]∑
i=1
(
g¯nivV
n
i−1
n
)
∆Wi +Mn,2t +Rn,2t , (4.38)
where Mn,2 stands for the main contributing term of the above error expansion and Rn,2 is
the rest term, for t ∈ [0, 1] they are given by
Mn,2t =
1
2
∑
σ˜∈{Id,σ}
4∑
r=1
Γn,σ˜t (r) + N˜
nm
t + M˜
nm,1
t −
1
2
M˜nm,3t , (4.39)
Rn,2t =
1
2
∑
σ˜∈{Id,σ}
[nt]∑
i=1
(
R˜nm,σ˜i−1
n
(0) +
3∑
r=0
Rnm,σ˜i−1
n
(r)
)
+ M˜nm,2t (4.40)
+
[nt]∑
i=1
(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n),
where for r ∈ {1, 2, 3}, M˜nm,rt =
∑[nt]
i=1 M˜
nm,r
i−1
n
, N˜nmt =
∑[nt]
i=1 N˜
nm
i−1
n
with (M˜nm,ri−1
n
)1≤r≤3,
N˜nmi−1
n
are respectively given by (4.31),(4.32), (4.33) and (4.34) and the rest terms Rnm,σ˜i−1
n
(0)
and R˜nm,σ˜i−1
n
(0) are implicitly defined in (4.13) and (Rnm,σ˜i−1
n
(r))1≤r≤3 are respectively implic-
itly defined in (4.16), (4.20) and (4.24). Now, we introduce the d-dimensional processes
(Γn,σ˜t (i), 1 ≤ i ≤ 4, t ∈ [0, 1]) whose ℓth components are given by
Γn,σ˜ℓ,t (1) =
[nt]∑
i=1
[
(m− 1)
2m
∇f⊤ℓ (X i−1
n
)f(X i−1
n
)∆2n
+
1
2
[
g(X i−1
n
)⊤∇2fℓ(X i−1
n
)g(X i−1
n
)
]
v
m−1∑
k=1
(m− k)δWiσ˜(k)δW⊤iσ˜(k)
∆n
m
]
, (4.41)
Γn,σ˜ℓ,t (2) =
[nt]∑
i=1
∆n
m
[[
∇fℓ(X i−1
n
)⊤g(X i−1
n
)
]m−1∑
k=1
(m− k)δWiσ˜(k)
+
q∑
j=1
∇g⊤ℓj(X i−1
n
)f(X i−1
n
)
m−1∑
k=1
(m− k)δW jiσ˜(k)
+
q∑
j=1
1
2
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)vIq
m∑
k=2
(k − 1)δW jiσ˜(k)
]
, (4.42)
Γn,σ˜ℓ,t (3) =
[nt]∑
i=1
q∑
j=1
[
∇g⊤ℓj(X i−1
n
)H(X i−1
n
)v
∑
1≤k′<k≤m
(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)δW jiσ˜(k)
+
1
2
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′<k≤m
(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)δW jiσ˜(k)
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+
[
h˙n,iℓ••vg•j(X i−1
n
)
]
v
∑
1≤k′<k≤m
(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
)δW jiσ˜(k′)
]
, (4.43)
Γn,σ˜ℓ,t (4) =
[nt]∑
i=1
[
q∑
j,j′=1
∇g⊤ℓj(X i−1
n
)
[
g˙nivg•j′(X i−1
n
)
] ∑
1≤k′′<k′<k≤m
δWiσ˜(k′)δW
j′
iσ˜(k′′)δW
j
iσ˜(k)
+
q∑
j=1
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′′<k′<k≤m
δWiσ˜(k′)δW
⊤
iσ˜(k′′)δW
j
iσ˜(k)
]
. (4.44)
The proof of the following lemma is also postponed to appendix A.
Lemma 4.12. We have nRn,2 Lp→ 0 as n→∞.
Remark 4.13. These processes (Γn,σ˜t (r), 1 ≤ r ≤ 4, t ∈ [0, 1]) are obtained by gathering
together the main terms in (4.13), (4.16), (4.20) and (4.24) with taking into account their noise
types and with neglecting the rest terms
(
Rnm,σ˜
ℓ, i−1
n
(r)
)
0≤r≤3 and R˜
nm,σ˜
ℓ, i−1
n
(0), for ℓ ∈ {1, . . . , d}.
5. Asymptotic Behavior of the main terms
According to expansion (4.37) and (4.38) appearing in the decompositions of Un and V n
we need to focus on the main terms (Mn,1,Mn,2), where we recall that
Mn,1t =−
[nt]∑
i=1
m∑
1≤k,k′≤m
k<k′
(H(Xnmi−1
n
) +H(Xnm,σi−1
n
))v
(
δWikδW
⊤
ik′ − δWik′δW⊤ik
)
, (5.1)
Mn,2t =
1
2
∑
σ˜∈{Id,σ}
4∑
r=1
Γn,σ˜t (r) + N˜
nm
t + M˜
nm,1
t −
1
2
M˜nm,3t
with N˜nmt respectively M˜
nm,1
t and M˜
nm,3
t are given by relation (4.31) respectively (4.32) and
(4.34), (Γn,σ˜t (r), 1 ≤ r ≤ 4, t ∈ [0, 1]) are defined as above in (4.41), (4.42), (4.43) and (4.44).
Unlike the first main term Mn,1, that has explicit form of the noise, the second main term
Mn,2 needs further development in order to identify its noise parts. To do so, we need the
following lemma that will be proven in appendix A.
Lemma 5.1. Let Γ¯nt (r) =
Γn,Idt (r)+Γ
n,σ
t (r)
2 ∈ Rd, for r ∈ {1, 2, 3, 4}. Then we rewrite Γ¯n(r) as
follows, for ℓ ∈ {1, . . . , d},
Γ¯nℓ,t(1) =
[nt]∑
i=1
(m− 1)∆n
2m
[
∇fℓ(X i−1
n
)⊤f(X i−1
n
)∆n
+
1
2
[
g(X i−1
n
)⊤∇2fℓ(X i−1
n
)g(X i−1
n
)
]
v
m∑
k=1
δWikδW
⊤
ik
]
,
Γ¯nℓ,t(2) =
[nt]∑
i=1
q∑
j=1
(m− 1)∆n
2m
[
∇fℓ(X i−1
n
)⊤g•j(X i−1
n
)∆W ji +∇gℓj(X i−1
n
)⊤f(X i−1
n
)∆W ji
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+
1
2
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)vIq∆W
j
i
]
,
Γ¯nℓ,t(3) =
1
2
[nt]∑
i=1
q∑
j=1
[
∇gℓj(X i−1
n
)⊤H(X i−1
n
)v
∑
1≤k,k′≤m
k′ 6=k
(
δWik′δW
⊤
ik′ − Iq
∆n
m
)
δW jik
+
1
2
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k,k′≤m
k′ 6=k
(
δWik′δW
⊤
ik′ − Iq
∆n
m
)
δW jik
+
[
h˙n,iℓ••vg•j(X i−1
n
)
]
v
∑
1≤k,k′≤m
k′ 6=k
(δWik′δW
⊤
ik′ − Iq
∆n
m
)δW jik
]
,
Γ¯nℓ,t(4) =
1
2
[nt]∑
i=1
[
q∑
j,j′=1
∇gℓj(X i−1
n
)⊤
[
g˙nivg•j′(X i−1
n
)
] ∑
1≤k′′<k′<k≤m
δWik′(δW
j′
ik′′δW
j
ik + δW
j
ik′′δW
j′
ik )
+
q∑
j=1
[
g(X i−1
n
)⊤∇2gℓj(X i−1
n
)g(X i−1
n
)
]
v
∑
1≤k′′<k′<k≤m
δWik′(δW
⊤
ik′′δW
j
ik + δW
j
ik′′δW
⊤
ik )
]
.
Proof. Concerning Γ¯n(1), according to the definition of σ, we only use
m∑
k=1
(m− k)δWiσ(k)δW⊤iσ(k) =
m∑
k=1
(k − 1)δWikδW⊤ik .
Similarly, we obtain Γ¯n(2) using
m∑
k=1
(m− k)δWiσ(k) =
m∑
k=1
(k − 1)δWik and
m∑
k=1
(k − 1)δWiσ(k) =
m−1∑
k=1
(m− k)δWik.
To get Γ¯n(3), we use
m∑
k,k′=1
k′<k
(
δWiσ(k′)δW
⊤
iσ(k′) − Ω
∆n
m
)
δW jiσ(k) =
m∑
k,k′=1
k<k′
(
δWik′δW
⊤
ik′ − Ω
∆n
m
)
δW jik.
Finally, we obtain Γ¯n(4) using
m∑
k=3
k−1∑
k′=2
k′−1∑
k′′=1
δW jiσ(k′′)δW
j′
iσ(k′)δW
j′′
iσ(k) =
m−2∑
k=1
m−1∑
k′=k+1
m∑
k′′=k′+1
δW jik′′δW
j′
ik′δW
j′′
ik .

Now, thanks to the above lemma, (4.38) can be rewritten in a better way as follows
V nt =
[nt]∑
i=1
f¯ni vV
n
i−1
n
∆n +
[nt]∑
i=1
(
g¯nivV
n
i−1
n
)
∆Wi +Mn,2t +Rn,2t ,
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where for t ∈ [0, 1],
Mn,2t =
4∑
r=1
Γ¯nt (r) + N˜
nm
t + M˜
nm,1
t −
1
2
M˜nm,3t , (5.2)
here we recall that for r ∈ {1, 3}, M˜nm,rt =
∑[nt]
i=1 M˜
nm,r
i−1
n
, N˜nmt =
∑[nt]
i=1 N˜
nm
i−1
n
with N˜nmi−1
n
and
(M˜nm,ri−1
n
)r∈{1,3} are respectively given by (4.31),(4.32) and (4.34).
Now, in order to prove the convergence in law of the couple (Mn,1,Mn,2), we first need to
study the asymptotic behavior of the distribution of the noises vector (Zn0 , Z
n
1 , Z
n
2 , Z
n
3 ), where
Zn0 = (Z
n,jj′
0 )j,j′∈{1,...,q}, Z
n
2 = (Z
n,jj′
2 )j,j′∈{1,...,q} are q
2-matrices
Zn,jj
′
0,t =
[nt]∑
i=1
m∑
k=1
δW jikδW
j′
ik ,
Zn,jj
′
2,t =
√
n
[nt]∑
i=1
∑
1≤k<k′≤m
(
δW jikδW
j′
ik′ − δW jik′δW j
′
ik
)
,
and Zn1 = (Z
n,jj′j′′
1 )j,j′,j′′∈{1,...,q} and Z
n
3 = (Z
n,jj′j′′
3 )j,j′,j′′∈{1,...,q} are q
3-matrices
Zn,jj
′j′′
1,t =n
[nt]∑
i=1
∑
k′ 6=k
1≤k,k′≤m
(δW jik′δW
j′
ik′ − δjj′
∆n
m
)δW j
′′
ik ,
Zn,jj
′j′′
3,t =n
[nt]∑
i=1
∑
1≤k′′<k′<k≤m
δW j
′
ik′(δW
j
ikδW
j′′
ik′′ + δW
j
ik′′δW
j′′
ik ).
Lemma 5.2. Let us consider the triangular arrays given by
Zn0,t =
[nt]∑
i=1
m∑
k=1
δWikδW
⊤
ik , with t ∈ [0, 1].
As n→∞,we have Zn0 − Z0 L
p→ 0, where Z0,t = tIq, t ∈ [0, 1].
Proof. For any fixed t ∈ [0, 1], we rewrite Zn0 as follows
Zn0,t =
[nt]∑
i=1
m∑
k=1
(δWikδW
⊤
ik −
∆n
m
Iq) + [nt]∆nIq.
As E(
∑m
k=1(δWikδW
⊤
ik − ∆nm Iq)|F i−1
n
) = 0 the by the discrete BDG inequality and Jensen’s
inequality, there is a generic positive constant C such that
E

 sup
0≤t≤1
|
[nt]∑
i=1
m∑
k=1
(δWikδW
⊤
ik −
∆n
m
Iq)|p

 = E
(
max
0≤ℓ≤n
|
ℓ∑
i=1
m∑
k=1
(δWikδW
⊤
ik −
∆n
m
Iq)|p
)
≤ CE
(
n∑
i=1
m∑
k=1
|δWikδW⊤ik −
∆n
m
Iq|2
)p/2
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≤ Cnp/2−1
n∑
i=1
m∑
k=1
E|δWikδW⊤ik −
∆n
m
Iq|p ≤ C∆p/2n .
Then it follows that max0≤ℓ≤[nt]
∑ℓ
i=1
∑m
k=1(δWikδW
⊤
ik − ∆nm Iq)
Lp→ 0. Thus, we get the con-
vergence of Zn using that [nt]∆nIq → tIq as n→∞. 
Theorem 5.3. Let us consider the scalar components of the triangular array triplet (Zn1 , Z
n
2 , Z
n
3 )
given by
∀j, j′, j′′ ∈ {1, . . . , q},
Zn,jj
′j′′
1,t =
[nt]∑
i=1
ζn,jj
′j′′
i,1 where ζ
n,jj′j′′
i,1 = n
∑
k 6=k′
1≤k,k′≤m
(
δW jik′δW
j′
ik′ − δjj′
∆n
m
)
δW j
′′
ik ,
∀j, j′ ∈{1, . . . , q},
Zn,jj
′
2,t =
[nt]∑
i=1
ζn,jj
′
i,2 where ζ
n,jj′
i,2 =
√
n
∑
1≤k<k′≤m
(
δW jikδW
j′
ik′ − δW jik′δW j
′
ik
)
,
∀j, j′, j′′ ∈ {1, . . . , q},
Zn,jj
′j′′
3,t =
[nt]∑
i=1
ζn,jj
′j′′
i,3 where ζ
n,jj′j′′
i,3 = n
∑
1≤k′′<k′<k≤m
δW j
′
ik′(δW
j
ikδW
j′′
ik′′ + δW
j
ik′′δW
j′′
ik ),
with t ∈ [0, 1] and Zn1,t ∈ Rq
3
, Zn2,t ∈ Rq
2
and Zn3,t ∈ Rq
3
. Then as n→∞, we have
(W,Zn1 , Z
n
2 , Z
n
3 )
stably⇒ (W,Z1, Z2, Z3),
where Zjj
′j′′
1,t =


√
m−1
m B
jj′j′′
1,t , j > j
′
√
2(m−1)
m B
jjj′′
1,t , j = j
′
√
m−1
m B
j′jj′′
1,t , j < j
′
, Zjj
′
2,t =


√
m−1
m B
jj′
2,t , j > j
′
0 , j = j′
−
√
m−1
m B
j′j
2,t , j < j
′
and Zjj
′j′′
3,t =


√
(m−1)(m−2)
3m2 B
jj′j′′
3,t , j > j
′′√
2(m−1)(m−2)
3m2
Bjj
′j′′
3,t , j = j
′′√
(m−1)(m−2)
3m2
Bj
′′j′j
3,t , j < j
′′
with (Bjj
′j′′
1 )1≤j,j′,j′′≤q
j≥j′
and (Bjj
′j′′
3 )1≤j,j′,j′′≤q
j≥j′′
are two standard q2(q+1)/2-dimensional Brow-
nian motions and (Bjj
′
2 )1≤j′<j≤q is a standard q(q − 1)/2-dimensional Brownian motion.
Moreover, we have B1, B2 and B3 are independent of W and also independent of each other.
Furthermore, we have the (UT) of Zn0 , Z
n
1 , Z
n
2 and Z
n
3 .
Remark 5.4. It is worth noticing that when m = 2 the noise term Zn3 vanishes at the limit.
Proof of Theorem 5.3. We aim to use Theorem 3.2 of Jacod in [18] (see in appendix Theorem
C.2) combined with some useful technical tools in the proof of Theorem 5.1 of Jacod and
Protter (1998) [20]. We split our proof into four main steps to check the four conditions of
theorem C.2.
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Step 1. For all j, j′, j′′ ∈ {1, . . . , q}, we have E(ζn,jj′j′′i,1 |F i−1
n
) = E(ζn,jj
′
i,2 |F i−1
n
) = E(ζn,jj
′j′′
i,3 |F i−1
n
) =
0. Then the first condition (a) of theorem C.2 is satisfied.
Step 2. For this step, we need to check the validity of condition (b) of theorem C.2 for our
three triangular arrays.
First triangular array. Using the symmetric structure of ζn,jj
′j′′
i,1 it is sufficient to consider
only the case j ≥ j′. Now thanks to the independence between the increments, we have for
all i ∈ {1, . . . , n},
E((ζn,jj
′j′′
i,1 )
2|F i−1
n
) =
∑
k 6=k′
1≤k,k′≤m
n2E
((
δW jik′δW
j′
ik′ − δjj′
∆n
m
)2
(δW j
′′
ik )
2
)
+
∑
k1 6=k′1,k2 6=k′2
1≤k′1,k′2,k1,k2≤m
(k′1,k1)6=(k′2,k2)
n2E
((
δW jik′1δW
j′
i,k′1
− δjj′∆n
m
)
δW j
′′
ik1
(
δW jik′2δW
j′
ik′2
− δjj′∆n
m
)
δW j
′′
ik2
)
.
Actually, the generic term of the above second sum is equal to zero. To check that we consider
the three following subcases.
• If k1 6= k2 and k′1 = k′2, then we can deduce that k1 /∈ {k′1, k′2, k2} and therefore the
generic term is equal to
E(δW j
′′
ik1
)E
((
δW jik′1δW
j′
i,k′1
− δjj′∆n
m
)(
δW jik′2δW
j′
ik′2
− δjj′∆n
m
)
δW j
′′
ik2
)
= 0.
• If k1 = k2 and k′1 6= k′2, then we can deduce that k′1 /∈ {k1, k′2, k2}. Therefore, the
generic term is equal to
E
(
δW jik′1δW
j′
i,k′1
− δjj′∆n
m
)
E
(
δW j
′′
ik1
(
δW jik′2δW
j′
ik′2
− δjj′∆n
m
)
δW j
′′
ik2
)
= 0.
• If k1 6= k2 and k′1 6= k′2, then we have two subsubcases:
– If k1 = k
′
2, we have k1 /∈ {k′1, k2}. Then, the generic term is equal to
E
((
δW jik′1δW
j′
i,k′1
− δjj′∆n
m
)
δW j
′′
ik2
)
E
(
δW j
′′
ik1
(
δW jik1δW
j′
ik1
− δjj′∆n
m
))
= 0.
– If k1 6= k′2, we have k1 /∈ {k′1, k′2, k2}. Then, the generic term is equal to
E(δW j
′′
ik1
)E
((
δW jik′1δW
j′
i,k′1
− δjj′∆n
m
)(
δW jik′2δW
j′
ik′2
− δjj′∆n
m
)
δW j
′′
ik2
)
= 0.
It is worth noticing that the above arguments rely only on the independence between the
increments without using the independence between the components of the Brownian vector.
Concerning the generic term of the first sum, if j = j′ then it is equal to
E
(
(δW jik′)
2 − ∆n
m
)2
E(δW j
′′
ik )
2 =
2
n3m3
σ-ANTITHETIC MULTILEVEL MONTE CARLO METHOD 31
and for j > j′ it is equal to E(δW jik′)
2
E(δW j
′
ik′)
2
E(δW j
′′
ik )
2 = 1
n3m3
. Thus, we get as n→∞
[nt]∑
i=1
E((ζn,jj
′j′′
i,1 )
2|F i−1
n
)−→


m− 1
m2
t, j > j′
2(m− 1)
m2
t j = j′.
Now, it remains to check that for any q ≥ j ≥ j′ ≥ 1, q ≥ j¯ ≥ j¯′ ≥ 1 and j′′, j¯′′ ∈ {1, . . . , q}
s.t. (j, j′, j′′) 6= (j¯, j¯′, j¯′′) , we have ∑[nt]i=1 E(ζn,jj′j′′i,1 ζn,j¯j¯′j¯′′i,1 |F i−1
n
) = 0. To do so, we write
E(ζn,jj
′j′′
i,1 ζ
n,j¯j¯′j¯′′
i,1 |F i−1
n
)
=
∑
1≤k1,k′1,k2,k′2≤m
k1 6=k′1,k2 6=k′2
n2E
((
δW jik′1δW
j′
ik′1
− δjj′∆n
m
)
δW j
′′
ik1
(
δW j¯ik′2δW
j¯′
ik′2
− δj¯ j¯′
∆n
m
)
δW j¯
′′
ik2
)
.
It is easy to check that the arguments given above to prove that this term vanishes remain
valid for the particular case (k1, k
′
1) 6= (k2, k′2) and this, as noticed above is independent of the
choice of (j, j′, j′′) and (j¯, j¯′, j¯′′). Thus, we only need to consider the case (k1, k′1) = (k2, k′2).
Therefore, by the independence between the increments we rewrite the generic term as follows
E
(
(δW jik′1δW
j′
ik′1
− δjj′∆n
m
)(δW j¯ik′1δW
j¯′
ik′1
− δj¯ j¯′
∆n
m
)
)
E
(
δW j
′′
ik1
δW j¯
′′
ik1
)
. (5.3)
Then, it is obvious that when j′′ 6= j¯′′ this generic term vanishes. Now when j′′ = j¯′′, thanks
to its symmetric structure it is sufficient to consider only the case j 6= j¯. For this we have
three subcases.
• If j > j′ and j¯ > j¯′ then δjj′ = δj¯ j¯′ = 0 and we have two possibilities: either j 6= j¯′
then the generic term rewrites E
(
δW jik′1
)
E
(
δW j
′
ik′1
δW j¯ik′1δW
j¯′
ik′1
)
= 0 or j = j¯′ and
then as j¯ > j¯′ = j > j′ the generic term rewrites E
(
(δW jik′1)
2
)
E
(
δW j
′
ik′1
δW j¯ik′1
)
= 0.
• If j = j′ and j¯ > j¯′ or j > j′ and j¯ = j¯′, by the symmetry we can consider only the
first case and as j¯ /∈ {j, j′, j¯′} for which the generic term is equal to zero.
• If j = j′ and j¯ = j¯′ then the generic term rewrites E(((δW jik′1)2 − ∆nm )((δW
j¯
ik′1
)2 −
∆n
m )) = 0.
Second triangular array. Using the anti-symmetric structure of ζn,jj
′
i,2 it is also sufficient
to consider only the case j > j′ as ζn,jji,2 = 0. Then, for i ∈ {1, . . . , n}, we have
E((ζn,jj
′
i,2 )
2|F i−1
n
) =
∑
1≤k<k′≤m
nE
((
δW jikδW
j′
ik′ − δW jik′δW j
′
ik
)2)
+
∑
1≤k1<k′1≤m
1≤k2<k′2≤m
(k1,k′1)6=(k2,k′2)
nE
((
δW jik1δW
j′
ik′1
− δW jik′1δW
j′
ik1
)(
δW jik2δW
j′
ik′2
− δW jik′2δW
j′
ik2
))
.
In the same way as the first triangular array, the generic term of the above second sum is also
equal to zero. This follows easily by expanding this generic term and using the independence
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structure between the increments under conditions (k1, k
′
1) 6= (k2, k′2), k1 < k′1 and k2 <
k′2. Now, concerning the generic term of the first sum, as j > j′ it is easy to check that
E
((
δW jikδW
j′
ik′ − δW jik′δW j
′
ik
)2)
= 2
n2m2
. Thus, as n→∞, ∑[nt]i=1 E((ζn,jj′i,2 )2|F i−1
n
)→m−1m t.
Now, it remains to check that for any q ≥ j > j′ ≥ 1, q ≥ j¯ > j¯′ ≥ 1 s.t. (j, j′) 6= (j¯, j¯′),∑[nt]
i=1 E(ζ
n,jj′
i,2 ζ
n,j¯j¯′
i,2 |F i−1
n
) = 0. So, we have
E(ζn,jj
′
i,2 ζ
n,j¯j¯′
i,2 |F i−1
n
)
=
∑
1≤k1<k′1≤m
1≤k2<k′2≤m
nE((δW ji,k1δW
j′
i,k′1
− δW ji,k′1δW
j′
i,k1
)(δW j¯ik2δW
j¯′
ik′2
− δW j¯ik′2δW
j¯′
ik2
)).
When (k1, k
′
1) 6= (k2, k′2) by similar arguments as for the first triangular array the generic
term of the above sum is equal to zero thanks to the independence between the increments.
When (k1, k
′
1) = (k2, k
′
2) (j, j
′) 6= (j¯, j¯′), we need to treat two cases.
• If j = j¯ and j′ 6= j¯′ as j > j′ we have j′ /∈ {j, j¯, j¯′} and consequently the generic
term is equal to zero. If j 6= j¯ and j′ = j¯′ we use similar arguments to prove that the
generic term is zero.
• If j 6= j¯, j′ 6= j¯′ we have two possibilities: either j 6= j¯′ then j /∈ {j′, j¯, j¯′} or
j¯ > j¯′ = j > j′ and in both cases it is obvious that the generic term also vanishes.
Third triangular array. Using the symmetric structure of ζn,jj
′j′′
i,3 it is also sufficient to
consider only the case j ≥ j′′. Then, for i ∈ {1, . . . , n}, we have
E((ζn,jj
′j′′
i,3 )
2|F i−1
n
) =
∑
1≤k′′<k′<k≤m
n2E
(
δW j
′
ik′(δW
j
ikδW
j′′
ik′′ + δW
j
ik′′δW
j′′
ik )
)2
+
∑
1≤k′′1<k′1<k1≤m
1≤k′′2<k′2<k2≤m
(k1,k′1,k′′1)6=(k2,k′2,k′′2)
n2E
(
δW j
′
ik′1
(δW jik1δW
j′′
ik′′1
+ δW jik′′1δW
j′′
ik1
)δW j
′
ik′2
(δW jik2δW
j′′
ik′′2
+ δW jik′′2δW
j′′
ik2
)
)
.
Similarly as for the first triangular array, we use the independence structure between the
increments under conditions (k1, k
′
1, k
′′
1) 6= (k2, k′2, k′′2), 1 ≤ k′′1 < k′1 < k1 ≤ m and
1 ≤ k′′2 < k′2 < k2 ≤ m to check that the generic term of the second sum is also equal to
zero. Now, concerning the generic term of the first sum, if j = j′′ then it is equal to
4E(δW j
′
ik′)
2
E(δW jik)
2
E(δW jik′′)
2 =
4
n3m3
and for j > j′ it is equal to
E(δW j
′
ik′)
2(E(δW jik)
2
E(δW j
′′
ik′′)
2 + E(δW jik′′)
2
E(δW j
′′
ik )
2) =
2
n3m3
.
Thus, we get as n→∞
[nt]∑
i=1
E((ζn,jj
′j′′
i,3 )
2|F i−1
n
)−→


(m− 1)(m − 2)
3m2
t j > j′′
2(m− 1)(m− 2)
3m2
t j = j′′.
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Now, it remains to check that for any q ≥ j ≥ j′′ ≥ 1, q ≥ j¯ ≥ j¯′′ ≥ 1 and j′, j¯′ ∈ {1, . . . , q}
s.t. (j, j′, j′′) 6= (j¯, j¯′, j¯′′) , we have ∑[nt]i=1 E(ζn,jj′j′′i,3 ζn,jj¯′j¯′′i,3 |F i−1
n
) = 0. To do so, we write
E(ζn,jj
′j′′
i,3 ζ
n,jj¯′j¯′′
i,3 |F i−1
n
)
=n2
∑
1≤k′′1<k′1<k1≤m
1≤k′′2<k′2<k2≤m
E
(
δW j
′
ik′1
(δW jik1δW
j′′
ik′′1
+ δW jik′′1δW
j′′
ik1
)δW j
′
ik′2
(δW jik2δW
j′′
ik′′2
+ δW jik′′2δW
j′′
ik2
)
)
.
When (k′′1, k′1, k1) 6= (k′′2, k′2, k2), by similar arguments as for the first triangular array it is
easy to check that the generic term of the above sum is equal to zero. When (k′′1, k′1, k1) =
(k′′2, k′2, k2), with the condition (j, j′, j′′) 6= (j¯, j¯′, j¯′′), the generic term equals to
E(δW j
′
ik′1
δW j¯
′
ik′1
)E((δW j
′′
ik1
δW jik′′1 + δW
j
ik1
δW j
′′
ik′′1
)(δW j¯
′′
i,k1
δW j¯ik′′1 + δW
j¯
ik1
δW j¯
′′
ik′′1
)).
By the same arguments used to treat (5.3) we easily deduce that the above generic term
vanishes.
Covariance between of the different triangular arrays. For any j, j′, j′′ and j¯, j¯′ in
{1, . . . , q} j ≥ j′, j¯ > j¯′, we have
E(ζn,jj
′j′′
i,1 ζ
n,j¯j¯′
i,2 |F i−1
n
)
=n
√
n
∑
1≤k1,k′1,k2,k′2≤m
k1 6=k′1
k2<k′2
E((δW jik1δW
j′
ik1
− δjj′∆n
m
)δW j
′′
ik′1
(δW j¯ik2δW
j¯′
ik′2
− δW j¯ik′2δW
j¯′
ik2
)).
For any j, j′, j′′ and j¯, j¯′, j¯′′ in {1, . . . , q} j ≥ j′, j¯ ≥ j¯′′, we have
E(ζn,jj
′j′′
i,1 ζ
n,j¯j¯′j¯′′
i,3 |F i−1
n
)
=n2
∑
1≤k1,k′1≤m
k1 6=k′1
1≤k′′2<k′2<k2≤m
E((δW jik1δW
j′
ik1
− δjj′∆n
m
)δW j
′′
ik′1
δW j¯
′
ik′2
(δW j¯ik2δW
j¯′′
ik′′2
+ δW j¯
′′
ik2
δW j¯ik′′2)).
For any j, j′, j′′ and j¯, j¯′ ∈ {1, . . . , q} j ≥ j′′, j¯ > j¯′, we have
E(ζn,jj
′j′′
i,3 ζ
n,j¯j¯′
i,2 |F i−1
n
)
=n
√
n
∑
1≤k′′1<k′1<k1≤m
1≤k2<k′2≤m
E(δW j
′
ik′1
(δW jik1δW
j′′
ik′′1
+ δW j
′′
ik1
δW jik′′1)(δW
j¯
ik2
δW j¯
′
ik′2
− δW j¯′ik′2δW
j¯′
ik2
)).
When developing the above three generic terms, we notice that we always have a product of an
odd number of increments of the Brownian motion. Then, combining this together with the
independence structure between the increments, we easily get
∑[nt]
i=1 E(ζ
n,jj′j′′
i,α ζ
n,j¯j¯′
i,β |F i−1
n
) =
0, for all α, β ∈ {1, 2, 3} with α 6= β.
Step 3. Independence with respect to the original Brownian motion We check the
condition (c) of theorem C.2.
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The first triangular array. For any j, j′, j′′ and j1 in {1, . . . , q}, j ≥ j′, using the indepen-
dence between the increments, we have
E(ζn,jj
′j′′
i,1 ∆W
j1
i |F i−1
n
) =
∑
1≤k1,k2≤m
k1 6=k2
nE((δW jik1δW
j′
ik1
− δjj′∆n
m
)δW j
′′
ik2
(δW j1ik1 + δW
j1
ik2
))
=
∑
1≤k1,k2≤m
k1 6=k2
nE((δW jik1δW
j′
ik1
− δjj′∆n
m
)δW j1ik1)E(δW
j′′
ik2
)
+
∑
1≤k1,k2≤m
k1 6=k2
nE((δW jik1δW
j′
ik1
− δjj′∆n
m
))E(δW j
′′
ik2
δW j1ik2) = 0.
The second triangular array. For any j, j′ and j1 in {1, . . . , q}, it is straight forward that
E(ζn,jj
′
i,2 ∆W
j1
i |F i−1
n
) =
∑
1≤k1,k2≤m
k1<k2
√
nE((δW jik1δW
j′
ik2
− δW jik2δW
j′
ik1
)(δW j1ik1 + δW
j1
ik2
)) = 0
since when developping the generic term of the above sum we always have the expectation of
a product of an odd number of the Brownian increments.
The third triangular array. For any j, j′, j′′, j ≥ j′′ and j1 in {1, . . . , q}, using the inde-
pendence between the different increments we have
E(ζn,jj
′j′′
i,3 ∆W
j1
i |F i−1
n
) = n
∑
1≤k′′<k′<k≤m
E(δW j
′
ik′(δW
j
ikδW
j′′
ik′′+δW
j
ik′′δW
j′′
ik )(δW
j1
ik′+δW
j1
ik+δW
j1
ik′′)) = 0.
Step 4. (Lyapunov’s condition) Now we check condition (d) of theorem C.2.
First triangular array. For any j, j′, j′′ ∈ {1, . . . , q}, j ≥ j′, we prove∑[nt]i=1 E(|ζn,jj′j′′i,1 |4|F i−1
n
)
tends to 0 when n→∞. In fact, using the convexity property of the function x 7→ x4 we note
first that there is a constant Cq > 0 depending only on q such that
E(|ζn,jj′j′′i,1 |4|F i−1
n
) ≤ Cq
∑
1≤k1,k2≤q
k1 6=k2
n4E
(
(δW jik1δW
j′
ik1
− δjj′∆n/m)4(δW j
′′
ik2
)4
)
.
Then by the scaling property of the Brownian motion it is easy to check that there is a
constant Cm > 0 depending only on m such that for all j, j
′, j′′ ∈ {1, . . . , q}, j ≥ j′ and
1 ≤ k1, k2 ≤ q with k1 6= k2, we have E
(
(δW jik1δW
j′
ik1
− δjj′∆n/m)4(δW j
′′
ik2
)4
)
≤ Cmn6 .
Second triangular array. Similarly, for any j, j′ ∈ {1, . . . , q}, j > j′, there is a constant
Cq > 0 depending only on q such that
E(|ζn,jj′i,2 |4|F i−1
n
) ≤ Cq
∑
1≤k1,k2≤q
k1<k2
n2E
(
(δW jik1δW
j′
ik2
− δW j′ik1δW
j
ik2
)4
)
and we deduce the result using the estimate E
(
(δW jik1δW
j′
ik2
− δW j′ik1δW
j
ik2
)4
)
≤ Cm
n4
where
Cm is a positive constant depending only on m.
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Third triangular array. In the same way we have E
(
δW j
′
ik′(δW
j
ikδW
j′′
ik′′ + δW
j
ik′′δW
j′′
ik )
)4
≤
Cm
n6
for Cm > 0. 
Now we are ready to prove the convergence in law of the couple of main terms (Mn,1,Mn,2)
given by (5.1) and (5.2). The following proposition is the core of our main result Theorem
3.2.
Proposition 5.5. As n→∞ , we have
(
√
nMn,1, nMn,2) stably⇒ (M1,M2), (5.4)
where for ℓ ∈ {1, . . . , d}, the ℓth components of M1 and M2 are given by
Mℓ1,t = −2
∫ t
0
hℓ••(Xs)vdZ2,s and Mℓ2,t =
4∑
r=1
Γ¯ℓ,t(r) + N˜ℓ,t + M˜
1
ℓ,t −
1
2
M˜3ℓ,t, t ∈ [0, 1],
with
Γ¯ℓ,t(1) =
m− 1
2m
∫ t
0
(
∇fℓ(Xs)⊤f(Xs) + 1
2
q∑
j,j′=1
g•j(Xs)⊤∇2fℓ(Xs)g•j′(Xs)
)
ds
Γ¯ℓ,t(2) =
m− 1
2m
q∑
j=1
∫ t
0
(
∇fℓ(Xs)⊤g•j(Xs) +∇gℓj(Xs)⊤f(Xs) + 1
2
g(Xs)
⊤∇2gℓj(Xs)g(Xs)vIq
)
dW js
Γ¯ℓ,t(3) =
1
2
q∑
j=1
∫ t
0
[
∇gℓj(Xs)⊤H(Xs) + 1
2
g(Xs)
⊤∇2gℓj(Xs)g(Xs) + h˙sℓ••vg•j(Xs)
]
vdZ••j1,s
Γ¯ℓ,t(4) =
1
2
q∑
j,j′=1
∫ t
0
∇gℓj(Xs)⊤[g˙svg•j′′(Xs)]dZj•j
′
3,s +
1
2
q∑
j=1
∫ t
0
[g(Xs)
⊤∇2gℓj(Xs)g(Xs)]vdZj••3,s
N˜ℓ,t =
∫ t
0
1
8
U⊤s ∇2fℓ(Xs)Usds
M˜1ℓ,t =
q∑
j=1
∫ t
0
1
8
U⊤s ∇2gℓj(Xs)UsdW js
M˜3ℓ,t =
∫ t
0
(h˙sℓ••vUs)vdZ2,s,
where g˙s ∈ (Rd×1)d×q is a block matrix such that for ℓ ∈ {1, . . . , d}, j ∈ {1, . . . , q}, the ℓj-th
block is given by (g˙s)ℓj = ∇gℓj(Xs), s ∈ [0, t] and h˙sℓ•• ∈ (Rd×1)q×q is a random block matrix
such that for j and j′ ∈ {1, . . . , q}, the jj′-th block is given by (h˙sℓ••)jj′ = ∇hℓjj′(Xs) ∈ Rd×1,
s ∈ [0, t]. Here, Z1, Z2 and Z3 are defined above in Theorem 5.3 and for any j, j′′ ∈ {1, . . . , q},
for r ∈ {1, 3}, we denote
Z••jr,s =


Z11jr,s . . . Z
1qj
r,s
...
. . .
...
Zq1jr,s . . . Z
qqj
r,s

 and Zj•j′′r,t = (Zj1j′′r,t , . . . , Zjqj′′r,t )⊤.
36 MOHAMED BEN ALAYA, AHMED KEBAIER, AND THI BAO TRAM NGO
Proof. At first, let us denote ρn = (W,Zn0 , Z
n
1 , Z
n
2 , Z
n
3 ). From Lemma 5.2 and Theorem 5.3
combined with Lemma C.4, we deduce that ρn
stably⇒ ρ, as n→∞ with ρ = (W,Z0, Z1, Z2, Z3).
Besides, as the coefficients f˙ni and g˙
n
i are functions of vector points lying between X
nm
i−1
n
and
Xnm,σi−1
n
, the equation (4.37) can be rewritten into the following continuous form
√
nUnt =
q∑
j=0
∫ ηn(t)
0
F˙n,jηn(s)v
√
nUnηn(s)dY
j
s −
∫ ηn(t)
0
(H(Xnmηn(s))+H(X
nm,σ
ηn(s)
))vdZn2,s+
√
nRn,1t ,
where
F˙n,ji−1
n
=
{
f˙ni , j = 0
(g˙ni )•j , j ∈ {1, . . . , q}
, where (g˙ni )•j = ((g˙
n
i )1j , . . . , (g˙
n
i )dj)
⊤.
Here we used that
∫ i
n
i−1
n
dZn2,s = Z
n
2, i
n
− Zn
2, i−1
n
and Yt = (t,W
1
t , . . . ,W
q
t )
⊤. Thanks to lemmas
2.1 and 3.1, under assumption (Hf,g) the process (H(X
nm) + H(Xnm,σ)) − (2H(X)) Lp→ 0.
Then, since ρn is (UT) (see Theorem 5.3) we deduce thanks to Theorem C.5 that as n→∞
(ρn,
√
nMn,1) = (ρn,
∫
(H(Xnmηn(s)) +H(X
nm,σ
ηn(s)
))vdZn2,s)
stably⇒ (ρ,
∫
2H(Xs)vdZ2,s).
Moreover, under assumption (Hf,g) by lemmas 2.1 and 3.1, it is straightforward that for any
j ∈ {0, . . . , q}, ∫ F˙n,jηn(s)v1ddY js −∫ F˙ jsv1ddY js Lp→ 0, with 1d = (1, . . . , 1)⊤. Thus, by Lemma
C.4 we deduce that as n→∞
(ρn,
√
nMn,1,
∫
F˙n,jηn(s)v1ddY
j
s )
stably⇒ (ρ,
∫
2H(Xs)vdZ2,s,
∫
F˙ jsv1ddY
j
s ),
with F˙ 0s = ∇f(Xs) and for any j ∈ {1, . . . , q}, F˙ js = ∇g•j(Xs). Therefore, by Lemma 4.11
and Theorem C.6 we get that
(ρn,
√
nMn,1,√nUn) stably⇒ (ρ, J, U), as n→∞. (5.5)
Now let us recall that (4.31), (4.32) and (4.34), can be rewritten into a continuous form
nN˜nmℓ,t =
∫ ηn(t)
0
1
16
√
nUnηn(t)
⊤
(
∇2fℓ(ζn,1ηn(t)) +∇2fℓ(ζ
n,2
ηn(t)
)
)√
nUnηn(t)ds,
nM˜nm,1ℓ,t =
∫ ηn(t)
0
1
16
q∑
j′=1
√
nUnηn(t)
⊤
(
∇2gℓj′(ζn,3ηn(t)) +∇2gℓj′(ζ
n,4
ηn(t)
)
)√
nUnηn(t)dW
j′
s ,
nM˜nm,3ℓ,t =
∫ ηn(t)
0
[
h˙
n,nηn(t)+1,2
ℓ•• v
√
nUnηn(t)
]
vdZn2,s.
Under the assumption (Hf,g) and thanks to lemmas 2.1 and 3.1 combined with (5.5), we
deduce by Theorem C.5 that
(ρn,
√
nMn,1, nN˜nm, nM˜nm,1, nM˜nm,3) stably⇒ (ρ, J, N˜ , M˜1, M˜3) as n→∞.
Similarly, by rewriting Γ¯n(r), r ∈ {1, . . . , 4} in continuous forms we deduce by Theorem C.5
(ρn,
√
nMn,1, nN˜nm, nM˜nm,1, nM˜nm,3, Γ¯n(1), Γ¯n(2), Γ¯n(3), Γ¯n(4))
stably⇒ (ρ, J, N˜ , M˜1, M˜3, Γ¯(1), Γ¯(2), Γ¯(3), Γ¯(4)) as n→∞,
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where for i = 1, . . . , 4 and 1 ≤ ℓ ≤ d the ℓ-th component of the process Γ¯(i) is given by the
process Γ¯ℓ(i). This completes the proof. 
Appendix A. Proofs concerning analysis of Un and V n
Proof of Lemma 4.11. By (4.37), we recall that
Rn,1t =
[nt]∑
i=1
(H(Xnmi−1
n
)−H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)
+
[nt]∑
i=1
(Mnm,Idi−1
n
−Mnm,σi−1
n
) +
[nt]∑
i=1
(Nnm,Idi−1
n
−Nnm,σi−1
n
).
At first, it is obvious that E(
√
n
∑[nt]
i=1(H(X
nm
i−1
n
)−H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i −Iq∆n)|F i−1
n
) = 0.
Then, by the discrete BDG inequality combined with Lemma 3.1 and assumption (Hf,g), there
is a generic positive constant C such that
np/2E

 sup
0≤t≤1
|
[nt]∑
i=1
(H(Xnmi−1
n
)−H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)|p


≤ Cnp/2E
(
n∑
i=1
|H(Xnmi−1
n
)−H(Xnm,σi−1
n
)|2||∆Wi∆W⊤i − Iq∆n|2
)p/2
≤Cnp−1
n∑
i=1
E|H(Xnmi−1
n
)−H(Xnm,σi−1
n
)|pE|∆Wi∆W⊤i − Iq∆n|p ≤ C∆p/2n .
Then the process
√
n
∑[n.]
i=1(H(X
nm
i−1
n
) − H(Xnm,σi−1
n
))v(∆Wi∆W
⊤
i − Iq∆n) L
p→ 0. In the same
way as above, we use the discrete BDG inequality and (4.11), there exists a positive constant
C such that
E( sup
0≤t≤1
|
[nt]∑
i=1
Mnm,Idi−1
n
−Mnm,σi−1
n
|p) ≤Cnp/2−1
n∑
i=1
E(|Mnm,Idi−1
n
−Mnm,σi−1
n
|p) ≤ C∆pn.
Therefore, we obtain also the convergence of the process
√
n
∑[n.]
i=1(M
nm,Id
i−1
n
−Mnm,σi−1
n
)
Lp→ 0.
Now, by (4.12), we have E(sup0≤t≤1 |
∑[nt]
i=1(N
nm,Id
i−1
n
−Nnm,σi−1
n
)|p) is bounded by
np−1
n∑
i=1
E(|Nnm,Idi−1
n
−Nnm,σi−1
n
|p) ≤ np−1
n∑
i=1
2Kp∆
2p
n = 2Kp∆
p
n.
Thus, we get
√
n
∑[n.]
i=1(N
nm,Id
i−1
n
− Nnm,σi−1
n
)
Lp→ 0. Finally, we get the (UT) of Zn0 , Zn1 , Zn2 and
Zn3 thanks to Lemma C.1. 
Proof of Lemma 4.12. By (4.40), we recall that
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Rn,2t =
1
2
∑
σ˜∈{Id,σ}
[nt]∑
i=1
(
R˜nm,σ˜i−1
n
(0) +
3∑
r=0
Rnm,σ˜i−1
n
(r)
)
+ M˜nm,2t
+
[nt]∑
i=1
(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n).
At first, thanks to Jensen’s inequality and (4.15), there is a positive constant C such that
npE( sup
0≤t≤1
|
[nt]∑
i=1
R˜nm,σ˜i−1
n
(0)|p) ≤ Cn2p−1
n∑
i=1
E|R˜nm,σ˜i−1
n
(0)|p = o(1).
Then we get n
∑[n.]
i=1 R˜
nm,σ˜
i−1
n
(0)
Lp→ 0 as n → ∞. Now, we consider n∑[nt]i=1Rnm,σ˜i−1
n
(r) for any
r ∈ {0, . . . , 3}. By the discrete BDG inequality, (4.14), (4.17), (4.21), (4.25) and Jensen’s
inequality, there is a generic constant C > 0 such that for all r ∈ {0, . . . , 3} we have
npE( sup
0≤t≤1
|
[nt]∑
i=1
Rnm,σ˜i−1
n
(r)|p) ≤ CnpE( n∑
i=1
|Rnm,σ˜i−1
n
(r)|2)p/2 ≤ Cn3p/2−1 n∑
i=1
E|Rnm,σ˜i−1
n
(r)|p = o(1).
Then we get n
∑[n.]
i=1R
nm,σ˜
i−1
n
(r)
Lp→ 0 as n→ ∞, for any r ∈ {0, . . . , 3}. Next, we recall from
(4.33) that for ℓ ∈ {1, . . . , d}, the ℓth component of the generic term of the martingale trian-
gular array M˜nm,2t is given by
M˜nm,2
ℓ, i−1
n
=
1
4
[
h˙n,i,1ℓ•• v(X
nm
i−1
n
−Xnm,σi−1
n
)
]
v(∆Wi∆W
⊤
i − Iq∆n).
Similarly, we use the discrete BDG and Jensen inequalities to get E(np sup
0≤t≤1
|∑[nt]i=1 M˜nm,2i−1
n
|p) is
bounded by Cn3p/2−1
∑n
i=1 E|M˜nm,2i−1
n
|p. Besides, according to (4.33), for j and j′ ∈ {1, . . . , q},
the jj′-th block is given by (h˙n,i,1ℓ•• )jj′ = ∇hℓjj′(ζn,5i−1
n
) − ∇hℓjj′(ζn,6i−1
n
) ∈ Rd×1 where ζn,5i−1
n
∈
(Xnmi−1
n
, X¯nm,σi−1
n
) and ζn,6i−1
n
∈ (Xnm,σi−1
n
, X¯nm,σi−1
n
). By using the independence between ∆Wi and
F i−1
n
, Cauchy-Schwarz inequality, Lemma 3.1, Corollary 4.9 and (Hf,g), we have
max
1≤i≤n
E|M˜nm,2i−1
n
|p ≤ C
[
max
1≤i≤n
E|h˙n,i,1ℓ•• |2p max1≤i≤nE|X
nm
i−1
n
−Xnm,σi−1
n
|2p
]1/2
max
1≤i≤n
E|∆Wi∆W⊤i − Iq∆n|p
≤ C(∆pn∆pn)1/2∆pn = C∆2pn .
Therefore, we get
E

np sup
0≤t≤1
|
[nt]∑
i=1
M˜nm,2i−1
n
|p

 = O(∆p/2n ).
Finally, similarly as above, since E((H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)|F i−1
n
) = 0,
by the discrete BDG and Jensen inequalities and as E|∆Wi∆W⊤i − Iq∆n|p = O(∆pn) , we get
npE
(
sup
0≤t≤1
|∑[nt]i=1(H(X¯nm,σi−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n)|p
)
is bounded up to a positive
multiplicative constant by np/2−1
∑n
i=1 E|H(X¯nm,σi−1
n
) − H(Xni−1
n
)|p. Next, thanks to Corollary
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4.9 and assumption (Hf,g), we deduce that this upper bound is O(∆
p/2
n ). Then we get
n
∑[n.]
i=1(H(X¯
nm,σ
i−1
n
)−H(Xni−1
n
))v(∆Wi∆W
⊤
i − Iq∆n) L
p→ 0 as n→∞. 
Appendix B. Proof of essential lemmas
Proof of Lemma 4.1. By the tower property we have
E(Mnm,σ˜,1
ℓ, i−1
n
|F i−1
n
) =
m∑
k=2
∇fℓ(Xnm,σ˜i−1
n
)⊤
k−1∑
k′=1
E
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)E
(
δWiσ˜(k′)
∆n
m
|Fk′−1,σ˜i−1
n
)
|F i−1
n
)
E(Mnm,σ˜,2
ℓ, i−1
n
|F i−1
n
) =
m∑
k=2
q∑
j=1
E
([
∇g⊤ℓj(Xnm,σ˜i−1
n
)
k−1∑
k′=1
(
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
[
g˙nik′v(X
nm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
)
]
δWiσ˜(k′) +H(X
nm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)
+
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤∇2gℓj(ξ2,nik )(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
E(δW jiσ˜(k)|Fk−1,σ˜i−1
n
)|F i−1
n
)
E(Mnm,σ˜,3
ℓ, i−1
n
|F i−1
n
) =
m∑
k=2
E
([
h˙n,ikℓ•• v(X
nm,σ˜
m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
vE
(
δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
|Fk−1,σ˜i−1
n
)
|F i−1
n
)
.
Since δWi,σ˜(k) is independent of Fk−1,σ˜i−1
n
, k ∈ {1, . . . ,m}, E(δWi,σ˜(k)) = 0 and E(δWiσ˜(k)δW⊤iσ˜(k)−
Iq
∆n
m ) = 0, we get E(M
nm,σ
i−1
n
|F i−1
n
) = 0. Now, it remains to have upper bounds for E(|Mnm,σi−1
n
|p)
and E(|Nnm,σi−1
n
|p). Thanks to our assumption (Hf,g) it is easy to see the existence of C > 0
s.t.
|Mnm,σ˜,1
ℓ, i−1
n
| ≤ C
m∑
k=2
k−1∑
k′=1
(
1 +
∣∣∣Xnm,σ˜m(i−1)+k′−1
nm
∣∣∣)∣∣∣δWiσ˜(k′)∆nm
∣∣∣
|Mnm,σ˜,2
ℓ, i−1
n
| ≤ C
m∑
k=2
q∑
j=1
(
k−1∑
k′=1
[
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)(∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|)
+ |Xnm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
||δWiσ˜(k′)|
]
+
1
2
|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2
)
|δW jiσ˜(k)|
|Mnm,σ˜,3
ℓ, i−1
n
| ≤ C
m∑
k=2
|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
||δWiσ˜(k)δW⊤iσ˜(k) − Iq
∆n
m
|,
Here, the constant C is a generic positive constant whose values may vary from line to line. We
obtain (4.11) using the independence between the above increments combined with Lemma
3.1 and the fact that E|δWi,σ˜(k)|p = O(∆p/2n ) and E|δWiσ˜(k)δW⊤iσ˜(k)−Iq∆nm |p = O(∆pn). Similar
arguments give us inequality (4.12). 
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Proof of Lemma 4.2. Thanks to equations (4.1) and (4.6) combined with (2.2), we deduce
relation (4.13) with :
Rnm,σ˜
ℓ, i−1
n
(0) =
∆n
m
m∑
k,k′=1
k′<k
∇f⊤ℓ (Xnm,σ˜i−1
n
)H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
+
[
g(X i−1
n
)⊤∇2fℓ(X i−1
n
)g(X i−1
n
)
]
v
m∑
k,k′,k′′=1
k′′<k′<k
δWiσ˜(k′)δW
⊤
iσ˜(k′′)
∆n
m
and
R˜nm,σ˜
ℓ, i−1
n
(0) =
∆n
m
m∑
k,k′=1
k′<k
∇f⊤ℓ (Xnm,σ˜i−1
n
)
(
f(Xnm,σ˜
m(i−1)+k′−1
nm
)− f(X i−1
n
)
)∆n
m
+
m− 1
2m
(∇f⊤ℓ (Xnm,σ˜i−1
n
)−∇f⊤ℓ (X i−1
n
)
)
f(X i−1
n
)∆2n
+
1
2
m∑
k=2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤
(∇2fℓ(ξ1,nik )−∇2fℓ(X i−1
n
)
)
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
∆n
m
+
1
2
m∑
k,k′=1
k′<k
(f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
))⊤
×∇2fℓ(X i−1
n
)(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
∆n
m
+
1
2
m∑
k,k′=1
k′<k
((
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
)⊤
∇2fℓ(X i−1
n
)(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
∆n
m
+
1
2
m∑
k=2
k−1∑
k′=1
(
g(X i−1
n
)δWiσ˜(k′)
)⊤∇2fℓ(X i−1
n
)
( k−1∑
k′=1
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
k−1∑
k′=1
H(Xnm,σ˜
m(i−1)+k′−1
nm
)
v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
) +
k−1∑
k′=1
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
)
∆n
m
.
By the tower property we have
E(Rnm,σ˜
ℓ, i−1
n
(0)|F i−1
n
) = E
(
∆n
m
m∑
k,k′=1
k′<k
∇f⊤ℓ (Xnm,σ˜i−1
n
)H(Xnm,σ˜
m(i−1)+k′−1
nm
)vE(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
|Fk′−1,σ˜i−1
n
)
+
[
g(X i−1
n
)⊤∇2fℓ(X i−1
n
)g(X i−1
n
)
]
v
m∑
k,k′,k′′=1
k′′<k′<k
E(δWiσ˜(k′)|Fk
′−1,σ˜
i−1
n
)δW⊤iσ˜(k′′)
∆n
m
∣∣∣∣F i−1
n
)
.
Since δWiσ˜(k) is independent of Fk−1,σ˜i−1
n
, k ∈ {1, . . . ,m}, E(δWi,σ˜(k)) = 0 and E(δWiσ˜(k)δW⊤iσ˜(k)−
Iq
∆n
m ) = 0, we get E(R
nm,σ˜
ℓ, i−1
n
(0)|F i−1
n
) = 0. Thanks to our assumption (Hf,g) it is easy to see
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the existence of C > 0 s.t.
|Rnm,σ˜
ℓ, i−1
n
(0)| ≤ C∆n
m∑
k,k′=1
k′<k
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
)|
+ C∆n(1 + |X i−1
n
|2)
m∑
k,k′,k′′=1
k′′<k′<k
|δWiσ˜(k′)||δWiσ˜(k′′)|,
and
|R˜nm,σ˜
ℓ, i−1
n
(0)| ≤ C∆2n
m∑
k,k′=1
k′<k
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|+ C∆2n|Xnm,σ˜i−1
n
−X i−1
n
|(1 + |X i−1
n
|)
+ C∆n
m∑
k=2
|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2|∇2f⊤ℓ (ξ1,nik )−∇2f⊤ℓ (X i−1
n
)|
+ C∆n
m∑
k,k′=1
k′<k
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)(∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|)|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|
+ C∆n
m∑
k,k′=1
k′<k
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
||δWiσ˜(k′)||Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|
+ C∆n
m∑
k=2
( k−1∑
k′=1
(1 + |X i−1
n
|)|δWiσ˜(k′)|
)( k−1∑
k′=1
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
||δWiσ˜(k′)|
+
k−1∑
k′=1
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)(∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|)
)
.
Here, the constant C is a generic positive constant whose values may vary from line to line.
Next, using the independence between the increments, we get
E|Rnm,σ˜
ℓ, i−1
n
(0)|p ≤ C∆pn
m∑
k,k′=1
k′<k
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|p)E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|p
+C∆pn(1 + E|X i−1
n
|2p)
m∑
k,k′,k′′=1
k′′<k′<k
E|δWiσ˜(k′)|pE|δWiσ˜(k′′)|p,
and by Cauchy-Schwarz inequality combined with the independence between the increments,
we also get
E|R˜nm,σ˜
ℓ, i−1
n
(0)|p ≤ C∆2pn
m∑
k,k′=1
k′<k
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|p
+ C∆2pn
(
E|Xnm,σ˜i−1
n
−X i−1
n
|2p)1/2(1 + E|X i−1
n
|2p)1/2
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+ C∆pn
m∑
k=2
(
E|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|4p)1/2(E|∇2f⊤ℓ (ξ1,nik )−∇2f⊤ℓ (X i−1
n
)|2p)1/2
+ C∆pn
m∑
k,k′=1
k′<k
(
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|2p)(∆2pn + E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|2p)
)1/2
× (E|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2p)1/2
+ C∆pn
m∑
k,k′=1
k′<k
(
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|2pE|δWiσ˜(k′)|2p
)1/2(
E|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2p)1/2
+ C∆pn
m∑
k=2
k−1∑
k′=1
[
(1 + E|X i−1
n
|2p)E|δWiσ˜(k′)|2p
]1/2( k−1∑
k′=1
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|2p)∆2pn +
k−1∑
k′=1
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|2p)E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|2p
+
k−1∑
k′=1
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|2pE|δWiσ˜(k′)|2p
)1/2
.
Now, using Lemma 2.1 combined with Lemma 3.1 and the fact that E|δWi,σ˜(k)|p = O(∆p/2n ),
E|δWiσ˜(k)δW⊤iσ˜(k) − Iq∆nm |p = O(∆pn), we obtain (4.14) and we have
E|R˜nm,σ˜
ℓ, i−1
n
(0)|p = O(∆5p/2n ) +O(∆2pn )
m∑
k=2
(
E|∇2f⊤ℓ (ξ1,nik )−∇2f⊤ℓ (X i−1
n
)|2p)1/2.
We recall from relation (4.4) section 4 that ξ1,nik ∈ (Xnm,σ˜i−1
n
,Xnm,σ˜m(i−1)+k−1
nm
). Then, by using
Lemma 2.1, Lemma 3.1 and the assumption (Hf,g), we have E|∇2f⊤ℓ (ξ1,nik )−∇2f⊤ℓ (X i−1
n
)|2p =
O(∆pn), which yields us (4.15). 
Proof of Lemma 4.3. Thanks to equation (4.7), we deduce from relation (4.16) the exact form
of Rnm,σ˜
ℓ, i−1
n
(1) that is given by
Rnm,σ˜
ℓ, i−1
n
(1) =
∆n
m
∇fℓ(Xnm,σ˜i−1
n
)⊤
m∑
k,k′=1
k′<k
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
+
∆n
m
(∇fℓ(Xnm,σ˜i−1
n
)⊤ −∇fℓ(X i−1
n
)⊤
)
g(X i−1
n
)
m∑
k,k′=1
k′<k
δWiσ˜(k′).
By the tower property we have
E(Rnm,σ˜
ℓ, i−1
n
(1)|F i−1
n
) = E
(
∆n
m
∇fℓ(Xnm,σ˜i−1
n
)⊤
m∑
k,k′=1
k′<k
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
E(δWiσ˜(k′)|Fk
′−1,σ˜
i−1
n
)
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+
∆n
m
(∇fℓ(Xnm,σ˜i−1
n
)⊤ −∇fℓ(X i−1
n
)⊤
)
g(X i−1
n
)
m∑
k,k′=1
k′<k
E(δWiσ˜(k′)|Fk
′−1,σ˜
i−1
n
)|F i−1
n
)
.
Since δWi,σ˜(k) is independent of Fk−1,σ˜i−1
n
, k ∈ {1, . . . ,m}, E(δWi,σ˜(k)) = 0 and then E(Rnm,σ˜ℓ, i−1
n
(1)|F i−1
n
) =
0. Now, thanks to our assumption (Hf,g) it is easy to see the existence of C > 0 s.t.
|Rnm,σ˜
ℓ, i−1
n
(1)| ≤ C∆n
m∑
k,k′=1
k′<k
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
||δWiσ˜(k′)|
+ C∆n|Xnm,σ˜i−1
n
−X i−1
n
|(1 + |X i−1
n
|)
m∑
k,k′=1
k′<k
|δWiσ˜(k′)|.
Here, the constant C is a generic positive constant whose values may vary from line to
line. Next, applying Cauchy-Schwarz inequality and using the independence between the
increments, we get
E|Rnm,σ˜
ℓ, i−1
n
(1)|p ≤ C∆pn
m∑
k,k′=1
k′<k
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|pE|δWiσ˜(k′)|p
+ C∆pn
(
E|Xnm,σ˜i−1
n
−X i−1
n
|2p)1/2(1 + (E|X i−1
n
|2p)1/2) m∑
k,k′=1
k′<k
E|δWiσ˜(k′)|p.
By the fact that E|δWi,σ˜(k)|p = O(∆p/2n ) and E|δWiσ˜(k)δW⊤iσ˜(k) − Iq∆nm |p = O(∆pn), we have
E|Rnm,σ˜
ℓ, i−1
n
(1)|p ≤ C∆3p/2n
m∑
k,k′=1
k′<k
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|p
+ C∆3p/2n
(
E|Xnm,σ˜i−1
n
−X i−1
n
|2p)1/2(1 + (E|X i−1
n
|2p).
We obtain (4.17) using Lemma 2.1 and Lemma 3.1. 
Proof of Lemma 4.4. Thanks to equation (4.19) and (2.2), we deduce from relation (4.20) the
exact form of Rnm,σ˜
ℓ, i−1
n
(2). We have
Rnm,σ˜
ℓ, i−1
n
(2) =
q∑
j=1
[
∇g⊤ℓj(Xnm,σ˜i−1
n
)
m∑
k,k′=1
k′<k
((
f(Xnm,σ˜
m(i−1)+k′−1
nm
)− f(X i−1
n
)
)∆n
m
+
(
H(Xnm,σ˜
m(i−1)+k′−1
nm
)−H(X i−1
n
)
)
v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)]
δW jiσ˜(k)
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+
q∑
j=1
[(∇g⊤ℓj(Xnm,σ˜i−1
n
)−∇g⊤ℓj(X i−1
n
)
) m∑
k,k′=1
k′<k
(
f(X i−1
n
)
∆n
m
+
H(X i−1
n
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
)]
δW jiσ˜(k)
+
m∑
k=3
q∑
j=1
(∇g⊤ℓj(Xnm,σ˜i−1
n
)−∇g⊤ℓj(X i−1
n
)
) k−1∑
k′=2
[
g˙nik′v(X
nm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
)
]
δWiσ˜(k′)δW
j
iσ˜(k)
+
m∑
k=3
q∑
j=1
∇g⊤ℓj(X i−1
n
)
k−1∑
k′=2
[(
g˙nik′ − g˙ni
)
v(Xnm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
)
]
δWiσ˜(k′)δW
j
iσ˜(k)
+
m∑
k=3
q∑
j=1
∇g⊤ℓj(X i−1
n
)
k−1∑
k′=2
[
g˙niv
( k′−1∑
k′′=1
f(Xnm,σ˜
m(i−1)+k′′−1
nm
)
∆n
m
+
k′−1∑
k′′=1
H(Xnm,σ˜
m(i−1)+k′′−1
nm
)v(δWiσ˜(k′′)δW
⊤
iσ˜(k′′) − Iq
∆n
m
)
+
k′−1∑
k′′=1
(
g(Xnm,σ˜
m(i−1)+k′′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′′)
)]
δWiσ˜(k′)δW
j
iσ˜(k)
+
m∑
k=2
q∑
j=1
1
2
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)⊤
(∇2gℓj(ξ2,nik )−∇2gℓj(X i−1
n
)
)
(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)δW jiσ˜(k)
+
1
2
q∑
j=1
m∑
k,k′=1
k′<k
(f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
))⊤
×∇2gℓj(X i−1
n
)(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)δW jiσ˜(k)
+
1
2
q∑
j=1
m∑
k,k′=1
k′<k
((
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
)⊤
∇2gℓj(X i−1
n
)(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)δW jiσ˜(k)
+
q∑
j=1
1
2
m∑
k=2
( k−1∑
k′=1
g(X i−1
n
)δWiσ˜(k′)
)⊤∇2gℓj(X i−1
n
)
( k−1∑
k′=1
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
k−1∑
k′=1
H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
) +
k−1∑
k′=1
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
)
δW jiσ˜(k).
By the tower property, the independence of δWi,σ˜(k) of Fk−1,σ˜i−1
n
, k ∈ {1, . . . ,m}, and E(δWi,σ˜(k)) =
0, we deduce E(Rnm,σ˜
ℓ, i−1
n
(2)|F i−1
n
) = 0. Moreover, thanks to our assumption (Hf,g) it is easy to
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see the existence of a generic positive constant C which does not depend on i s.t.
|Rnm,σ˜
ℓ, i−1
n
(2)| ≤ C
q∑
j=1
m∑
k,k′=1
k′<k
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|
(
∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|
)
|δW jiσ˜(k)|
+ C
q∑
j=1
|Xnm,σ˜i−1
n
−X i−1
n
|
m∑
k,k′=1
k′<k
(1 + |X i−1
n
|)
(
∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|
)
|δW jiσ˜(k)|
+ C
m∑
k=3
q∑
j=1
|Xnm,σ˜i−1
n
−X i−1
n
|
k−1∑
k′=2
|Xnm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
||δWiσ˜(k′)||δW jiσ˜(k)|
+ C
m∑
k=3
q∑
j=1
k−1∑
k′=2
|Xnm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
||g˙nik′ − g˙ni ||δWiσ˜(k′)||δW jiσ˜(k)|
+ C
m∑
k=3
q∑
j=1
k−1∑
k′=2
[ k′−1∑
k′′=1
(1 + |Xnm,σ˜
m(i−1)+k′′−1
nm
|)(∆n
m
+ |δWiσ˜(k′′)δW⊤iσ˜(k′′) − Iq
∆n
m
|)
+
k′−1∑
k′′=1
|Xnm,σ˜
m(i−1)+k′′−1
nm
−X i−1
n
||δWiσ˜(k′′)|
]
|δWiσ˜(k′)||δW jiσ˜(k)|
+ C
m∑
k=2
q∑
j=1
|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2|∇2gℓj(ξ2,nik )−∇2gℓj(X i−1
n
)||δW jiσ˜(k)|
+ C
q∑
j=1
m∑
k,k′=1
k′<k
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)(∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|)|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
||δW jiσ˜(k)|
+ C
q∑
j=1
m∑
k,k′=1
k′<k
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
||δWiσ˜(k′)||Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
||δW jiσ˜(k)|
+ C
q∑
j=1
m∑
k=2
( k−1∑
k′=1
(1 + |X i−1
n
|)|δWiσ˜(k′)|
)( k−1∑
k′=1
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)(∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|)
+
k−1∑
k′=1
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
||δWiσ˜(k′)|
)
|δW jiσ˜(k)|.
Here, the values of the constant C may vary from line to line. Next, we apply Cauchy-Schwarz
inequality and use the independence between the increments, we get
E|Rnm,σ˜
ℓ, i−1
n
(2)|p ≤ C
q∑
j=1
m∑
k,k′=1
k′<k
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|p
(
∆pn
mp
+ E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|p
)
E|δW jiσ˜(k)|p
+ C
q∑
j=1
m∑
k,k′=1
k′<k
(
E|Xnm,σ˜i−1
n
−X i−1
n
|2p(1 + E|X i−1
n
|2p))1/2(∆pn
mp
+ E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|p
)
E|δW jiσ˜(k)|p
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+ C
m∑
k=3
q∑
j=1
(
E|Xnm,σ˜i−1
n
−X i−1
n
|2p)1/2 k−1∑
k′=2
(
E|Xnm,σ˜
m(i−1)+k′−1
nm
−Xnm,σ˜i−1
n
|2p)1/2E|δWiσ˜(k′)|pE|δW jiσ˜(k)|p
+ C
m∑
k=3
q∑
j=1
k−1∑
k′=2
[
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|2pE|g˙nik′ − g˙ni |2p
]1/2
E|δWiσ˜(k′)|pE|δW jiσ˜(k)|p
+ C
m∑
k=3
q∑
j=1
k−1∑
k′=2
[ k′−1∑
k′′=1
(1 + E|Xnm,σ˜
m(i−1)+k′′−1
nm
|p)(∆pn
mp
+ E|δWiσ˜(k′′)δW⊤iσ˜(k′′) − Iq
∆n
m
|p)
+
k′−1∑
k′′=1
E|Xnm,σ˜
m(i−1)+k′′−1
nm
−X i−1
n
|pE|δWiσ˜(k′′)|p
]
E|δWiσ˜(k′)|pE|δW jiσ˜(k)|p
+ C
m∑
k=2
q∑
j=1
(
E|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|4pE|∇2gℓj(ξ2,nik )−∇2gℓj(X i−1
n
)|2p
)1/2
E|δW jiσ˜(k)|p
+ C
q∑
j=1
m∑
k,k′=1
k′<k
(
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|2p)(∆
2p
n
m2p
+ E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|2p)
)1/2
× (E|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2p)1/2E|δW j
iσ˜(k)
|p
+ C
q∑
j=1
m∑
k,k′=1
k′<k
(
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|2pE|δWiσ˜(k′)|2p
)1/2(
E|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2p)1/2E|δW jiσ˜(k)|p
+ C
q∑
j=1
m∑
k=2
( k−1∑
k′=1
(1 + E|X i−1
n
|2p)E|δWiσ˜(k′)|2p
)1/2( k−1∑
k′=1
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|2p)(∆
2p
n
m2p
+ E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|2p) +
k−1∑
k′=1
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|2pE|δWiσ˜(k′)|2p
)1/2
E|δW jiσ˜(k)|p.
By using Lemma 2.1 combined with Lemma 3.1 and the fact that E|δWi,σ˜(k)|p = O(∆p/2n ),
E|δWiσ˜(k)δW⊤iσ˜(k) − Iq∆nm |p = O(∆pn), we get
E|Rnm,σ˜
ℓ, i−1
n
(2)|p = O(∆2pn ) +O(∆3p/2n )
m∑
k=3
k−1∑
k′=2
[
E|g˙nik′ − g˙ni |2p
]1/2
+O(∆3p/2n )
m∑
k=2
q∑
j=1
(
E|∇2gℓj(ξ2,nik )−∇2gℓj(X i−1
n
)|2p
)1/2
.
Now, let us recall that from relation (4.19) we have g˙nik′ ∈ (Rd×1)d×q and g˙ni ∈ (Rd×1)d×q, for
ℓ ∈ {1, . . . , d}, j ∈ {1, . . . , q}, (g˙nik′)ℓj = ∇gℓj(ξ′2,nik′ ) ∈ Rd×1 and (g˙ni )ℓj = ∇gℓj(X i−1
n
) where
ξ′2,nik′ ∈ (Xnm,σ˜i−1
n
,Xnm,σ˜
m(i−1)+k′−1
nm
). We also recall that from (4.19) ξ2,nik ∈ (Xnm,σ˜i−1
n
,Xnm,σ˜m(i−1)+k−1
nm
).
Then, by Lemma 2.1, Lemma 3.1 and assumption (Hf,g), we get E|∇2gℓj(ξ2,nik )−∇2gℓj(X i−1
n
)|2p =
E|g˙nik′ − g˙ni |2p = O(∆pn). Hence, we deduce (4.21). 
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Proof of Lemma 4.7. Thanks to equation (4.23), we deduce from relation (4.24) the exact
form of Rnm,σ˜
ℓ, i−1
n
(3). We have
Rnm,σ˜
ℓ, i−1
n
(3) =
m∑
k=2
[(
h˙n,ikℓ•• − h˙n,iℓ••
)
v(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
)
+
m∑
k=2
[
h˙n,iℓ••v
( k−1∑
k′=1
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
k−1∑
k′=1
H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
+
k−1∑
k′=1
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
)]
v(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
).
By the tower property we have
E(Rnm,σ˜
ℓ, i−1
n
(3)|F i−1
n
) = E
( m∑
k=2
[(
h˙n,ikℓ•• − h˙n,iℓ••
)
v(Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
)
]
vE(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
|Fk−1,σ˜i−1
n
)
+
m∑
k=2
[
h˙n,iℓ••v
( k−1∑
k′=1
f(Xnm,σ˜
m(i−1)+k′−1
nm
)
∆n
m
+
k−1∑
k′=1
H(Xnm,σ˜
m(i−1)+k′−1
nm
)v(δWiσ˜(k′)δW
⊤
iσ˜(k′) − Iq
∆n
m
)
+
k−1∑
k′=1
(
g(Xnm,σ˜
m(i−1)+k′−1
nm
)− g(X i−1
n
)
)
δWiσ˜(k′)
)]
vE(δWiσ˜(k)δW
⊤
iσ˜(k) − Iq
∆n
m
|Fk−1,σ˜i−1
n
)|F i−1
n
)
.
Since δWi,σ˜(k) is independent of Fk−1,σ˜i−1
n
, k ∈ {1, . . . ,m}, E(δWiσ˜(k)δW⊤iσ˜(k)−Iq∆nm ) = 0, we get
E(Rnm,σ˜
ℓ, i−1
n
(3)|F i−1
n
) = 0. Now, thanks to our assumption (Hf,g) it is easy to see the existence
of constant C > 0 s.t.
|Rnm,σ˜
ℓ, i−1
n
(3)| ≤ C
m∑
k=2
|h˙n,ikℓ•• − h˙n,iℓ••||Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
||δWiσ˜(k)δW⊤iσ˜(k) − Iq
∆n
m
|
+ C
m∑
k=2
( k−1∑
k′=1
(1 + |Xnm,σ˜
m(i−1)+k′−1
nm
|)(∆n
m
+ |δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|)
+
k−1∑
k′=1
|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
||δWiσ˜(k′)|
)
|δWiσ˜(k)δW⊤iσ˜(k) − Iq
∆n
m
|.
Here, the constant C is a generic positive constant whose values may vary from line to line.
Next, we apply Cauchy-Schwarz inequality and use the independence between the increments,
to get
E|Rnm,σ˜
ℓ, i−1
n
(3)|p ≤ C
m∑
k=2
(
E|h˙n,ikℓ•• − h˙n,iℓ••|2pE|Xnm,σ˜m(i−1)+k−1
nm
−Xnm,σ˜i−1
n
|2p)1/2E|δWiσ˜(k)δW⊤iσ˜(k) − Iq∆nm |p
+ C
m∑
k=2
( k−1∑
k′=1
(1 + E|Xnm,σ˜
m(i−1)+k′−1
nm
|p)(∆
p
n
mp
+ E|δWiσ˜(k′)δW⊤iσ˜(k′) − Iq
∆n
m
|p)
+
k−1∑
k′=1
E|Xnm,σ˜
m(i−1)+k′−1
nm
−X i−1
n
|pE|δWiσ˜(k′)|p
)
E|δWiσ˜(k)δW⊤iσ˜(k) − Iq
∆n
m
|p.
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By Lemma 2.1, Lemma 3.1 and the fact that E|δWi,σ˜(k)|p = O(∆p/2n ), E|δWiσ˜(k)δW⊤iσ˜(k) −
Iq
∆n
m |p = O(∆pn), we have
E|Rnm,σ˜
ℓ, i−1
n
(3)|p = O(∆2pn ) +O(∆3p/2n )
m∑
k=2
(
E|h˙n,ikℓ•• − h˙n,iℓ••|2p
)1/2
.
We recall from relation (4.23) in Section 4 that h˙n,ikℓ•• ∈ (Rd×1)q×q and h˙n,iℓ•• ∈ (Rd×1)q×q, for
j and j′ ∈ {1, . . . , q}, (h˙n,ikℓ•• )jj′ = ∇hℓjj′(ξ3,nik ) ∈ Rd×1 and (h˙n,iℓ••)jj′ = ∇hℓjj′(X i−1
n
) where
ξ3,nik ∈ (Xnm,σ˜i−1
n
,Xnm,σ˜m(i−1)+k−1
nm
). Then, by using Lemma 3.1 and the assumption (Hf,g), we have
E|h˙n,ikℓ•• − h˙n,iℓ••|2p = O(∆pn). Hence, we obtain (4.25). 
Proof of Lemma 4.8. From (4.32), (4.33) and (4.34), we use similar arguments as in the proof
of Lemma 4.1 to get
E(M˜nm,1
ℓ, i−1
n
|F i−1
n
) =
1
16
q∑
j′=1
(Xnmi−1
n
−Xnm,σi−1
n
)⊤
(
∇2gℓj′(ζn,3i ) +∇2gℓj′(ζn,4i )
)
(Xnmi−1
n
−Xnm,σi−1
n
)⊤E(∆W j
′
i |F i−1
n
),
E(M˜nm,2
ℓ, i−1
n
|F i−1
n
) =
1
4
[
h˙n,i,1ℓ•• v(X
nm
i−1
n
−Xnm,σi−1
n
)
]
vE(∆Wi∆Wi − Iq∆n|F i−1
n
),
E(M˜nm,3
ℓ, i−1
n
|F i−1
n
) =
m∑
k,k′=1
k<k′
[
h˙n,i,2ℓ•• v(X
nm
i−1
n
−Xnm,σi−1
n
)
]
vE(δWikδW
⊤
ik′ − δWik′δW⊤ik |F i−1
n
).
Now if we also consider (4.31), we get thanks to assumption (Hf,g), the existence of a generic
positive constant C s.t.
E|N˜nm
ℓ, i−1
n
|p ≤CE|Xnmi−1
n
−Xnm,σi−1
n
|2p∆n,
E|M˜nm,1
ℓ, i−1
n
|p ≤C
q∑
j′=1
E|Xnmi−1
n
−Xnm,σi−1
n
|2pE|∆W j′i |p,
E|M˜nm,2
ℓ, i−1
n
|p ≤CE|Xnmi−1
n
−Xnm,σi−1
n
|pE|∆Wi∆Wi − Iq∆n|p,
E|M˜nm,3
ℓ, i−1
n
|p ≤C
m∑
k,k′=1
k<k′
E|Xnmi−1
n
−Xnm,σi−1
n
|pE|δWikδW⊤ik′ − δWik′δW⊤ik |p.
Thus, we easily deduce that E(M˜nm,1
ℓ, i−1
n
|F i−1
n
) = E(M˜nm,2
ℓ, i−1
n
|F i−1
n
) = E(M˜nm,3
ℓ, i−1
n
|F i−1
n
) = 0 and
using Lemma 3.1 we get E|N˜nm
ℓ, i−1
n
|p = O(∆2pn ) and E|M˜nm,1ℓ, i−1
n
|p = E|M˜nm,2
ℓ, i−1
n
|p = E|M˜nm,3
ℓ, i−1
n
|p =
O(∆
3p/2
n ). Finally, combining the above estimates with the obtained bounds on E(|Mnm,σ˜i−1
n
|)
and E(|Nnm,σ˜i−1
n
|) for σ˜ ∈ {Id, σ} (see (4.11) and (4.12)), we easily get the required bounds for
the moments of M i−1
n
and N i−1
n
. 
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Appendix C. Theoretical tools
C.1. Uniform tightness. We first recall the uniform tightness property (UT) defined in
Jakubowski, Me´min and Page`s [21]. Let Xn = (Xn,i)1≤i≤d be a sequence of Rd-valued
continuous semimartingales with the decomposition
Xn,it = X
n,i
0 +A
n,i
t +M
n,i
t , 0 ≤ t ≤ T,
where, for each n ∈ N and 1 ≤ i ≤ d, An,i is a predictable process with finite variation, null
at 0 and Mn,i is a martingale null at 0. We say that Xn has (UT) if for each i
〈Mn,i〉T +
∫ T
0
|dAn,is | is tight. (UT)
C.2. Stable convergence. Let (Xn) be a sequence of random variables with values in a
Polish space E defined on a probability space (Ω,F ,P). Let (Ω˜, F˜ , P˜) be an extension of
(Ω,F ,P), and let X be an E-valued random variable on the extension. We say that (Xn)
converges in law to X stably and write Xn
stably⇒ X, as n→∞ if
E(Uh(Xn))→ E˜(Uh(X)), as n→∞
for all h : E → R bounded continuous and all bounded random variable U on (Ω,F). This
convergence is obviously stronger than convergence in law that we will denote here by “
stably⇒ ”.
Now, we recall the Lemma 2.1 in [19] about the uniform tightness property. For this aim,
we consider sums of triangular arrays of the form
Γnt =
[nt]∑
i=1
ζni ,
where for each n we have Rd-valued random variables (ζni )i≥1 such that each ζ
n
i is Fi/n-
measurable.
Lemma C.1. If ζni are i.i.d. random variables and Γ
n
1 converges in law to a limit U , then
there is a Le´vy process Γ such that Γ1 = U . This process Γ is unique in law and Γ
n converges
in law to Γ (for the Skorokhod topology). Further, the sequence (Γn) has (UT).
Next, we recall the convergence theorem 3.2. of Jacod in [18] for an Rd-semimartingale
process without jumps of form
Znt =
[nt]∑
i=1
χni ,
where χni is F i
n
-measurable.
Theorem C.2. Assume that M is a square-integrable continuous martingale, and that each
χ is square-integrable. Assume also that there are two continuous processes F and G and a
continuous process b of bounded variation on (Ω,F , (Ft)0≤t≤1,P) such that
sup
t
|
[nt]∑
i=1
E(χni |F i−1
n
)− bt| P→ 0, (a)
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[nt]∑
i=1
(
E(χni χ
n
i
⊤|F i−1
n
)− E(χni |F i−1
n
)E(χni
⊤|F i−1
n
)
)
P→ Ft, ∀t ∈ [0, 1], (b)
[nt]∑
i=1
E(χni ∆M
⊤
i−1
n
|F i−1
n
)
P→ Gt ∀t ∈ [0, 1], (c)
n∑
i=1
E(|χni |21|χni |>ǫ|F i−1n )
P→ 0 ∀ǫ > 0 (Lindeberg’s condition). (d)
Then assume further that d〈M i,M i〉t ≪ dt and dF iit ≪ dt, there are predictable processes
u, v, w with values in RD×D, Rd×D and Rd×d respectively, such that
〈M,M⊤〉t =
∫ t
0
usu
⊤
s ds, Gt =
∫ t
0
vsusu
⊤
s ds,
Ft =
∫ t
0
(vsusu
⊤
s v
⊤
s + wsw
⊤
s )ds,
we have
Zn
stably⇒ Z,
with the limit Z can be realized on the canonical d-dimensional Wiener extension of (Ω,F , (Ft)0≤t≤1,P),
with the canonical Wiener process B as
Zt = bt +
∫ t
0
usdMs +
∫ t
0
wsdBs.
Remark C.3. If in the theorem above, every χni , i ∈ {1, . . . , n} have moments of order p > 2,
then the Lindeberg’s condition can be obtained by the Lyapunov condition:
n∑
i=1
E(|χni |p|F i−1
n
)
P→ 0.
Now, according to Section 2 of Jacod [18] and Lemma 2.1 of Jacod and Protter [20], we
have the following result
Lemma C.4. Let Vn and V be defined on (Ω,F) with values in another metric space E. If
Vn
P→ V , Xn stably⇒ X then (Vn,Xn) stably⇒ (V,X).
Conversely, if (V,Xn) ⇒ (V,X) and V generates the σ-field F , we can realize this limit as
(V,X) with X defined on an extension of (Ω,F ,P) and Xn stably⇒ X.
Now, we recall a result on the convergence of stochastic integrals formulated from Theorem
2.3 in Jacod and Protter [20].
Theorem C.5. Assume that the sequence (Xn) has (UT). Let Hn and H be a sequence
of adapted, right-continuous and left-hand side limited processes all defined on the same fil-
tered probability space. If (Hn,Xn)
stably⇒ (H,X) then X is a semimartingale with respect to
the filtration generated by the limit process (H,X), and we have (Hn,Xn,
∫
HndXn)
stably⇒
(H,X,
∫
HdX).
Now, we recall the Theorem 2.5c in [20].
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Theorem C.6. We consider a sequence of SDE’s like
Xnt = J
n
t +
∫ t
0
Xns−H
n
s dYs,
all defined on the same filtered probability space and with the same dimensions. Also let ρn
be an auxiliary sequence of random variables with values in some Polish space E, all defined
on the same space again.
Let V nt =
∫ t
0 H
n
s dYs. Suppose the sequence supt≤1 ‖Hnt ‖ is tight and the sequence (Jn, V n, ρn)
stably converges to the limit (J, V, ρ) defined on some extension of the space. Then V is a semi-
martingale on some extension and (Jn, V n,Xn, ρn) stably converges to the limit (J, V,X, ρ)
where X is a solution of
Xt = Jt +
∫ t
0
Xs−HsdYs.
C.3. Lindeberg-Feller central limit theorem. We recall also the following central limit
theorem for triangular array (see, e.g., Theorem 7.2 and 7.3 in [5]).
Theorem C.7. Let (kn)n∈N be a sequence such that kn → ∞ as n → ∞. For each n, let
Xn,1,. . .,Xn,kn be kn independent random variables with finite variance such that E(Xn,k) = 0
for all k ∈ {1, . . . , kn}. Suppose that the following conditions hold:
(1) limn→∞
∑kn
k=1 E|Xn,k|2 = ϑ, ϑ > 0.
(2) Lindeberg’s condition: For all ǫ > 0, limn→∞
∑kn
k=1 E(|Xn,k|21|Xn,k|>ǫ) = 0. Then
kn∑
k=1
Xn,k ⇒ N (0, ϑ), as n→∞.
Moreover, if the Xn,k have moments of order p > 2, then the Lindeberg’s condition can
be obtained by the following one:
(3) Lyapunov’s condition: limn→∞
∑kn
k=1 E|Xn,k|p = 0.
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