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Abstract
Towards Explaining Variation in Entrainment
by
Andreas Weise

Advisor: Professor Rebecca Levitan

Entrainment refers to the tendency of human speakers to adapt to their interlocutors to
become more similar to them. This affects various dimensions and occurs in many contexts,
allowing for rich applications in human-computer interaction. However, it is not exhibited by
every speaker in every conversation but varies widely across features, speakers, and contexts,
hindering broad application. This variation, whose guiding principles are poorly understood
even after decades of entrainment research, is the subject of this thesis.
We begin with a comprehensive literature review that serves as the foundation of our own
work and provides a reference to guide future research. Then we demonstrate the extent
of variation in entrainment through analyses of several corpora, including the first broad
investigation of entrainment in Hebrew. Our results challenge the assumption, implicitly
made by theoretical accounts of entrainment, that it is a single behavior or structured collection of behaviors. They also show that differences cannot consistently be attributed to
gender or native language. In a second part, we present a newly designed, implemented, and
partially collected corpus for the purpose of studying variation in the entrainment behavior
of the same subjects towards different partners in both task-oriented and free conversations.
Preliminary analyses indicate limited generalizability of the impact of personality and suggest the intriguing possibility that speaker states might have greater impact on entrainment
than speaker traits. Lastly, we present original, neural entrainment measures which aim to
address shortcomings of existing approaches and yield promising preliminary results.
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Chapter 1
Introduction
Humans in interaction tend to adapt their behaviors to each other in ways that make them
more similar, a phenomenon called entrainment. This has been shown to affect virtually all
levels of linguistic expression – including lexical choices (Brennan and Clark, 1996), syntax
(Reitter et al., 2006), phonetics (Pardo, 2006), and prosody (Levitan and Hirschberg, 2011)
– as well as non-linguistic behavior (Chartrand and Bargh, 1999). It has been demonstrated
in a wide range of settings, from in-person conversations (Levitan and Hirschberg, 2011),
to interactions over a phone (Reitter et al., 2006) or through internet chat (Niederhoffer
and Pennebaker, 2002), to even non-interactive speech shadowing in which there is no interlocutor, just stimuli consisting of human speech (Namy et al., 2002). Notably, entrainment
correlates with beneficial aspects of interactions such as task success (Reitter and Moore,
2007) and dialogue flow (Nenkova et al., 2008) as well as rapport (Lubold and Pon-Barry,
2014) and cooperation (Manson et al., 2013) between interlocutors.
Entrainment has rich potential for applications in human-computer interaction. Given
that it happens at least partially automatically and non-consciously (Chartrand and Bargh,
1999; Pickering and Garrod, 2004), given its ubiquitous nature in human interaction, and
given that humans treat computers as social actors (Nass et al., 1994), it is not surprising
1
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that entrainment affects this domain. For instance, users engage in entrainment towards
dialog systems, adopting system terms (Brennan, 1996) and changing their prosody jointly
with spoken dialog systems (Suzuki and Katagiri, 2007). This can be used to improve the
performance of automatic speech recognition by guiding users’ lexical choices towards wellrecognized terms (Lopes et al., 2015) and their prosody away from shouting and hyperarticulation (Fandrianto and Eskenazi, 2012). Conversely, systems can also benefit from entraining
to their users. For example, adopting users’ pitch can help create rapport (Lubold et al.,
2015) and mirroring the degree of user “chattiness” increases a system’s perceived likability
and trustworthiness (Metcalf et al., 2019). However, entrainment in human interaction is often subtle, with participants not simply matching each other’s outputs but rather adjusting
them only partially. Moreover, not all behaviors in the wide range affected by entrainment
should necessarily be adapted simultaneously in a single interaction. Giles and Smith (1979),
for instance, found that entrainment in three dimensions at the same time was perceived as
patronizing, even though entrainment in each dimension individually was perceived positively. Furthermore, entrainment behavior is highly variable, based on a variety of speaker
traits like gender and personality; the relationship between the speakers; the conversation
context; and the interaction of all these factors. Therefore, choosing the right combination
of features for a system to entrain and the right degree of doing so is very difficult.
In a study of the influence of entrainment on user trust, Levitan et al. (2016) found
starkly different results in three experiments in different languages, with slightly varying
parameters. Subjects played a game in which they relied on advice from two avatars with
which they interacted through a speech interface. The advice was objectively of the same
quality; only the acoustics of the avatars’ speech output differed. Therefore, asking one
avatar for advice significantly more often than the other was interpreted as a preference for
its acoustic-prosodic behavior and as a proxy for trust engendered by it. Native speakers
of American English preferred the advice of an avatar that matched their intensity and
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speech rate at each turn over one that chose its values for these features randomly from
a predetermined, natural range. Native speakers of both Argentine Spanish and Slovak,
however, tended to prefer an avatar that disentrained on speech rate – responding to a
faster user turn with a decrease in speech rate of similar proportion and vice versa – over
one that adapted its speech rate in synchrony with the user. Since the results for Spanish
and Slovak, which used otherwise identical parameters, were consistent, it appears unlikely
that the difference in language is the (sole) reason for the different outcome in the English
run of the experiment. However, it is unclear which of the other differences caused the
observed discrepancy in results – the avatar gender (male in English, female in Spanish
and Slovak), the choice of which acoustic-prosodic feature(s) to manipulate, the method of
manipulation (absolute match or relative change), or the behavior of the baseline avatar
that did not entrain. If seemingly small differences in parameters can result in drastic and
unexpected differences in outcomes, this represents a major obstacle for the broad application
of entrainment in human-computer interaction.
We argue that a better understanding of variations in entrainment and its social correlates
is necessary to overcome this issue. Most early studies, quite naturally, focused primarily
on establishing the basic existence of entrainment with regard to various behaviors (Natale,
1975; Bock, 1986; Brennan and Clark, 1996; Chartrand and Bargh, 1999; Niederhoffer and
Pennebaker, 2002; Pardo, 2006; Reitter et al., 2006; Levitan and Hirschberg, 2011). However, while these studies demonstrated entrainment for entire corpora, it varies by degree
and valence across conversations and is not even present in many (Lubold and Pon-Barry,
2014; Levitan et al., 2015a). This raises several intriguing questions. For instance, does
entrainment tend to co-occur on different features, as predicted by theory (Pickering and
Garrod, 2004)? And how do speaker traits such as gender, native language, and personality
interact with each other and the conversation context to give rise to entrainment in some
conversations but not others? These questions are the focus of our work.
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This thesis provides four main contributions. First, it includes a comprehensive overview
of past entrainment research. This detailed and extensive literature review covers the basic occurrence of entrainment for various features; theories to explain the phenomenon; the
different meanings of disentrainment; specific sources of variation; correlations with entrainment; and entrainment in human-computer interaction. This not only informs and motivates
our own work, but also represents, in itself, a valuable resource for future work.
Second, we present extensive analyses of the variation of entrainment behavior across
speakers both within the same conversation context, based on speaker traits, and across
contexts. This includes a search for complex entrainment behaviors, whether entrainment
on different features correlates or clusters, testing theoretical predictions. We also analyze
the range of variation in entrainment behavior among a large group of speakers in the same
conversation context and the extent to which it can be attributed to their native language
and gender. Additionally, we conduct the first broad study of entrainment in Hebrew. All
of these analyses are based on the application of a consistent set of established entrainment
measures to several corpora of different kinds. This enables us to compare our results for
different corpora with each other and with those of previous authors.
Third, this thesis includes the design, implementation, partial collection and annotation,
and initial analysis of a new corpus for the study of variations in entrainment behavior. For
this purpose, we record several conversations per speaker, some with different interlocutors
for the same type of interaction, some with the same interlocutors for two different types
of interaction, and one with a text interface in a Wizard of Oz setup to collect a baseline
of their speech. In addition, subjects completed questionnaires for psychological traits that
have been linked to entrainment in the past. All this allows us to study the consistency
of speakers’ entrainment behavior across interlocutors and conversation contexts as well as
the role of speaker traits in any variations. In some cases we reevaluate frequently cited
correlations that have rarely been replicated since they were originally observed.
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Fourth and finally, we propose two novel architectures for measuring acoustic-prosodic
entrainment with deep neural networks. We improve on the few existing attempts by explicitly measuring entrainment independently of chance similarity that exists even when
speakers consistently maintain their initial speaking style. This distinction is of fundamental importance to the study of entrainment, which is by definition an adaptive behavior.
We investigate correlations between these new measures and social variables, comparing our
results to those for other measures which less strictly isolate the similarity attributable to
adaptation. More generally, we discuss the great potential of neural entrainment measures to
serve as automatic and holistic complements to traditional automatic measures which tend
to focus on individual features.
This thesis is structured as follows. The following introductory chapters first provide a
detailed discussion of past entrainment research that informs and motivates our work and
of the methodology we apply consistently throughout the thesis. Part I of the main body
then describes our investigation of the variation of entrainment behavior in several existing
corpora. Part II, finally, details the new “Brooklyn Multi-Interaction Corpus” for the study
of variation in entrainment behavior, along with the results of initial analyses, as well as our
proposed neural entrainment measures. All code and the full results for all of our analyses
are available at https://github.com/andreas-weise/.

Chapter 2
Related Work
Entrainment is closely related to various terms in the literature, including accommodation,
alignment, and convergence. We first discuss overlaps and distinctions between these terms
to clarify why we choose to use the term entrainment and what precisely we mean by it. We
further discuss the theories relating to these terms in Section 2.2.
Accommodation refers to a broader phenomenon which can, but need not, result in
similarity between interlocutors. To accommodate an interlocutor, in this sense, is to identify
their communicative needs or preferences and adapt one’s behavior to meet them in order to
decrease one’s social distance with the interlocutor and increase comprehension and efficiency
of communication (Giles et al., 1991; Giles, 2016). This includes speaking more loudly to
someone whose hearing is impaired even when they do not speak loudly themselves. In
this thesis, we focus on various kinds of adaptation between interlocutors, but only those
that result in similarity between them. The concept of accommodation, therefore, includes
behaviors which we do not analyze as we do not consider them entrainment. Furthermore,
accommodation excludes behaviors that result in similarity for reasons other than adaptation
to the interlocutor’s needs and desires. For instance, unconscious mimicry resulting from
a link between the cognitive processes involved in perception and production (Chartrand
6
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and Bargh, 1999) is viewed as distinct from the similarity resulting from accommodation,
at least when it is purely automatic and not serving, even unconsciously, any social goal
(Bernhold and Giles, 2020). By contrast, entrainment even includes similarity caused by
such unconscious, automatic adaptive behavior.
Alignment refers to a process between interlocutors that results in similar productions
through priming in order to maintain a common understanding of the interaction content
(Pickering and Garrod, 2004). The term usually refers to similarity in lexical choices as
well as syntax, though the underlying theory predicts that similarity on these levels also
leads to similarity on others. Nonetheless, this focus on lexical and syntactic choices and the
connection to a specific theory make the term too narrow for our purposes.
Convergence, lastly, is often used to refer specifically to the similarity arising from accommodation. As mentioned, this excludes other forms of similarity which we, by contrast,
do include. More importantly, we use the term convergence to refer to one of multiple dimensions of entrainment, namely increasing similarity between interlocutors over the course
of an interaction. We define this mathematically in Section 3.3.
In summary, our conceptualization of entrainment incorporates all forms of adaptive behavior that result in similarity between human interlocutors,1 regardless of the underlying
cognitive, social, or psychological processes as well as motivations giving rise to them, unconsciously or otherwise, according to various theories – although we do of course refer to
these to develop research questions and hypotheses and inform the discussion of our results.
We take this pragmatic approach because all of the theories agree that adaptive behavior
plays an important role in human interaction and, therefore, all forms of it are relevant to
our ultimate goal of applying entrainment to human-computer interaction. Moreover, the
boundaries between different phenomena that result in similarity through adaptation are
1

Note the importance of adaptation to this definition. We do not consider preexisting similarity between
participants in an interaction entrainment. Only those participants which actively adapt towards their
interlocutor during the interaction are said to entrain.
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still subject to debate and often difficult to discern even for researchers. Therefore, it appears more appropriate to treat them jointly, considering our goal of eventual live computer
application, a context in which human expert analysis is unavailable.
In the remainder of this chapter we discuss past research on entrainment and how it
motivates this thesis and relates to its contributions. This includes the extent to which
entrainment has been shown to occur in human interaction, theories to explain the phenomenon, the role of disentrainment, causes and correlates of variations in entrainment
behavior across different contexts, and applications to human-computer interaction. Note
that, in discussing prior results, we refer to similarity between interlocutors resulting from
adaptive behavior as entrainment even if the original authors used a different term in their
interpretation of their findings.

2.1

Entrainment in Human Interaction

In this section we provide an overview of past research on entrainment in human interaction,
laying out the wide range of features and contexts for which it has been studied. Here we
focus on the basic existence of entrainment for numerous features. Variations in the degree
of entrainment and their causes and correlates are discussed in Sections 2.4 and 2.5.
The earliest work on entrainment focused primarily on acoustic-prosodic features, that is,
objective acoustic measures that inform prosody, like intensity, pitch, and speech rate.2 In
what may be the first study of entrainment, Black (1949) found that subjects adapted their
intensity in accordance with recorded stimuli presented to them via headphones. Asked to
repeat single words or to answer simple questions, they did so more loudly when the stimulus
was louder. Such repetition of single words later became a popular experimental design for
phonetic entrainment studies. Acoustic-prosodic research, meanwhile, progressed towards
2

We discuss these features further in Section 3.2.
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more natural, interactive settings. Matarazzo and Wiens (1967) showed that an interviewer
could influence the interviewee’s response latency, the amount of silence before responses,
by deliberately increasing or decreasing his own. Similarly, Webb (1969) found a correlation
between the speech rates of an interviewer and his interviewees. While the experimenters
themselves acted as interviewers in these studies, Street (1984) obtained similar results with
naive participants, undergraduate student interviewers and professionals of their choice. He
found that speakers’ speech rate and response latency were both significantly predicted by
their interlocutors’ values for those features around the same time. That is, partners’ speech
rate and response latency increased and decreased in synchrony. In an experiment with even
less controlled parameters, Natale (1975) asked strangers to “talk freely” with each other in
pairs. Having them meet once a week for three consecutive weeks, without interaction in
between, he found that their mean intensity became increasingly similar.
More recent work on acoustic-prosodic entrainment has established its existence for additional features, provided a system of measurements to capture different forms of adaptation,
and extended analysis from dyads to groups of speakers. Ward and Litman (2007) examined tutoring dialogs and found that particularly loud utterances by the tutor – those whose
mean or maximum intensity were more than one standard deviation above the mean – tended
to be followed by louder utterances by the students. The opposite was the case for pitch,
with high-pitched utterances by the tutor typically resulting in low-pitched utterances by
the students, a form of disentrainment. Intensity and pitch were also analyzed by Levitan
and Hirschberg (2011), along with speech rate and three measures of voice quality: jitter,
shimmer, and noise-to-harmonics ratio (NHR). They introduced a variety of entrainment
measures that capture absolute similarity – both globally over entire conversations and locally at turn exchanges – as well as increasing similarity over time – that is, convergence –
and synchronous changes in feature values without necessarily similar absolute values. Levitan subsequently altered some details of the statistical analysis for her dissertation (2014),
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leading to slightly different final results which we focus on here.3 She found the strongest
evidence of entrainment for intensity. With regard to the averages of their mean and maximum intensity, subjects were more similar to their partners than to others with whom they
never interacted and even to themselves in other conversations. In addition to this global
similarity, subjects also matched each other’s intensity locally at turn exchanges and for several pairs this similarity increased over the course of their interaction. Many also exhibited
synchronous behavior at turn exchanges, with louder utterances eliciting louder responses,
similar to the result of Ward and Litman. Levitan did not find exact matching for pitch,
neither globally nor locally, but speakers did tend to become more similar over time. At turn
exchanges, they also tended to behave asynchronously for pitch, again echoing the results
of Ward and Litman. Speaking rate showed both global similarity and some evidence of
convergence, but no synchrony as Street (1984) had found. This difference may be due to
the different conversation context – task-oriented conversations instead of interviews – or due
to different measurements – comparisons between pairs of utterances at turn exchanges per
conversation instead of one minute segments of speech pooled for the entire corpus. For all
three voice quality features, lastly, there was little evidence of entrainment, with only some
asynchronous behavior found for each of them and only NHR exhibiting convergence. The
global similarity and convergence measures of Levitan and Hirschberg were later adapted to
groups of speakers by Rahimi et al. (2017). Like Levitan, they found the strongest evidence
of global similarity for mean and maximum intensity but, unlike her, also detected global
similarity and convergence for jitter and shimmer. Reichel et al. (2018), finally, introduced
parameterizations of pitch register, pitch accent, and rhythm and used them to analyze Slovak data. They found that pitch register and accent were mostly entrained globally, but
rhythm mostly locally, and concluded that this was due to differences in the extent to which
3

We review these in some detail, since we apply the same measures in our work. The measures themselves
and their use by other authors are discussed in more detail in Section 3.3.
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local linguistic constraints affect these features and inhibit or allow for entrainment.
Phonetic entrainment, although closely related to prosodic entrainment, is usually studied
with very different methodology. Data is often collected through tightly controlled, noninteractive speech shadowing tasks in which subjects produce the same individual words
multiple times, first reading them from prompts to collect a baseline, then repeating them
after a model talker. Similarity is then often measured perceptually through AXB tests.
That is, independent listeners are presented with triplets of samples. Sample A is a baseline
production, sample X is the model talker stimulus and sample B is the corresponding second
production after exposure to X. Several listeners rate whether they find A or B more similar
to X, with balanced presentation as AXB or BXA. Significant preference for B is then
interpreted as evidence of entrainment. This methodology was used by Goldinger (1998),
who introduced it, and many subsequent studies (Namy et al., 2002; Shockley et al., 2004;
Pardo et al., 2013; Babel et al., 2014; Pardo et al., 2017) to demonstrate significant overall
entrainment of the model talkers’ phonetics by the shadowers for most of their respective
configurations. Pardo (2006) applied the same perceptual measures to the interactive context
instead of shadowing tasks, again finding phonetic entrainment. However, Pardo et al.
(2018) found little consistency in speakers’ entrainment behavior in non-interactive versus
interactive settings. Other authors used shadowing tasks but acoustic instead of perceptual
measures of similarity. For instance, Shockley et al. (2004) and Wade et al. (2020) both used
model talkers whose voice onset time for words beginning with the unvoiced stops /p/, /t/,
and /k/ had been artificially doubled. But while Shockley et al. (2004) assessed shadowers’
responses perceptually, Wade et al. (2020) measured subjects’ own voice onset time during
shadowing. Both found significant entrainment. This raises the question whether perceived
and objective acoustic similarity generally correlate, which some authors have investigated.
Their results indicate that entrainment of vowel duration, pitch, and formants all contribute
to perceived similarity, even when entrainment on these features individually does not reach
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the level of significance (Pardo et al., 2013, 2017; Lewandowski and Nygaard, 2018).
Besides acoustic properties of their speech, humans in conversation also adopt each other’s
lexical choices in a variety of ways and contexts. Brennan and Clark (1996) analyzed taskoriented dialogs and found that subjects collaboratively developed common referring expressions for relevant items and shortened them over the course of the conversation. For a set of
dyadic tutoring sessions, Ward and Litman (2007) showed that students reused words with
significantly higher probability soon after use of the same words by the tutor than later in the
interaction. This priming effect remained significant even after exclusion of topic words and
those with few or no synonyms which were bound to be shared by the speakers. Other authors compared the overall distributions of speakers’ words. For instance, Niederhoffer and
Pennebaker (2002) analyzed speakers’ use of several linguistic, social, and cognitive word
categories – such as negations, positive emotion words, and words expressing causation – to
assess what they called “linguistic style matching” (LSM). Both for computer chats between
students and dialogs between former U.S. president Richard Nixon and three different aides,
they detected that interlocutors’ use of words in most of the categories was correlated. That
is, the more one speaker used words of a category throughout an interaction, the more the
other speaker would do so as well. Another popular distributional approach is to compare
speakers’ use of the types within a single category.4 Mizukami et al. (2016) used this to analyze the 25 most frequent words in a corpus of phone conversations between strangers. They
found that the distributions of these high-frequency words were significantly more similar
between dialog partners than between speakers that were not paired up. This was true even
in the first halves of the conversations so speakers did not take long to adapt to each other.
However, the authors did not find the effect to become significantly stronger in the second
halves. In a corpus of deceptive interviews, Levitan et al. (2018) also found evidence of
entrainment for the 25 most frequent words in the corpus, but not for the 100 most frequent.
4

We employ this method in our own work and describe it in more detail in Section 3.4.
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Also, there was a greater effect for the category of hedge words, such as “perhaps”, in their
data. Lastly, Rahimi et al. (2017) extended the measure to groups of speakers and, analyzing
interactions during a collaborative board game, again found that the 25 most frequent words
in the corpus were entrained.
In syntactic entrainment, priming plays a central role, with much of the research into it
focusing on scenarios providing two syntactic options with little semantic difference. Levelt
and Kelter (1982) found that subjects tended to match the choice of whether to use an
optional preposition when giving answers, based on whether it was used in the corresponding
question.5 Similarly, Bock (1986) showed that priming subjects with certain realizations of
dative clauses6 and transitive clauses7 made them more likely to employ the same kind of
realization in an immediately following picture description, with a stronger priming effect for
dative than for transitive clauses. Subsequent research demonstrated in similar experiments
that this priming effect was “boosted” if the prime and the target contained the same verb,
regardless of whether its grammatical form matched (Pickering and Branigan, 1998); and
that the priming effect “decayed” quickly, with a single filler between prime and target
substantially diminishing it and four fillers rendering it entirely insignificant (Branigan et al.,
1999). More recently, Reitter et al. (2006) reported that conversation partners in spontaneous
as well as in task-oriented dialogs entrain on arbitrary syntactic rules. They detected an
elevated likelihood of rules being reused soon after they had been primed through use by
either one of the speakers. However, contrary to this, Healey et al. (2014) found, in two
corpora of spontaneous dialogs, that people actually repeat each other’s syntactic choices
less than would be expected by chance when the analysis accounts for lexical repetition.
Overall, syntactic entrainment appears ephemeral and closely tied to lexical entrainment.
There is entrainment at higher discourse levels as well. Levitan et al. (2015b) showed that
5

For instance, “(at) what time does your shop close” and “(at) 5 o’clock” (translated from Dutch).
For instance, “the man gave the child the ball” versus “the man gave the ball to the child”.
7
For instance, “the child kicked the ball” versus “the ball was kicked by the child”
6
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the distributions of speakers’ turn types – smooth switches, interruptions, backchannels, etc.
– are more similar between partners than between non-partners. Similarly, dialogue acts
– such as yes and no answers or statements of opinion – are also entrained, with greater
similarity of distributions among partners than non-partners (Mizukami et al., 2016).
Lastly, humans even entrain non-linguistic behaviors. Chartrand and Bargh (1999)
demonstrated that people’s likelihood of shaking a foot or rubbing their face is increased
simply by observing these behaviors in others.8 Bergmann et al. (2015) later showed that
the same is true for one-handed and two-handed gestures during picture descriptions.
In summary, entrainment is a ubiquitous phenomenon in human interaction that affects
virtually all forms of linguistic expression9 and even non-linguistic behavior. In the next
section we discuss several theories that purport to explain this.

2.2

Theoretical Accounts of Entrainment

Various theoretical accounts of entrainment have been proposed. In this section we discuss
the most prominent of these theories which highlight different facets of the phenomenon.
This facilitates a deeper understanding of entrainment and informs further discussion of it.
Perhaps the first explanation of entrainment behavior and variations in it was offered by
Natale (1975). He proposed a communication model which assumes that the main reason
people adapt to each other is to achieve intelligibility. That is, speakers employ those feature values which are presumably most understandable for the interlocutor and identify these
based on the interlocutor’s own behavior. Thus, the interaction serves, in Natale’s words, as
a “public feedback loop” (p.799) in which both speakers influence each other. Each speaker’s
behavior both affects the interlocutor’s and is itself affected by it. Although Natale investigated only intensity, this explanation can, of course, be expanded to other features such
8
9

We discuss this study and its implications in more detail in Section 2.2.
This is true across various languages. We review some examples in Chapter 6.
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as speaking rate or lexical as well as syntactic choices. The communication model states
that these effects are automatic but, nonetheless, influenced by “person characteristics, social constraints of the dialogue” (p.802), and interactions between these factors. In other
words, some speakers are naturally more inclined to entrain than others and the setting, the
relationship between the speakers, and other aspects of the conversation have an impact on
the degree to which entrainment occurs. Natale presented specific evidence for the significance of “person characteristics” by showing that “the propensity of an individual to act in
a ’sociable manner’” (p.793), measured by the Marlowe-Crowne scale (Crowne and Marlowe,
1960), predicts the degree to which they will adapt their intensity to their interlocutor.
Communication Accommodation Theory, CAT, which has been established and refined
for decades (Giles et al., 1991; Giles, 2016), states that humans in interaction adapt their behavior to meet the perceived needs and preferences of their interlocutor, that is, accommodate
them. CAT and Natale’s communication model agree that the adaptation often increases
communication effectiveness and efficiency. However, CAT identifies social integration as
the primary goal of accommodation, with communication efficiency merely representing a
secondary or intermediate benefit. That is, the theory argues that participants in an interaction accommodate their interlocutor primarily to reduce social distance with them. Note
that this need not result in similarity. For instance, a person might speak more loudly while
interacting with an interlocutor they know to be hard of hearing, whether that interlocutor
themselves speaks loudly or not. Nevertheless, entrainment is an important form of accommodation and, therefore, CAT is highly relevant to our work. Like Natale, CAT says
that personal characteristics and conversation context play an important role. Specifically,
CAT identifies the speakers’ relative social status and level of power as important factors.
This also leads to the observation that entrainment behavior can be asymmetrical, with one
speaker engaging in it significantly more than the other. CAT also proposes that, while accommodation is usually an unconscious behavior, power differences and other circumstances
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can create an awareness for the need to accommodate in the person engaging in it. With
regard to the extent of adaptation, CAT states that entrainment can be partial, that is, it
does not need to result in exact matching but can also merely increase similarity. Likewise,
entrainment on one feature does not imply entrainment on all features. In fact, multimodal
entrainment can be perceived negatively as patronizing (Giles and Smith, 1979). This last
point is of particular interest for the design of an entraining spoken dialog system.
Unlike CAT, the chameleon effect described by Chartrand and Bargh (1999) offers an explanation of entrainment as a fully automatic process, without any goal or intention, caused
instead by a link between the cognitive processes involved in perception and production. This
theory proposes that a person’s likelihood of engaging in a particular behavior is increased
simply by that person’s observing the behavior in another. The authors argued that, in this
respect, humans act like chameleons, instinctively blending in with their environment. They
demonstrated this with an experiment in which subjects interacted with a confederate, whom
the subjects believed to be a subject as well. During a sequence of picture descriptions, the
confederate would consciously either rub their face or shake a foot. Chartrand and Bargh
showed that subjects were more likely to display the same behaviors when presented with
them by the confederate than if they were not. Note that this affects not only categorical
features like shaking a foot or not or choosing a certain word over another, but also for continuous features like speech rate (Schweitzer and Walsh, 2016). Although decision-making
and strategic thinking are not relevant to the chameleon effect, cognition still plays an important role. Specifically, Chartrand and Bargh showed a correlation between the amount of
entrainment subjects exhibited and their inclination to take their interlocutor’s perspective,
measured by the perspective-taking subscale of the Interpersonal Reactivity Index (Davis,
1980). At the same time, they showed that affective empathy, measured by the empathic
concern subscale, had no such influence. The authors argued that this was because taking
the perspective of another person requires “greater perceptual activity directed at the other
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person” (p.904) than affective empathy, which is based on “visceral, emotional reactions”
(ibidem) that do not trigger the perception-behavior link to the same extent. While affective
empathy was not found to impact the chameleon affect, Chartrand and Bargh did identify
an affective consequence of the phenomenon. Namely, subjects who were subtly imitated
by a confederate reported liking the confederate more and perceiving the interaction to be
smoother than subjects in a control group who were not imitated. This is, of course, very
promising for the use of entrainment in human-computer interaction.
The Interactive Alignment Model, IAM, after Pickering and Garrod (2004), finally, relies
on a perception-behavior link as well but refers more specifically to language use rather than
arbitrary types of behavior and centers cognitive benefits rather than affective ones. IAM
contends that, to achieve a successful dialog with the least mental effort, speakers align
their situation models through priming at the lexical, syntactic, and other levels – which are
connected with each other – and correct misalignments through interactive reformulations.
This saves cognitive load since there is no need to store and update a second situation model
and common ground arises implicitly. While all of this is seen as “automatic and largely
unconscious” (p.177), IAM also explicitly leaves room for inference and other, more complex
steps to take place if the basic process fails or speakers consciously decide to avoid alignment,
for instance as part of a deception or difference of opinion.
In summary, the theories to explain entrainment differ primarily in how automatic and
unconscious they deem it to be and what, if anything, they view as its purpose or goal. It is
likely that the processes they describe interact with each other and diversely affect different
contexts and features, contributing to the variation in entrainment behavior that is the focus
of our work. We review studies on this variation and further evidence they provide for the
different accounts in Section 2.4.
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The Role of Disentrainment

Not all adaptation by humans in interaction is towards an interlocutor. Negative entrainment, or disentrainment, occurs when a participant in an interaction adapts to become less
similar to an interlocutor. This section discusses theoretical interpretations of this behavior
and empirical findings about its correlates to demonstrate its importance and motivate the
analysis of the valence of entrainment throughout this thesis.
Communication Accommodation Theory (Giles et al., 1991) describes certain kinds of
disentrainment, specifically what it calls divergence, as a form of non-accommodation, behavior aimed at increasing social distance with the interlocutor. CAT states that speakers
who diverge often do so by emphasizing differences between the respective groups to which
they belong. For instance, Bourhis and Giles (1977) reported that Welsh language learners
responded in a stronger Welsh accent and used more Welsh words and expressions after an
interlocutor with an English accent referred to Welsh as a “dying language with a dismal
future”. Indirect evidence of the distancing function of disentrainment can be found in studies showing correlations between entrainment and positive relationships or social acts among
interlocutors, such as rapport (Lubold and Pon-Barry, 2014), emotional bond (Nasir et al.,
2018), positive affect (Lee et al., 2010), romantic interest and relationship stability (Ireland
et al., 2011), group cohesion (Gonzales et al., 2010), cooperation (Manson et al., 2013), and
prosocial behavior (Levitan et al., 2012; Gravano et al., 2014).10
However, not all forms of disentrainment are detrimental to social relationships and
conversation outcome, neither theoretically nor empirically. Recall that accommodation
does not require similarity and, therefore, dissimilarity does not necessarily constitute nonaccommodation. In fact, CAT explicitly recognizes a form of disentrainment not aimed at
increasing social distance, namely complementarity, “the accentuating of valued communica10

We discuss these results in more detail in Section 2.5.
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tive differences between interlocutors” (Bernhold and Giles, 2020, p.52) such as low pitch
for men and high pitch for women in romantic contexts. In accordance with this, several
empirical studies in recent years have shown disentrainment to be common, even in amicable
exchanges. For instance, Schweitzer and Walsh (2016) found disentrainment on speech rate
specifically among speakers who liked each other, arguing that “their level of comfort in
their partner’s company would allow them to assert their own personality more assuredly”
(p.2103). We note that the claim for this direction of causality is speculative and the opposite direction is also feasible. In fact, for human-computer interaction, Levitan et al. (2016)
found that native speakers of Slovak and Argentine Spanish exhibited greater trust towards
an avatar that disentrained on their speech rate than towards an entraining one. A follow-up
experiment in Slovak with manipulation of pitch, intensity, and speech rate confirmed this
result, but only for female speakers, with males showing no preference for entrainment or
disentrainment (Beňuš et al., 2018). In these two studies, disentrainment was definitely a
cause, not an effect, of the examined social factors.
Disentrainment has even been linked to successful progression of conversation. Healey
et al. (2014) found that when correcting for lexical repetition, which “boosts” syntactic entrainment (Pickering and Branigan, 1998), syntactic choices are repeated less often than
would be expected to happen by chance. They argue that this is beneficial as it helps to
“produce the contrasts, elaborations, and evaluations that sustain the forward momentum
of conversations” (p.5). Similarly, Tolins and Fox Tree (2021) argued that in collaborative creative tasks, dissimilarity of lexical choices is an expression of partners “exploring
larger and more diverse conceptual spaces” (p.191). The authors showed that lexical disentrainment was predictive of the ratings for both creativity and humor of collaboratively
produced cartoon captions. Lastly, Pérez et al. (2016) found that listener annotations of a
speaker’s engagement in a task-oriented conversation – “contributes to successful completion”, “making self clear”, and “engaged in game” – correlated with an unsigned measure of
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entrainment, that is, one that treats positive and negative entrainment as equal, for various
acoustic-prosodic features. The same was not found for a signed measure that differentiates
between positive and negative entrainment, suggesting that disentrainment and entrainment
both contributed to the perception of engagement, not just positive entrainment.
In summary, disentrainment can have both negative and positive implications for conversations. It can be an act of divergence expressing rejection but it can also be complementary to the interlocutor, advancing the conversation or indicating sufficient comfort for
independent expression of one’s personality. Note that CAT identifies two other forms of nonaccommodation relating to entrainment. One is to avoid entrainment altogether, through
maintenance of behavior without adaptation. For instance, Brennan and Clark (1996) refer
to the case of a doctor, charged with murder for aborting a pregnancy, who consistently used
the term “fetus” while the prosecutor insisted on the word “baby”, neither accepting the
other’s conceptualization. Another way of failing to accommodate is over-accommodation
or entraining too much. Giles and Smith (1979) investigated all combinations of entrainment or non-entrainment in each of three dimensions, namely phonetics, lexical choice, and
speech rate. While listeners perceived entrainment in each dimension separately as positive,
simultaneous entrainment in all three was perceived negatively as patronizing.
All of this illustrates the complexity of emulating natural entrainment behavior with
spoken dialog systems. Not only is it necessary to select an appropriate set of features to
manipulate, a combination of entrainment and disentrainment for those features, and the
right mode and degree of (dis)entrainment per feature. These choices also likely depend on
the conversation context, various traits of the user, and their combination. To help inform
these choices and motivate further research, in the following sections we discuss findings
regarding variations in entrainment behavior based on speaker traits and conversation context; entrainment on various features in human interaction and correlations with it; and past
attempts at applying entrainment to human-computer interaction.
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Factors Causing Variations in Entrainment

While entrainment has been shown to affect many features of human behavior in diverse
contexts, it also varies greatly across features, speakers, and contexts. In this section, we
present some examples of this variation, describe a framework for reasoning about its sources,
and review past research into these sources. We focus on studies whose experimental design
allows for an attribution of causality such that an external factor can be assumed to have
caused a change in the degree of entrainment. By contrast, correlations between entrainment
and external factors with inverse or unclear causality are discussed in Section 2.5.

2.4.1

Examples of Variation

Many studies based on speech shadowing tasks11 have listed results for individual speakers,
showing substantial variation even among subjects in the same conditions. For instance,
Babel (2012), Babel and Bulatov (2012), and Wade et al. (2020) all analyzed data collected
through speech shadowing and found that some subjects became more similar to a model
talker after hearing recorded speech from that model talker while others actually became less
similar after such exposure. While these authors each used a single acoustic measure, Pardo
et al. (2013) employed multiple acoustic measures as well as a perceptual one. They found
similarly varied results for subjects in the same condition, ranging from slight disentrainment
to substantial entrainment. Even within individual speakers, results for the different acoustic
measures varied greatly. For instance, the subject with the strongest shift towards their
model talker’s vowel duration simultaneously exhibited the greatest shift away from them
regarding vowel formants and virtually no effect regarding fundamental frequency.
Similar variation across speakers and acoustic features has been shown in less tightly
controlled interactive settings. Lubold and Pon-Barry (2014) showed that students engaging
11

See Section 2.1 for details about this experimental paradigm.
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in collaborative learning dialogs exhibited diverse patterns of entrainment across different
acoustic-prosodic features. For instance, with regard to similarity at turn exchanges, only
two out of eight pairs entrained on the same two out of four examined features, all other
pairs entrained on distinct subsets of features. Similarly, Levitan et al. (2015b) found that
acoustic-prosodic entrainment among dyads playing a collaborative game varied between
entrainment and disentrainment on the same features across speakers in the same context.
They even found a few cases of entrainment on some features and disentrainment on others
between the same pair of speakers, much like Pardo et al. (2013) did for speech shadowing.
In order to develop hypotheses for factors that give rise to such variation, as well as for the
interpretation of existing results, it is helpful to consider the conditions that are needed for
the adaptation constituting entrainment to occur. We discuss these broadly in the following
subsection before reviewing specific research results.

2.4.2

Conditions of Entrainment

To entrain, speakers first need to be able to perceive their interlocutor’s behavior. This
includes: the choice of a certain word or syntactic construction over an alternative; the
volume and speed at which that word is pronounced; the specific pronunciation that is used;
or gestures that the interlocutor made while saying it. Speakers are likely to range widely
with regard to their talent for such perception and the different details they attend to,
giving rise to variation in subsequent entrainment. Moreover, even the same speaker may
focus on different details depending on the circumstances or may have reduced capacity for
such perception while they are performing a challenging task.
Note that the detailed perception necessary for entrainment does not require speakers’
conscious awareness. In experiments with confederates or manipulated stimuli, researchers
sometimes directly ask their subjects during debriefings whether they noticed anything unusual. Very few usually do and entrainment is found even after those few are excluded
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from analysis. For instance, Chartrand and Bargh (1999), who had subjects interact with
confederates who deliberately shook their feet or rubbed their faces, asked them whether
they had noticed “any particular mannerisms” (p.900) about the confederates. Although
none of the subjects reported noticing the confederates’ behaviors, they still adopted them.
Most reported not having noticed the mannerisms even when they were pointed out to them.
As the authors summarized (ibidem): “not only were participants not consciously trying to
imitate the mannerisms of the confederates, but they did not even pay attention to these
mannerisms in the first place.” Other examples of entrainment without conscious perception,
based on subject debriefings, include manipulated interviewer response latency (Matarazzo
and Wiens, 1967) and syntactic choices of confederates (Loy and Smith, 2019). Kraljic et al.
(2008), lastly, showed that subjects altered their production of /s/ in a certain phonetic context when asked to imitate a model speaker, despite reporting no awareness of any difference
in the model’s pronunciation in this regard.
Second, in order to adapt their own behavior to perceived behavior by an interlocutor,
speakers need to be able to produce such adaptation. This may require, for instance: a large
enough vocabulary and sufficient syntactic skill to include a primed word or construction in
their own utterances; the prosodic ability to adapt the volume and speed of their speech; or
the phonetic flexibility to alter their pronunciation while retaining intelligibility. These are,
again, presumably subject to great variation across speakers as well as constraints arising
from circumstance such as mode of interaction, cognitive load, or communicative goals. The
examples of perception without awareness from the previous paragraph also illustrate that
awareness is not necessary for adaptive production. Moreover, Black (1949) proved that
even when subjects were made aware of their adaptation to variations in the intensity of
stimuli played to them and asked to actively try to maintain a single intensity level in their
responses, they were unable to do so. Conversely, Pardo et al. (2010) found that instructing
one participant in each pair to secretly attempt to imitate their interlocutor resulted in a
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lower degree of entrainment than was observed in an otherwise very similar study (Pardo,
2006) without such instruction. These results suggest that entrainment not only does not
require awareness but to some degree is beyond conscious control.
The stated reliance of entrainment on perception and production is largely independent of
any specific theoretical account – although it most closely relates to the view of entrainment
as an automatic behavior based on a link between perception and production (Chartrand and
Bargh, 1999). By contrast, the third and final condition for entrainment follows more directly
from Communication Accommodation Theory (Giles et al., 1991). Recall from Section 2.2
that CAT attributes great social significance to entrainment, stating that it helps regulate
the social distance between interlocutors. CAT also observes that entrainment is sensitive
to attitudes as well as power imbalances between interlocutors. We derive from this a
broad third condition for entrainment: the inclination to entrain. That is, to the extent
that entrainment is not automatic, it arises when a speaker is actually inclined, innately or
extrinsically, to expend the effort for detailed perception and production necessary to entrain.
This inclination, like the abilities for perception and production, is subject to variation based
on speaker traits, such as personality features mediating social behavior, and conversation
context, such as interlocutor attributes like attractiveness and social status or type and
mode of interaction. Also like perception and production, such an inclination need not be
conscious. Lakin et al. (2008) reported on experiments in which subjects used entrainment
selectively in response to being excluded from a group.12 They did so without awareness of
the behavior they were imitating, ruling out any possible awareness of the selective, contextsensitive use of entrainment. In summary, the framework which we use to discuss variation
in entrainment focuses on how speaker traits and conversation context impact the conditions
for the occurrence of entrainment, namely the abilities to perceive and produce behavior as
well as the inclination to entrain, none of which requires awareness by the entraining speaker.
12

We discuss this study in greater detail in Subsection 2.4.4.
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Speaker Traits Influencing Entrainment

Gender is the speaker trait that has been investigated most frequently for its impact on the
degree of entrainment, especially of phonetics. An early and frequently cited study by Namy
et al. (2002) found that females matched model talkers more closely in speech shadowing than
males did. However, as the authors themselves pointed out, this was mainly due to one male
model, with no differences observed towards the other three models. Babel et al. (2014) also
found that females entrained more than males. Both studies used only low-frequency words
as stimuli and no more than eight model talkers and 20 shadowers. In a much larger study
with 12 model speakers and 92 shadowers that used words of both low and high frequency,
Pardo et al. (2017) detected no main effect of speaker gender. Importantly, they did discover
an interaction between shadower gender and word frequency, with females entraining more
towards low-frequency words, suggesting that the earlier results were driven by this. In
interactive settings, meanwhile, early studies of phonetic entrainment indicated that males
entrain more than females (Pardo, 2006; Pardo et al., 2010). But these results were again
based on relatively small sample sizes. The same larger group of subjects studied by Pardo
et al. (2017), when paired for task-oriented interaction, revealed no differences in phonetic
entrainment between male and female speakers or between same-gender and mixed-gender
pairs (Pardo et al., 2018). For acoustic-prosodic entrainment, on the other hand, Levitan
et al. (2012) found that male interaction partners entrained the least and mixed pairs the
most on both intensity and speech rate. While their corpus contained only 12 speaker pairs,
Xia et al. (2014) studied a very similar but much larger corpus with 70 pairs of Mandarin
speakers. They partially confirmed the result, finding that male pairs entrained the least on
intensity but mixed gender pairs entrained the least on speech rate. Lastly, for entrainment
of nonverbal behaviors, Chartrand and Bargh (1999) found no effect of gender in any of
their experiments. Overall, it appears that speaker gender has no consistent main effect on
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entrainment but interacts with other factors to regulate their impact.
Some recent studies investigated links between entrainment and speakers’ perceptive and
productive abilities. Lee et al. (2021) focused on individual differences in feature variability.
They claimed that, in a pair, the speaker with greater baseline variability for a given feature
will exhibit a greater shift towards their interlocutor’s mean and a greater reduction in their
variability for that feature over the course of an interaction. This assumes a link between
perception and behavior as well as “socially induced pressure for an individual to act similarly
to others” (p.24) following the two complementary basic accounts of entrainment. The
authors demonstrated such an effect of variability through simulations and a small empirical
study. While simplified and limited to global entrainment, this approach highlights an
important speaker trait and provides a possible explanation for variations in entrainment
behavior across features: variations in a speaker’s variability across features.
Other studies focused on specific phonetic or prosodic abilities. Lewandowski and Jilka
(2019) found that speakers with high phonetic talent13 exhibited a greater degree of phonetic
entrainment, adopting their interlocutors’ pronunciations more than those with less phonetic
talent. Talents for phonetic perception and production were analyzed jointly, so it can be
concluded that together they promote entrainment, but individual contributions cannot be
assessed. By contrast, Lehnert-LeHouillier et al. (2020) separately analyzed various perceptive and productive prosodic abilities, finding no impact of the former but surprising negative
correlations of the latter with convergence of pitch mean and range. The greater a speaker’s
ability to produce prosodic distinctions – especially for lexical stress – the more they tended
to diverge from their interlocutor’s pitch mean and range from the first to the last third
of the conversation. The authors suggested that speakers with greater ability for expressing lexical stress, which is closely linked to pitch, may be less likely to use pitch for other
13

This was assessed for a larger group of subjects through a series of production, perception, and imitation
tasks. These included reading and spontaneous speech, emotion and accent identification, and imitation of
prosody, including in Hindi, a language with which none of the subjects had prior experience.

CHAPTER 2. RELATED WORK

27

purposes such as entrainment. However, they stressed that this result may not generalize
due to the limited number of mostly female subjects and the focus on pitch. In fact, for a
much larger corpus of similar, task-oriented conversations, Wynn et al. (2022), found that
speakers’ ability to perceive rhythmic detail predicted the degree of synchrony of speech rate
they exhibited. Overall, entrainment is clearly impacted by speakers’ basic perceptive and
productive abilities, with some variation based on the feature.
Personality traits constitute another key group of speaker traits affecting entrainment,
whose influence has been explored since some of the earliest research: Natale (1975) showed
that subjects’ need for social approval (Crowne and Marlowe, 1960) correlates positively
with the observed degree of entrainment of vocal intensity.14 This result can be interpreted
as subjects’ need for social approval creating an innate inclination to entrain. Aguilar et al.
(2016) examined the influence of the related trait of rejection sensitivity (RS ), the “tendency
to enter social situations seeking connection but fearing rejection” (p.167). While they
detected only a nominal, insignificant main effect of speaker RS on the degree of entrainment,
they found that, in conversations between a high RS and a low RS speaker, high RS subjects
engaged in significantly more entrainment than their low RS partners. As the authors point
out, this is in line with the assertion by Communication Accommodation Theory (Giles et al.,
1991) that relevant imbalances between interlocutors result in asymmetrical entrainment,
with the more dependent or socially driven speaker exhibiting greater entrainment.
Another type of personality traits impacting entrainment is cognitive style. For instance,
individuals with a greater tendency to take their interlocutors’ perspective, to engage in a
cognitive form of empathy, exhibit a greater degree of entrainment of those interlocutors’
behaviors (Chartrand and Bargh, 1999). Similarly, van Baaren et al. (2004) demonstrated
that field-dependent subjects – those with a cognitive style oriented towards integration of
14

We note that, to our knowledge, this frequently cited result has never been replicated. This motivates
us to include the same questionnaire in our experiments in Chapter 7 to attempt to replicate the result.
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the outer world or “field”, that is, contextual cues, including social ones – tend to entrain
observed behaviors more than field-independent subjects – those with a more analytical cognitive style that tends to differentiate. Both results can be interpreted as greater dispositional
attention to the interlocutor resulting in increased perception of differences, facilitating entrainment. A third study investigated the influence of both traits on syntactic entrainment of
the realization of dative clauses (Horton, 2014). As expected, subjects’ self-rating with regard
to perspective-taking correlated positively with the likelihood of them adopting the syntactic
form used by a confederate, at least for prepositional dative primes. However, the result for
field dependence did not match expectations or the prior result: field-independent subjects
exhibited greater entrainment, at least for prepositional dative primes and with marginal
significance. Horton concluded that field independent subjects better attend to structural
information relevant for syntactic entrainment, while field dependent subjects better attend
to social contextual cues that are central for behavioral entrainment. This represents another
example of how variations within speakers but across features might arise.
A final group of personality trait whose influence on entrainment has been studied are the
so-called “big five” factors openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism (Costa and McCrae, 1992). Focusing on extraversion and neuroticism,
Gill et al. (2004) analyzed the relationship with syntactic entrainment. While they found no
significant impact of extraversion, both high and low neuroticism in speakers corresponded
with reduced levels of adoption of a confederate’s syntactic choices compared to average
neuroticism. They reasoned that highly neurotic speakers focus mostly inward, resulting in
reduced perception of the nuances of interlocutor behavior. Meanwhile, the lack of entrainment by speakers with low neuroticism, who are more self-assured and less afraid of rejection,
was interpreted as reduced concern with pleasing their interlocutor, that is, a reduced inclination to entrain. Two other studies considered all five factors as predictors for phonetic
entrainment in linear mixed models. One analyzed subjects’ voice onset time before and after
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passive exposure to a narrative with artificially lengthened VOT (Yu et al., 2013), the other
examined amplitude envelopes in task-oriented interactions (Lewandowski and Jilka, 2019).
Both found that openness to experience significantly predicted the degree of entrainment and
argued that openness likely led to increased attention and, thus, more detailed perception,
promoting entrainment. Unlike Yu et al., whose analysis yielded no other significant results,
Lewandowski and Jilka also detected a significant effect of neuroticism. Note that a linear
relationship between neuroticism and entrainment does not match the pattern of results by
Gill et al. (2004). Accordingly, Lewandowski and Jilka provided a different interpretation,
suggesting that neuroticism might correspond with a need for social approval and, thus, an
inclination to entrain. In short, openness might be a reliable predictor of entrainment while
the role of neuroticism appears more complex.
Motivated by findings of certain speaker traits resulting in increased entrainment, several recent studies investigated whether some speakers generally entrain more than others.
Tobar-Henrı́quez et al. (2019), for example, measured subjects’ tendency to adopt disfavored
low frequency terms from an interlocutor over synonyms of higher frequency. Participants
were highly consistent in this form of lexical entrainment across sessions that were minutes
apart and still moderately consistent even after one week. In a similar approach for phonetic
entrainment, Wade et al. (2020) had subjects perform two sessions of speech shadowing one
to two weeks apart. Their analysis showed a high rate of consistency in how much subjects
shifted their voice onset time while shadowing model talkers with artificially doubled VOT.
Pardo et al. (2018) also examined subjects in speech shadowing but assessed consistency
not within this setting but with task-oriented interactions. Using perceptual measures, they
found weak but significant correlations between the degree of entrainment speakers exhibited
during and immediately after interaction on the one hand and during shadowing of bisyllabic and monosyllabic words, respectively, on the other hand. However, follow-up analysis
revealed that only male speakers were moderately consistent, contrasted by very weak and
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insignificant correlations for female participants. Cohen Priva and Sanker (2020), lastly,
explored whether speakers exhibit consistent degrees of entrainment across interlocutors in
the same context. They studied dyadic phone conversations between strangers about given
topics, with each speaker participating in several such interactions. In a combined analysis
of three prosodic and three lexical features, they found no evidence that some speakers consistently exhibited more entrainment than others across features and interlocutors. But they
did find that some interlocutors consistently elicited more entrainment than others.
To sum up, speaker traits do regulate both the ability and the inclination to entrain,
mainly through basic perception and production skills, attention, and social needs. However,
this does not appear to result in consistent behavior by individual speakers across contexts
and features. Rather, consistency appears limited to entrainment of specific features in
similar contexts. The limitation to individual features suggests that high skills of perception
and production tend to be narrow and that the effects of other traits on entrainment might
be feature-specific. The limitation to specific contexts, meanwhile, indicates that contexts
might supersede speaker traits in importance when it comes to their impact on entrainment.
We discuss such contextual influences in the next subsection.

2.4.4

Conversation Contexts Influencing Entrainment

Imbalances in social status and power between interlocutors affect their entrainment behavior. As stated by Communication Accommodation Theory (Giles et al., 1991), speakers with
lower social status or power tend to entrain more than their conversation partners with higher
social status or power. For instance, the TV interviewer Larry King was found to adapt his
voice more towards interview partners of higher status than they did towards him, whereas
lower status partners adapted their voices more to him than he did to them (Gregory and
Webster, 1996). In an analysis of exchanges on the micro-blogging and social networking
site Twitter, on the other hand, Danescu-Niculescu-Mizil et al. (2011) detected almost no
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differences in the degree of users’ lexical entrainment based on their social status. This was
despite ample evidence of entrainment and may have been caused by the fact that social
status could only be estimated through proxies such as users’ follower count. In a different
online setting with institutionalized power imbalances – interactions on talk pages between
common users and administrators of the online encyclopedia Wikipedia – Danescu-NiculescuMizil et al. (2012) did find differences in lexical entrainment based on power. Initial analyses
showed that administrators actually entrained more than users, an apparent contradiction
with CAT. However, as the authors argued, this was likely due to selection bias regarding the
type of users who manage to become administrators. Further analysis revealed that users
reduced the degree of entrainment they engaged in once they became administrators while
simultaneously eliciting more entrainment. The authors also found that lawyers arguing before the U.S. Supreme Court exhibited more lexical entrainment towards justices than vice
versa. Beňuš et al. (2014a), lastly, detected the same trend for lawyers’ and justices’ local
entrainment of vocal intensity in the realizations of filled pauses.
Conversation context can also affect entrainment by impacting speakers’ ability to perceive and deeply process interlocutor behavior. Abel and Babel (2017), for instance, demonstrated an inverse relationship between entrainment and cognitive load. They recorded
dyads performing cooperative tasks and compared interlocutors’ voices based on pairs of
short phrases extracted from these conversations. Listener ratings of the overall acoustic
similarity for these phrase pairs revealed that dyads given an easy task tended to become
more similar over the course of their interactions. Meanwhile, dyads given a task of medium
difficulty showed less convergence while those given a hard task actually diverged. As the
authors observed, this appears contrary to the idea that entrainment serves the efficiency of
communication, which should have resulted in greater entrainment with increasing cognitive
load. Instead, cognitive load may have led speakers to focus their limited attention on their
interlocutor’s lexical choices instead of the less crucial acoustics, resulting in reduced percep-
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tion – and, thus, entrainment – of those acoustics.15 Changes in attention, perception, and
entrainment can also result from how utterances are received. In a series of experiments by
Branigan et al. (2007), speakers exhibited more syntactic entrainment when they responded
to an utterance directed at them than to one they heard as a side-participant charged with
checking descriptions given by other speakers. On the other hand, it did not matter whether
they addressed their response to the speaker to whose utterance they were responding or
to a third speaker who had received that utterance as a side-participant. The researchers
concluded that direct recipients processed utterances more deeply than side-participants,
resulting in a greater activation of the perception-behavior link.
Some conversation contexts affect social and cognitive processes jointly. Lakin et al.
(2008) demonstrated that the link between perception and behavior posited by Chartrand
and Bargh (1999) as automatic is, nonetheless, influenced by social factors. They showed
that subjects who were excluded from a group imitated partners’ mannerisms in subsequent
interactions more than others did who had not been excluded. Furthermore, this increase was
found to be selective. Only subjects excluded by in-group members – individuals of the same
gender – were subsequently more likely to entrain and only towards other in-group members
but not towards out-group members. Exclusion by out-group members, meanwhile, had no
significant impact on entrainment. The authors concluded that entrainment can serve as
an “automatic, low-risk, low-cost way” (p.817) to respond to rejection and reaffiliate with
the in-group. While Bernhold and Giles (2020) argue that such behavior is very similar to
entrainment arising from accommodation, we note that the imitation observed by Lakin et
al. does not appear to serve communicative needs or preferences of the interlocutor. Only the
unconscious goal of affiliation is comparable to the social integration goal of accommodation.
Language differences between interlocutors also affect entrainment through both social
15

In theory, this might result in increased lexical entrainment under high cognitive load but to our knowledge this has not been tested in this or any other data.
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and cognitive processes. A noteworthy study by Kraljic et al. (2008) found that subjects
exposed to stimuli with a context-independent, idiolectal16 pronunciation of /s/ as ∼sS, an
ambiguous sound between /s/ and /S/, adapted their perception, learning to interpret ∼sS
as /s/ rather than /S/, even in new contexts. By contrast, exposure to context-sensitive,
dialectal pronunciation of /s/ as ∼sS only in the context of [str] did not cause another group
of subjects to change their perception. Interestingly, neither group spontaneously changed
their production of /s/, /S/ or [str] in a subsequent interaction with the speaker whose voice
was used for the stimuli. However, both groups adapted their production of [str] when asked
to imitate samples of the dialectal speech of another speaker, proving they were able to
produce the ambiguous sound ∼sS. So a change in perception need not result in adaptation
of production, even when speakers are capable of it. A possible explanation offered by the
authors is that imitation of an idiolect might have been socially inappropriate, impolite, so
subjects may have lacked the inclination to entrain. This again suggests social concerns can
regulate the perception-production link, leading to a hybrid account of entrainment.
Other studies of the impact of language distance on phonetic entrainment focused on
native language and dialect. In an interactive, task-oriented setting, Kim et al. (2011) found
evidence of entrainment only among speakers who shared the same native language (English
or Korean) and dialect but not among those who differed in either. Using a shadowing setting,
on the other hand, Kim (2012) obtained virtually the opposite result. In this case, native English speaking shadowers adapted the most to model talkers whose native language Korean
did not match their own, less to those speaking a different dialect of English, and least to
those with the same dialect. Similarly, Lewandowski and Nygaard (2018) found greater entrainment by shadowers towards model talkers whose native language Spanish did not match
their own than towards those who were native English speakers like themselves. Note that
all of these results are based on perceptual measures of entrainment. Therefore, the apparent
16

An individual speaker’s language use, their unique combination of phonetics, vocabulary, syntax, etc.
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contradiction between them is likely due to the interactive versus non-interactive settings.
Kim et al. (2011) suggested that native speakers may have adopted “clear speech” (Smiljanic and Bradlow, 2009) in interactions with non-native speakers, attempting to increase
intelligibility but also inadvertently preventing entrainment. In addition, they proposed that
increased cognitive load among mismatched speakers prevented entrainment, which would be
in line with the results of Abel and Babel (2017). Furthermore, adopting the pronunciations
of non-native speakers or those with another dialect can come across as impolite, which may
reduce the inclination to entrain. With the suppression, if not elimination, of all of these
factors in non-interactive speech shadowing, the greater salience of a non-native accent or
different dialect may instead become dominant. This would increase perception and, in turn,
entrainment, explaining the difference in results.
A final group of studies on the influence of nativeness considered lexical and syntactic
entrainment. Bortfeld and Brennan (1997) found that dyads of native speakers performing a
picture-matching task adopted each other’s referring expressions as often as dyads consisting
of a native and a non-native speaker. Importantly, all speakers in this experiment were naive
participants and conversed freely. In a recent study, Suffill et al. (2021) instead investigated
task-oriented interactions of native and non-native English-speaking subjects with native
and non-native confederates whose utterances were scripted. Even in this tightly controlled
setting, which allowed them to isolate the effect of nativeness, the authors found that native
and non-native subjects were equally likely to adopt disfavored item names from confederates
over preferred synonyms. However, non-native confederates elicited such lexical entrainment
from subjects significantly more often than natives. Lastly, Loy and Smith (2019) studied
the degree of lexical entrainment by native English-speaking subjects towards native and
non-native confederates’ use of double object (DO) versus prepositional object (PO) constructions in a picture matching task. If confederates used both DO and PO constructions
there was no difference in adaptation based on nativeness, not even towards a non-native
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confederate with a strong accent. If, on the other hand, confederates used only DO phrases,
including ungrammatical ones, and responded with delays, then subjects entrained more towards non-native than native confederates. The results by both Suffill et al. (2021) and Loy
and Smith (2019) suggest that speakers’ degree of entrainment increases with their interlocutors’ perceived communication needs. In the case of lexical choice, accented speech alone
was sufficient to elicit greater entrainment whereas in the case of syntax such a tendency
only occurred if speakers were made to seem limited in their linguistic ability. This may be
because lexical choice is even more crucial to understanding and arguably more salient than
the PO/DO distinction. Overall, language differences between interlocutors affect entrainment through social and cognitive processes. Audience design increases and a lack of social
appropriateness decreases the inclination to entrain while salience increases and cognitive
load decreases the ability to perceive differences and adapt to them.
Various interlocutor attributes besides social status and native language have been investigated for their influence on speakers’ entrainment behavior. Babel (2012) ran shadowing
experiments with two model talkers, one White and one Black, and measured entrainment
as a shift in vowel formants from a pre-exposure baseline recording. In addition to hearing
the stimuli, half of the subjects, all of whom were White, were shown an image of the model
talker they heard and asked to rate his attractiveness. Both model talkers elicited the same
degree of entrainment on average, but the attractiveness rating was found to have an effect
only on entrainment towards the White model talker. Interestingly, female shadowers entrained more towards the White model talker the more attractive they rated him, whereas
the opposite was true for males. Babel reasoned that male shadowers who perceived the
model as attractive may have been socially threatened by this and distanced themselves as a
result. In a different approach, Babel et al. (2014) had independent listeners rate the attractiveness of 60 voices and also measured “typicality” as how long it took listeners to identify
each voice as male or female. Then they used eight voices, the most and least attractive
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and the most and least typical, each per gender, as models in speech shadowing. For male
shadowers, only those exposed to atypical voices were perceived to have entrained.17 Meanwhile, female shadowers entrained all four voice types and, as expected, entrained attractive
voices more than unattractive ones. However, contrary to expectation, there was no difference in their entrainment of the typical and atypical voices, which may have been due to
competing processes. As the authors pointed out, atypical voices should be more salient, but
female shadowers may be socially more inclined than males to mirror typical voices. Instead
of speech shadowing, Yu et al. (2013) had subjects listen to a narrative about a fictional
blind date in which the voice onset time of all words starting with /p/, /t/, or /k/ had
been artificially doubled and recorded each subject saying all of these words before and after
exposure. The sexual orientation of the male narrator, which was varied across subjects, did
not have an impact on entrainment. However, those subjects who reported more positive
feeling towards the narrator exhibited a greater shift in VOT towards him.18 Lastly, a study
by Coyle and Kaschak (2012) explored the influence of women’s fertility over the course of
their menstrual cycle on syntactic entrainment. Intriguingly, heterosexual male participants
did not align their syntactic choices with female confederates when those confederates were
at the high point of their fertility but did entrain when the confederates were at their low
point of fertility.19 At the same time, the more flirtatious male participants perceived the
confederates to be,20 the more they tended to entrain. The authors suggested that participants withheld entrainment in order to display fitness as a mate through non-conformity or
creativity when they did not perceive interest but did entrain to affiliate with the confederates when they did perceive interest. In summary, attributes that affect attitudes between
17

As noted in Subsection 2.4.3, this study used only low frequency words as stimuli which were later found
to elicit less entrainment from males.
18
We note for all three of these studies that, because they were non-interactive, it is not possible that
entrainment conversely produced higher ratings. We discuss such cases in Section 2.5.
19
There was no effect of confederate fertility on the entrainment of heterosexual female participants.
20
Confederates were instructed to “remain expressively neutral during the interactions, and to appear
polite but not overly interested in the participant” (p.3) and the mean rating for flirtatiousness was low.
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interlocutors do change entrainment behavior, but in more complex ways than one might
expect based on Communication Accommodation Theory (Giles et al., 1991).
Some socially relevant attributes are only revealed if interlocutors can see each other.
In addition, audiovisual interactions are arguably inherently more social than audio-only
ones and also differ cognitively. This has led several researchers to explore differences in
entrainment based on interlocutor visibility. Dias and Rosenblum (2011) analyzed pairs of
female subjects performing an object arrangement task. Those pairs that were able to see
each other entrained the pronunciations of the object names more closely than others who
were not. In a later study of subjects in speech shadowing, Dias and Rosenblum (2016)
found more phonetic entrainment when shadowers could see a video of the model speaker
than when the same shadowers only heard an audio recording of the model. However, this was
only the case in slightly noisy conditions with 10dB of white noise. Without noise, similar
levels of entrainment were detected regardless of modality. The authors concluded that
ambient noise may have created similar conditions in their prior study or that interlocutor
visibility may have drawn attention from the task back to the interlocutor, producing the
observed effect. Furthermore, they found that subjects who saw a still image of the model
or a video in which the model’s mouth was blurred did not entrain more than when they
only heard audio. Only full video increased the degree of entrainment compared to an audio
recording. Thus, it appears that visual articulatory detail increased entrainment while social
cues were less relevant. By contrast, in the shadowing experiment with a Black and a White
model speaker by Babel (2012), seeing a still image of the respective model was enough
for shadowers to entrain significantly more than others in an audio-only condition. This
may have been because, unlike Dias and Rosenblum, Babel did not measure entrainment
perceptually, analyzed male and female subjects, and used male model speakers. It is also
feasible that the models differed in likability, attractiveness, etc. and elicited a different
response as a result. Lastly, some studies examined interlocutor visibility in the context of
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prosodic entrainment as well. They found no impact on entrainment of speech rate or pitch
accents in free conversation (Schweitzer and Lewandowski, 2013; Schweitzer et al., 2017) or
on speech rate in a quasi-conversational picture description task (Wynn and Borrie, 2020).
Overall, the results suggest the tentative conclusion that seeing the interlocutor is helpful
for phonetic entrainment, perhaps primarily by allowing for visual perception of articulatory
detail, but less relevant for entrainment targeting longer speech segments.

2.4.5

Summary and Conclusion

This literature review establishes how speaker traits and conversation context cause variations in the degree of entrainment by impacting speakers’ ability to perceive differences
in behavior and produce adaptations to them as well as their inclination to do so. Among
speaker traits, baseline perceptual and productive abilities as well as personality traits affecting social needs, cognitive style, and attention to interlocutors are noteworthy. Conversation
contexts influencing entrainment include interlocutors’ relative social status and power, cognitive load, social goals, differences in native language, dialect, and idiolect, attitudes towards
the interlocutor, as well as interlocutor visibility.
Entrainment often takes place without any conscious awareness on the part of the speaker
and in some cases even appears partially beyond conscious control. At the same time, even
such automatic processes can be selective and regulated by social needs and even noninteractive shadowing sessions are subject to social factors. Based on this, we take an
integrative view of entrainment. That is, while adaptation resulting in similarity has been
discussed using a variety of terms and explanations focusing on different aspects, we discuss it
as a single, albeit highly variable phenomenon and assume a hybrid account of social factors
regulating automatic cognitive processes. In the next section we discuss this variation further
by reviewing correlations with it.
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Factors Correlating with Entrainment

Entrainment correlates with a variety of external factors in human interaction. The previous
section discussed studies whose experimental designs allowed the examination of the impact
of external factors on the degree of entrainment speakers engage in. In this section we
discuss studies which, conversely, suggest an impact of entrainment on various external
factors. We note that causality in this case is often less clear and may also be bidirectional
or even in the opposite direction. Note, further, that correlations discussed here might hold in
human-computer interactions as well and, therefore, represent potential benefits of the use of
entrainment in that context. We discuss past research into entrainment in human-computer
interaction, including such outcomes, in Section 2.6.
Liking or a sense of closeness between interlocutors – whether expressed explicitly through
ratings or implicitly through actions – represents the first broad category of factors linked
with entrainment. For instance, Street (1984) showed that higher competence ratings given
by interview partners to each other correlated with synchronous behavior in speech rate as
well as global similarity in response latency. The latter also correlated with a higher social
attractiveness score given to interviewees. Analyzing individual dyads in triadic conversations, on the other hand, Manson et al. (2013) found no link between synchronous behavior in
speech rate or pitch and higher ratings of the interlocutor’s warmth or competence. However,
dyads whose speech rate showed greater convergence over the course of the conversation were
more likely to cooperate in a subsequent prisoner’s dilemma game. Lubold and Pon-Barry
(2014) found correlations between the rapport among students in a collaborative learning
setting and different forms of local entrainment on pitch and jitter, but not on intensity.
Similarly, Nasir et al. (2018) found that entrainment on broad acoustic features at turn exchanges by patients towards their therapists correlated with the emotional bond perceived
by the patients during suicide counseling sessions.
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Correlations between liking and entrainment are not limited to acoustic features but
have also been found for lexical entrainment. This work is based on what Niederhoffer
and Pennebaker (2002) called linguistic style matching – similarity of the distributions of a
wide range of word categories – which was subsequently narrowed to categories of function
words – such as pronouns and prepositions – and called language style matching (LSM ).
Ireland et al. (2011) found that LSM correlated with mutual romantic interest in speeddating conversations and predicted relationship stability based on couples’ instant messages.
The analysis of triadic conversations by Manson et al. (2013), meanwhile, showed that higher
pairwise LSM scores correlated with positive perceptions of the interlocutor but not with
cooperation in the prisoner’s dilemma game. Lastly, analyzing task-oriented conversations
between whole groups of speakers, Gonzales et al. (2010) found that the members of groups
with higher LSM scores tended to report liking each other more than those with lower scores.
Success in task-oriented conversations has also frequently been linked to entrainment,
especially of lexical choices. Reitter and Moore (2007), for instance, introduced measures
of lexical and syntactic repetition that correlated with success for overall conversations in
their data and was even predictive of eventual success based on the first five minutes of
each conversation. Instead of analyzing local repetition, Nenkova et al. (2008) compared
global word distributions in a corpus of collaborative game conversations. They found that
similarities in partners’ use of the 25 most frequent words in the corpus, the respective 25
most frequent words per game, and a list of affirmative cue words all correlated positively
with the game score. Similarly, Friedberg et al. (2012) found that high-performing student
engineering groups working on a class project became more similar over time with regard
to their use of words related to the project while the opposite was true for groups with low
performance. Linguistic and language style matching have also been shown to correlate with
success, in hostage negotiations (Taylor and Thomas, 2008) and information search tasks for
groups (Gonzales et al., 2010), respectively. Lastly, in an example of non-lexical entrainment
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being linked to task success, Levitan et al. (2011) showed that the score dyads achieved in a
collaborative game correlated strongly with entrainment of the realizations of acoustic cues
preceding backchannels, albeit not with entrainment of the choice of cues speakers used.
Overall conversation quality and flow constitute the final category of factors correlated
with entrainment. Conversation flow is associated with task success, as speakers that frequently interrupt each other or exhibit long pauses between their turns are less likely to
achieve success in a shared task. Accordingly, both Nenkova et al. (2008) and Levitan et al.
(2011) found that their measures not only correlated with task success but also with dialog
coordination. That is, the more similar dyads were with regard to their use of frequent words
and backchannel-preceding cues, respectively, the less they tended to interrupt each other
while simultaneously achieving shorter latency between their turns. Levitan et al. (2012)
similarly linked entrainment on acoustic-prosodic features to dialog coordination. While the
objective measures of conversation flow in these studies relate to task success, perceptual
measures of conversation quality to some degree relate to liking between speakers and how
they interact with or act towards each other as a result. For instance, Lee et al. (2010)
analyzed interactions of “seriously and chronically distressed married couples” (p.796) in
therapy. They found that similarity of intensity and especially pitch at turn exchanges was
significantly higher in conversations that were perceived by annotators to have positive affect than in those with negative affect. Similarly, Nenkova et al. (2008) found that telephone
conversations between strangers tended to be rated as more “natural” by annotators when
the participants’ use of frequent words was more similar. Gravano et al. (2014), lastly, found
correlations between the degree to which speakers matched their partners’ prosodic contours
and their level of engagement in a game, captured through annotations like “contributing to
successful completion”, “planning what to say”, and “engaged in the game”.
In summary, entrainment correlates with how much speakers like each other, how successful they are in a joint task, and the related notion of how smoothly their conversation
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progresses, objectively as well as perceptually. These empirical findings accord with assertions of different theories discussed in Section 2.2. Communication Accommodation Theory
(Giles et al., 1991) claims that entrainment serves the reduction of social distance, which
fosters liking and rapport. The Interactive Alignment Model (Pickering and Garrod, 2004),
on the other hand, posits that entrainment is fundamental to efficient and successful communication. Correlations between entrainment and liking are also in line with similarityattraction theory which states that similarity between individuals results in attraction (see,
for instance, Montoya and Horton (2013)). Despite their results corresponding with these
theories, we note again that most studies discussed in this section do not allow clear attributions of causality. Does entrainment on acoustic-prosodic features contribute to rapport,
for instance, or does a sense of closeness cause speakers to match each other prosodically,
or are both happening simultaneously? The experimental design of Lubold and Pon-Barry
(2014) cannot resolve this question.
A few studies, however, managed to clearly establish entrainment as a cause, rather than
an effect, of an external factor. One example is the work by Chartrand and Bargh (1999).
In one of their experiments, involving a dyadic picture description task, subjects whose
mannerisms were being imitated by a confederate perceived that confederate as more likable
and the conversation overall as smoother than other subjects who were not imitated. The
planned and controlled behavior of the confederate as well as the unidirectional nature of
the imitation lead to the unambiguous conclusion that entrainment was not a mere correlate
of likability and smoothness but in fact a contributor to their perception. Levelt and Kelter
(1982) used a similarly controlled setting in the context of syntactic entrainment. They
showed that annotators perceived question-answer pairs as more natural when they matched
with regard to whether or not they included optional prepositions. This was despite the
fact that the prepositional and non-prepositional variants of all questions and answers were
grammatical and semantically virtually identical.
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Note that, besides causality, many of the studies in this section also do not prove statistical significance of entrainment of the studied features or measure effect size, that is, how
much more similar speakers become through adaptation. Rather, they show that higher
degrees of entrainment significantly correlate with other factors. For a review of studies that
do show significant entrainment for various features, see Section 2.1. Furthermore, recall
from Section 2.3 that not only positive but also negative entrainment or disentrainment can
be beneficial. Neither does entrainment always correlate with desirable outcomes. For instance, Levitan et al. (2012) found that acoustic-prosodic entrainment, while advantageous
in some ways, also correlated with more interruptions, contrary to their expectations. More
generally, we stress that entrainment, while important, is only one of several factors contributing to such outcomes as liking or a smooth, successful interaction. Fusaroli and Tylén
(2016), for instance, compared the impact of different communicative patterns on task success. They argued that both entrainment and speakers’ self-consistency were constrained
and their explanatory powers for task success surpassed by interpersonal synergies, recurring
patterns between interlocutors such as question-answer or offer-response pairs. We discuss
other factors constraining or facilitating entrainment in Section 2.4 and propose novel, neural
entrainment measures that separate self-consistency and entrainment in Chapter 8.
In conclusion, although the direction of causality often cannot be established and other
interpersonal processes also matter, it is clear that entrainment correlates with, and in some
cases clearly contributes to, several positive conversation outcomes. Therefore, it provides
many opportunities for applications in dialog systems, whether to improve their performance
or at least assess it. We discuss this in detail in the next section.
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Entrainment in Human-Computer Interaction

The ubiquitous presence of entrainment in human interaction and its correlations with useful
external factors suggest applications in human-computer interaction. A dialog system that
is the target of entrainment can guide the linguistic expressions of its users towards those
that maximize system performance. It could also derive indicators of its performance from
the degree of entrainment it elicits. By actively engaging in entrainment towards their users,
meanwhile, systems might be able to improve their task success as well as naturalness and
other user ratings. These applications are contingent on the generalization of results from
human-human to human-computer interactions, that is, they require that users actually entrain system outputs and that correlations with entrainment between humans transfer to
interactions with computers. While we attempt no such applications in our own work, they
are an important motivation for our analysis of variation in entrainment behavior. Especially the active entrainment of system outputs towards the user needs to be appropriately
calibrated and the analysis of human interaction can help guide this process. In addition,
comparisons between entrainment towards humans and computers can produce theoretical
insights into the phenomenon. Therefore, in this section, we discuss why entrainment in
human-computer interaction can be expected; what kinds of entrainment towards machines
have been shown to occur; how this entrainment by users can improve system performance;
and what attempts at implementing active entrainment by systems have been made. We
note that several of the systems used in the studies we discuss employed the “Wizard of Oz”
paradigm in which subjects are told that they are interacting with an automated interlocutor
that, in reality, is controlled by an experimenter sending scripted utterances. This mainly
serves to reduce implementation complexity and is irrelevant for our discussion which only
depends on subjects’ belief that they were interacting with an automated interlocutor.
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Why Entrainment Might Transfer

There are three main reasons to expect entrainment to affect human-computer interaction.
The first is the at least partially automatic and subconscious nature of entrainment. It
should be irrelevant for the perception-behavior link whether a stimulus comes from another
person or a machine. In both cases, the mere perception of a behavior should increase
the likelihood of its production, resulting in entrainment (Chartrand and Bargh, 1999).
Second, users might adopt system outputs to increase their intelligibility, in the same way
Natale (1975) argued is the case for entrainment between humans. Despite substantial
progress, the capabilities of dialog systems are still limited and most users are aware of this
fact. Therefore, they can be expected to infer systems’ needs from their outputs and adapt
their own accordingly, not necessarily for social reasons but even just out of self-interest,
to be understood. Third and perhaps most intriguingly, entrainment can be expected to
affect human-computer interaction simply because humans treat computers, to a certain
degree, like people. For instance, Nass et al. (1994) showed that people apply social norms
to computers, treat them as distinct actors based on their voice, and even apply gender
stereotypes to them. All of these ways of treating a computer like a person are objectively
inappropriate and subjects even acknowledged as much in their debriefings. Yet they still
applied them in their interactions with the machines. In the same way, people might engage
in entrainment behavior towards computers and be influenced by entraining computers due
to inappropriate, subconscious applications of social norms to the human-computer setting.

2.6.2

Users Entraining to Systems

Syntactic entrainment was among the first types whose occurrence in human-computer interaction was practically demonstrated. Brennan (1991) showed that subjects asking a partner
a series of questions via a text interface tended to match the format of the responses by the
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second half of the session, using either complete sentences or elliptical, short phrases, depending on what the partner used throughout the session. Similarly, in a text-based picture
description task, Branigan et al. (2003) found that subjects tended to match the partner’s
realization of dative clauses as prepositional or double object phrases. Interestingly, both
studies found a similar degree of syntactic entrainment whether subjects were told that their
interlocutor was a computer or another person. A third study by Cowan et al. (2015) also
used a picture description task, but now to compare the priming effect of an actual human
confederate in the same room with that of a computer using either a robotic or a natural
voice. Subjects exhibited significant syntactic entrainment of two types21 but again there
was no significant effect of subject condition on the degree of entrainment. That is, subjects interacting with a human confederate entrained as much as those interacting with what
they believed to be a computer and there was no difference based on computer voice type.
Lastly, in an analysis of over 2000 real user calls to the Let’s Go! bus schedule information
system, Stoyanchev and Stent (2009) showed that users were more likely to use a verb in
their responses to system questions if those contained a verb than if they did not. The same
was true for the use of progressive and simple verb forms. Overall, it is clear that humans
entrain the syntax of automated interlocutors. The lack of differences in results between
human and computer conditions in the first three studies suggests that this happens largely
automatically, independent of beliefs about the interlocutor and their communicative needs.
Lexical entrainment towards dialog systems has also been investigated several times.
Brennan (1996) had subjects ask a series of questions to a text-based or spoken dialog system.
She found that subjects tended to adopt changes of terms introduced by the system, even if
this happened “embedded” in a successful system response. Rates of adoption were higher in
interactions with the speech interface and in questions immediately following the introduction
21

In this case both for dative clause realization and, in a separate experiment, for a distinction between
article noun phrases (e.g., “red circle”) and relative clauses (e.g., “a circle that is red”) which, unlike the
dative clause realizations, have a highly preferred choice in the article noun phrase.
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of a new term, but still substantial several turns later. In a series of experiments involving
picture naming tasks, with subjects’ partners sometimes using disfavored but acceptable
terms, Branigan et al. (2011) also investigated the impact of modality and delay on whether
subjects would adopt disfavored terms but considered the effect of whether they believed
their partner to be human or machine. This revealed higher rates of adoption of disfavored
terms among subjects who were told their partner was automated than those who were
told the partner was human. In addition, such lexical entrainment was more likely among
subjects led to believe they were interacting with a “basic” software than among those
advised that theirs was an “advanced” software, even though there was no actual difference
between these systems. However, Branigan et al., unlike Brennan, found no impact of
modality and, at least for subjects told that their partner was automated, a delay of eight
turns between prime and reproduction of a term also had no significant effect compared to
immediate reproduction. Bergmann et al. (2015) used a similar picture naming task with
subjects’ partners sometimes using strongly disfavored nouns. Again, subjects were told
their partner was either another person or a computer but half of the subjects, both for the
human and the computer condition, would see an animated virtual human representation of
their interlocutor. The authors found significant lexical entrainment in all four conditions.
For those subjects not seeing a virtual human, entrainment was stronger in those who were
told their partner was a computer. But there was no such difference based on beliefs about
the partner for the subjects who did see a virtual human. This was due to both a decrease
in entrainment in the computer condition and an increase in the human condition, with the
former having roughly twice the magnitude of the latter. Lastly, Parent and Eskenazi (2010)
analyzed almost 20k calls from the Let’s Go! bus schedule information system. They found
that users tended to repeat keywords used by the system and that changes to the system’s
vocabulary, tested for a small part of the calls, were adopted more or less readily depending
on the relative base frequency of the old and new keywords. In summary, lexical entrainment
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towards machines is common both in lab and real-world interactions, with a clear trend for
weaker entrainment towards humans than towards machines, which in turn is mitigated by
how advanced the machine is perceived to be.
As we have seen, users exhibit both lexical and syntactic entrainment towards machines,
but only the former differs in degree from entrainment towards humans. This warrants
further discussion. Since lexical choices are arguably more salient than syntactic ones, the
greater attention directed at them in conjunction with the perception-behavior link might
explain part of this difference. However, it appears that lexical entrainment is also simply
more strategic, that audience design plays a greater role for it than for syntactic entrainment.
This can also explain the lack of “decay” of the priming effect found by Branigan et al. (2011),
who reasoned that “participants encode their partner’s choice of name more deeply when they
are less certain that their partner will understand their utterances correctly” (p.52). Note
that this need not be socially motivated since, at least in the real-world example of Parent
and Eskenazi (2010), users could have had purely self-interested reasons to be understood,
and even in the other studies, the reasons for entrainment towards human partners might
differ from those towards machines. But to the extent that the observed impact of beliefs
about the interlocutor is based on an inappropriate transfer of social norms (Nass et al.,
1994), variations in lexical but not syntactic entrainment due to perceived communicative
needs of the interlocutor are likely to be observed in human interaction as well.
Various prosodic features have been found to be entrained in human-computer interaction. Perhaps the earliest experiment in this area was presented in a pair of studies that
analyzed interactions between elementary school children and a spoken dialog system personified as different animated characters. The system output varied between an “introverted”
and an “extroverted” voice, the latter responding more quickly and speaking more loudly,
faster, and with a greater pitch range than the former. One voice was used for the first
two out of three tasks, the other for the last. Coulston et al. (2002) showed that a switch
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from the introverted to the extroverted voice made subjects speak significantly more loudly
and vice versa. Darves and Oviatt (2002) found the same kind of bidirectional entrainment
for response latency. Note that the observed behavior in both studies cannot be uniquely
attributed to the respective individual feature since the two types of voices varied with regard to four features, not just one. By contrast, Suzuki and Katagiri (2007) manipulated
response latency and intensity individually in separate experiments. They found that even
much less noticeable variations were sufficient for at least unidirectional entrainment, with
a significant effect of decreasing response latency and increasing intensity, respectively.22
Bell et al. (2003) analyzed speech rate in interactions of subjects with an avatar aimed at
solving a simple geometric puzzle. In a between-subjects design they showed that those
whose avatar spoke faster tended to speak significantly faster themselves. Lastly, Cohn et al.
(2021) used a speech shadowing experiment to directly compare subjects’ entrainment of
human and artificial speech. Specifically, they analyzed duration, mean pitch, and pitch
variation in neutral and emotionally expressive speech produced by Amazon’s Alexa digital
assistant, a female native English speaker, and the subjects during shadowing of both of
these voices.23 This analysis revealed that subjects indeed entrained these acoustic features,
with no notable differences in adaptation towards human and synthesized speech. Overall,
acoustic-prosodic entrainment of speech interfaces appears common, with even small variations in output eliciting at least some response and limited evidence suggesting no difference
between entrainment towards human and computer speech.
In recent years, phonetic entrainment in human-computer interaction has also been studied, most notably in a series of papers by Georgia Zellou and collaborators. Their work
mostly employs the shadowing paradigm and measures entrainment perceptually, with AXB
22

Besides adult subjects and a less interactive experiment with no graphical representation of a virtual
interlocutor, Suzuki and Katagiri also used deltas of much smaller magnitude in their manipulation of
intensity and response latency than Coulston et al.: 3.5 dB and 0.3 seconds versus 15 dB and 1.7 seconds.
23
The human and virtual speaker were visually differentiated for subjects.
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tests,24 or acoustically, comparing vowel durations. Cohn et al. (2019) detected a main effect
of voice type, with the same speakers exhibiting less entrainment towards devices than humans. Zellou et al. (2020) found the same at least for male shadowers, while females entrained
both humans and devices equally. Meanwhile, Cohn and Zellou (2019) found phonetic entrainment only towards expressive artificial speech but not in a more neutral condition and
Zellou and Cohn (2020a) found that entrainment of artificial speech required the presence
of both functional pressures25 and expressive speech, while either by itself was sufficient for
entrainment of human speech. Only Zellou and Cohn (2020b) found more entrainment towards TTS voices than human voices, at least when the voices were not disguised – that
is, intentionally misrepresented – as the opposite type. Cohn et al. (2020), lastly, found
that the same TTS voice elicited different degrees of entrainment based on whether it was
produced by a cylindrical speaker, a small robot, or a device with an animated likeness of
a face projected on the model of a human head, with the more human-like embodiments
resulting in stronger entrainment at least for some speakers. All in all, the results suggest
that phonetic entrainment towards artificial voices may be weaker or more contingent on
circumstance than towards human voices. However, the contrary result in one case suggests
that these trends may also be due to idiosyncrasies in the generally small number of model
speakers used in all of these studies.
There have been some attempts at applications of both the lexical and prosodic entrainment of system outputs by users. Lopes et al. (2011) chose keywords for the Noctı́vago
Portuguese bus schedule information system that, if entrained by the users, would be easier
for the automatic speech recognizer to identify and thus reduce the word error rate. In a
pilot study with 256 calls, they indeed achieved a significant improvement of both the word
error rate and the overall dialog success rate. Fandrianto and Eskenazi (2012), meanwhile,
24
25

See Section 2.1 for details on speech shadowing and AXB tests.
Repeating a word to correct a supposed misunderstanding.
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attempted to utilize prosodic entrainment to improve ASR accuracy by making users of the
Let’s Go bus schedule information system stop shouting and hyperarticulating once such behavior was detected. One of the tested strategies was to decrease the system’s vocal intensity
and increase its speech rate, respectively, implicitly encouraging users to do the same. While
explicitly asking users to speak more quietly or “normally” had a greater effect, the implicit
strategy also significantly improved the likelihood of users’ return to “normal” speech compared with no system intervention. For shouting, the implicit, entrainment-based strategy
even proved more successful than backing off to a new topic to achieve a reset.

2.6.3

Systems Entraining to Users

There have been numerous investigations of how system outputs can be adapted to match
those of the users and what benefits, if any, this produces. We provide a brief overview
of these studies here, leaving out technical details as these are not the focus of our work.
Changes to systems’ specific lexical and syntactic choices are discussed first, then broader
variations of systems’ overall style, and finally adaptations of acoustic outputs.
An early study by Brockmann et al. (2005) demonstrated that the realization of dative
clauses as prepositional or double object phrases can be entrained by ranking candidate
phrases with a generic language model interpolated with a cache model trained on recent
dialog context. They tested this not in live interaction but on prime and target sentences
from a human subject study. Similarly, Buschmeier et al. (2009) proposed an approach
to emulate various degrees of lexical entrainment – of key referring expressions – and selfconsistency for subjects in a previous experiment. Basing lexical choices on both recency
and frequency of prime use26 by the target speaker and their interlocutor, they were able
to match target nouns in up to 90 percent of cases. Porzel et al. (2006) moved beyond the
mere reproduction of recorded human interactions by using a “Wizard of Oz” system to
26

This is directly inspired by results of human lexical entrainment (Brennan, 1996).
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test lexical entrainment in a technical support scenario. They found that reuse of subjects’
lexical choices only improved task completion time for novices in technical matters while
increasing it for expert users. However, users who interacted with an adaptive system rated
it more highly across several indicators than those partnered with an inflexible system. Lopes
et al. (2015), lastly, proposed a scheme to dynamically choose primes for different concepts,
adopting user terms when they are not detrimental to system performance and otherwise
proposing new primes for the user to entrain. A test of this approach in the Let’s Go! bus
schedule information system with real users revealed only a nominal, insignificant reduction
of the dialog success rate but a significant reduction of the average number of turns per call.
Broader adaptations of systems’ language use, to exhibit a particular style, can also be
helpful. Nass et al. (1995) established that systems can recognizably embody personality
traits, specifically dominance or submissiveness, with simple means. While this was not done
dynamically, the authors showed that subjects whose traits matched those of the computer
they interacted with tended to rate its competence and their sense of affiliation with it more
highly and also perceived the interaction as more satisfying and beneficial. This suggests
that if subjects’ personality or style is detected and actively emulated, this should result
in improved system ratings, in line with similarity-attraction theory (Montoya and Horton,
2013). We discuss two studies which did exactly that. De Jong et al. (2008) implemented
a text-based guide in a virtual environment that entrained the detected level of politeness27
and formality28 of its users. External evaluation of pre-generated dialogs showed that politeness, but not formality, was perceived as expected and that there was no clear preference
among annotators for entrainment, with some preferring if the guide stayed formal even
when the users was not and others favoring adaptation. In interactions with a “wizarded”
digital assistant to plan a fictional “evening out”, Metcalf et al. (2019) studied the effect
27
28

By expressing requests as imperative, interrogative, or declarative and by using hedges or reinforcers.
Through lexical choices like “indicate” versus “show”.
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of imitating users’ “chattiness”, defined informally by how concise or talkative their queries
were. Subjects interacted with statically chatty and non-chatty versions first, then with a
dynamically mirroring version. The authors found that the latter was rated more highly in
both trustworthiness and likability. They separately showed that the degree of chattiness
could be detected automatically.
Lastly, we consider past efforts to entrain users’ prosodic features. In what may be
the first experiment of this kind, Suzuki et al. (2003) had subjects play with toy building
blocks while talking to an animated virtual character that “had about the same speech
generation capability as a one-year-old infant” (p.564), that is, produced only hummed
sounds. These hums would mimic users’ intensity, pitch, and rhythm, with the degree of
mimicry varying across three separate interactions. Users rated the system most highly across
six factors, from friendliness to task achievement, when it matched them about 80 percent
but less so for full, 100 percent mimicry. Much later, Lubold et al. (2015) assessed different
approaches to pitch adaptation in an educational setting. They found that shifting the pitch
mean while maintaining the original contour of default text-to-speech output maintained
naturalness while increasing – at least in off-topic, social interactions – rapport with users
as perceived by others. Levitan et al. (2016), meanwhile, evaluated the effect of prosodic
entrainment on a proxy for system trustworthiness, finding conflicting results in English,
Slovak, and Spanish, although likely not due to language differences but other parameters.29
Manipulating pitch, intensity, and speech rate in another study on Slovak, Beňuš et al.
(2018) found that female subjects preferred a disentraining avatar over an entraining one
whereas males had no preference. While Levitan et al. and Beňuš et al. adapted the mean
speech rate per system utterance, Okamoto et al. (2020) recently proposed a method to do
so at the phoneme level. They developed an extended automatic speech recognizer that,
in addition to a transcript, performed fine-grained speech rate detection which can then be
29

We discuss this study in detail in Chapter 1.
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used as input for a text-to-speech system. While its impact on user perception in interaction
was not assessed, the authors did run evaluations to determine that the proposed system
produced more natural outputs than manipulation after speech generation and that the
synchronization with input speech is clearly recognizable.

2.6.4

Summary and Conclusion

Overall, the studies reviewed in this section prove that entrainment is relevant to humancomputer interaction, both in terms of users entraining to systems and vice versa. Automatic
cognitive processes, awareness of systems’ communicative needs, and inappropriate application of social norms likely all contribute to this. Studies of syntactic and lexical entrainment
towards systems reveal a greater role of audience design in the latter, which may transfer
to human interaction. From a practical perspective, both lexical and prosodic entrainment
towards systems have been shown to be useful. And active entrainment by systems, whether
in language use or prosody, is not only possible through a variety of methods but has been
shown to provide benefits. However, these are not universal and in some cases, especially for
prosody, choosing the right features and methods of adaptation is not straightforward. This
will be further complicated if systems are to engage in multi-modal entrainment. Therefore,
broader use of the various approaches requires a clear understanding of how entrainment
functions in different contexts. This is the core practical motivation of our study of variation
in entrainment behavior and concludes our literature review of past entrainment research.
In the next chapter, we present the methodology employed for most of our own work.

Chapter 3
Methods
Throughout this thesis, we apply the same acoustic-prosodic and lexical entrainment measures to different corpora. This chapter describes the units of our analyses, the different
entrainment measures applied to them, and the method of determining significance. The
corpora, on the other hand, are described in the subsequent chapters, as relevant.
The measures we describe in this chapter were previously proposed by other authors and
most of them have been widely adopted. Reusing well-established, existing measures allows
us to compare our results with those of other authors. This enables us to attribute differences
in results to differences in conversation context, one of the main goals of this thesis, while
largely eliminating the entrainment measures themselves as a source of variation.1 However,
we also propose new, neural measures in Chapter 8 and compare some results obtained with
these with the established measures described in this chapter.
1

Multiple implementations of even the same measures can produce variations in the results, as they
involve numerous technical details from feature extraction and normalization to data trimming and analysis.
Some of the results reported in this thesis differ slightly from previous publications on the same work
that were based on earlier implementations with minor technical differences. However, the broad trends
observed in the original publications remain the same. All results reported in this thesis are based on the
same “canonical” implementation. For the main, acoustic-prosodic measures, this was developed through
independent implementation by the author and Matthew McNeill with subsequent code alignment to rule
out any mistakes and identify and discuss all technical choices. We describe all measures in great detail and
make their code, along with all other code and results, available at https://github.com/andreas-weise/.
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Units of Analysis

The basic unit of our analyses is the inter-pausal unit (IPU), defined as a maximal speech
segment from a single speaker without interruption by a pause. The threshold duration for
a pause to act as an IPU boundary varies between 50ms (Levitan and Hirschberg, 2011)
and 500ms (Michalsky et al., 2018), in our corpora between 50ms and 100ms. A maximal
sequence of IPUs by a single speaker without interruption by the interlocutor constitutes a
turn. The complete sequence of both speakers’ turns, that is, a full conversation, is called
a session. In some of our corpora, each session consists of a sequence of tasks, as defined
by the design of the underlying experiment. Lastly, in definitions of the subsequent sections
that are applicable to both sessions and tasks, we use interaction as a generic term.
IPUs, turns, tasks, and sessions represent levels of a hierarchy with increasing length.
IPUs in our corpora range in duration from fractions of a second to several seconds, turns
from fractions of a second to over one minute. Tasks last between tens of seconds and several
minutes, sessions between several minutes and almost an hour. More specific statistics for
individual corpora are given as needed in the respective chapter where they are used.
We note that IPUs do not perfectly match any level of theoretically founded prosodic
hierarchies. Pitch reset and final lengthening, not pauses, have been identified as the primary
correlates of prosodic boundaries for many languages (Xu, 2011, p.89 & Table 1). Despite
this mismatch with theoretical definitions, units of analysis based on silent pauses have
been used in speech processing for decades. As Koiso et al. (1998) point out – in what we
believe to be the first study to use the term “inter-pausal units” – this method is highly
applicable to spontaneous speech, with its repairs, hesitations, and interruptions; objective,
with clear thresholds for pause duration and volume; and efficient, since it can be automated.
By contrast, approaches based on theoretical definitions usually require manual annotation
such as ToBI (Silverman et al., 1992), which is more time-consuming. As a result, IPUs have
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achieved widespread use, including in research on acoustic-prosodic entrainment (Levitan and
Hirschberg, 2011; Wlodarczak et al., 2012; Lubold and Pon-Barry, 2014; Weidman et al.,
2016; Rahimi et al., 2017; Michalsky et al., 2018; Reichel et al., 2018; Savino et al., 2018).

3.2

Acoustic-Prosodic Features

Per inter-pausal unit, we extract the mean and maximum intensity in dB as well as the
mean and maximum pitch in Hz. Furthermore, we consider three voice quality features,
namely local jitter and local shimmer – which measure variations of the frequency and
intensity, respectively – as well as the noise-to-harmonics ratio, NHR. These seven features
are extracted using Praat (Boersma and Weenink, 2018). Lastly, we determine the mean
speech rate across the IPU in syllables per second.2
Note that mean and maximum pitch, jitter, shimmer, and NHR are not defined for
IPUs that lack voiced speech segments of sufficient duration. We exclude all IPUs that
are missing any of our eight features from all analysis. This is to ensure that entrainment
measures for different features are based on the same data so results can be compared without
confounds. After extraction, all eight features are z-score normalized per speaker. That is,
each raw feature value x is converted to a normalized value z = (x − µ)/σ, where µ and σ
are the feature mean and standard deviation, respectively, for the speaker who uttered the
IPU, across all sessions they participated in. This provides a better basis for entrainment
research. Anatomy, personality, and other factors affect speakers’ raw feature values, which
makes some speakers pairs more similar than others prior to any adaptation. Normalization
is a first step we take to control for such differences and isolate them from the effects of
2

To determine the number of syllables in each word, we attempt a lookup in the Carnegie Mellon University Pronouncing Dictionary, CMUdict, version 0.6 (https://www.speech.cs.cmu.edu/cgi-bin/cmudict),
as included in the Natural Language Toolkit, NLTK, version 3.6.2 (https://www.nltk.org). If a word is
contained in the dictionary, we use the number of vowels in the primary pronunciation given for it as the
number of syllables. Otherwise, we apply the hyphenation algorithm of Liang (1983) to yield an estimate of
the syllable count. For Hebrew text, in Chapter 6, we count the number of vowels in the transliteration.
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entrainment. In addition, it ensures a consistent scale across features.
Our features do not necessarily capture prosody directly but they do serve as prosodic
cues. Lexical stress, for instance, has been found to correlate with vowel duration – which we
measure indirectly through speech rate – and with mean pitch in British English (Eriksson
and Heldner, 2015). In American English, primary and secondary stress are distinguished by
pitch and duration, as well as by intensity (Plag et al., 2011). Beňuš et al. (2007) also found
that higher pitch and intensity characterize the prosody of backchannels in American English.
For Modern Hebrew, which we examine in Chapter 6, there are similar results. Silber-Varod
et al. (2016), for instance, found that duration, intensity, and pitch all correlate with Hebrew
lexical stress and Berkovits (1984) showed that pitch distinguishes the intonation of finished
and unfinished sentences in Hebrew. Since even basic functionals like mean and max of
low-level features like pitch and intensity correlate with prosody in these and other ways,
they have been used in a wide range of studies of acoustic-prosodic entrainment (Levitan
and Hirschberg, 2011; Truong and Heylen, 2012; Lubold and Pon-Barry, 2014; Levitan et al.,
2015a; Cabarrão et al., 2016; Weidman et al., 2016; Rahimi et al., 2017). Other authors have
also developed more complex features, with Reichel et al. (2018), for instance, proposing
some that describe pitch contours and rhythm. However, since these have not been widely
adopted, they are less suitable for comparisons of our results with those of other authors
for different conversation contexts. The same is true for symbolic treatment of prosody, as
employed by Gravano et al. (2014), which, in addition, is also not suitable for our goal of
eventual live computer application, since it requires expert annotation.
Recall from Section 2.1, that there are other measures of entrainment of speech characteristics like phonetics and prosody. Most notably, researchers have used listener ratings to
measure similarity perceptually, following Goldinger (1998). This approach yields a holistic
entrainment measure incorporating all acoustic features of a speaker’s production simultaneously. However, it is also subject to typical risks associated with human annotation such as
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annotator fatigue or even incompetence. Moreover, while this approach can simplify some
subsequent analyses, such as for correlations with other factors, by providing a consolidated
measure, it obscures details about how the perceived similarity is achieved, that is, which
specific features speakers adapt to create it and how. Lastly, since perceptual measures rely
on human listeners they cannot be automated. This renders them unsuitable for our ultimate
goal of practical applications to live human-computer interaction. For all these reasons, we
do not use perceptual measures. However, note that the neural entrainment measures we
propose in Chapter 8 are holistic while still being automated.
In summary, we analyze a range of widely used acoustic features that correlate with
prosody and are more suitable to our goals than others which rely on human annotation
that cannot be automated.

3.3

Acoustic-Prosodic Entrainment Measures

To capture acoustic-prosodic entrainment, we use five measures defined by Levitan and
Hirschberg (2011), three based on turn-level comparisons between speakers and two based
on session-level comparisons. The measures are illustrated in Figure 3.1 and described in
this section. Each measure is applied to the eight acoustic-prosodic features described in the
previous section, resulting in 40 measurements per interaction.
Three of the acoustic-prosodic entrainment measures we use are local. That is, they
focus on turn exchanges, defined as the last IPU of a turn from one speaker, the turn-final
IPU, paired with the first IPU of the immediately following turn from the interlocutor, the
turn-initial IPU. We also refer to such a pair as adjacent. For all local measures we exclude
overlapping adjacent IPUs from analysis to avoid cross-channel interference.3 Lastly, the
3

We make an exception from this rule in Chapter 7, as speakers in the Brooklyn Multi-Interaction Corpus
are not recorded in the same room, eliminating cross-channel interference. Instead, we only require that at
least 50 percent of a turn-final IPU are completed before the beginning of the subsequent turn-initial IPU,
so that it can be considered a response. If this is not the case, we pair the turn-initial IPU with the IPU
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(c) synchrony

(d) convergence

Figure 3.1: Illustrations of our acoustic-prosodic entrainment measures, following Levitan
and Hirschberg (2011). The axes represent time (x) and feature value (y), blue and red
lines two speakers in conversation. Local similarity indicates closely matching values at turn
exchanges, global similarity matching overall means. Synchrony suggests similar relative
changes, convergence increasing similarity over time, at turn exchanges (local) or for the
mean of stretches of conversation (global).
similarity between any pair of IPUs with regard to a feature is defined as the negated
absolute difference between their values for that feature.4
The first local measure, local similarity, compares the similarity between adjacent IPUs
with a baseline similarity of non-adjacent IPUs. For each turn exchange, we compute the
similarity between the turn-final IPU x and the adjacent, turn-initial IPU y and compare
it to the mean similarity between y and a selection of non-adjacent, uniformly randomly
chosen, turn-final IPUs uttered by the same speaker and in the same session as x. We select
10 such non-adjacent IPUs or 25 percent of the overall number of possible choices, whichever
is greater, to achieve a representative sample of other utterances by the same interlocutor.
Local similarity is said to exist if the similarity between adjacent IPUs significantly differs
from the mean similarity between non-adjacent IPUs, according to paired Student’s t-tests.
Secondly, we measure local convergence, the degree to which the similarity at turn exchanges varies over the course of a conversation. Mathematically, it is defined as the Pearson
correlation between the similarity of the two IPUs comprising the respective turn exchange
and the start time of the respective turn-initial IPU.
preceding the turn-final IPU, if that preceding IPU was uttered by the same speaker as the turn-final IPU.
If no such preceding IPU exists, we exclude the turn exchange from analysis.
4
The negation achieves a measure of similarity/entrainment rather than of difference. We do this for
several of our measures, both acoustic-prosodic and lexical.
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The third and final local measure we consider is synchrony, which describes the degree
to which the feature values of the two interlocutors rise and fall together at turn exchanges.
Specifically, it is the Pearson correlation between the feature values for turn-final IPUs and
the corresponding turn-initial IPUs. That is, feature values are grouped by their turn-final
or turn-initial position, not by speaker.
We obtain a significance level for each of our local measures for an interaction by running
the respective test on all samples from that interaction. We could similarly collect all samples
in whole groups of sessions or even an entire corpus to assess overall significance. However,
this would artificially inflate the degrees of freedom and fail to ensure independent samples
from a consistent population. Instead, we compute each measure per session and then
compare it to a baseline using paired Student’s t-tests. For local similarity, we compare the
mean similarity at turn exchanges per session to the mean of all the mean similarities between
non-adjacent IPUs sampled per turn exchange as described above. For local convergence and
synchrony, we compare the respective Pearson correlation coefficient to the mean coefficient
for ten uniformly randomly selected permutations of the data.
The first global measure, global similarity, compares speakers’ mean feature values. For
a given speaker A, an interaction i, and a feature f , let µA,f,i be the mean feature value of A
for f in i. Then the global partner similarity between interlocutors A and B for feature f in
interaction i is defined as −|µA,f,i − µB,f,i |. We compare this to the mean global non-partner
similarity per speaker, defined as
P
−

(B 0 ,i0 )∈XA,B

|µA,f,i − µB 0 ,f,i0 |

|XA,B |

(3.1)

where XA,B is defined as the set of 2-tuples of speakers B 0 6= B and interactions i0 such
that A and B 0 do not interact in any session of the respective corpus, B 0 has the same
gender as B and the partner of B 0 in i0 has the same gender as A. Where applicable to the
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respective corpus, we also require that B 0 has the same role in i0 as B in i and/or that both
are speaking about the same topic. The set XB,A and the non-partner similarity for B are
defined analogously. To assess whether global similarity is present in a set of interactions, we
compare all partner similarities with the corresponding mean non-partner similarities using
paired Student’s t-tests. Note that in corpora in which speakers only participated in a single
session, our normalization results in a mean feature value of 0.0 for all speakers and sessions,
rendering global similarity meaningless. In these cases, we only compute it for tasks.
Finally, we say that global convergence is present for a feature f , if the absolute differences between speakers’ mean feature values for f in the first halves of interactions differ
significantly from the differences in the second halves according to a paired Student’s t-test.
We define halves based on the midpoint between the starting time of the first IPU and the
end point of the last IPU in the respective interaction.
Note that all our measures, as defined above, are symmetrical. However, for our local
measures, the adaptation towards or away from each other at turn exchanges is most immediately attributable to the responding speaker, the one uttering the turn-initial IPU. Therefore,
we can easily obtain asymmetric, speaker-specific versions of those measures by computing
the respective statistic only for those turn exchanges for which a particular speaker of interest
uttered the turn-initial IPUs.

3.4

Lexical Entrainment Measures

We measure the lexical similarity of speakers’ utterances per interaction using three previously established measures. The first one compares speakers’ use of specific sets of words
W and was proposed by Nenkova et al. (2008) for high-frequency words. The second and
third were proposed for prosodic entrainment by Gravano et al. (2014). Originally used to
compare annotations of tones and break indices (ToBI (Silverman et al., 1992)), we apply
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them to general strings for lexical entrainment. All three measures are applied to lemmata,
that is, canonical forms, of each speaker’s words.
Per word w in a given set of words W and per speaker S, the first measure determines
cntS (w), the number of times w was uttered by S, and ttlS , the total number of words
uttered by S. Similarity between a pair of speakers S1 , S2 is then defined based on the
absolute difference of the fractions per word, as

sim1 (S1 , S2 ) = −

X cntS (w) cntS (w)
2
1
−
.
ttl
ttl
S1
S2
w∈W

(3.2)

For the second measure, we construct a trigram language model for each speaker from
their utterances, using SRILM (Stolcke, 2002). The measure sim2 (S1 , S2 ) is then defined as
the negated perplexity of using the language model for S1 to predict all utterances of S2 ,
computed with SRILM. Note that low perplexity indicates that the model for S1 is a good
representation of the utterances of S2 .
The third and final measure compares unigram distributions of speakers’ words, smoothed
according to Bigi (2003), using the negated Kullback-Leibler divergence. That is, for speakers
S1 and S2 with smoothed unigram distributions PS1 and PS2 , similarity is defined as

sim3 (S1 , S2 ) = −DKL (PS2 , PS1 ) = −

X
w∈V

PS2 (w) log

PS2 (w)
PS1 (w)

(3.3)

where V is the corpus vocabulary.
High values of sim2 (S1 , S2 ) and sim3 (S1 , S2 ), that is, low values of perplexity or KullbackLeibler divergence, indicate that the phrases used by S1 are essentially a superset of those
used by S2 . This is interpreted as entrainment of S1 towards S2 as it signals that S1 incorporated the phrases of S2 into their own. Note that, unlike sim1 , these measures are
asymmetric. For a symmetric version of each measure, we simply add the asymmetric values
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for both directions, same as is typical for the Kullback-Leibler divergence.
We again assess significance by comparing partner and non-partner similarities using
paired Student’s t-tests. However, unlike for the acoustic-prosodic measures, we use a
weighted average of the similarity with non-partners. Specifically, non-partners are weighted
by the absolute difference between the entropy of their own language model and that of the
actual partner, computed using SRILM. This is meant to account for the effect that the
richness of an interlocutor’s lexical inventory might have on our measures, namely that more
diverse language might be harder to emulate and incorporate.

3.5

Controlling the False Discovery Rate

Whenever we conduct multiple related statistical tests – such as various acoustic-prosodic
measures for several different features in the same corpus – we group them into “families”
according to context and adjust the threshold of significance to account for the repeated
testing. We use the procedure by Benjamini and Hochberg (1995) for this. That is, we sort
the p values of a family and treat results up to pk , the k-th smallest p value, as significant
at level α, where k is the largest integer such that pk ≤

k
α,
m

with m being the size of the

family. Note that the largest k for which the condition is met is identified and then all
smaller p values are treated as significant, regardless of whether they themselves are below
their respective threshold. This procedure was proven by Benjamini and Hochberg to control
the false discovery rate at level α. We generally consider a result to be significant at α = 0.05
and to approach significance at α = 0.1.

Part I
Demonstrating Variation in
Entrainment
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Chapter 4
Structure in Entrainment Behavior
4.1

Motivation

The study of entrainment thus far has mostly been fragmented. As laid out in Section 2.1,
researchers have considered numerous individual features – representing lexical and syntactic
choices, phonetics, and prosody, among others – and measured entrainment in various ways,
but few have searched for correlations or other structure. As an example, consider that both
Ward and Litman (2007) and Fusaroli and Tylén (2016) measured lexical as well as acousticprosodic entrainment but neither paper investigated correlations between these measures.
We believe it is necessary to take a broader view of entrainment to achieve a better understanding of the overall phenomenon. This is especially true since all of the major theories
purporting to explain entrainment (see Section 2.2) implicitly postulate that entrainment
can be considered a single latent behavior or a structured collection of behaviors. The Interactive Alignment Model (Pickering and Garrod, 2004) even explicitly claims that “alignment
at one level leads to alignment at other levels”. If true, this should result in higher-level behaviors that could help explain observed variability between speakers. Practically, it would
also be useful for downstream analysis to need to consider only a small set of behaviors
66
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rather than each basic entrainment measure, for instance in the search for interactions with
quality metrics or for an appropriate scheme of adapting system outputs to different users.
In recent years, there have been a few cases of researchers looking for correlations between different measures of entrainment. Mukherjee et al. (2017) found a correlation between
speakers’ overall prosodies becoming more similar over time and their fundamental frequencies varying in synchrony. Rahimi et al. (2017) also showed correlations, between lexical and
acoustic-prosodic entrainment in group conversations. Since the original publication of the
work presented in this chapter (Weise and Levitan, 2018), another related study was released
that failed to find any significant correlations between entrainment on different acoustic features or between acoustic and syntactic entrainment (Ostrand and Chodroff, 2021). Note
that none of these authors considered more complex structure than correlation.
In this chapter, we conduct a thorough search for structure in entrainment behavior. We
analyze both acoustic-prosodic and lexical entrainment, 18 dimensions per session, in a large
corpus and employ four different approaches to uncover structure. We also conduct this
analysis on a subset of the acoustic-prosodic measures in a smaller corpus of a different type.

4.2

Data and Methods

This analysis is based on two fully orthographically transcribed corpora of dyadic conversations, one containing in-person, task-oriented interactions, the other free conversations on
given topics over the phone. We apply our standard set of five acoustic-prosodic and three
lexical entrainment measures to the latter and a subset of the acoustic-prosodic measures on
the former, then look for correlations, co-occurrence, clusters, and redundancies.
Our first corpus, the Objects Games portion of the Columbia Games Corpus (Beňuš
et al., 2007), consists of 12 sessions between 13 distinct speakers, each consisting of 14 object
placement tasks. For each task, one speaker describes the position of a blinking object among
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an arrangement of others on their screen, while the other speaker has to move that target
object from an inventory at the bottom of the screen to its designated location. Speakers
switch roles multiple times throughout the session. For more details on this design, see also
Section 7.2.1. Overall, this corpus comprises about 4h20m of audio, containing roughly 10k
inter-pausal units with 2h40m of speech and 2k turn exchanges.
Our second corpus, the Switchboard Corpus (Godfrey and Holliman, 1997), is made up
of telephone conversations between strangers about given topics. In total, it contains over
2000 such interactions between over 500 distinct speakers, each lasting up to ten minutes,
with an average of around six minutes. This results in over 250h of audio overall, containing
over half a million IPUs with roughly 218h of speech and around 127k turn exchanges.
For acoustic-prosodic entrainment, we use the five standard measures detailed in Section
3.3. That is, we measure global similarity between session means; global convergence from
the first to the second half of each session; local similarity between IPUs at turn exchanges;
local convergence as the change of that similarity over time; and synchrony as the correlation
between interlocutors’ feature values at turn exchanges. Each measure is applied to mean
pitch, mean intensity, and mean speech rate per IPU, z-score normalized per speaker. We
only consider three of our eight standard features to limit the number of tests required and
avoid having to lower the threshold for significance too drastically. It also limits correlations
between the features to a very low level of |r| < 0.05 for all feature pairs in both corpora.
In addition to acoustic-prosodic measures, we apply the three lexical measures described
in Section 3.4. For sim1 , the measure comparing speakers’ use of specific word groups, we
consider the 25 most frequent lemmata per corpus.1 Recall that sim2 measures the perplexity
of using a language model for one speaker to predict the utterances of another, while sim3
is defined as the negated KL-divergence of the unigram distributions of speakers’ words.
1

Switchboard: I, and, the, be, you, that, it, a, to, uh, “’s”, of, know, yeah, have, they, in, we, do, but, so,
like, get, well, just. Games Corpus: the, of, it, “’s”, okay, be, and, like, that, yeah, so, right, you, um, I, a, to,
uh, line, on, top, see, mmhm, bottom, just. The NLTK tokenizer we use treats “’s” as a token.
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To yield a value per interaction for each of our 15 acoustic-prosodic and three lexical
dimensions, we proceed as follows. For local convergence and synchrony, we apply the
Fisher transformation z = artanh(r) on the correlation coefficients r that are computed per
interaction and feature to achieve approximately normal distribution. For local similarity,
we normalize each partner similarity of a pair of IPUs at a turn exchange by the respective
non-partner similarity of non-adjacent IPUs and average this over all turn exchanges in the
interaction. Similarly, for global similarity and the lexical measures, we normalize the partner
similarity for each interaction by the respective non-partner similarity baselines described
in Sections 3.3 and 3.4. Lastly, for global convergence we compute the shift in differences
between mean feature values from the first to the second half of each interaction.
We look for structure in these behaviors in both corpora using the following four methods. At the simplest level, we check for pairwise linear correlations by computing Pearson’s
correlation coefficient between each pair of dimensions. Second, we treat each entrainment
behavior as binary, present or not, and use χ2 tests to investigate whether certain behaviors
are disproportionately likely to co-occur. Third, we represent each speaker as a point in a
continuous space defined by our entrainment measures and attempt to cluster these points
to identify common complex entrainment behaviors. Fourth, we apply principal component
analysis (PCA) to check whether any measures are essentially redundant.
Running correlation and χ2 analysis on all pairs of measures results in a large number
of tests. Controlling the false discovery rate for this leads to a restrictive threshold of
significance which is unlikely to be met with a small number of samples. Similarly, meaningful
clustering requires a reasonably large number of samples. Since the Columbia Games Corpus
only contains 12 sessions, we run our analyses at the task level. This yields 145 samples after
excluding 23 with too little speech by at least one speaker. Since the convergence and lexical
measures are not meaningful for the short tasks with few utterances, we limit analysis to
local similarity, synchrony, and global similarity on this corpus.
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Results

Significance of Lexical Entrainment
Since the perplexity and KL-divergence measures have not previously been used for lexical
entrainment and Nenkova et al. (2008) did not report a significance test for the similarity of
frequent word use, we first check whether our lexical measures are significant. Recall from
Section 3.4 that we do this using paired t-tests to compare the similarity between partners
with a weighted average of the similarity with non-partners for either speaker.
For the Columbia Games Corpus, we find significance both for the perplexity measure
(t(23) = 5.8, p = 6.3e − 06) and the KL-divergence measure (t(23) = 10.7, p = 2.1e − 10) but
not for frequent words use (p > 0.1). For the Switchboard Corpus, all three measures are
extremely significant with p ≈ 0. We note that the greater significance for the Switchboard
Corpus is attributable to the size of the corpus, as the average differences between partner and
non-partner similarities are comparable in both corpora. That is, even though conversations
in the Switchboard Corpus are less restricted than in the Columbia Games Corpus, the
partner versus non-partner comparisons are still “fair”.

Pairwise Pearson Correlations
To check for linear correlations, we compute Pearson’s correlation coefficient r for each pair
of our 18 and 9 entrainment dimensions, respectively, on the two corpora. We treat these
153 and 36 tests each as a family to control the false discovery rate (see Section 3.5).
In both corpora we find significant correlations between local similarity and synchrony for
each acoustic-prosodic feature (+0.24 ≤ r ≤ +0.57). However, this is mostly a mathematical
artifact resulting from the measures’ definitions: close feature values at turn exchanges
throughout a session imply synchronous variation.2 In the Columbia Games Corpus, the
2

Note that both measures are meaningful, nonetheless, as synchrony can exist without local similarity.
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only other significant correlations we find are between global similarity and synchrony of
intensity (r = +0.37) and between synchrony on pitch and speech rate, but the latter is
actually negative (r = −0.24). In the Switchboard Corpus, more results are significant.
Most correlations, however, are again between different measures on the same feature – such
as between local and global convergence for each feature (+0.12 ≤ r ≤ +0.40) or between our
lexical measures (+0.10 ≤ r ≤ +0.22). Some correlations across acoustic features reach the
level of significance but even the one with the greatest absolute value, between synchrony
on pitch and intensity, is weak (r = +0.15) and several others are negative. The only
correlations between lexical and acoustic measures are between the perplexity measure sim2
and synchrony on speech rate and intensity. However, both are very weak (|r| < 0.08) and
the former is actually negative. For a full list of significant results, see Appendix A.1.
We conclude that, contrary to our expectations, entrainment hardly correlates across
features and even within features this simplest kind of structure is very limited.

Pairwise Co-occurrence
Besides correlating with each other, entrainment behaviors might also co-occur. To check for
this, we note, for each interaction, whether: local and global partner similarity are greater
than the respective non-partner similarity; the Pearson r defining synchrony and convergence
is positive; global similarity is greater in the second half than in the first; and each of the
lexical similarity measures between partners is greater than between non-partners. Then we
use χ2 -tests to check whether some behaviors are disproportionately likely to co-occur, again
treating all of these tests per corpus as a family to control the false discovery rate.
The pairs of measures with significant co-occurrence are almost entirely a subset of those
that show correlation, that is, the results for the previous subsection. In particular, even
fewer measures across acoustic features are found to co-occur. We conclude that there is no
notable co-occurrence of entrainment across features or linguistic levels.
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(b) Columbia Games Corpus (145 tasks, 9D)

Figure 4.1: Silhouette scores for k-means clustering of the interactions in both corpora in
the space defined by our entrainment measures. For each value of k, the best score for 100
initializations is shown.
Clustering of Entrainment Measures
We now treat interactions as points in the continuous space defined by our entrainment
dimensions and apply k-means clustering to look for structure in entrainment behavior. In
addition to the normalization described in Section 4.2, we apply z-score normalization per
measure before clustering to ensure the same mean and variation across dimensions.
Figure 4.1a shows the silhouette scores for various numbers of clusters k for the Switchboard Corpus (solid line). This score, which ranges from -1 to +1, compares the similarity
of points within and across clusters, with higher values for greater similarity within than
across. For comparison, we compute clusters after shuffling the columns of our data (dashed
line) and cluster dummy data randomly sampled from a standard normal distribution (x
“line”), matching the distribution per dimension of our real data after normalization. The
figure shows the best result per value of k, each based on 100 initializations. The silhouette
score is low for all values of k and only marginally greater than the baselines for low values
of k and consistently lower than at least one baseline from k = 16. The difference for low k,
albeit small, persists across repeated permutations and random samplings.
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To assess a potential meaning of the clusters, we test whether for k = 2 they separate the
gender pairs.3 According to a χ2 -test, female pairs are indeed significantly over-represented
in one cluster and under-represented in the other and vice versa for male pairs (p = 2.8e−09),
with mixed pairs distributed as expected. However, the same can be achieved for random
cluster centroids in most cases4 so the separation does not actually appear meaningful.
For the Columbia Games Corpus, the silhouette scores are somewhat greater for all
attempted values of k but still low, ranging from 0.095 to 0.125 as illustrated in Figure 4.1b.
Moreover, instead of a pattern of decreasing scores for increasing k, the scores zigzag and
the baselines are comparable throughout. Also, neither two nor three clusters significantly
separate the gender pairs.
In summary, we find low silhouette scores marginally above baseline for both corpora and
the clusters do not meaningfully separate the gender pairs. Therefore, we conclude that the
entrainment behaviors explored here cannot be meaningfully grouped into clusters.

Principal Components Analysis
Lastly, we use PCA to determine if any of our measures are redundant, that is, mere linear
combinations of each other. For the Columbia Games Corpus, we find that all nine dimensions are needed to retain 99% of the variance, eight to retain 95% and seven to retain 90%.
For the Switchboard Corpus, all 18 dimensions are needed to retain 99% of variance, 16 for
95% and 15 for 90%. These reductions can be attributed to the correlations between local
similarity and synchrony per feature and between the lexical measures. Thus, the analysis again confirms a lack of correlation across features since more significant dimensionality
reduction would otherwise be possible.
3

A χ2 -test for k = 3 is not possible due to data sparsity as one cluster only contains a single session.
We generate a first random cluster centroid by sampling from a standard normal distribution for each
of 18 dimensions and define the second one as the negation of each dimension. This results in p < 0.05 for
the separation of gender pairs in 71 out of 100 cases, with seven of these lower than for the real cluster.
4
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Discussion and Conclusion

We present a corpus analysis using different approaches to discover an underlying structure
or collection of latent behaviors in 18 dimensions of acoustic-prosodic and lexical entrainment
in a large corpus of free conversation and 9 dimensions of acoustic-prosodic entrainment in a
smaller corpus of task-oriented conversation. We find virtually no evidence of links between
entrainment on different features, whether in the form of correlations, co-occorrunce, clusters,
or linear combination. While it is difficult to prove a negative, our results are strong enough
to rule out at least the existence of any clear and strong structure. This is contrary to the
expectations we had based on cognitive theory.
In particular, our negative result directly contradicts the prediction of the Interactive
Alignment Model (Pickering and Garrod, 2004) that “alignment at one level leads to alignment at other levels”. If this was true, we should have found substantial correlations across
acoustic features or linguistic levels. Instead, we found only few and weak such correlations in
both corpora and, in fact, some negative correlations indicating that speakers who entrained
on one feature or level tended to disentrain on another. This is in line with the results of
Ostrand and Chodroff (2021) who found no significant correlations at all for acoustic and
syntactic entrainment. Rahimi et al. (2017), meanwhile, did find some correlations between
lexical and acoustic-prosodic measures for groups instead of dyads of speakers. These correlations were somewhat stronger than what we observe in our data but still all below |r| < 0.3
and in some cases negative. It is also worth noting that Rahimi et al. controlled less strictly
for Type I error than we do here. All in all, it appears that unlike the link between lexical and
syntactic entrainment known as the “lexical boost” (Pickering and Branigan, 1998), links
between less closely related levels are not strong enough to justify IAM’s broader prediction.
Our negative result can also be interpreted in the context of the perception-behavior
link (Chartrand and Bargh, 1999). This account, of course, relies on speakers’ ability to

CHAPTER 4. STRUCTURE IN ENTRAINMENT BEHAVIOR

75

perceive and produce differences, even if this happens without their awareness. Recall from
Subsection 2.4.3, that while speakers talented in phonetic perception and production appear to engage in greater phonetic entrainment (Lewandowski and Jilka, 2019), productive
prosodic ability might actually decrease entrainment on some features (Lehnert-LeHouillier
et al., 2020). This would result in a discrepancy in the degree of entrainment on the two
linguistic levels even in speakers that are equally capable in both. Moreover, abilities for
perception and production are, in fact, likely to differ across features even within speakers.
Since speakers’ baseline ability to vary their production appears critical for entrainment (Lee
et al., 2021), disparities in this regard across features would prevent broad entrainment. In
addition, it is important to remember that speakers engage in entrainment while having to
conduct and achieve communicative goals in a conversation, which might further prevent
them from entraining on several features simultaneously. Fusaroli and Tylén (2016), for
instance, speculate based on their findings that “interpersonal synergies, such as procedural scripts and routines [. . . ] guide and constrain other central linguistic processes such as
alignment” (p.163). And the finding that cognitive load impedes entrainment (Abel and
Babel, 2017) suggests that entrainment itself might require, rather than save, some cognitive
resources, which would likely impose further limits on its breadth. In other words, not only
speakers’ inclination to take the interlocutor’s perspective (Chartrand and Bargh, 1999),
but also their cognitive ability to actually do so concurrently across linguistic levels limits
entrainment. Lastly, the absence of correlations may also be explained by the fact that not
all perception necessarily leads to a change in production, as Kraljic et al. (2008) found.
Communication Accommodation Theory, finally, directly provides a potential explanation
for our negative findings. Giles and Smith (1979) investigated multimodal entrainment
on pronunciation, speech rate, and message content in a factorial design, that is, in eight
different versions with or without entrainment in the three dimensions. They found that
while entrainment in each individual dimension was perceived positively, entrainment on
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all three simultaneously resulted in negative perceptions. Giles et al. (1991) suggested,
based on this finding, that while recipients of entrainment generally appreciate the inherent
implication that an interlocutor is seeking their approval, multimodal entrainment might
cause them to feel “extremely uncomfortable with those who can demonstrate that their
own idiolectal features are so easily matched” (p. 26).
Lastly, while the theoretical accounts provide some potential explanations for a lack of
entrainment on all features simultaneously, it is surprising that we find a more general lack
of structure, so another consideration of our methods is warranted. Entrainment is measured
in various ways, even with regard to the same features, so it would be possible to continue
our search using different entrainment measures. However, all our measures meaningfully
and diversely capture entrainment. Thus, it seems unlikely that alternative measures would
yield fundamentally different outcomes, such as strong correlations across features. Similarly,
we believe the analytical tools we employ are well-suited and further analysis of the same
features and measures would not produce disparate results. Since we only considered lowlevel features, it is, however, conceivable that more latent structure might yet be found for
entrainment at higher levels, such as emotional coloring and linguistic style.
In short, the theoretical accounts suggest that our inability to find structure in entrainment is due to weak links between different linguistic levels and features; cognitive and
communicative constraints; social appropriateness; or a combination of these factors. Overall, our results suggest two potential conclusions. Either entrainment is subject to such a
complex array of conditions and influences that clearly separated, recurring patterns become
unlikely, even within a consistent context like the telephone conversations of the Switchboard
Corpus. Or, rather than a single behavior or structured collection of behaviors, entrainment
is a set of behaviors which are only loosely linked and perhaps independently explained by
the competing theories. Both are feasible and the issue cannot be definitively resolved at
this time. We note, however, that there is substantial overlap between the theories, such as
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the fact that even automatic adaptation can result from an unconscious social goal (Lakin
et al., 2008). Motivated by such overlaps, we treat entrainment as a single behavior throughout this thesis and investigate different factors that might contribute to its emergence on a
feature by a given speaker in a given conversation. In the following chapters, we consider
gender, native language, the language spoken in the conversation, the type of conversation,
personality traits, and whether the same pair of speakers have interacted before.

Chapter 5
Native Language and Gender
5.1

Motivation

The previous chapter suggested that entrainment behavior for different features does not
follow clear patterns and does not cluster. Similarly, some studies have investigated speakers in a consistent context, measured with consistent methodology, and still found variation
regarding both the number of entrained features and the valence of this entrainment, that
is, whether it is positive, negative, or mixed. In a study of local, acoustic-prosodic entrainment in multiple languages, for instance, Levitan et al. (2015a) found evidence of individual
differences in entrainment behavior within languages. Lubold and Pon-Barry (2014) likewise
observed variation in local acoustic-prosodic entrainment across pairs of speakers.
A variety of factors can cause such variations, as discussed in depth in Section 2.4.
Speaker gender and the combination of genders in a speaker pair are prominent among those
that have been investigated, with varying results. For acoustic-prosodic entrainment, Levitan
et al. (2012) found that male pairs entrained the least while pairs of mixed gender entrained
the most. In a very similar corpus, but with Mandarin speakers, Xia et al. (2014) also found
that male pairs entrained the least on intensity but mixed gender pairs entrained the least
78
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on speech rate. Reichel et al. (2018), lastly, analyzed another very similar corpus of Slovak
speech. They found entrainment for similarly high numbers of acoustic-prosodic features for
male and female speakers in positions of power, but with females entraining mostly positively
and males mostly negatively. The fact that the corpora analyzed by these studies – and the
methodology at least in the first two – were very similar leaves the language of the speakers
as the most notable difference and suggests that sociocultural norms have an impact on how
the genders differ in their entrainment behavior. We pursue this possibility further in the
next chapter, where we conduct a comparative analysis of entrainment in Hebrew dialogue.
Even when speakers converse in the same language, however, differences in their native
language or dialect can cause variation in the emergence of entrainment. As detailed in
Subsection 2.4.4, a complex interplay of cognitive and social factors affects such interactions. Both speech perception and production are more difficult for non-native speakers
and at least perception is impeded for native speakers as well when processing non-native
or dialect-mismatched speech. In addition to the resulting cognitive load, which is known
to reduce entrainment (Abel and Babel, 2017), native speakers may adopt “clear speech”
towards non-native speakers (Smiljanic and Bradlow, 2009) or be disinclined to entrain the
interlocutor’s accent as they might be perceived as mocking it. Accordingly, Kim et al.
(2011), in an interactive setting, found entrainment only among speakers with a shared native language (English or Korean) and dialect but not in English conversations with native
language (English, Korean, or Chinese) or dialect differing between interlocutors. At the
same time, accented speech is more salient, which should activate the link between perception and behavior (Chartrand and Bargh, 1999) and in turn increase the likelihood of
entrainment if social concerns are reduced or eliminated. This likely explains why, in speech
shadowing, Kim (2012) and Lewandowski and Nygaard (2018) found essentially the opposite
result from Kim et al. (2011). Note, however, that all three of these studies, as well as those
by Levitan et al. (2012) and Reichel et al. (2018) are based on relatively small numbers of
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subjects. Therefore, it is also conceivable that some of their results reflect idiosyncrasies
of individual speakers or entrainment targets rather than population differences based on
native language and dialect or gender, respectively.
In this chapter, we investigate the impact of native language and gender on two types
of local, acoustic-prosodic entrainment in two large dialogue corpora. We demonstrate substantial variation in the rate of occurrence and valence of these forms of entrainment and
attempt to attribute it to the native language and gender of speakers and their interlocutors.
Throughout, we consider both positive and negative valence, as there is some indication that
entrainment of either valence can be beneficial (Healey et al., 2014; Pérez et al., 2016). This
work was done in collaboration with Sarah Ita Levitan and Julia Hirschberg and has been
published (Weise et al., 2019).

5.2
5.2.1

Data and Methods
Corpora

Columbia X-Cultural Deception Corpus
The Columbia X-Cultural Deception Corpus (Levitan et al., 2015c) consists of 170 in-person,
dyadic conversations in English. All 340 subjects were native speakers of American English
or Chinese. Each conversation consisted of two sessions, with either speaker acting as an
interviewER in one of them and as an interviewEE in the other. Interviewees would answer
24 biographical questions – 12 randomly chosen ones truthfully, the other half untruthfully,
resulting in a combination of deceptive and non-deceptive speech from each participant –
while interviewers would try to detect lies. Interviewers read the questions from a printout
in the order of their choosing and were encouraged to ask additional, spontaneous follow-up
questions to assess the truthfulness of the responses. The authors used Amazon Mechanical
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Turk to obtain a transcript of the whole corpus and then force-aligned it with the audio.

Fisher Corpus
The Fisher Corpus (Cieri et al., 2004) contains over 11,000 dyadic conversations in English,
conducted over the phone. Pairs of subjects, who did not previously know each other, were
asked to discuss a given topic for about 10 minutes. Conversations were transcribed in
a semi-automatic process. The corpus also contains meta-data on the speakers, including
their native language and where they were raised. Based on this, we select a subset of 105
conversations as described in the next paragraph.

Selection of balanced subsets
We note that while neither corpus was specifically designed to study entrainment, evidence
of local entrainment has been found both in the Deception Corpus (Levitan et al., 2018) and
the Fisher Corpus (Nasir et al., 2018). We use these two corpora because they are larger
than those underlying most studies of entrainment while allowing us to analyze the effects
not just of gender but also of native language on entrainment behavior. To do so, we select
subsets of conversations that are balanced with regard to these characteristics.
We use asymmetric versions of two local, acoustic-prosodic entrainment measures that
each yield one value per speaker. We group speakers by the combination of their native
language, their gender, their interlocutor’s native language, and the gender of their interlocutor and refer to these combinations as speaker types. One speaker type, for instance, is
that of “male English native speakers responding to female Chinese native speakers”, which
we label by the abbreviated characteristics as “ME-FC”. This results in the following 16
speaker types: FC-FC, FC-FE, FC-MC, FC-ME, FE-FC, FE-FE, FE-MC, FE-ME, MC-FC,
MC-FE, MC-MC, MC-ME, ME-FC, ME-FE, ME-MC, and ME-ME. Note that the Fisher
Corpus does not contain any conversations between pairs of Chinese native speakers, so four
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speaker types do not occur in that corpus: FC-FC, FC-MC, MC-FC, and MC-MC.
The smallest number of instances for any speaker type in either corpus is 15. Therefore,
we choose 15 conversations per speaker type to generate balanced subsets from our corpora.
Each conversation between speakers that differ in gender, native language, or both serves as
an instance for two different speaker types. Each conversation between speakers of the same
native language and gender, on the other hand, could serve as two instances of the same
speaker type. Instead, we choose to use 15 different conversations for those speaker types
as well – to achieve fully independent samples – and ignore one speaker in each of them. In
doing so for the Deception Corpus, we balance the number of EEs and ERs and the number
of speakers who are EE first or ER first. Note that for the rest of the paper we mean these
balanced subsets whenever we refer to our corpora.

Speaker demographics
All English native speakers in our corpora either specified that they were raised in the US or
we informally confirmed their accent to be American. Most of the Chinese native speakers
were raised in China or Taiwan. For those raised in the US we informally confirmed the
presence of a non-native accent. Most of the non-native speakers listed their native language
as “Mandarin”, the others as “Chinese”, with no specific variety or dialect.
The average and standard deviation of the age of speakers in the Deception Corpus
(µ = 23.2, σ = 4.6) are lower than in the Fisher Corpus (µ = 33.5, σ = 11.2). This is due
to the fact that its participants were recruited largely from the Columbia University student
body whereas recruiting for the Fisher Corpus was based on broader advertising.
English proficiency among the non-native speakers varies greatly, from limited fluency
to only subtle non-native accents. For the Fisher Corpus we have no data on language
proficiency but the Deception Corpus lists the age at which each speaker first started learning
English (µ = 9.8, σ = 3.4). There is no significant correlation between the number of years
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that speakers have been learning English and either of our entrainment measures on any
feature, neither for the Fisher z-transformed values nor for their magnitude. Therefore, in
the rest of this chapter we do not differentiate non-native speakers beyond their gender.

5.2.2

Features, Entrainment Measures, and IPU Statistics

The Deception Corpus transcription is based on inter-pausal units (IPUs) containing pauses
of at most 50ms each. The transcription segments in the Fisher Corpus, meanwhile, can
include pauses longer than 50ms, which we remove. We refer to the resulting shorter segments
as IPUs as well. For each IPU, we extract our standard set of eight acoustic-prosodic features
as detailed in Section 3.2. That is, we extract mean and maximum intensity, mean and
maximum pitch, jitter, shimmer, noise-to-harmonics ratio (NHR), and speech rate and zscore normalize each feature per speaker.
For each feature, we measure local convergence and synchrony as detailed in Section
3.3. That is, we measure how the similarity between adjacent, non-overlapping IPUs at
turn exchanges evolves over time and how feature values of these IPU pairs increase and decrease in synchrony. We apply the asymmetric versions of these measures, that is, we collect
turn-initial IPUs per speaker and obtain two values per measure and interaction. We use
these measures because variation in convergence and synchrony has been observed in prior
research (Levitan et al., 2015a; Lubold and Pon-Barry, 2014). The defining correlations for
both measures can be positive or negative. Positive synchrony and convergence constitute
accommodating behavior, speakers adjusting their speech to become more similar to partners. Negative synchrony can be viewed as complementary behavior which correlates with
positive speaker perception (Pérez et al., 2016). It is doubtful whether negative convergence
– speakers becoming less similar over time – can be viewed favorably as well. Nonetheless, we
include negative convergence in our analysis as our focus in this chapter is primarily on the
occurrence and variation of behaviors rather than their positive or negative connotations.
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Our analysis focuses on turn-initial and adjacent turn-final IPUs that do not overlap.
In total, the Deception Corpus contains 84038 such IPUs with an average of 5.13 syllables
(σ = 4.71) and a duration of 1.22 seconds (σ = 0.91) per IPU, for a total of over 28 hours of
speech. On average, there are 280.1 relevant IPUs (σ = 133.25) per speaker, with a minimum
of 70 and a maximum of 677. Our analysis of the Fisher Corpus is based on 12086 IPUs with
an average of 10.91 syllables (σ = 12.43) and a duration of 1.91 seconds (σ = 3.37) per IPU,
about 6.5 hours of speech overall. For this corpus, the average number of IPUs per speaker
is 57.55 (σ = 16.19) with a minimum of 17 and a maximum of 100. We note that it is not
uncommon for research on acoustic entrainment to be based on short segments of speech.
For instance, Kim et al. (2011) and Abel and Babel (2017) both used samples with lengths
between 0.5 and 1.5 seconds for their perceptual measure of similarity in conversational
speech. Also, while we only use up to two IPUs per turn, we note that the average number
of IPUs per turn is 2.45 (σ = 2.82) in the Deception Corpus (µ = 2.83, σ = 3.58 for
interviewees; µ = 2.08, σ = 1.66 for interviewers) and 1.59 (σ = 1.24) in the Fisher Corpus.
Further analysis of the number and length of IPUs reveals differences between speaker
groups.1 First, we observe that the Chinese native speakers in our corpora use fewer syllables
per IPU, that their IPUs are shorter in duration, at least in the Fisher Corpus, and that
they speak more slowly than the English native speakers. Conversations involving English
native speakers, on the other hand, contain fewer turn exchanges. All this can be attributed
to the cognitive load of conversing in a nonnative language, allowing native speakers to
communicate faster and more efficiently. The latter matches the results of van Engen et al.
(2010). Next, we find that female subjects in our data speak more slowly and in longer
utterances than males, the latter at least in the Deception Corpus. Lastly, interviewees
in the Deception Corpus use fewer syllables per IPU but their IPUs last longer, that is,
they speak more slowly. This suggests that responding to the questions – and trying to lie
1

For details and statistical tests, see Appendix B.

CHAPTER 5. NATIVE LANGUAGE AND GENDER

85

Table 5.1: Differences in synchrony for the same speakers in the role of interviewEE and
interviewER, respectively, in the Deception Corpus. Results are sorted by p value. The
rightmost column gives the effect size for the significant results. The last two rows are not
significant. None of the results for local convergence are significant.
Feature
speech rate
maximum intensity
NHR
shimmer
mean intensity
jitter
maximum pitch
mean pitch

p
Cohen’s d
7.5e-10
-0.52
9.3e-06
0.36
7.4e-05
0.34
0.00037
0.29
0.00063
0.28
0.017
0.20
0.47
n.s.
0.63
n.s.

convincingly half the time – resulted in greater cognitive load than asking them, coming up
with follow-ups, and trying to discern truthfulness.

5.3
5.3.1

Results
Variation by Role

We first explore whether speakers in the Deception Corpus vary their entrainment behavior
based on the role they perform in the interaction. This is done with a series of repeated
measures t-tests comparing speakers to themselves in either role. Overall, this involves 16
tests, one for each of eight features and either entrainment measure (Fisher z-transformed).
We treat the eight tests per measure as a “family” and adjust thresholds of significance as
described in Section 3.5 to control for false discovery rate.
None of the results for convergence are significant. Even the smallest p = 0.31 fails to at
least approach significance even before adjusting for repeated testing. However, most of the
results for synchrony are significant. Table 5.1 lists the results for all eight tests for synchrony
in order of decreasing significance and effect size, the last two are insignificant. Although

CHAPTER 5. NATIVE LANGUAGE AND GENDER

86

Table 5.2: Percentages of entraining speakers per corpus and measure, along with valence
and number of entrained features among these subsets of speakers.

Entraining speakers
Valence
positive
negative
mixed
#Features
1
2
3+
max.

Deception (EE)
conv.
synch.
48%
60%

Deception (ER)
conv.
synch.
42%
49%

Fisher
conv. synch.
39%
48%

41%
53%
6%

69%
19%
12%

39%
53%
8%

68%
25%
7%

38%
58%
4%

67%
25%
8%

52%
32%
16%
5

50%
30%
20%
6

54%
33%
13%
5

61%
27%
12%
3

73%
23%
4%
5

59%
30%
11%
5

all but one of the effects are small (|d| < 0.5) or very small (|d| < 0.2), the differences
in synchrony motivate us to analyze the roles separately throughout the remainder of this
chapter. We discuss possible reasons for these differences in Section 5.4.

5.3.2

Variation across Speakers

There is considerable variation in convergence and synchrony behavior across the speakers in
our corpora. Table 5.2 lists the percentages of speakers that exhibit significant convergence
and synchrony, respectively, for at least one feature. For each measure and corpus, two
fifths to three fifths of all speakers entrain. There is a nominal trend for more speakers to
exhibit synchrony than convergence in each corpus. This difference is significant according
to χ2 -testing only for interviewEEs in the Deception Corpus (χ2 (1) = 7.1, p = 0.0079) but
not for interviewERs (χ2 (1) = 2.4, p = 0.12) or in the Fisher Corpus (χ2 (1) = 2.5, p = 0.11).
Looking at valence in Table 5.2, we note that in all corpora, many more speakers exhibit
positive than negative synchrony. That is, those speakers who significantly adapt their voice
in immediate response to a change in their partner’s voice tend to do so in the same direction
as the partner. Meanwhile, for convergence there is a slight trend towards more negative
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valence, indicating that speakers whose similarity to the interlocutor at turn exchanges
changes significantly over time tend to become less similar to that interlocutor. We analyze
this across speaker types in the next subsection and assess significance in that context.
Between half and almost three quarters of the speakers who entrain at all do so on
only one of the eight features we investigate here. Between 23 and 33 percent entrain on
two features. The remaining speakers, between 4 and 20 percent, entrain on three or more
features, up to a maximum of six. For instance, while 40 percent of speakers do not exhibit
significant synchrony for any feature in the EE subcorpus, others entrain on six out of eight,
illustrating the wide range of individual differences.
Lastly, we analyze the similarities and nominal differences between the Deception subcorpora and the Fisher Corpus using a series of χ2 -tests in which we treat the corpora as
three different categories. The three corpora do not significantly differ in the number of
speakers exhibiting significant local convergence (χ2 (2) = 3.4, p = 0.18) and neither do
the subcorpora of the Deception Corpus alone (χ2 (1) = 1.7, p = 0.20). However, the difference in the number of speakers exhibiting synchrony is significant both across all three
corpora (χ2 (2) = 8.3, p = 0.016) and between the subcorpora of the Deception Corpus
(χ2 (1) = 5.7, p = 0.017). The distribution of positive, negative, and mixed valence among
entraining speakers, meanwhile, does not differ significantly across the three corpora, neither
for convergence (χ2 (4) = 1.3, p = 0.87) nor for synchrony (χ2 (4) = 4.2, p = 0.38). But the
Deception subcorpora do differ significantly from the Fisher Corpus in the number of speakers
showing convergence on one, two, and at least three features (χ2 (4) = 10.6, p = 0.032). The
subcorpora do not, however, differ from each other in this regard (χ2 (2) = 0.3, p = 0.86). Nor
is there a significant difference in the number of features with synchrony per speaker, neither
across all three corpora (χ2 (4) = 5.8, p = 0.21) nor between interviewEEs and interviewERs
in the Deception Corpus (χ2 (2) = 4.4, p = 0.11).
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Figure 5.1: Percentages of speakers who entrain negatively (-), positively (+), mixed (+/-)
or not at all (0), per measure and speaker type, for the Deception Corpus (EE).

Figure 5.2: Percentages of entraining speakers for the Deception Corpus (ER).

Figure 5.3: Percentages of entraining speakers for the Fisher Corpus. This corpus does not
contain any pairs of Chinese native speakers so the corresponding bars are left blank.
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Discrete Variation across Speaker Types

In this subsection we still consider entrainment behavior in the aggregate and treat it as
discrete, but analyze it by speaker type2 to begin to explore the influence of gender and native
language. Figures 5.1, 5.2, and 5.3 show the percentages of speakers of each type who entrain
only positively, only negatively, mixed, or not at all, per corpus and measure. Substantial
variation both in the percentages of entraining speakers and the valence is evident.
At the most basic level, we observe that even speakers of the same type exhibit different
behaviors. Among FC-FE speakers in the EE subcorpus, for instance, about 35 percent
of speakers converge only positively and only negatively, respectively, while 30 percent do
not converge at all. Other speakers vary their behavior for different features, entraining
positively for some and negatively for others. About 20 percent of FC-ME speakers in the
EE subcorpus do this for synchrony, for instance.
The total percentage of entraining speakers also varies widely across speaker types, even
for the same corpus and measure. For instance, while only about 25 percent of FC-FC
speakers in the ER subcorpus show significant positive or negative convergence, about 70
percent of MC-FC speakers do. Similarly, only 20 percent of FE-ME speakers in the ER
subcorpus exhibit positive or negative synchrony compared to 60 percent of ME-ME speakers.
Furthermore, we note a trend for synchrony to be more positive than negative for most
speaker types, similar to our observation for the corpora as a whole in Subsection 5.3.2. We
test for significance of this observation per corpus by treating the number of speakers of
each type with only positive and only negative synchrony, respectively, as paired samples.
The difference is, in fact, significant for both subcorpora of the Deception Corpus (EE:
t(15) = 7.1, p = 3.4e − 06; ER: t(15) = 4.0, p = 0.0011) and for the Fisher Corpus (t(11) =
4.2, p = 0.0015). So this trend we observed for the corpora overall is in fact significant and
2

Recall from Subsection 5.2.1 that speaker types represent groupings of speakers by the gender and native
language of both the speaker and their interlocutor. For example, “ME-FC” stands for “male English native
speakers responding to female Chinese native speakers”.
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distributed more or less evenly across speaker types rather than being caused by idiosyncratic
behavior of individual speaker types. The slight tendency of convergence to be more negative
than positive, on the other hand, does not reach or at least approach the level of significance
for any corpus, with the lowest p = 0.17.
We also use paired t-tests to compare the number of speakers exhibiting significant synchrony and convergence, respectively, regardless of the valence, for each speaker type. Synchrony is significantly more common than convergence in the Fisher Corpus (t(11) = 3.5, p =
0.0046) and among interviewEEs in the Deception Corpus (t(15) = 3.5, p = 0.0030) but not
among interviewERs (t(15) = 1.7, p = 0.11).
Our data is too sparse to apply χ2 -tests for the full speaker types consisting of all combinations of gender and native language. The use of χ2 is discouraged unless the average
expected count is at least 5.0 (Moore et al., 2009, p.532), which in our case would require at
least 20 instances per speaker type while we only have 15. Instead, we test for the influence
of gender and native language separately. For each gender type (FF, FM, MF, MM) and
each native language type (EE, EC, CE, CC; the last one only for the Deception Corpus)
we analyze the number of speakers exhibiting each type of valence (+, -, +/-, 0). There are
45 speakers per gender type in the Fisher Corpus and 60 for all other types.
None of the tests for the gender types show significance, with the lowest p = 0.19. That
is, we do not find any influence of gender here on the valence of synchrony or convergence.
For native language type, meanwhile, the test for its influence on synchrony in the interviewEE subcorpus of the Deception Corpus is significant (t(9) = 24.6, p = 0.0035), even
when accounting for a total of 12 tests conducted for gender and native language types. As
illustrated in Figure 5.4, the contingency table for this test contains the following notable
deviations from expected values with |∆| > 5: CC interviewees exhibit more positive valence
(“CC +” bar), CE interviewees more overall synchrony (“CE 0” bar), and EC interviewees
less positive valence (“EC +” bar) and less overall synchrony (“EC 0” bar) than expected.
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Figure 5.4: Effect of native language type on synchrony among interviewEEs in the Deception
Corpus, that is, differences between observed and expected numbers of speakers of each native
language type and valence of synchrony in the EE subcorpus. For instance, the negative
value of the “CE 0” bar indicates that 6.75 fewer Chinese native speaking interviewees
responding to English native speaking interviewers (“CE” speakers in the EE subcorpus)
exhibited synchrony on no features (“0” valence) than expected, that is, more than expected
entrained. Note that there are 60 speakers per native language type, about 25 of which are
expected to have “+” and “0” valence, respectively, about five “–” and “+/–” valence.
Table 5.3: Results with p < 0.05 for one- and two-way ANOVAs analyzing the influence
of gender, native language, and full speaker types for all measures, features, and corpora.
None of the results are significant when accounting for multiple testing. The rightmost
column shows all results of post-hoc Tukey tests with p < 0.05. For instance, the first
row indicates that, in the interviewEE subcorpus of the Deception Corpus, English native
speakers responding to English native speakers (EE) showed less synchrony on mean pitch
than Chinese native speakers responding to English native speakers (CE). For the effect of
full speaker types, on synchrony of shimmer in the ER subcorpus, the Tukey test suggests
that FE-ME speakers exhibit less synchrony than each of these six other speaker types:
FC-MC, MC-MC, FC-FE, MC-FE, FE-FC, and ME-ME.
Corpus
Deception
Deception
Deception
Deception
Deception
Deception
Fisher
Fisher
Fisher

(EE)
(EE)
(EE)
(ER)
(ER)
(ER)

Interaction
language
gender
language
gender
gender
gnd.:lng.
gender
gender
language

Measure
synchrony
synchrony
synchrony
convergence
synchrony
synchrony
synchrony
synchrony
synchrony

Feature
mean pitch
max. pitch
speech rate
jitter
shimmer
shimmer
mean intensity
mean pitch
nhr

p
0.025
0.018
0.028
0.036
0.0064
0.0089
0.012
0.031
0.029

Tukey
EE < CE
MM < FF
—
MM < FF
MM > FM, MF
(see caption)
MM > FM, MF
MF < FF
EC < CE
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Continuous Variation across Speaker Types

To detect more subtle variations in the strength and valence of the entrainment behavior of
different speakers, we now treat our entrainment measures as continuous rather than discrete
and analyze them for each feature individually instead of in the aggregate. To do so, we
conduct three analyses of variance (ANOVAs) for each combination of corpus, measure, and
feature. Gender type, native language type (both one-way ANOVAs), and full speaker type
(two-way ANOVA), respectively, are the independent variables, the Fisher z-transformed
values of the entrainment measures are the dependent variables.
Table 5.3 lists those few results with p < 0.05. None of them reach the level of significance
when controlling for FDR to account for the high number of tests.3 Nonetheless, we also
apply Tukey’s test post-hoc for each of these ANOVAs. The rightmost column of the table
contains the pairwise differences with p < 0.05. These are consistent but since none of the
results are significant, it would be wrong to draw conclusions from that.
Following the work of Pérez et al. (2016), we also run ANOVAs for the absolute values of
the Fisher z-transformed synchrony measure for each feature. Only five of these additional
ANOVAs yield p < 0.05, 4 of them with p > 0.01, the lowest p = 0.0014. This is far from
significant when correcting for 72 tests. We conclude that gender and native language cannot
directly explain the variation in entrainment behavior which we observe.

5.4

Discussion and Conclusion

Based on two types of local, acoustic-prosodic measures, we conduct a systematic analysis
of variation in entrainment behavior in two large corpora of dyadic interaction. Although
entrainment behavior varies greatly in our data, almost none of this variation can be directly
3

Three ANOVAs for each of eight features and two measures in three different corpora amount to a total
of 3 ∗ 8 ∗ 2 ∗ 3 = 144 tests. No result would be significant even if we grouped tests in families of only eight.
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attributed to gender, native language, or their combination. While our results for these
speaker traits are almost entirely negative, we do find an aspect of speaker state4 that
directly predicts some differences for one of our measures and corpora. Specifically, the
same speakers exhibit different degrees of synchrony for most of our features depending on
whether they act as an interviewee or interviewer in the Columbia X-Cultural Deception
Corpus, which motivates us to analyze these groups separately.
Regarding overall trends in our data, we find that about half of all speakers exhibit a
form of synchrony and a similar number converge or diverge on at least one feature. A
difference in the basic prevalence of the two types of entrainment only reaches significance in
the interviewEE subcorpus of the Deception Corpus. The rate of occurrence for both types
of entrainment is roughly comparable with the findings of Levitan et al. (2015a) for English.
However, while they found synchrony to be mostly negative, it is predominantly positive
in our corpora. They also found only positive convergence while in our data convergence
and divergence are about equally common. These differences in findings suggest that the
conversation context – collaborative, task-oriented dialogues versus deceptive interviews and
spontaneous speech, respectively – influences the valence of entrainment. But even within
the same corpora, we find substantial variation in the number of features speakers entrain
on and the valence of this entrainment.
Gender alone does not directly explain any of this variation we observe in our data,
neither for the rate of occurrence of entrainment, nor its strength, nor its valence. As
discussed in detail in Subsection 2.4.3, some previous studies did report gender differences,
while others did not. For acoustic-prosodic entrainment, in particular, both Levitan et al.
(2012) and Xia et al. (2014) reported differences between male, female, and mixed gender
4
We refer to temporary and dynamic characteristics of speakers as speaker states and contrast this with
more permanent and immutable speaker traits. The latter include, for instance, gender, native language, and
personality. Speaker states, meanwhile, such as emotion or cognitive load, depend, among a variety of factors,
on the conversation context, like the type of interaction and resulting dialogue register, the perception of
the interlocutor, or the success in a task.
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pairs in English and Mandarin, respectively. However, this was for global similarity, not
the local measures we analyze here, and for task-oriented interactions. In Chapter 4, our
analysis of the Switchboard Corpus, which is very similar to the Fisher Corpus analyzed
here, showed that the overall entrainment behavior of speakers does not form meaningful
clusters based on gender. So it is possible that effects of gender on entrainment are limited
to the global level or that they depend on the conversation context.
We also find virtually no significant differences between native and non-native English
speakers. Only for interviewees in the Deception Corpus, the combination of native languages
of a speaker and their partner appears to impact the prevalence and valence of synchrony
(Figure 5.4).5 Chinese native speaking interviewees entrain more positively towards Chinese
native speaking interviewers, Chinese native speaking interviewees interacting with English
native speakers generally entrain more, across all valences, and English natives interviewed
by Chinese natives generally less than expected. This is despite signs of greater cognitive
load that we find among non-native speakers (Subsection 5.2.2) which predicts a decrease in
entrainment (Abel and Babel, 2017).
The lack of broader differences based on native language which we find matches neither
the results of Kim et al. (2011) nor those of Kim (2012) and Lewandowski and Nygaard
(2018). The most notable difference between those studies and ours is that their analyses
were based primarily on perceptual rather than acoustic measures. Only Lewandowski and
Nygaard (2018) considered acoustic measures at all and found no consistent difference for
them based on model talker accent, unlike for perceived similarity. Another potential explanation for the virtual absence of differences based on native language in our data is dialect.
Kim et al. (2011) found that mismatches in regional dialect among pairs of native speakers
5
We note the relatively weak significance of this result and that it was not significant in the original
publication of this work (Weise et al., 2019), which used slightly different methodology for feature extraction,
data processing, and entrainment measurement. The other results in this chapter are broadly consistent with
the prior publication despite these differences in methodology.
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of English were enough to eliminate differences in entrainment compared to pairs with a
non-native speaker. The Fisher Corpus, by design, contains a wide variety of dialects and
many of the speaker pairs in our selection were mismatched with regard to dialect. For the
Deception Corpus this information was not tracked but the Columbia University student
body is geographically diverse so many speaker pairs may have had a mismatched dialect.
On the other hand, we found substantial evidence of entrainment among all speaker groups
while Kim et al. found none among speakers mismatched in dialect or native language. That
is, even if dialects were mismatched in our data, this may have had less impact than in their
data and thus might not explain the difference in findings. Finally, we note that language
proficiency of non-native speakers also does not influence entrainment in our data.
Unlike their gender and native language, we do find that the role speakers fulfill in the
Deception Corpus substantially affects their entrainment behavior. As listed in Table 5.1,
synchrony on six out of eight of our features differs for the same speakers based on whether
they are the interviewee or the interviewer. Positive values of Cohen’s d in the table indicate
relatively more synchronous behavior in the role of interviewee compared to interviewer,
negative values vice versa. That is, speakers change their speech rate more in synchrony
with their interlocutor when they are interviewers than when they are interviewees and
do the opposite for maximum intensity, NHR, shimmer, mean intensity, and jitter. The
difference between speech rate and the other features may have to do with its semantics.
Among our features, speech rate relates most directly to comprehension. An interviewee’s
speech rate can act as a signal of cognitive load to the interviewer, who might be inclined,
as a matter of necessity, to reduce their speech rate in accordance with the interviewee to
ensure comprehension. For the other features, meanwhile, interviewers might assert their
leading role in the conversation and be less adaptive.
We conclude that entrainment behavior is not generally influenced by gender, native
language, or their interaction alone and that speaker states are of great importance. This is
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in line with previous results that have detected an influence of other factors such as liking (Lee
et al., 2010; Lubold and Pon-Barry, 2014) or power (Danescu-Niculescu-Mizil et al., 2012)
on entrainment, which are also predicted by theoretical accounts of the phenomenon (Giles
et al., 1991).6 In light of this, we propose as a hypothesis for further study that gender merely
mediates more complex interactions between power, sociocultural norms, liking, personality,
and conversation context, and that this influence may vary between linguistic features.
Therefore, we investigate a new cultural and linguistic context in the next chapter, namely
conversations among Israeli speakers of Modern Hebrew, and have designed, partially collected, and annotated a new corpus that is described and subjected to preliminary analysis
in Chapter 7. This corpus contains multiple dyadic interactions per speaker, some of them
with the same interlocutors in two different dialogue registers.

6

See Section 2.4 for a comprehensive review of such factors.

Chapter 6
Entrainment in Hebrew Dialogue
6.1

Motivation

While the previous chapter examined the entrainment behavior of native speakers of Mandarin Chinese, it did so in the context of English conversation. In this chapter, we instead
consider a fully non-English context by analyzing conversations held in Modern Hebrew by
native speakers of that language. Based on theoretical accounts of the phenomenon (see
Section 2.2), which ascribe great social significance and a semi-automatic nature to it, entrainment can be expected to occur in any human language. In fact, it has been studied
for many languages, including Dutch (Levelt and Kelter, 1982), French (Bailly and Martin,
2014), Slovak (Beňuš et al., 2014b), Mandarin Chinese (Xia et al., 2014), and Porteño Spanish (Levitan et al., 2015a), among others. However, research on entrainment in Hebrew has
been very limited. To the best of our knowledge, only two studies predate our work and
one was published contemporaneously. All three have a narrow focus and present little comparison with other languages. A broader study of the phenomenon is merited, especially as
there are specific linguistic and cultural reasons to expect differences in entrainment behavior
between Hebrew and English.
97
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The first study relating to entrainment in Hebrew (Freud et al., 2018) is limited to an
analysis of speech rate adaptation of male participants to female experimenters. Adaptation
is analyzed only across conversations and conversation partners as each participant spoke
with both experimenters, one of them speaking at their habitual rate, the other at a reduced
rate. Moreover, it is based on deliberate and drastic reduction of the experimenters’ speech
rate to about 2.5 syllables per second, far below averages observed in natural Hebrew speech
(Amir, 2016). These design choices were appropriate for the purpose of the study – to test
a strategy for speech therapy – and the authors did find that participants reduced their
speech rate in the slow condition, albeit only by an average of 6% compared to 45% for
the experimenters. But the results offer little insight on acoustic-prosodic entrainment more
broadly, in natural conversation, within individual conversations, and for all gender pairs.
The second study (Silber-Varod et al., 2020a) uses the same corpus as we do here, so unlike
the work by Freud et al., it is based on natural, spontaneous speech and is not limited to
mixed gender pairs. However, it focuses solely on entrainment of the use of filled pauses and
proposes new methodology to measure it, finding convergence without significant variation
based on roles. Our goal in this paper, on the other hand, is to broadly establish the existence
of acoustic-prosodic entrainment in Hebrew and compare it to results for other languages,
in particular American English. To achieve this broad scope and faciliate comparison with
prior results, we use a wide variety of features and robust, previously established measures.
By doing this, we aim to expand the knowledge of the variation of entrainment behaviors in
different language and conversation contexts.
Third and finally, Kalmanovitch (2020) also conducted an analysis of acoustic-prosodic
entrainment in spontaneous conversation in Modern Hebrew. But it was based on a corpus
containing only four interactions between a main speaker and four of her close friends. The
study was also limited in scope, focusing only on the variability of speech rate and finding
some evidence of entrainment but not establishing it more broadly or comparing it with
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results for other languages based on similar methodology. Lastly, we note that we are not
aware of any systematic research on lexical entrainment in Hebrew or any other Semitic
Language prior to the work presented in this chapter. Previous studies analyzing lexical
choice in Semitic Languages focus on borrowing and code-switching, for instance between
Arabic and English (Abu-Melhim et al., 2016) and Arabic and Hebrew (Hawker, 2018).
There are specific reasons to expect differences in entrainment behavior in Hebrew. One
is that the same speakers have been found to exhibit different pitch means and variations
when speaking in Hebrew and English (Nevo et al., 2015). Specifically, males spoke at
significantly lower mean pitch in Hebrew than in English whereas higher mean pitch was
found in Hebrew for females. The opposite direction of these findings results in a greater
difference between the pitch averages of the genders in Hebrew (75.7 Hz) than in English
(62.5 Hz). This could lead to differences in the entrainment results for mixed gender pairs.
However, we normalize our features (see Section 3.2) to control for such effects. Also, while
all participants recruited by Nevo et al. were fluent in English, they were not native speakers.
The authors found a negative correlation between the age at which participants came to the
USA and their speech rate in English, indicating an influence of the fact that they were
conversing in a second language. Therefore, these differences may not exist between native
speakers of English and native speakers of Hebrew. Despite these caveats, the results of
Nevo et al. suggest that acoustic-prosodic entrainment behavior might differ in Hebrew.
Furthermore, it has been observed that acoustic correlates of prosodic phenomena vary
across languages. For instance, Gordon and Roettger (2017) conducted a meta-analysis of the
prosodic cues of word stress and found that each of those that were considered (duration,
F0, intensity, formants, and spectral tilt) related to stress level for some languages but
not others. Similarly, Berkovits (1984) found that duration serves to differentiate between
finished and unfinished sentences in English but not in Hebrew. These types of variations
in the linguistic significance of acoustic-prosodic features represent a basis for differences in
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entrainment behavior across languages.
Cultural differences between American and Israeli society are another potential source
of differences in entrainment behavior. Specifically, Weizman (2006) argues that Israeli
speakers observe “a less rigid pattern of role-assignment” (p. 162) in news interviews, with
less asymmetry between how the roles are realized. While we are not analyzing interviews,
our corpus is based on a map task which does establish roles with different information
and power levels. Therefore, Israeli speakers might exhibit fewer differences in entrainment
behavior based on their role in the conversation than American speakers in similar contexts.
Besides language, speaker gender and gender pair in a dyadic conversation are important
characteristics. As discussed in Section 2.4, many authors have tried to attribute variations
in entrainment behavior to these, with results suggesting that gender does not produce a
consistent main effect but regulates the impact of other factors on entrainment. Most of
these results are for American English. Research has shown that gender roles in American
and Israeli society differ, with, for instance, Israeli women making significantly more topical
contributions to dinner conversation than their male counterparts and the opposite trend
being observed at American dinner tables (Blum-Kulka, 2012). In light of this, we compare
variations of entrainment behavior by gender in our data to results for American English.
A third factor impacting entrainment behavior is suggested by Communication Accommodation Theory (Giles et al., 1991), as detailed in Section 2.2. It predicts that speakers
with little power entrain more than those with greater power. Since our corpus contains
roles with a power differential (Silber-Varod et al., 2020b), we also consider the influence of
speakers’ roles on their entrainment behavior.
In summary, analysis of entrainment in Hebrew has been limited for prosody and nonexistent for lexical choice. At the same time, differences in the entrainment behavior across
languages and cultures are likely and an analysis of them provides benefits. Specifically,
such comparisons contribute to the general understanding of the phenomenon and establish
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a foundation for culturally and linguistically appropriate application of entrainment. This
motivates us to conduct the first broad study of entrainment in Hebrew – using a variety
of acoustic-prosodic and lexical measures – and compare our results with previous ones for
other languages, especially American English. This work was done in collaboration with
Vered Silber-Varod, Anat Lerner, and Julia Hirschberg. Both the acoustic-prosodic and the
lexical part of it have been published (Weise et al., 2020, 2021).

6.2
6.2.1

Data and Methods
Corpus

Our analysis is based on the Open University of Israel Map Task Corpus, referred to as
MaTaCOp (Azogui et al., 2016), of 32 task-oriented, dyadic interactions in Hebrew. Its
design follows the Human Communication Research Center’s Map Task Corpus of Glaswegian
speakers (Anderson et al., 1991) which has been replicated, with alterations, in various other
languages, including French (Gorisch et al., 2014), German (Sauer and Lüdeling, 2016),
Japanese (Horiuchi et al., 1999), and Portuguese (Trancoso et al., 1998).
In the map task setting, each participant is given a map with labeled landmarks. One
participant in a pair has a path drawn on their map from a starting point to a destination,
passing some of the landmarks. The other participant’s corresponding map has no path
on it, only landmarks and the starting point. The task, given to the participants through
instructions, is for the participant with the path (the describer ) to describe the path to the
participant without the path (the follower ) so the latter can reproduce it on their map.
In MaTaCOp, each pair of participants solved the map task consecutively for two different
map layouts, that is, each session consists of two tasks. Each participant acted as the
describer for one and as the follower for the other task. Each map in a corresponding pair
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Figure 6.1: Part of a describer’s map, with landmark labels translated into Hebrew.
showed 11 or 12 landmarks, eight or nine of which were shared and in the same place, the
other three were unique to one map in a pair. All pairs of participants worked with the same
two map layouts, though the order varied. The two layouts were selected from the HCRC
Map Task Corpus, with landmark labels translated into Hebrew. Figure 6.1 shows the top
half of the describer’s map for one of the layouts. For the complete layouts and an example
of a follower map with a path drawn in by a participant, see Figures C.1 and C.2.
Participants were not told that their maps differed, with some landmarks being present
only in one map of a corresponding pair. As a result, each pair of participants reached a
point in their first task where they realized that their landmarks differed. Table C.1 lists a
transcription of the beginning of session 8 up to that point. In the second task, participants
were given a new map layout but they were aware that mismatches existed and only had to
identify the missing landmarks and their locations.
MaTaCOp contains 32 distinct speakers, 18 female and 14 male, between the ages of 25
and 65 (µ = 41.3, σ = 10.9), with normal hearing and speech, and with 12 to 24 years of
education (µ = 18.5, σ = 2.7), that is, all of them are at least high school graduates. All
are fluent speakers of Hebrew, having spoken it since childhood. 26 were born in Israel,
four of the males in the former USSR, one female in Morocco, another in the USA. Each
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speaker participated in one session, resulting in 16 sessions total (32 tasks), 6 with a female,
4 with a male, and 6 with a mixed speaker pair. Note that most paired speakers knew each
other prior to the experiment. We categorize the level of familiarity as “high” for 11 pairs –
married couples, pairs who served together in the same unit of the military, and those who
work in the same department – and as “low” for five pairs – speakers who merely work at
the same institution with little to no interaction or who were entirely unacquainted. For a
complete list of the participants and their demographic information, see Table C.2. Note
that the imbalances of speaker genders and levels of familiarity result from the fact that the
corpus was not originally designed for sociolinguistic purposes, so balancing these aspects
was not a main priority. We discuss potential impacts in Section 6.4.
The same procedure was used for all sessions. After signing a consent form and filling
out a demographic questionnaire, participants were seated on chairs in an office, facing
each other, and given maps printed out on A4 paper along with pens to mark the path.
To minimize environmental noise, recording was done with closed doors and windows, airconditioning and computers turned off, and participants’ chairs placed on a carpet. The
same distance of about 80cm was maintained between the participants within and across
sessions. Participants were able to see each other but were prevented from looking at each
other’s maps. Participants were not compensated.
All recordings were done with a battery-powered Zoom H4n Handy Recorder with two
paths stereo using two external, passive, mono microphones, one per speaker. Audio was
captured without signal processing in WAV format with a sampling rate of 96kHz and 24
bits per sample. Each participant wore a “Madonna” type headset with the microphone
being at a constant, close distance to their mouth without touching it.

CHAPTER 6. ENTRAINMENT IN HEBREW DIALOGUE

6.2.2

104

Feature Extraction and Entrainment Measures

MaTaCOp is fully phonetically transcribed using the five vowels [i, a, e, o, u] and 21 consonants of Modern Hebrew. The pharyngeal [Q] and the glottal [P] are not represented. The
phonetic representation removes ambiguity that occurs in Hebrew orthography. For example,
the grapheme ! למהis represented with two different transcriptions, le-ma “what for?” and
lama “why?”. We use Romanization of Hebrew to transliterate Hebrew words. Tokenization,
on the other hand, generally follows standard Hebrew orthography. For instance, proclitics
such as mi- “from” were transcribed attached to the subsequent word, as in mi-nekuda “from
point”. However, in case a silent pause or other disfluency occurred between a clitic and the
subsequent word, the clitic was transcribed separately, as in mi- nekuda “from point”. Due
to Hebrew’s rich morphology, many of the words in our corpus appear in a variety of grammatical forms such as agol “round.M.SG”, agula “round.F.SG”, agul-im “round.M.PL”, and
ha-agol “the-round”. To count all of these as occurrences of the same lemma, we lemmatize
all tokens using a manually created list of grammatical forms for each lemma.
Acoustic-prosodic features are extracted at the level of inter-pausal units again. Like for
other languages, IPUs do not consistently match any level of theoretically founded prosodic
hierarchies in Hebrew. Izre’el (2005), for instance, proposes intonational units (IUs) as the
basic structural unit for spontaneous spoken Hebrew, with the utterance as a higher level.
The IU boundary is characterized in Hebrew – in decreasing order of significance – by final
lengthening, pitch reset, pause, and fast initial speech (Amir et al., 2004). A pause duration
of 100ms has been identified as an appropriate threshold for IU boundaries in spontaneous
Hebrew speech (Silber-Varod, 2013, p.50). We use the same threshold for IPU boundaries
here. Note that it is sufficient without being necessary for IUs, while for IPUs it is both
sufficient and necessary. Thus, all of the IPUs we use consist of one or more complete IUs.
For instance, IPU 15 in Table C.1 consists of three IUs.
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We analyze our standard set of eight acoustic-prosodic features, z-score normalized per
speaker, as detailed in Section 3.2. Mean and maximum intensity, mean and maximum
pitch, jitter, shimmer, and noise-to-harmonics ratio are extracted with Praat. To compute
the speech rate, we count the number of vowels in the transcription and divide by IPU
duration, including silent pauses shorter than 100ms. To each of these features, we apply
our full range of acoustic-prosodic measures: local and global similarity, local and global
convergence, and synchrony. We compute our local measures per session. However, since
each speaker only participates in a single session, our feature normalization results in a mean
feature value of 0.0 per speaker and session and we compute our global measures per task.
Regarding lexical entrainment, we measure the similarity of speakers’ overall productions
using sim2 – determining whether they model their partners’ productions better than those
of others – as well as the similarity of speakers’ use of four different sets of words W using
sim1 (see also Section 3.4). Specifically, we consider (1) the 25 most frequent terms in
the corpus,1 excluding landmark labels and direction terms; (2) a list of 10 directional terms
inspired by Silber-Varod et al. (2020b), which includes the compass directions .safon “north”,
darom “south”, maarav “west”, and mizrah. “east” as well as the relative directions le-mala “upwards”, me-al “above”, le-mat-a “downwards”, mi-tah.at “below”, smol “left”, and
yamin “right”; (3) 34 geometric terms such as malben “rectangle” and b-a-hitstalvut “at
the intersection”; and (4) a list of 37 hedge words translated from one which Levitan et al.
(2018) found to be highly entrained.
Overall, MaTaCOp contains 50075 tokens representing 1,038 lemmas and 2,179 other
grammatical forms. These are distributed across 12,131 IPUs with a mean duration of 1.6
seconds (σ = 1.3), 5h14m total. Our local analysis includes 4,783 non-overlapping turn
exchanges. Per task, there are between 69 and 830 IPUs (µ = 379.1, σ = 159.3) and between
1
Specifically, these lemmata: e, ken, okey, az, le, shel, at, ze, yesh, lo, ani, et, ad, kav, hu, axshav, lehagia,
keilu, laredet, naxon, aval, mm, a, tsad, yemina.

CHAPTER 6. ENTRAINMENT IN HEBREW DIALOGUE

106

37 and 275 turn exchanges (µ = 214.7, σ = 91.2). We note that there is no significant Pearson
correlation between the number of turn exchanges in a session and the value of any of our
local measures for any feature. However, the value of one of global similarity significantly
correlates with the number of IPUs in a task for speech rate (r(30) = +0.68, p = 2.2e − 05),
maximum intensity (r(30) = +0.49, p = 0.0045), and jitter (r(30) = +0.49, p = 0.0046);
further positive correlations for mean intensity and mean and maximum pitch approach
significance. Among our lexical measures, the one comparing the use of frequent terms also
correlates with the length of the session (r(14) = 0.57, p = 0.022).
We assess the significance of each of our measures for the corpus as a whole and for
female, male, and mixed pairs of speakers separately. To do so, we compare the measures to
their respective baselines using paired t-tests as described in Section 3.3. We also determine
whether pairs of speakers or individuals differ in their entrainment behavior using unpaired
t-tests based on the gender pair, the individual speaker gender and role, and the level of
familiarity between speakers. For our acoustic-prosodic measures, unless noted otherwise,
we treat each group of eight tests per measure as a “family” to account for repeated testing.

6.3
6.3.1

Results
Acoustic-Prosodic Entrainment

Significance for the corpus overall
At the corpus level, local similarity is significant for the noise-to-harmonics ratio (t(15) =
+3.52, p = 0.0031) and mean intensity (t(15) = +2.95, p = 0.010). We also find significant
positive synchrony for NHR (t(15) = +4.38, p = 0.00054) but negative for maximum pitch
(t(15) = −3.92, p = 0.0014) and maximum intensity (t(15) = −3.78, p = 0.0018). For
local convergence, no result even approaches significance. Even the smallest p = 0.04, for
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Table 6.1: Significant results for the whole corpus for each acoustic-prosodic measure and
feature, with valence indicated as “+” and “–”, and the number of symbols representing the
level of significance (“+++”: α < 0.001, “++”: α < 0.01, “+”: α < 0.05, “(+)”: α < 0.1).
L. sim.
mean intensity
(+)
max. intensity
mean pitch
max. pitch
jitter
shimmer
nhr
(+)
speech rate

Sync.

L. conv. G. sim.

−−

G. conv.
−
−

−−

−

++

maximum intensity (t(15) = −2.2), fails the threshold when accounting for repeated testing.
Global similarity does not even approach significance for any feature, with even the
smallest p = 0.02, for NHR (t(63) = +2.46), being above the threshold when accounting
for repeated testing. Global convergence, on the other hand, reaches significance for maximum (t(31) = −2.68, p = 0.012) and mean intensity (t(31) = −2.65, p = 0.012) as well as
maximum pitch (t(31) = −2.61, p = 0.014). Note that all three of these results indicate
divergence. Table 6.1 provides an overview of these results.

Significance per session
Our local measures yield a p value at session level, allowing us to analyze significance for
individual speaker pairs. Table 6.2 lists the significant results for all three local measures,
sorted by the number of results with positive valence in descending order and, for ties,
by negative valence and session ID in ascending order. Overall, both synchrony and local
convergence are relatively common while local similarity is rare. Also, negative valence is
about twice as common as positive valence. Sessions between a pair of male speakers are
indicated as “M”, a female pair as “F” and mixed pairs of a female speaker with a male
interlocutor as “X” in the “gender pair” row. The results suggest a clear trend towards

CHAPTER 6. ENTRAINMENT IN HEBREW DIALOGUE

108

Table 6.2: Significant results per session in MaTaCOp for each local measure and feature,
with valence indicated as “+” and “–” (levels of significance are not represented). Sessions
are sorted in descending order of the number of positive results, with the number of negative
results and session IDs in ascending order as tie breakers. The combination of genders for
each speaker pair is also indicated: Female, Male, or miXed. Note that the vertical rules
only serve as a visual guide and have no other significance.
Session ID
Gender pair

6
F

15
M

9
F

14
F

mean intensity
max. intensity
mean pitch
max. pitch
jitter
shimmer
nhr
speech rate

10 3 2 7 11 0 8
M X X X X M F
Local similarity

1
M

5
F

4
X

12 13
F X

−
+
−

−
Synchrony

mean intensity
max. intensity
mean pitch
max. pitch
jitter
shimmer
nhr
speech rate

−

−
−

−

−

+
−
+
+

−

+
−

+

mean intensity
max. intensity
mean pitch
max. pitch
jitter
shimmer
nhr
speech rate

+
+

+
−
+/−

3
0
3

−
−
+
+
+

Local convergence
− −
− − −
− − − − − −

+

−

+
−

+
−

+

−

+
3
0
3

2
2
4

2
2
4

2
3
5

Totals
1 1
2 3
3 4

1
3
4

1
4
5

0
0
0

0
0
0

0
1
1

0
1
1

0
2
2

0
2
2

0
3
3
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Table 6.3: Significant results per gender pair (Female, Male, or miXed) for each acousticprosodic measure and feature, with valence indicated as “+” and “–” and results merely
approaching significance in parentheses (significance level otherwise not differentiated).
L. sim.
F M X
mean intensity
max. intensity
mean pitch
max. pitch
jitter
shimmer
nhr
speech rate

+

Sync.
F M X
(−)

−

−

(−)

+

L. conv.
F M X
−
−

G. sim.
F M X

+

G. conv.
F M X

−
−

negative entrainment for mixed pairs (17 negative results to 4 positive) and mixed valence
for female (7 to 7) and male pairs (4 to 5).

Significance per gender pair
Following previous work (Levitan et al., 2012), we also analyze the gender pairs separately
for significance of entrainment. We treat each group of three tests for all gender pairs for
the same measure and feature as a family to adjust significance thresholds. Table 6.3 lists
the significant results, with those merely approaching significance in parentheses.
Local similarity is significant for female pairs on NHR (t(5) = +7.5, p = 0.00067). Female
pairs also exhibit significant positive synchrony for NHR (t(5) = +7.7, p = 0.00060) but
asynchronous, complementary behavior on maximum pitch (t(5) = −4.1, p = 0.0092) and
maximum intensity (t(5) = −2.6, p = 0.051), with the latter at least approaching significance.
The trend towards negative entrainment for mixed pairs observed in Table 6.2 is reflected
here as well. Negative synchrony on maximum intensity (t(5) = −5.7, p = 0.0024) reaches
the level of significance and approaches it on maximum pitch (t(5) = −2.6, p = 0.051).
We also find local divergence on maximum (t(5) = 5.0, p = 0.0043) and mean intensity
(t(5) = 4.8, p = 0.0051) for mixed pairs.
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Table 6.4: Significant differences between gender pairs per acoustic-prosodic measure and
feature, with differences in degree and/or valence of entrainment indicated as “+” and “–”
and results merely approaching significance in parentheses (significance level otherwise not
differentiated). For instance, the “+” in the rightmost “M:X” column indicates that Male
pairs exhibit more global convergence on shimmer than miXed pairs in our data. Only one
comparison for local similarity is significant; this measure is omitted for space.

mean int.
max. int.
mean pitch
max. pitch
jitter
shimmer
nhr
speech rate

Sync.
F:M F:X M:X
(+) (+)

L. conv.
F:M F:X M:X
(+) (+)
(+) (+)

G. sim.
F:M F:X M:X

G. conv.
F:M F:X M:X

(−)
+
(+)

+

+

−
−

Differences between gender pairs
In a further attempt to identify differences between the gender pairs, we directly compare
our measures for the three different pairs. That is, we perform independent sample t-tests
comparing the gender pairs with regard to the Fisher z-transformed correlation coefficients
and partner similarities normalized by the respective baseline. Again, we treat each set of
three tests per measure and feature as a family.
Male pairs are locally more similar with regard to maximum pitch than mixed pairs
(t(8) = 3.5, p = 0.0080). No other comparison for local similarity even approaches significance. Table 6.4 shows the significant differences between gender pairs for the other four
measures; local similarity is omitted for space. The results confirm again that mixed pairs
in our data tend to entrain more negatively than the other gender pairs, with eight results
for local measures and two for global convergence showing more positive valence for male
or female pairs than for mixed pairs and only one for global similarity showing the opposite
trend. The comparisons between male and female pairs yield no consistent trend.
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Differences based on individual speaker gender and role
Using the asymmetric versions of our local measures, we look for differences in the entrainment behavior of individual speakers, rather than speaker pairs as above, based on their
gender and role in the task. Recall from Section 3.3 that we can compute asymmetric measures by grouping turn exchanges based on the speaker who uttered the turn-initial IPU (the
respondent) or the turn-final IPU (the interlocutor ). We aggregate at the session level for
gender and at the task level for role comparisons. That is, for a given session or task, we
compute the mean local similarity normalized by the baseline similarity with non-adjacent
IPUs and also compute the respective Fisher z-transformed pearson correlation for synchrony
and local convergence. Then the results for individual speakers are grouped by gender or
role and compared using independent sample t-tests.
No difference based on respondent gender, interlocutor gender, or role even approaches
significance for any of the three local measures and any of the eight features. Two p values
are slightly below 0.05 but fail to even approach significance when accounting for repeated
testing per measure and type of comparison. That is, we do not find any difference in how
much local entrainment speakers engage in or elicit based on their gender or role.

Differences based on familiarity
Lastly, we check whether entrainment behavior in our data varies based on how familiar
interlocutors were with each other. Recall that this familiarity can be grouped into two levels,
resulting in 11 pairs with “high” familiarity and 5 with “low” familiarity (see Appendix C for
details). For each entrainment measure, we conduct independent sample t-tests to compare
these two groups with regard to each feature. Comparisons are between sessions for our local
measures and tasks for our global measures. No difference between the two speaker groups
even approaches significance for any of our measures and features.
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Lexical Entrainment

Significance for the corpus overall
Like for our acoustic-prosodic measures, we first determine the signifance of each lexical
measure at the corpus level as well as separately per gender pair. We group the four tests
per measure into one family to adjust significance thresholds.
We first treat the 25 most frequent lemmas in the corpus as a word set W for measure
sim1 to compare speakers’ use of them. In determining the most frequent lemmas, we exclude
56 that appear in the maps as landmark labels or are in our list of directional terms. We
find that partnered speakers are significantly more similar in their use of the most frequent
lemmas than non-partners (t(31) = 4.0, p = 0.00036).
Secondly, we consider ten directional terms representing the directions of a compass and
relative directions as a set W for measure sim1 to assess whether describers and followers adopt each other’s terminology while communicating the path among the landmarks.
Speakers significantly match each other’s use of these terms (t(31) = 5.0, p = 2.11e − 05).
In addition to directional terms, speakers employ a variety of geometric terms to describe
the shape of the path, the locations of the landmarks, and their relation to each other. We
analyze a third set W of 34 lemmas with a total of 199 grammatical forms using sim1 . This
again yields a highly significant result (t(31) = 4.6, p = 7.1e − 05).
The difficulty of describing irregular path shapes in the map task and the incomplete
information about the landmarks create uncertainty for the speakers. This encourages the
use of hedge words, so we consider a list of 37 such words with 78 grammatical forms as
a fourth and final set W for sim1 . Contrary to our expectations, speakers do not tend to
match each other with regard to these expressions (t(31) = 1.84, p = 0.075). We also check
whether speakers entrain the frequency of hedge words more broadly. That is, we count
occurrences of any hedge word in our list as a general type “hedge” and all other words as
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Table 6.5: Results per entrainment target and measure, overall, per gender pair (Female,
Male, or miXed), and per comparison between gender pairs. Valence is indicated as “+”
and “–” and the number of symbols represent the level of significance (“+++”: α < 0.001,
“++”: α < 0.01, “+”: α < 0.05, “(+)”: α < 0.1).
Entrainment target
25 most frequent words
directional terms
geometric terms
hedge words
overall productions

Measure
sim1
sim1
sim1
sim1
sim2

Significance
Overall F
M
++
++
+ + + ++ +
+++
+
++

X

+

Comparisons
F:M F:X M:X
−−−
+

(+)
+

(+)

a type “other”, then compare speakers’ distributions regarding these two types using sim1 .
This yields an even less significant result (t(31) = −0.28, p = 0.78) and we do not consider
this generalized approach further.
Lastly, we use sim2 to check whether speakers entrain on their partners’ overall language
use, that is, whether they model their partners’ productions better than those of other
speakers. We find that this is indeed the case in our data (t(31) = 3.8, p = 0.00069).
In summary, all of our lexical measures except the one comparing speakers’ use of hedge
words are significant for the corpus as a whole. Table 6.5 provides an overview of these
results and the ones discussed in the next subsections.

Significance per gender pair
Analyzing significance per gender pair for each of our measures, we find similar trends as
for the corpus overall. Directional terms are most strongly entrained, significantly so for
female (t(5) = 5.8, p = 0.0022) and male pairs (t(3) = 3.9, p = 0.029). This is followed by
entrainment of the geometric terms, which we find for female (t(5) = 3.8, p = 0.013) and
mixed pairs (t(5) = 2.9, p = 0.033). Entrainment of the most frequent terms, meanwhile, is
only significant for male pairs (t(3) = 11.7, p = 0.0013). While overall productions are entrained significantly for the corpus as a whole, no gender pair reaches the level of significance,
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although mixed pairs at least approach significance (t(5) = 2.8, p = 0.036). Entrainment
on hedge words, lastly, does not even come close to approaching significance for any gender
pair, with even the smallest p = 0.37.

Differences between speaker pairs and individuals
Few direct comparisons between the gender pairs reach or approach significance. Female pairs
exhibit stronger entrainment on geometric terms than both mixed (t(10) = 2.9, p = 0.016)
and male pairs (t(8) = 2.8, p = 0.025). For directional terms, meanwhile, males entrain more
than female (t(8) = 6.4, p = 0.00022) and mixed pairs (t(8) = 2.5, p = 0.037).
Since sim2 , the measure comparing speakers’ overall productions, is asymmetric, we can
use it to compare the entrainment behavior of individual speakers based on their gender
and role, respectively. We find no significant difference between female and male speakers,
neither in the degree of entrainment they engage in (t(30) = −0.3, p = 0.76), nor in how
much entrainment they elicit from their interlocutors (t(30) = −0.2, p = 0.87). In order to
compare speakers based on their roles, we measure at the task level with separate language
models and predictions of all utterances of a task instead of a whole session. This also does
not yield a significant difference (t(62) = −0.4, p = 0.72).
Lastly, we check whether our lexical measures indicate any differences between speaker
pairs based on their familiarity. This is not the case for any of the four word sets investigated
with sim1 , with the smallest p = 0.76. However, the perplexity measure sim2 tends to be
higher for speaker pairs with high familiarity (t(14) = 3.3, p = 0.0049). That is, speakers
who were already well-acquainted before the experiment show greater entrainment in their
overall language use than those with little or no acquaintance.
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Discussion and Conclusion

This work represents the first broad investigation of entrainment in Hebrew. Using established methodology for the measurement of acoustic-prosodic entrainment, we find predominantly localized adaptation of the speakers’ behavior at turn exchanges and almost no global
effects concerning the mean feature values. In fact, the only results for the global measures
that are significant for the corpus as a whole show divergence, that is, increased distance
between interlocutors in the second half of their interactions. Our results further suggest
a tendency for mixed gender pairs of Hebrew speakers to adapt their prosody in a locally
asynchronous and divergent manner. Male and female pairs, on the other hand, entrain both
positively and negatively and present no clear pattern as to which pairs entrain more. With
regard to lexical entrainment we find substantial evidence of entrainment both on specific
groups of words and overall language use, with the exception of hedge words. We note that
all our lexical measures are global so in this case broad adaptation at the session level does
happen, unlike for prosody. For our lexical measures, we find no clear differences between
the gender pairs. We also do not find differences in the entrainment behavior of individual
speakers based on their gender or role in our data, neither for prosody nor for lexical choice.
The rates of occurrence of acoustic-prosodic entrainment we observe at the local level
are broadly comparable to those for the same measures and features for English, Slovak,
and Porteño Spanish, and to a lesser extent for Mandarin Chinese (Levitan et al., 2015a).
The results for synchrony are most similar to those for English, with highest percentages
of entrainment on intensity and a combination of positive valence for some and negative
valence for other features. However, negative valence is generally more common in our data
and the prevalence of local divergence, especially for mean and maximum intensity, was not
observed for any of the languages Levitan et al. examined.
The lack of global similarity and the negative valence of global convergence we find
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differs notably from what Rivka Levitan reported in her dissertation (Levitan, 2014) for
English speakers in the Columbia Games Corpus. She found significant global similarity
of mean and maximum intensity and speech rate as well as positive global convergence of
maximum pitch, NHR, and speaking rate. Since global similarity correlates positively with
conversation length for several features in our data, it is possible that some of this difference
is attributable to the longer conversations in Levitan’s data compared to ours (46 vs. 12
minutes on average). This interpretation is strengthened by our own analysis, reported in
Section 7.3, of the Columbia Games Corpus. Analyzing only the Objects Games portion of
the corpus, for comparison with our own corpus, we do not find significant global similarity
for any feature. This portion represents roughly the latter half of the audio per session that
Levitan analyzed. Another notable difference in our Hebrew data is that, unlike Levitan,
who only normalized pitch and did so by gender, we normalize all our features per speaker.
If we normalize by gender or do not normalize at all instead, global similarity of mean and
maximum intensity – highly significant in Levitan’s data – remain insignificant and negative
global convergence for mean and maximum intensity as well as maximum pitch persists.
However, global similarity of speech rate, and only this, becomes significant in our data
under both of these alternative normalization schemes. So the difference in data processing
appears to have contributed to the difference in results but cannot account for them entirely.2
With regard to lexical entrainment, many of our results have equivalents in English.
Speakers entrained on the 25 most frequent lemmas in the corpus, a result that matches
findings on English corpora of telephone conversations (Section 4.3), deceptive interviews
(Levitan et al., 2018), and task-oriented, multi-party interactions (Rahimi et al., 2017). The
broadest and most significant evidence of entrainment we find is for directional terms and
the geometric terms to describe the path. This is comparable to entrainment of referring
2

This highlights the importance of considering processing methodology as a potential source of (spurious)
variation in entrainment results, which is why we use consistent methodology throughout this thesis.
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expressions (Brennan and Clark, 1996) and “project words” (Rahimi et al., 2017) in English.
Lastly, our results for entrainment on overall productions – how well speakers’ language
models fit their interlocutors’ productions – are again directly comparable to Section 4.3,
where we found the same measure to be significant both for the Objects Games portion of
the Columbia Games Corpus and the Switchboard Corpus.
Besides all the parallels, our findings also include a notable deviation from prior results
for English. Levitan et al. (2018) found the strongest evidence of lexical entrainment of any
kind in their corpus for hedge words. Meanwhile, using the same list translated to Hebrew,
we find no evidence of entrainment of this kind at all, neither of the specific words, nor
of the list as a whole, that is, hedging more broadly. Levitan et al. used the Columbia
X-Cultural Deception Corpus which we describe and analyze in Chapter 5. It differs from
MaTaCOp not only in the language spoken, but also the subject of conversation and the fact
that it involves non-native speakers. Nonetheless, both are based on experimental setups
that induce the use of hedge words – deceptive interviews and the map task, respectively.
Therefore, we believe that the lack of entrainment we find is not due to data sparsity. In fact,
hedge words from our list represent 3% of the tokens in the corpus, comparable to the 4.5%
for geometric terms which are strongly entrained. Instead, we hypothesize that the cultural
background of the participants in MaTaCOp is the crucial factor. It has been found that
Hebrew speech patterns tend to be very “direct” (Katriel, 2004, ch.2), more so than English
ones (Van Dijk, 1997, p.235). As a result, adopting the use of hedges from an interlocutor
may not be appropriate. Put in the context of the conditions for entrainment laid out in
Subsection 2.4.2, Hebrew speakers are able to perceive and produce the use of hedge words,
but may be culturally disinclined to adapt their use of them as a social signal.
Concerning the impact of speaker gender on entrainment, we can compare our acousticprosodic results most directly with those of Levitan et al. (2012) who analyzed global similarity for the same features for English. While they obtained several significant, positive
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results per gender pair, including on every feature for mixed pairs, we find very few. As
discussed, conversation length and data processing may be factors in this but the difference
is profound nonetheless. Levitan et al. also found that entrainment is strongest, most positive for mixed pairs while we find a negative trend for mixed pairs, at least with regard to
the local measures. They also observed significant, consistent differences between male and
female pairs which are not apparent in our data. To a lesser degree, our results regarding
gender pairs can also be compared with those of Pardo (2006) and Pardo et al. (2018) for
English data. They worked with map tasks as well but measured entrainment holistically,
based on listener ratings of similarity. This has been found to yield different results than
acoustic measures (Pardo et al., 2013). In her small corpus of six speaker pairs, Pardo found
that male pairs entrained more than female pairs, which is not the case in our data. In
their larger corpus of 96 speakers without explicit roles, Pardo et al. (2018), like us, found
no differences by individual speaker gender. However, they also found no difference between
same and mixed gender pairs while we find the latter to exhibit entrainment with more
negative valence. Finally, for lexical entrainment, the only study of the effect of gender we
are aware of was for human-robot interactions. It found that female speakers exhibited a
greater degree of entrainment to a robot interlocutor than males (Kimoto et al., 2017).
We find no influence of speakers’ roles in the map task on their entrainment behavior. No
difference between describers and followers for any of our acoustic-prosodic measures on any
feature, nor any lexical measure even approaches significance. Recall from Subsection 2.4.4,
that Communication Accommodation Theory states that speakers with lower power or social
status can be expected to exhibit greater degrees of entrainment, which has been empirically
confirmed, including for lexical entrainment (Danescu-Niculescu-Mizil et al., 2012). A prior
investigation of the directional terms in MaTaCOp using different methodology (Silber-Varod
et al., 2020b) found the opposite trend, with describers adopting followers’ terms more often
than vice versa. Based on our results, it appears that this effect is not strong enough to
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persist for different methodology or to affect other entrainment targets.
As discussed, differences between acoustic-prosodic entrainment in Hebrew and English as
well as other languages might arise from a variety of factors. These include general prosodic
differences between Hebrew and English, as observed in the same speakers by Nevo et al.
(2015); different acoustic correlates of prosodic phenomena across languages (Gordon and
Roettger, 2017; Berkovits, 1984); as well as cultural differences, such as in the realization of
roles (Weizman, 2006) or the “directness” of communication (Katriel, 2004; Van Dijk, 1997).
It seems plausible to attribute some of the differences between our findings for Hebrew and
prior results for other languages to these effects. However, there are additional caveats to
consider besides those already mentioned.
First, the smaller number of male pairs in our data compared to female and mixed pairs
needs to be discussed. Recall that six features reached or approached significance for different
acoustic-prosodic measures for female pairs and four for mixed pairs, but only one for male
pairs (Table 6.3). Would more have been significant with six instead of four male pairs? It is,
of course, impossible to know for sure without collecting further data. But we note that not
one more statistical test for any of our measures and features would have even approached
significance given merely a change in the degrees of freedom afforded by two more samples
while assuming the same values of the t statistic. And two lexical measures are significant for
male pairs, just like for female and mixed pairs. Also note that Levitan et al. (2012) found
several significant results for global similarity among only three male pairs. So it appears
unlikely that the imbalanced sample size has a substantial impact on our results.
The familiarity between speakers in our corpus might also affect our results. Findings
by Truong and Heylen (2012) for convergence and synchrony in the original HCRC Map
Task Corpus (Anderson et al., 1991) indicate that unfamiliar speaker pairs tend to engage in
more acoustic-prosodic entrainment than those who are familiar with each other. Similarly,
though more anecdotally, Cabarrão et al. (2016, Section 4.3) found in their analysis of
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global acoustic-prosodic entrainment in the CORAL Portuguese Map Task Corpus (Trancoso
et al., 1998) that a pair of identical twin sisters entrained less with each other than one of
the sisters did with a third speaker in a different conversation. The new SibLing corpus
(Kachkovskaia et al., 2020) is specifically designed to clarify the impact of familiarity on
entrainment. Results from a first paper suggest that siblings are lexically more similar than
close friends and different types of unacquainted partners (Menshikova et al., 2021). However,
no significant differences were found even between close friends and strangers, a distinction
which more closely resembles the dichotomy in our data. Moreover, these measurements lack
a baseline, so it is unclear whether siblings actually adapted, that is, entrained more or were
merely more similar as the result of preexisting similarity. A recent paper by Wynn et al.
(2022), lastly, found that familiarity between speakers moderated the effect that acousticprosodic entrainment had on conversational quality but that it had no direct impact on
the degree of entrainment. In our own data, we find no significant differences between the
groups of high and low familiarity pairs for any acoustic-prosodic measure or feature. One
lexical measure, meanwhile, indicates greater entrainment among familiar speakers. Overall,
the effect, if any, appears to be subtle rather than substantial. Nonetheless, the results by
Truong and Heylen and Cabarrão et al. imply that we might have found more evidence of
acoustic-prosodic entrainment had all speakers in our corpus been unacquainted.
Lastly, our results may be influenced by the fact that participants in our corpus were able
to see each other. This contrasts with the corpora analyzed by Levitan and her collaborators
(Levitan et al., 2012; Levitan, 2014; Levitan et al., 2015a) and Pardo and her collaborators
(Pardo, 2006; Pardo et al., 2018) in which participants were prevented from seeing each other.
As detailed in Subsection 2.4.4, past research has found some differences in entrainment based
on whether participants were able to see each other or not. But these are mostly limited to
phonetic entrainment, while partner visibility appears less relevant for entrainment of longer
speech segments. Therefore, we suspect that modality contributes little to the differences we
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observe in our results compared to those of Levitan, Pardo, and their respective collaborators.
To sum up, we find that acoustic-prosodic entrainment is present in Hebrew and occurs
at a similar rate at the local level as it does for different Indo-European languages. The most
important difference between our acoustic-prosodic findings and those for these languages is
a stronger tendency for divergent behavior, especially among speaker pairs of mixed gender.
There is also substantial evidence of lexical entrainment, comparable to English except for
a notable lack of entrainment on hedge words. Lastly, we detect no differences in the entrainment behavior of individual speakers based on gender or role in the task, that is, who
possesses information and who depends on it.
It would be premature to draw general conclusions from the differences and similarities we
observed. We use the same measures as Levitan et al. (2015a) and a very similar experimental
setup as Pardo (2006). Yet there are several parameters besides language and culture of the
participants that we could not control for, even besides the ones already discussed. For
instance, in the corpora analyzed by Levitan et al. (2015a), speakers switch roles seven
times over the course of a session, instead of just once in MaTaCOp; and in Pardo’s map
task, both describer and follower maps showed all of the landmarks, eliminating the need to
determine missing ones as in MaTaCOp. In order to attribute differences to the language of
conversation with certainty, all other variables should be controlled as well as possible.
In conclusion, our work establishes entrainment research in Hebrew and contributes intriguing indications of differences with other languages which future research should investigate to ascertain that language and/or culture are truly their source.

Part II
Exploring Consistency and Variation
with Novel Means
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Chapter 7
Brooklyn Multi-Interaction Corpus
7.1

Motivation

The comprehensive literature review in Chapter 2 and our own work in Part I of this thesis
illustrate the complex pattern of factors that impact speakers’ entrainment behavior and
result in substantial variation. In trying to identify these factors, comparisons between
entrainment studies often suffer from the fundamental weakness of comparing distinct sets
of speakers. These inevitably differ in myriad ways besides those which the researchers try
to control, many of which affect entrainment. For instance, recall from Section 2.4 that
speakers’ ability to perceive and produce differences in phonetics (Lewandowski and Jilka,
2019) and prosody (Lehnert-LeHouillier et al., 2020); personality traits like the need for
social approval (Natale, 1975) or a tendency to take the perspective of others (Chartrand
and Bargh, 1999); the relative social status of interlocutors (Gregory and Webster, 1996)
and differences in native language or dialect (Kim et al., 2011); as well as the attractiveness
or typicality of the partner’s voice (Babel et al., 2014) and even their menstrual cycle (Coyle
and Kaschak, 2012) appear to have an impact on entrainment. In addition, details of the
experimental design, like whether or not subjects can see each other (Dias and Rosenblum,
123
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2011, 2016; Wynn and Borrie, 2020) and whether they are familiar with each other prior to
the interaction (Truong and Heylen, 2012; Wynn et al., 2022), often vary, which can also
affect entrainment behavior. Lastly, the methodology of measuring entrainment has been
shown to produce variations in results as well (Pardo et al., 2013, 2017).
To address some of these issues, this thesis includes the design, implementation, and
partial collection of a new corpus, which we call the “Brooklyn Multi-Interaction Corpus”.
Per subject, it contains several interactions with different interlocutors and with some of
the same ones in two different dialogue registers. This allows us to study the variation of
entrainment behavior not only across speakers but also for the same speakers, both towards
multiple interlocutors in a consistent context as well as towards the same interlocutors in
different contexts. In addition, we collect a range of psychological data about the subjects.
Together, this data provides an opportunity to identify how a variety of factors jointly contribute to differences in entrainment behavior, following our hypothesis from Chapter 5 that
conversation context and other factors in combination, rather than individual characteristics
like gender, govern the emergence of entrainment.
Researchers have recently begun to study corpora with several conversations per speaker.
Cohen Priva and Sanker (2020), for instance, analyzed the Switchboard Corpus of telephone
conversations between strangers (Godfrey and Holliman, 1997) for whether some speakers
are more inclined to entrain than others. They found that this was not the case, but that
some speakers were more likely to elicit entrainment from their interlocutors. However, the
number of conversations per speaker was not controlled and varies widely in this corpus,
between one and 32. This represents a potential confound since speakers who chose to
participate many times might be a biased sample.
A promising new corpus was also recently presented. The SibLing Corpus (Kachkovskaia
et al., 2020) contains dyadic, task-oriented conversations of two types per dyad, in Russian,
between a core group of 20 speakers, made up of ten pairs of siblings, and five interlocutors of
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varying levels of familiarity. These are the respective sibling, a close friend, and three kinds
of strangers: one of similar age and same gender, one of similar age but different gender,
and one of older age, high job position, and same gender. While pursuing related goals, our
corpus differs in focus by investigating how speakers vary their entrainment behavior while
talking to similar interlocutors in different conversation contexts, rather than vice versa, and
incorporating subjects’ psychological traits in the collection and analysis.
Note that we hypothesize that different dialogue registers, associated with task-oriented
interaction and free discussions of a given topic, have a greater impact on entrainment than
different types of tasks. This is because social and communicative goals and constraints
as well as cognitive load can be assumed to differ more greatly across registers than across
different types of tasks. Therefore, we believe the coverage of different dialogue registers
in our new corpus is an important contribution. It also distinguishes it from the SibLing
Corpus as well as the Columbia Games Corpus, which also include two types of games and
in which at least some subjects also participated twice with different partners.
Our selection of psychological questionnaires is motivated by previous results. In particular, we include two traits, social desirability and perspective-taking, which were found to
correlate with entrainment in two studies that are often cited (Natale, 1975; Chartrand and
Bargh, 1999) but whose psychometric results, to our knowledge, have scarcely been replicated. By considering these particular traits in different – and at least in one case arguably
more natural – contexts, we aim to assess whether their impact on entrainment generalizes.
In summary, the new corpus presented in this chapter focuses on the study of the same
speakers with different interlocutors at a time of growing interest in this approach in the
wider community and in a way that differs from prior work. The preliminary analysis in
Section 7.3 was done in collaboration with Matthew McNeill and has been published (Weise
et al., 2022). The investigation of the influence of personality in Section 7.4 has been accepted
for publication (Weise and Levitan, 2022).
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Corpus Details
Corpus and Experiment Design

The Brooklyn Multi-Interaction Corpus (B-MIC ) is designed to contain 48 subjects, divided
into 12 groups of four, two males and two females. Subjects participate in two types of dyadic
interaction, one consisting of free discussion of given topics, the other being task-oriented.
For the free discussions, each subject is paired up with a male partner for one interaction and
a female partner for another, each lasting 10 minutes. That is, each subject interacts with
two of three possible partners for this interaction type. For the task-oriented interactions, on
the other hand, each subject interacts with each of the fellow members of their group over
the course of three sessions, each lasting about 15 minutes. Having each subject interact with
multiple partners and in two different registers of dialogue allows us to observe which aspects
of their behavior are consistent and which vary across interlocutors and dialogue context,
with other factors held constant. Following the task-oriented interactions with each other, a
baseline of subjects’ speech is recorded in another task-oriented session with a Wizard of Oz.
Two subjects do this in parallel while the other two fill out a series of questionnaires, then
they switch. The following paragraphs provide further details about each of these stages
of the experiment as well as about the counterbalancing across subject groups. For details
about the practical data collection done so far, see Subsection 7.2.2.
We refer to the first type of interactions, the free discussions, as conversation sessions. We
chose topics for them from the Fisher Corpus (Cieri et al., 2004) of telephone conversations
between strangers, which is comparable to our setting and has been used for entrainment
research before, for instance in our own work in Chapter 5 and by Nasir et al. (2018).
Specifically, we selected the following hypotheticals, expecting them to be engaging without
involving political content that might polarize the subjects:
• If each of you could open your own business, and money were not an issue, what type
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Figure 7.1: The Objects Game interface for the Wizard of Oz during a task in which the
Wizard takes the role of the describer. The lemon would be blinking for them, while the
subject, taking the role of the follower, would see it as solid in the inventory at the bottom,
next to the blue moon and the mirror. The message log at the bottom is only visible during
the Wizard of Oz session and the message bar on the right is only ever visible to the Wizard,
never to subjects. The remaining time for the current task (out of one minute) and the
overall score for the current session, as well as the high score, are always visible at the
bottom right.
of business would you open? How would you go about doing this? Do you feel you
would be a successful business owner?
• If each of you had the opportunity to go back in time and change something that you
had done, what would it be and why?
The task-oriented interactions our subjects participate in are modeled after the Objects
Game portion of the Columbia Games Corpus (Beňuš et al., 2007). That is, over a series
of rounds speakers go back and forth describing the placement of a target object among an
arrangement of several others. For each such task, one subject, the describer, sees the target
object blinking in its target location, while their partner, the follower, sees it listed in an
inventory at the bottom of the screen and has to move it to the correct position based on
the describer’s instructions. For a screenshot of the user interface, see Figure 7.1 – note that
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it contains some additional elements for the Wizard of Oz session, which are described in
the next paragraph. Once the follower’s placement of the target object is submitted, the
subjects receive an integer score between 0 and 100 based on the accuracy of the placement
and then switch roles. Overall, they complete 14 tasks which together constitute a session.
We refer to these three as game sessions.
In our implementation, objects placements cannot be submitted manually by the subjects
but are submitted automatically after one minute. Then the score is shown for five seconds
before the system automatically advances to the next task. This ensures that both parallel
sessions in a group conclude at the same time, after around 15 minutes, and differs from the
Columbia Games Corpus, whose Objects Game sessions lasted between 8 and 42 minutes.
Subjects in the Columbia Games Corpus also switched roles less frequently, with one subject
describing for the first four tasks, then their partner for the next four, then both going back
and forth for the last six. We chose a more balanced design instead, by reassigning roles
after each task. Lastly, at the end of each session with a human partner, including the
conversation sessions, subjects are asked to rate the perceived likability of the interlocutor
and the smoothness of the interaction on a five-point Likert scale.
After playing the Objects Game with all three fellow members of their group, subjects
are told that they will play it one more time with an “automated partner”, a “computer”
which will record and respond to their speech by sending them messages about the game.
In reality, the system is set up according to the Wizard of Oz paradigm with a research
assistant hearing and responding to the subjects’ utterances.1 The responses are in text
format to avoid any acoustic-prosodic entrainment of the system output so a baseline of
the subjects’ speech can be recorded. The choices are also standardized, rather than typed
by the assistant, to facilitate low and consistent response times and prevent the assistant
from lexically entraining to the subjects. The standardization includes an arrangement of
1

Subjects are informed of this during debriefing and given opportunity to withdraw their consent.
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the choices by communication intent, from statements or questions about the target object
and its vertical and horizontal placement (each with two levels of precision), to standard
phrases, for instance to provide feedback or request repetition. The messages about the
target object are based on a set of templates with the terms for the target object and those
around it filled in as needed. The templates are intended to be natural – including the use of
first person pronouns and informal phrasing – and based on utterances from the Columbia
Games Corpus. For each communication intent, there are multiple alternatives and the
system presents one at random to the assistant. After a message is sent, another alternative
for the same intent is selected so the assistant can communicate the same intent again with
different phrasing, if necessary. For a screenshot of the user interface seen by the assistant
controlling the Wizard of Oz, see Figure 7.1.
In addition to having subjects interact with each other and the Wizard of Oz, we ask
them to fill out five questionnaires. Two subjects do this while the other two interact
with the Wizard of Oz, afterwards they switch.2 This reduces the number of assistants
required to control the Wizards compared to four simultaneous Wizard of Oz sessions. The
first questionnaire collects demographic information, namely age, sex, and gender and racial
identification, each with an option not to report. Afterwards, subjects complete the following
four psychological questionnaires, in this order:
1. The Marlowe-Crowne Social-Desirability Scale (Crowne and Marlowe, 1960) of subjects’ need for social approval, in an abbreviated version by Reynolds (1982),
2. the perspective-taking subscale of the Interpersonal Reactivity Index (Davis, 1983),
assessing subjects’ tendency to consider and adopt their interlocutor’s point of view,
3. the Ten Item Personality Inventory (Gosling et al., 2003) of the “big five” personality
dimensions openness to experience, conscientiousness, extraversion, agreeableness, and
2

Subjects are not aware that others perform the stages in a different order than themselves.
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neuroticism (Costa and McCrae, 1992),
4. and the Reading the Mind in the Eyes Test (Baron-Cohen et al., 2001), measuring
theory of mind, the ability to model the mental/emotional state of the interlocutor.
We note that this sensitive data is not linked with subjects’ names or other personal
identifiers. Subjects also provide informed consent at the beginning of the experiment and are
informed of the option to withdraw consent at any time without any penalty. The research
protocol has been submitted to and approved by the University Integrated Institutional
Review Board of the City University of New York under file #2018-1568.
Our choice of questionnaires is informed by prior work. Most notably, Natale (1975) and
Chartrand and Bargh (1999) found social desirability and perspective-taking, respectively,
to be significant moderators of entrainment behavior. Both results are frequently cited
but, to our knowledge, have hardly been replicated. The latter result, in particular, calls for
replication and a test of whether it generalizes to more natural settings since it was originally
obtained for non-verbal behavior in a tightly controlled experiment involving a confederate
and only ever replicated in a similarly controlled setting for syntax (Horton, 2014). Natale,
meanwhile, did analyze natural interaction between pairs of naive participants but his result
was focused on a single feature as well, speakers’ mean intensity, and never replicated. Our
inclusion of the Ten Item Personality Inventory, on the other hand, is motivated by various
studies that found the “big five” to significantly influence entrainment (Gill et al., 2004; Yu
et al., 2013; Lewandowski and Jilka, 2019). The Reading the Mind in the Eyes Test, lastly,
is often used in the study of autism, which is linked to impaired theory of mind. Autism has
been considered as a possible source of variation in entrainment in the past (for instance, by
Allen et al. (2011); Slocombe et al. (2013); Branigan et al. (2016); for a review, see Kruyt and
Beňuš (2021)). We include the test to analyze the impact of theory of mind on entrainment
within a neurotypical range and to facilitate future comparison with autistic speakers.
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The corpus design includes counterbalancing to minimize confounds during analysis.
Most importantly, the subject groups are balanced with regard to which type of interactions they engage in first. That is, subjects in half of the groups – those with an even index,
counting from 1 – do the conversation sessions first, then a second block comprised of the
game sessions, Wizard of Oz session, and the questionnaires. Those in the other half of
groups do this block first and then the conversation sessions. This separates order effects –
that is, speakers entraining differently in the second interaction with the same interlocutor
– from effects of interaction type. Furthermore, the object arrangements used in the games
are balanced. Recall that each subject participates in three game sessions and the Wizard
of Oz session. Four different sequences of 14 object arrangements each are used for these
sessions. Each sequence contains three disjoint sets of objects, one each for tasks 1 to 4, 5
to 8, and 9 to 14. The same four sequences are used for all subject groups, but groups 1,
2, 5, 6, 9, and 10 play them in forward order (ABCD), while the other groups play them in
backward order (DCBA). Within each sequence, the order of arrangements is the same for
all groups, so only the sequence of sequences varies. The same balancing is also applied to
the interaction topics. This again separates order effects, such as learning effects of subjects
playing the game repeatedly, from others like the difficulty of the game tasks themselves,
although we aimed to balance this as well.3 Many other aspects of the design are balanced as
well, ensuring, for instance, that each subject converses with all others in their group before
they have a second interaction of a different type with any interlocutor. Subjects also take
the role of describer or follower first in an equal number of game sessions.
3

Each sequence contains four arrangements in which the target object directly overlaps with one of the
others, one to three in which it is between two, three, or four others, respectively, and four in which it is
horizontally aligned with one other object and vertically aligned with another.
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Data Collection

As part of this thesis, the design described in the previous subsection has been implemented
and four of the planned 12 groups of subjects have been recruited, recorded, and their data
pre-processed and transcribed. Further data collection was prevented for two years by public
health measures against the COVID-19 pandemic.4
Recording was conducted at the audiology labs of the Diana Rogovin Davidow Speech
Language Hearing Center at Brooklyn College. Subjects were seated separately inside audiometric booths designed to considerably reduce ambient noise. They were not able to
see each other and only able to communicate through Microsoft LifeChat LX-3000 headsets
over a wired Local Area Network connection. Software development was done by the author, based on adaptations and extensions of the application for the Objects Game portion
of the Columbia Games Corpus. This application was altered to capture audio within the
application rather than externally, expanded by the Wizard of Oz setting, and adapted for
our design, for instance, with a timer per task and a different pattern of role assignment.
The basic interface and network components were also used to develop separate applications
to record the conversation sessions and for subjects to complete the questionnaires.
Subjects were recruited mainly from the Brooklyn College student body (age µ = 22.7).
All 16 are native speakers of American English, eight specified the sex stated on their birth
certificate as male and eight as female.5 Seven identify as White (one also as Other), six as
Black or African American, one as Asian, two as Other.6 Table 7.1 lists statistics for the
personality traits of our 16 speakers7 to enable comparisons with other populations. Results
4

Data from a fifth group was recently collected but has not been processed yet and is not discussed in
the remainder of this thesis.
5
One subject identified as gender non-conforming, all others identified their gender the same as their sex.
6
None identified as American Indian or Alaska Native; or Native Hawaiian or Other Pacific Islander.
7
Responses to the Ten Item Personality Inventory were recorded incompletely for the first four groups due
to a programming error that was only noticed and corrected after that. Each of the “big five” is represented
by two items, one with positive and one with negative coding, such as “Extraverted, enthusiastic” and
“Reserved, quiet” for extraversion. The items with negative coding for conscientiousness (“Disorganized,
careless”), neuroticism (“Calm, emotionally stable”), and openness (“Conventional, uncreative”) were not
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Table 7.1: Minima, maxima, averages, and standard deviations for the personality traits of
the 16 speakers recorded so far. “Survey range” specifies the possible values in the underlying
questionnaire. Note that the Ten Item Personality Inventory is based on Likert scales with
a minimum value of 1 for each item. For details on the questionnaires, see Subsection 7.2.1.
Trait
Social desirability
Perspective-taking
TIPI: openness
TIPI: conscientiousness
TIPI: extraversion
TIPI: agreeableness
TIPI: neuroticism
Theory of mind

Survey range
0-13
0-28
2-14
2-14
2-14
2-14
2-14
0-36

Statistics
min max avg
3
11 7.13
15
28 21.5
10
14
13
8
14 11.5
3
13 8.94
7
14 9.94
2
14 8.38
20
31 26.8

std
2.33
4.13
1.46
1.86
3.79
2.67
4.69
3.34

for theory of mind, for instance, are in line with general, neurotypical populations (BaronCohen et al., 2001). The two assistants controlling the Wizard of Oz for these four groups
were also Brooklyn College students and native speakers of American English.

7.2.3

Pre-processing and Annotation

Speech Segmentation
The first step in our processing of the recorded conversations is speech segmentation. Consistent with the other corpora used in this thesis, we use IPUs as the smallest unit of analysis
and group them into speaker turns. Due to the quiet recording environment described in
Subsection 7.2.2, the audio contains very low levels of ambient noise, around 15dB. This
allows us to obtain an initial, automatic segmentation by treating all audio above a certain energy threshold as speech, which is the basis for subsequent manual correction by the
recorded. For these three traits, we doubled the response value to the respective positively coded item of
each speaker to achieve a consistent scale with the other traits and data yet to be collected. It is unclear
what error this introduces. For extraversion, the two items tend to be very consistent in our data, that is,
a 7 on the positive scale tends to correspond to a 1 on the negative scale and so on. The average absolute
distance between the aligned scales is only 1.3, with a maximum of 4 occurring once, all others at 2 or less.
For agreeableness, the two items are less consistent, with an average absolute distance of 2.3, a maximum of
5 occurring once, and distances 4 and 3 occurring three times each.
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author. The following paragraphs describe these two steps in further detail.
The initial, automatic segmentation step is based on energy levels computed for each
10ms frame of audio using openSMILE (Eyben et al., 2013, v2.3.0). An empirically chosen
threshold of 10−3 root-mean-square energy (roughly 34dB) is applied to each frame to decide
whether it is sounding or silent. Frames are then grouped into intervals of at least five
consecutive frames, that is, 50ms, of the same type or, for sounding intervals only, at least
70 percent sounding frames in a window of 20. We use this simple approach instead of more
sophisticated voice activity detection algorithms because we found the latter to determine
interval boundaries less precisely, likely because they are designed to be robust to noise.
The subsequent manual corrections performed by the author fall into three broad categories. First, all audio that is sounding but does not contain speech is removed, that is,
marked as silent. This includes breathing, laughter, tongue clicks, lip smacks, and other
types of noise that do not coincide with speech. Second, interval boundaries are corrected
where low-intensity speech is marked silent by the automatic segmentation. This happens
particularly often with fricatives such as [s] or [f]. Third, silent intervals are removed and
adjacent sounding intervals merged8 in cases where the silence occurs within a word or is
be part of the hold phase of a stop consonant such as [k] or [p]. Crystal and House (1988)
found the mean duration of such holds in English to be between 50ms for fast talkers and
55ms for slow talkers, with standard deviations of 20ms and 24ms, respectively. Therefore,
we remove intervals of silent pauses before plosives, even between words, when they are less
than 100ms long, that is, within about two standard deviations of the average hold duration.
Pauses longer than 100ms are interpreted to be more than just articulatory in nature.
In summary, the speech segmentation identifies IPUs with a minimum pause duration
of 50ms between them but many silent pauses shorter than 100ms are removed. With this
8

Note that the first two categories of corrections also often result in the implicit insertion, deletion, and
merger of intervals but only the third one does so explicitly.
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(b) Manually corrected transcription

Figure 7.2: User interface for the correction of Watson transcriptions
flexible threshold, we aim to include the meaningful short pauses common in spontaneous
speech, while excluding those that are merely articulatory. In doing so, we follow Campione
and Véronis (2002), who reported finding “silent pauses as short as 60 ms” (p.202), as well
as Hieke et al. (1983), who recommend “a minimum pause duration of somewhat over 0.1
sec” (p.212), having found almost all of the pauses longer than that to not be articulatory.

Transcription
After speech segmentation, each IPU is sent to the speech to text component of IBM’s Watson
cloud services.9 Its automatic transcriptions are then manually corrected. For this purpose
we use the psiTurk platform10 to run the simple user interface shown in Figure 7.2 that was
implemented by the author. PsiTurk is intended to simplify the creation and hosting of
custom tasks on Amazon’s Mechanical Turk platform.11 This gives us the flexibility to hire
crowdworkers, if necessary. However, for the four groups of subjects processed so far, we
merely used it to host the interface and hired workers from the CUNY Graduate Center’s
student population, independently of Mechanical Turk. For three of these four groups, the
work was done by one student, for the fourth it was done by another. Both are native
speakers of American English. Finally, all corrected transcripts are examined by the author
a second time to ensure consistency and accuracy.
9

https://www.ibm.com/cloud/watson-speech-to-text
http://psiturk.org/
11
https://www.mturk.com/
10

CHAPTER 7. BROOKLYN MULTI-INTERACTION CORPUS

136

Emotion and Outlier Annotation
In addition to the orthographic transcription, speaker turns are annotated for perceived
acoustic-prosodic outliers and emotional expression. The recordings for the four groups
collected so far were annotated by three linguistics students at the CUNY Graduate Center,
two female, one male, all native speakers of American English. Each of them annotated all
interactions except the Wizard of Oz sessions. For each interaction, annotators listen to all
turns for both speakers in sequence and annotate all those with at least 1 second of nonsilent speech. Perceived emotions are annotated with regard to the dimensions of valence
and arousal (Russell, 1980). Annotators denote each on a [−100, 100] scale by placing points
in a 2-D grid, with an option for multiple emotions per turn. For outlier annotation, they
note if part or all of a turn seems to be unusually breathy or creaky, and unusually high or
low with respect to intensity, pitch, or speech rate, respectively. The annotation interface
was again hosted with psiTurk and implemented by the author.
For perceived acoustic outliers, at least two out of three annotators agree on outliers for
roughly 87 percent of turns for intensity, pitch, and speech rate12 and roughly 98 percent of
the turns for creakiness and breathiness, counting only turns where at least one annotator
perceived an outlier. The female pair agrees roughly twice as often as the male annotator
agrees with either one of them. Objective acoustic outliers have been found to result in
greater entrainment (Levitan, 2014). We hope the present annotation will allow for the
expansion of this result to perceived outliers, which might not be identical to objective
measures and might be even more relevant to entrainment due to the link between perception
and behavior (Chartrand and Bargh, 1999).
For perceived emotion, the Pearson r between pairs of annotators are 0.15 (female pair),
0.3 (mixed pair 1), and 0.45 (mixed pair 2) for valence and 0.35 (female pair), 0.48 (mixed
12

These are exact matches, with annotators agreeing both about whether the respective outlier is high or
low and whether it affects part or all of the turn.
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pair 1), and 0.27 (mixed pair 2) for arousal. The Krippendorff α for overall emotion annotation agreement is 0.24 for both valence and arousal. We note that this is a low level of
inter-annotator agreement, both with regard to accepted practices around Krippendorff’s α
generally and when compared to corpora of affective speech specifically. B-MIC’s experimental design is not intended to elicit explicitly emotional speech. Rather, participants converse
naturally with strangers in relatively low-stakes interactions. While successes and failures
in the games or recollections and aspirations in the free discussions lead to occasional peaks
in emotion, overall our corpus is not composed of clearly affective speech. Instead, emotion
in the recordings is mostly subtle, sometimes barely perceptible. While this results in lower
levels of agreement, it more closely resembles every-day conversational speech which is the
target of practical applications of entrainment research, like for the evaluation of call-center
agents. We are interested in what effect, if any, such subtle emotion has on entrainment.

7.2.4

Comparison with Other Corpora

Table 7.2 lists dialogue corpora that have been used for entrainment research in the past and
compares them with B-MIC regarding its core characteristics and contributions. Subjects in
all these corpora either participated in multiple interactions or, in the case of the Montclair
Map Task Corpus (Pardo et al., 2018), in an interaction and a non-interactive speech shadowing session. To our knowledge, B-MIC is the first corpus in which subjects interact with
the same partners in different registers, both free conversation and task-oriented interaction,
rather than, for instance, just different types of tasks. Another difference from the other
corpora is that it also provides personality data on the subjects that should help explain
observed variation in entrainment behavior across subjects, partners, and registers.

B-MIC

Switchboard Corpus
(Godfrey and Holliman, 1997)
Fisher Corpus
(Cieri et al., 2004)
Columbia Games Corpus
(Beňuš et al., 2007)
SibLing Corpus
(Kachkovskaia et al., 2020)
Unnamed corpus
(Wynn et al., 2022)
Montclair Map Task Corpus
(Pardo et al., 2018)
543
11971
13
100
20
96
16
(48)

11699
12
90
90
144
56
(168)

#subj.

2438

#ses.

6

2

9

1-5

1-2

1-3

1-32

#ses.
/subj.

task-oriented &
speech shadowing
task-oriented &
free conversation

task-oriented

task-oriented

task-oriented

free conversation

free conversation

Yes

Yes

No

No

No

No

No

Yes

No

No

No

No

No

No

Yes

No

No

No

No

No

No

Characteristics
types of
speech personality
emotion
sessions
baseline
data
annotation

Table 7.2: Comparison of the Brooklyn Multi-Interaction Corpus (B-MIC) with other dialogue corpora that have been
used for entrainment research and contain multiple sessions for at least some subjects. B-MIC is the first corpus we are
aware of in which subjects interact with the same partners in different dialgoue registers, namely free conversation and
task-oriented interaction. The speech shadowing component of the Montclair Map Task Corpus is non-interactive and
involves a distinct group of model speakers. While these are not two types of interaction, they are counted as two kinds
of sessions. Also, while B-MIC is the first corpus of its type we are aware of that contains emotion annotations, the
Switchboard Corpus was annotated for sentiment with positive, negative, and neutral labels by Chen et al. (2020). The
numbers of sessions and subjects for B-MIC represent those collected so far, without parentheses, and those planned, in
parentheses. The numbers of sessions and sessions per subject include the baseline “Wizard of Oz” sessions. Laslty, we
note that, although the goal was for one to three calls, about one percent of subjects in the Fisher Corpus participated
in more than three sessions, up to a maximum of seven.
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Influence of Dialogue Register
Data and Methods

In this section we conduct a preliminary analysis of the influence of dialogue register on
acoustic-prosodic entrainment behavior. To do so, we separately analyze the B-MIC game
sessions and conversation sessions and compare results with those for the Objects Games
portion of the Columbia Games Corpus (Beňuš et al., 2007). Note that the two B-MIC
session types involve the same speakers while the game sessions and the Objects Games
involve the same task performed by different speakers. This allows us to assess the relative
importance of speaker consistency and dialogue register.
We employ our standard set of five acoustic-prosodic entrainment measures detailed in
Section 3.3: local and global similarity, local and global convergence, and synchrony. Each
measure is applied to our standard set of eight acoustic-prosodic features as described in
Section 3.2: mean and maximum intensity, mean and maximum pitch, jitter, shimmer,
noise-to-harmonics ration (NHR), and speech rate. For each feature, we assess significance
per session for the local measures and for each of the three (sub-)corpora as a whole for
the global measures. We treat each group of eight such tests as a “family” to account for
repeated testing (see Section 3.5). Finally, we compare trends across corpora.
For B-MIC, we analyze 16 speakers across four groups collected and processed so far.
This gives us 24 game sessions with about 21k IPUs (4.7k turn exchanges), roughly five
hours of speech, and 16 conversation sessions with about 6.5k IPUs (1.7k turn exchanges)
and almost two hours of speech. The Objects Games portion of the Columbia Games Corpus,
meanwhile, contains 13 distinct speakers across 12 sessions comprised of 9.6k IPUs (2k turn
exchanges) with close to three hours of speech.
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Results

In this subsection, we present a highlighted summary of the results of applying five acousticprosodic measures to each of eight features in each of the three (sub-)corpora. Further details
on the results per session for the local measures can be found in Appendix A.2.

Results per (Sub-)Corpus
In the B-MIC game sessions, we find no significant evidence of global entrainment, neither
similarity nor convergence. Of the 16 underlying tests, only the one for global similarity
of mean pitch has a p < 0.1, but this result does not even approach significance when
accounting for multiple testing (t(47) = 2.23, p = 0.03). For the local measures, there
are some significant results. Local convergence is rare, with only four of the 24 sessions
approaching or reaching significance for at least one feature. Moreover, three of these actually
showed di vergence on mean and maximum intensity. Local similarity is also rare, occurring
in only five of the 24 sessions, with no clear feature pattern, but always positive valence.
Synchrony, lastly, is common: 16 of the 24 sessions reach or approach significance for at
least one feature, most often on maximum intensity, mean pitch, and NHR. While most
of these results have positive valence, for maximum intensity they are almost exclusively
negative. This means speakers tend to respond to louder utterances with a quieter response,
a complementary behavior which can also be beneficial (Pérez et al., 2016).
For the B-MIC conversation sessions, global similarity approaches significance for mean
pitch (t(31) = 2.48, p = 0.019), shimmer (t(31) = 2.56, p = 0.015), mean intensity (t(31) =
−2.14, p = 0.026) and maximum intensity (t(31) = −2.34, p = 0.041). The valence is negative for mean and maximum intensity, indicating that speakers are less similar to their
partners than others with whom they never spoke. While no feature even approaches significance for global convergence, local convergence reaches or approaches significance on at least
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Table 7.3: Percentage of features, out of eight, with global similarity or convergence of positive or negative valence for each (sub-)corpus; and percentage of sessions, out 24/16/12,
respectively, with local convergence, local similarity, or synchrony at least approaching significance for at least one feature, with all positive, all negative, or mixed valence.

g.sim.
g.conv.
l.conv.
l.sim.
sync.

B-MIC games
+
–
+/–
0%
0%
n/a
0%
0%
n/a
4.2% 8.3% 4.2%
20.8%
0%
0%
29.2% 12.5% 25%

B-MIC conversations
+
–
+/–
25%
25%
n/a
0%
0%
n/a
6.2% 37.5%
0%
0%
12.5%
0%
12.5% 37.5%
0%

Columbia Games
+
–
0%
0%
0%
0%
25%
8.3%
16.7%
0%
33.3%
0%

Corpus
+/–
n/a
n/a
16.7%
0%
0%

one feature for seven out of 16 sessions, most frequently on mean and maximum intensity.
However, almost all of these results have negative valence, indicating di vergence, that is,
speakers becoming less similar at turn exchanges over time. Similarly, the rare cases of local
similarity – in two sessions – and almost all of the cases of synchrony – across eight sessions
– are negative, suggesting complementary behavior.
In the Objects Game portion of the Columbia Games Corpus, lastly, neither global similarity nor global convergence even approaches significance. Of the local forms of entrainment,
similarity is least common, found in only two of the twelve sessions. Synchrony is present
in four sessions, for up to five features simultaneously. Local convergence is found in three
sessions. All of the results for local similarity and synchrony have positive valence, while
some for convergence have negative valence.

(Sub-)Corpus Comparison
Table 7.3 summarizes our findings. The results for the Objects Game portion of the Columbia
Games Corpus are comparable to those for the B-MIC games, whose experimental design is
based on that of those Games Corpus sessions. Games Corpus and B-MIC games sessions
share a lack of global entrainment while B-MIC conversation sessions contain evidence of
global similarity. Local similarity is found at a similar rate and with the same positive valence
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in the Columbia Games Corpus and B-MIC games, but only with negative valence in B-MIC
conversations. Synchrony is less common in the Games Corpus, but with the same tendency
for positive valence as in the B-MIC games, unlike for the B-MIC conversation sessions. For
local convergence, lastly, no two of our (sub-)corpora show similar trends.

7.3.3

Discussion

The results of our comparison between the different types of sessions in B-MIC and the
Columbia Games Corpus highlight the important role of register and social context in moderating entrainment behavior. Speakers in the B-MIC game sessions exhibited entrainment
behavior more like that of other speakers playing the same game, with slightly different parameters, than like themselves in the conversation sessions. This suggests that conversational
and speaker states may be more important moderators of entrainment than speaker traits.
As a result, the same speaker pairs can exhibit profoundly different entrainment behavior in
otherwise identical conditions, on the same day, based solely on the interaction type.
Note that we do not question the legitimacy of prior findings on the influence of speaker
traits. In fact, in the next section we ourselves investigate the influence of one group of
such traits, speakers’ personality. Rather, we merely suggest that such findings cannot be
assumed to generalize beyond their original context. This may also explain the lack of
“natural followers” – that is, speakers that consistently entrain more than others – found
by Cohen Priva and Sanker (2020). In different interactions, especially across an extended
period of time, speakers may be in different states, regulating the influence of speaker traits.
Cognitive load has been shown to inhibit acoustic entrainment (Abel and Babel, 2017).
Our task-oriented setting is designed to be more mentally challenging than the free conversations. Yet we find more entrainment at turn exchanges in our task-oriented sessions and
more positive valence, that is, closely matching and synchronous rather than complementary
behavior. It is possible that the Objects Game is not challenging enough to cause sufficient
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cognitive load to impact entrainment. In addition, greater engagement in the games than
the conversations may have increased entrainment. But even that would not explain the
difference in valence that we observe for our local measures. Like for the Hebrew corpus we
analyze in Chapter 6, it is unclear at this time why speakers tend towards complementary
instead of matching behavior in some circumstances. Future work should investigate possible explanations like the emotional state of the speakers in the different conversation types.
Speakers often expressed frustration or concern regarding their score in the game sessions,
but reminisced about the past, discussed personal ambitions, and offered advice and support
to one another in the conversation sessions. Perhaps different semantics of our features make
complementary behavior more appropriate in the latter context.

7.4

Influence of Personality

7.4.1

Data and Method Overview

Complementing the investigation into the impact of dialogue register on entrainment in the
last section, we now focus on speakers’ personality. We continue to analyze acoustic-prosodic
entrainment, with an emphasis on turn exchanges, but apply different methodology than the
standard set of measures and features used throughout most of this thesis.
For each IPU, we use the following four acoustic-prosodic features: mean intensity, mean
pitch, shimmer, and speech rate. The remaining four features in our standard set – maximum
intensity, maximum pitch, jitter, and NHR – are excluded because they correlate with the
features in the reduced set.13 Following Yu et al. (2013), prior to analysis we remove any
turn exchange for which either IPU’s value for any of our features is an outlier. Values are
considered outliers if they differ from the mean by at least three standard deviations for the
13

The correlation with the greatest absolute value between any two features in the reduced set is between
mean intensity and mean pitch at r = −0.21. All excluded features have a correlation with at least one of
the included features with |r| > 0.49.
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respective feature, either overall or with regard to the respective speaker.14 Out of an initial
6.4k turn exchanges, this leaves 5.3k for analysis.
Following Yu et al. (2013), we use two layers of linear mixed-effects models, one to normalize the features, the second to detect relationships between interlocutors’ features at turn
exchanges and how these relationships may be impacted by speaker traits and conversation
context. More specifically, the first layer of models captures what can be predicted about
speakers’ features without considering their interlocutors, while the second layer predicts relationships between the residuals of the first layer’s predictions – what cannot be predicted
without considering their interloctors – in interaction with both speakers’ traits and other
factors. This two-layer approach separates self-consistency from entrainment, reduces model
complexity, allows for further outlier removal, and simplifies presentation of the results. We
describe the layers and their results in detail in the next subsections.

7.4.2

Normalization Models

For each of our features, we fit a linear mixed-effects model to predict the values of all
turn-final and turn-initial IPUs using the lme4 package (Bates et al., 2015, v1.1.26) in R (R
Core Team, 2013, v3.4.4). We fit separate sets of models for game sessions and conversation
sessions to allow for slightly different formulas. Besides a global intercept, we include the
following fixed effects: whether the IPU is turn-final or not; its starting timestamp in the
session; its total duration; the speaker’s sex; and their personality traits (see Section 7.2.1).
For game sessions only, we also include: the speaker’s role in the respective task, describer
or follower; the score achieved in that task; and the score achieved in the previous task.15
These variables are intended to cover a variety of potential sources of feature variation, such
as: familiarity with the task and the partner; excitement or disappointment over a game
14

Data outside this range is more likely to be the result of feature extraction issues like pitch halving/doubling or a seemingly very high speech rate for very short IPUs.
15
For the first task in each session, the score of the “previous” task is set to the mean score for the corpus.
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score; and personality traits.16 To capture further speaker-specific variation, we include a
random intercept per speaker. This is the complete formula in lme4 syntax:

ipu.value ∼ 1

(7.1)

+ ipu.is final

+ ipu.start time

+ ipu.duration

+ speaker.sex

+ speaker.tipi o

+ speaker.tipi c

+ speaker.tipi e

+ speaker.tipi a

+ speaker.tipi n

+ speaker.mc sds

+ speaker.iri pt

+ speaker.tom

+ speaker.role

+ task.score

+ task.prev score

+ (1|speaker.id)

We apply sum coding (+1/-1) to all categorical variables and to the personality traits,
categorizing them into high and low values above and below the median. Table 7.4 lists all
fixed effects which approach significance for any of our eight models. In assessing significance,
we treat each fixed effect in a model as a test and the whole model as a family, then account
for repeated testing as described in Section 3.5. The models capture a moderate proportion
of the variance in our features, through fixed effects – represented in the marginal R2 – and
fixed and random effects – represented in the conditional R2 . We use Satterthwaite’s method
through the lmerTest package (Kuznetsova et al., 2017, v3.1.3) to estimate p values for each
fixed effect and the MuMIn package (Barto, 2018, v1.42.1) to determine the R2 values.

16
For instance, extraversion has been found to correlate both with higher speech rate (Feldstein and Sloan,
1984; Gocsál, 2009) and with higher intensity (Culnan, 2021).

Term
ipu.is final
ipu.duration
ipu.start time
speaker.sex
speaker.tipi n
speaker.role
task.score
task.prev score
marginal R2
conditional R2

Values
yes=1, no=-1
continuous
continuous
f=1, m=-1
hi=1, lo=-1
d=1, f=-1
continuous
continuous
+++
−−−
−−
0.250
0.559

n/a
n/a
n/a
0.303
0.664

Mean Intensity
Game
Conv.
−−− −−−
+++
+++

0.551
0.678

++

n/a
n/a
n/a
0.577
0.734

++

Mean Pitch
Game Conv.
−−−
+++

0.085
0.254

0.097
0.160

n/a
n/a
n/a
0.207
0.232

−−−

−−−
−

n/a
n/a
n/a
0.131
0.254

Shimmer
Game Conv.
+++ +++
+++ +++
+++
−−

Speech Rate
Game Conv.
++
+++
++
+++
−

Table 7.4: All fixed effect terms from Equation 7.1 which are significant for any of our eight first layer models for feature
prediction and normalization after accounting for multiple testing. Thresholds for significance α are adjusted per feature
and session type, treating each fixed as a test and then accounting for multiple testing with the method described in Section
3.5. “+” and “–” represent the valence of the model estimate, their number the level of significance (“+++”/“– – –”:
α < 0.001, “++”/“– –”: α < 0.01, “+”/“–”: α < 0.05, “n/a”: term not used in model). For instance, the “speaker.role”
row in the “Game” column under “Mean Intensity” shows that describers speak more loudly (at α < 0.001) than followers.
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None of the personality traits in our data consistently predict any of our features in either
type of interaction. Only neuroticism achieves a p value below 0.05 for a single model. IPU
finality, meanwhile, is highly predictive, with turn-final IPUs being quieter, lower-pitched (in
games), faster,17 and higher in shimmer. IPUs also tend to be louder, faster, and higher in
shimmer the longer they are. Lastly, we note that describers in game sessions tend to speak
more loudly and slowly than followers. This likely results from their dominant position –
follower utterances often represent quiet backchannels – and cognitive load.
Global intercept results are not shown in the table. These are all positive and highly
significant, since all our features have positive ranges. However, we note that the global
intercepts for all four game session models are higher than the intercept for the respective
conversation session model. We test the significance of this main effect of the session type
through a separate set of models fit to IPUs of both session types. The effect is indeed
highly significant for three features, showing that speakers in game sessions tend to speak
more loudly, faster, and with more shimmer than in conversation sessions, likely as a result
of greater engagement in and the time constraints of the games.
The predictions produced by our first layer of models are used to compute residuals,
which represent the input to the second layer. To improve the normality of the residuals
we again adopt the approach of Yu et al. (2013). That is, we remove those turn exchanges
in which either IPU results in a residual more than three standard deviations away from
the respective mean for any feature. Then we fit the models again with the reduced set
of samples, containing 3635 turn exchanges for game sessions and 1337 for conversation
sessions. All results reported above refer to the models fit to this reduced set. Those of the
initial run are very similar, but with slightly lower R2 for all eight models.
17

This may appear to contradict final lengthening but it has been found before that while phrase-final
words tend to be slower, turn-final phrases tend to be faster than others (Gravano and Hirschberg, 2011).
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Entrainment Models

The second layer of models uses turn exchanges as input, namely the residuals of the predictions from the first layer for turn-final and the immediately succeeding turn-initial IPUs. We
refer to these pairs of values as turn-final residuals TFR and turn-initial residuals TIR. The
models are fit to predict the TIR using the TFR and interactions with various other variables. A significant main effect of the TFR on the TIR would indicate overall entrainment,18
significant interactions would suggest variations in this relationship, that is, the degree of
entrainment, based on other variables. Following Cohen Priva and Sanker (2020), we combine the samples for all features in a single model and treat the feature as one of the random
effects. In order to do so, we center and scale the residuals to a mean of 0 and a standard
deviation of 1 per feature. Then we fit one model for the game session turn exchanges, one
for conversation sessions, and one for all samples.
Besides a global intercept, expected to be 0, and a main effect of TFR, we include interactions between TFR and speaker traits for both interlocutors as well as variables representing
conversation context. Namely, interactions between TFR and speaker sex as well as all eight
registered personality traits are included. The influence of conversation context is assessed
through the inclusion of the speakers’ roles and the current and preceding task score for
game sessions as well as the session type for the model fit to samples of both types. As
random effects, we consider a random intercept and an independent random slope each for
both speakers represented in the turn exchange, the sample feature, and interactions between
either speaker and the feature. This again follows Cohen Priva and Sanker (2020) and aims
to detect whether some speakers consistently exhibit or elicit more entrainment than others.
Several of these potential random effects result in a singular fit and are excluded. Of the
remaining random effects, we also exclude those that do not improve, that is, decrease, the
18

Note that this approach resembles the synchrony measure of Levitan and Hirschberg (2011) we use
throughout the thesis.
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Table 7.5: Formula and results for the second layer of models to predict turn-initial residuals
(TIR) from turn-final residuals (TFR) and their interactions with speaker traits and conversation context. Note that “speaker” in the formula refers to the speaker of the turn-initial
IPU, “partner” to the turn-final IPU. Thresholds for significance α are adjusted per session
type, treating each fixed and random effect as a test and then accounting for multiple testing
with the method described in Section 3.5. All p values significant at α = 0.05 are shown in
bold all other p values below 0.1 in italic. Fixed effects that are not applicable and random
effects that are excluded due to singular fit or lack of model improvement are marked “n/a”.
TIR
∼1
+ TFR
+ TFR:speaker.sex
+ TFR:partner.sex
+ TFR:speaker.tipi o
+ TFR:speaker.tipi c
+ TFR:speaker.tipi e
+ TFR:speaker.tipi a
+ TFR:speaker.tipi n
+ TFR:speaker.mc sds
+ TFR:speaker.iri pt
+ TFR:speaker.tom
+ TFR:partner.tipi o
+ TFR:partner.tipi c
+ TFR:partner.tipi e
+ TFR:partner.tipi a
+ TFR:partner.tipi n
+ TFR:partner.mc sds
+ TFR:partner.iri pt
+ TFR:partner.tom
+ TFR:speaker.role
+ TFR:partner.role
+ TFR:task.score
+ TFR:task.prev score
+ TFR:session.type
+ (1|partner.id)
+ (0+TFR|feature)
+ (1|feature:partner.id)
+ (0+TFR|fea.:prtnr.id)
marg. / cond. R2

Game sessions
Estim.
p
0.0024
0.90
0.066
0.13
-0.0046
0.72
0.00015
0.99
-0.023
0.39
0.0028
0.84
-0.00015
0.99
-0.0014
0.93
0.0044
0.72
0.0017
0.91
0.033
0.0081
0.0093
0.47
0.0070
0.78
-0.0029
0.83
0.024
0.25
0.016
0.31
0.014
0.26
-0.0012
0.93
-0.029
0.030
-0.0081
0.51
0.026
0.15
0.023
0.21
0.0028
0.74
0.0065
0.43
n/a
n/a
2
χ
p
5.5
0.019
29.1 6.9e-08
9.9 0.0017
n/a
n/a
0.0063 / 0.0171

Conversations
Estim.
p
-0.0038
0.85
-0.0066
0.80
-0.046
0.048
-0.0055
0.84
-0.040
0.43
0.094
0.011
0.0020
0.96
0.027
0.33
0.023
0.40
0.031
0.25
0.0082
0.79
0.035
0.17
-0.0085
0.89
0.027
0.48
0.036
0.48
0.035
0.32
0.044
0.15
-0.036
0.25
-0.057
0.072
0.0021
0.94
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
2
χ
p
n/a
n/a
n/a
n/a
18.7 1.5e-05
3.4
0.066
0.0055 / 0.0269

All sessions
Estim.
p
0.0013
0.94
0.031
0.34
-0.017
0.12
-0.00046
0.97
-0.018
0.41
0.016
0.18
-0.0096
0.60
0.0073
0.57
0.0041
0.70
0.010
0.40
0.031
0.0046
0.014
0.19
0.011
0.62
-0.0027
0.82
0.021
0.24
0.020
0.13
0.019
0.070
-0.0092
0.45
-0.034
0.0027
-0.0046
0.66
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
-0.031 0.00025
χ2
p
4.3
0.038
27.1 2.0e-07
15.9 6.8e-05
n/a
n/a
0.0048 / 0.0132
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Akaike Information Criterion (AIC) compared to a model without them. The exclusions
vary by model type – that is, the models for games, conversations, or both – but only four
distinct random effects are included for any of the models.
Table 7.5 shows the final formula in lme4 syntax in its leftmost column along with the
different model results. For fixed effects, the model estimate and p values determined using
Satterthwaite’s method are listed. The results for random effects consist of the χ2 test
statistic and p value based on model comparisons using R’s anova function. All p values
below 0.1 are shown in italic font, those that are significant at α = 0.05 are highlighted in
bold font. To control for repeated testing, we treat each fixed and random effect as a test
and treat each model as a family, then apply the method described in Section 3.5.
Few fixed effects are significant for any model.19 In particular, no main effect of TFR
on TIR is found, indicating a lack of broad local entrainment. Regarding speaker traits,
only the speakers’ inclination towards perspective-taking is found to impact the degree of
entrainment. While the speakers’ roles and scores in games also appear to have no influence, a
negative slope for session type suggests less entrainment, or at least a less positive relationship
between TFR and TIR, in conversation sessions, which are coded as 1, than in game sessions,
coded as -1. Only two random effects are significant according to our model comparisons.
The speakers’ average residual varies by feature and partner, suggesting a global response
by speakers to their partners that is independent of the local entrainment analyzed by our
models. Secondly, the degree of entrainment varies by feature. This suggests an explanation
for the lack of a main effect of TFR we observe.
We investigate the variation of entrainment by feature further by fitting separate models
for each feature and either type of sessions. We use the same fixed effects as for the respective
joint model and consider a random intercept and random slope both per speaker and per
19

We note that few p values are below 0.05, so this lack of significance is not primarily due to the stricter
thresholds we apply to account for repeated testing.
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partner as random effects, excluding those resulting in singular fits or failing to improve the
AIC, as before. For some models, all four random effect candidates are excluded, in which
case we use R’s lm function instead of lmer. Table 7.6 lists all fixed effect terms in the
resulting models that are significant after accounting for repeated testing per model in the
same way as before, with models constituting families of tests, one per effect.
Again, few effects reach the level of significance. So the lack of significance in the joint
models is not due to opposing valence for different features canceling out results in the joint
analysis. However, a main effect of TFR on TIR, that is, of local entrainment, is indeed
significant for two of the game session models, for mean intensity and mean pitch, confirming
the variation by feature and session type found above. Speakers’ tendency for perspectivetaking, not quite significant for game sessions in the joint analysis, reaches significance for
them for mean pitch alone. We note that this effect has p values below 0.05 for three other
models besides the two shown in the table, all with positive valence. This is the only effect
with such a pattern, most others eliminated by adjusted thresholds of significance having p
values below 0.05 only for a single model. Notably, the impact of speakers’ social desirability
score does not have a p value below 0.05 for any model, including those for mean intensity.
This trait simply does not appear to have an influence on local acoustic-prosodic entrainment
in our data. Also, the random slopes per speaker and per partner are excluded from all eight
models for singular fit or lack of model improvement. So we do not find consistent differences
in the degree of entrainment speakers engage in or elicit. Lastly, we note that our models
explain only small fractions of the variance in the turn-initial residuals, like in the joint
analysis. Therefore, even significant results should be treated with caution.

Term
TFR
TFR:speaker.tipi c
TFR:partner.tipi c
TFR:speaker.tipi n
TFR:speaker.iri pt
TFR:partner.iri pt
TFR:speaker.tom
marginal R2
conditional R2
0.0329
0.0563

0.0257
0.0594

Mean Intensity
Game
Conv.
+++
++
+
++
−
++
0.0144 0.0226
0.0144 0.0226

++

Mean Pitch
Game Conv.
+

0.0123 0.0130
0.0159 0.0247

−−

Speech Rate
Game Conv.

0.0101 0.0199
0.0101 0.0199

Shimmer
Game Conv.

Table 7.6: All significant fixed effect terms in a set of eight per-feature second layer models to predict turn-initial residuals
(TIR) from turn-final residuals (TFR) and their interactions with speaker traits and conversation context. A significant
main effect of TFR indicates overall entrainment, significant interactions suggest variations in the relationship between
TFR and TIR, that is, in the degree of entrainment. Thresholds for significance α are adjusted per feature and session
type, treating each fixed and random effect (between 20 and 25 per model) as a test and then accounting for multiple
testing with the method described in Section 3.5. “+” and “–” represent the valence of the model estimate, their number
the level of significance (“+++”/“– – –”: α < 0.001, “++”/“– –”: α < 0.01, “+”/“–”: α < 0.05). For instance, the
“++” in the “TFR:speaker.iri pt” row in the “Game” column under “Mean Pitch” indicates that, in the B-MIC game
sessions, speakers with a high tendency to take the perspective of their interlocutor tend to entrain more on pitch (at
α < 0.01) than those with less of a tendency towards perspective-taking. Note that columns with the same value for
marginal and conditional R2 do not include random effects and were fit using R’s lm function.
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Discussion

Our investigation of the influence of several personality traits on local acoustic-prosodic
entrainment yields almost no significant results, neither broadly nor for individual features.
This suggests that some prior results might not generalize.
Subjects’ tendency to take the perspective of others has previously been found to increase their likelihood of entraining non-linguistic behaviors as well as syntactic choices in
interactions with a confederate (Chartrand and Bargh, 1999; Horton, 2014). We find some
limited evidence of this personality trait impacting entrainment in our data as well, despite
our features, the underlying experimental design, and the conversation context differing notably from those of both prior studies.20 By facilitating attention to the interlocutor and
activating a purported link between perception and behavior, perspective-taking may have
stronger and more generalizable influence on entrainment than other traits. Similar reasoning might explain an apparent tendency for less entrainment in conversation sessions than in
games, which may elicit greater engagement and, thus, attention to the interlocutor and, in
turn, entrainment. This result also mirrors the more negative valence we detected with our
local measures in conversation sessions compared to game sessions. Lastly, we note a slight
trend for less entrainment towards speakers high in perspective-taking. It is unclear at this
time what might cause this. We note again, however, that all our second layer models have
very low R2 values which indicates limited explanatory power even of the significant results.
Unlike Natale (1975), we do not detect links between subjects’ need for social approval
and their entrainment behavior. This trait is highly insignificant both in our joint analysis of
all features and in the separate analysis per feature. Natale provided a social argument for
20

Due to the recording in audiometric booths and communication via headsets, the interactions in B-MIC
cannot be characterized as entirely natural, although the setting is comparable to a phone conversation.
Since none of the participants were confederates, the B-MIC interactions are arguably more natural than
those analyzed by Chartrand and Bargh (1999) and Horton (2014). We also note that subjects rated the
smoothness of the interactions very highly (µ = 4.65 out of 5), with only a single rating below 4. And even
this single 1 rating may have been by accident, as the interlocutor rated the same interaction a 5. Overall,
it appears that the subjects themselves felt comfortable despite the unfamiliar lab setting.
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the importance of this trait, namely speakers accommodating their interlocutors by speaking
at the same volume which the interlocutors appeared to signal as ideal by employing it
themselves. Such a social mechanism may be more dependent on context and limited to
specific features than cognitive ones, so that the effect Natale found for entrainment on
intensity on a global, long-term scale may not transfer to our more localized analysis. It is also
possible that results were affected by our use of an abbreviated version of the questionnaire
(Reynolds, 1982) instead of the original one (Crowne and Marlowe, 1960) used by Natale.
We note, however, that Reynolds reported a very high correlation of 0.93 between results for
his subset of 13 items and those for the full set of 33 items.
For the “big five” traits, we similarly find a virtual lack of influence on entrainment that
does not match prior work. None of these traits reach the level of significance in our joint
analysis, only two are significant in a single feature-specific model. Like us, Lewandowski
and Jilka (2019) found some evidence of increased entrainment among speakers high in
neuroticism. They related this to a need for social approval and argued that such individuals
might “strive for more adaptation in order to avoid being negatively evaluated and not
belonging to the current in-group” (p.14). Notably, the one feature for which we have limited
evidence of entrainment being impacted by this trait in our data is mean intensity. This is
at least somewhat related to the amplitude envelopes analyzed by Lewandowski and Jilka.
Meanwhile, Lewandowski and Jilka as well as Yu et al. (2013) found increased entrainment for
speakers high in openness to experience. Both made cognitive arguments based on attention
to explain these results, which by our reasoning above should mean that such a connection
is more likely to generalize. If so, perhaps the lack of generalization is because the very short
Ten Item Personality Inventory captures the relevant facets of openness less accurately than
the longer questionnaires used by these authors.21
21

Gosling et al. (2003), who developed the TIPI, determined correlations for each of the “big five” as
measured for the same subjects by TIPI and a longer questionnaire. The weakest correlation they found was
for openness, 0.56. Also, note that the incomplete data for the TIPI (Footnote 7) might affect our analysis.
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We also do not find differences between speakers’ likelihood of engaging in or eliciting
entrainment based on factors besides the explicitly measured traits: the relevant random
slopes have no effect. This resembles prior work based on a global, conversation-level analysis, although speakers were found to vary at least in the elicitation of entrainment there
(Cohen Priva and Sanker, 2020). Lastly, as a by-product of the structure of our analysis,
we find a lack of correlation between self-rated personality traits and speakers’ raw acoustic features in dialogue, which differs from prior results on monologic speech and perceived
personality (Feldstein and Sloan, 1984; Gocsál, 2009; Culnan, 2021).
Overall, it appears that results regarding links between personality and entrainment need
not generalize beyond their original context such as the features and units of analysis or the
type of interaction. This is perhaps unsurprising as we find differences in entrainment between task-oriented and free conversation and across features even among the same speakers
in our data. However, it is necessary to clearly establish the patterns, conditions, extent,
and limits of such generalization.

7.5

Conclusion

The Brooklyn Multi-Interaction Corpus represents an important resource for the analysis of
variations in entrainment behavior. By incorporating multiple interactions per subject, with
different dialogue partners and registers, it allows for the study of speakers’ consistency in
their entrainment behavior across interlocutors and across registers with the same interlocutor. An analysis of the partial corpus collected so far already provides indications of the
great significance of register for entrainment, with different sets of speakers engaged in the
same type of interaction exhibiting more similar patterns of acoustic-prosodic entrainment
than the same set of speakers engaged in different types of interaction.
Psychological data and turn-level annotations contained in B-MIC, furthermore, provide
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the basis for the attribution of variations in entrainment both across and within interactions
to speaker traits and states. Since the psychological measures were deliberately chosen to
capture traits previously associated with entrainment, B-MIC also serves as a necessary
replication, in some cases for the first time, and a test of generalization of prior results. An
analysis of speaker personality in the currently available data suggests very limited impact on
local acoustic-prosodic entrainment, with the possible exception of speakers’ tendency to take
the perspective of others, which directs their attention and, in turn, facilitates entrainment
towards the interlocutor. Based on our results, we suggest potential differences in the degree
to which the influence of individual personality traits on entrainment generalizes to different
circumstances, depending on the underlying mechanism.
Completion of the corpus collection is unlikely to change our results fundamentally. With
40 dialogue sessions from 16 speakers we already have a sizable data set which is also already
balanced for the most important factor, the order of the two interaction types per group.
Moreover, most insignificant results in our preliminary analyses are far from significant and
likely will not reach significance with a threefold increase in the amount of data. Nonetheless,
more data will of course be valuable. For instance, it will provide sufficient sample size for
comparisons of global, session-level measures across groups in addition to the localized, turn
exchange level we focused on so far.
The emotion annotation data in B-MIC provides opportunities for future work. The
low inter-annotator agreement is a cause for concern and might require further efforts to
establish ground truth or an explicit handling of the disagreements among annotators. Note
that we do not believe that a simpler, categorical emotion annotation scheme can achieve
higher inter-annotator agreement in our data because we actually attempted such a scheme
on a few interactions for a pilot version of our annotation software. Emotional expression
in our recordings is usually not strong or definitive enough for specific labels like “happy”
or “sad”. However, such challenges are inherent in our novel goal of assessing the influence
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of low-level, intermittent emotion, which we deem important for the practical application of
entrainment analysis to everyday conversation.
The Wizard of Oz baselines also remain to be subjected to analysis and comparison
with other approaches. Informal evaluation of these recordings suggests that, prior to such
work, additional annotation might be necessary. Some speakers read many of the text
prompts out loud before actually responding. Such read speech differs from conversational
speech, of course, and should, therefore, be marked and excluded from analysis. In addition,
the naturalness with which speakers interact with the “computer” varies from essentially
natural to very inhibited. This should be formally assessed and analysis perhaps limited
to baselines with high naturalness or at least grouped into low and high naturalness. Once
the baseline sessions are annotated in this way, their analysis can help assess the validity
of other approaches like non-partner baselines. Such an evaluation will extend the work
of Pardo et al. (2013) who compared perceptual and acoustic measures. Thus, it will help
interpret differences between different studies using a variety of methodologies and inform
the choice of methodology in the future.
The ultimate goal of such analyses and comparative literature reviews is to achieve an
understanding of how the different moderators of entrainment behavior interact in a single
integrated model that can explain the behavior observed in human-human communication.
Such a model could then generate behavior for conversational agents that is appropriate for
a particular context and persona. We believe the richness of the multiple kinds of interactions in B-MIC, the participant demographic and psychological data, and the turn-level
annotations are a valuable resource on the way to developing such a model.

Chapter 8
Neural Entrainment Measures
8.1

Motivation

The measurement of speech entrainment in most cases relies either on listener ratings or
acoustic features to establish the similarity between utterances.1 The first approach yields
perceptual measures, that, despite their subjective nature, can reveal consistent trends in the
aggregate for many listeners and samples.2 Such measures holistically incorporate all aspects
of the speech signal, which can be beneficial for further analysis. However, due to the need
for listener annotation they are fundamentally unsuitable for live application. By contrast,
measures based on acoustic features can be automated, allowing for the processing not only
of large corpora but also of live interactions. Traditionally, this approach has involved the
separate study of select features. This requires a restriction on the number of features, both to
limit repeated testing and to allow for meaningful presentation and interpretation. Moreover,
the statistical analysis is often limited to linear relationships between different speakers’
1

An example of a rare exception and, in a way, compromise can be found in the use of expert annotation
to obtain symbolic representations of the speech signal which can then be formally compared, as in the work
of Gravano et al. (2014) on prosodic entrainment based on ToBI annotations.
2
See Section 2.1 for details of this approach, which is used in phonetic analyses and usually limited to
very short samples that are often collected through non-interactive speech shadowing.
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features. Compared to the perceptual measures, this results in a partial examination of the
signals, which does not necessarily align with listener ratings. Pardo et al. (2013, 2018)
conclude from this observation that perceptual and acoustic measures should be used in
tandem. While we agree that this is helpful, it still precludes automation and may be
limited to investigations of short speech segments. Therefore, we argue for an alternative
complement for the individual analysis of acoustic features in the form of machine learning
approaches that allow for automation, simultaneous analysis of arbitrarily large numbers of
features, and, ideally, non-linear relationships between these. Specifically, we believe that
deep neural networks represent a flexible and powerful tool for obtaining such automated,
holistic, complex entrainment measures.3
The first proposal for a neural entrainment measure, to our knowledge, came from Nasir
et al. (2018). Focusing on acoustic-prosodic features, they used a simple architecture with an
encoder and decoder trained to predict the features for each turn-initial IPU from those of
the preceding turn-final IPU. The “neural entrainment distance”, N ED, between such a pair
of IPUs is then defined by a measure of the distance between the outputs of the encoder for
each of their feature vectors. This approach arguably does not distinguish between similarity
and entrainment. Recall that entrainment is defined as an active, albeit unconscious, adaptation of a speaker towards their partner. Thus, speakers whose characteristics are initially
already similar cannot be said to have entrained, since no adaptation occurred. Furthermore, if only one speaker adapts, only that speaker should be considered to have entrained.
Therefore, entrainment measures need to separate adaptation to a partner from consistency,
the maintenance of one’s own style, which can result in chance similarity with a partner.
Otherwise they are liable to overestimate the degree of entrainment in an interaction.
Fuscone et al. (2020) did separate the influence of a speaker’s own prior utterances on
3
The work of Mukherjee et al. (2017) provides a non-neural example within this framework. They used
Gaussian mixture models for speaker identification to measure the similarity between speakers based on
broad deviations from prior behavior and correlated this with a separate synchrony measure for pitch.
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their next ones from the influence of prior utterances by the interlocutor. To do so, they
trained recurrent networks to predict a speaker’s feature value in a turn based on a certain number of either only their own prior turns or their own and the interlocutor’s, then
compared the average loss for both networks. With this approach, they found that including the interlocutors’ history significantly improved predictions, suggesting entrainment, for
speakers’ vocal energy and pitch range, but not speech rate.
We propose two new measures based on deconfounding neural architectures designed by
Pryzant et al. (2018). We argue that, by explicitly separating consistency from entrainment,
these better align with theoretical definitions of entrainment than N ED. Using similar
features, encoder and decoder network components, and evaluations, we compare our results
to those of Nasir et al. (2018). One of our networks is similar to the approach of Fuscone et al.
(2020) in that it is based on predictions with and without interlocutor features. However,
we explicitly measure the improvement achieved by adding the interlocutor’s features to the
input. Moreover, instead of the speaker’s own preceding turn, which is already influenced
by the interlocutor, we use their very first turn in the session, before entrainment could have
occurred. A preprint of this work was published on the arXiv (Weise and Levitan, 2020).

8.2

Data and Methods

To train our neural networks and for part of our experiments, we use the Fisher Corpus
(Cieri et al., 2004) of 11699 orthographically transcribed phone conversations in English.
In each of these calls, which we refer to as sessions, two previously unacquainted subjects
discuss a given topic for about ten minutes. We use the first 80% of the sessions for training,
the next 10% for validation, and the last 10% for testing.4 For additional experimentation,
we use the Objects Games portion of the Columbia Games Corpus (Beňuš et al., 2007). It
4

About 12.7% of the sessions in the test set involve speakers represented in the training set. Exclusion
of these sessions does not change the results of the evaluations reported in Section 8.3.
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contains 12 orthographically transcribed sessions with 14 object placement tasks each. Each
of the 168 tasks was annotated by five crowdworkers with social variables such as “Is Person
A encouraging their partner?” (Gravano and Hirschberg, 2011).
Feature extraction is based on the transcription segments for both corpora, which we
refer to as IPUs, and focuses on turn exchanges.5 For each turn-final or turn-initial IPU,
we extract 228 features through a three-step process, using a subset of the features for the
INTERSPEECH 2010 Paralinguistic Challenge (Schuller et al., 2010). First, we use openSMILE (Eyben et al., 2013, v2.3.0) to extract 38 low-level descriptors (LLDs). Smoothed
pitch and its first-order delta as well as shimmer and two types of jitter are extracted using Gaussian windows with a width of 60ms, a step of 10ms, and a standard deviation of
0.25. The pitch smoothing, intended to mitigate halving and doubling errors, is done with
a median-filter of window size five frames. Loudness and its first-order delta as well as 15
Mel-frequency cepstral coefficients, eight Mel-frequency bands, and eight line spectral pair
frequencies are extracted using Hamming windows with a width of 25ms and a step size of
10ms. Second, all LLDs are z-score normalized per speaker and session based on the mean
and standard deviation per LLD across all frames in all turn-initial and turn-final IPUs of
the same speaker and session. Third, openSMILE is used again to apply the following six
functionals to each of the 38 sequences of normalized LLDs: mean, median, standard deviation, 1st percentile, 99th percentile, and the range between 1st and 99th percentile. This
results in a total of 228 features per IPU.
Each data sample we use consists of three IPUs, as illustrated in Figure 8.1. IPU1 is
a turn-final IPU from one speaker and IPU2 the adjacent turn-initial IPU from the interlocutor. IPU0 is the very first one uttered by the same speaker and in the same session
5

Unlike in Chapter 5, we do not remove pauses longer than 50ms from each transcription segment in the
Fisher Corpus. This allows for more direct comparison with Nasir et al. (2018), who do not do so either.
Moreover, our analysis here is based on over 1.8 million IPUs, about 150 times as many as in Chapter 5,
and feature extraction is very time-consuming even without the pre-processing step of removing pauses.
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Figure 8.1: An illustration of a data sample of three IPUs as used in our networks.
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(a) Deep residualization for measure DR.

(b) Adversarial network for measure AS.

Figure 8.2: Two network architectures used to define new entrainment measures. Encoders
and decoders are displayed as gray trapezoids; input, output, and intermediate vectors as
light red rectangles.
as IPU2. We refer to the feature vectors for these three IPUs as x0 , x1 , and x2 , respectively. To isolate the entrainment effect that IPU1 has on the production of IPU2, separate
from the influence of IPU0 on IPU2, we apply two neural network architectures based on
deconfounding methods proposed by Pryzant et al. (2018). The first approach is to use a
deep residualization network to measure how much the prediction of x2 from x0 improves
through the additional input of x1 . The second is to produce an encoding e from x1 which
is maximally predictive for x2 as well as minimally predictive for x0 , through an adversarial
network. These networks are illustrated in Figure 8.2 and detailed below.
The deep residualization network, as shown in Figure 8.2a, consists of two encoders Ei
and two decoders Di , feedforward neural networks with two layers with batch normalization
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and ReLU activation between them. They produce under- and over-representations of their
inputs, respectively. The subnetwork of E0 and D0 is trained separately first to predict x2
from x0 as well as possible, to capture how much speakers maintain their initial speaking
style throughout a conversation. Then we freeze those weights and train E1 and D1 to
predict x2 from x1 and the intermediate prediction x̂02 . For both training steps we use the
whole training set in mini-batches of 128 samples, the Adam optimizer (Kingma and Ba,
2014), and a loss function based on the smooth L1 norm, which is defined as:

L(x, y) =

N
X

smoothL1 (xi − yi )

(8.1)

i=1

smoothL1 (d) =




0.5d2 ,

if |d| < 1
(8.2)



|d| − 0.5, otherwise
We experiment with different component widths and depths but find that they do not
substantially affect performance on the validation set. Therefore, we adopt the architecture
of Nasir et al. (2018) for more direct comparison. Each component has two fully connected
layers. The output of the first layer is batch normalized, processed by Rectified Linear Units
(ReLU), and then passed on to the second layer:

E(x) = W2 (ReLU (BN (W1 x + b1 ))) + b2

(8.3)

D(e) = W4 (ReLU (BN (W3 e + b3 ))) + b4

(8.4)

The dimensions of W1 , W2 , W3 , and W4 are 128 × 228, 30 × 128, 128 × 30, and 228 × 128,
respectively, except for E1 whose W1 has size 456 × 128.
Using this network and the loss function defined in Equation 8.1, we define the following
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measure of entrainment for a turn exchange:

DR(x0 , x1 , x2 ) = L(x2 , x̂2 ) − L(x2 , x̂02 ),
with

xˆ2 0 = D0 (E0 (x0 ))

and

xˆ2 = D1 (E1 (x1 , xˆ2 0 ))

(8.5)

Note that DR decreases the more the final prediction xˆ2 improves on the intermediate
prediction x̂02 , that is, as entrainment increases.
For our second neural entrainment measure we use the adversarial network architecture
depicted in Figure 8.2b. It uses the same encoder and decoder design, the same training
scheme, and the same loss function per decoder as for DR but produces predictions of both
x2 and x0 from x1 , with a gradient reversal layer before the decoder for x0 . This multiplies
gradients by −1, encouraging encodings which maximize the loss for x0 while still producing
a decoder that tries to minimize the loss based on that encoding. Using this network, we
define the following entrainment measure:

AS(x0 , x1 , x2 ) = L(x2 , xˆ2 ) − L(x0 , x̂0 ),
with

xˆ2 = D1 (E0 (x1 ))

and

xˆ0 = D2 (E0 (x1 ))

(8.6)

AS decreases for more accurate predictions of x2 and more inaccurate predictions of x0 , that
is, with greater influence of x1 on x2 independent of x0 , that is, with more entrainment.
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Table 8.1: Accuracy of our neural entrainment measures and N ED (Nasir et al., 2018) in discriminating fake sessions from real ones. Values represent averages and standard deviations
for 100 runs, with network retraining and new fake sessions for each run.
DR
AS
N ED

8.3

Fisher Corpus (test set)
94.7% (0.7%)
94.4% (0.7%)
98.9% (1.0%)

Columbia Games Corpus
87.9% (10.8%)
82.3% (12.7%)
—

Evaluation

To assess whether our entrainment measures capture useful information, we conduct two
initial evaluations following Nasir et al. (2018). First, we check whether they distinguish real
sessions from fake ones. Second, we analyze whether they correlate with social variables.
From each real session, we generate a fake one by shuffling x1 vectors across samples to
create fake turn exchanges. A measure is considered to have successfully identified the real
session if its average value for all samples of a real session is lower than for the corresponding
fake one. This is because real turn exchanges should contain more entrainment than fake
ones and both measures produce lower values for greater entrainment. Table 8.1 shows the
results of 100 runs for our test set and the Games Corpus for our measures and the results
reported by Nasir et al. (2018) for their measure N ED and their Fisher Corpus test set for
comparison.6 For each run, our networks are retrained and new fake sessions are created.7
Both measures are highly accurate for the Fisher Corpus and perform well even on the
Columbia Games Corpus, which differs more notably from the training set than the test set
does. Both perform worse than results reported for N ED but outperform all three baselines
considered by Nasir et al., which reportedly achieved an accuracy of up to 92.3%.
To check whether our measures correlate with social variables, we analyze the following
three annotations for the speakers in the Columbia Games Corpus tasks: Is the speaker
6
7

Nasir et al. state that they used 10% of the Fisher Corpus as a test set but do not elaborate on this.
Nasir et al. apparently did not retrain their network for each run.
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Table 8.2: Pearson correlations with social variables (significant results bold).
Social Variable
giving encouragement
trying to be liked
trying to dominate

DR
r
p
+0.05
0.37
+0.22 7.9e-05
+0.40 1.8e-13

AS
r
p
-0.007 0.90
+0.11 0.05
+0.08 0.17

encouraging their partner? Is the speaker trying to be liked? Is the speaker trying to dominate the conversation? Levitan et al. (2012) considered these and found positive correlations
between entrainment and the first two. For speakers trying to dominate the conversation
they expected a positive correlation but found none. For each annotation, we check for
correlations between 1) the number of annotators, out of five, answering affirmatively for a
given speaker and task; and 2) the average value of DR and AS, respectively, for each turn
exchange in that task where that speaker responded, that is, produced IPU0 and IPU2.
Unlike for the fake session detection, we find that results vary greatly across repeated
runs, that is, retrainings of our networks, for this second evaluation.8 However, there are
clear trends: DR tends to correlate with speakers trying to dominate the conversation, less so
with trying to be liked, and not at all with giving encouragement. AS, meanwhile, does not
exhibit any correlations. Recall that both measures increase with decreasing entrainment,
so the positive correlations for DR indicate that trying to be liked and trying to dominate a
conversation correlate negatively with entrainment. We note that these two social variables
themselves are not correlated with each other (r = 0.04, p = 0.44). Table 8.2 lists the
results for the DR network with the strongest correlation for speakers trying to dominate
the conversation and the AS network with the strongest, although nonetheless insignificant,
correlation for speakers trying to be liked.
8

See Appendix A.3 for our standards of significance.
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Discussion and Conclusion

We propose two neural entrainment measures that separate similarity due to adaptation of a
speaker to a partner from chance similarity existing between them despite maintenance of a
consistent style by that speaker. These measures are based on deconfounding architectures
defined by Pryzant et al. (2018) and focus on local acoustic entrainment at turn exchanges.
To assess their validity, we test how accurately they discriminate real sessions from fake ones
consisting of non-adjacent IPU pairs. Both measures perform this task with high accuracy
on a held-out test set and this result generalizes to unseen data from a separate corpus.
Further evaluation reveals negative correlations between entrainment according to one of
our measures and two social variables characterizing the speakers’ behavior, namely whether
they are trying to be liked and trying to dominate the conversation. We find no correlation
between this measure and speakers giving encouragement and no correlation with any of
these three social variables and our second measure. Levitan et al. (2012) found positive
correlations between acoustic-prosodic entrainment and speakers giving encouragement or
trying to be liked but no correlation with trying to dominate. The difference between our
results and theirs is especially intriguing as both are based on the same corpus. We note
that Levitan et al. analyzed global similarity whereas our neural measures deal with features
at the local, turn-exchange level. Preliminary analysis suggests that this might account for
some of the differences in results, but it does not explain them fully.9
We hypothesize that it is the strict separation of self-consistency and entrainment performed by our measures that leads to the stark difference in correlations we observe, even
9

We apply global similarity, local similarity, and synchrony (Section 3.3) to our standard set of acousticprosodic features (Section 3.2) in each task, and look for correlations with the social variables for female,
male, and mixed pairs separately. Much like Levitan et al. (2012), we find several correlations with p < 0.05
between global similarity and both giving encouragement and trying to be liked – eight in total, all but one
of them with positive valence – but none with trying to dominate. By contrast, for both local similarity and
synchrony, six out of 15 correlations with p < 0.05 have negative valence. However, still only one of these
correlations is with speakers trying to dominate and this one has positive valence.
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on the same corpus, when compared with other entrainment measures that do not directly
account for self-consistency but rely on other methods to recognize chance similarity. This
resembles the results of Pérez et al. (2016), who found that correlations differ based on how
disentrainment is treated. Other links between entrainment and conversation quality should
be reexamined with this new approach to further assess the effect of explicitly separating
consistency and entrainment as well as the use of more holistic acoustic measures.
Beyond our own and other initial results, future work on neural entrainment is motivated
by considerable potential for their expansion. Fuscone et al. (2020), for instance, demonstrated that the inclusion of more conversation history through the use of recurrent neural
networks can improve feature predictions. By adding an attention mechanism to this, like
the one proposed by Bahdanau et al. (2014), it should be possible to determine how the
influence of previous turns tends to diminish the further they are in the past. The inclusion
of additional features represents another promising avenue for expansion. Proposals for separate neural measures of lexical entrainment, for instance, already exist (Nasir et al., 2019;
Yu et al., 2021). Incorporating lexical and acoustic features jointly in a single neural network
might uncover complex relationships between their entrainment that we were unable to find
in Chapter 4. The approach by Fuscone et al. (2020) of comparing prediction accuracy with
and without certain inputs, meanwhile, might provide a means to understanding the influence of non-linguistic features like personality or emotion. Adding such inputs to a neural
network aimed at selecting output features for a spoken dialog system, lastly, might help
convey personality or emotion through entrainment.
Overall, our work adds intriguing results to a small body of work on neural entrainment measures. Further investigation of these as well as the expansion of the inputs and
architectures of the underlying networks provide great potential for future work.

Chapter 9
Conclusions
Entrainment is an essential and ubiquitous aspect of human interaction, affecting a wide
variety of features and contexts and correlating with useful external factors. Thus, it holds
great potential for applications not only in the analysis of human-human interaction but also
for the evaluation and improvement of human-computer interaction. At the same time, even
after decades of research it remains difficult to account for or predict its emergence, or lack
thereof, for specific speakers and conversation contexts. In addition to being dissatisfactory
from a theoretical perspective, this hinders broad practical application, of course, as it leaves
unclear, for instance, what degree and manner of adaptation of a system’s outputs are most
appropriate for a given user and situation.
This thesis represents a concentrated effort to advance the understanding of variation in
entrainment behavior. The foundation of this work is a comprehensive, detailed review of
past entrainment research. Guided by this, we conduct a variety of analyses on a diverse
set of existing corpora with a consistent set of established measures in Part I and present
and analyze our own corpus as well as novel neural entrainment measures in Part II. In
the following paragraphs, we discuss the main results and conclusions derived from this and
outline directions for future work.
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First, we find no underlying structure in speakers’ entrainment behavior across various
acoustic-prosodic and lexical dimensions. Our analysis of a large dialogue corpus reveals virtually no evidence of links between entrainment across different features or levels of linguistic expression, neither correlation, nor co-occurrence, nor clustering, nor linear combination.
This is contrary to explicit predictions by one notable theoretical account of entrainment and
the assumption of a coherent behavior arguably implicit in all of them. The lack of structure
suggests that either entrainment is a set of several loosely linked behaviors producing similar
surface effects or that it is subject to such a complex web of overlapping and interacting
social and cognitive conditions and influences that recurring patterns become unlikely even
within a consistent context. As a practical consequence, it does not appear possible to limit
analyses or implementations of entrainment to a small number of complex behaviors.
In line with the lack of structure, we detect virtually no main effect of speaker gender
on entrainment. Female, male, and mixed pairs do not separate into meaningful clusters
based on their acoustic-prosodic and lexical entrainment behavior in a large English dialogue
corpus and do not differ significantly in local acoustic-prosodic entrainment, neither in a joint,
discrete treatment for several features nor in a continuous, individual analysis per feature
in two other large English corpora. For Hebrew, we find a trend towards negative valence
in local acoustic-prosodic entrainment for mixed pairs but no impact of individual speakers’
gender. Lastly, in an analysis of our new corpus using different methodology, we also find
no main effect of speaker sex on local acoustic-prosodic entrainment, again neither for a
joint analysis of features nor for an individual treatment. Prior work on acoustic-prosodic
entrainment found at least some significant effects, but these were not entirely consistent.
And in the broader context of entrainment of any kind, the absence of a consistent main
effect in our data accords with overall trends. Gender by itself simply does not appear to
have a general impact on entrainment although it may well regulate the impact of other
factors such as power, sociocultural norms, liking, personality, and conversation context.
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For native language, we find at least limited evidence of an impact on entrainment.
In deceptive interviews conducted in English, between native speakers of either Chinese
or English, we find that, in mismatched pairs, Chinese native speakers exhibit more and
English native speakers less local acoustic-prosodic entrainment than expected. However,
this is restricted to one of our measures, synchrony, and speakers acting as interviewees. In
task-oriented interactions in Hebrew, meanwhile, we detect more negative valence at the local
level than previously observed for other languages, especially for local convergence, and a
lack of entrainment on hedge words that differs starkly from a prior finding for English. Note,
however, that while a cultural account at least for the latter difference seems reasonable, the
underlying corpora differed in more than just language, preventing unambiguous attribution.
As a final category of speaker traits, we investigate personality in our new corpus. We are
able to partially replicate an effect of speakers’ tendency to take the perspective of others
on entrainment. Speakers’ need for social approval, meanwhile, does not appear to have
any impact, contrary to prior work. Based on this, we propose that cognitive influences on
entrainment might generalize more readily than those relying on social dynamics. However,
the models used in our analysis explain only small fractions in the variation of speakers’
acoustic features so even significant effects should be interpreted with caution.
Speaker states induced by conversation context are another important factor impacting
entrainment. In fact, while we find no effect of gender and very limited influence of native
language in our analysis of two large corpora, the role speakers take in one of them, as interviewee or interviewer, substantially affects their acoustic-prosodic entrainment. Even more
intriguingly, a comparison of two other corpora reveals more consistent acoustic-prosodic
entrainment among different groups of speakers engaged in very similar interactions than
among the same set of speakers in two types of interactions. These findings raise the possibility that speaker states, especially relating to register, might have greater impact on
entrainment than speaker traits. As caveats for this hypothesis, we note that we detect no
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impact of speaker roles in our analyses of other corpora and that speakers across the two large
corpora we analyze for native language and gender exhibit similar trends in acoustic-prosodic
entrainment despite numerous differences in conversation context.
Lastly, our presentation of two neural network architectures confirms the validity and
potential of this approach which is still very new in entrainment research. The results for
one of our measures are surprisingly different from previous ones for the same data, likely
at least in part because we strictly separate speakers’ competing tendencies to entrain on
the one hand and to maintain a consistent speaking style on the other. More generally, we
argue that neural networks offer a way to achieve automatic holistic entrainment measures to
complement traditional, more fragmented ones without having to resort to manual holistic
measures based on listener ratings. This represents a tool to uncover complex relationships
which will also be helpful for further examinations of variation in entrainment.
Our work and results suggest four main directions for future work. First, the comparison
of the influence of speaker states and traits should be continued. This, of course, includes
the completion of data collection and further analysis of our own corpus, incorporating,
among others, additional linguistic levels, analyses of the emotion annotation, and more
immediate comparisons of the same speakers’ entrainment behavior across partners and
contexts. But it should also be replicated and expanded, for instance by heightening the
contrast between different interaction types speakers engage in. We recommend that for any
experimental design in which speakers interact for an extended period of time, the inclusion
of meaningfully different types of interaction should be considered.
Second, further research on neural entrainment measures should be conducted. We believe that extending the conversation history included in the input – through the use of
recurrent networks, ideally with an attention mechanism – holds great potential. Similarly,
expanding the input to incorporate acoustic, lexical, and potentially other linguistic information simultaneously, provides a path towards automatic holistic measures. Adding speaker
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traits and other contextual information, meanwhile, could help both with the analysis of
their influence on entainment and their emulation in virtual interlocutors.
Third, the search for structure in entrainment behavior, while ultimately unsuccessful in
our linear analysis of low-level features, ought to be revisited. Neural approaches, both as
entrainment measures and in their analysis, might yet reveal more complex structure, due
to their nonlinear character. And perhaps entrainment, although seemingly disconnected at
low levels, is linked at higher levels like emotional expression and discourse management.
Finally, in light of the vast number of factors impacting entrainment, a stronger emphasis
on the respective effect size appears necessary in order to accurately predict the emergence
and role of entrainment of different features in an individual interaction. Even significant
effects can hold very limited explanatory power, as in the case of our results for personality
traits. Documenting effect sizes and weighing them against each other might be a way to
integrate them. Note that as long as an integrated model of entrainment continues to elude
us, a pragmatic approach to practical applications will be necessary. That is, benefits should
be assessed for narrow scenarios and cannot be assumed to generalize.
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Appendix A
Additional Result Details
A.1

Correlations and Co-occurrences

Table A.1 lists all significant correlations and co-occurrences between acoustic-prosodic and
lexical measures for the Columbia Games Corpus and the Switchboard Corpus, as discussed
in Chapter 4. The measures are global/local similarity, global/local convergence, and synchrony (see Section 3.3) on mean intensity, pitch, and speech rate as well as the similarity of
high-frequency word use sim1 , the perplexity measure sim2 , and the KL-divergence measure
sim3 (see Section 3.4). Results per corpus are organized by type of correlation, such as two
different measures for the same acoustic feature, and sorted by significance of the correlation within these groups. Pairs of measures that only show significant correlation but not
significant co-occurrence are marked “–” in the co-occurrence columns and vice versa.
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Table A.1: All significant correlations and co-occurrences between acoustic-prosodic and
lexical measures as discussed in Chapter 4. See also the remarks in Section A.1.
Corpus
Games

Switchboard

Measure 1
l.sim. rate
l.sim. intensity
l.sim. pitch
g.sim. intensity
syn. pitch
l.sim. intensity
l.sim. pitch
l.sim. rate
g.con. intensity
g.con. pitch
g.con. rate
g.sim. intensity
g.sim. pitch
g.sim. rate
g.sim. intensity
l.sim. rate
g.sim. rate
sim2
sim1
sim1
syn. intensity
l.sim. intensity
syn. intensity
l.sim. intensity
syn. intensity
g.con. intensity
g.sim. intensity
l.con. intensity
g.sim. intensity
l.con. intensity
l.sim. rate
l.sim. rate
l.con. rate
syn. rate
syn. intensity
l.sim. rate

Measure 2
syn. rate
syn. intensity
syn. pitch
syn. intensity
syn. rate
syn. intensity
syn. pitch
syn. rate
l.con. intensity
l.con. pitch
l.con. rate
syn. intensity
syn. pitch
syn. rate
l.sim. intensity
l.con. rate
g.con. rate
sim3
sim2
sim3
syn. pitch
l.sim. pitch
l.sim. pitch
syn. pitch
g.sim. pitch
g.con. pitch
g.sim. pitch
l.sim. rate
g.sim. rate
g.sim. rate
syn. pitch
l.con. pitch
l.con. pitch
sim2
sim2
sim2

Correlations
r
p
0.54 3.4e-12
0.50 1.9e-10
0.31 0.00018
0.37
5.8e-6
-0.24
0.0040
0.57 6.6e-207
0.53 7.5e-174
0.24 3.0e-34
0.39 1.1e-90
0.19 8.1e-21
0.13 6.4e-10
0.50 2.8e-150
0.18 4.5e-20
0.06
0.0017
0.07
0.0013
0.08 0.00019
0.05
0.0077
0.22 8.5e-27
0.21 9.1e-26
0.10
5.4e-7
0.15 2.4e-13
0.12
3.3e-9
0.11
1.2e-7
0.09
4.8e-6
–
–
0.08 0.00013
0.07
0.0011
-0.10
5.8e-7
0.06
0.0057
-0.05
0.0092
-0.08
8.8e-5
-0.06
0.0026
0.07 0.00036
-0.08
8.7e-5
0.06
0.0030
–
–

Co-occurrences
χ2
p
18.8
1.4e-5
9.3
0.0023
26.1
3.2e-7
13.5
0.00024
–
–
477.5
7.3e-106
347.8
1.3e-77
555.6
7.8e-123
149.8
1.9e-34
25.5
4.4e-7
17.5
2.9e-5
338.5
1.4e-75
43.8
3.6e-11
–
–
10.5
0.0012
–
–
–
–
–
–
35.9
2.0e-9
–
–
44.1
3.1e-11
20.2
6.7e-6
20.6
5.7e-6
19.9
8.3e-6
8.3
0.0040
10.3
0.0013
8.3
0.0040
–
–
–
–
–
–
–
–
–
–
–
–
–
–
8.8
0.0031
14.2
0.00017
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Table A.2: B-MIC game sessions results for local convergence.
ses
2
29
32
34

mean int.
(−)
−−
−−

max. int. mean pitch max pitch
(−)
−
++
−−

jitter shimmer nhr

+

rate

+

Table A.3: B-MIC conversation session results for local convergence.
ses
12
14
17
39
40
41
45

A.2

mean int.
−−
(−)
++

−−
−−

max. int. mean pitch max pitch
−−
(−)
(−)
+
−−
−
−−
−−

jitter shimmer nhr
−−
− − − −−

rate

Influence of Dialogue Register

Tables A.2 to A.10 provide additional details for the analysis of the influence of dialogue
register described in Section 7.3. The tables list the results for each of our local measures
for the B-MIC game and conversation sessions as well as for the Objects Game portion of
the Columbia Games Corpus. For brevity, they only include those sessions with at least
one feature at least approaching significance. Valence per session is represented through
plus or minus symbols and their number reflects the level of significance α after adjusting
for repeated testing per session and measure (that is, each “family” consists of eight tests):
“+++”: α < 0.001, “++”: α < 0.01, “+”: α < 0.05, “(+)”: α < 0.1 (analogous for “–”).
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Table A.4: Columbia Games Corpus session results for local convergence.
ses
3
6
7
9
10
11

mean int.
−

max. int. mean pitch max pitch
−

jitter shimmer nhr

rate

+
(+)
(+)

(−)

+

(+)
(+)

(−)

Table A.5: B-MIC game session results for local similarity.
ses
1
20
22
47
52

mean int.

max. int. mean pitch max pitch
++
++

jitter shimmer nhr

rate

(+)
+++
+++
+

+

+
++

Table A.6: B-MIC conversation session results for local similarity.
ses
44
45

mean int.
(−)
−

max. int. mean pitch max pitch
−
−−

jitter shimmer nhr

rate

Table A.7: Columbia Games Corpus session results for local similarity.
ses
3
9

mean int.
+

max. int. mean pitch max pitch

jitter shimmer nhr
(+)

+

rate
(+)
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Table A.8: B-MIC game session results for synchrony.
ses mean int.
1
3
4
5
6
20
(+)
22
23
30
31
32
34
−−−
47
+++
49
51
52
(+)

max. int. mean pitch max pitch jitter shimmer
+++
+++
−−
++

++

nhr

rate

(+)
++
(+)

(−)

++
−
(−)

+
(+)

−

−

+++

++
(−)
+

++
−−−
++

(−)
+

+
+

+ −−−
(+)

(−)
+

Table A.9: B-MIC conversation session results for synchrony.
ses
13
15
16
17
39
44
45
46

mean int.

max. int. mean pitch max pitch
(+)

jitter shimmer

nhr

rate

−
(−)
−
(−)
−−
(−)

−
−
−−−
−−−

(−)

+

Table A.10: Columbia Games Corpus session results for synchrony.
ses
2
3
7
9

mean int.
+++

max. int. mean pitch
+

max pitch

jitter
+++

+
+

+
+

shimmer nhr rate
+
++
+
+
(+)

APPENDIX A. ADDITIONAL RESULT DETAILS

A.3

180

Correlations with Social Variables

We evaluate our neural entrainment measures defined in Chapter 8 by checking for correlations with social variables in the Columbia Games Corpus. We find that these correlations
vary greatly across repeated runs of evaluation, that is, across retrainings of the networks
underlying our measures. This is especially true for the DR measure, with p values ranging
from 2.5e − 13 to almost 1 for correlations with speakers trying to dominate.1
To address this, we retrained both networks 100 times, recomputing the Pearson correlations each time. To control the false discovery rate resulting from this repeated testing,
we apply the procedure of Benjamini and Hochberg (1995) on two levels to obtain adjusted
thresholds of significance. Each run consists of three tests. We sort each group of three
tests by their p values and compute, for each social variable and evaluation run, the value
α = 3 ∗ pk /k, where k ∈ {1, 2, 3} is the position of the p value for the respective social
variable and evaluation run after sorting. For each social variable, we then sort these values
α across all 100 runs and determine the largest k such that αk < k ∗ 0.05/100 where αk is
the k-th smallest α value for that social variable. Then we consider all k results up to that
value as significant for that social variable and the respective entrainment measure.2
55 out of 100 times the correlation between DR and trying to dominate is significant,
all but one of these with positive valence, as well as 36 times for trying to be liked, all with
positive valence. The single result with negative valence has the third-highest, that is, least
significant, p value. None of the correlations for AS reach the level of significance, not even
in terms of the “raw” p values. Considering the clear overall trends, we conclude that DR
correlates with two of our social variables while AS correlates with none of them.

1

There is virtually no correlation between a measure’s performance in the fake session detection task
on either corpus and the correlation with any social variable for the same underlying network. Only DR’s
performance on the Games Corpus and correlation with trying to be liked correlate with p < 0.05, at p = 0.02.
2
That is, per entrainment measure, there is one “family” of three tests per run and one family of 100
tests per social variable.

Appendix B
Deception and Fisher Corpus
Statistics
This appendix provides additional statistics and analysis for the corpora analyzed in Chapter
5. Table B.1 lists, per (sub-)corpus, the average number of IPUs per speaker and the average
number of syllables, duration (in seconds), and speech rate per IPU. These statistics are
provided overall and based on gender and native language. All numbers refer only to those
IPUs included in the analysis in Chapter 5, that is, turn-final and turn-initial IPUs without
overlaps. We compute averages for each speaker and then average those values across all
speakers in each group. We further run t-tests to compare speaker averages for female
and male as well as Chinese and English native speakers in each corpus with regard to
each statistic. The results are listed in Table B.2 and discussed in Subsection 5.2.2. We
note here only that the relatively high standard deviations for the number of IPUs in the
Deception Corpus are not due to an imbalance in the number of conversations that were used
per speaker. The number of exchanges needed to answer all biographical questions simply
varied across subject pairs. The lower standard deviations in the Fisher Corpus result from
the fact that those conversations were timed to all be roughly the same length of 10 minutes.
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Deception
#IPUs
speech rate
duration
#syllables
Deception (EE)
#IPUs
speech rate
duration
#syllables
Deception (ER)
#IPUs
speech rate
duration
#syllables
Fisher
#IPUs
speech rate
duration
#syllables
266.16 (129.82)
3.94 (0.54)
1.27 (0.21)
5.27 (1.14)
129.07 (70.55)
3.65 (0.57)
1.30 (0.30)
5.13 (1.65)
137.09 (74.31)
4.21 (0.68)
1.25 (0.23)
5.45 (1.13)
56.62 (16.32)
5.12 (0.96)
2.09 (0.85)
11.78 (5.36)

280.13 (133.25)
4.09 (0.59)
1.23 (0.20)
5.29 (1.15)
137.84 (74.22)
3.80 (0.61)
1.27 (0.28)
5.14 (1.63)
142.29 (74.58)
4.36 (0.72)
1.21 (0.23)
5.43 (1.20)
57.55 (16.19)
5.35 (1.04)
2.00 (0.81)
11.50 (5.25)

All

58.49 (16.08)
5.57 (1.07)
1.91 (0.76)
11.22 (5.15)

147.49 (74.72)
4.50 (0.73)
1.17 (0.22)
5.41 (1.26)

146.61 (76.94)
3.94 (0.62)
1.24 (0.27)
5.16 (1.61)

*

*
*

*

*
*

Male sig.

294.09 (135.58)
4.24 (0.60)
1.20 (0.19)
5.31 (1.17)

Gender
Female

62.15 (16.21)
4.64 (0.89)
1.73 (0.61)
8.34 (3.02)

163.43 (76.52)
3.95 (0.54)
1.22 (0.24)
4.94 (1.04)

156.07 (79.52)
3.53 (0.46)
1.24 (0.28)
4.58 (1.30)

319.51 (140.38)
3.76 (0.44)
1.23 (0.21)
4.77 (0.97)

55.71 (15.86)
5.63 (0.95)
2.11 (0.86)
12.77 (5.42)

121.14 (66.37)
4.77 (0.63)
1.19 (0.21)
5.93 (1.14)

119.61 (63.71)
4.06 (0.63)
1.29 (0.29)
5.71 (1.73)

240.75 (113.14)
4.42 (0.53)
1.24 (0.19)
5.81 (1.09)

*
*
*
*

*

*
*

*

*
*

*

*
*

Native Language
Chinese
English sig.

Table B.1: Statistics for the turn-final and turn-initial IPUs included in our analysis of the Deception and Fisher corpora,
overall as well as per gender and native language. Duration is in seconds and speech rate in syllables per second. The first
number in each cell represents the mean across all turn-initial and turn-final IPUs per speaker, averaged over all speakers.
The number in parentheses represents the standard deviation for the respective second aggregation over all speakers. An
asterisk in a “sig.” column indicates that the means in the two cells to its left differ significantly.
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Table B.2: Results of t-tests for various differences between speaker groups in the Deception
and Fisher corpora. Positive t statistics indicate a higher average with regard to the criterion
for group 1 than group 2, and vice versa. p values up to 0.014 are significant after accounting
for false discovery rate for a family of 35 tests (see Section 3.5). Significant p values are
marked in the rightmost column.
Corpus Group 1 Group 2
Deception
Chinese
English
Deception (EE)
Chinese
English
Deception (ER)
Chinese
English
Fisher
Chinese
English
Deception
Chinese
English
Deception (EE)
Chinese
English
Deception (ER)
Chinese
English
Fisher
Chinese
English
Deception
Chinese
English
Deception (EE)
Chinese
English
Deception (ER)
Chinese
English
Fisher
Chinese
English
Deception
Chinese
English
Deception (EE)
Chinese
English
Deception (ER)
Chinese
English
Fisher
Chinese
English
Deception
Female
Male
Deception (EE)
Female
Male
Deception (ER)
Female
Male
Fisher
Female
Male
Deception
Female
Male
Deception (EE)
Female
Male
Deception (ER)
Female
Male
Fisher
Female
Male
Deception
Female
Male
Deception (EE)
Female
Male
Deception (ER)
Female
Male
Fisher
Female
Male
Deception
Female
Male
Deception (EE)
Female
Male
Deception (ER)
Female
Male
Fisher
Female
Male
Deception
EE
ER
Deception
EE
ER
Deception
EE
ER

Criterion
number of IPUs
number of IPUs
number of IPUs
number of IPUs
speech rate
speech rate
speech rate
speech rate
duration
duration
duration
duration
syllables
syllables
syllables
syllables
number of IPUs
number of IPUs
number of IPUs
number of IPUs
speech rate
speech rate
speech rate
speech rate
duration
duration
duration
duration
syllables
syllables
syllables
syllables
speech rate
duration
syllables

df
t
p sig.
298
5.4 1.8e-07 *
298
4.4 1.6e-05 *
298
5.1 5.7e-07 *
208
2.6 0.0089 *
298 -11.8 8.5e-27 *
298 -8.3 3.8e-15 *
298 -12.0 2.0e-27 *
208 -7.0 3.9e-11 *
298 -0.3
0.76
298 -1.5
0.13
298
1.0
0.31
208 -3.1 0.0023 *
298 -8.7 2.4e-16 *
298 -6.4 7.0e-10 *
298 -7.9 7.5e-14 *
208 -6.0 1.1e-08 *
298 -1.8
0.070
298 -2.1
0.041
298 -1.2
0.23
208 -0.8
0.40
298 -4.5 9.0e-06 *
298 -4.3 2.6e-05 *
298 -3.6 0.00040 *
208 -3.2 0.0015 *
298
2.8 0.0060 *
298
1.9
0.058
298
3.0 0.0026 *
208
1.6
0.10
298 -0.2
0.82
298 -0.2
0.88
298
0.3
0.79
208
0.7
0.44
598 -10.3 5.3e-23 *
598
2.8 0.0048 *
598 -2.5
0.014 *

Appendix C
Hebrew Map Task Corpus Details
This appendix provides some additional details on MaTaCOp, the Hebrew Map Task Corpus analyzed in Chapter 6. Table C.1 lists a sample transcription and translation for the
beginning of session 8. It illustrates the Romanization of Hebrew we use, as well as how
participants realize over the course of the first task that some of their landmarks do not
match. Figure C.1 shows the two pairs of map layouts of MaTaCOp. The describer maps
(right side) contain a path that the followers (left side) have to reproduce. Their map only
contains a marked starting point. Note that some landmarks are on both versions of a map
pair while others are only shown on the describer or follower map. For instance, the describer
map shown in the top right of Figure C.1 contains a vehicle in its bottom left corner, close
to the starting point, that is not shown in the corresponding follower map. Figure C.2 shows
a scan of one follower’s solution to the map task. Table C.2, lastly, lists details about the
speaker pairs and their level of familiarity.
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Table C.1: Transcription of the first 18 inter-pausal units (IPUs), over 14 turns, of the first
task of session 8 of MaTaCOp. The describer (white background) is describing the path on
her map and the follower (gray background) is trying to reproduce it on hers. Line breaks
within IPUs are only due to space limitations and have no significance.
IPU
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Transcription
az em
okey nira li
shehamaslul etslex
etsli az m
matxilim minekudat hahatxala
ken
mamshixim e lexanut hatsilum
e lemata
okey
mm
e axar kax yordim
od lemata lamasait
lemasait
x- masait xona
masait xona
etsli hi lemala
a
lemala etslex okey az xaki vegam
haxanut e tsilum lemala
e xanut tsilum
yesh masait xona gam lemala vegam
lemata ani xoshevet
lo haemet hi sheyesh li maxan- masaiyaxol lihyot sheyesh lanu ktsat e lo
et lo lo et otan nekudot tsiyun

Translation
so uhm
ok it seems to me
that you have the route
I do so mm
let’s begin from the starting point
yes
we continue uh to the camera shop
uh down
ok
uhm
uh then we go down
even more to the truck
to the truck
p- parked van
parked van
I have it on the bottom
oh
you have it on the bottom ok then wait
also the camera shop is on the bottom?
uh camera shop
there is a parked van above and
also at the bottom I think
no in fact I have cam- trumaybe we have a bit uh no
the no do not have the same landmarks
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Figure C.1: The two MaTaCOp maps in the follower (left) and describer (right) versions.
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Figure C.2: The follower map from the first task of session 11, with the participant’s reconstruction of the path and landmarks present only on the describer map drawn in.
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Table C.2: MaTaCOp participant information. Familiarity between partners is categorized as
“high” (married couples; past service in the same military unit; work in the same department)
or “low” (work at the same institution with little to no interaction; or entirely unacquainted).
Session
ID
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Gender Age
M
M
M
M
F
M
F
M
M
F
F
F
F
F
F
M
F
F
F
F
M
M
F
M
F
F
M
F
F
F
M
M

28
28
27
25
32
28
29
32
46
43
59
39
46
42
44
45
42
40
60
50
39
45
65
46
57
45
30
29
58
50
37
35

Country
of birth
USSR
Israel
USSR
USSR
Israel
USSR
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
USA
Morocco
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel
Israel

Native
Years of
Level of
language education familiarity
Russ./Heb.
18
high
Hebrew
20
(military)
Russian
17
high
Russian
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Hebrew
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Hebrew
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(department)
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Hebrew
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(institution)
Hebrew
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(department)
Hebrew
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Hebrew
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(department)
English
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Hebrew
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(department)
Hebrew
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Hebrew
20
(department)
Hebrew
20
low
Hebrew
22
(institution)
Hebrew
20
low
Hebrew
22
(none)
Hebrew
16
high
Hebrew
18
(married)
Hebrew
22
low
Hebrew
16
(institution)
Hebrew
16
low
Hebrew
12
(institution)
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Kruyt, J. and Beňuš, Š. (2021). Prosodic entrainment in individuals with autism spectrum
disorder. Topics in Linguistics, 22(2):47–61.
Kuznetsova, A., Brockhoff, P. B., and Christensen, R. H. (2017). lmerTest package: tests in
linear mixed effects models. Journal of statistical software, 82:1–26.
Lakin, J. L., Chartrand, T. L., and Arkin, R. M. (2008). I am too just like you: Nonconscious
mimicry as an automatic behavioral response to social exclusion. Psychological Science,
19(8):816–822.
Lee, C.-C., Black, M., Katsamanis, A., Lammert, A., Baucom, B., Christensen, A., Georgiou,
P. G., and Narayanan, S. (2010). Quantification of prosodic entrainment in affective
spontaneous spoken interactions of married couples. In INTERSPEECH 2010, pages 793–
796.

BIBLIOGRAPHY

197

Lee, Y., Goldstein, L., Parrell, B., and Byrd, D. (2021). Who converges? Variation reveals
individual speaker adaptability. Speech Communication, 131(July):23–34.
Lehnert-LeHouillier, H., Terrazas, S., Sandoval, S., and Boren, R. (2020). The relationship
between prosodic ability and conversational prosodic entrainment. In Speech Prosody 2020,
pages 769–773.
Levelt, W. J. M. and Kelter, S. (1982). Surface form and memory in question answering.
Cognitive Psychology, 14:78–106.
Levitan, R. (2014). Acoustic-Prosodic Entrainment in Human-Human and Human-Computer
Dialogue. PhD thesis, Columbia University.
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Levitan, R., Beuš, Š., Gravano, A., and Hirschberg, J. (2015b). Entrainment and TurnTaking in Human-Human Dialogue. In AAAI Spring Symposium on Turn-taking and
Coordination in Human- Machine Interaction, pages 44–51.
Levitan, R., Gravano, A., and Hirschberg, J. (2011). Entrainment in Speech Preceding
Backchannels. In ACL HLT 2011, pages 113–117.
Levitan, R. and Hirschberg, J. (2011). Measuring acoustic-prosodic entrainment with respect
to multiple levels and dimensions. In INTERSPEECH 2011, pages 3081–3084.
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Reichel, U. D., Beňuš, Š., and Mády, K. (2018). Entrainment profiles: Comparison by
gender, role, and feature set. Speech Communication, 100:46–57.

BIBLIOGRAPHY

201

Reitter, D. and Moore, J. D. (2007). Predicting Success in Dialogue. In ACL 2007, pages
808–815.
Reitter, D., Moore, J. D., and Keller, F. (2006). Priming of Syntactic Rules in Task-Oriented
Dialogue and Spontaneous Conversation. In CogSci 2006, pages 685–690.
Reynolds, W. M. (1982). Development of reliable and valid short forms of the marlowecrowne
social desirability scale. Journal of Clinical Psychology, 38(1):119–125.
Russell, J. A. (1980). A circumplex model of affect. Journal of personality and social
psychology, 39(6):1161–1178.
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