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Abstract—Orthogonalfrequency-divisionmultiplexing(OFDM)
combines the advantages of high performance and relatively low
implementation complexity. However, for reliable coherent detec-
tionoftheinputsignal,theOFDMreceiverneedsaccuratechannel
information. When the channel exhibits fast time variation as it is
the case with several recent OFDM-based mobile broadband wire-
less standards (e.g., WiMAX, LTE, DVB-H), channel estimation
at the receiver becomes quite challenging for two main reasons:
1) the receiver needs to perform this estimation more frequently
and 2) channel time-variations introduce intercarrier interference
amongtheOFDMsubcarrierswhichcandegradetheperformance
of conventional channel estimation algorithms signiﬁcantly. In this
paper, we propose a new pilot-aided algorithm for the estimation
of fasttime-varyingchannels inOFDM transmission. Unlikemany
existing OFDM channel estimation algorithms in the literature, we
propose to perform channel estimation in the frequency domain,
to exploit the structure of the channel response (such as frequency
and time correlations and bandedness), optimize the pilot group
size and perform most of the computations ofﬂine resulting in high
performance at substantial complexity reductions.
Index Terms—Channel estimation, Doppler frequency, ICI,
model reduction, OFDM.
I. INTRODUCTION
O
RTHOGONALfrequency-divisionmultiplexing(OFDM)
enables high-speed transmission over frequency-
selective channels with simple one-tap equalizers by creating a
set of parallel, orthogonal, frequency-ﬂat subchannels using the
computationally efﬁcient IFFT/FFT modulation/demodulation
vectors.OFDMhasfoundwidespreadapplicationsandisalready
partofmanyindustrystandardsincludingdigitalaudioandvideo
broadcasting (DAB/DVB), high-speed transmission overdigital
subscriberline(DSL),andwirelesslocalareanetwork(WLAN)
standards (e.g., IEEE 802.11a/b/g and HIPERLAN/2) [1].
OFDM is also the modulation scheme of choice for broadband
wireless communications standards including 802.16e
(metropolitanareanetworks),802.11n(localareanetworks),and
802.15.3 (personal area networks) and other emerging cellular
wireless communications systems like 3GPP evolution and 4G.
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However, in a mobile wireless environment (which is the
caseformanyoftheapplicationsmentionedabove),thechannel
is continuously changing with time. This represents a burden
on the receiver since it has to estimate the channel accurately
before coherent detection. A more severe consequence of time
variation is that the set of parallel OFDM subcarriers lose their
orthogonality in a phenomenon known as intercarrier interfer-
ence (ICI). This ICI phenomenon is the frequency-domain dual
of intersymbol interference (ISI) that plagues single-carrier
transmission over frequency-selective channels. The severity of
ICI depends on the degree of channel time variation (Doppler
frequency). ICI makes data detection less reliable as the OFDM
subcarriers are now coupled and one-tap per subchannel equal-
ization becomes highly suboptimal. More complex equalizers
are thus needed at the receiver to untangle the data streams
that are transmitted over the OFDM subcarriers. Furthermore,
this ICI makes the channel estimation task more challenging
since not only the individual subchannel frequency responses
need to be estimated but also the interference caused by each
subchannel into the other subchannels in each OFDM symbol.
IntheabsenceofICI(whichoccurswhenthechannelremains
constantwithineachOFDMsymbol),thediagonalofthechannel
frequency response (CFR) matrix needs to be estimated (i.e.,
parameters where is the FFT size). However, for severe time
variation,inprinciple,oneneedstoestimateeveryelementofthe
CFR matrix (i.e., parameters). In practice, it turns out that
it is sufﬁcient to estimate only diagonals of the
CFR matrix and, hence, estimate only parameters. Thus,
inthepresenceofICI,thenumberofestimatedchannelparame-
tersincreaseswhich,inturn,increasesthetrainingoverheadand,
hence,reducestheusefuldatathroughputofthesystem[2].
Channel estimation for OFDM can be performed in the
frequency or time domains. Conventional frequency-domain
channel estimation algorithms ignore ICI and the equalization
in an OFDM receiver is implemented as a simple single-tap per
subcarrier ﬁlter [3], [4], which makes them highly suboptimal
under high Doppler. Using pilot OFDM symbols (sometimes
also called training sequences or preambles) to estimate the
channel and using this channel estimate until the next preamble
is another popular solution for OFDM channel estimation [5],
however, it assumes the channel to be slowly varying. Kalman
ﬁlter based channel estimation techniques were also proposed
in [6] and [7].
By performing channel estimation in the time domain for the
time-invariant case, the number of estimated parameters is re-
duced from , the number of frequency subchannels, to , the
number of (time-domain) channel taps which is a drastic reduc-
tionsincetypically .Thereductioninthedimensionality
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TABLE I
LIST OF KEY PARAMETERS AND VARIABLES
of theparameterestimation space in turnresults in improvedes-
timation accuracy. This gain, however, does not come for free.
Since OFDM data detection is performed in the frequency do-
main, even in the time-invariant channel case, estimating the
channel in the time-domain makes it necessary to perform an
extra FFT operation.
For fast time-varying channels, time-domain channel estima-
tion algorithms typically mark a few rows of the time-domain
channel matrix and estimate them using pilot tones embedded
within each OFDM symbol [1], [8]. Since the multipath delay
spread can be very large in highly frequency-selectivechannels,
thenumberofunknownchanneltapsforeachmarkerrowcanbe
toohightoestimatewiththelimitedavailablepilottones.More-
over,moremarkerrowsare neededastheDopplerfrequencyin-
creaseswhichincreasescomplexityandreducesthethroughput.
Apart from the computational complexity issue, performing
channel estimation in the time domain might be oversolving a
problem. For example, in multiple-access OFDM systems like
WiMAX, users are not interested in the whole frequency spec-
trum, but only in that part of the spectrum they are using, some-
thing that can be easily achieved by performing channel esti-
mation in the frequency domain. Moreover, even if some users
were interested in estimating the whole spectrum, many stan-
dards would not be able to support that as there are not enough
pilots to do so.
Considering a fast-varying channel, Mostoﬁ proposed in [9]
a hybrid frequency/time-domain channel estimation algorithm
based on a linear approximation of the time variations of each
channel impulse response (CIR) coefﬁcient within one OFDM
symbol.However,thisalgorithmintroducesaprocessingdelayof
atleastoneOFDMsymbolanditsperformancedegradesforlong
OFDM symbols (necessary to combat severechannel frequency
selectivity) at very high Doppler, as we show in Section VI.
Theabove-mentionedconsiderationsmotivateusinthispaper
to design a high-performance computationally-efﬁcient OFDM
channel estimation algorithm in the presence of ICI while re-
ducing the training overhead. The main contributions of this
paper are as follows:
1) exploiting the channel correlations in the time and fre-
quency domains to enhance the channel estimation accu-
racy and reduce its complexity (by performing most of the
computations ofﬂine);
2) performing channel estimation and ICI equalization in the
frequency domain by exploiting the banded structure [10],
[11] of the CFR matrix;
3) reducing the dimensionality of the parameter estimation
space at negligible performance loss;
4) optimizing the pilot group size;
5) performing detailed complexity and performance analysis
of our proposed algorithm and comparing it with the
widely-cited algorithm of [9].
Notation: We denote scalars by lower-case letters (e.g., ),
vectors by lower-case boldface letters (e.g., ), and matrices
by upper-case boldface letters (e.g., ). Calligraphic notation
(e.g., ) is reserved for vectors in the frequency domain. A hat
overa variable indicates an estimate of the variable (e.g., is an
estimate of ). We use to denote complex conjugate,
transpose, and complex conjugate transpose (Hermitian)
operation. We use to denote the identity matrix and
to denote an all-zero matrix. In addition,
denotesthediagonalmatrixwithdiagonalelementsgivenbythe
vector , while denotes the operation of vectorizing an
matrix into a vector [12]. The Kronecker product
of and , denoted by ,i sa
matrix which is deﬁned as follows:
. . .
...
. . .
. . .
...
. . .
...
. . .
...
. . .
. . .
...
. . .
...
. . .
...
. . .
. . .
...
. . .
...
. . .
...
. . .
Throughout the paper, we use the terms subcarrier and sub-
channel interchangeably. For the convenience of the reader, we
have summarized the key system parameters and variables used
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II. MODEL AND ASSUMPTIONS
We consider an OFDM system with subcarriers where
each OFDM symbol, denoted by , is con-
verted into time-domain samples using the
-point Inverse fast Fourier transform (IFFT) operation
where is the -point IFFT matrix. The ele-
ment of the matrix is deﬁned as
Weassumethatthecyclicpreﬁx (CP)lengthis equaltoorlarger
than the CIR memory denoted by . Then, the received OFDM
symbol after CP removal is given by
(1)
where is an time-domain channel matrix given by
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . .
(2)
where is the complex zero-mean unit-variance CIR tap
at lag (for ) and time instant and is the
time-domain noise vector. Taking the FFT of (1) yields
(3)
where is the CFR matrix and is the frequency-
domain noise vector. The vectors and are the transmit and
receive OFDM symbols, respectively, in the frequency domain.
The signal-to-noise ratio (SNR) of the system is deﬁned as
SNR
where denotes the expectation operator. For a time-in-
variant or a quasi-static fading channel, the CIR remains ﬁxed
over the OFDM symbol duration, making a circulant matrix
and, hence, in (3) a diagonal matrix. In this case, the OFDM
subcarriers are decoupled, and a one-tap frequency-domain
equalizer (FEQ) is optimal.
However, for a time-variant channel, is not circulant, and
can no longer be assumed diagonal [13]. Some of the signal
energy will be dispersed to the off-diagonal elements of .I n
this case, the input-output relation for the th subcarrier is
(4)
The ﬁrst term on the right-hand side of (4) is the desired signal
term while the second one is the ICI term. When the channel
is fast-varying, ICI becomes signiﬁcant and produces an irre-
ducible error ﬂoor.
III. PROPOSED CHANNEL ESTIMATION ALGORITHM
A. Statistics of the Frequency-Domain Channel Coefﬁcients
In this section, we determine the covariance matrix of the
CFR matrix coefﬁcients. We start from the following rela-
tion between the time-domain and frequency-domain channel
matrices
(5)
Vectorizing both sides of (5) and using the Kronecker product
property in Theorem T2.13 in [12] yields
(6)
Wecannowuse(6)tocalculatethecovariancematrixof
in terms of that of
(7)
Now, we turn our attention to calculating the covariance ma-
trix .Byinspecting(2),wenotethat
we can decompose as the sum of matrices, each of which
corresponds to a CIR tap (and its time evolution), i.e.,
(8)
where and is the
matrix corresponding to the th CIR tap given by
(9)
The matrix is a permutation matrix which has the
form
. . .
. . .
. . .
. . .
. . .
(10)
Thus, postmultiplication of a matrix by cyclicly shifts its
columns to the left. Vectorizing both sides of (8) yields
Hence, the covariance matrix of is given by
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where we assumed that the ’s are independent, i.e., we as-
sumed that the CIR taps at a given time instant are indepen-
dent. Moreover, we deﬁned to be the covariance matrix of
, i.e., which we calculate
next. To this end, note that since is a diagonal matrix, we
can write as
(12)
Assuming Jakes’s model for channel time variation [14],1 we
can show that the covariance matrix of is given by
. . .
. . .
. . .
...
. . .
. . .
(13)
which follows from the assumption that
(14)
where and aretheDopplerfrequencyandsamplingperiod,
respectively,and isthezero-orderBesselfunction.Wecan
calculate the covariance matrix in
a similar manner. It is enough though to observe the following
properties about .
1) consists of zero entries and nonzero entries all of which
belong to the matrix
. . .
. . .
...
. . .
(15)
In fact, is simply an oversampled version of .
2) From 1), it follows that the rank of is .
3) If , then for , i.e., the
matrices and are never nonzero at the same entry.
4) From the aboveproperties and (11), it follows that the rank
of is .
These properties allow us to calculate the eigenvalue decom-
position of which we undertake next.
B. Eigenvalue Decomposition of
Let be the eigenvalues of and let
be the corresponding eigenvectors. These
quantities can be used to construct the eigenvalues and
eigenvectors of ’s and subsequently those of and .
1Any other CIR time correlation model can be used but we assume Jakes’s
model in this paper due to its popularity.
To this end, deﬁne as an oversampled version of eigenvector
; i.e.,
(16)
Starting from the relation , we note that this rela-
tionship continues to hold when we replace by its oversam-
pled version and by its oversampled version , i.e.
(17)
From the above, and since is of rank , it follows
that are the nonzero eigenvalues of and
are the corresponding eigenvectors. We now
turn our attention to the eigenvalue decomposition (EVD) of
. From (9), we note that is a cyclicly
shifted version of a diagonal matrix, and so we can easily
vectorize as follows using T2.13 from [12]:
(18)
where is the permutation matrix deﬁned by
(19)
Now, by deﬁnition, we have that
(20)
The last line above follows from the fact that the CIR taps are
assumed identically distributed2 and so the expectation in the
second equality remains the same if we replace the th tap with
the zeroth tap. From this relation, it is easy to see that ,
are the eigenvectors of as follows:
(21)
where the second equality above follows from the fact that is
a permutation matrix and, hence, .
Now, we construct the eigenvectors of
. As shown in (21), the ’s are modiﬁed
versions of where the ﬁrst rows are cyclically shifted
downwards and the ﬁrst columns are cyclically shifted to
the left. On the other hand, the ’s are oversampled versions
of eigenvectors , where consecutive zeros are inserted
between adjacent elements of . Therefore, as long as ,
the th element of each row of satisﬁes where
and . Hence, for
2See Remark 4 below for the generalization to the case of an arbitrary power
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. Following the above argument and using (11) we can
write
(22)
Hence, the eigenvectors of are also eigenvectors of .I n
a similar manner, for every eigenvector of we can show that
(23)
Equation (23)followsfrom theobservationthatthepermutation
matrix cyclically shifts the ﬁrst elements of down-
wards. Unless , the th element of each row of is
, where and
and, hence, . Thus, every eigenvector of is also
an eigenvector of . This produces the eigenvalues and
the correspondingeigenvectorsof .Since
, those eigenvalues are all the nonzero eigenvalues of .
Proposition 1: Let denote the eigen-
values of the matrix deﬁned in (15), and let de-
note the corresponding eigenvectors. Then, the covariance ma-
trix , deﬁned in (11), has the eigenvalues
(24)
with corresponding eigenvectors
(25)
where is the oversampled version of deﬁned in (16) and
is the permutation matrix deﬁned in (19).
Remarks:
1) Proposition 1 shows that the EVD of the matrix
canbeobtainedfromtheEVDofthe matrix .
2) The EVD of can be performed ofﬂine as it is only a
function of the number of subcarriers and the Doppler
frequency .
3) We can derive an approximate analytical closed form
for the EVD of by noting that the matrix is a
Toeplitz Hermitian matrix and, hence, can be ap-
proximated by a circulant matrix for large [15].
Therefore, we can write , where is a
diagonal matrix whose element is given by
.
4) So far, we have assumed that the CIR power delay proﬁle
(PDP) is uniform, meaning that all CIR taps have the
same unit power, i.e., for
. We can relax this assumption to an arbitrary
PDP as follows. Assuming that the th CIR tap has
a variance of , it is easy to show
that , hence, the
covariance matrix of , which we have denoted
by , is scaled by a factor of compared to the
uniform PDP case. Therefore, the eigenvectors
of the covariance matrix remain the same
while the eigenvalues are scaled by the
individual variance of each tap, i.e.,
.
C. Eigenvalue Decomposition of
From (7), we can deduce the EVD of from that of
since the matrix is orthonormal. This observation is
the basis for the following proposition.
Proposition 2: Consider the setting of Proposition 1. The co-
variance matrix of the CFR matrix has the nonzero
eigenvalues
(26)
with corresponding eigenvectors given by
(27)
IV. MODEL REDUCTION FOR BAYESIAN MMSE
CHANNEL ESTIMATION
In the previous section, we found the EVD of in terms
of that of . In this section, we show how to estimate or
equivalently efﬁciently using the EVD of .
A. Estimating
We can write in terms of its EVD as follows:
(28)
wherethe ’sareindependentrandomvariableseachwithzero
meanandvarianceequaltotheeigenvalue .Equation(28)can
be justiﬁed as given in (29),
(29)
where are the eigenvalues of the covari-
ance matrix and are the corresponding
eigenvectors. We can reduce the parameter estimation space for
by retaining only those ’s with large variance and consid-
eringtherestasmodelingnoise.Thus,let denotethenumber
of dominant eigenvalues of and let denote the2186 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 58, NO. 4, APRIL 2010
Fig. 1. Variation of percentage energy of the dominant eigenvalues of ￿ with
normalized Doppler.
negligible ones. This results in dominant parameters in
(28) while the rest can be considered as noise. In other words,
we can approximate (28) as follows:
(30)
where the term is ignored. Fig. 1 shows
the percentage of energy of the most dominant eigenvalues of
normalized to the total energy of all the eigenvalues for
and 1024. It illustrates that for practical choices of normal-
ized Doppler, , up to 20%, the three most dominant eigen-
values capture more than 99.99% of the total energy of the all
the eigenvalues. Hence, we set . For a given Doppler
spread, it is possible to calculate ofﬂine and, thus, we can
select based on a judiciously determined energy threshold
for the eigenvalues. Now since and
, using Proposition 2 and Theorem T2.4 from
[12] we can rewrite as
(31)
Byunvectorizingbothsidesof(31)andusingTheoremT2.13
from [12], we get
(32)
where is a circulant matrix and is such that
and and are chosen such that . More
speciﬁcally, we have
(33)
where is the modulo-N operation and denotes the ﬂoor
function which maps a real number to the integer less than or
equal to it. Now, from (30) and (32), we have
(34)
where and are related to through (33). Alternatively, we
can write (34) as
(35)
B. Bandedness Constraint
Now, we invoke another constraint on the ’s in (34), and
hence on , namely, the constraint that they are approximately
banded matrices with, say, main diagonals (where is an
odd integer). To impose this constraint, we set all elements of
outside these diagonals to zero. Analytically, , givenin
(10), is a shifting matrix which is circulant as well. Depending
on the channel tap index, i.e., , is either a diag-
onal or a shifted diagonal matrix. The matrix in (32) is
formed by the cyclic shift of a column with only few leading
dominant entries. Hence, we can approximate as a banded
matrix. Note that multiplying by only introduces a
weighted phase change in the columns of the , leaving the
absolute value of the columns unchanged. Hence, multiplying
by preserves the banded property of and as
well. Therefore, we can approximate as a banded matrix.
Under the banded assumption on and the circulant approx-
imation of for large , the th element of as given
by (32) can be expressed as (36), shown at the bottom of the
page, where is the th element of . Under the banded
constraint, in (34) can be further simpliﬁed using (36). We
are now ready to formulate the input-output equations that are
used to estimate the dominant parameters for
in (35) as follows:
(37)
(38)
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where ,
, and are the frequency-do-
mainreceive,transmit,andnoisevectors,respectively,and
. Now, some entries of are pilot subcarriers while the
rest are data subcarriers. The presence of ICI forces us to group
enough pilot subcarriers together to create an output signal at
the th subcarrier that is independent of unknown data subcar-
riers. Speciﬁcally, since each row of in (37) has nonzero
elements, we need to group the pilots in clusters of size greater
than or equal to to generate a data-independent output vector
that can be used to solve for the ’s. Since is odd in gen-
eral, from (37), the input-output equation at the th subcarrier
is given by
(39)
where . Thus, for
tobeknown(i.e.,independentofthedata),thesubcarriers
must be pilot
subcarriers resulting in pilot grouping.
Let denote the set of subcarrier indexes that
can be used for training. We can prune (37) of all subcarriers
that do not belong to the training set, resulting in the following
linear system of equations in unknowns
where
. . .
. . .
(40)
In matrix form, we can write
(41)
where
This is a Bayesian estimation model since the unknown
random vector is assumed zero mean with covariance matrix
. Hence, we can compute for
a generalized noise covariance matrix using the following
linear minimum mean-square error (LMMSE) estimator [16]
(42)
For white noise, the second form in (42) is preferred since it
reduces the size of the inverted matrix from to , where
.Theperformanceofthisestimatorismeasuredbythe
errorvector whosemeaniszeroandwhosecovariance
matrix is [16]
(43)
Hence, the MSE in estimating is .I n
Appendix A, we show how to select the pilot group size to min-
imize the MSE of the ’s.
Algorithm Summary: Input: , power delay proﬁle
(otherwise assumed uniform) and noise covariance matrix (oth-
erwise assumed white).
1) Determine the dominant eigenvectors and eigenvalues
of exactly ofﬂine (e.g., using a look-up table) or approx-
imately using the circulant approximation (for large ).
2) Determine the dominant eigenvalues and eigenvec-
tors of ofﬂine using (24) and (25) in Proposition 1.
3) Determine the dominant eigenvalues and eigenvec-
tors of ofﬂine using (26) and (27) in Proposition 2.
4) Compute using (42). Note that the matrix
can be computed ofﬂine. Hence, the online computation
consists of multiplying by the received data vector
only!
5) Approximate as in (34) under the banded constraint and
the circulant approximation (for large ).
C. Complexity Comparison
In this section, we compare the complexity of our proposed
algorithm with the widely-cited algorithm proposed by Mostoﬁ
and Cox in [9] (referred to henceforth as the MC algorithm).
Both algorithms estimate the CFR matrix and then detect
informationsymbolsusingtheestimateof .Inthissection,we
will compare the complexity of both algorithms in estimating
. Their performance will be compared in Section VI.
1) Complexity of our Proposed Algorithm: For given and
, Steps 1–3 of the algorithm summary need to be calculated
only once ofﬂine. Hence, we consider the complexity of Steps
4 and 5 only as described in Table II. For given , and SNR,
Step 4 except can be computed ofﬂine to reduce processing
complexityanddelay.Inouranalysis,weassumed tobewhite
Gaussian noise and, therefore, used the second form of (42) to
estimate .
2) Complexity of MC Algorithm: Next, in Table III, we eval-
uate the complexity of estimating as proposed in [9]. For
concreteness, we have quantiﬁed the complexity of both algo-
rithms in terms of ﬂoating point operations (FLOP) where each2188 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 58, NO. 4, APRIL 2010
TABLE II
COMPLEXITY OF OUR PROPOSED ALGORITHM
TABLE III
COMPLEXITY OF MC ALGORITHM
Fig. 2. Real-time complexity comparison of our proposed and MC algorithms,
￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿ ￿ ￿￿ ￿ , ￿ ￿￿and ￿ ￿￿ .
FLOP represents a real-valued addition or multiplication opera-
tion. Conventional processors require more than four clock cy-
cles for multiplication of real numbers. Pipeline arrangements
speed up the process and make it possible to perform one FLOP
per clock cycle. In Fig. 2 we have compared the number of re-
quired FLOPs of the two algorithms to process each OFDM
symbol for different FFT sizes and CIR lengths 3 and
6. For example, to process one OFDM symbol (real-time com-
plexity only) of size assuming a 3-tap channel, a TI
TMS320C6455-1000 DSP with a processing capability of 8000
MIPS,takesaround25.42and9.79 sfortheexactandapproxi-
mate circulant versions of our proposed algorithm, respectively,
compared to 19.42 s required by the MC algorithm. Although
the complexity of our algorithm increases linearly with , sig-
niﬁcantcomplexityreductionsareachievedbyperformingmost
of the computations ofﬂine. Hence, the real-time complexity of
our algorithm is comparable to that of the MC algorithm for
small to moderate CIR lengths and is less than the MC algo-
rithm under the circulant approximation which becomes more
accurate for large . The MC algorithm suffers from higher
latency and requires larger buffer because it processes three ad-
jacent OFDM symbols together while our algorithm processes
one OFDM symbol at a time.
V. REDUCED-COMPLEXITY ICI EQUALIZATION
Basedonthebandedstructureof ,areduced-tapFEQinthe
form of an FIR ﬁlter designed using the MMSE criterion, hence
the name FIR-MMSE FEQ, was proposed in [11] and is based
only on the following submatrix of which is
shown in Fig. 3.
The -tap FIR-MMSE FEQ is given by
(44)AL-NAFFOURI et al.: A MODEL REDUCTION APPROACH FOR OFDM CHANNEL ESTIMATION UNDER HIGH MOBILITY CONDITIONS 2189
Fig. 3. Banded structure of the ￿ matrix.
where is the middle column of shown in
(45) at the bottom of the page. Hence, the -tap FEQ output
for the th subcarrier is
(46)
where . In-
stead of detecting all subcarriers of an OFDM symbol simul-
taneously using an matrix inversion, our proposed FIR-
MMSE FEQ detects each subcarrier individually, but taking ICI
from neighboring subcarriers into account, requiring N matrix
inversions each of size (where ), which sig-
niﬁcantly reduces the detection complexity.
VI. SIMULATION RESULTS
In this section, we compare the performance of our proposed
algorithm with the MC algorithm for a mobile coded OFDM
system for large and small FFT
sizes. A rate-1/2 convolutional code with bit interleaving is im-
plemented. Unless otherwise stated, we assume a high Doppler
frequency of 10% (normalized to the subcarrier spacing). Fur-
thermore,wehaveassumedthe3-tapSUI-3channelmodelwith
and having path delays of 0, 0.5, and 1 s with powers
of 0, 5, and 10 dB, respectively. For a fair comparison with
the MC algorithm, we estimated the channel assuming the vari-
ances of its CIR taps to be equal to 1 (i.e., uniform PDP) by
ignoring any knowledge of the PDP at the receiver.
We found that for a normalized Doppler of 10% with the
aforementioned FFT sizes, can be well approximated by a
Fig.4. BER comparisonbetweenperfectCSIandestimatedCSIusingourpro-
posed algorithm for ￿ ￿ 256, ￿ ￿ 10￿, and ￿ ￿￿ .
Fig.5. BER comparisonbetweenperfectCSIandestimatedCSIusingourpro-
posed algorithm for ￿ ￿ 1024, ￿ ￿ 10￿, and ￿ ￿￿ .
banded matrix with diagonals and the ﬁrst three eigen-
values of in (15) are dominant, i.e., . Hence, we re-
tainedonly eigenvaluesof and [see (30)]and
computed the eigenvalues and eigenvectors ofﬂine. For data de-
tection, we implemented a 3-tap FEQ computed using (44). We
assumeda15%pilottrainingoverheadwithequallyspacedpilot
clusters. In each cluster, we have pilots generated as random
BPSK( 1)symbols.Using(41)and(42),weestimate ,where
. Figs. 4 and 5 show
. . .
...
. . .
. . .
...
. . .
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Fig. 6. BER algorithm for ￿ ￿ 1024, ￿ ￿ 20￿, and ￿ ￿￿ .
Fig. 7. BER comparison between our proposed algorithm (both exact and ap-
proximate versions) and MC algorithm for ￿ ￿ 256.
the BER achieved by our proposed algorithm for 256 and
1024, respectively, with 3 and 5 pilots per cluster. As per-
formance benchmarks, we also show the achievable BER with
perfect CSI when is constrained to be a banded matrix (with
3 diagonals) and when it is not. It can be seen from both
ﬁgures that the performance loss of our channel estimation al-
gorithm with ﬁve pilots per cluster from the case of perfect CSI
with banded G is negligible. Fig. 6 depicts the BER results for
a very high Doppler of 20%. In this case, we set to
account for the resulting severe ICI. Again, this ﬁgure demon-
strates that the best estimated CSI performance is achieved with
9 pilots per cluster. This corroborates our conjec-
tureinAppendixAthattheoptimumnumberofpilotsubcarriers
per cluster is . Figs. 4 and 5 also show that the banded
constraint which is imposed to reduce channel estimation and
ICI equalization complexityresults in only 1-dB perform loss at
BER which is a modest penalty. Figs. 7 and 8 demon-
strate the signiﬁcant performance gains achieved by our algo-
rithm (both exact and approximate circulant versions) over the
Fig. 8. BER comparison between our proposed algorithm (both exact and ap-
proximate versions) and MC algorithm for ￿ ￿ 1024.
MC algorithm for 256 and 1024, respectively, where the
later has an error ﬂoor at BER . Finally, Fig. 8 shows
that the BER performance gain of our algorithm with perfect
PDP knowledge at the receiver is negligible compared to the
case of no PDP knowledge. This illustrates that our algorithm is
not sensitive to PDP knowledge.
VII. CONCLUSION
In this paper, we proposed a novel algorithm for the estima-
tionof thechannel and ICI coefﬁcientsin OFDM systemsunder
high-mobilityconditions.Thekeyideasindevelopingthisalgo-
rithm are exploiting the time and frequency correlations of the
channel taps, the (approximately) banded structure of the fre-
quency-domain channel matrix, the asymptotic equivalence of
Toeplitzandcirculantmatrices,andreducingthedimensionality
of the parameter estimation space by retaining only the dom-
inant terms in an ofﬂine eigendecomposition. Additional per-
formance gains are achieved by optimizing the pilot subcarrier
group size bringing the performance very close to the case of
perfect CSI at practical training overhead ratios. Detailed per-
formance and complexity comparisons of our proposed algo-
rithm with a widely cited recent algorithm demonstrate a sig-
niﬁcant performance advantage at comparable real-time com-
plexity levels.
APPENDIX A
OPTIMIZING THE PILOT GROUP SIZE
Assuming that the ’s are i.i.d. samples with zeros mean
and variance of , (43) can be written as
(47)
Now, is a positive-deﬁniteHer-
mitian matrix of size for any . Hence, all
the eigenvalues of , and in turn of , will be real and pos-
itive. Let , be the eigenvalues ofAL-NAFFOURI et al.: A MODEL REDUCTION APPROACH FOR OFDM CHANNEL ESTIMATION UNDER HIGH MOBILITY CONDITIONS 2191
. For positive real numbers, using Jensen’s inequality [17],
it can be shown that the arithmetic mean is greater than the har-
monic mean. Therefore, we have the following inequality:
(48)
with equality if and only if where is a real
positive constant. From (47) and using the fact that is a di-
agonal matrix, we conclude that in minimized by
making a diagonal matrix. In this paper, we as-
sume equally spaced3 pilot clusters where each cluster consists
of randomly chosen ( 1) BPSK symbols. Under this pilot
structure, cannot bemade diagonalingeneral andhence
will also be nondiagonal. The cost function mea-
sures only the self-variances of the ’s ignoring the co-vari-
ances between the ’s which can have signiﬁcant effect on the
BER performance.
When is diagonal, will also be diagonal and
the eigenvalues of are equal to its diagonal elements,
i.e., , where . There-
fore, in general, we want to minimize the difference be-
tween the eigenvalues and diagonal elements of , i.e.,
. By using the Gershgorin circle theorem4
[18], an upper bound on this difference is given by
(49)
Hence, by minimizing the sum of the magnitudes of the off-
diagonal elements of we can achieve our objective. But
is diagonal, hence, the off-diagonal elements of are
the off-diagonal elements of . Therefore, our objective is to
choose to minimize the sum of the magnitudes of the off-
diagonal elements of subject to the pilot power constraint.
The structure of is given by (50), shown at the bottom of
the page.
3For further motivation and more details on equally-spaced pilot groups, see
[2].
4This theorem assumes a diagonally dominant matrix which is the case for
￿ .
Fig.9. Sumofthemagnitudesoftheoff-diagonalelementsof￿ fordifferent
pilot cluster sizes ￿￿ ￿ ￿￿￿￿￿.
To design the optimum pilot symbols for channel estimation,
our objective is to make diagonal or as close to diagonal as
possible, i.e., to minimize the sum of the absolute values of the
off-diagonal elements of . We have investigated the mini-
mization of this sum as a function of the clustered pilot sym-
bols in the frequency domain with an average pilot power con-
straint. This turns out to be a nonlinear nonconvex optimization
problem and is outside the scope of this paper which will be
investigated in future work [19]. Hence, we determine the op-
timumpilotgroupsizeonlyandthenuserandomBPSKsymbols
as pilot tones which are easy to generate and commonly used in
industrial standards.
Since the ’s are constrained to be banded matrices with
maindiagonals, ’swillalsobebandedbutwith
diagonals. To eliminate ICI effects from adjacent data subcar-
riers into pilot subcarriers we must have at least pilot sub-
carriers in each pilot cluster. An upper-limit on the number of
pilotsubcarriersineachcluster, ,isderivedbyobservingthat
if we choose greater than subcarriers, we will be
onlyadding zerosto thecost functionin (49) sincethe ’s
are banded with diagonals. On the other hand, for a
given pilot overhead ratio, increasing beyond will
decrease the number of pilot clusters. Hence, we must have
(51)
Fig. 9 shows the variation of the sum of the magnitudes of
the off-diagonal elements of versus as it varies within
. . .
. . .
...
. . .
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Fig. 10. Comparison of the trace of ￿ to its lower bound for pilot cluster size
of ￿￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ .
itsrangegivenby(51).ItisevidentfromFig.9thattheoptimum
pilot cluster size is pilot subcarriers for normalized
Doppler up to 20%. Fig. 10 shows that the difference between
the achievable with our pilot design and its theoret-
ical lower bound given in (48) is negligible for a pilot cluster
size of pilots.
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