Cloud Computing on the Windows Azure Platform by Fajfr, Stanislav
VSˇB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra informatiky
Cloud computing na platformeˇ
Windows Azure
Cloud Computing on the Windows
Azure Platform
2011 Stanislav Fajfr
Souhlası´m se zverˇejneˇnı´m te´to diplomove´ pra´ce dle pozˇadavku˚ cˇl. 26, odst. 9 Studijnı´ho
a zkusˇebnı´ho rˇa´du pro studium v magistersky´ch programech VSˇB-TU Ostrava.
V Ostraveˇ 29. dubna 2011 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Prohlasˇuji, zˇe jsem tuto diplomovou pra´ci vypracoval samostatneˇ. Uvedl jsem vsˇechny
litera´rnı´ prameny a publikace, ze ktery´ch jsem cˇerpal.
V Ostraveˇ 29. dubna 2011 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Tı´mto bych chteˇl podeˇkovat vedoucı´mu me´ diplomove´ pra´ce Ing. Janu Martinovicˇovi,
Ph.D za na´meˇt, prˇipomı´nky a cˇas, ktery´ mi veˇnoval.
Abstrakt
Prvnı´ cˇa´st pra´ce nastinˇuje mysˇlenky cloud computingu. Diskutuje jeho strukturu, klı´cˇove´
vlastnosti a typy nabı´zeny´ch sluzˇeb. Konec prvnı´ cˇa´sti je veˇnova´n prˇehledu vy´znam-
ny´ch spolecˇnostı´ nabı´zejı´cı´ch cloud computing rˇesˇenı´. Druha´ cˇa´st pra´ce podrobneˇji ro-
zebı´ra´ mozˇnosti platformy Windows Azure spolecˇnosti Microsoft a obsahuje i rea´lna´
data sveˇdcˇı´cı´ o skutecˇny´ch vlastnostech platformy. Konec cˇa´sti je veˇnova´n popisu de-
monstrativnı´ aplikace CloudChat. Trˇetı´ cˇa´st se zamy´sˇlı´ nad vyuzˇitı´m vy´pocˇetnı´ho vy´konu
Windows Azure v oblasti high performance computing.
Klı´cˇova´ slova: Cloud computing, Windows Azure, High performance computing, Win-
dows HPC
Abstract
The first part contains an overview of the most significant cloud computing principles. It
covers the structure, properties a various types of cloud computing services. The end of the
first part lists the most popular companies together with their cloud computing offers.
The second part describes the Windows Azure platform in more details and includes
measured data that makes an overall picture of the real platform capabilities. At the end of
the second part there is a brief introduction of the CloudChat example application. The final
part discusses the usability of the Windows Azure platform’s computing performance in
a high performance computing.
Keywords: Cloud computing, Windows Azure, High performance computing, Windows
HPC
Seznam pouzˇity´ch zkratek a symbolu˚
ACS – Access Control Service
API – Application Programming Interface
CLR – Common Language Runtime
CPU – Central Processing Unit
CRM – Customer Relationship Management
CRUD – Create, Read, Update, Delete
DNS – Domain Name System
HPC – High Performance Computing
HTML – Hypertext Markup Language
HTTP – Hypertext Transfer Protocol
HTTPS – Hypertext Transfer Protocol Secure
IaaS – Infrastructure as a Service
IIS – Internet Information Services
IM – Instant Messaging
IP – Internet Protocol
IPsec – Internet Protocol Security
ITIL – Information Technology Infrastructure Library
LAN – Local Area Network
LINQ – Language Integrated Query
MPI – Message Passing Interface
MSMQ – Microsoft Message Queuing
NAT – Network Address Translation
PaaS – Platform as a Service
PDA – Personal Digital Assistant
POCO – Plain Old CLR Object
RAM – Random-Access Memory
REST – Representational State Transfer
RPC – Remote Procedure Call
S+S – Software + Services
SaaS – Software as a Service
SLA – Service Level Agreement
SOA – Service-Oriented Architecture
SOAP – Simple Object Access Protocol
SQL – Structured Query Language
SSL – Secure Sockets Layer
TCP – Transmission Control Protocol
URI – Uniform Resource Identifier
URL – Uniform Resource Locator
VNV – Velmi na´rocˇny´ vy´pocˇet
VPN – Virtual Private Network
WAN – Wide Area Network
WCF – Windows Communication Foundation
WSDL – Web Services Description Language
XML – Extensible Markup Language
XMPP – Extensible Messaging and Presence Protocol
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51 U´vod
Jesˇteˇ prˇed neˇkolika ma´lo desı´tkami let byla veˇtsˇina pracovnı´ch pocˇı´tacˇu˚ pouhy´mi ter-
mina´ly neˇjake´ho centra´lnı´ho mainframe. Du˚vod je zrˇejmy´ – procesorovy´ cˇas byl velmi
drahy´ a nebylo ekonomicky u´nosne´, aby kazˇda´ pracovnı´ stanice disponovala „veˇtsˇı´m
nezˇ maly´m“ vy´pocˇetnı´m vy´konem.
Doba pokrocˇila a osobnı´ pocˇı´tacˇe se staly dostatecˇneˇ vy´konny´mi na zvla´da´nı´ veˇtsˇiny
kancela´rˇsky´ch pracı´. Prˇisˇla e´ra Internetu a z jednoduchy´ch serveru˚ poskytujı´cı´ staticky´
obsah se staly vy´konne´ stroje, na nichzˇ beˇzˇı´ sofistikovane´ a komplexnı´ aplikace.
V roce 2006 spolecˇnost Amazon.com, Inc. disponovala takovy´mi serverovy´mi vy´-
pocˇetnı´mi zdroji, zˇe se rozhodla jejı´ prˇebytky pronajı´mat jiny´m organizacı´m (datova´
centra byla vyuzˇı´va´na na pouhy´ch 10%). Od te´to chvı´le je mozˇno datovat pocˇa´tek prak-
ticky vyuzˇitelne´ho cloud computingu, ktery´m se ve strucˇnosti zaby´va´ prvnı´ cˇa´st pra´ce.
Postupem cˇasu tuto cestu vyuzˇitı´ prˇebytecˇny´ch vy´pocˇetnı´ch prostrˇedku˚ zvolily i dalsˇı´
velke´ spolecˇnosti, jako je naprˇ. Google cˇi Microsoft. Pra´veˇ platformeˇ Windows Azure pro
cloud computing spolecˇnosti Microsoft je veˇnova´na druha´ cˇa´st pra´ce.
Dnes ma´me mozˇnost si pronajmout prakticky cokoliv, od hardware, software azˇ po
kompletnı´ obchodnı´ infrastrukturu. Cloud computing zaznamena´va´ u´speˇchy i v oblasti
high performace computing, cˇemzˇ se veˇnuje trˇetı´ cˇa´st pra´ce.
62 Cloud computing
Jednotna´ definice pojmu „cloud computing“ neexistuje, protozˇe je velice abstraktnı´ a me-
dia´lneˇ naduzˇı´vany´. Osobneˇ meˇ zaujala definice z publikace Cloud Computing For Dummies:
Cloud computing je dalsˇı´ fa´zı´ ve vy´voji Internetu. Slovo cloud (oblak) ma´
klı´cˇovy´ vy´znam v tom, zˇe vsˇe – od vy´pocˇetnı´ho vy´konu, infrastruktury, apli-
kace – mu˚zˇe by´t dorucˇeno komukoli, kdekoli a kdykoli jako uceleny´ produkt,
resp. sluzˇba.[5, s. 8]
2.1 Vlastnosti
2.1.1 Sˇka´lovatelnost
Pozˇadavky za´kaznı´ku˚ jsou ru˚znorode´ a meˇnı´ se v cˇase. Jeden za´kaznı´k vyuzˇije sluzˇby
poskytovatele pouze neˇkolikra´t rocˇneˇ k testovacı´m u´cˇelu˚m, kdy ale spotrˇebuje velky´
vy´kon. Dalsˇı´ za´kaznı´k provozuje internetovy´ obchod a ten se postupneˇ rozru˚sta´. Zatı´mco
obchod na pocˇa´tku navsˇtı´vilo neˇkolik desı´tek lidı´ denneˇ, o pa´r meˇsı´cu˚ to mohou by´t tisı´ce.
Datova´ centra poskytovatelu˚ cloud computingu disponujı´cı´ obrovsky´m rezervoa´rem
vy´pocˇetnı´ch prostrˇedku˚, ktere´ jsou dynamicky prˇideˇlova´ny za´kaznı´ku˚m. Tato dynamicˇ-
nost (v literaturˇe je velmi cˇasto pouzˇı´va´n pojem elasticita) je klı´cˇovou vlastnostı´ cloud
computingu.
2.1.2 Snadna´ dostupnost
Sluzˇby poskytovane´ v prostrˇedı´ cloud computingu jsou obvykle velice snadno dostupne´.
Zrˇı´zenı´ odbeˇru sluzˇby cˇi navy´sˇenı´ vy´pocˇetnı´ch prostrˇedku˚ by´va´ ota´zkou volby prˇepı´nacˇe
v softwaru spravujı´cı´m portfolio za´kaznı´ka.
2.1.3 Standardizovana´ komunikace
Prakticky nutnostı´ je podpora standardizovane´ho komunikacˇnı´ho rozhranı´, dı´ky neˇmuzˇ
je mozˇne´ komunikovat mezi aplikacemi jak v ra´mci jednoho poskytovatele, tak i mezi
ru˚zny´mi poskytovateli. Dobry´m prˇı´kladem je koncept SOA, jenzˇ vyuzˇı´va´ vsˇeobecneˇ uzna´-
vany´ch protokolu˚, jako je naprˇ. WSDL, SOAP.
2.1.4 Prˇı´znive´ platebnı´ podmı´nky
Nejrozsˇı´rˇeneˇjsˇı´m platebnı´m modelem je platba pouze za to, co doopravdy spotrˇebujete,
neboli pay as you go. Tento platebnı´ model ma´ neˇkolik vy´hod:
• Prˇı´lezˇitostny´ za´kaznı´k nemusı´ platit pausˇa´lnı´ poplatky za obdobı´, kdy sluzˇbu ne-
vyuzˇı´va´.
• Sta´ly´ za´kaznı´k nenı´ omezen kvo´tami na urcˇite´ obdobı´ (naprˇı´klad maxima´lnı´ mnozˇ-
stvı´ procesorove´ho cˇasu za meˇsı´c).
7Neˇkterˇı´ poskytovatele´ sta´le nabı´zejı´ i pausˇa´lnı´ model, ovsˇem i tam (veˇtsˇinou) platı´, zˇe
pokud za´kaznı´k prˇekrocˇı´ svu˚j limit, budou mu dodatecˇneˇ spotrˇebovane´ vy´pocˇetnı´ pro-
strˇedky dou´cˇtova´ny.
2.2 Typy rˇesˇenı´
2.2.1 Verˇejny´ cloud
Jedna´ se o rˇesˇenı´, kde je kompletnı´ datove´ centrum pod plnou kontrolou poskytovatele.
Vy´hody:
• Vesˇkere´ na´klady na provoz a u´drzˇbu datovy´ch center nese poskytovatel.
• Velmi rychle´ zavedenı´ – za´kaznı´k pouze zazˇa´da´ o danou sluzˇbu a ta mu bude beˇhem
chvı´le dorucˇena.
Nevy´hody:
• Za´kaznı´k nema´ plnou kontrolu nad svy´mi daty. To je proble´m pro mnoho organizacı´,
ktere´ nechteˇjı´ (a ani nemohou) prˇeda´vat citliva´ data mimo svou kontrolu.
2.2.2 Soukromy´ cloud
Provozovatelem datovy´ch center je samotny´ za´kaznı´k. Toto rˇesˇenı´ se uplatnˇuje prˇedevsˇı´m
u velky´ch organizacı´ disponujı´cı´ znacˇny´mi vy´pocˇetnı´mi prostrˇedky.
Vy´hody:
• U´plna´ kontrola nad svy´mi daty.
• Mozˇnost optimalizace na podmı´nky organizace.
Nevy´hody:
• Vesˇkere´ na´klad na provoz a u´drzˇbu nese za´kaznı´k.
2.2.3 Hybridnı´ cloud
Cˇa´st cloudu tvorˇı´ datove´ho centrum verˇejne´ho poskytovatele a cˇa´st datove´ centrum
za´kaznı´ka. Obeˇ cˇa´sti by´vajı´ propojeny pomocı´ propojovacı´ho subsyste´mu, naprˇ. pomocı´
VPN.
Vy´hody:
• Data soukrome´ho datove´ho centra nemusı´ opustit hranice organizace za´kaznı´ka.
• Velkou cˇa´st na´kladu˚ na provoz a u´drzˇbu nese verˇejny´ poskytovatel (za´lezˇı´ na roz-
deˇlenı´ mezi verˇejnou a soukromou cˇa´stı´).
Nevy´hody:
• Nutnost zajistit a zabezpecˇit komunikaci mezi soukromou a verˇejnou cˇa´stı´.
82.3 Druhy sluzˇeb
2.3.1 Infrastructure as a Service
IaaS dorucˇuje hardware (servery, sı´t’ove´ technologie, u´lozˇna´ zarˇı´zenı´ a prostor v datovy´ch
centrech) jako sluzˇbu. Cˇasto take´ obsahuje operacˇnı´ syste´my a virtualizacˇnı´ technologie
[5, s. 107].
Za´kaznı´ci nemusı´ porˇizovat a instalovat vlastnı´ datove´ centrum. Jednodusˇe si prˇed-
platı´ vy´sˇe zmı´neˇny´ hardware.
Vy´hody dle [9, s. 35]:
• Okamzˇity´ prˇı´stup k jizˇ nakonfigurovane´mu prostrˇedı´, ktere´ je veˇtsˇinou zalozˇeno na
ITIL.
• Prˇı´stup k nejnoveˇjsˇı´m technologiı´m v zarˇı´zenı´ch infrastruktury.
• Vyspeˇle´ zabezpecˇenı´ a monitorova´nı´.
• Mensˇı´ na´klady a pracnost prˇi rozsˇirˇova´nı´ funkcionality.
2.3.2 Platform as a Service
PaaS dorucˇuje platformu pro aplikace za´kaznı´ku˚ jako sluzˇbu.
Jako prˇı´klad teˇchto sluzˇeb mu˚zˇe poslouzˇit spolecˇnost Google provozujı´cı´ Google App
Engine, kde mohou za´kaznı´ci vyvı´jet sve´ vlastnı´ aplikace v prostrˇedı´ Java nebo Python a
vyuzˇı´vat funkcionalit a vy´konu datovy´ch center spolecˇnosti Google.
PaaS sluzˇby umozˇnˇujı´ za´kaznı´ku˚m se zameˇrˇit na inovaci, namı´sto zaby´va´nı´ se kom-
plexnostı´ infrastruktury [9, s. 87].
Spolecˇnostı´ nabı´zejı´cı´ PaaS je mnoho. Na´sleduje vy´pis neˇktery´ch spolecˇny´ch prvku˚ [5,
s. 120]:
• Platformy interneˇ meˇrˇı´ vyuzˇı´va´nı´ vy´pocˇetnı´ch prostrˇedku˚.
• Te´meˇrˇ kazˇda´ platforma umozˇnˇuje za´kaznı´ku˚m spousˇteˇt jejich aplikace izolovaneˇ
od ostatnı´ch pomocı´ virtualizace.
• Platformy podporujı´ obecneˇ uzna´vane´ protokoly a forma´ty dat, jako je SOAP cˇi
XML.
2.3.3 Software as a Service
SaaS dorucˇuje software jako sluzˇbu. Poskytovatel spravuje kompletnı´ za´zemı´ a nese
vesˇkere´ na´klady na provoz, vy´voj a u´drzˇbu softwaru. Za´kaznı´k si prˇedplatı´ prˇı´stup k
softwaru a prˇı´padneˇ mozˇnost prˇizpu˚sobenı´ svy´m potrˇeba´m.
Zdaleka nejrozsˇı´rˇeneˇjsˇı´m SaaS softwarem jsou aplikace typu CRM a na´stroje pro
spra´vu ty´move´ pra´ce. Pru˚kopnı´kem v te´to oblasti je spolecˇnost Selaesforce.com.
9U´speˇsˇna´ SaaS aplikace by meˇla splnˇovat na´sledujı´cı´ [5, s. 140]:
• Musı´ by´t dostatecˇneˇ obecna´, tj. musı´ by´t univerza´lnı´ vzhledem k ru˚zny´m potrˇeba´m
za´kaznı´ku˚.
• Modula´rnı´ a servisneˇ orientovana´.
• Obsahovat na´stroje pro meˇrˇenı´ a monitorova´nı´ vyuzˇitı´ za´kaznı´kem
• Zajistit izolova´nı´ uzˇivatelsky´ch dat a nastavenı´.
• Umozˇnit zmeˇnit obchodnı´ strategii.
• Chra´nit uzˇivatelska´ data.
Mezi vy´hody SaaS sluzˇeb patrˇı´ [5, s. 54]:
• Automaticke´ aktualizace SaaS aplikace ze strany poskytovatele.
• Konzistence dat v cele´ spolecˇnosti, tj. vsˇichni uzˇivatele´ majı´ stejnou verzi software
a stejna´ data).
• Prˇı´stup k aplikaci odkudkoli.
2.3.4 Software Plus Services
Software Plus Servise (S+S) je termı´n zavedeny´ spolecˇnostı´ Microsoft a prˇedstavuje vari-
antu SaaS.
S+S aplikace nabı´zı´ veˇtsˇinu sve´ funkcˇnosti offline. Mimo to nabı´zı´ i doplnˇkove´ sluzˇby,
jejichzˇ funkcionalitu obstara´vajı´ sluzˇby beˇzˇı´cı´ v cloudu.
Mezi vy´hody patrˇı´ prˇedevsˇı´m mozˇnost pra´ce offline. Nevy´hodou jsou obvykle vysˇsˇı´
porˇizovacı´ na´klady.
2.4 Bezpecˇnost
U´rovenˇ bezpecˇnosti sluzˇeb hraje jednu z nejvy´znamneˇjsˇı´ch rolı´ prˇi vy´beˇru˚ poskytovatele.
Kazˇdy´ poskytovatel by meˇl jasneˇ deklarovat:
• Kdo ma´ (kromeˇ za´kaznı´ka) k aplikacı´m a jejı´m datu˚m prˇı´stup.
• Beˇzˇneˇ se vyuzˇı´va´ vizualizacˇnı´ch technologiı´ a obrazy beˇzˇı´cı´ch aplikacı´ nebo cely´ch
syste´mu˚ jsou duplikova´ny po cele´m sveˇteˇ. Jak poskytovatel zajistı´ smaza´nı´ dat?
Budou sta´le neˇjaky´m zpu˚sobem dostupna´?
• Co se stane s daty po ukoncˇenı´ spolupra´ce mezi za´kaznı´kem a poskytovatelem ?
Mnozı´ za´kaznı´ci pozˇadujı´cı´ vysˇsˇı´ u´rovenˇ zabezpecˇenı´ radeˇji zrˇizujı´ sve´ vlastnı´ sou-
krome´ cloudy, poprˇ. hybridnı´.
10
Obra´zek 1: Komponenty cloud computingu
2.5 Komponenty cloud computingu
Obra´zek 1 zobrazuje jednotlive´ komponenty tvorˇı´cı´ koncept cloud computingu tak, jak
ho popsal Anthony Velte v publikaci [11]. Na´sledujı´cı´ text se teˇmito komponentami zaby´va´
podrobneˇji.
2.5.1 Koncova´ zarˇı´zenı´
Koncova´ zarˇı´zenı´ zprostrˇedkova´vajı´ interakci mezi uzˇivatelem a servery datove´ho centra.
Existuje neˇkolik variant zarˇı´zenı´:
Mobilnı´ koncova´ zarˇı´zenı´ – Jde o obecneˇ mobilnı´ zarˇı´zenı´, jako jsou chytre´ telefony cˇi
PDA.
Tenka´ koncova´ zarˇı´zenı´ – Zarˇı´zenı´ bez mozˇnosti ukla´dat data loka´lneˇ. Aplikace beˇzˇı´ na
serveru, klient se stara´ pouze o zobrazenı´ vy´stupu.
Tlusta´ koncova´ zarˇı´zenı´ – Typicky´m prˇedstavitelem je internetovy´ prohlı´zˇecˇ. Cˇasty´m
prˇı´padem jsou aplikace hostovane´ v internetove´m prohlı´zˇecˇi pomocı´ technologiı´
Adobe Flex, Microsoft Silverlight a dalsˇı´ch.
2.5.2 Datove´ centrum
Jde o skupinu serveru˚ a podpu˚rny´ch zarˇı´zenı´ (sı´t’ove´ disky, prˇepı´nacˇe, smeˇrovacˇe,. . . ),
na ktery´ch jsou provozova´ny prˇedplacene´ aplikace, poprˇ. ktere´ jsou za´kaznı´kovy prona-
jı´ma´ny.
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2.5.3 Distribuovane´ servery
Jedna´ se o servery (mnohdy i cela´ datova´ centra) patrˇı´cı´ k materˇske´mu datove´mu centru.
Obvykle jsou umı´steˇny v ru˚zny´ch lokacı´ch po cele´m sveˇteˇ.
Mezi vy´hody distribuovany´ch rˇesˇenı´ patrˇı´ ochrana prˇed prˇı´rodnı´mi katastrofami,
mozˇnost rozlozˇenı´ za´teˇzˇe a redundance virtualizovany´ch syste´mu˚ cˇi aplikacı´.
2.6 Technologie
2.6.1 Komunikace
Datova´ centra potrˇebujı´ komunikovat jak mezi sebou, tak mezi koncovy´mi zarˇı´zenı´mi.
Vzhledem k velke´mu mnozˇstvı´ platforem a technologiı´ je prakticky nutnostı´ podporovat
neˇktery´ z na´sledujı´cı´ch transportnı´ch protokolu˚:
HTTP – Umozˇnˇuje spravovat1 staticke´ i dynamicke´ dokumenty. Pod pojmem dokument
rozumı´me prakticky jaka´koli data, tj. od HTML stra´nek azˇ po XML fragment popi-
sujı´cı´ urcˇity´ objekt.
XMPP – Jedna´ se o protokol zalozˇeny´ na XML, ktery´ je zna´my´ prˇedevsˇı´m jako pro-
strˇedek pro komunikaci IM klientu˚. Oproti HTTP ma´ za´sadnı´ vy´hodu v mozˇnosti
obousmeˇrne´ komunikace.
Webove´ sluzˇby komunikujı´cı´ nad vy´sˇe zmı´neˇny´mi transportnı´mi protokoly mu˚zˇeme
v za´sadeˇ rozdeˇlit na dveˇ kategorie:
RPC webove´ sluzˇby – Koncept je postaven na mysˇlence tzv. „cˇerny´ch skrˇı´neˇk“, ktere´
jako vstup prˇijı´majı´ SOAP zpra´vu obsahujı´cı´ na´zev volane´ operace a jejı´ argumenty.
Po dokoncˇenı´ operace se ze skrˇı´nˇky vra´tı´ SOAP zpra´va obsahujı´cı´ vy´sledek operace
(obra´zek 2).
REST webove´ sluzˇby – REST sluzˇby nejsou o zˇa´dne´m specia´lnı´m protokolu, ale o ar-
chitektonicke´m stylu [11, s. 167]. Umozˇnˇujı´ konstruovat slozˇite´ selektivnı´ dotazy
na serverova´ data (entity) pomocı´ URL, poprˇ. tato data meˇnit zası´la´nı´m XML frag-
mentu v POST pozˇadavku HTTP protokolu (obra´zek 3). Tento styl komunikace si
dı´ky sve´ jednoduchosti zı´ska´va´ sta´le vı´ce na oblibeˇ.
2.6.2 Zabezpecˇenı´
Zdaleka nejpouzˇı´vaneˇjsˇı´m na´strojem pro zabezpecˇenı´ komunikace je protokol SSL.
Jde o sˇiroce uzˇı´vanou bezpecˇnostnı´ technologii pro vytva´rˇenı´ sˇifrovany´ch spojenı´ mezi
serverem a klientem [11, s. 157]. Je zalozˇena na SSL certifika´tech, ktere´ obsahujı´ verˇejny´ a
soukromy´ klı´cˇ.
1Za´kladnı´ CRUD operace jsou realizova´ny pomocı´ HTTP metod PUT, GET, POST a DELETE.
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Obra´zek 2: RPC webove´ sluzˇby
Obra´zek 3: REST webove´ sluzˇby
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Obra´zek 4: Virtualizace operacˇnı´ch syste´mu˚
Zjednodusˇeny´ postup prˇi vytva´rˇenı´ sˇifrovane´ho spojenı´:
1. Klient nava´zˇe spojenı´ se serverem a zı´ska´ jeho SSL certifika´t.
2. Klient oveˇrˇı´ platnost certifika´tu.
3. Klient a server vyjednajı´ typ sˇifrova´nı´.
4. Klient a server vyjednajı´ klı´cˇ pro symetricke´ sˇifrova´nı´ (do te´to chvı´le je spojenı´
sˇifrova´no asymetricky).
5. Dalsˇı´ komunikace je symetricky sˇifrova´na dohodnuty´m klı´cˇem.
2.6.3 Virtualizace
Technologie virtualizace pocˇı´tacˇe, operacˇnı´ho syste´mu cˇi aplikace se uplatnˇuje prˇedevsˇı´m
v prostrˇedı´ cloud computingu. Bez nadsa´zky lze virtualizace oznacˇit za klı´cˇovy´ element
k zajisˇteˇnı´ sˇka´lovatelnosti.
Beˇzˇny´m rˇesˇenı´m je virtualizace na u´rovni operacˇnı´ch syste´mu˚ (obra´zek 4), kde jed-
notlive´ operacˇnı´ syste´my nekomunikujı´ prˇı´mo s hardwarem, ale s tzv. hypervisorem.
Hypervisor je velmi tenke´ rozhranı´, ktere´ zajisˇt’uje prˇerozdeˇlova´nı´ a synchronizaci vy´-
pocˇetnı´ch prostrˇedku˚ hardwaru. Operacˇnı´ syste´my obvykle nemajı´ ani poneˇtı´ o tom, zˇe
nebeˇzˇı´ nad skutecˇny´m hardware.
Dalsˇı´ mozˇnostı´ je virtualizace jednotlivy´ch aplikacı´ (obra´zek 5), kde je kazˇda´ aplikace
u´plneˇ izolovana´ od ostatnı´ch aplikacı´. Vesˇkera´ komunikace s operacˇnı´m syste´mem je
virtualizova´na.
Virtualizace ma´ nespocˇet vy´hod:
Mozˇnost rozlozˇenı´ za´teˇzˇe – Syste´m spravujı´cı´ datova´ centra ma´ mozˇnost prˇena´sˇet jed-
notlive´ virtualizovane´ elementy2 mezi servery a vyrovna´vat tak za´teˇzˇ. V opacˇne´m
2Elementy zde rozumı´meˇ prˇedevsˇı´m instance operacˇnı´ch syste´mu a samostatne´ aplikace.
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Obra´zek 5: Virtualizace aplikacı´
prˇı´padeˇ (prˇi male´m vytı´zˇenı´ serveru) se zby´vajı´cı´ virtualizovane´ elementy prˇenesou
jinam a server je mozˇno vypnout.
Mozˇnost za´lohova´nı´ – V urcˇite´m intervalu se vytva´rˇı´ obraz virtualizovane´ho elementu.
Ten je mozˇno kdykoliv obnovit.
Podpora sˇka´lovatelnosti – Syste´m spravujı´cı´ datova´ centra distribuuje obraz virtualizo-
vane´ho elementu na neˇkolik serveru˚. Na nich je element spusˇteˇn a prˇı´chozı´ pozˇa-
davky jsou rovnomeˇrneˇ distribuova´ny mezi neˇ.
Snadna´ u´drzˇba – Je-li trˇeba urcˇity´ server odstavit, virtualizovane´ elementy se prˇenesou
na jiny´ sever.
2.7 Nejveˇtsˇı´ poskytovatele´ cloud computingu a jejich sluzˇby
2.7.1 Amazon.com, Inc.
Spolecˇnost nabı´zı´ nespocˇet sluzˇeb zastrˇesˇeny´ch pod na´zev Amazon Web Services (AWS).
Na´sleduje strucˇny´ popis nejvy´znamneˇjsˇı´ch PaaS sluzˇeb.
Amazon Simple Storage Service (S3) – Slouzˇı´ jako u´lozˇisˇteˇ bina´rnı´ch datovy´ch objektu˚,
prˇicˇemzˇ kazˇdy´ objekt mu˚zˇe by´t verˇejny´ nebo soukromy´. Mezi klı´cˇove´ vlastnosti
patrˇı´ replikace a vlastnı´ ACL.
Amazon Cloud Front – Zajisˇt’uje distribuci dat ze sluzˇby Amazon S3. Jiny´mi slovy jde o
CDN.
Amazon Simple Queue Service (SQS) – Sluzˇba implementujı´cı´ vysoce sˇka´lovatelnou
frontu dat.
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Amazon SimpleDB – U´lozˇisˇteˇ polostrukturovany´ch dat. Na rozdı´l od relacˇnı´ch databa´zı´
se zde nepouzˇı´va´ pevne´ databa´zove´ sche´ma. Sluzˇba mimo jine´ prova´dı´ i automa-
tickou indexaci vsˇech dat.
Amazon Relational Database Service (RDS) – Nabı´zı´ sˇka´lovatelne´ instance SQL ser-
veru MySQL.
Amazon Elastic Compute Cloud (Amazon E2) – Umozˇnˇuje provozovat obrazy operacˇ-
nı´ch syste´mu˚ na serverech libovolne´ho vy´konu.
2.7.2 Google
2.7.2.1 Google App Engine Jde o PaaS sluzˇby pro hostova´nı´ webovy´ch aplikacı´.
Skla´da´ se ze trˇı´ hlavnı´ch cˇa´stı´:
Beˇhove´ prostrˇedı´ – Aplikace v prostrˇedı´ App Engine odpovı´da´ na webove´ pozˇadavky.
Jakmile App Engine od klienta obdrzˇı´ HTTP pozˇadavek, identifikuje prˇı´slusˇnou
aplikaci dle dome´ny cˇi subdome´ny. Na´sledneˇ vybere volny´ server, ktery´ pozˇadavek
zpracuje a zavola´ aplikaci s prˇijaty´m HTTP pozˇadavkem. Pocˇka´ si na vy´sledek
zpracova´nı´ pozˇadavku a ten posˇle zpeˇt klientovi. V soucˇasnosti jsou poskytova´na
beˇhova´ prostrˇedı´ pro Javu a Python.
Servery pro staticke´ soubory – Sada severu˚ optimalizovany´ch na poskytova´nı´ static-
ky´ch souboru˚.
Datove´ u´lozˇisˇteˇ – Objektova´ databa´ze. Pracuje s tzv. entitami slozˇene´ z vlastnostı´. Ome-
zenı´m je, zˇe vlastnosti mohou by´t pouze primitivnı´ch datovy´ch typu˚. Samozrˇejmostı´
je podpora indexace a transakcı´.
2.7.2.2 Google Docs SaaS sluzˇba zahrnujı´cı´ sadu webovy´ch aplikacı´ poskytujı´cı´ kan-
cela´rˇsky´ balı´k a sluzˇby pro spolupra´ci a pla´nova´nı´.
Obsahuje textovy´ a tabulkovy´ procesor, na´stroje pro vytva´rˇenı´ prezentacı´ a formula´rˇu˚.
2.7.3 Microsoft
Windows Azure – Sada PaaS sluzˇeb prˇedstavujı´cı´ platformu pro webove´ aplikace a slu-
zˇby beˇzˇı´cı´ v prostrˇedı´ Windows Azure. Te´to platformeˇ je veˇnova´na kapitola 3.
Office 365 – Kolekce kancela´rˇsky´ch aplikacı´ na webu a desktopu postaveny´ch nad plat-
formou Microsoft Office. Prˇedstavuje typickou SaaS sluzˇbu.
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3 Windows Azure
Windows Azure je cloud computing platforma umozˇnˇujı´cı´ beˇh aplikacı´ v datovy´ch cen-
trech spolecˇnosti Microsoft. V publikaci Azure in Action[3] je platformu prˇirovna´va´ k
operacˇnı´mu syste´mu cloud prostrˇedı´.
Platforma poskytuje sadu sluzˇeb, ktere´ lze vyuzˇı´vat jak v ra´mci Windows Azure, tak
i z vneˇjsˇı´ho sveˇta (tj. samostatneˇ).
Windows Azure se skla´da´ ze trˇı´ hlavnı´ch oblastı´:
Windows Azure Compute – Poskytuje vy´pocˇetnı´ prostrˇedky pro tzv. role.
Windows Azure Storage – Sada sluzˇeb umozˇnˇujı´cı´ ukla´dat uzˇivatelska´ data v ru˚zny´ch
forma´ch.
Windows Azure AppFabric – Rozsa´hly´ ekosyste´m sluzˇeb slouzˇı´cı´ prˇedevsˇı´m k propo-
jova´nı´ aplikacı´.
Na´sledujı´cı´ kapitoly se zaby´vajı´ vy´sˇe uvedeny´mi oblastmi.
3.1 Windows Azure Compute
Prˇi vytva´rˇenı´ aplikacı´ pro Windows Azure Compute je za´kladnı´ jednotkou (uzˇivatelska´)
sluzˇba, ktera´ obsahuje libovolny´ pocˇet rolı´ (obra´zek 6).
Rolı´ se nazy´va´ samostatna´ aplikace a ta mu˚zˇe by´t webova´ nebo pracovnı´.
Mezi rolemi sluzˇby nemusı´ by´t zˇa´dna´ za´vislost. Jedine´, co jednotlive´ role sluzˇby majı´
spolecˇne´ho, je definice verze operacˇnı´ho syste´mu virtua´lnı´ho stroje, ve ktere´m beˇzˇı´.
3.1.1 Role
Od kazˇde´ role mu˚zˇe by´t spusˇteˇn libovolny´ pocˇet instancı´, mezi ktere´ je dynamicky dis-
tribuova´na za´teˇzˇ.
Kazˇda´ instance role beˇzˇı´ v dedikovane´m virtua´lnı´m stroji. Na neˇm je provozova´n
upraveny´ operacˇnı´ syste´m Microsoft Windows Server 2008 R2. Z obra´zku 7 je patrne´, zˇe
role beˇzˇı´ jako obycˇejna´ aplikace v ra´mci virtua´lnı´ho stroje. Proces hostujı´cı´ tuto aplikaci
komunikuje s agentem aplikace Fabirc Controller.
V u´vodu byla platforma Windows Azure prˇirovna´na k operacˇnı´mu syste´mu v pro-
strˇedı´ cloudu. Kdyzˇ budeme v te´to analogii pokracˇovat, pak je aplikace Fabric Controller
ja´drem tohoto operacˇnı´ho syste´mu. Hay Chris a Brian Prince ji v publikaci Azure in Action[3]
popisuje jako „abstraktnı´ model obrovske´ho pocˇtu serveru˚ v datove´m centru Windows
Azure“. Fabric Controller ma´ mimo jine´ na starosti spra´vu vy´pocˇetnı´ch a pameˇt’ovy´ch
prostrˇedku˚, spra´vu vsˇech sluzˇeb (vestaveˇny´ch i nasazovany´ch za´kaznı´ky), spra´vu rolı´,
zabezpecˇenı´ a mnoho dalsˇı´ho.
Velice du˚lezˇitou soucˇa´stı´ Windows Azure je vyvazˇova´nı´ za´teˇzˇe. Fabric Controller mo-
nitoruje kazˇdou instanci role a vyvazˇovacˇ za´teˇzˇe tak ma´ dostatek informacı´ ke smeˇrova´nı´
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Obra´zek 6: Struktura uzˇivatelske´ sluzˇby Windows Azure Compute
Obra´zek 7: Windows Azure role
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pozˇadavku˚ na nejme´neˇ zatı´zˇenou instanci. Pokud dojde k vy´padku instance (naprˇ. v
du˚sledku chyby aplikace cˇi aktualizace operacˇnı´ho syste´mu), vyvazˇovacˇ za´teˇzˇe vezme i
tuto informaci na veˇdomı´ a zarˇı´dı´ se podle toho.
Pocˇet instancı´ je mozˇno konfigurovat kdykoli prˇi beˇhu role. To se da´ vyuzˇı´t k auto-
maticke´mu navysˇova´nı´ a zmensˇovanı´ pocˇtu instancı´ role dle ocˇeka´vane´ za´teˇzˇe. Velice
du˚lezˇitou informacı´ je, zˇe garantovana´ dostupnost 99,9% uvedena´ v SLA platı´ pouze v
prˇı´padeˇ provozu minima´lneˇ dvou instancı´ dane´ role.
U kazˇde´ role je mozˇno konfigurovat velikost virtua´lnı´ho stroje (tabulka 1) a mozˇnost
spousˇteˇt nativnı´ ko´d. Spousˇteˇnı´ nativnı´ho ko´du je ve vy´chozı´m stavu povoleno. Pokud
role nativnı´ ko´d nepotrˇebuje, je dobre´ tuto volbu s ohledem na bezpecˇnost vypnout.
Velikost virt. stroje CPU RAM Prostor na disku
Velmi maly´ 1 ja´dro (1 GHz) 768 MB 20 GB
Maly´ 1 ja´dro (1,6 GHz) 1,7 GB 250 GB
Strˇednı´ 2 ja´dra (1,6 GHz) 3,5 GB 500 GB
Velky´ 4 ja´dra (1,6 GHz) 7 GB 1 TB
Extra velky´ 8 ja´dra (1,6 GHz) 15 GB 2 TB
Tabulka 1: Velikosti virtua´lnı´ch stroju˚
Kazˇda´ role komunikuje s aplikacı´ Fabric Controller. Z toho du˚vodu mu˚zˇe (pracovnı´
role musı´) obsahovat implementaci trˇı´dy RoleEntryPoint, ktera´ prˇedepisuje neˇkolik velice
du˚lezˇity´ch metod volany´ch pra´veˇ aplikacı´ Fabric Controller:
OnStart – Tato metoda je vola´na prˇi spusˇteˇnı´ role. Zde by se meˇl umı´stit vsˇechen inicia-
lizacˇnı´ ko´d. Role mu˚zˇe prˇijı´mat pozˇadavky od vyvazˇovacˇe za´teˇzˇe azˇ po u´speˇsˇne´m
skoncˇenı´ te´to metody. Metoda vracı´ booleovskou hodnotu indikujı´cı´ stav iniciali-
zace. Pokud vracı´ true, role je spusˇteˇna a na´sleduje vola´nı´ metody Run.
Run – Metoda je vola´na po spusˇteˇnı´ role. Meˇla by implementovat dlouhotrvajı´cı´ vla´kno,
jezˇ se stara´ o pra´ci role. Po skoncˇenı´ te´to metody se role recykluje. Vy´chozı´ imple-
mentace obsahuje uspa´nı´ vla´kna na nekonecˇnou dobu.
OnStop – Metoda je vola´na prˇi ukoncˇova´nı´ role.
3.1.2 Webova´ role
Webova´ role je „klasicka´“ webova´ aplikace, prˇicˇemzˇ je mozˇne´ vyuzˇı´t technologiı´ ASP.NET
Web Forms a ASP.NET MVC.
Oproti beˇzˇny´m webovy´m aplikacı´m se zde musı´ pocˇı´tat s urcˇity´mi specifiky dany´mi
prostrˇedı´m cloudu. Patrˇı´ mezi neˇ prˇedevsˇı´m spra´va informacı´ ty´kajı´cı´ se sezenı´ uzˇiva-
tele, protozˇe v prostrˇedı´ Windows Azure jsou HTTP pozˇadavky distribuova´ny ru˚zny´m
instancı´m rolı´ dle rozhodnutı´ vyvazˇovacˇe za´teˇzˇe. Zcela beˇzˇna´ je pak situace, kdy stejne´ho
uzˇivatele obsluhuje neˇkolik ru˚zny´ch instancı´. Beˇzˇne´ webove´ aplikace si uchova´vajı´ in-
formace o sezenı´ v operacˇnı´ pameˇti serveru, v prostrˇedı´ cloudu musı´ by´t tyto informace
ulozˇeny v neˇktere´m ze sdı´leny´ch u´lozˇisˇt’.
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Webova´ role prˇijı´ma´ HTTP pozˇadavky od uzˇivatelu˚ na externı´ch koncovy´ch bodech.
Ty mohou by´t typu HTTP (na libovolne´m portu) nebo HTTPS (na libovolne´m portu s
uzˇivatelsky definovany´m certifika´tem).
Od kazˇde´ho typu smı´ by´t definova´n pouze jeden externı´ koncovy´ bod, prˇicˇemzˇ je
povolena definice obou typu˚ najednou (tedy HTTP i HTTPS).
Navı´c lze definovat jeden internı´ koncovy´ bod typu HTTP pro komunikaci v ra´mci
Windows Azure (obra´zek 8).
3.1.3 Pracovnı´ role
Pracovnı´ role je urcˇena pro dlouhotrvajı´cı´ operace prova´deˇne´ na pozadı´. Jejı´ typicky´
zˇivotnı´ cyklus obvykle vypada´ takto:
• Inicializace (metoda OnStart trˇı´dy RoleEntryPoint)
• Nekonecˇna´ smycˇka (metoda Run trˇı´dy RoleEntryPoint)
– Cˇeka´nı´ a prˇı´jem pozˇadavku
– Zpracova´nı´ pozˇadavku
– Odesla´nı´/ulozˇenı´ vy´sledku
• U´klid (metoda OnStop trˇı´dy RoleEntryPoint)
Pracovnı´ role nebeˇzˇı´ (na rozdı´l od webove´ role) na webove´m serveru IIS. Nelze s
nı´ tedy komunikovat prˇı´mo pomocı´ HTTP pozˇadavku˚. Pracovnı´ role ale mu˚zˇe hostovat
WCF sluzˇby.
Pro hostova´nı´ WCF sluzˇby je trˇeba definovat tzv. koncovy´ bod sluzˇby. Ten mu˚zˇe by´t
externı´ nebo internı´. Externı´ koncovy´ bod prˇijı´ma´ pozˇadavky od libovolny´ch klientu˚ a
jsou smeˇrova´ny pomocı´ vyvazˇovacˇe za´teˇzˇe. Internı´ koncovy´ bod sluzˇby je urcˇen vy´hradneˇ
pro komunikaci mezi rolemi v ra´mci Windows Azure.
Koncove´ body podporujı´ protokoly HTTP, HTTPS a TCP. U externı´ch koncovy´ch
bodu˚ je mozˇno zvolit libovolne´ cˇı´slo portu. U internı´ch koncovy´ch bodu˚ jsou cˇı´sla portu˚
prˇideˇlena´ automaticky.
Pocˇet hostovany´ch WCF sluzˇeb nenı´ nijak omezen.
3.1.4 Rea´lny´ vy´kon rolı´
Cı´lem testu vy´konu rolı´ bylo oveˇrˇit, do jake´ mı´ry velikost role dle tabulky 1 vy´povı´da´
o rea´lne´m vy´konu. Testy3 byly provedeny na pracovnı´ch rolı´ch vsˇech velikostı´ a jako
meˇrˇı´tko byl vybra´n test SciMark 2 portovany´ na platformu .NET Framework.
Vy´sledky testu jsou na prvnı´ pohled prˇekvapive´. Z meˇrˇenı´ totizˇ vyplynulo, zˇe vy´kon
vsˇech rolı´ je prˇiblizˇneˇ 370 MFLOPS, tj. velikost role se na vy´konu vu˚bec neprojevila.
Je trˇeba podotknout, zˇe test SciMark 2 cˇisteˇ numericky´ a nepracuje s vla´kny. Pokud
sinynı´ uveˇdomı´me, zˇe velikost rolı´ se lisˇı´ v pocˇtu jader a ne vy´konu hrube´m vy´konu CPU,
3Zdrojove´ ko´dy testovacı´ aplikace naleznete na prˇilozˇene´m CD.
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Obra´zek 9: Komunikace mezi rolemi pomocı´ fronty zpra´v
vy´sledek testu se stanou prˇijatelny´m. V konecˇne´m du˚sledku to znamena´, zˇe sı´la´ „velky´ch
rolı´“ je v paralelizaci.
3.1.5 Komunikace mezi rolemi
Existujı´ dveˇ mozˇnosti komunikace mezi rolemi: pomocı´ fronty sluzˇby Queue Service (ka-
pitola 3.2.3 a pomocı´ technologie WCF.
Fronta najde vyuzˇitı´ prˇedevsˇı´m v jednosmeˇrne´ komunikaci. Jako prˇı´klad uved’me
situaci, kdy webova´ role prˇijı´ma´ skrze webove´ rozhranı´ prˇı´kazy od uzˇivatele. Ty jsou
transformova´ny na zpra´vy obsahujı´cı´ popis u´kolu a ulozˇeny do fronty. Z nı´ si je postupneˇ
vyzveda´va´ a zpracova´va´ pracovnı´ role (obra´zek 9).
V prˇı´padeˇ vyuzˇitı´ WCF jedna z komunikujı´cı´ch rolı´ vystupuje jako sluzˇba a druha´ jako
klient. Mezi vy´hody patrˇı´ flexibilita (naprˇ. mozˇnost zpeˇtne´ho vola´nı´ klienta) a mozˇnosti
zabezpecˇenı´.
3.1.6 Konfigurace sluzˇby
Konfigurace sesta´va´ ze dvou XML souboru˚:
ServiceDefinition.csdef – Obsahuje definici (uzˇivatelske´) sluzˇby a jejich rolı´. Zmeˇna
tohoto souboru vyzˇaduje nove´ nasazenı´, cozˇ znamena´ nutnost prˇerusˇenı´ provozu
vsˇech instancı´ rolı´ v ra´mci sluzˇby.
ServiceConfiguration.csfg – Obsahuje uprˇesnˇujı´cı´ nastavenı´ pro sluzˇbu a jejı´ role. Zmeˇna
tohoto souboru nevyzˇaduje nove´ nasazenı´.
Procˇ se ale zminˇovat u teˇchto konfiguracˇnı´ch souborech, kdyzˇ existujı´ standardnı´
konfiguracˇnı´ soubory platformy .NET Framework ? Standardnı´ konfiguracˇnı´ soubory
fungujı´ samozrˇejmeˇ i nada´le. Je zde ovsˇem za´sadnı´ proble´m. Soubory jako web.config cˇi app
.config jsou nasazova´ny jako obycˇejne´ soucˇa´stı´ rolı´. To ma´ za na´sledek, zˇe pro zmeˇnu teˇchto
souboru˚ je trˇeba nove´ nasazenı´ role. Z toho du˚vodu se doporucˇuje ukla´dat uzˇivatelske´
nastavenı´ (vcˇetneˇ prˇipojovacı´ch rˇeteˇzcu˚) do konfiguracˇnı´ho souboru ServiceConfiguration
.csfg.
Aplikace pracuje te´meˇrˇ vy´hradneˇ s tzv. uzˇivatelsky´m nastavenı´m, cozˇ je dvojice rˇe-
teˇzcu˚ klı´cˇ/hodnota (ekvivalent appSettings v souborech web.config a app.config). Toto na-
stavenı´ musı´ by´t definova´no v souboru ServiceDefinition .csdef. Zdrojovy´ ko´d 1 ukazuje
definici uzˇivatelske´ho nastavenı´ pro prˇipojovacı´ rˇeteˇzec DatabaseConnectionString.
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<?xml version=”1.0” encoding=”utf−8”?>
<ServiceDefinition ... >
<WebRole name=”WebRole1”>
<!−− ... −−>
<ConfigurationSettings>
<Setting name=”DatabaseConnectionString” />
</ConfigurationSettings>
<!−− ... −−>
</WebRole>
</ServiceDefinition>
Vy´pis 1: Definice uzˇivatelske´ho nastavenı´
Hodnota je nastavena v souboru ServiceConfiguration.csfg, jak je uvedeno ve zdrojove´m
ko´du 2.
<?xml version=”1.0”?>
<ServiceConfiguration ...>
<Role name=”WebRole1”>
<!−− ... −−>
<ConfigurationSettings>
<Setting name=”DatabaseConnectionString” value=”UseDevelopmentStorage=true”
/>
</ConfigurationSettings>
<!−− ... −−>
</Role>
</ServiceConfiguration>
Vy´pis 2: Konfigurace uzˇivatelske´ho nastavenı´
V ko´du role prˇistupujeme k uzˇivatelske´mu nastavenı´ pomocı´ trˇı´dy RoleEnvironment a
metody GetConfigurationSettingValue.
Jak jizˇ bylo rˇecˇeno vy´sˇe, zmeˇna uzˇivatelske´ho nastavenı´ nevyzˇaduje nove´ nasazenı´
role, natozˇ cele´ sluzˇby. Proto existuje mechanismus, jaky´m se role dozvı´ o teˇchto zmeˇna´ch
za beˇhu.
public class WebRole : RoleEntryPoint
{
public override bool OnStart()
{
RoleEnvironment.Changing += RoleEnvironmentOnChanging;
return base.OnStart();
}
private void RoleEnvironmentOnChanging(object sender,
RoleEnvironmentChangingEventArgs e)
{
foreach (RoleEnvironmentConfigurationSettingChange change in e.Changes.OfType<
RoleEnvironmentConfigurationSettingChange>())
{
string settingName = change.ConfigurationSettingName;
// zpravova´nı´ zmeˇny
23
Obra´zek 10: Struktura dat ve sluzˇbeˇ Blob Storage
}
}
}
Vy´pis 3: Implementace webove´ role reagujı´cı´ na zmeˇny nastavenı´
Zdrojovy´ ko´d 3 prˇedstavuje velice jednoduchou implementaci webove´ role. Uda´lost
Changing trˇı´dy RoleEnvironment je vola´na prˇi kazˇde´ zmeˇneˇ konfigurace role, prˇicˇemzˇ jed-
notlive´ zmeˇny jsou obsazˇeny v argumentu uda´losti. Reakce na zmeˇnu za´visı´ na konkre´tnı´
implementaci role.
3.2 Windows Azure Storage
Windows Azure Storage zastrˇesˇuje sluzˇby poskytujı´cı´ ru˚znorode´ prˇı´stupy k ukla´da´nı´ dat
ve Windows Azure.
Mezi spolecˇne´ vlastnosti sluzˇeb Windows Azure Storage patrˇı´:
Sˇka´lovatelnost – Sluzˇby jsou implementova´ny pomocı´ verˇejneˇ dostupne´ho Windows
Azure Compute API (kapitola 3.1). To mimo jine´ znamena´, zˇe kazˇda´ sluzˇba beˇzˇı´
v neˇkolika instancı´ch a mezi neˇ je distribuova´na za´teˇzˇ.
Replikace dat – Vsˇechna data (bloby, tabulky, fronty, SQL databa´ze) jsou vzˇdy repliko-
va´ny na nejme´neˇ 3 bezpecˇnostneˇ neza´visla´ mı´sta.
3.2.1 Blob Storage
Sluzˇba Blob Storage pracuje s balı´ky bina´rnı´ch dat, ktere´ jsou oznacˇovany´ jako „bloby“. Na
obra´zku 10 je zna´zorneˇna struktura dat spravovany´ch sluzˇbou Blob Storage. Stejneˇ jako
u vsˇech dalsˇı´ch storage sluzˇeb, i zde je nejvysˇsˇı´ jednotkou u´cˇet Windows Azure Storage. V
neˇm se mu˚zˇe nacha´zet libovolny´ pocˇet pojmenovany´ch kontejneru˚ obsahujı´cı´ bloby.
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Sluzˇba Blob Storage je zalozˇena na konceptu REST, takzˇe je mozˇne´ jaky´koli blob zı´skat
jednoduchy´m HTTP GET dotazem v na´sledujı´cı´m tvaru:
http://[azurestorageucet].blob.core.windows.net/[nazevkontejneru]/[nazevblobu]
Samozrˇejmeˇ je mozˇne´ u´cˇet asociovat i s vlastnı´ dome´nou.
Jak jizˇ bylo zmı´neˇno, kontejner je abstraktnı´m adresa´rˇem blobu˚. Kromeˇ toho mu˚zˇe
kontejner obsahovat libovolna´ metadata ve formeˇ klı´cˇ / hodnota. Existujı´ dva druhy
kontejneru˚: soukromy´ a verˇejny´.
K blobu˚m v soukromy´m kontejneru ma´ prˇı´stup pouze vlastnı´k Azure Storage u´cˇtu.
Kazˇdy´ HTTP GET pozˇadavek na neˇktery´ z blobu˚ musı´ by´t podepsa´n administra´torsky´m
klı´cˇem u´cˇtu (Account Master Key) nebo sdı´leny´m autentizacˇnı´m klı´cˇem.
U verˇejny´ch kontejneru˚ je mozˇnost cˇı´st bloby a metadata i za pomoci anonymnı´m
HTTP pozˇadavku˚. Ovsˇem zmeˇna dat (vlozˇenı´, u´prava, smaza´nı´) vyzˇaduje pozˇadavek
podepsany´ administra´torsky´m klı´cˇem u´cˇtu nebo sdı´leny´m autentizacˇnı´m klı´cˇem.
3.2.1.1 Bloby Bloby je mozˇno rozdeˇlit na blokove´ a stra´nkovane´.
Blokove´ bloby se skla´dajı´ z bloku˚, ktere´ jsou identifikovatelne´ pomocı´ ID. Bloby se
vytva´rˇejı´ a upravujı´ odesı´la´nı´m mnozˇiny bloku˚ a na´sledneˇ jejich potvrzenı´m. Kazˇdy´ blok
mu˚zˇe mı´t maxima´lnı´ velikost 4 MB a velikost cele´ho blobu nesmı´ prˇesa´hnout 200 GB.
Stra´nkovane´ bloby se skla´dajı´ ze stra´nek. Stra´nkou je oznacˇova´n rozsah dat urcˇeny´
odsazenı´m od zacˇa´tku blobu. Prˇi aktualizaci nebo vytva´rˇenı´ blobu se uva´dı´ kolekce
stra´nek, prˇicˇemzˇ je u kazˇde´ z nich uvedeno odsazenı´ a de´lka. De´lky vsˇech stra´nek musı´
by´t na´sobky 512 bytu˚. Maxima´lnı´ velikost stra´nkovane´ho blobu je 1 TB.
Ve veˇtsˇineˇ prˇı´padu˚ se vyuzˇı´va´ blokovy´ch blobu˚, protozˇe jsou uzpu˚sobeny pro prou-
dove´ nacˇı´ta´nı´ (streaming) a stahova´nı´ blobu jako celku. Naopak stra´nkovane´ bloby se
vyuzˇı´vajı´ v situacı´ch, kde je potrˇeba cˇaste´ho na´hodne´ho cˇtenı´ a za´pisu. Typicky´m prˇı´kla-
dem je obraz pevne´ho disku virtua´lnı´ho stroje.
Stejneˇ jako kontejnery mohou bloby obsahovat metadata ve tvaru klı´cˇ/hodnota.
3.2.1.2 Zabezpecˇenı´ Uvazˇujme prˇı´klad, kdy je k soukromy´m dokumentu˚m (ulozˇene´
v soukrome´m kontejneru) trˇeba povolit za´pis a cˇtenı´ pro vybrane´ obchodnı´ partnery.
Proste´ rozdeˇlenı´ kontejneru˚ na soukrome´ a verˇejne´ na´m nedovoluje dostatecˇneˇ jemne´
nastavenı´.
Sluzˇba Blob Storage podporuje tzv. politiku sdı´lene´ho prˇı´stupu (Shared Access Policy).
Tato politika umozˇnˇuje na dany´ cˇasovy´ interval (naprˇ. od 1. 8. 2011 do 1. 9. 2011) povolit
urcˇite´ operace (cˇtenı´, procha´zenı´, za´pis, maza´nı´). Tato politika se aplikuje na kontejner
a ten vygeneruje klı´cˇ sdı´lene´ho prˇı´stupu. Ten je trˇeba poskytnou za´kaznı´kovi, ktery´ ho
pouzˇije prˇi vytva´rˇenı´ HTTP GET pozˇadavku.
3.2.1.3 Rychlost cˇtenı´ a za´pisu Tabulka 2 obsahuje vy´sledky meˇrˇenı´4 rea´lne´ rychlosti
cˇtenı´ a za´pisu blokovy´ch blobu˚ uvnitrˇ datovy´ch center Windows Azure. S daty bylo
4Zdrojove´ ko´dy testovacı´ aplikace naleznete na prˇilozˇene´m CD.
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manipulova´no v male´ webove´ roli, prˇicˇemzˇ role i data byly umı´steˇny v za´padnı´ Evropeˇ.
Vy´sledne´ rychlosti jsou va´zˇene´ pru˚meˇry z peˇti stejny´ch pokusu˚.
Velikost blobu Rychlost cˇtenı´ (MB/s) Rychlost za´pisu (MB/s)
1 MB 6,8 3,8
2 MB 7,9 4,6
5 MB 9,0 5,2
7 MB 11,5 5,8
10 MB 14,6 6,5
15 MB 19,3 7,9
Tabulka 2: Nameˇrˇene´ rychlosti cˇtenı´ a za´pisu blokovy´ch blobu˚ v ra´mci Windows Azure
Z vy´sledku˚ nastinˇujı´cı´ rychlosti cˇtenı´ a za´pisu je patrna´ prˇedevsˇı´m kolı´savost. Tvu˚rce
aplikace by meˇl pocˇı´tat s tı´m, zˇe spojenı´ by´vajı´ nesta´la´.
3.2.1.4 API Jak jizˇ bylo zmı´neˇno drˇı´ve, sluzˇba Blob Storage komunikuje pomocı´ HTTP
pozˇadavku˚ dle koncepce REST. I kdyzˇ je HTTP pozˇadavky mozˇne´ sestavovat „rucˇneˇ“
pomocı´ trˇı´d HttpWebRequest a HttpWebResponse, lepsˇı´ volbou je vyuzˇitı´ knihovny Microsoft
.WindowsAzure.StorageClient.
Trˇı´da CloudStorageAccount reprezentuje Windows Azure Storage u´cˇet a je prvnı´ kompo-
nentou, na kterou se prˇi inicializaci obra´tit. Instance se ve veˇtsˇineˇ prˇı´padu˚ vytva´rˇı´ pomocı´
staticke´ metody FromConfigurationSetting, ktera´ jako argument prˇijı´ma´ na´zev uzˇivatelske´ho
nastavenı´ obsahujı´cı´ prˇipojovacı´ rˇeteˇzec (viz. zdrojovy´ ko´d 4).
Trˇı´da CloudBlobClient je proxy zaobalujı´cı´ komunikaci se sluzˇbou Blob Storage. In-
stanci mu˚zˇeme zı´skat pomocı´ rozsˇirˇujı´cı´ (extension) metody CreateCloudBlobClient trˇı´dy
CloudStorageAccout nebo vola´nı´m konstruktoru, kde pozˇadovanou adresu koncove´ho
bodu a prˇihlasˇovacı´ u´daje zı´ska´me z vlastnostı´ instance trˇı´dy CloudStorageAccount (viz.
zdrojovy´ ko´d 4).
Popis vybrany´ch metod trˇı´dy CloudBlobClient:
• GetContainerReference – Vracı´ kontejner dle zadane´ho na´zvu.
• ListContainers – Vracı´ kolekci vsˇech kontejneru˚. Prˇetı´zˇene´ verze metody umozˇnˇujı´
zadat prefix na´zvu pozˇadovany´ch kontejneru˚.
Trˇı´da CloudBlobContainer prˇedstavuje kontejner blobu˚.
Popis vybrany´ch vlastnostı´ trˇı´dy CloudBlobContainer:
• Name – Na´zev kontejneru.
• Metadata – Kolekce pa´ru˚ klı´cˇ/hodnota. Zde je mozˇno uchova´vat libovolna´ doplnˇujı´cı´
data.
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Popis vybrany´ch metod trˇı´dy CloudBlobContainer:
• CreateIfNotExist – Vytvorˇı´ novy´ kontejner, pokud jizˇ neexistuje.
• Delete – Smazˇe kontejner.
• GetBlobReference – Vracı´ blob podle zadane´ho jme´na.
• ListBlobs – Vracı´ kolekci vsˇech blobu˚ obsazˇeny´ch v kontejneru.
Trˇı´da CloudBlob reprezentuje samotny´ blob.
Popis vybrany´ch vlastnostı´ trˇı´dy CloudBlob:
• Metadata – Kolekce pa´ru˚ klı´cˇ/hodnota. Zde je mozˇno uchova´vat libovolna´ doplnˇujı´cı´
data.
Popis vybrany´ch metod trˇı´dy CloudBlob:
• UploadByteArray, UploadFile, UploadFromStream, UploadText – Odesˇle zadana´ data
(pole bytu˚, soubor, stream, text) do blobu, nad ktery´m je metoda vola´na. Pokud
blob neexistuje, je vytvorˇen.
• DownloadByteArray, DownloadToFile, DownloadToStream, DownloadText – Sta´hne kom-
pletnı´ obsah blobu (jako pole bytu˚, do souboru, do streamu, jako rˇeteˇzec).
• OpenRead, OpenWrite – Vracı´ stream pro cˇtenı´ nebo za´pis. Urcˇeno pro prˇı´pad strea-
mova´nı´ obsahuje blobu.
• Delete – Smazˇe blob.
3.2.1.5 Prˇı´klad Zdrojovy´ ko´d 4 prˇedstavuje jednoduchy´ sce´na´rˇ, kdy do kontejneru
dokumenty nahrajeme loka´lnı´ soubor Kapitola3.pdf.
// zı´ska´me Azure Storage u´cˇet
CloudStorageAccount storageAccount = CloudStorageAccount.FromConfigurationSetting(”
ConnectionString”);
// zı´ska´me proxy ke sluzˇbeˇ Blob Storage
CloudBlobClient blobClient = storageAccount.CreateCloudBlobClient();
// zı´ska´me kontejner ”dokumenty”
CloudBlobContainer blobContainer = blobClient.GetContainerReference(”dokumenty”);
// prˇestozˇe blob ”Kapitola3.pdf” v kontejneru jesˇteˇ neexistuje, zı´ska´me jeho referenci
CloudBlob blob = blobContainer.GetBlobReference(”Kapitola3.pdf”);
// je du˚lezˇite´ zadat typ obsahue blobu, protozˇe je tato informace du˚lezˇita´ pro webove´ prohlı´zˇecˇe
blob.Properties.ContentType = ”application/pdf” ;
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// prˇida´me neˇjaka´ uzˇivatelska´ data
blob.Metadata.Add(”autor”, ”Stanislav Fajfr ” ) ;
// nakonec odesˇleme obsah blobu − soubor dokumentu
blob.UploadFile(@”D:\Dokumenty\Kapitola3.pdf”);
Vy´pis 4: Vytvorˇenı´ nove´ho blobu
3.2.2 Table Service
Sluzˇba Table Service umozˇnˇuje ukla´dat strukturovana´ data ve formeˇ jednoduchy´ch tabulek
(obra´zek 11). Jednotlive´ rˇa´dky tabulek jsou reprezentova´ny entitami, ktere´ mohou by´t na
kazˇde´m rˇa´dku ru˚zne´, protozˇe zde neexistuje zˇa´dne´ jednotne´ sche´ma.
Je velice du˚lezˇite´ si uveˇdomit, zˇe se nejedna´ o relacˇnı´ tabulky. Defacto jde pouze o
„pole“ strukturovany´ch dat.
3.2.2.1 Entity Prˇestozˇe se entity (rˇa´dky) v jedine´ tabulce mohou navza´jem lisˇit, musı´
obsahovat trˇi povinne´ vlastnosti: Timestamp, PartitionKey a RowKey.
Timestamp drzˇı´ datum a cˇas vlozˇenı´ cˇi poslednı´ aktualizace entity. Hodnota je ge-
nerova´na na serveru a klient smı´ tuto vlastnost pouze cˇı´st. Jejı´m hlavnı´m u´cˇelem je
vypomoci prˇi internı´ synchronizaci entit beˇhem soubeˇzˇny´ch pozˇadavku˚. Pomocı´ vlast-
nosti PartitionKey lze jedinou tabulku rozdeˇlit na segmenty. Hlavnı´m u´cˇelem je mozˇnost
rozlozˇenı´ za´teˇzˇe prˇı´lisˇ velky´ch tabulek na vı´ce serveru˚.
Na obra´zku 12 vidı´me, zˇe tabulka Uzivatele se rozdeˇlila dle vlastnosti PartitionKey na
dva segmenty: jeden obsahuje pouze aktivnı´ uzˇivatele a druhy´ pouze neaktivnı´. Tı´m
da´va´me sluzˇbeˇ Table Service najevo, zˇe entity s vlastnostı´ hodnotou „aktivnı´“ vlastnosti
ParitionKey mohou by´t ulozˇeny na jine´m serveru nezˇ entity s hodnotou „neaktivnı´“.
RowKey je identifika´tor entity unika´tnı´ v ra´mci segmentu. Z toho plyne, zˇe kombinace
PartitionKey a RowKey jednoznacˇneˇ identifikuje entitu v ra´mci cele´ tabulky.
Uzˇivatelsky definovane´ vlastnosti entity musı´ by´t primitivnı´ho datove´ho typu. Pokud
by bylo potrˇeba mı´t vlastnost ve formeˇ entity, je mozˇne´ vytvorˇit pozˇadovanou vlastnost
tak, aby na ni drzˇela referenci (na´zev tabulky, PartitionKey a RowKey).
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Obra´zek 12: Rozdeˇlenı´ tabulky Uzivatele na segmenty
Entity jsou indexova´ny pouze dle vlastnostı´ RowKey a PartitionKey.
Existujı´ tzv. „zlata´ pravidla“ konstrukce a dotazova´nı´ entit [3, s. 219]:
• Nacˇtenı´ entity dle unika´tnı´ hodnoty vlastnosti PartitionKey je super rychle´.
• Nacˇtenı´ entity dle hodnot vlastnostı´ PartitionKey a RowKey je velmi rychle´.
• Nacˇtenı´ entity dle hodnoty vlastnosi PartitionKey a bez uda´nı´ hodnoty vlastnosti
RowKey je pomale´ (je trˇeba prˇecˇı´st vsˇechny vlastnosti vsˇech entit dane´ho segmentu).
• Nacˇtenı´ entity bez uda´nı´ hodnot vlastnostı´ PartitionKey a RowKey je velmi pomale´
(je trˇeba prˇecˇı´st vsˇechny vlastnosti vsˇech entity vsˇech segmentu˚).
Pravidla byla potvrzena meˇrˇenı´m5 rychlostı´ vyhleda´va´nı´ entit, viz. graf na obra´zku
13. Vyhleda´va´nı´ probı´halo na trˇech testovacı´ch tabulka´ch cˇı´tajı´cı´ch 5000 entit, prˇicˇemzˇ
tabulky meˇly rozdı´lne´ rozlozˇenı´ rˇa´dku˚ do segmentu˚.
3.2.2.2 API Sluzˇba Table Service je postavena nad technologiı´ WCF Data Services. Od
te´to skutecˇnosti se odvı´jı´ dalsˇı´ postupy.
Nejdrˇı´ve je nutno definovat entitu, prˇicˇemzˇ existujı´ dva zpu˚soby. Mu˚zˇeme vytvorˇit
POCO trˇı´du nebo implementovat trˇı´du TableServiceEntity.
Jak bylo zmı´neˇno vy´sˇe, entita musı´ obsahovat trˇi povinne´ vlastnosti a libovolne´ mnozˇ-
stvı´ uzˇivatelsky definovany´ch. Zdrojovy´ ko´d 5 definuje entitu Uzivatel jako POCO trˇı´du.
[DataServiceKey(”PartitionKey”, ”RowKey”)]
public class Uzivatel
{
public string Timestamp { get; set; }
public string PartitionKey { get; set; }
public string RowKey { get; set; }
public string Jmeno { get; set; }
5Zdrojove´ ko´dy testovacı´ aplikace naleznete na prˇilozˇene´m CD.
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Obra´zek 13: Graf nameˇrˇeny´ch rychlostı´ vyhleda´va´nı´ v tabulce sluzˇby Table Service
public string Email { get; set; }
public string Heslo { get; set; }
}
Vy´pis 5: Implementace entity Uzivatel jako POCO trˇı´da
Atribut DataServiceKey sdeˇluje infrastrukturˇe WCF Data Services, jaka´ kombinace vlast-
nostı´ entity uda´va´ unika´tnı´ klı´cˇ.
Dalsˇı´ mozˇnostı´ definice entity je pouzˇı´t abstraktnı´ trˇı´du TableServiceEntity, ktera´ jizˇ
obsahuje zminˇovane´ trˇi povinne´ vlastnosti. Vlastnı´ entita je pak podtrˇı´dou te´to trˇı´dy
(zdrojovy´ ko´d 6).
public class Uzivatel : TableServiceEntity
{
public string Jmeno { get; set; }
public string Email { get; set; }
public string Heslo { get; set; }
}
Vy´pis 6: Implementace entity Uzivatel jako podtrˇı´du trˇı´dy TableServiceEntity
At’uzˇ je entita implementova´na jakkoli, vzˇdy platı´, zˇe klient je odpoveˇdny´ za korektnı´
inicializaci vsˇech vlastnostı´ kromeˇ vlastnosti Timestamp.
Dalsˇı´m krokem je vytvorˇenı´ datove´ho kontextu, cozˇ je implementace trˇı´dy DataServiceContext
patrˇı´cı´ to technologie WCF Data Services. Jejı´ odpoveˇdnostı´ je konstrukce REST dotazu˚ a
prˇedevsˇı´m spra´va zˇivotnı´ho cyklu entit na straneˇ klienta.
Spra´va zˇivotnı´ho cyklu (ve strucˇnosti) probı´ha´ tak, zˇe datovy´ kontext zaznamena´va´
vytva´rˇenı´, maza´nı´ a u´pravy vsˇech entit na straneˇ klienta. Prˇi vola´nı´ metody SaveChanges
trˇı´dy DataServiceContext se tyto za´znamy projdou a vygenerujı´ se REST pozˇadavky, ktere´
se na´sledneˇ odesˇlou na server.
Zdrojovy´ ko´d 7 uda´va´ prˇı´klad jednoduche´ho datove´ho kontextu pro entity typu
Uzivatel.
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public class UzivatelDataContext : TableServiceContext
{
public UzivatelDataContext(string baseAddress, StorageCredentials credentials)
: base(baseAddress, credentials)
{
}
public IQueryable<Uzivatel> Uzivatele
{
get
{
return this .CreateQuery<Uzivatel>(”Uzivatele”);
}
}
}
Vy´pis 7: Implementace datove´ho kontextu pro entitu Uzivatel
Je samozrˇejmeˇ mozˇne´ vytvorˇit dalsˇı´ pomocne´ metody pro prˇida´nı´ a smaza´nı´ entity,
ktere´ budou v konecˇne´m du˚sledku volat metody nadtrˇı´dy AddObject cˇi DeleteObject a
na´sledneˇ SaveChanges.
3.2.2.3 Zı´ska´va´nı´ dat Vlastnost Uzivatele datove´ho kontextu UzivateleDataContext ze
zdrojove´ho ko´du 7 vracı´ rozhranı´ IQueryable<Uzivatel> zna´me´ z technologie LINQ. Tı´m
na´m datovy´ kontext rˇı´ka´, zˇe LINQ konstrukce vnitrˇneˇ transformuje na odpovı´dajı´cı´ REST
pozˇadavky.
Bohuzˇel technologie WCF Data Services podporuje jen velmi malou podmnozˇinu LINQ
metod. Podporovane´ jsou pouze metody Where, Take, First a FirstOrDefault. Chybı´ take´
podpora pro vnorˇene´ dotazy a neˇktere´ specificke´ konstrukce.
3.2.2.4 Administrace tabulek Datovy´ kontext technologie WCF Data Services nepo-
skytuje zˇa´dne´ API pro administraci tabulek. Od toho je zde trˇı´da CloudTableClient.
Popis vybrany´ch metod trˇı´dy CloudTableClient:
• CreateTable – Vytvorˇı´ novou tabulku se zadany´m na´zvem.
• DeleteTable – Smazˇe tabulku dle zadane´ho na´zvu.
• ListTables – Vracı´ na´zvy vsˇech tabulek v ra´mci u´cˇtu Windows Azure Storage.
3.2.3 Queue Service
Trˇetı´m cˇlenem rodiny storage sluzˇeb je sluzˇba Queue Service, neboli fronta zpra´v. Jedna´ se
o FIFO kolekci zpra´v, prˇicˇemzˇ jejich pocˇet nenı´ omezen. Kazˇda´ fronta je identifikovatelna´
svy´m na´zvem a mu˚zˇe obsahovat libovolna´ metadata (maxima´lnı´ velikosti 8 KB).
Prakticky vsˇe je zde podrˇı´zeno rychlosti. Z toho plyne koncepce zpra´v – mnoho maly´ch
bloku˚ dat. Zpra´va mu˚zˇe obsahovat pouze rˇeteˇzec nebo pole bytu˚ a jejı´ maxima´lnı´ velikost
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je 8 KB. Pokud bychom ke zpra´veˇ chteˇli prˇipojit veˇtsˇı´ mnozˇstvı´ dat, mu˚zˇeme postupovat
tak, zˇe si velka´ data ulozˇı´me naprˇ. do Blob Storage a do fronty vlozˇı´me URL blobu.
Jednı´m z cı´lu˚ sluzˇby je, aby kazˇda´ zpra´va byla zpracova´na pouze jednou. To ma´
za na´sledek, zˇe zpra´vy nejsou prˇi vyzvednutı´ implicitneˇ smaza´ny, protozˇe maza´nı´ je
odpoveˇdnost prˇı´jemce. Mu˚zˇe ale nastat prˇı´pad, kdy se prˇı´jemce zpra´vy dostane beˇhem
jejı´ho zpracova´nı´ do potı´zˇı´. Jak tuto situaci osˇetrˇit?
Proces vyzvednutı´ zpra´vy vypada´ na´sledovneˇ:
1. Prˇı´jemce prˇekontroluje, zdali fronta obsahuje neˇjake´ zpra´vy.
2. Prˇı´jemce vyzvedne zpra´vu a prˇi tom zada´ visibility timeout. Jde o cˇasovy´ limit, do
ktere´ho bude zpra´va pro vsˇechny ostatnı´ prˇı´jemce neviditelna´.
3. Prˇı´jemce zpracuje zpra´vu a smazˇe ji z fronty. Pokud to vsˇe nestihne do cˇasove´ho
limitu zadane´ho jako visibility timeout, zpra´va se stane opeˇt viditelnou pro ostatnı´
prˇı´jemce.
Z vy´sˇe popsane´ho postupu plyne du˚lezˇitost spra´vne´ volby hodnoty visibility timeout.
Pokud bude prˇı´jemci trvat zpracova´nı´ o neˇco de´le, nezˇ je hodnota visibility timeout, zpra´vu
zacˇne zpracova´vat jiny´ prˇı´jemce. Obecny´m doporucˇenı´m je prova´deˇt zpracova´nı´ zpra´vy
tak, aby i nechteˇne´ opakovane´ zpracova´nı´ nemeˇlo negativnı´ dopad na stav syste´mu.
3.2.3.1 API Hlavnı´m u´cˇelem trˇı´y CloudQueueClient je zı´ska´va´nı´ referencı´ na zadane´
fronty. Instanci mu˚zˇeme jednodusˇe zı´skat pomocı´ extension metody CreateCloudQueueClient
trˇı´dy CloudStorageAccout nebo vola´nı´m konstruktoru, kde pozˇadovanou adresu konco-
ve´ho bodu a prˇihlasˇovacı´ u´daje zı´ska´me z vlastnostı´ instance trˇı´dy CloudStorageAccount
(viz. zdrojovy´ ko´d 8).
Popis vybrany´ch metod trˇı´dy CloudQueueClient:
• GetQueueReference – Vracı´ frontu dle jme´na.
• ListQueues – Vracı´ na´zvy vsˇech front v ra´mci u´cˇtu Windows Azure Storage.
Trˇı´da CloudQueue prˇedstavuje frontu zpra´v.
Popis vybrany´ch vlastnostı´ trˇı´dy CloudQueue:
• ApproximateMessageCount – Vracı´ prˇiblizˇny´ pocˇet zpra´v ve fronteˇ. Tato informace je
pru˚beˇzˇneˇ aktualizova´na, takzˇe se mu˚zˇe sta´t, zˇe v aktua´lnı´ hodnoteˇ nejsou zapocˇteny
noveˇ prˇidane´ nebo smazane´ zpra´vy.
• Metadata – Kolekce pa´ru˚ klı´cˇ/hodnota. Zde je mozˇno uchova´vat libovolna´ doplnˇujı´cı´
data.
Popis vybrany´ch metod trˇı´dy CloudQueue:
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• AddMessage – Prˇida´ novou zpra´vu na konec fronty.
• DeleteMessage – Smazˇe zadanou zpra´vu.
• GetMessage – Vracı´ zpra´vu ze zacˇa´tku fronty a nastavuje visibility timeout (vy´chozı´
hodnota je 30 sekund).
• PeekMessage – Vracı´ zadanou zpra´vu a nenastavuje visibility timeout.
• DeleteMessage – Smazˇe zadanou zpra´vu.
Trˇı´da CloudQueueMessage reprezentuje zpra´vu ve fronteˇ.
Popis vybrany´ch vlastnostı´ trˇı´dy CloudQueueMessage:
• AsBytes – Vracı´ obsah zpra´vy jako pole bytu˚.
• AsString – Vracı´ obsah zpra´vy jako rˇeteˇzec.
• InsertionTime – Vracı´ datum a cˇas vlozˇenı´ zpra´vy do fronty.
• NextVisibleTime – Vracı´ datum a cˇas, kdy bude zpra´va opeˇt viditelna´ pro ostatnı´
prˇı´jemce.
3.2.3.2 Prˇı´klad Zdrojovy´ ko´d 8 prˇedstavuje jednoduchy´ sce´na´rˇ, kdy do fronty prace
vlozˇı´me novou zpra´vu s obsahem „1+1“ a na´sledneˇ ji vyzvedneme s hodnotou visibility
timeout nastavenou na jednu minutu.
// zı´ska´me Azure Storage u´cˇet
CloudStorageAccount storageAccount = CloudStorageAccount.FromConfigurationSetting(”
ConnectionString”);
// zı´ska´me proxy ke sluzˇbeˇ Queue Sevice
CloudQueueClient queueClient = storageAccount.CreateCloudQueueClient();
// zı´ska´me frontu ”prace”
CloudQueue queue = queueClient.GetQueueReference(”prace”);
// vytvorˇı´me zpra´vu s obsahem ”1+1” a vlozˇı´me ji do fronty
CloudQueueMessage queueMessage = new CloudQueueMessage(”1+1”);
queue.AddMessage(queueMessage);
// ...
// z fronty vyzvedneme zpra´vu a nastavı´me jejı´ neviditelnost pro ostatnı´
// prˇı´jemce na jednu minutu
CloudQueueMessage message = queue.GetMessage(TimeSpan.FromMinutes(1));
Vy´pis 8: Vlozˇenı´ a vyzvednutı´ zpra´vy do/z fronty
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Obra´zek 14: Architektura sluzˇby SQL Azure
3.2.4 SQL Azure
Te´meˇrˇ kazˇda´ aplikace vyuzˇı´va´ k ukla´da´nı´ svy´ch dat relacˇnı´ databa´ze. Prˇestozˇe zde existuje
sluzˇba Table Service (kapitola 3.2.2), rozhodneˇ nenı´ jejı´m u´cˇelem nahradit relacˇnı´ SQL
databa´zi. Z toho du˚vodu je soucˇa´stı´ storage sluzˇeb sluzˇba SQL Azure. Jde o skutecˇnou
SQL databa´zi zalozˇenou na syste´mu Microsoft SQL Server 2008 R2.
Je zde ovsˇem neˇkolik omezenı´, ktera´ souvisı´ se specia´lnı´ implementacı´ SQL databa´ze
v prostrˇedı´ cloudu. Nepodporuje integraci CLR, zrcadlenı´ databa´ze, distibuovane´ dotazy
a transakce, spra´vu filegroup a fulltextove´ vyhleda´va´nı´.
Klientske´ aplikace mohou se sluzˇbou SQL Azure pracovat u´plneˇ stejny´m zpu˚sobem a
stejny´mi na´stroji jako s jiny´mi SQL databa´zemi. Ve vy´voja´rˇı´ch to mu˚zˇe vytva´rˇet dojem,
zˇe se prˇipojuje ke skutecˇne´ SQL databa´zi. Obra´zek 14 okazuje, zˇe tomu tak (u´plneˇ) nenı´.
Klientska´ aplikace komunikuje s databa´zi pomocı´ standardnı´ho subsyste´mu ADO.NET.
Ten komunikuje se sluzˇbou SQL Azure pomocı´ protokolu TDS. Pozˇadavky vsˇak nedosta´-
vajı´ skutecˇne´ SQL Servery, ale proxy sluzˇba „tva´rˇı´cı´ se“ jako SQL Server. Ta ma´ za u´kol
pozˇadavky analyzovat (kvu˚li bezpecˇnosti, optimalizaci) a na´sledneˇ je prˇedat neˇktere´ in-
stanci SQL Serveru. Z du˚vodu existence proxy sluzˇby vznikajı´ za´sadnı´ omezenı´. Nenı´
mozˇne´ pouzˇı´t zˇa´dny´ SQL prˇı´kaz vztahujı´cı´ se k fyzicky´m aspektu˚m infrastruktury.
3.2.4.1 Replikace dat Replikace databa´zı´ je zde poneˇkud komplikovaneˇjsˇı´ nezˇ v prˇı´-
padeˇ ostatnı´ch storage sluzˇeb.
V kazˇde´m okamzˇiku existujı´ minima´lneˇ trˇi repliky databa´ze. Jedna z nich je vzˇdy
prima´rnı´. Pra´veˇ na prima´rnı´ repliku se posı´lajı´ SQL dotazy, prˇicˇemzˇ jejı´ stav se automa-
ticky replikuje na ostatnı´ databa´ze cˇekajı´cı´ na svou prˇı´lezˇitost. Prˇi nedostupnosti prima´rnı´
repliky je za novou prima´rnı´ repliku urcˇena jedna ze za´lozˇnı´ch.
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Obra´zek 15: Sche´ma zabezbecˇenı´ zalozˇene´m na tvrzenı´ch
3.3 Windows Azure AppFabric a jine´ sluzˇby
3.3.1 Access Control Service
Access Control Service (da´le jen ACS) poskytuje klientsky´m aplikacı´m mozˇnost externa-
lizovat spra´vu a autentizacı´ uzˇivatelu˚. Sluzˇba je zalozˇena na bezpecˇnostnı´m modelu
pracujı´cı´m s tvrzenı´mi (claims).
Zabezpecˇenı´ zalozˇene´ na tvrzenı´ch funguje na spolupra´ci neˇkolika entit, z nichzˇ kazˇda´
ma´ svou prˇesneˇ stanovenou roli.
Subjekt – Subjekt je cokoli (uzˇivatel, aplikace), co se snazˇı´ zı´skat prˇı´stup do pozˇadovane´
aplikace.
Poskytovatel identity – Sluzˇba spravujı´cı´ identity subjektu˚. Poskytuje take´ autentizaci
uzˇivatelu˚.
Aplikace – Jde o aplikaci, k nı´zˇ se snazˇı´ subjekt zı´skat prˇı´stup a ktera´ du˚veˇrˇuje defi-
novany´m poskytovatelu˚m identit. Aby subjekt zı´skal prˇı´stup, musı´ prˇedlozˇit bez-
pecˇnostnı´ token obsahujı´cı´ kolekci tvrzenı´ o subjektu. Bezpecˇnostnı´ token musı´
pocha´zet od du˚veˇryhodne´ho poskytovatele identity a nesmı´ by´t cestou zmeˇneˇn.
Bezpecˇnostnı´ token – Objekt obsahujı´cı´ mnozˇinu tvrzenı´ u subjektu. Token je vyda´n
prˇı´slusˇny´m poskytovatelem identity a je jı´m digita´lneˇ podepsa´n.
Obecne´ sche´ma zabezpecˇenı´ (viz. obra´zek 15) vypada´ na´sledovneˇ [2]:
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1. Subjekt chce zı´skat prˇı´stup k aplikaci obvykle pomocı´ neˇjake´ho agenta (naprˇ.
webovy´ prohlı´zˇecˇ). Subjekt si prˇecˇte politiku aplikace, ktera´ obsahuje seznam du˚-
veˇryhodny´ch poskytovatelu˚ identity, pozˇadovanou sadu tvrzenı´ (naprˇ. jme´no, da-
tum narozenı´) a podporovane´ bezpecˇnostnı´ protokoly.
2. Subjekt si vybere jednoho z podporovany´ch poskytovatelu˚ identity a provede in-
spekci jeho politiky, kde zjistı´, jaky´ ma´ pouzˇı´t bezpecˇnostnı´ protokol a jake´ u´daje
ma´ prˇedlozˇit ke sve´ identifikaci. Na´sledneˇ mu zasˇle pozˇadavek (spolecˇneˇ s pozˇa-
dovany´mi prˇihlasˇovacı´mi u´daji) na vyda´nı´ bezpecˇnostnı´ho tokenu.
3. Poskytovatel identity oveˇrˇı´ pozˇadavek subjektu a v prˇı´padeˇ u´speˇchu vyda´ bezpecˇ-
nostnı´ token obsahujı´cı´ tvrzenı´ pozˇadovana´ aplikacı´.
4. Subjekt obdrzˇı´ bezpecˇnostnı´ token od poskytovatele a zasˇle ho spolu s prvnı´m
pozˇadavkem aplikaci.
5. Aplikace oveˇrˇı´ prˇı´chozı´ bezpecˇnostnı´ token dle sve´ politiky a v prˇı´padeˇ u´speˇchu
subjektu povolı´ prˇı´stup.
ACS nabı´zı´ sluzˇby poskytovatele identity, ovsˇem v mı´rneˇ odlisˇne´ a uzˇitecˇneˇjsˇı´ formeˇ.
ACS se aplikacı´m jevı´ jako obycˇejny´ poskytovatel identity. Podporuje neˇkolik poskytova-
telu˚ identity trˇetı´ch stran (Google, Yahoo a dalsˇı´). Oproti nim vystupuje jako aplikace – to
znamena´, zˇe tvrzenı´m vydany´ch teˇmito poskytovateli du˚veˇrˇuje. Administra´tor ACS prˇi
konfiguraci svy´ch aplikacı´ mimo jine´ nastavı´, ktere´ poskytovatele identity trˇetı´ch stran
ma´ ACS podporovat.
Subjekty (uzˇivatele´) prˇistupujı´cı´ k aplikaci jsou prˇesmeˇrova´ni na stra´nku ACS, kde si
vyberou poskytovatele identity, u ktere´ majı´ u´cˇet (Windows Live, Google). Na´sledneˇ jsou
prˇesmeˇrova´nı´ na prˇihlasˇovacı´ stra´nku vybrane´ho poskytovatele a po u´speˇsˇne´ autentizaci
se dostanou zpeˇt do aplikace.
Neza´lezˇı´ na tom, u ktere´ho poskytovatele identity se subjekt autentizuje. Aplikace du˚-
veˇrˇuje ACS a kdyzˇ budou tvrzenı´ v bezpecˇnostnı´m tokenu podepsa´na ACS, pak aplikace
subjektu povolı´ prˇı´stup.
3.3.2 Service Bus
Mezi nejvy´znamneˇjsˇı´ sluzˇby Windows Azure patrˇı´ sbeˇrnice sluzˇeb Service Bus. Jde o sadu
sluzˇeb zajisˇt’ujı´cı´ konektivitu podporujı´cı´ co nejmensˇı´ vazbu mezi cı´lovy´mi sluzˇbami a
jejich klienty. Roli sbeˇrnice sluzˇeb ukazuje obra´zek 16.
Stejneˇ jako veˇtsˇina sluzˇeb Windows Azure je i cela´ sbeˇrnice postavena na technologii
WCF. Pra´veˇ proto je API sbeˇrnice postavene´ na rozsˇı´rˇenı´ WCF.
Spojova´ sluzˇba (relay service) rˇesˇı´ proble´my konektivity mezi cı´lovy´mi sluzˇbami a jejich
klienty v sı´ti Internet. Mnohe´ cı´love´ sluzˇby jsou ukryty ve firemnı´ch sı´tı´ch za ru˚zny´mi
sı´t’ovy´mi prvky (firewally , vyvazˇovacˇe za´teˇzˇe, NAT). Provozovatele´ teˇchto sluzˇeb nejsou
nadsˇeni nutnostı´ jejich „na´silne´mu“ vystavenı´ na Internet pomocı´ staticky´ch IP adres,
demilitarizovany´ch zo´n apod. Navı´c mnoho sluzˇeb by ra´do uvı´talo mozˇnost zpeˇtne´ho
vola´nı´ klientovi (tj. duplexnı´ spojenı´).
36
Obra´zek 16: Role sbeˇrnice sluzˇeb ve Windows Azure
Pokud je nemozˇne´ vytvorˇit prˇı´me´ spojenı´ mezi klientem a cı´lovou sluzˇbou,
rˇesˇenı´m je mezi neˇ vlozˇit neutra´lnı´ho prostrˇednı´ka – spojovou sluzˇbu. Jejı´
zodpoveˇdnostı´ je zprostrˇedkova´vat spojenı´ a prˇeda´vat zpra´vy. [6]
Prˇedpokladem je, zˇe vsˇichni u´cˇastnı´ci komunikace majı´ mozˇnost vytvorˇenı´ odchozı´ho
spojenı´ ke spojove´ sluzˇbeˇ.Zjednodusˇeny´ sce´na´rˇ zprostrˇedkova´nı´ konektivity pomocı´ spo-
jove´ sluzˇby:
1. Nejdrˇı´ve se musı´ cı´lova´ sluzˇba autentizovat u spojove´ sluzˇby. Pokud zˇa´dosti vyhovı´,
spojova´ sluzˇba zacˇne naslouchat na zadane´m koncove´m bodu sbeˇrnice. Tento bod
se od te´to chvı´le sta´va´ za´stupcem cı´love´ sluzˇby.
2. Klient se autentizuje u spojove´ sluzˇby.
3. Klient zasˇle zpra´vu pro cı´lovou sluzˇbu prˇes spojovou sluzˇbu.
4. Cı´lova´ sluzˇba obdrzˇı´ zpra´vu od klienta skrze spojovou sluzˇbu.
Z pohledu klienta i cı´love´ sluzˇby nenı´ pra´ce se spojovou sluzˇbou o moc jina´ nezˇ s
obycˇejny´mi WCF sluzˇbami a klienty. Sbeˇrnice plneˇ podporuje spolehlive´ spojenı´ a zabez-
pecˇenı´ na u´rovni zpra´v i transportu. Naopak chybı´ podpora distribuovany´ch transakcı´.
Sbeˇrnice podporuje neˇkolik modelu˚ komunikace. Ty se nastavujı´ pouzˇitı´m specia´lnı´ch
binding6 sbeˇrnice:
netTcpRelayBinding – Podporuje modely pozˇadavek / odpoveˇd’, jednosmeˇrny´ a du-
plexnı´. Je mozˇno nastavit trˇi metody spojenı´:
Zprostrˇedkovaneˇ – Vy´chozı´ metoda, kdy vesˇkera´ komunikace probı´ha´ vzˇdy prˇes
spojovou sluzˇbu.
6Jedna´ se o termı´n z technologie WCF popisujı´cı´ technologii propojenı´ mezi sluzˇbou a klientem.
37
Prˇı´mo – Inicializace spojenı´ probı´ha´ skrze spojovou sluzˇbu, ktera´ na´sledneˇ klientovi
sdeˇlı´ prˇı´mou adresu cı´love´ sluzˇby a vytvorˇı´ se mezi nimi prˇı´me´ spojenı´.
Hybridneˇ – Inicializace probı´ha´ opeˇt skrze spojovou sluzˇbu. Na´sledneˇ se oveˇrˇı´,
zdali je cı´lova´ sluzˇba dosazˇitelna´ klientovi. Pokud ano, vytvorˇı´ se prˇı´me´ spojenı´.
Pokud ne, ponecha´ se zprostrˇedkovane´.
netOnewayRelayBinding – Obsahuje pouze jednosmeˇrny´ model komunikace. Klient
zasˇle zpra´vu spojove´ sluzˇbeˇ, kde se ulozˇı´ do fronty (na rozdı´l od Queue Service zde
nenı´ zarucˇeno porˇadı´ a maxima´lnı´ doba ulozˇenı´ je prˇiblizˇneˇ 10 minut). Odtud si ho
cı´lova´ sluzˇba vyzvedne. To mimo jine´ znamena´, zˇe cı´lova´ sluzˇba nemusı´ by´t v dobeˇ
odesı´la´nı´ zpra´vy od klienta prˇipojena ke sbeˇrnici. Na druhou stranu zde nenı´ zˇa´dna´
mozˇnost zasla´nı´ odpoveˇdi zpeˇt klientovi.
netEventRelayBinding – Jde o specializaci netOnewayRelayBinding, ktera´ obsahuje mozˇ-
nost nasloucha´nı´ vı´ce cı´lovy´ch sluzˇeb na jednom koncove´m bodeˇ sbeˇrnice. Jde tedy
o primitivnı´ zpu˚sob broadcastu zpra´v od klientu˚ smeˇrem k naslouchajı´cı´m konco-
vy´m sluzˇba´m. Spojova´ sluzˇba zde figuruje v roli smeˇsˇovacˇe (hub).
Vy´sˇe byly vyjmenova´ny nejzajı´maveˇjsˇı´ binding. Te´meˇrˇ kazˇdy´ standardnı´ WCF binding
ma´ specia´lnı´ „relay“ verzi pro pouzˇitı´ u sbeˇrnice (naprˇ. basicHttpRelayBinding, webHttpRelayBinding
).
3.3.2.1 Zabezpecˇenı´ Jak je popsa´no v prˇedchozı´ kapitole, cı´lova´ sluzˇba i klient se
musı´ u sbeˇrnice autentizovat, prˇicˇemzˇ autentizaci ma´ na starosti sluzˇba Access Control
Service (kapitola 3.3.1). Existujı´ celkem 4 zpu˚soby autentizace:
Zˇa´dna´ – Pouze na straneˇ klienta. Cı´lova´ sluzˇba se musı´ autentizovat vzˇdy.
Sdı´lene´ tajemstvı´ – Rˇesˇenı´ podobne´ obvykle´ dvojici – jme´nu a heslu. Tajemstvı´ je hod-
nota nastavena´ v administraci sbeˇrnice.
SAML 2.0
SWT pomocı´ protokolu WRAP
Cı´lova´ sluzˇba ma´ prˇi prˇipojova´nı´ ke sbeˇrnici mozˇnost potlacˇit nutnost autentizace
klientu˚.
Vzhledem k tomu, zˇe sbeˇrnice je postavena na technologii WCF, nic nebra´nı´ vyuzˇitı´
standardnı´ch bezpecˇnostnı´ch prvku˚ WCF, jak je naprˇ. zabezpecˇenı´ na u´rovni zpra´v.
3.3.2.2 Adresova´nı´ a registry sluzˇeb Kazˇda´ sluzˇba nasazovana´ v ra´mci sbeˇrnice
musı´ patrˇit k neˇjake´mu rˇesˇenı´, cozˇ je virtua´lnı´ prostor zalozˇeny´ v administraci, ktery´ ma´
prˇideˇlen jedinecˇne´ DNS jme´no v ra´mci cele´ sbeˇrnice.
Kompletnı´ adresa sluzˇby ma´ sche´ma:
[protocol]://[na´zev rˇesˇenı´]. servicebus.windows.net/[na´zev sluzˇby]
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Kde:
• Protokol mu˚zˇe by´t bud’ hodnota „sb“ (service bus) nebo „http“ ,poprˇ. „https“.
• Na´zev sluzˇby mu˚zˇe by´t jaky´koli platny´ DNS za´znam.
Sbeˇrnice sluzˇeb poskytuje na kazˇde´ za´kladnı´ adrese rˇesˇenı´ a na vsˇech jejich podadre-
sa´ch ATOM kana´l publikujı´cı´ seznam verˇejny´ch sluzˇeb. ATOM kana´l obsahuje vsˇechny
verˇejne´ sluzˇby obsazˇene´ v podadresa´ch, tzn. zˇe respektuje adresa´rˇovou hierarchii. [7]
Prˇı´klad: meˇjme vystavene´ trˇi verˇejne´ sluzˇby na na´sledujı´cı´ch adresa´ch:
• sb://faj069test.servicebus.windows.net/tools/echoA
• sb://faj069test.servicebus.windows.net/tools/echoB
• sb://faj069test.servicebus.windows.net/main
ATOM kana´l na adrese https://faj069test.servicebus.windows.net/tools/ bude obsahovat
adresy sluzˇeb echoA a echoB. ATOM kana´l na adrese https://faj069test.servicebus.windows.net/
bude obsahovat adresy slizˇeb main, echoA a echoB.
3.3.3 Windows Azure Connect
Tato sluzˇba slouzˇı´ k propojenı´ pocˇı´tacˇu˚ v sı´ti za´kaznı´ka s instancemi Windows Azure rolı´
na u´rovni protokolu IP (skrze IPsec). Obra´zek 17 ukazuje prˇı´klad propojenı´.
Windows Azure Connect vytva´rˇı´ logicku virtua´lnı´ sı´t’, ktera´ mu˚zˇe obsahovat dva typy
skupin: skupinu rolı´ a skupinu pocˇı´tacˇu˚.
Skupina rolı´ se skla´da´ z prˇedem definovany´ch rolı´. Jednotlive´ instance rolı´ jsou au-
tomaticky prˇida´va´ny a odebı´ra´ny do/ze skupiny. Skupina pocˇı´tacˇu˚ se skla´da´ z pocˇı´tacˇu˚
vneˇ Windows Azure, ktere´ majı´ nainstalovanou a nakonfigurovanou aplikaci Windows
Azure Connect Endpoint Software. Pocˇı´tacˇ mu˚zˇe by´t vzˇdy pouze v jedine´ skupineˇ.
Jak plyne z obra´zku 17, skupina rolı´ mu˚zˇe by´t spojena se skupinou pocˇı´tacˇu˚ (dokonce
s neˇkolika najednou). Urcˇitou limitacı´ je, zˇe cˇlenove´ skupiny rolı´ nemajı´ mozˇnost spo-
jenı´ mezi sebou. Skupiny pocˇı´tacˇu˚ mohou by´t (kromeˇ skupin rolı´) prˇipojeny i k jiny´m
skupina´m pocˇı´tacˇu˚.
Kazˇda´ skupina pocˇı´tacˇu˚ ma´ mozˇnost povolenı´ vza´jemne´ komunikace. Dı´ky tomu lze
naprˇ. prˇipojit doma´cı´ pocˇı´tacˇ vy´voja´rˇe do firemnı´ sı´teˇ, i kdyzˇ je doma´cı´ pocˇı´tacˇ ukryt za
NAT (tj. nenı´ verˇejneˇ prˇı´stupny´).
Mezi dalsˇı´ mozˇnosti patrˇı´:
• Prˇipojenı´ instance Windows Azure role do dome´ny technologie Active Directory.
• Vzda´lena´ administrace a ladeˇnı´ instancı´ Windows Azure role.
• Spra´va instancı´ Windows Azure role pomocı´ sta´vajı´cı´ho softwaru ve firemnı´ sı´ti,
naprˇ. pomocı´ Windows PowerShell.
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Obra´zek 17: Propojenı´ pocˇı´tacˇu˚ s Windows Azure rolemi pomocı´ sluzˇby Windows Azure
Connect
3.4 Na´klady na provoz Windows Azure aplikacı´
Cı´lem te´to kapitoly je podat ra´mcovy´ prˇehled na´kladu˚ na provoz aplikacı´ ve Windows
Azure. Za´rovenˇ jsou pro porovna´nı´ uvedeny na´klady on-premise 7.
Pozna´mky u´vodem:
• Sce´na´rˇe a pozˇadavky jsou pouze ilustracˇnı´.
• Ceny jsou uvedeny bez DPH a jsou platne´ k datu 21. 3. 2011.
• Pro nabı´dky na on-premise rˇesˇenı´ byla aplikova´na tato omezenı´:
– Provozovatel musı´ pu˚sobit v Cˇeske´ republice.
– Musı´ by´t k dispozici prona´jem licencı´ spolecˇnosti Microsoft.
3.4.1 Maly´ webovy´ server
Pozˇadavky: 1 CPU, 2 GB RAM, Microsoft Windows Server 2008, SQL databa´ze o velikosti
1 GB
Windows Azure nabı´dka:
7Vy´razem on-premise je zde mysˇleno jake´koli rˇesˇenı´ mimo cloud computing.
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• 1 maly´ virtua´lnı´ stroj (1x CPU 1,6 GHz, 1,75 GB RAM)
• SQL Azure velikosti 1 GB
• Cena za meˇsı´c: 1703,00 Kcˇ
On-premise nabı´dka (wedos.cz):
• Virtua´lnı´ server (2 ja´dra, 2 GB RAM)
• Prona´jem licence na Microsoft Windows Server 2008 R2 Datacenter
• Microsoft SQL Server 2008 R2 Express (max. 4 GB)
• Cena za meˇsı´c: 600 Kcˇ
3.4.2 Strˇedneˇ velky´ webovy´ server
Pozˇadavky: 2 CPU nebo ja´dra, 4 GB RAM, Microsoft Windows Server 2008, SQL databa´ze
o velikosti 5 GB
Windows Azure nabı´dka:
• 1 strˇedneˇ velky´ virtua´lnı´ stroj (2x CPU ja´dra 1,6 GHz, 3,5 GB RAM, 60 GB diskove´ho
prostoru)
• SQL Azure velikosti 5 GB
• Cena za meˇsı´c: 3 932,00 Kcˇ
On-premise nabı´dka (ignum.cz):
• Dedikovany´ server (Basic FULL - Intel Xenon Quad Core, 4 GB RAM, 2x300 GB
diskove´ho prostoru)
• Prona´jem licence Microsoft Windows Web Server 2008 R2
• Prona´jem licence Microsoft SQL Server 2008 Web Edition
• Cena za meˇsı´c: 4 765,00 Kcˇ
3.4.3 Velky´ webovy´ server
Pozˇadavky: 4 CPU nebo ja´dra, 8 GB RAM, Microsoft Windows Server 2008, SQL databa´ze
o velikosti 10 GB
Windows Azure nabı´dka:
• 1 velky´ virtua´lnı´ stroj (4x CPU ja´dra 1,6 GHz, 7 GB RAM, 1 TB diskove´ho prostoru)
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• SQL Azure velikosti 10 GB
• Cena za meˇsı´c: 7 882,00 Kcˇ
On-premise nabı´dka (vhosting.cz):
• Dedikovany´ server (Intel Xenon 8 jader, 8 GB RAM, 2x500 GB diskove´ho prostoru)
• 200 GB za´loha na 7 dnı´
• Prona´jem licence Microsoft Windows Web Server 2008 R2
• Prona´jem licence Microsoft SQL Server 2008 Web Edition
• Cena za meˇsı´c: 5 742,00 Kcˇ
3.4.4 Vyhodnocenı´
Tabulka 3 uda´va´ celkovy´ vy´sledek srovna´nı´ na´kladu˚ (za meˇsı´c) vy´sˇe uvedeny´ch sce´-
na´rˇu˚. Na´klady na provoz aplikacı´ ve Windows Azure jsou pomeˇrneˇ vysoke´. Ze srovna´nı´
vycha´zı´, zˇe Windows Azure je optima´lnı´ pro provoz strˇedneˇ velky´ch aplikacı´. Nejna´klad-
neˇjsˇı´ z nabı´zeny´ch sluzˇeb Windows Azure je sluzˇba SQL Azure. Naopak velice vy´hodne´
jsou ceny sluzˇeb Azure Storage.
Maly´ web. server Strˇedneˇ velky´ web. server Velky´ web. server
Windows Azure 1 703,00 Kcˇ 3 932,00 Kcˇ 7 882,00 Kcˇ
On-premise 600,00 Kcˇ 4 765,00 Kcˇ 5 742,00 Kcˇ
Tabulka 3: Porovna´nı´ na´kladu˚ mezi Windows Azure a on-premise rˇesˇenı´mi
3.5 Prˇı´klad: aplikace CloudChat
CloudChat je jednoducha´ webova´ aplikace (zdrojove´ ko´dy naleznete na prˇilozˇene´m CD)
umozˇnˇujı´cı´ vkla´dat kra´tke´ zpra´vy do globa´lnı´ho u´lozˇisˇteˇ zpra´v, ke ktere´mu majı´ prˇı´stup
vsˇichni na´vsˇteˇvnı´ci.
Uzˇivatele´ se neregistrujı´. Na u´vodnı´ stra´nce si zvolı´ uzˇivatelske´ jme´no, ktere´ musı´
by´t v danou chvı´li volne´ (tj. nikdo s dany´m jme´nem nesmı´ by´t v chatu prˇı´tomen). Pote´
je prˇesmeˇrova´n na hlavnı´ stra´nku obsahujı´cı´ seznam zpra´v a formula´rˇ pro vlozˇenı´ nove´
zpra´vy.
Uzˇivatel mu˚zˇe ke sve´ zpra´veˇ prˇilozˇit libovolny´ soubor. Navı´c mu˚zˇe aplikaci instruo-
vat, aby byl prˇilozˇeny´ soubor zkomprimova´n (tj. vytvorˇil se „.zip soubor“).
CloudChat zahrnuje i administrativnı´ stra´nku, kde je mozˇne´ spravovat uzˇivatele,
zpra´vy a prˇilozˇene´ soubory.
Strukturu aplikace zachycuje obra´zek 18. Webove´ stra´nky aplikace CloudChat beˇzˇı´ ve
webove´ roli. Komprimaci souboru˚ prova´dı´ pracovnı´ role.
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Obra´zek 18: Struktura aplikace CloudChat
3.5.1 Entity
Seznamy aktivnı´ch uzˇivatelu˚ je uchova´va´n v tabulce sluzˇby Table Service (kapitola 3.2.2)
jako kolekce entit typu ChatUser (obra´zek 19). Eviduje se pouze uzˇivatelske´ jme´no, ktere´
je s vy´hodou ukla´da´no prˇı´mo jako klı´cˇ RowKey. Dı´ky tomu je cˇasta´ kontrola existence
uzˇivatelske´ho jme´na velice rychla´ (viz. kapitola 3.2.2.1).
Seznam zpra´v je ukla´da´n v tabulce sluzˇby Table Service jako kolekce entit typu ChatMessage
(obra´zek 19). Eviduje se jme´no autora (UserName), text zpra´vy a URL prˇilozˇene´ho souboru
(FileUrl ). Nejzajı´maveˇjsˇı´ je na te´to entiteˇ zpu˚sob generova´nı´ klı´cˇe RowKey (zdrojovy´ ko´d 9).
Hodnota klı´cˇe je s kazˇdou novou zpra´vou veˇtsˇı´, prˇicˇemzˇ reflektuje prˇesny´ cˇas vytvorˇenı´
a zachova´va´ si stejny´ pocˇet cˇı´slic. Du˚vod tohoto zpu˚sobu generova´nı´ klı´cˇe je fakt, zˇe
sluzˇba Table Service ukla´da´ entity v porˇadı´ urcˇene´m pra´veˇ klı´cˇem RowKey. Nasˇim cı´lem je
prˇi dotazu na entity typu ChatMessage zı´skat setrˇı´deˇnou kolekci serˇazenou od nejnoveˇjsˇı´
po nejstarsˇı´. Da´le je zde za´sadnı´ mozˇnost - dota´zat se na kolekci entity noveˇjsˇı´ch nezˇ
stanoveny´ cˇas (zdrojovy´ ko´d 10).
ChatMessage chatMessage = new ChatMessage();
chatMessage.RowKey = (DateTime.MaxValue.Ticks − DateTime.Now.Ticks).ToString();
Vy´pis 9: Generova´nı´ klı´cˇe RowKey entity ChatMessage
public IEnumerable<ChatMessage> FindAll(string lastSyncTime)
{
// lastSyncTime = RowKey nejnoveˇjsˇı´ instance trˇı´dy ChatMessage
return context.Messages
.Where(m => m.PartitionKey == ChatMessage.PartitionKeyValue &&
m.RowKey.CompareTo(lastSyncTime) < 0).ToList();
}
Vy´pis 10: Zı´ska´nı´ kolekce entit typu ChatMessage
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Obra´zek 19: Entity aplikace CloudChat
3.5.2 Soubory prˇilozˇene´ ke zpra´va´m
Soubory jsou ukla´da´ny jako verˇejne´ bloby sluzˇby Blob Storage (kapitola 3.2.1). Vy´sledne´
URL blobu je prˇirˇazeno prˇı´slusˇne´ entiteˇ ChatMessage jako hodnota vlastnosti FileUrl .
Pokud uzˇivatel zada´ komprimaci souboru, vlozˇı´ se do fronty sluzˇby Queue Service
(kapitola 3.2.3) za´znam (trˇı´da WokerJob) obsahujı´cı´ uzˇivatelske´ jme´no, text zpra´vy a URL
origina´lnı´ho (nezkomprimovane´ho) souboru. Tento za´znam je vyzvednut pracovnı´ rolı´ a
na´sledneˇ zpracova´n.
Pracovnı´ role zkomprimuje origina´lnı´ soubor a vy´sledek ulozˇı´ jako novy´ soubor. Na´-
sledneˇ vytvorˇı´ zpra´vu (trˇı´da ChatMessage) ukazujı´cı´ na zkomprimovany´ soubor. Nakonec
origina´lnı´ soubor smazˇe.
3.5.3 Sˇka´lovatelnost
Pocˇet instancı´ webove´ a pracovnı´ role nenı´ omezen. Uzˇivatel mu˚zˇe by´t prˇi kazˇde´m HTTP
pozˇadavku obsluhova´n jinou instancı´ webove´ role, protozˇe stavove´ informace (v tomto
prˇı´padeˇ pouze uzˇivatelske´ jme´no) je ukla´da´no na straneˇ klienta ve formeˇ cookie.
3.5.4 Pouzˇite´ technologie
Aplikace CloudChat je vytvorˇena nad platformou .NET Framework verze 3.5. Webova´
role je realizova´na pomocı´ technologie ASP.NET MVC 2 a jQuery 1.4.1. Ke komprimaci
souboru˚ je pouzˇita volneˇ sˇirˇitelna´ komponenta DotNetZip Library. Tato komponenta bylo
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uprˇednostneˇna prˇed trˇı´dou GZipStream vestaveˇnou v platformeˇ .NET Framework z du˚-
vodu jejı´ mnohem veˇtsˇı´ efektivity.
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4 Velmi na´rocˇne´ vy´pocˇty pomocı´ HPC a Windows Azure
Velmi na´rocˇny´mi vy´pocˇty (da´le jen VNV) zde rozumı´me vy´pocˇty, ktere´ jsou pro stan-
dardnı´ pocˇı´tacˇe soucˇasnosti prˇı´lisˇ na´rocˇne´, tj. jejich vy´pocˇet by trval velmi dlouho.
High performance computing (HPC) se zaby´va´ rˇesˇenı´m VNV pomocı´ vy´konny´ch pocˇı´-
tacˇu˚ (naprˇ. ve formeˇ clusteru, gridu apod.). Cı´lem te´to kapitoly je porovnat prˇı´stup rˇesˇenı´
VNV pomocı´ HPC stroju˚ a Windows Azure a zamyslet se nad jejich spolupracı´.
Pozna´mky u´vodem:
• V soucˇasne´ dobeˇ se rˇesˇenı´ VNV posunulo z oblasti prima´rneˇ hrube´ho vy´konu do
oblasti paralelizace a distribuce. Z toho du˚vodu se text zameˇrˇuje pra´veˇ na hlediska
paralelizace a distribuce.
• Z urcˇite´ho u´hlu pohledu by se dalo pojmem HPC oznacˇit i rˇesˇenı´ VNV v prostrˇedı´
Windows Azure. V na´sledujı´cı´m textu se proto pojmem HPC myslı´ velmi vy´konny´
pocˇı´tacˇ (cluster, grid) vneˇ Windows Azure.
4.1 Paralelizace
Cı´lem paralelizace je vyuzˇitı´ vı´cero vy´pocˇetnı´ch jednotek k rychlejsˇı´mu rˇesˇenı´ VNV. Zde
se patrˇı´ podotknout, zˇe nejna´rocˇneˇjsˇı´ fa´zı´ paralelizace rˇesˇenı´ neˇjake´ VNV je samotna´
dekompozice rˇesˇenı´ tak, aby se tı´zˇene´ paralelizace dalo opravdu efektivneˇ vyuzˇı´t. To
ovsˇem prˇesahuje ra´mce tohoto textu a proto se tı´mto zde nebudeme prˇı´lisˇ zaby´vat.
4.1.1 U´rovenˇ vla´ken
Paralelizace pomocı´ vla´ken je z pohledu programa´tora tou nejnizˇsˇı´ u´rovnı´ paralelizace 8.
Hned na zacˇa´tku je trˇeba zdu˚raznit, zˇe tato u´rovenˇ paralelizace je na HPC strojı´ch i ve
Windows Azure samozrˇejmeˇ totozˇna´. Na obou strana´ch je mozˇno vyuzˇı´t mnoho na´stroju˚
pro pra´ci s vla´kny:
• API operacˇnı´ho syste´mu (naprˇ. Win32 API).
• V prˇı´padeˇ programovacı´ch jazyku˚ C/C++ je velice popula´rnı´ asistovana´ paraleli-
zace pomocı´ na´stroje OpenMP. Zdrojovy´ ko´d se doplnı´ informacemi o paralelizaci
jednotlivy´ch bloku˚ pomocı´ direktivy #pragma. Prˇed kompilacı´ se spustı´ preproce-
sor OpenMP, ktery´ dle direktiv doplnı´ prˇı´slusˇny´ ko´d pro pra´ci s vla´kny v dane´m
operacˇnı´m syste´mu.
• Pro prostrˇedı´ .NET Framework (od verze 4) je k dispozici knihovna Task Parallel
Library (TPL). Jde o sadu trˇı´d zaobalujı´cı´ standardnı´ mechanismy pro pra´ci s vla´kny
(naprˇ. trˇı´dy Thread, ThreadPool). Kromeˇ vysˇsˇı´ u´rovneˇ abstrakce pra´ci s vla´kny prˇina´sˇı´
hlavneˇ jejich dynamickou spra´vu - vytva´rˇenı´ a prˇideˇlova´nı´ vla´ken dle beˇhove´ho
prostrˇedı´ (pocˇtu procesoru˚ a jader).
8Existuje i nizˇsˇı´ u´rovenˇ paralelizace - paralelnı´ zpracova´nı´ instrukcı´ v CPU.
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Paralelizace pomocı´ vla´ken je v prˇı´padeˇ VNV vyuzˇı´va´na zejme´na jako sekunda´rnı´
zpu˚sob paralelizace. V drtive´ veˇtsˇineˇ prˇı´padu˚ hraje prima´rnı´ roli paralelizace na u´rovni
u´loh.
4.1.2 U´rovenˇ u´loh
U´lohami jsou v prˇı´padeˇ HPC stroje mysˇleny jednotlive´ procesy a v prˇı´padeˇ Windows
Azure instance pracovnı´ch rolı´ 9. Princip je v obou prˇı´padech stejny´ - u´lohy jsou spusˇteˇny
soubeˇzˇneˇ za u´cˇelem urychlenı´ vy´pocˇtu vy´sledku, ktery´ zı´skajı´ vza´jemnou komunikacı´.
Struktura u´loh za´visı´ na dekompozici paralelizovane´ho proble´mu [4]:
Datova´ dekompozice – Vstupnı´ data VNV jsou (pokud mozˇno) rovnomeˇrneˇ rozdeˇlena
na vı´ce cˇa´stı´, ktere´ jsou na´sledneˇ zpracova´ny instancemi urcˇite´ u´lohy.
Funkciona´lnı´ dekompozice – Jednotlivy´m u´loha´m je prˇideˇlena urcˇita´ funkciona´lnı´ role.
Vdeˇcˇny´m prˇı´kladem je simulace letadla - jedna u´loha simuluje pohonne´ jednotky,
dalsˇı´ krˇı´dla atd.
Hybridnı´ dekompozice – Typicky´m prˇı´kladem je model manazˇer/deˇlnı´ci, kdy manazˇer
prˇideˇluje deˇlnı´ku˚m (instancı´m neˇjake´ pracovnı´ u´lohy) pra´ci, tj. prova´dı´ datovou
dekompozici. Z jine´ho pohledu jde o funkciona´lnı´ dekompozici, protozˇe manazˇer
prova´dı´ jinou pra´ci nezˇ deˇlnı´ci.
4.2 Komunikace
U VNV je obecna´ snaha minimalizovat mnozˇstvı´ komunikace na minimum, protozˇe se
cˇeka´nı´m na I/O subsyste´my ztra´cı´ mnoho vy´pocˇetnı´ho cˇasu.
Rˇesˇenı´ VNV mu˚zˇeme dle komunikace v za´sadeˇ rozdeˇlit do dvou skupin:
Komunikacˇneˇ intenzivnı´ – Typicke´ pro sadu fyzicky blı´zky´ch soubeˇzˇny´ch u´loh. Nej-
pouzˇı´vaneˇjsˇı´ komunikacˇnı´ subsyste´my jsou zalozˇeny na konceptu prˇeda´va´nı´ zpra´v.
Webove´ sluzˇby – Jednotlive´ u´lohy jsou od sebe jak fyzicky, tak i koncepcˇneˇ vzda´lene´.
Beˇzˇne´ rˇesˇenı´ u dlouho trvajı´cı´ch samostatny´ch u´loh.
4.2.1 Prˇeda´va´nı´ zpra´v
Model prˇeda´va´nı´ zpra´v (obra´zek 20) je mozˇno charakterizovat neˇkolika vlastnostmi [4]:
• Kazˇda´ u´loha ma´ jedinecˇny´ identifika´tor, dı´ky neˇmuzˇ lze zpra´vy adresovat.
• Zpra´vy se skla´dajı´ z oba´lky (zahrnujı´cı´ prˇı´jemce, odesı´latele a dalsˇı´ metadata) a z
teˇla zpra´vy nesoucı´ data.
9Uvazˇovat zde webove´ role nema´ vy´znam.
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Obra´zek 20: Komunikace pomocı´ prˇeda´va´nı´ zpra´v
• Elementa´rnı´mi operacemi je Send (odesla´nı´ zpra´vy adresa´tovi) a Receive (prˇı´jem
zpra´vy od odesı´latele). Jde tedy o komunikaci bod-bod. Mimo to se hojneˇ vyuzˇı´va´ i
tzv. kolektivnı´ komunikace, kdy se na urcˇite´ operaci podı´lı´ vsˇechny u´lohy najednou.
• Existujı´ operace urcˇene´ pro synchronizaci u´loh.
Nejzna´meˇjsˇı´m standardem tohoto modelu je Message Passing Interface (MPI). Ve sveˇteˇ
HPC existuje neˇkolik zna´my´ch implementacı´ tohoto standardu:
MPICH – Volneˇ sˇirˇitelna´ a prˇenositelna´ implementace.
OpenMPI – Open source implementace.
Intel MPI – Komercˇnı´ implementace od spolecˇnosti Intel.
MPI.NET – Open source implementace na platformeˇ .NET Framework 1.0.
Ve Windows Azure zˇa´dna´ implementace MPI standardu neexistuje. To ovsˇem nezna-
mena´, zˇe mysˇlenky komunikace prˇeda´va´nı´ zpra´v nelze realizovat.
4.2.2 Prˇı´klad realizace modelu prˇeda´va´nı´ zpra´v ve Windows Azure
Princip prˇeda´va´nı´ zpra´v popsany´ v prˇedchozı´ cˇa´sti lze bez veˇtsˇı´ch potı´zˇı´ implementovat i
pomocı´ webovy´ch sluzˇeb. Jako prˇı´klad zde uvedu uka´zkovy´ syste´m Message Passing over
WCF10(obra´zek 21).
Syste´m sesta´va´ ze specia´lnı´ broker sluzˇby a libovolne´ho pocˇtu klientu˚ (tj. u´cˇastnı´ku˚).
Broker ma´ na starosti evidenci informacı´ o kazˇde´m prˇipojene´m u´cˇastnı´ku, udrzˇova´nı´
duplexnı´ho spojenı´ s kazˇdy´m u´cˇastnı´kem, synchronizaci u´cˇastnı´ku˚ a prˇeda´va´nı´ zpra´v
mezi u´cˇastnı´ky.
Kazˇdy´ u´cˇastnı´k po prˇipojenı´ obdrzˇı´ jedinecˇny´ identifika´tor (rank), cozˇ je postupneˇ
inkrementovana´ celocˇı´selna´ hodnota od nuly.
10Tento syste´m je pouze demonstrativnı´ pro u´cˇely te´to pra´ce, rozhodneˇ se nejedna´ o kompletnı´ a vyladeˇny´
produkt. Zdrojove´ ko´dy naleznete na prˇilozˇene´m CD.
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Obra´zek 21: Principt syste´mu Message Passing over WCF
Typicky´ sce´na´rˇ komunikace vypada´ na´sledovneˇ:
1. Broker je inicializova´n na zadane´ adrese a se zadany´m pocˇtem u´cˇastnı´ku˚.
2. Kazˇdy´ u´cˇastnı´k odesˇle na adresu brokeru zˇa´dost o prˇipojenı´. Broker posecˇka´, dokud
nedostane pocˇet zˇa´dostı´ odpovı´dajı´cı´ zadane´mu pocˇtu u´cˇastnı´ku˚. Jakmile se tak
stane, kazˇde´mu u´cˇastnı´ku zasˇle jeho rank a tı´m potvrdı´ u´speˇsˇne´ prˇipojenı´.
3. Uvazˇujme, zˇe u´cˇastnı´k 0 chce zaslat zpra´vu u´cˇastnı´ku 1. U´cˇastnı´k 0 tedy zasˇle
zpra´vu brokeru (struktura zpra´v je uvedena da´le) a ten ji nasmeˇruje do duplexnı´ho
spojenı´ asociovane´ s rankem 1. Na´sledneˇ u´cˇastnı´k 1 obdrzˇı´ zpra´vu od brokeru.
4. Uvazˇujme, zˇe se vsˇichni u´cˇastnı´ci chteˇjı´ v urcˇite´m bodu algoritmu synchronizovat.
Jakmile se jednotlivy´ u´cˇastnı´ci dostanou na mı´sto synchronizace, odesˇlou zpra´vu
brokeru. Ten se u kazˇde´ho u´cˇastnı´ka poznamena´va´, zdali je synchronizova´n. Jakmile
jsou synchronizova´ni vsˇichni, broker synchronizaci vsˇech u´cˇastnı´ku˚m potvrdı´ za-
sla´nı´m notifikujı´cı´ zpra´vy.
Jak plyne i z na´zvu, syste´m je postaven na technologii WCF. Prˇesneˇji rˇecˇeno, ke ko-
munikaci je vyuzˇı´va´n binding netTcpBinding, cozˇ zahrnuje duplexnı´ a trvale´ TCP spojenı´.
Zpra´va se skla´da´ z hlavicˇky obsahujı´cı´ ranky odesı´latele a prˇı´jemce. Navı´c obsahuje
tzv. tag, cozˇ je libovolna´ uzˇivatelsky definovana´ cˇı´selna´ hodnota slouzˇı´cı´ typicky k ro-
zezna´nı´ typu zpra´vy. Teˇlo zpra´vy mu˚zˇe obsahovat jaky´koli objekt serializovatelny´ do
rˇeteˇzce pomocı´ trˇı´dy DataContractSerializer.
Syste´m je mozˇno ve Windows Azure nasadit na´sledovneˇ:
1. Vytvorˇı´ se pracovnı´ role s jedinou instancı´, ktera´ bude hostovat broker.
2. Pro kazˇdy´ typ u´lohy se vytvorˇı´ pracovnı´ role, cozˇ bude u´cˇastnı´k.
3. Prˇed spusˇteˇnı´m konkre´tnı´ho VNV musı´me zna´t celkovy´ pocˇet u´cˇastnı´ku˚. Ten se
nastavı´ v brokeru a nakonfiguruje se prˇı´slusˇny´ pocˇet instancı´ na kazˇde´ pracovnı´ roli
u´loh.
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Obra´zek 22: Distribuce VNV na HPC clusteru
Je jisteˇ patrne´, zˇe koncept prˇeda´va´nı´ zpra´v je prˇirozeneˇjsˇı´ na HPC strojı´ch. Ve Windows
Azure se le´pe uplatnˇujı´ webove´ sluzˇby.
4.2.3 Webove´ sluzˇby
Jednotlive´ instance u´loh hrajı´ roli cˇerny´ch skrˇı´neˇk, do ktery´ch se vlozˇı´ vstupnı´ data,
a pocˇka´ se na vy´stup. Beˇhem zpracova´nı´ pozˇadavku se neprˇedpokla´da´ zˇa´dna´ velka´
interakce s okolnı´m sveˇtem.
Jde tedy a klasicky´ model pozˇadavek/odpoveˇd’, typicky pomocı´ SOAP zpra´v na
HTTP, TCP cˇi MSMQ transportu.
4.3 Distribuce
4.3.1 HPC
U HPC stroju˚ se v praxi setka´va´me se dveˇma topologiemi: cluster a grid.
Jako cluster oznacˇujeme pevneˇ spjatou soustavu pocˇı´tacˇu˚ (neboli uzlu˚), ktera´ se zvencˇı´
tva´rˇı´ jako jeden stroj. Uzly jsou obvykle propojeny velmi rychlou LAN sı´tı´ a fyzicky se
nacha´zejı´ velmi blı´zko. Soustaveˇ pracovnı´ch uzlu˚ cˇasto „velı´“ rˇı´dı´cı´ uzel. Pro cluster je
typicke´, zˇe vsˇechny uzly jsou prˇiblizˇneˇ totozˇne´ (hardware, operacˇnı´ syste´m). Obra´zek 22
ukazuje typickou distribuci VNV po clusteru.
Jako grid se oznacˇuje volneˇ spjata´ soustava pocˇı´tacˇu˚ (zdroju˚) z ru˚zny´ch administra-
tivnı´ch dome´n za u´cˇelem rˇesˇenı´ spolecˇne´ho proble´mu. Jednotlive´ zdroje mohou by´t od
sebe hodneˇ vzda´lene´, takzˇe komunikace probı´ha´ i na u´rovni WAN. Na rozdı´l od clusteru
pracuje i v heterogennı´m prostrˇedı´ (tzn. ru˚zny´ hardware, operacˇnı´ syste´my). Obra´zek 23
zachycuje neˇktere´ aspekty distribuce VNV v gridu11. VNV jsou distribuova´ny bud’ ve
11Ve sve´ podstateˇ grid mu˚zˇe rozdeˇlovat pracovnı´ za´teˇzˇ stejneˇ jako cluster, ale da´le popisovany´ zpu˚sob je
pro grid typicˇteˇjsˇı´.
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Obra´zek 23: Distribuce VNV na HPC gridu
veˇtsˇı´ch „kusech“ nebo rovnou cele´, protozˇe prˇena´sˇenı´ dat mezi zdroji trva´ mnohem de´le
nezˇ v prˇı´padeˇ clusteru. Pro grid je navı´c typicke´, zˇe se mezi jeho zdroje zapojujı´ i me´neˇ
vy´konne´ pocˇı´tacˇe, viz. projekt SETI@home.
4.3.2 Windows Azure
Pokracˇujme v mysˇlence prˇeda´va´nı´ zpra´v pomocı´ webovy´ch sluzˇeb (kapitola 4.2.2).
Z obra´zku 24 je patrna´ podobnost s HPC clusterem. Ve skutecˇnosti je mezi tı´mto
rˇesˇenı´m a clusterem rozdı´l v rychlosti komunikace. Nelze totizˇ ocˇeka´vat, zˇe by byla
prˇenosova´ rychlost a latence sı´teˇ datove´ho centra stejneˇ velka´ jako LAN clusteru, viz.
tabulka 4 demonstrujı´cı´ nameˇrˇene´12 prˇenosove´ rychlosti mezi webovou a pracovnı´ rolı´ v
ra´mci datovy´ch center Windows Azure.
Objem dat Cˇas k prˇenesenı´ (ms) Prˇenosova´ rychlost (MB/s)
500 KB 92 5,4
3 MB 218 13,8
5 MB 330 15,2
10 MB 489 20,5
15 MB 579 25,9
Tabulka 4: Nameˇrˇene´ prˇenosove´ rychlosti mezi rolemi v ra´mci Windows Azure
12Zdrojove´ ko´dy testovacı´ aplikace naleznete na prˇilozˇene´m CD.
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Obra´zek 24: Distribuce VNV ve Windows Azure
Testovacı´ data byla ve formeˇ na´hodny´ch polı´ bytu˚ a prˇena´sˇenı´ bylo realizova´no tech-
nologiı´ WCF (TCP).
4.4 Spra´va a pla´nova´nı´
Stroje rˇesˇı´cı´ VNV majı´ vysoke´ provoznı´ na´klady. Proto se klade velky´ du˚raz na co neje-
fektivneˇjsˇı´ vyuzˇitı´ prostrˇedku˚.
U HPC se cˇasto vyuzˇı´va´ urcˇita´ forma fronty VNV. K nim jsou prˇirˇazeny metadata
obsahujı´cı´ informace o pozˇadovany´ch vy´pocˇetnı´ch prostrˇedcı´ch. Fronta je spravova´na
sluzˇbou obvykle v rˇı´dı´cı´m uzlu, jenzˇ mimo jine´ vybı´ra´ VNV z fronty, rezervuje pozˇa-
dovane´ zdroje a spustı´ vy´pocˇet (obra´zek 22). Dı´ky tomuto prˇı´stupu ma´ administra´tor v
kazˇde´m okamzˇiku prˇesne´ informace o aktua´lnı´m i budoucı´m vy´pocˇetnı´ch vyuzˇitı´ zdroju˚.
Samozrˇejmostı´ je i neˇjaka´ forma inteligentnı´ho pla´nova´nı´.
Ve Windows Azure je situace o pozna´nı´ jednodusˇsˇı´. Neexistuje zde vestaveˇny´ zpu˚sob
pla´nova´nı´ vyuzˇitı´ jednotlivy´ch sluzˇeb. Existuje ovsˇem pomeˇrneˇ bohate´ API rozhranı´ pro
jejich spra´vu. Je tedy cˇisteˇ na administra´torovi, aby spousˇteˇl instance pracovnı´ch rolı´ cˇi
spravoval datova´ u´lozˇisˇteˇ rucˇneˇ, nebo pla´novaneˇ za asistence skriptu˚.
4.5 Spolupra´ce Windows HPC a Windows Azure
Na´sledujı´cı´ text se bude zaby´vat spolupracı´ clusteru rˇı´zeny´m syste´mem Microsoft Win-
dows HPC Server 2008 R2 a pracovnı´mi rolemi Windows Azure.
Rˇesˇenı´ VNV vy´hradneˇ ve Windows Azure nenı´ technicky ani ekonomicky vy´hodne´:
• Neˇktere´ VNV pracujı´ s citlivy´mi daty, ktere´ musı´ mı´t organizace sta´le pod prˇı´snou
kontrolou a proto je nemozˇne´ takovı´ data ukla´dat nebo zpracova´vat ve Windows
Azure.
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Obra´zek 25: Windows Azure rozsˇirˇujı´cı´ Windows HPC cluster
• Mnoho VNV vyuzˇı´vajı´ softwarove´ komponenty trˇetı´ch stran, ktere´ ve veˇtsˇineˇ prˇı´-
padu˚ nejsou prˇipraveny na prostrˇedı´ Windows Azure.
• VNV cˇasto pracujı´ s velky´mi objemy dat. Jejich prˇesun do u´lozˇisˇt’Windows Azure
by mohl by´t problematicky´.
Vhodny´m rˇesˇenı´m je spolupra´ce Windows HPC a Windows Azure. V za´sadeˇ existujı´
dva prˇı´stupy:
• Vyuzˇı´t pracovnı´ role ve Windows Azure jako pomocne´ uzly ve Windows HPC.
• Vesˇkere´ vy´pocˇetnı´ uzly HPC nahradit pracovnı´mi rolemi ve Windows Azure.
Obra´zek 25 ilustruje Windows HPC cluster rozsˇı´rˇeny´ o pracovnı´ role ve Windows
Azure. Vesˇkera´ infrastruktura Windows HPC je na sve´m mı´steˇ. Jediny´m rozdı´lem je, zˇe do
SOA brokeru jsou kromeˇ internı´ch vy´pocˇetnı´ch uzlu˚ zapojeny i pracovnı´ role ve Windows
Azure. Pracovnı´ role ve Windows Azure nejsou vytva´rˇeny dynamicky prˇi prˇida´nı´ nove´
pracovnı´ polozˇky do Windows HPC. Administra´tor je musı´ explicitneˇ alokovat a po
skoncˇenı´ vy´pocˇtu uvolnit13.
Obra´zek 26 ukazuje Windows HPC cluster vyuzˇı´vajı´cı´ vy´hradneˇ pracovnı´ role ve
Windows Azure. V tomto prˇı´padeˇ jsou vesˇkere´ vy´pocˇetnı´ kapacity externalizova´ny do
Windows Azure. HPC zde hraje roli koordina´tora.
13Tuto proceduru lze samozrˇejmeˇ automatizovat pomocı´ skriptu˚.
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Obra´zek 26: Windows HPC cluster vyuzˇı´vajı´cı´ vy´hradneˇ Windows Azure
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5 Za´veˇr
Z historicke´ho pohledu je cloud computing relativneˇ mlada´ disciplı´na, ale poslednı´ le´ta
uka´zala, zˇe jde o spra´vnou cestu. Vy´pocˇetnı´ vy´kon se nezadrzˇitelneˇ zvysˇuje a dı´ky cloud
computingu i efektivita. Cı´lem je, aby kazˇda´ organizace disponovala jenom takovy´m
vy´pocˇetnı´m vy´konem, ktery´ doka´zˇe vyuzˇı´t. Usˇetrˇı´ tı´m nejenom na´klady, ale i zˇivotnı´
prostrˇedı´.
Platforma Windows Azure ma´ za sebou pouze neˇkolik let a to je bohuzˇel zna´t. Archi-
tektura i technologie jsou sice na sˇpicˇkove´ u´rovni, ale prˇi vy´voji aplikacı´ jsem narazil na
neˇkolik „nedodeˇlku˚“. Patrˇı´ mezi neˇ zejme´na nemozˇnost nastavenı´ limitu spotrˇebova´va-
ny´ch vy´pocˇetnı´ch prostrˇedku˚, neˇkolik meˇsı´cu˚ nerˇesˇena´ chyba prˇi hostova´nı´ HTTP WCF
sluzˇby v pracovnı´ roli a velmi omezene´ mozˇnosti sluzˇby Table Service. Na obhajobu je
trˇeba podotknout, zˇe Windows Azure je v prˇekotne´m vy´voji, takzˇe uvedene´ vy´hrady jizˇ
nemusı´ by´t za pa´r meˇsı´cu˚ skutecˇnostı´.
Osobneˇ jsem meˇl prˇed touto pracı´ jen male´ zkusˇenosti s Windows Azure. Prˇi vytva´rˇı´
te´to pra´ce jsem si ujasnil vy´znam cloud computingu v sˇirsˇı´m kontextu, prohloubil znalosti
Windows Azure a sezna´mil jsem se i s ostatnı´mi platformami cloud computingu.
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