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Abstract
We extend the rendering technique for continuous scatterplots to allow for a broad class of interpolation methods
within the spatial grid instead of only linear interpolation. To do this, we propose an approach that projects the
image of a cell from the spatial domain to the scatterplot domain. We approximate this image using either the
convex hull or an axis-aligned rectangle that forms a tight ﬁt of the projected points. In both cases, the approach
relies on subdivision in the spatial domain to control the approximation error introduced in the scatterplot domain.
Acceleration of this algorithm in homogeneous regions of the spatial domain is achieved using an octree hierarchy.
The algorithm is scalable and adaptive since it allows us to balance computation time and scatterplot quality. We
evaluate and discuss the results with respect to accuracy and computational speed. Our methods are applied to
examples of 2-D transfer function design.
Categories and Subject Descriptors (according to ACM CCS):
Computer Graphics [I.3.3]: Picture/Image Generation - Display algorithms—
1. Introduction
Data sets for scientiﬁc visualization are commonly deﬁned
continuously, e.g. by applying interpolation or reconstruc-
tion techniques to the data sampled on a grid. A helpful
means for analyzing such scientiﬁc data is the well-known
scatterplot. However, scatterplots only make use of the dis-
crete data samples — they ignore the spatial relationship
of neighboring data points and also the interpolated data
between samples. This drawback was overcome by our re-
cently published concept of continuous scatterplots [BW08].
Continuous scatterplots make use of continuously deﬁned
data by drawing the scatterplot in a dense way — instead
of rendering discrete glyphs, the density of the data samples
is drawn in the scatterplot domain.
However, the practical implementation of 2-D continuous
scatterplots is subject to a few limitations. The ﬁrst limita-
tion is related to the interpolation method used for comput-
ing the density in the scatterplot domain. The original im-
plementation of continuous scatterplots follows the idea of
projected tetrahedra [ST90]. Within a tetrahedron, barycen-
tric interpolation is applied; this linear interpolation leads to
a simpliﬁed computation of scatterplot density. For regular
grids, the hexahedral cells are decomposed into ﬁve tetra-
hedra to compute a continuous scatterplot. The drawback of
this approach, however, is that native trilinear interpolation
of regular grids is not supported. The second limitation of
the original continuous scatterplot approach is related to the
time needed for computing the overall density. Splitting a
regular grid into tetrahedra introduces additional overhead;
ﬁndingthedensityforaverage-sizeddatasets(e.g.inthesize
range of 1283) is very time-consuming and may require up
to several minutes. Since the original scatterplot algorithm is
based on projected tetrahedra, its run-time behavior is simi-
laranddoesnotscalewellforlargedatasetsgivenonregular
grids.
Thegoalofthispaperistoovercometheabovedrawbacks
of the tetrahedra-based scatterplot computation. Our new ap-
proach makes use of ideas of adaptive grid subdivision and
hierarchical octree structures to efﬁciently approximate the
scatterplot image. In this way, continuous scatterplots can be
computed for arbitrary interpolation or reconstruction func-
tions applied to the data set on the spatial grid. Compared
to the original algorithm for computing a continuous scatter-
plot, the new approach is simpler and easier to implement.
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Our method natively supports regular grids, i.e. triangulation
is no longer necessary. This is one of the reasons why the
time needed to compute the density for a continuous scat-
terplot is greatly reduced. Furthermore, the new approach is
adaptive, and the approximation error introduced when esti-
mating the density contribution can be controlled by a single
parameter. This parameter enables the user to balance com-
putation time and scatterplot quality. The direct support for
regular grids, which are most popular in scientiﬁc visualiza-
tion, and the high rendering speed allows one to seamlessly
integrate continuous scatterplots into typical interactive vi-
sualization systems.
2. Related Work
Using a scatterplot or histogram to visualize statistical data
is a popular and widely accepted approach. An extensive
overview of scatterplots, histograms, frequency diagrams,
and similar plotting techniques can be found in the books
[CCT83,Utt04]. The conventional way of drawing a scatter-
plot is to use discrete glyphs that indicate the location of data
samplesinscatterplotspace.Here,continuouslydeﬁneddata
is treated the same way as discrete data — the additional in-
formation implicitly contained in the continuous reconstruc-
tion is not used for the visualization. This limitation was re-
moved in our previous work [BW08], where we showed that
scatterplots can be drawn continuously by ﬁnding the den-
sity of the data samples in scatterplot space. The basis of
that work is a mathematical model that can be used for any
dimensionality of the input data and the corresponding gen-
eralized scatterplot. A related mathematical approach was
independently used by Scheidegger et al. [SSD∗08] to com-
pute isosurface statistics, i.e. density histograms that repre-
sent the isosurface distribution in 3-D scalar ﬁelds.
As mentioned before, this paper uses the mathematical
model of continuous scatterplots [BW08]. Our extension
concerns the efﬁcient computation of the special, yet most
relevant case of 2-D scatterplots from data sets given on
3-D regular grids. In contrast to the original implementation,
we directly support regular grids, trilinear interpolation, and
fast, adaptive rendering. Our approach utilizes the idea of
subdivision or reﬁnement in order to approximate scatterplot
rendering in a controlled way. The general idea of subdivi-
sion is common in visualization and computer graphics (see,
e.g., its popularity in subdivision surfaces [WW01]), but the
speciﬁc application to scatterplot rendering requires modiﬁ-
cations of the subdivision criteria and rules. Our algorithm
additionally uses an octree to accelerate the processing of
the input data. We apply a concept related to the branch-on-
need-octree by Wilhelms and van Gelder [WG92]. Similar
to the branch-on-need-octree and the loosely related span-
space methods [CMPS96,SHLJ96], extremal values of a cell
(minima and maxima) are used to quickly identify the prop-
erties of the cell with respect to scatterplot rendering. The
spatial hierarchy of the octree is exploited by propagating
the min-max values up the octree during its construction and
using the min-max values of inner octree nodes during ren-
dering.
3. Mathematical Approximation Model
This section ﬁrst summarizes the mathematical description
of continuous scatterplots [BW08] and then adds the new
approximation model for a fast computation of scatterplots.
We use the same notation as in the original article [BW08]
to support the readability of this paper.
Continuous scatterplots need two different domains:
the n-dimensional domain of the input ﬁeld and the m-
dimensional domain of the scatterplot. The ﬁrst one is de-
noted spatial domain and, in our case, can be assumed to
be three-dimensional (i.e. n = 3). The second kind of do-
main is called data domain, representing the multi-attribute
data values of the input data set. In the case of this paper,
m = 2, which yields a 2-D scatterplot. The relationship be-
tween spatial domain and data domain is described by the
map τ : Rn → Rm. The map τ represents the data-set values.
A continuous scatterplot needs to render a density func-
tion σ deﬁned on the data domain:
σ : R
m −→ R, ξ 7−→ σ(ξ) . (1)
As shown in Section 3.4 of [BW08], the overall density at
location ξ0 = (ξ1,ξ2) in the data domain is computed ac-
cording to
σ(ξ0) =
Z
τ−1((ξ1,ξ2))
s(x)
|Vol(Dτ)(x)|
dx , (2)
where s(x) represents the (given) density in the data domain.
Typically, s(x) is chosen constant. The 2-D area |Vol(Dτ)| in
(2) is spanned by the gradients ∂ξ1/∂x and ∂ξ2/∂x, and can
be expressed as the cross product of the two gradients:
|Vol(Dτ)| =
   
   
∂ξ1
∂x
×
∂ξ2
∂x
   
    . (3)
The problem is that (2) and (3) require a complicated inte-
gration of a potentially varying integrand s(x)/|Vol(Dτ)(x)|.
Moreover, the integration domain τ−1((ξ1,ξ2)) is the in-
tersection of two isosurfaces within the 3-D spatial domain
(corresponding to isovalues ξ1 and ξ2). Both issues can be
directly resolved for the special case of barycentric interpo-
lation in tetrahedral cells, as exploited in [BW08]. However,
for general interpolation or reconstruction functions τ, the
computation of (2) and (3) is non-trivial and might not even
have an analytic solution.
Therefore, we apply the following approximation strat-
egy. This approximation starts with the observation that
generic continuous scatterplots can be derived from an ab-
stract version of mass conservation (see Section 3.1 of
[BW08]):
M =
Z
V
s(x)d
nx =
Z
Φ=τ(V)
σ(ξ)d
mξ . (4)
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Figure 1: Illustration of the approximation of Φ. Projecting
a hexahedron from the spatial domain to the data domain
results in eight points located in the data domain. The stip-
pled lines indicate the shape that is constructed to represent
Φ: an axis-aligned rectangle or the convex hull of the eight
points.
Here, M describes the “mass” of virtual material in either
the spatial domain (left integral) or the data domain (right
integral). The term V describes any volume in the spatial
domain, and Φ = τ(V) is the corresponding volume in the
data domain. For the special case of 2-D scatterplots of 3-D
data sets, n = 3 and m = 2.
Equation (4) is used to approximate the density σ by as-
suming constant distributions of densities s and σ inside
those volumes:
M ≈ sV ≈ σΦ . (5)
Then, we obtain
σ ≈
sV
Φ
. (6)
Typically, s is constant for the whole data set and, thus, can
be assumed to be 1. Then, (4) is reduced to
σ ≈
V
Φ
. (7)
With this equation, we can directly compute the density in
the data domain. The problem is reduced to determining the
volumes V and Φ. The approach is to consider a volume
V in the spatial domain (i.e. some kind of discretization of
3-space) and apply the transformation τ to the volume V,
which yields the volume Φ in the data domain. An illustra-
tion of this projection step is shown in Fig. 1. Please note
that we use a simpliﬁed notation in which V and Φ denote
the actual geometry of a region or its corresponding volume
or area, depending on the context.
This approach lends itself to a control of the approxima-
tion error. Depending on the extent of Φ in the data domain,
we have a direct measure for the maximum error in the data
domain (with respect to the error of the projected footprint).
If the extent of Φ exceeds a given error threshold, then V
needs to be reduced to keep the approximation error within
the speciﬁed error bounds. Once the approximation-error re-
quirement is met, we can approximate the density contribu-
tion of the data values from V by calculating the ratio V/Φ.
The only remaining issue is to compute the size of V and
Φ. A solution to this problem is presented in the following
section.
4. Algorithm
We propose two variants of an algorithm that approximates
the density in the data domain. Both variants are based on
the idea expressed in the previous section: subdivision in the
spatial domain controls the approximation error of the den-
sity in the data domain. This is done in two steps:
1. the volumeV is projected to the data domain,
2. the size of the corresponding volume Φ is estimated.
These two steps are repeated until the extents of Φ are below
a user-speciﬁed threshold. In contrast to the original contin-
uous scatterplot approach, both algorithmic variants do not
tetrahedralize the spatial domain. Instead, the regular grid of
the data set is used to form hexahedra, each of them stor-
ing eight multi-variate data samples at the corners. As in the
original continuous scatterplot approach, the overall density
σ in the data domain can be found by linear superposition of
all cell contributions. Therefore, our algorithm can construct
σ by considering one cell after another.
The two versions of the algorithm differ in the way how
the size of the volume Φ in the data domain is computed.
The ﬁrst version uses a convex-hull approach to calculate
the volume of Φ accurately, whereas the second version ap-
proximates Φ by an axis-aligned rectangle that encompasses
the exact shape of Φ.
4.1. Subdivision
Following the idea described in Section 3, the ﬁrst step is
to project a small volume V to the data domain. The spatial
volume V is constructed by creating hexahedra within the
regular grid, attaching eight multi-variate input data samples
to the corners of each hexahedron. Projecting the eight data
samples to the data domain results in eight point locations
that determine the shape of Φ. Now, the size of Φ is cal-
culated by ﬁnding the convex hull of the eight points. The
extents of this convex hull can be computed easily.
The subdivision process is triggered when the extent of
the convex hull exceeds a user-given limit in the data do-
main. Possible criteria to measure the extent of Φ include
the area of Φ or the maximum extent of Φ in the ξ1 and
ξ2 dimensions. In our implementation, we use the latter op-
tion in order to guarantee that the maximum length of Φ is
bounded. When the subdivision criterion triggers a subdi-
vision step, the current hexahedron is split into eight new
hexahedra in a regular fashion. Regular subdivision allows
us to determine the size of the subdivided volumesV easily:
V covers a relative volume of 2−n2−n2−n if n is the subdivi-
sion level. For each of the new hexahedra, we recompute the
attached data values using trilinear interpolation. Please note
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// main loop:
for each Cell in data set
{
Process (Cell);
}
// ---------------------------------------
function Process (IN: CurrentCell)
{
project CurrentCell to data domain;
if (Size (ProjectedCell) > threshold)
{
// split into eight new cells
// generic interpolation possible!
Split CurrentCell;
for each NewCell do // recursion
Process (NewCell);
}
else // size of Phi small enough
{
// draw either convex hull
// or axis-aligned rectangle
create triangles for CurrentCell;
}
}
Figure2: Pseudocodeforthesubdivisionapproach.Forthe
subdivision step, we use trilinear interpolation. The area Φ
can be represented by the convex hull of the projected points
or by an axis-aligned rectangle.
that generic interpolation or reconstruction methods can be
applied to ﬁnd those data values, replacing the trilinear re-
construction ﬁlter. The process of projecting the data values
of the new hexahedra to the data domain is repeated recur-
sively until the threshold is no longer exceeded. In this case,
the resulting convex hull is rendered as a ﬁlled polygon with
constant density V/Φ, using additive blending. This algo-
rithm is outlined in Fig. 2 as pseudo code.
An even faster approach to approximate the size of Φ uses
an axis-aligned rectangle in the data domain that forms a
tight ﬁt around the eight projected points. Since only the
lower-leftmost and upper-rightmost points have to be found,
the computational effort is reduced when compared to ﬁnd-
ing the convex hull and computing its extents. In addition,
the rendering is based on simple rectangles instead of more
complex ﬁlled polygons. Otherwise, this algorithmic variant
is identical to the ﬁrst one.
4.2. Octree Hierarchy
Until now, all cells of the original data set are taken into
account equally, regardless of their contribution to the ﬁnal
density in the data domain. However, many data sets contain
large homogeneous regions. To reduce the amount of cells
// precomputation step:
BuildOctree;
// Invoke rendering:
TraverseOctree (OctreeRoot);
// ---------------------------------------
function TraverseOctree (IN: OctreeNode)
{
if (OctreeNode.SizeOfPhi > threshold)
{
if (OctreeNode has children)
{
for all children // recursion
TraverseOctree (child)
}
else // reached a leaf
{
// perform subdivison
Process (OctreeNode.Cell)
}
else // size of Phi small enough
{
create triangles for OctreeNode.Cell;
}
}
Figure 3: Pseudo code that traverses the octree. Once a leaf
is reached, the same subdivision is used as in Fig. 2.
that have to be considered, we apply an additional octree
hierarchy that quickly processes those homogeneous regions
in the input data set. Since the computational overhead of the
octreeshouldbeassmallaspossible,subdivisionisdoneina
regular fashion only (i.e. cells of the same level in the octree
all have the same size).
For each node of the octree, the smallest and largest data
values of each data dimension are stored. With these values,
the extents of the previously mentioned axis-aligned rectan-
gle are known. While traversing the octree, we simply have
to compare these extents with the user-given threshold. If
the extents exceed the threshold, we descend further down
along the octree. Once the octree is traversed to the lowest
level, each leaf contains a single hexahedron of the original
data set. If the size of Φ of that hexahedron still exceeds the
threshold, the hexahedron is subdivided as described in Sec-
tion 4.1. For this approach, we render ﬁlled rectangles with
constant density as a representation of Φ. A summary of this
algorithm is presented as pseudo code in Fig. 3.
4.3. Generalization
The basic idea of our approach can be extended to other
kinds of grids than regular grids. Alternative grids may lead
to modiﬁcations of the computation ofV or Φ, while the ba-
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Figure 4: As a reference, the conventional scatterplot of the “Tooth” data set is shown (left image). The continuous version
(right image) is created with the original continuous scatterplot algorithm [BW08].
sic idea of subdivision remains. For example, generic struc-
turedgrids,suchascurvilineargrids,havethesametopology
as regular grids. Therefore, the structure and shape of Φ are
not affected by this kind of generalization. Only the compu-
tation ofV needs to incorporate a more complicated volume
formula for deformed hexahedral cells. For other kinds of
primitive cells — such as tetrahedra or prisms — the shape
of Φ might differ from the hexahedral case. However, the
concept of axis-aligned bounding volumes or convex bound-
ing cells in the data domain is not affected. In other words,
the main issue with more complex grid structures is not the
subdivision process, but to construct an adequate replace-
ment of the octree hierarchy that is put on top of the original
data set.
Another kind of generalization replaces the trilinear in-
terpolant. The only required change is that, during subdivi-
sion, the more general reconstruction function is invoked to
compute the new data values at newly inserted grid points.
If the generic reconstruction function is convex, then the
convex-hull approach still computes an accurate volume Φ.
We denote a function as convex when the function values
stay within the min-max interval of the input values (i.e. the
data values at grid points). This is the case for trilinear in-
terpolation and for the example of on-the-ﬂy gradients used
for 2-D transfer functions (see example in Section 6). Even
if the generic reconstruction function is not convex, our ap-
proach may still provide a good approximation as long as
the function values do not reach too far outside the min-max
interval of the input values.
5. Implementation
Our implementation to compute the density in the data do-
main is entirely written in C++ and executed on the CPU. In
order to keep the implementation simple, the code is running
single-threaded.
The approach that uses the convex hull to compute the
size of Φ employs the algorithm described in [Jar73]. The
octree needed for acceleration of our proposed algorithm is
built in a preprocessing step and kept in main memory for all
following traversal steps.
All generated triangles are rendered with OpenGL using
triangle strips. The ﬁnal result is stored in a ﬂoating point
texture — by doing this, we only have to recompute the con-
tinuous scatterplot if the user changes the viewing param-
eters. For other user inputs, e.g. brushing areas of interest,
we can simply draw the texture that stores the continuous
scatterplot.
Our implementation is available as open source soft-
ware on our website (www.vis.uni-stuttgart.de/
scatterplot).
6. Results
There are two aspects that are of main interest: scatterplot
quality and computational speed. The quality of a scatter-
plot created by our proposed approximation algorithms di-
rectly depends on the user-speciﬁed threshold. Raising the
threshold increases the approximation error, but decreases
the time necessary to compute a continuous scatterplot and
vice versa. Please note that this threshold is intuitively spec-
iﬁed in terms of pixels in the scatterplot — it deﬁnes the
maximum extents of a projected cell in the data domain.
Thescatterplotsforthefollowinganalysiswerecreatedon
a personal computer equipped with an Intel CPU (2.4GHz).
The CPU has access to 4 GB of RAM. The computer’s GPU
is an NVIDIA GeForce 8800 GTX with 768 MB of texture
memory.
First, we analyze a data set of a human tooth that was
created with a CT scan. The spatial extent of this data set
is 128×128×160. A second data dimension is generated
during run-time based on the concept of multi-dimensional
transfer functions [KKH01]. Following this idea, the addi-
tional dimension contains the magnitude of the gradient of
the scalar ﬁeld. The resulting scatterplot allows the user to
identifymaterialboundariesasarc-likestructures,whichcan
be used to specify transfer functions. Computing those gra-
dients on-the-ﬂy is an example of a generic non-linear re-
construction function that can be used with our approach.
As a reference, we show a conventional scatterplot and
a continuous scatterplot of this data set in Fig. 4. The con-
tinuous version of the scatterplot was generated with the al-
gorithm described in our original continuous scatterplot pa-
per [BW08].
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First, we show a series of continuous scatterplots created
with the subdivision approach using a convex hull to repre-
sent Φ in the data domain. To examine the effect of the user-
speciﬁed threshold, we decrease the maximum approxima-
tion error step by step. All scatterplot images have a resolu-
tion of 1024×768.
Figure 6 (upper row) shows this series of scatterplots. De-
spite the signiﬁcant differences in the threshold, the con-
tinuous scatterplots differ only marginally. As it turns out,
density values within a cell do not vary strongly, therefore
our approximation that uses constant density does not devi-
ate too far from the true values. Differences to the original
continuous scatterplot can be explained with our improved
interpolation method.
The same subdivision approach can be used in combina-
tionwithaxis-alignedrectanglestoapproximateΦ.InFig.6,
this series in shown in the lower row. In contrast to the pre-
vious example, the effect of the threshold is clearly visible.
Using a highthreshold and therefore allowinga high approx-
imation error results in a coarse scatterplot. When compared
with the subdivision approach that uses the convex hull, this
approach yields scatterplots of lower quality since the ap-
proximation of Φ tends to deviate much more from the cor-
rect solution. On the other hand, scatterplots computed with
this approach are created faster, due to simpler computa-
tions.
We analyze an additional data set which was created with
a CT scan of an engine block. The spatial extent of this data
set is 256×256×110. As for the ﬁrst data set, the second
data dimension is generated by computing the magnitude of
the gradient of the data samples.
With this “Engine” data set, a third series of continuous
scatterplots was created. Here, an octree is used in combi-
nation with axis-aligned rectangles to approximate the den-
sity contribution of a cell in the data domain. The resulting
pictures are shown in Fig. 7. Due to the octree hierarchy, a
speed-up of up to two orders of magnitude is achieved com-
pared to the original continuous scatterplot approach. The
octree is created in a precomputation step which needs less
than one second to prepare for the “Engine” data set. Since
memory consumption of the octree is very low, the overhead
introduced by the tree structure can be neglected. Depend-
ing on the given error threshold, this approach allows one
to draw very coarse representations of the scatterplot, since
an arbitrary number of cells can be combined in higher lev-
els of the hierarchy. Therefore, this approach is completely
independent from the input resolution of the data set. The
computational speed directly depends on the error thresh-
old, however, faster computation leads to lower scatterplot
quality.
In order to quantify the effects of the threshold with re-
gard to scatterplot quality, we show error plots in Fig. 5. We
use the L2 norm to measure the error between scatterplots.
In order to get an L2 norm that can be interpreted easily, we
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Figure 5: The upper plot shows the L2 norm for the “Tooth”
data set, the lower plot for the “Engine” data set. For both
data sets, the hierarchical octree approach (“Hierarchical”)
and the subdivion approach that uses the convex hull (“Sub-
division”) are analyzed. Please note that the scale of x-axis
is not uniform. Also, the vertical axis use different scalings
for the two different approaches.
norm the density values of the scatterplots. By doing this,
the scale of the scatterplot changes in such a way, that a den-
sity value of one corresponds to the arithmetic mean of all
density values. Since an analytic solution of a continuous
scatterplot is not available, we analyze the convergence be-
havior by comparison to a numeric solution with a low error
threshold of only 10 pixels. Both error plots for the subdi-
vision approach show a similar behavior: ﬁrst, the L2 norm
stays on a constant plateau before it drops with decreasing
error threshold. High error thresholds do not trigger the sub-
division process, therefore the same values are returned by
the L2 norm. For lower error thresholds, the subdivision ap-
proach converges in an expected way. Please note that the
error values are at a very low level at all times (below 0.2
percent (“Tooth”) and 0.1 percent (“Engine”) respectively),
sincetheconvexhullprovidesagoodapproximation.Theer-
ror plots for the hierarchical octree approach do not have an
upper bound as the error plots for the subdivision approach.
This is explained with the fact that the octree hierarchy al-
lows very coarse representations for the size of Φ. However,
we can observe the same behavior as for the subdivision ap-
proach for lower thresholds: the error converges similarly to
zero for low error thresholds. However, the absolute scale of
the L2 values is higher due to the coarser approximation by
axis-aligned rectangles.
Continuous scatterplots are designed to be included in ex-
isting or future interactive visualization systems. Therefore,
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Tooth 200 100 50
Discrete 0.04 - - -
Cont. 39.8 - - -
Convex Hull - 17.17 17.68 23.88
Octree - 0.25 2.92 23.19
Engine 200 100 50
Discrete 0.14 - - -
Cont. 106 - - -
Convex Hull - 46.1 48 54.5
Octree - 7.1 22.3 166
Table 1: Measurements of the time in seconds needed to
compute a scatterplot depending on the chosen approach
and error threshold. “Discrete” stands for conventional
scatterplots, “Cont.” for the original continuous scatterplot
approach. For those approaches, there is no threshold that
can be set, therefore, only one result is recorded. “Con-
vex Hull” is our subdivision approach using the convex hull
to represent Φ. “Octree” is our hierarchical approach that
uses axis-aligned rectangles in combination with an octree
for speed-up. Different thresholds were used for the perfor-
mance measurements; these thresholds are listed in the top
row.
their run-time behavior with regard to computation time is
of interest as well. Table 1 lists time measurements of dif-
ferent methods that compute a continuous scatterplot of the
“Tooth” data set.
There are some interesting conclusions that we can draw
from these measurements. First of all, the original contin-
uous scatterplot approach is not very user-friendly, since it
needs a very long time to compute. This is overcome by us-
ing the approaches presented in the previous sections. How-
ever, the user has to take care that the approximation-error
threshold is appropriate. If this is not the case, our presented
methods may even need more time to compute a continuous
scatterplot than in the original approach. On the other hand,
if a good trade-off between accuracy and speed is found,
our algorithms compute a continuous scatterplot much faster
while the scatterplot is still approximated fairly well.
7. Conclusion and Future Work
We have presented methods that generalize continuous scat-
terplots and substantially increase their performance. Gen-
eralization is achieved by supporting generic interpolation
or reconstruction methods as opposed to linear interpolation
only.Coupledtothataspectisthesupportofhexahedralcells
— a triangulation as in the original continuous scatterplot
approach is no longer necessary.
Continuous scatterplots can only be integrated in visual-
ization systems if the response times are within acceptable
bounds.Theoriginalapproachtocomputeacontinuousscat-
terplotis oftenbeyondthattime limit.Wehave proposedtwo
algorithms that greatly reduce the time necessary to compute
a continuous scatterplot. This is achieved by approximating
the density contribution of a small volume in the spatial do-
main. The degree of approximation controls both the quality
of the scatterplot as well as the time needed to compute it.
The trade-off between speed and quality is adjustable using
a single parameter that is speciﬁed by the user. In this way,
interactive speed is achieved for previews of the continuous
scatterplot. Once the user has speciﬁed all view parameters,
more time can be spent for a high-quality version of the con-
tinuous scatterplot.
In future work, our approaches could be extended to
higher-dimensional spatial domains, such as time-dependent
3-D data sets. In addition, computational performance could
be further improved by porting our approaches to the GPU
in order to exploit its superior computation power.
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Figure 6: These continuous scatterplots were created with the subdivision approach for the “Tooth” data set. The pictures
in the upper row show results of the subdivision approach using a convex hull to represent Φ in the data domain. On the left
side, Φ is allowed to span up to 200 pixels in each dimension. The picture in the middle is created with a threshold of 100
pixels, whereas the right-most picture uses a threshold of 50 pixels. The lower row shows the same data set, but this time the
subdivision approach uses axis-aligned rectangles to represent Φ. The same thresholds as for the upper row are applied.
Figure 7: These continuous scatterplots were created with the octree approach for the “Engine” data set. The effect of different
thresholds is shown. The left picture shows a coarse approximation with a threshold that allows Φ to extend up to 200 pixels
in each dimension. The picture in the middle uses a decreased threshold of 100 pixels. The right-most picture shows a good
approximation since the threshold is lowered to 50 pixels.
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