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We consider the calculation of Euler–Lagrange systems of ordinary difference equations, including the
difference Noether’s Theorem, in the light of the recently-developed calculus of difference invariants and
discrete moving frames. We introduce the difference moving frame, a natural discrete moving frame that
is adapted to difference equations by prolongation conditions.
For any Lagrangian that is invariant under a Lie group action on the space of dependent variables, we
show that the Euler–Lagrange equations can be calculated directly in terms of the invariants of the group
action. Furthermore, Noether’s conservation laws can be written in terms of a difference moving frame
and the invariants. We show that this form of the laws can significantly ease the problem of solving
the Euler–Lagrange equations, and we also show how to use a difference frame to integrate Lie group
invariant difference equations. In this Part I, we illustrate the theory by applications to Lagrangians
invariant under various solvable Lie groups. The theory is also generalized to deal with variational
symmetries that do not leave the Lagrangian invariant.
Apart from the study of systems that are inherently discrete, one significant application is to obtain geo-
metric (variational) integrators that have finite difference approximations of the continuous conservation
laws embedded a priori. This is achieved by taking an invariant finite difference Lagrangian in which the
discrete invariants have the correct continuum limit to their smooth counterparts. We show the calcula-
tions for a discretization of the Lagrangian for Euler’s elastica, and compare our discrete solution to that
of its smooth continuum limit.
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1. Introduction
Conservation laws are among the most fundamental attributes of a given system of partial differential
equations. They constrain all solutions and have a topological interpretation as cohomology classes in
the restriction of the variational bicomplex to solutions of the given system (Vinogradov 1984). Their
importance has led to a major theme in geometric integration that seeks to construct finite difference ap-
proximations that preserve conservation laws in some sense. Approaches include methods that preserve
symplectic or multisymplectic structures, energy, and other conservation laws. Variational integrators
exploit the structure inherent in variational problems, where conservation laws are associated with sym-
metries.
Much of physics is governed by variational principles, with symmetries leading to conservation laws
and Bianchi identities. Noether’s first (and best-known) theorem relates an R-dimensional Lie group of
symmetries of a given variational problem to R linearly independent conservation laws of the system
of Euler–Lagrange differential equations (Noether 1918). A second theorem in her seminal paper deals
with variational problems that have gauge symmetries, and there is now a bridging theorem that includes
all intermediate cases (Hydon & Mansfield 2011). For a translation into English of Noether’s paper and
an historical survey of the context and impact of Noether’s theorems and subsequent generalizations, see
Kosmann-Schwarzbach (2011). Each of these theorems has now been adapted to difference equations
(Dorodnitsyn 2001, Hydon & Mansfield 2011, Hydon 2014).
Noether’s (first) Theorem may be used to derive conservation laws from a finite-dimensional Lie
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group of variational point symmetries that act on the space of independent and dependent variables. One
can work in terms of the given variables, but for complex problems it is usually more efficient to factor
out the Lie group action from the outset and work entirely in terms of invariants and the equivariant
frame. Having solved a simplified problem for the invariants, one can then construct the solution to
the original problem. This divide-and-conquer approach has recently been achieved, for differential
equations, by using moving frame theory. These results were presented in Gonc¸alves & Mansfield
(2012) for all three inequivalent SL(2) actions in the complex plane and in Gonc¸alves & Mansfield
(2013) for the standard SE(3) action. Finally, in Gonc¸alves & Mansfield (2016) the calculations were
extended to cases where the independent variables are not invariant under the group action, which is the
case for many physically important models.
The theory and applications of Lie group based moving frames are now well established, and provide
an invariant calculus to study differential systems that are either invariant or equivariant under the action
of a Lie group. Associated with the name of E´lie Cartan (1952), who used repe`res mobile to solve
equivalence problems in differential geometry, the ideas go back to earlier works, for example by Cotton
(1905) and Darboux (1887).
From the point of view of symbolic computation, a breakthrough in the understanding of Car-
tan’s methods for differential systems came in a series of papers by Fels & Olver (1999, 2001), Olver
(2001a,b), Hubert (2005, 2007, 2009) and Hubert & Kogan (2007a,b), which provide a coherent, rigor-
ous and constructive moving frame method. The resulting differential invariant calculus is the subject
of the textbook by Mansfield (2010). Applications include integration of Lie group invariant differ-
ential equations (Mansfield 2010), the calculus of variations and Noether’s Theorem (see for example
Gonc¸alves & Mansfield 2012, 2013, Kogan & Olver 2003), and integrable systems (for example Mans-
field & van der Kamp 2006, Beffa 2006, 2008, 2010).
Moving frame theory assumes that the Lie group acts on a continuous space. For spaces in which
some variables are discrete, the theory must be modified. The first results for the computation of discrete
invariants using group-based moving frames were given by Olver (who called them joint invariants)
in Olver (2001b); modern applications to date include computer vision (Olver 2001c) and numerical
schemes for systems with a Lie symmetry (Kim & Olver 2004, Kim 2007, 2008, Mansfield & Hydon
2008, Rebelo & Valiquette 2013). While moving frames for discrete applications as formulated by Olver
do give generating sets of discrete invariants, the recursion formulae for differential invariants (which
were so successful for the application of moving frames to calculus-based results) do not generalize well
to joint invariants. In particular, joint invariants do not seem to have computationally useful recursion
formulae under the shift operator (which is defined below). To overcome this problem, Beffa, Mansfield
& Wang (2013) introduced the notion of a discrete moving frame, which is essentially a sequence of
frames. In that paper discrete recursion formulae were proven for small computable generating sets
of invariants, called the discrete Maurer–Cartan invariants, and their syzygies (that is, their recursion
relations) were investigated.
Difference equations arise as models in their own right, not just as approximations to differential
equations. Some have conservation laws; for instance, discrete integrable systems have infinite hierar-
chies of conservation laws (Mikhailov et al. 2011). However, the geometry underlying finite difference
conservation laws is much less well-understood than its counterpart for differential equations. Discrete
moving frames are widely applicable to discrete spaces, but they do not incorporate the prolongation
structure that is inherent in difference equations. This paper describes the necessary modification to
incorporate this structure, difference moving frame theory, and applies it to ordinary difference equa-
tions with variational symmetries. This makes it possible to factor out the symmetries and write the
Euler–Lagrange equations entirely in terms of invariant variables and the conservation laws in terms of
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the invariants and the frame.
We consider systems of ordinary difference equations (O∆Es) whose independent variable is n ∈ Z,
with dependent variables u = (u1, . . . ,uq) ∈ Rq. A system of O∆Es is a given system of relations
between the quantities uα(n+ j) for a finite set of integers j. The system holds for all n in a given
connected domain (interval), which may or may not be finite, so it is helpful to suppress n and use the
shorthand uαj for u
α(n+ j) and u j for u(n+ j).
The (forward) shift operator S acts on functions of n as follows:
S : n 7→ n+1, S : f (n) 7→ f (n+1),
for all functions f whose domain includes n and n+1. In particular,
S : uαj 7→ uαj+1
on any domain where both of these quantities are defined. The forward difference operator is S− id,
where id is the identity operator:
id : n 7→ n, id : f (n) 7→ f (n), id : uαj 7→ uαj .
A variational system of O∆Es is obtained by extremizing a given functional,L [u] =∑
n
L(n,u0, . . . ,uJ),
where the sum is taken over all n in a given interval, which need not necessarily be bounded; the La-
grangian L depends on only a finite number of arguments. The extrema are given by the condition
d
dε
∣∣∣
ε=0∑n
L(n,u0+ εw0, . . . ,uJ + εwJ) = 0
for all functions w : Z→ Rq. It is well known that the extrema satisfy the following system of Euler–
Lagrange (difference) equations (Hydon & Mansfield 2004, Kupershmidt 1985):
Euα (L) :=
J
∑
j=0
S− j
(
∂L
∂uαj
)
= 0, where S− j = (S−1) j. (1.1)
Each Euα (L) depends only on n and u−J , . . . ,uJ , so the Euler–Lagrange equations are of order at most
2J. In the following, we develop an invariantized version of these equations, together with invariant
conservation laws that stem from Noether’s Theorem.
In Section 2, the natural geometric setting for difference equations is discussed. Just as a given dif-
ferential equation can be regarded as a subspace of an appropriate jet space, a given difference equation
is a subspace of an appropriate difference prolongation space.
Section 3 is a brief review of the difference calculus of variations. The methods that we will develop
emulate these calculations as far as possible, but using the invariant difference calculus. In Section 4, we
give a short overview of continuous and discrete moving frames, and introduce the difference moving
frame, which gives the geometric framework for our results. A running example is used from here on to
illustrate how the theory is applied.
In Section 5, we show how a difference moving frame can be used to calculate the difference Euler–
Lagrange equations directly in terms of the invariants. This calculation yields boundary terms that
can be transformed into the conservation laws, which require both invariants and the frame for their
expression. Section 6 introduces the adjoint representation of the frame, enabling us (in Section 7) to
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state and prove key results on the difference conservation laws that arise via the difference analogue of
Noether’s Theorem.
Section 8 shows how the difference moving frame may be used to integrate a difference system
that is invariant under a Lie group action. Further, we show how the conservation laws and the frame
together may be used to ease the integration process, whether or not one can solve for the frame.
In Section 9, we generalize the difference frame version of Noether theory to include variational
symmetries that do not leave the Lagrangian invariant. (Their counterparts for differential equations
are sometimes called divergence symmetries.) Consequently, difference moving frames may be used
to solve or simplify ordinary difference systems with any finite-dimensional Lie group of variational
symmetries. This is illustrated in Section 10.
The paper concludes with another use of difference moving frames: to create symmetry-preserving
numerical approximations. Section 11 illustrates this for the Euler elastica, which is invariant under
the Euclidean group action. Smooth Lagrangians which are invariant under the Euclidean action can
be expressed in terms of the Euclidean curvature and arc length, and the Noether laws for these are the
conservation of linear and angular momenta. We demonstrate for this example that by taking a difference
frame which converges, in some sense, to a smooth frame, then we obtain simultaneous convergence
of the Lagrangian, the Euler–Lagrange system and all three conservation laws. The specific difference
Lagrangian we consider is a discrete analogue of that for Euler’s elastica, and we show how our results
compare with that of the smooth Euler–Lagrange equation, solved using the analogous theory of smooth
moving frames. In effect, we show how the design of the approximate Lagrangian can yield a discrete
Euler–Lagrange system which is a variational integrator and which respects difference analogues of all
three conservation laws.
2. Difference prolongation spaces
A given differential equation can be expressed geometrically as a variety in an appropriate jet space
whose coordinates are the independent and dependent variables, together with sufficiently many deriva-
tives of the dependent variables (Olver 1995). There is an analogous geometric structure for difference
equations, but jet spaces and derivatives are replaced by difference prolongation spaces and shifts re-
spectively. While equations may have singularities, techniques described in this paper are valid only
away from these, and hence we do not consider such points here.
The difference prolongation spaces are obtained from the space of independent and dependent vari-
ables, Z×Rq. Over each base point n ∈ Z, the dependent variables take values in a continuous fibre
U ⊂ Rq, which has the coordinates u = (u1, . . . ,uq). For simplicity, we shall assume that all structures
on each fibre are identical; the necessary modifications when this does not hold are obvious but can be
messy.
It is useful to regard n as representing a given (arbitrary) base point and to prolong the fibre over
n to include the values of u on other fibres. For all sequences
(
u(m)
)
m∈Z, let u j denote u(n+ j).
Then the fibre over n is P(0,0)n (U) 'U , with coordinates u0. The first forward prolongation space over
n is P(0,1)n (U) ' U ×U with coordinates z = (u0,u1). Similarly, the Jth forward prolongation space
over n is the product space P(0,J)n (U)'U×·· ·×U (J+1 copies) with coordinates z = (u0,u1, . . . ,uJ).
More generally, one can include both forward and backward shifts, obtaining the prolongation spaces
P(J0,J)n (U)'U×·· ·×U (J−J0+1 copies) with coordinates z = (uJ0 , . . . ,uJ), where J0 6 0 and J > 0.
Prolongation spaces are equipped with an ordering that enables sequences to be represented as points
in the appropriate prolongation space. Consequently, a given difference equation,A (n,uJ0 , . . . ,uJ) = 0,
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corresponds to a variety in any prolongation space that contains the submanifold P(J0,J)n (U). This makes
it possible to apply continuous methods to difference equations (locally, away from singularities).
Every prolongation space P(J0,J)n (U) is a submanifold of the total prolongation space over n, P
(−∞,∞)
n (U)
with coordinates z = (. . . ,u−2,u−1,u0,u1,u2, . . .). As n is a free variable, the same structures are re-
peated over each n. This yields the natural map
pi : P(−∞,∞)n (U)−→ P(−∞,∞)n+1 (U), pi : z 7→ zˆ;
here the coordinates on P(−∞,∞)n+1 (U) are distinguished by a caret, so û j denotes u(n+ 1+ j) for all
sequences
(
u(m)
)
m∈Z. Consequently, each û j is represented in P
(−∞,∞)
n (U) by u j+1 = Su j, where we
regard the shift S as an operator on P(−∞,∞)n (U). Similarly, variables on any prolongation space over a
point m may be represented as equivalent variables in P(−∞,∞)n (U) by applying the (m− n)th power of
the shift operator S. We denote the jth power of S by S j, so that u j = S ju0 for each j ∈ Z.
For O∆Es, it is enough to use the restriction of S to finite prolongation spaces. To accommodate
difference equations on a finite or semi-infinite interval, we add the constraint that u j+1 = Su j is defined
only if n+ j and n+1+ j are in the interval.
In the remainder of the paper, we treat n as fixed, using powers of the shift operator S to represent
structures on prolongation spaces over any base point m as equivalent structures on all sufficiently large
prolongation spaces over n. In §4, we will use this property to construct difference moving frames.
Throughout, we work formally, without considering convergence of sums or integrals.
3. The difference variational calculus
Consider a functional of the form
L [u] =∑L(n,u0,u1, . . . ,uJ), (3.1)
where u j = (u1j , . . . ,u
q
j) ∈ Rq. Here and henceforth, the unadorned summation symbol denotes summa-
tion over n; the range of this summation is a given interval in Z, which can be unbounded. For sums
over all other variables, we will use the Einstein summation convention as far as possible, to avoid a
proliferation of summation symbols. The variation ofL [u] in the direction w is
d
dε
∣∣∣
ε=0
L [u+ εw] =∑wαj ∂L∂uαj
. (3.2)
Summing by parts, using the identity
(S j f )g = f S− jg+(S j− id)( f S− jg) (3.3)
and pulling out the factor (S− id) from (S j− id), we obtain
wαj
∂L
∂uαj
= wα0 S− j
∂L
∂uαj
+(S− id)Au(n,w), (3.4)
where
Au(n,w) =
J
∑
j=1
j−1
∑
l=0
S l
{
wα0 S− j
∂L
∂uαj
}
.
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The sum over n of the differences (S− id)Au telescopes, contributing only boundary terms to the varia-
tion. So for all variations to be zero, u must solve the Euler–Lagrange system of difference equations
Euα (L) := S− j
∂L
∂uαj
= 0, α = 1, . . . ,q. (3.5)
Moreover, the boundary terms yield natural boundary conditions that must be satisfied if u is not fully
constrained at the boundary.
EXAMPLE 3.1 As a running example, we will consider a functional with two dependent variables,
u = (x,u), that is of the form
L [x,u] =∑L(x0,u0,x1,u1,u2).
Setting w = (wx,wu), the variation is
d
dε
∣∣∣
ε=0
L [x+ εwx,u+ εwu] =∑
{
wx0 Ex(L)+w
u
0 Eu(L)+(S− id)Au(n,w)
}
.
There are two Euler–Lagrange equations, one for each dependent variable:
Ex(L) :=
∂L
∂x0
+S−1
∂L
∂x1
= 0, Eu(L) :=
∂L
∂u0
+S−1
∂L
∂u1
+S−2
∂L
∂u2
= 0.
The remaining terms come from Au(n,w) = Ax+Au, where
Ax = wx0 S−1
∂L
∂x1
, Au = wu0 S−1
∂L
∂u1
+(S+ id)
(
wu0 S−2
∂L
∂u2
)
.
So far, we have considered all variations w, without reference to the Lagrangian. However, variations
φ that do not change the functional L [u] are of special importance. They leave the Lagrangian L
invariant, up to a total difference term.
DEFINITION 3.2 Suppose that a non-zero function φ = (φ 1(n,u), . . . ,φ q(n,u))T satisfies
φαj (n,u)
∂L
∂uαj
= (S− id)B(n,u), where φαj = S jφα0 , (3.6)
for some B(n,u) (which may be zero). Then the Lagrangian L is said to have a variational symmetry1
with characteristic φ . The Lagrangian is invariant under this symmetry if B = 0.
The relationship between variational symmetries and characteristics will be made clear in §6. The
next theorem explains why these symmetries are important.
THEOREM 3.3 (Difference Noether’s Theorem) Suppose that a Lagrangian L has a variational symmetry
with characteristic φ 6= 0. If u = u¯ is a solution of the Euler–Lagrange system for L then(
(S− id){Au(n,φ )−B(n,u)}
)∣∣
u=u¯ = 0. (3.7)
1This is shorthand for a one-parameter local Lie group of variational symmetries, see Olver (1993).
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φ x φ u First integral: Au(n,φ )
3x u 3x0 S−1
∂L
∂x1
+u0 S−1
∂L
∂u1
+(S+ id)
(
u0 S−2
∂L
∂u2
)
1 0 S−1
∂L
∂x1
0 1 S−1
∂L
∂u1
+(S+ id)S−2
∂L
∂u2
≡ S−1 ∂L∂u2 −
∂L
∂u0
Table 1. Characteristics and first integrals for the Lagrangian (3.8).
Proof. Substituting φ for w in (3.4) gives
φα(n,u)Euα (L)+(S− id)Au(n,φ ) = φαj (n,u)
∂L
∂uαj
= (S− id)B(n,u).
The result follows immediately. 
The expression in Equation (3.7) is a conservation law for the Euler–Lagrange system. As there
is only one independent variable, the expression in braces is a first integral, so every solution of the
Euler–Lagrange system satisfies {
Au(n,φ )−B(n,u)
}∣∣
u=u¯ = c,
where c is a constant.
EXAMPLE 3.4 (Example 3.1 cont.) For instance, the Lagrangian
L(x0,u0,x1,u1,u2) =
x1− x0
{(u2−u1)(u1−u0)}3/2
(3.8)
has three variational symmetries, all with B = 0. Table 1 lists the corresponding first integrals for every
Lagrangian L(x0,u0,x1,u1,u2) that has these symmetries.
We will see in the sequel that the first symmetry arises from the invariance of the Lagrangian under
the scalings (x,u) 7→ (λ 3x,λu), for λ ∈ R+, the second arises from invariance under translations in x,
that is, x 7→ x+ a for all a ∈ R, and the third arises from invariance under translations in u, namely
u 7→ u+b, b ∈ R.
Despite having three first integrals for the system of Euler–Lagrange equations, the expressions
are unwieldy for the given Lagrangian (3.8) and the system remains difficult to solve. We will show
that the necessary insight into the solution set is obtained by using coordinates that are adapted to the
three symmetries. So for the rest of the running example, we will consider only those Lagrangians
L(x0,u0,x1,u1,u2) that have the same three symmetries. A major advantage of using symmetry-adapted
coordinates is that one can deal with all such Lagrangians together.
To obtain adapted coordinates for general variational problems, we need the machinery of moving
frames and, in particular, difference moving frames.
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4. Moving frames
This section outlines the basic theory of the moving frame and its extension to the discrete moving
frame on an appropriate prolongation space, as illustrated by the running example. The discrete moving
frame is essentially a sequence of moving frames. We introduce the difference moving frame, which is
equivalent to a discrete moving frame (on a prolongation space) that is subject to further prolongation
conditions. It is analogous to the continuous moving frame on a given jet space, adapted to difference
equations that are invariant or equivariant under a Lie group action.
4.1 Lie group actions, invariants and moving frames
Given a Lie group G that acts on a manifold M, the group action of G on M is a map
G×M→M, (g,z) 7→ g · z. (4.1)
For a left action,
g1 · (g2 · z) = (g1g2) · z;
similarly, for a right action
g1 · (g2 · z) = (g2g1) · z.
Given a left action (g,z) 7→ g · z, it follows that (g,z) 7→ g−1 · z is a right action. In practice both right
and left actions occur, and the ease of the calculations can differ considerably, depending on the choice.
In a theoretical development, however, only one is needed, so we restrict ourselves in the following to
left actions.
Remark on notation. For ease of exposition, a tilde will be used to denote a transformed variable; for
instance, g · z = z˜. In this notation, g is implicit.
Important assumption. In the following outline of moving frame theory, the action is assumed to be
free and regular on M; see Mansfield (2010) for details. (If it is not, replace M by a domainM on which
the action is free and regular.) Consequently, there exists a cross section K ⊂M that is transverse to
the orbits O(z) and, for each z ∈M, the setK ∩O(z) has just one element, the projection of z ontoK ,
as shown in Figure 1.
Using the cross-section K , a moving frame for the group action on a neighbourhood U ⊂M of z
can be defined as follows.
DEFINITION 4.1 (Moving Frame) Given a smooth Lie group action G×M→M, a moving frame is an
equivariant map ρ :U ⊂M→ G. Here U is called the domain of the frame.
A left equivariant map satisfies ρ(g · z) = gρ(z), and a right equivariant map satisfies ρ(g · z) =
ρ(z)g−1. The frame is called left or right accordingly.
In order to find the frame, let the cross-section K be given by a system of equations ψr(z) = 0,
for r = 1, . . . ,R, where R is the dimension of the group G. One then solves the so-called normalization
equations,
ψr(g · z) = 0, r = 1, . . . ,R, (4.2)
for g as a function of z. The solution is the group element g = ρ(z) that maps z to its projection onK
(see Figure 1). In other words, the frame ρ satisfies
ψr(ρ(z) · z) = 0, r = 1, . . . ,R.
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FIG. 1. A moving frame defined by a cross-section
The conditions on the action above are those for the Implicit Function Theorem to hold Hirsch (1976),
so the solution ρ is unique. A consequence of uniqueness is that
ρ(g · z) = ρ(z)g−1,
that is, the frame is right equivariant, as both ρ(g ·z) and ρ(z)g−1 solve the equationψr (ρ(g · z) · (g · z))=
0. A left frame, which satisfies ρ(g · z) = gρ(z), is obtained by taking the inverse of a right frame. In
practice, the ease of calculation can differ considerably depending on the choice of parity.
EXAMPLE 4.2 (Example 3.1 cont.) It is straightforward to check that the Lagrangian (3.8) is invariant
under the scaling and translation group action on R2 given by
(x,u) 7→ (λ 3x+a,λu+b), λ ∈ R+, a,b ∈ R;
the Lie group is the semi-direct product, R+nR2. The action is not free on the space R2 over n, which
has coordinates (x0,u0). To achieve freeness, one needs to work in a higher-dimensional continuous
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space. For instance, the action is free on the first forward prolongation space P(0,1)n (R2), which has
coordinates (x0,u0,x1,u1). On this prolongation space, the action is given by
(x0,u0,x1,u1) 7→
(
λ 3x0+a,λu0+b,λ 3x1+a,λu1+b
)
.
If we choose the normalization equations to be g · (x0,u0,x1,u1) = (0,0,∗,1), where ∗ is unspecified,
the values of the parameters for the frame group element are2
λ =
1
u1−u0 , a =−
x0
(u1−u0)3 , b =−
u0
u1−u0 .
A standard matrix representation for the generic group element is
g(λ ,a,b) =
 λ 3 0 a0 λ b
0 0 1
 , with
 g · xg ·u
1
= g(λ ,a,b)
 xu
1
 .
With this representation, which is faithful, the frame is
ρ(x0,u0,x1,u1) =

1
(u1−u0)3 0 −
x0
(u1−u0)3
0
1
u1−u0 −
u0
u1−u0
0 0 1
 .
The equivariance is easily checked in matrix form: for z = (x0,u0,x1,u1),
ρ(g · z) =

1
λ 3(u1−u0)3 0 −
x0+a/λ 3
(u1−u0)3
0
1
λ (u1−u0) −
u0+b/λ
u1−u0
0 0 1

=

1
(u1−u0)3 0 −
x0
(u1−u0)3
0
1
u1−u0 −
u0
u1−u0
0 0 1


λ−3 0 − a
λ 3
0 λ−1 − b
λ
0 0 1

= ρ(z)g(λ ,a,b)−1.
Returning to the general theory, the requirement that frames are equivariant enables one to obtain
invariants of the group action.
LEMMA 4.1 (Normalized Invariants) Given a left or right action G×M→M and a right frame ρ , then
ι(z) = ρ(z) · z, for z in the domain of the frame ρ , is invariant under the group action.
2As λ > 0, this is valid throughout the half-spaceU = {(x0,u0,x1,u1) ∈ P(0,1)n (R2) : u1 > u0}. For the half-space u1 < u0, the
normalization g · (x0,u0,x1,u1) = (0,0,∗,−1) would be appropriate.
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Proof. First apply the group action to z; then, by definition,
ι(g · z) = ρ(g · z) · (g · z) = ρ(z) ·g−1g · z = ρ(z) · z = ι(z), (4.3)
so ι(z) is an invariant function. 
DEFINITION 4.3 The normalized invariants are the components of ι(z).
DEFINITION 4.4 A set of invariants is said to be a generating, or complete, set for an algebra of invari-
ants if any invariant in the algebra can be written as a function of elements of the generating set.
We now state the Replacement Rule (see Fels & Olver (1999)), from which it follows that the
normalized invariants provide a set of generators for the algebra of invariants.
THEOREM 4.5 (Replacement Rule) If F(z) is an invariant of the given action G×M→M for a right
moving frame ρ on M then F(z) = F(ι(z)).
Proof. As F(z) is invariant, F(z) = F(g · z) for all g ∈ G. Setting g = ρ(z) and using the definition of
ι(z) yields the required result. 
DEFINITION 4.6 (Invariantization Operator) Given a right moving frame ρ , the map z 7→ ι(z) = ρ(z) · z
is called the invariantization operator. This operator extends to functions as f (z) 7→ f (ι(z)), and f (ι(z))
is called the invariantization of f .
If z has components zα , let ι(zα) denote the α th component of ι(z).
EXAMPLE 4.7 (Example 3.1 cont.) The action of the frame on z = (x0,u0,x1,u1) ∈ P(0,1)n (R2) is
ρ(z) · z =
(
0,0,
x1− x0
(u1−u0)3 ,1
)
which is seen to be an invariant of the group action (constants are always invariants). With this same
frame, higher forward prolongations of R2 yield more invariants. For z = (x0,u0,x1,u1, . . . ,xJ ,uJ) ∈
P(0,J)n (R2),
ρ(z) · z =
(
0,0,
x1− x0
(u1−u0)3 ,1,
x2− x0
(u1−u0)3 ,
u2−u0
u1−u0 , . . . ,
xJ− x0
(u1−u0)3 ,
uJ−u0
u1−u0
)
.
Difference Euler–Lagrange equations typically involve both positive and negative indices j, so in gen-
eral, one must prolong forwards and backwards. For instance, for elements z=(x−1,u−1,x0,u0,x1,u1)∈
P(−1,1)n (R2),
ρ(z) · z =
(
x−1− x0
(u1−u0)3 ,
u−1−u0
u1−u0 ,0,0,
x1− x0
(u1−u0)3 ,1
)
,
and so on. These results are summarized by
ι(x j) := ρ · x j = x j− x0
(u1−u0)3 , ι(u j) := ρ ·u j =
u j−u0
u1−u0 , j ∈ Z.
We now calculate recurrence relations for these invariants and show that all of them can be written in
terms of two fundamental invariants,
κ = ι(u2) = ρ ·u2, η = ι(x1) = ρ · x1, (4.4)
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and their shifts. For each j ∈ Z,
S
{
ι(u j)
}
=
u j+1−u1
u2−u1 =
u j+1−u0
u1−u0 −
u1−u0
u1−u0
u2−u0
u1−u0 −
u1−u0
u1−u0
=
ι(u j+1)−1
κ−1 .
We will later prove that each shift of an invariant is an invariant. So the last equality can be obtained
more easily by using the Replacement Rule (Theorem 4.5):
S
{
ι(u j)
}
=
u j+1−u1
u2−u1 = ι
(
u j+1−u1
u2−u1
)
=
ι(u j+1)− ι(u1)
ι(u2)− ι(u1) =
ι(u j+1)−1
κ−1 .
The calculation for S{ι(x j)} is similar. Together, these identities amount to
ι(u j+1) = (κ−1)S
{
ι(u j)
}
+1, ι(x j+1) = (κ−1)3 S
{
ι(x j)
}
+η . (4.5)
This shows that the invariants with positive j can be written in terms of κ,η and their forward shifts.
For convenience, let κk = Skκ and ηk = Skη for all k ∈ Z. To find the invariants with negative indices
j, invert (4.5):
ι(u j−1) =
S−1{ι(u j)}−1
κ−1−1 , ι(x j−1) =
S−1{ι(x j)}−η−1
(κ−1−1)3 .
For instance,
ι(u−1) =
−1
κ−1−1 , ι(u−2) =
−κ−2
(κ−2−1)(κ−1−1) ,
and so on. Note that all ι(u j), ι(x j) can be written in terms of η and κ and their shifts.
The invariants ι(x j), ι(u j) do not behave well under the shift map, in the sense that S{ι(x j)} 6=
ι(x j+1) and S{ι(u j)} 6= ι(u j+1). Even though the shift map takes invariants to invariants, writing shifts
of invariantized variables in terms of shifts of η and κ involves complicated expressions. The discrete
moving frame, defined next, will lead to the proper geometric setting that explains the origin of these
expressions.
4.2 Discrete moving frames
A discrete moving frame is an analogue of a moving frame that is adapted to discrete base points. It
amounts to a sequence of frames defined on a product manifold. More detail on discrete moving frames
and their applications can be found in Beffa et al. (2013) and Beffa & Mansfield (2018).
In this subsection, the manifold on which G acts will be the Cartesian product manifold M = MN .
We assume that the action onM is free, taking the number of copies N of the manifold M to be as high
as necessary. This happens, for example, when the action is (locally) effective on subsets, see Boutin
(2002) for a discussion of this and related issues; further, see Olver (2001b) for a pathological example
where the product action is not free for any N. Questions like the regularity and freeness of the action
will refer to the diagonal action on the product; given the action (g,z j) 7→ g · z j for z j ∈M, the diagonal
action of G on z = (z1,z2, . . . ,zN) ∈M is
g · (z1,z2, . . . ,zN) 7→ (g · z1,g · z2, . . . ,g · zN).
Important note: Throughout this subsection, no assumptions are made about any relationship between
the elements z1, . . . ,zN .
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DEFINITION 4.8 (Discrete Moving Frames: Beffa et al. (2013), Beffa & Mansfield (2018)) Let GN
denote the Cartesian product of N copies of the group G. A map
ρ : MN → GN , ρ(z) = (ρ1(z), . . . ,ρN(z))
is a right discrete moving frame if
ρk(g · z) = ρk(z)g−1, k = 1, . . . ,N,
and a left discrete moving frame if
ρk(g · z) = gρk(z), k = 1, . . . ,N.
Obtaining a frame via the use of normalization equations yields a right frame. As the theory for
right and left frames is parallel, we restrict ourselves to studying right frames only. It is advisable when
calculating examples, however, to check the parity of actions and frames, see Mansfield (2010) for the
subtleties involved.
A discrete moving frame is a sequence of moving frames (ρk) with a nontrivial intersection of
domains which, locally, are uniquely determined by the cross-sectionK = (K1, . . . ,KN) to the group
orbit through z. The right moving frame component ρk is the unique element of the group G that takes
z to the cross sectionKk. We also define for a right frame, the invariants
Ik, j := ρk(z) · z j. (4.6)
If M is q-dimensional, so that z j has components z1j , . . . ,z
q
j , the q components of Ik, j are the invariants
Iαk, j := ρk(z) · zαj , α = 1, . . .q. (4.7)
These are invariant by the same reasoning as for Equation (4.3). For later use, let ιk denote the invari-
antization operator with respect to the frame ρk(z), so that
Ik, j = ιk(z j), Iαk, j = ιk(z
α
j ).
4.3 Difference moving frames
The discrete moving frame is a powerful construction that can be adapted to any discrete domain. Typ-
ically, M represents the fibres M over a sequence of N discrete points. The geometric context may
determine additional structures onM .
From §2, the fact that n is a free variable allows us to replicate the same structures over each base
point m, using powers of the natural map pi . The shift operator enables these structures to be represented
on prolongation spaces over any given n. This suggests that the natural moving frame for a given O∆E
has M = P(J0,J)n (U) for some appropriate J0 6 0 and J > 0. Consequently, N = J− J0 + 1; from here
on, we replace the indices 1, . . . ,N by J0, . . . ,J.
We now use Kk and ρk to denote the cross-sections and frames on M , respectively. The cross-
section over n, denoted K0, is replicated for all other base points n+ k if and only if the cross-section
over n+ k is represented onM by
Kk = SkK0 (4.8)
for all k. When this condition holds, ρk = Skρ0 (by definition) for all k; consequently,Kk+1 = SKk and
ρk+1 = Sρk.
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DEFINITION 4.9 A difference moving frame is a discrete moving frame such thatM is a prolongation
space P(J0,J)n (U) and (4.8) holds for all J0 6 k 6 J.
By definition, the invariants Ik, j given by a difference moving frame satisfy
S(Ik, j) = Ik+1, j+1, (4.9)
so every invariant Ik, j can be expressed as a shift of I0, j−k.
DEFINITION 4.10 (Discrete Maurer–Cartan invariants) Given a right discrete moving frame ρ , the right
discrete Maurer–Cartan group elements are
Kk = ρk+1ρ−1k (4.10)
for J0 6 k 6 J−1.
As the frame is equivariant, each Kk is invariant under the action of G. We call the components of
the Maurer–Cartan elements the Maurer–Cartan invariants.
As ρk is a frame for each k, the components of ρk(z) · z generate the set of all invariants by the
Replacement Rule (Theorem 4.5). Moreover, for the two different frames ρk+1 and ρk, and for any
invariant F(z), the Replacement Rule gives
F(z) = F(ρk(z) · z) = F(ρk+1(z) · z) = F(ρk+1(z)ρ−1k (z) ·ρk(z) · z).
It can be seen that the action of the Maurer–Cartan element Kk = ρk+1ρ−1k provides a mechanism for
any invariant, written in terms of the components of the invariant ρk(z) · z, to be expressed in terms of
the components of the invariant ρk+1(z) · z. Such a mechanism is an example of a syzygy, which we
define next.
DEFINITION 4.11 (Syzygy) A syzygy on a set of invariants is a relation between invariants that ex-
presses functional dependency.
Hence a syzygy on a set of invariants is a function of invariants, which is identically zero when the
invariants are expressed in terms of the underlying variables (in this case, z ∈M ).
The key idea is to use the Maurer–Cartan group elements, which are well-adapted to studying dif-
ference equations, to express all invariants in terms of a small generating set. Using (4.6) and (4.10) we
have
Kk · Ik, j = ρk+1ρ−1k ·ρk · z j = ρk+1 · z j = Ik+1, j, (4.11)
and iterating this, we have Kk+1Kk · Ik, j = Ik+2, j, and so on, which leads to the following result.
THEOREM 4.12 (Beffa et al. (2013), Proposition 3.11) Given a right discrete moving frame ρ , the
components of Kk, together with the set of all diagonal invariants, I j, j = ρ j(z) · z j, generate all other
invariants.
We refer to the difference identities, or syzygies, (4.11) as recurrence relations for the invariants. It
is helpful to extend slightly the notion of a generating set from Definition 4.4.
DEFINITION 4.13 A set of invariants is a generating set for an algebra of difference invariants if any
difference invariant in the algebra can be written as a function of elements of the generating set and their
shifts.
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For a right difference moving frame, the identities I j, j = S jI0,0 and Kk = SkK0 hold, so Theorem
4.12 reduces to the following result.
THEOREM 4.14 Given a right difference moving frame ρ , the set of all invariants is generated by the
set of components of K0 = ρ1ρ−10 and I0,0 = ρ0(z) · z0.
Note that as K0 is invariant, the Replacement Rule gives the following useful identity:
K0 = ι0(ρ1), (4.12)
where ι0 denotes invariantization with respect to the frame ρ0.
EXAMPLE 4.15 (Example 3.1 cont.) As the Lagrangian L in (3.8) is second-order, the Euler–Lagrange
equations define a subspace of the prolongation spaceM =P(−2,2)n (R2), which we use for the remainder
of this example. Early in this section, we found a continuous moving frame ρ for P(0,1)n (R2); this can
be used to construct a difference moving frame onM , setting
ρ0 =

1
(u1−u0)3 0 −
x0
(u1−u0)3
0
1
u1−u0 −
u0
u1−u0
0 0 1
 (4.13)
and ρk = Skρ0. It is helpful to review the recurrence relations obtained earlier in the light of Equation
(4.11). By definition,  Ix0, jIu0, j
1
= ι0
 x ju j
1
= ρ0
 x ju j
1

and therefore  SIx0, jSIu0, j
1
= ρ1
 x j+1u j+1
1
= (ρ1ρ−10 )ρ0
 x j+1u j+1
1
= K0
 Ix0, j+1Iu0, j+1
1
 . (4.14)
Calculating the matrix K0 = ρ1ρ−10 = ι0(ρ1) yields
K0 =

1
(κ−1)3 0 −
η
(κ−1)3
0
1
κ−1 −
1
κ−1
0 0 1
 , (4.15)
where η and κ are defined in (4.4). Clearly, equations (4.5) and (4.14) are consistent.
The Maurer–Cartan invariants for this example are the components of K0 and their shifts. By The-
orem 4.14, the algebra of invariants is generated by η , κ and their shifts, because both components of
I0,0 = ρ0 · (x0,u0) are zero.
A complete discussion of Maurer–Cartan invariants for discrete moving frames, with their recur-
rence relations and discrete syzygies, is given in Beffa & Mansfield (2018).
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4.4 Differential–difference invariants and the differential–difference syzygy
We aim to obtain the Euler–Lagrange equations in terms of the invariants, and also the form of the con-
servation laws in terms of invariants and a frame. A key ingredient of our method will be a differential–
difference syzygy between differential and difference invariants, which will feature prominently in our
formulae.
Given any smooth path t 7→ z(t) in the space M = MN , consider the induced group action on the
path and its tangent. We extend the group action to the dummy variable t trivially, so that t is invariant.
The action is extended to the first-order jet space ofM as follows:
g · dz(t)
dt
=
d(g · z(t))
dt
.
If the action is free and regular onM , it will remain so on the jet space and we may use the same frame
to find the first-order differential invariants
Ik, j; t(t) := ρk(z(t)) · dz j(t)dt . (4.16)
Let Ik, j(t) denote the restriction of Ik, j to the path z(t). The frame depends on z(t), so, in general,
Ik, j; t(t) 6= ddt Ik, j(t).
The particular differential–difference syzygy that we will need to calculate the invariantized varia-
tion of the Euler–Lagrange equations concerns the relationship between the t-derivative of the discrete
invariants Ik, j(t) and the differential–difference invariants Ik, j; t(t). It takes the form
d
dt
κ =H σ , (4.17)
where κ is a vector of generating invariants,H is a linear difference operator with coefficients that are
functions of κ and its shifts, and σ is a vector of generating first order differential invariants of the form
(4.16).
If the generating discrete invariants are known, the syzygies can be found by direct differentiation
followed by the Replacement Rule (Theorem 4.5). Recurrence relations for the differential invariants are
obtained in a manner analogous to those of the discrete invariants, as illustrated in the running example
below. This allows one to write the syzygy in terms of a set of generating differential invariants. Another
method is to differentiate the Maurer–Cartan matrix as follows. Given a matrix representation for the
right frame ρk, restricted throughout the following to the path z(t), apply the product rule to the definition
of Kk to obtain
d
dt
Kk =
d
dt
(
ρk+1ρ−1k
)
=
(
d
dt
ρk+1
)
ρ−1k+1Kk−Kk
(
d
dt
ρk
)
ρ−1k . (4.18)
This motivates the following definition.
DEFINITION 4.16 (Curvature Matrix) The curvature matrix Nk is given by
Nk =
(
d
dt
ρk
)
ρ−1k (4.19)
when ρk is in matrix form.
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It can be seen that for a right frame, Nk is an invariant matrix that involves the first order differential
invariants. The above derivation applies to all discrete moving frames. For a difference frame, moreover,
Nk = SkN0 and (4.18) simplifies to the set of shifts of a generating syzygy,
d
dt
K0 = (SN0)K0−K0N0. (4.20)
As N0 is invariant, the Replacement Rule yields another useful identity:
N0 = ι0
(
d
dt
ρ0
)
. (4.21)
Equating components in (4.20) yields syzygies relating the derivatives of the Maurer–Cartan invari-
ants to the first order differential invariants and their shifts.
Finally, we need the differential–difference syzygies for the remaining generating invariants, the
diagonal invariants (see Theorem 4.14). For a linear (matrix) action,
d
dt
I0,0(t) =
(
d
dt
ρ0
)
ρ−10 · (ρ0 · z0(t))+ρ0 ·
d
dt
z0(t) = N0I0,0(t)+ I0,0; t(t). (4.22)
For nonlinear actions, the techniques described in the text Mansfield (2010) may be modified to accom-
modate difference moving frames.
In all examples in this paper, the diagonal invariants Iα0,0 are normalized to be constants; neverthe-
less, there are examples where this need not hold. In some circumstances, it is necessary to chose a
normalization that makes off-diagonal invariants constants, in which case some diagonal invariants may
depend on z(t).
EXAMPLE 4.17 (Example 3.1 cont.) We now turn our attention to the differential invariants for our
running example. Writing x j = x j(t) and u j = u j(t), etc., the action on the derivatives x′j = dx j/dt,
u′j = du j/dt is induced by the chain rule, as follows:
g · x′j =
d (g · x j)
d (g · t) =
d (g · x j)
dt
= λ 3x′j,
and similarly,
g ·u′j = λu′j.
Define
Ix0, j; t = ρ0 · x′j =
x′j
(u1−u0)3
, Iu0, j; t = ρ0 ·u′j =
u′j
u1−u0 . (4.23)
We first obtain recurrence relations for the Ixk, j; t and I
u
k, j; t . As
SIx0, j; t = S(ρ0 · x′j) = ρ1 · x′j+1 =
(
ρ1ρ−10
)
ρ0 · x′j+1 = K0 · Ix0, j+1; t ,
and similarly for Iu0, j; t , it follows that
SIx0, j; t =
Ix0, j+1; t
(κ−1)3 , SI
u
0, j; t =
Iu0, j+1; t
κ−1 . (4.24)
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In the same way, one can use the shift operator and ρkρ−10 = Kk−1Kk−2 · · ·K0 to obtain all Ixk, j; t , Iuk, j; t in
terms of the generating Maurer–Cartan invariants,
σ x := Ix0,0; t = ι0(x
′
0) = ρ0 · x′0 =
x′0
(u1−u0)3
,
σu := Iu0,0; t = ι0(u
′
0) = ρ0 ·u′0 =
u′0
u1−u0 ,
and their shifts. We now obtain the differential–difference syzygies (4.20). The simplest way to calculate
N0 is to use the identity (4.21):
N0 = ι0
(
d
dt
ρ0
)
=
 −3(ι0(u′1)− ι0(u′0)) 0 −ι0(x′0)0 −(ι0(u′1)− ι0(u′0)) −ι0(u′0)
0 0 0
 . (4.25)
Other methods are detailed in Mansfield (2010). Now use the recurrence relations (4.24) to obtain the
differential invariants in (4.25) in terms of σ x, σu and their shifts:
N0 =
 −3((κ−1)Sσu−σu) 0 −σ x0 −((κ−1)Sσu−σu) −σu
0 0 0
 . (4.26)
Inserting (4.15) and (4.26) into (4.20) yields, after equating components and simplifying,
dη
dt
=
[
(κ−1)3 S− id]σ x+3η [ id− (κ−1)S ]σu,
dκ
dt
= (κ−1) [ id−κ S+(κ1−1)S2 ]σu.
(4.27)
Therefore, the differential–difference syzygy between the generating difference invariants, η and κ , and
the generating differential invariants, σ x and σu, can be put into the canonical form
d
dt
(
η
κ
)
=H
(
σ x
σu
)
,
where H is a linear difference operator whose coefficients depend only on the generating difference
invariants and their shifts.
5. The Euler–Lagrange equations for a Lie group invariant Lagrangian
We are now ready to present our first main result, the calculation of the Euler–Lagrange equations,
in terms of invariants, for a Lie group invariant difference Lagrangian. We emulate the calculation of
the Euler–Lagrange equations given in §3, but use the computational techniques developed above for
difference invariants.
First, recall the summation by parts formula (3.3). This leads to the following similar definition.
DEFINITION 5.1 Given a linear difference operatorH = c jS j, the adjoint operatorH ∗ is defined by
H ∗(F) = S− j(c jF)
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and the associated boundary term AH is defined by
FH (G)−H ∗(F)G = (S− id)(AH (F,G)),
for all appropriate expressions F and G.
Now suppose we are given a group action G×M→M and that we have found a difference frame for
this action. Any group-invariant Lagrangian L(n,u0, . . . ,uJ) can be written, in terms of the generating
invariants κ and their shifts κ j = S jκ , as L(n,κ 0, . . . ,κ J1) for some J1; we adopt this notation from here
on. For consistency, we drop the argument from the associated functional, setting
L =∑L(n,u0, . . . ,uJ) =∑L(n,κ 0, . . . ,κ J1).
THEOREM 5.2 (Invariant Euler–Lagrange Equations) LetL be a Lagrangian functional whose invariant
Lagrangian is given in terms of the generating invariants as
L =∑L(n,κ 0, . . . ,κ J1),
and suppose that the differential–difference syzygies are
dκ
dt
=H σ .
Then (with · denoting the sum over all components)
Eu(L) ·u′0 =
(
H ∗Eκ (L)
) ·σ , (5.1)
where Eκ (L) is the difference Euler operator with respect to κ . Consequently, the invariantization of
the original Euler–Lagrange equations is
ι0
(
Eu(L)
)
=H ∗Eκ (L). (5.2)
Proof. In order to effect the variation, set u = u(t) and compare
d
dt
L =∑
{
Eu(L) ·u′0+(S− id)(Au)
}
(5.3)
with the same calculation in terms of the invariants. This gives dL /dt = ∑dL/dt, where
dL
dt
=
∂L
∂καj
dκαj
dt
=
∂L
∂καj
S j
dκα
dt
=
(
S− j
∂L
∂καj
)
dκα
dt
+(S− id)(Aκ )
= Eκ (L) · dκdt +(S− id)(Aκ )
= Eκ (L) ·H σ +(S− id)(Aκ )
=
(
H ∗Eκ (L)
) ·σ +(S− id){Aκ +AH }.
(5.4)
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The divergence terms arising from the first and second summations by parts are (S− id)Aκ and (S−
id)AH respectively. (Note that Aκ is linear in the dκα/dt and their shifts, while AH is linear in the σα
and their shifts.) By the Fundamental Lemma of the Calculus of Variations, the identity (5.1) holds. To
derive (5.2), apply ι0 to (5.1) and compare components of σ . 
Consequently, the original Euler–Lagrange equations, in invariant form, are equivalent to
H ∗Eκ (L) = 0.
EXAMPLE 5.3 (Example 3.1 cont.) The invariant Lagrangian in our example is of the form
L =∑L(η ,κ,Sκ).
Using η j = S jη and κ j = S jκ henceforth, we write Equation (4.27) as
dη
dt
= H11σ x+H12σu,
dκ
dt
= H22σu,
(5.5)
with
H11 = (κ−1)3 S− id,
H12 = 3η{id− (κ−1)S},
H22 = (κ−1){id−κS+(κ1−1)S2}.
By Theorem 5.2, the invariantized Euler–Lagrange equations are
H ∗11Eη(L) = 0, H
∗
12Eη(L)+H
∗
22Eκ(L) = 0,
where
H ∗11 = (κ−1−1)3 S−1− id,
H ∗12 = 3η id−3η−1(κ−1−1)S−1,
H ∗22 = (κ−1)id−κ−1(κ−1−1)S−1+(κ−2−1)(κ−1−1)S−2.
The particular Lagrangian (3.8) amounts to L = η(κ−1)−3/2, so
Eη = (κ−1)−3/2, Eκ =− 32 η(κ−1)−5/2.
Consequently, the invariantized Euler–Lagrange equations are
(κ−1−1)3/2− (κ−1)−3/2 = 0, (5.6)
3
2
{
η(κ−1)−3/2−η−1(κ−1−1)−1/2+η−1(κ−1−1)−3/2−η−2(κ−1−1)(κ−2−1)−3/2
}
= 0. (5.7)
Assuming that L is real-valued (κ > 1), the general solution of (5.6) is
κ = 1+ k2(−1)
n
1 = 1+
1
4
[
k1+ k−11 +(k1− k−11 )(−1)n
]2
, (5.8)
where k1 is an arbitrary nonzero constant. Therefore (5.7) simplifies to
k3(−1)
n+1
1 η+
(
k3(−1)
n
1 − k(−1)
n
1
)
η−1− k5(−1)
n+1
1 η−2 = 0,
whose general solution is
η = k3(−1)
n
1
{
k2
(
(n+1)k(−1)
n+1
1 −nk(−1)
n
1
)
+ k3(−1)n
}
, (5.9)
where k2 and k3 are arbitrary constants.
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6. On infinitesimals and the adjoint action
To state our results concerning the conservation laws, it is necessary to use the infinitesimal generators
of a Lie group action on a manifold, together with the adjoint representation of the Lie group.
DEFINITION 6.1 Let G×U→U be a smooth local Lie group action. If γ(t) is a path in G with γ(0) = e,
the identity element in G, then
v =
d
dt
∣∣∣
t=0
γ(t) ·u (6.1)
is called the infinitesimal generator of the group action at u ∈U , in the direction γ ′(0) ∈ TeG, where
TeG is the tangent space to G at e. In coordinates, the components of the infinitesimal generator are
φα = v(uα), so
v = φα
∂
∂uα
.
The infinitesimal generator is extended to the prolongation spaceM = P(J0,J)n (U) by the prolonga-
tion formula
v(uαj ) =
d
dt
∣∣∣∣
t=0
γ(t) ·uαj = φαj = S jφα0 , J0 6 j 6 J,
(see Hydon 2014). In coordinates, the prolonged infinitesimal generator is
v = φαj
∂
∂uαj
.
LEMMA 6.1 If a Lagrangian L[u] is invariant under the group action G×M →M , the components
of the infinitesimal generator of the group action given by Definition 6.1 form the characteristic of a
variational symmetry of L[u], as defined in Definition 3.2.
Proof. The Lagrangian L is invariant, so
L(u0,u1, . . . ,uJ) = L(g ·u0,g ·u1, . . . ,g ·uJ)
for all g. Thus
0 =
d
dt
∣∣∣∣
t=0
L(γ(t) ·u0,γ(t) ·u1, . . .) = v(L) = φαj
∂L
∂uαj
.
By Definition 3.2, the components φα of the infinitesimal generator are the components of the charac-
teristic of a variational symmetry of L. 
Each infinitesimal generator is determined by γ ′(0)∈ TeG; the remainder of the path in G is immate-
rial. However, TeG is isomorphic to the Lie algebra g, which is the set of right-invariant vector fields on
G. Right-invariance yields a Lie algebra homomorphism from g to the setX of infinitesimal generators
of symmetries (see Olver (1993) for details). If the group action is faithful, this is an isomorphism.
The R-dimensional Lie group G can be parametrized by a = (a1, . . . ,aR) in a neighbourhood of
the identity, e, so that the general group element is Γ (a), where Γ (0) = e. Given local coordinates
u = (u1, . . . ,uq) on U , let û = Γ (a) ·u. By varying each independent parameter ar in turn, the process
above yields R infinitesimal generators,
vr = ξαr (u)∂uα , where ξ
α
r =
∂ uˆα
∂ar
∣∣∣
a=0
. (6.2)
CONTENTS 23 of 45
These form a basis forX .
AsX is homomorphic to g, the adjoint representation of G on g gives rise to the adjoint represen-
tation of G on X . Given g ∈ G, the adjoint representation Adg is the tangent map on g induced by
the conjugation h 7→ ghg−1. The corresponding adjoint representation on X is expressed by a matrix,
Ad(g), which is most conveniently obtained as follows3. Having calculated a basis forX ,
vr = ξαr (u)∂uα , r = 1, . . . ,R,
let u˜ = g ·u and define
v˜r = ξαr (u˜)∂u˜α , r = 1, . . . ,R.
Now express each vr in terms of v˜1, . . . , v˜R and determine Ad(g) from the identity
(v1 · · · vR) = (v˜1 · · · v˜R)Ad(g). (6.3)
EXAMPLE 6.2 (Example 3.1 cont.) For our running example, the group parameters are λ , a and b with
identity (λ ,a,b) = (1,0,0). Choosing a1 = ln(λ ),a2 = a and a3 = b, so that the identity corresponds to
a = 0, one obtains the following basis forX :
v1 = 3x∂x+u∂u, v2 = ∂x, v3 = ∂u.
Recall that the action of a fixed group element g, parametrized by (λ ,a,b), gives
(x˜, u˜) = (λ 3x+a,λu+b).
Therefore, by the standard change-of-variables formula,
v1 = 3(x˜−a)∂x˜+(u˜−b)∂u˜, v2 = λ 3∂x˜, v3 = λ∂u˜.
Consequently,
(v1 v2 v3) = (v˜1 v˜2 v˜3)Ad(g), where Ad(g) =
 1 0 0−3a λ 3 0
−b 0 λ
 .
Regarding the infinitesimal generators as differential operators and applying the identity (6.3) to
each u˜α in turn, one obtains
(v1(u˜α) · · · vR(u˜α)) = (ξα1 (u˜) · · · ξαR (u˜))Ad(g). (6.4)
This yields a useful matrix identity. Define the matrix of characteristics to be the q×R matrix
Φ(u) =
(
ξαr (u)
)
. (6.5)
Then, by the chain rule, (6.4) amounts to(
∂ u˜
∂u
)
Φ(u) =Φ(u˜)Ad(g), (6.6)
3See the Appendix for an alternative construction using Lie algebra structure constants.
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where (∂ u˜/∂u) is the Jacobian matrix. This identity is extended to prolongation spaces with coordinates
z = (uJ0 , . . . ,uJ), where J0 6 0 and J > 0, as follows. Define the matrix of prolonged infinitesimals to
be
Φ(z) =
 Φ(uJ0)...
Φ(uJ)
 .
The infinitesimal generators vr, prolonged to all variables in z, satisfy (6.3), where the tilde now denotes
replacement of z by g · z. Applying this identity to g · z gives(
∂ (g · z)
∂ z
)
Φ(z) =Φ(g · z)Ad(g). (6.7)
7. Conservation laws
In general, the conservation laws are not invariant. However, as we will show, they are equivariant;
indeed, they can be written in terms of invariants and the frame. Our key result is that for difference
frames, the R conservation laws can be written in the form
(S− id){V (I)Ad(ρ0)}= 0
where Ad(ρ0) is the adjoint representation of ρ0 and V (I) = (V1 · · · VR) is a row vector of invariants.
In the standard (that is, not invariantized) calculation of the Euler–Lagrange equations and boundary
terms, suppose that the dummy variable t effecting the variation is a group parameter for G, under
which the Lagrangian is invariant. Then the resulting boundary terms yield conservation laws; this is
the difference version of Noether’s theorem. So it is useful to identify t with a group parameter by
considering the following path in G:
t 7→ γr(t) = Γ
(
a1(t), . . . ,aR(t)
)
, where ar(t) = t and al(t) = 0, l 6= r; (7.1)
recall from §6 that a 7→ Γ (a) expresses the general group element in terms of the coordinates a. On this
path, each (u0)′ at t = 0 is an infinitesimal generator, from (6.2).
For the invariantized calculation, we follow essentially the same route to our result, identifying the
dummy variable effecting the variation with each group parameter in turn. The proof of Theorem 5.2
uses the identity
d
dt
L(n,κ , . . . ,SJ1(κ )) =
(
H ∗Eκ (L)
) ·σ +(S− id){Aκ +AH }. (7.2)
Recall that Aκ is linear in dκα/dt and their shifts, while AH is linear in the σα and their shifts. As t is
a group parameter and each κα is invariant, dκα/dt = 0. Thus, (7.2) reduces to(
H ∗Eκ (L)
) ·σ +(S− id)AH = 0, (7.3)
so (S− id)AH = 0 on all solutions of the invariantized Euler–Lagrange equations H ∗Eκ (L) = 0. We
now derive the conservation laws from this condition.
THEOREM 7.1 Suppose that the conditions of Theorem 5.2 hold. Write
AH = C
j
αS j(σα),
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where each C jα depends only on n,κ and its shifts. LetΦα(u0) be the row of the matrix of characteristics
corresponding to the dependent variable uα0 and denote its invariantization by Φ
α
0 (I) = Φ
α(ρ0 · u0).
Then the R conservation laws in row vector form amount to
C jαS j{Φα0 (I)Ad (ρ0)}= 0. (7.4)
That is, to obtain the conservation laws, it is sufficient to make the replacement
σα 7→ {Φα(g ·u0)Ad(g)}
∣∣
g=ρ0
. (7.5)
in AH .
Proof. Recall that
σα = ρ0 · (uα0 )′ =
(
d
dt
g ·uα0
)∣∣∣
g=ρ0
. (7.6)
To obtain the conservation laws, conflate t with the group parameter ar, making the replacement
ρ0 · (uα0 )′ 7→
d
dt
∣∣∣
t=0
ρ0 · γr(t) ·uα0 (7.7)
in AH , where γr(t) is the path defined in (7.1). For any g ∈ G,
d
dt
∣∣∣
t=0
(g · γr(t) ·uα0 ) =
∂ (g · γr(t) ·uα0 )
∂
(
γr(t) ·uβj
)
∣∣∣∣∣
t=0
(
d
dt
∣∣∣∣
t=0
γr(t) ·uβj
)
=
∂
(
g ·uα0
)
∂uβj
(
d
dt
∣∣∣∣
t=0
γr(t) ·uβj
)
.
(7.8)
In matrix form, (7.8) amounts to the following (taking (6.7) into account):
d
dt
∣∣∣
t=0
(g · γr(t) ·uα0 ) =
(
∂ (g · z)
∂ z
Φ(z)
)
(uα0 ,r)
=
(
Φ(g · z)Ad(g))
(uα0 ,r)
,
where (uα0 ,r) denotes the entry in the row corresponding to u
α
0 and the r
th column. Setting g = ρ0, the
required replacement is
σα 7→ (Φ(ρ0 · z)Ad(ρ0))(uα0 ,r) = (Φ(ρ0 ·u0)Ad(ρ0))αr .
By using each parameter ar in turn, σα is replaced by a row vector,
σα 7→Φα0 (I)Ad(ρ0),
as required. 
By the prolongation formula S j(ρ0) = ρ j, the conservation laws amount to
(S− id)(C αj (S jΦα0 (I))Ad (ρ j))= 0, (7.9)
As Ad(ρ j)Ad(ρ0)−1 =Ad(ρ jρ−10 ) is invariant, this leads to the following corollary.
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COROLLARY 7.1 The conservation laws for a difference frame may be written in the form
(S− id){V (I)Ad(ρ0)}= 0 (7.10)
where V (I) = (V1 · · · VR) is an invariant row vector. Specifically,
V (I) = C jα
(
S jΦα0 (I)
)
Ad
(
ρ jρ−10
)
. (7.11)
COROLLARY 7.2 On any solution of the invariantized Euler–Lagrange equations,
V (I)Ad (ρ0) = c, (7.12)
for some constant row vector c = (c1 · · · cR).
As the conservation laws depend only on the terms arising from AH , the laws can be calculated for
all Lagrangians in the relevant invariance class, in terms of the Eκ (L), independently of the precise form
that L = L(n,κ , . . . ,SJ1κ ) takes.
EXAMPLE 7.2 (Example 3.1 cont.) Redoing an earlier calculation, but keeping track of the terms in
AH ,
d
dt
L(η ,κ,Sκ) = ι0{Ex(L)}σ x+ ι0{Eu(L)}σu+(S− id)Aκ
+(S− id)(S−1{(κ−1)3 Eη(L)}σ x)
+(S− id)(−S−1{3η(κ−1)Eη(L)+κ(κ−1)Eκ(L)}σu)
+(S2− id)(S−2{(κ−1)(κ1−1)Eκ(L)}σu) ,
where
Aκ =
dκ
dt
S−1
(
∂L
∂Sκ
)
.
Hence the terms that contribute to the conservation laws come from
AH = C 0x σ
x+C 0u σ
u+C 1u S(σ
u), (7.13)
where
C 0x = S−1{(κ−1)3Eη(L)},
C 0u =−S−1{3η(κ−1)Eη(L)+κ(κ−1)Eκ(L)}+S−2{(κ−1)(κ1−1)Eκ(L)},
C 1u = S−1 {(κ−1)(κ1−1)Eκ(L)} .
For this running example,
Ad(ρ0) =

1 0 0
3x0
(u1−u0)3
1
(u1−u0)3 0
u0
u1−u0 0
1
u1−u0

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and the invariantized form of the matrix of characteristics restricted to the variables x0 and u0 is
Φ0(I) =
(
Φx0
Φu0
)
= ι0
(
x0 1 0
u0 0 1
)
=
(
0 1 0
0 0 1
)
.
Therefore, by (7.4), the conservation laws are of the form (S− id)A = 0, where
A = C 0x (0 1 0)Ad(ρ0)+C
0
u (0 0 1)Ad(ρ0)+C
1
u S
{
(0 0 1)Ad(ρ0)
}
=
[
C 0x (0 1 0)+C
0
u (0 0 1)+C
1
u (0 0 1)Ad(ρ1ρ
−1
0 )
]
Ad(ρ0);
the last equality writes the conservation laws in the form of Equation (7.10). It remains only to write the
matrix Ad(ρ1ρ−10 ) in terms of η and κ :
Ad(ρ1ρ−10 ) =Ad(K0) = ι0(Ad(ρ1)) =

1 0 0
3η
(κ−1)3
1
(κ−1)3 0
1
κ−1 0
1
κ−1
 .
More generally, once one has solved for the frame, eachAd(ρ jρ−10 ) can be written in terms of κ and its
shifts by using invariantization followed by the recurrence formula. Doing the calculation, we find that
A =V (I)Ad(ρ0), where
V (I) =
 S−1
{
(κ−1)Eκ(L)
}
S−1
{
(κ−1)3 Eη(L)
}
−S−1
{
3η(κ−1)Eη(L)+(κ−1)2 Eκ(L)
}
+S−2
{
(κ−1)(κ1−1)Eκ(L)
}

T
.
For the particular Lagrangian (3.8), the solutions (5.8), (5.9) of the invariantized Euler–Lagrange equa-
tions yield
V1 =− 32 η−1(κ−1−1)−3/2 =− 34 k2
[
k1+k−11 +(k1−k−11 )(2n−1)(−1)n
]
+ 32 k3(−1)n,
V2 = (κ−1−1)3/2 = k3(−1)
n+1
1 , (7.14)
V3 =− 32
[
η(κ−1)−3/2+η−1(κ−1−1)−3/2
]
=−3k2k(−1)
n+1
1 .
In the coordinates we have used, the first element of (S− id)A = 0 is the conservation law due to
the scaling invariance, the second is due to invariance under translation of x, and the third is due to
translation of u.
REMARK 7.1 Calculation of the conservation laws There is another way to calculate the laws for
difference frames. By Corollary 7.1, one can use symbolic software to calculate the conservation laws
in the original variables, and then use the Replacement Rule, Theorem 4.5, to obtain the invariantized
first integrals V (I) (see Table 2, which is obtained from Table 1 by applying ι0, taking the normalisation
equations into account). This is because the Replacement Rule sends ρ0 to the identity matrix. The
recurrence formulae can then be used to write V (I) in terms of the generating invariants. This means
that the methods to solve for the extremals in the original variables, given in the next section, can still
be used without having to perform the more complex, invariantized summation by parts computation.
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φ x φ u Invariantized first integral: V (I) = ι0{Au(n,φ )}
3x u ι0
(
S−1
∂L
∂u2
)
1 0 ι0
(
S−1
∂L
∂x1
)
0 1 ι0
(
S−1
∂L
∂u2
− ∂L
∂u0
)
Table 2. Infinitesimals and invariantized first integrals for the Lagrangian (3.8).
8. Solving for the original dependent variables u0, once the generating invariants are known
In this section we show how to find the solutions u0 to the original Euler–Lagrange equations, once
the invariant Euler–Lagrange equations have been solved for the generating invariants κα . The starting-
point is that κ is a known function of n and some arbitrary constants (which are determined if initial data
are specified). There are three methods, depending on the information available. We use the running
expository example to illustrate each method.
8.1 How to solve for u0 from the invariants, knowing only the Maurer–Cartan matrix.
This method can be used for any invariant difference system. Indeed, when the adjoint representation of
the Lie group is trivial, it is the only available method.
Assume that the Maurer–Cartan matrix K0 = ρ1ρ−10 is known in terms of the generating invariants,
so that it can be written in terms of n (and some arbitary constants). This yields a system of recurrence
relations for ρ0, namely
ρ1 = K0ρ0. (8.1)
DEFINITION 8.1 The system (8.1) is known as the set of Maurer–Cartan equations for the frame ρ .
Once the Maurer–Cartan equations for ρ0 have been solved, one can obtain u0 from
uα0 = ρ
−1
0 (ρ0 ·uα0 ) = ρ−10 Iα0,0 ; (8.2)
the invariant Iα0,0 is known, either from the normalization equations or from the set of generating invari-
ants already determined.
EXAMPLE 8.2 (Example 3.1 cont.) From Equation (4.15), the Maurer–Cartan matrix is
K0 =
 (κ−1)−3 0 −η(κ−1)−30 (κ−1)−1 −(κ−1)−1
0 0 1
 .
Hence, setting λk, ak and bk to be the parameter values for the group element ρk, the set of Maurer–
Cartan equations is  λ 31 0 a10 λ1 b1
0 0 1
= K0
 λ 30 0 a00 λ0 b0
0 0 1
 ,
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which amount to three recurrence relations for the group parameters:
λ1 = (κ−1)−1λ0,
a1 = (κ−1)−3 (a0−η) ,
b1 = (κ−1)−1 (b0−1) .
(8.3)
Now suppose that we know the general solution of these recurrence relations. The normalization equa-
tions give ρ0 · x0 = 0 and ρ0 ·u0 = 0, so
x0 = ρ−10 · (ρ0 · x0) = λ−30 (ρ0 · x0−a0) =−λ−30 a0,
u0 = ρ−10 · (ρ0 ·u0) = λ−10 (ρ0 ·u0−b0) =−λ−10 b0.
8.2 Solving for u0 from the invariants and conservation laws when the adjoint representation is non-
trivial
This method works when the adjoint representation is not the identity representation. The conservation
laws give
V (I)Ad(ρ0) = c (8.4)
where c is a constant row vector. The components Vi depend only on κ , and are therefore known
functions of n. As Ad(g) is known in terms of the group parameters, Equation (8.4) yields equations
for these parameters.
If the adjoint action of the group on its Lie algebra is not transitive, the algebraic system of equations
for the parameters may be under-determined. To complete the solution, it is then necessary to supple-
ment this system with the Maurer-Cartan equations (8.1). Even so, the algebraic equations coming
from the conservation laws can ease, considerably, the problem of solving the Maurer–Cartan equations
alone. Once ρ0 is known as a function of n, Equation (8.2) yields u0, as before.
EXAMPLE 8.3 (Example 3.1 cont.) For the running example, (8.4) is
(V1 V2 V3)
 1 0 0−3a0 λ 30 0
−b0 0 λ0
= (c1 c2 c3).
We obtain immediately λ0 = c3/V3 and hence, a first integral of the Euler–Lagrange equations:
V2
(V3)3
=
c2
(c3)3
. (8.5)
The remaining equation is a linear expression for a0 and b0,
3a0V2+b0V3−V1+ c1 = 0. (8.6)
If one of the second and third equations of (8.3) can be solved, (8.6) yields the remaining parameter.
8.3 Solving for u0 from κ from the conservation laws, and with a nontrivial adjoint representation of
ρ which is known as a function of u0
In this case we consider the conservation laws V (I)Ad(ρ0) = c, taking into account that ρ0(u) is known
as a function of the dependent variables. One can sometimes derive explicit equations for u which are
simple to solve. We illustrate the possibilities in the running example.
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EXAMPLE 8.4 (Example 3.1 cont.) The conservation laws amount to
(V1 V2 V3)

1 0 0
3x0
(u1−u0)3
1
(u1−u0)3 0
u0
u1−u0 0
1
u1−u0
= (c1 c2 c3). (8.7)
We obtain once more the first integral (8.5) and the simple recurrence relation
u1−u0 =V3/c3. (8.8)
Once this is solved for u0, one can obtain x0 from the first column of (8.7).
For the Lagrangian (3.8), each Vr is given (7.14) in terms of n and ki, i = 1,2,3. The first integral
(8.5) yields c3 =−3k2c1/32 . Assuming that k2 is nonzero, it is convenient to define k4 = c−1/32 ; then the
general solution of (8.8) is
u0 = 14 k4
[
2(k1+k−11 )n+(k1−k−11 )(−1)n+ k5
]
,
where k5 is an arbitrary constant. Finally, the first column of (8.7) gives
x0 = k34
[
k2nk
(−1)n
1 − 12 k3(−1)n+ k6
]
,
where k6 = c1/3+ k2(k1+k−11 +k5)/4 is the remaining arbitrary constant.
9. Lagrangians invariant up to a divergence
So far, we have considered only Lagrangians L that are invariant under a Lie group G of variational
symmetries, that is, g ·L = L for all g ∈ G. However, Noether’s theorem merely requires the action L
to be invariant. This broader definition of a Lie group of variational symmetries requires that for each
g ∈ G, there exists a function Pg of n and a finite number of shifts of u0 such that
g ·L= L+(S− id)Pg .
Without loss of generality, we set Pe = 0. This useful generalization can be treated in the invariant
framework by introducing a new dependent variable ζ such that
g ·ζ j = S j
(
ζ0−Pg
)
, j ∈ Z. (9.1)
LEMMA 9.1 With the above notation, the group action on (S− id)ζ defined by (9.1) is a left action.
Furthermore, the modified Lagrangian
L= L+(S− id)ζ0 (9.2)
is invariant under all g ∈ G.
Proof. Let g,h ∈ G. By definition, taking the left action of G on u into account,
(S− id)Phg = (hg) ·L−L= h · (L+(S− id)Pg)−L= (S− id)(Ph+h ·Pg),
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where the last equality is a consequence of the prolongation formula. Therefore
(hg) · ((S− id)ζ0)= (S− id)(ζ0−Phg) = (S− id)(ζ0−Ph−h ·Pg) = h · (g · ((S− id)ζ0)),
which extends to a left action on all (S− id)ζ j by the prolongation formula. Invariance of the modified
Lagrangian follows:
g ·L= g ·L+g · (ζ1−ζ0) = L+(S− id)Pg+(S− id)(ζ0−Pg) = L .

As L and L differ by a divergence, they yield the same Euler–Lagrange equations. Therefore L can
be used to obtain the conservation laws by the difference moving frame method. Only the original
dependent variables can be used for normalization, because ζ does not appear in the Euler–Lagrange
equations. Moreover, ζ does not appear in AH for the modified Lagrangian, so the expression for the
conservation laws in terms of invariants and Ad(ρ0) is unaffected by the modification.
An example appears in the next section, §10.
10. Explicit dependence on n changes nothing
So far, we have considered examples whose Lagrangian and variational symmetries do not depend
explicitly on n. However, the difference frame reduction takes place on a prolongation space over a
single (arbitrary) base point n. Consequently, n should be regarded in the calculations as a parameter.
Consider the Lagrangian
L=
(v2− v0)(v3− v1)
(u0− v0)(u1− v1) +2ln(u0− v0).
While this Lagrangian does not depend explicitly on n, there is a three-parameter Lie group of variational
symmetries depending explicitly on n, g · (u,v) = (u˜, v˜), where
u˜ = exp{(−1)na1}u+a2+a3(−1)n = ucosha1+a2+(−1)n
{
usinha1+a3
}
,
v˜ = exp{(−1)na1}v+a2+a3(−1)n = vcosha1+a2+(−1)n
{
vsinha1+a3
}
. (10.1)
The infinitesimal generators vr corresponding to ar are
v1 = (−1)nu∂u+(−1)nv∂v, v2 = ∂u+∂v, v3 = (−1)n∂u+(−1)n∂v.
So
(v1 · · · vR) = (v˜1 · · · v˜R)Ad(g), where Ad(g) =
 1 0 0−a3 cosha1 sinha1
−a2 sinha1 cosha1
. (10.2)
For this group action, the standard representation is not faithful, so we shall use the Adjoint representa-
tion, which is faithful.
In this example, L is not invariant:
g ·L= L+2a1(−1)n = L+(S− id)
{
a1(−1)n+1
}
.
Accordingly, by the result in §9, we define a new dependent variable ζ and the (invariant) modified
Lagrangian L(u0,v0,ζ0,u1,v1,ζ1,v2,v3) such that
ζ˜0 = ζ0+a1(−1)n, ζ˜1 = ζ1+a1(−1)n+1, L= L+(S− id)ζ0 ;
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here ζ˜ j denotes g ·ζ j. The extension of the infinitesimal generators vr to include their action on ζ is as
follows:
v1 = (−1)nu∂u+(−1)nv∂v+(−1)n∂ζ , v2 = ∂u+∂v, v3 = (−1)n∂u+(−1)n∂v.
These generators satisfy the same commutation relations as their unextended counterparts, so (10.2) is
unchanged.
We choose the moving frame ρ0 defined by the normalization
ρ0 ·u0 = 1, ρ0 · v0 = 0, ρ0 · v1 = 0,
which amounts to
a1 = (−1)n+1 ln(u0− v0),
a2 =− 12 [v1(u0− v0)+ v0/(u0− v0)] , (10.3)
a3 = 12 (−1)n [v1(u0− v0)− v0/(u0− v0)] .
Consequently, the frame (in the Adjoint representation) is
ρ0 =Ad(ρ0) =
 1 0 0−a3 cosha1 sinha1
−a2 sinha1 cosha1,

where a1,a2 and a3 are given by (10.3); hence
cosha1 =
1
2
[
u0− v0+ 1u0− v0
]
, sinha1 =
(−1)n+1
2
[
u0− v0− 1u0− v0
]
. (10.4)
The fundamental difference invariants are
κ = ρ0 ·u1 = (u0− v0)(u1− v1),
µ = ρ0 · v2 = (v2− v0)/(u0− v0),
ν = ρ0 ·ζ0 = ζ0− ln(u0− v0).
Therefore, in terms of these invariants, L amounts to
L = µµ1+ lnκ+ν1−ν0, (10.5)
and
Ad(K0) = ι0(Ad(ρ1)) =

1 0 0
(−1)n
2 κµ
1
2
(
κ+κ−1
) (−1)n
2
(
κ−κ−1)
1
2κµ
(−1)n
2
(
κ−κ−1) 12 (κ+κ−1)
 . (10.6)
We now construct the differential–difference syzygies. Noting that
ι0(u′j) = (u0− v0)(−1)
j−1
u′j, ι0(v
′
j) = (u0− v0)(−1)
j−1
v′j, ι0(ζ
′
j) = ζ
′
j,
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the fundamental differential–difference invariants are
σu = ι0(u′0) =
u′0
u0− v0 , σ
v = ι0(v′0) =
u′0
u0− v0 , σ
ζ = ζ ′0. (10.7)
Consequently,
ι0(u′1) = κ Sσ
u, ι0(v′1) = κ Sσ
v, ι0(v′2) = κ
−1κ1 S2σ v, ι0(ζ ′1) = Sσ
ζ . (10.8)
and thus the differential–difference syzygies needed to calculate the Euler–Lagrange equations are
d
dt
 κµ
ν
 =
 H11 H12 0H21 H22 0
−1 1 1
 σuσ v
σζ
 (10.9)
where
H11 = κ(S+ id), H12 =−H11, H21 =−µ id, H22 = κ−1κ1S2+(µ−1)id. (10.10)
Therefore
dL
dt
={H ∗11Eκ(L)+H ∗21Eµ(L)−Eν(L)}σu+{H ∗12Eκ(L)+H ∗22Eµ(L)+Eν(L)}σ v
+Eν(L)σζ +(S− id)(Aκ +AH ), (10.11)
where
AH = [S−1(κEκ(L))](σu−σ v)+(S+ id)
{
S−2
[
κ−1κ1Eµ(L)
]
σ v
}
and, for the particular Lagrangian (10.5), Aκ = µ−1µ ′+ν ′.
The invariantized Euler–Lagrange equations are obtained from the coefficients of σu,σu and σζ in
(10.11), ignoring terms in Aκ and AH . By construction, the coefficient of σζ gives Eν(L) = 0; the
remaining Euler–Lagrange equations simplify to
0 = (S−1+ id){κEκ(L)}−µEµ(L) = 2−µ(µ−1+µ1), (10.12)
0 = S−2{κ−1κ1Eµ(L)}−Eµ(L) =
(
(κ−2)−1κ−1S−2− id
)
(µ−1+µ1). (10.13)
The general (real-valued) solution of (10.12) is
µ = k(−1)
n
2
(
1− (k1)2
)−bn/2c(
1+ k(−1)
n+1
1
)n
, k1 6=±1, k2 6= 0. (10.14)
To complete the solution, the following identities are useful:
µ2 =
1+ k(−1)
n+1
1
1+ k(−1)
n
1
µ, µµ1 = 1+ k1(−1)n.
The first of these enables (10.13) to be solved:
κ = c
(
1− (k1)2
)−1(
1+ k(−1)
n+1
1
)
, (10.15)
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where the (non-zero) constant c will be determined later.
The conservation laws come from AH which, for the Lagrangian (10.5), amounts to
AH = σu−σ v+(S+ id)
{
(κ−2)−1κ−1(µ−3+µ−1)σ v
}
. (10.16)
Note: by construction, ζ and its invariantization do not contribute to the conservation laws; ν ′ appears
in Aκ , but not in AH .
One can complete the solution of the problem using (10.16), but it is better to use the Euler–Lagrange
equations (10.12) and (10.13) to simplify AH first; this gives equivalent conservation laws with
AH = σu−σ v+(S+ id)
(
2µ−1σ v
)
.
To calculate the replacements for σu and σ v, we need the matrix of characteristics, restricted to the
original dependent variables:
Φ(u0,v0) =
( a1 a2 a3
u0 (−1)nu0 1 (−1)n
v0 (−1)nv0 1 (−1)n
)
. (10.17)
The invariantization of this matrix gives the replacements
σu 7→ ((−1)n 1 (−1)n)Ad(ρ0), σ v 7→ (0 1 (−1)n)Ad(ρ0). (10.18)
The replacement for Sσ v is
Sσ v 7→ (0 1 (−1)n+1)Ad(ρ1) = (0 1 (−1)n+1)Ad(K0)Ad(ρ0). (10.19)
Collecting terms, the conservation laws are
(c1 c2 c3) =
(
(−1)n 2
µ
+
2
κµ1
2(−1)n
µ
+
2(−1)n+1
κµ1
)
Ad(ρ0). (10.20)
Bearing in mind that κ = (u0− v0)(u1− v1), (10.20) amounts to
c1 = (−1)n
[
1− (S− id)
{
2v0
µ(u0− v0)
}]
, (10.21)
c2 = (S+ id)
{
2
µ(u0− v0)
}
, c3 = (S+ id)
{
2(−1)n
µ(u0− v0)
}
. (10.22)
The general solution of (10.22) is
u0− v0 = 4µ(c2+ c3(−1)n) , c
2
2− c23 6= 0, (10.23)
where µ is given by (10.14). Therefore, the value of the undetermined constant in (10.15) is c =
16/(c22− c23) and the general solution of (10.21) is
v0 =
2n+ c1(−1)n+ k3
µ(c2+ c3(−1)n) , (10.24)
where k3 is an arbitrary constant. This yields u0 from (10.23), completing the solution of the Euler–
Lagrange equations in the original variables.
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11. Application to the study of Euler’s elastica
As a final example, we study a discrete variational problem analogous to that of the smooth Euler
elastica,
L =
∫
κ2ds, κ =
uxx
(1+u2x)
3/2 , ds =
√
1+u2x dx, (11.1)
where κ is the Euclidean curvature and s is the Euclidean arc length. Converting to derivatives with
respect to arc length s, the Euler–Lagrange equation is
κss+
1
2
κ3 = 0,
for which a first integral was found by Euler in his masterpiece Euler (1744) (see also Levien (2008) for
a mathematical history of the problem).
The aim is to design the discrete Lagrangian in such a way that not only the discrete Euler–Lagrange
equations, but also all the discrete conservation laws become, in an appropriate continuum limit, the
smooth Euler–Lagrange equations and conservation laws of a variational problem. Our method involves
taking a difference frame for SE(2) which has for its continuum limit the smooth SE(2) frame, see
Mansfield (2010), Gonc¸alves & Mansfield (2013); by matching this heart of the two calculations, one
for the smooth and one for the difference variational problem, we match not only the Euler–Lagrange
equations but all three conservation laws, as all the relevant formulae align allowing convergence to be
proven readily.
By contrast, Ge’s famous no-go theorem (see Ge & Marsden (1988)) states that a symplectic inte-
grator, possibly after reduction so that only the conservation of energy remains, cannot exactly preserve
the smooth energy without computing the exact solution. Conservation of energy in the smooth cases
arises when a Lagrangian is invariant under translations in the independent variable. When computing
a difference analogue, the independent variable must appear as a discrete dependent variable and the
difference Lagrangian must be invariant under translation in this, so that conservation of energy in the
smooth case becomes a conservation of a linear momentum in the difference analogue. For our example
here, it is translation in x in the smooth case which is incorporated.
That our method of works in general is an open conjecture. To evidence this conjecture, we calculate
all the relevant quantities in detail.
The Euclidean group of rotations and translations in the plane acts on curves (x,u(x)) as(
x
u
)
7→ Rθ
(
x
u
)
+
(
a
b
)
=
(
x˜
u˜
)
, Rθ =
(
cosθ −sinθ
sinθ cosθ
)
.
Choosing the normalization equations to be
x˜ = 0, u˜ = 0, u˜x = 0, (11.2)
we obtain a smooth frame, denoted by ρ̂ , namely
ρ̂ =
 Rθ −Rθ ( xu
)
0 1
 ,
where Rθ is the rotation matrix with sinθ =−ux/
√
1+u2x , cosθ = 1/
√
1+u2x . This frame satisfies
ρ̂sρ̂ −1 =
1√
1+u2x
ρ̂xρ̂ −1 =
 0 κ −1−κ 0 0
0 0 0
 . (11.3)
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With this frame, the conservation laws for the Lagrangian (11.1) are, in terms of the moving frame ρ̂
(see Gonc¸alves & Mansfield 2013, Mansfield 2010):
(−κ2 −2κs 2κ)
 xs us xus−uxs−us xs xxs+uus
0 0 1

︸ ︷︷ ︸
Ad(ρ̂ )
= (c1 c2 c3).
Using the identity x2s +u
2
s = 1, this amounts to
(−κ2 −2κs 2κ) = (c1 c2 c3)
 xs −us uus xs −x
0 0 1
 . (11.4)
The same identity gives a first integral for the Euler–Lagrange equation,
κ4+4κ2s = c
2
1+ c
2
2. (11.5)
Eliminating xs from the first two columns of (11.4) gives
us =
1
c21+ c
2
2
(
2c1κs− c2κ2
)
. (11.6)
By solving (11.5), (11.6) and the third column of (11.4) (to determine x), we obtain the smooth solution
in Figure 2, once the constants of integration c1 and c2 are determined.
The idea is to take a difference frame with matching normalization equations, and to take the discrete
analogues of curvature and arc length to be those playing the same role when compared to the smooth
Maurer–Cartan invariants given in Equation (11.3). We now explain these remarks. Consider the action
of SE(2) in the plane where the points u j have coordinates (x j,u j), and take the frame
ρ0 =
 Rθ0 −Rθ0( x0u0
)
0 1
 ,
(using the standard representation) such that the normalization equations are
ρ0 ·u0 = (0,0), ρ0 · (u1−u0) = (∗,0).
In other words, Rθ0 is the rotation matrix that sends u1−u0 to a row vector with a zero second com-
ponent, so that sinθ0 = −(u1− u0)/` and cosθ0 = (x1− x0)/`, where ` = |u1− u0|. These discrete
normalization equations match, in some sense, the normalization equations (11.2) for the smooth frame.
Then
K0 = ρ1ρ−10 =
 Rhθ −Rθ1( x1− x0u1−u0
)
0 1
=
 Rhθ −Rhθ ( `0
)
0 1
 ,
where hθ = θ1−θ0. Therefore the generating invariants are hθ and `.
In order to see the discrete analogues of curvature and arc length, we consider ρ̂xρ̂ −1 to be approxi-
mated by
(ρ̂(x+hx)− ρ̂(x)) ρ̂(x)−1/hx =
(
ρ̂(x+hx)ρ̂(x)−1− Id
)
/hx,
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where Id is the identity matrix, and ρ̂(x+ hx)ρ̂(x)−1 to be approximated by K0 when x = x0 and hx =
x1− x0.
Observing that the component of the first row and second column of the matrix K0− Id is −sinhθ
and that, to first order in hθ , the component of the first row and third column of the matrix K0− Id is
−`, we take the discrete analogue of ds to be ` and the discrete analogue of κ to be
κ =−`−1 sinhθ .
Hence, we consider the variational problem
L =∑`−1 sin2 hθ ,
with ` and hθ as the fundamental invariants. The differential–difference syzygies are
` ′ = coshθ Sσ x+ sinhθ Sσu−σ x,
h′θ = (S− id)
(
`−1[sinhθ Sσ x− coshθ Sσu+σu]
)
,
where σ x = ι0(x′0) and σ
u = ι0(u′0). Applying the theory developed in this paper, the invariantized
Euler–Lagrange equations are
{S−1(coshθ )S−1− id}E`(L)+
{
S−1
(
`−1 sinhθ
)
(S−2−S−1)
}
Ehθ (L) = 0,
{S−1(sinhθ )S−1}E`(L)+
{
`−1(S−1−id)−S−1
(
`−1 coshθ
)
(S−2−S−1)
}
Ehθ (L) = 0,
where
Ehθ (L) =
∂L
∂hθ
= `−1 sin(2hθ ), E`(L) =
∂L
∂`
=−`−2 sin2 hθ .
These equations are then solved for ` and hθ . We note that (the shifts of) these Euler–Lagrange equations
can be written in the form,(
coshθ −sinhθ
sinhθ coshθ
)(
`−1 (S−1− id)Ehθ (L)
E`
)
= S
(
`−1 (S−1− id)Ehθ (L)
E`
)
.
The boundary terms can be written in the form
AH = C 0x ι0(x
′
0)+C
0
u ι0(u
′
0)+C
1
x S(ι0(x
′
0))+C
1
u S(ι0(u
′
0)),
where
C 0x = S−1
{
coshθ E`(L)− `−1 sinhθEhθ (L)+ `−1 sinhθ S−1
(
Ehθ (L)
)}
,
C 0u = S−1
{
sinhθE`(L)+
(
S
(
`−1
)
+ `−1 coshθ − `−1 coshθ S−1
)
Ehθ (L)
}
,
C 1x = `
−1 sinhθ S−1
{
Ehθ (L)
}
,
C 1u = −`−1 coshθ S−1
{
Ehθ (L)
}
.
The infinitesimal vector fields are
va = ∂x0 , vb = ∂u0 , vθ =−u0∂x0 + x0∂u0 ,
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so that
Φ(u0) =
(
1 0 u0
0 1 −x0
)
, Φ(I) =
(
1 0 0
0 1 0
)
,
and
Ad
(
g(θ ,a,b)
)
=
cosθ −sinθ bsinθ cosθ −a
0 0 1
 .
Applying the replacement (7.5) and simplifying and collecting terms, the conservation laws can be
written in terms of the row vector of invariants as follows
(V1 V2 V3)
(
Rθ0 JRθ0u0
0 1
)
= (c1 c2 c3), J =
(
0 −1
1 0
)
, (11.7)
where
V1 = S−1(coshθE`(L))+
{
S−1
(
`−1 sinhθ
)
(S−2−S−1)
}
Ehθ (L),
V2 = S−1(sinhθE`(L))−
{
S−1
(
`−1 coshθ
)
(S−2−S−1)
}
Ehθ (L),
V3 =−S−1
(
Ehθ (L)
)
.
Using Maple, we solve the discrete Euler–Lagrange equations for the invariants as an initial data
problem. Note that (11.7) implies that
(V1)
2+(V2)
2 = (c1)
2+(c2)
2 ,
which gives a first integral of the discrete Euler–Lagrange equations. Further, there is a linear relation
for x and u, in terms of the invariants; using the methods of §8.2, the solution in terms of the original
variables can be obtained in a straightforward manner. The initial data give the values of the constants
c1, c2. We have used these constants and the initial values (x0,u0) = (0,1) to obtain the initial data
for the smooth solution. The discrete equations require one more initial datum than the smooth, so that
more than one discrete solution will have the same constants and starting point, and hence more than one
discrete solution can approximate a given smooth one. In Figure 2, we compare two discrete solutions
with differing initial step sizes, both approximating the single smooth solution. Magnifications of these
solutions, verification that conserved quantities are indeed conserved, and relative errors of each discrete
solution to the smooth solution are given Figures 3 and 4.
A routine albeit lengthy calculation shows that the Euler–Lagrange equations and the conservation
laws converge to the smooth counterparts in the continuum limit. The relative success of this sim-
ple example shows that this approach to obtaining symmetry-preserving variational integrators via the
difference moving frame merits further research. More sophisticated methods to derive discrete La-
grangians using interpolation are also being explored (Beffa & Mansfield 2018).
12. Conclusions
In this paper, we have introduced difference moving frames and some applications. In particular, for a
discrete Lagrangian with a Lie group of variational symmetries, a difference moving frame expresses
the Euler–Lagrange equations in terms of the invariants and Noether’s conservation laws in terms of the
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FIG. 2. A plot of an extract of 847 points of the discrete solution for certain initial data and an extract of 507 points of the discrete
solution for a variation of the previous initial data. This is compared with an accurate numerical solution of the third column of
(11.4), (11.5) and (11.6), using a Fehlberg fourth-fifth order Runge-Kutta method with degree four interpolant, with uniform step
0.1. The conservation laws are used in the solution in order to match the initial data.
y
x
y
x
(a) (b)
FIG. 3. Plots (a) and (b) magnify two regions of Figure 2.
frame and a vector of invariants. This makes explicit the equivariance of the conservation laws. The
difference frame formulation can allow one to solve for the solutions in terms of the original variables
by a divide-and-conquer approach: first the invariantized Euler–Lagrange equations are solved, then the
conservation laws and frame are used to construct the complete solution. It is worth noting that one
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FIG. 4. (a) Graph showing the three conserved quantities are indeed conserved (are constants). The values of the constants in the
conservation laws obtained in the discrete case were used to calculate the initial data in the integration of the smooth case. (b)
The norm relative error between the solution of the smooth problem and each solution of the discrete problem.
need not use the full Lie group to do this; a Lie subgroup may do the job more simply. For instance,
using the translation subgroup in our running example would have been equally effective, with slightly
simpler calculations.
We have developed the Noether theory for difference frames to cover all variational symmetries, not
just those that leave the given Lagrangian invariant. It also covers symmetries whose generators are
n-dependent and Lagrangians that vary with n.
We have shown that, by matching the smooth and difference frames for the smooth and discretized
problems respectively, it is possible to create symmetry-preserving variational integrators which can
approximate the full set of conservations. Optimizing the use of the difference frame in these approxi-
mations is a subject for further research.
Part I of this paper has concentrated on relatively straightforward Lie group actions. In Part II, we
turn to actions of the semisimple Lie group SL(2).
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Appendix A. From structure constants to Ad(g)
There is an alternative way to construct the matrix Ad(g) from the basis
vr = ξαr (u)∂uα , r = 1, . . . ,R,
for the Lie algebra of infinitesimal generators. The Lie algebra is closed, giving rise to the commutator
relations
[vi,v j]≡ viv j−v jvi = cki jvk, i, j = 1, . . . ,R,
where cki j are the structure constants. Define the R×R matrices C j by
(C j)ki = c
k
i j.
Every infinitesimal generator v = arvr can be exponentiated to produce a one-parameter local Lie
group of transformations exp(εv). These act on an arbitrary smooth function F(u) as follows:
exp(εv)F(u) = F(û(ε)), where û(ε) = exp(εv)u≡
∞
∑
m=0
εm
m!
vm(u).
One can obtain û(ε) by solving the initial value problem
dûα(ε)
dε
= arξαr (û(ε)), α = 1, . . . ,q; û
∣∣
ε=0 = u.
THEOREM A.1 Suppose that g ·u = exp(arvr)u. Then Ad(g) = exp(arCr).
Proof. Let v = arvr and consider the action of the one parameter local Lie group exp(εv). Define
g(ε) ·u = û(ε) = exp(εv)u
and denote the components of Ad(g(ε)) by Ali(ε). The identity (6.3) yields
vi = Ali(ε)v̂l(ε),
where v̂l(ε) is vl with u replaced by û(ε). If F(u) an arbitrary smooth function,
exp(−εv)vi exp(εv)F(u) = exp(−εv)
{
Ali(ε)v̂l(ε)F(û(ε))
}
= Ali(ε)vlF(u).
Consequently,
d
dε
{
Ali(ε)
}
vlF(u) = exp(−εv) [vi,v]exp(εv)F(u) = a jcki jAlk(ε)vlF(u),
and so Ad(g(ε)) satisfies the initial value problem
d
dε
Ad(g(ε)) = a jAd(g(ε))C j, Ad(g(0)) = Id.
The R×R matrix exp(εa jC j) satisfies the same initial value problem, so the standard uniqueness theo-
rem for ODEs proves that
Ad(g(ε)) = exp(εa jC j).
Set ε = 1 to conclude the result. 
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COROLLARY A.1 Suppose that
g ·u = exp(ar11 vr1)exp(ar22 vr2) · · ·exp(arMM vrM )u.
Then Ad(g) = exp(ar11 Cr1)exp(a
r2
2 Cr2) · · ·exp(arMM CrM ).
Proof. The adjoint representation preserves left multiplication. 
For every R-dimensional local Lie group of transformations, the action of every g in some neigh-
bourhood of the identity can be written as exp(arvr) for some ar, which are called canonical coordi-
nates of the first kind. So if u˜ = g ·u is written in this form, Theorem A.1 enables us to write down
Ad(g) = exp(arCr) immediately.
Commonly, u˜ = g ·u is written as a product of exponentiated generators, in which case Corollary
A.1 is applicable. In particular, the action of every g in some neighbourhood of the identity can be
written as exp(aRvR) · · ·exp(a1v1); here ar are canonical coordinates of the second kind.
EXAMPLE A.2 (Example 3.1 cont.) The group action g · (x,u) = (x˜, u˜) in the running example can be
written in terms of canonical coordinates of the second kind as
(x˜, u˜) =
(
e3a
1
x+a2, ea
1
u+a3
)
= exp(a3v3)exp(a2v2)exp(a1v1)(x,u),
where (a1,a2,a3) = (ln(λ ),a,b) and
v1 = 3x∂x+u∂u, v2 = ∂x, v3 = ∂u.
The only nonzero structure constants are c212 = −c221 = −3 and c313 = −c331 = −1, so Corollary A.1
yields
Ad(g) = exp
 0 0 00 0 0
−a3 0 0
exp
 0 0 0−3a2 0 0
0 0 0
exp
0 0 00 3a1 0
0 0 a1
=
 1 0 0−3a2 e3a1 0
−a3 0 ea1
,
in agreement with the more straightforward approach of Section 6.
