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Abstract
Every higher-dimensional wavelet frame is generated by dyadic dilations and integer translates of several
mother functions. In this paper, associated with a frame multiresolution analysis {Vm,ϕ} of L2(Rd), many higher-
dimensional wavelet frames are constructed with help of a splitting trick of the subspace V1 and a very fine partition
of Rd . The least number of the mother functions is shown precisely in terms of the index of the FMRA. Finally, in
order to explain our theory, an example is presented.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Benedetto and Li [1] introduced the concept of the frame multiresolution analysis (FMRA), which
is an extension of the concept of the multiresolution analysis (MRA) [6]. In the one-dimensional case,
Benedetto and Treiber [2], and Kim and Lim [4] gave a necessary and sufficient condition for an FMRA
to have a single mother function whose dyadic dilations and integer translates constitute a wavelet frame
of L2(R). Kim and Lim [4] also showed that for any FMRA there always exists a wavelet frame generated
by two mother functions.
In the present paper, we construct the higher-dimensional wavelet frames and are devoted to the study
of the least number of mother functions whose dyadic dilations and integer translates constitute a wavelet
frame associated with an FMRA for L2(Rd). We find that an FMRA for L2(Rd) can determine such the
least integer p0 (1  p0  2d) that there exists a wavelet frame generated by r mother functions if and
only if r  p0. This number p0 is determined by the zero set of Φ(ω) which is a computable periodization
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known results [2,4] with some improvements.
The key of proving our results is to construct directly a wavelet frame generated by the fewest mother
functions. For this purpose, we have to find a splitting trick of V1 and a very fine partition of Rd . This
enables us to see that it is more difficult to construct wavelet frames in the higher-dimensional case than
that in the one-dimensional case.
In Section 2, we introduce a concept of the index of an FMRA, and then state our main results about
the least number of the mother functions in terms of the index. In Section 3, we decompose V1 into
arbitrarily finite principal shift-invariant subspaces. With help of it, we obtain the lower bound of the
number of the mother functions which generate a wavelet frame associated with an FMRA for L2(Rd).
In Section 4, based on the zero set of Φ(ω), we find the finite point sets whose translates constitute a
partition of Rd . Using the method of the matrix extension on each point set respectively, we construct a
wavelet frame with r mother functions for any r  p0. Finally, in Appendix A, we present an example of
constructing a wavelet frame for L2(R2) to explain our theory.
2. Notations and main results
All over this paper, define the Fourier transform of f as fˆ (ω)= (2π)−d/2 ∫
Rd
f (t)e−it ·w dt . We denote
N∗ = {0,1, . . . ,2d − 1}, T d = [−π,π)d and let M + b be a translation of a point set M by b. For
simplicity, if M + 2nπ =M (n ∈Zd), we denote the Lebesgue measure of the point set M ∩ T d by |M|.
By Ed denote the set of 2d vertices of the unit cube [0,1]d , viz. Ed = {(x0, . . . , xd−1): xs = 0 or 1}.
For convenience, we shall arrange the 2d points of Ed in order: if
(x0, . . . , xd−1) ∈Ed and ν =
d−1∑
s=0
xs2d−s−1,
then the point (x0, . . . , xd−1) is called the νth point of Ed , and write τν = (x0, . . . , xd−1).
The following result gives a characterization of the frames of integer translates.
Proposition 2.1 [3]. Let f ∈ L2(Rd) and F(ω)=∑α∈Zd |fˆ (ω + 2απ)|2. Then {f (t − k)}k is a frame
for span{f (t − k), k ∈ Zd} if and only if there exist A,B > 0 such that A  F(ω)  B a.e. on
{ω ∈Rd : F(ω) = 0}. In this case, A and B are frame bounds.
A frame multiresolution analysis (FMRA) {Vm,ϕ}, which was introduced by Benedetto and Li [1], is
an MRA with the condition “{ϕ(t − k)}k is a Riesz basis of V0” replaced the condition “{ϕ(t − k)}k is a
frame of V0” [3]. Denote V0 ⊕W0 = V1, where ⊕ expresses the orthogonal sum.
In the one-dimensional case, Benedetto and Treiber [2] and Kim and Lim [4] constructed the wavelet
frames associated with an FMRA for L2(R). In this paper, we research this problem in the higher-
dimensional case. In order to state our main results, at first, we give a concept of the index of an FMRA
for L2(Rd).
Let {Vm,ϕ} be an FMRA for L2(Rd). The filter function H0(ω) satisfies ϕˆ(ω) = H0(ω/2)ϕˆ(ω/2).
Denote
Φ(ω)=
∑
d
∣∣ϕˆ(ω+ 2απ)∣∣2, (2.1)
α∈Z
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Definition 2.2. (i) For a fixed point ω ∈ Rd , if the sequence {Φ(ω + πτν), ν ∈ N∗} has just r nonzero
terms, then we say ω ∈ Br.
(ii) If an integer p satisfies both |Bp| > 0 and |Br | = 0 (r > p), then we define the index p0 of the
FMRA as follows:
p0 =
{
p if |Q∩Bp|> 0,
p− 1 if |Q∩Bp| = 0.
Remark 2.3. The index p0 of an FMRA is an integer satisfying 1 p0  2d .
With help of the above definition, we state the main results of this paper as follows:
Theorem 2.4. Let {Vm,ϕ} be an FMRA for L2(Rd) and its index be p0. If there exist r mother functions
{ψµ}r1 in W0 such that {ψµ(t − k)}µ,k (µ= 1, . . . , r , k ∈Zd ) is a frame for W0, then r  p0.
Conversely, we have
Theorem 2.5. Let {Vm,ϕ} be an FMRA for L2(Rd) and its index be p0. If r  p0, then there exist r
mother functions {ψµ}r1 in W0 such that {ψµ(t − k)}µ,k (µ = 1, . . . , r , k ∈ Zd ) is a tight frame for W0,
with bound 1.
In the one-dimensional case, Theorems 2.4 and 2.5 reduce to the known results [2,4] with some
improvements.
For the convenience of the proofs of the theorems, without loss of generality, we always assume in the
present paper that Φ(ω) is the characteristic function, namely, Φ(ω)= 1 or 0 a.e. ω ∈Rd .
Otherwise we may replace ϕ by ϕ˜ which satisfies
ˆ˜ϕ (ω)=
{
ϕˆ(ω)(Φ(ω))−1/2, Φ(ω) = 0,
0, Φ(ω)= 0.
So {ϕ˜(t − k)}k is a frame for V0 and Φ˜(ω) is a characteristic function, and both Φ˜(ω) and Φ(ω) have the
same set of zero point.
3. Orthogonal decomposition of V1 and proof of Theorem 2.4
Let {Vm,ϕ} be an FMRA for L2(Rd) and {ψµ}r1 ⊂ W0. Again let ψ0 = ϕ. Since {ψµ}r0 ⊂ V1, there
exists {Hµ(ω)}r0 ⊂ L2(T d) such that
ψˆµ(ω)=Hµ
(
ω
2
)
ϕˆ
(
ω
2
)
, µ= 0, . . . , r. (3.1)
Denote the (r + 1)× 2d matrix
A(ω)= (Aµ,ν(ω))µ,ν = (Hµ(ω+ πτν)Φ(ω+ πτν))µ,ν, µ= 0,1, . . . , r, ν ∈N∗. (3.2)
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W
(µ)
0 = span
{
ψµ(t − k), k ∈Zd
}
, (3.3)
and let W(0)0 = V0. Then the orthogonal decomposition formula
V1 =
r⊕
µ=0
W
(µ)
0 (3.4)
holds if and only if the matrix A(ω) satisfies the following conditions:
(i) A(ω)A∗(ω) is a diagonal matrix, where A∗(ω) is the conjugate transposed matrix of A(ω).
(ii) There exists a row vector G(ω)= (Gµ(ω))µ=0,...,r (where Gµ(ω) ∈L2(T d)) such that
G(ω)A(ω)= (2dΦ(ω),0, . . . ,0).
Proof. (Necessity.) Suppose that (3.4) holds. By (2.1), (3.1) and (3.3), it follows that:∑
ν∈N∗
Hµ1
(
ω
2
+ πτν
)
Hµ2
(
ω
2
+ πτν
)
Φ
(
ω
2
+ πτν
)
=
∑
α∈Zd
ψˆµ1(ω+ 2απ)ψˆµ2(ω+ 2απ) (µ1 =µ2). (3.5)
Since W(µ1)0 ⊥W(µ2)0 (µ1 =µ2), a known result [5] shows that
∑
α∈Zd ψˆµ1(ω+ 2απ)ψˆµ2(ω+ 2απ)= 0.
So (i) follows.
Since ϕ(2t − τs) ∈ V1 (s ∈N∗) and {ψµ(t − k)}k is a frame of W(µ)0 , (3.4) implies that there exist the
sequences {C(µ,s)k }k ∈ l2 such that
ϕ(2t − τs)=
r∑
µ=0
∑
k∈Zd
C
(µ,s)
k ψµ(t − k).
Taking the Fourier transform, we have
e−iτs ·ωϕˆ(ω)=
r∑
µ=0
∑
k∈Zd
2dC(µ,s)k e
−2ik ·ωψˆµ(2ω). (3.6)
Let
Gµ(ω)=
∑
l∈Zd
d
(µ)
l e
−il·ω, µ= 0, . . . , r, (3.7)
where d(µ)2k−τs = 2dC(µ,s)k (k ∈Zd , s ∈N∗). From (3.1) and (3.6), we can conclude that
e−iτs ·ωϕˆ(ω)=
r∑
µ=0
(∑
k∈Zd
d
(µ)
2k−τs e
−2ik·ω
)
Hµ(ω)ϕˆ(ω) (s ∈N∗).
Replacing ω by ω+ πτν , the above formula can be rewritten in the form
e−iπτs ·τν ϕˆ(ω+ πτν)=
r∑(∑
d
d
(µ)
2k−τs e
−i(2k−τs) ·ω
)
Hµ(ω+ πτν)ϕˆ(ω+ πτν) (s ∈N∗).µ=0 k∈Z
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r∑
µ=0
Gµ(ω)Hµ(ω+ πτν)
)
ϕˆ(ω+ πτν)= 2d ϕˆ(ω+ πτν)δν,0, ν ∈N∗,
where δ0,0 = 1, δν,0 = 0 (ν = 0). From this and (2.1), we have
r∑
µ=0
Gµ(ω)Hµ(ω+ πτν)Φ(ω+ πτν)= 2dΦ(ω+ πτν)δν,0, ν ∈N∗.
Again since
Φ(ω+ πτν)δν,0 =
{
Φ(ω), ν = 0,
0, ν = 0,
(ii) follows.
(Sufficiency.) From the condition (i) and (3.5), we get
W
(µ1)
0 ⊥W(µ2)0 (µ1 = µ2). (3.8)
From condition (ii), we see that there exists {Gµ(ω)}r0 ⊂L2(T d) such that
r∑
µ=0
Gµ(ω)Hµ(ω+ πτν)Φ(ω+ πτν)= 2dΦ(ω)δν,0, ν ∈N∗.
Replacing ω by ω− πτν , by Φ(ω− πτν)δν,0 =Φ(ω)δν,0, we have(
r∑
µ=0
Gµ(ω− πτν)Hµ(ω)
)
Φ(ω)= 2dΦ(ω)δν,0, ν ∈N∗.
If ϕˆ(ω) = 0, then Φ(ω)= 1, further(
r∑
µ=0
Gµ(ω− πτν)Hµ(ω)
)
ϕˆ(ω)= 2d ϕˆ(ω)δν,0, ν ∈N∗. (3.9)
If ϕˆ(ω)= 0, it is obvious that the above formula holds.
Let Gµ(ω)=∑k∈Zd g(µ)k e−ik·ω. So
Gµ(ω)=
∑
s∈N∗
G(s)µ (ω), where G(s)µ (ω)=
∑
k∈Zd
g
(µ)
2k−τs e
−i(2k−τs )·ω, (3.10)
and G(s)µ (ω− πτν)=G(s)µ (ω)e−iπτs ·τν . From this and (3.1), (3.9) we have
∑
s∈N∗
e−iπτs ·τν
(
r∑
µ=0
G(s)µ (ω)ψˆµ(2ω)
)
= 2d ϕˆ(ω)δν,0, ν ∈N∗. (3.11)
Since (2−d/2e−iπ(τs ·τν))s,ν is a unitary matrix [5], the system of equations with respect to {Ys}:∑
∗
e−iπτs ·τνYs = 2d ϕˆ(ω)δν,0, ν ∈N∗s∈N
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r∑
µ=0
G(s)µ (ω)ψˆµ(2ω)= ϕˆ(ω) for all s ∈N∗. (3.12)
Taking the inverse Fourier transform, by (3.10), we can obtain for t ∈Rd , n ∈Zd ,
2dϕ(2t − n)=
r∑
µ=0
∑
k∈Zd
g
(µ)
2k−nψµ(t − k).
From this and (3.8), we get (3.4). Proposition 3.1 is proved. ✷
In order to prove Theorem 2.4, we need to discuss the properties of the matrix A(ω) stated in (3.2).
Lemma 3.2. Let A0(ω) be the 0th row of A(ω). Then A0(ω) is a zero vector for ω ∈Q and it is an unit
vector for ω ∈Rd \Q, where Q is stated in (2.2).
Proof. By (2.1) and (3.1),
Φ(2ω)=
∑
k∈Zd
∣∣H0(ω+ kπ)∣∣2∣∣ϕˆ(ω+ kπ)∣∣2 = ∑
ν∈N∗
∣∣H0(ω+ πτν)∣∣2Φ(ω+ πτν)= ∥∥A0(ω)∥∥2, (3.13)
where ‖A0(ω)‖ is the norm of the vector A0(ω). Noticing that Φ(2ω) = 0 (ω ∈ Q) and Φ(2ω) = 1
(ω ∈Rd \Q), the desired result follows. ✷
Now we introduce an operation “◦” in N∗ as follows:
Definition 3.3. Let l, k ∈ N∗ and l =∑d−1s=0 xs2d−s−1, k =∑d−1s=0 ys2d−s−1 (xs, ys = 0 or 1). Then we
define the operation “◦” as follows:
l ◦ k =
d−1∑
s=0
zs2d−s−1, where zs =
{
1, xs = ys ,
0, xs = ys .
Lemma 3.4. (i) For any l ∈N∗, the matrix A(ω+ πτl) can be obtained from A(ω) by interchanging its
columns, in detail, Aµ,ν(ω+ πτl)=Aµ,l◦ν(ω).
(ii) A(ω+ πτl) and A(ω) have the same rank.
Proof. By Definition 3.3, we know that τl + τν = τl◦ν + 2n for some n ∈Zd . Further,
Aµ,ν(ω+ πτl)=Hµ(ω+ πτl + πτν)Φ(ω+ πτl + πτν)=Aµ,l ◦ ν(ω).
Since the sequence {l ◦ ν}ν∈N∗ is a rearrangement of the sequence N∗, we can obtain the matrix
A(ω+ πτl) by interchanging the columns of the matrix A(ω). So (i) holds. (ii) follows from (i). ✷
Lemma 3.5 [5]. Suppose that {ψµ}r1 ⊂ W0 and {ψµ(t − k)}µ,k is a frame for W0. Then there exist
r functions {ψ˜µ}r1 ⊂ W0 such that {ψ˜µ(t − k)}k is a frame for W˜ (µ)0 = span{ψ˜µ(t − k), k ∈ Zd} and
W0 =⊕r W˜ (µ).µ=1 0
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Proof of Theorem 2.4. By Lemma 3.5, with loss of generality, we assume {ψµ}r1 such that {ψµ(t − k)}k
is a frame for W(µ)0 = span{ψµ(t−k), k ∈Zd} and W0 =
⊕r
µ=1 W
(µ)
0 . Let W
(0)
0 = V0. By Proposition 3.1,
there exists a row vector G(ω)= (Gµ(ω))µ=0,...,r such that for every l ∈N∗,
G(ω+ πτl)A(ω+ πτl)=
(
2dΦ(ω+ πτl),0, . . . ,0
)
. (3.14)
Define a diagonal matrix C(ω) := 2d diag(Φ(ω + πτ0),Φ(ω + πτ1), . . . ,Φ(ω + πτ2d−1)), we first
prove that the matrix
(A(ω)
C(ω)
)
and the matrix A(ω) have the same rank.
For every l ∈N∗, we consider a matrix
Bl(ω)=
(
A(ω)
el (ω)
)
,
where el(ω)= (0, . . . ,2dΦ(ω+ πτl),0, . . .) is the lth row of the matrix C(ω). So
B0(ω+ πτl)=
(
A(ω+ πτl)
e0(ω+ πτl)
)
, (3.15)
where e0(ω+ πτl)= (2dΦ(ω+ πτl),0, . . . ,0).
By Lemma 3.4(i), we can verify that the matrix B0(ω + πτl) is obtained from the matrix Bl(ω) by
interchanging columns. Hence r(B0(ω+πτl))= r(Bl(ω)), where r(·) is the rank of the matrix. However,
by (3.14) and (3.15), we know that r(B0(ω+πτl))= r(A(ω+πτl)). Again by Lemma 3.4(ii), we obtain
that
r
(
A(ω)
)= r(A(ω+ πτl))= r(B0(ω+ πτl))= r(Bl(ω)) (l ∈N∗).
From this, we see that the row vector el(ω) is a linear combination of all row vectors of A(ω). Therefore,
r
(
A(ω)
)= r((A(ω)C(ω)
))
.
Further,
r
(
A(ω)
)
 r
(
C(ω)
)
. (3.16)
Since the index is p0, we know that at least one of |Bp0+1|> 0 and |Q∩Bp0 |> 0 holds.
Suppose that |Q ∩ Bp0 |> 0. For ω ∈ Bp0 , there are just p0 nonzero elements on the diagonal line of
the matrix C(ω). From Lemma 3.2, we know that the 0th row of A(ω) is a zero vector for ω ∈Q∩Bp0 .
Again noticing that A(ω) has r + 1 rows, by (3.16), we can get r  r(A(ω)) r(C(ω)) p0. Similarly,
suppose that |Bp0+1|> 0, we can also get r  p0. The proof of Theorem 2.4 is completed. ✷
4. Proof of Theorem 2.5
In order to construct the wavelet frames, we need construct the filter functions Hµ(ω) ∈L2(T d) so that
the matrix A(ω)= (Hµ(ω+ πτν)Φ(ω + πτν))µ,ν satisfies the conditions (i) and (ii) of Proposition 3.1.
For this purpose, we have to find the finite point sets {Ciλ}λ,i such that their translates {Ciλ+ πτν}λ,i,ν are
a partition of Rd and both Φ(ω + πτν) (ν ∈ N∗) and Φ(2ω) take constant value on every Ciλ. Because
this process is a little complex, we present a simple example to illustrate it in Appendix A.
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(i) The first partition of Rd .
We split the whole Rd into 22d point sets such that the functions Φ(ω + πτν) (ν ∈N∗) take constant
value on each set.
Definition 4.1. Let λ ∈ {0,1, . . . ,22d − 1} and λ =∑2d−1ν=0 λν22d−ν−1 (λν = 0 or 1). If a point ω ∈ Rd
satisfies the condition Φ(ω+ πτν)= λν (ν ∈N∗), then we say ω ∈ Fλ.
It is clear that
Rd =
22d−1⋃
λ=0
Fλ, (4.1)
and this is a disjoint union.
The point sets Fλ possess the following property:
Lemma 4.2. For any Fλ and ν ∈N∗, there exists an Fµ such that Fλ + πτν = Fµ, more precisely, µ can
be determined by λ and ν in the way:
If λ=
2d−1∑
s=0
λs22
d−s−1, then µ=
2d−1∑
s=0
µs22
d−s−1, where µs = λν◦s.
Proof. Let ω ∈ Fλ. By Definition 4.1, we know that Φ(ω+ πτν ◦ s)= λν◦s . Since τl + τν = τl◦ν + 2n for
some n ∈ Zd , we have Φ((ω + πτν)+ πτs)=Φ(ω+ πτν◦s)= λν ◦ s = µs . Again by Definition 4.1, we
know that ω+ πτν ∈ Fµ. So Fλ + πτν ⊂ Fµ.
From the above argument, we also know that there exists Fµ′ such that Fµ + πτν ⊂ Fµ′ , where
µ′ =∑2d−1s=0 µ′s22d−s−1 and µ′s = µν◦s . Since ν ◦ ν ◦ s = s, noticing that µs = λν◦s , we get µ′s = µν◦s =
λν◦ν◦s = λs . So µ′ = λ, viz. Fµ + πτν ⊂ Fλ. Noticing that Fµ = Fµ + 2πτν , we get Fµ ⊂ Fλ + πτν .
So Fλ + πτν = Fµ. Lemma 4.2 is proved. ✷
(ii) The second partition of Rd .
Definition 4.3. For every l ∈N∗ and λ ∈ {0, . . . ,22d − 1}, we define the point sets in Rd as follows:
M = [−π,0)d + 2πZd, Ml =M + πτl, F lλ = Fλ ∩Ml.
Clearly,
Rd =
22d−1⋃
λ=0
2d−1⋃
l=0
F lλ (4.2)
and it is a disjoint union.
Lemma 4.4.
⋃22d−1⋃2d−1
(F 0 +πτν)=Rd and the set {F 0 +πτν}λ,ν consists of the disjoint point sets.λ=0 ν=0 λ λ
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F 0λ + πτν = Fλ ∩M + πτν = (Fλ + πτν)∩ (M + πτν)= Fµ ∩Mν = Fνµ,
F 0λ + πτν ⊂Mν, Mν1 ∩Mν2 = ∅ (ν1 = ν2), F 0λ1 ∩ F 0λ2 = ∅ (λ1 = λ2).
Further, we know that the set Γ˜ := {F 0λ + πτν: λ= 0, . . . ,22d − 1, ν ∈ N∗} consists of 2d22d different
elements in Γ . However, Γ consists of just 2d22d different elements. So Γ = Γ˜ . From this and (4.2), we
get Lemma 4.4. ✷
(iii) The third partition of Rd .
Definition 4.5. For every l ∈N∗ and λ ∈ {0, . . . ,22d − 1}, we define the point sets
C1λ = F 0λ ∩
(
Rd \Q), C2λ = F 0λ ∩Q,
where Q= {ω ∈Rd : Φ(2ω)= 0} is stated in (2.2).
It is clear that
F 0λ = C1λ ∪C2λ, Ciλ + 2nπ = Ciλ
(
i = 1,2, n ∈ Zd), Ciλ ⊂ Fλ (i = 1,2). (4.3)
Notation 4.6. Let λ ∈ {0, . . . ,22d − 1} and λ=∑2d−1ν=0 λν22d−ν−1 (λν = 0 or 1). By nλ denote the number
of the nonzero terms in {λν}2d−10 .
Now we give the partition of Rd as follows:
Proposition 4.7. If the index of an FMRA is p0, then
(i) Rd =⋃2i=1⋃22d−1λ=0 ⋃2d−1ν=0 (Ciλ + πτν) and it is a disjoint union.
(ii) |C1λ| = 0 for nλ > p0 + 1 and |C2λ| = 0 for nλ > p0.
Proof. Noticing that Q+ πτν =Q, by Definition 4.5, we get(
F 0λ + πτν
)∩Q= (F 0λ + πτν) ∩ (Q+ πτν)= (F 0λ ∩Q)+ πτν = C2λ + πτν.
Similarly, we have (F 0λ + πτν)∩ (Rd \Q)= C1λ + πτν . Again by Lemma 4.4, we get (i).
Let λ ∈ {0, . . . ,22d − 1} and λ = ∑2d−1ν=0 λν22d−ν−1 (λν = 0 or 1). Then by Definition 4.1 and
Notation 4.6, the sequence {Φ(ω + πτν)}2d−10 has just nλ nonzero terms for ω ∈ Fλ. Again by
Definition 2.2(i), we obtain that
Fλ ⊂ Bnλ. (4.4)
Since the index is p0, by Definition 2.2(ii), both |Br | = 0 (r > p0 + 1) and |Bp0+1 ∩Q| = 0 hold.
For nλ > p0 + 1, by (4.4), we have Ciλ ⊂ Fλ ⊂ Bnλ and |Ciλ| = |Bnλ| = 0 (i = 1,2).
For nλ = p0+1, by (4.4) and C2λ ⊂Q, we have C2λ ⊂Bp0+1∩Q. So |C2λ| = |Bp0+1∩Q| = 0. (ii) holds.
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Part A. Let r = p0. The constructions of p0 mother functions ψµ(ω) are reduced to those of p0 filter
functions Hµ(ω). By Proposition 4.7, we only need to define Hµ(ω) on C1λ + πτν (nλ  p0 + 1) and
C2λ + πτν (nλ  p0), respectively.
Let λ=∑2d−1ν=0 λν22d−ν−1 (λν = 0 or 1). By Notation 4.6, we may suppose that {λsj }nλ−1j=0 are nonzero
terms in the sequence {λν}2d−10 . Again by Definition 4.1, it follows that for ω ∈ Fλ =C1λ ∪C2λ:
Φ(ω+ πτν)=
{
1, ν ∈ {sj }nλ−10 ,
0, ν /∈ {sj }nλ−10 .
(4.5)
(i) Define {Hµ(ω)}p01 on C1λ + πτν (nλ  p0 + 1, ν ∈N∗).
Let ω ∈C1λ. By Lemma 3.2 and ω /∈Q, the vector (H0(ω+πτν)Φ(ω+πτν))ν is a unit vector. Define
P0,j (ω) :=H0(ω+ πτsj ) (j = 0, . . . , nλ − 1). By (3.13), (4.5) and ω /∈Q, we obtain that
nλ−1∑
0
∣∣P0,j (ω)∣∣2 = 2
d−1∑
0
∣∣H0(ω+ πτν)∣∣2Φ(ω+ πτν)=Φ(2ω)= 1.
By C1λ + 2nπ = C1λ , we extend this unit vector (P0,j (ω))j into a unitary matrix P(ω) = (Pµ,j (ω))
(µ, j = 0, . . . , nλ− 1) on C1λ such that P(ω+ 2nπ)= P(ω) (n ∈Zd) on C1λ .
Denote the matrix A(ω) = (Aµ,ν(ω))µ,ν (µ = 0, . . . , p0, ν ∈ N∗), where Aµ,ν(ω) = Hµ(ω +
πτν)Φ(ω + πτν). Below we will define Hµ(ω) on C1λ + πτν such that the submatrix (Aµ,ν(ω))µ,ν
(µ = 0, . . . , nλ − 1, ν ∈ {sj }nλ−10 ) is just the unitary matrix P(ω) and the other elements of A(ω) are
zero on C1λ .
Let ω ∈C1λ . In case µ= 1, . . . , nλ − 1, define
Hµ(ω+ πτν)=
{
Pµ,j (ω), ν = sj , j = 0, . . . , nλ − 1,
0, ν /∈ {sj }nλ−10 .
In case µ= nλ, . . . , p0, define Hµ(ω+πτν)= 0 (ν ∈N∗). We have already defined Hµ(ω) on C1λ+πτν .
(ii) Define {H(ω)}p01 on C2λ + πτν (nλ  p0, ν ∈N∗).
Let ω ∈C2λ . By Lemma 3.2 and ω ∈Q, the vector (H0(ω+ πτν)Φ(ω+ πτν))ν is a zero vector.
Below we will define Hµ(ω) on C2λ + πτν such that the submatrix (Aµ,ν(ω))µ,ν (µ = 1, . . . , nλ,
ν ∈ {sj }nλ−10 ) is a unit matrix and the other elements of A(ω) are zero.
Let ω ∈C2λ . In case µ= 1, . . . , nλ, define
Hµ(ω+ πτν)=
{
δµ,j+1, ν = sj , j = 0, . . . , nλ− 1,
0, ν /∈ {sj }nλ−10 ,
where δµ,j = 0 (µ = j) and δµ,j = 1 (µ = j). In case µ = nλ + 1, . . . , p0, define Hµ(ω + πτν) = 0,
ν ∈N∗. We have already defined Hµ(ω) on C2λ + πτν .
Up to now, on the whole Rd , the p0 functions Hµ(ω) are well defined and Hµ(ω) ∈ L2(T d).
From the constructions of Hµ(ω), we see easily that for ω ∈ C1λ or ω ∈ C2λ , the row vectors of A(ω)
are orthogonal each other, and its column vectors are also orthogonal. However, Lemma 3.4(i) shows that
A(ω + πτl) is obtained by interchanging the column vectors of A(ω). Therefore, from Proposition 4.7,
we get immediately the following:
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From this, we know that A(ω) satisfies the condition (i) in Proposition 3.1.
Let the row vector G(ω) = (2dAµ,0(ω))µ=0,...,p0 . We will prove that A(ω) and G(ω) satisfy the
condition (ii) in Proposition 3.1.
Denote (Rν(ω))ν∈N∗ = G(ω)A(ω). Then
Rν(ω)= 2d
p0∑
µ=0
Aµ,0(ω)Aµ,ν(ω), ν ∈N∗, ω ∈Rd. (4.6)
For ν = 0, by Claim, it is clear that
Rν(ω)= 0, ω ∈ Rd (ν = 0). (4.7)
For ν = 0, by (4.6) and Aµ,ν(ω)=Hµ(ω+ πτν)Φ(ω+ πτν), we get
R0(ω+ πτl)= 2dΦ(ω+ πτl)
p0∑
µ=0
∣∣Hµ(ω+ πτl)∣∣2 l ∈N∗ (ω ∈ Rd). (4.8)
Let ω ∈C1λ (nλ  p0 +1). If l = sj (see (4.5)), by the definitions of Hµ(ω), it follows that R0(ω+πτl)=
2dΦ(ω+ πτl)∑nλ−1µ=0 |Pµ,j (ω)|2, ω ∈ C1λ . Since (Pµ,j (ω)) is a unitary matrix, we get
R0(ω+ πτl)= 2dΦ(ω+ πτl). (4.9)
If l /∈ {sj }, by Φ(ω+ πτl)= 0 and (4.8), we know that (4.9) also holds. Similarly, let ω ∈C2λ (nλ  p0),
we can also get (4.9). Hence, for any l ∈N∗ and ω ∈ C1λ or C2λ , (4.9) holds.
By Proposition 4.7(i), we get R0(ω) = 2dΦ(ω), a.e. ω ∈ Rd . Again by (4.7), the condition (ii) in
Proposition 3.1 is satisfied.
Finally, let {ψµ}p01 satisfy ψˆµ(ω)=Hµ(ω/2)ϕˆ(ω/2). Denote
W
(µ)
0 = span
{
ψµ(t − k), k ∈Zd
}
(µ= 1, . . . , p0) and Ψµ(ω)=
∑
k∈Zd
∣∣ψˆµ(ω+ 2kπ)∣∣2.
Similar to the argument of (3.13), we see that √Ψµ(2ω) is the norm of the µth row of A(ω). However,
the µth row is either a unit vector or a zero vector for almost everywhere ω ∈Rd , so Ψµ(2ω)= 1 or 0 a.e.
ω ∈Rd . Further, by Proposition 2.1, {ψµ(t − k)}k is a frame for W(µ)0 , with bound 1. By Proposition 3.1,
we know that W0 =⊕p0µ=1 W(µ)0 and {ψµ(t − k)}µ,k is a frame with bound 1 for W0.
Part B. We consider the case r > p0. By Proposition 4.7, there exists a λ such that nλ  p0 + 1,
|C1λ|> 0 (or nλ  p0, |C2λ|> 0).
Let {Hµ(ω)}p00 be stated as Part A and q be any natural number. Now we split the point set C1λ ∩ T d
(or C2λ ∩ T d) into q + 1 subsets R0, . . . ,Rq , with positive measure. Let Iµ =
⋃2d−1
ν=0 (Rµ + πτν) and
I =⋃qµ=1 Iµ. Again divide H1(ω) into q + 1 functions {H˜µ(ω)}q+11 as follows:
H˜1(ω)=H1(ω)XT d\I (ω), H˜µ+1(ω)=H1(ω)XIµ(ω), µ= 1, . . . , q, ω ∈ T d,
where XE(ω) is the characteristic function of E. Again let H˜q+µ(ω)=Hµ(ω) (µ= 2, . . . , p0).
Now define ˆ˜ψµ(ω) = H˜µ(ω/2)ϕˆ(ω/2), µ = 1, . . . , p0 + q. Using the argument similar to Part A,
we can verify that the matrix A˜(ω) = (H˜µ(ω + πτν)Φ(ω + πτν))µ,ν satisfies the conditions of
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W0 with bound 1. Theorem 2.5 is proved.
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Appendix A. Example
In what follows, for convenience, all point sets are defined modulo Lebesgue measure zero sets.
Denote T 2 = [−π,π)2. We split T 2 into 16 squares: T 2 =⋃16i=1 si and again split every si into 4
squares: si =⋃4j=1 si,j . Let a function ϕ(t) ∈L2(R2) satisfy ϕˆ(ω)=XE(ω), where
E = s1 ∪ s6 ∪ s7 ∪ s10 ∪ s11 (A.1)
and XE(ω) is the characteristic function of E. It is checked easily that ϕ(t) is a scaling function for an
FMRA.
Let τ0 = (0,0), τ1 = (0,1), τ2 = (1,0), and τ3 = (1,1) be four vertices of the square [0,1]2.
Let Φ(ω) be stated in (2.1). Then Φ(ω)= XE(ω) (ω ∈ T 2) and Φ(ω)=Φ(ω + 2nπ) (n ∈ Z2). We
will give the partitions of R2 based on Φ(ω).
(i) The first partition of R2.
Let 0 λ 15 and λ= 23λ0 + 22λ1 + 2λ2 + λ3 (λν = 0 or 1). For example, λ= 9. We have λ0 = 1,
λ1 = λ2 = 0, λ3 = 1. However, for ω ∈ s1, we have Φ(ω + πτ0) = 1, Φ(ω + πτ1) = Φ(ω + πτ2) = 0,
Φ(ω+ πτ3)= 1. So by Definition 4.1, it follows that s1 ⊂ F9.
Similarly, we can obtain the relation between {si}161 and {Fλ}150 as follows:
F1 = s4 ∪ s13 ∪ s16 + 2Z2π, F2 = s5 ∪ s8 ∪ s12 + 2Z2π, F4 = s2 ∪ s14 ∪ s15 + 2Z2π,
F6 = s3 ∪ s9 + 2Z2π, F8 = s6 ∪ s7 ∪ s10 + 2Z2π, F9 = s1 ∪ s11 + 2Z2π,
and the other Fλ are empty sets. Clearly, R2 = F1 +F2 + F4 + F6 +F8 + F9 and it is a disjoint union.
Fig. 1. T 2 =⋃16i=1 si . Fig. 2. si =⋃4j=1 si,j .
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(ii) The second partition of R2.
Let M = [−π,0)2 + 2Z2π , Ml =M + πτl (l = 0,1,2,3) and F lλ = Fλ ∩Ml . So
F 01 = s13 + 2Z2π, F 04 = s14 + 2Z2π, F 06 = s9 + 2Z2π, F 08 = s10 + 2Z2π.
Clearly, R2 =⋃λ=1,4,6,8⋃3ν=0(F 0λ + πτν) and it is a disjoint union.
(iii) The third partition of R2.
Let Q be stated in (2.2). And the restriction of Q in T 2 is shown in Fig. 6.
Let C1λ = F 0λ ∩ (R2 \Q), C2λ = F 0λ ∩Q, in detail,
C11 = s13,3 + 2Z2π, C21 = (s13 \ s13,3)+ 2Z2π, C14 = s14,1 ∪ s14,4 + 2Z2π,
C24 = s14,2 ∪ s14,3 + 2Z2π, C16 = s9,1 + 2Z2π, C26 = (s9 \ s9,1)+ 2Z2π,
C18 = S10,2 + 2Z2π, C28 = (s10 \ s10,2)+ 2Z2π, (A.2)
and the other Ciλ are empty sets. We can check directly from Fig. 7 that
R2 =
⋃
i=1,2
( ⋃
λ=1,4,6,8
3⋃
ν=0
(
Ciλ + πτν
))
, (A.3)
Fig. 5. Restrictions of the nonempty sets F lλ in T
2
. Fig. 6. Restriction of Q in T 2.
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and it is a disjoint union.
Finally, we construct a wavelet frame associated with this FMRA.
By Definition 2.2(i), we have B2 = s1 ∪ s3 ∪ s9 ∪ s11 + 2Z2π , |B3| = |B4| = 0 and |B2 ∩Q|> 0. By
Definition 2.2(ii), the index p0 = 2. So the least number of the mother functions is 2.
For this FMRA, we know that there exists a filter function H0(ω) ∈ L2(T 2) and H0(ω)= X1/2E(ω)
(ω ∈ T 2) satisfying the refinement equation, where 1/2E = {t ∈R2: t/2 ∈E} .
Now we define H1(ω) and H2(ω) as follows:
(i) Define H1(ω), H2(ω) on {C16 + πτν, ν = 0,1,2,3}.
For ω ∈ C16 ⊂ F 06 , we have Φ(ω + πτ1) = Φ(ω + πτ2)= 1, Φ(ω + πτ0)= Φ(ω + πτ3)= 0. Since
C16 + πτ2 ∈ 1/2E and C16 + πτν /∈ 1/2E (ν = 0,1,3), we see that
H0(ω+ πτ2)= 1, H0(ω+ πτν)= 0 (ν = 0,1,3), ω ∈C16 .
So we take H1(ω+ πτ1)= 1, H1(ω + πτν)= 0 (ν = 0,2,3), H2(ω+ πτl)= 0 (l = 0,1,2,3), ω ∈ C16
such that the matrix(
H0(ω+ πτ1)Φ(ω+ πτ1) H0(ω+ πτ2)Φ(ω+ πτ2)
H1(ω+ πτ1)Φ(ω+ πτ1) H1(ω+ πτ2)Φ(ω+ πτ2)
)
=
(
0 1
1 0
)
is a unitary matrix. From this, we have
H1(ω)=
{
1, ω ∈ C16 + πτ1 = s1,1 + 2Z2π ,
0, ω ∈⋃ν =1(C16 + πτν),
H2(ω)= 0, ω ∈
3⋃
ν=0
(
C16 + πτν
)
,
and the matrix
A(ω)= (Hµ(ω+ πτν)Φ(ω+ πτν))µ,ν =
(0 0 1 0
0 1 0 0
0 0 0 0
)
, ω ∈C16 .
(ii) Define H1(ω), H2(ω) on {C26 + πτν, ν = 0,1,2,3}.
For ω ∈C2, we take6
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H1(ω+ πτ1)= 1, H1(ω+ πτν)= 0 (ν = 0,2,3),
H2(ω+ πτ2)= 1, H2(ω+ πτl)= 0 (l = 0,1,3)
such that the matrix(
H1(ω+ πτ1)Φ(ω+ πτ1) H1(ω+ πτ2)Φ(ω+ πτ2)
H2(ω+ πτ1)Φ(ω+ πτ1) H2(ω+ πτ2)Φ(ω+ πτ2)
)
=
(
1 0
0 1
)
is a unit matrix. From this, we get
H1(ω)=
{
1, ω ∈ (C26 + πτ1)= (s1 \ s1,1)+ 2Z2π ,
0, ω ∈⋃ν =1(C26 + πτν),
H2(ω)=
{
1, ω ∈ (C26 + πτ2)= (s11 \ s11,1)+ 2Z2π ,
0, ω ∈⋃ν =2(C26 + πτν)
and the matrix
A(ω)=
(0 0 0 0
0 1 0 0
0 0 1 0
)
, ω ∈ C26 .
(iii) Define H1(ω)=H2(ω)= 0 on Ci8 + πτν except that H1(ω)= 1 on C28 = (s10 \ s10,2)+ 2Z2π .
(iv) Define H1(ω)=H2(ω)= 0 on Ci1 +πτν except that H1(ω)= 1 on C21 +πτ3 = (s7 \ s7,3)+2Z2π .
(v) Define H1(ω)=H2(ω)= 0 on Ci4+πτν except that H1(ω)= 1 on C24 +πτ1 = (s6,2∪s6,3)+2Z2π .
Combining (i)–(v), we obtain from (A.3) that
H1(ω)=
{
1, ω ∈D1,
0, ω ∈R2 \D1, H2(ω)=
{
1, ω ∈D2,
0, ω ∈R2 \D2,
where D1 = s1 ∪ (s10 \ s10,2)∪ (s7 \ s7,3)∪ s6,2 ∪ s6,3 + 2Z2π and D2 = (s11 \ s11,1)+ 2Z2π .
Let the mother functions ψ1, ψ2 satisfy ψˆ1(2ω) = H1(ω)ϕˆ(ω), ψˆ2(2ω) = H2(ω)ϕˆ(ω). Then dyadic
dilations and integer translates of ψ1, ψ2 constitute a wavelet frame for L2(R2).
M. Lehua et al. / Appl. Comput. Harmon. Anal. 16 (2004) 44–59 59References
[1] J.J. Benedetto, S. Li, The theorem of multiresolution analysis frames and application to filter banks, Appl. Comput. Harmon.
Anal. 5 (1998) 398–427.
[2] J.J. Benedetto, O.M. Treiber, Wavelet frame: multiresolution analysis and extension principle, in: L. Debnath (Ed.), Wavelet
Transforms and Time–Frequency Signal Analysis, Birkhäuser, Boston, 2000.
[3] O. Christensen, Frame, Riesz bases, and discrete Gabor/wavelet expansions, Bull. Amer. Math. Soc. 27 (2001) 273–291.
[4] H.O. Kim, J.K. Lim, On frame wavelets associated with frame multiresolution analysis, Appl. Comput. Harmon. Anal. 10
(2001) 61–70.
[5] R. Long, Higher Dimensional Wavelet Analysis, Springer, 1995.
[6] S. Mallat, A theory of multiresolution approximations and wavelet orthonormal basis ofL2(R), Trans. Amer. Math. Soc. 315
(1989) 69–167.
