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POTENTIAL KERNELS, PROBABILITIES OF HITTING A BALL,
HARMONIC FUNCTIONS AND THE BOUNDARY HARNACK
INEQUALITY FOR UNIMODAL LÉVY PROCESSES
TOMASZ GRZYWNY AND MATEUSZ KWAŚNICKI
Abstract. In the first part of this article, we prove two-sided estimates of hitting
probabilities of balls, the potential kernel and the Green function for a ball for general
isotropic unimodal Lévy processes. Our bounds are sharp under the absence of the
Gaussian component and a mild regularity condition on the density of the Lévy measure:
its radial profile needs to satisfy a scaling-type condition, which is equivalent to O-regular
variation at zero and at infinity with lower indices greater than −d− 2. We also prove
a supremum estimate and a regularity result for functions harmonic with respect to a
general isotropic unimodal Lévy process.
In the second part we apply the recent results on the boundary Harnack inequality
and Martin representation of harmonic functions for the class of isotropic unimodal Lévy
processes characterised by a localised version of the scaling-type condition mentioned
above. As a sample application, we provide sharp two-sided estimates of the Green
function of a half-space.
Our results are expressed in terms of Pruitt’s functions K(r) and L(r), measuring
local activity and the amount of large jumps of the Lévy process, respectively.
1. Introduction
The present article further develops the potential theory of isotropic unimodal Lévy
process in Rd, extending previous works in this area ([5, 6, 7, 14, 16, 22, 23, 24, 26, 27, 29]).
Our main results are: estimates of hitting probabilities of balls, estimates of the Green
function of the full space (the potential kernel), half-spaces and balls; supremum estimate
and regularity result for harmonic functions; and the boundary Harnack inequality. Many
of our results hold for arbitrary isotropic unimodal Lévy processes. For the boundary
Harnack inequality and boundary estimates for a half-space, we need to assume some
regularity of jumps, and that the process has no Gaussian component.
Throughout the article we assume that Xt is a (non-constant) isotropic unimodal Lévy
process with values in Rd. By σ2 we denote its Gaussian coefficient. The Lévy measure of
Xt is an isotropic unimodal measure: it has a radial density function ν(z), and the radial
profile of ν (denoted by the same symbol ν) is non-increasing. Following Pruitt ([35]),
we let
(1.1) K(r) =
σ2d
r2
+
∫
B(0,r)
|z|2
r2
ν(z)dz, L(r) =
∫
Rd\B(0,r)
ν(z)dz
for r > 0. For a formal introduction of these and other related objects (including regular
harmonic functions, the potential kernel, and the Green function), see Section 2.
Our first three results provide estimates of the probability of hitting a ball, the potential
kernel and the Green function of a ball. All of them improve previously known results:
for hitting probabilities, see Lemma 2.5 in [33], Proposition 5.8 in [5] and Lemmas 3.4
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and 3.5 in [21]; for the potential kernel, we refer to Theorem 3 in [16], Theorem 5.8 in [18],
Proposition 4.5 in [22], and Theorem 3.2 in [25].
Theorem 1.1. Suppose that d > 3, and let Xt be an isotropic unimodal Lévy process
in Rd. For r > 0 denote by Tr the hitting time of a closed ball B(0, r). Then
(1.2) Px(Tr <∞) 6 c(d)
K(|x|)
K(|x|) + L(|x|)
rd(K(r) + L(r))
|x|d(K(|x|) + L(|x|))
when |x| > 2r. Furthermore, in any dimension d > 1,
(1.3) Px(Tr <∞) >
1
c(d)
|x|dν(x)
K(|x|) + L(|x|)
rd(K(r) + L(r))
|x|d(K(|x|) + L(|x|))
when |x| > r
Theorem 1.2. Suppose that d > 3, and let Xt be an isotropic unimodal Lévy process
in Rd. Denote by U(x) the potential kernel of Xt. Then
(1.4) U(x) 6 c(d)
K(|x|)
|x|d(K(|x|) + L(|x|))2
for all x 6= 0. Furthermore, in any dimension d > 1,
(1.5) U(x) >
1
c(d)
ν(x)
(K(|x|) + L(|x|))2
for all x 6= 0.
Theorem 1.3. Let Xt be an isotropic unimodal Lévy process in Rd. Let GB(0,r)(x, y)
denote the Green function of a ball B(0, r). Then
(1.6) GB(0,r)(x, y) 6 c(d)
K(|x− y|)
|x− y|d(K(r) + L(r))2
for all r > 0 and x, y ∈ B(0, r) such that x 6= y. Furthermore, if rx = min(|x−y|, r−|x|)
and ry = min(|x− y|, r − |y|), then
(1.7) GB(0,r)(x, y) >
1
c(d)
ν(x− y)
(K(rx) + L(rx))(K(ry) + L(ry))
for all r > 0 and all x, y ∈ B(0, r) such that x 6= y.
Remark 1.4. (a) If d > 3, then the upper bound of Theorem 1.3 is worse than the
bound obtained from Theorem 1.2 and the inequality GB(0,r)(x, y) 6 U(x − y).
However, if d 6 2, U(x−y) may be infinite, while the upper bound of Theorem 1.2
is non-trivial.
(b) The lower bound of Theorem 1.2 is a direct consequence of the lower bound of
Theorem 1.3.
(c) Our results hold also for compound Poisson processes. When the total mass of the
Lévy measure is 1, then the probability of hitting a ball, the potential kernel and
the Green function for a ball are the same whether defined for the continuous-time
process Xt or for the underlying (discrete-time) random walk. Thus, the results of
Theorems 1.1, 1.2 and 1.3 extend to isotropic unimodal random walks. As far as
we know, these results are new in this context. (Note that for compound Poisson
processes, the potential kernel and the Green function have an atom at y = x).
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(d) Clearly, rdν(r) 6 c(d)K(r). As discussed in Remark 1.15 below and in Appen-
dix A, the opposite inequality, rdν(r) > CK(r) (for some C > 0 and all r > 0),
is equivalent to O-regular variation of ν at zero and at infinity, with lower indices
greater than −d − 2. In this case the upper and lower bounds in Theorems 1.1
and 1.2 are comparable for all r > 0; the same is true for the lower and upper
bounds of Theorem 1.3, as long as |x − y|, r − |x| and r − |y| are comparable
with r.
(e) The lower bounds in Theorems 1.1, 1.2 and 1.3 are clearly not sharp whenever
ν(x) = 0 (or ν(x− y) = 0), and thus, in particular, if Xt is the Brownian motion.
(f) Also the upper bounds in Theorems 1.1, 1.2 and 1.3 are not sharp; a counterex-
ample here is, however, more involved: it is an isotropic unimodal Lévy process
with σ2 = 1 and with ν(z) = λ|BR|
−1
1BR(z), where R and λ are very large, but at
the same time R−dλ is very close to 0. See Example 5.4 for a detailed description
of a slightly different example.
(g) Although not always sharp, the upper bounds are not far away from optimal ones.
For example, by integrating both sides of upper bound (1.4) of Theorem 1.2 over
B(0, r) and using the identity (K+L)′(r) = −2K(r)/r, one can recover the sharp
estimate
∫
B(0,r)
U(z)dz 6 c(d)/(K(r) + L(r)) for the potential measure of a ball.
The latter one is proved (with a different method) in Proposition 2 in [16]; see
also (2.6) below.
Our next theorem provides a supremum estimate for harmonic functions: the L∞ norm
of a function inside the domain of harmonicity (and away from the boundary) is controlled
by the L1 norm in full space. We state the result for non-negative functions only; the
extension to signed functions is immediate.
A similar supremum estimate was found for rather general Markov processes in [9], us-
ing an elaborate probabilistic argument. However, when restricted to isotropic unimodal
Lévy processes, it requires some extra regularity assumptions. Analogous statements
for other classes of operators are known in the context of non-local partial differential
equations, see, for example, Theorem 5.1 in [10].
Theorem 1.5. Let Xt be an isotropic unimodal Lévy process. Suppose that 0 6 q < r and
that a non-negative function f is a regular harmonic function in B(x0, r) (with respect to
Xt). Then
(1.8) f(x) 6 c(d, q/r)
K(r)
rd(K(r) + L(r))
∫
Rd\B(x0,q)
f(z)dz
for all x ∈ B(x0, q). Furthermore,
(1.9) f(x0) >
1
c(d, q/r)
ν(r)
K(r) + L(r)
∫
B(x0,r)\B(x0,q)
f(z)dz
Remark 1.6. (a) A more refined statement is given in Proposition 3.2.
(b) The proof of our result is rather elementary, at least when compared to that of [9].
It resembles the volume averaging argument used in [4, 8].
(c) As in Remark 1.4(d), the upper and lower bounds in Theorem 1.5 are comparable
for all r > 0 (provided that the ratio q/r is fixed) if and only if ν is O-regularly
varying at zero and at infinity, with lower indices greater than −d − 2 (see Re-
mark 1.15 and Appendix A).
(d) The lower bound (1.9) is clearly not sharp whenever ν(r) = 0, and thus, in
particular, if Xt is the Brownian motion. In some cases a better constant in the
lower bound can be found by a more careful applications of Proposition 3.2.
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(e) Also the upper bound (1.8) is not sharp. Clearly, the non-local term (the integral
over Rd \ B(x0, r)) is not needed when Xt is the Brownian motion, but also the
constant in the local term (the integral over B(x0, r)) may fail to be optimal. A
counterexample here is the same as in Remark 1.4(f), see also Example 5.4.
The supremum estimate typically leads to regularity of harmonic functions. Our next
theorem provides a sample development of this kind. Common results in that direction
assert Hölder regularity of harmonic functions, see [32, 16, 19, 41, 40]. On the other hand,
for some class of smooth kernels it is known that harmonic functions are smooth, see [15].
Theorem 1.7. Let Xt be an isotropic unimodal Lévy process with the following property:
the partial derivatives of ν(z) of order up to N > 0 exist and are absolutely integrable in
R
d \ B(0, ε) for every ε > 0. Suppose that a bounded function f is a regular harmonic
function in an open set D. Then f has continuous partial derivatives of order up to N .
Furthermore, for every δ > 0,
|Djf(x)| 6 c(σ, ν,N, δ)‖f‖∞
if dist(x,Rd \D) > δ and j is a multi-index with |j| 6 N .
Remark 1.8. (a) The above result only accounts for smoothness of f related to
smoothness of ν. There may be additional smoothing effect related to ‘high ac-
tivity’ of the process: a non-vanishing diffusion component or sufficiently many
small jumps.
(b) Recall that an isotropic unimodal Lévy process is a subordinate Brownian motion
if it is identical in law to the process YZt, where Yt is the standard Brownian
motion in Rd, Zt is a subordinator (a non-decreasing Lévy process), and Yt and Zt
are independent processes. Equivalently, ν(z) is the mixture of Gaussians, that is,
ν(z) =
∫
(0,∞)
e−s|z|
2
µ(ds) for some measure µ, such that
∫
(0,∞)
min(1, s)µ(ds) <∞.
If Xt is a subordinate Brownian motion, then, by Theorem 1.7, harmonic func-
tions are in fact smooth. Indeed, ν is a smooth function in Rd \ {0}, and by
differentiation under the integral sign one shows that partial derivatives of ν of
order j are bounded by c(d, j)|z|−jν(z/2). Smoothness of harmonic functions is
a significant improvement of the result of [32], especially for subordinate Brow-
nian motions with ‘low activity’, such as the variance gamma Lévy process (see
Example 5.3) and geometric stable Lévy processes (see Example 5.2).
(c) Let A be the generator of Xt (see (2.1)). Consider the Cauchy problem{
Af = g0 in D,
f = f0 in R
d \D;
here the equation Af = g0 is understood in the weak sense. Then any solution
f of the above problem is at least as smooth as the worse of the following two:
a harmonic function (the smoothness of which is described by Theorem 1.7) and
the convolution of g0 with the Green function for −A in full space R
d (which is
just the potential kernel U whenever it is not everywhere infinite; otherwise, a
compensated potential kernel can be used). Indeed, in this case A(f + g0 ∗ U) =
Af − g0 = 0 in D, and thus f + g0 ∗ U is harmonic in D.
Theorem 1.3 provides a good estimate of the Green function of a ball away from the
boundary. Estimates near the boundary typically rely on the scale-invariant boundary
Harnack inequality. Although the boundary Harnack inequality is likely to hold for
a wider class of isotropic unimodal Lévy processes in sufficiently regular (for example,
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Lipschitz) domains, we choose to simply apply the result of [9], which is valid for arbitrary
domains, but requires some further regularity of the jumps.
Theorem 1.9. Let R∞ ∈ (0,∞], and let Xt be an isotropic unimodal Lévy process which
is not a compound Poisson process, and which contains no Gaussian component. Suppose
that
(1.10)
ν(r1)
ν(r2)
6M
(
r1
r2
)−d−α
holds with α < 2 when 0 < r1 < r2 < 2R∞. If R∞ < ∞, then suppose in addition that
for every r0, δ > 0, the function
(1.11)
ν(r)
ν(r + δ)
is bounded on [r0,∞). Let 0 < r < R < R∞ and let p = (2r + R)/3, q = (r + 2R)/3.
Suppose that a non-negative function f is a regular harmonic function in D ∩ B(x0, R)
(with respect to Xt), and it is equal to zero in B(x0, R) \D. Then there is a constant C,
which depends only on the characteristics of the process Xt, such that
f(x) ≈ C ExτD∩B(x0,p)
∫
Rd\B(x0,q)
f(y)ν(y − x0)dy
for x ∈ D∩B(x0, r) (by f ≈ Cg we understand C
−1g 6 f 6 Cg). In particular, if f and
g satisfy the above conditions, we have
(1.12) sup
x∈D∩B(x0,r)
f(x)
g(x)
6 C4 inf
x∈D∩B(x0,r)
f(x)
g(x)
.
Remark 1.10. (a) In the above result, the constant C is scale-invariant : it does not
depend on r and R, provided that the ratio r/R is fixed.
(b) A more general version, with an explicit constant C, is given in Theorem 4.1.
This result covers also the case when the constant C is not scale-invariant (for
example, when Xt contains a non-zero Gaussian component).
(c) If R∞ = ∞, then (1.10) implies boundedness of the function in (1.11). This is
why the latter condition is explicitly assumed to hold only when R∞ <∞.
(d) By characteristics of the process Xt we mean R∞, the parameters α and M
in (1.10), and bounds on the function (1.11). See the explicit expression for
the constant C in Theorem 4.1 for further details.
(e) Since constants are harmonic, the boundary Harnack inequality implies the usual
Harnack inequality. Even this result is new for the class of processes considered
in Theorem 1.9.
(f) When the domain D is sufficiently regular (for example, Lipschitz), the scale-
invariant boundary Harnack inequality (in the form given in (1.12)) is known to
hold for the Brownian motion, as well as some Lévy processes with non-vanishing
Gaussian component and jumps (see [12, 28]). This suggests that, for regular
domains D, Theorem 1.9 could be extended to more general Lévy processes.
However, the boundary Harnack inequality (1.12) (and, in fact, even the usual
Harnack inequality) does not extend to arbitrary isotropic unimodal processes, as
it is shown by Example 5.5.
If we add a mild regularity condition on ν, we obtain the existence of boundary limits
of ratios of harmonic functions. This is an application of the main result of [20] and [30];
we use the version stated in [20].
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Theorem 1.11. Suppose that the assumptions of Theorem 1.9 are satisfied, and in ad-
dition for all r0 > 0 we have
(1.13) lim
δ→0+
ν(r)
ν(r + δ)
= 1
uniformly on every interval [r0,∞). Suppose that R and f are as in Theorem 1.9. Then
for each z ∈ ∂D ∩ B(x0, R), a finite, non-negative limit
lim
x→z
x∈D
f(x)
ExτD∩B(x0,R)
exists. In particular, if f and g satisfy the conditions of Theorem 1.9, then f/g has
boundary limits on ∂D ∩ B(x0, R).
Remark 1.12. (a) As a consequence of Theorem 1.11, non-negative functions har-
monic with respect toXt inD admit Martin representation, with Martin boundary
identified with a subset of the Euclidean boundary ∂D. We refer to [20] for more
details.
(b) Theorems 1.9 and 1.11 extend to isotropic unimodal Lévy processes killed by a
continuous multiplicative functional (which corresponds to adding a Schrödinger
potential to the generator), see Theorem 5.4 in [9].
As an application of the boundary Harnack inequality and bounds for the potential
kernel and Green function of a ball, we find a sharp, two-sided estimate of the Green
function of a half-space. A similar method can apparently be used to find similar bounds
for more general sets with C1,1 boundary (in particular, for balls and their complements).
In the following result, we assume that the radial profile of ν(x) is O-regularly varying
at zero and at infinity with lower indices greater than −d−2 (see Remark 1.15). Relaxing
this condition would require an appropriate extension of the boundary Harnack inequality.
On the other hand, virtually all known explicit bounds for Green functions of unbounded
sets require not only that lower indices are greater than −d − 2, but also that upper
indices are less than −d (that is, the reversed inequality (1.10) holds for some M > 0
and α > 0); we refer here to Theorem 5.11 in [29], Theorem 7.1 in [11] and Theorem 5.8
in [6]. The only exception known to the authors is a result for one-dimensional geometric
stable processes, see Theorem 4.4 in [17] and Example 5.2.
Theorem 1.13. Suppose that d > 3, and let Xt be an isotropic unimodal Lévy process in
R
d, which is not a compound Poisson process and which contains no Gaussian component.
Suppose that (1.10) holds with α < 2 when 0 < r1 < r2 (that is, with R∞ = ∞). Let H
be a half-space. Then
(1.14) GH(x, y) ≈ c(d, α,M)
h(δx)
h(δx + r)
h(δy)
h(δy + r)
K(r)
rd(K(r) + L(r))2
for all x, y ∈ H, where r = |x − y|, δx = dist(x,R
d \ H), δy = dist(y,R
d \ H) and
h(s) = 1/
√
K(s) + L(s) (by f ≈ Cg we understand C−1g 6 f 6 Cg).
Remark 1.14. Once it is proved that h(δx) describes the boundary decay rate of regular
harmonic functions in an open set satisfying the interior and exterior ball conditions (that
is, a set with C1,1 boundary), Theorem 1.13 can be extended to this class of sets.
Remark 1.15. Our results rely on the comparability condition (1.10) on the density
of the Lévy measure, known as O-regular variation or lower scaling condition. It is
worthwhile to explain its role in our results.
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(a) If A(r2/r1)
a 6 ϕ(r2)/ϕ(r1) 6 B(r2/r1)
b when R0 < r1 < r2 (for some constants
A,B > 0, a, b ∈ R), then ϕ is said to be O-regularly varying at infinity. The
supremum of the numbers a for which the lower bound is satisfied for some m > 0
is called the lower index of ϕ at infinity, while the analogous infimum of the
numbers b — the upper index of ϕ. These indices are defined for an arbitrary
positive function ϕ, although in general they can be infinite. Clearly, since ν is
non-increasing, its upper index at infinity is at most 0. Condition (1.10) (for large
r1, r2) is thus equivalent to saying that ν is O-regularly varying at infinity, with
lower index at infinity greater than −d− 2.
The notion of O-regular variation at zero is defined in a similar way. Thus,
assuming that (1.10) holds when 0 < r1 < r2 (that is, R∞ = ∞) is equivalent to
assuming that ν is O-regularly varying at zero and at infinity, with lower indices
greater than −d− 2.
(b) If σ2 = 0 (that is, Xt has no Gaussian component) and (1.10) holds when 0 <
r1 < r2 < R∞ with α < 2, then K(r) 6 c(d, α,M)r
dν(r) when 0 < r < R∞. In
particular, Theorems 1.5, 1.1 and 1.2 (and partially also Theorem 1.3) provide
sharp two-sided estimates in this case.
(c) By a Tauberian-type theorem of Karamata, the converse is also true: if K(r) is
comparable with rdν(r) when r > 0, then ν is O-regularly varying at zero and at
infinity, with lower indices greater than −d − 2. This follows rather easily from
the results of [1], as it is discussed in Appendix A (see Corollary A.2).
(d) Finally, many former works give conditions on the process Xt in terms of its
characteristic exponent Ψ. Although the characteristic exponent is not used in
this article, it is worth noting that for α ∈ [0, 2), O-regular variation of ν at infinity
with lower index −d−α implies O-regular variation of (the profile function of) Ψ
at zero with upper index α. The converse is false, unless an extra Taberian-type
condition is imposed. In fact, if the upper index of Ψ at zero is α ∈ [0, 2), then
the lower index of L(r) at infinity is equal to −α, but this does not imply any
bound on the lower index of ν. This subject is discussed in Appendix A, see
Propositions A.4 and A.6.
We conclude the introduction with a brief description of the structure of this article.
In Section 2 we introduce the notation and discuss some known results. The proofs
of Theorems 1.1, 1.2, 1.3 and 1.5 are given in Section 3. The most difficult step here is
Lemma 3.1, which provides the upper bound of Theorem 1.1 for the probability of hitting
a ball when the distance between the ball and the starting point X0 is comparable to
the radius of the ball. Boundary Harnack inequality and related results are discussed in
Section 4, where we prove Theorems 1.9, 1.11 and 1.13. A more general version of the
boundary Harnack inequality for Lévy processes is also stated there, see Theorem 4.1.
Section 5 contains a number of examples. Finally, in Appendix A we discuss the relation
of comparability condition 1.10 with the notion of O-regularly varying functions, and in
Appendix B we provide a proof of a result on averaging certain unimodal kernels; both
of these ideas are likely well known, but we could not find an appropriate reference in
existing literature.
2. Preliminary results
In this section we discuss the notation and assumptions, and we prove general estimates
for isotropic unimodal Lévy processes. Throughout this article, d denotes the dimension of
the Euclidean space Rd. We write B(x, r) for an open ball in Rd, and we let Br = B(0, r).
By c(d, . . .) we denote a generic (typically: large) positive constant, that depends only on
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the listed parameters d, . . . All subsets of Rd and functions defined on Rd in this article
are assumed to be Borel.
2.1. Isotropic unimodal Lévy processes. We consider a Lévy process Xt in Rd; that
is, Xt is a non-constant stochastic process with independent and identically increments
and càdlàg paths. By Px we denote the probability corresponding to the process starting
at x ∈ Rd, that is, Px(X0 = x) = 1; E
x is the corresponding expectation. The process Xt
is said to be isotropic if the distribution Pt(dz) of Xt−X0 is invariant under rotations; Xt
is isotropic unimodal if in addition Pt(dz) is a unimodal measure: it may have an atom at
the origin, and it is absolutely continuous in Rd\{0} with respect to the Lebesgue measure,
with an (isotropic) density function that has a non-increasing radial profile. Equivalently,
Xt is isotropic unimodal if its Lévy measure is an isotropic unimodal measure, it has no
drift, and the Gaussian component has a covariance matrix σ2 Id (here Id is the identity
matrix and σ2 will be called the Gaussian coefficient). Clearly, the potential measure
U(E) =
∫∞
0
Pt(E)dt is also an isotropic unimodal (possibly everywhere infinite) measure.
For more information on isotropic unimodal Lévy processes, see [5, 16, 42].
To simplify the notation, throughout the article we commonly use the same symbol to
denote a measure, its density function, and its radial profile. In particular, we identify
ν(z) and ν(|z|), and we write Pt(z) or Pt(|z|) for the density function of Pt(dz) on R
d\{0}.
We also sometimes use X(t) instead of Xt to avoid nested subscripts.
For an open set D, let τD be the time of first exit from D, τD = inf{t > 0 : Xt /∈ D}. By
PDt (x, dy) and GD(x, dy) we denote the transition kernels and the Green function for the
process Xt killed at τD: P
D
t (x, E) = P
x(Xt ∈ E; t < τD), and GD(x, E) =
∫∞
0
PDt (x, E)dt.
Clearly, if D = Rd, then PDt (0, dy) = Pt(dy) and GD(0, dy) = U(dy). It is also worth
noting that GD(x, dy) is the occupation measure:
GD(x, E) = E
x
∫ τD
0
1E(Xt)dt.
In particular, GD(x,D) = E
xτD.
A function f is said to be a regular harmonic with respect to Xt in an open set D if f
has the mean-value property f(x) = Exf(X(τD)) for all x ∈ D. If f has the mean-value
property in every bounded open set whose closure is contained in D, then f is said to be
a harmonic function in D. For further discussion, see Section VII.3 in [3] and Section 24
in [34].
The Feller generator of Xt is an operator A, whose domain is the set of those f ∈
C0(R
d) (continuous functions convergent to zero at infinity) for which the limit in the
definition of Af ,
Af(x) = lim
t→0+
1
t
(∫
Rd
f(x+ z)Pt(dz)− f(x)
)
,
exists uniformly on Rd. If Xt is an isotropic unimodal Lévy process, f is twice differen-
tiable, and f and all partial derivatives of f of order 1 and 2 are in C0, then f is in the
domain of A, and
(2.1)
Af(x) = σ2∆f(x) + lim
ε→0+
∫
Rd\Bε
(f(x+ z)− f(x))ν(z)dz
= σ2∆f(x) +
∫
Rd
(f(x+ z)− f(x)− z · ∇f(x)1B(z))ν(z)dz.
For further information, see Section 31 in [38].
One of the fundamental tools in the theory of Lévy (or, more generally, Feller) processes
is Dynkin’s formula, which states that for an arbitrary Markov time τ such that Exτ <∞
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and for any function f in the domain of the Feller generator A, we have
(2.2) Exf(Xτ)− f(x) = E
x
∫ τ
0
Af(Xt)dt.
Typically, one considers τ to be equal to the time of first exit from an open set D. In
this case, by considering f equal to zero in D, one easily gets (a simplified version of)
the Ikeda–Watanabe formula, or the Lévy system formula for Lévy processes:
E
xf(XτD) =
∫
D
(∫
Rd
f(z)ν(z − y)dz
)
GD(x, dy)
whenever f is equal to zero in D and the integrals on either side converge. In particular,
if PD(x, dz) denotes the distribution of X(τD) with respect to P
x, then the measure
PD(x, dz) may contain a singular part on ∂D, and it has a density function PD(x, z) on
R
d \ D (sometimes called the Poisson kernel, by analogy with the classical case), given
by
(2.3) PD(x, z) =
∫
D
ν(z − y)GD(x, dy),
where x ∈ D and z ∈ Rd \D.
To make the arguments easier to read, we tacitly assume that Xt is not a compound
Poisson process, and thus Pt(dz), U(dz), P
D
t (x, dy) and GD(x, dy) have no atom at the
origin. For example, we will write PD(x, z) =
∫
D
GD(x, y)ν(z − y)dy instead of formally
more precise (2.3). Extension to the general case should present no difficulty to the
reader: it essentially consists of replacing U(z)dz by U(dz) etc.
In theorems and propositions, we carefully formulate all assumptions. In lemmas and
proofs, however, we always assume that Xt is an isotropic unimodal Lévy process in
R
d, and we use freely the notation introduced above. In particular, σ2 is the Gaussian
coefficient of Xt, ν is the density function of the Lévy measure of Xt, and U is the
potential kernel of Xt. We also use the functions K(r) and L(r), given by (1.1); recall
that
K(r) =
σ2d
r2
+
∫
Br
|z|2
r2
ν(z)dz =
σ2d
r2
+ rd
∫
B1
|y|2ν(ry)dy,
L(r) =
∫
Rd\Br
ν(z)dz = rd
∫
Rd\B1
ν(ry)dy.
These quantities describe the ‘activity’ of Xt and intensity of large jumps, respectively,
and they were introduced by Pruitt in [35] in order to study the mean exit time from a
ball: we have
(2.4)
1
c(d)
1
K(r) + L(r)
6 E0τBr 6 c(d)
1
K(r) + L(r)
,
see p. 954, Theorem 1 and (3.2) in [35]. Whenever possible, we state our estimates in
terms of K(r) and L(r).
We note that the estimates that depend only onK(r)+L(r) (like (2.4)) can be rewritten
in terms of the characteristic (Lévy–Khintchine) exponent Ψ(z), since if z ∈ Rd and
r = 1/|z|, then, by Corollary 3 in [5],
(2.5)
1
c(d)
(K(r) + L(r)) 6 Ψ(z) 6 c(d)(K(r) + L(r)).
Here Ψ is related to the characteristic function of Xt,
e−tΨ(z) = E0eiz·Xt =
∫
Rd
eiz·yPt(dy),
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and by the Lévy–Khintchine formula, for an isotropic unimodal Lévy process Xt,
Ψ(z) = σ2|z|2 +
∫
Rd
(1− cos(z · y))ν(y)dy.
The function Ψ, however important in the theory of Lévy processes, will not be used
below.
2.2. Basic properties of K(r) and L(r). We collect some very simple properties of
K(r) and L(r). By definition,
K(r) + L(r) =
σ2d
r2
+
∫
Rd
min
(
|z|2
r2
, 1
)
ν(z)dz =
σ2d
r2
+ rd
∫
Rd
min
(
|y|2, 1
)
ν(ry)dy.
For any a > 1 we have a−2min(|z|2/r2, 1) 6 min(|z|2/(a2r2), 1) 6 min(|z|2r2, 1). Thus,
K(r) + L(r)
a2
6 K(ar) + L(ar) 6 K(r) + L(r).
It is also easy to see that for any a > 1,
K(r)
a2
6 K(ar) 6 adK(r), L(ar) 6 L(r),
and
K(r) >
1
c(d)
rdν(r).
Finally, as it was noted in Remark 1.15, if σ2 = 0 and (1.10) holds with α < 2 when
0 < r1 < r2 < R, then
1
c(d)
rdν(r) 6 K(r) 6 c(d, α,M)rdν(r).
These properties of K(r) and L(r) are used below without further comment. Note that
K(r) and K(r) + L(r) are O-regularly varying functions both at zero and at infinity.
2.3. Generator. The following lemma is a straightforward modification of the proof of
Theorem 31.5 in [38].
Lemma 2.1. Let f be a non-negative, smooth function supported in a ball of radius
R > 0. If 0 < r 6 R, then
Af(x) 6 c(d)‖f ′′‖∞r
2K(r) + ‖f‖∞(L(r)− L(R + r)),
where f ′′ denotes the matrix of second order partial derivatives of f , the norm ‖f ′′‖∞ is
the maximum of the supremum norms of the entries of the matrix f ′′, and K(r) and L(r)
are given by (1.1). In particular,
Af(x) 6 c(d)‖f ′′‖∞R
2K(R).
Proof. The first statement follows from the representation (2.1) of the generator of Xt,
symmetry of Xt and second-order Taylor approximation for f . By translation invariance,
with no loss of generality we may assume that f is equal to zero outside BR. We have
Af(x) = σ2∆f(x) +
∫
Br
(f(x+ z)− f(x)−∇f(x) · z)ν(z)dz
+
∫
Rd\Br
(f(x+ z)− f(x))ν(z)dz
6 σ2‖f ′′‖∞ + c(d)‖f
′′‖∞
∫
Br
|z|2ν(z)dz + 2‖f‖∞ ν(B(−x,R) \Br).
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Recall that the measure ν is isotropic and unimodal. By a rearrangement argument,
ν(B(−x,R) \Br) 6 ν(BR+r \Br); indeed, |B(−x,R) \Br| 6 |BR+r \Br|, and the latter
set maximizes the measure ν among the sets of equal Lebesgue measure that are disjoint
from Br.
To prove the second statement, we use the first one with r = R: we have ‖f‖∞ 6
c(d)‖f ′′‖∞R
2 and K(R) + (L(R)− L(R +R)) 6 4K(2R) 6 2d+2K(R). 
2.4. Known estimates. If d > 3, then it is known that
(2.6)
1
c(d)
1
K(r) + L(r)
6
∫
Br
U(z)dz 6 c(d)
1
K(r) + L(r)
;
the lower bound holds in arbitrary dimension d > 1 (as mentioned above, here and below
we write U(z)dz instead of more formal U(dz)). We remark that the lower bound follows
from the estimate U(z) > GBr(0, z) and Pruitt’s estimate (2.4); the upper bound is
proved by comparing 1Br with a Gauss–Weierstrass kernel and using Fourier transform,
see Proposition 2 in [16].
By unimodality, (2.6) implies that
(2.7) U(r) 6
1
|Br|
∫
Br
U(z)dz 6 c(d)
1
rd(K(r) + L(r))
.
A somewhat similar upper bound is also available for Pt(r): we have
(2.8) Pt(r) 6 c(d)
tK(r)
rd
.
We note that this estimate is a simple consequence of Lemma 2.1, Dynkin’s formula (2.2)
and unimodality of Pt; see Theorem 5.4 in [18]. Finally, the Ikeda–Watanabe formula (2.3)
implies the following simple estimate of the Poisson kernel for a ball.
Lemma 2.2. If 0 < r < |z|, then
(2.9)
1
c(d)
ν(z)
K(r) + L(r)
6 PBr(0, z) 6 c(d)
ν(|z| − r)
K(r) + L(r)
.
Proof. Let z0 be a point on the line segment [0, z] such that |z| = r. By the Ikeda–
Watanabe formula (2.3),
PBr(0, z) =
∫
Br
GBr(0, y)ν(z − y)dy
> ν(z)
∫
Br∩B(z,|z|)
GBr(0, y)dy > ν(z)
∫
Br∩B(z0,r)
GBr(0, y)dy.
Since GBr(0, y) is an isotropic kernel, and a constant number c(d) of rotations (i.e. images
under orthogonal transformations of Rd) of Br ∩B(z0, r) can cover Br, we have
PBr(0, z) >
1
c(d)
ν(z)
∫
Br
GBr(0, y)dy =
1
c(d)
ν(z)E0τBr .
The desired lower bound follows from Pruitt’s estimate (2.4). The upper bound is even
simpler: we have
PBr(0, z) =
∫
Br
GBr(0, y)ν(z − y)dy 6 ν(|z| − r)
∫
Br
GBr(0, y)dy = ν(|z| − r)E
0τBr ,
and it remains to use Pruitt’s estimate (2.4). 
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2.5. Unimodality. As remarked above, for an isotropic unimodal Lévy process Xt, the
Lévy measure, the potential kernel and transition probabilities are unimodal measures.
It is not very difficult to prove similar properties for the objects related to the process
killed at the time of first exit from a ball.
Proposition 2.3. Let Xt be an isotropic unimodal Lévy process in Rd, and let B be the
unit ball in Rd. Then the transition probability PBt (0, dy) of Xt started at 0 and killed at
the time of first exit from B is an isotropic unimodal measure.
Proof. Let the sequence of measures P
(n)
t be defined recursively:
P
(1)
t = 1B Pt, P
(n+1)
t = 1B (P
(n)
t ∗ Pt).
By induction, P
(n)
t is an isotropic unimodal measure; indeed, convolution and multipli-
cation by 1B preserves this property. Furthermore
P
(n)
t/n (E) = P
0(Xt ∈ E; Xt/n, X2t/n, . . . , Xnt/n ∈ B).
By right-continuity of paths, P
(2n)
t/2n (E) is a non-increasing sequence convergent to P
B
t (0, E).
The class of isotropic unimodal measures is closed in the vague topology, and thus
PBt (0, dy) is an isotropic unimodal measure.
The same result is clearly true when B is replaced with Br. Furthermore, P
B
t (0, dy)
is the vague limit of PBrt (0, dy) as r → 1
−, as a result of quasi-left continuity of Xt (see
Theorem 40.12 in [38]). This proves the desired result. 
Corollary 2.4. Let Xt be an isotropic unimodal Lévy process in Rd, and let B be the unit
ball in Rd. Then the Green kernel of Xt in B with pole at 0, GB(0, dy), is an isotropic
unimodal measure. Furthermore, the distribution PB(0, dz) of Xt started at 0 and stopped
at the time of first exit from B is unimodal in Rd \B in the following sense: PB(0, dz) is
an isotropic measure, which may contain a singular part on ∂B, and which is absolutely
continuous with respect to the Lebesgue measure on Rd \B, with a radial density function
that has a non-increasing profile function on (1,∞).
Proof. For the first part, it suffices to recall that GB(0, E) =
∫∞
0
PBt (0, E)dt. The second
one follows from the Ikeda–Watanabe formula (2.3): in Rd \B, PB(0, dz) is equal to the
convolution of GB(0, dy) and ν(z). (This is an abuse of the classical theorem, stating
the the convolution of two isotropic unimodal measures is isotropic unimodal: here the
convolution can be an everywhere infinite measure in B. Nevertheless, it is isotropic and
unimodal by exactly the same argument as in the finite case.) 
The above results extend trivially to balls Br of arbitrary radius. Furthermore, the
proofs only depend on the fact that X0 has an isotropic unimodal distribution: this
observation will be used later in the proof of Theorem 1.5.
3. General estimates
In this section we prove main results that do not require any further assumptions.
3.1. Probability of hitting a nearby ball. The following preliminary upper estimate
of the probability that the process Xt ever hits a given ball is a crucial step in the proof of
the upper bound of the potential kernel. It also implies the upper bound of Theorem 1.1
when |x| is comparable with r, that is, when the starting point x is nearby the ball Br.
The general case involves the estimates of the potential kernel, and for this reason it is
considered after the proof of Theorem 1.2.
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Lemma 3.1. Suppose that d > 3, and let Xt be an isotropic unimodal Lévy process in Rd.
Then
(3.1) Px(Tr <∞) 6 c(d)
K(r)
K(r) + L(r)
when |x| > 2r.
Proof. We begin with the following (slightly informal) observation: the function f(x) =
min(1, (r/|x|)d−2) is a superharmonic function in Rd in the classical sense (that is, with
respect to the Brownian motion). It follows that the mean value of f over any sphere
∂B(x, s) is not greater than f(x). Integration with respect to s implies that
Af(x) = σ2∆f(x) + lim
ε→0+
∫ ∞
ε
(∫
∂B(x,s)
(f(z)− f(x))σ(dz)
)
ν(s)ds 6 0
for all x ∈ Rd, which means that f is also a superharmonic function with respect to
Xt (here σ(dz) denotes the surface measure). Thus, P
x(Tr < ∞) 6 f(x). This bound is
insufficient for our needs,but it presents the main idea of the proof: we need an appropriate
superharmonic function. We will use a smooth approximation to the function f(x) =
min(1, (R/|x|)d−2) + 1Br(x).
Step 1. Let a, b ∈ (0, 1) be constants depending only on d, the value of which is to be
fixed at a later stage of the proof. Clearly, if aL(r) 6 5dK(r), then K(r)/(K(r)+L(r)) >
a/(a+5d), and so (3.1) holds trivially with constant c(d) = (a+5d)/a. Therefore, in the
remaining part of the proof we consider only the case aL(r) > 5dK(r).
Step 2. In order to construct the appropriate superharmonic function, we introduce
auxiliary functions g and h. The function g approximates 1Br : it takes values in [0, 1], it
is equal to 1 in Br, it is equal to zero in R
d \B2r, and it satisfies ‖g
′′‖∞ 6 c(d)/r
2 (with
the notation of Lemma 2.1). We define
R =
(
aL(r)
K(r)
)1/d
r.
Note that as we only consider the case aL(r) > 5dK(r), we have R > 5r. We also let
hR(x) = min
(
1,
Rd−2
|x|d−2
)
.
For technical reasons, it is convenient to define h to be a smooth approximation to hR,
although using h = hR would also be possible. Let κ be a smooth non-negative radial
function which is equal to zero outside Br, and such that
∫
Br
κ(z)dz = 1, and let
h(x) = hR ∗ κ(x) =
∫
Br
hR(x− y)κ(y)dy.
Step 3. We will examine the function
f(x) = bL(r)g(x) +K(r)h(x).
More precisely, below we prove that it is possible to choose a and b in such a way that
f is a superharmonic function in Rd with respect to Xt. The theorem follows easily once
this is done. Indeed, since f is positive on Rd and constant on Br, whenever r < |x| < s,
we have
f(x) > Exf(X(τBs\Br)) > E
x(f(XTr)1{Tr<τBs}).
Passing to the limit as s→∞ gives
f(x) > Ex(f(XTr)1{Tr<∞}) = f(0)P
x(Tr <∞).
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Finally, f(0) = K(r) + bL(r), and if |x| > 2r, then f(x) = K(r)h(x) 6 K(r). We
conclude that
P
x(Tr <∞) 6
K(r)
K(r) + bL(r)
,
which implies desired bound (with constant c(d) = 1/b). Therefore, it is sufficient to
show that (for appropriate a and b) f is a superharmonic function with respect to Xt in
R
d \Br. We will achieve that goal by estimating Af(x).
Step 4. First, we collect some simple properties of h. Since κ and hR are radial,
h = hR ∗ κ is radial too. The function hR is superharmonic in R
d and harmonic in
R
d \∂BR in the classical sense. Hence, the mean value of hR over a sphere ∂B(x, s) is not
greater than hR(x), and it is equal to hR(x) if B(x, s) does not intersect ∂BR. Integrating
this inequality or equality with respect to s ∈ [0, r], we find that h(x) 6 hR(x) for all
x ∈ Rd, and h(x) = hR(x) when |x| 6 R− r or |x| > R+ r. Furthermore, h(x) is greater
than the infimum of hR over B(x, r), that is, h(x) > min(1, R
d−2/(|x| + r)d−2) for all
x ∈ Rd. Finally, h = hR ∗ κ is superharmonic in R
d in the classical sense, and thus the
mean value of h over a sphere ∂B(x, s) is not greater than h(x).
Step 5. We consider first the case |x| 6 R + r. By Lemma 2.1, for all x ∈ Rd,
(3.2) Ag(x) 6 c(d)K(r).
To estimate Ah(x), recall that ∆h(x) 6 0, and that the mean value of h over a sphere
∂B(x, s) is not grater than h(x). Thus, by the definition (2.1) of Ah(x), we have
Ah(x) 6
∫
Rd\B(x,4R)
(h(y)− h(x))ν(y − x)dy.
Observe that h(x) > Rd−2/(R + 2r)d−2 > (5/7)d−2, and that if |y − x| > 4R, then
|y| > |y − x| − |x| > 4R − (R + r) > 2R, so that h(y) = hR(y) = (R/|y|)
d−2 6 (1/2)d−2.
It follows that
(3.3) Ah(x) 6
∫
Rd\B(x,4R)
((1/2)d−2 − (5/7)d−2)ν(y − x)dy = −
1
c(d)
L(4R).
By (3.2) and (3.3), we have
Af(x) = bL(r)Ag(x) +K(r)Ah(x) 6 c(d)bK(r)L(r)−
1
c(d)
K(r)L(4R).
In order to prove that the right-hand side is negative, observe that
L(r) = L(4R) + (L(r)− L(4R)) 6 L(4R) + |B4R|ν(r) = L(4R) + c(d)ν(r)R
d,
and so, by the definition of R,
L(r) 6 L(4R) + c(d)a
rdν(r)L(r)
K(r)
6 L(4R) + c(d)aL(r).
It follows that if a satisfies c(d)a < 1/2, then L(r) 6 2L(4R), and hence
Af(x) 6 2c(d)bK(r)L(4R)−
K(r)L(4R)
c(d)
.
We conclude that if 2c(d)b < 1/c(d), then Af(x) 6 0 whenever |x| 6 R + r.
Step 6. Suppose now that |x| > R + r. Recall that R > 5r, and hence, in particular,
|x| > 2r. Therefore,
(3.4) Ag(x) =
∫
Rd
g(y)ν(y − x)dy 6
∫
B2r
ν(y − x)dy.
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On the other hand, the function h0(x) = (R/|x|)
d−2 is a superharmonic function in Rd in
the classical sense, and hence also with respect to Xt (as in the remark at the beginning
of the proof). Thus,
Ah(x) = Ah0(x) +A(h− h0)(x) 6 A(h− h0)(x).
Furthermore, h− h0 = h− hR = 0 in a neighborhood of x, and h− h0 6 hR− h0. Hence,
(3.5) Ah(x) 6 A(hR − h0)(x) =
∫
BR
(
1−
Rd−2
|y|d−2
)
ν(y − x)dy.
The estimates (3.4) and (3.5) imply that
Af(x) = bL(r)Ag(x) +K(r)Ah(x)
6 bL(r)
∫
B2r
ν(y − x)dy −K(r)
∫
BR
(
Rd−2
|y|d−2
− 1
)
ν(y − x)dy
6 bL(r)ν(|x| − 2r)|B2r| −K(r)ν(|x| − 2r)
∫
BR∩B(x,|x|−2r)
(
Rd−2
|y|d−2
− 1
)
dy.
Let x0 be a point on a line segment [0, x] such that |x0| = 3R/5. If |y − x0| < R/5, then
|y| < R and |y − x| 6 |y − x0|+ |x0 − x| < R/5 + (|x| − 3R/5) = |x| − 2R/5 < |x| − 2r,
and thus the set BR ∩ B(x, |x| − 2r) contains B(x0, R/5). Furthermore, |y| < 4R/5 for
y ∈ B(x0, R/5), and so∫
BR∩B(x,|x|−2r)
(
Rd−2
|y|d−2
− 1
)
dy >
∫
B(x0,R/5)
((5/4)d−2 − 1)dy =
1
c(d)
Rd.
It follows that
Af(x) 6 c(d)brdL(r)ν(|x| − 2r)−
1
c(d)
RdK(r)ν(|x| − 2r).
Hence, by the definition of R,
Af(x) 6 c(d)brdL(r)ν(|x| − 2r)−
1
c(d)
ardL(r)ν(|x| − 2r).
We conclude that if c(d)b− a/c(d) < 0, then Af(x) 6 0 whenever |x| > R + r.
Step 7. Let us summarize the conditions on a and b: in Step 5 we required that
a < 1/c(d) and b < 1/c(d), while for Step 6 we needed b < a/c(d). Thus, regardless of
the values of the three constants c(d), it is possible to choose appropriate a and b. With
this choice, we have Af(x) 6 0 for all x ∈ Rd. Superharmonicity of f is now a direct
consequence of Dynkin’s formula (2.2): for any bounded open D ⊆ Rd,
E
xf(XτD)− f(x) = E
x
∫ τD
0
Af(Xt)dt 6 0,
as desired. 
3.2. Potential kernel and Green function of a ball. As mentioned above, the upper
bound for U(z) follows relatively easily from Lemma 3.1.
Proof of the upper bound of Theorem 1.2. Let Tr = τRd\Br be the hitting time of Br. As
in Lemma 3.4 in [21], we have, by the strong Markov property,
U(B(x, r)) = Ex
∫ ∞
0
1Br(Xt)dt = E
x
(
1{Tr<∞}
∫ ∞
Tr
1Br(Xt)dt
)
= Ex
(
1{Tr<∞}
∫ ∞
Tr
1B(−XTr ,r)
(Xt −XTr)dt
)
= Ex(1{Tr<∞}U(B(−XTr , r))).
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If Tr <∞, then X(Tr) ∈ Br, and so B(−XTr , r) ⊆ B2r. Thus,
(3.6) U(B(x, r)) 6 Ex(1{Tr<∞}U(B2r)) = P
x(Tr <∞)U(B2r).
By Lemma 3.1 and estimate (2.6), if |x| > 2r, then
U(B(x, r)) 6 c(d)
K(r)
K(r) + L(r)
1
K(2r) + L(2r)
.
On the other hand,
U(B(x, r)) =
∫
B(x,r)
U(z)dz > |Br|U(|x|+ r).
Choosing x so that |x| = 2r, we conclude that
U(3r) 6 c(d)
K(r)
rd(K(r) + L(r))(K(2r) + L(2r))
6 c(d)
K(3r)
(3r)d(K(3r) + L(3r))2
,
which is equivalent to the desired upper bound. 
Before proving the lower bound, we first consider the Green function of a ball.
Proof of the upper bound of Theorem 1.3. Assume first that y = −x. We have
GBr(x,−x) = 2
∫ ∞
0
PBr2t (x,−x)dt = 2
∫ ∞
0
(∫
Br
PBrt (x, z)P
Br
t (z,−x)dz
)
dt.
Let D = {z ∈ Br : z · x > 0} be a semi-ball. Then, by symmetry,
GBr(x,−x) = 4
∫ ∞
0
(∫
D
PBrt (x, z)P
Br
t (z,−x)dz
)
dt
6 4
∫ ∞
0
((
sup
z∈D
PBrt (z,−x)
)∫
Br
PBrt (x, z)dz
)
dt.
Observe that PBrt (−x, z) 6 Pt(z + x), and since Pt is an isotropic unimodal kernel, for
z ∈ D we have Pt(z + x) 6 Pt(x). Therefore,
(3.7) GBr(x,−x) 6 4
∫ ∞
0
Pt(x)P
x(τBr > t)dt.
By (2.8),
Pt(x) 6 c(d)
tK(|x|)
|x|d
.
The estimate of Px(τD > t) is an extension of formula (3.2) in [35], which originally asserts
that P0(τBr > t) 6 c(d)/(t(K(r) + L(r))): by translation invariance,
sup
z∈Br
P
z(τBr > t) 6 P
0(τB2r > t) 6 c(d)
1
t(K(2r) + L(2r))
6 c(d)
1
t(K(r) + L(r))
.
Choose t0 so that the right-hand side is equal to 1/2 for t = t0. Using the Markov
property and induction, we obtain
sup
z∈Br
P
z(τBr > t) 6 (1/2)
⌊t/t0⌋ 6 21−t/t0 ,
that is,
sup
z∈Br
P
z(τBr > t) 6 c(d)e
−c(d)t(K(r)+L(r)).
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(this estimate is in fact valid for general Lévy processes, given that the term K(r)+L(r)
is appropriately modified, see [35]). By combining the bounds obtained above with (3.7)
and evaluating the integral, we obtain
GD(x,−x) 6 c(d)
K(|x|)
(K(r) + L(r))2|x|d
.
For general x, y, denoting z = (x+ y)/2 and x′ = x− z = z − y = (x− y)/2, we have
GBr(x, y) 6 GB(z,2r)(x, y) = GB2r(x
′,−x′)
6 c(d)
K(|x′|)
(K(2r) + L(2r))2|x′|d
6 c(d)
K(|x− y|)
(K(r) + L(r))2|x− y|d
,
as desired. 
Proof of the lower bound of Theorem 1.3. Let p = min(|x−y|, r−|x|)/2 and q = min(|x−
y|, r− |y|)/2. We have
GBr(x, y) = E
xGBr(X(τB(x,p)), y)
>
∫
Rd\B(x,p)
PB(x,p)(x, z)GBr(z, y)dz >
∫
B(y,q)
PB(x,p)(x, z)GB(y,q)(z, y)dz.
By translation invariance and unimodality of PBp (in the sense of Corollary 2.4), we have
PB(x,p)(x, z) > PBp(0, y − x) for z ∈ B(y, q) ∩B(x, |x− y|). Hence,
GBr(x, y) > PBp(0, y − x)
∫
B(y,q)∩B(x,|x−y|)
GB(y,q)(z, y)dz
= PBp(0, y − x)
∫
Bq∩B(x−y,|x−y|)
GBq(z, 0)dz.
Since GBq(z, 0) is isotropic, and Bq can be covered by a constant number c(d) of rotations
of Bq ∩ B(x− y, |x− y|) (this is the same argument as in Lemma 2.2), we have
GBr(x, y) >
1
c(d)
PBp(0, x− y)
∫
Bq
GBq(z, 0)dz =
1
c(d)
PBp(0, x− y)E
0τBq .
By the estimate (2.4) and Lemma 2.2,
GBr(x, y) >
1
c(d)
ν(x− y)
K(p) + L(p)
1
K(q) + L(q)
,
which is equivalent to the desired result. 
Proof of the lower bound of Theorem 1.2. The result follows directly from the inequality
U(z) > GBr(0, z), with r = 2|z|, and the lower bound of Theorem 1.3. 
3.3. Probability of hitting an arbitrary ball. With Lemma 3.1 and Theorem 1.2 at
hand, we are in position to prove Theorem 1.1.
Proof of the upper bound of Theorem 1.1. Lemma 3.1 asserts the result when |x| 6 3r.
Thus, we restrict our attention to the case |x| > 3r. By Lemma 3.5 in [21],
P
x(Tr <∞) 6
U(B(x, 2r))
U(Br)
(this is fully analogous to (3.6): one uses the fact that B(−XTr , 2r) ⊇ Br). Since
U(B(x, 2r)) =
∫
B(x,2r)
U(z)dz 6 |B(x, 2r)|U(|x| − 2r) 6 c(d)rdU(|x|/3),
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we have, by the estimate (2.6),
P
x(Tr <∞) 6 c(d)r
d(K(r) + L(r))U(|x|/3).
It remains to use the upper bound of Theorem 1.2. 
Proof of the lower bound of Theorem 1.1. This is nearly identical to the proof of the up-
per bound: using (3.6), the estimate
U(B(x, r)) =
∫
B(x,r)
U(z)dz > |B(x, r)|U(|x|+ r) >
1
c(d)
rdU(2|x|),
and the estimate (2.6), we obtain
P
x(Tr <∞) >
U(B(x, r))
U(B2r)
>
1
c(d)
rd(K(r) + L(r))U(2|x|).
The desired estimate follows from the lower bound of Theorem 1.2. 
3.4. Harmonic functions. By averaging the kernels PBr(0, dz) with respect to r, one
can easily prove the supremum estimate stated in Theorem 1.5. In fact, we prove the
following more refined result.
Proposition 3.2. Let Xt be an isotropic unimodal Lévy process in Rd, and suppose that
0 6 q < r. Then there is a radial kernel function P¯q,r(z), a constant Creg(q, r) > 0, and
a probability measure µq,r on [q, r] with the following properties:
• if f is a regular harmonic function in Br, then
f(0) =
∫
Rd\Bq
f(z)P¯q,r(z)dz;
• for any A ⊆ Rd,
P¯q,r(A) =
∫
[q,r]
PBs(0, A)µq,r(ds);
• P¯q,r(z) = 0 for z ∈ Bq;
• P¯q,r(z) = Creg(q, r) for z ∈ Br \Bq;
• 0 6 P¯q,r(z) 6 Creg(q, r) for all z ∈ R
d;
• the profile function of P¯q,r(z) is non-increasing in (r,∞), and
(3.8)
P¯q,r(z) =
∫
[q,r]
PBs(0, z)µq,r(ds)
=
∫
[q,r]
∫
Bs
ν(|z − y|)GBs(0, dy)µq,r(ds)
for z ∈ Rd \ B(0, r).
In particular,
(3.9) P¯q,r(z) 6 PBr(0, z)
for z ∈ Rd \Br. Furthermore, with q¯ = (q + r)/2,
(3.10) Creg(q, r) 6
PBq¯(0, Br \Bq¯)
|Br \Bq¯|
6 c(d, q/r)
K(r)
rd(K(r) + L(r))
,
and if |z| = r, then
(3.11) Creg(q, r) >
1
c(d, q/r)
PBq¯(0, z) >
1
c(d, q/r)
ν(r)
K(r) + L(r)
.
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Proof. The existence of P¯q,r, Creg(q, r) and µq,r is a rather general result, which is likely
well known, but difficult to find in the literature. For completeness, we provide a proof
for r = 1 in Appendix B, see Lemma B.3; extension to the case of general r is automatic.
It remains to derive (3.9), (3.10) and (3.11).
The estimate (3.9) is a consequence of (3.8) and the fact that PBs(0, z) is a non-
decreasing function of s ∈ [q, r]. To prove the first inequality in (3.10), observe that, with
q¯ = (q + r)/2, we have
Creg(q, r)|Br \Bq¯| =
∫
Br\Bq¯
P¯q,r(z)dz
=
∫
[q,q¯]
PBs(0, Br \Bq¯)µq,r(ds) +
∫
(q¯,r]
PBs(0, Br \Bs)µq,r(ds)
6 PBq¯(0, Br \Bq¯);
in the last inequality we used the fact that PBs(0, Br \ Bq¯) is a non-decreasing function
of s ∈ [q, q¯] and PBs(0, Br \Bs) is a non-increasing function of s ∈ [q¯, r].
Obviously, PBq¯(0, Br \ Bq¯) 6 1, which in most cases gives a satisfactory bound of
Creg(q, r). However, if the decay of ν at infinity is slow, a better bound can be found
using Dynkin’s formula (2.2), as in Lemma 3.1 in [9]. Let f be a smooth function which
takes values in [0, 1], which is equal to 1 in Br \ Bq¯, and equal to 0 outside B2r \ {0},
and such that ‖f ′′‖∞ < c(d, q/r)/r
2 (with the notation of Lemma 2.1). By Lemma 2.1,
Af(x) 6 c(d, q/r)K(r). Hence, by (2.2)
PBq¯(0, Br \Bq¯) 6 E
0f(X(τBq¯))
= f(0) + E0
∫ τBq¯
0
Af(Xt)dt 6 c(d, q/r)K(r)E
0τBq¯ .
By Pruitt’s estimate (2.4),
PBq¯(0, Br \Bq¯) 6 c(d, q/r)
K(r)
K(q¯) + L(q¯)
6 c(d, q/r)
K(r)
K(r) + L(r)
.
For the proof of (3.11), again let q¯ = (q+ r)/2, let |z| = r, and consider two scenarios.
If µq,r([q, q¯]) > 1/2, then
Creg(q, r)|Br \Bq| =
∫
Br\Bq
P¯q,r(z) >
∫
[q,q¯]
PBs(0, Br \Bs)µq,r(ds)
>
PBq¯(0, Br \Bq¯)
2
>
PBq¯(0, z)|Br \Bq¯|
2
;
here we used the fact that PBs(0, Br \ Bs) is a non-increasing function of s ∈ [q, q¯], and
then unimodality of PBq¯(0, z) (in the sense of Corollary 2.4). On the other hand, if
µq,r([q¯, r]) > 1/2, then, since PBs(0, z) is a non-decreasing function of s ∈ [q¯, r], we obtain
Creg(q, r) = P¯q,r(z) >
∫
[q¯,r]
PBs(0, z)µq,r(ds) >
PBq¯(0, z)
2
.
In either case, we obtain the first part of (3.11). The other part is just the lower bound
of Lemma 2.2. 
Proof of Theorem 1.5. Due to translation invariance, with no loss of generality we may
assume that x0 = 0. Proposition 3.2 gives the upper bound of Theorem 1.5 for x = 0.
In order to extend this to x ∈ Bq, one can use a sweeping argument. However, a shorter
proof can be obtained using the following trick. As remarked above, Proposition 2.3 and
Corollary 2.3, and thus also Proposition 3.2, extend to the case when X0 is distributed
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uniformly in Bp, given that 0 < p 6 q < r. Denote the resulting kernel and constant by
P¯p,q,r and Creg(p, q, r) (instead of P¯q,r and Creg(q, r)). Hence, if f is a regular harmonic
function in Br, then
1
|Bp|
∫
Bp
f(y)dy =
∫
Rd\Bq
f(z)P¯p,q,r(z)dz.
Furthermore, by the same argument as above (with the smooth function equal to zero
outside B2r \Bq instead of B2r \ {0}),
Creg(p, q, r) 6 c(d, p/r, q/r)
K(r)
rd(K(r) + L(r))
.
Let q¯ = (q + r)/2. With the notation of Proposition 3.2, for all x ∈ Bq we have
f(x) =
∫
Rd
f(z)P¯0,r−q(z − x)dz 6 Creg(0, r − q)
∫
Rd
f(z)dz.
Furthermore, ∫
Bq
f(y)dy = |Bq|
∫
Rd\Bq¯
f(z)P¯q,q¯,r(z)dz
6 |Bq|Creg(q, q¯, r)
∫
Rd\Bq¯
f(z)dz.
It follows that
f(x) 6 Creg(0, r − q)
(∫
Rd\Bq
f(z)dz + |Bq|Creg(q, q¯, r)
∫
Rd\Bq¯
f(z)dz
)
6 Creg(0, r − q)(1 + |Bq|Creg(q, q¯, r))
∫
Rd\Bq
f(z)dz
for all x ∈ Bq. Since Creg(q, q¯, r) 6 c(d, q/r)r
−d, the constant in the right-hand side
does not exceed c(d, q/r)Creg(0, r − q). This proves the upper bound. The lower bound
is simply an application of Proposition 3.2. 
Proof of Theorem 1.7. We use the notation of Proposition 3.2, with q = 0. If f is a
bounded function which is a regular harmonic function in B2r, then f = f ∗ P¯0,r in
Br, which already gives continuity of f . This can be extended as follows. Let κ be
a non-negative smooth radial function which takes values in [0, 1], which is equal to 1
in B(0, 3r/2), and which is equal to 0 in Rd \ B(0, 2r). Define πr(z) = P¯0,r(z)κ(z),
Πr(z) = P¯0,r(z)(1 − κ(z)). If f is a bounded function which is a regular harmonic
function in B(k+1)r, then, by induction,
f = (Πr + πr ∗ Πr + π
∗2
r ∗ Πr + . . .+ π
∗(k−1)
r ∗ Πr + π
∗k
r ) ∗ f
= (δ0 + πr + π
∗2
r + . . .+ π
∗(k−1)
r ) ∗ Πr ∗ f + π
∗k
r ∗ f.
in Br. Therefore, at least informally, f is at least as smooth in Br, as Πr ∗ f and π
∗k
r ∗ f
are on Rd.
When d = 1, then the distributional derivative of πr is a finite measure (because πr is
unimodal). It follows that the Fourier transform of πr is bounded by C(r)min(1, |ξ|
−1).
To obtain a similar estimate for d > 2, simply note that πr is a bounded, integrable
radial function; hence its Fourier transform is bounded by C(r)min(1, |ξ|−(d−1)/2) (see
Proposition A.4 in [36]). It follows that for any d > 1, for k sufficiently large, π∗kr has
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continuous partial derivatives of order up to N . Since π∗kr has compact support, π
∗k
r ∗ f
has continuous partial derivatives of order up to N . On the other hand,
Πr(z) =
∫
[0,r]
∫
B(0,t)
ν(|z − y|)(1− κ(z))GB(0,t)(0, dy)µ(dt).
By the assumption, the functions gy(z) = ν(|z − y|)(1− κ(z)) have absolutely integrable
partial derivatives of order up to N , with L1(Rd) norms bounded uniformly in y ∈
B(0, r). Hence Πr(z) has the same property. Consequently, Πr ∗ f has continuous partial
derivatives of order up to N . It follows that f has continuous derivatives of order up to
N in Br. Furthermore, these derivatives are bounded by ‖f‖∞ multiplied by a constant
which depends only on πr and Πr.
The desired result follows by translation invariance: instead of Br, consider B(x, r),
where x is any point in D such that dist(x,Rd \D) > δ, and where r is small enough, so
that (k + 1)r < δ. 
4. Boundary Harnack inequality
In this section we apply the boundary Harnack inequality of [9] to unimodal Lévy
processes and prove Theorem 1.9. We also apply the recent result of [20] to prove Theo-
rem 1.11. Finally, we find estimates of the Green function of the half-space.
4.1. Conditions for the boundary Harnack inequality. Application of the results
of [9] and [20] requires verification of a number of conditions imposed on the process Xt
in [9]. Below we briefly discuss these conditions.
Assumption A in [9] requires Xt to be a Hunt process which admits a dual Hunt process
Xˆt, and both are required to have Feller and strong Feller property. Any Lévy process has
Feller property (because convolution with a measure maps C0 functions into C0 functions),
and if it has transition densities, it also has strong Feller property (because convolution
with an integrable function maps bounded measureable functions to continuous ones). In
this case it also has a dual Hunt process 2X0−Xt (duality in the sense of potential theory
requires that λ-potential densities exist). In particular, if Xt is an isotropic unimodal
Lévy process which is not a compound Poisson process (which will be tacitly assumed
throughout this section), then it satisfies Assumption A of [9].
Smooth, compactly supported functions belong to the domain of the Feller generator
A of Xt, so Assumption B in [9] is satisfied. The constant in the boundary Harnack
inequality depends on the quantity
(4.1) ̺(F,D) = inf
f
sup
x∈Rd
Af(x),
introduced in Assumption B. Here F is compact, D is open, F ⊆ D, and the infimum is
taken over all smooth, compactly supported f such that 0 6 f 6 1, f = 0 in F and f = 1
in Rd \D. A sufficient estimate of ̺(F,D) is given by Lemma 2.1: if D is contained in a
ball of radius R and r is the distance between F and Rd \D, then, choosing f such that
‖f ′′‖∞ 6 c(d)/r
2, we get
̺(F,D) 6 c(d)(R/r)2K(R).
Assumption C in [9] requires that the density of the Lévy kernel is comparable to a
constant on appropriate balls. For the isotropic unimodal Lévy processes, this reduces
to the following condition on the radial profile ν of the density of the Lévy measure: if
0 < r < R < R∞ (here R∞ ∈ (0,∞] is a localisation radius), then
(4.2) ν(s− r) 6 CLévy(r, R)ν(s+ r)
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for all s > R. In order to have a scale-invariant version of the boundary Harnack in-
equality, we will need to assume that CLévy is scale-invariant too. For the existence of
boundary limits, we will also need the condition limr→0+ CLévy(r, R) = 1 for all R > 0.
The last condition in [9], Assumption D, is a rough upper bound for Green functions of
balls, away from the diagonal. For isotropic unimodal Lévy processes, such an estimate
is provided by Theorem 1.3: if 0 < r < s < R, we have
(4.3)
Cgreen(r, s, R) = sup
x∈Br
sup
y∈Rd\Bs
GBR(x, y)
6 c(d)
K(s− r)
(s− r)d(K(R) + L(R))2
6 c(d)
R2
(s− r)d+2(K(R) + L(R))
.
Another constant that is involved in the boundary Harnack inequality is related to the
first exit time from a ball: by translation invariance and Pruitt’s estimate (2.4),
(4.4)
Cexit(r) = sup
x∈Br
E
xτBr 6 sup
x∈Br
E
xτB(x,2r)
6 E
0τB2r 6
c(d)
K(2r) + L(2r)
6
c(d)
K(r) + L(r)
.
4.2. Boundary Harnack inequality. The following theorem is a reformulation of the
main result of [9], adapted to the setting of isotropic unimodal Lévy processes. We use a
version stated in [20]. We use the above notation instead of that introduced in [9].
Theorem 4.1 (Lemma 3.2 and Theorems 3.4 and 3.5 in [9], see Theorem 1 in [20]).
Let Xt be an isotropic unimodal Lévy process which is not a compound Poisson process,
and let R∞ ∈ (0,∞]. Suppose that the Lévy measure of Xt is positive and it satisfies
condition (4.2) whenever 0 < r < R < R∞, s > R. Let x0 ∈ R
d, 0 < r < R < R∞, and
let r(t) = (1 − t)r + tR. Suppose that a non-negative function f is a regular harmonic
function in D ∩B(x0, R), which is equal to zero in B(x0, R) \D. Then
f(x) ≈ CBHI(r, R)E
xτD∩B(x0,r(1/3))
∫
Rd\B(x0,r(2/3))
f(y)ν(|y − x0|)dy
for x ∈ D ∩B(x0, r), where
CBHI(r, R) = c(d)
(
R
r
)d(
R
R− r
)4
(C˜Lévy(r, R))
3 K(2R)
Rdν(2R)
,
and
C˜Lévy(r, R) = max
(
CLévy(r(1/3), r(2/3)), CLévy(r(7/9), r(8/9)), CLévy(R, r(4/3))
)
.
The constant in the original statement is given by a more complicated expression:
C˜BHI(r, R) = CLévy(r2, r3) + 2̺(B(0, r3) \B(x0, r2), B(x0, r8) \B(0, r))×
×
(
Cgreen(r3, r4, R) +
Cexit(R)(CLévy(r4, r5))
2
|B(x0, r4)|
)
×
×
(
̺(B(x0, r5), B(x0, R))
ν(r7)
+ CLévy(R, r7)|B(x0, R)|
)
,
where r2 = r(1/3), r3 = r(2/3) and, for example, r4 = r(7/9), r5 = r(8/9), r7 = r(4/3),
r8 = r(5/3). The above constant is even better than the one given in the statement of
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Theorem 4.1; indeed, by (4.1), (4.3) and (4.4), we have
C˜BHI(r, R) 6 CLévy(r2, r3) + c(d)
(
R
R − r
)2
K(2R)×
×
(
1
rd(K(R) + L(R))
+
(CLévy(r4, r5))
2
rd(K(R) + L(R))
)
×
×
((
R
R − r
)2
K(2R)
ν(2R)
+ CLévy(R, r7)R
d
)
,
and hence, by elementary manipulations,
C˜BHI(r, R) 6 C˜Lévy(r, R) + 2c(d)
(
R
r
)d(
R
R− r
)4
(C˜Lévy(r, R))
3
(
K(2R)
Rdν(2R)
+ 1
)
6 CBHI(r, R).
We say that a constant C(r, R) is scale-invariant on (0, R∞) if for each fixed ratio
a = r/R ∈ (0, 1), C(aR,R) is bounded in R ∈ (0, R∞).
Proof of Theorem 1.9. We need to prove that, under the assumptions of the theorem,
the constant CBHI of Theorem 4.1 is scale-invariant on (0, R∞). This is clearly the case,
provided that CLévy is scale-invariant on (0, 2R∞) (and hence C˜Lévy is scale-invariant on
(0, R∞)), and that K(r)/(r
dν(r)) is bounded for r < 2R∞.
We claim that the former condition follows from the assumptions (1.10) and (1.11) of
the theorem. Indeed, suppose that 0 < R < 2R∞, a ∈ (0, 1) and s > R. If s < 2(1−a)R∞,
then s+ aR < 2R∞, and so, by (1.10),
ν(s− aR)
ν(s+ aR)
6M
(
s+ aR
s− aR
)d+α
6 M
(
1 + a
1− a
)d+α
.
Suppose now that R∞ < ∞ and s > 2(1 − a)R∞ (and still s > R). If R > (1 − a)R∞,
then s−aR > (1−a)R > (1−a)2R∞; otherwise, s−aR > 2(1−a)R∞−R > (1−a)R∞.
Thus, in either case s− aR > (1− a)2R∞, and so
ν(s− aR)
ν(s+ aR)
6 sup
t>(1−a)2R∞
ν(t)
ν(t + 2aR)
6 sup
t>(1−a)2R∞
ν(t)
ν(t + 2R∞)
,
which is finite by (1.11). This proves that ν(s − aR)/ν(s + aR) is bounded from above
uniformly in R ∈ (0, 2R∞) and s > R, and so CLévy is scale-invariant on (0, 2R∞), as
desired.
Finally, as discussed in Remark 1.15, K(r)/(rdν(r)) is indeed bounded when σ2 = 0
and (1.10) holds with α < 2 when 0 < r1 < r2 < R∞. These are again the assumptions
of the theorem. 
4.3. Boundary limits of ratios of harmonic functions.
Proof of Theorem 1.11. In order to prove Theorem 1.11, it suffices to verify the conditions
of Theorem 3.1 in [20]. These are the following:
• Xt satisfies Assumptions A through D for the boundary Harnack inequality of [9];
• limr→0+ CLévy(r, R) = 1 for all R > 0;
• CLévy is scale-invariant on (0, R∞);
• L(r)/L(2r) is bounded on (0, R∞/2);
• CBHI is scale-invariant on (0, R∞).
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The first one is satisfied, as discussed earlier in this section. Next two conditions are the
assumptions of Theorem 1.11, while the last one follows from Theorem 1.9. Therefore, it
suffices to verify the fourth condition. This is quite simple: we have, by (1.10),
L(r)− L(2r) =
∫
B2r\Br
ν(z)dz 6 2d+αM
∫
B2r\Br
ν(2z)dz
= 2αM
∫
B4r\B2r
ν(y)dy = 2αM(L(2r)− L(4r)),
and hence L(r) 6 (1 + 2αM)L(2r). 
4.4. Boundary estimate of the Green function. The application of the boundary
Harnack inequality to the estimates of the Green function in smooth domains is standard,
see [31, 13, 26, 23]. For simplicity, we restrict our attention to the case of the half-space,
where finding the explicit decay rate of harmonic functions requires no further effort.
Let H = {x ∈ Rd : xd > 0} be a half-space in R
d, and let ed = (0, 0, . . . , 0, 1) ∈ R
d. It
is a well-known result in the fluctuation theory of (one-dimensional) Lévy processes that
there is a function h(s) which is equal to zero in (−∞, 0], positive and non-decreasing on
(0,∞), and such that h(xd) is a regular harmonic function in every bounded subset of H .
Furthermore, h(s) is comparable with c(d)/
√
K(s) + L(s) for s > 0; see Proposition 2.4
in [7].
Proof of Theorem 1.13. Denote r = |x − y| and z = (x + y)/2. Suppose first that r 6
min(xd, yd). In this case r 6 zd, and thus B(z, r) ⊆ H . Thus,
GB(z,r)(x, y) 6 GH(x, y) 6 U(y − x).
By Theorems 1.2 and 1.3,
1
c(d)
ν(r)
(K(r/2) + L(r/2))2
6 GH(x, y) 6 c(d)
K(r)
rd(K(r) + L(r))2
.
Since ν(r) > r−dK(r)/c(d, α,M), we have
(4.5) GH(x, y) ≈ c(d, α,M)
K(r)
rd(K(r) + L(r))2
.
For general x, y ∈ H , with no loss of generality we may assume that xd > yd. Define
x˜ = x+ red, y˜ = y + red, Bx = B(x+ red/2, r) and By = B(y + red/2, r). Since xd > yd,
we have |(x + red/2) − y| > |x − y| = r, and hence y /∈ Bx. It follows that GH(w, y)
is a regular harmonic function of w ∈ Bx ∩ H . Since also h(wd) is a regular harmonic
function in Bx ∩H , we have, by the boundary Harnack inequality (Theorem 1.9),
GH(x, y)
GH(x˜, y)
≈ c(d, α,M)
h(xd)
h(xd + r)
.
In a similar manner, |x˜− (y+ red/2)| = |x+ red/2− y| > |x− y| = R, and hence x˜ /∈ By.
Since GH(x˜, w) and h(wd) are regular harmonic functions of w ∈ By ∩ H , we have, by
the boundary Harnack inequality,
GH(x˜, y)
GH(x˜, y˜)
≈ c(d, α,M)
h(yd)
h(yd + r)
.
Therefore,
GH(x, y) ≈ c(d, α,M)
h(xd)
h(xd + r)
h(yd)
h(yd + r)
GH(x˜, y˜) .
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However, |x˜− y˜| = r and r 6 min(x˜d, y˜d), so estimate (4.5) applies to GH(x˜, y˜). Thus,
GH(x, y) ≈ c(d, α,M)
h(xd)
h(xd + r)
h(yd)
h(yd + r)
K(r)
rd(K(r) + L(r))2
.
It remains to recall that h(s) ≈ c(d)/
√
K(s) + L(s) for s > 0. 
5. Examples
Example 5.1. Consider a pure-jump isotropic unimodal Lévy process in Rd with the
Lévy density ν(x) ≈ C|x|−d(1 + |x|)−α for some α ∈ (0, 2) and C > 0 (here and below
we write f ≈ Cg for C−1g 6 f 6 Cg). The class of processes considered here includes
geometric stable processes, that is, Lévy processes with characteristic exponent of the
form Ψ(z) = log(1 + |z|α), where α ∈ (0, 2) (see Theorems 3.4 and 3.5 in [39]).
Let l(r) = log(e+ 1/r), so that l(r) is comparable with log(1/r) for small r and l(r) is
approximately 1 for large r. It is easy to see that
K(r) ≈ c(d, α, C)(1 + r)−α, L(r) ≈ c(d, α, C)(1 + r)−αl(r).
By Theorems 1.1 and 1.2, if d > 3, then
P
x(Tr <∞) ≈ c(d, α, C)
rd(1 + r)−αl(r)
|x|d(1 + |x|)−α(l(|x|))2
when |x| > 2r, and
U(x) ≈ c(d, α, C)
(1 + |x|)α
|x|d(l(|x|))2
for all x 6= 0. Furthermore, (1.10) holds with R∞ =∞, hence Theorems 1.9 and 1.11 are
applicable. By Theorem 1.13, if d > 3, then
GH(x, y) ≈ c(d, α, C)
h(δx)
h(δx + |x− y|)
h(δy)
h(δy + |x− y|)
(1 + |x− y|)α
|x− y|d(l(|x− y|))2
for all x, y ∈ H , x 6= y, where
h(s) =
√
(1 + s)α
l(s)
.
Finally, Theorem 1.7 asserts certain smoothness of harmonic functions, determined by
the smoothness of the Lévy measure ν.
Example 5.2. Let Xt be a geometric stable process in Rd, that is, a Lévy processes with
characteristic exponent Ψ(z) = log(1+ |z|α) for some α ∈ (0, 2). As remarked above, this
is a particular example of a class of processes considered in Example 5.1. Many properties
of Xt, including bounds on the potential kernel given in Theorem 1.2, have been proved
in [37, 39]. In addition, since ν is smooth, by Theorem 1.7, harmonic functions for Xt
are smooth (see also Remark 1.8(b)).
Example 5.3. Taking α = 2 in the previous example leads to the variance-gamma
process, a Lévy process with characteristic exponent Ψ(z) = log(1 + |z|2). This is no
longer a special case of the class of processes studied in Example 5.1 due to exponential
decay of ν at infinity. By Theorems 3.4 and 3.5 in [39], in this case
K(r) ≈ c(d)(1 + r)−2, L(r) ≈ c(d)e−r(1 + r)−(d+1)/2l(r).
Theorems 1.1 and 1.2 lead to bounds that are sharp as long as |x| remains bounded, but
deteriorate when |x| → ∞: if d > 3, then
1
c(d)
rd(1 + r)−2l(r)
e|x||x|d(1 + |x|)−(d+3)/2(l(|x|))2
6 Px(Tr <∞) 6 c(d)
rd(1 + r)−2l(r)
|x|d(1 + |x|)−2(l(|x|))2
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when |x| > 2r, and
1
c(d)
(1 + |x|)(d+3)/2
e|x||x|d(l(|x|))2
6 U(x) 6 c(d)
(1 + |x|)2
|x|d(l(|x|))2
for all x 6= 0. A sharp two-sided bound for U(x) in this case is provided by Theorem 3.3
in [37] and Theorem 3.2 in [39]. It turns out that the upper bounds given above describe
the behaviour of U(x) and Px(Tr <∞) correctly.
The density of the Lévy measure ν is smooth, and so Theorem 1.7 implies smoothness of
harmonic functions forXt (see also Remark 1.8(b)). Since (1.10) holds with any R∞ <∞,
Theorems 1.9 and 1.11 are applicable. This is, however, insufficient for Theorem 1.13.
Example 5.4. Let Xt be the compound Poisson process with ν(z) = (1/|B1|)1B1(z) +
(λ/|BR|)1BR(z), where R and λ are very large, but λ/|BR| is very close to zero. The pro-
cess Xt is a sum of two independent compound Poisson processes Yt and Zt, corresponding
to the two terms in the definition of ν(z).
(a) Suppose that R = λ3, and let f(x) = Px(X(τB2) ∈ B3). We will prove that the
upper bound of Theorem 1.5 is not sharp for f , a harmonic function in B2.
There are two scenarios of Xt starting at 0 and remaining in B3 after exiting B2:
in the first one, the first three jumps of Xt are the same as the jumps of Yt, which
has probability of 1/(λ+1)3; in the other one, at least one of the first three jumps
is the same as the first jump of Zt, and this has length smaller than 4, which has
probability at most (4/R)d. Thus,
f(0) 6
1
(λ+ 1)3
+
(
4
R
)d
6 c(d)
1
λ3
.
On the other hand, if 3/2 6 |x| < 2, then Xt can start from x and reach B3 \B2
in a single jump of Yt, so that
f(x) >
1
λ+ 1
·
|B(x, 1) \B2|
|B(x, 1)|
>
1
c(d)
1
λ
.
Furthermore, K(2) = c(d)(1 + λ/|BR|) and L(2) = λ(1 − (2/R)
d), so that
K(2)/(K(2) + L(2)) > (c(d))−1/λ. Hence.
K(2)
K(2) + L(2)
∫
B2\B1
f(z)dz >
1
c(d)
1
λ2
.
If follows that as λ→∞, the local term in the upper bound of Theorem 1.5 (for
x0 = 0, q = 1, r = 2) is already too large, namely, the ratio
f(0) :
(
K(2)
K(2) + L(2)
∫
B2\B1
f(z)dz
)
converges to 0 as λ→∞.
(b) Suppose that d > 3 and R = λ4. Let f(x) = Px(T2 < ∞), where T2 is the
hitting time of B2. Then f(x) 6 min(1, (|x|/2)
2−d). Furthermore, if 3 6 |x| 6 5
and r = 2λ2 + 5, then r/R 6 1/λ (if, say, λ > 2). There are two scenarios:
either the first jump is drawn from a uniform distribution in B1, or it is uniformly
distributed in BR; the probabilities of these scenarios are 1/(λ+1) and λ/(λ+1),
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respectively. Thus,
f(x) =
1
λ+ 1
1
|B1|
∫
B1
f(x+ z)dz +
λ
λ+ 1
1
|BR|
∫
BR
f(x+ z)dz
6
1
λ+ 1
· 1 +
λ
λ+ 1
(
|Br|
|BR|
+
|BR| − |Br|
|BR|
2d−2
(r − |x|)d−2
)
6
1
λ
+
rd
Rd
+
2d−2
(r − 5)d−2
6
1
λ
+
1
λ2
+
1
λ2
6
3
λ
.
Repeating the same argument when |x| = 4, but using the bound f(x+ z) 6 3/λ
found above instead of the inequality f(x+ z) 6 1 for z ∈ B1, we obtain
f(x) 6
1
λ+ 1
·
3
λ
+
λ
λ+ 1
(
|Br|
|BR|
+
|BR| − |Br|
|BR|
2d−2
(r − 4)d−2
)
6
3
λ2
+
rd
Rd
+
2d−2
(r − 4)d−2
6
3
λ2
+
1
λ2
+
1
λ2
6
5
λ2
.
Hence, the upper bound of Theorem 1.1 (with r = 2) is not sharp when λ→∞.
(c) In a similar way, the upper bound of Theorem 1.2 is not sharp when |x| = 2 and
λ→∞; we omit the details.
We remark that although Xt is a compound Poisson process, similar results can be proved
for a Lévy process with non-zero Gaussian component, namely, for the Lévy process with
σ2 = 1 and ν(z) = (λ/|BR|)1BR(z), where, again, R and λ are very large, but λ/|BR| is
very close to zero.
Example 5.5. Let Xt be the Lévy process with σ2 = 0 and ν(z) = |z|−d1B(x) (where
B is the unit ball). Note that ν is not integrable, and so Xt is not a compound Poisson
process. The Lévy process Xt clearly does not satisfy (1.10). We will prove that the
scale invariant Harnack inequality does not hold as well, and so Theorem 1.9 cannot be
extended to general Lévy processes, at least in the form given above.
It is enough to consider harmonic functions fr(x) = P
x(XτB2r ∈ A), where 0 < r < 1/4
and A = {z ∈ Rd : zd > 1}. Let xr = (0, 0, . . . , 0, r). We will prove that
(5.1) lim
r→0+
fr(−xr)
fr(xr)
= 0.
Denote H = {z ∈ Rd : zd > 0}. Observe that if z ∈ A, y ∈ B2r and ν(z − y) > 0, then
y ∈ H and |z − y| > 1/2. Thus, by Theorem 1.3, the Ikeda–Watanabe formula (2.3) and
radial monotonicity of ν, we have
fr(−xr) =
∫
B2r∩H
(∫
A
GB2r(−xr, y)ν(z − y)dz
)
dy
6 c(d)
K(r)
rd(K(r) + L(r))2
ν(1/2)
∫
B2r∩H
(∫
A∩B(y,1)
dz
)
dy
6 c(d)
r(d+1)/2K(r)
(K(r) + L(r))2
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(for the last step, observe that |A ∩B(y, 1)| 6 c(d)r(d+1)/2 for all y ∈ B2r). On the other
hand, by the lower bound of Lemma 2.2 and ν(z) > 1 when |z| < 1,
fr(xr) >
∫
A
PB(xr ,r)(xr, z)dz >
1
c(d)
1
K(r) + L(r)
∫
A
ν(z − xr)dz
>
1
c(d)
1
K(r) + L(r)
|A ∩ B(xr, 1)| >
1
c(d)
r(d+1)/2
K(r) + L(r)
.
Formula (5.1) follows from the above estimates, because when 0 < r < 1, we have
K(r) = c(d) and L(r) = c(d) log(1/r).
Appendix A. O-regularly varying functions
Our results rely on the comparability condition (1.10) on the density of the Lévy mea-
sure, known as O-regular variation or lower scaling condition. For reader’s convenience
we give a short survey of these notion. For further information, see Section 2 in [2].
A positive-valued function ϕ is said to be O-regularly varying at infinity if
(A.1) A (r2/r1)
a 6 ϕ(r2)/ϕ(r1) 6 B (r2/r1)
b
when R0 < r1 < r2, for some constants A,B,R0 > 0, a, b ∈ R. The supremum α of
the numbers a for which the lower bound is satisfied for some A,R0 > 0 is called the
lower Matuszewska index (or simply the lower index ) of ϕ at infinity, while the analogous
infimum β of the numbers b — the upper Matuszewska index of ϕ at infinity. There are
at least four equivalent definitions of Matuszewska indices; for a thorough discussion,
see [1]. The definition based on inequality (A.1) is particularly useful for our needs.
The notions of O-regular variation at zero and Matuszewska indices at zero are defined
in a similar way: ϕ is O-regularly varying at zero if condition (A.1) is satisfied when
0 < r1 < r2 < R0, for some constants A,B,R0 > 0, a, b ∈ R. Thus, ϕ is O-regularly
varying both at zero and at infinity if and only if condition (A.1) holds when 0 < r1 < r2.
Noteworthy, ϕ is O-regularly varying at zero with lower index α and upper index β if
and only if the function ϕ(1/s) is O-regularly varying at infinity with lower index −β
and upper index −α.
Throughout this section we use f ≈ Cg as a short-hand notation for C−1g 6 f 6 Cg.
The following well-known result was proved in [1] (see also [2]): the first two statements
are consequences of Theorem 3 and Lemmas 4 and 4’ in [1], while the other two follow
from the former two by considering the function ϕ(1/r).
Proposition A.1 (see [1]). Let ϕ be a positive function on (0,∞).
(a) If ϕ is O-regularly varying at infinity with upper index β and s > β, then there
are C,R > 0 such that for all r > R,∫ ∞
r
t−sϕ(t)
dt
t
≈ C r−sϕ(r).
Conversely, if the latter condition holds for some C,R > 0, s ∈ R, then ϕ is
O-regularly varying at infinity with upper index less than s.
(b) If ϕ is O-regularly varying at infinity with lower index α and s < α, then there
are C,R > 0 such that for all r > 2R,∫ r
R
t−sϕ(t)
dt
t
≈ C r−sϕ(r).
Conversely, if the latter condition holds for some C,R > 0, s ∈ R, then ϕ is
O-regularly varying at infinity with lower index greater than s.
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(c) If ϕ is O-regularly varying at zero with lower index α and s < α, then there are
C,R > 0 such that whenever 0 < r < R,∫ r
0
t−sϕ(t)
dt
t
≈ C r−sϕ(r).
Conversely, if the latter condition holds for some C,R > 0, s ∈ R, then ϕ is
O-regularly varying at zero with lower index greater than s.
(d) If ϕ is O-regularly varying at zero with upper index β and s > β, then there are
C,R > 0 such that whenever 0 < r 6 R/2,∫ R
r
t−sϕ(t)
dt
t
≈ C r−sϕ(r).
Conversely, if the latter condition holds for some C,R > 0, s ∈ R, then ϕ is
O-regularly varying at zero with upper index less than s.
In Remark 1.15(c) we referred to the following direct corollary of Proposition A.1(b)
and (c).
Corollary A.2 (see [1]). Let ϕ be a non-increasing, positive-valued function on (0,∞).
Let R > 0 and s 6 0. If ϕ has lower indices α0, α∞ at zero and at infinity, and
min(α0, α∞) > s, then there is C > 0 such that for all r > 0,
(A.2)
∫ r
0
t−sϕ(t)
dt
t
≈ C r−sϕ(r).
Conversely, if the latter condition holds for some C > 0, then ϕ has lower indices α0, α∞
at zero and at infinity, and min(α0, α∞) > s.
Proposition A.1 is complemented by the following version of monotone density theorem,
whose second part is Proposition 2.10.3 in [2]. The proof of the first statement is very
similar (and we omit the details), and the last two parts follow from the first two by
considering the function ϕ(1/r).
Proposition A.3 (see [2]). Let ϕ be positive and locally integrable function on (0,∞).
(a) Suppose that r−sϕ(r) is integrable at infinity, and define
Φ(r) =
∫ ∞
r
t−sϕ(t)
dt
t
.
If ϕ has finite lower or upper index at infinity, and Φ is O-regularly varying at
infinity with negative upper index, then there are C,R > 0 such that Φ(r) ≈
Cr−sϕ(r) for all r > R.
(b) Define
Φ(r) =
∫ r
1
t−sϕ(t)
dt
t
.
If ϕ has finite lower or upper index at infinity, and Φ is O-regularly varying
at infinity with positive lower index, then there are C,R > 0 such that Φ(r) ≈
Cr−sϕ(r) for all r > R.
(c) Suppose that r−sϕ(r) is integrable near zero, and define
Φ(r) =
∫ r
0
t−sϕ(t)
dt
t
.
If ϕ has finite lower or upper index at zero, and Φ is O-regularly varying at zero
with positive lower index, then there are C,R > 0 such that Φ(r) ≈ Cr−sϕ(r)
whenever 0 < r < R.
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(d) Define
Φ(r) =
∫ 1
r
t−sϕ(t)
dt
t
.
If ϕ has finite lower or upper index at zero, and Φ is O-regularly varying at zero
with negative upper index, then there are C,R > 0 such that Φ(r) ≈ Cr−sϕ(r)
whenever 0 < r < R.
Remark 1.15(d) mentioned the relation between O-regular variation of the density of
the Lévy measure ν and the characteristic exponent Ψ, which follows rather easily from
Propositions A.1 and A.3. For completeness, we provide a short proof.
Note that for isotropic unimodal Lévy processes, by (2.5), Ψ(z) is comparable with
K(1/r) + L(1/r), which immediately implies that Ψ is O-regularly varying.
Proposition A.4. Let Ψ(|z|) be the characteristic exponent of an isotropic unimodal
Lévy process with Gaussian coefficient σ2 and density of the Lévy measure ν(|z|).
(a) The function Ψ has upper index β ∈ [0, 2) at zero if and only if L has lower index
−β ∈ (−2, 0] at infinity.
(b) The function Ψ has lower index α ∈ (0, 2] at zero if and only if K has upper index
−α ∈ [−2, 0) at infinity.
(c) The function Ψ has upper index β ∈ [0, 2) at infinity if and only if σ2 = 0 and L
has lower index −β ∈ (−2, 0] at zero.
(d) The function Ψ has lower index α ∈ (0, 2] at infinity if and only if K has upper
index −α ∈ [−2, 0) at zero.
In case (a), the functions L(r), K(r)+L(r) and Ψ(1/r) are comparable for r > 1. Similar
statements hold true for the other cases.
Proof. Suppose that the former condition of (a) holds true. Since Ψ(1/r) is comparable
with K(r) + L(r), the lower index of K(r) + L(r) at infinity is −β, that is, the lower
index of r2(K(r) + L(r)) at infinity is 2− β. Observe that
(A.3)
r2(K(r) + L(r)) = σ2d+
∫
Rd
min(|z|2, r2)ν(z)dz
= σ2d+
∫
Rd
(∫ r
0
2t1Rd\Bt(z)dt
)
ν(z)dz = σ2d+
∫ r
0
2t2L(t)
dt
t
.
Since L(r) has finite upper index at infinity (it is decreasing), Proposition A.3(b) implies
that r2(K(r) + L(r)) is comparable with 2r2L(r) for r > 1, and so L(r) is O-regularly
varying at infinity with lower index −β. Following the above steps in the opposite di-
rection (which involves Proposition A.1(a)) shows that the latter condition of (a) implies
the former one, which completes the proof of (a).
The proof of (b) is similar: if the former condition of (b) is satisfied, then the upper
index of K(r) + L(r) at infinity us −β. However,
(A.4)
K(r) + L(r) =
σ2d
r2
+
∫
Rd
min
(
|z|2
r2
, 1
)
ν(z)dz
=
∫ ∞
r
2σ2d
s3
ds+
∫
Rd
(∫ ∞
r
2|z|2
s3
1Bs(z)ds
)
ν(z)dz =
∫ ∞
r
2K(s)
ds
s
.
Since 2K(s) has finite upper index (s2K(s) is increasing), by Proposition A.3(a), K(r)+
L(r) is comparable with 2K(r) for r > 1, and hence K(r) is O-regularly varying at
infinity with upper index −β, as desired. Again, the converse is proved by reversing the
steps in the above argument and using Proposition A.1(a).
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The proofs of (c) and (d) are very similar. If the former condition of (c) holds, then
r2(K(r)+L(r)) has lower index 2−β at zero, and by (A.3) and Proposition A.3(c), σ2 = 0
and 2r2L(r) has lower index 2− β at zero. The converse involves Proposition A.1(c). In
the same way, the former condition of (d) implies that K(r) + L(r) has upper index −β
at zero, and by (A.4) and Proposition A.3(d), 2K(r) has upper index −β at zero; for the
converse, use Proposition A.1(d). 
Remark A.5. The above result extends automatically to general Lévy processes if the
profile of the characteristic exponent Ψ(r) is replaced by Ψ∗(r) = sup{ReΨ(z) : z ∈ Br},
see Lemma 4 in [16].
The function L(r) may have lower index greater than −2 (as in Proposition A.4(a))
even if the lower index of ν(r) at infinity is less than −2 (possibly even −∞). This is,
however, not possible if we impose an additional Tauberian-type condition. On the other
hand, it is easy to see that if ν(r) has lower index at infinity greater than −d − 2, then
L has lower index at infinity greater than −2. Since these observations were mentioned
in Remark 1.15(d), we collect them in the following statement.
Proposition A.6. Let Ψ(|z|) be the characteristic exponent of an isotropic unimodal
Lévy process with Gaussian coefficient σ2 and density of the Lévy measure ν(|z|).
(a) If ν has lower index −d−β at infinity for some β ∈ [0, 2), then Ψ has upper index
at most β at zero.
(b) If Ψ has upper index β ∈ [0, 2) at zero, and in addition any of the following
conditions is satisfied:
• Ψ has positive lower index at zero;
• Ψ belongs to de Hahn’s class at 0 (and thus β = 0; see [2, 18] for definitions),
then ν has lower index −d− β at infinity.
Proof. For part (a), observe that, for any ε > 0, there is a constant C > 0 such that
ν(t) > C(t/s)−d−β−εν(s) when 1 < s < t, and hence, when 1 < r1 < r2,
L(r2) = c(d)
∫ ∞
r2
td−1ν(t)dt = c(d)rd2
∫ ∞
1
sd−1ν(r2s)ds
> Cc(d)rd2
∫ ∞
1
sd−1(r2/r1)
−d−β−εν(r1s)ds
= Cc(d)(r2/r1)
−β−ε rd1
∫ ∞
1
sd−1ν(r1s)ds = C(r2/r1)
−β−εL(r1),
and so L has lower index at least −β at infinity. The desired result follows from Propo-
sition A.4 (a).
Suppose now that Ψ has lower index α ∈ (0, 2] and upper index β ∈ [0, 2) at zero. By
Proposition A.4, L(r) is comparable with K(r) for r > 1, and both functions have upper
index −α and lower index −β at infinity. By Proposition A.3(a), L(r) is comparable with
rdν(r) for r > 1, and so the lower index of ν(r) at infinity is −d− β, as desired.
If Ψ is in de Hahn’s class at 0, then the assertion follows from Theorem 3.6 in [18]. 
Appendix B. Integral average of monotone kernels
The following result is likely well known, but the authors failed to find a reference in
the literature.
Lemma B.1. For r ∈ [0, 1] let πr(ds) be a non-zero measure on [r,∞) which may contain
an atom at r and which has a non-increasing density function πr(s) on (r,∞) (with respect
to the Lebesgue measure). Suppose furthermore that πr depends continuously (with respect
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to the vague topology) on r ∈ [0, 1]. Then there is a measure µ on [0, 1] such that the
corresponding integral average of πr:
π¯(E) =
∫
[0,1]
πr(E)µ(dr)
has a density function (with respect to the Lebesgue measure) π¯(s) which is equal to 1 on
[0, 1], and it is a non-increasing function on [1,∞).
Proof. Fix n > 1 and denote Ij = [j/n, (j + 1)/n). Define αj for j = 0, 1, . . . , n − 1
recursively by the formula
(α0π0 + α1π1/n + . . .+ αjπj/n)(Ij) = 1/n.
This properly defines αj, because πj/n(Ij) > 0. We prove by induction that αj > 0. For
j = 0 this is clear. Furthermore, if for some j = 1, 2, . . . , n−1 we have α0, α1, . . . , αj−1 >
0, then (by the assumptions on πr)
(α0π0+α1π1/n+ . . .+αj−1π(j−1)/n)(Ij) 6 (α0π0+α1π1/n+ . . .+αj−1π(j−1)/n)(Ij−1) = 1/n,
which implies that αj > 0, as desired. We define
µ = α0δ0 + α1δ1/n + . . .+ αn−1δ(n−1)/n,
and
π¯(E) =
∫
[0,1]
πr(E)µ(dr) = α0π0(E) + α1π1/n(E) + . . .+ αn−1π(n−1)/n(E).
Then π¯([j/n, (j + 1)/n)) = 1/n for every j = 0, 1, . . . , n− 1, and π¯ has a non-increasing
density function (with respect to the Lebesgue measure) on (1 − 1/n,∞). Since π¯([1 −
1/n, 1)) = 1/n, the density function of π¯ is not greater than 1 on [1,∞). The measures
µ and π¯ are therefore reasonable approximations to the measures sought in the lemma.
Consider n = 2m for m = 1, 2, . . . (which corresponds to nested dyadic partitions of
[0, 1]), and denote the objects constructed above by µ(m) and π¯(m). Observe that for every
dyadic interval E ⊆ [0, 1], π¯(m)(E) = |E| for m large enough. Therefore, π¯(m) restricted
to [0, 1] converges vaguely to the Lebesgue measure on [0, 1]. Furthermore, there is a
subsequence of µ(m) which is vaguely convergent to a measure µ on [0, 1]. For simplicity,
we denote this subsequence again by µ(m), and we let
π¯(E) =
∫
[0,1]
πr(E)µ(dr).
For any continuous, compactly supported function f on [0,∞), πr(f) (which is a short-
hand notation for
∫
[0,∞)
f(s)πr(ds)) depends continuously on r. Hence
lim
m→∞
π¯(m)(f) = lim
m→∞
∫
[0,1]
πr(f)µ
(m)(dr) =
∫
[0,1]
πr(f)µ(dr) = π¯(f).
Therefore, π¯(m) is vaguely convergent to π¯. In particular, π¯ restricted to [0, 1] is the
Lebesgue measure on [0, 1]. Furthermore, all measures π¯(m) have density functions (with
respect to the Lebesgue measure) on (1,∞) which are non-increasing and bounded from
above by 1. Therefore, also π¯ has this property. 
By a linear change of variables, we immediately obtain the following extension.
Corollary B.2. Let q ∈ [0, 1). For r ∈ [q, 1] let πr(ds) be a non-zero measure on [r,∞)
which may contain an atom at r and which has a non-increasing density function πr(s)
on (r,∞) (with respect to the Lebesgue measure). Suppose furthermore that πr depends
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continuously (with respect to the vague topology) on r ∈ [q, 1]. Then there is a measure µ
on [q, 1] such that the corresponding integral average of πr:
π¯(E) =
∫
[q,1]
πr(E)µ(dr)
has a density function (with respect to the Lebesgue measure) π¯(s) which is equal to 0 on
[0, q), equal to 1 on [q, 1], and it is a non-increasing function on [1,∞).
We say that P (dz) is an isotropic unimodal measure on Rd \ B(0, r) if it is invariant
under rotations, and the radial part π(dt), defined by P (B(0, s)) =
∫
[0,s)
ωdt
d−1π(dt), is
zero on [0, r), may contain an atom at r, and has a non-increasing density function (with
respect to the Lebesgue measure) on (r,∞) (this is the same definition as the one used
in Corollary 2.4).
Lemma B.3. Let q ∈ [0, 1). For r ∈ [q, 1] let Pr(dz) be an isotropic unimodal probability
measure on Rd \B(0, r) which depends continuously (with respect to the vague topology)
on r ∈ [0, 1]. Then there is a probability measure µ on [q, 1] such that the corresponding
integral average of Pr:
P¯ (E) =
∫
[q,1]
Pr(E)µ(dr)
has a radial density function (with respect to the Lebesgue measure) P¯ (z) with the fol-
lowing properties: P¯ (z) = 0 in B(0, q), P¯ (z) = c on B(0, 1) \ B(0, q) for some constant
c > 0, and P¯ (z) 6 c on Rd \B(0, 1).
Note that from the definition it follows that P¯ (z) is a non-increasing function of |z|
when |z| > 1.
Proof. For r ∈ [q, 1], let πr be the radial part of Pr, as defined before the statement of
the lemma. By Corollary B.2, there is a measure µ˜ on [q, 1] such that the measure
π¯(E) =
∫
[q,1]
πr(E)µ˜(dr)
has a density function π¯(s) (with respect to the Lebesgue measure) which is equal to 0
on [0, q), equal to 1 on [q, 1], and is a non-increasing function (bounded from above by 1)
on [1,∞). We define c = (µ˜([q, 1]))−1 and
P¯ (E) = c
∫
[q,1]
Pr(E)µ˜(dr).
Then P is an isotropic measure, and
P¯ (B(0, s)) = c
∫
[q,1]
Pr(B(0, s))µ˜(dr) = c
∫
[q,1]
∫
[0,s)
td−1πr(dt)µ˜(dr)
= c
∫
[0,s)
td−1π¯(dt) = c
∫
[0,s)
td−1π¯(t)dt = c
∫
B(0,s)
π¯(|z|)dz.
Therefore, P¯ (z) = c π¯(|z|) is the density function of the measure P¯ . 
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