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ROCK, PAPER, SCISSORS, ETC -
THE THEORY OF REGULAR TOURNAMENTS
ETHAN AKIN
Abstract. Following the extension of the classic Rock-Paper-
Scissors game of size 3 to Rock-Paper-Scissors-Lizard-Spock of size
5, we consider further extensions to larger odd numbers. Such ex-
tensions are modeled by directed graphs called tournaments. The
games we will consider are regular tournaments where each strat-
egy beats and is beaten by exactly half of the alternatives. While
the theory of tournaments has been well studied, these games, i.e.
regular tournaments, have special properties which we consider
here. In the process we introduce a number of constructions for
such games.
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Introduction
The classic Rock-Paper-Scissors game of size 3 was extended on the
TV show The Big Bang Theory to Rock-Paper-Scissors-Lizard-Spock
with size 5. The variation was originated by Sam Kass with Karen
Bryla. Here we want to consider games of larger size. Thus, we consider
a set I of alternative plays. For any pair of distinct distinct plays,
i, j ∈ I, one consistently beats the other. We write i → j if i beats
j. Such an arrangement is called a round-robin tournament or just a
tournament . The name comes from regarding I as a set of players,
instead of plays, and assuming that each pair i, j engages in a single
contest. We write i → j when i is the winner of the contest between
them.
With either interpretation the number of j ∈ I which are beaten by
i is called the score of i, denoted si. The games we want to focus upon
are those which are balanced in that every i ∈ I has the same score.
This requires that the number |I| of elements of I be odd and the score
si be equal to
1
2
(|I| − 1) for all i. Thus, if |I| = 2n+ 1, each i beats n
alternatives and is beaten by the n others. Such a tournament is called
regular . We will adopt the term game to refer to a regular tournament.
A tournament can be regarded as a directed graph on the set I where
between every pair of distinct elements there is exactly one directed
edge between them. More generally, for a digraph, between every such
a pair there is at most one directed edge.
The theory of digraphs is described in [9] and [17]. A lovely survey
of the theory of tournaments is given in [16]. Many computational
problems for tournaments are considered in [22]. We will be considering
here the special properties and constructions for games, i.e. for regular
tournaments. I would like to express my thanks to my colleague W.
Patrick Hooper for his helpful insights and enjoyable conversations as
these matters developed.
Here is an outline of the work.
Section 1: We begin with the elementary definitions and results
about relations and digraphs. For a finite set I with cardinality |I|,
a relation Π on I is a subset of I × I with Π−1 = {(j, i) : (i, j) ∈
I} the reverse relation. A path [i1, . . . , in] ∈ I is a sequence with
(i1, i2), . . . , (in−1, in) ∈ Π. A cycle 〈i1, . . . , in〉 is a sequence of distinct
elements such that [i1, . . . , in, i1] is a -closed- path.
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For J ⊂ I, the restriction of the relation Π to J is the relation
Π|J = Π ∩ (J × J).
A relation Π is a digraph when Π∩Π−1 = ∅. For a digraph we write
i → j when (i, j) ∈ Π. We let Π(i) denote the set of outputs of i, i.e.
{j : (i, j) ∈ Π} so that Π−1(i) denotes the set of inputs of i. A digraph
Π on I is called Eulerian when for each i ∈ I the number of inputs
equals the number of outputs. When this number is the same for all
i ∈ I then Π is called regular. Observe that ∅ ⊂ I × I is an Eulerian
digraph.
If Π is an Eulerian subgraph of Γ, then Γ is Eulerian if and only
if Γ \ Π is Eulerian. Hence, the disjoint union of Eulerian subgraphs
is Eulerian. Since a cycle is an Eulerian subgraph, it follows, as was
observed by Euler, that a digraph is Eulerian if and only if it can be
written as a disjoint union of cycles. Notice that disjoint subgraphs
can have vertices in common.
If Π and Γ are digraphs on I and J , then a morphism ρ : Π −→ Γ
is a map ρ : I −→ J such that for i, j ∈ I with ρ(i) 6= ρ(j), i → j in
Π if and only if ρ(i) → ρ(j) in Γ. If ρ is a bijective morphism, then
ρ−1 : Γ −→ Π is a morphism as well and we call ρ an isomorphism.
If, in addition, Γ = Π, then ρ is an automorphism and we let Aut(Π)
denote the group of automorphisms of Π. We write ρ¯ for the product
ρ × ρ : I × I −→ J × J . If ρ is a bijection, then it is an isomorphism
when ρ¯(Π) = Γ.
Since i→ j implies j 9 i it follows, Proposition 1.8, that every au-
tomorphism of a tournament has odd order. Hence, the order |Aut(Π)|
is odd.
Section 2: We begin our study of games. For a tournament Π on I
of size 2n+ 1, the following are equivalent:
• Π is Eulerian.
• Π is regular.
• For every i ∈ I the score si = n.
We will call a regular tournament a game. Up to isomorphism, the
games of size 3 and of size 5 are unique - Theorem 2.1.
If J ⊂ I with |J | = 2k+1 and Π is a game on I then the restriction
Π|J is a subgame if the tournament Π|J is Eulerian. Equivalently, it is
a subgame when |Π(i) ∩ J | = k for all i ∈ J .
Given a game Π on J with |J | = 2n − 1 and K ⊂ J with |K| = n
we can choose two new vertices u, v and build the extension of Π via
K and u → v to obtain a game Γ on I = J ∪ {u, v} with u → v and
K = Γ(v). On the other hand, if Γ is a game on I of size 2n + 1 and
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J ⊂ I of size 2n− 1 is such that the restriction Γ|J is a subgame, then
with {u, v} = I \ J and u→ v the game Γ is the extension of Γ|J via
Γ(v). When a game Γ of size 2n+1 has a subgame of size 2n− 1 then
we call Γ a reducible game. A game is reducible via u→ v if and only
if there does not exist i ∈ I such that i→ u and i→ v or an i ∈ I such
that u→ i and v → i. The game is completely reducible when there is
an increasing sequence I1 ⊂ I2 ⊂ · · · ⊂ In = I with |Ik| = 2k + 1 and
Γ|Ik a subgame for k = 1, . . . , n.
It is obvious that if Π is a digraph on I, then it is a subgraph of some
tournament on I. A subtler result is Theorem 2.7: If Π is Eulerian,
then it is a subgraph of some game on I.
Section 3: We introduce the algebraic examples. Let G be a finite
group with odd order |G| = 2n+ 1. Let e denote the identity element.
A game subset A is a subset of G \ {e} of size n with A disjoint from
A−1 = {a−1 : a ∈ A}. Equivalently, A ⊂ G such that G \ {e} is the
disjoint union of A and A−1. Since no element of G has order 2 the n
pairs {{a, a−1} : a ∈ G \ {e}} partition the set G \ {e}. A game subset
is obtained by choosing one element from each pair. Thus, there are
2n game subsets.
Given a game subset A, we define on G the game Γ[A] = {(i, j) ∈
G×G : i−1j ∈ A}. If ℓk is the left translation by k ∈ G, i.e. ℓk(i) = ki,
then it is clear the ℓk is an automorphism of Γ[A]. Thus, G acting on
itself by left translation is a subgroup of Aut(Γ[A]). Conversely, if Γ
is a game on G such that G acting by left translation is contained in
Aut(Γ), then Γ = Γ[A] with A = Γ(e), Theorem 3.4. We call such a
game a group game on G. If A ⊂ G is a game subset, then A−1 is
a game subset with Γ[A−1] equal to the reverse game Γ[A]−1. If G is
abelian, then the map i → i−1 is an isomorphism from a group game
onto its reverse game.
For ρ a permutation of G with ρ(e) = e and A a game subset of
G, let B = ρ(A). Then B is a game subset with ρ : Γ[A] −→ Γ[B]
an isomorphism if and only if i−1j ∈ A implies ρ(i)−1ρ(j) ∈ B. In
particular, this holds if ρ is a group automorphism of G since in that
case ρ(i)−1ρ(j) = ρ(i−1j).
We let G∗ denote the automorphism group of the group G. In The-
orem 3.6 we consider the case when Aut(Γ[A]) = G. That is, the
translations are the only automorphisms of Γ[A]. If B is a game subset
with Γ[B] isomorphic to Γ[A], then there is a unique ξ ∈ G∗ such that
B = ξ(A) and ρ = ξ is the unique isomorphism ρ : Γ[A] → Γ[B] such
that ρ(e) = e. In particular, the set {ξ(A) : ξ ∈ G∗} is the set of game
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subsets B such that Γ[B] is isomorphic to Γ[A]. Thus, there are exactly
|G∗| such game subsets.
In the case when G is cyclic it can be taken to be Z2n+1, the additive
group of integers mod 2n+ 1. The automorphisms are multiplications
by the units Z∗2n+1 of the ring Z2n+1 and so the automorphism group
has order φ(2n + 1) which counts the numbers between 1 and 2n + 1
which are relatively prime to 2n+ 1. The set [1, n] = {1, 2, . . . , n} is a
game subset with Aut(Γ[[1, n]]) = Z2n+1 - Theorem 3.7. For n > 2 the
number of game subsets ( = 2n) is greater than φ(2n+1) and so there
exist game subsets B for Z2n+1 with Γ[B] not isomorphic to Γ[[1, n]].
A Fermat prime p is a prime of the form 2k+1 of which only five are
known. Only when 2n + 1 is a square-free product of Fermat primes
is φ(2n + 1) a power of 2. Otherwise, Z∗2n+1 contains a multiplicative
subgroup of odd order.
For an odd order groupG, ifH ⊂ G∗ is a subgroup of odd order, then
- Theorem 3.12 - there exists a game subset A of G such that ρ(A) = A
for all ρ ∈ H . In that case, Γ[A] is a group game such that Aut(Γ[A])
contains, in addition to the translations ℓk, the automorphisms ρ ∈ H .
Using this, we construct in Example 3.13 a group game Γ on a group
G and a group game Π on a cyclic group such that for each i ∈ G, the
restrictions to Γ(i) and Γ−1(i) are subgames isomorphic to Π. Let p be
a prime congruent to −1 mod 4 and k be an odd number so so that
pk = 2m + 1 with m odd. Let G be the additive group of the finite
field F of order pk so that G is isomorphic to the product group (Zp)
k.
Let F ′ be the multiplicative group of nonzero elements of F so that F ′
is a cyclic group of order 2m. Let H = {a2 : a ∈ F ′} so that H is a
multiplicative cyclic group of order m. Regarded as a subset of G, H
is a game subset and we let Γ = Γ[H ]. The required Π is a group game
on the group H .
We close the section by showing that the only group games which
are reducible are those isomorphic to Γ[[1, n]] on Z2n+1 for some n -
Theorem 3.14.
Section 4: Suppose that Π and Γ are tournaments on a set I and
that ρ is a permutation of I. We define ∆(ρ,Π,Γ) = {(i, j) ∈ Π :
(ρ(j), ρ(i)) ∈ Γ} so that ∆(ρ,Π,Γ) is the subgraph of Π on which ρ¯
reverses direction. We write ∆(Π,Γ) for ∆(1I ,Π,Γ).
We say that ρ preserves scores when for all i ∈ I, |Π(i)| = |Γ(ρ(i))|.
The permutation ρ preserves scores if and only if ∆(ρ,Π,Γ) is Eulerian -
Proposition 4.1. If Π and Γ are games, then any permutation preserves
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scores. In particular, if Π is a game, then Γ is a game if and only if
∆(ρ,Π,Γ) is Eulerian.
If ∆ is any subgraph of Π, we define Π/∆ to be Π with ∆ reversed, so
that Π/∆ = (Π\∆)∪∆−1. If ∆ = ∆(ρ,Π,Γ), then ρ is an isomorphism
from Π/∆ to Γ. Thus, if Π and Γ are games on I, then Γ can be
obtained from Π by reversing the Eulerian subgraph ∆(Π,Γ). Since
an Eulerian graph is a disjoint union of cycles, it follows that Γ can be
obtained by successively reversing a sequence of cycles. Furthermore,
reversing a cycle can be accomplished by reversing a sequence of 3-
cycles. Thus, we can obtain the game Γ from the game Π by reversing
a sequence of 3-cycles - Theorem 4.5.
A decomposition for an Eulerian digraph ∆ is a collection of disjoint
cycles which covers ∆. It is a maximum decomposition when it is a
decomposition of maximum cardinality. We call this maximum cardi-
nality the span of ∆, denoting it by σ(∆). We call β(∆) = |∆|−2σ(Π)
the balance invariant of ∆.
Assume that Π and Γ are games on I. If Π′ is obtained from Π by
reversing a 3-cycle, then |β(∆(Π′,Γ))− β(∆(Π,Γ))| = 1. Furthermore,
there exists a 3-cycle in Π such that |β(∆(Π′,Γ)) = β(∆(Π,Γ))| − 1.
- Theorem 4.7. It follows that β(∆(Π,Γ)) is the minimum number of
3-cycles which must be reversed in order to obtain Γ from Π.
If Π is a game which admits a decomposition by 3-cycles, then such
a decomposition is clearly a maximum decomposition. We call such a
game a Steiner game. It is a classical result that a set I with |I| = 2n+1
carries some Steiner game if and only if n is not congruent to −1 mod
3.
Section 5: If Π is a game on I with |I| = 2n + 1, then ∆ 7→ Π/∆
is a one-to-one correspondence between the Eulerian subgraphs of Π
-including the empty subgraph- and the set of games on I. Thus, the
number of Eulerian subgraphs is the same for all games of size 2n+ 1.
The number of 3-cycles contained in Π is also the same for all games
of size 2n+ 1.
Define the interchange graph to be the -undirected- graph with ver-
tices the games on I and with Π and Γ connected by an edge when each
is obtained from the other by reversing a 3-cycle. Thus, the interchange
graph is a regular, connected graph.
The distance between two games, Π and Γ, is the length of a path
with shortest distance between them. Such a shortest length path is
called a geodesic. The distance d(Π,Γ) is β(∆(Π,Γ)). If d(Π,Γ) = k
then there are at least k! distinct geodesics between Π and Γ - Theorem
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5.2. There exist examples where there are more than k! geodesics
between such games.
In particular, d(Π,Π−1) = β(Π). If Π is a game of size 2n − 1 and
Γ is an extension of Π, then β(Γ) ≤ β(Π) + 2n − 1 - Lemma 5.6. By
induction it follows that if Γ is a completely reducible game of size
2n + 1, then β(Γ) ≤ n2. If Γ is the group game Γ[[1, n]] on Z2n+1,
then β(Γ) = n2 - Theorem 5.7. I conjecture that for any game Γ of
size 2n + 1 β(Γ) ≤ n2, and, more generally, that the diameter of the
interchange graph is n2 for I with |I| = 2n+ 1.
If Π is a Steiner game, then there is a decomposition by 3-cycles and
so the span σ(Π) = n(2n+ 1)/3. Thus,
d(Π,Π−1) = β(Π) = |Π| − 2σ(Π) = n(2n+ 1)/3.
In particular, it follows that for n > 1 then game Γ[[1, n]] is never
Steiner.
Section 6: If Π is a tournament of size n on I we define the double
2Π to be the game of size 2n+ 1 on {0} ∪ I × {−1,+1} with 2Π(0) =
I × {−1}, (2Π)−1(0) = I × {+1}. Let i± denote (i,±1). For 2Π
i− → i+ for all i ∈ I and if i→ j in Π then
i− → j−, i+→ j+, j− → i+, j+→ i− .
We let Π± denote the restriction of 2Π to I × {±1}. Each is clearly
isomorphic to Π.
Any double is completely reducible and so the only group games
which could be isomorphic to a double are the isomorphs of Γ[[1, n]]
on Z2n+1. The game Γ[[1, n]] is indeed isomorphic to the double on its
restriction to [1, n] = {1, . . . , n}.
If every i ∈ I has both inputs and outputs in I, then any automor-
phism of 2Π fixes 0 and leaves Π− and Π+ invariant. This induces an
isomorphism between Aut(Π) and Aut(2Π) - Proposition 6.4. Using
this one can construct examples of games which are rigid , i.e. which
have trivial automorphism groups and also games which are not iso-
morphic to their reverse games.
If Π is itself a game, we can construct other examples by reversing
subgames. For example, if Π is a Steiner game then 2Π/Π+ is a Steiner
game - Theorem 6.5.
Another construction is the lexicographic product of two digraphs.
Let Γ be a digraph on a set I and Π be a digraph on a set J . Define
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Γ⋉Π on the set I × J so that for p, q ∈ I × J
p→ q ⇐⇒
{
p1 → q1 in Γ, or
p1 = q1 and p2 → q2 in Π.
The map p→ p1 is a surjective morphism from Γ⋉ Π to Γ.
If Π and Γ are games, then Γ ⋉ Π is a game. The automorphism
group Aut(Γ⋉Π) is the semi-direct product Aut(Γ)⋉ [Aut(Π)]I where
Aut(Γ) acts on the right by composition on the set of maps from I to
Aut(Π) regarded as the product group [Aut(Π)]I - Theorem 6.9.
With Γ1 the game of size 3, we let Γk = Γk−1⋉Γ1 so that Γk is a game
on a set of size 3k. From the above computation of the automorphism
group it follows that |Aut(Γk)| = (3)(3k−1)/2. It is known that the
order of the automorphism group of a tournament of size p is at most
3(p−1)/2, which is 3n when p = 2n + 1. So Γk is a game with the
automorphism group as large as possible.
Finally, if Γ and Π are Steiner games, then Γ⋉ Π is Steiner.
Section 7: We call a game Π on a set I a pointed game when a
particular vertex, labeled 0 is singled out. We let I+ = Π
−1(0), I− =
Π(0) and let Π± be the tournament which is the restriction of Π to I±.
If |I| = 2n+ 1 and Γ+,Γ− are arbitrary tournaments on sets of size n,
then there exists a pointed game Π with Π+ isomorphic to Γ+ and Π−
isomorphic to Γ− - Theorem 7.4.
Section 8: Given I with |I| = 2n+1, we fix 0 ∈ I and let I0 = I\{0}.
The map Π 7→ J = Π(0) associates to every game a size n subset
of I0. The games which map to J are all the pointed games with
I+ = I0 \ J, I− = J . The set of such games forms a convex subset,
in the suitable sense, of the interchange graph. From this we obtain
the lower bound
(
2n
n
) · 2n(n−1) for the number of games on a set I with
|I| = 2n + 1. Dividing by (2n + 1)! we obtain a lower bound for the
number of isomorphism classes of games of size 2n+ 1.
Section 9: Assume that H is a subgroup of a group G of odd order.
A subset A of G is a game subset for the pair (G,H) if A is a game
subset for G such that i ∈ A∩G\H implies that the double coset HiH
is contained in A. Furthermore, A0 = A ∩ H is a game subset for H .
The double cosets partition G and i 6∈ H implies that HiH is disjoint
from H(i−1)H . If we choose one double coset from each such pair and
choose a game subset A0 for H , then the union is a game subset for
the pair.
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Let A be a game subset for (G,H). For the homogeneous space of
left cosets, G/H = {iH : i ∈ G} define A/H = {iH : iH ⊂ A}. The
set Γ[A/H ] = {(iH, jH) : i−1jH ∈ A/H} is a game on G/H . For each
k ∈ G the bijection ℓk on G/H given by iH 7→ kiH is an automor-
phism of Γ[A/H ] and so there is a group homomorphism from G to
Aut(Γ[A/H ])- Theorem 9.4. The projection π : G −→ G/H is a mor-
phism from Γ[A] onto Γ[A/H ]. Furthermore, there is an isomorphism
from the game Γ[A] to the lexicographic product Γ[A/H ]⋉Γ[A0]- The-
orem 9.9. In particular, Aut(Γ[A]) is isomorphic to the semi-direct
product Aut(Γ[A/H ])⋉Aut(Γ[A0])
G/H .
If H is a normal subgroup of G, so that π : G −→ G/H is a group
homomorphism onto the quotient group, then a subset A of G is a
game subset for (G,H) if and only if there exist B a game subset for
G/H and A0 a game subset of H so that A = A0 ∪ π−1(B). In that
case, the games Γ[A/H ] and Γ[B] are equal.
On the other hand, assume that G is a group of odd order acting on
a game Π on I. For a ∈ I the evaluation map ιa : G → I is defined
by ιa(g) = g · a. Isoa = {g : g · a = a} = ι−1a ({a}) is a subgroup of G
called the isotropy subgroup of a. Let Ga = ιa(G) ⊂ I denote the G
orbit of a and let Πa = Π ∩ (Ga × Ga) be the restriction of Π to Ga.
Of course, G acts transitively on I exactly when Ga = I in which case
Πa = Π.
Let H = Isoa = ι
−1
a ({a}). Choose A0 a game subset for H and
let A = A0 ∪ ι−1a (Π(a)). The set A ⊂ G is a game subset for (G,H).
The restriction Πa = Π|Ga of Π to Ga is a subgame of Π. The map
ιa is a morphism from Γ[A] to Π and it factors through the canonical
projection π to define the bijection θa : G/H −→ Ga which is an
isomorphism from Γ[A/H ] −→ Πa - Theorem 9.6.
Applied with G = Aut(Γ) we see that the restriction of Γ to an
Aut(Γ) orbit is a subgame which is isomorphic to a homogeneous game.
In particular, Aut(Γ) acts transitively on the vertices if and only if Γ
is isomorphic to a homogeneous game.
The lexicographic product of two group games is isomorphic to a
group game and the lexicographic product of two homogeneous games
is isomorphic to a homogeneous game - Corollary 9.10.
Section 10: Every game of size 7 is isomorphic to one of the follow-
ing three examples - Theorem 10.1.
Type I-The group game ΓI = Γ[[1, 2, 3]] on Z7 hasAut(Γ[[1, 2, 3]]) =
Z7 acting via translation and is reducible via each pair i, i + 3. The
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collection {ma([1, 2, 3]) : a ∈ Z∗7} are the 6 = φ(7) game subsets of Z7
whose games are isomorphic to Γ[[1, 2, 3]].
The group game ΓI is isomorphic to the double 2Π with Π the re-
striction to [1, 2, 3].
Type II- The group ΓII = Γ[[1, 2, 4]] is the game on the additive
group of the field Z7 with H = {1, 2, 4} the non-trivial, odd order,
multiplicative subgroup of Z∗7. The two game subsets not of Type I are
[1, 2, 4] and [6, 5, 3] = m6([1, 2, 4]) = −[1, 2, 4]
The game ΓII is not reducible. With Π a 3-cycle, ΓII is isomorphic
to the double 2Π with Π+ reversed.
Type III- ΓIII is the double of 2Π with Π a 3-cycle. So the auto-
morphism group is isomorphic to that of Π and so is cyclic of order 3.
Every automorphism fixes 0.
The game ΓII is reducible but not via any pair which contains 0.
Since Π is isomorphic to its reversed game, it follows that ΓIII is
isomorphic to its reversed game as well.
The games of Type II and III are Steiner games.
Section 11: We consider various isomorphism examples.
There exist non-isomorphic tournaments with isomorphic doubles.
Every game of size greater than 3 admits non-isomorphic extensions.
There exist reducible games which can be reduced in different ways
to get non-isomorphic games.
Section 12: With 9 = 2 · 4 + 1 there are 24 = 16 game subsets. We
look at the group games.
Consider the cyclic group G = Z9.
The Type I games come from the 6 = φ(9) subsets {ma(A) : a ∈ Z∗9}
with A = [1, 4] or, equivalently, A = {1, 3, 5, 7}.
The Type II games are the 6 subsets {ma(A) : a ∈ Z∗9} with A =
{1, 5, 6, 7}. In this case, as for Type I, the automorphism group consists
only of the translations by elements of Z9. These group games are not
reducible.
The Type III games account for the 4 remaining game subsets. With
H = {0, 3, 6} the subgroup of G, there are four game subsets for the
pair (G,H). Each game is isomorphic to Γ3 ⋉ Γ3 with automorphism
group Z3 ⋉ (Z3)
Z3 .
If, instead, the group is the product group G = Z3 × Z3 then it is a
2 dimensional vector space over the field Z3. The four one-dimensional
subspaces are four subgroups H of order 3. For each such H there are
four game subsets for the pair (G,H). This accounts for the 16 game
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subsets. Each game is isomorphic to Γ3⋉Γ3 with automorphism group
Z3 ⋉ (Z3)
Z3 .
Section 13: We here consider infinite tournaments. A countable
tournament Γ is called universal if for every countable tournament Π
on S, S0 a finite subset of S and ρ : Π|S0 −→ Γ an embedding (=
an injective morphism), there exists an embedding τ : Π −→ Γ which
extends ρ, i.e. which equals ρ on S0.
Countable universal tournaments exist and are unique up to isomor-
phism - Corollary 13.7. They are homogeneous and so by using the
automorphism group, we construct a countable group which acts tran-
sitively on the universal tournament. This yields a countable group
game which contains the universal tournament as a subgame and so
contains copies of every finite tournament.
1. Relations and Digraphs
Until Section 13 we restrict ourselves to finite sets. For a finite set I
we will let |I| denote the cardinality of I. The symmetric group on I,
that is, the group of permutations on I, is denoted S(I).
Following [1] we call a subset of I × I a relation on a I with Π−1 =
{(i, j) : (j, i) ∈ Π} the reverse relation. A pair (i, j) ∈ Π is an edge in
Π. For i ∈ I, Π(i) = {j : (i, j) ∈ Π} is the set of outputs of i, so that
Π−1(i) = {j : (j, i) ∈ Π} is the set of inputs of i. Thus, a function on I
is a relation Π such that each Π(i) is a singleton set, e.g. the identity
map 1I is the diagonal {(i, i) : i ∈ I}. We call i a vertex of Π when
Π(i) ∪Π−1(i) is nonempty. Thus, i ∈ I is a vertex of Π when it has at
least one input or output.
For J ⊂ I, the restriction of Π to J is the relation Π|J = Π∩ (J×J)
on J .
Given relations Π,Γ on I the composition Π ◦ Γ = {(i, j) : there
exists k such that (i, k) ∈ Γ, (k, j) ∈ Π}. Composition is associative
and we inductively define Πn+1 = Πn ◦ Π = Π ◦ Πn, for n ≥ 0, with
Π1 = Π and Π0 = 1I and let Π
−n = (Π−1)n. We define OΠ =
⋃∞
n=1Π
n.
Observe that O(Π−1) = (OΠ)−1 and so we may omit the parentheses.
A Π path from i0 to in (or simply a path when Π is understood)
[i0, . . . , in] is a sequence of elements of I with n ≥ 1 such that (ik, ik+1) ∈
Π for k = 0, . . . , n − 1. The length of the path is n. It is a closed
path when in = i0. A path is simple when the vertices i0, . . . , in are
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distinct and edge-simple when the edges (i0, i1), . . . , (in−1, in) are dis-
tinct. Clearly, a simple path is edge-simple, but an edge-simple path
may cross itself. An n cycle, denoted 〈i1, . . . , in〉, is a closed path
[in, i1, . . . , in] such that the vertices i1, . . . , in are distinct, i.e. [i1, . . . , in]
is a simple path, and so the closed path [in, i1, . . . , in] is edge-simple.
A path spans I when every i ∈ I occurs on the path.
Depending on context we will regard a path or a cycle as a sequence
of vertices or as a subgraph, i.e. use [i0, . . . , in] for {(ik, ik+1) : k =
0, . . . , n− 1} ⊂ Π, and similarly, 〈i1, . . . , in〉 = [in, i1, . . . , in] ⊂ Π.
Notice that (i, j) ∈ Πn exactly when there is a path from i to j of
length n.
A relation Π on I is reflexive when 1I ⊂ Π. It is is symmetric when
Π−1 = Π. It is transitive when Π ◦ Π ⊂ Π or, equivalently, when
Π = OΠ. For any relation Π, OΠ is the smallest transitive relation
which contains Π. Observe that,
(1.1) O(1I ∪Π) = 1I ∪ OΠ.
If Π is symmetric or transitive, then the reflexive relation 1I∪Π satisfies
the corresponding property.
We call i ∈ I a recurrent vertex when (i, i) ∈ OΠ. The relation
OΠ∩OΠ−1 is an equivalence relation on the set of recurrent vertices. Of
course, every i ∈ I is recurrent for 1I∪Π. Since O(1I∪Π)∩O(1I∪Π)−1 =
1I∪(OΠ∩OΠ−1), the recurrent point equivalence classes for OΠ∩OΠ−1
are equivalence classes for O(1I ∪Π) ∩ O(1I ∪Π)−1 and the remaining
O(1I ∪Π) ∩ O(1I ∪ Π)−1 equivalence classes are singleton sets.
A non-empty subset J ⊂ I is strongly connected in I when J × J ⊂
OΠ and so J×J ⊂ OΠ∩OΠ−1. That is, a subset is strongly connected
if and only if it is contained in an OΠ∩OΠ−1 equivalence class. Thus,
the OΠ∩OΠ−1 equivalence classes are the maximal strongly connected
subsets. We call Π strong when the entire set of vertices of Π is a
strongly connected set and so the set of vertices comprises a single
OΠ ∩ OΠ−1 equivalence class.
Lemma 1.1. Assume that Π is a relation on I and that J is a nonempty
subset of I. If the restriction Π|J is strong, then J is strongly connected
and so is contained in an OΠ∩OΠ−1 equivalence class. Conversely, if
J is an OΠ∩OΠ−1 equivalence class, then the restriction Π|J is strong.
Proof. The first result is obvious.
Now assume that J is an OΠ∩OΠ−1 equivalence class. If two points
i, j ∈ J then there is a closed path from i to i which passes through j.
All of the points on the closed path are OΠ∩OΠ−1 equivalent to i and
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j and so are contained in J . Hence, the closed path for Π is a closed
path for Π|J .

Remark: Notice that if i, j are distinct elements of an OΠ ∩ OΠ−1
equivalence class, the set J = {i, j} is strongly connected. On the
other hand, the restriction Π|J is strong only if (i, j) and (j, i) are
both elements of Π.
A subset J ⊂ I is an invariant set for a relation Π on I when
Π(J) ⊂ J and so OΠ(J) ⊂ J . A subset J is invariant for Π if and
only if the complement I \ J is invariant for Π−1. For any subset J ,
the set J ∪ OΠ(J) is the smallest invariant set which contains J . It is
clear that Π is strongly connected if and only if I contains no proper
invariant subset. In particular, if i, j are vertices of Π and there is no
path from j to i then {j} ∪ OΠ(j) is an invariant set which contains j
but not i.
We will call a relation Π on I a digraph when Π ∩ Π−1 = ∅. In
particular, we have Π ∩ 1I = ∅. That is, we are interpreting Π as a
directed graph with every pair of distinct elements of I connected by
at most one oriented edge and no element of I is connected by an edge
to itself. We write i→ j when (i, j) is an edge of the digraph.
We will call a relation Π on I an undirected graph when Π ∩ 1I = ∅
and Π = Π−1. That is, we are interpreting Π as a graph with every
pair of distinct elements of I connected by at most one unoriented edge
and no element of I is connected by an edge to itself.
A digraph or undirected graph Π on I is called bivariante when I
is the union of disjoint sets J,K and Π ⊂ (J × K) ∪ (K × J). That
is, elements of J are connected by an edge only to elements of K and
vice-versa.
A subset of a digraph Π is a digraph and we will call it a subgraph of
Π. Observe that disjoint subgraphs may have vertices in common. We
will call two subgraphs separated when they have no vertices in com-
mon. Of course, separated subgraphs are disjoint. We call Π connected
if it cannot be written as the disjoint union of two separated proper
subgraphs.
A digraph Π on I is called a round robin tournament, or simply a
tournament , when it is complete on I, i.e. when every pair of distinct
elements of I is connected by an edge. Thus, a digraph Π is a tourna-
ment when Π∪Π−1∪1I = I×I. Clearly, if Π is a tournament on I and
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J is a nonempty subset of I, then the restriction Π|J is a tournament
on J .
For a tournament Π we think of i→ j to mean i beats j. Hence, the
score for i is the cardinality of the output set, |Π(i)|. The score vector
(s1, . . . , sp) for a tournament on a set I with cardinality p, consists of
the scores of the elements, listed in non-decreasing order. The score
vector for a tournament was introduced and characterized by Landau
[21] as a tool for his study of animal behavior. It is clear that the sum
of the scores is the number of edges p(p− 1)/2.
Clearly, any digraph on I can be extended to occur as a subgraph of
some tournament on I.
The following is a sharpening by Moon, [22] Theorem 3, of a result
of Harary and Moser, see [16] Theorem 7.
Proposition 1.2. If Π is a strong tournament on I with |I| = p > 1
and i ∈ I, then for every ℓ with 3 ≤ ℓ ≤ p there exists a ℓ-cycle in Π
passing through i.
Proof. If Π(i) or Π−1(i) is empty then there is no path from i to i and
so the tournament is not strong. If for no j1 ∈ Π(i) and j2 ∈ Π−1(i) is
it true that j1 → j2 then Π(i) is a proper invariant subset and so the
tournament is not strong. Hence, there is a 3-cycle through i.
Now suppose that 〈i1, . . . , ir〉 is a cycle through i with r < p. We
show that we can enlarge the cycle to one of length r + 1.
Case 1 (There exists j not on the cycle but such that both Π(j)
and Π−1(j) meet the cycle): By relabeling we may assume that i1 ∈
Π−1(j). Let s be the largest integer such that i1, . . . , is ∈ Π−1(j). By
hypothesis, s < r and is+1 ∈ Π(j). Hence, 〈i1, . . . , is, j, is+1, . . . , ir〉 is
a r + 1 cycle.
Case 2 (For every j not on the cycle either Π(j) or Π−1(j) does not
meet the cycle): Observe that if Π(j) does not meet the cycle, then
i1, . . . , ir ∈ Π−1(j). Let A = {j : i1, . . . , ir ∈ Π−1(j)} and B = {j :
i1, . . . , ir ∈ Π(j)}. By assumption, r < p and I \ {i1, . . . , ir} = A ∪ B.
There must exist u ∈ A and v ∈ B with u → v. Otherwise, A and
{i1, . . . , ir}∪A are invariant subsets and at least one is a proper subset.
Thus, the tournament would not be strong. Thus, 〈i1, u, v, i3, . . . , ir〉
(omitting i2) is a r + 1 cycle which contains i.

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A Hamiltonian cycle in a digraph is a cycle which passes through ev-
ery vertex. Proposition 1.2 implies that a tournament admits a Hamil-
tonian cycle if it is strong. The converse is obviously true.
The opposite extreme of a strong tournament is an order . A relation
Π on I is an order (to be precise, a strict, total order) when Π is a
transitive tournament. For example, for [1, p] = {1, 2, . . . , p} we let
i→ j when i < j to define the standard order on [1, p].
Proposition 1.3. For Π is a tournament on I, with |I| = p, the
following conditions are equivalent.
(i) Π is an order.
(ii) Π contains no cycles.
(iii) Π contains no 3-cycles.
(iv) No vertex of Π is recurrent.
(v) Every equivalence class of O(1I∪Π)∩O(1I∪Π)−1 is a singleton,
i.e. 1I = O(1I ∪Π) ∩ O(1I ∪ Π)−1.
(vi) The score vector of Π is (0, 1, . . . , p− 1).
(vii) There is a bijection k 7→ ik from [1, p] to I which induces an
isomorphism from the standard order onto Π, that is, ik → iℓ if
and only if k < ℓ.
Proof. Observe that i→ j → k and i 6→ k implies 〈i, j, k〉 is a 3-cycle.
The equivalences of (i)-(v) are then easy to check. It is obvious that
(vii) implies (i) and (vi). For the converse directions we use induction
on p.
If Π is an order, and i ∈ I then Π|(I \ {i}) is an order and so by
induction hypothesis there is a numbering k 7→ jk of I \ {i} as in (vii)
inducing an isomorphism from the standard order on [1, p − 1] onto
Π|(I \ {i}). Let k∗ be the maximum k such that jk → i. If there is
none such then let k∗ = 0. By transitivity jℓ → i for ℓ < k∗. Define
ik = jk for k ≤ k∗, ik∗+1 = i and ik = jk−1 for k∗ + 1 < k ≤ p.
If Π has score vector (0, 1, . . . , p − 1), then let i ∈ I with score 0.
Every k → i for k 6= i and so Π|(I \ {i}) has score vector (0, . . . , p−2).
By induction hypothesis we have k 7→ jk as in (vii) for Π|(I \ {i}). Let
ip = i and ik = jk for k < p.

Remark: For any tournament Π it is clear that OΠ induces an
order on the set of O(1I ∪ Π) ∩ O(1I ∪ Π)−1 equivalence classes, with
[i] → [j] for distinct classes [i], [j] when (i, j) ∈ OΠ. Furthermore, the
map j 7→ [j] is a surjective morphism from Π onto this order.
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A digraph Π on I is Eulerian when for all i ∈ I, |Π(i)| = |Π−1(i)|.
That is, each element of I has the same number of inputs and outputs.
In [17] such a digraph is called an isograph. In general, for an Eulerian
digraph the cardinality |Π(i)| = |Π−1(i)| may vary with i. When it
does not, when k = |Π(i)| = |Π−1(i)| is the same for all i, the digraph
is called regular or k-regular. Obviously, if i is a vertex of a Eulerian
graph then neither Π(i) not Π−1(i) is empty.
We will call an Eulerian tournament a game, as these are the tour-
naments which generalize the Rock-Paper-Scissors game. This requires
that I have odd cardinality, in which case, a game Π is a digraph such
that for all i ∈ I, |Π(i)| = |Π−1(i)| = n with n = 1
2
(|I| − 1). That is,
a game is exactly a regular tournament. The score vector for such a
game is given by sr = n for r = 1, . . . , 2n+ 1.
The trivial game has size 1. That is, I is a singleton and the unique
digraph is the empty subset of I × I.
A cycle is obviously Eulerian since |Π(i)| = 1 = |Π−1(i)| for every i
on the cycle.
Notice that if a digraph Π is a tournament or is Eulerian, then Π−1
is a digraph satisfying the corresponding property.
Lemma 1.4. If Π1 is an Eulerian subgraph of a digraph Π, then Π is
Eulerian if and only if Π \ Π1 is Eulerian. In particular, the union of
disjoint Eulerian graphs on I is Eulerian.
Proof. If Γ = Π \ Π1 then Π(i) is the disjoint union of Π1(i) and Γ(i).
Hence, |Π(i)| = |Π1(i)|+|Γ(i)|. Similarly, |Π−1(i)| = |Π−11 (i)|+|Γ−1(i)|.
By assumption, |Π1(i)| = |Π−11 (i)|. So |Π(i)| = |Π−1(i)| if and only if
|Γ(i)| = |Γ−1(i)|.

The following observation is essentially due to Euler, see, e.g. [17]
Theorem 12.5.
Theorem 1.5. Any nonempty Eulerian digraph can be written as a
disjoint union of cycles.
Proof. Let Π be a nonempty Eulerian digraph. Let I be the set of
vertices, which is nonempty since Π is nonempty. Since Π is Eulerian,
Π(i) and Π−1(i) are nonempty for every i. Beginning with any vertex
we can build a simple path [i1, . . . , ik] and continue until ip ∈ Π(ik) for
some p < k and so, necessarily, p < k − 1. Then 〈ip, . . . , ik〉 is a cycle
in Π.
By Lemma 1.4 Π \ 〈ip, . . . , ik〉 is an Eulerian digraph and so, if it is
nonempty, it contains a cycle disjoint from 〈ip, . . . , ik〉.
ROCK, PAPER, SCISSORS, ETC 17
Continue inductively to exhaust Π.

Remark: The decomposition of an Eulerian digraph into disjoint
cycles is not usually unique.
The following is essentially Theorem 7.4 of [9].
Theorem 1.6. Assume that [i0, . . . , ik] with k > 1 is a closed edge-
simple path for a digraph Π (and so ik = i0). Regarded as a subgraph of
Π, [i0, . . . , ik] is a strong, Eulerian digraph and so is a disjoint union
of cycles. Conversely, if Π is a connected, Eulerian digraph, then it
admits a spanning, closed, edge-simple path. In particular, a connected,
Eulerian digraph is strong.
Proof. Of course, if the vertices i1, . . . , ik−1 are distinct, then [i0, . . . , ik]
is a single k cycle (and conversely). However, while we are assuming
the edges are distinct, the vertices need not be. Nonetheless, the input
edge (ir−1, ir) for ir is balanced by the output edge (ir, ir+1). Since
the edges are distinct, each vertex has the same number of inputs and
outputs.
Since [i0, . . . , ik] is Eulerian, it is a disjoint union of cycles by Theo-
rem 1.5.
Conversely, assume that Π is a connected Eulerian digraph and so
is a disjoint union of cycles C0, . . . , Cn−1. We prove the existence of
the required spanning path by induction on n. If Π consists of a single
cycle, the result is obvious.
Define the reflexive, symmetric relation R on [0, n] = {0, . . . , n− 1}
by (p, q) ∈ R when Cp and Cq have a vertex in common. Thus, OR
is an equivalence relation on [0, n]. If Π1 is the union of cycles in an
OR equivalence class, then Π1 and Π \Π1 have no vertices in common.
Since Π is assumed to be connected, it must be the union of a single
OR equivalence class. Let k be the smallest positive integer such that
[0, n] × [0, n] ⊂ Rk and so for some p, q ∈ [0, n] (p, q) ∈ Rk \ Rk−1.
For any q1 6= q there is an R path from p to q1 with length at most
k and q does not lie on such a path. It follows that the Eulerian
digraph Γ =
⋃
r 6=q Cr is connected and is the union of n − 1 disjoint
cycles. By induction hypothesis there exists [i0, . . . , iℓ], a closed edge-
simple path which spans Γ. The cycle Cq = 〈j1, . . . , jr〉 has a vertex in
common with with Γ. By relabeling we may assume iℓ = i0 = jr. Then
[i0, . . . , iℓ, j1, . . . , jr] is a closed, edge-simple path which spans Π.

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Given a map ρ : I −→ J we let ρ¯ denote the product map ρ × ρ :
I × I −→ J × J .
Definition 1.7. Let Π and Γ be digraphs on I and J , respectively. A
morphism ρ : Π −→ Γ is a map ρ : I −→ J such that (ρ¯)−1(Γ) =
Π \ (ρ¯)−1(1J). That is, for i1, i2 ∈ I with ρ(i1) 6= ρ(i2) ρ(i1) → ρ(i2)
if and only if i1 → i2. In particular, if ρ is injective, then it is a
morphism if and only if (ρ¯)−1(Γ) = Π and if it is bijective then it is a
morphism if and only if ρ¯(Π) = Γ.
Clearly, if ρ is a bijective morphism then ρ−1 is a morphism and so
ρ is an isomorphism. Two digraphs are isomorphic when each can be
obtained from the other by relabeling the vertices.
An automorphism of Π is an isomorphism with Π = Γ. We let
Aut(Π) denote the automorphism group of Π.
We call ρ an embedding when it is an injective morphism.
If J ⊂ I, then the inclusion map from J to I induces an embedding
from the restriction Π|J to Π. On the other hand, if ρ : Π −→ Γ
is an embedding and I1 = ρ(I) ⊂ J , then ρ : I −→ I1 induces an
isomorphism from Π onto the restriction Γ|I1.
An automorphism ρ of a digraph Π is a permutation of the vertices
of Π and so is a product of disjoint cycles. Observe that if i → ρ(i)
then ρ(i) → ρ2(i). So if ρ includes the cycle (i1, . . . , ik) and i1 →
i2 then i2 → i3, ... ,ik → i1. Thus, 〈i1, . . . , ik〉 is a k-cycle in the
digraph. Otherwise, i2 → i1 and so i1 → ik,...,i3 → i2. In that case
〈ik, ik−1, . . . , i1〉 is a k-cycle in Π.
Since i → j implies that i 6→ j, an automorphism of a tournament
can contain no transposition. In fact, it contains no even cycle.
Proposition 1.8. If ρ is an automorphism of a tournament Π, then
ρ is a permutation of odd order. If a pair {i, j} is ρ invariant then ρ
fixes each element of the pair.
Proof. If ρ2k is the identity but ρk is not, then for some vertex i1,
ρk(i1) = i2 6= i1. Since ρk(i2) = i1, the pair (i1, i2) is a transposition
for the automorphism ρk which we have seen cannot happen.
If {i, j} is invariant for a permutation then the restriction to {i, j}
is either the identity or a transposition and the latter is impossible for
an automorphism.

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2. Games
Recall that Γ is a game on I when it is an Eulerian tournament
on I. This requires that |I|, the number of vertices of I, be an odd
number 2n+1 so that that each vertex has n input edges and n output
edges. We call |I| = 2n + 1 the size of the game. These digraphs
are called games, because it is these tournaments which extend the
Rock-Paper-Scissors game to larger sets.
A subset J of cardinality |J | = 2k + 1 forms a subgame when the
restriction Γ|J is Eulerian, i.e. for each i ∈ J , Γ(i) ∩ J has cardinality
k.
A 3-cycle is a subgame of size 3 . If three vertices do not form a
3-cycle then they form what we will call a straddle. Among the three,
one vertex has zero outputs, one has one output and the third has two
outputs. That is, the score vector for a straddle is (0, 1, 2) and so a
straddle is just an order on three vertices.
Of course, any 3-cycle, i.e. any game of size 3, is isomorphic to the
original Rock-Paper-Scissors game. The same uniqueness holds for 5.
Theorem 2.1. Up to isomorphism there is one game Γ of size 5.
Proof. Choose any vertex and label it 0. The pair of outpoints Γ(0)
form an edge which we label 1 and 2 with 1 → 2. The input pair
Γ−1(0) we label 3 and 4 with 3→ 4. The remaining directions are now
determined. We began with 3, 4→ 0→ 1, 2
• 0, 1→ 2 ⇒ 2→ 3, 4.
• 3→ 0, 4 ⇒ 1, 2→ 3.
• 2, 3→ 4 ⇒ 4→ 0, 1.
• 1→ 2, 3 ⇒ 0, 4→ 1.
We can diagram the result.
(2.1)
4 3
0
1 2

There is a general construction which builds a game of size 2n + 1
from one of size 2n− 1.
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Let Π be a game of size 2n− 1 on the set of vertices J and K ⊂ J
with |K| = n. Let u, v be two additional vertices and let I = J∪{u, v}.
Define Γ so that u → v and i → u for all i ∈ K. This requires u → j
for all j ∈ J \ K. Since each vertex in K has now been assigned n
outputs, we must have v → i for all i ∈ K and j → v for all j ∈ J \K.
Thus, Π is a subgame of Γ. We call Γ an extension of Π via u→ v and
K.
Now assume that Γ is a game of size 2n + 1 on the set of vertices I
and u, v ∈ I such that the restriction Π = Γ|J with J = I \ {u, v} is
a subgame of Γ. Assume that u → v, and let K = Γ−1(u). Observe
that if j ∈ K, Then Π−1(j) = Γ−1(j) \ {v} has n − 1 elements, while
|Γ−1(j)| = n. Hence, v → j for all j ∈ K. Since n = |K| = |Γ(v)| it
follows that Γ(v) = K. Thus, Γ is the extension of Π via u → v and
K = Γ−1(u). We say that Γ is reducible via {u, v} when Γ restricts to
a subgame on I \ {u, v}.
Notice that the game of size 3 is reducible to the trivial game.
Proposition 2.2. Let Γ be a game of size 2n+1 on the set of vertices
I.
(a) For all u, v ∈ I, Γ(u) = Γ(v) or Γ−1(u) = Γ−1(v) implies u = v.
(b) Every edge is contained in at least one 3-cycle.
(c) Every edge is contained in at most n 3-cycles.
(d) For u, v ∈ I the following seven conditions are equivalent:
(i) Γ is reducible via {u, v}.
(ii) The restriction Γ|(I \ {u, v}) is a subgame of Γ.
(iii) The edge between u and v is contained in n 3-cycles.
(iv) There does not exist i ∈ I \ {u, v} such that i → u and
i→ v.
(v) There does not exist i ∈ I \ {u, v} such that u → i and
v → i.
(vi) Γ−1(u) ∩ Γ−1(v) = ∅.
(vii) Γ(u) ∩ Γ(v) = ∅.
Furthermore,
(viii) Γ−1(u) = Γ(v) if and only if u → v and Γ is reducible via
{u, v}.
(e) If Γ is the extension of Π via u → v and K, then the reversed
game Γ−1 is the extension of Π−1 via v → u and K.
(f) For all u ∈ I there is at most one v such that u → v and Γ is
reducible via {u, v}, and there is at most one v such that v → u
and Γ is reducible via {u, v}.
Proof. Assume u→ v in Γ.
(a); v ∈ Γ(u) \ Γ(v) and u ∈ Γ−1(v) \ Γ−1(u).
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(b): Γ(u) \ {v} contains n − 1 elements. Since u 6∈ Γ(v) and the
latter contains n elements, it follows there exists w ∈ Γ(v) ∩ Γ−1(u).
So 〈u, v, w〉 is a 3-cycle.
(c): If u→ v together with w forms a 3-cycle then w ∈ Γ(v) and so
there are at most n such w’s.
(d): (i) ⇔ (ii): This is the definition of reducibility.
(i) ⇔ (iii): Γ is reducible via u → v if and only if v → i for all
i ∈ K = Γ−1(u). Furthermore, u → v together with i forms a 3-cycle
if and only if i ∈ Γ−1(u) and v → i.
(i) ⇔ (iv),(v): If i ∈ J = I \ {u, v}, then i → u, v if and only if
Γ(i)∩ J contains only n− 2 elements. Similarly, u, v → i if and only if
Γ−1(i) ∩ J contains only n − 2 elements. In either of these cases, Γ|J
is not a subgame.
(iv) ⇔ (vi) and (v) ⇔ (vii): Obvious.
As we saw above, if u → v and then condition (ii) implies Γ is the
extension of Γ|I \ {u, v} via u→ v and K = Γ−1(u) and so K = Γ(v).
Conversely, if Γ−1(u) = Γ(v), then u 6∈ Γ−1(u) implies u 6∈ Γ(v). Since
v 6→ u, it follows that u→ v. In addition, condition (vii) clearly holds.
(e): In the extension of Π−1 via v → u and K all of the arrows of Γ
have been reversed.
(f): If Γ is reducible via {u, v} and if u → v, then u 6∈ Γ(u) ∪ Γ(v).
So if Γ is reducible via {u, v} then from (d)(vi) Γ(v) = I \ ({u}∪Γ(u)).
By (a) this can be true of at most one v ∈ Γ(u). For the v → u case
use (e) and apply the result to the reverse game.

Corollary 2.3. Any non-trivial game Γ is a strong digraph.
Proof. Let u, v ∈ I. If u 6→ v, then v → u and the edge is contained in
a 3-cycle 〈u, w, v〉. So there is a path of length 1 or 2 from u to v.

Corollary 2.4. For Π a game on J and K ⊂ J with |J | = 2n−1, |K| =
n, assume that Γ is an extension of Π via u → v and K. Let i, j ∈ J
with i→ j.
(a) Γ is reducible via i→ u if and only if i ∈ K and J \K = Π−1(i),
so that K = {i} ∪ Π(i).
(b) Γ is reducible via v → i if and only if i ∈ K and J \K = Π(i),
so that K = {i} ∪ Π−1(i).
(c) Γ is not reducible via u→ i or via i→ v.
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(d) Γ is reducible via i → j if and only if Π is reducible via i → j
and K ∩ {i, j} is a singleton set.
Proof. It is easy to check that (a), (b) and (d) follow from Proposition
2.2 (d) while (c) follows from Proposition 2.2 (f).

For a game Π we define the reducibility graph rΠ
(2.2) rΠ = { (i, j) ∈ Π : Π is reducible via i→ j }.
Of course, if Π is not reducible then rΠ is empty.
Proposition 2.5. Let Π be a game on I with |I| = 2n+ 1.
(a) If i ∈ I then (i, j) ∈ rΠ for at most one j ∈ I and (j, i) ∈ rΠ
for at most one j ∈ I.
(b) Let [i0, . . . , im] be a path in Π and let J = I \ {i0, . . . , im}. The
path [i0, . . . , im] is contained in rΠ if and only if the following
conditions hold:
(i) If p, q ∈ [0, m], then ip → iq in Π if and only if q−p is odd
and positive or is even and negative.
(ii) If j ∈ J , and j → ip then j → iq if and only if q − p is
even.
When these conditions hold, the path is simple. In addition,
(im, i0) ∈ rΠ -so that 〈i0, . . . , im〉 is a cycle in rΠ- if and only if
J = ∅, or, equivalently, m = 2n. In that case, rΠ = 〈i0, . . . , im〉
and the cycle is a Hamiltonian cycle in Π.
(c) If rΠ is not empty and does not consist of a single Hamiltonian
cycle on Π, then it is a disjoint union of separated, simple,
non-closed paths.
Proof. (a) is a restatement of Proposition 2.2 (f).
(b) Assume that [i0, . . . , im] is a path in rΠ. For q > p we prove by
induction on q− p that ip → iq if and only if q − p is odd. If ip → iq−1
then since Π is reducible via iq−1 → iq if follows from Proposition 2.2(d)
that iq → ip. Similarly, iq−1 → ip implies ip → iq. Condition (i) follows
and condition (ii) similarly follows from Proposition 2.2(d). On the
other hand, these conditions imply that ip → ip+1 for p = 0, . . . , m− 1
and that that Π is reducible via each ip → ip+1 by Proposition 2.2(d)
again.
If m is odd, then i0 → im and so (im, i0) 6∈ Π. If m is even and
j ∈ J , then either i0, im → j or j → i0, im and so Π is not reducible via
im → i0, On the other hand if m is even and J is empty, then condition
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(i) implies Π is reducible via im → i0. Then (a) implies that every edge
of rΠ lies on the cycle.
(c) If rΠ is not empty and does not consist of a single Hamiltonian
cycle, then by (b) it contains no cycle. By (a) any edge in rΠ can be
extended uniquely to a maximal path in rΠ and none of the remaining
edges of rΠ has a vertex on the path. Proceed by exhaustion to obtain
rΠ as a separate union of these maximal paths.

Theorem 2.6. Let Γ be a game of size 2n + 1 on the set of vertices
I. Each vertex i ∈ I is contained in exactly n(n + 1)/2 3-cycles. The
entire game contains (2n + 1)n(n+ 1)/6 3-cycles.
Proof. There are n vertices in the output set Γ(i). Each of these has n
output edges and these are all distinct for a total of n2 outputs from
these vertices. Between these vertices there are n(n− 1)/2 edges each
of which is one of the n2 output edges from a vertex of Γ(i). The
remaining n(n + 1)/2 = n2 − [n(n− 1)/2] edges terminate at a vertex
of Γ−1(i) and these are the 3-cycles which contain i. Multiplying by
the number 2n+ 1 of vertices i we obtain the total number of 3-cycles
in Γ after we divide by 3 to correct for the triple counting.

The above result (and its proof) comes from Theorem 5.2 of [8]. In
general, for a tournament of size p with score vector s = (s1, . . . , sp)
the total number Ns of 3-cycles is given by the formula
(2.3) Ns = p(p− 1)(2p− 1)/12 − 1
2
p∑
i=1
s2i .
See [17] Corollary 11.10b or [16] Corollary 6b.
It follows from Theorem 2.6 that in a game with n > 1, at least
one edge is contained in more than one cycle. For if every edge were
contained in exactly one cycle then the number of cycles would be the
number of edges divided by 3, i.e. n(2n + 1)/3, but if n > 1, then
(n+ 1)/2 > 1.
Theorem 2.7. Let Π be an Eulerian digraph on a set I with |I| odd.
There exists a game Γ on I which contains Π as a subgraph.
Proof. Let 2n+1 = |I| and let ki = |Π(i)| = |Π−1(i)| for i ∈ I. We can
clearly extend Π to some tournament on I.
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For a tournament Γ on I let si = |Γ(i)|, the score of i. Let
(2.4)
I+ = {i ∈ I : si > n}, I0 = {i ∈ I : si = n}, I− = {i ∈ I : si < n}.
Call
∑{si−n : i ∈ I+∪I0} the deviation of Γ. Clearly the deviation is
non-negative and since the total sum of the scores is n(2n+1) it follows
that Γ is a game, i.e. si = n for all i, if and only if the deviation is
zero.
If Π ⊂ Γ then for all i ∈ I, then
(2.5) |(Γ \ Π)(i)| = si − ki, |(Γ \ Π)−1(i)| = 2n− si − ki.
Thus, I+ is the set of i ∈ I such that the number of Γ \Π outputs is
greater than the number of Γ \ Π inputs.
Now assume Π ⊂ Γ and the deviation of Γ is positive. We will
show that there exists a tournament Γ′ containing Π and with smaller
deviation. Hence, the tournaments which contain Π with minimum
deviation are the games which contain Π.
I claim there exists a Γ \ Π path from a vertex in I+ to a vertex in
I−. If not, then Iˆ = I+ ∪ O(Γ \ Π)(I+) is disjoint from I− and so is
contained in I+ ∪ I0. The restriction (Γ \ Π)|Iˆ contains every edge of
Γ \ Π from a vertex in Iˆ ⊃ I+. Since I+ is assumed to be nonempty it
follows that the total number of outputs for (Γ\Π)|Iˆ is strictly greater
than than the total number of inputs. But these sums are both equal
to the number of edges in (Γ \Π)|Iˆ. The contradiction establishes the
existence of the required path.
Truncate the path to begin at the last occurrence of a vertex in I+
and then terminate at the first occurrence of a vertex in I−. Then
eliminate any intermediate repeated vertices, by removing the piece
between the repeats. Thus we obtain a simple Γ \Π path [i1, i2, . . . , ik]
with i1 ∈ I+, ik ∈ I− and ip ∈ I0 for 1 < p < k.
From Γ define Γ′ by reversing the edges of [i1, i2, . . . , ik] ⊂ Γ\Π. This
decreases the score of i1 by 1, increases the score of ik by 1 and leaves
every other score unchanged. Thus, the deviation of Γ′ is one less than
that of Γ. Since the path lies in Γ \ Π it follows that Π ⊂ Γ′. 
3. Group Games
We turn now to the algebraic examples. We let Z2n+1 denote the
additive group of integers mod 2n+1. We label the congruence classes
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as 0, 1, . . . , 2n. So −k = 2n+1−k for k ∈ [1, 2n] = {1, . . . , 2n}. We let
Z∗2n+1 denote the multiplicative group of units in the ring of integers
mod 2n+1, i.e. the congruence classes of the integers relatively prime
to 2n+ 1.
In general, let G be a group of order 2n + 1. Notice that if G is
abelian and 2n+1 is square-free, then G is cyclic and so is isomorphic
to Z2n+1. The smallest non-abelian group of odd order is the semi-
direct product Z3⋉Z7 with Z3 regarded as a subgroup of Z
∗
7 acting on
Z7 by multiplication. With order less than 20 the groups of odd order
are cyclic except for Z3 × Z3 of order 9.
With G be a group of order 2n + 1 there is no element of order 2.
With e the identity element of G, the set G \ {e} is partitioned by the
set of n pairs {i, i−1}. We will call A a graph subset of G when it is
a nonempty subset of G with A disjoint from A−1 = {a−1 : a ∈ A}.
A game subset A is a graph subset of cardinality n so that G is the
disjoint union A ∪ A−1 ∪ {e}. Thus, a game subset A is obtained by
choosing one element from each of the pairs {i, i−1}. It follows that
there 2n game subsets.
If A is a graph subset, then the associated digraph is Γ[A] = {(i, j) :
i−1j ∈ A}. For k ∈ G define the left translation map ℓk on G by ℓk(i) =
ki. Each ℓk is an automorphism of Γ[A] and so Γ[A](i) = ℓi(A) = iA
for i ∈ G, while Γ[A]−1(i) = ℓi(A−1) = iA−1. It follows that Γ[A] is
Eulerian and if A is a game subset, then Γ[A] is a tournament and so
is a game. We call a game of this sort a group game .
It is easy to see that Γ[A] is connected when A generates the group
and that, otherwise, the left cosets of the subgroup generated by A
decompose the graph into separate pieces. When A generates G the
digraph Γ[A] is the Cayley graph of the group G with respect to the
set A of generators.
Notice that if A is a graph subset (or a game subset), then A−1 is a
graph subset (resp. a game subset) and Γ[A−1] is the reversed digraph
Γ[A]−1.
If H is a subgroup of G and A is a graph subset (or a game subset)
for G, then A ∩H is a graph subset (resp. a game subset) for H and
Γ[A ∩H ] is the restriction Γ[A]|H .
We could define a right hand graph associated with A by {(i, j) :
ji−1 ∈ A}. We do not bother, because it is clear that the map i→ i−1
is an isomorphism from Γ[A] onto the right hand game associated with
A−1. In the abelian case the right hand game for A is the same as Γ[A]
and so when G is abelian, the map i → i−1 is an isomorphism from
Γ[A] to the reversed game Γ[A−1].
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Lemma 3.1. Let A and B be graph subsets of G and let ρ ∈ S(G), i.e.
ρ is a permutation of G. The following are equivalent
(i) ρ is an isomorphism from Γ[A] to Γ[B].
(ii) For all i, j ∈ G i−1j ∈ A ⇐⇒ ρ(i)−1ρ(j) ∈ B.
(iii) For all i ∈ G, ρ(iA) = ρ(i)B.
In particular, if ρ is an isomorphism from Γ[A] to Γ[B], then ρ(e) = e
implies ρ(A) = B.
Proof. It is obvious that (i) ⇔ (ii) and (ii)⇔ (iii). From (iii), ρ(e) = e
implies ρ(A) = B.

Remark: If A is a graph subset and ρ is a permutation with ρ(e) =
e, then i−1 ∈ A ⇔ ρ(i)−1 ∈ B implies that B is a graph subset.
Otherwise, there exist i1, i2 ∈ A such that ρ(i1) = j, ρ(i2) = j−1 ∈ B.
Hence, i−11 ∈ A and so A is not a graph subset.
Let a finite group T act on a finite set I. The action is called free
when ti = i for some i ∈ I only when t is the identity element of T .
The action is called effective when ti = i for all i ∈ I only when t is the
identity element of T . Of course, a free action is effective. The action
is called transitive if for some i ∈ I, I = T i where T i = {ti : t ∈ T} is
the T orbit of i. In that case, I = T i for all i ∈ I.
Here are some useful facts about such actions.
Proposition 3.2. Let a finite group T act on a finite set I.
(a) The group T acts freely on I if and only if for all i ∈ I the map
t → ti from T to I is injective. In particular, if T acts freely
on I then |T | divides |I|.
(b) Any two of the following three conditions implies the third.
• The group T acts freely on I.
• The group T acts transitively on I.
• The cardinalities |T | and |I| are equal.
(c) If T is abelian and acts effectively and transitively on I, then it
acts freely on I and |T | = |I|.
(d) Assume that |I| is prime. If T acts transitively on I, then T
contains a cyclic subgroup H which acts transitively on I. If,
in addition, the action of T is effective, then |H| = |I|.
(e) Assume that |T | = |I| = k and that the group T is cyclic with
generator t. The group acts freely on I if and only if regarded
as a permutation on I, t consists of a single k-cycle. If k is
prime and the action is non-trivial then it is free.
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(f) Assume that |T | = 2n+1 and that T acts freely on I. If A ⊂ I
with |A| = n, then t(A) = A if and only if t is the identity
element of T .
(g) If |T | and |I| are odd then the number of T orbits in I is odd.
Proof. (a): If t0i = i for some t0 not the identity then the map t 7→ ti
is not injective. If t0i = t1i with t0 6= t1 then t−11 t0i = i. In any case, I
is the disjoint union of the orbits T i. When the action is free, each of
these has cardinality |T |. So |I| is a multiple of |T |.
(b): Assume first that |T | = |I|. Since the cardinalities are finite and
equal, the map evi : T → I given by t 7→ ti is injective if and only if it
is surjective. On the other hand, if the map is bijective, then |T | = |I|.
(c): Assume that ti = i. If j ∈ I, then because the action is transi-
tive, there exists s ∈ T such that si = j. Because the group is abelian,
tj = tsi = sti = si = j. That is, tj = j for all j and so t is the identity
because the action is effective. Then (b) implies that |T | = |I|.
(d): Assume that p = |I|, which is assumed to be prime. Fix i ∈ I
and let Isoi = (evi)
−1({i}) = {t : ti = i}. This is a subgroup of T called
the isotropy subgroup of i. Since ti = si if and only if t−1s ∈ Isoi, it
follows that evi factors to define an injection from T/Isoi, the set of
left cosets {tIsoi : t ∈ T}, into I. Since the action is transitive, the
induced map is a bijection and so the subgroup Isoi has index p. We
need the following bit of group theory.
Lemma 3.3. If T is a finite group and J is a subgroup with prime in-
dex, then there exists a cyclic subgroup H of T such that the restriction
to H of the quotient map T → T/J is surjective.
Proof. Assume that |T/J | = p and that |J | = pea with e ≥ 0 and a
relatively prime to p. Then |T | = pe+1a. By the First Sylow Theorem
[15] Theorem 4.2.1, there exists a subgroup P of T with |P | = pe+1.
It follows that P is not contained in J . Let t ∈ P \ J . Since P is a
p-group, t has order a power of p. Let H be the cyclic group generated
by t. Hence, |H/(H ∩ J)| is a positive power of p and the restriction
of the quotient map factors to an injection from H/(H ∩ J) into T/J .
Since |T/J | = p, this map is a bijection and so the quotient map takes
H onto T/J . 
Now apply the Lemma with J = Isoi. If j ∈ I, there exists t ∈ T
such that ti = j. There exist h ∈ H and s ∈ Isoi such that t = hs.
Hence, hi = hsi = ti = j. That is, H acts transitively.
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If, in addition, the action of T is effective, then the abelian group
H acts transitively and effectively and so by (c) the action is free with
|H| = |I|.
(e): If the action is free and i ∈ I, then (i ti . . . tk−1i) is a k-cycle.
Conversely, if this is a k-cycle, then the action is transitive and so is
free by (b). In any case, the generator t acts as a permutation whose
order divides the order of t which is k. The order of the generator is the
least common multiple of the orders of the cycles contained therein. If
k is a prime, then either all cycles have order 1 and the action is trivial
or there is a k-cycle and the action is free.
(f): Let G be the subgroup generated by t. The order |G| divides
2n+ 1. On the other hand if A is invariant and the action is free then
G acts freely on A. So by (a), |G| divides |A| = n. Since n and 2n+ 1
are relatively prime, |G| = 1 and so t is the identity element.
(g): Observe that distinct orbits are disjoint. For i ∈ I, the map evi
factors to a bijection of the quotient T/Isoi onto the orbit T i. Hence,
|T i| is odd for every i. Thus, the orbits partition the odd cardinality
set I into sets of odd cardinality and so there must be an odd number
of them.

Theorem 3.4. (a) Let Π be a digraph on the set of elements of a group
G. The group G acting freely on itself by left translation is a subgroup
of Aut(Π) if and only if there exists a -necessarily unique- graph subset
A of G such that Π equals Γ[A] the associated digraph.
(b) The left translation action of G induces a free action on the
collection of translates of game subsets, i.e. for a game subset A, iA =
jA implies i = j.
Proof. (a): It is clear from the definition of Γ[A] that each left trans-
lation is an automorphism. On the other hand, if the translations are
automorphisms, then let A = Π(e). It is clear that i → j if and only
if e = ℓi−1(i) → ℓi−1(j) = i−1j. That is, i → j if and only if i−1j ∈ A.
Since Π is a digraph, 0→ i implies that i9 0 and so 0 9 i−1. Thus,
A is a graph subset and Π = Γ[A].
(b): This follows from Proposition 3.2 (f) or from Proposition 2.2
(a) applied to Γ[A].

From (a) we obtain the following result of Turner [31].
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Corollary 3.5. Let Π be a digraph on I with |I| = 2n + 1 prime. If
Aut(Π) acts transitively on the set I, then there exists a graph subset
A of Z2n+1 such that Π is isomorphic to Γ[A] on Z2n+1.
Proof. By definition Aut(Π) is a subgroup of S(I) and so acts effectively
on I. By Proposition 3.2 (d) and (c) there exists a cyclic subgroup H
of Aut(Π) which acts freely and transitively on I and with |H| = |I|.
We can identify H with Z2n+1 since it is cyclic and also with I via
evi(h) = hi for any fixed i ∈ I. Thus, we can regard Π as a digraph
on Z2n+1 and the translation action is identified with a subgroup of
Aut(Π). With these identifications, Π becomes a digraph of the form
Γ[A] by Theorem 3.4 (a). 
For any group G we will regard G as a subgroup of S(G) by iden-
tifying i ∈ G with the left translation ℓi. For any graph subset A of
a group G we will use this identification to regard G as a subgroup of
Aut(Γ[A]).
For a finite group G let G∗ denote the automorphism group of G.
That is, ξ ∈ G∗ if and only if ξ : G → G is a group isomorphism.
For the ring of integers mod 2n + 1 the group of units Z∗2n+1 consists
of those i 6= 0 which are relatively prime to 2n + 1 of which there
are φ(2n + 1) (defining the Euler φ-function). For a ∈ Z2n+1 we let
ma denote multiplication by a so that ma(i) = ai. If ρ : Z2n+1 →
Z2n+1 is an additive group homomorphism and a = ρ(1) then since
i = 1 + 1 · · · + 1 (i times) it follows that ρ(i) = ai = ma(i). In
particular, identifying a ∈ Z∗2n+1 with ma in the automorphism group
of Z2n+1 we regard Z
∗
2n+1 as the automorphism group of Z2n+1.
Theorem 3.6. Let A be a graph subset of G with Γ[A] the associated
digraph.
(a) If ξ ∈ G∗, then ξ(A) is a graph subset and ξ is an isomorphism
from Γ[A] to Γ[ξ(A)].
(b) The group Aut(Γ[A]) is commutative if and only if G is com-
mutative and Aut(Γ[A]) = G, i.e. the left translations are the only
automorphisms of Γ[A].
(c) Assume that Aut(Γ[A]) = G. If B is a graph subset with Γ[B]
isomorphic to Γ[A], then there is a unique ξ ∈ G∗ such that B = ξ(A)
and ρ = ξ is the unique isomorphism ρ : Γ[A]→ Γ[B] such that ρ(e) =
e. In particular, the set {ξ(A) : ξ ∈ G∗} is the set of graph subsets B
such that Γ[B] is isomorphic to Γ[A]. Thus, there are exactly |G∗| such
graph subsets.
30 ETHAN AKIN
(d) If A ⊂ Z2n+1 is a graph subset such that Aut(Γ[A]) = Z2n+1 then
the set {ma(A) : a ∈ Z∗2n+1} is the set of graph subsets B such that
Γ[B] is isomorphic to Γ[A]. Thus, there are exactly φ(2n + 1) such
game subsets.
Proof. (a): Since ξ is a bijection with ξ(e) = e and ξ(i−1) = ξ(i)−1, it
follows that ξ(A) ∩ ξ(A)−1 = ξ(A ∩ A−1) = ∅ and so ξ(A) is a graph
subset.
We have i−1j ∈ A if and only if ξ(i)−1ξ(j) = ξ(i−1j) ∈ ξ(A). Hence,
ξ is an isomorphism from Γ[A] to Γ[ξ(A)].
(b): As is well-known, if ρ is a permutation of G which commutes
with left translations, then ρ is a right translation, because ρ(i) =
ρ(ℓi(e)) = ℓiρ(e) = iρ(e). If Aut is commutative, then the subgroup G
is commutative and every element is a translation, i.e. Aut = G.
(c): By composing with a translation we can assume that ρ : Γ[A] −→
Γ[B] satisfies ρ(e) = e. Consider the translation ℓρ(i) on Γ[B]. ρ
−1 ◦
ℓρ(i) ◦ ρ is an automorphism of Γ[A] and so is a left translation. Since
e ∈ A is mapped to i, it is ℓi. That is, ρ ◦ ℓi = ℓρ(i) ◦ ρ. Applied to j,
this says ρ(ij) = ρ(i)ρ(j). That is, ρ ∈ G∗.
If ρˆ : Γ[A] −→ Γ[B] is an isomorphism fixing e then ρ−1 ◦ ρˆ is an
automorphism of Γ[A] which fixes e. However, the identity is the only
such automorphism. Hence, ρˆ = ρ.
(d): This is just (c) with G = Z2n+1. Observe that |G∗| = φ(2n+1).

In Z2n+1 we let [1, n] = {1, . . . , n} and Oddn = {2k − 1 : k =
1, . . . , n}.
Theorem 3.7. The set [1, n] is a game subset of Z2n+1 with Aut(Γ[[1, n]])
= Z2n+1.
Proof. Since 2n+ 1− k = n+ (n+ 1− k), −[1, n] = [n+ 1, 2n] and so
[1, n] is a game subset.
If ρ ∈ Aut(Γ[[1, n]] with ρ(0) = i we may compose with the transla-
tion ℓ−i to obtain an automorphism which fixes 0. It suffices to show
that if ρ is an automorphism which fixes 0 then ρ is the identity.
Let A = [1, n] and Γ = Γ[A]. By Lemma 3.1 ρ(A+ i) = A+ ρ(i) and
since ρ fixes 0, ρ(A) = A.
For p = 1, . . . , n, A∩ (A+ p) = {i : p < i ≤ n} which contains n− p
elements.
Thus, p is the unique element i of A such that A ∩ (A + i) contains
n− p elements. Since ρ(A∩ (A+ i)) = A∩ (A+ ρ(i)), it follows that ρ
fixes every element of [1, n]. −(A∩A+ i) = −A∩ (−A+(−i)). Hence,
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−p = 2n+1−p is the unique element i of −A such that −A∩ (−A+ i)
contains n− p elements. Thus, ρ fixes every element of Z2n+1.

Notice that n ∈ Z∗2n+1 and mn(2k + 1) = n− k mod 2n+ 1. Hence,
mn(Oddn) = [1, n]. Thus, Oddn is a game subset of Z2n+1 with Γ[Oddn]
isomorphic to Γ[[1, n]] via mn.
Observe that for A = [1, n] the tournament which is the restriction
Γ[A]|A is the standard order on [1, n].
Proposition 3.8. If Π is a game of size 2n + 1, then the reducibility
graph rΠ is a cycle if and only if Π is isomorphic to the group game
Γ[[1, n]] on Z2n+1.
Proof. Using Proposition 2.5 it is easy to check that Π is a game with
rΠ = 〈i0, . . . , i2n〉 if and only if p 7→ ip is an isomorphism from Γ[Oddn]
to Π.

Recall that there are 2n game subsets of Z2n+1. With n = 1, 2, we
have 2n = φ(2n+ 1), which must be true since in those cases there is,
up to isomorphism, only one game.
Corollary 3.9. If n > 2 then there exists a game subset A ⊂ Z2n+1
such that Γ[A] is not isomorphic to Γ[[1, n]].
Proof. By Theorem 3.7 and Theorem 3.6(d) there are φ(2n+ 1) game
subsets A such that Γ[A] is isomorphic to Γ[[1, n]]. On the other hand,
there are 2n game subsets. For n > 2, φ(2n+ 1) ≤ 2n < 2n.

Theorem 3.10. For a finite group G of order 2n+1, the following are
equivalent.
(i) |G∗| is a power of 2.
(ii) |G∗| divides 2n.
(iii) The order of every element of G∗ is a power of 2.
(iv) For every game subset A ⊂ G, and ξ ∈ G∗, ξ(A) = A implies
ξ = 1G.
(v) The group G∗ acts freely on the set of game subsets of G.
Proof. (ii) ⇒ (i): Obvious.
(i)⇒ (iii): The order of each element divides the order of the group.
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(iii) ⇒ (iv): If ξ(A) = A then ξ is an automorphism of Γ[A]. Since
the order of ξ is a power of 2, the order must be 1 by Proposition 1.8,
i.e. ξ is the identity 1G.
(iv) ⇒ (v): This is the definition of a free action.
(v)⇒ (ii): By Proposition 3.2 (a), |G∗| divides the cardinality of the
set of game subsets which is 2n.

A prime of the form 2m + 1 is called a Fermat prime. For such a
prime,m itself must be a power of two. To see this, observe that if a > 1
is an odd divisor of m then x + 1 divides xa + 1 and the quotient has
integer coefficients. Hence, with x = 2m/a we see that 2m/a + 1 divides
2m + 1. It follows that that Fk = 2
2k + 1 are the only possibilities.
Fermat discovered that for k = 0, 1, 2, 3, 4 these are indeed primes: 3,
5, 17, 257, 65537. See, e. g. [18] Section 2.5. However, these are the
only Fermat primes which are known to exist.
Theorem 3.11. For the odd number 2n+1 > 1 the following conditions
are equivalent.
(i) φ(2n+ 1) is a power of 2.
(ii) φ(2n+ 1) divides 2n.
(iii) The order of every element of Z∗2n+1 is a power of 2.
(iv) For every game subset A ⊂ Z2n+1, and a ∈ Z∗2n+1, ma(A) = A
implies a = 1.
(v) The group Z∗2n+1 acts freely on the set of game subsets of Z2n+1.
(vi) 2n+ 1 is a square-free product of Fermat primes.
Proof. The equivalence of (i)-(v) is the special case of Theorem 3.10
with G = Z2n+1.
(i) ⇔ (vi): Write the prime factorization of 2n + 1 as Πka=1peaa with
ea ≥ 1. Each pa is an odd prime and φ(2n + 1) = Πka=1pea−1a (pa − 1).
If ea > 1 then pa|φ(2n + 1). Hence, φ(2n + 1) can be a power of 2
only when ea = 1 for all a, i.e. φ(2n + 1) is square-free. In that case,
φ(2n+ 1) = Πka=1(pa − 1) and so φ(2n+ 1) is a power of 2 if and only
if each pa − 1 is a power of 2, i.e. each pa is a Fermat prime.

If 2n + 1 is not a square-free product of Fermat primes, then Z∗2n+1
does not act freely on the game subsets and so there exists a game
subset A ⊂ Z2n+1 and a ∈ Z∗2n+1 with a 6= 1 such that ma ∈ Aut(Γ[A]).
However, we can obtain a sharper result.
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Theorem 3.12. If G is a finite group and H is a non-trivial subgroup
of G∗ with both G and H of odd order, then there exists a game subset
A ⊂ G such that H ⊂ Aut(Γ[A]).
Proof. The group H acts on G and for i ∈ G we let Hi denote {ξ(i) :
ξ ∈ H}, the H orbit of i in G. Distinct orbits are disjoint. The identity
element e is a fixed point, i.e. {e} = He. If ξ ∈ G∗ and i 6= e in G, then
ξ(i) = i−1 implies that ξ has even order. To see this note that i ∈ G has
odd order and so i 6= i−1. Furthermore, ξ2(i) = ξ(i−1) = ξ(i)−1 = i.
Thus, ξk(i) = i for k even while ξk(i) = i−1 for k odd. Hence, ξ has
even order. In particular, ξ cannot be an element of H . Thus, for
i 6= e the orbits Hi and H(i−1) are disjoint. Furthermore, j → j−1 is
a bijection from Hi to H(i−1) and so |Hi| = |H(i−1)|.
Let i1, . . . , im ∈ G \ {e} so that {Hi1 ∪ H(i−11 ), . . . , Him ∪ H(i−1m )}
is a partition of G \ {e}. Define A = Hi1 ∪ · · · ∪ Him to obtain a
game subset which is invariant with respect to the H action. By using
H(i−1k ) instead of Hik for k in an arbitrary subset of {1, . . . , m} we
obtain the 2m game subsets which are H invariant.

In particular, if p is an odd prime which divides |G∗| then there exists
ξ ∈ G∗ of order p by the first Sylow Theorem. Theorem 3.12 implies
that there exist game subsets A ⊂ G such that ξ ∈ Aut(Γ[A]). With H
the order p cyclic group generated by ξ, each orbit Hi has cardinality
p or 1. Since ξ is not the identity, not all points are fixed and so at
least some orbits have cardinality p. If all have cardinality p, then H
acts freely on G \ {e} and on A. It then follows that p divides |A| = n.
That is, p is a common factor of n and |G∗| (which is φ(2n+ 1) when
G = Z2n+1).
With G = Z2n+1, if p is a prime such that p
2|2n+1, then p|φ(2n+1),
but p ∤ n since n and 2n + 1 are relatively prime. With 2n + 1 = 21,
n = 10 and φ(2n+1) = 12 with no odd common factor. With 2n+1 =
35, n = 17 and φ(2n+ 1) = 24 which are relatively prime.
We will see below that if 2n+1 is composite, then there exists a game
subset A such that the inclusion Z2n+1 ⊂ Aut(Γ[A]) is proper and so
Aut(Γ[A]) is non-abelian. It follows that the only possible numbers n
for which it may happen that Z2n+1 = Aut(Γ[A]), or, equivalently, that
Aut(Γ[A]) is abelian, for every game subset A ⊂ Z2n+1, are those with
2n + 1 a Fermat prime. This is trivially true for 3 and 5. We do not
know the answer for 17 or the other known Fermat primes.
Using the argument of Theorem 3.12 we can construct an interesting
class of examples.
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Example 3.13. Let p be a prime number congruent to −1 mod 4 so that
p = 2n+1 with n odd and let k be an odd number so so that pk = 2m+1
with m odd. Let G be the product group (Zp)
k. In particular, if k = 1
then G = Zp and m = n.
There is a group game Γ on G and a group game Π on Zm such that
for every i ∈ G the restrictions of Γ to Γ(i) and to Γ−1(i) are subgames
of Γ which are isomorphic to Π.
Proof. We use some elementary results from the theory of finite fields,
see, e.g. [23]. By Theorem 1.2.5 of [23] there exists a finite field F of
order pk which is unique up to isomorphism. The additive group G of
the field is a Zp vector space of dimension k and so we can identify it
with (Zp)
k. Let F ′ be the multiplicative group of nonzero elements of
F so that F ′ has order 2m.
For a ∈ F the quadratic equation x2 = a has at most two roots in
F . Since the characteristic of the field is odd, a 6= −a if a 6= 0. Hence,
the map sq on F given by sq(a) = a2 restricts to a two-to-one map on
F ′ and so its image on F ′ is a subgroup H of F ′ with order m. If i ∈ H
then the order o of i divides m and so is odd. Hence, the order of −i is
2o and so −i 6∈ H . It follows that H is a game subset of the additive
group G and we let Γ = Γ[H ].
Now H itself is invariant under the group H acting by multiplication.
Hence, as in the proof of Theorem 3.12, the multiplications by elements
of H are automorphisms of Γ. If we let Π denote the restriction of Γ to
H = Γ(0), then Π is a tournament on the multiplicative group H and
the translation maps by elements of H on H (by multiplication) are
automorphisms of Π because they are restrictions of the automorphisms
of Γ. It follows from Theorem 3.4 (a) that Π is a group game on H .
Recall that Γ[−H ] is the reverse game Γ[H ]−1. The map i 7→ −i is
an isomorphism from Γ[H ] to Γ[−H ] which maps −H to H . So it maps
maps Γ|(−H) = Γ|(Γ−1(0)) isomorphically to (Γ|H)−1 = Π−1. But Π
is a group game on a commutative group and so it is isomorphic to its
reversed game. Thus, Γ|(Γ−1(0)) is isomorphic to Π.
Translation in G (by addition) is an automorphism of Γ and so ℓi re-
stricts to an isomorphism from Γ|(Γ(0)) to Γ|(Γ(i)) and from Γ|(Γ−1(0))
to Γ|(Γ−1(i)). Hence, all of these restrictions are isomorphic to Π.
Finally, by Theorem 1.2.8 of [23] the multiplicative group F ′ is cyclic
and so the subgroup H is cyclic. Thus, H is isomorphic to the additive
group Zm and we can identify Π with a group game on Zm.

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Remark: If ρ is a nontrivial field automorphism of F , then ρ com-
mutes with sq and so leaves H invariant. Hence, ρ is an automorphism
of the group game Γ[H ]. Observe that since ρ is the identity on the sub-
field Zp, ρ is neither a translation by an element of G nor multiplication
by an element of F ′.
Finally, we observe that the only group games which are reducible
are those on Z2n+1 which are isomorphic to Γ[Oddn] or, equivalently,
isomorphic to Γ[[1, n]].
Theorem 3.14. (a) If A ⊂ Z2n+1 is a game subset with Γ[A] reducible,
then A = ma(Oddn) for a unique a ∈ Z∗2n+1. Conversely, for a ∈ Z∗2n+1,
a is the unique element of Z2n+1 such that Γ[ma(Oddn)] is reducible via
0→ a.
(b) If a group G is not cyclic, then for no game subset A of G is
Γ[A] reducible.
Proof. Assume A is a game subset for a group G. If Γ[A] is reducible
via u→ v, then it is reducible via e→ u−1v.
Notice that e→ a if and only if a ∈ A. The following are equivalent.
• Γ[A] is reducible via e→ a.
• a ∈ A and A ∩ aA = ∅.
• A−1 = aA.
Observe that c ∈ A∩aA if and only if e→ c and a→ c. By Proposition
2.2 (d), the set of such c is empty if and only if Γ[A] is reducible via
{e, a}. If a ∈ A then e 6∈ aA and so aA = A−1 if and only if A and aA
are disjoint.
From Proposition 2.2 (f), it follows that {a ∈ A : Γ[A] is reducible
via e→ a} consists of at most one element.
(a): In this case G = Z2n+1 and so Γ[A] is reducible via e→ a if and
only if −A = a+ A.
The game Γ[Oddn] is reducible via 0→ 1 because Oddn+1 = −Oddn.
For a ∈ Z∗2n+1, ma is an isomorphism from Γ[Oddn] to Γ[ma(Oddn)] and
so Γ[ma(Oddn)] is reducible via 0→ a.
Now assume that Γ[A] is reducible via 0→ a. Then it cannot happen
that i, i + a ∈ A and if i, i + a were in −A then −(i + a),−i = −(i +
a) + a ∈ A. So it cannot happen that i, i+ a ∈ −A.
If a ∈ Z∗2n+1 then a is a generator of the additive group Z2n+1 and so
ma is a permutation of Z2n+1 mapping 0, 1, 2, . . . , 2n to 0, a, 2a, . . . , 2na.
Since a ∈ A, (2k − 1)a ∈ A, 2ka ∈ −A for a = 1, . . . , n. That is,
A = ma(Oddn).
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If a 6∈ Z∗2n+1 then the order of a is a proper divisor of 2n+1 and the
cyclic subgroup generated by a is a proper subgroup of Z2n+1 and the
result follows by the proof in part (b).
(b): Now assume that G is a general group of odd order, and that
the cyclic subgroup H generated by a is a proper subgroup of G. This
applies to all a ∈ G when G is not cyclic. Let 2k + 1 = |H| and
2n+ 1 = |G|.
In general, if Γ[A] is reducible via 0 → a then aA ∩ A = ∅. Conse-
quently, b ∈ A implies ab 6∈ A. So for any b ∈ G, no successive members
of the sequence b, ab, a2b, . . . lie in A. This implies that |A ∩Hb| is at
most k. The number of right cosets Hb is (2n + 1)/(2k + 1). Since
k < n, this would imply that n > [(2n + 1)/(2k + 1)] · k ≥ |A| which
contradicts |A| = n.

Notice that [1, n] + n = [n + 1, 2n] ⊂ Z2n+1 so Γ[[1, n]] is reducible
via 0→ n. Thus, we see again that [1, n] = mn(Oddn).
4. Inverting Cycles
While we are most interested in games, the results of this section
are equally applicable for more general tournaments and so we will
consider the more general case.
Assume that Π and Γ are tournaments on the set I. Let ρ ∈ S(I), i.e.
a permutation on I. Recall that ρ¯ = ρ× ρ is the product permutation
on I × I.
We define
(4.1) ∆(ρ,Π,Γ) = Π ∩ (ρ¯)−1(Γ−1) = {(i, j) ∈ Π : (ρ(j), ρ(i)) ∈ Γ}.
That is, ∆(ρ,Π,Γ) consists of those edges of Π which are reversed by
ρ¯. For the special case when ρ = 1I we will write
(4.2)
∆(Π,Γ) = ∆(1I ,Π,Γ) = {(i, j) ∈ Π : (j, i) ∈ Γ} = ∆(Γ,Π)−1.
If ρ12 ∈ S(I) is an isomorphism from Γ1 to Γ2 and ρ ∈ S(I), then
(4.3) ∆(ρ,Π,Γ1) = ∆(ρ12 ◦ ρ,Π,Γ2).
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We will say that ρ ∈ S(I) preserves scores , or is a score-preserving
permutation, from Π to Γ if |Γ(ρ(i))| = |Π(i)| for all i ∈ I. It then
follows that |Γ−1(ρ(i))| = |I|−1−|Γ(ρ(i))| = |I|−1−|Π(i)| = |Π−1(i)|.
We will say that Π and Γ have the same scores when the identity on I
preserves scores from Π to Γ, i.e. |Γ(i)| = |Π(i)| for all i ∈ I. Between
two games on I any permutation preserves scores.
Proposition 4.1. Assume that Π and Γ are tournaments on the set I
and ρ ∈ S(I). The permutation ρ preserves scores from Π to Γ if and
only if ∆(ρ,Π,Γ) is Eulerian.
Proof. Let ∆ = ∆(ρ,Π,Γ). Thus, ∆ is a subgraph of Π and ρ¯(∆−1) is
a subgraph of Γ.
The permutation ρ is an isomorphism from Π \∆ to Γ \ ρ¯(∆−1) and
is an isomorphism from ∆−1 to ρ¯(∆−1) ⊂ Γ.
Π(i) = (Π \∆)(i) ∪∆(i),
Γ(ρ(i)) = ρ[(Π \∆)(i)] ∪ ρ[∆−1(i)].(4.4)
The unions are disjoint and the permutation ρ preserves cardinality.
So it follows that |Π(i)| = |Γ(ρ(i))| if and only if |∆(i)| = |∆−1(i)|.

If ∆ is a subgraph of Π then we define Π with ∆ reversed by
(4.5) Π/∆ = (Π \∆) ∪ ∆−1.
If ∆1 and ∆2 are subgraphs of Π then clearly
(4.6) ∆1 ∩∆2 = ∅ =⇒ Π/(∆1 ∪∆2) = (Π/∆1)/∆2.
Notice that if, as above, ∆1 and ∆2 are disjoint, then ∆2 is a subgraph
of Π/∆1. Recall that disjoint subgraphs may have vertices in common.
Proposition 4.2. Assume that Π and Γ are tournaments on I. If ∆
is a subgraph of Π, then Π/∆ = Γ if and only if ∆ = ∆(Π,Γ). In
particular,
(4.7) ∆ = ∆(Π,Π/∆)
The tournament Π/∆ has the same scores as Π if and only if ∆ is
Eulerian.
Proof. The first part is obvious. The rest follows from Proposition 4.1.

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Corollary 4.3. If Π is a game on I, ∆ ⊂ Π is Eulerian and u, v ∈ I,
then any two of the following conditions implies the third.
(i) The game Π is reducible via {u, v}.
(ii) The game Π/∆ is reducible via {u, v}
(iii) The graph ∆|(I \ {u, v}) is Eulerian.
Proof. It is clear that
(4.8) (Π/∆)|(I \ {u, v}) = (Π|(I \ {u, v}))/(∆|(I \ {u, v}))
Condition (i) is equivalent to the assumption that Π|(I \ {u, v}) is a
game.
By Equation (4.8), condition (ii) is equivalent to the assumption that
(Π|(I \ {u, v}))/(∆|(I \ {u, v})) is a game.
So assuming (i), (ii) ⇔ (iii) by Proposition 4.2. Similarly, assuming
(ii), (i) ⇔ (iii) by applying the previous result, replacing Π by Π/∆
and ∆ by ∆−1.

It follows from Proposition 4.2 that if Π and Γ are any two tourna-
ments on I with the same scores, then Γ is equal to Π with ∆ reversed
for ∆ the Eulerian subgraph ∆(Π,Γ).
Corollary 4.4. If Π is a tournament on I, then the number of tourna-
ments on I with the same scores as Π is exactly the number of Eulerian
subgraphs of Π. In particular, the number of Eulerian subgraphs of a
tournament depends only on the score vector.
Proof. If Γ is a tournament on I, then by Proposition 4.2 Γ = Π/∆
with ∆ = ∆(Π,Γ) and by Proposition 4.1 Γ has the same scores if
and only if ∆ is Eulerian. Hence, the set of tournaments Γ with the
same scores is in a one-to-one correspondence with the set of Eulerian
subgraphs of Π via Γ↔ ∆(Π,Γ). 
The following is a theorem of Ryser [26], see also [22] Theorem 35
and [7].
Theorem 4.5. Assume that Π and Γ are tournaments with the same
score on I. There exists a finite sequence Π1, . . . ,Πk of tournaments on
I with Π1 = Π and Πk = Γ and such that for p = 1, . . . , k − 1, Πp+1 is
Πp with some 3-cycle reversed. In particular, all of these tournaments
have the same score.
If Γ is obtained from Π be reversing a single cycle of length ℓ then a
sequence can be chosen with k = ℓ− 2.
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Proof. In one step we can get from Π to Γ with Γ equal to Π with the
Eulerian subgraph ∆(Π,Γ) reversed.
By Theorem 1.5, ∆(Π,Γ) is a disjoint union of cycles. From (4.6)
and induction it follows that there exists a finite sequence Π1, . . . ,Πk of
games on I with Π1 = Π and Πk = Γ and such that for p = 1, . . . , k−1
Πp+1 is Πp with some cycle reversed.
Thus, we are reduced to the case when Γ = Π/∆ and ∆ is a cycle
〈i1, . . . , iℓ〉 with ℓ ≥ 3. We obtain the result by induction on the length
ℓ of the cycle. If ℓ = 3, then we get from Π to Γ immediately by
reversing a single 3-cycle. Now assume that ℓ > 3 and assume that the
result holds for shorter cycles.
Case 1 (i1 → i3 in Π): In this case, 〈i1, i3, . . . , iℓ〉 is an ℓ − 1 cycle
in Π and so we can get from Π to Γ˜ = Π/〈i1, i3, . . . , iℓ〉 via a sequence
of ℓ− 3 3-cycles by inductive hypothesis.
Observe that i3 → i1 in Γ˜ and so 〈i1, i2, i3〉 is a 3-cycle in Γ˜. Fur-
thermore, Γ = Π/〈i1, . . . , iℓ〉 = Γ˜/〈i1, i2, i3〉 because the edge between
i1 and i3 has been reversed twice. Thus, extending the Γ˜ sequence by
one we obtain the sequence from Π to Γ.
Case 2 (i3 → i1 in Π): We proceed as before reversing the order of
operations. This time 〈i1, i2, i3〉 is a 3-cycle in Π and 〈i1, i3, . . . , iℓ〉 is
an ℓ − 1 cycle in Γ˜ = Π/〈i1, i2, i3〉. Now Γ = Γ˜/〈i1, i3, . . . , iℓ〉 and so
by inductive hypothesis we can get from Γ˜ to Γ via a sequence of ℓ− 3
3-cycles.

Proposition 4.6. Let Π and Γ be tournaments on I and ρ ∈ S(I). If
∆ is a subgraph of Π, then ρ is an isomorphism from Π/∆ to Γ if and
only if ∆ = ∆(ρ,Π,Γ).
Proof. If ∆ = ∆(ρ,Π,Γ), then it is clear that ρ is an isomorphism from
Π/∆ to Γ.
On the other hand, if ρ is an isomorphism from Π/∆ to Γ, then (4.3)
and (4.7) imply that.
(4.9) ∆ = ∆(Π,Π/∆) = ∆(ρ ◦ 1I ,Π,Γ) = ∆(ρ,Π,Γ).

A decomposition for an Eulerian digraph Π is a pairwise disjoint set
of cycles with union Π. A maximum decomposition is a decomposition
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having maximum cardinality. We call the cardinality of a maximum
decomposition the span of Π, denoted σ(Π). The complement in Π of
the union of any pairwise disjoint collection of cycles in Π is Eulerian by
Lemma 1.4 and so by Theorem 1.5 any such collection can be extended
to a decomposition. Thus, the span is the maximum size of such a
collection. Furthermore, such a collection has cardinality equal to the
span if and only if it is a maximum decomposition.
The balance invariant of Eulerian digraph Π is defined to be
(4.10) β(Π) = |Π| − 2σ(Π).
That is, β(Π) is the number of edges minus twice the size of the max-
imum decomposition. Observe that if {C1, C2, . . . , Cp} is a maximum
decomposition of Π, then
(4.11) β(Π) =
p∑
r=1
β(Cr),
because if C is a cycle, β(C) = |C| − 2. Also, it is clear that if
{C1, C2, . . . , Cp} is a decomposition of Π then {C−11 , C−12 , . . . , C−1p } is
a decomposition of Π−1 and so β(Π) = β(Π−1).
The balance invariant and the following result were shown to me by
my colleague Pat Hooper.
Theorem 4.7. Let Π and Γ be tournaments with the same scores on
a set I.
(a) If a tournament Γ′ is obtained by reversing a 3-cycle in Γ, then
(4.12) |β(∆(Γ′,Π))− β(∆(Γ,Π))| = 1.
(b) If Π 6= Γ, then there exists a game Γ′ obtained by reversing a
3-cycle in Γ, such that
(4.13) β(∆(Γ′,Π)) = β(∆(Γ,Π))− 1.
(c) Assume that C is a 3-cycle contained in ∆(Γ,Π) but which is
not contained in any maximum decomposition of ∆(Γ,Π).If the
tournament Γ′ is obtained by reversing the 3-cycle C in Γ, then
(4.14) β(∆(Γ′,Π)) = β(∆(Γ,Π)) + 1.
Proof. Let the reverse of the given 3-cycle be 〈i1, i2, i3〉 so that 〈i1, i2, i3〉
is contained in Γ′. Let ∆ = ∆(Γ,Π) and ∆′ = ∆(Γ′,Π)
(a): Case 1: The 3-cycle is disjoint from ∆ and so its reverse is
contained in ∆′.
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Clearly, |∆′| = |∆| + 3. Given a maximum decomposition for ∆ we
can adjoin the 3-cycle to obtain a decomposition for ∆′. Hence,
(4.15) σ(∆′) ≥ σ(∆) + 1.
Now take a maximum decomposition for ∆′. If the 3-cycle is one
of the cycles of this decomposition then by removing it we obtain a
decomposition for Γ and so see that σ(∆) ≥ σ(∆′) − 1 and so we
obtain equality in (4.15). Hence,
(4.16) β(∆′) = |∆′| − 2σ(∆′) = |∆|+ 3− 2(σ(∆) + 1) = β(∆) + 1.
Thus, (4.12) follows.
Next suppose that (i1, i2) is contained in one cycle of the ∆
′ decom-
position and that (i2, i3) and (i3, i1) are contained in another. So we can
write these cycles 〈i2, r1, . . . , rk, i1〉 and 〈i1, s1, . . . , sℓ, i2, i3〉. In particu-
lar, i1 and i2 are vertices of ∆ as well as ∆
′. Thus, [i2, r1, . . . , rk, i1] and
[i1, s1, . . . , sℓ, i2] are simple paths in ∆ with no edges in common. It fol-
lows from Theorem 1.6 that the closed path [i1, s1, . . . , sℓ, i2, r1, . . . , rk, i1]
is an Eulerian subgraph of ∆. Writing it as a disjoint union of cycles
and using the remaining cycles of the ∆′ decomposition, we again ob-
tain σ(∆) ≥ σ(∆′)− 1 and so (4.12) follows as before.
Now suppose that (i1, i2), (i2, i3) and (i3, i1) are each contained in
separate cycles of the ∆′ decomposition. We can write these cycles
〈i2, r1, . . . , rk, i1〉,
〈i1, s1, . . . , sℓ, i3〉 and 〈i3, t1, . . . , tp, i2〉. So i1, i2 and i3 are vertices of
∆. Again we concatenate simple paths with no edges in common to
obtain the closed path
[i2, r1, . . . , rk, i1, s1, . . . , sℓ, i3, t1, . . . , tp, i2].
This time we obtain σ(∆) ≥ σ(∆′) − 2. Thus, σ(∆) + 1 ≤ σ(∆′) ≤
σ(∆) + 2. If σ(∆) + 1 = σ(∆′) then (4.16) holds and (4.12) follows. If,
instead σ(∆′) = σ(∆) + 2 then we obtain
(4.17) β(∆′) = |∆′| − 2σ(∆′) = |∆|+ 3− 2(σ(∆) + 2) = β(∆)− 1,
which still implies (4.12). This case does occur if the three vertices lie
on a cycle in the maximum decomposition of ∆. The length of such a
cycle would have to be at least 6.
Case 2: The 3-cycle is contained in ∆ and so its reverse is disjoint
from ∆′.
This follows from Case 1 by reversing the roles of Γ and Γ′.
Case 3: A single edge of the 3-cycle is contained in ∆ and so the
reverse of the other two edges is contained in ∆′.
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This time |∆′| = |∆|+ 1.
We may suppose that the edge (i2, i1) ∈ ∆. If 〈i1, r1, . . . , rk, i2〉 is
a cycle of a maximum decomposition for ∆ then 〈i1, r1, . . . , rk, i2, i3〉
is a cycle in ∆′ and together with the remaining cycles from the ∆
decomposition yields a decomposition of ∆′. Hence, σ(∆′) ≥ σ(∆).
Now take a maximum decomposition for ∆′. If the edges (i2, i3) and
(i3, i1) are contained in a single cycle, 〈i1, r1, . . . , rk, i2, i3〉, then revers-
ing the above procedure we obtain a decomposition for ∆ containing
〈i1, r1, . . . , rk, i2〉. Hence, σ(∆) = σ(∆′), and we get β(∆′) = β(∆)+1.
Suppose instead that the edges (i2, i3) and (i3, i1) are contained sep-
arate cycles 〈i1, r1, . . . , rk, i3〉 and 〈i3, s1, . . . , sℓ, i2〉 then
[i1, r1, . . . , rk, i3, s1, . . . , sℓ, i2, i1]
is a closed path in ∆ with distinct edges and so by Theorem 1.6 again
it is a union of cycles. Adjoining the remaining ∆′ cycles we see that
σ(∆) ≥ σ(∆′)−1. That is, σ(∆) ≤ σ(∆′) ≤ σ(∆)+1. If σ(∆) = σ(∆′)
then, as before, β(∆′) = β(∆) + 1. If σ(∆′) = σ(∆) + 1, then β(∆′) =
β(∆)− 1.
Case 4: Two edges of the 3-cycle are contained in ∆ and so the
reverse of the other edge is contained in ∆′.
This follows from Case 3 by reversing the roles of Γ and Γ′.
(b) ∆ is nonempty since Π 6= Γ. Among the maximum decomposi-
tions for ∆ we choose one such that the shortest cycle has the smallest
length possible. We label this shortest cycle 〈i1, i2, . . . , ik〉. Thus, k is
assumed to be the minimum length of any cycle in ∆ which occurs in
a maximum decomposition.
Claim: No (ip, iq) with q 6= p± 1 mod k lies in ∆.
Proof. If it did, then by relabeling we can assume that p = 1 and
2 < q < k. In particular, k ≥ 4. Then the cycle in the decomposition
which contains (i1, iq) is of the form 〈iq, r1, . . . , rℓ, i1〉 with ℓ ≥ k−2 ≥ 2.
The union of these two cycles is the same as the union of the cycles
〈r1, . . . , rℓ, i1, i2, . . . , iq〉 and 〈i1, iq, iq+1, . . . , ik〉. Replacing the initial
two cycles by these two we obtain a decomposition of ∆ with cardinality
σ(∆) and so is a maximum decomposition. Furthermore, it contains a
cycle of length less than k, contradicting the minimality of k. 
Case 1[k = 3]
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Reverse this 3-cycle to obtain Γ′. We see that |∆′| = |∆| − 3.
The remaining cycles provide a decomposition of ∆′. Hence, σ(∆′) ≥
σ(∆)−1. It follows that β(∆′) ≤ β(∆)−1. From (4.12) equality holds.
Case 2: [k ≥ 4 and (i3, i1) ∈ Γ].
From the Claim (i3, i1) ∈ Γ \∆.
Reverse the 3-cycle 〈i1, i2, i3〉. This time |∆′| = |∆| − 1. Now
〈i3, . . . , ik, i1〉 is a cycle of ∆′ which, together with the remaining ∆
cycles, provides a decomposition for ∆′. Thus, σ(∆′) ≥ σ(∆) and so
β(∆′) ≤ β(∆)− 1. Again, from (4.12) equality holds.
In general, by relabeling, Case 2 applies whenever for some p =
1, . . . , k, (ip+2, ip) ∈ Γ with p+ 2 reduced mod k.
In particular, if k = 4 and (i1, i3) ∈ Γ then the cycle is 〈i3, i4, i1, i2〉
with (i1, i3) ∈ Γ. Thus, Case 2 applies when k = 4.
Case 3: [k ≥ 5, and (ip, ip+2) ∈ Γ for p = 1, . . . , k (reducing the
indices mod k)].
Observe that, with respect to Γ, i5 is an output for i3 and i1 is an
input for i3. So there will exist q with 5 ≤ q ≤ k such that iq is
an output for i3 and iq+1 is an input for i3. By the above remarks
(i3, iq), (iq+1, i3) ∈ Γ \∆.
Reverse the 3-cycle 〈i3, iq, iq+1〉. |∆′| = |∆|+ 1. On the other hand,
〈i3, i4, . . . , iq〉 and 〈iq+1, . . . , ik, i1, i2, i3〉 are disjoint cycles of ∆′ which,
together with the remaining ∆ cycles, form a decomposition of ∆′.
Hence, σ(∆′) ≥ σ(∆) + 1. Thus, β(∆′) ≤ β(∆) − 1. Again equality
holds.
(c) Since C is contained in ∆(Γ,Π) it follows that ∆(Γ′,Π) = ∆(Γ,Π)\
C. Hence, |∆(Γ′,Π)| = |∆(Γ,Π)| − 3. On the other hand, the span
σ(∆(Γ′,Π)) ≤ σ(∆(Γ,Π))−2. For if we had a decomposition of size at
least σ(∆(Γ,Π))−1 then adjoining C we would obtain a decomposition
of Γ, containing C and of size at least σ(∆(Γ,Π)) which would have to
be a maximum decomposition, contrary to hypothesis. It thus follows
that β(∆(Γ′,Π)) ≥ β(∆(Γ,Π)) + 1 and so equality holds by part (a).

Remark: For a game Π it follows from the Claim in (b) that the
shortest cycle which occurs in a maximum decomposition has length 3.
On the other hand, it can happen that an Eulerian digraph ∆ contains
a unique 3-cycle and it does not occur in a maximum decomposition.
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For example, let
∆ = 〈0, 1, . . . , 8〉 ∪ 〈6, 3, 0〉 =
〈0, 1, 2, 3〉 ∪ 〈3, 4, 5, 6〉 ∪ 〈6, 7, 8, 0〉.(4.18)
From Theorem 4.7 we obtain
Corollary 4.8. If Π and Γ are two tournaments on I with the same
scores, then the minimum number of 3-cycle reversal steps needed to
get from Γ to Π is β(∆(Γ,Π)).
✷
We also have
Corollary 4.9. If Π and Γ are two tournaments on I with the same
scores, and Π is obtained from Γ be reversing k 3-cycles, then |∆(Γ,Π)|
and β(∆(Γ,Π)) are both congruent to k modulo 2.
Proof. Obviously, |∆(Γ,Π)| is congruent to β(∆(Γ,Π)) mod 2 and it
is easy to check directly that reversing a 3-cycle changes |∆(Γ,Π)| by
adding or subtracting either 1 or 3. Alternatively, the congruence result
follows from (4.13).

A tournament Γ has a decomposition into cycles if and only if it is
Eulerian and so is a game. If the decomposition consists entirely of
3-cycles then the decomposition is clearly maximum.
If I is a set of size p, then a set of Steiner triples for I is a set of
three element subsets, called triples, such that each pair of elements
is contained in exactly one triple. That is, the p(p − 1)/2 pairs are
partitioned into p(p − 1)/6 triples. For each triple {i, j, k} there are
two possible orientations defining 3-cycles 〈i, j, k〉 or 〈k, j, i〉. Choosing
the orientations arbitrarily leads to a game and so we obtain 2p(p−1)/6
games on I. Since these are games, the size p must be odd with p(p−
1) divisible by 6. Thus, p must be congruent to 1 or 3 modulo 6.
Equivalently, if p = 2n + 1, then n is congruent to 0 or 1 mod 3
and the n(2n + 1) edges are partitioned into n(2n + 1)/3 triples. The
question of which sizes p admit sets of such triples was raised in 1833
and was solved in 1847 by Rev. T. P. Kirkman [19] who showed that
these congruence conditions are sufficient as well as necessary. Explicit
constructions are given in [6],[29] and [30]. The latter shows that if n
is congruent to 2 modulo 3, then there exist games of size 2n+1 with a
decomposition consisting of [n(2n+1)− 4]/3 3-cycles and one 4-cycle.
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We will call a game a Steiner game when it admits a decomposition
consisting of 3-cycles.
5. Interchange Graphs
Recall that an undirected graph on a finite set X is represented by
a symmetric relation R on X , disjoint from the diagonal. That is,
R = R−1 and R ∩ 1X = ∅. There is an edge between x and y when
(x, y), (y, x) ∈ R. The distance d(x, y) between vertices x, y of the
graph is the smallest n such that there is a path [x = x0, . . . , xn = y].
We regard x = x0 = x as a path of length zero so that d(x, x) = 0.
A path [x = x0, . . . , xn = y] which achieves this minimum length is
called a geodesic connecting x and y. It then follows for 0 ≤ i ≤ j ≤ n
that [xi, . . . , xj] is a geodesic connecting xi and xj and the distance
d(xi, xj) = j− i. We define the distance d(x, y) to be infinite if no such
path exists. Thus, the graph is connected when every distance is finite.
If d(x, y) is finite, then z ∈ X lies on a geodesic between x and y if and
only if d(x, y) = d(x, z) + d(z, y).
Given a set I with |I| = p and a score vector s, Brualdi and Li [7]
define the undirected interchange graph R on the set of tournaments
on I with score vector s. The tournaments Γ and Π are connected
by an edge in the graph when each can be obtained from the other
by reversing a single 3-cycle. That is, when ∆(Γ,Π) = ∆(Π,Γ)−1 is a
3-cycle. By Theorem 4.5 the graph is connected. Since the number of
3-cycles in a tournament depends only on the score vector, see (2.3),
the interchange graph is regular with |R(Γ)| the number of 3-cycles in
Γ.
By Corollary 4.9, the following conditions are equivalent for tourna-
ments Γ and Π with the same scores.
• There exists a path of even length from Γ to Π
• Every path from Γ to Π has even length.
• The distance d(Γ,Π) is even.
• |∆(Γ,Π)| is even.
• β(∆(Γ,Π)) is even.
We then say that Γ and Π have the same parity . Clearly, an edge in
the graph always connects tournaments of opposite parity. Using the
two parity classes, we see , as was observed by Brualdi and Li, that the
graph is a bipartite graph.
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The score vector partitions I into score value subsets. The group
of score-preserving permutations is just the product of the permu-
tation groups of each score value subset. In particular, every score-
preserving permutation is a product of disjoint score-preserving cycles
and of score-preserving transpositions. If ρ is a score-preserving per-
mutation then ρ¯(Γ) is another tournament with the same scores. Recall
that ρ¯ = ρ × ρ on I × I. Thus, the score-preserving permutations act
on the interchange graph.
Theorem 5.1. If ρ is a permutation preserving the score vector of a
tournament Γ then the tournaments Γ and ρ¯(Γ) have the same parity if
and only if ρ is an even permutation, i.e. a product of an even number
of transpositions.
Proof. It suffices to show that if ρ is a score-preserving transposition
then Γ and Γ¯ have opposite parity.
Suppose that the transposition interchanges vertices i and j with
i → j in Γ. Let ∆ = ∆(Γ, ρ¯(Γ)). The edge (i, j) ∈ ∆ and if r is a
another vertex which is an input for one of i and j and an output for
the other, the the edges between r and both i and j lie in ∆ and these
are the only edges in ∆. Thus, ∆ is the union of the 3-cycles 〈i, j, s〉
and the straddles with i → r → j. The inputs to j in ∆ are i and
the straddle vertices r. The outputs of j in ∆ are the cycle vertices
s. Because ∆ is Eulerian, it follows that if (i, j) is contained in k + 1
3-cycles then there are k straddle vertices r. Each decomposition for
∆ consists of one 3-cycle and k 4-cycles of the form 〈j, s, i, r〉. Hence,
β(∆) = 2k + 1. Since this is odd, Γ and ρ¯(Γ) have opposite parity.

It is easy to check that reversing a 3-cycle takes a strong tournament
to a strong tournament. In fact, whether the tournaments associated
with s are strong or not is detectable by inequalities on the terms of s,
see, e.g. Theorem 11.13 of [17] or Theorem 9 of [16].
Chen, Chang and Wang [10] studied the interchange graph of the
tournaments on {0, . . . , p− 1} with score vector s = (1, 1, 2, 3, . . . , p−
3, p− 2, p− 2). From (2.3) it follows that each game contains exactly
p− 2 3-cycles. They proved that the interchange graph is a hypercube
of dimension p− 2.
A hypercube of dimension ℓ is a graph on the set {0, 1}ℓ with ℓ-
tuples x and y connected by an edge if they differ in exactly one place.
If x and y differ in exactly k places then the distance d(x, y) = k and
so the diameter of the hypercube is ℓ. There are exactly k! geodesics
connecting x to y when d(x, y) = k, each obtained by choosing an
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ordering of the places on which the switches are successively made. In
general, this is a lower bound for the number of geodesics.
Theorem 5.2. If Γ and Π are two tournaments with the same scores
and d(Γ,Π) = k then there are at least k! geodesics connecting Γ and
Π.
Proof. What we must show is that there are k distinct tournaments Γ′
such that d(Γ,Γ′) = 1 and d(Γ′,Π) = k−1. For then, inductively, there
are (k − 1)! geodesics from each Γ′ to Π and each of these extends via
the edge (Γ,Γ′) to a geodesic from Γ to Π for a total of k! geodesics of
the latter type.
First we consider the case when ∆(Γ,Π) consists of a single cycle C
of length p which we will label 〈0, . . . , p− 1〉 and use the integers mod
p as the labels. Then the distance k is p − 2. We must find at least
p−2 distinct 3-cycles in Γ such that the reversal of each of which leads
to a tournament Γ′ with d(Γ′,Π) = k − 1. This is trivial if p = 3 and
so we assume p ≥ 4.
For each vertex i of C we associate a + if i − 1 → i + 1 in Γ and
a − if i + 1 → i − 1 in Γ. If i has a − then 〈i − 1, i, i + 1〉 is a 3-
cycle in Γ and reversing it leads to Γ′ with ∆(Γ′,Π) the p − 1 cycle
〈0, . . . , i − 1, i + 1, . . . , p − 1〉, omitting i. We will call this the near
cycle associated with the − at i.
If p = 4 then two vertices have − labels and so there are p − 2 = 2
near cycles. So we may assume p ≥ 5.
For a vertex i a far cycle is 〈i, j, j+1〉 in Γ where i→ j and j+1→ i
with j 6= i+ 1 and j + 1 6= i− 1. So this far cycle intersects C only at
the edge (j, j + 1).
From the proof of Theorem 4.7 (b) reversing a far cycle leads to Γ′
with ∆(Γ′,Π) the union of two cycles with only the vertex i in common
and with d(Γ′,Π) = p− 3.
We show that there are at least p − 2 distinct 3-cycles which are
either near or far. We will call the near or far cycles the special
cycles for 〈0, . . . , p − 1〉 in the tournament which is the restriction
ΓC = Γ|{0, . . . , p− 1}.
For a vertex i we will call the ± labels for the vertices i− 1, i, i+ 1
the pattern for i.
(i) If the pattern for i is +,±,+, then i+ 2 is an output for i and
i−2 is an input for i and so there is some j between them with
j an output for i and j + 1 an input, leading to a far cycle for
i.
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(ii) If the pattern for i is +,±,−, then i+2 and i−2 are both inputs
for i. So there is a far cycle for i unless every j 6= i− 1, i, i+ 1
is an input for i. In that case the ΓC score of i is 1.
(iii) If the pattern for i is −,±,+ then i+2 and i−2 are both outputs
for i. So there is a far cycle for i unless every j 6= i− 1, i, i+ 1
is an output for i. In that case the ΓC score of i is p− 1.
(iv) If the pattern for i is −,±,− then it may happen that there is
no far cycle for i.
If every vertex has a − then there are p near cycles. If every vertex
has a + then from type (i) we see that every vertex has at least one
far cycle and so there are at least p far cycles.
Now we assume that both + and − labels appear.
For our preliminary estimate we neglect the possibility of scores 1 or
p− 1 and assume that the patterns of types (i), (ii) and (iii) each lead
to a far cycle and that type (iv) never does. Thus, every − adjacent to
a + leads to both a near and a far cycle and every + adjacent to a +
leads to a far cycle.
For a run of −’s, each − leads to a near cycle and at each end there
is also a far cycle. So the count of cycles is the length of the run plus
1 and plus 1 more if the length of the run is greater than 1.
For a run of +’s, each + leads to a far cycle unless the length of the
run is 1. Thus, the count of the cycles is the length of the run minus 1
and plus 1 if length of the run is greater than 1.
Notice that because we are on a cycle, the number of + runs is equal
to the number of − runs.
Adding these up we obtain as our preliminary estimate the sum of
the lengths of the runs, which is p, plus the number of runs of either
sort which are longer than 1.
Now we must correct for the scores 1 and p− 1.
Assume first that there is at most one vertex with score 1 and at
most one with score p− 1. For each of these vertices we assumed there
was a far cycle where there need not be one. Thus, we correct our
preliminary estimate by subtracting 2. Thus, in this case there are at
least p− 2 special cycles.
Now suppose the vertex i has score 1. Every vertex other than
i − 1, i, i + 1 is an input to i and so has at least two outputs. If i is
associated with − then i+1 has two outputs and so the only possibility
for another vertex with score 1 is i−1. Since the pattern for i is +,−,−,
the pattern must be i− 1 is +,+,− if it has score 1. If i is associated
with + then only i + 1 can have score 1 in which case it has pattern
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+,−,−. Observe that in either case, there is a run of +’s and a run of
−’s of length greater than one.
Similarly, if the vertex i has score p−1 then only i−1 or i+1 could
have score p− 1 and which possibility could occur depends on whether
i is associated with − or +. When there are two vertices with score
p−1 then again there is a run of +’s and a run of −’s of length greater
than one.
So if either there is more than one score 1 vertex or more than on
score p−1 vertex or both, our preliminary estimate is at least p+2 for
the two long runs. We subtract at most 4 to correct for the 4 far cycles
from types (ii) and (iii). Thus again we have at least p − 2 special
cycles.
Finally, notice that if the restriction ΓC = Γ|{0, . . . , p− 1} happens
to have score vector (1, 1, . . . , p − 1, p − 1) then there are only p − 2
cycles in the restriction and these are the p− 2 special cycles.
Now we return to the general case and suppose that C = C1 with
C1, C2, . . . , Cℓ a maximum decomposition of ∆(Γ,Π). Define Γ̂ by re-
versing C in Γ. Thus, ∆(Γ̂,Π) = ∆(Γ,Π) \ C and C2, . . . , Cℓ is a
maximum decomposition for ∆(Γ̂,Π). Hence, d(Γ, Γ̂) = p − 2 and
d(Γ̂,Π) = d(Γ,Π)− (p− 2). If we reverse a special cycle of C then we
obtain Γ′ with d(Γ,Γ′) = 1 and d(Γ′, Γ̂) = p − 3. Hence, d(Γ′,Π) =
d(Γ,Π)− 1.
Since we can rearrange the Cr’s it follows that by reversing any
special cycle in any of the Cr leads to a Γ
′ of the required sort. Fur-
thermore, for the cycle Cr there are at least |Cr| − 2 special cycles and
the sum
∑ℓ
r=1 |Cr|−2 = β(∆(Γ,Π)) = d(Γ,Π) which is what we want.
There is, however, a final problem. A 3-cycle may occur as a special
cycle in two different Cr’s leading to double counting.
To cure this, we choose our maximum decomposition with care.
Recall from the Claim in the proof of Theorem 4.7 (b) that if we
choose the decomposition so that C1 is the cycle of shortest length
which occurs in any maximum decomposition, then for vertices i, j of C1
with i→ j the edge (i, j) does not occur in ∆(Γ,Π)\C1. In particular,
no special cycle of C1 is contained in ∆(Γ,Π) \ C1. Inductively, we
choose the decomposition so that Cr is the shortest cycle which occurs
in any maximum decomposition of ∆(Γ,Π) \ (C1 ∪ · · · ∪ Cr−1). We
thus obtain a maximum decomposition such that no special cycle of Cr
occurs in any Cs for s > r. Thus, for this decomposition the d(Γ,Π)
special cycles are all distinct.

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From the above proof we see that for the cycle C = 〈0, . . . , p − 1〉
if the tournament Γ|{0, . . . , p − 1} has no vertices of score 1 or p − 1
then there are at least p special cycles. In particular, this applies if
p = 2k + 1 and Γ|{0, . . . , 2k} is a game.
Example 5.3. With k ≥ 3, let A be a game subset of Z2k+1. Assume
that Γ|{0, . . . , 2k} is the group game Γ[A] and assume that 1 ∈ A so
that the cycle C = 〈0, . . . , 2k〉 is contained in Γ[A]. Since Z2k+1 acts
transitively on Γ[A] and preserves the cycle C, every vertex has the
same number of near and far cycles. In particular, every vertex is
associated with + if and only if 2 ∈ A.
Example (a) [A = Oddk = {1, 3, . . . , 2k − 1}] The vertex 0 is
associated with − and so has a near cycle. The far cycles associated
with 0 are 〈0, j, j + 1〉 for j an odd number with 3 ≤ j ≤ 2k− 3. That
is, there are k − 2 far cycles for a total of k − 1 cycles for each vertex.
Thus, the number of special cycles is (2k + 1)(k − 1).
Example (b) [A = {1, 2, 4, . . . , 2k − 2}] The vertex 0 is associated
with + and so has no near cycle. The far cycles associated with 0
are 〈0, p, p + 1〉 for p an even number with 2 ≤ p ≤ 2k − 2. That is,
there are k − 1 far cycles and so the number of special cycles is again
(2k + 1)(k − 1).
Example (c) [A = [1, k]] The vertex 0 is associated with + and so
has no near cycle. The unique far cycle associated with 0 is 〈0, k, k+1〉
and so the number of special cycles is 2k + 1. Notice that the games
in (a) and (c) are isomorphic via the multiplication map mk. However,
mk maps the cycle C to a different Hamiltonian cycle.
Example (d) [A = {1, k+1, . . . , 2k−1}] The vertex 0 is associated
with − and so has a near cycle. There are no far cycles and so the
number of special cycles is again 2k + 1.
✷
Theorem 5.4. Let C = 〈0, . . . , p − 1〉 be a cycle in a tournament Γ
with p ≥ 4. If p = 2k+1, then the number of special cycles for C is at
most (2k + 1)(k − 1). If p = 2k, then the number of special cycles for
C is at most k(2k− 3) and the inequality is strict unless k ≡ 2 mod 4.
Proof. We use the notation of the proof of Theorem 5.2. In the follow-
ing table we describe for each pattern for a vertex i the largest possible
number of far cycles associated with a vertex. A far cycle is of the form
〈i, j, j + 1〉 where j 6= i− 1, i, i+ 1 and so i→ j, j + 1→ i.
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Vertex Pattern Far Cycle Max if p = 2k if p = 2k + 1
+ ± + [(p− 3)/2] k − 2 k − 1
+ ± − [(p− 4)/2] k − 2 k − 2
− ± + [(p− 4)/2] k − 2 k − 2
− ± − [(p− 5)/2] k − 3 k − 2
It follows that if either every vertex is associated with a + or every
vertex is associated with a −, then the upper bound of the number of
cycles is 2k(k−2) when p = 2k and is (2k+1)(k−1) when p = 2k+1.
Notice that this case cannot occur when 2k = 4.
Now assume that both +’s and −’s occur.
Let p = 2k + 1. For a run of +’s every vertex may have k − 1 far
cycles except at the ends and so the number of cycles is (k − 1) times
the length of the run minus 1 and minus 1 more if the length of the
run is greater than 1. For a run of −’s the bound on number of cycles
(near and far) is (k−1) times the length of the run plus 1 and minus 1
if the length of the run is greater than 1. The number of + runs equals
the number of − runs and so the total upper bound on the number of
cycles is (2k + 1)(k − 1) minus the number of runs of length greater
than one. Since p is odd, there is at least one run of length greater
than one.
Let p = 2k. For a run of +’s every vertex may have k − 2 far cycles
unless the run is a singleton in which case the maximum is k−3. Thus,
the bound is (k − 2) times the length of the run minus 1 and plus 1
if the length of the run is greater than 1. For a run of −’s the bound
on number of cycles (near and far) is (k − 2) times the length of the
run plus 1 and plus 1 more if the length of the run is greater than
1. Again the number of + runs equals the number of − runs and so
the total upper bound on the number of cycles is 2k(k − 2) plus the
number of runs of length greater than one. Since such a long run has
at least two elements there are at most k such runs. Thus, the upper
bound is 2k(k − 2) + k = k(2k − 3). Since the number of the two
sorts of runs are equal, there are fewer than k such runs if k is odd.
Thus, the bound is strict unless k ≡ 0 or 2 mod 4. With exactly k long
runs the pattern on the cycle consists of pairs of +’s alternating with
pairs of −’s. Now suppose that k ≡ 0 mod 4. By relabeling, we may
assume that associated with 0, 1, 2, 3 are −,−,+,+. It follows that 0
has pattern +− −. Since k is divisible by 4 the vertex at k will have
the same pattern. In order to have k − 2 far cycles associated with
vertex 0, it must happen that the odd vertices (other than 2k − 1) are
outputs of 0 and the even vertices are inputs of 0. In particular, k → 0.
52 ETHAN AKIN
Similarly, in order to have k − 2 far cycles associated with vertex k, it
must happen that the odd vertices (other than k− 1) are outputs of k
and the even vertices are inputs of k. In particular, 0 → k. But for a
tournament, it cannot happen that both 0→ k and k → 0. Hence, the
inequality is strict when k ≡ 0 mod 4.

Example 5.5. The inequality is achieved when k ≡ 2 mod 4.
Define the digraph on Z by
(5.1)
t→ t+ 1
t→ t+ 2i, t+ (2i+ 1)→ t for all i ≥ 1 and t ≡ 0, 1 mod 4
t+ 2i→ t, t→ t+ (2i+ 1) for all i ≥ 1 and t ≡ 2, 3 mod 4
If k > 2 and k ≡ 2 mod 4, then this induces a tournament on Z2k for
which translation by 4 is an automorphism. Assume that for the cycle
〈0, . . . , p−1〉 with p = 2k Γ|{0, . . . , p−1} is this tournament. We need
only examine the vertices 0, 1, 2, 3. It is easy to see that that there are
2k(k − 2) + k = k(2k − 3) special cycles.
✷
Now we focus on games on I with |I| = 2n+1. In that case, the score
vector is (n, n, . . . , n) and the entire permutation group on I acts on
the interchange graph. The orbit of a game Γ under the action consists
of those games which are isomorphic to Γ. Those permutations which
map Γ to itself are precisely the automorphisms of Γ.
Lemma 5.6. Let Π be a game of size 2n − 1 on the set of vertices J
and K ⊂ J with |J | = 2n− 1 and |K| = n. If Γ is the extension of Π
via u→ v and K, so that Γ is a game on I = J ∪ {u, v}, then
(5.2) β(Γ) ≤ β(Π) + 2n− 1.
Proof. Let K = {a0, . . . , an−1}, J \K = {b1, . . . , bn−1}. Given a decom-
position for Π we build a decomposition for Γ.
For r = 1, . . . , n − 1 if ar → br in Π, then replace the edge (ar, br)
by (ar, u), (u, br) to get a cycle in Γ with the length increased by 1.
In addition, define the 3-cycle Dr = 〈ar, br, v〉. If, instead, br → ar
in Π, then replace the edge (br, ar) by (br, v), (v, ar) to get a cycle
in Γ with the length increased by 1. In addition, define the 3-cycle
Dr = 〈br, ar, u〉. Finally, define the 3-cycle 〈a0, u, v〉.
Notice that a single cycle C may contain edges (ar, br) or (br, ar) for
more than one r. Thus, instead of two or more cycles each extended in
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length by 1 we have a single cycle with the length extended by two or
more.
If the original decomposition for Π was maximum with cardinality
k then β(Π) = (n − 1)(2n − 1) − 2k. The decomposition we have
constructed consists of the k extended cycles and n new 3-cycles. Thus,
the span of Γ is at least k + n. Hence, β(Γ) ≤ n(2n+ 1)− 2(k + n) =
(n− 1)(2n− 1)− 2k + (2n− 1).

Remark: Equality holds in (5.2) if and only if the span of Γ is equal
to k+n and so if and only if the decomposition for Γ constructed above
from a maximum decomposition of Π is maximum for Γ.
Theorem 5.7. Let A be the game subset [1, n] ⊂ Z2n+1. For the asso-
ciated group game Γ[A],
(5.3) d(Γ[A],Γ[A]−1) = β(Γ[A]) = n2.
Proof. On the cycle C = 〈0, 1, . . . , 2n〉 define the group of 1-chains on
C to be the free abelian group generated by the edges of C so that
an element is a formal sum ξ =
∑2n−1
r=0 mr(r, r + 1) with mr ∈ Z.
The group 0-chains is the free abelian group on the vertices and the
boundary map from the 1-chains to the 0-chains is given by ∂(r, r+1) =
1(r + 1) − 1(r). Clearly, the boundary of a 1-chain is 0 if and only if
the chain is a constant multiple of
∑2n−1
r=0 1(r, r + 1).
Let Γ be any tournament on Z2n+1. Each edge of Γ can be written
uniquely as (t, t+s) with t = 0, . . . , 2n, s = 1, . . . , 2n and with addition
mod 2n+ 1. Define the associated chain ξ(t, t+ s) =
∑s−1
r=0 1(t+ r, t+
r + 1). If Q is a subgraph of Γ, then the chain ξ(Q) is the sum of ξ
applied to the edges of Q. Observe first that the coefficients of ξ(Q)
are all non-negative. Next, if Q1 and Q2 are disjoint subgraphs, then
ξ(Q1 ∪ Q2) = ξ(Q1) + ξ(Q2). Furthermore, if Q is a cycle, then the
boundary of ξ(Q) is 0 and so ξ(Q) = m(Q)·∑2n−1r=0 (r, r+1) withm(Q) >
0. The number m(Q) is the number of times the cycle Q wraps around
C. If Π is an Eulerian subgraph, then since it is a disjoint union of
cycles, it follows that there exist a positive integer m = m(Π) such that
ξ(Π) = m(Π) ·∑2n−1r=0 (r, r + 1). Furthermore, for any decomposition
of Π by disjoint cycles Q1, . . . , Qk, ξ(Π) = ξ(Q1) + · · ·+ ξ(Qk) and so
m(Π) = m(Q1) + · · · +m(Qk). Since each m(Qt) ≥ 1, it follows that
k ≤ m(Π) and so the span σ(Π) is bounded by m(Π).
In general, this estimate too crude to be of much use. For example,
if 1→ 0 in Γ then ξ(1, 0) = ξ(1, 1+(2n)) covers the entire cycle except
for (0, 1). But for Γ[A] it gives us what we need.
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To compute m(Γ[A]) we count the edges (r, r+ s) such that ξ(r, r+
s) has a coefficient of 1 on (0, 1). These are (0, 1), (0, 2), . . . with s
translates of the edge (0, s) hitting (0, 1) for s = 1, . . . , n. Hence,
m(Γ[A]) = 1 + 2+ · · ·+ n = n(n+ 1)/2. Thus, β(Γ[A]) ≥ n(2n+ 1)−
n(n+ 1) = n2.
Now we prove that β(Γ[A]) ≤ n2 by induction on n. This is trivial
for n = 1.
Now let Π = Γ[[1, n − 1]] on J = Z2n−1 and let K = [0, n − 1] and
let Γ be the extension of Π via u→ v and K. Define a map by
(5.4)

i 7→ i for i = 0, . . . , n− 1,
u 7→ n,
i 7→ i+ 1 for i = n, . . . , 2n− 2,
v 7→ 2n.
This is an isomorphism from the extension Γ of Γ[[1, n−1]] onto Γ[[1, n]].
By induction hypothesis and (5.2)
(5.5) β(Γ[[1, n]]) ≤ β(Γ[[1, n−1]])+2n−1 ≤ (n−1)2+2n−1 = n2.
Finally, since Γ = ∆(Γ,Γ−1) it follows that β(Γ) is the distance from
a game Γ to its inverse.

Remark: In this case equality holds in (5.5) and so by the Remark
after Lemma 5.6 the decompositions constructed from a maximum de-
composition of Γ[[1, n− 1]] are maximum decompositions for Γ[[1, n]].
The game Γ = Γ[[1, n − 1]] may admit smaller decompositions. For
example, if 2n+ 1 is prime, then {〈0, j, 2j, . . . , 2nj〉 : j = 1, . . . , n} is a
decomposition of Γ by n cycles, each of length 2n+ 1.
I conjecture that for any game Γ on I with |I| = 2n+1, the distance
d(Γ,Γ−1) ≤ n2. In fact, I suspect that for any pair of games Γ,Π on I,
d(Γ,Π) ≤ n2, i.e. the diameter of the interchange graph is n2. Alon,
McDiarmid and Molloy conjecture in [2] that any k-regular digraph
contains a set of k(k + 1)/2 disjoint cycles. Since a game on I is n-
regular their conjecture would imply that d(Γ,Γ−1) ≤ n2. In addition,
if the Eulerian digraph ∆(Γ,Π) happens to be k-regular then it contains
at most k(2n+1) edges and, if their conjecture is true, its span is at least
k(k+1)/2. So d(Γ,Π) = β(∆(Γ,Π)) is bounded by k(2n+1)−k(k+1) =
2nk − k2 = n2 − (n − k)2. The diameter conjecture would require
β(∆) ≤ n2 for every Eulerian graph on at most 2n + 1 vertices.
The diameter is certainly bounded by n(2n − 1) because for any
Eulerian graph ∆ on I, β(∆) ≤ |∆|· 2n−1
2n+1
. This follows because l1+· · ·+
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lσ = |∆| and each li ≤ 2n+1, where σ is the span of ∆ and l1, . . . , lσ are
the lengths of the cycles in some maximum decomposition. It follows
that σ ≥ |∆|/(2n+ 1) and so β = |∆| − 2σ is at most |∆| · (1− 2
2n+1
).
If n ≡ 0, 1 mod 3, then there exist Steiner games Γ on I for which the
maximum decomposition for Γ consists of n(2n+ 1)/3 3-cycles. Thus,
for a Steiner game any maximum decomposition consists of n(2n+1)/3
cycles and so they all must be 3-cycles. Hence, d(Γ,Γ−1) = β(Γ) =
n(2n + 1)/3. Since d(Γ[[1, . . . , n]],Γ[[1, . . . , n]]−1) = n2 it is clear that
Γ[[1, . . . , n]] is not a Steiner game. Because the interchange graph is
connected, there exists a Steiner game Γ and a 3-cycle C in Γ such
that the game Γ′ = Γ/C with just C reversed is not a Steiner game. It
follows that C cannot be an element of any maximum decomposition
for Γ because from such a maximum decomposition we would obtain
a 3-cycle decomposition for Γ′. From Theorem 4.7 (c) applied with
Π = Γ−1 we see that
(5.6) d(Γ′,Γ−1) = 1 + d(Γ,Γ−1) = 1 + n(2n+ 1)/3.
That is, in the interchange graph, Γ′ is farther away from Γ−1 than is
its inverse Γ.
From the proof of Theorem 5.7 we see that the game Γ[[1, n]] on
Z2n+1 is reducible to Γ[[1, n−1]] on Z2n−1. Thus, Γ[[1, n]] is completely
reducible, where
Definition 5.8. A game Γ on a set I with |I| = 2n+ 1 is completely
reducible when there is a sequence of subsets I1 ⊂ I2 · · · ⊂ In = I with
|Ik| = 2k + 1 such that the restriction Γ|Ik is a game on Ik.
Proposition 5.9. If Γ is a completely reducible game of size 2n + 1
then
(5.7) d(Γ,Γ−1) = b(Γ) ≤ n2.
Proof. By induction on n using Lemma 5.6.

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6. The Double Construction and
the Lexicographic Product
If Π is a tournament on a set J with |J | = n, then we define the
double of Π to be the game 2Π on I = {0} ∪ J × {−1,+1}. With
2Π(0) = J × {−1}, (2Π)−1(0) = J × {+1},
2Π(i+) = Π(i)× {+1} ∪Π−1(i)× {−1} ∪ {0},
2Π(i−) = Π(i)× {−1} ∪Π−1(i)× {+1} ∪ {i+},
(6.1)
where we will write i± for (i,±1).
That is, if i→ j in Π, then in 2Π
i− → j−, i+→ j+,
j+→ i−, j− → i+ .(6.2)
In addition, for every i ∈ J ,
(6.3) i+→ 0→ i− and i− → i+ .
In passing we note the following consequence of this construction.
Proposition 6.1. If Π is a digraph with n vertices, then Π is a sub-
graph of a game of size 2n+ 1.
Proof. It is clear that Π can be included as a subgraph of some tour-
nament Π1 on the set J of the vertices of Π. So, up to isomorphism, Π
is a subgraph of the game 2Π1.

It is easy to check that 2Π is reducible via each pair i− → i+. It
reduces to the double of the restriction of Π|(J \{i}). In fact, if J1 ⊂ J
is nonempty and Π1 is the restriction Π|J1 then 2Π1 is a subgame of
2Π.
Thus, a double is completely reducible. It follows from Proposition
5.9 that d(2Π, (2Π)−1) ≤ n2. To see this directly, observe that if i→ j
in Π then 〈i−, j−, i+, j+〉 is a 4-cycle and 〈i+, 0, i−〉 is 3-cycle, both
in 2Π. Thus, we obtain a decomposition of 2Π with n(n−1)
2
+n = n(n+1)
2
cycles.
By Proposition 2.2 (f), i+ is the only vertex u of 2Π such that 2Π
is reducible via each pair i− → u. On the other hand, by Proposition
2.2 (d), 2Π is reducible via 0 → i− if and only if Π(i) = ∅, i.e. i has
score 0 in Π. For if i → j then i− → j− and 0 → j−. Similarly,
2Π is reducible via i+ → 0 if and only if Π−1(i) = ∅, i.e. i has score
n− 1 in Π. If i → j is contained in a 3-cycle 〈i, j, k〉 in Π, then 2Π is
not reducible via j+ → i−, because k− → j+, i−. In general, 2Π is
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reducible via j+→ i− if and only if for all k ∈ J \{i, j} either i, j → k
or k → i, j.
Example 6.2. Let Π be the tournament on {1, 2, 3, 4} given by 〈2, 3, 4〉 ∪
({1}×{2, 3, 4}). Let Γ = 2Π and Γ¯ = Γ/〈2+, 3+, 4+〉. The reducibility
graphs are given by the paths:
rΓ¯ = {[1−,1+, 0]}, and
rΓ = rΓ¯ ∪ {[p−,p+] : p = 2, 3, 4}.(6.4)
✷
Example 6.3. If J = [1, n] and i → j if and only if i < j, then
0 7→ 0, i− 7→ i and i+ 7→ i+ n is an isomorphism from 2Π to Γ[[1, n]].
Since the φ(2n + 1) isomorphs of Γ[[1, n]], or, equivalently, the iso-
morphs of Γ[Oddn], are the only reducible group games, see Theorem
3.14, they are the only group games which can be expressed as doubles.
✷
We let Π+ and Π− denote the restrictions of 2Π to J × {+1} and to
J×{−1}, respectively. Of course, each of these subgraphs is isomorphic
to Π. In addition, we define X(2Π) to be
(6.5) {(j+, i−) : (i, j) ∈ Π} ∪ {(j−, i+) : (i, j) ∈ Π}.
If γ : Π −→ Π1 is an isomorphism, then we define the isomorphism
2γ : 2Π −→ 2Π1 by
(6.6) 2γ(0) = 0, and 2γ(j±) = γ(j)± for j ∈ J.
The map γ 7→ 2γ defines an injective group homomorphism 2 : Aut(Π)→
Aut(2Π).
Proposition 6.4. Let Π be a tournament on a set J with |J | = n
such that no i ∈ J has score 0 or n − 1. If Π1 is a tournament and
ρ : 2Π −→ 2Π1 is an isomorphism then ρ(0) = 0 and there exists a
unique isomorphism γ : Π −→ Π1 such that ρ = 2γ. In particular,
2 : Aut(Π)→ Aut(2Π) is an isomorphism.
Proof. Every vertex in J has an input and an output, and so 2Π is
not reducible via any pair which contains 0. On the other hand, 2Π
is reducible via i− → i+ for all i ∈ J . Since 2Π1 is reducible via
j− → j+ for all j ∈ J1 it follows that ρ(0) = 0. Hence, ρ restricts to
bijection from (2Π)(0) = J ×−1 to J1 ×−1, yielding an isomorphism
from Π− to Π1−. Thus, there is an isomorphism γ : Π→ Π1 such that
ρ(i−) = γ(i)− for all i ∈ J .
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For each i ∈ J , 2Π1 is reducible via γ(i)− = ρ(i−)→ ρ(i+). On the
other hand, 2Π1 is reducible via γ(i)− → γ(i)+. From Proposition 2.2
(f) it follows that ρ(i+) = γ(i)+. Thus, ρ = 2γ.

We will see below in Theorem 11.4 that 2 : Aut(Π) −→ Aut(2Π) is
almost always an isomorphism.
In the special case when n is odd and Π is itself a game, we note
that Π+ and Π− are subgames of 2Π and so are Eulerian subgraphs. In
addition, in this case, X(2Π), defined in (6.5), is an Eulerian subgraph.
Thus, we can obtain additional examples, by reversing one or more of
the three disjoint Eulerian subgraphs Π+, Π− and X(2Π).
Theorem 6.5. If Π is a Steiner game, and Γ = (2Π)/∆ with ∆ equal
to Π+, Π−, X(2Π), or a union of any two of these, then Γ is a Steiner
game.
Proof. We will do the case with ∆ = Π+ as the others are similar.
Notice that if i → j in Π then j− → i+, j+ → i− and also j+ → i+
in Γ. It is this coherence which is the basis of the construction.
Assume that 〈k, j, i〉 is one of the 3-cycles in a maximum decompo-
sition for Π. Associated to it we use the following 3-cycles in Γ
〈i+, j+, k−〉,〈i−, j+, k+〉, 〈i+, j−, k+〉,
〈i+, 0, i−〉, 〈j+, 0, j−〉, 〈k+, 0, k−〉,
〈k−, j−, i−〉.
(6.7)
Notice that if the vertex i occurs in two 3-cycles of the decomposi-
tion, the vertical edge (i−, i+) occurs in the same 3-cycle 〈i+, 0, i−〉
associated with both of the decomposition 3-cycles.
Thus, we obtain a decomposition of Γ by 3-cycles.

Using the doubling construction we can build some interesting ex-
amples.
Call a tournament Π rigid when the identity is the only automor-
phism, i.e. the automorphism group is trivial.
Lemma 6.6. If Π is a tournament with score vector (s1, . . . , sp) and
for every k ∈ N, si = k for at most two distinct vertices i, then Π is
rigid.
Proof. For any k, the set {i : si = k} is invariant for any automorphism
ρ of Π. So ρ fixes the vertices with a unique score value. If {i : si = k}
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consists of exactly two vertices, then ρ fixes each of them by Proposition
1.8. Hence, ρ is the identity.

For example, suppose if Π has score vector (1, 1, 2, . . . , p−3, p−2, p−
2), then it is rigid.
Because of Theorem 3.6 we are interested in the case when transla-
tions are the only automorphisms of a group game.
Theorem 6.7. Let A be a game subset of a commutative group G with
Γ[A] the associated group game. If the tournament on A obtained by
restricting Γ[A] is rigid, then Aut(Γ[A]) = G, i.e. the left translations
are the only automorphisms of Γ[A].
Proof. Write Γ for Γ[A]. It suffices to show that if ρ is an automorphism
which fixes e, then ρ is the identity. For such an automorphism A =
Γ(e) and A−1 = Γ−1(e) are invariant sets and so ρ restricts to an
automorphism of Γ|A and of Γ|A−1. Since Γ|A is rigid, ρ fixes every
element of A. Since the group is commutative, Γ|A−1 is the reverse
game of Γ|A and so is rigid as well. Hence, ρ fixes every element of
A−1 and so is the identity.

For G = Z2n+1 the score vector of the restriction of Γ[A] to A is
(0, 1, 2,
. . . , n− 2, n− 1) for A = [1, n] and is (1, 1, 2, 3, . . . , n− 3, n− 2, n− 2)
for A = [1, n− 1]∪ {n+ 1} for n ≥ 4. From Lemma 6.6 it follows that
Aut(Γ[A]) = Z2n+1 in each of these cases. Note that the first example
provides a reproof of Theorem 3.7.
Example 6.8. There exists a game Γ1 of size 9 which is rigid. There
exists a game Γ2 of size 13 which is rigid and is not isomorphic to its
reversed game.
Proof. Let J1 = {1, 2, 3, 4} and define Π1 to contain the 4-cycle 〈1, 2, 3, 4〉
and with 3 → 1, 4 → 2. The score vector is (1, 1, 2, 2) and so Π1 is
rigid. Since no score value is 0 or 3, it follows from Proposition 6.4
that Γ1 = 2Π1 is rigid.
We saw above that 2(Π−1) is isomorphic to (2Π)−1 for any tourna-
ment Π. It is easy to check that Π1 is isomorphic to Π
−1
1 and so the
game Γ1 is isomorphic to its reversed game.
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Now let Π0 be a game of size 5 on {0, 1, 2, 3, 4}. On J2 = {0, 1, 2, 3, 4, 5}
define Π2 by
Π2(4) = Π0(4) ∪ {5}, Π2(5) = {0, 1, 2, 3},
Π2(i) = Π0(i) for i = 0, 1, 2, 3.
(6.8)
Thus, the score vector is (2, 2, 2, 2, 3, 4). Since Π−12 has score vector
(3, 3, 3, 3, 2, 1) it follows that Π2 is not isomorphic to Π
−1
2 .
If ρ is an automorphism of Π2 then it must fix the vertices 5 and 4.
Hence, Π2(5) is invariant and so ρ restricts to an automorphism of Π0.
For the unique game of size 5, the automorphism group is Z5 acting
freely by translation. Since ρ fixes 4, it is the identity.
Since the score values 0 and 6 do not occur for Π2 it follows from
Proposition 6.4 again that Γ2 = 2Π2 is rigid and is not isomorphic to
its reversed game.

Another construction is the lexicographic product of two digraphs.
The lexicographic product for undirected graphs is described in [27]
and [28]. For digraphs it was introduced in [14].
Let Γ be a digraph on a set I and Π be a digraph on a set J . Define
Γ⋉Π on the set I × J so that for p, q ∈ I × J
(6.9) p→ q ⇐⇒
{
p1 → q1 in Γ, or
p1 = q1 and p2 → q2 in Π.
The map given by p 7→ p1 is a surjective morphism from Γ⋉Π to Γ.
Clearly, if both Π and Γ are Eulerian, or if both are tournaments,
then Γ ⋉ Π satisfies the corresponding property. In particular, the
lexicographic product of two games is a game. Furthermore, it is clear
that
(6.10) (Γ⋉ Π)−1 = (Γ−1)⋉ (Π−1).
For each i ∈ I, let Ji = {p : p1 = i}. On each Ji, Γ⋉Π restricts to a
digraph Πi, so labeled because it is clearly isomorphic to Π via p 7→ p2.
We will call an edge (p, q) vertical when p1 = q1 and horizontal
otherwise, i.e. when p1 → q1. We will call a subgraph Θ ⊂ Γ ⋉
Π vertical (or horizontal) when it contains only vertical (resp. only
horizontal) edges. Thus, Θ is vertical if and only if it is contained in⋃
i∈I Πi and it is horizontal if and only if it is disjoint from
⋃
i∈I Πi.
For p ∈ I×J some of the outputs (Γ⋉Π)(p) are in the Πp1 subgame.
These are the vertical outputs. The remaining - horizontal - outputs
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are the elements of the Ji’s with i ∈ Γ(p1). That is,
(6.11) (Γ⋉ Π)(p) = Πp1(p) ∪ (
⋃
{Ji : i ∈ Γ(p1)}).
If ρ ∈ Aut(Γ) and γ : I −→ Aut(Π) is a map, so that for each i ∈ I
γi ∈ Aut(Π), then we define ρ⋉ γ ∈ Aut(Γ⋉ Π) by
(6.12) (ρ⋉ γ)(p) = (ρ(p1), γp1(p2)).
Any permutation ρ of I induces an automorphism of the product
group GI by (γ ◦ ρ)i = γρ(i). This provides a right action of S(I) by
group homomorphisms on the product group GI .
Suppose a group T acts on the right by group homomorphisms on
a group K. We define the semi-direct product T ⋉ K to be T × K
with the multiplication (t1, k1) · (t2, k2) = (t1t2, (k1 · t2)k2) The group
homomorphisms i : K → T ⋉ K, j : T → T ⋉ K are defined by
i(k) = (eT , k), j(t) = (t, eK) where eT , eK are the identity elements of
T and K,respectively, inject T and K as subgroups of T ⋉ K. The
first coordinate projection p : T ⋉K → T is a group homomorphism
with p ◦ j the identity on T and with i(K) the kernel of p. Observe
that when the action of T on K is non-trivial, the semi-direct product
is non-abelian, because, e.g. j(t)i(k) = (t, k), but i(k)j(t) = (t, k · t).
A short exact sequence is a diagram of group homomorphisms
(6.13) K G T,i
p
where i is an injection onto the kernel of the surjection p. We then say
that G is an extension of K by T .
The short exact sequence splits when there is a homomorphism j :
T −→ K such that p ◦ j = 1T . In that case, T acts on K by i(k · t) =
j(t)−1i(k)j(t), and (t, k) 7→ j(t)i(k) is an isomorphism of T ⋉K onto
G.
If T is a subgroup of S(I), then the semi-direct product T ⋉ GI
consists of the set T ×GI with the group composition (ρ1, γ1)(ρ2, γ2) =
(ρ1◦ρ2, (γ1◦ρ2)γ2). This is also called the wreath product of the groups
T and G.
Thus, we see that Aut(Γ ⋉ Π) contains Aut(Γ) ⋉ Aut(Π)I . It is
shown in [5] that this is the entire automorphism group. We provide a
somewhat simpler proof.
Theorem 6.9. If Γ and Π are tournaments on sets I and J , respec-
tively, then the automorphism group of Γ⋉Π is the semi-direct product,
i.e.
(6.14) Aut(Γ⋉ Π) = Aut(Γ)⋉ [Aut(Π)]I .
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Proof. We show that if θ is an automorphism of Γ⋉Π then there exist
unique ρ ∈ Aut(Γ) and γ : I −→ Aut(Π) such that θ = ρ⋉ γ.
Notice that p 6∈ Πp1(p) implies for all p
(6.15) |Πp1(p)| < |J |.
For a fixed p ∈ I × J , let i = p1 and i¯ = θ(p)1. From (6.11) and
(6.15) we see that
(6.16) |Γ(i)| · |J | ≤ |(Γ⋉ Π)(p)| < (|Γ(i)|+ 1) · |J |
Since |(Γ⋉Π)(p)| = |(Γ⋉Π)(θ(p))| it follows that |Γ(i)| = |Γ(¯i)|.
For the product game, assume that p → q and consider the inter-
section of the output sets. If q is a vertical output, i.e. p1 = q1 = i
then
(6.17) (Γ⋉Π)(p)∩(Γ⋉Π)(q) = [Πi(p)∩Πi(q)]∪ [
⋃
{Jk : k ∈ Γ(i)}].
Thus, if q is a vertical output, we have as in (6.16)
(6.18) |Γ(i)| · |J | ≤ |(Γ⋉Π)(p) ∩ (Γ⋉ Π)(q)| < (|Γ(i)|+ 1) · |J |.
On the other hand, if p→ q with p1 6= q1 and hence i = p1 → q1 = j,
then all of the vertical outputs of q are outputs of p, but Ji contains
no outputs of q. So in that case
(6.19) (Γ⋉Π)(p)∩ (Γ⋉Π)(q) = [Πj(q)]∪ [
⋃
{Jk : k ∈ Γ(i)∩Γ(j)}].
Since j ∈ Γ(i) \ Γ(j), in this case
(6.20) |(Γ⋉ Π)(p) ∩ (Γ⋉ Π)(q)| < |Γ(i)| · |J |.
Since θ is an automorphism, it maps (Γ⋉Π)(p) to (Γ⋉Π)(θ(p)) and
commutes with intersection. Since |Γ(i)| = |Γ(¯i)| it now follows from
(6.18) and (6.20) that θ maps the vertical outputs of p to the vertical
outputs of θ(p).
That is, p → q and p1 = q1 implies θ(p) → θ(q) and θ(p)1 = θ(q)1.
Since Π is a tournament, it follows that for every p 6= q ∈ Ji either p→
q or q → p. So we can define ρ on I so that θ(p)1 = ρ(p1) and θ maps
Ji to Jρ(i). Hence, we can define γi on J so that θ(p) = (ρ(p1), γp1(p2)).
That is, θ = ρ⋉ γ at least as set maps. Since θ is a bijection, ρ and all
the γi are bijections. Uniqueness of ρ and the γi is obvious. Finally,
it is clear that each γi and ρ preserve the output relation and so are
themselves automorphisms.
Using the maps i(γ) = 1I ⋉ γ and p(ρ⋉ γ) = ρ we obtain the short
exact sequence
(6.21) [Aut(Π)]I −→ Aut(Γ⋉Π) −→ Aut(Γ),
which splits by using j(ρ) = ρ⋉ (1J)
I .
ROCK, PAPER, SCISSORS, ETC 63

It follows that
(6.22) |Aut(Γ⋉Π)| = |Aut(Γ)| · |Aut(Π)||I|.
Now let Γ1 be the game of size 3 so that |Aut(Γ1)| = 3. Inductively
for k = 2, 3, . . . define Γk = Γk−1⋉Γ1 so that Γk is a game on a set of size
3k. So from (6.22) it follows that |Aut(Γk)| is 3r with r =
∑k
t=1 3
k−t.
That is,
(6.23) |Aut(Γk)| = (3)(3k−1)/2.
On the other hand, following [13], Dixon proved in [11] that for
a tournament of size p the automorphism group has order at most
(
√
3)p−1 with the inequality strict unless p = 3n, see also [4].
Thus, the order of the automorphism of a game on a set I of size
2n+1 is at most 3n and the above construction yields a game with the
largest possible automorphism group.
Each Γk is a Steiner game. In fact we have the following, which is
essentially Theorem 1.2 of Chapter 8 of [25].
Theorem 6.10. If Γ and Π are Steiner games then the product Γ⋉Π
is a Steiner game.
Proof. Assume that Γ and Π are decomposed into 3-cycles. For p, q, r ∈
I × J we define the Steiner 3-cycles for the product via four cases.
• p1 = q1 = r1 and 〈p2, q2, r2〉 is one of the Steiner cycles for Π,
• 〈p1, q1, r1〉 is one of the Steiner cycles for Γ and p2 = q2 = r2,
• 〈p1, q1, r1〉 is one of the Steiner cycles for Γ and 〈p2, q2, r2〉 is one
of the Steiner cycles for Π.
• 〈p1, q1, r1〉 is one of the Steiner cycles for Γ and 〈r2, q2, p2〉 is one
of the Steiner cycles for Π.
Notice that if p1 → q1 in Γ then either p2 = q2, p2 → q2 or q2 →
p2. 
Let Θ be a tournament on K, Γ be a digraph on I and π : Θ → Γ
a morphism of digraphs with π : K → I surjective. For i ∈ I, let
define Ki = π
−1(i) and let Πi be the restriction Θ|Ki, which is a
tournament on Ki. The morphism lets us regard Θ as a generalization
of the lexicographic product in that for p, q ∈ K :
(6.24) p→ q ⇐⇒
{
π(p)→ π(q) in Γ, or
π(p) = π(q) and p→ q in Ππ(p).
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Clearly, if there exists a tournament Π such that Πi is isomorphic to
Π for all i ∈ I then Θ is isomorphic to Γ⋉ Π.
If for each i ∈ I, γi is an automorphism of Πi, then γ ∈
∏
i∈I γi is
defined by g(p) = γi(p) for p ∈ Ki. Thus, as in the lexicographic case
we obtain at least the inclusion of groups
(6.25)
∏
i∈I
Aut(Πi) ⊂ Aut(Θ).
Theorem 6.11. Let Θ be a tournament on K, Γ be a digraph on I
and π : Θ −→ Γ a morphism of digraphs with π : K −→ I surjective.
(a) The digraph Γ is a tournament on I.
(b) If Θ is a game, then for each i ∈ I, Πi is a subgame of Θ.
(c) For the following three conditions, any two imply the third.
(i) Θ is a game.
(ii) Γ is a game.
(iii) Πi is a game for each i ∈ I and for i, j ∈ I, |Πi| = |Πj |.
Proof. (a) If i and j are distinct elements of I then there exist p, q ∈ K
such that π(p) = i, π(q) = j. Since Θ is a tournament, either p→ q or
q → p which implies i→ j or j → i.
(b) From (6.24) it follows that for p ∈ K with π(p) = i
(6.26) Θ(p) = Πi(p) ∪ (
⋃
{Kj : j ∈ Γ(i)}).
If π(q) = i, then |Θ(p)| = |Θ(q)| and (6.26) imply that |Πi(p)| =
|Πi(q)|. That is, the scores of all of the elements of the tournament Πi
are the same. Hence, Πi is a game.
(c) Let ki = |Ki| for i ∈ I. By (b) either (i) or (iii) implies that each
Πi is a game. So (6.26) implies for p ∈ K with π(p) = i
(6.27) |Θ(p)| = ki − 1
2
+
∑
{kj : j ∈ Γ(i)}).
Assume (iii) so that ki = k is independent of i ∈ I. Then (6.27)
becomes |Θ(p)| = k−1
2
+ |Γ(i)| · k. So |Θ(p)| is the same for all p ∈ K
if and only if |Γ(i)| is the same for all i ∈ I. That is, Θ is a game if
and only if Γ is a game.
Finally, we assume that Θ and Γ are both games and prove (iii). We
know from (b) that each Πi is a game and so it suffices to show that ki
is independent of i ∈ I.
Since Θ and Γ are games, |K| = 2m + 1 and |I| = 2n + 1 for some
natural numbers m,n and from (6.27) we have
(6.28) 2m+ 1 = ki +
∑
{2kj : j ∈ Γ(i)} and 2n+ 1 = 1 + 2|Γ(i)|
for all i ∈ I.
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We require a little linear algebra result.
Lemma 6.12. Let A = (aij) be a square matrix with integer entries. If
aij is even whenever i 6= j and aii is odd for all i then A is nonsingular.
Proof. Using the ring homomorphism Z→ Z2 we reduce A mod 2 and
get the identity matrix over the field Z2. The determinant is 1 in Z2
and so the determinant of A is congruent to 1 mod 2, i.e. it is odd and
so is non-zero.

Define the matrix A on I × I by
(6.29) aij =

2 if i→ j,
0 if j → i,
1 if i = j.
Let u, q be the I × 1 matrices with ui = 1 and qi = ki for i ∈ K.
From (6.28) we have (2m + 1)u = Aq and (2n + 1)u = Au. Because
the matrix A is nonsingular, we obtain q = 2m+1
2n+1
u. Thus, qi = ki is
independent of i.

It is clear that if Γ is a tournament on a set I and for each i ∈ I
Πi is a tournament on a set Ki, then we can let K =
⋃
i∈I{i} × Ki
and π : K → I be the first coordinate projection. We can define the
tournament Θ on K uniquely so that (6.24) holds and thus so that π
is a surjective morphism. We will call this a generalized lexicographic
product . If Γ is a game on I and for each i ∈ I Πi is a game on Ki
with |Ki| independent of i, then Θ is a game on K.
Example 6.13. There exists a morphism π : Θ −→ Γ with Θ but not
Γ a game and there exists a 3-cycle Γ0 ⊂ Γ such that π−1(Γ0) is not a
subgame of Θ.
Proof. Let Γ3 be the 3-cycle game 〈0, 1, 2〉 and let Θ = Γ3 ⋉ Γ3 which
maps to Γ3 with 3-cycle fibers Πi for i = 0, 1, 2. For i = 1, 2 map
Πi to a single vertex ai. This maps Θ onto a tournament Γ of size 5
with score vector (3, 2, 2, 2, 1). Select a vertex a0 ∈ Π0 to get a 3-cycle
〈a0, a1, a2〉 in Γ whose preimage in Θ is a tournament of size 7 which
is not a game.

Now assume that Θ is a subgraph of Γ⋉Π. If Θ is vertical, then it
is a disjoint union of the subgraphs {Θ ∩ Πi : i ∈ I}. So Θ is Eulerian
if and only if each Θ ∩ Πi is Eulerian. If Θ is horizontal, then it is a
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disjoint union of horizontal cycles. Now assume that 〈i1, . . . , in〉 is a
cycle in Γ. If {j1, . . . , jn} is an arbitrary sequence of length n in J , then
〈(i1, j1), . . . , (in, jn)〉 is a cycle in Γ ⋉ Π. Thus, there are |J |n distinct
cycles which project to 〈i1, . . . , in〉 via π : Γ ⋉ Π → Γ. Using these
we can construct explicit examples of large numbers of distinct games
which are isomorphic.
Assume that 〈i1, . . . , in〉 is a Hamiltonian cycle in the game Γ so that
n = |I|, and assume that Π is a group game with e ∈ J the identity.
For i = ik let γi be the translation of J taking e to jk and let ρ be
the identity on I. Then ρ ⋉ γ is an automorphism of Γ ⋉ Π taking
〈(i1, e), . . . , (in, e)〉 to 〈(i1, j1), . . . , (in, jn)〉. So it is an isomorphism
from Γ⋉ Π/〈(i1, e), . . . , (in, e)〉 to Γ⋉ Π/〈(i1, j1), . . . , (in, jn)〉. In Γ⋉
Π/〈(i1, j1), . . . , (in, jn)〉 the edges of the reversed cycle are the only
edges reversed by π. Hence, the |J ||I| games obtained by reversing the
distinct cycles are distinct isomorphic games.
In fact, if Γ is a game on I with |I| = 2n + 1, then by using the
permutations of I we can construct (2n + 1)! games. If two of these
permutations ρ1, ρ2 map to the same game then they differ by the
automorphism (ρ2)
−1ρ1 of Γ. It follows that Γ is isomorphic to exactly
(2n + 1)! ÷ |Aut(Γ)| distinct games. By the result of Dixon from [11]
quoted above, |Aut(Γ)| ≤ 3n. Consequently, any game of size 2n+1 is
isomorphic to at least (2n+ 1)!÷ 3n distinct games.
If G is a subgroup of the permutation group S(I) with order |G| a
power of 2, then by Proposition 1.8 the identity is the only element
of G which is an automorphism of any tournament on I. It follows
that by applying the elements of G to any game we obtain |G| distinct
games which are isomorphic.
We can use the above surjective morphism construction to build some
illustrative examples of group actions on games.
Example 6.14. If G is a group of odd order and n ≥ |G|, then there
exists a game Θ on a set K of size 2n+1 on which G acts. The set K
contains two copies of G on each of which G acts by translation while
the remaining 2(n− |G|) + 1 points are fixed points of the action.
Proof. With m = n− |G| let Γ be an arbitrary tournament on the set
I = {0, 1, . . . , m}. Let K0 = G and Π0 be a group game on G. So G
acts be translation on Π0. For i = 1, . . . , m let Ki = {i} and let Πi be
the trivial -empty- game on the singleton Ki. Let K¯ =
⋃
i∈I{i} ×Ki
and let Θ¯ be the generalized lexicographic product. From (6.25) we see
that G acts on the tournament Θ¯. K¯ contains a copy of G on which
the action is by translation and m fixed points.
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Let Θ be the double 2Θ¯ onK = {0}∪K¯×{−1,+1}. By the injection
2 : Aut(Θ¯)→ Aut(2Θ¯) we obtain the action of G on Θ.

Notice that if G is cyclic, then the translation by a generator is a
permutation of G with a cycle of length |G|. A fixed point imposes a
bound on the length of such a cycle.
Proposition 6.15. Let Γ be a game on a set I with |I| = 2n + 1. If
ρ is an automorphism of Γ which fixes some vertex, then the length of
any cycle in the associated permutation is at most n.
Proof. Let i0 be a fixed vertex and (i1, . . . , im) be a cycle in the per-
mutation ρ. If i0 → i1, then i0 = ρj(i0) → ρj(i1) = ij+1. Hence,
{i1, . . . , im} ⊂ Γ(i0) and because Γ is a game m ≤ n. Similarly, if
i1 → i0, then {i1, . . . , im} ⊂ Γ−1(i0) and so m ≤ n.

It can happen, however, that a large cyclic group acts effectively on
a game.
Example 6.16. There exists a game of size 29 on which Z33 acts
effectively.
Proof. Let I = {1, 2} with {(1, 2)} = Γ. Let K1 = Z3 and K2 =
Z11 and let Π1,Π2 be group games. Again let Θ¯ be the generalized
lexicographic product on K¯ = ({1} ×K1) ∪ ({2} ×K2). Thus, Θ¯ is a
tournament on K¯ with |K¯| = 14. Since Z33 is isomorphic to Z3 × Z11,
it acts on Θ¯. Again let Θ = 2Θ¯. If ρ is the generator of Z33, then
the associated permutation fixes 0 and contains two 3-cycles and two
11-cycles.

We conclude the section with an obvious remark.
Proposition 6.17. Let G act on a game Γ if ∆ ⊂ Γ is an Eulerian
subgraph which is G invariant, then G acts on the game Γ/∆ with the
same action on the vertices.
✷
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7. Bipartite Tournaments and Pointed Games
Recall that a digraph Π on I is bipartite when I is the disjoint union
of sets J,K and Π ⊂ (J ×K)∪ (K×J). A cycle in a bipartite digraph
has even length and so a 4-cycle is the cycle of shortest length in a
bipartite digraph. As an Eulerian digraph is a disjoint union of cycles,
it follows that a bipartite Eulerian digraph has even cardinality.
We will call Π a bipartite tournament on the pair {J,K} of disjoint
sets when Π ∪ Π−1 = (J × K) ∪ (K × J). That is, each i ∈ J has
an edge connecting it to every element of K and vice-versa. Hence,
|Π| = |J | · |K|. We say that two bipartite tournaments Π and Γ on the
pair {J,K} have the same scores when each vertex i ∈ J ∪K has the
same number of outputs in Π and Γ, and consequently the same number
of inputs. The following is the bipartite analogue of Proposition 4.1
and Theorem 4.5.
Theorem 7.1. Assume that Π and Γ are bipartite tournaments on the
pair {J,K}.
(a) The difference graph ∆ = ∆(Π,Γ) is Eulerian if and only if Π
and Γ have the same scores.
(b) If Π and Γ have the same scores, then there exists a finite
sequence Π1, . . . ,Πk of bipartite tournaments on {J,K} with
Π1 = Π and Πk = Γ and such that for p = 1, . . . , k − 1, Πp+1
is Πp with some 4-cycle reversed. In particular, all of these
bipartite tournaments have the same scores.
If ∆ a single cycle of length 2ℓ then a sequence can be chosen
with k = ℓ− 1.
Proof. (a) is proved exactly as is Proposition 4.1.
(b) As in the proof of Theorem 4.5 we reduce to the case when ∆
is a single cycle whose necessarily even length we write as 2ℓ. We
proceed by induction beginning with ℓ = 2 in which case Γ is obtained
by reversing 1 = ℓ− 1 4-cycle.
Assume ℓ > 2. If ∆ consists of the cycle cycle 〈i1, . . . , i2ℓ〉 with ℓ ≥ 3,
we use two cases as before.
Case 1 (i1 → i4 in Π): In this case, 〈i1, i4, . . . , i2ℓ〉 is an 2(ℓ − 1)
cycle in Π and so we can get from Π to Γ˜ = Π/〈i1, i4, . . . , i2ℓ〉 via
a sequence of ℓ − 2 4-cycles by inductive hypothesis. Then we go
from Γ˜ to Γ by reversing the 4-cycle 〈i1, i2, i3, i4〉 in Γ˜. Furthermore,
Γ = Π/〈i1, . . . , iℓ〉 = Γ˜/〈i1, i2, i3, 14〉 because the edge between i1 and
i4 has been reversed twice.
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Case 2 (i4 → i1 in Π): We proceed as before reversing the order of
operations. This time 〈i1, i2, i3, i4〉 is a 4-cycle in Π and 〈i1, i4, . . . , iℓ〉
is an 2(ℓ− 1) cycle in Γ˜ = Π/〈i1, i2, i3, i4〉. Proceed as before.

The following is now obvious.
Corollary 7.2. If Π is a bipartite tournament on the pair {J,K} then
Γ ↔ ∆(Π,Γ) is a bijective correspondence between the set of bipartite
tournaments Γ on the pair {J,K} with the same scores as Π and the
set Eulerian subgraphs of Π. In particular, the cardinality of the set of
Eulerian subgraphs depends only on the set of scores.
✷
We can form the interchange graph on the set of bipartite tourna-
ments on the pair {J,K}, connecting Π and Γ by an undirected edge if
∆ = ∆(Π,Γ) is a single 4-cycle. In general, it is clear that the distance
between Π and Γ is bounded by |∆|
2
− σ(∆) where, as before, the span
σ(∆) is the size of a maximum decomposition of ∆ by disjoint cycles.
Our brief consideration of bipartite digraphs is motivated by their
application to the pointed games which we will now consider.
A pointed game Π on I is a game with a chosen vertex which we
label 0. Let I+ = Π
−1(0) and I− = Π(0). With I+, I− fixed we call
Π a pointed game on the pair (I+, I−). We denote by Π+ and Π− the
tournaments which are the restrictions of Π to I+ and I− respectively.
We let Ξ denote Π|(I+ ∪ I−) \ (Π+ ∪ Π−). It consists of those edges
which connect elements of I+ with those of I−. Thus, Ξ is a bipartite
tournament on the pair {I+, I−}. The union Π+ ∪ Π− ∪ Ξ consists of
all edges of Π except those which connect to 0.
Recall that a subset A ⊂ I is invariant for a relation Π on I when
Π(A) ⊂ A, in which case, B = I \ A is invariant for Π−1. We think
of the pair {B,A} as a splitting for Π. A nontrivial splitting for a
relation Π exists if and only Π is not strong. Since any game is strong,
no game admits a splitting, but the tournaments Π± and the bivariate
tournament Ξ need not be strong.
Lemma 7.3. (Splitting Lemma) Let Π be a pointed game on the
pair (I+, I−) and A ⊂ I \ {0}. Let A± = A ∩ I±. The following are
equivalent.
(i) A is invariant for Ξ−1.
(ii) A± is invariant for Π± and, in addition, either
|A+| = |A−| or |A+| = |A−| − 1.
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Proof. Let |I| = 2n + 1. With B = I \ (A ∪ {0}) let a± = |A±| and
b± = |B±| with B± = B ∩ I±. If 2n + 1 = |I|, then n = |I±| and so
a± + b± = n. Furthermore, |A| = a+ + a− and |B| = b+ + b−. Let Π|A
be the restriction of Π to A.
(i) ⇒ (ii): Let i ∈ A+. By assumption, every Π edge between i and
an element of B−, i. e. every Ξ edge between i and an element of B,
is an output from i, accounting for b− outputs from i. There is also
one output to 0. Because Π is a game there are a total of n outputs
from i. Thus, in Π|A, the element i has at most n − b− − 1 = a− − 1
outputs. Thus, the total number of outputs in Π|A from elements of
A+ is bounded by a+ · (a− − 1).
Similarly, if i ∈ A−, then every Π edge between i and an element of
B+ is an output. Thus, in Π|A the element i has at most n− b+ = a+
outputs. Thus, the total number of outputs in Π|A from elements of
A− is bounded by a− · a+.
Every Π|A output comes from an element of A+ or A−. The total
number of outputs is the total number of edges which is 1
2
(a++a−)(a++
a− − 1). Thus, we obtain
(7.1)
1
2
(a+ + a−)(a+ + a− − 1) ≤ a+(a− − 1) + a−a+.
Furthermore, if any i ∈ A± has an output to B±, i. e. if either A+
is not Π+ invariant or A− is not Π− invariant, then the inequality is
strict. But this inequality can be rewritten as:
(7.2) (a− − a+)2 ≤ (a− − a+).
Because a+ and a− are integers this equation cannot hold strictly and
the only way it can hold is if a− − a+ equals 0 or 1.
(ii) ⇒ (i): If i ∈ A+, then every edge from B+ is an input. In Π|A i
has at most n− b+ = a+ inputs. Similarly, if i ∈ A−, then every edge
from B− is an input and it has an input from 0. In Π|A it has at most
n − b− − 1 = a− − 1 inputs. Again the total number of inputs is the
total number of edges. This time we get
(7.3)
1
2
(a+ + a−)(a+ + a− − 1) ≤ (a+)2 + (a−)2 − a−
and if A is not Ξ−1 invariant then this inequality is strict.
This time the inequality can be rewritten as the reverse of (7.2)
(7.4) (a− − a+)2 ≥ (a− − a+).
This is always true and can, of course, be strict. We will see below that
A± can both be Π± invariant without Ξ
−1 invariance of A.
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But if, in addition, a−− a+ equals 0 or 1, then this inequality is not
strict and so A must be Ξ−1 invariant.

For a pointed game Π on 2n+1 vertices, Π+ and Π− are tournaments
on n vertices. We now show that these tournaments can be chosen
arbitrarily.
Theorem 7.4. Let Γ+ and Γ− be tournaments on the set J of size n.
Let I+ = J × {+1}, I− = J × {−1} and I = {0} ∪ I− ∪ I+.
There exists a pointed game Π on the pair (I+, I−) such that with
the identification j 7→ (j,−1) Π− = Γ− and with the identification
j 7→ (j,+1) Π+ = Γ+.
Proof. Let ∆ = ∆(Γ−,Γ+). We prove the result by induction on k =
|∆|. Notice that we make no assumption about the scores and so ∆
need not be Eulerian.
(k = 0) In this case, Γ− = Γ+ and we use Π = 2Γ−.
(k > 0) Choose (i, j) ∈ ∆. Let ∆ˆ = ∆ \ {(i, j)} and Γˆ = Γ−/∆ˆ.
By induction hypothesis there exists a pointed game Πˆ with Πˆ− = Γ−
and Πˆ+ = Γˆ. Let i+ = (i,+1), j+ = (j,+1). Then (i+, j+) is an
edge of Πˆ+ and with the identification above j 7→ (j,+1) we have
Πˆ+/{(i+, j+)} = Γ+.
Let Ξˆ be the bipartite tournament of connections between I+ and I−
in Πˆ. We first show that there exists a Ξˆ path from j+ to i+.
Let A = {i+}∪OΞˆ−1(i+). This is a Ξˆ−1 invariant set which contains
i+. The Splitting Lemma 7.3 implies that A+ = A∩I+ is Πˆ+ invariant.
Since (i+, j+) ∈ Πˆ+ it follows that j+ ∈ A+ ⊂ A. This exactly says
that there is a Ξˆ path from j+ to i+.
By eliminating repeated vertices as usual we get a simple Ξˆ path.
Concatenating with the edge (i+, j+) we obtain a cycle C in Πˆ. The cy-
cle is disjoint from Πˆ− and does not contain the vertex 0. Furthermore,
it intersects Π+ only in the edge (i+, j+). It follows that Π = Πˆ/C is
a pointed game with Π− = Γ− and Π+ = Γ+ as required.

While the input and output tournaments in a game can be arbitrary,
this is not true for group games.
Lemma 7.5. Let A be a game subset for the group Z2n+1 with Γ[A]
the associated game. If i ∈ A with i relatively prime to 2n+ 1 and the
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score of i in the tournament Γ[A]|A is n− 1, i.e. |A∩ (i+A)| = n− 1,
then A = mi([1, n]).
Proof. First, assume that i = 1. Every element of A other than 1
itself is an output of 1. That is, if a 6= 1 is an element of A, then
a − 1 ∈ A. So if m = max{i ∈ A : i = 1, 2, . . . , 2n} then, inductively,
m− 1, m− 2, . . . , 1 ∈ A and m+ 1, . . . , 2n 6∈ A. Since |A| = n, m = n.
In general, if i is relatively prime to 2n + 1, then multiplication mi
is a group isomorphism on Z2n+1 and with B = (mi)
−1(A) it is an
isomorphism from Γ[B] to Γ[A] taking B to A. So 1 ∈ B with score
n− 1 for the restriction to B. Hence, B = [1, n] and so A = mi([1, n]).

Theorem 7.6. Let A be a game subset for a group G with |G| = 2n+1
prime. If there exists i ∈ A such that the score of i in the tournament
Γ[A]|A is n−1, then there is an isomorphism of G with Z2n+1 mapping
i to 1 and A to [1, n]. In particular, the score vector for the tournament
Γ[A]|A is (0, 1, 2, . . . , n− 1).
Proof. A group of prime order is cyclic and so G is isomorphic to Z2n+1
by an isomorphism which maps i to some element j ∈ [1, 2n] and so
is relatively prime to 2n+ 1. Apply the previous lemma and compose
with (mj)
−1. So the score vector of Γ[A]|A is the score vector of the
restriction to [1, n] of the associated game on Z2n+1.

Remarks: (a) If 2n + 1 is not prime there can be other games on
Z2n+1 with an element of having score n−1 in the tournament Γ[A]|A.
For example, with 2n + 1 = 9 and A = {1, 3, 4, 7} the element 3 has
score 3 and the restricted tournament has score vector (1, 1, 1, 3).
(b) It follows that if 2n+1 is a prime then a tournament Π with score
vector (1, 1, 2, . . . , n − 3, n − 3, n − 1) cannot occur as the restriction
Γ[A]|A for a game subset A of a group of order 2n+ 1.
From Theorem 7.4 it follows that the number of pointed games
Games(I+, I−) on the pair (I+, I−) with |I| = 2n+1 is bounded below
by the square of the number of tournaments on a set of size n, It is
bounded above by the number of tournaments on a set of size 2n, i. e.
by
(7.5) 2n(n−1) ≤ |Games(I+, I−)| ≤ 2n(2n−1).
It is clear than neither estimate is sharp.
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If Γ+ and Γ− are tournaments of size n, and Π is a pointed game
with Π− = Γ− and Π+ = Γ+ then the scores of the elements of the
associated bipartite tournament Ξ are clearly determined by the score
vectors of Γ− and Γ+. Thus, the number of pointed games Π which
similarly satisfy Π− = Γ− and Π+ = Γ+ is the number of Eulerian
subgraphs of Ξ for any one of them.
Example 7.7. If Γ = Γ− = Γ+ and Π = 2Γ, then from the cycles in
Γ we can obtain cycles in Ξ.
Proof. If 〈i1, i2 . . . , i2ℓ〉 is a cycle in Γ of even length, then 〈i2ℓ+, i2ℓ−1−,
. . . , i1−〉 and 〈i2ℓ−, i2ℓ−1+, . . . , i1+〉 are disjoint cycles of this same
length in Ξ.
If 〈i1, i2 . . . , i2ℓ+1〉 is a cycle of odd length in Γ, then
〈i2ℓ+1+, i2ℓ−, . . . , i1+, i2ℓ+1−, i2ℓ+, . . . , i1−〉
is a cycle in Ξ of double the length. In addition,
〈i2ℓ+1−, i2ℓ+1+, i2ℓ−, i2ℓ+, . . . , i1−, i1+〉
is a cycle in Ξ of double the length. Furthermore, for each 1 ≤ k ≤ ℓ
〈i2ℓ+1+, i2ℓ−, . . . , i2k−, i2k+, i2k−1−, . . . , i1−〉
and
〈i2ℓ+1−, i2ℓ+, . . . , i2k−1−, i2k−1+, i2k−2−, . . . , i1+〉
are cycles of length 2ℓ + 2 in Ξ. Observe that each of these has ℓ + 1
edges of the form (ip+, ip−1−) (mod 2ℓ+ 1). It follows that no pair of
theses cycles associated with 〈i1, i2 . . . , i2ℓ+1〉 are disjoint.
If n = 3 and Γ = 〈i1, i2, i3〉, then then for Π = 2Γ these are the
only cycles in Ξ. That is, Ξ contains two 6-cycles and three 4-cycles,
no two of which are disjoint. Thus, Ξ contains six Eulerian subgraphs
(including the empty subgraph). 
When a pointed game is the double of Π on I then i− → i+ for
all i ∈ I. This convenient pairing need not be possible for all pointed
games.
Example 7.8. There is a pointed game Π on the pair (I+, I−) for which
there does not exist a bijection ρ : I− −→ I+ such that i→ ρ(i) for all
i ∈ I−.
Proof. Let Γ and Θ be games on disjoint sets J and K with |J | = 3
and |K| = 5. With I = J ∪K let I± = I ×{±1} with similar notation
for J±, K± ⊂ I±.
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Let Γ±,Θ± be copies of the games Γ and Θ on J± and K±. Define
the pointed game Π on {0}∪I+∪I− to be I+×{0}∪{0}×I− together
with
2Γ ∪ Θ+ ∪ Θ− ∪ [K+ ×K−]
∪ [(J− ∪ J+)×K+] ∪ [K− × (J− ∪ J+)].(7.6)
We can represent Π by the diagram
(7.7)
J+ K+
0
J− K−
Since the five elements of K− have upward outputs only among the
three elements of J+, the required bijection cannot exist.

On the other hand, a strengthening of this condition characterizes
the games which are doubles.
Theorem 7.9. Let Π be a pointed game on the (I+, I−). If there exists
a bijection ρ : I− → I+ such that i → ρ(i) and Π is reducible via
i→ ρ(i) for all i ∈ I−, then as a pointed game Π is isomorphic to the
double 2(Π|I−).
Proof. By relabeling, we may assume that I± = J×{±1} and ρ(i−) =
i+. In that case, we will show that Π = 2Π− with Π− the game on J
which is identified with Π|I− via the identification i 7→ i−.
Let ∆ = ∆(2Π−,Π). Since the two games agree on I−, ∆ is disjoint
from Π|I−. Furthermore, i− → i+ for all i ∈ J in both games and so
no such edge is in ∆. Furthermore, no edge containing 0 is in ∆. We
will show that if ∆ is nonempty, then Π is not reducible via j− → j+
for some j ∈ J .
Case 1 ( ∆∩Ξ 6= ∅ ): That is, there exists i→ j in Π− such that
either j+ → i− or j− → i+ is in ∆. If j+ → i− in ∆ then i− → j+
in Π. Since i− → j− in Π it follows from Proposition 2.2 that Π is not
reducible via j− → j+. If j− → i+ is in ∆, then, since ∆ is Eulerian,
there exists an edge to j− in ∆. Since 0 is not a vertex of ∆ and ∆ is
disjoint from Π|I−, it follows that for some k ∈ J , k+→ j− in ∆. As
before, Π is not reducible via k− → k+.
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Case 2 ( ∆ ⊂ Π|I+ ): There exists i → j in Π− such that
i+ → j+ in ∆ and so j+ → i+ in Π. Since ∆ is disjoint from Ξ,
j+→ i− in Π. Hence, Π is not reducible via i− → i+.

Finally, we have some observations about reducibility.
Proposition 7.10. Let Π be a pointed game on the (I+, I−). If i, j ∈ I+
or i, j ∈ I−, then Π is not reducible via {i, j}. If i ∈ I+, then Π is
reducible via i→ 0 if and only if i→ k for all k ∈ I+ \ {i}. If i ∈ I−,
then Π is reducible via 0→ i if and only if k → i for all k ∈ I+ \ {i}.
Proof. If i, j ∈ I+, then i, j → 0 and so Π is not reducible via {i, j} by
Proposition 2.2(b). If i, j ∈ I−, then 0 → i, j. If i, j ∈ I+ and j → i,
then since j → 0, Π is not reducible via {0, i}. Conversely, if i → k
for all k ∈ I+ \ {i}, then Π(i) = {0} ∪ (I+ \ {i}) while Π(0) = I−.
So Π is reducible via {i, 0} by Proposition 2.2(b) again. Similarly, for
i ∈ I−. 
Corollary 7.11. If Π is a game, then Γ = (2Π)/Π+ is a non-reducible
game.
Proof. If i→ j in Π then
i− → j−, j− → i+, j+→ i−, j+→ i+, i− → i+, j− → j+
in Γ. Hence,
j+→ i−, i+, i− → j−, i+, j+, i− → i+,
and so Γ is not reducible via any of there pairs. The remaining pairs
are excluded by Proposition 7.10. 
We close the section with an improvement of Proposition 6.1.
Proposition 7.12. If Π is a digraph with n vertices, then Π is a sub-
graph of a game of size 2n− 1.
Proof. As in the proof of Proposition 6.1 we may assume that Π is a
tournament. Let Π′ be an order on n vertices or, more generally, a
tournament on n vertices with a vertex of score n − 1. By Theorem
7.4 there is a pointed game Γ with Γ+ isomorphic to Π
′ and with Γ−
isomorphic to Π. If u is the vertex of Γ−1(0) with score n−1 in Γ+, then
Proposition 7.10 implies that Γ is reducible via u→ 0. The restriction
of Γ to the vertices excluding u and 0 is a subgame of size 2n−1 which
contains Γ−.

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Notice that if Π itself contains a vertex with score n − 1 or 0, then
the smallest possible size for a game which contains Π is 2(n−1)+1 =
2n−1. Thus, if one does not restrict the score vector of the tournament
Π, Proposition 7.12 is the best possible result.
8. Interchange Graphs, Again
Fix I = {0} ∪ I+ ∪ I−, disjoint sets with |I±| = n. Define I0 =
I \{0} = I+∪I−. Let n[I0] denote the set of subsets of I0 of cardinality
n so that |n[I0]| =
(
2n
n
)
. If Games(I) is the set of games on I then
Γ 7→ Γ(0) is a mapping π : Games(I) → n(I0). If J− ∈ n(I0), and
J+ = I0\J−, then a game Γ has π(Γ) = J− exactly when Γ is a pointed
game on (J+, J−). Furthermore, if ρ is a bijection of I which fixes 0
and maps I− to J−, then ρ is an isomorphism of any pointed game
on (I+, I−) onto a pointed game on (J+, J−). In particular, for every
J− ∈ n[I0] the cardinality of π−1(J−) is that of Games(I+, I−). In
particular, we have from (7.5)
(8.1) |Games(I)| =
(
2n
n
)
· |Games(I+, I−)| ≥
(
2n
n
)
· 2n(n−1).
Observing that
(
2n
n
) · 2n(n−1) = (2n
n
) ·∏n−1j=1 22j we see that this is an
improvement on the bound
∏n
j=1
(
2j
j
)
given in Theorem 4 of [20]. Note
that
(
2j
j
)
< 22j since the number of subsets of size j is less than the
total number of subsets.
Using this inequality we can obtain a lower bound for the number of
isomorphism classes of games of a fixed size.
Proposition 8.1. Let IS(n) denote the cardinality of the set of iso-
morphism classes of games on a set of size 2n + 1.
(8.2) IS(n) ≥ 2n(n−1) ÷ [(2n+ 1) · (n!)2].
If n ≥ 7, then
(8.3) ln(IS(n)) ≥ n · [n ln 2 − 2 lnn]
Proof. We obtain (8.2) by dividing (8.1) by the order of the permuta-
tion group which is (2n+ 1)!. Now we observe that
n(n− 1) ln 2 = n2 ln 2 − (n+ 1) ln 2 + ln 2,
ln(2n+ 1) ≤ ln 2 + ln(n + 1),
ln(n + 1) = lnn + ln(1 +
1
n
) ≤ lnn + 1
n
.
(8.4)
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Furthermore,
ln(n!) ≤
∫ n+1
2
ln t dt = (n + 1) ln(n + 1)− (n+ 1)− 2 ln 2 + 2 ≤
n lnn+ 1 + ln(n+ 1)− (n + 1)− 2 ln 2 + 2.
(8.5)
Putting these together we obtain
(8.6)
ln(IS(n)) ≥ n·[n ln 2 − 2 lnn]+[(2−ln 2)(n+1)−3 ln(n+1)+4 ln 2−6].
The function t 7→ (2− ln 2)t− 3 ln t + 4 ln 2− 6 is increasing for t ≥ 3
and it is positive for t = 8 and so for t ≥ 8.

The set n[I0] has a natural undirected graph structure, with (J1, J2)
an edge if |J1 ∩ J2| = n − 1. That is, J2 is obtained from J1 by
exchanging the element of J1 \ J1 ∩ J2 with the element of J2 \ J1 ∩ J2
which is in the complement of J1. Each element of J1 can be paired up
with an element of its complement and each of these n2 choices yields
a different set J2. Thus, n[I0] is an n
2 regular graph. The distance
from J1 to J2 is k when |J1 ∩ J2| = n − k. In that case, there are
(k!)2 geodesics between J1 and J2. These are obtained by choosing an
ordering on J1 \ (J1 ∩ J2) and on J2 \ (J1 ∩ J2) for the k exchanges.
Now suppose (Γ1,Γ2) is an edge in the interchange graph onGames(I).
That is, Γ2 is obtained from Γ1 by reversing some 3-cycle 〈i, j, k〉. As-
sume that Γ1 is a pointed graph on (I+, I−). If 0 is not a vertex of
the cycle then the cycle intersects either Π+ or Π− but not both. It
must meet one of them because the bivariate tournament Ξ contains
no 3-cycle. It cannot meet both because a cycle which intersects both
Π+ and Π− contains at least four vertices. In this case, Γ2 is also a
pointed graph on (I+, I−). Thus, π(Γ1) = π(Γ2).
If 0 is a vertex of the cycle then the cycle is 〈i, 0, k〉 with i ∈ I+, k ∈ I−
and (k, i) an edge in Ξ. In that case, Γ2(0) = I− ∪ {i} \ {k}. That is,
π(Γ2) is connected by the edge in n[I0] with π(Γ1) via the interchange
of k with i. By Theorem 2.6 the vertex 0 is contained in n(n + 1)/2
3-cycles. Each of these leads to a different element of n[I0]. Thus, the
edges from Γ1 project to n(n + 1)/2 of the n
2 edges from I− in n[I0].
On the other hand, if J = I−∪{i1}\{k1} for arbitrary i1 ∈ I−, k1 ∈ I+
then the product of transpositions (i1, i) and (k1, k) is a permutation ρ
which induces an isomorphism from Γ1 to Γˆ1 which has π(Γ1) = π(Γˆ1)
and 〈i1, 0, k1〉 is a cycle of Γˆ1.
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For an undirected graph G we will call a set T of vertices convex
when for all t1, t2 ∈ T there exists a geodesic of G between t1 and
t2 and for every geodesic of G between t1 and t2 the vertices are all
contained in T .
Theorem 8.2. Let Π be a game on a set I of vertices and let Q ⊂ I.
Define Q∗ ⊂ Π by (i, j) ∈ Q∗ if and only if i ∈ Q or j ∈ Q (or both).
Let Games(Q∗) be the set of games Γ on I such that Q∗ ⊂ Γ. That is,
every edge which connects to a vertex of Q has the same orientation in
Γ as in Π. The set Games(Q∗) is a convex subset of the interchange
graph of all games on I.
Proof. : Clearly a game Γ lies in Games(Q∗) if and only if the Eulerian
subgraph ∆(Γ,Π) is disjoint from Q∗. Recall that by Corollary 4.8 the
distance between Γ and Π is β(∆(Γ,Π)).
Assume that ∆(Γ,Π) is disjoint fromQ∗ and that we reverse a 3-cycle
which meets Q∗ to obtain Γ′ which is not in Games(Q∗). It suffices
to show that β(∆(Γ′,Π)) = β(∆(Γ,Π)) + 1 for then Γ′ cannot lie on a
geodesic from Γ to Π. We consider the cases from Theorem 4.7.
Let the reverse of the given 3-cycle be 〈i1, i2, i3〉 so that 〈i3, i2, i1〉 is
in Γ. By assumption at least one of the vertices, say i2, is in Q. Hence,
(i3, i2), (i2, i1) ∈ Q∗ and the vertex i2 does not occur in ∆(Γ,Π). Hence,
(i2, i3), (i1, i2) ∈ ∆(Γ′,Π) and these are the only edges of ∆(Γ′,Π) which
contain the vertex i2. Hence, a cycle which contains i2 from any de-
composition for ∆(Γ′,Π) must contain both these edges.
In the notation of the proof of Theorem 4.7 we first consider Case
1, with the cycle 〈i3, i2, i1〉 disjoint from ∆ and with (i2, i3), (i1, i2) in
a single cycle of the maximum decomposition for ∆′. As shown there,
β(∆′) = β(∆) + 1.
Alternatively, we could be in Case 3, with (i1, i3) ∈ ∆ and so neither
i1 nor i3 is in Q. Again since (i2, i3), (i1, i2) are in a single cycle of the
decomposition of ∆′ we again get β(∆′) = β(∆) + 1.

Corollary 8.3. With I = {0} ∪ I+ ∪ I−, the set Games(I+, I−) is
a convex subset of the interchange graph of games on I. For each
J ∈ n[I0] the set π−1(J) is a convex subset of the interchange graph of
games on I.
Proof. The above theorem applies with Q = {0}. 
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9. Homogeneous Games
For a subgroup H of a group G the double coset of i ∈ G is the set
HiH . Clearly, {(i, j) ∈ G × G : i ∈ HjH} is an equivalence relation
with equivalence classes the double cosets. Of course, H itself is the
double coset of the identity element e.
Lemma 9.1. Let G be a finite group with odd order and let H be a
subgroup of G. Let i ∈ G.
(a) If i2 ∈ H then i ∈ H.
(b) If i 6∈ H then i−1 6∈ HiH.
Proof. By Lagrange’s Theorem H and i have odd order.
(a): Since 2 is relatively prime to the order of i, i2 is a generator
of the cyclic group generated by i. Hence, if i2 ∈ H , then i is in the
subgroup generated by i2 which is contained in the subgroup H .
(b): Assume i−1 ∈ HiH and so i−1 = h1ih2 for some h1, h2 ∈ H .
Then (ih1)(ih1) = h
−1
2 h1 ∈ H . So by (a), ih1 ∈ H and i = (ih1)h−11 ∈
H .

Definition 9.2. Let G be a finite group with odd order and let H be a
subgroup of G. A subset A of G is a game subset for (G,H) if it is a
game subset of G such that i ∈ A \H implies HiH ⊂ A.
Theorem 9.3. If G is a finite group with odd order and H is a subgroup
of G, then there exist game subsets for (G,H).
Proof. By Lemma 9.1 (b) the double cosets HiH and Hi−1H are dis-
tinct for all i ∈ G \ H . Let T be the set of double cosets other than
H . We can partition T by pairs {{HiH,Hi−1H} : i ∈ G \H}. Choose
i1, . . . , ik ∈ G\H so that {Hi1H, . . . , HikH} includes exactly one dou-
ble coset from each pair. Let A0 ⊂ H be a game subset for the odd
order group H . Let A = A0 ∪
⋃k
p=1 HipH . Since H = A0∪A−10 ∪{e}
and since Hi−1H consists of the inverses of the elements of HiH , it
follows that A is a game subset. Clearly, A \ H is a union of double
cosets.

Remark: It is clear that this construction yields all the game subsets
for (G,H). Hence, if 2d is the number of double cosets in G \H and
2k+1 is the order of H , then there are 2d+k game subsets for (G,H).
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Theorem 9.4. Let G be a finite group with odd order, H be a subgroup
of G and A be a game subset for (G,H). Let G/H be the homogeneous
space of left cosets, i.e. G/H = {iH : i ∈ G}. Define A/H = {iH :
iH ⊂ A}. The set Γ[A/H ] = {(iH, jH) : i−1jH ∈ A/H} is a game on
G/H.
For each k ∈ G the bijection ℓk on G/H given by iH 7→ kiH is an
automorphism of Γ[A/H ] and so there is a group homomorphism from
G to Aut(Γ[A/H ]).
The surjection π : G −→ G/H given by i 7→ iH is a morphism from
Γ[A] to Γ[A/H ].
Proof. Notice first that iH ⊂ A requires i ∈ G \ H since A ∩ H is
a proper subset of H (e.g. e 6∈ A). Hence if i−1jH ⊂ A then with
iˆ = ih1, jˆ = jh2 then iˆ
−1jˆH ⊂ A because A \ H is a union double
cosets. Thus, iH → jH if and only if i−1j ∈ A \ H . Notice that
iH = π(i) = π(j) = jH if and only if i−1j ∈ H . Thus, we see that
Γ[A/H ] is a tournament and that π is a morphism from Γ[A] to Γ[A/H ].
We see that iH → jH if and only if j ∈ i(A \ H) if and only if
i ∈ j(A \ H)−1. Hence, the set of inputs and the set of outputs of
iH with respect to Γ[A/H ] both have cardinality |A \H|/|H|. Hence,
Γ[A/H ] is Eulerian and so is a game.
Finally, it is clear that ℓk is an automorphism of Γ[A/H ].

Remark: Clearly, ℓk acts as the identity on G/H if and only if
iki−1 ∈ H for all i ∈ G. So the action of G on G/H is effective, i.e.
ℓk acts as the identity only for k = e, exactly when Hˆ =
⋂
i∈G iHi
−1
is the trivial subgroup, or, equivalently, when {e} is the only subgroup
of H which is normal in G. In general, G/Hˆ acts effectively on G/H
and so injects into Aut(Γ[A/H ]).
We call the game Γ[A/H ] a homogeneous game. Of course, a group
game is a special case of a homogeneous game with H the trivial sub-
group. A game subset for G is a game subset for (G, {e}).
Theorem 9.5. Let G be a finite group with odd order and H be a
normal subgroup of G so that π : G −→ G/H is a group homomorphism
onto the quotient group. A subset A of G is a game subset for (G,H) if
and only if there exist B a game subset for G/H and A0 a game subset
of H so that A = A0 ∪ π−1(B). In that case, the games Γ[A/H ] and
Γ[B] are equal.
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Proof. When H is normal, a double coset is just a coset. Thus, A is a
game subset for (G,H) if and only if A0∩A is a game subset for H and
A \H is a union of cosets. Normality of H implies that (iH)−1jH =
i−1jH . So iH → jH in Γ[A/H ] if and only if i−1jH ∈ π(A). Thus,
π(A) = B is a game subset with A \H = π−1(B).

Now let Π be a game on I and let a ∈ I. We say that a group G
acts on Π when G acts on I and and for each g ∈ G, i 7→ g · i is an
automorphism of Π. Thus, an action of G on Π is given by a group
homomorphism G −→ Aut(Π) and we can identify g ∈ G with the
associated automorphism.
For a ∈ I the evaluation map ιa : G −→ I is defined by ιa(g) = g · a.
Isoa = {g : g · a = a} = ι−1a ({a}) is a subgroup of G called the isotropy
subgroup of a. Let Ga = ιa(G) ⊂ I denote the G orbit of a so that
Π|Ga = Π∩ (Ga×Ga) is the restriction of Π to Ga. Of course, G acts
transitively on I exactly when Ga = I in which case Π|Ga = Π.
Theorem 9.6. Let Π be a game on I with a ∈ I. Let G be a finite group
of odd order which acts on Π. For example, G can be any subgroup of
Aut(Π). Let H = Isoa = ι
−1
a ({a}). Choose A0 a game subset for H
and let A = A0 ∪ ι−1a (Π(a)).
The set A ⊂ G is a game subset for (G,H). Let π : G −→ G/H be
the canonical projection. The map ιa is a morphism from Γ[A] to Π and
it factors through π to define θa : G/H −→ I which is an embedding
from Γ[A/H ] to Π. The restriction Π|Ga of Π to Ga is a subgame of
Π and the bijection θa : G/H −→ Ga is an isomorphism from Γ[A/H ]
to Π|Ga.
Proof. Observe first that by Proposition 1.8 every element of Aut(Π)
has odd order and so by the first Sylow Theorem, Aut(G) itself has
odd order. By replacing G by its image under the map G → Aut(Π)
we may assume that G is a subgroup of Aut(Π). Technically, we use
Theorem 9.4 because, instead of G, we are using its quotient by the
kernel of this map.
Clearly, for b ∈ I, if g(a) = b then ι−1({b}) = gH . Now suppose
that a → b in Π. For h ∈ H , h−1(a) = a → b = g(a). Since h
acts as an automorphism of Π, a = hh−1(a) → h(b) = hg(a). Hence,
hg ∈ ι−1a (Π(a)). It follows that ι−1a (Π(a)) is a union of H double cosets.
Since g is an automorphism, g−1(a) → g−1g(a) = a. Hence, g−1 6∈ A.
Finally, if g 6∈ H , i.e. g(a) 6= a then either a → g(a) and so g ∈ A or
g(a)→ a and, as before, a→ g−1(a) which implies g−1 ∈ A. It follows
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that A is a game subset for (G,H). For g, k ∈ G, k → g if and only if
k−1g ∈ A. So, when k(a) 6= g(a),
(9.1) k → g ⇔ k−1g ∈ ι−1a (Π(a)) ⇔ a→ k−1g(a) ⇔ k(a)→ g(a).
This says that ιa is a morphism from Γ[A] to Π.
Since g(a) = b implies ι−1a ({b}) = gH , it follows that ιa factors
through π to define the injection θa.
Since π is a surjective morphism from Γ[A] to Γ[A/H ] and ιa is a
morphism from Γ[A] to Π, it easily follows that θa is a morphism from
Γ[A/H ] to Π. Since Γ[A/H ] is Eulerian and θ¯a : Γ[A/H ] −→ Π|Ga is a
bijection, it follows that Πa is Eulerian and so is a subgame of Π with
θa : G/H −→ Ga defines an isomorphism from Γ[A/H ] to Π|Ga.

We immediately obtain the following.
Corollary 9.7. If Aut(Π) acts transitively on the vertices of Π, then
Π is isomorphic to a homogeneous game.
✷
In general, for a game Π on I the restriction of Π to each orbit of
the action of Aut(Π) on I is a subgame isomorphic to a homogeneous
game.
Corollary 9.8. Assume that ξ is an automorphism of a game Π on
I, so that ξ is a permutation of I. Assume that (a0, . . . , a2n) is a
nontrivial cycle in the permutation ξ, so that n > 1. The restriction
Π|{a0, . . . , a2n} is a subgame of Π which is isomorphic to a group game
on Z2n+1.
Proof. By Proposition 1.8, ξ has odd order and so every cycle contained
in it has odd length. Let G be the cyclic subgroup of Aut(Π) generated
by ξ so that Ga0 = {a0, . . . , a2n}.
It follows from Theorem 9.6 that the restriction is a subgame of Π.
The map i 7→ ai for i = 0, . . . , 2n is a bijection ρ : Z2n+1 → Ga0 which
maps the translation ℓ1 to ξ.
We define the game Γ on Z2n+1 so that ρ is an isomorphism from Γ
to Π|Ga, i.e. i→ j if and only if ai → aj . Then ℓ1 is an automorphism
of Γ and so the translations of Z2n+1 are all automorphisms. It follows
from Theorem 3.4 (a) that Γ is a group game on Z2n+1.

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Theorem 9.9. Let G be a finite group with odd order, H be a subgroup
of G and A be a game subset for (G,H) with A0 = A ∩ H the game
subset of H. The game Γ[A] is isomorphic to the lexicographic product
Γ[A/H ] ⋉ Γ[A0]. In particular, Aut(Γ[A]) is isomorphic to the semi-
direct product Aut(Γ[A/H ])⋉Aut(Γ[A0])
G/H .
Proof. Let j : G/H −→ G be a map such that π ◦ j = 1G/H . So if x ∈
G/H then x is the coset j(x)H . We identify G with the product G/H×
H by the bijection (x, h) 7→ j(x)h. This identifies π : G −→ G/H with
the first coordinate projection. Notice that we are not assuming that
H is normal and so G/H need not be a group. Even if it is normal, a
group homomorphism splitting j need not exist. However, we do not
need any algebraic conditions on j.
As was observed in the proof of Theorem 9.4, if x1 6= x2 then x1 → x2
in Γ[A/H ] if and only if h−11 j(x1)
−1j(x2)h2 ∈ A\H for some h1, h2 ∈ H
and so for all h1, h2 ∈ H since A\H is a union of double cosets. Hence,
(9.2) (x1, h1)→ (x2, h2) ⇔ x1 → x2 when x1 6= x2.
On the other hand, if x1 = x2 then (j(x1)h1)
−1(j(x2)h2) = h
−1
1 h2.
So (j(x1)h1)
−1(j(x2)h2) ∈ A if and only if h−11 h2 ∈ A0. Thus
(9.3) (x1, h1)→ (x2, h2) ⇔ h1 → h2 when x1 = x2.
From (6.9) we see that this is exactly the lexicographic product
Γ[A/H ]⋉ Γ[A0]. The automorphism result then follows from (6.14).

Corollary 9.10. (a) The lexicographic product of two group games is
isomorphic to a group game.
(b) The lexicographic product of two homogeneous games is isomor-
phic to a homogeneous game.
Proof. (a): Let A0 be a game subset of a group H and B be a game
subset of a group T . Let G be any extension ofH by T . That is, there is
a short exact sequence H G T.i
p
Let A = i(A0)∪p−1(B).
For example, we can use the group product G = T ×H .
By Theorems 9.5 and 9.9 A is a game subset of G and Γ[A] is iso-
morphic to Γ[B]⋉ Γ[A0].
(b): By Corollary 9.7 a game Γ on I is isomorphic to a homogeneous
game if and only if Aut(Γ) acts transitively on I. If p, q ∈ Γ ⋉ Π and
ρ ∈ Aut(Γ), φ ∈ Aut(Π) satisfy ρ(p1) = q1 and φ(p2) = q2 then with
γi = φ for all i ∈ I, ρ ⋉ γ(p) = q. Thus, Aut(Γ ⋉ Π) acts transitively
when Aut(Γ), and Aut(Π) do.
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
Remark: IfH, T are groups of odd order and H G1 T.
i1 p1
and H G2 T.
i2 p2 are possibly different group extensions, it
follows from the above proof that the game Γ[A1] is isomorphic to Γ[A2]
are the same, where Aǫ = iǫ(A0) ∪ p−1ǫ (B) for ǫ = 1, 2.
Example 9.11. Commutative group examples.
With G = Z(2a+1)(2b+1) we define the injection θ : Z2b+1 −→ G by
θ(j) = j(2a+1) for j = 0, . . . , 2b and let π : Z(2a+1)(2b+1) −→ Z(2a+1) be
the surjection with π(j(2a+1)+ i) = i for i = 0, . . . , 2a, j = 0, . . . , 2b.
We identify Z2b+1 with the subgroup H = θ(Z2b+1) generated by
2a + 1 in Z(2a+1)(2b+1) and we identify Z2a+1 with the quotient group
G/H .
If B ⊂ Z2a+1, A0 ⊂ Z2b+1 are game subsets then A = A0 ∪ π−1(B)
satisfies
(9.4) j(2a + 1) + i ∈ A ⇐⇒
{
i ∈ B or
i = 0 and j ∈ A0.
.
By Theorems 9.9 and 9.5 Γ[A] is the lexicographic product Γ[B] ⋉
Γ[A0].
Furthermore, the translation map ℓ1 on Z(2a+1)(2b+1) is given by ρ⊳ γ
with ρ = ℓ1 on Z2a+1 and γi equal to ℓ1 on Z2b+1 for i = 2n and equal
to the identity on Z2b+1 for the remaining i.
It follows that if 2n + 1 is composite = (2a + 1)(2b+ 1), then there
exist game subsets such that the automorphism group of the associated
game is non-abelian and so contains Z2n+1 as proper subgroup. Notice
that by considering translations alone for ρ and the γi’s we see that the
order of Aut(Γ[B]⋉Γ[A0]) is at least (2a+1)(2b+1)
2a+1. On the other
hand, the entire affine group on Z(2a+1)(2b+1) has order (2a+1)(2b+1) ·
φ((2a+1)(2b+1)) < (2a+1)2(2b+1)2. Note that if b ≥ 1 and a ≥ 2
then 2a+ 1 < 3a ≤ (2b+ 1)a < (2b+ 1)2a−1. Hence, in these examples
there are always automorphisms which are not affine. Observe that
if 2a + 1 and 2b + 1 are distinct Fermat primes, e.g. 3 and 5, then
by Theorem 3.11 the translations are the only affine automorphisms of
any Γ[B]⋉ Γ[A0].
If 2a + 1 and 2b + 1 are relatively prime then the product group
Z2a+1 × Z2b+1 is isomorphic as a group to Z(2a+1)(2b+1). If 2a + 1 and
2b+1 are not relatively prime, e.g. if they are equal, then the product
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groupG = Z2a+1×Z2b+1 is not isomorphic to Z(2a+1)(2b+1). Nonetheless,
it is an extension of Z2b+1 by Z2a+1 and so has game subsets isomorphic
to the lexicographic product Γ[B]⋉ Γ[A0].
Finally, we note that, by induction, the Steiner game Γk described
at the end of Section 6 is isomorphic to a group game on Z3k . Define
L1 to be the set of natural numbers such that the first nonzero digit in
the base three expansion is 1 (rather than 2). Using induction again,
one can show that A = {i ∈ L1 : 0 < i < 3k} ⊂ Z3k is an example with
Γ[A] isomorphic to Γk.
10. Games of Size Seven
Now we consider the case 7 = 2 · 3 + 1.
TYPE I- ΓI = Γ[[1, 2, 3]] has Aut(Γ[[1, 2, 3]]) = Z7 acting via trans-
lation and is reducible via each pair i, i+3. The collection {ma([1, 2, 3]) :
a ∈ Z∗7} are the 6 = φ(7) Type I game subsets of Z7 whose games are
isomorphic to Γ[[1, 2, 3]]. See Theorem 3.14 and Corollary 3.9.
The group game ΓI is isomorphic to the double with Π the straddle
on [1, 2, 3], see Example 6.3.
Type II- ΓII = Γ[[1, 2, 4]] can be described by the following diagram:
(10.1)
〈3 6 5〉
0
〈1 2 4〉
Clearly, ma is an automorphism of ΓII for a ∈ {1, 2, 4} ⊂ Z∗7. Let
ρ be an automorphism of ΓII . By composing with a translation we
may assume that ρ(0) = 0. Then {1, 2, 4} = ΓII(0) is ρ invariant. By
composing with an element of G[1,2,4] we may assume ρ(1) = 1. Then
Proposition 1.8 implies that ρ fixes, 2 and 4 as well. From the diagram
it then follows that ρ is the identity. Thus, every automorphism is
affine, i.e. a composition of a translation and a multiplication by an
element of element of {1, 2, 4} ⊂ Z∗7.
From Theorem 3.14 it follows that ΓII is not reducible.
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The two Type II game subsets are [1, 2, 4] and [6, 5, 3] = m6([1, 2, 4]).
Γ[[6, 5, 3]] is the reversed game of Γ[[1, 2, 4]] and is isomorphic to it via
m6 = m−1.
With Π the 3-cycle 〈1, 2, 4〉 game, ΓIII is isomorphic to 2Π/Π+. That
is, the double with the cycle 〈3, 6, 5〉 of the double reversed.
Type III- ΓIII can be described by the following diagram:
(10.2)
〈3 6 5〉
0
〈1 2 4〉
With Π the 3-cycle 〈1, 2, 4〉 game, ΓIII is isomorphic to 2Π. Proposi-
tion 6.4 implies that Aut(ΓIII) = {m1, m2, m4} with 0 as a fixed point.
Thus, Aut(ΓIII) does not act transitively on Z7.
Since Π is isomorphic to its reversed game, it follows that ΓIII is
isomorphic to its reversed game as well.
ΓIII is reducible but is not reducible via any pair which includes 0.
Theorem 10.1. If Γ is a game with 7 vertices then Γ is isomorphic to
exactly one of ΓI ,ΓII or ΓIII .
Proof. The three types are distinguished by their automorphism groups
and so no two are isomorphic.
We use the labeling procedure as in Theorem 2.1. Choose a vertex
and label it 0. The three output vertices in Γ(0) form either a 3-cycle
or a straddle. Similarly for the three input vertices of Γ−1(0).
Case 1 [The inputs and outputs both form straddles]: Label the
output vertices 1, 2, 3 with 1 → 2, 3 and 2 → 3. Label the input
vertices so that 4 → 5, 6 with 5 → 6. The remaining arrows are now
determined.
• 0, 1, 2→ 3 ⇒ 3→ 4, 5, 6.
• 4→ 0, 5, 6 ⇒ 1, 2, 3→ 4.
• 1→ 2, 3, 4 ⇒ 0, 5, 6→ 1.
• 5→ 6, 0, 1 ⇒ 2, 3, 4→ 5.
• 3, 4, 5→ 6 ⇒ 6→ 0, 1, 2.
This is Type I.
Case 2 [The inputs and outputs both form 3-cycles]: Label the
output vertices 1, 2, 4 with 〈1 → 2 → 4〉. Each of these receives one
input from one of the vertices in Γ−1(0). Label by 3 the vertex such
that 3 → 4. 3 now has three outputs and so 1, 2 → 3. Label by 5
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so that 5 → 2 and so 6 → 1. Now there are two possibilities. Either
3→ 5 which is Type II or 5→ 3 which is Type III.
Case 3 [The inputs form a 3-cycle and the outputs form a straddle,
or vice-versa]: By replacing the game by its reverse if necessary we
may assume that the outputs form a straddle. Notice that for ΓIII the
inputs Γ−1III(1) form a 3-cycle and the outputs ΓIII(1) form a straddle.
Relabel the vertex 0 of Γ, calling it 1. Label the vertices of Γ(1) as
2, 3, 5 with 5 → 2, 3 and 2 → 3. Now 5 → 2, 3 and 1 → 5. Hence,
there is one output vertex from 5 among the Γ−1(1). Label it 0, so that
5→ 0 and choose the remaining two labels so that 〈6→ 0→ 4〉 is the
input 3-cycle for 1. It suffices to show that the remaining connections
are determined by these choices. We began with 0, 4, 6→ 1→ 2, 3, 5.
• 1, 5, 2→ 3 ⇒ 3→ 6, 0, 4.
• 3, 5, 6→ 0 ⇒ 0→ 1, 2, 4.
• 0, 1, 5→ 2 ⇒ 2→ 3, 4, 6.
• 5→ 0, 2, 3 ⇒ 1, 4, 6→ 5.
• 4→ 5, 6, 1 ⇒ 0, 2, 3→ 4.
This is Type III.
Since ΓIII is isomorphic to its reversed game, it follows that if the
inputs form a straddle and the outputs form a 3-cycle then it is Type
III as well.

From the proof we obtain the following corollary.
Corollary 10.2. Let Γ be a game on I with |I| = 7.
(i) If for some i ∈ I both the input set Γ−1(i) and the output set
Γ(i) form straddles then Γ is of Type I, isomorphic to ΓI. In
that case, for every j ∈ I the input set and the output set are
straddles.
(ii) The game Γ is of Type II, isomorphic to ΓII, if and only if for
every j ∈ I the input set and the output set are 3-cycles.
(iii) If for some i ∈ I either the input set or the output set forms
a straddle while the other is a 3-cycle, then Γ is of Type III,
isomorphic to ΓIII.
✷
Observe that ΓII is obtained from ΓIII by reversing the upper 3-
cycle. It follows from Theorem 6.5 that the games of Type II are
Steiner games. In fact, the games of type III are Steiner games as well.
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To obtain a decomposition by 3-cycles for ΓII or ΓIII we may use the
upper 3-cycle and, in addition,
〈1, 2, 6〉, 〈2, 4, 5〉, 〈4, 1, 3〉,
〈2, 3, 0〉, 〈4, 6, 0〉, 〈1, 5, 0〉.(10.3)
Using the results from Section 7 we can compute the number of
games on a set I of size seven. Using (8.1) it suffices to compute
|Games(I+, I−)| with I decomposed as I+ ∪ {0} ∪ I−. If either Π+
or Π− is a straddle then it follows from the Splitting Lemma, and is
easy to check directly, that the bivariate tournament Ξ contains no
cycles. If both Π+ and Π− are 3-cycles, then the number of Eulerian
subgraphs of Ξ is the same as the number in the special case when Π
is the double of a 3-cycle. In Example 7.7 it was shown that Ξ then
contains six distinct Eulerian subgraphs (including the empty one).
Thus, our lower bound |Games(I+, I−)| ≥ 23·2 = 64 has to be corrected
to account for each of the four cases where Π+ and Π− are 3-cycles
and so there are six pointed games Π instead of one each. That is,
|Games(I+, I−)| = 64 + 6 · 4 − 4 = 84. Finally, from (8.1) it follows
that when |I| = 7
(10.4) |Games(I)| =
(
6
3
)
· 84 = 1680.
11. Isomorphism Examples
If ρ : Π1 → Π2 is an isomorphism between digraphs, and [i1, . . . , ik]
is a simple path in Π1, then [ρ(i1), . . . , ρ(ik)] is a simple path in Π2.
Since the order is preserved, it follows that if [j1, . . . , jk] is a simple
path in Π2, then (recall that ρ¯ = ρ× ρ)
(11.1) ρ¯([i1, . . . , ik]) ⊂ [j1, . . . , jk] ⇒ ρ(ip) = jp for p = 1, . . . , k.
Proposition 11.1. (a) If ρ : Π1 −→ Π2 is an isomorphism of games,
then it restricts to an isomorphism between the reducibility digraphs
ρ : rΠ1 −→ rΠ2. Furthermore, it maps each maximal simple path in
rΠ1 to a maximal simple path in rΠ2.
(b) Assume ρ is an automorphism of a game Π.
(i) If [i1, . . . , ik] is a simple path in Π and ρ¯([i1, . . . , ik]) ⊂ [i1, . . . , ik]
then ρ fixes ip for p = 1, . . . , k. In particular, if ρ maps a max-
imal simple path of rΠ to itself, then it fixes every vertex of the
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path. If ρ fixes some vertex of a maximal simple path of rΠ,
then it fixes every vertex of the path.
(ii) If Π is reducible via i → j and either i or j is fixed by ρ then
the other is as well.
Proof. (a): This is clear since Π1 is reducible via i → j if and only if
Π2 is reducible via ρ(i)→ ρ(j).
(b)(i): Clearly, ρ preserves the ordering on the paths. If ρ fixes
a vertex of a maximal simple path of rΠ, then it maps to itself the
maximal simple path of rΠ which contains the vertex. Hence, it fixes
every vertex on the path.
(ii): If Π is reducible via i→ j, then the edge (i, j) lies in a maximal
simple path of rΠ. So if one vertex is fixed, then the other is.

If two tournaments are isomorphic, then of course their doubles are
isomorphic. If ρ : 2Π→ 2Γ is an isomorphism with ρ(0) = 0, then ρ is
itself the double of an isomorphism from Π to Γ. What happens when
ρ is not an isomorphism of pointed games on 0 ?
Let Π be a tournament on I with |I| = n. The double 2Π is a game
on {0} ∪ I+ ∪ I− with I± = I × {±1}. Let i, j ∈ I with i → j. We
recall the following reducibility results which follow from Proposition
2.2.
(i) The game 2Π is reducible via i− → i+ and via j− → j+. By
uniqueness in Proposition 2.2(f) it is not reducible via j− → i+. Ob-
serve, for example, that i− → j− and i− → i+.
(ii) Similarly, 2Π is not reducible via i− → j− because i−, j− → 0,
nor is it reducible via i+→ j+.
(iii) The game is reducible via j+ → i− if and only if for every
k ∈ I \ {i, j} either i, j → k or k → i, j.
(iv) The game is reducible via i+ → 0 if and only if i → k for all
k ∈ I \ {i} and it reducible via 0 → i− if and only if k → i for all
k ∈ I \ {i}.
Now let Γ be a tournament on K with |K| = n. 2Γ is a game on
{0¯} ∪K+ ∪K−.
We now describe how ρ : 2Π −→ 2Γ can be an isomorphism which
is not an isomorphism of pointed games, i.e. ρ(0) 6= 0¯. Assume that
ρ(0) = k1+. Since ρ
−1(k1−) → 0 we have that ρ(i1+) = k1− for some
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i1 ∈ I. Now 2Γ is reducible via ρ(i1−) → ρ(i1+) and so ρ(i1−) ∈
{0¯} ∪ K+. We build parallel sequences of distinct elements in the
domain and range which are mapped across by ρ.
(11.2)
0 −−−→ k1+x x
i1+ −−−→ k1−x x
i1− −−−→ k2+x x
i2+ −−−→ k2−x x
i2− −−−→ k3+
The way the sequences terminate, as of course they must, is when
for some m ≥ 1, ρ(im−) is equal to 0¯ instead of an element of K+.
That is,
(11.3)
im+ −−−→ km−x x
im− −−−→ 0¯
Notice that ρ−1(0¯) ∈ I−. If we had begun with ρ(0) ∈ I− we would
have built the analogous sequence upward.
Since 2Π is reducible via i1+→ 0, we have i1 → j for all j ∈ I \{ii}.
We now prove, inductively, that for p = 2, . . . , m, ip → j for all j ∈
I \ {i1, . . . , ip}. This is because 2Π is reducible via ip+ → ip−1−. By
induction hypothesis, ip−1 → j for all such j and so by (iii) above,
ip → j. Similarly, j¯ → km for all j¯ ∈ K \ {im} and so, inductively, for
all p = 1, . . . , m− 1, j¯ → kp for all j¯ ∈ K \ {ip, . . . , im}.
Let J = I \ {i1, . . . , im} and J¯ = K \ {k1, . . . , km}. Notice that
J− ⊂ (2Π)−1(im+) and J+ ⊂ 2Π(im+) while J¯− ⊂ (2Π)−1(km−) and
J¯+ ⊂ 2Π(km−).
Thus, ρ restricts to an isomorphism from the tournament 2Π|(J+ ∪
J−) to the tournament 2Γ|(J¯+∪J¯−) and it takes J+ to J¯+ and J− to J¯−.
If γ : J → J¯ is defined by ρ(j−) = γ(j)−, then since 2Γ is reducible by
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ρ(j−) → ρ(j+) and by γ(j)− → γ(j)+ it follows that ρ(j±) = γ(j)±
for all j ∈ J . In particular, γ : Π|J → Γ|J¯ is an isomorphism.
Furthermore, Ξ = {i1, . . . , im} × J ⊂ Π and Ξ¯ = J¯ × {k1, . . . , km} ⊂
Γ.
If we define θ : I → K by θ(ip) = kp for p = 1, . . . , m and θ(j) = γ(j)
for j ∈ J , then, reversing Ξ in Π, we obtain an isomorphism
(11.4) θ : Π/Ξ → Γ.
We can diagram this as follows:
Π : i1 −−−→ i2 −−−→ . . . −−−→ im −−−→ J
Γ : k1 −−−→ k2 −−−→ . . . −−−→ km ←−−− J¯
(11.5)
Now we use from Proposition 1.3 the equivalent descriptions of an
order, i.e. a transitive tournament.
Lemma 11.2. The tournaments Π and Γ are isomorphic if and only
if Π is an order.
Proof. If m = |I|, or, equivalently, J is empty, then Π is an order and
θ is an isomorphism from Π to Γ.
Now assume n = |I| > m.
If Π is an order, then by Proposition 1.3 (f) we can continue the
numbering i1, . . . , im to im+1, . . . , in so that ip → iq when p < q. If we
reverse Ξ = {i1, . . . , im} × {im+1, . . . , in}, then the result is again an
order with the vertices ordered as im+1, . . . , in, i1, . . . , im. By Proposi-
tion 1.3 again an order of size n is unique up to isomorphism. Hence,
Γ is isomorphic to Π.
Assume instead that Π is not an order. At least one of the O(1I ∪
Π) ∩ O(1I ∪ Π)−1 equivalence classes is not a singleton. These are the
fat equivalence classes. Recall that OΠ induces an order on the set of
O(1I ∪Π)∩O(1I ∪Π)−1 equivalence classes. Obviously the equivalence
class of each of the i1, . . . , im vertices is a singleton and each lies below
all the other classes. Count the classes as in Proposition 1.3 (f) and
let k∗(Π) > m be the label of the first fat equivalence class. When
we reverse Ξ all of the i1, . . . , im classes are moved above all the other
classes in the ordering and the ordering among the remaining classes
is unchanged. Hence, k∗(Γ) = k∗(Π) − m. Since this number is an
isomorphism invariant, it follows that Π is not isomorphic to Γ.

Example 11.3. There exist non-isomorphic tournaments Π and Γ
such that 2Π is isomorphic to 2Γ.
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Proof. Let Θ be a tournament on J which is not an order. Let I =
{i1, . . . , im} ∪ J and on it let Ξ be the digraph {i1, . . . , im} × J .
Π = {(ip, iq) : 1 ≤p < q ≤ m} ∪ Ξ ∪ Θ,
Γ = Π/Ξ.
(11.6)
Define ρ : 2Π→ 2Γ according to the patterns of (11.2) and (11.3) with
kp = ip, and with ρ(j±) = j± for j ∈ J . By Lemma 11.2, Π is not
isomorphic to Γ.

We also obtain the following from Lemma 11.2.
Theorem 11.4. Let Π be a tournament which is not an order. Any au-
tomorphism of 2Π fixes 0 and so the injection 2 : Aut(Π) −→ Aut(2Π)
is an isomorphism.
✷
Corollary 11.5. Let Π be a tournament which is not an order. If Π
is a rigid tournament, then 2Π is a rigid game.
Proof. By assumption Aut(Π) is trivial and so Aut(2Π) is trivial by
Theorem 11.4.

Recall that if Π is the standard order on A = [1, n], then the double
2Π is the group game Γ[A] on Z2n+1. Since an order is a rigid tourna-
ment by Lemma 6.6, the identity is the only automorphism which fixes
0. On the other hand, the group Z2n+1 acts transitively on 2Π = Γ[A]
by translation.
Next we consider the possibility of non-isomorphic extensions of a
game.
Observe that the games ΓIII and ΓI of Section 10 are non-isomorphic
games of size 7 and both are reducible. Since both reduce to the unique
game of size 5, we see that a game can admit non-isomorphic extensions.
This phenomenon is quite general.
Proposition 11.6. Any game Π with size greater than 3 admits non-
isomorphic extensions.
Proof. Assume that Π is a game on I with |I| = 2n+ 1.
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Choosing K ⊂ I a subset of size n+1 we extend via u→ v to obtain
the game Γ. Recall that if i, j ∈ I, then Proposition 2.2 implies that
Π−1(i) = Π(j) if and only if i→ j and Π is reducible via i→ j.
Case 1: [Π is not reducible, i.e. rΠ = ∅] If for i ∈ I we use
K = I \Π(i), then by Corollary 2.4 (b) Γ is reducible via v → i as well
as u→ v. Since Π is not reducible, Π(i) 6= Π−1(j) for any j ∈ I. So Γ
is not reducible via j → u by Corollary 2.4 (b) again. Since Π is not
reducible, Γ is not reducible via any pair j1, j2 in I. Thus, with this
choice of K,
(11.7) rΓ = [u, v, i].
Similarly, if we use K = I \ Π−1(i), we obtain
(11.8) rΓ = [i, u, v].
Case 2: [Π is reducible, but rΠ is not a Hamiltonian cycle] By
Proposition 2.5 the reducibility graph is the union of separate maximal
simple paths [i0, . . . , im] with (im, i0) 6∈ rΠ. Call i0, i2, . . . the even
vertices of the path and i1, i3, . . . the odd vertices of the path. By
Proposition 2.5 again Π(i0) contains only the odd vertices of the path
and it intersects each of the other maximal paths either in the set of
its odd vertices or its even vertices.
If we use K = I \ Π(i0) then by Corollary 2.4 (d), we see that Γ is
reducible via every edge of rΠ. In addition, as above it is reducible via
v → i0 as well as via u→ v. By maximality for no j ∈ I is (j, i0) ∈ rΠ
and so, as before Γ is not reducible via j → u for any j ∈ I. Thus, we
have
(11.9) rΓ = rΠ ∪ [u, v, i0],
Similarly, if we use K = I \ Π−1(im), then
(11.10) rΓ = rΠ ∪ [im, u, v],
Case 3: [ rΠ] is a Hamiltonian cycle] In the Hamiltonian case,
rΠ = 〈i0, . . . , i2n〉 and Π(i0) = Π−1(i2n) is the set of odd vertices. So
with K = I \ Π(i0) = I \ Π−1(i2n) we have
(11.11) rΓ = 〈i0, . . . , i2n, u, v〉.
In all of these cases |rΓ| = |rΠ|+ 2.
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On the other hand, from Proposition 2.2 (d) again, it follows that
for i ∈ I, Γ is reducible via i → u only if i ∈ K and I \K = Π−1(i),
and Γ is reducible via v → i only if i ∈ K and I \K = Π(i). If I \K
is not equal to Π(i) or Π−1(i) for any i ∈ I, then the extension Γ is
reducible only by the pair u → v as well as possibly by some edges in
rΠ. That is, in that case,
(11.12) rΓ ⊂ rΠ ∪ {(u, v)}
and so |rΓ| ≤ |rΠ|+ 1.
Notice that each Π(i) and Π−1(i) is a subset of I of size n and there
are at most 2(2n + 1) of them. On the other hand, there are a total
of
(
2n+1
n
)
subsets of size n and for n ≥ 3, (2n+1
n
)
> 4n + 2. Hence, for
n ≥ 3 the latter alternative choice is always possible.
In particular, if Π is not reducible, then n ≥ 3 and we obtain exam-
ples Γ with
(11.13) rΓ = {(u, v)}
In the Hamiltonian cycle case, which includes the case n = 2, we
can choose K = {i0, . . . , in}. With n ≥ 2 the complement {in+1, . . . i2n
is not equal to any Π(ip) or Π
−1(ip) since it contains both even and
odd vertices. Hence, for this extension rΓ = {(in, in+1), (i2n, i0), (u, v)}
with |rΓ| = 3 < 2n+ 1 = |rΠ|.

If Π is not reducible, then from the proof of Proposition 11.6 we have
the following possibilities for the reducibility graph of Γ the extension
of Π on I via K ⊂ I and u→ v.
(11.14)
rΓ I \K
(u, v), (v, i) Π(i)
(i, u), (u, v) Π−1(i)
(u, v) otherwise
In Cases 1-3 of the above proof, we constructed examples which
enlarge rΠ. We pause to consider the opposite extreme.
Definition 11.7. A game Π on a set I with |I| = 2n + 1 is called
uniquely reducible when there is a unique subset J ⊂ I with |I| = 2n−1
such that the restriction Π|J is a subgame.
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Thus, Π is uniquely reducible when rΠ consists of a single edge. For
example, a double of a tournament of size at least 2 is never uniquely
reducible. In particular, the unique game of size 5, which is the double
of a single edge, is not uniquely reducible. Both of the types of reducible
games of size 7 are isomorphic to doubles and so are not uniquely
reducible.
Proposition 11.8. Let Π be a game on I with |I| = 2n+ 1 and let K
be a subset of I with |K| = n + 1. The extension Γ of Π via K and
u→ v is uniquely reducible if and only if the following conditions hold.
(i) For every path [i0, . . . , im] in rΠ either {i0, . . . , im} is a subset
of K or is disjoint from K.
(ii) I \K is not equal to Π(j) or Π−1(j) for any j ∈ I.
Assume (i0, i1) ∈ rΠ and so Π is reducible. If Π is uniquely reducible
and K = I \ Π(i1) = I \ Π−1(i0), then K satisfies condition (i) but
not condition (ii). For all other cases with Π reducible, condition (ii)
follows from condition (i).
Proof. By Corollary 2.4 condition (i) is equivalent to non-reducibility
via i→ j for (i, j) ∈ Π. Condition (ii) is equivalent to non-reducibility
via v → j or j → u for j ∈ K.
Now assume (i0, i1) ∈ rΠ. For any j ∈ I \ {i0, i1} either i0 → j → i1
or i1 → j → i0 by Proposition 2.2. Hence, both {i0, i1} ∩ Π(j) and
{i0, i1} ∩ Π−1(j) are singletons as are {i0, i1} ∩ Π(i0) and {i0, i1} ∩
Π−1(i1). Hence, given condition (i) the only possibility with I \ K
equal to Π(j) or Π−1(j) is when K = I \ Π(i1) = I \ Π−1(i0).
Furthermore, if rΠ contains another edge (j0, j1), then {j0, j1} ∩
Π−1(i0) is a singleton (even if j1 = i0 and j0 = i0 can’t happen). So if
Π is not uniquely reducible, then K = I \ Π(i1) = I \ Π−1(i0) violates
condition (i).
If {(i0, i1)} = rΠ and K = I \Π(i1) = I \Π−1(i0), then condition (i)
is satisfied, but rΓ = [i0, u, v, i1].

Example 11.9. If Π be the double of the three cycle 〈1, 2, 3〉 (so that it
is a game of type ΓIII of Section 10), then Π has a uniquely reversible
extension.
Proof. rΠ = {(i−, i+) : i = 1, 2, 3}. Let
K = {1−, 1+, 2−, 2+}.
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Condition (i) of Proposition 11.8 is obvious and since Π is not uniquely
reducible, condition (ii) holds as well and implies that Γ is uniquely
reducible.

Proposition 11.10. If Π is a game which is either not reducible or
uniquely reducible, then Π has a uniquely reducible extension.
Proof. Assume Π is a game on I.
If Π is not reducible, then as in the proof of Proposition 11.6 we
choose K such that I \K is not equal to Π(i) or Π−1(i) for any i ∈ I.
If rΠ = {(i0, i1)} and k is a vertex of I \Π(i1) = I \Π−1(i0). Then we
choose K so that it contains or is disjoint from {i0, j0, k}. Condition (i)
of Proposition 11.8 is obvious and since I \K is not equal to Π(i1) =
Π−1(i0), condition (ii) follows and implies that Γ is uniquely reducible.

Thus, beginning with the double of a three cycle we can build a
totally reducible game Π on I with I1 ⊂ I2 · · · ⊂ In = I with |Ik| =
2k+1 such that when 2k+1 > 7 the subgame Π|Ik is uniquely reducible.
Above we saw that games have non-isomorphic extensions. Now we
consider the reverse question. Can non-isomorphic games have isomor-
phic extensions? Equivalently, can a game Γ be reduced to two non-
isomorphic games. This, of course, requires that the game be reducible
via different pairs and so the obvious places to look are at doubles
Γ = 2Π with Π a tournament on I with |I| = n. For any vertex i ∈ I,
2Π is an extension of 2(Π|I \ {i}). So we want a tournament Π such
that for i1, i2 ∈ I, 2(Π|I \ {i1}) is not isomorphic to 2(Π|I \ {i2}).
Let us first consider when this fails. If Π is a homogeneous game,
then Π|I \ {i1} and Π|I \ {i2} are isomorphic for any pair i1 and i2
since there is an automorphism taking i1 to i2. If Π is an order, then
Π|I \ {i} is an order for every i ∈ I and so, despite the rigidity of
Π, all of the Π|I \ {i}’s are isomorphic. Isomorphic tournaments have
isomorphic doubles.
A more interesting example, is Π on I = {1, 2, 3, 4, 5, 6} with
(11.15) Π = 〈1, 2, 3〉 ∪ 〈4, 5, 6〉 ∪ {1, 2, 3} × {4, 5, 6}.
The tournaments Π|I \ {1} and Π|I \ {4} are not isomorphic. The
former has score vector (1, 1, 1, 3, 4) and the latter has score vector
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(0, 1, 3, 3, 3). However, as Example 11.3 shows, they have isomorphic
doubles. Hence, all of the 2(Π|I \ {i})’s are isomorphic.
On the other hand, if Π|I \ {i1} and Π|I \ {i2} have different score
vectors and neither 0 nor n−2 occur among the scores, then, by Propo-
sition 6.4, 2(Π|I \ {i1}) is not isomorphic to 2(Π|I \ {i2}). It is not
hard to construct such examples.
More interesting is the case when n = 2k+1 and Π is itself a game. In
that case, each Π|I \{i} has score vector (k−1, . . . , k−1, k, . . . , k) with
k each of the scores k − 1 and k. However, if the further restriction of
Π|I \{i1} and Π|I \{i2} to the vertices with score k are not isomorphic,
then Π|I \ {i1} and Π|I \ {i2} cannot be isomorphic.
Example 11.11. Let Π be the game ΓIII on {0, 1, 2, 3, 4, 5, 6} of Sec-
tion 10 so that it is the double of the three cycle 〈1, 2, 3〉. In Π|I \ {0}
the vertices 1, 2, 3 have score 3 and form a 3-cycle. In Π|I \ {4} the
vertices 6, 5, 1 have score 3 and form a straddle. The non-isomorphic
games 2(Π|I \{0}) and 2(Π|I \{4}) extend via (0,−)→ (0,+) and via
(4,−)→ (4,+), respectively, to 2Π.
✷
12. Games of Size Nine
For the case 9 = 2 · 4 + 1 we will first describe the isomorphism
classes of the group games. There are 24 = 16 game subsets. These
are naturally pointed games with tournaments Π+,Π− each of size 4.
Proposition 12.1. Each tournament of size 4 is uniquely determined
up to isomorphism by its score vector.
Proof. The possible score vectors are:
(12.1)
s1 = (0, 1, 2, 3), s2 = (1, 1, 1, 3), s¯2 = (0, 2, 2, 2), s3 = (1, 1, 2, 2).
Let Θp be a tournament of size 4 with score vector sp for p = 1, 2, 3.
So Θ−12 has score vector s¯2.
By Proposition 1.3 a tournament with score vector s1 is an order and
the order of size 4 is unique up to isomorphism.
If the score vector is s2, then the output set of the vertex with score
3 is a 3-cycle. It is obvious that any two such are isomorphic. By using
the reverse tournaments we obtain the result for s¯2.
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Next observe that if Θ is a tournament on J with |J | = 2n and score
vector (n − 1, . . . , n − 1, n, . . . , n), then we there is a game Π of size
2n+1 which contains Π. If u is the additional vertex, then Π(u) is the
set of vertices of J with Θ score n. Conversely, if we remove a vertex
from a game of size 2n+ 1, then we are left with a tournament of size
2n and with score vector (n− 1, . . . , n− 1, n, . . . , n).
When n = 4 we apply uniqueness of the game of size 5. If Θ and Θ¯
are tournaments of size 4 with score vectors s3, we can adjoin vertices
u and u¯ to obtain games Π and Π¯ of size 5. By Theorem 2.1 there
exists a isomorphism between them. Since the game is a group game,
Z5 acts transitively on the vertices and so we may assume that the
isomorphism takes u to u¯. It then restricts to an isomorphism from Θ
to Θ¯.

Remark: Notice that an isomorphism between two tournaments Θ1
and Θ2 with score vectors (n−1, . . . , n−1, n, . . . , n) extends uniquely to
an isomorphism between the games Π1 and Π2. Thus, if we begin with
non-isomorphic games of size 2n+1 and we remove an arbitrary vertex
from each we obtain non-isomorphic tournaments of size 2n each with
score vector (n − 1, . . . , n − 1, n, . . . , n). Thus, with n > 2, there are
always non-isomorphic tournaments of size 2n each with score vector
(n− 1, . . . , n− 1, n, . . . , n).
In particular, we see that Θ1 and Θ3 are each isomorphic to its reverse
tournament.
Let Γ3 denote the game on Z3 with 〈0, 1, 2〉.
Theorem 12.2. For G = Z9 there are three types of group games.
TYPE I( A = {1, 3, 4, 7} or = [1, 4])- The game Γ[A] is reducible,
with Aut(Γ[A]) = Z9. The six Type I game subsets B such that Γ[B]
is isomorphic to Γ[A] are the elements of {ma(A) : a ∈ Z∗9}.
TYPE II( A = {1, 5, 6, 7}) - The game Γ[A] is not reducible, but
has Aut(Γ[A]) = Z9. The six Type II game subsets B such that Γ[B]
is isomorphic to Γ[A] are the elements of {ma(A) : a ∈ Z∗9}.
TYPE III( A1 = {1, 3, 4, 7}, A2 = {1, 4, 6, 7}) - There is a non-
affine isomorphism between Γ[A1] and Γ[A2]. The Type III games are
isomorphic to the lexicographic product Γ3 ⋉ Γ3 with automorphism
group the semi-direct product Z3 ⋉ (Z3)
3. The four Type III game
subsets are A1,−A1, A2,−A2.
ROCK, PAPER, SCISSORS, ETC 99
Proof. Each group game is a pointed game on the pair (−A,A). We
let sA and s−A denote the score vectors of the tournaments Γ[A]|A and
Γ[A]|(−A). Since the group is commutative, the tournament Γ[A]|(−A)
is the reverse of Γ[A]|A.
TYPE I- With A = [1, 4] or Odd4 the score vectors are sA = s−A =
s1 = (0, 1, 2, 3). These are rigid tournaments and so the only automor-
phism which fixes 0 is the identity. Hence, as we saw in Theorem 3.7,
Aut(Γ[A]) = Z9.
TYPE II- With A = {1, 5, 6, 7}, sA = s−A = s3 = (1, 1, 2, 2). By
Lemma 6.6 and Theorem 6.7 again have Aut(Γ[A]) = Z9.
By Corollary 3.9 {ma(A) : a ∈ Z∗9} are the φ(9) = 6 distinct game
subsets whose games are isomorphic to Γ[A] for each of these two types.
Type III- With A = {1, 3, 4, 7} or {1, 4, 6, 7} we have sA = s2 =
(1, 1, 1, 3),
s−A = s¯2 = (0, 2, 2, 2).
Type III is a special case of Example 9.11. We have
Z3 Z9 Z3
θ π with θ(j) = 3j, and π(3j + i) = i for i, j =
0, 1, 2. Let B = {1} ⊂ Z3. With A0,1 = {1}, A1 = A0,1 ∪ π−1(B) and
with A0,2 = {2}, A2 = A0,2∪π−1(B). Thus, A1 and A2 are game subsets
for the pair (Z9, θ(Z3)) and so their inverses −A1,−A2 are also game
subsets for the pair. Thus, the associated games are all isomorphic to
Γ3 ⋉ Γ3. By Theorem 6.9 the automorphism groups are isomorphic to
Z3 ⋉ [Z3]
3.
We can describe Γ[A1] as a 3-cycle of 3-cycles.
〈 〈2, 5, 8〉 ⇒ 〈0, 3, 6〉 ⇒ 〈1, 4, 7〉 〉.
On the other hand, Γ[A2] is a 3-cycle of 3-cycles.
〈 〈2, 8, 5〉 ⇒ 〈0, 6, 3〉 ⇒ 〈1, 7, 4〉 〉.
Clearly, the product of transpositions ρ = (8, 5)(6, 3)(7, 4) is an iso-
morphism between them which fixes 0. With φ = m2 = m−1 on Z3
and γi = φ for i = 0, 1, 2, ρ = 1Z3 ⋉ γ.
The group Z∗9 is generated by the cyclic groupsm4, (m4)
2 = m7, (m4)
3 =
m1 = 1Z9 and m8 = m−1, (m8)
2 = 1Z9 . The cyclic group generated by
m4 is contained in the automorphism groups of Γ[A1] and Γ[A2] while
m−1 maps each game to its reverse. In particular, ρ is not affine.
We can also view Type III by using the construction of 3.12. The
set H = {1, 4, 7} is the multiplicative subgroup of Z∗9 of order 3. The
action of H fixes 3 and −3 = 6. The four game subsets are obtained
by choosing one from each pair of H orbits: {H,−H}, {{3}, {6}}, e.g.
A1 = H ∪ {3}, A2 = H ∪ {6}.

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The Type III cases provide examples of game subsets A1, A2 of Z9
with isomorphic associated games but which are not related by the
action of an element of Z∗9 . This is a special case of the following.
Example 12.3. Let p be an odd prime. There are p− 1 game subsets
A1, . . .Ap−1 ⊂ Zp2
with isomorphic associated games but with no two related by an element
of Z∗p2.
Proof. Define ξ : Zp −→ Zp2 by ξ(j) = jp and π : Zp2 −→ Zp by
π(j) = j, or, equivalently, π(j + kp) = j. Thus, π is a surjective ring
homomorphism with kernel H = ξ(Zp). Let K = π
−1(1) = {1 + kp},
the unique subgroup of Z∗p2 of order p, generated by 1 + p. Each coset
i+H is K invariant and if i 6∈ H , then it is a single K orbit. On the
other hand, each element of H is fixed by K. It follows that a game
subset A is K invariant if and only if it is a game subset for the pair
(Zp2, H), i.e. if and only if there are game subsets A0, B of Zp such
that A = ξ(A0) ∪ π−1(B). See Theorem 9.5.
Let A0,1, B = [1, (p − 1)/2] and for a = 1, . . . , p − 1 let A0,k =
ma(A0,1). Let Π be the game on Zp associated with [1, (p−1)/2]]. Thus,
Π is isomorphic to each of the games on Zp associated to B,A0,1, . . . , A0,p−1.
Define Ak = A0,k ∪ π−1(B). By Theorem 9.9 the game Γ[Ak] on Zp2
is isomorphic to the lexicographic product Γ[B]⋉Γ[A0,k] and so is iso-
morphic to Π⋉Π for all k. If we use ρ the identity on Γ[B] and γi = mk
for all i ∈ Zp then ρ⋉γ is an isomorphism from Γ[A1] = Γ[B]⋉Γ[A0,1]
to Γ[Ak] = Γ[B]⋉ Γ[A0,k].
By Theorem 3.7 the only automorphisms of Π are translations by
elements of Zp. This implies that the game subsets A0,1, . . . , A0,p−1 are
distinct. Furthermore, ma(A0,k) = A0,k for a ∈ Z∗p only for a = 1.
Now assume that u ∈ Z∗p2 and that mu(Ak1) = Ak2 . The subgroup H
is invariant with respect to multiplication by u and so mu(ξ(A0,k1)) =
ξ(A0,k2). Because Zp2 \H is invariant as well, π−1(B) = Ak1) ∩ (Zp2 \
H) = Ak2 ∩ (Zp2 \ H) is invariant. This implies that B is invariant
with respect multiplication by π(u) ∈ Z∗p. It follows that π(u) = 1
and so u ∈ K. Since K fixes every element of H , it follows that
ξ(A0,k1) = ξ(A0,k2) and so k1 = k2.
It follows that distinct subsets Ak1 and Ak2 are not related by the
action of Z∗p2 .
Now consider the special case when p is a Fermat prime so that p−1
is a power of 2 and so every element of Z∗p2 \K and every element of
Z∗p \ {1} has even order. It follows that Z∗p acts freely on the game
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subsets of Zp and Z
∗
p2 acts freely on the game subsets of Zp2 which are
not K invariant, see Theorem 3.11.
If A is K invariant then A = ξ(A0) ∪ π−1(B) with A0 and B game
subsets of Zp. We obtain (p − 1)2 game subsets A by replacing A0, B
by ma(A0), mb(B) for a, b ∈ Z∗p. All of the associated games on Zp2 are
isomorphic to Γ[B] ⋉ Γ[A0]. On the other hand, only when a = b is
ξ(A0) ∪ π−1(B) related to ξ(ma(A0)) ∪ π−1(mb(B)) by an element of
Z∗p2.
Since there are 2(p−1)/2 game subsets of Zp, it follows that there are
2p−1 game subsets of Zp2 which are K invariant. These are partitioned
into classes of size (p−1)2 all members of which have isomorphic games.
Each of these is in turn partitioned into p− 1 sets of size p− 1 by the
action of Z∗p2 .

The following question remains open, as far as I know.
Question 12.4. Does there exists a collection of more than φ(2n+ 1)
game subsets A of Z2n+1 all of whose associated games are isomorphic?
In particular, with 2n + 1 a square-free product of Fermat primes, do
there exist game subsets A and B of Z2n+1 which are not related by an
element of Z∗2n+1 but which have isomorphic associated games?
✷
Returning to the case with 2n+ 1 = 9 we observe the following.
Theorem 12.5. For G = Z3 × Z3, Γ[A] is isomorphic to Γ3 ⋉ Γ3 for
every game subset A of G.
Proof. The group Z3 × Z3 is a two-dimensional vector space over the
field Z3. The groupG
∗ of 2×2 invertible matrices on Z3 acts transitively
on the set of nonzero vectors. If H is a one-dimensional subspace, then
there are four game subsets for the pair (G,H). Such a game subset
contains a unique affine subspace and it is parallel to H . Thus, the
game subsets of (G,H) determine H . The subgroup of matrices which
fix H acts transitively on these four game subsets. If a matrix maps H1
to H2 then it maps the game subsets for (G,H1) to the game subsets for
(G,H2). There are four subspaces H and so there are 16 game subsets
of (G,H) for a suitably chosen one-dimensional subspace H . As there
are 24 = 16 game subsets for G it follows that all are isomorphic and
the associated games are lexicographic products.

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Finally, we consider a non-trivial automorphism ρ on a game Γ of
size 9. If ρ has a fixed point, then by Proposition 1.8 and Proposition
6.15 every non-trivial cycle in the permutation ρ must have length an
odd number at most 4 and greater than 1. That is, it has length 3
and so ρ has order 3. If ρ consists of a single cycle of length 9, then
we can identify the set of vertices with Z9 so that ρ is translation by a
generator. In that case, Theorem 3.4 implies that Γ is isomorphic with
one of the group games on Z9 described above. If the permutation
has no fixed points and does not consist of a single cycle, then by
Proposition 3.2 (g), it contains an odd number of cycles whose lengths
sum to 9. So the remaining possibility has ρ with three 3-cycles and
so again ρ has order 3. For the games of Type III isomorphic to Γ3 ⋉
Γ3 with automorphism group Z3 ⋉ [Z3]
3, it is easy to check that the
automorphism group contains permutations of all four types: i.e. of
order 9 and of order 3 with exactly one, two or three 3-cycles.
In [8] Chamberland and Herman compute the number of isomor-
phism classes and associated automorphism groups for games of size
9, 11 and 13. In addition, they provide a beautiful geometric descrip-
tion of the three games of size 7. In addition to the three group games
they find seven rigid games and five with automorphism group Z3.
We have seen in Example 6.8 a rigid example of size 9. We begin with
the tournament Θ3 of size 4 with score vector (1, 1, 2, 2), for example,
we may use Θ3 = Γ[A]|A where Γ[A] is a Type II group game. The
tournament Θ3 is rigid and the scores 0 and 3 do not occur. It follows
that the double 2Θ3 is a rigid game of size 9.
Let Θ be the tournament on J = {1, 2, 3, 4}with score vector (1, 1, 1, 3)
such that 〈2, 3, 4〉 is the 3-cycle in Θ. It is clear that Aut(Θ) is isomor-
phic to Z3. Let Γ = 2Π and Γ¯ = Γ/〈2+, 3+, 4+〉. In Example 6.2 we
observed that
rΓ = [1−, 1+, 0] ∪ {(p−, p+) : p = 2, 3, 4},
rΓ¯ = [1−, 1+, 0].(12.2)
Example 12.6. The games Γ and Γ¯ are non-isomorphic games of size
9. Each has automorphism group isomorphic to Z3.
Proof. Since an isomorphism associates the reducibility graphs, it fol-
lows from (12.2) that Γ and Γ¯ are not isomorphic. Since the the re-
ducibility graph is invariant with respect to an automorphism, it is clear
that an automorphism of either must map [1−, 1+, 0] so itself and so is
fixed on [1−, 1+, 0] by Proposition 11.1. In particular, it must fix 0. For
the double, Γ = 2Θ, we have that the inclusion 2 : Aut(Θ) −→ Aut(Γ)
is an isomorphism and so Γ has automorphism group isomorphic to Z3.
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Because the cycle 〈2+, 3+, 4+〉 is invariant with respect to the Z3
action, it follows from Proposition 6.17 that Z3 acts on Γ¯. Since an
automorphism fixes 0, it restricts to an automorphism of Γ|J− which
is isomorphic to Θ. Hence, the Z3 action includes all of the automor-
phisms of Γ¯.

We note that by using the construction of Exercise 11.3 we obtain
an isomorphism from Γ to Γ−1. The same map induces an isomor-
phism from Γ¯ to Γ¯−1. Finally, we observe that Γ|Γ(1+) has score
s¯2 = (0, 2, 2, 2) and Γ|Γ−1(1+) has score s2 = (1, 1, 1, 3). Thus, using
1+ as a base point we obtain a different view of Γ as a pointed game.
13. Universal Tournaments
In this section, we will consider infinite as well as finite tournaments.
We will write (S,Π) for a tournament Π on a set S or just use Π when
S is understood. For a set S we write |S| for the cardinality of S.
Let (S1,Π1) and (S2,Π2) be tournaments. Generalizing from the
finite case, a tournament morphism ρ : Π1 −→ Π2 is a mapping ρ :
S1 −→ S2 such that ρ¯−1(Π2) ⊂ Π1. That is, ρ(i) → ρ(j) in Π2 implies
i→ j in Π1. Because Π1 and Π2 are tournaments, i→ j in Π1 implies
ρ(i)→ ρ(j) in Π2 unless ρ(i) = ρ(j). An injective morphism is called an
embedding in which case i→ j in Π1 if and only if ρ(i)→ ρ(j) in Π2. A
bijective morphism is called an isomorphism, in which case, the inverse
map ρ−1 : S2 −→ Si defines the inverse isomorphism ρ−1 : Π2 −→ Π1.
An isomorphism from Π to itself is called an automorphism of Π.
A surjective tournament morphism π : Π1 −→ Π2 is a tournament
projection . We may then choose for each j ∈ S2 an element ρ(j) ∈
π−1(j) ⊂ S1. This defines a splitting of π which is an embedding
ρ : Π2 −→ Π1 such that π ◦ ρ = id, the identity on S2.
Recall that if (S,Π) is a tournament and S1 ⊂ S, then the tourna-
ment Π|S1 = R ∩ (S1 × S1) on S1 is the restriction of R to S1. The
inclusion map inc : S1 −→ S defines an embedding of Π|S1 into Π. On
the other hand, if ρ : Π1 −→ Π2 is an embedding and S3 = ρ(S1) ⊂ S2,
then ρ : S1 → S3 defines an isomorphism of Π1 onto the restriction
Π2|S3.
Clearly, the composition of morphisms is a morphism and so we
obtain the category of tournaments. For a tournament Π on S we let
Aut(Π) denote the group of automorphisms of Π with identity 1S.
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For tournaments (S,Π) and (T,Γ) if S0 ⊂ S and ρ : Π|S0 −→ U is
an embedding, we say that φ extends to Π if there exists an embedding
τ : Π −→ U such that τ = ρ on S0.
Definition 13.1. If (T,Γ) is a tournament and T0 ⊂ T , then we say
that T0 satisfies the simple extension property in Γ if for every subset
J ⊂ T0 there exists vJ ∈ T such that in Γ
(13.1) vJ → j for all j ∈ J, and j → vJ for all j ∈ T0 \ J.
We will describe this by saying vJ chooses J ⊂ T0 for Γ.
Since a tournament contains no diagonal pairs, it follows that the
set {vJ : J ⊂ T0} consists of 2|T0| vertices disjoint from T0. Hence,
|T | ≥ |T0|+ 2|T0|.
Lemma 13.2. (a) Assume (S,Π) is a tournament, and S0 ⊂ S with
|S\S0| = 1, i.e. S contains a single additional vertex. If ρ : Π|S0 −→ Γ
is an embedding and ρ(S0) satisfies the simple extension property in Γ,
then ρ extends to Π.
(b) If (S0,Π0) is a tournament, then there exists a tournament Π on
a set S with S0 ⊂ S and Π0 = Π|S0 such that S0 satisfies the simple
extension property in Π. Furthermore, |S| = |S0|+ 2|S0|.
Proof. (a) If S = {v} ∪ S0, then we let J = ρ(Π(v)) ⊂ ρ(S0) and we
obtain the extension by mapping v to vJ .
(b) If ∗ is a point not in S0 and P (S0) is the power set of S0, the
we let S = S0 ∪ ({∗} × P (S0)). Let Π be a tournament on S which
contains Π0 and such that
(13.2) {((∗, J), j) : j ∈ J, } ∪ {(j, (∗, J)) : j ∈ S0 \ J} ⊂ Π.
Clearly, vJ = (∗, J) chooses J ⊂ S0 for Π and so S0 satisfies the simple
extension property.

Definition 13.3. A tournament (T,Γ) is called universal when it
satisfies
The Extension Property If Π is a tournament on a countable set
S, S0 is a finite subset of S and ρ : Π|S0 −→ Γ is an embedding, then
ρ extends to Π.
Proposition 13.4. In order that a tournament (T,Γ) be universal, it
is necessary and sufficient that every finite subset T0 of T satisfies the
simple extension property in Γ.
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Proof. If Γ is universal and T0 is a finite subset of T , then by Lemma
13.2 (b) there exists a finite set T1 ⊃ T0 and a tournament Π1 ⊃ Γ|T0
such that T0 satisfies the simple extension property in Π1. Let τ : Π1 →
Γ be an extension of the inclusion of Γ|S0 into Γ. If J ⊂ T0 and uJ ∈ T1
chooses J ⊂ T0 for Π1, then vJ = τ(uJ) chooses J ⊂ T0 for Γ.
Now assume that every finite subset of T satisfies the simple exten-
sion property in Γ.
Count the finite or countably infinite set of vertices v1, v2, . . . of
S \ S0. Let Sk = S0 ∪ {v1, . . . , vk}. Inductively, with τ0 = ρ we can
define an embedding τk : Π|Sk −→ Γ which extends τk−1 for k ≥ 1. If
S is finite with |S \ S0| = N then τ = τN is the required extension. If
S is countably infinite then τ =
⋃
k τk, with τ(vi) = τk(vi) for all k ≥ i
is the required extension.

Proposition 13.5. Assume that {(Tk,Γk) : k ∈ N} is an increasing
sequence of tournaments, i.e. Tk ⊂ Tk+1 and Γk = Γk+1|Tk for k ∈ N.
If Tk satisfies the simple extension property in Γk+1 for all k ∈ N, then
Γ =
⋃
k Γk is a universal tournament on T =
⋃
k Tk.
Proof. It is clear that the union Γ is a tournament on T . Also, |Tk+1| ≥
|Tk|+ 2|Tk| and so T is infinite.
If S0 is a finite subset of T and J ⊂ S, then there exists k ∈ N such
that S0 ⊂ Tk and so J ⊂ Tk. If vJ ∈ Tk+1 chooses J ⊂ Tk for Γk+1, then
it chooses J ⊂ S0 for Γ. Thus, S0 has the simple extension property in
Γ. Hence, Γ is universal by Lemma 13.4.

Theorem 13.6. Assume that (T1,Γ1) and (T2,Γ2) are countable, uni-
versal tournaments. If S is a finite subset of T1 and ρ : Γ1|S −→ Γ2 is
an embedding, then ρ extends to an isomorphism ξ : Γ1 −→ Γ2.
Proof. This is a standard back and forth argument. First note that a
universal tournament contains copies of every finite tournament and so
must be infinite. Let u1, u2, . . . be a counting of the vertices of T1 \ S0
and v1, v2, . . . be a counting of the vertices of T2 \ S¯0 with S0 = S and
S¯0 = ρ(S). Let ξ0 : U1|S0 −→ U2|S¯0 be the isomorphism obtained by
restricting ρ.
Inductively, we construct for k ≥ 1
• Sk ⊃ Sk−1 ∪ {uk},
• S¯k ⊃ S¯k−1 ∪ {vk},
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• ξk : U1|Sk −→ U2|S¯k an isomorphism which extends ξk−1.
Define Sk+.5 to be Sk together with the first vertex of T1 \ S0 which
is not in Sk and extend ξk to define an embedding ξk+.5 on Sk+.5. Let
S¯k+.5 = ξk+.5(Sk+.5) so that ξ
−1
k+.5 : U2|S¯k+.5 −→ U1 is an embedding.
Define S¯k+1 to be S¯k+.5 together with the first vertex of T2 \ S¯0 which
is not in it. Extend to define the embedding ξ−1k+1 : U2|S¯k+1 −→ U1 and
let Sk+1 = ξ
−1
k+1(S¯k+1).
The union ξ =
⋃
k ξk is the required isomorphism.

Corollary 13.7. There exist countable universal tournaments, unique
up to isomorphism. In fact, if (T1,Γ1) and (T2,Γ2) are countable, uni-
versal tournaments with i1 ∈ T1, i2 ∈ T2 then there exists an isomor-
phism ξ : Γ1 −→ Γ2 with ξ(i1) = i2.
Any countable tournament can be embedded in any universal tourna-
ment.
Proof. Beginning with an arbitrary finite tournament we can use Lemma
13.2 (b) to construct inductively a sequence of finite tournaments to
which Proposition 13.5 applies, thus obtaining a countable universal
tournament.
Since the restriction Γ1|{i1} is empty, the map i1 7→ i2 gives an em-
bedding of Γ1|{i1} into Γ2. It extends to an isomorphism by Theorem
13.6.
If (S,Π) is a countable tournament with i1 ∈ S, then, as above, the
map taking i1 to any point of i2 ∈ T2 is an embedding of R|{i1} which
extends to an embedding of R into Γ2.

Corollary 13.8. Let (T,Γ) be a universal tournament and S be a finite
subset of T .
(a) If i1, i2 ∈ T , then there exists an automorphism ξ of Γ with
ξ(x1) = x2.
(b) If ξ is an automorphism of Γ|S, then there exists an automor-
phism ξ of Γ which restricts to ρ on S.
Proof. (a) This follows from Corollary 13.7.
(b) Since the composition of ρ with the inclusion of S is an embed-
ding, (b) follows from Theorem 13.6.

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Let (T,Γ) be a tournament and S be a nonempty, finite subset of T .
For J ⊂ S, let
TJ = {i ∈ T : (i, j) ∈ Γ for all j ∈ J
and (j, i) ∈ Γ for all j ∈ S \ J}.(13.3)
That is, TJ is the set of i ∈ T which choose J ⊂ S for Γ.
Clearly, {S} ∪ {TJ : J ⊂ S} is a partition of T into 1 + 2|S| subsets.
Proposition 13.9. If (T,Γ) is a universal tournament, S is a finite
subset of T and J is a subset of S, then the restriction (TJ ,Γ|TJ) is a
universal tournament.
Proof. Assume that S1 is a finite subset of TJ and K ⊂ S1. Let S+1 =
S1 ∪ S and K+ = K ∪ J . There exists vK+ ∈ T such that vK+ chooses
K+ ⊂ S+ for Γ. It follows, first, that vK+ chooses J ⊂ S for Γ and so
vK+ ∈ TJ . But also vK+ chooses K ⊂ S1 for Γ|TJ . Thus, S1 satisfies
the simple extension property in Γ|TJ . As S1 was arbitrary, it follows
from Proposition 13.4 that U |TJ is universal.

Example 13.10. (a) For (T,Γ) a countable, universal tournament,
there exists T0 a proper infinite subset of T and an embedding of U |T0
into Γ which cannot be extended to an embedding of Γ into itself.
(b) There exists a tournament which is not universal but into which
every countable tournament can be embedded.
Proof. Let i ∈ T , J = S = {i}, T0 = TJ and T1 = S ∪ TJ . Since
Γ|T0 is universal by Proposition 13.9, Corollary 13.7 implies that there
exists an isomorphism ξ : Γ|T0 −→ Γ. Since ξ is surjective, it cannot
be extended to an embedding even of Γ|T1 into Γ.
Since (T0,Γ|T0) is universal and T0 ⊂ T1, it follows that every count-
able tournament can be embedded into Γ|T1. Let i1 ∈ T∅ so that i→ i1
in Γ. The inclusion of i into T1 cannot be extended to an embedding
of Γ|{i, i1} into Γ1 since j → i for every j 6= i in T1.

Now fix Γ a universal tournament on N and let Aut denote the au-
tomorphism group of Γ. Define the subset BAut ⊂ Aut by
ξ ∈ BAut ⇐⇒ there exists n ∈ N such that
ξ(i) = i for all i < n, and n→ ξ(n) in Γ.(13.4)
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Since ξ is an automorphism, n→ ξ(n) implies ξ−1(n)→ n. It follows
that for every ξ ∈ Aut \ {1N} either ξ ∈ BAut or ξ−1 ∈ BAut and not
both. That is, BAut is a game subset of the group Aut.
For a possibly infinite group G which contains no elements of even
order, B ⊂ G is a game subset when {{e}, B, B−1} is a partition of G
where e is the identity element and B−1 = {g−1 : g ∈ B}. As in the
finite case define Γ[B] by
(13.5) Γ[B] = {(g1, g2) ∈ G×G : g−11 · g2 ∈ B}.
Because B is a game subset, Γ[B] is a tournament on G, with Γ[B](e) =
B and Γ[B]−1(e) = B−1. Furthermore, Γ[B] is invariant with respect
to all left translations ℓt So Γ[B](g) = gB and Γ[B]
−1(g) = gB−1. As
in the finite case, the tournament Γ[B] is called the group game on G
associated with the game subset B.
In particular, Γ[BAut] is a group game on Aut. Define π : Aut −→ N
by π(ξ) = ξ(1). If ξ1(1) → ξ2(1) in Γ then 1 → ξ−11 (ξ2(1)) and so
ξ1 → ξ2 in Γ[BAut]. It follows that π : Γ[BAut] −→ Γ is a tournament
morphism which is surjective by Corollary 13.8 (a). Let ρ : N → Aut
be a splitting of this projection. That is, for each i ∈ N we choose ξi
such that ξi(1) = i. We may choose ξ1 to be the identity map on N.
Thus, ρ : Γ −→ Γ[BAut] is an embedding.
Now let G be the subgroup of Aut which is generated by {ξ1, ξ2, . . . }.
The group G is countable and B = BAut∩G is a game subset of G with
associated group game Γ[B] = Γ[BAut]|G. The restriction π : Γ[B] −→
Γ is a projection, with splitting ρ : Γ −→ Γ[B]. We thus have:
Theorem 13.11. There exists a countable group G with game subset B
such that the associated group game Γ[B] projects to, and so contains,
a universal tournament.
If for every isomorphism ρ : U |S1 → U |S2 with S1, S2 finite subsets
of N we choose an element ξ ∈ Aut which extends ρ, then we obtain a
countable subset of Aut and so there exists G1 a countable subgroup of
Aut which contains G and all of the chosen extensions ξ. That is, every
ρ extends to an element of G1. Again, with B1 = BAut ∩ G1 we get a
game subset such that the associated group game (G1,Γ[B1]) projects
to, and so contains, a universal tournament.
In each of these cases, one can show, as in Theorem 9.9, that the
group game on the group G is the lexicographic product of the the
universal tournament Γ with the restricted group game on the subgroup
H = {ξ ∈ G : ξ(1) = 1}.
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Addendum: Write |X| for the cardinality of a set X . Recall that
a cardinal number a is the minimum ordinal i with |i| = |a|. In partic-
ular, an infinite cardinal is a limit ordinal.
Write a¯ for the cardinal of the power set of a, i.e. a¯ = 2a > a.
Now assume that a is an infinite cardinal and write b for the smallest
cardinal such that b¯ > a¯. So a < b ≤ a¯. Hence,
(13.6) i < b =⇒ 2|i| ≤ a¯.
Note that the Generalized Continuum Hypothesis (= GCH) says that
there is no cardinal strictly between a and a¯ and so if it is assumed to
hold, then b = a¯.
For a cardinal d with a ≤ d < b we define
(13.7) Pd(X) = {J : J ⊂ X, with |J | ≤ d}
Since a¯d = (2d)d = 2d·d = 2d = a¯, it follows that
(13.8) |X| ≤ a¯ =⇒ |Pd(X)| ≤ a¯.
Lemma 13.12. If (S,Π) is a tournament with |S| ≤ a¯ and if d is a
cardinal with d < b, then there exists a tournament Π1 on a set S1
with S ⊂ S1 and Π = Π1|S such that |S1| ≤ a¯ and S0 satisfies the
simple extension property in Π1 for all S0 ⊂ S with |S0| ≤ d.
Proof. Proceed as in the proof of Lemma 13.2 (b) with Pd replacing P
in the construction.

Now we use transfinite induction and the axiom of choice to define
tournaments (Ti,Γi) for every ordinal i ≤ b.
• Let T0 = {0},Γ0 = ∅.
• For an ordinal i < b we use Lemma 13.12 to construct (Ti+1,Γi+1)
with Ti ⊂ Ti+1, |Ti+1| ≤ a¯, Γi+1|Ti = Γi and such that S0 satis-
fies the simple extension property in Γi+1 for all S0 ⊂ Ti with
|S0| ≤ d = max(a, |i|).
• For i ≤ b a limit ordinal
(13.9) Ti =
⋃
j<i
Tj, Γi =
⋃
j<i
Γj .
For all i ≤ b |Ti| ≤ a¯ with equality for Tb.
The tournament (Tb,Γb) is a-universal in the following sense.
Theorem 13.13. Assume (S,Π) is a tournament and S0 ⊂ S with
|S0| < |S| ≤ b. If ρ : Π|S0 −→ Γb is an embedding, then ρ extends to
Π.
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Proof. Observe first that if S0 ⊂ Tb with |S0| < b, then there exists
an ordinal i < b such that |S0| ≤ |i| and S0 ⊂ Ti. It follows that S0
satisfies the simple extension property in Γi+1 and so in Γb.
It follows from Lemma 13.2 (a) that the extension exists when S \S0
consists of a single vertex v.
In general, count the vertices of S \ S0 putting them in a bijective
correspondence i → vi with i < b′ = |S \ S0| if |S \ S0| is infinite and
b′ = |S \ S0| + 1 when |S \ S0| is finite. Thus, b′ ≤ b. For i < b′ let
Si = S0 ∪ {vj : j ≤ i}. Since b′ is a cardinal, |Si| < b for all i < b′.
Thus, beginning with τ0 = ρ we can extend τi to τi+1 and take the
union at limit ordinals.

If b = a¯, e.g. if the GCH holds, then we can, as in Theorem 13.6, use
a back and forth argument to show that the tournament of cardinality
a¯ which is a-universal in the sense of Theorem 13.13 is unique up to
isomorphism.
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