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Binaural Noise Cue Preservation in a Binaural
Noise Reduction System with a Remote
Microphone Signal
Joseph Szurley, Alexander Bertrand, Member, IEEE, Bas Van Dijk, and Marc Moonen, Fellow, IEEE
Abstract—A general binaural noise reduction system is con-
sidered that employs the multi-channel Wiener filter with partial
noise estimation (MWF⌘) allowing for an explicit trade-off
between noise reduction and binaural noise cue preservation.
In this paper, it is assumed that along with the general binaural
system, a remote microphone signal with a high input signal-
to-noise ratio (SNR) is available for inclusion in the MWF⌘ .
The use of this remote microphone signal with a high input
SNR allows for a simultaneous increase in both noise reduction
performance and preservation of the binaural noise cues. To
further increase the performance, a modification to the partial
noise estimation (PNE) variable, ⌘, is proposed which relies on
exploiting the aforementioned trade-off by either constraining the
output SNR or binaural noise cues to the same level before and
after the addition of the remote microphone signal. The validity
of the theoretical results are supplemented via simulations using
a binaural setup with a single speech and noise source.
Index Terms—Binaural hearing aids, binaural cues, noise
reduction, multi-channel Wiener filtering
I. INTRODUCTION
HEARING impaired (HI) individuals exhibit poor speechintelligibility in the presence of background noise. De-
pending on the nature and profoundness of the hearing loss as
well as the type of background noise HI individuals may need
a higher signal-to-noise ratio (SNR), with a difference of up
to 15 dB to have the same intelligibility as non-HI individuals
[1]–[3]. In order to reduce the amount of background noise,
various auditory prostheses (APs) such as hearing aids (HAs)
or cochlear implants (CIs), which come equipped with one or
more microphones, perform a noise reduction operation on the
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microphone signals to provide the individual with an enhanced
signal.
Furthermore, for individuals who exhibit hearing impair-
ment in both ears, this can be extended to a bilateral system
where two devices are used, e.g., two HAs, two CIs or
a bi-modal system, which is a combination of APs. These
bilateral APs can operate independently of one another, i.e.,
bilateral processing, where the noise reduction operation is
performed only on their own microphone signals. However,
an improvement in speech perception in noisy environments
has been observed if the APs share microphone signals with
one another to perform binaural processing [4], [5].
Another advantageous aspect of binaural processing is that it
allows for preservation of the so-called binaural cues, namely
the interaural level difference (ILD), and the interaural time
difference (ITD) or interaural phase difference (IPD), which
are both known to contribute to sound localization by the
human auditory system [6], [7]. In fact, the ILD and IPD have
been shown to be related to the amplitude and phase of the
interaural transfer function (ITF) [8]–[10], which describes the
transfer function between the left and right ears.
Due to the limited size of the APs, which restricts the
spatial diversity of the microphones, as well as challenging
noise environments, there has been an increased interest in
incorporating remote microphone signals to the APs [11]–[13].
It is assumed that these remote microphones are either worn
or placed close to the desired speech source thereby providing
an improved SNR resulting in increased speech intelligibility.
For example, in classroom and auditorium settings or if the
HI individual interacts routinely with the same person(s), e.g.,
child parent interaction, the microphone can be worn by the
speaker providing a higher SNR signal.
There are currently various systems that are able to transmit
a remote microphone signal to the APs, e.g., traditional telecoil
or FM transmission systems [14], [15] and new state of the
art digital wireless transmission systems [16]. However, these
systems either disable the local microphones or significantly
amplify the remote microphone signal to provide the HI
individuals with a clean, high SNR signal [16]. Unfortunately,
by disabling the local microphones, the binaural cues become
degraded, or in the worst case, completely lost.
We therefore envisage a general binaural system, where each
device performs noise reduction with the local microphone
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signals as well as a remote microphone signal1. The devices
perform this noise reduction by employing the multi-channel
Wiener filter (MWF). However, it has been shown that while
the MWF perfectly preserves the binaural speech cues, the
noise binaural cues are distorted [8]. This distortion may place
the listener in danger in situations where the binaural noise
cues may be important for the safety, e.g. hazard warnings,
traffic, etc.
In order to preserve the binaural speech and noise cues,
several methods have been proposed by either conditioning
the microphone signals or modifying the MWF. Binaural cue
preservation was studied in [17] which relies on applying a
gain to the signal, albeit only to preserve the binaural speech
cues. In [18] an extension to the MWF was proposed that
partially preserves only the noise IPD cues by incorporating
a trade-off parameter to the cost function of the MWF. This
trade-off parameter allows for better noise IPD cue preserva-
tion at the expense of less noise reduction. In [8], [9], this was
further extended to a trade-off between several cost functions,
namely the MWF, speech ITF and noise ITF. While there is
no closed-form expression for the combined noise reduction
and noise ITF preservation, in [10] a simplification to the ITF
cost function was proposed allowing for a tractable solution.
Furthermore in [10], [19] an extension to the MWF was
introduced, the MWF with partial noise estimation (MWF⌘),
which allows for an explicit trade-off between the amount of
noise reduction and the preservation of the binaural noise cues
in a closed-form solution.
It will be shown that when a high input SNR remote
microphone signal is available to the binaural system, not
only is the noise reduction performance increased, but also a
better preservation of the binaural noise cues is achieved. To
further increase the performance, a modification to the partial
noise estimation (PNE) variable is proposed which relies on
exploiting the aforementioned trade-off, either constraining the
output SNR or binaural noise cues to the same level before
and after the addition of the remote microphone signal.
Also when the noise and speech signal come from the same
direction, due to the spatial filtering of the MWF⌘ , almost no
SNR improvement is observed [18], [20]. The addition of the
remote microphone can then help to improve the SNR, as it
adds more spatial diversity in the signal subspace.
This paper is organized as follows. Section II introduces
the general binaural noise reduction system along with the
MWF⌘ . In Section III the performance measures are defined
emphasizing the distortion in the binaural noise cues at the
output of the system. In Section IV the general binaural system
is extended to include a remote microphone signal and in
Section V the effect on the output SNR and binaural noise
cues is derived. In Section VI a modification to the PNE
variable ⌘ is given in order to further increase noise reduction
performance or binaural noise cue preservation. Simulations
are performed in Section VII, using head-related impulse
responses (HRIRs) to generate various acoustic environments
1We note that the analysis in this paper can easily be extended to a so-called
wireless acoustic sensor network, where many remote microphone signals are
available [13].
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Fig. 1: A general binaural noise reduction system.
where a remote microphone signal is available for inclusion
into the MWF⌘ . Finally conclusions are given in Section VIII.
II. DATA MODEL
We consider a general binaural noise reduction system as
depicted in Figure 1 that consists of two devices which are
each equipped with M microphones, and so the combined
number of microphones (left and right device) is 2M . The
signal of the mth microphone of the left device, denoted with
the subscript L,m, is given in the frequency domain as
yL,m(!) = xL,m(!) + nL,m(!) (1)
where xL,m(!) is the speech component, nL,m(!) is the
noise component, and ! is the discrete frequency variable.
The microphones of the right device are represented in the
same fashion with R instead of L in the subscript. For the
sake of brevity we will omit ! from the following derivations
bearing in mind that the operations take place in the frequency
domain.
We define a stacked M -dimensional vector containing the
microphone signals of the left device as
yL =
264 yL,1...
yL,M
375 (2)
where xL and nL are defined similarly and contain the speech
components and noise components respectively. A stackedM -
dimensional vector containing the microphone signals of the
right device, yR, as well as the speech and noise components,
xR and nR, are also defined in the same manner as (2). A
stacked 2M -dimensional vector is defined that contains all of
the microphone signals of the system and is given as
y =

yL
yR
 
(3)
where again x and n are defined similarly.
Each device estimates the speech component of a reference
microphone signal, x{L,R},ref where {L,R} indicates either
L or R, by applying a multi-channel filter w⌘,{L,R} to the
microphone signals given in (3). We assume, without loss of
generality, that the first microphone is chosen as the reference
microphone such that x{L,R},ref = x{L,R},1. Preferably,
the reference microphone is chosen as the microphone with
highest SNR. In APs, the reference microphone is often
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chosen to be the front facing microphone, however, there
are other methods that may be used to select the reference
microphone that are dependent on the scenario and locations
of the microphones [21], [22].
The filtered output of each device is given as
zL = w
H
⌘,Ly, zR = w
H
⌘,Ry (4)
which can be expanded to
zL = w
H
⌘,Lx+w
H
⌘,Ln, zR = w
H
⌘,Rx+w
H
⌘,Rn (5)
where H is the Hermitian transpose.
Each device finds its multi-channel filter based on the linear
minimum mean square error criterion between the speech and
noise component in its reference microphone signal and the
filtered version of the microphone signals [10], i.e.,
w⌘,L = argmin
w⌘,L
E{|xL,1  wH⌘,Lx|2}+ µE{|⌘nL,1  wH⌘,Ln|2}
w⌘,R = argmin
w⌘,R
E{|xR,1  wH⌘,Rx|2}+ µE{|⌘nR,1  wH⌘,Rn|2}
(6)
where 0  µ is a trade-off parameter emphasizing the noise
reduction at the cost of higher speech distortion, 0  ⌘  1
is the PNE variable that allows a certain amount of the noise
to be present in the output signal and E{·} is the expectation
operator.
The trade-off parameter µ can be chosen based on con-
straints such as the input SNR [23] or using a perceptual
based weighting [24]. Likewise the PNE variable, ⌘, can be
chosen based on constraints similar to the method proposed
in [25] which tries to preserve a constant noise level, or again
a perceptual based weighting [26]. For ease of exposition,
we will assume a fixed value of µ and ⌘ in the following
derivations. Note that ⌘ essentially controls how much residual
noise is present in the filtered output and can be thought of as
producing a given SNR increase of up to a limit of 1⌘2 . This
will be explained in more detail in Section V-A.
A. General data model
We define a speech and noise correlation matrix as
Rxx = E{xxH}, Rnn = E{nnH} (7)
and the corresponding input speech and noise powers
(Ps,{L,R} and Pn,{L,R} respectively) at the reference micro-
phones as
Ps,{L,R} = eT{L,R}Rxxe{L,R} (8)
Pn,{L,R} = eT{L,R}Rnne{L,R} (9)
where e{L,R} are unit vectors with a 1 at the index of the
reference microphone signal, x{L,R},1.
A single speech source is assumed such thatRxx is a rank-1
matrix that can be represented as
Rxx = Psaa
H (10)
where Ps is the speech power and a is the speech steering vec-
tor that describes the transfer function from the speech source
to the microphones. This rank-1 assumption is used throughout
the derivations in the sequel. If we define the M -dimensional
speech steering vectors a{L,R} in the same fashion as (2),
then the speech power at the reference microphones (8), can
be written as
Ps,{L,R} = Ps|a{L,R},1|2 . (11)
A voice activity detector (VAD) can be used to compute
a correlation matrix Ryy = E{yyH} during speech-and-
noise periods and Rnn during noise only periods. The speech
correlation matrix, Rxx, can be then estimated in several
such as simple subtraction, Rxx = Ryy   Rnn, or more
complex methods which rely on a generalized eigenvalue
decomposition of Ryy and Rnn [27].
The solution to (6) is the multi-channel Wiener filter with
PNE (MWF⌘) which is given as [10]
w⌘,L = (1  ⌘) R
 1
nnRxxeL
µ+ Tr{R 1nnRxx}
+ ⌘eL
w⌘,R = (1  ⌘) R
 1
nnRxxeR
µ+ Tr{R 1nnRxx}
+ ⌘eR (12)
where Tr{·} is the trace of a matrix. For ease of exposition
we represent Tr{R 1nnRxx} as
  , Tr{R 1nnRxx} (13)
which will be used in the sequel. When ⌘ = 0, (12) corre-
sponds to the MWF with no PNE, whereas ⌘ = 1 corresponds
to the trivial case where no noise reduction is performed and
the reference microphone signal is passed to the output of the
device.
B. Data model with single coherent noise source
If a single coherent (spatially correlated) noise source and
additive incoherent noise is present, the noise correlation
matrix can given similarly to that of [28] and represented as
Rnn = Pvvv
H +  I (14)
where Pv is the spatially correlated noise source power, v is
the 2M -dimensional spatially correlated noise steering vector
and   is the noise power of the incoherent noise. For ease of
exposition it will be assumed that noise power is normalized
to unity such that Pv = 1.
Again, if we define the M -dimensional noise steering
vectors v{L,R} in the same fashion as (2), then the input
noise power at the reference microphones is given in the same
fashion as (11), i.e.,
Pn,{L,R} = |v{L,R},1|2 +   . (15)
Using the matrix inversion lemma, the inverse of (14) is
given as
R 1nn =
1
 

I  vv
H
  + ||v||2
 
. (16)
When using (10) and (16) we see that   can be now be
given as
  =
Ps
 

||a||2   |a
Hv|2
  + ||v||2
 
. (17)
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We note that while (16) and (17) only hold for a noise
correlation matrix as defined in (14), this will be used to
motivate some limiting cases of  . The original definition of
  (see (13)) can be used in all other cases.
III. PERFORMANCE MEASURES
A. Output SNR
The input SNR for the left and right device using (8) and
(9) is given as
SNRIN,{L,R} =
eT{L,R}Rxxe{L,R}
eT{L,R}Rnne{L,R}
(18)
=
Ps,{L,R}
Pn,{L,R}
(19)
and when using (11) and (15), can be given as
SNRIN,{L,R} =
Ps|a{L,R},1|2
|v{L,R},1|2 +   . (20)
The output SNR for the left and right device using (12) is
given as
SNROUT,{L,R} =
wT⌘,{L,R}Rxxw⌘,{L,R}
wT⌘,{L,R}Rnnw⌘,{L,R}
(21)
=
(1 ⌘)2 2Ps,{L,R}
(µ+ )2 +
2(1 ⌘)⌘ Ps,{L,R}
(µ+ ) + ⌘
2Ps,{L,R}
(1 ⌘)2 Ps,{L,R}
(µ+ )2 +
2(1 ⌘)⌘Ps,{L,R}
(µ+ ) + ⌘
2Pn,{L,R}
. (22)
Looking at the limiting cases of ⌘, the output SNR is given
as [10], [29]
SNROUT,{L,R} =
⇢
  : ⌘ = 0
SNRIN,{L,R} : ⌘ = 1
(23)
where (22) lies in this range for any other value of 0 < ⌘ < 1.
We also see that for ⌘ = 0, SNROUT,L = SNROUT,R which
are both equal to   as defined in (13).
As a particular case, we consider the scenario where the
noise correlation matrix is given as in (14) and the speech and
noise have similar steering vectors, such that akak ⇡ vkvk , for
example both emanating from the same direction in free-field
conditions. This results in a minimum value for   in (17) equal
to Pskak
2
 +kvk2 . Since   is the upper limit for the output SNR, a
smaller value for   will produce a smaller overall range of
SNR improvement in (23). In the worst case, this can lead
to SNROUT,{L,R} ⇡ SNRIN,{L,R} as shown experimentally in
[9], [20] and in Section VII-D.
B. Binaural cues
We define the speech interaural transfer function (ITF) at
the input and output as [9]
ITFIN,s =
eTLRxxeL
eTRRxxeL
=
eTLRxxeR
eTRRxxeR
=
Ps,L
 s
(24)
ITFOUT,s =
wH⌘,LRxxw⌘,L
wH⌘,RRxxw⌘,L
=
wH⌘,LRxxw⌘,R
wH⌘,RRxxw⌘,R
(25)
where  s = eTRRxxeL. Substituting (12) into (25) shows that
the speech ITF is unaffected by the filtering process, i.e.,
ITFIN,s = ITFOUT,s . (26)
The noise ITF is defined in a similar manner at the input and
output, i.e.,
ITFIN,n =
eTLRnneL
eTRRnneL
=
eTLRnneR
eTRRnneR
=
Pn,L
 n
(27)
ITFOUT,n =
wH⌘,LRnnw⌘,L
wH⌘,RRnnw⌘,L
=
wH⌘,LRnnw⌘,R
wH⌘,RRnnw⌘,R
(28)
where  n = eTRRnneL. Substituting (12) into (28) results in
ITFOUT,n =
(1 ⌘)2 Ps,L
(µ+ )2 +
2(1 ⌘)⌘Ps,L
(µ+ ) + ⌘
2Pn,L
(1 ⌘)2  s
(µ+ )2 +
2(1 ⌘)⌘ s
(µ+ ) + ⌘
2 n
(29)
which means that the ITFOUT,n will change depending on the
value of ⌘. Looking at the limiting cases of ⌘
ITFOUT,n =
⇢
ITFOUT,s = ITFIN,s : ⌘ = 0
ITFIN,n : ⌘ = 1
(30)
which means that at lower values of ⌘ the noise ITF at the
output will be closer to the speech ITF at the input and output
whereas at higher values of ⌘ the noise ITF at the output is
closer to the noise ITF at the input.
Using the ITF, we also define two binaural cues for the
speech and noise, the ILD and the IPD, which are related to
the amplitude and phase of the ITFs. The speech ILD and IPD
at the input are given by
ILDIN,s = |ITFIN,s| (31)
=
eTLRxxeL
eTRRxxeR
(32)
=
Ps,L
Ps,R
(33)
IPDIN,s = \ (ITFIN,s) (34)
= \
✓
eTLRxxeR
eTRRxxeR
◆
(35)
= \ ( s) (36)
and at the output are given by
ILDOUT,s =
wH⌘,LRxxw⌘,L
wH⌘,RRxxw⌘,R
(37)
IPDOUT,s = \
 
wH⌘,LRxxw⌘,R
 
. (38)
Since the speech ITF is unaffected by the filtering process,
the binaural speech cues are also preserved independent of
the value of ⌘, i.e.,
ILDOUT,s = ILDIN,s, IPDOUT,s = IPDIN,s . (39)
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The same analysis can be applied to the binaural noise cues
where the noise ILD and IPD at the input are given by
ILDIN,n = |ITFIN,n| (40)
=
eTLRnneL
eTRRnneR
(41)
=
Pn,L
Pn,R
(42)
IPDIN,n = \ (ITFIN,n) (43)
= \
✓
eTLRnneR
eTRRnneR
◆
(44)
= \ ( n) . (45)
However, as shown in (29), since the noise ITF is affected
by the filtering process, the binaural noise cues will not be
preserved. Using (12) the noise ILD and IPD at the output are
given as
ILDOUT,n =
wH⌘,LRnnw⌘,L
wH⌘,RRnnw⌘,R
(46)
=
(1 ⌘)2 Ps,L
(µ+ )2 +
2(1 ⌘)⌘Ps,L
(µ+ ) + ⌘
2Pn,L
(1 ⌘)2 Ps,R
(µ+ )2 +
2(1 ⌘)⌘Ps,R
(µ+ ) + ⌘
2Pn,R
(47)
IPDOUT,n = \
 
wH⌘,LRnnw⌘,R
 
(48)
= \
✓
(1  ⌘)2  s
(µ+  )2
+
2(1  ⌘)⌘ s
(µ+  )
+ ⌘2 n
◆
.
(49)
Again, looking at the limiting cases of ⌘ results in
ILDOUT,n =
⇢
ILDOUT,s = ILDIN,s : ⌘ = 0
ILDIN,n : ⌘ = 1
, (50)
IPDOUT,n =
⇢
IPDOUT,s = IPDIN,s : ⌘ = 0
IPDIN,n : ⌘ = 1
(51)
which shows that the noise ILD and IPD at the output will be
closer to the speech ILD and IPD at the input and output with
lower values of ⌘, whereas at higher values of ⌘ the noise ILD
and IPD at the output are closer to the noise ILD and IPD at
the input.
Note that while the input binaural noise cues are defined on
the total noise component (27), (41) and (44), in the case of
a single coherent noise source, we are truly only interested in
preserving the binaural cues of this noise source. However, if
it assumed that   ⌧ Pv in (14), then the binaural noise cues
are approximately equal to the spatially correlated noise source
alone, i.e., the noise power can be approximated as Pn,{L,R} ⇡
Pv,{L,R} and the phase component can be approximated as
 n ⇡ eTRvvHeL. In the case of a single coherent noise source,
the formulas are therefore good approximations for the case
when   is small, as they lead to compact and interpretable
derivations with results that also have perceptual relevance.
IV. DATA MODEL WITH A REMOTE MICROPHONE SIGNAL
In the previous section it was shown that when using the
MWF⌘ , the binaural noise cues will always be distorted for
⌘ 6= 1. In fact, as more emphasis is put on preserving the
yL,1
yL,2
...
yL,M
w⌘,L w⌘,R
yR,1
yR,2
...
yR,M
ye
zL zR
Fig. 2: The general binaural noise reduction system with a
remote microphone signal.
binaural noise cues, i.e., a higher value of ⌘ is used, this will
result in a decrease in the output SNR.
We now suppose that a remote microphone signal, ye,
becomes available that can be used by both devices for the
filtering process, where a depiction of this modified binaural
noise reduction system is given in Figure 2. Unlike current
binaural systems that mostly disable the local microphones
when a remote microphone signal is available, we look to
incorporate ye into the noise reduction.
A. General data model with a remote microphone signal
We define the speech and noise steering vectors with this
remote microphone signal included as ae =
⇥
aT ae
⇤T , ve =⇥
vT ve
⇤T , respectively, and the new correlation matrices that
incorporate these statistics as
Rxexe = E{xexHe }, Rnene = E{nenHe } (52)
where xe =
⇥
xT xe
⇤T and ne = ⇥nT ne⇤T . The speech
correlation matrix, which is still a rank-1 matrix, can be
represented as
Rxexe = Psaea
H
e . (53)
Again, for ease of exposition we represent Tr{R 1neneRxexe}
as
 e , Tr{R 1neneRxexe} (54)
where we show in the appendix, that with the addition of the
remote microphone signal  e    .
B. Data model with single coherent noise source and a remote
microphone signal
If a single coherent noise source is present, the noise
correlation matrix can be represented similarly to (14) as
Rnene = vev
H
e +

 I 0
0  e
 
(55)
where  e is the incoherent noise power in the remote micro-
phone signal. Using (53) and (55),  e can be also be given in
a similar fashion as in (17) yielding
 e = Ps
264 ||a||2
 
+
|ae|2
 e
 
   aHv  + a⇤eve e    2
1 + ||v||
2
  +
|ve|2
 e
375 . (56)
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In the case that the incoherent noise power in the remote
microphone signal is the same as the other microphones,
e.g. if the remote and local AP microphones share similar
characteristics, such that  e =  , (56) reduces to
 e =
Ps
 

||ae||2   |a
H
e ve|2
  + ||ve||2
 
. (57)
In the extreme case, when the remote microphone signal
does not contain any noise component that is coherent with
the noise in the other microphones, i.e., ve ! 0 (56) can be
given as
 e =  +
Ps|ae|2
 e
. (58)
In the particular case when the speech and noise have
similar steering vectors, an improvement in the output SNR
is still possible, whereas the left and right array alone may
not improve the output SNR as described in Section III-A .
Note that, even if the remote microphone contains a noise
component that is correlated to the coherent noise in the
other microphones, the additional spatial diversity usually
disambiguates the noise and the speech steering vector, i.e.,
ve
kvek 6= aekaek , even when vkvk ⇡ akak .
While extrapolating an exact increase in  e from (56) is
intractable, some general observations can be made:
• There is an increase in  e with decreasing incoherent
noise power on the remote microphone signal,  e.
• Conversely, increasing incoherent noise power on the
remote microphone signal reduces the increase in  e.
• If the remote microphone signal decreases the collinearity
between a and v, i.e. the most right hand term in (57),
this will result in an increase in  e.
Observing the extreme case, (58), the increase in  e comes
from again either a decreasing incoherent noise power on the
remote microphone signal,  e, or by increasing the magnitude
squared of the remote microphone steering component, |ae|2,
which could be accomplished by bringing the speech source
and remote microphone closer together.
V. PERFORMANCE MEASURES WITH A REMOTE
MICROPHONE SIGNAL
In this section we show that the addition of a remote
microphone signal, which results in  e     as mentioned
in Section IV, results in an increase in the output SNR up to a
limiting point of 1⌘2 and also increases the preservation of the
binaural noise cues. Since the binaural speech cues obviously
continue to be preserved for any value of ⌘ we will only
analyze the performance of the output SNR and the binaural
noise cues with a remote microphone signal.
A. Output SNR with a remote microphone signal
We first show that the output SNR with the addition of a
remote microphone signal, SNReOUT,{L,R}, for a fixed value
of µ and ⌘ is always greater than or equal to the output SNR
without the remote microphone signal, i.e., SNReOUT,{L,R}  
SNROUT,{L,R}. This relies on the fact that  e    , as shown
in the appendix.
The output SNR with the addition of a remote microphone
signal is given the same as in (22) with  e substituted for  ,
i.e.,
SNReOUT,{L,R} = (59)
(1 ⌘)2 2ePs,{L,R}
(µ+ e)2
+
2(1 ⌘)⌘ ePs,{L,R}
(µ+ e)
+ ⌘2Ps,{L,R}
(1 ⌘)2 ePs,{L,R}
(µ+ e)2
+
2(1 ⌘)⌘Ps,{L,R}
(µ+ e)
+ ⌘2Pn,{L,R}
.
The derivative of the numerator of (22) with respect to   is
given as
2µ(1  ⌘)(⌘µ+  )Ps,{L,R}
(µ+  )3
  0 (60)
which shows that the numerator is an increasing function with
respect to  . Therefore, the numerator of (59) will always be
greater than or equal to the numerator of (22) since  e    .
Likewise, by inspection, the denominator of (22) is always
decreasing toward ⌘2Pn,{L,R} with increasing   which means
that the denominator of (59) will always be less than or
equal to the denominator of (22) again since  e    . This
then shows that SNReOUT,{L,R}   SNROUT,{L,R}. However,
if we look at the limiting case of  e ! +1 in (59) which
approximately holds if  e   µ, ⌘ then we find
lim
 e!+1
SNReOUT,{L,R} =
SNRIN,{L,R}
⌘2
(61)
which shows that with increasing values of  e, the closer the
solution approaches the limiting SNR increase of 1⌘2 . This
limiting case is in fact a byproduct of the original cost function
(6), where the use of ⌘ essentially targets some residual noise
containing the original binaural noise cues.
The output SNROUT can also be given in terms of SNRIN
as in [10] which is repeated here for convenience as
SNReOUT,{L,R} =
(⌘µ+  e)2SNRIN,{L,R}
(1  ⌘)(2⌘µ+  e + ⌘ e)SNRIN,{L,R} + ⌘2(µ+  e)2 .
(62)
This can then be used to show the increase in SNROUT for
SNRIN and increasing  e. Figure 3 shows the SNROUT for -20
dB  SNRIN  20 dB with various values of  e, where µ = 1
and  e   SNRIN . We see that for ⌘ = 0, SNROUT =  e and
for ⌘ = 1, SNROUT = SNRIN as given in (23). We also see
that for ⌘ 6= {0, 1}, as  e increases it reaches the limiting
point as given in (61).
B. Binaural noise cues with a remote microphone signal
A similar analysis can be performed with the binaural
noise cues with a remote microphone signal. We now denote
ITFeOUT,n, ILD
e
OUT,n and IPD
e
OUT,n as the noise ITF, ILD and
IPD at the output respectively with  e substituted for   in
(29), (47) and (49. In cases where  e   µ, the ITF and ILD
become hyperbolic functions2 that asymptotically converge to
the ITFIN,n and ILDIN,n respectively with increasing  e. This
implies that with larger values of  e, the noise ITF will be
better preserved and will approach Pn,L n , i.e., since  e    
2Only values in the first quadrant are considered due to the positive values
of the speech and noise powers.
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Fig. 3: SNROUT for different values of SNRIN and  e.
the noise ITF will always be equivalent or better preserved
with the addition of a remote microphone signal. This is also
shown in Figure 4 for various values  e and µ where ⌘ = 0.7.
We can also look at a similar limiting case for the noise ITF
with the addition of a remote microphone signal as  e ! +1.
Using this assumption and substituting  e for   in (29) yields
lim
 e!+1
ITFeOUT,n =
Pn,L
 n
(63)
= ITFIN,n (64)
which shows that the noise ITF will be preserved.
The numerator and the denominator of the noise ILD (47),
exhibit the same monotonic decrease with increasing  e,
assuming that  e >> µ as the noise ITF. Therefore, it will
also be better preserved for larger values of  e which, in the
limiting case, results in
lim
 e!+1
ILDeOUT,n = ILDIN,n . (65)
The first two terms of the numerator and denominator of
the noise IPD in (49) both exhibit a monotonic decrease with
increasing  e, which, in the limiting case, results in
lim
 e!+1
IPDeOUT,n = IPDIN,n . (66)
It should be noted that in some extreme cases for small
values of ⌘ and large values of µ such that µ >  e, there
may be a decrease in the preservation of the noise ITF and
ILD before a similar asymptotic convergence is observed, as
shown in Figure 5. However, as discussed in [25], µ is typically
bounded by the desired signal distortion and input SNR of
the signal and should be chosen as a function of the two,
accordingly. Therefore, this decrease in the preservation of the
17 20 22
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Fig. 4: The output noise ILD with a remote microphone signal
for various values of  e and µ and where ⌘ = 0.7
37 40 41.2
1.2
1.4
1.6
1.8
ILDIN,n
ILDIN,s
 e(dB)
IL
D
e O
U
T,
n
µ = 0
µ = 250
µ = 500
Fig. 5: The output noise ILD with a remote microphone signal
for various values of  e and µ and where ⌘ = 0.01
noise ITF and ILD will not be observed as µ will be chosen
in such a way that µ  SNRIN   e.
If we define (12) using the correlation matrices containing
the statistics with the remote microphone signal given in (52)
then
w⌘,L = (1  ⌘) R
 1
neneRxexeeL
µ+ Tr{R 1neneRxexe}
+ ⌘eL (67)
= (1  ⌘)w0,L + ⌘eL (68)
where w0,L is (67) with ⌘ = 0 (note w⌘,R and w0,R are
defined in the same manner). We see that the first terms
produces the speech with the correct binaural cues, plus
residual noise with the wrong binaural cues, and the second
term produces the correct binaural noise (and speech) cues,
where the noise level is reduced by the target amount ⌘. The
function of the remote microphone signal is to improve the
performance of w0,L and w0,R, leading to less residual noise
produced by the first term. As a consequence, w⌘,L and w⌘,R
lead to better binaural noise cues due to the second term.
VI. CONSTRAINED PNE
In the previous section, it was shown that adding a remote
microphone signal was able to increase the output, which in
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the limiting case provided an SNR up to 1⌘2 , while simultane-
ously improving the binaural noise cues. In the derivations,
it was assumed that ⌘ was constrained to the same value
before and after the addition of the remote microphone signal.
However, the PNE can be constrained is such a way such that
⌘ takes a new value of ⌘e and allows for further improvement
of one performance measure while limiting the improvement
of the other, e.g., some of the improvement in the binaural
noise cues could be sacrificed to further increase the output
SNR and vice versa.
Therefore, in this section, different methods of adjusting
⌘ to a new value of ⌘e are proposed while constraining the
performance of either the output SNR or binaural noise cues.
It is shown, that by constraining the binaural noise cues to the
same performance before and after the addition of a remote
microphone signal by adjusting the value of ⌘ to a new value of
⌘e, the output SNR is able to further be increased. Conversely,
if the output SNR performance is constrained to the same value
before and after the addition of a remote microphone signal
by adjusting ⌘ to a new value of ⌘e, then the binaural noise
cues are better preserved.
A. Increased output SNR
The noise ILD is constrained in order to adjust the value of
⌘ to a new value of ⌘e. The choice to constrain the noise ILD3
is done for the ease of exposition, however, since ITFeOUT,n,
ILDeOUT,n and IPD
e
OUT,n all have the same dependence on
⌘ and  e, the change to ⌘e will affect all three identically.
The new value of ⌘e is found by equating ILDOUT,n(⌘) to
ILDeOUT,n(⌘e) which yields
ILDOUT,n(⌘) = ILDeOUT,n(⌘e) (69)
=
(1 ⌘e)2 ePs,L
(µ+ e)2
+ 2(1 ⌘e)⌘ePs,Lµ+ e + ⌘
2
ePn,L
(1 ⌘e)2 ePs,R
(µ+ e)2
+ 2(1 ⌘e)⌘ePs,Rµ+ e + ⌘
2
ePn,R
(70)
which is a quadratic expression in terms of ⌘e and has a
closed-form solution that can easily be found with a standard
symbolic solver. As shown in Section V, with the addition
of a remote microphone signal, the binaural noise cues are
better preserved, i.e., ILDeOUT,n will be closer to ILDIN,n if
the constraint of (69) is not present. This implies then, in
order to reach the same performance before the addition of
the remote microphone signal, ILDOUT,n(⌘), that ⌘e  ⌘.
When plugging ⌘e in (59) this results in an increase in the
output SNR compared to (59) with ⌘. This method of adapting
⌘, therefore, sacrifices the increase in the binaural noise cue
preservation while simultaneously increasing the output SNR.
B. Increased binaural noise cue preservation
In a similar manner to Section VI-A, the value of ⌘
is adjusted to a new value of ⌘e based on constraining
the output SNR. The new value of ⌘e is found by equat-
ing the output SNR without the remote microphone signal,
3 Note that instead of equating ILDOUT,n(⌘) and ILDeOUT,n(⌘e) in order
to find ⌘e, a predefined threshold for the noise ILD could also be used to
ensure a certain level of binaural noise cue preservation.
SNROUT,{L,R}, to the output SNR with the remote microphone
signal, SNReOUT,{L,R}, yielding
SNROUT,{L,R}(⌘) = SNReOUT,{L,R}(⌘e) (71)
=
(1 ⌘e)2 2ePs,{L,R}
(µ+ e)2
+
2(1 ⌘e)⌘e ePs,{L,R}
(µ+ e)
+ ⌘2ePs,{L,R}
(1 ⌘e)2 ePs,{L,R}
(µ+ e)2
+
2(1 ⌘e)⌘ePs,{L,R}
(µ+ e)
+ ⌘2ePn,{L,R}
(72)
which is again a quadratic expression in terms of ⌘e. Since,
in Section V-A it was shown that SNReOUT,{L,R}(⌘)  
SNROUT,{L,R}(⌘), then in order to achieve the same output
SNR before and after the addition of the remote microphone
signal ⌘e   ⌘, thereby sacrificing the improvement in the
output SNR. This larger value of ⌘e, however, simultaneously
further improves the binaural noise cue preservation. Again
since ITFeOUT,n(⌘e), ILD
e
OUT,n(⌘e) and IPD
e
OUT,n(⌘e) all have
the same dependence on ⌘e, this will lead to an equivalent
preservation in all three binaural noise cues.
However, since SNROUT,L 6= SNROUT,R , 8⌘ 6= 0, the
device with the smallest difference between SNROUT,{L,R} and
SNReOUT,{L,R} should be used as not to decrease the output
SNR of either device to below the case without a remote
microphone signal.
VII. SIMULATIONS
In this section we analyze the effect on the previously de-
fined performance measures using the MWF⌘ with the addition
of a remote microphone signal. The performance measures are
also analyzed when ⌘ is adjusted based on constraining the
PNE as described in Section VI. Simulations were performed
using the head-related impulse responses (HRIRs) provided by
the database in [30]. The majority of the simulations used the
anechoic HRIRs provided, however, Section VII-B explores
the case of a reverberant environment. The acoustic signals for
the noise and speech were convolved with the HRIRs in order
to produce the desired acoustic environment. The sampling
frequency of the acoustic signals was 48 kHz, to match
the sampling frequency of the HRIRs. Once the microphone
signals had been generated, the signals were downsampled to
16 kHz. The microphone signals were split into windowed
frames of length of L = 512 with a Hanning window and an
overlap of L2 . The simulations were performed in batch mode,
which means that the filters were found using the full length of
the speech and noise signals to estimateRxx,Rxexe ,Rnn and
Rnene . In real-time scenarios, however, the devices typically
use a VAD as described in Section II, to gather the necessary
statistics. To ensure the rank-1 assumption was held for both
the Rxx and Rxexe matrices, the low rank approximation
presented in [27] based on the generalized eigenvalues of the
speech-and-noise and the noise correlation matrix was used.
The location of the speech and noise source are represented
as ✓s and ✓n respectively, where ✓{s,n} = 0  indicates the
source was directly in front of the devices and ✓{s,n} increases
in a clock-wise direction, e.g., ✓{s,n} = 90  indicates the
source was at the right ear. The speech and noise were posi-
tioned at a distance of 3 m and the microphone setup consisted
of three behind-the-ear (BTE) microphones on each device,
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Fig. 6: A depiction of the speech source, noise source, and
remote microphone, ye, in terms of ✓s, ✓n and ✓REM .
M = 3, located at the front, middle and rear. Independent
identically distributed noise that was equal to -10 dB of the
coherent noise source signal power was also added to the
signals. The trade-off parameter µ was set to the same value
for all simulations, namely µ = 1.
The remote microphone was assumed to be at the same
distance from the listener as the speech and noise source
where its location is given as ✓REM . A depiction of the speech
source, noise source, and remote microphone in terms of ✓s,
✓n and ✓REM is given in Figure 6.
Using the location based on ✓REM , the distance between
the speech and noise source was calculated and the remote
microphone signal was generated using the image method pro-
posed in [31]. The remote microphone was placed at different
✓REM resulting in different distances to the speech and noise
and produced various input SNRs denoted as SNRIN,REM . In
the case of the reverberant environment, presented in Section
VII-B, the room was modeled with the same dimensions
and T60, namely 300 ms, as described in [30]. The additive
noise of the remote microphone signal was equal to that of
the other microphones in the system such that  e =  . All
narrowband results are shown for a frequency of ! = 1500 Hz.
This frequency is roughly the cut-off when IPDs become less
important and ILDs become more important this frequency
gives a good overview of the performance with respect to both
binaural noise cues.
The performance measures presented in the previous sec-
tions are used in order to find the improvement in the output
SNR and the binaural noise cues. The binaural speech cues
are not analyzed as they are perfectly preserved as shown
with the equivalence of the speech ITF (26). We define the
improvement in the SNR for the left and right devices as
 SNR{L,R} = SNReOUT,{L,R}   SNRIN,{L,R} . (73)
The noise ILD error is given as
 ILDn = 10log10(ILD
e
OUT,n)  10log10(ILDIN,n) (74)
and a relative noise IPD error is given as
 IPDn =
|IPDeOUT,n   IPDIN,n|
⇡
(75)
where 0   IPDn  1.
A. Performance measures with changing ⌘ and SNRIN,REM
The first simulation was performed in order to highlight
the benefit of using a remote microphone signal with a high
SNRIN,REM . The speech and noise sources were located at
✓s = 30  and ✓n =  90  where the input SNR of the
reference microphone of the right device was SNRIN,R = 0
dB. The position of the remote microphone signal was swept
between  10   ✓REM  29  resulting in an input SNR
at the remote microphone signal of approximately  2 dB 
SNRIN,REM  40 dB. The value for ⌘ was varied from 0 (no
PNE) to 1 (no noise reduction). Figure 7 shows the narrowband
 SNRR, the noise ILD error and the relative noise IPD error.
We see that for small values of ⌘ the remote microphone
signal is able to provide a large increase in  SNRR, while
at larger values of ⌘, since almost no noise reduction is
performed, there is little to no improvement of  SNRR.
We see also that  SNRR reaches the limiting case of 1⌘2
(represented by in Figure 9a) for large values of ⌘ even with
a low input SNR of the remote microphone signal. However,
at lower values of ⌘, the remote microphone signal is able
to increase the output SNR performance of the system to the
limiting case of 1⌘2 . We see that for small values of ⌘ the
largest error is produced as there is very little PNE. The errors
become smaller with increasing ⌘ and SNRIN,REM . Unlike
Figure 9a, ⌘ is in the range of 0  ⌘  0.5 as larger values
offer little benefit to those already shown. We note that while
the broadband SNRIN,REM was in the range of ⇡ -2 dB
and 40 dB, the range of the narrowband SNRIN,REM (!) is
somewhat lower. Figure 8 show  SNRR, the noise ILD error
and the relative noise IPD error for all frequencies up to the
Nyquist rate of 8000 Hz without the remote microphone signal
(a,c,e) and with the remote signal at approximately 40 dB. We
see that besides providing a large increase in  SNRR for all
frequencies, the noise ILD error and the relative noise IPD
error both decrease at a substantial rate for even low values
of ⌘.
B. Performance measures with changing ⌘ and SNRIN,REM
in a reverberant environment
A reverberant environment is also available in the database
provided in [30]. The speech and noise were positioned at
a distance of 1 m and the same ✓{s,n} as the anechoic
environment, namely ✓s = 30 , ✓n =  90 . Again the
remote microphone was generated in the same manner as
in Section VII where a T60 = 300 ms was used and the
room dimensions were as close to the database environment
as possible. The position of the remote microphone signal
was swept in the same manner as in the previous section
resulting in an input SNR at the remote microphone signal of
approximately  4 dB  SNRIN,REM  25 dB. This decrease
in SNR was most likely a result of the speech and noise source
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Fig. 7:  SNRR with the limiting case of 1⌘2 (a), the noise
ILD error (b) and the relative noise IPD error (c) for various
values of ⌘ and SNRIN,REM.
being closer together (1 m away from listener instead of 3 m)
and not a product of the reverberant environment.
Figure 9 shows  SNRR with the limiting case of 1⌘2 , the
noise ILD error and the relative noise IPD error for various
values of ⌘ and SNRIN,REM in the reverberant environment. We
see that the behavior essentially mimics that of the anechoic
case where higher SNRIN,REM provides better output SNR as
well as better preservation of the binaural noise cues for ⌘ 6= 0.
C. ⌘ based on constrained PNE
We now perform simulations where ⌘ is adjusted to a new
value ⌘e, as described in Section VI based on constrained PNE
where a numerical solver was used to find the solutions to (69)
and (71).
We first find ⌘e by constraining the ILD as described in
Section VI-A which allows for an increase in the output SNR.
Figure 10 shows the adapted ⌘e, the  SNROUT,R, the noise
ILD errors and the relative noise IPD errors with and without
the adapted ⌘ for various values of ⌘ and SNRIN,REM . We
see that by sacrificing the improvement in the binaural cue
preservation,  SNRR is further improved (the same holds true
for  SNRL). However, as shown in Figures 10c and 10d, this
comes at the expense of keeping the binaural noise cues the
same with and without the remote microphone signal.
We next find ⌘e by constraining the SNR as described in
Section VI-B which allows for an increase in the binaural noise
cue preservation. The output SNR of the left device was used
as the constraint as SNReOUT,L   SNROUT,L < SNReOUT,R  
SNROUT,R which guarantees that the output SNR of either
device is not reduced to below SNROUT,{L,R}. Figure 11 shows
the adapted ⌘e, the  SNROUT,R, the difference in the output
noise ILD errors,  ILDOUT,n = ILDeOUT,n   ILDOUT,n with
the adapted ⌘ for various values of ⌘ and SNRIN,REM . We
see that for most values of ⌘ and input SNR at the remote
microphone signal there is only a marginal adaption. This lack
of adaptation is typically the result of a large increase in the
output SNR of the device that has the lowest input SNR, due to
using signals from the higher input SNR device, and results in
the device reaching the 1⌘2 even without a remote microphone
signal. However, for low values of ⌘ and before reaching the
1
⌘2 , there are improvements in the output noise ILD error.
D. Influence of noise source position
Another interesting aspect is to observe the effect on the
binaural noise cues for different ✓n values relative to ✓s. The
speech source was placed at ✓s = 30  at .8 m and the noise
source position was swept in the range of  90   ✓n < 90 
in increments of 5  at 3 m. The  SNRR without a remote
microphone signal, with a remote microphone signal where
⌘ = 0.2, which was shown to provide good localization for
both the binaural speech and noise cues in [19] and finally
where ⌘ was adapted based on constrained PNE using the ILD
cues. The remote microphone signal was placed at ✓REM =
29  and at the same distance as the speech source.
Figure 12 shows  SNRR versus various values of ✓n. We
see that without the remote microphone signal, there is a mean
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Fig. 8:  SNRR, the noise ILD error and relative noise IPD for various frequencies and values of ⌘ without a remote microphone
signal (a,c,e) and with a remote microphone signal (b,d,f) with SNRIN,REM ⇡ 40 dB.
improvement of 2.7 dB, that degrades the closer ✓n gets to
✓s. We see that with the addition of the remote microphone
signal there is a significant SNR increase, even when ✓s ⇡
✓n. In using ⌘e, where the improvement of the binaural noise
cues is sacrificed, we see a further improvement in  SNRR.
Again this comes at the expense of constraining the ILD to the
same performance before and after the addition of the remote
microphone signal.
VIII. CONCLUSIONS
A general binaural noise reduction system was presented
that used the MWF⌘ in order to preserve the binaural speech
and noise cues with the addition of a remote microphone
signal. We showed that the addition of this remote microphone
signal not only resulted in an increase in the output SNR,
but also simultaneously improved the binaural noise cue
preservation. A modification was proposed allowing the PNE
variable ⌘ to change to a new value of ⌘e by exploiting the
trade-off between noise reduction performance and binaural
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Fig. 9:  SNRR with the limiting case of 1⌘2 (a), the noise
ILD error (b) and the relative noise IPD error (c) for various
values of ⌘ and SNRIN,REM in a reverberant environment.
noise cue preservation. This allowed for an increase in one
of the performance measures while constraining the other to
the same value before and after the addition of the remote
microphone signal.
APPENDIX A
In this appendix we show that adding a remote microphone
signal results in  e    . We note that while in [29] it was
shown that when there is no coherent noise, i.e., v = 0,  e  
 , this was not shown for the general case with the addition
of a coherent noise source.
We define a matrix pencil as
Rxexe    eRnene (76)
where Rxexe is a Hermitian positive semi-definite matrix and
Rnene is a Hermitian positive definite matrix. As Rxexe is
a rank-1 matrix, there will be only one nonzero eigenvalue,
 e which is then in the same form as (57), repeated here for
convenience
Tr{R 1neneRxexe} =  e . (77)
Let C be a (2M + 1)⇥ 2M -dimensional matrix defined as
C =

I
0T
 
(78)
where I is an 2M ⇥ 2M -dimensional identity matrix and 0
is a 2M -dimensional row vector of all zeros. Using (78) we
define the so-called Rayleigh Quotient Pencil as
CTRxexeC   CTRneneC (79)
= Rxx    Rnn . (80)
AsRxx is again a rank-1 matrix, it will have only one nonzero
eigenvalue  , which can be represented as
Tr{R 1nnRxx} =   . (81)
Since C 2 R(2M+1)⇥2M with rank(C) = 2M then, as
shown in [32], by way of Cauchy interlacing inequalities the
eigenvalue of the Rayleigh Quotient Pencil follows
    e . (82)
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