Abstract. In this paper we adopt the approach presented in [1, 2] to study non-singular vacuum static space-times with non-zero cosmological constant. We introduce new integral quantities, and under suitable assumptions we prove their monotonicity along the level set flow of the static potential. We then show how to use these properties to derive a number of sharp geometric and analytic inequalities, whose equality case can be used to characterize the rotational symmetry of the underlying static solutions. As a consequence, we are able to prove some new uniqueness statements for the de Sitter and the anti-de Sitter metrics. In particular, we show that the de Sitter solution has the least possible surface gravity among three-dimensional static metrics with connected boundary and positive cosmological constant.
Introduction
Throughout this paper we let (M, g 0 ) be an n-dimensional Riemannian manifold, n ≥ 3, with (possibly empty) smooth compact boundary ∂M . where Ric, D, and ∆ represent the Ricci tensor, the Levi-Civita connection, and the Laplace-Beltrami operator of the metric g 0 , respectively, and Λ ∈ R is a constant called cosmological constant. Note that a consequence of the above equations is that the scalar curvature is R = 2Λ .
We notice that the equations in (1.1) are assumed to be satisfied in the whole M in the sense that they hold in M \ ∂M in the classical sense and if we take the limits of both the left hand side and the right hand side, they coincide at the boundary. In the rest of the paper the metric g 0 and the function u will be referred to as static metric and static potential, respectively, whereas the triple (M, g 0 , u) will be called a static solution. A classical computation shows that if (M, g 0 , u) satisfies (1.1), then the Lorentzian metric γ = −u 2 dt ⊗ dt + g 0 satisfies the vacuum Einstein equations
Throughout this work we will be interested to the case Λ = 0 (see [2] for the case Λ = 0). If Λ > 0 (respectively Λ < 0) we can rescale the metric to obtain Λ = 1 2 n(n − 1) (respectively Λ = − 1 2 n(n − 1)). We recall that the simplest solutions of the rescaled problem (1.1) are given by the de Sitter solution
where D n := {x ∈ R n : |x| < 1} is the n-disc, when the cosmological constant is positive, and by the anti-de Sitter solution (M, g 0 , u) = R n , g A = d|x| ⊗ d|x| 1 + |x| 2 + |x| 2 g S n−1 , u A = 1 + |x| 2 , (
when the cosmological constant is negative.
1.2.
Setting of the problem and statement of the main results (case Λ > 0). In the case Λ > 0 it seems physically reasonable (see for instance [4, 12] ) to suppose that M is compact with non-empty boundary, and that u ∈ C ∞ (M ) is a nonnegative function (strictly positive in int(M )) which solves the problem We notice that the first two equations coincide with the equations of the rescaled problem (1.1) in the case of a positive cosmological constant. Normalization 1. Since the problem is invariant under a multiplication of u by a positive constant, without loss of generality we will suppose from now on max M (u) = 1. We also let MAX(u) = {p ∈ M : u(p) = 1} be the set of the points that realize the maximum.
Recall that, since u = 0 on ∂M , the first equation of problem (1.4) implies that D 2 u = 0 on ∂M . Therefore, |Du| is constant (and different from zero, see [4, Lemma 3] ) on each connected component of ∂M . The positive constant value of |Du| on a connected component of ∂M is known in the literature as the surface gravity of the connected component. It is easily seen that the surface gravity of the boundary of the de Sitter solution (1.2) is equal to 1. Thus, it makes sense to consider the following hypotesis, that will play a fundamental role in what follows. Assumption 1. The surface gravity on each connected component of the boundary is less than or equal to 1, namely, |Du| ≤ 1 on ∂M .
We notice that the de Sitter triple (D n , g D , u D ) defined by (1.2) is still a static solution of the rescaled problem (1.4) and satisfies Normalization 1 and Assumption 1. On the other hand, Assumption 1 rules out other known solutions of (1.4), such as the de Sitter-Schwarzschild triple M = [r 1 (m), r 2 (m)] × S n−1 , g 0 = dr ⊗ dr 1 − r 2 − 2mr 2−n + r 2 g S n−1 , u = 1 − r 2 − 2mr 2−n , (1.5) where m ∈ 0, (n−2) n−2 n n and r 1 (m), r 2 (m) are the two positive solutions of 1 − r 2 − 2mr 2−n = 0 (once u is rescaled according to Normalization 1, it can be seen that the surface gravity of the event horizon r = r 1 (m) is greater than 1 for all m), and the Nariai solution M = [0, π] × S n−1 , g 0 = 1 n dr ⊗ dr + (n − 2) g S n−1 , u = sin(r) (1.6) which has |Du| = √ n at both its boundaries. Proceeding in analogy with [2] , we are now ready to introduce, for all p ≥ 0, the functions U p : [0, 1) → R given by
It is worth noticing that the functions t → U p (t) are well defined, since the integrands are globally bounded and the level sets of u have finite hypersurface area. In fact, since u is analytic (see for example [6] ), the level sets of u have locally finite H n−1 -measure by the results in [9] . Moreover, they are compact and thus their hypersurface area is finite. To give further insights about the definition of the functions t → U p (t), we note that, using the explicit formulae (1.2), one easily realizes that the quantities are constant on the de Sitter solution. In the following, via a conformal reformulation of problem (1.4), we will be able to give a more geometric interpretation of this fact. On the other hand, we notice that the function t → U p (t) can be rewritten in terms of the above quantities as
dσ.
(1.9)
Hence, thanks to (1.8), we have that for every p ≥ 0 the function t → U p (t) is constant on the de Sitter solution. Our main result illustrates how the functions t → U p (t) can be also used to detect the rotational symmetry of the static solution (M, g 0 , u). In fact, for p ≥ 3, they are nonincreasing and the monotonicity is strict unless (M, g 0 , u) is isometric to the de Sitter solution.
Theorem 1.1 (Monotonicity-Rigidity Theorem, case Λ > 0). Let (M, g 0 , u) be a static solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then
(1.10)
Moreover, the functions U p : [0, 1) → R defined in (1.7) satisfy the following properties.
(i) For every p ≥ 1, the function U p is continuous.
(ii) The function U 1 is monotonically nonincreasing. Moreover, if U 1 (t 1 ) = U 1 (t 2 ) for some t 1 = t 2 , then (M, g 0 , u) is isometric to the de Sitter solution.
(iii) For every p ≥ 3, the function U p is differentiable and the derivative satisfies, for every t ∈ [0, 1),
where H is the mean curvature of the level set {u = t} and ν = Du/|Du| is the unit normal to the set {u = t}. Moreover, if there exists t ∈ (0, 1) such that U ′ p (t) = 0 for some p ≥ 3, then the static solution (M, g 0 , u) is isometric to the de Sitter solution. where R ∂M is the scalar curvature of the metric g ∂M induced by g 0 on ∂M . Moreover, if U ′′ p (0) = 0 for some p ≥ 3, then the static solution (M, g 0 , u) is isometric to the de Sitter solution.
Remark 1. Notice that formula (1.11) is well-posed also in the case where {u = t} is not a regular level set of u. In fact, one has from [6] that u is analytic, hence we can use the results from [9] to conclude that the (n − 1)-dimensional Hausdorff measure of the level sets of u is finite. Moreover, from [13] we know that the set Crit(ϕ) = {x ∈ M : ∇ϕ(x) = 0} contains an open (n − 1)-submanifold N such that H n−1 (Crit(ϕ) \ N ) = 0. In particular, the unit normal vector field to the level set is well defined H n−1 -almost everywhere and so does the mean curvature H. In turn, the integrand in (1.11) is well defined H n−1 -almost everywhere. Finally, we observe that where |Du| = 0 it holds
where ν = Du/|Du| as usual. It is also clear that |Du| p−1 H = − u |Du| p−2 Ric(ν, ν) = 0 on the whole N for every p > 2. Since |Ric| is uniformly bounded on M , this shows that the integrand in (1.11) is essentially bounded and thus summable on every level set of u, provided p > 2.
The analytic and geometric implications of Theorem 1.1 will be discussed in full details in Section 2. However, we have decided to collect the more significant among them in Theorem 1.3 below. Before giving the statement, it is worth noticing that, combining Theorem 1.1 with some approximations near the extremal points of u, we are able to characterize the set MAX(u) and to estimate the behavior of the U p (t)'s as t approaches 1. Theorem 1.2. Let (M, g 0 , u) be a solution of (1.4) satisfying Assumption 1. The set MAX(u) is discrete (and finite) and, for every p ≤ n − 1, it holds
where |MAX(u)| is the cardinality of the set MAX(u).
For the detailed proof of this result, we refer the reader to Theorem A.1 in the appendix.
Remark 2. The above result is false without Assumption 1. In fact, we can easily find solutions (that does not satisfy our assumption) such that the set MAX(u) is very large. For instance, the set of the maximum points of the de Sitter-Schwarzschild solution (1.5) has non-zero H n−1 -measure, and the same holds for the maximum points of the Nariai solution (1.6). Now we are ready to state the main consequences of Theorem 1.1 on the geometry of the boundary of M . (i) (Area bound) The inequality
holds true. Moreover, the equality is fulfilled if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution.
(ii) (Willmore-type inequality) The inequality
holds true. Moreover, the equality is fulfilled if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution. (iv) (Uniqueness Theorem) Let n = 3. If ∂M is connected, then (M, g 0 , u) is isometric to the de Sitter solution. If ∂M is not connected, then 3 |MAX(u)| < π 0 (∂M ), in particular, ∂M must have at least four connected components.
We conclude this subsection observing that point (iv) in the above statement can be rephrased by saying that (after normalization) the de Sitter solution has the least possible surface gravity among threedimensional solutions to problem (1.4) with connected boundary.
1.3. Setting of the problem and statement of the main results (case Λ < 0). Suppose that M has empty boundary and at least one end, and consider positive functions u ∈ C ∞ (M ) such that the triple (M, g 0 , u) satisfies the system
We notice that the first two equations coincide with the equations of the rescaled problem (1.1) in the case of a negative cosmological constant.
Normalization 2. Since the problem is invariant under a multiplication of u by a positive constant, without loss of generality we will suppose from now on min M (u) = 1. We also let
be the set of the points that realize the minimum.
For future convenience, we introduce the following classical definition, originally introduced by Penrose in [19] (see also [11] and the references therein).
Definition 1 (Conformally compact static solution).
A static solution (M, g 0 , u) of problem (1.17) is said to be conformally compact if the following conditions are satisfied:
(i) The manifold M is diffeomorphic to the interior of a compact manifold with boundary M .
(ii) There exists a compact K ⊂ M and a function r ∈ C ∞ (M \ K) such that r = 0 on M , r = 0 on ∂M , dr = 0 on ∂M and the metricḡ = r 2 g 0 extends smoothly to a metric on M \ K.
In the following, we will call ∂M the conformal boundary of M and, in order to simplify the notation, we will set ∂M := ∂M . We will refer to a function with the same properties of r in (ii) as to a defining function for ∂M .
We are now ready to introduce the analogous of Assumption 1 in the case of a negative cosmological constant.
Assumption 2. The triple (M, g 0 , u) is conformally compact, the function 1/ √ u 2 − 1 is a defining function for ∂M and lim x→x u 2 − 1 − |Du| 2 ≥ 0 for everyx ∈ ∂M .
Some comments are in order to justify these requirements. First we notice that, if 1/ √ u 2 − 1 is a defining function, then the limit in Assumption 2 exists and is finite (see Lemma A.8-(i) in the appendix).
We also remark that Assumption 2 is not unusual, in the sense that it is a weakening of a more classical hypotesis, appeared in similar forms in various articles like [20, 22] and [23] . In these works, it is supposed that ∂M is diffeomorphic to a sphere and g 0 is conformally compact, with respect to a defining function r such that r 2 g 0| ∂M is conformal to the spherical metric. One can prove that these hypoteses are stronger than our assumption. In fact, it follows from them that 1/ √ u 2 − 1 is a defining function and the function u 2 − 1 − |Du| 2 goes to zero as x → ∞ (see formulae (3.2), (3.3) in [20] ). Finally, we observe that the anti-de Sitter triple (R n , g A , u A ) defined by (1.3) indeed verifies all our hypotesis, namely it is a conformally compact static solution of problem (1.17) satisfying Normalization 2 and Assumption 2.
Proceeding in analogy with [2] , for all p ≥ 0 we introduce the functions U p : (1, +∞) → R defined as
It is worth noticing that the functions t → U p (t) are well defined, since the integrands are globally bounded and the level sets of u have finite hypersurface area. In fact, since u is analytic (see [6] ), the level sets of u have locally finite H n−1 -measure by the results in [9] . Moreover, they are compact and thus their hypersurface area is finite. Another important observation comes from the fact that, using the explicit formulae (1.3), one easily realizes that the quantities
are constant on the anti-de Sitter solution. In the following, via a conformal reformulation of problem (1.17), we will be able to give a more geometric interpretation of this fact. On the other hand, we notice that the function t → U p (t) can be rewritten in terms of the above quantities as
Hence, thanks to (1.19), we have that for every p ≥ 0 the function t → U p (t) is constant on the anti-de Sitter solution. Our main result illustrates how the functions t → U p (t) can be used to detect the rotational symmetry of the static solution (M, g 0 , u). In fact, for p ≥ 3, they are nondecreasing and the monotonicity is strict unless (M, g 0 , u) is isometric to the anti-de Sitter solution.
Theorem 1.4 (Monotonicity-Rigidity Theorem, case Λ < 0). Let (M, g 0 , u) be a conformally compact static solution to problem (1.17) in the sense of Definition 1. Suppose moreover that (M, g 0 , u) satisfies Normalization 2 and Assumption 2. Then
on the whole manifold M . Moreover, for every p ≥ 1 let U p : (1, +∞) → R be the function defined in (1.18). Then, the following properties hold true.
(ii) The function U 1 is monotonically nondecreasing. Moreover, if U 1 (t 1 ) = U 1 (t 2 ) for some t 1 = t 2 , then (M, g 0 , u) is isometric to the anti-de Sitter solution. (iii) For every p ≥ 3, the function U p is differentiable and the derivative satisfies, for every t ∈ (1, +∞),
where H is the mean curvature of the level set {u = t} and ν = Du/|Du| is the unit normal to the level set {u = t}. Moreover, if there exists t ∈ (1, +∞) such that U ′ p (t) = 0 for some p ≥ 3, then the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution.
(iv) For our next result it is convenient to see U p (t) as a function of the defining function r = 1/ √ u 2 − 1, that is, we consider the function V p (r) = U p ( 1 + 1/r 2 ). We have that, for every p ≥ 3, it holds
is the scalar curvature of the metric g ∂M induced by g on ∂M . The integrands in (1.23) have to be thought as the limits of the corresponding functions as x →x, with x ∈ ∂M . Remark 3. Using the same arguments of Remark 1, one observes that formula (1.22) is well posed even when the set {u = t} is not a regular level set of u. Notice that the integrands in (1.23) are finite functions, as it has been stated in the discussion below Assumption 2 (see also Lemma A.8-(i)).
Remark 4. Note that, unlike the case Λ > 0, the rigidity statement does not hold for point (iii) of Theorem 1.4. The reason for this will be clear later (see the discussion at the end of Subsection 6.4).
In general, as it will become apparent in Section 2, the analysis of the static solutions is more delicate in the case Λ < 0. In particular, we will see that, in the case Λ < 0, in order to obtain results that are comparable with the ones for Λ > 0, it will be useful to require some extra hypoteses on the behavior of the static solution near the conformal boundary (namely Assumption 2-bis in Subsection 2.4). Still, some of the consequences for Λ > 0 will have no analogue in the case Λ < 0 (compare Theorem 1.3 with Theorem 1.6 below).
The analytic and geometric implications of Theorem 1.4 will be discussed in full details in Section 2. However, we have decided to collect the more significant among them in Theorem 1.6 below. Before giving the statement, it is worth noticing that, combining Theorem 1.4 with some approximations near the extremal points of the static potential u, we are able to characterize the set MIN(u) and to estimate the behavior of the U p (t)'s as t approaches 1. Theorem 1.5. Let (M, g 0 , u) be a conformally compact solution of (1.17) satisfying Normalization 2 and Assumption 2. Then the set MAX(u) is discrete (and finite) and, for every p ≤ n − 1, it holds
where |MIN(u)| is the cardinality of the set MIN(u).
For the detailed proof of this result, we refer the reader to Theorem A.7 in the appendix. (i) (Area bound) The inequality 
holds true. Moreover, the equality is fulfilled if and only if the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution.
We underline the similarity between this result and statements (i), (ii) of Theorem 1.3. Unfortunately, we are not able to provide analogues of points (iii), (iv).
1.4. Strategy of the proof. To describe the strategy of the proof, we focus our attention on the rigidity statements in Theorems 1.1-(iii), 1.4-(iii) and for simplicity, we let p = 3. At the same time, we provide an heuristic for the monotonicity statement. In this introductory section, we treat the two cases Λ > 0 and Λ < 0 at the same time, in order to emphasize the similarities between them. For a more specific and precise analysis we address the reader to Section 3 and following.
The method employed is based on the conformal splitting technique introduced in [1] , which consists of two main steps. The first step is the construction of the so called cylindrical ansatz and amounts to find an appropriate conformal deformation g of the static metric g 0 in terms of the static potential u. In the case under consideration, the natural deformation is given by
* has the same boundary as M and each point of MAX(u) (respectively MIN(u)) corresponds to an end of M * . When (M, g 0 , u) is the de Sitter solution (respectively the anti-de Sitter solution), the metric g obtained through the above formula is immediately seen to be the cylindrical one. In general, the cylindrical ansatz leads to a conformal reformulation of problems (1.4), (1.17) in which the conformally related metric g obeys the quasi-Einstein type equation
where ∇ is the Levi-Civita connection of g and the function ϕ is defined by
and satisfies
where ∆ g is the Laplace-Beltrami operator of the metric g. Before proceeding, it is worth pointing out that taking the trace of the quasi-Einstein type equation gives
where R g is the scalar curvature of the conformal metric g. On the other hand, it is easy to see that |∇ϕ| (1.19) ) is (proportional to) the hypersurface area of the level sets of ϕ computed with respect to the metric induced on them by g. Again, in the cylindrical situation such a function is expected to be constant.
The second step of our strategy consists in proving via a splitting principle that the metric g has indeed a product structure, provided the hypotheses of the Rigidity statement are satisfied. More precisely, we use the above conformal reformulation of the original system combined with the Bochner identity to deduce the equation
Observing that the drifted Laplacian appearing on the left hand side is formally self-adjoint with respect to the weighted measure
we integrate by parts and we obtain, for every s ≥ 0, the integral identitŷ
where H g is the mean curvature of the level set {ϕ = s} inside the ambient (M * , g) (notice that the same considerations as in Remark 1 apply here). We then observe that, up to a negative function of s, the left hand side is closely related to U ′ 3 (see formulae (3.32) and (3.34)). On the other hand, we will prove that, under suitable assumptions, the right hand side is always nonnegative. This will easily imply the Monotonicity statement. Also, under the hypotheses of the Rigidity statement, the left hand side of the above identity vanishes and thus the Hessian of ϕ must be zero in an open region of M . In turn, by analyticity, it vanishes everywhere. Translating this information back in terms of the hessian of u, we are able to conclude using Obata's theorem.
1.5. Summary. The paper is organized as follows. In Section 2 we describe the geometric consequences of Theorems 1.1, 1.4, obtaining several sharp inequalities for which the equality is satisfied if and only if the solution to system (1.4) or (1.17) is rotationally symmetric. We distinguish the consequences of Theorems 1.1-(iii), 1.4-(iii) on the geometry of a generic level set of u (see Subsections 2.1 and 2.3), from the consequences of Theorems 1.1-(iv), 1.4-(iv) on the geometry of the boundary of M (see Subsections 2.2 and 2.4).
In Subsection 2.2, we deduce some sharp inequalities for static solutions of problem (1.4) and we use them to obtain some corollaries on the uniqueness of the de Sitter metric (see Theorem 2.10 and the discussion below). In particular, we show that, if Assumption 1 holds, then the only 3-dimensional static solution of problem (1.4) with a connected boundary is the de Sitter solution. For n ≥ 4, we are not able to prove such a general result. Nevertheless, we discuss some geometric conditions under which the uniqueness statement holds in every dimension. The analogous consequences in Subsection 2.4 are less strong. In any case, we are still able to state a result (Theorem 2.21) that extends the classical Uniqueness Theorems of the anti-de Sitter metric proved in [5, 20, 22] .
In Section 3, we reformulate problem (1.4) and (1.17) in terms of a quasi-Einstein type metric g and a function ϕ satisfying system (3.23) (cylindrical ansatz), according to the strategy described in Subsection 1.4. In this new framework, both Theorem 1.1 and Theorem 1.4 results to be equivalent to Theorem 3.2 in Subsection 3.5 below, as we will prove in detail in Section 4. Theorem 3.2 will be proven in Section 6 with the help of the integral identities proved in Section 5.
Finally, in Appendix B we discuss a different approach to the study of problems (1.4) and (1.17), that does not rely on the machinery of Sections 3-6 and provides some consequences that are comparable with the ones discussed in Section 2. In the case Λ > 0, the results that we show in this section are known (see [5, 6] ), but in the case Λ < 0 they appear to be new.
Consequences
In this section we discuss some consequences of Theorems 1.1 and 1.4, distinguishing the two cases Λ > 0 and Λ < 0.
2.1. Consequences on a generic level set of u (case Λ > 0). Since, as already observed, the functions t → U p (t) defined in (1.7) are constant on the de Sitter solution, we obtain, as an immediate consequence of Theorem 1.1 and formula (1.11), the following characterizations of the rotationally symmetric solutions to system (1.4).
Theorem 2.1. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every p ≥ 3 and every t ∈ [0, 1), it holdŝ
Moreover, the equality is fulfilled for some p ≥ 3 and some t ∈ [0, 1) if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution.
Setting t = 0 in the above formula, and using the Gauss-Codazzi equation, one getŝ
This inequality is just a rewriting of formula (1.23), whose consequences will be discussed in Subsection 2.2 (see Theorem 2.7 and below). Another way to rewrite formula (1.11) is the following.
Theorem 2.2. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every p ≥ 3 and every t ∈ [0, 1), the inequalitŷ
holds true, where H is the mean curvature of the level set {u = t}. Moreover, the equality is fulfilled for some p ≥ 3 and some t ∈ (0, 1) if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution.
To give an interpretation of Theorem 2.2 in the framework of overdetermined boundary value problems, we observe that the equality is achieved in (2.1) as soon as the integrands on the left and right hand side coincide H n−1 -almost everywhere on some level set of u. This amounts to ask that u |Du| 2 1 − u 2 = H |Du| + n u . On the other hand, with the help of the first equation in (1.4), one can rewrite the right hand side as
where ν = Du/|Du|. This easily implies the following corollary.
Corollary 2.3. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Assume in addition that the identity
holds H n−1 -almost everywhere on some level set {u = t}, with t ∈ (0, 1). Then, the static solution (M, g 0 , u) is isometric to the de Sitter solution.
In other words, assumption (2.2) in the previous corollary can be seen as a condition that makes system (1.4) overdetermined and forces the solution to be rotationally symmetric. Observe that (2.2) is satisfied on the de Sitter solution and thus it is also a necessary condition for (M, g 0 , u) being rotationally symmetric.
To illustrate other implications of Theorem 2.2, let us observe that, applying Hölder inequality to the right hand side of (2.1) with conjugate exponents p/(p − 2) and p/2, one getŝ
This implies on every level set of u the following sharp L p -bound for the gradient of the static potential.
Corollary 2.4. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every p ≥ 3 and every t ∈ [0, 1) the inequality
It is worth pointing out that the right hand side in (2.3) may possibly be unbounded. However, for regular level sets of the static potential the L p -norm of the mean curvature is well defined and finite (see Remark 1). We also observe that letting p → +∞, we deduce, under the same hypothesis of Corollary 2.4, the following L ∞ -bound
for every t ∈ [0, 1). Unfortunately, in this case we do not know whether the rigidity statement holds true or not. However, the equality is satisfied on the de Sitter solution and this makes the inequality sharp. Now we will combine inequality (2.3) in Corollary 2.4 with the observation that for every t ∈ [0, 1) and every 3 ≤ p ≤ n − 1 (we need to take n ≥ 4) it holds
where the latter estimate follows from estimate (1.13) in Theorem 1.2 and from the monotonicity of the U p 's stated in Theorem 1.1-(iii). Recalling the explicit expression (1.7) of the U p 's, we obtain the following.
Theorem 2.5. Let n ≥ 4. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every 3 ≤ p ≤ n − 1 and every t ∈ [0, 1), the inequalities
hold true. Moreover, the equality is fulfilled for some t ∈ (0, 1) and some 3 ≤ p ≤ n − 1, if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution.
To give a geometric interpretation of the above theorem, we recall the identity
and we observe that the quantity (1 − t 2 ) n−1 2 |S n−1 | corresponds to the hypersurface area of the level set {u D = t} in the de Sitter solution (1.2). Combining together these two facts, we arrive at the following corollary.
Corollary 2.6. Let n ≥ 4. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every 3 ≤ p ≤ n − 1 and every t ∈ [0, 1), the inequality
holds true. Moreover, the equality is fulfilled for some t ∈ (0, 1) and some 3 ≤ p ≤ n − 1, if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution. In particular, for every t ∈ (0, 1), it holds
2.2. The geometry of ∂M (case Λ > 0). We pass now to describe some consequences of the behaviour of the static solution (M, g 0 , u) at the boundary ∂M , as prescribed by Theorem 1.1-(iv). We remark that |Du| is constant on every connected component of ∂M , and that ∂M is a totally geodesic hypersurface inside (M, g 0 ). In particular, also the mean curvature H vanishes at ∂M . Hence, formula (1.11) implies that U ′ p (0) = 0. The following theorem is a rephrasing of formula (1.12) and is the analog of Theorem 2.2.
Theorem 2.7. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every p ≥ 3, it holdŝ
where R ∂M denotes the scalar curvature of the metric induced by g 0 on ∂M . Moreover, the equality holds for some p ≥ 3 if and only if (M, g 0 , u) is isometric to the de Sitter solution. In particular, the boundary of M has only one connected component and it is isometric to a (n − 1)-dimensional sphere.
Since the quantity |Du| is constant on each connected component of ∂M (because D 2 u = 0 on ∂M , as it follows from the first equation in problem (1.4)), if we assume that the boundary is connected, formula (2.9) can be replaced by∂
Remark 5. In the case p = 3, Theorem 2.7 is a weaker version of Corollary B.2 in the appendix. This corollary is not new, but it has been proved in [6] generalizing some early computations in [5] and [15] . In particular, in the case of a connected boundary, from Corollary B.2 it follows the inequalitŷ
that is strictly better than our formula (2.10), and is proved without the need of Assumption 1. Note that from inequality (2.11) it follows the remarkable result that the only static solution of (1.4) whose boundary is isometric to a sphere with its standard metric, is the de Sitter solution. This is not a direct consequence of our Theorem 2.7.
To illustrate some other consequences of Theorem 2.7, we rewrite formula (2.9) aŝ
Then we apply Hölder inequality to the right hand side with conjugate exponents p/(p−2) and p/2, obtaininĝ
This immediately implies the following corollary, that should be compared with Corollary 2.4.
Corollary 2.8. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, for every p ≥ 3, the inequality
holds true, where R ∂M denotes the scalar curvature of the metric induced by g 0 on ∂M . Moreover, the equality holds for some p ≥ 3 if and only if (M, g 0 , u) is isometric to the de Sitter solution. In particular, the boundary of M has only one connected component and it is isometric to a (n − 1)-dimensional sphere.
Letting p → +∞ in formula (2.13), we obtain, under the hypotheses of the above corollary, the
. (2.14)
For our next result, we are going to combine the monotonicity of the U p 's, as stated by Theorem 1.1, together with the estimate (1.13) given in Theorem 1.2.
Theorem 2.9. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, it holds
Moreover, the equality |MAX(u)| |S n−1 | = |∂M | holds if and only if (M, g 0 , u) is isometric to the de Sitter solution.
Proof. First, recalling Assumption 1, it is clear that
for every p ≥ 0. Now consider the case n ≥ 4 and let 3 ≤ p ≤ n − 1. From formula (1.13) and Theorem 1.1-(iii), we obtain
and the equality holds if and only if U p (t) is constant, that is, if and only if (M, g 0 , u) is isometric to the de Sitter solution. Combining this with the inequality above, we obtain the thesis for 3 ≤ p ≤ n − 1. If 0 ≤ p ≤ 3 instead, to conclude it is enough to observe that´∂ M |Du| p dσ ≥´∂ M |Du| 3 dσ, thanks to Assumption 1.
In the case n = 3, we can repeat the argument above using U 1 (t), that we know to be monotonic thanks to Theorem 1.1-(ii).
Remark 6. The result above is particularly effective in dimension n = 3. In that case, it is known from [5] that any solution (M, g 0 , u) of problem (1.4) with a connected boundary satisfies |∂M | ≤ 4π. Since formula (2.15) gives the opposite inequality, we conclude that the only 3-dimensional static solution to problem (1.4) with ∂M connected and satisfying Normalization 1 and Assumption 1 is the de Sitter solution. A direct proof of this fact will be given later (see Theorem 2.12). Note that the same thesis does not hold without Assumption 1. An explicit example of a non-trivial 3-dimensional static solution with a connected boundary diffeomorphic to S 2 (which does not satisfy Assumption 1) can be constructed via a quotient of the Nariai solution (1.6) (see [4, Section 7] ).
In the case n ≥ 4 we are not able to provide such a general result, and the situation seems much wilder. For instance, for any 4 ≤ n ≤ 8, one can prove the existence of a countable family of non-trivial static solutions of (1.4) with ∂M connected and diffeomorphic to a sphere or to a product of spheres (see [16] ). However, looking at the numerical approximations of some of these solutions, it appears that they do not satisfy our hypoteses, thus the question of the uniqueness of the de Sitter solution under our assumptions seems still open.
Using Corollary 2.8 in place of Corollary 2.4 we obtain the following analog of Corollary 2.6. Theorem 2.10. Let (M, g 0 , u) be a solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then, the following statements hold true.
(i) For every p ≥ 2, the inequality
holds true. Moreover, the equality is fulfilled for some p ≥ 2, if and only if the static solution (M, g 0 , u) is isometric to the de Sitter solution. In particular, it holds
Proof. For n ≥ 4 and 3 ≤ p ≤ n − 1, statements (i) and (ii) can be derived from inequality (2.13) in Corollary 2.8 and formula (2.15) in Theorem 2.9. In general, we need to use inequality (B-6) in Corollary B.2, proved in the appendix. To prove statement (i), we rewrite formula (B-6) aŝ
Compare this inequality with (2.12), which holds for every p ≥ 3 but is weaker than (2.19) in the case p = 3. Using Hölder inequality, we havê
Moreover, since |Du| ≤ 1 on ∂M thanks to Assumption 1, we have |Du| p p−2 ≤ |Du| for every p ≥ 2. Substituting in (2.19) , with some easy computations we find If we set p = 2(n − 1) in Theorem 2.10-(i), we obtain the following nicer statement. 
, where R ∂M denotes the scalar curvature of the metric induced by g 0 on ∂M . Moreover, the equality holds if and only if (M, g 0 , u) is isometric to the de Sitter solution. In particular, the boundary of M has only one connected component and it is isometric to a (n − 1)-dimensional sphere.
The result above should be compared with [2, Theorem 2.11-(ii)] where a similar inequality is provided for the Schwarzschild metric.
For our next result we restrict to dimension n = 3, and we use the Gauss-Bonnet Formula to prove that, in the hypotesis of a connected boundary, the equality is achieved in formula (2.18). 20) where k i is the surface gravity of Σ i , that is, the constant value of |Du| on Σ i . Moreover, the equality holds if and only if ∂M is connected and (M, g 0 , u) is isometric to the de Sitter solution.
Proof. Again, it is useful to use Corollary B.2, proved in the appendix. Setting n = 3 in formula (B-6), we obtain
where the equality holds if and only if (M, g 0 , u) is isometric to the de Sitter solution. Recalling formula (2.15), we obtain
The thesis is now a consequence of the equalitieŝ
which follow from the Gauss-Bonnet theorem.
Combining the theorem above with the results in [4] , we obtain the following strenghtening of formula (2. wherek i is the surface gravity ofΣ i for all i = 1, . . . , s. If (M ,g 0 ,ũ) is isometric to the de Sitter triple, then ∂M is connected, hence also ∂M is connected. Recalling Theorem 2.12, we deduce that (M, g 0 , u) is isometric to the de Sitter solution, against our hypoteses. Therefore, formula (2.21) must hold. Recalling Theorem 2.15, we obtain the following chain of inequalities
Since each connected component of ∂M lifts to at most d connected components of ∂M , we have
This proves the first part of the statement. The inequality
2.3. Consequences on a generic level set of u (case Λ < 0). Now we start to discuss the consequences in the case of a negative cosmological constant. Since, as already observed, the functions t → U p (t) defined in (1.18) are constant on the anti-de Sitter solution, we obtain from Theorem 1.4 and formula (1.22), the following characterizations of the rotationally symmetric solutions to system (1.17).
Theorem 2.14. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Then, for every p ≥ 3 and every t ∈ (1, +∞), it holdŝ
where ν = Du/|Du|. Moreover, the equality is fulfilled for some p ≥ 3 and some t ∈ (1, +∞) if and only if the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution.
Theorem 2.15. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Then, for every p ≥ 3 and every t ∈ (1, +∞), the inequalitŷ
holds true, where H is the mean curvature of the level set {u = t}. Moreover, the equality is fulfilled for some p ≥ 3 and some t ∈ (1, +∞) if and only if the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution.
To give an interpretation of Theorem 1.4 in the framework of overdetermined boundary value problems, we observe that the equality is achieved in (2.22) as soon as the integrands on the left and right hand side coincide H n−1 -almost everywhere on some level set of u. This amounts to ask that u |Du|
On the other hand, with the help of the first equation in (1.17), one can rewrite the right hand side as
where ν = Du/|Du|. This easily implies the following corollary (compare it with Corollary 2.3).
Corollary 2.16. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Assume in addition that the identity
holds H n−1 -almost everywhere on some level set {u = t}, with t ∈ (1, +∞). Then, the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution.
In other words, assumption (2.23) in the previous corollary can be seen as a condition that makes system (1.17) overdetermined and forces the solution to be rotationally symmetric. Observe that (2.23) is always satisfied on the anti-de Sitter solution and thus it is also a necessary condition for (M, g 0 , u) being rotationally symmetric.
To illustrate other implications of Theorem 2.15, let us observe that, applying Hölder inequality to the right hand side of (2.22) with conjugate exponents p/(p − 2) and p/2, one getŝ
This implies on every level set of u the following sharp L p -bound for the gradient of the static potential in terms of the L p -norm of the mean curvature of the level set.
Corollary 2.17. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Then, for every p ≥ 3 and every t ∈ (1, +∞) the inequality
24)
It is worth pointing out that the right hand side in (2.24) may possibly be unbounded. However, for regular level sets of the static potential the L p -norm of the mean curvature is well defined and finite (see Remark 3). We also observe that letting p → +∞, we deduce, under the same hypothesis of Corollary 2.17, the following L ∞ -bound
for every t ∈ (1, +∞). Unfortunately, in this case we do not know whether the rigidity statement holds true or not. However, the equality is satisfied on the anti-de Sitter solution and this makes the inequality sharp. Now we will combine inequality (2.24) in Corollary 2.17 with the observation that for every t ∈ (1, +∞) and every 3 ≤ p ≤ n − 1 (we need to take n ≥ 4) it holds
where the latter estimate follows from estimate (1.24) in Theorem 1.5 and the monotonicity of the U p 's stated in Theorem 1.4-(iii). Recalling the explicit expression (1.18) of the U p 's, we obtain the following analogue of Theorem 2.5.
Theorem 2.18. Let n ≥ 4. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Then, for every 3 ≤ p ≤ n − 1 and every t ∈ (1, +∞), the inequalities
hold true. Moreover, the equality is fulfilled for some t ∈ (1, +∞) and some 3 ≤ p ≤ n − 1, if and only if the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution.
To give a geometric interpretation of the above theorem, we recall the identity −H |D log u| + n = n + Ric(ν, ν) , and we observe that the quantity (t 2 − 1)
|S n−1 | corresponds to the hypersurface area of the level set {u A = t} in the anti-de Sitter solution (1.3). Combining together these two facts, we arrive at the following corollary, that should be compared with Corollary 2.6. Corollary 2.19. Let n ≥ 4. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Then, for every p ≥ 3 and every t ∈ (1, +∞), the inequality
holds true. Moreover, the equality is fulfilled for some t ∈ (1, +∞) and some p ≥ 3, if and only if the static solution (M, g 0 , u) is isometric to the anti-de Sitter solution. In particular, for every t ∈ (1, +∞), it holds
2.4. The geometry of ∂M (case Λ < 0). We pass now to describe some consequences of the behaviour of the static solution (M, g 0 , u) at the conformal boundary ∂M , as prescribed by Theorem 1.4-(iv). We remark that the conformal boundary of M is a totally geodesic hypersurface inside (M , g) (see Lemma A.8-(ii) in the appendix).
The following theorem is a rephrasing of formula (1.23) and is the analogue of Theorem 2.7.
Theorem 2.20. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2, and let g = g 0 /(u 2 − 1). Then it holdŝ
30)
where R ∂M g denotes the scalar curvature of the metric induced by g on ∂M .
Note that inequality (2.30) is sharp, but the rigidity statement does not hold for Theorem 2.20. Moreover, unlike Theorem 2.7, formula (2.30) does not depend on p and we are not able to find an analogue of Corollary 2.8 for the case Λ < 0.
We can still provide the following result, that should be compared with Theorem 2.9.
Theorem 2.21. Let (M, g 0 , u) be a static solution to problem (1.17), satisfying Normalization 2 and Assumption 2. Let |MIN(u)| be the cardinality of the set MIN(u) of the points where u attains its minimum and let g = g 0 /(u 2 − 1). Then 
where the last inequality follows from Assumption 2.
An immediate corollary of Theorem 2.21 above is the following uniqueness result.
Corollary 2.22. Let (M, g 0 , u) be a conformally compact static solution to problem (1.17). If the conformal boundary is isometric to the sphere (S n−1 , g S n−1 ), then (M, g 0 , u) is isometric to the anti-de Sitter solution.
Proof. As already commented below Assumption 2, it is known (see [20] ) that, in the case in which the conformal boundary is a sphere, then Assumption 2 is automatically satisfied. Therefore Theorem 2.21 is in charge and we have the thesis.
The result above extends the uniqueness theorems in [20] and [22] , where the same thesis is obtained for n ≤ 7 or M spin.
In order to have a clearer exposition, and to highlight the analogies between the results in this section and the ones in Subsection 2.2, for the rest of this section we will assume the following stronger version of Assumption 2.
Assumption 2-bis. The triple (M, g 0 , u) is conformally compact, the function 1/ √ u 2 − 1 is a defining function for ∂M and lim x→x u 2 − 1 − |Du| 2 = 0 for everyx ∈ ∂M .
First, we observe that with this additional hypotesis, formula (2.31) in Theorem 2.20 becomeŝ
Now we use formula (2.32) to prove the analogue of Theorem 2.10-(i).
Theorem 2.23. Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2-bis, and let g = g 0 /(u 2 − 1). Then for every p ≥ 2 it holds
33)
Proof. First, we rearrange formula (2.32) in the following way
Now we rewrite the right hand side of the above formula, using Jensen Inequality. We obtain
that may be rewritten as
Now the thesis is an immediate consequence of Theorem 2.21.
Finally, setting p = 2(n − 1) in Theorem 2.23 above, we obtain the analogue of Corollary 2.11.
Corollary 2.24 (Willmore-type inequality). Let (M, g 0 , u) be a solution to problem (1.17) satisfying Normalization 2 and Assumption 2-bis, and let g = g 0 /(u 2 − 1). Then it holds
A conformally equivalent formulation of the problem
The aim of this section is to reformulate system (1.4) and system (1.17) in a conformally equivalent setting.
3.1.
A conformal change of metric (case Λ > 0). First of all, we notice that if (M, g 0 , u) is a solution of problem (1.4) and satisfies Normalization 1, then one has that 1 − u 2 > 0 everywhere in M * = M \ MAX(u). Motivated by the explicit formulae (1.2) of the de Sitter solution, we are led to consider the following conformal change of metric
on the manifold M * . It is immediately seen that when u and g 0 are as in (1.2) then g is a cylindrical metric. Hence, we will refer to the conformal change (3.1) as to a cylindrical ansatz.
Our next task is to reformulate problem (1.4) in terms of g. To this aim we fix local coordinates {y α } n α=1
in M * and using standard formulae for conformal changes of metrics, we deduce that the Christoffel symbols Γ γ αβ and G γ αβ , of the metric g and g 0 respectively, are related to each other via the identity
Comparing the local expressions for the Hessians of a given function w ∈ C 2 (M * ) with respect to the metrics g and g 0 , namely ∇ 
We note that in the above expressions as well as in the following ones, the notations ∇ and ∆ g represent the Levi-Cita connection and the Laplace-Beltrami operator of the metric g. In particular, letting w = u and using ∆u = −n u, one has
To continue, we observe that the Ricci tensor Ric g = R (g) αβ dy α ⊗ dy β of the metric g can be expressed in terms of the Ricci tensor Ric = R (0)
If we plug equations ∆u = −n u and u Ric = D 2 u + nug 0 in the above formula we obtain:
In order to obtain nicer formulae, it is convenient to introduce the new variable
As a consequence, we have that
For future convenience, we report the relation between |∇ϕ| 
Combining expressions (3.3), (3.4), (3.6) together with (3.8), (3.9), we are now in the position to reformulate problem (1.4) as
Here we recall that M * is the manifold M \ MAX(u). The notation x → * means that x → p, where p is a point of MAX(u), with respect to the topology induced by M on M * .
3.2.
A conformal change of metric (case Λ < 0). First of all, we notice that if (M, g 0 , u) is a solution of problem (1.17) and satisfies Normalization 2, then one has that u 2 − 1 > 0 everywhere in M * = M \ MIN(u). Motivated by the explicit formulae (1.3) of the anti-de Sitter solution, we are led to consider the following conformal change of metric
on the manifold M * . Notice that, if Assumption 2 holds, the function 1/ √ u 2 − 1 is a defining function, hence the metric g extends to the conformal boundary. In particular the volume of ∂M with respect to g is finite, that is
It is immediately seen that when u and g 0 are as in (1.3) then g is a cylindrical metric. Hence, we will refer to the conformal change (3.12) as to a cylindrical ansatz.
Our next task is to reformulate problem (1.17) in terms of g. To this aim we fix local coordinates {y α } n α=1
We note that in the above expressions as well as in the following ones, the notations ∇ and ∆ g represent the Levi-Cita connection and the Laplace-Beltrami operator of the metric g. In particular, letting w = u and using ∆u = n u, one has
14)
If we plug equations ∆u = n u and u Ric = D 2 u − nug 0 in the above formula we obtain
For future convenience, we report the relation between |∇ϕ| 2 g and |Du| 2 as well as the one between |∇ 2 ϕ| 2 g and |D 2 u| 2 , namely
Combining expressions (3.14), (3.15), (3.17) together with (3.19) , (3.20) , we are now in the position to reformulate problem (1.17) as
Here we recall that M * is the manifold M \ MIN(u) and that ∂M * is the conformal boundary of M * . The notation x → * , means that x → p, where p is a point of MIN(u), with respect to the topology induced by M on M * .
3.3.
A unifying formalism. We recall that the relation between u and ϕ is given by (3.7) if Λ > 0 and by (3.18) if Λ < 0. In both cases, u = u(ϕ) obeys the equation
Since this is the only formal property of u that will be needed in the following, we proceed by noticing that both systems (3.11) and (3.22) can be rewritten in the form 23) where eventually u = tanh(ϕ) or coth(ϕ).
To describe the idea that will lead us throughout the analysis of system (3.23), we note that taking the trace of the first equation one gets
where R g is the scalar curvature of the metric g. It is important to observe that in the cylindrical situation, which is the conformal counterpart of the (anti-)de Sitter solution, R g has to be constant. In this case, the above formula implies that also |∇ϕ| g has to be constant and equal to 1. For these reasons, also in the situation, where we do not know a priori if g is cylindrical, it is natural to think of ∇ϕ as to a candidate splitting direction and to investigate under which conditions this is actually the case. Now we rephrase Assumptions 1 and Assumption 2 in terms of ϕ. Proof. From the Bochner formula and the equations in (3.23), we get
Now we turn to the computation of the gradient and laplacian of the function
g , where β = β(ϕ) is an arbitrary C 1 function. Using (3.25) and (3.23) again, we get
nu .
We find that the right choice in order to simplify the expression above is to define the function β as the solution of the differential equationβ
More explicitly:
With this choice of β, the equation above may be rewritten in the simplified form:
We notice that the term on the right of equation (3.26) is always nonpositive, thus the elliptic operator
Thanks to Assumption 3, it holds w ≥ 0 on ∂M . Let us suppose for the moment that w → 0 as ϕ → +∞. Then, recalling that, since ϕ is analytic, its singular values are discrete (see [21] ), we can choose s > 0 small enough and S > 0 big enough in such a way that the level sets {ϕ = s} and {ϕ = S} are regular. Thus the set {s ≤ ϕ ≤ S} is a (compact) manifold and we can use the strong minimum principle to obtain
Hence, since min {ϕ=S} w → 0 as S → +∞, and min {ϕ=s} w → min ∂M w ≥ 0 as s → 0 + , we easily find that w ≥ 0 on {0 ≤ ϕ < +∞} = M * . This immediately gives the thesis. It remains to prove that lim ϕ→+∞ w = 0. It is convenient to rewrite the limit in terms of u, g 0 . In the case Λ > 0, the limit above is equivalent to lim u→1 − (1 − u 2 − |Du| 2 ) = 0, while in the case Λ < 0 it is equivalent to lim u→1 + (u 2 − 1 − |Du| 2 ) = 0. In both cases, since the points at which u = 1 are extremals, we have |Du| → 0 as u → 1 and so the limits above are verified.
3.4. The geometry of the level sets of ϕ. In the forthcoming analysis a crucial role is played by the study of the geometry of the level sets of ϕ, which coincide with the level sets of u, by definition. Hence, we pass now to describe the second fundamental form and the mean curvature of the regular level sets of ϕ (or equivalently of u) in both the original Riemannian context (M, g 0 ) and the conformally related one (M * , g). To this aim, we fix a regular level set {ϕ = s 0 } and we construct a suitable set of coordinates in a neighborhood of it. Note that {ϕ = s 0 } must be compact, by the properness of ϕ. In particular, there exists a real number δ > 0 such that in the tubular neighborhood U δ = {s 0 − δ < ϕ < s 0 + δ} we have |∇ϕ| g > 0 so that U δ is foliated by regular level sets of ϕ. As a consequence, U δ is diffeomorphic to (s 0 − δ, s 0 + δ) × {ϕ = s 0 } and the function ϕ can be regarded as a coordinate in U δ . Thus, one can choose a local system of coordinates {ϕ, ϑ 1 ,...., ϑ n−1 }, where {ϑ 1 ,...., ϑ n−1 } are local coordinates on {ϕ = s 0 }. In such a system, the metric g can be written as
where the latin indices vary between 1 and n − 1. We now fix in U δ the g 0 -unit vector field ν = Du/|Du| = Dϕ/|Dϕ| and the g-unit vector field ν g = ∇u/|∇u| g = ∇ϕ/|∇ϕ| g . Accordingly, the second fundamental forms of the regular level sets of u or ϕ with respect to ambient metric g 0 and the conformally-related ambient metric g are respectively given by
Taking the traces of the above expressions with respect to the induced metrics we obtain the following expressions for the mean curvatures in the two ambients
Taking into account expressions (3.8), (3.19) and (3.9), (3.20) , one can show that the second fundamental forms are related by
The analogous formula for the mean curvatures reads
Concerning the nonregular level sets of ϕ, we first observe that ϕ is analytic (see [6] ), thus by the results in [9] , one has that the (n − 1)-dimensional Hausdorff measure of the level sets of ϕ is locally finite. Hence, the properness of ϕ forces the level sets to have finite (n − 1)-dimensional Hausdorff measure. Using the results in [13] , we know that there exists a submanifold N ⊆ Crit(ϕ) such that H n−1 (Crit(ϕ) \ N ) = 0. In particular, the unit normal to a level set is well-defined H n−1 -almost everywhere, and so are the second fundamental form h g and the mean curvature H g . We will prove now that formulae (3.28) and (3.29) hold also at any point y 0 ∈ N , and therefore they hold H n−1 -almost everywhere on any level set. We do it in the case Λ > 0 (the case Λ < 0 is analogous). Let ν, ν g be the unit normal vector fields to N at y 0 with respect to g 0 , g respectively. Since |ν g |
Recalling (3.2) and observing that the derivatives of u in y 0 are all zero since y 0 ∈ Crit(ϕ), we have
This proves that formula (3.28) holds also on N , and taking its trace we deduce that also (3.29) is verified.
3.5.
A conformal version of the Monotonicity-Rigidity Theorem. We conclude this section by introducing the conformal analog of the functions U p (t) introduced in (1.7) (Λ > 0) and (1.18) (Λ < 0). To this aim, we let (M * , g, ϕ) be a solution to problem (3.23) and we define, for p ≥ 0, the functions
(3.30)
As for the U p 's, we observe that the Φ p 's are well defined. This is because the hypersurface area of the level sets is finite, due to the analyticity and properness of ϕ. Before proceeding, it is worth noticing that, when p = 0, the function
coincides with the hypersurface area functional |{ϕ = s}| g for the level sets of ϕ inside the ambient manifold (M * , g). For future convenience, we observe that the functions U p and Φ p and their derivatives (when defined) are related as follows
Using the above relationships, both the Monotonicity-Rigidity Theorems 1.1 and 1.4 can be rephrased in terms of the functions s → Φ p (s) as follows. (i) For every p ≥ 1, the function Φ p is continuous.
(ii) The function Φ 1 (s) is monotonically nonincreasing. Moreover, if Φ 1 (s 1 ) = Φ 1 (s 2 ) for some s 1 = s 2 , then (M * , g, ϕ) is isometric to one half round cylinder with totally geodesic boundary.
(iii) For every p ≥ 3, the function Φ p is differentiable and the derivative satisfies, for every s ∈ (0, +∞),
where H g is the mean curvature of the level set {ϕ = s}. Moreover, if the first equality in (3.34) holds, for some s ∈ (0, +∞) and some p ≥ 3, then (M * , g, ϕ) is isometric to one half round cylinder with totally geodesic boundary.
we have that for every p ≥ 3, the following formula holds
where ν g = ∇ϕ/|∇ϕ| g is the inward pointing unit normal of the boundary ∂M . Moreover, in the case Λ > 0, if the equality is fulfilled for some p ≥ 3, then (M * , g, ϕ) is isometric one half round cylinder with totally geodesic boundary. We pass now to prove the equivalence between (1.11) and (3.34). To do this, it is enough to translate (3.34) in terms of the conformally related quantities u, g 0 . Recalling the second equation in (3.23) and formulae (3.29), (3.32), we have the following chain of equalities.
Now we use formula (3.1) to deduce that the volume elements dσ, dσ g are related by
Hence equality (4.1) can be rewritten as
where in the second equality ν = Du/|Du| is the unit normal to {u = t} and we have used the identity
which is a consequence of the first equation in problem (1.4). On the other hand, since from (3.34) it holds
we have It remains to prove the equivalence of Theorem 1.1-(iv) and Theorem 3.2-(iv). We first observe, from formula (3.5) , that the identity
holds on ∂M . Then we apply the Gauss-Codazzi equation to obtain
Now, we recall formulae (3.33) and (3.35) and we compute
Moreover, again from formula (3.35), we have The equivalence between Theorem 1.4-(i),(ii) and Theorem 3.2-(i),(ii) is also straightforward.
We pass now to prove the equivalence between (1.22) and (3.34). To do this, it is enough to translate (3.34) in terms of the conformally related quantities u, g 0 . Recalling the second equation in (3.23) and formulae (3.29), (3.32), we have the following chain of equalities.
Now we use formula (3.12) to deduce that the volume elements dσ, dσ g are related by
Finally, again from formula (3.35), we have
This concludes the proof of Theorem 1.4-(iv).
Integral identities
In this section, we derive some integral identities that will be used to analyze the properties of the functions s → Φ p (s) introduced in (3.30).
5.1. First integral identity. To obtain our first identity, we are going to exploit the equation
be a solution to problem (3.23). Then, for every p ≥ 1 and for every s ∈ (0, +∞), we havê
Remark 7. Arguing as in Remark 1, it is easy to realize that the integral on the left hand side of (5.1) is well defined also when s is a singular value of ϕ.
Proof. To prove identity (5.1) when s > 0 is a regular value of ϕ, we start from the formula
which follows from a direct computation. Since ϕ is analytic, its singular values are discrete (see [21] ). In particular all the big enough values are regular. Hence, we integrate the above formula by parts using the Divergence Theorem in {s < ϕ < S}, where S is large enough so that we are sure that the level set {ϕ = S} is regular. This giveŝ
where n g is the outer unit normal. In particular, one has that n g = −∇ϕ/|∇ϕ| g on {ϕ = s} and n g = ∇ϕ/|∇ϕ| g on {ϕ = S}. Therefore, if we prove that 4) then the statement of the proposition will follow at once. Form Lemma 3.1, we know that |∇ϕ| g ≤ 1, hence it is enough to prove that
Rewriting this last limit in terms of u, g 0 , we find the equalities lim t→1{ u=t}
which are easily verified, since the level sets {u = t} have finite H n−1 -measure (because u is analytic). This proves the limit (5.4) and the thesis in the case in which s is a regular value.
In the case where s > 0 is a singular value of ϕ, we need to apply a refined version of the Divergence Theorem in order to perform the integration by parts which leads to identity (5.3), namely Theorem A.9 in the appendix. The rest of the proof is then identical to what we have done for the regular case.
According to the notations of Theorem A.9, we set X = |∇ϕ| p−1 g ∇ϕ sinh n (ϕ) and E = {s < ϕ < S} .
so that ∂E = {ϕ = s} ⊔ {ϕ = S}. It is clear that the vector field X is Lipschitz for p ≥ 1 and, by the results of [9] , we know that H n−1 (∂E) is finite. Moreover, from [13] , we know that there exists an open (n− 1)-submanifold N ⊆ Crit(ϕ) such that H n−1 (∂E \ N ) = 0. Set Σ = ∂E ∩(Crit(ϕ)\ N ) and Γ = ∂E \ Σ. We have H n−1 (Σ) = 0 by definition, while Γ is the union of the regular part of ∂E and of N , which are open (n − 1)-submanifolds. Therefore, the hypoteses of Theorem A.9 are satisfied, hence we can apply it to conclude that (5.3) holds also on the non regular level sets.
5.2.
Second integral identity. Now we want to exploit Lemma 3.1 in order to obtain an integral inequality analogous to [2, Prop. 4.2] . We rewrite equation (3.25) as
For every p ≥ 3, we compute
We notice en passant that whenever |∇ϕ| g > 0 the above formulae make sense for every p ≥ 0. These identities, combined with (5.5), lead to
Obviously, for p = 3, the above formula coincides with (5.5). If we define the function
then the equation above can be written as
Note that the term on the right is always positive, thanks to Lemma 3.1.
Integrating by parts identity (5.7), we obtain the following proposition, which is the main result of this section. 
Moreover, if there exists s 0 ∈ (0, +∞) such that
then the manifold (M * , g) is isometric to one half round cylinder with totally geodesic boundary.
Remark 8. Translating Remark 1 in terms of the conformally related quantities, it is easy to realize that the integral on the left hand side of (5.8) is well defined also when s is a singular value of ϕ.
For the seek of clearness, we rewrite more explicitly Proposition 5.2, distinguishing the two cases Λ > 0, Λ < 0.
Corollary 5.3 (Case Λ > 0). Let (M, g 0 , u) be a static solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Let g be the metric defined in (3.1) and ϕ be the smooth function defined in (3.7). Then, for every s ∈ [0, +∞)
then (M, g 0 , u) is isometric to the de Sitter solution.
Corollary 5.4 (Case Λ < 0). Let (M, g 0 , u) be a conformally compact static solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Let g be the metric defined in (3.12), and ϕ be the smooth function defined in (3.18). Then, for every s ∈ [0, +∞)
then (M, g 0 , u) is isometric to the anti-de Sitter solution.
Proof of Proposition 5.2. We start by considering the case where the level set {ϕ = s} is regular. Arguing as in the proof of Proposition 5.1, we find that we can choose S large enough to be sure that {ϕ = S} is regular. Integrating by parts identity (5.7) in {s < ϕ < S}, we obtain
where n is the outer g-unit normal of the set {s ≤ ϕ ≤ S} at its boundary. In particular, one has that n g = −∇ϕ/|∇ϕ| g on {ϕ = s} and n g = ∇ϕ/|∇ϕ| g on {ϕ = S}. On the other hand, from the second formula in (3.27) it is easy to deduce that
Therefore, we have obtained
In order to obtain identity (5.8) it is sufficient to show that the last term on the right hand side tends to zero as S → +∞. To this end, we first compute
Now we recall that |∇ϕ| g ≤ 1 thanks to Lemma 3.1, and we use formulae (3.9), (3.20) to rewrite the limit above in terms of u, g 0 . In both the cases Λ > 0 and Λ < 0, we find that it is enough to prove
where n = Du/|Du|. Note that, for t near enough to 1, the vector n is well defined. In fact, since the singular values of an analytic function are discrete (see [21] ), it is clear that the values near enough to 1 are regular.
Since u is analytic, the level set {u = t} has finite H n−1 -measure (see [9] ), thus the equality (5.11) is straightforward. This completes the proof of the first part of the statement in the case where {ϕ = s} is regular.
In the case where s > 0 is a singular value of ϕ, we need to apply a slightly refined version of the Divergence Theorem, namely Theorem A.9 in the appendix, in order to perform the integration by parts which leads to identity (5.10). The rest of the proof is identical to what we have done for the regular case. We set
and E = {s < ϕ < S} .
so that ∂E = {ϕ = s} ⊔ {ϕ = S}. As we have already observed, ϕ is proper and analytic, hence the (n − 1)-dimensional Hausdorff measure of ∂E is finite. Moreover, it is clear that X is Lipschitz for p ≥ 3.
From the results in [13] , we know that there exists an open (n − 1)-submanifold N ⊆ Crit(ϕ) such that H n−1 (∂E \ N ) = 0. Set Σ = ∂E ∩ (Crit(ϕ) \ N ) and Γ = ∂E \ Σ. We have H n−1 (Σ) = 0 by definition, while Γ is the union of the regular part of ∂E and of N , which are open (n − 1)-submanifolds. Therefore the hypoteses of Theorem A.9 are satisfied, hence, taking into account Remark 8 and expression (5.7), we have that identity (5.10) holds true also in the case where s is a singular value of ϕ.
To prove the second part of the statement, we observe that from (5.8) and (5.9) one immediately gets ∇ 2 ϕ ≡ 0 in {ϕ ≥ s 0 }. Since ϕ is analytic, then ∇ 2 ϕ ≡ 0 on the whole M * . In particular, ∆ g ϕ = 0 and, from the second equation in (3.23), we find |∇ϕ| 2 g ≡ 1 on M * . Consider now the case Λ > 0. Substituting ∇ 2 ϕ = 0 and |∇ϕ| g = 1 in equality (3.9), we find D 2 u = −u g 0 on M * . Since u is analytic, the set MAX(u) is negligible, hence the equality D 2 u = −u g 0 holds on the whole M = M * ∪ MAX(u). Therefore, using the same arguments as in [18] , we deduce that (M, g 0 ) is an half-sphere, and translating this back in terms of the conformally related quantities, we easily find that (M * , g) is isometric to an half round cylinder. In the case Λ < 0 we proceed in a similar way. Substituting in equality (3.20), we find D 2 u = ug 0 on M * and, with the same argument as above, we deduce that the same equation holds on the whole M = M * ∪MIN(u). Then we can use [20, Lemma 3.3] to conclude that (M, g 0 ) is isometric to the hyperbolic space, from which we deduce that (M * , g) is an half round cylinder.
Proof of Theorem 3.2
Building on the analysis of the previous section, we are now in the position to prove Theorem 3.2, which in turn implies Theorem 1.1 and Theorem 1.4. 6.1. Continuity. We claim that under the hypotheses of Theorem 3.2 the function Φ p is continuous, for p ≥ 1.
We first observe that since we are assuming that the boundary ∂M is a regular level set of ϕ, the function s → Φ p (s) can be described in term of an integral depending on the parameter s, provided s ∈ [0, 2ε) with ε > 0 sufficiently small. In this case, the continuous dependence on the parameter s can be easily checked using standard results from classical differential calculus. Thus, we leave the details to the interested reader and we pass to consider the case where s ∈ (ε, +∞). Thanks to Proposition 5.1 one can rewrite expression |∇ 2 ϕ| g and |∇ 2 ϕ| g is bounded (this is an easy consequence of equalities (3.10), (3.21) ).
In view of (6.1), the function s → Φ p (s) can be interpreted as the repartition function of the measure defined in (6.2), up to the smooth factor − sinh n (s). Thus, s → Φ p (s) is continuous if and only if the assignment s −→ µ g is absolutely continuous with respect to µ g , proving the continuity of the above assignment is equivalent to checking that µ g ({ϕ = s}) = 0 for every s > ε. On the other hand, the Hausdorff dimension of the level sets of ϕ is at most n − 1, as it follows from the results in [9] . Hence, they are negligible with respect to the full n-dimensional measure. This proves the continuity of Φ p for p ≥ 1 under the hypotheses of Theorem 3.2. Suppose that {ϕ = s} and {ϕ = S} are regular levels (the case in which they are singular can be handled in the same way as in the proofs of Propositions 5.1 and 5.2). Then, applying the divergence theorem to inequality (6.3), we easily obtain Φ 1 (S) ≤ Φ 1 (s), for every s < S. Moreover, if the equality holds for some values of s, S, then |∇ϕ| g ≡ 1 on {s ≤ ϕ ≤ S} and, since ϕ is analytic, we have |∇ϕ| g ≡ 1 on the whole M * . Plugging this information inside formula (3.25), we find that ∇ 2 ϕ ≡ 0 on M * . With the same argument used in the proof of the rigidity statement in Proposition 5.2, we deduce that (M * , g, ϕ) is an half round cylinder. This proves Theorem 3.2-(ii).
6.3. Differentiability. We now turn our attention to the issue of the differentiability of the functions s → Φ p (s). As already observed in the previous subsection, we are assuming that the boundary ∂M is a regular level set of ϕ so that the function s → Φ p (s) can be described in term of an integral depending on the parameter s, provided s ∈ [0, 2ε) with ε > 0 sufficiently small. Again, the differentiability in the parameter s can be easily checked in this case, using standard results from classical differential calculus. Leaving the details to the interested reader, we pass to consider the case where s ∈ (ε, +∞). We start by noticing that for every p ≥ 2 the function |∇ϕ| To end the proof, it is enough to show that the set S n−1 \ C 0 is negligible. But this is clear. In fact, since n α=1 λ 2 α = n, there exists at least one integer β such that λ β = 0. Thus S n−1 \ C 0 is contained in the hypersurface {φ β = 0}, hence its n-measure is zero. This proves inequality (A-2) and the thesis.
This concludes the proof for the de Sitter case. In the anti-de Sitter case we can prove the following analogue of Theorem A.1.
Theorem A.7. Let (M, g 0 , u) be a conformally compact static solution of problem 1.17 satisfying Assumption 2. Then the set MIN(u) is discrete (and finite) and lim inf The proof follows the exact same scheme as the de Sitter case, the only small modifications being in the proof of Lemma A.5 and in the computation (A-15), where we have used the fact that u ≤ 1. This is not true anymore, however, since we are working around a minimum point, we can suppose u < 1 + κ, where κ is an infinitesimal quantity that can be chosen to be as small as necessary. Aside from this little expedient, the proof is virtually the same as the de Sitter case, thus we omit it.
We pass now to the proof of some other results that we have used in our work. The next lemma is useful in order to study the behavior of the static solutions of problem (1.17) near the conformal boundary.
Lemma A.8. Let (M, g 0 , u) be a conformally compact static solution to problem (1.17). Suppose that 1/ √ u 2 − 1 is a defining function, so that the metric g = g 0 /(u 2 − 1) extends to the conformal boundary ∂M . Then (i) lim x→x (u 2 − 1 − |Du| 2 ) is well-definite and finite for everyx ∈ ∂M , (ii) ∂M is a totally geodesic hypersurface in (M , g).
Proof. For the proof of this result, it is convenient to use the notations introduced in Section 3. Let ϕ be the function defined by (3.18) . By hypotesis, M is the interior of a compact manifold M and the metric g is well defined on the whole M . In particular, the scalar curvature R g is a smooth finite function at ∂M . Therefore, from equation (3.24) we easily deduce that lim x→x u 2 (1 − |∇ϕ| 2 g ) is well-definite and finite for everyx ∈ ∂M . Since To prove statement (ii), we first observe that, since |∇ϕ| g = 1 at ∂M (as it follows immediately from point (i)), there exists δ > 0 such that |∇ϕ| g = 0 on the whole collar U δ = {ϕ < δ}. Therefore, proceeding as in Subsection 3.4, we find a set of coordinates {ϕ, ϑ 1 , . . . , ϑ n−1 } on U δ , such that the metric g writes as
With respect to these coordinates, the second fundamental form of the boundary ∂M = {ϕ = 0} is
ij ϕ , for i, j = 1, . . . , n − 1 .
On the other hand, from the first equation of problem (3.23), we easily deduce that ∇ 2 ϕ = 0 on ∂M . This concludes the proof of point (ii).
Finally, in order to prove the integral identities in Section 5, we need an extension of the classical Divergence Theorem to the case of open domains whose boundary has a (not too big) nonsmooth portion. Note that [2, Theorem A.1] is not enough for our purposes, because hypotesis (ii) is not necessarily fulfilled. To avoid problems, we state the following generalization, due to De Giorgi and Federer.
Theorem A.9 ( [8, 10] ). Let (M, g) be a n-dimensional Riemannian manifold, with n ≥ 2, let E ⊂ M be a bounded open subset of M with compact boundary ∂E of finite (n − 1)-dimensional Hausdorff measure, and suppose that ∂E = Γ ⊔ Σ, where the subsets Γ and Σ have the following properties:
(i) For every x ∈ Γ, there exists an open neighborhood U x of x in M such that Γ ∩ U x is a smooth regular hypersurface.
(ii) The subset Σ is compact and H n−1 (Σ) = 0.
