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ABSTRACT
This work describes the development of a compact and modular system for
compression of digital images. The system was conceived to support medical and
remotesensing images The problem of the diversity of images is discussed, and the
solutionused by the system is presented.
RESUMO
Este trabalho apresenta o desenvolvimento de um sistema modular e compacto
de compressão de imagens digitais. O sistema foi projetado para suportar imagens
médicase de sensoreamento remoto. O problema da diversidade de formatos de
imagensé discutido, e a solução ericõntrada por esse sistema é apresentado.
1. Introdução
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1.1. Considerações Iniciais
Este trabalho apresenta técnicas de compactação de dados, principalmente as
voltadas à compressão de imagens de satélites (sensoreamento remoto), com
aplicações para a agricultura; e também para imagens médicas, com ênfase em
imagens tomográficas obtidas a partir do tomógrafo que utiliza a técnica de
Ressonância Magnética (RM) desenvolvido no Instituto de Física e Química de São
Carlos - IFQSC [TAN_87].
Matematicamente uma imagem digital pode ser definida como um função
bidimensional A(x,y) definida em uma certa região do plano:
Assim a imagem é definida num retângulo [O,r]x[O,s],e os valores tomados estão
contidos no intervalo [O.t]. Ao valor A(x,y) no ponto (x,y) dá-se o nome de Nível de
cinza [MAS_89].
Existem dois tipos básicos de compactação de informações:
1) compactação sem perda ("Iossless") - que é usada para comprimir arquivos de
dados, programas executáveis, banco de dados, etc Nessa técnica, não se pode
perder um único bit da informação previamente comprimida, pois essa perda causaria
problemas enormes (por exemplo um programa executável ficaria errado ou um texto
correto teria letras trocadas).
2) compactação com perda ("Iossy") - que é usada para comprimir imagens e sons,
onde a imagem reconstruída após a compactação não é exatamente a mesma de antes
dessa, mas a perda de informações é mantida a uma quantidade que permita que o
som reconstruído seja inteligível, bem como as imagens sejam (para o olho humano)
extremamente parecidas com a imagem original, ou seja o erro imposto deve estar
dentro de limites toleráveis pela aplicação.
O enfoque desse trabalho [PAN_94] é em técnicas onde as perdas sejam
mínimas, pois a perda de informação numa tomografia, pode esconder alguma
anormalidade que poderia prejudicar um diagnóstico ou mesmo mascarar anomalias
que porventura existam. Mas para o armazenamento destas informações, pode-se
perder algumas características, desde que sejam pequenas e imperceptíveis a olho nu.
No caso de imagens de satélite, a perda de definição pode resultar em cálculos
errôneos de áreas, já que as imagens dos satélites comerciais tem problemas com
definições (que são na ordem de 30 x 30 metros ou 10 x 10 metros nos satélites mais
modernos), mas para o armazenamento e posterior apresentação destas imagens, a
perda controlada pode ser útil, já que as imagens ficam armazenadas em espaço muito
reduzido.
Usualmente imagens digitais são apresentadas através de uma grande
quantidade de dados (geralmente acomodadas em estruturas tipo matriz). Inúmeras
aplicações que produzem imagens como resultado de seu processamento
(sensoreamento remoto, tomografia, 'sistemas de inspeção, etc), geram sequéncias de
Imagens.
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Imagem do tomógrafo do IFOSC
c81t5.pgm ' 256 • 256
2. O Problema do Formato de Imagem
Normalmente as imagens tomográficas geradas no tomógrafo do IFOSC, tem o
seguinteformato de arquivo (.pac): .
os quatro primeiros bytes contém o tamanho do arquivo, definido como sendo
doisbytes para o número de colunas e dois bytes para o número de linhas, colocados
noarquivo na ordem de byte do computador tipo PC. Os bytes seguintes armazenam a
imagempropriamente dita linha por linha. Já as imagens de satélite, tem um formato
mais complicado, por exemplo no SITIM (Sistema de Tratamento de Imagens '
desenvolvido pelo Instituto de Nacional de Pesquisas Espaciais - INPE), a imagem é
divididaem um arquivo de cabeçalho (header) (que contém informações como data da
passagem, coordenadas de latitude e longitude, hora da passagem, etc) e outro
arquivoque contém somente a imagem, em ordem de linha.
Para ter um formato comum e podermos usar de visualizadores de domínio
público,bem como ter a possibilidade de transformar o formato para qualquer um dos
aceitos (Sun Icon file, X10 e X11 bitmap, MacPaint, CMU window manager, MGR,
Group3 FAX, GEM .irnq, face, Degas .pi3, andrew toolkit, FITS, Usenix FAceSaver,
lisp machine bit-array-file, GIF, IFF ILBM, PICT, XPM, PCX, TARGA, HP Paintjet, YUV,
SUNraster file, ,TIFF além de outros formatos só para leitura ou gravação), resolvemos
usar a família de formatos definidos por Jeff Poskanzer, chamado de PBM (Portable
BitMap format), PGM (Portable GrayMap format) e PPM (Portable PixMap format)
[POS91J Esse formato é simples, e é definido para ser portátil através de
equipamentose sistemas operaciona!s diferentes. No nosso caso o formato escolhido é
o .PGM (Portable GrayMap format) binário que pode representar arquivos preto e
brancocom até 256 níveis de cinza (o caso dos dois tipos de imagens trabalhadas).
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Definimos então programas para converter do formato inicial para o formato
PGM. O formato adotado usa a seguinte definição:
Os primeiros bytes tem de ser a cadeia "P5", depois de espaços (podem ser
brancos, tabs ou novas-linhas - \n);
2. Pode-se ter linhas de comentário começado por '#' no primeiro caracter da linha
(até o caracter nova-linha no fim);
3. Tem-se a dimensão1da imagem como dois inteiros ASCII separados por espaços. O
primeiro é a largura, ou o número de colunas, (y) e o segundo a quantidade de
linhas (x);
4 Finalmente tem-se o máximo nível de cinza que aparece na imagem (de 1 a 255).
Esse valor tem depois dele um espaço, que é normalmente o caracter nova-linha
(\n);
5 Após a informação do máximo nível de cinza seguem-se os dados (em bytes) na
ordem das linhas, ou seja, a primeira linha (todas as colunas) segue-se a segunda
linha (todas as colunas). etc. até o fim.~~--------------------------~P5
# imagem adquirida no tomografo do IFOSC
256256
255
(bytes da imagem linha por linha)
Exemplo de um arquivo .pgm
Usando-se esse formato, permite-se a conversão automática para as dezenas
de formatos suportados pela família de arquivos .PGM, bem como permite a
visualização desses arquivos por programas de domínio público como o xv.
Dessa forma, para que o trabalho pudesse adequar-se mais amplamente a
sistemas de imageamento para aplicações distintas, desenvolveu-se um módulo de
conversão entre os diversos tipos de imagens utilizados transformando imagens .pac
para .pgm e também arquivos .i (arquivos de imagem gerados no SITIM do INPE)
3. Codificação de Huftman
A codificação de Huffman é uma técnica de compressão estatística na qual há
uma redução do tamanho médio do código usado para representar o alfabeto. O código
de Huffman é uma solução ótima, quando todas as probabilidades de ocorrência de
uma determinada letra for uma potência de 1/2 [HUF_52].
A codificação de Huffman cria código de tamanho variável para cada símbolo de
entrada, sendo que os símbolos de entrada com maior probabilidade tem um código
menor e os de maior probabilidade tem código maior.
Para fazer a árvore binária'·'de codificação e decodificação do código de
Huffman, usa-se uma técnica de baixo para cima ("bottom-up"), começando pelas
folhas até atingir a raiz da árvore. Primeiramente ordena-se os códigos de entrada
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usando como peso a probabilidade de cada símbolo (conhecida a priori). Usa-se então
o seguinte algoritmo
- Ordena-se os símbolos por ordem do peso e coloca-os numa lista de nós livres;
- Os dois nós com menor peso são encontrados;
- Um nó pai desses dois nós é criado. O peso dele é a soma dos pesos dos nós filhos;
- O nó pai é adicionado na lista dos nós livres. Os 2 filhos são removidos da mesma
lista;
- Um dos nós filhos é designado pelo caminho vindo do nó pai a ter o valor de
decodificação arbitrado em O, o outro filho fica com o valor 1;
- Execute os 4 últimos passos, repita-os até que só exista um nó livre. Esse é
designado como a raiz da árvore binária.
Se tivéssemos a seguinte cadeia de simbolos com suas probabilidades.
A B C O E
15 7 6 6 5
A árvore binária usada nesse exemplo para a codificação de Huffman seria
Raiz
15
31O 1
24
13 O 11 11
7 011 6 6 O 11 5
I I I I
B C O EA
Percorrendo-se a árvore acima para cada símbolo na tabela, teria-se a seguinte
codificação:
Símbolo Huffman Freq Info. Bits Info Bits
Huf.
A O 15 1,38 20,68 15
B 100 7 2,48 17,35 21
C 101-- 6 2,70 16,20 18
O 110 6 2,70 16,20 18
E 111 5 2,96 14,82 15
TOTAL 39 82,25 87
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Com a codificação de Huffman conseguiu-se 87 bits, numa mensagem de 82,25
bits (calculado pela fórmula de entropia) dois bits a menos que a codificação de
Shannon-Fano, vista na seção anterior.r-~--------------------~~Número de bils= -Iog,(prnhahilidade)
Fórmula da Entropia
Como pode-se notar, o código de Huffman tem a propriedade de ter um único
prefixo, então ele pode ser decodificado sem problemas de ambigüidade no momento
da chegada dos dados no decodificador.
Um dos problemas da codificação de Huffman é que para decodificar, a tabela
de entrada necessariamente precisa estar disponível, e para isto é necessário
transmiti-Ia junto com os dados, o que aumenta o tamanho do arquivo compactado.
Diversas técnicas tem sido usadas para manter essa informação mínima, usando por
exemplo, escalonamento para colocar todos os códigos dentro de uma unidade de
informação do tamanho de um caracter.
Outro problema é que o arquivo de dados deve ser lido pelo menos duas vezes:
uma para calcular as probabilidades; e outra para fazer a codíficação. Nesse caso
outras técnicas podem ser usadas na codificação de Huffman para evitar esse
problema, como por exemplo, construir a tabela interativamente tanto na compressão
como na descompressão dos dados, mas lembrando-se que neste caso, usando uma
tabela de Huffman adaptativa, o resultado não é igual ao anterior.
4. Compressão de Truncagem de Bloco - BTC
Esta técnica chamada de compressão de truncagem de bloco (STC - Slock
Truncation Compression) é baseado em [KRU_92], e comprime imagens na proporção
de 4:1 (exceto o cabeçalho) com r."rdas na imagem. A idéia central deste método é
usar blocos de 4 por 4 pixels e manter o primeiro e o segundo momento do bloco. O
primeiro momento é a média e o segundo momento é a média dos quadrados deste
mesmo bloco.
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Deve-se calcular para cada bloco as seguintes equações:
I o-I
11I1=-Llh
11 , 11
I" I ,
111'=-LP,-
11, fi
d - J q
II-q
a= J'flZ-1111
(/ = /111 =do
h = /1/1 +~
d
Onde m1 é a média, m2 é a média dos quadrados, Pi são os elementos do bloco
a serem analisados, n é o número de elementos no bloco (16 = 4 ·4) e q é o número
de pixels no bloco que é maior que a média.
Após o cálculo destes elementos, calcula-se a e b, que serão colocados como
resultado no arquivo de saída, seguido de 16 bits (2 bytes) dizendo que elemento é
maior ou igual a média (com valor 1) ou menor que a média (com valor O). Estes quatro
bytes são gravados no arquivo de saída para cada bloco, o que perfaz a compressão
de 16:4 ou seja 4:1.
Na descompressão lê-se os 4 bytes do bloco e analisa-se o mapa de bits. Para
cada bit 1 coloca-se o valor de b e para os bits O o valor de a.
Apesar de ser uma compressão com perdas, a imagem gerada após a
descompressão é bastante similar à original dependendo da imagem. Em alguns casos
as bordas da imagem ficam serrilhadas, quando comparadas as imagens originais.
O formato desta imagem é definida a seguir:
Na primeira linha o cabeçalho tP1; copia então as duas linhas seguintes do formato
.pgm (os comentários e a definição de colunas e linhas); a seguir vem os dados (4
bytes para cada bloco de 4*4 bytes).
tP1
# imagem adquirida no tomografo do IFQSC
256256
(bytes da imagem compactadas por BTC, bloco a
bloco)
5. Joint Photographic Experts Group - JPEG
Um grupo criado pela CCITT, e pela ISO para padronizar compressão de
imagens terminou uma proposta em 1991, e definiu o padrão de compressão de
Ixc, Pós Graduação em Computação e Matematica Computacional - 20 anos
imagens fotográficas [WAL_91]. O JPEG é um padrão para compressão de imagens
coloridas ou em níveis de cinza, mas não comprime imagens de dois niveis (preto e
branco) que é tratado por outro grupo chamado JSIG - Joint Si-levei Image Experts
Group [GAL93].
Existem diversos parâmetros no processo de compressão do JPEG. Ajustando
esses parâmetros, podemos trocar qualidade de imagem reconstruida por tamanho, ou
seja, se perdemos qualidade da imagem original, ganhamos mais espaço de
armazenamento e se mantivermos qualidade, o ganho de armazenamento não é tão
grande.
O JPEG define um algoritmo básico com perdas, mais extensões opcronais para
codificação progressiva e hierárquica. Há também um modo de compressão sem
perdas que tipicamente consegue razão de compressão de 21. A maioria dos
softwares e hardwares disponiveis para a proposta do JPEG, usam somente o modelo
básico.
Vamos apresentar (sem entrar em detalhes técnicos) a proposta do JPEG básica
[GAI_93]
1 - Transforme a imagem num espaço de cores adequado. Isto é uma operação nula
em imagens em níveis de cinza o que é de interesse deste trabalho, mas para imagens
coloridas é bom mudar da codificação RGS (vermelho, verde, azul) para um espaço
YUV de luminância (Y) e crominância (UV). O componente luminância está agora em
níveis de cinza e as duas outras dimensões, relativas a crominância, nos dão
informações das cores.
2 - (Opcional) Deixe o nível de luminância inalterado e reduza a dimensão dos outros
dois componentes na proporção 2:1 horizontalmente e 21 ou 1:1 verticalmente Nos
termos de JPEG isto é definido como amostragem 2h2v ou 2h1v Essa compressão
diminui o tamanho dos arquivos para arquivos coloridos.
3 - Agrupe os valores dos pixels para cada componente em blocos de 8x8. Transforme
cada bloco de 8x8 através de uma transformada de cosenos discreta (OCT).
4 - Em cada bloco, divida cada uma das 64 componentes de frequências por um
"coeficiente de quantização" (CO) separado, e arredonde os valores para inteiro. Esse
é o passo fundamental na perda de informação. Um CO de 1 perde um mínimo de
informação, CO's maiores perdem sucessivamente mais informações.
5 - Codifique os coeficientes reduzidos usando codificação de Huffman ou codificação
aritmética. Na prática usa-se a codificação de Huffman, pois a codificação aritmética
usada no JPEG é patenteada e é necessário pagar taxas de licença.
6 - Coloque as informações iniciais (cabeçalhos) e grave os resultados. Em um arquivo
universal JPEG, todos os parâmetros de compressão estão armazenados nos
cabeçalhos. Para aplicações especializadas, é possível a omissão desses parâmetros,
mas isto significa que o descompressor tem de conhecer os parâmetros do compressor.
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5_1_ Compressão Usando DCT
Uma técnica muito usada atualmente é a de usar o DCT (Discreta Cosine
Transform), ou seja, transformada discreta dos cosenos. Isto deve-se ao fato que uma
Imagem transformada por DCT consegue ótima compressão e a transformada inversa,
leva a uma imaqern bastante próxima à original.
O método definido em JPEG usa DCT para conseguir comprimir uma imagem.
Vamos definir um método aproximado do JPEG, para conseguir imagens
compactadas com fator de 4: 1 fixo. Esta ideia baseia-se em usar blocos (4 por 4 ou 8
por 8) para comprimir a imagem. Para calcular DCT, usamos as seguintes fórmulas
. I S 1.\ I (21/1+ I)I/Ir) (2/1+ l)vlr)
/. [II,1'J-·-;- L L (fIl/,/lJC0S(-' ----- )cos(--- -)
N· mil" 11· '21\' 2N
, v I -" I (2/11 I 1)/1 Ir) (2/1 I 1)1' Ir)
f[mll)= LLC[I/)C[I')cOS(---- -)cos(-------)
, •• 0 ".0 2N 2N
onde
u, v são variáveis discretas de trequéncia (O, 1, 2,. ,N-1)
f[m,n] imagem WN pixels (O, 1, 2" N-1)
F[u,v] é o resultado do DCI.
Na função inversa f chapéu, as variáveis são
m, n índices dos pixels resultantes (O, 1, 2" N-1)
F[u, v] é a DCT (N"N) para obter o resultado Inverso.
c[k] é definido como 1 se k=O, 2 se k=1, 2, 3, .. , N-1
Para cada bloco na imagem (4*4 ou 8"8), calcula-se a matriz DCT. Ela tem uma
propriedade interessante, que é possuir muitos zeros nos elementos inferiores da
diagonal secundária. Portanto precisa-se armazenar apenas os elementos superiores a
diagonal secundária da matriz. Além disto os elementos na diagonal superior são mais
relevantes na reconstrução da imagem do que os elementos diagonais inferiores
[EMB_91).
No caso 4"4 calcula-se a matriz cosenos (note-se que esta matriz pode ser
calculada a priori) Usa-se o fato de que as equações acima podem ser representadas
por:
f)('T{A} = c~r,·r
(211 + I)1/ Ir)
C[I/,II)= cos( )
2N
Após os cálculos a matriz DCT 4"4 é armazenada com menos bits para cada
componente Veja o mapa de bits usado nesta matriz:
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8 332
3 320
3 3 O O
2 O O O
{t~
"
Ou seja guarda-se o primeiro byte intacto [0,0] e depois grava-se três bytes compostos
de 3, 3, e 2 bits cada um (ou 8 bits), usando os seguintes índices: [0,1], [0,2) e [0,3) no
segundo byte, [1,0), [2,0) e [3,0) no terceiro byte, e [1,1], [2,1) e [1,2) no último byte O
restante da matriz é considerada zero. Para usar 3 bits os resultados são normalizados
para o intervalo [-4, -3, .. , 3] e os de 2 bits para o intervalo [-2, -1, 0,1].
3 bits 2 bits3 bits
1
um Byte dividido em três campos de 3, 3, e 2 bits
Para o decodificador 4*4 usa-se o processo inverso: ler a matriz de DCT
armazenada, efetuando o contrário em relação ao armazenamento, e multiplicando
pela matriz de cosenos transposta e cosenos, para obter o bloco, próximo ao original.
Apesar deste método conseguir compressão na ordem de 4:1 o resultado das
imagens de satélite e de tomografia compactados, visualmente (ao nível de olho nu)
não difere significativamente). Mas ao ampliarmos a imagem verifica-se efeitos de
serrilhamento em alguns pontos.
No caso do bloco 8*8 a matriz de bits muda para:
88444 444
8 844 4 4 O O
4 444 O O O O
4 4 4 4 O O O O
4 4 O O O O O O
4 4 O O O O O O
4 O O O O O O O
4 O O O O O O O
1 :.
Ou seja armazena-se ou bytes inteiros ou meio bytes. Mas alguns valores são
escalados (divididos por um valor) antes de ser convertido para o arquivo de saída. A
matriz de escalonamento é:
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IlW
1 1 3 3 2 2 1 1
11211100
322 1 O O O O
3 1 1 1 O O O O
2 1 O O O O O O
2 1 O O O O O O
1 O O O O O O O
100 O O O O O
Onde divide-se cada elemento da matriz original por esta matriz definida acima, exceto
no caso dos zeros, aonde o resultado é zerado na matriz original. Na descompressão
ao ler os dados baseados na matriz de bits, faz-se a multiplicação elemento a elemento
coma matriz acima, antes de multiplicar pela matriz de cosenos transposta e cosenos.
O arquivo de saída é similar ao do BTC, só que na primeira linha a cadeia para
o arquivo de saída usando DCT 4*4 é tP2 e a cadeia para o arquivo de saída do DCT
S*S é tP3.
tP2
# imagem adquirida no tomografo do IFQSC
256256
(bytes da imagem compactadas por c4c, bloco a bloco)
Formato do arquivo gerado pela DCT 4"4
tP3
# imagem adquirida no tomografo do IFQSC
128 128
(bytes da imagem compactadas por c8c, bloco a bloco)
Formato do arqurvo gerado pela DCT 8*8
6. Conclusão
o sistema de compressão de imagens foi desenvolvido modularmente de forma
a poder ser integrado aos sistemas de sensoreamento remoto e imagens de
tomografia.
r Sistema de Compressão
de Imagens JI
Para obter altas taxas de compressão (de 41 ou mais) é necessário recorrer-se
a técnicas de compressão com perdas na imagem. Apesar destas imagens
reconstruidas não serem exatamente iguais às imagens originais, normalmente para o
olho humano esta diferença é imperceptível. Há diversas pesquisas na área de
compressão de dados a fim de diminuir a quantidade de operações necessárias para
cálculo de DCT, que é a base de um dos principais métodos de compressão atual.
Um padrão que emerge como de "facto" nessa área é o JPEG, que nas suas
implementações permite compressões com perda controlada de resolução (um número
de 100% a 0%), onde 100% são as perdas decorrentes apenas de arredondamento de
valores e 0% perda total. 75% é muito usado, onde perde-se 25% de qualidade, mas
ganha-se em torno de 4:1 em compactação. Taxas como 50% Jácomeçam a apresentar
mesmo a olho nu diferenças da imagem original, mas todavia consegue-se taxas de
mais de 6:1. Essa perda pode ser tolerada em algumas aplicações, como por exemplo
sequências de animação. .
Este Trabalho apresentou" uma técnica de compressão sem perda (Huffman) e
duas técnicas com perda baseadas em BTC e DCT. No caso do DCT, estudou-se o uso
dematnzes 4"4 e S"Spara conseguir taxa de compressão fixa de 4:1.
Conversares de Formato Sem Perda Com Perda Analise
SITIM Tornõgrafo Erro MédIO
BTC DCT DCT Quadrábco
PGM PGM
Huffman
4 x 4 8x8
Diagrama de blocos, dos módulos do sistema de compressão de Imagens
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