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ITERATED COMMUTATORS UNDER A JOINT CONDITION ON THE TUPLE OF
MULTIPLYING FUNCTIONS
TUOMAS HYTÖNEN, KANGWEI LI, AND TUOMAS OIKARI
ABSTRACT. We present a pair of joint conditions on the two functions b1, b2 strictly weaker than
b1, b2 ∈ BMO that almost characterize the L2 boundedness of the iterated commutator [b2, [b1, T ]]
of these functions and a Calderón-Zygmund operator T. Namely, we sandwich this boundedness
between two bisublinear mean oscillation conditions of which one is a slightly bumped up version
of the other.
1. INTRODUCTION
The study of commutators of Calderón-Zygmund operators with pointwise multiplication has
been a long standing interest in the field of harmonic analysis; for example, in the fundamental
paper of Coifman, Rochberg, Weiss [2] a characterization of the space BMO(Rd) is given with
respect to the commutators taken with the Riesz transforms:
[b, Rj ] : L
2(Rd)→ L2(Rd) boundedly for all j = 1, . . . , d
if and only if b ∈ BMO(Rd). Here [b, Rj ] = bRj − Rj(b ·). Already in [2] it was shown that
b ∈ BMO is a sufficient condition for the boundedness of the iterated commutator [b, [b, . . . , [b, T ]]]
of pointwise multiplications and a Calderón-Zygmund operator and the same argument extends
to the case of commutators [bk, [bk−1, . . . , [b1, T ]]]with different functions, all in BMO separately.
Our object is to make the first systematic study of the iterated commutator [b2, [b1, Rj ]] in the
case of two different functions b1, b2. In particular, wewant to identify a joint condition on the pair
(b1, b2) that is weaker than the individual conditions b1, b2 ∈ BMO, that is as close to optimal as
possible, and which still guarantees the boundedness of the commutator. This is, in some sense,
similar in spirit to the case of bilinear weighted theory, where w1, w2 ∈ A4 is not the optimal con-
dition for the boundedness of bilinear singular integrals from L4(w1) × L4(w2) to L2(w1/21 w1/22 ),
but rather there is a genuinely bilinear joint condition (w1, w2) ∈ A(4,4) introduced by Lerner,
Ombrosi, Pérez, Torres and Trujillo-González [11]. In the weighted case the identification of this
genuinely bilinear condition has been highly impactful.
We study two-sided estimates for the L2 → L2 norm of the commutator [b2, [b1, T ]]. While the
upper bounds will be valid for all bounded singular integrals, the lower bounds require some
suitable non-degeneracy, and here we work with the Riesz transforms
Rjf(x) = lim
ε→0
∫
|x−y|>ε
xj − yj
|x− y|d+1 f(y) dy, f ∈ L
2(Rd), j = 1, · · · , d.
We show that
Cd(S2(b1, b2) + T2(b1, b2)) ≤
∥∥[b2, [b1, T ]]∥∥L2(Rd)→L2(Rd) ≤ CT,ε(S2+ε(b1, b2) + T2+ε(b1, b2)), (1.1)
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where the constant CT,ε tends to infinity as ε tends to zero and the joint conditions Sp, Tp, with
0 < p <∞, imposed on the complex valued functions b1, b2 are defined by
Sp(b1, b2) = sup
Q
(
1
|Q|
∫
Q
|b1 − 〈b1〉Q|p
)1/p(
1
|Q|
∫
Q
|b2 − 〈b2〉Q|p
)1/p
and
Tp(b1, b2) = sup
Q
(
1
|Q|
∫
Q
|b1 − 〈b1〉Q|p|b2 − 〈b2〉Q|p
)1/p
, b1, b2, b1b2 ∈ Lploc(Rd).
Here the supremums are taken over all cubes. Whenever it is well understood which functions
b1, b2 are in question, we refer to these conditions shortly as Tp and Sp.
We show by example that the lower bound in (1.1) does not improve to S2+ε(b1, b2)+T2+ε(b1, b2)
for any ε > 0 – that is, the obtained upper bound is not necessary. This leads us to consider joint
conditions involving Young functions that can be made strictly weaker than S2+ε + T2+ε for all
ε > 0. Hence, we prove the commutator upper bound with these updated conditions with a
version of the sparse domination principle introduced in Lerner [9].
1.1. Basic notation. We denote A . B, if A ≤ CB for some constant C > 0 depending only
on the dimension of the underlying space, on integration exponents and on other concurrently
unimportant absolute constants appearing in the assumptions. Then naturally A ∼ B, if A . B
and B . A. Subscripts on constants (Ca,b,c,...) signify their dependence on those subscripts.
We also denote the space Lp(Rd)with Lp.
Integral average is by dash or brackets: 1|Q|
∫
Q f = −
∫
Q f = 〈f〉Q.
When we say that an operator A is bounded on Lp we mean that A : Lp → Lp boundedly.
Acknowledgements. We thank Henri Martikainen for posing research questions for this paper
and for valuable discussions and comments. We also thank the anonymous referee for construc-
tive comments that improved the presentation.
2. NECESSARY CONDITIONS
We move on to derive the lower bound S2 + T2 for the iterated commutator taken with the
Riesz transforms. Later we see that the condition S2 + T2 is not strong enough to imply the L2
boundedness of the commutator, however.
Before proceeding any further, let us precisely define the commutator [b2, [b1, T ]].
Definition 2.1. Let bi, i = 1, 2, be such that b1, b2, b1b2 ∈ L2loc(Rd) and denote b = (b1, b2).With T
being an operator on L2(Rd), the commutator CbT on L∞c (R
d) is defined as
CbT = [b2, [b1, T ]],
where [A,B] = AB −BA for any two operations A,B, and bif(·) = bi(·)f(·).
We deal with the second order commutator [b2, [b1, T ]] but our results concerning sufficient
conditions could just as well be formulated in the higher order cases.
Lemma 2.2. Let Rj be the jth Riesz transform on R
d, j = 1, . . . , d, f1, f2 ∈ L∞c and b1, b2, b1b2 ∈ L1loc.
Under these assumptions, for all cubes Q, we have that
∣∣∣−
∫
Q
−
∫
Q
2∏
i=1
(bi(x) − bi(y))f2(y)f1(x) dy dx
∣∣∣ ≤ Cd
k∑
i=1
∥∥CbRi∥∥Lp→Lp
(
−
∫
Q
|f1|p
)1/p(
−
∫
Q
|f2|p
′
)1/p′
.
Proof. Our proof separates into two cases, to odd and even dimensions.
Case 1, d is odd: Let d = 2k+1 for some k ∈ N. By composing back and forth with the translation
x 7→ x − cQ, we may assume that the cube Q is centred at the origin. We begin with introducing
1 as
1 =
d∑
i=1
(xi − yi)2
|x− y|2 =
d∑
i=1
(xi − yi)
|x− y|d+1 (xi − yi)|x − y|
d−1, (2.1)
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denote b(x, y) =
∏2
i=1(bi(x)− bi(y)), and then proceed with:∣∣∣
∫
Q
∫
Q
b(x, y)f2(y)f1(x) dy dx
∣∣∣ = ∣∣∣
∫
Q
lim
ε→0
∫
|x−y|>ε
b(x, y)f2(y)1Q(y)f1(x) dy dx
∣∣∣
=
∣∣∣
∫
Q
lim
ε→0
∫
|x−y|>ε
b(x, y)
d∑
i=1
(xi − yi)2
|x− y|2 f2(y)1Q(y)f1(x) dy dx
∣∣∣
=
∣∣∣
∫
Q
lim
ε→0
∫
|x−y|>ε
b(x, y)
d∑
i=1
Yi(x− y)2
|x− y|2d f2(y)1Q(y)f1(x) dy dx
∣∣∣,
where Yi(x) = xi|x|d−1.We momentarily force the expression into this form in order to contrast
it with the similar argument emplying spherical harmonics given in [2].
For a given α = (α1, . . . , αd) ∈ Nd and x ∈ Rd, let xα =
∏d
i=1 x
αi
i .We continue with
∣∣∣
∫
Q
lim
ε→0
∫
|x−y|>ε
b(x, y)
d∑
i=1
Yi(x − y)2
|x− y|2d f2(y)1Q(y)f1(x) dy dx
∣∣∣
=
∣∣∣
∫
Q
lim
ε→0
∫
|x−y|>ε
b(x, y)
d∑
i=1
xi − yi
|x− y|d+1 (xi − yi)
( d∑
j=1
(xj − yj)2
)k
f2(y)1Q(y)f1(x) dy dx
∣∣∣
=
∣∣∣
∫
Q
lim
ε→0
∫
|x−y|>ε
d∑
i=1
∑
α+β=d
b(x, y)
xi − yi
|x− y|d+1 aα,βf1(x)x
αyβf2(y)1Q(y) dy dx
∣∣∣
∗
=
∣∣∣
d∑
i=1
∑
α+β=d
aα,β
∫
Q
f1(x)x
α lim
ε→0
∫
|x−y|>ε
b(x, y)
xi − yi
|x− y|d+1 y
βf2(y)1Q(y) dy dx
∣∣∣
≤
d∑
i=1
∑
α+β=d
|aα,β|
∥∥(·)αf1∥∥Lp′(Q)
∥∥CbRi((·)βf21Q)∥∥Lp(Q)
≤
d∑
i=1
∑
α+β=d
|aα,β|
∥∥(·)α∥∥
L∞(Q)
∥∥f1∥∥Lp′(Q)
∥∥(·)β∥∥
L∞(Q)
∥∥CbRi∥∥Lp→Lp
∥∥f2∥∥Lp(Q)
≤ Cd
d∑
i=1
∑
α+β=d
|aαβ ||Q|
∥∥CbRi∥∥Lp→Lp
∥∥f1∥∥Lp′(Q)
∥∥f2∥∥Lp(Q)
≤ Cd|Q|
d∑
i
∥∥CbRi∥∥Lp→Lp
∥∥f1∥∥Lp′(Q)
∥∥f2∥∥Lp(Q),
where at ∗we used the fact that the limits exist separetely as Ri((·)β1Qf2b(x, ·))(x), and where in
the second to last esimate we used the assumption that Q is centered at the origin. Dividing by
|Q|2 gives the claim.
Case 2, d ≥ 2: In the previous estimate we saw that the key issue with the lower bound for
CbRi’s is the following: We introduce 1 as
∑d
i=1(xi− yi)2|x− y|−2, and would like to view this as
(xi − yi)|x − y|−d−1 times functions that depend only on x and only on y. As we saw:
1 =
d∑
i=1
(xi − yi)2
|x− y|2 =
d∑
i=1
(xi − yi)
|x− y|d+1 (xi − yi)|x − y|
d−1, (2.2)
and the problem becomes about expanding |x− y|d−1 when d is even, hence d was odd.
Consider the function zi|z|d−1 of z ∈ Rd. By induction, we check that ∂α(zi|z|d−1) is a linear
combination of terms of the form zβ|z|d−|α|−|β|, where |β| ≤ |α| + 1. In particular, when |α| =
d + 1, then ∂α(zi|z|d−1) is a linear combination of terms of the form zβ|z|−1−|β|. In particular,
|∂α(zi|z|d−1)| . |z|−1 ∈ L1loc(Rd) for d ≥ 2.
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Now let φ ∈ C∞c (Rd) be a smooth bump such that φ ≡ 1 in Q(0, 14 ), and φ is supported in
Q(0, 12 ) (cube of centre 0 and “radius”
1
2 , hence sidelength 1). We consider the function φi(z) =
φ(z)zi|z|d−1. By the previous computation and product rule, this satisfies
|∂αφi| . |z|−11Q(0, 1
2
) ∈ L1(Rd)
for |α| = d+ 1 and d ≥ 2.
Thus the Fourier transform of φi satisfies for all |α| = d+ 1,
|kαφˆi(k)| ∼
∣∣∣
∫
∂αz φi(z)e
−i2pik·z dz
∣∣∣ ≤
∫
|∂αz φi(z)| dz <∞,
and hence |φˆi(k)| . |k|−1−d. If Φi is the 1-periodic extension of φi, its Fourier coefficients satisfy
this same estimate. In particular, these Fourier coefficient are in ℓ1(Zd). Recalling that φi(z) agrees
with zi|z|d−1 in Q(0, 14 ), we hence have shown that
zi|z|d−1 =
∑
k∈Zd
ai(k)e
i2pik·z , ∀z ∈ Q(0, 1
4
), (2.3)
where
∑
k∈Zd |ai(k)| <∞.
And observe that we only need to apply the formula (2.2) when x, y ∈ Q, a given cube. By
composing back and forth with dilations in addition to translations, we may assume that Q =
Q(0, 18 ). Then if x, y ∈ Q, we see that x − y ∈ Q(0, 14 ), where (2.3) is valid. Substituting (2.3) with
z = x− y into (2.2), we obtain
1 =
d∑
i=1
(xi − yi)
|x− y|d+1
∑
k∈Zd
ai(k)e
i2pik·(x−y) =
∑
k∈Zd
ai(k)
d∑
i=1
(xi − yi)
|x− y|d+1 e
i2pik·xe−i2pik·y,
which is a convergent series of expressions of the desired form, namely the Riesz transform kernel
multiplied by (bounded) functions that depend only on x or only on y. After this, the argument
can be concluded in the same way as before.
This Fourier series idea is based on Svante Janson [8]. 
We gather two more basic estimates.
Lemma 2.3. Let Q be a cube and bi ∈ L3loc, i = 1, 2, be such that −
∫
Q
bi = 0. Then
∣∣∣−
∫
Q
−
∫
Q
(b1(x) − b1(y))(b2(x) − b2(y))b1(x)b2(y) dy dx
∣∣∣ ≥ −
∫
Q
|b1|2−
∫
Q
|b2|2 (2.4)
and
−
∫
Q
−
∫
Q
(b1(x) − b1(y))(b2(x)− b2(y))b1(x)b2(x)) dy dx = −
∫
Q
|b1b2|2 +
∣∣∣−
∫
Q
b1b2
∣∣∣2, (2.5)
where we have replaced the latter occurrance of b2(y) with b2(x).
Proof. Multiplying out shows that
−
∫
Q
−
∫
Q
(b1(x)− b1(y))(b2(x)− b2(y))b1(x)b2(y) dy dx
= −
∫
Q
b1(x)b2(x)b1(x) dx−
∫
Q
b2(y) dy −−
∫
Q
b1(x)b1(x) dx−
∫
Q
b2(y)b2(y) dy
−−
∫
Q
b2(x)b1(x) dx−
∫
Q
b1(y)b2(y) dy +−
∫
Q
b1(x) dx−
∫
Q
b1(y)b2(y)b2(y) dy
= −−
∫
Q
|b1(x)|2 dx−
∫
Q
|b2(y)|2 dy −
∣∣∣−
∫
Q
b1(x)b2(x) dx
∣∣∣2,
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whence ∣∣∣−
∫
Q
−
∫
Q
(b1(x) − b1(y))(b2(x) − b2(y)b1(x)b2(y) dy dx
∣∣∣
= −
∫
Q
|b1(x)|2 dx−
∫
Q
|b2(y)|2 dy +
∣∣∣−
∫
Q
b1(x)b2(x) dx
∣∣∣2 ≥ −
∫
Q
|b1(x)|2 dx−
∫
Q
|b2(y)|2 dy.
As for (2.5) we compute:
−
∫
Q
−
∫
Q
(b1(x)− b1(y)) (b2(x) − b2(y)) b1(x)b2(x) dy dx
= −
∫
Q
|b1b2|2 −−
∫
Q
b2−
∫
Q
|b1|2b2 −−
∫
Q
b1−
∫
Q
b1|b2|2 +−
∫
Q
b1b2−
∫
Q
b1b2
= −
∫
Q
|b1b2|2 +
∣∣∣−
∫
Q
b1b2
∣∣∣2.

The lower bounds now follow by combining lemmas 2.2 and 2.3.
Theorem 2.4. Let Rj , j = 1, . . . , d, be the Riesz transforms, b1b2 ∈ L2loc, b1, b2 ∈ L3loc. Then
S2(b1, b2) + T2(b1, b2) ≤ Cd
d∑
j=1
∥∥CbRj∥∥L2→L2 .
Proof. Denote ψi = bi − 〈bi〉Q, i = 1, 2. Then
∫
Q
ψi = 0 and the assumptions of Lemma 2.3 are
satisfied by which by (2.4) and lemma 2.2 we get the necessary condition S2
−
∫
Q
|ψ1(x)|2 dx−
∫
Q
|ψ2(y)|2 dy ≤
∣∣∣−
∫
Q
−
∫
Q
(ψ1(x)− ψ1(y))(ψ2(x)− ψ2(y))ψ2(y)ψ1(x) dy dx
∣∣∣
≤ Cd
k∑
i=1
∥∥CbRi∥∥L2→L2
(
−
∫
Q
|ψ1|2
)1/2(
−
∫
Q
|ψ2|2
)1/2
.
For the condition T2, we apply lemma 2.2 with f2 = 1Q, f1 = ψ1ψ2 and lemma 2.3 by (2.5) with
bi = ψi to attain
−
∫
Q
|ψ1ψ2|2 ≤
∣∣∣−
∫
Q
−
∫
Q
(b1(x) − b1(y)) (b2(x) − b2(y))ψ1(x)ψ2(x)1Q(y) dy dx
∣∣∣
≤ Cd
k∑
i=1
∥∥CbRi∥∥Lp→Lp
(
−
∫
Q
|ψ1ψ2|2
)1/2 (
−
∫
Q
|f2|2
)1/2
= Cd
k∑
i=1
∥∥CbRi∥∥Lp→Lp
(
−
∫
Q
|ψ1ψ2|2
)1/2
.
Dividing out equal factors and summing gives the claim. 
3. SUFFICIENT CONDITIONS
In this section we specify T to be a Calderón-Zygmund operator satisfying the Dini condi-
tion. We begin with partially recalling, with only minor modifications, a sparse domination of
T from Lerner [9] (see also [10]) and its commutators from Ibánez-Firnkorn–Rivera-Ríos [7]. The
sparse domination would quickly give the boundedness of the commutator CbT on L2, when-
ever Sp(b1, b2) + Tp(b1, b2) < ∞ for any p > 2. However, in the last section we find that this is
too strong to characterize the boundedness of CbT on L2 and hence are motivated to introduce
the condition SA,B + TC involving the Young functions A,B,C, that can be made strictly weaker
than Sp + Tp for all p > 2. Lastly, we prove the upper bound in Theorem 3.10 with these updated
conditions.
We begin with definitions.
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Definition 3.1. A d-dimensional Calderón-Zygmund operator T with an ω-Dini -kernel is a
L2(Rd)→ L2(Rd) bounded operator with the representation
Tf(x) =
∫
K(x, y)f(y) dy, x /∈ spt(f),
with the kernel K : Rd × Rd \ {(x, x) : x ∈ Rd} → C satisfying the size condition |K(x, y)| ≤
C|x − y|−d and the regularity condition
|K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ C
′
|x− y|dω
( |x− x′|
|x− y|
)
,
whenever |x − x′| ≤ 12 |x − y|, with the modulus of continuity ω : [0, 1] → R+ that is continuous,
increasing, subadditive, satisfies ω(0) = 0 and ‖w‖Dini :=
∫ 1
0
ω(t)dtt <∞.
Definition 3.2. Given a γ ∈ (0, 1), we say that a collection of sets F is γ-sparse, if for all distinct
elements S,R ∈ F , there exist sets ES ⊂ S,ER ⊂ R such that ES ∩ER = ∅ and |ES | > γ|S|.
Definition 3.3. Let T be as in definition 3.1. We have the following maximal operators onL2(Rd) :
i) the maximal operator T∗f(x) = supε>0
∣∣Tf1B(x,ε)c(x)∣∣,
ii) the grand maximal operatorMT (f)(x) = supQ∋x ess supξ∈Q
∣∣T (f1Rd\3Q)(ξ)∣∣,
iii) and its localized version MT,Q(f)(x) = supQ⊃P∋x ess supξ∈P
∣∣T (f13Q\3P )(ξ)∣∣, where Q,P
are cubes.
The control over the grand maximal operator is given by
Lemma 3.4. [9, Lemma 3.2] Let f ∈ L2loc. The following pointwise estimates hold:
i) for a.e. x ∈ Q we have: ∣∣T (f13Q(x))∣∣ ≤ Cd∥∥T∥∥L1→L1,∞ |f(x)|+MT,Qf(x),
ii) for all x ∈ Rd we have: MT f(x) ≤ Cd(
∥∥ω∥∥
Dini
+ CT )Mf(x) + T∗f(x).
For a more refined argument for the sparse domination in Theorem 3.5 without Lemma 3.4,
see the latest version of the sparse domination principle in Lerner, Ombrosi [10].
Theorem 3.5. Let T be a d-dimensional Calderón-Zygmund operator with a Dini kernel and denote
b(x, y) = (b1(x) − b1(y))(b2(x) − b2(y)). We assume that f ∈ L1c(Rd), and further to make everything
well-defined that b1, b2, b1b2, b1f, b2f, b1b2f ∈ L1loc.
From these assumptions it follows that there exists a sparse collection S of cubes on Rd such that
∣∣∣CbTf(x)
∣∣∣ ≤ CT,d
4∑
i=1
Sif(x),
where
S1f =
∑
Q∈S
|b1 − 〈b1〉Q||b2 − 〈b2〉Q|
〈|f |〉
Q
1Q, S2f =
∑
Q∈S
|b2 − 〈b2〉Q|
〈|b1 − 〈b1〉Q||f |〉Q1Q,
S3f =
∑
Q∈S
|b1 − 〈b1〉Q|
〈|b2 − 〈b2〉Q||f |〉Q1Q, S4f =
∑
Q∈S
〈|b1 − 〈b1〉Q||b2 − 〈b2〉Q||f |〉Q1Q,
and the sparse constant denoted with γ depends only on the dimension d.
Proof. We recall only the part of the proof where the exceptional set is defined and control over
the appearing terms is established. In addition, a comment is made about the rest of the proof,
the details for which we refer the reader to the proof of Theorem 1.1 in [12] or [9].
For an arbitrary integrable function ψ 6= 0 on Q define
E1(ψ) = {x ∈ Q : |ψ(x)| > α〈|ψ|〉3Q}, E2(ψ) = {x ∈ Q : MT,Qψ(x) > α〈|ψ|〉3Q}
and let the exceptional set be
E =
⋃
i=1,2
Ei(f) ∪Ei(b1f) ∪ Ei(b2f) ∪ Ei(b1b2f).
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Since the localized version of the grand maximal operator is controlled with the non-localized by
MT,Qf ≤MT (f13Q),
and by the well-known facts thatM, T∗ : L1 → L1,∞ boundedly, it follows from the weak (1, 1)
bounds implied by ii) of Lemma 3.4 in conjunction with the local integrability of all functions in
question that we may choose some α > 0 independent of the cube Q so that |E| ≤ 2−(d+2)|Q|.
Taking a Calderón-Zygmund decomposition of the function 1E at the height 2−(d+1) yields a
collection F of cubes satisfying:∑
P∈F
|P | ≤ 1
2
|Q|, |E \
⋃
P∈F
P | = 0 and P ∩ Ec 6= ∅ ∀P ∈ F .
Then one decomposes
(CbT (f13Q)) 1Q = (CbT (f13Q)) 1Q\∪P +
∑
P∈F
(
CbT (f13Q\3P )
)
1P +
∑
P∈F
(CbT (f13P )) 1P
and uses the properties of the collection F , Lemma 3.4 and that the commutator is unchanged
modulo constants in the functions b1, b2 to derive∣∣∣CbT (f13Q)
∣∣∣1Q ≤ CT,d
(
|b2 − 〈b2〉3Q||b1 − 〈b1〉3Q|〈|f |〉3Q
+ |b2 − 〈b2〉3Q|〈|b1 − 〈b1〉3Q||f |〉3Q
+ |b1 − 〈b1〉3Q|〈|b2 − 〈b2〉3Q||f |〉3Q
+ 〈|b1 − 〈b1〉3Q||b2 − 〈b2〉3Q||f |〉3Q
)
1Q +
∑
P∈F
∣∣∣CbT (f13P )
∣∣∣1P .
From this situation one first iterates the above estimate with the last term and then transfers the
limit construction from the local to the global. 
Before stating and proving theorem 3.10 we need to recall and define
3.6. Young functions, their basic properties and the conditions SA,B, TC . We may also define
joint conditions involving Young functions. A function A : [0,∞) → [0,∞) is called a Young
function if it is continuous, convex, strictly increasing and satisfies
A(0) = 0, lim
t→∞
A(t)/t =∞.
Given a Young function A, the complementary Young function A¯ is defined by
A¯(t) = sup
s>0
{st−A(s)}, t > 0.
We also have the maximal function associated with a Young function A :
MAf(x) = sup
Q∋x
〈|f |〉A,Q,
where the Luxemburg norm is defined by
〈|f |〉A,Q = inf{λ > 0 : 1|Q|
∫
Q
A(|f |/λ) ≤ 1}.
We say that f ∈ LAloc if 〈|f |〉A,Q <∞ for all cubes Q. The relative sizes of Young functions A,B
are compared with the symbol ; we say that B  A, if there exist constants C, t0 > 0 such that
A(t) ≤ CB(t), when t > t0. Finally, we define the Bp class: a Young function A ∈ Bp for p > 1 if∫ ∞
1
A(t)
tp
dt
t
<∞.
We record the following properties, which can be found at least in [3, Chapter 5] (see also [15]):
Proposition 3.7. Given a Young function A, it holds that
i) for any t ≥ 0, t ≤ A−1(t)A¯−1(t) ≤ 2t,
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ii) for any cube Q,
〈|fg|〉Q ≤ 2〈|f |〉A,Q〈|g|〉A¯,Q. (3.1)
More generally, if A, B, and C are Young functions such that for all t ≥ t0 > 0,
B−1(t)C−1(t) ≤ cA−1(t),
then
〈|fg|〉A,Q . 〈|f |〉B,Q〈|g|〉C,Q,
iii) if B  A, then 〈|f |〉A,Q . 〈|f |〉B,Q andMA .MB,
iv) if A¯ ∈ Bp′ , then A(t)  tp and 〈|f |p〉
1
p
Q . 〈|f |〉A,Q.
Proposition 3.8. [15]MA : Lp → Lp boundedly if and only if A ∈ Bp.
Now we are ready to give the following definition:
Definition 3.9. Given Young functions A,B,C such that B¯, C¯ ∈ Bp, A¯ ∈ Bp′ and a pair of com-
plex valued functions b1 ∈ LAloc(Rd), b2 ∈ LBloc(Rd), we say that the joint condition SA,B holds
if
SA,B(b1, b2) := sup
Q
〈|b1 − 〈b1〉Q|〉A,Q
〈|b2 − 〈b2〉Q|〉B,Q <∞,
and for b21, b
2
2 ∈ LCloc(Rd), we say that the joint condition TC holds if
TC(b1, b2) := sup
Q
〈|b1 − 〈b1〉Q||b2 − 〈b2〉Q|〉C,Q <∞. (3.2)
We remark immediately, that in Theorem 4.5 we find a commutator that is unbounded on L2
and that satisfies the conditions S2+T2 but fails the conditions SA,B+TC for all Young functions
A¯, B¯, C¯ ∈ B2.
Theorem 3.10. Assume that a pair of functions b1 ∈ LAloc(Rd) and b2 ∈ LBloc(Rd) with b21, b22 ∈ LCloc(Rd)
satisfy the conditions TC and SA,B for some Young functions A,B,C with A¯, B¯, C¯ ∈ B2, then
Si : L
2(Rd) ∩ L3c(Rd) −→ L2(Rd), i = 1, 2, 3, 4
boundedly.
Especially, it follows with a standard density argument by Theorem 3.5 that
CbT : L
2(Rd) −→ L2(Rd)
boundedly when notation and assumptions are retained.
Proof. The pairs of terms S1, S4 and S2, S3 are symmetric with respect to dual pairings. Hence,
we show the estimate in the two distinct cases of S1 and S3. By duality it is enough to estimate
the pairings 〈Si(f), ψ〉.
First, for the term S1 we only use the assumptions involving the functions A,B. By sparseness
we get∣∣∣〈S1(f), ψ〉
∣∣∣ ≤ ∑
Q∈S
∫
Q
|b1 − 〈b1〉Q||ψ|〈|b2 − 〈b2〉Q||f |〉Q
.
∑
Q∈S
|Q|〈|b1 − 〈b1〉|〉A,Q〈|ψ|〉A¯,Q〈|b2 − 〈b2〉Q|〉B,Q〈|f |〉B¯,Q
≤ SA,B(b1, b2)
∑
Q∈S
|Q|〈|ψ|〉A¯,Q〈|f |〉B¯,Q ≤ γ−1SA,B(b1, b2)
∑
Q∈S
∫
EQ
〈|ψ|〉A¯,Q〈|f |〉B¯,Q
≤ γ−1SA,B(b1, b2)
∑
Q∈S
∫
EQ
MA¯ψMB¯f ≤ γ−1SA,B(b1, b2)
∥∥MA¯ψ∥∥L2
∥∥MB¯f∥∥L2
. SA,B(b1, b2)
∥∥ψ∥∥
L2
∥∥f∥∥
L2
,
ITERATED COMMUTATORS UNDER A JOINT CONDITION ON THE TUPLE OF MULTIPLYING FUNCTIONS 9
where we have used Proposition 3.8 in the last step.
Next we use the condition TC to control the term S3:∣∣∣〈S3(f), ψ〉
∣∣∣ ≤ ∑
Q∈S
|Q|〈|ψ|〉Q〈|b1 − 〈b1〉Q||b2 − 〈b2〉Q||f |〉Q
≤
∑
Q∈S
|Q|〈|ψ|〉Q〈|f |〉C¯,Q〈|b1 − 〈b1〉Q||b2 − 〈b2〉Q|〉C,Q
≤ TC(b1, b2)
∑
Q∈S
|Q|〈|ψ|〉Q〈|f |〉C¯,Q ≤ γ−1TC(b1, b2)
∥∥Mψ∥∥
L2
∥∥MC¯f∥∥L2
. TC(b1, b2)
∥∥ψ∥∥
L2
∥∥f∥∥
L2
.

Since with A(t) = tp, A¯ ∈ B2, for p > 2, we immediately get:
Corollary 3.11. Let T be as before and assume that a pair of functions b1, b2 ∈ L2ploc(Rd) satisfy the
conditions Tp and Sp for some p > 2. Then we have
CbT : L
2(Rd) −→ L2(Rd)
boundedly.
We close this section with some remarks.
Remark 3.12. For Theorem 3.10 the difference in the case p 6= 2 is that we need to introduce 3 more
Young functions to manage the now non-symmetric dual pairings from the terms S2, S4.Accord-
ing to Definition 3.9 the existing Young functions functions are replaced with ones satisfying
A¯ ∈ Bp′ , B¯, C¯ ∈ Bp
and are supplemented with Young functions D,E, F satisfying
D¯, F¯ ∈ Bp, E¯ ∈ Bp′
and SD,E(b1, b2) + TF (b1, b2) <∞.
Remark 3.13. Given a q ∈ (2,∞), adapting the proof of Theorem 3.10 shows that if b1, b2 satisfy
the conditions Sq+ε, Tq+ε for any ε > 0, then CbT : Lq → Lq boundedly.
On the other hand, for q ∈ (1, 2), the conditions Sp, Tp with p ∈ (q, 2) are not strong enough to
conclude that CbT : Lq → Lq boundedly. Indeed, if they were, then by duality and interpolation
CbT : L
2 → L2 boundedly and Theorem 2.4 would imply the condition S2. This gives a contra-
diction since by Proposition 4.1 (see below) there exist functions φ, ψ such that Sp, Tp are satisfied
and S2 is not.
4. CONJECTURE AND RELATED EXAMPLES
In this last section we continue discussing the conditions SA,B, TC and their interdependence
with the boundedness properties of the commutator on different Lp spaces.
First, we note that it follows by the John-Nirenberg inequality that if b1, b2 ∈ BMO, then the
conditions Sp, Tq hold for all p, q ≥ 1. Hence, a natural question is immediate: Are Sp, and re-
spectively Tp, equivalent for all or some 1 ≤ p < ∞. Or even in a weaker sense: if both of the
conditions Sp, Tp hold simultaneously, could we deduce that Sq or Tq holds for some q > p? By
Theorem 4.3 the answer is no and the example located therein is the motivation for introducing
joint conditions involving Young functions that can be made strictly weaker than S2+ε + T2+ε for
all ε > 0.
The next proposition will clarify the situation and point out how the counterexample in The-
orem 4.3 can be constructed. For this, recall, that a function ω : Rd → (0,∞) is said to be in the
class of Ap weights, 1 < p <∞, if
[w]Ap = sup
Q
〈w〉Q〈w−
p′
p 〉
p
p′
Q <∞, p′ =
p
p− 1 ,
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where the supremum is taken over all cubes.
Proposition 4.1. Given 1 < p < q <∞, there exists functions φ, ψ ∈ Lploc satisfying the conditions
Sp, Tp and failing the condition Sq.
Proof. Let
ψ(x) = x−
2
p+q 1(0,1), φ = ψ
−11(0,1).
We check that the conditions Sp, Tp hold. Let [a, b) be an arbitrary intervall such that [a, b)∩[0, 1) =
[c, d) 6= ∅ (if the intersection is empty, then the claim is trivial). First,
1
b− a
∫ b
a
|ψ − 〈ψ〉[a,b)|p 1
b − a
∫ b
a
|φ− 〈φ〉[a,b)|p ≤ 1
d− c2
p+1
∫ d
c
ψp
1
d− c2
p+1
∫ d
c
φp.
Then, by the fact (see Grafakos [4]) that |x|− 2pp+q ∈ A2, we have
1
d− c
∫ d
c
ψp
1
d− c
∫ d
c
φp ≤ [|x|− 2pp+q ]A2 .
It follows that Sp(ψ, φ) . 1.
By the above estimates and φψ ≤ 1, it follows for an arbitrary interval I that
1
|I|
∫
I
|ψ − 〈ψ〉I |p|φ− 〈φ〉I |p ≤ 4p 1|I|
(∫
I
ψpφp +
∫
I
ψp〈φ〉pI +
∫
I
φp〈ψ〉pI + 〈ψ〉pI〈φ〉pI
)
. 1.
Hence Tp(b1, b2) <∞.
On the other hand by −2q/(p+ q) < −1, the singularity in ∫ 10 |ψ − 〈ψ〉[0,1)|q is not integrable,
and by
∫ 1
0
|φ− 〈φ〉[0,1)|q > 0,we have Sq(ψ, φ) =∞. 
Remark 4.2. If one wishes to have ψ, φ ∈ L∞loc, say to have the joint conditions well-defined, Propo-
sition (4.1) can be modified by considering multiple copies of the situation spread out through R
and introducing the singularities in ψ’s only gradually as is done in the next theorem.
Theorem 4.3. There exist functions ψ, φ ∈ L∞loc failing the condition S2+ε for all ε > 0, such that
[φ, [ψ,H ]] : L2 → L2 boundedly, whereH is the Hilbert transform, i.e. the 1-dimensional Riesz transform.
Remark 4.4. By Theorem 2.4 the L2 boundedness implies that ψ, φ satisfy the conditions T2, S2.
Proof of Theorem 4.3. Let
ψk0 (x) = ckx
−ηk1(c6k
k
e−100k2 ,1)(x), ηk =
1
2 + k−1
, φ0(x) = x
1/21(0,1)(x),
where ck depends on k and will be determined later. Let τhf(x) = f(x − h). Then set φk = τkφ0
and ψk = τkψk0 . Finally we define
φ =
∑
k∈2Z
φk, ψ =
∑
k∈4N+2
ψk.
Let k ∈ 4N+ 2 be fixed. We first show that the pair (ψk, φ) satisfies Sq, Tq for q = qk = 2 + k−1/2.
Since τkφ = φ it suffices to prove that (ψk0 , φ) satisfies Sq, Tq. Again, for any interval I , we have
1
|I|
∫
I
|ψk0 − 〈ψk0 〉I |q
1
|I|
∫
I
|φ− 〈φ〉I |q ≤ 4q+1〈|ψk0 |q〉I〈|φ|q〉I .
We first consider the case when ℓ(I) ≤ 1 andwemay further assume that I ⊂ (0, 1). Since qηk < 1
we know that |x|−qηk ∈ A2 and hence, by I ⊂ (0, 1),
4q+1〈|ψk0 |q〉I〈|φ|q〉I ≤ 47/2c5/2k [|x|−qηk ]A2 .
It remains to consider the case when ℓ(I) > 1. Since certainly (0, 1) ∩ I 6= ∅ (as otherwise there is
nothing to prove) we know that (0, 1) ⊂ 3I . Then due to that φ is a periodic function we have
4q+1〈|ψk0 |q〉I〈|φ|q〉I ≤ 4q+1〈|ψk0 |q〉(0,1)〈|φ|q〉(0,1) ≤ 47/2c5/2k [|x|−qηk ]A2 .
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Therefore, we conclude that
Sq ≤ 47/2c5/2k [|x|−qηk ]A2 .
On the other hand, since ψk0φ0 ≤ ck, then by similar arguments as in Proposition 4.1 we have
Tq ≤ 47/2c5/2k [|x|−qηk ]A2 .
Hence by Theorem 3.10 (see below) we know that the commutator [φ, [ψk, H ]] is bounded on L2
with norm ∼ c5/2k [|x|−qηk ]A2‖Mq′‖2L2→L2 . Thus, we may further demand the constant ck to be so
small that
∥∥[φ, [ψk, H ]]∥∥L2→L2 ≤ 2−k. Then [φ, [ψ,H ]] also is bounded on L2:
∥∥[φ, [ψ,H ]]∥∥
L2→L2
=
∥∥[φ, [ ∑
k∈4N+2
ψk, H ]]
∥∥
L2→L2
≤
∑
k∈4N+2
∥∥[φ, [ψk, H ]]∥∥L2→L2 ≤
∞∑
k=1
2−k = 1.
It remains to check that the pair (ψ, φ) is precisely what we need. It is obvious that ψ, φ ∈ L∞loc.
It remains to verify that (ψ, φ) fails S2+ε for any ε > 0. By Hölder’s inequality we can assume
0 < ε < 1. Find ℓ ∈ N such that with k := 4l+ 2 it holds that (2 + ε)ηk > 1 + (2k)−1. Hence, with
I = (k, k + 1)we get
∫
I
∣∣∣ψ − 〈ψ〉I
∣∣∣2+ε =
∫ 1
0
∣∣∣ψk0 − 〈ψk0 〉(0,1)
∣∣∣2+ε ≥ c2+εk
∫ 2c6kk e−100k2
c6k
k
e−100k2
∣∣∣x− 12+k−1 −
∫ 1
c6k
k
e−100k2
x
− 1
2+k−1
∣∣∣2+ε dx
& c2+εk
∫ 2c6kk e−100k2
c6k
k
e−100k2
∣∣∣x− 12+k−1 ∣∣∣2+ε dx
& cε−1k e
50k.
On the other hand, ∫
I
∣∣∣φ− 〈φ〉I
∣∣∣2+ε =
∫ 1
0
∣∣∣φ0 − 〈φ0〉(0,1)
∣∣∣2+ε ∼ 1.
We conclude the proof by letting ℓ→∞. 
Theorem 4.5. There exists b1, b2 ∈ L∞loc(R) such that S2(b1, b2)+T2(b1, b2) <∞, but SA,B(b1, b2) =∞
and TC(b1, b2) = ∞ for arbitrary Young functions A,B,C with A¯, B¯, C¯ ∈ B2. Moreover, CbH : L2 6→
L2.
Proof. We prove the result via the following example. Let I0 = [−1, 1] and
σ = 1I0 , w = M(σ)
−1,
notice that both σ and w are even functions. It is immediate to see that
sup
I
〈σ〉I〈w〉I ≤ sup
I
inf
x∈I
M(σ)(x)〈w〉I ≤ sup
I
〈M(σ)w〉I = 1. (4.1)
Now define
b1(x) := sgn(x)σ(x), b2(x) := sgn(x)w
1
2 (x),
and notice that immediately b1, b2 ∈ L∞loc. By (4.1) we see that
S2(b1, b2)
2 = sup
I
〈|b1 − 〈b1〉I |2〉I
〈|b2 − 〈b2〉I |2〉I ≤ 16 sup
I
〈|b1|2〉I
〈|b2|2〉I ≤ 16 <∞. (4.2)
We also have
|b1 − 〈b1〉I |2|b2 − 〈b2〉I |2 ≤ 4(|b1|2 + |〈b1〉I |2)(|b2|2 + |〈b2〉I |2),
and by |b1b2| ≤ 1, direct calculations give us
T2(b1, b2)
2 = sup
I
〈|b1 − 〈b1〉I |2|b2 − 〈b2〉I |2〉I ≤ 4 + 12
〈|b1|2〉I
〈|b2|2〉I ≤ 16 <∞. (4.3)
However, for Jk = (−k, k), k ≥ 2, since b1 and b2 are odd functions,
SA,B(b1, b2) ≥ lim
k→∞
〈|b1|〉A,Jk
〈|b2|〉B,Jk & limk→∞
〈|b1|〉A,Jk
〈|b2|2〉 12Jk
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∼ lim
k→∞
k
1
2
A−1(k)
∼ lim
k→∞
A¯−1(k)
k
1
2
= lim
k→∞
((A¯−1(k))2
A¯(A¯−1k)
) 1
2
,
where we have used the fact thatM(1I0)(x) ∼ (1 + |x|)−1. To conclude notice that immediately
by definition limt→∞ A¯−1(t) =∞ and
lim
t→∞
A¯(t)
t2
≤ 4
log 2
lim
t→∞
∫ 2t
t
A¯(s)
s2
ds
s
= 0.
On the other hand with Ik = (0, k), k ≥ 100,we have
TC(b1, b2) ≥ lim
k→∞
〈|b1 − 〈b1〉Ik ||b2 − 〈b2〉Ik |〉C,Ik ≥ limk→∞
〈|b1 − 〈b1〉Ik ||b2 − 〈b2〉Ik |1(0,1)〉C,Ik
= lim
k→∞
(1− k−1)〈|b2 − 〈b2〉Ik |1(0,1)〉C,Ik .
Since for x > 1, b2(x) = (x+12 )
1
2 and for 0 < x ≤ 1, b2(x) = 1, another direct calculation shows
that
〈b2〉Ik =
√
2
3k
[
(k + 1)
3
2 − 2
√
2
]
by which and the assumption k ≥ 100we see that
|b2 − 〈b2〉Ik |1(0,1) ≥ ck
1
2 .
Hence
TC,2(b1, b2) ≥ lim
k→∞
c(1− k−1)k 12 〈1(0,1)〉C,Ik = lim
k→∞
c(1− k−1) k
1
2
C−1(k)
=∞.
Next, we show that CbH : L2 6→ L2. To see this, let
f(x) = x−
1
2 (log x)−11[100,∞)(x) ∈ L2(R).
We claim that |CbHf(x)| = ∞ for all x ∈ I0, and in showing this, hence conclude the unbound-
edness of CbH on L2. Indeed, since for y ∈ [100,∞)
b2(y) = (M(1I0))
− 1
2 =
√
y + 1
2
,
and b1(x) = b2(x) = sgn(x), for any x ∈ I0, we have
|CbHf(x)| =
∣∣∣
∫ ∞
100
(b1(x) − b1(y))(b2(x) − b2(y)) f(y)
x− y dy
∣∣∣ =
∣∣∣
∫ ∞
100
(sgn(x)−
√
y + 1
2
)
f(y)
x− y dy
∣∣∣
∼
∫ ∞
100
√
y + 1
2
f(y)
y − xdy ∼
∫ ∞
100
f(y)√
y
dy =∞.

If we take A(t) = B(t) = C(t) = t2+ε, where ε > 0, we immediately have the following
Corollary 4.6. The conditions S2, T2 holding simultaneously does not improve to S2+ε or T2+ε
for any ε > 0.
For our next example, we note that functions Φ : [0,∞)→ [0,∞) of the form
Φ(t) = tp log(e+ t)p−1+δ, p ∈ (1,∞), δ ∈ (0,∞)
are called log -bumps. These are Young functions, and we recall some facts from [3, Chapter 5]:
i) If Φ(t) = tp log(e+ t)p−1+δ, then
Φ−1(t) ∼ t1/p log(e+ t)− 1p′− δp and Φ¯(t) ∼ tp′ [log(e+ t)]−1−(p′−1)δ ∈ Bp′ .
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ii) If Φ(t) = tp log(e+ t)p−1 log log(ee + t)p−1+δ(which is referred to as a loglog-bump), then
Φ−1(t) ∼ t 1p log(e+ t)− 1p′ log log(ee + t)− 1p′− δp
and
Φ¯(t) ∼ tp′ log(e+ t)−1[log log(ee + t)]−1−(p′−1)δ ∈ Bp′ .
Theorem 4.7. There exist functions b1, b2 ∈ L∞loc such thatCbH : L2 → L2 boundedly, but SA,B(b1, b2) =
∞ and TC(b1, b2) =∞, for all log -bumps A,B,C with A¯, B¯, C¯ ∈ B2.
Proof. The idea is to construct a pair of functions (b1, b2) such that it satisfies the assumption in
Theorem 3.10 so that we can conclude the boundedness of CbH directly, meanwhile, the related
bump function increases slower than log-bumps. Let Φ0 = t2 log(e + t) log log(ee + t)3/2, and
define
b1(x) = sgn(x)1I0(x), b2(x) = sgn(x)Φ
−1
0
(
(M1I0(x))
−1
)
, I0 = [−1, 1].
We will show that (b1, b2) is what we need. First of all, it is easy to check that for any cube I ,
〈|b1|〉Φ0,I〈|b2|〉Φ0,I ≤
〈
Φ−10
(
(M1I0(x))
−1
)−1|b2|
〉
Φ0,I
≤ 1.
Then by the triangle inequality and general Hölder’s inequality we have
〈|b1 − 〈b1〉I |〉Φ0,I〈|b2 − 〈b2〉I |〉Φ0,I . 1.
On the other hand, since |b1b2| ≤ 1, using triangle inequality and general Hölder’s inequality
again we have
〈|b1 − 〈b1〉I ||b2 − 〈b2〉I |〉Φ0,I . 1.
Using Theorem 3.10 we know that CbH is bounded on L2, thanks to Φ¯0 ∈ B2.
It remains to show that SA,B(b1, b2) = ∞ and TC(b1, b2) = ∞, for all log -bumps A,B,C with
A¯, B¯, C¯ ∈ B2. Without loss of generality we can assume that A(t) = t2 log(e + t)1+α, B(t) =
t2 log(e+ t)1+β and C(t) = t2 log(e+ t)1+γ , where α, β, γ > 0. For SA,B(b1, b2) again we test with
the interval Jk = (−k, k)with k ≥ 2. Since b1 and b2 are odd functions, we have
〈|b1 − 〈b1〉Jk |〉A,Jk〈|b2 − 〈b2〉Jk |〉B,Jk = 〈|b1|〉A,Jk〈|b2|〉B,Jk
≃ k− 12 log(e+ k) 1+α2 k 12 log(e+ k)− 12 log log(ee + k)− 34
k→∞→ ∞.
For TC(b1, b2), we test with the cube Ik = (0, k), k ≥ 100, we have
TC(b1, b2) ≥ lim
k→∞
〈|b1 − 〈b1〉Ik ||b2 − 〈b2〉Ik |〉C,Ik ≥ limk→∞
〈|b1 − 〈b1〉Ik ||b2 − 〈b2〉Ik |1(0,1)〉C,Ik
= lim
k→∞
(1− k−1)〈|b2 − 〈b2〉Ik |1(0,1)〉C,Ik
≃ lim
k→∞
(1− k−1)k 12 log(e+ k)− 12 log log(ee + k)− 34 k− 12 log(e+ k) 1+α2 =∞.

Corollary 4.8. The conditions S2+ε, T2+ε are not precise enough to yield a characterization of
CbH : L
2 → L2.
Proof. The iterated commutator CbH of Theorem 4.7 is bounded on L2.We show that the condi-
tions S2+ε(b1, b2) and T2+ε(b1, b2) are not satisfied for any ε > 0. To see this, it is enough to notice
that for all log -bumps A,B,C with A¯, B¯, C¯ ∈ B2, we have t2+ε  A(t), B(t), C(t) by which by
Proposition 3.7 iv) and the estimates in Theorem 4.7 it follows that
〈|b1 − 〈b1〉Jk |2+ε〉
1
2+ε
Jk
〈|b2 − 〈b2〉Jk |2+ε〉
1
2+ε
Jk
& 〈|b1 − 〈b1〉Jk |〉A,Jk〈|b2 − 〈b2〉Jk |〉B,Jk →∞,
and
〈|b1 − 〈b1〉Ik |2+ε|b2 − 〈b2〉Ik |2+ε〉
1
2+ε
Ik
& 〈|b1 − 〈b1〉Ik ||b2 − 〈b2〉Ik |〉C,Ik →∞,
as k →∞, showing that S2+ε(b1, b2) =∞ and T2+ε(b1, b2) =∞. 
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Corollary 4.9. The commutator of Theorem 4.7 is bounded on L2 and unbounded on all Lp,
p ∈ (1,∞) \ {2}.
Proof. Let p > 2, q ∈ (2, p) and f(x) = x−1/q1[100,∞)(x) ∈ Lp. For all x ∈ [−1, 1],
|CbHf(x)| =
∣∣∣∣
∫
(b1(x) − b1(y))(b2(x) − b2(y)) f(y)
x− y dy
∣∣∣∣
∼
∫ ∞
100
y
1
2
log(e+ y)
1
2 log log(ee + y)
3
4
y−
1
q
y
dy =∞,
showing that CbH : Lp 6→ Lp. It follows by duality that also CbH : Lp′ 6→ Lp′ . 
Remark 4.10. Alternatively, we can prove Corollary 4.8 by Corollary 4.9. Indeed, if the conditions
S2+ε(b1, b2), T2+ε(b1, b2) hold for some ε > 0, then by Remark 3.13 we have CbH : Lq → Lq
boundedly for all q ∈ (2, 2 + ε), a contradiction with Corollary 4.9.
The above considerations lead us to conjecture:
Conjecture 4.11. With the functions b1, b2 subject to the same assumptions as those in Theorems
3.10 and 2.4, the boundedness of [b1, [b2, H ]] on L2(R) is equivalent with the existence of Young
functions A,B,C with A¯, B¯, C¯ ∈ B2 such that SA,B(b1, b2) + TC(b1, b2) <∞.
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