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ABSTRAK
Teknologi pengenalan suara merupakan teknologi dengan sumber masukannya adalah suara, seperti mikropon
untuk menginterpretasikan suara manusia, untuk transkripsi atau sebagai metode alternatif interaksi dengan komputer.
Pada proses pengenalan suara, untuk mendapatkan informasi dari sinyal suara perlu dilakukan ekstraksi ciri sehingga
dapat dianalisis untuk setiap variasi sinyal suara yang ada. Metode ekstraksi yang digunakan dalam penelitian ini adalah
Linear Predictive Coding (LPC), yang menghasilkan koefisien-koefisien cepstral dari pola suara yang di-input-kan.
Dari koefisien tersebut kemudian dilakukan pengenalan dengan menggunakan metode Piecewise Dynamic Time
Warping (PDTW). PDTW merupakan sebuah modifikasi dari DTW yang menjalankan Piecewise Aggregate
Approximation (PAA) sebagai metode pembanding antara data input dan data referensi.Dari hasil perbandingan tersebut
akan didapatkan suatu keputusan yang kemudian diubah menjadi output berupa text. Hasil dari penelitian ini didapatkan
Word Error Rate (WER) sebesar 45% untuk 40 data uji dari 4 kata. Dari hasil tersebut dapat disimpulkan bahwa
metode LPC dan PDTW dapat digunakan untuk mengenali pola suara dengan keakuratan 55%.
Kata Kunci: Linear Predictive Coding (LPC), Piecewise Dynamic Time Warping (PDTW), Piecewise Aggregate
Approximation(PAA)
PENDAHULUAN
Pengenalan pola merupakan bidang dalam
pembelajaran mesin dan dapat diartikan sebagai
tindakan mengambil data mentah dan bertindak
berdasarkan klasifikasi data. Salah satu aplikasinya
adalah pengenalan suara (speech recognition), yang
merupakan teknologi yang menggunakan peralatan
dengan sumber masukannya adalah suara, seperti
mikropon untuk menginterpretasikan suara manusia,
untuk transkripsi atau sebagai metode alternatif
interaksi dengan komputer [7].
Banyak aplikasi yang dikembangkan menggunakan
pengenalan pola suara, antara lain di bidang kesehatan
terdapat Medical Transcriptionist (MT), di bidang
militer terdapat High-performance Fighter aircraft,
Training air traffic controllers, sampai pada alat yang
membantu seseorang yang memiliki kesulitan dalam
menggunakan tangan, maka diciptakannya komputer
yang dapat dioperasikan menggunakan deteksi
pengucapan user.
Penelitian dalam bidang pengenalan suara dengan
menggunakan metode Linear Predictive Coding (LPC)
sebagai ekstraksi ciri dan Dynamic Time Warping
(DTW) sebagai metode pengenalan pernah dilakukan
oleh [4] dengan mengenali pengucapan angka 1, 2, 3,
4, dan 5. Penelitian serupa juga dilakukan oleh [5] pada
database diphone dengan struktur KV (konsonan-
vokal), akan tetapi metode pengenalan yang digunakan
adalah metode Hidden Markov Models (HMM). Dari
penelitian perbandingan HMM dan DTW yang
dilakukan oleh [10] menunjukkan bahwa kompleksitas
yang dimiliki metode HMM sebagai pembaharuan
pengenalan DTW secara signifikan lebih tinggi, serta
dalam pelatihan pengenalan suara HMM menunjukkan
hasil yang lebih efisien pada kondisi yang sama.
Dalam penelitian  ini metode yang digunakan
merupakan salah satu modifikasi dari DTW yang
memiliki performa paling baik menurut penelitian yang
dilakukan oleh [6] yang dapat bekerja lebih efisien lagi
dengan intensitas-normalisasi, yaitu Piecewise
Dynamic Time Warping (PDTW). Dari metode
modifikasi DTW ini diharapkan juga dapat menutup
kekurangan dari metode HMM dengan menghapus
rangkaian clusters lebih teliti. Metode PDTW ini
digunakan untuk proses pengenalan ciri suara yang
telah ditemukan oleh metode LPC sehingga akan




Gambar 1. Diagram Blok Penyimpanan Data
Training
Penyimpanan data training  dimulai dari input
sinyal suara berbentuk file .WAV yang mengalami
pemrosesan awal yaitu normalisasi. Setelah
pemrosesan awal, kemudian dikenali cirinya pada
proses ekstraksi ciri menggunakan metode LPC. Dari
ekstraksi tersebut akan didapatkan koefisien cepstral
dari sinyal dalam bentuk matriks yang disimpan
sebagai data training.
Gambar 2. Diagram Blok Pengenalan kata
Sistem pengenalan kata pada Gambar 2. dimulai
dari input sinyal suara berbentuk file .WAV yang
mengalami pemrosesan awal yaitu normalisasi. Setelah
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pemrosesan awal, kemudian dikenali cirinya pada
proses ekstraksi ciri menggunakan metode LPC. Dari
ekstraksi tersebut akan didapatkan koefisien cepstral
dari sinyal dalam bentuk matriks yang kemudian akan
dibandingkan dengan matriks data training
menggunakan metode pengenalan PDTW. Hasil dari
pengenalan itu akan ditemukan keputusan kata yang
paling tepat.
a. Data input
Sinyal yang digunakan untuk data referensi diambil
secara random dari beberapa masukan yang dilakukan
oleh 4 orang laki-laki. Dari masukan tersebut
ditentukan dua data dari masing-masing kata uji yang
menjadi data referensi (supervisor). Sedangkan sinyal
untuk data uji diambil dari 4 orang laki-laki yang
masing-masing mengucapkan 4 kata (NYALA, dan
MATI) sebanyak 5 kali. Sehingga total sinyal suara
yang digunakan sebanyak 40 sinyal.
b. Pengolahan sinyal suara
Sinyal suara merupakan sinyal analog. Agar dapat
diproses dalam vektor numerik maka diperlukan proses
ADC (Analog-to-Digital Converter). Peralatan yang
digunakan dalam proses ini diantaranya adalah
transducer dan soundcard.
Suara diucapkan oleh 4 orang pria yang mempunyai
variasi suara yang berbeda, dimana untuk setiap kata
diulang sebanyak 5 kali. Perekaman suara ini dilakukan
pada ruangan yang bebas noise. Dengan software
JetAudio suara direkam kemudian berkas suara dibuka
kembali dengan Cool Edit Pro 2.1 untuk dipotong dan
disimpan dalam berkas dengan format penamaan
ABC.WAV. Huruf A menunjukkan nama responden,
huruf B menunjukkan kata yang diucapkan, dan huruf
C menunjukkan iterasi suara (1-5).
c. Pemrosesan awal (preprocessing)
Tujuan dari pemrosesan awal ini adalah untuk
menyetarakan semua sinyal suara masukan sistem agar
sesuai dengan spesifikasi yang dibutuhkan oleh sistem.
Sinyal suara merupakan realisasi dari beberapa
kode pesan yang berupa urutan vektor ciri. Vektor ciri
ini merepresentasikan amplitudo diskrit dalam sinyal
suara. Sinyal suara hasil pencuplikan dilakukan proses
normalisasi. Proses normalisasi bertujuan untuk
mendapatkan sinyal dengan ukuran yang sama
walaupun kata yang diucapkan berbeda. Cara kerja
proses normalisasi ini dilakukan dengan menambahkan
beberapa data tambahan apabila data hasil pencuplikan
belum memenuhi jumlah yang dibutuhkan atau dengan
mengurangi jumlah data hasil pencuplikan apabila
melebihi jumlah input yang dibutuhkan. Jumlah data
output (vektor numerik) dari proses normalisasi ini
ditetapkan sebanyak 3360 titik (0,42 detik) dengan
asumsi bahwa untuk pengucapan satu kata dibutuhkan
waktu kurang dari 0,5 detik.
d. Ekstraksi ciri menggunakan metode LPC
Setelah melalui proses perekaman, sinyal suara
akan dibaca atau dipanggil kembali dengan fungsi
Import Data. Hasil pembacaan data untuk keseluruhan
sinyal suara digunakan untuk proses selanjutnya yaitu
ekstraksi ciri. Proses ekstraksi ciri digunakan untuk
mencari nilai koefisien-koefisien LPC dari sinyal suara.
LPC merupakan teknik untuk merepresentasikan sinyal
dalam bentuk parameter-parameter yang diperoleh dari
kombinasi sinyal sekarang dan sinyal sebelumnya.
d.1 Preemphasize
Sinyal suara digital s(n) dilewatkan pada suatu filter
digital yang mempunyai orde rendah, biasanya
merupakan filter orde satu. Proses ini bertujuan untuk
meratakan spektral sinyal, menghilangkan harga-harga
puncak pada spektrum sinyal sehingga memudahkan
dalam menentukan batas-batas ketelitian sinyal pada
pemrosesan sinyal. Nilai koefisien ã yang digunakan
dalam skripsi ini adalah 0.95.
d.2 Frame Blocking
Sinyal keluaran preemphasize kemudian dibagi
menjadi beberapa frame waktu yang sangat singkat
untuk memperoleh kondisi sinyal yang stabil dalam
domain waktu. Tiap frame berisi N sampel dengan
jarak antar frame M sampel. Nilai M lebih kecil dari N
sehingga ada bagian frame yang overlapping sepanjang
N-M sampel. Tujuannya adalah supaya estimasi
spektral LPC saling berkorelasi antara frame satu
dengan frame yang lain.
Pada penelitian ini proses frame blocking yang
dilakukan ditetapkan tiap 30ms dengan jarak antar
frame 10ms. Hal ini dikarenakan sifat dari sinyal kata
yang dapat diasumsikan tetap pada jangka waktu
pendek, jadi dengan kecepatan cuplik sebesar 8KHz
maka tiap frame akan berisi (N) 240byte data dengan
jarak antar frame (M) 80byte data atau dengan kata lain
overlap yang terbentuk sebesar 160byte data. Dengan
ketentuan frame tersebut, maka untuk data hasil cuplik
sebanyak 3360 data maka akan terbentuk frame =
 buah.
d.3 Windowing
Langkah berikutnya adalah memboboti 40 frame
hasil frame blocking dengan Hamming window. Pada
langkah ini dilakukan fungsi weighting pada setiap
frame yang telah dibentuk pada langkah sebelumnya
dengan tujuan untuk meminimalkan discontinuities
pada ujung awal dan ujung akhir setiap frame yaitu
dengan memperkecil sinyal menuju nol pada ujung-
ujungnya.
Setiap frame keluaran windowing diautokorelasikan
untuk menghasilkan koefisien autokorelasi, dimana
nilai autokorelasi yang tertinggi pada m=p. Dimana p
adalah orde dari analisa LPC, biasanya antara 8 sampai
16. Metode autokorelasi mempunyai salah satu
keuntungan yaitu autokorelasi ke-0 melambangkan
energi dari frame yang bersangkutan. Pada penelitian
ini menggunakan orde LPC (p) 10.
LPC analysis
Pada tahap ini p+1 autokorelasi pada setiap frame
diubah menjadi satu set LPC parameter yaitu koefisien
LPC, koefisien pantulan (reflection coefficient),
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koefisien perbandingan daerah logaritmis (log area
ratio coefficient). Metode yang digunakan dalam
penelitian ini adalah metode Durbin. Keluaran dari
proses ini adalah satu set LPC parameter.
LPC parameter convertion
Sekelompok LPC parameter hasil analisa LPC yang
sangat penting yang dapat diperoleh dari penurunan
koefisien LPC adalah koefisien cepstral c(m).
Koefisien cepstral ini merupakan koefisien
transformasi Fourier yang merepresentasikan spektrum
log magnitude. Koefisien cepstral ini lebih tahan
terhadap noise jika digunakan pada pengenalan suara.
Dalam penelitian ini telah diketahui bahwa frame hasil
pencuplikan adalah 40 frame, dan orde dari set
koefisien cepstral yang digunakan dalam penelitian ini
adalah orde LPC 10 sehingga didapat data output
berukuran 40 x 10.
2. Sistem pengenalan kata menggunakan metode
Piecewise Dynamic Time Warping (PDTW)
Gambar 3. Diagram Alir Rekursi PDTW
Pengenalan pola suara dilakukan setelah ekstraksi
ciri dengan menggunakan algoritma PDTW.
Pengenalan kata ini membutuhkan masukan berupa
koefisien cepstral dari sinyal yang diuji, yang
kemudian dibandingkan dengan koefisien sinyal hasil
training. Setelah dibandingkan dan didapatkan hasil
yang optimal, selanjutnya akan ditentukan keluaran
berupa animasi gerak suatu grafis sesuai dengan pilihan
output yang ditentukan.
HASIL DAN PEMBAHASAN
Perangkat keras yang digunakan dalam menerapkan
sistem pengenalan suara dengan metode Piecewise
Dynamic Time Warping (PDTW) adalah sebagai
berikut:
1. Processor Intel® Atom™ 1.67 GHz
2. Memori 1.00 GB
3. HardDisk 160 GB
Perangkat lunak yang digunakan dalam menerapkan
sistem pengenalan suara dengan metode Piecewise
Dynamic Time Warping (PDTW) adalah sebagai
berikut:
1. Sistem operasi Microsoft Windows 7 Starter
2. Bahasa pemrograman yang digunakan dalam
menerapkan sistem pengenalan suara adalah skrip
Matlab versi 7.0.0.1990 (R14)
Penyimpanan Data Training
Pertama-tama tekan tombol ‘File’ kemudian
‘import data’, dan pilih file suara yang akan dikenali
dalam format .wav. untuk melihat implementasi dan
bentuk sinyal suara pada setiap proses maka digunakan
salah satu sinyal suara sebagai contoh, yaitu file suara
‘TrainingMati1.wav’ yang merupakan sampel suara
seorang laki-laki dalam keadaan normal, pada
frekuensi 8000Hz, resolusi 8bit. Tampilan sinyal suara
yang akan dikenali ditunjukkan pada Gambar 4.
Gambar 4. Tampilan Sinyal Suara
TrainingMati1.wav
Pemrosesan awal
Tahap pemrosesan awal dilakukan untuk
menyetarakan semua sinyal suara dan mengubah sinyal
suara dari analog menjadi digital.Pada tahap ini terdiri
dari normalisasi.
Proses normalisasi bertujuan untuk menyamakan
amplitudo maksimum sinyal suara sehingga tidak ada
pengaruh perubahan amplitudo pada pemrosesan
berikutnya. Normalisasi dilakukan dengan membagi
masing-masing nilai amplitudo diskrit dengan nilai
amplitudo maksimumnya.
Ekstraksi ciri (LPC)
Proses ekstraksi ciri mengubah representasi
amplitudo diskrit dalam domain waktu menjadi
representasi energi dalam domain frekuensi untuk
mendapatkan karakteristik sinyal suara. Ekstraksi ciri
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pada skripsi ini menggunakan metode Linear
Predictive Coding (LPC).
Piecewise Dinamic Time Warping
Proses pengenalan dilakukan dengan metode Piecewise
Dynamic Time Warping dan akan menghasilkan nilai
koefisien cepstral yang nantinya akan menjadi data
training yang akan disimpan dan digunakan sebagai
data pembanding untuk data input berikutnya.
Recognizing
Setelah training tersimpan, kemudian akan
dilakukan proses recognizing piecewise dynamic time
warping Tampilan proses Recognizing untuk file
‘FaridMati1.wav’ ditunjukkan pada Gambar 5
Proses pengenalan suara ini sama dengan cara
penyimpanan data training yaitu melalui normalisasi,
ekstraksi ciri dan, piecewise dynamic time warping.
Dalam proses ini akan dilakukan perbandingan antara
data training yang sudah tersimpan dengan data input.
Gambar 4.5 Tampilan Proses Recognizing
Hasil Pengujian
Proses training dilakukan pada 4 sinyal kata, yaitu 2
sinyal untuk masing-masing kata. Pengujian dilakukan
untuk mengetahui tingkat ketepatan untuk mengatur
gerak arah sesuai dengan perintah kata yang diberikan
dari sample orang yang berbeda.




1 FaridMati1.wav Mati Benar
2 FaridMati2.wav Mati Benar
3 FaridMati3.wav Mati Benar
4 FaridMati4.wav Mati Benar
5 FaridMati5.wav Mati Benar
6 NdutMati1.wav Mati Benar
7 NdutMati2.wav  Nyala Salah
8 NdutMati3.wav Nyala Salah
9 NdutMati4.wav Nyala Salah
10 NdutMati5.wav Nyala Salah
11 RibutMati1.wav Mati Benar
12 RibutMati2.wav Mati Benar
13 RibutMati3.wav  Nyala Salah
14 RibutMati4.wav Nyala Salah
15 RibutMati5.wav Mati Benar
16 UcuphMati1.wav Nyala Salah
17 UcuphMati.2wav Mati Benar
18 UcuphMati.3wav Mati Benar
19 UcuphMati.4wav Mati Benar
20 UcuphMati.5wav Mati Benar
Dari Tabel 1 didapatkan:
Jumlah data uji salah = 7
Jumlah data uji benar= 13
Jadi didapatkan tingkat akurasi WER sebesar:
WER (%) =  x 100% = 35%




1 FaridNyala1.wav Mati Salah
2 FaridNyala2.wav Mati Salah
3 FaridNyala3.wav Mati Salah
4 FaridNyala4.wav Nyala Benar
5 FaridNyala5.wav Mati Salah
6 NdutNyala1.wav Mati Salah
7 NdutNyala2.wav Nyala Benar
8 NdutNyala3.wav Nyala Benar
9 NdutNyala4.wav Mati Salah
10 NdutNyala5.wav Nyala Benar
11 RibutNyala1.wav Nyala Benar
12 RibutNyala2.wav Mati Salah
13 RibutNyala3.wav Nyala Benar
14 RibutNyala4.wav Mati Salah
15 RibutNyala5.wav Mati Salah
16 UcuphNyala1.wav Nyala Benar
17 UcuphNyala2.wav Nyala Benar
18 UcuphNyala3.wav Mati Salah
19 UcuphNyala4.wav Mati Salah
20 UcuphNyala5.wav Nyala Benar
Dari Tabel 2 didapatkan:
Jumlah data uji salah = 11
Jumlah data uji benar = 9
Jadi didapatkan tingkat akurasi WER sebesar:
WER (%) =  x 100% = 55%
Dengan nilai WER 55% untuk keseluruhan data
dengan rincian 35% untuk kata ‘Mati’, 55% untuk kata
‘Nyala’, maka membuktikan bahwa metode LPC dan
PDTW dapat digunakan untuk pengenalan pola suara.
Analisa Hasil Pengujian
Berdasarkan uji coba yang dilakukan pada sinyal
kata ‘Mati’ pada Tabel 4.1 didapatkan hasil:
Jumlah kata yang benar : 13
Jumlah kata yang salah : 7
Salah satu kata yang dikenali salah pada Tabel 4.1
tersebut adalah kata FaridMati1.wav. Kata tersebut
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h4 = 48.920
Dimana h1 merupakan hasil dari perbandingan
koefisien cepstral data uji FaridMati1.wav dengan data
training TrainingMati1.wav, h2 merupakan hasil
perbandingan koefisien cepstral data uji
FaridMati1.wav dengan data training
TrainingMati2.wav, h3 merupakan hasil dari
perbandingan koefisien cepstral data uji
FaridMati1.wav dengan data training
TrainingNyala1.wav, h4 merupakan hasil dari
perbandingan koefisien cepstral data uji
FaridMati1.wav dengan data training
TrainingNyala2.wav.
Untuk menentukan output dilakukan pemilihan nilai
paling minimum dari h1 sampai dengan h4. Jika nilai
minimum tersebut h1 atau h2 maka output ‘Mati’, jika
nilai minimum h3 atau h4 maka output ‘Nyala’.
Pada kata FaridMati1.wav nilai paling minimum
adalah h2, yaitu 10.591, sehingga output yang muncul
adalah ‘Mati’. Hal ini dikarenakan pada sinyal kata
tersebut memiliki perbedaan amplitudo yang cukup
besar dengan sinyal dari data training, sehingga
koefisien cepstral yang dihasilkan dari metode LPC
juga memiliki disparitas yang cukup besar. Dan saat
dilakukan proses pengenalan menggunakan metode
PDTW, didapatkan hasil jarak terdekat atau paling
minimum dengan kata ‘Mati’ pada data training
sehingga sinyal suara tersebut dikenali sebagai kata
‘Mati’.
Sebagai contoh, berikut adalah analisa untuk kata
‘Mati’ dari data training TrainingMati1.wav,serta
TrainingMati2.wav dan data uji FaridMati1.wav,
FaridMati2.wav, FaridMati3.wav, FaridMati4.wav,
dan FaridMati5.wav.
Tabel 3. Koefisien Cepstral Sinyal
Frame TrainingMati1 TrainingMati2 FaridMati1 FaridMati2 FaridMati3 FaridMati4 FaridMati5
1 183.02 184.57 183.23 184.84 184.57 184.48 182.75
2 -7215.7 -7338.1 -7240.4 -7397.1 -7379.4 -7378.3 -7186.7
3 -6507.6 -6608.6 -6518.4 -6656.4 -6642.9 -6623.7 -6474.5
4 -5848.7 -5952.4 -5866.1 -5987.9 -5979.6 -5977.3 -5821.7
5 -5257.2 -5357 -5278.9 -5383.1 -5382.3 -5372.7 -5235.3
6 -4730.3 -4826.2 -4740.2 -4841.8 -4841.9 -4815.9 -4709.6
7 -4256.4 -4330.5 -4273.7 -4360.9 -4354.6 -4336.4 -4237.5
8 -3823.4 -3893.7 -3838.7 -3915.4 -3922.4 -3901.6 -3809
9 -3425.8 -3498.2 -3449.3 -3512.3 -3525.4 -3499.7 -3426.5
10 -3087.7 -3133 -3092.1 -3164.8 -3163.9 -3148.3 -3071
11 -2772.8 -2819.7 -2779.1 -2834.5 -2842.2 -2822.3 -2756.8
12 -2481.3 -2530.8 -2492.9 -2543.3 -2552.3 -2533.3 -2473.2
13 -2230.1 -2269.5 -2233.3 -2280.1 -2286.3 -2270.9 -2215.9
14 -1997.1 -2033.2 -2001.2 -2041.6 -2047.1 -2033.7 -1985.2
15 -1786.1 -1819.9 -1790.8 -1827.3 -1832.3 -1820.9 -1775.2
16 -1597.5 -1627.1 -1601 -1634.1 -1638.9 -1628 -1587.9
17 -1426.3 -1453.2 -1429.5 -1459.7 -1463.1 -1453.9 -1417.7
18 -1272 -1296.4 -1275 -1302.4 -1305.6 -1297.2 -1264.4
19 -1132.9 -1153.9 -1135.4 -1160.4 -1163 -1155.3 -1125
20 -1006.9 -1028.9 -1009.6 -1031.5 -1034.6 -1028.2 -1003.3
21 -893.78 -911.96 -895.94 -916.47 -918.46 -69333.7 -67583.6
22 -791.44 -808.16 -792.91 -810.96 -813.84 -911.72 -885.5
23 -698.8 -712.09 -699.5 -716.44 -720.46 -806.12 -786.77
24 -614.98 -629.6 -618.51 -631.95 -634.23 -714.98 -691.28
25 -540.64 -551.93 -543.82 -552.96 -556.67 -629.31 -611.72
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26 -472.04 -482.3 -473.27 -486.23 -488.66 -551.65 -535.13
27 -411.47 -421.34 -414.1 -422.66 -423.27 -484.95 -466.89
28 -353.42 -364.52 -358.41 -365.79 -369.45 -421 -408.08
29 -305.68 -313.32 -307.57 -315.02 -317.12 -366.06 -351.16
30 -259.71 -268.05 -263.14 -269.68 -270.57 -313.69 -303.06
31 -219.71 -226.69 -222.35 -228.09 -229.76 -269.29 -257.87
32 -183.02 -189.3 -184.99 -190.98 -192.16 -227.53 -217.09
33 -150.18 -155.51 -152.25 -157.09 -157.72 -189.89 -180.85
34 -120.18 -125.24 -121.84 -126.46 -127.09 -156.16 -148.36
35 -93.192 -97.755 -94.77 -98.866 -99.346 -125.72 -118.36
36 -68.932 -72.927 -70.296 -73.892 -74.377 -98.072 -91.569
37 -46.792 -50.469 -48.036 -51.356 -51.804 -73.281 -67.393
38 -26.764 -30.106 -27.898 -30.898 -31.341 -50.807 -45.453
39 -8.5509 -11.593 -9.581 -12.318 -12.734 -30.406 -25.521
40 -4.2908 -26.786 12.648 21.95 24.464 -11.868 -7.4235
Total -67936.4 -69235.4 -68148.9 -69585.9 -69637.8 -69333.7 -67583.6
Dari jumlah total koefisien cepstral tersebut dapat
diketahui selisih dari masing-masing sinyal kata, yang
ditampilkan pada Tabel 3.







Dari Tabel 4. terlihat bahwa sinyal FaridMati1.wav
- FaridMati5.wav memiliki selisih yang kecil dengan
data training. Hal inilah yang menyebabkan metode
PDTW menghasilkan keputusan yang sesuai dengan
data training yaitu kata ‘Mati’.
Pada sebagian besar sinyal kata yang dikenali salah
juga memiliki masalah perbedaan amplitudo yang
cukup besar dengan sinyal dari data training, sehingga
koefisien cepstral yang dihasilkan dari metode LPC
juga memiliki disparitas yang cukup besar sehingga
membuat perhitungan PDTW menghasilkan keputusan
yang salah.
Pada sinyal kata uji coba yang dikenali benar,
memiliki jarak terdekat atau paling minimum sesuai
dengan data training. Hal ini berarti koefisien cepstral
sinyal kata uji coba yang dihasilkan oleh metode LPC
memiliki selisih paling minimum dengan koefisien
cepstral data training masing-masing kata. Sehingga
output sistem pengenalan sesuai dengan sinyal kata
yang di-input-kan.
KESIMPULAN
Berdasarkan hasil uji coba yang telah dilakukan,
maka dapat diambil kesimpulan antara lain:
1. Metode Linear Predictive Coding (LPC) sebagai
metode ekstraksi ciri serta metode Piecewise
Dynamic Time Warping (PDTW) sebagai metode
pengenalan untuk menyelesaikan permasalahan
sistem pengenalan pola suara telah berhasil
diimplementasikan.
2. Dari uji coba terhadap 80 data uji dari 4 kata
didapatkan nilai Word Error Rate (WER) untuk
kata ‘Mati’ sebesar 35%, kata ‘Nyala’ sebesar 55%.
Total kata yang dikenali salah terdapat 18 sinyal
kata, sehingga total WER didapatkan 45% dan
akurasi metode PDTW sebesar 55% untuk dua kata.
Dari 2 kata yang dikenali salah tersebut memiliki
perbedaan amplitudo yang cukup besar, sehingga
koefisien cepstral yang dihasilkan berbeda jauh
dengan koefisien cepstral pada data training dan
mengakibatkan pengambilan keputusan yang salah
dari perhitungan nilai minimum metode PDTW.
DAFTAR PUSTAKA
[1] Al Fatta, Hanif. 2009. Rekayasa Sistem Pengenalan
Wajah. ANDI OFFSET. Yogyakarta.
[2] Chu, S. Keogh, E. Hart, D. danPazzani, M. 2007.
Iterative Deepening Dynamic Time Warping for
Time Series. University of California.
California.
[3] Cook, S.C. 2002. Speech Recognition HOWTO.
GNU Free Documentation License.




goritma DTW (Dynamic Time Warping).
Universitas Kristen Petra. Surabaya.
[5] Deller. 2002. Linear Prediction. Speech Processing
Handbook.
[6] Helwig, N.E. Hong, S. dan Hsiao-Wecksler, E.T.
2009. Time-Normalization Techniques for Gait
Data. University of Illinois at Urbana-
Champaign.
[7] Irfani, A. 2006.Algoritma Viterbi dalam Metode
Hidden Markov Models pada Teknologi Speech
Recognition. Institut Teknologi Bandung.
Bandung.
PERANCANGAN ………TIME WARPING [ANIS QUSTONIAH]
17
[8] Jones, D.L. Appadwedula, S. Berry, M. Haun, M.
Janovetz, J. Kramer, M. Moussa, D. Sachs, D.
dan Wade, B. 2009.Speech Processing: Theory
of LPC Analysis and Synthesis. The Connexions
Project.
[9] Keogh, E.J. dan Michael J. Pazzani. 2000. Scaling
up Dynamic Time Warping for Datamining
Applications. University of California.
California.
[10] Levy, C. Linares, G. danNocera, P. Comparaison
of Several Acoustic Modeling Techniques and
Decoding Algorithms for Embedded Speech
Recognition Systems. University of Avignon.
France.
[11] Marques de Sá, J.P. 2001. Pattern Recognition:
Concept, Methods and Applications. Springer-
Verlag Berlin Heidelberg. Germany.
[12] Oates, T. Firoiu, L. dan Cohen, P.R. Clustering
Time Series with HMM and DTW.University of
Massachusetts. Massachusetts.
[13] Owen, F. J. 1993. Signal Processing of Speech.
McGraw-Hill Inc. New York.
[14] Proakis. 1995. Pemrosesan Sinyal Digital
(Prinsip-prinsip, Algoritma, dan Aplikasi).
Prentice-Hall International, Inc. Singapore.
[15] Rabiner. 1993. Fundamentals of Speech
Recognition. PTR Prentice Hall: Englewood
Clift. New Jersey.
[16] Rachmawati, A. 2009. Pengenalan Suara
Menggunakan Linear Predictive Coding (LPC),
Vektor Kuantisasi dan Metode Hidden Markov
Model (HMM). Universitas Brawijaya. Malang.
[17] Sudirman, R.Salleh, S. dan Ming, T.C. 2005. NN
Speech Recognition Utilizing Aligned DTW
Local Distance Scores. Universiti Teknologi
Malaysia. Malaysia.
[18] Theodoridis, S. dan Konstantinos Koutroumbas.
2006. Pattern Recognition Third Edition.
Academic Press. UK.
