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In this Letter we show that a bifurcation cascade and fully sustained turbulence can share the
phase space of a fluid flow system, resulting in the presence of competing stable attractors. We
analyse the toroidal pipe flow, which undergoes subcritical transition to turbulence at low pipe
curvatures (pipe-to-torus diameter ratio) and supercritical transition at high curvatures, as was
previously documented. We unveil an additional step in the bifurcation cascade and provide evidence
that, in a narrow range of intermediate curvatures, its dynamics competes with that of sustained
turbulence emerging through subcritical transition mechanisms.
The origin of turbulence is one of the outstanding prob-
lems in classical physics and dynamical systems theory.
More than 130 years after the seminal experiments by
Osborne Reynolds, it is still a matter of debate [1, 2].
Not only is it of scientific and engineering interest for
the fluids community [3], but it also serves as a proving
ground for the study of open complex dynamical systems
and chaos theory. Many systems appearing in Nature
present multiple solutions and exhibit complex routes to
chaos, examples include the magnetic cycles of stellar dy-
namos [4], large-scale oscillations and bursts in tokamak
plasmas [5], as well as a number of physico-chemical sys-
tems [6]. A flow can naturally transition to turbulence
as a consequence of linear instabilities (supercritical tran-
sition). However, turbulence can also appear in linearly
stable flows subjected to sufficiently strong perturbations
(subcritical, or by-pass, transition). These two scenarios
do not typically coexist in hydrodynamical systems and
whether one observes supercritical or subcritical transi-
tion depends on the characteristics of the dynamical sys-
tem or the governing parameters [7, 8]; evidence of their
interaction is scarce [9, 10].
The flow between two rotating cylinders—Taylor–
Couette flow—is a classic example of transition initi-
ated by linear instabilities (see Ref. [11] and references
therein). When a governing parameter of the system—
typically the Reynolds number Re in fluid dynamics—
is increased past a critical value, the system undergoes
a supercritical Hopf bifurcation and the stable state of
the flow changes from a steady fixed point to a peri-
odic limit cycle. A further increase of the governing
parameter causes a secondary Hopf (Neimark–Sacker)
bifurcation [12], which renders the limit cycle unstable
and introduces a new frequency in the flow, increasing
its spatio–temporal complexity. The system can reach
a chaotic state following a third bifurcation. Taylor–
Couette flow, in certain configurations, actually follows
a Ruelle–Takens scenario [13] as was established experi-
mentally in Ref. [14].
In linearly stable flows, on the other hand, subcritical
bifurcations may occur and transition from a state to an-
other is triggered by the introduction of finite-amplitude
perturbations. This is a predominantly nonlinear pro-
cess that relies on the existence of a non-trivial set other
than the laminar state [15]. Relaminarising and tran-
sitional trajectories are separated in phase space by a
manifold known as the “edge of chaos” [16–18]. The tra-
jectories that make their way to the turbulent attractor
are generally organised around a set of unstable solutions,
e.g., travelling waves or relative periodic orbits, at least
at low Reynolds numbers [19, 20]. Flows in channels and
pipes are examples of this scenario, and are dominated by
large-scale spatial and temporal intermittency at the on-
set of turbulence. Only recently theoretical models have
been shown to capture the complex physics of transition
and match laboratory measurements [21–23]. Notably,
there is an increasing body of experimental and numer-
ical evidence suggesting an analogy between subcritical
transition and non-equilibrium phase transition of the
directed percolation type [22, 24, 25]. The accuracy of
this analogy is still a matter of debate [23, 26], but it is
clear that flow structures encountered in subcritical and
supercritical transition scenarios are fundamentally dif-
ferent in nature, and their description is rooted in distinct
theoretical grounds.
Only a few flow cases present both transition scenarios.
Taylor–Couette flow undergoes a sequence of supercriti-
cal bifurcations when the cylinders are co-rotating, while
subcritical transition is observed when the cylinders are
counter-rotating [11, 27, 28]. A similar behaviour is ob-
served in rotating plane Couette flow [29]. In both cases,
however, the two transition scenarios were not known to
interact with each other until the present study and one
contemporary to it [10]. In spatially developing boundary
layers recent work suggests that at high Reynolds num-
bers the edge of chaos can effectively be interpreted as
a manifold dividing classical supercritical and subcritical
bypass-type transition [8].
The flow in a bent pipe is a rare case in which the
nature of transition is altered without such a clear sepa-
ration. The change takes place as the pipe-to-torus diam-
eter ratio δ = D/DT is gradually increased [30] and will
be the focus of this Letter. Figure 1 sets the stage by pre-
senting an overview of this flow case in the (δ, Re) param-
ar
X
iv
:1
90
4.
13
31
4v
4 
 [p
hy
sic
s.f
lu-
dy
n]
  4
 D
ec
 20
19
20.01 0.02 0.03 0.04 0.05
2000
3000
4000
5000
6000
FIG. 1. Portion of the δ −Re parameter space of the flow in
a toroidal pipe. Experimental and numerical data from the
literature are reported as well as the location of the present
computations. The gray shaded area indicates the approxi-
mate boundaries of the critical point, where subcritical tran-
sition and a bifurcation cascade coexist. Filled downward-
pointing triangles indicate spatially expanding turbulence,
while empty triangles relaminarization. The data from Sreeni-
vasan & Strykowsky (Ref. [32]) is the curve they refer to as
the “conservative lower critical limit”. The data from Ku¨hnen
et al. (Ref. [30]) denote 50% intermittency at low curvatures
and the appearance of the supercritical travelling wave above
the critical point.
eter space. Transition to turbulence is subcritical at low
curvatures and qualitatively similar to the one in straight
pipes [30–32]. For larger δ, instead, transition is initiated
by a supercritical Hopf bifurcation [30, 32–34] and all el-
ements point towards a bifurcation cascade [33]. The dy-
namics of the flow at intermediate curvatures, however,
remains largely unexplored, leaving unanswered the ques-
tion of whether the two transition scenarios interact, and
if so how. In this Letter we address this question and
show that characteristic structures of a bifurcation cas-
cade and a subcritical transition scenario can coexist at
a fixed combination of all governing flow parameters.
For the same combination of δ and Re, we find
two competing attractors with complementary basins,
namely sustained turbulence and a stable travelling
wave (relative equilibrium) originated by the supercrit-
ical Hopf bifurcation predicted by linear theory. This
is in contrast with what can be observed, e.g., in a
linearly unstable channel flow, where only one asymp-
totic state exists regardless of whether transition is
caused by Tollmien–Schlichting waves or by by-pass
mechanisms [35]. Bent pipes are not the first flow
case for which two competing stable—but not necessar-
ily steady—solutions are documented, see, e.g. Taylor–
Couette flow [27] or the flow through a sinuous steno-
sis [36]. However, the competing solutions in Taylor–
Couette appear to be either all of supercritical type or
reached through a hysteresis cycle [10], while those in a
stenotic flow belong to two branches originated by the
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FIG. 2. Power spectral densities (PSD) and corresponding
phase space representations for point velocity measurements
at δ = 0.05 and Re = 4000 (a), Re = 4500 (b), and Re = 6000
(c). Yellow lines represent the PSD of radial velocity ur, while
blue lines that of the azimuthal component uθ.
same saddle–node bifurcation, and do not bear the im-
print of the two fundamentally different transition sce-
narios. We perform direct numerical simulations (DNS)
of the flow in a toroidal pipe [37] and articulate our anal-
ysis in two steps.
First, we shed light on the bifurcation cascade at large
curvatures, and provide evidence for a secondary Hopf
bifurcation. The occurrence of a second bifurcation was
“conjectured” in Ref. [30] but “could not be pinpointed”
experimentally (quotations from Refs. [30, 33]). Second,
we move our attention to the region of the parameter
space where the neutral curve of the flow intersects the
threshold for subcritical transition [38], hereafter referred
to as critical point, see Fig. 1.
Regarding the bifurcation cascade, we focus on cur-
vature δ = 0.05, which is far enough from the critical
point to guarantee no influence of the subcritical transi-
tion scenario. By means of a modal stability analysis we
verified that the steady flow becomes linearly unstable at
Re = 3713 and nonlinear simulations up to Re = 4000
confirmed the nature of the supercritical Hopf bifurca-
tion [34]. Figure 2(a) depicts the state of the system
at this Reynolds number: the flow is constituted by a
travelling wave generated by the first supercritical Hopf
bifurcation and all trajectories in the phase space eventu-
ally converge to the corresponding relative equilibrium.
The power spectral density (PSD) of the velocity sig-
nal at a fixed point presents an isolated peak at fre-
quency f1 ≈ 0.48, followed by its harmonics (made di-
mensioneless with bulk velocity and pipe diameter, i.e.
f = f∗D/U). On the other hand, a PSD analysis of
integral quantities, such as the kinetic energy Ek and
friction factor f , reveals no frequencies (except zero fre-
quency). This is expected for systems with continuous
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FIG. 3. Snapshots of the flow for δ = 0.022, Re = 5050 along the three trajectories in Fig. 4. (a) corresponds to the (blue)
travelling wave, (b) to the intermediate (orange) trajectory that returns to the travelling wave, while (c) is along the (red)
trajectory that converges to sustained turbulence.
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FIG. 4. Trajectories in the kinetic energy–friction factor
phase space at the critical point, δ = 0.22, Re = 5050. Ar-
rowheads indicate the direction of time, and Ek and f are
normalized by their respective values for the (unstable) lam-
inar flow. The filled circle, plus and cross markers indicate
the location of the snapshots in Fig. 3. It is expected that
for turbulent flow both Ek and f are lower than for the lam-
inar flow, as this curvature range is subject to sublaminar
drag [39]. Being just above the neutral curve, Re = 5013 at
this curvature, the travelling wave is still very close (< 1%)
to the unstable laminar flow.
symmetries, as the true dimension of the system is re-
vealed in a symmetry-reduced phase space only—such as
that constituted by Ek and f—see e.g. Ref. [40]. Upon
increasing the Reynolds number well beyond the critical
one, the system undergoes a secondary Hopf bifurcation
to what appears as a quasi-periodic state in the velocity
state space, but is actually a relative periodic orbit in a
symmetry-reduced state space. The attractor appears as
a T 2 torus in the velocity space, depicted in figure 2(b)
for Re = 4500, and the PSD of the point velocity sig-
nal presents two incommensurable frequencies, f2 ≈ 0.22
and f3 ≈ 0.37, with their linear combinations and higher
harmonics. Once again, the PSD of integral quantities
shows one less frequency, indicating that the flow is on a
relative periodic orbit. As the Reynolds number is in-
creased further the flow eventually becomes turbulent
in the whole pipe. The trajectory in the correspond-
ing phase space is chaotic and the PSD of both point-
and integral quantities is characterised by a broadband
spectrum, see Fig. 2(c). Further bifurcations could not
be accurately pinpointed with additional simulations be-
tween Re = 4500 and 6000, but only the appearance
of broadband noise and eventually chaos. If this sys-
tem were to follow a Ruelle–Takens route, either one of
two scenarios could be observed between Re = 4500 and
6000: a Neimark–Sacker bifurcation would lead the sys-
tem to a T 2 torus—in the Ek − f phase space—followed
either by a direct transition to chaos, or by a fourth bi-
furcation to a T 3 torus before the appearance of chaos.
However, three-frequency tori are rare in hydrodynam-
ical systems, albeit not impossible [41]. We conclude
that, for curvatures sufficiently larger than the ones at
which subcritical transition occurs, from δ ≈ 0.025 up
to unity, the flow indeed undergoes a bifurcation cascade
that leads it to chaos, similarly to what is observed for
Taylor–Couette [27].
We now turn our attention to the critical point, i.e.
the area within 0.02 . δ . 0.03 and 4000 . Re . 5000.
These boundaries are approximate, as is the grey shaded
area in Fig. 1. In this region of the parameter space
we perform DNS in domains of length Ls = 4–8λs—
corresponding to approximately 10–20D—where λs is the
wavelength of the travelling wave predicted by the linear
theory at each curvature [42]. As a first step we ver-
ify that both sub- and supercritical behaviours can still
be isolated. In order to check for subcritical behaviour
we perform DNS for δ = 0.022 and Re = 4500 (point
A in Fig. 1). Each simulation is initialised with a sin-
gle turbulent puff, selected from the ones computed in
Ref. [31], which expands—becoming a slug at this Re—
4and fills the whole computational domain with turbu-
lent flow, in agreement with the findings in Refs. [30–
32]. At this Reynolds number, in fact, we are above
the intermittency range where turbulent puffs are ob-
served [30–32]. An appropriate perturbation is sufficient
to initiate the by-pass mechanism that renders the flow
homogeneously turbulent. The second test, to check for
supercritical behaviour, is at δ = 0.028 and Re = 4600
(point B in Fig. 1). This point is located below the sub-
critical transition threshold and just above the neutral
curve—which for this curvature marks the first Hopf bi-
furcation at Re = 4570. The flow is initialised with a
parabolic streamwise velocity profile perturbed with ei-
ther random noise or the unstable eigenmode, as was
done in Ref. [34]—in both cases increasing the energy
of the flow field by approximately 1%. These simula-
tions always converge to the nonlinear travelling wave
created by the supercritical Hopf bifurcation, confirming
the supercritical transition route previously discussed for
δ = 0.05.
Having established both behaviours—subcritical in
point A and supercritical in B—close to criticality, we ex-
plore the region above the neutral curve between points
B and C. We investigate three pairs of (δ,Re), i.e.
(0.026, 4750), (0.024, 4900), and (0.022, 5050), the latter
corresponding to point C in Fig. 1, which is analysed in
detail in the following and in Figs. 3 and 4.
Unlike in other regions of the parameter space, for
(δ,Re) = (0.022, 5050) the flow shows sensitivity to ini-
tial conditions, which dictate its asymptotic state. For
these critical values of δ and Re an initial condition con-
sisting of a randomly perturbed parabolic velocity profile
slowly converges to a stable nonlinear travelling wave,
as predicted by the modal analysis and as observed for
higher curvatures. The flow trajectory projected on the
energy–friction phase space collapses to a single point,
illustrated in blue in Fig. 4. On the other hand, if the
laminar flow is perturbed with a sufficiently energetic lo-
calised disturbance—a puff in our case—the disturbance
grows and invades the whole length of the pipe, turning
the flow into a persistently turbulent state [43] through a
subcritical-like transition process (red line in Fig. 4). For
this particular combination of δ and Re, sufficiently en-
ergetic means that the kinetic energy of the puff accounts
for more than 4.8% of the kinetic energy of the flow field.
If the puff has lower initial energy, it will only transiently
grow in size before eventually disappearing (orange line
in Fig. 4). In this case the flow state visits the neigh-
bourhood of the turbulent attractor in phase space, but
eventually converges to the travelling wave. Snapshots of
the flow taken from these three different trajectories are
reported in Fig. 3 which visually illustrates the tempo-
rary coexistence of travelling wave and puff.
The flow behaviour discussed in the present work
clearly shows that a narrow region of the parameter space
(δ,Re) presents two attractors, evidence of two com-
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FIG. 5. Sketch of the phase space at criticality. The left pane
illustrates the behaviour of the system before the bifurcation:
the steady state is stable and turbulence is reached via sub-
critical transition—point A in Fig. 1. The right pane shows
the state of the system after the supercritical Hopf bifurca-
tion: the steady state is now unstable and the first step of a
bifurcation cascade has appeared in the form of a travelling
wave—point C in Fig. 1, illustrated in detail in Figs. 3 and 4.
pletely different system dynamics, which compete and
have complementary and finite basins of attraction. The
two attractors represent sustained turbulence and the
travelling wave originated by a supercritical Hopf bifur-
cation. In analogy with the generally accepted picture of
the phase space for subcritical flows, we sketch a modi-
fied phase space in Fig. 5 where the laminar, steady-state
attractor is replaced by the travelling wave and a saddle
state acts as a mediator between flow trajectories. The
two attractors documented in this Letter embody two
entirely different transition scenarios, which are shown
to coexist in a fluid system, and lead the flow to two
diametrically opposed unsteady asymptotic states.
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