Abstract-In this paper, Spectral Angle Mapper (SAM) and Spectral Information Divergence (SID) classification approaches were used to classify hyperspectral image of Georgia, USA, using Environment of Visualizing Images (ENVI). It is a software application used to process and analyze geospatial imagery. Spatial, spectral subset and atmospheric correction have been performed for SAM and SID algorithms. Results showed that classification accuracy using the SAM approach was 72.67%, and SID classification accuracy was 73.12%. Whereas, the accuracy of SID approach is better than SAM approach. Consequently, the two approaches (SID and SAM) have proven to be accurately converged in classification of hyperspectral image of Georgia, USA.
I. INTRODUCTION
Hyperspectral imaging is spectral imaging technique that is able to find materials, identify and distinguish spectrally unique materials. This is done by collecting and processing hundreds of contiguous narrow wavebands from the scene, which provide spectral information [1] . Collecting the information is done by using an airborne or satellite sensor at a short, medium or long distance from the scene [2] .
The main advantage of hyperspectral image is the potential to provide more accurate results than any other type of remotely sensed data, because they commonly collect more than 200 spectral bands to perform a detailed information extraction in order to classify, identify, and detect objects. [2] [3] [4] .
In contrast to traditional multispectral sensors such as AVHRR (Advanced Very High Resolution Radiometer) that measures radiation reflected from a scene in three to six spectral bands of data [4] [5] . This small range of spectral bands is a primary disadvantage to multispectral sensors [5] .
The main disadvantage of hyperspectral images is the need for sensitive detectors, fast computers, and significant data storage capacity for processing hyperspectral data. This led to an increase of the cost of acquiring and processing hyperspectral data [6] . Some of the practical applications for hyperspectral image classification are: Agricultural, Traffic recognition, Locate objects in satellite images, Medical.The majority usage of hyperspectral imaging is for vegetation and minerals extraction [8] . Classification is identified as the Information extraction technique that is mostly based on analyzing the spectral reflectance properties of the study scene and performing certain algorithms designed for spectral analysis [9] . It is known by the method that group pixels with similar characteristics together in an image and, indeed, the spectral pattern present within the data for each pixel is used as the numerical basis for classification. The objective of image classification is to identify the features occurring in an image in terms of the object or type of land cover these features actually represent on the ground as shown in Fig.1 .
Image classification is an important part of the remote sensing, image analyzing and pattern recognition. It forms a significant tool for digital images examination. Image classification is perhaps the most important part of digital image analysis. It is really nice to have a colorful image, having a magnitude of colors illustrating various features of the underlying terrain, but it is quite useless, unless to know what the colors mean. The analyst must choose a classifier that will accomplish the best for a certain task. Now a days, it is difficult to state which classifier is optimum for all situations as the characteristic of each data set and the circumstances for each study vary so greatly [10] . There are two main approaches used in hyperspectral classification: Supervised and Unsupervised [9] . In supervised techniques, the training areas are used which are homogeneous representative samples of the different surface types of interest. All the spectral bands of the pixels comprising these areas have numerical information [11] . The algorithm assign some pixels to information classes based on fieldwork, map analysis, and personal experience. Then, the algorithm classifies the rest pixels with unknown identities. The procedure starts by the user selecting and naming areas on the image, which correspond to the classes of interest. These classes correspond to information classes. Then, the algorithm will evaluate and assign unknown identity pixels to the class that has the highest likelihood of being a member.
Unlike the unsupervised classification, that depends on algorithms with statistically determined criteria to automatically organize pixels into unique groups with similar spectral characteristics [12] .
There The paper is organized as follows. The study area and data set used in our work is given in Section II. The steps followed in our work in sequence are: applying Hyperion tool, sub setting, atmospheric correction, classifying is given in Section III. The results obtained using this methodology are presented and discussed in Section VI. Section V, concludes and summarizes the observations obtained by using this approach.
II. STUDY AREA AND DATA SET
The study area is located in Georgia, US. Hyperspectral data was acquired on August 2009, using hyperspectral data from EO-1 Hyperion system. The test area covers about 1 km 2 . This area has a lot of vegetation scene. It is downloaded from United States Geological Survey (USGS), which is a scientific agency of the United States government.
III. METHODOLOGY
First, Hyperion tool is applied on study dataset. Then, preprocessing of hyperspectral dataset include Spatial, spectral subset and atmospheric correction have been performed. Finally, SAM and SID supervised classification algorithms are applied.
A. Hyperion Tool
Hyperion tool is used to convert Geo TIFF datasets into ENVI format files that contain wavelength, and band information [12] [13] . The study dataset was in a form of 242 files with .TIF extension each representing a certain band so these bands has to be collected to form one image having all bands using this tool.
B. Preprocessing of Hyperspectral Data (Spatial and Spectral Subset)
It is often mandatory to perform the preprocessing on hyperspectral data to extract useful information from scene. This utilizes the processor by only processing needed data for the study area and improves the classification performance in hyperspectral imagery [15] . The data has been subjected to spatial and spectral subset to extract unwanted information.


Spatial Subset
Performing image spatial sub setting is resizing the hyperspectral image to any size or aspect ratio by using ordered cutting that is focused on selecting the area of study in a square shape.

Spectral Subset
It is based on identifying bad bands the ones that will not help in the study area. It will only cause over processing on the processor. ENVI headers may have associated information for the bad bands list. Mostly first and last bands are bad in hyperspectral images. The study area image contains 242 bands, but after the elimination of bad bands it only have 155. The atmosphere particles reduces the amount of incoming energy from the sun reaching Earth's surface and further reduce the amount of reflected energy reaching the sensor. Therefore, the energy reached to the sensor may be changed due to atmosphere interaction with incoming and reflected solar energy. So, little information would be gained from the scene.
C. Atmospheric correction
Atmospheric correction attempts to minimize these effects on image spectra, so, it must be applied to correct the image of the effect of atmospheric gases, and through the use of ENVI it can correct the captured image of the effects of atmosphere [15] .
QUAC (QUick Atmospheric Correction) is an approach for a sophisticated atmospheric correction, whereas, from the information contained within the scene the parameters directly are determined. The QUAC method is one of the best atmospheric correction methods, because it has a user-friendly interface, extremely accurate, and significantly fast [15] .
D. Supervised Classification Approaches
In the processing phase, classification is applied on corrected image, using two classification approaches SAM and SID.
 SAM Classification Approach
In SAM Approach the spectral similarity between two spectra is computed. This is by calculating the angle between each pixel spectrum and each target spectrum. The smaller the angle is, the more likely to belong to the reference spectra. It treats the two spectrum as vectors, not taking into account their magnitude. This technique is relatively insensitive to changes in pixel illumination because increasing or decreasing illumination doesn't change the direction of the vector, only its magnitude. Endmember spectra is extracted directly from the study area image using the library USGS library by selecting Endmembers of interest. So, it will compare the spectral signature for each pixel in study dataset to the spectral signature of selected vegetation Endmember in the library [6] , [7] see Fig. 2 .
 Spectral Information Divergence
Spectral Information Divergence (SID) is a spectral classifier that uses a divergence measure to match pixels to reference spectra. The more likely the pixels are similar, the smaller the divergence. Pixels are not classified when they with a measurement greater than the specified maximum divergence threshold. SID measures spectral variability of a single mixed pixel from a probabilistic point of view [16] , [17] .
Endmember spectra are extracted directly from the study area image using the USGS library by selecting Endmembers of interest. The divergence of spectral signature is calculated for each pixel in study area to the spectral signature of a selected vegetation Endmember in the library see Fig. 3 . 
IV. RESULTS AND DISCUSSION
The classification result of study dataset using SAM approach is shown in Fig.4 . Table 1 shows SAM classification of the entire study area image where Bay Laurel is the mostly found vegetation in this area of Georgia, whereas, 4.172% of the image is classified as Bay Laurel. Also, there were no identification for Chamise (Flower), Chamise (Green), and Coast Redwood (Green). The classification result for the study dataset after applying SID is represented in Fig.5 . Table 2 shows SIM classification. I shows that Jasper Ridge Serpentine is the mostly found vegetation in this area of Georgia, whereas, 41.534% of the image is classified as Jasper Ridge Serpentine. Also, there were no identification for California Valley Oak, and Coast Redwood (Green). In order to differentiate statistically between the two classifications results, accuracy assessments has to be performed on SAM and SID to differentiate between their classifications results.
The correctness of classified images is determined by the accuracy assessments. The correlation between a standard that is assumed to be correct and an image classification of unknown quality is considered as the measure of accuracy. So, at the beginning, the verification samples must be stated, which are used in ENVI as a standard for the accuracy assessments of the classifications performed. Then, generate random sampling for them. Finally, calculate the accuracy assessment by the confusion matrix.
The verification samples were chosen by using certain pixels that has spectral signature with a close match to the spectral signature of materials used in this work classification, which are found in the USGS spectral library, as shown in Fig.5 , the spectral signature for Leather Oak in the USGS Spectral library, which is presented with the color green. This signature is used as a reference spectral to find pixels in study area image that has a spectral signature close to it, where the closest match was for pixels having the spectral signature colored in green, as shown in Fig.6 . Also, Red Willow sandstone verification samples were generated following the same method, where the spectral signature for Red Willow in the USGS Spectral library, is shown in Fig.5 , and the closest match to it was for pixels having the spectral signature, as shown in Fig.6 . Using region of interest (ROI) Tool, the verification samples on the original hyperspectral image are drawn manually.
After that, a random sample is generated, which is used to find pixels in the image that has a spectral signature with a close match to the spectral signature of ROI pixels, because it is helpful and can be valuable in supporting classification accuracy assessments. The stratified random sampling is used, also called proportional or quota random sampling. It involves dividing the population (all of the ROIs) into homogeneous subgroups (the individual ROIs) then taking a simple random sample in each subgroup. The used sampling technique proportionate, which means the sampling produces sample sizes that are directly related to the size of the classes (that is, the larger the class, the more samples will be drawn from it).
Finally, , the Confusion Matrix is used to show the accuracy of a classification by comparing a classification result with ground truth information. A confusion matrix is calculated using ground truth ROIs previously determined. Table 3 shows the Confusion Matrix for SAM, and Table 4 shows the confusion matrix of SID.
The overall accuracy for SAM is 72.67%, and 73.12 for the SID. So, the SID has given a better classification for the study area image.
V. CONCLUSIONS
In this paper, the potential use of SAM, and SID classifiers combined with the EO-1 Hyperion imagery analysis for deriving total vegetation is achieved. They are applied in a test site representative in study area in Georgia, USA, as that is one of the famous vegetation areas. SID and SAM approaches use the same set of training and validation points selected over the acquired EO-1 Hyperion imagery, which allowed a direct comparison of their performance. The overall accuracy was reported as 72.67% for the SAM classification SID has a better result on study area image, because SAM approach is insensitive since it depends on the spectrum direction and not the length of the spectra unlike the SID that measures the discrepancy between each pixel spectrum and a reference spectrum. 
