Recently, neural network based approaches have achieved significant improvement for solving large, complex, graph-structured problems. However, their bottlenecks still need to be addressed, and the advantages of multi-scale information and deep architectures have not been sufficiently exploited. In this paper, we theoretically analyze how existing Graph Convolutional Networks (GCNs) have limited expressive power due to the constraint of the activation functions and their architectures. We generalize spectral graph convolution and deep GCN in block Krylov subspace forms and devise two architectures, both with the potential to be scaled deeper but each making use of the multi-scale information in different ways. We further show that the equivalence of these two architectures can be established under certain conditions. On several node classification tasks, with or without the help of validation, the two new architectures achieve better performance compared to many state-of-the-art methods.
Introduction and Motivation
Many real-world problems can be modeled as graphs [12, 16, 23, 11, 25, 7] . Among the recent focus of applying machine learning algorithms on solving these problems, (graph) neural network stands out as one of the most powerful tools. Inspired by the success of convolutional neural networks (CNNs) [18] in computer vision, researchers have started to transplant the concept of convolution to graphs, which has become one of the key operations in these tasks [20] . In this paper, we focus on spectrum-free Graph Convolutional Networks (GCNs) [2, 27] , which have obtained state-of-the-art performance on multiple transductive and inductive learning tasks [7, 16, 23, 3, 4] .
One big challenge for the existing GCNs is the limited expressive power of their shallow learning mechanisms [36, 34] . The difficulty of extending GCNs to richer architectures leads to several possible explanations and even some opinions that express the unnecessities of addressing such a problem:
1. Graph convolution can be considered as a special form of Laplacian smoothing [19] . A network with multiple convolutional layers will suffer from an over-smoothing problem that makes the representation of the nodes indistinguishable even for the nodes that are far from each other [36] .
2. For many cases, it is not necessary for the label information to totally traverse the entire graph. Moreover, one can operate on the multi-scale coarsening of the input graph and obtain the same flow of information as GCNs with more layers [2] .
Nevertheless, shallow learning mechanisms violate the compositionality principle of deep learning [17, 14] and restrict label propagation [29] . In this paper, we first give theoretical analyses of the lack of scalability of the existing GCN. Then we show that any graph convolution with a well-defined analytic spectral filter can be written as a product of a block Krylov matrix and a learnable parameter matrix in a special form. Based on the analyses, we propose two GCN architectures that leverage multi-scale information with different methods and scalability to deeper and richer structures, with the expectation of having stronger expressive powers and abilities to extract richer representations of graph-structured data.
We also show that the equivalence of the two architectures can be achieved under certain conditions. For validation, we test the proposed architectures on multiple transductive tasks using their different instantiations. The results show that even the simplest instantiation of the proposed architectures (with no activation functions) yields state-of-the-art performance and the complex ones achieve surprisingly higher performance, both with or without validation.
Preliminaries
We use bold font for vectors v, block vectors V and matrix blocks V i as [10] . Suppose we have an undirected graph G = (V, E, A), where V is the node set with |V| = N, E is the edge set with |E| = E, and A ∈ R N×N is a symmetric adjacency matrix. Let D denote the diagonal degree matrix, i.e. D ii = j A i j . A diffusion process on G can be defined by a diffusion operator L [6, 5] which is a symmetric positive semi-definite matrix, e.g. graph Laplacian L = D − A, normalized graph Laplacian L = I − D −1/2 AD −1/2 and affinity matrix L = A + I, etc. We use L to denote a general diffusion operator in this paper. The eigendecomposition of L gives us L = UΛU T , where Λ is a diagonal matrix whose diagonal elements are eigenvalues and the columns of U are the orthonormal eigenvectors and named graph Fourier basis. We also have a feature matrix (graph signals, can be regrarded as a block vector) X ∈ R N×F defined on V and each node i has a feature vector X i,: , which is the i th row of X.
Graph convolution is defined in graph Fourier domain s.t. x * G y = U((U T x) (U T y)), where x, y ∈ R N and is the Hadamard product [7] . Following from this definition, a graph signal x filtered by g θ can be written as
where g θ can be any function which is analytic inside a closed contour which encircles λ(L), e.g. Chebyshev polynomial [7] . GCN generalizes this definition to signals with F input channels and O output channels and the network structure is
where
This is called spectrum-free method [2] that requires no explicit computation of eigendecomposition [36] and operations on the frequency domain. We will focus on the analysis of GCN in the following sections.
Why GCN is not Scalable?
Suppose we scale GCN to a deeper architecture in the same way as [16, 19] , the network becomes
We have the following theorems.
Theorem 1.
Suppose that G has k connected components and the diffusion operator L is defined as that in (2) . Let X be any block vector sampled from space R N×F according to a continuous distribution and {W 0 , W 1 , . . . , W n } be any set of parameter matrices, if G has no bipartite components, then in (3), as n → ∞, rank(Y ) ≤ k almost surely.
Proof See Appendix. Theorem 2. Suppose we randomly sample x, y ∈ R N under a continuous distribution and point-wise function Tanh(z) = e z −e −z e z +e −z , we have
Proof See Appendix.
Theorem 1 shows that if we simply increase the depth based on GCN architecture, the extracted features Y will at most encode stationary information of graph structure and lose all the information in node features. In addition, from the proof we see that the point-wise ReLU transformation is a conspirator. Theorem 2 tells us that Tanh is better in keeping linear independence among column features. We design a numerical experiment on synthetic data (see Appendix) to test, under a 100-layer GCN architecture, how activation functions affect the rank of the output in each hidden layer during the feed-forward process. As Figure  1 (a) shows, the rank of hidden features decreases rapidly with ReLU, while having little fluctuation under Tanh, and even the identity function performs better than ReLU (see Appendix for more comparisons). So we propose to replace ReLU by Tanh. 
Notation and Backgronds
Let S be a block vector subspace of R F×F containing the identity matrix I F that is closed under matrix multiplication and transposition. We define an inner product ·, · S in the block vector space R N×F as follows [10] , Definition 1 A mapping ·, · S from R N×F × R N×F to S is called a block inner product onto S if it satisfies the following conditions for all X, Y, Z ∈ R N×F and C ∈ S:
. definiteness: X, X S is positive definite if X has full rank, and X, X S = 0 F if and only if X = 0.
There are mainly three ways to define ·, · S : (1) Classical:
Global: S Gl = cI F , c ∈ R and X, Y In the following we define a block vector subspace of R N×F , which will be used later.
Definition 2 Given a set of block vectors
is defined as 
Spectral Graph Convolution in Block Krylov Subspace Form
In this section, we will show that any graph convolution with well-defined analytic spectral filter defined on L ∈ R N×N can be written as the product of a block Krylov matrix with a learnable parameter matrix in a specific form.
For any real analytic scalar function g, its power series expansion around center 0 can be written as
where R is the radius of convergence. We can define a filter by g. Let ρ(L) denote the spectrum radius of L and suppose that ρ(L) < R. Then the spectral filter g(L) ∈ R N×N can be defined as
According to the definition of spectral graph convolution in (1), graph signal X is filtered by g(L) in the following way,
where A ∈ R N×∞ and B ∈ R ∞×F . It is easy to see that A is a block Krylov matrix and Range(A B ) ⊆ Range(A ). We know that there exists a smallest m such that [10] 
The value of m depends on L and X, so we will write it as m(L, X) later, although here we just use m for simplicity. From (4), the convolution can be written as
where 
The essential number of learnable parameters is 1) mF × O for W S under classical inner product; 2) FO + m for c i , W under global inner product; and 3) mF + FO for diag(Γ S i ), W under loop-interchange inner product. We use the classical one for implementation.
Deep GCN in Block Krylov Subspace Form
Since the spectral graph convolution can be simplified as (5)(6), we can build deep GCN in the following way.
Suppose we have a sequence of analytic spectral filters G = {g 0 , g 1 , . . . , g n } and a sequence of point-wise nonlinear activation functions H = {h 0 , h 1 , . . . , h n }. Then,
Let us define H 0 = X and
From (6)(7), we have an iterative relation that
It is easy to see that, when g i (L) = I, (7) is fully connected network [19] ; when g i (L) =Ã, n = 1, it is just GCN [16] ; when g i (L) is defined by Chebyshev polynomial [13] , W i = I and under the global inner product, (7) is ChebNet [7] .
Difficulties in Computation
In the last subsection, we gave a general form of deep GCN in block Krylov form. Following this idea, we can leverage the existing block Arnoldi (Lanczos) algorithm [10, 9] to compute orthogonal basis of K S m i (L, H i ) and find m i . But there are some difficulties in practice:
1. During the training phase, H i changes every time that parameters are updated. This makes m i become a variable and thus requires adaptive size for parameter matrices. 2. The value of m i can be large when we use global or loop-interchange block inner product.
And for classical inner product, the QR factorization that is needed in block Arnoldi algorithm [10] is difficult to be put into backpropagation framework.
Although direct implementation of block Krylov methods in GCN is hard, it inspires us that if we have a good way to stack multi-scale information in each hidden layer, the network will have the ability to be extended to deep architectures. We propose a way to alleviate the difficulties in section 5
Deep GCN Architectures
Upon the theoretical analysis in the last section, we propose two architectures: snowball GCN and truncated block Krylov network. These methods concatenate multi-scale feature information in hidden layers by different ways while both have the potential to adapt to deep architectures.
Snowball GCN
In order to concatenate multi-scale features together and get a richer representation for each node, we design a densely connected graph network (Figure 2 (a)) as follows,
is the number of output channels in layer l; f, g are point-wise activation functions; C is a classifier of any kind; p ∈ {0, 1}. H 0 , H 1 , . . . , H n are extracted features. C can be a fully connected neural network or even an identity layer with C = [H 0 , H 1 , . . . , H n ]. When p = 0, L p = I and when p = 1, L P = L, which means that we project C back onto graph Fourier basis which is necessary when graph structure encodes much information. Following this construction, we can stack all learned features as the input of the subsequent hidden layer, which is an efficient way to concatenate multi-scale information. The size of input will grow like a snowball and this construction is similar to DenseNet [15] , which is designed for regular grids (images). Thus, some advantages of DenseNet are naturally inherited, e.g. alleviate the vanishing-gradient problem, encourage feature reuse, increase the variation of input for each hidden layer, reduce the number of parameters, strengthen feature propagation and improve model compactness.
Truncated Block Krylov Network
As stated in Section 4.4, the fact that m i is a variable makes GCN difficult to be merged into the block Krylov framework. But we can make a compromise and set m i as a hyperparameter. Then we can get a truncated block Krylov network (Figure 2(b) ) as shown below,
are learnable parameter matrices, f and g are activation functions, and p ∈ {0, 1}.
There is plenty of work on the analysis of error bounds of doing truncation in block Krylov methods [10] . But the results need many assumptions either on X, e.g. X is a standard Gaussian matrix [32] , or on L, e.g. some conditions on the smallest and largest eigenvalues of L have to be satisfied [26] . Instead of doing truncation for a specific function or a fixed X, we are dealing with variable X during training. So we cannot put any restriction on X and its relation to L to get a practical error bound. Here we would like to mention [23] , which proposes to do low-rank approximation of L by the Lanczos algorithm. The problem with this technique is that information in L will be lost if L is actually not a low-rank matrix. If we increase the Lanczos step to keep more information, it will hurt the efficiency of the algorithm. Since most of the graphs we are dealing with have sparse connectivity structures, they are actually not low-rank, e.g. Erdős-Rényi graph G(n, p) with p = ω( 1 n ) [30] and Appendix IV. Thus we did not do low-rank approximation in our computations.
Equivalence of Linear Snowball GCN and Truncated Block Krylov Network
Under the snowball GCN architecture, the identity function outperforms ReLU as shown in Figure 1 and it is easier to train than Tanh. In this part, we will show that a multi-layer linear snowball GCN with identity function as f , identity layer as C and p = 1 is equivalent to a 1-layer block Krylov network with identity layer C, p = 1 and a special parameter matrix.
We write W i as
and follow (8) we have
which is in the form of (6), where the parameter matrix is the multiplication of a sequence of block diagonal matrices whose entries consist of identity blocks and blocks from other parameter matrices.
Experiments
We test truncated block Krylov network ( f =Tanh, g=Tanh, p = 0), snowball GCN ( f =Tanh, g=identity, p = 1), linear snowball GCN ( f =identity, g=identity p = 1) and linear snowball GCN with Tanh ( f =identity, g=Tanh, p = 1) on public splits [35, 23] of Cora, Citeseer and Pubmed 1 . In addition, we manually shrink the training sets as [23, 19, 29] to increase the difficulty of the tasks. We compare with the results of several modern algorithms which allow validation, including graph convolutional networks for fingerprint (GCN-FP) [8] , gated graph neural networks (GGNN) [21] , diffusion convolutional neural networks (DCNN) [1] , Chebyshev networks (ChebNet) [7] , graph convolutional networks (GCN) [16] , message passing neural networks (MPNN) [11] , graph sample and aggregate (GraphSAGE) [12] , graph partition neural networks (GPNN) [22] , graph attention networks (GAT) [31] , LanczosNet (LNet) [23] and AdaLanczosNet (AdaLNet) [23] . We also compare with some algorithms that do no allow validation, including label propagation using ParWalks (LP) [33] , Co-training [19] , Self-training [19] , Union [19] , Intersection [19] , GCN without validation [19] , Multi-stage training [29] , Multi-stage self-supervised (M3S) training [29] , GCN with sparse virtual adversarial training (GCNSVAT) [28] and GCN with dense virtual adversarial training (GCNDVAT) [28] . For each test case, we use the best hyperparameters to run 10 independent times to get the average precision. The hyperparameters include learning rate and weight decay for the To get achieve good training, we use adaptive number of episodes (but no more than 3000): the early stopping counter is set to be 100. For each column (test case), the greener the color indicator, the better performance. The redder, the worse. If our method achieves better performance than all the compared ones, the corresponding result will be marked bold. We see that the proposed arhitectures achieve overwhelming performance in almost all cases. It is particularly worth noting that when the training sets are small, the proposed architectures do surprisingly better than the existing methods. From the t-SNE [24] visualization of the output layers in Figure 3 , we see that the architectures can extract good features with small training data. Especially for truncated block Krylov network, it can seperate different classes pretty well. What also impresses us is linear Snowball GCN, which can achieves state-of-the-art performance with much less computational costs or training time.
Future Works
There are still some future works we need to do: 1) We need to further investigate how the point-wise nonlinear activation functions influence block vectors (e.g. the feature block vector X and hidden feature block vectors H i ) so that we can find better activation functions than Tanh; 2) We will try to find a better way to leverage the block Krylov algorithms instead of simply doing truncation.
Appendices Appendix I: Proof of Theorem 1, 2
We extend Theorem 1 in [19] to a general diffusion operator L in the following lemma.
Lemma 1.
Suppose that a graph G has k connected components
and the diffusion operator L is defined as that in (2) . L has k linearly independent eigenvectors {v 1 , . . . , v k } corresponding to its largest eigenvalue λ max . If G has no bipartite components, then for any
for some θ ∈ R k .
Lemma 2. Suppose we randomly sample x, y ∈ R N under a continuous distribution. Suppose we have point-wise function ReLU(z) = max(0, z), we have
Proof We generalize ReLU onto multi-dimensional case by applying it element-wise on every element of the matrix. Any x ∈ R N can be represented as x = x + + x − , where x + and x − are the nonnegative and nonpositive components of x, respectively. We can see that ReLU(x) = x + . It is trivial when y = 0. We only discuss for all nonzero y ∈ R N .
Suppose x and y are linearly independent (with probability 1), then c 0 that
, then x + = dy + and x − dy − and the existence of this kind of x, y has a nonzero probability Thus, under the assumption, we have probability 1 2 that ReLU keeps the dependency. According to the discussion above, we have
Lemma proved.
Lemma 3. Suppose we randomly sample x, y ∈ R N under a continuous distribution, then
where d f denotes degree of freedom. d f (x + ) ≤ 1 means that x can at most have one dimension to be positive and there are 1 + N out of 2 N hyperoctants that satisfies this condition. The set of y that can make x + = dy + , x − dy − hold has an area of 1 2 N , i.e. when y is in the same hyperoctant as x. If x lies in other hyperoctants, d f (y − ) ≤ N − 2. And since x + = dy + , y is just a low dimensional surface in R N with area 0.
Theorem 1.
Suppose that G has k connected components and the diffusion operator L is defined as that in (2) . Let XR N×F be any block vector that randomly sampled under a continuous distribution and {W 0 , W 1 , . . . , W n } be any set of parameter matrices, if G has no bipartite components, then in (3), as n → ∞, rank(Y ) ≤ k almost surely.
Proof Upon the conclusions in Lemma 2-3, we have rank(ReLU(LX)) ≤rank(LX) with probability 1 and it is obvious rank(LXW 0 ) ≤rank(LX). Using these two inequality iteratively for (3), we have rank(Y ) ≤ rank(L n+1 X). Based on Lemma 1, we have probability 1 to get
Theorem 2. Suppose we randomly sample x, y ∈ R N under a continuous distribution and we have the point-wise function Tanh(z) = e z −e −z e z +e −z , we have
Proof We first prove it for N = 2. It is trivial when x, y have 0 elements. If x, y are linearly independent, suppose Tanh(x) = x = [x 1 , x 2 ] is a vector in R 2 , and the set of vectors in R 2 that can be transformed by point-wise Tanh to the same line as x covers an area of probability 0. That is for any fixed x ∈ R 2 , the solution of
covers an area of 0. Thus,
which means point-wise Tanh transformation will increase the independency between vectors in R 2 .
Similar to R 2 , suppose x = [x 1 , x 2 , . . . , x N ], y = [y 1 , y 2 , . . . , y N ] are linearly dependent, if all elements in x, y are nonzero and Tanh(x) and Tanh(y) are still linearly dependent, we must have
y N The solution of any pair of equations covers an area of probability 0 in R N . Actually, this still holds when x, y have some 0 elements, i.e. for any subset of the above equations, the area of the solution is still 0.
If x, y are linearly independent, suppose Tanh(x) = x is a vector in R N , and the space in R N that can be transformed by point-wise Tanh to the same line as x covers an area of probability 0. Therefore, Lemma 2 still holds in R N .
Appendix II: Numerical Experiments on Synthetic Data
The goal of the experiments is to test which network structure with which kind of activation function has the potential to be extended to deep architecture. We measure this potential by the numerical rank of the output features in each hidden layer of the networks using synthetic data. The reason of choosing this measure can be explained by Theorem 3. We build the certain networks with depth 100 and the data is generated as follows.
We first randomly generate edges of an Erdős-Rényi graph G(1000, 0.01), i.e. the existance of the edge between any pair of nodes is a Bernoulli random variable with p = 0.01. Then, we construct the corresponding adjacency matrix A of the graph which is a R 1000×1000 matrix. We generate a R 1000×500 feature matrix X and each of its element is drawn from N(0, 1). We normalize A and X as [16] and abuse the notation A, X to denote the normalized matrices. We keep 3 blocks in each layer of truncated block Krylov network. The number of input channel in each layer depends on the network structures and the number of output channel is set to be 128 for all networks. Each element in every parameter matrix W i , i = 1, . . . , 100 is randomly sampled from N(0, 1) and the size is R #input×#output . With the synthetic A, X, W i , we simulate the feedforward process according to the network architecture and collect the numerical rank (at most 128) of the output in each of the 100 hidden layers. For each activation function under each network architecture, we repeat the experiments for 20 times and plot the mean results with standard deviation bars. The so-called public splits in [23] and the setting that randomly sample 20 instances for each class as labeled data in [35] is actually the same. Most of the results for the algorithms with A useful tip is the smaller your training set is, the larger dropout probability should be set and the larger early stopping you should have. Table 4 and Table 3 shows the hyperparameters to achieve the performance in the experiments, for cases without and with validation, respectively. When conducting the hyperparameter search, we encounter memory problems: current GPUs cannot afford deeper and wider structures. But we do observe better performance with the increment of the network size. It is expected to achieve better performance with more advanced deep learning devices. 
Appendix III: Rank Comparison of Activation Functions and Networks

