We pmpose an occupancy grid 
Introduction
The field of robotic mapping is among the However, most existing robotic mapping algorithms possess one important deficiency -they all assume that the world is static. Thus, things may not move when acquiring a map. Dynamic effects, such as people that may briefly obswct the robot's sensors, are filtered away at best, and lead to mapping failure at worst. The static world assump tion in robotic mapping is motivated by the fact that even for static worlds, the mapping problem is very hard [15].
Efforts have been made to learn certain types of dynamic effects, e.g. the presence of doors [13] , but have limited applicability due to their specificity. However, most natural environments are not stationary. For example, office environments contain objects such as chairs, desks, and people, which frequently change their location. The goal of this research, thus, is to devise methods that can identify such non-stationary objects and model their timevarying locations.
This paper proposes an occupancy grid mapping algorithm-called robot object mapping algorithm or ROMA-capable of modeling non-stationary environments. Our approach assumes that objects in the environment move sufficiently slowly that they can safely be assumed to be static for the time it takes to build an occupancy grid map. However, their locations may change over longer time periods (e.g., from one day to another).
An example of such a situation is an office delivery robot, which may enter offices in regular time intervals. From one visit to another, the configuratioo of the environment may have changed in unpredictable ways (e.g., chairs moved around and in or out of a room). Since the robot may not wirness the motion directly, conventional tracking techniques [2, 91 are inapplicable. The algorithm described in this paper is capable of identifying such moving objects, learning models of them, and determining their locations at any p i n t in time. It also estimates the total number of different objects in the environment, making the approach applicable to situations where not all nonstationary objects are visible at all times.
ROMA builds on the well-known occupancy grid mapping paradigm [ll] . In regular time intervals, the robot acquires a static occupancy grid map [17]. Each map c a p tures a "snapshot" of the environment at a specific p i n t in time. Changes in the environment are detected using a straightforward map differencing technique. Our approach learns models of these objects using a modified version of the expectation maximization (EM) algorithm [4, lo], in a way similar to techniques previously developed for traffic surveillance [12]. The E-step of ROMA's EM establishes correspondence between dif-0-7803-739k7/02/$17.00 @ZOO2 IEEEferent object sightings at different points in time. The M-step uses these probabilistic correspondences to geoerate refined object models, represented by occupancy grid maps. By iterating both steps, high fidelity object models are learned from multiple sightings, and the location of each individual object in each map is also determined.
Since the total number of non-stationary objects may be unknown, our approach employs a model selection technique for determining the most plausible number of ohjects, under an exponential prior.
In our empirical evaluation, we found the ROMA algorithm to be highly reliable in identifying and localizing objects, and learning high fidelity models of them. The paper provides experimental results for two room-style environments, where a collection of natural objects is moved over time.
The ROMA Algorithm

2.1
ROMA identifies objects that move by comparing multiple grid maps of the same environment, recorded at different points in time. At each point in timet, the robot builds a (static) occupancy grid map of its environment. denoted mL. In a nutshell, occupancy grid maps represent robot environments by a fine-grained grid, where each grid cell carries a probability of occupancy (111. Our implementation is based on a technique described in [17], which simultaneously localizes one or more robots during mapping. In a preprocessing step, the ROMA algorithm decomposes the environmental model into a static occupancy grid map, and a collection of smaller occupancy grid maps, one for each non-stationary object. Non-stationary objects are identified by a map differencing technique, which builds on well-known algorithms in the field of computer vision. Our approach identifies objects by finding regions that in some of the maps are occupied, and free in others. If the occupancy of a grid cell is the same in all maps, it does not belong to a non-stationay object: instead, it is either pan of a permanent free region or part of a static object such as a wall. If the occupancy varies across maps. it is potentially part of a non-stationary object in those maps where the grid cell is occupied. This map differencing techuique yields a set of candidate objects. A standard low-pass computer vision filter 1181 is then employed to remove noise, which is usually found on the border of free and occupied space. The result is a list of "snapshots" of non-stationary objects, each represented by a local occupancy grid map.
Let us denote the number of non-stationary objects (snapshots) found in the t-th map by K L , and the individual objects by
Static Mapping and Map Segmentation
Pt = {pl,t,p2,t,...,pK,.t)
Here yr., is the k-th snapshot extracted from t-th map int, where extracted objects are arranged in no specific order. Each snapshot pk.1 is a local occupancy grid map extracted from a single occupancy grid map mt. The set of all sets of object snapshots pt will he denoted P = b i ,~-. .~p r ) , (2) where T is the total number of available maps. The set p is the input to the ROMA algorithm.
Models of Moving Objects
From these object snapshots, the ROMA algorithm constructs models of the non-stationary objects. Let the total number of non-stationary objects he N . The nonstationary object model, which refers to the set of all nonstationary objects, will he denoted Each 6, is a model of an individual non-stationary object, represented by a small occupancy grid map. We interpret each occupancy value as a probability of occupancy. Since the robot scans each grid cell multiple times during mapping, we use a Gaussian distribution representing a single real-valued observation. This yields the following probability of observing p k , t given that the true underlying object is 8,:
The function f (pk,L, dk,t) denotes the snapshot pk,t at its optimal alignment, and f ( p k , t , & , t ) l j ] denotes its jth grid cell. The rotation and translation parameters of the alignment are specified by the 6k.L. This alignment is easily determined by search in the space of all possible alignments. The parameter U' is the variance of the noise.
Expected Log Likelihood of the Data
The measurement probabilityp(p~,L]6,) enables us to calculate the likelihood of the snapshots p given the models 6-a necessary step for defining our maximum likelihood algorithm for finding new models 6. To do so, it will be convenient to define so-called correspondence variables:
at. Each at specifies the correspondence between the set of snapshots p t , and the set of models 6. Thus,
where each correspondence variable a k , t assigns to the kth observed object in pi the index of the corresponding model 8,. Thus,
Of great importance is a rnurual exclusion constraint 13, 9, 121 which specifies that the same model 8, cannot be observed at two different locations in any of the maps m t .
This implies that for any two different snapshots k and k'
we have that the correspondence variables point to different models in 8:
Clearly, the correspondences at are latent variables, that is, they cannot be observed. Thus, the problem of identifying the maximum likelihood models 0 is an optimization problem with latent variables.
We will now derive the exact likelihood function, used to maximize the joint probability o v a the snapshots p, the learned occupancy grids 8 and the alignment parameters 6: P(% 876,P) = P ( 4 P(6) P ( @ P ( P I & a , fl) a P(P l6,a,o) (11) The probability p ( p 1 6, a, 0) of the snapshots p given the object models B and the correspondences (x is essentially defined via (4). Here we recast it using a notation that makes the conditioning on CI explicit:
( 1 1 In deriving this expression, we exploit the linearity of the expectation, which allows us to replace the indicator variahles with probabilities (expectations).
That defines the E-step of the EM algorithm. The next step is the M-step through which we generate a new set of models. The M-step requires the calculation of the most likely object models 0, given the snapshots p and correspondences a. Assuming constant alignment, this calculation can be carried out separately for each grid cell, exploiting the additive nature of (4). The occupancy value of model grid cell 8 k 1 b ] is set to the weighted sum of the corresponding snapshot grid cells:
After calculating a new set of models 6'Iil, the alignments between the models 8, and the individual snapshots p k , t are recomputed.
One disadvantage of the formulation above is that the sum over all at in (13) is exponential in the number of map objects K t . In our test environments, K , was generally small (e.g., less than 4), in which case the full sum could easily be computed. In cases where this exponential complexity poses a serious computational burden, however, MCMC sampling techniques such as the chain flipping algorithm in [3, 121 can be adopted to lead to provably polynomial approximations of the true expectation.
Determining the Number of Objects
The ROMA algorithm outlined so far assumes knowledge of the total number of objects N . In practice, N is unknown. Bounds on N can easily be extracted from the data. In particular, N is bounded below by the maximum number of objects identified in a single map K t r and bounded above by the total number of object snapshots:
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where p > 0 is a penalty factor. The robot object mapping algorithmoptimized the Bayesianpoxterior, given (in logarithmic form) by:
where logp(&V,B) is approximated by the expected loglikelihood (12) defined in the previous section. Put differently, our approach maximizes the expected log likelihood while simultaneously minimizing a complexity penalty term. Since N is usually small, our approach does this by running EM with fixed values of N , starting with the lower hound established in (14). When the log posterior goes down, the search is terminated, and the value of N that maximizes the log posterior is assumed to reflect the correct number of objects in the map.
Experimental Results
The ROMA algorithm was extensively tested in both simulated and physical environments. For brevity, we omit any simulation results and only provide real robot results.
We consistently found that ROMA is able to infer the correct number of objects, and to learn models that are more accurate than the snapshots extracted from B single occupancy grid map-as long as the objects were sufficiently apart from each other that they were segmented correctly in the preprocessing stage. The correspondence estimates were accurate when all objects looked different. When multiple objects of the same shape were present, the correspondence estimates were split accordingly.
In the following sections, we cover our results for data collected from two real-world room-style environments. The laser range data used for mapping was collected with the Pioneer robot shown in Figure la . In the first data set, we collected maps with a fixed number of objects per map which are shown in Figure 2a . In the second data set we collected maps from the robotics lab shown in Figure Ib . These maps used a variable number of non-stationary objects per map; actual photos of the four objects used in these maps are shown in Figure IC . The collected maps for this data set are shown in Figure 3a .
Map Segmentation and Object Extraction
The object snapshot extraction worked very reliably. Figures 2a and 3a show the maps used for learning in the two data sets. An overlay of these maps for each of the respective data sets is shown in Figures Zb and 3b . Results from image differencing with the overlay are shown for the respective data sets in Figures 2c and 3c . Once the differenced maps are produced, they are run through a low-pass noise filter 1181. After filtering, each object of sufficient size is extracted into its own occupancy grid map. For the given data sets, this final step worked flawlessly, extracting exactly the number of expected non-stationary objects for each of the respective static maps.
3.2
The first set of results that we provide assumes a fixed number of objects and uses the map data shown in Fig ROMA algorithm starting from an initial random models (unshown). On each successive iteration of the EM algorithm we note that the models resemble the objects in the original maps with increasingly higher fidelity and that the final set of objects clearly represents a fairly accurate representation of the four objects in the original maps. Furthennore, the final maximum likelihood correspondences perfectly match the objects in the original maps with the objects in the final iteration models.
ROMA Applied to a Variable Number of Objects
The second set of results that we provide allows a variable number of objects per map and uses the map data shown in Figure 3a . This algorithm uses the extension previously described for determining the number of objects in the model (Equations 14-16). Since the entire ROMA algorithm has to be run once for each hypothesized number of objects, we can compute the final iteration model score (i.e. Bayesianposterior) ofeach algorithm run. This score is the log of the model likelihood minus the com- plexity penalty as given in (16). Figure 5 shows the model score for a varying number of model objects for the current data set. Note that for a complexity penalty coefficient of p = 120.0 this graph peaks for N = 4 objects which is in fact the actual number of different objects in the original set of maps. Figure 4b shows successive EM iterations for the data set in Figure 3 under the maximal Bayesian posterior estimate of N = 4 objects. The correspondences between a sample observed object and the different models is shown in Figure 4c . While the correspondences are initially randomly distributed, the observed object quickly establishes that the object models more closely reflect the objects in the original maps. Additionally, under the maximal model score hypothesis of N = 4 objects, the final maximum likelihood correspondences perfectly match the objects in the original maps with the objects in the final iteration models.
Conclusion
The paper proposed an occupancy grid mapping algorithm for non-stationary environments, where objects may change their locations over time. In a preprocessing stage, the algorithm extracts sets of non-stationary object "snapshots" from a collection of occupancy grid maps, recorded at different points in time. TheEM algorithm is applied to learn object models of the individual non-stationary objects in the world, represented as local occupancy grid maps. The number of objects is estimated as well. Experimental results presented in this paper demonstrate the robustness of the approach. In simulated and real-world setting, we consistently found that high-fidelity object models were learned from multiple sightings of the same object at different locations.
In its present state, theROMA algorithm possesses arange of limitations which warrant future research. First, ohjects have to move slowly enough that they are captured as static objects in each occupancy grid map. This precludes the inclusion of fast-moving people in the map. Second, it would be desirable to develop a hierarchy of objects, paying tribute to the fact that many objects may look alike (e.g., chairs; see [I]). Finally, we believe that the same techniques can be applied to more advanced representation than occupancy grid maps (e.g. integrating multimodal sensor input from camera images, etc. . . ). However, such an extension is subject to future research.
