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Les feature models jouent un roˆle cle´ dans la capture des similitudes et
de la variablite´ des lignes de produits. Depuis la notation originale FODA,
les feature models ont connu plusieurs extensions et notations dont TVL, qui
combine la plupart des extensions existantes, ce qui lui confe`re une grande
expressivite´. Depuis des anne´es, les automatisations sur les feature models
comme la ve´rification de la satisfiabilite´ font l’objet de recherche et l’on a
de´ja` propose´ de nombreuses solutions. Dans ce document, on fournit une
solution pour ve´rifier la consistance de feature model en TVL. Pour ce faire,
on a utilise´ SMT-LIBv2 qui de´finit un langage commun d’entre´e et de sortie
pour les solveurs SMT. Il est e´galement question des diffe´rentes possiblite´s
de traduction ainsi que des limites de l’approche.
Feature models play a crucial role within Software Product Lines : they
allow the capture of commonalities and variability among the various consti-
tuent products. Different notations and extensions are used to represent
feature models among which TVL, which combines most of the existing ex-
tensions, making it a highly expressive textual language. In recent years,
feature model automatisations such as satisfiability checks have been the
subject of research ; many solutions have been proposed. In this document,
a solution is put forward in order to check feature model consistency in
TVL. To this end, SMT-LIBv2 was used because it defines a common input
and output language for SMT solvers. The various possibilities regarding
translation and the limitations of the approach are also discussed.
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De nos jours, les feature models font partie inte´grante du de´veloppement
de Software Product Line (SPL). En effet, ils permettent de capturer les
similitudes et la variabilite´ qui apparaissent dans une SPL. Les feature
models sont des mode`les d’information ou` un ensemble de produits est
repre´sente´ par un ensemble de features dans un mode`le unique [10]. Ils sont
fre´quemment utilise´s tout au long du processus de de´veloppement du pro-
duit et l’on peut les utiliser en tant qu’entre´e de donne´es dans le but de
produire divers documents. [41]
La mode´lisation de features fut propose´e pour la premie`re fois par Kang
et al. dans la me´thode FODA (Feature-Oriented Domain Analysis) [24]. De-
puis, un grand nombre de notations sont apparues. Celles-ci sont, pour la
plupart, visuelles (graphiques), mais celle qui fait l’objet de cette e´tude est
textuelle : TVL (Textual Variability Language) [12, 13]. Ce langage tente
d’ame´liorer la conception de feature models a` grande e´chelle pour lesquels
la repre´sentation graphique peut poser proble`me. Il fournit e´galement aux
de´veloppeurs un langage textuel compre´hensible permettant de rendre la
mode´lisation plus facile [13]. Il permet e´galement l’emploi d’attributs, de
cardinalite´s ainsi que l’utilisation de contraintes complexes. Tout ceci fait
de lui une alternative inte´ressante aux notations graphiques.
L’analyse automatique de feature models consiste a` extraire des informa-
tions d’un feature model en utilisant des me´canismes automatiques [10]. Des
automatisations telles que la ve´rification de la satisfiabilite´ du mode`le, la re-
cherche du nombre de produits re´alisables et la configuration interactive/non-
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interactive de produits sont de´sormais tous possibles. On remarque que la va-
riabilite´ dans les SPLs augmente fortement et cela se re´percute e´videmment
dans le nombre de produits potentiels [8]. Par conse´quent, on a besoin de
me´thodes et d’outils adapte´s permettant ces automatisations. Bien que l’on
ait de´ja` propose´ beaucoup d’analyses (vue d’ensemble par Benavides et al.
[10, 8]), ce domaine de recherche reste fort actif et prend de l’importance
aussi bien aupre`s des utilisateurs que des chercheurs de la communaute´ SPL
[10].
Actuellement, beaucoup d’analyses prennent en compte les feature mo-
dels classiques et ceux base´s sur les cardinalite´s. Ne´anmoins, les analyses
concernant les attributs sur un feature model sont limite´es [10]. C’est pour-
quoi l’on a de´cide´ de concevoir une traduction du langage TVL vers un
langage SMT. Pour ce faire, on a utilise´ le langage SMT-LIBv2 [4]. Il s’agit
d’un langage standardise´ qui sert d’entre´e aux solveurs SMT [44] et qui
facilite la recherche et le de´veloppement dans le domaine SMT.
1.1 Questions de recherches
Ce document permettra dans son ensemble de re´pondre a` la question
suivante :
Comment peut-on traduire un feature model en un proble`me SMT (dans
notre cas, le langage TVL vers le langage SMT-LIBv2 ) ? Et quelles sont les
caracte´ristiques de cette traduction ?
Pour y arriver, la recherche des re´ponses aux questions suivantes m’a
semble´ pertinente :
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Q1 Comment peut-on de´finir un feature model ? Quelle a e´te´ son e´volution
au fil du temps ? Quelles sont les diffe´rentes ope´rations que l’on peut
lui appliquer ?
Q2 Comment peut-on de´finir la satisfiabilite´ ? Comment peut-on la ve´rifier ?
Q3 En quoi consistent les proble`mes SMT (Satisfiability Modulo Theories) ?
Q4 Quelles sont les caracte´ristiques du langage TVL ?
Q5 A quoi correspond la librairie SMT-LIB (The Satisfiability Modulo Theo-
ries Library) ? Quelles sont les caracte´ristiques du langage qu’elle pro-
pose ?
1.2 Structure du document
Dans la section 2, on aborde les diffe´rentes notions ne´cessaires a` la
compre´hension de cette traduction telles que la satisfiabilite´, les feature mo-
dels ainsi que les Satisfiability Modulo Theories. Par la suite, on traite des
deux langages utilise´s durant cette e´tude : le langage d’entre´e TVL et le
langage de sortie SMT-LIBv2. Quant a` la section 4, on y pre´sente l’e´tude de
cas sur laquelle je me suis base´ pour la traduction.
Ensuite, dans la section 5, il est question de la traduction meˆme des diffe´rentes
structures pre´sentes en TVL vers le langage SMT-LIBv2. La section 6 est
consacre´e a` l’imple´mentation de cette traduction ainsi que les diffe´rents pro-
cessus qui entrent en jeu pour l’accomplir.
Dans la section 7, la conclusion fait le point sur le travail effectue´ et propose
des ame´liorations futures possibles.
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2 Etat de l’art
Dans cette section, on fait le point sur la litte´rature relative aux objectifs
de ce me´moire. On de´taille donc la notion de feature model, son e´volution, les
outils existants et les automatisations possibles. Il sera e´galement question
de la satisfiabilite´ ainsi que des Satisfiability Modulo Theories.
2.1 Feature, Feature Diagram et Feature Model
Cette partie a e´te´ inspire´e par divers documents [9, 10, 8, 41, 17, 33].
Un feature model (FM) repre´sente les diffe´rentes configurations possibles
d’une ligne de produits (Software Product Line – SPL) en termes de features
et de relations entre celles-ci. Ce terme ”feature model” fut introduit pour la
premie`re fois par Kang et al. [24] dans la me´thode FODA (Feature-Oriented
Domain Analysis). Un feature model peut eˆtre utilise´ a` diffe´rents niveaux
de de´veloppement tels que l’inge´nierie des exigences, la de´finition d’archi-
tecture ou la ge´ne´ration de code (programmation oriente´e feature) [9].
Selon Kang et al. [24],  une feature est de´finie comme un aspect, une
qualite´ ou une caracte´ristique visibles par l’utilisateur et importants ou
spe´ciaux dans un syste`me logiciel ou syste`me . En 2000, Czarnecki et Eise-
necker [15] proposent une autre de´finition :  une feature est une proprie´te´
d’un syste`me qui est importante pour une partie prenante et qui est utilise´e
pour capturer les similitudes ou les diffe´rences des syste`mes d’une famille .
Cette deuxie`me de´finition permet de prendre en compte non seulement les
exigences fonctionnelles, mais aussi les non-fonctionnelles [17].
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Un feature model est ge´ne´ralement repre´sente´ de manie`re graphique. Il
est compose´ d’une structure en arbre ou` les nœuds repre´sentent des features
et ou` les arcs repre´sentent une de´composition hie´rarchique de features. Il est
donc compose´ de :
• relations entre une feature parent et des features enfants (sous-features) ;
• contraintes cross-tree (aussi appele´es left-over) qui sont typiquement
des implications ou exclusions de la forme : ”Si F est incluse, la feature
X doit e´galement eˆtre incluse (ou exclue)”.
Figure 1 – Exemple de feature model
Le feature model est donc compose´ d’un diagramme, appele´ feature dia-
gram, auquel on peut ajouter des contraintes cross-tree de manie`re graphique
(fig. 3) ou textuelle. Le feature diagram offre une notation simple et intuitive
pour repre´senter les points de variation inde´pendemment des me´canismes
d’imple´mentation tels que l’he´ritage ou l’agre´gation [16]. Notons e´galement
que la feature racine (root) repre´sente le concept (Car) qui sera de´fini. Il
sera pre´sent dans tous les produits composant la SPL.
Depuis la proposition originale FODA, on a propose´ un grand nombre
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d’extensions et de variantes ont e´te´ propose´es pour les feature models [16].
On peut trouver davantage de de´tails dans l’article de Schobbens et al.
[34]. Parmi celles-ci, la notation propose´e par Czarnecki et Eisenecker [15]
est la plus compre´hensible et flexible. De plus, c’est la plus cite´e [8]. Par
conse´quent, nous allons la de´tailler ci-dessous.
(a) Mandatory (b) Optional (c) Alternative (d) Or
Figure 2 – Notation de feature model (Czarnecki [15])
Sur la figure 1 (partiellement inspire´e de [9]), on voit un exemple de fea-
ture model qui repre´sente une voiture (Car). Ce genre de feature model peut
eˆtre utilise´ dans l’industrie automobile pour spe´cifier et construire des logi-
ciels pour une voiture configurable [9]. En observant le mode`le au premier
niveau, on remarque que chaque voiture (Car) est constitue´e d’un chaˆssis
(Body), d’un moteur (Engine), d’un inte´rieur (Interior) et se voit option-
nellement e´quipe´e d’un GPS (Global Positioning System) (GPS). Plus on
descend dans l’arbre, plus la description du produit devient spe´cifique.
On note quatre types de relation dans un feature model classique :
Mandatory. Une sous-feature a une relation obligatoire (Mandatory) avec
son parent lorsque l’enfant est inclus dans le produit de`s que sa feature
parente apparaˆıt. Dans notre exemple (fig. 1), la feature Body est
obligatoire dans une voiture.
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Optional. Une sous-feature est dite optionelle (Optional) lorsqu’elle peut
apparaˆıtre ou non si sa feature parente apparaˆıt. Dans notre exemple
(fig. 1), la feature GPS est optionnelle dans une voiture.
Alternative. Une sous-feature dans une relation alternative (Alternative)
peut eˆtre pre´sente dans un produit si sa feature parente est incluse.
Dans ce cas, seulement une feature sur l’ensemble des enfants doit
eˆtre pre´sente. Dans notre exemple (fig. 1), la feature transmission
(Transmission) ne peut eˆtre que manuelle (Manual) ou automa-
tique (Automatic).
Or. Une sous-feature dans une relation ou (Or) peut eˆtre pre´sente dans
un produit si sa feature parente est incluse. Dans ce cas, au moins
une feature sur l’ensemble des enfants doit eˆtre pre´sente. Dans notre
exemple (fig. 1), le feature moteur (Engine) peut eˆtre soit e´lectrique
(Electric), soit a` essence (Gasoline), soit les deux (ce qui correspond
a` un moteur hybride).
Comme mentionne´ pre´ce´demment, en plus des relations parentales entre
features, des contraintes cross-tree entre les features peuvent exister :
Requires. Si une feature X requiert une feature Y, l’inclusion de X dans
le produit requiert l’inclusion de Y dans le produit. Evidemment, l’in-
clusion de Y ne requiert pas force´ment la pre´sence de X. Dans notre
exemple (fig. 1), la feature High requiert la feature GPS. Cela signifie
que lorsque High est pre´sent dans le produit, GPS doit force´ment s’y
retrouver.
Excludes. Si une feature X exclut une feature Y, les deux features ne
peuvent eˆtre pre´sentes dans le meˆme produit. Dans notre exemple
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(fig. 1), si nous choississons la feature Manual, nous ne pouvons pas
choisir la feature High et inverse´ment.
Griss et al. [23] ont e´galement introduit une notation graphique pour les
contraintes cross-tree. Celle-ci est pre´sente´e sur la figure 3.
(a) Requires (b) Excludes
Figure 3 – Notation de contraintes cross-tree
Par la suite, on a propose´ des contraintes plus complexes sous la forme
de formules propositionnelles [6]. Si A,B,C,D sont des features, nous pou-
vons, par exemple, avoir (A ∧B ∧D)→ not C.
Czarnecki et al. [27] de´finissent le ratio des contraintes cross-tree (cross-tree
constraint ratio (CTCR)) comme la comparaison entre le nombre de features
apparaissant dans les contraintes et le nombre de features contenues dans le
diagramme. Dans notre exemple illustre´ sur la figure 1, le ratio est de 25%
(3/12). C’est un des facteurs permettant de de´terminer la complexite´ d’un
feature model.
Un produit individuel conforme a` un feature model est spe´cifie´ tel un en-
semble de features [27]. Par exemple, l’ensemble S1 = {Car, Body, Engine,
Gasoline, Transmission, Manual, Interior, Standard} repre´sente un
ve´hicule manuel a` essence ayant un inte´rieur standard. Par contre, l’ensemble
S2 = {Car, Body, Engine, Transmission, Automatic, Interior, High},
n’est pas valide. En effet, on observe deux e´le´ments non conformes au mode`le.
En premier lieu, la pre´sence de Engine ne´cessite la pre´sence de soit Elec-
tric, soit Gasoline. Deuxie`mement, la pre´sence du feature High ne´cessite
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la pre´sence du GPS (contrainte cross-tree).
2.1.1 Feature model base´ sur les cardinalite´s
D’autres feature models [16, 18, 32] sont base´s sur les cardinalite´s (comme
les multiplicite´s en UML). La motivation principale est constitue´e des appli-
cations pratiques ainsi que de l’enrichissement des concepts existants. Voici
les nouvelles relations introduites :
Feature cardinality. Les features obligatoires et optionnelles sont ge´ne´ralise´es :
le nombre de fois qu’une feature apparaˆıt est de´termine´ par sa cardi-
nalite´. Par conse´quent, la relation mandatory est e´quivalente a` la car-
dinalite´ < 1..1 > et la relation optional est e´quivalente a` la cardinalite´
< 0..1 >.
Group cardinality. Un group cardinality est un intervalle de´note´ par <
n..m >, ou` n de´note la borne infe´rieure et m la borne supe´rieure,
limitant le nombre d’enfants qui peuvent faire partie du produit lorsque
le parent est se´lectionne´. Par conse´quent, la relation alternative est
e´quivalente a` la cardinalite´ < 1..1 > et la relation or est e´quivalente
a` la cardinalite´ < 1..N > ou` N de´note le nombre de features dans la
relation.
Un exemple de feature model base´ sur la cardinalite´ ainsi qu’une le´gende
sont illustre´s sur la figure 4 [17].
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Figure 4 – Notation pour feature model base´ sur les cardinalite´s (Czarnecki
[16])
Figure 5 – Exemple de re´ference dans un feature model
Notons que cette notation n’autorise pas l’emploi de feature cardinality
sur des features qui font partie d’un groupe de features e´tant donne´ que
cette relation a lieu entre un parent et une feature seule. Czarnecki et al.
[16, 19] proposent e´galement la notion de re´fe´rence qui permet de re´utiliser
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ou de modulariser des features models. Un exemple est pre´sente´ sur la figure
5.
Un tableau comparatif des diffe´rentes notations graphiques (FODA, Czar-
necki Notation [15], Czarnecki Notation [16]) est disponible dans l’article de
Czarnecki [16].
2.1.2 Feature model e´tendu
Un feature model permet de repre´senter la variabilite´ dans une SPL. On
peut ne´anmoins trouver de l’inte´reˆt a` e´tendre les feature models en ajoutant
de l’information sur les features. Cette information est repre´sente´e par ce
que l’on appelle des attributs de feature (feature attributes). Ce genre de
mode`le, dans lequel de l’information supple´mentaire est incluse, s’appelle
feature model e´tendu [8, 16, 18, 19].
En re´alite´, la me´thode FODA [24] avait de´ja` envisage´ l’inte´gration d’infor-
mations supple´mentaires dans un feature model [9]. Par exemple, la relation
entre une feature et ses attributs avait e´te´ introduite.
Il n’y a pas de norme spe´cifique pour de´finir un attribut, mais la plupart des
notations dotent un attribut d’un nom, d’un domaine et d’une valeur (par
exemple, un attribut me´moire qui a une valeur comprise dans le domaine
des entiers ou` cette valeur peut repre´senter une quantite´ en me´gaoctet). Sur
la figure 6, on voit un feature model e´tendu qui emploie la notation de Be-
navides et al. [8].
Dans l’exemple pre´sente´ sur la figure 6, les diffe´rentes features repre´sentent
l’aspect fonctionnel de la SPL. Par conse´quent, l’utilisation d’attributs per-
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Figure 6 – Exemple de feature model e´tendu
met de leur ajouter des contraintes non-fonctionnelles. On observe qu’un
attribut peut eˆtre repre´sente´ par un intervalle de valeur. Le prix de la vide´o
a` la demande, par exemple, varie entre 80 et 100. Un autre point inte´ressant
est que les attributs peuvent eˆtre relie´s entre eux (contrairement a` [16]). Cela
permet de rendre le prix du service (Services) e´quivalent a` la somme du
prix de la vide´o a` la demande (Video on Demand)et de la connexion inter-
net (Internet Connection). La connexion internet, a` son tour, correspond
e´galement a` la somme des attributs prix (PRICE) de ses enfants.
2.1.3 Automatisation
Dans cette section, nous allons de´crire les ope´rations les plus courantes
s’effectuant sur un feature model [9, 10, 8]. Cette liste n’est pas exhaustive.
Validite´ du mode`le. Ceci est l’ope´ration basique que l’on effectue sur un
feature model. Cette ope´ration peut e´galement s’appeler ve´rification
de la satisfiabilite´ (consistance) du mode`le. Un feature model est sa-
tisfiable s’il existe au moins un produit qui peut eˆtre forme´. On peut
e´galement noter qu’un feature model ne peut pas eˆtre insatisfiable s’il
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n’existe pas de contraintes sur celui-ci. Cette ope´ration est tre`s utile
lorsqu’on travaille avec de mode`les de taille importante car la de´tection
manuelle d’erreurs est faillible et prend beaucoup de temps.
Validation d’un produit. Cette ope´ration prend comme entre´e un feature
model et un produit (ensemble de features) et renvoie une valeur qui
permet de savoir si le produit fait partie des produits pouvant eˆtre
forme´s avec le feature model.
Ge´ne´rer tous les produits. Cette ope´ration consiste a` renvoyer tous les
produits re´alisables a` partir d’un feature model.
Calcul du nombre de produits. Cette ope´ration consiste a` renvoyer le
nombre de produits pouvant eˆtre cre´e´s en partant du feature model.
Cette ope´ration peut e´galement servir a` ve´rifier la satisfiabilite´ du
mode`le en posant que celui-ci est valide s’il existe au moins un pro-
duit. Cette ope´ration est utile en inge´nierie car si le nombre de pro-
duits augmente, la SPL devient plus souple et donc plus complexe.
Par exemple, dans le feature model illustre´ sur la figure 1, il y a 15
produits possibles.
Feature morte. Cette ope´ration consiste a` de´tecter une feature morte. Le
fait qu’un feature model soit satisfiable n’exclut pas la pre´sence d’une
feature morte. Ce terme signifie qu’une feature ne pourra jamais eˆtre
selectionne´e quelle que soit la configuration. Des exemples typiques
ge´ne´rant une feature morte sont illustre´s sur la figure 7. Il y a e´galement
d’autre de´tections d’anomalies possibles telles que la redondance par
exemple [10]
Configuration. Cette ope´ration re´duit le nombre de produits possibles
dans un feature model en permettant la se´lection ou la de´se´lection
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Figure 7 – Exemple de feature morte. Celles-ci sont repre´sente´es en gris.
de ceux-ci. Le feature model e´volue en fonction du temps dans le sens
que le nombre de produits diminue a` chaque e´tape. Ceci est connu sous
le nom de configuration par stade [16](staged configuration) ou confi-
guration interactive [9]. Durant celle-ci, l’utilisateur fait des choix pour
cre´er un produit tandis que l’outil guide la configuration en rendant
les choix consistants. En fait, le syste`me valide et propage automa-
tiquement les choix de l’utilisateur pour eˆtre suˆr qu’il puisse a` tout
moment aboutir a` un produit valide [27].
2.1.4 Support permettant l’automatisation
Logique des propositions.
La transformation d’un feature model vers la logique des propositions se
retrouve sur le tableau 1 [27, 10, 41]. On y trouve e´galement un exemple
concret en utilisant le feature model illustre´ sur la figure 1.












Relation Description Logique des propositions Exemple
Root R est la racine R Car
Mandatory C est une sous-feature obliga-
toire de P
P ↔ C Car ↔ Body
Optional C est une sous-feature option-
nel de P
C → P GPS → Car
Alternative
Les X1, .., Xn sont les sous-
features de la relation alterna-
tive ayant comme parent P
P → 1-of-n(X1, .., Xn) P ↔ (Manual ∧ ¬Automatic) ∨
(¬Manual ∧Automatic)
Or
Les X1, .., Xn sont les sous-
features de la relation or
ayant comme parent P
P ↔ (X1 ∨ .. ∨Xn) Engine↔ (Electric∨Gasoline)
Requires X implique Y X → Y High→ GPS
Excludes X et Y s’excluent mutuelle-
ment
¬(X ∧ Y ) ¬(Manual ∧High)
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En utilisant le tableau 1, on peut transformer le feature model pre´sente´
sur la figure 1 en logique des propositions :
Car ∧ (Car ↔ Body) ∧ (Car ↔ Engine) ∧ (Car ↔ Transmission)∧
(GPS → Car) ∧ (Car ↔ Interior)∧
(Engine→ (Electric ∨Gasoline))∧
(Electric→ Engine) ∧ (Gasoline→ Engine)∧
(Manual→ Transmission) ∧ (Automatic→ Transmission)∧
(Transmission→ ((Manual∧¬Automatic)∨(¬Manual∧Automatic)))∧
(Standard→ Interior) ∧ (High→ Interior)∧
(Interior → ((Standard ∧ ¬High) ∨ (¬Standard ∧High)))∧
(High→ GPS) ∧ (¬(High ∧Manual))
La dernie`re ligne repre´sente les contraintes cross-tree.
La logique de description.
La logique de description (Description Logic – DL) est une famille de lan-
gages formels de repre´sentation de connaissance. Elle est plus expressive que
la logique des propositions. Un proble`me de´crit en DL est souvent repre´sente´
par un ensemble de concepts (classes), un ensemble de roˆles (proprie´te´s ou
relations) et un ensemble d’individus (instances) [10].
Wang et al.[36] ont e´te´ les premiers a` proposer une solution base´e sur la
logique de description. Dans cette e´tude, ils proposent un ensemble de re`gles
de mappage entre le feature model et le langage OWL DL [20]. Il existe en
fait trois types de langages OWL : Lite, DL et Full. L’avantage d’OWL DL
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est qu’il permet le maximum d’expressivite´ tout en restant calculable et
de´cidable.
Pour raisonner sur les logiques de descriptions, un moteur d’infe´rence
(Racer (Renamed ABox and Concept Expression Reasoner) 1, Pellet, Fact++,. . . )
est ne´cessaire. Un moteur d’infe´rence est un programme informatique pre-
nant comme entre´e une base de connaissance pour laquelle il essaie de de´river
des re´ponses/conclusions [42]. Il permet, entre autre, la ve´rification de consis-
tance.
Proble`mes de satisfaction de contraintes.
Outre les solutions pre´ce´dentes, l’emploi de la programmation par contrainte
est e´galement possible pour effectuer des analyses automatiques sur un fea-
ture model [9]. Pour se faire, on convertit le feature model vers un proble`me
de satisfaction de contraintes (Constraint Satisfaction Problem – CSP). Un
proble`me CSP est un proble`me mathe´matique de´fini comme un ensemble
dont l’e´tat doit satisfaire un certain nombre de contraintes ou de limites
[39]. Plusieurs e´tudes ont e´te´ re´alise´es mais la plus comple`te semble celle
de Benavides et. al qui proposent la traduction des features mais e´galement
des attributs en CSP [8]. On peut trouver un mapping ge´ne´ral d’un feature
model (sans attributs) vers un proble`me CSP dans l’article de Benavides
et.al [10]
Diffe´rents outils existent pour re´soudre des proble`mes CSP : JaCoP, Choco,
OPL Studio, GNU Prolog, . . . [10].
1. http ://www.racer-systems.com/
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2.1.5 Notations graphiques
En ce qui concerne la repre´sentation graphique de feature models, divers
outils existent. Cependant, ils restent souvent des prototypes. Chaque outil
peut disposer de certaines caracte´ristiques (partiellement de [33]) :
• une ou plusieurs sortes de visualisation des features (arbre, liste indente´e,
. . . )
• pre´sence des contraintes ou des attributs
• visualisation graphique ou textuelle des contraintes et des attributs
• emploi d’un langage textuel pour repre´senter le feature model (XML,
GUISL, . . . )
• utilisation d’un ou plusieurs solveurs (SAT, BDD, CSP, . . . )
• automatisations possibles (Satisfiabilite´ du mode`le, calculer le nombre
de produits, . . . )
Voici une liste non-exhaustive de diffe´rents outils [41, 33] :
• Ahead Tool Suite — http://www.cs.utexas.edu/users/schwartz/ATS.html
• FaMa Tool Suite — http://www.isa.us.es/fama/
• Pure : :Variants — http://www.pure-systems.com/Variant_Management.49.
0.html
• Feature Modeling Plug-in (Plug-in Eclipse) — http://gsd.uwaterloo.
ca/fmp
• Feature Modeling Tool (Plug-in Visual Studio) — http://giro.infor.
uva.es/FeatureTool.html
• FeatureIDE — http://www.cs.utexas.edu/users/schwartz/ATS.html
• SPLOT (Software Product Line Online Tools)
http://www.splot-research.org/
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• XFeature — http://www.pnp-software.com/XFeature/
On peut trouver une comparaison de diffe´rents outils de visualisation
dans la the`se de Saiz [33].
2.1.6 Notations textuelles
Au-dela` des repre´sentations graphiques, il existe e´galement des repre´sentations
textuelles pour les feature models. Un de leurs avantages est qu’elles ne
ne´cessitent pas d’outils spe´cifiques pour leur cre´ation et un simple e´diteur
de texte (Notepad++, Gedit, . . . ) suffit. Ci-dessous, se trouve une liste non-
exhaustive de langages textuels :
• TVL (Textual Variability Langage) sera de´taille´ en section 3.1.
• FDL est le premier langage textuel pour repre´senter des feature mo-
dels. Il ne prend en compte ni les attributs, ni les cardinalite´s et autres
structures plus avance´es. [13]
• XML s’utilise e´galement pour representer un feature model et se voit
utilise´ par des outils tels que Feature Modeling Plug-in, FeatureIDE
(v2.6), Pure : :Variants ou encore FaMa Tool Suite. XML, dans notre
cas, n’est ge´ne´ralement pas destine´ a` une utilisation manuelle (lecture
ou e´criture) e´tant donne´ son aspect relativement verbeux et le fait que
chaque outil posse`de sa propre syntaxe.
• GUIDSL est une grammaire pour repre´senter les feature models pro-
pose´e par Batori [6]. Elle est employe´e par des outils tels que Ahead ou
FeatureIDE (v2.5). Malheureusement, elle est assez limite´e car elle ne
prend pas en compte les attributs, les cardinalite´s et la visualisation
hie´rarchique des features [13].
• SXFM est une syntaxe utilise´e par SPLOT par exemple. Ce format
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utilise XML pour les me´tadonne´es ainsi que pour la structure, mais il
se veut lisible par l’eˆtre humain. Contrairement a` GUIDSL, il montre
explicitement la hie´rarchie dans un feature model graˆce a` l’indentation.
• Clafer (class,feature, reference) est un langage de mode´lisation textuel
qui fut propose´ par Bak et al. [3]. Il est approprie´ pour la mode´lisation
de domaines et pour la capture de connaissances. Cette notation est
vraiment concise et peut eˆtre employe´e pour repre´senter des me´tamode`les
et des feature models ou une combinaison des deux.
Pour obtenir un comple´ment d’information au sujet de ce langage,
on peut visiter le tutorial propose´ par Antkiewicz [2]. Un exemple de
feature model de´fini avec le langage Clafer est pre´sente´ en figure 1.
Listing 1 – Exemple en Clafer
1 Car
2 [ ˜ ( High && Manual ) ]
3 Body
4 or Engine
5 E l e c t r i c
6 Gaso l ine




11 xor I n t e r i o r
12 Standard
13 High
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14 [GPS]
Pour plus de de´tails, j’invite le lecteur a` lire l’article de Classen et al.
[13] ou` divers langages textuels de feature models sont pre´sente´s brie`vement
et ensuite compare´s entre eux.
2.2 Satisfiabilite´
En informatique, la satisfiabilite´ est le fait de savoir si les variables d’une
formule boole´enne peuvent eˆtre assigne´es pour que l’on rende la formule vraie
true 2. Si une attribution est possible, la formule est dite satisfiable (satis-
fiable), dans le cas contraire, insatisfiable (unsatisfiable). Par exemple, la
proposition (p ∧ q) sera satisfiable lorsque [p=true, q=true]. La proposition
(p∧ q ∧¬p), quant a` elle, sera insatisfiable e´tant donne´ qu’aucune valeur ne
peut eˆtre attribue´e a` p [27, 38].
La satisfiabilite´ boole´enne est un proble`me de calcul assez complexe.
Il fait partie de la classe de complexite´ NP-complet (NPC). Ce type de
proble`me a deux proprie´te´s :
• La classe NP-complet est un sous-ensemble de NP, l’ensemble des
proble`mes de de´cision ou` il est possible de ve´rifier une solution en
temps polynomial sur une machine de Turing non-de´terministe.
• Un proble`me p, appartenant a` l’ensemble NP, fait partie de NPC, si et
seulement si, tous les autres proble`mes de NP peuvent eˆtre transforme´s
en p en un temps polynomial. Cela signifie que le proble`me p est au
moins aussi difficile que tous les autres proble`mes de classe NP.
2. http://en.wikipedia.org/wiki/SAT_solver
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Bien que ve´rifier une solution d’un proble`me NPC est relativement rapide,
la trouver n’est pas efficace. [43]
2.2.1 Ve´rification de la satisfiabilite´
Pour ve´rifier la satisfiabilite´ de mode`les en utilisant la logique des propo-
sitions, plusieurs solutions sont possibles. En voici la description de deux :
Solveur SAT, Solveur BDD.
Solveur SAT. Pour ve´rifier la satisfiabilite´ d’une formule proposition-
nelle, il existe ce que l’on appelle des solveurs SAT. La plupart d’entre eux
utilisent, comme proce´dure de de´cision principale, l’algorithme DPLL. Cet
algorithme permet de re´soudre efficacement des proble`mes larges. Les for-
mules propose´es aux solveurs SAT sont souvent en forme normale conjonc-
tive (conjunctive normal form (CNF)).
Une formule CNF consiste en une conjonction de clauses ou` chaque
clause est une disjonction de litte´raux ou` un litte´ral repre´sente une variable
ou sa ne´gation : C1 ∨ .. ∨ Cn. Il arrive e´galement que l’on e´crive une for-
mule CNF sous la forme d’un ensemble {C1, .., Cn} ou que l’on remplace
simplement les ∧ par des virgules (C1, .., Cn). Voici un exemple de formule
CNF contenant quatre variables a, b, c, d : (A∨¬B)∧ (C ∨D)∧ (A∨D).
Cette formule contient trois clauses et chacune d’elle est compose´e de deux
litte´raux.
DPLL (Davis-Putnam-Logemann-Loveland) [40, 11, 30] est un algorithme
de recherche base´ sur le backtracking qui vit le jour en 1962. L’algorithme
basique fonctionne comme suit : on choisit un litte´ral et on lui attribue
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une valeur de ve´rite´ (true ou false) ; ensuite, on simplifie la formule et l’on
ve´rifie re´cursivement si la formule simplifie´e est satisfiable ou non. Si elle
est consistante, la formule originale est satisfiable, sinon, on recommence la
ve´rification en utilisant la valeur de ve´rite´ oppose´e. La simplification enle`ve
toutes les clauses qui deviennent vraies a` l’attribution et tous les litte´raux
qui deviennent faux dans les clauses restantes.
L’algorithme DPLL ame´liore l’algorithme de backtracking de base en y ajou-
tant des re`gles supple´mentaires a` chaque e´tape :
• Unit Propagation Rule : Pour chaque clause (l) appele´e une clause
unitaire, on supprime toutes les clauses contenant l et tous les litte´raux
¬l.
• Pure Literal Rule : Si un litte´ral l apparaˆıt dans quelques clauses mais
que ¬l n’apparaˆıt jamais, alors on peut supprimer toutes les clauses
contenant l. Le litte´ral l est appele´ un litte´ral pur (pure literal). Etant
donne´ qu’il n’existe qu’avec une seule polarite´, on peut, dans tous les
cas, lui assigner une valeur pour qu’il rende toutes les clauses le conte-
nant vraies.
En se basant sur la formule CNF suivante (¬a ∨ ¬b) ∧ (b ∨ c) ∧ (¬a ∨
¬c ∨ d) ∧ (b ∨ ¬c ∨ ¬d) ∧ (a ∨ d) [30], les diffe´rents appels de l’algorithme
DPLL sont pre´sente´s sur la figure 8. Comme on peut le constater, toutes les
branches de l’arbre n’ont pas e´te´ parcourues (de´note´es par ?). En re´alite´, le
choix d’un litte´ral a` chaque e´tape a un impact sur l’efficacite´ de l’algorithme.
Par conse´quent, on peut arriver plus rapidement a` une solution en partant
d’un litte´ral plutoˆt qu’un autre [40].
Actuellement, les solveurs SAT sont base´s sur diffe´rentes variations de
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Figure 8 – Arbre d’appel DPLL
la proce´dure de l’algorithme DPLL. Les ame´liorations importantes de per-
formances sont dues a` des meilleures techniques d’imple´mentation et a` plu-
sieurs perfectionnements conceptuels du DPLL original ayant comme but
la re´duction de l’espace de recherche comme, par exemple, le backjumping
(une forme de backtracking non-chronologique). Ces avance´es permettent
de ve´rifier la satisfiabilite´ de proble`mes SAT industriels avec des dizaines de
milliers de variables et des millions de clauses [30].
Binary Decision Diagram. Il existe e´galement, pour ve´rifier la satisfia-
bilite´ d’une formule propositionnelle, des solveurs Binary Decision Diagram
(BDD) qui prennent en argument une formule logique comme entre´e (pas
force´ment en CNF ) et qui la repre´sentent par la suite sous forme de graphe
permettant de de´terminer si la formule est satisfiable ou non.[10].
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L’emploi de BDD peut eˆtre utile pour re´soudre quelques automatisations
parfois difficiles pour un solveur SAT. Par exemple, le calcul du nombre de
produits possibles ou la re´tro-inge´nierie de mode`le [27, 10].
Un BDD est donc un graphe dirige´ acyclique (directed acyclic graph
(DAG)) avec un ou deux nœuds terminaux qui ont un degre´ sortant nul et
qui sont e´tiquete´s 0 ou 1. Il est e´galement compose´ d’un ensemble de nœuds
variables ayant un degre´ exte´rieur e´gal a` deux. Chaque nœud est repre´sente´
par une variable boole´enne et ses enfants sont nomme´s bas (low) et haut
(high). L’arc sortant vers un fils repre´sente la valeur assigne´e au nœud parent
qui peut eˆtre soit 0 pour le bas, soit 1 pour le haut. Sur la figure suivante,
ils sont indique´s par une ligne pointille´e et par une ligne pleine respective-
ment. Un BDD peut e´galement eˆtre ordonne´ (Ordered — OBDD) si tous
les chemins a` travers le graphe respectent un ordre line´aire x1 < .. < xn. Un
(O)BDD peut e´galment eˆtre re´duit (Reduced — R(O)BDD). [1, 37]
Sur la figure 9, un exemple de BDD repre´sentant (x1 ↔ y1) ∧ (x2 ↔ y2)
est illustre´. Cet exemple est e´galement un OBDD suivant l’ordre x1 < y1 <
x2 < y2. [1]
2.3 SMT
Satisfiability Modulo Theories (SMT) est un domaine de la de´duction
automatique qui e´tudie des me´thodes pour ve´rifier la satisfiabilite´ de for-
mules logiques en tenant compte de la composition de certaines the´ories
logiques τ . On peut citer, par exemple, la the´orie des entiers (Integers) ou
des re´els (Reals) ainsi que des the´ories de structure de donne´es tels que les
listes (Lists), les tableaux (Arrays), les vecteurs de bits (Bitvectors), . . . On
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Figure 9 – Exemple de BDD
expliquera certaines d’entre elles en davantage de de´tails dans la section 3.2.1
(p50). [4, 44]
Les techniques courantes pour trouver la satisfiabilite´ d’une formule F
en tenant compte de the´ories τ peuvent globalement eˆtre divise´es en deux
cate´gories principales : eager et lazy [30, 44].
Eager. La formule d’entre´e SMT est convertie graˆce a` l’utilisation d’une
transformation pre´servant la satisfiabilite´ en une formule CNF qui est
ensuite passe´e dans un solveur SAT. Une des forces de cette approche
est qu’elle permet l’emploi syste´matique des meilleurs solveurs SAT
disponibles. Cependant, cette technique n’est pas tre`s flexible [30]. En
effet, pour eˆtre efficace, des techniques sophistique´es de traduction sont
requises pour chaque the´orie. De plus, cela signifie que le solveur SAT
doit travailler plus que ne´cessaire pour trouver des faits ”e´vidents”
(comme par exemple, x+ y = y+ x, pour une addition d’entiers) [44].
Lazy. Une alternative a` la technique pre´ce´dente est l’utilisation d’un sol-
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veur τ spe´cifique pour de´cider de la satisfiabilite´ des conjonctions de
pre´dicats d’une the´orie particulie`re. Un avantage de la the´orie lazy est
qu’elle est flexible car elle peut combiner n’importe quel solveur SAT
avec n’importe quel solveur τ (τ -Solver).
2.3.1 Solveurs SMT
Voici une liste alphabe´tique non-exhaustive des diffe´rents solveurs SMT
[14, 44]. Un solveur peut supporter plusieurs langages d’entre´e. Par conse´quent,
j’ai de´cide´ de selectionner uniquement les solveurs supportant (partielle-
ment) le langage SMT-LIBv2.
• CVC3 — http://www.cs.nyu.edu/acsys/cvc3/
• OpenSMT — http://www.verify.inf.unisi.ch/opensmt
• MiniSMT — http://cl-informatik.uibk.ac.at/software/minismt/
• MathSAT — http://mathsat4.disi.unitn.it/
• SONOLAR — http://www.informatik.uni-bremen.de/~florian/sonolar/
• STP — http://sites.google.com/site/stpfastprover/
• Z3 — http://research.microsoft.com/en-us/um/redmond/projects/z3/index.
html
Comme mentionne´ pre´ce´demment, il existe plusieurs the´ories dans le do-
maine SMT et chaque solveur ne supporte pas force´ment toutes les the´ories.
En ce qui concerne la performance des solveurs SMT, il existe une compe´tition
depuis 2005 : SMT-COMP 3. Sur le site, on peut retrouver un comparatif
des solveurs en fonction des diffe´rentes logiques.
3. http ://www.smtcomp.org/
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2.3.2 Langages
Voici une liste non-exhaustive des divers langages existants pour repre´senter
des formules SMT.
• SMT-LIB (Satisfiability Modulo Theories Library) est une initiative
visant principalement a` de´velopper un langage d’entre´e et sortie pour
les solveurs SMT. Il est de´taille´ dans la section 3.2.
• CVC peut eˆtre utilise´ avec les solveurs CVC3 et STP.
• STP peut eˆtre utilise´ avec les solveurs STP. C’est un langage qui
reprend la plupart des fonctions et pre´dicats imple´mente´s dans un
langage tel que C ou dans un jeu d’instruction machine, si ce n’est
qu’il ne pre´sente pas le type de donne´es flottantes et les ope´rations
sur ce dernier. [22]. Par l’interme´diaire du solveur STP, on peut, par
exemple, convertir le langage d’entre´e vers le langage SMT-LIB ou
CVC.
• Simplify peut eˆtre utilise´ avec z3, par exemple, mais il est de´sormais
de´pre´cie´ et les auteurs de z3 conseillent d’employer SMT-LIB 4.
4. http ://research.microsoft.com/en-us/um/redmond/projects/z3/group simplify.html




Dans cette section, on traite les e´le´ments principaux de la proble´matique
en de´finissant les deux langages utilise´s : TVL et SMT-LIBv2.
3.1 TVL
Cette sous-section se base sur les documents expliquant la syntaxe et la
se´mantique du langage TVL [12] [13].
TVL est un langage textuel de mode´lisation de features. C’est un langage
le´ger et compre´hensible. Il couvre aussi bien la notation classique introduite
par Kang et al. [24] que la de´composition base´e sur les cardinalite´s et les at-
tributs. Son objectif principal est de fournir un langage lisible par l’homme
et de supporter des mode`les a` grande e´chelle graˆce a` des me´canismes de
modularisation. En effet, comme la plupart des notations sont graphiques,
travailler avec des feature diagrams de grandes dimensions peut tre`s vite de-
venir fastidieux. TVL se de´finit par une grammaire LALR, une se´mantique
formelle et une imple´mentation de re´fe´rence qui est disponible en ligne 5.
TVL utilise une syntaxe du meˆme style que celle du langage C : il utilise
des accolades pour de´limiter les blocs, un point-virgule pour terminer une
assertion et la meˆme syntaxe pour les commentaires (// ou /*..*/). En ce
qui concerne la de´claration de features et d’attributs, ils doivent commencer
par une majuscule et une minuscule respectivement.
Pour plus de de´tails sur la syntaxe et la se´mantique de TVL, j’invite le
5. http ://www.info.fundp.ac.be/∼acs/tvl
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lecteur a` lire l’article de Classen et al. [12] [13].
3.1.1 De´composition
En partant du feature diagram pre´sente´ en section 2.1 sur la figure 1, on
obtient le mode`le TVL suivant :
Listing 2 – Exemple en TVL
1 root Car {
2 High requires GPS;
3 High excludes Manual ;
4
5 group allOf {
6 Body ,
7 Engine {
8 group someOf {
9 E l e c t r i c ,
10 Gaso l ine
11 }
12 } ,
13 Transmiss ion {
14 group oneOf {





20 I n t e r i o r {
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Un type de de´composition est de´fini en TVL avec le mot-cle´ group. Les
diffe´rents ope´rateurs sont :
• allOf qui repre´sente une de´composition and
• oneOf qui repre´sente une de´composition xor
• someOf qui repre´sente une de´composition or
• group [i..j] qui permet de spe´cifier une de´composition base´e sur les
cardinalite´s, ou` i et j sont ses bornes infe´rieure et supe´rieure. Lors
de l’utilisation de cette de´composition, on peut employer le caracte`re
aste´risque (*) pour signifier le nombre de sous-features comprises dans
le groupe. Par exemple, l’utilisation de group [1..*] est e´quivalente a`
group someOf.
Une feature optionnelle sera de´finie, quant a` elle, avec le mot-cle´ opt. Dans
notre exemple (fig. 1), la feature GPS est optionnelle.
3.1.2 Attributs
TVL donne e´galement la possibilite´ de de´finir des attributs a` une feature.
Quatre types d’attributs sont supporte´s : entier (int), re´el (real), boole´en
(Bool) et e´nume´ration (enum). Pour de´clarer un attribut, il suffit de de´finir
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son type et son nom dans le bloc de la feature auquel il appartient.
Lors de l’emploi d’un attribut de type enum, celui-ci prend une seule
valeur parmi l’ensemble des valeurs pre´de´finies. Notons aussi que dans ce
cas le mot-cle´ in est obligatoire. En TVL, les crochets servent a` de´finir un
intervalle contrairement aux accolades qui de´crivent une liste. Diffe´rentes





int x in [0..5];
}
(a) Basic (b) Restriction de domaine
Feature {
int x is 5;
}
Feature {
int x, ifIn : is 10,
ifOut : is 0;
}
(c) Valeur fixe (d) Valeur conditionnelle
Figure 10 – De´claration d’attributs en TVL
En partant de notre exemple (fig. 1), on peut imaginer qu’un GPS a un
attribut re´solution (resolution) de type e´nume´re´. Il peut donc avoir une
valeur parmi l’ensemble {360p, 480p, 720p}. Le GPS peut e´galement avoir
une me´moire (memory) allant de 32 a` 512 Mo. En TVL, on obtient :
GPS {
enum r e s o l u t i o n in {360p , 480p , 720p } ;
int memory in [ 3 2 . . 5 1 2 ]
}
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3.1.3 Expressions
On peut utiliser diffe´rentes expressions en TVL pour soit exprimer la
valeur d’un attribut, soit exprimer une contrainte. Les expressions peuvent
eˆtre de types boole´en (bool), entier (integer) ou re´el (real).
Ces expressions peuvent eˆtre combine´es avec les ope´rateurs classiques. Pour
les entiers, il s’agit de +,−, /, ∗, abs. Pour les ope´rateurs boole´ens, il s’agit
de !,&&, ||,− >,< −, < − >. Les expressions boole´ennes peuvent e´galement
eˆtre combine´es avec des comparaisons d’entiers ou re´els (e´tant donne´ qu’elles
renvoient un boole´en) : <,<=, >=, >. Il existe e´galement des fonctions
d’aggre´gation : sum,mul,min,max, avg, count, or, xor. Elles prennent une
liste d’expressions comme argument.
Pour les contraintes de base, il existe e´galement les mots-cle´s requires
et excludes. En revanche, ils ne peuvent eˆtre utilise´s qu’avec une feature de
part et d’autre du mot cle´. La ligne 1 est syntaxiquement correcte contrai-
rement a` la ligne 2. Pour contourner cela, on peut employer des expressions
boole´ennes classiques (ligne 3 ou 4 repre´sentent la meˆme chose).
1 High excludes Manual ; // Correct
2 High requires and(GPS, Automatic ) ; // I n c o r r e c t
3 High −> and(GPS, Automatic ) ; // Correct
4 High −> (GPS && Automatic ) ; // Correct
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3.1.4 Contraintes
Comme explique´ dans la section 2.1, un feature model peut posse´der des
contraintes cross-tree entre ses features. Les contraintes sont des expressions
boole´ennes et peuvent eˆtre ajoute´es dans le bloc d’une feature particulie`re
en compagnie de la de´claration d’attributs.
En TVL, il existe e´galement un sucre syntaxique pour les contraintes garde´es.
Elles permettent de spe´cifier une valeur d’un attribut dans le cas ou` sa fea-
ture parent est selectionne´e (ifIn :) ou non (ifOut :). Dans l’exemple illustre´
sur la figure 10), x vaut 10 si la feature est selectionne´e, sinon, 0.
3.1.5 Modularisation
Comme e´nonce´ pre´cedemment, un des principaux buts de TVL est d’ai-
der les diffe´rents utilisateurs a` de´velopper des mode`les de grande dimension.
Le premier moyen est d’inclure un fichier graˆce a` la commande include
qui prend en argument le chemin vers le fichier que l’on veut inclure. Cette
commande inclut le fichier au point ou` elle a e´te´ appele´e.
include ( . / some/ other / f i l e ) ;
Un autre me´canisme consiste a` de´clarer des nouveaux types personna-
lise´s. Ils sont de´finis au de´but du fichier TVL et peuvent, par la suite, eˆtre
re´utilise´s. Dans cet exemple, on de´finit une liste de langues qui sera re´utilise´e
plus tard sur un attribut de la feature GPS.
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l anguageL i s t language ;
}
Il est e´galement possible de de´clarer des constantes (const) avec un type,
un nom et une valeur. On peut ensuite les utiliser dans des expressions ou
des cardinalite´s.
const int maxSpeed 250 ;
TVL laisse e´galement le choix a` l’utilisateur d’organiser son feature model
comme il le de´sire. En effet, il peut d’abord de´clarer la feature GPS faisant
partie de Car et ensuite de´velopper GPS. Il peut, par exemple, lui ajouter







enum r e s o l u t i o n in {360p , 480p , 720p } ;
}
3.2 SMT-LIB
Cette section se base sur les documents officiels concernant SMT-LIBv2.[4,
5, 14]
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SMT-LIB est l’abre´viation pour The Satisfiability Modulo Theories Li-
brary. SMT-LIB est une initiative internationale visant a` faciliter la re-
cherche et le de´veloppement dans le domaine SMT. Elle a diffe´rents buts :
• fournir des descriptions claires et standardise´es des the´ories utilise´es
dans les syste`mes SMT ;
• de´velopper et promouvoir un langage d’entre´e et de sortie pour les
diffe´rents solveurs SMT ;
• e´tablir et mettre a` disposition de la communaute´ une large librairie de
benchmarks pour les solveurs SMT.
3.2.1 The´ories
Voici donc les diffe´rentes the´ories de´finies par SMT-LIBv2.
• The´orie des entiers (int)
• The´orie des nombres re´els (real)
• The´orie des vecteurs de bits (bitvector)
• The´orie des tableaux (array)
• The´orie des entiers et re´els
Il faut noter que chaque the´orie contient implicitement la the´orie cœur Core.
Il est uniquement question, ici, des the´ories utilise´es dans le cadre de
cette e´tude en de´finissant la the´orie cœur et la the´orie des vecteurs de bits.
The´orie cœur. Celle-ci de´finit les e´le´ments basiques de la logique boole´enne.
• Le type Bool (boole´en) ;
• Les constantes true et false de type Bool ;
• L’ope´ration not ;
• Les fonctions de base and, or et xor associative a` gauche sur les
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valeurs boole´ennes ;
• La fonction => correspondant a` l’implication associative a` droite.
• La fonction e´galite´ entre des e´le´ments d’ensembles de valeur de
meˆme type.
• La fonction ine´galite´ entre des e´le´ments d’ensembles de valeur de
meˆme type
• La fonction “if-then-else” qui prend comme premier argument un
boole´en et 2 arguments supple´mentaires d’un meˆme type.
The´orie des vecteurs de bit. Celle-ci de´finit le comportement des vec-
teurs de bits. On de´finit un type diffe´rent de vecteur de bits en fonction
de la longueur du vecteur. Des ope´rations sont de´finies pour manipu-
ler, combiner et extraire des portions de vecteurs de bits. Certaines
de ces ope´rations interpre`tent le vecteur de bits comme un nombre
naturel. Le vecteur de bits est un ensemble de binaires non-signe´s qui
repre´sente les entiers positifs avec le bit le moins important a` droite.
• Un type ( Bitvec n) est de´fini pour chaque valeur n non-nulle.
• Les litte´raux binaires et hexade´cimaux sont de´finis pour avoir un
type de vecteur de bits correspondant a` leur longueur.
• La fonction concat permet de combiner deux vecteurs de bit en un
seul.
• Les diffe´rentes fonctions (extract i j) sont de´finies pour extraire une
portion continue du vecteur de bits de l’index i a` j (compris)
• Les fonctions unaires bvnot et bvneg
• Les fonctions binaires bvand bvor bvadd bvmul bvudiv bvurem bvshl
bvlshr
• La fonction de comparaison binaire bvult
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3.2.2 Logiques
Une logique consiste en une ou plusieurs the´ories ainsi que des restrictions
sur les sortes d’expressions utilise´es dans cette logique. [14]
Logique boole´enne. QF UF. Cette logique incorpore seulement la the´orie
cœur fournissant le type bool et les diffe´rentes ope´rations classiques
sur les boole´ens. L’utilisateur peut ajouter des types supple´mentaires
et des fonctions non-interpre´te´es. En revanche, aucun quantificateur
n’est autorise´ dans une expression.
Logique arithme´tique. Les diffe´rentes logiques sont QF LIA, QF NIA, QF LRA,
QF AUFLIA, AUFLIA, AUFLIRA, AUFNIRA, LRA.
Logique de diffe´rence arithme´tique. La diffe´rence arithme´tique auto-
rise seulement une comparaison entre deux valeurs nume´riques ou une
comparaison entre la diffe´rence de valeurs nume´riques et un litte´ral
nume´rique positif ou ne´gatif. Les diffe´rentes logigues sont QF IDL,
QF RDL, QF UFIDL.
Logique avec des vecteurs de bits et des tableaux Les diffe´rentes lo-
giques sont QF BV, QF AX, QF ABV, QF AUFBV.
3.2.3 Expression
L’application d’une fonction sur une se´quence d’argument est de la forme :
(< qualified− identifier >< expr > +)
La syntaxe SMT-LIB a un style prefix (les ope´rateurs sont e´crit avant les
ope´randes). La notation infix n’est jamais utilise´e, meˆme pour de l’arithme´tique
conventionnelle. En SMT-LIB, nous e´crivons (+ 1 2) et non (1 + 2).
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L’encadre´ suivant correspond a` la de´claration d’une fonction. symbol y
repre´sente le nom de la fonction et le < sort − expr > (droite) permet de
de´finir son type. Le terme (< sort− expr > ∗) repre´sente les arguments que
la fonction symbol peut prendre. Cependant, ce terme vaut toujours () dans
cette analyse e´tant donne´ que nous utilisons des fonctions sans arguments.
( declare− fun < symbol > (< sort− expr > ∗) < sort− expr > )
Etant donne´ que l’on a fait appel aux termes associativite´ a` gauche et a`
droite, voici un rappel de ces principes :
• Associativite´ a` gauche : or est une fonction de´finie dans la the´orie cœur
qui prend deux arguments boole´ens (bool), mais peut e´galement eˆtre
appele´e sur plusieurs arguments en utilisant l’associativite´ a` gauche.
Par conse´quent, (or a b c d) est e´quivalent a` (or (or (or a b) c) d).
D’autres fonctions ont le meˆme comportement telles que les ope´rations
boole´ennes xor et and ainsi que les ope´rations sur les entiers et les
re´els.
• Associativite´ a` droite : L’implication (=>) est, quant a` elle, associative
a` droite. L’expression (=> a b c d) est e´quivalente a` (=> a (=> b (=> c d)))
Note : Avec le solveur SMT z3, on peut aussi appeler l’implication avec
implies. Par exemple, dans le listing 3.2.3, ces deux lignes sont e´quivalentes.
1 ( a s s e r t ( i m p l i e s a b) )
2 ( a s s e r t (=> a b) )
3.2.4 Constantes
Si la logique comprend les bitvectors, les constantes suivantes sont re´alisables.
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#bX ou X est un nombre binaire de taille m de´finit un bitvector constant
de valeur X et de taille m.
Par exemple : #b0001 de´finit le bitvector de valeur 0001 et de taille 4.
#xX ou X est un nombre hexade´cimal de taille m et de´finit un bitvector
constant de valeur X et de taille 4 ∗ m (e´tant donne´ qu’un chiffre
hexade´cimal est repre´sente´ par 4 bits)
Par exemple : #xFE de´finit le bitvector de valeur FE et de taille 8.
Lors de l’emploi de bitvectors, il est e´galement possible de les de´finir avec
cette commande ou` X repre´sente une valeur nume´rique (en base 10) et m
repre´sente le nombres de bits du vecteur.
( bvX m )
Dans l’encadre´ suivant, les expressions a` gauche et a` droite sont e´quivalentes.
Elles repre´sentent chacune un bitvecteur de taille 5 repre´sentant le chiffre 7.
#b00111 ≡ ( bv7 5 )
Note : Pour le moment, le solveur SMT z3 n’accepte pas la notation
#bX mais accepte l’autre. STP lui, les accepte.
3.2.5 Logique QF BV
Utilisant initiallement le solveur STP [22], j’ai de´cide´ de me concentrer
sur une solution base´e sur la logique QF BV [31, 14]. Pour rappel, cette
logique permet l’utilisation de vecteurs de bits (bitvectors). Par conse´quent,
la repre´sentation d’un attribut se fera a` l’aide d’un vecteur de bits.
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Cette logique permet l’emploi d’expressions sans quantificateur. Elle in-
clut la famille des diffe´rents types de bitvectors et les fonctions de´finies dans
la the´orie des vecteurs de bits bitvectors.
En re`gle ge´ne´rale, lorsqu’une fonction prend deux bitvectors en entre´e,
ceux-ci doivent eˆtre de la meˆme taille.
La commande ci-dessous de´finit la variable x comme un bitvector com-
portant m bits.
( declare-fun x () ( BitVec m) )
Comparaison sur les bitvectors
Voici diffe´rents pre´dicats binaires permettant de comparer deux bitvectors. Il
existe diffe´rents pre´dicats en fonction de la repre´sentation du nombre binaire
qui peut eˆtre soit signe´ (signed), soit non-signe´ (unsigned). Pour rappel, lors-
qu’un nombre binaire est signe´, le premier bit (a` gauche) correspond au bit
du signe. Les nombre positifs sont repre´sente´s normalement, mais lorsqu’il
s’agit d’un nombre ne´gatif, on utilise la notation en comple´ment a` deux. Par
exemple, en nombre binaire signe´ (sur 8 bits) : -5 vaut 11111011 et 5 vaut
00000101. La syntaxe pour les diffe´rents pre´dicats est :
(predicat ( BitVec A) ( BitVec B))
Dans le tableau 2, on explique les diffe´rentes fonctions de comparaisons
sur les bitvectors.
Par exemple,
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Non-signe´ Signe´ Resultat
A plus petit que B A < B bvult bvslt Bool
A plus petit ou e´gal a` B A ≤ B bvule bvsle Bool
A plus grand que B A > B bvugt bvsgt Bool
A plus grand ou e´gal a` B A ≥ B bvuge bvsge Bool
Table 2 – Pre´dicats binaires de comparaison
(bvuge ( bv10 3) ( bv9 3)) donne false
3.2.6 Commandes
Voici la liste des commandes [4] principales du langage SMT-LIB uti-
lise´es :
set-logic L permet de de´finir la logique que l’on utilise. L’argument L est
le nom soit d’une logique appartenant au cataglogue SMT-LIB, soit
d’une logique d’un solveur particulier. Cette commande doit pre´ce´der
toutes les autres a` l’exception des suivantes : set-info, get-info, set-
option, get-option, exit.
( set-logic < L > )
check-sat demande au solveur de ve´rifier si oui ou non la conjonction des
diffe´rentes formules est satisfiable dans la logique spe´cifie´e par la com-
mande set-logic. La re´ponse a` cette commande sera sat, unsat, unk-
now.
( check-sat )
• sat : l’ensemble des assertions est satisfiable. Il existe au moins une
solution permettant d’assigner une valeur aux diffe´rentes constantes
et symboles qui rend toutes les assertions vraies.
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• unsat : l’ensemble des assertions est insatisfiable. Aucune attribution
n’est possible.
• unknow : le solveur ne peut de´terminer si l’ensemble des assertions
est satisfiable ou non. Plusieurs explications sont possibles. Le sol-
veur peut eˆtre a` court de me´moire ou de temps. Le solveur peut
e´galement avoir trouve´ une solution permettant a` toutes les asser-
tions d’eˆtre vraies, mais il ne peut pas en eˆtre suˆr a` cause de la
pre´sence d’assertions quantifie´es.
assert t ajoute le terme t a` l’ensemble des assertions si t est une formule
de forme ferme´e (closed formula). Pour rappel, une formule ferme´e est
une expression qui s’obtient par une combinaison de nombres ou de
fonctions et d’ope´rations de re´fe´rence 6.
( assert < expression > )
exit donne l’instruction au solveur de quitter.
( exit )
Pour plus d’informations concernant les diffe´rentes commandes, j’invite
le lecteur a` lire ces documents officiels [4, 14].
6. http ://fr.wikipedia.org/wiki/Solution de forme ferme´e
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4 Etude de cas
Afin de faciliter la compre´hension de la traduction, on met en place un
exemple d’une mode´lisation d’une tablette PC. Celui-ci tentera de capturer
un maximum de variabilite´ et contiendra les diffe´rentes structures fournies
par TVL.
4.1 Description








L’e´cran est evidemment obligatoire. Il a une taille (size) comprise entre
6’ et 10’ et il posse`de e´galement une re´solution (resolution) qui peut
prendre diverses valeurs : 360p, 480p, 720p, 1080p.
Le processeur peut eˆtre, quant a` lui, compose´ d’un cœur simple ou double
.
La me´moire est interne ou externe. La me´moire interne est obligatoire
car elle est ne´cessaire au fonctionnement de la tablette PC. Il y a la
possibilite´ d’ajouter une ou plusieurs me´moires externes. Ces me´moires
externes sont de type Secure Digital, Memory Stick ou CompactFlash.
Une camera au minimum sera pre´sente sur la tablette PC. Elle peut donc
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s’y placer a` l’avant ou a` l’arrie`re de l’appareil.
Le clavier est optionnel et ne se trouve donc pas syste´matiquement dans
la configuration.
Des applications sont disponibles lors de la composition de l’appareil. Il
y’en a quatre : AngryBirds, Facebook, Shazaam, Skype.
4.2 Contraintes
Diffe´rentes contraintes sont e´galement observables dans notre mode`le :
• Si le syste`me est compose´ du syste`me d’exploitation iOS, alors la ta-
blette PC devra eˆtre munie d’une came´ra a` l’avant et a` l’arrie`re.
• On ne peut pas avoir, sur la meˆme tablette, des me´moires externes de
type Memory Stick et Compact Flash.
• Le nombre d’applications choisies doit eˆtre entre 2 et 3. Par exemple,
des choix possibles seraient : (AngryBirds, Facebook, Skype), (Angry-
Birds, Shazaam), . . .













Un feature diagram a pour objectif de repre´senter graphiquement (sous forme d’arbre) un feature model. Le
diagramme est ici accompagne´ de contraintes supple´mentaires. Pour rappel, le feature diagram permet de voir
facilement (e´tant donne´ son aspect graphique) les caracte´ristiques d’une ligne de produits (SPL) ainsi que les
diffe´rentes de´pendances qui y figurent. Il faut noter que vu l’emploi de cette notation de feature model classique,
les diffe´rents attributs (par exemple : int size pour l’e´cran) ne sont pas represente´s. Il en va de meˆme pour les
cardinalite´s du groupe applications (Applications).
















4 ETUDE DE CAS
4.4 Code source TVL
Ci-dessous, vous trouverez le mode`le TVL repre´sentant notre tablette
PC.
Listing 3 – Etude de cas en TVL : Tablette PC
1 root TabletPC {
2 IOS −> ( Front && Back ) ;
3 MemoryStick excludes CompactFlash ;
4 group allOf {
5 Screen {
6 int s i z e in [ 6 . . 1 0 ] ;







13 opt Keyboard ,





19 group allOf {
20 Intern ,
21 Extern
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26 group someOf {




















47 Appl i ca t i ons {
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5 Traduction
Maintenant que l’on a explique´ les diffe´rents concepts, on peut transfor-
mer le langage TVL en SMTLIBv2. Pour ce faire, un exemple de chaque
structure TVL est pre´sente´ ainsi que la traduction e´quivalente.
Remarques
Comme la version 2 de SMT-LIB est assez re´cente, les diffe´rents solveurs
(cf. 2.3.1, p40) ne le supportent que partiellement. Il se peut donc que des
erreurs apparaissent malgre´ l’emploi correct du langage.
Par exemple, la fonction xor sur les boole´ens ne fonctionne pas sur z3 [28] ou
STP [22] si l’on emploie la syntaxe avec plus de deux e´le´ments. En revanche,
cela fonctionne pour and et or, par exemple. Dans le listing 4, bien que les
deux notations soient cense´es eˆtre e´quivalentes, la ligne 1 donne une erreur
et la ligne 2 fonctionne.
Listing 4 – Erreur avec l’ope´rateur xor
1 ( a s s e r t (=> OS ( xor Android Windows IOS) ) )
2 ( a s s e r t (=> OS ( xor Android ( xor Windows IOS) ) ) )
En ce qui concerne les diffe´rents exemples en SMTLIBv2, pour ne pas me
re´pe´ter, j’ai omis la commande permettant de de´finir de la logique, la com-
mande permettant de ve´rifier la satisfiabilite´ et la commande de terminaison.
Pour pouvoir eˆtre accepte´ par le solveur et pour en recevoir une re´ponse,
chaque bout de code SMTLIBv2 doit eˆtre inclus en suivant la structure type
pre´sente´e sur le listing 5.
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Listing 5 – Structure type SMT-LIBv2
( set−l o g i c QF ABV)
. . . exemple . . .
( check−sa t )
( e x i t )
Suite a` l’analyse, il apparaˆıt qu’il y ait trois possibilite´s pour repre´senter
des features :
1. Elles sont repre´sente´es par des boole´ens
2. Elles sont repre´sente´es par des bitvectors de taille 1
3. Elles sont repre´sente´es par des boole´ens et des bitvectors de taille 1
L’avantage de n’utiliser qu’un seul type de donne´e est que cela facilite
le´ge`rement l’imple´mentation. En effet, il ne faut pas ve´rifier son type pour
indiquer la syntaxe SMT-LIBv2 correspondante a` chaque appel d’une va-
riable repre´sentant une feature.
Dans l’exemple suivant, A est la feature parent et B est la sous-feature
obligatoire. Chaque ligne correspond aux choix pre´sente´s ci-dessus. Par exemple,
a` la ligne 3, la feature A est repre´sente´e par un boole´en et la feature B par
un bitvector de taille 1.
1 ( a s s e r t (=> A B) )
2 ( a s s e r t (=> (= A #b1 ) (= B #b1 ) ) )
3 ( a s s e r t (=> (= A #b1 ) B) )
Dans notre traduction, certaines structures TVL n’ont pas e´te´ prises en
compte. Il s’agit notamment du type d’attribut re´el (real) qui est plus difficile
a` repre´senter vu l’utilisation de bitvector et du type d’attribut structure´
(struct).
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Conventions mathe´matiques
Pour les traductions suivantes, on emploie ces diffe´rentes notations lors
des transformations ge´ne´riques :
• La variable p repre´sente le parent des sous-features ;
• L’ensemble C repre´sente l’ensemble des sous-features de p ;
• L’ensemble O repre´sente l’ensemble des sous-features optionnelles de
p (donc O ∈ C).
5.1 allOf
Listing 6 – Traduction – allOf – SMT-LIBv2
1 root TabletPC {






8 opt Keyboard ,
9 Appl i ca t i ons
10 }
11 }
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Transformation ge´ne´rique
∀x ∈ C : (declare-fun xi () Bool)
(assert(=> xi p))
(assert (=> p (and x1 . . . xn))), x ∈ C \O
Tout d’abord, on de´clare les diffe´rentes features en tant que boole´en
(Bool). Cela permet de les employer dans les diffe´rentes assertions. Pour
cette traduction, je me base sur le tableau 1 repre´sentant le mapping d’un
feature model vers la logique des propositions [27, 10]. Il y apparaˆıt que
lorsqu’une feature est se´lectionne´e, son parent doit l’eˆtre e´galement. Pour
cette raison, (assert(=> xi p)) correspond a` ces implications. Ensuite, on
de´finit que leur conjonction (hors features optionnelles) doit toujours eˆtre
vraie si la feature parent est se´lectionne´e.
Traduction
Listing 7 – Traduction – allOf – SMT-LIBv2
1 ( dec la re−fun TabletPC ( ) Bool )
2 ( dec la re−fun Screen ( ) Bool )
3 ( dec la re−fun Proces sor ( ) Bool )
4 ( dec la re−fun Memory ( ) Bool )
5 ( dec la re−fun Camera ( ) Bool )
6 ( dec la re−fun OS ( ) Bool )
7 ( dec la re−fun Keyboard ( ) Bool )
8 ( dec la re−fun App l i ca t i ons ( ) Bool )
9 ( a s s e r t (=> TabletPC ( and Screen Memory Camera OS
App l i ca t i ons Proces sor ) ) )
10 ( a s s e r t (=> Screen TabletPC ) )
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11 ( a s s e r t (=> Memory TabletPC ) )
12 ( a s s e r t (=> Camera TabletPC ) )
13 ( a s s e r t (=> OS TabletPC ) )
14 ( a s s e r t (=> Appl i ca t i ons TabletPC ) )
15 ( a s s e r t (=> Keyboard TabletPC ) )
16 ( a s s e r t (=> Proces sor TabletPC ) )
5.2 oneOf
Listing 8 – Traduction – oneOf – TVL
1 OS {







∀x ∈ C : (declare-fun xi () Bool)
(assert(=> xi p))
(assert (=> p (xor x1 . . . xn))), x ∈ C
La traduction suit le meˆme de´roulement que celui pre´sente´ dans la sec-
tion 5.1 (p67), si ce n’est que la conjonction est remplace´e ici par un “ou
exclusif” (xor) e´tant donne´ que l’on ne doit avoir qu’une seule sous-feature
se´lectionne´e lorsque le parent est e´galement se´lectionne´.
TVL vers SMT-LIBv2 Page 69/91
5 TRADUCTION
Traduction
Listing 9 – Traduction – oneOf – SMT-LIBv2
1 ( dec la re−fun OS ( ) Bool )
2 ( dec la re−fun Android ( ) Bool )
3 ( dec la re−fun Windows ( ) Bool )
4 ( dec la re−fun IOS ( ) Bool )
5 ( a s s e r t (=> OS ( xor Android Windows IOS) ) )
6 ( a s s e r t (=> Android OS) )
7 ( a s s e r t (=> Windows OS) )
8 ( a s s e r t (=> IOS OS) )
5.3 someOf
Listing 10 – Traduction – someOf – TVL
1 Extern {
2 group someOf {
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Transformation ge´ne´rique
∀x ∈ C : (declare-fun xi () Bool)
(assert(=> xi p))
(assert (=> p (or x1 . . . xn))), x ∈ C
La traduction suit le meˆme de´roulement que celui pre´sente´ dans la sec-
tion 5.1 (p67), si ce n’est que la conjonction est remplace´e ici par un “ou”
(or) e´tant donne´ que l’on ne doit avoir qu’au minimum une sous-feature
se´lectionne´e lorsque le parent est e´galement se´lectionne´.
Traduction
Listing 11 – Traduction – someOf – SMT-LIBv2
1 ( dec la re−fun Extern ( ) Bool )
2 ( dec la re−fun S e c u r e D i g i t a l ( ) Bool )
3 ( dec la re−fun MemoryStick ( ) Bool )
4 ( dec la re−fun CompactFlash ( ) Bool )
5 ( a s s e r t (=> Extern ( or S e c u r e D i g i t a l MemoryStick
CompactFlash ) ) )
6 ( a s s e r t (=> S e c u r e D i g i t a l Extern ) )
7 ( a s s e r t (=> MemoryStick Extern ) )
8 ( a s s e r t (=> CompactFlash Extern ) )
5.4 group [i..j]
Cette de´composition est plus complexe que les autres car il faut respecter
les cardinalite´s i et j. Deux possibilite´s de traduction sont envisageables :
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e´nume´rer toutes les solutions possibles (1), calculer le nombre de features
se´lectionne´es et voir si ce nombre est bien situe´ entre les bornes i et j (2).
Listing 12 – Traduction – group avec cardinalite´s – TVL
1 Appl i ca t i ons {








Cette solution consiste a` e´nume´rer tous les ensembles possibles. Il s’agit
donc d’une combinaison mathe´matique. Parmi un ensemble de n features,
il faut cre´er tous les sous-ensembles contenant de i a` j features. On doit















Le borne supe´rieure (3), quant a` elle, nous donne 4 possibilite´s :
• AngryBirds, Facebook, Shazaam
• AngryBirds, Facebook, Skype
• AngryBirds, Shazaam, Skype
• Facebook, Shazaam, Skype
Transformation ge´ne´rique
Dans la formule suivante, Pk(C) repre´sente l’ensemble des k-combinaisons
de C. Pour rappel, une k-combinaison est une partie a` k e´le´ments de C 7.
L’ensemble des combinaisons possibles correspond donc a` l’union des Pk(C)
ou` i ≤ k ≤ j, i repre´sente la borne infe´rieure et j la borne supe´rieure. On a
donc E = Pi(C) ∪ . . . ∪ Pj(C) .
Dans la formule suivante, y correspond a` l’ensemble des combinaisons pos-
sibles et est repre´sente´ sous la forme : Z1 . . .Zn, ou` Z ∈ E et chaque com-
binaison Z (forme´e de n e´le´ments) est repre´sente´e de cette fac¸on : (and a1
... an), a ∈ Z.
∀x ∈ C : (declare-fun xi () Bool)
(assert(=> xi p))
(assert (=> p (or y))
Comme explique´ dans la traduction ci-dessous, il faudra e´galement pen-
ser a` citer les cas qui ne conviennent pas.
7. http ://fr.wikipedia.org/wiki/Combinaison (mathe´matiques)
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Traduction
Ci-dessous, la traduction du group[2..3]. La ligne 6 correspond a` la borne
infe´rieure 2 et la ligne 7 correspond a` la borne supe´rieure 3. La ligne 9,
quant a` elle, correspond aux sous-ensembles qui ne peuvent pas se retrouver
dans le produit. Dans ce cas, il s’agit seulement de la se´lection de toutes les
features de la relation (AngryBirds, Facebook, Shazaam, Skype).
Listing 13 – Traduction – 1 – group avec cardinalite´s – SMT-LIBv2
1 ( dec la re−fun App l i ca t i ons ( ) Bool )
2 ( dec la re−fun AngryBirds ( ) Bool )
3 ( dec la re−fun Facebook ( ) Bool )
4 ( dec la re−fun Shazaam ( ) Bool )
5 ( dec la re−fun Skype ( ) Bool )
6 ( a s s e r t (=> AngryBirds App l i ca t i on s ) )
7 ( a s s e r t (=> Facebook App l i ca t i on s ) )
8 ( a s s e r t (=> Shazaam App l i ca t i on s ) )
9 ( a s s e r t (=> Skype App l i ca t i on s ) )
10 ( a s s e r t (=> Appl i ca t i ons ( or
11 ( and Angrybirds Facebook ) ( and Angrybirds Shazaam
) ( and Angrybirds Skype ) ( and Facebook Shazaam
) ( and Facebook Skype ) ( and Shazaam Skype )
12 ( and Angrybirds Facebook Shazaam ) ( and Angrybirds
Facebook Skype ) ( and Angrybirds Shazaam Skype
) ( and Facebook Shazaam Skype )
13 ) ) )
14 ( a s s e r t ( not ( and Angrybirds Facebook Shazaam
Skype ) ) )
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5.4.2 Solution 2
Il faut donc, dans cette deuxie`me solution, comptabiliser le nombre to-
tal de features se´lectionne´es et ve´rifier que ce nombre respecte bien les
contraintes i et j. Pour ce faire, on de´clare les features en tant que bitvectors
de taille 1. Un feature aura la valeur 1 (#b1 ) si celle-ci est se´lectionne´e,
sinon 0 (#b0 ). Elles pourront eˆtre additionner dans le but de calculer de
nombre de features se´lectionne´es.
Lors de l’imple´mentation, il faudra faire attention a` ve´rifier le type de
repre´sentation des features car ils pourront eˆtre soit de type bool, soit de
type bitvector.
On remarque e´galement qu’avant de pouvoir additionner les diffe´rents bit-
vectors, on a besoin de les agrandir avec la commande concat.
(concat ( BitVec i) ( BitVec j))
Par exemple, (concat #b1 #b000) donne #b1000.
Dans notre le cas, comme le nombre d’enfants s’e´le`ve a` 4, il faut 3 bits
pour le repre´senter (bitvector non-signe´). On ajoute donc 2 bits a` chacune
des features avant de les additionner.
Transformation ge´ne´rique
∀x ∈ C : (declare-fun xi () ( BitVec 1)
(assert(=> (= xi #b1) p))
(assert (let (sum y) z)
ou` y repre´sente la sommes des sous-features et z repre´sente les contraintes.
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On peut repre´senter y par :
(bvadd (concat ( bv0 n) x1) (bvadd (concat ( bv0 n) x2) . . .)), ou` x ∈ C et
n = |C| − 1.
Traduction
Listing 14 – Traduction – 2 – group avec cardinalite´s – SMT-LIBv2
1 ( dec la re−fun App l i ca t i ons ( ) Bool )
2 ( dec la re−fun AngryBirds ( ) ( BitVec 1) )
3 ( dec la re−fun Facebook ( ) ( BitVec 1) )
4 ( dec la re−fun Shazaam ( ) ( BitVec 1) )
5 ( dec la re−fun Skype ( ) ( BitVec 1) )
6 ( a s s e r t (=> (= AngryBirds #b1 ) App l i ca t i ons ) )
7 ( a s s e r t (=> (= Facebook #b1 ) App l i ca t i ons ) )
8 ( a s s e r t (=> (= Shazaam #b1 ) App l i ca t i ons ) )
9 ( a s s e r t (=> (= Skype #b1 ) App l i ca t i on s ) )
10 ( a s s e r t ( l e t (sum ( bvadd ( concat ( bv0 2)
AngryBirds ) ( bvadd ( concat ( bv0 2) Facebook )
( bvadd ( concat ( bv0 2) Shazaam ) ( concat (
bv0 2) Skype ) ) ) ) ) (=> Appl i ca t i ons ( and ( bvuge
sum ( bv2 3) ) ( bvule sum ( bv3 3) ) ) ) ) )
La commande let permet de de´finir une ou plusieurs variables locales.
Dans cet exemple, sum repre´sente le nombre de features se´lectionne´es. Pour
rappel, une feature se´lectionne´e vaut #b1.
(let ((x1 t1 ) . . . (xn tn )) t)
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5.5 Contraintes classiques
Dans le tableau 3, on pre´sente la traduction des contraintes classiques
(requires et excludes) en TVL vers SMT-LIBv2. Ici, les F repre´sentent des
features.
Description Syntaxe TVL Syntaxe SMT-LIBv2
Requires F1 requires F2 (=> F1 F2)
Excludes F1 requires F2 (not (and F1 F2))
Table 3 – Mapping des contraintes classiques en TVL vers SMT-LIBv2
En se basant sur le tableau 3, on peut appliquer les diffe´rentes re`gles
sur l’exemple illustre´ dans le listing 15. Sa traduction sera pre´sente´e sur
le listing 16. Il ne faut e´videmment pas oublier de de´clarer les diffe´rentes
variables (dans ce cas, MemoryStick – Ligne 1 et CompactFlash – Ligne 2)
pour pouvoir ve´rifier les diffe´rentes assertions.
Listing 15 – Traduction – Contrainte cross-tree classique – TVL
1 MemoryStick excludes CompactFlash ;
Listing 16 – Traduction – Contrainte cross-tree classique – SMT-LIBv2
1 ( dec la re−fun MemoryStick ( ) Bool )
2 ( dec la re−fun CompactFlash ( ) Bool )
3 ( a s s e r t ( not ( and MemoryStick CompactFlash ) ) )
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5.6 Logique des propositions
Comme nous l’avons vu pre´ce´demment (2.1), les contraintes sur un fea-
ture model peuvent eˆtre de´finies en logique des propositions. Sur le tableau
4 et 5, on va de´finir la correspondance entre la de´claration de contraintes
boole´ennes en TVL et son e´quivalence en SMT-LIBv2.
Dans notre tableau, chaque E repre´sente une expression. Effectivement,
toute expression peut en contenir une autre.
Regardons l’exemple en TVL illustre´ sur le listing 17. La contrainte est
compose´e d’une expression globale d’implication (− >). Cette expression
est alors divise´e en sous-expresssions : celle de gauche repre´sente une feature
et celle de droite une aggre´gation “et” (and), et ainsi de suite.
Description Symb. Syntaxe TVL Syntaxe SMT-LIBv2
Conjonction ∧ E1 && E2 (and E1 E2)
Disjonction ∨ E1||E2 (or E1 E2)
Egalite´ = E1 = E2 (= E1 E2)
Implication → E1− > E2 (=> E1 E2)
Equivalence ↔ E1 < − > E2 (and (=> E1 E2) (=> E2 E1))
Ne´gation ¬ ! E (not E)
Table 4 – Mapping des expressions boole´ennes en TVL vers SMT-LIBv2
En suivant ces diffe´rentes re`gles de transformation, on peut de´sormais
traduire le code TVL (Listing 17) vers le code SMT-LIBv2 (Listing 18).
Listing 17 – Traduction – Exemple de contraintes – TVL
1 IOS −> and( Front , Back )
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Description Syntaxe TVL Syntaxe SMT-LIBv2
Conjonction and(E1, E2, ..., En) (and E1 E2 ... En)
Disjonction or(E1, E2, ..., En) (or E1 E2 ... En)
Ou exclusif xor(E1, E2, ..., En) (xor E1 E2 ... En)
Table 5 – Mapping des aggre´gations boole´ennes en TVL vers SMT-LIBv2
Listing 18 – Traduction – Exemple de contraintes – SMT-LIBv2
1 ( a s s e r t (=> High ( and Manual E l e c t r i c ) ) )
5.7 Arithme´tique
5.7.1 Ope´rateurs de base
Dans cette section, on pre´sente la correspondance entre les ope´rateurs
classiques tels que l’addition et la division en TVL vers leur e´quivalent en
SMT-LIBv2. Etant donne´ que l’on travaille sur des entiers, la division sera
de type entie`re. Par exemple, 8/7 vaut 1.
Description Symbole TVL Syntaxe TVL Syntaxe SMT-LIBv2
Addition + E1 + En (bvadd E1 E2)
Soustraction − E1 − E2 (bvurem E1 E2)
Multiplication ∗ E1 ∗ E2 (bvmul E1 E2)
Division / E1/E2 (bvsdiv E1 E2)
Table 6 – Mapping des comparaisons en TVL vers SMT-LIBv2
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5.7.2 Comparaison
Dans ce point, on cre´e une correspondance entre les ope´rateurs de com-
paraison en TVL et leur traduction en SMT-LIBv2. Les expressions E cor-
respondent a` des expressions entie`res (int) en TVL. Cela peut donc eˆtre une
valeur nume´rique, une addition de valeurs nume´riques, . . . Rappelons que
l’on a choisi de repre´senter les entiers en vecteurs de bits. Pour cette raison,
on emploie les diffe´rentes fonctions pre´sentes dans la logique QF BV (cf.
3.2.5, p54).
Description Syntaxe TVL Syntaxe SMT-LIBv2
< E1 < En) (bvslt E1 E2)
≤ E1 <= E2 (bvsle E1 E2)
> E1 > E2 (bvsgt E1 E2)
≥ E1 >= E2 (bvsge E1 E2)
= E1 == E2 (= E1 E2)
Table 7 – Mapping des comparaisons en TVL vers SMT-LIBv2
5.8 Attributs
Avant d’employer un attribut, il doit eˆtre de´fini. Voici les diffe´rentes
syntaxes en fonction du type d’attribut. Les entiers sont repre´sente´s comme
des bitvectors, les boole´ens comme des bool.
( dec la re−fun i n t ( ) ( BitVec 32) )
( dec la re−fun bool ( ) Bool )
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5.8.1 Attribut entier avec restriction
Comme on peut le constater dans l’exemple (Listing 19), un e´cran a un
attribut size compris entre 6 et 10.
Listing 19 – Traduction – Attribut entier avec restriction – TVL
1 int s i z e in [ 6 . . 1 0 ] ;
Traduction
Lorsque que l’on a une restriction de domaine sur un entier, on emploie
les pre´dicats binaires de comparaison (voir tableau 2 [5]).
Ici (Listing 20), la ligne 1 de´clare la variable size de l’e´cran et la ligne 2
y ajoute les contraintes. En effet, bvuge va impliquer que size soit plus
grand ou e´gal a` 6, et bvule va impliquer que size soit plus petit ou e´gal
a` 10. Notons que l’on a employe´ les ope´rateurs de comparaison pour les
entiers non-signe´s . Il faudrait par conse´quent les changer si au moins une
des bornes est ne´gative.
Listing 20 – Traduction – Attribut entier avec restriction – SMT-LIBv2
1 ( dec la re−fun s i z e ( ) ( BitVec 32) )
2 ( a s s e r t ( and ( bvuge s i z e ( bv6 32) ) ( bvule s i z e
( bv10 32) ) ) )
5.8.2 Enume´ration
Listing 21 – Traduction – Enume´ration – TVL
1 enum r e s o l u t i o n in {360p , 480p , 720p , 1080p } ;
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Traduction
En ce qui concerne, l’e´nume´ration (enum), on a repris la solution propose´e
dans l’imple´mentation de base de TVL 8. La traduction consiste a` transfor-
mer les diffe´rents e´le´ments de l’e´nume´ration en boole´ens et a` faire en sorte
que, parmi eux, un seul peut eˆtre se´lectionne´. Pour cela, on emploie le “ou
exclusif”.
Listing 22 – Traduction – Enume´ration – SMT-LIBv2
1 ( dec la re−fun r e s o l u t i o n 3 6 0 p ( ) Bool )
2 ( dec la re−fun r e s o l u t i o n 4 8 0 p ( ) Bool )
3 ( dec la re−fun r e s o l u t i o n 7 2 0 p ( ) Bool )
4 ( dec la re−fun r e s o l u t i o n 1 0 8 0 p ( ) Bool )
5 ( a s s e r t ( xor r e s o l u t i o n 3 6 0 p r e s o l u t i o n 4 8 0 p
r e s o l u t i o n 7 2 0 p r e s o l u t i o n 1 0 8 0 p ) )
8. http ://www.info.fundp.ac.be/∼acs/tvl/
TVL vers SMT-LIBv2 Page 82/91
6 IMPLE´MENTATION
6 Imple´mentation
Pour l’imple´mentation, je suis parti d’un outil disponible sur le site web
de TVL 9. Cet outil imple´mente´ en JAVA dispose de deux composants. Le
composant syntaxique est un parseur imple´mente´ par le ge´ne´rateur de par-
seur CUP 10. Il permet de ve´rifier les types, les re´fe´rences ainsi que l’utilisa-
tion correcte de la syntaxe. Le composant se´mantique imple´mente, quant a`
lui, la se´mantique de TVL et permet de transformer un feature model TVL
en une formule CNF qui sera ve´rifie´e par la suite en utilisant Sat4J 11 [13].
Etant donne´ que le parseur et la repre´sentation du feature model e´taient
pertinents, cette partie a e´te´ garde´e. Par conse´quent, j’ai e´tendu la partie
se´mantique afin de ge´nerer un fichier SMT-LIBv2.
Voici les diffe´rentes e´tapes ne´cessaires au passage d’un feature model
repre´sente´ en TVL vers sa traduction en SMT-LIBv2. Premie`rement, on
donne un fichier TVL en entre´e au parseur. Celui-ci ve´rifie que la syntaxe
est correcte comme explique´ pre´ce´demment. Graˆce au parseur, les diffe´rents
e´le´ments repre´sentant le mode`le sont traduits sous forme d’objets qui per-
mettent d’effectuer la transformation vers le langage SMT-LIBv2. Cette
transformation suit les diffe´rentes re`gles de la section 5. Une fois la transfor-
mation finie, on a un fichier .smt2 contenant une repre´sentation du feature
model dans le langage SMT-LIBv2. Par la suite, ce fichier sera donne´ au
solveur SMT de notre choix qui ve´rifiera la satisfiabilite´ du mode`le. Ce flux
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Durant notre e´tude, pour ve´rifier le langage au format SMT-LIBv2, on
a principalement utilise´ z3 [28] et STP [22].
Figure 12 – Flux des processus
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7 Conclusion
En consultant la litte´rature, j’ai remarque´ que les notations pour les fea-
ture models e´taient riches et varie´es ; parmi elles, j’ai choisi TVL pour son
expressivite´ ainsi que sa capacite´ a` repre´senter plus facilement des feature
models assez complexes.
Ensuite, j’ai traite´ du domaine de la satifiabilite´. J’ai compare´ succinc-
tement les diffe´rents solveurs ainsi que leur fonctionnement. Puis, il e´tait
question des proble`mes SMT et l’on remarque que les recherches effectue´es
sur la traduction de feature models vers ce langage e´taient peu nombreuses.
Par conse´quent, l’inte´reˆt du document et de la traduction s’en sont vu ren-
force´s.
Avec tous les e´le´ments en main, j’ai propose´ une traduction. Premie`rement,
diffe´rents travaux de´ja` re´alise´s sur la question de la satisfiabilite´ du feature
model m’ont permis de baliser le travail et m’ont aide´ a` trouver des solu-
tions aux divers proble`mes rencontre´s. Citons par exemple, le mapping d’un
feature model vers la logique des propositions utilise´ dans divers travaux.
Un des avantages de l’utilisation des solveurs SMT est qu’ils emploient des
the´ories spe´cifiques pour re´soudre des proble`mes ou` les variables ne sont
plus force´ment binaires. Graˆce a` cela, on peut, par exemple, tenir compte
du type entier dans cette traduction.
Durant la traduction, j’ai essaye´ de rester le plus ge´ne´rique possible. Ceci
permettra, a` celui qui le de´sire, de disposer de re`gles de traduction, tout en
lui laissant la liberte´ des choix de l’imple´mentation.
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7 CONCLUSION
Pour finir, bien que le nombre de tests fuˆt limite´, cette approche, qui
consiste en l’utilisation d’un langage SMT pour effectuer des analyses auto-
matiques de feature models, s’est ave´re´e prometteuse. Elle semble eˆtre une
alternative viable aux approches utilisant un solveur SAT, BDD ou CSP.
7.1 Travaux futurs
Dans ce qui suit, on de´taille quelques travaux futurs qui pourraient
comple´ter cette e´tude.
• Etant donne´ que la traduction de TVL vers SMT-LIBv2 n’est pas
comple`te, il serait inte´ressant de traduire les structures manquantes.
On peut citer, par exemple, le type d’attribut re´el (real) ou le type
d’attribut structure´ (struct).
• Etant donne´ le nombre restreint de tests, on pourrait imaginer ap-
pliquer notre traduction sur un ensemble plus large de feature mo-
dels en TVL. Ceci permettrait de ve´rifier le bon fonctionnement de
l’imple´mentation de´veloppe´e et ses performances.
• Il serait e´galement judicieux d’effectuer diffe´rents benchmarks. En ef-
fet, on pourrait comparer, par exemple, les re´sultats obtenus avec
l’imple´mentation de re´fe´rence (fournie sur le site web de TVL [13])
avec la traduction en SMT-LIBv2 pre´sente´e dans ce document. Il fau-
drait, pour ce faire, veiller a` employer des me´canismes imple´mente´s
par les deux solutions.
• Il serait peut-eˆtre e´galement inte´ressant de nous baser sur d’autres
the´ories SMT lors de la traduction : par exemple, la the´orie des entiers
et re´els (int et real).
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