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Abstract
We show that if T is a simple non-negatively graded regular vertex operator
algebra with a nonsingular invariant bilinear form and σ is a finite order
automorphism of T , then the fixed-point vertex operator subalgebra T σ is
also regular. This yields regularity for fixed point vertex operator subalgebras
under the action of any finite solvable group. As an application, we obtain
an SL2(Z)-compatibility between twisted twining characters for commuting
finite order automorphisms of holomorphic vertex operator algebras. This
resolves one of the principal claims in the Generalized Moonshine conjecture.
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1 Introduction
Let T be a vertex operator algebra (abbreviated as VOA). If T satisfies some prop-
erty P , it is natural to ask if, for any finite order automorphism σ, the fixed-point
vertex operator subalgebra T σ also satisfies P . We call this question the cyclic orb-
ifold problem for P , since the chiral algebras of orbifold CFT models are given by
fixed-point vertex operator subalgebras. In this paper, we are mostly concerned with
a property called “regularity” that combines finiteness with complete reducibility.
For our main theorem, we show that if T is simple, regular, non-negatively
graded, and equipped with a nonsingular invariant bilinear form, then so is T σ. That
is, we resolve the cyclic orbifold problem for the “simple, regular, non-negatively
graded, with nonsingular invariant form” property. While this property appears
to be rather long and restrictive, many fundamentally important VOAs, such as
unitary minimal models, rational WZW models, lattice VOAs, the Monster VOA
V \ appearing in moonshine, and finite tensor products of them have this property.
Furthermore, there are many substantial results, such as Zhu’s theorem on modular
invariance of trace functions [Zhu 1996] and the Verlinde Conjecture [Huang 2004],
that are consequences of this property. However, regularity can be quite difficult
to prove for a particular VOA without substantial control of its internal structure.
Thus, a resolution of the cyclic orbifold problem allows us to apply powerful tools
where they were once useless.
The cyclic orbifold problems for the non-negatively graded property and exis-
tence of a nonsingular invariant form are quite trivial, and the cyclic orbifold problem
for simplicity is resolved by Theorem 3 of [Dong-Mason 1994]. It remains to show
that regularity is preserved under our conditions, that is, if any weak T -module is a
direct sum of irreducible ordinary T -modules, then any weak T σ-module is a direct
sum of irreducible ordinary T σ-modules.
We shall reduce this question further: under the non-negative grading hypothesis,
regularity is equivalent to the combination of a finiteness property and a weaker
complete reducibility assertion. The finiteness property is a condition we call C02 -
cofiniteness, and it is a minor variant of the C2-cofiniteness property introduced in
[Zhu 1996] as a technical condition to prove a modular invariance property of the
space spanned by trace functions on modules. The C2 condition is now understood as
one of the most important finiteness conditions for a VOA, and we claim the same is
true for C02 -cofiniteness. Recently, the cyclic orbifold problem for the C
0
2 cofiniteness
property was resolved [Miyamoto 2013], so our primary goal is to prove the other
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condition, namely that irreducible T σ-modules are projective in the category of
finitely generated logarithmic T σ-modules.
We prove the projectivity of irreducible modules by appealing to their rigid-
ity, and the proof of rigidity is the most intricate part of the paper, drawing on
substantial manipulation of genus one data.
One may ask if we can weaken our hypotheses further. It is conceivable that
one could weaken the non-negatively graded condition, but it would require even
more examination of the literature than we have done in section 3. We use the
grading assumption for T σ in the modular invariance result of [Miyamoto 2002],
and by the remark the end of the introduction in that paper, it appears that we
may need to assume the stronger condition of C2+s-cofiniteness when T
σ has lowest
L(0)-eigenvalue −s ≤ 0. We also use the assumption sT,T 6= 0, which follows from
the Verlinde formula, whose proof in [Huang 2004] assumes T is of “CFT type”. We
have been able to replace this assumption with the strictly weaker “non-negatively
graded” assumption, but going further appears to require substantially more work.
As far as we know, it is not so easy to find interesting examples that would justify
the effort.
At the end of this paper, we will describe an application of our main theo-
rem to the theory of holomorphic orbifolds and the Generalized Moonshine conjec-
ture. Further applications have already appeared in the literature. For example,
[van Ekeren-Mo¨ller-Scheithauer 2015] use our main result to construct new abelian
intertwining algebras, and place the theory of cyclic orbifolds on a very sound foot-
ing. Their results have allowed the classification of holomorphic vertex operator
algebras of central charge 24 to advance quite rapidly, and have also led to the full
solution of the Generalized Moonshine conjecture in [Carnahan ≥2018].
This paper has the following structure: In §2, we introduce some definitions and
notation. In §3, we prove some auxiliary results that connect our methods with
the existing literature. In §4, we prove three useful results: First, T decomposes
as a direct sum of simple currents for T σ. Second, any irreducible T σ-module is a
direct summand of some irreducible twisted T -module. Third, T σ is projective as a
T σ-module. This section is “purely genus zero” in the sense that the contribution
of modular invariance results is negligible. In §5, we introduce the Moore-Seiberg-
Huang argument using the machinery of two-point genus-one functions, prove the
rigidity of every simple T σ-module, and conclude with the Main Theorem. In §6,
we apply our main theorem to produce an SL2(Z)-compatibility for twisted twining
characters in the theory of holomorphic orbifolds, and in particular, resolve the cor-
responding SL2(Z)-compatibility claim in the Generalized Moonshine Conjecture.
1.1 Main results
Theorem. (Corollary 4.3) Let T be a simple non-negatively graded regular vertex
operator algebra with a nonsingular invariant bilinear form and let σ be a finite order
automorphism of T . Then any irreducible T σ-module is a direct summand of some
irreducible twisted T -module, where the twisting is by some power of σ.
The following is our main theorem in its strong form. We initially prove the case
of finite cyclic groups, but the case of finite solvable groups follows immediately.
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Theorem. (Corollary 5.25) Let T be a simple non-negatively graded regular vertex
operator algebra with a nonsingular invariant bilinear form and let G be a finite solv-
able group of automorphisms of T . Then the fixed-point vertex operator subalgebra
TG is simple, non-negatively graded, regular, and admits a non-singular invariant
bilinear form (i.e., it is self-dual as a TG-module).
The following is one of the main assertions in Norton’s Generalized Moonshine
conjecture, once we set V to be the Moonshine Module V \.
Theorem. (Theorem 6.2) Let V be a holomorphic C2-cofinite vertex operator algebra
with non-negative L(0)-spectrum. Given a commuting pair (g, h) of finite order
automorphisms of V , let Z(g, h; τ) = Tr(h˜qL0−1|V (g)), where V (g) is an irreducible
g-twisted V -module, and h˜ is some lift of h to a linear transformation on V (g). Then
for any ( a bc d ) ∈ SL2(Z), the holomorphic function τ 7→ Z(g, h, aτ+bcτ+d) is proportional
to the function τ 7→ Z(gahc, gbhd, τ).
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2 Notation conventions
A VOA of central charge c ∈ C [Frenkel-Lepowsky-Meurman 1988] is a quadruple
(V, Y (−, z),1, ω), where V is a vector space with distinguished vectors 1, ω ∈ V ,
and Y : V ⊗ V → V ((z)) is a multiplication map, with multiplication written as
(u, v) 7→ Y (u, z)v = ∑n∈Z unvz−n−1. These data are required to satisfy the following
axioms:
1. (unit) Y (1, z)v = 1−1v = v and Y (v, z)1 ∈ v + zV [[z]] for all v ∈ V .
2. (Virasoro) The coefficients of the expansion Y (ω, z) =
∑
n∈Z L(n)z
−n−2 induce
a central charge c action of the Virasoro algebra, i.e., [L(m), L(n)] = (m −
n)L(m+ n) + m
3−m
12
cδm,0IdV .
3. (derivation) d
dz
Y (v, z) = Y (L(−1)v, z) for all v ∈ V .
4. (grading) The operator L(0) acts semisimply with integer eigenvalues (called
weights) that are bounded below and have finite multiplicity. This endows
V with a grading V =
⊕
n∈Z Vn, where Vn = {v ∈ V |L(0)v = nv} is finite
dimensional. When v ∈ Vn, we write wt(v) = n.
5. (Jacobi identity) If we let z−1δ
(
x−y
z
)
=
∑
m≥0,n∈Z(−1)m
(
n
m
)
xn−mymz−n−1,
then
z−1δ
(
x− y
z
)
Y (u, x)Y (v, y)− z−1δ
(
y − x
−z
)
Y (v, y)Y (u, x)
= y−1δ
(
x− z
y
)
Y (Y (u, z)v, y)
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In this paper, we will only consider VOAs that are non-negatively graded, i.e., with
non-negative L(0)-eigenvalues.
For the representation theory of V , we are primarily concerned with a class of
modules that satisfy some nice finiteness properties without being overly restricted.
The most general class we consider is a weak V -module, i.e., a vector space U with
an action map Y U : V ⊗ U → U((z)), satisfying:
1. (unit) Y U(1, z)u = 1−1u for all u ∈ U
2. (Virasoro) The coefficients of the expansion Y U(ω, z) =
∑
n∈Z L(n)z
−n−2 in-
duce a central charge c action of the Virasoro algebra, where c is the central
charge of V .
3. (Jacobi identity) This is the same formula as for VOAs, but with Y U in place
of Y (where applicable).
4. (derivation) d
dz
Y U(v, z) = Y U(L(−1)v, z)
We will use the term “V -module” to mean a finitely generated weak V -module that
admits a decomposition into generalized eigenspaces for L(0). This would be called
a “finitely generated logarithmic V -module” following [Milas 2001] and a “finitely
generated generalized V -module” following [Huang-Lepowsky-Zhang-2010a]. An ad-
missible V -module is a weak V -module that admits a Z≥0-grading that is compatible
with the L(0)-grading on V . Note that all V -modules are admissible V -modules, but
not all admissible V -modules are V -modules in our sense. An ordinary V -module is
a weak V -module on which L(0)-acts semisimply, with eigenvalues that are bounded
below in each coset of Z and eigenvalue multiplicities that are finite. Again, ordinary
V -modules are not necessarily V -modules in our sense, since one may consider an
infinite direct sum of modules with differing lowest conformal weight. For example,
a positive definite lattice VOA is an ordinary module for the underlying Heisenberg
VOA, but not a module.
We will work with a minor variant of Zhu’s C2-cofiniteness condition. For any
V -module W and any n ≥ 1, we define C0n(W ) to be the subspace of W spanned
by {v−nu | v ∈ V,w ∈ W,wt(v) ≥ 1}. The usual Cn(W ) lacks the condition
on the weight of v, so we clearly have C0n(W ) ⊆ Cn(W ). When we say that V
is C02 -cofinite, we mean that dimV/C
0
2(V ) < ∞. When V is “CFT type”, i.e.,
non-negatively graded and KerL(0) is spanned by 1, the two conditions become
equivalent, but otherwise our condition is a priori slightly stronger. That is, the
following implications are straightforward:
V is C02 -cofinite and of CFT typeKS

'/
V is C02 -cofinite +3 V is C2-cofinite.
V is C2-cofinite and of CFT type
/7
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The main advantage of C02 -cofiniteness over C2-cofiniteness is that the cyclic
orbifold problem is solved for C02 -cofiniteness [Miyamoto 2013] without the CFT
type condition.
For any (finitely generated logarithmic) V -modules A,B,C, we will use the
term “intertwining operator of type
(
C
A,B
)
” to denote a logarithmic intertwining
operator as described in Definition 3.10 of [Huang-Lepowsky-Zhang-2010b]: it is
a map A ⊗ B → C[log z]{z} satisfying a lower truncation condition, the L(−1)-
derivative property Y(L(−1)a, z) = d
dz
Y(a, z), and the Jacobi identity. As a con-
sequence of our finiteness conditions (see e.g., Lemma 3.3), the series Y(a, z) has
the form Y(a, z) = ∑Kj=0∑m∈C aj,mz−m−1 logj z, i.e., Y can be viewed as a map
A ⊗ B → C{z}[log z]. We will write I( C
A,B
)
for the vector space of all intertwining
operators of type
(
C
A,B
)
, including those with logarithmic terms.
If V is non-negatively graded and C02 -cofinite, then we will see in Lemma 3.3 that
the category of V -modules satisfies the conditions given in [Huang 2007] that are
sufficient for the Huang-Lepowsky-Zhang tensor product theory to function. Given
V -modules A and B, there is a pair (A  B,YA,B) given by a (finitely generated
logarithmic) V -module A  B and a surjective (logarithmic) intertwining operator
YA,B of type
(
AB
A,B
)
such that for any Y ∈ I( C
A,B
)
, there is a homomorphism φ :
AB → C such that Y = φYA,B. Although the pair (AB,YA,B) is not uniquely
determined by this property, it is uniquely determined up to isomorphism. In order
to get a true universal property, one needs an additional compatibility condition,
and we will use the P (1) compatibility from Huang-Lepowsky-Zhang, i.e., we set
A  B = A P (1) B. By the isomorphism given in [Arike 2011] between V -module
intertwining operators and genus zero three point conformal blocks, it is equivalent
to say that the pair (A B,YA,B) represents the functor that takes a V -module U
the the space of V -module conformal blocks on P1 with marked points 0, 1,∞ with
the standard coordinates, and insertions of A at 0, B at 1, and U ′ at ∞.
We fix a representative (A  B,YA,B) of the isomorphism class for each pair
(A,B), by setting AB = AP (1) B in the notation of Huang-Lepowsky-Zhang.
Given V -module homomorphisms α : A→ C and β : B → D, the functoriality of
P (1)-tensor products yields an induced homomorphism from AB to CD, which
we denote by αβ. We write σ ◦ δ to denote the composition of homomorphisms σ
and δ.
We follow the convention used in Huang’s papers (e.g., [Huang 2003]) to describe
equality of n-point functions: When we say that an identity (of formal power series
with fractional powers and logarithms) holds on a complex domain O, we implicitly
mean that one chooses a set of branch cuts on O that yield a distinguished choice
of fractional powers and logarithms of the corresponding variables, and then applies
the substitution at each point to get a pair of series that converge to an identity of
complex numbers. Furthermore, when we claim equality, we implicitly claim that
the two series converge absolutely uniformly on compact subsets of the cut region,
so that we have an equality of holomorphic functions. To ensure consistency with
results in the literature, we choose our branch cuts according to the method given
by Huang: arguments of variables are restricted to lie between zero and 2pi, and
fractional powers and logarithms are then chosen accordingly.
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3 Literature adjustment
This section contains some minor lemmata that allow us to strengthen our main
result and render it more palatable.
3.1 Removing “CFT type” assumptions
Some of the results that we use in this paper were initially proved under the assump-
tion that L(0) has non-negative spectrum and KerL(0) is spanned by the vacuum
vector. This property is known as “CFT type” in some papers and “positive en-
ergy” in others. In order to eliminate the assumption on KerL(0) from our main
theorem, we need show that the assumption can be removed from some results in
the literature. The situation is the following:
1. In [Huang 2007], some sufficient conditions are given for a VOA V to have the
property that all finitely generated V -modules have finite length, and one of
those conditions is that V be C2-cofinite and positive energy. We will need to
use the finite-length property to reduce the regularity question to the condition
that all irreducible finitely generated V -modules are projective.
2. In [Huang 2004], the main results are stated under the positive energy hy-
pothesis. We will need to use the result that if T is regular, then the S-matrix
element sTT 6= 0. The positive energy assumption is not directly used in
Huang’s paper, but some results in [Huang 2003] that use this assumption
are cited. In particular, in [Huang 2003] section 3, the author assumes all
V -modules are C2-cofinite and R-graded. In the proof of Theorem 7.2, Huang
cites [Abe-Buhl-Dong 2002] Proposition 5.2 to deduce all hypotheses used ear-
lier in the paper from the combination of regularity and the positive energy
assumption, but notes that one only needs C2-cofiniteness of modules, com-
plete reducibility of N-gradable weak V -modules, and the non-negativity of
the L(0)-spectrum on V .
3. In [Miyamoto 2013], the statement of the main theorem, concerning the resolu-
tion of the cyclic orbifold problem for C2-cofiniteness, contains the assumption
that V is non-negatively graded and V0 is spanned by the vacuum vector. How-
ever, the mathematical content of the proof is a solution to the cyclic orbifold
problem for C02 -cofiniteness without that assumption.
Naturally, the reader who is only concerned with vertex operator algebras of
CFT type can safely ignore this section.
Lemma 3.1. If V is a C02 -cofinite VOA with non-negative L(0)-spectrum, then any
V -module has finite length. In particular, any finitely generated V -module contains
an irreducible submodule.
Proof. In [Huang 2007], the combination of Proposition 3.8 and Corollary 3.16 yields
the assertion that finite length follows from the following assumptions:
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1. V is C1-cofinite in the sense of Li, i.e., the subspace C
a
1 (V ) spanned by
{u−1v|wt(u) > 0,wt(v) > 0} and {L(−1)v|v ∈ V } satisfies dimV/Ca1 (V ) <
∞. We will call this condition Ca1 -cofiniteness.
2. A0(V ) is finite dimensional.
Huang shows in Proposition 4.1 that these conditions are satisfied when V is C2-
cofinite and positive-energy, but we wish to weaken the positive energy condition to
the condition that the L0-spectrum is non-negative.
For the first condition, we show that C02(V ) ⊆ Ca1 (V ). By the derivative axiom,
(L(−1)u)−1 = u−2 for all u ∈ V . Thus, Ca1 (V ) contains any vector of the form u−2v,
where wt(u) > 0 and wt(v) > 0. By the non-negative grading assumption, it remains
to consider vectors of the form u−2v where wt(u) > 0 and wt(v) = 0. Applying skew-
symmetry, we find that such a vector is equal to L(−1)(v−1u) − (L(−1)v)−1u, and
each summand lies in Ca1 (V ).
For the second condition, finite-dimensionality of AN(V ) for all N ≥ 0 follows
from non-negative grading and C2-cofiniteness by Theorem 2.5 of [Miyamoto 2002].
Lemma 3.2. Let V be a C2-cofinite VOA that is non-negatively graded. Then if W
is any finitely generated V -module, then W/C2(W ) is finite dimensional, i.e., W is
C2-cofinite.
Proof. This proof is adapted from Proposition 5.2 of [Abe-Buhl-Dong 2002], which
has the same conclusion for irreducible V -modules under the additional assumption
that the kernel of L(0) is spanned by 1.
Let w1, . . . , wr be a generating set of W . By [Miyamoto 2002] Lemma 2.4, W
is spanned by vectors of the form v1(i1) · · · vk(ik)wj, where vi ∈ A for some finite
set A ⊂ V of homogeneous elements such that V is spanned by A and C2(V ), and
i1 < · · · < ik. By loc. cit. Theorem 2.7, W is N-gradable, so vk(ik)wj = 0 whenever
ik is sufficiently large (depending on the maximal weight of A and the weights of
wj). We conclude that there is some N > 0 such that if v1(i1) · · · vk(ik)w is nonzero
with weight greater than N , then i1 ≤ −2. This implies W is spanned by the
combination of C2(W ) together with the finite dimensional subspace W≤N spanned
by homogeneous vectors of weight at most N .
Lemma 3.3. If V is non-negatively graded and C02 -cofinite, then the category of
V -modules is a braided monoidal category under  = P (1). All modules have L(0)-
spectrum supported on a finite union of cosets of Z in Q, and all intertwining oper-
ators have nonzero coefficients attached to zα(log z)β for (α, β) ∈ D × {0, 1, . . . , r}
for D a finite union of cosets of Z. For any k composable intertwining operators
Y1, · · · ,Yk, and elements w′(0), w(1), . . . , w(k+1) of suitable modules, the genus zero
k-point function 〈w′(0),Y1(w(1), x1) · · · Yk(w(k), xk)w(k+1)〉 converges absolutely uni-
formly on compact subsets of the open domain
{(x1, . . . , xk) ∈ Ck||x1| > |x2| > · · · > |xk| > 0}
to a holomorphic function that extends to a multivalued function that is a solution
to a regular singular differential equation, and the branch locus is supported on the
divisors xi = xj, xi = 0, and xi =∞.
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Proof. We first point out where the claims can be found, without mentioning the nec-
essary hypotheses. The braided monoidal category assertion follows from Theorem
12.15 of [Huang-Lepowsky-Zhang-2011h]. The last claim, about about k-point func-
tions, is given as [Huang-Lepowsky-Zhang-2011g] Theorem 11.8. The claim about
L(0)-spectrum follows from [Miyamoto 2002] Corollary 5.10. The claim about the
form of intertwining operators follows from the regular singular property of one-point
functions and what we know about the L(0)-spectrum.
The Huang-Lepowsky-Zhang claims depend on assumptions that are scattered
through the opus, but they are gathered in section 4 of [Huang 2007]. In particular,
Huang proves that the assumptions follow from the following hypotheses:
1. V is Ca1 -cofinite (see the proof of Lemma 3.1).
2. There is some N > 0 such that AN(V ) is finite dimensional, and such that
for any two irreducible modules, the real parts of their lowest L(0)-eigenvalues
differs by at most N .
3. Every irreducible V -module W is R-graded and C01 -cofinite, i.e., the subspace
C01(W ) satisfies dimW/C
0
1(W ) <∞.
The Ca1 -cofiniteness is shown in Lemma 3.1. The second condition follows from the
fact that there are only finitely many isomorphism classes of irreducible V modules,
together with the finite-dimensionality result of [Miyamoto 2002] Theorem 2.5. The
R-graded property is implied by the L(0)-spectrum claim, and the C01 -cofiniteness
of modules follows from C2-cofiniteness of modules given in Lemma 3.2. Specifically,
the derivative axiom implies u−2w = (L(−1)u)−1w, meaning C2(W ) ⊆ C01(W ).
Lemma 3.4. Let T be a regular VOA that is non-negatively graded. Then the S-
matrix element sTT 6= 0.
Proof. Under the additional assumption that KerL(0) is spanned by 1, this is a
consequence of Theorem 5.5 of [Huang 2004], so it suffices to show that this as-
sumption is unnecessary. As we mentioned earlier in this section, Huang’s proof
does not directly use this assumption, but it depends on results in [Huang 2003]
that are stated with this assumption. In fact, the proofs there only use three weaker
conditions that hold true for us: C2-cofiniteness of irreducible V -modules is given
by Lemma 3.2, complete reducibility of N-gradable weak V -modules follows imme-
diately from regularity, and the non-negativity of the L(0)-spectrum on V is by
assumption.
3.2 Regularity
We need to relate the notion of regularity to the notions that are actually used in
this paper. First, we wish to show that regularity implies C02 -cofiniteness. Li showed
that regularity implies C2-cofiniteness in [Li 1998], and his proof adapts well to our
slightly stronger statement.
Lemma 3.5. Let V be a regular VOA. Then for any n ≥ 2, V is C0n-cofinite.
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Proof. By Corollary 2.6 and Corollary 2.11 of [Li 1998], a subspace U of a regular
VOA V satisfies dimV/U <∞ if and only if for any v ∈ V , there exists some k ∈ Z
such that for all m ≤ k, vmV ⊆ U . We therefore apply this criterion to U = C0n(V ).
If wt(v) > 0, then k = −n is clearly satisfactory. If wt(v) ≤ 0, then we let
j = 1−wt(v), so the L(−1)-derivative property implies (−m−1) · · · (−m−j)vmu =
(L(−1)jv)m+ju ∈ C0n(V ) for all u ∈ V and all m ≤ −j − n. Thus, we may take
k = wt(v)− n− 1 when wt(v) ≤ 0.
Our main theorem asserts that a VOA satisfying certain conditions is regular,
but the Moore-Seiberg-Huang machinery yields a statement that may appear to be
weaker, namely that any irreducible module is projective in the category of finitely
generated (logarithmic) modules. Regularity is already well-studied in the literature,
and so we don’t need to consider any new techniques to obtain our reduction.
Lemma 3.6. Let V be a non-negatively graded C02 -cofinite VOA, and suppose any
surjection from a (finitely generated) V -module U to a simple V -module W splits.
Then the finite dimensional associative algebras An(V ) are semisimple for all n ∈
Z≥0.
Proof. This is essentially Theorem 4.10 of [Dong-Li-Mason 1996], and we follow the
same strategy, but our hypotheses are slightly different. For any finite dimensional
An(V )-module M , we consider the induced V -module U = Ln(Vn⊕M). U is finitely
generated, because we may use any basis of the finite dimensional space Vn ⊕M .
We claim that U splits as a direct sum of irreducible V -modules. Let soc(U)
be the socle, i.e., the direct sum of irreducible V -submodules of U . By Lemma 3.1,
the quotient V -module U/soc(U) has finite length, so if it is nonzero, then there is
some irreducible V -submodule W . By projectivity of W , the projection from the
preimage of W in U to W admits a splitting. Thus, the preimage of W lies in the
socle, and we conclude that U/soc(U) is zero.
Thus, Ωn(U)/Ωn−1(U) ∼= Vn⊕M is a direct sum of finite dimensional irreducible
An(V )-modules, and hence the same is true of M . Complete reducibility for all
finite dimensional modules of a finite dimensional unital associative algebra implies
the algebra is semisimple.
Proposition 3.7. Suppose V is a non-negatively graded C02 -cofinite VOA, such
that any irreducible V -module is projective in the category of (finitely generated
logarithmic) V -modules. Then V is regular.
Proof. Let P be a weak V -module. By Theorem 2.7 of [Miyamoto 2002], P decom-
poses as
⊕∞
n=0 P (n), where each P (n) is a direct sum of generalized eigenspaces for
L(0). In particular, P is admissible in the sense of [Dong-Li-Mason 1995].
By Theorem 4.11 of [Dong-Li-Mason 1996], if An(V ) is semisimple for all suffi-
ciently large n, then V is rational, i.e., any admissible V -module is a direct sum of
irreducible admissible submodules. Thus, we conclude rationality from Lemma 3.6.
Any irreducible admissible V -module is necessarily ordinary, since L(0)-acts
semisimply. We conclude that any weak module is a direct sum of irreducible ordi-
nary modules, i.e., V is regular.
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3.3 Analytic lemmata
We add some minor lemmata about intertwining operators that we could not find
in the literature. For convenience, we introduce two analytic open sets:
O2 = {(x, y) ∈ C2 | |x| > |y| > |x− y| > 0}
O3 = {(x, y, z) ∈ C3 | |x| > |y| > |z| > |x− z| > |y − z| > |x− y| > 0}
These are non-empty, since they contain (3, 2) and (7, 6, 4), respectively.
First, we describe an extension of module structure.
Lemma 3.8. Let V ⊆ T be an inclusion of non-negatively graded C02 -cofinite vertex
operator algebras, let U be a V -module, and let Y ∈ I( U
T,U
)
be a V -module intertwin-
ing operator that satisfies the following conditions:
1. Y factors through the inclusion U((z)) ⊆ U{z}[log z].
2. The restriction of Y to V ⊗ U ⊆ T ⊗ U is equal to the V -action.
3. For any t1, t2 ∈ T , w ∈ U , w′ ∈ U ′, we have the equality
〈w′,Y(t1, x)Y(t2, y)w〉 = 〈w′,Y(Y (t1, x− y)t2, y)w〉
of holomorphic functions on O2 = {(x, y) ∈ C2 | |x| > |y| > |x− y| > 0}.
Then Y yields a T -module structure on U .
Proof. By Lemma 3.3 the holomorphic function given by the equality on O2 extends
uniquely to a multivalued holomorphic function fw′,t1,t2,w on C2\{(x, 0), (0, y), (x, x)}
with regular singularities on the boundary divisors (including the line at infinity).
By switching t1 with t2 and x with y, we obtain the equality
〈w′,Y(t2, y)Y(t1, x)w〉 = 〈w′,Y(Y (t2, y − x)t1, x)w〉
on {(x, y) ∈ C2 | |y| > |x| > |x− y| > 0}, which extends uniquely to a holomorphic
multivalued function fw′,t2,t1,w on C2 \{(x, 0), (0, y), (x, x)} with regular singularities
as before.
These two functions are related by the shearing operator e(x−y)
∂
∂y , which sends a
holomorphic function f(x−y, y) on {(x, y) ∈ C2 | |y| > |x−y| > 0} to e(x−y) ∂∂y f(x−
y, y) = f(x− y, x) on {(x, y) ∈ C2 | |x| > |x− y| > 0}. On the intersection of these
domains, we may compare fw′,t1,t2,w with fw′,t2,t1,w, and we claim that they match.
To show this, we note that skew-symmetry for Y and the L(−1)-derivative property
for Y yield
〈w′,Y(Y (t1, x− y)t2, y)w〉 = 〈w′,Y(e(x−y)L(−1)Y (t2, y − x)t1, y)w〉
= 〈w′, e(x−y) ∂∂yY(Y (t2, y − x)t1, y)w〉
= e(x−y)
∂
∂y 〈w′,Y(Y (t2, y − x)t1, y)w〉
= 〈w′,Y(Y (t2, y − x)t1, x)w〉.
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We therefore find that fw′,t1,t2,w has the following formal expansions:
〈w′,Y(t1, x)Y(t2, y)w〉 ∈ C((x))((y))
〈w′,Y(Y (t1, x− y)t2, y)w〉 ∈ C((y))((x− y))
〈w′,Y(Y (t2, y − x)t1, x)w〉 ∈ C((x))((x− y))
〈w′,Y(t2, y)Y(t1, x)w〉 ∈ C((y))((x))
From these expansions, we see that the function fw′,t1,t2,w has trivial formal mon-
odromy on the boundary divisors, and thus descends to a single-valued meromorphic
function on P2 of the form fw′,t1,t2,w ∈ C[x, y][x−1, y−1, (x− y)−1]. This means that
the operator Y satisfies the rationality, commutativity, and associativity conditions
in [Frenkel-Huang-Lepowsky 1993] Proposition 4.5.1, so it yields a T -module struc-
ture on U .
Second, we show that associativity is compatible with composition and iteration
of intertwining operators.
Lemma 3.9. Suppose V is a non-negatively graded C02 -cofinite vertex operator al-
gebra, and suppose we have V -modules {Ui}14i=1 and the following intertwining oper-
ators:
Y1 ∈ I
(
U4
U2,U3
) Y2 ∈ I( U6U1,U4) Y3 ∈ I( U5U1,U2) Y4 ∈ I( U6U5,U3)
Y5 ∈ I
(
U1
U7,U8
) Y6 ∈ I( U2U9,U10) Y7 ∈ I( U3U11,U12) Y8 ∈ I( U13U14,U6)
such that Y1, Y2, Y3, and Y4 satisfy
〈w′6,Y2(u1, x)Y1(u2, y)u3〉 = 〈w′6,Y4(Y3(u1, x− y)u2, y)u3〉 (3.1)
for all u1 ∈ U1, u2 ∈ U2, u3 ∈ U3, w′6 ∈ U ′6 on O2. Then the following equalities of
holomorphic functions on O3 hold for all ui ∈ Ui and w′i ∈ U ′i :
〈w′13,Y8(u14, x)Y2(u1, y)Y1(u2, z)u3〉
= 〈w′13,Y8(u14, x)Y4(Y3(u1, y − z)u2, z)u3〉
〈w′6,Y2(u1, x)Y1(Y6(u9, y − z)u10, z)u3〉
= 〈w′6,Y4(Y3(u1, x− z)Y6(u9, y − z)u10, z)u3〉
〈w′6,Y2(Y5(u7, x− y)u8, y)Y1(u2, z)u3〉
= 〈w′6,Y4(Y3(Y5(u7, x− y)u8, y − z)u2, z)u3〉
〈w′6,Y1(u1, x)Y2(u2, y)Y7(u11, z)u12〉
= 〈w′6,Y4(Y3(u1, x− y)u2, y)Y7(u11, z)u12〉
Proof. By passing through the equivalence between P (z) intertwining operators and
intertwining operators, we find that all of the formal power series listed are pointwise
absolutely convergent on O3 by Proposition 12.7 of [Huang-Lepowsky-Zhang-2011h].
They yield holomorphic functions by the absolute uniform convergence on compact
subsets, by a standard argument (e.g., it is straightforward to extend Lemma 7.7 of
[Huang-Lepowsky-Zhang-2010e] to multiple variables).
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For the first equality, we fix u14 and expand Y8(u14, x) as a formal logarithmic
power series, so that for each (α, k) ∈ Q × N, the xα(log x)k term is a linear map
φα,k : U6 → U13 that translates generalized L(0)-eigenvalues by α. Let w′6 = w′13 ◦
φα,k. This is an element in U
′
6, so both sides are logarithmic power series in x
where the xα(log x)k term has the form 〈w′6,Y2(u1, y)Y1(u2, z)u3〉 on the left and
〈w′6,Y4(Y3(u1, y − z)u2, z)u3〉 on the right. By equation (3.1), the coefficients are
equal as long as (y, z) ∈ O2, so we therefore have an equality of logarithmic power
series in x with coefficients in holomorphic functions on O2. Then for each point in
O3, we obtain an equality of absolutely convergent logarithmic power series in the
single variable x. By the convergence properties of these power series, we obtain
equality of holomorphic functions.
The remaining cases follow similar arguments, where by isolating coefficients of
Y6, Y5, and Y7, we obtain an equality of logarithmic power series with coefficients
in holomorphic functions on O2. These yield equality of holomorphic functions on
O3 by the convergence properties we mentioned.
4 Projectivity of the fixed-point subalgebra
If V is a VOA, then a V -module P is called projective if every V -module epimor-
phism f : W → P splits. The main purpose in this section is to prove the following
theorem.
Theorem. Let T be a simple regular VOA with a nonsingular invariant bilinear
form and σ ∈ Aut(T ) of order n ∈ Z≥1, then T σ is projective as a T σ-module.
To simplify the notation, we let V = T σ be the fixed-point subalgebra. Viewing
T as a 〈σ〉-module, T decomposes into T = ⊕n−1j=0T (j), where T (j) = {v ∈ T | vg =
e2piij/nv}. By [Dong-Mason 1994], each T (j) is a simple V -module.
4.1 Induced generalized logarithmic modules
For each finitely generated V -module D, we consider the V -module:
T V D = ⊕n−1j=0T (j) V D.
We call this the induced module. We note that it does not necessarily admit a T -
module structure in the usual VOA sense, because the power series from the action
may have fractional powers and logarithms.
Proposition 4.1. There is an action of T on T V D by an intertwining operator
Y ∈ I( TVD
T,TVD
)
that satisfies the following compatibility conditions:
1. Identity: Y(1, z) = IdTVDz0
2. L(−1)-derivative: Y(L(−1)t, z) = ∂
∂z
Y(t, z)
3. Associativity: The equality 〈w′,Y(t1, x)Y(t2, y)w〉 = 〈w′,Y(Y (t1, x−y)t2, y)w〉
holds for all t1, t2 ∈ T , w ∈ T V D, w′ ∈ (T V D)′, and (x, y) ∈ O2 ⊂ C2.
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Proof. Set W (j) = T (j) V D and W = ⊕p−1j=0W (j) = T V D. For each T (i),
Corollary 9.30 of [Huang-Lepowsky-Zhang-2010f] asserts that there is a unique V -
module intertwining operator Y ′i ∈ I
(
W
T (i),W
)
such that on O2, we have the following
equality:
〈w′,Y ′i(t, x)YP (y)(t1, y)d〉 = 〈w′,YT,D(Y (t, x− y)t1, y)d〉 (4.1)
for any t ∈ T (i), t1 ∈ T , w′ ∈ W ′, and d ∈ D. We choose an isomorphism φ :
T P (y)D → T V D such that YT,D = φ◦YP (y) , and define Yi to be the composite
YP (y)i ◦ φ−1 for i 6= 0 and set Y0 to be the V -action. Then by combining these, we
obtain a V -module intertwining operator Y ∈ I( W
T,W
)
satisfying
〈w′,Y(t, x)YT,D(t1, y)d〉 = 〈w′,YT,D(Y (t, x− y)t1, y)d〉 (4.2)
on O2 for any t, t1 ∈ T , w′ ∈ W ′, and d ∈ D. Because of our choice of Y0,
our operator Y satisfies the identity condition, and the L(−1)-derivative condition
follows from the definition of intertwining operator.
We now show that Y(t, x) satisfies associativity. By repeatedly applying Lemma
3.9 to the equality (4.2), we obtain the following chain of equalities of holomorphic
functions on the open domain O3:
〈w′,Y(t1, x)Y(t2, y)YT,D(t3, z)d〉 = 〈w′,Y(t1, x)YT,D(Y (t2, y − z)t3, z)d〉
= 〈w′,YT,D(Y (t1, x− z)Y (t2, y − z)t3, z)d〉
= 〈w′,YT,D(Y (Y (t1, x− y)t2, y − z)t3, z)d〉
= 〈w′,Y(Y (t1, x− y)t2, y)YT,D(t3, z)d〉
for any t1, t2, t3 ∈ T , w′ ∈ W ′, and d ∈ D. We therefore obtain an equality of formal
power series in z whose coefficients are holomorphic functions on O2. By isolating
coefficients, the surjectivity of YT,D implies the pointwise equality
〈w′,Y(t1, x)Y(t2, y)w〉 = 〈w′,Y(Y (t1, x− y)t2, y)w〉 (4.3)
on O2 for any t1, t2 ∈ T , w′ ∈ W ′, and w ∈ W . Absolutely uniform convergence for
the series on both sides yields equality of holomorphic functions, hence associativity.
4.2 Simple current property for eigenmodules
As an application of the induced module, we prove the following theorem.
Theorem 4.2. Let T be a simple non-negatively graded C2-cofinite VOA with non-
singular invariant form, and let σ ∈ Aut(T ) of order n ∈ Z≥1. Then for any
j ∈ Z/nZ, the T σ-module T (j) is a simple current.
Proof. We consider the induced module W = T V T (j) of T (j), and set W (h) =
T (h−j) V T (j). As we explained before, T has an action on W by Y given in (4.2).
By the universal property of P (1) tensor products, there is a natural epimorphism
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φ : W = T V T (j) → T such that φ(YT,T (j)(t, z)tj) = Y (t, z)tj for t ∈ T , tj ∈ T (j).
Then by the definition of Y , we have
φ(Y(v, z)w) = Y (v, z)φ(w)
for v ∈ T and w ∈ W . In particular, W/Kerφ is isomorphic to T as a T -module.
We set K(h) := W (h) ∩ Kerφ, so Kerφ = ⊕n−1h=0K(h). Since T (0) ∼= V and W (j) =
T (0) V T (j) ∼= T (j) is simple, we have K(j) = 0.
Suppose W (0) is not simple, i.e., K(0) 6= 0. By restricting the actions of T on the
induced module W to Kerφ, we have the equality
〈w′,Y(t1, x)Y(t2, y)w〉 = 〈w′,Y(Y (t1, x− y)t2, y)w〉 (4.4)
on O2 for any t1 ∈ T (h−j), t2 ∈ T (j−h) and w ∈ K(h) and w′ ∈ (K(h))′. Since K(j) = 0,
we have Y(t2, y)w = 0 and the left hand side of (4.4) vanishes. On the other hand,
Y (t1, x− y)t2 ∈ V ((x− y)), so the restriction of Y in Y(Y (t1, x− y)t2, y)w is given
by the module structure on K(h). Furthermore, by the existence of a nondegenerate
invariant form on T , some choice of t1 and t2 yields the vacuum as a coefficient of
Y (t1, x − y)t2. Thus, the right side of (4.4) does not vanish identically, yielding a
contradiction.
We conclude that T (n−j)V T (j) ∼= V . For any simple module D, the associativity
of fusion (Lemma 3.3) implies
T (n−j)  (T (j) V D) ∼= (T (n−j)  T (j))V D ∼= V V D ∼= D.
Fusion with T (j) is therefore an invertible operation on isomorphism classes of irre-
ducible V -modules, i.e., T (j) is simple current.
Corollary 4.3. If B is a simple V -module, then T V B is isomorphic to the direct
sum of r copies of some irreducible σk-twisted T -module W for some k ∈ Z and
some r|n. In particular, any simple V -module is isomorphic to a direct summand
of some irreducible twisted T -module.
Proof. We first show that T V B is a twisted module.
Since each T (j) is a simple current, the V -submodules T (j)V B are irreducible,
so the intertwining operator Y
T (1),B
has exponents in a single coset s + Z for some
s ∈ C. By associativity, the intertwining operators Y
T (j),B
then have exponents in
js + Z for all j ∈ Z, so s ∈ 1
n
Z, and the axioms for σns-twisted modules follow
immediately from the associativity of intertwining operators.
To decompose the twisted T -module TV B, we first note that the simple current
property of the modules {T (i)}n−1i=0 immediately implies the following:
1. The set of integers k such that T (k) V B ∼= B has the form nrZ for some r|n.
2. The isomorphism classes of simple V -modules {T (k) V B}k∈Z are periodic
modulo n/r, and pairwise non-isomorphic between residue classes.
For convenience, we will let d = n/r for the remainder of this proof.
We now claim that the action by V on B extends to one by T σ
r ∼= ⊕r−1k=0 T (kd), so
that B is an irreducible T σ
r
-module. By the simple current property of T (id) proved
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in Theorem 4.2, the intertwining operators Y id : T (id) ⊗ B → B((z)) can only be
chosen with constant ambiguity, so an arbitrary choice of nonzero Y(id) will yield
nonzero constants λi satisfying
〈b′,Yd(td, x)Y id(tid, y)b〉 = λi+1〈b′,Y id+d(Y (td, x− y)tid, y)b〉
on the domain O2. We will show that the operators Y id can be rescaled so that
λi = 1 for all i. We tautologically have λ1 = 1, and for each 1 < i < r, we may
successively replace each Y id with λiY id to send our new λi to one. Then to eliminate
λ0, we choose an r-th root ξ of λ0 and replace each Y id with ξiY id. By this choice
of {Y id}r−1i=0 , the intertwining operators satisfy associativity, and we therefore obtain
a T σ
r
-module structure on B. We note that we also obtain a T σ
r
-module structure
on B by replacing each Y id with ζ iY id for ζ any r-th root of unity. We will call such
a structure the ζ-structure.
Choose a V -module decomposition T σ
r V B ∼= B⊕r such that the action of
T (d) takes the ith copy of B to power series with coefficients in the i + 1st copy.
We wish to show that there is a T σ
r
-module decomposition T σ
r V B ∼= B⊕r.
Consider the restriction of Y , as defined in the proof of Theorem 4.2, to a map
T σ
r ⊗ (T σr V B)→ (T σr V B)((z)). Under our choice of V -module decomposition
of T σ
rV B, we obtain have an r×r matrix of V -module intertwining operator maps
T (id) ⊗ B → B((z)) for each i, and the simple current property implies the entries
are constant multiplies of Y id. Let λik,` denote the constant attached to the (k, `)
entry. By our choice of V -module decomposition, λik,` is nonzero when k ≡ ` + i
(mod r), and zero otherwise. By Proposition 4.1, Y satisfies associativity, so these
constants satisfy the compatibility
λi`+i,`λ
j
`+i+j,`+i = λ
i+j
`+i+j,` (4.5)
where indices are given modulo r.
Consider the r linearly independent V -module maps fj : B → T σr V B ∼= B⊕r
given by
fj(b) =
(
b,
ζj
λ12,1
b, · · · , ζ
j(r−1)
λr−1r,1
b
)
1 ≤ j ≤ r,
where ζ is a fixed primitive r-th root of unity. We claim that fj is a T
σr -module
map for the ζj-structure on B. To prove this, it suffices to check that the diagram
T (id) ⊗B ζijYid //
1⊗fj

B((z))
fj((z))

T (id) ⊗B⊕r Y // (B⊕r)((z))
commutes for all i, j. Since the restriction of Y is given by the matrix λiY id, we
can check by matching the kth component of 1 ⊗ fj with the i + kth component
of fj((z)). This amounts to checking the identity ζ
ij ζ(k−1)j
λk−1k,1
= ζ
(i+k−1)j
λi+k−1i+k,1
λii+k,k, which
holds by the compatibility in equation (4.5). We therefore have a T σ
r
-module map
(f1, . . . , fr) : B
⊕r → T σr V B
16
that is a V -module isomorphism, so it is promoted to a T σ
r
-module isomorphism.
We now have the twisted T -module decomposition
T V B ∼= T Tσr (T σr V B)
∼= T Tσr (B⊕r)
∼= (T Tσr B)⊕r
To finish the proof, it suffices to show that T Tσr B is irreducible as a twisted T -
module. As a V -module (and in fact as a T σ
r
-module), we have the decomposition
T Tσr B ∼=
⊕d−1
k=0 T
(k) V B. Any nonzero twisted T -submodule W of T Tσr B is
also a V -submodule, so it decomposes into a direct sum of simple V -modules, and
there is some k such that T (k) V B is a direct summand of W . The action of T on
W restricts to nonzero intertwining operators T (j) ⊗ (T (k) V B) → W{z}, so the
simple current property of each T (j) implies W then contains all of the V -module
summands of T Tσr B. Thus, W is isomorphic to T Tσr B, which is therefore
irreducible as a twisted T -module.
4.3 Projectivity
We come to the main result of this section.
Theorem 4.4. Let T be a simple regular VOA with a nonsingular bilinear form and
σ ∈ Aut(T ) of order n. Then T σ is projective as a T σ-module.
Proof. Suppose the assertion is false, and there is some non-split extension of V .
By Lemma 3.1, any V -module has finite length, so it suffices to consider the case
where 0 → B → D ρ−→ V → 0 is a non-split extension of V by a simple V -module
B. By simplicity of B and the non-split property, all weights of D are integers. For
each character j, T (j) V B is a simple V -module and the sequence of V -modules
T (j) V B
ρ1−→ T (j) V D ρ2−→ T (j) V V → 0 (4.6)
is exact [Miyamoto 2015]. Taking a direct sum over j, we have the following com-
mutative diagram of V -modules with exact rows :
T V B
τ1

ρ1 // T V D
τ2

ρ2 // T V V
τ3

// 0
B // D
ρ // V // 0
where τi (i = 1, 2, 3) are all projections given by the direct factor T
σ = V of T . If
T (j) V B has non-integer weights, then ρ2 : T (j) V D → T (j) has to split and so
does D → V , contradicting our initial assumption. Therefore, we may assume all
weights of T V D are integers. Since (T V D)/ρ1(T V B) and T V B are finite
direct sums of irreducible T -modules (the former by isomorphism with T , and the
latter by Corollary 4.3), the Jordan blocks for the operator L(0) on T V D have
size at most 2, and the power of log z in the expansion of Y defined by (4.2) is at
most one. That is, for any t ∈ T , we have
Y(t, z) = Y0(t, z) + Y1(t, z) log z
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with Y0(t, z),Y1(t, z) ∈ End(T V D)[[z, z−1]]. However, we may write Y1(t, z) ∈
Hom((T V D)/ρ1(T V B), ρ1(T V B))[[z, z−1]], since Y1 vanishes on inputs
in ρ1(T V B) and has coefficients that take values in ρ1(T V B) ⊆ T V D.
Since Y(L(−1)t, z) = d
dz
Y(t, z), we have Y0(L(−1)t, z) = d
dz
Y0(t, z) + 1
z
Y1(t, z) and
Y1(L(−1)t, z) = d
dz
Y1(t, z). In particular, by identifying (T V D)/ρ1(T V B) with
T , we may say that Y1 is a V -module intertwining operator of type (TV B
T,T
)
.
If Y1 = 0, then Y is an ordinary intertwining operator with integral powers
satisfying associativity, so by Lemma 3.8, it yields a T -module structure on T V D
and the V -module surjection ρ2 : TV D → T is promoted to a T -module surjection.
Because T is a projective T -module by our assumption that T is regular, ρ2 then
splits. This induces a splitting of ρ : V V D → V , contradicting our assumption
that the extension is not split. Thus, we may assume Y1 6= 0. As we mentioned
earlier in this proof, T V B is a sum of r copies of some irreducible T -module
for some r|n, so the existence of a nonzero V -module intertwining operator of type(
TV B
T,T
)
implies the irreducible T -module in question decomposes as a V -module
into a direct sum of finitely many simple currents T (i). We therefore have B ∼= T (h)
for some h, and hence we have a V -module isomorphism T V B ∼= T . The exact
sequence from (4.6) then becomes
T (h+j) → T (j) V D → T (j) → 0
and this is non-split for all j, since any splitting will yield a splitting of D → V by
fusion with T (n−j).
We may restrict Y to Yi,j : T (i) ⊗ (T (j) V D) → (T (i+j) V D)((z))[log z], and
correspondingly decompose Y0 and Y1, so that Y1i,j is an intertwining operator of
type
(
T (h+i+j)
T (i),T (j)
)
. By the simple current property, if h 6= 0, then Y1i,j = 0 for all i, j so
Y1 vanishes, contradicting our assumption. We therefore have h = 0 and B ∼= V .
By Lemma 3.8, the restriction of Y0 to ρ1(T V B) coincides with the induced
T -module structure map, and Y0 projects to the T -module structure map on (T V
D)/ρ1(T V B).
By the associativity property in Proposition 4.1, we have
〈w′,Y0(ti, x)Y0(tk, y)w〉+
+ 〈w′,Y0(ti, x)Y1(tk, y)w〉 log y + 〈w′,Y1(ti, x)Y0(tk, y)w〉 log x
= 〈w′,Y(ti, x)Y(tk, y)w〉
= 〈w′,Y(Y (ti, x− y)tk, y)w〉
= 〈w′,Y0(Y (ti, x− y)tk, y)w〉+ 〈w′,Y1(Y (ti, x− y)tk, y)w〉 log y
where the term with Y1(ti, x)Y1(tk, y) is omitted on the left side because Y1 has
coefficients taking values in ρ1(T V B) and vanishes on inputs in ρ1(T V B).
When w ∈ ρ1(T V B), all of the logarithmic terms vanish, and we just get the
associativity identity for the module structure. Thus, the logarithmic terms only
depend on the equivalence class of w in the quotient module (T V D)/ρ1(T V B),
and we get
〈w′,Y0(ti, x)Y1(tk, y)w〉 log y + 〈w′,Y1(ti, x)Y0(tk, y)w〉 log x
= 〈w′,Y1(Y (ti, x− y)tk, y)w〉 log y
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on O2 for w ∈ (T V D)/ρ1(T V B) and w′ ∈ ρ1(T V B)′.
Using our identification Y0 = Y and Y1i,j = λi,jY , we have λ0,j = 0, since Y0,j was
chosen to coincide with the V -action. If we take ti ∈ T (j), tk ∈ T (n−j), and w ∈ T (m),
then the right side of the equation has a factor of λ0,m, and hence vanishes. Thus, we
find that λn−j,m〈w′, Y (ti, x)Y (tk, y)w〉 log y = −λj,n−j+m〈w′, Y (ti, x)Y (tk, y)w〉 log x
for all (x, y) ∈ O2. Since the ratio of log y and log x is not constant on O2, both sides
must vanish, and λj,m = 0 for all (j,m). We conclude that Y1 vanishes, contradicting
our earlier reduction.
Thus, V is projective as a V -module.
5 Regularity
In order to prove the main theorem, we will combine a result in [Miyamoto 2002]
about the modular invariance of characters with a method treating genus-one two-
point correlation functions introduced in [Huang 2003]. We first recall the result
about the modular invariance property.
5.1 Modular invariance
For a V -module U , we consider the trace function
ZU(v, τ) := x
wt(v) TrU Y
U(v, x)qL(0)−c/24τ
for τ in the complex upper half-plane H and v ∈ Vwt(v), where qz denotes e2piiz for
any suitable input z. We note that ZU(v, τ) does not depend on x.
Theorem 5.1. If V is a simple C2-cofinite vertex operator algebra with non-negative
L(0)-spectrum, and U1, . . . , U r represent the isomorphism classes of irreducible V -
modules, then there are pseudo-trace functions T̂rr+1 . . . , T̂rr+d and complex numbers
sj,k for j = 1, . . . , r and k = 1, . . . , r+d, such that the following equality of functions
on V ×H holds:
τ−wt[v]ZUj(v,−1/τ) =
r∑
k=1
sj,kZUk(v, τ) +
r+d∑
k=r+1
sj,kT̂rko(v)q
L(0)−c/24
Here, v ∈ V[wt[v]], where the bracket weight V[m] is defined by Zhu’s modified VOA
structure (V, Y [, z],1, ω˜) on V given by Y [v, z] := Y (v, qz − 1)qwt(v) and conformal
element ω˜ = (2pii)2(ω − c
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1).
Proof. This is immediate from Theorem 5.5 of [Miyamoto 2002]: ZUj is an element
of the one-point genus one function space C1(V ), which is SL2(Z)-invariant and
spanned by traces on irreducible modules and pseudo-traces. However, in the proof
of this theorem, there is an erroneous claim in the beginning of the pseudo-trace
section (pointed out in Remark 3.5.2 of [Arike-Nagatomo 2010]), namely that if V is
a non-negatively graded C2-cofinite VOA and W
i is an irreducible V -module, then
the homogeneous subspace W i(m) is nonzero for all sufficiently large m. A coun-
terexample is given by the one-dimensional module C1 for the W2,3 VOA of central
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charge zero. This VOA was shown to be C2-cofinite in [Adamovic´-Milas 2009]. We
will now show that if the erroneous claim does not hold for an irreducible module
W i, then the corresponding trace function is constant, and the statement of the
theorem still holds.
Suppose there is an infinite set of positive integers m such that W i(m) = 0.
Since any lowest-weight representation of the Virasoro algebra generated by a single
vector has at most finitely many gaps, this implies the Virasoro action is trivial.
Therefore, the module W i is equal to its lowest-weight space W i(0), and W i is
then an irreducible A0(V )-module, hence finite dimensional. Let Ann(W
i) = {v ∈
V |o(v)W i = 0} be the annihilator of W i, where we set o(v) = vwt(v)−1 for homo-
geneous elements v ∈ V and extend it to a linear map o : V → EndV ect(W i).
Because W i is finite dimensional, dim(V/Ann(W i)) < ∞. Furthermore, Ann(W i)
is an ideal, because for u ∈ V , v ∈ Ann(W i), and w ∈ W i, the Borcherds identity
[Borcherds 1986] presents any (umv)nw as a linear combination of terms of the form
um−i(vn+iw) and vm+n−i(uiw) with i ≥ 0, all of which vanish. Traces then arise
from the induced action of the quotient vertex operator algebra V/Ann(W i). We
note that in the case of interest to us, where V is simple and infinite dimensional,
we obtain a contradiction, i.e., a finite dimensional irreducible module W i cannot
exist. However, in general, this quotient is a finite dimensional commutative ring
with trivial weights, so an irreducible module is necessarily one dimensional, and
the traces are just constants. In fact, a short computation shows that the space of
these constant trace functions is isomorphic to V/P (V ) ∼= V0/(V0 ∩ P (V )), where
P (V ) is the subspace of V spanned by {ukv|u, v ∈ V, k ≥ 0}.
Remark 5.2. From the previous argument, it is straightforward to see that formula
for the dimension of C1(V ) in Theorem 5.5 of [Miyamoto 2002] needs to be revised
from dimAn(V )/[An(V ), An(V )]− dimAn−1(V )/[An−1(V ), An−1(V )] to
dimAn(V )/[An(V ), An(V )]− dimAn−1(V )/[An−1(V ), An−1(V )] + dimV/P (V )
to account for trace functions on one-dimensional irreducible modules.
We may extend trace functions to virtual modules with complex coefficients:
for a linear combination U =
∑
i∈D ξiU
i of simple modules U i, we will abuse the
notation ZU(v, τ) and sU,j to denote
∑
i∈D ξiZU i(v, τ) and
∑
i∈D ξisi,j, respectively.
We won’t explain the precise definition of pseudo-trace functions, because we are
concerned with only the cases where pseudo-trace functions don’t appear.
Definition 5.3. If τ−wt[v]ZU(v,−1/τ) is a linear combination of trace functions on
V -modules for all v ∈ V , then we say that the virtual module U is of type NPT.
One point about pseudo-trace functions that we would like to mention is that
for any pseudo-trace function T̂rk, we have T̂rko(1)q
L(0) = 0.
5.2 Two-point genus one functions
We introduce a family of composition-invertible power series defined in [Huang 2003],
together with their actions on modules for the Virasoro algebra. We then extend
some of Huang’s results to the case of intertwining operators with logarithmic terms.
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Let Aj, j ∈ N be the complex numbers defined by
1
2pii
(e2piiy − 1) =
(
exp
(
−
∑
j∈N
Ajy
j+1 ∂
∂y
))
y.
For any V -module W , we denote the operator
∑
j∈N ajL(j) on W by L+(A). For
convenience, we introduce the operator
U(x) = (2piix)L(0)e−L+(A) ∈ (EndW ){x}
where (2pii)L(0) = e(log 2pi+ipi/2)L(0). We have U(1) = (2pii)L(0)e−L+(A) and U(qx) =
q
L(0)
x U(1) as concrete examples. As Huang has shown in [4, Proposition 1.2], U(1)ω =
(2pii)2(ω − c
24
1) and
U(1)Y(w, x)U(1)−1 = Y(U(qx)w, qx − 1)
for an intertwining operator Y . Namely, we have
U(1)Y(w, x)U(1)−1 = Y [U(1)w, x]
where Y [w, x] = Y(w, qx−1)qwt(w)x for homogeneous elements w defines the modified
intertwining operator for the modified VOA (V, Y [, ],1, ω˜ = U(1)ω) in [Zhu 1996].
We see that
U(1) :
⊕
U∈mod(V )
U{x} →
⊕
U∈mod(V )
U{x}
(where we take a sum over isomorphism classes to avoid set-theoretic problems) gives
an isomorphism between (V, Y,1, ω)-intertwining operators by W and (V, Y [, ],1, ω˜)-
intertwining operators by W via U(1) : W{x} → W{x}.
Lemma 5.4. For u ∈ Wn, U(1)w ∈ W[n].
Proof. The x−2-coefficients of both sides of U(1)Y (ω, x)u = Y [U(1)ω, x]U(1)u yield
wt(u)U(1)u = L[0]U(1)u.
The following equations are proved for non-logarithmic intertwining operators
in [Huang 2003]. We will prove the same statement for every intertwining operator
even if it has logarithmic terms.
Lemma 5.5. Let B,U, T, P be V -modules. For Y ∈ I( T
B,U
)
, Y1 ∈ I
(
P
T,P
)
, u ∈ U ,
and b ∈ B, we have the following formal equalities:
1. eτL(0)Y(b, z)u = Y(eτL(0)b, eτz)eτL(0)u in T{z, eτ}[y, τ ], where y = log z.
2. qL(0)Y(U(qy)b, qy) = Y(U(qyq)b, qyq)qL(0) in (Hom(U, T )){qy, q}[y, τ ]
3. Y1(Y(U(qy)b, qy−qx)U(qx)u, qx) = Y1(U(qx)Y(b, y−x)u, qx) in (EndP ){qx, y−
x}[x, log(y − x)]
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Proof. Set Y(b, z) = ∑Kh=0∑n∈C b(h,n)z−n−1yh. From the L(−1) derivative formula
Y(L(−1)b, z) = d
dz
Y(b, z), we have
[L(0), b(h,n)]u = (L(−1)b)(h,n+1) + (L(0)b)(h,n)
= (−n− 1)b(h,n) + (h+ 1)b(h+1,n) + (L(0)b)(h,n).
Using the notation (α ⊗ β)b(h,n)u = (αb)(h,n)βu, and Ω = L(0) ⊗ 1 + 1 ⊗ L(0), we
have
L(0)(b(h,n)u) = (−n− 1 + Ω)b(h,n)u+ (h+ 1)b(h+1,n)u
L(0)m(b(h,n)u) =
m∑
j=0
(
m
j
)
(−n− 1 + Ω)m−j(h+ 1) · · · (h+ j)b(h+j,n)u
for m ≥ 1, where (h+ 1) · · · (h+ j) = 1 for j = 0. Therefore, we obtain
eτL(0)Y(b, z)u =
∑
n∈C
eτL(0)
(
K∑
h=0
b(h,n)uy
h
)
z−n−1
=
∑
n∈C
∞∑
m=0
∞∑
h=0
L(0)mτm
m!
(b(h,n)uy
hz−n−1)
=
∑
n∈C
∞∑
m=0
∞∑
h=0
m∑
j=0
τm
m!
(
m
j
)
(Ω− n− 1)m−j(h+ 1) · · · (h+ j)b(h+j,n)uyhz−n−1.
By replacing h+ j and m = j by k and i, respectively, eτL(0)Y(b, z)u equals
∑
n∈C
∞∑
k=0
∞∑
i=0
k∑
j=0
τ i(Ω− n− 1)i
i!
1
j!
(k − j + 1) · · · (k)τ jyk−jb(k,n)uz−n−1
=
∑
n∈C
∞∑
k=0
eτ(Ω−n−1)b(k,n)u(y + τ)kz−n−1
=
∑
n∈C
∞∑
k=0
(eτL(0)b)(k,n)(e
τL(0)u)(y + τ)keτ(−n−1)z−n−1
= Y(eτL(0)b, eτz)(eτL(0)u)
so the first equation is proved. Replacing τ with 2piiτ , y with 2piiy, and b with U(qy)b
yields the second equation. The third equation follows from the second equation,
together with the following:
U(qx)Y(b, y − x) = qL(0)x U(1)Y(b, y − x)
= qL(0)x Y(U(qy−x)b, qy−x − 1)U(1)
= Y(U(qy−xqx)b, qx(qy−x − 1))qL(0)x U(1)
= Y(U(qy)b, qy − qx)U(qx)
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We now consider genus-one two-point correlation functions introduced by Huang
in Proposition 1.4 of [Huang 2003] (see also [Moore-Seiberg 1989]). From now on, to
simplify the notation, we assume that W is a simple V -module with integer weights.
We then have a canonical homomorphism piW : W W ′ → V (∼= V ′) satisfying
lim
z→0
zwt(w)+wt(w
′)piW (YW,W ′(w, z)w′) = 〈w,w′〉1
for w ∈ W and w′ ∈ W ′, where 〈·, ·〉 is the contragradient pairing on W ×W ′. We
set YW := piWYW,W ′ , and warn the reader against forgetting about the piW .
Definition 5.6. Let W be a simple V -module with integer weights, and let U be a
simple V -module. We define the formal power series
ZU(w,w
′, x− y, τ) := TrU Y (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24.
This is an element of C{qy, q}((x− y))[y, τ ]
In [Huang 2003], Huang showed that this power series is absolutely uniformly
convergent on compact sets in the region O4 = {(x, y, τ) ∈ C2 × H||qx−y| > 1 >
|qx−y − 1| > 0}. While Huang shows in Proposition 5.4 of loc. cit. that this
function satisfies a differential equation with regular singularities at specified loci,
and therefore can be analytically continued to a multivalued function on a dense
open subset of C2 ×H, we will restrict our view to O4 (which is an infinite disjoint
union of contractible open sets). This allows us to avoid the subtleties of showing
that multivalued functions are equal. By the third claim of Lemma 5.5, this function
is equal to
TrU Y (Y(U(qyqx−y)w, qy(qx−y − 1))U(qy)w′, qy)qL(0)−c/24
and we will view it as a formal power series in qx−y whose coefficients are analytic
functions of τ ∈ H. A priori, it is also a formal power series in qy, but by the
following lemma, we can ignore that variable.
Lemma 5.7. TrU Y (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24 does not depend on qy.
Proof. Set U(1)v = ∑r v(r), where v(r) ∈ Vr. Then the grade-preserving part of
Y (U(qy)v, qy) =
∑
m
qL(0)y
(∑
v(r)
)
m
q−m−1y =
∑
m
∑
r
qry(v
(r))mq
−m−1
y
is
∑
r q
r
yv
(r)
r−1q
r
y =
∑
r v
(r)
r−1 which does not depend on qy.
Remark 5.8. As we have seen, the U operators allow us to switch between ordinary
and modified vertex operator structures. Here, we note that U(qy) can be used
to clarify the S-transformation formula. When we consider the S-transformation
τ 7→ −1/τ , we have to consider the bracket weight wt[v] of v ∈ V . However, the
coefficients wmw
′ of YW (w, x − y)w′ satisfy wt(wmw′) = wt(w) + wt(w′) − m − 1
while U(1)wmw′ ∈ V[wt(w)+wt(w′)−m−1]. That is, for each m ∈ C, the coefficient
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of (x − y)m in ZU is a trace function on U with the grade-preserving operator of
U(1)wmw′ ∈ V[wt(w)+wt(w′)−m−1]. Therefore, the S-transformation of ZU is
τwt(w)+wt(w
′) TrU Y (U(qy)YW (w, x− y
τ
)w′, qy)q
L(0)−c/24
−1/τ .
Then, since wmw
′ ∈ Vwt(w)+wt(w′)−m−1, Lemma 5.4 and Theorem 5.1 imply
TrUj τ
−wt(w)−wt(w′)Y (U(qy)YW (w, x− y
τ
)w′, qy)q
L(0)−c/24
−1/τ
=
r∑
k=1
sjk TrUk Y (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24
+
r+d∑
k=r+1
sjkTˆrkY (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24
by viewing both sides as formal power series in x − y with coefficients in analytic
functions of τ .
Remark 5.9. Since the inequalities |qx| > |qy| and 1 > |qx−y−1| hold in the regionO4,
the second associativity claim of Corollary 9.30 in [Huang-Lepowsky-Zhang-2010f]
implies there is an intertwining operator Y1 ∈ I
(
U
W,W ′U
)
such that
〈u′, Y (U(qy)YW (w, x− y)w′, qy)u〉 = 〈u′,Y1(U(qx)w, qx)Y(U(qy)w′, qy)u〉
for u ∈ U , u′ ∈ U ′, w ∈ W , and w′ ∈ W ′. In particular, as a formal power series of
q with the coefficients in analytic functions on x and y, we have
TrUY
U(U(qy)YW (w, x− y)w′, qy)qL(0)−c/24 =
= TrU Y1(U(qx)w, qx)Y(U(qy)w′, qy)qL(0)−c/24
in O4. By Lemma 3.3, the coefficient functions in x and y attached to a power of
q satisfy a certain regular singular differential equation with known singularities, so
the above functions are all holomorphic on O4.
Lemma 5.10. The set {ZU(w,w′, x − y, τ)}U∈Irr(V ) forms a linearly independent
collection, when viewed as maps from W W ′ to either holomorphic functions on
O4 or formal power series.
Proof. By Proposition 4.23 of [Huang-Lepowsky-Zhang-2010c], V is spanned by the
coefficients of YW , so it suffices to show linear independence of traces of V on simple
modules U . This in turn follows from a straightforward adaptation of the arguments
in the beginning of the proof of Theorem 5.3.1 of [Zhu 1996]. Essentially, if we
restrict the trace functions to highest-weight subspaces, we get traces of zero-mode
operators on distinct irreducible A0(V )-modules, and we do not need semisimplicity
to conclude their linear independence.
Since TrU o(L[−1]v) = 0 and ZU does not depend on qy, we can extend the
skew-symmetry property of products to the following skew-symmetry property of
genus-one two-point correlation functions.
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Lemma 5.11. If the weights of W are integers, then we have
ZU(w,w
′, y − x, τ) = ZU(w′, w, x− y, τ)
Proof. By direct calculation, we have
ZU(w,w
′, y − x, τ) = TrU Y (U(qx)YW (w, y − x)w′, qx)qL(0)−c/24
= TrU Y (U(qx)eL(−1)(y−x)YW ′(w′, x− y)w, qx)qL(0)−c/24
= TrU Y (e
L[−1](y−x)U(qx)YW ′(w′, x− y)w, qx)qL(0)−c/24
= TrU Y (U(qy)YW ′(w′, x− y)w, qy)qL(0)−c/24
We note that the integral weight property of W is used in the second line.
5.3 Moore-Seiberg-Huang argument
We now introduce a method which we call the Moore-Seiberg-Huang argument. We
wish to consider the behavior of two-point genus 1 trace functions under shifts along
generating 1-cycles of an elliptic curve. That is, we consider the formal Q-power
series in qx, qy, and q:
1. TrP Y
P (U(qy)YVW ′,W (w′, x− y − 1)w, qy)qL(0)−c/24
2. TrU Y
U(U(qx)YVW,W ′(w, y − x− τ)w′, qx)qL(0)−c/24
From shifts by 1, we will simply pick up a phase. From shifts by τ , we will pass
from a trace involving the action of V on a (virtual) V -module to a trace involving
intertwining operators from W W ′. By combining these shifts with modularity
results via the S transformation, we obtain strong compatibility information leading
to a rigidity result.
For the first trace function (1), we have the following lemma
Lemma 5.12. Let P be a simple V -module with weights in p + N. Assume the
weights of W ′  P are in r + N. Then
ZP (w,w
′, x− y − 1, τ) = e2pii(p−r)ZP (w,w′, x− y, τ)
Proof. By Corollary 9.30 in [Huang-Lepowsky-Zhang-2010f] (specifically, the second
claim), there is an intertwining operator Y1 ∈ I( P
W,W ′P
)
such that
〈u′, Y (YW (w, x− y)w′, y)u〉 = 〈u′,Y1(w, x)YW ′,P (w′, y)u〉
on O2 for all u′ ∈ P ′ and u ∈ P . Let {uk|k ∈ B(P )} be a homogeneous basis and
{u′k|k ∈ B(P )} its dual basis. Then since
ZP (w,w
′, x− y− 1, τ) =
∑
k∈B(P )
〈u′k,TrP Y (U(qy)YW (w, x− y− 1)w′, qy)qwt(u)−c/24uk〉
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we use the expansion of ZP in Remark 5.9 to get:
ZP (w,w
′, x− y − 1, τ) = TrP Y1(U(qx)w, qx)YW ′,P (U(qye2pii)w′, qye2pii)qL(0)−c/24
= TrP Y1(U(qx)w, qx)e2pii(p−r)YW ′,P (U(qy)w′, qy)qL(0)−c/24
= e2pii(p−r) TrP Y1(U(qx)w, qx)YW ′,P (U(qy)w′, qy)qL(0)−c/24
= e2pii(p−r)ZP (w,w′, x− y, τ).
The second equality follows from the first claim of Lemma 5.5 with the substitution
τ = e2pii. While the Lemma asserted an equality of formal series in τ , we also obtain
an equality of holomorphic functions.
For the second trace function (2), we have the following lemma
Lemma 5.13. Let U be a simple V -module. Then as a formal Q power series of
qx, qy, and q, ZU(w,w
′, x − y − τ, τ) is a linear sum of trace functions of W ′ W
on V -modules W ′  U . Namely, there is Y2U ∈ I
(
W ′U
W ′W,W ′U
)
such that
ZU(w,w
′, x− y − τ, τ) = TrW ′U Y2U(U(qx)YW ′,W (w′, y − x)w, qx)qL(0)−c/24.
Proof. By Corollary 9.30 in [Huang-Lepowsky-Zhang-2010f] (in particular the sec-
ond claim), there is an intertwining operator Y1U ∈ I
(
U
W,W ′U
)
such that
〈u′, Y U(YW (w, x− y)w′, y)u〉 = 〈u′,Y1U(w, x)YW ′,U(w′, y)u〉
and so we have
ZU(w,w
′, x− y − τ, τ) = TrU Y1U(U(qx)w, qx)YW ′,U(U(qyq)w′, qyq)qL(0)−c/24
= TrU Y1U(U(qx)w, qx)qL(0)−c/24YW ′,U(U(qy)w′, qy)
= TrW ′U YW ′,U(U(qy)w′, qy)Y1U(U(qx)w, qx)qL(0)−c/24,
where we use the second claim of Lemma 5.5 to obtain the second line, and the cyclic
symmetry of traces to obtain the third line. We apply the first associativity claim of
Theorem 9.30 in [Huang-Lepowsky-Zhang-2010f] to see that there is an intertwining
operator Y2U ∈ I
(
W ′U
W ′W,W ′U
)
such that
ZU(w,w
′, x− y − τ, τ) = TrW ′U Y2U
(U(qx)YW ′,W (w′, y − x)w, qx) qL(0)−c/24
as we desired.
We write ZW ′U(Y2U , w′, w, y − x, τ) to denote the right side of the equation in
the above lemma. In order to use both equations (1) and (2), we consider some
niceness conditions for modules and virtual modules.
Definition 5.14. Suppose V has non-negative L(0)-spectrum, and let {U i}i∈D be a
collection of V -modules, and let U =
∑
i∈D xiU
i be a virtual module with complex
coefficients.
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NPT We say that U satisfies the property NPT (for “no pseudo-trace”) if the S-
transformation of the trace function on U is a linear combination of trace
functions on V -modules. Equivalently, the decomposition of τwt[v]ZU(v,−1/τ)
given in Theorem 5.1 has no contributions from pseudo-traces for any v ∈ V .
SW We say that a module U i satisfies the property SW (single weight) with respect
to an irreducible V -module W if the generalized eigenvalues of L(0) on WU i
lie in a single coset of Z. We say that the collection {Ui}i∈D satisfies SW if
each U i satisfies SW.
Lemma 5.15. Suppose {U i}i∈D satisfies SW with respect to W , and U =
∑
i∈D xiU
i
satisfies property NPT. Then∑
i∈D
xi
∑
j
si,jZWUj(Y2Uj , w, w′, x− y, τ)
=
∑
i∈D
xiκi
(∑
j
si,jZUj(w
′, w, y − x, τ) +
∑
j
si,jZˆj(w
′, w, y − x, τ)
)
where ZU denotes
∑
i∈D xiZU i, N = wt(w) + wt(w
′), κi = ewt(WU
i)−wt(U i) for all
i ∈ D, and Zˆk(w,w′, x−y, τ) denotes the pseudo-trace function T̂rk(U(qy)YW (w, x−
y)w′, qy)qL(0)−c/24.
Proof. We obtain the following chain of equalities∑
i∈D
xi
∑
j
si,jZWUj(Y2Uj , w, w′, x− y, τ)
=
∑
i∈D
xi
∑
j
si,jZUj(w
′, w, y − x− τ, τ)
= τ−NZU(w′, w,
y − x− τ
τ
,−1/τ)
= τ−NZU(w′, w,
y − x
τ
− 1,−1/τ)
= τ−N
∑
i∈D
xiκiZU i(w
′, w,
y − x
τ
,−1/τ)
=
∑
i∈D
xiκi
(∑
j
si,jZUj(w
′, w, y − x, τ) +
∑
j
si,jZˆj(w
′, w, y − x, τ)
)
where the first equality comes from Lemma 5.13, the second equality is property
NPT combined with Remark 5.8, the fourth equality is Lemma 5.12 combined with
property SW, and the fifth is the combination of Remark 5.8 and Lemma 5.11.
Lemma 5.16. If U =
∑
i∈D xiU
i satisfies NPT and SW with respect to W , then
the following two statements hold:
1.
∑
i∈D xi
∑
j si,jZWUj(Y2U , w, w′, y − x, τ) is a power series in y − x whose
coefficients are trace functions of V on V -modules. That is, there are no
pseudo-traces, and the coefficients factor through piW : W W ′ → V .
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2. The virtual module
∑
i∈D xiκiU
i satisfies NPT.
Proof. The sum
∑
i∈D xi
∑
j si,jZWUj(Y2Uj , w, w′, y − x, τ) that appears on the left
side of Lemma 5.15 is a linear combination of trace functions of W W ′. By this,
we mean that the coefficient attached to (y − x)−m−1 is∑
i∈D
xi
∑
j
si,j TrWUj Y2Uj(U(qy)wmw′, qy)qL(0)−c/24.
However, by Remark 5.8, the sum on the right side of that Lemma is a linear
combination of trace and pseudo-trace functions of operators from V , where we
mean that the coefficients of powers of y − x are linear maps from W W ′ to a
space of holomorphic functions in τ that vanish on the kernel of piW : W W ′ → V .
Since the two sides are equal, we conclude that the contributions from pseudo-traces
vanish, and all trace contributions come from V . This proves the first claim.
For the second claim, we note that the previous paragraph yields the equality
τ−N
∑
i∈D
xiκiZU i(w
′, w,
y − x
τ
,−1/τ) =
∑
i∈D
xiκi
∑
j
si,jZUj(w
′, w, y − x, τ)
If we choose our integral weight module W to be V , then we obtain a decomposition
of ZU(v,−1/τ) into traces by setting w′ = 1.
Proposition 5.17. If V has non-negative L(0)-spectrum, then for every j, T (j)
satisfies NPT.
Proof. We note that each T (j) satisfies property SW with respect to any irreducible
V -module W because it is a simple current. We would like to choose W such that
the following weight condition is satisfied:
wt(W  T (j))− wt(W ) ≡ j
n
(mod Z).
If W is an irreducible V -submodule of a σ-twisted T -module, then this is sat-
isfied by the monodromy property of twisted modules. By Theorem 1.1(ii) of
[Dong-Li-Mason 1997b], there exists a nonzero σ-twisted T -module, so there is some
irreducible V -module W satisfying the weight condition.
We claim that we may assume that W has integral weight. To show this we note
that the lowest weight of W is rational because V is C2-cofinite, so there is a lattice
VOA VL (for L positive-definite and even) and a simple VL-module VL+α such that
wt(W ) + wt(VL+α) ∈ Z. Then T ⊗ VL is a regular VOA with nonsingular invariant
bilinear form, and σˆ = σ ⊗ idVL is a finite order automorphism whose fixed-point
subVOA is V ⊗ VL. If T (j) ⊗ VL satisfies NPT, then T (j) satisfies NPT, so if W
has non-integral weight, we may replace V with V ⊗ VL and W with W ⊗ VL+α for
suitable L and α in the following paragraph.
Set ξ = e2pii/n. We will prove that the virtual module
∑n−1
j=0 ξ
kjT (j) satisfies NPT
for all k by induction on k. The case k = 0 follows from the assumption that T is
regular. Now, suppose
∑n−1
j=0 ξ
kjT (j) satisfies NPT for some k. Thus, we obtain the
equalities given in Lemma 5.15. By the second claim of Lemma 5.16, we find that∑n−1
j=0 ξ
(k+1)jT (j) also satisfies NPT, so the induction works. By a discrete Fourier
transform, we conclude that any virtual module given by a linear combination of
T (j) satisfies NPT.
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5.4 Rigidity
Let T be a non-negatively graded simple regular VOA with a finite automorphism
σ satisfying T ′ ∼= T and let V be the fixed-point subVOA T σ. As we showed
in Theorem 4.4, V is projective, and V ′ ∼= V by the invariant form assumption.
Thus, for each simple V -module W , there is a unique pair given by a projection
piW : W W ′ → V and an embedding eW : V → W W ′, such that piW ◦ eW = idV .
Recall that for simple V -modules A, B, and C, there is an associator isomorphism
µA,B,C : (AB) C → A (B  C) (5.1)
satisfying
〈d′, µA,B,CYAB,C(YA,B(a, x1)b, x2)c〉 = 〈d′,YA,BC(a, x1 − x2)YB,C(b, x2)c〉
in the open domain
{(x1, x2) ∈ C2 | 0 < |x1| < |x2| < |x1 − x2|}
for any a ∈ A, b ∈ B, c ∈ C and d′ ∈ (A  (B  C))′, where 〈·, ·〉 is the pairing on
(A(BC))′×A(BC) (see Theorem 10.3 of [Huang-Lepowsky-Zhang-2010f]).
A simple V -module W is called “rigid” if the following composite is an isomorphism:
W  V idWeW ′−→ W  (W ′ W ) µ→ (W W ′)W piWidW−→ V W
Our goal now is to prove that every simple V -module W is rigid. We first define
some notation that we will use later.
Definition 5.18. Set D = eW (V )  W ⊆ (W  W ′)  W . Then D is a direct
factor of (W W ′)W , and we let iD and piD denote the corresponding inclusion
and projection maps. Similarly, we set F = µ−1(D) and let iF and piF denote the
inclusion and projection maps. We end up with the following diagram:
F
µ|F //
iF

D
iD

W  (W ′ W )
piF
OO
µ // (W W ′)W
piD
OO
piWidW
// V W
eWidW
hh
Lemma 5.19. W is rigid if and only if Ker piF does not contain W  eW ′(V ).
Proof. This follows from the fact that µ|F : F → D and eW  idW : V W → D
are isomorphisms.
Let us explain the rigidity condition from the viewpoint of intertwining operators.
Recall that we introduced Y1W ∈ I
(
W
W,W ′W
)
for U = W in the proof of Lemma 5.13
as an intertwining operator satisfying
〈u′, Y W (YW (w, x− y)w′, y)u〉 = 〈u′,Y1W (w, x)YW ′,W (w′, y)u〉
for u,w ∈ W,u′, w′ ∈ W ′.
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Lemma 5.20. Let φ : W → D be the composite of the canonical isomorphisms
W → V W and eWidW . Then we have an equality φ ◦ Y1W = µ|F ◦ piF ◦ YW,W ′W
of intertwining operators of type
(
D
W,W ′W
)
.
Proof. By functoriality of P (1)-tensor product, the restriction of YWW ′,W to the
summand eW (V ) ⊗ W ⊂ (W  W ′) ⊗ W is given by iD ◦ YeW (V ),W . Again by
functoriality, φ ◦ Y W = YeW (V ),W ◦ (eW ⊗ idW ) as intertwining operators of type(
D
V,W
)
. We therefore have φ ◦ Y W = piD ◦ YWW ′,W ◦ (eW ⊗ idW ) as intertwining
operators of type
(
D
V,W
)
. By composing with YW we find that
piD ◦ YWW ′,W (YW,W ′(w, x− y)w′, y)u = φ ◦ Y W (YW (w, x− y)w′, y)u
as formal power series in D, and for any d′ ∈ D′, we obtain an equality of holomor-
phic functions on O2:
〈d′, piD ◦ YWW ′,W (YW,W ′(w, x− y)w′, y)u〉 = 〈d′, φ ◦ Y W (YW (w, x− y)w′, y)u〉.
By the defining property of Y1W , we have the equality
〈d′, φ ◦ Y W (YW (w, x− y)w′, y)u〉 = 〈d′, φ ◦ Y1W (w, x)YW ′,W (w′, y)u〉.
By associativity of fusion products, we have the equality
〈x′,YWW ′,W (YW,W ′(w, x− y)w′, y)u〉 = 〈x′, µ ◦ YW,W ′W (w, x)YW ′,W (w′, y)u〉
for all x′ ∈ ((W W ′)W )′, so setting x′ = d′ ◦ piD yields
〈d′, φ ◦ Y1W (w, x)YW ′,W (w′, y)u〉 = 〈d′, µ|F ◦ piF ◦ YW,W ′W (w, x)YW ′,W (w′, y)u〉
By surjectivity of YW ′,W , the conclusion follows.
Lemma 5.21. The subspace KerY1W := {u ∈ W ′W | Y1W (w, x)u = 0∀w ∈ W} is
a V -submodule of W ′ W .
Proof. Since Y1W is an intertwining operator, for p ∈ KerY1W , v ∈ V,m ∈ Z, w ∈ W ,
we have
Y1W (w, x)vmp = vmY1W (w, x)p−
∑
j∈N
(
m
j
)
Y1W (vjw, x)px−m+j = 0.
The following is a relation between intertwining operators and rigidity.
Lemma 5.22. W is rigid if and only if KerY1W does not contain eW ′(V ).
Proof. If KerpiF contains W  eW ′(V ), then KerpiFYW,W ′W contains eW ′(V ), be-
cause all of the coefficients vanish. If KerpiFYW,W ′W contains eW ′(V ), then by sur-
jectivity of the restriction YW,eW ′ (V ) of YW,W ′W to W⊗eW ′(V ), Ker piF must contain
W  eW ′(V ). Lemma 5.20 yields an equality between KerY1W and KerpiFYW,W ′W ,
so the result follows from the rigidity criterion of Lemma 5.19.
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We now prove the following main result of this subsection. Let sTT denote the
S-matrix coefficient of ZT (v, τ) in the expansion of τ
wt[v]ZT (v,−1/τ) into a linear
combination of trace functions on T -modules.
Proposition 5.23. If V has non-negative L(0)-spectrum and sTT is nonzero, then
every simple V -module is rigid. In particular, if T is regular and has non-negative
L(0)-spectrum, then every simple V -module is rigid.
Proof. Let W be a simple V -module. We may assume that W has integral weights,
by following the same method as in the proof of Proposition 5.17. That is, by taking
tensor products with a suitable lattice VOA VL and a rigid simple module VL+α, we
obtain a simple V ⊗ VL-module W ⊗ VL+α with integral weights, and W is rigid as
a V -module if and only if W ⊗ VL+α is rigid as a V ⊗ VL-module.
By Proposition 5.17, every T (i) satisfies condition NPT and so there is λU ∈ C
for each simple V -module U such that
(τ)−NZT (i)(w,w
′,
x− y
τ
,−1/τ) =
∑
U∈irr(V )
λUZU(w,w
′, x− y, τ),
where irr(V ) denotes the set of simple V -modules and N = wt[w] + wt[w′].
By our hypothesis that sTT 6= 0, the S-transformation of
ZT (w,w
′, x− y, τ) =
n−1∑
j=0
ZT (j)(w,w
′, x− y, τ)
is a linear combination of trace functions on T -modules and ZT (w,w
′, x − y, τ)
appears with a nonzero coefficient. In particular, by decomposing T -modules as
V -modules, ZV (w,w
′, x− y, τ) appears with a nonzero coefficient. Therefore, there
is some T (j) such that ZV (w,w
′, x − y, τ) appears with nonzero coefficient in the
S-transformation ZT (j)(w,w
′, x−y
τ
,−1/τ). We fix j and write
(τ)−NZT (j)(w,w
′,
x− y
τ
,−1/τ) =
∑
U∈irr(V )
λUZU(w,w
′, x− y, τ)
where λV 6= 0. Since T (j) is a simple current, Lemma 5.12 implies there is some
ξ ∈ C \ {0} such that
ZT (j)(w,w
′, x− y + 1, τ) = ξZT (j)(w,w′, x− y, τ)
We consider the S-transformation of ZT (j)(w,w
′, x− y, τ) in two different ways.
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First, we translate by 1, apply S, apply skew-symmetry and translate by τ :
(τ)−NξZT (j)(w,w
′,
x
τ
− y
τ
,−1/τ)
= (τ)−NZT (j)(w,w
′,
x
τ
− y
τ
+ 1,−1/τ)
= (τ)−NZT (j)(w,w
′,
x− y + τ
τ
,−1/τ)
=
∑
U
λUZU(w,w
′, x− y + τ, τ)
=
∑
U
λUZU(w
′, w, y − x− τ, τ)
=
∑
U
TrWU Y2U(U(qy)YW,W ′(w, x− y)w′, qy)qL(0)−c/24.
Then we just apply S:
(τ)−NξZT (j)(w,w
′,
x
τ
− y
τ
,−1/τ)
= ξ
∑
U
λUZU(w,w
′, x− y, τ)
= ξ
∑
U
λU TrU Y (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24
Therefore, we have
ξ
∑
U∈irr(V )
λU TrU Y (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24
=
∑
U∈irr(V )
TrWU Y2U(U(qy)YW,W ′(w, x− y)w′, qy)qL(0)−c/24.
By comparing coefficients of the expansions in x− y and log(x− y), we see that for
any r ∈ W W ′, we have
ξ
∑
U∈irr(V )
λU TrU Y (piW (r), z)q
L(0)−c/24 =
∑
U∈irr(V )
TrWU Y2(r, z)qL(0)−c/24.
In particular, we may restrict to r ∈ eW (V ) to find that
ξ
∑
U∈irr(V )
λU TrU Y (piW (r), z)q
L(0)−c/24
=
∑
U∈irr(V )
TrWU Y2(eWpiW (r), z)qL(0)−c/24
and so
ξ
∑
U∈irr(V )
λU TrU Y (U(qy)YW (w, x− y)w′, qy)qL(0)−c/24
=
∑
U∈irr(V )
TrWU Y2U(eWpiWU(qy)YW,W ′(w, x− y)w′, qy)qL(0)−c/24
(5.2)
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The composite of Y2U with eW applied to the first input is an intertwining operator
of the form I
(
WU
V,WU
)
. Since the trace only depends on the semisimplification of a
module, we can decompose our trace into a sum of traces over simple composition
factors of W  U . That is, we replace this composite with a linear combination∑
aPY
P of structure maps Y P for the action of V on the simple composition factors
P of W  U , yielding
ξ
∑
U∈irr(V )
λU TrU Y (U(qy)YW (w, x− y)w′qL(0)−c/24
=
∑
U∈irr(V )
∑
P∈Comp(WU)
aPZP (w,w
′, x− y, τ).
By our choice of T (j), we have λV 6= 0. By Lemma 5.10, the traces ZP (w,w′, x−
y, τ) are linearly independent, so there is some U such that there is a composition
factor P ∼= V with nonzero coefficient aP . Since W  U then has a composition
factor isomorphic to V , the projectivity of V (from Theorem 4.4) implies V is
a submodule, and self-duality of V then implies V is a direct summand. Thus,
there is a nonzero intertwining operator of type
(
V
W,U
)
. By the duality properties of
intertwining operators, the irreducible module U is then necessarily isomorphic to
W ′, so P = eW (V ) ⊆ W W ′. Thus, we have the following nonvanishing summand
on the right side of Equation (5.2):
TrP Y2W ′
(U(qy)piWYW,W ′(w, x− y)w′, qy) qL(0)−c/24 6= 0.
By the properties of Y2 given in the proof of Lemma 5.13, the left side is equal to
TrP YW,W ′(U(qx)w, qx)Y1W ′(U(qy)w′, qy)qL(0)−c/24
and so Y1W ′(w′, x)P 6= 0. This implies KerY1W ′ does not contain eW (V ), so by the
criterion of Lemma 5.22, W ′ is rigid. Passage to contragradients is an involutive
operation on isomorphism classes of irreducible V -modules, so this resolves the first
claim.
The second claim then follows from Lemma 3.4, i.e., if T is regular and has
non-negative L(0)-spectrum, then sTT 6= 0. This is where the Verlinde conjecture is
used (i.e., Theorem 5.5 of [Huang 2004], but with slightly weaker hypotheses).
5.5 Main Theorem
Theorem 5.24. Let T be a simple regular VOA with non-negative L(0)-spectrum
and a nonsingular invariant form. Let σ be a finite order automorphism of T . Then
V is regular.
Proof. By Proposition 3.7, it suffices to show that any simple V -module W is pro-
jective in the category of V -modules.
Consider a V -module surjection f : D → W . We wish to show that it splits. By
taking its pullback along
piW1WU : (W W ′)W → V W,
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we have the following commutative diagram:
W  (W ′ D) µD //
1W(1W ′f)

(W W ′)DpiW1D//
1WW ′f

V D
1V f

W  V
1WeW
//W  (W ′ W ) µ // (W W ′)WpiW1W
// V W
where µD is an isomorphism making the left square commute (and this exists by
functoriality and associativity of fusion). We will show that a splitting of f exists
by finding a submodule of W  (W ′  D) that is isomorphic to W , such that the
diagram produces an isomorphism to V W that factors through V D.
Consider the set X of submodules Q ⊆ W ′D such that 1W(1W ′f)(W Q) =
W  eW (V ). This set is nonempty, since we can just take the pullback. For any
such submodule Q ∈ X, we have a surjection 1W ′f : Q → eW (V ), and since V is
projective by Theorem 4.4, there is a section V → Q. In particular, if we take Q to
be a minimal element of X, then Q is isomorphic to V .
Under this choice of Q, the rigidity asserted in Proposition 5.23 gives us an
isomorphism
(piW1W ) ◦ µ ◦ (1W(1W ′f)) : W Q→ V W.
By commutativity of the diagram, (piW1D) ◦ µD(W Q) is a submodule of V D
that is isomorphic to W , and maps isomorphically to V W along 1V f . Thus,
f : D → W splits.
The cyclic orbifold problem for a property P naturally extends to the solvable
orbifold problem for P :
Corollary 5.25. Let T be a VOA that is simple, regular, with non-negative L(0)-
spectrum, and self-dual as a T -module. Let G be a finite solvable group of automor-
phisms of T . Then the fixed-point subVOA TG is simple, regular, with non-negative
L(0)-spectrum, and self-dual as a TG-module.
Proof. We may reduce to the case that G is cyclic of prime order by induction along
the composition series of G. We may then apply Theorem 5.24.
Corollary 5.26. Let T be a simple regular VOA with non-negative L(0)-spectrum
and a non-singular invariant form. Then T is σ-rational for any finite-order auto-
morphism σ. That is, all admissible σ-twisted T -modules are completely reducible.
Furthermore, T is σ-regular, in the sense that all weak σ-twisted T -modules are
direct sums of ordinary irreducible σ-twisted T -modules.
The claim that Theorem 5.24 implies this corollary is proved (under slightly
different hypotheses) as Lemma 4.2 in [Ai-Dong-Jiao-Ren 2014]. Our argument
follows essentially the same lines, and we suspect it was known to Dong, Li, and
Mason in the 1990s.
Proof. By Theorem 5.24, T σ is regular, hence rational, so by Theorem 4.10(a) of
[Dong-Li-Mason 1996], the associative algebra Ak(T
σ) is finite dimensional and
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semisimple for all integers k. As mentioned in the proof of Proposition 2.5 of
[Dong-Li-Mason 1997a], the associative algebra Aσ,n(T ) is a quotient of Abnc(T σ)
for all n ∈ 1|σ|Z≥0. Thus, each Aσ,n(T ) is also semisimple. By Theorem 4.5 of
[Dong-Li-Mason 1997a], σ-rationality is equivalent to semisimplicity of the asso-
ciative algebras Aσ,n(T ) for all n ∈ 1|σ|Z≥0 - a proof is not given there, but the
proof of Theorem 4.11 of [Dong-Li-Mason 1996], which concerns the untwisted case,
translates without significant change. The σ-regularity claim follows from the fact
that weak σ-twisted T -modules are admissible (by essentially the same argument as
Proposition 3.7) and the fact that irreducible admissible σ-twisted T -modules are
ordinary.
6 Application: holomorphic orbifolds and Gener-
alized Moonshine
We briefly describe an application of Corollary 5.26. In [Norton 1987], Norton for-
mulated a “Generalized Moonshine” conjecture based on extensive computations
relating centralizers of elements in the monster simple group M with genus zero
modular functions.
Conjecture. There is a rule that assigns to each element g ∈M a graded projective
representation V (g) =
⊕
n∈Q V (g)n of the centralizer CM(g) and to each commuting
pair (g, h) in M a holomorphic function Z(g, h; τ) on the complex upper half-plane
H, such that the following 5 properties hold:
1. There is a lift h˜ of h to a finite order linear transformation on V \(g) such that
Z(g, h; τ) = TrV \(g) h˜q
L0−1 (where q = e2piiτ).
2. The function (g, h) 7→ Z(g, h; τ) is invariant under simultaneous conjugation
on the pair (g, h) in M, up to rescaling.
3. Z(g, h; τ) is either a constant or a Hauptmodul (meaning Z(g, h; τ) is invari-
ant under a discrete group Γg,h ⊂ SL2(Z) containing some Γ(N), such that
Z(g, h; τ) generates the function field of the quotient Γg,h\H).
4. For any ( a bc d ) ∈ SL2(Z) and any commuting pair (g, h) in M, Z(g, h, aτ+bcτ+d) is
proportional to Z(gahc, gbhd, τ).
5. Z(g, h; τ) is proportional to J(τ) if and only if g = h = 1.
In [Dixon-Ginsparg-Harvey-1988], this conjecture was quickly given a physical
interpretation: V (g) is the Hilbert space of the g-twisted sector of a conformal field
theory with M-symmetry, and Z(g, h; τ) is the genus one partition function with
boundary conditions twisted by the commuting pair (g, h). At a physical level of
rigor, claims 1, 2, 4 and 5 then follow from orbifold conformal field theory consid-
erations. In fact, these considerations were introduced in [Vafa 1986], where the
compatibility Z(g, h, aτ+b
cτ+d
) = Z(gah−c, g−bhd, τ) was discussed and the possibility of
phase anomalies yielding a proportionality constant was introduced. The difference
35
in signs amounts to a different convention for twisting, where some authors define a
g-twisted module by the same formula that others use to define g−1-twisted module.
In a geometric sense, Norton’s convention amounts to defining elliptic curves by
lattice quotients C/Λ with distinguished basis given by Λ = 〈−1, τ〉 instead of the
usual choice Λ = 〈1, τ〉.
On the mathematical side, this interpretation amounts to setting V (g) to be
an irreducible g-twisted V \-module, where V \ is the vertex operator algebra with
M symmetry constructed in [Frenkel-Lepowsky-Meurman 1988]. The main advance
toward proving this interpretation of the conjecture came in [Dong-Li-Mason 1997b],
where it was shown that for any g ∈ M, there exists an irreducible g-twisted V \-
module, and such modules are unique up to isomorphism. This gives a natural
projective CM(g) action on the twisted modules, and after some work on convergence,
claims 1, 2, and 5 were resolved by defining Z to satisfy claim 1. Furthermore,
results in the same paper reduced claim 4 to the question of g-rationality of V \.
More generally, they showed that similar properties hold for g-rational holomorphic
C2-cofinite vertex operator algebras. We now resolve claim 4 unconditionally.
Theorem 6.1. V \ is g-rational for all g ∈M.
Proof. By Corollary 5.26, it suffices to show that V \ is non-negatively graded, holo-
morphic, and C2-cofinite. The non-negativity of the grading is immediate from
the construction in [Frenkel-Lepowsky-Meurman 1988], the holomorphic property is
proved in [Dong 1994], and the C2-cofinite property is proved as Proposition 12.4 of
[Dong-Li-Mason 1997b]
Theorem 6.2. Let V be a holomorphic C2-cofinite VOA with non-negative L(0)-
spectrum. Given a commuting pair (g, h) of finite order automorphisms of V , let
Z(g, h; τ) = TrV (g) h˜q
L0−1, where V (g) is an irreducible g-twisted V -module, and h˜
is some lift of h to a linear transformation on V (g). Then for any ( a bc d ) ∈ SL2(Z),
Z(g, h, aτ+b
cτ+d
) is proportional to Z(gahc, gbhd, τ).
Proof. Theorem 10.1 of [Dong-Li-Mason 1997b] asserts that if V is C2-cofinite and
g-rational, and if M1, . . . ,Mm represent a complete list of isomorphism classes of
h-stable irreducible g-twisted V -modules, then the corresponding trace functions
T1, . . . , Tm span the space C1(g, h) of (g, h)-twisted genus 1 functions. Under our
hypotheses, V is automatically C2-cofinite, and it is g-rational by Corollary 5.26. By
Theorem 10.3 of loc. cit., there is a unique isomorphism class of irreducible g-twisted
V -module, so we find that C1(g, h) is spanned by the corresponding trace function
Tg,h(v; τ) = Tr(o(v)h˜q
L(0)−c/24|V (g)). By Theorem 5.4 of loc. cit., there is an action
of SL2(Z) on the set of genus 1 function spaces, such that (cτ + d)wt vTg,h(v; aτ+bcτ+d) ∈
C1(gahc, gbhd) for all ( a bc d ) ∈ SL2(Z). The conclusion then follows by noting that
Z(g, h; τ) = Tg,h(1; τ).
Corollary 6.3. Claim 4 in the Generalized Moonshine conjecture is true, when we
set V (g) to be an irreducible g-twisted V \-module.
Remark 6.4. Much more can be said about the proportionality constants that ap-
pear in Claims 2 and 4 in the Generalized Moonshine conjecture. In particular,
[Gaberdiel-Persson-Volpato 2013] conjectured that the constants that would appear
36
in the corresponding claims for any holomorphic C2-cofinite vertex operator algebra
are controlled by a distinguished element in H3(Aut(V ),C×). This is now firmly
established in [van Ekeren-Mo¨ller-Scheithauer 2015] for the case of a finite cyclic
group of automorphisms.
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