Passive multi-frequency microwave remote sensing is often plagued with the problems of low-and non-uniform spatial resolution. In order to adaptively enhance and match the spatial resolution, an accommodative spatial resolution matching (ASRM) framework, composed of the flexible degradation model, the deep residual convolutional neural network (CNN), and the adaptive feature modification (AdaFM) layers, is proposed in this paper. More specifically, a flexible degradation model, based on the imaging process of the microwave radiometer, is firstly proposed to generate suitable datasets for various levels of matching tasks. Secondly, a deep residual CNN is introduced to jointly learn the complicated degradation factors of the data, so that the resolution can be matched up to fixed levels with state of the art quality. Finally, the AdaFM layers are added to the network in order to handle arbitrary and continuous resolution matching problems between a start and an end level. Both the simulated and the microwave radiation imager (MWRI) data from the Fengyun-3C (FY-3C) satellite have been used to demonstrate the validity and the effectiveness of the method.
Introduction
Satellite based remote sensing with microwave radiometers has been widely used in observing unique microwave emission features from earth [1] . It has the advantages of continuously measuring large area both day and night and under most weather conditions [2] . Many atmospheric and surface parameters, such as precipitation rate, cloud liquid water, and sea ice concentration, etc., can be retrieved through these observations [3] . However, these retrievals are often hampered by the problem of non-uniform spatial resolution, when multi-frequency observations must be combined, leading to low resolution and even estimation errors of the retrievals [4] [5] [6] . To alleviate this problem, the obvious solution is to average the high frequency channel, which has the higher spatial resolution, to match down to the low frequency channel. But it is not desirable when geophysical parameters, such as rainfall, are highly nonlinear with the radiances, or the retrieval parameters are used in regional-scale studies [5] [6] [7] . Therefore, it is preferable to increase the spatial resolution of the low frequency channel to match up with the high frequency channel. instrument is shown in Table 1 [8, 22] , where the NEΔT is the receiver sensitivity (noise equivalent differential temperature) [3] .
The scan geometry illustration of the FY-3C MWRI is shown in Figure 2 . The positive Xins axis shows the satellite heading direction while the positive Zins axis points downward to the satellite nadir point. The orbit height of the satellite is 836 km and the main reflector scans the earth conically with a viewing angle of θ = 45° and spinning rate of 1.8 s/rotation. The forward cone scanning method is adopted to cover a swath of 1400 km, completing a measurement area within ±52° around the Zins axis. With the sampling interval of 2.08 ms, a total of 254 earth observation samples are obtained in each scanning rotation. And each image file of 254 × 1725 pixels is collected by 1725 continuous conical scans. The Level-1 (L1) data (http://satellite.nsmc.org.cn/portalsite/default.aspx) acquired by the FY-3C MWRI are used for the demonstration and validation in this paper. 
Imaging Process
The antenna collects microwave radiance from earth, which can be represented by [12] : worth mentioning here that for the simplicity of the problem, some minor factors, such as the atmospheric effects and the milliseconds-level short-term change of the brightness temperature, are neglected. Furthermore, only the scaler version of the antenna temperature is considered, thus the antenna cross polarization and polarization mismatch between earth surface and antenna pattern are also excluded in this expression [23] . Normalizing the antenna gain function and omitting the argument p to simplify the notation, Equation (1) can be expressed by: 
The antenna collects microwave radiance from earth, which can be represented by [12] :
where t A (s 0 (t 0 ), v, p) is the temperature information collected by the antenna at the given direction s 0 (t 0 ), frequency v, and polarization p. t 0 is the observation time and τ is the integration time.
The t B (s, v, p) is the brightness temperature and G(s 0 (t), s, v, p) is the gain function of the antenna. It is worth mentioning here that for the simplicity of the problem, some minor factors, such as the atmospheric effects and the milliseconds-level short-term change of the brightness temperature, are neglected. Furthermore, only the scaler version of the antenna temperature is considered, thus the antenna cross polarization and polarization mismatch between earth surface and antenna pattern are also excluded in this expression [23] .
Normalizing the antenna gain function and omitting the argument p to simplify the notation, Equation (1) can be expressed by:
where F(s 0 (t), s, v) is the normalized antenna pattern, and changing the sequence of the time integration and the space integration, the antenna temperature can be expressed by:
where F(s 0 (t 0 ), s, v) = 1 τˆt 0 +τ/2
is the effective normalized antenna pattern, which considers the effect caused by the integrating process [12] .
It should be noted that all the equations above are expressed in the antenna viewing axis coordinate system (AVA) [8] for ease of presentation. However, the majority of the image processing operations are done in image domain, where the observation data lie in rectangular grids regardless of the scan mode. Thus, the coordinates transformation from the AVA to the image domain should be incorporated [8] . Meanwhile, considering the sampling interval of the radiometer, the discrete temperature image collected by the antenna in image domain can be represented by:
where t A (x, y, v) and t B (x, y, v) are the antenna temperature image and the brightness temperature image represented with row and column indexes in the image domain. h(x, y, x , y , v), which is transformed from the effective normalized antenna pattern F(s 0 (t 0 ), s, v) in AVA, is the point-spread-function (PSF) ( x ,y h(x, y, x , y , v) = 1) in the image domain [11] . It should be noted that, because of the conical scan geometry, the orientation and shape of the PSF change along with the scanning positions [8, 9, 11] . Thus, the regular simplification of regarding h(x, y, x , y , v) as space invariable and transforming the integration operation in Equation (5) to the convolution operation [5, 9, 14, 16, 17, 24] :
is excluded in this paper so as to improve the model accuracy. Where T B (u, v, v) and H(u, v, v) are the two-dimensional discrete Fourier transformation (2d-DFT) of t B (x, y, v) and h(x, y, v), and F −1 [ ] is the inverse 2d-DFT operation. When the receiver sensitivity is considered, the imaging process can be finally expressed by:
Overall, with the consideration of these degradation factors, including the antenna pattern, the integration time, the scan mode, and the receiver sensitivity, the imaging process of the satellite radiometer is discussed. During the degradation procedure in Equation (7) , the integration with the PSF drastically smooths the brightness temperature image, which lowers the spatial resolution to a great extent. The integrating process of the radiometer, which tends to broaden the PSF in the cross-track direction, further amplifies the smoothing effect. Moreover, because of the changing geometry, the shape and direction of the PSF change along with the conical scan, especially in the cross-track direction [11] , which leads to resolution spatial variable. In addition, the imaging process is polluted by the receiver sensitivity. Therefore, methods should be taken to cope with these degradation Remote Sens. 2019, 11, 2432 6 of 24 factors so that the spatial resolution of the antenna temperature images can be improved to match up with the high frequency channels.
Spatial Resolution Match Method
To adaptively match the spatial resolution of the microwave radiometer data, an ASRM framework, composed of the flexible degradation model, the residual deep CNN, and the adjustable AdaFM layers, is proposed. Then, the training details of the method are introduced.
Flexible Degradation Model
The learning-based methods are often challenged by the difficulties of adaptively and effectively generating the dataset. Utilizing the characteristics of MWRI that multi-frequency bands scan the region in the exact same way and at the same time, several low resolution/high resolution (LR/HR) dataset generation methods were proposed [11, 16, 17] . However, these models are unfit for the real matching problems, leading to the domain adaptation problem (the label-rich data for training are unmatched with the label-scarce data for practical use). Thus, in this paper, we proposed a modified degradation model to generate the suitable image pairs for resolution matching. Furthermore, this model can be flexibly adjusted for various levels of matching tasks.
According to the imaging process (Equation (7)) that we discussed above, the ideal learning LR/HR image pairs for resolution match from low frequency channel v L to high frequency channel v H are expressed as:
where LR image t LR (v L ) = t A (x, y, v L ) is the actual observed data in the low frequency channel and t HR (v L , v H ) is its ideal HR counterpart. For t HR (v L , v H ), as can be seen in Equation (9), the low frequency brightness temperature t B (x , y , v L ) is equivalently observed by the noise-free high frequency v H manner (apart from the receiver sensitivity, the imaging process is the same with the actual v H channel). Thus, the spatial resolution of t HR (v L , v H ) is the same with the v H channel. However, as the brightness temperature t B (x , y , v L ) is unavailable, the ideal HR label cannot be realized.
Utilizing the image to frequency domain transformation, a LR/HR dataset was proposed [17] , which can be shown as:
where
On the one hand, as we discussed in the imaging process, the simplification in Equation (6) neglected the changing geometry of the conical scan mode, which reduces the accuracy of this degradation model. On the other hand, during this LR/HR mapping, the noise might even be amplified (N(u, v, v H ) may be larger than
. Therefore, the resolution matching effect is reduced, which will be demonstrate in Section 4.1.3.
Because the 89 GHz channel has the highest spatial resolution, it was used to make the simulated LR/HR datasets, which achieved good resolution enhancement results for the real measured data [11, 16] , as expressed by:
where v 18 and v 89 represent 18.7 GHz and 89 GHz, respectively. It can be seen that the mapping learned from this image pair tries to eliminate the noise and the smoothing effect caused by PSF, thus it is effective in resolution enhancement and noise reduction. However, by comparing with the ideal learning pairs between Equations (8) and (9), we can find that the learned resolution enhancement level is higher than the practical matching demand when 18 GHz resolution is matching up to 89 GHz resolution. Thus, this dataset is mismatched with the real enhancement level. Partially inspired by Gong. R. et al. [25] , which have shown that the intermediate domains between the source and target domain (Equations (12) and (13) for this problem) are useful for addressing the domain adaptation problem, we produce several intermediate resolution levels to solve this mismatch problem and to accommodate different levels of resolution matching tasks.
Therefore, in order to generate an accommodative dataset for training and testing so that the learned mapping could be applied to the resolution match, we proposed a modified LR/HR image pair, which can be expressed as:
In terms of spatial resolution, the highest 89 GHz images have the most similar achievable features to the brightness temperature images. Thus, for the resolution matching problems in this paper, the 89 GHz data were also used as the simulated brightness temperature images, like in Hu. W. et al. [11, 16] . As for the resolution match, the corresponding high frequency PSF h(x, y, x , y , v H ) is added to act on the simulated brightness images, so that the resolution enhancement level can be matched to the real demand. Furthermore, based on the different levels of matching tasks, the parameters can be flexibly changed in this degradation model to manipulate the corresponding resolution enhancement level.
Then, the mapping function between the t simu−m LR (v L ) and t simu−m HR (v L , v H ) image pairs would be learned by CNN during the training process. After that, the spatial resolution of the low frequency channel v L could be matched up to the desired high frequency channel v H and the noise would be reduced at the same time.
Network Architecture
CNNs are feed-forward artificial neural networks [18] . In recent years, diverse CNNs have been proposed to solve optical image restoration problems (denoise [19, 26] , deblur [19, 27] , and super-resolution [18, 26, 28, 29] , etc.) and reach state of the art quality. Thus, in this paper, utilizing the powerful mapping ability of the CNN and the adjustable feature of the AdaFM layer, we have proposed an adjustable deep residual CNN to solve the adaptive resolution match problems.
Basic Network
The goal of our resolution match problem is to train a restoring mapping function that reconstructs the HR image from its LR counterpart. During the training process, the network should jointly learn the complicated degradation factors and reduce the noise. Deep (large number of layers) CNNs spontaneously integrate more low/mid/high level features in a multilayer end-to-end fashion, thus they have more powerful mapping and feature extraction capacity [30] , which is very suitable for our resolution enhancing problem.
However, normal deep plain-stacked CNNs usually face the problems of mapping degradation and gradient exploding/vanishing [31] . Therefore, residual learning has been introduced in deep CNNs to solve these obstacles. Instead of mapping H(X) by several plain-stacked layers, the residual learning explicitly lets these layers map the residual function F(X)=H(X)-X, and finally outputs F(X)+X with a shortcut connection from the input X. Although both methods should be able to asymptotically approach the same function, the ease of training could be different. With this residual learning technique, deep CNNs are easier to optimize and are able to get better results [26, 28, 29, 31] . In addition, for our resolution enhancing problem, the LR images are the smoothed version of the HR images. In other words, the input of the network is quite similar to the label, only missing some high frequency components (gradient information). Thus, the shortcut connections in the network will help to speed up and improve the training process [17] .
Therefore, in order to match the spatial resolution of different frequency channels, we introduced a deep residual CNN. The architecture of the network is show in Figure 3 thus they have more powerful mapping and feature extraction capacity [30] , which is very suitable for our resolution enhancing problem. However, normal deep plain-stacked CNNs usually face the problems of mapping degradation and gradient exploding/vanishing [31] . Therefore, residual learning has been introduced in deep CNNs to solve these obstacles. Instead of mapping H(X) by several plain-stacked layers, the residual learning explicitly lets these layers map the residual function F(X)=H(X)-X, and finally outputs F(X)+X with a shortcut connection from the input X. Although both methods should be able to asymptotically approach the same function, the ease of training could be different. With this residual learning technique, deep CNNs are easier to optimize and are able to get better results [26, 28, 29, 31] . In addition, for our resolution enhancing problem, the LR images are the smoothed version of the HR images. In other words, the input of the network is quite similar to the label, only missing some high frequency components (gradient information). Thus, the shortcut connections in the network will help to speed up and improve the training process [17] .
Therefore, in order to match the spatial resolution of different frequency channels, we introduced a deep residual CNN. The architecture of the network is show in Figure 3 . All the network parameters Θ are optimized through the training process, where the differences (loss function) between the reconstructed images 
Adjustable Network
When cross-calibration or data fusion between several similar satellite radiometers are considered [3, 4, 21, 22] , the spatial resolution of the data should be matched to the same level. For example, when the cross-calibration between the FY-3C MWRI 18.7 GHz channel (30 × 50 km IFOV) and Aqua AMSR-E 18.7 GHz channel (16×27 km IFOV) is conducted, the spatial resolution of the MWRI 18.7 GHz channel is better to match up to its counterpart. However, the generation of direct learning image pairs between two different satellites is impracticable due to their different system parameters (viewing angle, scan geometry, bandwidth, etc.). Meanwhile, according to the discussion 
When cross-calibration or data fusion between several similar satellite radiometers are considered [3, 4, 21, 22] , the spatial resolution of the data should be matched to the same level. For example, when the cross-calibration between the FY-3C MWRI 18.7 GHz channel (30 × 50 km IFOV) and Aqua AMSR-E 18.7 GHz channel (16×27 km IFOV) is conducted, the spatial resolution of the MWRI 18.7 GHz channel is better to match up to its counterpart. However, the generation of direct learning image pairs between two different satellites is impracticable due to their different system parameters (viewing angle, scan geometry, bandwidth, etc.). Meanwhile, according to the discussion in Section 3.1, only fixed levels of resolution match is available (18 × 30 km IFOV@36.5 GHz or 9 × 15 km IFOV@89.0 GHz), and learning from discrete and fixed enhancement levels, the network cannot be easily and effectively generalized to other levels. Therefore, in this paper, methods are taken to generalize the network to arbitrary tasks between the fixed learned levels.
Inspired by the fact that CNN could be manipulated by the AdaFM layers to implement different denoise levels without extra training [26] and that customized intermediate products between different target domains can be linearly produced by simply adjusting an input coefficient [25] , we introduced the AdaFM layers and the input coefficient to our network so as to smoothly adjust the resolution enhancement level.
The i th AdaFM layer is formulated as:
where X are the input feature maps (m, m, n in ), * denotes for the group convolution operation (the convolution operation works in two-dimensions instead of three [26] , as shown in Figure 4b ), and G i (f, f, n in ) and B i (1, 1, n in ) represent filters and biases, respectively. According to Equation (16), by inserting an AdaFM layer after a convolutional layer, each feature map output by the convolutional layer can be further adjusted. In other words, the statistics of the convolutional layer can be manipulated by the following AdaFM layer.
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Step 1: The basic network Nb that we discussed above is trained based on dataset1 (
. So that the network Nb can deterministically match the resolution from
Step 2: The AdaFM layers are inserted to the basic network Nb to form the adaptive network Na. By fixing all the parameters in the trained network Nb, only the parameters in the AdaFM layers are optimized according to dataset2 (
) (the rationality of this training method is demonstrate in Section 4.2). Therefore, the adaptive network Na is transformed to match the resolution from
Step 3: By interpolating the additional input coefficient λ, we can easily manipulate the parameters of the filters and biases in these AdaFM layers without additional training: Our aim is to add these extra layers to the trained basic network N b , so that the new network could be adapted to another enhancement level. Thus, by inserting an AdaFM layer after each convolutional layer in the ResBlocks, the adaptive network N a is created, as shown in Figure 3 . The principle and the working process of the adjustable network N λ a are shown in the following steps:
(v L , v H1 )). So that the network N b can deterministically match the resolution from v L to v H1 .
Step 2: The AdaFM layers are inserted to the basic network N b to form the adaptive network N a . By fixing all the parameters in the trained network N b , only the parameters in the AdaFM layers are optimized according to dataset2 (t simu−m LR (v L ) and t simu−m
HR2
(v L , v H2 )) (the rationality of this training method is demonstrate in Section 4.2). Therefore, the adaptive network N a is transformed to match the resolution from v L to v H2 .
Step 3: By interpolating the additional input coefficient λ, we can easily manipulate the parameters of the filters and biases in these AdaFM layers without additional training:
where G * i and B * i are the interpolated filters and biases in these AdaFM layers. Thus, the relatedness of the network with different fixed enhancement levels can be accordingly adjusted.
So far, the adjustable network N λ a is created. Only by tweaking an interpolation coefficient λ, the network N λ a can generate arbitrary and continuous resolution enhancement results between a start (v L to v H1 ) and an end (v L to v H2 ) level.
However, the relationship between the coefficient λ and the resolution enhancement level may not be linear. As shown in Figure 5 , it is assumed that there is a manifold of domain, where the images with the same spatial resolution can be seen as a point in the domain. Specifically, when λ = 0, the output images with v H1 resolution can be seen as the point Start. And when λ = 1, the output images with v H2 resolution can be seen as the point Stop. By tuning λ in the range of [0,1], we thus obtain a sequence of points flow from Start to Stop. But the path varies a lot according to the positions (resolutions) of the endpoints and the range between them, as illustration with the blue dash lines in Figure 5 .
In order to explore the linear relationship (labeled with red dash line in Figure 5 ) between the interpolation coefficient and the resolution enhancement level, polynomial function
in the test set, where R is the spatial resolution of the image. By linearly mapping the resolution to the range of [0,1]: R = M(γ), Equation (17) can be modified to:
As a result, the modified interpolation coefficient γ can be used to linearly and continuously manipulate the resolution enhancement levels of the adjustable network N γ a .
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in the test set, where R is the spatial resolution of the image. By linearly mapping the resolution to the range of [0,1]: (17) can be modified to:
As a result, the modified interpolation coefficient γ can be used to linearly and continuously manipulate the resolution enhancement levels of the adjustable network γ a N . 
ASRM for the FY-3C MWRI

ASRM Framework Flowchart
The ASRM task for the satellite microwave radiometer data is implemented by a supervised adjustable CNN γ a N . The flowchart of the framework is shown in Figure 6 and the working process is introduced in the following steps:
Dataset generation: Utilizing the feature that multi-frequency bands of the MWRI scan the region in the exact same way, the 89 GHz antenna temperature image, which has the highest spatial resolution, is used as the simulated brightness temperature image. With the full consideration of the degradation factors for each channel, the simulated antenna temperature images of the L v channel 
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ASRM Framework Flowchart
The ASRM task for the satellite microwave radiometer data is implemented by a supervised adjustable CNN N γ a . The flowchart of the framework is shown in Figure 6 and the working process is introduced in the following steps:
Dataset generation: Utilizing the feature that multi-frequency bands of the MWRI scan the region in the exact same way, the 89 GHz antenna temperature image, which has the highest spatial resolution, is used as the simulated brightness temperature image. With the full consideration of the degradation factors for each channel, the simulated antenna temperature images of the v L channel and the simulated antenna temperature images with the corresponding resolution of the v H2 channel and the v H1 channel are produced by the flexible degradation model (Equations (14) and (15) (v L , v H2 ) image pairs) are made to train the networks.
Training and testing: Dataset1 is used to train and test for the basic deep residual network N b . Then, by fixing all the parameters in the trained N b , the adaptive network N a , with the inserted AdaFM layers, is trained and tested by dataset2. Spatial resolution enhancement: Eventually, the adjustable network N γ a could be used to match the real v L channel data t LR (v L ) to arbitrary spatial resolution from v H2 to v H1 . channel and the 1 H v channel are produced by the flexible degradation model (Equations (14) and (15) 
Training Details
For training and testing, 437 antenna temperature images (254 × 1725) of the MWRI 89 GHz channel with horizontal polarization were used to generate the datasets. These images were acquired from 1 June 2018 to 5 July 2018, containing sufficient geographical features. For each dataset, based on the corresponding degradation model (Equations (14) and (15)), a total of 4370 cropped sub-image pairs (LR/HR pairs) (254 × 254) were generated. 200 sub-image pairs were randomly selected as the testing set, and the remaining 4170 sub-image pairs were used as the training set. It is worth mentioning that although we used fixed sub-image size in the training process to reduce memory burden, the network could be applied to arbitrary image size during testing and the final spatial resolution enhancement process.
The filter size was set to 3 for all the filters and convolution kernels, and the reflect padding technique was used for all the convolution operations to reduce the boundary effect. The feature size was set to 64, and all the shortcuts for residual learning were parameter free (direct connection) 
The filter size was set to 3 for all the filters and convolution kernels, and the reflect padding technique was used for all the convolution operations to reduce the boundary effect. The feature size was set to 64, and all the shortcuts for residual learning were parameter free (direct connection) because of the constant dimension through the network, as shown in Figure 3 . All the networks were trained with the adaptive moment estimation (ADAM) optimizer by setting the learning rate to 10 -4 .
Several evaluation metrics were introduced in this paper to assess the image quality from different perspectives. The peak signal-to-noise ratio (PSNR) is a mean-squared error (MSE) evaluation index, which is defined as the ratio between peak signal power to average noise power [32] . Structural similarity (SSIM) measures the similarity of structural information between the two images, which is a more visually pleasing metric than the PSNR [33, 34] . For estimating the performance in terms of spatial resolution, equivalent instantaneous field of view (IFOV') [11, 24] was used, which is defined as IFOV = max f whm corr I out , I label · PSF f whm . It is notable that the fwhm is the mean value of the along-track and cross-track IFOV: fwhm = 1/2 × (cross-track IFOV+ along-track IFOV). Instead of using the dominant 2 (MSE) loss function to maximize the PSNR index, we used the 1 loss to get a better general result of the network, considering the PSNR, SSIM, and artifacts [29, 33] . Meanwhile, the 1 loss function could provide better convergence.
Experiment Results
Quantitative and Qualitative Evaluation of Fixed Level Resolution Match
In this section, the fixed level resolution match by the basic deep residual network N b is evaluated. For demonstration, the spatial resolution of the 18.7 GHz channel is matched to the highest 89 GHz channel. The other resolution match levels can also be similarly applied, but in order to save space, they are not listed here. Not only the testing set (in the dataset), but also a synthetic scenario and the real MWRI measured data (outside the dataset) are used to fully evaluate the fixed level resolution match ability. The analytic algorithms, including the widely used inverse-based BG method [10, 12, 13] and the iterative Banach method [15] , are shown for contrast. In addition, the results learned by several benchmark CNNs, including the SRCNN [11, 16, 18] (3 layers, without the interpolation process), VDSR [28] (8 layers, without the interpolation process), and SRResNet [35] (16 ResBlocks, without the pixel shuffle layer), are also displayed as the comparison. It is noted that, for our resolution matching problem, the size of the HR output is the same as the LR input, thus the operations or layers that are used to increase the pixels for the image are excluded from these super-resolution CNNs in this paper.
Synthetic Scenario Evaluation
Quantitative evaluation of the resolution enhanced image directly from the real MWRI data is inaccessible, since the response of different channels are diverse due to their frequency-dependent emissivity [5, 7] . Synthetic data, however, offer an excellent substitute. Test data can be created from a known scene with the known noise, allowing for quantitative evaluations of the created methods.
The synthetic scenario, whose location information was the same as the MWRI data on 25 June, 2018 (top left and bottom right corner coordinates (Lat, Lon) were 7.6 • N, 154.6 • W, and 11.7 • S, 172.3 • W) is shown in Figure 7i . The synthetic scene consisted of 5 strips with 280.5 K amplitude, 190 pixels height, 10 pixels interval and 1, 3, 5, 10, and 15 pixels width; 5 square hot spots with 293.7 K amplitude, 10 pixels interval and 2, 3, 7, 11, and 15 pixels width; and a 'river' with 214.5 K amplitude and 6 pixels width. The amplitude of the background was 240.9 K, which is basically the same as the real 18.7 GHz data background. According to the imaging process, Figure 7a , h show the simulated 18.7 and 89 GHz antenna temperature images, respectively. It can be seen that, due to the different degradation parameters, the antenna temperature images were smoothed to different levels, and because of the conical scan geometry, the resolution was a spatial variable, as the narrowest strip shows in Figure 7 . It should be mentioned that, in order to implement the evaluation of the resolution match effect and noise amplification level, the simulated 18.7 GHz antenna temperature was polluted with Gaussian white noise with the standard derivation of NE∆T (0.5 K for the 18.7 GHz channel, as shown in Table 1 ), whereas the 89 GHz antenna temperature was not. Figure 7 also shows the match results of the synthetic scenario. The goal was to match the resolution of the 18.7 GHz channel to the 89 GHz channel. Figure 7b -g shows the results of the BG method, the Banach method, the SRCNN, the VDSR, the SRResNet, and the basic network N b , respectively. The SRCNN, VDSR, SRResNet, and the basic network N b were trained based on dataset1 (t simu−m LR (18.7) and t simu−m HR1 (18.7, 89) image pairs). The local areas of the strips (enclosed by the red rectangle) and the square hot spots (enclosed by the black rectangle) are also enlarged for better visual evaluation.
As can be seen, our method produced very similar results to the 89 GHz channel. The hot spots were more focused and the boundaries of the strips were clearer. Furthermore, the learning-based methods tended to reduce the noise during the matching process, as can be seen on the strips in Figure 7 . Figure 7 also shows the match results of the synthetic scenario. The goal was to match the resolution of the 18.7 GHz channel to the 89 GHz channel. Figure 7b -g shows the results of the BG method, the Banach method, the SRCNN, the VDSR, the SRResNet, and the basic network Nb, respectively. The SRCNN, VDSR, SRResNet, and the basic network Nb were trained based on dataset1 ( As can be seen, our method produced very similar results to the 89 GHz channel. The hot spots were more focused and the boundaries of the strips were clearer. Furthermore, the learning-based methods tended to reduce the noise during the matching process, as can be seen on the strips in Figure 7 . In order to evaluate the results in a more intuitive way, Figure 8a shows the along-track transect (as labeled with the blue dash-dotted line in Figure 7i ). As can be seen, the results of the basic network Nb were closer to the 89 GHz antenna temperature data than other methods and no notable artifact was introduced.
The resolution enhancement methods are often faced with the problem of noise amplification, so it is often a tradeoff between the resolution enhancement level and the noise amplification level [5, 9, 10, 15] . However, by properly designing the learning image pairs, the network can reduce the noise while matching the spatial resolution. Figure 8b shows the along-track transect of the scenario (as marked with the red dash-dotted line in Figure 7i ). As can be seen from the image, the learning- In order to evaluate the results in a more intuitive way, Figure 8a shows the along-track transect (as labeled with the blue dash-dotted line in Figure 7i ). As can be seen, the results of the basic network N b were closer to the 89 GHz antenna temperature data than other methods and no notable artifact was introduced.
The resolution enhancement methods are often faced with the problem of noise amplification, so it is often a tradeoff between the resolution enhancement level and the noise amplification level [5, 9, 10, 15] . However, by properly designing the learning image pairs, the network can reduce the noise while matching the spatial resolution. Figure 8b shows the along-track transect of the scenario (as marked with the red dash-dotted line in Figure 7i ). As can be seen from the image, the learning-based methods effectively reduced the noise, whereas the inverse-based methods tended to amplify the noise. Independent experiments were done 100 times for statistical evaluation of the PSNR, SSIM, IFOV', and the noise (standard variance of the data in the black dash-dotted area in Figure 7i ). The averaged indexes are shown in Table 2 , and the best indexes are shown in bold. based methods effectively reduced the noise, whereas the inverse-based methods tended to amplify the noise. Independent experiments were done 100 times for statistical evaluation of the PSNR, SSIM, IFOV', and the noise (standard variance of the data in the black dash-dotted area in Figure 7i ). The averaged indexes are shown in Table 2 , and the best indexes are shown in bold. It should be noted that we created this synthetic scenario in order to intuitively evaluate the spatial resolution matching ability, the noise reduction ability, and the generalization performance of our basic network Nb. Because of the abrupt border, the synthetic scenario has sharper gradient features and higher frequency components than the simulated brightness temperature data, which are used to generate the dataset. Thus, the leaning-based methods suffered from some degrees of decline in terms of PSNR, SSIM, and IFOV' (adaptation problem). Even so, the basic network Nb still outperformed the other methods.
Test Set Evaluation
To further demonstrate the matching ability, the evaluations of all 200 images in the testing set are shown in Figure 9 (3 points smoothed for better presentation). The indexes of several typical scenes (marked with the blue points in Figure 9 ), and the averaged indexes of the whole testing set are shown in Table 3 . Our method outperformed the other methods for all the testing images in terms of PSNR, SSMI, and IFOV'. The averaged PSNR of our method was 0.28 dB higher than the SRResNet, 0.68 dB higher than the VDSR, 2.23 dB higher than the SRCNN, 2.83 dB higher than the Banach method, and 4.12 dB higher than the BG method. The averaged SSIM is the same with the SRResNet It should be noted that we created this synthetic scenario in order to intuitively evaluate the spatial resolution matching ability, the noise reduction ability, and the generalization performance of our basic network N b . Because of the abrupt border, the synthetic scenario has sharper gradient features and higher frequency components than the simulated brightness temperature data, which are used to generate the dataset. Thus, the leaning-based methods suffered from some degrees of decline in terms of PSNR, SSIM, and IFOV' (adaptation problem). Even so, the basic network N b still outperformed the other methods.
To further demonstrate the matching ability, the evaluations of all 200 images in the testing set are shown in Figure 9 (3 points smoothed for better presentation). The indexes of several typical scenes (marked with the blue points in Figure 9 ), and the averaged indexes of the whole testing set are shown in Table 3 . Our method outperformed the other methods for all the testing images in terms of PSNR, SSMI, and IFOV'. The averaged PSNR of our method was 0.28 dB higher than the SRResNet, 0.68 dB higher than the VDSR, 2.23 dB higher than the SRCNN, 2.83 dB higher than the Banach method, and 4.12 dB higher than the BG method. The averaged SSIM is the same with the SRResNet and is improved by 0.001 compared with VDSR, 0.003 compared with SRCNN, 0.005 compared with the Banach method and 0.006 compared with the BG method. The IFOV' of the basic network was 19.82 km, less than the SRResNet of 20.12 km, VDSR of 20.99 km, the Banach method of 22.70 km, SRCNN of 25.20 km, and the BG method of 25.94 km. In order to present the comparison result visually, a typical scene around the Sea of Okhotsk, Russia (the 33th scene in the test set, as marked in Figure 9 ) is shown in Figure 10 . The top left and In order to present the comparison result visually, a typical scene around the Sea of Okhotsk, Russia (the 33th scene in the test set, as marked in Figure 9 ) is shown in Figure 10 . The top left and bottom right corner coordinates of the scenario were 67.0 • N, 170.3 • E and 46.0 • N, 127.4 • E. This scene contained sufficient features of land, sea, bay, sea/land interface, and small islands, so that the performance of these methods could be comprehensively evaluated. The enlarged areas of the Bol'shoy Shantar island (enclosed by the black rectangle) and the northernmost part of the Sakhalin island (enclosed by the red rectangle) are shown in Figure 10 . Our network could produce the clear boundaries and interfaces without noticeable artifacts. Furthermore, only through the basic network and SRResNet, the small island below the Sakhalin island could be distinguished, as shown in the black rectangle in Figure 10f ,g. Either way, our method had the superior resolution match results with the simulated 89 GHz antenna temperature images in the testing set. bottom right corner coordinates of the scenario were 67.0°N, 170.3°E and 46.0°N, 127.4°E. This scene contained sufficient features of land, sea, bay, sea/land interface, and small islands, so that the performance of these methods could be comprehensively evaluated. The enlarged areas of the Bol'shoy Shantar island (enclosed by the black rectangle) and the northernmost part of the Sakhalin island (enclosed by the red rectangle) are shown in Figure 10 . Our network could produce the clear boundaries and interfaces without noticeable artifacts. Furthermore, only through the basic network and SRResNet, the small island below the Sakhalin island could be distinguished, as shown in the black rectangle in Figure 10f , g. Either way, our method had the superior resolution match results with the simulated 89 GHz antenna temperature images in the testing set. 
Real Data Testing
The above results show the superior resolution match ability of the deep residual CNN in the synthetic scenario and in the test set. However, the validity of the method to the MWRI real data is still sealed. Real 18.7 GHz data of FY-3C MWRI with horizontal polarization were used to demonstrate the effectiveness of our network in practical use. Since the 18.7 GHz ideal brightness temperature images are unavailable (no ideal label for real data testing), the real 89 GHz data of FY-3C MWRI with horizontal polarization are shown for reference in terms of spatial resolution. In addition, in order to evaluate the degradation model, the resolution match results of the same basic network based on the other model (Equations (10) and (11)) [17] are also shown for comparison. Figure 11 shows the same area as Figure 10 , and the enlarged areas show the Bol'shoy Shantar island (enclosed by the black rectangle, the same area as the Figure 10 black rectangle) and the southern part of Sakhalin island (enclosed by the red rectangle). Figure 11a shows the real 18.7 GHz 
The above results show the superior resolution match ability of the deep residual CNN in the synthetic scenario and in the test set. However, the validity of the method to the MWRI real data is still sealed. Real 18.7 GHz data of FY-3C MWRI with horizontal polarization were used to demonstrate the effectiveness of our network in practical use. Since the 18.7 GHz ideal brightness temperature images are unavailable (no ideal label for real data testing), the real 89 GHz data of FY-3C MWRI with horizontal polarization are shown for reference in terms of spatial resolution. In addition, in order to evaluate the degradation model, the resolution match results of the same basic network based on the other model (Equations (10) and (11)) [17] are also shown for comparison. Figure 11 shows the same area as Figure 10 , and the enlarged areas show the Bol'shoy Shantar island (enclosed by the black rectangle, the same area as the Figure 10 black rectangle) and the southern part of Sakhalin island (enclosed by the red rectangle). Figure 11a shows the real 18.7 GHz data and Figure 11i shows the real 89 GHz data. Neglecting the different radiation characteristics of the two channels, the spatial resolution of Figure 11f , g was the closest to the 89 GHz channel through visual judgment. Although the southern part of Sakhalin island was shielded by cloud for the 89 GHz channel, as shown in the red rectangle in Figure 11i , due to the strong penetration ability of the low frequency channel, the emission from the earth surface could still be obtained through the 18.7 GHz observation. Among these methods, only the basic network and SRResNet had successfully recognized the lake below the Gulf of Patience, as shown in the red rectangle in Figure 11f , g. Furthermore, the resolution match result based on the degradation model (Equations (10) and (11)) [17] is shown in Figure 11h . All the other settings were kept the same as our method in order to implement a fair comparison. As can be seen, the match result is comparable with the 89 GHz data, but harmful artifacts were introduced, as shown with the green arrow in Figure 11h . data and Figure 11i shows the real 89 GHz data. Neglecting the different radiation characteristics of the two channels, the spatial resolution of Figure 11f , g was the closest to the 89 GHz channel through visual judgment. Although the southern part of Sakhalin island was shielded by cloud for the 89 GHz channel, as shown in the red rectangle in Figure 11i , due to the strong penetration ability of the low frequency channel, the emission from the earth surface could still be obtained through the 18.7 GHz observation. Among these methods, only the basic network and SRResNet had successfully recognized the lake below the Gulf of Patience, as shown in the red rectangle in Figure 11f , g. Furthermore, the resolution match result based on the degradation model (Equations (10) and (11)) [17] is shown in Figure 11h . All the other settings were kept the same as our method in order to implement a fair comparison. As can be seen, the match result is comparable with the 89 GHz data, but harmful artifacts were introduced, as shown with the green arrow in Figure 11h . Figure 12 shows another test area around Japan; the top left and bottom right corner coordinates of the scenario were 53.6°N, 152.0°E and 30.3°N, 124.2°E, and the enlarged areas show the southern Hokkaido and the southern Kyushu islands. In this scene, our method also achieved an outstanding resolution match result with the 89 GHz channel, and severe artifacts were also introduced with the degradation model (Equations (10) and (11)), as shown with the green arrow in Figure 12h .
As for the model (Equations (10) and (11)), as we discussed in Section 3.1, the inaccurate estimation of the degradation model (blur kernel) that relates the LR/HR images may lead to sharpening artifacts (for this case) or over-smoothed results [27] . Furthermore, in this case, the noise amplification during the mapping process from Equations (10) to (11) (NEΔT of 89 GHz channel is 0.8 K, while the 18.7 GHz channel is 0.5 K) further deteriorated the results. In this scene, our method also achieved an outstanding resolution match result with the 89 GHz channel, and severe artifacts were also introduced with the degradation model (Equations (10) and (11)), as shown with the green arrow in Figure 12h .
As for the model (Equations (10) and (11)), as we discussed in Section 3.1, the inaccurate estimation of the degradation model (blur kernel) that relates the LR/HR images may lead to sharpening artifacts (for this case) or over-smoothed results [27] . Furthermore, in this case, the noise amplification during the mapping process from Equations (10) to (11) (NE∆T of 89 GHz channel is 0.8 K, while the 18.7 GHz channel is 0.5 K) further deteriorated the results.
network Nb is better than the advanced SRResNet by a small margin, and outperformed the other methods to a greater extent. In addition, the batch normalization (BN) layers in the SRResNet act in a similar way (the BN layer manipulates the statistics of the convolutional layer using the batch information while the AdaFM layer manipulates using the feature information) and are placed at the same position (right after the convolutional layer and ahead of the activation layer) with the AdaFM layers. Therefore, in order to implement the following network adaption for the other enhancement levels, we only chose a relatively simple structure CNN without the BN layers as our basic network. It should be mentioned here that other powerful and sophisticated CNNs can also be used to further explore the mapping ability and replace our basic network. It is noted that the real 18.7 GHz antenna temperature images have different radiation characteristics and a little bit sharper gradient features than the LR images in the dataset, since the real data are degraded by the brightness temperature (although unavailable, illustrated in Equation (7)), while the LR images are degraded by the simulated brightness temperature (real 89 GHz data, shown in Equation (14)). Thus, the learning-based methods suffered from the adaptation problem to some extent. Even so, the basic network still achieved superior results. Because of the inaccessible label, the quantitative impact evaluation of this adaptation problem remained unattainable, which deserves further study.
All these evaluation results show that the fixed level resolution match ability of our basic network N b is better than the advanced SRResNet by a small margin, and outperformed the other methods to a greater extent. In addition, the batch normalization (BN) layers in the SRResNet act in a similar way (the BN layer manipulates the statistics of the convolutional layer using the batch information while the AdaFM layer manipulates using the feature information) and are placed at the same position (right after the convolutional layer and ahead of the activation layer) with the AdaFM layers. Therefore, in order to implement the following network adaption for the other enhancement levels, we only chose a relatively simple structure CNN without the BN layers as our basic network. It should be mentioned here that other powerful and sophisticated CNNs can also be used to further explore the mapping ability and replace our basic network. (18.7, 36.5) image pairs), the basic network N b and adaptive network N a could be trained. The test set evaluation gaps between the adaptive network N a (derived from the basic network N b , and only optimized the additional 21,120 parameters in the AdaFM layers based on dataset2) and the network N a (trained all the 1,277,889 parameters in N a from scratch based on dataset2) were very small, as shown in Table 4 . Thus, it proved the validity of our transfer training mode for the adaptive network N a when matching the resolution from 18.7 GHz to 36.5 GHz. Eventually, the adjustable network N γ a was created. By testing several typical output points in the test set, as shown with the blue line in Figure 13 , we can see that the relationship between the IFOV' (or γ) and λ was basically linear, thus we used T(γ) = γ in Equation (18) for this case. In order to test the continuous and smooth resolution enhancement ability of the adjustable network N γ a , a few interpolation coefficients (γ = 0, 0.2, 0.4, 0.6, 0.8, and 1) were tested. The location information of the test scene was the same as Figure 12 . When γ = 1, the network N γ=1 a was equal to the adaptive network N a . Thus, the resolution was matched to the 36.5 GHz channel, as shown in Figure 14a . When γ = 0, the network N γ=0 a was equal to the basic network N b . At this time, the resolution was matched to the 89 GHz channel, as shown in Figure 14f . When the interpolation coefficient changed from 1 to 0, the result produced by the network N γ a smoothly and continuously changed from 36.5 GHz resolution to 89 GHz resolution, as shown in Figure 14 . For instance, it is obviously exhibited in the red rectangular that the outline of the Amakusa main islands gradually becomes clearer as the interpolation coefficient decreases, which demonstrates the validity of the network. Note that we only need to train the basic network N b and the adaptive network N a once, and no further training process is required for the adjustable network N γ a . As shown in the flowchart in Figure 6 , based on dataset1 ( Figure 13 , we can see that the relationship between the IFOV' (or γ) and λ was basically linear, thus we used ( ) T γ = γ in Equation (18) for this case. In order to test the continuous and smooth resolution enhancement ability of the adjustable network a N γ , a few interpolation coefficients (γ = 0, 0.2, 0.4, 0.6, 0.8, and 1) were tested. The location information of the test scene was the same as Figure 12 . When γ = 1, the network =1 a N γ was equal to the adaptive network Na. Thus, the resolution was matched to the 36.5 GHz channel, as shown in Figure 14a . When γ = 0, the network =0 a N γ was equal to the basic network Nb. At this time, the resolution was matched to the 89 GHz channel, as shown in Figure 14f . When the interpolation coefficient changed from 1 to 0, the result produced by the network a N γ smoothly and continuously changed from 36.5 GHz resolution to 89 GHz resolution, as shown in Figure 14 . For instance, it is obviously exhibited in the red rectangular that the outline of the Amakusa main islands gradually becomes clearer as the interpolation coefficient decreases, which demonstrates the validity of the network. Note that we only need to train the basic network Nb and the adaptive network Na once, and no further training process is required for the adjustable network a N γ . Figure 13 . Typical output points of the adjustable network a N γ and its fitting curve. 
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H v = , the evaluation gaps between the adaptive network Na and the network Na trained from scratch were still inconspicuous, as shown in Table 4 . However, due to the larger resolution gap between the 23.8 GHz channel and the 89 GHz channel, the relationship between the IFOV' (or γ) and λ was no longer linear, as shown with the red line in Figure 13 . Thus, the fitted quartic polynomial function (18) to linearly map the interpolation coefficient γ to the spatial resolution. The same scenario was also used for demonstration and comparison in this case, as shown in Figure 15 . As can be seen, by tuning this controllable coefficient γ, the network could consecutively and smoothly manipulate the resolution enhancement level. Therefore, the effectiveness of the adjustable network in resolution match can be proved. When v H2 = 23.8 GHz, the evaluation gaps between the adaptive network N a and the network N a trained from scratch were still inconspicuous, as shown in Table 4 . However, due to the larger resolution gap between the 23.8 GHz channel and the 89 GHz channel, the relationship between the IFOV' (or γ) and λ was no longer linear, as shown with the red line in Figure 13 . Thus, the fitted quartic polynomial function T(γ) = 2.84γ 4 − 3.54γ 3 + 1.57γ 2 + 0.12γ was used in Equation (18) to linearly map the interpolation coefficient γ to the spatial resolution.
The same scenario was also used for demonstration and comparison in this case, as shown in Figure 15 . As can be seen, by tuning this controllable coefficient γ, the network could consecutively and smoothly manipulate the resolution enhancement level. Therefore, the effectiveness of the adjustable network in resolution match can be proved. 
Discussion
Since the brightness temperature data is unavailable, in this paper, the datasets were made from the 89 GHz antenna temperature data due to their highest spatial resolution. In this way, we proposed a flexible degradation model to generate the datasets, so that a large amount of suitable learning pairs could be provided for training and testing of the network for various levels of matching problems. Using these datasets, our method produced better resolution match results than some of the state of the art methods. However, on the one hand, the 89 GHz channel is easily affected by atmospheric effects, which tends to smooth the antenna temperature images. Thus, methods to remove these atmospheric effects before making the LR/HR learning pairs need to be explored in future work. On the other hand, in order to address the adaptation problem, emulational brightness temperature scenarios could be used to generate the LR/HR dataset to further strengthen the method's practical use.
For the degradation model, only four dominant factors, including the antenna pattern, the integration time, the scan geometry, and the receiver sensitivity, were considered. Other factors, for example the side lobes of the antenna pattern, could also be added to this model and then learned by the network. As for the network, we only used a simple but effective EDSR [29] alike network for our basic network Nb, but other sophisticated CNNs with a generative adversarial network (GAN) or auxiliary parallel branches could also be used to explore the better mapping results. Furthermore, the spatial resolution matched data could be used in the inversion of atmospheric parameters to further validate the effectiveness of our method. 
For the degradation model, only four dominant factors, including the antenna pattern, the integration time, the scan geometry, and the receiver sensitivity, were considered. Other factors, for example the side lobes of the antenna pattern, could also be added to this model and then learned by the network. As for the network, we only used a simple but effective EDSR [29] alike network for our basic network N b , but other sophisticated CNNs with a generative adversarial network (GAN) or auxiliary parallel branches could also be used to explore the better mapping results. Furthermore, the spatial resolution matched data could be used in the inversion of atmospheric parameters to further validate the effectiveness of our method.
Conclusions
An ASRM framework, based on the flexible degradation model, deep residual CNN, and adjustable AdaFM layers, is proposed to adaptively enhance and match the spatial resolution of satellite-based microwave radiometer data. Specifically, the degradation model is used to generate the adaptive datasets for various levels of matching tasks. Furthermore, for each fixed level, the deep residual CNN could produce better resolution matching results than some state of the art methods both quantitatively and qualitatively. In addition, with the help of AdaFM layers, the adjustable network could effectively handle arbitrary and continuous resolution matching problems between a start and an end level. Abundant experiments, executed both on the simulated and real scenarios, have demonstrated the superiority and validity of the method. 
