On R N equipped with a normalized root system R and a multiplicity function k ≥ 0 let us consider a (non-radial) kernel K(x) which has properties similar to those from the classical theory. We prove that a singular integral Dunkl convolution operator associated with the kernel K is bounded on L p for 1 < p < ∞ and of weak-type (1,1). Further we study a maximal function related to the Dunkl convolutions with truncation of K. ε→0 ε<|x|<1 K(x) dw(x) = L,
Introduction
The aim of this note is to study singular integral convolution operators in the Dunkl setting. We fix a normalized root system R in R N and a multiplicity function k ≥ 0. Let dw(x) denote the associated measure and N the homogeneous dimension (see Section 2) . For a positive integer s consider a kernel K ∈ C s (R N \ {0}) such that
, where φ is a fixed radial C ∞ -function supported by the unit ball B(0, 1) such that φ(x) = 1 for x < 1/2. We prove that if s is sufficiently large, then there are constants C p > 0 independent of t > 0 such that
(Theorems 4.1 and 4.2), where the symbol * denotes the Dunkl convolution. We also prove that under the additional assumption (L) lim is bounded on L p (dw) for 1 < p < ∞ and of weak-type (1,1) (Theorem 5.1). If k ≡ 0, then dw is the Lebesgue measure in R N and the Dunkl convolution reduces to the classical one. So the the above results are well known and s = 1 suffices in this case (see i.e. [9, Chapter 5] , [19] , [20] ). However, in the general case of R and k the main difficulty which one faces trying to study singular integral operators in the Dunkl setting lies in the lack of knowledge about boundendess of the so called Dunkl translations τ x on L p (dw)-spaces for p = 2. Consequently, it is not known if for a fixed non-radial L 1 -function f the Dunkl convolution operator g → f * g is bounded on L p (dw). The recent observations made in [11] allow us to obtain some knowledge for the functions τ y f (x) provided f satisfies certain regularity conditions in smoothness and decay. In the present paper we explore and extend these ideas of [11] for proving boundedness of singular integral convolution operators provided s = s 0 in (D), where s 0 is the smallest even integer bigger than N/2.
Preliminaries and notation
The Dunkl theory is a generalization of the Euclidean Fourier analysis. It started with the seminal article [6] and developed extensively afterwards (see e.g. [4] , [5] , [7] , [8] , [12] , [14] , [15] , [16] , [21] , [22] ). In this section we present basic facts concerning the theory of the Dunkl operators. For details we refer the reader to [6] , [17] , and [18] .
We consider the Euclidean space R N with the scalar product x, y = N j=1 x j y j , x = (x 1 , ..., x N ), y = (y 1 , ..., y N ), and the norm x 2 = x, x . For a nonzero vector α ∈ R N , the reflection σ α with respect to the hyperplane α ⊥ orthogonal to α is given by
In this paper we fix a normalized root system in R N , that is, a finite set R ⊂ R N \ {0} such that σ α (R) = R and α = √ 2 for every α ∈ R. The finite group G generated by the reflections σ α ∈ R is called the Weyl group (reflection group) of the root system. A multiplicity function is a G-invariant function k : R → C which will be fixed and ≥ 0 throughout this paper. Let
be the associated measure in R N , where, here and subsequently, dx stands for the Lebesgue measure in R N . We denote by N = N + α∈R k(α) the homogeneous dimension of the system. Clearly,
so dw(x) is doubling, that is, there is a constant C > 0 such that
For ξ ∈ R N , the Dunkl operators T ξ are the following k-deformations of the directional derivatives ∂ ξ by a difference operator:
The Dunkl operators T ξ , which were introduced in [6] , commute and are skew-symmetric with respect to the G-invariant measure dw. Suppose that ξ = 0, f, g ∈ C 1 (R N ) and g is radial.
The following Leibniz rule can be confirmed by a direct calculation:
For fixed y ∈ R N the Dunkl kernel E(x, y) is the unique analytic solution to the system
The function E(x, y), which generalizes the exponential function e x,y , has the unique extension to a holomorphic function on
In our further consideration we shall need the following lemma.
Proof. See [15, Corollary 5.3] .
The Dunkl transform
originally defined for f ∈ L 1 (dw), is an isometry on L 2 (dw), i.e.,
and preserves the Schwartz class of functions S(R N ) (see [3] ). Its inverse F −1 has the form
It is a contraction on L 2 (dw), however it is an open problem if the Dunkl translations are bounded operators on L p (dw) for p = 2.
The following specific formula was obtained by Rösler [16] for the Dunkl translations of (reasonable) radial functions f (x) =f ( x ):
Here
The Dunkl convolution f * g of two reasonable functions (for instance Schwartz functions) is defined by
where, here and subsequently, g(x, y) = τ x g(−y).
By an interpolation argument, if 1 ≤ p ≤ 2 and q = 2p/(2 − p), then
The Dunkl Laplacian associated with R and k is the differential-difference operator ∆ = N j=1 T 2 j , which acts on C 2 (R N )-functions by
Obviously, F (∆f )(ξ) = − ξ 2 F f (ξ). The operator ∆ is essentially self-adjoint on L 2 (dw) (see for instance [2, Theorem 3.1]) and generates the semigroup e t∆ of linear self-adjoint contractions on L 2 (dw). The semigroup has the form
where the heat kernel
Set
V (x, y, t) = max(w(B(x, t)), w(B(y, t))). Let d(x, y) = min σ∈G σ(x) − y be the distance of the orbit of x to the orbit of y. The following theorem was proved in [10, Theorem 3.1] (see also [1, Theorem 4.1] ).
There are constants C, c > 0 such that for all x, y ∈ R N and t > 0 we have .
is radial and supported by the unit ball. Then there is C > 0 such that for all x, y ∈ R N and t > 0 we have
L 2 (dw) estimates
In the present section we assume that K(x) satisfies (A) and (D) with s = 1, that is,
Our aim is to we prove that convolution operators with the truncated kernels K {t} are uniformly bounded on L 2 (dw). Then we add the assumption (L) and show the L 2 -bound of the limiting operator.
We start by the easy observation that (D(1)) implies
. Let us list the following easily proved properties of the truncated kernels which follow from (D'(1)) and (A):
Consequently, by the Plancherel identity (see (2.4)),
Moreover, there are constants A ′ , C > 0 such that for all 0 < a < b < ∞ one has
Proof. Thanks to (3.1) it suffices to prove the second inequality. Assume first that
In order to estimate I 1 , we write
Clearly, by (3.3) we get |I 1,2 | ≤ C. For I 1,1 , by Corollary 2.2 and (D'(1)), we obtain
We now turn to estimate I 2 . Choose j ∈ {1, 2, . . . , N} such that |ξ j | ≥ N −1/2 ξ . Then, thanks to (2.2), we have
The cases ξ −1 < a or ξ −1 > b can be treated similarly (we have to deal with just one integral in (3.4)).
From (3.2) and Lemma 3.1 we easily deduce the following corollary.
Corollary 3.2. (D'(1)) and (A) imply that there is a constant C > 0 such that for every 0 < a < ∞ we have
Moreover, for every a > 0 and f ∈ L 2 (dw) we have
Proof. The corollary follows directly from Lemma 3.1, Corollary 3.2, the Plancherel identity (2.4) , and the definition of the Dunkl convolution.
From now on to the end of the paper we assume additionally that (L) is satisfied by K as well.
where σ is the spherical measure. Note that F is differentiable and satisfies
Consequently, by the definition of K {a} and integration by parts we have
We write
Clearly, for all a < 1/4, we have
Consequently, thanks to (L) and (3.6) we obtain lim a→0 S 1 (a) = 0. Combining this fact with (3.8) and (3.7) we get the claim. Proof. According to Corollary 3.2, it suffices to show that F K a,∞ (ξ) is a Cauchy sequence as a → 0. To this end we write
Thanks to Corollary 2.2,
as a 1 and a 2 tend to 0 + . The convergence of I 2 to 0 is a consequence of (L).
As a consequence of Corollary 3.2 and Lemma 3.5 we obtain the following theorem.
Theorem 3.6. Under (D'(1)), (A), and (L), for every f ∈ L 2 (dw) the limit lim a→0 K a,∞ * f exists in L 2 (dw) and defines a operator, which is bounded on L 2 (dw) and will be denoted by Kf . Moreover, Proof. Let J(a, ξ) = F (K {a,1} )(ξ)−F (K a,1 )(ξ). It suffices to show that lim a→0 + J(a, ξ) = 0 for all ξ ∈ R N . Similarly to the proof of Lemma 3.5, we write
By Lemma 3.4 we have lim a→0 + J 2 (a, ξ) = 0. To deal with J 1 (a, ξ) we note that
Hence, using Corollary 2.2, we get
The purpose of this section is to study singular integrals operators on L p (dw). For this purpose we need to make the following stronger assumption on the kernel K, namely that (D) holds for |β| ≤ s 0 , where s 0 is the smallest even positive integer bigger than N/2, that is,
Clearly, (D(s 0 )) implies
The goal of this section is to prove the following theorems.
Moreover, the operators K {a,b} converge strongly to K {a} in L p (dw) as b → ∞.
As the consequence of Theorems 4.1 and 4.2 we obtain the following theorem for the operator K defined in Theorem 3.6. 
Moreover, if 1 < p < ∞, the operators K {a} converge strongly to K in L p (dw) as a → 0.
4.1.
Bessel potential. For s > 0 we set
By gamma function identity we have
which leads us to (2.6) ). The function J {s} is radial, positive and belongs L 1 (dw). As a consequence of (4.8) (see i.e. [13] ), we get the following proposition. 
Moreover, by (2.8) we get (4.10)
The lemma is a direct consequence of (4.9) and (4.10). Proposition 4.7. There is a constant C > 0 such that for any r 1 , r 2 > 0, any f ∈ L 1 (dw) such that supp f ⊆ B(0, r 2 ), any continuous radial function φ such that supp φ ⊆ B(0, r 1 ), and for all y ∈ R N we have 
Auxiliary estimates on
Proof. It suffices to prove the proposition for j = 0 and then use scaling. Let φ :
where the integral converges in L 2 (dw), because t → Φ(t, ·) is a continuous function from (0, ∞) to L 2 (dw). Let us denote Φ(t, x, y) = τ x (Φ(t, ·))(−y). Since the Dunkl translation τ x is continuous on L 2 (dw), for fixed x ∈ R N we have
where the integral converges in L 2 (dw(y)). Note that supp Φ(t, ·) ⊆ {y :
By the assumption (D(s 0 )) (see also (4.1)), supp Φ(t, ·) ⊆ B(0, 2) and | Φ(t, x)| ≤ C ′ for 1/2 ≤ t ≤ 2, where the constant C ′ depends only on the constants C β in (D(s 0 )) and the (fixed) function φ. Consequently, Φ(t, ·) ∈ L p (dw) for 1 ≤ p ≤ ∞. In particular there is C ′′ > 0 independent of j such that (4.16) sup
Let ψ(y) = φ(y) − φ(2y). We write
where the convergence is pointwise and in L 1 (dw). Recall that ψ {ℓ} are radial functions. Hence,
with convergence in L 2 (dw). Therefore for all x ∈ R N ,
where the series converges in L 2 (dw). We shall show that the convergence is in L 1 (dw) as well and the L 1 -norm of the sum is independent of t ∈ [1/2, 2] and x ∈ R N . To this end we apply (4.16) together with Proposition 4.7 and Proposition 4.4 (with M > N) and obtain
Thus, (4.17) sup
where C ′′ depends on the constants in (D(s 0 )). By the same arguments,
Note that if s 1 = s 0 then F (t, ·) = Φ(t, ·) and
Consequently, applying (4.17) with F (t, ·) = Φ(t, ·), we obtain Integrating (4.20) with respect to dw(x) and using (4.18) together with Lemma 4.5, we obtain (4.13) for j = 0. The proof of (4.14) for j = 0 is identical. In order to prove (4.12), (4.13), and (4.14) for arbitrary j ∈ Z we use scaling. To this end we fix j ∈ Z and write G j (x) = 2 jN K(2 j x). Then G j satisfies (D(s 0 )) with the same constants C β . Moreover, one can easily check that
and, consequently,
Now if 2 j−1 ≤ a ≤ b ≤ 2 j+1 , then 1/2 ≤ 2 −j a ≤ 2 −j b ≤ 2 and we apply already proved results to G j and obtain the desired inequalities. We now turn to prove (4.15). If 2 j−1 ≤ a ≤ 2 j+1 , then we write
where the convergence is in L 2 (dw). Now application of (4.14) gives (4.15).
For a cube Q ⊂ R N , let c Q be its center and diam(Q) be the length of its diameter. Let Q * denote the cube with the same center c Q such that diam(Q * ) = 2diam(Q). Let us remind that
The following corollary is a direct consequence of Propositions 4.8.
Corollary 4.9. There are constants C, δ > 0 such that for any j ∈ Z and any every cube Q ⊂ R N , and y, y ′ ∈ Q we have Proof of Theorem 4.1. We will prove (4.2) first. Take any 0 < a ≤ b < ∞. There is a constant C 1 > 1, which depends on the doubling constant in (2.1) and N, such that
.
Set Ω = Q ℓ ∈Q λ Q ℓ . Then w(Ω) ≤ λ −1 f L 1 (dw) . Form the corresponding Calderón-Zygmund decomposition of f , namely, f = g + b, where
Define
There is a constant C 2 > 1, which depends on the Weyl group, doubling constant, and N such that
Thus it suffices to estimate K {a,b} b(x) on R N \ Ω * . Let n 0 , n 1 ∈ Z be such that 2 n 0 −1 < a ≤ 2 n 0 , 2 n 1 ≤ b < 2 n 1 +1 . If n 0 < n 1 , we write (4.21)
K {a,b} = K {a,2 n 0 } +
and we consider just the single kernel K {a,b} .
By the fact that supp b ℓ ⊆ Q ℓ and R N b ℓ (y) dw(y) = 0, we get
where in the last inequality we have used Corollary 4.9 with δ > 0 small enough. Similarly, (4.23)
Summing up the inequalities (4.22)-(4.24) over ℓ ∈ Z we end up with
with C independent of 0 < a ≤ b < ∞. Consequently, by the Chebyshev inequality, this completes the proof of weak type (1, 1) of the operator K {a,b} . In order to prove (4.3), let us note that for any f ∈ L 2 (dw) ∩ L 1 (dw) and any a > 0 there is an increasing sequence m j → ∞, m j > a, such that K {a} f = lim j→∞ K {a,m j } f with convergence in L 2 (dw) and almost everywhere. Therefore, up to a set of measure zero we have
So, thanks to (4.25) and (4.2), we have
Proof of Theorem 4.2. First we note that by (4.21) and (4.12) with δ = 0 we have
Thus the operators K {a,b} are bounded on L p (dw). Moreover, (K {a,b} ) * = (K * ) {a,b} , where K * (x) = K(−x). Now for fixed 1 < p < ∞ the uniform bound of the operators K {a,b} on L p (dw) follows from interpolation, Corollary 3.3, Theorem 4.1, and duality. Furthermore, (4.5) and the strong convergence of K {a,b} to K {a} on the space L p (dw) for 1 < p < 2 as (b → ∞) also follows from the Marcinkiewicz interpolation theorem and Corollary 3.5. In order to prove (4.5) for p > 2, let us show first that for f ∈ S(R N ) the function (a, ∞) ∋ b → K {a,b} f ∈ L p (dw) satisfies the Cauchy condition as b → ∞. Clearly,
Thanks to (3.5) we have
moreover, by (4.4), we get
Consequently,
for f ∈ S(R N ). In order to prove (4.26) for f ∈ L p (dw), it is enough to take a sequence S(R N ) ∋ f ℓ → f in L p (dw) and write
then use (4.4) for the first and third summand and (4.26) for the second one.
Proof of Theorem 4.3. In order to prove (4.6), we use the same argument as in the second part of the proof of Theorem 4.1 (see (4.25) ). In order to prove (4.7), see the proof of Theorem 4.2.
Maximal function associated with singular integral
Let
The goal of this section is to prove the following theorem. ∈ [1, ∞) . There is a constant C > 0 such that for all f ∈ L p (dw) ∩ L ∞ and x ∈ R N we have
Proof. We assume additionally that f ∈ L 2 (dw). Then this assumption can be easily relaxed by a density argument. Let ϕ ∈ C ∞ c (R N ) be a radial function such that supp ϕ ⊆ B(0, 1) and R N ϕ dw = 1. Fix a > 0 and set K {a} = K − K {a} . Let as remind that ϕ a (x) = a −N ϕ(x/a). Then 
which gives |J 1 | ≤ C f L ∞ .
Proof of Theorem 5.1.
Proof. It is enough to prove that K * is of weak type (p, p) for 1 ≤ p < ∞. Let f ∈ L p (dw) ∩ L 2 (dw). Fix λ > 0. We denote by Q λ the collection of all maximal (disjoint) dyadic cubes Q ℓ in R N satisfying
Set Ω = Q ℓ ∈Q λ Q ℓ . Thanks to (5.4) we have
Form the corresponding Calderón-Zygmund decomposition of f , namely, f = g + b, where
Clearly, g L p (dw) + b L p (dw) ≤ C f L p (dw) , g L 2 (dw) + b L 2 (dw) ≤ C f L 2 (dw) , and |g(x)| ≤ C Thus it suffices to estimate K * b(x) on R N \ Ω * . Note that ℓ b ℓ converges to b in L 2 (dw). Let us remind that c Q ℓ is the center of Q j . We write If p > 1, then let us remind that M HL and K are bounded operators on L p (dw) (see Theorem 4.3), so S 2 ≤ Cλ −p f p L p (dw) . If p = 1, then g L 2 (dw) ≤ Cλ f L 1 (dw) and, consequently,
