ABSTRACT With the rapid advances of cyber-physical-social systems (CPSS), large amounts of dynamic multi-modal data are being generated and collected. Analyzing those data effectively and efficiently can help to promote the development and improve the service quality of CPSS applications. As an important technique of multi-modal data analysis, co-clustering, designed to identify groupings of multi-dimensional data based on cross-modality fusion, is often exploited. Unfortunately, most existing co-clustering methods that mainly focus on dealing with static data become infeasible to fuse huge volume of multi-modal data in dynamic CPSS environments. To tackle this problem, this paper proposes a parameter-free incremental co-clustering method to deal with multi-modal data dynamically. In the proposed method, the single-modality similarity measure is extended to multiple modalities and three operations, namely, cluster creating, cluster merging, and instance partitioning, are defined to incrementally integrate new arriving objects to current clustering patterns without introducing additive parameters. Moreover, an adaptive weight scheme is designed to measure the importance of feature modalities based on the intra-cluster scatters. Extensive experiments on three real-world multi-modal datasets collected from CPSS demonstrate that the proposed method outperforms the compared state-of-the-art methods in terms of effectiveness and efficiency, thus it is promising for clustering dynamic multi-modal data in cyber-physical-social systems.
I. INTRODUCTION
Recently, Cyber-Physical-Social Systems (CPSS), which add and address the human and social factors presenting in CyberPhysical Systems (CPS), have attracted extensive attentions. In CPSS, information from cyberspace is tightly conjoined and integrated with physical and social spaces for multimodal analysis. With the increasing popularity of CPSS applications, such as e-commerce and social networking platforms, large amounts of dynamic data, consisting of multiple modalities or views, are being generated and collected [1] , [2] . For example, about 30 billion pieces of contents are shared on Facebook every month. And each content could be indexed by various visual features as well as tag information annotated by users [3] , [4] . Generally speaking, different modalities represent data objects from different perspectives and thus provide complementary knowledge to each other. A promising integration of multi-modal features can lead to a more comprehensive understanding of the data semantics, which could benefit related data analytic tasks and improve the service quality of CPSS applications.
In order to mine the valuable information, meanings and insights hidden in the large dynamic data, effective fusion and organization of the multiple features with common subjects is desired [5] . Co-clustering, designed to identify groupings of multi-modal (or multi-view) data based on cross-modality fusion, is often exploited in this task. However, there are two main computational challenges for co-clustering large multi-modal data, namely how to integrate the heterogeneous features in different modalities to improve the clustering performance, and how to reduce the computational cost to enhance the clustering efficiency.
In recent years, many promising techniques have been proposed to address the first challenge [6] - [8] . An advance group of them is multi-view latent subspace learning. They employ canonical correlation analysis (CCA) [9] , matrix factorization [10] , [11] , spectral embedding [12] , undirected graphical models [13] and gaussian processes [14] , to learn a shared representation by different views in subspace. Besides, other methods, including co-training [15] , [16] and multiple kernel learning [17] , [18] , also have favorable results for heterogeneous features fusion in different modalities. Unfortunately, due to the heavy computation, all these methods become infeasible to fuse the huge volume of multi-modal data in dynamic experiments. To tackle the second challenge, a variety of incremental clustering have been proposed [19] , such as incremental fuzzy c-means [20] , incremental affinity propagation [21] and incremental density-based [22] methods. Although, these methods are of low computational cost, they cannot deal with multi-modality data.
In CPSS applications, the data usually have the characteristics of multiple modalities, high volume and dynamically evolving, which require incremental co-clustering to rapidly partition continuously arriving objects and effectively update the cluster structures. In the literature, some incremental and online methods have been proposed to fulfill such requirements. For example, in [23] , Wang et al. designed a novel incremental minimax optimization based fuzzy clustering method to cluster large multi-view data. However, the method needs to predefine the number of clusters, which makes it unfavorable when the clustering patterns change dynamically. By using the buffering technique, an online unsupervised multi-view feature selection was proposed in [24] to process the multi-view data chunk by chunk. Though promising results are reported, the selection of shared feature distensibilities is challenging. The method, which explores the heterogeneous fusion adaptive resonance theory [25] , [26] , can handle those problems, but it has to introduce some additive parameters in incremental multi-modal data co-clustering processes.
In this paper, we propose a parameter-free incremental co-clustering (PFICC) algorithm for multi-modal data in cyber-physical-social systems, which can deal with the multimodality, high-volume and dynamical-evolving data without introducing additive parameters. The contributions are fourfold: (1) The single-modality similarity measure is extended and a new weighted method is designed to calculate the similarity between multi-modal objects. (2) Three clustering operations, cluster creating, cluster merging and instance partitioning, are defined to incrementally integrate new arriving objects and adjust clustering patterns dynamically. (3) An adaptive weight scheme is designed to incrementally measure the importance of feature modalities based on the intra-cluster scatters. (4) No parameter setting is needed for the proposed method in the co-clustering processes.
The proposed PFICC is extensively evaluated on three realworld multi-modal datasets collected from CPSS, including two image and text datasets, as well as one dataset collected from the social networking website, Flickr, by comparison with several state-of-the-art algorithms. Experimental results demonstrate that the proposed method outperforms the compared methods in terms of effectiveness and efficiency, thus it is promising for clustering dynamic multi-modal data in CPSS.
The rest of this paper is organized as follows. Section II reviews related works on multi-modal co-clustering and incremental multi-modal co-clustering. Section III describes our proposed PFICC algorithm in detail. The experimental results on several datasets are analyzed and discussed in Section IV. Section V concludes this work and highlights future research points.
II. RELATED WORK
In this section, we briefly review two lines of related works on multi-modal co-clustering and incremental multi-modal co-clustering, and point out the literature gaps that this work aims to address.
A. MULTI-MODAL CO-CLUSTERING
Multi-modal (or multi-view) co-clustering aims to integrate data represented by multiple feature sets and jointly learn shared information to boost the clustering performance [1] . Over the past years, multi-modal co-clustering has been well studied and a number of promising methods have been developed with sound theories accordingly [6] , [14] . An advance group of them is latent subspace learning, which focuses on learning a common subspace shared by multiple modalities. Then the single modality clustering is employed to achieve the final clustering results. In [9] , the canonical correlation analysis was employed to extract a low-dimensional subspace of multi-view data by maximizing the correlations between their projections on the subspace. More recently, many matrix factorization methods were developed to learn the consensus encoding matrix shared among different modalities [10] , [11] . For example, Guan et al. proposed a latent representation learning algorithm based on nonnegative matrix factorization [1] , which could reveal the relations between each data object and the pre-defined number of clusters for multi-view data. Besides, there are also a variety of methods that employ spectral embedding [12] , undirected graphical models [13] and gaussian processes [14] , to learn a shared representation across different modalities in subspace.
Another group of methods for multi-modal co-clustering is co-training, which alternately maximizes the agreement of different feature sets [15] , [16] . Kumar and Daumé [15] used the popular semi-supervised tool, co-training, to develop the first co-training based clustering method for multi-view data. After that, some variants were proposed for multiview clustering. Multiple kernel learning (MKL) is exploited for multi-modal co-clustering as well [17] , [18] , in which each kernel can be regarded as a modality, and linear or non-linear combinations of them are learned. More recently, the low-rank and sparse learning are explored to learn a unified similarity matrix among multi-view data, which can be used for final clustering [27] , [28] .
Although, all these methods have promising performance for multi-modal or multi-view clustering, they become infeasible to fuse the huge volume of multi-modal data in dynamic experiments owing to the heavy computation.
B. INCREMENTAL MULTI-MODAL CO-CLUSTERING
To reduce the computational cost of multi-modal co-clustering, many incremental and online methods have been proposed. In the literature, Wang et al. designed an incremental minimax optimization based fuzzy clustering to handle large multi-view data, in which representatives with multiple modalities were identified to describe each cluster by integrating different complementary modalities using minimax optimization [23] . By exploiting the buffering technique, Shao et al. proposed an online unsupervised multiview feature selection algorithm [24] , which dealt with large multi-view data chunk by chunk. By aggregating all the necessary information from the previous data into several small matrices, it incorporated the graph regularization with nonnegative matrix factorization to learn a consensus clustering indicator matrix. In [25] , a self-organizing neural network called heterogeneous fusion adaptive resonance theory was explored for web image co-clustering. It performed fusion of two feature spaces for co-clustering visual and textual features. Following this line, a generalized variant, aiming at arbitrary feature spaces, for heterogeneous data co-clustering was proposed in [26] . Besides, many other multi-modal methods have been applied in large data sets as well, such as large-scale CCA [29] and large-scale multi-view spectral clustering [30] .
All the existing multi-modal co-clustering can achieve promising results, while they either need to predefine the number of clusters, such as [23] and [30] , or introduce some additive parameters, such as [24] , [25] , and [26] , in incremental multi-modal data co-clustering. In this paper, we develop a parameter-free incremental co-clustering algorithm to address both the problems.
III. PARAMETER-FREE INCREMENTAL MULTI-MODAL CO-CLUSTERING A. PROBLEM FORMULATION
Given a sequentially collected multi-modal data set D = {X (v) } V v=1 with V modalities (views) and N instances, where
∈ R d v ×N is used to represent feature matrix of the vth modality for the N instances with d v −dimensional features, the goal of incremental multi-modal clustering, as defined in paper [25] , is to partition the set of N instances into K clusters R = {R k } K k=1 by evaluating the similarity between the multi-modal features of instances effectively and efficiently. For example, in the photo sharing website, the incremental multi-modal co-clustering task is to identify similar images according to both the visual and textual information, where the visual contents and the surrounding texts are fuzed effectively to support image semantics learning, meanwhile the incremental techniques are employed to improve the task efficiency.
According to previous analysis, the incremental co-clustering task is still a tough problem, especially for CPSS applications. More specifically, how to define the similarity between multi-modal instances poses an important challenge on incremental multi-modal clustering. Another challenge is how to adjust the clustering results when the new arriving objects are integrated. In the following subsections, we will present how to address them in detail.
B. SIMILARITY MEASURE AND LEARNING STRATEGIES FOR MULTI-MODAL FEATURES
We define a new distance to measure the similarity between data objects by integrating multi-modality features. Considering two data objects {X
with V feature sets, the distance between them can be defined as
where α (v) is the contribution parameter that specifies the weight of vth modality for similarity measure. The 2 norm
is the mutual distance without the effect of the feature dimension in each modality. The more similar of the two data objects, the smaller distance between them is obtained.
In our proposed PFICC, we calculate the similarity between a new arriving data object and each cluster to adjust clustering results incrementally, so the dynamic learning strategy for cluster prototype with multi-modal features is important. We use a multi-modal cluster center to describe each cluster. When a new input object {x (v) } V v=1 is assigned to the cluster R k represented by the cluster center C k , the learning function for the corresponding C k is formulated as
in which n k is the number of data objects in cluster R k . For multi-modal datasets, there are usually some modalities that only contains [0, 1] sparse samples, e.g. the meta-information based on a textual table consisting of all distinct tags in the web image datasets. Based on this, we propose to model the cluster prototype for these modalities by the probabilistic distribution of tag occurrences. Assuming the cluster R k contains n k data objects R k = {x 1 , x 2 , . . . , x n k }, we can denote the feature vector for the meta-information of x j , j = 1, 2, . . . , n k in vth modality as x 
So the cluster prototype for the vth feature modality of cluster R k can be represented as C
is the probabilistic distribution of the mth tag occurrence in the cluster R k , which can be calculated by
When a new arriving data object {x (v) } V v=1 is grouped into the cluster R k , the probabilistic distribution of the mth tag occurrence in the cluster R k can be updated by
Therefore, we can get the general form of the learning function for the corresponding C
Since
n k +1 equals to either 0 or 1, we can further simplify the learning function for C
where η = n k n k +1 .
C. INCREMENTAL CLUSTER ADJUSTMENT
In this section, we design the cluster adjustment strategies, including cluster creating, cluster merging and instance partitioning, to integrate new arriving objects incrementally and adjust clustering patterns dynamically. First, we construct the distance matrix DM based on Eq. (1), which includes the distances between cluster centers in current clustering result. And the minimum and maximum values min(DM ) and max(DM ) in DM are selected. If there is no data object in current clustering result, we randomly chose the first a few objects as the initial cluster centers. After that, for each new input data object {x (v) } V v=1 , the distances between it and the cluster centers are calculated, and the corresponding minimum value minD(x) is selected. Based on these, the incremental cluster adjustment strategies are conducted as follows:
(1) If minD(x) > max(DM ), x is far away from all the existing clusters, as shown in Fig. 1 . Thus, a new cluster that only contains x is created, and the corresponding cluster center is represented by x as well.
(2) If minD(x) < min(DM ) shown in Fig. 2 , x is absorbed by the cluster that is nearest to it. Accordingly, the cluster center is updated based on Eqs. (2) and (7). between two cluster centers C i and C j that corresponds to the first and second minimum distances, minD(x) and smin(x), to x respectively, is coincidentally the same as min(DM ), we temporarily update the cluster centers C i and C j by adding x into the corresponding clusters. If the distances between new centers and x are all smaller than min(DM ), the two clusters and x are merged together (see Fig. 3(a) ) and the corresponding cluster center is updated based on Eqs. (8) and (2) . Otherwise, x is partitioned into the cluster that is nearest to it as presented in Fig. 3(b) .
b) If the distance between two cluster centers C i and C j that corresponds to the first and second minimum distances to x respectively, is not the same as min(DM ), we find the maximum distance t_maxD corresponding to the cluster center that is nearest to x in DM , and temporarily update the cluster center by adding x. If the distance between the updated center and x is larger than t_maxD as presented in Fig. 3(c) , a new cluster that only contains x is created. Otherwise, x is assigned to the cluster that is nearest to it accordingly (see Fig. 3(d) ).
D. SELF-ADAPTIVE WEIGHT TUNING OF MODALITIES
The contribution parameter α (v) specifies the weight of each modality for similarity measure during the incremental clustering. Intuitively, the feature modality that is more robust in distinguishing the patterns for clustering should be given a higher weight. Therefore, self-adaptive tuning the parameter according to the input patterns rather than following an empirical setting is highly desirable. Usually, a robust feature modality corresponds to a compact distribution of data VOLUME 5, 2017 objects, which can be measured by the difference between the intra-cluster data objects and the cluster center. Given a cluster R k with the center C k and the intra-cluster data objects {x 1 , x 2 , . . . , x n k } represented by V modalities, the difference of the vth modality in cluster R k can be defined as
where |.| denotes the 1 norm given by |y| = i |y i |. Furthermore, the overall difference of the vth modality on all clusters can be evaluated by
Therefore, we can define the robustness of the vth feature modality as
When D (v) tends to 0, B (v) becomes 1. Otherwise, when D (v) tends to infinite, B (v) approaches 0. This means that the smaller is the difference D (v) , the higher the robustness B (v) can be achieved. Thus, the modality v is more robust and has higher reliability to represent the clustering patterns belonging to the same class. In summary, in a normalized form, the contribution parameter α (v) for the vth modality can be denoted as
In the clustering processes, the α (v) is initially given by equal value since the powers of all feature modalities are the same. However, with the adding of new data objects, the value of α (v) should be tuned accordingly. In this paper, we design three strategies to incrementally update the contribution parameter values based on Eqs. (2) and (8) .
(1) For instance partitioning, a new data object x would be assigned to an existing cluster R k represented by C k . We can only consider the change of {D
for contribution parameter value updating, which can be expressed by
After that, the new contribution parameter values for all modalities can be updated by calculating Eqs. (10)- (12).
(2) For cluster merging, an existing cluster R k represented by C k would be integrated with another cluster R j represented by C j . Thus, we should update the cluster center according to Eq. (8) at first, and then calculate the new D (v) k for each modality as (14) , as shown at the bottom of this page, where µ = n k + n j . The new contribution parameter values for all modalities can be updated accordingly.
(3) For cluster creating, the values {D
for the new cluster R k equal to zero. Therefore, it just introduces a proportionally change of the contribution parameter, which can be updated by
E. SUMMARY OF PFICC ALGORITHM
The complete algorithm of PFICC is summarized in Algorithm 1. Firstly, the pre-defined clustering patterns based on labeled data objects are generated and the distance matrix DM that consists of distances between cluster centers is generated. If no previous knowledge is provided, a few data objects are randomly selected as the initial clustering patterns. After that, the maximum and minimum distances in DM are selected and the minimum distance between each new arriving data object and the existing clusters is calculated for incremental clustering, in which three cluster adjustment strategies and corresponding contribution parameter self-adaptive tuning strategies are employed to update the clustering patterns as presented in Algorithm 2. When all the data objects are integrated, we can obtain the final clustering result.
F. COMPLEXITY ANALYSIS
As shown in Algorithms 1 and 2, the major steps of PFICC include the cluster pattern initialization and incremental cluster adjustment. For cluster pattern initialization, we have
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Algorithm 1 The Proposed PFICC Algorithm
Generate pre-defined clustering patterns and distance matrix DM based on labeled data objects. If no previous knowledge is provided, a few data objects are randomly selected as the initial clustering patterns; 2: for each new arriving data object x do 3: Select the maximum and minimum distance max(DM ) and min(DM ) in DM ; 4: Calculate the minimum distance minD(x) between it and the cluster centers based on Eq. (1); 5: Incremental cluster adjustment according to Algorithm 2; 6: end for 7: Output clustering results R = {R k } K k=1 ;
to calculate the distance between each pair of cluster centers based on Eq. (1), which has a time complexity of O(VK 2 ). When a data object is added, the incremental cluster adjustment, including three cases, cluster creating, cluster merging and instance partitioning, is employed to update the cluster centers, distance matrix and contribution parameters. In cluster creating, the distance matrix updating needs to calculate the distances between the new cluster center and other centers based on Eq. (1) (10)- (12) and (14), respectively. The corresponding time complexity
In instance partitioning, the new data object is assigned to the cluster that is nearest to it. So the updating of cluster center, distance matrix and contribution parameter based on Eqs. (1), (2), (7) and (10)- (13) has a similar time complexity to the cluster merging, which approximates to O(KV ). Assuming there are N data objects for clustering (usually N is much bigger than K and V ), the overall time complexity of PFICC is close to
In the clustering processes, we store the distance matrix DM , the cluster center C, the cluster result R, the difference parameter D and the contribution parameter α. DM is a K ×K matrix, C consists of V cells represented by K × d v matrix, R is an N dimensional vector, D contains V cells represented by K dimensional vector and α is a V dimensional vector. Usually, N is much larger than other variables in incremental clustering. Therefore, the memory complexity of PFICC approximates to O(N ).
IV. EXPERIMENTS AND ANALYSIS

A. DATASETS
In the experiments, three real-world multi-modal datasets collected from CPSS are used to evaluate the performance A new cluster that only contains x is generated; else 4: if minD(x) < min(DM ) then x is assigned to the cluster that is nearest to it; 6: else if C i and C j that corresponds to min(DM ) has the first and second minimum distance to x then 8: Update C i and C j by adding x; if The distances between new centers and x are all smaller than min(DM ) then 10: Merge R i , R j and x; else 12: x is assigned to the cluster that is nearest to it; end if 14: else Select the maximum distance t_maxD corresponding to the cluster center C i that is nearest to x in DM ; 16: Update C i by adding x; if The distance between the updated center and x is larger than t_maxD then 18: A new cluster that only contains x is generated; else 20: x is assigned to the cluster that is nearest to it; end if 22: end if end if 24: end if Update the corresponding cluster center according to Eqs. (2) (7) and (8) We use the first five feature sets to do multi-modal clustering.
• Reuters Multilingual Dataset 2 : It contains 6 samples of 1,200 (totally 7,200) documents, balanced over the 6 classes (i.e., E21, CCAT, M11,GCAT, C15 and ECAT) in five languages (i.e., English, French, German, Italian and Spanish). All documents are represented by using the TF-IDF feature and the 2000 words are selected with the k-medoids algorithm. In our experiments, we use the first sample in all the five languages.
• NUS-WIDE Dataset 3 : It contains 269,648 images and the associated tags collected from Flickr in 81 categories. Eight categories, including bird, cat, dog, flower, horse, plane, toy and fish, are selected in the experiments. Each category consists of 1,000 images, represented by 500-D bag of words based on SIFT descriptions, and the corresponding 1000-D unique tag vectors.
B. COMPARISON METHODS
We compare the proposed PFICC with the baseline algorithms Kmeans and MCL [1] , and the state-of-the-art incremental co-clustering algorithms OMVFS [24] and GHF-ART [25] .
• Kmeans: We concatenate the feature sets of multiple modalities, and use the Kmeans method to partition data objects based on Euclidean distance.
• MCL: MCL [1] is a semi-supervised multi-view learning method, which integrates nonnegative matrix factorization with semi-supervised graph regularization and sparseness constraints.
• OMVFS: OMVFS [24] , called online multi-view feature selection, embeds unsupervised feature selection into a clustering method via incremental nonnegative matrix factorization with sparse learning and graph regularization.
• GHF-ART: GHF-ART [25] performs multi-modal co-clustering using a self-organizing neural network called heterogeneous fusion adaptive resonance theory, which can incrementally learn the cluster prototypes from the input data objects and identify the key features.
C. EXPERIMENTAL SETTINGS
In our experiments, four popular evaluation criteria accuracy (ACC), purity (PUR) , normalized mutual information (NMI ) and time cost are used to measure the clustering performance.
And all experiments are conducted on a PC with 2.70GHz Intel Core i7-7500U CPU and 16.0GB memory. Each data set is randomly divided into six parts. The first part that contains 20 percent labeled data objects is used as initial clustering patterns, and equal number of left objects are added by five times. Since Kmeans and OMVFS are unsupervised methods, to make a fair comparison, we also present the results of unsupervised PFICC (UPFICC) with no labeled data objects as initialization. Regarding the settings of other parameters, we set α = 0.01, β = 0.6 and ρ 0 = 0.1 for GHF-ART as presented in [25] . For OMVFS, the buffer size, γ , α v and β v are set to be 2, 10 7 , 10 and 1, respectively, which are the same as that in [24] . Similarly, the parameters α = 150, β = 0.02 and γ = 0.005 in MCL are also same as that in [1] . Every experiment is repeated 10 times by randomly selecting the objects, and mean values of measures are calculated. It is noteworthy that our PFICC needs no parameter setting for incremental multi-modal clustering.
D. RESULTS ON IMAGE AND TEXT DATASETS
In this experiment, we evaluate the five methods on Multiple Features and Reuters Multilingual datasets. 400 labeled data objects in Multiple Features dataset are selected randomly for initialization. Then other unlabeled data objects are added by five chunks (320 objects for each chunk) for incremental clustering. The initial cluster number for Kmeans and UPFICC is set to be ranging from 8 to 12. Regarding the iteration number and shared feature dimensionality for MCL and OMVFS, they are from 100 to 300 with the interval of 100 and from 9 to 11, respectively. The average results for different methods are presented in Fig. 4 . It can be seen from Fig. 4 that after each data chunk is added, the ACC, PUR and NMI for most methods decrease slightly, yet the time cost increase significantly. On this data set, the semi-supervised methods, PFICC and MCL are more superior to other methods in terms of ACC, PUR and NMI . But MCL has the highest time cost (see Fig. 4(d) ) due to the fact that it cannot perform clustering incrementally. Although, PFICC and MCL have similar ACC and NMI results, PFICC is much better than MCL for PUR. This is because PFICC can adjust the clustering patterns dynamically. Regarding the three unsupervised methods, OMVFS and UPFICC are comparable and they are superior to Kmeans for ACC, PUR and NMI . Overall, OMVFS and UPFICC spend more time than Kmeans for clustering, though sometimes their time cost are lower than Kmeans. Besides, our UPFICC has continuously lower time cost compared with OMVFS for incremental co-clustering as presented in Fig. 4(d) . Even though, another semi-supervised method GHF-ART is comparable with PFICC on the performance of time cost, its ACC, PUR and NMI are much lower than PFICC. From the results on Multiple Features dataset, we can conclude that our proposed semi-supervised co-clustering PFICC method outperforms all the advanced semi-supervised and unsupervised co-clustering methods. Also, our unsupervised co-clustering UPFICC method can achieve comparable or even better performance than the compared unsupervised co-clustering methods. For Reuters Multilingual dataset, 240 labeled data objects are selected randomly to initialize the clustering patterns. After that, the data chunks that contain 192 unlabeled data objects are added one by one. The initial cluster number for Kmeans and UPFICC is set to be ranging from 4 to 8, and the iteration number and shared feature dimensionality for MCL and OMVFS are set to be [100,200,300] and [100,150,200], respectively. The detailed comparison results are shown in Fig. 5 .
As can be seen from Fig. 5 that the clustering performance on this dataset is much worse than that on Multiple Features dataset. Such observation indicates that the gaps among different languages are larger than that among different visual feature sets of images. As expected, the semi-supervised methods, PFICC, MCL, GHF-ART, have consistent higher values of ACC, PUR and NMI than the unsupervised methods, OMVFS, UPFICC and Kmeans on this dataset. Considering the three semi-supervised methods, our incremental PFICC performs better than MCL and GHF-ART in terms of ACC, PUR and NMI . Since MCL is an non-incremental multi-modal learning framework, it needs much more computational time than PFICC and GHF-ART to conduct data clustering as presented in Fig. 5(d) . Although, PFICC spends more time than GHF-ART to assign the data objects at the beginning, its time cost rises slower than GHF-ART with the increase of new data. This is because PFICC can adjust the clustering patterns effectively and efficiently. Regarding the three unsupervised methods, our UPFICC can get very close and even better results of ACC and NMI than OMVFS, meanwhile it has consistent superior PUR performance to OMVFS (see Fig. 5(b) ). Besides, both of them can obtain higher values of ACC, PUR and NMI than Kmeans, whose performance has a large fluctuation affected by the pre-defined number of clustering patterns. As shown in Fig. 5(d) , our UPFICC spends more time to integrate the new coming data objects than other two unsupervised methods OMVFS and Kmeans. This indicates that with no initialization UPFICC would have a large time cost to adjust the clustering patterns dynamically, thus it can achieve promising clustering results. Overall, the semi-supervised incremental method PFICC is superior to other compared methods for multi-modal text data co-clustering.
E. RESULTS ON WEB IMAGE DATASET
In previous experiments, we have tested the performance of our proposed PFICC on image and text datasets, respectively. However, in real-world CPSS applications (e.g. photo sharing website), the multi-modal data consist of images and corresponding textual information such as annotation, category and tags. Therefore, in this experiment we evaluate PFICC on NUS-WIDE dataset, which includes images and the associated tags collected from Flickr. Similar to previous experimental settings, 1600 labeled data objects are selected randomly to initialize the clustering patterns, and then the equal data chunks are added in five times. The initial cluster number for Kmeans and UPFICC is set to be ranging from 6 to 10, and the iteration number and shared feature dimensionality for MCL and OMVFS are set to be the same as that on Reuters Multilingual dataset. Fig. 6 gives the clustering performance in terms of ACC, PUR, NMI and time cost.
As observed in Fig. 6 (a), 6(c) and 6(d), our PFICC can get much higher ACC and NMI and less time cost than other compared methods in multi-modal co-clustering. Though sometimes GHF-ART can achieve better clustering purity than PFICC (see Fig. 6(b) ), it may generate more clustering patterns and spend more time to adjust new coming data objects (see Fig. 6(d) ). For MCL and OMVFS, their performances drop off significantly compared to that on previous datasets. For example, MCL has similar performance to UPFICC, and OMVFS even has worse clustering results than Kmeans in terms of ACC, PUR and NMI . This may indicate that the shared subspace learning methods, MCL and OMVFS, are not suitable for CPSS data including tag information in multimodal co-clustering. In summary, our proposed PFICC is more effective and efficient than other methods on NUS-WIDE dataset, which verifies that PFICC is promising for co-clustering large multi-modal data in cyber-physical-social systems.
V. CONCLUSION
In this paper, we have proposed a parameter-free incremental co-clustering method aiming at clustering multi-modal CPSS data effectively and efficiently. PFICC extends the singlemodality similarity measure to multiple modalities so that PFICC can be applied to the integration of data including different types of feature sets. By defining three novel clustering operations, namely cluster creating, cluster merging and instance partitioning, PFICC is able to incrementally integrate new arriving objects to current clustering patterns without introducing additive parameters. Moreover, an adaptive weight scheme is designed to measure the importance of feature modalities based on the intra-cluster scatters, thus it enhances the robustness of PFICC in fusing feature modalities for data similarity measurement. The performance of the proposed PFICC is evaluated on three real-world multimodal datasets collected from CPSS. Experimental results demonstrate that PFICC outperforms other state-of-the-art methods, thus it is promising to deal with large multi-modal data in cyber-physical-social systems.
For multi-modal data in CPSS, it is not only huge volume and dynamically evolving, but also high dimensionality. In the future work, we will focus on how to integrate feature selection with multi-modal data for incremental co-clustering.
