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Abstract—In this work, we investigate an efficient numerical
approach for solving higher order statistical methods for blind
and semi-blind signal recovery from non-ideal channels. We
develop numerical algorithms based on convex optimization
relaxation for minimization of higher order statistical cost func-
tions. The new formulation through convex relaxation overcomes
the local convergence problem of existing gradient descent based
algorithms and applies to several well-known cost functions for
effective blind signal recovery including blind equalization and
blind source separation in both single-input-single-output (SISO)
and multi-input-multi-output (MIMO) systems. We also propose
a fourth order pilot based cost function that benefits from this
approach. The simulation results demonstrate that our approach
is suitable for short-length packet data transmission using only
a few pilot symbols.
Keywords: Blind signal recovery, semi/blind channel equal-
ization, convex optimization, semidefinite programming, rank
1 approximation.
I. INTRODUCTION
Blind signal recovery is a well-known problem in signal
processing and communications. With a special goal of recov-
ering unknown input signals to unknown linear systems based
on the system output signals, this problem typically manifests
itself either as blind equalization or blind source separation. In
SISO systems or single-input-multiple-output (SIMO) systems,
the goal of channel equalization is to undo the inter-symbol
interference (ISI). In MIMO systems or in source separation,
the objective is to mitigate both the ISI and the inter-channel
interference (ICI) in order to successfully separate different
sources. The advantage lies in the fact that blind algorithms
do not require allocation of extra bandwidth to training signals
whereas semiblind algorithms can substantially reduce the
length of training signals. System implementations based on
blind algorithms have appeared in downstream cable modem
[1], HDTV [2], [3], [4].
The specially designed cost functions for blind signal
recovery typically pose a challenge to the issue of global
convergence and convergence speed. In literature, global con-
vergent algorithms for blind equalization and source separation
do exist for linear programming equalization [5] and space-
time signal detection [6]. However, without limiting system
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input signals to the special QAM class, most of the blind
algorithms are based on non-quadratic and non-convex costs
that utilize high-order statistics of the received signals. Well-
known algorithms of this type include the constant modulus
algorithm (CMA) [7], [8], the Shalvi-Weinstein algorithm
(SWA) [9], and the minimum entropy deconvolution (MED)
algorithm [10], [11]. In fact, without modifications, these
stochastic gradient descent (SGD) algorithms typically admit
multiple local minima [12], [13] and require large numbers of
data and iterations to converge.
To improve convergence speed of blind channel equaliza-
tion techniques, batch algorithms can effectively utilize the
statistical information of the channel output signals. They can
significantly shorten the convergence time [14], [15], [16],
[17], [18], [19]. Unfortunately, local convergence remains a
major obstacle, that requires good initialization strategies.
Another approach to mitigate the local convergence problem
is through relaxation by “lifting” the receiver parameters to a
new parameterization that covers a larger parameter space over
which the cost function is convex [20], [21]. Once the convex
problem is uniquely solved, the solution is mapped back to the
original restrictive parameter space. For example, the authors
of [20] relaxed the outer-product matrix of the equalizer
parameter space from a rank-1 matrix to an unrestricted square
matrix over which the CMA cost becomes quadratic and can
be solved globally via least squares (LS). From the relaxed
solution, a series of linear operations map the solution back
into the right equalizer coefficient space. In [21], the authors
proposed a similar relaxation with a much more elegant
algorithm that modifies the CMA cost function into a special
sum. The modified CMA cost is first solved over a more
restrictive semi-definite positive matrix space. The resulting
convex optimization problem is then solved efficiently via
semidefinite programing (SDP). Iterative mappings must also
follow the SDP solution in order to determine the equalizer
parameters [21].
In this work, we study means to improve the convergence
of general blind and semiblind equalization algorithms by
generalizing the cost modification principle presented in [21].
We can therefore develop a more general batch implementation
of well-known blind equalization and source separation algo-
rithms that minimize cost functions involving the fourth order
statistics of system output signals. More specifically, the new
2implementation leverages a convex optimization relaxation that
can be applied to CMA, SWA, and MED algorithms. We
show that our convex formulation requires less resource and
improves the efficiency of the convex formulation in [21]. We
further generalize the formulation to accommodate the semi-
blind algorithms when a small number of training symbols
are available to assist the receiver signal recovery and separa-
tion. Our proposed method overcomes the local convergence
problem which is a drawback of traditional gradient descent
implementations.
The rest of the paper is organized as follows. In Section
II, we introduce MIMO system model. Section III discusses
batch MIMO blind source recovery using CMA cost as an
example of real-valued fourth order functions. Section IV
presents a convex formulation of the fourth order function
and algorithm to find its global minima. In Section V, we
extend formulation to other blind algorithms based on fourth
order cost. A semiblind algorithm using fourth order function
is proposed in Section VI. In Section VII, we present our
simulation results and Section VIII contains some concluding
remarks. In the Appendices, we include the formulation of
converting cross-correlation cost and the training based cost
into real-valued fourth order functions.
II. PROBLEM STATEMENT AND SYSTEM MODEL
We consider a baseband MIMO system model with NT
transmit antennas and NR receive antennas. This MIMO model
covers SIMO and SISO channels. Let sn (k), n = 1, . . . , NT
denote random independent data symbols for transmit antenna
n at time k. {sn} typically belong to finite set A. Consistent
with practical QAM systems, we assume that sn (k) are
mutually independent and identically distributed (i.i.d.) with
variance σ2s and fourth order kurtosis γs < 0.
The data streams are transmitted over multipath MIMO
channels denoted by impulse responses hj,n (m), n =
1, . . . , NT, j = 1, . . . , NR, m = 0, . . . , Lh, with delay spread
of Lh+1 samples. Assuming the MIMO channel is corrupted
by i.i.d. additive white Gaussian noise (AWGN) vj (k) with
zero-mean and variance σ2v , the output of j-th receiver can be
expressed as
xj (k) =
NT∑
n=1
Lh∑
m=0
hj,n (m) sn(k −m) + vj (k) . (1)
The goal of the MIMO receiver is to recover data stream
sn (k), n = 1, . . . , NT from the channel output {xj (k)}.
Following most of the works in this area, we shall focus only
on linear FIR equalizers. Given NR sub-channel outputs, we
apply a NT ×NR MIMO equalizer with parameter vector
wi,j = [wi,j (0) wi,j (1) . . . wi,j (Lw)]
T
where Lw is considered as the order of individual equalizer and
i = 1, . . . , NT, j = 1, . . . , NR. If the channel is flat fading (or
non-frequency-selective), then we have a degenerated problem
of blind source separation for which Lh = 0. The FIR
blind MIMO equalizer then degenerates into a linear source
separation matrix W = [wi,j(0)].
The linear receiver output has NT parallel output streams
denoted by
yi (k) =
NR∑
j=1
w∗i,j (k)⊛ xj(k)
=
NR∑
j=1
Lw∑
ℓ=0
w∗i,j (ℓ)xj(k − ℓ) (2)
where ⊛ denote the convolution. Our objective is to opti-
mize the linear receiver parameters {wi,j(n)} such that the
source data symbols are recovered by yi (k) without interfer-
ence as follows
yi (k) = e
jφisqi(k − ki) + residual noise.
Note that φi is a phase ambiguity that is inherent to the blind
signal recovery which cannot be resolved without additional
information; and ki is the output delay of the qi−th signal
recovery that does not affect the receiver performance. Upon
optimum convergence, a simple memoryless decision device
dec(·) can be applied, and at high signal to noise ratio (SNR),
we have
sˆi(k − ki) = dec [yi(k)] = sqi(k − ki).
For convenience of notation, we further define
wi =
[
wTi,1 w
T
i,2 . . .w
T
i,NR
]T
,
xj (k) = [xj (k) xj (k − 1) . . . xj (k − Lw)]
T
,
x (k) =
[
xT1 (k) x
T
2 (k) . . .x
T
NR
(k)
]T
.
With these notations, we can write
yi (k) =
NR∑
j=1
wHi,jxj(k) = w
H
i x(k)
=
NT∑
n=1

 NR∑
j=1
w∗i,j (k)⊛ hj,n (k)


︸ ︷︷ ︸
combined response c∗
i,n
(k)
⊛sn(k)
+
NR∑
j=1
w∗i,j (k)⊛ vj(k)︸ ︷︷ ︸
Gaussian noise ηi (k)
(3)
=
NT∑
n=1
c∗i,n (k)⊛ sn(k) + ηi (k) . (4)
In MIMO blind equalization, we would like to find equal-
izer parameter vectors wi such that the combined (channel-
equalizer) response is free of inter-symbol and inter-channel
interferences
ci,n (k) =
{
ejφi for k = ki, n = qi
0 otherwise.
(5)
3III. CONSTANT MODULUS ALGORITHM FOR MIMO
EQUALIZATION
In this section, we provide a real-valued representation of
the conventional batch CMA cost. This representation is one of
the keys to reduce parameter space compared to the work of
[21] in which the formulation is based on complex values.
This representation is also applied to other blind channel
equalization and blind source separation costs and will be
shown in the latter sections.
A. CMA for single source recovery
For the sake of clarity, we discuss the CMA cost as an
example of selecting blind cost. To recover a particular source,
the CMA cost function for the i-th equalizer output sequence
is defined as
Jb,i = Jcma,i = E
[(
|yi(k)|
2 −R2
)2] (6)
where R2 =
E[|si(k)|4]
E[|si(k)|2]
. The CMA cost can be represented as
a function of the equalizer coefficients and the channel output
statistics [22]. Since the formulation here deals with single
source, the source index i is omitted.
Let Re {x} and Im {x} denote the real and imaginary parts
of x. Now define u =
[
Re {w}
Im {w}
]
, xr(k) =
[
Re {x(k)}
Im {x(k)}
]
and xi(k) =
[
Im {x(k)}
−Re {x(k)}
]
. We have the following rela-
tionship
Re {y (k)} = uTxr(k), (7)
Im {y (k)} = uTxi(k). (8)
As a result, we have
|y (k)|
2
= Re2 {y (k)}+ Im2 {y (k)}
= uTxr(k)xr(k)
Tu+ uTxi(k)xi(k)
Tu
= uT
[
xr(k)x
T
r (k) + xi(k)x
T
i (k)
]︸ ︷︷ ︸
X¯k
u.
(9)
By denoting the rank-1 matrix X¯k = xr(k)xTr (k) +
xi(k)x
T
i (k) and U = uuT , we have
|y (k)|
2
= Tr
(
X¯kU
)
. (10)
Note that both X¯k and U are symmetric of dimension 2N ×
2N with N = Lw + 1. In other words, X¯k and U can be
mapped by the svec(·) operator to lower dimensional subspace
R
N(2N+1) after ignoring redundant entries. Furthermore, we
sort the entries in the usual lexicographic order. We define the
following operators and vectors:
• For a symmetric 2N × 2N matrix X, we define svec(·)
operator and its reverse operator svec−1 (·) as
svec (X) = [X1,1 2X1,2 . . . 2X1,2n X2,2
2X2,3 . . . 2X2,2N . . . X2N,2N ]
T
∈ RN(2N+1),
X = svec−1 (svec (X)) .
(11)
• For a vector u ∈ R2N , we define v = qvec(u) as
vector whose entries are all second order (quadratic)
terms {uiuj} and sorted in the usual lexicographic order.
v = qvec(u)
= [u1u1 u1u2 . . . u1u2n u2u2 u2u3 . . .
u2u2N . . . u2Nu2N ]
T .
(12)
There is one to one mapping between elements of v and
U = uuT as v consists of all upper triangle elements
of U. Nevertheless, the reverse operator needs further
consideration. Given an arbitrary v ∈ R2N2+N+1, we
can form the corresponding U, which is not necessarily a
rank 1 matrix. Therefore, we define the reverse operator
with approximation qvec−1(v) as follows: First, using
v to form the corresponding U; Next, find the rank 1
approximation of U by its maximum eigenvalue λU and
the corresponding eigenvector ueig. The resulting matrix
is λUueiguTeig.
With the above definitions, the output power can be rewritten
as
E
[
|y (k)|
2
]
= E
[
vT svec
(
X¯k
)]
= vT svec
(
E
[
X¯k
])
= vTE
[
svec
(
X¯k
)]︸ ︷︷ ︸
b
= vTb. (13)
Similarly, the fourth order moment of equalizer output is
E
[
|y (k)|4
]
= vTE
[
svec
(
X¯k
)
svecT
(
X¯k
)]︸ ︷︷ ︸
C
v
= vTCv. (14)
Therefore, the CMA cost can be written into a fourth order
function of u or a quadratic function of v as
Jcma = v
TCv − 2R2b
Tv +R22. (15)
The equalizer can be found by minimizing the polynomial
function Jcma.
B. Multi-source recovery
To recover multiple input source signals of a MIMO chan-
nel, we must form several single stream receivers {wi} to
generate multiple receiver output streams {yi(k)} that will
represent distinct source signals {sqi(k)}. Typically, a blind
algorithm is adept at recovering one of the possible source
signals. However, because of the inherent properties of blind
equalization, the receiver is unable to ascertain which signal
may be recovered a priori. As a result, multiple single stream
receivers may recover duplicate signals and miss some critical
source signals. To avoid duplicate convergence, proper initial-
ization of each wi may help lead to a diversified convergence
as needed. However, there is unfortunately no guarantee that
different initial values of wi will lead to qi 6= qj . In order
to ensure that different receiver vectors wi extract distinct
signals, common criteria rely on the prior information that
the source signals are i.i.d. and mutually independent.
4Let Jb,i denote a blind cost function, for examples, CMA,
SWA, or MED, to recover the source i, the cost function for
multiple blind source recovery (BSR) is [23], [24]
Jbsr =
NT∑
i=1
Jb,i + λcr ·
NT∑
i6=j
Jcr,i,j (16)
where λcr is a positive scalar and Jcr,i,j accounts for the
correlation of the receiver outputs i and j. The minimization
of Jcr,i,j ensures that the equalizers converge to different
solutions corresponding to different sources. One can recover
all sources either simultaneously or sequentially to reduce the
parameter size.
In sequential source recovery, we start by extracting the
first source by minimizing one single CMA cost. Assume
the sources up to j − 1 are equalized and separated, we can
minimize the following cost for separating the source j.
Jbsr,j = Jb,j + λcr
j−1∑
i=1
Jcr,i,j . (17)
In this work, we consider the sequential approach. Jcr,i,j can
be chosen as the sum of cross-cumulants [24] or as the sum of
cross-correlations [23]. Since the use of cross-cumulant is for
coarse step separation [24] and may lead to poor convergence,
here, we use the cross-correlation
Jcr,i,j =
δ∑
l=−δ
∣∣E [yi (k) y∗j (k − l)]∣∣2 (18)
where δ is an integer parameter to be chosen during system
design. Jcr,i,j can also be written as a fourth order function
of uj or a second order function of vj = qvec(uj). Noticing
that ui, for i < j, are already known, we can write
j−1∑
i=1
Jcr,i,j = q
T
j vj (19)
where qj is a vector formed by the previously calculated
equalizers and received statistics. The detailed calculation of
qj is given in the Appendix A.
Eventually, the cost in (17) when using CMA and cross-
correlation can be written as a fourth order (cost) function of
equalizer parameter with zero odd-order coefficients similar to
Jcma:
Jbsr,j = f(uj)
= vTj Cvj − 2R2b
Tvj +R
2
2 + λcrq
T
j vj
= vTj Cvj −
(
2R2b
T − λcrq
T
j
)
vj +R
2
2. (20)
In the following section, we discuss the method to find global
minima of the functions of this type.
IV. SEMIDEFINITE PROGRAMMING APPROACH TO
MINIMIZE A FOURTH ORDER POLYNOMIAL
A. General formulation
General formula to find the global minimum of a non-
negative polynomial is discussed in [25], [26]. Here, we restrict
the formulation for the fourth order polynomial f (u) with
u ∈ R2N . The minimization of f (u) is equivalent to
max τ (21)
s.t. f (u)− τ ≥ 0 for all u.
This optimization is equivalent to lifting the horizontal
hyperplane created by τ until it lies immediately beneath the
hypersurface f (u). The intersection points that the hyperplane
and the hypersurface are the global minima of f (u). This
problem is convex with a convex cost and linear constraints
in τ . The problem, however, still a hard problem to solve
since the number of constraints is infinite. Although it is
hard to find the optimal solution to this problem, we can
modify and simplify the problem by narrowing down the
search space. Since f (u)− τ is non-negative, we are looking
for a representation of f (u)−τ as a sum of square. Following
the work of [21], we define two convex cones of fourth order
polynomials of u, C and D:
C = {g| g(u) is real-valued fourth order polynomial of w
and g(u) ≥ 0, ∀u} ,
D =
{
g| g(u) =
∑
i
g2i (u) with each
gi(u) is real-valued second-order polynomial of u} .
We can rewrite the optimization problem in (21) in term of
C as
max τ (22)
s.t. f (u)− τ ∈ C.
Since the problem in (22) is hard to solve, we can follow
[21] and narrow down our feasible solution from C to a more
restrictive set D
max τ (23)
s.t. f (u)− τ ∈ D.
This problem can be cast into a convex semi-definite program-
ming to be solved efficiently [27].
We recall the following lemma, which is a simplified version
of the results in [27].
Lemma 1. Given any forth-order polynomial g (u), the fol-
lowing relation holds:
g (u) ∈ D ⇐⇒ g (u) = u¯TGu¯
for some symmetric matrix G < 0 (24)
where u¯ =
[
u(2) u(1) u(0)
]T
and u(0) = 1, u(1) = u, u(2) =
qvec (u).
Therefore, we obtain an equivalent formulation of (23) as
max τ
s.t. f (u)− τ = u¯TGu¯ for all u¯
and G < 0. (25)
The problem can be solved efficiently using semi-definite
programming [28]. Solving (25) for τ , G, we obtain the global
solution for this problem.
5In general, the solutions for (22) and (23) are not the same.
Define τC and τD the solutions of (22), (23), respectively.
Since, (23) is a restrictive version of (22), we have τC ≤ τD.
Nevertheless, simulation tests in [29] showed that the solutions
of (22) and (23) are nearly identical for arbitrary polynomial
cost functions f(u). In the next subsection, we will show that
they are actually identical in the case of CMA cost.
B. Minimization of fourth order cost functions without odd-
order coefficients
Now, we would like to specialize the algorithm for solving
CMA cost. Therefore, we focus on the functions that are fourth
order without odd-order entries.
Define
E = {g| g(u) is real-valued polynomial of u
with only even-order coefficients} .
The CMA cost and other mentioned costs in this work belong
to the function set C ∩E . The minimization problem is simply
max τ (26)
s.t. f (u)− τ ∈ C ∩ E .
As the problem in (26) remains hard to solve, we reduce our
feasible solution from C ∩ E to D ∩ E as
max τ (27)
s.t. f (u)− τ ∈ D ∩ E .
We can arrive at the following proposition:
Proposition 2. The solutions of the problems in (26) and (27)
are identical.
Proof: Let τ¯ be the optimal solution for (26). Since
f (u) − τ¯ is a quadratic function of v and is non-negative
for all v, it can always be written as a sum of squares of
polynomials [30]. In other words, the solution of (26) and
(27) are identical.
Thus, unlike the general formulation, the restrictive problem
in (27) does not introduce any gap. We can now refine Lemma
1 into the following proposition:
Proposition 3. Given any forth-order polynomial g (u) with-
out odd-order coefficients, the following relationship holds:
g (u) ∈ D ∩ E ⇐⇒ g (u) = u˜T G˜u˜
for some symmetric matrix G˜ < 0 (28)
where u˜ =
[
u(2) u(0)
]T
, u(0) = 1, and u(2) = qvec (u).
Proof: From Lemma 1, we find G such that g (u) =
u¯TGu¯ and G < 0. We partition G as
G =

 G22 G21 G20GT21 G11 G10
GT20 G
T
10 G00

 (29)
where Gij corresponds to the coefficients for the product terms
between entries of u(i) and u(j). Consequently, the function
g (u) can be rewritten as
g (u) = uT(2)G22u(2) + u
T
(2)G21u(1) + u
T
(2)G20
+ uT(1)G
T
21u(2) + u
T
(1)G11u(1) + u
T
(1)G10
+GT20u(2) +G
T
10u(1) +G00
= uT(2)G22u(2) + 2u
T
(2)G20 + u
T
(1)G11u(1) +G00
+ 2uT(2)G21u
T
(1) + 2u
T
(1)G10. (30)
Since g (u) does not have odd-order entries, we have
uT(2)G21u
T
(1) = 0, (31)
uT(1)G10 = 0. (32)
We can rewrite g (u) = u¯T G¯u¯, where
G¯ =

 G22 0 G˜200 0 0
GT20 0 G00


and
G˜20 = G20 + svec (G11) /2.
This is equivalent to
g (u) = u˜T G˜u˜
where G˜ =
[
G22 G˜20
G˜T20 G00
]
< 0 since g (u) ≥ 0 by
definition.
C. Semidefinite programing solution
Following Proposition 3, the optimization problem in (27) is
equivalent to solving
max τ
s.t. f (u)− τ = u˜T G˜u˜
and G˜ < 0 (33)
where f (u) ∈ D∩E , i.e., f (u) = uT(2)A22u(2)+2A
T
20u(2)+
A00, and u˜ is defined as in (28). Here, Aij corresponds to
the coefficients for the product terms between entries of u(i)
and u(j) and u(0) = 1. The optimization in (33) can be recast
into
max τ
s.t. uT(2)A22u(2) = u
T
(2)G22u(2),
AT20u(2) = G20u(2),
A00 − τ = G00
and G˜ < 0.
(34)
Similar to [21], we let 1 ≤ i ≤ j ≤ l ≤ m ≤ 2N and define
Pi,j,l,m as the set of all distinct 4-tuples that are permutation
of (i, j, l,m). Now define a subset of Pi,j,l,m as
Qi,j,l,m = {(i, j, l,m) , (i, j, l,m) ∈ Pi,j,l,m and i ≤ j, l ≤ m} .
6f (u)− τ can be written into two ways as follows
f (u)− τ = u˜T G˜u˜
=
∑
1≤i≤j≤l≤m≤2N

 ∑
(i′,j′,l′,m′)∈Qi′,j′ ,l′,m′
G(i′,j′)(l′,m′)


uiujulum +
∑
1≤i≤j≤2N
(
2G(i,j)
)
uiuj +G00
(35)
and
f (u)− τ = uT(2)A22u(2) + 2A
T
20u(2) +A00 − τ
=
∑
1≤i≤j≤l≤m≤2N

 ∑
(i′,j′,l′,m′)∈Qi′,j′,l′,m′
A(i′,j′)(l′,m′)


uiujulum +
∑
1≤i≤j≤2N
(
2A(i,j)
)
uiuj +A00 − τ
(36)
where G(i,j)(l,m) and A(i,j)(l,m) represents the entries of G22
and A22, respectively, for the product term between entries
uiuj and ulum in u(2). Similarly, G(i,j) and A(i,j) denote
the entries of G20 and A20, respectively, for product term
uiuj in u(2).
The optimization in (34) can be rewritten as
max τ
s.t.

 ∑
(i′,j′,l′,m′)∈Qi,j,l,m
G(i′,j′)(l′,m′)

 (37)
=

 ∑
(i′,j′,l′,m′)∈Qi,j,l,m
A(i′,j′)(l′,m′)

 ,
∀ 1 ≤ i ≤ j ≤ l ≤ m ≤ 2N,
G(ij) = A(ij), ∀ 1 ≤ i ≤ j ≤ 2N,
A00 − τ = G00,
G˜ < 0. (38)
This problem is convex with linear and semi-definite con-
straints. Therefore, it can be solved efficiently using available
optimization tools such as Sedumi or SDPT-3 [31].
The proposed convex optimization is a real-valued and a
simplified version of the complex-valued problem in [21].
By modifying the approach given in [21], our method has
two numerical benefits that lead to lower complexity. First, it
exploits the special characteristic of fourth order statistics blind
costs that have zero odd-order coefficients. As a result, the
unknown parameter space is reduced. Second, the real-valued
formulation captures all necessary information for equaliza-
tion. Because in our real-valued formulation, the matrix G
does not increase in size, the real-valued formulation therefore
further reduces the number of parameters to half.
D. Post-processing
After reaching the global solution Gopt of (25) via SDP,
the result must be translated and mapped back to the original
blind receiver parameter space. Here, we describe such post-
processing procedure.
If the global optimum is achieved, there exists u˜ such that

u˜TGoptu˜ = 0
u˜T = [u˜T(2) 1]
rank
(
U˜
)
= 1
(39)
where U˜ is the symmetric matrix formed by the elements
of u˜(2) inside qvec−1(·). Since Gopt is positive semidefinite,
the solution u˜ must lie in the null space of Gopt. If the
null space of Gopt has dimension 1, then we already have
u˜opt uniquely. Otherwise, we must look for u˜ inside the
eigenspace corresponding to the smallest eigenvalues of Gopt.
Furthermore, the last element of u˜opt must equal to 1. We
now describe an iterative algorithm for real-valued data that
was modified from the one proposed in [21]:
• Step 1. Initialization: pick a random u˜(0). Find the null
space of Gopt by finding V that consists of eigenvectors
of Gopt whose eigenvalues are below a set threshold γ.
• Step 2. For a k > 0, find the linear projection of u˜(k)
onto V:
uˆ = VVT u˜(k). (40)
• Step 3. Normalize the last element to 1. Rescale uˆ as
uˇ = uˆ/uˆ0 (41)
where uˆ0 is the last element of uˆ. The resulting vector uˇ
now is in null space of Gopt and its last element is 1. Let
uˇ2 be the vector consisting of the first 2N2+N elements
of uˇ as uˇ = [uˇ2 1]T .
• Step 4. Calculate u = qvec−1 (uˇ2), note that this is an
approximation operation related to rank 1 approximation.
Form u˜(k+1) =
[
(qvec (u))T 1
]T
.
• Step 5. Repeat step 2 until converge. The equalizer is
contained in u as
u =
[
Re
(
wT
)
Im
(
wT
)]T
.
Note that in step 3 of this existing post-processing, the last
element of uˇ must be nonzero. In practice, this condition may
not always be true. To overcome this weakness, we can require
instead that the equalizer output have the same power as the
transmitted symbols. We introduce an additional gain g on u,
(or g2 on v = qvec(u) ) such that gu produces the output
with the same power as the transmitted symbol,
E
[
|y (k)|
2
]
= g2vTb = σ2s . (42)
Hence,
g =
√
σ2s
vTb
. (43)
As a result, we have a more robust and new post-processing
algorithm as follows:
• Step 1. Initialization: pick a random u˜(0). Find the null
space of Gopt by finding matrix V which consists of
eigenvectors of Gopt corresponding to the eigenvalues less
than threshold γ.
7• Step 2. For a k > 0, find uˆ which is the linear projection
of u˜(k) onto V as (40). Let uˆ2 be the vector consisting
of the first 2N2 +N elements of uˆ as uˆ = [uˆ2 1]T .
• Step 3. Calculate u = qvec−1 (uˆ2).
• Step 4. Find g using (43). The new equalizer is uˇ = gu,
and the new u˜(k+1) =
[
(qvec (uˇ))T 1
]T
.
• Step 5. Repeat step 2 until converge.
E. Complexity discussion
The complexity of the system depends mostly on the size
of G. It affects the size of kurtosis and covariance matrices,
the number of variables input to the SDP solver, the size
of vectors and matrices in post-processing step. Similar to
many other batch algorithms the complexity of forming the
statistical matrices is O(KN4). The SDP solver using interior
point method requires the worst case complexity of O(n3.5),
where n is the number of variables. As the size of matrix
G is O(N2)O(N2), the SDP-solver requires O((N4)3.5)
arithmetic operations. For the post-processing techniques, the
dominant operation is the rank one approximation which is
realized by singular value decomposition and its complexity is
O(N3). We further discuss about the SDP solver complexity as
it is dominant. Compared to the work in [21], we can see that,
in big O notation, the worst case complexity do not change.
However, in practice, convex optimization in [21] estimates
2N complex equalizer taps whereas the proposed CO-CMA
method estimates 2N many real equalization taps resulting
into reduction of worse case complexity. That is equivalent to
reduce the complexity of the SDP solver by 23.5 for the best
case. This, in practice, is very significant.
In [21], the authors mentioned about sparsity of G for
the formulation of CMA cost where the first and the third
order parts are zeros and a specially tailored SDP solver
is needed. With our formulation, we show that it is not
necessary to have such a solver. By omitting the odd order
parts, the new formulation further reduces the number of
variables from (2N2 + 3N + 1) × (2N2 + 3N + 1) to
(2N2+N +1)× (2N2+N +1). For N = 6, it is equivalent
to reducing 37% complexity.
Another advantage of our formulation over the formulation
in [21] is that the vector u comprises the real and imaginary
parts of the equalizer whereas the corresponding component
in [21] is made of the equalizer vector and its Hermitian. In
[21], this dependency is not imposed in the post-processing
step and may requires more iterations to converge. In fact,
our simulations show that at most 3 iterations are requires to
converge where as the work in [21] requires 5 iterations.
As compared to the traditional gradient decent algorithms,
the convex optimization approach, which uses SDP solver for
the fourth order cost, provides much better performance at the
expanse of complexity. The gradient decent algorithms such as
BGD-CMA or OS-CMA, have low complexity and suffer from
local minima and, in many cases, provide poor performance.
In contrast, the convex optimization approach at least finds a
local minimum that achieves good performance. Due to large
computational complexity, the convex optimization approach
is not viable for real time applications. Nevertheless, our
work achieves incremental complexity reduction for CO-CMA
method.
V. GENERALIZATION TO OTHER ALGORITHMS
The principle of the convex optimization relaxation and the
accompanied iterative mapping procedure can be generalized
beyond CMA. In fact, several well-known blind algorithms
based on fourth order statistics can also be recast into convex
optimization algorithms.
A. Shalvi-Weinstein algorithm
Closely related to CMA is SWA [9]. This algorithm is
also based on the fourth order statistics by minimizing the
following cost
JSWA =E
[
|y (k)|
4
]
−
(
2 +
(1 + α) γs
σ4s
)
E2
[
|y (k)|2
]
+ 2α
γs
σ2s
E
[
|y (k)|2
]
.
(44)
Here, the source index i is omitted. For α = −R2σ2s/γs, the
SWA cost becomes the CMA cost with a constant difference.
Using real-valued vector notation, we can rewrite the SWA
cost as
JSWA =v
TCv −
(
2 +
(1 + α) γs
σ4s
)
vTbbTv + 2α
γs
σ2s
vTb
=vT
[
C−
(
2 +
(1 + α) γs
σ4s
)
bbT
]
v+ (45)
2
(
α
γs
σ2s
bT
)
v.
Clearly, the cost function is a fourth order function of the
equalizer parameter vector u, similar to the CMA. Hence, we
can apply the proposed convex optimization method on this
cost function for convergence enhancement.
B. MED cost and the modified cost for convex optimization
Another related algorithm is the MED algorithm originally
developed by Donoho in [11] as
Maximize sign (γs)E
[
|y (k)|4
]
(46)
subject to E
[
|y (k)|
2
]
= σ2s .
Taking into account the negative kurtosis of the communica-
tion signals, i.e., sign (γs) = −1, we form an equivalent cost
Jmed = E
[
|y (k)|
4
]
+ λp
(
E
[
|y (k)|
2
]
− σ2s
)2
(47)
where λp is the Lagrangian multiplier for the power con-
straints. The cost can be further summarized as
Jmed =E
[
|y (k)|
4
]
+ λpE
2
[
|y (k)|
2
]
−
λp2σ
2
sE
[
|y (k)|
2
]
+ λpσ
4
s .
(48)
Applying the real-valued formulation, we arrive at another
fourth order blind cost function
Jmed = v
T
[
C+ λpbb
T
]
v − 2
(
λpσ
2
sb
T
)
v + λpσ
4
s .
Therefore, we can apply the proposed convex optimization
method on MED for convergence enhancement.
8VI. APPLICATION TO SEMIBLIND EQUALIZATION AND
SIGNAL RECOVERY
In practice, there are often pilot symbols for channel es-
timation and equalization. Semiblind equalization and signal
recovery are desirable when the linear system is too complex
for the available pilot symbols to fully estimate or equalize.
In such cases, integrating pilot symbols with blind recovery
criterion into a semiblind equalization makes better sense.
In this section, we present a semiblind algorithm by utiliz-
ing the available pilot samples to enhance the equalization
performance using the aforementioned convex optimization
formulation.
Our basic principle is to construct a special semiblind cost
for minimization. Typically, such cost functions are usually
formed as a linear combination of a blind criterion Jb and a
pilot based cost Jt in the form of
Jsb = λJb + (1− λ)Jt. (49)
Here the scalar λ depends on a number of factors such as the
pilot sequence length, the number of sources, as well as the
source signal constellations.
In order to apply the same convex optimization principle, we
aim to develop a semiblind cost function that is also a fourth
order function of the receiver parameters. This cost function
Jsb should also only have even order coefficients. Here, for
simplicity, we discuss the use of pilot in single source recovery
mode (SISO or SIMO channel model), although our method
can be easily generalized for multiple sources.
For a single signal source, we can omit the source index.
Without loss of generality, let the transmitted symbol s(k),
k = 1, ..., Lt be the training sequence. In the absence of
noise and under perfect channel equalization, we have the
following linear relationship between training symbols and
received signals
wHx(k) = s(k − d), n = 1, ..., Lt. (50)
where d is the decision delay.
We convert the complex data representation to real-valued
data representation by defining
st(p) =
{
Re
{
s(p2 − d)
}
if p is even
Im
{
s(p+12 − d)
}
if p is odd
(51)
and
xt(p) =
{
xr(
p
2 ) if p is even
xi(
p+1
2 ) if p is odd.
(52)
The relationship between training vector and the received
signal vector can be equivalently written as real-valued signal
representation as follows
uTxt(p) = st(p), p = 1, 2, · · · , 2Lt. (53)
This relationship can be also written as a fourth order function
of u through the following steps.
First, under noise free condition, if the channel can be
completely equalized, then the following criteria can be used
for channel equalization
uTxt(p)x
T
t (q)u = st(p)st(q), p, q = 1, 2, · · · , 2Lt.
(54)
Therefore, the equalizer should minimize the following pilot-
based fourth order cost function
Jt =
2Lt∑
p=1
2Lt∑
q=p
[
uTxt(p)x
T
t (q)u− st(p)st(q)
]2
= vTCtv − btv + at, (55)
where Ct, bt, and at are appropriately defined matrix, vector,
and scalar that correspond to the fourth, the second, and the
zero-th order coefficients of Jt, respectively. Their details are
presented in Appendix B.
This cost can be combined with one of the blind costs to
form semi-blind costs which can be solved by the convex
optimization
Jsb = v
TCsbv − bsbv + asb (56)
where
Csb = λCb + (1− λ)Ct, (57)
bsb = λbb + (1− λ)bt, (58)
asb = λab + (1− λ)at (59)
with Cb, bb, and ab are the matrix, vector, scalar that
correspond to fourth, second, zero order coefficients of the
aforementioned blind costs, respectively.
VII. SIMULATION RESULTS
We now present numerical results to illustrate the perfor-
mance of our new batch algorithms using convex optimiza-
tion (CO) for CMA, SWA, MED and the fourth order cost
semiblind algorithm. In batch algorithms, the expectations are
replaced by the average of K equalizer input data samples for
each antenna. To show the advantages of our formulation, we
compare our algorithms with other blind/semiblind algorithms
using gradient descent method. For the best performance, batch
gradient descent algorithms are used and marked as BGD.
The semiblind algorithms are marked as SB. The semiblind
cost for comparison is selected with CMA cost for the blind
part and LS cost for pilots in (49):
Jb = Jcma, Jt =
δ+Lt∑
k=δ+1
∣∣wHx (k)− s (k − δ)∣∣2 .
(60)
Here, the decision delays δ is chosen optimally.
We compare the algorithm performance in terms of the final
receiver ISI. Quantitatively, the equalization effectiveness is
measured by the normalized ISI for the i−th equalizer output
defined as
ISIi =
∑
j,k |ci,j (k)|
2
−maxj,k |ci,j (k)|
2
maxj,k |ci,j (k)|
2 . (61)
For multiple source signals, we also define the sum normalized
ISI as
ISI =
∑
iISIi. (62)
There are several systems in our studies: SISO system with
multipath, 2 × 2 MIMO system with multipath and a 4 × 4
mixing matrix. The convex optimization is proceeded using
available optimization tool [31]. The results are averaged over
500 Monte-Carlo realizations of inputs and channels, unless
otherwise specified.
9A. SISO channel
We first test our convex optimization using CMA, SWA,
MED costs on SISO channel and compare with BGD-CMA.
The QPSK and 16-QAM inputs are passed through 3-tap
Rayleigh channels with unit power profile and the receive sig-
nals are equalized by 6-tap equalizers. Tables I and II compare
the ISI performance of different algorithms for QPSK and 16-
QAM channel inputs, respectively. For convex optimization,
SDP-3 with interior point method is used. For post-processing,
the threshold γ is set at 10−7. The CO-CMA uses both post-
processing techniques in [21] (marked as "pp1") and the newly
proposed one (marked as "pp2"). Other CO algorithms apply
only the proposed post-processing technique. The data length
is 1000 to ensure good convergence.
TABLE I
THE ISI AND COST OF DIFFERENT ALGORITHMS FOR SISO
SYSTEM WITH QPSK INPUTS
ISI (dB) No noise (SNR=∞) SNR=14dB
Optimum −10.1813 -
CO-CMA (pp1) −10.1102 −9.5104
CO-CMA (pp2) −10.1104 −9.5918
CO-SWA (α = 0.5) −10.1106 −9.5953
CO-MED (λp = 2) −10.1060 −9.5892
BGD-CMA-(1) −8.0446 −7.9024
BGD-CMA-(3) −8.6376 −8.4791
TABLE II
THE ISI AND COST OF DIFFERENT ALGORITHMS FOR SISO
SYSTEM WITH 16-QAM INPUTS
ISI (dB) No noise (SNR=∞) SNR=14dB
Optimum −10.1813 -
CO-CMA (pp1) −9.7162 −9.2021
CO-CMA (pp2) −9.7169 −9.2186
CO-SWA (α = 5) −9.7166 −9.2196
CO-MED (λp = 2) −9.7170 −9.2161
BGD-CMA-(1) −7.9992 −6.4451
BGD-CMA-(3) −8.3059 −7.2917
The simulations show no significant performance difference
among the algorithms using convex optimization. Under good
condition, i.e., high SNR and long enough data size, the
convex optimization could find the global minima for each
case. In fact, the equalization objective does not depend on
the costs. The difference among the costs with the choice
of parameters are perhaps the convergence of the gradient
descent implementations as confirmed by many works [17],
[22], [32], [33]. Similar results can be observed in MIMO
channel. Therefore, in the rest of the simulation results, we
only consider CMA as an example of fourth order statistic
based blind channel equalization cost. We also compare the
CO algorithms with BGD-CMA in Tables I and II, The
BGD-CMA-(1) and BGD-CMA-(3) are initialized with single
spike at the first and the third position, respectively. We can
see that the initial value is essential for BGD algorithms as
they converge to local minima. On the other hand, the CO
algorithms do not depend on the initial value to reach a near
global optima.
Comparing two post-processing techniques for CO-CMA
for floating point implementation, our newly proposed method
is slightly better than the existing method in [21]. We observed
the cases when the last element of uˆopt is nearly zero. In fact,
the probability that the last element of uˆopt being zeros is very
small for floating point implementation resulting in to similar
performance. However, for fixed point implementation, the
probability of last element being zero increases by decreasing
the number of fractional bits, which results in to divergence of
equalizer of pp1 due to normalization. In order to investigate
impact of fractional bits of fixed point implementation on
[21] and proposed method, we consider 8, 9, 10, 11 and 12
fractional bits for both pp1 and pp2 with 6-tap equalizer. In
simulation setup, we use 16-QAM constellation and complex
channel from [20] as
h =


−0.033 + 0.014j
0.085− 0.039j
−0.232 + 0.136j
0.634− 0.445j
0.07− 0.233j
−0.027− 0.071j
−0.023− 0.012j


. (63)
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Fig. 1. ISI vs number of fractional bits comparison between two post-
processing techniques for CO-CMA for SISO channel, 16 QAM signal
(SNR=18dB, K = 1000, Lw = 5)
Figure 1 compares the residual ISI of the two aforemen-
tioned methods averaged over 500 Monte Carlo runs. As figure
1 reveals, pp2 outperforms pp1 when the number of fractional
bits are from 9 to 11. It is clear that when the number of
fractional bits is not sufficient, the small values become zeros
and the pp1 suffers from division by zero problem. In contrast,
the pp2 does not have the normalization step as in pp1 making
pp2 more robust for fixed point implementation.
To assert the behavior of the convex optimization algo-
rithms, we test the algorithms on the fix channel in (63). In
the rest of simulation results, for convex optimization, only
the proposed post-processing technique with floating point is
used. The equalizer length is 6. Figures 2 and 3 show the
ISI performance of the semiblind algorithms for the SISO
channel with QPSK and 16-QAM signals, respectively, when
data length K varies. The SNR in QPSK system is 8 dB
and in 16-QAM system is 14 dB, For semiblind algorithms,
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Fig. 2. ISI performance of different blind/semiblind algorithms using convex
optimization for the SISO channel with 4-QAM input (SNR=8dB).
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Fig. 3. ISI performance of different blind/semiblind algorithms using convex
optimization for the SISO channel with 16 QAM input (SNR=14dB).
λ = 0.5 and Lt = 8. For BGD algorithms, the initialization
is [0 0 1 0 0 0]. For good ISI performance, the step size is
set at 0.01 and 0.001 for QPSK and 16-QAM, respectively.
With QPSK inputs, the blind algorithms have almost the same
performance for a large enough K . It is known that the channel
is fairly easy to equalize and with the initialization, the BGD
actually converges to the global minima. The performance of
semiblind algorithms are worse than that of the corresponding
blind ones. It is expectable since the pilots may deviate the
semiblind costs from a good result due to the instantaneous
noise value on the pilots [34]. With 16-QAM inputs, the
blind cost appears to have many local minima and the BGD-
CMA cannot converge to good local minima even when
the data length is considered sufficient. The pilots help the
BGD-SB-CMA to eliminate many unsatisfactory local minima.
However, it still cannot achieve global minimum. On the other
hand, the CO-CMA and the CO-SB-CMA have substantially
better performance than the BGD counterpart. Comparing the
CO-CMA and the CO-SB-CMA for large K , i.e., K=500,
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Fig. 4. ISI vs weighting factor λ for CO-SB-CMA for SISO channel and
16-QAM input (SNR=14dB).
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Fig. 5. SER vs SNR comparison between CMA and the SB-CMA using
convex optimization (SISO channel, 16 QAM signal).
we can see that the performance difference is negligible even
when we increase the pilot length. This indicates that the
CO-CMA converge to global minimum. For smaller K , as
K decreases, the performance of all the convex optimization
based algorithms degrade since the estimation of the statistics
become less accurate. With only a few pilot symbols, the SB-
CO-CMA reduces ISI substantially, especially when the data
length is small.
We also compare the CO-CMA and the optimal stepsize
CMA algorithm in [34] and [18] (marked as "OS-CMA").
For the chosen simulation parameter set, the CO-CMA out-
performs the OS-CMA slightly.
Figure 4 shows the ISI versus λ of the SB-CO-CMA for
several setups. The semiblind algorithm always outperforms
the blind counterpart and the training based one. The result
also indicates that the weighting factor must be carefully
chosen . The optimum weight depends on the choice of the
length of training symbols and the length of available data.
Figure 5 shows the symbol error rate (SER) versus SNR
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performance for the blind and semiblind algorithms using
convex optimization under 16-QAM signal. We can see that
the CO algorithms improve the performance significantly when
comparing with the BGD algorithm. Figure 5 also confirms
that with the help of a few pilot symbols, the semiblind algo-
rithms significantly reduce the need for long data sequence. In
particular, with only 6 or 10 pilot symbols, the data length K
for the SB algorithm is only 200 compare to 500 for the blind
algorithm. Therefore, the CO processing technique is suitable
for short burst data transmission. Compared to OS-CMA, the
performance of CO-CMA is significant better. This is because
the cost for 16-QAM appears to have many local minima and
OS-CMA does not guarantee to converge to the global one.
B. Blind source separation problem
In this part, we investigate the source separation ability of
the new algorithms. We test the algorithms on a 4× 4 mixing
matrix for source separation problem. In this case, by limiting
k = 0 in the performance metric in (60), we define the measure
metric as the calculated normalized cross-channel interference
(NCCI) for source i.
NCCIi =
∑
j |ci,j |
2
−maxj |ci,j |
2
maxj |ci,j |
2 . (64)
In the following simulation results, we use the average NCCI
of all the combined channels to compare different simulation
setups.
In our example, the mixing matrix H is 4× 4 with entries
H=


0.41 + 0.05j 0.45 + 0.62j 0.26 + 0.92j −0.25− 0.61j
0.52− 1.11j 1.04− 0.12j 0.06 + 0.66j −0.81 + 0.21j
0.07− 0.80j 1.30 + 0.33j 1.40 + 0.65j −0.05 + 0.94j
0.47− 1.08j 0.83 + 0.43j 0.94− 0.08j 0.57 + 0.19j


Each of the 4 channel outputs has AWG noise with SNR of
10dB. We apply the CMA algorithms without cross-cumulant
jointly with the Gram-Schmidt orthogonalization process to
separate different sources [35]. For BGD algorithms, the initial
values for {wi, i = 1, 2, 3, 4} are [1 0 0 0]T , [0 1 0 0]T ,
[0 0 1 0]
T
, [0 0 0 1]
T
. The step size is set at 10−3 for 4-
QAM and 10−5 for 16-QAM signals and the update itera-
tions are long enough for the best NCCI performance. For
the semiblind algorithm, the pilot for each data stream is
chosen orthogonal. Although the training symbols can do
the source separation task, we still use the cross correlation
cost as the semiblind cost for the second channel given by
Jsb,2 = (1 − λ)Jt,2 + λJb,2 + λcrJcr,2,1 with λcr = 1. If
λ = 1, the semiblind algorithms reduce to the blind algorithms.
This semiblind cost is also used in the simulation for MIMO
channel.
Figures 6 and 7 compare the NCCI between the semiblind
algorithms using CMA cost when the channel inputs are 4-
QAM and 16-QAM, respectively. The solutions are achieved
by the proposed convex optimization or by the BGD. For the
BGD the pilot cost is the linear least square (LS) cost which
is commonly used. We can see that for short data length, the
convex optimization approach outperforms the BGD one. In
this scenario, few pilots do not help to improve the perfor-
mance of BGD. In addition, it creates undesired local minima
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Fig. 6. NCCI vs weighting factor for the mixing matrix with QPSK signals
(Lt = 4).
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Fig. 7. NCCI vs weighting factor for the mixing matrix with 16-QAM signal
(Lt = 4).
that the BGD may converge to. Meanwhile, despite of the bad
local minima, the performance of the CO-SB-CMA is superior
to the BGD algorithms. For 16-QAM, the NCCI is lower as
the λ is decreased. This implies that for few observations
(K = 100, 200) the estimation of high-order statistics is
not accurate and the semiblind algorithms rely on pilots to
achieve good performance. For QPSK case, we observe the
same behavior although the performance difference between
the CO-SB-CMA and the CO-CMA is smaller.
Observing figures 6 and 7, we notice an interesting phe-
nomenon about the pilot based costs. When λ = 1, the SB-
BGD-CMA cost reduces to the linear least square cost. If the
pilot length is short compared with the equalizer length, as the
algorithm converges, over fitting problem occurs. It is because
in the LS cost there are only Lt square terms. Meanwhile, for
the SB-CO-CMA, the fourth order pilot cost has Lt(Lt− 1)/2
square terms making this cost more resilient to the overfitting
problem. That is the reason why even with only a few pilot
symbols, the fourth order cost outperforms the LS cost. We
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TABLE III
THE 2× 2 MIMO CHANNEL COEFFICIENTS ( Lh = 2)
k h1,1 (k) h1,2 (k) h2,1 (k) h2,2 (k)
0 −0.2 + 0.1j .1j 0.1j 1
1 1 0.2 0.1 0.1j
2 0.2j 0.11 0.2j 0.1 + 0.1j
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Fig. 8. SER vs SNR comparison between CMA and the SB-CMA using
convex optimization for MIMO channel, 16 QAM signal (K = 500, Lt = 4)
also notice that this performance gap is more significant for
16-QAM input. This phenomenon may need further analysis.
C. MIMO channel
In this test, we apply our CO approaches using CMA and
SB-CMA on a MIMO channel. We consider a 2 × 2 FIR
channel whose coefficients are shown in Table III. The signal
inputs are 16-QAM and the additive white Gaussian noise is
added to form channel outputs. For each sub-channel, an FIR
equalizer of order Lw = 3 is applied. We choose orthogonal
pilot sequences of length Lt = 4 symbols each. The weighting
factor λ = 0.5 for SB algorithms is considered. We compare
the CO algorithms with the BGD algorithms. The stepsize for
the BGD is optimized to achieve minimum ISI. The initial
coefficient set is single unit spike at its near-center tap for
wi,i and zeros otherwise:
wi,j =
{
[0 1 0 0]T for i = j,
[0 0 0 0]T for i 6= j.
(65)
Figure 8 compares SER performance of BGD and CO
implementations as functions of SNR for CMA and SB-CMA
equalizer for each data source. The results confirm that the CO
implementation also outperforms the BGD in MIMO scenario.
Similar to SISO and source separation scenarios, with only
a few pilot symbols, the CO-SB-CMA equalization achieves
better performance over the CO-CMA equalization.
VIII. CONCLUSIONS
We formulated various blind channel equalization and
source separation costs utilizing only fourth order and second
order statistics into convex semi-definite optimization using
real-valued data and parameters. Compared to the precedent
work in [21], our formulation is more compact and resource
saving, thereby, more efficient. We also proposed a post-
processing technique that is more suitable in practice. Our
formulation can be applied for signals of high-order QAM
constellation in general MIMO systems. The global solution is
found without requirement of having good initialization as the
conventional implementation using gradient descent method.
The number of data required for successfully equalizing the
channels or separating sources is low compared to other batch
algorithms making this method suitable for short packet trans-
mission under fast fading channels. We also proposed a fourth
order training based cost and form semi-blind algorithms.
Using only a few pilot symbols, the semi-blind algorithms
outperform the blind cost counterpart and other semi-blind
algorithms.
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APPENDIX A
In this appendix, we provide detail calculation for the cross-
correlation term Jcr,i,j . Note that, wi for i < j is already
known. First, we calculate the cross-correlation as a function
of vj = qvec (uj). Now∣∣E [yi (k) y∗j (k − l)]∣∣2 = ∣∣E [wHi x (k)xH (k − l)wj]∣∣2
=
∣∣wHi E [x (k)xH (k − l)]wj∣∣2 .
(66)
Since wi is known, we can pre-calculate pi,l =(
wHi E
[
x (k)xH (k − l)
])H
. Let
pr,i,l =
[
Re
{
pTi,l
}
Im
{
pTi,l
} ]T
,
pTi,i,l =
[
Im
{
pTi,l
}
−Re
{
pTi,l
} ]T
,
we have∣∣E [yi (k) y∗j (k − l)]∣∣2 = ∣∣pHi,lwj∣∣2
= uTj
(
pr,i,lp
T
r,i,l + pi,i,lp
T
i,i,l
)
uj
= qTi,lvj (67)
with qi,l = svec
(
pr,i,lp
T
r,i,l + pi,i,lp
T
i,i,l
)
. Therefore
j−1∑
i=1
Jcr,i,j =
j−1∑
i=1
δ∑
l=0
qTi,lvj
= qTj vj (68)
where qj =
j−1∑
i=1
δ∑
l=0
qi,l.
APPENDIX B
In this appendix, we present the details of calculation for
Ct, bt, at in Section V.
Since
uTxt(p)x
T
t (q)u = u
Txt(q)x
T
t (p)u
= uT
[
xt(p)x
T
t (q)
2
+
xt(q)x
T
t (p)
2
]
u,
we can write
Jt =
2Lt∑
p=1
2Lt∑
q=p
[
X T (p, q)v − st(p)st(q)
]2 (69)
where X (p, q) = svec
(
xt(p)x
T
t (q)
2 +
xt(q)x
T
t (p)
2
)
.
The cost can be written as the second order function of v:
Jt =
2Lt∑
p=1
2Lt∑
q=p
vTX (p, q)X T (p, q)v (70)
−
2Lt∑
p=1
2Lt∑
q=p
2st(p)st(q)X
T (p, q)v +
2Lt∑
p=1
2Lt∑
q=p
st(p)st(q)
= vTCtv − btv + at (71)
where
Ct =
2Lt∑
p=1
2Lt∑
q=p
X (p, q)X T (p, q), (72)
bt =
2Lt∑
p=1
2Lt∑
q=p
2st(p)st(q)X
T (p, q), (73)
at =
2Lt∑
p=1
2Lt∑
q=p
st(p)st(q). (74)
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