We characterize conjugate nonparametric Bayesian models as projective limits of conjugate, finite-dimensional Bayesian models. In particular, we identify a large class of nonparametric models representable as infinite-dimensional analogues of exponential family distributions and their canonical conjugate priors. This class contains most models studied in the literature, including Dirichlet processes and Gaussian process regression models. To derive these results, we introduce a representation of infinite-dimensional Bayesian models by projective limits of regular conditional probabilities. We show under which conditions the nonparametric model itself, its sufficient statistics, and -if they exist -conjugate updates of the posterior are projective limits of their respective finite-dimensional counterparts. The results are illustrated both by application to existing nonparametric models and by construction of a model on infinite permutations.
1. Introduction. Nonparametric Bayesian statistics effectively revolves around a small number of fundamental models, including the Dirichlet process [16] , Gaussian process [50, 56] , beta process [25] and gamma process [16] . All these models have conjugate posteriors [55] . Since most nonparametric Bayesian models are derived from such fundamental, conjugate models, virtually all nonparametric Bayesian inference is based directly or indirectly on conjugacy. The objective of this work is to study the shared properties of fundamental models and to characterize the class of models admitting conjugate posteriors.
By nonparametric Bayesian model, we refer to a Bayesian model on an infinite-dimensional parameter space [21, 26, 55] . We do not a priori distinguish between discrete models (e.g. Dirichlet processes) and continuous models (e.g. Gaussian process regression). In addition to conjugacy, models such as the Gaussian and Dirichlet processes share another property, the existence of marginals in the exponential family. In the case of the Dirichlet process, there is a well-known connection between the two properties: Conjugacy of the nonparametric model can be derived directly from the conjugacy of the marginal, finite-dimensional Dirichlet priors [20] . We will show in the following how the vague but intuitively appealing link between conjugate posteriors and exponential family marginals in general nonparametric Bayesian models can be made precise. If an infinite-dimensional model is constructed from finite-dimensional marginal distributions, conjugacy of the marginals proves sufficient to guarantee a conjugate posterior of the nonparametric model.
The analysis of shared properties of models requires a shared representation, which leads almost inevitably to projective limits, i.e. the representation of a stochastic process by its finite-dimensional marginal distributions [9] . Most representations used in Bayesian nonparametrics are adapted to specific models -examples include Lévy processes, stick-breaking constructions [53] , transformed Poisson processes [17] , and normalized completely random measures [27] . The advantages of such model-specific representations are that they emphasize useful properties of the model in question, as well as their simplicity -more general representations tend to come at the price of more technical subtleties involved in their application. Possible choices for more general representations of probability measures are densities, characteristic functions and projective limits. Densities are not applicable for nonparametric Bayesian models, both for lack of a suitable translation-invariant carrier measure on infinite-dimensional space, and because some important models (such as the Dirichlet process) are not dominated [51] . Characteristic functions are ill-suited for the questions considered here, since they do not live on the actual sample space.
A projective limit (also called an inverse limit) assembles an infinitedimensional mathematical object from a family of finite-dimensional objects [7] [8] [9] . Projective limits of probability measures, i.e. Kolmogorov's extension theorem and its generalizations, are widely used in the construction of stochastic processes: A stochastic process with paths in an infinitedimensional space is represented in terms of its finite-dimensional marginals [28] . Since a projective limit representation is not sufficient to specify some important properties of sample paths, such as continuity of random functions or σ-additivity of random measures, we combine projective limits with the notion of a pullback under a suitable transformation mapping [19] . The pullback accounts for those almost sure properties of paths not expressible in terms of the projective limit.
Projective limits can be defined not only for measures, but also for sets, functions, and a wide variety of mathematical structures [7] [8] [9] 38] . This allows us to both define projective limits of conditional probabilities, and to apply the representation to sufficient statistics and other functions associated with a model. In this manner, we obtain a representation of a nonparametric Bayesian model in terms of a family of finite-dimensional "marginal" Bayesian models. The properties of the nonparametric model can be related directly to those of the parametric marginals. Application to the questions of sufficiency and conjugacy shows that both the sufficient statistics and the posterior updates of a nonparametric Bayesian model can be expressed in terms of their finite-dimensional counterparts. This result in particular establishes a large family of models -containing both the Gaussian and the Dirichlet process -which can be regarded as a nonparametric analogue of the exponential family, in a sense to be made precise in the ensuing discussion.
The results imply an approach to the construction from scratch of nonparametric Bayesian models on a wide range of domains. In this regard, an additional appeal of projective limits is the large number of such representations available in the mathematical literature, each of which may potentially be harvested for the purposes of Bayesian nonparametrics. Examples include the projective limit/pullback construction of continuous functions used in the construction of the Gaussian process [e.g. 2]; a variety of constructions of topological and algebraic objects discussed by Bourbaki [7, 8, 9] ; the construction of random coagulation and fragmentation processes [4] ; and recent constructions of infinite limits of permutations by Kerov et al. [31] , and of graph limits by Lovász and Szegedy [41] .
1.1. Summary of Results. Since projective limits are, by themselves, not capable of expressing all properties of stochastic processes such as the Dirichlet and Gaussian process, additional steps are required to obtain an applicable distribution. These steps and their formalization in the literature differ widely between models. Since our problem requires a unified formalism, we derive a representation in terms of a pullback of the projective limit under a measurable embedding. Intuitively, the stochastic process of interest is represented by uniquely encoding each of its paths as a path of the projective limit process. The resulting representation is applicable to all important nonparametric Bayesian models.
Projective limits and pullbacks preserve a variety of properties of functions and set functions. For example, projective limits and pullbacks obtained from injective functions are again injective functions. The same holds for continuous and measurable mappings, bijections, probability measures and regular conditional probabilities. Some of these facts are standard results, others are established in the following. In particular, we show:
(1) The countable projective limit of a projective family of probability kernels (regular conditional probabilities) on finite-dimensional spaces is a probability kernel on an infinite-dimensional space. The extension theorems of Kolmogorov and of Prokhorov can both be generalized along these lines (Theorem 1; Corollary 1). Similarly, the pullback of a probability kernel is again a probability kernel (Proposition 1).
A Bayesian model is defined by conditional probabilities. By application of the previous results to these conditionals, we obtain: (2) A projective limit can be applied directly to finite-dimensional Bayesian models, resulting in infinite-dimensional Bayesian models on the corresponding projective limit spaces (Sec. 4.2). Pullbacks also preserve the structure of the Bayesian model (Sec. 4.3) . Both operations commute with the computation of posteriors (Diagram (4.3)).
In other words, nonparametric Bayesian models can be directly constructed from finite-dimensional "marginal" Bayesian models. The construction is analogous to the construction of stochastic process measures by means of projective limits and pullbacks.
Since projective limits and pullbacks are applicable to measurable functions, they apply simultaneously to a model and its associated statistics.
(3) The projective limit of the sufficient statistics (resp. sufficient σ-algebras)
of the marginal models is a sufficient statistic (resp. sufficient σ-algebra) of the infinite-dimensional projective limit model (Sec. 5). We also show that, if the sufficient σ-algebras of the marginals are minimal, the projective limit σ-algebra is again minimal sufficient. This holds even if the projective limit model is undominated (Proposition 3).
The practical utility of conjugate Bayesian models is due to the representability of their posterior parameters as functions of the data and the model hyperparameters. We show that the structure and functional form of this update process carries over from the marginals to the nonparametric model.
(4) Projective limits and pullbacks of conjugate Bayesian models are conjugate, and in particular, the mapping to the posterior parameter of the infinite-dimensional model is the projective limit of the update mappings of the marginal models (Sec. 6). For the specific case in which the finite-dimensional marginals are conjugate exponential family models, we obtain a nonparametric analogue of the DiaconisYlvisaker representation [14] of conjugate parametric models (Corollary 2).
The results are illustrated by application to three concrete examples: Gaussian processes (Examples 2 and 3), Dirichlet processes (Example 1 and Sec. 7.1), and a Bayesian model on infinite permutations (Sec. 7.2).
1.2. Related Work. The application of projective limits to statistical models was pioneered by Lauritzen [39, 40] , to derive a family of parametric models which are defined by sequences (rather than averages) of sufficient statistics and generalize beyond exchangeable observations. In Lauritzen's work, the "dimensions" of the projective limit describe repeated observations from a parametric model, rather than dimensions of sample and parameter space as in our case. Nonetheless, if n observations in Lauritzen's "projective statistical fields" [40, Chapter IV] are interpreted as a sample of size n in a Bayesian nonparametric model, the projective limit aspects of Sec. 3 below can be regarded as an analogue of Lauritzen's projective fields for application to nonparametric Bayesian models.
Conjugate analysis in the finite-dimensional, parametric case, i.e. for dominated models, is the subject of a substantial literature [e.g. [12] [13] [14] . Bernardo and Smith [3] give a concise overview. It is also well known that almost all nonparametric Bayesian models are conjugate [55] ; if the model is undominated, Bayes' theorem is not applicable, and conjugacy is often the only way to represent the posterior. Other models indirectly rely on conjugacy: The popular Dirichlet process mixture model [1, Example 4] does not have a conjugate posterior, but is amenable to Gibbs sampling only because the Dirichlet process law of the mixing measure is conjugate. However, conjugacy of nonparametric Bayesian models has not so far been analyzed as a structural property, with one notable exception: In the special case of sequential independent increment processes, for which a class of models with exponential family marginals is discussed in detail by Küchler and Sørensen [35] , the existence of conjugate posteriors is studied by Magiera and Wilczyński [42] . Thibeaux and Jordan [54] draw on a similar insight and invoke a conjugacy argument to relate the Indian buffet process model of Griffiths and Ghahramani [22] to the beta process of Hjort [25] .
1.3. Outline. We develop a representation of stochastic processes suitable for our purposes in Sec. 2. Projective limits and pullbacks are then applied to conditional probabilities in Sec. 3, which facilitates their application to Bayesian models in Sec. 4 . From the representation of nonparametric Bayesian models so obtained, we derive results on their sufficient statistics in Sec. 5, and on conjugate posteriors in Sec. 6. Two detailed examples in Sec. 7 illustrate the approach and results. Since projective limits of functions and pullbacks of measures are not commonly used in statistics, a brief summary of relevant facts is provided in Appendix A.
1.4. Notation and Assumptions. All random variables are in the following assumed to share an abstract probability space (Ω, A, P) as common domain. We will frequently have to distinguish spaces of different dimensions, which are indexed by subscripts as X I , T J , etc. All mappings, σ-fields and other quantities on these spaces are indexed accordingly. We use superscripts x (j) I to denote elements of sequences or repetitive observations. For any measure ν, a superscript ν * indicates the corresponding outer measure. Observations are generally assumed exchangeable. Topological spaces are assumed to be Polish spaces, i.e. complete, separable and metrizable spaces, unless expressly stated otherwise. We refer to a measurable space as standard Borel if it is the Borel space generated by a Polish topology. As the underlying spaces are Polish, all conditional probabilities P [X|C] are assumed to be regular conditional probabilities (probability kernels).
2. Construction of Stochastic Processes. We will briefly survey the construction of stochastic processes and introduce some relevant definitions. The presentation assumes familiarity with the terminology of projective limits, which is used here in the sense of Bourbaki [7, 8, 9] . A more detailed summary of projective limits and pullbacks is given in Appendix A.
2.1. Projective Limit Notation. Let (D, ) be a partially ordered, directed set. We assume D to be countable throughout. Let X I , B I , f JI I J∈D , or X I , B I , f JI D for short, be a projective system of topological measurable spaces indexed by D. That is, X I are topological spaces, B I their Borel σ-algebras, and f JI : X J → X I are continuous generalized projections; the mappings are called generalized projections if they satisfy
Denote by X D the projective limit space. The mappings f JI induce a family of unique generalized projection mappings f I : X D → X I . The space X D is endowed with the smallest topology Top D which makes all f I continuous. Top D is called the projective limit topology, and generates the projective limit Borel σ-algebra B D . A family P I D of probability measures on the spaces X I is called projective if f JI (P J ) = P I whenever I J. By the extension theorem of Kolmogorov and Bochner (App. A, Theorem 4), any projective family defines a unique probability measure P D on (X D , B D ) which satisfies P I = f I (P D ) for all I ∈ D. We refer to this measure, also denoted P D = lim ← − P I D , as the projective limit of P I D , and to the measures P I as the marginals of P D . Intuitively, the measures P I are probability distributions on finite-dimensional spaces, and P D is a joint distribution of a stochastic process X I D on the infinite-dimensional space X D .
The projective limit space X D is a subset of the product space I∈D X I . If pr I denotes the canonical projection onto X I in the product space, the canonical mappings f I are the restrictions f I = pr I | X D . It is often useful to regard the elements x D of X D as functions x D : D → ∪ I∈D X I , or more precisely, as functions on D taking values x(I) ∈ X I . In the context of nonparametric Bayesian estimation, the indices I ∈ D may be thought of as covariates or sets of covariates and the function values x I = x(I) as measurements, if X D represents the observation space of the model. If X D is a parameter space, continuous real-valued functions x D may represent regressors, set functions x D may represent density estimates, etc.
Stochastic Processes.
A stochastic process is in general a collection X I D of random variables, indexed by an infinite set D. Hence, if P D = lim ← − P I D is a projective limit measure with marginals P I , the family X I D of random variables distributed according to the measures P I is a stochastic process indexed by D. Conversely, any stochastic process can in principle be regarded as the projective limit of its marginals on suitably chosen subspaces. However, constructions of stochastic processes as projective limits have to address two fundamental technical problems: . In other words, unless D is countable, singletons are not measurable in the projective limit space, and the projective limit measure P D is not useful for most applications. (b) Infinitary properties of sample paths. If the spaces X I in the projective system are finite-dimensional, the projective limit construction can only express properties of the random functions x D that are finitary, such as non-negativity or monotonicity of real-valued functions, or finite additivity of set functions.
Problem (a) means, for example, that projective limits can directly define a useful measure on functions Q → R, but not on functions R → R, since the space R R of all functions R → R has uncountable dimension. Problem (b) implies, for example, that a projective limit construction of random set functions can define a sample space consisting of all charges (finitely additive probabilities), but not a sample space containing exactly all probability measures, which would require the projective limit to express countable additivity. Both problems (a) and (b) can be jointly addressed in an elegant manner by means of pullbacks under suitable functions. Given a space X , a measure space (Y, B Y , ν) and a function J : X → Y, the pullback of ν under J is the measureν on (X , J −1 B Y ) satisfying J (ν) = ν. The pullback measure ν is uniquely defined whenever the image J (X ) ⊂ Y has full outer measure under ν, that is if ν * (J (X )) = ν(Y) -see App. A.2 for more details. The most common example of a pullback is the restriction of a measure to a (possibly non-measurable) subspace, in which case X ⊂ Y is an arbitrary subset and J : X → Y the canonical inclusion map. The σ-algebra J −1 B Y is then precisely the subspace σ-algebra B Y ∩ X . Hence, if ν is a probability measure on Y, and if the subspace has outer measure ν * (X ) = 1, the pullback ν exists and is the restriction of ν to (X , B Y ∩ X ).
To construct stochastic processes, we will specifically consider pullbacks under embedding maps. Let φ :X → X be a mapping between topological spaces. Such a mapping is called an embedding if, regarded as a mapping onto its image, it is a homeomorphism. Analogously, we refer to φ as a Borel embedding if it constitutes a Borel isomorphism of its domain and its image (Γ, B(X ) ∩ Γ). A definition of a stochastic process suitable for our questions in Bayesian nonparametrics is the following: Definition 1. Let (X , B(X ),P ) be a topological measure space and X I , B I , P I D a projective system of standard Borel spaces with countable, directed index set D. ThenP is called a countably representable stochastic process if it is the pullback of the projective limit measure
To be asymptotically identifiable, a model can have at most a countable number of degrees of freedom, which motivates the restriction to sample paths of countable complexity implicit in Definition 1: The indices I ∈ D of a projective limit can be thought of as dimensions or degrees of freedom. Hence, the sample spaceX of a stochastic process with countably many degrees of freedom can be embedded into a suitably chosen projective limit space X D with countable index set.
The special case in which ν is a projective limit measure on an uncountable product space Y := X D , constructed from Euclidean spaces X I = R I , and X is e.g. the subset of continuous functions, is known in stochastic process theory as "Doob's separability theorem". In this case, the pullbackν is called a "separable modification" of ν [15] . The index set D is the set of all finite subsets of the "separant", a dense countable subset of R + . See also [5, Chapter 38] .
The intuition that sample paths ofP (the elements ofX ) are uniquely represented by their embeddings into X D can be helpful in establishing that a given mapping φ is indeed a Borel embedding: Suppose that a measurable map φ is given. Example 1 (Dirichlet process). Suppose thatP is a Dirichlet process DP (αG 0 ) over a standard Borel space (V, B V ). The spaces X I can be chosen as finite-dimensional simplices I ⊂ R I , indexed by measurable partitions I = (A 1 , . . . , A |I| ) of the space V . The marginals P I (X I ) are Dirichlet distributions on the simplices. The projective limit is the space of all charges defined on a specific countable algebra Q ⊂ B V which generates B V . The spacẽ X is the space of all probability measures on B V , and its image Γ = φ(X ) is the set of probability measures on the subalgebra Q. For a given measurẽ x on B V , the image φ(x) is the restriction ofx to Q. By the Carathéodory extension theorem, φ is injective. Whether P D admits a pullback under φ depends on the parametrization of the marginals: If G 0 is a charge on Q, and each Dirichlet marginal has parameter α · f I (G 0 ) for some fixed α > 0, the Dirichlet distributions form a projective family. The projective limit satisfies P * D (Γ) = 1 if and only if G 0 is countably additive. Sec. 7.1 revisits this example in detail.
Example 2 (Gaussian Process). To obtain a Gaussian process measure on the setX := C(R + , R) of continuous functions R + → R, a projective limit is constructed as follows: Choose D as the set of all finite subsets I of Q + , ordered by inclusion, and define X I := i∈I R. Let f JI := pr JI be the coordinate projections in Euclidean space, and P I D a projective family of multivariate Gaussian distributions. The projective limit space is X D = R Q + , and the projective limit measure P D can be regarded as a discrete-time Gaussian process indexed by Q + . We embedX into Q + by means of the restriction map φ :x →x| Q + . The mapping φ is a Borel isomorphism as required in Definition 1: As a canonical inclusion map, φ is continuous and hence measurable. Since the representation ofx by its restriction is unique, φ is injective. The σ-algebra φ −1 B D induced by φ on C(R + , R) coincides with the Borel σ-algebra generated by the topology of compact convergence [19, Section 454O] . Hence,X is standard Borel, and φ bimeasurable. The requirement P * D (X ) = 1 for the existence of the pullback measure is not generally satisfied for arbitrary Gaussian marginals P I . It can, however, be related to the parameters of the marginals. A prototypical result is Kolmogorov's continuity theorem [2, Theorem 39.3] : If the expectation under P D satisfies E[|X i − X j | α ] ≤ γ|i − j| β for all i, j ∈ Q + and any fixed α, β, γ ∈ R >0 , then P * D (C(R + , R)) = 1. An example to the contrary is obtained for marginals satisfying Cov[X i , X j ] = δ ij . The resulting Gaussian white noise process is almost surely discontinuous, and hence P * D (X ) = 1.
3. Projective Limits of Conditional Probabilities. In this section, we apply the projective limit approach to conditional probabilities. By means of Theorem 1 below, a conditional probability on an infinite-dimensional space can be assembled as a projective limit of conditional probabilities on finite-dimensional spaces, in a similar manner as a probability measure can be specified as a projective limit by means of the Kolmogorov-Bochner extension theorem.
3.1. Construction Results. Let X I , B I , f JI D be a projective system of standard Borel spaces. For each I ∈ D, let P I [X I |C I ] be a regular conditional probability on (X I , B I ). More precisely, X I : Ω → X I is a random variable, C I ⊂ A is a σ-subalgebra on the abstract probability space Ω, and
The projections f JI immediately generalize from probability measures to conditional probabilities by means of
The projector acts only on the first argument of the probability kernel.
To generalize the notion of a projective family, the second argument has to be taken into account as well: Consider a parametric family P I [X I |Θ I ], i.e. each C I is generated by a parameter random variable Θ I . Typically, if Θ J parametrizes a high-dimensional random variable X J and Θ I a lowerdimensional variable X I , we would assume the information contained in Θ I to be a subset of the information contained in Θ J . The concept can be expressed in very general terms by assuming that the σ-algebras C I are ordered in accordance with the index set, i.e. C I ⊂ C J whenever I J. In analogy to the index set, we refer to such an ordered family of σ-algebras as directed.
Definition 2 (Projective family of conditional probabilities). Let C I D be a directed family of σ-algebras. A family P I [X I |C I ] D of probability kernels on the the projective system X I ,
Projectivity of conditionals is a stronger condition than projectivity of measures: We have P (A) = Ω P [A|C](ω)dP(ω) for any C ⊂ A, and hence
. Therefore, projective conditionals imply projective measures, but the converse only holds under additional conditions (cf Lemma 2) . If the conditional distributions of random variables X I are projective given one directed family of σ-algebras, the same may be not true for another family, so the conditional projector is effectively parametrized by the family C I D .
Theorem 1 (Projective limits of conditional probabilities). Let E be a countable directed set. Let P I [X I |C I ] D be a projective family of probability kernels on a projective system X I , B I , f JI D of Polish measurable spaces. Then there exists a unique (up to equivalence) probability kernel, denoted
and is measurable with respect to C D := σ(C I ; I ∈ D). 
The regular conditional probabilities P I [X I |C I ] can be regarded as a family of random measures, i.e. as measurable mappings P I : Ω → M (X I ) defined by ω → P I [X I |C I ](ω). To prove Theorem 1, we argue that this family is projective (in the sense of App. A, Lemma 9), with the desired conditional probability P D [X D |C I ] as its projective limit. However, we have to account for the fact projectivity of the mappings holds only almost everywhere.
Denote by M (X I ) the set of probability measures on X I . The continuous mappings f JI induce, by means of
. With respect to these projectors, the measurable mappings P I : Ω → M (X I ) are projective almost everywhere: For any pair I J of indices, (3.2) holds up to a null set N JI ⊂ Ω of exceptions. Write N := ∪ I J N JI for the aggregate null set, N C := Ω \ N for its complement. The restricted mappings
C -measurable mappings, and by Lemma 1 have a unique, measurable
. This mapping satisfies
The first identity is due to the definition of projective limit mappings; the second follows by observing that, for any
is a projective family of probability measures with projective limit measure P \N D (ω). As a countable projective limit of Polish spaces, X D is Polish, and so is
is a regular conditional probability on X D , and satisfies (3.3) P-almost everywhere.
Like projective limits, pullbacks generalize from measures to conditional probabilities.
Proposition 1 (Pullback of regular conditional probabilities). Let P [X|C]
be a regular conditional probability on a standard Borel space X . LetX be a Hausdorff space, φ :X → X injective, andB := φ −1 B(X ) the induced σ-algebra onX . Denote byΩ ⊂ Ω the set of all ω satisfying
is a probability kernel onX , and can be regarded as a regular conditional probability of the random variableX :
Clearly,Ω may be empty. A pullback construction of a model will therefore typically involve a result characterizing eitherΩ or a subset ofΩ. The characterization is usually expressed as the image ofΩ under a suitable parameter random variable, i.e. as a result describing a set of "parameter values" for which the model concentrates onX . An example of such a characterization is the Kolmogorov continuity theorem mentioned in Example 2: The Gaussian process in the example can be parametrized by its mean and covariance functions, and the theorem specifies a subset of parameter for which the pullback exists. Lemma 5, 6 and 8 in Sec. 7 are further examples of such results.
Proof. SinceB is the σ-algebra induced by φ and φ is injective, the inverse φ −1 is automatically measurable with respect to B(X ) ∩ φ(X ), so the restriction of the mapping φ −1 •X is indeed a validX -valued random variable onΩ. The result follows by a simple point-wise application of pullbacks to the measures
The combination of Theorem 1 and Lemma 1 results in a two-stage approach to the construction of regular conditional probabilities, analogous to the two-stage construction of stochastic processes in the sense of Definition 1: First construct a suitable projective limit
, and then pull back to a (possibly non-measurable) subspaceX ⊂ X D , or to a spaceX embedded into X D by a Borel embedding φ.
Both steps can be combined into a single step under an additional assumption -namely that the embedding ofX , i.e. the image φ(X ), is actually measurable in X D . The extension result obtained for this case can be regarded as a conditional probability analogue of the well-known projective limit theorem of Prokhorov 
Then there is a unique (up to equivalence) probability kernelP 
under φ, and hence a conditional probability givenC D = C D ∩Ω.
In the following sections, we will derive a number of results on how certain statistical properties of conditional models are preserved under projective limits and pullbacks. For conditional probabilities constructed by means of the Corollary, statement (2) makes all these results immediately applicable, since the constructed probability kernelP [ . |C D ] can effectively be decomposed into the projective limit P D [ . |C D ] and a subsequent pullback.
Proof. For almost all ω ∈Ω, the measures P I [ . |C I ](ω) form a projective family and satisfy the Prokhorov condition. Since the spaces X I are Polish, each of these measures is a Radon measure. By Prokhorov's theorem [9, IX.4.2], there is a unique Radon probability measure ν ω onX satisfying φ I (ν ω ) = P I [ . |C I ](ω). By the Kolmogorov-Bochner extension theorem (App. A, Theorem 4), there is also a unique projective limit prob-
. Therefore, the pullback under φ exists, and by uniqueness has to coincide with ν ω almost everywhere.
The induced conditional probabilitiesP [ . |C D ] onX are regular, since measurability in ω carries over from X D under the pullback. This is remarkable in so far as virtually no requirements are imposed upon the spaceX -in particular, the topology ofX need not admit a countable subbaseand conditional probabilities onX need not be regular in general. In other words, much as the Radon regularity of measures on a space which supports non-Radon probability measures is induced by the marginals, so is regularity of the conditional. 
Proof. By the properties of conditional independence,
See [28, Proposition 6.6] . Application to the definition of projectivity yields (3.8)
We recall that projectivity of conditional probabilities P I [X I |Θ I ] as in (3.2) implies projectivity of the corresponding unconditional measures P I = X I (P). Lemma 2 gives a necessary and sufficient condition for the converse to hold as well: If the σ-algebras C I are generated by parameter variables Θ I , (3.6) takes the form X I ⊥ ⊥ Θ I Θ J . For a fixed I, the criterion demands thatgiven full knowledge of Θ I -information about the parameters corresponding to any other dimensions will not change our mind about X I . If this is true for any I, the family is conditionally projective. The lemma implies a similar result by Lauritzen [40, IV, 3 .1] on sufficient statistics: Since (3.6) is a necessary condition, any sufficient statistics S I D satisfy X I ⊥ ⊥ S I S J if the family of models is known to be projective.
In practice, a candidate family of finite-dimensional conditionals can be expected to be defined by densities, with respect to some family ν I D of carrier measures. The next criterion addresses the special case where the projective system consists of product spaces X I = i∈I X {i} as in Example 2, and hence f JI = pr JI . The carrier measures are then typically product measures, and proving that the family is projective involves an application of Fubini's theorem. The following criterion makes this step generic.
be a family of conditional probabilities on a projective system i∈I X {i} , ⊗ i∈I B {i} , pr JI D , where each X I is Polish. Require: (1) For all I ∈ D, the conditional density p I of P I [X I |Θ I ] with respect to a carrier measure ν I on X I exists. (2) The carrier measures are product measures ν I = ⊗ i∈I ν {i} . Then the family P I [X I |Θ I ] of conditionals is projective if and only if (3.9)
The use of J \ I as an index is justified by the fact that D consists of all finite subsets of a given set, and is ordered by inclusion. Therefore, I J implies J \ I ∈ D.
Proof. First suppose condition (3.9) is satisfied. Denote by p I (x I |θ I ) the conditional density of P I [X I |Θ I ]. By Fubini's theorem,
for all θ J up to a null set, which establishes the "if" implication. Conversely, assume that the family is projective. Abbreviate a(
, and for all A I ∈ B I , (3.11)
The first identity is simply projectivity, the second one follows from the fact that a( . , θ J ) is B I -measurable by Tonelli's theorem. Since a and p integrate identically over all A I and are B I -measurable, a( . , θ J ) = p I ( . |pr JI θ J ) holds ν I -a.s.
Application to Bayesian Models.
The results of the previous section provide the formal means of defining projective limits of Bayesian models, since a Bayesian model is completely defined by a pair of conditional probabilities. Combination of such projective limits with pullbacks under Borel embeddings allows us to represent nonparametric Bayesian models by projective families of finite-dimensional Bayesian models. Since the term "parametric model" is often associated with finite-dimensional or dominated models, we will instead use the term "parametrized" to describe a statistical model indexed by a parameter, regardless of whether the dimension of the parameter is finite or infinite.
4.1. Parametrized and Bayesian Models. We briefly recall the formal notion of model and parameter; a detailed discussion is given by Schervish [51, Ch. 1.5.5]. Let X : Ω → X be a random variable with values in a Polish space X , such that P ∞ = X ∞ (P) is exchangeable. Let M (X ) be the set of probability measures on X , and denote by F : X ∞ → M (X ) the mapping induced by the empirical measure. Let Ψ be a parametric index, i.e. a bimeasurable mapping from the image (F • X ∞ )(Ω) ⊂ M (X ) onto a measurable space (T , B T ). Then the derived random variable Θ := Ψ • F • X ∞ is called a parameter, and we call the regular conditional probability P [X|Θ] a parametrized model. In summary,
where the set P := {P [X|Θ = θ] | θ ∈ T } is the model P [X|Θ] regarded as a family of measures. The assumption that X is Polish guarantees both the existence of regular conditional probabilities on X and the validity of de Finetti's theorem [28, Theorem 11.10] . The theorem in turn implies a law of large numbers, which guarantees convergence lim n F n (X n ) → X(P) of the empirical measure in the weak * topology on M (X ), and hence ensures that F is well-defined.
The parameter random variable Θ induces an image measure P θ = Θ(P) on the parameter space (T , B T ). For any given abstract random event ω ∈ Ω, the corresponding value θ = Θ(ω) of the parameter is completely determined by X ∞ (ω), as the image under Ψ • F . The partial information about Θ(ω) contained in a finite sample X n (ω) = x n can be conditioned on as
is referred to as a prior distribution, P [X|Θ] as a sampling model or likelihood, and P θ [Θ|X] as the posterior under observation X. Additionally, the prior can be represented as a parametrized model P θ [Θ|Y = y], where Y is a hyperparameter. We refer to the whole system summarily as the Bayesian model defined by P [X|Θ] and P θ [Θ|Y ]. For our purposes, it is sufficient to assume that the prior is the "true" prior, i.e. the actual image measure under Θ. If the sampling model is dominated, Bayes' theorem is applicable, and the posterior can be represented by the density p(x|θ) p(x) with respect to the prior. For undominated models, notably the Dirichlet process, some alternative to Bayes' theorem is required. In Bayesian nonparametrics, this alternative is usually conjugacy (Sec. 6).
Application of Projective Limits.
Suppose that, for a projective system of sample spaces X I , f JI D , a parametrized model is given on each space: Each object in (4.1), except for the abstract probability space Ω, is equipped with an index I.
Hence, if the conditional probabilities P I [ . |Θ I ] defining the parametrized models P I are projective, we obtain
. By applying a projective limit to all spaces, mappings and conditionals indexed by I in (4.2), we obtain a projective limit system of the form (4.1) -with each quantity indexed by D, respectively. The resulting diagram again constitutes a parametrized model. We refer to this model as a projective limit model in the following.
The definition immediately carries over to Bayesian models: A projective system of Bayesian models is defined by three projective systems of standard Borel spaces 
In other words, we obtain the same posterior regardless of whether we (i) take projective limits of the finite-dimensional models and then compute the infinite-dimensional posterior, or (ii) compute all finite-dimensional posteriors under marginal observations and take the projective limit.
Application of Pullbacks.
Pullbacks can be applied to parametrized and Bayesian models in a manner largely analogous to projective limits. However, the pullback in general results in a restriction of the abstract probability space: If a probability measure P = X(P) is pulled back under an injective map φ :X → X , the resulting random variableX = φ −1 •X is only defined onΩ := X −1 φ(X ). As a subset of the abstract probability space,Ω can always be assumed measurable, and we will for simplicity assume that it is not a null set. The corresponding restrictionP of the abstract probability measure P is the conditionalP( . ) = P[ . |Ω], i.e. the abstract probability space underlying the pullback measureP =X(P) is (Ω, A ∩Ω,P).
Consider the parametrized model P [X|Θ] described by (4.1). In this case, the entire diagram (4.1) may be pulled back to obtaiñ
The pullback is applicable only for those values Θ = θ with P * [X |Θ = θ] = 1. LetT ⊂ T be the set of such values. Denote the corresponding set of pullbacksP. The restrictionΩ induced by the pullback is represented in the diagram by the canonical inclusion mapping J Ω . The mappingsX,F andΨ are the restrictions of the mappings X, F and Ψ to the respective restricted domains. Whenever θ ∈T , we writeP [ . |Θ = θ] for the pullback measure of
This notation as a model parametrized byΘ is justified by the following lemma.
is a regular conditional probability ofX given the random variableΘ :=Ψ •F •X ∞ , i.e. a regular version ofP[X ∈Ã|σ(Θ)](ω).
The pullback of an integrable function preserves the integral (cf. (A.4)). Hence,
For a Bayesian model, the pullback is consecutively applied to the sampling model and to the prior. The pullback of P [X|Θ] induces a restriction of the parameter space from T toT . Lemma 4 guarantees that the induced random variableΘ is indeed the parameter variable of the resulting model. The prior family P θ [Θ|Y ] can hence be pulled back under J T . The pullback exists for all y ∈ Y with outer measure P θ, * [T |Y = y] = 1, which in turn, by another application of Lemma 4, induces a restriction of the hyperparameter space toỸ ⊂ Y.
Nonparametric Evaluation.
The term nonparametric Bayesian model usually implies that a set of finite-dimensional measurements are explained by a posterior distribution on an infinite-dimensional parameter spaceT . In some models, the sampling distributionP [X|Θ] is chosen to generate finitedimensional values given an instanceθ of the infinite-dimensional parameter variableΘ; the Dirichlet process construction in Sec. 7.1 is an example of such a model, where e.g.X = R andθ is a probability measure on R. For other models, such as the Gaussian process, it may be more convenient to assume that finite-dimensional measurements are censored observations of infinite-dimensional random quantities. Which of these assumptions is appropriate, and how a posterior is to be computed under censored observations, depends on the model in question.
The setting can in general be formalized as follows. Let I 1 , . . . , I n ∈ D be index sets, and suppose measurements x I j ∈ X I j are reported for j = 1, . . . , n. The nonparametric Bayesian model explains these measurements as being generated by (i) drawingθ from the prior distribution; (ii) generating n samplesX (1) , . . . ,X (n) fromP [X|Θ =θ]; and finally, (iii) censoring the samples as x I j = φ I jX (j) . Whether the index sets I j are fixed or generated at random does not affect the formalism, provided that their choice is stochastically independent of the random variables in the model. Since the censored observations x I j are represented as projections of separate instances X (1) ,X (2) , . . . , they are conditionally independent givenθ. Asymptotically, we recover eitherθ, or a censored version ofθ, depending on the index sets I j at which sample information is obtained.
5. Sufficient Statistics. The purpose of this section is to show that the application of sufficient statistics commutes with the application of projective limits and pullbacks. If each element of a projective family of parametrized models admits a sufficient statistic, the projective limit of these functions is a sufficient statistic for the projective limit model. Similarly, the pullback of the sufficient statistic is a sufficient statistic for the pullback model. Definition 3 (Sufficient statistic [23] ). Let P [X|Θ] be a regular conditional probability. A σ-algebra S ⊂ A is called sufficient for P [X|Θ] if there is a probability kernel k : A × Ω → [0, 1], such that (i) ω → k(B, ω) is S-measurable for all B ∈ B x , and (ii) for all B ∈ B(X ),
If S is sufficient and (U, B(U)) is a measurable Polish space, then a measurable mapping S : X → U is called a sufficient statistic
Theorem 2 (Sufficient σ-algebras and projective limits). Consider a projective limit model
For each I ∈ D, let S I ⊂ A be a sufficient σ-algebra for P I [X I |Θ I ]. Proof.
If
(1) We have to show that S D satisfies (5.1), which is equivalent to X I ⊥ ⊥ S I Θ I [28, Proposition 6.6]. We will draw on two properties of conditional independence: Consider two σ-algebras F and G. Firstly, if D is any countable set, and {C I } I∈D a family of σ-algebras, then
Since G is fixed, (5.2) is a direct consequence of the analogous result for unconditional independence [28, Corollary 2.7] . Secondly, suppose the index set D is a directed set and {C I } I∈D a directed family. Then for any fixed I 0 ∈ D, the following holds: . We need to derive a suitable kernel k I for each I ∈ D. By Lemma 2, the marginals satisfy X I ⊥ ⊥ Θ I Θ J , and hence X I ⊥ ⊥ (Θ I ,C) Θ J . Since trivially also X I ⊥ ⊥ (Θ I ,C) C, the chain rule yields X I ⊥ ⊥ (Θ I ,C) (Θ J , C). Again by Lemma 2, the latter implies
To make the construction of the sufficient statistics of a parametrized stochastic process fully compatible with the construction of the process itself requires an analogous result for pullbacks. .1) is satisfied if the integral ofk matches that of the conditional probability for each set in σ(Θ,X •S). LetC = C ∩Ω be any such set. As pullbacks preserve integrals in the sense of (A.4),
ThusS,k andP [X|Θ] satisfy (5.1), andS is sufficient forP [X|Θ].
We conclude this section with a result on minimality, i.e. the question whether a "smallest" sufficient σ-algebra exists for a given model. The concept is closely related to that of a minimal sufficient statistic -a sufficient statistic to which any statistic sufficient for the model can be reduced by transformation -but the two are not equivalent [37] .
Definition 4 (Minimal sufficient σ-algebra [37] ). A σ-algebra S 0 ⊂ A is called minimal sufficient for P [X|Θ] if it is sufficient, and if every other sufficient σ-algebra C satisfies:
Intuitively, minimality captures the idea that any σ-algebra C can only be sufficient for the model if it contains all information contained in S 0 (though this interpretation is inaccurate in the undominated case, as pointed out by Burkholder [10] ). However, instead of demanding S 0 ⊂ C, and hence that every set in S 0 is also in C, we only require that each set in S 0 be indistinguishable from a set in C under the resolution of the model.
A minimal sufficient σ-algebra always exists if the model P [X|Θ] in question is dominated. In undominated models, a sufficient σ-algebra can -rather contrary to intuition -be contained in a finer σ-algebra which is not sufficient, and a minimal sufficient σ-algebra need not exist [10] . However, as the following theorem shows, existence is guaranteed if the model is constructed as a projective limit from dominated marginals. This implies, for example, that the Dirichlet process on the line admits a minimal sufficient σ-algebra, even though it is undominated.
Proposition 3 (Minimal sufficiency). Suppose that each σ-algebra S I as specified in Theorem 2 is minimal sufficient for
Proof. S D is sufficient by Theorem 2; we have to verify (5.5). Let C ⊂ A be any sufficient σ-algebra for
. By Theorem 2, C is sufficient for all P I [X I |Θ I ], which implies that (5.5) is satisfied if A ∈ ∪ I S I . For the general case A ∈ S D , observe that the set system ∪ I S I is both an algebra and a generator of S D . By the basic theorem on approximation of a measure on a subalgebra [2, Theorem 5.7]), any set A ∈ S D can hence be approximated by a sequence of sets A n ∈ ∪ I S I such that lim n P[A n A|Θ = θ] = 0. Since each A n satisfies (5.5), there is a corresponding set C n ∈ C such that P[A n C n |Θ = θ] = 0. Then lim n P[A C n |Θ = θ] = 0, and therefore P[A ∪ n C n |Θ = θ] = 0. Since C is a σ-algebra, ∪ n C n ∈ C, and A satisfies (5.5) for C := ∪ n C n .
6. Conjugacy. The posterior of a Bayesian model is a regular conditional probability, and always exists if the model is defined on Polish spaces. However, since the abstract components of the model -the probability space (Ω, A, P) and the random variables X and Θ -are not given explicitly, there is in general no way to deduce the posterior from the sampling distribution and the prior. The problem is solved by Bayes' theorem whenever the sampling distribution is dominated, i.e. if P [X|Θ] has a conditional density [51, Theorem 1.31 ]. This need not be the case in the infinite-dimensional setting of Bayesian nonparametrics. For a certain class of Bayesian models, so-called conjugate models, the posterior can be specified without appealing to Bayes' theorem. Virtually all nonparametric Bayesian models studied in the literature are of this type (see e.g. [55] ). Apparently, any Bayesian model admits the identity T (n) := Id X n ×Y as a trivial posterior index. By (6.2), a conjugate posterior is "in the same family" as the prior, a model property commonly referred to as closure under sampling [47] .
In a projective system, we have to consider a family of spaces W I as the respective ranges of the posterior indices (T (n) I ) n . As for the hyperparameter spaces Y I , we will denote the projectors on these spaces by h JI , since W I and Y I are either subsets of one another, or can without loss of generality be assumed to be contained in a common superspace. The following theorem states that the posterior updates of a nonparametric Bayesian model have the same "functional form" as those of its finite-dimensional marginals. It also implies that conjugacy of the model requires conjugate marginals. 
Let (T (n)

I
) n be posterior indices and projective, i.e.
Then the mappings T 
(Proof: App. B.)
Consequently, a conjugate nonparametric Bayesian model can only be obtained from marginals which are closed under sampling. Dropping either of the two assumptions in the theorem -that the model is defined as a projective limit and that the canonical mappings be surjective -does not lift this restriction. If the model is not explicitly assumed to be a projective limit, a family of marginals can always be obtained by defining Θ I := g I Θ D and
The components so obtained form projective families with the initial model as their limit, and the theorem is applicable. Similarly, if the canonical mappings are not assumed surjective, we simply obtain a more technical statement of the theorem which requires closure under sampling on the images of the canonical mappings. The generalization obtained in this way is trivial, since all measures used in the construction have to concentrate on these images. We also note, in the context of part (2) , that the projectors pr I in a countable product of Polish spaces are always open mappings.
Similar to projective limits, pullbacks preserve conjugacy:
Proposition 4 (Pullbacks of conjugate models). Let the Bayesian model specified by P [X|Θ] and P θ [Θ|Y ] be conjugate, with posterior index (T (n) ) n . LetP [X|Θ] andP θ [Θ|Ỹ ] be the respective pullbacks under J X and J T . Then the Bayesian model specified byP [X|Θ] andP θ [Θ|Ỹ ] is conjugate, with posterior index given by the pullbacks of (T (n) ) n as
Proof. As an arbitrary subset of a Polish space,T is separable, but not in general Polish, and conditional probabilities are not guaranteed to be regular. Since the pullback is defined by restriction, which preserves measurability,P θ (Θ|Ỹ ) nonetheless constitutes a well-defined regular conditional probability. Lemma 4 ensures that the spacesX ,T andỸ all correspond to the same subsetΩ of the abstract probability space. Equation (6.5) is an immediate consequence of the definitions of posterior indices and pullbacks of parametric models.
As an example of the previous results, we consider one of the most widely used Bayesian nonparametric models, a Gaussian process model for regression under uniform measurement noise [50, 56] . The purpose of the example is to provide concrete illustration of the abstract quantities above, and we sacrifice rigor for brevity and refer to Sec. 7 for more detailed constructions. To obtain a valid model on L 2 [0, 1] as a pullback of the Gaussian projective limits on X D and T D , we need to know that the models assign outer measure 1 to the subset Γ = 2 (cf. Sec. 4.3). Gaussian processes with realizations in 2 -or, in our terminology, Gaussian projective limits which satisfy P * D ( 2 ) = 1 -are characterized by a well-known result [36, Theorem 3.2]: Denote by S( 2 ) the set of all positive definite Hermitian operators on 2 of "trace class", i.e. with finite trace tr(Σ) < ∞. The Gaussian projective limit P D satisfies P * D ( 2 ) = 1 if and only if there are m ∈ 2 and Σ ∈ S( 2 ) such that
To define a Bayesian model, we chooseT =X , T D = X D and g I = f I . To define a projective family of priors, let m ∈ 2 , Σ ∈ S 2 , and define the measures P θ I (Θ I |Y I ) as the Gaussian measures on T I = R I with means g I (m) and covariance matrices (g I ⊗ g I )(Σ). The hyperparameter spaces are therefore Y I := R I × Sym(I, R), where Sym(I, R) is the symmetric cone of real-valued |I|×|I| s.p.d. matrices. The projector J → I on the latter deletes all rows and columns indexed by elements of J \ I. For the white-noise observation model, let I ∈ S( 2 ) be the identity operator. Each marginal is chosen as the Gaussian conditional P I [X I |Θ I ; I], i.e. conditional on the random mean Θ I for fixed unit covariance. The priors form a projective family of measures and the observation models, by Lemma 3, a projective family of conditional distributions. A conjugate posterior index of the model is given by
Since the covariance of the observation model is the fixed identity matrix I I , it is not a hyperparameter, and hence formally part of the definition of the mapping rather than an argument.
The posterior indexT (n) of the nonparametric model can be constructed as follows. We define a candidate function which mimics the functional form of the finite-dimensional posterior indices T (n) I : Forx ∈ n 2 ,m ∈ 2 and Σ ∈ S( 2 ), define a mapping n 2 × 2 × S( 2 ) → 2 × S( 2 ) as
It is straightforward to verify that (i) the maps T is projective (i.e. satisfies (A.2)). Therefore,T (n) indeed coincides with the unique projective limit map on the relevant subspace n 2 × 2 ×S 2 of the projective limit space. By Theorem 3, the projective limit model is conjugate. SinceT (n) maps n 2 × 2 × S 2 into 2 × S 2 , the posterior again assigns full outer measure to 2 = φ(L 2 [0, 1]). By Theorem 4, the pullback of the model under φ is a conjugate Gaussian process model on 2 . The sufficient statistics S I = Id R I of the marginals are trivially projective, and by Theorem 2 and Proposition 2, the pullbackS = Id 2 of their projective limit is a sufficient statistic of the Gaussian process model.
Since conjugacy in parametric models is, with few exceptions, a property of exponential family models, we can interpret most conjugate nonparametric Bayesian models as infinite-dimensional analogues of the exponential family. Conjugate priors of exponential family models are characterized by a linear arithmetic in parameter space, as shown by Diaconis and Ylvisaker [14] . In particular, suppose that the marginals P I [X I |Θ I ] and P θ I [Θ I |Y I ] are exponential family marginals with canonical conjugate priors. With respect to suitable carrier measures on the spaces X I and T I , the marginals are then defined by conditional densities
The function S I : X I → U I is a sufficient statistic. Its range is a Polish topological vector space U I , which contains the parameter space T I as a subspace, and is equipped with an inner product . , . . H I denotes a non-negative function, and Z I , K I are normalization functions. The prior is parametrized by λ ∈ R + , which determines concentration, and γ I ∈ conv(S I (X I )), the convex hull of the image of S I . In our previous notation, the Bayesian model defined by (6.7) has hyperparameter space Y I := R + × U I , with y I = (λ, γ I ). .4),
is a conjugate posterior index of the pullback model.
An example of such a posterior is the Dirichlet process on the line with concentration α and base measure G 0 , for which posterior parameters are updated under observations v (1) , . . . , v (n) as
The next section covers this example in detail. The Gaussian process regression above is an instance of Corollary 2 as well, although our formulation in Example 3 uses the standard parametrization of the Gaussian, rather than an exponential family parametrization adapted to (6.9).
7. Examples. Two detailed construction examples are given in this section to illustrate our results: The well-known Dirichlet process [16, 32] , and a new nonparametric Bayesian model on the infinite symmetric group. The steps of both constructions are (i) the definition of projective systems to obtain X D and T D , (ii) the definition of finite-dimensional priors and likelihoods for each I ∈ D to define a projective limit Bayesian model, and (iii) a pullback step to ensure that the models concentrate on the desired subspace of interest -the set of probability measures and the infinite symmetric group, respectively. By means of the results in Secs. 5 and 6, sufficiency and conjugacy properties of the models can then be read off from the properties of the marginals. 7.1. Dirichlet Process Priors. In this example,P θ is a Dirichlet process andP its conjugate observation model. The domain of the Dirichlet process is assumed to be a Polish measurable space (V, B V ), i.e. random measures drawn from the process are convex combinations of the form
7.1.1. Projective System. The finite-dimensional marginals will be Dirichlet and multinomial distributions. Ferguson [16] noted that a particularly intuitive way to index such distributions is to choose each I ∈ D as a finite, measurable partition I = (A 1 , . . . , A |I| ) of V . The |I|-dimensional Dirichlet distribution P θ I can then be interpreted as a random measure on the finite σ-algebra σ(I) generated by the sets in I. Let H(B V ) be the set of all finite partitions I = (A 1 , . . . , A |I| ) with A i ∈ B V . This set is itself not an adequate choice for D, since it is uncountable unless V is finite. However, since V is Polish, there exists a countable algebra Q ⊂ B V which generates B V . Any probability measure on B V can, by Carathéodory's extension theorem, be unambiguously represented by its restriction to Q. Bearing this in mind, we define D := H(Q) as the set of finite partitions with A i ∈ Q. A partial order on D is defined by I J if and only if I ∩ J = J, that is, if J is a refinement of the partition I.
For each index I = (A 1 , . . . , A m I ) in D, the marginal spaces are chosen as the spaces corresponding to a Dirichlet-multinomial Bayesian model over m I categories: Let the parameter space T I be the set of probability distributions on the σ-algebra generated by I, i.e. the unit simplex I ⊂ R I . The hyperparameter space of a Dirichlet model on I is Y I := R >0 × I .
To define the observation spaces X I , we interpret the sets A i ∈ I as categories or "bins" of a multinomial distribution. A sample in category A i can be encoded as {X I = A i }. Hence, X I takes values in X I := I. Both the topology Top I and Borel sets B I on X I are generated by the singleton events
To define suitable projectors, consider a pair I J of indices, where I = (A 1 , . . . , A m I ) and J = (A 1 , . . . , A m J ). Any set A i ∈ I is the union of some sets in J, hence A i = ∪ j∈J i A j for some J i ⊂ [m J ]. Let θ J ∈ J be a finite probability distribution and A j ∈ J. We define
In words, for any coarsening of a finite set of events J to I, f JI maps A j to the coarser event containing it, and g JI sums the corresponding probabilities. Since the model is of conjugate exponential family type, the projections x D = {C I ∈ I|I ∈ D, C I ⊃ C J whenever I J} .
Whereas a draw from X I selects a single random set C I ∈ I, a draw from X D selects one random set C I for each I. A single, "smallest" set can be associated with each x D ∈ X D by defining lim x D := ∩ I C I . Unlike the constituent sets C I , the set lim x D is not in general an element of Q, and we have
In particular, the proof of Lemma 6 below shows that the set {lim x D |x D ∈ X D } contains all singleton {v} for points v ∈ V , which are not contained in the countable set Q. In analogy to the interpretation of X I as an event A i ∈ I, we can interpret
The projective limit T D of parameter spaces is the set of all charges, i.e. of finitely additive probabilities on the algebra Q. The space (T D , B(T D )) contains the set M (Q) of countably additive probability measures as a measurable subset [45, Proposition 9] . For any set function G ∈ T D , the canonical maps g I : T D → I are the evaluations G → (G(A 1 ), . . . , G(A m I ). The fact that the space M (Q) cannot directly be defined as a projective limit of finite-dimensional simplices is an example for the projective limit's ability to encode a finitary property (finite additivity), but not an infinitary one (countable additivity). .7), with parameters (λ, γ I ) := (λ, αG I ), where α ∈ R + controls concentration and an G I ∈ I is the expected value. Since log Z I (θ I ) = 0 for the Dirichlet distribution, the value of λ does not affect the model and is henceforth omitted. Though α controls the concentration of the model, it acts linearly on θ I , in contrast to the nonlinear influence of λ on other conjugate priors. It is easy to show that the multinomial and Dirichlet families so defined form a projective family of Bayesian models if and only if the hyperparameters are chosen consistently as γ I := α · g I G 0 for a fixed α ∈ R + and some G 0 ∈ T D .
Pullback to M (V ). What remains to be done is to ensure that the Dirichlet process prior
defines a measure on the set of probability measures.
Lemma 5 (Proof: App. C). If V is Polish, the countable generating algebra Q ⊂ B V can be chosen such that, for any charge G 0 on Q,
In other words, the prior concentrates on countably additive set functions if and only if its hyperparameter is countably additive. We obtain a corresponding concentration result for the sampling model:
Lemma 6 (Proof: App. C). Define a relation φ ⊂ V × X D by means of
Lemma 6 provides a suitable embedding φ for the pullback of
. For the prior, let J T : M (V ) → T D be the mapping which takes a probability measure ν on B V to its restriction on Q. By the Carathéodory extension theorem, J T is injective. Since both M (V ) and the Borel subset M (Q) ⊂ T D are standard Borel spaces, J T is a Borel embedding (cf Sec. 2.2). We set X := {{v}|v ∈ V }, which we identify with V , and chooseT = M (V ) as parameter space andỸ := R + × M (V ) as hyperparameter space. We do not show here that draws from the Dirichlet process are almost surely discrete, and instead refer to [20] .
Sufficient statistics of the marginal models can be defined as S I : I → I with A i → δ {A i } , i.e. the event {X I = A i } is mapped to a point mass at the singleton {A i } ∈ B I . DefineS : V → M (V ) by v → δ {v} . For any v ∈ V and any I ∈ D, there is a unique A i ∈ I with v ∈ A i . Hence,
since g I • J T maps ν ∈ M (V ) to its evaluation on the partition I, and f I • φ maps v ∈ V to the event A i in I containing v. Therefore, S I is a pullback of the projective limit S D = lim ← − S I D . By Theorem 2 and Proposition 2,S is a sufficient statistic for the pullback model. By Theorem 3 and Proposition 4, the pullback model is conjugate. In summary:
Corollary 3. The pullback Bayesian model defined byP [X|Θ] and P θ [Θ|Ỹ ] is a conjugate Bayesian model with hyperparameter space R >0 × M (V ), parameter space {ν ∈ M (V )|ν discrete}, and sample space V . The posterior index under n observationsx (1) , . . . ,x (n) ∈ V is
andS : v → δ {v} is a sufficient statistics of the model.
The measureP θ [Θ|Ỹ = (α, G 0 )] is, in the terminology of nonparametric Bayesian statistics, a Dirichlet process with concentration α and base measure G 0 .
A Nonparametric Model on Permutations.
In this second example, the observationsx are elements of the infinite symmetric group S ∞ , and the parameters are sequencesθ ∈ R ∞ satisfying a certain convergence condition. The infinite symmetric group is the set of all permutations of the set N which change an arbitrary but finite number of elements.
Models on such infinite permutations are of potential interest in two contexts: (1) Rank data is modeled by permutations, and a nonparametric approach to ranking problems motivates models on infinite permutations. In parametric rank data analysis, models for "partial" data, i.e. data in which part of each ranking is censored, are used to model "rank your favorite r items out of a total of n items" [18] . In this case, n is the order of the underlying symmetric group S n , and r the number of uncensored positions. Meilȃ and Bao [44] observe that positing a given set of n items to choose from makes most partial ranking tasks artificial. They suggest a nonparametric model on S ∞ to represent more realistic tasks ("rank your favorite r movies", as opposed to "rank your favorite r out of these n movies").
(2) The cycles of an infinite permutation induce a partition of N, and random permutations hence induce random partitions. The most prominent example of such a model is without doubt the Chinese Restaurant Process, proposed by Pitman and Dubins as a distribution on infinite random permutations with uniform marginals [46] .
To construct a Bayesian model on S ∞ by means of a projective limit, we draw on a beautiful construction recently proposed in representation theory by Kerov, Olshanski, and Vershik [30, 31] . This approach constructs a compactification S of S ∞ as a projective limit of finite symmetric groups; Kerov et al. [31] refer to the elements of S as "virtual permutations". We construct a Bayesian model by endowing each of the finite groups with a parametric model based on the Cayley distance, due to Fligner and Verducci [18] . We then give conditions under which the projective limit concentrates on the subset S ∞ . 7.2.1. Projective Limits of Symmetric Groups. The projective limit of Kerov et al. [31] assembles the symmetric groups S 1 , S 2 , . . . sequentially, and we hence choose the index set D = {[n]|n ∈ N}, ordered by inclusion. To define a projective system, we need a suitable notion of projection mappings. Given the choice of D, it is sufficient to consider mappings f JI for J = [n + 1] and I = [n], which we more conveniently denote f n+1,n . Intuitively, the projection should remove the entry n + 1 from permutations in S n+1 -which raises the question of how to consistently delete n + 1 from, say, to obtain a valid element of S 3 . An appropriate projector can be defined as follows. Any permutation π ∈ S n admits a unique representation of the form
where k i are natural numbers with k i ≤ i, and σ i (j) denotes the transposition of i and j. Hence, the vector (k 1 , . . . , k n ) is an encoding of π. Let ψ n be the corresponding mapping defined by ψ n : π → (k 1 , . . . , k n ). Due to the constraint k i ≤ i, which makes the encoding of π unique, the mapping is a bijection S n → m≤n [m], and a homeomorphism of Polish spaces if both S n and the image space are endowed with the discrete topology. On the encoding ψ n π, we can easily define a natural projection by deleting the last element, i.e. as (k 1 , . . . , k n , k n+1 ) → (k 1 , . . . , k n ), which is just the product space projector pr [n+1] [n] The projectors f n+1,n are then chosen as the induced mappings on the groups, hence f n+1,n :
• ψ n+1 . The following diagram commutes:
The projectors f n+1,n have a natural group-theoretic interpretation: They remove the element n + 1 from the cycle containing it. Intuitively speaking, application of σ k 1 (1), . . . , σ kn (n) from the left consecutively constructs the cycles of π ∈ S n+1 , pending insertion of the final element n + 1 into its respective cycle. This last step is ommitted by deleting σ k n+1 (n + 1). The definition of f n+1,n is consistent with the Chinese Restaurant Process [46] : The image measure of the CRP marginal distribution on S n+1 under f n+1,n is the CRP marginal on S n . The projections f n+1,n determine (X D , Top D ) := lim ← − S n , Top n , f n+1,n D . In the projective limit topology Top D , X D is totally disconnected and compact. In analogy to the finite groups, X D is homeomorphic to the product space m∈N k 2 , . . . ). The infinite symmetric group S ∞ is a dense countable subset of X D . Unlike S ∞ , the space X D is not a group, whereas conversely, S ∞ is not compact. The projective limit X D can thus be regarded as an abstract compactification of S ∞ . Elements π ∈ X D are representable in the form
and can be interpreted as operations that iteratively permute pairs of elements ad infinitum. If and only if π ∈ S ∞ , this process "breaks off" after a finite number n of steps, and the encoding of π is of the form ψ(π) = (k 1 , . . . , k n , n + 1, n + 2, . . . ).
Distance-Based Models.
A widely used class of probability distributions on finite symmetric groups are location-scale models of the form
where d is a metric on S n . Such models are commonly referred to as distancebased models in the rank data literature. Fligner and Verducci [18] considered the intersection of this class with another type of model: Let W (1) , . . . , W (k) be a set of statistics on S n such that the random variables W (1) (π), . . . , W (k) (π) are independent if π is distributed uniformly. Define a parametric model on S n as
The moment-generating function M (θ) of this model is the product M (θ) = j M (j) (θ (j) ) over the moment-generating functions M (j) of the variables W (j) (π). Hence, the partition function Z(θ) of the model factorizes as
, and the statistics W (j) (π) are independent random variables if π is distributed uniformly. Fligner and Verducci [18] show that this independence is preserved if the model p(π|θ) is substituted for the uniform distribution. The models (7.11) coincide with distance-based models of the form (7.10) whenever the metric d(π, π 0 ), for π 0 the neutral permutation and π uniform on S n , is decomposable as a sum of independent random variables d(π, π 0 ) = j W (j) (π). The decomposable metrics considered in [18] are the Kendall metric and the Cayley metric. We will consider the Cayley metric d C (π, π ) in the following, defined as the minimal number of (not necessarily adjacent) transpositions required to transform π into π . For the neutral permutation π 0 , this metric satisfies d C (π, π 0 ) = (n − #cycles(π)). Consequently, d C can be decomposed into a sum of statistics which count the positions in π, but discount one element of each cycle. We hence choose The definition differs slightly from the one given by Fligner and Verducci [18] , who discount the largest element on each cycle instead. The smallest element is a more adequate choice in the context of nonparametric constructions, as it is well-defined for infinite cycles. Independence of the variables W (j) is easily verified by constructing a uniform random permutation π by means of n iterations of the Chinese Restaurant Process: In step j, element j is inserted into the current permutation by uniformly sampling U ∈ [j]. If U = j, the element is placed on a new cycle. Otherwise, it is inserted to the immediate right of element U on the respective cycle. The variables W (j) are hence indeed independent and Bernoulli distributed. Since only U = j creates a new cycle, the Bernoulli parameters are j−1 j . The natural conjugate prior P θ n of the generalized Cayley model on S n is given by the conditional measure P θ n [Θ n |Y n ] with density
By means of Lemma 3, we can show:
are projective families of conditional distributions.
As projective limits of the two families, we obtain the regular conditional probabilities
on the projective limit space X D = S of virtual permutations, and
7.2.3. Pullback to S ∞ . For nonparametric applications, infinite random permutations are of particular interest, i.e. observations generated by the model should almost surely take values X D ∈ S ∞ . The model constructed above can be guaranteed to concentrate on S ∞ by a suitable choice of pullbacks.
Because the pullback model is supposed to concentrate on S ∞ , the Borel embedding φ should be the canonical inclusion φ : S ∞ → S. The form of the corresponding embedding J T on parameter space is less apparent: We observe that an infinite permutation π is in S ∞ if and only if the infinite sequence (W (j) ) j contains only a finite number of ones. For a given parameter θ (j) , the probability that W (j) (π) = 1 is
and we define a mapping q : R N → (0, 1) N by q(θ) := (q j (θ j )) j∈N . By the Borel-Cantelli lemma, only a finite number of W (j) take value one if and only if q(θ) ∈ 1 (cf. proof of Lemma 8). Let J 1 be the canonical inclusion
A pullback of the model under φ and J T is justified by the following concentration result:
Lemma 8 (Proof: App. C). With φ and J T defined as above:
1. The mappings φ and J T are Borel embeddings.
The entire projective limit Bayesian model can therefore be pulled back under φ and J T in the sense of (4.4). The pullback model, given by conditionalsP [X|Θ] andP θ [Θ|Ỹ ], is parametrized by hyperparameter sequences γ D satisfying q(γ D ) 1 < ∞. The parameter variableΘ almost surely takes values θ satisfying q(θ) 1 < ∞, and the observation variable satisfiesX ∈ S ∞ almost surely. The sufficient statistics S I = S n of the finite-dimensional models, matching the exponential family representation (6.7), are simply given by S (j) (π) = −W (j) (π). By Theorem 2 and Proposition 2, a sufficient statistic S : S ∞ → {0, 1} N of the pullback model is therefore given by the countable vectorS(π) with componentsS (j) (π) = I{k j = j} − 1. By Theorems 3 and 4, the model is conjugate. In summary:
Corollary 4. The pullbacksP [X|Θ] andP θ [Θ|Ỹ ] define a projective limit Bayesian model with hyperparameter space R >0 ×T , parameter spacẽ T , and observation space S ∞ . The sequenceS with componentsS (j) (π) = I{k j = j} − 1 is a sufficient statistic of the model, and posterior updates under observations π n = (π (1) , . . . , π (n) ), with π (j) ∈ S ∞ , are given by
Intuitively, the parameter θ (j) describes an element-wise concentration. If all elements of θ I are negative in the finite-dimensional model, the expected value of P I [X I |Θ I = θ I ] is an anti-mode [18] . The larger the value of θ (j) , the higher the cost of deviation from the neutral permutation at position j. If such a deviation is observed in π, W (j) (π) = 1, and (7.16) describes a decrease of the expected concentration at j in the posterior.
The definition of the sufficient statistics used here closely follows the customary presentation in the rank data literature. Alternatively, the model could be expressed (with a different partition function) in terms of sufficient statistics S (j) (π) = I{k j = j}, which emphasizes the close relation of the model to the representation (7.7). Similarly, it may be useful to reparametrize the model by ϑ := q(θ), such that concentration on S ∞ occurs for convergent parameter sequences. In its present form, the parameter sequence has to diverge instead -concentration on S ∞ requires W (j) = 0 eventually, and since the variables W (j) are independent, this occurs almost surely only for diverging concentration parameters.
8. Discussion. Our results show that conjugate nonparametric Bayesian models, when represented as projective limits, reflect much of the structure of their parametric counterparts. In particular, their sufficient statistics and the updates of posterior parameters are projective limits, and hence the precise infinite-dimensional analogues, of the respective functions associated with the marginals. 8.1. Implications for Model Construction. The results suggest a construction approach for conjugate nonparametric models roughly analogous to the parametric case: On a given type of data, define a sufficient statistic measuring those properties of the data considered important; define the corresponding exponential family model and its canonical conjugate prior; and extend these to an infinite-dimensional model by means of a projective limit and a pullback. In many cases, such constructions may draw on existing projective limit constructions from various fields of mathematics, and on well-studied exponential family models to be used as marginals. The construction in The main technical hurdles in such a construction are the definition of a suitable projective system, and the proof of existence of the pullback. The latter step can usually be expected to be the more demanding one, since our representation uses the pullback as a convenient general way to formalize almost sure properties of the random paths of a stochastic process. This formalization is particularly useful for our purposes, as it allows to establish results on sufficiency and conjugacy assuming that the pullback exists for a suitable subset of parameters. Actually verifying its existence for a given model, however, may involve any of the subtleties of stochastic process theory. As examples such as the Dirichlet process demonstrate, there is often a compellingly simple intuition as to how a stochastic process model behaves, but establishing the mathematical accuracy of this intuition can pose technical challenges.
8.2.
Interactions in the Posterior. We close with a heuristic observation that may warrant rigorous investigation in the future. If a few exceptional cases are neglected for the sake of argument, our results imply roughly speaking that the class of conjugate nonparametric Bayesian models corresponds to those with conjugate exponential family marginals, and hence to those admitting a representation of the form (6.9). The posterior updates of the marginals are described by sufficient statistics whose image has fixed, finite dimension. For the nonparametric model, these updates can be interpreted as follows: Suppose the sufficient statistics S I are bivariate, as for example in covariance estimation. Censored observations are obtained for index sets I 1 , I 2 , · · · ∈ D. In the posterior, an observation at I j can affect all dimensions J ∈ D, through any sufficient statistic S K with I j , J K. However, even if an infinite number of repeated observations is obtained for one and the same I j ∈ D, the interactions described by each individual S K affect only a finite subset of posterior dimensions. There may be interesting connections here to a family of results known as Pitman-Koopman theory: Under suitable regularity conditions, a parametric model admits a sufficient statistic of dimension finitely bounded with respect to sample size if and only if it is an exponential family model [e.g. 24]. Similar results have been obtained for certain types of Lévy processes [33, 34] . In summary, it may be possible to characterize conjugate nonparametric Bayesian models as models for which the complexity of interactions in the posterior is finitely bounded, in a manner which remains to be made precise.
APPENDIX A: PROJECTIVE LIMITS AND PULLBACKS
Both projective limits (inverse limits) and pullbacks are standard techniques in pure mathematics, and projective limits of probability measures are widely used in probability theory. Since neither is a standard topic in statistics, though, this appendix provides a brief survey of some relevant definitions and results.
A comprehensive reference on general projective limits is Bourbaki's Elements of mathematics; see Bourbaki [7, 8] for projective limits of spaces and functions. Key references on projective limits of measures are Bourbaki [9] , Rao [48, 49] A.1. Projective Systems and their Limits. A projective limit assembles a mathematical object from a system of simpler objects. The assembled object may be an infinite-dimensional space constructed from finitedimensional subspaces, a group constructed from subgroups, a measure assembled from its marginals, or a function defined by combining functions on subspaces. How the objects are "glued together" is defined by specifying a system of mappings, denoted f JI in the following, which connect "larger" objects to "smaller" ones. These mappings generalize the notion of a projection in a product space. The notion of "larger" and "smaller" is defined in terms of a partial order on the set D of object indices. To admit a proper definition of a limit, and hence of an extension to infinity, the index set needs to be directed.
Let D be a set and a partial order relation on D. The set is called directed if for any two elements I, J ∈ D, there is a K ∈ D such that I K and J K. Let {X I } I∈D be a family of sets indexed by a directed set D. Require that for any pair I J in D, there is a generalized projection mapping f JI : X J → X I , i.e. a mapping satisfying (2.1). Then {X I , f JI |I J ∈ D}, in short X I , f JI D , is called a projective system. Define a space X D as follows: Let {x I |I ∈ D} be a collection consisting of a single point each from the spaces X I , for which (A.1)
Identify any such collection with a point x D , and let X D be the set of all such points. Then X D is called the projective limit of the system. The functions f I : X D → X I defined by x D → x I are called canonical mappings.
The projective limit X D is a subset of the product space I∈D X I . We write pr I for the canonical projection pr I : I∈D X I → X I . The canonical mappings are just the restrictions f I = pr I | X D of the projections to the projective limit space. The product space may be interpreted as the set of all functions x with domain D that take values x(I) ∈ X I . Consequently, the projective limit space is precisely the subset of those functions which commute with the mappings f JI , in the sense that x(I) = (f JI • x)(J) whenever I J.
If the spaces X I are endowed with additional structure, and if the canonical mappings f JI are chosen to preserve this structure under preimages, a corresponding structure is induced on the projective limit space. Two examples relevant in the following are topological and measurable spaces. Suppose that each space X I carries a topology Top I and a σ-algebra B I . The system X I , Top I , f JI D is called a projective system of topological spaces if each f JI is Top J -Top I -continuous. The projective limit topology Top D is defined as Top D := Top(f I ; I ∈ D), the coarsest topology which makes all canonical mappings f I continuous. Analogously, X I , B I , f JI D is projective system of measurable spaces if the f JI are measurable, and B D := σ(f I ; I ∈ D) is called the projective limit σ-algebra. If the σ-algebras are the Borel sets generated by the topologies Top I , then B D = σ(Top D ). The general theme is that the mappings f JI are chosen to be compatible with the structure defined on the spaces X I , and the projective limit structure is the one generated by the canonical maps f I . In a similar manner, projective limits can be defined for a range of other structures, such as groups (with homomorphisms f JI ), etc.
Suppose now that two families of spaces X I D and Y I D are jointly indexed by the same directed set D, and connected by a family w I D of mappings. If the mappings commute with the projection maps, they define a projective limit mapping between the respective projective limit spaces. 
A number of useful properties of mappings are preserved under projective limits [7, 8] In a similar manner, projective limits can be defined for set functions, and in particular for probability measures P I . The domains X I of the maps w I above are replaced by the σ-algebras B I , and the ranges Y I by [0, 1]. We denote by f JI (P J ) the image measure under projection, i.e. f JI (P J ) = P J •f −1 JI .
Theorem 4 (Kolmogorov; Bochner [6] ). Let X I , B I , f JI D be a projective system of Polish measurable spaces with countable index set D, and P I D a family of probability measures on these spaces. If the measures commute with projection, that is if f JI (P J ) = P I whenever I J, there exists a uniquely defined probability measure P D on the projective limit space
The image measure f JI (P J ) is referred to as a marginal of P J , and whenever X I ⊂ X J is exactly the subspace marginal of P J on X I . The theorem generalizes to the case of uncountable index sets, but then requires additional conditions to ensure X D = ∅. The most commonly used condition is Bochner's "sequential maximality" [6] . Kolmogorov originally proved the theorem for product spaces, for which sequential maximality is automatically satisfied.
A.2. Pullbacks of Measures and Functions. Projective limit constructions of stochastic processes raise two problems: One is the effective restriction to countable index sets. The other is that a construction from finite-dimensional marginals can only express properties of the constructed random functions that are verifiable at finite subsets of points (such as nonnegativity), but not infinitary properties (such as continuity, or countable additivity of set functions). Both problems can be addressed simultaneously by means of a pullback, defined via the following existence result. The arguably most important application of pullbacks of measures is the restriction of a measure to a non-measurable subspace: Let X ⊂ Y be an arbitrary subspace, and ν a measure on Y. If the subspace has full outer measure ν * (X ) = ν(Y), the measure ν has a uniquely defined pullbackν under the canonical inclusion map X → Y. The measure ν lives on the the measurable space (X , B y ∩ X ), and assigns measureν(A ∩ X ) = ν(A) to each intersection of a measurable set A ∈ B Y with X . Hence,ν can be regarded as the restriction of ν to X .
As for measures, pullbacks can be defined for functions. Let J X :X → X and J Y :Ỹ → Y be two functions. A pullback of a function f : X → Y is any functionf :X →Ỹ for which the following diagram commutes:
Conversely, iff is given, any function f for which the diagram commutes is called a pushforward off .
The definitions of pullbacks for measures and functions are compatible, in the sense that the simultaneous pullback of a measure and an integrable function under the same mapping preserves the integral: Let Y =Ỹ = R, and let (X, C, ν) be a measure space such that J XX has full outer measure ν * (J XX ) = ν(X ). Let f be C-measurable, non-negative and ν-integrable. Thenf is J −1 X C-measurable andν-integrable. Since ν is the image measure ofν under J X , (A.4)
Therefore, (T The proof of the lemma draws on the concept of a selector [e.g. 29] . For a given correspondence (equivalence relation) R on a product set A × B, a selector is function β : A → B with f (a) ∈ R(a), i.e. an assignment which transforms the set-valued map a → R(a) into a function by selecting a single element of the set R(a) for each a. In our case, the correspondence of interest is the preimage J −1 X . A selector can be constructed for any correspondence by invoking the axiom of choice, but will in general be too complicated to be of any use. Under additional regularity conditions on the correspondence and the underlying spaces, the selection theorem of Kuratowski and RyllNardzewski [29] guarantees the existence of a Borel-measurable selector.
Proof of Lemma 11. By the selection theorem [29, Theorem 12.16 ], a correspondence between Polish spaces admits a measurable selector if it is weakly measurable and its values are closed non-empty sets. We have to show that J X is measurable, and in particular weakly measurable sinceX is Polish. The singletons are closed, hence by continuity, J −1 X x is closed, and as a preimage non-empty. We note that the analogous result for pullbacks instead of pushforwards follows mutatis mutandis.
Proof of (2) . Let k D be the kernel corresponding to the posterior index (T To verify (C.3), first observe that for any v ∈ V , there is a decreasing sequence of sets Q n ∈ Q with lim Q n = {v}. To see this, recall the definition of Q: The algebra is generated by compact balls centered at the points in the subset U ⊂ V . Since U is dense, there is a sequence u n ∈ U with lim u n = v and d(u n , v) < 1 2n . Set Q n :=B(u n , 1 2n ). Hence, v ∈ Q n for all n, and v ∈ lim u n . On the other hand,B(u n , {v}. Given such a sequence (Q n ) n , there is a sequence I 1 I 2 . . . of partitions in D such that Q n ∈ I n for all n. In the representation x D = {C I |I ∈ D}, we therefore have C In = Q n . For x D = φ(v i ),
Proof of Lemma 7. To show that both P n [π n |Θ n ]
are projective families of conditional distributions, we appeal to Lemma 3.
First consider the models P n [π n |Θ n ]. For π n = σ k 1 (1) · · · σ kn (n), the preimage f −1 n+1,n π n consists of the permutations π n+1 = σ k 1 (1) · · · σ kn (n)σ m (n + 1) for m = 1, . . . , n + 1. For the sampling distributions, fix θ n+1 ∈ T n+1 , and let θ n = pr n+1,n θ n+1 . Then
n+1,n π n |Θ n+1 = θ n+1 ] =P n [π n |Θ n = θ n ] ( n m=1 e −θ (n+1) ) + 1 1 + ne −θ (n+1) =P n [π n |Θ n = θ n ] (C.5) Lemma 3 requires a product space structure of the sample space and is thus not directly applicable on the groups S n . However, the encodings ψ n map into a product space, and we may equivalently consider the image measures ψ n (P n ) on m≤n [m] . By (C.5), the image measures under ψ n satisfy (C.6) pr n+1,n • ψ n+1 (P n+1 [ . |Θ n+1 = θ n+1 ]) = ψ n (P n [ . |Θ n = θ n ]) which establishes (3.9). By Lemma 3, the images form a projective family of conditional probabilities under the projections pr n+1,n , and hence by (7.8), so do P n [π n |Θ n ] under f n+1,n . For the priors, which are defined on the product spaces R n−1 , Lemma 3 can be applied directly. Since Z n = j Z (j) , the partition function K n factorizes as K n (λ, γ n ) = j K (j) (λ, γ (j) ). The projection (pr n+1,n P θ n+1 )[Θ n |Y n ] therefore has density p θ n (θ n |λ, γ n )e θ (n+1) γ (n+1) −λ log Z (n+1) (θ (n+1) ) K (n+1) (λ, γ (n+1) ) dθ (n+1) = p θ n (θ n |λ, γ n ) , which establishes (3.9). Hence, P θ n [Θ n |λ, γ n ] is a projective family of conditionals by Lemma 3.
Proof of Lemma 8.
(1) As a canonical inclusion, φ is an embedding and hence a Borel embedding. Regarding J T , first note that the mapping q : R N → (0, 1) N is injective and continuous, hence measurable. Its image 1 (0, 1) is a subset of the Polish space (0, 1) N , and since convergence of a sequence in (0, 1) N is a measurable event in the tail σ-algebra, 1 (0, 1) is Borel and hence itself Polish. As a mapping onto its image, q is surjective, and as a measurable bijection between Polish spaces, it has a measurable inverse. Since J 1 is again a canonical inclusion, the composition J T = J 1 •q is a Borel embedding. (2) A virtual permutation π is an element of S ∞ if and only if j W (j) (π) < ∞. If this is the case, all but a finite number of entries of π form their own cycle, and hence π ∈ S ∞ . If the sum diverges, at least one cyclic set contains an infinite number of elements. The random variables W (j) (π) are independent under the model. Hence, by the Borel-Cantelli lemma, the sum converges if and only if the sum of probabilities Pr{W (j) (π) = 1} converges, i.e. if q(θ) ∈ 1 , and hence if θ ∈T . 
