Here we study a new kind of linear integral equations for a relativistic quantummechanical two-particle wave function ψ(x 1 , x 2 ), where x 1 , x 2 are spacetime points. In the case of retarded interaction, these integral equations are of Volterra-type in the in the time variables, i.e., they involve a time integration from 0 to t i = x 0 i , i = 1, 2. They are interesting not only in view of their applications in physics, but also because of the following mathematical features: (a) time and space variables are more interrelated than in normal time-dependent problems, (b) the integral kernels are singular, and the structure of these singularities is non-trivial, (c) they feature time delay. We formulate a number of examples of such equations for scalar wave functions and prove existence and uniqueness of solutions for them. We also point out open mathematical problems.
Introduction
The basic motivation of this paper is to present a new class of integral equations arising from relativistic quantum physics. The existence of solutions for these equations is not obvious, and we describe an approach that allows for proofs of existence and uniqueness results for simple examples from that class.
The straightforward extension of the concept of a quantum mechanical wave function to the relativistic case, due to Dirac [1] (and in different form to Tomonaga [2] and Schwinger [3] ), uses wave functions that, for N particles, are functions of N space-time points, i.e.,
Here, R 1,d stands for (1+d)-dimensional Minkowski spacetime, k ∈ N depends on the type of particles described by ψ and x i = (t i , x i ) ∈ R 1,d with x i ∈ R d . Because of the occurrence of N time coordinates t i , ψ has been termed a multi-time wave function [4] . The usual single-time wave function ϕ(t, x 1 , ..., x N ) is straightforwardly contained in ψ as the special case of equal times, i.e., ϕ(t, x 1 , ..., x N ) = ψ(t, x 1 , ..., t, x N ), while ψ is a manifestly Lorentz-covariant object. Apart from being needed for Lorentz invariance, the N time coordinates also make a new type of evolution equation possible that includes direct interactions between the particles. Since interaction cannot occur faster than light in a relativistic setting, these interactions need to have a retarded effect, with a time delay proportional to the distance; that is, the interaction should take place along light cones, as in the Wheeler-Feynman formulation of classical electromagnetism [5] . As detailed in [6] , starting from the reformulation of the usual Schrödinger equation for N = 2 as an integral equation, a natural generalization of the equation to the relativistic case leads to the following class of multitime integral equations:
ψ(x 1 , x 2 ) = ψ free (x 1 , x 2 )+λ dV (x 1 ) dV (x 2 ) G 1 (x 1 −x 1 )G 2 (x 2 −x 2 )K(x 1 , x 2 )ψ(x 1 , x 2 ).
(2) Here, ψ free (x 1 , x 2 ) is a given solution of free (i.e., non-interacting) relativistic wave equations such as the Klein-Gordon (KG) equation or the Dirac equation in each spacetime variable x 1 , x 2 . We shall focus on the KG equation for which we have
free (x 1 , x 2 ) = 0, i = 1, 2.
Here, i = ∂ 2 t i − ∆ i denotes the wave operator acting on x i . Furthermore, G 1 , G 2 are Green's functions of these equations, λ ∈ R is a coupling constant, dV (x i ), i = 1, 2 are the (1+d)-dimensional spacetime volume elements, the integrals run over R 1,d and K(x 1 , x 2 ) is the so-called interaction kernel.
Eq. (2) defines the class of integral equations that this paper is about. We shall give more details in Sec. 2 and refer to [6] for details about physical background and motivation.
Another source of motivation for studying (2) is that similar equations can heuristically be derived from quantum field theory (QFT) for the description of bound states of two particles. In fact, the well-known Bethe-Salpeter (BS) equation [7, 8] is of the form (2) with a distribution-valued K.
So far, relativistic two-particle wave functions have almost exclusively been considered (a) in the non-interacting case when the task reduces to solving well-known free equations such as (3) , and (b) in the interacting case with recourse to QFT (see [9] ). Even if one is only interested in the two-particle wave function ψ(x 1 , x 2 ), the QFT dynamics nevertheless involves a Fock space function, i.e., a collection of n-particle wave functions ψ (n) (x 1 , ..., x n ) for every n ∈ N. Eq. (2), by contrast, only involves one function of eight variables instead of a set of infinitely many functions, each of 4n variables. Even more importantly, QFT typically faces the problem of ultra-violet divergences. That means, some of the expressions involved in QFT do not make sense when taken literally but are divergent [10] . As we shall demonstrate here, Eq. (2), by contrast, makes sense as it stands and leads to a wellposed initial value problem. Besides, our proof of the existence and uniqueness of solutions is based on an iteration scheme that might serve as the basis of numerical algorithms. Moreover, also the feature that (2) allows to express direct interactions with time delay is new compared to the existing approaches (apart from the BS equation, see [6] for a discussion).
In the mathematical literature, integral equations of the form (2) have, to the best of our knowledge, not been systematically analyzed before. 1 Several points make the task challenging:
1 Note that several works in the physics literature on the BS equation study (special) solutions of that equation (see e.g. [11] [12] [13] [14] [15] [16] and references therein). However, these works seem to be of limited significance for the mathematical theory of (2), for the following reasons. Several of the works use a Wick rotation [11] 2 )ϕ = 0. However, a transformation back to the original equation is not attempted (and may well not always be possible). In addition, some of these works set ψ free = 0. The same step here would lead to only the trivial 1. Non-trivial time dependence. Because of the structure
integral transformations in the two time coordinates do not render the problem simple. In particular, the problem cannot easily be reduced to a time-independent one.
2. Infinite domains. The domain of integration occurring in (2) is R 1,d × R 1,d . That means, in order for the integral to exist, the integrand needs to have a certain dropoff behavior at infinity, e.g., has to be in L 1 . However, as the Green's functions of the relevant wave equations do not decay particularly fast, ψ needs to provide this drop-off behavior. This is problematic, as the integral operator then maps out of L 1 , and it becomes hard to even set up a suitable mathematical framework. (We shall illustrate this problem in detail in Sec. 2.2.)
3. Combined singularities of the Green's functions. Green's functions of relativistic wave equations are typically singular; for example, they often contain Dirac δ-functions on the light cone. If in addition K is singular as well, which is the case for the physically natural choice in 1+3 dimensions,
, then the structure of the combined singularities of G 1 , G 2 and K becomes particularly difficult to treat.
We shall address these problems as follows. We focus on the case that G 1 , G 2 are Green's functions of the Klein-Gordon equation. In order to formulate a tractable class of models, we set aside item 3 (returning to it later) and assume that K is bounded. At least in d = 1, this assumption also turns out to be physically realistic. With regard to item 2, we note that the infinite domain R 1,d ×R 1,d is not the only physically reasonable possibility. Cosmologists take seriously the possibility that our universe had a Big Bang and thus is only semi-infinite in time. To keep the discussion simple, we implement this beginning in time in a rather crude way, cutting off Minkowski spacetime before t = 0. (The case of curved cosmological spacetimes which actually feature a Big Bang singularity is studied in a separate paper [17] .) Focusing on the case of retarded Green's functions (i.e., G(x 1 − x 1 ) that are nonzero only for x 1 on or within the past light cone of x 1 ; a common choice in physics with reference to causality) then renders the time integrals finite, and leads to a Volterra-type structure of the equations. In fact, the whole domain of integration in (2) becomes finite. These simplifications then permit us to deal with item 1, the non-trivial time dependence.
The paper is structured as follows. First, we formulate the integral equation in full detail on Minkowski spacetime for the relevant space dimensions d = 1, 2, 3 (Sec. 2). At the example of d = 1, we illustrate the above-mentioned problem of infinite domains (Sec. 2.2). This motivates us to formulate the integral equation on semi-infinite (1+d)-dimensional Minkowski spacetime (Sec. 2.3).
Sec. 3 is dedicated to the question of the existence and uniqueness of solutions of the identified models. In Sec. 3.1 we point out which Banach spaces seem appropriate for the physical problem. Then, in Sec. 3.2, we connect to standard results about multi-time Volterra integral equations by proving an existence and uniqueness theorem (Thm. 3.1) for arbitrary L ∞ L 2 -kernels (L ∞ in the times and L 2 in the space variables). The proof is rather standard but serves to recall classical arguments and to prepare the method of solution ψ = 0. Moreover, these works study an eigenvalue problem of the form ψ = λ Lψ, where L is an integral operator, in the coupling constant λ. As the physical value of the coupling constant is fixed, the results are only indirectly relevant for the actual problem. Lastly, the question of suitable initial data (or a different classification of solutions) is left untouched. As a consequence, these works have nothing to say about how to understand the BS equation as a law for defining the time evolution of ψ. the later proofs. Noting that the kernels in our models are not L ∞ L 2 -kernels, we turn to the case of realistic Green's functions G and bounded interaction kernels K(x 1 , x 2 ). (The total integral kernel is still singular.) Section 3.3 contains our main results: existence and uniqueness theorems for the simplified models of Sec. 2.3 (Thms. 3.2-3.4). The proofs make crucial use of the fact that the retarded Green's functions of relativistic wave equations are only supported on (and possibly within) past light cones. In Sec. 3.4, we finally extend our method to certain (special) singular interaction kernels which are simplified compared to the physically natural cases (Thm.s 3.5, 3.6).
In Sec. 4, we conclude and put our results in perspective. Moreover, we point out open problems that may be of interest to researchers specializing in integral equations.
The integral equation
We now make explicit the physically relevant form of our integral equation (2) in d = 1, 2, 3 space dimensions.
Explicit form of the Green's functions and the integral equation
The integral equation (2) becomes fully specified by the choices of G 1 , G 2 and K. Here we focus on the case that ψ is complex-valued [i.e., k = 1 in (1)] and G 1 , G 2 are retarded Green's functions of the Klein-Gordon (KG) equation, i.e., for j = 1, 2,
and G ret j (t j , x j ) = 0 for t j < 0. Here, m j ≥ 0 is the j-th particle's mass and δ (1+d) denotes the (1+d)-dimensional delta function.
In dimensions d = 1, 2, 3, the retarded Green's functions with mass m = m 1 or m = m 2 are given as follows (see [18, chap. 7.4] , [19, appendix E] ). We use the abbreviation x 2 = (x 0 ) 2 − |x| 2 for x = (x 0 , x) ∈ R 1,d (Minkowski square) and set the physical constants c and to unity.
Here, H(s) = 1 s>0 denotes the Heaviside function and J 0 , J 1 are Bessel functions of the first kind of order 0 and 1, respectively. As detailed in [6] , the physically natural choice of the interaction kernel is K(x 1 , x 2 ) = G sym (x 1 −x 2 ), the time-symmetric Green's function of the wave equation (i.e., the massless KG equation). We have:
With these choices, the integral equation (2) in the various space dimensions becomes: d=1:
d=2:
d=3: For simplicity, we consider only the massless case (m 1 = m 2 = 0). Then the most singular terms of the Green's functions are still included, and the equation takes the form
The form of the equations for the different dimensions is quite different, both with respect to the domain of integration and with respect to the singularities that occur. In d = 1 and d = 2, the domain of integration are the time-like configurations, i.e., the set
In d = 3, however, because of the delta function δ((t 1 − t 2 ) 2 − |x 1 − x 2 | 2 ) in the interaction kernel, the integral in (7) runs only along the light-like configurations,
As noted in [6] , (7) can be solved on L autonomously. For a configuration outside of L , it can then be used as a formula to calculate the solution. Concerning the singularities, there are only jump singularities in d = 1 and the whole integral kernel remains bounded. In d = 2, there are three connected singularities of the form 1/ √ t 2 − x 2 . Finally, in d = 3, there are singularities of the form 1/|x| and also δ-functions which require some care to be defined rigorously, and which may lead to further singularities because of the weight factor associated with the roots of their arguments.
These connected singularities may be quite hard to treat in d = 2, 3. However, because in all cases the domains extend infinitely in the time direction, there is a more basic problem we have to deal with first. We shall illustrate this in the case d = 1 where the singularities are unproblematic.
Difficulties with infinite time integrations
Consider the integral equation (5) in d = 1. The well-posedness of the problem at the very least requires the integral to exist. As |J 0 | ≤ 1 and J 0 (0) = 1, the existence of the integral in the massless case implies the existence for every m 1 , m 2 > 0. So we focus on m 1 = m 2 = 0. Then we obtain the following condition on ψ:
for all t 1 , t 2 , z 1 , z 2 . This means, ψ needs to have certain integrability properties which are related to its behavior for t 1 , t 2 → ±∞. As only configurations (t 1 , z 1 , t 2 , z 2 ) ∈ T contribute to the integral, a natural possibility is to demand ψ ∈ L 1 (T ). Then the integral (10) is finite. However, in order to formulate the equation (5) on ψ ∈ L 1 (T ), we also need that the integral operator L occurring in the equation maps from L 1 (T ) to L 1 (T ). This yields the further condition:
for all ψ ∈ L 1 (T ). The point now is that the integral (11) simply diverges. This can, for example, be seen from the fact that arbitrarily large t 1 , t 2 contribute to the integral. Thus, it seems difficult to even start the mathematical analysis of (5). A similar problem also occurs in the massive case and in dimensions d = 2, 3 as well.
While we do not claim that it is generally impossible to analyze the integral equations on domains which are infinite in the times, we have not found any other way to deal with the problem besides modifying the equation. The root of the problem obviously lies in the fact that the domain of integration is infinite in time. In the retarded case, the domain extends to −∞ instead of stopping at some finite value. The easiest remedy is to assume that spacetime does not extend back to t → −∞ but had an initial time which thus becomes a lower bound of the time integrations. This renders the integral (10) finite without demanding some kind of drop-off behavior of ψ in time (e.g., for ψ ∈ L ∞ (R 4 )). Of course, the cutoff requires a justification from physics, as it breaks important symmetries such as time translation invariance (and also Lorentz invariance).
Fortunately, there is such a physical justification. Cosmology has come to the conclusion that it is not unlikely that our universe has a Big Bang singularity, i.e., a beginning in time. To implement the Big Bang properly requires to formulate the integral equation (2) on curved spacetimes. This is a non-trivial task by itself and is the topic of a separate paper [17] . Among other things, one needs to explicitly determine the Green's functions of the appropriate quantum mechanical wave equations on the respective curved spacetimes. Here we set aside these complications, content ourselves that there is a physical reason for a beginning in time, and simply cut off the time integrals in (2) at t 1 = t 2 = 0.
Simplified models
The cutoff at t 1 = t 2 = 0 gets rid of the problem of infinite time domains. However, there is another problem remaining (for d = 2, 3): the connected singularities of G 1 , G 2 and K. We shall deal with this problem as follows. The Green's functions G 1 , G 2 cannot be modified as they are determined by the type of quantum mechanical particle under consideration. The interaction kernel K is more arbitrary. There is a most natural choice for physics,
, but other choices just lead to a different kind of interaction. In particular, we can approximate G sym (x 1 − x 2 ) by a regular function while respecting the physical symmetries. For example, for
for some small constant σ > 0.
In the following, we shall therefore study models with arbitrary but regular (e.g., bounded or bounded and smooth) interaction kernels K. We return to the case of singular interaction kernels in Sec. 3.4.
The simplified models we shall study are given as follows.
d=1: Here, the natural interaction kernel is bounded. We nevertheless allow for arbitrary bounded K(x 1 , x 2 ) :
d=3: We again consider the case m 1 = m 2 = 0 here and let K(x 1 , x 2 ) be smooth and bounded. If ψ is a test function, this permits us to perform the time integrals by using the δ-functions. We are left with:
The Heaviside functions result from the lower bounds t 1 , t 2 ≥ 0 in the modified integral equation (7) . In order to avoid complications with distribution-valued kernels, we directly study (15) .
Remarks.
1. For all three equations (13)- (15), the domain of integration is now effectively finite, as it is finite in the time directions and as the Green's functions G ret 1 , G ret 2 are only supported along (and possibly inside) the backward light cones PLC(x i ) = {y ∈ R 1,d : |x 0 i − y 0 | > |x i − y| and y 0 < x 0 i }.
2. For d = 1 and d = 2, the time integrals run from 0 to t i , i = 1, 2. That means, (13) and (14) have a multi-dimensional Volterra-type structure. We shall therefore call these equations multi-time Volterra integral equations (MTVE). For d = 3, the structure is somewhat different. However, we can also see that the radial coordinates |x i | can only take values between 0 and t i . This will also allow us to employ methods for Volterra integral equations for d = 3.
3. From the integral equations (13)- (15) we can read off that ψ satisfies the initial value problem ψ(0, x 1 , 0, x 2 ) = ψ free (0, x 1 , 0, x 2 ). In other words, ψ is subject to a Cauchy problem "at the Big Bang." As ψ free is a solution of the free multi-time equations, here ( k + m 2 k )ψ = 0, k = 1, 2, it is itself determined uniquely by Cauchy data. Thus, if we can prove the existence and uniqueness of solutions for arbitrary ψ free , we also obtain a classification of the solutions by Cauchy data at t 1 = 0 = t 2 . For a multi-time integral equation (2) on a domain which has no lower bounds in the times, the relation between ψ free and initial values for ψ is not as clear (see the discussion in [6] ).
Results
In the following, we prove a number of existence and uniqueness theorems for MTVEs. In Sec. 3.1 we discuss which Banach spaces seem appropriate for physics. In Sec. 3.2, we pick up work in the literature on multi-dimensional Volterra integral equations and prove an existence and uniqueness result for general L ∞ t 1 ,t 2 L 2 x 1 ,x 2 kernels. We claim no originality for this result; however, the proof is useful to connect with classical results and to introduce the strategy of the following proofs. In Sec. 3.3, we turn to the existence and uniqueness proofs for Eqs. (13)- (15) with bounded interaction kernels. These theorems constitute our main results; they are not special cases of the general theorem in Sec. 3.2. In Sec. 3.4, we finally return to the case of singular interaction kernels, and show that the method developed in Sec. 3.3 is sufficient to at least treat certain singular interaction kernels.
Banach space
We shall consider the integral equations (13)- (15) as linear operator equations on a suitable Banach space B:
where L is the integral operator occurring in the respective equation. Which space should B be? As ψ is a quantum-mechanical wave function, there are some expectations about B. In non-relativistic quantum mechanics, the single-time wave function ϕ(t, x 1 , x 2 ) represents a probability amplitude; hence, it has to be square integrable in the space variables x 1 , x 2 for every fixed time t, and the L 2 -norm is constant in time. This suggests choosing B to be the following Bochner space:
where T > 0 is an arbitrary constant, with the norm of ψ ∈ B d given by
In fact, for solutions ψ of (2) or of the free Klein-Gordon equation, |ψ| 2 cannot be expected to represent a probability density, nor ψ(t 1 , ·, t 2 , ·) L 2 to be independent of t 1 and t 2 . Still, the choice (17) will turn out useful for our proofs.
General
L ∞ t 1 ,t 2 L 2 x 1 ,x 2
-kernels
Multi-dimensional Volterra integral equations have been treated in the literature before, see e.g. [20, 21] . These references cover equations of the form
where t = (t 1 , ..., t N ),
and the kernel L is assumed to be either bounded or square integrable. Our MTVEs (13)- (15) differ from (19) in the following aspects.
1. In addition to the time integrals, they also include space integrals. Space and time directions are distinguished by the form of the equations. Most importantly, the integral from 0 to t, which characterizes Volterra integral equations, only appears in the time directions.
2. The kernels in Eqs. (13)- (15) are in general not square integrable (see the Remark at the end of this section for details), the ones of Eqs. (14) and (15) are in general not bounded either. Likewise, the specific kernels of Eqs. (5)- (7) are not square integrable, those of (6) and (7) are not bounded.
The first point can easily be approached using classical methods; we shall prove a corresponding theorem below (Thm. 3.1). However, the second item shows that this is not enough to cover even the simplified physically relevant cases. It turns out that we need to utilize the more specific structure of the kernels of Eqs. (13)- (15) . This will be done in Sec. 3.3.
So let us describe how square-integrable kernels can be treated. In the remainder of the section, we study the MTVE
where t ∈ R N , x ∈ R M . The integral equations (13), (14) in d = 1 and d = 2 correspond to this structure for N = 2 and M = 2 or M = 4 with special (but not square-integrable) integral kernels. The integral equation (15) in d = 3 is different because of the time shifts occurring in the integral.
, and let
Then, for every f 0 ∈ B, (21) has a unique solution f ∈ B.
The proof serves as a good illustration of the basic technique that shall also be used in Sec. 3.3. It is based on classical methods for Volterra integral equations (see [22, chap. 3 .1] and [20, 21] ).
The idea is to first show that the iterations
converge. In a second step, we demonstrate that the limiting function is indeed a solution of (21) . Third, we show that the solution is unique. For convenience, we introduce
and ϕ 0 = f 0 . We then have
and the functions ϕ n satisfy the equation
Let L denote the integral operator in (21) . First of all, we show that L is a bounded operator on B. Then it follows in particular that ϕ n ∈ B ∀n ∈ N 0 . So let f ∈ B. Then f is an equivalence class of functions. We choose an arbitrary representative of this class, a function on [0, T ] N × R M that is square-integrable in x for almost every t, and call this function simply f again. Using (26) and the Cauchy-Schwarz inequality, we find for every n ∈ N and t ∈ [0, T ] N :
where it remains open at first whether the L 2 norms are finite or infinite. However, since f (t , ·) L 2 ≤ f B for almost every t , we obtain that
for every t, which is independent of the choice of representative of f . (In particular, the L 2 norm of ( Lf )(t, ·) turns out finite for every t.) Furthermore, the estimate (28) implies:
So L is indeed a bounded operator on B, and we have ϕ n ∈ B ∀n ∈ N 0 . Next, we show that the sequence (25) has a limit in B. To this end, we now prove the following bound for the point-wise norms ϕ n (t, ·) L 2 by induction over n ∈ N 0 :
for every t. For n = 0, the claim is obvious as ϕ 0 = f 0 . So let (30) hold for some n ∈ N. Recall ϕ n+1 = Lϕ n . That means, we can use (27) to estimate the norm ϕ n+1 (t, ·) 2 L 2 in terms of ϕ n (t, ·) 2 L 2 . Plugging (30) for n into (27) yields:
This proves (30). In particular, (30) implies:
This bound in turn shows that the series ∞ i=0 ϕ i B converges. Hence, the iterations converge, i.e., f n → f ∈ B for n → ∞. This completes the first step of the proof.
Next, we show that the series f = ∞ i=0 ϕ i indeed is a solution of (21) . Since L is bounded, we have that
which is equivalent to f = f 0 + Lf . Finally, we turn to the uniqueness of the solution. To this end, let f ∈ B be another solution of (21) . Then the difference g = f − f satisfies the equation g = Lg. This is similar to the equation ϕ n = Lϕ n−1 . Thus, in the same way as we derived (32), we obtain the inequality
Thus, for n → ∞ we find g = 0, hence f = f . This shows the uniqueness of the solution, completing the proof.
Remarks.
1. The kernels in the integral equations (13)- (15) may [and those of (5)- (7) do] violate the square-integrability condition (22) for the following reason: if L is invariant under translations as in (x, x ) → (x + a, x + a) for every a ∈ R d , then L(t, ·, t , ·), if nonzero, cannot be square-integrable in R 2d as a function of x and x for any t and t .
2. Since we have obtained the existence of a unique solution up to time T for arbitrary T > 0, it follows that a unique solution exists for all times, i.e., on [0, ∞) N × R M . In fact, the estimate (30) shows that the solution can at most grow exponentially according to
Thus,
) whenever f 0 lies in this space.
Bounded interaction kernels
In this section, we provide existence and uniqueness results for the simplified equations (13)- (15) and bounded interaction kernels K (the overall kernel L is still singular). The proofs use the same strategy as before, however, essential use is made of the fact that the equations only contain integrals along (and inside of) past light cones. This is the essential feature that allows us to deal also with kernels which do not satisfy (22) . 
and every essentially bounded K : R 4 → C, the integral equation (13) has a unique solution ψ ∈ B 1 .
The theorem evidently covers the physically natural interaction kernel in Eq. (5). For the proof (and the following ones), we follow the strategy of the proof of Thm. 3.1. We again define the functions f n as the n-th iteration (starting from f 0 = ψ free ) and ϕ n as the difference f n − f n−1 with ϕ 0 = f 0 . The integral operator in (13) is denoted by L. We describe only the essential new steps in the proof (in particular how to obtain an appropriate estimate for ϕ n ); the rest then follows as before.
Proof: We first show that L maps B 1 to B 1 . Using (13), the Cauchy-Schwarz inequality, and that |J 0 | ≤ 1, we find:
Exchanging the order of integrations and performing the z 1 , z 2 -integrations first leads to:
Therefore, replacing ψ(
we find:
This shows that L : B 1 → B 1 is bounded. In particular, ϕ n ∈ B 1 for all n ∈ N 0 . Next, we prove by induction that 2
For n = 0 this is obviously true. So let (39) hold for some n ∈ N 0 . Then, by plugging (39) into (37) we obtain that
This proves (39). In particular, (39) implies:
Hence, i ϕ i B 1 < ∞. Going through the analogous steps as in the proof of Thm. 3.1, we find that i ϕ i ∈ B 1 yields the unique solution of (13).
The proof again uses the previous ideas and notation.
Proof: We first show that the integral operator L in (14) is a bounded operator on B 2 . Using (14) and the Cauchy-Schwarz inequality, we find for every ψ ∈ B 2 :
The expression in the first round brackets is smaller than or equal to
where in the second line we made use of the identity
Thus, we find with (42):
Now we change the order of integration, introduce new integration variables y i = x i − x i instead of x i and integrate over y i (using again (44)). This yields:
Replacing
, we find:
This shows that L is a bounded operator on B 2 . Hence, ϕ n ∈ B 2 ∀n ∈ N 0 . Next, we prove the following estimate for ϕ n , n ∈ N 0 :
For n = 0 this obviously holds. So let (48) be true for some n ∈ N 0 . Plugging (48) into (46) yields:
This proves (48). (48) in particular implies:
This bound shows that i ϕ i B 2 converges. As before, we conclude that i ϕ i ∈ B 2 is the unique solution of (14) . for all (t 1 , t 2 ) (and all representatives of ψ). So now we know that the left-hand side is finite. Moreover,
This shows that L is a bounded operator B 3 → B 3 . Hence, ϕ n ∈ B 3 ∀n ∈ N 0 . We now prove the following estimate for the norm of ϕ n by induction over n ∈ N 0 :
for all (t 1 , t 2 ). For n = 0, this obviously holds. So let (56) be true for some n ∈ N 0 . Then, plugging (56) into (53), we obtain that
This proves (56). In particular, it follows that
This shows that i ϕ i B 3 converges. As before, we conclude that i ϕ i ∈ B 3 is the unique solution of (15).
Remarks.
1. Interestingly, all the main estimates are the same in dimensions d = 1, 2, 3, although the integrations leading there were rather different.
2. In a similar way as in the proofs of Thms. 3.2-3.4, one can show the existence and uniqueness of a solution ψ ∈ L ∞ [0, T ] 2 × R 2d (for the respective d of (13)- (15)). In combination with Thms. 3.2-3.4, we then find that if
Singular interaction kernels
In d = 2 and d = 3, the physically natural interaction kernels are singular (see Eqs. (6), (7)). The main difficulty about this is that the singularities of the interaction kernel and of the Green's functions are connected. In the following, we show a possible way to deal with such connected singularities. However, compared to the physically natural cases, we still make simplifications. In d = 3, the reason for these simplifications is that the δ-functions in the interaction kernel lead to complicated weight functions. In d = 2, the Green's functions and the interaction kernel are simply too singular in order for our strategy to work without modifications.
Modified singular integral equation in d = 3. We consider the integral equation
where f is smooth and bounded. Eq. (59) imitates the structure of the integral equation (15) for d = 3 and m 1 = m 2 = 0. The difference is that we have replaced the physically natural interaction kernel
By integrating out the delta functions, (59) can be rewritten as
Theorem 3.5 For every bounded f : R 8 → C and every ψ free ∈ B 3 , (61) has a unique solution ψ ∈ B 3 .
Proof: The proof is structured as before. We prove that the integral operator in (59) defines a bounded operator L on B 3 . Then we derive an estimate for ϕ n . For arbitrary ψ ∈ B 3 , (61) and the Cauchy-Schwarz inequality yield that
We first consider the integral I in the second round bracket and split it up into I = I 1 + I 2 where I 1 is the part with |x 1 − x 2 | ≤ 1 and I 2 the part with |x 1 − x 2 | > 1. For the first part, we find, replacing |f | with f 2 ∞ and leaving out the second Heaviside function:
Conclusions
Summary. In this paper, we have provided the first existence and uniqueness results for certain classes of multi-time integral equations of the form (2). We have focused on the case that the Green's functions in (2) are retarded Green's functions of the KleinGordon equation. It was then demonstrated that assuming a beginning of time (which seems plausible in view of the Big Bang of our universe), these integral equations attain a Volterra-type structure. Hence, the time integrals run only from 0 to t i , i = 1, 2. However, compared to the standard cases for multi-dimensional Volterra integral equations, the multi-time integral equations in this paper show several new features that necessitate a novel treatment: (a) combined space and time integrals occur, (b) the integral kernels are not square integrable, (c) the kernels are singular (except for d = 1). This singular behavior manifests itself in two aspects: (i) the Green's functions are singular and (ii) the interaction kernel is singular as well. The fact that these two types of singularities are connected makes them particularly challenging. We were able to give results covering each of these features (a)-(c) for integral equations that are simplified compared to the physically natural cases. (In d = 1, however, the physically natural case is covered.) The simplifications were introduced with care in order not to deviate overly from these natural cases. In particular, arbitrary but bounded interaction kernels have been covered. We also proved some results for singular interaction kernels which, in a certain sense, approximate the physically natural ones. This shows that it is, in principle, possible to deal with the above-mentioned connected singularities.
Discussion. In the context of other equations involving time delay, such as delay differential equations, our results may appear surprising. For these equations, it is notoriously hard to prove the existence and uniqueness of solutions. However, our equations involve time delay (even in many variables) and we have obtained global existence and uniqueness results for them. So the question arises: what makes our equations more tractable than a typical delay differential equation? We believe that mainly two features are responsible: 1. our equations are linear while the typical delay differential equation is not, and 2., in our case, the time delay is bounded because of the assumed beginning in time and an arbitrary final time T up to which we would like to solve the equation.
Our results also shed new light on a question discussed in [6] , namely: which data parametrize the solution spaces of multi-time integral equations (2)? The conjecture that a given solution ψ free of the free multi-time equations determines the solution ψ of (2) uniquely has turned out correct for the multi-time equations studied in this paper. We can even say more than that. As a consequence of the beginning in time and the retarded Green's functions, ψ free (t 1 = 0, ·, t 2 = 0, ·) plays the role of initial data for ψ; that is, we obtain a Cauchy problem "at the Big Bang."
Outlook. There are several interesting questions which have been left open by our work, or have been opened up by it:
1. It would be desirable to treat the physically natural singular integral kernels also in d = 2, 3 (Eqs. (6), (7)). It is a challenge to find a proof or disproof of existence and uniqueness of solutions of these equations. This likely requires a modification of our techniques.
2. In the present paper, the Big Bang was only taken as a reason to introduce a lower limit for the time integrals. It would be desirable to implement it in a physically natural way instead. This would mean to formulate the integral equation on curved spacetimes with a Big Bang singularity and requires in particular to explicitly determine the Green's functions on curved spacetimes. Furthermore, we expect additional singularities of the Green's functions to appear on spacetimes with a Big Bang, as a consequence of the latter. We address this circle of questions in a subsequent paper [17] .
3. Physically, it would be more natural to study the case of Green's function of the Dirac equation instead of the Klein-Gordon equation. While the KG equation is normally only used as a toy model, the Dirac equation describes actual elementary particles, e.g., electrons. In the Dirac case, the Green's functions become more singular (they involve δ -functions).
4. Finally, the case of time-symmetric Green's functions would be of great interest as the integral equation (2) then is time reversal invariant, a property which is usually expected from fundamental physical laws. In this case, the equation does not have a Volterra structure any more, and it becomes much harder to derive existence and uniqueness results. A beginning in time alone does not simplify the problem much; one would also need an end in time. In fact, this is also a possible cosmological scenario: the Big Crunch. It would be of interest to develop existence results for this case (see [17] ).
