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Resumen: En este trabajo se presenta un observador robusto por modos cuasi-deslizantes para plantas
con modelo nominal lineal e incertidumbres/perturbaciones de cierta clase particular. Las sen˜ales
utilizadas para la estimacio´n del vector de estados se suponen contaminadas con ruido del que so´lo
se conocen cotas. El disen˜o del observador se plantea como un problema de factibilidad LMI (Linear
Matrix Inequalities) y se encuentran cotas para el error de estimacio´n que pueden ser calculadas a
priori. Posteriormente el disen˜o del observador se reformula como un problema de optimizacio´n GEVP
(Generalized Eigen Value Problem) con el objeto de minimizar las cotas del error de estimacio´n. El
trabajo incluye un ejemplo nume´rico y simulaciones de un brazo robo´tico con un eje manejado por un
motor de corriente continua. Copyright c©2008 CEA.
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1. INTRODUCCIO´N
Los observadores por modos deslizantes se disen˜an de manera
que el error de estimacio´n deslice sobre un subespacio S
de menor dimensio´n que la del espacio de estados. Deslizar
signiﬁca que el error de estimacio´n converge a S en tiempo
ﬁnito y permanece allı´ de ahı´ en ma´s. En el subespacio S la
dina´mica del error de estimacio´n presenta las caracterı´sticas de
estabilidad y comportamiento deseadas (Khalil, 1996; Utkin et
al., 1999). Edwards y Spurgeon (Edwards & Spurgeon, 1994;
Tan & Edwards, 2000) proponen, para una clase particular de
plantas, un observador robusto compuesto por un observador
de Luenberger y un te´rmino adicional no lineal con el que se
fuerza deslizamiento en el subespacio S = {yˆ − y = 0}, donde
y es la salida de la planta e yˆ es su estimacio´n. Ese te´rmino no
lineal permite rechazar una clase particular de perturbaciones.
En Edwards & Spurgeon (1994) y en Tan & Edwards (2000)
se propone una forma cano´nica para el disen˜o del observador
y se da una solucio´n explı´cita pero no se aprovechan todos
los grados de libertad disponibles. Tan y Edwards (Tan &
Edwards, 2000) reformulan el disen˜o del observador como un
problema de optimizacio´n convexo con restricciones LMI, lo
cual permite aprovechar todos los grados de libertad. Con esto,
los observadores por modos deslizantes pasan a formar parte
de la inmensa lista de problemas de control que pueden ser
formulados como problemas LMI (Boyd et al., 1994; Gahinet
et al., 1994). En ausencia de perturbaciones la componente no
lineal podrı´a anularse, en cuyo caso el observador se reduce
a uno de Luemberger. El criterio de optimizacio´n utilizado en
Tan & Edwards (2000) consiste en que, sin la componente
no lineal, el observador se aproxime al observador o´ptimo
lineal gaussiano. En esta formulacio´n los grados de libertad
los dan las matrices de covarianza de los ruidos blancos en las
ecuaciones de estado y de salida.
En presencia de ruido de medicio´n no es posible forzar desliza-
miento, pero sı´ es posible mantener el error de estimacio´n
pro´ximo al subespacio S. En este caso decimos que hay
una condicio´n de cuasi-deslizamiento y que el observador en
cuestio´n es un observador por modos cuasi-deslizantes.
En este trabajo consideramos plantas con ruido de medicio´n
acotado y proponemos un observador similar al de Edwards y
Spurgeon (Edwards & Spurgeon, 1994; Tan & Edwards, 2000;
Edwards & Spurgeon, 1998) pero sustentado en los conceptos
de cuasi-deslizamiento (Emelyanov et al., 1995). Planteamos el
disen˜o como un problema de factibilidad LMI y encontramos
cotas ﬁnales para el error de estimacio´n. Demostramos que
bajo las mismas hipo´tesis que en Edwards & Spurgeon (1994)
y en Tan & Edwards (2000) el error de estimacio´n converge
a un conjunto acotado. Adema´s, si el conjunto de posibles
condiciones iniciales para el error de estimacio´n es acotado,
entonces es posible garantizar convergencia en tiempo ﬁnito.
Posteriormente, con el objeto de optimizar las cotas para los
errores ﬁnales, reformulamos el disen˜o del observador como
un problema de optimizacio´n GEVP.
La organizacio´n del trabajo es la siguiente. En la Seccio´n
2 presentamos la clase de sistemas que consideramos a lo
largo del trabajo. En la Seccio´n 3 se presenta el observador
que se propone y en la Seccio´n 4 se efectu´a el ana´lisis de
convergencia del mismo. En la Seccio´n 5 se analizan ciertos
aspectos pra´cticos, en particular la optimizacio´n de las cotas
para el error de estimacio´n obtenidas. En la Seccio´n 6 se
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presenta un ejemplo nume´rico y la simulacio´n del observador
obtenido en un brazo de robot. Finalmente la Seccio´n 7 incluye
las conclusiones.
2. SISTEMAS
La notacio´n a lo largo del trabajo es esta´ndar. En particular
σ¯(A) y σ(A) representan, respectivamente, el ma´ximo y mı´ni-
mo valor singular de una matriz A y ‖x‖ es la norma euclidiana
de x ∈ Rn. Al conjunto de autovalores de la matriz A lo
representamos por λ(A) y a su nu´mero de condicio´n, deﬁnido
como σ¯(A)/σ(A), mediante κ(A).
En este trabajo consideramos sistemas de la forma
x˙(t) = Ax(t) + Bu(t) + Efx(t, x, u)
y(t) = Cx(t) + fy(t)
(1)
donde las matrices
A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n y E ∈ Rn×q
forman el modelo nominal. Respecto de las funciones fx y fy ,
que modelan, respectivamente, incertidumbres/perturbaciones
y ruidos de medicio´n, suponemos que
‖fx(t, x, u)‖ ≤ α(t, y, u)
‖fy(t)‖ ≤ η (2)
donde la funcio´n α(t, y, u) y el escalar η son conocidos, y que
fx tiene la regularidad necesaria para garantizar la existencia de
soluciones de la ecuacio´n diferencial.
A lo largo de este trabajo consideraremos las siguientes
hipo´tesis:
(H1) q ≤ p.
(H2) C y E son matrices de rango completo.
(H3) Los ceros invariantes de (A,E,C), si tiene alguno, esta´n
en C−.
Es importante destacar que si se veriﬁcan (H1) a (H3) entonces
el par (A,C) es detectable. Recı´procamente, si (A,C) es
detectable, entonces se veriﬁca (H3).
Los siguientes resultados, que son consecuencias de las hipo´tesis
(H1) a (H3), sera´n utilizados ma´s adelante.
Lema 1. Existe T ∈ Rn×n tal que
A¯ = TAT−1 =
[
A¯11 A¯12
A¯21 A¯22
]
E¯ = TE =
[
0
E¯2
]
C¯ = CT−1 =
[
0 C¯2
]
donde A¯11 ∈ R(n−p)×(n−p), C¯2 ∈ Rp×p es ortogonal y
E¯2 ∈ Rq×q es no singular. Adema´s
1. Los ceros invariantes de (A,E,C) esta´n incluı´dos en
λ(A¯11).
2. (A,C) es observable (detectable) ⇔ (A¯11, A¯21) es ob-
servable (detectable).
Demostracio´n. Ver Edwards & Spurgeon (1998). 
Lema 2. Sea
(
A¯, E¯, C¯
)
la terna del Lema 1. Consideremos la
matriz de cambio de coordenadas
T¯ =
[
In−p L¯
0 C¯2
]
donde
L¯ = [L 0 ] ∈ R(n−p)×p (3)
con L ∈ R(n−p)×(p−q). Entonces
A˜ = T¯ A¯T¯−1 =
[
A˜11 A˜12
A˜21 A˜22
]
(4)
C˜ = C¯T¯−1 = [ 0 Ip ]
E˜ = T¯ E¯ =
[
0
E˜2
]
donde A˜11 ∈ R(n−p)×(n−p), A˜12 ∈ R(n−p)×p, A˜21 ∈
R
p×(n−p), A˜22 ∈ Rp×p y E˜2 ∈ Rp×q con
E˜2 = C¯2
[
0
E¯2
]
A˜11 = A¯11 + L¯A¯21
A˜12 =
[
I L¯
]
A¯
[−L¯
I
]
C¯T2 . (5)
Demostracio´n. Ver Edwards & Spurgeon (1998). 
Teorema 3. Si se veriﬁcan las hipo´tesis (H1) a (H3) entonces
existen 0 < P2 = PT2 ∈ Rp×p, 0 < P¯1 = P¯T1 ∈
R
(n−p)×(n−p), 0 < Y = Y T ∈ Rp×p y 0 < μ ∈ R tales
que [
A¯T P¯ + P¯ A¯− 2C¯TY C¯ P¯
P¯ −μI
]
< 0 (6)
donde
P¯ = T¯T
[
P¯1 0
0 P2
]
T¯ (7)
=
[
P¯1 P¯1L¯
L¯T P¯1 P¯2 + L¯
T P¯1L¯
]
> 0 (8)
con P¯2 = C¯T2 P2C¯2.
Demostracio´n. Es consecuencia del Lema 2 y de la fo´rmula del
complemento de Schur. Ver Teorema 4.1, pa´gina 99, de Fraguı´o
(2006). 
3. FORMULACIO´N DEL OBSERVADOR
El observador que proponemos es el siguiente
˙ˆx= Axˆ + Bu− Lley + Lnν(ey) (9)
ey = yˆ − y
yˆ = Cxˆ
donde las matrices Ll y Ln esta´n dadas por
Ll = T
−1P¯−1C¯TY (10)
Ln = T
−1P¯−1C¯TP2 (11)
con P¯ , P2 e Y del Teorema 3. La sen˜al ν(ey) es una funcio´n no
lineal deﬁnida por
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ν(ey) =−ρψ P2ey‖P2ey‖+ σ¯(P2)δ (12)
con
ρ≥ σ¯(E¯2)α(t, y, u) + σ¯(Y )
σ(P2)
η + γ (13)
ψ =
2η +  + δ

(14)
γ ≥
√
κ(P2)√
σ(P¯1)
σ¯(A˜21)γ1 − σ¯(P2)(η + )
2μ
(15)
γ > 0 (16)
γ1 > 2μ
κ(P2)√
σ(P¯1)
σ¯(A˜12)(η + )1. (17)
En relacio´n con el observador propuesto en Tan & Edwards
(2000), Ln es la misma matriz que allı´ aparece mientras que
la componente no lineal ν(ey) es similar pero no la misma.
El coeﬁciente ρ es una cota superior de las incertidumbres,
perturbaciones y ruidos de medicio´n. El coeﬁciente ψ es un
factor de escala que depende de la cota del ruido de medicio´n.
Las condiciones (15) a (17) surgen del ana´lisis de convergencia.
Observamos que el observador esta´ parametrizado por (3), las
LMIs del Teorema 3 y por los escalares  > 0, δ ≥ 0 y 1 > 1.
En lo que sigue veremos que con las matrices del Teorema 3 el
error de estimacio´n xˆ − x converge a un conjunto acotado que
contiene al origen.
4. ANA´LISIS DE CONVERGENCIA
4.1 Ecuacio´n Dina´mica del Error de estimacio´n
Deﬁnamos
z(t) xˆ(t)− x(t)
zy(t)Cz(t) = ey(t) + fy(t). (18)
Derivando z(t) y empleando (1) y (9) obtenemos la ecuacio´n
dina´mica del error de estimacio´n
z˙ = Aoz + Lnν − Efx + Llfy
zy = Cz
(19)
donde
Ao  A− LlC
Mediante el cambio de coordenadas z¯ = Tz, con T como en el
Lema 1, la ecuacio´n (19) toma la forma
˙¯z = A¯oz¯ + L¯nν − E¯fx + L¯lfy
zy = C¯z¯
(20)
Lema 4. Mediante el cambio de coordenadas z˜ = T¯ z¯, con
T¯ como en el Lema 2, la ecuacio´n dina´mica del error de
estimacio´n (20) toma la forma
˙˜z = A˜oz˜ + L˜nν − E˜fx + L˜lfy (21)
con z˜ = [ z˜1 zy ]
T y
A˜o =
[
A˜11 A˜12
A˜21 A˜22 − P−12 Y
]
(22)
L˜l =
[
0
P−12 Y
]
, L˜n =
[
0
Ip
]
donde A˜11, A˜12, A˜21 y A˜22 esta´n deﬁnidas en (4).
Demostracio´n. Ver Lema 4.1, pa´gina 103, de Fraguı´o (2006).

Utilizando el lema anterior podemos reescribir la ecuacio´n
dina´mica (21) como
˙˜z1 = A˜11z˜1 + A˜12zy (23)
z˙y = A˜21z˜1 + A˜o22zy + ν (24)
−E˜2fx + P−12 Y fy.
4.2 Sectores
Consideremos P¯ , P¯1 y P2 en las condiciones del Teorema 3 y
deﬁnamos las siguientes funciones positivas deﬁnidas
V (z¯) z¯T P¯ z¯ (25)
Vy(zy) z
T
y P2zy (26)
V1(z˜1) z˜
T
1 P¯1z˜1 (27)
donde z¯ es el error de estimacio´n en el sistema de coordenadas
del Lema 1, zy = C¯z¯ = [ 0 I ] z˜ y z˜1 esta´ formado por
las primeras n − p componentes del error de estimacio´n en
coordenadas del Lema 2. Por (7) resulta
V (z¯) = Vy(zy) + V1(z˜1). (28)
Deﬁnimos tambie´n los siguientes conjuntos
Ω
{
V (z¯) ≤ ω2}
Ωy 
{
Vy(zy) ≤ ω2y
}
(29)
Ω1 
{
V1(z˜1) ≤ ω21
}
(30)
donde
ω =
√
ω2y + ω
2
1
ωy =
√
κ(P2)σ¯(P2)(η + ) (31)
ω1 = 2μ
σ¯(A˜12)√
σ(P¯1)
κ(P2)(η + )1 (32)
con 0 < , μ ∈ R y 1 < 1 ∈ R. En Ωy el movimiento
esta´ gobernado por (23) y (29). El lema que presentamos a
continuacio´n nos servira´ para estudiar la evolucio´n del error de
estimacio´n en Ωy .
Lema 5.
A˜11P¯1 + P¯1A˜11 <− 1
μ
P¯1P¯1 − 1
μ
P¯1L¯L¯
T P¯1
A˜To22P2 + P2A˜o22 <−
1
μ
P2P2.
Demostracio´n. Es consecuencia de las ecuaciones (6), (22), y
(7), del Lema 2 y del Teorema 3. Ver Lema 4.2, pa´gina 105, de
Fraguı´o (2006). 
El siguiente teorema describe el movimiento dentro de Ωy .
Teorema 6. El conjunto Ω1 es atractivo en tiempo ﬁnito e
invariante para las soluciones de (21) que evolucionan en Ωy .
Adema´s, si el sistema parte del instante t = t0 y entra en Ω1 en
t = t1, entonces
t1 − t0 < 1
φ
(√
V1(z˜1(t0))− ω1
)
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con ω1 dado por (32) y
φ  σ¯(A˜12)κ(P2)
√
σ
(
P¯1
)
(η + )(1 − 1). (33)
Demostracio´n. Llamemos Φ1 = Ωc1 ∪ ∂Ω1 donde Ωc1 y ∂Ω1
son el complemento y la frontera de Ω1, respectivamente.
Consideremos la funcio´n V1 deﬁnida en (27). Notemos que
‖zy‖	z˜∈Ωy ≤ κ(P2)(η + ) y
∥∥P¯1z˜1∥∥ ≥ √σ(P¯1)√V1(z˜1).
Utilizando las ecuaciones (24) y (30), junto con el Lema 5, la
derivada de V1 en Ωy ∩ Φ1 puede ser acotada por
V˙1(z˜1)
⌋
z˜∈Ωy∩Φ1
< −2φ
√
V1(z˜1)
⌋
z˜∈Ωy∩Φ1
,
lo que demuestra la atractividad en tiempo ﬁnito y la invariancia
de Ω1 para las soluciones de (21) que evolucionan en Ωy .
Supongamos que z˜(t0) /∈ Ω1 y sea t1 > t0 el instante de tiempo
en que z˜ ingresa a Ω1 por primer vez, es decir, z˜(t1) ∈ ∂Ω1 ⊂
Φ1. Consideremos la ecuacio´n diferencial escalar
v˙1(t) = −2φ
√
v1(t), v1(t0) = V1(t0)
cuya solucio´n veriﬁca√
v1(t1) = −φ(t1 − t0) +
√
v1(t0).
Finalmente por el lema de comparacio´n Khalil (1996) y puesto
que, por (27), V1 (z˜1(t1)) = ω21 , resulta
ω1 < −φ(t1 − t0) +
√
v1(t0)
∀t ∈ [t0, t1] lo que termina la demostracio´n. 
En vista del Teorema 6 queda ver bajo que´ condiciones Ωy es
atractivo en tiempo ﬁnito. Para esto necesitamos el siguiente
lema
Lema 7. Sean Ωcy y ∂Ωy el complemento y la frontera de Ωy ,
respectivamente. Entonces
zTy P2ν
⌋
z¯∈Ωcy∪∂Ωy
≤ −ρ ‖P2zy‖	z¯∈Ωcy∪∂Ωy
donde ν esta´ deﬁnida en (12) y ρ en (13).
Demostracio´n. Por (12) y (18)
zTy P2ν ≤−ρψ ‖P2zy‖
‖P2zy‖ − σ¯(P2)η
‖P2(zy − fy)‖+ σ¯(P2)δ .
Por (29) z¯ ∈ Ωcy ∪ ∂Ωy si y solo si Vy(zy) ≥ ω2y ,
pero por Rayleigh ‖P2zy‖2 ≥ σ(P2)Vy(zy). Luego por (31)
‖P2zy‖	z¯∈Ωcy∪∂Ωy ≥
√
σ(P2)ωy = σ¯(P2)(η+). Por lo tanto,
para z¯ ∈ Ωcy∪∂Ωy el numerador de la cota de zTy P2ν es positivo
con lo que podemos escribir
zTy P2ν ≤−ρψ ‖P2zy‖
‖P2zy‖ − σ¯(P2)η
‖P2zy‖+ σ¯(P2)(η + δ)
para todo z¯ ∈ Ωcy ∪ ∂Ωy . El cociente del lado derecho de
esta desigualdad es estrı´ctamente creciente 1 en ‖P2zy‖ lo que
implica, junto con (14), que
zTy P2ν
⌋
z¯∈Ωcy∪∂Ωy
≤−ρ ‖P2zy‖	z¯∈Ωcy∪∂Ωy .

El teorema que sigue trata sobre la atractividad de Ωy .
1 Tiene la forma g(x) = x−a
x+b
con a, b > 0 cuya derivada es g˙(x) =
a+b
(x+b)2
> 0
Teorema 8. El sector Ωy es atractivo en tiempo ﬁnito para las
soluciones de la ecuacio´n dina´mica del error de estimacio´n (20).
Demostracio´n. Sea la funcio´n positiva deﬁnida V (z¯) deﬁnida
en (25). Mediante a´lgebra de matrices es posible demostrar que
P¯ L¯n = C¯
TP2
P¯ L¯l = C¯Y
P¯ E¯ = C¯TP2E˜2.
Deﬁnamos Φ  Ωcy∪∂Ωy donde Ωcy y ∂Ωy son el complemento
y la frontera de Ωy , respectivamente. Notemos que por ser C¯2
ortogonal σ¯(E˜2) = σ¯(E¯2). Luego, utilizando las ecuaciones
(2) y (13) y el Lema 7, tenemos que V˙ (z¯)
⌋
z¯∈Φ
< 0, pues
V˙ (z¯)
⌋
z¯∈Φ
≤ − σ¯(P¯ )
μ
V (z¯)	z¯∈Φ − 2γσ¯(P2)(η + ). (34)
La demostracio´n de que Ωy es atractivo en tiempo ﬁnito es por
el absurdo. Si z¯ /∈ Ωy ∀t ∈ [t0,∞), por (34) existe t′ ∈ (t0,∞)
tal que V (z¯(t′)) = 0 lo que contradice la suposicio´n inicial.

El Teorema 8 establece la atractividad en tiempo ﬁnito de
Ωy pero no asegura que e´ste sea invariante. Como veremos a
continuacio´n no es posible garantizar la invariancia de Ωy en
todo el espacio. Es decir, existe la posibilidad de que el error
de estimacio´n describa una trayectoria zigzagueante en la que
e´sta entre y salga de Ωy . Por el Teorema 6 sabemos que V1(z˜)
decrece en Ωy − Ω1. El siguiente lema demuestra que el error,
en su movimiento zigzagueante, converge a Ω1 ∩ Ωy .
Lema 9. Sean t1 < t2 < ∞ dos instantes de tiempo consecu-
tivos tales que z˜(t1), z˜(t2) ∈ ∂Ωy . Si z˜(t) /∈ Ωy ∀t ∈ (t1, t2)
entonces
V1(z˜1(t1)) > V1(z˜1(t2))
donde V1 es la funcio´n deﬁnida en (27).
Demostracio´n. Consideremos la funcio´n positiva deﬁnida
V (z¯) = z¯T P¯ z¯ = Vy(t) + V1(t)
dada en (25) y (28). Sabemos por (34) que V¯ (z¯(t)) < 0
∀t ∈ (t1, t2), ya que por hipo´tesis z¯(t) ∈ Ω¯y∪∂Ω ∀t ∈ (t1, t2).
Por lo tanto V¯ (z¯(t2)) < V¯ (z¯(t1)). Tambie´n por hipo´tesis
Vy(t1) = Vy(t2) = ω
2
y . Luego
0 < V (z¯(t1))− V (z¯(t2)) = V1(z˜1(t2))− V1(z˜1(t1))
lo que termina la demostracio´n. 
Deﬁnamos el conjunto
Γ1 
{
V1(z˜1) ≤ γ21
}
.
Por (17) y (32) γ1 ≥ ω1, lo que implica que Ω1 ⊆ Γ1.
Del desarrollo anterior el conjunto Ωy ∩ Γ1 es atractivo para
las soluciones de (21). En efecto, si el error de estimacio´n z˜
se encuentra fuera de Ωy para algu´n instante de tiempo dado
entonces, por el Teorema 8, existe un instante de tiempo ﬁnito
tal que z˜ entra en Ωy . Dentro de Ωy el error z˜ tiende a entrar en
Γ1 ya que por disen˜o Ω1 ⊆ Γ1 y por el Teorema 6, el conjunto
Ω1 es atractivo para las soluciones de (21) que pertenecen a
Ωy . Si en algu´n instante z˜ sale de Ωy , por el Teorema 8 y por el
Lema 9, z˜ volvera´ a entrar en tiempo ﬁnito y ma´s cerca de Γ1
de lo que estaba cuando dejo Ωy .
Como veremos a continuacio´n el conjunto Ωy∩Γ1 es invariante
para las soluciones de (21). Esto nos permite, junto con el
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Teorema 6 y el Lema 9, asegurar la convergencia de z˜ al
conjunto Ωy∩Ω1. El siguiente teorema trata sobre la invariancia
de Ωy ∩ Γ1.
Teorema 10. Ωy ∩ Γ1 es invariante para las soluciones de (21)
para todo γ en (13) que veriﬁque (15).
Demostracio´n. Por el absurdo. Supongamos que Ωy ∩ Γ1 no es
invariante. En este caso dado z˜(t1) ∈ Ωy ∩Γ1 existe t2 > t1 tal
que z˜(t2) /∈ Ωy ∩ Γ1. Pero, por continuidad de las soluciones
de (21), esto implica a su vez la existencia de t′ ∈ [t1, t2) tal
que z˜(t′) ∈ ∂(Γ˜∩ Ω˜). Por el Teorema 6 V1(z˜1) deﬁnida en (27)
es estrictamente decreciente dentro de Ωy . Por lo tanto z˜ so´lo
puede salir de Ωy ∩ Γ1 atravezando la frontera de Ωy , es decir,
z˜(t′) ∈ (∂Ωy) ∩ Γ1, con V˙y(zy(t′)) ≥ 0, donde Vy(zy) es la
funcio´n deﬁnida en (26).
Por otro lado, la derivada de Vy sobre las soluciones de (24) es
V˙y(zy) = 2z
T
y P2z˙y . Utilizando los Lemas 5 y 7, junto con (2)
y (13), la derivada V˙y en t = t′ puede acotarse por
V˙y(zy(t
′)) < − 1
μ
σ(P2)Vy(t
′)
−2
√
σ(P2)
√
Vy(t′)
(
γ −
√
κ(P2)√
σ(P¯1)
σ¯(A˜21)
√
V1(t′)
)
.
Por construccio´n de t′ y por (30) y (29) se veriﬁcan Vy(zy(t′)) =
ω2y y V1(z˜1(t
′)) ≤ γ21 . Reemplazando estas relaciones y uti-
lizando (31), resulta
V˙y(zy(t
′)) < −2
√
σ(P2)ωy ×(
γ −
(√
κ(P2)√
σ(P¯1)
σ¯(A˜21)γ1 − σ¯(P2)(η + )
2μ
))
.
Por (15) el te´rmino entre pare´ntesis es no negativo y por lo
tanto V˙y(zy(t′)) < 0. Pero esto se contradice con la suposicio´n
inicial. Luego Ωy ∩ Γ1 es invariante. 
4.3 Cotas en el error de estimacio´n
Por Rayleigh sabemos que si z˜ ∈ Ω1 ∩ Ωy entonces
‖zy‖ ≤ κ(P2)(η + ) (35)
‖z˜1‖ ≤ 2μσ¯(A˜12)
σ(P¯1)
κ(P2)(η + )1. (36)
La desigualdad (35) establece que, en el mejor de los casos, el
error en la estimacio´n de C˜x˜ puede acercarse a la magnitud del
ruido de medicio´n η tanto como se quiera. El precio a pagar es
en la magnitud de la componente no lineal del observador ν, ya
que por (14) tiende a ∞ cuando  tiende a 0. Lo deseable es
que P2 sea ortogonal, κ(P2) = 1, pero no siempre es posible
veriﬁcar (6) con matrices P2 ortogonales.
Por (28), (31), (32) y (31) tenemos
z˜ ∈ Ω1 ∩ Ωy ⇒ z¯ ∈ Ω =
{
z¯T P¯ z¯ ≤ ω2} .
4.4 Cotas en el tiempo de convergencia
Para simpliﬁcar la escritura deﬁnamos Φ = Ωcy ∪ ∂Ωy donde
Ωcy y ∂Ωy son el complemento y la frontera de Ωy , respecti-
vamente. Consideremos la condicio´n inicial z¯(t0) ∈ Φ y la
funcio´n V deﬁnida en (25), que por (28) resulta V = V1 + Vy ,
donde las funciones V1 y Vy son las deﬁnidas en (26)-(27).
Si se cumplen las condiciones del Teorema 8 entonces existe
t ∈ [t0,∞) tal que z¯(t1) ∈ ∂Ωy ⊂ Φ y, por (34), la derivada
V˙
⌋
Φ
< 0. Por lo tanto, V (t1) = V1(t1) + ω2y < V (t0).
Supongamos que las posibles condiciones iniciales en el error
de estimacio´n son acotadas, es decir,
z¯(t0) ∈ B(z¯0) = {‖z¯‖ ≤ z¯0}
con
z¯0 >
ωy√
σ¯(P¯ )
. (37)
Por Rayleigh
V (t0) = z¯
T (t0)P¯ z¯(t0) ≤ σ¯(P¯ )z¯20 (38)
con lo cual
V1(t1) < σ¯(P¯ )z¯
2
0 − ω2y. (39)
Notemos que si no se veriﬁca (37), no tiene sentido el pro-
blema de acotar el lapso t1 − t0 ya que en este caso z¯(t0) ∈
Ωy∀z¯(t0) ∈ B(z¯0). En efecto, si z¯0 ≤ ωy/
√
σ¯(P¯ ) resulta
V (t0) ≤ σ¯(P¯ ) ‖z¯‖2 ≤ ω2y . Luego, si
γ1 ≥
√
σ¯(P¯ )z¯20 − ω2y, (40)
el error de estimacio´n z¯ ∈ Ωy ∀t ≥ t0, ya que z˜(t1) ∈ Ωy ∩ Γ1
y por el Teorema 10 el conjunto Ωy ∩ Γ1 es invariante. Por
lo tanto, para un conjunto acotado de condiciones iniciales
siempre podemos asegurar, con γ1 suﬁcientemente grande, que
el error de estimacio´n convergera´ a Ωy en tiempo ﬁnito y que
una vez allı´ no saldra´ del mismo.
Aplicando el lema de comparacio´n Khalil (1996) a (34) junto
con (38) y el hecho de que por deﬁnicio´n de t1 V (t1) =
V1(t1) + ω
2
y ≥ ω2y , obtenemos la cota para el tiempo de
convergencia
t1 − t0 ≤ 1
λ
ln
(
σ¯(P¯ )z¯20 + bγ
ω2y + bγ
)
(41)
donde b = 2σ¯(P2)(η + )/λ y λ = σ¯(P¯ )/μ. Por (37)
el argumento de la funcio´n logaritmo es mayor o igual a 1
y estrı´ctamente decreciente 2 en γ. Por lo tanto, es posible
achicar la cota t1 − t0 tanto como se desee mediante un valor
suﬁcientemente grande de γ.
Si z˜(t1) ∈ Ω1 entonces por el Teorema 6, z˜(t) ∈ Ω1 ∀t ≥ t1.
Cuando z˜(t1) /∈ Ω1, por el Teorema 6 sabemos que existe
t2 ∈ (t1,∞) tal que z˜(t2) ∈ ∂Ω1. Reemplazando (39) en la
cota de t2 − t1 del Teorema 6 resulta
t2 − t1 <
√
σ¯(P¯ )z¯20 − ω2y − ω1
φ
con φ deﬁnida en (33).
5. ASPECTOS PRA´CTICOS
En esta seccio´n reformulamos el disen˜o del observador como
un problema de optimizacio´n de autovalores generalizados con
el objeto de aprovechar los numerosos grados de libertad que
tiene el observador propuesto.
2 La derivada del argumento respecto de γ es
ω2y−σ¯(P¯ )z¯20
(ω2y+bγ)
Diseño de Observadores en Modos Cuasi-Deslizantes vía LMIs58
5.1 Objetivos
Como objetivo de optimizacio´n proponemos minimizar las co-
tas de las desigualdades (35) y (36). Para minimizar la cota
de ‖zy‖ es deseable una matriz P2 con el menor nu´mero de
condicio´n posible. Idealmente P2 ortogonal, pero como comen-
tamos anteriormente esto no siempre es posible. Para minimizar
la cota de ‖z˜1‖, adema´s de κ(P2) mı´nimo, tambie´n se desean
μ/σ¯(A¯) y σ¯(A˜12) lo ma´s chicos posible. En general, por (5)
la matriz A˜12 = A˜12(L¯). En el caso particular p = q, por (3)
resulta L¯ = 0, lo que implica A˜12 = A¯12C¯T2 . Por lo tanto,
cuando p = q, la matriz A˜12 no depende de los para´metros de
disen˜o. Por el contrario, cuando p > q es necesario restringir
los valores de L¯ para disminuir σ¯(A˜12). Una manera simple,
pero conservadora, es la siguiente: partiendo de (5) y recordan-
do que C¯2 es ortogonal, resulta σ¯(A˜12) ≤ (1 + σ¯(L¯))2σ¯(A¯).
Si bien se trata de una cota conservadora, acotando σ¯(L¯) nos
aseguramos que al resolver el problema no resulten valores
demasiado grandes de σ¯(A˜12).
Con respecto a la cota de ‖z˜1‖, queda considerar el para´metro
1. Desde el punto de vista del error de estimacio´n es deseable
que sea lo ma´s pequen˜o posible. Sin embargo, la cota (41) en el
tiempo de convergencia converge a ∞ cuando 1 → 1. Por lo
tanto, 1 representa un compromiso entre la cota de ‖z˜1‖ y la
cota del tiempo de convergencia.
Para tratar de cumplir con estos objetivos proponemos el si-
guiente problema de optimizacio´n. Consideremos las siguientes
variables adicionales a > 0 y t. El problema de optimizacio´n
es
minimizar t
sujeto a (6)-(8)-(3) y a las siguientes restricciones adicionales
aI < P2 < atI (42)
μ< t− 1
σ¯(L¯) < (t− 1) (43)
1
t− 1 <σ(P¯1). (44)
La restriccio´n (42) fuerza la minimizacio´n del nu´mero de
condicio´n de la matriz P2. En efecto, por deﬁnicio´n
κ(P2) =
σ¯(P2)
σ(P2)
<
at
a
= t.
Notemos que (42) implica t > 1 y , por lo tanto, (43) y (44)
esta´n bien planteadas.
5.2 Formulacio´n como Problema de Autovalores Generalizados
Reescribamos P¯ como en Tan & Edwards (2000)
P¯ =
[
P11 P12
PT12 P22
]
(45)
con P11 ∈ R(n−p)×(n−p), P12 ∈ R(n−p)×p y P22 ∈ Rp×p. La
matriz P12 = [ P121 0 ] con P121 ∈ R(n−p)×(p−q). Igualando
con (8) y despejando resultan
⎧⎨
⎩
P¯1 = P11
P2 = C¯2
(
P22 − PT12P−111 P12
)
C¯T2
L¯ = P−111 P12
. (46)
Comencemos con la restriccio´n (42). Por (46) y por ser C¯2
ortogonal, esta restriccio´n es equivalente a
aI < P22 − PT12P−111 P12 < atI,
pero por el complemento de Schur es, a su vez, equivalente a
aI < P¯ < atI.
Por lo tanto, minimizar el nu´mero de condicio´n de P2 es
equivalente a minimizar el de P¯ . Por (46) la restriccio´n (43) no
es una LMI en las variables P11 y P12. Es necesario reformular
el problema. Siendo conservadores podemos escribir
σ¯(L¯) ≤ σ¯(P−111 )σ¯(P12) =
1
σ(P11)
σ¯(P12).
Luego, la minimizacio´n de σ¯(L¯) se consigue minimizando
σ¯(P12) al mismo tiempo que se maximiza σ(P11). La maxi-
mizacio´n de σ(P11) ya la formulamos en la restriccio´n (44).
Por lo tanto, para minimizar la cota de σ¯(L¯) se reemplaza la
restriccio´n (43) por σ¯(P12) < t − 1, o equivalentemente por
PT12P12 < (t− 1)2I . Deﬁniendo
N 
[
In−p 0
0 0p×p
]
M 
[
0(n−p)×(n−p) 0
0 Ip
]
y utilizando el complemento de Schur, esta desigualdad puede
reescribirse como
NP¯M + (NP¯M)T + tIn − In > 0.
Por (46) la restriccio´n (44) es equivalente a 1σ(P11) = σ¯
(
P−111
)
<
t − 1 que a su vez es equivalente a P−111 < (t − 1)In−p. Sea
0 < X = XT ∈ R(n−p)×(n−p). Con esta nueva variable
podremos reformular la desigualdad anterior como una LMI en
X , P11 y t de la siguiente manera
X < (t− 1)In−p
P−111 <X.
Por el complemento de Schur la u´ltima desigualdad es equiva-
lente a [
X In−p
In−p P11
]
> 0.
Deﬁniendo Q 
[
In−p 0(n−p)×p
]
la desigualdad anterior
toma la forma [
X In−p
In−p QP¯QT
]
> 0.
5.3 Algoritmo de disen˜o
El siguiente algoritmo surge del desarrollo anterior.
1- Resolver el problema de optimizacio´n
minimizar t
sujeto a (47)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
A¯T P¯ + P¯ A¯− 2C¯TY C¯ P¯
P¯ −μI
]
< 0
aI < P¯[
X In−p
In−p QP¯QT
]
> 0
P¯ ,X, Y, μ, a > 0
In −NP¯M − (NP¯M)T < tIn
P¯ < atIn
μ < t
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donde P¯ tiene la estructura de (45).
2- Calcular P2 a partir de (46).
3- Calcular las ganancias del observador Ll y Ln utilizando las
Ecuaciones (10) y (11).
4- Elegir  > 0 resolviendo el compromiso formado por el valor
ma´ximo de ν en (12)-(14) y la cota en el error de estimacio´n
(35).
5- Disen˜o de 1, γ1 y γ
1. Caso General. Cuando no se conoce la regio´n de las
posibles condiciones iniciales en el error de estimacio´n.
En este caso elegir en orden:
a) 1 > 1;
b) γ1 sujeto a (17);
c) γ > 0 sujeto a (15).
2. Caso Particular. Cuando las condiciones iniciales z¯(t0) ∈
Ω con z0 que satisface (37), el tiempo de convergencia a
Ω1 ∩ Ωy queda acotado por (41). Elegir en orden:
a) 1 > 1 resolviendo el compromiso formado por la
cota en el error de estimacio´n (36) y la cota en el
tiempo de convergencia (41);
b) γ1 sujeto a (17) y (40);
c) γ > 0 sujeto a (15), y de manera que (41) cumpla con
las especiﬁcaciones.
6- Elegir ρ de manera que veriﬁque (13).
6. EJEMPLO
6.1 Planta y Modelo
Consideremos un manipulador robo´tico simple (Figura 1) for-
mado por un u´nico eslabo´n y manejado por un motor de co-
rriente continua.
Figura 1. Manipulador robo´tico de un eje.
El brazo se encuentra contenido en el plano vertical al piso. Para
simpliﬁcar el modelado suponemos que el eslabo´n esta´ formado
por una barra de masa despreciable con una masa puntual en
su extremo. Bajo esta´s simpliﬁcaciones, el modelo matema´tico
esta´ dado por
di
dt
=−R
L
i− keN
L
θ˙ +
1
L
u
θ¨ =
ktN
ml2
i− b
ml2
θ˙ +
g
l
sin(θ) +
1
ml2
d
donde u(t), i(t), θ(t) y d(t) son respectivamente la tensio´n
sobre los bornes del motor, la corriente de armadura del motor,
el a´ngulo del brazo respecto a la vertical y el torque de pertur-
bacio´n. La mayorı´a de los para´metros fueron tomados de Utkin
et al. (1999) y se describen en la Tabla 1.
Tabla 1. Para´metros del manipulador robo´tico de un eje.
Unidades en SI
Para´metro Valor Descripcio´n
R 0,5 Resistencia de armadura
L 0,001 Inductancia de armadura
ke 0,008 Constante contra electro motriz
kt 0,008 Constante de torque
m 1 Masa del eslabo´n
l 0,4 Longitud del eslabo´n
b 0,2 Coeﬁciente de friccio´n viscosa
N 100 Relacio´n del tren de engranes
g 9,8 Aceleracio´n de la gravedad
El torque de perturbacio´n es incierto pero acotado por
|d(t)| ≤ 10Nm ∀t.
Deseamos estimar la corriente de armadura i(t) midiendo la
posicio´n y velocidad angular del brazo
y1(t) = θ(t) + fy1(t), y2(t) = θ˙(t) + fy2(t)
donde fyi(t) es ruido blanco con distribucio´n uniforme en el
intervalo [−0,0175,+0,0175] 3 de donde resulta
‖fy(t)‖ ≤ 0,0175
√
2 = η.
Deﬁniendo x1(t) = i(t), x2(t) = θ(t) y x3(t) = θ˙(t) resultan
A =
⎡
⎢⎢⎣
−R
L
0 −keN
L
0 0 1
ktN
ml2
0 − b
ml2
⎤
⎥⎥⎦ , B =
⎡
⎢⎣
1
L
0
0
⎤
⎥⎦
C =
[
0 1 0
0 0 1
]
, E =
[
0
0
1
]
y
α(y1) = 24,5 (|sin (y1)|+ |cos (y1)|) + 62,5.
donde recordemos que |fx(x2, d)| ≤ α(y1). Evidentemente C,
E y CE son de rango completo. La terna (A,E,C) tiene un
u´nico cero invariante en −R/L. Por lo tanto se veriﬁcan las
hipo´tesis (H1) a (H3). Notemos que (A,E,C) ya se encuentra
en la forma cano´nica del Lema 1.
6.2 Disen˜o
Resolviendo el problema de autovalores generalizados (47)
resultan
P¯ =
[
31,4822 0,0000 0
0,0000 31,4591 −0,0000
0 −0,0000 31,4591
]
Y =
[
0,7007 0,0000
0,0000 1,0088
]
106
μ = 0,0319, t = 1,0320.
Por (46)
P2 =
[
31,4591 −0,0000
−0,0000 31,4591
]
y por (10) y (11) 4
3 ±0,0175rad  ±1◦
4 En este ejemplo particular la matriz de cambio de coordenadas del Lema 1
es la identidad
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Ll =
[−0,0000 −0,0000
2,2274 0,0000
0,0000 3,2066
]
104
Ln =
[−0,0000 −0,0000
1,0000 0
0 1,0000
]
.
Con  = 0,005 y δ = 0,01 resulta ψ = 12,8995. Fijando
1 = 1,125 y tomando γ1 lo mas pequen˜o posible, pero que
veriﬁque simulta´neamente (17) y (40), obtenemos γ1 = 16,84.
Ana´logamente, eligmos el γ > 0 ma´s chico posible que
veriﬁque (15) resulta γ = 0,3176. Finalmente, por (13)
ρ = 24,5 (|sin (y1(t))|+ |cos (y1(t))|) + 794.
6.3 Convergencia
En este ejemplo particular, el error de estimacio´n del vector de
estados es z = xˆ−x= [ z1 zy1 zy2 ]T=
[
iˆ− i θˆ − θ ˆ˙θ − θ˙
]T
.
Suponiendo que en t = t0∣∣∣ˆi− i∣∣∣ ≤ 2,5A, ∣∣∣θˆ − θ∣∣∣ ≤ π/2, ∣∣∣ ˆ˙θ − θ˙∣∣∣ ≤ π/8
resulta una condicio´n inicial z(t0) ∈ B(3). Luego
1. z(t) ∈ Ωy =
{
z2y1 + z
2
y2 ≤ 0,0278
} ∀t1 ≥ t0 con t1 −
t0 ≤ 9,3mseg;
2. z(t) ∈ Ω1 = {|z1| ≤ 0,0542} ∀t ≥ t2 ≥ t1 con t2 −
t1 ≤ 990mseg.
Por lo tanto, se puede asegurar que dentro de t2 − t0 ≤ 1seg
la corriente de armadura se estima con un error menor o igual a
54,2mA.
6.4 Simulaciones
Las condiciones de simulacio´n son las siguientes x(0) =
[−2,5 π/2 π/8 ]T , xˆ(0) = [ 0 0 0 ]T , u(t) = 1(t− 0,02) y
d(t) =
⎧⎪⎨
⎪⎩
0 : t < 0,05
10 : 0,05 ≤ t < 0,0625
−10 : 0,0625 ≤ t < 0,0750
0 : t ≥ 0,075
.
En las Figuras 2 y 3 mostramos los errores de estimacio´n junto
con los sectores Ω1, Γ1 y Ωy . Notamos que si bien las cotas
halladas a priori se veriﬁcan, e´stas son muy conservadoras. Sin
embargo siguen siendo u´tiles para, por ejemplo, el disen˜o de
sensores de corriente con ﬁnes de proteccio´n contra sobrecarga.
Para evaluar el desempen˜o del observador (9), comparamos los
errores de estimacio´n cometidos por este observador con los del
propuesto en Tan & Edwards (2000). Los resultados se mues-
tran en la Figura 4, en la cual se aprecia el mejor desempen˜o
del observador aquı´ propuesto, ya que el mismo presenta un
mejor rechazo al torque de perturbacio´n y al ruido de medicio´n
debido a que no requiere de un re´gimen de deslizamiento como
en Tan & Edwards (2000). Como desventaja tenemos que las
sen˜ales involucradas son de mayor magnitud, lo cual no es
problema´tico si, por ejemplo, el observador se utiliza con ﬁnes
de sensado para monitoreo o proteccio´n.
7. CONCLUSIONES
En este trabajo presentamos un observador robusto por modos
cuasi deslizantes para plantas con modelo nominal lineal afec-
tado por perturbaciones/incerteza y con ruido de medicio´n.
Figura 2. Error de estimacio´n z1. La lı´nea de trazo representa el
contorno de Ω1 y la lı´nea punteada el contorno de Γ1.
Figura 3. Error de estimacio´n zy .
El disen˜o del observador se planteo´ como un problema de
factibilidad LMI y se probo´, bajo ciertas hipo´tesis, la con-
vergencia del error de estimacio´n a un conjunto acotado que
contiene al origen de coordenadas. Tambie´n se proporcionaron
cotas a priori para el error de estimacio´n.
Posteriormente se reformulo´ el problema de disen˜o del ob-
servador como uno de optimizacio´n GEVP con el objeto de
minimizar las cotas para el error de estimacio´n.
Finalmente, se presento´ un ejemplo de simulacio´n que mostro´ el
buen desempen˜o del observador propuesto y la veriﬁcacio´n
de las cotas obtenidas a priori, aunque las cotas en el tiempo
de convergencia resultaron ser muy conservadoras. Comparado
con el observador por modos deslizantes propuesto en Tan
& Edwards (2000), el observador aquı´ propuesto presento´ un
mejor rechazo al torque de perturbacio´n y al ruido de medicio´n,
pero, como desventaja, sen˜ales de mayor magnitud.
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