Regret-based queries are a complement of top-k and skyline queries when users cannot specify accurate utility functions while must output a controllable size of the query results. Various regret-based queries are proposed in last decade for multi-criteria decision making. The k-regret minimizing set (k-RMS) query which returns r points from the dataset and minimizes the maximum k-regret ratio has been extensively studied. However, existing state-of-art algorithms to find k-regret minimizing sets are very time-consuming and unapplicable. In this paper, we propose a faster algorithm Samp-Greed for k-RMS queries by utilizing the monotonicity of the regret ratio function with sampling techniques. We provide the theoretical analysis of our SampGreed algorithm and experiments on synthetic and real datasets verify our proposed algorithm is superior to existing state-of-art approaches.
INTRODUCTION
Extracting interesting points from a large dataset is an important functionality for multi-criteria decision making applications. Top-k [7] and skyline [2, 5] queries are two well-studied tools. Unfortunately, when users cannot specify accurate utility functions while must output a controllable size of the query results, these two queries are not applicable. To overcome above shortages, various regret-based queries e.g. 1-regret minimizing set (1-RMS) query [10] , k-average regret query [15] and k-RMS query [4] are proposed as a good complement of top-k and skyline queries. Among these, the k-RMS query [4] is to return a set S of r points in the dataset D such that the maximum k-regret ratio of a user is minimized, where the k-regret ratio is a measure of the distance from the k-th "best" point in a dataset to the "best" point in returned set. Chester et al. [4] also proposed greedy algorithm which we called OrigGreed to compute k-RMS, but the algorithm takes too long time to be applicable. Cao et al. [3] and Agarwal et al. [1] respectively proposed ϵ-kernel coreset and hitting set methods to find the k-regret minimizing sets efficiently. However, they are also with low efficiency.
In this paper, we fully exploit the characteristics of the k-RMS query. We first provide our AccGreed algorithm based on the OrigGreed algorithm [4] by utilizing the monotonicity of regret ratio function which can avoid unnecessary calculations to evaluate regret ratios for certain data points. Further, a sampling-based k-RMS algorithm named SampGreed is proposed which integrates sampling techniques to the AccGreed algorithm framework with theoretical analysis to accelerate the processing of k-RMS queries. We evaluate the efficiency and the k-regret ratios of our algorithms on both synthetic and real datasets comparing with current stateof-art algorithms for k-RMS calculation presented in [1, 3, 4] . Our experiment results show that our SampGreed algorithm is significantly faster than the existing algorithms while the maximum k-regret ratios of the returned sets are very close to each other.
RELATED WORK
In last two decades, top-k [7] and skyline [2, 5] queries have been fully exploited to address multi-criteria decision making problems. The inherent deficiencies of top-k and skyline queries hinder them to answer user queries without specification of accurate utility functions while must assign certain quantity of the results. Some efforts are exerted to avoid the burdens of top-k and skyline queries such as the top-k representative skyline points [8] and distancebased representative skyline [14] . They all control the number of skyline, but they are not stable and scale-invariant [10] .
To overcome the deficiencies of top-k and skyline queries, the maximum regret minimizing set (1-RMS) query was proposed by Nanongkai et al. [10] to minimize user's maximum regret ratio. This seminal work drew many attentions in the research community. Peng and Wong [12] narrowed down the candidate points from the whole skyline to a set of points called happy points by using geometry properties for 1-RMS query. Nanongkai et al. [9] further combined user's interactions into the process of selection to efficiently bound the regret ratios. Faulkner et al. [6] and Qi et al. [13] extended linear utility functions in [10] to Convex, Concave and CES utility functions and multiplicative utility functions respectively.
As an orthogonal research of the above, Chester et al. [4] perceived that minimizing the maximum regret ratio is too rigid to be applicable in some scenarios. They relaxed 1-RMS query to the k-RMS for any k ≥ 1, and proposed the efficient algorithm Orig-Greed for k-RMS. To make k-RMS more practical, Cao et al. [3] and Agarwal et al. [1] proposed the methods based on ϵ-kernel coreset and hitting set respectively to solve k-RMS problem. Unfortunately, these algorithms are not efficient enough to meet the user's actual query response requirements.
PRELIMINARIES
Let D be a set of n d-dimensional points over positive real values. For each point p ∈ D, the value on the i-th dimension is represented as p[i]. Before we state our problem, the concepts of utility function, linear utility function and k-regret ratio are given.
Utility Function. A utility function u is a mapping u: R d + → R + . The utility of a user with utility function u is u(p) for any point p and shows how satisfied the user is with the point. Given an integer k ≥ 1, we denote the largest utility and the k-th largest utility among p ∈ D with respect to utility function u by u(D) and u k (D) respectively, i.e., u(D) = max p ∈D u(p) and u k (D) = max k p ∈D u(p). In this paper, we focus our analysis on the class of linear utility functions which contains infinite number of utility functions and it is very popular in modeling user preferences [1, 3, 4, 10] .
Linear Utility Function. Assume there are existing some nonnegative reals v 1 , v 2 , · · · , v d which denote the user's preferences for d dimensions, then a linear utility function can be represented by these nonnegative reals such that u
for any d-dimensional point. We also say that a linear utility function can be expressed by a weight vector, i.e. v =< v 1 , v 2 , ..., v d >, so the utility of any point p can be expressed by the dot product of v and p, namely, u(p) = v · p. k-Regret Ratio. Given a dataset D, a set of S with points in D and a utility function u. The k-regret ratio of S, represented as kRR D (S, u), is defined to be
Maximum k-Regret Ratio. Given a dataset D, a set of S with points in D and a class of utility functions U. The maximum kregret ratio of S, represented as kRR D (S, U), is defined to be
Problem Definition. Given a dataset D, two positive integers k and r , we aim to use least number of evaluations of regret ratio functions to find a subset S of size r on D such that kRR D (S, U) is minimized.
FAST PROCESSING k-RMS QUERIES WITH MONOTONICITY PROPERTY
We know that the k-RMS problem is NP-Hard for dimension d ≥ 3, which has been proved in [1, 3, 4] . Therefore, k-RMS problem is often solved by approximate algorithms like ϵ-kernel [3] , RMS_HS [1] and OrigGreed [4] . Although OrigGreed algorithm can return a result set of size r with very low k-regret ratio, it is time-consuming and cannot be applied directly in practice. Fortunately, we find a simple approach to accelerate the OrigGreed algorithm without changing its framework. The pseudocode of the modified algorithm which we called AccGreed is shown in Alg. 1. Then we explain the feasibility of this modification. We denote S 0 = ∅, S i = {q 1 , q 2 , ..., q i }, i = 1, 2, ..., r be the successive sets chosen by greedy algorithm and q i denotes the point which is selected into the solution set S i−1 in step i. For the Acc-Greed algorithm, it initially picks the point that maximizes the first coordinate. In following iteration i, the point p ∈ D\S i−1 is selected that currently contributes k-th most to the maximum k-regret ratio of the solution set S i−1 , which means that the point p satisfies
We use the following Linear Program similar to that in [10] directly to calculate the value of RR S i −1 ∪{p } (S i−1 , U) rather than Linear Program 3 in [4] . And we add an additional clause, line 16 in Alg. 1, which means that we can combine it with the Linear Program to achieve the same effect of linear program 3 (see [4] ) which is guaranteed by Lemma 1. Finally, once a maximal u is found, we choose the point p ′ ∈ D\S i−1 \{p} whose utility with u is larger than that of p to the candidate set S ′ . Then for the heuristic of choice in line 18, we choose the point in S ′ with the largest sum of coordinates since when the maximal u is discovered, there are k points in D could be selected, each one has
Input: A set of n d-dimensional points D = {p 1 , p 2 , · · · , p n }, two integers k and r . Output: A result set S r .
Let Q be a map to store the regret ratio for each point in D and each value in Q is initially ∞;
Let q i be first p ∈ D, u =< 0, 0, ..., 0 > and S ′ = ∅; 5 Let L be the no calculations required points set and L = ∅; 6 for each p ∈ D\S i −1 and p L do 7 Calculate the value of RR S i −1 ∪{p } (S i −1 , U) using Linear Program; 8 Update the value of p in Q by RR S i −1 ∪{p } (S i −1 , U); 9 Sort the points in Q in ascending order and put the points whose values are smaller than that of p to L; 10 Let u be u in Linear Program; Then according to the lines 11-17, we select the point q which maximizes RR S ∪{p } (S, U), p ∈ D\S and q is k-ranked in D (if there exists a point p ′′ is better to be k-ranked, then p ′′ will be q). According to the above analysis, kRR D (S, U) = RR S ∪{q } (S, U) for the current solution set S. In [4] , the constraint of line 15 in linear program 3, which makes the point p be k-ranked in D like lines 13-17 in our AccGreed algorithm. And the value of linear program 3 of a point p is the same as that of our linear program since the positive real ϵ is very small in linear program 3. Therefore, our method achieves the same effect of linear program 3 in [4] .
□ Lemma 2. The function RR S ∪{p } (S, U) is a monotonically nonincreasing function.
Proof. Assume S 1 ⊆ S 2 ⊆ D, then for a point p ∈ D\S 2 ,
u(S 2 ∪{p }) . For each u ∈ U, u(S 1 ) ≤ u(S 2 ), then we have the following cases: 
u(S 2 ∪{p }) = 0. For all cases and all u ∈ U, RR S 1 ∪{p } (S 1 , U) ≥ RR S 2 ∪{p } (S 2 , U). Hence, the function RR S ∪{p } (S, U) is a monotonically non-increasing function.
□ Acceleration via Monotonicity. As Lemma 2 shows, we can apply monotonicity of regret ratio function to boost our Acc-Greed algorithm. In iteration i − 1 and i, the solution sets are S i−1 and S i respectively and S i−1 ⊆ S i . We maintain all the values of RR S i −1 ∪{p } (S i−1 , U) for each point p ∈ D\S i−1 . Then in iteration i + 1, we need to calculate the value of RR S i ∪{p } (S i , U) for each point p ∈ D\S i . However, according to Lemma 2, if there exists a point p ′ ∈ D\S i such that RR S i −1 ∪{p ′ } (S i−1 , U) ≤ RR S i ∪{p } (S i , U), then we have RR S i ∪{p ′ } (S i , U) ≤ RR S i ∪{p } (S i , U). Hence, we do not need to calculate the value of RR S i ∪{p ′ } (S i , U) in iteration i + 1. And this finding helps us reduce function evaluations in each iteration.
For the OrigGreed algorithm, it needs many trials to randomly partition D\S i−1 \{p} (for k = 4, number of trials is 54). This method could lead more function evaluations and more running time of the algorithm. And the time complexity of OrigGreed algorithm is O(n 2 log n). Our AccGreed algorithm accelerates the OrigGreed algorithm such that it could exactly return result without partitioning the dataset and the time complexity is O(n 2 ).
ACCELERATING PROCESSING k-RMS
QUERIES VIA SAMPLING Our AccGreed algorithm can speed up the processing of k-RMS queries in practice. However, in worst case, our AccGreed algorithm is not better than OrigGreed. To accelerate the processing of k-RMS queries, we make our AccGreed algorithm run faster by random sampling while retaining the same or relatively a little larger maximum k-regret ratio. We call the algorithm with sampling SampGreed. The only difference between SampGreed and AccGreed lies that AccGreed finds a point from D\S i−1 directly while SampGreed samples a subset R ⊆ D\S i−1 of size s randomly and then finds the point in R which satisfies the same constraints in AccGreed algorithm. Our SampGreed algorithm shares the same framework as AccGreed. We give the pseudocode of sampling process in Alg. 2. Algorithm 2: SampGreed (D, k)
3 for (i = 2; i ≤ r ; i + +) do 4 Let q i be first p ∈ D, u =< 0, 0, ..., 0 > and S ′ = ∅; 5 Let L be the no calculations required points set and L = ∅; 6 Obtain a random subset R by sampling s random points from D\S i −1 ; 7 for each p ∈ R and p L do 8 The rest is the same as that in AccGreed algorithm. 9 return S r ;
In each iteration i of the AccGreed algorithm, we put each point q i chosed by line 17 in Alg.1 into set S * . Meanwhile, we introduce the parameter λ to control sampling size s. Then in each iteration, we sample a set R of size s = n r −1 log( λ λ−1+ϵ ) (ϵ > 0 is an arbitrarily small constant) uniformly at random with λ ≥ 1 and R will in turn overlap with S * with probability 1−ϵ λ . The details are shown below. Assume a current solution set S i−1 , the set R consists of s = n r −1 log( λ λ−1+ϵ ) random samples from D\S i−1 . We need to estimate the probability of R ∩ (S * \S i−1 ) ∅. We know that Through the above analysis, in each iteration, we could select the same point in S * with our sampling set R with probability 1−ϵ λ , then the points selected are also the same as that of AccGreed with heuristics. Hence, The similarity between the result set of sampling algorithm SampGreed and that of the AccGreed algorithm depends on the probability 1−ϵ λ in each iteration. It is natural to think that high similarity is often accompanied by large sampling size and with long running time. In fact, if we do not care about sacrificing a little maximum k-regret ratio for faster running time, the performance of our SampGreed algorithm is thus better.
EMPIRICAL EVALUATION
We first elaborate the experimental setup before we analyse efficiency and k-regret ratios of our proposed AccGreed and Samp-Greed algorithms. Setup. We ran our experiments on both synthetic and real datasets. The synthetic dataset was created using the data generator of [2] . Our synthetic dataset is a 4-dimensional anti-correlated dataset of 10,000 points. The real-world dataset we used are an 8-dimensional NBA of 21,961 points for each player/season combination from year 1946 to 2009. For the two datasets, the attributes have been normalized to the range [0, 1] by subtracting the smallest value and then dividing by the range. Moreover, like studies in the literature [4, 6, 9, 10] , we computed the skyline first and our queries on these datasets returned anywhere from 5 to 30 points and evaluated the maximum k-regret ratio using linear program implemented by Gurobi software [11] . All the algorithms were implemented in C++ and ran on a 64-bit 2.5GHz Intel Core machine which was running Ubuntu 16.04 LTS operating system. In our experiments, we compare AccGreed and SampGreed algorithms introduced in this paper to 3 baseline greedy algorithms: the greedy algorithm Orig-Greed [4] , ϵ-kernel coreset-based algorithm CoreGreed [1] and hitting set algorithm HSGreed [3] . We compare all the algorithms from two aspects: maximum k-regret ratios and running times for various values of r (more time means larger number of regret ratio function evaluations). We only consider k = 4 for the experiments. Moreover, for the different r , the size of the result sets of Core-Greed and HSGreed algorithms can be in the range [r − 1, r + 1] to get the corresponding maximum k-regret ratios conveniently. For SampGreed, the two choices of the parameters, ϵ = 0.01, λ = 1.01 and ϵ = 0.1, λ = 1.1, can be considered. The average results of these algorithms are from 20 repeated experiments. Results. As Fig. 1 shows, the maximum k-regret ratio of each algorithm on the anti-correlated dataset is very close to each other with increasing r , and the gap of maximum k-regret ratios between different algorithms is not very large and gradually shrinks as r increases on NBA dataset. However, for the running time of each algorithm on the two datasets, our AccGreed algorithm is significantly faster than the OrigGreed algorithm. It means that our AccGreed algorithm improves the OrigGreed algorithm to a great extent. HSGreed consumes much memory leading the algorithm unapplicable with resource limited machines for large r , so we only give the experiment results for r = 5, 10 on NBA dataset. Our SampGreed algorithm with different values of ϵ and λ is faster than other algorithms, and more significant especially in the NBA dataset. Therefore, our SampGreed algorithm is more suitable for executing k-RMS query for real-world applications.
CONCLUSION
We propose our AccGreed algorithm to speed up the execution of k-RMS queries according to the monotonicity of regret ratio function to avoid unnecessary calculations and it can actually improve the efficiency of the OrigGreed algorithm. We further propose a faster algorithm SampGreed using sampling techniques and provide theoretical analysis for SampGreed. Our experiments verify that our SampGreed algorithm is faster than current state-of-art algorithms and only sacrifices a very little maximum k-regret ratio.
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