Tracking of sources of sporadic cases of campylobacteriosis remains challenging, as commonly used molecular typing methods have limited ability to unambiguously link genetically related strains. Genomics has become increasingly prominent in the public health response to enteric pathogens as methods enable characterization of pathogens at an unprecedented level of resolution. However, the cost of sequencing and expertise required for bioinformatic analyses remains prohibitive, and these comprehensive analyses are limited to a few priority strains. Although several molecular typing methods are currently widely used for epidemiological analysis of campylobacters, it is not clear how accurately these methods reflect true strain relationships. To address this, we have developed a framework and associated computational tools to rapidly analyze draft genome sequence data for the assessment of molecular typing methods against a "gold standard" based on the phylogenetic analysis of highly conserved core (HCC) genes with high sequence quality. We analyzed 104 publicly available whole genome sequences (WGS) of C. jejuni and C. coli. In addition to in silico determination of multi-locus sequence typing (MLST), flaA, and porA type, as well as comparative genomic fingerprinting (CGF) type, we inferred a "reference" phylogeny based on 389 HCC genes. Molecular typing data were compared to the reference phylogeny for concordance using the adjusted Wallace coefficient (AWC) with confidence intervals. Although MLST targets the sequence variability in core genes and CGF targets insertions/deletions of accessory genes, both methods are based on multilocus analysis and provided better estimates of true phylogeny than methods based on single loci (porA, flaA). A more comprehensive WGS dataset including additional genetically related strains, both epidemiologically linked and unlinked, will be necessary to more comprehensively assess the performance of subtyping methods for outbreak investigations and surveillance activities. Analyses of the strengths and weaknesses of widely used typing methodologies in inferring true strain relationships will provide guidance in the interpretation of this data for epidemiological purposes.
INTRODUCTION
Campylobacter spp. are the most common cause of bacterial gastroenteritis in Canada (Public Health Agency of Canada, 2009), as around the world, with most cases (>95%) attributed to infection with C. jejuni and C. coli -at a ratio of ∼6:1, respectively. Yet, despite important public health and socioeconomic impacts of this organism (Thomas et al., 2008) , limited progress has been made in defining routes of infection and reducing associated illness. This is in part due to the sporadic distribution of the majority of cases of campylobacteriosis (Government of Canada, 2007 , 2010 , and the associated difficulties in identifying sources of infection. Furthermore, due to the widespread occurrence of this organism in the intestinal tracts of animals and in the environment, there are many possible sources of exposure.
Molecular epidemiology of C. jejuni and C. coli remains challenging due to the nature of the genome evolution in these organisms and the extensive genomic and phenotypic diversity within these species. Genome evolution in C. jejuni and C. coli is largely driven by frequent genomic rearrangements and interstrain genetic exchange (de Boer et al., 2002; Ridley et al., 2008; Wilson et al., 2009a) . For these species, recombination appears to affect population structure more rapidly than de novo mutation (Dingle et al., 2001; Biggs et al., 2011) . To further complicate matters, there is evidence of stability for some clones (Nielsen et al., 2001 ),
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www.frontiersin.org whereas in other cases differences in genetic profiles are observed within a single passage of the organism through an animal host (de Boer et al., 2002) . Competition for resources within their gastrointestinal niche likely drives this high rate of evolution through selection of any change that may offer a competitive advantage in this microbe-rich environment (Lefébure and Stanhope, 2009 ). The rapid evolution of the C. jejuni and C. coli genomes has important consequences for interpretation of molecular typing information. Outbreak isolates may be missed in cases where small genomic changes result in changes of molecular profiles (Hanninen et al., 1999; Nuijten et al., 2000; Sails et al., 2003; Barton et al., 2007) . Conversely, some strains will appear to be clonal, and will be linked by typing methods despite true differences in gene content between isolates and absence of epidemiological linkage (Taboada et al., 2008; Biggs et al., 2011) . Several molecular subtyping schemes have been developed for use in characterization of C. jejuni and C. coli isolates for epidemiological investigation (reviewed in Klena and Konkel, 2005) . Of these, multi-locus sequence typing (MLST), based on DNA sequence analysis of seven housekeeping genes, is currently the leading method, in part due to the ease of comparison of nucleotide sequence-based typing among labs worldwide (Dingle et al., 2001 ). This typing scheme has greatly contributed to an improved understanding of Campylobacter epidemiology. Similarly, DNA sequencing of the flagellin gene short variable region (flaA-SVR; Meinersmann et al., 1997 Meinersmann et al., , 2005 and the porA gene is also routinely used. Alternative methods which incorporate analysis of the accessory genome include comparative genomic fingerprinting (CGF), a low cost, high throughput, and high resolution method that is based on the detection of 40 genes using multiplex PCR . Current analyses suggest that CGF is highly concordant with MLST, but with a better discriminatory power Taboada et al., 2012) . Much like sequence-based methodologies, CGF types can be easily compared among laboratories. With the advent of high throughput next generation sequencing (NGS) technologies, whole genome sequence (WGS) analysis has begun to play an increasing role in microbial epidemiology, particularly in high profile outbreak situations (Gilmour et al., 2010; Chin et al., 2011; Rohde et al., 2011 ). Unfortunately, current costs limit the use of full genome analysis to a few priority strains (e.g., Parkhill et al., 2000; Pearson et al., 2007) . While all of these methods have played an important role in improving our understanding of transmission of campylobacters to human hosts, the range of available typing methods leads to difficulties in meta-analysis of study data.
In order to move toward a common, standard molecular typing methodology suitable for most epidemiological studies, robust evaluation of existing typing schemes is needed. High quality, whole genome sequence (WGS) is the true gold standard for molecular characterization of microbes as all of the information necessary to determine molecular types is encoded within the genome. Analysis of this data can be highly discriminatory among closely related strains (Biggs et al., 2011) , but can also be used to infer evolutionary relationship for distantly related organisms (Lefébure and Stanhope, 2009; Lefébure et al., 2010) . In the near future, WGS will likely become the method of choice for characterization of microbes; however, use of WGS for surveillance activities is currently not feasible for most laboratories. Nonetheless, there is a growing number of full genomes available for analysis. This data can be used to rigorously assess existing typing schemes to help identify those that would work most effectively for public health activities, and to select improved targets for next generation typing schemes. Furthermore, an improved understanding of the performance of each method will assist in the interpretation of existing studies.
We have used publicly available C. jejuni and C. coli WGS data in the development of a framework to assess performance of MLST, flaA, porA, and CGF typing schemes compared to the inferred "reference" phylogeny based on conserved core genome elements. Such a framework will provide a basis for future, more expansive molecular typing method evaluation based on WGS data.
MATERIALS AND METHODS

STRAINS USED IN ANALYSIS
A total of 104 strains were included in this study (Table S1 in Supplementary Material). Of these, 24 complete or draft C. jejuni and C. coli sequences were retrieved from GenBank: C. jejuni subsp. jejuni [NCTC 11168 (NC_002163) , 81-116 (NC_009839), 81-176 (NC_008787), 84-25 (NZ_AANT0000 0000), CF93-6 (NZ_AANJ00000000), HB93-13 (NZ_AANQ0000 0000), CG8421 (NZ_ABGQ00000000), CG8486 (NZ_AASY 00000000), 260.94 (NZ_AANK00000000), IA3902 (CP001876.1), ICDCCJ07001 (NC_014802), M1 (CP001900.1), S3 (CP001960.1), 1336 (NZ_ADGL00000000), 305 (ADHL00000000.1), 327 (ADHM00000000.1), 414 (NZ_ADGM00000000), DFVF1099 (ADHK00000000.1), D2600 (AGTF00000000.1), NW(AGTE000 00000.1)], C. jejuni subsp. doylei 269.97(NC_009707), C. jejuni RM1221 (NC_003912), and C. coli [RM2228 (AAFL00000000), JV20 (NZ_AEER00000000)]. Sequence data from 39 strains of C. jejuni and 41 strains of C. coli were retrieved from the Short Read Archive under accession numbers SRP001790 and SRA010929, respectively .
SEQUENCE ASSEMBLY AND ANNOTATION
Illumina traces from 80 of the C. jejuni and C. coli genomes sequenced by Lefébure et al. (2010) were assembled using Velvet (version 1.1.06; Zerbino and Birney, 2008) using a hash length of 25 as this was found to give optimal assemblies. The order of the contigs was inferred by comparison with the C. jejuni NCTC 11168 reference genome using ABACAS (Assefa et al., 2009 ). Prediction of coding sequences and annotation was completed using the rapid annotation using subsystem technology (RAST; Aziz et al., 2008) .
ASSESSMENT OF WGS DATA QUALITY
In order to generate a measure of quality of WGS data, we examined the C. jejuni genomes [closed reference sequence (RefSeq) genomes (n = 9), draft RefSeq genomes (n = 8), draft 454 genomes (n = 3), and draft Illumina genomes (n = 41)] using a two-step process to examine truncations in core genes predicted in each genome. In the first step, a set of "core genes" for C. jejuni was identified based on a preliminary comparative genomic survey using a subset of RefSeq annotated genomes. Whole genome pair-wise homology searching using BLAST+ (version 2.2.25; Camacho et al., 2009 ) was performed at the ORF level using the program Frontiers in Cellular and Infection Microbiology www.frontiersin.org BLASTP using the strain NCTC 11168 as a reference. Genes were considered "core" if conserved across all of the genomes analyzed, yielding a set of 1,314 genes. In the second step, the 1,314 genes from strain NCTC 11168 were queried against the predicted ORFs for the set of 61 C. jejuni genomes using BLASTP. Alignment lengths were used to identify truncations if shorter than the length of the RefSeq. A one-tailed unpaired t -test was performed using GraphPad Prism version 5.04 for Windows (GraphPad Software, San Diego) to determine statistical significance of increase in number of truncations observed in draft quality genome sequences compared to closed RefSeq.
CORE/ACCESSORY GENOME PHYLOGENETIC ANALYSIS
A semi-automated approach was developed to rapidly infer a core genome phylogeny for the dataset. In the first step, a robust set of "highly conserved core" (HCC) genes for C. jejuni and C. coli was identified based on a preliminary comparative genomic survey using a subset of RefSeq annotated genomes. Whole genome pair-wise homology searching using BLAST+ (version 2.2.25; Camacho et al., 2009 ) was performed at the ORF level using the program BLASTP. Genes were considered "core" if conserved across all of the genomes analyzed. A 90% sequence identity cutoff was used to identify HCC genes, yielding a set of 389 genes (Table S3 in Supplementary Material). In the second step, the program CONCATENATOR (Kruczkiewicz et al., 2011) , a program written in C# using the.NET Framework 4.0, was used to: (1) identify the homologous sequences for the set of 389 HCC genes in each genome in the dataset using BLASTN; (2) perform individual alignments for each gene using MUSCLE (Edgar, 2004a,b) ; and (3) concatenate the alignments to produce a single alignment (i.e., a "concatenome"). The reference core genome phylogeny for the dataset was then estimated based on the concatenome using Sea View (Gouy et al., 2010) using uncorrected distances.
IN SILICO TYPING ANALYSIS
The program "microbial in silico typer" (MIST) was used to generate in silico molecular typing results from whole genome sequence data (Kruczkiewicz et al., 2011) . MIST derives several kinds of in silico typing data from "raw" genome sequences (i.e., contig assemblies), including MLST (Dingle et al., 2001) , porA typing , flaA typing (Meinersmann et al., 1997 (Meinersmann et al., , 2005 , and CGF . The full implementation of MIST, which was written in the C# programming language using the.NET Framework 4.0, will be described in detail elsewhere; functionalities used in this study will be briefly described here. Sequence Typing : the sequence for each of the target genes (i.e., MLST genes: aspA, glnA, gltA, glyA, pgm, tkt, uncA ; the porA gene; and the flaA gene) was identified in each of the contig assemblies through homology searching using BLAST+ (version 2.2.25; Camacho et al., 2009 ). Alleles were inferred for each gene by comparing these sequences against allelic sequences obtained from the C. jejuni PubMLST database 1 . MLST allelic profiles were used to determine the sequence type (ST) and clonal complex (CC) for each strain. Comparative Genomic Fingerprinting. Presence of targets in the CGF40 scheme was determined 1 http://pubmlst.org/campylobacter/ by performing a homology search for each target using BLASTN against each WGS and using a sequence identity cut-off of 95% to score the presence/absence of each target. To generate CGF40 clusters, pair-wise profile similarities we computed using the simple matching coefficient and clustered using the unweighted-pair group method using average linkages (UPGMA) in Bionumerics (v.5.1; Applied Maths, Austin, TX, USA), using 100, 95, and 90% fingerprint similarities for cluster definition.
ASSESSMENT OF SNP AND ACCESSORY GENE CONTENT DIFFERENCES
Calculation of pair-wise SNP rates: to estimate pair-wise SNP rates between strains in the dataset, the sequences from the HCC set were concatenated into a single 395,563 bp multiple sequence alignment. All gapped positions resulting from indels or missing data were removed from the alignment, yielding an alignment of 319,428 bp. Calculation of pair-wise accessory gene content differences: for each pair of strains, the total number of SNPs was computed and the SNP rate expressed as the average number of SNPs per 1,000 bp. To estimate accessory genome content differences, pair-wise differences in conservation profiles between strains in the dataset were calculated for a set of 3,903 accessory genes that were selected based on the following criteria: absence in at least one or more genomes; presence in at least two genomes (i.e., no "strain-specific" genes); and non-redundancy (i.e., a single gene was chosen from each set of orthologs).
COMPARISON OF MOLECULAR TYPING METHODS
In silico typing results were compared to the reference phylogeny by taking the latter and subdividing it into "phylogenetic clusters" at several levels of resolution targeting a specific average intra-cluster SNP rate (5, 10, and 15 SNPs per 1,000 bp). The adjusted Wallace coefficient (AWC; Severiano et al., 2011) was used to compare the phylogenetic clusters to the genotypic clusters obtained from the various methods using MIST. This and other measures of subtyping method performance (Carriço et al., 2006) were analyzed at the Comparing Partitions server 2 .
RESULTS AND DISCUSSION
EFFECT OF WHOLE GENOME SEQUENCE (WGS) DATA QUALITY ON DOWNSTREAM DATA ANALYSIS
The dataset assembled for this study represents a collection of public C. jejuni and C. coli WGS data that includes both closed and unfinished genomes designated as RefSeq by NCBI (Pruitt et al., 2002 , updated May 23, 2011 , as well as draft quality genome assemblies with various levels of sequence coverage and in various states of "fragmentation"(i.e., multiple contigs). It includes"earlier generation" sequence data generated through Sanger sequencing and NGS data generated using the 454 and Illumina platforms. The heterogeneous nature of these data enabled the examination of the impact of sequence data quality on downstream analyses, including pan-genome (i.e., core/accessory genome) analysis, core genome based phylogenetic analysis and the derivation of in silico typing results. In particular, the high quality closed genome sequence data present a benchmark against which to assess the quality of draft assemblies generated using NGS platforms. The latter not only comprise the bulk of WGS data currently available in public databases but, owing to higher-throughput and lower associated costs of data generation, effectively represent the only kind of WGS data currently being generated in laboratories around the world. Quality assurance remains a significant challenge for NGS data, and is likely to be impacted by the variability in depth of coverage observed for the C. jejuni and C. coli sequences (Table S1 in Supplementary Material), among other things. Lower coverage may result in erroneous base-calling due to inherent systematic error rates of sequencing platforms (i.e., small insertion/deletions in 454 sequences, miscalls in Illumina sequences; Metzker, 2010) . In addition, low coverage may impact assembly of sequence reads into long contigs, resulting in assemblies comprised of larger numbers of short contigs and a concomitant increase in incomplete (i.e., "truncated") gene sequence data during automated gene prediction and sequence annotation. These not only present the potential for allelic miscalls but may also pose significant problems for downstream phylogenetic analysis.
To assess quality of NGS data included in this study, the number of predicted genes that were truncated relative to core genes in C. jejuni NCTC11168 was determined. Draft genome assemblies included in the dataset differed in the number of partial or truncated genes identified (Table S1 in Supplementary Material; Figure 1 ). Closed genomes included in NCBI's RefSeq collection had the lowest number of truncated genes and RefSeq genomes that were not closed had significantly more (p < 0.05) truncated genes. The closed RefSeq C. jejuni genome ICDCCj07001 was not included in the statistical analysis as the quality of the sequence appeared to be much lower than in the other closed genomes (83 truncations), and inclusion of this outlier skewed the results. The 454 draft genomes had very high levels of gene truncation, but only three genomes with low coverage (10× to 20×) were available for analysis. Short read (36 bp) Illumina data from the Lefébure et al. (2010) study were minimally processed beyond assembly and scaffolding prior to analysis. The number of truncations in this dataset was similar to what was observed in non-closed RefSeq genomes, but significantly higher (p = 0.0006) than the "gold standard" closed RefSeq genomes. Note that two new C. jejuni genomes (D2600 and NW) with 70× sequencing coverage on Illumina had gene truncation numbers similar to those observed in the closed genome sequence data.
Our analysis suggests that assessment of truncation in predicted genes relative to a high quality reference genome may be a rapid and informative assessment of overall genome quality for all sequencing platforms included in this analysis (Figure 1) . This method was particularly informative in the assessment of quality of reads generated by 454 sequencing technology. Errors in 454 sequencing reads tend to occur in homopolymer repeats (Metzker, 2010) , and since Campylobacter genomes have high numbers of homopolymeric adenine and thymine tracts, they would be particularly susceptible to this type of error. Nonetheless, this measure was also found to be effective for both Sanger sequence and Illumina sequence. Draft genomes of similar quality tended to have similar overall numbers of randomly distributed gene truncations. A subset of these, likely in the range of 10-15 truncations observed in the high quality genomes, may represent bona fide allelic variation due to hypervariable homopolymeric tracts that cause premature stop codons in "contingency genes" containing them (Parkhill et al., 2000; Jerome et al., 2011) . In contrast, truncations in which sequence breakpoints appear randomly distributed in individual strains across the dataset are more likely to be due to incomplete assembly or poor sequence data. High levels of apparent erroneous truncation were more prevalent in lower quality genome sequence data. Moreover, closed genomes did not necessarily represent the highest quality sequence. For example, the closed RefSeq C. jejuni genome ICDCCJ07001 had an unusually high number of apparently truncated genes compared to other genomes in this category. More extensive analyses of additional species of bacteria in the public database may provide a more complete understanding of how gene truncation may be more generally used as a quality metric. Despite variability in sequence quality as assessed by gene truncation, most of the sequence typing alleles (i.e., MLST genes, flaA, porA) matched experimentally determined alleles (Table S2 in Supplementary Material, described in detail below). While Illumina sequencing data is known to have a higher error rate than the other technologies (Metzker, 2010; Suzuki et al., 2011) , increased coverage greatly reduces false SNP identification. Comparisons of error rates in Illumina and 454 sequencing platforms in sequencing an E. coli strain (Suzuki et al., 2011) found ∼46 false SNPs in this 4.6 Mb genome. If we assume a similar error rate in Campylobacter genomes, we would expect up to 17 false SNPs in each of these smaller genomes. The coverage of the genomes in the Lefébure et al. (2010) strain set was generally much higher than in the Suzuki et al. (2011) study (Table S1 in Supplementary  Material) ; therefore, we would predict a concomitant decrease in error rates in these genomes, as increased coverage is known to decrease these errors (Suzuki et al., 2011) . Furthermore, given that this would ultimately represent a small fraction of the interisolate SNPs, it is unlikely that this error would substantially impact results of downstream analyses.
FROM WGS TO CORE GENOME PHYLOGENETIC ANALYSIS
In order to facilitate core genome phylogenetic analysis, we designed a pipeline aimed at identifying a subset of HCC genes with high quality across the dataset and to subsequently infer an estimate of the phylogenetic relationship for the strains used in this analysis. The use of large sets of core genes in phylogenetic analysis represents the best estimate of the "true" phylogenetic relationship of bacterial isolates since it can minimize effects of conflicting signal due to recombination. Moreover, by assessing the quality of core genomes prior to phylogenetic analysis, our approach allowed tolerance of minimally processed draft genome sequence data. A preliminary comparative genomic survey of annotated genomes for C. jejuni and C. coli was performed to identify a set 389 HCC genes that could be used to derive a reference phylogeny for the dataset. Because differences in the depth of sequence coverage and platform-specific sequencing error bias have the potential to affect the sequence quality of the various draft assemblies, several steps were taken in the automated analysis strategy to maximize the amount of core genome data used while minimizing the potentially adverse effects of erroneous gene sequence data on downstream phylogenetic analysis. For example, although only 215 of the HCC genes had full length predicted gene calls in all 104 genomes analyzed, we identified many cases (n = 279; 166 genes) in which a small (i.e., 1-2 bp) indel led to a frameshift and premature stop codon (i.e., an "indel truncation"). In such cases, the sequence downstream of the indel was retrieved up to the full length of the gene if it could be aligned to the original RefSeq from NCTC 11168. At the same time, because of difficulties in differentiating indels due to sequencing errors from those due to biological causes (bona fide indels, contingency frameshifts) indel positions were ignored in the phylogenetic analysis. In a smaller number of cases (n = 127; 105 genes) we observed the premature truncation of a gene sequence due to proximity to the end of a contig (i.e., a "contig fragmentation"). In these cases, and in cases in which the gene was absent from at least one genome assembly (n = 39; 38 genes), gapped positions due to missing sequence data were also ignored from the analysis. These combined approaches allowed us to make use of a large proportion of the sequence data from the 389 HCC gene set (319,428 out of 395,563 bp).
Overall, the dataset was largely comprised of a genetically diverse set of strains. This presented challenges in terms of assessing the overall inferred phylogeny by standard methods such as bootstrapping and maximum likelihood (Felsenstein, 1989; Schmidt and von Haeseler, 2007) . Nonetheless, the resulting phylogeny shows a deep split with significant support between the C. jejuni and C. coli strains (Figure 2) . The SNP rates observed for the dataset are consistent with the split since the average interspecies SNP rate among the strains in the dataset was ∼108.6 per 1,000 bp whereas average intraspecies SNP rates were an order of magnitude lower (∼13.9 and 17.3 per 1,000 bp in C. coli and C. jejuni respectively). Although this is in contrast to previous findings based on intraspecies recombinational exchange of MLST alleles (Sheppard et al., 2008 ) and a 16s rRNA gene phylogeny in which mixing of the two species is observed (data not shown), it is consistent with findings of Lefébure et al. (2010) which suggest that although recombinational exchange between the species occurs, it is of a limited scale and does not remove the dominant phylogenetic signal supporting the species' split.
Within the C. jejuni and C. coli clades, significant support could be found for a small number of highly conserved sub-branches that were well-supported by the underlying SNP distributions (Figure 2A) , with strains that form branches with robust bootstrap support sharing significantly lower SNP levels with respect to one another in contrast to unrelated strains in the dataset. At the same time, phylogenetic trees derived for individual core genes do not support the overall consensus phylogeny and this conflicting phylogenetic signal is consistent with significant levels of intraspecific recombinational exchange (results not shown). The HCC gene phylogeny is also compatible with the underlying accessory genome content, with strains within robustly supported branches sharing significantly fewer accessory gene content differences with respect to other strains in the dataset ( Figure 2B) . It thus appears that the accumulation of differences in accessory genome content is consistent with the accumulation of SNP differences in the core genome (r 2 = 0.9703).
ASSESSMENT OF AUTOMATED IN SILICO TYPING FROM WGS DATA
For draft genome assemblies it is generally assumed that higher levels of coverage and fewer contigs are indicative of better quality data. As can be seen in Figure 3 , a large proportion of sequence typing alleles (MLST genes, flaA, porA) was inferred whether from high quality finished genomes or from minimally processed draft assemblies. Thus, the relationship between quality estimates and their effect on downstream analysis is not always straightforward. For example, although Illumina data generally resulted in assemblies with larger numbers of contigs, the resulting sequence data were of sufficient quality to allow high levels of allele identification from in silico typing analysis. In most cases, allele identification matched the published or publicly available ST types. For example, among 80 strains with known MLST ST (i.e., from Lefébure et al., 2010 or available from the PubMLST database) concordance was found to be 98.4%, or 551/560 alleles. Overall, nine allelic discrepancies in the in silico derived ST were found, affecting data in eight of the genomes. In two of these cases, one of the seven MLST alleles could not be identified, with one of these two missing alleles in the RefSeq for C. coli. In the other seven cases there 
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Frontiers in Cellular and Infection Microbiology www.frontiersin.org was a discrepancy at one of the seven loci and it is not possible to ascertain which of the methods gave the incorrect result (Table  S2 in Supplementary Material), although in four of these cases the discordant alleles differed by a single SNP; in 3 of the cases alleles were so different (53-70 SNPs) that it is unlikely that sequencing errors were responsible for the observed lack of concordance.
MULTI-LOCUS CAMPYLOBACTER SUBTYPING METHODOLOGIES REFLECT CORE GENE PHYLOGENY
Molecular fingerprints obtained by subtyping methods represent a low resolution proxy for the full genome complement of a strain. Thus, one possible approach for comparing subtyping data to the underlying core genome phylogenetic data would be to compare the topologies of dendrograms obtained using each method to the reference phylogeny. Nevertheless, because of the relative paucity of data used, most of the topological information encoded in dendrograms from subtyping data lacks robustness and deeper relationships between clusters cannot be reliably inferred. In order to perform the comparison, we deconstructed the reference phylogenetic tree into sets of robust "phylogenetic clusters" reflecting a particular level of genetic similarity (i.e., SNP rate). These could be compared to the clusters obtained by subtyping using measures of concordance that do not rely on overall tree topology. The AWC has recently been proposed as a quantitative measure of congruence of genotypic clusters obtained using different typing methods (Severiano et al., 2011) . In order to assess the level of concordance between in silico derived subtyping results and the WGS data, we used the AWC to compare the genotypic clusters obtained from in silico analysis of the WGS data to phylogenetic clusters in the HCC dendrogram reflecting various SNP rates (5, 10, and 15 bp per 1,000 bp). The number of partitions, or clusters, obtained using the various methods was very high, with the multi-locus typing methods [i.e., CGF40 (100%), ST, and ST-porA] generating unique subtypes for a significant proportion of the strains in the dataset and Simpson's Index of Diversity values approaching 1 ( Table 1) . This genetic variability is in large part due to the nature of the strains for which WGS data were publicly available since there is great interest in the scientific community in sequencing strains that may be unique, or that represent lineages that were previously uncharacterized.
In contrast to methods based on single loci (flaA, porA), both multi-locus typing methods (MLST, CGF) were highly congruent with core genome phylogeny ( Table 1) . These single locus methods are generally used on their own in the context of short term epidemiological analyses, and have been found to be useful for improving discriminatory power of MLST (Dingle et al., 2008; Clark et al., 2012) , but perhaps less suitable for examining long term epidemiology; our results are consistent with this view. It is perhaps not entirely unexpected that MLST results provided a very close approximation of core genome phylogeny (Table 1) since the latter is essentially equivalent to a highly extended MLST typing scheme. Indeed, extended typing schemes are being more widely adopted to increase discriminatory power of MLST and to achieve more informative results from such schemes (Dingle et al., 2008; Lang et al., 2010; Zautner et al., 2011) . It has been suggested that typing methods that target dispensable genes are better suited to short term epidemiology whereas methods based on core gene sequence such as MLST would more adequately reflect true genetic relationship among strains, and would be more useful for long term epidemiological studies (Wilson et al., 2009b) . Given the divergent genomes assessed in this study, which reflect "long term" relationships, the degree to which an accessory genome based binary typing scheme such as CGF40 reflected core genome phylogeny was surprising.
ASSESSMENT OF GENOMIC SIMILARITY FOR GROUPS OF STRAINS WITHIN GENOTYPING CLUSTERS
The underlying structure of the dataset, which did not produce many multi-strain genotypic clusters, presented challenges to the analysis of congruence of molecular typing methods in a phylogenetic context, particularly at the higher levels of resolution. In order to further assess whether genotypic clusters obtained using the various subtyping methods represent groups of highly genetically related strains, we calculated the average SNP rate per 1,000 bp in the 389 core genes for all sets of strains sharing the same genotypic cluster. The average SNP rate observed for any two strains in the dataset was 61.4 per 1,000 bp and each of the subtyping methods assessed generated genotypic groups with significantly lower SNP rates (i.e., reflecting higher genetic similarity rates), ranging from 2.0 to 15.3 SNPs per 1,000 bp, than the average. Nevertheless, the multi-locus methods generated clusters with consistently lower SNP rates than those observed for the single locus methods ( Figure 4A) . Moreover, whereas the former had relatively uniform distributions the latter showed significant rate variability. This is consistent with the possibility that due to recombination, single locus methods can in some cases lead to accessory gene content differences in order to assess intra-and inter-cluster core and accessory genetic similarities, respectively. Although all methods generated genotypic clusters sharing higher core and accessory genetic similarities than expected by chance alone, multi-locus methods led to genotypic clusters with higher genetic similarity.
genotypic clusters comprised of strains that are quite genetically different. We next examined the extent to which strains that are indistinguishable based on current subtyping methods differ at the genomic level by assessing the number of conserved genes between pairs of strains in a set of 3,903 genes from the pooled accessory genome among the 104 genomes in the dataset ( Figure 2B) . As with SNP rates, the average number of accessory gene content differences was consistently lower within genotypic clusters obtained with the various methods (Figure 4B) , ranging from n = 103-343, compared to the average rate observed for any two strains (n = 964). Thus, multi-locus methods, whether based on the analysis of core genes (i.e., MLST) or the analysis of accessory genes (i.e., CGF), appear to outperform single locus methods in grouping genetically similar strains.
Although the various subtyping methods generate groups of strains with generally high levels of genetic similarity (i.e., low core gene SNP rates and fewer accessory genome content differences), the WGS data ultimately has the resolution to differentiate the strains within these clusters on the basis of genomic differences in the accessory genome, the core genome or both. Significant genomic differences have been previously observed between strains of the same MLST ST by microarray analysis (Taboada et al., 2008) and more recently by WGS analysis (Biggs et al., 2011) . Because genomic differences between clonal strains are likely a reflection of the underlying epidemiology (i.e., separation in time and space), which would allow for the accumulation of such genomic differences, approaches to target such features through laboratory-based assays or to rapidly extract and analyze them from WGS data will become increasingly important in the deployment of genomic-based approaches in an epidemiological context.
DEVELOPMENT AND ASSESSMENT OF NEXT GENERATION TYPING SCHEMES
The need for a new generation of subtyping methods is underscored by a recent study by Biggs et al. (2011) , in which the authors used WGS analysis to show significant genomic variation in two isolates that were indistinguishable by MLST and flaA-SVR typing. This example illustrates how strains that are linked by low resolution subtyping methods may harbor genomic differences consistent with spatial and/or temporal separation and points to the need for higher resolution methods for strain characterization.
Even subtle genomic changes can significantly impact strain characteristics (Carrillo et al., 2004; Jerome et al., 2011) given recent evidence that genomic change in Campylobacter is greatly influenced by positive selection (Lefébure and Stanhope, 2009 ). Moreover, genomic changes leading to phenotypic traits of public health significance (e.g., antimicrobial resistance, virulence, survival) may significantly impact risk profiles associated with specific genotypes.
Ultimately, whole genome sequence is the gold standard for microbial strain characterization Nonetheless, although rapid high throughput whole genome sequencing is rapidly becoming a feasible option for the investigation of public health events (Gilmour et al., 2010; Chin et al., 2011; Rohde et al., 2011) , high throughput lower-resolution methods are still necessary in the context of epidemiological surveillance. An increasing body of WGS data could be used to inform the development of enhanced subtyping methods and the in silico approach that was used in this study could form the basis for a framework aimed at assessing novel subtyping methods prior to development and experimental implementation. The advantage of such a framework is that it allows for the testing of non-traditional typing targets such that most informative marker combinations could be used to develop enhanced subtyping schemes.
As the cost of sequencing continues to decline, bioinformatics pipelines that enable rapid analysis of draft genome data will enable public health laboratories to not only link WGS data to historical data but to provide optimal strain characterization using "extended MLST" analysis of hundreds of genes comprising core conserved, core variable, and accessory genes. This study demonstrates the feasibility of rapid analysis of minimally processed draft genome sequence data using an automated analytical pipeline.
CONCLUSION
Full genome sequence data provide the means for the evaluation of novel and existing molecular typing tools. In a post-genomics era, there is the opportunity to devise typing schemes that are based on the selection of informative regions that unambiguously provide evolutionary relationship among strains, but with sufficient resolution to capture subtle genomic changes between related strains that might arise through separation in time/space. A higher level of resolution is necessary to get an adequate representation of the true evolutionary relationship between strains that may otherwise appear to be clonal (Biggs et al., 2011) .
This study was limited by the publicly available full genomes. While there is a great deal of genetic diversity captured among the strains for which WGS data are currently available, the dataset did not produce many multi-strain genotypic clusters, which made it difficult to analyze the congruence of molecular typing methods to the core genome phylogeny. The inclusion of additional strains with various degrees of genetic and epidemiologic linkage will be required to address whether current methods are sufficiently discriminatory for distinguishing closely related strains that are temporally or spatially unrelated and the analytical approaches that have been developed in this study will facilitate the assessment of molecular typing methods using a phylogenetic framework. To address this gap, we are currently in the process of sequencing a number of strains collected as part of a large-scale epidemiologic survey and that have been linked by epidemiological data and/or various typing data . The development of epidemiologically relevant reference panels of strains to be characterized by WGS analysis to be used for the assessment and validation of existing and emerging methods for pathogen characterization would be of great benefit to public health agencies and should be a priority for international collaboration.
