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Abstract
Path decomposition is performed to analyze the pre-supremum,
post-supremum, post-infimum and the intermediate processes of a
spectrally negative Le´vy process taken up to an independent exponen-
tial time T as motivated by the aim of finding the joint distribution of
the maximum loss and maximum gain. In addition, the joint distribu-
tion of the supremum and the infimum before an exponential time is
displayed. As an application of path decomposition, the distributions
of supremum of the post-infimum process and the maximum loss of
the post-supremum process are obtained.
Keywords maximum drawdown, maximum drawup, scale function, expan-
sion of filtration, extreme values
1 Introduction
A spectrally negative Le´vy process X is that with no positive jumps and has
found place naturally in many applications such as risk theory, mathemat-
ical finance and queuing theory, e.g. (Avram at al., 2004; Baurdoux et al.,
2017; Kyprianou, 2014; Mijatovic and Pistorius, 2012). It is an advantageous
model due to its tractability through the so-called scale functions. In this
paper, path decomposition of a spectrally negative Le´vy process is performed
∗This work is supported by Middle East Technical University BAP-08-11-2016-069
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to analyze the pre-supremum, post-supremum, post-infimum and the inter-
mediate processes as motivated by questions which can be expressed through
trajectories and extreme values.
Let X be defined on the filtered probability space (Ω,H, (Ft)t≥0, IP) satis-
fying the usual hypotheses. By definition, the Le´vy measure Π of a spectrally
negative Le´vy process is concentrated on (−∞, 0). Let the Laplace exponent
of X be given by
ψ(λ) = µλ+
σ2
2
λ2 +
∫
(−∞,0)
(eλx − 1− λx 1{x>−1}) Π(dx)
where µ ∈ R, and σ > 0, and let X0 = 0. Then, Brownian motion with drift
µ can be recovered as a special case when Π ≡ 0. Using a Brownian motion
B and a Poisson random measure N , for µ ∈ R and σ > 0, we can write
dXt = µ dt+ σ dBt +
∫
(−1,0)
y N˜(dy, dt) +
∫
(−∞,−1]
y N(dy, dt)
where N˜ = N −Π(dy) dt. We assume
∫ 0
−∞(1∧ y
2) Π(dy) <∞. The infinites-
imal generator of X is given by
µf ′(x) +
1
2
σ2f ′′(x) +
∫ 0
−∞
[f(x+ y)− f(x)− f ′(x)y 1{y>−1}] Π(dy)
for f ∈ C2b . We denote the first passage times above and below x respectively
by
τ+x = inf{t ≥ 0 : Xt > x} τ
−
x = inf{t ≥ 0 : Xt < x} .
We consider a spectrally negative Le´vy processX taken up to an exponen-
tial time T independent of X with parameter γ. Let the running supremum
and infimum be denoted by S and I, respectively, and let ST := sup{Xs : 0 ≤
s ≤ T} and IT := inf{Xs : 0 ≤ s ≤ T} before time T . The fluctuation iden-
tities that we rely on involve a class of functions known as scale functions.
The γ−scale function of X satisfies
∞∫
0
e−λxW (γ)(x)dx =
1
ψ(λ)− γ
for λ > Φ(γ)
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where Φ denotes the right inverse of ψ and the second scale function is given
by
Z(γ)(x) = 1 + γ
∫ x
0
W (γ)(y)dy (1)
see e.g. (Kyprianou, 2014, Thm. 8.1).
We perform path decomposition through the extremes and find the dis-
tributions of pre-supremum, post-supremum and post-infimum processes in
Theorem 1. As a corollary, the cumulative distribution function of the supre-
mum of the post-infimum process given It = a turns out to be
Φ(γ)(Z(γ)(b− a)− 1)
γW (γ)(b− a)
at b ≥ a. Then, Proposition 1 characterizes the post-infimum process up to
a given level. Its infinitesimal generator is given by
LF (x) =
[
µ+ σ
W (γ)′(x)− Φ(γ)W (γ)(x)
W (γ)(x)
]
F ′(x) +
σ2
2
F ′′(x)
+
∫
(−1,0)
y
e−Φ(γ)yW (γ)(x+ y)−W (γ)(x)
W (γ)(x)
Π(dy)
+
∫ 0
−∞
[F (x+ y)− F (x)− F ′(x) y 1{y>−1}]
.
[
1 +
e−Φ(γ)yW (γ)(x+ y)−W (γ)(x)
W (γ)(x)
]
Π(dy)
for F ∈ C2b . As in (Tanre´ and Vallois, 2006, Sec.3), we apply the theory of
expansion of filtrations to have the last exit from the infimum a stopping time
and analyze the intermediate process between the infimum and the supre-
mum. On the other hand, a path decomposition through the infimum of
a Le´vy process conditioned to stay positive has been studied by Chaumont
(1996). There, the focus is on a Levy processes conditioned to stay positive,
whereas we focus on the spectrally negative Levy process killed at an expo-
nential time T . Although related, the two processes and hence the results
cannot be obtained from each other.
In Theorem 2, we make use of Proposition 1 under the condition that the
infimum of the Le´vy process occurs before its supremum and at given levels
to identify the law of the intermediate process between the infimum and the
supremum. Under the same conditions, we also provide the distribution of
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the post-supremum process as a part of path decomposition. Such a path de-
composition is motivated by an ultimate aim of finding the joint distribution
of the maximum loss and the maximum gain defined by
M−t := sup
0≤u≤v≤t
(Xu −Xv) M
+
t := sup
0≤u≤v≤t
(Xv −Xu)
which are also known as maximum drawdown and maximum drawup. This
approach has been originally followed by Salminen and Vallois (Salminen and Vallois,
2007) to obtain the same joint distribution for standard Brownian motion. In
our case, the characterization of pre-infimum process remains unsolved. Nev-
ertheless, the cumulative distribution function of the maximum loss of the
post-supremum process at 0 < d < b − a under the condition that infimum
occurs before the supremum and IT = a, ST = b is found as
1−
[
1− Z(γ)(b− a− d) + (Z(γ)(b− a)− 1)
W (γ)(b− a− d)
W (γ)(b− a)
]
·
Z(γ)
′
(d)− Z(γ)(d)W
(γ)′(d)
W (γ)(d)
−Z(γ)′(b− a) + (Z(γ)(b− a)− 1)W
(γ)′ (b−a)
W (γ)(b−a)
as given in Corollary 2. We also provide the joint distribution of the infimum
and the supremum of X as
IP0(a < IT , ST < b) = 1− Z
(γ)(−a) + [Z(γ)(b− a)− 1]
W (γ)(−a)
W (γ)(b− a)
in terms of the scale functions. It can be combined with path decomposition
to remove the conditions in our main results.
The paper is organized as follows. The path of a spectrally negative Le´vy
process is decomposed through its infimum and supremum separately before
an independent exponential time in Section 2. The post-infimum process
up to a given level is characterized in Section 3. Finally, Section 4 provides
a more detailed path decomposition including the intermediate process be-
tween the infimum and the supremum, and displays the distribution of the
maximum loss of the post-supremum process as an application.
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2 Decomposition through infimum or supre-
mum
In this section, we perform a path decomposition of the Le´vy process to
characterize the distributions of pre-supremum, post-supremum, and post-
infimum processes before an independent exponential time T with parameter
γ > 0. Let
HS := sup{t < T : Xt = St} and HI := sup{t < T : Xt = It} .
Then, we have the following theorem for pre-HS process {Xu : 0 ≤ u ≤ HS},
post-HS process {XHS+u : 0 ≤ u ≤ T −HS}, and post-HI process {XHI+u :
0 ≤ u ≤ T −HI}.
Theorem 1 i. Conditionally on IT , the pre-HI process and the post-HI
process are independent. Conditioned on IT , the value of the infimum,
the law of the post-HI process is given by h-transform of the law IP
↑ of
the original spectrally negative Le´vy process conditioned to stay positive
and killed at time T with
h(z) =
γ W (γ)(z)
Φ(γ)W (z)
−
γ
W (z)
∫ z
0
W (γ)(r) dr ,
that is, the transition semigroup of the post-HI process when IT = a is
given by
Pt(x, dy) =
h(y − a)
h(x− a)
IP↑x−a {Xt ∈ dy − a, t < T}
for x, y > a, and its entrance law is obtained by letting x→ a+.
ii. Conditionally on ST , the pre-HS process and the post-HS process are
independent. Conditioned on ST , the value of the supremum, the pre-
HS process is a spectrally negative Le´vy process with Laplace exponent
ψ¯(λ) = ψ(λ+ Φ(γ))− γ
for λ ≥ −Φ(γ), killed at the first passage time above b when ST = b. On
the other hand, when ST = b, the transition semigroup of the post-HS
process is given by
Pt(x, dy) =
h(b− y)
h(b− x)
IPb−x
{
Xˆt ∈ b− dy, t < T ∧ τˆ
−
0
}
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for x, y < b, where
h(z) = 1− e−Φ(γ)z ,
Xˆ is a spectrally positive Le´vy process distributed like −X, and the
entrance law is obtained as x→ b−.
Proof: i. The independence of pre-HI and post-HI process conditionally on
IT follows from (Bertoin, 2007, Lem.VI.6.ii) by applying it to the process −X
noting that 0 is regular for (0,∞) since X is assumed to be of unbounded
variation. Also note that XHI = IT almost surely since we have assumed
σ > 0 and the process creeps downwards by Kyprianou (2014, Ex.7.6.iv).
The post-HI process is a Markov process with stationary transitions, which
depend on the value of the infimum, IT (Millar, 1977). The post-HI process
evolves as a spectrally negative Le´vy process which is conditioned to stay
above IT and killed at an exponential time T . We will identify its transition
function Pt by studying
Pt(x, dy) := IPx{Xt ∈ dy, t < T | T < τ
−
0 } (2)
which is equal to
IPx{Xt ∈ dy, t < T ∧ τ
−
0 , T < τ
−
0 }
IPx{T < τ
−
0 }
=
IPx{T < τ
−
0 |Xt = y, t < T ∧ τ
−
0 }IPx
{
Xt ∈ dy, t < T ∧ τ
−
0
}
IPx{T < τ
−
0 }
=
IPy{T ◦ θt < τ
−
0 ◦ θt}IPx
{
Xt ∈ dy, t < T ∧ τ
−
0
}
IPx{T < τ
−
0 }
=
IPy{T < τ
−
0 }
IPx{T < τ
−
0 }
IPx
{
Xt ∈ dy, t < T ∧ τ
−
0
}
by Markov property and the fact that T is memoryless, where θ is the shift
operator (C¸inlar, 2011, Sec.7.3). Let
h˜(x) := IPx{T < τ
−
0 } .
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The function h˜ can be evaluated as
h˜(x) = IEx[IPx{T < τ
−
0 | τ
−
0 }] = IEx[1− e
−γτ−0 1{τ−0 <∞}]
= 1− IEx[e
−γτ−0 1{τ−0 <∞}]
= 1− Z(γ)(x) +
γ
Φ(γ)
W (γ)(x)
=
γW (γ)(x)
Φ(γ)
− γ
∫ x
0
W (γ)(z) dz (3)
by (Kyprianou, 2014, Thm.8.1) and (1). Note that the post-HI process can
now be viewed as a transform of the law of the Le´vy process conditioned to
stay positive (Bertoin, 2007, pg.198) by rearranging (2) as
IPx{Xt ∈ dy, t < T | T < τ
−
0 }
=
h˜(y)
h˜(x)
IPx
{
Xt ∈ dy, t < τ
−
0 , t < T
}
=
h˜(y)/W (y)
h˜(x)/W (x)
e−γt
W (y)
W (x)
IPx
{
Xt ∈ dy, t < τ
−
0
}
=:
h(y)
h(x)
e−γt IP↑x {Xt ∈ dy} =
h(y)
h(x)
IP↑x {Xt ∈ dy, t < T}
where IP↑x denotes the law of the Le´vy process started at x and conditioned
to stay positive, and W (x) =W (0)(x). Explicitly, h = h˜/W is given by
h(x) =
γ W (γ)(x)
Φ(γ)W (x)
−
γ
W (x)
∫ x
0
W (γ)(z) dz .
As a result, the entrance law of the post-HI process is h-transform of the law
of the Le´vy process conditioned to stay positive and killed at an exponential
time (Bertoin, 2007, Prop.VII.14).
ii. Note that XHS− = ST as X is spectrally negative. Since we have
assumed that X is of unbounded variation, which in turn is equivalent to reg-
ularity of 0 for (−∞, 0), Lem.VI.6.ii of (Bertoin, 2007) for Markov processes
yields the independence conditionally on ST . Considering the excursions of
X from its supremum S as in the proof of this lemma, in particular for a
spectrally negative Le´vy process, and with similar arguments as in the proof
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of Thm.3.2 of (Salminen and Vallois, 2007), we derive the distribution of pre-
HS process. Since S serves as a local time for the reflected process S−X , we
can express its excursions using τ , which is a subordinator (Bertoin, 2007,
Thm.VII.1). The points of discontinuity of τ = {τx : x ≥ 0} indicate the
start of excursions εx. Explicitly, we have
εx =
{
Xτx −Xτx−+u , 0 < u ≤ τx − τx−
}
.
for x > 0 such that τx − τx− > 0 Kuznetsov et al. (2013). If τx − τx− = 0,
take εx = ∂ for some cemetery state ∂. Let E denote the space of real
valued right continuous paths with left limits killed at the first hitting time
of (−∞, 0], endowed with the σ-algebra generated by coordinates. Then,
{(x, εx) : x > 0, εx 6= ∂} constitute the atoms of a Poisson random measure
M on (0,∞) × E with mean measure dxn(dε) for some measure n on E ;
see Bertoin (2007) for a construction of n. Let the lifetime of a generic
excursion be defined by ζ = inf {u > 0 : ε(u) ≤ 0}. For bounded measurable
functionals F1 and F2, we consider the following expectation to identify the
distribution of the pre-supremum process
IE [F1(Xu : u ≤ HS)F2(ST −XHS+u : u ≤ T −HS)] (4)
= IE
[∫ ∞
0
∫
E
M(dx, dεx)F1(Xu : u ≤ τx) 1{τx<T}F2(εx(u) : u ≤ T − τx) 1{T−τx<ζ}(εx)
]
= IE
[∫ ∞
0
∫
E
dxn(dε)F1(Xu : u ≤ τx) 1{τx<T}F2(ε(u) : u ≤ T ) 1{T<ζ}(ε)
]
= IE
[∫ ∞
0
dxF1(Xu : u ≤ τx) 1{τx<T}
∫
E
n(dε)F2(ε(u) : u ≤ T ) 1{T<ζ}(ε)
]
= IE
[∫ ∞
0
dxF1(Xu : u ≤ τx) e
−γτx
]
IE
[∫
E
n(dε)F2(ε(u) : u ≤ T ) 1{T<ζ}(ε)
]
where the steps follow from Markov property and the fact that T is an
independent exponential random variable with parameter γ > 0.
For the law of the pre-HS process, by changing x to b, we observe that
IE[F1(Xu : u ≤ τb) e
−γτb ]
=
∫
IP(dω)F1(Xu(ω) : u ≤ τb(ω)) e
−γτb(ω)
=
∫
IPΦ(γ)(dω) e−Φ(γ)Xτb(ω)(ω)+ψ(Φ(γ))τb (ω)F1(Xu(ω) : u ≤ τb(ω)) e−γτb(ω)
= IEΦ(γ)[F1(Xu : u ≤ τb)] e
−Φ(γ)b
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by change of measure with c = Φ(γ) as given in (Kyprianou, 2014, pg.232),
where IPc is the law of another spectrally negative Le´vy process with Laplace
exponent ψ¯(λ) = ψ(λ + c) − ψ(c), and we put Xτb = b since the spectrally
negative Le´vy process X creeps upwards almost surely. From (4), we get
IE [F1(Xu : u ≤ HS)F2(ST −XHS+u : u ≤ T −HS)] (5)
=
∫ ∞
0
db IEΦ(γ)[F1(Xu : u ≤ τb)] e
−Φ(γ)b
∫
E
n(dε) IE[F2(ε(u) : u ≤ T ) 1{T<ζ}(ε)]
=
1
Φ(γ)
∫ ∞
0
db IEΦ(γ)[F1(Xu : u ≤ τb)] fST (b)
∫
E
n(dε) IE[F2(ε(u) : u ≤ T ) 1{T<ζ}(ε)]
where we wrote fST for the probability density function of ST , which has
exponential distribution with parameter Φ(γ) (Bertoin, 2007, Cor. VII.2).
The assertion about the conditional distribution of the pre-HS process given
ST = b follows from (5).
The law of the post-HS process is characterized in view of the dual process
Xˆ := −X , which is spectrally positive. Similar to the analysis for post-HI
process, we get
IPb−x{Xˆt ∈ b− dy, t < T | T < τˆ−0 }
=
IPb−y{T < τˆ
−
0 }
IPb−x{T < τˆ−0 }
IPb−x{Xˆt ∈ b− dy, t < T ∧ τˆ−0 }
by Markov property and the fact that T is memoryless. This is the h-
transform of the law of a spectrally positive Le´vy process killed at the mini-
mum of an exponential time and passage time below 0, with
h(x) = IPx{T < τˆ
−
0 } = IP−x{T < τ
+
0 } = IP{T < τ
+
x }
= 1− IE[e−γτ
+
x 1{τ+x <∞}]
= 1− e−Φ(γ)x
for x > 0 (Kyprianou, 2014, pg.233). 
As a special case, the auxiliary function h˜(x) as well as h(x) corresponding
to post-HS in the proof above are equal to 1− e
−x√2γ for standard Brownian
motion due to symmetry and we recover the result in (Salminen and Vallois,
2007, Thm.3.2.1). Moreover, we obtain the following corollary, as a general-
ization of (Salminen and Vallois, 2007, Eq.3.23).
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Corollary 1 The distribution of the supremum of the post-infimum process,
SHI ,T , when IT = a is given by
IP(SHI ,T ≤ b|IT = a) =
Φ(γ)(Z(γ)(b− a)− 1)
γW (γ)(b− a)
for b > a.
Proof: Note that the transition density of the post-infimum process can be
written as
Pt(x, dy) =
h˜(b− a)
h˜(x− a)
IPx−a
{
Xt ∈ dy − a, t < T ∧ τ
−
0
}
for x, y > a where h˜ is given in (3). We have
IP(SHI ,T > b|IT = a) = lim
x→a
h˜(b− a)
h˜(x− a)
IPx−a
{
τ+b−a < τ
−
0 , τ
+
b−a < T
}
= lim
x→a
h˜(b− a)
h˜(x− a)
W (γ)(x− a)
W (γ)(b− a)
= lim
x→a
γW (γ)(b−a)
Φ(γ)
− γ
∫ b−a
0
W (γ)(z) dz
γW (γ)(x−a)
Φ(γ)
− γ
∫ x−a
0
W (γ)(z) dz
W (γ)(x− a)
W (γ)(b− a)
= 1−
Φ(γ)
W (γ)(b− a)
∫ b−a
0
W (γ)(z) dz
which is simplified by (1) and we have used the fact thatW (γ)(0) = 0 because
X is assumed to be of unbounded variation. 
3 Post-infimum process up to a given level
In this section, we decompose the process according to its infimum until the
first passage time above a given level which occurs before an independent,
exponentially distributed time T. The last exit time from the infimum is not
a stopping time under the natural filtration generated by the spectrally neg-
ative Le´vy process, denoted by F below. On the other hand, after applying
the theory of expansion of filtrations described in (Protter, 2005, Sec.VI.3),
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the last time the process exits from its infimum becomes a stopping time. As
in (Tanre´ and Vallois, 2006, Sec.3), we expand the filtration and characterize
the distribution of the post-infimum process up to a given level before the
exponential time.
For b > 0, we consider the trace of the original probability space on the
event D = {τ+b ≤ T} (C¸inlar, 2011, Exer.I.1.15,I.3.12). On this probability
space, define the random variable
ρ = sup{u : 0 ≤ u ≤ τ+b ≤ T,Xu = Iτ+
b
} (6)
as the last exit time from the infimum before the first passage time above b,
which occurs before an exponential time T . Here, ρ is the end of the random
set
Λ = {(u, ω) ⊂ R+ × Ω : 0 ≤ u ≤ τ
+
b (ω) ≤ T (ω), Xu(ω) = Iτ+
b
(ω)} ,
that is, ρ = sup{u : (u, ω) ∈ Λ}, and we can apply the progressive expansions
described in (Protter, 2005, Sec.VI.3). The trace of the original filtration F
is given by F
′
t := Ft ∩ {τ
+
b ≤ T} = {A ∩ D : A ∈ Ft}. Let F
ρ denote the
smallest expanded filtration making ρ a stopping time, satisfying the usual
hypotheses. Let
Yt = IP{ρ ≤ t|F
′
t} t ≥ 0 . (7)
Lemma 1 The process Y is a submartingale with respect to F
′
t given by
Yt =
e
−Φ(γ)X
t∧τ
+
b W (γ)(Xt∧τ+
b
− It∧τ+
b
)
e−Φ(γ)bW (γ)(b− It∧τ+
b
)
for t ≥ 0 with Doob-Meyer decomposition Y =M + A where
Mt =
∫ t∧τ+
b
0
e−Φ(γ)Xs [W (γ)′(Xs − Is)− Φ(γ)W (γ)(Xs − Is)]
e−Φ(γ)bW (γ)(b− Is)
σdBs
+
∫ t∧τ+
b
0
∫ 0
−∞
e−Φ(γ)(Xs−+y)W (γ)(Xs− + y − Is−)− e−Φ(γ)Xs−W (γ)(Xs− − Is−)
e−Φ(γ)bW (γ)(b− Is−)
N˜(dy, ds)
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is a martingale and
At =
∫ t∧τ+
b
0
e−Φ(γ)Xs [W (γ)′(Xs − Is)− Φ(γ)W (γ)(Xs − Is)]
e−Φ(γ)bW (γ)(b− Is)
µds
+
∫ t∧τ+
b
0
σ2
2
e−Φ(γ)Xs[Φ
2(γ)W (γ)(Xs−Is)−2Φ(γ)W (γ)′(Xs−Is)+W (γ)′′(Xs−Is)]
e−Φ(γ)bW (γ)(b− Is)
ds
+
∫ t∧τ+
b
0
∫ 0
−∞
e−Φ(γ)(Xs+y)W (γ)(Xs + y − Is)− e−Φ(γ)XsW (γ)(Xs − Is)
e−Φ(γ)bW (γ)(b− Is)
Π(dy) ds
−
∫ t∧τ+
b
0
∫ 0
−∞
e−Φ(γ)Xs
[
W (γ)′(Xs − Is)− Φ(γ)W (γ)(Xs − Is)
]
y 1{y>−1}
e−Φ(γ)bW (γ)(b− Is)
Π(dy) ds
+
∫ t∧τ+
b
0
e−Φ(γ)Xs [W (γ)(Xs − Is)W (γ)′(b− Is)−W (γ)′(Xs − Is)W (γ)(b− Is)]
e−Φ(γ)b[W (γ)(b− Is)]2
dIcs
+
∑
s≤t
[
e−Φ(γ)XsW (γ)(Xs − Is)
e−Φ(γ)bW (γ)(b− Is)
−
e−Φ(γ)Xs−W (γ)(Xs− − Is−)
e−Φ(γ)bW (γ)(b− Is−)
]
is a nondecreasing predictable process.
Proof: Let t ≥ 0 be fixed. When ρ ≤ t, after time t, the process passes
above the level b before it passes below the level Iτ+
b
, which is equal to It in
this case. Therefore, we get
IP{ρ ≤ t|F
′
t} 1{t≤τ+
b
} =
IPXt{τ
+
b < τ
−
It
, τ+b ≤ T}
IPXt{τ
+
b ≤ T}
1{t≤τ+
b
}
=
IEXt [e
−γτ+
b 1{τ+
b
<τ−
It
}]
IEXt [e
−γτ+
b ]
1{t≤τ+
b
}
=
e−Φ(γ)XtW (γ)(Xt − It)
e−Φ(γ)bW (γ)(b− It)
1{t≤τ+
b
}
whereW (γ) is the γ-scale function and the last equality follows from (Kyprianou,
2014, Thm.8.1). Therefore, we get
Yt =
e−Φ(γ)XtW (γ)(Xt − It)
e−Φ(γ)bW (γ)(b− It)
t ≤ τ+b .
Note that for t ≥ τ+b Yt = 1 by definitions (6), (7), and the expression for
Yt follows. The process Yt is an (F
′
t)-submartingale as it is immediate from
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definition (7). By Ito’s formula (Jacod and Shiryaev, 1987, Thm.I.4.57), we
have
dYt =
e−Φ(γ)Xt− [W (γ)′(Xt− − It−)− Φ(γ)W (γ)(Xt− − It−)]
e−Φ(γ)bW (γ)(b− It−)
(µ dt+ σdBt)
+
1
2
e−Φ(γ)Xt− [Φ2(γ)W (γ)(Xt− − It−)− 2Φ(γ)W (γ)′(Xt− − It−) +W (γ)′′(Xt− − It−)]
e−Φ(γ)bW (γ)(b− It−)
σ2 dt
+
∫ 0
−∞
e−Φ(γ)(Xt−+y)W (γ)(Xt− + y − It−)− e−Φ(γ)Xt−W (γ)(Xt− − It−)
e−Φ(γ)bW (γ)(b− It−)
Π(dy) dt
−
∫ 0
−∞
e−Φ(γ)Xt−
[
W (γ)′(Xt− − It−)− Φ(γ)W (γ)(Xt− − It−)
]
y 1{y>−1}
e−Φ(γ)bW (γ)(b− It−)
Π(dy) dt
+
∫ 0
−∞
[
e−Φ(γ)(Xt−+y)W (γ)(Xt− + y − It−)− e−Φ(γ)Xt−W (γ)(Xt− − It−)
e−Φ(γ)bW (γ)(b− It−)
]
N˜(dy, dt)
+
e−Φ(γ)Xt− [W (γ)(Xt− − It−)W (γ)′(b− It−)−W (γ)′(Xt− − It−)W (γ)(b− It−)]
e−Φ(γ)b[W (γ)(b− It−)]2
dIct
+
e−Φ(γ)XtW (γ)(Xt − It)
e−Φ(γ)bW (γ)(b− It)
−
e−Φ(γ)XtW (γ)(Xt− − It−)
e−Φ(γ)bW (γ)(b− It−)
where Ic denotes the continuous part of the decreasing process I.
Now, Mt is a martingale because both summands in its expression are
martingales. First, the integrand of the Brownian integral is bounded as the
process Xt and Xt − It is bounded when t ∈ [0, τ
+
b ]. Its quadratic variation
is well defined because W (γ)′ and W (γ)′′ are both locally bounded at 0+ see
e.g. (Avram at al., 2017, pg.11). Then, the numerator of the integrand
in the Poisson integral can be bounded by a multiple of y by mean value
theorem as W (γ) is continuously differentiable and Xt − It is bounded over
t ∈ [0, τ+b ]. As a result, the second integral is a stochastic integral with
respect to the compensated Poisson random measure under the conditions
that the spectrally negative Le´vy process X exists. Its construction is similar
to that of X , see e.g. (Kyprianou, 2014, Thm.2.10). Therefore, the second
term in At is well-defined. It is non-decreasing because Y is a submartingale.
Clearly, the other terms are well-defined as well. 
We can now characterize the post-ρ process Xt+ρ −Xρ in the following
proposition. Recall that ρ = sup{u : 0 ≤ u ≤ τ+b ≤ T,Xu = Iτ+
b
}.
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Proposition 1 Conditionally on Iτ+
b
= a and τ+b < T , the processXρ+t −Xρ
is a jump-diffusion process with generator
LF (x) =
[
µ+ σ
W (γ)′(x)− Φ(γ)W (γ)(x)
W (γ)(x)
]
F ′(x) +
σ2
2
F ′′(x)
+
∫
(−1,0)
y
e−Φ(γ)yW (γ)(x+ y)−W (γ)(x)
W (γ)(x)
Π(dy)
+
∫ 0
−∞
[F (x+ y)− F (x)− F ′(x) y 1{y>−1}]
.
[
1 +
e−Φ(γ)yW (γ)(x+ y)−W (γ)(x)
W (γ)(x)
]
Π(dy)
for F ∈ C2b , starting at 0 and stopped at b− a.
Proof: By (Protter, 2005, Thm.VI.18), if C is a martingale for the original
filtration then C −Υ is a martingale for the expanded filtration Fρ where
Υt := −
∫ t∧ρ
0
1
1− Ys
d〈C,M〉s + 1{t≥ρ}
∫ t
ρ
1
Ys
d〈C,M〉s
and Y and M are as in Lemma 1. We will consider the martingales that are
relevant for X .
First consider the Brownian motion B. For t < τ+b , define
Λt = −
∫ t∧ρ
0
1
1− Ys
d〈B,M〉s + 1{t≥ρ}
∫ t
ρ
1
Ys
d〈B,M〉s
= −
∫ t∧ρ
0
e−Φ(γ)Xs [W (γ)′(Xs − Is)− Φ(γ)W (γ)(Xs − Is)]
e−Φ(γ)bW (γ)(b− Is)− e−Φ(γ)XsW (γ)(Xs − Is)
σ ds
+1{t≥ρ}
∫ t
ρ
W (γ)′(Xs − Is)− Φ(γ)W (γ)(Xs − Is)
W (γ)(Xs − Is)
σ ds
using B. Second, consider the martingale
Kt :=
∫ t
0
∫
(−1,0)
yN˜(dy, ds)
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for the original filtration and let
Γt = −
∫ t∧ρ
0
1
1− Ys
d〈K,M〉s + 1{t≥ρ}
∫ t
ρ
1
Ys
d〈K,M〉s
= −
∫ t∧ρ
0
e−Φ(γ)bW (γ)(b− Is)
e−Φ(γ)bW (γ)(b− Is)− e−Φ(γ)XsW (γ)(Xs − Is)
d〈K,M〉s
+1{t≥ρ}
∫ t
ρ
e−Φ(γ)bW (γ)(b− Is)
e−Φ(γ)XsW (γ)(Xs − Is)
d〈K,M〉s
= −
∫ t∧ρ
0
∫
(−1,0)
y
e−Φ(γ)(Xs+y)W (γ)(Xs + y − Is)− e−Φ(γ)XsW (γ)(Xs − Is)
e−Φ(γ)bW (γ)(b− Is)− e−Φ(γ)XsW (γ)(Xs − Is)
Π(dy) ds
+1{t≥ρ}
∫ t
ρ
∫
(−1,0)
y
e−Φ(γ)yW (γ)(Xs + y − Is)−W (γ)(Xs − Is)
W (γ)(Xs − Is)
Π(dy) ds
for t < τ+b . Finally, consider Nt :=
∫ t
0
∫ −1
−∞N(dy, ds) which is a Poisson
process with mean ct where c := pi(−∞,−1]. The centered Poisson process
Nt− ct is a martingale since c is finite, that is, there are finitely many jumps
with size less than or equal to −1. Then, we let
∆ = −
∫ t∧ρ
0
1
1− Ys
d〈N,M〉s + 1{t≥ρ}
∫ t
ρ
1
Ys
d〈N,M〉s
= −
∫ t∧ρ
0
∫ −1
−∞
e−Φ(γ)(Xs+y)W (γ)(Xs + y − Is)− e−Φ(γ)XsW (γ)(Xs − Is)
e−Φ(γ)bW (γ)(b− Is)− e−Φ(γ)XsW (γ)(Xs − Is)
Π(dy) ds
+1{t≥ρ}
∫ t
ρ
∫ −1
−∞
e−Φ(γ)yW (γ)(Xs + y − Is)−W (γ)(Xs − Is)
W (γ)(Xs − Is)
Π(dy) ds
Now, let
B¯ = B − Λ , K¯ = K − Γ , N¯t = Nt − ct−∆t .
It follows from (Protter, 2005, Thm.VI.18) that B¯, K¯ and N¯t are martingales
for the expanded filtration Fρ. Note that N¯ is a counting process with
compensator ct+∆t since Nt − ct−∆t is a martingale for F
ρ, and define
Qt = B¯ρ+t − B¯ρ , Lt = K¯ρ+t − K¯ρ .
Now, consider the post-ρ process Xρ+t −Xρ given by
Xρ+t−Xρ = µ t+σ(Bρ+t−Bρ)+
∫ ρ+t
ρ
∫
(−1,0)
yN˜(dy, ds)+
∫ ρ+t
ρ
∫ −1
−∞
yN(dy, ds)
(8)
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Also, for ρ+ t < τ+b
Λρ+t − Λρ =
∫ ρ+t
ρ
W (γ)′(Xs − Is)− Φ(γ)W (γ)(Xs − Is)
W (γ)(Xs − Is)
σ ds
and
Γt+ρ − Γρ =
∫ ρ+t
ρ
∫
(−1,0)
y
e−Φ(γ)yW (γ)(Xs + y − Is)−W (γ)(Xs − Is)
W (γ)(Xs − Is)
Π(dy) ds
Putting Xρ = Iρ, we can write (8) as
Xρ+t−Iρ = µt+σ(B¯ρ+t−B¯ρ)+σ(Λρ+t−Λρ)+K¯ρ+t−K¯ρ+Γρ+t−Γρ+
∫ ρ+t
ρ
∫ −1
−∞
yN(dy, ds)
We see that Qt = B¯ρ+t − B¯ρ is a Brownian motion by Le´vy characterization
theorem, and Lt = K¯ρ+t − K¯ρ is a martingale with jumps independent from
Fρ. Therefore, the post-process Rt := Xρ+t−Xρ = Xρ+t−Iρ, 0 < t < τ
+
b −ρ,
satisfies the stochastic integral equation
Rt = µt+ σQt + Lt + σ
∫ t
0
W (γ)′(Rs)− Φ(γ)W (γ)(Rs)
W (γ)(Rs)
ds+
∫ t
0
∫ −1
−∞
yN¯(dy, ds)
+
∫ t
0
∫
(−1,0)
y
e−Φ(γ)yW (γ)(Rs + y)−W (γ)(Rs)
W (γ)(Rs)
Π(dy) ds (9)
due to the fact thatXs−Is = Xs−Iρ = Rs−ρ for ρ < s < τ+b , where N¯(dy, ds)
now refers to N(dy, ds+ρ), which forms a point process independent from Fρρ
with compensator characterized with ∆ above. It can be shown that (9) has
a strong solution under the same conditions that the Le´vy process X exists,
similar to the arguments given in the proof of Lemma 1 (Applebaum, 2009).
We will characterize the distribution of R with its infinitesimal generator.
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First, we have by Ito’s formula (Ikeda and Watanabe, 1989, pg.66)
d F (Rt) =
[
µ+ σ
W (γ)′(Rt)− Φ(γ)W (γ)(Rt)
W (γ)(Rt)
]
F ′(Rt) dt+
σ2
2
F ′′(Rt) dt
+
∫
(−1,0)
y
e−Φ(γ)yW (γ)(Rt + y)−W (γ)(Rt)
W (γ)(Rt)
Π(dy) dt
+σF ′(Rt) dQt +
∫ −1
−∞
[F (Rt− + y)− F (Rt)] N¯(dy, dt)
+
∫
(−1,0)
[F (Rt− + y)− F (Rt)] L¯(dy, dt)
+
∫
(−1,0)
[F (Rt + y)− F (Rt)− F
′(Rt) y] Π(dy) dt
+
∫
(−1,0)
[F (Rt + y)− F (Rt)− F
′(Rt) y]
e−Φ(γ)yW (γ)(Rt + y)−W (γ)(Rt)
W (γ)(Rt)
Π(dy) dt
for F ∈ C2b , where we introduced the notation L¯(dy, ds) for yN˜(dy, ds + ρ)
where N˜ has the compensator characterized with Γ with respect to Fρ. We
can now write the infinitesimal generator as
LF (x) =
[
µ+ σ
W (γ)′(x)− Φ(γ)W (γ)(x)
W (γ)(x)
]
F ′(x) +
σ2
2
F ′′(x)
+
∫
(−1,0)
y
e−Φ(γ)yW (γ)(x+ y)−W (γ)(x)
W (γ)(x)
Π(dy)
+
∫ 0
−∞
[F (x+ y)− F (x)− F ′(x) y 1{y>−1}] Π(dy)
+
∫ 0
−∞
[F (x+ y)− F (x)− F ′(x) y 1{y>−1}]
e−Φ(γ)yW (γ)(x+ y)−W (γ)(x)
W (γ)(x)
Π(dy)

4 Path decomposition conditioned on extremes
In this section, we display the distribution of various parts of the path con-
ditioned on the supremum and the infimum based on the analysis of the
previous sections.
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Theorem 2 Conditionally on HI < HS, IT = a, ST = b, it follows that
i. the intermediate process {XHI+t : 0 ≤ t ≤ HS −HI} is identical in law
with {a + X¯t : 0 ≤ t ≤ τ
+
b−a} where the infinitesimal generator of X¯ is
LF (x) =
[
µ+ σ
W¯ (γ)′(x)− Φ(γ)W¯ (γ)(x)
W¯ (γ)(x)
]
F ′(x) +
σ2
2
F ′′(x)
+
∫
(−1,0)
y
e−Φ(γ)yW¯ (γ)(x+ y)− W¯ (γ)(x)
W¯ (γ)(x)
Π(dy)
+
∫ 0
−∞
[F (x+ y)− F (x)− F ′(x) y 1{y>−1}] Π(dy)
+
∫ 0
−∞
[F (x+ y)− F (x)− F ′(x) y 1{y>−1}]
e−Φ(γ)yW¯ (γ)(x+ y)− W¯ (γ)(x)
W¯ (γ)(x)
Π(dy)
with the γ−scale function satisfying
∞∫
0
e−λxW¯ (γ)(x)dx =
1
ψ¯(λ)− γ
=
1
ψ(λ+ Φ(γ))− 2γ
for λ ≥ Φ(2γ)−Φ(γ)
where Φ denotes the right inverse of ψ.
ii. the transition semigroup of the post-HS process is the h-transform of
the law of a spectrally positive Le´vy process killed at T ∧ τˆ+b−a∧ τˆ
−
0 , with
h(z) = 1−Z(γ)(−z+b−a)+Z(γ)(b−a)
W (γ)(−z + b− a)
W (γ)(b− a)
−
W (γ)(−z + b− a)
W (γ)(b− a)
,
that is,
Pt(x, dy) =
h(b− y)
h(b− x)
IPb−x{Xˆt ∈ b− dy, t < T ∧ τˆ+b−a ∧ τˆ
−
0 }
for a < x, y < b, and the entrance law is obtained as x→ b−.
Proof: i)Conditioning on ST = b, the pre-supremum process is a spectrally
negative Le´vy process with Laplace exponent
ψ¯(λ) = ψ(λ+ Φ(γ))− γ
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for λ ≥ −Φ(γ), killed at the first passage time above b, as given in Thm.1
and it is independent from the post-supremum process. Comparing all the
given conditions of Thm.2 with those in Prop.1, we see that by definition
of ρ, Xρ+t −Xρ corresponds to the part between the last infimum, which is
a, and the level b of the spectrally negative Le´vy process with the Laplace
exponent ψ¯. Therefore, the result follows from Prop.1.
ii) At an intermediate time t < T , the law of the post-HS process given
IT = a, ST = b, HI < HS is determined by transition semigroups Pt(x, dy),
x < b, a < y < b. This is equal to transition probability density at b − y
of a spectrally positive Le´vy process Xˆ killed at an exponential time T and
conditioned to stay positive and not go above b − a. Similar to post-HI
process, the probability law of this process is written as
IPb−x{Xˆt ∈ b− dy, t < T | T < τˆ+b−a ∧ τˆ
−
0 }
= IPb−x{Xˆt ∈ b− dy, t < T, t < τˆ+b−a ∧ τˆ
−
0 | T < τˆ
+
b−a ∧ τˆ
−
0 }
=
IPb−x{Xˆt ∈ b− dy, t < T ∧ τˆ
+
b−a ∧ τˆ
−
0 }
IPb−x(T < τˆ+b−a ∧ τˆ
−
0 )
=
IPb−y{T < τˆ
+
b−a ∧ τˆ
−
0 }
IPb−x{T < τˆ
+
b−a ∧ τˆ
−
0 }
IPb−x{Xˆt ∈ b− dy, t < T ∧ τˆ+b−a ∧ τˆ
−
0 }
by Markov property and the fact that T is memoryless, and τˆ−a := {t ≥ 0 :
Xˆt ≤ a}. It follows that the law of the post-HS process is the h-transform of
a spectrally positive Le´vy process killed at time T ∧ τˆ+b−a ∧ τˆ
−
0 with
h(z) = IPz{T < τˆ
+
b−a ∧ τˆ
−
0 } = IP−z{T < τ
−
a−b ∧ τ
+
0 } (10)
= IP−z{T < τ−a−b, τ
−
a−b < τ
+
0 }+ IP−z{T < τ
+
0 , τ
+
0 < τ
−
a−b}
= IP−z{τ−a−b < τ
+
0 } − IE−z[e
−γτ−
a−b1{τ−
a−b
<τ+0 }]
+IP−z{τ+0 < τ
−
a−b} − IE−z[e
−γτ+0 1{τ+0 <τ−a−b}]
= 1− Z(γ)(−z + b− a)
+Z(γ)(b− a)
W (γ)(−z + b− a)
W (γ)(b− a)
−
W (γ)(−z + b− a)
W (γ)(b− a)
The h-function in (10) has been obtained using the expressions of the two
sided exit formulas given in (Kuznetsov et al., 2013, pgs. 17, 24). 
Recall that the maximum loss at time t > 0 is defined by
M−t := sup
0≤u≤v≤t
(Xu −Xv) ,
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Corollary 2 The distribution of the maximum loss of the post-supremum
process, M−HS ,T , when HI < HS, IT = a, ST = b is given by
IP(M−HS ,T < d|HI < HS, IT = a, ST = b)
= 1−
[
1− Z(γ)(b− a− d) + (Z(γ)(b− a)− 1)
W (γ)(b− a− d)
W (γ)(b− a)
]
·
γW (γ)(d)− Z(γ)(d)W
(γ)′(d)
W (γ)(d)
−γW (γ)(b− a) + (Z(γ)(b− a)− 1)W
(γ)′(b−a)
W (γ)(b−a)
for 0 < d < b− a.
Proof: We have
IP{M−HS ,T < d|HI < HS, IT = a, ST = b}
= 1− lim
x→b
h(d)
h(b− x)
IPb−x
{
τˆd
+ < T, τˆ+d < τˆ
−
0
}
= 1− lim
x→b
h(d)
h(b− x)
IPx−b
{
τ−−d < T, τ
−
−d < τ
+
0
}
= 1− h(d) lim
x→b
Z(γ)(x− b+ d)− Z(γ)(d)W
(γ)(x−b+d)
W (γ)(d)
1− Z(γ)(x− a) + Z(γ)(b− a)W
(γ)(x−a)
W (γ)(b−a) −
W (γ)(x−a)
W (γ)(b−a)
= 1− h(d)
Z(γ)
′
(d)− Z(γ)(d)W
(γ)′(d)
W (γ)(d)
−Z(γ)′(b− a) + Z(γ)(b− a)W
(γ)′(b−a)
W (γ)(b−a) −
W (γ)
′
(b−a)
W (γ)(b−a)
which yields the result. 
For removing the conditions in Thm.2 and Cor.2, we provide the joint
distribution of the supremum and the infimum. The distribution is charac-
terized in view of the formulas for the Laplace transform of the first passage
times. For a < 0 < b, we have
IP0{a < IT , ST < b} = IP0{T < τ
−
a ∧ τ
+
b }
= IP0{T < τ
−
a , τ
−
a < τ
+
b }+ IP0{T < τ
+
b , τ
+
b < τ
−
a }
= 1− (IP0{T > τ
−
a , τ
−
a < τ
+
b }+ IP0{T > τ
+
b , τ
+
b < τ
−
a })
= 1− (IE0[e
−γτ−a 1{τ−a <τ+b }] + IE0[e
−γτ+
b 1{τ+
b
<τ−a }])
= 1− (IE−a[e−γτ
−
0 1{τ−0 <τ+b−a}] + IE−a[e
−γτ+
b−a1{τ+
b−a
<τ−0 }]).
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The expectations in the above equation are known as two-sided exit from
below and two sided-exit from above a level, respectively. For a spectrally
negative Le´vy process, two sided exit problems are well defined and the
expressions for them are well known (Kuznetsov et al., 2013). After substi-
tuting these expressions, we find the joint distribution as
IP0{a < IT , ST < b}
= 1−
[
Z(γ)(−a)− Z(γ)(b− a)
W (γ)(−a)
W (γ)(b− a)
+
W (γ)(−a)
W (γ)(b− a)
]
= 1− Z(γ)(−a) + [Z(γ)(b− a)− 1]
W (γ)(−a)
W (γ)(b− a)
.
This formula for the joint distribution of the extremes of a spectrally negative
Le´vy process generalizes that for a Brownian motion with drift (Vardar-Acar et al.,
2013).
Our motivation for path decomposition has been the ultimate aim of find-
ing the joint distribution of the maximum loss and the maximum gain, which
result exists for standard Brownian motion as shown in (Salminen and Vallois,
2007). The Brownian path is decomposed at the hitting times of the infimum
and the supremum by considering two cases, namely, the infimum is attained
before the supremum and vice versa. In the first case, the maximum gain
boils down to the range of the path, and in the second, the maximum loss
is the range ST − IT . Using the independence of the segments, the sym-
metry property of standard Brownian motion and the joint distribution of
the infimum and the supremum, the joint distribution of the maximum gain
and the maximum loss is found for both cases. Combining these yields the
unconditional joint distribution. For the spectrally negative Le´vy process,
the characterization of the pre-infimum part remains as an open problem.
If solved, the result of this paper can be used towards the joint law of the
maximum loss and the maximum gain as in (Salminen and Vallois, 2007) in
view of duality between X and −X .
Acknowledgement. We are grateful to Andreas E. Kyprianou for his help-
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