In this work, we discuss the parametric modeling for the (electro)-thermal analysis of components of nanoelectronic structures and automatic model order reduction of the consequent parametric models. Given the system matrices at different values of the parameters, we introduce a simple method of extracting system matrices which are independent of the parameters, so that parametric models of a class of linear parametric problems can be constructed. Then the reduced-order models of the large-scale parametric models are automatically obtained using an a posteriori output error bounds for the reduced-order models. Simulations of both thermal and electro-thermal systems prove the validity of the proposed method.
Introduction
Parameter variations have become essential in design of micro-and nano-electronic (-mechanical) systems as well as coupled electro-thermal problems, since in many analyses such as optimization and uncertainty quantification, modeling and simulation at many values of the parameters are unavoidable. For many design and analysis tools, modeling and simulation needs to be done at each instance of the parameter from scratch. That means that, given a fixed value of the parameter, say p * , a certain numerical discretization method, e.g., a finite element method, is used to build a space-discretized model only valid for p * , and numerical integration is then performed to get the output response corresponding to p * . If additional analysis beyond the capability of the aforementioned software is required, the software often can provide only the (conductivity, capacitance) matrices corresponding to certain samples of the parameter, rather than explicit matrix functions that are more convenient for mathematical analysis.
It is desired to derive a single parametric discretized system that is valid for all possible values of the parameters, so that discretization does not have to be implemented anew for each value of interest, which can save much simulation time. In this paper, we propose a simple method of extracting matrix functions that is capable of calculating the matrices corresponding to any parameter value efficiently. Thanks to these matrix functions, the dynamics of the parametric system can be described by a single system of parametric ordinary differential equations (ODEs) or differential-algebraic equations (DAEs). The approach is in particular suitable for the (electro)-thermal analysis of nanoelectronic structures, as the parameters there often appear in a linear affine form required by this extraction for a parametric model.
Simulating the consequent parametric system is, however, still very time consuming, because of the large scale of the system. We propose to use parametric model order reduction (PMOR) to compute a reduced-order model (ROM) that is not only of a much lower dimension, but also accurate for all values of the parameters within a specified range. Therefore, using the parametric ROM to replace the full-order model in simulation and other analyses like optimization and uncertainty quantification leads to significant speedup and high accuracy. Many PMOR methods have been proposed so far. A survey of PMOR methods can be found in [1] . In this paper, we use a multi-moment-matching PMOR method [2] to construct the reduced-order model. These methods are popular in practical applications since they are easy to implement, need less computations than most of the other methods, and are therefore suitable to reduce high-dimensional PDE/DAE systems that are common in VLSI (very-large-scale integration) circuits. Furthermore, we propose to use an a posteriori output error bound [3] to construct the ROM automatically, i.e., the algorithm can build a reduced model satisfying a prescribed error tolerance without further specification of algorithmic parameters, e.g., interpolation points and the order of the ROM, which can be automatically determined by the algorithm in an adaptive manner.
The paper is organized as follows. In Section 2, we propose a simple method of extracting the state-space representation of a class of parametric problems. Section 3 reviews the basic idea of PMOR methods and Section 4 describes an algorithm that implements the multi-moment-matching PMOR method adaptively based on an a posteriori output error bound for the ROM. Section 5 describes the (electro-)thermal simulation for two test models: a package model and a Power-MOS device model. The parametric modeling and PMOR of these models, especially the extraction of the tensors and PMOR for the one-way nonlinearly coupled dynamical system, are discussed in Section 6. The numerical results are presented in Section 7, and the paper is concluded in Section 8. In all test cases, the matrices are efficiently extracted and the parametric ROMs automatically obtained meet the requirements on accuracy and compactness.
Parametric modeling
In this section, we introduce a method for extracting system matrices of a class of parametric problems, so that the parametric representation of the models in statespace form can be derived. Assume that the parametric problem can be generally described by the following partial differential equation,
where L[·] is a linear spatial differential operator, f (t, z; p) is the excitation, p = (p 1 , . . . , p m ) T is a vector of parameters, Ω ⊆ R d (d = 1, 2, 3) is the spatial domain and P ⊆ R m is the parameter domain. Using finite-element simulation software, discretization in space can usually be done only at a fixed value p * of p, and one may get the discretized system
where only E(p * ), A(p * ) ∈ R n×n , B(p * ) ∈ R n×lI , C(p * ) ∈ R lO×n , and D(p * ) ∈ R lO×lI at the fixed value p * of p are available. Here, x ∈ R n is the state vector, and y ∈ R l O is the output response. For design purposes, the simulation results at many fixed values of p should be derived and analyzed. If we simply use the software, the discretization must be repeated at many values of p. To avoid repeated discretization in space, and hence to save design time, it is desired that a parametric representation of the model is available. We will show that if E(p), A(p), B(p), C(p), D(p) are in the form of
we can easily compute M 1 , . . . , M m based on the data of M (p) at m fixed values of p (Here and below, M (p) stands for any of the matrices E(p), A(p), B(p), C(p), D(p)). Hence, the parametric representation of (1) is available, i.e.,
The discretized parametric model in (3) prevents repeated discretization at all values of p. Note that form (2) does not require linear dependence on geometrical and/or physical parameters since p i may present abstract parameters. It covers a rather broad range of applications since any system of the form
where φ i represents an arbitrary scalar function of q, can easily be rewritten into the form (2) with the change of parameter p i = φ i (q). The vectors p and q can be of different length, e.g., for the package model that will be described in Section 5, we set p 1 = 1, p 2 = h, p 3 = 1 h , where h is the top layer thickness of the package. Suppose that m groups of matrices E(p ai ), A(p ai ), B(p ai ), C(p ai ), D(p ai ) have been obtained, e.g., by simulation software at m different samples p ai , i = 1, . . . , m. Using the formulation in (2), one can get a group of equations as below,
The equations above can be re-written as
where I n ∈ R n×n is the identity matrix, and
It is possible to select the samples p ai whose corresponding m × m matrix P m in (5) is nonsingular, such that
where we use the following property of tensor product (Kronecker product):
Finally, the matrices M i , i = 1, . . . , m, can be easily computed by
wherep ij is the (i, j)-th entry of the matrix P −1 m :
An important property of the computation above is that it is independent of the large dimension n. To compute all
for any large-scale matrices in (1), we need only invert a small-scale m × m matrix P m and conduct scalar-matrix multiplication and matrix addition, all of which are computationally efficient.
Simulating the system in (3) may still take a lot of time when the dimension n is large, especially when it has to be simulated at many samples of p. In the next section, we propose to use PMOR to construct a parametric reduced-order model, which will replace the original large-scale system in (3) in simulations for speedup. Since the size of the reduced-order model is usually much smaller than n, simulation can be conducted within a much shorter and more reasonable time period.
PMOR based on multi-moment-matching
Various PMOR methods have been proposed in the literature, among which the methods based on multi-moment-matching are probably the easiest to implement and the most computationally efficient for many applications, especially for linear systems [2] . The multi-moment-matching PMOR method computes a projection matrix V based on the series expansion of the state vector x in the frequency domain. Under the zero initial condition, the frequency domain description for system (3) is
Given expansion points p 0 = [p 0 1 , . . . , p 0 m ], and s 0 , x(s, p) in (8) can be expanded as
where
Defining
and
a matrix V s0,p 0 , whose columns form an orthonormal basis of the subspace spanned by the R i s, is computed as
Using V := V s0,p 0 , we obtain the parametric reduced-order model via Galerkin projection,
Note that the number of columns in R j increases exponentially with j. When the number of the parameters in p is larger than 2, or when there are many inputs, multiple expansion points should be used to keep the size of the reduced-order model small. The idea is straightforward. Given a set of expansion points s i , p i , i = 0, . . . , k, (the superscript i for p is not a power: it only indicates the i-th expansion point), a matrix V si,p i can be computed for each pair (s i , p i ) as
The final projection matrix V is obtained from the orthogonalization of all matrices
For similar accuracy, the number q r in (12) can usually be taken much smaller than q in (10) and normally, only a few well-chosen expansion points suffice. Consequently, the size of the reduced-order model can be kept small. The choice for the numbers and locations of the expansion points (s i , p i ) has an important influence on the efficiency of multi-moment-matching PMOR methods. Actually, good accuracy and compactness of the reduced model can only be achieved when the expansion points are selected judiciously.
In the next section, we introduce a technique for adaptively selecting the expansion points according to an a posteriori error bound ∆(s, p) for the ROM. By using the error bound to access the reliability of the reduced-order model, we develop an automatic procedure for constructing the ROM. 
Adaptively selecting the expansion points
where ∆ ij (s, p) is the error bound for the (i, j)-th entry of the transfer function matrix of the ROM, i.e.,
In this paper, we define the ∆ ij (s, p) as in [3] , which is inspired by the a posteriori error bounds proposed for the reduced basis method [5] :
s is the conjugate of s, and the state x du i of the dual system is approximated bŷ
Here, for ease of notation, p is dropped from the matrices E(p), A(p), B(p) and C(p), and the j-th column of B(p) and the i-th row of C(p) are denoted by B j and C i , respectively. The variable β(s, p) is the smallest singular value of the matrix sE(p) − A(p). The matrix V du can be computed, for example, using (12) and (13), but replacing R 0 , . . . , R qr with R du 0 , R du 1 , . . . , R du qr , where the matrices
The derivation of ∆(s, p) is detailed in [3] . Thanks to the error bound ∆(s, p) for the ROM, the expansion points (s i , p i ) can be selected adaptively, and the projection matrix V can be computed automatically as is shown in Algorithm 1. It is worth pointing out that although the error bound is parameter-dependent, many p-independent terms constituting the error bound need to be pre-computed only once, which can be repeatedly used in the algorithm for all samples of p in Ξ train , e.g., the terms range(Vŝ,p) = span{R 0 , R 1 , . . . , Rq r }ŝ ,p ; 7:
range(V dû s,p ) = span{R du 0 , R du 1 , . . . , R du qr }ŝ ,p ; 8: V = orth{V, Vŝ ,p }; 9:
V du = orth{V du , V dû s,p }; 10:
(ŝ,p) = arg max s,p∈Ξ train ∆(s, p);
11
: ε = ∆(ŝ,p) ; 12: end while.
Test Models
To test the techniques proposed, we will use two applications arising from electrothermal simulations: a package shown in Figure 1(a) , whose purpose is to allow easy handling and assembly onto printed circuit boards and to protect the devices from damage, and a Power-MOS device shown in 1(b), which is commonly used in energy harvesting, where energy from external sources like light and environmental heat are collected in order to power small devices such as implanted biosensors [6] . With the scaling down of integrated circuits, thermal issues have attracted increasingly more attentions and become a major consideration in design of integrated circuits. The dynamics of both applications can be described by the same governing equations. The electrical sub-system can be described by
where J is the current density, E is the electrical field, U is the electrical potential, σ is the electrical conductivity, is the permittivity, and ρ is the charge density. In this paper, we ignore local charging, i.e., ρ = 0, and the dependence of the conductivity on temperature, i.e., the electrical sub-system is independent of the thermal subsystem, and obtain the following time-independent differential equation:
The thermal subsystem is governed by similar governing equations:
where φ q is the heat flux, w is the local energy storage, C T is the thermal capacitance, and Q represents heat sources or sinks. For the thermal sub-system, we also ignore the dependence of the thermal capacitance on the temperature. For Q, we use two options in this paper.
• The thermal-only option takes Q as an independent input. Under this option, the electrical sub-system and the thermal sub-system are completely decoupled. The thermal-only option is especially interesting to the package model, since it can be used to study the thermal dynamics stimulated by heat-injecting or extracting properties on the boundary of the simulation domain, Joule self-heating, etc. Finite element discretization of the thermal-only option leads to a linear dynamical system exactly of the form (1). • The electro-thermal option takes Q as a coupling term from the electrical sub-system: the Joule self-heating that is of great importance in power-aware design of integrated circuits:
In this case, the whole system is one-way coupled: the thermal sub-system depends on the electrical sub-system, while the electrical sub-system is independent of the thermal system. The state space representation of the electrothermal option is:
R lO×lI , and the tensor F (p) ∈ R nT×nE×nE , which can be considered as n T slices of n E by n E matrices F i (p) ∈ R nE×nE , i = 1, . . . , n T , represents the nonlinear coupling of the electrical part with the thermal part. Denoting the i-mode tensor-matrix product by × i [7] , the product F (p)
is a vector of length n T , whose i-th component is the standard vector-matrixvector product x E (p) T F i (p)x E (p). In this formulation, the algebraic equation (14a) describes the electrical part, the ordinary differential equation (14b) describes the thermal part, in which the tensor F (p) describes Joule selfheating, (14c) specifies the initial conditions, and (14d) computes the output obtained from the electrical and thermal state vectors. Theoretically, Joule self-heating should be modeled by two tensor products:
However, the influence of the second part is rather limited, and is therefore ignored in this paper. Instead of a single coupled system, we write out the electrical and thermal sub-systems explicitly to show the one-way coupling. Furthermore, if we use a single set of differential algebraic equations, our numerical results proved that PMOR becomes much less computationally efficient than dealing with algebraic equations and an ordinary differential equations separately.
Parametric Modeling and PMOR for the Test Models
For the package model shown in Figure 1(a) , the parameter p is chosen to be the top layer thickness of the package h. A finite-integration technique (FIT) for the modeling of the package leads to thermal fluxes that are proportional to the dual areas of the mesh cells and inversely proportional to the lengths of the edges in the mesh cells. Therefore, when considering meshes that are topologically equivalent for different package thicknesses, the parametric dependence of the matrices will take the form
The second term originates from the linear dependence of dual areas corresponding to the cell edges perpendicular to the thickness, whereas the third term originates from dual areas associated to cell edges tangential to the thickness orientation [8] . It is clear that the above formulation is a special case of (2), where p 1 = 1, and p 2 = h, p 3 = 1 h . Note that the method developed in Section 2 also applies to the tensor F due to the following reasoning. Every slice of F , say F i (p) ∈ R nE×nE , can be extracted using the procedure from (4) to (6) , and under the same set of samples p a1 , p a2 , . . . , p am in (4), the obtained coefficientsp 11 ,p 12 , . . . ,p mm in (6) are the same. Therefore, the computation for all slices can be conducted together in the tensor form, i.e., assuming that M 1 , M 2 , . . . , M m in (4) are tensors, they can be extracted by (6) , using the coefficient computed by (7) .
Therefore, to extract all matrices and tensors for the package model, we need first only to invert a single 3 × 3 matrix, and then, for all matrix or tensor functions, we need to calculate (6) once.
For the Power-MOS circuit model shown in Figure 1(b) , the conductivity of the third σ is chosen to be the parameter. A finite-integration technique (FIT) assembles fluxes that are proportional to the the conductivity of each mesh cell material, and therefore, the parametric dependence of the matrices will take the form It is clearly in the form (2) by assigning p 1 = 1 and p 2 = σ, and the proposed procedure to extract the matrices can readily be used.
The remaining problem is how to reduce system (14b), which has a quadratic one-way coupling term. To simplify the presentation, we use the Power-MOS circuit with the parameter dependence M (σ) = M 0 + σM 1 as an example. Following the idea presented in [9] , we first ignore the nonlinear part in system (14b) and use the adaptive PMOR algorithm proposed to reduce the resulting system in the form (3) [10, 11] . To approximate the one-way coupling term, the electrical subsystem needs to be reduced before the thermal sub-system.
• The electrical sub-system (14a) is already in the form (8) if we assign E(p) = 0,
by noting that for the validity of the proposed PMOR method, system (8) is actually not necessarily a frequencydomain system. Denote the basis built for the electrical sub-system (14a) by V E . • If we ignore the nonlinear coupling term in the thermal sub-system (14b), it is already in the form (3). To use the methods developed, we first conduct the Laplace transform to obtain its frequency domain representation
Then, we apply Algorithm 1 to system (15) to obtain the basis for the thermal sub-system, which we denote by V T . • To obtain a ROM for (14b), we approximate x E by V E x E and x T by V T x T , and then force the approximation error to be orthogonal to the range of V T . The resulting pROM is
To obtain the reduced tensor F (p), we first approximate x E (p) in the range of V E , and then project the approximation onto the test subspace V T , i.e., the tensor product F (p)
The advantage of the tensor formulation for the ROM is that using the reduced tensor, evaluating the ROM does not require computations with quantities of the order of the FOM. In our actual computations, the parametric matrices in the ROM are computed by
where Y c and Y v are pre-computed during the construction of the ROM. This precomputation is also applied to the electrical-subsystem (14a) and the output computation (14d).
Numerical Results
In this section, we first show the numerical results of thermal analysis of the package model. Then, we show the numerical results of electro-thermal analysis of both the package model and the Power-MOS device model.
Numerical Results for the Thermal Analysis
The package model is a multi-input multi-output system, with 34 inputs and 68 outputs. Algorithm 1 is employed to compute the parametric reduced-order model automatically. We used 6 samples of p ∈ (0, 100], and one sample of s = 2πf , f ∈ [0, 10 8 ]: s 0 = 200π,  = √ −1, to constitute the training set Ξ train in Algorithm 1. The algorithm essentially selects the expansion points for p, since we force a single expansion point for s. Only two iterations and two expansion points selected are required for convergence. The reduced model is of size r = 58. For each selected expansion point, we construct V si,p i with only two terms R 0 and R 1 (q r = 1 in Steps 6-7, Algorithm 1) in order to avoid the exponential increase in R j , j > 1. Table 1 lists the iterations and the error bounds at each iteration step. 
Numerical Results for Electro-Thermal Analysis
First, we apply the matrix extraction algorithm and adaptive PMOR method developed to the electro-thermal simulation of the package model with 34 inputs and 68 outputs. The system is parameterized by the thickness of the top layer and excited by the inputs:
The initial condition for all electrical state variables is 0 V, and the initial condition for all thermal state variables is 300 K. We use a training set that is composed of 20 uniformly distributed samples in the interval h ∈ (0, 100] for the electrical subsystem, all of which are used with the frequency interpolation point s 0 = 200π for the thermal sub-system. Using the PMOR method proposed, the electrical subsystem is reduced from order 1122 to order 24, and the thermal system is reduced from order 8071 to order 356. The convergence behavior of the adaptive PMOR method is shown in Table 2 . Then, we apply the proposed methods to the Power-MOS circuit model, which has 6 inputs and 12 outputs. The system is parameterized by the conductivity of the third metal layer and excited by the inputs:
The initial condition for all electrical state variables is 0 V, and the initial condition for all thermal state variables is 300 K. For the electrical sub-system, the training set is {10 7 , 3 × 10 7 , 5 × 10 7 }, while for the thermal subsystem, the training set contains 20 uniformly distributed frequency samples within [0, 10 6 ], each of which is paired with a randomly chosen conductivity σ ∈ [10 7 , 5 × 10 7 ]. Using the PMOR methods proposed, the electrical sub-system is reduced from order 1160 to order 2, and the thermal sub-system is reduced from order 11556 to order 21. The convergence behavior of the adaptive PMOR method is shown in Table 3 . 
Conclusions and Further Discussion
We have proposed a simple automatic matrix extracting technique for a class of parametric dynamical systems, and showed that automatic parametric model order reduction can be realized with the guidance of an a posteriori error bound. The above techniques have been successfully applied to the thermal simulation of a package model, and the electro-thermal simulation of a package model and a Power-MOS device model. Compact and reliable reduced-order models have been automatically obtained, which offer the possibility of being integrated into dedicated electro-thermal simulation software to accelerate design automation.
It is worth pointing out that although the adaptive algorithm 1 for multi-momentmatching PMOR methods resembles the greedy algorithm that is often used in the reduced basis method [5] , the size of the training sets we used in numerical tests, which is 20, is much smaller than that typically used in reduced basis methods, which can easily reach 1000 or even 10000. Numerical simulations show that this small number of training points leads to accurate ROMs, e.g., the ROM built in Section 7.1 is accurate at 120 test points.
