In this article, we study the existence of solutions to systems of first-order ∇-dynamic equations on time scales with periodic boundary or terminal value conditions. where the right member of the system is ∇-Carathéodory. We employ the method of solution-tube and Schauder's fixed-point theorem.
Introduction
The concept of dynamic equations on time scales was initiated by Hilger [16] with the motivation of providing a unified approach to discrete and continuous calculus. The reader interested on the subject of time scales is referred in [3, 4, [7] [8] [9] 15] . This paper considers the existence of solutions to systems of first-order ∇-dynamic equations on time scales:    x ∇ (t) = f (t, x (ρ(t))), ∇-a.e. t ∈ T 0 , x ∈ (BC).
(1.1)    x ∇ (t) = f (t, x(t)), ∇-a.e. t ∈ T 0 , x(a) = x(b).
(1.2)
Here T is an arbitrary compact time scales, such that a = min T, b = max T, T 0 = T\{a}, f : T 0 × R n → R n is a ∇-Carathéodory function and (BC) denotes the terminal value conditions:
or periodic boundary value conditions:
x(a) = x(b).
(
1.4)
Existence results for system (1.2) were obtained in [5] with f is a continuous function. In the particular case where n = 1, existence results for first-order ∇-dynamic equation on time scales were obtained in [20] for the dynamic initial value problem:
x ∇ (t) = f (t, x (t)), t ∈ (0, b] T , and x(0) = 0, with f is a left-Hilger-continuous function, their results were established with the method of lower and upper solutions. Existence results were obtained in [2, 11, 12, 14, 19] , for systems of ∆-dynamic equations on time scales. In [14] Gilbert introduced the notion of solution-tube to systems of first order ∆-dynamic equations which generalizes the notions of lower and upper solutions. The results in this paper were motivated by results in [5, 14] .
This paper is organized as follows. We start with some notations, definitions and results which are used throughout this paper. The third section presents an existence result for the problem (1.1) and the problem (1.2).
Preliminaries
In this section, we recall some notions and results which we will use in this article.
Definitions and basic properties
Let T be a time scale, which is a closed subset of R. For t ∈ T, we define the forward and backward jump operators as follows: define σ , ρ : T → T by σ (t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t}.
We say that t is right-scattered (resp., left-scattered) if σ (t) > t (resp., if ρ (t) < t); that t is isolated if it is right-scattered and left-scattered. Also, if t < sup T and t = σ (t), we say that t is right-dense. If t > inf T and t = ρ (t), we say that t is left dense. Points that are right dense and left dense are called dense. The graininess function µ :
Definition 2.1. The function f : T → R n is called ld-continuous provided it is continuous at left-dense point in T and has a right-sided limits exist at right-dense points in T, write f ∈ C ld (T, R n ) . f (s, y) and lim y→x f (t, y), both exist and are finite at each (t, x) where t is right-dense. Definition 2.3. [18] For f : T → R n and t ∈ T k , the ∇-derivative of f at t, denoted by f ∇ (t), is defined to be the number (provided it exists) with the property that given any ε > 0, there is a neighborhood U of t such that
We say that f is ∇-differentiable if f ∇ (t) exists for every t ∈ T k . The function f ∇ : T → R n is then called the ∇-derivative of f on T k . The set of functions f : T → R n which are ∇-differentiable and whose ∇-derivative is ld-continuous is denoted by C 1 ld (T, R n ) . The set of functions f : T → R n which are ∇-differentiable and whose ∇-derivative is ld-continuous is denoted by C 1 ld (T, R n ) . Theorem 2.4.
[5] Let W be an open set of R n and t ∈ T be a left-dense point. If g : T → R n is ∇-differentiable at t and if f : w → R is differentiable at g(t) ∈ w, then f • g is ∇-differentiable at t and
, by the previous theorem, we have
The set of all ν-regressive and ld-continuous functions p :
T → R will be denoted by R ν = R ν (T, R). We define the set
If p ∈ R ν , then we define the nabla exponential functionê p by:
for t, s ∈ T, where the ν-cylinder transformation is as in :
where log is the principal logarithm function.
Theorem 2.8.
[8] For p ∈ R ν , the (nabla) exponential functionê p (t,t 0 ) : T → R is defined as the unique solution to the initial value problem
Lebesgue ∇-measure and Lebesgue ∇-integral
We recall some notions and results related to the theory of ∇-measure and Lebesgue ∇-integration for an arbitrary bounded time scale T where a = min T < max T = b introduced in [3, 8, 15] . 
• If a ∈ E, then m * 1 (E) = +∞. Definition 2.10. A set A ⊂ T is said to be ∇-measurable if, for every set E ⊂ T m *
Lemma 2.12.
[8] 1. If r, s ∈ T and r ≤ s, then
2. If r, s ∈ T 0 and r ≤ s, then
The following lemma can be proved analogously to Lemma 3.1 in [10] .
Lemma 2.13. The set of all left-scattered points of T is at most countable, that is, there are J ⊆ N and
The following Proposition can be proved analogously to Proposition 3.1 in [10] . Proposition 2.14. Let A ⊂ T. Then A is a ∇-measurable if and only if, A is Lebesgue measurable. In this case the following properties hold for every ∇-measurable set A :
and only if a /
∈ A and A has no leftscattered point.
The notions of ∇-measurable and ∇-integrable functions f : T → R n can be defined similarly to the theory of Lebesgue integral.
Definition 2.15. We say that f :
In order to compare the Lebesgue ∇-integral on T and the Lebesgue integral on [a, b], given a function f : T −→R n , we need an auxiliary function which extends f to the interval
The following Theorem can be proved analogously to Theorem 5.1 in [10] . Theorem 2.16. Let E ⊂ T be a ∇-measurable such that a / ∈ E, let E be the set defined in (2.2), let f : T −→R n be a ∇-measurable function and f : [a, b] −→ R n be the extension of f to [a, b] . Then, f is Lebesgue ∇-integrable on E if and only if f is Lebesgue integrable on E and we have
Sobolev's spaces on time Scales
In this section, we develop the Sobolev's spaces on bounded time scale T where a = min T < max T = b, T 0 = T\{a} and their important properties.
Here is an analog of the Lebesgue dominated convergence theorem.
The following Proposition can be proved analogously to Proposition 3.1 in [6] .
Now we introduce the concept of absolutely continuous function on T. Definition 2.21. A function f : T → R n is said to be absolutely continuous on T if for every ε > 0, there exists a
The following Theorem can be proved analogously to Theorem 4.1 in [9] . Theorem 2.22. A function f : T → R n is absolutely continuous on T if and only if f is ∇-différentiable ∇-almost everywhere on
The following two Propositions can be proved analogously to Proposition 2.19 and Proposition 2.20 in [14] .
Proposition 2.24. Let u : T → R be an absolutely continuous function, then the ∇-measure of the set {t ∈ T 0 \L T 0 : u(t) = 0 and u ∇ (t) = 0} is zero.
The following Theorem can be proved analogously to Theorem 3.2 in [6] .
We now define a notion of Sobolev's space. 
The following Theorem can be proved analogously to Theorem 3.4 in [1] .
Then, there exists a unique function x : T −→ R n absolutely continuous such that ∇-almost everywhere on T 0 , one has x = u and x ∇ = g. Moreover, if g is rd-continuous on T 0 , then there exists a unique function x ∈ C 1 ld (T, R n ) such that x = u ∇-almost everywhere on T 0 and such x ∇ = g on T 0 .
is a Banach space together with the norm defined for every f ∈ W 1,p
The proof is analogous to that of Theorem 3.5 in [1] .
We now define a notion of ∇-Carathéodory functions on a compact time scale. Definition 2.29. A function f : T 0 × R n → R n is called a ∇-Carathéodory function if the three following conditions hold.
(i) for every x ∈ R n , the function t → f (t, x) is ∇-measurable;
(ii) the function x → f (t, x) is continuous ∇-almost every t ∈ T 0 ;
(iii) for every r > 0, there exists a function h r ∈ L 1 ∇ (T 0 , [0, ∞)) such that f (t, x) ≤ h r (t) for ∇-almost every t ∈ T 0 and for all x ∈ R n such that x ≤ r.
Main Results
In this section, we establish an existence result for the problem (1.1) (resp.,(1.2)). Let us recall that,T is compact and a = min T < max T = b. A solution of the problem (1.1) (resp.,(1.2)) will be a function x ∈ W 1,1 ∇ (T, R n ) for which (1.1)(resp.,(1.2))is satisfied.
Existence Theorem for the Problem (1.1)
We introduce the notion of solution tube for the problem (1.1).
We say that (v, M) is a solution tube of (1.1) if
T 0 and for every x ∈ R n such that x − v(ρ(t)) = M(ρ(t)),
We denote
We consider the following problem.
wherē
has a unique solution x ∈ W 1,1 ∇ (T, R n ) given by:
Proof. Let x be a solution to (3.3) . By Theorem 3.3 in [8] , consider
and hence integrating the above on (t, b] ∩ T obtain
If follows from the boundary condition in (3.3) and (3.4) that
So by substituting (3.5) into (3.4), the result follows.
Proof. the result follows in a similar way to the proof of Lemma 3.2.
We obtain a maximum principle that will be useful to get a priori bounds for solutions of systems considered in this section. (ii) r(b) ≤ r(a); then r(t) ≤ 0, for every t ∈ T.
Proof. Suppose the conclusion is false. Then, there exists t 0 ∈ T such that r(t 0 ) = max t∈T (r(t) > 0), since r is continuous on T. If σ (t 0 ) > t 0 , then r ∇ (σ (t 0 )) exists, since ν(σ (t 0 )) = σ (t 0 ) − t 0 > 0 and because r ∈ W 1,1
which is a contradiction since r(t 0 ) = r(ρ (σ (t 0 ))) > 0.
by hypothesis and by Theorem 2.22. Hence, we get a contradiction. The case t 0 = b is impossible if hypothesis (i) holds and if r(b) ≤ r(a), we must have r(a) = r(b). If we take t 0 = a, by using previous steps of this proof, one can check that r (a) ≤ 0, and, then, the lemma is proved.
Let us define the operator
is a solution tube of (1.1) then the operator T 1 :
Proof. We first observe that from Definitions 2.29 and 3.1, there exists a function h ∈ L 1 ∇ (T 0 , [0, ∞)) such that f (t,x(ρ(t))) −x(ρ(t)) ≤ h(t), ∇-a.e. t ∈ T 0 for every x ∈ C(T, R n ). Let {x n } n∈N be a sequence of C(T, R n ) converging to x ∈ C(T, R n ). By Proposition 2.18,
where K := max s,t∈T {|ê −1 (s,t)|} . Then, we must show that the sequence {g n } n∈N defined by g n (s) = f (s,x n (ρ(s))) − x n (ρ(s)) converges to the function g(s)
We can easily check thatx n (t) →x(t) for every t ∈ T 0 and, then, by (ii) of Definition 2.29, g n (s) → g(s), ∇-a.e. s ∈ T 0 . Using also the fact that g n (s) ≤ h(s), ∇-a.e. s ∈ T 0 , we deduce that
19. This prove the continuity of T 1 . For the second part of the proof, we have to show that the set T 1 (C(T, R n )) is relatively compact. Let y = T 1 (x) ∈ T 1 (C(T, R n )). Therefore, C(T, R n ) ) is uniformly bounded. This set is also equicontinuous since for every t 1 < t 2 ∈ T,
By an analogous version of the Arzelà-Ascoli Theorem adapted to our context, T 1 (C(T, R n )) is relatively compact in C(T, R n ). Hence, T 1 is compact.
We now define the operator T p : C(T, R n ) → C(T, R n ) by:
The following result can be proved as the previous one.
Now, we can obtain the main theorem of this section.
is a solution tube of (1.1) then the problem (1.1) has a solution x ∈ W 1,1
Proof. By Proposition 3.5 (resp., Proposition 3.6), T 1 (resp., T p ) is compact. It has a fixed point by the Schauder fixedpoint Theorem. Lemma 3.2 (resp., Lemma 3.3) implies that this fixed point is a solution for the problem (3.1). Then, it suffices to show that for every solution x of (3.1), x ∈ T (v, M). Consider the set A = {t ∈ T 0 : x(ρ(t))−v(ρ(t)) > M(ρ(t))}.
By Example 2.5, ∇-a.e. on the setÃ = {t ∈ A : t = ρ(t)}, we have
If t ∈ A is left scattered, then ν (t) = t − ρ(t) > 0 and
Since (v, M) is a solution tube of (1.1), we have ∇-a.e. on {t ∈ A : M(ρ(t)) > 0},
On the other hand, we have ∇-a.e. on {t ∈ A : M(ρ(t)) = 0} that
This last equality follows from Definition 3.1(3) and Proposition 2.24. If we set r(t) = x(t) − v(t) − M(t), then r ∇ (t) > 0 ∇-a.e. t ∈ {t ∈ T 0 : r(ρ(t)) > 0}. Moreover, since (v, M) is a solution tube of (1.1) and x satisfies (1.3)(resp., x satisfies (1.4)), then r(a) < 0 (resp.,r(a)
) and the theorem is proved.
Existence Theorem for the Problem (1.2)
We introduce the notion of solution tube for the problem (1.2).
We say that (v, M) is a solution tube of (1.2) if
and for every x ∈ R n such that x − v(t) = M(t),
wherex(t) is defined in (3.2).
∇s .
Proof. Let x be a solution to (3.10) . By Theorem 3.3 in [8] , consider
Integrating the above on (t, b] ∩ T and using boundary condition in (3.10), the result follows in a similar way to the proof of Lemma 3.2.
The following lemma is similar to lemma 2.11 in [5] .
Let us define the operator T 2 : C(T, R n ) → C(T, R n ) by:
Proof. We first observe that from Definitions 2.29 and 3.8, there exists a function h ∈ L 1 ∇ (T 0 , [0, ∞)) such that f (t,x(t))+ x(t) ≤ h(t), ∇-a.e. t ∈ T 0 for every x ∈ C(T, R n ). Let {x n } n∈N be a sequence of C(T, R n ) converging to x ∈ C(T, R n ). By Proposition 2.18, Then, we must show that the sequence {g n } n∈N defined by g n (s) = f (s,x n (s)) +x n (s) converges to the function g(s) ∈ L 1 ∇ (T 0 , R n ) where g(s) = f (s,x(s))+x(s). We can easily check thatx n (t) →x(t) for every t ∈ T 0 and, then, by (ii) of Definition 2.29, g n (s) → g(s) ∇-a.e. s ∈ T 0 . Using also the fact that g n (s) ≤ h(s), ∇-a.e. s ∈ T 0 , we deduce that g n (s) → g(s) in L 1 ∇ (T 0 , R n ) by Theorem 2.19. This prove the continuity of T 2 . For the second part of the proof, we have to show that the set T 2 (C(T, R n )) is relatively compact. Let y = T 2 (x) ∈ T 2 (C(T, R n )). Therefore,
. So, T 2 (C(T, R n )) is uniformly bounded. This set is also equicontinuous since for every t 1 < t 2 ∈ T, By an analogous version of the Arzelà-Ascoli Theorem adapted to our context, T 2 (C(T, R n )) is relatively compact in C(T, R n ). Hence, T 2 is compact.
Here is the main existence theorem for problem (1.2). 
Proof. By Proposition 3.11, T 2 is compact. It has a fixed point by the Schauder fixed-point Theorem. Lemma 3.3 implies that this fixed point is a solution for the problem (3.9). Then, it suffices to show that for every solution x of (3.9), x ∈ T (v, M). Consider the set A = {t ∈ T 0 : x(t) − v(t) > M(t)}. By example 2.5, ∇-a.e. on the setÃ = {t ∈ A : t = ρ(t)}, we have ( x(t)−v(t) −M(t)) ∇ = x(t) − v(t), x ∇ (t) − v ∇ (t) x(t) − v(t) −M ∇ (t) (3.11) 
