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N otações
N: conjunto dos números naturais 
Z: conjunto dos números inteiros
R: conjunto dos números reais
Z+: N U { 0 }
R + : conjunto dos r €  R  tal que r >  0
a  =  (ai, a 2, . . . , a n) G (Z + )n
n,OL _  ai a2 a„.£ — X i Jj<2 • • ■ d,n
d =  — Ux 8x
da =  d % õ % . . .d « :
[A, B] =  A B  — B A  (comutador dos operadores A e B )
Y  *■ X : o conjunto (espaço) Y  esta imerso denso e continuamente ern X  
B (Y , X ) :  o espaço dos operadores limitados de Y  em X .
t —*■ 0+ : t —> 0 , í > 0
p(A):  o conjunto resolvente do operador A 
i?(A; A): o operador resol vente do operador A 
B\d(a) =  A\ B x  =  Ax  V.x G 2)(A ), D (A )  dominio de A 
IIIXIloo.Btx) =  supt;SeA \\U(t, s)||b(§)
11/  11oo ,X  =  sup[0ir) ||/(t)||x
=  Io ll/W llx dl.l,X
R esum o
Neste trabalho desenvolvemos a teoria linear e quase-linear de T. K ato e fazemos 
uma aplicação á equação de Korteweg-de Vries transcional (t - KdV), a saber,
ôtu +  +  g(t)uõxu =  0, t, x E Mn.
Mostramos que o problema de Cauchy associado a esta equação tem solução xinica 
local no espaço de Sobolev H s(M.n), s >  3 /2 , para uma função g apropriada.
A b stra c t
In this work we develop the Katos theory of linear and quasilinear equations and 
present am appplication to the Korteweg-de Vries Transitional (t - KdV) equation
dtu +  d3u +  g(t)udxu =  0, t, x G Mn.
We show that the Cauchy problem associate to this equation has a unique and 
local solution on Sobolev space H s(M.n), s > 3 /2 , with am apropiate function g.
Introdução
Neste trabalho desenvolvemos a teoria linear e quase-linear de T  K ato e fazemos 
uma aplicação dela à equação de Korteweg-de Vries transicional (t-kdV), a saber,
õtu +  dxu +  g(t)dxu =  0 t . i g l
Mostramos que o problema de Cauchy associado a esta equação tem solução única 
local no espaço de Sobolev H s(K.) para uma função g apropriada.
E sta  equação descreve, de modo aproximado, o movimento de uma onda solitária 
que se propaga entre duas camadas rasas de fluidos, de densidades aproximada­
mente iguais, sendo a camada inferior menor que a superior. O efeito na mudança 
na profundidade da camada inferior, que a onda sofre quando se aproxima da praia, 
resulta no coeficiente do termo não linear.
Enquanto a teoria de K ato, ela aparece na década dos anos 50 com seu paper 
Integration of the equation of evolution in a Banach Space [8] em 1953 e a partir 
de então vem sendo estudada e aplicada amplamente na solução do problema de 
Cauchy para equações não lineares. A idéia de K ato é basicamente uma ampliação 
do método dos semigrupos. Isto é, em termos gerais, dado um problema de Cauchy
dtu =  Au
(1) 
u(0) =  4>
se o operador diferencial A gera um semigrupo de classe C°, S(t), t >  0, então a 
solução deste problema está dada em termos deste semigrupo, mais precisamente
u{t) — S(t)<f)
1
2é a solução de (1). Agora se o operador A depende de t, isto é, A =  A(t), 
então se este operador satisfaz certas condições aparecem uns operadores U (t, s) 
í, s >  0 chamados de evolução e a solução do problema de Cauchy
dtu =  A(t)u  -t- f ( t )
(2)
« (0 ) =  <fi
está dada, analogamente à (1), em termos destes operadores, mais precisamente
t
u ( t ) = U ( t ,  0 ) 0 +  j U ( t , r ) f ( r ) d r
o
é a solução de (2).
Finalmente K ato extende estas idéias para equações quase-lineares, i.e., equações 
da forma
dtu — A (t ,u )u  +  f { t ,u )  (3)
onde A(t, u) é um operador linear para cada t €  [0, T] e cada « e / é  uma função 
dada. Para cada função t h-* v(t) em um certo espaço de Banach, considere-se o 
problema de Cauchy
dtu =  A(t, v(t))u  +  f ( t ,v ( t ) )
(4)
« (0 ) =  4>
Aplicando então as idéias da solução de (2) (Teoria Linear, capítulo (3)) obtem-se 
uma aplicação v >—> uv onde uv é única solução de (4). Prova-se então que o espaço 
de Banach mencionado acima pode ser escolhido de modo que a aplicação t t—*■ v(t) 
seja uma contração. Logo por um argumento de ponto fixo prova-se que (3) tem 
solução com it(0 ) =  <fi.
O presente trabalho está baseado e inspirado fundamentalmente em [5] e [12]. 
Porém para maiores informações o leitor pode consultar a ampla bibliografia ao 
final.
Capítulo 1
Resultados Básicos
Neste capítulo apresentamos conceitos e resultados a serem utilizados ao longo 
dos capítulos seguintes. Omitimos as demonstrações por se tratarem  de resultados 
conhecidos os quais poderão ser encontrados na bibliografia ao final, especialmente 
em [6],[13] volumes I e II e [1].
1.1 D erivação de Funções Vetoriais
D efinição 1 .1 . Seja /  : (a, b) — >• X  uma função definida no intervalo (a, b) e com 
valores num espaço de Banach X , (real ou complexo). Diz-se que /  é diferenciável 
no ponto tG €  {a, b) se existir, na norma de X , o limite
e, t í \ v / ( O " / ( t o )f <‘°> = !hs 1 _ t —
dito derivada de /  no ponto t 0. Diz-se que /  é diferenciável em Q C (a, b) se /  
for diferenciável em todo ponto de Í2. São válidas para a diferenciação de funções 
vetoriais as regras a seguir, cuja demonstração é análoga ao caso numérico:
a) Se f  é diferenciável no ponto /,q então
f ( t )  -  f ( to )  =  (í - ío)/'(<o) +  a ( t  -  to), 
lim =  0
t—*t o t  — t  o
Ein particular se f  é diferenciável no ponto Íq, então /  é contínua neste ponto.
4b) Se f  é uma função constante, i.e., se f ( t )  =  xq Ví G (a, 6) onde xq G X , então 
/  é diferenciável em todo ponto de (a, ò) e
f , ( t ) =  0 Ví G (a, 6)
c) Se f  e g forem diferenciáveis no ponto to então /  +  g é diferenciável no ponto
to e
( /  + s ) '(<  o) =  / '(ío )  + 5 /(ío)
d) Se h é uma função numérica definida em {a, b) e diferenciável no ponto to, e 
/  : (a, b) i—>■ X  é diferenciável no ponto íq, então h f  diferenciável em í0 e
(h. fYito)  =  h'(to)f(to) +  h(t0)f'(to)
T e o re m a  1 .1 . 5e f ' ( t )  =  0 Ví G (a, 6) enião /  e constante em  {a,b ).
T e o re m a  1 .2 . <5e /  e 5 são duas funções definidas em  (a, ò) com valores em uma 
álgebra de Banach e diferenciáveis em um ponto to G (a, b) então f  g é  diferenciável 
em to e
0) =  f'(to)g(to) +  f{to)g'(to)
1.2 Integração  de Funções Vetoriais
Seja / :  [a, b\ 1—► X  onde X  é um espaço de Banach (real ou complexo), uma função 
contínua. Dada uma partição % de [a, b], i.e., n +  1 números reais t o ,t i , . . . t n, 
satisfazendo a condição
a =  í0 < tj < ■ ■ ■ < tn =  b
e n  números reais =  1 , , n,  G< í7;- i , í j  > fica definida uma soma de 
Riemann de /
n
^ ( Z )  =  /(& )(*» -  í* - i )
Seja
17T | =  rnax {  íj — í }
1 < Í < 7 1
Com os mesmos argumentos do caso numérico demonstra-se que crn ( f )  tem um 
limite, x  G X , quando |7r| —» 0. De modo mais preciso: dado e > 0, existe 6 > 0 
tal que
II <rM ) -  x ll< 6
para toda 7r tal que |7r| < S. Como no caso numérico diz-se que x  é a integral de f  
em [a, 6] e escreve-se
6
x =  lim (Jn( f )  =  /  f ( t ) d t  
M—*o J
a
São válidas as seguintes regras usuais do caso numérico, a saber:
a) Se k é uma constante
b b 
J  k f ( t ) d t  =  k / f { t ) d t
a a
b)
b b b
I ( /  +  9 ) { t )d t  =  J  f ( t ) d t  +  J  g(t) d t
a a a
c) Se a <  c < b então
b c b
I  f ( t ) d t =  I  f ( t ) d t +  I  f { t ) d t
a Cl c
d)
b b 
II j  f  (í) d t ||< J  | f ( t )  | dt
a a
T e o re m a  1 .3  (T e o re m a  F u n d am en ta l d o  C á lc u lo ). Seja F :  [a ,b ] —> X  uma
função diferenciável e F '(t )  =  f ( t ) ,  t G [a, 6]. Então
b
f  / ( r ) d r  =  F ( 6) - F ( o )
6T eo rem a 1 .4 . Sejam A : 1D(A ) C X  h— X  um operador fechado e f  uma função  
contínua em [a,b], com valores em  D  (A) e tal que A f  seja contínua em [a, 6]. 
Então
b
f ( t ) d t e T > ( A )
b b 
/I I  f  (t) d t =  I  A f ( t )  d t
a a
T eo rem a 1 .5 . A integral imprópria de unia função contínua, f  : [a. oc >i—> X  e 
definda exatamente como no caso numérico:
00 £
1  f ( t ) d t = l i m ^ J  f  (t) d t
a a
quando este limite existe. Nesse caso diz-se que a integral
f { t ) d t
a
é convergente.
1.3 A T ransform ada de Fourier
D efinição 1 .2 . Seja /  G L 1(Mn). A transformada de Fourier de /  é a função 
/  =  3rf  definida por
m = (2t t )~"/2 J  f ( x ) e ^ xdx
Rn
onde x  =  ( x h x 2, . ■ ■ , x n), Ç =  (fi, Ç2, ■ • • > £n) G Mn e
x • Ç =  ^ 2  Xi&
i-
é o produto interno usual em R n .
7T eo rem a 1 .6 . A transformada de Fourier de f  G L 1(Mn) é uma função continua 
e limitada, e satisfaz a desigualdade
l l / I U » < ( 2 7 r ) - ” / 2 | | / | | t I
Em particular, a aplicação f  /  e um operador limitado de L x(Rn) era L°°R n. 
Mais ainda, vale o lema de Riemann-Lebesgue, i.e.,
um m  =  o|Ç|->00
D efinição 1 .3 . Sejam / ,  g G L 1(Rn), a convolução de /  e g á função definida por
( f * g ) ( x ) =  /  f ( x  -  y)g(y)dy
T eo rem a 1 .7  (T e o re m a  de Y o u n g ). Sejam p, q ,r  G [1, oo] tais que p_1 ç " 1 =
1 +  r _1. Então se f  G L p(Rn) e g G L 9(R n) a convolução ( /  * <7) G L r (Rn) e
II /  * ,9 |Ur<|| /  ||jy>|| 5 ||x,9
T e o rem a 1 .8 . /I convolução de funções mensuráveis, quando definida, tem as 
seguintes proprieades algébricas
a) f * g  =  g * f
b) K f  * 9) =  (A /) * g =  f  * (Ag) X G C  
c j  ( f  * g ) * h  =  f  * ( g *  f )
d)  f * { 9  +  h)  =  f * g  +  f * h
D efinição 1 .4 . O espaço de Schwartz, denotado por 5 (K ra) é a coleção das /  : R ra —*• 
C tais que /  G C °°(R n) e
II /  IU„fl= sup |x“ 9^/(x)|  < 00
xeRn
com a, (3 G (Z +)n
8Claramente 5 (R n) está formado por funções que junto com suas derivadas de 
toda ordem decrescem rapidamente.
Entre as propriedades mais importantes de S  (Rn) está o fato de estar “contido” 
e ser denso nos espaços L p(R n). Mais precisamente:
a) .S(Rn) C L p(R n) Vj) £  [1, oo], no sentido que toda função /  de S (R n) é 
mensurável e define uma classe de equivalencia em L p(R n). Em  particular 
quando 1 <  p < oo, /  é integrável Lebesgue L p(R71).
b) S (R n)LP^ M  ^ =  L p(Rn) Vp G [1, oo[, no sentido que, se /  G L p(Rn) existe 
uma sequência {/}fc> i contida em S (R n) tal que
,1™  II f  ~  fk ||lp(R")= 0K—> OO
T e o re m a  1 .9 . Seja f  G S ( R n). Então
! ( x )  =  (2n ) - ”^  f  m e & m
Rn
Este teorema permite definir a transformada inversa pela fórmula
f ( x )  =  ( 5 " 1/ ) ( x )  =  (27t)~n/2 í f{Z)e**dÇ, f  G S (R n)
Rn
T e o rem a 1 .1 0 . A transformada de Fourier
3 r: L 2(Rn) ^  L 2(Rn)
/  —  f  =  s y
definida como a única extensão linear da transformada em S (R n) a L 2(R"'X é um  
operador unitário. Em  particular satisfaz a seguinte importante propriedade:
II /  ||l2(r™) =  | /  IIl2(R") V /  g L 2(Rn)
a igualdade de acima é chamada de “identidade de Parseval” .
91.4 Distribuições T em p erad as
A família de seminormas | f  \\a^  define uma topologia no espaço 5 (R n) onde a , (3 
variam sobre toda a coleção de multi-índices (Z + )n.
D efinição 1 .5 . Seja ( f n)^=l C S (R n). Então f n converge a /  G S (R n) no sentido 
de S (R n) se e somente se
| fn  -  /  Ha,/?“ * 0
quando n  —>• oo para todo par a, P de multi-índices.
D efinição 1 .6 . O conjunto das distribuições temperadas, denotado por 
S '(R ”), é o dual topológico de S (K ” ). Em  outras palavras, T  G S"(Mra) se e só 
se T : 5 (R n) n C é  um funcional linear contínuo. (Note que para verificar que um 
funcional linear T : £ (R n) n C é  contínuo, basta provar que T<pn —» Tip para toda
<fn <P)
Uma distribuição típica é por exemplo aquela definida por funções L p(R n) 
através da fórmula
Tf(<f) =  í f(x )ip (x )dx , f  G L p(R n), ip G S (R n)
Precisamente a aplicação linear
/  G L p(R n) — ► T f  G 5 '(R ” )
é contínua e injetiva o que permite identificar L p(R n) com um subconjunto de 
S"(Rn). Uma das grandes vantagens das distribuições é que elas são infinitamente 
diferenciáveis e esta derivada ainda é uma distribuição. Defini-se esta derivada por
( d " / »  =  ( - 1  ) |a|/ ( ô »
onde |cn| =  Y m = i f  e  S^R™), ip G 5 (R n). Em  particular /  G S ( R n) então 
d af  G S^R” ) Va e define uma distribuição temperada também denotada por daf
10
atrvés da fórmula
daf(ip) =  í daf  (x)íp(x)dx  G S (R n)
Ju n
segue-se daqui
í daf (x )(p (x )d x  =  daf(ip)
J  R™
=  ( - 1) 1“ ! f ( d a)
=  (—1) 1“* í f  (x)d°lip(x)dx 
jRn
Sua transformada de Fourier /  G 5 '(R n) é definida como
m  =  f ( £ )  Vv? G S ( R n)
Similarmente se define a transformada inversa.
T eo re m a  1 .1 1 . A transformada de Fourier
5 :  S '(R n) -► S'(Mn)
deixa o L 2(Rn) invariante e
L 2(Rn) -  L 2( W )
é um perador linear unitário (ou seja, preserva norma e é sobre). O mesmo vale 
para a transformada inversa SF_1 .
A topologia em S"(Rn) pode ser descrita da seguinte maneira:
D efinição 1 .7 . Seja { / n}  C S '(R n). Então f n —> /  G S '(R n) quando n —> oo se e 
só se f n (ip) -> f(ip) \/<p G 5 (R n).
v ^
T e o re m a  1 . 1 2 . Seja f  G S"(Rn). Então f  e f  são distribuições temperedas. Aém  
vA ~  disso, / v =  /  =  f  e a aplicação f  —> /  é continua, com inversa continua.
11
Vamos agora generalizar a relação entre a derivada e a transformada de Fourier 
para o caso de S '(W l). Para isso, seja Q (Rn) a coleção das funções em C°°(MTl) de 
crescimento lento, i.e., -0 G Q (R n) se e só se ^ G C °°(R n) e, para todo multi-índice 
a, existe uma constante C (a )  e um inteiro não-negativo N  (a)  satisfazendo
\dai P ( x )\ < C {a ) { l  +  \xf)N(a]
para todo x G R n com Jar J suficientemente grande. Em  outras palavras, os elementos 
de Q (Rn) são as funções tais que elas e todas as suas derivadas são limitadas por 
polinómios fora de alguma bola centrada na origem.
T e o re m a  1 .1 3 . Sejam ip G <2(Rn) e f  G 5 '(R n). Então
a) ijj define um elemento de S '(R n) da maneira usual, i.e.,
=  j  ip(x)(p(x)dx, ip G S (R n)
Rn
b) o funcional linear ip f  definido por
=  /(^M > <P e  5 (R n)
é  um elemnto de S '(R n), chamado o produto da distribuição temperada f  com 
a função  -0 ;
c) valem as fórmulas
r /  =  ( - í ) a (daf ) A
(daf )  =  ( - i ) a (xaf ) A
onde x af  (resp. Çaf )  denota o produto da função 'ip(,x) — x a (resp. VKO — 
Ça)  com a distribuição f  (resp. f ) .
D efinição 1 .8 . Seja s G R. Os espaços de Sobolev (com base em L 2(R™)) em R n 
são os seguintes subconjuntos de 5 ;(Rn):
H s(Rn) =  {  /  €  S '(R n) | (1 +■ |£|2)s/2/  G L 2(R n) }
onde o produto (1 +• |^ |2)s 2^/  é definido como acima.
O espaço H s(M.n), s E R , é de Hilbert quando munido do produto interno,
( f , h ) s =  í ( i  +  \(\2r m W ) d ^
Rn
A norma correspondente é evidentemente,
11/ 112=  / ( i  +  ici2r i / ( o i 2dí-
Rn
Em particular tem-se que H °(R n) =  L 2(R n), no sentido da indentificação com as 
distribuições.
T eo rem a 1 .1 4 . Sejam s ,s '  E R . Então
a) H s(R n) H s'(R n) se s >  s'.
b) 5 (R ) e denso em H s(R n) V s E R ; no sentido que toda “função” f  em H s(R ra) 
pode ser aproximada por uma sequencia {fk}k>i em 5 (R n) na norma de 
H s(Wl).
c) se f  E H s(Wl) então daf  E H s~ ^ ( R n) e vale
II daf  |U_,Q|<|| /  IU
d) Se s > n /2  então H s(R n) e uma álgebra de Banach com respeito ao produto 
de funções. Isto é, se f ,  g E H s(M.n) então f g  E H s(W l) com
II f g  ||s<  Cs | /  IUI g ||s \ / f , g E  H s(R ").
E  interessante e extremamente útil observar que se .s é suficientemente grande 
então os elementos de H s(Wl) são funções contínuas. Mais precisamente, vale o 
lema de Soboiev:
T eo re m a  1 .1 5 . Seja s > n /2 . Então H s{R n) está continuamente imerso em 
CqoÍR” ), o espaço das funções contínuas de R n em C  que tendem a zero quan­
do (ac | —> oo e vale a desigualdade
II / ||i~< c,  | / li»
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Outro resultado útil será a seguinte estimativa:
T eo rem a 1 .1 6 . Sejam f , g  G S (R n). Então
I! [J\ f ] g  ||o< C (  || v /  I UII  9  l l í - i  +  II V /  ||í-i|| 9 IU  )  V í  >  1
onde | g 11^ =11 g ||z,i(M«) e J s =  (1 -  A )s/2
Finalmente mais um teorema que sera útil no Capítulo 5.
T e o re m a  1 .1 7 . Seja f  G H s(Wl). Então o operador (1 — A )s/2 é  uma isometria 
sobrejetiva de í f s(Rn) em  L 2(M.n) onde
D ( ( l  -  A )s/2) =  í f a(Rn)
(1 -  A )s/ 2 =  3 ^ x( ( l  +  M 0)s/2) y
D (M o) =  { g e  L 2(W )  I Kl2g g L 2(Rn) }
XM0g m  =  \^ \2g(O
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Capítulo 2 
Semigrupos de O peradores  
Limitados
Neste capítulo tratarem os sobre alguns conceitos básicos de teoria de Semigru­
pos de Operadores Lineares Limitados, que , serão úteis para nossos própositos. 
Definiremos e caracterizaremos o gerador infinitesimal de um semigrupo e daremos 
uma demonstração detalhada do teorema principal deste capítulo: o teorema de 
Hille-Yosida-Philips. Para maiores informações o leitor deve consultar [12], assim 
como [13] e [2].
D efinição 2 . 1 . Seja X  um espaço de Banach e 2 i (X )  o espaço de operadores 
lineares limitados em X .  Diz-se que a família
5  =  { S ( í ) } íeR+ C B ( X )
é um semigrupo se
i) S (0) =  1 (2 .1a)
ii) S(t +  s) =  S ( t ) S ( s ) Vt, s €  M+ (2.1b)
Diz-se que um semigrupo S é de classe C °  se
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Uma aplicação do teorema de limitação uniforme mostra que:
L em a 2 . 1 . Se S  é  um semigrupo de classe C ° , então a a,plicação
t G R + I-* 115(4)11 é  uniformemente limitada em intervalos limitados.
E  como consequência imediata deste lema temos a seguinte proposição:
P ro p o siçã o  2 .1 . Todo semigrupo de classe C° é  fortemente contínuo em ]R+ ; 
i.e. se to G então
O seguinte lema permitirá demonstrar que a aplicação t G K.+ ||S(í)|| está 
majorada pela expressão M e“4, muito útil para questões relacionadas com a con­
tinuidade.
L em a 2 .2 . Seja J* uma função subaditiva (íP(s +  t) <  íP(s) +  íP(í)) em e 
limitada superiormente em todo intervalo limitado. Então
lim S (t)x  =  S (t 0)x  Vx G X
(2.2 )
t—>oo t í>0 t
P ro p o siç ã o  2 .2 . Seja S  um semigrupo de clase C °. Então
(2.3)
t—>oo t í>0 t
e para cada f3 > /3q existe uma constante M  >  1 tal que
Il S'(t) H <  M e^  Vî g E + (2.4)
Prova. Como
l°g ||S(i +  s ) d =  log ||S(i)S(s)||
<log||S(i)||||S(S)||
log l|S(t)|| +  log ||S(s)||
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então log||S(í)|| é subaditiva e pelo lema 2.1 é limitada superiormente em todo 
intervalo limitado., Logo, pelo lema 2.2 usando íP(í) =  log ||S(í)|| tem-se 2.3. Seja 
(3 > Po, então existe ío tal que para t > to tem-se
» > !  < p. (2.5)
Mas j|jS'(í) D é limitada no intervalo [0, ío], i-e-i existe M  (to) tal que 
||S(t)|| <  M (to) Vi e  [0, to] onde M (to) >  1 pois ||S(0)|| =  \\I\\ ~  1. Se 
/3 >  0 tem-se, então de 2.5
log | 5  (t) | <  pt +  log M (t0) Ví >  0
e fazendo M  =  M  (to) se consegue a estimativa 2.4. Agora se (3 > 0 ainda de 2.5 
tem-se
log ||S(í)|| < f i t -  foto -I- log M (to) Ví >  0
e fazendo M  =  M (to)e~^to conseguimos de novo 2.4. Em  ambos os casos M  >  
1. □
D efinição 2 .2 . Seja S  um semigrupo de classe C°  sobre X .  O operador A : Q (A )  C 
X  —> X  definido por
D (A ) =  / (p E X  | lim  ^ —---- — e x is te !
I t^ 0+ í /  (2 6 )
S(t)<P - VA y =  lim A i r — Z.
í—»o+ í
é conhecido como o gerador infinitesimal do semigrupo.
Observamos que D (A ) não é vazio pois 0 E 2 )(A ) e portanto o gerador infinitesimal 
de um semigrupo C°  sempre existe. Aliás, Aip não é outra coisa que
S(t)íp — <p d+ S(t)<p
A<p =  lim
t=oí—>o+ t dt
donde vem o nome de gerador infinitesimal.
No caso do semigrupo exponencial S(t) =  etA onde A E ‘JB(X) não é difícil ver 
que seu gerador é precisamente o operador A cujo domínio é todo X . Nem sempre, 
porém o gerador está definido em todo X  e menos ainda ele é limitado. O usual é 
precisamente o contrário, como demonstra o seguinte:
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E x e m p lo . Seja N t Vt > 0 a função definida em R n por
Nt{x) =  (2tt í ) - V 2e-ll^ /2í
onde
n
\\x \\'2 =  Y 2 x i' X =  ( x 1, x 2,. ■ ■ , x n)
1 = 1
Tomemos X  =  L 2(R ”) e definimos S^í) em L 2(R ” ) por
i) 5 ( 0 ) /  =  /
i i ) S ( t ) f  =  N t * f ,  t > 0
Já  que ATt G L 1(Mn)
IIJV.IUhR”) = (2* t r n/2J  e - ^ i x  = 1
R™
e /  G L 2(R n), então segundo o teorema de Young A/* * /  está bem definido e 
N t * f  £  L 2(Rn). Claramente 5 (i)  é um operador linear em L 2(Rn) e pelo mesmo 
teorema de Young temos
l l ^ í  * /||Li(Kn) ^  l l^í|U1(K’1) l l / IU2(Mn)
donde S(t)  G !B (L2(Rn)). vejamos em seguida que S(t)  verifica 2.1b aproveitando 
que íF, a transformada de Fourier, é um operador injetivo em L 1(R n)
? ( N t * N sm  =(27r)n/2y (N t) ( 0  W ) ( 0
=  (2tt )n/2 (2tt ) -W 2e-t||ç|2 ^ ) -™/2e-5||ç|2 
=  (27r)n/ 2e_ (í+s)ll$H2
=y(ATt+s) ( o
donde iVt * N S =  N t+S e portanto S{t +  s ) f  =  N t * f  =  (N t. * ATS) * f  =  Nt * {N s * / )  =  
S ( t ) S ( s ) f .  Agora, aplicando a identidade de parseval conseguimos 2.1c. Vejamos
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isto
l l ^ t  *  /  — / ||l 2 (R ^) = l l e  ^  /  — /||l 2(M"-)
=  ||(e"'í|'1 -  l)/||£,2(Mn)
=  |e_í|‘' — 11 |t/|| £,2(M^ ) *■ 0 , í - 0+ 
Logo S(t)  é um semigrupo de classe C°. Calculemos seu gerador infinitesimal
\ li u m f S W f - f-  =||^ ^ . . ^ I U 2(R«)
WNt*
-3r(.9)l|L2(R»)
Hl^ 2n n -^ )_y(g)iU2(R,
- ém2- 1
= 11—7 —
donde A f  =  g, see só se , — |£|2 íF (/)  =  ^ (g ) .  Mas sabe-se que —1£|2 3 r( / )  =  ÍF(A/ ) .  
Logo, A f  =  g, se e só se, íF(A / )  =  ^ (g ) e portanto, se e só se A f  =  g. Conclui-se 
daqui que
‘D (A )  =  {  /  G L 2{Rn) | A /  G L 2(IRn) }  =  H 2(Rn)
Logo D (A )  é denso em L 2(Wl)e aliás, ele não é limitado (veja por exemplo [6]). 
Para ver outros exemplos remetemos o leitor a [2].
L e m a  2 .3 . S e j a u : M+ —> X  uma função continua, no espaço de B anach% . Então
t-\~h1 f
lim — / u (t )<1t — u(t)
0+ h J  V t
L e m a  2 .4 . Seja A o gerador infinitesimal do semigrupo C ° S ( t ) t  >  0. Então para 
cada x  G 3C S (r )x d T  G 25(^4) e
t
yl J  S (r )x d T  =  S ( r ) x  — x 
0
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Prova. Seja h > 0
t t
S(h)  -  I  ^j  (S(T)xdT = ^ - j  (S(t + h)x — S(t)) dr
h o o
£-|-fr, t
=  j (  J  S ( r ) x d T — j  S ( r )x d T
0 0 
fc-h/í. h, t
=  ^ -fj S(r)xdT — J  S(r)xdT — J  S(r)xdT
0 0 0 
t-hh h
— — f j S(T)xdr — J  S(r)xdT
0 0
e pelo lema anterior esta última expressão converge para S (t)x  — x  quando h —>
0+ □
P ro p o siç ã o  2 .3 . Seja S  um semigrupo C° e A seu gerador infinitesimal. Se x  €  
T>{A), então S {t )x  e  C 1(M+ , X )  n C(M+ , D (A )) e,
- S ~ - =  A S (t)x  =  S (t )A x , t e  R + (2.7)
Prova. Seja x G U(-A) e to €  K + , então
S (t0 +  h)x  -  S (tQ)x S (t 0)S (h )x  -  S (tQ)x
lim ------------------------------  =  iim --------------- ----------------
h-*o+ h  /i—>0+ h
. , ( S (h )x  — x\
=  lim S (t 0) ~
ja que
então
/i—>o+ \ h
. , S ( h ) x - x
= S ( t 0) lim ---------------
h—> o+ h
= S (to )A x
S(h)S (to )x  — S(to)x S (to )S (h )x  — S(ío)a;
h, h
S ( h ) S ( t Q)x -  S (tQ)x S (t 0)S (h )x  -  S (t0)x
lim —----- :----------------------- =  lim ---------------- -----------------=  b ( t o )A x
h—*0+ h h-> 0+ h
(2.1
e portanto S(to)x £  22 (A), logo
S ( h )S (t , ) x  -  S (to)x =
h-* o+ h v
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de 2.8 e 2.9 conclui-se que
— ~jp~~\t=to =  A S (t0)x — S (t0)A x  V í0 e R + (2.10)
Agora, se íq G< 0, oo > e h > 0 é suficientemente pequeno tem-se
S(to)x — S  (to — h)x  S  (to — h +  h)x  — 5 (to — h)x  
h h,
' S ( h )x  — x
-S(t0 -  h) h
donde
S(to)x  — S(to — h)x
~ <-> (to j Ax  —
S(t0 -  h ) ~ -  Ax^j +  (S (tQ-  h) -  S ( t 0) )A x
Mas ||5(t0 -  h) <  M e ^ to~h^ \ \ ^ —  -  Ax\\ ->  0, h — 0+ e
||(5(to — h) — 5(to))i4.a:|| <  ||<S(to — h)A x  — 5(to)Ax|| —*■ 0 h —> 0+ devido à 
continuidade de 5 (to) A t. Assim
d S (t)x  I , d+S(t)A x=S(ío)-4x = Vto < 0, oo > (2.11)
t= ío
dt 't—to di
De 2.10, e 2.11 obtemos
d S ~  X =  5 ( í 0)A x =  A S(t)x , t G M+ ; .x G D (A )
Agora, já que S(t)A x  é contínua em M+ e S (t )x  é diferenciável com dS^ x =  5(t)^4x  
em R + , então S(t)x  G C 1(M+ ,X ) .  Também S (t )x  G 2)(A ) como foi provado e 
dotando a "D(A) da norma do gráfico conclui-se que S (t)x  G C (R + ,D (A )) . □
P ro p o siçã o  2 .4 . Seja S  um semigrupo de classe C ° sobre X  e u: K + —» X  uma 
função com valores no espaço de Banach X . Se existirem u' (sq) e S'(t  — ío)u(so) =
dstt j n * ° i  I entãoas ls=so
d S P  .fM 3) | =  s ( t -  so)u'(s0) -  S(t -  to)u(so)
a s  IA—SO
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Prova.
Sjt  -  s0 +  h )u(sQ -h h) -  S (t  -  sq) u(sq) 
h
n  í u (so) + & ) “ “ (só) \ ,S(t -  s0 -  h) I ------------- --------------  I +  (2.12)
S  (f -  sq -  h) -  S(t -  s0) \
------------  u{s  o)h
A primeira somatória da equação (2.12) no membro direito converge para S(t  
S 0 ) u ' ( s 0 ) pois
| S(t -  so -  h) +  ^  u(so)^ _  s (t  _  So)u, (so) | =
II S(t  -  s0 -  h) ^ u'(s° — H fo )^  _  g ( t _  SQ_  /l)u/(s0) +.
S( t  — Sq — h)u'(sQ) — S(t  — sq)u'(sq). ||< (2.13)
u( Sn ~\~ h) — U ( S n ) ...
II S ( t  -  s 0 -  h )  II II ------1 -------—  -  U ( s q ) II +
II S ( t  -  SQ -  h ) u ( s o )  -  S ( t  -  s0)u'(s0) II
Já  que | S ( t  — so — h)  ||< M  e ^ í_'So~^ e S ( t  — sq)u/(sq) é contínua, o membro 
direito de 2.13 converge a zero quando h  —> 0. Em  relação à segunda somatória de 
(2.12) é  claro que esta converge para — S'(t  — s q ) u ( s o ) .  - O
Com estas duas proposições podemos fazer uma importante observação. Se A é  o
tÇR+>gerador infinitesimal do semigrupo C °  { S ( í ) } tçR+, então a função
u(t) =  S {t )u 0 (2.14)
é a única solução do problema de valor inicial
du(t)  . 
 —  =  A u (t)
dt (2.15)
u(0) =  u q
Para verificar a unicidade suponhamos a existência de uma outra solução v(t) e
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definamos w(s) =  S(t — s)v(s). Então pela proposição 2.4 temos
---- —  = S (t  — s)v '(s ) — S'(t  — s)v(s)
ds
= S (t  — s)A v(s) — S(t  — s)Av(s)
=0
e assim w(t) =  w(0) ou v(t) =  S ( í )uq =  u(t).
A seguinte proposição caracteriza o gerador infinitesimal de um semigrupo C°. 
Como vimos no exemplo acima ele tem domínio denso e não é limitado. Mais 
precisamente temos:
P ro p o siç ã o  2 .5 . Se A é  o gerador infinitesimal de um semigrupo S  de classe C°  
então A é fechado e densamente definido.
Prova. Seja x G X . Então S ( r ) x d T  G 2 ) (A) V h  >  0 devido ao lema (2.4) 
Agora, pelo lema (2.3)
l/n
j  S ( r )d T  —» 5 ( 0 ) a: =  x ,
( l /n ) o
e portanto T>(A) =  X .
Seja agora xn G ^D(A) com x n —> x  em X  e A xn —» y em X .
S (h )x  — x S ( h ) x n — x v 
--------------- — lim ---------------------
h n—>oo h
h
=  lim — /  S (T )A x n dT. 
n-^ oo h J  0
E sta  última igualdade é verdadeira a partir da proposição (2.3). Efetivamente, 
sendo w G D(^4) e h\, 1%2 >  0 arbitrários temos , integrando a equação (2.7)
fl2
S(h,2)w — S(hi)w  =  J  S (t )A w  dr  
hi
Agora
h h h 
| i  I  S ( t )A x ndt -  i  I  S(t)y  | =  | ^  j  S (t ) (A x n -  y)dt |
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h h
< ^  /  II S(t)  II II A x n -  y) II dt =|| A x n -  y | i  j  | S(t)  | dt 
o o
h
Já  que a norma é uma função contínua, então ( l / h )  f  [| S(t)  | dt é uma constante
o
e. portanto
h
1 f
| A x n — y | — | S(t)  | dt n  —> oo pois A xn y
o
Logo
S (h )x  — X
h
71— »O O 0
1 f
=  lim — / S ( r ) A x n dT
h J
h
1 f
=  — /  5 ( r ) y d r —>y quando h —> 0
h Jo
i.e. Ax =  y. D
P ro p o siç ã o  2 .6 . Seja S  um semigrupo de classe C° com gerador infinitesimal A. 
Se X > fio — lim então X E p(A) e
t—>oo 1
OO
— Ai (R(X] A)x =  j  e MS(t)xdt V x E ‘X
o
Prova. Seja A > /?o, então A > f3 > Po e pela proposição (2.2) existe uma constante 
M  tal que | S(t)  ||< M e^ , t G M+ . Logo fazendo
t
x t =  J  e”Ar S ( t )  dr, x E ‘X
temos
t
Ar' xt — x r 11=11 J  e t S ( t ) x (1t  II
r
t
<  I e~Xr M é ÍT II x | x d r
= M  | x | /  e ^ x+^ r dr
— A -\- (3
Assim a família { x t} é  de Cauchy e existe o limite
M 1 1  x 1 1
- X  +  p V ]r)
M  'I 1 I' (e(-A+« r  _  e(-A+«).) _  p. r _ (
t
—Arlim xt =  lim I e XrS (T ) x d T
£—►00 t—>oo /
0
portanto
OO
R\(x) =  J  e~Xr S ( t )x d r  
o
está bem definido. Aliás
t
II AaOO 11= II lim /  e”-^  S ( t )x d r  |t—* OO /
0
t
<  lim [  e~Xr M e^T | x \ x dr
t—>oo /
0
t.
M  II X II j  e ^ x+0)rd r
o
Aí | a;
lim (1 -  e ^ x+(3)i)
X — f} t.—KX>
M  | x
X - / 3
i.e. R\(x)  é um operador (linear) limitado.
Mostremos em seguida que R\ =  R(X: A). Seja h > 0. Para x  G 3C, tem-se
OO
5 (ft) _ í \ d . u J W - 7  /  e- AT5 ( r ) x d r
h
o
=  ------- lim f  e~Xr S ( t )x d,T
h t-* oo J  
o
í
=  lim -^----- f  e~~Xr S ( t )x d'r
■t—>oo h J  
o
í
=  lim 7 - [  (S (h )  — I)e~~XT S ( t )x d r  
t—» 00 h J  
0
t
=  lim — [  e~XT( S ( h +-t )x ~  S ( t )x ) d r  
*-► 00 /i y
0
t t 
Já  que lim f e~Xr S(h, +  t ) x  d r  e  lim f  e^ ÁT S ( t ) x  d r  existem, entào 
t->o+ 0 í-*00 0
t í 
lim /  e- ^  5 ( / i - I - r ) x d r  — 7  lim í  e~Xr S ( r ) x d T
h t—>00 y t—>oo J
0 0
t+/i í
lim [  e_A(r~^ S ( t ) x d r  — — lim í  e~XrS ( r ) x d T
h  t—>00 J  h  t—KX> }
h 0
t
„ — Ar=  i  lim e Xh í  e  Xt S { r )x d T  — — lim /  
h í-> 00 J  h t—>00 J
e S ( t ) x  d r
\h
= —  lim
/i t—>00
h 0
' t+7í /i
e~~Xr S ( t ) x  d r  — J  e  X r S { r ) x d T
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t+h h „A/i /* -jA/t
e ■■ ' / „-Arlim / e S ( t ) xcLt -------- / e T S ( r ) x d T
h  t-* oo /  h
o . o
í
— — lim í  e^Ar S ( t ) x  (It 
h  f->oo J  
o
OO /lgA/i /» pA/iy e XtS ( t ) x ( I t ---- —  y e Xrx d r  — — j  e XTS ( T ) x d r
0 0 
o° h ^j  e~~Xr S ( r ) x d r -----— J  e~Xr S ( r ) x  dr
h
o o
h
eXh — 1 _ , , eA/l f  _Xt
R \ (x ) -------- / e T S ( r ) x d T
h  h
Logo
h
S(h) |jm _ I e~~Xr S ( r ) x  dr
h~+ o+ h  J
X R\(x) — x
lim
\ /i
0
donde
(XI -  À )R x{x) =  x
Agora, x 6  “D (A ).  Então
OO
R x(A x) =  j  e~Xr S ( t ) A x  dr  
o
í
=  /  e~XT ^ ( S ( T ) x ) d r  
0
Integrando por partes temos
(2.16)
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R\(Ax) =  lim |e Ar S (r )x it  +- À / e ATS(r )xc írt—>00
t
0 0
lim I /  e r 5(r)a:  dr  — e É5 ( í )x  — x, .-Aí
v O
=  A R\(x) — ,x 
donde R\(Ax) =  XR\(x) — x e então
ã a( A / -  A )x =  x. (2.17)
De (2.16) e (2.17) conclui-se J2(A; A) =  R x □
Para provar o teorema de Hille-Yosida-Philips necessitaremos do seguinte lema:
L e m a  2 .5 . Seja S  um semigrupo de classe C ° e A seu gerador infinitesimal. Se 
X > 0o =  lim —  y---—, então
t—► 00
OO
n ) — -R(X] A)x =  í e~Xi(—t)nS (t )x d t  V x G X  
dXn J
0
T eo rem a 2 .1  (de H ille -Y o sid a-P h ilip s). Para que um operador linear A, definido 
em D (A )  C ‘X ,  e com, valores em OC seja o gerador infinitesim,al de um semigrupo 
de classe C° é suficiente e necessário que
a) A seja fechado e densamente definido em  X .
b) Existam M e ß  reais tais que para cada X > ß , X £  p(A) e
II R(A; A r  ||< V n e N .
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Prova. Suficiência: Consiste em construir certos operadores conhecidos como aprox- 
imantes de Yosida, da forma A\ =  A2il(A; A) — XI com A > ,5 e mostrar que o 
semigrupo etAx se aproxima fortemente, quando A —*• oo a um semigrupo de classe 
C °  com gerador infinitesimal A. No que segue vamos fazer uma série de afirmações 
que conduzem aos nosso objetivo.
Afirmação 1. AR(X] A )x  =  (Ai?(A; A) — I ) x  = R  (X ;A )A x  X £  p(A).
V x€X VxÇ£>(A)
Cada uma das expressões dos extremos é igual a do centro. Demonstraremos a 
primeira igualdade, sendo a segunda completamente 
análoga.
(A — A/)i?(A; A) =  —I 
então A R {A; A) — Ai?(A; A) =  —/
AR(X-, A) =  XR(X]A) -  /  
Afirmação 2. lim Ai?(A; A)x — x V x  G X
>oo
Se x G 23(A ), então | Afí(A; A )x  — x | =  | R ( A; A )A x  ||. Assim
M
| XR(X; A)x  -  x | =  | R ( A; A )A x  ||<|| R ( A; A) | | Ax  ||< | A x ||-> 0
quando A —> oo. Agora, já  que D (A )é  denso em OC, então para qualquer x G X  
podemos escolher y G 2 )(A ) suficientemente próximo de x. Aliás, levando em conta 
que | Ai?(A; A) ||< |A| então
| XR(X; A )x  -  x ||< | XR(X-A)(x  -  y) | +  | XR(X; A)y  -  y | +  | y -  x |
II y ~  x II +  II * R ( ^ A ) y  — 2/ | -h | ar — 2/ |
=  (lAl y ~ 9  +  X) II X _  V 'I +   ^ XR(X; Á y^ ~  V 11^  °
quando A —» oo.
Afirmação 3. lim A\x =  Ax \/x G '-D(A)
X—+oo
Devido à afirmação (1) tem-se, para x G X>(A)
Aa =  X2R(X; A) ~  XI =  AÜ(A; A)
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logo
liiri A\x — lim \R(\: A )A x  =  Ax
A—>GO A—>00
já  que A\ é um operador linear limitado, então ele gera o semigrupo C~Y 0
{ e tAx} t€R+ ■
Afirmação 4■ | &tAx ||< M e ^  ^
jt(Á2 R(Á;A)—tÀI)
^t\2 R(X;A) e ~tXI
fc!
>;A)(E
k=0
 ^ ( ~ ^ ) fc j  k ^ e t\2R(X,A) 
k~Q
OO
(E
k=0
kl
(~tX)k 
k\
0t\2R(\-,A)
e - A t li e tA2fí(A;A)
-At u ^ ( t X 2)k [R(X-,A)\
k= 0 A;!
II R ^ A ) k II
fc=0
< e ~xtM
fc=0
fc!
(tX2)k 
fc!(X -  /3)k
M e m(\-P)-
Afirmação 5. A\esAf1 =  eSÁ^ A\
Axes
00 skA k ^  skAxAk
^ E ^  = E fc!k=0 k—0
logo, é suficiente mostrar que A\AM =  A^Ax- Por indução pode-se mostrar que
A XA ;  =  A^Ax. Mas
AxAp =  XAR(X ; A)piAR{n\ A) =  A>4fí(A; A)nR(fi] A)A
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em “D (A )  devido à afirmação(1), logo
A xAfl =XfiA{XI -  A y 1 (fil -  A ) ' 1 A 
=  AfiA\(fiI -  A)(XI  -  A)]~l A 
=XpiA[{XI -  A )(fil  -  A)]~xA 
=X fiA R (n ;A )R (X \A )A  
=liAR(n\ Á)XAR(X\ A)
= A flA x Vx E T>{A)
segue por densidade que A^A^ =  A^Ax em X .
Afirmação 6. V 7 > j3 3 M 7 | A, fi > M 1 tem-se
— etAxx  ||< M 2 t e yt | A^x — Axx  | Va; E X
Seja x E X. Então
O
O
O
o
Agora, da afirmação (4) | etAx ||< M e‘^ A ^  \ Já  que lim f3A(A — (5) 1 =  /3,
então se 7 > /3 (7 =  f3 4- e) existe M7 tal que fjX(X ~~ /3) 1 < 7 sempre que A > M7
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assim | etAx ||< M et7, logo 
í
(  í  II e(í” A'MA II II II d s )  | A ux -  A^x ||<
O
t
^ j  M e(í" s)7 M e sl d ^  | A^x -  Axx  | =  M h e *  | Aflx  -  A\x |
O
sempre que A, // > M7.
Afirmação 7. Mostraremos agora que etAx se aproxima fortemente de um operador 
linear limitado quando A —>■ oo
Seja x  €  D (A ).  Então, pela afirmação (6 ) tem-se que
| etA»x — e tAxx  ||< M 2tetl | A^x — Axx  | + M 2íeÍ7 | Ax  — A\x | 
e esta última expressão converge a zero devido à afirmação (3). Agora, já  que
T)(A) =  X , tem-se para um y €  ‘D ( A )  suficientemente próximo de x  €  X  o 
seguinte:
| e ^ x  -  etAxx | <
| e tA» | | y -  x | +  | etA»y -  e tAxy | +  | | | y -  x  |
< 2M 2e t'r | y — x  | +  | e tA>ly — e tAxy ||—»• 0; A, fj, —> oo
Portanto, { e tAxx }  converge quando A —*■ oo para todo x  €  X .
Seja S (t )x  =  lim e tAxx , x fixo em X , então S(t)  é  um operador linear limitado. A
A—>oo
linearidade é imediata.
| S (t )x  ||=|| lim etAxx H
A—>00
=  lim | etAxx |À—>00
<  lim M e W ^ ' 1 | x |
A—-»oo
= M  etp II x |
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Afirmação 8. A família { e lA,lx }  converge uniformemente para S (t)x  em intervalos 
limitados de Rfr , por exemplo [0, T], quando /i — oo V x fixo em X .
Da afirmação (6 ) tem-se
| etAflx — etAxx ||< M 2tet'y | A^x — A\x |
< M 2T e T7 | A^x -  A\x |
fazendo A —* oo tem-se
etAi*x — S (t)x  ||< M 2T e Ty | A^x — A\x ||—*■ 0
Afirmação 9. A família { S ( t ) } te^+ é um semigrupo de classe C°  com gerador 
infinitesimal A.
i)S (0 )x  =  x V x ç X ,  logo S ( 0 ) = /
ii)S(t  +  s ) x =  lim e(t+s>>Axx
A—>oo 
=  lim etAxesAxx
A—»oo
=  S (t )S (s )x  V z G X  
onde a última igualdade obtem-se do seguinte
| etAxesAxx _  s ( t ) S ( s ) x  ||< | etAxesAxx  — etAxS (s )x  | +
~f- | e tAxS (s )x  — S ( t )S (s )x  |
e o membro direito desta desigualdade converge para zero quando A —> oo, já que 
\\etAx \\< M 2te^ e S (s )x  e X .
iii) Já  que etAxx  —> S (t )x  uniformemente sobre [0. T\ quando A —> oo e para 
cada A > 0, etAxx é contínua em [0, T ], então S (t )x  é contínua em [0, T] e portanto, 
contínua em O-1-.
Agora vejamos que A gera {S(í)}tgM+.
Seja B  o gerador infinitesimal de { S ( í ) } í€r+ (sabemos que ele sempre existe) e seja
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x G ^D(A). Então
S(t)x  — x  =  lim (etAxx — x) 
A—>00
t
=  lim f  e rAx A \ x t  (2.18)
\~-y 00
=  lim /  e r A x ( A \ x  —  A x )t
A~"°° J 0 
f*t
+  lim I e TÁXA x r
À — > 0 0  / Q
eTÁX(A\x — A x )d T  ||< j  [| e TÁX [[ |[ A\x — Ax  | d r
0
t
<  | A\x — Ax  | M 2 j  re 7T d r
0
00
logo, lim f  eTAx(A\x — Ax) d r  =  0
A—>00 Q
Já  que e rAx Ax  converge uniformemente a S ( t ) A x  sobre [0, í] e para cada A >  0,
erAxAx  é contínua em [0 , t] então podemos-introduzir o limite dentro da integral
t
em (2.18) e assim S (t)x  — x =  f S ( t ) A x  d r  logo,
0
S (t )x  — x  1 f  
------ --------=  — /  S { r ) A x d T
0
í
S(t)x  — x  1 f  
B x  =  lim -------------- =  lim -  /  S ( r ) A x d T  =  Ax V x £  T)(A)
t—>0+ t í—>o+ t J  J
0
e portanto A C B (D (A )  C “D ( B ) e Bi =  A). Agora pela hipótese A G p(A)
\T>(A)
V A > P e como B  gera {S '( í ) } teu+ segue pela proposição (2.6) que A G p{A) para 
A suficientemente grande. Logo, se A é suficientemente grande, temos A G p ( B ) fl 
p (B ).  Para tais valores de A temos (AI — A )“D (A )  =  X . Logo já que A C B  tem-se 
(XI -  B)'D (A ) =  (XI -  4 ) D ( ; 4 )  -  X ,  donde T>(A) -  (XI -  A) “ 1 =  X  =  ‘D ( B )  e 
portanto A =  B.
Necessidade:
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Seja S  um semigrupo de classe C°. Pela proposição (2.5) tem-se que A é fecha­
do e densamente definido. Agora, para cada j3 > (3q =  lim loSl 1^ )11 existe pela
t—>00
proposição (2.2) M  tal que | S(t)  ||< M e^ , t G M+ . Pela proposição (2.6) se 
A > /3 então A G p(A)  e pelo lema (2.5) segue
OO
R (X ;A )nx — -— -— — í e - xttn^ S ( t ) x d t
\n ~  1 ) !  J
o
logo
OO
II R (X ;A )n ||< / M  ■ , [  e - ^ h ^ d t  
(n - 1)1 J
o
integrando por partes esta última integral tem-se:
II R ( X - , A ) "  | l <  V n e N -
□
Como consequência imediata deste teorema tem-se o teorema de Ilille-Yosida.
C o ro lá rio  2 .1.  Para que um operador A seja o gerador infinitesimal de um semi­
grupo C ° de contrações (i.e. M  — 1 ,/3 =  0 na estimativa (2.4))  é  suficiente e 
necessário que
a) A seja fechado e densamente definido.
b) Se A > 0 então A G p(A) e | R ( A; A) ||< ^
O que segue tem importância própria, mas será particularmente útil no presente 
trabalho quando tratarem os da (t-KdV) no capítulo 5. Em  princípio, temos uma 
notação:
Notação. Para simplificar a linguagem, vamos escrever A G S ( X ,  M ,/3)  para dizer 
que A é o gerador infinitesimal de um semigrupo de classe C °  se for satisfeita a 
condição:
II S(t)  ||< M e ^ ,  Í G R
P ro p o siç ã o  2.7.  A — p i  G S (^ , M, 0) se e só se A £  S ( X ,  M , f3).
Prova. Já  que (XI — (A — j3I))~1 =  ((XI +  PI) — A) - 1 , então 
A G p(A — (31) «  A +  /3 G p(A),  donde 
R + C p(A -  p i )  o  E + +  P C p(A)
e
| R (  A; A -  p i ) n ||< ^  <*|| Í2(A +  P; A )n ||< X > 0
Portanto, pondo A no lugar de A 4-P no segundo membro desta última equivalência,
| R(X; A -  P i r  ||< ^ & \ \  R (A +  P\A)n ||< ~  X >  0 (2.19)
Além disto,
‘D ( A - p I )  =  X < ^ D ( A ) = X
(2 .20)
A — p i  é fechado A é fechado 
Logo pelo teorema 2.1 de (2.19) e (2.20) segue asserção feita. □
D efinição 2.3.  Seja X  um espaço de Hilbert com produto interno ( .  ) x  e A : 1)(A )  C 
X  —> X  um operador linear. Diz-se que A é dissipativo com respeito a ( . ) x  se
Re (A x , x )x  < 0  V x  G D( A)
Em  seguida temos um teorema perturbativo, tipo Kato-Rellich, para geradores 
de semigrupos de contrações. Mas antes temos o seguinte lema, que é um caso 
particular do teorema de Lumer-Philips. Para a demonstração remetemos o leitor 
a [2],
L e m a  2 .6.  Seja A um operador linear com domínio D ( A )  C X  denso no espaço 
de Hilbert X .  Então A G S (X , 1, 0) se e somente se
a) A é dissipativo (com respeito à, ( - ) x ) -
b) Im,(XI — A) =  X  para algum X >  0.
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T eo rem a 2 .2 . Seja X  um espaço de Hilbert e A G S(DC, 1, 0 ). Se B :  ‘D ( B )  C 
X  —► X  e dissipativo com respeito à { , ) x  com D  (A) C T>(B) , e existem constantes 
a, b com 0 < a < (1 /2 ) e b >  0 tais que
| B x  ||< a | Ax  | -hb | x | V x e T > ( A )  (2.21)
então A -f B  G S (X , 1, 0)
Prova. Como A G S (X , 1 ,0 ) , A é dissipativo com respeito à (.)•£ segundo o 
lema (2.6). Já  que B  é dissipativo , então obviamente A +  B  também é dissi­
pativo com respeito à ( . } x . Além disto, rD ( A )  C X  é denso em X . Portanto pelo 
lema (2.6) de novo, para demonstrar que A +  B  €  9 ( X ,1 ,0 )  é suficiente mostrar 
que Im(XI  — (A +  B ) )  =  X , para algum A > 0. Mas como D (A ) C ‘D ( B )  ,
I m (X I  - { A  +  B )) D Im[(XI  -  {A +  B ) ) (X I  -  A)]“ 1 =
I m [ I  -  B{XI  -  A )“ 1] =  I m [ I  -  B R ( A; A)] 
donde é suficiente demonstrar que para algum A > 0, I — B R ( A; A) é inversível em 
S ( X )  e portanto que | B R (X ;A )  ||< 1 
Mas por (2.2) tem-se
| BR(X; A)  ||<a | AR(X; A)x  | +b  | R(X; A)x  | =
=a  | [Ai2(A; A) -  I]x  | +ò | R ( A; A)x  |
< 2a | x | H—  | x  |
À
= (2  a H— ) | x | V i  G X
À
Portanto, para A suficientemente grande (2a +  |) < 1 e logo | B R ( A; A) ||< 1. □
No que segue faremos algumas referências aos grupos de operadores lineares limi­
tados e apresentaremos um teorema central nestas questões, a saber, o teorema de 
Stone.
D efinição 2 .4 . Um C°  grupo no espaço de Banach X  é uma família S  =  {SXOjteM C 
23(X ) que satisfaz as condições (2.1a) e (2.1b) dos semigrupos e
lim | S(t )x  — x ||= 0 V x G X
t~*0
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Analogamente, o gerador de S  é definido por
í , S ( h ) x  -  x 
'D(A) =  < x G X  | lim ---------------- existe
- I h-m- k ) 12.22)
,, S ( h ) x - 1  
Ax =  hin ----------------
k->o+ h
T e o re m a  2 .3  (T e o re m a  de S to n e ). A é o gerador infinitesimal de um gru po 
C° unitário de operadores lineares limitados, se e só se, A* =  — A.
Para estas últimas questões o leitor pode ver [1] ou [4].
Capítulo 3
Teoria Linear
Seja X  um espaço de Banach. Para cada t G [0, T] seja A ( t ) : “D ( A ( t )) c X - * X  
um operador linear em X e / :  [0, T] —> X  uma função dada. Estudaremos aqui o 
problema de Cauchy associado à equação diferencial linear não homogênea
dt u(t) =  A(t)u(t)  +  f { t )  (L)
3.1 A E q u ação  H om ogênea
Vamos considerar em primeiro lugar a versão homogênea de (L) a saber,
õt u(t) =  A{t)u(t)  (3-1)
D efinição 3 .1 . Uma família com dois parâm etros de operadores lineares limitados 
l l(t,s) no triângulo
A =  {  (s, t) 6  [0, T] x  [0, T] | 0 <  s <  t <  T  }  (3.2)
sobre X , diz-se que é um sistema de evolução se as seguintes condições são verifi­
cadas
U {8tS) =  I  (3.3a)
U(t,r)U(r,s) — ^(t,s) (3.3b)
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e a aplicaçao (í, s )  €  A i—*■ ‘lX(tjS) é fortemente contínua em relação à topologia de 
X , i.e.
II U(t,s)X -  U (t0!S0)x 1 1 ^  0 (3.4)
quando (t, s) —*■ (to, sq) V x  €  X .
D efinição 3 .2 . Seja X  um espaço de Banach. Uma família { Â ( í ) } íe[0)T] de ger­
adores infinitesimais de C° semigrupos S t(s) sobre X , diz-se que é estável ein X  se 
existirem constantes reais M  >  1 e (3 (chamadas constantes de estabilidade) tais 
que para qualquer família finita {í^ } com 0 <  ti <  • • • <  ífc <  T com A: =  1 , 2 . . .
for satisfeito o seguinte
k
II M  e ' ’ 2 *- 1 * ' ,  S j  >  0  ( 3 .5 )
J=1
Observação. Já  que em geral os operadores Stj(sj)  não comutam, então o produto 
em (3.5), assim como todos os produtos a aparecerem neste capítulo, é ordenado 
temporalmente, i.e. os fatores com tjS maiores são escritos à esquerda daqueles 
com tjS menores. Fazemos a observação que a condição de estabilidade generaliza 
a propriedade dos semigrupos estabelecida em (2.4) do capítulo (2).
D efinição 3 .3 . Sejam S  um operador linear em X  e ^  um subespaço de X . O 
operador S  definido por
£>(5) =  { x  e  D (S ) n y  I S x  e  y }
(3.6)
Sx = Sx V i e B ( S )  
é chamado a parte de S  em y
D efinição 3 .4 . Seja { S ( í ) } í6r+ um semigrupo e A seu gerador infinitesimal. De 
um subespaço de Banach y , contínuo e densamente contido em X , diz-se que é 
A-admissível se y  é um subespaço invariante de S(i) .  Ví G 1R+ e as restrições de 
S(t)  a y , t e  R + formam um semigrupo em y  (i.e., (2 .1c) se satisfaz na topologia 
de y ).
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O seguinte teorema m ostra que se {v4 ( í ) } i€[o,7n] satisfaz as condições (H1)-(H3)
T eo re m a  3 .1 . Seja A(t), t G [0,T]  o gerador infinitesimal de um C° semigrupo 
St{s), s >  0 sobre X  . Assumamos que a família { A (í ) } te[o,T] satisfaz as seguintes 
hipóteses:
( H l )  {^4(í)}íg[o,t] e uma família estável no espaço de B a n a c h ‘X  com constante de 
estabilidade M e ß
(H 2 ) Existe um espaço de Banach y  contínuo e densamente contido em X  tal 
que y  C T>(A(t)), V t G [0, T] (  e portanto, pelo teorema do gráfico fechado, 
A(t) G 2 J (y ,X )  Ví G [0, T])  e a aplicação t G [0, T] A(t) é  contínua em 
relação à topologia de ‘B(\f,dC).
(H 3 )  y  é  A(t)-admissível V t G [0, T\ e a família {A(t)}t&[o,T\ de partes A(t) de 
A{t) em y  é  uma família estável em y  com, constantes de estabilidade M e ß .  
(Aqui está implícito o fato de que A(t) gera St(s) , a restrição de St(s) a y .  
Para isto veja [12]). Assim, esta condição quer dizer que existem constantes 
M e ß  tais que
para toda família finita { t j } ,  0 <  íi <  • • • <  tfc <  T , k =  1, 2 ,. .. .
Então dadas as condições (H l )-(H3), existe um único sistema de evolução U(tíS)(t, s ) G 
A em X  satisfazendo
abaixo, então pode-se associar um único sistema de evolução com (3.1)
k k
(3.7)
( E l )  | U (t,s) User) <  M  eßit~s\ (t , S) s A (3.8)
(3.9)
(E 3 ) f - U (t,s)v =  - U {tíS)A(s)v,  « G y ,  0 < s < T  (3.10)
onde as derivadas estão sendo consideradas em relação à topologia de X .
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Prova. Aproximemos {^4 (í) }te[o,T"] da seguinte forma
A(t 0 , 1, 2 . n  — 1
An (t) =  < (3.11)
A{T)
onde =  k ( T /n ), k =  0, 1. . . , n.
Vejamos que
lim \\An (t) -  A(í)||s(y,x) =  0n —>oo
uniformemente em [0, T]
Seja to fixo em [0, T] e t G [0, T]
| An (t) -  A(t) ||s(y,x)<|| Mtk) -  A(t0) ll®(y,x) +  | A(t) -  A(t0) ||s(y,3C) (3.12)
Fazendo t —> to e pegando n  suficientemente grande temos, pela continuidade de 
A(t) em [0, T]
II A(t1) -  A(t0) ||s(y,3C)< e/2 , | A(t) -  A (í0) ||s(y,x)< e/2  
logo voltando a (3.12) tem-se
( 3 . 1 3 )
II An(t) -  A(t) IIboi^c) < £, n >
Definamos agora seguinte família de operadores com dois parâmetros 
lLn (t, s) em A por
S tv-(t — s); <  s <  t <  tnJ+l
lIr* (í, S) =  < (3.14)
s tAt -  tfc)
fc—1
n  % ( r / n )
onde k > l. <  t <  t^+l e t™ <  s <  t™+1 e verifiquemos, em seguida, que 
U n (t, s), (t, s) G A é um sistema de evolução. Claramente, l í n (í, s ) é um operador 
linear limitado em X  para cada (í, s) G A .
i) U n (s, t) =  Stn{s -  s) =  I  V 5 G [0, r|
Para verificar a lei de propagação (3.3b) coloquemos-nos na situação mais compli­
cada, i.e., quando t e s estão em distintos intervalos.
k- 1
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U n (t ,V) =  S tn (t -  t ^ S t n ^  -  r) ,  Pi =  n  S tn ( T / n)
i-i
U n (r ,s )  =  S tf( r - t ? ) P z S t„ J C - s ) ,  P , -  S t, ( T /
j—m-j-1.
n
Logo
U n (t, V)Un (r, a) =  S q (t -  ífc)Pi5t?(í"+i -  r ) S t?(r -  t?)P2S tnJ C +1 ~  a)
■= S ^ t  -  tl)
=  Stn(t -  tl)  
=  U  (t, s)
n
fc-i
n  s^ Ti
L M + i  
fe—1
n  % (r /n
_ j= m + l
1 — í?)
/-I
n  %(r/n) ( C  -  s)m*+- l  ^ '
% (C + i - s ) WVi -  *P) =  r!n
(3.15)
ii) Verifiquemos agora a condição (3.4).
Seja (t, s) —»■ (to, so) em A , x £  ‘X ,  P  
p s t?(ti+i ~  s0)x
k— 1
[ l i  Stn(T/n) ]  e xo
3=1+1 \
II '^■n (^ i S~)x (í0) 5o)x ||x
II S tn(t -  % ) P S t?(t?+1 -  s)x -  St i (to -  t2)PS tn(t?+1 -  s0)x  ||x <  
II Stn(t -  t D P S A t ^  -  s)x -  S f n (t -  tnk) P S t?(t?+1 -  so)x II* +
S tn(t -  rk) P S tT(t?+1 -  s0)x  -  S tn(to -  ífc)P5t»(íP+1 -  s0)x  IIX <
II ■%(£ — tk)P  ||b (x ) II Stn(t?+1 — s)x  — StT(t?+1 — s0)a; \\x +
II s q ( t  -  tk) x o -  S tn(tQ -  tk)xo ||x
Como S t(s), t €  [0, T\, s >  0 são C°  semigrupos em X  então o lado direito desta 
última desigualdade converge para zero quando (t, s) —» (to, s q ) e (3.4) està ver­
ificado. Agora pela definição dos operadores XLn (t, s) e a estabilidade da familia
{ ^ ( í ) } tG[0,T] temos
(í, s)||b(x) <  M  e ^  ^ (í ,s )  E A  (3.16)
e por (H3) sabemos que
un(t,s)y c y  (3 .i7 )
Vejamos em seguida que
— U n (t, s)v =  An (t)Un (t, s)v, V e  y , í tj j  =  0 , 1 .  . . , n  (3.18)
— U n (t,s)v =  - U n (t ,s )A n(s)v, v E y , s ^  tj j  =  0 ,1---- , n  (3.19)
os
Efetivamente, seja
k - 1
P =  n s W ! ' n) e PS t?W +1 - s ) v  =  v ' E V
3= 1+ 1
então pela proposição (2.3) do capítulo (2)
d Stn(t +  h — tVjv' — S tn(t — tTjv'
- l U í , S> = l i m  - A i ------------- j  =  0 . . .  , n
ot h—>0 n
=  An{t)Stl{f, -  tl)v'
=  An( t ) U n (t, s)v 
Do modo similar se consegue (3.19)
Agora, de novo por (H3) tem-se
II Un  (t, 6-) ||S W < M  (í, s) E A (3.20)
Seja agora v E y  e consideremos a aplicação r U n (t, r ) U n (r, s)v. Devido 
a (3.18) e (3.19) esta aplicação é diferenciável exceto para um número finito de 
valores r  com s <  r  < t .  Logo
í
f  d
Un (t , s)v -  U m (t, s)v =  -  / (í, r )U m (r, s)u d r
S
U n (í, r ) A m( r )U m (r , s)u -  U n (í, r)y4n(r)U m (r, s ) u ] d r
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t
J  Un (í, r) (An(r) - Am(r))Um (■r, s)v d r
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Logo
I U n (t,  s)v -  U m (t,  s ) v  ||x <
}  (3 .2 i;
I  || (t, r ) ||b(3c) II An{r)  — Am(r)  ||-b(9ix) | U m (r, s ) ||s(«) || v \\y d r
S
por (3.16) e (3.20) fazendo 7 =  max(/?,/3) e substituindo na desigualdade acima 
tem-se
II U n (t , s)v -  U m (t , s)v  ||x <
_  * (3.22)
M M e7(í_s) II v \\y J  II An( r ) -  Am(r)  ||s(y,x) d r
S
Agora
II A n {r') — A m i r ) j|»(y,ac)^
(3.23)
II A„(r) -  A{r)  ||s(„iX) +  | Am{r)  -  A(r)  ||®(y,ac)
Como lim ^oo ||An(i) — =  0 uniformemente em [0, T] segue-se de (3.23)
que
II An(r) -  Am(r ) ||s(y,oc)< e V r e  [0, T], quando m, n  -»• 00 
Logo substituindo em (3.22) obtemos
II l t n (t, s)t> -  U m (t, s)v ||x <  M M e j(t~~s) | v ||y e(t -  s) m , n  -> 00
donde t l n (í, s)u é de Cauchy em X  e portanto converge para todo v G y . Seja
1l ( t , s ) v =  lim U n (t ,s )v  v G yn—»00
vejamos em seguida que esta convergência é na verdade para todo x G X . Seja (/u*.)
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uma sequência em y  que converge para x na topologia de X , logo 
| U n (t, s)x -  U m (í, s)x  ||x <
| U n (í, s)x -  U n (í, s)vk ||x +  | U n (t , s)vk -  U m (t,  s)vk ||x +
| U m (t , s)vk -  U m (t,  s)x  ||x<
II (^ ) $) ||s(X)|| X Vk ||x -|- | U.n (t , s)vk U,m (^ > |jx “t- 
| (í, s) ||b(x) II Vk — X ||x<
2M e ^ s) | vk -  x  ||x +  | l t n (í, s)ufc -  U m (í, s)vk ||x 
Fixando k suficientemente grande (k > Ni)  nesta última desigualdade, conseguimos
| U n (t, s)x  -  U m (t,  s)x  ||x< 2M e W - s)e +  M M e ^ s) | v \\v e( t  -  s)
Logo U n (t, s)x  converge em X . Seja
II  (í, s)x =  lim Un  (í, s)x x  e  X , (f, s) e  A
então
U n (í, s)x  — IX (t, s)x  ||x< e (t, s) €  A
para n  suficientemente grande (n > N).  Tomando supremo em A tem-se 
sup | U n (t, s)x  — U  (t, s)x  ||x <  e n > NA
e portanto a convergência U n (t , s)x  —> U  (í, s )x  é uniforme em A, donde U  (t, s) 
é fortemente contínua na topologia de X . Vejamos que U ( t , s )  é um sistema de 
evolução em X .
i)U  (s , s)x  =  lim U n (s , s)x =  x  V r c e X ,  então U  (s, s) =  ITl—VOO
Seja xq =  U  (r, s)x.
U n (t , r )Un  (r, s)x  -  U  (í, r )U  (r, s)x  | <
| U n (í, r ) U n (r, s )x  -  U n (í, r ) t l  (r, s )x  | +
| U n (t, r ) U  (r, s )x  -  U  (t, r ) U  (r, s)x  ||<
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| Un (i, r ) ||b(x II U n (r, s)x -  IX (r, s)x  | +
II U n ( t , r ) x 0 - U ( t , r ) x Q | <
| U n (r , s)x  -  U  (r, s)x  | M e p{t~r)+  | U n (t, r ) x Q -  U  (í, r ) x 0 ||-> 0
quando n —> oo. Logo
lim U„ (t, r)lí.n (r, s )x  =11 (í, r )U  (r , s)xTI—+OC
lim U n (t, s)x  =11 (t, r ) l í  (r, s)x
n—>oo
11 (í, s)x  =11 (t, r ) l t  (r, s)x
donde 11 (í, s) =  U  (í, r ) l t  (r, s) em A.
ii) Já  foi estabelecido que a aplicação (t, s) l t ( í ,  s), (í, s) G A é fortemente 
contínua em X . Agora, de (3.16) segue
||U (í,s) ||s(x)= sup | lim U n (t ,s )x  lloc 
||a:||=i n ~*°°
=  sup lim II U n (t , s)x  ||x
|jar||=l n^°°
<  sup lim | x ||x
11* 11=1 "'^°°
= M e /3(í-*) 5) e  A
o que prova (E l) .
Para provar (E2) e (E3) consideremos a aplicação r  >—> 11 n( t , r ) S T(r  — s)v com 
v G y . E sta  função é diferenciável exceto para um número finito de valores de r. 
Agora
t
U n (í, s)u -  S r (t -  s)v =  -  j  - -^XLn (t , r ) S T(r -  s ) d r
S
t
=  J  U n ( t , r ) ( A n(r) -  A (T ) )S T(r -  s) d r
S
e portanto
t
| U n (t,s)v -  S T(t -  s)v ||x< M M e7(í~s) | v ||y J  | An(r) -  A ( t )  ||S (y,x) d r
Tomando limite e aproveitando a convergência uniforme de ||An(í) — A(í)||s(y,x) 
em [0, T]
| U  (t, s)v -  ST(t -  s)v ||x<
í (3.24) 
M M e7(í~s) | v \\y J  | A(r)  -  A (t )  ||s (y,x) d r
S
Expressando o lado esquerdo de (3.24) numa forma adequada, fazendo r  =  s e 
dividindo por (t — s) tem-se
U  (t , s) — IL (s , s ) S s(t — s) — I
t — s t — s
-v <
t
M M e7(í-s) | v \\y I  | A(r)  -  A (s) ||S (y,x) d r
Logo, já que a aplicação t i—> A(t) é contínua na topologia 2J(y , X )  tem-se
u U ( t , s )  ~ U ( s , s )  S s(t — s) — I
lim -------------------------- v ------------------------v <
t^s+ " t - s  t - s
M M | M | y | A ( s ) - A ( s )  ||B(y,x ) = 0  
e portanto (í, s)ui =  A(s)u o que prova (E2).
I t = s
Uin argumento análogo, fazendo r  =  t em (3.24) e tomando s —* t~ , conduz a
— Xí(t,s)v\ = —A{t)v (3.25)
os \t=s
Agora, para s < t, (E2) junto com a continuidade forte de IX (í, s) em X , tem-se
— IX (í, s)v =  lim — ( U  (í, s +  h)v — U  (í, s)v ) 
ds h->0 h \ J
=  iim U ( t , ,  +  h ) ( V - U i -‘  +  h ' S)^  h-+0 \ h
— — IL (í, s) A(s)u
e para s <  t temos, devido a (3.25)
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juntando estes dois resultados tem-se (E3). Só resta provar que IX (í, s) é único. 
Suponhamos que V ( t , s ) ,  (t , s ) G A seja um sistema de evolução que satisfaz 
(E 1)-(E 3). Para v G y  consideramos a função r t-> V (í, r ) l í n (r, s)v. Já  que V (t, s ) 
satisfaz (E 3), segue da construção de lXn (t, s ) que esta função é diferenciável exceto
para um número finito de valores de r ; logo
t,
V  (í, s)v — U n (t, s)v =  I V  ( t , r ) (  A(r)  -  An( r ) \ u n ( r , s ) v d r d
donde
||V(t, s)v -  U n(t, s)v\\x  <  M M e ^ \ \ v h  J  ||A(r) -  An(r)||m x )  dr.
De novo, aproveitando a convergência uniforme de ||An(r) — A(r'j\\-B(y -x) em [0, T] 
e passando ao limite na igualdade anterior, tem-se V (t, s)v =  IX (í, s)v para todo 
v G y . Um argumento de densidade nos dá igualdade para todo x G X ; vejamos 
isto:
Seja, como sempre, vn —> x com {un}a;>i em X .
| V (í, s)x — IX (t, s)x  ||x<
| V (í, s)x -  U  (t, s)vn ||x +  | IX (í, s)vn -  IX (í, s)x  ||x<
II V (í, s) ||s(oc) |j x -  vn ||x +  | IX (í, s) ||b(x) II vn -  x  ||x 
e já  que V (í, s) satisfaz (E l)  temos
| V (í, s)x -  U  (í, s)x  ||x< 2 M e ^ - s) | x -  vn ||x -> 0, n  -  oo
Logo, V (í, s)x =  IX (t, s)x  V x G X  e o teorema está provado □
Este teorema, na verdade não resolve a equação (3.1) e só conseguimos provar 
que D ^ U ( t ,  s)ui =  A(s)u com u G ^ e O  <  t <  T.  No seguinte teorema serão
I t = s
dadas as condições adicionais paara conseguir a solução de (3.1).
T e o re m a  3 .2 . Seja { A ( í ) } í£[o,t] uma família de geradores infinitesimais que sat­
isfaz as condições do teorema (3.1) e s e ja U (t ,  s), (í, s) G A o sistema de evolução 
construído nele. Se
(E 4 )  U ( í , s ) y c y  (t,s )e  A e
(E 2 )  para cada v G y , W (í, s)v é continua em A na topologia de y .
Então, para cada v G y , a função u(t ) : [0, T] —> X  definida por
u(t) =  U. (í, s)u (3.26)
satisfaz a equação (3.1) com derivada calculada na topologia de X .
Prova. Seja u(t) =  I t ( í ,  s)v, v G y , (í, s) G A. Por (E2) temos
d + ^f u  \ r  U ( t  +  h , s ) v - U ( t , s ) v— l í  (í, s)u =  hm ------------------------------------
dt h-* o h
U ( t  +  h,t)  — I
=  hm ----------------------- 11 (t ,s)v
h^o h v 1
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- A(t ) l í  (t, s)i
Agora fazendo
f ( t )  = U ( t , s ) v .  [0, T] i—> X  
g ( r ) =  A(r)lL  (r, s )u : [0, T] X  
vejamos que g(r)  é contínua na topologia de X .
| A ( r )U  (r, s)v -  A (r0)U  (r0) s)v ||x <
| A ( r )U  (r, s)v -  A ( r )U  (r0, s)v ||x  +  | A ( r ) U  (r0, s)v -  A (rQ)U  (r0, s)v ||x<
| A(r)  ||boj,x) II U  (r, s)v -  U  (r0) s)v ||x  +
II A (r ) ~  M r 0) ||B(y,Í) II U ( r 0, s) ||;B(y,:x) || v ||y
e o membro direito converge para zero quando r —> ro. Assim, pela proposição
(2.5) de [3] , já que f'+ {t) =  g(t)  tem-se
o
— U ( t , s ) v  =  f \ t )  =  g(t) == A ( t )U ( t , s ) v  =  A(t)u(t).
□
Para conseguir um sistema de evolução H (t , s)v que satisfaça (E 1)-(E 3) substitu- 
imos a condição (H3) pelo seguinte:
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(H 3 ) ’ Existe uma família {Q(í)}íe[o,T] de isomorfismos de y  sobre X  tal que para 
cada v £  y  Q(t)v é continuamente diferenciável na topologia de X  em [0, T] 
e
Q{t)A(t)Q{t)~l =  A ( t ) + B ( t )  (3.27)
onde B(t) ,  t £  [0. T\ é uma família fortemente contínua de operadores 
limitados sobre X  e a relação (3.27) deve ser entendida de maneira estrita, isto 
é, se v £  y , então Q (í)_1u £  D (A (i)), A (í)Q (í)-1 u £  y  e vale a igualdade
Q (í)A (í)Q (í)“ 1u — A(t)v - B ( t ) v
Para demonstrar o teorema principal desta seção precisamos dos seguintes lemas 
para cujas provas o leitor pode ver [12],
Lem a 3 .1 . As condições (Hl)  e (H 3 ) ’ implicam (H3).
Lem a 3 .2 . Seja U ( t ,  s) (í, s) £  A um sistema de evolução em um espaço de Ba- 
nach X  satisfazendo | U  (í, s) ||b(x< M  com (t ,s)  £  A . Se H ( t ) e uma família 
fortemente contínua de operadores lineares limitados em X , então existe uma única 
família de operadores lineares limitados V (t, s ), (t, s) £  A sobre X  tal que
t
V  (t, s )x  =  U  (í, s)x  +  J  V  (t, r ) H  ( r ) ! !  (r, s)x d r  (3.28)
S
e V  (í, s)x é  contínua em A .
Teorem a 3.3 . Seja A(t) t £  [0, T ] o gerador infinitesimal de um C°  semigrupo 
S t(s), s >  0 sobre X .  Se a família { A (í ) }íe[o,T] satisfaz as condições (Hl) ,  (H2),  
(H 3 ) ’, então existe um único sistema d,e evoluç ao U ( t , s ) (t,s)  £  A em X  que 
satisfaz ( E l ) - ( E5).
Prova. Do lema (3.1) segue que { A (í) }te[o,r] satisfaz as condições (H l), (H2) e 
(H3) e portanto, pelo teorema (3.1) existe um único sistema de evolução U (t ,  s ) 
que satisfaz (E l) , (E2) e (E3). Seja v £  y  e denotemos a derivada de Q(t)v por
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Q(t)v.  façamos C(t)  =  Q (í)Q _ 1(í), t G [0, T],  Claramente { C ( í ) } í € [o,t | é uma 
família fortemente contínua de operadores lineares limitados sebre X . Seja W (í, s)
a única solução da equação integral
t
W(t, s)x = U ( t ,  s)x +  j  W(t,  r ) [ B ( r )  +  C { r ) ] l l  (r. s)x d r  x  G X  (3.29)
S
A existência, unicidade e propriedades de W(t,  s) segue do lema (3.2) .
Pela nossa hipótese sobre Q(t) segue-se facilmente que para todo x  G X , Q~y {t) é 
diferenciável em y  e
^ ( Q ^ ^ x )  =  - Q _ 1(t)Q (í)Q _ 1(í)x  (3.30)
Efetivamente, a afirmação segue da fórmula:
=  Q - H t + h) 
h \ h J
tomando limite quando h —* 0
Seja Q ( t , r ) =  1í ( í , r ) Q _ 1(r) De (E3) e (3.30) segue que para todo x G X ,  
r  h-* Q(t, r ) x  é diferenciável em X  e
~ Q ( t , r ) x  =  - U ( t , r ) A ( r ) Q ~ 1(r )x  -  II  (t, r )Q ~ 1(r)Q (r )Q ~1(r)x  
or
=  -  1 X (í,r)A (r)Q _ 1(r)a: -  Q ( t , r ) C ( r ) x  
Mas, para todo v €  y  temos por (H 3)’
A(r)Q ~l (r)v =  Q~l (r ) (A (r )  +  B ( r ) ) v
e por isto para v G y  tem-se
o
— Q(t ,r )v  =  - Q ( t , r ) ( A ( r ) +  B ( r )  +  C (R ))v  (3.31)
or
Sejam l í n (í, s) os operadores construidos na prova do teorema (3 .1), então por (3.18)
— Un  (r, s)v =  An(r)Un (r , s)v, v G y  (3.32)
or
onde está última igualdade é válida para todo s <  r  exceto para um número finito 
de valores de r.
Combinando (3.31) e (3.32) achamos
o
— Q ( t , r ) U n (r , s)v =  - Q ( t , r ) ( A ( r ) +  B ( r )  +  C { R )  -  An( r ) ) U n (r, s)v
integrando desde r  =  s até r  =  t tem-se
(t , s)v -  Q(t, s)v =
J. (3.33)
-  /  Q ( í ,r - ) ( > l ( r ) + S ( r ) + C ( i ? )  -  ^ „ ( r ) ) ! !^ ^ ,  s )u d r
5
De (E l)  e (3.20) e pela convergência uniforme An(r)  —> A(r)  em [0, T] e l l n (r, s )ü  —>
U  (r, s)u em A segue, passando ao limite em (3.33)
t
Q_ 1(í ) l í  (í, s)v — Q(t , s)u =  — /  Q ( t , r ) ( B ( r ) + C ( f l ) ) U ( r ,s ) i ;d r
ò’
e daqui
t
Q(t, s)v =  Q_ 1(í)U  (í, s)v +  J  Q ( t , r ) ( B  (r) +  C  ( R ) ) U  (r , s)v d r  (3.34)
S
Já  que todos os operadores de (3.34) são limitados e y  é denso em X , temos
t
Q(t, s)x  =  (t, s)x +  J  Q ( t , r ) ( B ( r )  +  C ( R ) ) U ( r ,  s)x d r  (3.35)
S
Agora, multiplicando (3.29) pela esquerda por Q~~l (t) tem-se 
Q~1{t)W (t ,s )x  =
* (3.36)
Q_ 1(í)U  (t, s)x +  /  Q~l ( t ) W ( t , r ) ( B ( r )  +  C ( R ) ) U ( r ,  s)x d r
8
De (3.35) e pela unicidade de solução de (3.36) segue
U { t , s ) Q ~ \ s )  =  Q (t,a ) =  Q -H O W Ít.s )
donde
U ( t , s )  =  Q - 1(t )W (t ,s )Q (s)
Agora, desta última expressão segue que t l  (t , s )y  C y ,  já  que W (í, s) G 23(y, X ) .  
Assim l í ( t , s )  satisfaz (E4). Aliás, da continuidade de W ( t ,s ) x  em A e das pro­
priedades de Q(t) e Q- 1(í) segue que U ( t , s )  é fortemente contínua em y  no 
triângulo A e satisfaz (E5). □
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3 .2  A E q u ação  Não H om ogênea
O objetivo desta seção consiste em provar que o problema de Cauchv associado à 
equação (L), a saber
'
õtu =  A(t)u  +• f ( t )  0 <  t <  T
(8.37)
u{  0 ) =  4>
é bem posto.
T eorem a 3.4 . Seja {A(í)}te[o,T] uma família de geradores infinitesimais de C° 
semigrupos sobre X  que satisfaz as hipóteses do teorema (3 .3). Suponha que <fi G y  
e /  G C ( [ 0 , T ] ; X )  n L x([0 , T ] ; V ) .  Então u G C([0, T ] ;y ) n ^ ([O , T ] ;X )  dada por
(3.38) satisfaz (3.37)
t.
u(t) =  U  (t, Q)(f> +  j  1L ( t , r ) f ( r ) d r  (3.38)
o
Prova. Como C ([0 ,T ] ;y )  é denso em L1([0,T];y) existe uma sequencia { f n}n>i 
em C([0, T ] ;y )  tal que f n / ;  isto é \\fn — /||i,y —*■ 0 quando n  —> oo. Para  
cada n  definimos as seguintes funções continuas de [0, T]  em y .
u n(t) =  U (t, 0)<f> +  í  U(t,  r ) f n( r ) dr t G [0,T] .
J  o
Vejamos que un converge uniformemente a u sobre [0, T] em y
I M O  -  « ( O l l u  =  II Í  U ( t , r ) ( f n (r) -  f ( r ) )  dr\\y
J  o
<  Í  \\U{t,r)(fn(r) -  f(r))\\y dr (3.39)
Jo
t
<  í  \\U{t,r)\\^m \\fn{r) -  f(r)\\y dr 
Jo
Já  que ||lí(í, r)||s(y) <  <  Me^T (vide 5) então substituindo em (3.39)
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tem-se
||«n(í) -  u(t)\\y < M e pr  í  IIf n (r) -  f  ( r )llu dr
J  0
l'T
<  M e 0T /  H/nO) -  f{r)\\y dr
J  0
=  M  e^T ||/n — /||i,y-
Logo ||«n-«||oo,» =  s u P[o,T] ll«n (t)-« (t)lly  ^  f n - f  IIi,y, onde u 6  C([0, T ;V )
por ser o limite uniforme de funções continuas.
Agora vejamos que (3.38) é solução de (3.37). Como v(t) =  U(t,0)<fi satisfaz a 
equação homogênea com condição inicial 4> é suficiente provar que
w
t
(;t) = J  1L (í, r ) f  (r) d r (3.40)
é solução de (3.37) com <f> substituída por zero. De (3.40) é claro que io(0) =  0. 
resta calcular dtw(t).
Seja h >  0
/  t+h
w(t +  h) — w(t) 1 
hh
J  XI (t +  h , r ) f  (r) d r  — j  U ( t , r ) f  (r) d r  
V 0 0
t t+h
U « + V , ) - U ( t , r )  1 f  U { t  +  h t r ) n r ) i r
h h J
o 't/
(3.41)
O teorema da convergência dominada implica então que o primeiro termo converge 
para A(t)w(t)  enquanto o segundo converge para f ( t )  por ser o valor médio de 
uma função contínua no intervalo [í,í +  h\. Argumento análogo vale para h < 0. 
Portanto w(t) satisfaz a equação diferencial (3 .37). □
O seguinte teorema estabelece a dependência da solução tanto no dado inicial 
como nos coeficientes da equação. Considere
dtu’ =  A'(t)u' +  f ' ( t )  0 < t , < T
u ' {  0 )  =  t f
Suponha que as condições do teorema (3.3) da seção 3.1 são satisfeitas por A'(t) 
com os mesmos y  e Q e seja satisfeitos U 1 (t, s) o operador de evolução associado. 
Em  primeiro lugar temos
Teorem a 3.5 . Sejam <p £  y , 4>' <E y , f  & ([0, T]; y ) ; / '  €  L 1([0, T ];X )  
as soluções correspondentes. Então
|| U 1 -  U ||oo,X <|) W  ||oo,23(X) (  || </>' -  4> ||x +  II / '  -  /  ||l,X  +  II { Á ‘  -  A) 
onde
u
T
II /  ||oo,x= sup | f ( t ) ||x, | /  ||i,x— /  II f ( t )  llx dt  
[ ° , T ]  J
Prova,. Observe que podemos escrever u\t ) — u(t ) =  v\ (í) -t- v2(í) com
t
v1(t)=U'(t,0)<f>'-U'(t,0)<l> + í U\t,r)(f,(r)-f(r))dr
V-2(t) =U'(t ,U)<t>-U(t,  0 )4  +  J  ( l í ' ( t , r )  - U ( t , r ) ) f ( r ) d r
logo
| Vi (t) ||x<|| W  ||oo,B(a:) (II 4> ~  <P ||x +  \ f '  ~  f  II l,x)
Resta, portanto estimar v2(t)
dU  (f, r )U (r ,  s)</> _  r)A'(r)Xl(r,  s)(f> +  U'(t,  r)A(r)lX(r,  s)<j>
ds
e u, u'
(3-42)
(3-43)
t
11'(í, s)<f> — U(t, s)(j) =  j  U ' ( t , 0 ( A ' ( 0  -  A ( 0 ) m , s ) 4 > d t  (3.44)
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Substituindo (3.44) em (3.43)
v2(t) =  -  A ( 0 ) m ,o ) < f >  da
J  o
l‘ t í-t
4-
rt
n  U '(t,Ç )(A '(Ç ) -  A (£ ) )U (£ ,r ) f (r )  dÇdr
/  u ' { t ^ ) ( A \ 0  ~  M O ) m , 0 ) 4 >  
lo
+ f f  U/(U )(^ '(Í) -  A(Ç))U(Ç,r)f (r)  drd£ 
J  o J  o
/•Ç
=  f w f r O W O - A ü ) )
J  0
=  /  u ' ( ( , 0 ( ^ ) - ^ ) ) « ( 0
Jo
U ( £ ,0 )<£ +- /  l l ( f , r ) / ( r )  dr
10
dÇ
logo,
|| ^ 2 ( í )  ||x<|| ^  ||oo,B(X)|| — ^ 4 ) «  l| l,x  •
□
Corolário 3.1. Sejam cf) £  y , /  G L1([0, T]; y ) . Então (3.37) tem no máximo uma 
solução.
Prova. O resultado segue imediatamente do teorema anterior tomando <f) =  4>', /  =  
f  e A =  A'. □
Finalmente, apresentaremos dois resultados que serão úteis no próximo capítulo, 
e para sua demonstração o leitor pode ver [5].
Vamos supor, por simplicidade, que o isomorfismo S(t)  não depende do tempo, ou 
seja, Q(t) =  Q é constante.
Teorem a 3.6. Sejam <f>, <j>' G y, / ,  / '  € JL1([0, T]; y )  e u, u' as soluções correspon­
dentes de (3 .37). Então
| u' — u ||oo,y< k'(  | <t> — (f> ||y +  | f '  — f  ||i,y +  II. (B ' — B ) Q u  H^x ) +  | h ||oo.x
onde a constante k' depende apenas de | Xí' ||oo,3 (ac)) II B ’ ||00,2c e
t
h(t) =  (U'(t,  0) — U(t,  0 ])Q4> +  f  (U'(t, s) — VL(t, s ))g (s)  d s
0 (3.45)
g(s)  =  Q f ( s )  -  B(s)Q u(s)
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Além do teorema acima, vamos precisar do teorema da convergência que segue. 
Considere os problemas de Cauchy
dtun =  An(t)un(t) +  f n(t) 0 <  t <  T, un{0) =  4>n (L n)
com n =  1,2  . . .  . Suponha que a família satisfaz as condições (H l), (H2)
e (H 3)’ uniformemente em n, i.e., os índices de estabilidade M, (3 de {i4 n(í ) } ^ =1 
independem de n. Além disto, suponha também que {|| B n ||i,x}^=i é limitada 
e que X, y  e Q são os mesmos para todos os problemas. Segue imediatamente 
que os operadores de evolução { I Ln (t, -s)}“! ]  associados a { A n(t)}™=] existem e são 
uniformemente limitados tanto em ‘3 ( X )  como em '3  ( y ).
Teorem a 3.7 . Além das hipóteses acima, suponha que
An (t) A(t) em 3 ( y , X )  q.t.p.
l^im J  | An(t) ||B(y,x) dt —»■ uniformemente
E
onde e \ \ denotam a convergência forte e a medida de Lebesgue respectiva­
mente.
Então
U n(t,r)  —Í 4 U ( í ,r )  em B ( X )
uniformemente em relação a O < r < t < T .  Mais ainda, se <f>n —> <fi em X  e 
f n —*■ /  em L 1( [0 ,T ];y )  segue que se un —> u em C([0, T ] ;X )  onde un e u são as 
soluções de (L n) e (L ).
Capítulo 4
Teoria Quase-Linear
O objetivo deste capítulo consiste em estender a teoria desenvolvida no capítulo 
anterior para equações ditas quase-lineares, i.e., equações da forma
dt u =  A (t ,u )u  +  f ( t , u )  (Q)
onde A(t, u) é um operador linear para cada t €  [0, T] e cada u e /  é uma função 
dada (em geral não-linear).
A idéia básica envolvida no que segue é muito simples: para cada função t —> 
v(t) em certo espaço de Banach considera-se o problema de Cauchy linear
dt u =  A(t,v(t ))u  +  f ( t ,v ( t ) )
u(0) =  4>.
Aplicando a teoria do capitulo anterior obtem-se uma aplicação v t—> uv onde 
uv é a única solução de L v. Prova-se então que o espaço de Banach de funções 
mencionado acima pode ser escolhido de modo que a aplicação v  u v seja uma 
contração. Segue então que o ponto fixo encontrado é solução de L v com u(0) =  4>.
Na prova do teorema principal deste capítulo vamos precisar dos seguintes lemas 
que se seguem da hipótese X
L e m a  4 .1 . Se g:  [0, T] —► y  é limitada na norma de e contínua em relação à 
topologia de X  então g é fracamente contínua (e portanto fortemente mensurável) 
como função com valores em y
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L e m a  4 .2 . Se um subconjunto de y  e convexo, fechado e limitado então ele é 
fechado em, X .
T eo rem a 4 .1 . Seja [0, T] x W com W uma bola, aberta em  y  e T  >  0 . Logo, se
H ip ó te s e (X )  Sejam X ,  y  espaços de Banach i'eais reflexivos com y  C X  denso e 
continuamente. Existe uma isometria linear sobrejectiva de y  em X .
H ip ó tese  ( A l )  Existe (5 real tal que se (t , y) G [0, T] x  W o operador A(t , y) gera 
um semigrupo de classe C° S tjy(s) s >  0 tal que
II S t »  ||b(x )<  e0s s >  0 V ( í , y ) G [ 0 , r ] - x W  (4.1)
H ip ó tese  (A 2 ) Existe > 0 tal que V (t,y) G [0, T] x  W existe Q(t,y)  com
RA(t,  y )R ~l =  A(t, y) +  Q{t, y)
(4.2)
Q (í> y)£23P O >  II Q (í)y ) ||s(x)5í
A igualdade 4-2 deve ser entendida no sentido estrito, i.e., 
x  G D (A (í ,y ))  R ~ 'x  G D (A (í ,y ))  
e A(t,y)R~'1x  G y .  Onde R é  a isometria da hipótese H ip ó tese  ( A l ) .  
H ip ó tese  (A 3 ) Para cada (t ,y ) G [0, T\ x  W, A ( t ,y ) G 3 ( y , X )  no sentido que
y c  D (A (t ,y ))  V(t, y) G [0, T] x  VF
(4.3)
A(í,y)|y e S ( U , X )
AZem disso, para cada y £  W a função t G [0,T] —> A(t,y)  pertence a 
C{[0, r j ;  lB(y, X ) ) ,  3/X] > 0 íaZ çue Ví G [0, T] fixo a aplicação y —» A(í, y) e 
Lipschitz no sentido que
II -A(í) y) -  A(t, z) ||s(y,x)< Mi II V — z ||x (4.4)
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H ip ó tese  ( A 4 ) Seja yo o centro de W . Então V(t, y) £  [0, T] x  W tem-se A(t, y)yo £  
y . Existe A 2 > 0 tal que
II A(t, y)y0 ||y <  A2 V(í, y) £  [0, T] x  W  (4.5)
H ip ó tese  ( f l )  A função f :  [0, T] x  W  —► y  e limitada, i.e., existe A3 >  0 tal que
l ! / ( í , y ) | | y < A3 V ( í , y ) e [ 0 , T ] x  W  (4.6)
Pa;ra cada y €  W fixo, a aplicação t —+ f ( t , y ) e contínua de [0, T] em X .  
3m2 >  0 íoZ gue para cada t £  [0,T] fixo, a aplicação y £  W  h-s- f ( t , y )  é 
Lipschitz em X ,  i.e.
II f ( t , y )  -  f ( t , z )  ||x< ti2 II V -  z llx (4.7)
Então, se (f> €  W existem T'  € <  0, T] e uma única u £  C([0, T '] ;y )  n  
C 1([0, T '] ;X )  que resolve 0 problema de Cauchy associado a (Q ) com u(0) =  4>
Prova. Seja R >  0 e u 0 o centro da bola W  tal que
\\<P-w0 h  < R  By(w0, R ) y C W
onde By(y, p) denota a bola aberta de raio p na topologia | ||y.
Seja
E  =  E ( T ' )  =  { v . [0, T'\ -+ y/ t ;  e  C([0, T']; X ) , | v(t) - w 0 \\y < R V t £  [0, T'}}
(pelo tanto v(t) £  W ) onde T' < T  é um número positivo a ser determinado
adiante.
se v £  E  defina
Av(t) =  A(t ,v(t))
Então por (A l) Av(t) pertence a S (X , 1,/?).  Portanto a familia {A u( í ) } te[o.T'] é 
estável com constantes de estabilidade 1, f3, i.e.,
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para toda sequência finita { í , }  com 0 <  t\ < Í2 <  ■ ■ ■ <  In  < T '  e Sj >  0 onde 
Av(t) gera S t■ Vejamos isto
N  N
II ll®(X) <  II S t j (sj)  ||s(x)
j=í  i=l
N
< ]^[
i=l
=
Agora vejamos que a aplicação t G [0, T'] —»• Av(í) é contínua na norma de 2$(y, X )  
II ~  Av(t0) ||s(y,x)<
II A (t,v(t))  ~~ A ( t ,y (to)) ||s(y,x) +  | A(t ,v(t0)) -  A(t0,v ( t0)) ||®(y,x)<
Mi | w(í) — u(ío) ||x +  | A(í, v(ío)) — A(t0, v(to)) ||s(y,x) 
logo tem~se a continuidade desejada devido a hipótese (A3). Notemos que por (A2) 
tem-se
R A v{t)R,~1 =  Av(t) +  Qv(t)
Qv(t) =  Q ( t , v(t))  G ® (X ) , | Qv(t) ||x< Ax 
Então pela hipótese (X ) R  satisfaz trivialmente a condição (H 3)’ do teorema (3.3) 
no capítulo 3 pois R é constante com respeito à t. Resta ver que a família 
{ Q v é fortemente contínua em X .
Seja y G y. Então
R ~ lQv(t)y =  Av{ t ) R - ly -  R - l Av{t)y (4.8)
como R ~ ly G y segue, da continuidade t G [0, T']  t— Av(t), que o lado direito de
(4.8) é contínuo na norma de X . Vejamos
\\Av(t)R~ly -  R - lAv(t)y -  Av(to)R~1y +  R ~ xA v{t0)y\\x
<  ||Av{ t ) R - ly -  Av(t0)R ~ 1y\\x +  \\R^Av(t)y -  R ^ A ^ t o M x
< ||(^(t) -  ^ ( io JJ iZ -^ llx  +  IIR ~ \ A v(t)y -  A *(í0)y)||x
<  ||Av(í) -  A t,( í0)||S (y)x ) ||i? “ 1y||y +  ||A  1||B (x ,y )M í;(0  -  A v(í o)||BOj,x)||y||y-
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Consequentemente t G [0, T] i—> R~ 1Qv(t)y é continua na norma de X . Como y  
é denso em X  segue que t G [0, T'\ i—> R ~ 1Qv(t)x é contínua V x G X . Logo 
Qv(t)x =  R ( R ~ 1Qv(t)x)  é continua como aplicação de [0, T] em X , Vx G X .
Os resultados acima mostram que as hipóteses (H l), (H2) e (H 3)’ do teorema linear 
são satisfeitas. Existe portanto um único sistema de evolução U v(t, s ), 0 <  s <  T'  
com as propriedades descritas nos teoremas (3.1) e (3.3) do capítulo 3.
Seja f v(t) =  f { t ,v ( t ) ) ,  vejamos que f v G C ([0 ,T '] ;X )  n L 1([0 ,T '] ;y )
li f v( t ) - r ( t o )  iix<
II /(*> «(*)) -  /(*> u(*o)) llx +  II f { t ,  v(t0)) -  f ( t 0, u(í0)) ||x
<  M2 II u( í)  -  u(ío) \\x +  II / ( t ,  u(ío)) -  / ( ío ,  u(to)) I I I
e a continuidade segue imediatamente. Por outro lado tem-se que 
| f v(t) ||y=|| f ( t ,v ( t ) )  ||y< A3 Ví G [0, T']. Logo já que f v é limitada na norma 
de y  e contínua na topologia de X , segue pelo lema (4 .1), que f v G L°°([0, T']\y )  
de onde f v G L\[0,  T '] ;y ) .
Assim sendo, podemos aplicar o teorema (3.4) do capítulo 3 para obter a única 
solução uv(t) do problema:
dtuv =  A v(t)uv + f v(t)
(Lv)
uB(0) =  <j>
Ela é dada por
t
u v (i, s ) f v(s) d s.
0
e
uv GC,( [ o , r ,]; y ) n c ' 1( [ o , r /] ; X )
Vejamos em seguida que existe T'  G ] 0 ,  T] tal que a aplicação v 1—> F v  =  uv trans­
forma E  em E.  Já  vimos que uv G C ( [ 0 ,  T ' ] ;X )  qualquer que seja T'  g ] 0 ,  T\. Resta 
provar que T'  pode ser escolhido de modo a termos | uv(t) — wq \\y< R V  t £ [0 ,  T'].
uv(t) = U v(t,Q)<j> + /
t
V  { , \ £ V  /
Para isto observamos que
uv(t) — wq =  U v(t, 0)4> +  J U v(t, s ) f v(s) d s — wq
0
t
=  U v(t,Q)(<f>-iv0) + U v(t,Q)w0 - w 0 +  j  U v( t , s ) f v( s ) d s
o
=  U v( t , 0 ) ( 4 > - w o ) + U v{t) Q ) w o - U v(t , t )w o +  í  U v(t) s ) f v{s)ds
J  o
v(t, 0)((j) -  tu0) -  í dsU v(t, s)w0ds +  í  U v( t , s ) f v(s)ds 
J  0 J  0
t f t  
vn aV!
= u
=  U v(t, Q)((f> — wq) +  I 1lv(t, s )A v(s)wods +  I U v(t, s ) f v(s) ds
J  0 J  0
t
=  U v(t,Q){<f> -  Wo) +  J  U v( t , s ) (A v(s)w0 + f v(s)) d s
0
Agora já que
II lT (< ,0  lls(S)< e«,+A' ) r ' (4.9)
(vide [5]) e | A”(s)iyo j|y< A2 por (A4) e | f v(t) ||y< por (fl) segue que
II uv(t) -  «0  ||y< (e(/3+Al)T') ( II 4> -  w0 ||y +(^2 +  A3) r ' )  (4.10)
como | <f> — wq ||y< R é  possível escolher T'  > 0 tal que o lado direito de (4.10) 
ainda é menor do que R  como desejamos. Agora, se v e w pertencem a E  considere 
a métrica
d(v,w)  =  sup | v(t) -  w(t) ||x 
[0 ,T>)
Munido dela, o conjunto E  se torna um espaço métrico completo. Vejamos isto, 
seja {vn}  uma sequência de Cauchy em E,  isto é
então
d(vn, vm) =  sup | vn(t) -  vm(t) ||x * 0 m, n -*■ oo 
[o,T> ]
(4.11)
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Logo { f n}  é uma sequência de Cauchy em X  e portanto converge, para v(t) G X  
já que X  é completo.
Agora já que By(cú0, R) é um subconjunto convexo, fechado e limitado de y  
então ele é também fechado em X  devido ao Lema 4.2 e já  que vn(t) converge para
v(t) na norma X  então v(t) G By(uj0, R)  C W  C Y .
Definamos enseguida a seguinte função
u: [o,T] -  y
t i—> v(t)
Queremos mostrar que vn —> v e que v G E .  Note em principio que
||u ( í ) - « ; o l hj <f l ,  Vt G [o,T'}.
Por outro lado de (4.11) segue
sup II vn(t) -  v(t) ||x <  e, n > N e (4.12)
\o,T'\
e então para todo t G [o, T'} tem-se
II Vn (t )  -  v(t) ||x< e, n > N e (4.13)
é dizer { f n}  converge uniformente para v em [o, T']. Agora já que para cada n, 
vn G C([o, r j ; X )  então v E C([o, T ' ] ; X) .  A convergencia vn —> v segue de (4.13).
Agora vejamos que existe T'  g ]o, Tjtal que a aplicação F :  E  —> E  é uma 
contração.
Utilizando as equações satisfeitas por uv =  F v  e uw =  F w  tem-se 
Fv(t)  — Fw(t)  =  í  U v( t , s ) { { A v{s) -  A w( s ) )F w (s )  +  f v{s) -  f w{s))ds
J  o
Como
II U v(t, s ) ||s(x) <  e^1" segue que
d(Fw, F v )  <  e ^ d l  f w — f v | | +  II ( ^  — A w)Fw  ||Xix
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onde utilizamos o fato que F w  <E C ( [ 0, T ] ;^ ) .
Mas por (f l )  temos
| / w(t) -  / " ( í )  ||x <  M2 | w (t) -  v(t) ||x e portanto
i i r - r i k x  =  í  ii c r  -  n w  i u  *
J  o
<  / H2 II U>(t) -  w(í) ||x 
./ 0
<  H2 d(w,v )T '
Além disso
| {A*{t) -  Aw(t)Fw(t)  Ha <  | A v(t) — Aw(t) IjiBCy.ac)il Fw(t)  ||y
< Mi II w(í) -  v(t) ||x (|| w0 \\y + R )
Portanto
| (Aw -  Av)Fw  ||liX< ^ d { w , v ) T '{|| w0 ||y + R )  
Consequentemente,
d(Fw , F v ) <  T 'e^ ' ( M2 -1- | to0 ||y +/i!jR)d(u;, t>).
Assim existe T ' > 0 tal que o factor que multiplica a d(w ,v ) pode ser escolhido 
menor que 1. Aplicando o Teorema do ponto fixo a F  obtem-se a solução procurada.
□
No seguinte teorema estabelecemos a continuidade da aplicação <f> u onde 
u é a  solução de 4.2 com u(  0) =  <f) (dependência contínua). Na verdade estabele­
cemos um resultado muito mais geral que engloba tanto o dado inicial quanto os 
coeficientes da equação. Considere a sequência de equações:
Õtun =  An{t ,un)un +  f n ( t ,un)
m
un{0)=(f>n t E [0,T] n  =  1 , 2 . .  .
para a qual valem (A l)-(A 4) e (fl) com os mesmos X , y ,  J, W.  E  preciso também  
supor
Hipótese (A 5) Existe /x3 > 0 tal que
II Q(t, y) -  Q(t, z )  ||s(x)< M3 | y - z  ||x (4.14)
quaisquer que sejam t G [0, T] e y, z  e z  
Hipótese (f2) Existe > 0 tal que
II f ( t , y )  -  f ( t , z )  ||y< /i4 II y -  z  ||-y 
para todo t G [0, T] e y, z  €  W .
T eorem a 4.2 . Suponha que (Qn) satisfaz X ,  (A l )- (A 5) ,  ( f l )  e (f2) uniforme­
mente em relação a n,  i.e., as constantes (3, Ai, • • • , 7^ 4 podem ser escolhidas inde­
pendentemente de n.  Suponha ainda que para cada (t,y)  G [0,T] x  W temos
An ( t , y ) ^  A(t ,y)  e m ' B ( y , X )  (4.15)
Qn ( t , y ) ^ Q ( t , y )  e r o B (X )  (4.16)
f n (t, y) —* f ( t ,  y) em y  (4.17)
quando n —> 00 . Então se <pn G W , (frn —> 4> ern y  existem T"  G (0, T\ e únicas 
un,u  G C ( [ 0 , T " ] ; y )  fl C 1([0, T"];  X )  soluções de (Q n) e (Q) respectivamente com 
u "(0 ) =  <tbn, u(0 ) -  (j> e
lim sup | un(t) — u(t ) ||y= 0 
n_>°° [0,T"1
Prova. Seja E  o espaço de funções definido na prova do teorema anterior. Para  
cada v G E  considere a sequência de problemas lineares:
dtun =  An,v{t)un +  f n'v(t) t G [0, T]
un( 0 ) =  cf>n n =  1, 2 . . .  (L n’v)
A * ®  =  An{ t M t ) ) ,  r v(t) =  n t , v ( t ) ) .
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Tendo em vista as hipóteses feitas acima existe uma única solução un de (L n,v) 
definida em [0, T]. Consequentemente a relação F nv =  un define uma contração 
em E  se T"  é suficientemente pequeno. O ponto fixo correspondente é então a 
solução de (Qn). Utilizando a uniformidade que estamos supondo é fácil verificar 
que T'  pode ser escolhido independentemente de n. O mesmo vale para o fator de 
contração das F n. Sem perda de generalidade podemos supor que tanto o tempo 
de existência quanto o fator de contração associados a (4.2) são os mesmos que 
aqueles correspondentes as (Qn). Agora note que
lim sup | un (t) -  u(t)  ||x= 0 (4.18)
ri->oo [ü)T/j
(4.19)
De fato, como F nun =  un e F u  =  u temos 
d{un,u)  =  d { F nun, F u )  <
d ( F nun, F nu ) +  d ( F nu , F u )  <  -fd(un, u) +  d ( F nu, Fu ) .
Então
d(un, u) =  7 d(un, u)  +  d ( F nu, F u )
( 1 - 7  )d(un,u )  =  d { F nu , F u )
isto é
sup ||u"(í) -  u(t)\\x =  -— —^ d ( F nu, F u )
[0,T] 1 — 7
onde 7 < 1 é o fator de contração comum as F n. Basta portanto provar que se
v G E
lim ( F nv , F v )  =  0 (4.20)
n —>oo
Mas (4.20) expressa simplesmente a dependência contínua da solução linear (L v).A 
relação (4.20) segue então do teorema (3.7) do capítulo anterior uma vez que
An’v{t) -  Av(t) =  An(t, v(t))  -  A(t, v(t)) A  0
(4.21)
f n’v(t) -  f v{t) =  f n (t,v(t))  -  f ( t ,v { t ) )  A  0
em B ( y ,X )  e y  respectivamente e | An(t,y)  ||s(y,x) é uniformemente limitada em 
t ,y e n .
Agora tendo em vista o teorema (3.6) do capítulo anterior
| U U | oo,y —
k(  | 4>n ~  4> ||y +  11 f n ~  f  IIi,-y +  II (Qn ~  Q ) J u  H^x ) +
| hn ||oo,x (4.22)
onde k depende de R  e T'  mas não de n  e
n t )  =  r ( t , u n(t)) / (É)  =  / ( t , u ( t ) )
Qn {t) =  Q(t, un(t)) Q(t)  =  Q(í,  u (í))
t
hn{t) =  ^U n(t, 0) -  U (í, 0)^ J (f> +  j  (U n(t,, s) -  U(t , s)) d s 
g {s ) =  J / ( s )  -  Q (s ) Ju (s )
Agora
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0
T ’
-il II . n
T'
M4T' || u n  -  u  ||oo,y +  / | | ( / n - / ) ( t , « ( t ) ) l l u  (4.23)
Agora
| (Qn -Q )Ju  ||l i X <  J  || (Qn(t,un( í ) ) - Q ( i , u ( t ) ) ) « M 0  Ha dt
o
T'
<M3T' J  \\un - u ( t )  lly || Ju(t) lloc dt
O
T'
II (Qn -  Q ) { t ,u ( t ) J u ( t )  ||x dt,
<  //3T 1 | un -  U  lloo^ (|| W Q ||y + R )
V
+  J  II (Qn - Q ] ( t , u ( t ) ) J u ( t )  ||x dt  (4.24)
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onde utilizamos (f2), (A5), a uniformidade em n e
II J u ( t ) ||x=|| u(t) ||y <  II Wo ||y + R .
Escolhendo T'  de modo que T'(/x4 +  yU3(|| w0 ||y + R ) )  < 1 os termos contendo 
| un — u Hoo^  em (4.23) e (4.24) podem ser absorvidos pelo lado esquerdo de
(4.22). Como
lim | </)n -  4> ||y= 0l—KOO
T 1
lim í  | ( r - / ) ( í , u ( í ) )  ||y dt  =  0
n-
0 
T
lim [  | (Qn -  Q ) ( t ,u ( t ) ) J u  ||x  dt  =  0
n~~>oo J
0
para completar a demonstração do teorema resta provar que
lim | hn ||oo,x= 0 (4.25)
n—>oo
Mas g G Z/°°([0, T']\%) e portanto para obter (4.25) é suficiente m ostrar que
U n(t, s) U (í, s) em B ( y , X )  (4.26)
uniformemente em relação a 0 <  s <  í <  T . A convergência em (4.22) segue do 
teorema (3.7) do capítulo anterior uma vez que
An(t ,u n(t)) -  A(t ,u(í) )  =  [An(í, un(t)) -  An(t, u(í))] 
-I- [An (t, u(t))  -  A(t,  « (í))] 0
em 2J(X )
□
Capítulo 5 
A K dV  Transicional
Neste capítulo aplicamos a teoria quase-linear de K ato desenvolvida no capí­
tulo 4 para provar que o problema de Cauchy para a equação de Korteweg-de Vries 
(KdV) transicional possue solução única local para <f> G i í 3(R).
T eorem a 5.1. Seja 4> G i í 3(R ). Então existe T  > 0 tal que o problema de valor 
inicial
Ídtu +  dhí  -t- g(t)udxu = 0  í > 0 i e K (5.1)
u(0 ) =  4>
com g G C (R ) tem solução única u G C([0, T];  i í 3(R )) D C 1([0, T]; L 2(R )).
Prova. A prova consiste em verificar as hipóteses do teorema (4.1) do capítulo 4. 
Hipótese (X )
Seja y  =  H ?J(R) e X  =  L 2(M). Então pelo que sabemos dos resultados básicos 
X  e y  são espações de Banach reais e reflexivos (pois em particular são espaços 
de Hilbert) com y  contido em X  densa e continuamente. Além como vimos no 
capitulo 1 o operador
J 3 =  (1 -  d 2xf / 2
é uma isometria sobrejetiva de .íf3(R) em L 2(R).
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Hipótese ( A l )
Para verificar esta hipótese vamos utilizar o argumento perturbativo estabelecido 
no Teorema 2.2 do capitulo 2. Considere os operadores
Aa: D ( A 0) =  H 3(R ) C L 2(R)  -> L 2(R)
4> !-*• Ao0  =  -dl4>
e
DÍAíit ,  y)) =  {<£ G L 2( R ) /  -  g{t)ydx<t> G L 2(R )}
M {t ,  y)4> =  -g{t)ydx<t>, </)D(A1(t, y))
onde (t,y)  G [0, T] x W com T > 0 e W  uma bola aberta em i í 3(R) de raio r  
arbitrariamente grande e centrada na origem.
O operador A„ é “skew-adjoint” i.e. í A q é autoadjunto ou equivalentemente
< Aau, u > =  0 Vu G D ( A 0). E sta  afirmação segue-se rapidamente de
< A0u , u > =  / — <9^ u ■ u dx =  — I u ■ õ^u dx  =  — < A0u, u > .
J r  J r
Do teorema do Stone segue que A0 gera um grupo unitário e assim um semigrupo 
de contrações em X  =  L 2(M), e portanto, pelo corolário do teorema Hille-Yosida- 
Phillips, se A > 0 então A G p(Aa).
Vejamos que o operador Ai(t ,y )  — f)I (definido em D (A i( t ,y ) ) )  é dissipativo 
para f3 =  \||9 ||l°°([o,t])C,2?' onde C<i é uma determinada constante positiva.
< - g{t)yêx4>, 0  > =  /  - g { t ) y d x4> ■ 4> dx =  - 1 /2  /  g{t)yõx(j>2 dx
J  R ,/R
=  1/2  í  g( t) (dxy}4>2 dx  
J  R
<
< 7^ \\9\\L^ ([o,T})C2\\dxyh\\(p\\2L'2W
2 1 ^  11 ([o,r]) C*2112/1 ] 311 ^  11 x,2 (R)
<  9 llffllL00([o,n)C,2í'||^ ||Í2(R).
Fazendo j3 =  \\\g\\L°°{[o,T\)C2r  tem-se
< —g{t)ydx<f>, 4> > <  P\\<t>\\rh(R ) =  P <  <t>A >
e daqui Ai(t ,y )  — (31 é dissipativo.
É  claro que D ( A 0) C D (A i(t ,y ) ) .  Se (f> £  D ( A 0) então
II — g {t)y d x4>\\L2(R) <  ||9||i°°([o,T])||y||L°°||5i;^ ||L2(K) (5.2)
<  115 11 ([0,7^ ]) <^ 311 y 11311 11 jL2 (R)
Portanto para todo A > 0
| -  g(t)ydx4> ||l2(R) <  C 3 1|$ II Z/°°([o,T]) 112/113 11 “  ^)4>\\ L2(K) (5 .3)
mas o operador dx(—dx — A/ ) -1 é limitado em L 2(R) pois
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l | S x ( - e J - A / ) - V l l ! w  =
= v v> e i 2(K) (5.4)
Substituindo (5.4) em (5.3) tem-se
II — gitfydx&WtfÇHt) <  C2,\\g\\L^ ([o,T})\\y\U\\dx(—dl — AI )  1||s(l2(r))||(—dx — \I)4>\\l2(R)
(5.5)
A seguir estimaremos a norma de dx(—d  ^ — A/ ) - 1 :
. É ,2 2A2£ - 4 £7
i£3 — A £6 +  A2 ’ (£6 +  A2)2
então a  (£) tem maximo global em £max =  yj~^jr
Portanto
<  amax =  —tjk, k  > 0 constante (5-6)1 .^ 3  _ A I a 4 / 3
Substituindo (5.6) em (5.5) tem-se
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II -  g{t)ydx4>||l2(r) <  ^3|M|L~([0;r])liy||3-^||(-dx -  ai)^||L2(m)
<  C3Ui ||l°°([o,T]) 112/ 113" 4^/ 3^ (11 ( ^ <Í^ I|l2(M) +  A||^ >||l2(R))
<  C3\\g\\Loo([o,T\)rj^{\\A04>\\L2W  +  A||0||L2(R))
Logo
\\{-g(t)ydx -  /?-0<?HU2(r) ^  II _  Q^ydx^Wv2^ )  +  /?IH U 2(m)
k
<  Cz\\g\\L°°(io,T})rjjjõ;(\\A0<fi\\L-2(R) +  A |[^ >||z-2(R)) +  /3|MU2(R)
23  k
~  C^C3Ã473(ll^ ,li2(R) +  ^ IH U 2(®)
=  f c ^ \ \ A 0<t>\\vm -f
O f í b  k 26
=  -^Cz^j^\\A0(p\\L2(R) +  H ^ í ^ - C z +  t D M i x n -
Para A suficientemente grande tem-se ^ ^ 3 ^ 3  < 1/2.  Então pelo teorema 
Perturbativo do capitulo 2 A„ +  A\(t, y) — /3I gera um semigrupo de contrações em 
L 2(R) e por conseguinte
A(t, y) =  A0 +  A 1(t, y) G G ( L 2(R ), 1, /?) V(í, y) G [0 , T] x  W
Hipótese (A 2)
Seja 4> G H d(lR). Então existe uma única 0 G L 2(IR) tal que (J~~3)tp =  é.  Agora
A(t, y ) J ~ 34> =  - d l J ~ 3(f> -  g(t)ydxJ ~ 3<f> (5.7)
Mas g(t)ydxJ ~ 3(p =  g{t)ydxJ ~ 6ij) =  g(t)ydx(l  -  d 2)~3ip de modo que (1 -  d2) " 3^ G 
H 6(R),  e portanto
dx(l  -  d 2)~'òÍJ G t f 5(R) —  H 3(R)
e portanto g(t)ydx( 1 — d 2)~Zíip G H ‘à(W) =  y  pois H 3(R ) é uma álgebra de Banach. 
Vejamos enseguida que
- d 3 J “ 30  =  J ~ * ( - d l ) q 6 G i í 3(R)
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Seja 4> G £ (R ) , então
\ \ - d lj~ 3 < p - r\ - a l)< i> \ \ L - > m  =  | | - ^ 3 ( i + m o ) - 3/ 20 - ( i + m o ) - 3/ 2 ( - ^ 3) ^ | | l2 ( r )  =  o
donde
=  J ~ z{-dl)4> V</> G S (R ) ■
Ja  que — d3J ”3 é um operador limitado de L 2(R) em L 2(R) e J ” 3(—ô3) é limi­
tado de H ã(R) em i í 3(R) então por densidade obtemos o que desejamos. Note que 
na verdade vale um resultado mais geral, a saber
d%J~3<f> =  J ~ zd kx4> V0 G S (R ), k G N.
Assim o lado direito de (5.7) pertence a i í 3(R). Consequentemente o lado 
esquerdo tem a mesma propriedade.
Agora defina [ J 3, —g ( t ) y ] S (R ) C í f 2(R) —> L 2(R). Este operador é limitado. 
Vejamos isto. Utilizando o Teorema 1.16 do Capitulo 1 tem-se V / G S (R) 
||[J3,-g (í)y ]i/| | L2(R) <  C(\\dxg(t)y\\A\\f\\2 +  \\dxg(t)y\\2\\f\\A)
<  c ,||5||Loo([oln)(l|9x!/IUII/l|2 +  WdxvhWflU) (5 -8 )
< C'll^ ||i,°°([0>r])(|| - ^y||Li(R)||/||2 -I- ||5xy||2||/||Li(R))-
Mas
(5.9)
ll/ IU ‘ (R) =  /  l / ( f ) l< i í=  / ( I  +  I Í |2) | / ( Í ) I ( t —TJTã)1'?
Jm J  r  1 +  Is I
< ( ^ d  + ií i2)2i/® i^ ) 1/2( Í ( T t W ‘íí) ,/2
=  Call/lb
l|0*!/ll < llfflls (5.10)
II -  i í í lU 1» )  =  [  lílly(í)Mí
J  R
* U i A ? « ) *  '
(5.11)
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Substituindo (5.11), (5.10) e (5.9) em (5.8) tem-se
\\[JZ-, — 5 ( 0 y ] i / I U 2(K) ^  C|blU°°([0,T])(^||y||3 +  M||y||3)||/||2, M  =  m ax(C i, C2)
< 2CMr\\g\\Loc 0^^\\f\\2.
O que prova a afirmação. Agora extendendo este operador de 5(]R) a / / 2(R) temos 
o operador limitado:
[ j \ - g ( t ) y ] : H 2( W ) - + L 2'
Por outro lado é claro que os operadores
J - 3 : t f 3(IR) C L 2(R) ---- ► L 2 "
i— ► J ~ z<f> =  ./~3</
c t :  H z{R ) — ► H 2
sao limitados.
Agora de (5.7) tem-se
J 3A(Í, y) J - 3<^ =  AO0  +  J 3( - 5 (í)yôxJ - 30)
=  A(t , j / )0 +  J 3( - g ( t ) y d xJ ~ 3é)  -  (~g(t )ydxJ 3 
=  A(í, y)<£ +  [ J 3, -5(t)y 0a;] J -3 ^ V<£ 6  i í 3(R).
Defina
Q x(í ,y) :  i / 3(R) C i 2(R) —  I 2(R)
(f>'— ► Qi(t, y) =  [ J 3, —g(t)ydx] J ~ 3<f)
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então
Qi{t,y)<t> =  [ J z, - g { t ) y d x } J ~ z<t>
=  -  ( - g ( t ) y d x)<f>
=  [ A  - g { t )y ]d xJ^(l)  +  ( —g ( t ) y J 3õxJ ~ 3(f>) -  (—g(t)ydx)4>
=  [ J 3, —g(t)y\dxJ~^ <f> +  i - g { t ) y d x<t>) -  ( - g ( t ) y d x)<f>
=  [ J 3, - g ( t )y ]d xJ ~ 3<f>
logo Qi{t ,y)  é um operador limitado. De fato Qi(t ,y)  pode ser descomposto da 
seguinte forma:
t f 3(IR) c  L 2(R) — ► i f 3(R) — > H 2{R) — > L 2(R).
j - 3  dx [ J 3,-g(t)y\
Logo Qi(t,y)  pode ser extendido de H 3(R) a L 2(R) para obter o operador Q (t ,y ) £  
3 ( L 2(R )) com
J 3A (t )y )J~ 3 =  A{t ,y)  + Q ( t , y )
no sentido estrito.
Agora
||Q(t, y)^||i2(R) =  l|[*A - 5 ( í )y]ll®(ií2(K),i2(K))||5x||s(H3(M),ií2(R))||^ '~3||B(Jy3(K),ií3(M))||'0|U2(R)
l| Q (í. y ) l b ( L 2(R)) <  2 C M r| | 5 | | i oo([o!T])||^x||B(/í3(R),H2(R ))| | ^ ''3 ||s(//3(R ) ,i í3 (R)) 
então
Ai =  2CMr||5||ioo([OjT])||0a.||s(H3(R)jií2(R))|| J _ 3||b(/í3(r)ih3(r)) 
isto termina a verificação da hipótese (A2).
Hipótese (A 3)
As estimativas feitas na verificação de (Al)  mostram que A(t, y) =  — dx — g(t)ydx 
com D(A(í ,  y)) =  V =  H 3(R) E ‘B ( H 3(R), L 2‘
Efetivamente:
II (-<9.x -  g{t)yôx)<p j|o< | dl<f> ||c + C 3 | g ||l°°([0,t])|| y ||3 | d^ cj) ||0 -l-A | <j)
< (1  +  Cs\\g\\L°°([o,T\)rk A~4/3 +  A)||<£||3
para todo 4> G H z(R)
Agora
II A(t ,y)  — A(to,y)  ||b(íí3(k)jl 2(r))=  | (—g(t ) +  g(to))ydx ||s(íj3(r),l2(r))
=  b ( í ) ~  9(to)\ II ydx ||b(jí3(r),z,2(k)-  ^ 0
pois g G C(M) o que prova que a função t G [0, T]  1—> A ( t ,y ) pertence à 
C([0 , T]; S ( i í 3(M), L 2(]R))) para cada y fixo em W.
Quanto a dependência em y temos
| A(t, y)<f> -  A(t, z)4> ||i,2(r)=  II - g ( t ) ( y  -  z)dx(f> ||L2(R)
<  II 9 | | l°°( [o ,t ]) II  {y — z )d x4> ||l2(R)
<  II 9 | | l ° °( [ o ,t |) | |  y — z | | l 2(k)|| dx(f) ||L « .(ffi)
<11 9 ||l°°([o,t])|| (y -  z) ||l2(r) Ci  | dx4> ||i 
< C i | g ||l°o([o,t])|| <t> Ibll y — z IU2(r)
Logo
II A(t,y)  -  A ( t , z ) ||b(h3(r),l2(R))<II 9 ||L°°([o,r])|| {v ~  z ) Hl2(R) 
donde ^  =|| g |Uoo([0,r])
Hipótese (A 4)
Se satisfaz trivialmente já  que y0 =  0.
Hipótese (f l)
Também se satisfaz trivialmente já  que /  =  0.
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P roposição  2.7. A — f3I G S (X , M, 0) se e so se A G S (X , M,f3) .
Prova. Já  que (XI — (A — j3I))~1 =  ( (XI +  /3I) — A)'-1, então
A G p(A — [31) <=> A +  (3 E p ( A ), donde
M+ C p(A -  (31) & R + +  P c  p(A)  
e *
| R ( A; A -  (3I)n ||< ~  «Hl Í2(A +  /?; ||< A > 0
Portanto, pondo A no lugar de A-+-/3 no segundo membro desta última equivalência, 
||í í (A; j4 - / 3 / ) " | | < Í | « | | í í ( A + / ? ; / 1 ) " | | < ^ ,  A > 0  (2.19)
Além disto,
T>(A - P I ) =  X  T>(A) = X (2 .20 )
A — (31 é fechado <í=> A é fechado 
Logo pelo teorema 2.1 de (2.19) e (2.20) segue asserção feita. □
Definição 2 .3 . Seja X  um espaço de Hilbert com produto interno ( . )x  e A : D ( A )  C 
X  —> X  um operador linear. Diz-se que A é dissipativo com respeito a { . ) x  se
Re  (A x , x ) x  < 0  V x G 2 }(A )
Em  seguida temos um teorema perturbativo, tipo Kato-Rellich, para geradores 
de semigrupos de contrações. Mas antes temos o seguinte lema, que é um caso 
particular do teorema de Lumer-Philips. Para a demonstração remetemos o leitor
* P I-
Lem a 2.6 . Seja A um operador linear com domínio D ( A )  C X  denso no espaço 
de Hilbert X .  Então A G S(X , 1,0)  se e somente se
a) A é  dissipativo (com respeito à { . )% ) .
b) Im (XI  — A) =  X para algum X > 0.
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Teorem a 2.2 . Seja X  um espaço de Hilbert e A G S (X , 1,0). Se B  : ‘-D(B) C 
X —* X e  dissipativo com respeito à ( . )x com D (A ) c  T>(B),  e existem constantes 
a, b com 0 <  a <  ( 1/ 2 ) e b >  0 tais que
| B x  ||< a )| Ax  | +b  | x  | Va; 6  2 ) (A)  (2.21)
então A -+- B  G S ( X ,  1,0)
Prova. Como A G S ( X ,  1,0) ,  A é dissipativo com respeito à ( . )x  segundo o 
lema (2.6).  Já  que B  é dissipativo , então obviamente A (- B  também é dissi­
pativo com respeito à ( . )x . Além disto, D  (A) C X  é denso em X . Portanto pelo 
lema (2.6) de novo, para demonstrar que A +  B G SPC, 1,0)  é suficiente mostrar 
que I m (X I  — (A +  B ) )  =  X , para algum A > 0. Mas como D( A)  C D ( B )  ,
Im (X I  ~ ( A  +  B ) )  D Im[(XI  -  (A +  B )) {X I  -  A)]“ 1 =
I m [ I  -  B(X I  -  A) “ 1] =  Im [I  -  BR (X \A )] 
donde é suficiente demonstrar que para algum A > 0, I  — BR(X; A) é inversível em 
25(X) e portanto que | B R ( A; A) ||< 1 
Mas por (2.2) tem-se
| BR(X;  A) ||<a | AR (X -A )x  | +b  | R(X; A)x  | =
= o | [XR(X; A) -  I]x  | +b  | R ( A; A)x  |
< 2a | x  | + — | x  |
Â
=  (2a H— ) | x  | V x G X
À
Portanto, para A suficientemente grande (2a f  |) < 1 e logo | B R ( X ; A) ||< 1. □
No que segue faremos algumas referências aos grupos de operadores lineares limi­
tados e apresentaremos um teorema central nestas questões, a saber, o teorema de 
Stone.
D efinição 2 .4 .  Um C°  grupo no espaço de Banach X  é uma família S  =  { 5 ( í ) } tG® C 
2J(X ) que satisfaz as condições (2.1a) e (2.1b) dos semigrupos e
lim | S(t )x  — z ||= 0 V i g X
