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Abstract: Based on a certainty equivalence property, we propose an adaptive internal model control law that solves global robust
output regulation of uncertain Euler-Lagrange (EL) systems based only on error (or relative position) and velocity feedback. The
proposed controller does not require apriori knowledge of reference signal and its derivatives, which are commonly assumed in
literature. It enables a self-learning mechanism of the closed-loop EL systems where the adaptive internal model-based controller
is able to learn the desired trajectories and adapt itself to the uncertain plant parameters. Furthermore, the analysis offers insights
to the design of internal model-based output regulation for multivariable nonlinear systems with uniform vector relative degree
two.
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1 Introduction
For the past decades, major progresses have been achieved
in the trajectory tracking control problem of EL systems with
a broad of applications in electro-mechanical systems in-
cluding high-precision mechatronics systems and advanced
robotic systems. We refer to the monographs [1, 2, 3] for a
general overview of progresses in this field. In early studies,
one may refer to [4, 5, 6] for a variety of adaptive inverse
dynamics control methods, and refer to [7, 8, 9, 10, 11, 12]
for passivity-based adaptive control methods. Recent works
that are relevant for the present paper and based on advances
in nonlinear control theory are [13, 14, 15, 16, 17, 18] with
relevant references thereof.
In all the aforementioned results, the output regulator re-
lies on the apriori knowledge of the reference signal and its
derivatives, which become essentially the feedforward part
of the tracking controller. Consequently the high-level con-
troller, which pre-computes the reference signals to solve
and optimize higher-level tasks, is not independent/separated
from the low-level tracking controller [19, 20]. In other
words, the current output regulator design does not admit a
self-learning mechanism of the references that enables a sep-
aration principle between the high-level and low-level con-
troller.
For enabling such self-learning capability, we embed the
classical internal model principle (see [21, pp. 216]) in the
design of tracking controller. Generally speaking, the in-
ternal model-part of our controller is responsible in predict-
ing the reference signals that can subsequently be used in
the output regulator. This allows us to realize plug-and-play
mechanism between the high-level and low-level controllers,
as long as, they agree on the exosystems. In other words, a
class of exosystems can firstly be defined as common ker-
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nels for both controllers, based on which, the high-level con-
troller can use them for task and trajectory planning while
the low-level controller employs them in the internal model-
based controller.
As an illustrative example, let us consider a basic tracking
control of single-link manipulator equipped with camera and
encoder sensors to provide displacement and velocity mea-
surements as depicted in Fig. 1. In this figure, the relative
position or the displacement between the end-effector and
moving target effector can be measured by a camera. Based
only on these measurements, our proposed controller will
then be able to generate the desired trajectory and to track it
robustly with respect to parameter uncertainties. In this per-
spective, the use of teaching pendant, which records all the
motions of the target robotic behaviour, is no longer needed
for training robotic systems as commonly used nowadays in
industry.
Specifically, we investigate global asymptotic tracking of
EL systems based only on the use of error and velocity feed-
back in order to track any reference signals generated by
known exosystems and be adaptive to system parameter un-
certainties. For a class of fully actuated uncertain EL sys-
tems, we reformulate this problem as a global output reg-
ulation problem following the approach in [22, Chapter 7]
for strict-feedback nonlinear systems. Our main contribu-
tion is to propose an adaptive internal model approach to
achieve a constructive and smooth control law for solving
the aforementioned problem. Our study also provides ad-
ditional practical insights to the nonlinear output regulation
problems, especially for multivariable strict-feedback non-
linear systems, such as, relevant studies on global output reg-
ulation in [22] and the semiglobal scenarios in [23, 24].
Outline: The rest of this paper is organized as follows.
Section 2 formulates the concerned output regulation prob-
lem and lists some standing assumptions. Section 3 presents
the main result of this paper. Section 4 illustrates the effec-
tiveness of the proposed controllers on a two-link manipula-
tor. Section 5 ends the paper with some conclusions.
Notation: ‖ · ‖ is the Euclidean norm of a vector in Rn
or the induced matrix norm in Rn×m. I is identity matrix
of appropriate dimension. For matrices Ai ∈ Rn×m, i =
1, . . . , k, block diag(A1, . . . , Ak) denotes a block matrix









Fig. 1: Illustrative example of output regulation problem of
single-link manipulator using error and velocity feedback.
2 Formulation and Background
Consider n-dimensional EL systems described by
H(q)q̈ + C(q, q̇)q̇ + g(q) = u (1)
where q(t) ∈ Rn is the generalized position; q̇(t) ∈ Rn
is the generalized velocity; u(t) ∈ Rn is the vector of
control input; H : Rn → Rn×n is the inertia matrix;
C : Rn × Rn → Rn×n is the Coriolis and centrifugal force
matrix-valued function; g : Rn → Rn is the gradient of the
potential energy that typically represents the gravitational
forces/torques or spring torsion/forces, with g(0) = 0.
For the system in (1), we define the tracking error by
e = q − qref, (2)
where the reference output qref(t) ∈ Rn is assumed to be
generated by the following linear exosystem with a nonlinear
output map
v̇ = Sv, qref = Q(v) (3)
with the exosystem state v(t) ∈ Rnv . For technical con-
venience, we assume that all the eigenvalues of exosystem
matrix S are distinct and lie on the imaginary axis, and
v(0) ∈ V ⊂ Rnv for a specified compact invariant set V.
2.1 Standing Assumptions
The following assumptions are standing in literature, see,
e.g., [2, pp. 22-24] for H1 and H2, and see [22] for H3.
H1 The inertia matrix H(q) is uncertain and positive defi-
nite, i.e., there exist constants cmin, cmax > 0 such that
cminI ≤ H(q) ≤ cmaxI, ∀q ∈ Rn.
Moreover, the matrix ddtH(q(t), q̇(t))− 2C(q(t), q̇(t))






H2 There are smooth functions a(·) ∈ Rp and Y (·) ∈
Rn×p such that for any reference qref(t) ∈ Rn with a
bias qref,0 and continuous derivatives q̇ref(t) and q̈ref(t),1
H(qref)q̈ref + C(qref, q̇ref)q̇ref + g(qref)
= Y (qref − qref,0, q̇ref, q̈ref)a(w, qref,0), (4)
1In this paper, for any reference qref(t) = qref,0 + q̄(t) to be written as
sum of a constant part qref,0 and a time-varying part q̄(t), qref,0 is said to be
a bias of qref(t).
where Y is the so-called dynamic regressor matrix and
a(·) is defined varying in a given compact set A ⊂ Rp
that contains uncertain physical parameters w ∈ Rnw
and the unknown reference bias qref,0 ∈ Rn.
H3 Each entry of Q(v) is a nonlinear polynomial in v.
Remark 2.1 If constant vector qref,0 = 0, condition H2 is
the standard parameter linearization property for EL sys-
tems, see [2, Chapter 2] and [1, Chapter 9] for instance.
2.2 Problem Definition
Problem 2.1 [Global Adaptive Output Regulation for
Fully-Actuated EL Systems] Design a smooth dynamic
controller of the form
ẋc(t) = f(xc(t), e(t), q̇(t)),
u(t) = h(xc(t), e(t), q̇(t)) (5)
such that, for every initial condition v(0) ∈ V, q(0), q̇(0) ∈
Rn and for every xc(0), the closed-loop system (1) and (5)
satisfies,
• the trajectory exists for all t ≥ 0 and is bounded over
[0,∞); and
• the tracking error e(t) satisfies limt→∞ e(t) = 0.
In literature, there are mainly two methodologies for
tracking control of EL systems. One is the adaptive inverse
dynamics control as developed in [4, 5, 6] and many oth-
ers. The other is the passivity-based adaptive control such
as those developed in [7, 8, 10, 12]. All the aforementioned
studies are based on “feedforward” control method. That
is, the availability of information on q(t), qref(t) and their
derivatives is prerequisite, and instead of (5), the control law
has generically the following form
ẋc = f(xc, q, q̇, qref, q̇ref, q̈ref),
u = h(xc, q, q̇, qref, q̇ref, q̈ref). (6)
On one hand, the real-time information on q̇, qref, q̇ref and
q̈ref may not readily available in order to implement (6).
Firstly, the velocity q̇ may not be accurately obtained through
standard encoder systems that provide q. Secondly, the com-
putation of qref, q̇ref and q̈ref by the high-level controller re-
quires accurate knowledge of the kinematics of the EL sys-
tems whose parameters may be uncertain. Thirdly, we re-
quire a common frame of coordinates for defining q and qref
which may not be accessible for industrial robots. These lim-
itations have restricted the wide adoption of (6) beyond be-
spoke robotic solutions as developed and deployed for space
or advanced industrial sectors.
On the other hand, the well-known internal model princi-
ple has played a crucial role in the solvability of the tracking
problem using output error feedback [21, pp. 216]. The use
of internal-model based controller has enabled the controller
to recreate the reference trajectories internally within its dy-
namics [25]. It is able to self-learn the target’s dynamical
behavior based only on the output error feedback. In com-
bination with adaptive control technique, the controller is
able to learn both the target’s behavior and the plant dynam-
ics. Correspondingly, we will adopt these two approaches
to solve the global adaptive output regulation problem for
fully-actuated EL systems.
One may consider to directly apply the internal model-
based control framework as presented in [26] for output reg-
ulation of lower triangular nonlinear systems. However it
proves to be a non-trivial task as shown in the following ex-
ample using a single-link manipulator.
Example 2.1 Consider a single-link manipulator as shown
in Fig. 1 and modeled by
Jq̈(t) +mgl cos(q(t)) = u(t) (7)
where m is the mass, J is the moment of inertia about the
joint axis, l is the distance from its axis of rotation to the
center of mass. Suppose that it should track a reference sig-
nal generated by (3). Following [22, pp. 83], the so-called
zero-error constrained input can be written as
u?(v, w) = J
∂2Q(v)
∂v2
Sv +mgl cos(Q(v)) (8)
which is obtained from (2), (3) and (7), wherew = [J mgl]T
collects all physical parametric uncertainties. From equation
(8), we observe that the zero-error constrained input function
u?(v, w) is not a polynomial in v. Moreover, the popular in-
ternal model design conditions of [26, 27, 28, 29] may not
be verifiable. Thus standard internal model based controller
as in [26] is not directly applicable to EL systems for global
output regulation design. This is the main motivation of the
present study for a new internal model approach towards out-
put regulation of EL systems.
3 Main Result
This section is devoted to a constructive solution for the
output regulation problem. We begin with addressing a use-
ful certainty equivalence property relating to the designed
internal model. Subsequently, we reformulate Problem 2.1
to a global robust adaptive stabilization problem for the rel-
evant augmented system, leading to the whole control law
design.
3.1 Internal Model and Certainty Equivalence Prop-
erty
Firstly, we solve the regulator equations (see [30] or [22,
Chapter 3]) associated to the systems (1) and exosystem (3).
It has a globally defined solution







u?(v, w) = H(q?(v))z?(v) + C(q?(v), ξ?(v))ξ?(v)




Secondly, we consider the intermediate composite system
v̇ = Sv,
q̇ = ξ,
e = q −Q(v) (10)
with ξ as the virtual control input and e as the regulated out-
put.
Lemma 3.1 Consider system (10) under condition H3 and
functions q?(v) and z?(v) as given in (9). Then the following
two properties hold.
P1 (Internal Model Design) There exists a canonical inter-
nal model of the form
η̇(t) = Mη(t) +Nξ(t) (11)
with output ξ in the sense of [22, Definition 6.6], where
(M,N) is a controllable matrix pair with M being
Hurwitz.
Particularly, it satisfies, for a smooth function θ(v) ∈
R` and a linear output mapping Γθ ∈ Rn,
∂θ(v)
∂v
Sv = Mθ(v) +Nξ?(v),
ξ?(v) = Γθ(v), ∀v ∈ V. (12)
P2 (Certainty Equivalence Property) There are linear
mappings L1 and L2 such that
q?(v) = qref,0 + L1θ(v),
z?(v) = L2θ(v), ∀v ∈ V (13)
where qref,0 is the reference bias. Particularly, if q?(v)
is unbiased, then qref,0 = 0 can be set in (13).
Proof of Lemma 3.1: The proof of P1 can be found from
[31] and [22]. To be self contained, it is given as fol-
lows. Consider ξ?(v) =
[
ξ?1(v) · · · ξ?n(v)
]T
. For each
i = 1, . . . , n, under condition H3, ξ?i (v) is polynomial in v.
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the triple {Ξi,Φi,Ψi} yields a steady-state generator
∂Ξi(v)
∂v
Sv = ΦiΞi(v), ξ
?
i (v) = ΨiΞi(v), ∀v ∈ V (15)
with output ξi in the sense of [22, Definition 6.1].
Based on (15), we can choose any controllable pair
(Mi, Ni) with Mi being Hurwitz, and solve the Sylvester
equation TiΦi = MiTi + NiΨi for a unique nonsingular
solution Ti (see [32, Theorem 2]). Denote ` = `1 + · · ·+ `n,
X = block diag(X1, . . . , Xn), Y =
[
Y T1 · · · Y Tn
]T
(16)
where X stands for M,N, T,Φ,Ψ and Γ, respectively, and
Y for θ and Ξ, respectively. This leads to generator (12) with
similarity transformation θ(v) = TΞ(v) and Γ = ΨT−1.
Finally, it shapes internal model (11).
Second, to show P2, consider q?(v) − qref,0 = q̄?(v) =[
q̄?1(v) · · · q̄?n(v)
]T












Π1(v) · · · Πn(v)
]T
. Then, recalling the
definition of Φ and Ψ in (14) and (16), we have the triple
{Π,Φ,Ψ} to be a generator of q?(v) − qref,0. It follows
Ξ(v) = ∂Π(v)∂v Sv = ΦΠ(v). Thus, we have
q?(v)− qref,0 = ΨΠ(v) = ΨΦ−1Ξ(v)
= ΨΦ−1T−1θ(v) , L1θ(v).
Moreover, in view of the definition of z?(v) in (9), and using




Sv = ΨΦΞ(v) = ΨΦT−1θ(v) , L2θ(v).
The proof is complete.
Remark 3.1 The internal model design of P1 in Lemma 3.1
is due to [31] for a canonical internal model with output ξ. It
is used to reproduce the desired steady-state information of
ξ for dynamic compensation control of system (10). One has
the following detectability question: is it possible to repro-
duce the state information of q through the internal model
state information η? In other words, can we solve q?(v) of
(9) from θ(v) satisfying (12)? This question is of interest
in the present study for achieving displacement and velocity
feedback, i.e., q is not available and only the displacement
information e and velocity ξ are available. The property
of P2 in Lemma 3.1 is exploited as a certainty equivalence
property for an answer to this question.
Remark 3.2 Lemma 3.1 is crucial for us to achieve output
regulation of EL systems as explained using the zero-error
constaint input (8) in Example 2.1. Using (9) and (13), it is
not difficult to show that




= Jz?(v) +mgl cos(q?(v))
= JL2θ(v) +mgl cos(qref,0 + L1θ(v))











collects all the parametric uncertainties, due to system pa-
rameters and reference bias. Hence, in virtue of Lemma 3.1,
u?(v, w) can be parameterized as
u?(v, w) = Y (L1θ,Γθ, L2θ)a(w, qref,0).
The above equation is of importance for us to achieve the
subsequent global adaptive stabilizing control for the aug-
mented system pursued in the rest of this section.
3.2 Global Adaptive Stabilization Design
In what follows, we address a byproduct adaptive stabi-
lization control problem to complete the output regulation
design. Toward this end, substituting (11) to (1) gives us the
following augmented system
η̇ = Mη +Nξ,
q̇ = ξ,
H(q)ξ̇ = u− C(q, ξ)ξ − g(q).
Using the following specific coordinate transformations
η̃ = η − θ −Ne,
e = q −Q(v),
ξ̄ = ξ − Γη, (17)
we can obtain a translated augmented system of the form
˙̃η = Mη̃ +MNe,
ė = ξ̄ + ∆1(η̃, e),
H(q) ˙̄ξ = u+ ∆2(η̃, e, ξ̄, v, a)− ρ(η)a, (18)
where
ρ(η) = Y (L1η,Γη, L2η),
∆1 = ∆1(η̃, e) = Γη̃ + ΓNe,
∆2 = ∆2(η̃, e, ξ̄, v, a)
= ρ(η̃ + θ +Ne)a−HL2(η̃ + θ +Ne)
+ C(e+Q(v), ξ̄ + Γ(η̃ + θ +Ne))
· (ξ̄ + Γ(η̃ + θ +Ne)) + g(e+Q(v)), (19)
and ∆1(η̃, e),∆2(η̃, e, ξ̄, v, a) satisfy
∆1(0, 0) = 0, ∆2(0, 0, 0, v, a) = 0, ∀v ∈ V, a ∈ A.
System (19) is in a block lower-triangular form with dy-
namic uncertainties. At this moment, we can use a recursive
approach to synthesize a adaptive stabilizer as stated in the
following lemma.
Lemma 3.2 (Global Adaptive Stabilization) For system
(18), there is a positive definite matrix Λ ∈ Rn×n and a
smooth matrix-valued function k : Rn → Rn×n such that,
under the control law
˙̂a = −λρT(η)ξ̃,
u = −k(ξ̃)ξ̃ + ρ(η)â, ξ̃ = Λe+ ξ̄ (20)
where λ ∈ Rn×n is an arbitrary positive definite constant
matrix, the closed-loop system (18) and (20) is globally
asymptotically stable at (η̃, e, ξ̃) = (0, 0, 0).
Summarized from the above developments, we are ready
to state the main theorem of the present study as follows.
Theorem 3.1 Under assumptions H1, H2 and H3, Prob-
lem 2.1 is solvable by a smooth control law of the form
η̇ = Mη +Nξ,
˙̂a = −ρT(η)ξ̃, ξ̃ = Λe+ ξ̄, ξ̄ = ξ − Γη,
u = −k(ξ̃)ξ̃ + ρ(η)â
where Λ and k are as in (20) and ρ(η) as in (19).
Remark 3.3 Note that we only use a single internal model
in the controller. Both zero-error constrained input and state
are reconstructed by the same generator due to their common
frequencies. This method is distinguished from that of [22,
Chapter 7.2] for system (1) with a pair of internal models.
The design conditions required in [22, Chapter 7.2] relating
to EL systems are not verifiable.
Also note that from the proof of Lemma 3.2, the skew
symmetric property in H1 can be replaced by a growth con-
dition on the time derivative of inertia matrix. Thus, the
design of Theorem 3.1 is not limited to EL nonlinear sys-
tems and it is applicable to a strictly larger class of nonlinear
systems than system (1) of the present study. For example,
consider the following multivariable system
v̇ = Sv,
ẋ1 = f1(x1, v) + b1(x1, v)x2,
ẋ2 = f2(x1, x2, v) + b2(x1, x2, v)u,
y = x1,
e = y − yref(v)
in a block lower-triangular form with state (x1, x2) ∈ Rn ×
Rn, input u ∈ Rn, and external signal v ∈ Rnv (as a spe-
cific references/disturbances source), having uniform vector
relative degree two [33, pp. 220]. It contains the EL system
as a special case. Under certain conditions, this output regu-
lation problem can be approached in the framework of [26]
with (e, x2) as the displacement and velocity measurement.
Therefore, it is of interest to investigate the same problem
by applying the adaptive internal model principle approach
proposed in the present study based on strictly relaxed con-
ditions than before.





















Fig. 2: Reference signal qref(t).
4 Illustration
Consider a two-link robot manipulator without gravity de-




















with q = [q1 q2]T being the two joint angles, u = [u1 u2]T
being the joint inputs, w = [w1 w2 w3]T collects system
















Fig. 3: Position tracking error e(t).
physical parameters, and
H11 = w1 + 2w3 cos(q2),
H12 = H21 = w2 + w3 cos(q2),
H22 = w2, ~ = w3 sin(q2).







. Then, according to H2, we have
Y (q − q0, q̇, q̈) =
[
q̈1 q̈2 Y13 Y14





w1 w2 w3 cos(q02) −w3 sin(q02)
]T
with
Y13 = 2q̈1 cos(q̄2) + q̈2 cos(q̄2)− (2q̇1q̇2 + q̇22) sin(q̄2),
Y14 = 2q̈1 sin(q̄2) + q̈2 sin(q̄2) + (2q̇1q̇2 + q̇
2
2) cos(q̄2),
Y23 = q̈1 cos(q̄2) + q̇
2
1 sin(q̄2),
Y24 = q̈1 sin(q̄2)− q̇21 cos(q̄2).
In this numerical setup, the simulated reference signal qref =[ q1,ref
q2,ref
]




























60 ≤ t ≤ 90.
The matrices in (14) are specified as follows:
Ψ = block diag(Ψ1,Ψ2),
Φ =
{
block diag(Φ1,Φ1), 0 ≤ t < 60,















,Ψ1 = Ψ2 = [1 0].












, i = 1, 2,
M = block diag(M1,M2), N = block diag(N1, N2),
λ = 100I, Λ = 2I, k(ξ̃) = diag(8(4 + ξ̃21), 8(4 + ξ̃
2
2)).
The simulation is performed with system parameters w =
[3.9 0.75 1.125]T. All the initial conditions of system state
and controller are set to be zero. The position tracking error
is shown in Fig. 3.
5 Conclusion
We have studied global robust output regulation of uncer-
tain EL systems and developed an adaptive internal model
approach for the problem. A certainty equivalence princi-
ple is used to achieve the constructive internal model based
smooth controller design. The future direction is two-folds.
One is to further investigate the problem as noted in Re-
mark 3.3 for more general nonlinear systems with input dis-
turbances (see [34] for an interesting study) and unknown
exosystems. The other is hoped to further approach the co-
ordination problem for multiple EL systems setting as those
in [25, 35] based on local displacements and velocity mea-
surements.
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