Introduction {#Sec1}
============

A challenging new paradigm has recently been put forward by the discovery of novel types of quantum phase transitions (QPTs)^[@CR1]^ occurring in non-equilibrium steady states (NESSs)^[@CR2]--[@CR10]^. A comprehensive picture and characterisation of dissipative NESS-QPTs is lacking, partly due to their nature lying in a blurred domain, where features typical of zero temperature QPTs coexists with properties typical of thermal phase transitions. Such a coexistence between quantum and classical fluctuations are to some extent reminiscent of quantum to classical crossovers in equilibrium QPTs, with a major striking difference: the remarkably sharp character of a truly critical phenomenon. 

A natural approach to the investigation of such a novel scenario would be to adapt tools used in the equilibrium settings. In this letter, we propose the use of the geometric phase (GP)^[@CR11],[@CR12]^, and in particular its mixed state generalisation, the Uhlmann GP^[@CR13]^, to investigate NESS-QPT. GPs, and related geometrical tools, such as the Bures metrics^[@CR14]--[@CR16]^, have been successfully applied in the analysis of many equilibrium phase transitions^[@CR17]--[@CR20]^. The Bures metrics have been employed in thermal phase transitions^[@CR21]^, and QPTs, both in symmetry-breaking^[@CR17]--[@CR20],[@CR22]^ as well as in topological phase transitions^[@CR23]^. GPs are at the core of the characterisation of topological phase transitions^[@CR24]^, and have been employed in the description and detection of QPTs, both theoretically^[@CR25]--[@CR33]^ and experimentally^[@CR34]^. The use of GP in QPTs can be heuristically understood as follows: QPTs are determined by dramatic structural changes of the system state, resulting from small variations of control parameters. When approaching a criticality, two infinitesimally close states on the parameter manifold, become increasingly statistically distinguishable, i.e. their geometric-statistical distance grows. Abrupt changes in the distance are accompanied by singularities of the state space curvature, which in turn determine GP instabilities on states traversing loops in the neighbourhood of the criticality^[@CR25]--[@CR31]^.

Due to their mixed state nature, the NESSs require the use of a definition of GP in the density operators domain. Among all possible approaches^[@CR13],[@CR35]--[@CR39]^, the Uhlmann GP^[@CR13]^ stands out for its deep-rooted relation to information geometry and metrology^[@CR40]^, whose tools have been profitably employed in the investigation of QPT and NESS-QPT^[@CR18],[@CR41],[@CR42]^. Uhlmann holonomy and GP have been applied to the characterisation of both topological and symmetry breaking equilibrium QPT^[@CR43]--[@CR48]^. Many proposals to measure the Uhlmann GP have been put forward^[@CR49],[@CR50]^, and demonstrated experimentally^[@CR51],[@CR52]^.

Motivated by this, we introduce the mean Uhlmann curvature (MUC) and investigate its role in the characterisation of dissipative NESS-QPTs. The MUC, defined as the Uhlmann GP per unit area of a density matrix evolving along an infinitesimal loop, has also a fundamental interpretation in multiparameter quantum metrology: it marks the measurement incompatibility between independent parameters arising from the quantum nature of the underlying physical system^[@CR53]^. In this sense, the MUC is a measure of "quantumness" in the *multi-parameter* estimation problem, and its singular behaviour responds only to quantum fluctuations occurring across a phase transition.

We apply these ideas to the physically relevant setting of fermionic quadratic dissipative Lioviullian models, some of which show rich NESS features^[@CR2],[@CR3],[@CR41],[@CR42],[@CR54],[@CR55]^.

Results {#Sec2}
=======

The mean Uhlmann curvature {#Sec3}
--------------------------

The Uhlmann GP relies on the idea of amplitude of a mixed state. Given a density operator *ρ* acting on a Hilbert space $\documentclass[12pt]{minimal}
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The Uhlmann connection *A* can be derived from the ansatz^[@CR56]^ $\documentclass[12pt]{minimal}
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Notice that, while *F* is gauge covariant, i.e. it transforms as $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathscr{U}}}_{\mu \nu }$$\end{document}$ is a gauge invariant, i.e. it depends only on the infinitesimal path *ρ*(*t*). In the gauge in which $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${w}_{0}=\sqrt{\rho (0)}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathscr{U}}}_{\mu \nu }={\rm{Tr}}(\rho {F}_{\mu \nu })$$\end{document}$ acquires the meaning of a *mean Uhlmann curvature* (MUC).

It can be shown that (see Methods)$$\documentclass[12pt]{minimal}
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The above expression bears a striking resemblance with a pivotal quantity of quantum metrology, the quantum Fisher information matrix, defined as $\documentclass[12pt]{minimal}
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For single parameter estimation, the Cramér-Rao bound can always be saturated by the projective measurement on the eigenbasis of the symmetric logarithmic derivative. However, in a multi-parameter scenario this is not always the case, due to the non-commutativity of measurements associated to independent parameters. Within the framework of quantum local asymptotic normality^[@CR60]--[@CR62]^, one can prove that the multi-parameter quantum Cramér-Rao bound is attainable iff $\documentclass[12pt]{minimal}
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When saturated, bound ([3](#Equ3){ref-type=""}) marks the *condition of maximal incompatibility*, in which the quantum indeterminacy in the estimation problem reaches the order of Det(*J*)^−1/2^, the same of the quantum Cramér-Rao bound ([2](#Equ2){ref-type=""}).

Dissipative quadratic models {#Sec4}
----------------------------

We now investigate the scaling law of the MUC, in dissipative Markovian models whose dynamics are generated by a master equation of Lindblad type^[@CR63]^$$\documentclass[12pt]{minimal}
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The Hamiltonian is assumed quadratic in the fermion operators, i.e. $\documentclass[12pt]{minimal}
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In Methods, we show that for a generic Gaussian Fermionic state the MUC can be expressed in a parameter-independent way, as$$\documentclass[12pt]{minimal}
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According to^[@CR64]^, the condition of NESS uniqueness is $\documentclass[12pt]{minimal}
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A similar relation between the super-extensivity of the MUC and Δ is implied by the inequality $\documentclass[12pt]{minimal}
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                \begin{document}$$|{\mathscr{U}}|\propto {n}^{\alpha +1}$$\end{document}$ entails a dissipative gap that vanishes at least as Δ ∝ *n*^−*α*/2^, providing a relation between the dynamical properties of the NESS-QPT and the MUC.

However, as stated above, the scaling of MUC does indeed signal the presence of a NESS-QPT, but provide also a way of revealing the quantum character of the fluctuations that drive the criticality. On the one hand, the relation between MUC and quantum nature of the underlying physical system is apparent from the expression ([1](#Equ1){ref-type=""}). The MUC arises from the commutator of two SLD, and, as such, its super-extensive properties cannot arise from classical fluctuations, as in equilibrium thermal phase transitions, but can only arise as a consequence of non-commutativity of close-by density matrices *ρ*(*λ*) and *ρ*(*λ* + *dλ*). In this sense, $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{U}}$$\end{document}$ is a signature of criticality associated to quantum fluctuations, as it cannot be sensitive to criticality induced by classical fluctuations, i.e. those associated only to changes in eigenvalues and not eigenstates of the density matrices.

Moreover, the comparison between the scaling laws of the MUC and quantum Fisher Information provides a means to estimate the quantum vs classical contributions to the fluctuations driving the criticality. This comparison is quantified by the ratio $\documentclass[12pt]{minimal}
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                \begin{document}$$Q\,:\,=|{\rm{Det}}2{\mathscr{U}}|/{\rm{Det}}J$$\end{document}$, which according to the inequality ([3](#Equ3){ref-type=""}) is upper bounded by *Q* ≤ 1, hence its scaling law is at most $\documentclass[12pt]{minimal}
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                \begin{document}$$Q\sim {n}^{0}$$\end{document}$. When the above scaling law is saturated, the *condition of maximal incompatibility* of the associated quantum estimation problem is asymptotically satisfied. This implies that, in the thermodynamic limit *n* → ∞, the quantum character of the fluctuations driving the criticality cannot be neglected.

Let's apply the above analysis to a specific model, the boundary-driven spin-1/2 XY chain^[@CR2]^. In this model, an open chain of spin-1/2 particles interacts via the *XY*-Hamiltonian,$$\documentclass[12pt]{minimal}
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                \begin{document}$${\sigma }_{j}^{x,y,z}$$\end{document}$ are Pauli operators acting on the spin on the *j*-th site. At each boundary, the chain is in contact with two different reservoirs, described by Lindblad operators $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Lambda }}}_{R}^{\pm }=\sqrt{{\kappa }_{R}^{\pm }}({\sigma }_{j}^{x}\pm i{\sigma }_{j}^{y})/2$$\end{document}$. A Jordan-Wigner transform converts the system into a quadratic fermionic dissipative model with Gaussian NESS^[@CR2],[@CR66]^. The system experiences different phases as the anisotropy *δ* and magnetic field *h* are varied. For $\documentclass[12pt]{minimal}
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                \begin{document}$$h < {h}_{c}\,:\,=|1-{\delta }^{2}|$$\end{document}$ the chain exibits long-range magnetic correlations (LRMC) and high sensitivity to external parameter variations. For *h* \> *h*~*c*~ and along the lines *h* = 0 and *δ* = 0 the model shows short-range correlations, with correlation function $\documentclass[12pt]{minimal}
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                \begin{document}$${\xi }^{-1}\simeq 4\sqrt{2(h-{h}_{c})/{h}_{c}}$$\end{document}$. In both long and short range phases, the dissipative gap closes as $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}={\mathscr{O}}({n}^{-3})$$\end{document}$ in the thermodynamical limit *n* → ∞. The critical line *h* = *h*~*c*~, is characterised by power-law decaying correlations *C*~*jk*~ ∝ \|*j* − *k*\|^−4^, and $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}={\mathscr{O}}({n}^{-5})$$\end{document}$. Therefore, the scaling law of Δ cannot distinguish long and short range phases, and can only detect the actual critical line *h* = *h*~*c*~. Likewise, Δ does not identify the transition from the LRMC phase to the *δ* = 0 and *h* = 0 lines.

In Table [1](#Tab1){ref-type="table"}, the MUC scaling law is compared with the scaling of \|\|*J*\|\|~∞~, Det*J* and Δ in each region of the phase diagram. Figure [1](#Fig1){ref-type="fig"} clearly shows that $\documentclass[12pt]{minimal}
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                \begin{document}$$|{{\mathscr{U}}}_{\delta h}|$$\end{document}$ maps faithfully the phase diagram. A super-extensive behaviour of the MUC characterises the LRMC phase with a scaling $\documentclass[12pt]{minimal}
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                \begin{document}$$|{{\mathscr{U}}}_{\delta h}|={\mathscr{O}}({n}^{2})$$\end{document}$, while in the short range phase the MUC is size independent. Thus, differently from Δ, the MUC discriminates these phases, with no need of crossing the critical line *h* = *h*~*c*~. Figure [2](#Fig2){ref-type="fig"} shows that in the LRMC phase, the scaling law of the MUC saturates the upper bound ([3](#Equ3){ref-type=""}), in contrast to the short range phase. This shows the striking different nature of the two phases. In the LRMC region, the system behaves as an inherently two-parameter quantum estimation model, where the parameter incompatibility cannot be neglected even in the thermodynamical limit. On the short-range phase, instead, the system is asymptotically quasi-classical. The critical line *δ* = 0 (with \|*h*\| ≤ *h*~*c*~) and the critical line *h* = 0, which mark regions of short range correlations embedded in a LRMC phase, show a MUC which grows super-extensively, with scaling $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{O}}({n}^{3})$$\end{document}$, and a nearly saturated inequality ([3](#Equ3){ref-type=""}). In the critical line $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$h\simeq {h}_{c}$$\end{document}$, despite the spectacular divergence of $\documentclass[12pt]{minimal}
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                \begin{document}$$\parallel J{\parallel }_{\infty }\simeq {\mathscr{O}}({n}^{6})$$\end{document}$, the scaling law of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|{{\mathscr{U}}}_{\delta h}|$$\end{document}$ drops to a constant, revealing an asymptotic quasi-classical behaviour of the model at the phase transition.Table 1Here we show a comparison between the scaling laws for: the dissipative gap Δ^[@CR2]^, the largest eigenvalue \|\|*J*\|\|~∞~ of the quantum Fisher information matrix^[@CR41]^, the determinant of *J*, the largest eigenvalue $\documentclass[12pt]{minimal}
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                \begin{document}$$\parallel {\mathscr{U}}{\parallel }_{\infty }=|{{\mathscr{U}}}_{\delta h}|=\sqrt{{\rm{Det}}\,{\mathscr{U}}}$$\end{document}$ of the MUC, and the ratio $\documentclass[12pt]{minimal}
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                \begin{document}$$Q\,:\,=|{\rm{Det}}2{\mathscr{U}}|/{\rm{Det}}J$$\end{document}$ for each phase of the boundary driven XY model^[@CR2]^.PhaseParametersΔ\|\|*J*\|\|~∞~DetJ\|$\documentclass[12pt]{minimal}
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                \begin{document}$$h\simeq {h}_{c}$$\end{document}$*n* ^−5^*n* ^6^*n* ^7^*n* ^0^*n* ^−7^Short range*h* \> *h*~*c*~*n* ^−3^*nn* ^2^*n* ^0^*n* ^−2^Critical*δ* = 0, \|*h*\| \< *h*~*c*~*n* ^−3^*n* ^2^*n* ^8^*n* ^3^*n* ^−2^The ratio *Q* ≤ 1 when *Q* \~ *n*^0^ marks the condition of maximal asymptotic incompatibility.Figure 1The MUC $\documentclass[12pt]{minimal}
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                \begin{document}$$|{{\mathscr{U}}}_{\delta h}|$$\end{document}$ for the boudary driven XY model, for *n* = 300. The qualitative behaviour of MUC maps the phase diagram quite faithfully. The discontinuity accross the critical line $\documentclass[12pt]{minimal}
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                \begin{document}$$h=\,{h}_{c}\,:\,=|1-{\delta }^{2}|$$\end{document}$ signals the transition between LRMC and short range phases. $\documentclass[12pt]{minimal}
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                \begin{document}$${\kappa }_{R}^{-}=0.5$$\end{document}$. The qualitative features remains unchanged for different values of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\kappa }_{L,R}^{\pm }$$\end{document}$.Figure 2Boundary driven XY model. Scaling laws of the determinants (main) and maximal eigenvalues (inset) of the quantum Fisher information matrix *J* and mean Uhlmann curvature $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{U}}$$\end{document}$ for different values of *h*, with *δ* = 1.25 and *h*~*c*~ = \|1 − *δ*^2^\|. The laws do not depend on the particular values of the $\documentclass[12pt]{minimal}
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                \begin{document}$${\kappa }_{R,L}^{\pm }$$\end{document}$. The scalings are the results of fits on numerical data, with size ranging in *n* ∈ \[20, 2000\].

Translationally invariant systems {#Sec5}
---------------------------------

An important subclass of quadratic Liouvillian Fermionic models are those enjoying the translational invariance symmetry. In such systems one can employ the whole wealth of powerful tools stemming out of the Fourier transform and work directly in the thermodynamical limit. This enables one to quantitatively define criticality in terms of singularities in the quasi-momentum space, thereby secluding the kinematics of the NESS-QPT from the dynamical properties of the model. The most natural notion of many-body criticality is in terms of diverging correlation length, which in a translationally invariant system is relatively straightforward to handle. This way of defining criticality enables one to bypass the difficulties arising from the ambiguous relation between NESS-QPTs and the vanishing dissipative gap.

The object of investigation is the covariance matrix, which in a translationally invariant system can be conveniently studied through its Fourier components. It is the non-analytical behaviour in the Fourier basis which conveys information on the long-wavelength limit, i.e. on the divergence of the correlation length.

Consider an explicit translationally invariant *d*-dimensional lattice of Fermions located at sites $\documentclass[12pt]{minimal}
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                \begin{document}$$r\in {{\mathbb{Z}}}_{L}^{d}$$\end{document}$, and assume finite (or quasi-finite) range interaction. The system size is *n* = *L*^*d*^, and subsequently, one takes the thermodynamical limit *L* → ∞. One can define the covariance matrix over a discrete quasi-momentum space. However the considerations on the long-wavelength limit that will follow truly apply only at the thermodynamical limit: hence divergences of correlation lengths manifest genuine quantum many-body effects.

In a translationally invariant chain, the Fermions can be labelled as ***ω***~*r*~ = (*ω*~*r*,1~, *ω*~*r*,2~)^*T*^, where *ω*~*r*,*β*~ with *β* = 1, 2 are the two types of Majorana fermions on each site $\documentclass[12pt]{minimal}
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                \begin{document}$$r\in {\mathbb{Z}}$$\end{document}$. The Hamiltonian can be written as $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal H} ={\sum }_{r,s}\,{{\boldsymbol{\omega }}}_{r}^{T}h(r-s){{\boldsymbol{\omega }}}_{s}$$\end{document}$ and similarly the Lindbladians $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Lambda }}}_{\alpha }(r)={\sum }_{s}\,{{\boldsymbol{l}}}_{\alpha }^{T}(s-r){{\boldsymbol{\omega }}}_{s}$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$h(r)=h{(r-)}^{\dagger }$$\end{document}$ are 2 × 2 complex matrices and and $\documentclass[12pt]{minimal}
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                \begin{document}$${{\boldsymbol{l}}}_{\alpha }(r)\in {{\mathbb{C}}}^{2}$$\end{document}$. Accordingly, the bath matrix can be expressed as \[*M*\]~(*r*,*β*)(*s*,*β*′)~ = \[*m*(*r* − *s*)\]~*ββ*′~, (*β*, *β*′ = 1, 2), where $\documentclass[12pt]{minimal}
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                \begin{document}$$m(r)={m}^{\dagger }(\,-\,r)$$\end{document}$ are the 2 × 2 matrices $\documentclass[12pt]{minimal}
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                \begin{document}$$m(r)\,:\,={\sum }_{\alpha ,s}\,{{\boldsymbol{l}}}_{\alpha }(s-r)\otimes {{\boldsymbol{l}}}_{\alpha }^{\dagger }(s)$$\end{document}$.

In the limit of infinite large system, both Hamiltonian and bath matrix are circulant. And the correlation matrix of the unique steady state solution is circulant, too: $\documentclass[12pt]{minimal}
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                \begin{document}$${[{\rm{\Gamma }}]}_{(r,\beta )(s,\beta ^{\prime} )}={[\gamma (r-s)]}_{\beta \beta ^{\prime} }:\,=1/2{\rm{Tr}}\rho [{\omega }_{r,\beta },{\omega }_{s,\beta ^{\prime} }]$$\end{document}$. The Fourier component of the covariance matrix, called the covariance symbol, reads $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\gamma }(\varphi )\,:\,={\sum }_{r}\,\gamma (r){e}^{-i\varphi \cdot r}$$\end{document}$, with *ϕ* ∈ \[−*π*, *π*). In terms of the symbol functions, the continuous Lyapunov equation reduces to a set of 2 × 2 matrix equations$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{x}(\varphi )\tilde{\gamma }(\varphi )+\tilde{\gamma }(\varphi ){\tilde{x}}^{T}(\,-\,\varphi )=\tilde{y}(\varphi ),$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{x}(\varphi )=2[2i\tilde{h}(\varphi )+\tilde{m}(\varphi )+{\tilde{m}}^{T}(\,-\,\varphi )]$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{y}(\varphi )=-\,4[\tilde{m}(\varphi )-{\tilde{m}}^{T}(\,-\,\varphi )]$$\end{document}$ are the symbol functions of *X* and *Y*, respectively, and $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{m}(\varphi )={\sum }_{\alpha }\,{\tilde{{\boldsymbol{l}}}}_{\alpha }\otimes {\tilde{{\boldsymbol{l}}}}_{\alpha }^{\dagger }$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{{\boldsymbol{l}}}}_{\alpha }(\varphi )$$\end{document}$ are the Fourier components of *h*(*r*), *m*(*r*) and ***l***~*α*~(*r*), respectively. Notice that $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{m}(\varphi )=\tilde{m}{(\varphi )}^{\dagger }={\sum }_{\alpha }\,{\tilde{{\boldsymbol{l}}}}_{\alpha }\otimes {\tilde{{\boldsymbol{l}}}}_{\alpha }^{\dagger }\ge 0$$\end{document}$ is a positive semidefinite matrix. The spatial correlation between Majorana Fermions are then recovered from the inverse Fourier transform of the symbol function $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma (r)=\frac{1}{{(2\pi )}^{d}}\,{\int }_{{{\mathbb{T}}}^{d}}\,{d}^{d}\varphi \tilde{\gamma }(\varphi ){e}^{i\varphi \cdot r}$$\end{document}$. Following^[@CR54],[@CR70]^, here we will define criticality by the divergence of correlation length, which is defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$${\xi }^{-1}\,:\,=-\,\mathop{\mathrm{lim}}\limits_{|r|\to \infty }\frac{\mathrm{ln}\,\parallel \gamma (r)\parallel }{|r|}.$$\end{document}$$

In the thermodynamical limt, the divergence may only arise as a consequence of the non-analytical dependence of *γ*(*r*) on the system parameters. Let's confine ourselves to the case of a one-dimensional Fermionic chain. In order to derive informations on the large distance behaviour of the correlations, it is convenient to express the integral of the inverse Fourier transform in the complex plane, though the analytical continuation *e*^*iϕ*^ → *z*. This results in the following expression for the correlation function$$\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma (r)=\sum _{\bar{z}\in {S}_{1}}\,{{\rm{Res}}}_{\bar{z}}[{z}^{r-1}\tilde{\gamma }(z)],$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{Res}}}_{\bar{z}}$$\end{document}$ indicates the residues of the poles inside the unit circle $\documentclass[12pt]{minimal}
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Mean Uhlmann Curvature and Criticality in Translationally Invariant Models {#Sec6}
--------------------------------------------------------------------------

We will show that the MUC is sensitive to the criticality, but only in the sense of a truly diverging correlation length. Indeed one can show that the Uhlmann curvature is insensitive to the vanishing of the dissipative gap, if the latter, as it may happen, is not accompanied by a diverging correlation length. In this sense, the Uhlmann curvature confirms its role as a witness of the purely kinematic aspects of the criticality, and it is only indirectly affected by the dynamical features of the NESS-QPT.

Thanks to the translational symmetry, one can exploit the formalism of Fourier transform and derive a quite compact expression of the MUC. By applying the convolution theorem on the equation ([5](#Equ5){ref-type=""}), one obtains the following expression for the MUC *per site*$$\documentclass[12pt]{minimal}
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In the above expression, *κ*~*μ*~(*ϕ*) is the operator solution of the 2 × 2 discrete time Lyapunov equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\gamma }(\varphi )$$\end{document}$). Hence, eq. ([11](#Equ11){ref-type=""}) can be cast in the following basis independent form$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Det}}\tilde{\gamma }(\varphi )=1$$\end{document}$ is equivalent to having two eigenvalues of correlation matrix equal to (*γ*~*i*~, *γ*~*k*~) = ±(1, 1). Such extremal values cause no singularity in MUC, but result in a vanishing contribution to the MUC.

In Methods, we will demonstrate that a singularity of $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{{\mathscr{U}}}$$\end{document}$ signals the occurrence of a criticality. Specifically, employing the analytical extension in the complex plane of *u*~*μν*~(*ϕ*) leads to$$\documentclass[12pt]{minimal}
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Notice that *u*~*μν*~(*z*) has at most isolated poles, due to its rational dependence on *z*. Assume that as $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\gamma }(z)$$\end{document}$ approaches the same value, causing the correlation length to diverge. Therefore the singular behaviour of the Uhlmann phase necessarily represents a sufficient criterion for a NESS-QPT. Notice also (see Methods) that such criticalities are necessarily accompanied by the closure of the dissipative gap, however, the converse is in general not true. Indeed, *a vanishing dissipative gap is not a sufficient condition for criticality*, but only necessary. This fact can be readily checked with the model discussed in the next subsection, which shows a closing dissipative gap without the occurrence of a diverging correlation length.

Moreover, a singularity in the MUC may only arise as the result of criticality and are otherwise insensitive to a vanishing dissipative gaps. These features are exemplified in the following translational invariant dissipative fermionic chain: the rotated XY model with periodic boundary conditions^[@CR25],[@CR26]^, $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$t(\varphi )\,:\,=\delta \,\sin \,\varphi /(\cos \,\varphi -h)$$\end{document}$. The system shows criticality in the same critical regions of the *XY* hamiltonian model^[@CR68]^. By using expression (14) we can calculate the exact values of the mean Uhlmann curvature. We find that $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar{{\mathscr{U}}}}_{h\theta }$$\end{document}$ are plotted in Fig. [3](#Fig3){ref-type="fig"}. As predicted, the Uhlmann curvature shows a singular behaviour only across criticality. In particular, $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar{{\mathscr{U}}}}_{\delta \theta }$$\end{document}$ is discontinuous in the *XX* type criticalities *δ* = 0, *h* \< 1.Figure 3The mean Uhlmann curvature per number of sites $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar{{\mathscr{U}}}}_{\delta \theta }$$\end{document}$ (right) on the parameters *δ* and *h*. The mean Uhlmann curvature shows a singular behaviour in the critical regions of the model. $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar{{\mathscr{U}}}}_{\delta \theta }$$\end{document}$ is discontinuous in the *XX* type criticalities *δ* = 0, \|*h*\| \< 1.

A model with closing dissipative gap without criticality {#Sec7}
--------------------------------------------------------

In this section we will show an example of a 1D fermionic dissipative system in which the closure of the dissipative gap does not necessarily lead to a diverging correlation length. Consider a chain of fermions on a ring geometry, with *no Hamiltonian* and a reservoir defined by the following set of Lindblad operators$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rm{\Lambda }}(r)=[(1+\lambda ){{\boldsymbol{l}}}_{0}^{T}{{\boldsymbol{\omega }}}_{r}+{{\boldsymbol{l}}}_{1}^{T}{{\boldsymbol{\omega }}}_{r+1}+\lambda {{\boldsymbol{l}}}_{2}^{T}{{\boldsymbol{\omega }}}_{r+2}]/n(\lambda ),$$\end{document}$$where *r* = 1, ..., *n*, ***l***~0~ = (cos *θ*, −sin *θ*)^*T*^, ***l***~1~ = ***l***~2~ = *i*(sin *θ*, cos *θ*)^*T*^, and *n*(*λ*) = 4(*λ*^2^ + *λ* + 1), with $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda \in {\mathbb{R}}$$\end{document}$, *θ* = \[0, 2*π*). This is a simple extension of a model introduced in^[@CR71]^, which, under open boundary conditions, shows a dissipative topological phase transition for *λ* = ±1. In the thermodynamical limit *n* → ∞, the eigenvalues of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{x}(\varphi )$$\end{document}$ are *x*~1~ = 4(1 + *λ*)^2^/*n*(*λ*)^2^, and *x*~2~ = 4(1 + 2*λ* cos *ϕ* + *λ*^2^)/*n*(*λ*)^2^, showing a closure of the dissipative gap at *λ* = ±1. For \|*λ*\| ≠ 1 the unique NESS is found by solving the continuous Lyapunov equation ([7](#Equ7){ref-type=""}). The symbol function, in a Pauli matrix representation, results $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\gamma }$$\end{document}$ is critical in the sense of diverging correlation, only for *λ* = −1 and not for *λ* = 1, even if the dissipative gap closes in both cases. Figure [4](#Fig4){ref-type="fig"} shows the dependence of the inverse correlation length of the bulk, the dissipative gap and the mean Uhlmann curvature $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar{{\mathscr{U}}}}_{\lambda \varphi }$$\end{document}$ on the parameter *λ*. Notice a discontinuity of the Uhlmann phase corresponding to the critical point *λ*~0~ = −1, while it does not show any singularity for *λ* = 1 where the gap closes.Figure 4Model of a 1D fermionic chain on a ring showing a closing dissipative gap that does not imply a diverging correlation length. This is the model discussed in the last subsection of Results, which is a simple extension of a model introduced in^[@CR71]^. The inverse correlation length, the dissipative gap and the MUC are shown, respectevely, from the left to the right panel. The model is critical only for *λ* = −1, while the gap closes for both *λ* = ±1. As expected, the discontinuity of MUC captures the criticality, and it is otherwise insensitive to a vanishing gap.

Discussion {#Sec8}
==========

We have introduced an entirely novel approach to quantitatively assess the "quantum-ness" of critical phenomena. To this end, we resorted to ideas borrowed from quantum estimation theory, which endow the geometric phase approach with an operationally well defined character. The geometrical interpretation offers an intuitive explanation as to why singularities of MUC emerge in criticalities, and leads to a unified interpretation for equilibrium and out-of-equilibrium QPTs. In quantum metrology, the MUC accounts for the discrepancy between an inherently quantum and a quasi-classical multi-parameter estimation problem, shading a new light onto the nature of correlations in NESS-QPTs. We have explored the properties of the MUC in the physically relevant class of dissipative NESS-QPTs exhibited by quadratic fermionic Liouvillian models. A relation between the singular behaviour of the MUC and the criticality has been analytically demonstrated. We have employed specific prototypical models, showing that the scaling laws and the singularities of $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{U}}$$\end{document}$ map faithfully the phase diagrams. This approach goes well beyond the application to the important class of quadratic dissipative models analysed here, and introduces a tool suitable for the systematic investigation of out-of-equilibrium quantum critical phenomena. It immediately extends to phase transitions with and without order parameters, quenched dynamics in open and closed systems, topological dissipative phase transitions, dynamical critical phenomena. Moreover, this idea is also a promising tool which may glean insight on the interplay between competing orders both in equilibrium and non-equilibrium QPTs.

Methods {#Sec9}
=======

Uhlmann geometric phase and mean Uhlmann curvature {#Sec10}
--------------------------------------------------

Here we will briefly review the idea of the Uhlmann geometric phase, and derive the expression of the mean Uhlmann curvature as a function of the symmetric logarithmic derivatives (SLDs). Given a density operator *ρ* acting on a Hilbert space $\documentclass[12pt]{minimal}
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The above equation, leaves a gauge freedom *U*(*n*) in the choice of *w*, as any *w*′ = *wU* is an amplitude of the same *ρ*. Indeed, from the polar decomposition theorem we can always uniquely parametrise an amplitude as $\documentclass[12pt]{minimal}
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Given a pure state *ψ*, a similar *U*(1) gauge freedom is obtained by the simple observation that any *ψ* = *e*^*iφ*^*ψ*′ represents the same element of the projective Hilbert space. Let \|*ψ*~*λ*~〉〈*ψ*~*λ*~\| be a family of pure states parameterised by $\documentclass[12pt]{minimal}
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Similarly, we can have a smooth closed trajectory of density matrices, *ρ*~*λ*(*t*)~, parametrised by a path *γ*: $\documentclass[12pt]{minimal}
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This equivalently means that the chosen *w*~1~ and *w*~2~ are those that maximise their Hilbert Schmidt scalar product $\documentclass[12pt]{minimal}
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Applied to any two neighbouring points *w*~*λ*(*t*)~ and *w*~*λ*(*t*+*dt*)~ of a smooth path of amplitudes, the parallel transport condition ([17](#Equ17){ref-type=""}) becomes$$\documentclass[12pt]{minimal}
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According to^[@CR56]^, the parallel transport condition ([18](#Equ18){ref-type=""}) is fullfilled by the following ansatz$$\documentclass[12pt]{minimal}
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The analog of the Berry curvature, the Uhlmann curvature two-form, is defined as $\documentclass[12pt]{minimal}
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As already mentioned, the Uhlmann geometric phase is defined as$$\documentclass[12pt]{minimal}
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We called the latter *mean Uhlmann curvature* (MUC), on account of the expression $\documentclass[12pt]{minimal}
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By taking the external derivative of the expression ([22](#Equ22){ref-type=""}) and by using the property *d*^2^ = 0, it can be shown that^[@CR56]^$$\documentclass[12pt]{minimal}
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Multiplying the above expressions by *w*^†^ and *w*, respectively, and taking the trace yields$$\documentclass[12pt]{minimal}
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Fermionic Gaussian states {#Sec11}
-------------------------

We will specialize our considerations to the case of systems described by fermionic Gaussian states. The fermionic Gaussian states are defined as density matrices *ρ* that can be expressed as$$\documentclass[12pt]{minimal}
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Here Ω is a 2*n* × 2*n* real antisymmetric matrix, and $\documentclass[12pt]{minimal}
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For a Gaussian fermionic state, all odd-order correlation functions are zero, and all even-order correlations, higher than two, can be obtained from Γ by Wick's theorem^[@CR73]^, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$${a}_{jk}\,:\,={{\rm{\Gamma }}}_{jk}+{\delta }_{jk}$$\end{document}$. We would like to derive a convenient expression for the QFT for Gaussian fermionic states. In order to do this, we first derive the SLD in terms of correlation matrix Γ. Due to the quadratic dependence of ([28](#Equ28){ref-type=""}) in ***ω***, and following the arguments of^[@CR74]^, it can be shown that *L* is a quadratic polynomial in the Majorana fermions$$\documentclass[12pt]{minimal}
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                \begin{document}$$K={\sum }_{\mu }\,{K}_{\mu }d{\lambda }_{\mu }$$\end{document}$, with *K*~*μ*~ a 2*n* × 2*n* hermitian antisymmetric matrix, ***ζ*** = ***ζ***~*μ*~*dλ*~*μ*~, with ***ζ***~*μ*~ a 2*n* real vector, and *η* = *η*~*μ*~*dλ*~*μ*~ a real valued one-form. From the property that Tr(*ρω*~*k*~) = 0 for any 1 ≤ *k* ≤ 2*n*, it is straightforward to show that the linear term in ([30](#Equ30){ref-type=""}) is identically zero$$\documentclass[12pt]{minimal}
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In order to determine *K*, we take the differential of Γ~*jk*~ = 1/2Tr(*ρ*\[*ω*~*j*~, *ω*~*k*~\])$$\documentclass[12pt]{minimal}
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The above equation can be formally solved by$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{Ad}}}_{{\rm{\Gamma }}}(X)\,:={\rm{\Gamma }}X{{\rm{\Gamma }}}^{\dagger }$$\end{document}$ is the adjoint action. In the eigenbasis of Γ it reads$$\documentclass[12pt]{minimal}
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Knowing the expression for the SLDs, we can calculate the QFT by plugging $\documentclass[12pt]{minimal}
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Sufficient condition for criticality in translationally invariant dissipative models {#Sec12}
------------------------------------------------------------------------------------

In this section we will show that a singular dependence of $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda \in  {\mathcal M} $$\end{document}$ necessarily implies a criticality, strictly in the sense of a diverging correlation length.

Let's now prove that, in translationally invariant models, a vanishing dissipative gap is a *necessary condition* for criticality.

### Proposition 1. {#FPar1}
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### *Proof*. {#FPar2}

Under the vectorising isomorphism, $\documentclass[12pt]{minimal}
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We will next show that a singular behaviour of $\documentclass[12pt]{minimal}
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Indeed, let's now show that the poles of *u*~*μν*~(*z*) with \|*z*\| = 1 are to be found only among the roots of *d*(*z*). Assuming *d*(*z*) ≠ 0, and plugging the unique solution ([40](#Equ40){ref-type=""}) into equation ([13](#Equ13){ref-type=""}) leads to$$\documentclass[12pt]{minimal}
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For the statement *(i)*, it is just enough to prove the following lemma.

### Lemma 1. {#FPar3}

*If d*(*z*) = 0 *with* \|*z*\| = 1, *then η*(*z*) = 0.

### *Proof*. {#FPar4}
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To prove statement *(ii)*, we just need the following proposition.

### Proposition 2. {#FPar5}
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### *Proof*. {#FPar6}
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The Mean Uhlmann Curvature and the quantum Fisher information matrix {#Sec13}
--------------------------------------------------------------------

As mentioned earlier, an important interpretation of $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{D}}(G)\,:\,={C}_{H}(G)-{\rm{t}}{\rm{r}}(G{J}^{-1})$$\end{document}$ the discrepancy between the attainable multi-parameter HCRB and the CRB, then $\documentclass[12pt]{minimal}
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For the special case of a two-parameter model, in the eigenbasis of *J*, with eigenvalues *j*~1~ and *j*~2~, it holds$$\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{{\rm{Det}}\,2{\mathscr{U}}}/{\rm{Det}}J$$\end{document}$ provides a figure of merit which measures the *amount of incompatibility* between two independent parameters in a quantum two-parameter model.

For self-adjoint operators *B*~1~, ..., *B*~*N*~, the Schrodinger-Robertson's uncertainty principle is the inequality^[@CR75]^$$\documentclass[12pt]{minimal}
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For *N* = 2, when the inequality ([51](#Equ51){ref-type=""}) is saturated, it implies that$$\documentclass[12pt]{minimal}
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Another interesting inequality relates the eigenvalues of *J* and $\documentclass[12pt]{minimal}
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