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Let Ω ⊆ RN be a bounded Lipschitz domain. We ﬁrst consider an elliptic boundary
value problem with general Robin boundary conditions. The boundary conditions can be
either local or nonlocal, depending on the conditions imposed on the elliptic operator.
We prove that this boundary value problem is uniquely solvable, and moreover we show
that such weak solution is Hölder continuous on Ω . We also prove that a realization
of the associated differential operator with generalized local or nonlocal Robin boundary
conditions generates an analytic C0-semigroup of angle π/2 over C(Ω). We conclude by
applying the elliptic regularity theory to solve the corresponding Cauchy problem over
C(Ω).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this article we will consider the set Ω ⊆ RN as a bounded Lipschitz domain. Consider the differential oper-
ators A and B, formally given by
A u := −
N∑
i, j=1
∂i
(
ωi j(x)∂ ju + ai(x)u
)+ N∑
i=1
bi(x)∂iu + λ(x)u (1.1)
and
Bu :=
N∑
i, j=1
(
ωi j(x)∂ ju + ai(x)u
)
νi + Θσ u, (1.2)
where ν := (ν1, . . . , νN ) denotes the outer unit normal on ∂Ω , and where the Besov operator Θσ : H1(Ω) → H−1/2(∂Ω);
u → Θσ u, and Θσ u : H1/2(∂Ω) → R is given by:
(Θσ u)(v) :=
〈
α(x)u, v
〉
L2(∂Ω,dσ ) +
∫
∂Ω
∫
∂Ω
β(x, y)
(
(u(x) − u(y))(v(x) − v(y))
|x− y|N
)
dσ(x)dσ(y).
Here the coeﬃcients ωi j,ai,bi (1  i, j  N) are bounded functions in Ω,λ ∈ L∞(Ω,dx), α ∈ L∞(∂Ω,dσ), and
β ∈ L∞(∂Ω × ∂Ω,dσ(x⊗ y)). We also assume that A is uniformly strongly elliptic, that is, there exists a constant c0 > 0
such that
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i, j=1
ωi j(x)ξiξ j  c0|ξ |2, ∀x ∈ Ω, ∀ξ = (ξ1, . . . , ξN) ∈ RN . (1.3)
Moreover, we will suppose that
α(x) 0 and β(x, y) 0, ∀a.e. x, y ∈ ∂Ω. (1.4)
Hence throughout the paper we will assume that the conditions (1.1), (1.2), (1.3), and (1.4) holds. Now set w :=
(ω11, . . . ,ωi j, . . . ,ωNN ), a := (a1, . . . ,aN ), and b := (b1, . . . ,bN ).
We ﬁrst consider the generalized inhomogeneous linear elliptic boundary value problem with local or nonlocal Robin
boundary conditions, formally given by{
A u = f in Ω,
Bu = g on ∂Ω (1.5)
for f ∈ Lp(Ω,dx) and g ∈ Lq(∂Ω,dσ). Then, under certain assumptions, we prove existence and Hölder continuity of weak
solutions of the boundary value problem (1.5). Moreover, we show that the restriction to the space C(Ω) of the operator
associated with Eq. (1.5) generates a compact bounded analytic C0-semigroup of angle π/2 over C(Ω). A result about the
inverse positivity for the elliptic problem is also achieved. To be more precise, we prove that a solution u ∈ H1(Ω) of the
differential inequality{
A u  0 in Ω,
Bu  0 on ∂Ω
(1.6)
is nonnegative on Ω , and is positive almost everywhere on Ω .
In the second stage we concentrate on the linear parabolic equation with nonlocal Robin boundary conditions⎧⎨⎩
u˙(t, x) =A u(t, x), for t > 0, x ∈ Ω,
Bu(t, z) = 0, for t > 0, z ∈ ∂Ω,
u(0, x) = u0(x), for x ∈ Ω
(1.7)
for u0 ∈ C(Ω). Under some restrictions, we show that problem (1.7) is well-posed on C(Ω), that is, we will prove that
Eq. (1.7) has a unique mild solution u on L2(Ω,dx), which is jointly continuous in its time and space variables.
At the end, we present some concrete example where the assumptions and conclusions of the previous results are valid.
Further observations are also included.
Linear local Robin boundary value problems have been investigated by many authors (e.g. [4,5,10–13,17,21,26,33,34],
and the reference therein). Corresponding nonlinear local Robin problems have been studied in [6–8,14,27,29], among many
others. Moreover, well-posedness of the Laplacian with local Robin boundary conditions over C(Ω) has been obtained by
Warma in [33,34] for the linear case, and in [6] for the nonlinear case. Recently, Nittka [26,27] extended these results to
elliptic problems with measurable coeﬃcients. To be more precise, by taking β ≡ 0, he showed that a weak solution of the
problem (1.5) is Hölder continuous on Ω , and that the parabolic equation (1.7) is well-posed on C(Ω).
On the other hand, over the recent years some authors have investigated the Laplacian with nonlocal Robin boundary
conditions. Gesztesy and Mitrea [20] have obtain some eigenvalue results for the linear nonlocal Robin Laplacian, while
the quasi-linear realization of the p-Laplacian with nonlocal Robin boundary conditions has been investigated in [32] on
extension domains. In addition, the solvability of the linear nonlocal Robin Laplacian over C(Ω) has been achieved in [31].
The paper is organized as follows. In Section 2 we review some well-known facts about the Sobolev and Besov spaces
on bounded Lipschitz domains, as well as some intermediate results that will be useful throughout the paper. In Section 3
we develop a priori estimates for weak solutions of the elliptic problem. Section 4 concerns the global regularity of weak
solutions of the elliptic equation. To be more precise, we prove that weak solutions of the elliptic problem (1.5) are globally
Hölder continuous. We also obtain that the domain of the associated differential operator Aσ is dense in C(Ω), with a Feller
resolvent. An additional inverse positivity of this Feller resolvent is also given. In Section 5 we obtain properties for the
semigroup generated by the part of the operator Aσ , and apply these results to obtain the solvability of the corresponding
Cauchy problem over C(Ω). As a consequence we generalize the results of Nittka in [26]. Finally, in Section 6 we present
some examples and further remarks associated with these boundary value problems.
2. Preliminaries and intermediate results
In this section we review some fundamental properties of the Sobolev and Besov spaces on bounded Lipschitz domains,
and we present some measure and analytical results that will be applied on the subsequent sections. Recall that for the
remaining of the paper we will deal with Ω ⊆ RN as a bounded Lipschitz domain, and for simplicity we shall assume that
N  3. We denote by | · | the usual N-dimensional Lebesgue measure on Ω , and σ the restriction to ∂Ω of the (N − 1)-
dimensional Hausdorff measure, which in this case coincides with the usual Lebesgue surface measure on ∂Ω . Also, H1(Ω)
denotes the ﬁrst-order Sobolev space, and H1/2(∂Ω) denotes the classical Besov space on ∂Ω relative to the measure σ ,
A. Vélez-Santiago / J. Math. Anal. Appl. 386 (2012) 677–698 679which is the trace space of H1(Ω) (e.g. [24]). The following facts are well known for a bounded Lipschitz domain (see [1,15]
and [24]).
• C∞(Ω) is dense in H1(Ω).
• H1(Ω) ↪→ L 2NN−2 (Ω,dx), and hence there exists a constant c1 > 0, such that
‖u‖ 2N
N−2 ,Ω
 c1‖u‖H1(Ω), ∀u ∈ H1(Ω). (2.1)
• The linear operator T r : H1(Ω) → L 2(N−1)N−2 (∂Ω,dσ) is bounded, and thus there exists a constant c2 > 0, such that
‖u‖ 2(N−1)
N−2 ,∂Ω
 c2‖u‖H1(Ω), ∀u ∈ H1(Ω). (2.2)
• There exists a linear operator
T r : H1(Ω) → H1/2(∂Ω),
and a constant c3 = C(N, |Ω|) > 0 such that
‖u‖H1/2(∂Ω)  c3‖u‖H1(Ω), ∀u ∈ H1(Ω). (2.3)
• σ(·) is an (N − 1)-Ahlfors measure on ∂Ω . That is, we have that for all a ∈ ∂Ω and for all ρ > 0, there exists constants
0< b1 < b2, depending only on N , such that
b1ρ
N−1  σ
(
∂Ω ∩ B(a,ρ)) b2ρN−1. (2.4)
For every a ∈ Ω , we set
Ω(a,ρ) := Ω ∩ B(a,ρ), Ω(a,ρ) := Ω ∩ B(a,ρ), Γ (a,ρ) := ∂Ω ∩ Ω(a,ρ).
The following result plays an important role.
Proposition 2.1. (See [19].) Let p ∈ [1,2], and let q be a real number satisfying p  q  pN(N − p)−1 . Then for any a ∈ Ω and each
κ ∈ (0,1], there exists a positive constant c4 (= c(κ,ρ)), and a constant ρ∗(= ρ∗(a)) > 0 such that( ∫
Ω(a,ρ)
|u|q dx
)1/q
 c4ρN/q−N/p
(
ρ p
∫
Ω(a,ρ)
|∇u|p dx+
∫
N
|u|p dx
)
(2.5)
for every u ∈ H1(Ω(a,ρ)) and every measurable subset N of Ω(a,ρ) such that |N| κ |Ω(a,ρ)|, and for ρ ∈ (0,ρ∗].
The following application of the previous result will be useful.
Corollary 2.2. There exists constants c5, c6, c7 > 0 such that for each a ∈ Ω , for all 0< ρ < 1 and for every u ∈ H1(Ω), we have
(a)
∫
A(k,ρ)
|u − k|2 dx c5
∣∣A(k,ρ)∣∣2/N ∫
A(k,ρ)
|∇u|2 dx;
(b)
∣∣A(h,ρ)∣∣ N−2N  c6(h − k)−2 ∫
A(k,ρ)\A(h,ρ)
|∇u|2 dx;
(c)
∣∣A(h,ρ)∣∣ 2N−2N  c7(h − k)−2(∣∣A(k,ρ)∣∣− ∣∣A(h,ρ)∣∣) ∫
A(k,ρ)
|∇u|2 dx
for all k 0 such that |A(k,ρ)| 12 |Ω(a,ρ)|, and for all h > k, where
A(k,ρ) := {x ∈ Ω(a,ρ) ∣∣ u(x) > k}.
Proof. The proof can be found in [33], but we present it here for completeness.
Let a ∈ Ω be arbitrary ﬁxed, ρ ∈ (0,1), and take a real number k 0 such that |A(k,ρ)| 12 |Ω(a,ρ)|. Let u ∈ H1(Ω) be
arbitrary.
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Ω
|v|2 dx =
∫
A(k,ρ)
|u − k|2 dx ∣∣A(k,ρ)∣∣2/N( ∫
A(k,ρ)
|u − k| 2NN−2 dx
) N−2
N
. (2.6)
Since v = 0 on Ω(a,ρ) \ A(k,ρ) and |Ω(a,ρ) \ A(k,ρ)| > 12 |Ω(a,ρ)|, Proposition 2.1 applies and gives the existence of a
constant c5 > 0 such that( ∫
A(k,ρ)
|u − k| 2NN−2 dx
) N−2
N
 c1
∫
A(k,ρ)
|∇u|2 dx. (2.7)
Now (a) follows at once by the combination of the inequalities (2.6) and (2.7).
(b) Let h > k. Consider the functions w1,w2 ∈ H1(Ω) deﬁned by w1 := (u − k)+ and w2 := (u − h)+ . Put v := w1 − w2.
Then v ∈ H1(Ω) is given by
v(x) =
⎧⎨⎩
h − k in A(h,ρ),
u − k on A(k,ρ) \ A(h,ρ),
0 on Ω(a,ρ) \ A(k,ρ).
Observe that v = 0 on Ω(a,ρ) \ A(k,ρ) and |Ω(a,ρ) \ A(k,ρ)| > 12 |Ω(a,ρ)|. Now Hölder’s inequality and Proposition 2.1
gives ∫
A(h,ρ)
|v|2 dx ∣∣A(h,ρ)∣∣2/N( ∫
A(h,ρ)
|v| 2NN−2 dx
) N−2
N

∣∣A(h,ρ)∣∣2/N( ∫
A(k,ρ)
|v| 2NN−2 dx
) N−2
N
 c6
∣∣A(h,ρ)∣∣2/N ∫
A(k,ρ)
|∇v|2 dx,
for some constant c6 > 0. The deﬁnition of v implies that
(h − k)2∣∣A(h,ρ)∣∣ c6∣∣A(h,ρ)∣∣2/N ∫
A(k,ρ)\A(h,ρ)
|∇u|2 dx. (2.8)
Now (b) is obtained by simplifying Eq. (2.8).
(c) Take v ∈ H1(Ω) to be the function deﬁned in part (b). Then the deﬁnition of v and the fact that v = 0 on Ω(a,ρ) \
A(k,ρ), |Ω(a,ρ) \ A(k,ρ)| > 12 |Ω(a,ρ)| enables us to apply Proposition 2.1, which together with Hölder’s inequality entails
that ∫
A(h,ρ)
|v|dx ∣∣A(h,ρ)∣∣1/N( ∫
A(h,ρ)
|v| NN−1 dx
) N−1
N

∣∣A(h,ρ)∣∣1/N( ∫
A(k,ρ)
|v| NN−1 dx
) N−1
N
 cN
∣∣A(h,ρ)∣∣1/N ∫
A(k,ρ)
|∇v|dx,
for some constant cN > 0. Replacing v gives that
(h − k)∣∣A(h,ρ)∣∣ cN ∣∣A(h,ρ)∣∣1/N ∫
A(k,ρ)\A(h,ρ)
|∇u|dx
 cN
∣∣A(h,ρ)∣∣ 1N ∣∣A(k,ρ) \ A(h,ρ)∣∣ 12( ∫ |∇u|2 dx)1/2.A(k,ρ)\A(h,ρ)
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(h − k)2∣∣A(h,ρ)∣∣2  c7∣∣A(h,ρ)∣∣ 2N (∣∣A(k,ρ)∣∣− ∣∣A(h,ρ)∣∣) ∫
A(k,ρ)\A(h,ρ)
|∇u|2 dx.
Simplifying this latter expression gives (c), and completes the proof. 
We close this section by stating some well-known analytical results that will be applied throughout the subsequent
sections.
Lemma 2.3. (See [25].) Let ϕ = ϕ(t, r) be a nonnegative function on a half line (t  k0  0) × (0 r < R0) such that:
(a) ϕ(·, r) is non-increasing for every ﬁxed r,
(b) ϕ(h, ·) is non-decreasing for every ﬁxed h,
and such that there exist c,α,γ > 0, and δ > 1 with
ϕ(h, r) c(h − k)−α(R − r)−γ ϕ(k, R)δ,
for all h > k k0 , r < R < R0 . Then for ξ ∈ (0,1) arbitrary we have that
ϕ
(
k0 + d, (1− ξ)R0
)= 0,
where
dα = c((1− ξ)R0)−γ ϕ(k0, R0)δ−12δ( α+γδ−1 ).
Lemma 2.4. (See [25].) Let ϕ = ϕ(t) be a nonnegative, non-increasing function on a closed interval k0  t  M, and assume that there
exist c,α, δ > 0 with
(h − k)αϕ(h)δ  c(M − k)α(ϕ(k) − ϕ(h)),
for all M > h > k k0 . Then limh→M ϕ(h) = 0.
Lemma 2.5. (See [21].) Let Φ = Φ(t) be a nonnegative function deﬁned on 0 < t < R. If there are constants η ∈ (0,1), α > 0 and
M > 0, such that
Φ(r/4) ηΦ(r) + Mrα for r ∈ (0, R),
then there exist constants θ ∈ (0,1) and C > 0 such that
Φ(ρ) Cρθ , ∀ρ ∈ (0, R/4).
3. A priori estimates for weak solutions of the elliptic problem
In this section we will state precisely the notion of weak solutions of the elliptic nonlocal Robin boundary value problem
(1.5) and will derive a priori estimates of such solution. This estimates will be fundamental for subsequent results concerning
the elliptic problem.
To begin, consider the bilinear closed form (aσ , D(aσ )) formally deﬁned by: D(aσ ) = H1(Ω),
aσ (u, v) := εσ (u, v) +
∫
∂Ω
α(x)uv dσ + Kσ (u, v), (3.1)
where
εσ (u, v) :=
∫
Ω
( N∑
i, j=1
(
ωi j(x)∂ ju + ai(x)u
)
∂i v +
N∑
i=1
bi(x)∂iuv + λ(x)uv
)
dx (3.2)
and
Kσ (u, v) :=
∫ ∫
β(x, y)
(
(u(x) − u(y))(v(x) − v(y))
|x− y|N
)
dσ(x)dσ(y). (3.3)∂Ω ∂Ω
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(after a standard procedure) that there exists constants γ ∈ R and η > 0 such that
η‖u‖2H1(Ω)  aσ (u,u) + γ ‖u‖22,Ω, ∀u ∈ H1(Ω). (3.4)
Also, take f ∈ Lp(Ω,dx) and g ∈ Lq(∂Ω,dσ), for p  2N(N + 2)−1 and q  2(N − 1)N−1. Then it follows by (2.1) and (2.2)
that the functional T : H1(Ω) → R, given by
T v :=
∫
Ω
f v dx+
∫
∂Ω
gv dσ
is linear and continuous. Hence it follows by the Lax–Milgram Lemma that there exists a unique (modulo constants) function
u ∈ H1(Ω) that satisﬁes
aσ (u,ϕ) =
∫
Ω
f ϕ dx+
∫
∂Ω
gϕ dσ , ∀ϕ ∈ H1(Ω). (3.5)
Such solution will be called a weak solution of (1.5). Also, recall that u ∈ D(aσ ) is called a weak subsolution of (1.5), if
aσ (u,ϕ)
∫
Ω
f ϕ dx+
∫
∂Ω
gϕ dσ , ∀ϕ ∈ D(aσ )+ :=
{
u ∈ D(aσ )
∣∣ u  0}, (3.6)
and if the reverse inequality of (3.6) holds, then u ∈ D(aσ ) is called a weak supersolution of (1.5). Now, for an open set D (not
necessary contained in Ω , but such that Ω ∩ D = ∅), consider the space H1c (Ω, D) as the closure in H1(Ω) of the space
W (Ω, D) := {ϕu ∣∣ u ∈ H1(Ω) ∩ Lp(Ω,dx) for all p ∈ [2,∞), ϕ ∈ C1c (RN), supp[ϕ] ⊆ D}.
Then H1c (Ω, D) is a closed subspace of H
1(Ω). Now, deﬁne the bilinear form aˆσ by: D(aˆσ ) := H1c (Ω, D),
aˆσ (· , ·) = aσ (· , ·).
Since H1c (Ω, D) is a closed subspace of H
1(Ω), it follows that aˆσ is continuous, and satisﬁes the inequality (3.4). Because
the functional T̂ : H1c (Ω, D) → R, given by
T̂ v :=
∫
Ω∩D
f v dx+
∫
∂Ω∩D
gv dσ
is linear and continuous, the Lax–Milgram Lemma implies that there is a unique (modulo constants) function uˆ ∈ H1c (Ω, D),
such that
aˆσ (uˆ,ϕ) =
∫
Ω∩D
f ϕ dx+
∫
∂Ω∩D
gϕ dσ , ∀ϕ ∈ H1c (Ω, D). (3.7)
Now we are ready to establish the ﬁrst global result, which reads as follows.
Theorem 3.1. Let f ∈ Lp(Ω,dx) and g ∈ Lq(∂Ω,dσ), where p > N/2 and q > N − 1. Then:
(a) If uˆ ∈ H1c (Ω, D) is a solution of (3.7), where D = B(a,ρ) for each a ∈ Ω and ρ ∈ (0,ρ∗], then there exists a constant c8 =
c(p,q,N, |Ω|, σ (∂Ω)) > 0, and a constant θ > 0 such that
‖uˆ‖∞,Ω(a,ρ) + ‖uˆ‖∞,Γ (a,ρ)  c8ρθ
(‖ f ‖p,Ω + ‖g‖q,∂Ω + ‖uˆ‖2,Ω(a,ρ)). (3.8)
(b) If u ∈ H1(Ω) is a weak solution of (1.5), then there exists a constant c9 = c(p,q,N, |Ω|, σ (∂Ω)) > 0 such that
‖u‖∞,Ω + ‖u‖∞,∂Ω  c9
(‖ f ‖p,Ω + ‖g‖q,∂Ω + ‖u‖2,Ω). (3.9)
Proof. We prove only assertion (a), since the proof of part (b) runs similarly. To prove part (a), let a ∈ Ω arbitrary ﬁxed,
and let ρ ∈ (0,ρ∗] arbitrary ﬁxed. In the following we employ the arguments as in [12] (see also [31]). In fact, it suﬃces
to show the estimate for uˆ weak subsolution of (1.5). For weak supersolution, the assertion follows since −uˆ is a weak
subsolution, and hence for weak solutions by combining the two inequalities. So, let uˆ ∈ H1c (Ω, D) be a weak subsolution
of (3.7), for D = B(a,ρ). Then (3.6) holds for the form aˆσ , that is,
A. Vélez-Santiago / J. Math. Anal. Appl. 386 (2012) 677–698 683aˆσ (uˆ,ϕ)
∫
Ω(a.ρ)
f ϕ dx+
∫
Γ (a,ρ)
gϕ dσ , ∀ϕ ∈ H1c (Ω, D)+.
Deﬁne the functions ψt,m : R → R, for each t  1, m 1, by:
ψt,m(x) :=
⎧⎨⎩
0, x 0,
xt, 0< x<m,
mt−1x, xm.
(3.10)
Then ψt,m ∈ C(R), and is piecewise smooth, with bounded derivative. Hence ψt,m ◦ uˆ ∈ H1c (Ω, D). Also note that the sub-
stitution operator induced by ψt,m is continuous on H1(Ω) and on L2(∂Ω,dσ). Hence, it is continuous on H1c (Ω, D). Set
wm := ψ k
2 ,m
(uˆ), vm := ψk−1,m(uˆ), for k ∈ [2,∞), ∀m 1. Then wm, vm ∈ H1c (Ω, D)+ . Also note the following calculations:
• ∂ j wm∂i wm = k24(k−1) ∂ j uˆ∂i vm , wm∂i wm = k2 vm∂i uˆ = k2(k−1) uˆ∂i v and w2m = uˆvm , if 0 uˆ m.
• ∂ j wm∂i wm = ∂ j uˆ∂i vm , wm∂i wm = vm∂i uˆ = uˆ∂i vm , w2m = uˆvm , if uˆ m.
Now use (1.3) and the fact that γk := k24(k−1)  1, and also having the previous calculations, take the sum over all i, j ∈
{1, . . . ,N}, and then integrate both sides to obtain that
c0‖∇wm‖22,Ω(a,ρ)  γkεσ (uˆ, vm) +
k
2
(‖a‖∞,Ω + ‖b‖∞,Ω)‖wm‖2,Ω(a,ρ)‖∇wm‖2,Ω(a,ρ) + k2‖λ‖∞,Ω‖wm‖22,Ω(a,ρ),
where the form εσ is given by (3.2). Put
δ∗ := c−10
(‖a‖∞,Ω + ‖b‖∞,Ω)2 + ‖λ‖∞,Ω (3.11)
and apply Young’s inequality 2ξζ  −1ξ2 + ζ 2, for all ξ, ζ  0 and  > 0, and then take an appropriate  > 0 to get that
c0‖∇wm‖22,Ω(a,ρ)  2γ εσ (uˆ, vm) +
k2
2
δ∗‖wm‖22,Ω(a,ρ)
 k
(
εσ (uˆ, vm) + δ∗(k − 1)‖wm‖22,Ω(a,ρ)
)
.
Taking into account (1.4) and the deﬁnition of vm , observe that K (u, vm) 0. Hence we combine the previous estimate to
arrive at
‖wm‖2H1c (Ω,D)  k
2c−10
(
aˆσ (uˆ, vm) +
(
δ∗ + c0
)‖wm‖22,Ω(a,ρ)). (3.12)
Letting γ ∗ := (c1 + c2)c−10 max{1, δ∗ + c0}, since u ∈ H1c (Ω, D) is a weak subsolution of (3.7), we get by means of (2.1) and
(2.2) that
‖wm‖22N
N−2 ,Ω(a,ρ)
+ ‖wm‖22(N−1)
N−2 ,Γ (a,ρ)
 k2γ ∗
(〈 f , vm〉 + 〈g, vm〉 + ‖wm‖22,Ω(a,ρ)). (3.13)
Since we know that vm  w2(r−1)/rm for each r  2, we proceed as in [12] and [31] to deduce that∫
Ω(a,ρ)
f vm dx ‖ f ‖p,Ω‖vm‖ p
p−1 ,Ω(a,ρ)
 ‖ f ‖p,Ω
∥∥w2/km ∥∥k−1( pp−1 )(k−1),Ω(a,ρ) (3.14)
and ∫
Γ (a,ρ)
gvm dσ  ‖g‖q,∂Ω‖vm‖ q
q−1 ,Γ (a,ρ)
 ‖g‖q,∂Ω
∥∥w2/km ∥∥k−1( qq−1 )(k−1),Γ (a,ρ). (3.15)
Furthermore, by a well-known interpolation inequality (e.g. [30], Lemma 8.2) we see that
‖wm‖22,Ω(a,ρ)  ‖wm‖2(1−θ)2N
N−1 ,Ω(a,ρ)
‖wm‖2θζ,Ω(a,ρ),
where θ ∈ (0,1) is chosen such that 2−1 = θζ−1+ (1−θ)(N−1)(2N)−1, and where ζ := 4p(3p−2)−1  2. Applying Young’s
inequality one gets as in [12] that
‖wm‖22,Ω(a,ρ)  c0‖uˆ+‖2,Ω(a,ρ)
∥∥w2/km ∥∥k−1( pp−1 )(k−1),Ω(a,ρ) + ‖wm‖2H1c (Ω,D), (3.16)
for some c0 > 0 and for all  > 0. Setting
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for C := c21 + c22, select  > 0 suitably, and then combine the inequalities (3.12), (3.13), (3.14), (3.15) and (3.16) to get that∥∥w2/km ∥∥kNk
N−2 ,Ω(a,ρ)
+ ∥∥w2/km ∥∥k(N−1)k
N−2 ,Γ (a,ρ)
 k2M
(∥∥w2/km ∥∥k−1( pp−1 )(k−1),Ω(a,ρ) + ∥∥w2/km ∥∥k−1( qq−1 )(k−1),Γ (a,ρ)).
Setting u˜ := uˆ+M−1 (if M = 0), and applying the Monotone Convergence Theorem, we can let m go to inﬁnity to deduce
from the above inequalities that
‖u˜‖kNk
N−2 ,Ω(a,ρ)
+ ‖u˜‖k(N−1)k
N−2 ,Γ (a,ρ)
 k2
(‖u˜‖k−1
(
p
p−1 )(k−1),Ω(a,ρ)
+ ‖u˜‖k−1
(
q
q−1 )(k−1),Γ (a,ρ)
)
.
Put
ς1 := N(p − 1)
p(N − 2) , ς2 :=
(N − 1)(q − 1)
q(N − 2) , ς := min{ς1, ς2}.
Observe that ς > 1. Deﬁne the increasing sequence kn by:
k0 := 2, kn+1 := 1+ ςkn, n ∈ Z+.
Then by induction the above inequality becomes
‖u˜‖kn+1Nkn+1
N−2 ,Ω(a,ρ)
+ ‖u˜‖kn+1(N−1)kn+1
N−2 ,Γ (a,ρ)
 2k2n+1γ
(‖u˜‖ςknNkn
N−2 ,Ω(a,ρ)
+ ‖u˜‖ςkn(N−1)kn
N−2 ,Γ (a,ρ)
)
 (2γ )
∑n+1
i=0 (ς i)
n+1∏
j=1
k2ς
n− j+1
j
(‖u˜‖2ςn+12N
N−2 ,Ω(a,ρ)
+ ‖u˜‖2ςn+12(N−1)
N−2 ,Γ (a,ρ)
)
,
for some constant γ > 0 (depending on n and |Ω| if ς2 > ς1, or depending on n and σ(∂Ω) if ς1 > ς2). Observe now that
for each n ∈ Z+ we have that ς  kn+1/kn  2ς , and therefore ςn  kn  (2ς)n . Moreover we can get by induction that
kn+1 = ςn+1 +
n+1∑
j=0
ς j .
From the preceding calculation one obtains(‖u˜‖kn+1Nkn+1
N−2 ,Ω(a,ρ)
+ ‖u˜‖kn+1(N−1)kn+1
N−2 ,Γ (a,ρ)
)1/kn+1
 (2γ )
∑n+1
i=0 (ς i/kn+1)(2ς)2
∑n+1
i=1 iς−i
(‖u˜‖2(1+∑n+1j=0 ς− j)−12N
N−2 ,Ω(a,ρ)
+ ‖u˜‖2(1+
∑n+1
j=0 ς− j)−1
2(N−1)
N−2 ,Γ (a,ρ)
)
.
Using the fact that ς > 1 and that n was taken to be arbitrary, we let n tend to inﬁnity to get that
max
{‖u˜‖∞,Ω(a,ρ),‖u˜‖∞,Γ (a,ρ)} Cς (‖u˜‖δ(ς)2N
N−2 ,Ω(a,ρ)
+ ‖u˜‖δ(ς)2(N−1)
N−2 ,Γ (a,ρ)
)
, (3.17)
where
δ(ς) := 1− 1
2ς − 1 ∈ (0,1) and Cς := 2γ (2ς)
2
∑∞
i=1 iς−i < +∞
depend only on p and N . Because |Ω| < +∞ and σ(∂Ω) < +∞, we see that
‖u˜‖∞,Ω(a,ρ) + ‖u˜‖∞,Γ (a,ρ)  Cς2
(∣∣Ω(a,ρ)∣∣ (N−2)δ(ς)2N ‖u˜‖δ(ς)∞,Ω(a,ρ) + σ (Γ (a,ρ)) (N−2)δ(ς)2(N−1) ‖u˜‖δ(ς)∞,Γ (a,ρ)).
The preceding inequality leads to
‖u˜‖∞,Ω(a,ρ) + ‖u˜‖∞,Γ (a,ρ)  C
(∣∣Ω(a,ρ)∣∣ (N−2)2N ( δ(ς)1−δ(ς) ) + σ (Γ (a,ρ)) (N−2)2(N−1) ( δ(ς)1−δ(ς) )), (3.18)
for some constant C > 0. By virtue of (2.4), note that∣∣Ω(a,ρ)∣∣ (N−2)2N ( δ(ς)1−δ(ς) ) + σ (Γ (a,ρ)) (N−2)2(N−1) ( δ(ς)1−δ(ς) )  Cρ (N−2)2 ( δ(ς)1−δ(ς) ), (3.19)
where C := 1+ b2 > 0. Combining (3.18) and (3.19), and setting θ := (N−2)δ(ς)2−2δ(ς) , we deduce the desired inequality (3.8). The
proof is complete. 
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A(k,ρ) := {x ∈ Ω(a,ρ) ∣∣ u(x) > k} and Γ (k,ρ) := ∂Ω ∩ A(k,ρ), (3.20)
for ρ  ρ∗ , and also for now on we will set
r := 2N
N − 2 , s :=
2(N − 1)
N − 2 . (3.21)
Finally we remark that throughout the rest of the article we may assume that 0 < ρ∗ < 1. The following estimate will be
needed.
Proposition 3.2. There exists a constant c10 > 0 such that for each a ∈ Ω , for all k  0 and for all 0 < ρ < R < 1, a weak solution
u ∈ H1(Ω) of (1.5) for p > N/2 and q > N − 1 satisﬁes the inequality∫
A(k,ρ)
|∇u|2 dx c10
{
(R − ρ)−2
∫
A(k,R)
|u − k|2 dx+ Υ (k, R)
}
, (3.22)
where
Υ (k, R) := c21|Ω|
4
N − 2p + 2r ‖ f ‖2p,Ω + c22σ(∂Ω)2−
2
q − 2s ‖g‖2q,∂Ω + ‖u‖22,Ω . (3.23)
Proof. Let a ∈ Ω be arbitrary ﬁxed, let ρ and R be two real numbers satisfying 0< ρ < R  ρ∗ < 1, and let φ ∈ C1c (B(a,ρ∗))
be a function such that{0 φ(x) 1,∣∣∇φ(x)∣∣ c(R − ρ)−1, φ(x) =
{
1 in B(a,ρ),
0 outside B(a, R).
Let u ∈ H1(Ω) be a weak solution of (1.5), and k a real number. Consider the function v ∈ H1(Ω), given by: v := φ2(u−k)+ .
Then v ∈ H1(Ω), and is given by
v(x) :=
{
φ2(x)(u(x) − k) in A(k, R),
0 otherwise.
Now replacing v in (3.5) gives that
aσ
(
u, φ2(u − k)+)= ∫
A(k,R)
f φ2(u − k)dx+
∫
Γ (k,R)
gφ2(u − k)dσ . (3.24)
Taking into account the deﬁnition of the form aσ in (3.1), we apply the product rule, Hölder’s inequality, and Young’s
inequality to produce the following calculations on each term of the form aσ :
• For the ﬁrst term, we have that∫
Ω
N∑
i, j=1
ωi j(x)∂iu∂ j
[
φ2(u − k)+]dx = ∫
A(k,R)
N∑
i, j=1
ωi j(x)ϕ
2∂iu∂ ju dx+ 2
∫
A(k,R)
N∑
i, j=1
ωi j(x)φ∂iu∂ jφ(u − k)dx.
By virtue of (1.3) we see that∫
A(k,R)
φ2|∇u|2 dx− 2
c0
∫
A(k,R)
N∑
i, j=1
ωi j(x)φ∂iu∂ jφ(u − k)dx
 2c−10 ‖w‖∞,Ω‖φ∇u‖2,A(k,R)
∥∥∇φ(u − k)∥∥2,A(k,R)
 ‖φ∇u‖22,A(k,R) +
‖w‖2∞,Ω
c20
∥∥∇φ(u − k)∥∥22,A(k,R),
for all  > 0, and therefore∫
A(k,R)
φ2|∇u|2 dx ‖φ∇u‖22,A(k,R) +
‖w‖2∞,Ω
c20
∥∥∇φ(u − k)∥∥22,A(k,R), (3.25)
for all  > 0.
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−
∫
Ω
N∑
i=1
ai(x)u∂i
[
φ2(u − k)+]dx
= −
∫
A(k,R)
N∑
i=1
ai(x)φ
2u∂iu dx− 2
∫
A(k,R)
N∑
i=1
ai(x)φu∂iφ(u − k)dx
 ‖a‖∞,Ω‖φu‖2,A(k,R)‖φ∇u‖2,A(k,R) + 2‖a‖∞,Ω‖φu‖2,A(k,R)
∥∥∇φ(u − k)∥∥2,A(k,R)
 ‖φ∇u‖22,A(k,R) + ‖a‖∞,Ω
(
1
2
+ 
)
‖φu‖22,A(k,R) +
1

‖φ∇u‖22,A(k,R),
for every  > 0. Hence
−
∫
Ω
N∑
i=1
ai(x)u∂i
[
φ2(u − k)+]dx ‖φ∇u‖22,A(k,R) + 1 ‖φ∇u‖22,A(k,R) + C‖u‖22,A(k,R), (3.26)
for some constant C > 0, and for every  > 0.
• For the third term, we follow the same procedure as before to get that
−
∫
Ω
N∑
i=1
bi(x)∂iu
[
φ2(u − k)+]dx 
2
‖φ∇u‖22,A(k,R) + C,2‖u‖22,A(k,R), (3.27)
for some constant C,2 > 0, and for all  > 0.
• For the fourth term, it is easy to obtain that
−
∫
Ω
λ(x)u
[
φ2(u − k)+]dx Cη‖u‖22,A(k,R), (3.28)
for some constant Cη > 0.
• Because α(x) 0 for all x ∈ ∂Ω , we see that〈
α(x)u, φ2(u − k)+〉L2(∂Ω,dσ )  0. (3.29)
• For the last term, by virtue of (2.3) we obtain that
−
∫
Γ (a,R)
∫
Γ (a,R)
β(x, y)
(
(u(x) − u(y))(v(x) − v(y))
|x− y|N
)
dσ(x)dσ(y)
= −Kσ
(
u, φ2(u − k)+)
 ‖β‖∞,∂Ω×∂Ω‖u‖H1/2(Γ (a,R))
∥∥φ2(u − k)+∥∥H1/2(Γ (a,R))
 c23‖β‖∞,∂Ω×∂Ω‖u‖H1(Ω)
∥∥φ2(u − k)+∥∥H1(Ω)

c43‖β‖∞,∂Ω×∂Ω
2
‖u‖2H1(Ω) + 
∥∥φ2(u − k)+∥∥2H1(Ω),
for all  > 0. Since u ∈ H1(Ω) is a weak solution of (1.5), proceeding as in the proof of Theorem 3.1 and applying
Young’s inequality, we deduce that
‖u‖2H1(Ω)  cΥ (k, R),
where Υ (k, R) is given by (3.23). Moreover, following the arguments as before, we can ﬁnd constants M1,M2 > 0 such
that ∥∥φ2(u − k)+∥∥2H1(Ω)  M1∥∥∇φ(u − k)∥∥22,A(k,R) + ‖φ∇u‖22,A(k,R) + M2Υ (k, R).
Thus
−Kσ (u, v) C,3
∥∥∇φ(u − k)∥∥22,A(k,R) + ‖φ∇u‖22,A(k,R) + C,4Υ (k, R), (3.30)
for some constants C,3,C,4 > 0, and for every  > 0.
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the equality (3.24):∫
A(k,R)
φ f φ(u − k)dx ‖φ f ‖N/2,A(k,R)
∥∥φ(u − k)∥∥ N
N−2 ,A(k,R)

∣∣A(k, R)∣∣2/N−1/p+1/r‖φ f ‖p,A(k,R)∥∥φ(u − k)∥∥ 2N
N−2 ,A(k,R)
 c1|Ω|2/N−1/p+1/r‖φ f ‖p,A(k,R)‖φ(u − k)‖H1(Ω)
 
∥∥φ(u − k)∥∥2H1(Ω) + c21 |Ω|4/N−2/p+2/r‖φ f ‖2p,A(k,R)
 
∥∥φ(u − k)∥∥22,A(k,R) + ‖∇φ(u − k)‖22,A(k,R) + ‖φ∇u‖22,A(k,R)
+ c
2
1

|Ω|4/N−2/p+2/r‖φ f ‖2p,Ω
for every  > 0. Moreover, we also obtain that∫
∂Ω∩A(k,R)
φgφ(u − k)dσ  ‖φg‖2,∂Ω∩A(k,R)
∥∥φ(u − k)∥∥2,∂Ω∩A(k,R)
 
∥∥φ(u − k)∥∥2H1(Ω) + c212 σ (∂Ω ∩ A(k, R))2− 2q − 2s ‖φg‖2q,∂Ω∩A(k,R)
 
∥∥φ(u − k)∥∥22,A(k,R) + ∥∥∇φ(u − k)∥∥22,A(k,R) + ‖φ∇u‖22,A(k,R)
+ c
2
2

σ (∂Ω)
2− 2q − 2s ‖φg‖2q,∂Ω,
for all  > 0. Selecting  > 0 suitably, using the fact that φ = 1 on B(a,ρ),0 φ(x) 1, |∇φ(x)| c(R −ρ)−1 and A(k,ρ) ⊆
A(k, R), we combine the previous two calculations with (3.25), (3.26), (3.27), (3.28), (3.29), and (3.30), to arrive at the
desired inequality (3.22). This completes the proof. 
The next result follows at once from Corollary 2.2 and Proposition 3.2.
Corollary 3.3. For each a ∈ Ω and for all 0 < ρ < R < 1, any weak solution u ∈ H1(Ω) of (1.5) for p > N/2 and q > N − 1 satisfy
the estimates
(a)
∫
A(k,ρ)
|u − k|2 dx c11
∣∣A(k,ρ)∣∣2/NΨ (u);
(b)
∣∣A(h,ρ)∣∣ N−2N  c12(h − k)−2Ψ (u);
(c)
∣∣A(h,ρ)∣∣ 2N−2N  c13(h − k)−2(∣∣A(k,ρ)∣∣− ∣∣A(h,ρ)∣∣)Ψ (u),
for all k 0 such that |A(k,ρ)| 12 |Ω(a,ρ)|, for some constants c11, c12, c13 > 0, and for all h > k, where
Ψ (u) := (R − ρ)−2
∫
A(k,R)
|u − k|2 dx+ Υ (k, R), (3.31)
for Υ (k, R) given by (3.23).
We also have the following trace estimate.
Proposition 3.4. For each a ∈ Ω and for all 0 < ρ < R < 1, assume that exists a constant k  0 such that |A(k,ρ)|  12 |Ω(a,ρ)|.
Then any weak solution u ∈ H1(Ω) of (1.5) for p > N/2 and q > N − 1 satisfy the estimate
σ
(
∂Ω ∩ A(h,ρ))2/s  c14(h − k)−2Ψ (u), (3.32)
for some constant c14 > 0, and for all h > k, where Ψ (u) is given by (3.31).
688 A. Vélez-Santiago / J. Math. Anal. Appl. 386 (2012) 677–698Proof. Given that 0 < ρ < R < ρ∗  1, take k  0, such that |A(k,ρ)| 12 |Ω(a,ρ)|. Consider the function v ∈ H1(Ω) given
in Corollary 2.2(b). Then we obtain that( ∫
∂Ω∩A(h,ρ)
|v|s dσ
)2/s

( ∫
∂Ω∩A(k,ρ)
|v|s dσ
)2/s
 c2‖v‖2H1(Ω) = c2
( ∫
A(k,ρ)
|v|2 dx+
∫
A(k,ρ)
|∇v|2 dx
)
.
This means that( ∫
∂Ω∩A(h,ρ)
|v|s dσ
)2/s
 C0
( ∫
A(k,ρ)
|v|2 dx+
∫
A(k,ρ)
|∇v|2 dx
)
, (3.33)
for some constant C0 > 0. Since v = 0 on Ω(a,ρ) \ A(k,ρ), and |Ω(a,ρ) \ A(k,ρ)| > 12 |Ω(a,ρ)|, using the deﬁnition of v
in (3.33), we get by means of Corollary 2.2(a) that
σ
(
∂Ω ∩ A(h,ρ))2/s  c(h − k)−2 ∫
A(k,ρ)
|∇u|2 dx, (3.34)
for some c > 0. On the other hand, because u ∈ H1(Ω) is a weak solution of (1.5) for p > N/2, take φ ∈ C1c (B(a,ρ∗)) to be
a function such that{0 φ(x) 1,∣∣∇φ(x)∣∣ c(R − ρ)−1, φ(x) =
{
1 in B(a,ρ),
0 outside B(a, R),
and then set v˜ := φ2(u − k)+ . Since v˜ ∈ H1(Ω), it follows that Eq. (3.5) is satisﬁed for ϕ = v˜ . Hence from here we can
follow step by step the proof of Proposition 3.2 to produce the inequality∫
A(k,ρ)
|∇u|2 dx c0
{
(R − ρ)−2
∫
A(k,R)
|u − k|2 dx+ Υ (k, R)
}
, (3.35)
for some constant c0 > 0, and for Υ (k, R) given by (3.23). Combining the estimates (3.34) and (3.35) leads to (3.32). This
ﬁnishes the proof. 
Remark 3.5. Let ξ ∈ R. If the measurable coeﬃcient λ(x) in the differential operator A is of the form λ(x) := υ(x) + ξ ,
where υ ∈ L∞(Ω,dx) and ξ  2δ∗ + c0, for δ∗ given by (3.11), and c0 the constant that appears in (1.3), then for solutions
uˆ ∈ H1c (Ω, D) and u ∈ H1(Ω) of (3.7) and (3.5), respectively, we have that
|uˆ| cˆρθ (‖ f ‖p,Ω + ‖g‖q,∂Ω) a.e. in Ω(a,ρ),
and
|u| c(‖ f ‖p,Ω + ‖g‖q,∂Ω) a.e. in Ω,
for some constants cˆ, c, θ > 0, and for ρ ∈ (0,ρ∗]. To see this, observe that a solution uˆ ∈ H1c (Ω, D) of (3.7) is a weak
solution of the boundary value problem{
A u = f − ξu in Ω(a,ρ),
Bu = g on Γ (a,ρ), (3.36)
where the differential operators A and B are given in (1.1) and (1.2), respectively, and for λ(x) := υ(x). Hence, following
the proof of Theorem 3.1, we notice that
‖u‖22,Ω(aρ)  ‖u‖2H1c (Ω,D)  c
∗(aσ (u,u) + (δ∗ + c0)‖u‖22,Ω)
 c∗
(〈 f ,u〉L2(Ω(a,ρ),dx) + 〈g,u〉L2(Γ (a,ρ),dσ ) − (ξ − (δ∗ + c0))‖u‖22,Ω(a,ρ))
 c∗0
(
c1|Ω|
2
N − 1p + 1r ‖ f ‖p,Ω + c22σ(∂Ω)1−
1
q − 1s ‖g‖q,∂Ω
)‖u‖H1c (Ω,D).
From here everything is evident. Moreover, in this case we also obtain that the conclusions of Proposition 3.2, Corollary 3.3,
and Proposition 3.4 are valid for
Υ (k, R) := c21|Ω|
4
N − 2p + 2r ‖ f ‖2p,Ω + c22σ(∂Ω)2−
2
q − 2s ‖g‖2q,∂Ω .
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In this section we keep the notations and assumptions presented in the previous sections, and will consider Ω ⊆ RN
to be a bounded Lipschitz domain. Denote Aσ the operator associated with the nonlocal closed form aσ given by (3.1).
Then Aσ corresponds to an elliptic differential operator with local or nonlocal Robin boundary conditions (depending on
the coeﬃcient β on Eq. (1.5)). At this point we will assume that the condition presented in Remark 3.5 holds for the
operator Aσ .
To begin, for a bounded function u on Ω , we will denote
M(u; ·) := ess sup
Ω(a,·)
u(x) and m(u; ·) := ess inf
Ω(a,·)
u(x).
We start with a key lemma.
Lemma 4.1. For each a ∈ Ω and ρ ∈ (0,ρ∗], if u ∈ H1(Ω) is a bounded function on Ω , such that
aσ (u,ϕ) = 0, (4.1)
for all ϕ ∈ H1c (Ω, D), where D = B(a,ρ) and where the form aσ is given by (3.1), then there exists a constant η ∈ (0,1) such that
Osc
(
u;Ω(a,ρ/4)) ηOsc(u;Ω(a,ρ)), (4.2)
where we recall that for a bounded function f on a set Ω ,
Osc( f ;Ω) := ess sup
Ω
f (x) − ess inf
Ω
f (x).
Proof. Given k0  0 and ρ∗ ∈ (0,1), let ρ ∈ (0,ρ∗] be arbitrary ﬁxed, and select a real number k k0 such that |A(k,ρ)|
1
2 |Ω(a,ρ/4)|. Then this fact implies that∣∣A(k, r)∣∣ 1
2
∣∣Ω(a, r)∣∣ ∀r ∈ [ρ/4,ρ].
Let h > k k0, and let r, R ∈ [ρ/4,ρ] be such that r < R , and put
Λ(h, r) :=
∫
A(h,r)
|u − h|2 dx (4.3)
and
Φ(h, r) := ∣∣A(h, r)∣∣+ σ (A(h, r) ∩ ∂Ω) 2Ns(N−2) . (4.4)
Since u is a solution of (4.1), and because we are assuming the conditions of Remark 3.5, we see that u satisﬁes the
estimates of Proposition 3.2, Corollary 3.3 and Proposition 3.4, with Υ (k, R) = 0. Then, applying Corollary 3.3(a) one obtains
Λ(h, r) c(R − r)−2Λ(k, R)∣∣A(k, R)∣∣2/N  c(R − r)−2Λ(k, R)Φ(k, R)2/N .
Let α be the positive solution of the equation
2α2 = (α + 1)(N − 2). (4.5)
Then replacing α in the previous calculation gives
Λ(h, r)α  c(R − r)−2αΛ(k, R)αΦ(k, R)2α/N . (4.6)
Applying Corollary 3.3(b) and Proposition 3.4 we deduce that
Φ(h, r)
N−2
N  c(h − k)−2(R − r)−2Λ(k, R). (4.7)
The inequalities (4.6) and (4.7) imply that
Ψ (h, r) c(h − k)−2(R − r)−2−2αΨ (k, R)δ, (4.8)
where Ψ (· , ·) := Φ(· , ·) N−2N Λ(· , ·)α and δ := 1 + α−1 > 1. It follows that the function Ψ (· , ·) satisﬁes the conditions of
Lemma 2.3. Taking R = ρ and r = ρ/2 in the lemma we deduce that Φ(k0 + d,ρ/2) = 0, where
d2 = cρ−2−2αΨ (k0,ρ)δ−1  Cρ−2−2αρ N−2α Λ(k0,ρ) = Cρ−NΛ(k0,ρ).
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where on Ω(a,ρ/2). From here we obtain that
M(u,ρ/2) k0 +
(
Cρ−N
∫
A(k0,ρ)
|u − k0|2 dx
)1/2
. (4.9)
Next, for an arbitrary r ∈ [ρ/4,ρ], and for an integer n 0, we put
ωn(u) := M(u, r) − 2−(n+1)Osc
(
u;Ω(a, r)). (4.10)
Then ωn(u) is an increasing sequence, converging to ω∞(u) = M(u, r), and also we see that ω0(u) = 12 (M(u, r) +m(u, r)).
Note that if u is a solution of (4.1), then −u is also a solution of (4.1). Hence (by changing u to −u if necessary) we can
suppose that ω0(u) 0. Moreover, we can ﬁnd a number m ∈ N suﬃciently large, such that∣∣A(ωm(u), r)∣∣ 1
2
∣∣Ω(a, r)∣∣, ∀r ∈ [ρ/4,ρ/2]. (4.11)
Now recall that for ρ/4 r < R  ρ , Corollary 3.3(c) gives∣∣A(h, r)∣∣ 2N−2N  c13(h − k)−2(R − r)−2(∣∣A(k, r)∣∣− ∣∣A(h, r)∣∣) ∫
A(k,R)
|u − k|2 dx,
for some constant c13 > 0, and for h > k 0, for every k 0 such that∣∣A(k, r)∣∣ 1
2
∣∣Ω(a, r)∣∣.
Since by (4.11), this condition holds for k = ωm(u), taking r = ρ/2 and R = ρ we deduce that∣∣A(h,ρ/2)∣∣ 2N−2N  c13(h − k)−2ρ−2(∣∣A(k,ρ/2)∣∣− ∣∣A(h,ρ/2)∣∣) ∫
A(k,ρ)
|u − k|2 dx
 c13(h − k)−2ρN−2
(∣∣A(k,ρ/2)∣∣− ∣∣A(h,ρ/2)∣∣)(M(u,ρ) − k)2.
From here we get that(
ρ−N
∣∣A(h,ρ/2)∣∣) 2N−2N  c13ρ−N(h − k)−2(M(u,ρ) − k)2(∣∣A(k,ρ/2)∣∣− ∣∣A(h,ρ/2)∣∣). (4.12)
Applying Lemma 2.4 to the function ϕ(·) := ρ−N |A(·,ρ/2)|, we obtain that
ρ−N
∣∣A(ωn(u),ρ/2)∣∣→ 0 as ωn(u) → ess sup
Ω(a,ρ)
u(x).
This entails that we can choose n large enough, such that∣∣A(ωn(u),ρ/2)∣∣ 1
2
∣∣Ω(a,ρ/2)∣∣, (4.13)
and
Cρ−N
∣∣A(ωn(u),ρ/2)∣∣ 1
4
, (4.14)
where C > 0 denotes the constant in (4.9). Also, observe that the constant n can be chosen to be independent of a ∈ Ω .
Now applying (4.9) for k0 := ωn(u), we ﬁnd that
M(u,ρ/4)ωn(u) +
(
C
(
M(u;ρ/2) −ωn(u)
)2
ρ−N
∣∣A(ωn(u),ρ/2)∣∣)1/2
ωn(u) + 1
2
(
M(u;ρ/2) −ωn(u)
)
ωn(u) + 1
2
(
M(u;ρ) −ωn(u)
)
= M(u;ρ) − 2−(n+2)Osc(u;Ω(a,ρ)).
Since m(u,ρ/4)m(u,ρ), the previous calculation implies that
Osc
(
u;Ω(a,ρ/4)) M(u,ρ/4) −m(u,ρ)
 M(u,ρ) − 2−(n+2)Osc(u;Ω(a,ρ))−m(u,ρ)

(
1− 2−(n+2))Osc(u;Ω(a,ρ)).
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is complete. 
Now we are ready to state and prove our ﬁrst main result.
Theorem 4.2. Suppose that the coeﬃcient λ(x) is given as in Remark 3.5. If u ∈ H1(Ω) is a weak solution of (1.5) for p > N/2 and
q > N − 1, then there exists a constant δ ∈ (0,1) such that u ∈ C0,δ(Ω), that is, u is Hölder continuous on Ω .
Proof. Let u ∈ H1(Ω) be a weak solution of (1.5). Then
aσ (u,ϕ) =
∫
Ω
f ϕ dx+
∫
∂Ω
gϕ dσ , ∀ϕ ∈ H1(Ω),
where the form aσ is given by (3.1). By Theorem 3.1(b) we have that u is bounded in Ω . Let a ∈ Ω and ρ ∈ (0,ρ∗) be
arbitrary ﬁxed, and take D = B(a,ρ). Consider the unique solution uˆ ∈ H1c (Ω, D) of (3.7). Then
aˆσ (uˆ,ϕ) =
∫
Ω(a,ρ)
f ϕ dx+
∫
Γ (a,ρ)
gϕ dσ , ∀ϕ ∈ H1c (Ω, D).
By Theorem 3.1(a) and Remark 3.5, we ﬁnd a constant c1 = c(p,q,N, |Ω|, σ (∂Ω)) > 0, and a constant θ > 0, such that
‖uˆ‖∞,Ω(a,ρ)  c1ρθ
(‖ f ‖p,Ω + ‖g‖q,∂Ω) (4.15)
and
‖uˆ‖∞,Γ (a,ρ)  c1ρθ
(‖ f ‖p,Ω + ‖g‖q,∂Ω). (4.16)
Next, set v := u− uˆ. Then v ∈ H1(Ω) is bounded in Ω , and is a solution of Eq. (4.1). Therefore Lemma 4.1 implies that there
exists a constant η ∈ (0,1) independent of ρ , such that
Osc
(
v;Ω(a,ρ/4)) ηOsc(v;Ω(a,ρ)). (4.17)
Hence we have
Osc
(
u;Ω(a,ρ/4)) Osc(uˆ;Ω(a,ρ/4))+ Osc(v;Ω(a,ρ/4))
 2‖uˆ‖∞,Ω(a,ρ) + 2‖uˆ‖∞,Γ (a,ρ) + ηOsc
(
v;Ω(a,ρ))
 2‖uˆ‖∞,Ω(a,ρ) + 2‖uˆ‖∞,Γ (a,ρ) + ηOsc
(
u;Ω(a,ρ))+ 2ess sup
Ω(a,r)
∣∣uˆ(x)∣∣
 4‖uˆ‖∞,Ω(a,ρ) + 4‖uˆ‖∞,Γ (a,ρ) + ηOsc
(
u;Ω(a,ρ)).
This estimate, together with the inequalities (4.15) and (4.16), entails that
Osc
(
u;Ω(a,ρ/4)) ηOsc(u;Ω(a,ρ))+ c2ρθ (‖ f ‖p,Ω + ‖g‖q,∂Ω), (4.18)
for some constants θ > 0 and c2 > 0. Set now
Φ(·) := Osc(u;Ω(a, ·)).
Then note that Φ = Φ(t) is a nonnegative function in 0 < t < ρ∗ , and moreover by (4.18) we see that Φ satisfy all the
conditions of Lemma 2.5. Hence it follows by applying Lemma 2.5 that there exist constants c3 > 0 and δ ∈ (0,1), such that
Osc
(
u;Ω(a,ρ)) c3ρδ, ∀ρ ∈ (0,ρ∗/4). (4.19)
Because it is well known that u ∈ C1(Ω), this together with (4.19) implies that u ∈ C0,δ(Ω), and completes the proof. 
For γ > 0 a real number, denote by R(γ ,Aσ ) the resolvent of the operator Aσ . Then we immediately have the following.
Corollary 4.3. Assuming all the conditions of Theorem 4.2, let γ > 0 be a ﬁxed real number. If p > N/2, then R(γ ,Aσ )(Lp(Ω,dx)) ⊆
C0,δ(Ω).
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is a solution of the equation
aσ (u,ϕ) + γ
∫
Ω
uϕ dx =
∫
Ω
f ϕ dx, ∀ϕ ∈ H1(Ω), (4.20)
where aσ is given by (3.1). Hence u ∈ H1(Ω) is a solution of (3.5) for g ≡ 0. Now Theorem 4.2 implies that u ∈ C0,δ(Ω), for
some δ ∈ (0,1), which yields that R(γ ,Aσ )(Lp(Ω,dx)) ⊆ C0,δ(Ω). This ﬁnishes the proof. 
Next, consider the Besov space H1/2(∂Ω), and recall that the dual (H1/2(∂Ω))∗ := H−1/2(∂Ω) is a Hilbert space, where
〈u, v〉1/2 := 〈u, v〉L2(∂Ω,dσ ),
if u, v ∈ L2(∂Ω,dσ). First we recall the following important and useful fact.
Remark 4.4. Given H−1/2(∂Ω) the dual of H1/2(∂Ω), it is known that
H1/2(∂Ω)
d
↪→ Lr(∂Ω,dσ),
for r ∈ [1,2(N − 1)(N − 2)−1] (see [15]). Moreover, since the above spaces are all reﬂexive if r > 1, and (Lr(∂Ω,dσ))∗ =
Lr
′
(∂Ω,dσ), where r′ denotes the conjugate of r, for r ∈ (1,∞), it follows that
Lq(∂Ω,dσ)
d
↪→ H−1/2(∂Ω),
for all q ∈ [2(N − 1)N−1,∞).
Next we have the following important result.
Theorem 4.5. Assume all the conditions of Corollary 4.3. Then the space R(γ ,Aσ )(C(Ω)) is dense in C(Ω).
Proof. By virtue of Corollary 4.3 we have that the space R(γ ,Aσ )(C(Ω)) lies in C(Ω). Now let u ∈ C(Ω). Then for every
 > 0, there exists a function v ∈D(RN ) such that
‖u − v|Ω‖∞,Ω < 
2
. (4.21)
Let p > N and q > N−1, and let Θσ be the Besov operator given in the beginning (see the introduction). Then Θσ (v/2|∂Ω) ∈
H−1/2(∂Ω), and hence by Remark 4.4, we can ﬁnd a sequence {gn}n∈N ⊆ Lq(∂Ω,dσ), such that limn→∞ gn = Θσ (v/2|∂Ω)
in H−1/2(∂Ω). This means that for each  > 0, there exists a number m ∈ N suﬃciently large, such that∥∥Θσ (v/2|∂Ω) − gn∥∥H−1/2(∂Ω) < Nc3η , ∀nm, (4.22)
where c3 > 0 denotes the constant given in (2.3), and η > 0 denotes a constant that will be given later.
To conclude the proof, our strategy will be to ﬁnd a function f ∈ C(Ω) such that R(γ ,Aσ ) f |Ω can be written as a sum
of two functions approximated to the function v/2. Indeed, let γ > 0 be a ﬁxed real number, and consider the following
differential operators
ALu := −
N∑
i, j=1
∂i
(
1
2
ωi j(x)∂ ju + ai(x)u
)
+
N∑
i=1
bi(x)∂iu + 12λ1(x)u, (4.23)
and
BLu :=
N∑
i, j=1
(
ωi j(x)∂ ju + ai(x)u
)
νi . (4.24)
Denote by A Lσ the operator associated with the bilinear form
εL(u, v) := 1
2
∫
Ω
(
N∑
i, j=1
(
ωi j(x)∂ ju + 2ai(x)u
)
∂i v +
N∑
i=1
2bi(x)∂iuv + λ1(x)uv
)
dx, (4.25)
for λ1(x) := υ + ξ1, where υ ∈ L∞(Ω,dx) and ξ1  2c−10 (‖a‖∞,Ω + ‖b‖∞,Ω)2 + ‖υ‖∞,Ω + c0 is a real number. Thus we
follow the approach as in [26, Lemma 4.2] (see also [27]) to get that there exists a function g ∈ C(Ω), such that
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for all  > 0.
On the other hand, consider the operators
ANu := −1
2
(
N∑
i, j=1
∂iωi j(x)∂ ju + λ2(x)u
)
, (4.27)
and
BNu := 1
2
N∑
i, j=1
ωi j(x)∂ juνi + Θσ u, (4.28)
and set A Nσ as the operator associated to the form
εN(u, v) := 1
2
∫
Ω
(
N∑
i, j=1
(
ωi j(x)∂ ju∂i v + λ2(x)uv
))
dx+
∫
∂Ω
α(x)uv dσ + Kσ (u, v), (4.29)
where λ2(x) := υ(x)+ ξ2, for υ ∈ L∞(Ω,dx) and ξ2  ‖υ‖∞,Ω , and where we recall that Kσ (· , ·) is given by (3.3). Choose a
set of functions {φ0, . . . , φN} ⊆D(RN ), such that∥∥∥∥14 (λ2(x) + γ )v − φ0
∥∥∥∥
p,Ω
<

12C
(4.30)
and
N∑
i, j=1
∥∥∥∥14ωi j(x)∂i v − φi
∥∥∥∥
p,Ω
<

12C
(4.31)
and
N∑
i=1
∥∥∥∥ gmN + φiνi
∥∥∥∥
q,∂Ω
<

12C
, (4.32)
for some constant C > 0 that will be speciﬁed later in the proof. Next, set
h := φ0 −
N∑
i=1
∂iφi, and wh := R
(
γ /2,A Nσ
)
h|Ω.
Note that h ∈D(RN ), and wh ∈ C(Ω) by Corollary 4.3. Moreover, for every ϕ ∈ H1(Ω) we have that
εN(v/2|Ω − wh,ϕ) + 12
∫
Ω
γ (v/2|Ω − wh)ϕ dx
= εN(v/2|Ω,ϕ) + 1
4
∫
Ω
γ v|Ωϕ dx−
∫
Ω
hϕ dx
=
∫
Ω
(
(λ2(x) + γ )v
4
− φ0
)
ϕ dx+
N∑
i, j=1
∫
Ω
(
1
4
ωi j(x)∂i v − φi
)
∂ jϕ dx+
N∑
j=1
〈
Θσ v
2N
+ φ jν j,ϕ
〉
1/2
,
where 〈· , ·〉1/2 denotes the duality between H−1/2(∂Ω) and H1/2(∂Ω). Next, given a ﬁxed real number k  0, set E(k) :=
{x ∈ Ω | |(v/2− wh)(x)| k}, Γ (k) := ∂Ω ∩ E(k), and put
ϕh :=
(|v/2− wh| − k)+sgn(v/2− wh).
Then ϕh ∈ H1(Ω). Then we replace this function in the above estimate to observe that
η−1‖ϕh‖2H1(Ω)  εN(ϕh,ϕh) εN(v/2− wh,ϕh),
for some η > 0 (see Theorem 3.1). By Hölder’s inequality we have that
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E(k)
(
(λ2(x) + γ )v
4
− φ0
)
ϕh dx
∣∣E(k)∣∣1/2−1/p∥∥∥∥ (λ2(x) + γ )v4 − φ0
∥∥∥∥
p,Ω
‖ϕh‖H1(Ω)
and
N∑
i, j=1
∫
E(k)
(
1
4
ωi j(x)∂i v − φi
)
∂ jϕh dx
∣∣E(k)∣∣1/2−1/p N∑
i, j=1
∥∥∥∥14ωi j(x)∂i v − φi
∥∥∥∥
p,Ω
‖ϕh‖H1(Ω).
To estimate
∑N
j=1〈Θσ v2N + φ jν j,ϕh〉1/2, let  > 0 be arbitrary and ﬁxed. Then we use (4.22), (2.3) and (2.2) to obtain the
following calculation:
N∑
j=1
〈
Θσ v
2N
+ h j,ϕh
〉
1/2
=
N∑
j=1
〈
Θσ v
2N
− gm
N
,ϕh
〉
1/2
+
N∑
j=1
〈
gm
N
+ φ jν j,ϕh
〉
L2(Γ (k),dσ ))

N∑
j=1
∥∥Θσ (v/2N) − gm/N∥∥H−1/2(∂Ω)‖ϕh‖H1/2(∂Ω) + N∑
j=1
‖gm/N + φ jν j‖q,∂Ω‖ϕh‖q′,Γ (k)
<

η
‖ϕh‖H1(Ω) + σ
(
Γ (k)
)1−1/q−1/s N∑
j=1
‖gm/N + φ jν j‖q,∂Ω‖ϕh‖s,Γ (k)
 
η
‖ϕh‖H1(Ω) + c2σ
(
Γ (k)
)1−1/q−1/s N∑
j=1
‖gm/N + φ jν j‖q,∂Ω‖ϕh‖H1(Ω),
for all  > 0. Combining all this calculations and setting k0 := 14 (λ2(x)+γ )v −φ0,kij := 14ωi j(x)∂i v −φi , and ki := gmN +φiνi ,
we obtain that
‖ϕh‖H1(Ω) < η
(∣∣E(k)∣∣1/2−1/p‖k0‖p,Ω + ∣∣E(k)∣∣1/2−1/p N∑
i, j=1
‖kij‖p,Ω
)
+ c
(
σ
(
Γ (k)
)1−1/q−1/s N∑
i=1
‖ki‖q,∂Ω
)
+ .
Since  > 0 was chosen arbitrarily, it follows that
‖ϕh‖H1(Ω)  η0
(∣∣E(k)∣∣1/2−1/p‖k0‖p,Ω + ∣∣E(k)∣∣1/2−1/p N∑
i, j=1
‖kij‖p,Ω
)
+ η0
(
σ
(
Γ (k)
)1−1/q−1/s N∑
i=1
‖ki‖q,∂Ω
)
,
for some η0 > 0. From here we proceed as in [34, Theorem 2.2] to ﬁnd a constant C = C(p,q, |Ω|, σ (∂Ω)) > 0 such that
∥∥v|Ω − R(γ /2,A Nσ )h|Ω∥∥∞,Ω  C
(
‖k0‖p,Ω +
N∑
i, j=1
‖kij‖p,Ω +
N∑
i=1
‖ki‖q,∂Ω
)
. (4.33)
It follows by combining (4.33) with (4.30), (4.31), and (4.32), to deduce that∥∥v/2|Ω − R(γ /2,A Nσ )h|Ω∥∥∞,Ω < 4 , (4.34)
for every  > 0.
Finally, put f := g + h and w := R(γ ,Aσ ) f . Then we see that w ∈ H1(Ω) is the unique solution of the boundary value
problem{
A w = f − γ w in Ω,
Bw = g on ∂Ω. (4.35)
But because
w := R(γ ,Aσ ) f = R
(
γ /2,A Lσ
)
g + R(γ /2,A Nσ )h,
we get by means of (4.21), (4.26), and (4.34), that
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for all  > 0. Thus R(γ ,Aσ )(C(Ω)) is dense in C(Ω), as desired. 
We close this section by developing an inverse positivity property for he resolvent of the differential operator Aσ . Our
approach will run similar as in [13], Theorem 3.1. Given the operators A and B given by (1.1) and (1.2), we consider
solutions of the differential inequality{
A u  0 in Ω,
Bu  0 on ∂Ω.
(4.36)
The above inequalities can be understood in the weak sense, that is, we consider solutions of the inequality
aσ (u.ϕ) 0, ∀ϕ ∈ H1(Ω)+, (4.37)
for aσ given by (3.1). Then we can prove the following result.
Theorem 4.6. Suppose that the differential operatorsA andB satisfy all the conditions of Theorem 4.2. If u ∈ H1(Ω) is a solution of
(4.36), then u  0. Moreover, for every compact set F ⊆ Ω , there exists a constant CF > 0 such that u > CF almost everywhere on F .
In particular, u > 0 almost everywhere in Ω .
Proof. Let u ∈ H1(Ω) be a solution of (4.36). Recalling the bilinear function Kσ (· , ·) given by (3.3), observe that
Kσ (u+,u−) = Kσ (u−,u+)  0, which means that aσ (u+,u−) = aσ (u−,u+)  0. Since u ∈ H1(Ω) satisﬁes the inequality
(4.37), following as in the proof of Theorem 3.1, we get from (3.12), (3.13) and Remark 3.5 that∥∥u−∥∥22,Ω + ∥∥u−∥∥22,∂Ω  c(aσ (u−,u−)− (ξ − (δ∗ + c0))∥∥u−∥∥22,Ω)−caσ (u,u−) 0, (4.38)
for some constant c > 0. Thus u− = 0, which shows that u  0. The other assertions of the theorem follow by imitating the
proof of Theorem 3.1 in [13]. 
5. Generation of C0-semigroups over C(Ω), and the parabolic problem
In this part we develop generation of strongly continuous semigroups on C(Ω) associated with the differential opera-
tor Aσ . We will make use of all the results obtained in the previous sections.
Next, let (etAσ )t0 be the C0-semigroup generated by Aσ on L2(Ω,dx). Also, denote by A
p
σ the Lp-realization of Aσ ,
and (etA
p
σ )t0 the corresponding semigroup generated by A
p
σ . We begin with the following result.
Proposition 5.1. The semigroup (etAσ )t0 is ultracontractive, and has the strong Feller property, that is, it maps L∞(Ω,dx) into
C(Ω), for each t > 0. Moreover, the semigroup (etA
p
σ )t0 is compact and consistent for all p ∈ [1,∞], and is strongly continuous and
bounded analytic of angle π/2 on Lp(Ω,dx), for all p ∈ [1,∞).
Proof. The strong Feller property of (etAσ )t0 follows directly from Corollary 4.3. Also, looking at the deﬁnition of the form
aσ given in (3.1), one can write
aσ (· , ·) = εL(· , ·) + εN(· , ·),
where the bilinear forms εL and εN are given by (4.25) and (4.29), respectively. Then one apply [28, Theorem 6.4, Theorem
6.10, Theorem 6.16] and [3, Section 2] and [22, Lemma 3.1] to achieve the result. 
Next, denote by A cσ the part of the operator Aσ in C(Ω), in the sense that{
D
(
A cσ
)= {u ∈ D(Aσ ) ∩ C(Ω) ∣∣Aσ u ∈ C(Ω)},
A cσ u =Aσ u.
(5.1)
By Corollary 4.3 the operator A cσ is well deﬁned, and is the part of the operator Aσ in C(Ω).
Now we are ready to state and prove the main result of this section.
Theorem 5.2. Assume all the conditions of Corollary 4.3. If A cσ denotes the part of the operator Aσ in C(Ω), then A
c
σ generates a
compact bounded analytic C0-semigroup (Tσ (t))t0 of angle π/2 on C(Ω).
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(etAσ )t0-invariant space, and therefore it follows by [18], Chapter II, Section 2, that A cσ is the generator of (Tσ (t))t0 on
C(Ω). Also, by Theorem 4.5, the domain of the operator A cσ is dense in C(Ω), which immediately implies that (Tσ (t))t0
is strongly continuous on C(Ω) (see [16]). Next, the compactness of (Tσ (t))t0 follows from the formula
Tσ (t) = T4 ◦ T3 ◦ T2 ◦ T1,
where T1 := Id is bounded from C(Ω) into L2(Ω,dx), T2 := e t3Aσ is compact from L2(Ω,dx) into L2(Ω,dx) (because
e
t
3Aσ (L2(Ω,dx)) ⊆ L∞(Ω,dx), which means that e t3Aσ is a Hilbert–Schmidt operator, and hence compact; see [4], Corollary
5.2), T3 := e t3Aσ is bounded from L2(Ω,dx) into L∞(Ω,dx) by ultracontractivity (see [33], Theorem 4.2.12), and T4 := e t3Aσ
is bounded from L∞(Ω,dx) into C(Ω) by the strong Feller property (Theorem 5.1).
To show the analyticity of the semigroup (Tσ (t))t0, by Theorem 5.1, (etAσ )t0 induces consistent semigroups on all
Lp(Ω,dx),1 p ∞, which are strongly continuous if p ∈ [1,∞). Denote by A∞σ := (A 1σ )∗ the generator of the semigroup
on L∞(Ω,dx), where (A 1σ )∗ denotes the dual of the generator of the semigroup on L1(Ω,dx). Since by Theorem 5.1, the C0-
semigroup (etA
1
σ )t0 is bounded analytic of angle π/2 on L1(Ω,dx), we deduce that (etA
∞
σ )t0 is an analytic semigroup
of angle π/2 on L∞(Ω,dx). Therefore, for each γ > 0, the consistency property together with Corollary 4.3 gives that
R(γ ,Aσ )
(
L∞(Ω,dx)
)= R(γ ,A∞σ )(L∞(Ω,dx))= D(A∞σ )⊆ C(Ω).
Thus, A cσ can also be deﬁned as the part of the operator A
∞
σ in C(Ω). From here we also obtain that
D
(
A cσ
)= {u ∈ D(A∞σ )∩ C(Ω) ∣∣A∞σ u ∈ C(Ω)}= D(A∞σ ).
Because C(Ω) is a closed subspace of L∞(Ω,dx), and since by Theorem 4.5, D(A∞σ ) = D(A cσ ) = C(Ω), it follows from [2],
Remark 3.7.13 that the C0-semigroup (Tσ (t))t0 is bounded analytic of angle π/2 on C(Ω). This ﬁnishes the proof of the
theorem. 
We now apply the previous results to the parabolic problem with local or nonlocal Robin boundary conditions. In fact, let
u0 be a continuous function in Ω , and denote by A and B the differential operators (1.1) and (1.2), respectively. Consider
the generalized parabolic problem, formally given by⎧⎨⎩
u˙(t, x) =A u(t, x), for t > 0, x ∈ Ω,
Bu(t, z) = 0, for t > 0, z ∈ ∂Ω,
u(0, x) = u0(x) for x ∈ Ω.
(5.2)
Assuming the assertion of Remark 3.5, one sees easily that Eq. (5.2) has a unique mild solution u ∈ C([0,∞), L2(Ω,dx))
(see [2]). Thus u(t) = etAσ u0 is the unique mild solution of the abstract Cauchy problem{
u˙(t) =Aσ u(t), t > 0,
u(0) = u0. (5.3)
Moreover, we have the following result.
Theorem 5.3. Assume all the conditions of Corollary 4.3. Then the problem (5.2) is well-posed on C(Ω).
Proof. Denote by A cσ the restriction on C(Ω) of the differential operator Aσ . By Theorem 5.2, A
c
σ generates a C0-
semigroup (Tσ (t))t0 on C(Ω). Because semigroups can be expressed in terms of their generators via Euler’s formula, and
since the resolvent of A cσ equals the resolvent of Aσ on C(Ω), it follows that (Tσ (t))t0 is the restriction of (e
tAσ )t0 to
C(Ω). Henceforth, u(t) = etAσ u0 = Tσ (t)u0, and the assertion of the theorem follows. 
6. Examples and closing remarks
In the following section we discuss some applications and remarks of the previous results. We start with the following
observation.
Remark 6.1. As we pointed out at the beginning of the paper, the problem (1.5) for β ≡ 0 have been investigated by Nittka
in [26] and [27], where it was shown the majority of the results of this paper for that case. The strategy for the main result,
say, the Hölder continuity of weak solutions, was to transform the Robin boundary problem into an equation with Neumann
boundary conditions. However, if β = 0, then one cannot apply this method to obtain the regularity of weak solution, mainly
because in this case it is not be possible to translate the nonlocal Robin boundary value problem into a Neumann boundary
value problem. This means that with the tools presented in this paper we were able to obtain global regularity for solution
to a class of equations which cannot be directly related to the Neumann problem.
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L∞(∂Ω,dσ). Following the argument as in Remark 3.5, one only needs to assume that λ(x) := υ(x) + ξ , for υ ∈ L∞(Ω,dx)
and ξ ∈ R suﬃciently large. The key argument is the inequality
‖u‖2,∂Ω  ‖∇u‖2,Ω + c‖u‖2,Ω,
which holds for bounded Lipschitz domains, for all  > 0, and for some constant c > 0 (see [27], Example 2.4.9).
Remark 6.3. The majority of the results of this paper remain true, if we replace the speciﬁc nonlocal boundary operator
Θσ deﬁned at the beginning of the article, by a general bounded nonnegative operator Sσ from H1/2(∂Ω) into H−1/2(∂Ω),
such that 〈Sσ u, vm〉 0 for each u ∈ H1/2(∂Ω), and where vm is given as in the proof of Theorem 3.1. Moreover, it follows
from [20], Lemma 4.4, that the condition of nonnegativity can be dropped, provided that [20, Assumption 4.1] is fulﬁlled.
Remark 6.4. The bilinear form (aσ , D(aσ )) given by (3.1) may not be symmetric, and the associated operator Aσ is in
general not self-adjoint. The semigroup (etAσ )t0 is positive and irreducible (see [28], Theorem 4.2 and Theorem 4.5), but
it is not always sub-markovian. Conditions necessary for the L∞-contractivity property of the semigroup (etAσ )t0 can be
deduced from [28], Theorem 4.6 and Theorem 4.9. In fact, additional properties for the semigroup (etAσ )t0 can be inferred
from [28], Section 4 and Section 6.
Example 6.5. Consider the previous boundary value problem (1.5), for ωi j = 1, ai = bi = 0, and λ(x) = λ > 0 a ﬁxed real
number. Then Aσ = "σ , the Laplacian with Robin boundary conditions. In fact, the operator "σ is given by:⎧⎨⎩ D("σ ) =
{
u ∈ W (",Ω)
∣∣∣ (∂u
∂ν
+ Θσ u
)∣∣∣∣
∂Ω
= 0
}
,
"σ u = "u,
for
W (",Ω) := {u ∈ H1(Ω) ∣∣"u ∈ L2(Ω,dx)},
where the operator Θσ is the same as in Section 2, under the same assumptions. It is clear that all the conclusions of the
previous section hold in this case. If β(x, y) = 0 a.e. on ∂Ω ×∂Ω , then the boundary conditions are local, and the solvability
over C(Ω) was obtained by Warma in [6,33,34]. Otherwise, the boundary value problem is nonlocal, and has been studied
in [31,32].
Example 6.6. Let D ⊆ RN be a bounded domain with the following properties:
(1) D is a W 1,2-extension domain (see [23] for the deﬁnition),
(2) ∂D is an upper d-set (e.g. [9]) with respect to measure μ, for d ∈ (N,N − 2),
(3) Proposition 2.1 holds for 1 p  2.
Then all the results of this article should be valid for this domain. We remark that in this case, we interpret the unit normal
ν in the generalized sense (for a notion of this subject, refer to [6,32]). Also for the solvability of the elliptic equation, we
require that p > N/2 and q > d(2 + d − N)−1. We comment that it still an open problem to ﬁnd a bounded non-Lipschitz
domain that satisﬁes the conditions (1), (2) and (3).
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