We consider a stochastic network of Integrate-and-Fire spiking neurons, in its mean-field asymptotic. Given an invariant probability measure of the McKean-Vlasov equation, we give a sufficient condition to ensure the local stability of this invariant measure. Our criteria involves the location of the zeros of an explicit holomorphic function associated to the considered invariant probability measure. We prove that when all the complex zeros have negative real part, local stability holds. Keywords McKean-Vlasov SDE · Long time behavior · Mean-field interaction · Volterra integral equation · Piecewise deterministic Markov process Mathematics Subject Classification Primary: 60B10. Secondary 60G55 · 60K35 · 45D05
In this equation, N is a Poisson measure on R 2 + with intensity being the Lebesgue measure dudz, the initial condition X 0 has law ν and is independent of the Poisson measure. Informally, Equation (1) can be understood in the following way:
Between the jumps, (X t ) solves the ODE
and (X t ) jumps to zero at a rate f (X t ).
Let ν(t, dx) be the law of X t . It solves the following non-linear Fokker-Planck PDE, written in the sense of distributions:
This work focuses on the long time behavior of the solution of the McKean-Vlasov SDE (1). More precisely, we study the stability of the stationary solutions of (2). This model of neurons is sometimes known in the literature as the "Escape noise", "Noisy output", "Hazard rate" model. We refer to [GKNP14, Ch. 9] for a review. From a mathematical point of view, it has been first introduced by [DGLP15], where it is described as a time continuous version of the "Galves-Löcherbach" model [GL13] . The well-posedness of (1) is studied in [DGLP15] (with the assumption that the initial condition ν is compactly supported), in [FL16] (assuming only that ν has a first moment) and in [CTV20] (where a different proof is given, based on the renewal structure of the equation, see below). The convergence of the finite particle system (X i,N t ) to the solution of (1) is studied in [FL16] where the rate of convergence, of the order Ct √ N , is also given. We do not discuss the fluctuations of the particle system around the mean-field limit, which is an active area of research (see [ELL19] , [HS19] , [FST19] and [Che17] for different approaches of this question). Extensions of this model have been considered with more realistic interactions between the neurons (see [FTV20] ) and with the addition of an adaptation variable leading to a 2D model (see [ACV19] ). This model belongs to the family of Integrate-and-Fire neurons, whose most celebrated representative is the Integrate-and-Fire with a fixed threshold: the neurons spikes when their potential is reaching this deterministic threshold. An additive noise (e.g. a Brownian motion) is often added to the dynamics. It models synaptic current: see [CCP11] and [DIRT15] . When the number of neurons is finite, the network (X i,N t ) is Markov (it is a Piecewise Deterministic Markov Process, see [Dav84] ) and under quite general assumptions on b, f and J, this R N + -valued SDE has a unique invariant measure which is globally attractive. We refer to [DO16] , [HKL18] and [HP19] for studies about the long time behavior of the finite particle system.
The long time behavior of the solution of the limit equation (1) is more complex, essentially because this is a McKean-Vlasov equation and so it is not Markov. In particular, (1) may have multiple invariant measures. Even in the case where the invariant measure is unique, it is not necessarily attracting. In [DV17] , the authors give numerical evidences that a Hopf bifurcation may appear when the interaction parameter J varies, leading to periodic solutions of (1). We refer to [CTV20] for some other simple explicit choices of b, f and J which leads to instabilities. The case b ≡ 0 is studied in [FL16] . It is proved that for J > 0, there is exactly two invariant probability measures: the Dirac δ 0 , which is unstable, and a non-trivial one, which is globally attractive. This situation b ≡ 0 is also studided in [DV16] , where the authors prove that the non-trivial invariant measure is locally attractive with a exponential rate of convergence. Both [FL16] and [DV16] rely on the PDE (2), written in a strong form. Finally, in [CTV20] general conditions are given on b and f such that the McKean-Vlasov equation (1) admits a globally attractive invariant measure, assuming that the interaction parameter J is small enough. For such weak enough interactions, similar results have been obtained for variants of this model, such as the time-elapsed model (see [MW18] ), or the Integrate-and-fire with a fixed deterministic threshold (see [CP14] , [CPSS15] and [DG18] for another "Poissonian" variant).
Understanding the long time behavior of (1) for an arbitrary interaction parameter J is a difficult open question. We are interested here to the following sub-problem: given an invariant probability measure of (1), at which condition this invariant measure is locally stable? That is, if we start from an initial condition ν "close" to the invariant probability measure ν ∞ , does the solution of (1) converge to ν ∞ ? We assume that the initial condition ν belongs to
and we equip M(f 2 ) with the following weighted total variation distance
(3)
We shall see that all the invariant measures of (1) belongs to M(f 2 ). Consider (X t ) t≥0 the solution of (1) starting from an invariant measure ν ∞ . Then, the mean-field interaction α := J E f (X t ) is constant. We denote by ν ∞ α the invariant measure corresponding to a current α > 0. Our main result, Theorem 20, gives a sufficient condition for the invariant measure ν ∞ α to be locally stable. Our condition involves the location of the roots an explicit holomorphic function associated to the invariant measure ν ∞ α . When all the roots of this function have negative real part, we prove that the invariant measure is locally stable, in a precise sense. Furthermore, in Theorem 21, we prove that this last criteria is satisfied if
To be more precise, we only need a local version of (4): in the above inequality, we can replace R + by the support of invariant measure considered. We significantly generalize the result of [FL16] and [DV16] , valid only for b ≡ 0. Our local approach is a first step to study the static and dynamic bifurcations of (1), such as the Hopf bifurcations, leading to periodic solutions. We now detail the main arguments leading to the proof of Theorem 20. The renewal structure. For any bounded measurable "external current" a ∈ L ∞ (R + , R + ), we consider the following non-homogeneous "linearized" version of (1): 
We define the spiking rate r ν a (t, s), the survival function H ν a (t, s) and the density of the first jump K ν a (t, s) to be
In [CTV20] , we proved that the jump rate r ν a satisfies the following Renewal Volterra Integral equation
This equation admits a unique solution and so it characterizes r ν a . We give in Proposition 6 a new short derivation of this equation which can be easily extended to more general Integrate-and-Fire models. Note that Y a,ν t,0 is a solution of (1) if and only if ∀t ≥ 0, a t = Jr ν a (t, 0).
Perturbation of constant currents. First, we use results on the long time behavior of (5) when the input current is constant and equal to some α > 0:
In this case, the Volterra equation (8) is of convolution type, so tools based on the Laplace transform are available. In [CTV20] we proved that Y α,ν t,0 converges in law to its invariant probability measure ν ∞ α , where ν ∞ α has the explicit expression (15). The convergence holds at an exponential rate. More precisely, denote by B(R + , R) the Borel-measurable functions from R + to R and define for any λ ≥ 0 the Banach space
Let γ(α) := ν ∞ α (f ) be the mean number of jumps per unit of time under this invariant measure. We can find a constant λ * α > 0 such that for all λ ∈ (0, λ * α ), we have for all ν ∈ M(f 2 ):
We then use the perturbation argument of [CTV20] , which shows that this result can be extended to non-constant current of the form
where h belongs to L ∞ λ , λ < λ * α . More specifically, one can prove that there exists δ > 0 such that for all h ∈ L ∞ λ with ||h|| ∞ λ < δ, one has:
The Implicit Function Theorem. We apply the Implicit Function Theorem to the function
By inspecting the perturbative argument of [CTV20] , one can prove that the function
Here, the function Θ α : R + → R has a simple expression in terms of the invariant measure ν ∞ α (see (20)). In order to proceed, we use the following ruse: given h ∈ L ∞ λ , we extent it to R by setting h(t) = 0 for t ∈ R − . It then holds that
This formula, proved in Lemma 58, has a simple probabilistic interpretation which relies both on the fact that ν ∞ α is the invariant measure of (Y α,ν t,0 ) and on the fact that the membrane potential is reset to 0 just after a spike. The advantage of this representation is to eliminate the specific shape of the invariant measure ν ∞ α . We then study the inversibility of this linear mapping: it gives a criteria of stability in term of the location of the zeros of the holomorpic function discussed above. It is worth noting that the Implicit Function Theorem provides an explicit Newton's type approximation scheme, which differs from the standard Picard iteration scheme often used with McKean-Vlasov equations. Remark 43 emphasis the difference between the two schemes. We prove that this Newton's like scheme converges to some h(ν) ∈ L ∞ λ , provided that ν is sufficiently close to ν ∞ α . This limit h(ν) satisfies Φ(ν, h(ν)) = 0, and so α + h(ν) solves (9). This proves that the non-linear interactions J E f (X u ) of (1) converge to the constant current α at an exponential rate, provided that the law of the initial condition X 0 is sufficiently close to ν ∞ α . This gives the stability of ν ∞ α . We believe this method is fairly general. We rely essentially on (8) and this Integral equation is shared by many Integrate-and-fire models, including the Integrate-and-fire with a fixed deterministic threshold. The layout of this paper is as follows. Our main results are given in Section 2. Section 3 is devoted to the study of the Fokker-Planck equation (2), linearized around the invariant measure ν ∞ α . This section can be read independently. In Section 4, we introduce a functional analysis framework and give estimates on the kernels (7). Section 5 is devoted to the proof of Proposition 19, which shows the well-posedness of our stability criteria. Finally, sections 6 and 7 are devoted to the proofs of our main results (Theorem 21 and 20).
Acknowledgment
The author would like to express his gratitude to Dr. Etienne Tanré and Dr. Romain Veltz for much valuable suggestions at every steps of this work, as well as hearty encouragements.
Notations and results
We assume that:
Remark 2.
The assumption b(0) ≥ 0 ensures that the solution of (1) stays in R + (and is required if one wishes the associated particle system to be well-defined on (R + ) N , where N is the number of particles).
Assumptions 3. Consider f : R + → R + such that 3.1 the function f belongs to C 2 (R + , R + ), f (0) = 0 and f is strictly increasing on R + .
one has
sup x≥1 [f ′ (x)/f (x) + |f ′′ (x)|/f (x)] < ∞.
for all
3.4 the function f grows at most at a polynomial rate: there exists p > 0 such that sup x≥1
3.5 There exists a constant C such that for all x, y ≥ 0,
Remark 4. If f ∈ C(R + , R + ) satisfies Assumption 3.5, there exists a constant C such that for all x, y ≥ 0,
Remark 5. Let b 0 ≥ 0, b 1 ∈ R and p ≥ 1. Then the following functions b and f satisfy Assumptions 1 and 3:
Given two R-valued measurable "kernels" φ and ψ, we use the following notation:
Note that the definitions of the kernels K ν a and H ν a yields 
where K ν a , K δ0 a and r ν a are defined by (7).
u,s has at least one jump between t and t + δ).
Let τ ν,a s be defined by (6), the first spiking time of Y a,ν u,s after s. The law of τ ν,a
u,s has its first jump between t and t + δ) = K ν a (t, s). Using the strong Markov property at time τ ν,a s and exploiting the fact that the membrane potential is reset to 0 at this time, we find that the second term is equal to
So, we deduce that
or using the notations (11),
Finally, (14) is equation (13) written in its resolvent form. We refer to [CTV20] for more details on how one goes from one to the other.
For any a ∈ L ∞ (R + , R + ) and ν ∈ M(f 2 ), the non-homogeneous linear equation (5) has a unique path-wise solution Y a,ν t,s . To obtain a solution of (1), it remains to find a current a such that (9) holds. This can be done by a fixed point argument ([see CTV20, Theorem 5]):
Theorem 9. Consider b and f such that Assumption 1 and Assumptions 3.1, 3.2, 3.3 hold. For any J ∈ R + and any initial condition ν ∈ M(f 2 ), the McKean-Vlasov SDE (1) has a path-wise unique solution (X t ) t≥0 .
Proof. Such result is obtain in [CTV20] under slightly different assumptions on b and f . The key difference is that here b does not need to be bounded. Assumption 3.3 yields an apriori bound on the jump rate E f (X t ). Indeed, if (X t ) solves (1), the Ito formula gives
Once this apriori estimate is obtained, the techniques of [CTV20] can be applied to prove the result.
Consider ν ∞ an invariant measure of (1). If (X t ) starts from the law ν ∞ , its jumps rate
We say that ν ∞ is non-trivial if α > 0. For such α, define
Because b(0) + α > 0, one has σ α ∈ R * + ∪ {+∞}. Proposition 10 ([CTV20, Proposition 8]). Let f and b such that the Assumptions 1 and 3 holds.
and γ(α) is the normalizing factor, given by
Remark 11. Note that we have for all α > 0 and t ≥ 0,
We use that (distinguish between σ α < ∞ and σ α = +∞)
lim
Note moreover (again by distinguishing between σ α < ∞ and σ α = +∞) that for all α > 0
In this work, we focus on the stability of the non-trivial invariant measures, which have the above explicit formulation. For α > 0, we define J α to be the corresponding interaction parameter:
We consider, for all complex number z with
the Laplace transform of H α (t). The function H α is defined by (7) (with ν = δ 0 and a = α). Define
Proposition 12. Under Assumptions 1 and 3, it holds that In other words λ * α gives the rate of convergence of the law of Y ν,α t,0 to its invariant measure ν ∞ α . Assumptions 13. The constant current α > 0 satisfies one of the following non-degeneracy condition:
If σ α < ∞ we have a technical restriction on the size of the support of the initial datum:
Definition 14. Definẽ
with the convention that S α := {R + } when σ α = +∞.
Remark 15. Note that due to (18), if σ α < ∞ one has σ α <σ α (andσ α = +∞ if σ α = +∞). Any S ∈ S α is invariant by the dynamics in the following sense: given λ > 0 we can find δ > 0 small enough such that for all h ∈ L ∞ λ with ||h|| ∞ λ < δ one has
We exploit this property in Section 7.3.
Given S ∈ S α , we denote by M S (f 2 ) the set of probability measure with support included in S and such that S f 2 (x)µ(dx) < ∞. We equip M S (f 2 ) with the distance (3).
Definition 16. Let λ > 0. An invariant measure ν ∞ α of (1) is said to be locally exponentially stable with rate λ if for all S ∈ S α and all ǫ > 0, there exists ρ > 0 such that
where (X ν t ) is the solution of (1) starting with law ν. Remark 17. Once it is known that J α E f (X ν t ) converges to the constant α at an exponential rate, one can prove that (X ν t ) converges in law to ν ∞ α (see [CTV20, Proposition 29] ).
Definition 18. Given α > 0, let ν ∞ α be the corresponding invariant measure and define:
Proposition 19. Under Assumptions 1, 3 and 13, it holds that λ * α > 0 and for all λ
The proof is given in Section 5. We can thus consider Θ α (z), the Laplace transform of Θ α , defined for all z ∈ C with ℜ(z) > −λ * α . Theorem 20. Consider a non-trivial invariant measure ν ∞ α of (1), for some α > 0. Grant Assumptions 1, 3 and 13. Define the "abscissa" of the first zero of J α Θ α − 1 to be:
Then for all λ ∈ (0, λ ′ α ), ν ∞ α is locally exponentially stable with rate λ, in the sense of Definition 16. That is, for all S ∈ S α and all ǫ > 0, there exists ρ > 0 such that
where (X ν t ) is the solution of (1) starting with initial law ν. The proof is given in Section 7. We now give a sufficient condition for (21) to hold, namely
Theorem 21. Consider f and b satisfying Assumptions 1, 3. Let α > 0 be such that Assumption 13 holds and assume furthermore that the condition (22) is satisfied. Then the non-trivial invariant measure ν ∞ α is locally exponentially stable, in the sense of Definition 16. If furthermore the condition (22) holds for all α > 0 (that is if (4) holds) then for all J > 0 the non-linear equation (1) has exactly one non-trivial invariant measure (which is locally exponentially stable).
The proof is given in Section 6.
Remark 22. This result generalizes the case b ≡ 0, which is well-known. When b ≡ 0, (1) has two invariant measures: a trivial one (δ 0 , the Dirac mass at zero) and a non-trivial one. The trivial invariant measure δ 0 is known to be unstable, whereas the non-trivial invariant measure is stable (see [FL16] , Proposition 11 and [DV16] 
is an interesting limit case for which the invariant probability measure is the uniform distribution on [0, σ α ].
The linearized Fokker-Planck equation near the equilibrium
The objective of this section is to provide a heuristic view point about the stability criteria (21) through a linearized analysis of the PDE (2). Let g ∈ C 1 (R + , R) be a compactly supported test function. The Ito's formula applied to (1) gives
In other words, if ν(t, dx) is the law of X t , it solves the Fokker-Planck PDE (2). Consider now ν ∞ α a invariant measure of (1), for some α > 0.
. We use again the notation
By neglecting it, we obtain the linearized Fokker-Planck equation
Note that L * α is the generator of the Fokker-Planck equation corresponding to an isolated neuron subject to a constant current equal to α. Let T α be the Markov semi-group generated by L * α . Using the Duhamel's principle (see for instance [EN00, Chapter III, Corollary 1.7]), the solution of the linearized equation (23) satisfies
Integrating this equation against f , one obtains a closed integral equation for φ(t), f
) be the solution of the SDE (5), with constant current α and starting with law δ x at t = 0. For all ν one has
. We shall see that for a fixed value of t, the function x → r x α (t) is C 1 (see the proof of Proposition 19). Using that for any test function g, ∂
and so the claim follows. Consequently, φ(t), f solves the convolution Volterra equation
Claim: For all λ ∈ (0, λ * α ), the function t → e λt ∞ 0 r x α (t)φ 0 (dx) belongs to L 1 (R + ). Proof of the claim: Because r x α (t) is the jump rate of an isolated neuron subject to a constant current α, one has r x α (t) → t→∞ γ(α) = ν ∞ α (f ) exponentially fast. More precisely, define
Consequently, e λt φ(t), f solves a Volterra integral equation where both the "forcing term" t → e λt ∞ 0 r x α (t)φ 0 (dx) and the "kernel" t → J α e λt Θ α (t) belongs to L 1 (R + ). The condition for e λt φ(t), f to belongs to L 1 (R + ) is exactly (21) [see GLS90, Chapter 2]. If (21) holds then 
Preliminaries

Notations
Given t ≥ s ≥ 0 and a ∈ L ∞ (R + , R + ), we consider ϕ a t,s (x) the flow of the scalar ODE associated to the process (5), that is the solution of the ODE:
We have explicit expressions of H ν a and K ν a (see (7)). For all t ≥ s, we have
To shorten notations, we write: s) . When the current a ∈ L ∞ (R + , R + ) is constant and equals to α, equation (5) is homogeneous and we write for all t ≥ 0:
Note that in that case, the operation " * ", defined by (11), corresponds to the classical convolution operation. Finally given two real numbers A and B we denote by A ∧ B the minimum between A and B and by A ∨ B the maximum.
Adapted Banach algebra
One key ingredient of the proof of Theorem 20 is the choice of adapted Banach spaces. In addition to (10) we define, for any λ ≥ 0:
Remark 24. If c ∈ L 1 λ , then ∆ ∋ (t, s) → c(t−s) belongs to V 1 λ and the norms coincide. This allows us to see an element of L 1 λ as an element of V 1 λ . Note that the algebra L 1 λ is commutative (for the convolution '*' operator) whereas V 1 λ is not.
Lemma 25. The following functions
are C 1 , with differential given by
Proof. One has (a + h) * (b + k) = a * b + a * k + h * b + h * k and moreover
The second result is proved similarly.
One denotes by B 1 λ (0, 1) the following open ball of V 1 
Results on the deterministic flow
Lemma 28 (Differentiability of the flow).
has a unique continuous solution on [s, +∞[. We denote it by ϕ α+h t,s (x). Moreover setting L := sup x∈R |b ′ (x)|, one has
28
When h ≡ 0, the above formula simplifies to 
The proof of this lemma is given in the appendices (Section 8). 1. There exists a constant C (only depending on b, α and S) such that for all x ∈ S,
Moreover, there exists a constant c (only depending on b and α) such that
2. Let µ ∈ (0, ℓ α ). There exists constant δ µ , C µ > 0 (only depending on b, α, µ and S) such that
and
Again, the proof of this lemma is given is the appendices (Section 8).
Estimates on the kernels H and K
Lemma 31. Grant Assumptions 1 and 3. Let α, δ > 0. Let λ ≥ 0 and h ∈ L ∞ λ such that ||h|| ∞ λ < δ and such that for almost all t ≥ 0, b(0) + h t + α ≥ 0. One has:
Moreover there exists a constant C only depending on f , b and α and δ such that
In these inequalities, L is the Lipschitz constant of b and p > 0 is given by Assumption 3.4.
Proof. The first point is easily proved using that for all x ≥ 0, |b( 
Proof. Because ϕ α+h t,s (x) ≥ ϕ α+h t,s (0), it suffices to prove the result for x = 0. Because b is continuous and because σ < σ α , one has κ := inf x∈[0,σ] b(x) + α > 0. There exists T 0 such that for all t ≥ T 0 , one has |h t | ≤ δe −λt ≤ δe −λT0 ≤ κ/2 and so
So, it suffices to choose T := T 0 + 2σ κ to ends the proof.
Lemma 33. Grant Assumptions 1 and 3. Let α, δ > 0. Let λ ∈ (0, f (σ α )). There exists a constant C > 0 (only depending on b, f, α and λ) such that for all h ∈ L ∞ λ with ||h|| ∞ λ < δ and such that for almost all t ≥ 0, b(0) + α + h t ≥ 0, one has s) . By Lemma 32, there exists a constant T (only depending on b, f , α, λ and δ) such that for all t, s with t − s ≥ T and for all h
It follows that for all t ≥ s,
This proves the first inequality. Moreover, define for t ≥ s and x ≥ 0:
By the first point, to prove the second inequality, it suffices to show that F x is upper bounded by C(1 + f (x)) for some constant C. We have So there exists a constant A 1 (only depending on b, f , α, λ and δ) such that for all x ≥ 0, for all
We conclude using the Landau inequality: let η := 2A0 A1 . Consider t, s with t ≥ s + η. By the Mean value theorem, there exists ζ
Finally, using Lemma 31, there exists a constant C (only depending on b, f , α, δ and η) such that
Altogether, this proves the result.
Proof of Proposition 19
Define for all t ≥ 0
Lemma 34. Grant Assumptions 1 and 3 . Let α > 0 be such that Assumption 13 holds. Then for all λ ∈ (0, f (σ α )), the function Ψ α belongs to L 1 λ . Moreover, Ψ α (0) = 0. Proof. First note that for all x ≥ 0, one has H x α (0) = 1 and so d dx H x α (0) = 0 and Ψ α (0) = 0. Claim: one has for all t, x ≥ 0:
Proof of the claim. From
we deduce that for any fixed t ≥ 0, the function
By Lemma 28, one has
This ends the proof of the claim. Note that the integrand of (36) has a constant sign (because f is increasing). Plugging the explicit expression of ν ∞ α (equation (15)), we find
To obtain the last equality we made first the change of variable x = ϕ α u (0) and then y = ϕ α θ (0). So we have
We now distinguish between the two cases σ α < ∞ and σ α = ∞. Case σ α = ∞. Denote by L the Lipschitz constant of b, one has using Lemma 31
So, (19) gives the existence of a constant C such that
Let λ > 0 and ǫ > 0. By Lemma 33 (with f (σ α ) = ∞), there exists another constant C ǫ such that
and so Ψ α (t) ≤ C ǫ e −(λ+ǫ)t . This proves that Ψ α ∈ L 1 λ for all λ > 0. Case σ α < ∞. Let ℓ α := −b ′ (σ α ). Assumption 13 yields ℓ α > 0. Let λ ∈ (0, f (σ α )). By Lemma 30, there is a constant C > 0 (that may change from line to line) such that
Using moreover that
we deduce that there exists another constant C such that
Let ǫ ∈ (0, f (σ α ) − λ). By Lemma 33 there exists a constant C ǫ such that
Finally, we have Ψ α (t) ≤ C ǫ e −(λ+ǫ)t , so Ψ α (t) ∈ L 1 λ as required. It ends the proof. Similarly to (36), define
Lemma 35. Grant Assumptions 1 and 3. Let α > 0 be such that Assumption 13 holds. Then for all λ ∈ (0, f (σ α )), the function Ξ α belongs to L 1 λ . Moreover one has
Proof. The proof is similar to the one of the previous lemma. We find
Using similar arguments, for all λ ∈ (0, f (σ α )), Ξ α belongs to L 1 λ . Finally, using that for all
We now give a proof of Proposition 19.
Proof of Proposition 19. First, by (14), we have for all x ≥ 0
This proves that x → r x α (t) is C 1 and
Integrating this equality with respect to ν ∞ α (dx), we find that
Consider λ ∈ (0, λ * α ). Proposition 12 yields
We have
and because
we deduce that
So Θ α ∈ L 1 λ , which ends the proof. Remark 36. Using (40), we have, for any z ∈ C with ℜ(z) > 0
The l.h.s. and the r.h.s. being two holomorphic functions on ℜ(z) > −λ * α , the equality is valid on ℜ(z) > −λ * α and so the equation
In this new formulation of (21), the stability is given by the location of the roots of a holomorphic function which is explicitly known in term of f, b and α.
Proof of Theorem 21
Assume that lim inf
Under (43), we can integrate by parts Ψ α and Ξ α :
Lemma 37. Consider f and b satisfying Assumptions 1 and 3. Let α > 0 be such that Assumption 13 is satisfied. Assume furthermore that (43) holds. Then:
1. The following limit exists and is finite
It holds that for all t ≥ 0
One has for all t ≥ 0
One has ∞ 0 Λ α (t)dt = 1, and so if (22) holds, then Λ α (t) is the density of a probability measure. Remark 38 (A probabilistic interpretation of C α and Λ α ). Consider τ 1 the first jump time of a Poisson process with time-dependent intensity given by t → f (ϕ α t (0)) + b ′ (ϕ α t (0)). We have
Consider then τ 2 the first jump time of a second Poisson process with time-dependent intensity given by t → f (ϕ α t+τ1 (0)). It holds that
Proof of Lemma 37. To prove Point 1, we use the explicit formula of the invariant measure (15). When σ α = +∞, we have ν ∞ α (σ α ) = 0. The result follows from inf x≥0 b(x) + α > 0 and from lim inf x→∞ f (x) > 0 (in particular there is no need of (43) when
We claim that:
We then have
Note that when
b ′ (σα) = 1 and so lim x→σα G α (x) < ∞, which proves that G α (x) is integrable between 0 and σ α . To prove Point 2, we integrate by parts (36). By Point 1, one has
Differentiating (15) with respect to x, one gets for all x ∈ [0, σ α )
We now make the change of variables y = ϕ α θ (0) and x = ϕ α u (0) and obtain
Using that H ϕ α u (0) α (t)H α (u) = H α (t + u) we obtain the stated formula. Recall now that Ξ α (t) = d dt Ψ α (t) so to prove Point 3, it suffices to differentiate Point 2 with respect to t. Finally, because 
an integration by parts of the Laplace transform of Λ α (t) shows that for all
Here we use the fact that
So using (46), it holds that for all
.
We deduce that the equation
Note that z = 0 is not a solution because
So, to check that (21) holds, it suffices to find λ ′ α > 0 such that the equation
has no solution on ℜ(z) > −λ ′ α , z = 0. First, equation (47) has no solution for ℜ(z) > 0 because:
Because almost everywhere on R + it holds that 1 − cos(wt) > 0, the r.h.s. is null only if almost everywhere b(0)K α (t) + αΛ α (t) = 0.
This leads to a contradiction because for all t > 0, K α (t) > 0 and Λ α (t) ≥ 0. Following the argument of Lemma 35 of [CTV20] , the solutions of (47) are within a cone and so we deduce that Proof of the claim. It suffices to prove that the continuous function α → α γ(α) is strictly increasing on R * + . Note that by (28) and (29), we have
We deduce that for all α > 0
The changes of variable θ = ϕ α u (0) and x = ϕ α t (0) shows that
Note that the function α → α b(0)+α is non-decreasing and α → σ α is strictly increasing. Moreover, because f + b ′ ≥ 0, for all fixed x, the function
is non-decreasing. It ends the proof.
7 Proof of Theorem 20
Structure of the proof
Let α > 0. We denote J α := α γ(α) > 0. Let ν ∞ α be the corresponding invariant measure. Define: 
A similar result is proved in [CTV20] . We recall the main steps and adapt the proof to our assumptions in Section 7.2.
Proposition 40.
Consider b and f satisfying Assumptions 1 and 3. Let α > 0 be such that Assumption 13 holds. Let λ ∈ (0, λ * α ) and S ∈ S α . There exists δ > 0 (only depending on b, f, α, λ and S) such that
The proof is given in Section 7.3. We are looking for the zeros of Φ: if Φ(ν, h) = 0, then a := α + h solves (9). Consequently it can be use to define a solution (X t ) of (1)
t,0 . By uniqueness of the solution of (1) (Theorem 9), we deduce that
Our strategy is thus to apply the Implicit Function Theorem. We have Φ(ν ∞ α , 0) = 0. Consider the differential of Φ at the point (ν, h) = (ν ∞ α , 0) with respect to the external current h: 
We prove this proposition in Section 7.4.
Proposition 42.
Consider b and f satisfying Assumptions 1 and 3. Let α > 0 be such that Assumption 13 holds. Assume moreover that (21) holds. Then there exists a function Ω α such that for all λ ′ ∈ (0, λ ′ α ) Ω α belongs to L 1 λ ′ , and the linear operator
The function Ω α is the resolvent associated to J α Θ α , that is the solution of the Volterra equation
Proof. The result follows from [GLS90, Ch. 2, Th. 4.1] with k(t) := −J α Θ α (t)e λt ∈ L 1 (R + ).
Consequently, if (21) holds, we can define the following iteration scheme:
Equivalently, setting a n := h n + α one has a 0 := α, a n+1 = J α r ν an + Ω α * (J α r ν an − a n ).
Remark 43. This scheme is actually a refinement of the "standard" Picard scheme used in [CTV20] a n+1 = J α r ν an , a 0 := α. Note that (49) is an approximation of a Newton scheme, the "true" Newton scheme would be:
We prefer to use (49) for simplicity (by doing so we lost in the speed of convergence of the scheme, but it does not matter here).
We now prove that the scheme (49) converges to some h(ν) ∈ L ∞ λ ′ with Φ(ν, h(ν)) = 0. This gives the proof of Theorem 20.
Proof of Theorem 20. Let 0 < λ ′ < λ ′ α . We have h n+1 = T ν (h n ), with:
Claim. Let ǫ > 0 be fixed. We can find small enough ρ,
. It follows that for ρ and ρ ′ small enough, we have
Without loss of generality such ρ ′ can be chosen smaller that ǫ. Moreover, for ρ small enough Proof. Let a := α+h. Fix µ, ν ∈ M(f 2 ). Solving the Volterra equation (13) in term of its resolvant r a gives r ν a = K ν a + r a * K ν a . It follows that r ν a − r µ a = K ν a − K µ a + r a * (K ν a − K µ a ). Using that r a = γ(α) + ξ a , where ξ a ∈ V 1 λ , we have r ν a − r µ a = K ν a − K µ a + γ(α) * (K ν a − K µ a ) + ξ a * (K ν a − K µ a ).
Moreover the identity 1 * K ν a = 1 − H ν a , yields r ν a − r µ a = K ν a − K µ a − γ(α)(H ν a − H µ a ) + ξ a * (K ν a − K µ a ). To conclude we use: Claim: There exists a constant C > 0 only depending on b, f , α, λ and δ such that
Proof of the Claim. By Lemma 33, there is a constant C > 0 such that for all x ≥ 0 and t ≥ 0 
Proof. The result follows from Lemma 28.3, from the fact that f is C 1 and from the explicit expressions of H and K. It suffices to apply the chain rule for Fréchet derivatives.
By Lemma 33, for all θ > 0 we can find a constant C (that also depends on θ) such that ∀t ≥ s, sup Using (34), we deduce that the same inequality is satisfied by |ǫ 2 (t, s)|. Moreover, let ǫ ∈ (λ, f (σ α )), there exists a constant C (that also depends on ǫ) such that ∀x ∈ S, ∀t ≥ s, H x α+h (t, s) + H x α+h (t, s) ≤ Ce −(λ+ǫ)(t−s) .
Finally, by (34) (B − A) 2 ≤ C ||h − h|| ∞ λ e −λs 2 (t − s) 2 . Combining the estimates, the result follows. 
