Introduction
We are interested in an isolated 3-dimensional hypersurface purely elliptic singularity defined by a nondegenerate polynomial, especially ð0; 1Þ-type. The notion of a purely elliptic singularity was introduced for a normal singularity by Watanabe [9] , where this singularity coincide with a log-canonical, non logterminal singularity. The type of the isolated purely elliptic singularity was defined by Ishii [3] . The isolated 3-dimensional hypersurface purely elliptic singularities are classified into 3 types: ð0; 0Þ-type, ð0; 1Þ-type, ð0; 2Þ-type.
Above all, a singularity of ð0; 2Þ-type is called a simple K3-singularity and studied in [5] , [7] and [11] . As is well-known, Yonemura classifies in [11] isolated quasi-homogeneous hypersurface simple K3-singularities defined by nondegenerate polynomials into 95 classes by weights, while his list is bijective to a list of weighted Q-Fano 3-folds made by Fletcher [1] . However these 95 singularities are scattered. In fact, Ishii shows that they cannot connect to each other under any (FG)-deformation (see [4] ).
On the other hand, the isolated n-dimensional hypersurface purely elliptic singularity was characterized by the Newton boundary of its defining polynomial by Watanabe [10] (see Section 2) , where the defining polynomial is nondegenerate in the sense of [8] . Recall the Yonemura's classification method using this criterion. 95 classes are determined by taking a positive rational weight whose a‰ne 3-dimensional hyperplane p passes through a point ð1; 1; 1; 1Þ, and such that this point is in the interior of a 3-dimensional face of the Newton diagram in R 4 b0 obtained from p. In the case of a singularity of ð0; 1Þ-type, we consider an a‰ne 2-dimensional linear space with the same property instead of the 3-dimensional one.
The notable point is the following fact. Certain a‰ne 2-dimensional linear space of a singularity of ð0; 1Þ-type is contained by some a‰ne 3-dimensional hyperplane of a singularity of ð0; 2Þ-type. To see this for all singularities of ð0; 1Þ-type, we will investigate the singularity of ð0; 1Þ-type. However the Yonemura's method for a singularity of ð0; 2Þ-type is not useful because the weight of a 2-dimensional linear space of a singularity of ð0; 1Þ-type is not determined uniquely.
In this paper, we introduce a new equivalence relation, called leading equivalence relation, on defining polynomials giving the isolated n-dimensional hypersurface purely elliptic singularities of the same type in Section 3. The aim of this paper is to classify the isolated 3-dimensional hypersurface purely elliptic singularities of ð0; 1Þ-type defined by nondegenerate polynomials under this leading equivalence relation. As a result, we classify them into 23 classes and provide a list of representative elements under the leading equivalence relation (see Section 4 Corollary 11). For singularities of ð0; 1Þ-type in 2-dimension and singularities of ð0; 2Þ-type in 3-dimension, we can see that the classification under the leading equivalence relation is equal to the one under the analytic equivalence realtion (see Section 4 Theorem 18 and 19). So the number of the classification of singularities under the leading equivalence relation is the same as the number of Saito's classification in [6] and Yonemura's classification in [11] . For an a‰ne 2-dimensional linear space of a singularity of ð0; 1Þ-type, we also give all a‰ne 3-dimensional hyperplane of ð0; 2Þ-type containing it in Section 5 Table 3 .
Throughout this paper, the symbols N; Z; Q; R denote the sets of natural numbers, integers, rational numbers and real numbers. For a topological space X, int X means the set of interior points of X. #A denotes the cardinality of a set A.
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The Criterion by the Newton Diagram
The hypersurface purely elliptic singularity is characterized in terms of the Newton boundary and its compact face. For the general definition, see [9] and [10] . First of all we recall some definitions of the Newton diagram.
Let z ¼ ðz 0 ; . . . ; z n Þ be a variable and f ðzÞ ¼ P m a m z m A C½z 0 ; . . . ; z n where
b0 and the Newton boundary Gð f Þ is the union of the compact faces of
. . . ; 1Þ A R nþ1 . Then Watanabe shows the following theorem which plays an important role in this paper.
Theorem 1 (Watanabe [10] ). Let f be a nondegenerate polynomial in C½z 0 ; . . . ; z n and suppose that the hypersurface X ¼ fz A C nþ1 j f ðzÞ ¼ 0g has an isolated singularity at x ¼ 0 A C nþ1 . Then, (i) ðX ; xÞ is purely elliptic if and only if d A Gð f Þ.
Let ðX ; xÞ be a purely elliptic singularity. Then there exists a unique compact face
(ii) ðX ; xÞ is of ð0; s À 1Þ-type if and only if s b 2 and ðX ; xÞ is of ð0; 0Þ-type if and only if s ¼ 0 or 1.
In this paper, the above corresponding compact face D 0 and the polynomial f D 0 are called leading face and leading term, respectively. For simplicity, we say that f is a ð0; s À 1Þ-type polynomial in C½z 0 ; . . . ; z n if f is a nondegenerate polynomial defining a n-dimensional purely elliptic singularity of ð0; s À 1Þ-type at x ¼ 0.
Yonemura showed 95 hypersurface simple K3 singularities by using the above theorem in [11] . In other words, he classified leading terms of defining polynomials giving simple K3 singularities by weights since they are quasihomogeneous polynomials in this case.
The Leading Equivalence Class
To retrieve leading terms of defining polynomials giving purely elliptic singularities, we introduce a new equivalence relation.
In the following, we always assume that f is nondegenerate. Let S nþ1 be a symmetric group of degree n þ 1. For s A S nþ1 , the action of s for f ðzÞ ¼ P m a m z m is as follows.
Definition 2. sð f Þ ¼ P m a m z sðmÞ , where sðmÞ ¼ ðsðm 0 Þ; . . . ; sðm n ÞÞ.
For f A C½z 0 ; . . . ; z n , we denote Dð f Þ a compact face of Gð f Þ such that d A int Dð f Þ, if it exists. For s A Z b0 with 0 a s a n, we set
It is noted that a polynomial f A F n s is a candidate for a ð0; s À 1Þ-type polynomial in C½z 0 ; . . . ; z n in virtue of Theorem 1. Then we introduce an equivalent relation on F n s using the action s for f A F n s .
Definition 3. For f ; g A F n s , we say that f and g are leading equivalent if there exists s A S nþ1 such that Dð f Þ and DðsðgÞÞ lie on the same s-dimensional linear space. Then we denote it f @ g and call its equivalence class leading equivalence class.
Then Dð f Þ and DðsðgÞÞ lie on the same 2-dimensional linear space whose normal vector is ð3; 2; 1Þ. Hence f @ g. In the latter half of this section, a method for determining DF n s =@ is described. As stated above, DF n s has two properties: One is the property of F n s and the other is the property that f has an isolated singularity at 0. We consider F n s =@ at first, and check isolatedness since F n s seems to be easier to be treated than DF n s . Consider a set fDð f Þ H R nþ1 b0 j f A F n s g. From the properties of the Newton boundary and d A int Dð f Þ, the compact face Dð f Þ lies in the intersection of the first quadrant and the hyperplane with a positive rational weight which includes d. Such a hyperplane can be expressed as
Consider the set
all vertices of D are integral:
Moreover we prepare a polynomial
Therefore the following proposition holds easily.
Here we introduce an equivalence relation on D n s , too. 
Consider the mapping
H : F n s =@ ! D
Proof. For any ½D
To determine DF n s =@, we will follow next steps:
Step 1. Determine all elements ½D of D n s =@.
Step 2. Determine the element ½h D of F n s =@ corresponding to ½D.
Step 3. Determine the element of DF n s =@ by finding a polynomial which is leading equivalent to ½h D and have an isolated singularity at 0.
Therefore we focus on D n s which is the set of some figures in the Euclidean space, instead of polynomials.
Classifications
In this section, we classify 3-dimensional hypersurface purely elliptic singularities of ð0; 1Þ-type, that is, determine DF 3 2 =@ using the leading equivalence relation. After that, apply it to other types in 2 and 3-dimensions.
First of all, we prepare the following lemma about the elements of H n ðaÞ for a A W nþ1 , which is often used in this section.
b0 is a point in H n ðaÞ for a A W nþ1 and
x 0 d, then there exists some i such that x i ¼ 0.
Proof. Assume that x i b 1 for all i. From x A H n ðaÞ and a A W nþ1 , we have
The (0‚ 1)-Type in 3-Dimension
This subsection is devoted to prove the following theorem mainly.
Theorem 10. All representative elements of F 3 2 =@ are listed in Table 1 . Table 1 No.
The classification of hypersurface purely elliptic singularities(see Fig. 1 ). Consequently, if we find all of such a 2-dimensional linear space H 2 , then we can easily take out the required convex polygon D A D
The plane H 2 is determined by 3 points l; m; n with non-negative integral coordinates since dim H 2 ¼ 2. Let V, S and F be the sets of points having 4 coordinates whose only 1 coordinate is not zero, whose only 2 coordinates are not zero and whose only 3 coordinates are not zero, respectively. Lemma 9 implies that ðl; m; nÞ belongs to the one of the following cases: Q.E.D.
On the other hand, d is included in some convex polygon in H 2 . By virtue of the following lemma 13, the set ðl; m; nÞ belongs to either (T) or (Q):
(T) ðl; m; nÞ constructs a triangle which includes d in the interior. (Q) ðl; m; nÞ constructs a quadrangle with another point where the intersection point of two diagonal lines is d.
Lemma 13. Let p 1 ; . . . ; p r be the vertices of a convex plane r-gon X r with r b 4 and x be an interior point of X r . Let s p i p j p k be a triangle spanned by p i ; p j , and p k for fi; j; kg H f1; 2; . . . ; rg. (ii) Let r b 5. There exists a triangle s p i p j p k which includes x in the interior. 
Further it is enough to consider only the case (T) by the following lemma.
Lemma 14. In each case of Lemma 12, the case (Q) does not occur or can be reduced into the case (T).
Proof. The cases (II), (IV.1) and (VII.2) belong to the case (T). For the other cases, we show only two typical cases (III) and (V.1) since the other cases are proved in the similar way.
Consider the case (III). The condition (Q) means that an another point must be ð0; f ; g; hÞ in the YZW-plane where f ; g; h A N and b > f since the intersection point of two diagonal lines is d. Then there exist 0
Solve this, we have a ¼ Á Á Á ¼ h ¼ 2, which contradicts a > c. Therefore the case (Q) does not occur. Consider the case of (V.1). Then we may set an another point ð0; g; h; iÞ where g; h; i A N. Similarly we obtain a ¼ c Step
Step 3. Determine an element ½h D of F 3 2 =@ by using ½D. The remaining is devoted to follow the above steps for each case of Lemma 12. For this detailed proof, see [2] . The condition (H) implies that
All elements of F

Case (II)
Considering a i < 1, we have a; b b 2. From the condition (T),
Solutions of the above equation are ða; b; c; dÞ ¼ ð2; 3; 6; 6Þ; ð2; 4; 4; 4Þ; ð2; 6; 3; 3Þ; ð3; 3; 3; 3Þ; ð3; 6; 2; 2Þ; ð4; 4; 2; 2Þ:
Consider the 2-dimensional linear space H 2 determined by ða; b; c; dÞ ¼ ð2; 3; 6; 6Þ, then a triangle D obtained by ð2; 0; 0; 0Þ, ð0; 3; 0; 0Þ and ð0; 0; 6; 6Þ in H 2 satisfies the condition (T). Therefore x 2 þ y 3 þ z 6 w 6 given by D is an element of F 3 2 =@. Similarly, we obtain 6 elements as follows:
Case (III)
(III) fða; 0; 0; 0Þ; ð0; b; 0; 0Þ; ðc; 0; d; eÞg where a > c. 
We have a; b b 2 from the condition (H). The condition (T) implies that
On the other hand, from b 2 ¼ 1=b, By an argument similar to (II), we obtain 7 elements as follows:
No. 11
No. 13
(IV.2) fða; 0; 0; 0Þ; ðb; c; 0; 0Þ; ð0; 0; d; eÞg where a > b.
This case does not occur by an argument similar to (III). The condition (T) implies that
We obtain the following conditions:
where ac B ða À bÞZ means that ðb; c; 0; 0Þ is not an internally dividing point of ða; 0; 0; 0Þ and some integral point on Y-plane. Then At first, we need some consideration about a and b. The condition (H) implies that
The condition (T) implies that
Considering b 3 < 1, we have e b 2. Suppose a ¼ b, then a 1 þ a 2 ¼ 1=a from (7) . Since e ¼ f , we have a 3 þ a 4 ¼ 1=e. Therefore 1 ¼ P i¼4 i¼1 a i ¼ 1=a þ 1=e, so that we have a ¼ e ¼ 2 since a; e b 2. Then d is on the side which connects ð2; 2; 0; 0Þ and ð0; 0; 2; 2Þ, which is a contradiction. Therefore a 0 b. On the other hand, from
Since e b 2, we have fe=ðe À 1Þga 1 þ fe=ðe À 1Þga 2 ¼ 1. From this equation and (7), fe=ðe À 1Þ À aga 1 þ fe=ðe À 1Þ À bga 2 ¼ 0. Considering a i > 0 and a 0 b, if a < e=ðe À 1Þ, then 2 a a < e=ðe À 1Þ ¼ 1 þ 1=ðe À 1Þ a 2, which is a contradiction. If a > e=ðe À 1Þ, then 2 b 1 þ 1=ðe À 1Þ ¼ e=ðe À 1Þ > b b 1, so that b ¼ 1. Then this case does not occur by an argument similar to (III).
(VII.2) fða; b; 0; 0Þ; ðc; 0; d; 0Þ; ðe; 0; 0; f Þg (see Fig. VII.2 ).
The classification of hypersurface purely elliptic singularities
By an argument similar to (V.1), we obtain 3 elements as follows:
No. 16
(VII.3) fða; b; 0; 0Þ; ðc; 0; d; 0Þ; ð0; e; 0; f Þg where f b d (see Fig. VII.3 ).
The condition (T) implies that 
Therefore we obtain ða; b; c; d; e; f Þ ¼ ð2; 2; 1; 3; 1; 3Þ, which corresponds to
If c ¼ 2, we have ða; b; c; d; e; f Þ ¼ ð1; 2; 2; 3; 1; 3Þ, which corresponds to No: 22
(ii) Suppose e b 2. It follows from (10) that 2 b f2ð f À eÞg=ð f À 2Þ b b, so that b ¼ 1 and 2.
(ii.1) If b ¼ 1, we have a; e b 2 from ða; b; 0; 0Þ A H 3 ðaÞ and bb 1 þ eb 3 ¼ 1.
We have e þ c À ec b f À e > 0 because a b 2 and f > e, that is, 0 a ðe À 1Þ Á ðc À 1Þ < 1. Therefore it holds that c ¼ 1 by e b 2. Then, from (11) and f > e, it holds that 2 a a ¼ ð f À e þ 1Þ=ð f À eÞ a 2. Hence a ¼ 2 and
We have e a 2, then e ¼ 2 by e b 2, so that
Solve this equation, we obtain ða; b; c; d; e; f Þ ¼ ð3; 2; 1; 2; 2; 3Þ and ð2; 2; 1; 2; 2; 4Þ, which correspond to
Case (VIII) Divide into two cases: a ¼ 1 and a b 2.
Divide into two cases: g ¼ 2 and g b 3.
(
Therefore ða; b; c; d; e; f ; gÞ ¼ ð1; 2; 3; 2; 1; 1; 2Þ, which is leading equivalent to No. 21.
Divide into two cases: f ¼ 1 and f b 2.
Assume f ¼ 1, using g b 3 and d b 2, 
which contradicts e A N from f b 2. Similarly, this case of g ¼ f þ 1 and c ¼ 3 is a contradiction.
(ii) Suppose a b 2. The condition (T) implies that
We obtain the following conditions: d b b and a; g b 2 and g > e; f . Using
Hence c ¼ 1; 2 by g > f and g b 2.
(ii.1) If c ¼ 1, it holds that 
(VIII.3) fða; b; 0; 0Þ; ðc; 0; d; 0Þ; ðe; 0; f ; gÞg.
This case does not occur by an argument similar to (III) and (V.1).
(VIII.4) fða; b; 0; 0Þ; ðc; d; e; 0Þ; ð0; 0; f ; gÞg where a > e.
This case does not occur by an argument similar to (VI.2).
Case (IX)
(IX.1) fða; b; c; 0Þ; ðd; e; f ; 0Þ; ð0; 0; g; hÞg.
At first we consider the relation between a and b. The condition (T) implies that
We may assume e > b and a > d, and ea À bd B ðe À bÞZ, ea À bd B ða À dÞZ and a; e b 3 where ea À bd B ðe À bÞZ means that ða; b; c; 0Þ is not an internally dividing point of ðd; e; f ; 0Þ and some integral point on X-plane and ea À bd B ða À dÞZ means that ðd; e; f ; 0Þ is not an internally dividing point of ða; b; c; 0Þ and some integral point on YZ-plane. The condition (H) implies that
Since a 4 > 0, h ¼ a=ða À 1Þ a 2, so that h ¼ 2 and a ¼ 2 because h b 2, and
It follows from (20) and 
We obtain the following conditions: 
