The thermodynamics of stochastic non-Markovian systems is still widely unexplored. We present an analytical approach for the net steady-state heat flux in nonlinear overdamped systems subject to a continuous feedback force with a discrete time delay. We show that the feedback inevitably leads to a finite heat flow even for vanishingly small delay times. Application to an exemplary (bistable) system reveals that the feedback induces heating as well as cooling regimes and leads to a maximum of the medium entropy production at coherence resonance conditions.
A finite heat flow is a generic feature of systems out of thermal equilibrium. In the last decades, special interest has been devoted to heat exchange and other thermodynamic notions in small (mesoscopic) systems coupled to a bath, which are noisy per se [1, 2] . Stochastic thermodynamics (ST) has emerged as an elegant and consistent framework to generalize thermodynamic concepts to the level of noisy trajectories and to systems far from equilibrium [3] , with numerous applications to soft matter [4] , biological [5] , and quantum systems [6] . However, so far ST has been primarily applied to Markovian systems, although in real-world systems memory effects are in fact often not negligible. An important example is a discrete time delay introducing a delta-like memory kernel in the equations of motion, thus rendering the dynamics nonMarkovian. This delay can be of intrinsic nature as in neural systems [7] and laser networks [8] , or generated externally, e.g., by a feedback protocol with time lag between signal detection and action of control [9, 10] . Moreover, since delay is known to enhance control strategies, it is often included intentionally, for example in Pyragas control [8] . Despite their major importance, delayed systems are still little understood from a thermodynamic perspective. Fundamental questions addressed in this letter are: What is the impact of time-delayed feedback on heat exchange and entropy production? Do thermodynamic quantities reflect delay-induced dynamical behavior? An example are spontaneous oscillations occurring in many nonlinear delayed systems due to their infinite dimensionality [11, 12] .
Recent research has shown that ST of delayed systems is indeed quite involved [13] [14] [15] , one crucial issue being the acausality of time-reversed processes appearing in the path integral representation of fluctuating heat q and entropy production [13, 14] . Contrary to the Markovian case [2] , the total average entropy production ∆S tot of a delayed system in a non-equilibrium steady state (NESS) differs from the medium entropy ∆S m T = q ss (where T is the heat bath's temperature and .. ss denotes NESS ensemble averages). In particular, the second law does not impose nonnegativity on ∆S m alone [13, 14] . However, while these statements are generic, explicit expressions for the thermodynamic quantities are, so far, only available for systems governed by linear forces [13] [14] [15] , thus excluding wide classes of physically interesting processes which exclusively arise in nonlinear systems.
As a step in this direction, we here apply ST to derive a formula for the heat rateQ = δq/dt ss of a colloidal system composed of an overdamped particle subject to nonlinear static forces and a deterministic (i.e., errorfree), continuous feedback force with a discrete time delay τ ≥ 0 imposed, e.g., by optical tweezers [16] . The idealized heat bath remains at equilibrium, unaffected by the feedback. By consideringQ =Ṡ m T rather thaṅ S tot , we avoid the above-mentioned problem induced by acausality, and at the same time consider a key thermodynamic quantity and nontrivial part of the total entropy production which already provides important physical insight into the thermodynamics of non-Markovian systems. Our calculation predicts that delay alone puts the system into a NESS with a finite heat flow whose direction is tunable. This means, in particular, that the delayed force can generate a steady heat flow from the bath to the particle, i.e., feedback cooling. We moreover unravel an important and ubiquitous discontinuity at τ → 0, which turns out to be inherent to the overdamped limit and tells us that delay (memory) inevitably leads to finite heat flows even for vanishingly small delay times τ . Discussing the application to a paradigmatic bistable system [17] , we evaluate the heat rate via several approximations and by numerical simulations. In particular, we consider the medium entropy production near coherence resonance [12, 18] , that is, the appearance of regular positional oscillations caused by the interplay of nonlinearity, noise, and delay [19] [20] [21] . Combining the discretized (Master) equation approach of [19] with ST, we show that the medium entropy production has a maximum at coherence resonance, and provide an explanation for this maximum, which has, so far, only been detected numerically [21] .
We consider stochastic processes described by the overdamped Langevin equation (LE) [22] 
where the deterministic force substrate yielding a conservative force F con , plus a feedback control implemented, e.g., by optical tweezers [16] . F thus depends on the instantaneous, X(t), and on the delayed particle position X(t − τ ). Γ denotes Gaussian white noise with Γ(t) = 0 and Γ(t)Γ(t ) = δ(t − t ), while γ and D 0 are the friction and diffusion coefficients satisfying γD 0 = k B T , with k B being the Boltzmann constant. Due to the appearance of the delayed position in (1), the corresponding Fokker-Planck equation for the probability density function ρ(x, t) (PDF) is an infinite hierarchy [22] [23] [24] . We consider natural boundary conditions, i.e., ρ = ∂ x ρ → 0 for x → ±∞, and focus on NESSs, where ∂ t ρ(x, t) = 0. Following the ST framework of Sekimoto [1, 15] , the fluctuating heat δq flowing to the reservoir during the infinitesimal time dt, the increment of internal energy du, and the work δw done by the non-conservative (delayed) forces, are given by
. (4) The •-symbol indicates usage of Stratonovich calculus. Plugging the LE (1) into Eqs. (3, 4) results in the NESS ensemble averages
Due to the time delay, the thermodynamic quantities depend on the spatial autocorrelation functions C i (τ ) = X(t) i X(t − τ ) ss at time difference τ , mirroring the non-Markovian nature of (1). In the following, we derive exact expressions for (5,6) which only involve positional moments at one time. First, the C i (τ )-terms can be substituted by the relation (valid ∀n ≥ 1) [25] 
The instantaneous noise-position cross correlations in (5) can also be replaced by positional moments via [25] 
Finally, we combine Eq. (8) with a causality argument to evaluate X(t − τ )Γ(t) at τ = 0 [which arises in (6)]. Because no physical quantity can be influenced by future noise, statistical independence follows and X(t)Γ(t ) = X(t) Γ(t ) ≡ 0 must hold ∀t > t. Hence
Substituting Eqs. (7) and (8) at n = 1, 2, .., m, respectively, into Eq. (5) yields du/dt ss = 0. This is expected, since the net impact of conservative forces should vanish in a NESS [2] . ThusẆ = δq/dt ss ≡Q. Substituting (7) at n = 1, 2, .., m into Eq. (6) and using (9) further yieldṡ
This is our first key result. Equation (10) is an exact expression only involving one-time ensemble averages over X n .Q andṠ m can therefore be computed directly from the steady-state one-time PDF, hence, on the basis of several approximations known from the literature. We have presented the corresponding PDFs in [22] , in particular, from the force-linearization closure (FLC), the perturbation theory [24] and the small τ expansion [23] (i.e., a first-order Taylor expansion around τ ≈ 0 in the LE) [more details are given in the Supplemental Material (SM)]. The approximative PDFs become exact in the Markovian limits [22, 23] , rendering exact results from Eq. (10) .
Markovian Limits At b → 0 or τ → 0, Markovianity is recovered and the system equilibrates. One therefore expectsQ =Ṡ m = 0. The PDFs continuously approach the corresponding Boltzmann distributions [22] (explicit calculations are given in the SM). At b → 0, this indeed results in a smooth decay to zero ofQ andṠ m [see Eq. (10)]. In contrast, because of the δ τ -term in Eq. (10), the limit τ → 0 is discontinuous,
This jump-discontinuity at τ → 0 (see Fig. 1 for an example) mirrors an abrupt qualitative change of the thermodynamics when non-Markovianity sets in. For τ > 0, S m andQ are hence nonzero, proving the true nonequilibrium nature of this steady state. The apparent offset (which is k B b/γ independent of the details of the polynomial potential) has already been observed and discussed in the context of linear systems [13] [14] [15] . In [15] it has been considered as a consequence of the usage of Ito calculus. However, as shown here, it also arises within the Stratonovich calculus. Notably, for underdamped motion the thermodynamic quantities smoothly decay to zero in both limits [13, 14] , suggesting that the apparent offset is an artifact of the overdamped limit. The underlying reason is the discontinuity of the noise-position cross correlations (9) at the onset of causal relationship. We recall that in the overdamped limit, the short (ballistic) relaxation timescale, which becomes relevant as τ → 0, is not properly described [26] .
Equation (11) further reveals thatṠ m andQ have negative values at small τ , if b < 0, which is always the case in an optical tweezers setup (see below). The negative signs indicate a steady heat flow from the bath to the particle (feedback cooling). This is a delay-induced phenomenon, which would be impossible in the Markovian counterpart of this system due to the second law. The fact that hereṠ m < 0 (the bath constantly loses entropy) underlines that further entropic terms must contribute to the (nonnegative) total entropy production (as discussed in [13, 14] ). In the cooling regime, the amount of medium entropy loss thus provides a lower bound to the entropic cost [13, 14] of the feedback.
Linear delayed system For linear systems F = −a 1 x− bx τ , the exact NESS PDFs are known [27] , and (10) simplifies to the exact and closed expressioṅ
with ω = a 2 1 − b 2 /γ ∈ C. Equation (12) is consistent with [15] (where only the linear case is considered and a different approach is used), apart from the additional δ τ -term. Consequentially, only (12) correctly predictṡ S m (τ → 0) = 0.
Delayed bistable system We now consider a bistable system composed of a doublewell potential
with minima at ±x 0 and potential barrier height V 0 , supplemented by the delayed (optical tweezers [16] 
with 0 < k < 4V 0 . This is a prototypical nonlinear noisy system which exhibits both: a nontrivial intrawell dynamics within the asymmetric potential wells, and a noise-and delay-induced dynamical state, i.e., positional oscillations between the wells [19] [20] [21] . For this system, Eq. (10) (10), we indeed find perfect agreement. In the following, we compare the BD results to those obtained from our analytical approach, i.e., Eq. (10) combined with established approximations. Since the approximations are known to perform best when the particle is likely to stay around a potential minimum [22] , this approach seems appropriate in the low thermal energy regime (γD 0 V 0 ). At the end, we will introduce a complementary approach for larger noise levels.
Low thermal energy -intrawell dynamics Figure 1 showsQ =Ẇ andṠ m , as functions of the delay time τ , for an exemplary parameter setting in the low noise regime. The simulation results confirm the discontinuous τ → 0 limitṠ m = −k B k/(γx 2 0 )(1 − δ τ ), as given by Eq. (11), and the predicted feedback cooling.
While the small τ expansion fails outside the Markovian limit [see inset (a)], our analytical approach with FLC makes quantitatively correct predictions for all delay times considered in Fig. 1 (as does the perturbation theory, see SM). The thermodynamic quantities grow with τ , until they approach constant values. Interestingly, the saturation occurs at about τ ≈ x 2 0 /(2D 0 ), i.e., on the timescale where the mean-squared displacement 2D 0 t of a freely diffusing particle is in the range of the extent of a potential well ≈ x 0 (i.e., the particle has explored the whole well within τ ). x 2 0 /(2D 0 ) is thus an estimate of the intrawell relaxation time t rel in the delayed system. Figure 1 also displays the results from the corresponding linear system (see SM). Interestingly,Q is not only equivalent to the nonlinear case for very small τ [as expected from (11)], but also saturates on the same timescale.
The agreement between BD and FLC persists at larger barrier heights V 0 or smaller k. However, for larger k, also the FLC approach breaks down, as can be seen in Fig. 2 . The inset shows that the FLC nevertheless captures the qualitative behavior. Upon increase of k (i.e., the laser intensity in case of optical tweezers [16] ), one may switch from feedback cooling to heating in the nonlinear case.
High thermal energy -interwell dynamics When the thermal energy γD 0 is high enough such that jump processes between the potential wells dominate the dynamics, the so far presented approximations of the PDFs all break down by construction. This includes situations, where the interplay of noise and delay leads to spontaneous oscillations of X. We can treat this regime starting from a discretized approach proposed by Tsimring and Pikovsky [19] Following [19] , we reduce the X-dynamics to switching processes between two discrete states s = ±x 0 (corresponding to the two potential wells), with transition rates, p 1 and p 2 , for the two possible situations that the delayed and instantaneous state have the same or opposite sign, respectively. Within a quasistatic approximation, valid at τ τ rel and γD 0 < V 0 , p 1,2 are given by the Kramers formula. For k V 0 , this results in
with ∆V qs,1 = V 0 +k/2, and ∆V qs,2 = V 0 −3k/2 (see SM for details). As a consequence of the reduction, s(t)s(t) ≡ x 2 0 , and
Using these identities, Eq. (6) readily yieldṡ
where we have used that the mean change of internal energy must vanish in the NESS. Using the explicit formula for C s (τ ) [19] (which only involves p 1,2 and τ ), Eq. (14) can readily be evaluated. The numerical data in Fig. 3 reveals that, when the thermal energy is small compared to V 0 ,Q increases linearly with γD 0 , as it also does for a linear delayed system [see Eq. (12)]. In this regime, approximating the doublewell by its linearized version (dashed line) even renders the correct slope. By contrast, in the two-state modelQ = 0, as expected since the intrawell dynamics is neglected. At larger γD 0 /V 0 , the slope oḟ Q abruptly changes and nonlinear behavior sets in. This occurs at the onset of the delay-induced oscillations, as reflected by increase of the coherence resonance (CR) order parameter from the two-state model [19] measuring the (normalized) height of the main peak of the power spectrum of C s (τ ) (see inset). The onset of oscillations is confirmed by numerical simulations. In this regime, the two-state reduction renders a good approximation. In particular, it predicts accurately that a region of steep slope is followed by a lower slope ofQ accompanied by a maximum ofṠ m , and that the latter lies in the regime of coherence resonance. This is our second main result. The behavior can be understood on the basis of the two-state model. The delay-induced oscillations set in and pause randomly. They have mean period τ , such that C s (τ ) = 1 for a perfect oscillation (as in the case of no jumps). However, due to their stochastic nature, C s (τ ) is lowered with the occurrence of each oscillatory event. When the timescales of noise and oscillatory motion become comparable, the particle dynamics responds resonantly to the noise. Slightly increasing γD 0 /V 0 then significantly increases the number of occurring oscillation periods, yielding a strong reduction of C s (τ ).Q thus steeply increases andṠ m reaches high values [Eq. (14)]. At the CR maximum (vertical gray lines in Fig. 3 ), this effect saturates resulting in a reduced slope ofQ and a maximum ofṠ m at CR. For even higher γD 0 , the superimposing noise generates irregular, low correlated motion with C s (τ ) → 0, henceṠ m → 0. In contrast,Ṡ m of the full system approaches a (nonzero) constant (not shown here). The breakdown of the two-state approximation in this limit is indeed expected since the state discretization then becomes meaningless. We have tested several parameter settings confirming that theṠ m is indeed maximal at coherence resonance conditions as predicted by the two-state model. Quantitatively, we always observe an overestimation of the thermodynamic quantities by a factor of about three, although the phase-space reduction inherent to the discretization is rather expected to yield an underestimation [3] . A possible explanation lies in the quasistatic approximation, but the precise reason is subject of future investigations.
In this work we put forward analytical approaches for the heat flux in a prototypical nonlinear delayed system. We have shown that the heat rate can be evaluated based on positional moments (despite the inherent memory, no temporal correlations are needed) and have uncovered discontinuous behavior at the onset of nonMarkovianity. For experimental realizations of feedback traps this discontinuity implies that the (unavoidable) delay causes a finite steady-state heat flow unless the delay is smaller than the ballistic timescale. Our formula can be combined with established approximations for the one-time PDF. Moreover, we have presented an approach capturing jump processes, thereby predicting that the medium entropy production due to the feedback is maximal, when the delay-induced oscillations are coherenceresonant. This work is an important step towards an understanding of thermodynamic notions in delayed systems. Future work will focus on the (non-Gaussian) heat distributions P (q), which appear to violate fluctuation relations [14] and on developing approaches for the total entropy production, possibly via Markovian embedding techniques [28] . We hope that our current findings will stimulate experimental investigations on passive (or even active) colloidal systems, e.g., a validation of the predicted switching from feedback cooling to heating by adjusting the delay force strength, which is tunable in experimental setups.
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