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Abstract—This work proposes a frequency-adaptive data pro-
cessing technique for reliable synchrophasor measurements esti-
mation under power system frequency variation. The proposed
technique consists of four steps in which frequency estima-
tion, filtering process, fast linear interpolation, and Radix-2
decimation-in-time (DIT) fast Fourier transform (FFT) approach
are applied in a synergistic manner to provide accurate syn-
chrophasor estimates. The sampling rate remains unchanged
and the frequency measurement is estimated from the classical
weighted least-squares approach, filtering process is executed by
a Finite Impulse Response (FIR) filter bank, composed by lowpass
and bandpass filters, whose goal is to separate all input signal
harmonic components. The digital filter bank’s size is limited by
the desired harmonic component imposed by the 3-dB cut-off
frequency, related to the analog anti-aliasing lowpass filter, and
an optimized design has been employed to obtain symmetric
coefficients and odd length (type 1 FIR filter). Fast linear
interpolation based on trigonometric identities, using adaptive-
angles related to the estimated frequency, is applied at each filter
output data whose outcomes are used by the half-cycle Radix-2
DIT FFT approach to provide raw data in which the corrected
synchrophasor measurements are obtained after the filter phase
and amplitude compensations. The proposed technique aims
also to evaluate the impact of the frequency variation on each
harmonic component present in the input signal. Test signals with
±3 Hz offset-nominal corrupted by harmonics components are
applied to evaluate the technique’s performance and the results
demonstrate its capability in dealing efficiently with signals
corrupted by spurious frequencies, being envisaged for potential
applications involving M-Class PMU model.
Index Terms—Fast linear interpolation, filtering process, fre-
quency estimation, synchrophasor measurements.
I. INTRODUCTION
Deployment of Phasor Measurement Units (PMU) for the
first time allowed the real possibility of acquisition of the
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positive-sequence voltage and current phasor estimates, fre-
quency estimation, and Rate of Change of Frequency (RO-
COF) with temporal precision based on the same GPS-UTC
time stamp. The measurements provide by these devices
ensure an effective way to monitor the real-time operation
status of a wide-area measurement system (WAMS) improving
substantially their reliability, observability and security [1]-
[3]. Accurate synchrophasor measurements is directly related
to the algorithms employed during the estimation process and
several techniques that deal with the impact of the frequency
variation in the synchrophasor estimation from sampled data
have been proposed [4]-[7].
The Annex C of IEEE Std. C37.118.1 [8] provides some
reference techniques to develop algorithms, however some
evidences suggest that the data processing techniques based
on the Recursive Discrete Fourier Transform (RDFT) and FFT
with a fixed nominal clock have often been employed. These
techniques are severely affected by off-nominal input signals
that will produce non-synchronous sampling condition whose
impact is a spurious energy across the frequency spectrum
related to the discontinuity between the harmonic angular
frequencies of the continuous time signal and the center of
frequency bins. This pernicious phenomenon is well known
as leakage effect and three classical techniques - weighing
windows, frequency tracking and resampling - may be applied
to overcome the underlying problem whose goal is to give back
for the Fourier transform its inherent robustness to estimate the
parameters of interest [9].
Weighing windows are functions that are multiplied by the
sampled signal in the discrete-time domain to produce less
ripples in frequency domain caused by the abrupt truncation of
the signal outside the required observation interval. Generally,
cosine windows are used to reduce the effects of the lack
of synchronism between the signal period and the sampling
period, however large frequency drifts may significantly reduce
the performance of these windows. The basic idea of frequency
tracking is to use the estimated frequency to synchronize the
sampling rate to the power signal period. Practical applications
claim for Digital Phase-Locked Loop (DPLL) system [10],
however this technique could face difficulties with clock
resolution and noise rejection.
Resampling techniques aim to create an adjusted samples
sequence (amplitude corrections) whose sampling frequency
is matched to the power system frequency to ensure that
there are no errors in the synchrophasor estimates. Finite
Impulse Response (FIR) filter can perform this task where a
combination between digital interpolation and decimation are
performed [11]. Cubic spline approach seeks to fit piecewise
third-order polynomials to adjacent pairs of a set points. This
interpolation technique could provide good results [12], howe-
ver it may suffer with abrupt signal variations caused by high
order harmonic components. It is important to mention that,
without precaution, the classical resampling techniques cited
above may increase considerably the computational burden.
In this paper, a frequency-adaptive data processing technique
for reliable synchrophasor measurements estimation under
power system frequency variation is proposed. Four steps are
performed in a synergistic manner - frequency estimation, fil-
tering process, fast linear interpolation, and half-cycle Radix-2
decimation-in-time (DIT) FFT approach - to provide accurate
synchrophasor estimates. The proposed technique uses an
unchanged sampling rate and the frequency measurement is
estimated from the classical weighted least-squares approach
[1] based on the rate of change of phase angle relative to
the offset from nominal frequency. The filtering process is
executed by a Finite Impulse Response (FIR) filter bank,
composed by lowpass and bandpass filters, whose goal is to
separate all input signal harmonic components. The digital
filter bank’s size is limited by the desired harmonic component
imposed by the 3-dB cut-off frequency, related to the analog
anti-aliasing lowpass filter, and an optimized design has been
employed to obtain symmetric coefficients and odd lengths
(Type 1 FIR filter).
Once the harmonic components are separated, fast linear
interpolation based on trigonometric identities is performed
on every component in which adaptive-angles related to the
estimated frequency are employed. The proposed technique
aims to evaluate the impact of the frequency variation on each
component present on the input signal whose outcomes are
used by the half-cycle Radix-2 DIT FFT approach to provide
raw data in which the corrected synchrophasor measurements
are obtained after the accomplishment of the filter phase and
amplitude compensations. Test signals in the range of ±3 Hz
offset-nominal corrupted by 5 harmonics (second harmonic to
sixth, 100 Hz - 300 Hz), are applied to evaluate the technique’s
performance therefore a span of 6 cycles of the nominal power
frequency have been applied to ensure the accuracy of results.
The obtained estimates demonstrate its capability in dealing
efficiently with signals corrupted by spurious frequencies,
being envisaged for potential applications involving M-Class
PMU model.
The remainder of this paper is organized as follows. In Section
II, a detailed description of the proposed adaptive-frequency
data processing technique is described. Section III provides
the simulation and result analysis. In Section IV are presented
the concluding remarks.
II. DESCRIPTION OF THE PROPOSED ADAPTIVE
TECHNIQUE
In this section, a brief overview of the frequency estimation
process is explained. It is also presented and discussed the
FIR filter bank design, and the mathematical formulation
of fast linear interpolation using trigonometric identities and
half-cycle Radix-2 DIT FFT approach. The description in
this section is given for fo = 50-Hz nominal frequency, but
the procedures could also be applied to 60-Hz signals. A
fixed sampling clock corresponding to a frequency Ns =
16 samples/cycle times the nominal frequency is employed
resulting in a Nyquist frequency of 8 samples/cycle (i.e, a
maximum band-limited signal of 400 Hz for a 50-Hz system).
For practical applications, an additive lack of accuracy caused
by non-ideality of instrumentation transformers can be found,
however this feature has not been considered in this paper.
A. Frequency estimation
For proper functionality, the proposed technique requires
knowledge of the power system frequency. Based on the state
of the art proposed by [1], a decoupled frequency estimation
process is performed by weighted least-squares approach due
to its good performance even when the sampled data are
corrupted by Gaussian random noise. The sampling clock is
locked to the nominal frequency and the actual frequency is
estimated from the rate of change of phase angle relative to
the offset from nominal where phase angles over a span of six
cycles have been used. Standard deviation of 0.01 radian on
angles estimates, caused by sample noise, is considered and the
frequency measurements remain with a very low average error
around 0.23%. Thus, in the remaining paper it is presumed
that the power frequency can be estimated with high degree of
accuracy. It is important to comment that a lot of methods with
regard to frequency estimation can be found in the literature
[13]-[15].
B. FIR filter bank design
The FIR filter bank design is based on the Parks-McClellan
optimization technique to provide a stable performance and
a linear phase response. The type 1 FIR filters have been
chosen to give symmetric coefficients, odd length, and fre-
quency response that has even symmetry about both digital
frequencies Ω = 0 and Ω = pi. This even symmetry allows
the frequency response to take on any value at these two
critical frequencies, thus the envisaged lowpass and bandpass
filters used to separate the input signal components can be
implemented using this FIR filter type. Global parameters as
passband gain of −1 dB (ap) and a stopband gain of −60 dB
(as) are used in the design of all filters. The errors within the
passband and stopband regions are specified as ∆p and ∆s,
respectively, whose values specify the maximum allowable
ripples inside these regions [16]
∆p = 1− 100.05×ap (1)
∆s = 10
0.05×as . (2)
The maximum filter bank’s size is limited by the desired
harmonic component imposed by the analog anti-aliasing
lowpass filter, therefore the maximum allowed bank’s size
is 8 filters (1 lowpass for the fundamental frequency and
7 bandpass for the harmonic components). However, for a
correct application, the 3-dB cut-off frequency needs to be
below of the Nyquist frequency. Thus, the proposed technique
uses the maximum number of bandpass filters equal to 5
(second harmonic (Bandpass 1) to sixth (Bandpass 5)), with
a cutoff frequency of 350 Hz. The center frequencies are
allocated at 100 Hz to 300 Hz, respectively, however the
bandpass regions need to involve the variation of ±3 Hz
offset-nominal, thus an enlargement of the bandpass region
associated with the order of the harmonic component need to
be taken into account. This characteristic will impact on the
quantity of coefficients for each FIR filter, thus the constraint
used to limit the filters order is based on the group delay (τ ).
The indices of the coefficients are limited to the range
−M/2 ≤ nc ≤ +M/2, where nc is the number of coefficients
or the length of the FIR filter and M is its order. A constant
group delay (τ = (nc − 1)/2) [16], for any frequency, can
be understood as the delay of samples that will give for
the FIR filter a causal characteristic which will imply the
existence of a linear phase shift response. It is of paramount
importance to mention that the overall response delay of a
FIR filter is matched with the filter order, because the M
initial samples need to be rejected due to the transient behavior
of the convolution process between the input sampled signal
and the filter’s coefficients. This overall delay is taken into
account in which it has been stipulated that the order of
the filters can not be greater than the number of samples
in the span of cycles of the frequency estimation process to
ensure a concatenation between the steps. Fig. 1 illustrates the
amplitude and phase responses for each FIR filter of the bank
whose outcomes are used during the final calculation of the
synchrophasor measurements and the Table I summarizes the
individual parameters of the filters (order, length, group delay,
and transition bands).
TABLE I
FILTER PARAMETERS
FIR Filter
Parameters
Order Length Group delay Transition bands (Hz)
Lowpass 64 65 32 [58 80]
Bandpass 1 64 65 32 [68-90] [110-132]
Bandpass 2 88 89 44 [122-139] [162-178]
Bandpass 3 88 89 44 [169-186] [215-231]
Bandpass 4 88 89 44 [216-233] [268-284]
Bandpass 5 94 95 47 [264-279] [323-339]
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Fig. 1. Frequency response of the FIR Filter bank.
Fig. 2. Linear interpolation based on trigonometric identities.
C. Fast linear interpolation
Based on [1], a linear interpolation using trigonometric
identities is applied on each filters output data. An extended
version of this method have been implemented to take into
account the effect of frequency variations on the sampled
harmonic components. Off-nominal sampling condition will
drift the output samples values with proportional variation
to time, thus the goal is to modify the output sequence of
the filter such that a new sequence synchronized with the
estimated frequency can be obtained. The linear interpolation
is a regression line that adjusts two points, given by (3)
g(x) =
b− x
b− a × f(a) +
x− a
b− a × f(b) (3)
where f (a) and f (b) are the corresponding values for a generic
function f (x) at x = a and x = b, respectively. The idea
depicted in Fig. 2 is to calculate the adjusted output samples
of the FIR lowpass filter taking projections of the sample
amplitudes obtained by the off-nominal sampling condition
over the trigonometric circle imaginary axis. Assuming that at
instant k and k+1 the off-nominal amplitudes yk and yk+1 are
available the adjusted amplitude yx1 can be determined using
the following identities
ρ1 = Φ− θ (4)
f(a) = yk, f(b) = yk+1 (5)
b− x = yk+1 − yx1 = sin(ρ1)×XM (6)
b− a = yk+1 − yk = sin(Φ)×XM (7)
x− a = yx1 − yk = sin(θ)×XM (8)
thus,
yx1 =
sin(ρ1)
sin(Φ)
yk +
sin(θ)
sin(Φ)
yk+1 (9)
being Φ = 2pi(fo+∆fo )/Nsfo radians the off-nominal sam-
pling interval expressed according to the estimated frequency;
θ = 2pi/Ns radians is the nominal sampling interval; and ρ1
is the adaptive angle related to the estimated frequency given
by the relative position difference between the nominal and
off-nominal samples. The ρ1 angle varies linearly to time,
as illustrated in Fig. 2, therefore to compute the subsequent
adjustable samples ρ1 needs to be subtracted from the θ angle
in (9). The first sample of the adjusted set will be numerically
equal to the first filter output sample. Only two output samples
of the filter are required to compute the adjusted sample being
suitable for on-line implementation. An interesting feature is
that all trigonometric identities are valid independent of the
rotating phasor initial angle.
An extended version of this method have been implemented to
enable the interpolation of the bandpass filter output samples.
The basic idea is the same, however, special care must be
taken to determine the variables of interest. The angular
frequency of the harmonic component will require adaptive
angles proportional to the harmonic order, thus
ρ2 = 2Φ− 2θ; ρ3 = 3Φ− 3θ; ρ4 = 4Φ− 4θ;
ρ5 = 5Φ− 5θ; ρ6 = 6Φ− 6θ (10)
furthermore, for performing a correct linear interpolation the
nominal and off-nominal sampling intervals also need to
be based on the harmonic order. Therefore, the generalized
equation to compute the adjusted samples for the bandpass
FIR filter is given by
yxn =
sin(ρn)
sin(nΦ)
ykn +
sin(nθ − ρn)
sin(nΦ)
y(k+1)n (11)
where ρn is the adaptive angle according to (10); n is an
integer number representing the harmonic order (two to six);
nΦ = 2pin(fo+∆f )/Nsfo radians is the off-nominal sampling
interval for the respective harmonic component expressed
according to the estimated frequency; nθ = 2npi/Ns radians
is the nominal sampling interval of the harmonic; ykn and
y(k+1)n is the pair of samples taken at instant k for each
harmonic which goal is to compute the adjusted samples yxn .
D. Half-cycle Radix-2 DIT FFT approach and frequency
response compensation
A half-cycle Radix-2 DIT FFT aproach have been employed
for computing raw synchrophasor measurements using the
adjusted output samples of the filters. DIT process is based on
splitting the time domain sequence into even and odd samples
in order to decompose discrete Fourier transform (DFT) into
smaller DFTs whose calculation requires less computational
effort [17], [18]. It uses the element called twiddle factor,
WnKNs = e
−j2npik/Ns , to rewrite half-cycle DFT, given by (12)
Y (K) =
Ns
2 −1∑
n=0
y[n]WnKNs . (12)
By splitting y[n] into even and odd samples, Equation (12)
can be written as
Y (K) =
Ns
4 −1∑
n=0
y[2n]W 2nKNs +W
K
Ns
Ns
4 −1∑
n=0
y[2n+ 1]W 2nKNs .
(13)
Using the fact that WnKNs/2 = W
2nK
Ns
, Equation (13) can be
reformulated as (14). Where A(K) is the DFT of even-
numbered adjusted samples and B(K)WKNs is the DFT of
odd-numbered samples
Y (K) =
Ns
4 −1∑
n=0
y[2n]WnKNs/2 +W
K
Ns
Ns
4 −1∑
n=0
y[2n+ 1]WnKNs/2
= A(K) +B(K)WKNs . (14)
Using the periodicity and symmetry properties, the following
relations can be found: A(K + Ns/2) = A(K) and B(K +
Ns/2) = B(K); W
K+(Ns/2)
Ns
= −WKNs , respectively. Thus,
Equation (14) can be written for synchrophasor representation
as
Ys(K) =
2
√
2
Ns
(
A(K) +B(K)e−j
2piK
Ns
)
(15)
where K varies from 1 to Ns/2. The advantages of the
half-cycle Radix-2 DIT FFT are remarkable because it uses
a fractional data window, i.e. only half of the samples of
the adjusted output set of each filter could be employed
for fast computing of raw synchrophasor measurements, the
parameters e−j2piK/Ns could be pre-calculated and stored for
use in real time, and it is also possible to notice the correlation
between the frequency parameter K and the maximum allowed
frequency of the band-limited input signal.
Using the frequency response of the FIR bank for each filter,
in the form of a complex valued function of frequency, the
amplitude and phase compensations can be performed for any
particular frequency in the range of ±3 Hz offset-nominal.
The complex value for the frequency response is determined
and converted to polar form, as
HK(e
jΩ) = VK(Ω) 6 ΨK(Ω). (16)
In (16), VK(Ω) and ΨK(Ω) represent the compensation in
amplitude and phase, respectively, that the raw synchrophasor
estimates will experience due to the flow of the samples
through each filter. Therefore, the corrected synchrophasor
estimates will be computed by
Ys(K)corrected =
Ys(K)
HK(ejΩ)
. (17)
III. SIMULATIONS AND RESULTS
This section presents the simulation and result analysis for
a power system with 50 Hz nominal frequency. The proposed
technique has been implemented using MATLAB 2014a envi-
ronment. Test cases are performed in three parts: the starting
point are off-nominal single-phase sinusoidal test signals (in
pu) whose frequencies are located at critical boundaries of the
±3 Hz range and these signals are corrupted with harmonic
components until the sixth order. In the second, it is assu-
med an off-nominal input signal, also corrupted by spurious
harmonic components, with a superimposed DC offset. In
the third case, the performance between DFT approach and
the proposed technique is compared for a fundamental test
signal with frequency deviation. It is important to mention
that the actual input signal frequency has been tracked by
the frequency estimation process. Test signals for the case I
are based on (18) being k a given instant of time and Tsamp
represents the sampling period.
x(k) = x1cos(2pi(fo + ∆f )kTsamp + ϕ(k))
+
6∑
m=2
xmcos(2pim(fo + ∆f )kTsamp + ϕm(k)) (18)
In the simulation, the harmonic component amplitudes are
in the order of 10%, 7.5%, 9%, 11.5%, and 6% related to
the off-nominal signal amplitude, respectively. The ϕ angle
is equal to −pi/4 radians and the ϕm angle is equal to pi/8,
pi/12, pi/3, pi/9, and pi/2 radians according to the harmonic
sequence. Total Vector Error (TVE) metric is the measure of
error between the theoretical synchrophasor value of the signal
being measured and the synchrophasor estimate, as (19). It
must be less than 1% to comply with the IEEE Standard
C37.118.1 [8]. Fig. 3 shows the TVE results given by the
proposed technique for each component of the test signals
which values satisfactorily fulfills the requirements of the
standard.
TV E(k) =
| ~Xestimate(k) − ~Xtheoretical(k)|
| ~Xtheoretical(k)|
× 100%. (19)
The signal used in the case II has an estimated frequency of
50.5 Hz. A DC offset equivalent to 0.5% of the off-nominal
signal amplitude is considered in (18), thus the assumed
signal is xDC(k) = xDC + x(k). The ϕ angle is equal to
−pi/18 radians, in addition spurious harmonic components
with amplitudes equal to 12.5%, 8.5%, 11%, 7.5%, and 7%
and ϕm angle equal to pi/10, −pi/19, 2pi/9, 3pi/2, and −pi/22
radians have been applied, respectively. Fig. 4 gives the TVE
results for each signal component which values are also below
the limit stated in the IEEE Standard. A slight increase in the
TVE error of some components is reported, thus signals with
very large DC offset and very small harmonic amplitudes,
not particularly found in power systems, could reduce the
performance of the proposed technique. For the case III, an
off-nominal test signal without any harmonics and DC offset
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Fig. 3. Full span TVE error of the harmonic components for the frequency
variation boundaries.
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Fig. 4. Full span TVE error of the harmonic components for a 50.5 Hz signal
with a DC offset equivalent to 0.5% of the off-nominal signal amplitude.
is used to compare the performance between the DFT approach
and the proposed technique. Consider a reference sinusoid
having a rms value of 1 at a frequency of 51 Hz. The assumed
phase angle of the synchophasor is pi/4 radians, so that the
correct phasor representation of this signal is ~X = 1ejpi/4.
Fig. 5 shows that the classical full cycle DFT approach gives
results corrupted by a second harmonic component that will
cause oscillations varying with time on the amplitude of syn-
chrophasor estimate, which agrees with [1]. Filtering the DFT
results through a post-processing averaging digital filter (ADF)
the amplitude oscillations can be alleviated. A FIR filter with
six equal coefficients has been employed and the convolution
result is displayed. The estimate of a full span of the proposed
technique is stable and it provides accurate magnitude esti-
mates that are not affected by pernicious oscillations caused
by frequency drift. This clearly shows that the interpolation
process executed at the output FIR lowpass filter has properly
adjusted the samples. In Fig. 6, a similar analysis is performed
for the angle estimates which results arising from the full
cycle DFT are also affected by the oscillations. Using the
average FIR filter a small amount of residual second harmonic
ripple can be obtained, however the angle of synchrophasor
estimate contains an average slope corresponding to frequency
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Fig. 5. Off-nominal synchrophasor magnitude estimate at 51 Hz according to
IEEE Standard C37.118, classical full cycle DFT, DFT with six-sample ADF,
and full span of the proposed technique
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Fig. 6. Off-nominal synchrophasor angle estimate at 51 Hz according to IEEE
Standard C37.118, classical full cycle DFT, DFT with six-sample ADF, and
full span of the proposed technique
error. Therefore, it is required to perform magnitude, angle,
and filtering compensations to allow that the classical DFT
combined with ADF can comply with the IEEE Standard
requirements. Once again, the synchrophasor angle estimate
given by the proposed technique is free from oscillations and
slope. Additional simulations with off-nominal signals have
been performed whose results are compared with the reference
synchrophasor to demonstrate the accuracy of the estimates,
illustrated in Table II.
IV. CONCLUSION
In this work, an enhanced adaptive data processing tech-
nique that combines in a synergistic manner frequency esti-
mation based on WLS approach, FIR filtering process, linear
interpolation using trigonometric identities, and half-cycle
Radix-2 DIT FFT approach has been proposed for accurate
computing of synchrophasor measurements under frequency
variations. New techniques are envisaged to meet the need of
reliable power system monitoring under transient conditions,
therefore the synchrophasor estimates provided by the pro-
posed technique, over the ±3 Hz offset-nominal, demonstrate
its capability in dealing efficiently with signals corrupted by
spurious frequencies, being envisaged for potential applica-
tions involving M-Class PMU model.
TABLE II
OFF-NOMINAL SYNCHROPHASOR ESTIMATES
Input signal
Parameters
TVE (%) Magnitude (pu) Angle (radians)
51.00 Hz 0.0191 1.00007 0.78557
50.60 Hz 0.0809 1.00004 0.78620
50.09 Hz 0.0056 1.00004 0.78537
49.95 Hz 0.0339 1.00009 0.78507
49.50 Hz 0.0266 1.00020 0.78535
49.00 Hz 0.0415 1.00041 0.78534
Ref. IEEE C37.118 0.0 1.0 0.78539
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