is crucial for therapeutic planning as it impacts on the tumour's prognosis. The development of machine learning methods that can accurately evaluate Glioma grades is of great interest since it is a repeatable and reliable diagnosis procedure. Moreover, the classification accuracy of a single classifier can be further improved by using the ensemble of different classifiers. In this paper, a new strategy has been developed, which uses a deep neural network incorporating an extensive iteration matrix based on the combination of eleven different machine learning algorithms. The classification system is evaluated using a crossvalidation technique, to add more generalization to the results of the classification system's reliability in unseen cases. Experimental results indicate that, when compared to both the single classification model, and the majority vote scheme, the grading accuracy has significantly improved using our proposed approach. The obtained sensitivity, specificity and accuracy are 100%, 90% and 93.3% respectively. The proposed approach has improved upon the highest accuracy of the single classification model by 13.3%. The proposed classification system presents an efficient method to evaluate the malignancy level of Glioma with more reliable and accurate clinical outcomes.
INTRODUCTION
Brain cancer is life-threatening, with Glioma being the most common type accounting for 70% of primary brain tumours in the UK adult population [1] . According to the World Health Organization (WHO) classification of brain tumour, Gliomas can be sub-classified based on the degree of malignancy into four grades (I, II, III, and IV). Grade IV, is extremely malignant, has a poor prognosis and a high mortality rate. Therefore, it is essential to discriminate grade IV from the lower Glioma grades preoperatively, as this impacts on the prognosis and treatment of the patients [2] .
The ability of medical imaging techniques to create visual images of internal organs and tissues of the human body is used effectively to support clinicians in faster and more robust diagnosis and in informing treatment planning. Specifically, the diagnosis of brain tumours is determined by the aid of medical imaging techniques. Computer-aided diagnosis using image features extracted from brain tumours, which has been presented as a complementary approach to improve upon radiological diagnosis performance [3] .
Recent studies for the classification of Glioma grades used a combination of conventional MRI and/or advanced imaging modalities [4] . However, advanced MRI techniques as opposed to the conventional methods, require more expensive equipment, more experience, and relatively more time to extract the tumour's attributes. It also has limited availability in MRI clinics. Consequently, our work is based on only one conventional MRI modality, that is, T2-weighted MRI, which is a non-invasive imaging technique and the tumour is more hyperintense compared to the other brain tissue using this modality.
Although many studies have developed classifications of brain tumours using a single classification model, the fusion of different classifiers would lead to superior classification accuracy [5] . Therefore, to achieve further improvement in the classification accuracy for Glioma grades we investigated the use of a multiple classifier system that combines several machine learning algorithms in one grading system. Glioma tumours have different levels of heterogeneity. Image texture analysis has been proven to be an efficient and objective method to measure the tumour heterogeneity [6] . Furthermore, image texture analysis plays a significant role in the recognition and identification of morphological characteristics of brain tumours [7] . Among different texture feature methods, Grey Level Co-occurrence Matrix (GLCM) has been commonly used in various applications [8, 9] . Specifically, GLCM has shown remarkable results in the evaluation of the malignancy level of brain tumours [10] .
The rapid development of machine learning has played a vital part in the classification and prediction of many cancers, specifically brain tumours. Support Vector Machine (SVM), K-Nearest Neighbour (KNN), Linear and Quadratic Discriminant Analysis (LDA and QDA respectively) and Decision Tree (DT) are common machine learning algorithms that are used for the classification of brain tumours. For instance, a comparative study was conducted on different classification methods for Glioma grading based on the single classification approach [11] . However, an approach that takes advantage of the combination of multiple machine learning algorithms would lead to an improvement in the classification performance. Furthermore, in the literature, different methods have been proposed to integrate multi-classification models to enhance the accuracy of the classification. For example, the bagging approach [12] where the output decisions that come Proceedings of the 24th International Conference on Automation & Computing, Newcastle University, Newcastle upon Tyne, UK, 6-7 September 2018 from several decision trees are combined and the outcome is determined by majority votes. Boosting, on the other hand, adjusts the input data distribution based on the outcomes from the previously trained classifiers, then a weighted majority vote is used to generate the final decision [13] . The majority voting has been applied widely to fuse multi-classification models [14] , used with Multiple Classifier Systems (MCS). However, it has a limited ability to sense the complex relationships of information among different classifiers.
Using a learning strategy in the fusion stage of MCS is a much more powerful method. Neural Network (NN) is an efficient approach and is of great interest due to its ability to automatically uncover the nonlinear relationship of different data distributions. Deep learning can be designed based on Deep Neural Networks (DNN) with multi hidden layers of nonlinear information processing that can learn complex data pattern [15] . Hence, to obtain a better representation of the relationship among many classifiers, we developed DNN based MCS to stack multiple machine learning algorithms.
It is necessary with the application of backpropagation neural network to find the optimal divergence point which maximizes its accuracy. Indeed, at present, no such method gives a general solution to overcome this issue. Therefore, we developed a systematic deep iteration matrix of NN (DINN) to improve the classification accuracy of MCS for Glioma grades further.
In this paper, we proposed a novel strategy for developing a multiple classifier system to improve the classification accuracy of Glioma grades. This is based on the development of two stages of the classification system. The first stage is determined using eleven classifiers, and these are, DT, LDA, QDA, SVM (with three different kernels), and KNN (with five different designs). These classifiers are trained individually based on the co-occurrence textural features extracted from T2-weighted MRI modality to discriminate Glioma grade IV (Glioblastoma Multiforme) from the lowest Glioma grades (grade II and III). Then, in the second stage, an efficient method of combining all these classifiers is designed. The fusion stage is developed based on deep neural network incorporating an extensive iteration matrix. The difference in performance between the single classification model and the proposed MCS is analyzed in terms of classification accuracy, sensitivity, specificity. The performance is also investigated as compared to other traditional MCS based on the majority voting. The experimental outputs indicate that the proposed DINN-MCS is better than any other existing method in term of the performance measures. The dataset used for this work is downloaded from the cancer archive collection website [16] . The T2-weighted MRI of brain Glioma tumours of thirty patients, are used for this work. It is publicly available and confirmed with a histology diagnosis. This collection contains ten patients with grade IV (Glioblastomas) and twenty patients with lower Glioma grades (III and II). Each patient has a various number of slices ranging from 20 to 120, with varying post imaging parameters such as different gap space and slice thickness ranging from (2 to 7.5 mm).
II. OVERVIEW OF THE CLASSIFICATION MODELS
A brief description for each classifier used in this work is discussed starting with Linear and Quadratic Discriminant Analysis. These classifiers are parametric classifiers, and they are affected by the data distribution, thereby performing poorly when there is much overlap between classes of data [17] . The Decision Tree (DT) algorithm is the second common classifier, defined as tree-like structures, in which the neurons represent the input features and each branch indicates a different output decision [18] . DT offers many advantages. It is a non-parametric approach and is not dependent on the input data distribution. Also, it can deal with non-linear relationships between class labels and features. The main limitation of DT is that it can be subject to underfitting or overfitting, especially when using a small dataset [19] . The other popular classification algorithm is Support Vector Machine; it produces promising results in many applications [20] . It identifies a hyperplane that separates input data into two classes. The input data is mapped into a new features space with higher dimensionality. The major limitation of SVM is associated with the selection of the kernel function [21] . Finally, K-Nearest Neighbour is also used widely in different applications and showed superior results. KNN was designed based on searching for the close similarity of ksamples between a test sample and other instances that have similar behavior [22] . This searching process is guided by a distance function such as the Euclidean and the Camberra function. KNN algorithm is highly sensitive to noise as well as to the choice of similarity metric that is used to compare instances [18] . To conclude, there is no single classification model that can outperform all other classifiers as each one has a limitation. Hence, the integration of multiple classifiers can overcome the drawback of weak classifiers and lead to a more complementary approach. As a result, this would lead to greater accuracy than using single classification models.
III. PREPARATION OF MRI TEXTURAL FEATURES
The first step in this work is the segmentation of the regions of interest of the brain tumour using T2-weighted MR slices. The segmentation step is conducted based on an automatic segmentation system [23] . Then a cropping process is applied. After that, normalization is determined for the MRI grey levels based on mapping the original intensities of the MRI into the range (0-255). Textural features are extracted based on the grey level co-occurrence matrix using four angles (θ = 0•, 45•, 90•, 135•), and distance equal to one. Eighteen textural predicators incorporated with the GLCM are extracted as follows: autocorrelation, correlation, cluster prominence, contrast, cluster shade, dissimilarity, energy, entropy, maximum probability, homogeneity, sum of squares, sum average, sum variance, sum entropy, information measure of correlation 1, information measure of correlation 2, inverse difference normalized and inverse difference moment normalized [24] . Four directions with eighteen predictors are used. Hence, each patient is represented by seventy-two textural features. These features are used later in the classification stage to discriminate Glioma grades.
IV. FIRST STAGE: SINGLE CLASSIFIER SYSTEM
The first stage of the proposed MCS is providing the prepared MR image-textural features into different classification models. Eleven popular classifiers are evaluated to discriminate between grade IV and the lowest Glioma grades. We conducted DT, LDA, QDA, SVM with three kernels (linear, quadratic, and medium Gaussian), and KNN with five different design as presented in more detail in Table  1 . The rationale behind applying different kernels and parameters with SVM and KNN is to increase the diversity of the output decisions produced at this stage. Leave-one-out cross-validation technique (LOO) is employed to avoid the overfitting problem, and to add more generalization to the classification system. All samples (N samples) are divided into training (N-1) and testing sample. The last step of this stage is the evaluation of the output results using different matrices. These metrics are sensitivity, specificity, and classification accuracy [25] which are used to evaluate the classifier accuracy for every single classifier. The parameters setup for different classifiers that are undertaken in this work are selected experimentally during the learning phase and are illustrated in Table 1 . The second stage of the proposed MCS is the ensemble of the classifiers trained previously in the first stage. A binary classification to the output decisions vector is conducted. This is performed by supplying the output decision vector produced from each single classification model to the DNN, where all samples in this vector are passed through the training and testing phase using the LOO cross-validation technique.
VI. PROPOSED ENSEMBLE DESIGN
The proposed fusion stage is built based on the integration of multiple classification models using the back-propagation neural network incorporating a deep iteration matrix. All classifiers are integrated into one MCS system. The hyperbolic tangent sigmoid transfer function (tansig) is commonly used due to its high accuracy and faster divergence response. Therefore, it is selected to be the activation function for all neurons in the NN design. The formula for this function is defined by Equation (1) [26] .
A backpropagation strategy is used to optimize the NN performance. Scaled conjugate gradient backpropagation (trainscg) is one of the most commonly applied functions with NN and has produced efficient results [27] . Therefore, this technique is selected to be the learning function of the design. We used the DINN matrix to evaluate the most significant design that reveals the maximum accuracy. In this matrix, we have examined a wide range of different numbers of neurons, and hidden layers, in addition to using a different structure of backpropagation neural network (BPNN) in each iteration based on testing a wide range of different values of weights and biases of Neural Networks.
Let Ii represent iterations of NN, where i = 1, 2, …, E; and E is a selected endpoint of iterations, Rj represent rounds of NN, where j = 1, 2, …, N; and N is the total number of samples. Let n is the number of neurons per layer L, and P is a probability which used to measure the output of BPNN for each cell of the deep iteration neural network matrix A as shown in Equation (2) .
Here, Ii, Rj represent columns and rows of matrix A respectively.
There are thirty rounds using the LOO technique to cover all N samples given to the classification system. In each round, the dataset is separated into different sets of training, validation and testing sets. The significant difference between each structure of BPNN in this matrix is of using different validation set which selected randomly from the original dataset and not including neither the training phase nor the testing phase. Each design of the DINN matrix should be selfoptimized using the learning function. In this work, twentyfive patients are selected to be in the training phase and four samples in the validation set and one sample in the testing phase. This arrangement is re-rounded in each cell of the matrix to examine the behavior of each unique design of BPNN. When implementing this matrix, it is necessary to ensure that the cross-validation is fully controlled by applying a completely different dataset in each of the training, validation, and testing phases. In this work, both n, and L are in the range of (1, 2, … ,30). All testing designs for the same iteration Ii should have the same network structure. After the calculation of DINN matrix is completed, the confusion matrix is measured by comparing the output results of each column of the DINN matrix with the true class label. The results are then ranked to select the best model that shows the highest accuracy. The total number of iterations of DINN matrix can be calculated by × × .
VII. EXPERIMENTAL RESULTS
The results of evaluating one-layer BPNN which shows the classification accuracy with respect to each number of neurons per layer is given in Figure 1 . It can be seen in this Figure that the highest classification accuracy is achieved at 90%, by using 23 neurons in the layer. The results of sensitivity and specificity are 100% and 85% respectively. The confusion metrics are as follows: True positive (TP) = 10, False negative (FN) = 0, True negative (TN) =17, False positive (FP) = 3. Figure 2 reveals the evaluation results of classification accuracy with respect to different iterations sequence number using 23 neurons in the one-layer. Furthermore, it is found that the highest accuracy is produced by the second iteration.
Further investigation is conducted by evaluating DINN matrix using two-layer BPNN. Figure 3 presents the results of classification accuracy with respect to using a different number of neurons in the first and second layer. The results of this experiment reveal that the classification accuracy is improved at 93.33% using 26 neurons, and 16 neurons in the first and second layer respectively as shown in Figure 3 . The results of sensitivity and specificity are also improved to 100%, 90% respectively. The confusion metrics are as follows TP = 10, FN=0, TN=18, FP=2. In this experiment, it is noticed that the accuracy using the second iteration (I2) of DINN matrix is outperforming the other designs.
Ultimately, it is found that the results of evaluating of three-layer BPNN incorporating a DINN matrix, for all tested network designs, has shown less accuracy as compared to the two-layer BPNN performance. Therefore, we stopped further investigation at this stage.
The overall results comparison in terms of classification accuracy, sensitivity, specificity are shown in Figures 4, 5 , and 6 respectively. These results show different evaluation methods for the classification of Glioma grades using both approaches: a single classification model, and the multiple classifier system. These results also present a comparison of the classification performance of the traditional MCS based on the majority vote and that of our proposed approach. The classification results illustrate that our proposed system significantly outperforms the other traditional algorithms undertaken in this work and raising the accuracy to 93.3%.
VIII. DISCUSSION
A novel approach has been proposed for the development of a multiple classifier system for Glioma grading. Three contributions have been addressed in this article, as follows:
First: a significant improvement in the results is achieved using MCS based on the proposed approach as compared to using only a single classification system. The classification accuracy is boosted up to 93.3% as shown in Figures 4, 5 , and 6.
Second: A comparison between the proposed system and the existing MCS using the majority vote has been investigated. These results have proved that the proposed approach demonstrates superior accuracy compared to the other classification system as shown in Figure 4 , 5, and 6.
Third: the results confirmed that the deep iteration neural network matrix has the highest impact on DNN and enable it to achieve its highest accuracy. Unlike the existing approaches which have used only a few trials, randomly selected. Moreover, the proposed DINN matrix is a systematic method to investigate all possible results and enable the highest accuracy in the MCS.
It has been shown that using DNN based on the fusion of multiple classifiers leads to improved classification accuracy for brain Glioma grades. A wide range of deferent designs of BPNN is investigated for the proposed MCS. It is found that adding more hidden layers would lead to enhanced classification accuracy. However, adding more than two hidden layers, reduced the classification accuracy. The additional layer increased the complexity of the network that raised the probability of overfitting which leads to degraded classification accuracy. Therefore, we ceased further evaluation for testing other hidden layers. There are different points of divergence that comes from testing different validation sets and initial weights, examined within various iterations of DNN. Hence, different network weights are produced in each iteration. Therefore, each iteration provides different results. The purpose of determining a considerable number of deferent designs of DNN with varying sets of validation is to find the optimal divergent point that is closer to the global minimum value, which represents, in other words, the best possible design of DNN that would reveal the highest classification accuracy. However, this will require a longer computation time in the learning phase.
The dataset set used in this work is relatively small, and this could have degraded the accuracy of the neural network. However, using deep BPNN incorporating the proposed iteration matrix has been proven in this work to overcome this limitation and shows remarkable results. Indeed, at present, it is a significant challenge to acquire a large image dataset of Glioma grades with the approval of histopathology test.
The major reason for this limited availability of the dataset is that it is essential that the given Glioma grades must support This approval is vital to have a solid confirmation of the malignancy grade of Glioma, thereby providing real validity of the evaluation and validation process to any classification or grading system. Consequently, the proposed classification system is the more suitable approach for a small dataset, achieved a promising result to improve the classification accuracy of Glioma grades. Also, it can be considered critically that the proposed system is an alternative method to the traditional approach of deep learning which usually requires an enormous dataset and greater intensive computation time. A significant improvement is obtained in the results of classification of MR images of Glioma grades using the proposed DINN-MCS. Moreover, the proposed system has the advantage of outperforming both the single classification method and the existing MCS based on the majority vote. However, it requires a high computation time, advanced computing hardware, and parallel computing where it is possible to reduce the execution time.
IX. CONCLUSION
We proposed two stages of a novel multiple classification system for automated Glioma grading. The classification system aimed to discriminate grade IV from the lower Glioma grades. In the first stage, we tested eleven classification models individually. Each of these classification models is trained based on the co-occurrence of textural features extracted from T2-weighted MRI modality. In the second stage, DNN received all decision vectors as input, and then they are divided into training, validation, and testing sets. The performance is evaluated in terms of classification accuracy, sensitivity, and specificity. We investigated different approaches: a single classification method, majority vote based MCS, and our proposed method in terms of these performance measures. The Leave-One-Out cross-validation technique is adopted in all stages to add more generalization for the classification system. The results illustrated that the proposed system achieved a superior classification accuracy at 93.3% as compared to the existing methods. The experimental output revealed that the deep neural network incorporating the DINN matrix is an efficient approach to stack a multi-classification model. The proposed method further improved the final classification accuracy. Hence, enabling the MCS to achieve better discrimination accuracy for Glioma grades. As for future trends, experiments can be repeated with different dataset for possible enhancement in the classification accuracy.
