Let G be a finite group acting on C N . We study the problem of identifyng the class in C N /G of a given signal: this encompasses several types of problems in signal processing. Some instances include certain generalizations of phase retrieval, image recognition, the analysis of textures, etc. In our previous work [3] , based on an algebraic approach, we constructed a Lipschitz translation invariant transform-the case when G is cyclic. Here, we extend our results to include all finite Abelian groups. Moreover, we show the existence of a new transform that avoids computing high powers of the moduli of the signal entries-which can be computationally taxing. The new transform does not enjoy the algebraic structure imposed in our earlier work and is thus more flexible. Other (even lower) dimensional representations are explored, however they only provide an almost everywhere (actually generic) recovery which is not a significant drawback for applications. Our constructions are locally robust and provide alternatives to other statistical and neural networks based methods.
Introduction
Some of the big challenges that technical fields face have to do with finding ever more efficient and reliable ways to navigate and process huge pieces of information. Classification, extracting patterns and recognition are some of the main goals. At least since the early '80's, statistical approaches have promised to address many of these fundamental issues by using methods that emulate human learning in their decision making algorithms. In recent years, there has been a renewed interest in these artificial intelligence quests, partly propelled by the success of deep reinforcement learning in creating arguably the best known-to-date artificial Chess and Go players [13] . At the same time, applications of neural networks in signal processing are well known [14, 4, 9, 7] . The work of Mallat [10] on the construction of a wavelet-based group invariant scattering transform stable under small diffeomorphisms, has been met with great enthusiasm and has inspired several other works [2, 1, 11] in which by now is one of the most active areas of research in applied mathematics. The construction in [10] gives a family of transforms, one important example of which is a Lipschitz translation invariant function of signals in L 2 (R N ) that unlike the modulus of the Fourier transform, is Lipschitz with respect to small deformations. The examples in [10] , constructed in infinite dimensional settings, are invariant and stable but are not perfect discriminative tools between classes of signals because the transforms are not injective. On the other hand, for real life applications it is crucial to understand the finite dimensional setting and to have a transform with complete discriminative power. In [3] we studied this problem and drawing from algebraic tools, were able to develop a framework that allows one to obtain discriminative invariants with respect to finite group actions under certain hypotheses. Furthermore, our transforms in [3] come with explicit Lipschitz bounds and the dimension of the target space is linear with respect to the dimension of the signal space C N . As an application we obtained Lipschitz injective translation invariant maps in finite dimensional problems. Our construction uses polynomial invariants [6] to generate a map F into a high dimensional space C N (N +1)/2 that separates orbits. We reduce the dimension of the target by using a linear transformation without losing injectivity. The last step is to modify this map to make it Lipschitz while keeping injectivity and the dimension of the target. Applications to specific group actions depend on the polynomial invariants used on whether or not they satisfy what we called the non-parallel property. We prove that some specific choice of monomials in cyclic cases Z m satisfy this property and thus yield the desired transform in these situations. The case of general group actions was left open. In this work we extend our previous results to include all finite Abelian group actions. The main motivation for our present work however, comes from the need to address a much more important problem: the final map in [3] has the form
The normalization makes the map above Lipschitz which is therefore stable from a theoretical point of view. However, when implementing this one still has to compute powers of the components of x at different points and store this information to proceed. The normalization does not avoid this which is disastrous: two vectors x and y with small entries can be both mapped to 0 while lying on very different orbits, due to rounding errors. Thus, we are led to consider a potential transform that is not purely algebraic. This is a challenge because almost all steps in our construction in [3] relied on not only an algebraic but projective structure of F. The dimension reduction in [3] relied on an algebraic geometric argument, counting dimensions of intersections of projective varieties. Here we construct low-dimensional invariant maps for general finite Abelian group actions where one only needs to compute powers of phases of entries (whence the map is not algebraic, although the construction relies on our earlier construction). Our new maps thus solve the main computational problem at hand. We see that although not globally continuous, the maps are Lipschitz in a generic sense that we specify below (see Theorem 2.2 for more details). In the construction of our transforms, we introduce a family of complete sets of measurements. The new measurements are no longer complex polynomials; this is a step away from purely algebraic methods and their limitations. In our setting we are given a finite Abelian group G acting on C N unitarily (see (2.1)). Our main result, Theorem 2.2 gives the existence of a map Φ : C N → C 3N +1 which separates G−orbits. The components of the transform Φ grow linearly on the moduli of the entries of x ∈ C N , and there is a universal constant C such that if the signals x, y ∈ C N have the same support, then
The above is a generic form of stability. A few comments are in order:
1) The transform in [3] is a good abstract low dimensional discriminative map. The conditions on which the construction there relied, applied to cyclic groups which is the natural finite dimensional analogue of translation. The hypothesis needed, namely the non-parallel property as we called it, could only be verified for cyclic groups because we used a particular set of monomials introduced in [6] . In this work, we extend our result in [3] to cover all finite Abelian groups; the non-parallel property now follows from an explicit construction using a result in [5] . We go further here in that we are concerned in constructing a much more stable map from the point of view of computation and much more suitable for implementation. 2) The reason why a global Lipschitz condition is not possible in our construction is that min 1≤i≤N,|x i | =0 |x i | is not continuous and this is a factor we need to use as a coefficient at some point to make the the map Lipschitz away from signals with zero entries. This is unavoidable in a sense because of the use of phase maps, which are not continuous, and one needs to add factors vanishing at the origin to tame these discontinuities. 3) Our transform lives in C 3N +1 , while in [3] the corresponding map lived in C 2N +1 .
The loss of N in the dimension of the target space comes from the fact that in order to overcome the problem of having to compute high powers of entries, we need to isolate the information coming exclusively from the phases, but to truly separate signals in different G-orbits, we need to store the moduli of the entries which adds the extra n dimensions. This is not a significant loss as the dimension of the target is still linear in the dimension of the space of signals N. 4) The moduli of entries we need to include in our map correspond, in the contexts of audio and image processing, to the modulus of the Fourier transform-the well known translation invariant already mentioned. 5) Our result covers the important case G = Z n × Z m relevant in image processing:
given a 2d image, we can consider pixels as entries in a large matrix with a particular color (some number in some allowable set). Then an image can be translated using integer multiples of the canonical basis in C 2 . A crucial problem is to know when two signals correspond to the same image, being only translates of each other. Our transform solves the classification problem using a low dimensional transform. Refinements of it can be used to solve more general classification problems where there is distortion, for example where two images correspond to the same if they differ by the application of a diffeomorphism close to the identity. Additionally, we foresee combining this and other tools such as optimal mass transport and neural network methods to yield much stronger results.
The next section is devoted to introduce some notation and present our main results. In the third section we construct the new transform Φ and prove its properties under the assumption that there is a tensorial map that separates G-orbits. We prove in the fourth section, with the aid of a characterization of [5] of separating polynomials, that a tensorial map exists for every finite Abelian group. We also prove that with our explicit tensorial map, the results in [3] also apply to the general finite Abelian group case. Finally, in the last section we present results about N -dimensional almost everywhere transforms that yield injective transforms on C N /G. such that the action is represented by gx = σ(g)x.
We will also write C N / ∼ to denote the space of orbits (this is a slight abuse of notation as this space depends on the specific representation of G). We recall the quotient metric on
where [x] denotes the orbit of x under the group action G. In [3] , we studied the problem of constructing Lipschitz low dimensional representations of G−orbits in C N for the case when G = Z m is a cyclic group. In particular, we proved the following:
, and a constant C > 0 depending only on m such that
for every x, y ∈ C N .
The map in Theorem 2.1 is discriminative, Lipschitz and the representation lives on a low dimensional space -the target space is of dimension O(N ).
One important motivation for the result above was the application to translation invariant transforms in finite dimensions. More precisely, the main result in [3] applies to G = Z N , m ∈ N acting on C N by
.
The map constructed in [3] is based on monomial invariants. More specifically, there is a set of monomials of the form
j ) i =j ) with the property that F (x) = F (y) if and only if x = gy for some g ∈ Z m . Some of these powers can become very large and this induces problems due to computational limitations.
One way to overcome this problem is to only put the powers on the phases, that is we can use the measurements (see Proposition 3.3 below)
where if either x i = 0 or x j = 0 we set the corresponding entries in Θ F to 0. While this seems to solve the problem of computing large powers of the entries of x this new map Θ F poses some new problems. First of all, it is not continuous and therefore has no hope of being Lipschitz. While we will not be able to completely overcome this problem, we will construct a map that is Lipschitz almost everywhere. Putting the powers only on the phases poses another challenge: we lose the algebraic structure of F and therefore cannot apply the techniques in Theorem 3.1 of [3] to reduce the dimension of the target space. We will address this problem in this paper and construct a low dimensional G-invariant representation of signals, though we have to add N more measurements to achieve this. We also extend the results in [3] to the case of any finite Abelian group.
2.1.
Main results. Let G be an Abelian group acting on C N with a representation in terms of unitary matrices, i.e., there is a set of unitary matrices
such that for any g ∈ G, there are exponents α 1 , α 2 , . . . α k such that for any x ∈ C N , we have
In this paper we prove the following:
Let G be a finite Abelian group acting on C N according to (2.1). Then there is a map Φ : C N → C 3N +1 which separates G−orbits. Moreover, each component of Φ can be chosen to grow linearly on the moduli of the entries of x ∈ C N , and there is a constant C such that if x, y ∈ C N are such that {k :
The maps defined in the previous theorem do not have large powers on the moduli of the components of x, but unfortunately they are not Lipschitz. However, in this paper we find a set of polynomial measurements that allows us to extend Theorem 3.7 in [3] which yields a low dimensional Lipschitz G-invariant which on the other hand does require the computation of high powers of entries.
To present our next result, let F : C N → C M , be a given map and define Φ F :
Theorem 2.3. Let G be a finite Abelian group acting on C N . Then there is a polynomial map F G :
This map is Lipschitz. Moreover,there is an absolute constant C such that
Theorems 2.2 and 2.3 are particularly interesting in the case G = Z n × Z m , due to their relevance in image processing.
A new G-invariant, Lipschitz almost everywhere, transform
In this section we present some general results that yield the existence of a transform satisfying the conclusions of Theorem 2.2, provided some algebraic hypothesis holds.
We will say F is a monomial tensor if each entry of F (x) is a monomial on the entries of x, and if there is an 0 ≤ m ≤ N such that for any subset J ⊂ {1, 2, . . . N } with |J| ≤ m, there is an entry in F (x) which is a monomial on only x j , for j ∈ J of the form
for some integer exponents α j .
New Complete Sets of Invariant Measurements.
Here we provide a new family of sets of separating functions. The separating functions are not polynomial but are obtained from polynomial ones. The advantage of the new sets is that they do not induce errors due to the presence of entries with large moduli. In the case of images, this corresponds to signals with large L ∞ value of the Fourier transform.
Fix F such that if F (x) = F (y), then x ∼ y, and also satisfying the conditions of definition 3.1. For each J ⊂ {1, 2, . . . N }, let α J j be the exponents such that
These new maps provide alternatives to our F . These new ones avoid computing large powers of the entries. Proof. Suppose Θ F,β (x) = Θ F,β (y). Then
whenever |x j |, |y j | = 0, and so
Then in this case we have
Together with (3.3), we have that
therefore x ∼ y, by hypothesis. Also, it is easy to see that Θ F,β is invariant. This completes the proof.
3.2. The Transform Φ. With this we can construct a new map that is better suited for applications.
To this end, we recall the following dimension reduction result from [3] .
Theorem 3.4 (Theorem 3.1 [3] ). Let G act on C N and suppose P :
For any z ∈ C, define
We now define the following map. Let : C n → C k be a linear map. We define Φ ,F (x) as:
Proof. We will drop the subscripts on Φ in this proof. Note that if x = 0, then Φ(x) = 0. Suppose Φ(x) = Φ(y). If Φ(x) = Φ(y) = 0, then x = y = 0, and so x ∼ y. If Φ(x) = Φ(y) = 0, Then
Let
(3.5)x := (N (x 1 ), . . . , N (x N )),ỹ := (N (y 1 ), . . . , N (y N )).
Then
∼ỹ. Since the group action is unitary, and the moduli of the components are the same,
, then x ∼ y. Let be chosen as in proposition 3.6. LetΦ ,F : C N /G → C 3N +1 be the induced map on the quotient space. If x, y are such that supp x = supp y = {1, . . . , N }, then
If supp x = supp y the conclusions of this proposition still hold, including (3.7).
Recalling the definitions ofx andỹ from (3.5), we have Then note that (3.9) I ≤ x − y , and that
By the elementary inequality
The case where instead we have supp x = supp y = {1, . . . , N } is similar.
Proof of Theorem 2.2. This is immediate from Proposition 3.6 and Proposition 3.7.
Monomial Maps for Finite Abelian Group Actions
In the previous section, we constructed a transform Φ based on a monomial map F. Here we observe that for each finite Abelian group, there is a way to construct a monomial tensor F with explicit powers. We illustrate this in the case Z n × Z m . The general case is analogous. The next proposition shows that a monomial tensor F exists, and that the exponents can be found thanks to a result in [5] .
Definition 4.1. Let n, m not be coprime, and let Z n × Z m act on C N . We define the exponents m k , a k 1 k 2 , b k 1 k 2 , c k 1 k 2 k 3 , d k 1 k 2 k 3 , e k 1 k 2 k 3 as follows: Let m k be the smallest exponent such that
is invariant. Now let s be defined by
We define the map F Zn×Zm : C N → C s as the map whose components are the monomials in (4.1), (4.2), (4.3), i.e. Since these matrices commute, we know they can be diagonalized simultaneously, that is, there exists a set of coordinates {x k } k such that
where {χ k } k is a set of characters living in the dual group of G, G. Note that χ k (g) are the eigenvalues of the action of g, and therefore are unit complex numbers. Moreover, since 
. . , 0, e k 1 k 2 k 3 , 0, . . . , 0), (0, . . . , 0, a k 1 k 2 , 0, . . . , 0, b k 1 k 2 , 0, . . . , 0), (0, . . . , 0, a k 1 k 3 , 0, . . . , 0, b k 1 k 3 , 0, . . . , 0), (0, . . . , 0, a k 2 k 3 , 0, . . . , 0, b k 2 k 3 , 0, . . . , 0), (0, . . . , 0, m k 1 , 0, . . . , 0)}, (0, . . . , 0, m k 2 , 0, . . . , 0), (0, . . . , 0, m k 3 , 0, . . . , 0) (4.6) if l = 2, then let (4.7)
E J = {(0, . . . , 0, a k 1 k 2 , 0, . . . , 0, b k 1 k 2 , 0, . . . , 0), (0, . . . , 0, m k 1 , 0, . . . , 0)}, if l = 1, then let
and where m k is on the k−spot Then, using Theorem 2.1 from [5] and the fact that the Helly number of Z n × Z m is 3 (following the notation there), to prove that F Zn×Zm we only need to verify E J generates where the c is on the k−component, which is trivial. If l = 2, we need (0, . . . , 0, m k 1 , 0, . . . , 0), (0, . . . , 0, m k 2 , 0, . . . , 0), (0, . . . , 0, a k 1 k 2 , 0, . . . , 0, b k 1 k 2 , 0, . . . , 0). (4.10) to generate the set
Πe m k α k 2πi/n = 1 = Π k∈{k 1 ,k 2 } e m k β k 2πi/m }.
Consider the system
Then we need the tuples in (4.10) to generate the set of m ∈ Z s such that their support is in {k 1 , k 2 } and that satisfy (4.11). Suppose m satisfies (4.11). Consider (c 1 mod a k 1 k 2 , c 2 mod b k 1 k 2 ). Using the minimality of a k 1 k 2 , we can obtain that the exponent of x k 2 is 0, and so it will be generated by the given monomials. Finally, if l = 3, let J = {k 1 , k 2 , k 3 }. Then we need α
Then we need the set E J in (4.12) to generate Now suppose v is in the set in (4.15). Then consider the vector v 1 := (0, . . . , 0, v k 1 mod m k 1 , 0, . . . , 0, v k 2 mod m k 2 , 0, . . . , 0, v k 3 mod m k 3 , 0, . . . , 0).
Then the new vectorṽ 1 still satisfies the system (4.14). Soṽ 1
is a linear combination of (0, . . . , 0, m k 1 , 0 . . . , 0), (0, . . . , 0, m k 2 , 0 . . . , 0), (0, . . . , 0, m k 3 , 0 . . . , 0)
Now we split into two cases.
Then define the new vector v 2 := (0, . . . , 0, r k 1 k 2 , 0, . . . , 0,ṽ 1
we must have thatṽ 2 k 1 = 0, as otherwise we would be contradicting the minimality of c k 1 k 2 k 3 . And so we reduce to: Case 2:One of v k 1 , v k 2 , v k 3 is 0. In this case, if only one component is nonzero (sayṽ k = 0), we would have that m k |ṽ k , so in this case it would be trivial. Now, if two components are nonzero, sayṽ 2 k 1 andṽ 2 k 2 are nonzero, butṽ 2 k 3 = 0. Then we have that (ṽ 2 k 1 ,ṽ 2 k 2 ) solves the system
Now dealing as in the case where l = 2, we conclude thatṽ 2 is in the span of E J , and therefore so is v. Proof. Thanks to Proposition 3.7, it suffices to bound
To estimate the first term, we recall first the definition of s in (4.4), and note that s ≤ 2N 3 . Now, let us denote the i−th component of F Zn×Zm by F i Zn×Zm . Now, note that since the components of F Zn×Zm depend on at most three variables, ∇F i Zn×Zm has at most three nonzero components. So if z ∈ S 1 × · · · × S 1
and so we have
To estimte the second term, if z ∈ S 1 × · · · × S 1 , then each component of F Zn×Zm has modulus at most 1. Therefore
Then using Proposition 3.7, we get that the Lipschitz constant can be chosen to be
This completes the proof.
4.1.
Non-Parallel Property for F Zn×Zm . In our previous construction for the cyclic case in [3] we used the non-parallel property. Even though in this paper we find another way of constructing an invariant Lipschitz transform from F, we think it may be of interest that the map F Z N ×Zm satisfies the conditions that yield the transform in [3] . We briefly recall this property.
We say F has the non-parallel property if the following holds: If x = y = 1 and F (x) = λF (y) for some λ > 0, then x = gy for some g ∈ G.
The next proposition gives the non-parallel property in a case that was left open in [3] . As mentioned previously, what allows us to cover the general case of finite Abelian groups is that we are able to extract an explicit set of measurements from a characterization of [5] which generalizes the separating invariants for cyclic actions in [6] . The proof of the following Proposition follows the same idea as the analogue of this in [3] , here however we need to be more careful because we have more compatibility conditions to verify. Proof. Suppose that λ = 0, and that F Zn×Zm (x) = λF Zn×Zm (y).
Then (4.16) x m k k = λy k m k ,
Now, looking at (4.16), we get that for k such that x k , y k = 0,
and so
Now using (4.17), we get (4.20)
and similarly for (4.18), we get (4.21) 
and plugging (4.19) into (4.21), we get
by (4.23). Therefore F Zn×Zm (x) = λF Zn×Zm (y) = F Zn×Zm (ȳ).
Since we already know F Zn×Zm separates, we know that
x ∼ȳ.
But we also know
The last expression is increasing in λ, and so λ = 1, which impliesȳ = y, which implies
Remark 4.6. This can be easily extended to the case where the group group G is any finite Abelian group. Since G will have a finite number of generators, G will be isomorphic to some group of the form
which is a simple generalization of our results here.
proof of Theorem 2.3. Combining Proposition 4.5 and Remark 4.6, we can deduce Theorem 2.3 as in [3] .
An Important Case.
There is a particularly interesting action of Z n × Z m , which is important in the study of image processing. Let Z n ×Z m act on C nm via cyclic permutations of the rows and columns when representing vectors in C nm in matrix form:
Let ω n = e 2πi/n , ω m = e 2πi/m . Then following the notation from the proof of proposition 4.2, in this case we have
Since these martices are explicit, so will be the map F Zn×Zm for this particular action of Z n × Z m . We can then write the map in Theorem 2.2 explicitly, and we can then get explicit Lipschitz bounds. Let us recall the definition of Φ ,F in (3.4). 
Other Transroms with Fewer Measurements
In this section we explore other transforms which have fewer measurements, but whose induced maps are not injective everywhere, but almost everywhere. The first map is constructed using rational invariants, which therefore are not defined everywhere. Still, these maps are injective outside of the set of points with at least one null component, and outside the set of zeroes of a fixed second degree polynomial. The second map also induces an almost everywhere injective map, however the exact set where this map is not injective is not explicit. 5.1. Rational Invariants. The first transform of this section is going to be constructed using rational generating invariants from [8] . Before writing the main theorem in this section, we must recall some notation from [8] . For a pair of matrices A, P, where A ∈ Z s×n and P ∈ Z s×s is a diagonal matrix, let V, H be the matrices needed in the process of turning
into its hermite form, where we decompose V ∈ Z (n+s)×(n+s) as
where V i ∈ Z n×s , V n ∈ Z n×n , P i ∈ Z s×s , and P n ∈ Z s×n . We call V the hermite multiplier. Also, recall the following notation: for λ ∈ C s , and a matrix A ∈ Z s×n , let λ A := [λ a 11 1 · · · λ a s1 s , λ a 12 1 · · · λ a s2 s , . . . , λ a 1n 1 · · · λ asn s ] Now let ξ i be a p i −th primitive root, where p i is the i−th diagonal entry in P. Then let D A,P be the image of (m 1 , . . . , m s ) → diag ((ξ 1 m 1 , . . . , ξ s ms ) A ). D A,P will be called the group of diagonal matrices given by the matrices A and P. Now we recall Theorem 3.5 from [8]:
Theorem 5.1 (Theorem 3.5, [8] ). Let A, P be a pair of matrices where A ∈ Z s×n and P ∈ Z s×s is a diagonal matrix. Let
be the hermite multiplier. Then the n components of z Vn form a minimal set of generating rational invariants.
We need the following lemma Proof. Using Theorem 5.2, we have that the action of Z n × Z m on C can be represented as the set of diagonal matrices given by the matrices
Now using Theorem 5.1, we get the desired result.
5.2.
The Hyperbolic Non-Parallel Property (HNPP). In Section 4.1 we verified the non-parallel property for F Zn×Zm , and we then then used this to define a Lipschitz map. (·) Vn does not satisfy the non-parallel property, and so if we define in the same way
then if g(x) = g(y), x and y need not be equivalent, as we will see at the end of this section. However, we have an analogous property, (HNPP), for these rational invariants. To this end, we must introduce some notation. Let the vector {c k } N k 1 be the only solution to the system
We know this exists because V n is invertible by Corollary 2.5 from [8] . Now define the matrix H as Proof. For this proof we will drop the n subscript on V n . Suppose that
and that Q(x) = Q(y). Define
Then if 1 ≤ k ≤ N,
we have that
for all 1 ≤ k ≤ N, and sõ
which implies thatỹ V = λy V . Therefore
This means x ∼ỹ. Now since the action of Z n × Z m is unitary, ỹ k = x k , and so Q(x) = Q(ỹ). Since Q(x) = Q(y), But the function λ → sign cλ c restricted to the positive real numbers is always strictly increasing. Therefore In the case that c k > 0 for all 1 ≤ k ≤ n, we get H = Id, and so Q(x) = x 2 . Here, we define G(x) as
Theorem 5.6. Suppose there is at least one index 1 ≤ k ≤ N such that c k < 0, and that we have x, y ∈ {z ∈ C N : z k = 0 for all 1 ≤ k ≤ N }/{z : Q(z) = 0} such that G(x) = G(y). Then x ∼ y. If instead we have c k ≥ 0 for all 1 ≤ k ≤ N, then we still have that x ∼ y. where ξ = e 2πi/N (note this corresponds to the action of cyclic permutations of the coordinates of a vector in C N ), then in this case, V n is given by
Recall that the vector {c k } N k=1 is defined as
In this case V n −1 can be made explicit:
This implies that if N ≥ 4
However, if N = 3, then c 1 = 0, c 2 = 1 = c 3 , hence c 1 , c 2 , c 3 ≥ 0, so in this case Q(x) = x 2 . In the end, both cases are possible: all the c k 's may be nonnegative, or there may be some that are negative, in which case we need to add sign Q(x) as a measurement. Also, as we mentioned before Q(x) is necessary here: if there is an index k such that c k < 0 and we try to use the map g, which we recall was defined as g(x) = x x x Vn (as we did for the case where c k ≥ 0 for all 1 ≤ k ≤ N ) then g will no longer separate, i.e., there exist x, y ∈ {z : z k = 0 for all 1 ≤ k ≤ N } such that g(x) = g(y), but x and y are not equivalent. Indeed, let y ∈ {z : z k = 0 for all 1 ≤ k ≤ N } such that y = 1 and Q(y) > 0. Indeed, first note that there is at least one index k such that c k = 1. Now consider the equation
Using a change of variables of the form λ = s a for some integer a, we can assume the c k s are all integers. Note that since the function x → x c is convex for x > 0 whenever c / ∈ (0, 1), we have that In other words, g(λ y y) = g(ỹ). However, λ y y andỹ are not equivalent, as otherwise we would have in particular that all the components have the same moduli, so for all 1 ≤ k ≤ N, we have |λ y c k y k | = λ y |y k | which implies that c k = 1 for all 1 ≤ k ≤ N, which is impossible.
5.3.
Almost everywhere separating. Let G act on C n . We say a map F : C n → C N is almost everywhere separating if there is an open and dense set U ⊆ C n such that for all x, y ∈ U , F (x) = F (y) if and only if x = gy for some g ∈ G.
Theorem 5.7. Let G be a finite group acting on C n and let P : C n → C N be a polynomial separating map. Then for k > n + 1, • P is almost everywhere separating for a generic linear map : C N → C k .
This follows directly from Theorem 3.3 A in [12] . We sketch the argument below.
Proof. LetP : C n+1 → C N be the homogeneous map obtained from P by adding an extra variable and multiplying the entries of P by the appropriate power of this new variable. Now we have that im(P ) is a projective variety, and dim(im(P )) = n + 1 since G is finite so all fibers ofP are finite. For a linear map : C N → C k define the linear map˜ : C N × C N → C k by˜ (X, Y ) = (X − Y ). Consider the quasi-projective variety P = {(X, Y ) : X, Y ∈ im(P ), X = Y }. Note that (X, Y ) ∈ ker(˜ )∩P if and only if X, Y ∈ im(P ) and X −Y ∈ ker( ), i.e., X = Y . For generic we have dim(ker(˜ ) ∩ P) = 2n + 2 − k, so if k > n + 1 this is strictly less than n + 1. When this is the case the map π : P → im(P ) given by π(X, Y ) = X cannot be surjective, so its image is a lower dimensional quasi-projective subvariety of im(P ). Let O = im(P )\im(π), then U =P −1 (O). 
