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The focus of this paper is inference about stochastic and deterministic trends 
when both types are present. We show that, contrary to asymptotic theory and 
the existing literature, the parameters of the deterministic components must be 
taken into account in finite samples. We analyze the ubiquitous Likelihood Ratio 
test for the rank of cointegration in vector processes. Here, we directly control 
the parameters of the data generating process so that a local-asymptotic 
framework accounts for small sample interactions between stochastic and 
deterministic trends. We show that the usual corrections are invalid as they take 
no account of the relative magnitudes of these two types of trends. Block-local 
models provide an embedding framework which provides a rationale for 
consistent estimation and testing of the whole set of parameters. In an empirical 
application to European GDP series, we show that using usual corrections leads 
to underestimating the number of stochastic trends.  
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Cet article s’intéresse à l’inférence au sujet des tendances stochastiques et 
déterministes lorsque les deux types sont présents. Nous y montrons que, 
contrairement à la théorie asymptotique et à la littérature existante, les 
paramètres des composantes déterministes doivent être pris en compte en 
échantillons de taille finie. Nous analysons le test usuel de Ratio de 
Vraisemblances appliqué au rang de cointégration d’un processus vectoriel. 
Nous contrôlons ici directement les paramètres du processus générateur des 
données grâce à une méthode locale-asymptotique afin de représenter les 
interactions en échantillons de taille finie entre les tendances déterministes et 
stochastiques. Nous montrons que les corrections usuelles sont invalides en ce 
qu’elles ne prennent pas en compte les magnitudes relatives de ces deux types 
de tendances. Un modèle bloc-local fournit un cadre global permettant de 
rationaliser l’estimation cohérente et les tests portant sur l’ensemble des 
paramètres. Dans une application empirique sur le PIB des économies 
européennes, nous montrons que les corrections usuelles entraînent une sous-
estimation du nombre de tendances stochastiques. 
 
Mots-clefs : Cointégration - Echantillons finis - Modèles bloc-locaux - Ratio de 
vraisemblances - Tendances faibles 
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Abstract
The focus of this paper is inference about stochastic and deterministic trends when both types
are present. We show that, contrary to asymptotic theory and the existing literature, the
parameters of the deterministic components must be taken into account in ﬁnite samples.
We analyze the ubiquitous Likelihood Ratio test for the rank of cointegration in vector
processes. Here, we directly control the parameters of the data generating process so that
a local-asymptotic framework accounts for small sample interactions between stochastic and
deterministic trends. We show that the usual corrections are invalid as they take no account
of the relative magnitudes of these two types of trends. Block-local models provide an
embedding framework which provides a rationale for consistent estimation and testing of the
whole set of parameters. In an empirical application to European GDP series, we show that
using usual corrections leads to underestimating the number of stochastic trends.
Keywords: Cointegration, Likelihood ratio, Finite samples, Weak trends, Block Local Models.
∗Corresponding e-mail: chevillon@essec.fr; corresponding address: ESSEC, Avenue Bernard
Hirsch, BP 105, 95021 Cergy-Pontoise Cedex, France. I wish to thank David Hendry, Bent Nielsen
and Michael Clements for their valuable comments on an earlier version of the paper. Exchanges
with Sophocles Mavroeidis and Søren Johansen are gratefully acknowledged. I also thank partic-
ipants at the 2006 ESEM in Vienna, the 2006 NBER/NSF Time Series Conference in Montreal,
the 2006 LAMES in Mexico City, the 2006 Journ´ ee d’Econom´ etrie at the University of Paris-X,
the inaugural All China Economics Conference in Hong Kong, the 2007 FEMES in Taipei.
11 Introduction and overview
Since the developments of cointegration testing, many authors have developed tests
for the presence of a cointegrating relation, but when working within a multivariate
framework, the most common test for the existence of cointegrating vectors is the
Likelihood Ratio (LR) test ﬁrst proposed by Johansen (1988). The distribution of
this statistic under the null of q linearly independent cointegrating vectors for a
system of p variables follows asymptotically:


















where W is a multivariate Brownian motion of dimension p−q and F is a a function
of W whose actual deﬁnition depends on the parametric speciﬁcation of the model
(see Johansen (1991) for a general presentation). Unfortunately, this asymptotic
distribution is of limited use when working with a limited number of observations and
several authors have hence derived ﬁnite sample corrections thereof: see for instance
Johansen (2000), Johansen (2002a), and Johansen (2002b) and references therein.
Most recently Chang, Park and Song (2006) used the bootstrap for cointegration
testing in a diﬀerent parametric setting. Yet, we believe that the literature has partly
missed the inﬂuence of the deterministic components of the data generating process
(DGP): existing approximations to ﬁnite sample distributions of (1) are similar with
respect to the deterministic parameter values. It is the purpose of this article to
show the limitations of such an assumption and to advocate a re-appraisal of the
analysis of cointegration in ﬁnite samples to account for the values of the parameters
of deterministic components.
Deterministic and stochastic trends are easy to distinguish and disentangle asymp-





over a sample of T observations, whereas a linear trend is Op (T)
and dominates the former in estimation and inference. However, they present sim-
ilarities when working with a ﬁnite set of observations (see Sampson (1991) for an
overview). Hence, whereas the distribution of the likelihood ratio test statistic in
2(1) allows for orthogonalization of the deterministic trend, this no longer holds when
working with ﬁnite samples: witness the numerous empirical articles arguing for the
presence of diﬀerence or trend stationarity (see inter alia Murray and Nelson (2000)
and Diebold and Senhadji (1996) about the U.S. real GDP and GNP). In reality,
ﬁnite sample distributions need parameterizing with respect to the deterministic
coeﬃcients.
For clarity, consider the simple univariate random walk with drift: yt = τ +
yt−1 + εt = y0 + τt +
Pt
i=1 εi, where the disturbances follow a Gaussian white
noise εt ∼ NID(0,σ2
ε). Assume that parameters are estimated by OLS over a sample
t = 1,2,...,T, from the AR(1) model yt = τ+ρyt−1+εt. Depending on whether τ = 0
or not, two distinct estimator distributions result: when τ = 0, the scaled estimation
errors
√
Tb τ,T (b ρ − 1)
0
weakly converge to the usual Dickey-Fuller distributions.
By contrast, nonzero drifts ensure asymptotic Normality with asymptotic variance
parameterized by σ2
ε and 1/τ. Decreasing nonzero drift parameters imply in this
setting that the asymptotic variance of T (b ρ − 1) explodes and no valid inference
can be conducted. In practice, rather than this asymptotic dichotomous pattern,
there appears a ﬁnite sample empirical distributional continuum when τ → 0 as
Evans and Savin (1984) noticed when deriving the ﬁnite sample distributions of
Dickey-Fuller test statistics.
Here, we present a novel approach to analyzing cointegration which uses the local
asymptotic concept of weak trends: we derive an approximation to the distributions
of the processes which involves a ﬁnite sample interaction between the deterministic
and stochastic trends. Local asymptotics provide a convenient reparameterization
of the DGP which allows to take advantage of asymptotic convergence laws to repre-
sent ﬁnite distance patterns. We therefore control the parameters of the two types
of trends and account for the ﬁnite sample distortions of the distributions of coin-
tegrating tests in the presence of nonzero deterministic components. Unfortunately,
these distortions depend on the localizing parameters which cannot be consistently
estimated in the framework above. We therefore use a block-local model which is
an extension of a framework ﬁrst proposed by Phillips, Moon and Xiao (2001) and
3show that with these additional assumptions, consistent estimation of all the param-
eters is feasible. The rationale for block-local representation lies in that it is often
found in empirical investigations that data may exhibit integratedness properties in
‘small’ samples but that over longer periods unit-root tests reject non-stationarity
(not precluding that breaks may also occur, although these are not the focus of
the article). We will hence assume the existence of blocks within which the DGP is
weakly trending and between which it may not be.
Monte Carlo simulations conﬁrm the validity of our approach: usual corrections
are partially invalid whereas our approximations accurately mimic ﬁnite sample pat-
terns as tests for equal distributions reveal. We then apply our theoretical results
to an evaluation of the concordance of business cycles in the Euro area. For this
purpose we use deviation of real GDP from trend as a cyclical indicator. We address
the question of whether the series for European GDP deviations from trend cointe-
grate, which would indicate some cyclical concordance. We show that concordance
is lower than inference based on previous literature would have implied.
This paper is organized as follows. We ﬁrst deﬁne in section 2 the model for
local-cointegration where we use asymptotically vanishing parameters to model ﬁ-
nite sample interactions. We then deﬁne the concept of a weak trend and present
extensions to Ornstein-Uhlenbeck diﬀusions which we need in later sections. Section
3 considers the asymptotic properties of our model, and we derive the distribution of
the Likelihood Ratio test for the number of cointegrating relations. As the resulting
distributions are parameterized by the localizing parameters, we extend in section
4 our analysis to a block-local model which allows for consistent estimation of these
parameters and derive the distributions of estimators and test statistics. We pro-
ceed to a Monte Carlo analysis in section 5 where we validate our framework. An
empirical application follows in section 6. Proofs of the main results are presented
in the appendix. Vectors are denoted by α = (α1 : ... : αp), with α0 = (α1,...,αp).
42 The model
2.1 Local-cointegration
We resort to the usual Granger representation for analyzing cointegration in the p-
dimensional vector of variables xt (see Johansen, 1991), with Gaussian white noise
disturbances:








i + t (t = 1,...,T). (2)
where t ∼ IN[0,Ω] and Ω = ΣΣ
0 for some positive deﬁnite matrix Σ. If xt is
I(1) and Π is of reduced rank q, then there exist α and β of order (p × q) such
that Π = αβ




tx] is stationary. xt is then said to cointegrate,
with cointegrating vector β. The test for the hypothesis Π = αβ
0, and possibly
Υ = αρ0, under Gaussian errors, is carried out as a LR test by the technique
of reduced rank regression (RRR) via the ratio Q(H (q)|H (p)). The asymptotic
distribution of the statistic -2logQ for the null of q ≤ p cointegrating relationships
is derived in Johansen (1991) and Johansen (1996) as (1) where F is a multivariate
Brownian motion whose actual form depends on nd and on whether α0
⊥Υ = 0. We
set the deterministic terms as dt = (t0,...,tnd) for nd ∈ {0,1} and collect them as
Ψdt = Υtnd +
Pnd−1
i=0 ψiti. In the following, for any (p × q) matrix α of full rank, we
deﬁne α⊥ of dimension p×(p − q) such that (α,α⊥) is of full rank. We also let the
generalized projection operator α = α(α0α)
−1 . We use the following deﬁnition.
Deﬁnition 1 (Local cointegration) A stochastic process xt,T which satisﬁes xt,T−
E[xt,T] = CT (L)t =
P∞
i=0 CT,it−i is called locally (or near) integrated if CT =
P∞
i=0 CT,i 6= 0 and there exists {ϕT} such that for all T, |ϕT| < 1; ϕT →
T→∞
1
and CT (L) = (1 − ϕTL)
−1 C1
T (L), with C1
T (ϕT) 6= 0. A locally integrated process
xt,T, for which xt,T −E[xt,T] can be made stationary (even asymptotically) by linear
combination is called a locally cointegrated process.
5Now, we deﬁne a triangular array xt,T and modify (2) in a simple manner. We











xt−1 + ΨBTdt +
k−1 X
i=1
Γi∆xt−i + t. (3)
where BT = T −1/2diag (T 0,..,T nd)
−1 . Using this model, the Granger representation
theorem (see Engle and Granger, 1987) implies that the vector process xt admits





(t−i)/T (i + ΨBTdi) + CT (L)(t + ΨBTdt) + A, (4)
where L is the lag operator, C = β⊥ (α0
⊥Γβ⊥)
−1 α0
⊥, Γ = I −
Pk−1
i=1 Γi, A is a
stationary process and the power series for CT (z) is convergent for |z| < 1 + δ for
some δ > 0.
The vector series generated by (3) is locally integrated if αβ
0 is of reduced rank
q < p since CT (L) = C
P∞
i=0 ϕi
TLi = (1 − ϕTL)
−1 , it is also locally-cointegrated






Ip is of full rank. Trend stationarity asymptotically
vanishes and the limit process is cointegrated, with cointegrating vector β. The
choice of representation for locally cointegrated process, as in (3), is not unique:
here, the process is trend stationary in ﬁnite samples and cointegration appears
asymptotically as do stochastic trends. Other alternatives are possible, such as
allowing stochastic trends at all sample sizes and sample-dependent cointegration
rank as in Johansen (1996), chapter 14 or also in Elliott (1998). The representation
we adopt here follows from the literature on univariate unit root testing whereby we
wish for α0
⊥xt to exhibit a slope parameter parameterized by eφ/T. Additionally, we
restrict our attention to a unique localizing parameter for the stochastic trend φ. This
could readily be extended to allow for a vector Φ =
 
φ1,...,φp
0 . The distribution
of xt,T varies continuously for φ → 0. Let [w] denotes the integer part of w for any
real scalar w. Deﬁne, then, UT in Dp [0,1], the space of Rp-valued functions on the
6interval [0,1] which are right continuous and have ﬁnite left limits (c` adl` ag):1 ∀r ∈
[0,1], UT (r) = T −1/2 P[Tr]
i=0 i ⇒ σW(r), as T → ∞, where ‘⇒’ denotes weak
convergence of the associated probability measure, and W is a standard Brownian
motion on Cp [0,1], the subspace of Dp [0,1] of continuous functions.
In the following, we refer to x∗
t as a process given by (3) with Ψ = 0. We also












j ∈ {µ,τ} if nd > 1, and j = µ if nd = 1. If we wish to use an additive representation



















0 and Ψ† a p × nd matrix for
nd ∈ {1,2}. The DGP given by (3) is not only locally-cointegrated but also weakly
trending as we deﬁne and prove next.
2.2 Weak trends
We deﬁne the concept of a weak trend, which will be the focus of this paper.
Deﬁnition 2 (Weak trend) A stochastic process {xt} is said to exhibit a weak
trend if it is integrated, locally (or near) integrated or fractionally integrated of order





A weakly trending process is therefore such that both its expectation and stan-
dard deviation are of the same order O
 
T d−1/2
. We do not consider fractionally
integrated processes in the present article but these would readily provide an ex-
tension to our analysis. Now, concerning our local approximation, the following
property holds.
1D = D[0,1] is endowed with the uniform metric
||·|| : D → R
f → supr |f|
7Proposition 3 A process which is generated by (3), or (5), with q < p and where
{t} is Gaussian white noise, is said to exhibit a weak trend if Ψ 6= 0. When Ψ = 0,
{x∗
t} is near-integrated (φ 6= 0) or integrated (φ = 0) as in Phillips (1987).
The terminology that we use corresponds to the usage popularized by Staiger and
Stock (1997) in the context of ‘weak instruments’. The concepts of integratedness
and of a near-integrated process follow, respectively, Box and Jenkins (1976) and
Phillips (1987). It should be noted that when Ψ 6= 0, the weak trend includes cases
when the process is either strongly autoregressive (even stationary), for φ < 0, or
mildly explosive, when φ > 0, in ﬁnite samples. Local asymptotics have often be
used for local power analyses of tests. Local-to-zero drifts have been used inter alia
in Monte Carlo simulations of unit root tests, ﬁrst in Vogelsang (1998) and more
recently in Rossi (2005) and Busetti and Harvey (2005); they have not been analyzed
as a model per se—to the exception of a univariate model for x
†
t in Haldrup and
Hylleberg (1995), Stock and Watson (1996), and also Nabeya and Sorensen (1994),
but then, in the diﬀerent context of continuous record asymptotics—as in this article
to emphasize the interactions between stochastic and deterministic trends (they have
been used by Kim, Leybourne and Newbold (2004) who assume k = 1 so that they
focus on trend stationary or diﬀerence stationary models, yet not on the presence of
the two types of trends). Most recently Kiviet and Phillips (2005) have proceeded
to expansions of the unit root test statistics in powers of the drift and found that
their approximations fared relatively badly for low drifts.
2.3 Trending Ornstein-Uhlenbeck diﬀusions
To analyze the properties of weakly trending processes, we use to the following
deﬁnition.
Deﬁnition 4 (Trending Ornstein-Uhlenbeck process) For any vector space of
positive dimension S and deterministic functional g : s ∈ S → gs, with gs a strictly
monotonic real-valued function over R+, the diﬀusion Vs,φ = gs + Jφ is called a
8trending Ornstein-Uhlenbeck (TOU) process when Jφ is an Ornstein-Uhlenbeck (OU)
diﬀusion, solution on R+ to the stochastic diﬀerential equation (SDE): dJφ (r) =
φJφ (r)dr + σdW (r) with initial condition Jφ (0) = 0, σ > 0 and W (r) a Wiener
process. V = g + J constitutes a TOU functional over S × R.
The Brownian motion with drift, for gs (r) = µr with µ 6= 0 and φ = 0, is an
example of a TOU, but gs can also be asymptotically bounded. Now, deﬁne
K
•




φ(r−s)dW (s), for r ∈ [0,1], (6)
where the continuous deterministic functional f(·) : R → C [0,1], with φ ∈ R\{0} is:




and f0 (r) = r. f(·) is uniformly continuous in φ = 0. By extension to (6), for
a given σ > 0, we denote by Kψ,φ (r) the functional Kψ,φ (r) = σK•
ψ/σ,φ (r), i.e.
Kψ,φ (r) = ψfφ (r) + σ
R r
0 eφ(r−s)dW (s). Kψ,φ (r) is a Gaussian process for ﬁxed r
with expectation ψfφ (r) and variance σ2f2φ (r); it follows the linear SDE with white
noise: dKψ,φ (r) = [ψ + φKψ,φ (r)]dr + σdW (r), and initial condition Kψ,φ (0) = 0,
so that, in the case where ψ = 0, it reduces to an OU process Jφ (r) = K0,φ.
The presence of a non-zero ψ implies that Kψ,φ (r) = ψfφ (r) + Jφ (r). For φ = 0,
K0,0 (r) = J0 (r) = σW (r) and Kψ,0 (r) = ψr + σW (r). We also deﬁne K
†
ψ,φ =
ψf0 (r) + Jφ (r) = ψr + Jφ (r).









dr + dW (r), (8)
with K•
ψ,φ (0) = 0, is a trending Ornstein-Uhlenbeck process satisfying (6) and (7)
on C [0,1].
The proof of this proposition is immediate setting gs = ψfφ, where, with the
notation in deﬁnition 4, we let S = R2 and denote s = (ψ,φ).
9Remark 6 The diﬀusion Kψ,φ with φ 6= 0 is also encountered in ﬁnance where it is
speciﬁed as Kψφ,−φ and then called a Vasiˇ cek process. We do not use this term as
K
†




ψ,φ is also a TOU process. The diﬀerence between K† and K lies in the deter-











. Kψ,φ (r) cannot exhibit both a linear expectation (φ = 0) and station-
arity (φ 6= 0), but K
†
ψ,φ can.

















= Jφ (r). (9)
with t ∼ IN[0,ΣΣ
0]. Multivariate TOU diﬀusions are deﬁned as K•
Ψ,φ (r) =
Ψfφ (r)+J•
φ (r) and K
†•
Ψ,φ (r) = Ψf
†
φ (r)+J•






for nd = 1 (discarding the second row for nd = 0) and f
†
φ (r) = (0,r,r2)
0 for
nd = 2 (discarding the third column for nd = 1). Given a positive deﬁnite n-matrix
Σ we let, for notational ease: KΨ,φ (r) = ΣK
•




3 Inference under weak trends
In this section, we derive the distribution of the Likelihood Ratio test for the ex-
istence of cointegrating relations in the model (3). The ﬁrst step is to ﬁnd the
asymptotic distribution of the scaled weakly trending and locally cointegrated pro-
cess in terms of the TOU diﬀusions.
Lemma 7 A locally cointegrated and weakly trending process {xt} which is gener-






10so that, since C ∈ vec(β⊥), T −1/2β







φ (r) + CΣJ
•
φ (r).
The asymptotic distributions depend on the model which is used, and especially
on whether a deterministic component is included in the model. It may also be
the case that some of the deterministic components are erroneously ignored in the
model. We consider, below the three standard cointegration representations where
(i) no deterministic regressor is used, (ii) deterministic terms are used unrestrictedly
(iii) a linear trend is restricted to lie within the cointegrating space (so Υ = αρ0 in
(2), this case is covered in corollary 10).
Assume that the modeler wrongly assumes that the DGP follows equation (2)
with nd = 0 so that no deterministic component is included in the model. Then
reduced rank regression of ∆xt on xt−1 corrected for the lagged diﬀerences leads to
computing the likelihood ratio test statistic





1 − b λi

where the eigenvalues λi are estimated as solutions to the problem




|S (λ)| = 0, with Sij = T −1 PT
i=1 RitR0
jt, Rit = Zit−Mi2M
−1
22 Z2t, Mij = T −1 P T
i=1ZitZ0
jt,
Z0t = ∆xt, Z1t = xt−1 and Z2t is made of the stacked lagged diﬀerences. With the
notations above, the following theorem holds.
Theorem 8 Assume that the DGP is locally cointegrated and weakly trending as
generated by (3). Then, the asymptotic distribution of the Likelihood Ratio statistic
for the null of q cointegrating relationships among p variables using the standard
approach of reduced rank regression, without deterministic components in the model
used for estimation, is given by:


















11with e G a (p − q)-variate TOU process given by
e G = J
•
φ + (01×p−q−1,gφ (r))
0 (10)
where gφ (r) = (τ 0CΣΣ
0C0τ)
−1/2 τ 0CΨfφ (r); 1nd+1 is a vector of ones of dimension





0 if nd = 1 or fφ (r) =
fφ (r) if nd = 0; and τ = CΨ1nd+1. If a constant is included unrestrictedly in the
model, the same results apply with e G replaced with e Gµ = e G −
R 1
0
e G(r)dr. When a
trend is also included unrestrictedly, e G is replaced with e Gτ = e G−ai −bir, where ai
and bi are obtained by correcting e G for a mean and a linear trend.




















for nd = 2, f
†
φ = (0,r)
0 for nd = 1; and τ † = Ψ†1nd+1.
Corollary 9 In univariate unit root testing, theorem 8 rewrites as





























with appropriate demeaning and/or detrending of K•
ψ/σ,φ, depending on which unre-
stricted deterministic terms enter the model.
The asymptotic distribution of the LR test refers to expression (10) which is de-
ﬁned in the proof to the theorem as e G = (α0
⊥CΩC
0α⊥)
−1/2 G, where T −1/2α0
⊥x[Tr],T ⇒
G; hence e G corresponds the standardized asymptotic distribution of a linear com-
bination of the scaled common trends α0
⊥Γxt.
Theorem 8 provides the approximation to the ﬁnite sample distribution of the
LR test statistic: it shows that contrary to the literature, when computing the ﬁnite
sample LR test statistic, it is not possible to assume, as in the asymptotic case, that
the distribution only depends on whether deterministic components enter the model,
not of their actual parameters. By contrast, when deterministic terms are present,







ψ/σ in univariate unit-root testing. The ratio Σ−1Ψ is commonly encountered when
12accounting for ﬁnite sample deviations from asymptotic distributions (see Kiviet and
Phillips, 2005). Here, the result is comparable since τ = CΨ1nd+1.
The theorem above holds when a deterministic trend is present in the data,
but is not modeled to be restricted to the cointegrating space. Hence, it enters
unrestrictedly in the model, so that the ﬁrst steps in the construction of the test
statistics aim at partialing out the deterministic components together with lags of
∆xt. This is the reason why e Gµ, or e Gτ depending on the model, arise. A modeler
who suspects the presence of, say, a linear deterministic trend in the data should,
by contrast, allow for an unrestricted constant in (3) and a linear trend restricted
to sp(α) to avoid allowing for a quadratic trend in the process. Then, the model
is Π = αβ
0 and Ψdt = Ψ0 + Ψ1t with α0
⊥Ψ1 = 0. In these circumstances, the
following corollary provides the distribution of the test statistic.
Corollary 10 The hypothesis of a deterministic term restricted to the cointegrating
space, as in Hτ (q) :
Π = αβ




where the DGP is (3) with nd = 1, leads to the following asymptotic distribution:




























corrected for the mean. Similar results apply for x
†
t and e G†.
Under Hτ (q), the test is similar with respect to the coeﬃcients of Ψ that belong
to sp(α). Hence, the test is similar with respect to deterministic terms if α0
⊥Ψ = 0;
otherwise, it is not, in particular if α0
⊥Ψ0 6= 0. This means that, even when appro-
priately restricting the linear trend to the cointegrating space, the LR test statistic
depends under the null on the value of the deterministic components via the partial-
ing out which takes place in theorem 8. This eﬀect had not been taken into account
in the literature until now.
As with local asymptotic parameters in general, distributions face a problem of
identiﬁcation. To conduct inference in this context, a practitioner can estimate the
13ﬁnite sample OLS parameters by scaling by B
−1
T the estimates of the non-degenerate
deterministic components and simulate the distributions. Unfortunately, these com-
puted estimators are not consistent. The modeler is also presented with another
alternative: under additional regularity conditions for the common trends, it is
possible to consistently estimate (Ψ,φ) by least squares and thus compute the dis-
tribution. This is the focus of the next section.
4 Consistent Estimation
The model presented above is non-stationary and aims to represent ﬁnite sample
distributions (see the Monte Carlo in section 5 for a validation of this point). Unfor-
tunately this implies that although the local parameters φ and Ψ can be computed
from a given dataset by appropriate scaling of OLS estimators, the resulting estima-
tors are not consistent. For consistency, it is necessary to modify the assumptions
(unless dynamic panel data are used): over long stretches of the data, the processes
are assumed to exhibit some regularity that qualiﬁes as block-local. We use a frame-
work ﬁrst proposed by Phillips, Moon and Xiao (2001), denoted PMX henceforth.
4.1 A Block-local Model
We modify the previous models to allow for more complex dynamics: the data
exhibit stochastic non-stationarity over stretches of the sample, subperiods of T
observations, and more regular patterns across these M1 = M + 1 subsamples.
Hence over N = M1T observations the data are generated by the models Mκ, for κ







m,t = dκ + ρTxκ
m,t−1 + m,t for (t,m) ∈ TT × MM
xκ
m,0 = xκ
m−1,T and x0,0 is ﬁxed,
(12)
















the process deﬁned as in (12) with














1 [mT + t]dκ
(14)
These models deﬁne sequences of blocks containing T observations following a local-
to-unit root DGP. Its autoregressive coeﬃcient presents the same localizing param-
eter φ across blocks. The weak trend can be deﬁned for κ being either the total
number of available observations N, the number of blocks M1 or the block size T.
When κ = T, the model in each block corresponds to a univariate version of the
focus of previous sections. In this case, the existence of M1 > 1 means that shocks
aﬀect the economy for a long period, but not forever: the degree of persistence con-
stitutes, in the words of PMX, “a little inﬁnity” as we let T and then M increase
sequentially. There are therefore local-to-unit roots and deterministic trends within
blocks but short memory across blocks. When κ = M1, the deterministic elements
persist at the interblock level but vanish asymptotically. Finally if κ = N, a local
deterministic trend remains throughout the process history. For the model to ef-
fectively allow for less persistence across blocs, the local root must be strictly non
unity: here we restrict φ < 0.
To analyze this model, we assume x0,0 ﬁxed and that disturbances are covari-
ance stationary and possess ﬁnite fourth-order moments, so they satisfy assump-
tion 2 of PMX (we use the notation ‘assumption PMX-2’ in the following): for





exists and σ2 > 0, where
vm,T =
PT
j=1 m,j, and the variance σ2
 = Var[m,t] is the same across the blocks.
These assumptions imply that, letting UM
i = (0,i,...,M,i)
0 , then, for any ﬁxed M,
as T → ∞, T −1/2 P[Tr]
i=1 UM
i ⇒ VM (r), where VM (r) =
 
V (0) (r),...,V (M) (r)
0
is a multivariate Brownian Motion with variance-covariance matrix ΩM1 = σ2IM1.
Denote by V (r) a univariate Brownian motion BM(σ2) and deﬁne the ﬁnite sample
equivalent to the functional f(·) as f(·,·) : R × R− → C [0,1] where, for φ < 0







15and fT,0 (r) = [Tr]. Hence T −1fT,φ (·) → fφ (·) when T → ∞, both pointwise
and uniformly. Then, the T-asymptotic diﬀerence between Mκ and M†κ lies in the
following lemma.
Lemma 11 Let xκ
m,t and x
†κ
m,t be generated by the models Mκ and M†κ, with φ < 0,

















m,[Tr] ⇒ ψ (m + r)M
−1/2[3−1T]
1 + [1 − 1M1]H
(m)
φ (r)
where, for κ ∈ {T,M1,N}, the indicator variable 1κ = 1 for models Mκ and M†κ
and zero otherwise, and
H
(m)
φ (r) = J
(m)





















and so is x
†κ
m,T.
Turn now to sequential asymptotics, letting T tend to inﬁnity and then the same
for M1.
Lemma 12 In the model described above, for φ < 0 as T → ∞ and then M → ∞,
which we denote by (T,M)seq → ∞, the following expressions hold (the indicator







































so that in the sequential asymptotic framework, interactions only occur between
stochastic and deterministic trends when κ = N.
4.2 Consistent estimation
We show now that it is possible to consistently estimate the localizing parameters
(ψ,φ) in order to test whether they are nonzero and the weak framework applies.
16The most natural procedure consists in regressing xκ








m,tb γ + b x
κ∗
m,t. (15)
where γ = (γ0,γ1)
0 and b xκ∗
m,t is the detrended series. OLS estimators are obtained

















Deﬁne the scaling matrix Qκ = diag (1,κ) for κ ∈ {T,M1,N}, z(r) = (1,r)
0 and







0 z(r)dV (r) by
R
zdV . The following theorem gives the limit theory for the OLS estimator b γ.
Theorem 13 In the models described by (12) or (14) with parameters given by
(13), with a ﬁxed origin and stationary disturbances possessing ﬁnite fourth-order
moments, as T → ∞ and then M → ∞, which we note (T,M)seq , the OLS estima-



















































for κ ∈ {T,M1,N}.
Under models Mκ and M†κ, the integrals of the diﬀusions to the RHS of the
limiting expressions in theorem 13 follow a bivariate Normal distribution with zero







corollary constitutes the core of this section.
Corollary 14 Under the assumptions of theorem 13, and with κ 6= N, (T,M)-
sequentially consistent estimation of the localizing parameters (ψ,φ) is feasible.
























17Then, using theorem PMX-10,





since lemma 11 replaces the necessary lemma PMX-9. Hence, for models M†κ, with







It is also possible to estimate the origin x0,0 if M1/T tends to inﬁnity. Under model
Mκ, theorem 13 shows that only the estimated intercept b γ0 is useful for inference
about ψ. The estimator of ψ, b ψ = −b φ
√
κ
T b γ0, is also (T,M)-sequentially consistent






When working with vector processes, it is therefore possible to estimate the localizing
parameters for individual series.
4.3 LR test




























and let the disturbance be a Gaussian i.i.d. innovation across blocks, m,t ∼
NID(0,ΣΣ
0) for all (t,m) ∈ TT × MM. Deﬁne xκ∗















where C was deﬁned in section 2, H
(m)

































Ψ,φ (r) = M
−1/2[3−1T]
1 (m + r)Ψ† + [1 − 1M1]H
(m)
φ (r). In the presence of





































with V a multivariate Brownian motion whose increments have variance-covariance
matrix ΣΣ
0. Using consistent estimators of the localizing parameters, it is possible
to perform a cointegration analysis. Since the cointegrating vectors are the same for
all blocks, the eigenvalue problem that needs solving is








m=0 T −1 PT
t=1 Ri,m,tR0
j,m,t with the same notations for the resid-
uals Ri,m,t as in section 3 for i = 0,1 but computed over block m. Results from
section 3 apply directly to the computation of the Likelihood Ratio test over M1
blocks as in the following theorem and proposition.
Theorem 15 In the block-local models deﬁned by equations (18) or (20) cointegra-
tion appears at the block level for κ ∈ {T,M1,N} and







































where for ease of notation H = H
•(κ,m)
Σ−1
C ΨC,φ for (18) and H = H
†•(κ,m)
Σ−1
C ΨC,φ for (20) and
these are vectors diﬀusions of dimension p − q with parameters corresponding to
the common trends; the latter follow a process such as deﬁned by (18) or (20) with
parameters (ΨC,φ,ΣC).
Proposition 16 In the block-local models deﬁned by equations (18) or (20) with
κ = N, the sequential asymptotic distribution of the LR statistic for the null of q
19cointegrating relationships among p variables is degenerate and given by






The issue of joint convergence need not be problematic though, as PMX dis-
cussed. Although it is diﬃcult to provide more general results than in the sequential
limit case, it seems that the same results would still hold. Yet, in the following, we
do not use the block-local model for inference about the number of cointegrating re-
lations but use it as a rationale for estimating and testing the localizing parameters.
5 Monte Carlo
5.1 Experimental design
We validate the weak trend approximation via a Monte Carlo experiment where
we simulate integrals via samples of 20,000 discrete observations, and use 20,000
replications of the processes. In the simulations, we set Ω = Ip, and let, for a
cointegration rank q, the vectors α = β =
 
Iq,0q×(p−q)
0 where Iq is the q dimensional
unit matrix and 0m×n a (m × n)-matrix of zeros. Then Π =diag(Iq,0(p−q)×(p−q)) and















with 1(p−q) a vector (1,1,1,...)








. We record only a few results here, focusing on nd = 0 in Mκ with
Ψ =(ψ,0,...)








20Table 1: Monte Carlo quantiles of the distribution of the LR statistic. Failure to reject the test of equality in distribution is indicated by ∗∗∗, ∗∗,
and ∗ at signiﬁcance levels 5%, 1% and .1%
Distribution of the LR statistic
No deterministic terms in the model With an unrestricted constant
Quantiles Mann-Whitney Statistics Quantiles Mann-Whitney Statistics
T ψ/ψ p − r x50 x90 x95 x97.5 x99 φ = .5 φ = .25 φ = 0 x50 x90 x95 x97.5 x99 φ = .5 φ = .25 φ = 0
50 0.25 1 0.61 2.97 4.05 5.28 6.90 7.79 1.26 ∗∗∗ -0.57 ∗∗∗ 2.26 5.95 7.31 8.81 10.37 -7.01 -2.48 ∗∗ 4.40
50 0.25 2 5.67 10.81 12.73 14.58 16.64 10.06 3.39 ∗ -3.87 8.90 14.71 16.67 18.66 20.93 -1.88 ∗∗∗ 4.32 6.84
50 0.25 3 14.97 22.59 25.15 27.66 30.42 11.74 2.12 ∗∗ -6.89 19.55 27.42 30.15 32.47 35.27 2.47 ∗∗ 6.64 10.40
50 0.25 4 28.84 38.81 41.91 44.79 48.34 8.26 -3.01 ∗ -11.82 34.42 44.78 47.99 50.89 54.47 0.86 ∗∗∗ 6.51 8.26
50 0.25 5 47.01 60.00 63.94 67.46 71.83 3.19 ∗ -9.84 -19.84 53.63 66.72 70.60 74.07 78.57 0.82 ∗∗∗ 3.34 ∗ 4.59
50 0.5 1 0.62 3.04 4.20 5.36 7.09 9.32 3.50 -1.30 ∗∗∗ 2.15 5.82 7.14 8.48 10.21 -8.56 -2.68 ∗∗ 3.35 ∗
50 0.5 2 5.75 11.01 13.00 14.78 17.23 16.37 5.55 -1.20 ∗∗∗ 8.67 14.44 16.50 18.44 20.46 0.98 ∗∗∗ 5.15 8.82
50 0.5 3 15.25 23.08 25.59 28.15 31.21 17.03 3.68 -6.50 19.30 27.20 29.83 32.43 35.89 3.72 6.33 10.32
50 0.5 4 29.11 39.62 43.08 46.06 49.96 14.87 -3.24 ∗ -11.81 34.19 44.45 47.84 51.12 54.70 3.55 4.79 7.32
50 0.5 5 47.97 60.74 65.00 68.65 73.38 6.06 -9.31 -19.21 53.58 66.17 70.25 73.97 78.55 0.79 ∗∗∗ 2.37 ∗∗ 6.06
50 1 1 0.70 3.61 5.07 6.55 8.49 18.65 8.37 0.28 ∗∗∗ 1.75 5.48 6.83 8.09 9.75 -13.39 -5.70 5.38
50 1 2 6.48 12.36 14.68 16.78 19.50 27.32 10.29 -3.06 ∗ 8.30 13.99 15.88 17.68 20.33 -1.74 ∗∗∗ 5.34 8.20
50 1 3 16.62 25.13 27.97 30.78 34.02 31.05 8.28 -6.06 18.85 26.72 29.21 31.66 34.75 5.74 6.20 10.04
50 1 4 31.43 42.43 45.82 49.48 53.28 27.32 5.86 -11.31 33.83 44.13 47.34 50.41 54.21 5.20 5.56 8.63
50 1 5 50.66 64.19 68.74 72.68 77.60 23.85 -1.48 ∗∗∗ -18.30 52.94 65.43 69.51 73.21 77.85 3.03 ∗ 1.47 ∗∗∗ 4.56
100 0.25 1 0.60 2.99 4.21 5.44 7.09 6.28 1.66 ∗∗∗ 0.94 ∗∗∗ 2.36 6.37 7.88 9.30 11.27 -10.02 -3.24 ∗ 2.21 ∗∗
100 0.25 2 5.60 10.65 12.50 14.24 16.63 14.18 4.99 -0.40 ∗∗∗ 9.20 15.20 17.35 19.19 21.71 -5.67 -0.16 ∗∗∗ 3.88
100 0.25 3 14.74 22.28 24.69 26.97 30.07 16.17 4.94 -3.12 ∗ 19.92 28.15 30.74 33.25 36.49 -1.24 ∗∗∗ 1.89 ∗∗∗ 4.28
100 0.25 4 28.18 38.12 41.44 44.37 48.09 14.92 3.70 -6.09 34.94 45.36 48.78 51.67 55.82 -1.80 ∗∗∗ 2.17 ∗∗ 6.34
100 0.25 5 45.76 58.20 62.08 65.80 69.73 12.03 0.57 ∗∗∗ -10.65 53.97 66.53 70.47 73.79 78.13 -4.12 0.53 ∗∗∗ 1.43
100 0.5 1 0.61 3.04 4.19 5.42 7.14 9.98 2.63 ∗∗ -0.22 ∗∗∗ 2.23 6.12 7.51 8.87 10.63 -11.00 -3.94 2.48 ∗∗
100 0.5 2 5.68 10.84 12.76 14.51 16.80 17.86 6.11 -0.68 ∗∗∗ 8.97 14.93 16.95 18.72 21.00 -4.81 -0.05 ∗∗∗ 3.88
100 0.5 3 15.10 22.72 25.23 27.80 30.84 20.45 6.87 -3.63 19.74 28.11 30.83 33.12 36.20 -1.37 ∗∗∗ 1.63 ∗∗∗ 4.93
100 0.5 4 28.65 38.68 41.95 44.85 48.51 18.66 4.93 -6.01 34.67 44.87 48.56 51.63 55.11 -1.17 ∗∗∗ 3.26 ∗ 4.14
100 0.5 5 46.52 58.92 62.88 66.71 70.82 16.30 2.92 ∗ -10.94 53.76 66.29 70.53 73.99 78.54 -2.44 ∗∗ 0.27 ∗∗∗ 3.25 ∗
100 1 1 0.72 3.62 4.99 6.46 8.34 17.69 8.78 0.18 ∗∗∗ 1.82 5.79 7.33 8.80 10.58 -15.64 -5.45 0.96 ∗∗∗
100 1 2 6.48 12.35 14.53 16.63 19.26 26.50 12.84 0.80 ∗∗∗ 8.51 14.47 16.59 18.50 21.25 -6.13 0.22 ∗∗∗ 3.93
100 1 3 16.50 25.11 28.02 30.58 33.95 31.31 14.17 -2.64 ∗∗ 19.32 27.49 30.14 32.55 35.31 -0.86 ∗∗∗ 3.15 ∗ 4.94
100 1 4 30.77 41.63 45.07 48.43 52.52 32.36 12.09 -5.80 34.29 44.35 47.72 50.90 54.34 -1.48 ∗∗∗ 2.87 ∗ 4.75
100 1 5 49.41 62.58 66.82 70.53 75.42 32.46 9.75 -6.98 53.29 65.61 69.67 73.29 77.44 0.66 ∗∗∗ -0.36 ∗∗∗ 5.43
200 0.25 1 0.60 3.00 4.09 5.33 6.85 8.12 0.12 ∗∗∗ 0.60 ∗∗∗ 2.38 6.32 7.82 9.34 11.37 -10.92 -3.77 -0.64 ∗∗∗
200 0.25 2 5.54 10.61 12.52 14.28 16.66 13.73 4.91 -0.46 ∗∗∗ 9.24 15.53 17.81 19.80 22.21 -6.09 -2.02 ∗∗ 0.03 ∗∗∗
200 0.25 3 14.58 21.94 24.43 26.66 29.62 17.47 8.22 -2.40 ∗∗ 20.15 28.62 31.44 34.11 37.09 -5.66 -0.46 ∗∗∗ 1.06 ∗∗∗
200 0.25 4 27.89 37.58 40.74 43.45 47.35 15.98 6.69 -1.95 ∗∗∗ 35.18 45.80 49.27 52.34 55.88 -5.40 0.68 ∗∗∗ 2.65 ∗∗
200 0.25 5 45.11 57.27 61.19 64.37 68.76 17.01 5.28 -5.95 54.14 66.77 70.67 74.27 78.29 -3.27 ∗ -1.72 ∗∗∗ 0.21 ∗∗∗
200 0.5 1 0.62 3.12 4.34 5.65 7.34 8.40 3.18 ∗ 1.26 ∗∗∗ 2.27 6.34 7.93 9.41 11.43 -12.10 -4.34 0.76 ∗∗∗
200 0.5 2 5.70 10.86 12.74 14.57 16.93 16.94 5.92 -1.78 ∗∗∗ 9.12 15.32 17.40 19.35 21.84 -7.26 -5.09 2.56 ∗∗
200 0.5 3 14.91 22.58 25.30 27.78 30.83 21.22 7.80 -0.53 ∗∗∗ 20.01 28.37 31.05 33.77 36.68 -2.81 ∗ -0.85 ∗∗∗ 4.18
200 0.5 4 28.29 38.20 41.37 44.09 47.80 21.36 9.59 -1.55 ∗∗∗ 34.90 45.35 48.60 51.50 55.66 -1.86 -0.19 ∗∗∗ 3.40
200 0.5 5 45.98 58.27 62.20 65.83 69.74 19.47 7.01 -3.34 ∗ 53.91 66.55 70.53 74.15 78.69 -3.87 0.60 ∗∗∗ 3.05 ∗
200 1 1 0.70 3.54 4.91 6.37 8.19 18.68 8.79 -0.33 ∗∗∗ 1.88 5.92 7.38 8.92 10.73 -15.35 -5.55 -0.56 ∗∗∗
200 1 2 6.39 12.20 14.26 16.41 18.97 27.90 12.13 0.03 ∗∗∗ 8.67 14.64 16.76 18.87 21.34 -6.63 -2.29 ∗∗ 3.65
200 1 3 16.43 24.92 27.81 30.59 34.07 31.70 13.63 -0.67 ∗∗∗ 19.57 27.86 30.58 32.98 35.88 -3.83 0.99 ∗∗∗ 2.95 ∗
200 1 4 30.55 41.37 44.83 48.23 52.39 33.54 11.95 -1.79 ∗∗∗ 34.52 45.08 48.37 51.30 55.10 -2.42 ∗∗ -0.52 ∗∗∗ 3.09 ∗




1Table 2: Monte Carlo quantiles of the distribution of the LR statistic. Failure to reject the test of equality in distribution is indicated by ∗∗∗, ∗∗,
and ∗ at signiﬁcance levels 5%, 1% and .1%
Distribution of the LR statistic for a model with a linear trend restricted to the cointegration space
Quantiles Mann-Whitney Statistics
T ψ/ψ p − r x50 x90 x95 x97.5 x99 φ = 1 φ = .75 φ = .5 φ = .25 φ = 0 φ = −0.25
50 0.25 1 2.26 5.98 7.30 8.58 10.27 -25.60 -14.62 -8.29 -1.01 ∗∗∗ 5.68 9.46
50 0.25 2 8.92 14.80 16.81 18.65 20.95 -12.90 -6.51 -2.33 ∗∗ 3.71 6.81 9.82
50 0.25 3 19.48 27.51 30.06 32.46 35.79 -5.70 -1.01 ∗∗∗ 2.70 ∗ 6.02 10.00 12.98
50 0.25 4 34.42 44.79 48.27 51.36 55.27 -2.86 ∗ -0.09 ∗∗∗ 3.68 5.99 8.74 10.56
50 0.25 5 53.64 66.48 70.51 74.12 78.40 -4.21 -1.36 ∗∗∗ -0.46 ∗∗∗ 2.29 ∗∗ 4.24 7.54
50 0.25 6 77.54 92.86 97.66 101.73 106.92 -8.93 -6.10 -4.61 -3.95 -1.76 ∗∗∗ -1.51 ∗∗∗
50 0.5 1 2.16 5.84 7.24 8.47 10.03 -25.13 -16.93 -7.86 -3.39 5.07 9.29
50 0.5 2 8.70 14.48 16.57 18.41 20.58 -10.65 -7.42 2.13∗∗ 5.78 10.79 12.87
50 0.5 3 19.42 27.41 30.11 32.75 35.91 -3.51 -1.33 ∗∗∗ 3.66 5.65 9.47 12.97
50 0.5 4 34.16 44.48 47.90 51.13 54.72 -2.62∗∗ -0.65 ∗∗∗ 3.47 4.30 9.02 10.37
50 0.5 5 53.56 66.41 70.50 74.06 78.60 -2.43∗∗ -2.09 ∗∗ 0.03∗∗∗ 3.91 4.83 7.72
50 0.5 6 77.58 92.94 97.59 101.74 107.26 -7.67 -8.75 -6.79 -3.25 ∗ -4.72 -0.04 ∗∗∗
50 1 1 1.76 5.47 6.82 8.05 9.76 -27.25 -23.57 -12.60 -4.39 6.07 11.58
50 1 2 8.33 13.92 15.90 17.70 20.14 -3.23 -3.95 0.20∗∗∗ 4.58 7.12 15.00
50 1 3 18.87 26.84 29.27 31.47 34.56 3.19 0.69 ∗∗∗ 4.81 6.12 11.52 13.44
50 1 4 33.90 44.06 47.33 50.20 53.90 7.40 2.61 ∗∗ 6.08 5.72 7.31 10.52
50 1 5 53.05 65.66 69.76 73.05 77.26 4.23 1.13 ∗∗∗ 1.95 ∗∗∗ 4.01 4.87 7.69
50 1 6 76.89 91.94 96.76 101.07 106.09 0.30∗∗∗ -3.86 -4.16 -3.22 ∗ 0.78 ∗∗∗ 0.32 ∗∗∗
100 0.25 1 2.37 6.30 7.78 9.30 11.10 -26.76 -16.47 -8.14 -2.18 ∗∗ 1.61 ∗∗∗ 6.15
100 0.25 2 9.19 15.25 17.43 19.46 22.06 -14.94 -9.70 -3.38 ∗ -0.57 ∗∗∗ 3.46 8.53
100 0.25 3 20.00 28.21 30.88 33.35 36.63 -8.80 -4.81 -0.58 ∗∗∗ 2.62 ∗∗ 3.74 6.40
100 0.25 4 34.92 45.38 48.54 51.87 55.71 -5.80 -3.07 ∗ -0.88 ∗∗∗ 1.76 ∗∗∗ 3.40 7.08
100 0.25 5 53.92 66.55 70.38 73.85 78.11 -5.15 -4.26 -1.79 ∗∗∗ 0.82 ∗∗∗ 2.11 ∗∗ 4.81
100 0.25 6 77.04 92.08 96.62 100.80 106.17 -8.47 -6.00 -3.35 ∗ -3.46 0.90 ∗∗∗ 1.22 ∗∗∗
100 0.5 1 2.27 6.19 7.71 9.11 10.89 -29.42 -20.05 -11.07 -5.74 0.04 ∗∗∗ 6.08
100 0.5 2 9.00 15.15 17.40 19.21 21.80 -15.04 -11.20 -5.80 0.95 ∗∗∗ 4.09 7.52
100 0.5 3 19.80 28.18 30.94 33.39 36.52 -7.08 -4.52 -1.85 ∗∗∗ 2.46 ∗∗ 4.37 6.96
100 0.5 4 34.67 45.00 48.50 51.54 55.43 -6.09 -4.62 -0.04 ∗∗∗ 1.77 ∗∗∗ 4.91 5.77
100 0.5 5 53.67 66.30 70.31 74.20 78.27 -5.00 -2.91 ∗ -3.18 1.51 ∗∗∗ 4.88 6.00
100 0.5 6 77.18 92.00 96.50 100.83 105.88 -5.52 -4.59 -2.07 ∗∗ -1.33 ∗∗∗ 0.55 ∗∗∗ 1.16 ∗∗∗
100 1 1 1.82 5.76 7.29 8.58 10.47 -28.64 -23.54 -14.52 -5.44 2.39 ∗∗ 8.19
100 1 2 8.55 14.43 16.57 18.55 21.19 -10.57 -9.71 -4.53 -0.59 ∗∗∗ 4.06 9.24
100 1 3 19.35 27.33 29.93 32.35 35.44 -1.17∗∗∗ -1.10∗∗∗ -2.11 ∗∗ 1.63 ∗∗∗ 4.95 11.31
100 1 4 34.29 44.52 47.93 51.24 54.55 1.27∗∗∗ -0.04∗∗∗ 0.02 ∗∗∗ 1.72 ∗∗∗ 4.32 8.00
100 1 5 53.26 65.78 69.49 72.97 77.53 3.88 -1.29∗∗∗ -1.18 ∗∗∗ 1.11 ∗∗∗ 3.90 5.14
100 1 6 76.44 91.46 95.89 99.88 104.70 -0.26∗∗∗ -1.37∗∗∗ -0.37 ∗∗∗ -0.85 ∗∗∗ 1.87 ∗∗∗ 1.75 ∗∗∗
200 0.25 1 2.36 6.45 7.89 9.31 11.17 -28.53 -19.15 -10.56 -1.71 ∗∗∗ 1.03 ∗∗∗ 4.33
200 0.25 2 9.26 15.43 17.49 19.46 22.05 -18.48 -13.62 -6.74 0.67 ∗∗∗ 1.71 ∗∗∗ 4.43
200 0.25 3 20.13 28.44 31.19 33.66 36.53 -12.14 -7.05 -4.27 0.29 ∗∗∗ 2.04 ∗∗ 4.61
200 0.25 4 35.11 45.70 49.16 52.16 56.01 -8.36 -6.45 -4.53 0.74 ∗∗∗ 2.10 ∗∗ 3.76
200 0.25 5 54.06 66.76 70.70 74.32 78.80 -8.76 -5.56 -3.24 ∗ 0.07 ∗∗∗ 3.21 3.00
200 0.25 6 77.23 92.01 96.63 100.85 106.25 -6.74 -5.30 -3.42 -0.64 ∗∗∗ -0.90 ∗∗∗ 3.54
200 0.5 1 2.26 6.38 7.93 9.47 11.26 -30.10 -19.10 -11.29 -5.76 1.77 ∗∗∗ 6.06
200 0.5 2 9.20 15.38 17.49 19.42 21.77 -15.62 -12.94 -8.62 -3.12 ∗ 0.06 ∗∗∗ 4.87
200 0.5 3 20.02 28.39 31.16 33.53 36.56 -10.93 -7.79 -2.49 ∗∗ 0.04 ∗∗∗ 2.54 ∗∗ 5.90
200 0.5 4 34.90 45.50 48.81 51.91 55.63 -7.48 -6.69 -2.52 ∗∗ 0.06 ∗∗∗ 0.92 ∗∗∗ 3.59
200 0.5 5 53.76 66.51 70.38 73.84 78.19 -5.62 -6.87 -3.49 -0.13 ∗∗∗ 1.47 ∗∗∗ 3.09 ∗
200 0.5 6 77.25 91.90 96.29 100.64 105.68 -6.33 -6.14 -4.46 -3.22 ∗ -0.99 ∗∗∗ 1.63 ∗∗∗
200 1 1 1.83 5.82 7.34 8.73 10.61 -30.93 -26.59 -15.42 -6.01 3.50 7.58
200 1 2 8.76 14.88 16.90 18.81 21.47 -13.52 -11.29 -8.07 -3.35 ∗ 0.35 ∗∗∗ 5.19
200 1 3 19.50 27.74 30.48 32.67 35.85 -3.43 -4.44 -3.28 ∗ -0.80 ∗∗∗ 2.63 ∗∗ 6.53
200 1 4 34.47 44.74 48.09 51.06 54.89 -0.64∗∗∗ -2.83∗ -4.13 0.18 ∗∗∗ 1.95 ∗∗∗ 4.39
200 1 5 53.42 65.85 69.88 73.54 78.10 1.22∗∗∗ -2.66∗ -1.42 ∗∗∗ 0.19 ∗∗∗ 2.46 ∗∗ 4.39




2Table 3: Comparison of the distributions of the Likelihood Ratio test.
Number of Probability that LRµ is less than entry
stochastic trends 0.5 0.9 0.95 0.975 0.99
Asymptotica
1 2.42 6.69 8.08 9.66 11.58
2 9.34 15.58 17.84 19.61 21.96
3 20.19 28.44 31.26 34.06 37.29
4 34.87 45.25 48.42 51.80 55.55
5 55.37 65.96 69.98 73.03 77.91
Reinsel-Ahnb for T = 25
1 2.52 6.97 8.42 10.06 12.06
2 10.15 16.94 19.40 21.32 23.87
3 22.94 32.31 35.52 38.71 42.38
4 41.52 53.87 57.64 61.67 66.13
5 69.22 82.45 87.47 91.29 97.39
Finite Sample, simulated with T = 25
ψ/σ = 0 1 2.16 5.50 6.77 7.94 9.45
2 8.38 14.04 16.15 18.04 20.77
3 18.96 27.05 29.70 32.36 35.35
4 34.05 45.12 48.54 51.80 55.60
5 54.36 68.49 72.99 77.12 82.32
ψ/σ = 0.5 1 1.98 5.27 6.43 7.69 9.22
2 8.20 13.81 15.73 17.60 20.15
3 18.71 26.81 29.47 32.00 35.17
4 33.86 44.78 48.17 51.28 55.40
5 54.08 68.23 72.53 76.48 81.44
ψ/σ = 1 1 1.61 4.90 6.12 7.30 8.63
2 7.74 13.15 15.10 16.91 19.20
3 18.10 26.26 29.00 31.38 34.13
4 33.38 44.03 47.53 50.61 54.76
5 53.80 67.62 71.91 75.93 80.85
ψ/σ = 2 1 0.75 3.62 4.71 5.73 6.96
2 7.13 12.20 14.11 15.87 18.42
3 17.69 25.52 28.16 30.66 34.00
4 33.05 43.43 47.01 50.25 54.63
5 53.62 67.20 71.48 75.24 80.14
a from Hamilton (1994)
b Using the Reinsel-Ahn correction, see Cheung & Lai (1993)
In the asymptotic distribution of the LR test, the impact of the drift is then mul-
tiplied by the square root of the number of common stochastic trends: (p − q)
1/2 . In
the simulations, the models used for computing the LR statistics allow the determin-
istic components to be modeled in the three diﬀerent ways of section 3. We denote
by LR, LRµ and LRτ the test statistics computed for models respectively without
deterministic components, or with an unrestricted constant, or with an unrestricted
constant and a restricted linear trend.
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Figure 1: Smooth kernel estimation of the densities of the ﬁnite sample (with deterministic
parameter BT (ψ,0,...)
0 where ψ = .5 and T = 100) distributions and weak asymptotic
approximations (for several values of φ, and ψ = .5) of the LR test statistic for a model
with a restricted trend.




QQ LRt: p-q = 1, f = 0.25 




QQ LRt : p-q = 2, f = 0.25 





QQ LRt: p-q = 3, f = 0.25 






QQ LRt: p-q = 4, f = 0.25 
Figure 2: QQ plot of the densities of the ﬁnite sample (T = 100, ψ = .5) distributions and
weak asymptotic approximations (φ = .25) of the likelihood ratio test with a restricted
trend.
255.2 Simulation results
Tables 1 and 2 present the quantiles of the simulated ﬁnite sample distribution of
the Likelihood Ratio test. These are compared to those obtained under the local
asymptotic framework by means of a nonparametric test for the equality of the dis-
tributions (see Mann and Whitney, 1947). Under the null of distributional equality,
the Mann-Whitney (or Wilcoxon, noted MW henceforth) statistic asymptotically
follows a standard Normal. The statistics are reported for diﬀerent values of φ the
near-integration parameter. Results for φ < 0 were not reported as the MW statistic
showed that these cases did not signiﬁcantly improve the representation of the ﬁnite
distributions.
Two results emerge. First, ﬁnite distributions of the unit root tests (p = 1,q = 0)
or of one stochastic trend (p − q = 1) diﬀer from those of cointegration (p − q > 1).
Indeed, for p − q = 1, best approximations were obtained for φ = 0 and, according
to the MW test, the local asymptotic distribution accurately represents the ﬁnite
sample behavior (to the exception of LRτ for a sample of T = 50 observations).
Nabeya and Sorensen (1994) found similar results in the univariate unit root test.
Second, ﬁnite sample variability is well represented by an explosive locally coin-
tegrated model, letting φ > 0. In particular φ = .25 provides a very good approxima-
tion of the distributions of LRµ and LRτ for T = 100. Samples of 200 observations
are better represented via smaller localizing parameters (0 ≤ φ < .25). By contrast,
φ needs be larger for smaller sample sizes. Figure 1 records the distributions of LRτ
from ﬁnite sample simulations and from the asymptotic weak approximation. The
skewed shape of the distribution for p−q = 1 is well approximated letting φ = 0. As
the number of stochastic trends p − q increases, the distribution of LRτ resembles
a Normal. Figure 2 presents the QQ plots of the weak approximation (φ = .25)
against quantiles of the simulated ﬁnite sample LRτ. This corroborates the validity
of our framework; in particular the QQ plots are closer than the MW statistic would
imply. It must be noted that MW, as other tests with the purpose of comparing
empirical distributions (such as Kolmogorov-Smirnov or Cramer-von Mises), tends
26to over-reject in very large samples. Unreported simulations show that this is espe-
cially the case for p − q = 1, i.e. when the distribution is then further away from
Gaussianity. Given that MW statistic can reach values between 60 and 100 when
the tested distributions diﬀer, we should be relatively conﬁdent about the quality of
the weak trend approximation, even though the p-values are low when computing
them from a standard Normal.
How diﬀerent are these results from the existing ﬁnite sample approximations?
On table 3, we present the asymptotic distribution of LRµ, the corresponding Reinsel-
Ahn approximation (see Ahn and Reinsel (1990) and Cheung and Lai, 1993) and
simulated ﬁnite samples for nonzero drift. Existing small sample corrections do not
take into account the value of the deterministic trend parameter, whereas, as ﬁrst
noticed by Evans and Savin (1984), and as shown on the table, they do matter in
practice. Hence, the necessity of an approach such as presented in this paper.
6 Empirical application
6.1 Cointegration among continental European GDP series
To assess the importance of considering the deterministic parameters when account-
ing for cointegration in ﬁnite samples, we test for the number of cointegrating re-
lations among Gross Domestic Product (GDP) quarterly series2 of ﬁve major con-
tinental European economies: France (FR), Germany (GE), Italy (IT), the Nether-
lands (NL) and Spain (SP). Presence of signiﬁcant cointegrating vectors is seen here
as tantamount to some degree of concordance among the business cycles of these
economies that altogether represent about 85% of the combined GDP of the euro
area (ﬁrst 11 members). Harmonization of business cycles is crucial for monetary
policy to be timely in the whole currency area. Yet, the inception of the European
2Datasets and replication ﬁles are available from the author’s website. The series are taken from
the OECD Economic Outlook No 79. GDP is in volume at market prices. Series for Germany prior
to 1991 are backcasts using the growth rate of Western Germany. Computations were performed
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Figure 3: (a)-(c) : p-values of the Likelihood Ratio test of at least (p − q) common
stochastic trends (or at most q cointegrating relations). For panel (a), the distri-
bution under the Null is computed using the ﬁnite sample correction in Johansen
(2002). Panel (b) uses the simulated distribution using the estimated parameters.
Panel (c) presents an excerpt from (a) and (b). Panel (d) records the maximal
parameter ψ as estimated from the cointegrated VAR.
28Monetary Union is still recent, 1999, and techniques relying on frequency analyses
lack suﬃcient data for assessing the degree of cycle convergence. The ﬁnite sample
analysis we develop in this paper therefore ﬁnds a natural application since GDP
series are often considered to exhibit deterministic trends (see e.g. King et al, 1991).
The presence of stochastic trends is assessed via sequential testing for the rank q
of cointegration, starting from zero (p − q = 5) and increasing until a value is not
rejected. We present on ﬁgure 3 the p-values corresponding to the Likelihood Ratio
test statistics for the model (3) with a linear trend that is restricted to the cointe-
grating space and k = 1 (estimated via successive LR tests against a VAR(k + 1)
starting with a VAR(4)). Panels (a) and (b) use respectively the ﬁnite sample
correction in Johansen (2002a) and a Monte Carlo simulation of the ﬁnite sample
distributions using the estimated parameters (20,000 replications). The sample size
is allowed to vary, from TS = 25 to 146 where the endpoint is held at 2006q4 and
the origin varies backwards from 2000q4 to 1970q3.
Inference from the two distributions in graphs 3(a) and 3(b) diﬀers radically:
according to the Johansen approximation, the data exhibit a single cointegrating
vector for all sample sizes, whereas on panel (b) the cointegrating rank varies between
0 and 1 (at the 5% level). Panel (c) presents an excerpt from (a)-(b): discarding
the information content of the deterministic parameters leads to over-estimating the
dimension of the cointegration space. Whereas using the distribution in Johansen
(2002a), a modeler infers the presence of cointegrating relation amongst the ﬁve
European economies considered, this does not hold when taking the value of the
deterministic trend parameter into account.
6.2 Tests for weak trends in block-local model
We apply theorem 13 to test whether ψ is nonzero in model M†κ for κ = T,M1.
Observing ﬁgure 3(b), we notice that for T in neighborhoods of 62 and 124, the
VAR exhibits cointegration. In accordance with the idea of weak trends, we choose









and, from theorem 13,
29Table 4: Estimators and test statistics for the localizing parameters in the block-
local framework.
T = 124,M = 1 T = 62,M = 2
b ψκ=T b ψκ=M b φ b ψκ=T b ψκ=M b φ b σ b t
FR 0.057 0.0051 -7.3 0.080 0.014 -3.7 0.0054 22.0
GE 0.059 0.0053 -5.0 0.083 0.015 -2.5 0.0089 9.5
IT 0.055 0.0050 -5.2 0.078 0.014 -2.6 0.0102 8.1
NL 0.067 0.0060 -10.0 0.095 0.017 -5.0 0.0116 16.8


















to form a t-test for the Null of zero localizing deterministic trend parameter. The
distribution of this statistic does not depend on whether κ = T or M1 for a given
sample of size N among the models considered. Tests for the individual series are
recorded in table 4 and the null of zero ψ is rejected for all. These individually
estimated b ψ are lower than that of the multivariate framework as seen on ﬁgure
3(d), which records the maximal estimated parameter from the ﬁve dimensional
VAR.
7 Conclusions
The purpose of this paper was to use a local asymptotic method for modeling the
ﬁnite sample interaction between deterministic components and unit roots in a mul-
tivariate framework. This led to using weak trends in the presence of cointegra-
tion. We were then able to derive the resulting distributions of Likelihood Ratio
tests for the number of cointegrating relations. We showed that the distribution
of this statistic was function of generalized Ornstein-Uhlenbeck diﬀusions but that
the actual form depended on the localization parameters. Vanishing coeﬃcients in
local asymptotics are computable yet not consistently estimable, this means that
a modeler would not be able to accurately test for the presence of a weak trend.
30Fortunately, extending our framework for block non-stationarity alleviates this dif-
ﬁculty: local parameter estimators are consistent and, if appropriately scaled, they
can be tested.
Monte Carlo simulations stressed the necessity to account for the values of the
deterministic parameters when working with ﬁnite samples. These simulations also
conclusively assessed the accuracy of the local asymptotic framework for representing
actual ﬁnite sample distributions. Tests were carried out: they showed that letting
φ ≥ 0 led to a better approximation to the distributions when p − q > 1.
In an empirical application to the estimation of the number of cointegration
vectors among the GDP series of ﬁve continental European economies, it was shown
that even the most recent ﬁnite sample approximation technique (Johansen, 2002)
led to ﬂawed inference, overestimating the dimension of the cointegrating space.
The block-local model also proved its applicability for inference about the localizing
parameter of the deterministic trend.
These results show the need for a re-appraisal of ﬁnite sample approximations
to the distributions of the tests for the rank of cointegration. The literature has
considered that similarity of the distribution of test statistics with respect to the
parameters of deterministic components applied in ﬁnite samples. We have proved
that it does not and shown how it mattered. This should be taken into account for
empirical work and the design of econometric packages, possibly using simulated or
bootstrapped distributions.
A Appendices
A.1 Proofs of proposition 3 and lemma 7








































i=1 ϕ(t−i)/Ti deﬁnes a—local if φ 6= 0—I(1) stochastic
trend so that xT ∼ Op
 
T 1/2
; proposition 3 follows. Also, using expression (9),
T −1/2x[Tr] ⇒ CKΨ,φ (r) = CΣK
•
Σ−1Ψ,φ (r). From (5), convergence of T −1/2x
†
[Tr],T is
clear. This constitutes the proof of lemma 7.
A.2 Proof of theorem 8
First, consider the case where the tested null can be parameterized under the alter-
native as (φ = 0,Ψ = 0), i.e. the modeler ignores the presence of local cointegration
and deterministic trends. As local cointegration asymptotically vanishes, the null of
















so that lemma 10.1 from Johansen (1996) (denoted lemma J-10.1, and we use similar
notation in the following) holds asymptotically. Hence, the empirical sums Sij,
for i,j = 0,1, provide consistent estimates of the asymptotic conditional second
moment, even though the residuals Rij are not corrected for the deterministic terms.



































conditions of a local-to-unit root and of a weak deterministic trend, the following
convergence results apply to the process generated by (3): S00






The case nd = 0 follows from theorems J-11.1 and J-14.4 with the results and
notation above. These theorems also apply to our setting when appropriately replac-
ing lemmata J-10.2, J-10.3 and J-14.3 with those given by our framework. This is
what we do below and the the proof of theorem 8 is then similar to that of theorems
J-11.1 and J-14.4; we will not repeat them entirely here.
32When a constant is included in Johansen’s model, it normally implies the pres-
ence of a deterministic trend and hence of an additional asymptotically nonzero
eigenvalue, this is not the case here as the deterministic components are asymptoti-
cally degenerate. We let τ = CΨ1nd+1, where 1nd+1 is a vector of ones of dimension
nd +1, and γ orthogonal to β and τ such that (β,τ,γ) has full rank p. We assume
τ 6= 0, the case where Ψ and α⊥ are orthogonal is treated in corollary 10. Addi-





0 if nd = 1 and fφ = fφ if nd = 0. Therefore, as
T → ∞ and r ∈ [0,1], deﬁne G(r) such that T −1/2 (γ,τ)















0 = Ip hence (β,α⊥) has full rank. Moreover, as
C = β⊥ (α0
⊥Γβ⊥)
−1 α0
⊥ and α and β are deﬁned via the space they span and their
product, hence we can choose (α,α⊥) such that (γ,τ) = α⊥. Then
G(r) = α
0
⊥CJφ (r) + (01×p−q−1,τ
0CΨfφ (r))
0 (23)
Equation (22) replaces lemma J-10.2, with
T
−1 (γ,τ)




















(γ,τ) = T −1 P
t ΨBTdtR0
1 (γ,τ)+S1 (γ,τ)










because T 1/2BTd[Tr] → (1,r).
Equations (24) to (26) replace lemmata J-10.3 and J-14.3 in the proof. Deﬁne
S (λ) = λS11 −S10S
−1
00 S01. Then, using T −1/2 (γ,τ)
















































































Now, let ρ = λT ﬁxed and (λ,T) → ∞, then, we show that the p − q smallest root
of S (λ) decrease to zero at the rate T −1 and that Tb λ converges.
β










0S (λ)β| has no roots. Additionally
T
−1/2 (γ,τ)















= ρT −1 (γ,τ)
0 S11 (γ,τ) − (γ,τ)




















From (22), G is the projection of CKΨ,φ on (γ,τ) which spans sp(α⊥). Recall that
we can choose the parameters so that α⊥ = (γ,τ) and
(γ,τ)
0 S10α⊥ = (γ,τ)
































34Hence given that the roots of (30) |S (λ)| tend to zero at rate Op (T −1), the likelihood






















Rescale the diﬀusion G as e G = (α0
⊥CΩC
0α⊥)
−1/2 G to obtain the ﬁrst part of the
theorem:




















In the presence of a deterministic component entered unrestrictedly in the regression
model (so that it is partialed out as the lagged diﬀerences in Z2), e G in (31) is then
corrected for a mean (nd = 0), or both a mean and a linear trend (nd = 1). Given
that fφ (r) is nonlinear, the regression coeﬃcients will be nonzero.
In the x
†
t additive case, let f
†
φ (r) = (0,r,r2)
0 for nd = 2 and γ† orthogonal to β















And the results follow from the demonstration above.
A.3 Proof of corollary 10
Should the modeler suspect the presence of a deterministic trend in the process,
following Johansen, she would test for the hypothesis H∗ (q) : Π = αβ
0 and
Ψdt = Ψ0+Ψ1t with α0
⊥Ψ1 = 0; this leads to setting the model with Xt−1 = (xt−1,t)
instead of xt−1 entering the cointegrating space. Then τ = CΨ01nd+1 and G only
































corrected for the mean and it is not independent on Ψ0.
35A.4 Proofs of lemmata 11 and 12























































































Weak convergence of T −1/2x∗





























Convergence is ensured by the independence of the diﬀusion processes J
(j)
φ (r) across
blocks j (for r ≤ 1) owing to the re-initializing at each block origin. Lemma 11
follows from (35) and (36) since dκ = ψ/
√
κ and Dκ




For the proof of lemma 12, we turn to sequential asymptotics. First, we need the
behavior of H
(m)
φ (r) as M tends to inﬁnity. Let s ∈ [0,1], expressions PMX-A27

























m=0 fm,mφ (1) → 1
1−eφ. Hence, from























































































A.5 Proof of theorem 13
First note that, with the deﬁnitions zm,t = (1,mT + t)












OLS estimators are given by
M




































































































consistent estimator of (x0,0,ψ)
0 for κ 6= N.
































hence, since T −1fT,φ →
T





































































































































which concludes the proof of the theorem.
A.6 Proofs of theorem 15 and proposition 16
Theorem 15 follows directly from theorem 8 when we compute the Likelihood Ratio









































where Pm = H
•(κ,m)
Σ−1
C ΨC,φ is a vector of dimension p−q corresponding to the common
trends, with parameters (ΨC,φ,ΣC) in model Mκ.
38To prove proposition 16, we now let M1 tend to inﬁnity. For the stochastic
integrals, notice beforehand that H
•(κ,m)
Σ−1















dr + (1 − 1M)dH
•(m)
0 . (44)





















































Now, expression PMX-A15 shows that we can apply a central limit theorem (inde-





















































































































dr + op (1).






















































39Collecting (45) and (48), we obtain























The same analysis applies to M†N, where now H
†•(x,m)
Σ−1

















so that the asymptotic distribution is the same as that for MN.
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