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Chapitre 1
Pre´sentation du contexte
industriel
1.1 Introduction
Un gisement pe´trolier est une structure rocheuse souterraine dans laquelle sont pie´ge´s
des hydrocarbures. Ces fluides sont stocke´s dans la porosite´ de roches re´servoirs et sont
le fruit de la combinaison de plusieurs conditions ge´ologiques favorables. Le cycle de
formation des hydrocarbures de´bute par des de´poˆts de matie`res organiques. Ces de´poˆts
furent important dans des milieux tropicaux et plus particulie`rement lors de pe´riodes
de re´chauffement climatique intense, comme au jurassique et cre´tace´. Dans certains
environnements particuliers comme les lagunes, les deltas ou les bassins, ces de´poˆts
organiques meˆle´s a` des de´poˆts mine´raux ont e´te´ enfouis sous les couches ge´ologiques
supe´rieures.
Sous l’effet des augmentations de pression et tempe´rature, cette matie`re organique
s’est transforme´e en ke´roge`ne, un e´tat interme´diaire entre la matie`re organique et les
hydrocarbures. Toujours sous l’effet de la tempe´rature, le ke´roge`ne libe`re des huiles et/ou
du gaz naturel. La cine´tique de ces re´actions est tre`s lente et se compte en millions
d’anne´es. Les hydrocarbures e´tant plus le´gers que l’eau (dont le sous sol est sature´), ces
fluides s’e´chappent de la roche me`re et remontent vers la surface. La majorite´ de ces
fluides s’e´coule dans des roches perme´ables, remonte vers la surface et est naturellement
de´grade´e (cycle du carbone). Cependant, une infime partie des fluides se retrouve pie´ge´e
sous certaines structures imperme´ables comme des plis (anticlinaux) recouverts de roches
imperme´ables (argiles par exemple), des failles e´tanches ou des diapirs (doˆmes de sel).
L’ensemble des roches contenant les hydrocarbures pie´ge´s constitue le re´servoir pe´trolier.
L’objectif d’une compagnie pe´trolie`re est d’identifier ces pie`ges structuraux puis d’y forer
des puits pour re´cupe´rer les hydrocarbures.
Le prix d’un forage e´tant e´leve´, l’exploitation optimale du gisement consiste a` le
produire a` l’aide d’un nombre de puits minimal. Cette taˆche est complexe pour plusieurs
raisons. Premie`rement, la connaissance du sous-sol depuis la surface est limite´e. En effet,
la ge´ophysique et les observations aux puits permettent d’obtenir un certain nombre
de donne´es, mais de manie`re ge´ne´rale, ne permettent pas de connaˆıtre le re´servoir de
manie`re exhaustive. Cette incertitude se re´percute a` la fois sur l’estimation de la quantite´
d’hydrocarbures en place et sur la manie`re de les produire.
Deuxie`mement, les me´canismes de se´dimentation, d’e´rosion et de tectonique introduisent
de fortes variabilite´s spatiales quant a` la nature des roches rencontre´es. De ce fait, les
11
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proprie´te´s qui influencent l’e´coulement dans les roches (telles que les perme´abilite´s et
la porosite´) sont fortement he´te´roge`nes. La nature des e´coulements est donc difficile a`
pre´voir, d’autant plus que le gisement contient plusieurs phases (eau, gaz, huile).
Enfin, le taux de re´cupe´ration qui repre´sente la quantite´ d’hydrocarbures produits sur la
quantite´ d’hydrocarbures en place varie de 30 a` 50% selon les gisements. Ce chiffre de´pend
de la nature du gisement mais est aussi influence´ par la strate´gie de production. Il existe
en effet plusieurs manie`res de produire les hydrocarbures. La re´cupe´ration primaire est
obtenue par de´ple´tion naturelle du gisement a` l’aide de puits producteurs. La re´cupe´ration
est ame´liore´e en cas de pre´sence d’un aquife`re actif ou d’un gaz cap (support de pression).
La re´cupe´ration secondaire est obtenue par drainage assiste´ a` l’aide de puits injecteurs
d’eau ou de gaz. Enfin les me´thodes de re´cupe´ration ame´liore´e peuvent eˆtre applique´es
en utilisant des injections de gaz miscibles (CO2 pour diminuer la viscosite´ des huiles),
des proce´de´s chimiques (injection de polyme`res) ou des me´thodes thermiques (injection
de vapeur par exemple).
La difficulte´ majeure est donc d’obtenir le taux de re´cupe´ration maximal, en prenant en
compte les incertitudes sur les donne´es et la complexite´ des e´coulements. Le proble`me
est qu’une mauvaise strate´gie de production peut aboutir a` une diminution irre´versible
du taux de re´cupe´ration. Par exemple, si le gaz d’un gisement est produit trop vite, le
support de pression permettant de pousser l’huile vers les puits sera de´finitivement perdu.
De la meˆme manie`re, une injection d’eau trop pousse´e entraˆıne la formation de digita-
tions, qui aboutissent a` une perce´e d’eau pre´mature´e. L’eau injecte´e aura alors tendance
a` toujours suivre ces chenaux de digitation et les puits ne produiront plus que l’eau injecte´e.
Les travaux pre´sente´s dans cette the`se traitent du cas des gisements naturellement
fracture´s. Les fractures, sont des objets discrets dont les proprie´te´s contrastent avec celles
de la matrice environnante. Le comportement dynamique d’un tel re´servoir diffe`re d’un
gisement conventionnel a` cause des contrastes de perme´abilite´ existant entre le milieu
matriciel et le milieu fracture´. On parle d’e´coulement double milieu : les fluides sont
stocke´s dans la matrice faiblement perme´able et dans les fractures fortement perme´ables.
Cependant, les volumes d’hydrocarbures contenus dans les fractures sont largement
infe´rieurs a` ceux de la matrice. Lors de la production, l’huile des fractures est tre`s
rapidement produite. Puis dans un second temps, la matrice alimente le milieu fracture´
(perme´able) qui transporte les fluides jusqu’aux puits. Cependant, certaines fractures
(notamment les grandes failles structurales) sont imperme´ables et servent de barrie`re a`
l’e´coulement. Dans les deux cas, le comportement hydrodynamique du re´servoir est forte-
ment influence´ par la pre´sence des fractures et celles-ci doivent eˆtre prises en compte avec
une attention particulie`re. Ainsi, en plus des difficulte´s e´voque´es au paragraphe pre´ce´dent,
l’e´tude d’un re´servoir fracture´ doit prendre en compte la nature discre`te de la fracturation.
Les diffe´rents types de fractures peuvent eˆtre classe´s en fonction de leur e´chelle. La
plus grande e´chelle est repre´sente´e par les grandes failles structurales. Ces objets dont
la longueur s’exprime en kilome`tres sont repe´re´s par des me´thodes ge´ophysiques. La
petite e´chelle est repre´sente´e par les fractures diffuses qui sont de l’ordre de quelques
me`tres ou dizaines de me`tres. Ces fractures sont observe´es au niveau des puits car elles
sont en nombre conse´quent. Enfin, l’e´chelle moyenne englobe les failles sub-sismiques.
Cette e´chelle est au centre du sujet de la pre´sente the`se. Ces failles dont la longueur
varie entre plusieurs centaines de me`tres et quelques kilome`tres ne peuvent eˆtre de´tecte´es
par la ge´ophysique, et sont en nombre trop restreint pour eˆtre quantifie´es au travers
d’observations aux puits. Ces failles ont un impact important sur la productivite´ du
CHAPITRE 1. PRE´SENTATION DU CONTEXTE INDUSTRIEL 13
re´servoir car elles peuvent cre´er des chemins d’e´coulement pre´fe´rentiels au sein du gisement.
Au vu de la complexite´ des phe´nome`nes physiques, des incertitudes sur le sous sol,
mais surtout de l’ampleur des enjeux e´conomiques, l’utilisation de mode`les nume´riques
se re´ve`le indispensable pour e´tudier et pre´dire la production d’un re´servoir. Des mode`les
existent pour des applications aussi varie´es que la ge´ome´canique (stabilite´ du forage) ou
encore la mode´lisation des ondes acoustiques (simulation d’ondes sismiques). Les travaux
de cette the`se portent sur les mode`les nume´riques de re´servoir permettant de simuler les
e´coulements en milieu poreux, et plus particulie`rement en milieu fracture´.
Le but des simulations nume´riques est de pre´voir le comportement du re´servoir au cours
de son exploitation. Elles permettent d’e´valuer l’efficacite´ de diffe´rentes me´thodes de
re´cupe´ration en e´tudiant l’emplacement des puits et les de´bits a` appliquer. En e´tudiant
les diffe´rents sce´narios de production ainsi que les couˆts relatifs au de´veloppement
de l’infrastructure, la simulation de re´servoir est un outil privile´gie´ pour e´valuer le
financement d’une exploitation pe´trolie`re.
Les diffe´rentes e´tapes de construction d’un mode`le de re´servoir pe´trolier sont pre´sente´es
dans ce chapitre. Ces e´tapes seront par la suite revues afin d’inte´grer la prise en compte
des failles sub-sismiques, principal objectif de la the`se, dans les mode`les. De ce fait, le
plan suivi dans ce chapitre d’introduction est pratiquement le meˆme que celui suivi dans
le reste de cette the`se.
Nous commenc¸ons par de´crire les diffe´rents types de donne´es dont nous disposons pour
construire le mode`le, ainsi que la manie`re de les obtenir. Cette partie correspond au cha-
pitre 2 consacre´ a` la caracte´risation des re´seaux de failles.
Puis nous montrons comment ces donne´es sont utilise´es pour construire le mode`le
ge´ologique ; une repre´sentation de´taille´e du sous sol. Cette partie correspond au chapitre
3 dans lequel sont de´veloppe´es les me´thodes mises au point pour mode´liser les failles sub-
sismiques.
Puis s’alternent une partie consacre´e a` la mise a` l’e´chelle des proprie´te´s physiques (upsca-
ling) dans laquelle le mode`le ge´ologique est transforme´ en un mode`le compatible avec le
simulateur d’e´coulement, et une partie de´crivant la simulation d’e´coulement. Ces parties
correspondent au chapitre 4 consacre´ a` la simulation d’e´coulement.
La dernie`re partie est consacre´e au calage historique (history matching), e´tape durant la-
quelle les donne´es de production sont inte´gre´es au mode`le ge´ologique. Elle correspond au
chapitre 5 dans lequel est de´veloppe´ une me´thode spe´cifiquement approprie´e au calage des
failles sub-sismiques.
1.2 Acquisition des donne´es
1.2.1 Donne´es statiques
Les donne´es statiques sont les donne´es qui ne varient pas au cours du temps. En
caracte´risation de re´servoir, il est rare d’observer directement une donne´e sur le terrain.
En effet, les gisements sont enfouis et on ne dispose que d’aﬄeurements ou d’analogues
pour observer directement la nature des roches, l’e´paisseur des bancs ou encore la longueur
des fractures. Une donne´e est donc souvent obtenue par inversion d’une mesure physique ou
en extrapolant des donne´es de surface. Les donne´es statiques proviennent principalement
de la sismique, qui donne un aperc¸u global de la structure du gisement, et des observations
aux puits qui donnent une image pre´cise mais locale du sous sol Lonergan et al. [2007].
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Sismique
Les me´thodes sismiques sont des me´thodes ge´ophysiques permettant de visualiser les
structures ge´ologiques en profondeur a` partir de l’analyse d’ondes sismiques. Ces dernie`res
sont ge´ne´re´es depuis la surface a` l’aide d’explosifs, de canons a` air ou de camions vibreurs.
La re´flexion des ondes acoustiques est capte´e par des ge´ophones situe´s en surface. Le traite-
ment informatique des signaux acquis permet d’inverser les ondes acoustiques pour obtenir
les vitesses de propagation dans chaque roche du re´servoir. Les contrastes entre les vitesses
permettent de pointer les diffe´rentes interfaces ge´ologiques [Guillon and Keskes, 2004]. Ces
interfaces comprennent les horizons ge´ologiques et les grandes failles structurales, qui sont
des fractures pre´sentant un de´crochement vertical de´tectable. D’autres proprie´te´s comme
les proprie´te´s des fluides et la nature des roches peuvent eˆtre obtenues en analysant ces
vitesses de propagation.
Observations aux puits
Lors de la de´couverte d’une structure ge´ologique favorable, un ou plusieurs puits
d’exploration sont fore´s pour ve´rifier la pre´sence d’hydrocarbures. En cas de de´couverte
fructueuse ces puits servent a` de´terminer les proprie´te´s pe´trophysiques du re´servoir. La
seule observation directe du gisement est alors donne´e par des carottages qui consistent
a` extraire un e´chantillon rocheux et a` le remonter a` la surface. L’analyse en laboratoire
permet de de´terminer de nombreuses proprie´te´s comme les perme´abilite´s, les porosite´s et
les courbes de perme´abilite´ relative. La mise en oeuvre d’un carottage est complexe car
chaque e´chantillon pre´leve´ ne´cessite de remonter l’outil de forage pour descendre l’outil de
carottage (ce qui peut prendre du temps car l’ensemble du train de tiges doit eˆtre remonte´).
Les me´thodes de diagraphies permettent de palier aux inconve´nients du carottage. Les
diagraphies sont des mesures physiques effectue´es dans le puits a` l’aide d’une sonde com-
portant des capteurs spe´cifiques. Une diagraphie peut eˆtre instantane´e (pendant le forage)
ou diffe´re´e (apre`s le forage). Les diffe´rentes mesures physiques comprennent les mesures de
re´sistivite´ (de´termination des facie`s et des interfaces de contacts des diffe´rentes phases),
les mesures radioactives (de´termination de la porosite´ et densite´ des roches), l’imagerie
acoustique ou la re´sistivite´ haute re´solution. Ces deux dernie`res mesures permettent d’ob-
tenir une image de´taille´e de l’inte´rieur du puits. Ces images sont utiles pour analyser les
donne´es de fracturation comme les orientations ou les espacements des fractures.
1.2.2 Donne´es dynamiques
Les donne´es dynamiques sont celles qui varient au cours de la production du re´servoir.
Elles permettent souvent de de´tecter certaines proprie´te´s qui ne peuvent l’eˆtre a` partir des
donne´es statiques.
Essais de puits
Les essais de puits permettent de de´terminer les parame`tres qui influent sur
l’e´coulement a` proximite´ du puits. Ils consistent a` stimuler le puits en imposant une va-
riation de de´bit et en observant la pression re´sultante. La dure´e de l’essai est courte et
se compte en quelques jours. L’interpre´tation des courbes de production permet d’estimer
plusieurs parame`tres comme l’indice de productivite´ du puits, la perme´abilite´ moyenne
verticale, ou encore de de´tecter la pre´sence d’une barrie`re (faille) e´tanche ou conductrice
a` proximite´ du puits. Elle permet aussi de de´tecter un comportement dynamique de type
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double milieu, lie´ a` la pre´sence de fractures [Lange et al., 2004]. Le double milieu sera
de´taille´ au chapitre 4 consacre´ a` la simulation d’e´coulements en milieu fracture´.
Sismique 4D
Certains attributs sismiques obtenus en sismique 3D permettent d’e´valuer les satu-
rations des fluides dans les roches. La sismique 4D propose donc de re´pe´ter plusieurs
campagnes sismiques au cours de l’exploitation du gisement afin d’e´tudier l’e´volution des
fronts de saturations. Ces fronts de saturations seront par la suite compare´s aux pre´dictions
afin de valider ou invalider les mode`les d’e´coulement.
Donne´es de production
Les donne´es de production sont l’ensemble des donne´es dynamiques mesure´es sur les
puits d’injection et de production. Il s’agit donc des de´bits, pressions et types de fluides
injecte´s et produits sur chacun des puits. Contrairement aux essais de puits qui ont pour
but de donner une information a` proximite´ du puits, les donne´es de production donnent une
information sur l’ensemble du champ. Ces donne´es sont utilise´es pour effectuer l’history
matching du mode`le, aspect qui est de´veloppe´ plus loin dans ce chapitre.
1.3 Construction du mode`le ge´ologique
Le mode`le ge´ologique est construit a` partir des donne´es statiques. La premie`re e´tape
de la construction consiste a` de´finir la structure du re´servoir a` partir de l’interpre´tation
des images sismiques. Les zones de forts contrastes d’impe´dances permettent d’identifier
les diffe´rents horizons ge´ologiques ainsi que les failles structurales. Cette interpre´tation
est corre´le´e aux diffe´rents horizons observe´s dans les puits. Ces objets sont mode´lise´s a`
l’aide de surfaces permettant de de´finir le mode`le structural.
Le mode`le structural est ensuite utilise´ pour construire un maillage ge´ologique. La
repre´sentation CPG (Corner Point Grid) est la plus couramment utilise´e. Ce type de
maillage est compose´ de mailles quadrangulaires dont la ge´ome´trie est de´finie par les
8 sommets. Cette repre´sentation est donc particulie`rement adapte´e pour repre´senter
les failles majeures et suivre la courbure de re´servoirs complexes. Ge´ne´ralement,
des algorithmes de maillage automatique sont utilise´s pour ge´ne´rer la grille ge´ologique.
Dans le cas de structures complexes, l’intervention de l’utilisateur peut s’ave´rer ne´cessaire.
La grille ge´ologique sert de support aux proprie´te´s pe´trophysiques. Celles ci ne sont
pas connues sur l’ensemble du re´servoir. La ge´ostatistique est donc utilise´e pour simuler
ces proprie´te´s a` partir des donne´es observe´es aux puits. Ces observations permettent
d’identifier les diffe´rents facie`s pre´sents dans le re´servoir ainsi que leurs proportions rela-
tives. Leur variabilite´ spatiale est repre´sente´e par un variogramme. Les variogrammes sont
des fonctions qui a` une distance h attribuent la demi moyenne des carre´s des diffe´rences
d’une fonction ale´atoire en des points espace´s de h. Les proportions de facie`s, les
variogrammes et les donne´es aux puits sont utilise´s pour simuler une re´alisation de facie`s
sur la grille ge´ologique, conditionne´e par les observations aux puits [Le Ravalec-Dupin,
2005]. A chaque facie`s sont attribue´es des distributions de porosite´s. Les perme´abilite´s
sont calcule´es a` partir de corre´lations avec la porosite´. Les aﬄeurements analogues sont
souvent utilise´s en comple´ment des observations aux puits pour calculer et calibrer les
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parame`tres statistiques du mode`le ge´ologique.
Dans le cas des re´servoirs fracture´s, la grille ge´ologique porte aussi les parame`tres de
fracturation. A chaque cellule sont attribue´es des proprie´te´s comme la densite´ de frac-
turation ou l’orientation moyenne. Les me´thodes ge´ostatistiques pour simuler de telles
proprie´te´s sont de´crites par Gauthier et al. [2000]. Ces proprie´te´s sont ensuite utilise´es
pour ge´ne´rer un re´seau de fractures discre`tes.
1.4 Construction du mode`le de simulation - Upscaling
Les simulations d’e´coulement en milieu poreux permettent d’e´tudier le comportement
hydrodynamique du gisement. Les e´quations aux de´rive´es partielles utilise´es pour de´crire
les e´coulements sont re´solues par des me´thodes nume´riques. Ces me´thodes ne´cessitent
une discre´tisation du re´servoir. Le mode`le ge´ologique ne peut eˆtre utilise´ directement
pour effectuer des calculs nume´riques. En effet, son objectif est de de´crire le sous sol de la
manie`re la plus pre´cise possible. La re´solution de ce mode`le n’est pas compatible avec les
capacite´s informatiques des simulateurs de re´servoir. La re´solution du mode`le ge´ologique
est donc re´duite pour construire le mode`le de simulation. Ce changement d’e´chelle est
appele´ upscaling.
Toutes les proprie´te´s du mode`le ge´ologique peuvent eˆtre mises a` l’e´chelle. La me´thode
la plus simple consiste a` calculer des perme´abilite´s e´quivalentes a` l’aide de formules
analytiques [Journel et al., 1986]. Ces formules sont simples et donnent des re´sultats pre´cis.
Dans le cas de fortes he´te´roge´ne´ite´s (bancs d’argile par exemple), les me´thodes d’upscaling
nume´rique donnent de meilleurs re´sultats. Pour cela des simulations d’e´coulement sont
effectue´es a` l’e´chelle des blocs afin de de´terminer les perme´abilite´s e´quivalentes [Durlofsky,
2003].
1.5 Simulation d’e´coulement
Le mode`le de simulation ge´ne´re´ par la phase d’upscaling peut eˆtre utilise´ pour
e´tudier le comportement hydrodynamique. Un simulateur re´servoir permet de re´soudre
les e´quations re´gissant les e´coulements en milieu poreux, a` savoir la conservation de la
masse et l’e´coulement des fluides suivant la loi de Darcy. Ces e´quations sont discre´tise´es
en espace sur la grille de simulation re´servoir. La discre´tisation en temps permet de
prendre en compte les e´coulements non stationnaires. Selon le type de re´servoir et la
me´thode de re´cupe´ration envisage´e, d’autres phe´nome`nes physiques peuvent eˆtre pris
en compte, comme les e´coulements compositionnels (injection de gaz miscible ou CO2),
les re´actions chimiques (injection de polyme`res ou de tensioactifs), les phe´nome`nes
thermiques (injection de vapeur, combustion in situ) ou encore la prise en compte de la
fracturation.
D’un point de vue pratique, la ge´ome´trie du gisement est fournie au simulateur sous
la forme d’une grille CPG contenant des porosite´s et perme´abilite´s. Puis sont de´finies les
proprie´te´s des fluides en place (viscosite´s, densite´s), la pression initiale du gisement et la
position des interfaces entre les diffe´rentes phases. Enfin sont de´finis les emplacements des
puits ainsi que les donne´es de production (de´bits aux puits d’injection, pressions limites).
Les sorties du simulateur sont les donne´es hydrodynamiques mesure´es aux puits (pression
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et volumes de fluides produits) ainsi que l’e´volution des pressions et saturations dans
chaque maille du mode`le.
1.6 History matching
La construction du mode`le ge´ologique a` partir des donne´es statiques introduit un
grand nombre d’incertitudes. En effet, le sous-sol n’est pas connu de manie`re exhaustive
et l’incertitude sur les proprie´te´s pe´trophysiques augmente avec l’e´loignement aux puits.
De ce fait, le mode`le re´servoir ne permet pas de reproduire les donne´es de production
observe´es.
Un mode`le qui ne restitue pas le comportement passe´ du re´servoir a peu de chances
de pre´voir correctement le comportement futur. Il est donc ne´cessaire d’ajuster le
mode`le pour qu’il reproduise correctement les donne´es observe´es. Le proble`me se pose
comme un proble`me inverse : les donne´es dynamiques et les e´quations d’e´coulement sont
connues, mais les parame`tres du mode`le servant a` obtenir ces donne´es sont a` identifier.
La solution la plus simple consiste a` ajuster manuellement les parame`tres incertains
du mode`le afin de re´duire l’e´cart entre la pre´diction du mode`le et les donne´es de pro-
duction. Cependant, cette me´thode ne peut eˆtre employe´e dans le cas de grands re´servoirs.
Les me´thodes d’history-matching assiste´ proposent d’inte´grer les donne´es dynamiques
en utilisant des me´thodes d’optimisation. Pour cela, l’ensemble des proprie´te´s incertaines
sont perturbe´es jusqu’a` ce que le mode`le reproduise les donne´es observe´es. En raison
du nombre e´leve´ de mailles, une telle approche n’est pas re´alisable car les simulations
d’e´coulement sont couˆteuses. De plus, plusieurs solutions peuvent aboutir a` la meˆme
re´ponse hydrodynamique. La solution consiste donc a` parame´trer le mode`le ge´ologique
afin de re´duire le nombre de parame`tres a` optimiser. Cette parame´trisation doit en outre
permettre de respecter la cohe´rence ge´ologique du mode`le. En effet, il est tout a` fait
possible de reproduire l’historique de production a` l’aide d’un mode`le ge´ologique faux.
La mode´lisation de re´servoirs non fracture´s telle qu’elle a e´te´ de´crite dans ce chapitre
rele`ve de me´thodes bien e´tablies. Nous proposons donc d’e´largir le sujet aux re´servoirs
fracture´s, notamment a` ceux affecte´s par la pre´sence de failles. Nous nous inte´ressons
particulie`rement au proble`me du calage historique qui est peu documente´.
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Chapitre 2
Caracte´risation des re´seaux de
failles
2.1 Introduction
L’observation d’un re´seau de fractures naturelles donne ge´ne´ralement l’impression
d’eˆtre face a` un complexe encheveˆtrement d’objets dans l’espace. L’objectif de ce chapitre
est de pre´senter des outils permettant de comprendre et quantifier l’organisation spatiale
de ces objets a` l’aide de me´thodes statistiques.
De manie`re simplifie´e, la fracturation dans un gisement pe´trolier peut eˆtre classe´e
selon trois e´chelles. La plus grande est compose´e des failles sismiques. Ces grandes
fractures sont de´tecte´es sur les images sismiques. Lorsque le rejet vertical des plans de
faille est suffisamment e´leve´, la faille devient visible et peut eˆtre pointe´e (Figure 2.1).
L’e´chelle moyenne est compose´e des failles sub-sismiques. Ces fractures sont des failles
de longueur conse´quente, mais dont le rejet est trop faible pour qu’elles soient visibles
sur les images sismiques. Enfin a` petite e´chelle, la fracturation diffuse contient les joints
et diaclases (discontinuite´s sans rejet). Ces fractures sont suffisamment nombreuses pour
eˆtre intersecte´es et observe´es au niveau des puits. Il est aussi possible de relier certaines
proprie´te´s de la fracturation diffuse a` des attributs sismiques [Mallick et al., 1998].
La motivation principale d’une telle hie´rarchisation est de s’inte´resser au volume
e´le´mentaire repre´sentatif (VER). Le VER est le plus petit volume sur lequel une mesure
peut eˆtre repre´sentative de l’ensemble du volume. En dessous du VER, le parame`tre
e´tudie´ ne peut plus eˆtre conside´re´ comme continu. Dans le cas de fractures, le VER
correspond au plus petit volume a` partir un re´seau de fractures peut eˆtre assimile´ a` un
milieu poreux e´quivalent. En inge´nierie de re´servoir, la notion de VER est e´troitement
lie´e a` la taille de maille de la grille de simulation d’e´coulement. Lorsque celle-ci est
supe´rieure au VER, la fracturation peut eˆtre homoge´ne´ise´e. Dans le cas contraire, elle
doit eˆtre prise en compte de manie`re explicite. C’est le cas des failles sismiques et
sub-sismiques dont les longueurs sont ge´ne´ralement supe´rieures aux tailles de cellules.
L’autre motivation est lie´e au fait que les me´canismes de fracturation qui engendrent les
fractures sont diffe´rents pour chaque e´chelle. Dans de nombreuses circonstances, il sera
plus aise´ de caracte´riser et mode´liser inde´pendamment chacune des e´chelles de fracturation.
Certains parame`tres du re´seau fracture´ peuvent eˆtre de´crits a` l’aide d’outils statis-
tiques usuels. Par exemple, les distributions des pendages et des azimuts sont analyse´es
a` l’aide de diagrammes de Schmidt. Ces diagrammes permettent ensuite de de´river des
19
CHAPITRE 2. CARACTE´RISATION DES RE´SEAUX DE FAILLES 20
Fig. 2.1: Pointage d’une faille sur une image sismique (d’apre`s Lariani [2000])
distributions angulaires analogues a` des lois gaussiennes. En revanche, de telles lois
ne peuvent eˆtre utilise´es pour la description des positions de fractures. En effet, les
me´canismes de fracturation tendent a` ge´ne´rer des syste`mes complexes dont la ge´ome´trie
est lie´e a` l’e´chelle d’observation. La figure 2.2 montre un exemple d’un re´seau de fractures
observe´ a` plusieurs e´chelles. Cet exemple nous permet d’introduire, de manie`re informelle,
la notion d’invariance d’e´chelle : les images du re´seau obtenues a` chaque zoom sont ici
toutes similaires, du moins pour les niveaux VI a` III. La structure diffe`re pour I et II ce
sont des fractures diffuses qui sont observe´es. On dit aussi qu’il y a absence de longueur
caracte´ristique, c’est a` dire que l’aspect d’un re´seau de failles n’est pas controˆle´ par une
grandeur telle que l’e´paisseur d’une strate.
Ce chapitre sera introduit par une de´finition des diffe´rents types de fractures que l’on
rencontre dans un gisement. Par la suite les me´thodes permettant de de´crire statistique-
ment les longueurs seront introduites. Les me´thodes fractales permettant de de´crire la
re´partition spatiale seront ensuite aborde´es. Enfin, une discussion sur la validite´ physique
des me´thodes statistiques utilise´es conclura ce chapitre.
2.2 Caracte´ristiques individuelles
2.2.1 De´finition des types de fractures rencontre´s
Une fracture est une discontinuite´ d’origine me´canique et tectonique apparaissant dans
les niveaux structuraux supe´rieurs et moyens de la crouˆte terrestre. Le terme de fracture
englobe les diaclases, les fentes ou fractures d’extension et les failles [Ble`s and Feuga.,
1981]. Ces objets sont souvent mode´lise´s par des plans paralle`les qui sont dans la re´alite´
des objets ge´ome´triques plonge´s dans un environnement he´te´roge`ne.
Joints et diaclases
Les termes de joints et diaclases repre´sentent les fractures dont les le`vres sont jointives,
et qui ne pre´sentent aucune trace de mouvement des deux compartiments. Ils de´signent res-
pectivement les discontinuite´s obliques et perpendiculaires a` la stratification. Ces fractures
sont souvent dispose´es en re´seaux de familles directionnelles qui de´pendent de l’historique
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Fig. 2.2: Organisation d’un re´seau de fractures re´elles a` diffe´rentes e´chelles d’observation.
A grande e´chelle sont visibles les grandes failles re´gionales (VI), et a` plus petite e´chelle on
observe le re´seau de joints et diaclases (I) (d’apre`s Ouillon et al. [1995])
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des contraintes tectoniques. Leurs surfaces internes sont ge´ne´ralement planes et peu ru-
gueuses. Par de´finition, leur e´paisseur est nulle mais apre`s leur gene`se les fractures peuvent
s’ouvrir suite a` des mouvements poste´rieurs. Leurs longueurs varient de quelques dizaines
de centime`tres a` plusieurs me`tres. Les espacements sont de l’ordre de quelques me`tres.
La pre´sence de joints et diaclases re´sulte ge´ne´ralement des de´formations lie´es aux failles
et aux plis. On observe ainsi un nombre important de fractures au voisinage des grandes
failles. De meˆme, le nombre de fractures augmente ge´ne´ralement avec la courbure du
re´servoir (effet de de´formation plus importante). Ces fractures sont aussi observe´es dans
des roches dont les couches supe´rieures ont e´te´ e´rode´es. Les fractures apparaissent sous
l’effet de la de´compaction lie´e a` la diminution de l’e´paisseur de roches.
Fentes d’extension
Les fentes ou fractures d’extension sont des fractures posse´dant une ouverture due
a` l’e´cartement perpendiculaire des pans. Cette e´paisseur est ge´ne´ralement centime´trique
mais peut atteindre plusieurs de´cime`tres. Les longueurs observe´es sont similaires aux joints
et diaclases.
Les fentes se forment sous l’effet d’une traction dans la roche. Ces zones de traction existent
ge´ne´ralement dans des zones de de´formations lie´es a` des contraintes de cisaillement.
Joints et fentes appartiennent a` la classe des fractures diffuses.
Failles
Les failles sont des fractures d’une e´chelle importante dont les deux pans montrent un
de´placement l’un par rapport a` l’autre, suivant une direction paralle`le au plan de faille.
On distingue ge´ne´ralement 3 types de failles :
1. Les failles normales lie´es a` des contraintes d’extension. Le plan de rupture est oblique.
On observe un abaissement du compartiment central.
2. Les failles inverses lie´es a` des contraintes de compression. Le plan de rupture est
oblique. Le de´crochement se traduit par un soule`vement du compartiment central.
3. Les failles inverses pre´sentant un plan de rupture vertical. Le de´placement des com-
partiments est horizontal.
Dans le cas de roches de´pourvues de discontinuite´s initiales, les failles se forment par rup-
ture de la roche sous les contraintes impose´es. L’angle de rupture est fonction de l’orienta-
tion des contraintes principales et de l’angle de friction. L’apparition du plan de rupture
produit un mouvement de glissement des blocs adjacents. Lorsque la roche contient de´ja`
certaines discontinuite´s (diaclases, schistosite´s), l’angle de rupture peut diffe´rer de l’angle
de friction de la roche. Diffe´rents mate´riaux peuvent remplir ces structures, comme les
mate´riaux engendre´s par le broyage des roches ou ceux apporte´s par les fluides s’e´coulant
au sein de la failles (Figure 2.3).
Cas particulier des failles sub-sismique
Les failles sub-sismiques sont assimile´es aux failles de´crites pre´ce´demment a` la
diffe´rence qu’elles ne sont pas de´tectables par des instruments de mesure. La sismique
ne peut les de´tecter car leur rejet est trop faible et leur nombre relativement re´duit rend
la probabilite´ d’intersection avec un puits assez faible. On peut ne´anmoins de´tecter la
pre´sence d’une faille invisible en utilisant les donne´es hydrodynamiques de production.
On peut notamment de´tecter la pre´sence d’une faille en e´tudiant les re´sultats d’essais de
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Fig. 2.3: Repre´sentation conceptuelle d’une faille (d’apre`s Winberg et al. [2003]).
puits. La distance d’une barrie`re e´tanche est alors donne´e par des formules analytiques
[Bourdarot, 1996].
2.2.2 Caracte´ristiques permettant de de´crire une faille
Une faille unique est repre´sente´e par un line´ament en 2D et une surface en 3D. On
peut lui associer les proprie´te´s suivantes :
1. Longueur : repre´sente la longueur du line´ament de´crivant la faille. Dans le cas d’une
faille 3D, le line´ament est l’intersection de la faille avec le toit de l’unite´ ge´ologique
e´tudie´e. Ge´ne´ralement, la longueur de´pend du rejet de la faille. De ce fait, les failles
de faible longueur sont invisibles en sismique.
2. Extension : distance verticale sur laquelle s’e´tend la faille.
3. Ouverture : distance moyenne de de´placement perpendiculaire aux deux pans de la
faille. Cette valeur peut eˆtre corre´le´e a` la longueur.
4. Rejet : mesure´ suivant la ligne de plus grande pente. On distingue les composantes
verticale et transversale. Cette distance mesure le de´placement relatif des deux plans
de faille.
5. Orientation/Pendage : l’orientation, de´finie par rapport a` la direction nord repre´sente
l’angle moyen forme´ par le line´ament. Le pendage est l’angle entre le plan de faille
et le plan horizontal. Ces deux valeurs peuvent jouer sur la connectivite´ du re´seau
de fractures.
6. Position : La position d’une faille est de´finie par les coordonne´es de son centre de gra-
vite´. La de´finition d’un tel centre est triviale pour les faibles longueurs de failles, mais
peut poser un proble`me pour les grands objets, ceux-ci ayant une forte probabilite´
de s’e´tendre au dela` de la zone d’observation.
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7. Porosite´/Perme´abilite´ : ces parame`tres de´pendent du type de remplissage de la
faille. La faille e´tant engendre´e par une rupture en cisaillement, celle-ci correspond
ge´ne´ralement a` un milieu poreux plus qu’a` un vide. Ce milieu poreux peut eˆtre for-
tement perme´able ou au contraire eˆtre une barrie`re a` l’e´coulement si par exemple,
la faille s’est remplie de mate´riaux de pre´cipitation.
Ces proprie´te´s doivent eˆtre de´crites pour un ensemble de fractures a` l’aide de lois
statistiques. Nous porterons une attention particulie`re a` la description des longueurs et de
leur re´partition spatiale.
2.3 Description des longueurs de failles
2.3.1 Loi puissance
L’absence de longueur caracte´ristique dans certains me´canismes de fracturation et l’ob-
servation de re´seaux de failles re´elles permettent de justifier l’utilisation de la loi puissance
pour de´crire les longueurs :
n(l) ∝ l−a (2.1)
avec n(l) le nombre de failles infe´rieures a` la longueur l et a l’exposant de la loi qui
de´termine la re´partition des longueurs dans la distribution.
Les fractures e´tant de´finies pour une gamme d’e´chelles finie, la loi puissance est borne´e
respectivement a` l’aide de la plus petite faille observe´e et de la plus grande faille observe´e,
lmin et lmax.
2.3.2 Analyse de la loi puissance
L’exposant de la loi puissance est estime´ a` partir de la fonction de re´partition
expe´rimentale N(l) (nombre de fractures dont la longueur est infe´rieure a` l) que l’on
repre´sente sur un diagramme log-log. Un comportement line´aire indique un comportement
en loi puissance. La pente donne l’exposant a. Plus cet exposant est e´leve´, plus la propor-
tion de petites fractures par rapport aux grandes est e´leve´e (Figure 2.4).
La pre´cision de l’exposant de´termine´ de´pend de plusieurs parame`tres. D’une part, le
nombre de failles doit eˆtre suffisamment e´leve´. Certains auteurs arrivent a` la conclusion
qu’un minimum de 200 failles est ne´cessaire pour de´terminer pre´cise´ment l’exposant [Bon-
net et al., 2001]. D’autre part, le re´sultat peut eˆtre biaise´ par des effets de troncation. Les
failles de petite taille sont sous e´chantillonne´es, a` cause de la limite de re´solution sismique.
Le nombre de grandes failles est biaise´ car celles-ci ont une plus grande chance d’eˆtre
intersecte´es par les limites du domaine observe´, et d’eˆtre confondues avec des petites frac-
tures. Des corrections existent afin de prendre en compte ce biais. Bour and Davy [1999]
proposent par exemple de formuler la loi puissance sous la forme :
n(l) ∝ (Λ− l
Λ
)2l−a (2.2)
ou` Λ est la taille du domaine fracture´. De telles corrections sont faciles a` appliquer lorsque
le domaine de de´finition du re´seau est rectangulaire, mais se compliquent lorsque celui-ci
est de forme quelconque.
Au chapitre suivant consacre´ a` la mode´lisation, nous utiliserons une extrapolation de la
loi puissance pour de´terminer le nombre de failles sub-sismiques manquantes.
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Fig. 2.4: Re´seaux synthe´tiques de failles avec (a) a = 1.5 et (b) a = 2.5. Dans les deux
configurations, lmin = 5m et lmax = 100m
2.3.3 Loi log-normale
La forme d’une loi log-normale est celle d’une loi normale en teˆte de distribution et
d’une loi puissance en queue. Cette proprie´te´ permet de repre´senter une population en
loi puissance dont les e´le´ments de faible longueur sont absents ou partiellement pre´sents.
Cette loi est donc approprie´e au cas des failles identifie´es en imagerie sismique (les plus
petits objets restent non identifie´s). Sa densite´ de probabilite´ est :
n(l) =
1
lσ
√
2π
exp(− [log(l)− µ]
2
2σ2
) (2.3)
avec µ et σ la moyenne et la variance logarithmique de la loi.
Cependant, nous pre´fe´rerons conside´rer un comportement en loi puissance e´tant donne´
que cette hypothe`se permet de de´terminer le nombre de failles sub-sismiques a` ge´ne´rer.
Cependant, la loi log-normale peut servir a` de´crire d’autres types de fracturation posse´dant
une e´chelle caracte´ristique, lie´e a` l’e´paisseur des unite´s lithologiques par exemple comme
c’est le cas pour des joints [Odling et al., 1999].
2.4 Description de la re´partition spatiale
Les lois statistiques pre´ce´dentes ne permettent pas de de´crire la re´partition spatiale
d’objets situe´s dans l’espace. De plus, les re´seaux de failles peuvent posse´der des proprie´te´s
d’invariance d’e´chelle. Il est donc inte´ressant d’utiliser des outils ge´ostatistiques permet-
tant de prendre en compte ces caracte´ristiques. Les me´thodes fractales et multifractales
sont particulie`rement adapte´es a` l’e´tude de ce type de phe´nome`nes. Nous pre´senterons
d’abord les me´thodes fractales permettant d’e´tudier l’invariance d’e´chelle d’objets, puis les
me´thodes multifractales qui s’appliquent a` des quantite´s (ou proprie´te´s).
2.4.1 Me´thodes fractales
La ge´ome´trie fractale est une branche des mathe´matiques permettant l’e´tude d’objets
dont la structure est inde´pendante de l’e´chelle d’observation. Elle est donc particulie`rement
bien adapte´e a` l’e´tude de la fracturation. La notion d’objet fractal a e´te´ introduite par
B.Mandelbrot en 1975 et permet de de´finir “une courbe ou un objet de forme irre´gulie`re ou
morcele´ cre´e´ a` l’aide de re`gles stochastiques ou de´terministes impliquant une homothe´tie
ou une affinite´ interne .”[Mandelbrot, 1982]. Un objet fractal posse`de ge´ne´ralement les
proprie´te´s suivantes :
CHAPITRE 2. CARACTE´RISATION DES RE´SEAUX DE FAILLES 26
1. Similarite´ des de´tails a` des e´chelles arbitrairement petites ou grandes
2. Trop forte irre´gularite´ pour eˆtre de´crit efficacement par la ge´ome´trie euclidienne
3. Exactement ou statistiquement autosimilaire
4. Sa dimension de Hausdorff est plus grande que sa dimension topologique1.
On parle d’autosimilarite´ exacte lorsque l’objet apparaˆıt comme parfaitement identique
a` toutes les e´chelles d’observation. Ce type d’objet mathe´matique est ge´ne´re´ a` l’aide de
fonctions ite´re´es. On peut citer comme exemples le tapis de Sierpinski ou le flocon de
Koch (figures 2.5 et 2.6). Un objet est quasi autosimilaire lorsqu’il est a` peu pre`s iden-
tique a` chaque e´chelle. Chaque e´chelle est une approximation de l’ensemble, sans jamais
eˆtre identique. Enfin, un objet peut eˆtre statistiquement autosimilaire lorsqu’une mesure
nume´rique ou statistique est pre´serve´e aux diffe´rentes e´chelles d’observation. Cette notion
est donc bien adapte´e a` la description de phe´nome`nes naturels. Les ramifications d’un delta
fluviatile, la courbe de´finissant une coˆte maritime ou encore l’imbrication des alve´oles pul-
monaires sont des exemples de fractales naturelles [Mandelbrot, 1982, Feder, 1988].
Pre´cisons qu’un objet autosimilaire n’est pas ne´cessairement fractal. Une ligne droite, par
exemple, peut eˆtre construite a` l’aide de copies re´duites de son ensemble. En revanche, sa
dimension de Hausdorff est e´gale a` sa dimension topologique.
Dimension de Hausdorff
La dimension d’une ligne droite est 1, celle d’un plan est de 2. Cette dimension eucli-
dienne n’est pas adapte´e a` la description d’un objet fractal qui est fortement irre´gulier.
Celui-ci est donc caracte´rise´ par la dimension de Hausdorff, ou dimension fractale Df , non
entie`re. Dans le cas d’un objet fractal forme´ de re´plications de lui meˆme en plus petit,
cette dimension est donne´e par :
Df =
ln(n)
ln(h)
(2.4)
ou` n est le nombre d’exemplaires de l’objet de de´part re´duits d’un facteur h. Pour un
fractal de´fini dans l’espace de dimension 2, la dimension fractale sera comprise entre 1
et 2. Lorsque la dimension fractale tend vers 1, l’objet s’approche d’une ligne ou d’une
courbe, alors que si elle tend vers 2, il remplira le plan 2D de fac¸on homoge`ne.
Le flocon de Koch (Figure 2.5) est construit a` partir d’un coˆte´ forme´ de n=4 exemplaires de
lui meˆme re´duits d’un facteur h=3. Sa dimension de Hausdorff est donc Df =
ln(4)
ln(3) = 1.26.
Pour un tapis de Sierpinski (Figure 2.6) forme´ de 8 exemplaires re´duits d’un facteur 3,
Df =
ln(8)
ln(3) = 1.89. Le flocon a une faible dimension qui le rapproche d’une courbe, alors
que le tapis s’approche d’une surface.
Mesure de la dimension fractale sur des re´seaux de fractures
L’e´quation 2.4 permet de de´terminer la dimension fractale d’un objet parfaitement
auto-similaire dont on connaˆıt le mode de re´plication. Lorsque l’on ne connaˆıt pas cette
information, on peut calculer la dimension fractale d’un objet fractal donne´ en de´terminant
le nombre N(r) de disques ou sphe`res de rayon r ne´cessaires pour recouvrir entie`rement
1En d’autres termes, un re´seau de fractures mode´lise´ sous forme de line´aments est un de´ploiement de
lignes (1D) qui offre des caracte´ristiques e´voquant une surface (2D). Sa dimension de Hausdorff est alors
comprise entre 1 et 2.
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Fig. 2.5: Flocon de koch
Fig. 2.6: Tapis de Sierpinski
l’objet e´tudie´. Lorsque r diminue, N(r) augmente. Si l’objet est fractal, N(r) est inverse-
ment proportionnel a` rDf :
N(r) ∝ 1
rDf
(2.5)
En d’autres termes :
Df = lim
r→0
lnN(r)
ln(1/r)
(2.6)
Cette e´quation permet donc d’obtenir la dimension fractale d’un objet statistiquement
similaire.
L’algorithme de calcul de la dimension fractale n’est ge´ne´ralement pas aise´ a` mettre en
oeuvre. Pour les objets statistiquement fractals, d’autres dimensions ont e´te´ de´finies, qui
sont adapte´es a` certaines classes d’objets. Elles peuvent co¨ıncider avec la dimension fractale
ou diffe´rer.
“Box-dimension” Elle repose sur l’algorithme du box-counting. Son principe est le
suivant : l’objet e´tudie´ est recouvert d’un maillage compose´ de boˆıtes de taille r. Est
alors de´termine´ le nombre de boˆıtes N(r) contenant au moins une portion de faille. Cette
ope´ration est re´pe´te´e en faisant varier la taille des boˆıtes. Lorsque l’objet est fractal, le
nombre de boˆıtes N contenant au moins un segment de faille varie suivant l’e´quation :
N(r,R) ≈ (R/r)Db (2.7)
ou` Db est la dimension de box-counting et R la taille de l’espace le contenant.
Db peut eˆtre de´termine´ en trac¸ant N en fonction de r en e´chelle log-log. La dimension Db
est donne´e par la pente de la meilleure droite d’ajustement (figure 2.7). La dimension de
box-counting ne diffe`re de la dimension fractale que dans des cas tre`s particuliers (et alors
Db > Df ). Aussi dans la suite de ce travail, nous identifions Db a` Df .
En pratique, le re´seau n’est pas fractal pour toutes les e´chelles d’observation et la dimension
e´volue en fonction de r. Pour les fortes valeurs de r, toutes les boˆıtes parviennent a` recouvrir
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le re´seau. A cette e´chelle d’observation le re´seau de failles se comporte comme un plan. La
dimension fractale tend vers 2. Pour les faibles valeurs de r, les boˆıtes ne couvrent plus que
des segments de failles. A` cette e´chelle, on tend donc a` mesurer la rugosite´ des fractures
individuelles. La dimension fractale tend donc vers 1. Cette de´viation est aussi due au fait
que la sismique a une re´solution limite´e. L’estimation de la dimension fractale doit donc
se faire pour des valeurs interme´diaires de r.
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Fig. 2.7: Algorithme du Box-Counting : Le re´seau de failles est recouvert par une grille
de boˆıtes de taille variable r (2.7a 2.7b 2.7c). Le nombre de boˆıtes N(r) contenant au
moins une portion de faille est compte´ (boˆıtes blanches). En trac¸ant N(r) en fonction de
r, on de´termine la pente D d’un ajustement a` cette fonction. On remarque qu’en dessous
d’une taille de boˆıte de 800m, N(r) de´vie de l’ajustement a` cause de l’absence des failles
infe´rieures a` la re´solution sismique.
Discussion La de´termination de la dimension fractale a` l’aide de la me´thode du box-
counting est abondamment documente´e dans la litte´rature [Chile`s, 1988, Walsh, 1993,
Barton, 1995]. Cependant, c’est une me´thode qui pre´sente de nombreux biais et qui est
controverse´e par certains auteurs. Barton [1995] montre que la me´thode est sensible a`
l’orientation des boˆıtes par rapport a` l’orientation principale des fractures. Il pre´conise
donc de trouver l’orientation du maillage qui minimise le nombre de boˆıtes recouvrant
le re´seau. En reprenant les calculs de Barton [1995], Walsh [1993] montre qu’un re´seau
conside´re´ comme fractal ne l’est plus sous d’autres hypothe`ses. Il montre notamment que
le positionnement du maillage initial ainsi que le choix de la taille de boˆıte initiale peut
donner l’impression qu’un re´seau est fractal. L’effet est d’autant plus important lorsque le
re´seau n’est pas e´chantillonne´ sur un domaine rectangulaire. Similairement, Odling [1993],
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Berkowitz and Hadad [1997] ont montre´ qu’il est possible de calculer une dimension fractale
sur des re´seaux synthe´tiques ge´ne´re´s de manie`re arbitraire. La me´thode du box-counting
ne permet donc pas toujours de discerner les re´seaux fractals de ceux qui ne le sont pas.
Fonctions de corre´lation a` n-points
La me´thode du box-counting pre´sente´e pre´ce´demment part de l’hypothe`se que le re´seau
pris dans son ensemble est fractal. Une autre ide´e de´fendue par Bour and Davy [1997, 1999]
est que seule la distribution des centres de fractures est fractale. La dimension adapte´e a`
des ensembles ale´atoires de points est la dimension de corre´lation Dc. Elle se de´duit de
la fonction de corre´lation a` deux points C2(r) [Hentschel and Procaccia, 1983, Martinez
et al., 1990] :
C2(r) =
1
N2
Nd(r) (2.8)
ou` Nd est le nombre de couples de points dont la distance est infe´rieure a` r. N est le nombre
total de points. Si la population des centres est fractale, C2(r) est proportionnelle a` une
loi puissance en rDc . Dc est la dimension de corre´lation du syste`me. Dc est ge´ne´ralement
infe´rieure ou e´gale a` la dimension fractale (de Hausdorff) mais ces deux dimensions sont
tre`s proches. La dimension de corre´lation donne une indication sur la re´partition spatiale
des centres de failles. Lorsque Dc tend vers 1, des amas de points se forment. Lorsqu’elle
tend vers 2, les points tendent a` remplir uniforme´ment l’espace. Cette me´thode pre´sente
plusieurs avantages :
1. La fonction est simple et rapide a` calculer. Il suffit de calculer des distances entre
points. Par comparaison, la me´thode du box-counting requiert des calculs d’inter-
sections des failles avec le maillage.
2. Elle permet de s’affranchir des proble`mes lie´s a` l’utilisation d’un maillage
3. Elle permet une meilleure distinction entre les populations fractales et les populations
ge´ne´re´es de manie`re ale´atoire [Bonnet et al., 2001, Bour and Davy, 1997].
Cette me´thode pre´sente tout de meˆme un inconve´nient. En effet, dans la pratique, il est
impossible de de´terminer pre´cise´ment le centre d’une fracture lorsque celle-ci intersecte le
domaine d’observation.
2.4.2 Me´thodes multifractales
Les outils fractals pre´sente´s pre´ce´demment permettent d’e´tudier des objets qui
pre´sentent un caracte`re d’auto-similarite´ ou d’auto-affinite´ dans l’espace, au moins dans
une certaine gamme d’e´chelles. La ge´ne´ralisation aux multifractales applique les meˆmes
concepts a` la description d’une quantite´ associe´e a` un support [Feder, 1988]. Le concept de
multifractales a e´te´ utilise´ dans de nombreux domaines de la physique. Ils furent initiale-
ment propose´s pour mode´liser la turbulence a` l’aide de mode`les stochastiques [Mandelbrot,
1974].
Une proprie´te´ multifractale peut eˆtre conside´re´e comme la superposition d’une infinite´
d’objets fractals ayant chacun leur propre dimension. Un exemple simple est celui d’un
relief montagneux. Chaque isovaleur altime´trique est une ligne brise´e posse´dant sa propre
dimension fractale. L’ensemble de ces dimensions s’appelle le spectre des singularite´s.
Spectre des singularite´s Pour chaque point de l’espace x0 sur lequel est de´fini la
proprie´te´ multifractale, on peut de´finir l’exposant de singularite´ :
α(x0) = lim
r→0
lnµ(Bx0(r))
ln r
(2.9)
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ou` Bx0 est la boule de rayon r centre´e en x0 et µ(Bx0) la valeur moyenne de la proprie´te´
a` l’inte´rieur de la boule. Le spectre des singularite´s f(α) est la fonction qui associe la
dimension fractale de l’ensemble des points x0 tels que α(x0) = α :
f(α) = Df ({x0, α(x0) = α}) (2.10)
Spectre des dimensions ge´ne´ralise´es Une autre manie`re de quantifier un objet mul-
tifractal est de calculer son spectre des dimensions ge´ne´ralise´es. On de´finit les moments
d’ordre q :
Mq(r) =
N(r)∑
i=1
µqi (r) (2.11)
On de´finit le spectre τ(q) a` partir du comportement en loi puissance des moments lorsque
r → 0 :
Mq(r) ∝ rτ(q) (2.12)
On de´duit le spectre des dimensions ge´ne´ralise´es a` l’aide du rapport :
Dq =
τ(q)
q − 1 (2.13)
Le spectre des dimensions ge´ne´ralise´es d’un re´seau de fractures peut eˆtre de´termine´ a` l’aide
du box-counting multifractal, similaire au box-counting classique, dont la formulation est
similaire a` l’e´quation 2.4.2. Le re´seau fracture´ est recouvert par un maillage forme´ de
boˆıtes de taille r. Une proprie´te´ du re´seau est mesure´e pour chaque boˆıte, comme la
longueur cumule´e Li(r) des tronc¸ons de faille. Ces longueurs sont ensuite normalise´es par
les longueurs de l’ensemble du re´seau afin de calculer les poids :
pi(r) =
Li(r)
n∑
j=1
Lj(r)
(2.14)
Ces poids permettent alors de construire les moments d’ordre q :
Mq(r) =
n∑
i=1
[pi(r)]
q (2.15)
Si l’objet est multifractal, ces moments varient selon :
Mq(r) ≈ r(q−1)Dq (2.16)
avec −∞ < q <∞, Dq.
Les exposant Dq sont de´termine´s par un ajustement a` la loi puissance Mq(r). De la meˆme
manie`re que pour le box-counting classique, l’ajustement doit se faire sur la partie line´aire
de ln(Mq(r)) (le re´seau n’est pas multifractal sur l’ensemble des e´chelles d’observation).
En faisant varier q, on de´crit l’he´te´roge´ne´ite´ de la distribution. Par exemple, les fortes va-
leurs de q privile´gient les boˆıtes ayant une plus forte densite´. Les valeurs ne´gatives de q ca-
racte´risent les zones vides. Celles-ci correspondent souvent a` des zones sous e´chantillonne´es
qui peuvent induire des erreurs lors de la de´termination des exposants. On ne s’inte´ressera
donc qu’aux valeurs positives de q [Ouillon et al., 1995].
Il est inte´ressant de noter que la dimension D0 est identique a` la dimension fractale
obtenue avec l’algorithme du box-counting, qui caracte´rise la ge´ome´trie de l’objet. La
dimension D2 est appele´e dimension de corre´lation et est the´oriquement e´gale a` celle
calcule´e avec la fonction de corre´lation a` deux points. En effet, cette dernie`re donne la
probabilite´ que deux points soient situe´s dans un disque de rayon r [Darcel et al., 2003].
Un exemple est donne´ sur la figure 2.8.
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Fig. 2.8: Extension aux multifractales de la me´thode du box-counting de´crite figure
2.7. Pour chaque boˆıte le poids est de´fini par l’e´quation 2.14. Les moments Mq(r) en
sont de´duits. M0 est l’e´quivalent de la figure 2.7d. On remarque que pour les boˆıtes de
taille infe´rieure a` 1000 m, le comportement cesse d’eˆtre multifractal puisque les points ne
s’alignent plus sur la droite d’ajustement.
2.5 Autres parame`tres du re´seau
2.5.1 Orientations et pendages
Les e´pisodes tectoniques successifs qui ont lieu dans le gisement ge´ne`rent ge´ne´ralement
des familles de failles d’orientations diffe´rentes. L’analyse des azimuts permet de distinguer
ces diffe´rentes orientations principales et de de´finir ces familles de fractures. Une des lois les
plus utilise´es est la loi de Fisher [Fisher, 1953] qui donne la distribution angulaire autour
d’une direction moyenne :
f(θ) =
K sin θeK cos θ
ek − e−k
K est le coefficient de dispersion de Fisher. Plus il est faible et plus les angles ge´ne´re´s sont
disperse´s. Une autre loi utilise´e est celle de Von Mises qui est l’analogie de la loi normale
applique´e aux statistiques angulaires. L’estimation des parame`tres de la loi (orientation
principale et dispersion) peut soit se faire sur une rose des directions (lorsque celles-ci sont
de´finies par un seul angle, par exemple pour des failles verticales) ou sur un diagramme
de Schmitt ou` sont projete´es les normales aux plans de faille (re´seau 3D).
2.5.2 Connectivite´
La connectivite´ d’un re´seau de fractures repre´sente sa capacite´ a` conduire un fluide au
sein meˆme du re´seau. Ge´ne´ralement, un indice de connectivite´ est calcule´ entre deux plans
de fractures. La connectivite´ du re´seau de´pend essentiellement de la densite´ de fractura-
tion, de l’orientation et des longueurs des fractures.
Les re´seaux de failles sont ge´ne´ralement peu connecte´s [Odling et al., 1999]. En effet,
la densite´ de fracturation est faible, et contrairement aux fractures diffuses, les failles
contiennent peu de directions principales. Elles tendent donc a` eˆtre paralle`les ce qui dimi-
nue leur probabilite´ d’intersection. Les failles sont en dessous du seuil de percolation mais
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agissent comme des chemins pre´fe´rentiels a` l’e´coulement. La connectivite´ est alors assure´e
par les fractures diffuses.
2.6 Arguments physiques justifiant l’utilisation de lois frac-
tales et puissances
L’observation d’un certain nombre de re´seaux fracture´s en aﬄeurements a permis a`
certains auteurs de justifier l’utilisation de lois fractales et puissances pour de´crire la
complexite´ de la ge´ome´trie. Cependant, il a aussi e´te´ montre´ que certains re´seaux n’e´taient
pas fractals. Au chapitre suivant nous montrerons que l’hypothe`se fractale facilite la
mode´lisation, meˆme si le re´seau de failles sismiques n’est pas fractal. Dans cette partie
seront donc pre´sente´s certains arguments physiques qui permettent d’e´tayer l’utilisation
de fractals et de lois puissances.
Quel que soit le mode de fracturation (traction ou cisaillement), l’apparition d’une
fracture est toujours due a` une rupture associe´e au de´passement d’une contrainte critique
σmax. Les valeurs du champ de contrainte σi,j dans un gisement de´pendent a` la fois des
contraintes applique´es aux limites (tectonique), et de la position des fractures initiales.
Ainsi les lois de la me´canique des milieux continus montrent que la contrainte augmente
aux extre´mite´s d’une faille et est re´duite aux flancs de cette discontinuite´. L’apparition
de nouvelles fractures de´pend donc grandement des fractures pre´existantes.
Le principal argument en faveur de l’utilisation de lois puissances est l’absence de
longueur caracte´ristique dans les processus de facturation. Le mode`le le plus simple est
celui d’une fracture isole´e se propageant dans un milieu isotrope : la valeur du champ de
contrainte avoisinant ne de´pend alors que des distances aux extre´mite´s et de la longueur
de la fracture [Bonnet et al., 2001]. Cette hypothe`se permet d’envisager une vitesse de
propagation en loi puissance de la forme dl/dt ∝ la [Sornette et al., 1993]. Un tel mode`le
est trop simple car il ne prend pas en compte les interactions entre diffe´rentes fractures.
Cladouhos and Marrett [1996] proposent un mode`le de croissance de re´seau de
fractures prenant en compte la combinaison de fractures rapproche´es. Le mode`le est initie´
avec des segments de longueurs e´gales, e´quivalents a` des discontinuite´s pre´existantes.
Les segments se propagent a` une vitesse proportionnelle a` leur longueur. Lorsque deux
extre´mite´s sont proches l’une de l’autre, les segments se connectent pour former une faille.
En fin de croissance, les longueurs du re´seau simule´ par cette me´thode sont distribue´es
selon une loi puissance.
Les mode`les de fusibles ale´atoires [Vanneste and Sornette, 1992] permettent de
mode´liser les me´canismes de fracturation a` l’aide d’analogies e´lectriques. Le milieu
continu est approxime´ par une grille carte´sienne dont chaque segment est un fusible.
Lorsque le courant applique´ de part et d’autre du mode`le est trop fort, le fusible est
de´sactive´ et le courant passe dans les fusibles alentours (analogie de la fracturation suivie
d’une redistribution des contraintes). Davy et al. [1995], De Arcangelis and Herrmann
[1983] montrent que les re´seaux de fusibles de´sactive´s ainsi obtenus posse`dent des
proprie´te´s multifractales ainsi qu’une distribution en loi puissance.
Des re´sultats similaires sont obtenus a` partir d’expe´riences de croissance analogique
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en laboratoire. Des bacs remplis de billes de matie`res variables (silicone et verre princi-
palement) sont soumis a` des de´placements late´raux. La formation de fractures est ainsi
simule´e en laboratoire. Sornette et al. [1993], Davy et al. [1995] ont montre´ que les re´seaux
obtenus sont multifractals.
Les mode`les pre´sente´s utilisent des approches diffe´rentes pour repre´senter la crois-
sance des fractures. Ils arrivent cependant toujours a` la conclusion que la distribution
finale est fractale et que les longueurs suivent une loi puissance. Ils montrent aussi que
l’on peut aboutir a` une ge´ome´trie complexe a` partir de ge´ome´tries initiales relativement
homoge`nes. Cet aspect montre aussi que la ge´ome´trie du re´seau final est tre`s sensible a`
toutes les faibles interactions existant entre les fractures en croissance. Ainsi, on peut s’in-
terroger sur la simplification des me´canismes et se demander si les phe´nome`nes ne´glige´s
n’auraient pas entie`rement change´ les re´sultats obtenus. La conclusion est que le mode`le
fractal/multifractal ne peut pas s’expliquer de manie`re rigoureuse. Par ailleurs, l’estima-
tion pre´cise de la dimension fractale et de ses variantes est une taˆche de´licate, meˆme
lorsqu’on dispose de donne´es d’excellente qualite´, notamment du fait des effets de bord
[Theiler, 1990]. C’est encore plus le cas pour les donne´es de fracturation, qui ne sont qu’ap-
proche´es : forme simplifie´e des failles, position impre´cise des centres, etc... Nous utiliserons
en fait les outils fractals, non pour de´terminer une dimension pre´cise, mais de fac¸on heu-
ristique : ils permettent de de´crire efficacement quelques caracte´ristiques d’un phe´nome`ne
organise´ a` plusieurs e´chelles d’observation et de mesurer l’ade´quation d’une simulation du
milieu aux donne´es disponibles. Enfin, pre´cisons que dans les milieux stratifie´s, l’organi-
sation des diaclases est ge´ne´ralement controˆle´e par les bancs et se trouve de ce fait assez
re´gulie`re. Les mode`les fractals semblent mieux convenir aux failles qu’aux joints meˆme si
des re´seaux fractals de joints ont aussi e´te´ de´crits [Odling, 1993].
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Chapitre 3
Mode´lisation des re´seaux de failles
3.1 Introduction
Au chapitre pre´ce´dent, ont e´te´ pre´sente´es diffe´rentes me´thodes statistiques permettant
de caracte´riser les re´seaux fracture´s. Une version discre´tise´e du re´seau naturel a e´te´ utilise´e
pour calculer diverses proprie´te´s comme les distributions de la longueur et de l’orientation
des fractures ou les proprie´te´s fractales du re´seau. Dans ce chapitre, nous abordons la
mode´lisation dont l’objectif est la ge´ne´ration de re´seaux de fractures synthe´tiques qui
reproduisent certaines des proprie´te´s observe´es. De tels mode`les ont e´te´ mis au point pour
une grande varie´te´ d’applications comme le stockage de de´chets nucle´aires [Dershowitz
et al., 2003], l’hydroge´ologie [Singhal and Gupta, 1999] ou encore la ge´othermie [Bruel
et al., 1990]. Ces me´thodes ne peuvent cependant pas eˆtre applique´es directement aux
gisements pe´troliers.
Les gisements pe´troliers e´tant situe´s en profondeur, on ne dispose d’aucune donne´e
d’aﬄeurement. Seuls des analogues peuvent eˆtre observe´s directement. De ce fait, seule
une partie de la fracturation est visible. Les failles majeures sont de´tecte´es graˆce a`
l’imagerie sismique. Cette mesure donne une information biaise´e (seule les plus grandes
failles sont de´tecte´es) sur l’ensemble du gisement. A` l’oppose´, la fracturation diffuse est
observe´e de manie`re de´taille´e mais ponctuelle aux puits. La mode´lisation des fractures
doit donc prendre en compte cette variabilite´ d’e´chelle dans les donne´es disponibles.
Comme de plus les failles et les joints ont ge´ne´ralement des organisations tre`s diffe´rentes,
la mode´lisation des fractures diffuses est ge´ne´ralement dissocie´e de celle des failles. La
pre´sente the`se e´tant consacre´e au calage hydrodynamique des failles sub-sismiques, la
mode´lisation des fractures diffuses ne sera pas aborde´e.
Les mode`les objets sont couramment utilise´s pour repre´senter les re´seaux de fractures.
Le re´seau de fractures discre`tes (DFN1) est mode´lise´ a` l’aide de rectangles, de disques ou
de surfaces. L’avantage d’un tel mode`le est d’obtenir une repre´sentation re´aliste du re´seau
fracture´. De plus, ces mode`les sont repre´sentatifs de la connectivite´ a` grande e´chelle (c’est
a` dire, au dela` de la maille de la grille de simulation d’e´coulement). Les mode`les objets
sont donc particulie`rement adapte´s a` la mode´lisation des failles. Le principal inconve´nient
est lie´ aux ressources informatiques. La quantite´ de me´moire et les temps de calculs
peuvent devenir prohibitifs lors de la cre´ation de mode`les volumineux. Cependant, cet
inconve´nient est plutoˆt limite´ dans les applications pe´trolie`res, car le nombre de failles a`
1Discrete Fracture Network
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traiter est ge´ne´ralement restreint.
La premie`re partie de ce chapitre est consacre´e a` une revue des me´thodes stochastiques
permettant de ge´ne´rer des DFN. Plutoˆt que de faire une revue exhaustive des me´thodes
existantes, seules les me´thodes permettant de ge´ne´rer des failles seront aborde´es. Puis
seront pre´sente´es les contraintes que doit respecter le ge´ne´rateur de failles sub-sismiques.
En effet, celui-ci doit respecter des conditions particulie`res pour eˆtre compatible avec
la me´thode de calage historique de production ou “history matching”. S’ensuivra une
pre´sentation de l’algorithme de´veloppe´ au cours de cette the`se, avec des exemples inspire´s
de cas re´els. Le chapitre sera conclu par une discussion des qualite´s et de´fauts de la me´thode
de´veloppe´e.
3.2 Revue des me´thodes existantes
Cette premie`re partie est consacre´e a` une revue de diffe´rentes me´thodes permettant de
mode´liser les failles. Nous ne nous inte´ressons qu’aux me´thodes de type DFN. En effet la
mode´lisation a` l’aide de mode`les pixels tel que les mode`les ge´ostatistiques multi-points [Liu
and Srinivasan, 2005] n’offrent pas la meˆme flexibilite´ pour mode´liser de grands objets.
3.2.1 Mode`les fractals et multifractals
Nous avons montre´ au chapitre pre´ce´dent que les me´thodes fractales et multifractales
sont particulie`rement adapte´es pour caracte´riser la complexite´ des re´seaux de failles. Meˆme
si le caracte`re fractal des re´seaux de failles peut eˆtre remis en cause, la mode´lisation
fractale pre´sente l’avantage d’eˆtre physiquement cohe´rente et d’utiliser un nombre re´duit
de parame`tres pour contraindre le mode`le.
Simulation 1D a` l’aide de poussie`res de Cantor
Chile`s [1988] pre´sente une me´thode permettant de ge´ne´rer des fractures le long d’une
ligne. Les centres de fractures sont ge´ne´re´s a` l’aide d’un processus de Cantor stochastique,
dont l’aspect est controˆle´ contraint par une dimension fractale (voir l’annexe A.4 pour un
set de Cantor de´terministe). Les fractures sont ensuite place´es verticalement sur chacun de
ces centres. Le but de la simulation est de reproduire un re´seau de fractures tel qu’il serait
observe´ sur une ligne d’observation dans une galerie minie`re. Cette me´thode de simulation
n’est donc pas adapte´e a` la ge´ne´ration de failles a` l’e´chelle du gisement.
Simulation de failles fractales par essai/erreur
Cacas et al. [2001], Bourbiaux et al. [2002] proposent un algorithme permettant de
ge´ne´rer des failles fractales par le re´seau des failles sismiques. Cet algorithme est utilise´
dans le logiciel FracaFlow (de´veloppe´ a` IFP Energies nouvelles).
L’algorithme est base´ sur le fait que le re´seau de failles sismiques n’est plus fractal en
dessous d’une e´chelle d’observation minimale rmin. En effet, la limite de re´solution de la
sismique ne permet pas de relever toutes les failles. L’objectif est d’ajouter des failles subsis-
miques stochastiques pour prolonger le comportement fractal a` des e´chelles d’observation
infe´rieures. La simulation prend comme parame`tre la dimension fractale Df , le nombre N
de failles a` ge´ne´rer, les parame`tres de la loi de longueur ainsi que la loi d’orientation. Puis
la simulation se de´roule de la fac¸on suivante :
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1. Tirage de N valeurs de longueur dans la loi puissance. Les longueurs sont classe´es
par ordre de´croissant.
2. Pour chaque longueur li, une coordonne´e Xi est tire´e ale´atoirement dans le plan.
Une faille de longueur li est centre´e sur ce point. Son orientation est tire´e dans une
loi de Fisher.
3. L’algorithme du box-counting est utilise´ pour compter le nombre de boˆıtes inter-
secte´es par cette nouvelle faille. Si le nombre total de boˆıtes occupe´es est compatible
avec la dimension fractale Df , la faille est conserve´e (elle n’augmente pas la dimen-
sion fractale). L’algorithme passe ensuite a` l’e´tape 2 avec une nouvelle longueur.
4. Sinon, une nouvelle position est tire´e jusqu’a` satisfaire la condition sur la dimension
fractale. Si la faille ne peut eˆtre place´e au bout d’un certain nombre d’essais, l’algo-
rithme passe a` l’e´tape 2 avec une nouvelle longueur : la faille est rejete´e diminuant
ainsi le nombre de fractures simule´es.
Le choix de la dimension fractale Df influe sur la manie`re dont les failles sub-
sismiques s’organisent autour des failles sismiques. Lorsque Df tend vers 1, les nouvelles
failles se disposent en amas autour des failles sismiques. Lorsque Df tend vers 2, elles
se re´partissent uniforme´ment autour des failles sismiques. La figure 3.1a montre des
exemples de re´alisations. On remarque que lorsque la dimension fractale choisie n’est pas
cohe´rente avec le re´seau sismique, le re´seau final ne pre´sente pas d’invariance d’e´chelle
(figure 3.1d).
(a)
(b)
(c) (d)
Fig. 3.1: a) Re´seau de failles sismiques b) Analyse de la courbe de box-counting. La
meilleure pente donne une dimension fractale e´gale a` 1.7. Ge´ne´ration de re´seaux fractals
avec des dimensions respectives de 1.7 (c) et 1.4 (d)
Cet algorithme est bien adapte´ a` la mode´lisation pe´trolie`re car il permet de conditionner
les failles sub-sismiques au re´seau sismique. De plus, le mode`le utilise un nombre re´duit
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de parame`tres (dimension fractale, loi de longueur) pour contraindre les re´alisations. Ces
parame`tres correspondent a` des quantite´s qui sont mesurables sur aﬄeurement.
Le proble`me de cette me´thode est qu’elle est base´e sur l’algorithme du box-counting dont
les limites ont e´te´ pre´sente´es au chapitre pre´ce´dent. De plus, comme certaines failles sont
rejete´es au cours de la ge´ne´ration, il n’est pas toujours possible d’obtenir le nombre de
failles spe´cifie´ en entre´e.
Algorithmes base´s sur une mode´lisation multifractale
Mostad and Gjerde [2000], Holden et al. [2003] proposent une me´thode similaire a` la
pre´ce´dente en utilisant un formalisme multifractal. Cette me´thode est imple´mente´e dans
le logiciel de recherche HAVANA (Norwegian Computing Center), de´crit par Hollund
et al. [2002]. L’algorithme est initialise´ a` l’aide d’un certain nombre de dimensions
ge´ne´ralise´es cibles, d’une loi de longueur et d’une loi d’orientation. Les dimensions
ge´ne´ralise´es peuvent provenir d’une analyse du re´seau de failles sismiques ou d’un
gisement analogue. Un mode`le initial est ge´ne´re´ en disposant les failles ale´atoirement dans
l’espace. Puis l’erreur multifractale (la diffe´rence en termes de moindres carre´s entre le
spectre simule´ et le spectre cible) est re´duite a` l’aide d’un algorithme de type recuit simule´.
Belfield [1992] propose une autre me´thode base´e sur les multifractales. La re´partition
spatiale des failles sub-sismiques est donne´e par carte de probabilite´ obtenue par une
analyse multifractale des failles sismiques. Une me´thode plus avance´e est utilise´e par
Belfield [1998] pour mode´liser la fracturation diffuse le long de la trajectoire d’un puits
(mode´lisation 1D). Un algorithme de cascades multiplicatives2 est utilise´ pour ge´ne´rer des
re´alisations multifractales de de´formation de la roche. Ces re´alisations servent a` placer des
centres de fractures dont l’ouverture effective (e´paisseur de fracture) est contrainte par la
valeur de de´formation. La nature he´te´roge`ne des cascades multiplicatives permet d’obtenir
une distribution d’espacement de fractures qui suit une distribution fractale.
3.2.2 Mode`les hie´rarchiques
Chile`s et al. [2000] propose de mode´liser les fractures a` l’aide d’un mode`le probabiliste
hie´rarchique. Le mode`le est conc¸u de fac¸on a` simuler des re´seaux de fracture a` deux
familles dans lesquels la premie`re famille contient des fractures paralle`les, et la deuxie`me
famille vient buter contre la premie`re. Le mode`le est parame´tre´ a` l’aide de l’espacement
moyen entre les fractures, la densite´ de fracturation, la loi de longueur et le type de
connections entre fractures. Le mode`le permet d’obtenir une repre´sentation re´aliste du
milieu fracture´. En revanche, il est ne´cessaire de connaˆıtre pre´cise´ment les parame`tres
tous les parame`tres statistiques du mode`le ce qui ne permet pas d’envisager son utilisation
pour la mode´lisation pe´trolie`re.
Les couloirs de fracturation3 sont mode´lise´s de manie`re similaire par Cacas et al. [2001].
Les couloirs de fracturation sont ge´ne´re´s conditionnellement aux failles (sismiques et sub-
sismiques). Une loi de probabilite´ permet de de´finir l’extension late´rale du couloir de
fracturation, ainsi que la manie`re dont de´croˆıt la densite´ lorsque l’on s’e´loigne de la faille
principale. Une telle proprie´te´ peut eˆtre mesure´e lorsqu’un puits intersecte un couloir de
fracturation [Ozkaya and Bolle, 2006]. Les fractures sont ge´ne´re´es paralle`lement aux failles
principales (Figure 3.2).
2Les cascades multiplicatives sont de´veloppe´es page 42
3Ensemble de fractures situe´es au pourtour d’une faille majeure
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Fig. 3.2: Mode´lisation hie´rarchique de couloirs de fracturation (d’apre`s Jenni [2005]).
3.2.3 Mode`le ge´ne´tique de propagation paralle`le
Ce mode`le a e´te´ de´veloppe´ par Hu and Jenni [2005], Jenni [2005] pour effectuer le
calage hydrodynamique d’un mode`le de grandes fractures. Une attention particulie`re lui
est porte´e car il est a` l’origine des travaux de la pre´sente the`se. L’algorithme utilise des
me´thodes stochastiques couple´es avec une analogie ge´ome´canique de´crite par Maerten
et al. [2006].
L’algorithme est initialise´ a` l’aide d’une carte de densite´ de fracturation. Cette carte
peut eˆtre obtenue par un calcul ge´ome´canique ou par une analyse ge´ostatistique multi-
variable [Gauthier et al., 2000]. Puis, une population de N points d’un processus de Pois-
son non stationnaire est ge´ne´re´e, en utilisant la carte de densite´ comme contrainte (N
e´tant le nombre de failles a` ge´ne´rer). Chaque point est utilise´ pour initier la propagation
d’une faille. A chaque ite´ration de l’algorithme, les failles sont propage´es simultane´ment
d’un pas pre´alablement fixe´, la direction e´tant donne´e par une carte d’orientation. La pro-
pagation d’une faille s’arreˆte lorsque la densite´ devient trop faible (de´finie par un seuil de
propagation), ou lorsqu’une faille avoisinante est trop proche (de´finie par une taille de voi-
sinage). L’algorithme s’arreˆte lorsqu’aucune faille ne peut se propager. Le fonctionnement
est illustre´ sur la figure 3.3.
(a) (b) (c)
Fig. 3.3: Algorithme de propagation paralle`le des failles : a) tirage des points poissonniens
b) Ajout d’un segment a` chaque faille a` chaque ite´ration. La densite´ est re´duite autour de
la faille, avec un rayon e´gal a` la taille de voisinage. c) La propagation s’arreˆte lorsque le
seuil de propagation est atteint
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Avantages
1. La nature de l’algorithme permet d’obtenir une transition graduelle et continue
lorsque le germe d’une faille est de´place´ et le re´seau re´ge´ne´re´
2. La carte de densite´ est respecte´e en termes de centres de failles, mais aussi en termes
de densite´ de fracturation
3. Le mode`le n’utilise pas de loi de longueur, ce qui peut eˆtre utile lorsque celle-ci est
inconnue.
Inconve´nients
1. La contrainte principale de l’algorithme est une carte de densite´, obtenue par si-
mulation ge´ome´canique ou analyse ge´ostatistique. Une telle carte est valide pour la
fracturation diffuse mais n’est pas ade´quate pour repre´senter les failles sub-sismiques.
2. Dans le cas ou` la densite´ est issue d’un calcul ge´ome´canique, l’algorithme de pro-
pagation n’est qu’une approximation de la physique de fracturation de la roche. (en
re´alite´ il faudrait recalculer l’e´tat de contrainte a` chaque incre´ment de propagation
d’une faille).
3. La loi de longueur ne peut eˆtre directement spe´cifie´e. Le syste`me de propagation
controˆle la longueur finale des objets. Elles de´pendent a` la fois de la configuration
de la carte de densite´ (propagation stoppe´e pour les faibles valeurs) et du nombre
de failles (propagation stoppe´e au voisinage d’une autre). De ce fait, les longueurs
des failles ge´ne´re´es sont parfois irre´alistes (sur la figure 3.4 page 41, on aperc¸oit des
objets anormalement longs pour la famille oriente´e NNO).
4. Les parame`tres arbitraires utilise´s par l’algorithme (seuil de propagation et taille
de voisinages) ne correspondent pas a` des donne´es physiques. Ces parame`tres ne
peuvent eˆtre infe´re´s a` partir de donne´es observe´es sur le terrain [Verscheure, 2009].
5. La construction des failles ne prend pas en compte l’invariance d’e´chelle e´voque´e au
chapitre pre´ce´dent, ni dans la re´partition spatiale, ni dans le calcul des longueurs.
L’algorithme de propagation paralle`le ne convient donc pas a` la mode´lisation des failles
sub-sismiques car il ne permet pas d’obtenir un re´seau re´aliste d’un point de vue ge´ologique.
La figure 3.4 montre un exemple de reproduction d’un re´seau de failles a` partir d’un mode`le
de re´fe´rence. On observe des failles de longueur aberrante ainsi qu’une connectivite´ trop
e´leve´e. De plus, les parame`tres utilise´s pour contraindre ses re´alisations sont arbitraires et
ne correspondent pas a` des donne´es observables sur le terrain. La me´thodologie est donc
difficilement applicable a` la mode´lisation d’un gisement pe´trolier. Ces raisons nous ont
donc pousse´s a` mettre au point un nouvel algorithme de mode´lisation de failles.
3.3 Contraintes a` respecter pour mettre au point le
ge´ne´rateur stochastique de failles
L’objectif de cette the`se est de permettre d’une part une mode´lisation re´aliste des
failles, et d’autre part le calage hydrodynamique des re´alisations. Pour que cela soit pos-
sible, le mode`le stochastique doit respecter certaines contraintes. Celles-ci sont de´taille´es
afin de justifier certains choix faits lors de la mise au point de la me´thode de mode´lisation.
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(a) (b)
Fig. 3.4: a) Mode`le de re´fe´rence b) Mode`le simule´ (d’apre`s Jenni [2005])
3.3.1 Compatibilite´ avec la me´thode des de´formations graduelles
La me´thode d’“history matching” mise au point par Jenni [2005] utilise une pa-
rame´trisation de la position des failles a` l’aide de la me´thode des de´formations graduelles.
Cette me´thode propose de de´former une re´alisation initiale y0 d’une fonction ale´atoire
gaussienne Y , de fac¸on graduelle et cohe´rente, afin d’ame´liorer son calage aux donne´es
dynamiques. Cette me´thode sera de´crite en de´tail au chapitre 5. Elle repose sur la possi-
bilite´ de de´former de fac¸on continue les nombres ale´atoires a` la base des algorithmes de
simulation.
Continuite´ des de´placements Pour que l’history matching soit efficace, la de´formation
du mode`le objet doit eˆtre la plus continue possible. En effet, les simulations d’e´coulement
ne´cessaires a` l’e´valuation de la fonction objectif sont couˆteuses en temps de calcul. Plus
la de´formation du mode`le ge´ologique est continue, plus la re´ponse hydrodynamique du
syste`me le sera a` son tour. Cette proprie´te´ permet de re´duire le nombre de simulations
lors de l’history matching en utilisant un algorithme d’optimisation approprie´.
Pour que la de´formation soit continue, les proprie´te´s du mode`le final (positions, longueurs,
orientations, etc...) doivent eˆtre des fonctions continues des nombres ale´atoires utilise´s. Le
mode`le fractal faisant appel a` des acceptations/rejets pre´sente´ dans la partie 3.2.1 ne peut
eˆtre utilise´ car le de´placement des failles serait discontinu.
Zonabilite´ Les donne´es hydrodynamiques utilise´es pour effectuer l’history matching
sont fournies individuellement pour chaque puits (de´bits, pressions, etc...). Il est diffi-
cile de caler simultane´ment l’ensemble des puits. Il est alors ne´cessaire de proce´der a` un
calage local, au cours duquel le mode`le ge´ologique est de´forme´ inde´pendamment dans des
zones de´finies par rapport a` la configuration des puits.
Pour que le mode`le soit de´formable par zone, chaque objet doit eˆtre ge´ne´re´
inde´pendamment des autres. Le vol de Levy (Annexe A.3) est l’exemple d’un algorithme
pouvant servir a` ge´ne´rer des centres de failles suivant une distribution fractale. L’algo-
rithme peut eˆtre de´forme´ de manie`re continue en modifiant les nombres ale´atoires utilise´s
pour tirer les angles et les longueurs de pas. En revanche, la de´formation par zones n’est
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pas possible car la position d’un point de´pend de la position du point pre´ce´dent.
3.3.2 Compatibilite´ avec les donne´es disponibles en mode´lisation
pe´trolie`re
Les parame`tres du mode`le de failles sub-sismiques doivent eˆtre en ade´quation avec
les donne´es disponibles sur le terrain. De ce fait, l’algorithme de propagation paralle`le ne
peut eˆtre employe´ car il utilise des parame`tres arbitraires. Les algorithmes utilisant des
me´thodes fractales et multifractales sont quant a` eux plus approprie´s a` la mode´lisation de
re´seaux de failles sismiques. D’une part les me´thodes statistiques utilise´es sont cohe´rentes
avec les me´canismes physiques de fracturation, et d’une autre, ils permettent de contraindre
le mode`le avec un nombre re´duit de parame`tres que l’on peut obtenir a` partir d’observa-
tions sur le terrain.
Les diffe´rents mode`les fractals pre´sente´s pre´ce´demment n’e´tant pas compatible avec les
de´formations graduelles, nous proposons une nouvelle me´thodologie.
3.4 Mode´lisation multifractale de la re´partition spatiale
Nous proposons de mode´liser la re´partition spatiale des failles en calculant une carte de
densite´. Cette carte sert ensuite de contrainte pour tirer les centres de failles. L’avantage
d’une telle approche est que chaque point est ge´ne´re´ inde´pendamment des autres. La
me´thode des de´formations graduelles locale peut donc eˆtre applique´e.
3.4.1 Cascades multiplicatives
La me´thode des cascades multiplicatives permet de mode´liser une proprie´te´ multifrac-
tale en utilisant un processus re´cursif qui implique une invariance d’e´chelle.
Cascade multiplicative 1D
Le fonctionnement de l’algorithme est d’abord explique´ sur un mode`le unidimensionnel
de´crit par Belfield [1998]. L’algorithme est initialise´ a` l’aide de deux poids P1 et P2 tire´s
dans une distribution de probabilite´ P (x) non ne´gative. Les deux poids sont normalise´s
de fac¸on que : ∑
Pi = 1 (3.1)
Ces poids sont attribue´s aux hauteurs de deux segments (figure 3.5, Cascade Level 1).
Chaque segment est ensuite divise´ en 2 parties e´gales (soit 4 segments) et 4 nouveaux poids
P ′1, P
′
2, P
′
3, P
′
4 sont tire´s. Les hauteurs des nouveaux segments sont calcule´es en multipliant
les valeurs des nouveaux poids par les hauteurs du segment parent :
(P1 × P ′1), (P1 × P ′2), (P2 × P ′3), (P2 × P ′4) (3.2)
Les nouvelles hauteurs sont normalise´es pour que leur somme soit unitaire (e´quation 3.1).
Ces ope´rations de subdivision, tirage ale´atoire et multiplication par l’e´chelle supe´rieure
sont re´pe´te´es jusqu’a` atteindre une re´solution suffisante (figure 3.5,Cascade Level 6). La
figure 3.5 montre que chaque ite´ration ajoute un niveau de de´tail supple´mentaire tout
en conservant l’aspect impose´ par les e´chelles supe´rieures. Les multiplicateurs utilise´s par
Belfield [1998] sont tire´s dans une loi Le´vy-stable. L’utilisation d’une telle distribution
permet d’obtenir une cascade multiplicative dont l’aspect est similaire a` chaque e´chelle
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Fig. 3.5: Cascade multiplicative unidimensionnelle (d’apre`s Belfield [1998])
d’observation. L’aspect des re´alisations est controˆle´ par les parame`tres de la loi de distri-
bution. Plus la dispersion de la loi augmente, plus la cascade est he´te´roge`ne (figure 3.6).
Cette densite´ peut ensuite eˆtre utilise´e pour contraindre le positionnement de fractures le
long d’un puits.
Le proble`me de cette me´thode est lie´ a` la difficulte´ de relier les parame`tres de la loi de pro-
babilite´ aux donne´es observe´es sur le terrain. Au cours de cette the`se, nous avons applique´
la me´thode des cascades multiplicatives a` la ge´ne´ration d’un champ de probabilite´ 2D, en
utilisant des multiplicateurs tire´s dans une loi log-normale (qui peut s’apparenter a` une
loi Le´vy-stable). Nous avons tente´ d’e´tablir une corre´lation empirique entre les parame`tres
de la loi log-normale et le spectre des dimensions ge´ne´ralise´es. Il s’est ave´re´ qu’une telle
corre´lation est difficile a` trouver. De plus, les proprie´te´s fractales des diffe´rentes re´alisations
obtenues avec une meˆme loi log-normale varient pour chacune des re´alisations [Verscheure,
2009]. Les re´sultats obtenus avec des cascades log-normales sont donne´s dans l’annexe A.5.
Fig. 3.6: Influence de la variance sur l’he´te´roge´ne´ite´ des re´alisations (fortes valeurs : cas-
cade he´te´roge`ne, faibles valeurs : cascade homoge`ne) (d’apre`s Belfield [1998])
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Cascade multiplicative 2D contrainte par la dimension de corre´lation D2
Une me´thode pre´sente´e par Darcel et al. [2002, 2003] permet de ge´ne´rer une cascade
en imposant la dimension D2. La carte de densite´ obtenue est alors utilise´e pour ge´ne´rer
une population de points dont la dimension de corre´lation Dc sera e´gale a` D2.
La construction de la cascade est initialise´e par le calcul d’un jeu de poids pre´de´finis qui
doivent satisfaire les contraintes suivantes :
n∑
i=1
P 2i = l
D2 (3.3)
n∑
i=1
Pi = 1 (3.4)
et
Pi ≥ 0 (3.5)
ou` l est le rapport de contraction, n le nombre de poids a` tirer et D2 la dimension de
corre´lation que l’on veut mode´liser.
Dans le cas d’une cascade 2D, les longueurs et largeurs des cellules sont divise´es en 2
parties e´gales. Ce qui donne donc l = 0.5 et n = 4. 4 poids P1, P2, P3, P4 sont attribue´s
aux 4 cellules de la grille 2×2 (Figure 3.7-1). Chacune des cellules est ensuite subdivise´e en
quatre parties e´gales. A chaque subdivision, un jeu de poids Pi est attribue´ aux nouvelles
cellules. A cette e´tape, il est possible de re´utiliser le jeu de poids initial ou de recalculer
de nouvelles valeurs. Il est de meˆme possible de proce´der a` des permutations afin de varier
les re´alisations possibles. A la fin, les poids sont multiplie´s par les valeurs des cellules
avant subdivision (Figure 3.7-2). L’algorithme est ite´re´ jusqu’a` atteindre une re´solution
satisfaisante (Figure 3.7-3). La figure 3.8 montre deux exemples de re´alisations de cascades
avec des dimensions de corre´lation diffe´rentes. Le tirage des points ainsi que la fonction de
corre´lation a` deux points y sont repre´sente´s.
Fig. 3.7: Cascade multiplicative 2D avec un jeu de Pi pre´de´fini. A chaque ite´ration, les
poids sont permute´s ale´atoirement
Lissage des effets de pixellisation
Un des inconve´nients des cascades multiplicatives est qu’a` chaque ite´ration, les cellules
sont subdivise´es pour effectuer un nouveau tirage de poids. De ce fait, les he´te´roge´ne´ite´s
obtenues a` une e´chelle donne´e sont conserve´es aux e´chelles suivantes. On observe ainsi
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Fig. 3.8: a) Carte multifractale (D2 = 1.8) b) Tirage de 2000 points poissonniens c)
Fonction de corre´lation a` 2 points et sa pente locale. d), e), f) : Idem avec D2 = 1.4
un effet de “pixellisation” des re´alisations (Figure 3.8 a et 3.8d) qui n’est pas approprie´
a` la mode´lisation d’un phe´nome`ne naturel. Nous proposons donc de re´duire cet effet en
utilisant une me´thode d’interpolation. Au lieu de multiplier les nouveaux poids par les
valeurs de leurs parents, ils sont multiplie´s par des valeurs interpole´es par une spline
cubique (3.9). Cette interpolation peut eˆtre applique´e a` des ite´rations donne´es. Il est
ainsi possible d’interpoler les cartes a` partir d’une certaine e´chelle d’observation. Ce point
est important, car l’utilisation d’interpolations entraˆıne des erreurs sur la dimension de
corre´lation des points obtenus. De ce fait, il vaut mieux appliquer l’interpolation aux plus
petites e´chelles, comme illustre´ sur la figure 3.10.
Fig. 3.9: Interpolation des Pi dans l’algorithme des cascades multiplicatives : a
Conditionnement aux failles sismiques
Pour eˆtre utilise´es dans un contexte pe´trolier, les re´alisations doivent eˆtre conditionne´es
aux failles sismiques disponibles. Nous proposons une me´thode de conditionnement utili-
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Fig. 3.10: Effets du lissage dans les cascades multiplicatives. a) Pas de lissage d) lissage
sur les 2 dernie`res ite´rations de l’algorithme, g) lissage sur les 4 dernie`res ite´rations de
l’algorithme
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sant le fait que les cascades multiplicatives conservent l’aspect des e´chelles supe´rieures a`
chaque ite´ration. Nous utilisons les cascades multiplicatives afin d’augmenter la re´solution
d’une image. Cette augmentation est stochastique et satisfait a` une invariance d’e´chelle.
De cette manie`re, il est possible d’ajouter des failles multifractales en dessous de la limite
de re´solution sismique.
Notre me´thode de conditionnement est initialise´e a` partir de l’e´chelle minimale rmin
en dessous de laquelle le re´seau ne pre´sente plus d’invariance d’e´chelle. Cette valeur est
de´termine´e lors de l’analyse des failles sismiques. Deux manie`res de calculer rmin peuvent
eˆtre envisage´es.
La premie`re est de conside´rer les centres de failles sismiques, et d’e´tudier leur caracte`re
multifractal avec la fonction de corre´lation a` deux points ou le box-counting multifractal.
L’e´chelle rmin est donne´e par le rayon (ou la taille de boite) a` partir duquel la courbe n’est
plus line´aire. Le domaine fracture´ est ensuite recouvert d’un maillage dont la taille des
cellules est e´gale a` rmin. La densite´ des centres de failles sismiques (nombre de centres par
boite sur nombre de centres total) est calcule´e pour chacune des cellules. Le re´sultat est
une carte de densite´ des failles a` basse re´solution. Cette carte est utilise´e pour initialiser
l’algorithme des cascades multiplicatives. Cette me´thode est la plus rigoureuse car elle
conside`re que seuls les centres de failles sont fractals.
L’autre manie`re de proce´der est de conside´rer l’ensemble des failles sismiques. L’ana-
lyse est faite avec le box-counting multifractal. La taille de boite rmin a` partir de la-
quelle le re´seau de´vie du comportement fractal est de´termine´e de la meˆme manie`re que
pre´ce´demment. Les valeurs de la carte de densite´ basse re´solution sont calcule´es en mesu-
rant la longueur cumule´e de faille dans chaque maille. Cette me´thode est plus approprie´e
pour traiter les re´seaux contenant peu de failles sismiques. En effet, si les seuls centres de
failles sont conside´re´s, la carte de densite´ contiendra un nombre important de zones vides.
La me´thode de conditionnement est illustre´e sur la figure 3.11.
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Fig. 3.11: Conditionnement des failles sub-sismiques. a) Calcul de la carte de densite´ basse
re´solution b) Cascade multiplicative, initialise´e par la carte basse re´solution c) Tirage des
points poissonniens
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3.5 Mode´lisation 2.5D des failles
La me´thodologie que nous proposons utilise une approche de mode´lisation dite 2.5D.
Les failles sont d’abord ge´ne´re´es en 2D, sous la forme de line´aments, puis e´tendues en 3D
en utilisant des re`gles d’extrusion contraintes par les valeurs de pendages et les horizons
ge´ologiques.
3.5.1 Tirage des centres de failles
La carte multifractale ge´ne´re´e par l’algorithme des cascades multiplicatives est utilise´e
pour effectuer un tirage de points poissonniens non-stationnaires. La simulation peut eˆtre
effectue´e a` l’aide d’une me´thode de type acceptation-rejet (annexe A.2) ou a` l’aide d’une
me´thode se´quentielle4.
3.5.2 Construction des line´aments
La construction des line´aments s’appuie sur un maillage 2D qui recouvre le domaine
fracture´. Les cellules de cette carte contiennent les orientations calcule´es par moyenne
mobile du re´seau sismique. La longueur finale de chaque line´ament est tire´e dans une
loi puissance, pre´alablement a` sa ge´ne´ration. Les line´aments sont propage´s de part et
d’autre du centre, sous forme de segments jointifs, jusqu’a` atteindre la longueur finale.
L’orientation de chaque segment est donne´e par la carte d’orientation (Figure 3.12). On
peut ajouter un bruit correspondant a` un tirage dans une loi de Fisher.
Bour and Davy [1999] ont montre´ l’existence d’une corre´lation entre la longueur l et la
distance d(l) a` la faille de longueur supe´rieure la plus proche. Cette corre´lation correspond
a` la formation de clusters de petites failles autour des plus grandes.
Par de´finition de la loi puissance, le nombre de petites failles est supe´rieur aux grandes.
En distribuant ale´atoirement les longueurs sur les centres, cette corre´lation se retrouve
naturellement dans le re´seau synthe´tique.
Ce phe´nome`ne d’anti-clustering des petites failles autour des grandes s’observe aussi sur
des e´chantillons de´forme´s en laboratoire [Ackermann and Schlische, 1997].
3.5.3 Ge´ne´ration des failles en 3D
L’angle de pendage est tire´ dans une distribution de Fisher (ou peut eˆtre de´fini comme
constant). Le vecteur normal moyen du line´ament est calcule´ afin de de´finir une direction
d’extrusion suivant l’angle de pendage. Le line´ament est translate´ de part et d’autre du
mode`le re´servoir pour former une surface (Figure 3.13a).
La faille finale est obtenue par e´limination des surfaces situe´es a` l’exte´rieur de la grille
ge´ologique (Figure 3.13b). L’algorithme de clipping utilise´ est base´ sur un de´coupage
du plan de faille par chacune des cellules de la grille ge´ologique [Weiler and Atherton,
1977]. Il est possible de spe´cifier des horizons spe´cifiques pour ge´ne´rer des failles par unite´
ge´ologique.
4Cet algorithme pre´sente l’avantage d’eˆtre compatible avec la me´thode des de´formations graduelles. Il
sera de´crit au chapitre consacre´ au calage d’historique (page 76)
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Fig. 3.12: Ge´ne´ration des line´aments 2D. Les line´aments sont construits sur la grille (poin-
tille´s), a` partir des centres de failles (points noirs). Sur cet exemple, l’orientation n’est pas
perturbe´e par une loi de Fisher.
(a) (b)
Fig. 3.13: a) Line´aments translate´ de part et d’autre de la grille re´servoir b) Rognage des
surface situe´es en dehors de la grille
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3.6 Exemples
Nous pre´sentons maintenant deux exemples d’application pour illustrer le fonctionne-
ment du ge´ne´rateur de failles. Les deux cas sont inspire´s de donne´es re´elles. Le premier
cas repre´sente un re´seau fracture´ comprenant de nombreuses failles alors que le second en
posse`de tre`s peu.
3.6.1 Exemple 1 - Gisement Mu
Cet exemple est extrait de la the`se de Jenni [2005]. Il s’agit d’un re´seau de failles
sismiques d’un champ carbonate´ situe´ en Afrique du Nord (Figure 3.14).
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Fig. 3.14: Re´seau de failles sismiques du gisement Mu
Analyse des longueurs
La figure 3.15 montre deux interpre´tations de l’analyse des failles sub-sismiques. La
partie line´aire de la loi puissance est difficile a` estimer a` cause du manque de failles et des
effets de troncature importants. Le domaine d’e´chantillonnage late´ral est faible par rapport
a` la longueur des plus grandes failles. Pour cet exemple, il est difficile de caracte´riser
pre´cise´ment le nombre de failles a` ge´ne´rer, ainsi que l’exposant de la loi puissance. Le
nombre de failles sub-sismiques a` ge´ne´rer varie d’environ 30%. Ces deux solutions sont
statistiquement valides. Le choix d’une solution de´pendra de l’expe´rience du ge´ologue et
des re´sultats des simulations d’e´coulement.
Analyse de la dimension fractale
La figure 3.16 illustre l’estimation de D2 a` l’aide de la fonction de corre´lation a`
deux points (a), du box-counting sur les centres (b) et du box-counting sur les failles
(c). La pente locale des courbes facilite l’estimation des parties line´aires. La fonction
de corre´lation a` deux point (figure 3.16a) semble indiquer une dimension de corre´lation
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Fig. 3.15: Deux interpre´tations de la loi de longueur pour le re´seau de la figure 3.14
e´gale a` 1.8. Le box-counting sur les centres donne une dimension e´gale a` environ 1.65.
La dispersion des valeurs de pente locale montre cependant que ce re´sultat n’est pas
significatif (figure 3.16b). Enfin, la dimension de corre´lation sur l’ensemble des failles
donne une valeur e´gale a` 1.8 (figure 3.16c).
En the´orie, les dimensions de corre´lation obtenues avec le box-counting et la fonction
de corre´lation a` deux points sont cense´es eˆtre identiques. L’exemple montre bien que la
pratique ne permet pas de confirmer ce re´sultat. Ces diffe´rences peuvent s’expliquent par le
manque de donne´es, les biais lie´s a` la me´thode du box-counting et les effets de troncature.
Une autre hypothe`se serait que le re´seau n’est pas fractal. Cette hypothe`se pourrait eˆtre
confirme´e par le fait que les parties line´aires des diffe´rentes courbes ne sont valides que pour
des gammes d’e´chelle re´duites. Nous choisissons cependant d’effectuer une mode´lisation a`
l’aide d’une dimension de corre´lation e´gale a` 1.8. La carte de densite´ basse re´solution est
calcule´e pour une taille de maille rmin e´gale a` 1500m.
Mode´lisation
L’analyse des failles sismiques ayant permis de formuler deux hypothe`ses sur la loi de
longueur, nous ge´ne´rons deux mode`les a` l’aide des parame`tres regroupe´s dans le tableau
suivant :
Mode`le rmin Df Nfailles lmin lmax a Figure
1 1500.0 1.8 1256 100.0 700.0 1.03 3.17
2 1500.0 1.8 911 100.0 600.0 0.96 3.18
Les deux mode`les ge´ne´re´s permettent de prolonger la fonction de corre´lation a` deux
points a` des e´chelles d’observation plus faibles. Malgre´ la diffe´rence en nombre de failles, les
deux mode`les sont similaires et cohe´rents. Ce re´sultat montre que les deux mode`les sont
valides malgre´ leurs diffe´rences. En revanche, les proprie´te´s hydrodynamiques des deux
mode`les seront diffe´rentes en raison du nombre de failles supple´mentaires.
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Fig. 3.16: Analyse de la corre´lation spatiale du re´seau pre´sente´ sur la figure 3.14. On utilise
respectivement a) la fonction de corre´lation a` deux points, b) la me´thode du box-counting
applique´e aux centres de failles, c) la me´thode du box-counting applique´e aux failles. Les
courbes pleines repre´sentent les fonctions calcule´es. Les points repre´sentent les valeurs des
pentes locales.
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Fig. 3.17: Re´sultats obtenus pour le mode`le 1. (a) Re´seau de failles sismiques et sub-
sismiques (b) Fonction de corre´lation a` deux points (c) Moment d’ordre 2. Marqueurs
ronds : fonction calcule´e sur le re´seau de failles sismiques, marqueurs croix : fonction
calcule´e sur l’ensemble des failles sismiques et des failles sub-sismiques, courbe noire :
pente locale pour les failles sismiques, courbe grise : pente locale pour les failles sismiques
et sub-sismiques
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Fig. 3.18: Re´sultats obtenus pour le mode`le 2. (a) Re´seau de failles sismiques et sub-
sismiques (b) Fonction de corre´lation a` deux points (c) Moment d’ordre 2. Marqueurs
ronds : fonction calcule´e sur le re´seau de failles sismiques, marqueurs croix : fonction
calcule´e sur les failles sismiques+sub-sismiques, courbe noire : pente locale pour les failles
sismiques, courbe grise : pente locale pour les failles sismiques et sub-sismiques
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3.6.2 Exemple 2 - Gisement Tbf
Dans cet exemple, nous pre´sentons le cas d’un gisement contenant tre`s peu de failles
sismiques (Figure 3.19). Il est donc impossible de de´duire une loi de longueurs ou une
dimension de corre´lation. En pratique, un tel gisement ne contient pas ne´cessairement de
failles sub-sismiques. Nous proposons cependant d’utiliser cet exemple pour illustrer l’uti-
lisation de notre me´thodologie lorsque peu de donne´es sont disponibles.
La dimension de corre´lation doit eˆtre intuite´e. Nous choisissons de ge´ne´rer un re´seau
Fig. 3.19: Re´seau de failles sismiques du gisement Tbf
fortement clusterise´ avec Dc = 1.4. 2500 failles sont ge´ne´re´es entre 10 et 1200 m, avec
un exposant de loi puissance a e´gal a` 2.5. Une premie`re re´alisation est ge´ne´re´e. La taille
de maille utilise´e pour calculer la re´solution initiale est fixe´e a` 800m. La carte de densite´
initiale est calcule´e avec une re´solution initiale de 800m sur l’ensemble des failles. De cette
manie`re les failles sub-sismiques sont ge´ne´re´es tout le long des failles principales. La fonc-
tion de corre´lation a` deux points de la re´alisation est calcule´e (figure 3.20a). L’observation
de la pente locale montre que la dimension est trop e´leve´e pour les rayons supe´rieurs a`
300m. En d’autres termes, les effets de clustering ne sont pas assez prononce´s pour les
grandes e´chelles d’observation. On re´duit donc rmin a` 600m. On obtient le re´seau de failles
de la figure 3.20d. La pente de la fonction de corre´lation est alors beaucoup plus proche de
la dimension impose´e (3.20c). Cet exemple montre que sans donne´es d’entre´e, la re´solution
initiale rmin doit eˆtre de´termine´e par essai erreur.
Les failles sont ensuite ge´ne´re´es en 3D, avec un pendage de 80˚ . La position verticale
des failles est de´termine´e ale´atoirement, et l’extension verticale de´pend de la longueur du
line´ament 2D (Figure 3.21).
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Fig. 3.20: Influence de la re´solution initiale sur la dimension de corre´lation des re´alisations.
(a) Fonction de corre´lation pour une dimension fractale e´gale a` 1.4 et une re´solution
initiale e´gale a` 800 m. (b) Re´alisation correspondante (c) Fonction de corre´lation pour
une dimension fractale e´gale a` 1.4 et une re´solution initiale e´gale a` 600 m. (d) Re´alisation
correspondante
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Fig. 3.21: Ge´ne´ration des failles en 3D. L’extension verticale est fonction de la longueur
des line´aments. Les failles sismiques sont en vert, les sub-sismiques en rouge.
3.7 Limites et perspectives
La me´thode que nous proposons a pour but de permettre une mode´lisation rigou-
reuse des failles sub-sismiques (inte´gration des donne´es statiques) tout en offrant une
compatibilite´ avec la me´thode des de´formations graduelles pour effectuer l’history mat-
ching (inte´gration des donne´es dynamiques). Notre me´thode pre´sente donc de nom-
breuses avance´es par rapport au mode`le de´veloppe´ par Jenni [2005] qui ne permettait pas
l’inte´gration des donne´es statiques. Cependant, notre me´thode posse`de certaines limites
et points ame´liorables, que nous discutons dans la pre´sente partie.
3.7.1 Manque de donne´es
Notre me´thodologie propose d’utiliser le re´seau de failles sismiques pour contraindre les
failles sub-sismiques. Dans les exemples pre´ce´dents, nous avons montre´ qu’il e´tait parfois
difficile de de´terminer la loi des longueurs et la dimension fractale. Une des limitations de
notre me´thode est l’augmentation du niveau d’incertitude lorsque le re´seau de failles sis-
miques est mal caracte´rise´. On doit parfois intuiter les parame`tres du mode`le. Cependant,
cette limitation s’applique aussi aux autres me´thodes fractales de´taille´es pre´ce´demment.
3.7.2 Calcul des orientations
L’orientation moyenne des failles sub-sismiques est obtenue par moyenne mobile des
orientations de failles sismiques. Cette approximation ne prend pas en compte la redistri-
bution des contraintes autour des failles sismiques. Cette redistribution entraˆıne l’appari-
tion de failles conjugue´es dont l’orientation diffe`re de la moyenne des failles sismiques. Une
me´thode plus rigoureuse serait d’utiliser l’e´tat de contrainte issu d’un calcul ge´ome´canique.
La relation entre l’angle de fracturation et la contrainte serait donne´e par l’angle de friction
de la roche [Maerten et al., 2006].
3.7.3 Divisions dans les cascades multiplicatives
Le calcul de la densite´ multifractale utilise une cascade multiplicative dite binomiale.
Des subdivisions de chaque cellule sont effectue´es a` chaque ite´ration. Ces subdivisions font
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apparaˆıtre des caracte´ristiques rectangulaires, qui ne sont pas approprie´es a` la description
de processus naturels. Nous avons essaye´ de lisser les re´alisations en utilisant des interpo-
lations au cours des divisions [Verscheure, 2009]. L’ide´e a e´te´ abandonne´e car ce lissage
entraˆıne une erreur sur la dimension de corre´lation des points ge´ne´re´s.
Une alternative inte´ressante qui n’a pu eˆtre e´tudie´e au cours de cette the`se est l’utilisa-
tion de cascades infiniment divisibles [Chainais, 2007]. Elles permettent de ge´ne´rer des
re´alisations multifractales continues, en utilisant un processus stochastique. Koenig and
Chainais [2009] ont montre´ que ces me´thodes peuvent eˆtre utilise´e pour augmenter la
re´solution d’images du Soleil, tout en respectant les proprie´te´s multifractales de l’image ini-
tiale. Cette me´thode est donc parfaitement adapte´e a` notre me´thodologie de mode´lisation,
et permettrait de s’affranchir des inconve´nients lie´s aux cascades binomiales.
3.7.4 Mode´lisation 2.5D
La mode´lisation 2.5D permet d’e´tendre facilement des proprie´te´s 2D en 3D. Elle se jus-
tifie car les gisements pe´troliers ont ge´ne´ralement des structures a` ratio longueur/e´paisseur
tre`s e´leve´. Les corre´lations spatiales du plan sont ge´ne´ralement pre´ponde´rantes dans le
plan. Cependant, la projection de line´aments d’un horizon ge´ologique a` un autre peut po-
ser des proble`mes, notamment dans le cas de fort pendage des horizons ge´ologiques. Des
failles ayant des ge´ome´tries aberrantes peuvent alors eˆtre ge´ne´re´es. De plus, ce type de
mode´lisation ne permet pas de prendre en compte les fractures qui traversent partielle-
ment les horizons ge´ologiques.
3.7.5 Perspectives
Les ame´liorations imme´diates que l’on pourrait apporter au mode`le propose´ afin de
re´duire certaines de ces limitations seraient les suivantes :
1. Analyse 3D des failles sub-sismiques. Utilisation de lois puissance pour caracte´riser
les longueurs, hauteurs et rejets de failles. Analyse des corre´lations spatiales en 3D.
Les dimensions de corre´lation sont alors comprises entre 2 et 3.
2. Calcul de cascades multiplicatives 3D a` l’aide de la me´thode des cascades infiniment
divisibles.
3. Ge´ne´ration des failles en 3D : tirage de centres en 3D, puis construction de la
ge´ome´trie des failles suivant une loi de longueur, d’extension verticale, pendage et
d’azimut.
Chapitre 4
Simulation d’e´coulement
4.1 Introduction
Au chapitre pre´ce´dent a e´te´ pre´sente´e une me´thodologie permettant de ge´ne´rer des
re´alisations de re´seaux de failles mode´lise´es a` l’aide d’objets. Ce mode`le ge´ologique est
ensuite utilise´ pour simuler les e´coulements ayant lieu au sein des roches re´servoir. Cepen-
dant, en raison de la complexite´ du proble`me, la re´solution des e´quations d’e´coulements
ne peut eˆtre faite que de manie`re nume´rique, sur des maillages au nombre de mailles
limite´. Les sche´mas utilise´s, ge´ne´ralement de type volumes finis, ne´cessitent des outils in-
formatiques puissants qui ne sont pas suffisants pour effectuer les simulations directement
sur le mode`le objet.
Le mode`le objet doit donc eˆtre converti en un mode`le de´grade´ encore appele´ grille
re´servoir. La taille d’une maille re´servoir est de l’ordre de la centaine de me`tres dans
le plan horizontal alors que les donne´es de densite´ de fracturation sont de l’ordre de
la dizaine de me`tres. Que ce soit les failles ou la fracturation diffuse il est ne´cessaire
d’effectuer cette e´tape d’homoge´ne´isation (ou upscaling dans le vocabulaire pe´trolier)
a` l’e´chelle de la maille re´servoir. Cette e´tape peut eˆtre faite de manie`re analytique ou
nume´rique.
L’objectif de ce chapitre est donc d’e´tudier les diffe´rentes me´thodes permettant d’ef-
fectuer cette conversion. Dans la premie`re partie seront de´taille´es les diffe´rentes e´quations
permettant de de´crire les e´coulements dans le milieu fracture´ ainsi que les me´thodes per-
mettant de discre´tiser et re´soudre ces e´quations. Le but de ce chapitre n’e´tant pas de de´crire
le fonctionnement d’un simulateur de re´servoir, les de´tails relatifs aux sche´mas nume´riques
ne seront pas aborde´s. Puis dans une seconde partie seront de´taille´es les me´thodes per-
mettant de calculer les proprie´te´s e´quivalentes au mode`le discret.
4.2 Mode´lisation des e´coulements dans les milieux fracture´s
Les e´quations utilise´es pour mode´liser l’e´coulement en milieu fracture´ sont similaires a`
celles utilise´es pour les milieux poreux. Cependant, la mode´lisation des e´coulements dans
un milieu fracture´ a` l’aide d’une e´quation unique requiert le maillage pre´cis de chaque
fracture et de la matrice environnante. En pratique, les ge´ome´tries ge´ne´re´es par de telles
me´thodes sont tellement complexe que l’e´quation d’e´coulement ne peut eˆtre re´solue a`
l’e´chelle du gisement. L’approche la plus utilise´e est donc celle de la double porosite´,
initialement de´veloppe´e par Warren and Root [1963] et Barrenblatt et al. [1960] (Figure
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4.1). Dans cette approche, le mode`le de gisement est constitue´ de deux milieux, la matrice
et la fracture. Chaque milieu posse`de ses propres valeurs de perme´abilite´ et de porosite´. En
re`gle ge´ne´rale, le milieu fracture´ est tre`s perme´able mais de volume faible par rapport a` la
matrice (il contient peu d’hydrocarbures). La matrice posse`de quant a` elle un volume de
stockage important mais est peu perme´able. Lorsque l’e´coulement entre les mailles matrice
est ne´glige´, le mode`le est dit double-porosite´ simple-perme´abilite´. Le fluide ne circule
pas dans la matrice mais cette dernie`re alimente le milieu fracture´ en hydrocarbures. Le
transport vers les puits est assure´ par la le milieu fracture´ qui est fortement perme´able.
Lorsque la matrice est suffisamment perme´able, l’e´coulement entre mailles matricielles
est pris en compte et le mode`le est a` double perme´abilite´. Nous pre´senterons d’abord les
e´quations d’e´coulements dans chacun des milieux, puis celles permettant de de´crire les
e´changes entre le milieu matriciel et fracture´.
4.2.1 Equations des e´coulements dans les milieux matrices et fractures
Conservation de la masse dans le milieu fracture´
Dans le cas d’un mode`le black-oil, l’e´quation de conservation de la masse dans le re´seau
de fractures f est la suivante, pour chacune des phases p :
∂
∂t
(φfρpSp)
f + div(ρp ~up)
f + (ρpQp)
f − Fmfp = 0 (4.1)
A part le terme de transfert matrice/fracture Fmfp , cette e´quation est la meˆme que celle
utilise´e dans les simulateurs simple porosite´.
Conservation de la masse dans le milieu matriciel
L’e´quation de conservation dans le milieu matriciel dans le cas d’un mode`le simple
perme´abilite´ est la suivante :
∂
∂t
(φmρpSp)
m + (ρpQp)
m − Fmfp = 0 (4.2)
Dans le cas d’un mode`le double perme´abilite´ :
∂
∂t
(φmρpSp)
m + div(ρp ~up)
m + (ρpQp)
m − Fmfp = 0 (4.3)
f et m repre´sentent respectivement les milieux fissure´ et matriciel
φm et φp sont les porosite´s matrice et fissure
ρp est la densite´ de la phase p
Qp le de´bit volumique d’injection/production de la phase p (ne´gatif en injection et positif
en production)
Sp est la saturation de la phase p
~up est la vitesse de de´placement de la phase p
Vitesse de Darcy
La vitesse de de´placement de la phase p dans le milieu poreux i est donne´e par la loi
de Darcy :
~uip = −Ki
krp
µp
−→∇(Pp − ρpgZ) (4.4)
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Fig. 4.1: Repre´sentation simplifie´e de la double porosite´ (d’apre`s Lemonnier and Bour-
biaux [2010])
avec K le tenseur de perme´abilite´ intrinse`que du milieu, krp la perme´abilite´ relative de la
phase p, µp sa viscosite´, Pp sa pression et ρgZ le terme gravitaire. Pour re´duire la com-
plexite´ des sche´mas de discre´tisation, on se rame`ne a` un tenseur diagonalise´, permettant
de de´finir la perme´abilite´ dans les 3 directions principales de l’e´coulement.
4.2.2 Mode´lisation des e´changes matrice-fissure
Une des difficulte´s rencontre´es lors de la mode´lisation des e´coulements en milieu frac-
ture´ est le calcul du terme d’e´change matrice-fracture Fmfp . Dans cette partie seront passe´es
en revue plusieurs me´thodes permettant d’effectuer ce calcul.
Repre´sentation simplifie´e du milieu fracture´
Warren and Root [1963] proposent une repre´sentation ge´ome´trique simplifie´e du mi-
lieu fracture´ afin de faciliter la mode´lisation des e´changes matrice fracture. Elle est encore
employe´e a` ce jour et permet de de´river de nombreuses formulations d’e´changes matrice-
fissure. Cette repre´sentation est constitue´e d’un re´seau de blocs matriciels, de taille iden-
tique et se´pare´s par un espace repre´sentant le milieu fracture´. La figure 4.1 illustre cette
repre´sentation ainsi que la superposition d’une maille matrice et fracture avec leur terme
d’e´change.
Mode´lisation a` l’aide d’un facteur de forme
Warren and Root [1963] proposent de mode´liser l’e´change matrice fracture en
conside´rant un e´coulement monophasique quasi-stationnaire s’exprimant sous la forme :
Fmfp = σK
m ρ
µ
(Pm − P f ) (4.5)
ou` Pm et P f sont les pressions dans les mailles matrice et fracture, Km est la perme´abilite´
matrice, ρ la densite´ et µ la viscosite´. σ de´signe le facteur de forme qui controˆle l’e´change
matrice/fracture. Celui-ci est suppose´ constant et ne de´pend que de la ge´ome´trie et des
dimensions des blocs matriciels. Plusieurs auteurs ont propose´ leur formulation du fac-
teur de forme. Warren and Root [1963] proposent une formulation base´e sur une solution
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analytique de l’e´quation de diffusion de la pression :
σ =
4N(N + 2)
a2
(4.6)
ou` N est le nombre de blocs matriciels de dimension a.
Kazemi et al. [1976] propose une formulation prenant en compte une perme´abilite´ matri-
cielle isotrope :
α = 4(
1
l2x
+
1
l2y
+
1
l2z
) (4.7)
ou` lx, ly et lz sont les dimensions des blocs dans les 3 directions principales.
Le proble`me du facteur de forme est qu’il est de´rive´ d’un e´coulement pseudo-permanent.
Certains auteurs ont pre´sente´ des corrections permettant de prendre en compte les
e´coulements non permanents [Lim and Aziz, 1995, Bourbiaux et al., 1999]. De plus, sa
formulation est de´rive´e d’un e´coulement monophasique et il est difficile d’obtenir une ap-
proximation prenant en compte les e´coulements polyphasiques. Enfin, comme le montre
l’e´quation 4.5, le facteur de forme homoge´ne´ise les e´coulements dans toutes les directions.
Les e´coulements gravitaires ne sont donc pas dissocie´s des e´coulements horizontaux, et
l’anisotropie des perme´abilite´s matricielles n’est pas prise en compte.
Mode´lisation avec prise en compte de l’e´coulement dans diffe´rentes directions
Pour palier aux inconve´nients lie´s a` l’utilisation du facteur de forme, il est possible
de de´crire individuellement les e´coulements dans chaque direction des blocs matriciels. Si
chaque maille de dimensions Dx, Dy, Dz contient N blocs matriciels de dimension lx, ly
et lz, alors N = DxDyDz/(lxlylz). Le flux F
mf
p d’une phase entre un bloc matriciel et les
fractures l’entourant s’exprime comme la somme des flux fmf a` travers chacune des six
faces j du bloc :
Fmfp =
1
abc
fmf =
1
abc
6∑
j=1
fj (4.8)
Le flux fjp d’une phase p au travers d’une face j se calcule en appliquant la loi de Darcy
entre le centre du bloc matriciel et chacune des six faces :
fjp =
Aj
lj/2
Kmj
µ
(Φfj − Φm) (4.9)
ou` Aj est l’aire de la section de passage, lj la longueur du bloc dans la direction perpen-
diculaire a` la face, Φfj et Φ
m les potentiels de phase dans les milieux fracture et matrice,
Kmj la perme´abilite´ intrinse`que de la matrice.
Ce mode`le propose´ par Sabathier et al. [1998] permet de prendre en compte les effets
gravitaires graˆce au calcul des flux sur les faces haut et bas des blocs matrice. De plus,
contrairement au facteur de forme qui moyenne toutes les tailles de blocs, cette formulation
permet de prendre en compte l’anisotropie des tailles de blocs matriciels. Nous utiliserons
donc cette me´thode qui est adapte´e a` la simulation sur un mode`le 3D.
4.2.3 Discre´tisation des e´quations
La complexite´ du re´servoir ne permet pas de re´soudre les e´quations d’e´coulement de
manie`re analytique. La re´solution du syste`me d’e´quations aux de´rive´es partielles constitue´
de la conservation de la masse, de la vitesse de Darcy, et de l’e´change matrice fracture est
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donc faite de manie`re nume´rique.
La discre´tisation en temps est faite a` l’aide d’un sche´ma nume´rique implicite. En
effet, les de´placements de fluides peuvent eˆtre rapides en raison des forts contrastes
de perme´abilite´ pre´sents dans les re´servoirs fracture´s. Dans une telle configuration, les
sche´mas explicites ou semi-explicites sont peu efficaces car les pas de temps sont trop
courts pour que les calculs soient effectue´s en des temps raisonnables. La discre´tisation
en temps n’est pas aborde´e dans cette partie. En revanche, le lecteur inte´resse´ pourra
se re´fe´rer a` des ouvrages ge´ne´ralistes sur la simulation d’e´coulements comme ceux de
Peaceman [1977], Aziz and Settari [1979].
La discre´tisation en espace utilise un maillage construit de manie`re a` ce que les
mailles repre´sentent au mieux les diffe´rents objets ge´ologiques. Ces mailles peuvent eˆtre
constitue´es de pave´s re´guliers (maillage carte´sien), de pave´s irre´guliers (maillage CPG)
ou de mailles de forme quelconque (maillage de´structure´). La discre´tisation d’un re´seau
fracture´ peut se faire en maillant partiellement ou totalement la ge´ome´trie des fractures,
ou en ne calculant que les proprie´te´s e´quivalentes a` leur pre´sence.
CPG : Les grilles CPG (Corner Point Geometry) sont les plus utilise´es pour mailler
le mode`le d’e´coulement. Une grille CPG est compose´e de NX × NY × NZ mailles
paralle´le´pipe´dique. La seule condition a` respecter est d’aligner les sommets d’une
meˆme colonne sur une droite. Ce type de grille permet de repre´senter des structures
complexes, comme les de´crochements des grandes failles ou la disparition de certains
horizons (en utilisant des mailles d’e´paisseur nulle).
Discre´tisation par maillage individuel des fractures
La ge´ome´trie des failles peut eˆtre prise en compte en les maillant individuellement ou en
proce´dant a` des raffinements a` leurs alentours. L’avantage de ce type de me´thode est d’ob-
tenir une mode´lisation pre´cise des e´coulements aux alentours des fractures. L’inconve´nient
est l’augmentation du nombre de mailles qui alourdit les temps de calcul.
Inte´gration au maillage CPG Dans le cas des maillages CPG, les grandes failles
structurales sont approche´es au mieux par les mailles de la grille utilise´e. Le rejet est pris
en compte et de´cale la grille de part et d’autre de la faille (Figure 4.2). Lorsque la faille
n’est pas oriente´e selon la direction principale du maillage, celle-ci est discre´tise´e dans le
plan horizontal par des marches d’escalier. Une telle discre´tisation ne permet cependant
pas de prendre en compte les e´coulements a` l’inte´rieur de la faille.
Pour reme´dier a` ce proble`me Henn et al. [2004], Tunc et al. [2010] proposent de
prendre en compte ces e´coulements avec un mode`le de dimension infe´rieure a` celle de
la grille CPG. La surface de la faille est repre´sente´e par des mailles matricielles servant
a` connecter les deux murs de la faille. Le mode`le obtenu est de type triple milieu
car l’e´coulement dans les grandes failles est dissocie´ de celui des milieux matriciels et
fracture´s. Cette me´thode est approprie´e a` la mode´lisation des grandes failles structurales
mais est difficile a` mettre en oeuvre pour mailler individuellement un grand nombre de
failles sub-sismiques.
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Fig. 4.2: Discre´tisation de failles majeures a` l’aide d’un maillage CPG (d’apre`s Lemonnier
[2010])
Repre´sentation par des mailles re´servoir Les grilles CPG ne permettent pas
toujours de suivre pre´cise´ment la ge´ome´trie des failles, surtout lorsque celles-ci sont
obliques et s’intersectent. La me´thode des sous maillages permet alors de prendre en
compte les grandes failles conductrices. Le maillage est raffine´ une ou plusieurs fois pour
approcher au mieux la ge´ome´trie de la faille (Figure 4.3). Le proble`me de cette dernie`re
me´thode est la difficulte´ de ge´rer le sche´ma nume´rique au niveau des zones de raffinement.
Les maillages de´structure´s de type Vorono¨ı ou PEBI (Perpendicular Bisection Me-
thod) permettent de de´crire de manie`re plus pre´cise les ge´ome´tries complexes. La
construction d’un tel maillage de´bute par une triangulation de Delaunay. Puis les volumes
de controˆle de Vorono¨ı sont construits en trac¸ant les me´diatrices de chaque triangle
(Figure 4.4). L’avantage de ces maillages est que le calcul des flux d’un volume a` un autre
est facilite´ car l’interface est perpendiculaire a` la direction de flux.
Maillage complet du re´seau fracture´ Enfin, la me´thode la plus pre´cise est la
discre´tisation de l’ensemble du re´seau fracture´. Cette me´thode propose´e par Bourbiaux
et al. [1997] permet de simuler les e´coulements a` l’e´chelle des fractures. Le re´seau est
discre´tise´ en de´finissant des noeuds aux intersections et aux extre´mite´s de chaque fracture.
L’ensemble des noeuds repre´sente le milieu fracture´. Puis un algorithme de traitement
d’image est utilise´ pour de´terminer la ge´ome´trie des mailles matrice. Les transmissivite´s
matrice-fracture sont calcule´es a` partir des surfaces de contact entre les deux milieux. Le
mode`le final est un mode`le double milieu qui repre´sente l’ensemble du re´seau fracture´. Ce
type de mode`le donne une repre´sentation pre´cise du milieu fracture´ (Figure 4.5). Il est
en revanche e´vident qu’une telle repre´sentation est tre`s lourde en termes de ge´ome´trie et
de temps de calcul. Elle ne peut eˆtre utilise´e a` l’e´chelle du gisement mais donne de bons
re´sultats pour la simulation des tests de puits.
Repre´sentation des fractures par des proprie´te´s e´quivalentes
La discre´tisation par maillage de la ge´ome´trie fractures permet de mode´liser
pre´cise´ment les e´coulements au pourtour des fractures. Outre l’augmentation significative
du nombre de mailles, ces me´thodes pre´sentent l’inconve´nient d’eˆtre difficile a` mettre en
oeuvre. En effet, les algorithmes de maillage sont complexes et ne´cessitent ge´ne´ralement
un controˆle de l’utilisateur. Dans certaines configurations, les maillages ge´ne´re´s sont
aberrants ce qui entraˆıne des erreurs sur le calcul des flux. L’objectif de cette the`se e´tant de
mettre au point une me´thode de calage automatise´, ce type de me´thode n’est pas approprie´.
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Fig. 4.3: Raffinements d’une grille carte´sienne au pourtour d’une grande faille conductrice
(a) (b)
Fig. 4.4: Triangulation de Delaunay et construction d’un maillage de Vorono¨ı (d’apre`s
Lemonnier [2010])
Fig. 4.5: Discre´tisation a` l’e´chelle du re´seau fracture´. Calcul des blocs matriciels et des
noeuds fracture-fracture (d’apre`s Bourbiaux et al. [2002])
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Notre choix s’est donc porte´ sur des me´thodes de prise en compte implicite de la
fracturation. Ce type de me´thode permet de prendre en compte les effets de la fracturation
sans avoir a` mailler leur ge´ome´trie. La grille de simulation utilise´e est celle obtenue a`
partir du mode`le structural. Un mode`le spe´cifique est utilise´ afin de prendre en compte
l’e´coulement dans les fractures a` grande e´chelle. La litte´rature propose plusieurs me´thodes.
Lee et al. [2000] proposent de mode´liser les failles en utilisant un mode`le de puits.
Un terme d’e´change similaire a` l’indice de productivite´ d’un puits est calcule´ pour
prendre en compte l’e´change entre le mode`le de faille et les mailles environnantes. Le
proble`me de cette me´thode est qu’elle ne prend en compte ni le volume de la faille ni
la distribution des fluides dans le milieu fissure´. De plus, les effets gravitaires sont ne´glige´s.
Une me´thode plus simple a` mettre en oeuvre est d’utiliser une repre´sentation double
milieu en incluant les failles dans le milieu fracture´. Il existe alors deux manie`res de traiter
le proble`me, en fonction de la configuration du re´servoir :
1. Lorsque le re´seau de fractures diffuses est dense (donc bien connecte´), un e´coulement
de type double porosite´ simple perme´abilite´ est conside´re´ : la matrice alimente le mi-
lieu fracture´ qui assure le transport jusqu’aux puits. Les failles sont alors conside´re´es
comme des grandes fractures dont la conductivite´ est supe´rieure aux fractures dif-
fuses.
2. Lorsque les fractures diffuses sont peu connecte´es, un mode`le de double perme´abilite´
est utilise´. Les effets de la fracturation diffuse sont homoge´ne´ise´s avec la perme´abilite´
de la matrice, et le milieu fissure´ est utilise´ pour mode´liser les failles.
Cette me´thode n’est pas ne´cessairement la plus rigoureuse car dans le cas de l’approche 1,
elle ne permet pas de dissocier la fracturation diffuse des failles. De plus, cette me´thode ne
permet pas de prendre en compte les failles e´tanches. En revanche, elle est simple a` mettre
en oeuvre car elle ne ne´cessite pas de pre´-processing couˆteux. Dans la partie suivante, nous
pre´sentons les me´thodes permettant de calculer les parame`tres e´quivalents pour le milieu
fracture´.
4.3 Calcul des proprie´te´s e´quivalentes dans un milieu frac-
ture´
Un mode`le de simulation double milieux, classiquement utilise´ en milieu fracture´
comporte la juxtaposition et l’interaction d’un milieu matriciel et d’un milieu fracture´.
Ces milieux sont repre´sente´s par deux grilles ayant chacune leur perme´abilite´ et leur
porosite´. Le flux entre les deux grilles est controˆle´ en chaque maille par le terme d’e´change
matrice-fissure qui est de´pendant de la taille de bloc.
Le calcul d’un milieu poreux e´quivalent a` un milieu poreux he´te´roge`ne est un proble`me
complexe. Le fait que celui-ci soit fracture´ complexifie encore le proble`me. En effet, la
pre´sence de fractures rend ce milieu anisotrope. Il est donc important de caracte´riser
correctement le tenseur de perme´abilite´.
De plus, une fracture peut posse´der des zones dans lesquelles l’e´coulement est re´gi
par les e´quations de Navier-Stokes. Ce type d’e´quations n’e´tant pas pris en compte dans
les simulateurs d’e´coulements, les fractures doivent eˆtre remplace´es par un milieu poreux
ayant les meˆmes proprie´te´s hydrodynamiques. Dans cette partie seront donc pre´sente´es
plusieurs me´thodes permettant de calculer les perme´abilite´s, porosite´s et tailles de bloc
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e´quivalentes a` la pre´sence d’un re´seau de fractures. Le calcul des proprie´te´s e´quivalentes
(upscaling) peut eˆtre mis en oeuvre a` l’aide de me´thodes nume´riques ou analytiques.
4.3.1 Upscaling nume´rique
Les me´thodes d’upscaling nume´rique proposent de calculer les proprie´te´s e´quivalentes
du milieu fracture´ a` l’aide de simulations de l’e´coulement dans le re´seau discret. Bourbiaux
et al. [1998] proposent de discre´tiser le re´seau fracture´ a` l’e´chelle des fractures a` l’aide de
la me´thode de traitement d’image pre´ce´demment cite´e. Cette discre´tisation est effectue´e
inde´pendamment dans chaque maille de la grille re´servoir. Une simulation d’e´coulement
monophasique incompressible est ensuite effectue´e en appliquant un gradient de pression
entre les faces des mailles. La perme´abilite´ e´quivalente Kfx du milieu fracture´ dans la
direction x est donne´e par :
kfx =
µvxLx
∆P
(4.10)
ou` ∆P est le gradient de pression impose´e, µ la viscosite´, vx la vitesse de de´placement du
fluide et Lx la longueur dans la direction x.
La me´thode d’upscaling nume´rique a l’avantage d’eˆtre physiquement juste puisque le
re´seau est finement discre´tise´. Elle est particulie`rement approprie´e a` la de´termination des
perme´abilite´s e´quivalentes de re´seaux de fractures peu connecte´s. De plus, les calculs e´tant
effectue´s maille par maille, il n’y a pas de proble`mes de limitation me´moire. En revanche,
les temps de calculs d’une telle me´thode sont e´leve´s car il est ne´cessaire d’effectuer ce
calcul dans chaque maille du mode`le re´servoir. Sachant qu’au cours de l’history matching,
l’upscaling est effectue´ a` chaque modification du mode`le ge´ologique, nous lui pre´fe´rons
donc une me´thode d’upscaling analytique.
4.3.2 Upscaling analytique avec la me´thode d’Oda
L’upscaling analytique propose de calculer les perme´abilite´s e´quivalentes a` partir de
calculs statistiques sur les proprie´te´s ge´ome´triques des fractures. Ces proprie´te´s peuvent
eˆtre calcule´es sur la ge´ome´trie du DFN ou provenir directement de lois statistiques de
fracturation (lois d’orientation, densite´, etc...). Ce type de me´thode a pour avantage d’eˆtre
simple a` mettre en oeuvre et d’eˆtre rapide en temps de calcul. Nous utilisons la me´thode
propose´e par Oda [1985] et imple´mente´e par Delorme [2005] dans des codes de calcul
utilise´s a` IFP Energies nouvelles. La me´thode est valable si le re´seau fracture´ pre´sente les
proprie´te´s suivantes :
1. Les fractures sont repre´sente´es pas des paralle´le´pipe`des dont l’une des dimensions
est tre`s infe´rieure aux autres.
2. Les fractures sont de´crites par leur position, longueur, hauteur, ouverture et orien-
tation. Les distributions de ces lois doivent eˆtre inde´pendantes les unes des autres.
3. Chaque fracture est inde´pendante des autres en termes de caracte´ristiques
ge´ome´triques et d’e´coulement dans la fissure.
4. Chaque fracture traverse entie`rement le volume repre´sentatif.
Pour des failles, l’hypothe`se 1 est valide car les failles sont repre´sente´es par des plans
auxquels sont attribue´s une faible ouverture. L’hypothe`se 2 ne concerne que les cas ou`
les perme´abilite´s sont calcule´es a` partir des lois statistiques sur les proprie´te´s du re´seau.
Pour l’application aux failles, les calculs sont faits fracture par fracture sur le mode`le
objet. L’hypothe`se 3 est valide car les failles sont peu nombreuses et ont peu de chances
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de s’intersecter. Il est donc raisonnable d’affirmer que les e´coulements sont inde´pendants
dans chacune des fractures. L’hypothe`se 4 est ve´rifie´e car le volume repre´sentatif de´fini
par la maille de simulation est infe´rieur a` celle des failles (en d’autres mots, les failles
traversent entie`rement les mailles de simulation). La me´thode d’Oda est donc en particulier
approprie´e pour des configurations dans lesquelles la dimension de la maille est infe´rieure
aux longueurs des fractures. Quant a` l’erreur commise pour les extre´mite´s de failles (qui ne
traversent pas le volume repre´sentatif) elle est conside´re´e comme ne´gligeable (cependant,
ce proble`me se pose avec toutes les me´thodes d’upscaling).
Ecoulement dans une fracture unique
La me´thode d’Oda suppose que l’e´coulement dans une fracture unique se fait entre
deux plans infinis paralle`les. La vitesse de de´placement du fluide dans la fracture est alors
donne´e par la loi de Poiseuille :
~uf = −λ
µ
e2 ×−→∇fP (4.11)
ou` e est l’e´paisseur de la fracture, µ la viscosite´ et
−→∇fP le gradient de pression local
a` la fracture. λ est un terme correctif compris entre 0 et 112 permettant de prendre en
compte la connectivite´ du re´seau. Dans le cas des re´seaux de failles, les fractures traversent
entie`rement le volume repre´sentatif. Le terme correctif est donc e´gal a` sa valeur maximale.
Afin de calculer une perme´abilite´ e´quivalente, un gradient de pression line´aire est impose´
dans le repe`re de la fracture f . Apre`s quelques transformations ge´ome´triques, l’e´quation
4.11 peut eˆtre exprime´e dans le repe`re global [Delorme, 2005]. L’e´coulement devient alors :
~uf = −λ
µ
e2(
−→∇P − (−→∇P × ~nf )× ~nf ) (4.12)
~nf est le vecteur normal a` la fracture et
−→∇P le gradient de pression dans le repe`re global.
Sous forme tensorielle, cette dernie`re e´quation donne :
~uf = −λ
µ
e2Nf ×−→∇P (4.13)
avec
Nf =

1− n
2
1 −n1n2 −n1n3
−n1n2 1− n22 −n2n3
−n1n3 −n2n3 1− n23

 (4.14)
ou` n1, n2 et n3 sont les composantes du vecteur normal a` la fracture f .
Ecoulement dans une famille de fractures
L’hypothe`se 3 stipule que les e´coulements se font inde´pendamment dans chacune des
fractures. La vitesse apparente dans un volume repre´sentatif V est donc donne´e par
l’inte´grale des vitesses sur le volume fracture´ Vfrac :
〈 ~Uf 〉 = 1
V
∫∫∫
Vfrac
~uf . dxdydz (4.15)
Pour un mode`le objet, la formulation est la suivante :
〈 ~Uf 〉 = − 1
µV
Nf∑
f=1
λ× e2f × Vf ×Nf (4.16)
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ou` ef et Vf sont les ouvertures et volumes de chaque fracture individuelle. Le tenseur de
perme´abilite´ e´quivalente est donc :
Kf =
1
V
Nf∑
f=1
λ× e2f × Vf ×Nf (4.17)
Le proble`me de la me´thode d’Oda se pose lors de l’intersection de fractures ayant des
conductivite´s hydrauliques diffe´rentes. Il est alors difficile de de´crire l’e´coulement a` l’aide
de formules analytiques. Cependant, les failles ont une faible probabilite´ d’intersection, et
de plus, nous utilisons les meˆmes conductivite´s pour toutes les failles.
4.3.3 Calcul des porosite´s e´quivalentes
Les porosite´s e´quivalentes sont obtenues en divisant le volume fracture´ par le volume
repre´sentatif :
〈Φf 〉 = 1
V
Nf∑
f=1
Vf (4.18)
4.3.4 Calcul des tailles des blocs e´quivalents
Pre´ce´demment dans ce chapitre, il a e´te´ montre´ que le flux matrice-fissure peut eˆtre
calcule´ en utilisant une repre´sentation simplifie´e du milieu fracture´. Le calcul des tailles de
blocs e´quivalents a pour but de de´terminer les caracte´ristiques d’un mode`le de type boˆıte
a` sucres qui soit e´quivalent a` la pre´sence du re´seau de fractures.
Me´thode nume´rique
La dimension horizontale du bloc e´quivalent est calcule´e en 2D en utilisant la me´thode
de la courbe d’imbibition [Bourbiaux et al., 2002]. Cette me´thode fonctionne sur la
discre´tisation a` l’e´chelle des fractures utilise´e dans l’upscaling nume´rique.
Lorsqu’une maille est imbibe´e d’eau, l’interface eau-huile remonte. De ce fait, l’aire nor-
malise´e A e´gale a` la surface de matrice sature´e en eau par rapport a` la surface totale de
la maille est fonction de X, la distance du front d’imbibition par rapport aux limites de
la maille. Pour un mode`le de type boˆıte a` sucre, Bourbiaux et al. [2002] ont montre´ que
l’aire normalise´e est donne´e par :
Aeq(X) =
2X
a
+
2X
b
− (2X)
2
ab
(4.19)
ou` a et b sont les dimensions des blocs e´quivalents. Les valeurs de a et b sont obtenues en
minimisant la fonction (Aeq(X)−A(X))2.
Me´thodes analytiques
Jenni [2005] calcule les tailles de blocs e´quivalents en comptant le nombre de failles N
qui traversant chaque maille. La taille de bloc est calcule´e dans une direction x :
a =
DX
N + 1
(4.20)
ou` DX est la longueur de la maille conside´re´e.
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Barthe´le´my [2009] propose de calculer les tailles de bloc de manie`re analytique en
utilisant une moyenne harmonique des espacements mesure´s entre chaque fracture. Ces
espacements peuvent eˆtre ceux utilise´s pour ge´ne´rer le DFN (dans le cas d’un re´seau de
fractures diffuses), ou eˆtre obtenus par une me´thode de lancer de rayon dans laquelle des
droites ale´atoires sont tire´es dans les directions principales du tenseur de perme´abilite´
(approche utilise´e dans FracaFlow). Les intersections de ces droites avec les fractures
permettent de calculer ces espacements.
Jern [2004] propose de calculer les tailles de bloc a` partir d’observations faites sur
le terrain. La taille de bloc moyenne est calcule´e a` partir d’une analyse statistique de
l’image de l’aﬄeurement. Ce type de me´thode ne peut e´videmment pas eˆtre applique´ a`
un mode`le utilisant un DFN.
Nous utilisons une me´thode de´veloppe´e a` l’IFP Energies nouvelles [Sarda] dans la-
quelle les tailles de blocs sont de´termine´es d’apre`s une formule empirique. Cette formule
a e´te´ obtenue en calculant les tailles de blocs sur un re´seau de failles sub-sismiques. Un
ajustement a` une loi empirique permet ensuite de relier la taille de bloc a` la taille de la
maille et a` la densite´ de fractures a` l’inte´rieur de la maille.
Confusion Bloc e´quivalent/VER : Attention a` ne pas confondre la taille de bloc
e´quivalent, qui donne les dimensions moyennes d’un bloc matriciel avec le VER qui
est une grandeur a` partir de laquelle le re´seau fracture´ se comporte comme un milieu
continu. Le VER sera toujours supe´rieur a` la taille de bloc e´quivalent.
4.3.5 Imple´mentation algorithmique
En pratique, l’algorithme de calcul des perme´abilite´s parcourt les failles une par une.
Chacun des polygones utilise´s pour repre´senter une faille est conside´re´ comme une fracture
individuelle. Le tenseur de perme´abilite´ e´quivalent a` la pre´sence de cette fracture est calcule´
dans chaque maille touche´e par cette fracture. Le tenseur de perme´abilite´ ainsi calcule´
est somme´ au tenseur pre´alablement calcule´ pour prendre en compte la contribution des
autres fractures. Le tenseur de perme´abilite´ obtenu est ensuite diagonalise´ pour obtenir
les perme´abilite´s Kx,Ky,Kz dans les directions principales.
4.3.6 Upscaling sans DFN
L’e´quation 4.15 montre que la me´thode d’Oda ne ne´cessite pas ne´cessairement la
pre´sence d’un DFN pour calculer les proprie´te´s hydrauliques du re´seau fracture´. Ces
valeurs peuvent eˆtre calcule´es directement a` partir des proprie´te´s statistiques du re´seau
fracture´. Cette proprie´te´ est inte´ressante pour traiter la fracturation diffuse car les DFN
associe´s contiennent ge´ne´ralement un nombre important de fractures qui peut eˆtre dif-
ficile a` ge´rer d’un point de vue informatique (en termes de me´moire et de temps de calcul).
Les DFN de fractures diffuses sont ge´ne´ralement construits a` partir d’une carte de
densite´ de fracturation, et de lois statistiques de´crivant les parame`tres tels que les
longueurs, ouvertures et orientations. Ces parame`tres sont utilise´s pour calculer les
proprie´te´s hydrauliques sans passer par l’e´tape du DFN. En utilisant l’hypothe`se que tous
les parame`tres de fracturation sont inde´pendants, l’e´quation 4.17 est reformule´e :
Kf =
1
V
λ〈ef 〉2〈Vf 〉〈Nf 〉 (4.21)
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ou` 〈ef 〉 est l’ouverture moyenne des fractures, et 〈Vf 〉 le volume moyen des fractures.
Ces deux valeurs sont calcule´es a` partir des moyennes des distributions d’ouverture, de
longueur et de hauteur et de la densite´ de fracturation (qui donne le nombre de fractures
par maille). Le tenseur d’orientation moyen 〈Nf 〉 est calcule´ en moyennant les normales
des distributions d’orientation.
Bien que sortant le´ge`rement du contexte de la pre´sente the`se, cet aspect est tout
de meˆme aborde´ car il sera utilise´ au chapitre 6 pour prendre en compte la fracturation
diffuse lors de la construction d’un mode`le re´aliste. Il est a` noter que cette me´thode
n’est pour l’instant applicable qu’a` des re´seaux denses et bien connecte´s, la me´thode
d’Oda supposant que les fractures traversent la totalite´ du VER. Il est certes possible de
modifier le terme correctif λ, mais la relation de ce dernier avec la connectivite´ est difficile
a` e´tablir.
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Chapitre 5
Calage a` l’historique de production
5.1 Introduction
En inge´nierie de re´servoir, les donne´es hydrodynamiques telles que les volumes d’huile
produite, d’eau injecte´e ou les pressions dans les puits sont mesure´es apre`s la mise en
production du re´servoir. Ces donne´es de production correspondent aux donne´es observe´es.
Lorsque les mode`les directs qui ont e´te´ pre´sente´s aux chapitres pre´ce´dents sont utilise´s
pour reproduire ces donne´es, les donne´es simule´es diffe`rent des donne´es observe´es. En
effet, les incertitudes sur les mesures, les approximations faites sur les lois physiques,
mais surtout l’impossibilite´ de connaˆıtre le sous-sol de manie`re exhaustive sont autant
de facteurs qui introduisent des erreurs lors de la mode´lisation. Or, si un mode`le ne
peut reproduire correctement l’historique du re´servoir, il a peu de chances de fournir une
pre´vision correcte de la production future.
Afin d’inte´grer les donne´es dynamiques dans le mode`le re´servoir, on proce`de a`
une mode´lisation inverse : les parame`tres incertains du mode`le a priori sont modifie´s
ite´rativement jusqu’a` ce que les simulations reproduisent les donne´es observe´es. Par le
passe´, les inge´nieurs re´servoirs effectuaient ces modifications manuellement, c’est a` dire
qu’ils ajustaient les parame`tres incertains, effectuaient une simulation d’e´coulement, et
modifiaient le mode`le jusqu’a` ce que les donne´es simule´es soient proches des donne´es
observe´es. Les modifications e´taient effectue´es sur le mode`le de simulation (le mode`le mis
a` l’e´chelle). Avec l’augmentation constante de la complexite´ des mode`les rendant le calage
manuel plus difficile, les premie`res me´thodes d’history matching assiste´ sont apparues. La
perturbation et la recherche des parame`tres incertains sont alors confie´es a` un algorithme
d’optimisation.
S’il est possible de passer d’un mode`le ge´ologique fin a` un mode`le de simulation avec
les me´thodes d’upscaling, l’ope´ration contraire ne peut eˆtre effectue´e. Lorsque le calage
est effectue´ sur le mode`le de simulation les modifications ne peuvent eˆtre re´percute´es sur
le mode`le ge´ologique. Ceci pose proble`me lorsque de nouvelles donne´es sont acquises sur
le terrain : le mode`le ge´ologique est mis a` jour et l’ensemble du calage doit eˆtre recom-
mence´. La tendance actuelle est donc de modifier des parame`tres incertains directement
sur le mode`le ge´ologique. Ce dernier est ensuite mis a` l’e´chelle a` chaque ite´ration du calage.
Aux chapitres pre´ce´dents, il a e´te´ montre´ que les re´seaux de failles sismiques sont
compose´s de grands objets faiblement connecte´s agissant comme des chemins pre´fe´rentiels
a` l’e´coulement. Le comportement hydrodynamique du gisement est donc non seulement
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influence´ par les proprie´te´s hydrauliques de ces objets, mais aussi par la ge´ome´trie des
re´alisations, c’est a` dire la position des failles sub-sismiques. L’optimisation des proprie´te´s
hydrauliques ne permet donc pas toujours d’obtenir un calage satisfaisant. Le calage
d’un re´servoir contenant des failles sub-sismiques ne´cessite parfois de recourir a` une
optimisation de la ge´ome´trie du re´seau, c’est a` dire la position, la longueur et l’extension
verticale soit 4 parame`tres par faille. Sachant qu’un mode`le ge´ologique contient au moins
plusieurs centaines de failles sub-sismiques, il est impossible de caler le mode`le en agissant
sur les failles individuellement.
Jenni [2005], Hu and Jenni [2005] ont donc propose´ de parame´trer le re´seau de failles
sub-sismiques a` l’aide de la me´thode des de´formations graduelles. Celle-ci permet de
perturber la ge´ome´trie d’une re´alisation de failles sub-sismiques a` l’aide d’un nombre
re´duit de parame`tres. En agissant sur ces parame`tres, l’ensemble des failles du mode`le se
de´placent simultane´ment. Ceci permet de rechercher un mode`le s’approchant des donne´es
de production en re´duisant le nombre d’e´valuations du mode`le direct.
Les diffe´rentes parties de ce chapitre sont organise´es de sorte a` suivre les diffe´rentes
e´tapes de l’history matching et ont e´te´ introduites dans une pre´sentation faite a` l’EAGE,
[Verscheure et al., 2010b]. La notion de fonction objectif permettant de mesurer l’e´cart
entre les donne´es simule´es et les donne´es observe´es est d’abord de´finie. L’objectif du ca-
lage est de re´duire la fonction objectif afin que les donne´es simule´es soient similaires aux
donne´es observe´es. En raison des couˆts de calcul de la fonction objectif (qui ne´cessite
d’effectuer une simulation d’e´coulement), le nombre de parame`tres a` optimiser doit eˆtre
re´duit au maximum. Ces parame`tres doivent de plus avoir une influence significative sur
la fonction objectif. Pour cela, le mode`le doit eˆtre parame´tre´ de manie`re ade´quate. Cet
aspect est aborde´ dans la seconde partie de ce chapitre. Une fois le proble`me de´fini, la
fonction objectif est optimise´e en modifiant les parame`tres du mode`le. Le choix d’une
me´thode d’optimisation ade´quate a une influence importante sur la vitesse de convergence
du proble`me et permet donc de re´duire le couˆt informatique du calage. Ce dernier aspect
est couvert dans la dernie`re partie de ce chapitre.
5.2 Fonction Objectif
Une fonction objectif est utilise´e pour mesurer la diffe´rence entre les donne´es simule´es
dobs et les donne´es observe´es dsim. Pour les applications de calage aux donne´es de produc-
tions, le crite`re des moindres carre´s est le plus fre´quemment utilise´ :
J(m) =
n∑
i=1
wi(d
sim
i − dobsi )2 (5.1)
ou` dobsi et d
sim
i repre´sentent chacune des n donne´es observe´es et simule´es et m le mode`le
e´value´. Chaque donne´e observe´e est ponde´re´e par un poids wi permettant de combiner
des observations n’ayant pas les meˆmes ordres de grandeur et d’augmenter l’importance
de certaines observations. Les donne´es simule´es dsim sont obtenues en effectuant une
simulation d’e´coulement sur le mode`le de simulation re´servoir.
Le calage consiste a` minimiser la fonction objectif en agissant sur les parame`tres in-
certains du mode`le. Cette minimisation est confie´e a` des algorithmes d’optimisation qui
seront aborde´s plus loin dans ce rapport. Le proble`me avec la fonction objectif ci-dessus
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est que le proble`me e´tant sous de´termine´, plusieurs mode`les peuvent donner les meˆmes
re´sultats. L’optimiseur peut donc converger vers un mode`le simulant correctement le passe´
du re´servoir, mais en ayant une ge´ologie incohe´rente avec les observations de terrain. Pour
e´viter ce proble`me, un terme de re´gularisation est ajoute´ a` la fonction objectif :
J(m) =
n∑
i=1
wi(d
sim
i − dobsi )2 + α
M∑
i=1
vi(mi −m0i )2 (5.2)
Ce terme de re´gularisation permet de pe´naliser les e´carts entre le mode`le propose´ mi et
le mode`le a priori m0i . La structure du mode`le optimal reste ainsi similaire a` la structure
du mode`le a priori. Une des difficulte´s est d’e´valuer le coefficient de ponde´ration α. S’il
est trop e´leve´, le mode`le optimise´ restera proche du mode`le a priori. Le risque est de
restreindre l’espace des solutions et d’empeˆcher de trouver un mode`le optimal. Si ce terme
est trop faible, le mode`le optimal risque d’eˆtre incohe´rent avec la ge´ologie observe´e.
Les parame`tres incertains des failles sub-sismiques sont la position, la longueur, l’ou-
verture et la conductivite´ de chaque faille. Pour un mode`le de taille conse´quente, le nombre
de parame`tres est trop e´leve´ par rapport aux couˆts des simulations. Le proble`me doit donc
eˆtre parame´tre´.
5.3 Parame´trisation du mode`le
Les me´thodes de parame´trisation ge´ostatistiques ont e´te´ amplement utilise´es pour
proce´der au calage hydrodynamique des mode`les pixels. La me´thode des points pilotes,
initialement propose´e par de Marsilly [1978] permet de de´finir des points de controˆle afin
de modifier localement une re´alisation ge´ostatistique, tout en conservant le variogramme
des re´alisations. RamaRao et al. [1995] appliquent cette me´thode au calage hydrodyna-
mique de mode`les hydroge´ologiques. Un des proble`mes de cette me´thode est que les points
pilotes peuvent prendre des valeurs extreˆmes au cours de l’optimisation. Ce proble`me est
re´duit en bornant les valeurs des points pilotes ou en ajoutant un terme de re´gularisation
dans la fonction objectif (e´quation 5.2).
La me´thode des points pilotes peut eˆtre e´tendue aux blocs pilotes [Le Ravalec-Dupin,
2010]. Des blocs de controˆle sont de´finis sur les zones incertaines du mode`le ge´ologique.
Les re´alisations sont modifie´es en changeant les moyennes des valeurs simule´es a` l’inte´rieur
de chaque bloc. Cette me´thode conserve le variogramme et est particulie`rement adapte´e a`
l’inte´gration des donne´es de sismique 4D qui ne´cessitent de fortes perturbations du mode`le.
Caers [2003] propose quant a` lui la me´thode de perturbations de probabilite´s.
Celle-ci permet de perturber une re´alisation en utilisant une parame´trisation des lois de
probabilite´ conditionnelle utilise´e dans certains algorithmes ge´ostatistiques. Pour cette
raison, cette me´thode ne fonctionne que sur des me´thodes de simulation se´quentielle.
La parame´trisation permet de modifier les re´alisations a` l’aide d’un seul parame`tre. Les
perturbations permettent de pre´server les parame`tres statistiques du mode`le telles que
les moyennes, variances et covariances.
Le proble`me de ces me´thodes est qu’elles ne sont applicables qu’aux me´thodes de
simulation de proprie´te´s continues. Elles ne peuvent pas eˆtre ge´ne´ralise´es a` un mode`le
objet. La me´thode des de´formations graduelles permet de contourner ces inconve´nients.
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5.3.1 La me´thode des de´formations graduelles
Pour palier aux limitations des me´thodes pre´ce´dentes, Hu [2000] propose la me´thode
des de´formations graduelles. Cette me´thode permet de de´former une re´alisation initiale
d’une fonction ale´atoire, de fac¸on graduelle et cohe´rente afin d’ame´liorer son calage aux
donne´es dynamiques. L’ide´e principale est que toute simulation stochastique peut eˆtre
conside´re´e comme un processus de´terministe transformant une se´rie de nombres ale´atoires
en une se´rie de nombres organise´s suivant un mode`le probabiliste.
La me´thode des de´formations graduelles consiste a` combiner line´airement deux re´alisations
gaussiennes puis a` identifier le coefficient de combinaison permettant d’obtenir un mode`le
qui reproduit mieux les donne´es de production. En effet, toute combinaison line´aire de
fonctions ale´atoires gaussiennes est gaussienne. Soit Y (x) une fonction ale´atoire gaussienne
de covariance γ, centre´e re´duite, D son domaine. Une nouvelle re´alisation y de Y est
construite comme la combinaison line´aire de N + 1 re´alisations yi de Y :
y(ρ) =
N∑
i=0
ρiyi (5.3)
ρi sont les coefficients de la combinaison line´aire. En ajoutant une contrainte de normalite´
sur les coefficients, la variance et l’espe´rance de Y (x) sont conserve´es :
N∑
i=0
ρ2i = 1 (5.4)
Cette contrainte est ve´rifie´e en coordonne´es sphe´riques. Dans le cas particulier ou` deux
re´alisations sont combine´es a` l’aide d’un seul parame`tre,
y(t) = y0 cos(tπ) + y1 sin(tπ) (5.5)
la variation du parame`tre t dans l’intervalle [−1, 1] induit une de´formation progressive
de y(t). y(t) est d’autant plus proche de y0 que t → 0. Avec t = ±0.5, la nouvelle
re´alisation ne de´pend plus de y0. L’ensemble des re´alisations construites en faisant varier
t sont e´quiprobables. Lorsque le bruit blanc gaussien y(t) est utilise´ dans un algorithme
stochastique, la re´alisation obtenue est de´forme´e graduellement en faisant varier t. y(t)
restant gaussien, les proprie´te´s statiques du mode`le sont pre´serve´es. En d’autres termes,
la structure du mode`le a poste´riori ne de´vie pas de celle du mode`le a priori. Par exemple,
si le mode`le a priori est construit a` partir d’une simulation base´e sur un variogramme et
une moyenne, ces deux parame`tres statiques (la structure) sont pre´serve´s au cours des
de´formations. De ce fait, le terme de re´gularisation de la fonction objectif peut eˆtre ignore´
lorsque le proble`me est parame´tre´ avec les de´formations graduelles.
Enfin, la me´thode peut eˆtre ge´ne´ralise´e a` la combinaison de N + 1 re´alisations avec N
parame`tres. L’augmentation du nombre de re´alisations permet d’explorer un espace de
solutions plus grand :
y(t1, t2, ..., tN ) =
N∏
i=1
cos(tiπ)y0 +
N−1∏
i=1
sin(tiπ)y0
N∏
j=i+1
cos(tjπ)yi + sin(tNπ)yN (5.6)
5.3.2 De´formations graduelles d’un processus ponctuel de Poisson non-
stationnaire
D’un point de vue historique, la me´thode des de´formations graduelles a d’abord e´te´
applique´e a` la parame´trisation de mode`les ge´ostatistiques de type pixel [Le Ravalec-Dupin
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and Noetinger, 2002]. Puis elle a e´te´ e´tendue aux mode`les objets par Jenni [2005]. Dans
cette partie est pre´sente´e la me´thode de simulation se´quentielle permettant de ge´ne´rer
une population de points Poissoniens a` partir d’un bruit blanc gaussien. Puis seront pro-
pose´es quelques ame´liorations permettant de prendre en compte des densite´s de probabilite´
he´te´roge`nes comme celles ge´ne´re´es par les cascades multiplicatives.
Simulation se´quentielle
Les algorithmes ge´ostatistiques de type essais/erreur pour construire une re´alisation
(comme celui pre´sente´ dans l’annexe A.2) ne peuvent eˆtre de´forme´s graduellement car
la transformation des nombres ale´atoires en coordonne´es spatiales n’est pas continue.
On utilise donc l’algorithme de simulation se´quentielle. Un point est simule´ en calculant
se´quentiellement les fonctions de re´partition dans les directions verticales et horizontales.
L’inversion de ces fonctions permet de calculer les coordonne´es (x, y) d’un point a` partir
de deux nombres uniformes (u, v).
En pratique, la densite´ de probabilite´ du processus de Poisson est donne´e sous forme
discre`te. Les valeurs f(xi, xj) sont porte´es par une grille carte´sienne de dimension M ×N .
Le nombre de points a` ge´ne´rer est de´fini par l’utilisateur et correspond aux nombres de
failles sub-sismiques manquantes :
1. La loi marginale dans la direction x est donne´e par :
f(xi) =
N∑
j=1
f(xi, yj) (5.7)
La fonction de re´partition dans la direction x vaut :
F (xi) =
xi∑
i=1
f(xi) (5.8)
La coordonne´e x est calcule´e a` partir d’un nombre uniforme u, en inversant la fonction
de re´partition pre´alablement calcule´e (voir Figure 5.1) :
x = F−1(u) (5.9)
2. Sachant la coordonne´e x, la loi conditionnelle yj sachant x vaut :
fx(yj) =
f(x, yj)
f(x)
(5.10)
Similairement au tirage selon la direction x, la fonction de re´partition conditionnelle
est calcule´e et la coordonne´e y est obtenue en inversant la fonction de re´partition :
y = F−1x (v) (5.11)
De´formations graduelles globales
Une re´alisation uniforme u(t) est obtenue par transformation d’une distribution gaus-
sienne y(t) :
u(t) = G−1[y(t)] (5.12)
ou` G est la fonction de re´partition de la loi normale. La de´formation des 2n nombres uni-
formes utilise´s pour ge´ne´rer n points modifie la position des points. La transformation des
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Fig. 5.1: Tirage d’un point x a` partir d’un nombre uniforme u par inversion de la fonction
de re´partition. Cette dernie`re est interpole´e pour que la transformation de u vers x soit
continue.
nombres uniformes en coordonne´es e´tant continue, le de´placement des points est continu
par rapport au parame`tre de de´formation t. Les trajectoires de migration ont des formes
ellipso¨ıdales centre´es sur le milieu de la carte (Figure 5.2). Cet aspect est duˆ aux termes
trigonome´triques utilise´s dans l’e´quation 5.5.
La me´thode de tirage pre´serve la densite´ du processus de Poisson au cours de la migration
des points. Le re´sultat est une “variation” de la vitesse de de´placement des points. Plus la
densite´ est forte, plus les points auront tendance a` rester dans ces zones de forte probabi-
lite´ (faible vitesse de de´placement). En revanche, dans les zones de faibles probabilite´s, le
de´placement des points est beaucoup plus rapide. Les points ont ainsi tendance a` “sauter”
d’une zone de forte probabilite´ a` une autre. Ce comportement peut poser proble`me dans
les configurations contenant de forts contrastes de densite´ car le de´placement des points
peut eˆtre discontinu. La figure 5.2 montre bien que l’aspect des trajectoires de migration
est a` la fois controˆle´ par les termes trigonome´triques et par l’aspect de la carte de densite´.
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Fig. 5.2: Combinaison et de´formation graduelle de deux re´alisations d’un processus de trois
points. En raison de l’utilisation des coordonne´es sphe´riques (e´quation 5.5), les trajectoires
de migration ont une forme ellipso¨ıdale centre´e sur le centre du domaine. On remarque
aussi que les points ”sautent” les zones de faible densite´ (en bleu fonce´), en raison de la
faible probabilite´ d’y trouver un point.
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De´formations graduelles locales
Lors de l’history matching, l’objectif est de caler le mode`le ge´ologique aux donne´es de
production qui sont de´finies sur les diffe´rents puits du gisement (hormis pour la sismique 4D
qui n’est pas traite´e dans ce rapport). Lorsque les de´formations graduelles sont applique´es
a` l’e´chelle du gisement, toutes les failles sont de´place´es simultane´ment. Cette perturbation
peut conduire a` l’ame´lioration du calage de certains puits (en de´plac¸ant favorablement les
failles a` ses alentours), tout en de´te´riorant la re´ponse d’un autre puits. On proce`de alors
a` un calage local. Le mode`le est divise´ en diffe´rentes zones d’inte´reˆt dans lesquelles les
failles peuvent eˆtre de´place´es inde´pendamment. Ces zones sont ge´ne´ralement de´finies par
rapport aux groupes de puits injecteurs et producteurs. Le calage local est aussi utile pour
mettre a` jour une partie du re´servoir, lorsque de nouvelles donne´es de production sont
disponibles.
L’algorithme de simulation se´quentielle ge´ne`re la position de chaque point
inde´pendamment des autres. Il est donc possible de dissocier le bruit blanc y(t) en z
bruits blancs y0(t0), ..., yz(tz) correspondant chacun a` une zone d’inte´reˆt. Le tirage des
points sur une zone donne´e se fait simplement en attribuant une densite´ nulle en dehors
de la zone.
La modification de chaque bruit blanc entraˆıne un de´placement des points
inde´pendamment dans chaque zone.
5.3.3 Simulation se´quentielle multi-e´chelle
Au chapitre pre´ce´dent, il a e´te´ montre´ comment ge´ne´rer une carte de densite´ multi-
fractale conditionne´e par les failles sismiques et une dimension de corre´lation. Il a aussi
e´te´ montre´ qu’un tirage poissonien effectue´ avec cette carte permet d’obtenir un re´seau de
failles sub-sismiques qui soit cohe´rent avec les donne´es observe´es. Les proprie´te´s fractales
sont donc pre´serve´es lors des de´formations graduelles. Cependant, les fortes he´te´roge´ne´ite´s
qui sont introduites par la me´thode des cascades multiplicatives ne permettent pas
d’obtenir un de´placement continu des points. La figure 5.3 montre un exemple de
trajectoires obtenues a` l’aide de cette me´thode. Les trajectoires de de´placement des points
ne sont pas continues. On remarque notamment d’importantes de´viations verticales lors
de la modification du parame`tre de de´formation graduelle.
Origine des discontinuite´s
Ces discontinuite´s sont dues au fait que lors du tirage se´quentiel, les coordonne´es sont
d’abord ge´ne´re´es suivant x puis selon y. Au cours de la de´formation graduelle d’un point,
la perturbation t0 → t1 du parame`tre de de´formation graduelle entraine la de´formation
u0 → u1 (Figure 5.4 - 1). Le changement d’abscisses x0 → x1 est calcule´ par inversion
de la fonction de re´partition (Figure 5.4 1-b) obtenue par inte´gration de la loi marginale
selon x (Figure 5.4 1-a). La loi conditionnelle, fy1(y) =
f(xi,yj)
f(xi)
est recalcule´e. Hors, si fy0
et fy1 sont relativement similaires (Figure 5.4 2-c), les fonctions de re´partition Fy0 et Fy1
sont relativement diffe´rentes du fait des he´te´roge´ne´ite´s. Il s’ensuit qu’une faible variation
v0 → v1 entraˆıne une forte variation y0 → y1 (Figure 5.4 2-d).
Ces discontinuite´s peuvent poser des difficulte´s lors du calage. En effet, l’efficacite´
des algorithmes d’optimisation utilise´s pour re´duire la fonction objectif de´pendent de la
continuite´ du proble`me. Des de´placements brusques de failles peuvent au mieux ralentir
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la convergence et au pire rendre le proble`me insoluble. Nous proposons donc de modifier
le tirage se´quentiel afin de re´duire les de´placements verticaux.
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Fig. 5.3: Exemples de trajectoires de de´formations graduelles obtenues avec une carte de
densite´ multifractale he´te´roge`ne. a) D2 = 1.8 b) D2 = 1.6 c) D2 = 1.6 avec un lissage des
ite´rations pour les dernie`res subdivisions de la cascade multiplicative
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Fig. 5.4: Explication de l’observation des sauts sur la carte de densite´ he´te´roge`ne. Les
explications pour cette figure correspondent a` la partie 5.3.3
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Re´duction des discontinuite´s
Nous proposons une modification de la me´thode du tirage se´quentiel en utilisant le fait
que les cartes de densite´ multifractales sont construites en multipliant ite´rativement une
carte par une carte de re´solution supe´rieure. Il est donc possible de de´composer la carte
de densite´ D en une carte de densite´ grossie`re D0, et une carte contenant les de´tails plus
fins Dn. Dans le cas particulier de re´alisations conditionne´es aux failles sub-sismiques, D0
peut eˆtre e´gale a` la carte utilise´e pour initialiser les cascades multiplicatives.
Le tirage se´quentiel multi-e´chelle propose d’effectuer un premier tirage sur D0, puis sur Dn.
Au congre`s ECMOR XII, nous avons propose´ une me´thode base´e sur une de´composition
multie´chelle des fonctions de re´partition [Verscheure et al., 2010b]. Il s’est ave´re´ par la
suite que certaines approximations utilise´es dans l’algorithme ne permettent pas de sa-
tisfaire correctement la dimension de corre´lation. La me´thode pre´sente´e ici corrige ces
approximations. Le tirage est effectue´ de la manie`re suivante :
1. A partir de la carte de densite´ initiale Dn (Figure 5.5a), une carte de densite´ D0
de re´solution infe´rieure est calcule´e en sommant les densite´s de´finies a` l’inte´rieur
de chaque zone de´finie par D0 (Figure 5.5b). La taille de ces zones est fixe´e par
l’utilisateur et de´pend de l’he´te´roge´ne´ite´ de la carte
2. Pour chaque maille, le nombre de points Nloc a` tirer dans une zone de D0 est exprime´
par rapport au nombre total de points a` ge´ne´rer Ntot :
Nloc =
D0(xi, yi)∑D0(xi, yi) ×Ntot (5.13)
3. Le tirage des Nloc points est effectue´ en affectant des valeurs nulles a` Dn en dehors
de la zone de tirage. Les points sont ensuite tire´s avec la me´thode se´quentielle.
La me´thode des de´formations graduelles est applique´e en attribuant un seul et meˆme
parame`tre de de´formation a` l’ensemble des zones de´finies par D0. Comme le montre la
figure 5.6, les trajectoires de de´formation sont borne´es par les limites des zones de´finies,
re´duisant ainsi l’amplitude des e´carts verticaux.
Cette me´thode pre´sente en outre l’avantage d’homoge´ne´iser les vitesses de de´placement
sur le domaine. En effet, dans la me´thode se´quentielle classique, la vitesse de de´placement
des points augmente a` mesure que la densite´ baisse. Dans la me´thode multi-e´chelle,
le nombre de points dans chaque zone de´finie est fixe´. Donc les vitesses moyennes de
de´placement sont similaires dans chacune des zones. Cette me´thode permet donc de
re´duire les effets de “sauts” des zones de faible densite´.
Une comparaison des figures 5.3 et 5.6 montre que le tirage multi-e´chelle ne per-
met pas aux failles de parcourir l’ensemble du domaine fracture´. Le bon sens porterait
a` croire que l’espace des solutions au proble`me d’history matching est re´duit, puisque
le de´placement des failles est restreint. Cependant, durant l’optimisation, les failles ne
parcourent jamais la totalite´ des trajectoires pre´sente´es. On cherchera plutoˆt a` effectuer
de petites perturbations autour des positions du mode`le a priori. De telles perturbations
permettent de line´ariser la fonction objectif et de de´terminer de nouveaux parame`tres
optimaux. Cet aspect sera de´taille´ dans la partie consacre´e a` l’optimisation. En revanche,
de fortes perturbations ne permettent pas de trouver de corre´lation entre les parame`tres
et la fonction objectif et l’obtention d’un minimum rele`ve alors plus du hasard.
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Fig. 5.5: De´composition de la carte multifractale en une carte grossie`re.
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Fig. 5.6: Tirage des points a` l’aide de la me´thode multi-e´chelle et trajectoires de
de´placements de 4 points choisis arbitrairement
5.3.4 De´formation graduelle des cartes multifractales de densite´
Le mode`le de cascades multiplicatives pre´sente´ au chapitre 3 permet de ge´ne´rer des
re´alisations d’images multifractales. Dans cette partie, nous pre´sentons une me´thode de
parame´trisation permettant de de´former graduellement les re´alisations obtenues. Cette
me´thode a fait l’objet d’un de´poˆt de brevet [Verscheure, 2010a].
Parame´trisation des poids de la cascade
Au chapitre pre´ce´dent, il a e´te´ montre´ que pour respecter la dimension fractale im-
pose´e, les poids utilise´s dans les cascades multiplicatives doivent respecter les contraintes
suivantes :
n∑
i=1
P 2i = l
D2 (5.14)
n∑
i=1
Pi = 1 (5.15)
et
Pi ≥ 0 (5.16)
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avec l le rapport de contraction et D2 la dimension de corre´lation des points a` ge´ne´rer.
Le syste`me constitue´ des e´quations 5.14, 5.15 et 5.16 peut eˆtre parame´tre´ pour re´duire sa
dimensionnalite´. Le tirage de valeurs satisfaisant les e´quations 5.14, 5.15 et 5.16 est un
proble`me complexe qui s’illustre aise´ment en dimension 3.
Tirage de 3 valeurs de Pi En 3 dimensions, l’e´quation 5.14 est celle d’une sphe`re
S de rayon
√
lD2 . L’e´quation 5.15 de´finit un plan P orthogonal au vecteur (1,1,1). La
solution du syste`me est donne´e par tout point de coordonne´es positives (P1, P2, P3) situe´
a` l’intersection de P et S.
Tirage de 4 valeurs de Pi En dimension 4, la solution du proble`me est donne´e par
les coordonne´es positives de tout point situe´ a` l’intersection d’une hypersphe`re S et d’un
hyperplan P.
P 21 + P
2
2 + P
2
3 + P
2
4 = l
D2 (5.17)
P1 + P2 + P3 + P4 = 1 (5.18)
La solution pre´sente deux degre´s de liberte´. Pour nous ramener a` un seul degre´ de liberte´, ce
qui sera suffisant, introduisons une contrainte supple´mentaire : l’e´quation 5.18 de´finissant
un plan orthogonal au vecteur (1,1,1,1), cherchons les solutions dans un plan P ′ paralle`le
a` ce vecteur et contenant l’origine, choisi de fac¸on arbitraire. Ce plan a une e´quation de
la forme :
aP1 + bP2 + cP3 + dP4 = 0 (5.19)
avec :
a+ b+ c+ d = 0 (5.20)
L’intersection de ce plan P ′ et de l’espace des solutions est alors une courbe parame´trique.
La combinaison des e´quations 5.17, 5.18, 5.19 et 5.20 permet d’obtenir une e´quation qua-
dratique dont les deux solutions fournissent les valeurs P1(P4), P2(P4), P3(P4). Seuls cer-
tains plans P ′ donnent des solutions telles que Pi > 0. La figure 5.7 montre un exemple
de solutions au syste`me d’e´quations.
0.2 0.4 0.6 0.8 1.0
p4
0.1
0.2
0.3
0.4
0.5
(a) Solution 1 : P1(P4), P2(P4), P3(P4)
0.2 0.4 0.6 0.8 1.0
p4
0.1
0.2
0.3
0.4
(b) Solution 2 : P1(P4), P2(P4), P3(P4)
Fig. 5.7: En utilisant a = 1.3, b = 0.1, c = −1.4, d = 0 pour parame´trer le plan P ′, on
trouve deux solutions au proble`me. La solution a) est valide car Pi > 0 alors que b) ne
peut eˆtre retenu. On remarque que pour P4 > 0.55, il n’existe plus de solutions.
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Imple´mentation algorithmique L’imple´mentation des de´formations graduelles dans
les cascades multiplicatives se fait de la manie`re suivante :
1. Apre`s avoir choisi une dimension de corre´lation D2, un plan P ′ de´fini par les coeffi-
cients a, b, c, d est de´termine´ de sorte que Pi > 0. La recherche de ce plan se fait en
tirant ale´atoirement les valeurs des coefficients jusqu’a` trouver une solution. L’inter-
valle [P4min , P4max ] dans lequel P1(P4), P2(P4), P3(P4) sont des solutions re´elles est
lui aussi de´termine´.
2. L’algorithme des cascades multiplicatives est ensuite applique´ comme au chapitre
pre´ce´dent. A chaque subdivision de cellules, un poids P4 est calcule´ a` partir d’un
nombre uniforme u : P4 = P4min +u(P4max−P4min). P4 est alors utilise´ pour calculer
les valeurs de P1, P2 et P3.
3. Il existe 16 manie`res de combiner P1, P2, P3, P4 dans les 4 nouvelles cellules subdi-
vise´es. A chaque subdivision, une combinaison est tire´e dans une se´rie de nombres
ale´atoires qui reste identique lors des perturbations par les de´formations graduelles.
En effet, pour que la de´formation des re´alisations soit continue, seuls les nombres
uniformes utilise´s pour calculer P4 sont modifie´es. Les permutations des Pi doivent
eˆtre identiques.
4. Les ite´rations sont re´pe´te´es jusqu’a` atteindre une re´solution finale satisfaisante.
De´formations des re´alisations La parame´trisation des cascades multiplicatives
de´crite ci-dessus permet de transformer une se´rie de nombres uniformes u(t) en
une re´alisation de cascades multiplicatives. Les re´alisations sont donc perturbe´es
en de´formant graduellement les nombres ale´atoires. A chaque modification du
parame`tre t, l’ensemble des valeurs de Pi sont modifie´es simultane´ment a` toutes les
e´chelles de la cascade. La figure 5.8 donne un exemple de de´formation.
Les cascades multiplicatives peuvent eˆtre de´forme´es localement. Dans le cas d’un
conditionnement aux failles sub-sismiques, les zones sont de´finies sur la carte de
densite´ a` basse re´solution. Les nombres ale´atoires correspondant aux subdivisions
dans chacune des zones sont ensuite identifie´s. Similairement a` la de´formation locale
des points, les nombres ale´atoires sont de´forme´s inde´pendamment pour chaque
zone. Si la re´solution de la carte initiale ne permet pas une de´limitation pre´cise des
diffe´rentes zones, il est possible de de´finir celles-ci a` un niveau de raffinement donne´.
Il est a` noter que les nombres u(t) utilise´s pour construire la cascade n’ont
pas besoin de suivre une distribution uniforme. N’importe quelle distribution de
nombres compris entre 0 et 1 permet de ge´ne´rer des re´alisations respectant la
dimension de corre´lation impose´e. Nous avons utilise´ cette distribution car elle e´tait
de´ja` imple´mente´e dans les codes de calcul pour l’history matching.
5.3.5 De´formation graduelle des longueurs des failles
En pratique, ce sont surtout les positions des failles qui ont un impact sur l’e´coulement.
Le calage se fait donc principalement effectue´ par perturbation du processus de Poisson.
Cependant, la de´formation des longueurs peut dans certains cas offrir un degre´ de liberte´
supple´mentaire.
L’annexe A.6 donne un exemple d’une formule permettant de ge´ne´rer une loi distribu-
tion en loi puissance a` partir d’une distribution uniforme. De ce fait, les longueurs des
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t = 0.0 t = 0.25 t = 0.5
t = 0.75 t = 1.0 t = 1.25
t = 1.5 t = 1.75 t = 2.0
Fig. 5.8: De´formation graduelle d’une re´alisation de cascade multiplicative pour un
parame`tre de de´formation variant entre 0 et 2. On remarquera que la re´alisation est
identique pour t=0 et t=2. La dimension de corre´lation est e´gale a` 1.8.
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failles peuvent eˆtre de´forme´es graduellement en modifiant les nombres uniformes u(t). La
me´thode peut eˆtre applique´e localement en identifiant les nombres ale´atoires relatifs a`
chaque zone.
5.4 Optimisation
Une des particularite´s de l’history matching est que la fonction a` optimiser est
couˆteuse en termes de temps de calcul. En effet, mis a` part les mode`les synthe´tiques
simplifie´s utilise´s dans la recherche, les temps de simulation d’un mode`le re´servoir re´aliste
varient entre quelques heures et plusieurs jours par processeur. La priorite´ d’un algorithme
d’optimisation est donc d’ame´liorer le calage aux donne´es de production en utilisant un
nombre minimum d’e´valuations de la fonction objectif.
Le calage d’historique est obtenu en re´duisant au mieux l’e´cart entre les donne´es
simule´es et les donne´es observe´es. Il s’agit donc d’un proble`me de minimisation de
la fonction objectif. Dans l’espace des parame`tres, celle-ci peut eˆtre vue comme une
surface multidimensionnelle a` la topologie complexe, parfois bruite´e, compose´e d’un
encheveˆtrement de pics et de valle´es. L’objectif d’un algorithme d’optimisation est de
de´terminer la valeur minimale de cette surface. Le proble`me est que plusieurs minimaux
locaux peuvent masquer le minimum global et que la surface est parfois discontinue. De
plus, l’optimiseur doit re´aliser cette recherche en utilisant un minimum d’e´valuations de
la fonction objectif.
Les algorithmes d’optimisation peuvent eˆtre classe´s en deux cate´gories. La premie`re
de´signe les algorithmes de type gradient. La courbure et la pente locale de la surface sont
utilise´es pour calculer des directions de recherche vers lesquelles de nouveaux parame`tres
vont eˆtre e´value´s. Ces me´thodes pre´sentent l’avantage de converger rapidement. Cepen-
dant, elles supposent que la fonction objectif est continue et diffe´rentiable, et posse`de un
minimum global. On parle aussi de me´thode locale : la fonction est minimise´e a` partir
d’un point de de´part (ge´ne´ralement le mode`le a priori).
La seconde cate´gorie regroupe les me´thodes sans gradients. Des me´thodes dites globales
permettent d’explorer l’espace des solutions de manie`re exhaustive pour de´terminer
le minimum global. Ce sont par exemple les algorithmes stochastiques tels que les
me´thodes ge´ne´tiques ou le recuit simule´ et les algorithmes base´s sur des interpolations
de la fonction objectif (me´thodes de krigeage). Des me´thodes locales existent aussi tel
que l’algorithme du simplexe. Ces me´thodes sont applicables a` des fonctions non-continues.
Nous pre´senterons d’abord les deux cate´gories d’algorithmes d’optimisation. Les
me´thodes base´es sur le gradient sont particulie`rement de´taille´es car elles nous semblent
les plus approprie´es pour traiter le proble`me. En effet, la me´thode de parame´trisation que
nous avons de´finie a pour but d’obtenir une re´ponse hydrodynamique aussi continue que
possible. Ce choix sera e´taye´ par la construction d’un cas synthe´tique simplifie´ permettant
d’e´tudier l’aspect de la fonction objectif.
5.4.1 Me´thodes base´es sur le gradient
Notons x = (x1, ..., xi, ...) le vecteur des parame`tres a` optimiser. Dans les me´thodes
base´es sur le gradient, la minimisation d’une fonction f(x) est effectue´e en calculant
ite´rativement les combinaisons de parame`tres x1,x2, ...,xk, ... qui re´duisent f(x). Les pa-
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rame`tres x0 correspondent au mode`le a priori qui est le point de de´part de l’optimisation.
Chaque ite´ration est compose´e de deux e´tapes :
1. E´tape de calcul d’une direction de recherche d par line´arisation de f au point xk.
2. Etape de globalisation dans laquelle la direction de recherche d est utilise´e pour
de´terminer une nouvelle combinaison de parame`tres xk+1 tel que f(xk+1) < f(xk).
Ces deux e´tapes sont ite´re´es de manie`re a` re´duire la fonction objectif. L’optimisation
est stoppe´e lorsque la re´duction de f passe en dessous d’une certaine valeur spe´cifie´e par
l’utilisateur ou lorsqu’un nombre d’ite´rations maximal a e´te´ atteint.
Calcul de la direction de recherche
Me´thodes du premier ordre Un de´veloppement de Taylor au premier ordre donne :
f(xk + d) = f(xk) +∇f(xk)Td+ o(d) (5.21)
ou` ∇f(xk)T est le gradient de f au point xk. Dans les me´thodes du premier ordre, la
direction de recherche est exprime´e a` partir du gradient, c’est a` dire par rapport a` la pente
de f :
d = ∇f(xk) (5.22)
Cette direction de recherche est utilise´e dans l’algorithme de descente de la meilleure pente.
Ce type de me´thode permet d’obtenir une bonne convergence lors des premie`res ite´rations.
En revanche, plus on approche du minimum et moins la convergence est efficace.
Calcul du gradient Dans la plupart des proble`mes d’history matching, le gradient de la
fonction objectif ∇f(xk) ne peut eˆtre obtenu directement. Le gradient est alors approche´
par diffe´rences finies :
∂f
∂xi
(xk) =
f(xk + hui)− f(xk)
h
(5.23)
ou` ui est le vecteur unitaire associe´ a` l’axe i et h le pas de diffe´rence finie. La valeur initiale
du pas peut eˆtre de´terminante sur l’optimisation. Cet aspect sera aborde´ plus loin dans ce
chapitre. Ce pas e´volue au cours de l’optimisation et de´pend de l’e´tape de globalisation.
Le calcul ne´cessite donc N + 1 e´valuations de la fonction objectif.
Il est important d’ajouter que le calcul du gradient est facilement paralle´lisable. En effet,
chacune des N + 1 simulations d’e´coulement ne´cessaire au calcul des de´rive´es partielles
peuvent eˆtre lance´es sur un processeur diffe´rent. Le temps de calcul des gradients est donc
divise´ par le nombre de processeurs disponibles.
Me´thodes du second ordre Le calcul de d est ame´liore´ en utilisant une me´thode du
second ordre. Le de´veloppement de Taylor donne :
f(xk + d) = f(xk) +∇f(xk)Td+ 1
2
dT∇2f(xk)d+ o(d) (5.24)
ou` ∇f(xk)T et ∇2f(xk) sont le gradient et la hessienne de f au point xk. La direction de
recherche est alors donne´e par [Bonnans et al., 2006] :
d = −∇f(xk)
[∇2f(xk)]−1 (5.25)
En raison des temps de calculs e´leve´s, il n’est pas envisageable de calculer les de´rive´es
secondes. La hessienne est donc obtenue par une approximation. Nous de´crivons ici la
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me´thode de Gauss-Newton qui est spe´cifique a` la minimisation d’une somme de fonctions
au carre´. D’autres me´thodes telles BFGS sont envisageables mais ne sont pas aborde´es
dans ce rapport car l’approximation de la hessienne est moins bonne.
f est exprime´ sous la forme d’une somme de carre´s :
f(x) =
1
2
p∑
j=1
f2j (x) (5.26)
Le gradient et la hessienne peuvent donc eˆtre exprime´s en fonction de chaque observation
fj :
∇f(x) =
p∑
j=1
fj(x)∇fj(x) (5.27)
∇2f(x) =
p∑
j=1
∇fj(x)∇fj(x)T +
p∑
j=1
fj(x)∇2fj(x) (5.28)
Le second membre de l’e´quation ci-dessus est ne´glige´. La hessienne est donc approche´e par
la matrice :
G(x) =
p∑
j=1
∇fj(x)∇fj(x)T = J(x)J(x)T (5.29)
ou` J est la matrice jacobienne construite a` partir du gradient calcule´ par l’e´quation 5.27.
Dans la famille des algorithmes base´s sur des descentes de pente, le calcul de d par
la me´thode de Gauss-Newton donne les meilleurs re´sultats. La me´thode est cependant
limite´e par la formulation de la fonction objectif qui doit eˆtre en moindres carre´s. De plus,
celle-ci doit eˆtre compose´e d’un nombre d’observations raisonnable. Dans le cas contraire,
le calcul de G(x) devient couˆteux en temps de calcul car la matrice J(x) est volumineuse.
Ces limites se rencontrent ge´ne´ralement en sismique 4D ou` on dispose d’un grand nombre
d’observations. Dans le cas du calage aux donne´es de puits, cette limite n’est pas atteinte.
Globalisation
Une fois la direction de recherche de´termine´e, un nouveau jeu de parame`tre xk+1 est
de´termine´ de sorte que f(xk+1) < f(xk). La me´thode la plus simple est de rechercher
xk+1 sur la demi-droite xk + dt en utilisant une recherche line´aire sur t. Cette me´thode
est bien adapte´e aux me´thodes du 1er ordre mais ne permet pas de tirer pleinement parti
de la pre´cision apporte´e par les me´thodes du second ordre.
Nous utilisons donc une me´thode de globalisation base´e sur une re´gion de confiance.
Celle-ci est de´finie comme une boule de rayon r centre´e sur xk dans laquelle la hessienne
est suppose´e eˆtre une bonne approximation de la fonction objectif. Le rayon de la
zone varie au cours des ite´rations et de´pend de la qualite´ de l’approximation a` l’e´tape
pre´ce´dente. Si l’ite´ration pre´ce´dente a permis de pre´dire correctement la nouvelle valeur
de la fonction objectif, la zone de confiance est augmente´e. Dans le cas contraire, elle
est diminue´e. La nouvelle combinaison de parame`tres xk+1 est estime´e en fonction de
la re´gion de confiance, de la direction de meilleure pente et de la direction de Gauss-
Newton. L’avantage de cette me´thode est de profiter des avantages de la meilleure pente
(qui donne une convergence rapide loin de l’optimum) et de ceux de Gauss-Newton (qui
converge rapidement a` proximite´ de l’optimum), comme l’ont montre´ Bonnans et al. [2006].
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Les algorithmes que nous utilisons pour la re´gularisation et la globalisation sont
imple´mente´s dans le code de calcul SQP (Sequential Quadratic Programing) de´veloppe´
par Delbos et al. [2008] et adapte´s a` l’history matching.
5.4.2 Me´thodes sans gradients
Les me´thodes sans gradients permettent d’optimiser une fonction sans avoir a`
calculer ses gradients. Ces me´thodes sont donc approprie´es pour traiter des fonctions non
de´rivables. Les me´thodes stochastiques permettent un meilleur e´chantillonnage de l’espace
des solutions et e´vitent ainsi les minimums locaux. En effet, les algorithmes base´s sur le
gradient permettent de descendre une pente, sans la remonter. Ils peuvent donc eˆtre pie´ge´s
dans un minimum local. Quelques une des me´thodes envisage´es sont brie`vement pre´sente´es.
La me´thode de Nelder-Mead [Nelder and Mead, 1965] utilise un simplexe a` ge´ome´trie
variable pour de´terminer le minimum d’une fonction f . Le simplexe est une ge´ne´ralisation
du triangle a` une dimension quelconque. En 3D, un simplexe est un te´trae`dre.
Pour une fonction a` N parame`tres, l’algorithme est initialise´ avec un simplexe a` N + 1
sommets. Les coordonne´es des sommets sont calcule´es en e´valuant f pour diffe´rentes
combinaisons de parame`tres. La minimisation est faite en se´lectionnant le sommet ou` f
est la plus grande puis en le remplac¸ant par son syme´trique par rapport au centre de
gravite´ des points restants. Si ce nouveau point ame´liore la fonction objectif, le simplexe
est e´tire´ dans cette direction. Autrement, le simplexe est re´duit par une similitude centre´e
sur le point ou` f est minimale. La solution est conside´re´e comme optimale lorsque la
variation relative du volume passe sous un certain seuil.
Cette me´thode est similaire aux me´thodes base´es sur le gradient car elle utilise le concept
de direction de recherche pour minimiser la fonction. Sa vitesse de convergence est en
revanche plus lente. De plus, les sommets du simplexe e´tant e´value´s un a` un, le calcul
n’est pas paralle´lisable. La me´thode a cependant pour avantage d’eˆtre applicable aux
fonctions non de´rivables. Cette me´thode d’optimisation a e´te´ utilise´e par Jenni [2005]
pour ses travaux sur le calage de failles.
L’algorithme du CMA-ES (Covariance Matrix Adaptation Evolution Strategy) est
un algorithme e´volutionnaire particulie`rement adapte´ a` des proble`mes contenant de
nombreux minimums locaux [Hansen et al., 2003]. Contrairement a` nombre d’algorithmes
ge´ne´tiques base´s sur des analogies biologiques, CMA-ES utilise un ve´ritable formalisme
mathe´matique. La me´thode utilise un e´chantillonnage de l’espace des parame`tres par une
population de points tire´s dans une loi gaussienne. Le nombre d’individus de´pend de la
dimensionnalite´ du proble`me.
A chaque ite´ration de l’optimisation, la moyenne et la covariance de cette population
e´voluent. Les calculs de leurs valeurs sont base´s sur une se´lection des meilleurs individus
ainsi que sur les re´sultats obtenus aux ite´rations pre´ce´dentes (Figure 5.9). La matrice de
covariance donne une approximation de la hessienne afin de de´terminer des directions
de recherche. La se´lection et le tirage de nouveaux individus permettent d’e´viter les
minimums locaux. L’algorithme s’arreˆte lorsque la covariance n’e´volue plus ou peu. Cette
me´thode a montre´ son efficacite´ sur le calage hydrodynamique de tests de puits effectue´s
dans des re´seaux de fractures discre`tes [Bruyelle and Lange, 2009].
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Fig. 5.9: E´volution d’une population d’individus au cours des ite´rations de l’algorithme
CMA-ES. La moyenne et la covariance de la distribution e´voluent pour de´terminer le
minimum local
5.4.3 Calage ite´ratif
La combinaison line´aire de re´alisations inde´pendantes ne permet pas toujours d’obtenir
un calage satisfaisant. De plus, au cours d’une optimisation avec un algorithme base´ sur
le gradient, un minimum local peut eˆtre obtenu. Il est possible d’ame´liorer l’optimisation
en utilisant le calage ite´ratif [Hu, 2000]. A l’ite´ration n du calage ite´ratif, la re´alisation
yn(t) est la combinaison line´aire de la re´alisation optimale yopt(n−1) identifie´e a` l’ite´ration
pre´ce´dente et d’une nouvelle re´alisation tire´e ale´atoirement yn. Ce processus de calage
ite´ratif est poursuivi jusqu’a` ce que le calage soit satisfaisant (Figure 5.10).
Fig. 5.10: Processus de calage ite´ratif (d’apre`s Jenni [2005])
5.4.4 Etude des fonctions objectif et choix d’une me´thode d’optimisation
Fonctions objectif obtenues avec la me´thode de propagation paralle`le
Dans ses travaux de the`se sur le calage des re´seaux de failles, Jenni [2005] a
e´chantillonne´ les fonctions objectif obtenues en de´formant graduellement la position des
failles d’un mode`le synthe´tique (Figure 5.11a). Les fonctions ainsi obtenues sont fortement
discontinues et posse`dent de nombreux minimums locaux (Figure 5.11b et 5.11c).
La me´thode du simplexe a e´te´ employe´e pour effectuer le calage en raison de la non
de´rivabilite´ de la fonction objectif. En revanche, l’ampleur des discontinuite´s et la pre´sence
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(a)
(b)
(c)
Fig. 5.11: a) Re´seau de failles compose´ de deux familles. Les puits sont place´s par groupe
d’injecteurs/producteurs b) Fonction objectif obtenue en de´plac¸ant les failles de la famille
oriente´e NO c) Fonction objectif obtenue en de´plac¸ant les failles de la famille NNO (d’apre`s
Jenni [2005])
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de minimums locaux ont pose´ des proble`mes de convergence. L’origine des discontinuite´s
observe´es sur les figures 5.11b et 5.11c sont les suivantes :
1. Les re´alisations ne sont pas conditionne´es aux puits. Au cours de l’optimisation, une
faille peut passer tre`s pre`s d’un puits, voir injecter ou produire directement dans
la faille. Il en re´sulte des re´ponses hydrodynamiques tre`s contraste´es au cours des
de´formations graduelles.
2. Dans l’exemple utilise´, le re´seau contient un nombre re´duit de failles. On remarque
sur la figure 5.11a que peu de failles sont pre´sentes entre un puits injecteur et un
puits producteur. De ce fait l’e´coulement est influence´ par un nombre re´duit de failles.
L’optimiseur doit donc trouver la position exacte des failles afin de caler correctement
les donne´es ce qui re´duit l’espace des solutions. La figure 5.11b montre qu’il y a peu
de solutions minimales.
3. Le re´seau de failles e´tant ge´ne´re´ avec la me´thode de propagation paralle`le, les lon-
gueurs peuvent changer brusquement au cours du de´placement, expliquant ainsi cer-
taines discontinuite´s.
Au vu de ces re´sultats, un des objectifs de la pre´sente the`se e´tait de re´fle´chir a` des me´thodes
d’optimisation permettant de prendre en compte les nombreuses discontinuite´s et mini-
mums locaux avec des me´thodes de type CMA-ES. Cependant, il s’est ave´re´ que les fonc-
tions objectifs obtenues avec la me´thode multifractale ne sont pas aussi discontinues et
bruite´es que pre´vu, comme nous le montrons dans la partie suivante.
Fonctions objectif obtenues avec la me´thode multi-fractale
Nous proposons d’e´tudier l’aspect des fonctions objectif en utilisant l’ensemble des
outils de´veloppe´s au cours de cette the`se. Nous construisons pour cela un mode`le simplifie´
ayant une configuration similaire a` un mode`le re´el. L’inte´reˆt est d’obtenir des calculs
rapides et de simplifier l’interpre´tation des e´coulements.
Construction d’un mode`le de re´fe´rence Un mode`le de re´fe´rence est construit dans
un premier temps. Celui-ci nous permet de ge´ne´rer des donne´es de production correspon-
dant aux donne´es observe´es dobs.
Le re´seau fracture´ est constitue´ de 3 familles de failles comme l’illustre la figure 5.12a. La
premie`re famille contient 8 failles de´terministes oriente´es E-O (en gras sur la figure 5.12a).
Ces failles correspondent aux failles sismiques. Les deux autres familles contiennent cha-
cune 50 failles oriente´es respectivement N-S et E-O avec une dimension fractale e´gale a`
1.7. Leurs longueurs sont comprises entre 100 et 500m.
La grille de simulation fait 1000m de coˆte´ et est compose´e de 50 × 50 × 1 mailles.
L’e´coulement est de type double porosite´ simple perme´abilite´. Une perme´abilite´ e´quivalente
fonction de la densite´ de fractures diffuses est attribue´e aux mailles qui ne sont pas tra-
verse´es par une faille. La densite´ est constante sur le domaine.
Initialement, le re´servoir est sature´ en huile et un puits I1 injecte de l’eau a` de´bit constant.
Le puits P1 produit a` pression constante. L’e´coulement des fluides a lieu dans les fractures
et les failles agissent comme des chemins pre´fe´rentiels (5.12b). Le ratio eau/huile produit
en P1 est un bon indicateur de pre´sence de failles et est donc utilise´ comme donne´e de
production dobs.
Mode`le initial Le mode`le initial, ou mode`le a priori est construit en modifiant le germe
des nombres ale´atoires du mode`le de re´fe´rence (Figure 5.13a). Les autres parame`tres tels
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Fig. 5.12: a) Re´seau fracture´ initial et emplacement des puits injecteur et producteur. b)
Evolution de la saturation en eau au cours de la simulation d’e´coulement
que perme´abilite´s et conductivite´s sont inchange´s. Les donne´es simule´es dsim obtenues avec
ce mode`le sont diffe´rentes des donne´es observe´es dobs, comme le montre la figure 5.13b.
Une fonction objectif est construite pour mesurer la similarite´ entre dobs et dsim.
Echantillonage de la fonction objectif Deux parame`tres de de´formation graduelle
sont de´finis pour modifier inde´pendamment la position des failles de chaque famille.
Sur la simulation de re´fe´rence, aucune faille sub-sismique n’est proche du puits. Afin
d’e´viter des comportements hydrodynamiques extreˆmes, nous proce´dons a` un conditionne-
ment aux puits afin d’e´viter que les failles ne soient ge´ne´re´es trop pre`s des puits. N’ayant
pas pre´vu le conditionnement aux puits dans le ge´ne´rateur de failles1, celui-ci est effectue´
sur le mode`le de simulation. Pour cela, les 8 mailles situe´es au pourtour des mailles de
puits rec¸oivent des perme´abilite´s et porosite´s e´quivalentes a` la pre´sence de fractures dif-
fuses. Dans la re´alite´, une telle de´marche est possible. En effet, via l’interpre´tation des
re´ponses en pressions des tests de puits, il est possible de de´terminer si une faille est a` une
distance d du puits [Bourdarot, 1996]
La fonction objectif est e´chantillonne´e en faisant varier les deux parame`tres. Environ 2500
simulations sont ne´cessaires pour e´chantillonner une partie de la fonction objectif. Comme
le montre la figure 5.14, la fonction est e´chantillonne´e pour un intervalle restreint de pa-
rame`tres de de´formations graduelles. En effet, le but ici n’est pas d’explorer l’ensemble des
re´alisations mais de proce´der a` des perturbations autour des positions du mode`le initial.
L’e´chantillonnage permet de se´lectionner un mode`le optimal (Figure 5.15). On remar-
quera que meˆme si la re´ponse hydrodynamique observe´e au puits est quasiment identique,
1Meˆme si celui-ci est facile a` imple´menter en attribuant une densite´ de probabilite´ nulle autour du puits
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Fig. 5.13: a) Re´seau fracture´ de re´fe´rence b) Water-cut observe´ et simule´ obtenu sur le
puits producteur
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Fig. 5.14: Fonction objectif. Les parame`tres 1 et 2 correspondent respectivement aux
positions des failles dans les directions N-S et E-O
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le re´seau fracture´ ainsi que l’e´volution du front de saturation du mode`le optimal diffe`rent
du mode`le de re´fe´rence. En effet, le proble`me de l’history matching est sous de´termine´ et
il n’existe pas de solution unique au proble`me de l’history matching.
I1 P1
3000 days
I1 P1
9000 days
(a)
0 2000 4000 6000 8000 10000
Time (Days)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
W
 C
U
T
P1
Simulated Data
Production Data
(b)
Fig. 5.15: a) Re´seau fracture´ simule´ final b) Diffe´rences entre le water-cut observe´ et simule´
Discussion L’e´tude de la fonction objectif ainsi e´chantillonne´e montre que la fonction
objectif, bien que le´ge`rement bruite´e, n’est pas discontinue malgre´ la pre´sence de deux
familles de fractures perpendiculaires. En effet, on aurait pu croire que la cre´ation et la
disparition de connexions entre ces deux familles aurait pu conduire a` des discontinuite´s
dans la fonction objectif. Le proble`me d’history matching ainsi formule´ peut donc eˆtre
optimise´ a` l’aide de la me´thode de Gauss-Newton. C’est un point important car ce type
d’algorithme permet de converger rapidement vers un minimum.
Dans un premier temps, la me´thode CMA-ES avait e´te´ envisage´e pour tenir compte des
discontinuite´s. Apre`s quelques essais, il s’est ave´re´ que le nombre d’e´valuations de la fonc-
tion objectif ne´cessaire a` une convergence raisonnable est prohibitif. La me´thode ne peut
donc eˆtre mise en oeuvre dans des temps de calcul raisonnables.
La continuite´ de la re´ponse hydrodynamique est ici bien meilleure que celle observe´e dans
les travaux de S. Jenni. Il y a plusieurs explications a` ce comportement :
1. La fonction objectif est e´chantillonne´e sur un petit espace de parame`tres. Sur un
plus grand espace, elle aurait une apparence plus bruite´e car compose´e d’un nombre
e´leve´ de minimums et maximums.
2. La de´formation du mode`le est plus continue que celle de S. Jenni. Les longueurs
restent fixes au cours de la de´formation
3. Les failles ne peuvent s’approcher trop pre`s des puits
4. Le nombre de failles entre le puits injecteur et le producteur est plus e´leve´. En effet,
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plus la densite´ de fractures est e´leve´e, moins la re´ponse hydrodynamique est sensible
aux re´alisations.
5. L’e´coulement n’a pas lieu que dans les failles. De ce fait, les connexions qui se cre´ent
ou disparaissent n’ont pas un impact trop important sur l’e´coulement.
Malgre´ la continuite´ observe´e sur la figure 5.14, le faible intervalle d’e´chantillonnage ne
permet pas d’e´tudier la nature des minimums locaux. L’e´valuation de la fonction objectif
e´tant couˆteuse en temps de calcul, il n’a pas e´te´ possible de l’e´chantillonner pour l’en-
semble de l’intervalle de de´finition des parame`tres. Il est cependant fort probable que des
minimums locaux existent, et que leur fre´quence de´pende de la configuration du proble`me
e´tudie´. Cependant, l’utilisation du calage ite´ratif permet de re´duire les effets des minimums
locaux.
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Chapitre 6
Application sur le champ
Bloemendaal
6.1 Introduction
Dans ce dernier chapitre, nous proposons d’illustrer la validite´ de la me´thodologie
sur le champ Bloemendaal. En raison de la confidentialite´ des donne´es utilise´es dans
les applications pe´trolie`res, il n’a pas e´te´ possible de travailler sur un champ re´el.
Le cas que nous pre´sentons dans ce chapitre est donc semi-synthe´tique : une partie
du mode`le provient de donne´es re´elles (comme le mode`le structural) et l’autre (telles
les donne´es dynamiques) provient de simulations. Le champ Bloemendaal que nous
pre´sentons ici est adapte´ du champ semi-synthe´tique Vercors construit par Fourno and
Bourbiaux [2007] pour illustrer et valider diffe´rentes me´thodologies de mode´lisation de
gisements fracture´s de´veloppe´es a` l’IFP E´nergies Nouvelles. Le mode`le a e´te´ modifie´
car il ne correspondait pas comple`tement a` l’application du calage des failles sub-sismiques.
Nous commencerons par de´crire le contexte ge´ologique de ce gisement. Puis, nous
de´crirons les e´tapes de construction du mode`le de simulation. Ce mode`le sera utilise´ pour
construire des donne´es de production de re´fe´rence. Le mode`le sera ensuite modifie´ et
alte´re´ afin d’obtenir un comportement hydrodynamique des donne´es de re´fe´rence. Enfin,
nous utiliserons la me´thode de calage de´crite dans les pre´sents travaux pour effectuer
l’history-matching du mode`le.
6.2 Pre´sentation du champ Bloemendaal
Le champ pe´trolier Bloemendaal est un champ de mer du Nord, situe´ a` environ 1500m
de profondeur et s’e´tendant sur une superficie de 180 km2. Ce re´servoir est relativement
mince : son e´paisseur moyenne est d’environ 50m. Le gisement contient actuellement 11
puits injecteurs et 4 puits producteurs, tous verticaux (Figure 6.1). Le gisement est sature´
en huile.
Le re´servoir Bloemendaal est constitue´ de roches carbonate´es he´te´roge`nes et fracture´es.
L’environnement de de´poˆt est de type plateforme marine peu profonde. Les diffe´rents
e´pisodes tectoniques intervenus apre`s la se´dimentation ont permis d’e´tablir la structuration
actuelle du re´servoir : un anticlinal d’axe Nord-Sud, de nombreuses failles et une importante
fracturation diffuse. Le re´seau de failles sismiques est constitue´ d’une unique famille de 106
failles oriente´es N110E (Figure 6.1). L’observation des carottes a conduit a` l’identification
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de 5 types de roches. Afin de simplifier la mode´lisation ge´ologique, 3 lithotypes principaux
ont e´te´ de´finis :
1. L’Oolitic (LT1) regroupe les facie`s carbonate´s ayant de bonnes qualite´s re´servoir
(porosite´ et perme´abilite´).
2. Le Muddy (LT2) contient les facie`s a` composante argileuse ayant des qualite´s de
re´servoir me´diocres.
3. Le Vuggy (LT3) est forme´ de l’ensemble des facie`s dolomise´s, ayant pour trait com-
mun la pre´sence d’une porosite´ vacuolaire et un degre´ de fracturation plus e´leve´.
Fig. 6.1: Mode`le structural du re´servoir Bloemendaal. Les 4 puits producteurs sont situe´s
sur le sommet de la structure du re´servoir. Les puits injecteurs situe´s au pourtour per-
mettent de cre´er un support de pression.
6.3 Construction du mode`le et des donne´es de re´fe´rence
Dans cette e´tude, les proprie´te´s ge´ostatistiques sont ge´ne´re´es directement sur le mode`le
de simulation. Celui-ci est repre´sente´ par une grille CPG de dimension 174 × 189 × 7,
s’e´tendant sur 12 × 15 km. L’orientation de la grille a e´te´ choisie de sorte a` suivre les
directions principales du tenseur de perme´abilite´. Cette orientation est approximativement
e´gale a` celle des failles sismiques. Ce choix permet de re´duire les erreurs de calcul lors
de la simulation d’e´coulement. En effet, les simulateurs d’e´coulements polyphasiques ne
permettent pas toujours d’utiliser un tenseur plein. Cette rotation entraˆıne l’apparition de
mailles inactives sur les bordures de la grille. De ce fait, seule la moitie´ des 230202 mailles
du mode`le sont utilise´es pour repre´senter le re´servoir (les autres sont de´sactive´es). La taille
moyenne d’une maille de simulation est de 100.0× 100.0× 7.0m (Figure 6.2).
6.3.1 Mode´lisation du milieu matriciel
Les observations et l’analyse des donne´es sur les 15 puits du gisement ont permis
d’identifier les proportions et les proprie´te´s variographiques des diffe´rents lithotypes. Ces
proprie´te´s sont utilise´es pour effectuer une simulation en facie`s. Un algorithme de simu-
lation se´quentiel d’indicatrices conditionne´ aux observations aux puits (SISIM [Deutsch
and Journel, 1997]) est utilise´ pour construire une re´alisation reproduisant les donne´es
CHAPITRE 6. APPLICATION SUR LE CHAMP BLOEMENDAAL 101
Fig. 6.2: Orientation de la grille re´servoir par rapport a` la famille de failles sismiques
statiques. Les variogrammes utilise´s sont de type exponentiel. A chaque facie`s sont ensuite
attribue´es des porosite´s simule´es a` partir d’un variogramme gaussien (seules les valeurs
moyennes sont donne´es). Les perme´abilite´s horizontales de chaque cellule sont ensuite
calcule´es en fonction de la porosite´ :
log(Kx) = A× Φ+B (6.1)
ou` Φ est la porosite´, A et B sont des coefficients permettant de corre´ler les deux proprie´te´s.
On conside`re que la matrice est isotrope et que Kx = Ky. La perme´abilite´ verticale est
donne´e par Kz = 0.2 × Kx. La figure 6.3 illustre les re´alisations du mode`le en facie`s,
en porosite´ et en perme´abilite´. Le tableau suivant re´sume les proprie´te´s du mode`le en facie`s.
Facie`s Proportion Porte´e X (m) Porte´e Y (m) Porte´e Z (m) Φmoy Kmoy(D)
LT1 0.52 4000 4000 25 0.25 10
LT2 0.34 4000 4000 25 0.2 4
LT3 0.14 2000 2000 25 0.15 4
6.3.2 Mode´lisation de la fracturation diffuse
L’analyse de la courbure du toit du re´servoir a permis d’e´tablir une carte de densite´
moyenne de fracturation [Fourno and Bourbiaux, 2007]. En effet, les contraintes dans les
roches augmentent avec la courbure du re´servoir. La probabilite´ de trouver des fractures
a` ces endroits est donc plus e´leve´e. Cette carte a e´te´ utilise´e pour effectuer une simulation
ge´ostatistique non stationnaire de la densite´ de fracturation. Le variogramme gaussien
utilise´ a une porte´e de 4000, 2000 et 300m dans les directions respectives x, y et z.
Les proprie´te´s e´quivalentes a` la pre´sence de la fracturation diffuse ont e´te´ construites sans
ge´ne´rer de re´seau de fractures discre`tes, a` l’aide de la me´thode pre´sente´e au chapitre 4,
page 70. Ces perme´abilite´s et porosite´s e´quivalentes ont e´te´ calcule´es pour deux familles de
fractures, ayant respectivement des azimuts e´gaux a` 300 et 320˚ , des longueurs moyennes
e´gales a` 50 et 25m, des conductivite´s hydrauliques e´gales a` 2400 et 2200 mD.m et des
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Fig. 6.3: Mode`le ge´ostatistique du milieu matriciel. a) Re´alisation en facie`s b) Re´alisation
de la porosite´ c) Perme´abilite´ en x
ouvertures e´gales a` 1cm.
Dans cette application, la conductivite´ est donne´e sous forme nume´rique (au lieu d’eˆtre
calcule´e a` partir de l’e´paisseur de la fracture). L’e´paisseur de la fracture est utilise´e pour
calculer la porosite´ e´quivalente.
Fig. 6.4: Densite´ de fracturation diffuse pour le re´servoir Bloemendaal. On remarque que
la densite´ de fracturation augmente avec la courbure du toit du re´servoir.
6.3.3 Mode´lisation des failles sub-sismiques
Le re´seau de failles sub-sismiques est analyse´ en utilisant les me´thodes de´crites au
chapitre 2. La loi de longueur et le nombre de failles sub-sismiques manquantes sont
de´termine´es par la me´thode d’analyse en loi puissance de´crite page 24. La figure 6.5
montre qu’en choisissant de simuler des failles de longueur supe´rieure a` 200m (soit deux
fois la taille de la maille de simulation), 1059 failles sub-sismiques doivent eˆtre ge´ne´re´es
avec un exposant a = 1.63 pour prolonger le comportement en loi puissance.
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Fig. 6.5: Analyse de la loi de longueurs du re´seau de failles sismiques.
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Fig. 6.6: a) Fonction de corre´lation a` deux points pour les centres de failles sismiques b)
Moment d’ordre 2 obtenu par la me´thode du box-counting multifractal. Ces deux courbes
semblent indiquer une dimension de corre´lation e´gale a` 1.7. L’e´chelle r a` partir de laquelle
le re´seau n’est plus fractal semble eˆtre e´gale a` 2000m
Le mode`le de re´fe´rence que nous construisons ici doit eˆtre diffe´rent du mode`le utilise´
pour les essais de calage. Nous utilisons donc le ge´ne´rateur de failles fractales du logiciel
FracaFlow. Ce ge´ne´rateur fonctionne selon l’algorithme de´crit dans la partie 3.2.1 du cha-
pitre 3. Ceci permet d’obtenir un re´seau de failles sub-sismiques dont l’aspect diffe`re des
re´seaux ge´ne´re´s par notre me´thode multifractale (Figure 6.7). Les failles sismiques ont une
conductivite´ hydraulique e´gale a` 5.4×105 mD.m et les sub-sismiques 3.6×105 mD.m. Les
failles s’e´tendent verticalement sur une hauteur de 20 m. La position verticale des failles
est tire´e ale´atoirement. Nous avons fait ce choix car les perme´abilite´s e´quivalentes dans
la direction Z sont tre`s e´leve´es. Les effets gravitaires sont donc importants. En utilisant
des failles traversant entie`rement le re´servoir, les effets gravitaires entraineraient une mi-
gration de l’eau injecte´e vers les couches infe´rieures du re´servoir. Nous voulons limiter ce
phe´nome`ne.
6.3.4 Simulation des donne´es de production dobs
Le mode`le objet comprenant les failles sismiques et les failles sub-sismiques ainsi que les
donne´es sur la fracturation diffuse sont utilise´es pour calculer les proprie´te´s e´quivalentes
en utilisant la me´thode d’Oda. Les tailles de bloc e´quivalentes a` la pre´sence des joints
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Fig. 6.7: Re´seau de failles sub-sismiques ge´ne´re´es avec le logiciel FracaFlow. Les failles
sismiques sont en gras.
sont calcule´es en fonction de l’espacement moyen. Celui-ci est fonction de la densite´ et de
l’orientation moyenne dans chaque cellule du mode`le re´servoir.
Les donne´es de production sont ge´ne´re´es en effectuant une simulation sur le mode`le
de re´fe´rence ainsi construit. Pour cela, chaque puits injecteur injecte un de´bit de 400
m3/jour dans le re´servoir. Ce de´bit est relativement faible par rapport aux caracte´ristiques
ge´ome´triques du re´servoir. On e´vite ainsi les surpressions dans les puits et on favorise un
drainage efficace des blocs matriciels. Les puits producteurs produisent a` une pression
constante de 50 bars. La pression initiale dans le re´servoir est e´gale a` 150 bars.
Le re´sultat de cette simulation d’e´coulement est illustre´ sur les figures 6.8 et 6.9. Comme
nous l’avons de´ja` montre´ au chapitre pre´ce´dent, les donne´es de water-cut sont fortement
influence´es par la ge´ome´trie du re´seau de failles sismiques et sont donc utilise´es pour le
calage.
6.4 Construction et simulation des donne´es dsim sur le
mode`le de simulation
6.4.1 Modification du mode`le matriciel et du mode`le de joints
Le mode`le de simulation a priori est construit en modifiant le mode`le de re´fe´rence.
Pour cela, les germes servant a` initialiser les algorithmes ge´ostatistiques du mode`le matri-
ciel sont modifie´s. Les re´alisations obtenues sont diffe´rentes mais les variogrammes et le
conditionnement aux puits sont pre´serve´s.
6.4.2 Construction des failles sub-sismiques a` l’aide du mode`le multi-
fractal
Le mode`le a priori est construit en utilisant le ge´ne´rateur de failles multifractales
de´veloppe´ au chapitre 3. Celui ci est donc initialise´ avec une carte de densite´ basse
re´solution calcule´e a` partir des centres de failles sismiques. Les failles sont ge´ne´re´es avec la
loi de longueur et la dimension fractale calcule´es en 6.3.3. On obtient alors la re´alisation
de la figure 6.10. Les conductivite´s et les porosite´s sont identiques au mode`le de re´fe´rence.
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Fig. 6.8: Donne´es de water-cut obtenues apre`s simulation sur le mode`le de re´fe´rence
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Fig. 6.9: De´bits des fluides produits sur le mode`le de re´fe´rence
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En effet, nous ne voulons caler que la ge´ome´trie de la re´alisation et faisons l’hypothe`se
que les conductivite´s sont connues.
Les donne´es simule´es dsim a` l’aide de ce mode`le a priori ne permettent pas de re-
Fig. 6.10: Mode`le de failles sub-sismiques a priori.
produire l’historique de production comme le montre la figure 6.11. D’une part les valeurs
de water-cut sont diffe´rentes, et d’autre part les temps d’arrive´e d’eau ne sont pas
respecte´s. C’est notamment le cas du puits P3 qui simule une arrive´e d’eau qui n’apparait
pas sur les donne´es observe´es. Il est donc ne´cessaire de proce´der au calage de l’historique
de production du mode`le.
(a) P1 (b) P2 (c) P3 (d) P4
Fig. 6.11: Comparaison entre les donne´es de production simule´es sans calage d’historique
(en jaune) et les donne´es observe´es (en rouge)
6.5 Calage hydrodynamique
La me´thode du calage est utilise´e pour effectuer l’history matching. Pour cela, le
gisement est divise´ en quatre zones de´finies en fonction des groupes de puits injecteurs
et producteurs (Figure 6.12). Un parame`tre de de´formation graduelle permettant de
de´placer les centres des failles est affecte´ a` chaque zone.
La me´thode de Gauss-Newton est utilise´e pour optimiser les 4 parame`tres de de´formation
graduelle de´finis dans chacune des zones. Dans cette me´thode, le gradient et la hessienne
sont calcule´s a` chaque ite´ration. Pour cela, il est ne´cessaire de perturber les parame`tres
initiaux a` l’aide d’une valeur donne´e. La valeur de perturbation est choisie de sorte que
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Fig. 6.12: De´finition des zones pour le calage local
la moyenne de tous les de´placements des centres de failles soit a` peu pre`s e´gale a` la taille
d’une maille de simulation re´servoir. Ceci permet de calculer des directions de recherche
significatives.
La figure 6.13 montre l’e´volution de la fonction objectif au cours de l’optimisation.
Les barres claires correspondent aux simulations utilise´es pour calculer les gradients. Les
barres bleu fonce´es correspondent aux simulations permettant d’effectuer la globalisation.
La me´thode du calage ite´ratif de´crite page 91 a e´te´ utilise´e : lorsque l’optimisation a
converge´ vers un minimum (barres violettes), la re´alisation optimale yopt est combine´e
avec une nouvelle re´alisation inde´pendante yn et une nouvelle optimisation est effectue´e.
Chaque nouvelle optimisation est repre´sente´e par des e´tiquettes Optim1, Optim2, ... sur la
figure 6.13. L’utilisation du calage ite´ratif permet re´duire la fonction objectif de manie`re
significative. On remarquera que l’optimisation no 4 n’ame´liore plus le calage. Le mode`le
obtenu est montre´ sur la figure 6.14.
La figure 6.15 montre les courbes de production simule´es apre`s le calage. Ce der-
nier a permis d’ame´liorer la similarite´ des courbes de production mais aussi de caler les
temps d’arrive´e d’eau. On remarquera que le proble`me d’arrive´e d’eau pre´mature´e sur P3
a e´te´ re´solu.
Fig. 6.13: Evolution de la fonction objectif au cours de l’optimisation.
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Fig. 6.14: Mode`le de failles sub-sismiques a posteriori
(a) P1 (b) P2 (c) P3 (d) P4
Fig. 6.15: Comparaison entre les donne´es de production simule´es apre`s calage (en jaune)
et les donne´es observe´es (en rouge)
Chapitre 7
Conclusions et perspectives
7.1 Conclusion
Nous avons pre´sente´ une nouvelle me´thodologie permettant d’effectuer le calage
d’un mode`le stochastique de failles sub-sismiques a` un historique de production. Ces
travaux s’inscrivent dans le prolongement de ceux de Jenni [2005], qui a mis au point
une me´thode de calage adapte´e aux re´seaux de fractures a` grande e´chelle. Les travaux
de Jenni sont base´s sur un de´placement simultane´ de toutes les fractures du mode`le. A
notre connaissance, il n’existe pas de me´thode similaire dans la litte´rature. Cependant,
les parame`tres statiques utilise´s pour construire le mode`le ge´ologique ne correspondent
pas a` des grandeurs physiques de´ductibles des observations sur le terrain. De plus les
re´alisations obtenues ne permettent pas d’obtenir un mode`le re´aliste.
L’objectif de la pre´sente the`se a e´te´ de de´velopper une me´thodologie qui puisse eˆtre utilise´e
dans un contexte industriel. Pour ce faire, nous avons d’abord tente´ d’ame´liorer la me´thode
de Jenni. Cependant, en raison des limitations de l’algorithme de mode´lisation ge´ologique,
il s’est ave´re´ que le de´veloppement d’une nouvelle me´thodologie de mode´lisation serait
plus inte´ressant.
Dans une e´tude de re´servoir fracture´, la mode´lisation stochastique des grandes fractures
s’applique principalement aux failles sub-sismiques. Le proble`me est que ces objets ne
peuvent eˆtre observe´s directement. Par contre, leurs proprie´te´s peuvent eˆtre de´termine´es a`
partir d’une analyse des failles sismiques, si une hypothe`se de similarite´ peut eˆtre formule´e.
Nous nous sommes donc inte´resse´s aux mode`les fractals. En effet, de nombreuses e´tudes
ont montre´ que les re´seaux de failles observe´es sur aﬄeurement ont un comportement
fractal. Ces mode`les sont particulie`rement adapte´s au contexte pe´trolier car ils permettent
d’analyser les proprie´te´s du re´seau de failles sismiques (observation a` grande e´chelle) et
de les extrapoler aux failles sub-sismiques (objets a` petite e´chelle). La me´thode de Jenni
[2005] ne se preˆte pas a` une approche fractale.
Nous avons de´veloppe´ un mode`le stochastique de failles base´ sur le concept des
multifractales. La me´thodologie de´veloppe´e ne´cessite d’analyser le re´seau de failles
sismiques pour de´terminer ses proprie´te´s multifractales. Ces proprie´te´s sont utilise´es dans
un algorithme permettant de ge´ne´rer des cartes de densite´ multifractales. Les re´alisations
peuvent eˆtre conditionne´es aux failles sismiques. Cette carte de densite´ est utilise´e pour
tirer une population de points repre´sentant les centres des failles sub-sismiques. Le nombre
de failles a` ajouter est de´termine´ lors de l’analyse des longueurs des failles sismiques.
Pour chaque point tire´, une faille est propage´e. La longueur de la faille est tire´e dans une
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loi puissance. Son azimut est calcule´ par rapport aux failles sismiques avoisinantes. Les
failles repre´sente´es sous forme de line´aments sont ensuite e´tendues verticalement suivant
un pendage impose´. L’extension verticale des failles est de´termine´e a` partir des diffe´rents
horizons ge´ologiques du mode`le ge´ologique structural. Le mode`le de´veloppe´ pre´sente
l’avantage de reposer sur un nombre re´duit de parame`tres. De plus, l’ensemble de ces
parame`tres peuvent eˆtre obtenus a` partir d’une analyse des donne´es, ou d’un aﬄeurement
analogue.
Nous avons ensuite utilise´ une me´thode analytique permettant de convertir le mode`le
objet en un mode`le de simulation re´servoir. La me´thode utilise´e est particulie`rement bien
adapte´e aux failles car ce sont des objets dont la longueur de´passe la taille des mailles
de simulation. De plus, les couˆts informatiques de cette ope´ration sont peu e´leve´s et
sont donc adapte´s a` une boucle de calage de l’historique. Les perme´abilite´s, porosite´s
et tailles de bloc e´quivalent sont ensuite utilise´es pour remplir une grille de simulation
re´servoir double milieu. Malgre´ la description re´aliste des failles, le mode`le ge´ologique
ainsi construit ne permet pas de reproduire correctement le comportement passe´ du
re´servoir. Il est donc ne´cessaire d’ajuster le mode`le ge´ologique en effectuant un calage
d’historique.
Le calage d’historique est base´ sur l’utilisation de la me´thode des de´formations
graduelles, de´veloppe´e a` IFP Energies nouvelles. Cette me´thode permet de modifier
les re´alisations de mode`les stochastiques en pre´servant leur structure ge´ologique. En
appliquant cette me´thode au ge´ne´rateur de failles sub-sismiques de´veloppe´, il est possible
de modifier simultane´ment la position de l’ensemble des failles en agissant sur un
nombre re´duit de parame`tres de de´formation. D’autres proprie´te´s ge´ome´triques telles
les longueurs de failles peuvent aussi eˆtre modifie´es. Cette me´thode de parame´trisation
permet d’obtenir un de´placement continu des failles par rapport aux parame`tres de
de´formation. La re´ponse hydrodynamique du mode`le est donc continue. Le proble`me de
l’history-matching des failles sub-sismiques peut donc eˆtre re´solu a` l’aide de me´thodes
locales type Gauss-Newton. L’avantage de ce type de me´thodes est d’avoir une vitesse
de convergence e´leve´e tout en re´duisant le couˆt de l’optimisation. De plus, l’utilisation
de la me´thode des de´formations graduelles permet de rede´marrer une nouvelle opti-
misation a` partir d’un minimum donne´ pour contourner le proble`me des minimums locaux.
La me´thode ainsi de´veloppe´e est satisfaisante car elle permet de construire un mode`le
ge´ologique re´aliste en utilisant des donne´es qui sont disponibles a` partir d’observations
de terrain. Graˆce a` cela, elle peut s’inte´grer dans un contexte industriel. De plus, la
me´thode permet d’effectuer le calage hydrodynamique des re´alisations. Nous pre´sentons
maintenant certains points qui pourraient eˆtre approfondis.
7.2 Perspectives
Ame´lioration du mode`le multifractal Le mode`le multifractal utilise´ pour calculer les
densite´s de fracturation s’appuie sur la me´thode des cascades multiplicatives binomiales.
Nous avons montre´ que celles-ci peuvent cre´er des discontinuite´s lors du de´placement des
failles et que de plus, le mode`le binomial ne permet pas une repre´sentation re´aliste d’un
milieu naturel. Une alternative inte´ressante serait d’utiliser le mode`le de cascades infini-
ment divisibles propose´ par Chainais [2007] qui permet d’obtenir des re´alisations continues.
La construction d’une telle cascade utilise des tirages de points auxquels sont attribue´s
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des poids tire´s dans des lois de probabilite´ donne´es. Les re´alisations d’un tel algorithme
peuvent donc eˆtre de´forme´es graduellement. La me´thode est de plus ge´ne´ralisable en 3D.
En revanche, cet algorithme ne´cessite de nombreux de´veloppements informatiques et n’a
donc pas e´te´ aborde´ dans ces travaux.
Ge´ne´ration des failles en 3D Dans notre me´thode, les failles sont d’abord ge´ne´re´es
en 2D. Elles sont ensuite e´tendues en 3D en projetant les line´aments sur les diffe´rents
horizons ge´ologiques, suivant un pendage impose´. Ce type de me´thode peut ge´ne´rer des
failles aberrantes, notamment lors de la pre´sence de forts pendages dans le mode`le structu-
ral : l’extension verticale d’une faille peut alors eˆtre anormalement forte. Une perspective
inte´ressante serait de ge´ne´rer les failles directement en 3D, sans utiliser le support des
horizons ge´ologiques.
Prise en compte des failles e´tanches Dans de nombreux re´servoirs, les failles agissent
comme des barrie`res a` l’e´coulement. Il existe meˆme des configurations dans lesquelles une
faille semble eˆtre e´tanche transversalement et conductrice longitudinalement. C’est le cas
de failles dont le plan de rupture est e´tanche mais dont le couloir de fracturation associe´
est conducteur. La prise en compte de telles failles ne´cessiterait un travail important sur
la prise en compte des failles dans le mode`le d’e´coulement. De meˆme, un travail sur les
algorithmes d’optimisation serait ne´cessaire. En effet, la compartimentalisation induite par
la pre´sence de failles e´tanche peut engendrer des re´ponses hydrodynamiques discontinues
lors du de´placement des failles.
Calage simultane´ des proprie´te´s hydrodynamiques et de la ge´ome´trie Les prin-
cipales avance´es apporte´es au cours de ce travail concernent le calage d’historique par mo-
dification de la ge´ome´trie des failles. Le calage par modification des proprie´te´s hydrodyna-
miques est quant a` lui bien documente´, notamment dans le cas des re´servoirs matriciels.
Ne´anmoins, une application mettant en oeuvre le calage simultane´ de la ge´ome´trie et des
proprie´te´s hydrodynamiques serait inte´ressante.
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Annexe A
Algorithmes
A.1 Tirage poissonien uniforme
Une population de N points poissoniens peut eˆtre tire´e dans un espace 2D de taille
l × L a` l’aide de l’algorithme :
for i = 1 to N do
x← U()× l
y ← U()× L
end for
Avec U() un ge´ne´rateur de nombres pseudo ale´atoires uniformes.
A.2 Tirage poissonien non-stationnaire
Le tirage d’un point Poissonien non stationnaire, contraint par une densite´ D(x, y)
comprise entre 0 et 1 se fait de la manie`re suivante.
1. On tire les coordonne´es xi = U() × l et yi = U() × L avec U() un ge´ne´rateur de
nombres uniformes, l et L les largeurs et longueurs du domaine.
2. On tire un nombre uniforme ui que l’on compare a` la densite´ en (xi, yi). Si D(xi, yi) >
ui, on conserve le point. Sinon, on le rejette, et on tente un nouveau tirage a` une
nouvelle position.
A.3 Vol de Le´vy
Le vol de Le´vy est une marche ale´atoire dont les incre´ments sont distribue´s suivant
une loi puissance :
P (x > u) = u−D (A.1)
avec x la distance et D la dimension fractale. La direction prise a` chaque pas est arbitraire.
La figure A.1 en donne une illustration.
A.4 Poussie`re de Cantor
L’ensemble de Cantor est un processus ponctuel autosimilaire. On l’obtient en divi-
sant un segment [0, 1] en 3 parties e´gales. Puis on enle`ve la partie centrale, et on re´pe`te
l’ope´ration sur ces deux segments, et on re´ite`re ce proce´de´ inde´finiment (ou apre`s un
nombre d’ite´rations fixe´es pour une application pratique, voir figure A.2). Le sommet
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Fig. A.1: Vol de Le´vy
de chaque segment est alors un point de l’ensemble. Sa dimension fractale est e´gale a`
log 2/ log 3.
Fig. A.2: Ensemble de Cantor
A.5 Cascades multiplicatives avec une loi log-normale
Une loi log-normale peut eˆtre utilise´e pour tirer les poids lors du calcul d’une cascade
multiplicative. L’aspect des re´alisations obtenues de´pend des valeurs de la variance de la
loi utilise´e. Plus les valeurs sont faibles, plus les cartes ge´ne´re´es sont homoge`nes. Les points
ge´ne´re´s a` partir de cette carte de densite´ sont alors re´partis de manie`re uniforme (la dimen-
sion de corre´lation tend vers 2). Pour des fortes valeurs de variance, les re´alisations sont
he´te´roge`nes et les populations de points s’organisent sous forme de clusters (la dimension
de corre´lation tend vers 1). Ce phe´nome`ne est illustre´ sur la figure A.3.
A.5.1 Dimension de corre´lation des points ge´ne´re´s
Les re´alisations de l’algorithme des cascades multiplicatives sont utilise´es pour tirer
une population de points Poissoniens. La fonction de corre´lation a` deux points est utilise´e
pour e´tudier le caracte`re fractal des re´alisations. La figure A.4 montre que la fonction de
corre´lation suit une loi puissance dans l’intervalle r ∈ [100.0, 5000.0]. La de´viation pour
r < 100m est due a` la discre´tisation de la carte : les points se re´partissent uniforme´ment
dans les mailles (la dimension fractale tend vers 2). La de´viation pour r > 5000m s’ex-
plique par l’absence de couples de points se´pare´s par des longues distances (dimension
fractale tend vers 1).
La figure A.5 montre le calcul de la fonction de corre´lation pour 30 re´alisations diffe´rentes
de l’algorithme de cascade multiplicative. On remarque que les pentes locales sont
diffe´rentes. Les dimensions de corre´lation des diffe´rentes re´alisations sont donc diffe´rentes.
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Fig. A.3: Influence de la variance de la loi Log-normale sur la clusterisation des points
ge´ne´re´s
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Fig. A.4: Les points de la fonction de corre´lation a` deux points s’alignent sur une droite
pour un rayon compris entre 100 et 5000m justifiant un comportement fractal. La droite
d’ajustement a` la fonction de corre´lation a` deux points a pour pente Df = 1.71
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Fig. A.5: Fonction de corre´lations a` 2 points pour 30 re´alisations de cascades multiplica-
tives. La dimension fractale moyenne est de 1.73 et son e´cart type de 0.04
A.6 Tirage en loi puissance
Le tirage d’une valeur l comprise entre lmin et lmax peut eˆtre tire´e dans une loi puissance
d’exposant a a` partir d’un nombre uniforme u :
1. Si a = 1 :
l = exp [u× (log lmax − log lmin) + log lmin] (A.2)
2. Sinon :
l =
[
l
(1−a)
min + u×
(
l(1−a)max − l(1−a)min
)] 1
1−a
(A.3)
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History Matching of a Stochastic MultifractalSubesismic Fault Model
M. Verscheure* (IFP), A. Fourno (IFP) & J.P. Chilès (Ecole des Mines deParis)
SUMMARY
Many geostatistical methods have been developed  to generate realistic models of subseismic faultnetworks. The problem is that these models are difficult to history match. In this work, we present anoriginal methodology in which history matching is performed through a modification of fault positions.
We first propose a multifractal methodology to generate the faults. The method has been specificallydeveloped to allow history matching. The model parameters are derived from the analysis of the seismicfaults. A stochastic algorithm is used to generate 3D subseismic fault realizations that are constrained tothe seismic faults.
The fracture network is then discretized on a dual porosity simulation grid. Equivalent flow parameters arecomputed using an analytical method. Last, full field simulations are performed using a multiphase flowsimulator.
Then, we introduce a method to gradually change the locations of faults while preserving multifractalproperties. Changes in locations are driven from a reduced number of parameters. These parameters aregradually modified to optimize the geometry of the realization and compel the initial fault model toreproduce the hydrodynamic behaviour observed on the field.
The potential of the methodology is demonstrated on a 3D case study.
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Introduction 
Modeling naturally fractured reservoirs has been an active research topic in the past years. Object-
based modeling is a popular method to represent the discrete nature of fracture networks. Three 
different scales are generally used to describe the fractured network. Seismic faults are the largest 
objects (hundreds of meters to kilometers) characterized on seismic images. Subseismic faults are 
shorter objects with throws that are too small for them to be visible on seismic images (hundreds of 
meters). Their length is above the size of the simulation grid block. Diffuse fractures or joints are 
smaller fractures (tens of meters) with no throw. They are numerous enough to be characterized 
through well logs. This paper focuses on the subseismic scale. 
The presence of subseismic faults can seriously affect the hydrodynamic behavior of the reservoir. 
Conductive faults create preferential flow paths to the wells that lead to early water breakthrough. 
Sealing faults cause compartmentalization problems. The main issue is that subseismic faults are 
difficult to take in account because they are invisible on both seismic images and well logs. 
Stochastic methods based on fractal geometry have been extensively used to generate fault models [3, 
2, 5]. These methods assume that a fracture network is similar at different observation scales. They 
are convenient because they allow analyzing the available seismic fault network and extending its 
properties to smaller scales. Fractal behavior has been observed on many field outcrops and can be 
demonstrated using geomechanics under simplifying assumptions, even if such behavior is not 
universal. 
Computations of equivalent flow parameters are then used to convert the object-based model into 
reservoir simulation models. Because of the numerous uncertainties, these models are not able to 
reproduce the past hydrodynamic behavior of the reservoir. As a consequence these models have poor 
production predictability and need to be history matched. 
Traditional history matching methods in which petrophysical parameters (permeability, porosity) are 
adjusted are not efficient with subseismic faults. The reason is that the objects are large and scarcely 
distributed. Hydrodynamic behavior is therefore predominantly influenced by fault positions. 
Recent work presented a successful methodology to perform the history match through an 
optimization of fault positions [6]. The generated fault models being too simple, the concepts were 
then extended to fractal models [12]. This paper presents the latest developments of this methodology. 
Emphasis is put on the parameterization of fault positions and on the history matching algorithms. 
In the first part, we present a stochastic subseismic fault generator. The algorithms are based on 
fractal geometry and designed to be compatible with our history matching methodology. In the second 
part, we present a parameterization method to displace fault positions using a reduced number of 
parameters. At last, we present a semi synthetic case in which we demonstrate the validity of the 
methodology. 
I. Forward modeling 
1. Analysis of the seismic fault network 
There is no observable data to directly characterize the subseismic fault network. We therefore rely 
on a multifractal model enabling us to model subseismic faults from the characteristics of the seismic 
fault network. In this part we present the tools that are used to analyze the seismic fault network. Each 
tool is illustrated on the seismic fault network shown on Figure 1. 
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Figure 1 : Reference seismic fault network 
1. Length distribution analysis 
Power law distributions are frequently used to describe seismic fault lengths: 
alln −∝)(  (1) 
with n(l) the number of faults shorter than l and a the power law exponent. This choice is justified 
from outcrop observations and geomechanical models, even this is not a general rule. Power laws are 
convenient because they allow to extend the seismic fault length distribution to infer the subseismic 
fault length distribution. 
The power law exponent is determined by plotting the cumulated length distribution on a log-log 
scale. The plot is linear for lengths between l0 and lmax. The slope yields the exponent a. Deviation at 
larger fault lengths is due to edge effects (large faults are incompletely sampled and appear smaller 
than reality). Deviation for small fault lengths is due to the resolution limit of seismic methods. The 
number of subseismic faults derives from the choice of the minimum simulated fault length lmin 
(usually equal to the reservoir simulation cell size): extension of the power law from lmin to l0 provides 
the number of subseismic faults to generate. An example is given on Figure 2. 
 
Figure 2 : Length distribution analysis. Extension of the power law to a cutoff limit lmin = 200 m yields 
the number of subseismic faults to generate 
2. Spatial distribution analysis 
Fractal geometry describes objects that are similar whatever the observation scale. It has been 
widely used to characterize and model fault networks. Fractal objects are characterized with the non-
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integer fractal dimension Df. For a 2D network in which fractures are represented using lineaments, Df 
varies between 1 and 2. When Df is close to 1, the fracture network is typically made of distinct linear 
objects. When it is close to 2, fractures tend to uniformly fill the 2D space. 
a) Multifractals 
Multifractals are the extension of fractals to the description of quantities. They are well suited to 
describe fault density. Multifractals are characterized using a set of generalized dimensions Dq 
called the multifractal spectrum, measured using the multifractal box-counting algorithm. 
b) Multifractal box counting algorithm  
The fault network is covered with a regular mesh of cell size r. A quantity Fi(r) is measured 
inside each box (cumulated fault length or number of fracture barycenters) and normalized weights 
pi(r) are computed:  
∑
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The q-order moments are computed: 
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If the property is multifractal, the moments scale according to: 
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for -∞<q<∞. The dimensions Dq is the multifractal spectrum of generalized dimensions. D0 is 
equivalent to the fractal dimension Df. D2 is the correlation dimension, which can also be 
computed using the two-point correlation function. 
c) The two-point correlation function 
The previous method can either be applied to the whole fractured domain, or to the fault 
midpoints. In this case a useful method is the two-point correlation function C2(r). It is a function 
of r representing the number of points whose mutual distance is less than or equal to r. If the 
population of points is fractal C2(r) follows a power law: 
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d
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22
 (5) 
with N the number of points and Nd the number of pairs whose distance apart is smaller than r. Dc 
is the correlation dimension and is theoretically equivalent to the second-order multifractal 
dimension D2. This method is better at distinguishing fractal patterns from randomly distributed 
ones [1]. 
d) Application to the analysis of seismic faults 
Our methodology uses the assumption that only fault centers are multifractal. The analysis of the 
seismic fault network starts with the computation of these centers. The multifractal box counting 
algorithm is then applied to these centers to compute the 2nd-order moment M2(r). The measured 
quantity Fi(r) is equal to the number of centers per grid bloc. 
The 2nd-order moment M2(r) is then plotted on a log-log scale. The plot is linear within a limited 
observation range rmin < r < rmax . D2 is the slope of the fitted line. Deviation at larger box sizes rmax 
is imputed to the finite size of the system. Deviation for box sizes smaller than rmin is due to the 
underestimation of smaller faults (Figure 3). The fault center are hence fractal within the 
observation scales [rmin,rmax]. D2 can also be derived from the two-point correlation function but 
the method is subject to border effect as will be demonstrated later, so that box counting is more 
appropriate to our modeling approach. 
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Figure 3 : Analysis of the fault center distribution using the multifractal box-counting algorithm. The 
slope of M2(r) yields the correlation dimension. Multifractal behavior stops at rmin = 2000 m 
2. Subseismic fault modeling 
The purpose of multifractal modeling is to add subseismic faults to the system. The new faults have 
to extend the power law and the multifractal behavior below the seismic resolution limit. 
1. Modeling the spatial distribution of fault centers 
A multifractal density map is used to characterize spatial distribution. We now present the steps 
used to generate this map. A fault center density map covering the whole fractured domain is 
computed. Cell size is equal to rmin. In order to extend multifractal behavior below rmin, this low-
resolution map is refined using the multiplicative cascade algorithm [4]. 
a) Multiplicative cascade algorithm 
The multiplicative cascade algorithm is a method to generate multifractal images. It is initiated 
by drawing 4 weights constrained by the system: 
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where D2 is the correlation dimension of the seismic faults. 
 
 
Figure 4 : Multiplicative cascade algorithm 
The weights are assigned to the cells of a 2 × 2 grid (Figure 4-1). Each cell is then subdivided in 4 
parts and new weights are assigned to the subdivided cells. Either new weights are recomputed 
using the previous equation or the same values are used at all iterations. Weights are then 
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multiplied with the value of the parent cell (Figure 4-2). The process of subdividing cells and 
multiplying them by the previous iterations is repeated until the desired resolution is obtained 
(Figure 4-3). 
Interpolations are used throughout the iterations to avoid squared features (Figure 4-3). Instead of 
multiplying new weights with the parent cells, they are multiplied by a bicubic interpolation of the 
parent map. Figure 5 shows the difference between interpolated and non-interpolated cascades. 
 
Figure 5 : Non interpolated multiplicative cascade (left) and interpolated cascade (right) 
b) Generation of fault centers 
The density map computed with the cascade algorithm is used as a discrete probability 
distribution function to draw a population of subseismic fault centers. The two-point correlation  
dimension Dc of these points is equal to the correlation dimension  used in the cascade algorithm  
The multifractal behavior of the seismic faults is extended to the subseismic ones (Figure 6). 
 
Figure 6 : Two-points correlation dimensions for the seismic and subseismic fault centers 
c) Generation of 3D faults 
Fault lineaments are generated according to the power-law length distribution and randomly 
distributed on the simulated centers. Subseismic fault orientations are averaged from the seismic 
ones. Lineaments are then extended along the dipping angle and clipped to the geological units of 
the model.  
3. Calculation of equivalent parameters to perform full-field flow simulation 
Equivalent fracture properties are computed to discretize the object-based network onto a reservoir 
simulation grid. Equivalent permeability tensors are computed using analytical expressions based on 
the ODA method [10]. Basic assumptions for this model are: (I) a linear pressure gradient in the 
fracture network, (II) a complete connectivity of the fracture network, and (III) independent flow in 
each fracture. In the case of large faulted networks (objects larger than simulation cells), these 
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assumptions are always met. Permeability of each individual fault is computed as a function of the 
geometry and conductivity of the fault. Porosity is derived from the fracture volume. The method is 
easy to implement and requires little computational time.  
II. Inverse modeling 
The history matching of the subseismic fault realizations is formulated as an optimization problem. 
An objective function is defined to measure the difference between production (dobs) and simulated 
data (dsim): 
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The minimization of OF is difficult because the number of parameters (size and location of objects) is 
large. Furthermore, the optimized realization cannot be arbitrary and must honor the structure of the 
stochastic model. These difficulties can be overcome with the object-based gradual deformation 
method [6]. 
4. The gradual deformations method 
The gradual deformation method proposes to deform an initial realization of a random function in a 
continuous and coherent way in order to improve its match to dynamic data[7]. It is based on the fact 
that linear combinations of Gaussian random functions are Gaussian. Let Z(x) be a standard normal 
random function. A new realization z of Z is constructed as a linear combination of N+1 realizations zi 
of Z: 
z(ρ) = ρizi
i= 0
N∑   (8) 
Adding a normality constraint to the coefficients yields the conservation of the mean and variance of 
Z(x): ∑
=
=
N
i
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2 1ρ   (9) 
The constraint can be satisﬁed using spherical coordinates. In the case of two realizations combined 
using a single parameter, we have: 
z(t) = z0 cos(tπ ) + z1 sin(tπ )  (10) 
The variation of t in the interval [−1, 1] yields a progressive variation of z(t). Correlation between z0 
and y(t) is stronger as t→0. With t = ±0.5, the new realization is independent of z0.  
Gradual deformation of uniform numbers is achieved using the standard Gaussian cumulative 
function G : 
)]([)( tzGtu =  (11) 
1. Gradual deformation of a Poisson point process 
a) The sequential method to draw Poisson points  
Fault centers are drawn using the sequential simulation method [8]. Let f(xi,yj) be the bivariate 
density discretized on a M × N grid. The marginal distribution of xi is given by: ∑
=
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x
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A coordinate xi is drawn by inversion of the cumulative distribution function for a number u 
selected from a uniform distribution in [0, 1].: 
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Once xi is known, the conditional law fxi(y) is computed: 
fxi (y j ) =
f (x i,y j )
f (x i)
  (14) 
The yi coordinate is computed in a similar manner from a uniform number v: 
Fxi (y) = fxi(y j )
y i = 0
y∑
y = F −1xi (v)
 (15) 
Applying the gradual deformation method to u and v modifies the locations of points. The 
deformation process is continuous and the density constraint is preserved. As a consequence, the 
two-point correlation dimension is preserved. 
The sequential method yields smooth and continuous trajectories with homogeneous density maps. 
Multifractal density maps generated with the cascade algorithm have a heterogeneous nature. The 
sequential method is not efficient in these configurations: deformation trajectories are noisy and 
points will tend to jump from one position to another in the vertical direction (Figure 7). When the 
gradual deformation method is applied, horizontal position changes from x1 → x2. The cumulated 
distribution function in the y direction changes from )()( 1
2
1
1
uFuF
xx
−− → . The difference between 
these functions in the heterogeneous case can be quite important. As a consequence, even small 
variations of u lead to large variations of y (Figure 8). The efficiency of the history matching relies 
on a continuous displacement of the faults. To avoid these discontinuities, we introduce the 
multiscale sequential method. 
 
 
Figure 7 : Discontinuous gradual deformation trajectory of a single point using the sequential method 
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Figure 8 : Differences between )(1
1
uF
x
−  and )(1
2
uF
x
−  when x changes from x1 to x2 yielding a jump in the 
vertical direction 
b) The multiscale sequential method  
Let f(xi) be a discrete heterogeneous 1D density function. The function can be decomposed as: 
f (x i) = f0(x i) × f1(x i) 
In this decomposition f0 is a low resolution discrete PDF containing N elements; it represents the 
larger trends of f (low frequency information) and is sampled on S0 = [x0
0 , x0
1 , … , x0
N]. f1 is a high 
resolution PDF containing M elements. f1 represents the finer details (high frequency information) 
and is sampled on S1 = [x1
0 , x1
1 , … , x1
M]. 
The cumulated distribution function F0 is derived from f0. A uniform number u is transformed into 
the coordinate x0 (using equation 13). The interval on S0 to which x0 belongs is used to compute a 
new uniform number:  
u'=
u− x0
i
x0
i+1
− x0
i
 with x0
i < x0 < x0
i+1
 (16) 
A discrete PDF f1’ is extracted from f1: 
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The CDF F1’ is derived from f1’. The final coordinate x is computed: 
x = F '1
−1
(u')   (18) 
The low-resolution density discrete PDF is equal to the low-density map derived from the 
multifractal fault analysis. Coordinates x and y are computed similarly to the sequential method. 
The deformation trajectories obtained with this method are more continuous. The large jumps 
observed with the sequential method are avoided (Figure 9). 
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Figure 9 : Gradual deformation trajectory using the multiscale sequential method 
2. Gradual deformation of the multifractal density maps 
To increase the efficiency of history matching, we propose to also deform the density map 
realizations. The system of equations (6) is parameterized to define a set of continuous functions 
[P1(t) , P2(t) , P3(t) , P4(t)]. An equation is first added to the system to reduce the number of 
unknowns: 
0
4321
=+++ dPcPbPaP   
with 0=+++ dcba  
(19 ) 
Combining equations (6) and (19) yields a quadratic equation whose solutions is a set of functions 
P1(t), P2(t), P3(t) and P4(t) with 0≤ t ≤1. (a,b,c,d) are chosen so as to satisfy the condition Pi(t)≥0. 
The multifractal map is deformed by changing the parameter t. Because Pi(t) are continuous functions, 
the deformation of the map is continuous with respect to t and the multifractal properties are 
preserved. 
3. Gradual deformations of fault lengths 
Fault lengths are drawn from a power law distribution. They can hence be deformed by inversion of 
the cumulated distribution function: 
[ ])()( 1 tuPtl
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=   (20) 
where li(t) is the length of  fault i, P
 the power law CDF of fault length, and ui (t) a uniform number. 
III. Case study 
The validity of the history matching method is demonstrated on a semi-synthetic case. The reservoir 
structure and the seismic fault networks are derived from a real case. Production data is simulated 
using a commercial fracture reservoir software. 
The field Vercors is a 12×15 km oil saturated carbonated reservoir. The reservoir has the structure of 
an anticline with North/South orientation. Mean thickness is equal to 10 m. Past tectonic events have 
created faults with a N110E mean orientation. 106 seismic vertical faults are identified. Average 
reservoir pressure is equal to 150 bars. The reservoir is produced using a water injection strategy. 
Four production wells are located on top of the anticline. Eleven injectors build up pressure around 
the trap (Figure 10). The injection rate of each well is set to 2500 m3/day. Producers are set to a 
constant bottom hole pressure of 60 bars. 
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Figure 10 : Vercors reservoir structure. There are 11 injection wells and 4 producing wells. Seismic 
faults are represented in black. 
The seismic fault length distribution and multifractal parameters are analyzed (Figure 2 and Figure 3). 
About 1060 faults are below seismic resolution. Minimum subseismic fault length is 200 m and 
maximum length 1000 m with a power-law exponent of 1.63. D2  is set to 1.7 and the initial resolution 
rmin of the multiplicative cascade is 2000 m. The algorithm is initiated with the computation of the 
initial density map (Figure 11-a). The multiplicative cascade algorithm is applied to refine the density 
map (Figure 11-b). Fault centers are drawn using the multiscale sequential algorithm (Figure 11-c).  
Fault lengths are drawn and the initial geological model is built (Figure 12). Fault conductivities and 
apertures are respectively set to 3000 D.m and 0.01m. The equivalent fault permeabilities and 
porosities are computed on a 121×150×1 dual-medium grid. Matrix permeability is set to 50 mD in 
the X and Y directions. Porosity is set to 0.3. Matrix-fracture exchange terms are defined through 
block sizes computed according to the fault geometries. A full-field fluid flow simulation is run. 
Water-cut levels are considered because they are representative of the connectivity of the network. As 
expected, simulated production data differs from measured data. History matching is hence necessary 
(Figure 13). 
It is difficult to match all the wells simultaneously when the history matching method is applied to the 
whole fractured domain. The reservoir model is therefore divided in four zones defined according to 
groups of injectors and producers (Figure 14). One gradual deformation parameter is assigned to each 
zone. The initial geological model can then be deformed independently in each zone to increase the 
objective function convergence rate. Fault positions are optimized using the SQPAL gradient-based 
algorithm [11, 9]. When an optimal realization has been found, the match is further increased by 
combining it with a new realization. Figure 15 shows the evolution of the objective function during 
the gradual optimization process. The match to production data is satisfying as shown on Figure 16. 
Figure 17 shows the optimal fault realization. 
 
 
a) b) 
 
c) 
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Figure 11 : The seismic fault network is used to calculate an initial low resolution density map (a), 
which is used to initiate the multiplicative cascade algorithm (b). The final density map is used to 
draw a population of fault centers (c). 
 
Figure 12 : Initial fault realization     
 Pͳ  Pʹ 
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Figure 13 : Initial water cut levels for P1, P2, P3 and P4. Field production data is in red, and simulated 
values in yellow 
 
Figure 14 : Division of the reservoir into 4 independent optimization zones 
 
Figure 15 : Evolution of the objective function during the history matching process 
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Figure 16 : Optimal water cut levels for P1, P2, P3 and P4. Field production data is in red, and 
simulated values in yellow 
 
Figure 17 : Optimal fault realization 
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Conclusions 
In this paper, we presented a methodology to perform the history matching of subseismic fault 
models. We first presented a stochastic fault generator that was specifically developed for history 
matching purposes. We then proposed an original history matching method in which the faults are 
displaced to match the production data. The main conclusions of this work are that: 
− The proposed stochastic model uses a reduced number of parameters to describe the geometry 
of the realizations (fractal dimension, length distribution). These parameters are easily inferred 
from an analysis of the seismic fault network. 
− The fault generator is based on fractal geometry, which has been widely used to describe and 
model fractured networks. Realizations are realistic and constrained to the available seismic 
faults. 
− The fault generator is compatible with the gradual deformation method: all fault positions 
depend on a reduced number of gradual deformation parameters. 
− The gradual deformation preserves the statistical coherency of the model: length distribution 
and fractal properties are left unchanged during the optimization. 
− The use of the multiscale sequential algorithm provides smooth and continuous deformation 
trajectories. As a consequence, hydrodynamic behavior is continuous with respect to gradual 
deformation parameters. 
− The reduced number of deformation parameters and the continuity of the objective function 
authorize the use of gradient-based algorithms. This reduces the number of fluid flow 
simulations used to evaluate the objective functions. 
− The proposed methodology proves to be successful on a semi-synthetic case. 
Future work will focus on: 
− Testing global optimization methods: Indeed, some fault configurations are difficult to optimize 
because the objective functions contain local minimums. 
− Taking the presence of sealing faults into account: This is a challenging task because 
compartmentalization effects yield non linear hydrodynamic behavior when the faults are 
displaced. 
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Inversion conjointe des propriétés géométriques et hydrauliques d’un modèle
stochastique de réservoirs faillés et fracturés
Résumé : Les réservoirs fracturés occupent une part importante de la production du pétrole dans
le monde (Moyen Orient, golfe du Mexique, etc.). Un facteur clé de la récupération du pétrole dans
un réservoir fracturé est la compréhension de la géométrie et de la conductivité hydraulique du ré-
seau formé par les fractures. Cette compréhension nécessite la construction d’un modèle de réservoir
intégrant l’ensemble des connaissances conceptuelles et des données disponibles sur le terrain. La
thèse de Sandra Jenni soutenue en janvier 2005, a permis de poser les bases d’une méthodologie
permettant d’intégrer à la fois les données statiques et les données dynamiques dans un modèle de
fractures. Le présent sujet de thèse constitue donc une suite naturelle des travaux de thèse de Sandra
Jenni. Il a permis d’établir une nouvelle approche de génération des réseaux de failles sub-sismiques
se basant sur une caractérisation fractale de la géométrie des réseaux de failles identifiés à partir
de données sismiques ou des affleurements. Le réseau de failles obtenu peut alors être déformé
de manière à caractériser l’influence des propriétés géométriques et hydrauliques des failles sur le
comportement hydrodynamique du modèle de réservoir fracturé. Cette propriété permet d’effectuer le
calage à l’historique de production : les positions et les propriétés hydrauliques des failles incertaines
sont modifiées par un algorithme d’optimisation, permettant de réduire l’écart avec les données dy-
namiques observées. La cohérence géologique du modèle de failles est préservée. La mise en ¡uvre
des différentes étapes de l’approche proposée est illustrée par différentes applications sur réservoirs
synthétiques inspirés de réservoirs exploités.
Mots clés : Fracture - Fractal - Calage hydrodynamique - Geostatistique
Joint inversion of the geometric and hydraulic properties of a stochastic
model of faulted and fractured reservoirs
Abstract: Fractured reservoirs are an important part of the oil reserves in the world (Middle East,
Gulf of Mexico, etc.). A key point in hydrocarbon recovery in fractured reservoir is to understand the
geometry and hydraulic conductivity of the network formed by the fractures. This requires the con-
struction of a reservoir model that integrates all available conceptual knowledge and quantitative data.
Through the thesis of Sandra Jenni defended in January 2005, a methodology able to integrate both
static and dynamic data has been proposed. The topic of the present thesis is the continuation of
the previously described work. First, the geometry of the seismic fault network is characterized using
fractal methods and sub-seismic faults are generated using a stochastic algorithm. The geometry of
this discrete fracture network can be modified in order to modify the hydrodynamic behaviour of the
reservoir model. An optimization algorithm is used to modify the sub-seismic fault positions, leading to
the history matching of the reservoir model. Fractal properties are preserved during the deformation
process. These different steps are demonstrated on realistic synthetic cases.
Keywords: Fracture - Fractal - History matching - Geostatistics
