Abstract-Physical-layer network coding (PNC) is a communications paradigm that exploits overlapped transmissions to boost the throughput of wireless relay networks. A high point of PNC research was a theoretical proof that PNC that makes use of nested lattice codes could approach the information-theoretic capacity of a two-way relay network (TWRN), where two end nodes communicate via a relay node. The capacity cannot be achieved by conventional methods of time-division or straightforward network coding. Many practical challenges, however, remain to be addressed before the full potential of lattice-coded PNC can be realized. Two major challenges are: (1) for good performance in lattice-coded PNC, channels of simultaneously transmitting nodes must be aligned; (2) for lattice-coded PNC to be practical, the complexity of lattice encoding at the transmitters and lattice decoding at the receiver must be reduced. We address these challenges and implement a first lattice-coded PNC system on a software-defined radio (SDR) platform. Specifically, we design and implement a low-overhead channel precoding system that accurately aligns the channels of distributed nodes. In our implementation, the nodes use low-cost temperature-compensated oscillators (TCXO) only-a consequent challenge is that the channel alignment must be done more frequently and more accurately compared with the use of expensive oscillators. The low overhead and accurate channel alignment are achieved by (1) a channel precoding system implemented over FPGA to realize fast feedback of channel state information; (2) a highly-accurate carrier frequency offset (CFO) estimation method; and (3) a partial-feedback channel estimation method that significantly reduces the amount of feedback information from the receiver to the transmitters for channel precoding at the transmitters. To reduce lattice encoding and decoding complexities, we adapt the low-density lattice code (LDLC) for use in PNC systems. Experiments show that our implemented lattice-coded PNC achieves better bit error rate performance compared with timedivision and straightforward network coding systems. It also has good throughput performance in mobile non-LoS scenarios.
downlink transmissions into a single transmission (downlink: A R ! B), as shown in Fig. 1b . Specifically, in SNC, the relay broadcasts the sum of the messages of nodes A and B. Then nodes A and B can decode the message from the other end node by subtracting their own message from the sum. PNC further reduces the required non-overlapping transmissions to two, by letting nodes A and B transmit messages simultaneously to relay R (uplink: A ! R B), as shown in Fig. 1c . Relay R then decodes a network-coded message (a linear combination of the end nodes messages) from the overlapping signals and forward the networkcoded message to nodes A and B (downlink: A R! B). Upon receiving the network-coded message, each end node decodes the original message from the other end node by subtracting its own message from the network-coded message. PNC can also be applied to compute-and-forward (CF) networks [5] where multiple source nodes transmit messages to a destination node via multiple relay nodes. Besides relay networks, PNC can also boost the performance of non-relay multiple access networks [6] , [7] .
The above TD, SNC, and PNC can be categorized as decode-and-forward (DF) relaying schemes. The traditional TD DF scheme considers one-way relaying in which the relay decodes and forwards the message from a single user, while PNC considers relay networks that involves multiple transmitters, in which the relay decodes and forwards a message combination [2] , [3] , [5] , [6] , [7] . SNC forwards a message combination, but unlike PNC, its relay does not receive simultaneously transmitted signals from multiple nodes.
Y. Tan and S.C. Liew are with the Department of Information Engineering, Chinese University of Hong Kong, Shatin, NT, Hong Kong. E-mail: adherentx.tyh@gmail.com, soung@ie.cuhk.edu.hk. T. Huang is with the Nanjing University, Nanjing Shi, Jiangsu Sheng 210008, China. E-mail: schrodinger.huang@gmail.com. In contrast to DF, for amplify-and-forward (AF), a relay just amplifies and forwards its received signal without decoding. AF also exploits overlapped transmissions to boost the throughput in TWRN, e.g., analog network coding (ANC) [8] . Compared with DF, AF suffers from noise amplification and hence high error rates, especially at low signalto-noise ratio (SNR) [9] . Lattice-coded PNC has been proved to be able to achieve the information-theoretical capacity of TWRN to within half bit [10] , while ANC cannot.
Challenges and Contributions. It has been a decade since the concept of PNC was first proposed in MobiCom 2006 [2] . Since then, PNC has become a subfield of network coding (NC) with a wide following. Despite the many years that elapsed, most PNC research has remained theoretical. In particular, lattice codes have never been implemented in practical systems. Although some experimental PNC prototypes have been demonstrated to date [6] , [7] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , these prototypes could only achieve low-order binary phase shift keying (BPSK) and quadrature phase shift keying (QPSK) modulations. None of them makes use of lattice coding to realize the full potential of PNC. The gap between theory and implementation in the field of PNC was due to practical challenges such as channel misalignments, channel variations, and the high complexity of lattice codes. Specifically, channel misalignments and channel variations make it hard for the relay to compute a message combination with fixed integer coefficients, and the high complexity of lattice codes make it hard to be implemented. This paper presents a practical lattice-coded TWRN system that supports higher-order modulations by overcoming these challenges with a channel precoding system that aligns the channels of the end nodes. In addition, the lattice encoder and decoder in the system have low complexity. Our work is overviewed below:
Channel Alignment with Low-Cost Commercial Oscillators Without Reference Synchronization Signal. For optimal performance of lattice-coded PNC, the channel from node A to relay R and the channel from node B to relay R must be aligned. This is to facilitate the extraction of a network-coded message from the overlapping signals at relay R. In a mobile network, the channels vary dynamically with time. Moreover, unsynchronized low-cost oscillators in general have large carrier frequency offsets (CFO) among them, which can induce a relative phase rotation of more than 2p between the overlapping signals within a packet duration. The CFO is not only large, but also keeps changing: quick and accurate estimation of the CFO is important. Some prior works dealt with these problems with reference signals, using extra antenna, extra time, and/or extra bandwidth [19] , [20] , [21] . We show that phase alignment can be achieved even when the nodes are driven by independent inexpensive temperature-compensated crystal oscillators (TCXO), without the need for expensive oscillators (e.g., oven-controlled crystal oscillators (OCXO) or Global Positioning System disciplined oscillators (GPSDO)), shared clocks, or a common reference frequency between nodes A and B. To enable timely channel feedback of channel state information (CSI) for precoding, we implemented the time-critical functions within the FPGA hardware of our software-defined radio (SDR) testbed. In our system, the relay estimates and feedbacks the CSI to nodes A and B with an overall feedback delay (from estimation to precoding) less than 0:5 ms. In addition, our packet format with preambles and postambles enables CFO estimation that is 100 times more accurate than the conventional preambleonly approach in IEEE 802.11 systems.
Time-Slotted Regulated Transmission and Proactive Phase Adjustment. For orthogonal frequency-division multiplexing (OFDM) PNC, the relative phase offset of the same subcarrier of nodes A and B depend on the difference in the arrival times of their packets at the relay (i.e., the relative phase offset of a subcarrier depends on the arrival-time offset of the two packets). Prior PNC implementations [6] , [7] , [11] let the relay broadcast beacons to trigger nodes A and B to transmit uplink packets together, but this beacon-trigger method cannot control the exact transmission times, causing changes to the arrival-time offset for successive uplink transmissions. This uncertainty of the arrival times will invalidate the phase precoding, because the relative phase offsets of the previous uplink transmissions may not reflect the relative phase offset of the current uplink transmissions. To remove uncertainty in arrival-time offset, we built a time-slotted system to let the end nodes transmit according to their local timers after an initial synchronization process. Then changes in arrival-time offset mainly come from sampling frequency offset (SFO), and this can be taken care of by our SFO precoding. Meanwhile, the sample shifts caused by SFO can accumulate and make the arrival-time offset be larger than the cyclic prefix (CP) of the OFDM system. We deal with this problem by letting the relay inform the lagging node to advance the sending of its packets (i.e., adjusting its time-slot boundary) once in a while. The node, besides, advancing the sending of its packets, also proactively introduces a corresponding phase precoding on each of its subcarrier to nullify the phase offset introduced by the advancement of its arrival times. In short, with our new method, we can both predict and proactively control the relative phase offset of the system.
Minimal Overhead of Signaling and Feedback. Lowering the overhead of signaling and feedback in a precoding system is very important to make the system practical. Our packet format has the same overhead as that of IEEE 802.11, incurring no extra overhead. Our precoding scheme uses a very simple protocol that does not require complicated signaling for timing synchronization and channel estimation. Moreover, our precoding scheme only requires the relay to feedback partial uplink phase and amplitude information to the end nodes, where reciprocity is employed to construct the complete uplink phase and amplitude based on downlink measurement. We emphasize that, fundamentally, feedback cannot be totally eliminated and reciprocity will not work by itself in terms of the construction of the complete uplink phase and amplitude information (this is shown in Section 3 of this paper). With our partial feedback scheme, the amplitude feedback overhead is cut by 98 percent, and the phase feedback overhead is cut by 96 percent compared with the complete feedback scheme. The feedback overhead in our partial feedback scheme is negligible relative to the data payload. The phase error only increases slightly compared with the case with full feedback.
Practical Lattice Encoder and Decoder. Our system makes use of low-density lattice codes (LDLC) [22] , [23] , [24] . To our best knowledge, this is a first implementation of a lattice-coded communication system (PNC or non-PNC). For our PNC system, despite the highly accurate channel precoding, the lattice PNC decoding algorithm will still need to handle the small residual channel misalignment that varies within a packet. Such small but changing misalignment is unavoidable in practical systems. Prior theoretical studies of lattice PNC decoding did not take into account the changing relative phase offset between the overlapping signals within a packet. We designed a novel LDLC decoder to deal with the varying residual channel misalignment. In addition, our lattice encoder and decoder incorporate lattice shaping to control the powers of lattice codewords, a must in practice due to the limited dynamic range of amplifiers. We also devised a fixed-complexity lattice shaping method to reduce computation required for shaping and decoding.
The remainder of this paper is organized as follows: Section 2 overviews this paper, justifies the design of the lattice-coded PNC with channel precoding, and differentiates our work from related work. Section 3 presents a practical channel precoding system that aligns the channels of the two end nodes. Section 4 discusses LDLC encoding, shaping, and decoding (for point-to-point channel and for PNC). Section 5 presents our SDR implementation. Section 6 presents our PNC experimental results. Section 7 discusses extension of this paper beyond TWRN. Section 8 concludes this paper.
OVERVIEW OF MAIN RESULTS
This paper focuses on the uplink because for PNC performance, the uplink is the critical part-the downlink does not require channel alignment and is just ordinary multicast communication [3] . Channel alignment is very important for good performance in PNC. Channel misalignment lowers the achievable rates [25] . Fig. 2 shows the overlapped signals received by the relay when both end nodes use 16-quadrature amplitude modulation (16-QAM) over OFDM without channel alignment. The unaligned constellation makes it difficult to decode a network-coded message out of the overlapped signals.
In point-to-point OFDM systems, a receiver can compensate for the CFO and equalize the frequency-domain channel, as shown in Fig. 3a . But the receiver-side CFO compensation and channel equalization do not work in PNC networks, because the signals of multiple transmitters overlap at a PNC receiver. The receiver cannot do CFO compensation and channel equalization for the signals from different transmitters simultaneously. If the receiver does CFO compensation and channel equalization for one transmitter, the CFO(s) of the signals of the other transmitter(s) will not be correctly compensated for, and the channels will not be correctly equalized. Therefore, CFO compensation and channel equalization should be done at the transmitter side, rather than the receiver side. In other words, we should do channel precoding in PNC systems, where different transmitters (the two end nodes in TWRN) perform compensation and equalization according to their respective channel conditions, such that the channels of different transmitters stay aligned on each subcarrier throughout a PNC packet. As shown in Fig. 3b , the channel precoding reverses the receiver-side processing in point-to-point system: first frequency-domain channel precoding, and then time-domain CFO precoding. With the help of the transmitter-side channel precoding, the receiver does not need to do much processing before channel decoding, but it needs to estimate the channels and CFOs and feedback to the end nodes to facilitate the channel precoding at the transmitter sides.
There are many challenges to the channel precoding system, such as transmission time random jitters, feedback delays, CFO estimation errors, and feedback overhead. All these challenges are so critical that the lattice-coded PNC system will be impractical (will have poor decoding performance or high overhead) if any one of them is not correctly dealt with. Section 3 introduces these challenges and presents our solutions in detail, and Fig. 14 in Section 5 shows the diagrams of the transmitter and receiver processing. Here we first provide some experimental results about the channel aligning performance. Fig. 4 shows typical constellations of all subcarriers of the received signals of 16-QAM PNC, achieved using different configurations in our precoding system: 1) use OCXO (Figs. 4a and 4b) or TCXO (Figs. 4c and 4d); full-feedback method: feedback phases of all subcarriers (Figs. 4a and 4c) or partial-feedback method: only feedback the phases of 2 subcarriers out of 52 subcarriers (Figs. 4b and 4d ). We use 16-QAM to illustrate our point here because the high-dimensional lattice codes actually used in our lattice-coded PNC system are hard to visualize. The 4 Â 4 16-QAM of the two end nodes becomes 7 Â 7 49-QAM at the relay when the overlapped signals are perfectly aligned. From Figs. 4c and 4d , we see that even with inexpensive TCXO, our system can still achieve good channel alignment. From Figs. 4b and 4d, we see that our partial-feedback method only compromises the phase alignment slightly.
In Fig. 5 , we compare the empirical cumulative distribution function (CDF) of the above four configurations. Fig. 5a plots the CDF of the phase misalignment between the two end nodes to characterize the overall phase precoding accuracy. Fig. 5b plots the CDF of the phase-misalignment deviation (with respect to the misalignment of the first symbol) to characterize the misalignment drifts within a packet. These figures are obtained based on the statistics of the samples of more than 1,000 packets, without any smoothing.
Although using TCXO cannot achieve the same phasealignment accuracy as using OCXO, the residual misalignment is small that we can deal with it by special lattice decoder designs. We use TCXO and partial-feedback method for the experiments in the remainder of this paper because our ultimate aim is a practical inexpensive PNC system.
Compared with TD and SNC, although PNC requires fewer transmissions, its performance is sensitive to phase misalignment and if the phases are not aligned to a large extent, it may be able to support less dense signal constellations only-this will affect the amount of information delivered per transmission. In other words, a PNC system may potentially perform worse than TD and SNC in terms of throughput if the channels of the two end nodes are not properly aligned. Our experiment results in Section 6.1 show that with our channel precoding system, PNC can achieve lower bit error rate (BER) than TD and SNC for the same end-to-end data delivery rate (A!B and A B). This experiment justifies PNC as a practical communications scheme.
In addition to building the channel precoding system with desirable attributes (low cost, resource saving, low overhead, simple protocol, etc.), we also redesign lattice encoders and decoders to address practical considerations in PNC, including a) power control through lattice shaping, b) reduction of computation complexity caused by lattice shaping, and c) consideration of the small but varying post-precoding residual channel misalignments within a packet. Considerations a) and b) are also relevant to non-PNC systems, and by taking them into account, we have also moved the general application of lattice codes a step closer to practice.
For traditional point-to-point communication, lattice codes allow the system to achieve the capacity of AWGN channel [26] . However, there are also other good codes that allow the AWGN channel capacity to be achieved with lower complexity (e.g., LDPC). As a result, practical pointto-point communication systems seldom adopt lattice codes. For PNC, to our best knowledge, there has been no work showing codes other than lattice codes can allow the capacity of the two-way-relay channel to be achieved. Thus, lattice-coded PNC occupies a unique place as far as communication theory goes.
A practical challenge to lattice codes is that its decoding in general has exponential complexity. Low-density lattice codes [22] , [24] is a new type of lattice codes with a sparse parity check matrix. LDLC can be decoded using the belief propagation (BP) algorithm in linear complexity, and systems using LDLC have been proved theoretically to be able to approach the capacity of the AWGN channel. The lattice encoding-decoding of our paper is built upon the theory in [22] , [24] , with modifications to address practical issues in PNC. Although our channel precoding scheme can align the channels to a large extent, small residual channel misalignments still remain. Furthermore, due to phase noise and tiny residual CFO and SFO, the residual channel misalignment may vary within a packet duration. To our best knowledge, all the theoretical work on latticecoded PNC [5] , [27] , [28] , [29] to date assume the channels to stay constant within a packet. In our system, the relay keeps track of the residual baseband channel variation using the pilot subcarriers. The relay takes into account the intra-packet channel variation when decoding a network-coded message. In addition, we use a fixed-complexity lattice shaping method to control the power of lattice codewords. This method has low shaping/decoding complexity and incurs only small performance loss compared with other high-complexity methods.
Related Work
The authors of [15] implemented a simplified lattice-coded PNC with QPSK modulation and Reed Solomon (RS) code. However, the QPSK-RS code is still a conventional block code, and differs from lattice codes in its construction and performance. This system does not realize a lattice-coded PNC in its true spirit, and cannot approach the capacity of TWRN. Also, [15] did not implement channel precoding (i.e., the channels can be misaligned, resulting in performance loss), and just used GPSDO to ensure synchronization of the oscillators. CF [5] is a variant of PNC that aims to compute an integer-coefficient linear combination of the end nodes' messages. Refs. [30] , [31] analyzed the performance of CF [5] using LDLC. Their simulation studies were limited to scenarios with perfect phase alignment, without considering how it could be achieved. Without channel alignment, the overall rate performance of the system will be far from that of channel-aligned lattice-coded PNC [25] .
Channel alignment is also a problem that needs to be addressed in distributed multi-user (MU) MIMO systems. In a MU-MIMO implementation referred to as AirSync in [20] , a master access point transmits an out-of-band reference signal to continuously calibrate the phases of slave access points. AirShare [21] used a reference signal, but it differs from AirSync in that the reference signal is an analog clock signal. Sending continuous out-of-band reference signals requires extra bandwidth and/or antennas. In contrast, our channel precoding mechanism in PNC achieves good channel alignment without the need for extra bandwidth or antennas.
Ref. [32] implemented a system of interference alignment and cancellation (IAC). In IAC, what matters is the relative phases between the multiple antennas of each client, not the absolute phase observed on each antenna. Since CFO creates the same phase rotation to the antennas of the same client, the relative phases between the antennas do not change. Therefore, CFO is immaterial as far as IAC is concerned. By contrast, what matters to PNC is the relative phase offset between the two distributed nodes driven by independent oscillators. Unlike IAC, our PNC system has to precode the CFO very accurately to maintain phase alignment.
Joint multi-user beamforming (JMB) [19] used an extra wireless node to transmit a reference signal to adjust the phases of different nodes in MU-MIMO. We do not use an extra wireless node for such a purpose in our PNC system. The protocol of JMB requires rounds of uplink-downlink information exchange for each single-transmission period, incurring high signaling overhead. Our system has low overhead thanks to our simple time-slotted protocol and partial-feedback scheme. Another important difference is the assumption of JMB that CFO does not change significantly over time. We find this assumption to be invalid when TCXO is used.
Ref. [33] presented Argos, a base station architecture in which a large number of antennas serve many terminals through multiuser beamforming. Argos exploits channel reciprocity to let the base station estimate the channels of multiple antennas relative to a reference antenna without any feedback. Although Argos performs beamforming assuming reciprocity, a fundamental difference with our work is that they used a shared clock to synchronize all the antennas on the base station. This is not practical for PNC where the nodes to be channel-aligned are located at different positions. Ref. [34] applied the idea of reciprocity-based relative channel estimation to MU-MIMO to reduce the required CSI feedback in a network with multiple access points connected by a wired backhaul network. However, the assumption of wired backhaul is not valid for PNC.
Ref. [35] addressed the complexity of signal processing in large-scale MIMO networks. In the future when we extend our PNC system to the many-user scenario (e.g., N Â N CF, network-coded multiple access), similar consideration will be needed.
Ref. [8] implemented ANC. ANC does not require channel alignment because the relay does not decode. However, this approach suffers from performance loss because noise is amplified along with the signals and it cannot approach the capacity of TWRN. The ANC implementation in [8] used minimum-shift keying (MSK) so that the end nodes can do non-coherent detection without requiring uplink channel information. But MSK is a low-order modulation, and the supportable data rate is as low as that of BPSK. Higher-order differential phase shift keying (DPSK) could be used to achieve higher data rates, while still allowing non-coherent detection. But DPSK is not power efficient when the order is higher than 4 (i.e., beyond DQPSK). On the other hand, if QAM is used for better power efficiency, then the relay needs to feedback the uplink channels (and channel variations within a packet) to the end nodes for coherent detection, inducing communication overhead.
In Section 3.6, we make an overall comparison between our precoding system and the precoding systems in some of the prior work above. In Section 6.4, we compare our PNC implementation with prior PNC implementations.
Last but not least, we remark that the channel alignment in PNC is more challenging than that in distributed MIMO, because in PNC the constellations of multiple users are superimposed, resulting in a much denser constellation. For PNC, the dense but aligned constellation is needed to facilitate the computation of a network-coded message at the relay, while distributed MIMO only needs to null out unwanted interferences.
PRACTICAL CHANNEL PRECODING SYSTEM
The baseband channel that a receiver observes includes the air channel and the hardware of the transmitter and the receiver. The coherence time of the air channel is relatively long (e.g., > 10 ms) in indoor environments. The hardwareinduced channel amplitudes are stable and can be seen as invariant, but the hardware-induced channel phases vary quickly due to the frequency offsets between the hardware of different nodes. So, we discuss the problems of amplitude precoding and phase precoding separately in the following. For each problem, we discuss how to ensure good aligning performance with low overhead.
For amplitude precoding, the relay can feedback the amplitudes of all subcarriers to each end node. Since the hardware-induced amplitudes are almost invariant and the air channel amplitudes change slowly, the feedbacked amplitudes will be good enough to align the amplitudes of the two end nodes on all subcarriers. But full feedback of amplitudes on all subcarriers induces high communication overhead. We exploit channel reciprocity to reduce the overhead. Specifically, for each end node, the amplitudes of the downlink subcarriers are estimated and used to precode the uplink subcarriers to equalize the amplitudes of all subcarriers. In particular, the relay only needs to feedback an overall amplitude to each end node to balance their receive powers at the relay (i.e, there is no need to feedback the individual amplitudes of all uplink subcarriers to the end nodes). This greatly reduces the amount of feedback information required.
For phase precoding, the relay can also feedback the phases of all subcarriers to each end node. In addition to the initial phase precoding in the frequency domain, each end node also needs to do CFO precoding in the time domain, because the baseband channel phases rotate quickly due to CFO. Even with CFO precoding, the residual CFO (due to CFO estimation errors) may still cause the phase errors to grow over time. Therefore, CFOs must be estimated accurately and phases must be feedbacked in a timely manner. The transmission time of the two end nodes must be synchronized as well, because changing time offsets will cause phase rotations in the frequency domain. After solving these problems to align phases well, the next question is how to reduce the overhead. We can also exploit channel reciprocity to reduce the overhead, but, unlike amplitudes, an end node cannot derive the uplink phase of a subcarrier from the downlink phase of the same subcarrier-the reason for that will be elaborated in Section 3.2. Nevertheless, as will be demonstrated in Section 3.5, a method that exploits reciprocity to reduce phase feedback to a minimal amount is still possible.
In the following, Section 3.1 discusses amplitude precoding, and Sections 3.2, 3.3, 3.4, and 3.5 discuss phase precoding. Section 3.6 compares our precoding system with the precoding systems of prior work.
Reciprocity-Based Amplitude Precoding
To keep the amplitudes of different end nodes aligned throughout a packet, the amplitude precoding in PNC has to balance the powers of the signals of the end nodes for each and every subcarrier. To achieve overall power balance, the relay feedbacks an amplitude scaling factor to each end node to precode its average power. To equalize the amplitudes of different subcarriers, we exploit channel reciprocity and let each end node precode its uplink amplitudes according to the amplitudes of the received downlink packets. The next paragraph gives experimental results demonstrating the viability of amplitude precoding based on reciprocity. Fig. 6 shows the amplitudes of an uplink packet and a downlink packet transmitted one after another in an experiment. Note that subcarrier k ¼ 0 is unused DC and subcarriers k ¼ 27 $ 37 are the null guard band; thus these subcarriers have near-zero amplitudes. We can see that the channel amplitudes of the uplink and the downlink are reciprocal to a large extent. The slight difference of the channel amplitudes of the uplink and downlink is due to the circuit difference of the TX paths and RX paths of nodes A and B. Because the amplitude differences induced by circuits are very stable, we perform an initial calibration to find a scaling factor r k for each subcarrier k such that the products of r k and the downlink amplitudes are proportional to the uplink amplitudes. Precoding the uplink amplitudes using the downlink estimates and r k , we can equalize all subcarriers so that their amplitudes are almost the same, as shown in Fig. 7 .
Difficulties in PNC Phase Precoding
A most challenging aspect of the phase precoding system is that the baseband channels are not static and may vary over time, due to several factors:
1) The changes of physical air channels, due to mobility and environment.
2) The large and varying CFO, due to the use of independent RF oscillators at the two end nodes.
3) The packet-to-packet arrival-time jitters, due to imperfect synchronization of the packet transmission times at the two end nodes.
4) The phase reciprocity of the uplink channel and the downlink channel does not work without regular feedback, even with initial calibration.
The impact of the first two factors on phase variation over time, hence how frequent phase re-estimation needs to be performed, is obvious. That of the last two factors is less so. The remainder of this section will elaborate on the third factor. The fourth factor will be detailed in Section 3.5.
The beacon-triggered mechanism of the prior implementations of non-precoded OFDM PNC systems [6] , [7] , [11] suffers from unaccounted packet-to-packet arrival-time jitters. In these implementations, the relay sends a beacon packet to trigger the end nodes to transmit uplink packets simultaneously. The synchronization/alignment requirement was loose in these systems: the arrival time of the later packet only needs to be within the cyclic prefix of the earlier packet [3] , [11] . The beacon-triggered mechanism can easily meet the within-CP requirement, but a misalignment of one sample may be inevitable due to the resolution of arrivaltime estimate at the end nodes.
Within-CP arrival, however, is not good enough for the precoded PNC, because varying phase offset from subcarrier to subcarrier can be induced by tiny misalignment of arrival times. We give an example to illustrate the problem. In Fig. 8 , suppose that in the first uplink transmission the packets of the two end nodes are perfectly aligned in the time domain, but in the second transmission they are separated by one sample. The relay estimates the CSI from the first transmission, and feedbacks the CSI to nodes A and B for their precoding. However, the feedback CSI is invalid for the second transmission, because the time-domain alignment is different from the last time and will effectively introduce a different set of phase offsets from subcarrier to subcarrier in the frequency domain. Note that the relay cannot compensate for this channel change by adjusting the CP-cut position. Specifically, for a PNC system, the relay cannot compensate for the channels of the two users at the same time: compensating for one inevitably leads to an uncompensated channel of the other.
We now explain the fourth factor. For simplicity, let us focus on a particular subcarrier. Denote the uplink phase the subcarrier at time t by u up t ð Þ, and the downlink phase by u dn t ð Þ. The changes of the uplink phases and downlink phases from time t 1 to time t 2 are caused by 1) reciprocal change of physical channel, denoted by gðt 1 ; t 2 Þ, and 2) opposite change due to clock difference (CFO, SFO, and phase noise), denoted by hðt 1 ; t 2 Þ for the uplink and thus Àhðt 1 ; t 2 Þ for the downlink. We therefore have and
Suppose that the time t 1 is the initial calibration time, when the end node measures u dn t 1 ð Þ and the relay feedbacks instantaneous u up t 1 ð Þ. At a later time t 2 , a question is whether the end node can derive the uplink phase u up t 2 ð Þ from the initial u dn t 1 ð Þ, u up t 1 ð Þ, and the downlink phase u dn t 2 ð Þ measured at t 2 without any feedback. It can be easily seen that this is impossible because in the two Equations (1) and (2) we have three unknowns u up t 2 ð Þ, h t 1 ; t 2 ð Þ, and g t 1 ; t 2 ð Þ. In other words, from the two equations, we cannot resolve u up t 2 ð Þ. Although we can use estimated CFO and SFO to estimate the cumulative phase change h t 1 ; t 2 ð Þ, the estimation error of h t 1 ; t 2 ð Þand thus the estimation error of u up t 2 ð Þ will grow over time as t 2 increases, and the phase precoding will fail soon. That is, any tiny errors in the estimated CFOs and SFOs will accumulate in the estimated phase change h t 1 ; t 2 ð Þ over time unless we "reset" the phase once in a while by feedback of the uplink phase measured at the relay.
In a nutshell, using only information from (1) and (2) does not work and we also need feedback after the initial calibration of u dn t 1 ð Þ and u up t 1 ð Þ. Given that we have many subcarriers, each with a phase, feedback overhead may be large. Fortunately, we can use reciprocity to reduce the feedback overhead if the cumulative phase errors are due to CFO rather than changes in the physical air channel (note: the phase changes due to physical channel changes can be measured by reciprocity using the downlink information; thus no feedback is required). Specifically, we find that the phase reciprocity expressed by (1) and (2) allows the relay to feedback the phases of only two subcarriers to each end node, while ensuring the end node can recover the phases of all subcarriers. We will elaborate on how to achieve it in Section 3.5. Let us first introduce our solutions to the challenges 1) to 3) in Sections 3.3 and 3.4.
Channel Estimation and CFO Estimation
We address challenges 1) and 2) with fast CSI feedback and accurate CFO precoding. Our implementation of latticecoded PNC is based on OFDM, with symbol length N ¼ 64. As shown in Fig. 9 , we adopt a packet format similar to that of IEEE 802.11, but with slight modifications. The preambles consist of STS and LTS. STS is a short training sequence of 16 samples; LTS is a long training sequence of 80 samples (including the 16 samples of CP). Only the DATA of the packets of nodes A and B overlap. Their STS and LTS do not overlap. We use the STS to detect packets, and the LTS before DATA to identify the starting position of the packet.
Our channel-precoded PNC system places one LTS in the preamble and one LTS in the postamble for two reasons: 1) to obtain more up-to-date channel estimation based on the postamble, and 2) to obtain much more accurate CFO estimation by correlating the preamble LTS and the postamble LTS.
Specifically, channel estimation with preambles at the relay will induce a feedback delay equal to one PNC cycle, which consists of one uplink packet, one downlink packet, and the guard intervals in between packets. For lengthy packets, the feedback delay will then be long. Estimating the channel based on the postamble incurs a shorter feedback delay, and provides more up-to-date channel state information for the precoding of the next uplink packet.
More importantly, the packet format with preamble and postamble enables highly accurate CFO estimation, so that precoding can cancel out the CFO phase drift more completely. IEEE 802.11 systems typically estimate CFO by correlating two consecutive LTS
where lts 1 and lts 2 are the received signal of the two preamble LTS, DN is the separation between lts 1 and lts 2 , which is equal to 64 samples in 802.11. The correlation angleð P NÀ1 i¼0 lts y 1 ½i Á lts 2 ½iÞ finds the angle shift from lts 1 to lts 2 , and the division by their separation DN yields the CFO in the unit of radian/sample.
The noise embedded in lts 1 and lts 2 will induce CFO estimation errors. In our system, because the preamble and the postamble are separated by the data, DN can be more than 8,000 samples, much larger than the 64-sample separation of two LTS in the 802.11 preamble. This means that the noise will be averaged over a correlation interval that is more than 100 times longer than that of 802.11, yielding a CFO estimation 100 times more accurate than that of 802.11. Fig. 10 shows CFO estimation error (in log scale) versus DN under different SNR. We can see that the CFO estimation error for DN ¼ 8; 000 is as small as 1 100 of the CFO estimation error for DN ¼ 64. Another idea to remove the effect of noise on CFO estimation is to average the CFO estimates over multiple packets. However, this method has the side effect of smoothing out fast CFO variations of commercial TCXO, i.e., it does not react to CFO changes quickly. Fig. 11 shows the CFO estimation results for two seconds for our preamblespostamble method, with preamble-postamble distance DN ¼ 8000 and SNR more than 20 dB, in a static environment. The CFO estimation errors are less than 10 Hz according to Fig. 10 . The average CFO is about 7 kHz, but the variation can be larger than 0:4 kHz within 100 ms. If we use the conventional 802.11 CFO estimation method and average the estimate over 100 ms to remove noise, then the CFO estimation error can be hundreds of hertz, translating to a phase precoding error of more than p=2 radians in 1 ms. Therefore, the conventional 802.11 CFO estimation method does not work for the phase precoding in PNC.
Our preamble-postamble estimation method achieves high CFO estimation accuracy with an estimation interval (separation between the preamble and the postamble) of about 0.5 ms, and a feedback delay (the separation between the postamble and the next packet) of about 0.5 ms. With the timely CFO estimates, the end nodes can precode CFO very accurately. When testing the overall phase alignment in our system (Figs. 4 and 5), we found that smoothing CFO estimates over multiple packets did not yield any improvement when TCXO is used. Instead, smoothing over more than 10 packets increased the phase error drastically, because the CFO coherence time is less than several milliseconds. Therefore, our reported experiments in Section 6 just used the estimates of the CFOs and channels from the most recent packet, without smoothing.
For simplicity of channel estimation, channel precoding and CFO precoding are performed on DATA part only, excluding the preambles and postambles. As a result, the phase drift from the preambles to the postambles can be more than one rotation as they are not CFO precoded. Meanwhile, the LTS correlation can only find the fractional rotation. In practice, we first estimate a rough CFO in the initialization phase. During the PNC experiments, we recover the full rotations based on the rough CFO and the fractional rotation, and then find the CFO.
SFO causes sample shifts from the preambles to the postambles. In practice, the SFO is as small as $20 Hz for oscillators of 1 ppm accuracy when the sampling rate (bandwidth) is 20 MHz. An SFO of 20 Hz only induces a fractional sample shift of 20 Hz Â 0:5 ms ¼ 0:01 sample in a packet of 0:5 ms duration. The effect of such small sample shifts to the CFO estimation is negligible.
Time Slot Synchronization
We address challenge 3) with tight synchronization in a time-slotted system. We built a time-slotted system to ensure two adjacent uplink packets will not have uncontrollable changes in the alignment of packet boundaries from time slot to time slot. In the time-slotted system, nodes A and B can only transmit at the beginnings of time slots. The number of samples separating two adjacent time slots is the same for nodes A and B. Thus, if the clocks of nodes A and B were exactly synchronized, the alignment of their packets at the relay would remain the same from time slot to time slot.
Due to the use of independent oscillators at nodes A and B, their time slots may be misaligned after a while even if they were synchronized in the beginning and that the same number of samples separate two adjacent time slots in both nodes. Thus, each end node will need to adjust its time slot boundaries once in a while to ensure time slot alignment (by momentarily adds or subtracts a few sample times from a time slot). A main difference of this mechanism with respect to the beacon-triggered mechanism is that the end nodes here know when they perform the adjustment and can compensate for the effect of the adjustment by modifying the phase of the channel precoding factor whenever it performs the time-slot adjustment (delay/advance is translated to phase change in the frequency domain at the OFDM receiver of the relay). In this way, the arrival-time jitters, which also happen in our system when an end node adjusts its time-slot boundary, can be "accounted for" and their effects can be compensated away through channel precoding. The next paragraph further elaborates this process.
Note that to achieve accurate phase alignment, we do not need highly accurate alignment of the arrival times of nodes A and B. We only need to keep track of the sample shifts across adjacent time slots accurately. With our time-slotted system, the sample shifts across adjacent time slots are caused by time-slot boundary adjustment, SFO, and sampling phase noise. The end node knows the time-slot boundary adjustment exactly and compensate for the phase change induced by the adjustment. Meanwhile, SFO and sampling phase noise cause only small sub-sample shifts across adjacent time slots. SFO can be estimated accurately and compensated for by SFO precoding, and sampling phase noise has very small effects according to our experiments with TCXO. Therefore, we can align the phases without very accurate timing synchronization, such as subnanosecond synchronization achieved by complicated hardware design [36] . Also, note that even an error of 0.4 nanoseconds can result in phase change of 0:4 ns Â 2:5 GHz ¼ 1 rotation. Therefore, accurate timing synchronization is neither necessary nor sufficient for accurate phase alignment.
In the initialization phase of a PNC session, the relay sends a beacon to the end nodes to request them to start a timer. The timer defines time slots with fixed interval T slot , and all nodes transmit packets according to the time slots defined by their timers. At the beginning of each time slot, each end node transmits an uplink packet. After receiving the overlapped packets, the relay decodes the combined messages, estimates the channels of the end nodes, and then feedbacks the CSI to the end nodes. Since each end node maintains its own timer, there can be sample asynchrony between A and B. However, the sample asynchrony remains largely the same across adjacent time slots. The constant sample asynchrony ensures that the estimated channel in time slot 1 will still be valid for the precoding of the uplink packet in time slot 2.
In the long run, the SFO between the end nodes will accumulate and may cause the time slot boundaries to be offset by several samples. In our system, the relay monitors the time slot boundaries of the end nodes by correlating the received signal with the known LTS. The correlation will find 4 peaks: in the preamble, the first correlation peak indicates the end of the LTS of end node A, and the second peak indicates the end of the LTS of end node B; likewise for the postamble. Once the relay observes that the sample asynchrony grows larger than a threshold d thresh (2 samples in our experiment), it will request the lagging end node to adjust its timer ahead by d thresh samples to catch up with the other node. This sample adjustment will change the frequencydomain channel. Thus, an end node needs to adjust the frequency-domain precoding coefficients each time it adjusts the time slot boundary. To cancel the effect of advancing by d thresh samples, the end node multiplies the kth subcarrier by e ÀjÁ2pkd thresh =N : (4) This multiplication mimics delaying d thresh samples in the time domain. In this way, we align slot boundaries while ensuring the channel precoding is still valid.
When implementing the time slot synchronization mechanism, the clocks of the FPGA and digital-to-analog converter (DAC) need to be configured carefully. On SDR platforms, the FPGA clock(s) and the DAC clock can be different. For example, on a WARP v3 board, the FPGA digital processing is driven by a 160 MHz clock, while the DAC is driven by a 20 MHz clock. Although these clocks are generated by a frequency synthesizer using a common TCXO, they may still have some relative time jitters. Therefore, if we let the FPGA run its timer (that defines the time slots) using the 160 MHz clock, the time jitters between the two clocks will occasionally cause a one-sample jitter to the time of the DAC signal output, invalidating the phase precoding. To avoid this problem, we make the timer in sync with the DAC by configuring the FPGA to drive the timer with the same clock that drives the DAC.
Reciprocity-Based Phase Precoding
As discussed in Section 3.2, channel reciprocity cannot enable phase precoding without any feedback. In this section, we explain how to exploit channel reciprocity to minimize the amount of phase feedback information required.
We start by subtracting (1) by (2) to get
The term h t 1 ; t 2 ð Þ consists of the phase changes caused by CFO phase drift, SFO sample drift, carrier phase noise, and sampling phase noise. The phase change caused by CFO phase drift and carrier phase noise is common across all subcarriers. The phase change caused by SFO sample drift and sampling phase noise is linear in the shifted subcarrier index
Note that using the shifted subcarrier index, k 0 ¼ 0 corresponds to the DC subcarrier, k 0 > 0 corresponds to a subcarrier with positive frequency, and k 0 < 0 corresponds to a subcarrier with negative frequency. Thus, the overall h t 1 ; t 2 ð Þis linear in k 0 , i.e.,
where c 0 ; c 1 2 R are linear coefficients. It can be expanded as
if we ignore phase noise. In (8), the CFO term 2p R t 2 t 1 CFO t ð Þdt is due to the cumulative phase drift caused by CFO over time. All subcarriers suffer the same phase drift due to CFO (note: before doing phase estimation using the OFDM symbol in the LTS, the receiver needs to compensate for this CFO phase drift on the OFDM symbol). The SFO induces fractional sample shifts which translate to different phase shifts in different subcarriers. In FFT, shifting integer samples Dd causes phase rotation of 2pDd k N , or equivalently 2pDd k 0 N with k 0 as the shifted index of k. Although both the expressions with k and k 0 are valid for integer-sample shifts, when the shifting theorem extends to fractional-sample shifts, the phase rotation must be expressed as proportional to the shifted index k 0 . As the fractional-sample shift is R To make the interpolation (linear regression) more robust against noise, we feedback the phases of the subcarriers with shifted index k 0 1 ¼ À26 and k 0 2 ¼ 26. Two subcarriers separated this far, however, may suffer from the 2p wrap-around problem that can invalidate the phase interpolation. We resolve the 2p wrapping ambiguity by matching the interpolated phases to phases predicted by adding CFO and SFO phase drifts to the phases of the previous time slot. In addition to the above, the variation of the channel estimation times (CP cut positions of the received LTS) across successive packets and the integer-sample adjustment of time slot boundary, if not taken care of, will also mess up the phase precoding. We need to keep track of these integer sample changes in the downlink and the uplink to compensate for the accumulated integer sample differences from the initial calibration.
Note that the above analysis is simplified by assuming the uplink phase and downlink phase can be estimated at the same time. The analysis is still valid when we consider the practical case in which the phases are estimated at different times. Just that we need to use CFO and SFO estimates to compensate for extra phase drift in the mismatched estimation times. This causes only limited phase error due to estimation errors of the CFO and the SFO, because the mismatched estimation times are short and fixed.
Finally, with the uplink phase u k up t 2 ð Þ, CFO, and SFO, an end node should precode its phases of the next uplink packet with additive phase offsets. At time t 3 when transmitting the next uplink packet, as in (8), the phase change from t 2 to t 3 is h k t 2 ; t 3 ð Þ¼2p
and thus the uplink phase at time t 3 will be u
To compensate for this phase change, the end node should precode its phase at time t 3 by precoding with
for subcarrier k. Note that t 3 changes within the packet. The overall error of this phase precoding process consists of the error in u k up t 2 ð Þ, the estimation errors of CFO and SFO, and the channel changes from t 2 to t 3 .
Using our reciprocity-based phase precoding scheme, the relay feedbacks the phases of all subcarriers only once during the initial calibration. After that, the relay only feedbacks the phases of two subcarriers to each end node in each time slot. In each time slot, for each end node, the relay only needs to feedback 4 coefficients: 2 coefficients for the phases of two subcarriers, 1 for amplitude, and 1 for CFO. In long run, the amount of amplitude feedback information is cut by ð52 À 1Þ=52 % 98%, and the amount of phase feedback information is cut by ð52 À 2Þ=52 % 96%. We use a 4-byte floating point number to represent each coefficient; so the feedback data is 16 bytes altogether. As our packet payload length is more than 1,500 bytes, the feedback data amount is as little as 1 percent. Note that we could further reduce the amount of feedback by quantizing a feedback coefficient with fewer bits. For the phases and amplitudes, quantization errors of 1 1000 are sufficient to ensure negligible penalty to the precoding. So using 10 bits to represent a coefficient will be good enough. Table 1 compares the resource consumptions, communication overheads, and phase alignment performances of our precoding system with those of prior work. Each of these prior precoding systems requires the use of at least one of the following: (i) extra antennas; (ii) extra band; (iii) extra node; (iv) shared clock, or (v) non-commercial oscillator. Our system does not require any of the above and is amenable to simple practical deployment. Moreover, our overall feedback overhead is just 4 52Â2þ1 % 4% of full feedback. AirSync [20] and JMB [19] did not incorporate any methods to reduce the feedback overhead. The precoding scheme in Argos [33] is not applicable to TWRN with distributed nodes; the overhead cannot be meaningfully compared and therefore omitted in the table. Some entries are missing in the last two columns because they are not provided in the corresponding papers. As a price for practicality, our system does incur larger phase misalignment compared with [19] , [20] . Fortunately, the residual phase misalignment (shown in Figs. 4 and 5) can be handled by our lattice decoder design which will be described in the next section.
Comparisons with Other Precoding Systems

LDLC ENCODING AND DECODING
This section presents the LDLC encoding and decoding methods in our lattice-coded PNC system. Our LDLC design is built upon that in [24] , [26] , with improvement and customization on the lattice shaping and decoding to suit our PNC implementation.
LDLC Encoding
A general coding lattice can be defined by a generating matrix G 2 C nÂm , where n ! m, with a corresponding parity check matrix
is the pseudo inverse of G if m 6 ¼ n). A lattice code can be defined by a coding lattice and a shaping region to control the power of the codewords. LDLC is a special class of lattice codes with a sparse parity check matrix H. Each row and each column of H has at most d non-zeros elements. The non-zero elements are generated from a generating sequence h ¼ h 1 ; . . . ; h d ½ ; see [22] , [24] for details on how to generate h and H. The sparsity of H allows BP decoding in linear complexity.
We encode by t ¼ Gb;
where b 2 Z m ½i is a Gaussian integer vector representing the message, and t 2 C n is the encoded lattice codeword. The encoding in (10) has complexity Oðm Á nÞ, but can be simplified by solving the sparse equation Ht ¼ b to find t. We constrain each element b i in b to be a member of the Gaussian integer alphabet
where A ¼ fa 2 Zja l a a u ; wherea l ; a u 2 Zwith a l a u g is an integer alphabet. Among all possible codewords, some codewords may have very large power. If we just transmit t, we will have to use a very small gain at the RF front end (both transmitter and receiver) to avoid saturating the amplifier. Generally, we need lattice shaping to control the power of the lattice codeword. Table 2 summarizes the notation used. In the following discussion on lattice shaping,b andt represent the message vector and codeword vector after shaping, andÃ andB represent the integer alphabet and Gaussian integer alphabet of the shaped message.
Fixed-Complexity Hypercube Shaping
For a given message b, the goal of shaping is to map b tob so that the resulting codewordt ¼ Gb has small power. By choosing ab such thatb b up to a modulo operation, the receiver can obtain the original message b by taking modulo after decodingb fromt.
We adopt hypercube shaping [23] in this paper. Hypercube shaping performs shaping on t and b element-wise with the power of each element oft being individually constrained. Specifically, we do RQ decomposition H ¼ RQ, where R 2 C mÂn is a lower-triangular matrix, and Q 2 C [19] •
As a result of the hypercube shaping, the elements inb are no longer constrained in the alphabet B. Rather, the Gaussian integer alphabet of the shaped messageb is
whereÃ & Z is the integer alphabet after shaping. The conventional hypercube shaping does not limit the size ofÃ. However, the computation complexities of the shaping and the BP decoding [24] with respect to jÃj are OðjÃj 2 Þ. The nonlinear complexity will increase the complexity of BP decoding dramatically if jÃj is large. Fortunately, we find that the probability of the shaped elementsb i;I orb i;Q straying far away from the origin is very low in general. Therefore, for our implementation, we use a fixed-complexity hypercube shaping algorithm that limitsÃ tõ
i.e., the shaped integer alphabetÃ is triple the size of A, also centered around the origin. Limiting the range ofÃ as such will cause the power of the resulting codeword to be larger than ideal shaping without limits. To examine the penalty incurred, we did a Monte-Carlo simulation to find the probability distribution of the shaped elementsb i , where we expandedÃ toÃ 0 ¼ fã 2 ZjminðAÞ À 2jAj ã maxðAÞ þ 2jAjg, with A ¼ À1; 0; 1 f g . The probability distribution ofb i from these simulations based onÃ 0 are shown in Fig. 12 . We observed that the probability ofb i;I orb i;Q falling outside of theÃ in (13) is in the ballpark of 10 À6 . This implies that our fixed-complexity hypercube shaping based onÃ in (13) will not have much penalty.
In the following, we first introduce the LDLC decoding for point-to-point channel, and then extend the point-topoint decoder to our PNC decoder.
LDLC Decoding in Single-User Systems
After the LDLC encoding, we place the elements of the codewordt on the OFDM subcarriers, and then do Inverse Fast Fourier Transform (IFFT) to convert the frequency-domain signal to time-domain signal x 2 C n before transmission. The receiver transforms the signal back to the frequency domain. The frequency-domain model can be written as y ¼t þ w where y 2 C n is the signal after channel compensation, and w 2 C n is a noise term. The BP decoder passes messages between the check nodes and variable codes iteratively to decode forb. Specifically, the BP decoder checks
An individual check node i has a check equation given by P k h iktk ¼b i 2B, where k traverses the indices of the nonzero elements of the ith row of H.
LDLC Decoding in PNC
This section extends the LDLC decoder to decode a linear combination of the messages of two end nodes for the purpose of PNC. The prior theoretical works on lattice decoding in PNC and CF [5] , [31] proposed to decode an integer combination of the messages in the presence of channel misalignment. Computing integer combination requires multiplying the received signal by a scaling factor to match the integer coefficients. The scaling operation will amplify noise and thus degrade the decoding performance. If the phase misalignment is severe and the scaling factor is large, then this scaling-computing scheme only works under high signal-to-noise ratio. To achieve the best decoding performance and avoid wasting power, it is desirable to minimize the channel misalignment such that we can choose the scaling factor to be small. Luckily, the phase alignment mechanism in the preceding sections can fulfill this need, so that our system can work well with moderate SNR.
The prior work [5] , [31] assumed constant random channel misalignments between users throughout a packet. The practical case in our system is different: the phase misalignment is small, but it varies throughout a packet. We can keep track of the phase with the pilots in OFDM symbols (each end node has two pilots and the pilots from different end nodes do not overlap). Since we have precoded the channel and made the misalignment nearly zero, the difference between different subcarriers are nearly zero. The phases of different subcarriers may shift in the same direction due to residual CFO caused by CFO estimation error. Therefore, for each end node, the relay can find the average phase of its two pilots in an OFDM symbol to estimate the phases of all subcarriers.
In the remainder of this section, we introduce our LDLC decoder that takes into account the per-symbol phase misalignments. We aim to computet A þt B . The frequencydomain PNC channel model of our system is
wheret A 2 C n andt B 2 C n are the lattice codewords from end nodes A and B respectively,t P ¼t A þ Pt B is the received combination oft A andt B , and P ¼ diag p 1 ; . . . ; p n ð Þ represents the phase offset betweent A andt B , with p j representing the channel misalignment (in both amplitude and phase) in the jth dimension (estimated with the pilots). Note that we have normalized the channel of A to be one. In general, p 1 ; . . . ; p n are different. We scale y element by element separately with b 1 ; . . . ; b n to obtainỹ j ¼ b j y j . In a matrix form, we haveỹ ¼ By where B ¼ diagðb 1 ; . . . ; b n Þ. The goal of the scaling is to match tot A;j þt B;j better. By minimal mean square error (MMSE) rule, we have
where s 2 is the noise variance. After the scaling operation, we use the LDLC decoder in the last section to decodẽ b A þb B . Finally, we calculate
The relay then sends b PNC to the two end nodes. Each end node can recover the message from the other end node by subtracting its own message from b PNC and then taking modulo on A.
The Effect of Shaping on Decoding. The conventional LDLC decoders [22] , [24] , [31] assumed equiprobable alphabet, and extended the check node messages with respect to all elements in the alphabet in the same way in the BP iterations. However, Fig. 12 shows that the hypercube shaping yields an alphabet with Gaussian-like probability distribution, and thus the probability distribution of the checksum is also Gaussian-like. We also take into account this more accurate probability distribution in our decoder. In the message passing between the check nodes and variable nodes in the BP iterations, we scale the information from a check sum (b A;j þb B;j ) with a weight proportional to its probability. In what follows, we put together all the functionalities described in the preceding sections for an overall design, and describe the FPGA implementation of time-critical functions that achieves an effective feedback delay (from channel estimation to using the channel estimate for precoding) of about 0:5 ms. In the receiver diagram of the relay, the LTS correlation block determines the sample positions of the preambles and postambles in the received data, and indicates whether the preamble or postamble currently under processing belongs to node A or B. The CFO estimation block estimates the CFO of each node based on (3) and the rough CFO. The channel estimation block estimates the frequency-domain (subcarrier) channels of each end node based on the received postamble. The amplitude averaging block averages the amplitudes of pilots to get an overall amplitude scaling factor for feedback to the end node. All the above processing can be completed within 10ms after the reception of the postamble.
SDR IMPLEMENTATION
In the transmitter diagram of the end nodes, the time-slotted scheduler schedules packet transmissions according to the timer that was set in the initialization phase. It also adjusts the timer occasionally (when requested by the relay) to align slot boundaries. Each packet contains five lattice codewords. The lattice codewords are first mapped to the OFDM subcarriers. Then the frequency-domain precoding block precodes both the phase and amplitude for different subcarriers. In the frequency-domain precoding block, the phase interpolation block recovers the phase of each subcarrier by interpolating with the partial feedback of phases. The CFO phase drift block calculates the phase drift due to the CFO from the time when the postambles of last packet was transmitted to the time when the data part of the current packet will be transmitted. The SFO precoding block calculates the SFO phase shift from the time when the postamble of last packet was transmitted to the time when the current OFDM symbol of the current packet will be transmitted. The phase adjustment block implements (4). The amplitude equalization block calculates the absolute amplitude precoding factors for the uplink subcarriers based on the relative downlink amplitudes of the subcarriers and the feedbacked amplitude scaling factor. The amplitude precoding factor and the phase of each subcarrier then form a complex precoding factor for the subcarrier that will be multiplied to the frequency-domain signal before transmission. After that, the time-domain CFO precoding block compensates for the phase drift in the data part. All the above precoding processing can be completed within 10 ms after the reception of the downlink packet from the relay. That is, the transmission of the next uplink packet can be started within 10 ms of the reception of the downlink packet.
EXPERIMENTS
This section presents our experimental results. In our experiments, the WARP nodes are placed in an indoor office environment, with pairwise separation ranging from 2 meters to more than 10 meters. The carrier frequency is 2:5 GHz. The bandwidth (and the sampling rate) is 20 MHz. The CFO between each pair of WARP nodes range from 5 to 10 kHz, and can change by hundreds of hertz as shown by the experiment in Fig. 11 . The time slot duration of PNC is T slot ¼ 1 ms, with 0:5 ms for uplink followed by 0:5 ms for downlink.
The measurements of our phase precoding has already been shown in Figs. 4 and 5. To demonstrate the advantage of PNC over traditional methods and to justify the motivation of PNC, in this section we compare the BER of TD, SNC, and PNC in two-user relay networks. We also present the symbol error rate (SER) of PNC with different modulations. Finally, we present the throughputs of lattice-coded PNC with different code rates, in both static LoS scenario and mobile non-LoS scenario, and we also show that PNC can achieve higher throughput compared with SNC.
BER of TD, SNC, and PNC
To compare TD, SNC, and PNC fairly, we did an experiment to measure the BER of the three schemes for the same normalized end-to-end data delivery rate with QAM modulation without channel coding. As TD, SNC, and PNC take 4, 3, and 2 non-overlapping transmissions respectively, we use 256-QAM (8 bits/symbol) for TD, 64-QAM (6 bits/symbol) for SNC, and 16-QAM (4 bits/symbol) for PNC, such that they have the same normalized end-to-end data delivery rate of The experiment results in Fig. 15 demonstrate that PNC can achieve lower BER for the same normalized data delivery rate, especially at low-SNR regime. This is because PNC can afford to use the lower-order modulation for the same data delivery rate. Fig. 16 shows the SER of PNC with different QAM orders. Higher-order modulations yield higher data rates, but the SER will also be higher. Moreover, the SER curves of 36-QAM and 64-QAM have SER floors, beyond which the SER cannot be further reduced by increasing the SNR. The SER floors are due to the precoding errors caused by various factors, such as channel estimation errors, frequency offset estimation errors, channel variations, and oscillator phase noise. Increasing SNR cannot deal with the errors of all these factors; hence the error floors. Higher-order modulations are more susceptible to the precoding errors, and have higher error floors.
SER of PNC with Different Modulations
Throughput Performance of Lattice-Coded PNC
We now present the throughput performance of the overall lattice-coded PNC system in static LoS scenario and mobile non-LoS scenario. Each LDLC codeword of n ¼ 960 symbols is mapped to N s ¼ 20 OFDM symbols, each consisting of the 48 data-carrying OFDM subcarriers (i.e., the data subcarriers in 802.11). Each uplink packet contains N c ¼ 5 LDLC codewords, i.e., 100 OFDM symbols, the preamble, and the postamble. The source message associated with each LDLC codeword consists of m complex source symbols. The real and complex parts of each source symbol are elements of the integer alphabet A ¼ À1; 0; 1 f g . Taking into account the overhead of the preamble and postamble, the silence period, and the downlink period, the maximum throughput (if all messages are delivered successfully) of each end node is r n ¼ NcÁmÁlog 2 9 T slot . In our experiments below, we evaluate the throughput using different code rates m n by setting m ¼ 800 (r n ¼ 12:7 Mbps) and m ¼ 900 (r n ¼ 14:3 Mbps). For the mobile non-LoS experiments, the end nodes were randomly placed at locations where the direct path to the relay was blocked by obstacles. Two persons held the two end nodes separately and walked at ordinary speed.
As shown in Fig. 17 , our lattice-coded PNC system achieves good throughput performance using code rates 800=960 and 900=960 in the static LoS and the mobile nonLoS scenarios. In the low SNR regime, the mobile non-LoS scenario has a penalty of 2 $ 4 dB with respect to the static LoS scenario. In the high SNR regime, our system can approach the maximum throughput in the static LoS scenario and have a small gap from the maximum throughput in the mobile non-LoS scenario. The penalties in the mobile non-LoS scenario are incurred by the channel variation due to motion and frequency selective fading (probably deep fading in some subcarriers). Fig. 17 also shows that code rate 900=960 yields higher throughput in the high SNR regime than that of code rate 800=960, while code rate 800=960 yields higher throughput in the low SNR regime since lower code rate can reduce packet error rate. We remark that without channel alignment, the throughputs in all the above cases will be practically zero.
We compare the throughputs of lattice-coded PNC with alphabet A ¼ À1; 0; 1 f g and SNC with alphabet A 1 ¼ À2; À1; 0; 1; 2 f g , both with coding rate of 800=960, in static LoS scenarios; Fig. 18 shows the results. If no packet errors occur, the throughput of the two schemes will be very close, since
But as PNC can use a smaller alphabet, PNC has lower packet error rate and thus higher throughput in the moderate SNR regime.
Comparison with Prior PNC Implementations
There were several PNC implementations prior to our work [6] , [7] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] . These implementations did not use channel precoding. Table 3 compares the modulation, bandwidth, and channel coding of these implementations with ours. Ref. [11] implemented TWRN with BPSK; it was the first PNC implementation. Ref. [12] investigated receiver-side CFO compensation for BPSK signals, and implemented TWRN with differential BPSK (DBPSK). Ref. [6] implemented a network-coded multiple access (NCMA) network with BPSK. Ref. [13] implemented TWRN with QPSK, but the demonstrated BER (with LDPC coding) could be more than 0.1 for CFO less than 1 kHz. Ref. [14] dealt with integral and fractional symbol misalignments, and implemented TWRN with BPSK. Ref. [7] implemented a real-time NCMA network with BPSK. Ref. [15] implemented TWRN with QPSK, aided by highly accurate and expensive GPSDO to ensure that the phase of the baseband channel only varies slowly. Ref. [16] implemented TWRN with BPSK. Ref. [17] implemented NCMA with QPSK using two antennas at the receiver. Ref. [18] implemented a TWRN system that can support real TCP/IP applications such as video conferencing. These implementations used bandwidth of < 5 MHz; higher bandwidth requires faster processing (which is a challenge to SDR development using universal software radio peripheral (USRP) and GNUradio) and tighter synchronization. The implementation in [15] used the RS code, and those in [6] , [7] , [11] , [14] , [17] , [18] used convolutional codes. In comparison to these implementations, our work can support higher-order modulations (16-QAM and 9-QAM), higher bandwidth (20 MHz), and lattice codes, without the need for expensive oscillators or multiple antennas.
DISCUSSIONS
Though this paper considers the TWRN setup, much of the discussion and the proposed system design also applies to CF networks where multiple source nodes transmit to a destination node via multiple relay nodes. The discussions on LDLC in Section 4 apply to CF networks in a straightforward manner. To achieve time-slot synchronization in CF networks, we can let the source nodes synchronize to a reference relay using the method proposed in Section 3.4. Then the signals of the source nodes will also be synchronized at the other relays, with only small constant time offsets that are different from that with respect to the reference relay (because of relative different path lengths from sources to relays). Furthermore, the source nodes can precode for the frequency offsets (CFO and SFO) such that they will have common frequency offsets with respect to each relay. Then each relay can compensate for the common frequency offsets to remove the phase drifts throughout a packet, to facilitate the computation of a combination with fixed integer coefficients. For this purpose, it is also important to estimate the CFO accurately using the method in Section 3.3. The channel precoding in CF networks is rather different from that in TWRN, because the channels of the source nodes can neither be amplitude-aligned nor phase-aligned to multiple relays at the same time in general (e.g., the aforementioned constant time offsets introduce different phases in the OFDM domain). Nevertheless, the reciprocity-based channel estimation (of both amplitude and phase) in Sections 3.1, 3.3, and 3.5 still works in CF networks, and the source nodes can align their channels to a selected relay. If full-feedback channel information is available at a centralized node, it can jointly optimize the precoding coefficients of the source nodes to make it relatively easy for all relays to compute integer-coefficient combinations. As the channels cannot be aligned to multiple relays simultaneously, different subcarriers may have different channel coefficients, and thus different optimal integer coefficients for combination computing (in contrast to the all-one coefficients in channel-aligned TWRN). If a relay uses the same integer coefficients to compute the combinations on all subcarriers, the decoding error rate may be high. If a relay uses different integer coefficients to match the channels of different subcarriers better, the integer coefficients need to be delivered to the destination together with the message combination as meta data. The total overhead of the integer coefficients for all relay nodes is O L Â M Â N d ð Þ , where L is the number of source nodes, M is the number of relay nodes, and N d is the number of data subcarriers. Moreover, when different integer coefficients are used for different subcarriers, a codeword should be placed on a single subcarrier (or multiple subcarriers that have the same integer coefficient) only, because otherwise the combination will not be a valid codeword. So, N d different subcarriers will be used to convey N d different codewords, with the codeword length limited by the number of OFDM symbols.
Our channel precoding system is also useful to distributed MIMO systems. In distributed MIMO, multiple APs transmit to multiple client nodes. The clients are distributed, and the APs have a backhaul connection (typically Ethernet). The APs do zero-forcing beamforming (ZFBF) jointly to invert the MIMO channel and let each client only receive its desired signal. To enable the ZFBF at the APs, we may need the clients to feedback their channel information [20] . The APs can also use a relative calibration technique [34] to estimate the downlink channel based on reciprocity, so as to remove the need for feedback for the support of legacy client devices that have no feedback capability. The relative calibration requires the APs to share their channel information through the backhaul network. Both methods induce communication overhead of channel information, either in the wireless network or in the backhaul network. We can reduce the overhead greatly using our partial feedback channel estimation described in Section 3.
It may be also interesting to consider integrating PNC with interference alignment [32] . Using interference alignment, we may align the undesired interference signals from multiple transmitters to the same direction in the space domain. Using the idea of PNC, the receiver may decode a combination from the overlapped undesired interference signals. Then the receiver can forward the undesired signal combination to another receiver that desires the combination.
In our experiment, the distance between WARP nodes was shorter than 10 meters, and the propagation delay for 10 meters is just less than one sample for 20 MHz bandwidth. When the distance between A and R and the distance between B and R differ by 300 meters, the difference of propagation delays will differ by 20 samples. Then, after the initial beacon triggering (which triggers the end nodes to set their timers), the uplink packets of the two end nodes will miss by the round-trip delay difference, i.e., 40 samples. Since it is larger than the CP length of the LTS, it will destroy the orthogonality of the LTS of the two end nodes, and the relay may fail to find the time offsets of the two end nodes correctly. Then the uplink data transmissions in the later time slots may still suffer large time offsets and the relay cannot decode correctly. To ensure the orthogonality of the LTS of the two end nodes, we can lengthen the CP or estimate the propagation delays and let the end nodes adjust their time slot boundaries accordingly. We can estimate round-trip propagation delays first, and then divide that by two to get the single-trip propagation delays.
Our channel precoding system is designed for indoor environment, where wireless nodes are static or moving slowly. In vehicular networks, the relative movement speed between two nodes can be as high as 50 m=s, translating to relative movement length of 5 cm in 1 ms. Since the wavelength is ( 3Â10 8 m=s 2:5Â10 9 Hz ¼ 12cm for carrier frequency of 2:5 GHz (5:1 cm for 5:9 GHz), the movement will induce significant phase changes, invalidating the channel precoding.
CONCLUSION
This paper presented a first implementation of a practical lattice-coded PNC system. Our system achieves accurate channel alignment of distributed nodes using only temperature-compensated oscillators, without the need for extra antennas or bandwidth to broadcast reference signal. The accurate channel alignment is attributed to two critical components: 1) a CFO estimation method that is 100 times more accurate than the conventional 802.11 method; 2) fast CSI feedback in the ballpark of 0:5 ms. Our channel precoding system also has very low signaling overhead and, by exploiting channel reciprocity, it requires partial CSI feedback that is only as little as 1 percent of the data payload. In addition to the tight channel alignment, we also redesigned the lattice encoding and decoding algorithms to deal with the challenges of encoding/decoding complexity and residual channel misalignments. We demonstrated good throughput performance of the implemented PNC system in static LoS and mobile non-LoS scenarios. Prior to our work here, investigations of lattice-coded communication systems (PNC or non-PNC) existed primarily in the theoretical domain. We believe our work is an important first step toward making lattice-coded communication systems practical.
