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A q-Analog of the &J 1) Summation Theorem 
for Hypergeometric Series Well-Poised in SU(n) 
S. C. MILNE* 
Department of Mathematics, Texas A & M University, 
College Station, Texas 77843 
As an application of a general q-difference equation for basic hypergeometric 
series well-poised in SU(n), an elementary proof is given of a q-analog of Holman’s 
SU(n) generalization of the terminating sF4( 1) summation theorem. This provides 
an SC/(n) generalization of the terminating e@s summation theorem for classical 
basic hypergeometric series. 1’ 1985 Academic Press. Inc. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
As an application of the general q-difference equations for the basic 
hypergeometric series well-poised in SU(n) which were introduced in [36], 
we give in this paper an elementary proof of a q-analog of Holman’s [26] 
XI(n) generalization of the terminating 5F4( 1) summation theorem 
[7, 17, 391. This provides an SU(n) generalization of the terminating 6@5 
summation theorem [7, 19, 391 for classical basic hypergeometric series. 
As background for our work we recall the basic hypergeometric series in 
DEFINITION 1.1 (Classical Basic Hypergeometric Series). We let 
a, (~1 m@,, )-XT c II 
denote the basic hypergeometric series 
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6@5SUMMATIONTHEOREM SU(n)SERIES 15 
where 
(A),=(A;q),=(l-A)(l-Aq)..(l-Aq’P’), (1.2b) 
1~1 < 1, 141 < 1, and Bi#qP’, (1.2c) 
for any nonnegative integer 1. The basic hypergeometris series in (1.2a) is 
well-poised provided that 
m=n+l and aq=a,B, = ... =a,&. (1.2d) 
The a and cli are numerator parameters and the /?; are denominator 
parameters. The series in (1.2a) terminates if any numerator parameter 
equals q ~ N, with N a nonnegative integer. 
The basic hypergeometric functions in (1.2a) have many significant 
applications in several areas of pure and applied mathematics including the 
theory of partitions, combinatorial identities, number theory, finite vector 
space, Lie theory, mathematical physics, and statistics. Extensive references 
to and accounts of the general theory and applications of basic 
hypergeometric functions can be found in books by G. E. Andrews [3], L. 
J. Slater [39], W. N. Bailey [7], and H. Exton [19], and in the papers of 
G. E. Andrews [l, 23 and W. Hahn [24,25]. 
The terminating 6@5 summation theorem [7, 19, 393 is given by 
THEOREM 1.3. 
44&i -qJihc,q m aq’+m I 1 hc (~qL(4hcLi = (4hM~qlcL’ (1.4) 
where each side of (1.4) is determined by (1.2a) and (1.2b), respectively. Note 
that the series in ( 1.4) is well-poised. 
Theorem 1.3 is a very important result in the general theory of basic 
hypergeometric functions. A simple analytic continuation argument [ 333 
leads from Theorem 1.3 to the nonterminating 6@5 summation theorem 
[7, 19, 393. In [6] R. Askey and M. Ismail apply clever analytical con- 
tinuation techniques to the nonterminating 6@s summation theorem to 
obtain an elegant elementary proof of Bailey’s [S] fundamental 6 Ye sum- 
mation theorem for bilateral basic hypergeometric series. Andrews 
[ 1, Sect. 31 deduces many important diverse results in number theory from 
the 6 Y, summation theorem. Other q-series identities that follow from the 
gY16 summations are given by Slater [38]. Starting with Andrews’ [2, 
607!57:1-2 
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Sect. 21 multiple series generalization of both Theorem 1.3 and Wat- 
son’s [40] q-analog of Whipple’s theorem, and utilizing Askey and Ismail’s 
analytical techniques from [6], a multiple series generalization of the 6 Y, 
summation theorem is derived in [33]. These applications illustrate the far- 
reaching consequences of Theorem 1.3. 
In order to obtain a new multiple series generalization of Theorem 1.3 
we now consider the basic hypergeometric series well-posed in N(n), 
introduced in [36], which are determined by 
DEFINITION 1.5. We define 
\ A,,, AZ,, ... A,,+,.,, a 111 ... arlk L ... h, 
_(I -q)“-“-““‘. 
(s),,, 1 
,‘I + + )‘,, = m 
( fl (1 - A,.q-“+“)/(I - AJ) 
I <i</<fl 
I’, 3 0 
a,, ... alk b II ... bl, 
to be well-poised in SU(n) if m is a nonnegative integer, 141 < 1, (A), is 
given by (1.2b), (b,,),.,#O, Ai,#l, ~32, and 
.i2n, (1.7a) 
A J-4 ;.\ = A ,r 3 for s< r, (1.7b) 
ai,la.v, = A ,s 2 for i<s, (1.7c) 
birlb.$r = A ;.s 3 for i<s, (1.7d) 
b;, = q, 16i6n. (1.7e) 
We will call the a’s numerator parameters and the b’s denominator 
parameters. 
It follows from (1.7d)-(1.7e) that 
b,, = qA.s, if r < s, 
= q/As,, if s < r, 
z 4, if r = s, 
(1.8a) 
(1.8b) 
(1.8~) 
provided that 1 <r, s<n. 
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We denote the series in (1.6) by [ W]~‘((A)I (a)\ (/I)( (z)). 
The multiple basic hypergeometric series in Definition 1.5 are quite dif- 
ferent from the classical higher-dimensional generalizations of 
hypergeometric series known as (basic) Appell and Lauricella functions of 
several variables which have been extensively studied in the books by P. 
Appell and J. Kampe de Feriet [S], G. E. Andrews [3], L. J. Slater [39], 
W. N. Bailey [7], H. Exton [17-191, and A. M. Mathai and R. K. 
Saxena [31], and in the papers of G. E. Andrews [ 1,2]. Replacing A,, a,,, 
and h,; by qA1’, q”“, and qhff, respectively, in Definition 1.5 and then letting 
q + 1 yields the hypergeometric series I+‘:‘( (A ) 1 (a) 1 (h) I(z)) well-poised in 
SU(n) which were introduced by L. C. Biedenharn, W. J. Holman III, and 
J. D. Louck in 1271, and studied further in [21,22, 34-371. 
The series [ IV]~,‘;‘((A) 1 (u) I (h) I (z)) is the q-analog of 
fV~~t((A)~(a)l(6)~(~)).Theanalyticaldefinitionof W~J((A)l(a)l(h)l(z))is 
similar to Definition 1.5 except that (1.7) is replaced by 
j>n, (1.9a) 
A,,-A,,,=A,r, for s < Y, (1.9b) 
a;,-a,,=A,,, for i<s, (1.9c) 
h,r - h.sr = A ,, 9 for i<s, (1.9d) 
h;;= 1, I <id& (1.9e) 
and (A), becomes A(A + 1). .. (A + I- 1). Here we have used the fact that 
[z] = (1 - q’)/( 1 -4) is the q-analog of 2. That is, 
j@, (1 -q’)/(l -q)=:. (1.10) 
If z is an indeterminate and IM is a nonnegative integer it is customary to 
write the q-analog of (2 + m) in the form 
(1 - ;q”‘)/( 1 - q). (1.11) 
For more details of how to obtain W$((A)I(a)I(b)I(z)) from 
[ W]g’((A) I (a) j (h)( (z)), and vice versa, see the discussion from (1.5) to 
(1.12) of [36] and also Remark 1.25 of [36]. 
The series Wg)((A)I (a) I (b) I (z)) are directly related to the polynomials 
,,- ;Gz)(d; X) and n- ;GE’(y; 6), introduced in [34] and [20], respectively. 
These polynomials are of independent interest because of their applications 
in [ 1, 9-16, 20, 22, 27, 30, 34, 353. Moreover, ,t~ ;GF’(y; 6) is a special case 
of the bisymmetric invariant polynomials ;Gz’(y; S), studied in [9, 341, 
that are of interest in mathematical physics in the theory of Wigner coef- 
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licients for W(n) (see [9, 14, 15, 341). A detailed and complete exposition 
of the mathematical constructions that have led to ;Gg)(y; 6) is given in 
L-161. 
The series [W]~)((A)I(a)j(b)l(z)) is a natural generalization of the 
classical basic hypergeometric series of Definition 1.1. This is illustrated by 
LEMMA 1.12. Let [W)!,f)((A)I(a)I(b)l(z)) begiuen by then=2 case of 
Definition 1.5. Then 
. (1 -q)(i-k- ih. (A ,2)“1. q ,‘,‘: I) 1 (1.13a) 
(1.13b) 
where the Z+k+i@l+k+i series are defined by (1.2). 
Note that the 1 in the last line of ( 1.13b) refers to the index of summation 
in (1.2a). That is, when (1.13b) is explicitly written out a 
q-Ci-kl(l~‘) (1.14) 
appears. 
Lemma 1.12 was proven in [36] by elementary series manipulations and 
is the q-analog of the corresponding result for Wjn2)(A12 1 (a)/ (b) I (z)) in 
~271. 
Combining the j = 3, k = 1 case of Lemma 1.12 with the 
a=q-m.A,Z, (1.15a) 
b=all, (1.15b) 
c=q ‘-“‘.An/b,y (1.15c) 
provided that 
and 
case of Theorem 1.3, it follows from (1.7) after some algebra that 
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(1.16) 
(1.17a) 
(1.17b) 
(1.17c) 
where yz = m - 1, with I coresponding to y, in (1.6). In the proof of 
Lemma 1.12 (in L-361) we replaced y, by (m-y,) in the n =2 case of (1.6) 
to arrive at the single sum in (1.13b). The factor ( -z2)“’ appears in (1.13a) 
under the assumption that z2 is independent of y, 5 1. Thus, the relations in 
(l.l7a)-(1.17c) are consistent with our proof of Lemma 1.12. It is clear that 
(1.17aj and (1.17~) imply 
(1.18) 
Because of Lemma 1.12 and the relations in ( 1.7) and (1.15) it is not 
hard to see that ( 1.16)-( 1.18) is equivalent to Theorem 1.3. 
Replacing A ,2, a,i, and b,i by qA’?, q”“, and q”“, respectively, in 
(1.16)-( 1.18) and then letting q + 1 gives the n = 2 case of 
THEOREM 1.19. Let WK’((A) I (a) I (b) I (z)) be determined by 
Dejkition 1.13 of [36], or equivalently by the “q = 1” case of Definition 1.5. 
Then 
=~~‘(m~‘(bi..,l-aj,+~))‘[i~,(m~‘(b,~+~+s))]-l’ (1.26) 
i=l x=0 5=0 
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A result equivalent to Theorem 1.19, under a linear change of 
parameters, was originally proven in [26] using the representation theory 
of U(n). An elementary proof of Theorem 1.19 was given in [34]. The n = 2 
19 is equivalent to the classical 5F4( 1) summation 
the same way that (1.16)-(1.18) is equivalent to 
case of Theorem 1. 
theorem in exactly 
Theorem 1.3. 
Motivated by (1. 
result of this paper. 
16)-( 1.18) and Theorem 1.19 we now state the main 
THEOREM 1.21. (SU(n) Generalization of the Terminating 6@5 Sum- 
mation Theorem). Let [ W]E’((A) 1 (a) 1 (h)) (z)) he determined by 
Definition 1.5. Then 
I, - I 
= (’ -4)“’ .  fl th,.u+ lai)W .  fi th,,n+ I ) ,  
i ;= I  ) !  ) 
- I  
1 
/=I 
(1.22b) 
provided that, corresponding to the ( y, ,..., y,,) term in (1.6), we take 
(1.23) 
for 1 6 i < n. That is, we repluce 
(1.24) 
where 
F,(.I I ,...2 .~,I; a, I?“., a,, ~ ,.n - I 9 .h 1.n + 1 )...) h ) n,n + I 
and 
gm(y,,..., Y,,)= -e2(yI,..., Y,)+ i: (i- l)YiT 
,=I 
with e2(, y,,) the second elementary symmetric function of y,,..., y,. 
(1.26b) 
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Just as in [34, Sect. 61 we give an elementary proof of Theorem 1.21 in 
Section 2 by showing that both sides of (1.22) satisfy the j= n + 1, 
k=n-l,,- , = 1 case of the general q-difference equation contained in 
THEOREM 1.27. Let 
Cv3(A,,)I ($,)I (h,,,,+.y)I (2); day;, ; 4Jr.s, ; h,,,+.,,); g,(,y;,)) (1.28) 
be dgfined as in Definition 1.5, hut with the product in (1.24) replaced by 
. F,,,(,F,, ; ,a,,,, ; b,,, +.,, 1 qRnz’..‘r.‘, 
where the functions 
&?,(YIY~~ Y,,) and F,(Y,~.., J’,,; ,a,.,, ; b,,,,+ ,,I 
of m, ( y, ,..., y,, 1, {a,, ), and {b,,,, +., j satisjj the relations 
g,(O,..., 0) = 0, 
F&L.., 0; + a,,, : , b,.,, + \,) = 1, 
F,,(O,..., 0; , o,,<q’+, ; , b,,, + ,, q+,) = 1, 1 dpdn, 
FmLy,, ; 1 a,.,, ; ,b,,,,+.s,).qnm(.‘i,l 
= (F,(J ,p, ; ,a,,, ; , h,,,,+,y,) qR”,(jq 
. {F,m. ,(,y;-6,, ;,~~,~q’~p,;, b,,,+sq6,,).qRm~“.~,--6,r.)}, 
(1.29) 
(1.30) 
(1.31a) 
(1.31b) 
(1.31c) 
(1.32a) 
(1.32b) 
(1.32~) 
with m = ~1, + . . + y,,, 1 <p<n, y,-6,>0, and 6,= 1, if i=p, and 0 
otherwise. We then have the q-difference equation 
= (1 -q)‘i-k~‘).,p.q(‘-P). [Fl(,&,, ;,a,,, ;,b,.,+,,).qglc.dlp,)] 
(1.33a) 
. [ W]‘“L ,((A 
m  rs 
. qkb 
1 I (a, . q6rp) I (b,, + s . q’“) I 
(2); Fm- I(,Yi-‘,, ; 3 ars@, ; b r,n+sqdrp,): gm-1(,Yi--;pv)). (1.33b) 
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Since A,, becomes (A, * qbrppSsp), in [ W]pY ,, whenever apv and b,, are 
replaced by qa,, and qb,,, respectively, Eq. (1.8) determines what happens 
to b, (1 <r,s<n) in (1.33b). 
Theorem 1.27 was proven in [36, see Theorem 1.31 and 5.381 where it 
was shown to be a consequence of a suitable special case of the identity 
given by 
LEMMA 1.34. Let {x, ,..., x,,} and { y, ,..., y,} be indeterminants with the 
yi distinct. We then have 
(1.35) 
Lemma 1.34, also proven in [36, see Sect. 2 and Theorem 1.203, is of 
substantial independent interest. It is central to the work in [23], and 
along with Theorem 1.27 is also a key ingredient in our elementary proof 
[37] of the Macdonald identities for Aj”. 
In Section 3 we reinterpret our original proof from [36] of Theorem 1.27 
in terms of operators that are essentially q-analogs of derivatives and show 
how an operator version of (1.35) leads directly to Theorem 1.27. We also 
obtain the classical version [34, see Theorem 1.301 of Theorem 1.27 from 
the limiting case as q + 1 of this construction. 
2. AN ELEMENTARY PROOF OF THEOREM 1.21 
Since the m =0 case of (1.28) equals 1, it is clear from (1.29k(1.32) and 
Definition 1.5 that the q-difference equation (1.33) has exactly one solution. 
As both (1.22a) and (1.22b) equal 1 when m = 0 the proof of Theorem 1.21 
is complete once we show that both (1.22a) and (1.22b) satisfy the 
j=n+ 1, k=n- 1, zi= 1 case of (1.33) in which (1.26) holds. 
By using 
-e2(,yi-6jp,)= -e,(,y,,)+(y,+ ... +Y,-,+Y,+,+ ... +Y,), (2.la) 
,1- 1 
-(m-1)&&m- 1) 1 6,+ i 6,(y,-I&,)= y,-m, (2.lb) 
;= I i= I 
and 
YI+ ... + y,=m, (2.lc) 
it is not difficult to see that the functions F,,, and g, in (1.26) satisfy all of 
the relations in (1.31 t( 1.32). Thus, by Theorem 1.27 the function [ W]j$’ in 
(1.22a) satisfies the above case of (1.33). 
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Observing that 
Fl(,6ip3 ; ,aijv ;rbi.n+l,)‘qg”‘d’p” 
(2.2) 
the corresponding result for the products in (1.22b) is established once we 
show that 
(bl (hi,n+I/aii)m)‘( fi (hi,,,,)nr~’ 
i= I i= 1 
=c, {(k)-(‘;g a.J’-@; (j$-)) 
‘( fi (l-,p.;))-“(‘~i(l-.I.i))j 
i=p+l i=l 
(2.3a) 
n-1 
’ fl lb&n+ Ilaii)m- 1 
i= I 
I+P 
(2.3b) 
Note that (1.7) implies 
A rs = h,n + 1 lh.,,, + i (2.4a 
and 
api = (bp,n + I aii)/h,,n + 1 . 
Just as in [34], multiplying both sides of (2.3) by 
(2.4b 
(2.5) 
and then using (2.4) and some algebra, we find that (2.3) is equivalent to 
( 
n-l 
n (aii-f-‘.b,,+,) 
i= I 
)-( fi ~l-~m-‘~hi.n+~~)-’ 
i=l 
- i (~~‘Ib.,,,-bp,.,,-oii)) 
p=l i= 1 
. u-qm-l.~p.n+I [ J-&j1 (61,~+~-h,,+,))]-‘=O. (2.6) 
ifp 
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We prove (2.6) by induction on n. Equation (2.6) is clearly true for n = 1 
and all m. Suppose (2.6) is true for n - 1. Now, in (2.6) we can assume that 
a,# 1 for 1 <i<n- 1. Otherwise, if arr= 1, with 1 d r<n - 1, then (2.6) 
becomes 
(‘ii’ (uii-4”‘hi.,‘)).( fi (l-y”-‘.bi..,+,))P’ 
,=I ,=I 
i#r ifi- 
- 
f (‘h’ Cb,,n+ I - hp.rr+ I ’ Qii)) 
p=l ,=I 
PZr i#r 
. (1-d” ‘%.tr+i)- fi (~,.,z+,-hp.,,+*) [ ( 11 
-1 = 0. i= 1 if n,r 
After the relabeling 
h ,.,I + I = b,.,, 3 if i<r, 
=b; I.113 if r < i, 
u,, = uii 7 if i < r, 
=ui 1.; 13 if r<i, 
(2.7) 
(2.8a) 
(2.8b) 
(2.9a) 
(2.9b) 
it is not hard to see that (2.7) is the n - 1 case of (2.6). Thus, aji # 1 for 
ldi<n-1. 
Similar to the proof in [34] we now define a function H, of a complex 
variable 2 by 
( 
,I- I 
H,,(z) = n (b,.,,. , - a) 
,=I > 
. 
[ 
(1 _ q”’ - ’ ‘zJ’(j$, (hi,t7+l~z~)]~'~ (2.10) 
By Definition 1.5 we have 
A ;.s # 1, for i<s, (2.1 la) 
bi,,, + 1 lb.,,, + 1 = A,,, for i< s, (2.1 lb) 
(bi.n + 1 )m + 0, for 16idn. (2.1 lc) 
It is then clear from (2.11) that the denominator parameters {6,.,+, } must 
be distinct, and none of the hi,,+, can be equal to q’ -“. Therefore, since 
aii # 1, all (n + 1) of the poles of H,,(z) are simple, and are located at the 
distinct points {q’ p’n; hi,, + I ,..., b,,, + , ). 
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Suppose that y is a closed contour enclosing all of the points 
k?%,,+~~-~~ b,w+iJ 1. Then, since the degree of the numerator of H,(z) 
is two less than the degree of the denominator, we have 
H,(z) dz = 0. (2.12) 
It is clear, from (2.12) and the residue theorem, that the sum of the residues 
of H,(z) at the points {q’ Pm; b ,,,, + , ,..., b,,, +, } is 0. It is now not hard to 
see that the identity given by (2.6) is valid. Just observe that the left-hand 
side of (2.6) is the sum of the residues of H,(z) at the points 
’ tq ’ “I; b I .,I + I “..) b ’ 11.11 + I I 
This completes the inductive proof of (2.6) and consequently the proof 
of Theorem 1.2 1. Q.E.D. 
We conclude this sections by describing how we were originally led to 
the particular choice of the z, in ( 1.23). We first considered the j = n + 1, 
k=n- I, and 
F,,,(, .l’,, ; ,a,,, : ,b,,, + \, ) 4”““’ “I,’ = 1 (2.13) 
case of (1.33). Substituting the products in (1.22b) into this case of (1.33) 
and doing analysis similar to (2.3)-(2.6) yielded the identity 
,I- I 
,v, (ait - q”’ ’ b,.n + I 1 fi (1 - q”’ 
,=I 
’ . hr.,, + 1 I) ~ ’ 
. ! n (b,.,,+ 1 - b,.,,, 1a,,) ,=I ) 
(1 -q’-‘+,,,,z+, I.( ii (hi.n+,-“,,.+,I)]-’ 
i=l 
IfP 
=o 
(2.14a) 
(2.14b) 
(2.14~) 
(2.15) 
for suitable choices of 2, ,..., zn. 
Motivated by ( 1.17a) and (1.18) it was reasonable to pick zP so that the 
factor inside [...I in (2.14b) was 1. That is, we took 
1 dpbn. (2.16) 
The above proof of (2.6) then went through, just like the analogous proof 
in Section 6 of [34]. Once we had (2.16), a direct iteration argument 
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involving the conditions in (1.31k(1.32) gave (1.23), and consequently 
(1.24)-(1.26). A more detailed description of this type of iteration of 
( 1.3 1 )-( 1.32), which was used to derive the functions in (1.26), can be 
found in Eqs. (5.68)-(5.72) of [36]. 
The above discussion of the case of (1.33) in which j = n + 1, k = n - 1, 
(2.13) holds, and zi is determined by (1.23), is equivalent to the j= n + 1, 
k = n- 1, z, = 1, and (1.26) case of (1.33) used in the proof of 
Theorem 1.21. 
3. A q-DIFFmENTIAL OPERATOR APPROACH TO THEOREM 1.27 
In this section we reinterpret our proof from [36] of Theorem 1.27 in 
terms of the operators Qj defined by 
DEFINITION 3.1. 
Qi(f(zl,..., Zn)) =f(Z~v**., Zi- 19 qz,, Zi+ I,***, Zn), (3.2a) 
Qi(dz, ,***y Zn)) = g(Z, y...T Zn), (3.2b) 
if g(z i ,..., z,) is independent of zi. 
Note that if r # s then 
Qr QAf) = Q, QAf). 
Here and after, we let I denote the identity operator 
(3.3) 
I(f(z, ,*-., zn)) =f(z, ,..., z,), (3.4) 
and by Bf(z, ,..., z,) we will mean 
B. Z(f(z, ,..., ZJ) E Bf(z, ,..., zn). (3.5) 
It follows immediately from the chain rule and L’HGpital’s Rule that we 
have 
PROPOSITION 3.6. rff and afldz, are continuous, then 
lim (I-&. Q,) (f( 
4-l (1-q) 
z,,..,z.))=(A+z,&)(f(zl,...,zJ). (3.7a) 
and 
lim (1-Q1P2-..Qn)(f(zlr...,z ))= 
(1-q) 
n 
4-l ( 
a z1 
aZ+ 
... +z& (f(z1,..-,z,)). 
1 n > 
(3.7b) 
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Because of (3.7a), the operator 
(I- Qp) 
(l--4)zp 
U-J = $p(f) (3.8) 
is known as the q-analog of the partial derivative operator a/az,. The 
operators (3.7a) and (3.8) have numerous applications in [4, 7, 19, 28, 29, 
32, 393. 
In order to see how Theorem 1.27 arises directly from Lemma 1.34 and 
Definition 3.1 we first observe that 
(I- BQ,)(zi” . . $n) = (1 - Bq.+)(z;l . . . zc)), (3.9a) 
and 
(I- Q, Q2.. . Q,)(zf’i.. . zi’.) = (1 - qJ’ + .” + “n)(zyi.. . z>). (3.9b) 
From the xi = 4”” and y, = h, case of Lemma 1.34 we have 
(1 -q-“l+ ... f.V”)= i 
p=l 
(1 -q”‘+ .” f.L’,)= f: 
p=l 
(1 -q-“p). fi (hp~my$‘,h,), (3.10a) 
i= 1 pn m 
ifp 
( 
P-1 (1 -A,.q” 
(l-P). iy* (1 -Ajp) 
) 
. 
( 
fi (1 -4”‘/~pi) 
rzp+, (l-l/A,,) ) ’ 
(3.10b) 
by (1.7d). Multiplying both sides of (3.10b) by (z{~...zx’“) it is clear from 
(3.9) that 
. fi ('-QJApi) 
;=p+, (l-l/Api) 
(zT,...zyn) 
’ ’ 
(3.11) 
Since each of the operators (Z-Be;) and (I-Q,Q,...Q,,) in (3.11) is 
linear it is immediate that 
(I-Q,Q,~~~Q,Kt-,= i ((Z-Q,,@; ‘zt;“i;‘~~i’) 
p=l IP 
fi (I- QilApi) 
,=p+] (l-l/Api) lf)’ 
(3.12) 
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wheref is a polynomial in z, ,..., z,. By (3.3) and the fact that the operators 
Q,,..., Qn work like n independent variables, the operator identity (3.12) is 
also a consequence of the proof of Lemma 1.34 in [36] where xi = Qi and 
y;= 6,. 
Iff is a homogeneous polynomial of degree m then it follows from (3.9b) 
and (3.12) that 
(3.13) 
Let the operator in the pth term of (3.13) be denoted by 8,. Then, (3.13) 
becomes 
f= i qf)? (3.14) 
p=l 
if f is a homogeneous polynomial of degree m. 
The derivation of Theorem 1.27 from Lemma 1.34 and Definition 3.1 is 
completed by showing that if 8, is the operator in (3.13)-(3.14), and 
[ W]E)( (A ) 1 (a) I(b) I(z); F,,, ; g,) is the homogeneous polynomial of 
degree m in (1.28), then e,,([ W]g)((A) 1 (a) 1 (b) 1 (z); Fm; g,)) is the pth 
term on the right-hand side of (1.33). To this end, let 
CWI~)((A)l(a)l(b)I(,-);F,; 8,) be given by 
CWl~‘((A)I(a)l(b)I(z);F,; gm) 
=(I -q)(j-k-l)m.(q)m 1 (CCwl~‘((al.,.)I(b,,,+.)I(~,,..., y,)) 
?‘I+. .+r’,=m l’, > 0 
From (1.32) it is immediate that 
F,,,(,Y;+~,~, ;,a,,, ;rb,,,+,,).qnm’.,‘t+a,.’ (3.16a) 
= {f’l(,6ip, ; rum, ; 3 br.n+s,). qn’c~as~~)} (3.16b) 
. {F,_,(,y;,;,urs.q6~~,;,b,,+,~~q6~~,)~qRm~’(~r’i~)}. (3.16~) 
Applying the operator [(I- Q,)/( 1 - q”)] to the sum in (3.15), replacing 
the index of summation 
{(Y , ,..., Y,) I Y I + ... + yn=m, yP)/l, yi>,Oifi#P} (3.17a) 
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by 
{(y,,..., y,) I .I’] + ... + yn=m-1, y,>Oif 1 <i<n}, (3.17b) 
while substituting (6, + .v,) for y, in each term in the resulting sum, and 
then making use of the relation 
(A) ,+, =(I -AI(q (3.18) 
Eqs. (1.8) and (3.16), and some algebra, we find that 
= (l-q)“~k~‘).Zp.qll~P).[F,(,6il,,;,a,,~,;,b,,+,,,).qR”.“~~.’] 
i 
.( g,’ (-A,))(=$+, (-4i)l 
-(i, (1 -ud)*(,J+, (1 -b,,))--‘} (3.19a) 
. (1 ~q)(i-k-l)lnl-lL 
i 
(4LI c 
.,‘I + + )$ = m ~ 1 “, 3 0 
x WJ+%‘, ((a,.s’q”“)I(b,,+.s.q”‘~)l(,y,t)) 
(3.19b) 
By (3.9a), (3.15), and the change of variables yj+ (6, + yi) in (3.17), it is 
now not hard to see that the operator 
P- ’ I- A,. Q;) 
n’ ,=, (1 -A/J 
(3.20) 
applied to (3.19) gives the pth term on the right-hand side of (1.33). Recall- 
ing (3.3) and (3.13))(3.14), it is clear that the pth term in (1.33) is just 
~,W’l!tT’(W (a)1 (b)l t--J; Fm; gm)). 
This finishes our derivation, in terms of the operators Qi, of 
Theorem 1.27. 
The limiting case as q-+ 1 of (3.12), (3.13), (3.19), and (3.20) in the 
above proof of Theorem 1.27 also provides a proof of Theorem 1.30 of 
[34], and more generally, of Theorem 1.17 of [36] in which z, is replaced 
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by B,z,, where the B,, 1 < 1~ n, are fixed constants. To see this, first replace 
ars and b,, +J by q“” and qhr.n+.v, respectively, in (1.32), and let q + 1 to 
obtain 
~cd%.., 0; , 1, ; , 1 ,I = 1, (3.21) 
F,(,yi,;,1,;,1,)=F,(,6ip,;,1,;,1,)’F,-l(,yi-6ip,;,1,;,1,), (3.22) 
with m=y,+ ... +y,, 1 <p G n, and yi-- 6, > 0. The most general 
solution of (3.21 j(3.22) is given by 
Fm(,Yi, ;Y1, ;9 L,=fi (F1(,6i,,;,l,;,l,))“‘. (3.23) 
/=I 
Thus, the limiting case of (1.29) is equivalent to just 
(fi, (BP/Y). (3.24) 
where we have set B, 5 F,(,d,,, ; , 1, ; , 1,). 
From this point on, we will assume without loss of generality that B, = 1, 
for l<I<n. 
Proposition 3.6 enables us to immediately write down the limiting cases 
of (3.12), (3.13), (3.19), and (3.20). Replacing A,, ars, b,,+. by qAns, qurr, 
qhr.,+,, respectively, in (3.12) (3.13), (3.19), and (3.20), and then letting 
q + 1, it follows that 
(f) 
p- l A, + zj(a/azi)) 
r-I’ 
i= 1 (A,) 
. fi (-Api+ Zi(a/dzi)) 
i=p+ I t -Api) >> 
where f is a polynomial in z, ,..., z,; 
fh Z”) 1 ,..*, 
(fly (3.25) 
(3.26) 
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where f is a homogeneous polynomial of degree m; and, combining the 
limiting cases of (3.i9)-(3.26) that 
(I,, “’ 
ii 
(il./, 
1 +‘o,, “’ 1 +‘u,,.k 
u II. I u Il.1 
h . . I.11 +I h I./ 
1 +h,.,,+, ... 1 +‘h,, 
h’ 11.H + I i,, 
(3.27) 
where Wj,‘;‘((A)) (u)/ (h)J (z)) is determined by Definition 1.13 of [36]. 
Combining (3.26) and (3.27) immediately gives the difference equation in 
Theorem 1.17 of [36]. 
Starting with Definition 1.13 of [36], we can also prove (3.25)-(3.27) 
directly. In particular, if ,f is a homogeneous polynomial of degree m, then 
( =I ;+ .” +.-,,g u-)-w-). I 1 
The direct proofs of (3.25)-(3.27) are very similar to the proofs of 
(3.9))(3.20) given above. For a discussion of the limiting case of (3.10), and 
consequently Lemma 1.34, see (1.19) Theorem 1.20, Lemma 1.33, and 
Remark 1.35 of [36]. 
The linear operator methods in this section provide a useful motivation 
for the umbra1 calculus in [lo]. 
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