Various formulations of constructive type theories have been proposed to serve as the basis for machine-assisted proof and as a theoretical basis for studying programming languages. Many of these calculi include a cumulative hierarchy of \universes," each a type of types closed under a collection of type-forming operations.
expect that our methods will apply to other variants of the Calculus of Constructions and to type theories such as Constable's V3. 1 
Introduction
A number of formulations of intuitionistic type theory have been considered as a basis for studying machine-assisted formal proof development, and as a theoretical foundation for the study of programming languages (see, for example, 16, 46, 34, 36, 37, 9, 10, 11, 14, 2, 4, 19] , to name but a few.) One such system, the Calculus of Constructions (CC), was introduced by Coquand andels are needed for the formalization of such notions as the \category of all small categories." In recognition of this fact, Coquand introduced the \gen-eralized" Calculus of Constructions 12] (CC ! ) which includes a cumulative hierarchy of universes. A universe is a type that is closed under the typeforming operations of the calculus: the formation of products and strong sums indexed by a type of that universe level. Cumulative hierarchies of this kind arise in many formal systems for mathematics; they arise in various guises in Principia Mathematica 44, 47] and in many contemporary type theories 35, 36, 37, 8, 9, 10] .
Universe hierarchies are tedious to use in practice. Many workers have attempted to avoid the complications of such a hierarchy by assuming that there is a type of all types 34, 2, 38, 4] . This assumption destroys the normalization property of the calculus 35, 38, 25] . As a result, every type is inhabited by some closed term, and the interpretation of propositions as types, central to many applications, is lost. In the context of type systems for programming languages, the merits and demerits of the \type:type" assumption are the subject of ongoing research 38, 3, 41, 22] .
An alternative approach to dealing with strati cation in formal systems was introduced by Russell and Whitehead in Principia Mathematica. They introduced an informal convention, called \typical ambiguity," in which universe levels are not explicitly mentioned, and in which it is tacitly asserted that there exists an assignment of levels such that the resulting proof is correct with respect to the predicativity requirements of the logic of Principia Mathematica. Moreover, they observed that in practice the exact choice of universe levels is unimportant; what matters is the relationship between choices of levels at di erent points within a proof. From the modern perspective, typical ambiguity can be described as a way to achieve the exibility of having a type of all types without sacri cing the logical consistency of the theory. At the level of the concrete syntax, the user can work without explicit mention of universe levels, leaving it to the proof checker to ensure that there is always a choice of levels that yields a type-correct term in the underlying calculus with explicitly strati ed universes.
In this paper we study the type checking and well-typedness problems for four variants of CC ! . The type checking problem for a calculus is to decide, given a context, term, and candidate type whether or not that term has that type in the given context. The well-typedness problem is to decide, given a context and a term, whether or not there exists a type such that that term has that type in the given context. In each case the solution to these problems is obtained by a reduction to a type synthesis algorithm that yields, given a context and term, a description of the set of all possible types for that term in that context. Of course, the exact de nitions of \context" and \term" will vary for each of the calculi that we consider, but the general pattern remains the same.
This paper is organized as follows. In Section 2 we de ne the system CC ! , and state some of its important properties. In Section 3 we introduce an \op-erational presentation" of CC ! , following 46, 21, 20, 42, 18] (among others.) The signi cance of the operational presentation is that it provides a normal form for typing derivations that is exploited by the type synthesis algorithm. In Section 4 we present a type synthesis and conversion algorithm for CC ! in the \natural semantics" style of 7] . This form of presentation facilitates the proofs of correctness of the algorithm and makes especially evident the relationship between it and the operational rules. In Section 5 we extend the calculus to include an \anonymous" universe as a means of implementing the \typical ambiguity" convention. Explicit universe levels may be omitted by using instead the anonymous universe, with the understanding that such an \ambiguous" term stands for some consistent replacement of the anonymous by speci c universes. In Section 6 we extend both the basic calculus and the calculus with anonymous universes to admit de nitions in the form of -reductions. The failure of type unicity induced by the cumulativity of the universe hierarchy leads to a form of \universe polymorphism" similar to the \type polymorphism" of ML. The combination of anonymous universes with de nitions leads to a particularly exible calculus for exploiting typical ambiguity. Finally, in Section 7 we discuss related research.
We 
Reduction and Conversion
In this setting, a -redex has the form ( x:A]M)N, and its contractum is N=x]M. The relations ! (one step -reduction), ( -reduction), and ' ( -conversion) As a step towards the presentation of a type checking algorithm for CC ! , it is helpful to give a syntax-directed, or operational presentation of the calculus with the property that at most one rule of inference applies to a term. We begin with such a presentation of the conversion relation.
Conversion
The relation M # N is de ned by the rules of The operational presentation of CC ! is a syntax-directed formal system for CC ! that admits only limited applications of these rules, without sacri cing completeness (in a sense to be made precise below). The operational presentation is given in Table 4 ; an assertion of the form ?`M ) A is intended to mean \A is a type for M in ?".
The operational presentation di ers from the basic de nition of CC ! in several respects. One important di erence is in the handling of contexts: context validity is assumed, rather than enforced. As a result, the rules o-gen and o-abs explicitly check the validity of the type of the bound variable in order to maintain this assumption. This formulation of the rules is closer to a practical implementation since it avoids the overhead of repeatedly checking context validity for each atomic term.
Another important di erence is in the use of type conversion. In particular, rules o-gen and o-abs use only weak head reduction, rather than conversion, since, in the presence of the Church-Rosser property, a term is convertible to a kind only if it may be weak head-reduced to it. The rule o-app uses the operational de nition of conversion discussed above to match the domain and argument types.
Having limited the uses of conversion, some care must be taken to ensure Proof By inspection of the rules of Table 4 .
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The main theorem of this section establishes the relationship between CC ! and its operational presentation: The operational presentation is \syntax directed" in the sense that the structure of a derivation of ?`M ) A is determined by the structure of M. However, the relation ?`M ) A is not a partial function of ? and M, due to the cumulativity of the universe hierarchy. In fact, this is the only source of variation: two derivations for a given term and context di er only in the choice of universe index parameters of the operational rules. The choice of these parameters is sometimes constrained by context. For example, when deriving a type for the term ( x:Type 2 ]x) Prop, the universe level of the sole occurrence of Prop is constrained to be 0, 1, or 2 by the fact that it occurs as the argument to a function with domain Type 2 . On the other hand, any universe level greater than 2 is admissible as the type of Type 2 itself. It is important to realize that the range of possible types for a term is determined by the structure of the term itself, and not by its type. For example` x:Prop]Prop ) fx:PropgType i for all i 0, but y:fx:PropgType 0 ]`y ) fx:PropgType i is only derivable for i = 0. Thus, although cumulativity may be thought of as a form of type containment, it should be distinguished sharply from type systems that impose an upward closure condition on typing with respect to some pre-order on types.
In order to produce a deterministic algorithm based on the operational presentation, we remove the indeterminacy by postponing decisions: a choice of several possible outcomes is replaced by a single schematic outcome. To this end, we introduce notions of schematic term and constraint in the next section, and uniformly schematize the operational presentation. In fact, this approach allows us, in later sections, to formalize (operationally) and implement (algorithmically) notions of \typical ambiguity" and \universe polymorphism".
Decision Problems for CC !
In this section we present a schematic type synthesis algorithm that, given a valid context ? and a term M, yields a schematic description of the set of possible types for M relative to ?. This algorithm makes use of an algorithm for testing convertibility of schematic terms, which we also present. Solutions to the well-typedness and type checking problems for CC ! are easily derived from these algorithms.
Schematic Terms
Let , , and range over some in nite set of level variables, and let and range over the level expressions, consisting of level variables and natural numbers. The schematic terms, ranged over by X, Y , and Z, are terms that may involve universe schemes of the form Type . Universe schemes are regarded as kinds; we still use to range over this extended notion of kinds. A constraint set is a nite set of inequalities of the form or > . We sometimes write = for the pair of constraints ;
. The metavariables C, D, E, F, G range over constraint sets. LV(C) is the set of level variables occurring in constraint set C.
A level assignment is a partial function assigning natural numbers to a nite set of level variables. The metavariables and range over level assignments. Dom( ) is the set of level variables assigns to; i.e. its domain as a function. A level assignment satis es a constraint set C, written j = C, i Dom( ) LV(C) and each of the inequalities in C is true under the assignment . A constraint set is satis able, or consistent if there is some level assignment that satis es it. The following result is due to Chan 5 
Schematic Type Synthesis
An algorithm for schematic type synthesis is given by the rules of Table 6 . It is a system for deriving judgements of the form ?`M ) X; C. Intuitively, X; C schematically represent the set of types for M in ?. The algorithm makes use of two auxiliary functions, CUM and *, de ned in Table 6 . These functions are analogous to the functions cum and " of Table 4 , and are characterized by the following lemmas. wh Type for any , so take = .
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The rules of Table 6 make use of an informal convention whereby level variables are required to be \new". This means that the level variable chosen at that rule occurrence is unique to that occurrence, and di erent from that associated with any occurrence of any other rule in the derivation under consideration. This convention can be made precise, at the expense of considerable technical complication, by introducing a set of \used" level variables, and requiring that be chosen apart from this \used" set. (Decidability) It is decidable, given a valid context ? and a term M, whether or not there exists a schematic term X and consistent constraint set C such that ?`M ) X; C is derivable.
Proof (Soundness) The rst property is proved by inspection of the rules of Table 6 . For the second property, consider a derivation of ?`M ) X; C. Roughly speaking, the constraint set C is su cient to ensure that \ " is a valid derivation of ?`M ) X. More precisely, we build a derivation of ?`M ) X by induction on the height of . The induction proceeds by case analysis of the root node of based on the rules of Table 6 . The most interesting case is when the root of is an instance of rule (a-app). Then has the form:
. . . (Decidability) The proof is by induction on the structure of M, keeping in mind that the rules of 2 
Anonymous Universes
In this section we consider the well-typedness and type checking problems for the extension of CC ! with an anonymous universe, Type. This extension is intended to model Russell and Whitehead's \typical ambiguity" convention. The idea is that in a proof explicit universe levels may be soundly omitted, provided that some consistent assignment of levels exists. Moreover, every consistent assignment results in a valid proof: it is not the absolute values of the universe levels that matters, only their relation to one another.
Extending the Operational Presentation
Let Q, R, S, and T range over ambiguous terms which may contain occurrences of the anonymous universe, Type Table 7 is an operational presentation of the typing rules for CC ! with anonymous universes. These rules specify the derivability conditions for judgements of the form ?`Q ) M; A, where ? is a context (as de ned in Section 2), Q is an ambiguous term, and M and A are ordinary terms. This judgement is to be understood as expressing that M is a reading of Q, and A is a type for M. It is important to stress that the context ? cannot contain ambiguous terms: the type of a variable is xed when it is put into the context (see, for example, rule o-a-abs in Table 7 .)
The fundamental properties of the system of Table 7 are summarized by the following theorem. where cum and " are as in Table 4 . 
Type Checking with Anonymous Universes
Decision procedures for the type checking and well-typedness problems are once again based on a reduction to schematic type synthesis. Level variables are used in two distinct ways: to encode the exibility due to cumulativity in the type of a term (as before), and to govern the set of possible readings of an ambiguous term. This second use of level variables must also be regulated by constraint sets since the set of correct readings for an ambiguous term is constrained by the context in which that term occurs.
The type synthesis algorithm is presented in Table 8 Table 6 . (Decidability) Similar to the proof of Theorem 4.5.
6 De nitions
In this section we treat the extension of the two calculi (CC ! and CC ! with anonymous universes) to admit de ned identi ers. We take as a fundamental principle the eliminability of de nitions: a de ned identi er is indistinguishable from its de nition. This principle leads to the notion of universe polymorphism, whereby a de ned identi er may take on any of some constrained set of types determined by its de nition. Since this form of polymorphism is associated with de nitions, it is very similar to the form of polymorphism found in ML 39, 15, 40] . For the sake of simplicity we omit consideration of local de nitions (which would be introduced using a form of let expression). However, we expect that the methods described below can be extended to handle this case.
De nitions in CC !
A de nitional context is a nite sequence of declarations of the form x:A and de nitions of the form x=M subject to the following conditions. First, no variable may be declared or de ned more than once, nor may any variable be both declared and de ned. Thus a de nitional context has a well-de ned domain given by Dom( ) = Def( ) Dec( ) where Def( ) is the set of de ned variables in , and Dec( ) is its set of declared variables. Second, if = x x:M] x , or = x x=M] x , then FV(M) Dom( x ). (In the only interesting case, valid contexts, this is no restriction at all.) Third, as a matter of technical convenience, we require that no de ned variables occur in the right-hand side of a de nition. This convention avoids certain complications in the proofs arising from the possibility of \de nition chains" whereby an identi er x is de ned to be y, itself a de ned identi er.
In order to give expression to the eliminability of de nitions, we shall need the expansion function de ned by induction on the structure of terms as follows: where " is as in Table 4 and cum is de ned by cum (A; i) = cum( (A); i). Table 9 . This system is essentially Table 4 extended with the rule o-d-def. This rule expresses the eliminability of de nitions principle, and introduces the notion of universe polymorphism. For example, the following assertion is derivable in the system of Table 9 The soundness of the operational system with de nitions (Table 9 ) with respect to the basic operational system (Table 4) 
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A converse to this theorem may also be proved, yielding as a corollary the decidability of the system with de nitions. We prefer, however, to give a direct presentation of a type synthesis algorithm that avoids unnecessary expansion of de nitions. The idea is to adapt the methods of 15], and associate with a de nition a type scheme summarizing the set of all possible types for the de niens. Under suitable assumptions about the associated type scheme, we obtain a sound and complete type synthesis algorithm for CC ! with de nitions.
A generic de nitional context is de ned similarly to a de nitional context, except that de nitions have the form x=M:X; G, where X is a schematic term, and G is a constraint set such that LV(X) LV(G). By abuse of notation, we use in situations where a de nitional context is expected, under the convention that the stored schematic type information is to be ignored. When it is important to stress the distinction, we write^ for the underlying de nitional context of .
-conversion and -weak head reduction are extended to schematic terms in the obvious way, following the pattern of Section 4. Thus types in declarations must indeed be types, and the de niens of a de nition must be well-formed. A generic de nitional context is valid i ^ is valid and for each x such that = x x=M:X; G] x , the constraint set G is satis able, and^ x`M ) X whenever j = G (that is, (X; G) must have an instance, and all instances must be valid types for M). Conversely, is principal i it is valid, and whenever = x x=M:X; G] x and^ xM ) A, then there exists j = G such that X = A (that is, the type scheme (X; G) must capture all valid types for M). It is worth remarking that these conditions are naturally preserved under the extension of the system with local de nitions.
The type synthesis algorithm for CC ! with de nitions is given in Table 10 Table 6 , and CUM is de ned by CUM (X; C) = CUM( (X); C). 
De nitions with Anonymous Universes
The nal extension of CC ! that we shall consider is the combination of universe polymorphism and typical ambiguity. As we have seen, de nitions introduce a form of polymorphism induced by the cumulativity of the universe hierarchy. \Ambiguous" de nitions allow for further exibility since the de niens is \re-read" on each use of the de nition. For example, if f is dened to be the term x:Type]x, then both f Prop and f Type 0 are well-formed, as is f Type, since in each case the ambiguous de nition of f receives a reading appropriate to the context. Moreover, each of these terms could occur as subterms of a single term: the principle of eliminability implies that de ned identi ers are \polymorphic" in that each occurrence corresponds to a distinct \reading" of the de nition. An interesting example is self-application of the polymorphic identity function. With the de nition I= t:Type] x:t]x the term I (ft:Typegt!t) I is well typed; the two instances of I receive two distinct readings, and are assigned two distinct types.
It is also important to realize that this notion of polymorphism does not extend to declarations A declaration x:A or x:X assigns a single, perhaps underdetermined, type for x. Thus (referring back to the polymorphic identity example above) if J is declared by J:ft:Typegt!t then J (ft:Typegt!t) J should not be well typed 2 . This is as it should be, for there is no reading of the type of J such that the above term is well-typed in CC ! .
These considerations are formalized in an operational presentation in Table 11 . The rules of Table 11 where cum and " are as in Table 4   Table 11 : Operational Presentation of Anonymous Universes and De nitions added to the context, so that declarations are always unambiguous. De nitions, on the other hand, may be ambiguous, and receive a fresh \reading" on each use. In order to ensure that declared identi ers remain unambiguous even in the presence of de nitions, we require that no de ned identi ers occur in the type of any declared variable. This restriction is preserved by rules o-ad-gen and o-ad-abs, since the reading of a term has all de ned identi ers eliminated.
The soundness of this system with respect to the operational presentation of anonymous universes (Table 7) is expressed by the following theorem. Once again, a converse to this theorem could be proved, with decidability following as a corollary. However, we prefer to give a direct presentation of a type synthesis algorithm for the system with ambiguous terms and de nitions.
A schematic, generic de nitional context (sgd-context) is a pair ( ; C) where is a context built from declarations of the form x:X with LV(X) LV(C), and de nitions of the form x=X:Y; G where LV(X) LV(G) n LV(C) and LV(Y ) LV(C G). Note that the anonymous universe cannot occur in schematic terms: X and Y in the foregoing are unambiguous. The conditions regarding well-formedness of de nitional contexts apply to sgd-contexts as well.
The type synthesis algorithm for anonymous universes and de nitions is given in Table 12 .
To state the soundness and completeness of the type synthesis algorithm, it is necessary to introduce some additional terminology. If X is a schematic Table 6 , and V is as de ned in Table 10 . The idea is that the constraint set C governs the possible readings of of each of the declarations in , and that in each de nition x=X:Y; G, the level variables in X result from a schematic reading of some ambiguous term, and hence are erased in passing to the underlying de nitional context. The type information associated with a de nition is, as before, simply erased. (Decidability) Similar to the proof of Theorem 4.5.
7 Related Work
Huet, in an unpublished manuscript 26], has independently developed an algorithm for handling universes in the Calculus of Constructions. His approach is to drop the assumption that the universes form a linearly-ordered cumulative hierarchy indexed by the natural numbers, and to consider instead a family of calculi in which there is some well-founded partial ordering of universes. The input language is correspondingly restricted so that speci c universes are disallowed; only the anonymous universe Type may be used. The principal advantage of this approach over the one considered here is that the consistency checking algorithm is signi cantly more e cient than Chan's algorithm, reducing to an acyclicity check in a dependency graph of universe levels. E ciency considerations aside, this approach is equivalent to ours for the restricted language that Huet considers because any countable well-founded partial ordering can be embedded in a countable linear ordering. However, our method has the advantage that we can, for example, easily restrict the type checker to terms that check within, say, one universe, or any xed bound. This can be of use for calibrating the strength of the proof-theory needed to formalize an argument. Moreover, \local" constraints can be imposed in a proof simply by using a speci c, rather than anonymous, universe.
In response to our observation that cumulativity entails exibility in the type of a term that is not determined by the shape of type alone (see the discussion following Theorem 3.3), Luo 31] developed an alternative formulation of a cumulative hierarchy of universes (called \fully cumulative") that eliminates the need for schematic type expressions in the basic type checking algorithm for CC ! . The idea is to introduce a partial ordering on type expressions with the property that a type of the form fx 1 :A 1 g fx n :A n gType i is less than, in this ordering, to a type of the form fx 1 :A 1 g fx n :A n gType j whenever i j. ( In addition, Prop is taken to be less than Type 0 , but this does not e ect the type checking algorithm.) The types of a term are then required to form an upward-closed set in this ordering. In this way the need for schematic terms and constraint sets in the basic type synthesis algorithm is replaced by a more complex application rule. Of course, every derivation in our system is a valid derivation in this extended sense, but the converse fails. Nevertheless, the resulting system is consistent and decidable, as demonstrated in 31]. It should be stressed that our methods for handling de nitions and anonymous universes extend directly to Luo's calculus. However, the implementation of de nitions and anonymous universes in Luo's calculus can be signi cantly more e cient than for CC ! since constraints are generated only in connection with typical ambiguity and universe polymorphism, and not as part of the basic type checking algorithm.
We know of two machine implementations of CC ! . G erard Huet and coworkers are developing an implementation of CC ! 13] that supports Huet's variant of typical ambiguity discussed above. The second author has implemented the algorithms of this paper in the Lego proof checker 32]. Lego supports several type theories, including CC ! and Luo's variation on it, extended with typical ambiguity and universe polymorphism.
