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We consider sudden quenches across quantum phase transitions in the S = 1 XXZ model starting
from the Haldane phase. We demonstrate that dynamical phase transitions may occur during these
quenches that are identified by nonanalyticities in the rate function for the return probability. In
addition, we show that the temporal behavior of the string order parameter is intimately related
to the subsequent dynamical phase transitions. We furthermore find that the dynamical quantum
phase transitions can be accompanied by enhanced two-site entanglement.
Introduction.— Nonequilibrium dynamics of many-
body quantum systems under unitary time evolution con-
tinue to pose a challenging problem. The time evolution
of a quantum system after a sudden global quench plays
a distinguished role in this field since this process can be
routinely carried out in experiments and it is addressable
in theoretical calculations [1].
The quench process is even more interesting when it
drives the system through an equilibrium phase transi-
tion. This has opened up a new area of research named
dynamical quantum phase transitions (DQPTs) [2–4].
Although they are not in one-to-one correspondence with
the equilibrium phase transitions, but rather a new form
of critical behavior, they often emerge when the quench
crosses a phase transition. Recently, direct experimen-
tal observation of DQPTs has been reported, where a
transverse-field Ising model was realized with trapped
ions [5, 6]. For the better understanding of DQPTs sev-
eral integrable models have been considered [4, 7–11],
where the time evolution can be solved exactly. It has
been revealed that, like equilibrium phase transitions,
DQPTs also affect other observables. For example, when
the quench starts from a broken-symmetry phase, where
the order can be characterized by a local order parame-
ter, the order parameter exhibits a temporal decay with
a series of times where it vanishes [4, 12]. These times
usually coincide with the times where the DQPTs oc-
cur. The case is more difficult when one considers a non-
integrable model [13–18]. Namely, the obvious choice
of an observable (e.g. the equilibrium order parameter)
may not follow the dynamics dictated by the DQPTs and
the connection between them remains elusive like in the
case of a nonintegrable Ising chain [19] or Bose-Hubbard
model [20]. Thus, the relation of DQPTs to observables
in nonintegrable models deserves further investigation in
general.
In this work we study quenches starting from the Hal-
dane phase to regimes where the ground state has trivial
topology. The Haldane phase is a paradigmatic exam-
ple of a symmetry-protected topological phase, and has
direct relevance in quantum operations [21, 22]. The un-
derstanding of topological phases under unitary time evo-
lution hence is of particular interest [23]. More precisely
we examine the time evolution of the string order pa-
rameter (SOP) in the S = 1 XXZ model. Although this
model has been investigated before regarding the ther-
malization of string order [24, 25], we point out that its
dynamics is much richer and there is a so far unrecog-
nized connection between the dynamics of the SOP and
the underlying DQPTs, which have also not been ob-
served before. More precisely, we consider several types
of quenches and demonstrate that if a DQPT occurs dur-
ing the time evolution, then it is accompanied by the zero
of one of the SOPs. On the other hand, if DQPTs are
not present, then all the three SOPs exhibit a smooth de-
cay without any zeros. Such a link has been reported for
a noninteracting system [7]. Our analysis suggests that
this correspondence is not only a property of exactly solv-
able systems, but appears to be valid on a more general
level. Moreover, our findings also reveal that the dynam-
ics of the SOP is not only influenced by the symmetry of
the quench Hamiltonian [25, 26], but by the crossing of
a phase boundary as well. This conclusion is supported
by a quantum information analysis of the time-evolved
wave function, where the DQPT manifests itself in the
enhancement of the two-site entanglement.
Model and methods.— The XXZ Heisenberg model can
be written as follows:
H =
L−1∑
i=1
[J(Sxi S
x
i+1 + S
y
i S
y
i+1) + ∆S
z
i S
z
i+1] +D
L∑
i=1
(Szi )
2,
(1)
where Sαi denotes the appropriate spin-1 operator com-
ponent. The parameters ∆ and D denote the Ising and
uniaxial single-ion anisotropy, respectively and we set
J = 1 to define the energy scale. We also set ~ = 1,
thus, the time is measured in units of 1/J . The ground
state of this model [27] has been thoroughly investigated
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2in the past few decades, and its phase diagram is now
well-known [28]. Besides the symmetry-protected Hal-
dane phase, for D/J  1 it realizes a trivial singlet
phase, for ∆/J  1 a Ne´el-like ground state, while for
∆/J  −1 a ferromagnetic ground state occurs. Be-
tween the ferromagnetic and Haldane phases, a critical
XY regime turns up. Moreover, various types of phase
transitions take place at the phase boundaries allowing
us to examine their dynamical counterparts within the
framework of a single model. In what follows we study
quenches across quantum phase transitions originating
from the Haldane phase. More precisely, we initialize
the system in the ground-state of the Affleck-Kennedy-
Lieb-Tasaki (AKLT) Hamiltonian [29, 30], |Ψ0〉, with
〈Ψ0|
∑
i S
z
i |Ψ0〉 = 0, then we let it evolve unitarily
governed by the Hamiltonian H, |Ψ(t)〉 = e−iHt|Ψ0〉.
The time evolution [31] is carried out using the time-
dependent variational principle method [32–34].
Quench results.— Because we are not close to equilib-
rium by any means, the steady state is not expected to
exhibit the same properties as the corresponding ground
state of the postquench Hamiltonian. The positions of
the phase transitions should only serve as guides when to
expect the emergence of dynamical criticality. DQPTs
are difficult to characterize in contrast to equilibrium
phase transitions due to the lack of a free energy. Nev-
ertheless, it has been shown by several works that they
manifest themselves as nonanalyticities in the rate func-
tion of the return probability [2–4, 35]. The return proba-
bility called the Loschmidt echo L(t) is defined as: L(t) =
|〈Ψ0|Ψ(t)〉|2. Since L(t) is not well-defined in the thermo-
dynamic limit, it is therefore convenient to introduce the
rate function, λ(t), which reads λ(t) = − 1L log[L(t)]. The
rate function can be regarded as a dynamical analogue
of the free energy density, and just like the free energy
at equilibrium phase transitions, this quantity can ex-
hibit nonanalytic behavior at critical times as well. In
one-dimensional systems the nonanalyticities show up as
kinks during the time evolution.
The other important quantity of interest is the string
operator, which is defined as
Oˆα` = Sˆαj
j+`−1∏
n=j+1
eipiSˆ
α
n
 Sˆαj+` (α ∈ {x, y, z}). (2)
With the help of these operators, the hidden topo-
logical order within the Haldane phase can be char-
acterized by nonlocal order parameters [36–38], that
is Oα = lim`→∞
〈
Oˆα`
〉
6= 0 should hold for any α,
where the expectation value is taken with respect to
the ground state. In case of the AKLT state its value
is exactly Oα = −4/9 [39]. In what follows we define
string order in the time-evolved state similarly, namely:
Oα(t) = lim`→∞〈Ψ(t)|Oˆα` |Ψ(t)〉. We study quenches into
the large-D phase first. The numerical results are sum-
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FIG. 1. (a) The main panel shows the rate function for L =
80, ∆ = 1 and various values of D as indicated by the legend
in panel (b). The inset figure of panel (a) shows the finite-
size effects around the first critical time for D = 4, the dotted,
dashed and solid lines denote L = 30, 60 and 120, respectively.
(b) The x-component of the SOP for various values of D,
∆ = 1 and for chain length L = 80. (c) The z-component of
the SOP for the same parameters as in panels (a) and (b).
FIG. 2. The rate function as a function of time and single-ion
anisotropy using a color code in the sidebar, for ∆ = 1 and
L = 80.
marized in Figs. 1 and 2. We can easily see from
Fig. 1(a) and Fig. 2 that the rate function displays dis-
tinct behavior depending on the value of D. For D = 1,
the system is quenched in the vicinity of the phase tran-
sition point between the Haldane and the large-D phase,
in spite of that, it shows completely analytic, smooth be-
3havior. Accordingly, both Ox(t) and Oz(t) decay mono-
tonically without any zeros. ForD = 2, the quench drives
the the system through the phase transition, and around
t ≈ 1 a tiny kink appears in the rate function. At the
same time the Ox(t) becomes zero, while Oz(t) remains
finite. For even larger values of D we can observe well-
developed kinks in the rate functions, and they appear
more frequently as the single-ion anisotropy is increased.
Not only can we conclude that the difference between the
positions of the kinks agree very well with the positions
of the zeros of Ox(t), but the individual kink positions
agree also well with the zeros of Ox(t). We can also no-
tice that the regions where Ox(t) shows local maxima
coincide with the local minima of the rate function. In
the inset of Fig. 1(a) we can observe the finite-size depen-
dence of the rate function around the critical times. We
can indeed identify that a kink is being developed as the
system size is increased, thus, for infinite system size, the
time-evolved state becomes completely orthogonal to the
initial state inducing a DQPT in the system. At these
critical times, the system should possess trivial topology,
since Ox(t) vanishes here. It is also worth mentioning
that Oz(t) decays smoothly with some superimposed os-
cillations for larger D, but it does not show any zeros in
this time window. Interestingly, it decays slower in time
for larger values of D. This seems to be analogous to
what happens during an interaction quench in the Fermi-
Hubbard model. Namely, when the quench drives the
system from a weakly interacting regime to a strongly
interacting one, then the relaxation time of the double
occupancy increases exponentially with the Hubbard-U
[40, 41]. In our case, the nonzero spin components play
the same role, when we quench to the large-D phase.
Next, we turn our attention to quenches into the Ne´el
regime. In that case already for ∆ = 2 well-developed
kinks are observable. Similarly, the zeros of the Ox(t)
are in excellent agreement with the kinks in the rate func-
tion. In addition, Oz(t) remains always nonzero, more-
over, its value is slightly increased after the quench. This
may not surprise us, if we recall that the Ising term with
∆ > 1 enhances the antiferromagnetic correlations lead-
ing therefore to an increased string correlation value in
the z direction.
We also consider quenches with ∆ < 0 [31], which cor-
responds to probing the spectrum of the XY and the
ferromagnetic phase. In these cases we find no signs of
DQPTs in the rate function and the SOP decays with-
out any zeros in time. It is worth noting that the re-
lation between the DQPTs and the SOP holds even if
the model has fewer symmetries [31] or in the full SU(2)-
symmetric bilinear-biquadratic chain for the Haldane–
dimerized transition.
Discussion.— Having seen how the rate function and
the SOPs behave in the different cases, the question nat-
urally arises if we can say something more to account for
the different behavior in the ∆ < 0 cases. Our only guide
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FIG. 3. (a) The rate function for various values of ∆ and
D = 0. Panels (b) and (c) show the x- and z-component of
the SOP for the same values of ∆ and D = 0 as in panel (a).
The chain length is L = 80 in all cases.
is the phase diagram [28]. When we quench to the Ne´el
or the large-D phase, we face in both cases a second-
order phase transition. More precisely, the Haldane–
large-D critical line is a Gaussian-, while the Haldane–
Ne´el one is an Ising-type phase transition [28]. During
these quenches we cross the critical lines, where the spec-
trum is expected to be gapless. Thus, this drastic change
manifests itself in the appearance of DQPTs in both
cases. In contrast, when we quench to the XY phase, an
infinite-order phase transition takes place at the phase
boundary [28]. Since the gap opens here exponentially
slowly, it may prevent the occurrence of DQPTs. During
the quench from the Haldane phase to the ferromagnetic
phase, two phase transitions are encountered, infinite or-
der (Haldane to XY) and first order (XY to ferromag-
netic) [28]. The lack of DQPTs in this case can be traced
back to several reasons. A first-order transition involves
a level crossing of the ground state with a higher-lying
state at the transition point, but the whole spectrum
does not change so drastically at the transition point like
in the case of a second-order transition. Another reason,
which could also apply for the quench in the XY regime,
is that DQPTs may occur at a later time and simply our
simulation time is not long enough.
Quantum information analysis.— In the analysis of
equilibrium quantum phase transitions the tools of the
quantum information theory turned out to be extremely
useful [42–47]. The entropies of various subsystems can
be sensitive indicators for phase transitions but also for
characterizing the entanglement structure of the wave
function [48–51], especially through the mutual infor-
4Iij Iij
FIG. 4. (a) The entanglement distance as a function of time calculated with different exponents for the quench with ∆ = 4,
D = 0. (b) The entanglement patterns in the chain at time t = 0.53 for the same quench as in panel (a). The lines encode the
magnitude of the mutual information between different sites using the grayscale sidebar. Note that 20 sites are discarded at
both ends. (c) Similar to panel (b) but for t = 0.89. The chain length is L = 80 in all cases.
mation, Iij , defined as Iij = si + sj − sij , which mea-
sures all correlations both of classical and quantum ori-
gin between sites i and j. Here si and sij denote the
one- and two-site entropies of the corresponding sites.
One can naturally ask if there appear some anomalous
signatures in these quantities around the critical times.
The entanglement entropy in global quenches, like ours,
increases linearly with the time, thus complicating the
analysis. It has been reported before that the DQPTs
may result in enhanced entropy production around the
critical times [5]. We ask the question if DQPTs affect
the two-site entanglement, since it is easier to interpret
than the whole entanglement entropy, which contains
the cumulated effects of several physical processes. To
this end, we adopt the entanglement distance [52, 53],
I
(η)
dist, to quantify the strength of the two-site entangle-
ment in the system: I
(η)
dist =
∑
ij Iij |i − j|η. Different η
exponents have been used in the literature. For neg-
ative (positive) values of η it emphasizes the contribu-
tion of short-range (long-range) entanglement [52, 53].
We calculate this quantity using different exponents to
study the delocalization of the entanglement during the
time evolution. This is shown in Fig. 4(a) in the case
when the quench goes through the Haldane–Ne´el tran-
sition line. Remarkably, I
(η)
dist does not increase mono-
tonically as one would naively expect from the linear in-
crease of the entanglement entropy (not shown). More
surprising is the fact that the positions of the maxima
in I
(η)
dist agree very well with the positions of the DQPTs.
We can interpret this phenomenon such that the two-site
correlations get enhanced around the critical times, re-
sembling to the long-range correlations occurring at the
equilibrium phase transition. It is important to note,
however, that truly long-range correlations cannot occur
in our case, since the Lieb-Robinson bound does not al-
low the instantaneous buildup of long-ranged correlations
[54, 55]. We illustrate this enhancement in Fig. 4(b) and
(c), where the two times correspond to a local minimum
and maximum in I
(η)
dist, respectively.
We also checked if a similar connection exists for the
quench through the Haldane–large-D line. Although we
found that I
(η)
dist is also a nonmonotonic function of time,
its relation to the DQPTs is less clear. This discrepancy
may be understood with the help of the following argu-
ment: the quantum critical point, in a strict sense, shows
up only at zero temperature, the critical fluctuations,
however, influence the finite-temperature properties as
well, which can be detected in a wide range of temper-
atures. In our case, the quench energy can be regarded
as an effective temperature, and by crossing a a quan-
tum critical point, we probe the critical region ’above’
the critical point. Since the universality classes of the
two phase transitions are distinct, the associated critical
regions are also expected to display different behavior.
Conclusions.— We examined the nonequilibrium dy-
namics of the Haldane phase under unitary time evolu-
tion in the XXZ model. We revealed that DQPTs can oc-
cur when the quench crosses a phase boundary and they
manifest themselves in nonanalyticities in the rate func-
tion for the Loschmidt echo. Moreover, we demonstrated
that there is an intrinsic connection between the nonan-
alyticities and the zeros of the SOP. Thus, the emerging
nonequilibrium time scale has also fingerprints in other
observable quantities. Using the tools of quantum infor-
mation theory we pointed out that the two-site entan-
glement may get significantly enhanced in the vicinity
of the DQPTs exhibiting some resemblance to equilib-
rium phase transitions. Since both the Loschmidt echo
and SOP are now within the reach of experimental tech-
niques [5, 56], our findings could be also directly tested in
the future. In recent experiments effective spin-1 chains
have already been successfully simulated with trapped
ions [57].
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