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SUMMARY
The world around us is highly structured. In the real world, a single object usually
consists of multiple components organized in some structures (e.g., a person has different
body parts), and multiple objects usually exist in a scene and interact with each other in
predictable ways (e.g., man playing basketball). This structure manifests itself in the visual
data that captures the world around us and in the text describing it and thus can poten-
tially provide a strong inductive bias to various vision tasks. In this thesis, we focus on
exploiting the structures existing in visual data to improve visual understanding, genera-
tion and reasoning. Specifically, for visual understanding, we model structure at different
levels to improve image classification, scene graph generation and representation learning.
In visual generation, we exploit the foreground-background structure in images to generate
images in a layer-wise manner to reduce blending artifacts between foreground and back-
ground. Finally, we use the structured visual representations as the intermediate interface
to bridge visual perception and reasoning to address different vision and language tasks, in-
cluding image captioning and visual question generation. Through extensive experiments,
we demonstrate that leveraging structure in visual data can not only improve the model




Ubiquitous access to digital cameras has led to unprecedentedly large quantities of visual
data being recorded for news, entertainment, social media and personal logging. Frequently
augmented with text, these images and videos are a dominant medium via which we com-
municate information and express ourselves.
The world around us is highly structured. An object usually consists of multiple seman-
tic components in some specific spatial configuration. A scene usually contains multiple
objects which interact with each other in predictable ways. This structure manifests itself in
the visual data that captures the world around us, and in text that describes it. Take Fig. 1.1
as an example. In Fig. 1.1 (a), each image contains multiple people and each person can
be labeled into a number of body parts, such as arms and legs. Similarly in Fig. 1.1 (b),
each image consists of a background and several foreground objects, which probably have
some relationships with each other as shown in Fig. 1.1 (c). Besides the structure in visual
data, in Fig. 1.1 (d), we can find the textual descriptions have an associated structure with
the corresponding images.
In this thesis, we focus on how to leverage the various forms of structure described
above at different levels for visual understanding, generation, and reasoning:
• Visual Understanding. At the object-level, we propose a cross-channel communica-
tion module to enable communication across different channels at the same layer of
Convolutional Neural Networks (CNNs). In this way, we try to learn a complemen-
tary set of filters, each of which focus on a specific part of object. At the image level,
we propose an effective approach for scene graph generation. Based on the observa-
tion that scene graph is usually sparser, we propose to learn to prune the dense graph
into a sparse one and then perform message passing on top of it. Finally at the dataset
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(a) Instance-level Human Parsing in [1] (b) COCO-stuff in [2]
(c) Visual Genome [3] (d) Flickr30k [4]
Figure 1.1: Exemplar data in different datasets.
level, we propose a deep clustering method to simultaneously cluster the images and
learn representations from them. Our method explicitly builds a k-nearest-neighbor
graph for the image set and then evolves the graph gradually by merging similar
images together.
• Visual Generation. As mentioned above, at the image level, an image usually con-
sists of multiple objects. Most image generation methods generate the holistic im-
ages in one-shot. However, we argue that it would be beneficial to leverage an image
structure prior in the image for generation. We propose a novel image generation
model which generates the image in a compositional manner. Specifically, we first
generate the image background and then the foreground objects one by one. Finally,
we compose the image with all elements in a reasonable spatial configuration. This
way we can avoid blending artifacts between the background and foreground.
• Reasoning. We further exploit the structured visual representation of images to
bridge visual perception and reasoning to solve vision and language tasks. Specif-
ically, instead of representing an image as a single feature vector, we propose to
extract the image-level structure including objects, attributes and relationships from
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a single image and then use them as the basis for down-stream vision and language
tasks. We demonstrate the effectiveness through image captioning and visual ques-
tion generation. By performing reasoning on the structured image representations,
our models achieve better performance and generalization ability.
Below we review previous works related to our thesis and discuss how we exploit the
structure in visual and textual data for visual understanding, generation and reasoning sep-
arately.
1.1 Visual Understanding
As discussed above, structures exist at different level. Below we will discuss how we can
leverage such priors at different levels for visual understanding.
Object-level structure. The object-level structure has been exploited for decades even
prior to the deep learning era. Particularly, Felzenszwalb et al [5, 6] proposed to train a
multi-scale deformable part model for object detection. This method explicitly localize
different object parts and then localize the whole object through an energy based optimiza-
tion. Though it can achieve impressive results at that time, the features are hand-crafted
(e.g., HoG [7], SIFT [8], etc), and thus have limited representation power for complex ob-
ject appearances. Recently, deep learning resolves this drawback. Using a simple CNN
architecture, we can classify an image [9] or detect the objects [10] in an image without
any extra efforts to design the features. It is believed that the convolutional layers can au-
tomatically learn hierarchical representations with a gradient-based optimization. Indeed,
in [11, 12], we can see the convolutional layers can learn to localize the meaningful parts
for image classification, object detection and even visual question answering. However, it
is arguable that the redundancies still exist across different channels in a single convolu-
tional layer, since a convolutional layer itself have no such explicit constraint. Motivated
by this, our work is aimed at learning more diverse and complementary filters by building
a cross-channel communication mechanism in a single convolution layer. We assume each
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channel implicitly encode a specific part of the object, and the cross-channel communica-
tion calibrates the channels so that different channels learn to focus on different parts of
object towards the final classification goal. We find such communication is effective to
obtain more diverse representations and improve the image classification performance.
Image-level structure. A recent work [13] has proposed to represent images as graphs
containing objects, their attributes, and the relationships between them. These scene graphs
form an interpretable structured representation of the image that can support higher-level
visual intelligence tasks such as captioning [14, 15], visual question answering [16, 17, 14,
18, 19, 20]. While scene graph representations hold tremendous promise, extracting scene
graphs from images – efficiently and accurately – is challenging. The natural approach of
considering every pair of nodes (objects) as a potential edge (relationship) – essentially rea-
soning over fully-connected graphs – is often effective in modeling contextual relationships
but scales poorly (quadratically) with the number of objects, quickly becoming impractical.
The naive fix of randomly sub-sampling edges to be considered is more efficient but not
as effective since the distribution of interactions between objects is far from random. The
work in this thesis is motivated by this natural property in scene graphs. Instead of predict-
ing the relationships for all pairs of objects or ruling out most of the edges heuristically, a
more intelligent way is learning to prune out the unlikely edges in the scene graphs before
performing the scene graph labeling. This way the scene graphs become a sparse one and
message passing upon it becomes more efficient and precise.
Dataset-level structure. We exploit the dataset-level strucutre for deep clustering. As
the name indicates, deep clustering is a technique which combines deep representation
learning and clustering on a set of unlabeled images. This final goal is to derive cluster
labels y and representations X . Thus far, we have seen a number of work in this direction
[21, 22, 23, 24]. Among these works, ours is one of the earliest which attempted to com-
bine clustering and representation learning seamlessly. Our basic argument is that a good
representation is beneficial to clustering and vice versa. However, at the beginning, we by
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no means can obtain either a good representation or initial clusters. Hence, we resort to ag-
glomerative clustering [25] which regards each image as a unique cluster at the beginning.
To determine how to merge the clusters, an affinity graph is built among different clusters
in which two clusters are connected to each other if they are similar in the representation
space, and otherwise disconnected. During the learning process, we gradually evolve the
affinity graph for the image set by merging closest clusters at current hierarchy which in
turn will be used to update the representations. This learning process proceeds alternatively
until we reach the targeted cluster number. The results demonstrate the effectiveness of our
proposed method on a variety of image datasets.
1.2 Visual Generation
Visual generation, as the dual problem of visual understanding, is aimed at synthesizing
images or videos. Since the invention of generative adversarial networks (GAN) [26] and
variational autoencoders (VAE) [27], visual generation has rapidly become a popular re-
search area in computer vision community. In this line of work, DCGAN [28] proposes a
canonical framework for image generation, which consists of a sequence of deconvolution
layers as generator and convolution layers as the discriminator. Starting from simple digits
or faces [29, 30] to recent photo-realistic large-scale images [31, 32], we have witnessed
a significant development in this area. While those models achieve impressive results on
some constrained datasets (e.g., aligned faces, single-object images), it is still not satisfac-
tory when the model is asked to generate images with multiple objects. As we discussed
above, images usually have some structures, i.e., an image usually contains background
and multiple foreground objects, and these objects tend to have some interactions with
each other. Motivated by this observation, this thesis presents a novel image generation
method by explicitly considering the image-level structure, i.e., background, foregrounds
and their spatial relationships. It turns out that adding this structure priors improves the
quality of generated images.
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1.3 Reasoning
Reasoning on top of visual and textual data is one of the fundamental abilities in human
intelligence [33]. It requires the agent to understand not only the visual and textual inputs,
but also the underlying reasoning procedures. In this thesis, we particularly explored how
we can exploit the symbolic structured representation at image-level for image captioning
and visual question generation. By symbolic here, we mean the representation is either
represented verbally, or a probability distribution over the vocabulary. In both image cap-
tioning and visual question generation, the models need to reason on top of the symbolic
representations of images to predict which object to mention at next so that the overall
captions are understandable, an the questions are informative.
Image captioning. Image captioning is aimed at generating a globally plausible de-
scription for a given image in terms of both groundingness and naturality. The grounding-
ness here measures how much the generated textual descriptions align with the image con-
tent, while the naturality measures how much the descriptions align with human descrip-
tions. Recently, most of state-of-the-art image captioning models use an encoder-decoder
paradigm equipped with attention module [34, 35, 36]. Though these models can generate
natural deceptions, it is well-understood that these models still lack visual grounding. One
of the reasons is that the visual branch in these models still uses a holistic feature map
without an explicit notion of structure in the image. Though the recent works such as [37]
proposed to extract objects from the image, they used feature-level representations as the
inputs to a recurrent neural network. In this thesis, however, we proposed to use symbolic
representations instead to represent the objects in images. Note that this symbolic methods
are not new in image captioning. In [38, 39, 40, 41], the models relied heavily on out-
puts of object detectors and attribute classifiers to describe images. In contrast to recent
approaches, the language is unnatural but the caption is more grounded in what the model
sees in the image. To achieve both groundingness and naturality, we propose a hybrid
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method which takes the symbolic outputs of object detector and send it to a neural caption-
ing module. It turns out this new method achieves a good trade-off between groundingness
and naturality, and generalize well to compositionally novel scenarios.
Visual question generation. In this thesis, we consider an open-world scenario where
a visual system is put in an environment with some novel visual concepts. In this case, one
way for the agent to acquire information about the new concepts is by asking questions.
There are a number of works in this area [42, 43, 44, 45, 46]. Tellex et al. [42] present
a graphical model to address linguistic co-references. However, the question generation
policy and vision system are not designed to learn. Lütkebohle et al. [43] propose to use
language-interaction to solve ambiguities in the object references and for grasping com-
mands. Recently, Thomason et al. [46] proposed to learn a dialog generation policy for
natural language grounding. Instead of resolving the co-reference between visual data and
text, [45] and [44] propose to generate questions for life-long continuous learning for new
object concepts, which are close to our task. However, both of them simplify the testing
scenario by assuming only one target object is presented to the agent or the agent can easily
refer to the target object without ambiguity. In realistic environments however, there are
usually multiple objects scattered in a single image. Our goal is for agents to learn a ques-
tion generation policy that can ask unambiguous and informative questions to an oracle to
learn a visual recognition system. This process involves an explicit reasoning on which en-
tity should be asked next based on current state. Moreover, the question generation policy
should be disentangled from the visual recognition system and specifics of the scenes so
that it can be applied to other scenarios in the future. To achieve this, we extract a symbolic
scene graph from an image and then generate the questions based on the scene graph. We
demonstrate that the proposed model can learn to ask informative and unambiguous ques-
tions which helps the visual system to acquire more information. Moreover, the question
generation policy can be easily generalized to novel scenarios.
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1.4 Thesis Statement
Exploiting structure in visual and textual data enhances visual understanding, generation
and reasoning. Specifically, we show that
• integrating the structure at object-level, image-level and dataset-level in visual data
improves visual understanding (e.g., image classification, scene graph generation);
• exploiting the image-level structure to generate images in a layer-wise manner im-
proves the visual quality of generated images;
• using symbolic structured representations of images not only improves the model
performance but also increases the generalization ability in higher level reasoning
tasks (e.g., vision and language tasks).
1.5 Thesis Overview
Part I introduces how we leverage object-level, image-level and dataset-level structures in
the visual data for image classification, scene graph generation and representation learning,
respectively; Part II explains how we leverage the structure existing in a single image for
image generation; Part III illustrates how we reason on the symbolic structured representa-
tion of images for image captioning and visual question generation. Finally, in Chapter 8,






LEVERAGE OBJECT-LEVEL STRUCTURE FOR IMAGE CLASSIFICATION
In this chapter, I will introduce how we leverage the object-level structure for improving
the image classification. Specifically, we propose a new neural network module called
cross-channel communication (C3) network, which enables the communication across dif-
ferent channels at the same convolutional layer in a convolutional neural network (CNN).
In our experiments, we show that by stacking our C3 block on top of convolutional lay-
ers, the image classification performance is improved for various CNN architectures. We
apply C3 block for other vision tasks such as object detection and image semantic segmen-
tation and show similar trend of improvement. Furthermore, we perform ablation studies
on the proposed C3 block and find it can learn more diverse representations and reduce
the required network depth. Finally, the visualization results show that our C3 block can
prompt the convolutional filters to pay attention to different object regions and learn a more
complementary representations.
2.1 Introduction
The standard deep networks pass feature responses from lower-level layers to higher-level
layers in a hierarchical fashion. With improved computational powers and novel network
designs, stacking more layers has become a common and effective practice – the number of
layers can be significantly large [9] and the connections between layers can be significantly
dense [47]. Studies [48, 49] show that learned filters in the first few layers typically cap-
ture low-level texture in images, while the last few layers encode higher-level semantics.
This structure is typically very effective for solving computer vision tasks, such as im-
age classification [50], object detection [51, 9], semantic segmentation [52, 53] and video
classification [54, 55, 56, 57].
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Channel Encoding Channel Decoding
Figure 2.1: (a) network with Squeeze-and-Excitation (SE) block [58]; (b) our proposed
cross-channel communication (C3) block. Without the squeeze operation as in SE block,
our C3 block enables a comprehensive communication across different channels.
Consider a conventional convolutional neural network, filters at each layer typically
respond to the input response independently. As a result, redundant information could
be accumulated across different channels in the same convolutional layer. As a pioneer,
Squeeze-and-Excitation (SE) block [58] (Figure.2.1 (a)) is an architecture to explicitly
model the channel-wise interaction, and demonstrates superiority on various vision tasks.
However, SE block average each channel into a single scalar and modulate the responses
through a simple multiplication. Therefore, it has a relatively limited bandwidth for the
channel-wise communication.
In this paper, we introduce Cross-channel Communication (C3) block, a simple yet
effective operator that encourages information exchange across different channels at the
same convolutional layer. In the C3 block, we first pass the response from each channel to
a feature encoder, and then use a message passer to pass the information of one channel to
all other channels. Then, we use a feature decoder to decode the message for each channel.
The updated feature responses will then be passed to future layers and help perform down-
stream tasks. We provide a high-level overview of the C3 block in Figure.2.1 (b).
The proposed module allows channels in each layer to communicate with each other be-
fore passing information to the next layer. Different from related network designs [58, 59,
60] where channels within each layer have limited interactions, our module enables chan-
nels to have a comprehensive interaction through a fully-connected graph structure. In C3
block, we retain the response map (no squeeze used) so that each channel has information
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of where and how the other channels respond to specific patterns in the image (e.g., differ-
ent body parts of a person), and then introduce the feature encoder and decoder to enable
thorough information exchange across channels, to learn complementary representations.
Experimental results demonstrate that the learned features are more effective for down-
stream computer vision tasks such as image classification, semantic segmentation and ob-
ject detection. To further validate our claim, we conduct experiments to analyze the behav-
ior of C3 block. We find that 1) the correlations among channels in each layer are smaller
than the baseline model, suggesting that filters in each layer can learn a more diverse set
of representations; 2) when applying it to a shallower network, we can still achieve simi-
lar performance to deeper networks without C3 block, indicating that the learned features
under C3 blocks are more representative.
2.2 Cross-channel Communication Unit
2.2.1 Formulation
In this section, we formally introduce the formulation of channel-wise interaction. Using
2D CNNs as an example, we illustrate this network module in Figure 2.2.
Let us consider a L-layer neural network architecture, where each layer has nl filters.
In the l-th layer, the feature responses are denoted by Xl = {x1l , ...,x
nl
l }. In CNNs,
the response of each channel is a Hl ×Wl feature map where Hl and Wl denotes spatial











where f il is a function that takes all the feature responses at all channels, and updates
the encoded features of a particular channel. We define cross-channel communication as
the exchanged information across all channels, and the formulation of such information is

















Figure 2.2: An overview of the Cross-channel Communication (C3) block. The feature
responses in channels are passed to an encoder, and then the information is exchanged with
other channels using a message passing mechanism. Finally, the features are decoded and
added back to the input responses for the recalibration.
operation 1. In comparison, our proposed network structure enables a more comprehensive
communication through a graph neural network by treating each channel as a node in the
graph. We will discuss the details of the model in the following section.
2.2.2 Architecture
The proposed cross-channel communication network consists of three parts that are used
for feature encoding, message passing and feature decoding, respectively.
Feature encoding. This module is used to extract the global information from each chan-
nel response map. Specifically, given the response map xil, we first flatten it to be an one-












In our model, f inenc and f
out
enc are two linear functions and σ is a Rectified Linear Unit (ReLU).
In the feature encoding module, we add a bottleneck after f inenc to reduce the feature
1The original SE block does not have a residual addition, but we can reformulate it into a residual version
by subtracting the scalar multiplier for each channel by 1
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dimension by a factor of α > 1. This module compresses the features to reduce the com-
putational cost. We set α = 8 in our experiments.
Message Passing. This module enables channels to interact with each other, and update
their feature responses. For modeling such interactions, graph convolutional network [61]
is a typical choice. Recently, graph attention networks [62, 63] have also been introduced,
aiming to build a soft attention mechanism on top of GCNs. We use a similar formulation to
model the cross-channel communication. Specifically, we construct a complete undirected
graph, where Z = {zil} are nodes. We denote the edge strength between the two nodes to
be sij = fatt(zil , z
j
l ). Recent works use various methods to learn fatt [56, 62], while we use








where zil [k] is the k-th element of the flattened vector z
i
l . In above, we use the average
output from the feature encoder to increase the robustness in message passing period. We
then compute the negative square distance to enable the channels with similar properties to
have more communication, through which we want to group the similar channels and then
make them diverse and complementary. We then feed them to a softmax layer to get the







Feature Decoding. After acquiring the updated channel-wise outputs Ẑ, the decoding
module takes this information that contains the corrected beliefs of all channels, and re-
shape it to the same size of the input volume so that it can be passed to future layers. We
will add back this information toXl as shown in Eq. (2.1).
The above mechanism ensures that channels at the same layer can communicate with
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each other comprehensively before passing information to future layers. The encoding
layer captures the high-level information of each channel, the message massing module en-
ables channels to interact with each other, and the decoding module collects the information
and passes it to subsequent layers.
Model and Computational Complexity. Our module has a relatively low computa-
tional complexity. In each block, the computation only involves four FC layers. For the




α is the reduction ratio in our bottleneck layer as mentioned above. As a result, our module
is independent of the number of channels, and thus introduces reasonable number of pa-
rameters for both small and large networks. In practice, we find it is not necessary to add
cross-channel communication at all convolutional layers. Hence, the complexity is further
limited by adding our C3 block to only a few separate layers.
2.2.3 Analyzing the Channel Responses
To understand how the communication affect the channel response maps, we compute the
correlations among all the response maps within each layer, and compare the behavior
with/without using NC block. Specifically, at each spatial location [m,n] in the feature













where x̄il and σxil are the mean and standard derivation of x
i
l. We then take the absolute
values of all the cijl , and take the average. A larger value indicates that there is redundancy
in the encoded features, while a smaller value means the learned features are more diverse.
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2.3 Background
Our design of the cross-channel communication network shares some high-level similari-
ties with some recently proposed network units. We highlight a few most related works, and
discuss their the differences. Broadly, we categorize these networks into two categories:
modeling feature map interactions spatially or among each channel.
Networks that Model Spatial Interactions. There are network structures that learn
spatial transformation to change input feature maps [64, 65]. Besides learning to perform
spatial transformation, Wang et al.proposed a non-local network (NLN) to describe the
inter-dependency in long-range spatial-temporal locations [56]. We also use graph neural
network to model context within a single layer. However, NLN still models interactions for
features spatially and primarily works for video data. In contrast, we model features within
each channel. zl in Eq. (2.4) is updated using information from other channels, whereas
each element of zl is updated using its own elements in NLN.
Networks that Model Channel-Wise Interactions. The Squeeze-and-Excitation Net-
work [58] falls into this category in that it uses a simple network to calibrate feature re-
sponses. Besides performing a channel-wise scaling, [59, 60] proposed channel-wise at-
tention for image captioning or semantic segmentation. In our formulation, the interactions
across channels are modeled through a more comprehensive yet efficient mechanism. Con-
cretely, in Eq. (2.4), SE block can be viewed as ẑl = alzl. Similarly, the layer Normal-
ization [66] network is yet another layer-wise operation, but with even simpler operations.
More generally, various normalization methods such as group normalization [67] can be
also regarded as a special case of channel-wise communication. However, the interactions




To demonstrate the effectiveness of the proposed module, we conduct experiments by plug-
ging it into various network architectures to enable cross-channel communication within a
layer. We mainly use the residual network [9] and its variants for our experiments. For
clarity, we denote the union of all residual blocks with the same feature resolution as a
residual layer. We first evaluate our model on image classification tasks, then verify its
generalization ability to other tasks including semantic segmentation and object detection.
Finally, we analyze the model behavior through ablation studies and visualizations.
2.4.1 Quantitative Comparison
Image Classification. We conduct experiments on two popular benchmarks: 1) CIFAR-
100 [68], which has 100 object classes, and 500 images each for training and 100 for test-
ing. (2) ImageNet [69], which has 1000 classes and more than 1.28M images for training,
and 50K for validation.
We use representative network structures including ResNet [9], and Wide-ResNet [70].
We also compare our proposed module with the Squeeze-and-Excitation (SE) block [58].
For a trade-off between model complexity and performance, we add our C3 block to a few
separate layers. Specifically, for both ResNet and Wide-ResNet, we add one C3 block to
each residual layer at the front. For a fair comparison, we use publicly available code and
the same training protocols (including data loader, learning rate and schedule, optimizer,
weight decay, training duration) for all models. Specifically, we use stochastic gradient
descent (SGD) with an initial learning rate 0.1, momentum 0.99, and weight decay 1e−4
for both datasets. The learning rate is decayed by 10 after 100 and 140 epochs for CIFAR-
100, and 30 and 60 for ImageNet. We report the average best accuracy of 5 runs.
Table 2.1 shows the classification errors on CIFAR-100 for different models and net-
work architectures and the corresponding model size (in millions). Our proposed cross-
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ResNet-20 ResNet-56 ResNet-110 Wide-ResNet
Size FLOPs Acc. Size FLOPs Acc. Size FLOPs Acc. Size FLOPs Acc.
Baseline 0.28 41.7 67.73 0.86 128.2 71.05 1.74 257.9 72.01 26.86 3.84G 77.96
Baseline + SE 0.28 41.8 68.57 0.87 128.5 72.00 1.76 258.5 72.47 27.26 3.84G 78.57
Baseline + C3 0.35 46.0 69.34 0.93 132.5 72.27 1.81 262.2 73.36 26.93 3.87G 78.34
Table 2.1: Classification accuracies (%) on CIFAR-100 [68] with different models.
ResNet-18 ResNet-50 ResNet-101
size top-1 err. top-5 err. size top-1 err. top-5 err. size top-1 err. top-5 err.
Baseline 11.69 30.28 10.52 25.56 23.61 7.27 44.55 22.48 6.18
Baseline + SE 11.78 30.15 10.72 28.07 22.51 6.43 49.29 22.14 6.14
Baseline + C3 12.02 29.30 10.48 25.89 23.19 6.60 44.88 21.93 6.02
Table 2.2: Classification errors on ImageNet [69] with different models.
channel communication module consistently outperforms the baseline and SE block [58] on
various ResNet architectures. On Wide-ResNet, our network outperforms baseline model
and is on par with SE network while introducing much fewer parameters (0.07M versus
0.40M). Note that on all these network architectures, our module introduces the same num-
ber of parameters because it is independent of the model size.
In Table 2.2, we report the classification errors on ImageNet for different models along
with the model size (in millions). We use standard ResNet-18, ResNet-50 and ResNet-101
as baselines for comparisons. We observe a consistent trend as in Table 2.1. Our cross-
channel communication module outperforms baseline consistently, by introducing only
0.33M parameters. Meanwhile, our model achieves comparable performance to SE block,
even though it introduces more parameters (over 3M parameters). In our experiments,
we also observe that models with cross-channel communication modules consistently have
lower errors in both training and validation over the whole training period.
Object Detection and Semantic Segmentation. We use Faster R-CNN [51] for object
detection on the COCO dataset [71], and Deeplab-V2 [53] for semantic segmentation on
the Pascal VOC dataset [72]. We refer to [73] for the implementation of Faster R-CNN. We
add the C3 block in those network structures, and report scores in Table 2.3. Specifically,
for semantic segmentation, similar to the image classification task, we append one C3 block
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to each of the residual layers. For object detection, we only add one C3 block to the output
of ROI pooling layer. We can see consistent improvements for two tasks. Recall that we
only introduce a few additional parameters. Note that we train both models in a plug-and-
play manner, which is different from the experimental settings in [74]. The goal of these
experiments is to prove the generalization of our module in various tasks.
Segmentation Mean IOU Mean Acc.
Deeplabv2 [53] 75.2 85.3
Deeplabv2 + SE 75.6 85.6
Deeplabv2 + C3 75.7 86.0
Detection Pascal VOC COCO
Faster R-CNN [51] 74.6 33.9
Faster R-CNN + SE 74.8 34.3
Faster R-CNN + C3 75.6 34.8
Table 2.3: Performance on semantic segmentation on PASCAL-VOC-2012 (left) and ob-
ject detection on PASCAL-VOC-2007 and COCO (right) with/without cross-channel com-
munication). Bold indicates best results. For detection, mAP@(IOU=0.5) is reported for
PASCAL-VOC-2007 and mAP@(IOU=0.5:0.95) is reported for COCO.
2.4.2 Analyzing the Communication Block
In this section, we systematically investigate the behavior of the C3 block from different
aspects. Specifically, we will answer the following questions.
Can we reduce the depth of the network when using C3 block? Since channels at
each layer can communicate and interact through our C3 block, one assumption is that a
very deep network is not necessary to propagate information across channels. Therefore,
we conduct experiments by adding only a few C3 blocks while reducing the depth of the
neural network. We perform this ablated experiment on CIFAR-100 for image classifica-
tion using ResNet [9] architecture with different number of residual blocks at each residual
layer. In Figure 2.3, we see that using the C3 block, a shallower ResNet-74 can perform
on par with ResNet-110 without C3 block, though with fewer parameters. This suggests
that our C3 module can help to reduce the depth of neural networks while retaining the
performance. As a reference, we further report the detailed number of parameters in these
network structures in Table 2.4. As we can see, the networks with C3 block achieve bet-
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ter performance though having a similar amount of parameters to the baseline network.
Through this ablation study, we demonstrate that the improvement of our model is not
simply due to the increase in parameters.
Figure 2.3: The classification accuracy for
ResNet with different number of layers.







Table 2.4: Model size for different ResNets.
Does C3 block reduces redundancy in features? To understand the outcome of cross-
channel communication, we compute the correlation scores (as described in Sec 2.2.3)
among all the channel-wise features for the models without and with our C3 blocks. We
track the correlation of channel responses during the whole training stage. As indicated in
Fig. 2.4, after features are passed to the proposed module (Baseline + C3 After), the corre-
lations among channels is consistently smaller (Baseline + C3 Before). When comparing
to the baseline, both values are significantly smaller. This suggest that channels are effec-
tively communicating with each other so that the encoded features become less redundant,
and hence achieve a better performance.
Figure 2.4: Correlations for models at differ-
ent training stages.
E-D M-P ResNet-20 ResNet-56 ResNet-110
- - 67.73 71.05 72.01
X - 68.70 71.95 72.65
- X 69.13 71.79 72.74
X X 69.34 72.27 73.36
Table 2.5: Classification accuracy
on CIFAR-100 for ablated C3 block.
E-D is “Encoder and Decoder”; M-P
is “Message Passing”.
Is our model design helpful? We investigate the extent to which the feature encod-
ing/decoding and message passing contribute to the performance improvement. Specifi-
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cally, we remove either the feature encoder/decoder or message passing from our C3 block,
and perform image classification on CIFAR-100. As we can see in Table 2.5, both feature
encoding/decoding and message passing improve the performance over the baseline net-
work. These results demonstrate that both modules are necessary. The message passing
helps channels to exchange information across channels so that each channel has a global
information about the input. Without communication, the feature encoding and decoding
help each channel to capture its own global structural information that can not be captured
by a single or few convolution layers.
Where should we add the C3 block in the network? In CNNs, the lower-level lay-
ers typically encode low-level image features while higher-level layers contain semantic
information [48]. In this experiment, we investigate the effect of adding the C3 block at
different residual layers of ResNet. As indicated in Table 2.6, adding C3 blocks at the
second or third residual layer is typically more effective. Note that due to larger feature
size, the C3 block at first residual layer has more parameters than those in second and third
residual layer. This further supports our previous claim that the improvement is not entirely
due to the increase of model size. Instead, the C3 block at the second and third residual
layer indeed learns more helpful information to help the task. An explanation is that fil-
ters at higher layer typically encode high-level semantic information [48], it’s more likely
get diverse and informative responses through communication. This indicates that we can
further reduce the model size with few sacrifice of performance, by merely adding our C3
block in the last few layers.
layer 1 layer 2 layer 3 ResNet-20 ResNet-56 ResNet-110
X - - 68.67 71.16 72.28
- X - 69.53 71.88 72.78
- - X 69.12 71.53 72.01
- X X 69.19 72.03 72.95
X X X 69.34 72.27 73.36
Table 2.6: Classification accuracy for models with C3 block at different residual layers.
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Figure 2.5: Class Activation Maps (CAM) at the last layer for ResNet-101 (2nd and 5th
column) and ResNet-101 with C3 block (3rd and 6th column).
2.4.3 Visualizations
We have shown in Fig. 2.4 that the proposed C3 block can help channels to learn more
diverse representations. To further investigate what the C3 block has learned, we employ
an off-the-shelf tool to visualize the class activation map (CAM) [11]. We use Resnet-101
and Resnet-101+C3 trained on ImageNet for comparison. As shown in first and second
row of Fig. 2.5, the heat maps extracted from CAM for our model have more coverage
on the object region, and less coverage on the background region. In the bottom row, for
images which contain multiple objects, the filters learned from our model can localize all
the objects, while the original model usually localize at most salient object region in the
image. Furthermore, we show the top six mostly intense class activation maps from the
last layer. This way we can directly check what each channel excites about and where
they are. As shown in Fig. 2.6, the top activation maps from baseline model have more
overlaps than the activation maps from the model with C3 block. These visualizations
further demonstrate that C3 block can help the channels to learn more comprehensive and
complementary filters.
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Figure 2.6: We visualize the top-6 mostly activated channels at the last layer. Odd rows are
the class activation map from baseline ResNet-101; Even rows are from our model.
2.5 Discussion
In this paper, we introduced a novel network unit, called Cross-channel Communication
(C3) block. Unlike standard hierarchical deep network architectures, we allow channels in
each layer to communicate with each other. Through communication, channels at the same
layer can capture global information and calibrate with other channels. To encourage the
communication, we use a simple yet effective graph neural network that consists of a fea-
ture encoder, a message passing step, and a feature decoder. Our experimental results and
ablation studies demonstrate that the C3 blocks can be added to modern network structures




LEVERAGE IMAGE-LEVEL STRUCTURE FOR SCENE GRAPH GENERATION
In this chapter, I will introduce how we leverage the image-level structure for scene graph
generation. To generate a scene graph, we need to extract both the objects and relationships
between objects from a single image. However, not all objects have the relationships with
each other which means the scene graph is usual sparse. Based on this observation, we
propose a relation proposal network (RePN) which learns to prune a densely-connected
scene graph to a sparse one. Afterward, we propose an attentional GCN (aGCN) to perform
message passing across different nodes in the scene graph. Experimental results show that
the proposed RePN cannot only improve the scene graph generation performance but also
the object detection performance. Stacking the aGCN on top of model can further improve
the scene graph generation performance.
3.1 Introduction
Visual scene understanding has traditionally focused on identifying objects in images –
learning to predict their presence (i.e. image classification [75, 50, 9]) and spatial extent
(i.e. object detection [76, 77, 78] or segmentation [79]). These object-centric techniques
have matured significantly in recent years, however, representing scenes as collections of
objects fails to capture relationships which may be essential for scene understanding.
A recent work [13] has instead proposed representing visual scene as graph containing
objects, their attributes, and the relationships between them. This scene graph forms an
interpretable structured representation of the image that can support higher-level visual in-
telligence tasks such as captioning [14, 15], visual question answering [16, 17, 14, 18, 19,
20], and image-grounded dialog [80]. While scene graph representations hold tremendous



















Figure 3.1: Given an image (a), our proposed approach first extracts a set of objects visible
in the scene and considers possible relationships between all nodes (b). Then it prunes un-
likely relationships using a learned measure of ‘relatedness’, producing a sparser candidate
graph structure (c). Finally, an attentional graph convolution network is applied to integrate
global context and update object node and relationship edge labels.
ing. The natural approach of considering every pair of nodes (objects) as a potential edge
(relationship) – essentially reasoning over fully-connected graphs – is often effective in
modeling contextual relationships but scales poorly (quadratically) with the number of ob-
jects, quickly becoming impractical. The naive fix of randomly sub-sampling edges is more
efficient but not as effective since the distribution of interactions between objects is far from
random – take Fig. 3.1(a) as an example, it is much more likely for a ‘car’ and ‘wheel’ to
have a relationship than a ‘wheel’ and ‘building’. Furthermore, the types of relationships
that typically occur between objects are also highly dependent on objects.
Graph R-CNN. In this work, we propose a new framework, Graph R-CNN, for scene
graph generation which effectively leverages regularities through two mechanisms to intel-
ligently sparsify and reason over candidate scene graphs. Our model can be factorized into
three logical stages: 1) object node extraction, 2) relationship edge pruning, and 3) graph
context integration, which are depicted in Fig. 3.1. In the object node extraction stage, we
utilize a standard object detection pipeline [51]. This results in a set of localized object re-
gions as shown in Fig. 3.1b. We introduce two important novelties in the rest of the pipeline
to incorporate the real-world regularities in object relationships discussed above. First, we
introduce a relation proposal network (RePN) that learns to efficiently compute related-
ness scores between object pairs which are used to intelligently prune unlikely scene graph
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connections (as opposed to random pruning in prior work). A sparse post-pruning graph is
shown in Fig. 3.1c. Second, given the resulting sparsely connected scene graph candidate,
we apply an attentional graph convolution network (aGCN) to propagate higher-order con-
text throughout the graph – updating each object and relationship representation based on
its neighbors. In contrast to existing work, we predict per-node edge attentions, enabling
our approach to learn to modulate information flow across unreliable or unlikely edges. We
show refined graph labels and edge attentions (proportional to edge width) in Fig. 3.1d.
To validate our approach, we compare our performance with existing methods on the
Visual Genome [81] dataset and find that our approach achieves an absolute gain of 5.0 on
Recall@50 for scene graph generation [82]. We also perform extensive model ablations
and quantify the impact of our modeling choices.
Evaluating Scene Graph Generation. Existing metrics for scene graph generation are
based on recall of 〈subject, predicate, object〉 triplets (e.g. SGGen from [81]) or of objects
and predicates given ground truth object localizations (e.g. PredCls and PhrCls from
[81]). In order to expose a problem with these metrics, consider a method that mistakes
the boy in Fig. 3.1a as a man but otherwise identifies that he is 1) standing behind a fire
hydrant, 2) near a car, and 3) wearing a sweater. Under the triplet-based metrics, this minor
error (boy vs man) would be heavily penalized despite most of the boy’s relationships
being correctly identified. Metrics that provide ground-truth regions side-step this problem
by focusing strictly on relationship prediction but cannot accurately reflect the test-time
performance of the entire scene graph generation system.
To address this mismatch, we introduce a novel evaluation metric (SGGen+) that more
holistically evaluates the performance of scene graph generation with respect to objects,
attributes (if any), and relationships. Our proposed metric SGGen+ computes the total
recall for singleton entities (objects and predicates), pair entries 〈object, attribute〉 (if any),
and triplet entities 〈subject, predicate, object〉. We report results on existing methods under
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this new metric and find our approach also outperforms the state-of-the-art significantly.
More importantly, this new metric provides a more robust and holistic measure of similarity
between generated and ground-truth scene graphs.
Summary of Contributions. Concretely, this work addresses the scene graph genera-
tion problem by introducing a novel model (Graph R-CNN), which can leverage object-
relationship regularities, and proposes a more holistic evaluation metric (SGGen+) for
scene graph generation. We benchmark our model against existing approaches on stan-
dard metrics and this new measure – outperforming existing approaches.
3.2 Background
Contextual Reasoning and Scene Graphs. The idea of using context to improve scene
understanding has a long history in computer vision [83, 84, 85, 86]. More recently, in-
spired by representations studied by the graphics community, Johnson et al.[13] introduced
the problem of extracting scene graphs from images, which generalizes the task of object
detection [76, 10, 51, 77, 78] to also detecting relationships and attributes of objects.
Scene Graph Generation. A number of approaches have been proposed for the detec-
tion of both objects and their relationships [87, 88, 89, 90, 91, 82, 92, 93, 94, 95, 96,
97]. Though most of these works point out that reasoning over a quadratic number of rela-
tionships in the scene graph is intractable, each resorted to heuristic methods like random
sampling to address this problem. Our work is the first to introduce a trainable relationship
proposal network (RePN) that learns to prune unlikely relationship edges from the graph
without sacrificing efficacy. RePN provides high-quality relationship candidates, which we
find improves overall scene graph generation performance.
Most scene graph generation methods also include some mechanisms for context prop-
agation and reasoning over a candidate scene graph in order to refine the final labeling. In
[82], Xu et al.decomposed the problem into two sub-graphs – one for objects and one for
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relationships – and performed message passing. Similarly, in [92], the authors propose two
message-passing strategies (parallel and sequential) for propagating information between
objects and relationships. Dai et al.[94] address model the scene graph generation process
as inference on a conditional random field (CRF). Newell et al. [96] proposed to directly
generate scene graphs from image pixels without the use of object detector based on asso-
ciative graph embeddings. In our work, we develop a novel attentional graph convolutional
network (aGCN) to update node and relationship representations by propagating context
between nodes in candidate scene graphs – operating both on visual and semantic features.
While similar in function to the message-passing based approach above, aGCN is highly
efficient and can learn to place attention on reliable edges and dampen the influence of
unlikely ones.
A number of previous approaches have noted the strong regularities in scene graph
generation which motivate our approach. In [87], Lu et al. integrates semantic priors from
language to improve the detection of meaningful relationships between objects. Likewise,
Li et al. [95] demonstrated that region captions can also provide useful context for scene
graph generation. Most related to our motivation, Zeller et al.[97] formalize the notion
of motifs (i.e., regularly occurring graph structures) and examine their prevalence in the
Visual Genome dataset [81]. The authors also propose a surprisingly strong baseline which
directly uses frequency priors to predict relationships – explicitly integrating regularities in
the graph structure.
Relationship Proposals. Our Relationship Proposal Network (RePN) is inspired and re-
lates strongly to the region proposal network (RPN) of faster R-CNN [51] used in object
detection. Our RePN is also similar in spirit to the recently-proposed relationship proposal
network (Rel-PN) [98]. There are a number of subtle differences between these approaches.
The Rel-PN model independently predicts proposals for subject, objects and predicates,
and then re-scores all valid triples, while our RePN generates relations conditioned on ob-
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jects, allowing it to learn object-pair relationship biases. Moreover, their approach is class
agnostic and has not been used for scene graph generation.
Graph Convolutional Networks (GCNs) . GCNs were first proposed in [61] in the con-
text of semi-supervised learning. GCNs decompose complicated computation over graph
data into a series of localized operations (typically only involving neighboring nodes) for
each node at each time step. The structure and edge strengths are typically fixed prior to
the computation. For completeness, we note that an upcoming publication [62] has con-
currently and independently developed a similar GCN attention mechanism (as aGCN) and
shown its effectiveness in other (non-computer vision) contexts.
3.3 Approach
In this work, we model scene graphs as graphs consisting of image regions, relationships,
and their labellings. More formally, let I denote an image, V be a set of nodes correspond-





denote the relationships (or edges) between
objects, and O and R denote object and relationship labels respectively. Thus, the goal is
to build a model for P (S = (V,E,O,R)|I). In this work, we factorize the scene graph




P (V |I) P (E|V , I)︸ ︷︷ ︸
Relationship
Proposal
Graph Labeling︷ ︸︸ ︷
P (R,O|V ,E, I) (3.1)
which separates graph construction (nodes and edges) from graph labeling. The intuition
behind this factorization is straightforward. First, the object region proposal P (V |I) is typ-
ically modeled using an off-the-shelf object detection system such as [51] to produce can-
didate regions. Notably, existing methods typically model the second relationship proposal


















































Figure 3.2: The pipeline of our proposed Graph R-CNN framework. Given an image, our
model first uses RPN to propose object regions, and then prunes the connections between
object regions through our relation proposal network (RePN). Attentional GCN is then
applied to integrate contextual information from neighboring nodes in the graph. Finally,
the scene graph is obtained on the right side.
contrast, we propose a relationship proposal network (RePN) to directly model P (E|V , I)
– making our approach the first that allows for learning the entire generation process end-
to-end. Finally, the graph labeling process P (R,O|V ,E, I) is typically treated as an
iterative refinement process [92, 82, 94]. A brief pipeline is shown in Fig. 3.2.
In the following, we discuss the components of our proposed Graph R-CNN model
corresponding to each of the terms in Eq. 3.1. First, we discuss our use of Faster R-CNN
[51] for node generation in Section 3.3.1. Then in Section 3.3.2 we introduce our novel
relation proposal network architecture to intelligently generate edges. Finally, in Section
3.3.3 we present our graph convolutional network [61] with learned attention to adaptively
integrate global context for graph labeling.
3.3.1 Object Proposals
In our approach, we use the Faster R-CNN [51] framework to extract a set of n object
proposals from an input image. Each object proposal i is associated with a spatial region
roi = [xi, yi, wi, hi], a pooled feature vector x
o
i , and an initial estimated label distribution p
o
i
over classes C={1, . . . , k}. We denote the collection of these vectors for all n proposals as
the matrices Ro∈ Rn×4 , Xo∈ Rn×d, and P o∈ Rn×|C| respectively.
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3.3.2 Relation Proposal Network
Given the n proposed object nodes from the previous step, there are O(n2) possible con-
nections between them; however, as previously discussed, most object pairs are unlikely
to have relationships due to regularities in real-world object interactions. To model these
regularities, we introduce a relation proposal network (RePN) which learns to efficiently
estimate the relatedness of an object pair. By pruning edges corresponding to unlikely re-
lations, the RePN can efficiently sparsify the candidate scene graph – retaining likely edges
and suppressing noise introduced from unlikely ones.
In this paper, we exploit the estimated class distributions (P o) to infer relatedness – es-
sentially learning soft class-relationships priors. This choice aligns well with our intuition
that certain classes are relatively unlikely to interact compared with some other classes.
Concretely, given initial object classification distributions P o, we score all n ∗ (n − 1) di-
rectional pairs {poi ,poj |i 6= j}, computing the relatedness as sij = f(poi ,poj) where f(·, ·)
is a learned relatedness function. One straightforward implementation of f(·, ·) could be
passing the concatenation [poi ,p
o
j ] as input to a multi-layer perceptron which outputs the
score. However, this approach would consume a great deal of memory and computation




j) = 〈Φ(poi ),Ψ(poj)〉, i 6= j (3.2)
where Φ(·) and Ψ(·) are projection functions for subjects and objects in the relationships
respectively1. This decomposition allows the score matrix S = {sij}n×n to be computed
with only two projection processes for Xo followed by a matrix multiplication. We use two
multi-layer perceptrons (MLPs) with identical architecture (but different parameters) for
Φ(·) and Ψ(·). We also apply a sigmoid function element-wise to S such that all relatedness
scores range from 0 to 1.
1We distinguish between the first and last object in a relationship as subject and object respectively, that
is, 〈subject, relationship, object〉.
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After obtaining the score matrix for all object pairs, we sort the the scores in descending
order and choose top K pairs. We then apply non-maximal suppression (NMS) to filter
out object pairs that have significant overlap with others. Each relationship has a pair of
bounding boxes, and the combination order matters. We compute the overlap between two
object pairs {u, v} and {p, q} as:
















where operator I computes the intersection area between two boxes and U the union area.
The remainingm object pairs are considered as candidates having meaningful relationships
E. With E, we obtain a graph G = (V ,E), which is much sparser than the original
fully connected graph. Along with the edges proposed for the graph, we get the visual
representations Xr = {xr1, ...,xrm} for all m relationships by extracting features from the
union box of each object pair.
3.3.3 Attentional GCN
To integrate contextual information informed by the graph structure, we propose an atten-
tional graph convolutional network (aGCN). Before we describe our proposed aGCN, let
us briefly recap a ‘vanilla’ GCN in which each node i has a representation zi ∈ Rd, as pro-
posed in [61]. Briefly, for a target node i in the graph, the representations of its neighboring
nodes {zj | j ∈ N (i)} are first transformed via a learned linear transformation W . Then,
these transformed representations are gathered with predetermined weights α, followed by



















for αi ∈ [0, 1]n with 0 entries for nodes not neighboring i and αii = 1. In conventional
GCN, the connections in the graph are known and coefficient vector αi are preset based on
the symmetrically normalized adjacency matrix of features.
In this paper, we extend the conventional GCN to an attentional version, which we refer
to as aGCN, by learning to adjust α. To predict attention from node features, we learn a
2-layer MLP over concatenated node features and compute a softmax over the resulting








αi = softmax(ui), (3.7)
where wh and Wa are learned parameters and [·, ·] is the concatenation operation. By defi-
nition, we set αii = 1 and αij = 0 ∀j /∈ N (i). As attention is a function of node features,
each iteration results in altered attentions which affects successive iterations.
aGCN for Scene Graph Generation. Recall that from the previous sections we have a
set ofN object regions andm relationships. From these, we construct a graphGwith nodes
corresponding to object and relationship proposals. We insert edges between relation nodes
and their associated objects. We also add skip-connect edges directly between all object
nodes. These connections allow information to flow directly between object nodes. Recent
work has shown that reasoning about object correlation can improve detection performance
[100]. We apply aGCN to this graph to update object and relationship representations based
on global context.
Note that our graph captures a number of different types of connections (i.e.object↔
relationship, relationship↔ subject and object↔ object). In addition, the in-
formation flow across each connection may be asymmetric ( the informativeness of subject
on relationship might be quite different from relationship to subject). We
learn different transformations for each type and ordering – denoting the linear transform
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from node type a to node type b as W ab with s=subjects, o=objects, and r=relationships.
Using the same notation as in Eq. 3.5 and writing object and relationship features as Zo
and Zr, we write the representation update for object nodes as
zoi = σ(
Message from
Other Objects︷ ︸︸ ︷
W skipZoαskip +
Messages from
Neighboring Relationships︷ ︸︸ ︷
W srZrαsr +W orZrαor) (3.8)




rsZoαrs +W roZoαro︸ ︷︷ ︸
Messages from Neighboring Objects
). (3.9)
where α are computed at each iteration as in Eq. 3.7.
One open choice is how to initialize the object and relationship node representations z
which could potentially be set to any intermediate feature representation or even the pre-
softmax output corresponding to class labels. In practice, we run both a visual and semantic
aGCN computation – one with visual features and the other using pre-softmax outputs. In
this way, we can reason about both lower-level visual details (i.e.two people are likely
talking if they are facing one another) as well as higher-level semantic co-occurrences
(i.e.cars have wheels). Further, we set the attention in the semantic aGCN to be that of
the visual aGCN – effectively modulating the flow of semantic information based on visual
cues. This also enforces that real-world objects and relationships represented in both graphs
interact with others in the same manner.
3.3.4 Loss Function
In Graph R-CNN, we factorize the scene graph generation process into three sub-processes:
P (R,O|V ,E, I), P (E|V , I), P (V |I), which were described above. During training,
each of these sub-processes are trained with supervision. For P (V |I), we use the same loss









































SGGen = 0 SGGen+ = 0 SGGen = 0 SGGen+ = 10SGGen = 5 SGGen+ = 16 SGGen = 2 SGGen+ = 9
Figure 3.3: A example to demonstrate the difference between SGGen and SGGen+. Given
the input image (a), its ground truth scene graph is depicted in (b). (c)-(e) are three gener-
ated scene graphs. For clarity, we merely show the connections with boy. At the bottom of
each graph, we compare the number of correct predictions for two metrics.
loss for anchors. For P (E|V , I), we use another binary cross entropy loss on the relation
proposals. For the final scene graph generation P (R,O|V ,E, I), two multi-class cross
entropy losses are used for object classification and predicate classification.
3.4 Evaluating Scene Graph Generation
Scene graph generation is naturally a structured prediction problem over attributed graphs,
and how to correctly and efficiently evaluate predictions is an under-examined problem in
prior work on scene graph generation. We note that graph similarity based on minimum
graph edit distance has been well-studied in graph theory [101]; however, computing exact
solution is NP-complete and approximation APX-hard [102].
Prior work has circumvented these issues by evaluating scene graph generation under a
simple triplet-recall based metric introduced in [82]. Under this metric which we will refer
to as SGGen, the ground truth scene graph is represented as a set of {object, relationship,
subject} triplets and recall is computed via exact match. That is to say, a triplet is consid-
ered ‘matched’ in a generated scene graph if all three elements have been correctly labeled,
and both object and subject nodes have been properly localized (i.e., bounding box
IoU > 0.5). While simple to compute, this metric results in some unintuitive notions of
similarity that we demonstrate in Fig. 3.3.
Fig. 3.3a shows an input image overlaid with bounding box localizations of correspond-
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ingly colored nodes in the ground truth scene graph shown in (b). (c), (d), and (e) present
erroneously labeled scene graphs corresponding to these same localizations. Even a ca-
sual examination of (c) and (d) yields the stark difference in their accuracy – while (d) has
merely mislabeled the boy as a man, (c) has failed to accurately predict even a single node
or relationship! Despite these differences, neither recalls a single complete triplet and are
both scored identically under SGGen (i.e., 0).
To address this issue, we propose a new metric called SGGen+ as the augmentation
of SGGen. SGGen+ not only considers the triplets in the graph, but also the singletons
(object and predicate). The computation of SGGen+ can be formulated as:
Recall =
C(O) + C(P ) + C(T )
N
(3.10)
whereC(·) is a counting operation, and henceC(O) is the number of object nodes correctly
localized and recognized; C(P ) is for predicate. Since the location of predicate depends
on the location of subject and object, only if both subject and object are correctly localized
and the predicate is correctly recognized, we will count it as one. C(T ) is for triplet, which
is the same as SGGen. Here, N is the number of entries (the sum of number of objects,
predicates and relationships) in the ground truth graph. In Fig. 3.3, using our SGGen+,
the recall for graph (c) is still 0, since all predictions are wrong. However, the recall for
graph (d) is not 0 anymore since most of the object and all predicate predictions are correct,
except for one wrong prediction for the red node. Based on our new metric, we can obtain
a much comprehensive measurement of scene graph similarity.
3.5 Experiments
Recently, there are some inconsistencies in existing work on scene graph generation in
terms of data preprocessing, data split, and evaluation. This makes it difficult to systemati-
cally benchmark progress and cleanly compare numbers across papers. So we first clarify
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the details of our experimental settings.
Datasets. There are a number of splits of the Visual Genome dataset that have been
used in the scene graph generation literature [82, 95, 98]. The most commonly used is the
one proposed in [82]. Hence, in our experiments, we follow their preprocessing strategy
and dataset split. After preprocessing, the dataset is split into training and test sets, which
contains 75,651 images and 32,422 images, respectively. In this dataset, the top-frequent
150 object classes and 50 relation classes are selected. Each image has around 11.5 objects
and 6.2 relationships in the scene graph.
Training. For training, multiple strategies have been used in literature. In [82, 95, 96],
the authors used two-stage training, where the object detector is pre-trained, followed by
the joint training of the whole scene graph generation model. To be consistent with previous
work [82, 95], we also adopt the two-stage training – we first train the object detector and
then train the whole model jointly until convergence.
Metrics. We use four metrics for evaluating scene graph generation, including three
previously used metrics and our proposed SGGen+ metric:
• Predicate Classification (PredCls): The performance for recognizing the relation
between two objects given the ground truth locations.
• Phrase Classification (PhrCls): The performance for recognizing two object cate-
gories and their relation given the ground truth locations.
• Scene Graph Generation (SGGen): The performance for detecting objects (IoU >
0.5) and recognizing the relations between object pairs.
• Comprehensive Scene Graph Generation (SGGen+): Besides the triplets counted
by SGGen, it considers the singletons and pairs (if any), as described earlier.
Evaluation. In our experiments, we multiply the classification scores for subjects,
objects and their relationships, then sort them in descending order. Based on this order,
we compute the recall at top 50 and top 100, respectively. Another difference in existing
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literature in the evaluation protocol is w.r.t. the PhrCls and PredCls metrics. Some
previous works [95, 96] used different models to evaluate along different metrics. However,
such a comparison is unfair since the models could be trained to overfit the respective
metrics. For meaningful evaluation, we evaluate a single model – the one obtained after
joint training – across all metrics.
3.5.1 Implementation Details
We use Faster R-CNN [51] associated with VGG16 [103] as the backbone based on the
PyTorch re-implementation [73]. During training, the number of proposals in RPN is 256.
For each proposal, we perform ROI Align [52] pooling, to get a 7 × 7 response map,
which is then fed to a two-layer MLP to obtain each proposal’s representation. In RePN,
the projection functions Φ(·) and Ψ(·) are simply two-layer MLPs. During training, we
sample 128 object pairs from the quadratic number of candidates. We then obtain the union
of boxes of the two objects and extract a representation for the union. The threshold for
box-pair NMS is 0.7. In aGCN, to obtain the attention for one node pair, we first project
the object/predicate features into 256-d and then concatenate them into 512-d, which is
then fed to a two-layer MLP with a 1-d output. For aGCN, we use two aGCN layers at the
feature level and semantic level, respectively. The attention on the graph is updated in each
aGCN layer at the feature level, which is fixed and sent to the aGCN at the semantic level.
Training. As mentioned, we perform stage-wise training – we first pretrain Faster R-
CNN for object detection, and then fix the parameters in the backbone to train the scene
graph generation model. SGD is used as the optimizer, with initial learning rate 1e-2 for
both training stages.
3.5.2 Analysis on New Metric
We first quantitatively demonstrate the difference between our proposed metric SGGen+
and SGGen. We compare them by perturbing ground truth scene graphs. We consider
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Table 3.1: Comparisons between SGGen and SGGen+ under different perturbations.
Per. Type n one w/o relationship w/ relationship both
Per. Ratio 0% 20% 50% 100% 20% 50% 100% 20% 50% 100%
SGGen 100.0 100.0 100.0 100.0 54.1 22.1 0.0 62.2 24.2 0.0
SGGen+ 100.0 94.5 89.1 76.8 84.3 69.6 47.9 80.1 56.6 22.8
assigning random incorrect labels to objects; perturbing objects 1) without relationships, 2)
with relationships, and 3) both. We vary the fraction of nodes which are perturbed among
{20%, 50%, 100%}. Recall is reported for both metrics. As shown in Table 3.1, SGGen is
completely insensitive to the perturbation of objects without relationships (staying at 100
consistently) since it only considers relationship triplets. Note that there are on average
50.1% objects without relationships in the dataset, which SGGen omits. On the other
hand, SGGen is overly sensitive to label errors on objects with relationships (reporting 54.1
at only 20% perturbation where the overall scene graph is still quite accurate). Note that
even at 100% perturbation the object localizations and relationships are still correct such
that SGGen+ provides a non-zero score, unlike SGGen which considers the graph entirely
wrong. Overall, we hope this analysis demonstrates that SCGen+ is more comprehensive
compared to SCGen.
3.5.3 Quantitative Comparison
We compare our Graph R-CNN with recent proposed methods, including Iterative Message
Passing (IMP) [82], Multi-level scene Description Network (MSDN) [95]. Furthermore,
we evaluate the neural motif frequency baseline proposed in [97]. Note that previous meth-
ods often use slightly different pre-training procedures or data split or extra supervisions.
For a fair comparison and to control for such orthogonal variations, we reimplemented IMP,
MSDN and frequency baseline in our codebase. Then, we re-train IMP and MSDN based
on our backbone – specifically, we used the same pre-trained object detector, and then
jointly train the scene graph generator until convergence. We denote these as IMP† and
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Table 3.2: Comparison on Visual Genome test set [81]. We reimplemented IMP [82] and
MSDN [95] using the same object detection backbone for fair comparison.
SGGen+ SGGen PhrCls PredCls
Method R@50 R@100 R@50 R@100 R@50 R@100 R@50 R@100
IMP [82] - - 3.4 4.2 21.7 24.4 44.8 53.0
MSDN [95] - - 7.7 10.5 19.3 21.8 63.1 66.4
Pixel2Graph [96] - - 9.7 11.3 26.5 30.0 68.0 75.2
IMP† [82] 25.6 27.7 6.4 8.0 20.6 22.4 40.8 45.2
MSDN† [95] 25.8 28.2 7.0 9.1 27.6 29.9 53.2 57.9
NM-Freq† [97] 26.4 27.8 6.9 9.1 23.8 27.2 41.8 48.8
Graph R-CNN (Us) 28.5 35.9 11.4 13.7 29.6 31.6 54.2 59.1
MSDN†. Using the same pre-trained object detector, we report the neural motif frequency
baseline in [97] as NM-Freq†.
We report the scene graph generation performance in Table 3.2. The top three rows are
numbers reported in the original paper, and the bottom four rows are the numbers from our
re-implementations. First, we note that our re-implementations of IMP and MSDN (IMP†
and MSDN†) result in performance that is close to or better than the originally reported
numbers under some metrics (but not all), which establishes that the takeaway messages
next are indeed due to our proposed architectural choices – relation proposal network and
attentional GCNs. Next, we notice that Graph R-CNN outperforms IMP† and MSDN†.
This indicates that our proposed Graph R-CNN model is more effective to extract the scene
graph from images. Our approach also outperforms the frequency baseline on all metrics,
demonstrating that our model has not just learned simple co-occurrence statistics from
training data, but rather also captures context in individual images. More comprehensively,
we compare with IMP and MSDN on the efficiency over training and inference. IMP uses
2.15×while MSDN uses 1.86× our method. During inference, IMP is 3.27×while MSDN
is 3.80× slower than our Graph R-CNN. This is mainly due to the simplified architecture
design (especially the aGCN for context propagation) in our model.
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Figure 3.4: Per category object detection performance change after adding RePN.
Table 3.3: Ablation studies on Graph R-CNN. We report the performance based on four
scene graph generation metrics and the object detection performance in mAP@0.5.
RePN GCN aGCN
Detection SGGen+ SGGen PhrCls PredCls
mAP@0.5 R@50 R@100 R@50 R@100 R@50 R@100 R@50 R@100
- - - 20.4 25.9 27.9 6.1 7.9 17.8 19.9 33.5 38.4
X - - 23.6 27.6 34.8 8.7 11.1 18.3 20.4 34.5 39.5
X X - 23.4 28.1 35.3 10.8 13.4 27.2 29.5 52.3 57.2
X - X 23.0 28.5 35.9 11.4 13.7 29.4 31.6 54.2 59.1
3.5.4 Ablation Study
In Graph R-CNN, we proposed two novel modules – relation proposal network (RePN) and
attentional GCNs (aGCN). In this sub-section, we perform ablation studies to get a clear
sense of how these two components affect the final performance. The left-most columns
in Table 3.3 indicate whether or not we used RePN, GCN, and attentional GCN (aGCN)
in our approach. The results are reported in the remaining columns of Table 3.3. We also
report object detection performance mAP@0.5 following Pascal VOC’s metric [104].
In Table 3.3, we find RePN boosts SGGen and SGGen+ significantly. This indicates
that our RePN can effectively prune the spurious connections between objects to achieve
high recall for the correct relationships. We also notice it improves object detection signif-
icantly. In Fig. 3.4 we show the per category object detection performance change when
RePN is added. For visual clarity, we dropped every other column when producing the
plot. We can see that almost all object categories improve after adding RePN. Interestingly,














































Figure 3.5: Qualitative results from Graph R-CNN. In images, blue and orange bound-
ing boxes are ground truths and correct predictions, respectively. In scene graphs, blue
ellipsoids are ground truth relationships while green ones denote correct predictions.
most significantly improved. Note that many of these classes are smaller objects that have
strong relationships with other objects, e.g. rackets are often carried by people. Evaluating
PhrCls and PredCls involves using the ground truth object locations. Since the number
of objects in images (typically <25) is much less than the number of object proposals (64),
the number of relation pairs is already very small. As a result, RePN has less effect on
these two metrics.
By adding the aGCNs into our model, the performance is further improved. These
improvements demonstrate that the aGCN in our Graph R-CNN can capture meaningful
context across the graph. We also compare the performance of our model with and with-
out attention. We see that by adding attention on top of GCNs, the performance is higher.
This indicates that controlling the extent to which contextual information flows through
the edges is important. These results align with our intuitions mentioned in the introduc-
tion. Fig. 3.5 shows generated scene graphs for test images. With RePN and aGCN, our
model is able to generate higher recall scene graphs. The green ellipsoids shows the correct
relationship predictions in the generated scene graph.
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3.6 Discussion
In this chapter, we introduce a new model for scene graph generation – Graph R-CNN. Our
model includes a relation proposal network (RePN) that efficiently and intelligently prunes
out pairs of objects that are unlikely to be related, and an attentional graph convolutational
network (aGCN) that effectively propagates contextual information across the graph. We
also introdce a novel scene graph generation evaluation metric (SGGen+) that is more fine-
grained and realistic than existing metrics. Our approach outperforms existing methods for
scene graph generation, as evaluated using existing metrics and our proposed metric.
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CHAPTER 4
LEVERAGE DATASET-LEVEL STRUCTURE FOR IMAGE CLUSTERING AND
REPRESENTATION LEARNING
In this chapter, I will introduce how we can leverage the dataset-level structure for image
clustering and representation learning. As we know, images are usually embed in a low-
dimensional manifold. This manifold forms a structure in which some images are close to
each other while some are far away from each other. Based on this observation, we pro-
pose a method to simultaneously cluster images and learn the representations from them.
The intuition behind this is that, during the recovery of the image manifold, the structure
itself provides us a good signal on which images are similar to others or the opposite. By
building an affinity graph over an unlabeled image set, we can gradually evolve the graph
by merging clusters and in turn update the representations for them. Extensive experiments
demonstrate that the proposed method can not only cluster the images but also learn a good
representation from them. We further show that the learned representations can be easily
transferred and reused by other vision tasks.
4.1 Introduction
We are witnessing an explosion in visual content. Significant recent advances in machine
learning and computer vision, especially via deep neural networks, have relied on super-
vised learning and availability of copious annotated data. However, manually labelling data
is a time-consuming, laborious, and often expensive process. In order to make better use of
unlabeled images, clustering and/or unsupervised learning is a promising direction.
In this work, we aim to address image clustering and representation learning on unla-
beled images in a unified framework. It is a natural idea to leverage cluster ids of images
as supervisory signals to learn representations and in turn the representations would be
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(a) Initial stage (b) Middle stage (c) Final stage
Figure 4.1: Clustering outputs for MNIST [105] test set at different stages of the proposed
method. We conduct PCA on the image representations and then choose the first three
dimensions for visualization. Different colors correspond to different clusters. Samples are
grouped together gradually and more discriminative representations are obtained.
beneficial to image clustering. At a high-level view, given a collection of ns unlabeled im-
ages I = {I1, ..., Ins}, the global objective function for learning image representations and




where L(·) is a loss function, y denotes the cluster ids for all images, and θ denotes the
parameters for representations. If we hold one in {y,θ} to be fixed, the optimization can







Intuitively, (4.2a) can be cast as a conventional clustering problem based on fixed rep-
resentations, while (4.2b) is a standard supervised representation learning process.
In this paper, we propose an approach that alternates between the two steps – updating
the cluster ids given the current representation parameters and updating the representation
parameters given the current clustering result. Specifically, we cluster images using ag-
glomerative clustering[106] and represent images via activations of a Convolutional Neural
Network (CNN).
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The reason to choose agglomerative clustering is three-fold: 1) it begins with an over-
clustering, which is more reliable in the beginning when a good representation has not
yet been learned. Intuitively, clustering with representations from a CNN initialized with
random weights are not reliable, but nearest neighbors and over-clusterings are often ac-
ceptable; 2) These over-clusterings can be merged as better representations are learned;
3) Agglomerative clustering is a recurrent process and can naturally be interpreted in a
recurrent framework.
Our final algorithm is farily intuitive. We start with an intial over-clustering, update
CNN parameters (2b) using image cluster labels as supervisory signals, then merge clus-
ters (2a) and iterate until we reach a stopping criterion. An outcome of the proposed frame-
work is illustrated in Fig. 4.1. Initially, there are 1,762 clusters for MNIST test set (10k
samples), and the representations (image intensities) are not that discriminative. After sev-
eral iterations, we obtain 17 clusters and more discriminative representations. Finally, we
obtain 10 clusters which are well-separated by the learned representations and interestingly
correspond primarily to the groundtruth category labels in the dataset, even though the rep-
resentation is learnt in an unsupervised manner. To summarize, the major contributions of
our work are:
1 We propose a simple but effective end-to-end learning framework to jointly learn
deep representations and image clusters from an unlabeled image set;
2 We formulate the joint learning in a recurrent framework, where merging operations
of agglomerative clustering are expressed as a forward pass, and representation learn-
ing of CNN as a backward pass;
3 We derive a single loss function to guide agglomerative clustering and deep repre-
sentation learning, which makes optimization over the two tasks seamless;
4 Our experimental results show that the proposed framework outperforms previous
methods on image clustering and learns deep representations that can be transferred
to other tasks and datasets.
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4.2 Background
Clustering Clustering algorithms can be broadly categorized into hierarchical and parti-
tional approaches [25]. Agglomerative clustering is a hierarchical clustering algorithm that
begins with many small clusters, and then merges clusters gradually [106, 107, 108]. As for
partitional clustering methods, the most well-known is K-means [109], which minimizes
the sum of square errors between data points and their nearest cluster centers. Related
ideas form the basis of a number of methods, such as expectation maximization (EM) [110,
111], spectral clustering [112, 113, 114], and non-negative matrix factorization (NMF)
based clustering [115, 116, 117].
Deep Representation Learning Many works use raw image intensity or hand-crafted fea-
tures [118, 119, 120, 121, 122, 123] combined with conventional clustering methods. Re-
cently, representations learned using deep neural networks have presented significant im-
provements over hand-designed features on many computer vision tasks, such as image
classification [75, 124, 103, 125], object detection [76, 10, 126, 51], etc. However, these
approaches rely on supervised learning with large amounts of labeled data to learn rich rep-
resentations. A number of works have focused on learning representations from unlabled
image data. One class of approaches cater to reconstruction tasks, such as auto-encoders
[127, 128, 129, 130, 131], deep belief networks (DBN) [132], etc. Another group of tech-
niques learn discriminative representations after fabricating supervisory signals for images,
and then finetune them supervisedly for downstream applications [133, 134, 135]. Unlike
our approach, the fabricated supervisory signal in these previous works is not updated dur-
ing representation learning.
Combination A number of works have explored combining image clustering with repre-
sentation learning. In [136], the authors proposed to learn a non-linear embedding of the
undirected affinity graph using stacked autoencoder, and then ran K-means in the embed-
ding space to obtain clusters. In [137], a deep semi-NMF model was used to factorize the
input into multiple stacking factors which are initialized and updated layer by layer. Us-
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ing the representations on the top layer, K-means was implemented to get the final results.
Unlike our work, they do not jointly optimize for the representation learning and clustering.
To connect image clustering and representation learning more closely, [138] conducted
image clustering and codebook learning iteratively. However, they learned codebook over
SIFT feature [8], and did not learn deep representations. Instead of using hand-crafted
features, Chen [139] used DBN to learn representations, and then conducted a nonpara-
metric maximum margin clustering upon the outputs of DBN. Afterwards, they fine-tuned
the top layer of DBN based on clustering results. A more recent work on jointly optimiz-
ing two tasks is found in [140], where the authors trained a task-specific deep architecture
for clustering. The deep architecture is composed of sparse coding modules which can be
jointly trained through back propagation from a cluster-oriented loss. However, they used
sparse coding to extract representations for images, while we use a CNN. Instead of fix-
ing the number of clusters to be the number of categories and predicted labels based on
softmax outputs, we predict the labels using agglomerative clustering based on the learned
representations. In our experiments we show that our approach outperforms [140].
4.3 Approach
4.3.1 Notation
We denote an image set with ns images by I = {I1, ..., Ins}. The cluster labels for this
image set are y = {y1, ..., yns}. θ are the CNN parameters, based on which we obtain deep
representations X = {x1, ...,xns} from I . Given the predicted image cluster labels, we
organize them into nc clusters C = {C1, ..., Cnc}, where Ci = {xk|yk = i, ∀k ∈ 1, ..., ns}.
NKsi are the Ks nearest neighbours of xi, and N
Kc
Ci is the set of Kc nearest neighbour
clusters of Ci. For convenience, we sort clusters in NKcCi in descending order of affinity
with Ci so that the nearest neighbour argmaxC∈Ct A(Ci, C) is the first entry NKcCi [1]. Here,
A is a function to measure the affinity (or similarity) between two clusters. We add a
superscript t to {θ, X , y, C} to refer to their states at timestep t. We use Y to denote the
48















Figure 4.2: Proposed recurrent framework for unsupervised learning of deep representa-
tions and image clusters.
sequence {y1, ...,yT} with T timesteps.
4.3.2 Agglomerative Clustering
As background, we first briefly describe conventional agglomerative clustering [106, 107].
The core idea in agglomerative clustering is to merge two clusters at each step until some
stopping conditions. Mathematically, it tries to find two clusters Ca and Cb by
{Ca, Cb} = argmax
Ci,Cj∈C,i 6=j
A(Ci, Cj) (4.3)
There are many methods to compute the affinity between two clusters [106, 107, 141,
142, 143]. More details can be found in [25]. We now describe how the affinity is measured
by A in our approach.
4.3.3 Affinity Measure
First, we build a directed graph G =< V , E >, where V is the set of vertices corresponding
to deep representations X for I , and E is the set of edges connecting vertices. We define
an affinity matrix W ∈ Rns×ns corresponding to the edge set. The weight from vertex xi
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to xj is defined by






), if xj ∈ NKsi
0, otherwise
(4.4)






||xi − xj||22. This way to build up a directed graph can
be found in many previous works such as [142, 143]. Here, a and Ks are two predefined
parameters (their values are listed in Table 4.2). After constructing a directed graph for
samples, we then adopt the graph degree linkage in [143] to measure the affinity between
cluster Ci and Cj , denoted by A(Ci, Cj).
4.3.4 A Recurrent Framework
Our key insight is that agglomerative clustering can be interpreted as a recurrent process
in the sense that it merges clusters over multiple timesteps. Based on this insight, we
propose a recurrent framework to combine the image clustering and representation learning
processes.
As shown in Fig. 4.2, at the timestep t, images I are first fed into the CNN to get
representationsX t and then used in conjunction with previous hidden state ht−1 to predict
current hidden state ht, i.e, the image cluster labels at timestep t. In our context, the output
at timestep t is yt = ht. Hence, at timestep t




t) = ht (4.5c)
where fr is a function to extract deep representations X t for input I using the CNN pa-
rameterized by θt, and fm is a merging process for generating ht based onX t and ht−1.
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In a typical Recurrent Neural Network, one would unroll all timesteps at each train-
ing iteration. In our case, that would involve performing agglomerative clustering until
we obtain the desired number of clusters, and then update the CNN parameters by back-
propagation.
In this work, we introduce a partial unrolling strategy, i.e., we split the overall T
timesteps into multiple periods, and unroll one period at a time. The intuitive reason we
unroll partially is that the representation of the CNN at the beginning is not reliable. We
need to update CNN parameters to obtain more discriminative representations for the fol-
lowing merging processes. In each period, we merge a number of clusters and update CNN
parameters for a fixed number of iterations at the end of the period. An extreme case would
be one timestep per period, but it involves updating the CNN parameters too frequently
and is thus time-consuming. Therefore, the number of timesteps per period (and thus the
number of clusters merged per period) is determined by a parameter in our approach. We
elaborate on this more in Sec. 4.3.6.
4.3.5 Objective Function
In our recurrent framework, we accumulate the losses from all timesteps, which is formu-
lated as




Here, y0 takes each image as a cluster. At timestep t, we find two clusters to merge
given yt−1. In conventional agglomerative clustering, the two clusters are determined by
finding the maximal affinity over all pairs of clusters. In this paper, we introduce a crite-
rion that considers not only the affinity between two clusters but also the local structure
surrounding the clusters. Assume from yt−1 to yt, we merged a cluster Cti and its nearest
neighbour. Then the loss at timestep t is a combination of negative affinities, that is,













where λ weighs (4.7a) and (4.7b). Note that yt, yt−1 and θt are not explicitly presented at
the right side, but they determine the loss via the image cluster labels and affinities among
clusters. On the right side of the above equation, there are two terms: 1) (4.7a) measures the
affinity between cluster Ci and its nearest neighbour, which follows conventional agglom-
erative clustering; 2) (4.7b) measures the difference between affinity of Ci to its nearest
neighbour cluster and affinities of Ci to its other neighbour clusters. This term takes the
local structure into account. See Sec. 4.3.5 for detailed explanation.
It is hard to simultaneously derive the optimal {y1, ...,yT} and {θ1, ...,θT} that mini-
mize the overall loss in Eq. (4.6). As aforementioned, we optimize iteratively in a recurrent
process. We divide T timesteps into P partially unrolled periods. In each period, we fix θ
and search optimal y in the forward pass, and then in the backward pass we derive optimal
θ given the optimal y. Details will be explained in the following sections.
Forward Pass
In forward pass of the p-th (p ∈ {1, ..., P}) partially unrolled period, we update the cluster





where Yp is the sequence of image labels in period p, and [tsp, tep] is the corresponding
timesteps in period p. For optimization, we follow a greedy search similar to conventional
agglomerative clustering. Starting from the time step tsp, it finds one cluster and its nearest
neighbour to merge so that Lt is minimized over all possible cluster pairs.
In Fig. 4.3, we present a toy example to explain the reason why we employ the term
(4.7b). As shown, it is often the case that the clusters are densely populated in some regions














Figure 4.3: A toy illustration of (a) conventional agglomerative clustering strategy and (b)
the proposed one. For simplification, we use a single circle to represent a cluster/sample.
In conventional agglomerative clustering, node b and its nearest neighbour are chosen to
merge because they are closest to each other; while node e is chosen in our proposed
strategy considering the local structure.
two clusters with largest affinity (or smallest loss) at each time no mater where the clusters
are located. In this specific case, it will choose cluster Cb and its nearest neighbour to
merge. In contrast, as shown in Fig. 4.3(b), our algorithm by adding (4.7b) will find cluster
Ce, because it is not only close to it nearest neighbour, but also relatively far away from its
other neighbours, i.e., the local structure is considered around one cluster. Another merit
of introducing (4.7b) is that it will allow us to write the loss in terms of triplets as explained
next.
Backward Pass
In forward pass of the p-th partially unrolled period, we have merged a number of clusters.
Let the sequence of optimal image cluster labels be given by Yp∗ = {yt∗}, and clusters




p}. In the backward
pass, we aim to derive the optimal θ to minimize the losses generated in forward pass. Be-
cause the clustering in current period is conditioned on the clustering results of all previous
periods, we accumulate the losses of all p periods, i.e.,
























where λ′ = (1 + 1/λ). (4.10) is a loss defined on clusters of points, which needs the entire
dataset to estimate, making it difficult to use batch-based optimization. However, we show
that this loss can be approximated by a sample-based loss, enabling us to compute unbiased
estimators for the gradients using batch-statistics.
The intuition behind reformulation of the loss is that agglomerative clustering starts
with each datapoint as a cluster, and clusters at a higher level in the hierarchy are formed
by merging lower level clusters. Thus, affinities between clusters can be expressed in terms











where γ is a weight whose value depends on λ′ and how clusters are merged during the
forward pass. xi and xj are from the same cluster, while xk is from the neighbouring
clusters, and their cluster labels are merely determined by the final clustering result y
tep
∗ . To
further simplify the optimization, we instead search xk in at most Kc neighbour samples
of xi from other clusters in a training batch. Hence, the batch-wise optimization can be
performed using conventional stochastic gradient descent method. Note that such triplet
losses have appeared in other works [144, 145]. Because it is associated with a weight, we
call (A.24) the weighted triplet loss.
4.3.6 Optimization
Given an image dataset with ns samples, we assume the number of desired clusters n∗c
is given to us as is standard in clustering. Then we can build up a recurrent process with
T = ns − n∗c timesteps, starting by regarding each sample as a cluster. However, such
initialization makes the optimization time-consuming, especially when datasets contain a
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Algorithm 1 Joint Optimization on y and θ
Input:
I: = collection of image data;
n∗c : = target number of clusters;
Output:
y∗,θ∗: = final image labels and CNN parameters;
1: t← 0; p← 0
2: Initialize θ and y
3: repeat
4: Update yt to yt+1 by merging two clusters
5: if t = tep then
6: Update θp to θp+1 by training CNN
7: p← (p+ 1)
8: end if
9: t← t+ 1
10: until Cluster number reaches n∗c
11: y∗ ← yt; θ∗ ← θp =0
large number of samples. To address this problem, we can first run a fast clustering al-
gorithm to get the initial clusters. Here, we adopt the initialization algorithm proposed
in [146] for fair comparison with their experiment results. Note that other kind of initial-
izations can also be used, e.g. K-means. Based on the algorithm in [146], we obtain a
number of clusters which contain a few samples for each (average is about 4 in our experi-
ments). Given these initial clusters, our optimization algorithm learns deep representations
and clusters. The algorithm is outlined in Alg. 1. In each partially unrolled period, we
perform forward and backward passes to update y and θ, respectively. Specifically, in the
forward pass, we merge two clusters at each timestep. In the backward pass, we run about
20 epochs to update θ, and the affinity matrix W is also updated based on the new repre-
sentation. The duration of the p-th period is np = ceil(η × nsc) timesteps, where nsc is the
number of clusters at the beginning of current period, and η is a parameter called unrolling




We compare our approach with 12 clustering algorithms, including K-means [109], NJW
spectral clustering (SC-NJW) [112], self-tuning spectral clustering (SC-ST)[113], large-
scale spectral clustering (SC-LS) [147], agglomerative clustering with average linkage
(AC-Link)[25], Zeta function based agglomerative clustering (AC-Zell) [142], graph de-
gree linkage-based agglomerative clustering (AC-GDL) [143], agglomerative clustering
via path integral (AC-PIC) [146], normalized cuts (N-Cuts) [114], locality preserving non-
negative matrix factorization (NMF-LP) [116], NMF with deep model (NMF-D) [137],
task-specific clustering with deep model (TSC-D) [140].
For evaluation, we use a commonly used metric: normalized mutual information (NMI)
[148]. It ranges in [0, 1]. Larger value indicates more precise clustering results.
Table 4.1: Datasets used in our experiments.
Dataset MNIST USPS COIL20 COIL100 UMist FRGC-v2.0 CMU-PIE YTF
#Samples 70000 11000 1440 7200 575 2462 2856 10000
#Categories 10 10 20 100 20 20 68 41
Image Size 28×28 16×16 128×128 128×128 112×92 32×32 32×32 55×55
Datasets. We evaluate the clustering performance on two hand-written digit image datasets
(MNIST [105] and USPS1), two multi-view object image datasets (COIL20 and COIL100
[149]), and four face image datasets (UMist [150], FRGC-v2.02, CMU-PIE [151], Youtube-
Face (YTF)) [152]. The number of samples and categories, and image size are listed in Ta-
ble 4.1. MNIST consists of training set (60,000) and testing set (10,000). To compare with
different approaches, we experiment on the full set (MNIST-full) and testing set (MNIST-
test), separately. For face image datasets such as UMist, CMU-PIE, we use the images




and then resize them to a constant size. In FRGC-v2.0 dataset, we randomly choose 20
subjects. As for YTF dataset, we choose the first 41 subjects which are sorted by their
names in alphabet order.
Table 4.2: Hyper-parameters in our approach.
Hyper-parameter Ks a Kc λ γ η
Value 20 1.0 5 1.0 2.0 0.9 or 0.2
Experimental Setup. All the hyper-parameters and their values for our approach are
listed in Table 4.2. In our experiments, Ks is set to 20, the same value to [143]. a and λ are
simply set to 1.0. We search the values of Kc and γ for best performance on MNIST-test
set. The unrolling rate η for first four datasets is 0.9; and 0.2 for face datasets. The target
cluster number n∗c is set to be the number of categories in each dataset.
We use Caffe [153] to implement our approach. We stacked multiple combinations of
convolutional layer, batch normalization layer, ReLU layer and pooling layer. For all the
convolutional layers, the number of channels is 50, and filter size is 5 × 5 with stride =
1 and padding = 0. For pooling layer, its kernel size is 2 and stride is 2. To deal with
varying image sizes across datasets, the number of stacked convolutional layers for each
dataset is chosen so that the size of the output feature map is about 10 × 10. On the top
of all CNNs, we append an inner product (ip) layer whose dimension is 160. ip layer is
followed by a L2-normalization layer before being fed to the weighted triplet loss layer or
used for clustering. For each partially unrolled period, the base learning rate is set to 0.01,
momentum 0.9, and weight decay 5× 10−5. We use the inverse learning rate decay policy,
with Gamma=0.0001 and Power=0.75. Stochastic gradient descent (SGD) is adopted for
optimization.
Quantitative Comparison. We report NMI for different methods on various datasets.
Results are averaged from 3 runs. We report the results by re-running the code released by
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Table 4.3: Quantitative clustering performance (NMI) for different algorithms using image
intensities as input.
Dataset COIL20 COIL100 USPS MNIST-test MNIST-full UMist FRGC CMU-PIE YTF
K-means [109] 0.775 0.822 0.447 0.528 0.500 0.609 0.389 0.549 0.761
SC-NJW [112] 0.860 0.872 0.409 0.528 0.476 0.727 0.186 0.543 0.752
SC-ST [113] 0.673 0.706 0.342 0.756 0.416 0.611 0.431 0.581 0.620
SC-LS [147] 0.877 0.833 0.681 0.756 0.706 0.810 0.550 0.788 0.759
N-Cuts [114] 0.768 0.861 0.382 0.386 0.411 0.782 0.285 0.411 0.742
AC-Link [25] 0.512 0.711 0.579 0.662 0.686 0.643 0.168 0.545 0.738
AC-Zell [142] 0.954 0.963 0.774 0.810 0.017 0.755 0.351 0.910 0.733
AC-GDL [143] 0.945 0.954 0.854 0.864 0.017 0.755 0.351 0.934 0.622
AC-PIC [146] 0.950 0.964 0.840 0.853 0.017 0.750 0.415 0.902 0.697
NMF-LP [116] 0.720 0.783 0.435 0.467 0.452 0.560 0.346 0.491 0.720
NMF-D [137] 0.692 0.719 0.286 0.243 0.148 0.500 0.258 0.983/0.910 0.569
TSC-D [140] 0.928 - - - 0.651 - - - -
OURS-SF 1.000 0.978 0.858 0.876 0.906 0.880 0.566 0.984 0.848
OURS-RC 1.000 0.985 0.913 0.915 0.913 0.877 0.574 1.00 0.848
Table 4.4: Quantitative clustering performance (NMI) for different algorithms using our
learned representations as inputs.
Dataset COIL20 COIL100 USPS MNIST-test MNIST-full UMist FRGC CMU-PIE YTF
K-means [109] 0.926 0.919 0.758 0.908 0.927 0.871 0.636 0.956 0.835
SC-NJW [112] 0.915 0.898 0.753 0.878 0.931 0.833 0.625 0.957 0.789
SC-ST [113] 0.959 0.922 0.741 0.911 0.906 0.847 0.651 0.938 0.741
SC-LS [147] 0.950 0.905 0.780 0.912 0.932 0.879 0.639 0.950 0.802
N-Cuts [114] 0.963 0.900 0.705 0.910 0.930 0.877 0.640 0.995 0.823
AC-Link [25] 0.896 0.884 0.783 0.901 0.918 0.872 0.621 0.990 0.803
AC-Zell [142] 1.000 0.989 0.910 0.893 0.919 0.870 0.551 1.000 0.821
AC-GDL [143] 1.000 0.985 0.913 0.915 0.913 0.870 0.574 1.000 0.842
AC-PIC [146] 1.000 0.990 0.914 0.909 0.907 0.870 0.553 1.000 0.829
NMF-LP [116] 0.855 0.834 0.729 0.905 0.926 0.854 0.575 0.690 0.788
original papers. For those that did not release the code, the corresponding results are bor-
rowed from the papers. We find the results we obtain are somewhat different from the one
reported in original papers. We suspect that these differences may be caused by the differ-
ent experimental settings or the released code is changed from the one used in the original
paper. For all test algorithms, we conduct L2-normalization on the image intensities since it
empirically improves the clustering performance. We report our own results in two cases:
1) the straight-forward clustering results obtained when the recurrent process finish, de-
noted by OURS-SF; 2) the clustering results obtained by re-running clustering algorithm
after obtaining the final representation, denoted by OURS-RC. The quantitative results are
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shown in Table 4.3. In the table cells, the value before ’/’ is obtained by re-running code
while the value after ’/’ is that reported in previous papers.
As we can see from Table 4.3, both OURS-SF and OURS-RC outperform previous
methods on all datasets with noticeable margin. Interestingly, we achieved perfect results
(NMI = 1) on COIL20 and CMU-PIE datasets, which means that all samples in the same
category are clustered into the same group. The agglomerative clustering algorithms, such
as AC-Zell, AC-GDL and AC-PIC perform better than other algorithms generally. How-
ever, on MNIST-full test, they all perform poorly. The possible reason is that MNIST-full
has 70k samples, and these methods cannot cope with such large-scale dataset when using
image intensity as representation. However, this problem is addressed by our learned repre-
sentation. We show that we achieved analogous performance on MNIST-full to MNIST-test
set. In most cases, we can find OURS-RC performs better on datasets that have room for
improvement. We believe the reason is that OURS-RC uses the final learned representa-
tion over the entire clustering process, while OURS-SF starts with image intensity, which
indicates that the learned representation is more discriminative than image intensity. 3
We further evaluate the performance of different algorithms based on clustering accu-
racy (AC) metric, as a supplement to the NMI metric used in our main paper. As we can see
from table 4.5, the proposed method outperform other methods on all datasets, which has
similar trend as evaluated using NMI. Meanwhile, according to table 4.6, all other clus-
tering algorithms are boosted after using the learned representation as evaluated on AC.
These results further prove the proposed method is superior to other clustering algorithms
and also learns powerful deep representations that generalize well across different cluster-
ing algorithms.
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Table 4.5: Quantitative clustering performance (AC) for different algorithms using image
intensities as input.
Dataset COIL20 COIL100 USPS MNIST-test MNIST-full UMist FRGC CMU-PIE YTF
K-means [109] 0.665 0.580 0.467 0.560 0.564 0.419 0.327 0.246 0.548
SC-NJW [112] 0.641 0.544 0.413 0.220 0.502 0.551 0.178 0.255 0.551
SC-ST [113] 0.417 0.300 0.308 0.454 0.311 0.411 0.358 0.293 0.290
SC-LS [147] 0.717 0.609 0.659 0.740 0.714 0.568 0.407 0.549 0.544
N-Cuts [114] 0.544 0.577 0.314 0.304 0.327 0.550 0.235 0.155 0.536
AC-Link [25] 0.251 0.269 0.421 0.693 0.657 0.398 0.175 0.201 0.547
AC-Zell [142] 0.867 0.811 0.575 0.693 0.112 0.517 0.266 0.765 0.519
AC-GDL [143] 0.865 0.797 0.867 0.933 0.113 0.563 0.266 0.842 0.430
AC-PIC [146] 0.855 0.840 0.855 0.920 0.115 0.576 0.320 0.797 0.472
NMF-LP [116] 0.621 0.553 0.522 0.479 0.471 0.365 0.259 0.229 0.546
OURS-SF 1.000 0.894 0.922 0.940 0.959 0.809 0.461 0.980 0.684
OURS-RC 1.000 0.916 0.950 0.961 0.964 0.809 0.461 1.000 0.684
Table 4.6: Quantitative clustering performance (AC) for different algorithms using our
learned representations as inputs.
Dataset COIL20 COIL100 USPS MNIST-test MNIST-full UMist FRGC CMU-PIE YTF
K-means [109] 0.821 0.751 0.776 0.957 0.969 0.761 0.476 0.834 0.660
SC-NJW [112] 0.738 0.659 0.716 0.868 0.972 0.707 0.485 0.776 0.521
SC-ST [113] 0.851 0.705 0.661 0.960 0.958 0.697 0.496 0.896 0.575
SC-LS [147] 0.867 0.735 0.792 0.960 0.973 0.733 0.502 0.802 0.571
N-Cuts [114] 0.888 0.626 0.634 0.959 0.971 0.798 0.504 0.981 0.441
AC-Link [25] 0.678 0.539 0.773 0.955 0.964 0.795 0.495 0.947 0.602
AC-Zell [142] 1.000 0.931 0.879 0.879 0.969 0.790 0.449 1.000 0.644
AC-GDL [143] 1.000 0.920 0.949 0.961 0.878 0.790 0.461 1.000 0.677
AC-PIC [146] 1.000 0.950 0.955 0.958 0.882 0.790 0.438 1.000 0.652
NMF-LP [116] 0.769 0.603 0.778 0.955 0.970 0.725 0.481 0.504 0.575
4.4.2 Robustness Analysis
We choose the two most important parameters: unfolding rate η and Ks for evaluating
the robustness of our approach to variations in these parameters. In these experiments,
we set all the other parameters except for the target one to default values listed in Table
2 in the main paper. As we can see from Fig. 4.4, when the unfolding rate increases, the
performance is not affected much for most of the datasets. For Ks, the performance is
stable when Ks <= 50 for all datasets. It drops with larger values of Ks for a few datasets.
3We experimented with hand-crafted features such as HOG, LBP, spatial pyramid on a subset of the
datasets with some of the better clustering algorithms from Table 4.3, and found that they performed worse.
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Figure 4.4: Clustering performance (NMI) with different η (left) and Ks (right).
Figure 4.5: Average purity of K-nearest neighbour for varying values of K. Left is com-
puted using raw image data, while right is computed using our learned representation.
Increasing Ks also result in similar degradation in the agglomerative clustering algorithms
we compare to. This suggests that Ks should not be set to very large value in general.
4.4.3 Reliability Analysis
We evaluate the reliability by measuring the purity of samples at the beginning of our
algorithm. Because we use agglomerative clustering, there are very few samples in each
cluster at the beginning (average is about 4 in our experiments). Most samples in the same
cluster tend to belong to the same category. Quantitatively, for each sample in a dataset, we
count the number of samples (Km) that belong to the same category within its K nearest
neighbours, and then compute the precisionKm/K for it. In Fig. 4.5, we report the average
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Table 4.7: Clustering performance (NMI) based on hand-crafted features.
Dataset COIL100 MNIST-test UMist FRGC
SC-LS [147] 0.733↓ 0.625↓ 0.752↓ 0.338↓
N-Cuts [114] 0.722↓ 0.423↑ 0.420↓ 0.238↓
AC-PIC [146] 0.878↓ 0.735↓ 0.734↓ 0.322↓
precision across all samples. As we can see, based on raw image data, all datasets have
high ratios when K is smaller, and the ratios increase further when using our learned deep
representations. Consequently, when K is small, the pseudo-labels are reliable enough to
learn plausible deep representations.
4.4.4 Clustering based on Hand-crafted Features
We evaluate the performance of clustering based on image features, instead of image in-
tensities. We choose three different types of datasets for testing: COIL100, MNIST-test
and UMist, and three types of clustering algorithms including SC-LS [147], N-Cuts [114]
and AC-PIC [146] for comparison since their better performance among all the algorithms.
For these three datasets, we use spatial pyramid descriptor [154]4, histogram of oriented
gradient (HOG) [7]5 and local binary pattern (LBP) [155] for representation, respectively.
We report the results in Table 4.7. ↓ means performance become worse, and ↑ means it
become better. Almost all algorithms perform worse than using original image as input. It
indicates hand-crafted features should be designed dataset by dataset. In contrast, directly
learning from image intensities achieves better performance.
4.4.5 Generalization Across Clustering Algorithms
We now evaluate if the representations learned by our joint agglomerative clustering and
representation learning approach generalize to other clustering techniques. We re-run all




Table 4.8: NMI performance across COIL20 and COIL100.
Layer data top(ip) top-1 top-2
COIL20→ COIL100 0.924 0.927 0.939 0.934
COIL100→ COIL20 0.944 0.949 0.957 0.951
Table 4.9: NMI performance across MNIST-test and USPS.
Layer data top(ip) top-1 top-2
MNIST-test→ USPS 0.874 0.892 0.907 0.908
USPS→MNIST-test 0.872 0.873 0.886 -
representations as features. The results are shown in Table 4.4. It can be seen that all clus-
tering algorithms obtain more precise image clusters by using our learned representation.
Some algorithms like K-means, AC-Link that performed very poorly with raw intensities
perform much better with our learned representations, and the variance in performance
across all clustering algorithms is much lower. These results clearly demonstrate that our
learned representation is not over-fitting to a single clustering algorithm, but generalizes
well across various algorithms. Interestingly, using our learned representation, some of the
clustering algorithms perform even better than AC-GDL we build on in our approach.
4.4.6 Transferring Learned Representation
Cross-Dataset Clustering
In this section, we study whether our learned representations generalize across datasets.
We train a CNN based on our approach on one dataset, and then cluster images from an-
other (but related) dataset using the image features extracted via the CNN. Specifically, we
experiment on two dataset pairs: 1) multi-view object datasets (COIL20 and COIL100);
2) hand-written digit datasets (USPS and MNIST-test). We use the representation learned
from one dataset to represent another dataset, followed by agglomerative clustering. Note
that because the image sizes or channels are different across datasets, we resize the input
images and/or expand the channels before feeding them to CNN. The experimental results
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are shown in Table 4.8 and 4.9. We use the representations from top ip layer and also the
convolutional or pooling layers (top-1, top-2) close to top layer for image clustering. In two
tables, compared with directly using raw image from the data layer, the clustering perfor-
mance based on learned representations from all layers improve, which indicates that the
learned representations can be transferred across these datasets. As perhaps expected, the
performance on target datasets is worse compared to learning on the target dataset directly.
For COIL20 and COIL100, a possible reason is that they have different image categories.
As for MNIST and USPS, the performance beats OURS-SF, but worse than OURS-RC. We
find transferring representation learned on MNIST-test to USPS gets close performance to
OURS-RC learned on USPS.
Face Verification
We now evaluate the performance of our approach by applying it to face verification. In
particular, the representation is learned on Youtube-Face dataset and evaluated on LFW
dataset [156] under the restricted protocol. For training, we randomly choose about 10k,
20k, 30k, 50k, 100k samples from YTF dataset. All these subsets have 1446 categories.
We implement our approach to train CNN model and cluster images on the training set.
Then, we remove the L2-normalization layer and append a softmax layer to fine-tune our
unsupervised CNN model based on the predicted image cluster labels. Using the same
training samples and CNN architecture, we also train a CNN model with a softmax loss
supervised by the groundtruth labels of the training set. According to the evaluation proto-
col in [156], we run 10-fold cross-validation. The cosine similarity is used to compute the
similarity between samples. In each of 10 cross-validations, nine folds are used to find the
optimal threshold, and the remaining one fold is used for evaluation. The average accuracy
is reported in Table. 4.10. As shown, though no groundtruth labels are used for representa-
tion learning in our approach, we obtain analogous performance to the supervised learning
approach. Our approach even (slightly) beats the supervised learning method in one case.
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Table 4.10: Face verification results on LFW.
#Samples 10k 20k 30k 50k 100k
Supervised 0.737 0.746 0.748 0.764 0.770
OURS 0.728 0.743 0.750 0.762 0.767
4.4.7 Image Classification
Recently, unsupervised representation learning is starting to achieve promising results for
a variety of recognition tasks [157, 158, 159, 160]. We are interested in knowing whether
the proposed method can also learn useful representation for image classification. We
experiment with CIFAR-10 [68]. We follow the pipeline in [157], and base our experiments
on their publicly available code. In this pipeline, codebook with 1600 codes is build upon
6× 6 ZCA-whitened image patches, and then used to code the training and testing samples
by extracting 1,600-d feature from each of 4 image quadrants. Afterwards, a linear SVM
[161] is applied for image classification on 6,400-d feature. In our approach, the only
difference is that we learn a new representation from 6 × 6 patches, and use these new
representations to build the codebook with 1,600 codes. The CNN architecture we use
contains two convolutional layers, each of which is combined with a ReLu and a pooling
layer, followed by an inner product layer. Both convolutional layers have 50 3 × 3 filters
with pad = 1. The kernel size of pooling layer is 2 with stride = 2. To save training time, 40k
randomly extracted patches are extracted from 50k training set and used in both methods.
Classification accuracies on test set with different settings are shown in Table 4.11. We
vary the number of training samples and evaluate the performance for representations from
different layers. As we can see, the combination of representations from the first and second
convolutional layer achieve the best performance. We also use the representation output
by inner product layer to learn the codebook. However, it performs poorly. A possible
reason is that it discards spatial information of image patches, which may be important for
learning a codebook. When using 400k randomly extracted patches to learn the codebook,
[157] achieved 77.9%. However, it is still lower than what we achieved. This performance
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Table 4.11: Image classification accuracy on CIFAR-10.
#Samples K-means [157] conv1 conv2 conv1&2
5k 62.81% 63.05% 63.10% 63.50%
10k 68.01% 68.30% 68.46% 69.11%
25k 74.01% 72.83% 72.93% 75.11%
50k (full set) 76.59% 74.68% 74.68% 78.55%
(a) PCA. (b) Autoencoder. (c) Parametric t-SNE. (d) Our method.
Figure 4.6: Visualization of 10,000 MNIST test samples in different embedding spaces.
also beats several other methods listed in [158, 162, 159, 160].
4.4.8 Visualizing Data in Low Dimension
Projecting high-dimensional data into low-dimensional space can help people to intuitively
understand the data. Though the proposed method is aimed to learn deep representations,
we note that it can be naturally converted to a parametric visualization method by slightly
alternating the objective. Instead of updating the affinities among samples based on the
learned representations gradually, we consistently use the affinities among raw image data
to perform the agglomerative cluster, which then guides representation learning in low-
dimensional space. By this way, we can obtain a low-dimensional space (2D or 3D) which
can retain the structure of the original data.
We compare three dimension reduction techniques, principle component analysis (PCA)
[163], neighbourhood components analysis (NCA) [164], and parametric t-SNE [165].
Though both [165] and our visualization method are based on neural networks, there are
two main differences: 1) In [165], a Kullback-Leibler divergence between the joint distri-
butions of original data and the embedded data is considered. However, in our method,
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we employ a weighted triplet loss that directly takes the local structure of embedded data
into account; 2) In [165], the authors need to pretrain a stack of RBMs layer-by-layer, and
then fine-tune the neural network. Nevertheless, we directly train the neural network from
scratch end-to-end.
We perform experiments on MNIST dataset. In MNIST, 60,000 training samples are
used to learn the low-dimensional embedding space, and 10,000 test samples are used for
evaluation. To train a D-dimensional embedding, we first remove the normalization layer
and then stack on the top another linear layer whose dimension isD. To thoroughly explore
the local structure in the original data, we merge the clusters with a lower unfolding rate
(η = 0.2). The learning process is stopped when the number of clusters reaches to 10.
Though we stop the learning process as such, it should be noted that the stop criterion
is not confined. For quantitative analysis, we compute the nearest-neighbor classification
error and trustworthiness as in [165].
In Table 4.12, we show the 1-nearest neighbour classification error on MNIST test
dataset. We copy the best results of the compared methods from [165]. As we can see, our
method outperforms all three other methods across three different embedding dimensions.
These results illustrates that our method can obtain low-dimensional embedding with better
generalization ability.
For visualization, it is important to retain the original data structure in the embed-
ding space. For quantitative comparison, we report the trustworthiness of learned low-
dimensional embedding in Table 4.13. Larger value means better preservation of original
data structure. As we can see, our method is not as good as parametric t-SNE. These results
are explainable. During training, we merely pay attention to the local structure among sam-
ples from different clusters, while omitting the relations among samples within one cluster.
Therefore, the algorithm will learn embeddings that discriminate clusters well but possibly
disorder the samples in each cluster. We believe this can be solved by introducing a loss to
confine the within-cluster structure. We leave this as a future work for limited space.
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Table 4.12: 1-nearest neighbor classification
error on MNIST dataset.
Method 2D 10D 30D
PCA [163] 0.782 0.430 0.108
NCA [164] 0.568 0.088 0.073
Autoencoder [128] 0.668 0.063 0.027
Param. t-SNE [165] 0.099 0.046 0.027
OURS 0.067 0.019 0.027
Table 4.13: Trustworthiness T(12) on MNIST
dataset.
Method 2D 10D 30D
PCA [163] 0.744 0.991 0.998
NCA [164] 0.721 0.968 0.971
Autoencoder [128] 0.729 0.996 0.999
Param. t-SNE [165] 0.927 0.997 0.999
Ours 0.768 0.936 0.975
4.4.9 Visualizing Learned Representations
We show the first three principle components of learned representations in Fig. 4.7 and
Fig. 4.8 at different stages. For comparison, we show the image intensities at the first col-
umn. We use different colors for representing different clusters that we predict during the
algorithm. At the bottom of each plot, we give the number of clusters at the corresponding
stage. At the final stage, the number of cluster is same to the number of categories in the
dataset. After a number of iterations, we can learn more discriminative representations for
the datasets, and thus facilitate more precise clustering results.
4.5 Discussion
In this chapter, we have proposed an approach to jointly learn deep representations and
image clusters. In our approach, we combined agglomerative clustering with CNNs and
formulate them as a recurrent process. We used a partially unrolling strategy to divide the
timesteps into multiple periods. In each period, we merged clusters step by step during
the forward pass and learned representation in the backward pass, which are guided by a
single weighted triplet-loss function. The extensive experiments on image clustering, deep
representation transfer learning and image classification demonstrate that our approach can
obtain more precise image clusters and discriminative representations that generalize well
across many datasets and tasks.
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(a) Initial stage (421) (b) Middle stage (42) (c) Final stage (20)
(d) Initial stage (2162) (e) Middle stage (216) (f) Final stage (100)
(g) Initial stage (2232) (h) Middle stage (22) (i) Final stage (10)
(j) Initial stage (1762) (k) Middle stage (22) (l) Final stage (10)
(m) Initial stage (11521) (n) Middle stage (115) (o) Final stage (10)
Figure 4.7: Learned representations at different stages on five datasets. From top to bottom,
they are COIL20, COIL100, USPS and MNIST-test and MNIST-full. The first column are
image intensities. For MNIST-test, we show another view point different from Fig.1.
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(a) Initial stage (188) (b) Middle stage (60) (c) Final stage (20)
(d) Initial stage (775) (e) Middle stage (128) (f) Final stage (20)
(g) Initial stage (775) (h) Middle stage (200) (i) Final stage (68)
(j) Initial stage (2814) (k) Middle stage (300) (l) Final stage (41)
Figure 4.8: Learned representations as different stages on four datasets. From top to bot-






LEVERAGE IMAGE-LEVEL STRUCTURE FOR IMAGE GENERATION
In this chapter, I will introduce how we can leverage the image-level structure for im-
age generation. Recently, image generation techniques based on Generative Adversarial
Netowrks (GAN) have draw a lot of attentions from the academia. Despite the striking per-
formance for generating some specific categories of images, such as faces, recent models
still face difficulties to generate realistic images with multiple objects in as image. In our
work, we account for the structure prior in natural images and propose a layered-recursive
image generation scheme, which explicitly generate background and foreground objects,
and then put them together to generate the final images. Without any extra supervisions,
our proposed method can clearly decompose the generation into separate background and
foreground generation steps. We also propose two new metrics called Adversarial Accu-
racy and Adversarial Divergence to measure the quality of generated images. On both these
two new metrics and the Inception Score metric, it is shown that our method outperforms
one-shot image generation method with a large margin.
5.1 Introduction
Generative adversarial networks (GANs) [166] have shown significant promise as genera-
tive models for natural images. A flurry of recent work has proposed improvements over
the original GAN work for image generation [167, 168, 169, 170, 171, 172], multi-stage
image generation including part-based models [173, 174], image generation conditioned
on input text or attributes [175, 176, 177], image generation based on 3D structure [178],
and even video generation [179].
While the holistic ‘gist’ of images generated by these approaches is beginning to look
natural, there is clearly a long way to go. For instance, the foreground objects in these
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images tend to be deformed, blended into the background, and not look realistic or recog-
nizable.
One fundamental limitation of these methods is that they attempt to generate images
without taking into account that images are 2D projections of a 3D visual world, which has
a lot of structures in it. This manifests as structure in the 2D images that capture this world.
One example of this structure is that images tend to have a background, and foreground
objects are placed in this background in contextually relevant ways.
We develop a GAN model that explicitly encodes this structure. Our proposed model
generates images in a recursive fashion: it first generates a background, and then condi-
tioned on the background generates a foreground along with a shape (mask) and a pose
(affine transformation) that together define how the background and foreground should be
composed to obtain a complete image. Conditioned on this composite image, a second
foreground and an associated shape and pose are generated, and so on. As a byproduct
in the course of recursive image generation, our approach generates some object-shape
foreground-background masks in a completely unsupervised way, without access to any
object masks for training. Note that decomposing a scene into foreground-background lay-
ers is a classical ill-posed problem in computer vision. By explicitly factorizing appearance
and transformation, LR-GAN encodes natural priors about the images that the same fore-
ground can be ‘pasted’ to the different backgrounds, under different affine transformations.
According to the experiments, the absence of these priors result in degenerate foreground-
background decompositions, and thus also degenerate final composite images.
We mainly evaluate our approach on four datasets: MNIST-ONE (one digit) and MNIST-
TWO (two digits) synthesized from MNIST [181], CIFAR-10 [182] and CUB-200 [180].
We show qualitatively (via samples) and quantitatively (via evaluation metrics and human
studies on Amazon Mechanical Turk) that LR-GAN generates images that globally look
natural and contain clear background and object structures in them that are realistic and
recognizable by humans as semantic entities. An experimental snapshot on CUB-200 is
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Figure 5.1: Generation results of our model on CUB-200 [180]. It generates images in
two timesteps. At the first timestep, it generates background images, while generates fore-
ground images, masks and transformations at the second timestep. Then, they are com-
posed to obtain the final images. From top left to bottom right (row major), the blocks are
real images, generated background images, foreground images, foreground masks, carved
foreground images, carved and transformed foreground images, final composite images,
and their nearest neighbor real images in the training set. Note that the model is trained in
a completely unsupervised manner.
shown in Fig. 5.1. We also find that LR-GAN generates foreground objects that are contex-
tually relevant to the backgrounds (e.g., horses on grass, airplanes in skies, ships in water,
cars on streets, etc.). For quantitative comparison, besides existing metrics in the literature,
we propose two new quantitative metrics to evaluate the quality of generated images. The
proposed metrics are derived from the sufficient conditions for the closeness between gen-
erated image distribution and real image distribution, and thus supplement existing metrics.
5.2 Background
Early work in parametric texture synthesis was based on a set of hand-crafted features
[183]. Recent improvements in image generation using deep neural networks mainly fall
into one of the two stochastic models: variational autoencoders (VAEs) [27] and gener-
ative adversarial networks (GANs) [166]. VAEs pair a top-down probabilistic generative
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network with a bottom up recognition network for amortized probabilistic inference. Two
networks are jointly trained to maximize a variational lower bound on the data likelihood.
GANs consist of a generator and a discriminator in a minmax game with the generator
aiming to fool the discriminator with its samples with the latter aiming to not get fooled.
Sequential models have been pivotal for improved image generation using variational
autoencoders: DRAW [184] uses attention based recurrence conditioning on the canvas
drawn so far. In [185], a recurrent generative model that draws one object at a time to
the canvas was used as the decoder in VAE. These methods are yet to show scalability
to natural images. Early compelling results using GANs used sequential coarse-to-fine
multiscale generation and class-conditioning [168]. Since then, improved training schemes
[169] and better convolutional structure [167] have improved the generation results using
GANs. PixelRNN [186] is also recently proposed to sequentially generates a pixel at a
time, along the two spatial dimensions.
In this paper, we combine the merits of sequential generation with the flexibility of
GANs. Our model for sequential generation imbibes a recursive structure that more nat-
urally mimics image composition by inferring three components: appearance, shape, and
pose. One closely related work combining recursive structure with GAN is that of [173] but
it does not explicitly model object composition and follows a similar paradigm as by [184].
Another closely related work is that of [174]. It combines recursive structure and alpha
blending. However, our work differs in three main ways: (1) We explicitly use a generator
for modeling the foreground poses. That provides significant advantage for natural images,
as shown by our ablation studies; (2) Our shape generator is separate from the appearance
generator. This factored representation allows more flexibility in the generated scenes; (3)
Our recursive framework generates subsequent objects conditioned on the current and pre-
vious hidden vectors, and previously generated object. This allows for explicit contextual
modeling among generated elements in the scene. See Fig. 5.13 for contextually relevant
foregrounds generated for the same background, or Fig. 5.6 for meaningful placement of
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two MNIST digits relative to each.
Models that provide supervision to image generation using conditioning variables have
also been proposed: Style/Structure GANs [178] learns separate generative models for style
and structure that are then composed to obtain final images. In [177], GAN based image
generation is conditioned on text and the region in the image where the text manifests,
specified during training via keypoints or bounding boxes. While not the focus of our
work, the model proposed in this paper can be easily extended to take into account these
forms of supervision.
5.3 Preliminaries
5.3.1 Generative Adversarial Networks
Generative Adversarial Networks (GANs) consist of a generator G and a discriminator
D that are simultaneously trained with competing goals: The generator G is trained to
generate samples that can ‘fool’ a discriminator D, while the discriminator is trained to
classify its inputs as either real (coming from the training dataset) or fake (coming from the






Ex∼pdata(x)[log(D(x; θD))] + Ez∼pz(z)[log(1−D(G(z; θG); θD))]
)
, (5.1)
where z is a random vector from a standard multivariate Gaussian or a uniform distribution
pz(z), G(z; θG) maps z to the data space, D(x) is the probability that x is real estimated
by D. The advantage of the GANs formulation is that it lacks an explicit loss function
and instead uses the discriminator to optimize the generative model. The discriminator, in
turn, only cares whether the sample it receives is on the data manifold, and not whether it
exactly matches a particular training example (as opposed to losses such as MSE). Hence,
the discriminator provides a gradient signal only when the generated samples do not lie on
the data manifold so that the generator can readjust its parameters accordingly. This form
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of training enables learning the data manifold of the training set and not just optimizing to
reconstruct the dataset, as in autoencoder and its variants.
While the GANs framework is largely agnostic to the choice of G and D, it is clear
that generative models with the ‘right’ inductive biases will be more effective in learning
from the gradient information [168, 173, 184, 177, 187]. With this motivation, we propose
a generator that models image generation via a recurrent process – in each time step of the
recurrence, an object with its own appearance and shape is generated and warped according
to a generated pose to compose an image in layers.
5.3.2 Layered structure of image
An image taken of our 3D world typically contains a layered structure. One way of rep-
resenting an image layer is by its appearance and shape. As an example, an image x with
two layers, foreground f and background b may be factorized as:
x = f m+ b (1−m), (5.2)
wherem is the mask depicting the shapes of image layers, and the element wise multipli-
cation operator. Some existing methods assume the access to the shape of the object either
during training [188] or both at train and test time [177, 187]. Representing images in lay-
ered structure is even straightforward for video with moving objects [189, 190, 191]. [179]
generates videos by separately generating a fixed background and moving foregrounds. A
similar way of generating single image can be found in [174].
Another way is modeling the layered structure with object appearance and pose as:
x = ST (f ,a) + b, (5.3)
where f and b are foreground and background, respectively; a is the affine transformation;
ST is the spatial transformation operator. Several works fall into this group [192, 193, 185].
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In [193], images are decomposed into layers of objects with specific poses in a variational
autoencoder framework, while the number of objects (i.e., layers) is adaptively estimated
in [185].
To contrast with these works, LR-GAN uses a layered composition, and the foreground
layers simultaneously model all three dominant factors of variation: appearance f , shape
m and pose a. We will elaborate it in the following section.
5.4 Layered Recursive GAN (LR-GAN)
The basic structure of LR-GAN is similar to GAN: it consists of a discriminator and a gen-
erator that are simultaneously trained using the minmax formulation of GAN, as described
in §.5.3.1. The key innovation of our work is the layered recursive generator, which is what
we describe in this section.
The generator in LR-GAN is recursive in that the image is constructed recursively using
a recurrent network. Layered in that each recursive step composes an object layer that is
‘pasted’ on the image generated so far. Object layer at timestep t is parameterized by the
following three constituents – ‘canonical’ appearance ft, shape (or mask)mt, and pose (or
affine transformation) at for warping the object before pasting in the image composition.
Fig. 5.2 shows the architecture of the LR-GAN with the generator architecture unrolled
for generating background x0 (
.
= xb) and foreground x1 and x2. At each time step t, the
generator composes the next image xt via the following recursive computation:
xt = ST (mt,at)︸ ︷︷ ︸
transformed mask
 ST (ft,at)︸ ︷︷ ︸
transformed appearance
+ (1− ST (mt,at)) xt−1︸ ︷︷ ︸
pasting on image composed so far
, ∀t ∈ [1, T ] (5.4)
where ST (,at) is a spatial transformation operator that outputs the affine transformed
version of  with at indicating parameters of the affine transformation.
Since our proposed model has an explicit transformation variable at that is used to warp





































Figure 5.2: LR-GAN architecture unfolded to three timesteps. It mainly consists of one
background generator, one foreground generator, temporal connections and one discrimi-
nator. The meaning of each component is explained in the legend.
scenes where the object occurs as mere transformations of it, such as different scales or
rotations. By factorizing the appearance, shape and pose, the object generator can focus
on separately capturing regularities in these three factors that constitute an object. We will
demonstrate in our experiments that removing these factorizations from the model leads to
its spending capacity in variability that may not solely be about the object in Section 5.5.2
and 5.5.3.
5.4.1 Details of Generator architecture
Fig. 5.2 shows our LR-GAN architecture in detail – we use different shapes to indicate
different kinds of layers (convolutional, fractional convolutional, (non)linear, etc), as in-
dicated by the legend. Our model consists of two main pieces – a background generator
Gb and a foreground generator Gf . Gb and Gf do not share parameters with each other.
Gb computation happens only once, while Gf is recurrent over time, i.e., all object gen-
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erators share the same parameters. In the following, we will introduce each module and
connections between them.
Temporal Connections. LR-GAN has two kinds of temporal connections – informally
speaking, one on ‘top’ and one on ‘bottom’. The ‘top’ connections perform the act of se-
quentially ‘pasting’ object layers (Eqn. 5.4). The ‘bottom’ connections are constructed by
a LSTM on the noise vectors z0, z1, z2. Intuitively, this noise-vector-LSTM provides in-
formation to the foreground generator about what else has been generated in past. Besides,
when generating multiple objects, we use a pooling layer P cf and a fully-connected layer
Ecf to extract the information from previous generated object response map. By this way,
the model is able to ‘see’ previously generated objects.
Background Generator. The background generator Gb is purposely kept simple. It
takes the hidden state of noise-vector-LSTM h0l as the input and passes it to a number
of fractional convolutional layers (also called ‘deconvolution’ layer in some papers) to
generate images at its end. The output of background generator xb will be used as the
canvas for the following generated foregrounds.
Foreground Generator. The foreground generator Gf is used to generate an object
with appearance and shape. Correspondingly, Gf consists of three sub-modules, Gcf , which




f is used to generate the
foreground appearance ft, while Gmf generates the mask mt for the foreground. All three
sub-modules consists of one or more fractional convolutional layers combined with batch-
normalization and nonlinear layers. The generated foreground appearance and mask have
the same spatial size as the background. The top of Gmf is a sigmoid layer in order to
generate one channel mask whose values range in (0, 1).
Spatial Transformer. To spatially transform foreground objects, we need to estimate
the transformation matrix. As in [194], we predict the affine transformation matrix with a
linear layer Tf that has six-dimensional outputs. Then based on the predicted transforma-
tion matrix, we use a grid generatorGg to generate the corresponding sampling coordinates
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in the input for each location at the output. The generated foreground appearance and mask
share the same transformation matrix, and thus the same sampling grid. Given the grid,
the sampler S will simultaneously sample the ft and mt to obtain f̂t and m̂t, respec-
tively. Different from [194], our sampler here normally performs downsampling, since the
the foreground typically has smaller size than the background. Pixels in f̂t and m̂t that
are from outside the extent of ft and mt are set to zero. Finally, f̂t and m̂t are sent to
the compositor C which combines the canvas xt−1 and f̂t through layered composition
with blending weights given by m̂t (Eqn. 5.4). Pseudo-code for our approach and detailed
model configuration are provided below.
Algorithm 2 Stochastic Layered Recursive Image Generation
0: z0 ∼ N (0, I)
0: x0 = Gb(z0), h0l ← 0, c0l ← 0
0: for t ∈ [1 · · ·T ] do
0: zt ∼ N (0, I)
0: htl , c
t
l ← LSTM([zt,ht−1l , c
t−1
l ])
0: if t = 1 then
0: yt ← htl
0: else
0: yt ← Elf ([htl ht−1f ])
0: end if
0: st ← Gcf (yt), at ← Tf (yt)
0: ft ← Gif (st),mt ← Gmf (st)
0: htf ← Ecf ◦ P cf (st)
0: xt ← ST (mt,at) ST (ft,at) + (1− ST (mt,at)) xt−1
0: end for=0
5.4.2 New Evaluation Metrics
Several metrics have been proposed to evaluate GANs, such as Gaussian parzen window
[166], Generative Adversarial Metric (GAM) [173] and Inception Score [169]. The com-
mon goal is to measure the similarity between the generated data distribution Pg(x) =
G(z; θz) and the real data distribution P (x). Most recently, Inception Score has been used
in several works [169, 172]. However, it is an assymetric metric and could be easily fooled
by generating centers of data modes.
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In addition to these metrics, we present two new metrics based on the following in-
tuition – a sufficient (but not necessary) condition for closeness of Pg(x) and P (x) is
closeness of Pg(x|y) and P (x|y), i.e., distributions of generated data and real data condi-
tioned on all possible variables of interest y, e.g., category label. One way to obtain this
variable of interest y is via human annotation. Specifically, given the data sampled from
Pg(x) and P (x), we ask people to label the category of the samples according to some
rules. Note that such human annotation is often easier than comparing samples from the
two distributions (e.g., because there is no 1:1 correspondence between samples to conduct
forced-choice tests).
After the annotations, we need to verify whether the two distributions are similar in
each category. Clearly, directly comparing the distributions Pg(x|y) and P (x|y) may be
as difficult as comparing Pg(x) and P (x). Fortunately, we can use Bayes rule and alter-
natively compare Pg(y|x) and P (y|x), which is a much easier task. In this case, we can
simply train a discriminative model on the samples from Pg(x) and P (x) together with the
human annotations about categories of these samples. With a slight abuse of notation, we
use Pg(y|x) and P (y|x) to denote probability outputs from these two classifiers (trained
on generated samples vs trained on real samples). We can then use these two classifiers to
compute the following two evaluation metrics:
Adversarial Accuracy: Computes the classification accuracies achieved by these two
classifiers on a validation set, which can be the training set or another set of real images
sampled from P (x). If Pg(x) is close to P (x), we expect to see similar accuracies.
Adversarial Divergence: Computes the KL divergence between Pg(y|x) and P (y|x).
The lower the adversarial divergence, the closer two distributions are. The low bound for
this metric is exactly zero, which means Pg(y|x) = P (y|x) for all samples in the validation
set.
As discussed above, we need human efforts to label the real and generated samples.
Fortunately, we can further simplify this. Based on the labels given on training data, we
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split the training data into categories, and train one generator for each category. With all
these generators, we generate samples of all categories. This strategy will be used in our
experiments on the datasets with labels given.
5.5 Experiment
We conduct qualitative and quantitative evaluations on three datasets: 1) MNIST [181];
2) CIFAR-10 [182]; 3) CUB-200 [180]. To add variability to the MNIST images, we




) the digits and then stitch them to
48 × 48 uniform backgrounds with random grayscale value between [0, 200]. Images are
then rescaled back to 32× 32. Each image thus has a different background grayscale value
and a different transformed digit as foreground. We rename this sythensized dataset as
MNIST-ONE (single digit on a gray background). We also synthesize a dataset MNIST-
TWO containing two digits on a grayscale background. We randomly select two images
of digits and perform similar transformations as described above, and put one on the left
and the other on the right side of a 78× 78 gray background. We resize the whole image to
64× 64.
We develop LR-GAN based on open source code1. We assume the number of objects is
known. Therefore, for MNIST-ONE, MNIST-TWO, CIFAR-10, and CUB-200, our model
has two, three, two, and two timesteps, respectively. Since the size of foreground object
should be smaller than that of canvas, we set the minimal allowed scale 2 in affine trans-
foramtion to be 1.2 for all datasets except for MNIST-TWO, which is set to 2 (objects are
smaller in MNIST-TWO). In LR-GAN, the background generator and foreground generator
have similar architectures. One difference is that the number of channels in the background
generator is half of the one in the foreground generator. We compare our results to that
of DCGAN [167]. Note that LR-GAN without LSTM at the first timestep corresponds
1https://github.com/soumith/dcgan.torch
2Scale corresponds to the size of the target canvas with respect to the object – the larger the scale, the
larger the canvas, and the smaller the relative size of the object in the canvas. 1 means the same size as the
canvas.
83
Table 5.1: Information and model configurations on different datasets.
Dataset MNIST-ONE MNIST-TWO CIFAR-10 CUB-200
Image Size 32 64 32 64
#Images 60,000 60,000 50,000 5,994
#Timesteps 2 3 2 2
#Parameters 5.25M/4.11M 7.53M/6.33M 5.26M/4.11M 27.3M/6.34M
exactly to the DCGAN. This allows us to run controlled experiments. In both generator
and discriminator, all the (fractional) convolutional layers have 4× 4 filter size with stride
2. As a result, the number of layers in the generator and discriminator automatically adapt
to the size of training images. Table 5.1 lists the information and model configuration for
different datasets. The dimensions of random vectors and hidden vectors are all set to 100.
We also compare the number of parameters in DCGAN and LR-GAN. The numbers before
‘/’ are our model, after ‘/’ are DCGAN.
We use three metrics for quantitative evaluation, including Inception Score [169] and
the proposed Adversarial Accuracy, Adversarial Divergence. Note that we report two ver-
sions of Inception Score. One is based on the pre-trained Inception net, and the other one is
based on the pre-trained classifier on the target datasets. Algo. 2 illustrates the generative
process in our model. g(?) evaluates the function g at ?. ◦ is a composition operator that
composes its operands so that f ◦ g(?) = f(g(?)).
5.5.1 Main Results
Figure 5.3: Generation results of our model on MNIST-ONE. From left to right, the im-
age blocks are real images, generated background images, generated foreground images,
generated masks and final composite images, respectively.
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MNIST-ONE and MNIST-TWO. We first report the results on MNIST-ONE and MNIST-
TWO. Fig. 5.3 shows the generation results of our model on MNIST-ONE. As we can see,
our model generates the background and the foreground in separate timestep, and can dis-
entagle the foreground digits from background nearly perfectly. Though initial values of
the mask randomly distribute in the range of (0, 1), after training, the masks are nearly bi-
nary and accurately carve out the digits from the generated foreground. We further conduct
human studies on generation results on MNIST-ONE. Specifically, we generate 1,000 im-
ages using both LR-GAN and DCGAN. As references, we also include 1000 real images.
Then we ask the users on AMT to label each image to be one of the digits (0-9). We also
provide them an option ‘non recognizable’ in case the generated image does not seem to
contain a digit. Each image was judged by 5 unique workers. Similar to CIFAR-10, if an
image is recognized to be the same digit by all 5 users, it is assigned to quality level 5.
If it is not recognizable according to all users, it is assigned to quality level 0. Fig. 5.4
(left) shows the number of images assigned to all six quality levels. Compared to DCGAN,
our model generated more samples with high quality levels. As expected, the real images
have many samples with high quality levels. In Fig. 5.4 (right), we show the number of
images that are recognized to each digit category (0-9). For qualitative comparison, we
show examplar images at each quality level in Fig. 5.5. From left to right, the quality level
increases from 0 to 5. As expected, the images with higher quality level are more clear.
Figure 5.4: Statistics of annotations in human studies on MNIST-ONE. Left: distribution
of quality level; Right: distribution of recognized digit categories.
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Figure 5.5: Qualitative comparison on MNIST-ONE. Top three rows are samples gener-
ated by DCGAN. Bottom three rows are samples generated by LR-GAN. The quality level
increases from left to right as determined via human studies.
Table 5.2: Quantitative comparison on MNIST-ONE.
Training Data Real Images DCGAN Ours
Inception Score† 1.83±0.01 2.03±0.01 2.06±0.01
Inception Score†† 9.15±0.04 6.42±0.03 7.15±0.04
Adversarial Accuracy 95.22 ± 0.25 26.12 ± 0.07 26.61 ± 0.06
Adversarial Divergence Score 0 8.47 ± 0.03 8.39 ± 0.04
†Evaluate using the pre-trained Inception net as [169]
††Evaluate using the supervisedly trained classifier based on the discriminator in LR-GAN.
For quantitative evaluation, we use the same way as for CIFAR-10. The classifier model
used for contextual Inception Score is trained based on the training set. We generate 60,000
samples based on DCGAN and LR-GAN for evaluation, respectively. To obtain the Ad-
versarial Accuracy and Adversarial Divergence, we first train 10 generators for 10 digit
categories separately, and then use the generated samples to train the classifier. As shown
in Table 5.2, our model has higher scores than DCGAN on both standard and contextual
Inception Score. Also, our model has a slightly higher adversarial accuracy, and lower ad-
versarial divergence than DCGAN. We find that the all three image sets have low standard
Inception Scores. This is mainly because the Inception net is trained on ImageNet, which
has a very different data distribution from the MNIST dataset. Based on this, we argue that
the standard Inception Score is not suitable for some image datasets.
Fig. 5.6 shows the generation results for MNIST-TWO. Similarly, the model is also
able to generate background and the two foreground objects separately. The foreground
generator tends to generate a single digit at each timestep. Meanwhile, it captures the
context information from the previous time steps. When the first digit is placed to the left
side, the second one tends to be placed on the right side, and vice versa.
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Figure 5.6: Generation results of our model on MNIST-TWO. From top left to bottom right
(row major), the image blocks are real images, generated background images, foreground
images and masks at the second timestep, composite images at the second time step, gen-
erated foreground images and masks at the third timestep and the final composite images,
respectively.
CUB-200. We study the effectiveness of our model trained on the CUB-200 bird dataset.
In Fig. 5.1, we have shown a random set of generated images, along with the intermediate
generation results of the model. While being completely unsupervised, the model, for a
large fraction of the samples, is able to successfully disentangle the foreground and the
background. This is evident from the generated bird-like masks.
We do a comparative study based on Amazon Mechanical Turk (AMT) between DC-
GAN and LR-GAN to quantify relative visual quality of the generated images. We first
generated 1000 samples from both the models. Then, we performed perfect matching be-
tween the two image sets using the Hungarian algorithm on L2 norm distance in the pixel
space. This resulted in 1000 image pairs. Some examplar pairs are shown in Fig. 5.7. For
each image pair, 9 judges are asked to choose the one that is more realistic. Based on ma-
jority voting, we find that our generated images are selected 68.4% times, compared with
31.6% times for DCGAN. This demonstrates that our model has generated more realistic
images than DCGAN. We can attribute this difference to our model’s ability to generate
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Figure 5.7: Matched pairs of generated images based on DCGAN and LR-GAN, respec-
tivedly. The odd columns are generated by DCGAN, and the even columns are generated
by LR-GAN. These are paired according to the perfect matching based on Hungarian algo-
rithm.
foreground separately from the background, enabling stronger edge cues.
In this experiment, we reduce the minimal allowed object scale to 1.1, which allows the
model to generate larger foreground objects. The results are shown in Fig. 5.8. Similar to
the results when the constraint is 1.2, the crisp bird-like masks are generated automatically
by our model.
Figure 5.8: Generation results of our model on CUB-200 when setting minimal allowed
scale to 1.1. From left to right, the blocks show the generated background images, fore-
ground images, foreground masks, foreground images carved out by masks, carved fore-
ground images after spatial transformation. The sixth and seventh blocks are final compos-
ite images and the nearest neighbor real images.
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Figure 5.9: Qualitative comparison on CIFAR-10. Top three rows are images generated
by DCGAN; Bottom three rows are by LR-GAN. From left to right, the blocks display
generated images with increasing quality level as determined by human studies.
CIFAR-10. We now qualitatively and quantitatively evaluate our model on CIFAR-10,
which contains multiple object categories and also various backgrounds.
Comparison of image generation quality: We conduct AMT studies to compare the
fidelity of image generation. Towards this goal, we generate 1000 images from DCGAN
and LR-GAN, respectively. We ask 5 judges to label each image to either belong to one
of the 10 categories or as ‘non recognizable’ or ‘recognizable but not belonging to the
listed categories’. We then assign each image a quality level between [0,5] that captures
the number of judges that agree with the majority choice. Fig. 5.9 shows the images gener-
ated by both approaches, ordered by increasing quality level. We merge images at quality
level 0 (all judges said non-recognizable) and 1 together, and similarly images at level 4
and 5. Visually, the generated samples by our model have clearer boundaries and object
structures. We also computed the fraction of non-recognizable images: Our model had a
10% absolute drop in non-recognizability rate (67.3% for ours vs. 77.7% for DCGAN). For
reference, 11.4% of real CIFAR images were categorized as non-recognizable. Fig. 5.10
Table 5.3: Quantitative comparison between DCGAN and LR-GAN on CIFAR-10.
Training Data Real Images DCGAN Ours
Inception Score† 11.18±0.18 6.64±0.14 7.17±0.07
Inception Score†† 7.23±0.09 5.69±0.07 6.11±0.06
Adversarial Accuracy 83.33±0.08 37.81±0.02 44.22 ±0.08
Adversarial Divergence 0 7.58±0.04 5.57±0.06
†Evaluated using the pre-trained Inception net as [169]
††Evaluated using the supervisedly trained classifier based on the discriminator in LR-GAN.
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Figure 5.10: Generation results of our model on cifar-10. From left to right, the blocks
are: generated background images, foreground images, foreground masks, foreground im-
ages carved out by masks, carved foregrounds after spatial transformation, final composite
images and nearest neighbor training images to the generated images.
shows more generated (intermediate) results of our model. In Fig. 5.11, we show more
results on CIFAR-10 when setting minimal allowed object scale to 1.1. The rightmost col-
umn block also shows the training images that are closest to the generated images (cosine
similarity in pixel space). We can see our model does not memorize the training data.
Quantitative evaluation on generators: We evaluate the generators based on three
metrics: 1) Inception Score; 2) Adversarial Accuracy; 3) Adversarial Divergence. blackTo
obtain a classifier model for evaluation, we remove the top layer in the discriminator used
in our model, and then append two fully connected layers on the top of it. We train this clas-
sifier using the training samples of CIFAR-10 based on the annotations. Following [169],
we generated 50,000 images based on DCGAN and LR-GAN, repsectively. We compute
two types of Inception Scores. The standard Inception Score is based on the Inception net
as in [169], and the contextual Inception Score is based on our trained classifier model. To
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Figure 5.11: Generation results of our model on cifar-10 with minimal allowed scale be
1.1, From left to right, the layout is same to Fig. 5.8.
distinguish, we denote the standard one as ‘Inception Score†’, and the contextual one as ‘In-
ception Score††’. To obtain the Adversarial Accuracy and Adversarial Divergence scores,
we train one generator on each of 10 categories for DCGAN and LR-GAN, respectively.
Then, we use these generators to generate samples of different categories. Given these
generated samples, we train the classifiers for DCGAN and LR-GAN separately. Along
with the classifier trained on the real samples, we compute the Adversarial Accuracy and
Adversarial Divergence on the real training samples. In Table 5.3, we report the Inception
Scores, Adversarial Accuracy and Adversarial Divergence for comparison. We can see that
our model outperforms DCGAN across the board. To point out, we obtan different Incep-
tion Scores based on different classifier models, which indicates that the Inception Score
varies with different models.
Quantitative evaluation on discriminators: We evaluate the discriminator as an ex-
tractor for deep representations. Specifically, we use the output of the last convolutional
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Figure 5.12: Category specific generation results of our model on CIFAR-10 categories of
horse, frog, and cat (top to bottom). The blocks from left to right are: generated background
images, foreground images, foreground masks, foreground images carved out by masks,
carved foregrounds after spatial transformation and final composite images.
layer in the discriminator as features. We perform a 1-NN classification on the test set
given the full training set. Cosine similarity is used as the metric. On the test set, our
model achieves 62.09%±0.01% compared to DCGAN’s 56.05%±0.02%.
Category specific models: The objects in CIFAR-10 exhibit huge variability in shapes.
That can partly explain why some of the generated shapes are not as compelling in Fig. 5.10.
To test this hypothesis, we reuse the generators trained for each of 10 categories used in
our metrics to obtain the generation results. Fig. 5.12 shows results for categories ‘horse’,
‘frog’ and ‘cat’. We can see that the model is now able to generate object-specific appear-
ances and shapes, similar in vein to our results on the CUB-200 dataset.
Contextual generation: We also show the efficacy of our approach to generate di-
verse foregrounds conditioned on fixed background. The results in Fig. 5.13 in Appendix
showcase that the foreground generator generates objects that are compatible with the back-
ground. This indicates that the model has captured contextual dependencies between the
image layers.
Walking in the latent space: Similar to DCGAN, we also show results by walking
in the latent space. Note that our model has two or more inputs. So we can walk along
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Figure 5.13: Walking in the latent foreground space by fixing backgrounds in our model
on cifar-10. From left to right, the blocks are: generated background images, foreground
images, foreground masks, foreground images carved out by masks, carved out foreground
images after spatial transformation, and final composite images. Each row has the same
background, but different foregrounds.
any of them or their combination. In Fig. 5.13, we generate multiple foregrounds for the
same fixed generated background. We find that our model consistently generates contextu-
ally compatible foregrounds. For example, for the grass-like backgrounds, the foreground
generator generates horses and deer, and airplane-like objects for the blue sky.
Figure 5.14: Statistics of annotations in human studies on cifar-10. Left to right: word
cloud for real images, images generated by DCGAN, images generated by LR-GAN.
Word cloud based on human study: As we mentioned above, we conducted human
studies on cifar-10. Besides asking people to select a name from a list for an image, we
also conducted another human study where we ask people to use one word (free-form)
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to describe the main object in the image. Each image was ‘named’ by 5 unique people.
We generate word clouds for real images, images generated by DCGAN and LR-GAN, as
shown in Fig. 5.14.
5.5.2 Importance of Transformations
Figure 5.15: Generation results from an ablated LR-GAN model without affine transforma-
tions. From top to bottom, the block rows correspond to different datasets: MNIST-ONE,
CUB-200, CIFAR-10. From left to right, the blocks show generated background images,
foreground images, foreground masks, and final composite images. For comparison, the
rightmost column block shows final generated images from a non-ablated model with affine
transformations.
Fig. 5.15 shows results from an ablated model without affine transformations in the
foreground layers, and compares the results with the full model that does include these
transformations. We note that one significant problem emerges that the decompositions
are degenerate, in the sense that the model is unable to break the symmetry between fore-
ground and background layers, often generating object appearances in the model’s back-
ground layer and vice versa. For CUB-200, the final generated images have some blendings
between foregrounds and backgrounds. This is particularly the case for those images with-
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Figure 5.16: Generation results from an ablated LR-GAN model without mask generator.
The block rows correspond to different datasets (from top to bottom: MNIST-ONE, CUB-
200, CIFAR-10). From left to right, the blocks show generated background images, fore-
ground images, transformed foreground images, and final composite images. For compar-
ison, the rightmost column block shows final generated images from a non-ablated model
with mask generator.
out bird-shape masks. For CIFAR-10, a number of generated masks are inverted. In this
case, the background images are carved out as the foreground objects. The foreground
generator takes almost all the duty to generate the final images, which make it harder to
generate images as clear as the model with transformation. From these comparisons, we
qualitatively demonstrate the importance of modeling transformations in the foreground
generation process. Another merit of using transformation is that the intermediate outputs
of the model are more interpretable and faciliate to the downstreaming tasks, such as scene
paring, which is demonstrated in Section 5.5.6.
5.5.3 Importance of Shapes
We perform another ablation study by removing the mask generator to understand the im-
portance of modeling object shapes. In this case, the generated foreground is simply pasted
on top of the generated background after being transformed. There is no alpha blend-
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ing between the foregrounds and backgrounds. The generation results for three datasets,
MNIST-ONE, CUB-200, CIFAR-10 are shown in Fig. 5.16. As we can see, though the
model works well for the generation of MNIST-ONE, it fails to generate reasonable images
across the other datasets. Particularly, the training does not even converge for CUB-200.
Based on these results, we qualitatively demonstrate that mask generator in our model is
fairly important to obtain plausible results, especially for realistic images.
5.5.4 Results on LFW face dataset
Figure 5.17: Generation results of our model on LFW. From left to right, the blocks are:
generated background images, foreground images, foreground masks, carved out fore-
ground images after spatial transformation, and final composite images.
We conduct experiment on face images in LFW dataset [195]. Different from previous
works which work on cropped and aligned faces, we directly generate the original images
which contains a large portion of backgrounds. This configuration helps to verify the effi-
ciency of LR-GAN to model the object appearance, shape and pose. In Fig. 5.17, we show
the (intermediate) generation results of LR-GAN. Surprisingly, without any supervisions,
the model generated background and faces in separate steps, and the generated masks ac-
curately depict face shapes. Moreover, the model learns where to place the generated faces
so that the whole image looks natural. For comparison, please refer to [174] which does
not model the transformation. We can find the generation results degrade much.
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5.5.5 Statistics on Transformation Matrices
In this part, we analyze the statistics on the transformation matrices generated by our model
for different datasets, including MNIST-ONE, CUB-200, CIFAR-10 and LFW. We used
affine transformation in our model. So there are 6 parameters, scaling in the x coordinate
(sx), scaling in the y coordinate (sy), translation in the x coordinate (tx), translation in the
y coordinate (ty), rotation in the x coordinate (rx) and rotation in the y coordinate (ry). In
Fig. 5.18, we show the histograms on different parameters for different datasets.These his-
tograms show that the model produces non-trivial varied scaling, translation and rotation
on all datasets. For different datasets, the learned transformation have different patterns.
We hypothesize that this is mainly determined by the configurations of objects in the im-
ages. For example, on MNIST-ONE, all six parameters have some fluctuations since the
synthetic dataset contains digits randomly placed at different locations. For the other three
datasets, the scalings converge to single value since the object sizes do not vary much, and
the variations on rotation and translation suffice to generate realistic images. Specifically,
we can find the generator largely relies on the translation on x coordinate for generating
CUB-200. This makes sense since birds in the images have similar scales, orientations but
various horizontal locations. For CIFAR-10, since there are 10 different object categories,
the configurations are more diverse, hence the generator uses all parameters for genera-
tion except for the scaling. For LFW, since faces have similar configurations, the learned
transformations have less fluctuation as well. As a result, we can see that LR-GAN indeed
models the transformations on the foreground to generate images.
5.5.6 Conditional Image Generation
Considering our model can generate object-like masks (shapes) for images, we conducted
an experiment to evaluate whether our model can be potentially used for image segmen-
tation and object detection. We make some changes to the model. For the background
generator, the input is a real image instead of a random vector. Then the image is passed
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Figure 5.18: Histograms of transformation parameters learnt in our model for different
datasets. From left to right, the datasets are: MNIST-ONE, CUB-200, CIFAR-10 and
LFW. From top to bottom, they are scaling sx, sy, translation tx, ty, and rotation rx, ry in x
and y coordinate, respectively.
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through an encoder to extract the hidden features, which replaces the random vector z0 and
are fed to the background generator. For the foreground generator, we subtract the image
generated by the background generator from the input image to obtain a residual image.
Then this residual image is fed to the same encoder to get the hidden features, which are
used as the input for foreground generator. In our conditional model, we want to recon-
struct the image, so we add a reconstruction loss along with the adversarial loss. We train
this conditional model on CIFAR-10. The (intermediate) outputs of the model is shown in
Fig. 5.19. Interestingly, the model successfully learned to decompose the input images into
background and foreground. The background generator tends to do an image inpainting by
generating a complete background without object, while the foreground generator works
as a segmentation model to get object mask from the input image.
Similarly, we also run the conditional LR-GAN on LFW dataset. As we can see in
Fig. 5.19, the foreground generator automatically and consistently learned to generate the
face regions, even though there are large portion of background in the input images. In
other words, the conditional LR-GAN successfully learned to detection faces in images.
We suspect this success is due to that it has low cost for the generator to generate similar
images, and thus converge to the case that the first generator generate background, and the
second generator generate face images.
5.6 Discussion
In this chapter, we proposed a layered recursive image generation method. Unlike previ-
ous work, we explicitly exploit the structure in images and disentangle the process into
background and foreground generation separately. The generated background and fore-
grounds are then combined to the final image by considering the spatial relationships. We
also proposed two new evaluation metrics, adversarial divergence and adversarial accuracy
to evaluate the quality of generated images. In the experiments, we demonstrated that our
generated images have higher quality in terms of automatic metrics and human studies.
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Figure 5.19: Conditional generation results on cifar-10 and LFW. From left to right, the
blocks are: real images, generated background images, foreground images, foreground
masks, foreground images carved out by masks, carved foreground images after spatial






REASON ON OBJECT ENTITIES FOR IMAGE CAPTIONING
In this chapter, I will discuss about how we make use of the image-level structure for image
captioning. As a description of image content, image caption is aimed at describing the im-
age with a compact but comprehensive sentence. As such, an image caption usually cover
a number of object entities in the image. Recently, most of image captioning models still
reply on the holistic image representation to generate an image captioning. In this work,
we resort to a more fine-grained and structured representation of an image and perform
reasoning on top of this structured representation for image captioning. Specifically, we
extract the object entities from a given image, and then use a slot-fitting method to deter-
mine whether and which object entity should be inserted in the blank of a sentence. This
way, we disentangle the image captioning into two separate parts, one for structured visual
understanding and one for reasoning for generating the caption. Our experiments show that
the proposed image captioning model not only outperforms previous work but also achieve
a good generalization ability to novel scenarios.
6.1 Introduction
Image captioning is a challenging problem that lies at the intersection of computer vision
and natural language processing. It involves generating a natural language sentence that
accurately summarizes the contents of an image. Image captioning is also an important
first step towards real-world applications with significant practical impact, ranging from
aiding visually impaired users to personal assistants to human-robot interaction [16, 196].
State-of-art image captioning models today tend to be monolithic neural models, es-
sentially of the “encoder-decoder” paradigm. Images are encoded into a vector with a
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Figure 6.1: Example captions generated by (a) Baby Talk [202], (c) neural image cap-
tioning [203] and (b) our Neural Baby Talk approach. Our method generates the sentence
“template” with slot locations (illustrated with filled boxes) explicitly tied to image regions
(drawn in the image in corresponding colors). These slots are then filled by object detectors
with concepts found in regions.
Recurrent Neural Network (RNN), with the entire system trained end-to-end. While there
are many recent extensions of this basic idea to include attention [34, 197, 198, 199, 200],
it is well-understood that models still lack visual grounding (i.e., do not associate named
concepts to pixels in the image). They often tend to ‘look’ at different regions than humans
would and tend to copy captions from training data [201].
For instance, in Fig. 6.1 a neural image captioning approach [203] describes the image
as “A dog is sitting on a couch with a toy.” This is not quite accurate. But if one were to
really squint at the image, it (arguably) does perhaps look like a scene where a dog could
be sitting on a couch with a toy. It certainly is common to find dogs sitting on couches with
toys. A-priori, the description is reasonable. That’s exactly what today’s neural captioning
models tend to do – produce generic plausible captions based on the language model1 that
match a first-glance gist of the scene. While this may suffice for common scenes, images
1frequently, directly reproduced from a caption in the training data.
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A teddy bear sitting on a table
with a plate of food.
A person is sitting at a table
with a sandwich.
A close up of a stuffed animal
on a plate.
A Mr. Ted sitting at a table with
a pie and a cup of coffee.
Figure 6.2: From left to right is the generated caption using the same captioning model but
with different detectors: 1) No detector; 2) A weak detector that only detects “person” and
“sandwich”; 3) A detector trained on COCO [71] categories (including “teddy bear”). 4) A
detector that can detect novel concepts (e.g. “Mr. Ted” and “pie” that never occurred in the
captioning training data). Different colors show a correspondence between the visual word
and grounding regions.
that differ from canonical scenes – given the diversity in our visual world, there are plenty
of such images – tend to be underserved by these models.
If we take a step back – do we really need the language model to do the heavy lifting in
image captioning? Given the unprecedented progress we are seeing in object recognition2
(e.g., object detection, semantic segmentation, instance segmentation, pose estimation), it
seems like the vision pipeline can certainly do better than rely on just a first-glance gist of
the scene. In fact, today’s state-of-the-art object detectors can successfully detect the table
and cake in the image in Fig. 6.1(c)! The caption ought to be able to talk about the table
and cake actually detected as opposed to letting the language model hallucinate a couch
and a toy simply because that sounds plausible.
Interestingly, some of the first attempts at image captioning [204, 202, 205, 206] –
before the deep learning “revolution” – relied heavily on outputs of object detectors and
attribute classifiers to describe images. For instance, consider the output of Baby Talk [202]
in Fig. 6.1, that used a slot filling approach to talk about all the objects and attributes found
in the scene via a templated caption. The language is unnatural but the caption is very much
grounded in what the model sees in the image. Today’s approaches fall at the other extreme
on the spectrum – the language generated by modern neural image captioning approaches
2e.g., 11% absolute increase in average precision in object detection in the COCO challenge in the last
year.
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is much more natural but tends to be much less grounded in the image.
In this paper, we introduce Neural Baby Talk that reconciles these methodologies. It
produces natural language explicitly grounded in entities found by object detectors. It is a
neural approach that generates a sentence “template” with slot locations explicitly tied to
image regions. These slots are then filled by object recognizers with concepts found in the
regions. The entire approach is trained end-to-end. This results in natural sounding and
grounded captions.
Our main technical contribution is a novel neural decoder for grounded image caption-
ing. Specifically, at each time step, the model decides whether to generate a word from
the textual vocabulary or generate a “visual” word. The visual word is essentially a to-
ken that will hold the slot for a word that is to describe a specific region in the image.
For instance, for the image in Fig. 6.1, the generated sequence may be “A <region−17>
is sitting at a <region−123> with a <region−3>.” The visual words (<region−[.]>’s)
are then filled in during a second stage that classifies each of the indicated regions (e.g.,
<region−17>→puppy,<region−123>→table), resulting in a final description of “A puppy
is sitting at a table with a cake.” – a free-form natural language description that is grounded
in the image. One nice feature of our model is that it allows for different object detectors to
be plugged in easily. As a result, a variety of captions can be produced for the same image
using different detection backends. See Fig. 6.2 for an illustration.
Contributions: Our contributions are as follows:
• We present Neural Baby Talk – a novel framework for visually grounded image cap-
tioning that explicitly localizes objects in the image while generating free-form nat-
ural language descriptions.
• Ours is a two-stage approach that first generates a hybrid template that contains a
mix of (text) words and slots explicitly associated with image regions, and then fills
in the slots with (text) words by recognizing the content in the corresponding image
regions.
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• We propose a robust image captioning task to benchmark compositionality of image
captioning algorithms where at test time the model encounters images containing
known objects but in novel combinations (e.g., the model has seen dogs on couches
and people at tables during training, but at test time encounters a dog at a table).
Generalizing to such novel compositions is one way to demonstrate image grounding
as opposed to simply leveraging correlations from training data.
• Our proposed method achieves state-of-the-art performance on COCO and Flickr30k
datasets on the standard image captioning task, and significantly outperforms existing
approaches on the robust image captioning and novel object captioning tasks.
6.2 Background
Some of the earlier approaches generated templated image captions via slot-filling. For in-
stance, Kulkarni et al. [202] detect objects, attributes, and prepositions, jointly reason about
these through a CRF, and finally fill appropriate slots in a template. Farhadi et al.[204]
compute a triplet for a scene, and use this templated “meaning” representation to retrieve
a caption from a database. [205, 206] use more powerful language templates such as a
syntactically well-formed tree. These approaches tend to either produce captions that are
relevant to the image but not natural sounding, or captions that are natural (e.g.retrieved
from a database of captions) but may not be sufficiently grounded in the image.
Neural models for image captioning have been receiving increased attention in the last
few years [207, 208, 209, 210, 211, 203]. State-of-the-art neural approaches include at-
tention mechanisms [34, 197, 198, 199, 200, 212, 37] that identify regions in the image to
“ground” emitted words. In practice, these attention regions tend to be quite blurry, and
rarely correspond to semantically meaningful individual entities (e.g., objects instances)
in the image. Our approach grounds words in object detections, which by design identify
concrete semantic entities (object instances) in the image.
There has been some recent interest in grounding natural language in images. Dense
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Captioning [213] generates descriptions for specific image regions. In contrast, our model
produces captions for the entire image, with words grounded in concrete entities in the im-
age. Another related line of work is on resolving referring expressions [214] (or description-
based object retrieval [215, 216, 217, 218] – given a description of an object in the image,
identify which object is being referred to) or referring expression generation [214, 219,
220, 221] (given an object in the image, generate a discriminative description of the ob-
ject). While the interest in grounded language is in common, our task is different.
One natural strength of our model is its ability to incorporate different object detec-
tors, including the ability to generate captions with novel objects (never seen before in
training captions). In that context, our work is related to prior works on novel object cap-
tioning [222, 223, 224, 225]. As we describe in Sec. 6.4.3, our method outperforms these
approaches by 14.6% on the averaged F1 score.
6.3 Method
Given an image I , the goal of our method is to generate visually grounded descriptions
y = {y1, . . . , yT}. Let rI = {r1, ..., rN} be the set of N images regions extracted from I .
When generating an entity word in the caption, we want to ground it in a specific image
region r ∈ rI . Following the standard supervised learning paradigm, we learn parameters
θ of our model by maximizing the likelihood of the correct caption:











where we drop the dependency on model parameters to avoid notational clutter. We
introduce a latent variable rt to denote a specific image region so that yt can explicitly
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ground in it. Thus the probability of yt is decomposed to:
p(yt|y1:t−1, I) = p(yt|rt,y1:t−1, I)p(rt|y1:t−1, I) (6.3)
In our framework, yt can be of one of two types: a visual word or a textual word,
denoted as yvis and ytxt respectively. A visual word yvis is a type of word that is grounded
in a specific image region drawn from rI . A textual word ytxt is a word from the remainder
of the caption. It is drawn from the language model , which is associated with a “default”
sentinel “region” r̃ obtained from the language model [200] (discussed in Sec. 6.3.1). For
example, as illustrated in Fig. 7.1, “puppy” and “cake” grounded in the bounding box of
category “dog” and “cake” respectively, are visual words. While “with” and “sitting” are
not associated with any image regions and thus are textual words.
With this, Eq. 6.1 can be decomposed into two cascaded objectives. First, maximizing
the probability of generating the sentence “template”. A sequence of grounding regions
associated with the visual words interspersed with the textual words can be viewed as
a sentence “template”, where the grounding regions are slots to be filled in with visual
words.3 An example template (Fig. 6.3) is “A <region−2> is laying on the <region−4>
near a <region−7>. Second, maximizing the probability of visual words yvist conditioned
on the grounding regions and object detection information, e.g., categories recognized by
detector. In the template example above, the model will fill the slots with ‘cat’, ‘laptop’
and ‘chair’ respectively.
In the following, we first describe how we generate the slotted caption template (Sec. 6.3.1),
and then how the slots are filled in to obtain the final image description (Sec. 6.3.2).
The overall objective function is described in Sec. 6.3.3 and the implementation details
in Sec. 6.3.4.
3Our approach is not limited to any pre-specified bank of templates. Rather, our approach automatically
generates a template (with placeholders – slots – for visually grounded words), which may be any one of the
exponentially many possible templates.
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A cat is laying on the

































Figure 6.3: One block of the proposed approach. Given an image, proposals from any
object detector and current word “A”, the figure shows the process to predict the next visual
word “cat”.
6.3.1 “Slotted” Caption Template Generation
Given an image I , and the corresponding caption y, the candidate grounding regions are
obtained by using a pre-trained Faster-RCNN network [51]. To generate the caption “tem-
plate”, we use a recurrent neural network, which is commonly used as the decoder for
image captioning [208, 210]. At each time step, we compute the RNN hidden state ht ac-
cording to the previous hidden state ht−1 and the input xt such that ht = RNN(xt,ht−1).
At training time, xt is the ground truth token (teacher forcing) and at test time is the sam-
pled token yt−1. Our decoder consists of an attention based LSTM layer [212] that takes
convolution feature maps as input. Details can be found in Sec. 6.3.4. To generate the “slot”
for visual words, we use a pointer network [226] that modulates a content-based attention
mechanism over the grounding regions. Let vt ∈ Rd×1 be the region feature of rt, which
is calculated based on Faster R-CNN. We compute the pointing vector with:
uti = w
T
h tanh(Wvvt +Wzht) (6.4)
P trI = softmax(u
t) (6.5)
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whereWv ∈ Rm×d,Wz ∈ Rd×d andwh ∈ Rd×1 are parameters to be learned. The softmax
normalizes the vector ut to be a distribution over grounding regions rI .
Since textual words ytxtt are not tied to specific regions in the image, inspired by [200],
we add a “visual sentinel” r̃ as a latent variable to serve as dummy grounding for the textual
word. The visual sentinel can be thought of as a latent representation of what the decoder
already knows about the image. The probability of a textual word ytxtt then is:
p(ytxtt |y1:t−1) = p(ytxtt |r̃,y1:t−1)p(r̃|y1:t−1) (6.6)
where we drop the dependency on I to avoid clutter.
We first describe how the visual sentinel is computed, and then how the textual words
are determined based on the visual sentinel. Following [200], when the decoder RNN is an
LSTM [227], the representation for visual sentinel st can be obtained by:
gt = σ (Wxxt +Whht−1) (6.7)
st = gt  tanh (ct) (6.8)
where Wx ∈ Rd×d, Wh ∈ Rd×d. xt is the LSTM input at time step t, and gt is the gate
applied on the cell state ct.  represents element-wise product, σ the logistic sigmoid
activation. Modifying Eq. 6.5, the probability over the grounding regions including the
visual sentinel is:
P tr = softmax([u
t;wTh tanh(Wsst +Wzht)]) (6.9)
where Ws ∈ Rd×d and Wz ∈ Rd×d are the parameters. Notably, Wz and wh are the same
parameters as in Eq. 6.4. P tr is the probability distribution over grounding regions rI and
visual sentinel r̃. The last element of the vector in Eq. 6.9 captures p(r̃|y1:t−1).
We feed the hidden state ht into a softmax layer to obtain the probability over textual
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words conditioned on the image, all previous words, and the visual sentinel:
P ttxt = softmax (Wqht) (6.10)
where Wq ∈ RV×d, d is hidden state size, and V is textual vocabulary size. Plugging in
Eq. 6.10 and p(r̃|y1:t−1) from the last element of the vector in Eq. 6.9 into Eq. 6.6 gives us
the probability of generating a textual word in the template.
6.3.2 Caption Refinement: Filling in The Slots
To fill the slots in the generated template with visual words grounded in image regions, we
leverage the outputs of an object detection network. Given a grounding region, the category
can be obtained through any detection framework [51]. But outputs of detection networks
are typically singular coarse labels e.g.“dog”. Captions often refer to these entities in a
fine-grained fashion e.g.“puppy” or in the plural form “dogs”. In order to accommodate for
these linguistic variations, the visual word yvis in our model is a refinement of the category
name by considering the following two factors: First, determine the plurality – whether it
should be singular or plural. Second, determine the fine-grained class (if any). Using two
single layer MLPs with ReLU activation f(·), we compute them with:
P tb = softmax (Wbfb ([vt;ht])) (6.11)





Wb ∈ R2×d, Wg ∈ R300×d are the weight parameters. U ∈ R300×k is the glove vector
embeddings [pennington2014glove] for k fine-grained words associated with the category
name. The visual word yvist is then determined by plurality and fine-grained class (e.g., if
plurality is plural, and the fine-grained class is “puppy”, the visual word will be “puppies”).
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6.3.3 Objective
Most standard image captioning datasets (e.g.COCO [71]) do not contain phrase ground-
ing annotations, while some datasets do (e.g.Flickr30k [215]). Our training objective (pre-
sented next) can incorporate different kinds of supervision – be it strong annotations in-
dicating which words in the caption are grounded in which boxes in the image, or weak
supervision where objects are annotated in the image but are not aligned to words in the
caption. Given the target ground truth caption y∗1:T and a image captioning model with























Averaged target region probability
) (6.13)
where y∗t is the word from the ground truth caption at time t. 1(y∗t=ytxt) is the indicator func-




t are the target ground
truth plurality and find-grained class. {rit}mi=1 ∈ rI are the target grounding regions of the
visual word at time t. We maximize the averaged log probability of the target grounding
regions.
Visual word extraction. During training, visual words in a caption are dynamically
identified by matching the base form of each word (using the Stanford lemmatization tool-
box [manning-EtAl:2014:P14-5]) against a vocabulary of visual words (details of how to
get visual word can be found in dataset Sec. 6.4). The grounding regions {rit}mi=1 for a vi-
sual word yt is identified by computing the IoU of all boxes detected by the object detection
network with the ground truth bounding box associated with the category corresponding to
yt. If the score exceeds a threshold of 0.5 and the grounding region label matches the visual
word, the bounding boxes are selected as the grounding regions. E.g., given a target visual
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word “cat”, if there are no proposals that match the target bounding box, the model predicts
the textual word “cat” instead.
6.3.4 Implementation Details
Detection model. We use Faster R-CNN [51] with ResNet-101 [9] to obtain region pro-
posals for the image. We use an IoU threshold of 0.7 for region proposal suppression and
0.3 for class suppressions. A class detection confidence threshold of 0.5 is used to select
regions.
Region feature. We use a pre-trained ResNet-101 [he2015deep] in our model. The
image is first resized to 576× 576 and we random crop 512× 512 as the input to the CNN
network. Given proposals from the pre-trained detection model, the feature vi for region i
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is the glove vector embedding of the class label for region i. Let xmin, ymin, xmax, ymax be
the bounding box coordinates of the region b; WI and HI be the width and height of the













] into another embedding space.
Language model. We use an attention model with two LSTM layers [37] as our base
attention model. Given N region features from detection proposals V = {v1, . . . ,vN} and
CNN features from the last convolution layer at K grids V̂ = {v̂1, . . . , v̂K}, the language
model has two separate attention layers shown in Fig 6.4. The attention distribution over










where Wv ∈ Rm×d, Wg ∈ Rd×d and w ∈ Rd×1. 1 ∈ RN is a vector with all elements set










{ -"), … -"0} {"), … "2}
Figure 6.4: Language model used in our approach.
Training details. In our experiments, we use a two layer LSTM with hidden size 1024.
The number of hidden units in the attention layer and the size of the input word embedding
are 512. We use the Adam [228] optimizer with an initial learning rate of 5 × 10−4 and
anneal the learning rate by a factor of 0.8 every three epochs. We train the model up to 50
epochs with early stopping. Note that we do not finetune the CNN network during training.
We set the batch size to be 100 for COCO [71] and 50 for Flickr30k [215].
6.4 Experimental Results
Datasets. We experiment with two datasets. Flickr30k Entities [215] contains 275,755
bounding boxes from 31,783 images associated with natural language phrases. Each image
is annotated with 5 crowdsourced captions. For each annotated phrase in the caption, we
identify visual words by selecting the inner most NP (noun phrase) tag from the Stanford
part-of-speech tagger [229].We use Stanford Lemmatization Toolbox [230] to get the base
form of the entity words resulting in 2,567 unique words.
COCO [71] contains 82,783, 40,504 and 40,775 images for training, validation and
testing respectively. Each image has around 5 crowdsourced captions. Unlike Flickr30k
Entities, COCO does not have bounding box annotations associated with specific phrases
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A cat is standing on a sign
that says “UNK”.
A young boy with blond-hair and
a blue shirt is eating a chocolate
A band is performing on a 
stage.
A dog is laying in the grass
with a Frisbee.
A bride and groom cutting a
cake together.
A little girl holding a cat in 
her hand.
Two people are sitting on a 
boat in the water.
A woman sitting on a boat
in the water.
Figure 6.5: Generated captions and corresponding visual grounding regions on the standard
image captioning task (Top: COCO, Bottom: Flickr30k). Different colors show a corre-
spondence between the visual words and grounding regions. Grey regions are the proposals
not selected in the caption. First 3 columns show success and last column shows failure
cases (words are grounded in the wrong region).
Method BLEU1 BLEU4 METEOR CIDEr SPICE
Hard-Attention [Xu2015show] 66.9 19.9 18.5 - -
ATT-FCN [198] 64.7 23.0 18.9 - -
Adaptive [200] 67.7 25.1 20.4 53.1 14.5
NBT 69.0 27.1 21.7 57.5 15.6
NBToracle 72.0 28.5 23.1 64.8 19.6
Table 6.1: Performance on the test portion of Karpathy et al. [203]’s splits on Flickr30k
Entities dataset.
or entities in the caption. To identify visual words, we manually constructed an object
category to word mapping that maps object categories like <person> to a list of potential
fine-grained labels like [“child”, “baker”, ...]. This results in 80 categories with a total of
413 fine-grained classes. See supp. for details.
Detector pre-training. We use open an source implementation [73] of Faster-RCNN
[51] to train the detector. For Flickr30K Entities, we use visual words that occur at least 100
times as detection labels, resulting in a total of 460 detection labels. Since detection labels
and visual words have a one-to-one mapping, we do not have fine-grained classes for the
Flickr30K Entities dataset – the caption refinement process only determines the plurality of
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Method BLEU1 BLEU4 METEOR CIDEr SPICE
Adaptive [200] 74.2 32.5 26.6 108.5 19.5
Att2in [212] - 31.3 26.0 101.3 -
Up-Down [37] 74.5 33.4 26.1 105.4 19.2
Att2in∗ [212] - 33.3 26.3 111.4 -
Up-Down† [37] 79.8 36.3 27.7 120.1 21.4
NBT 75.5 34.7 27.1 107.2 20.1
NBToracle 75.9 34.9 27.4 108.9 20.4
Table 6.2: Performance on the test portion of Karpathy et al. [203]’s splits on COCO
dataset. ∗ directly optimizes the CIDEr Metric, † uses better image features, and are thus
not directly comparable.
detection labels. For COCO, ground truth detection annotations are used to train the object
detector.
Caption pre-processing. We truncate captions longer than 16 words for both COCO
and Flickr30k Entities dataset. We then build a vocabulary of words that occur at least
5 times in the training set, resulting in 9,587 and 6,864 words for COCO and Flickr30k
Entities, respectively.
6.4.1 Standard Image Captioning
For standard image captioning, we use splits from Karpathy et al. [203] on COCO/Flickr30k.
We report results using the COCO captioning evaluation toolkit [71], which reports the
widely used automatic evaluation metrics, BLEU [231], METEOR [232], CIDEr [233] and
SPICE [234].
We present our methods trained on different object detectors: Flickr and COCO. We
compare our approach (referred to as NBT) to recently proposed Hard-Attention [34], ATT-
FCN [198] and Adaptive [lu] on Flickr30k, and Att2in [212], Up-Down [37] on COCO.
Since object detectors have not yet achieved near-perfect accuracies on these datasets, we
also report the performance of our model under an oracle setting, where the ground truth
object region and category is also provided during test time. (referred to as NBToracle) This
can be viewed as the upper bound of our method when we have perfect object detectors.
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A cat laying on the floor next 
to a remote control.
A man sitting on a bench next 
to a bird.
A dog is standing on a skateboard
in the grass.
A bird sitting on a branch in a 
tree.
Figure 6.6: Generated captions and corresponding visual grounding regions for the robust
image captioning task. “cat-remote”, “man-bird”, “dog-skateboard” and “orange-bird” are
co-occurring categories excluded in the training split. First 3 columns show success and
last column shows failure case (orange was not mentioned).
Method BLEU4 METEOR CIDEr SPICE Accuracy
Att2in [212] 31.5 24.6 90.6 17.7 39.0
Up-Down [37] 31.6 25.0 92.0 18.1 39.7
NBT 31.7 25.2 94.1 18.3 42.4
NBToracle 31.9 25.5 95.5 18.7 45.7
Table 6.3: Performance on the test portion of the robust image captioning split on COCO
dataset.
Table 6.1 shows results on the Flickr30k dataset. We see that our method achieves
state of the art on all automatic evaluation metrics, outperforming the previous state-of-
art model Adaptive [200] by 2.0 and 4.4 on BLEU4 and CIDEr. When using ground truth
proposals, NBToracle significantly outperforms previous methods, improving 5.1 on SPICE,
which implies that our method could further benefit from improved object detectors.
Table 6.2 shows results on the COCO dataset. Our method outperforms 4 out of 5 auto-
matic evaluation metrics compared to the state of the art [212, 200, 37] without using better
visual features or directly optimizing the CIDEr metric. Interestingly, the NBToracle has lit-
tle improvement over NBT. We suspect the reason is that explicit ground truth annotation is
absent for visual words. Our model can be further improved with explicit co-reference su-
pervision where the ground truth location annotation of the visual word is provided. Fig. 6.5
shows qualitative results on both datasets. We see that our model learns to correctly identify
the visual word, and ground it in image regions even under weak supervision (COCO). Our
model is also robust to erroneous detections and produces correct captions (3rd column).
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A zebra that is standing in the
dirt.
A little girl wearing a helmet 
and holding a tennis racket.
A woman standing in front of
a red bus.
A plate of food with a bottle
and a cup of beer.
Figure 6.7: Generated captions and corresponding visual grounding regions for the novel
object captioning task. “zebra”, “tennis racket”, “bus” and “pizza” are categories excluded
in the training split. First 3 columns show success and last column shows a failure case.
Out-of-Domain Test Data
Method bottle bus couch microwave pizza racket suitcase zebra Avg SPICE METEOR CIDEr
DCC [222] 4.6 29.8 45.9 28.1 64.6 52.2 13.2 79.9 39.8 13.4 21.0 59.1
NOC [223] 17.8 68.8 25.6 24.7 69.3 68.1 39.9 89.0 49.1 - 21.4 -
C-LSTM [224] 29.7 74.4 38.8 27.8 68.2 70.3 44.8 91.4 55.7 - 23.0 -
Base+T4 [225] 16.3 67.8 48.2 29.7 77.2 57.1 49.9 85.7 54.0 15.9 23.3 77.9
NBT∗+G 7.1 73.7 34.4 61.9 59.9 20.2 42.3 88.5 48.5 15.7 22.8 77.0
NBT†+G 14.0 74.8 42.8 63.7 74.4 19.0 44.5 92.0 53.2 16.6 23.9 84.0
NBT†+T1 36.2 77.7 43.9 65.8 70.3 19.8 51.2 93.7 57.3 16.7 23.9 85.7
NBT†+T2 38.3 80.0 54.0 70.3 81.1 74.8 67.8 96.6 70.3 17.4 24.1 86.0
Table 6.4: Evaluation of captions generated using the proposed method. G means greedy
decoding, and T1−2 means using constrained beam search [225] with 1−2 top detected
concepts. ∗ is the result using VGG-16 [103] and † is the result using ResNet-101.
6.4.2 Robust Image Captioning
To quantitatively evaluate image captioning models for novel scene compositions, we present
a new split of the COCO dataset, called the robust-COCO split. This new split is created
by re-organizing the train and val splits of the COCO dataset such that the distribution of
co-occurring objects in train is different from test. We also present a new metric to evaluate
grounding.
Robust split. To create the new split, we first identify entity words that belong to the 80
COCO object categories by following the same pre-processing procedure. For each image,
we get a list of object categories that are mentioned in the caption. We then calculate the
co-occurrence statistics for these 80 object categories. Starting from the least co-occurring
category pairs, we greedily add them to the test set and ensure that for each category, at
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least half the instances of each category are in the train set. As a result, there are suf-
ficient examples from each category in train, but at test time we see novel compositions
(pairs) of categories. Remaining images are assigned to the training set. The final split has
110,234/3,915/9,138 images in train/val/test respectively.
Evaluation metric. To evaluate visual grounding on the robust-COCO split, we want a
metric that indicates whether or not a generated caption includes the new object combina-
tion. Common automatic evaluation metrics such as BLEU [231] and CIDEr [233] measure
the overall sentence fluency. We also measure whether the generated caption contains the
novel co-occurring categories that exist in the ground truth caption. A generated caption
is deemed 100% accurate if it contains at least one mention of the compositionally novel
category-pairs in any ground truth annotation that describe the image.
Results and analysis. We compare our method with state of the art Att2in [212] and
Up-Down [37]. These are implemented using the open source implementation from [235]
that can replicate results on Karpathy’s split. We follow the experimental setting from
[212] and train the model using the robust-COCO train set. Table 6.3 shows the results
on the robust-COCO split. As we can see, all models perform worse on the robust-COCO
split than the Karpathy’s split by 2∼3 points in general. Our method outperforms the
previous state of the art methods on all metrics, outperforming Up-Down [37] by 2.7 on
the proposed metric. The oracle setting (NBToracle) has consistent improvements on all
metrics, improving 3.3 on the proposed metric.
Fig. 6.6 shows qualitative results on the robust image captioning task. Our model suc-
cessfully produces a caption with novel compositions, such as “cat-remote”, “man-bird”
and “dog-skateboard” to describe the image. The last column shows failure cases where
our model didn’t select “orange” in the caption. We can force our model to produce a cap-
tion containing “orange” and “bird” using constrained beam search [225], further illustrated
in Sec. 6.4.3.
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6.4.3 Novel Object Captioning
Since our model directly fills the “slotted” caption template with the concept, it can seam-
lessly generate descriptions for out-of-domain images. We replicated an existing experi-
mental design [222] on COCO which excludes all the image-sentence pairs that contain at
least one of eight objects in COCO. The excluded objects are ‘bottle’, “bus”, “couch”, “mi-
crowave”, “pizza”, “racket”, “suitcase” and “zebra”. We follow the same splits for training,
validation, and testing as in prior work [222]. We use Faster R-CNN in conjunction with
ResNet-101 which is pre-trained on COCO train split as the detection model. Note that
we do not pre-train the language model using COCO captions as in [222, 223, 224], and
simply replace the novel object’s word embedding with an existing one which belongs to
the same super-category in COCO (e.g., bus← car).
Following [225], the test set is split into in-domain and out-of-domain subsets. We
report F1 as in [222], which checks if the specific excluded object is mentioned in the gen-
erated caption. To evaluate the quality of the generated caption, we use SPICE, METEOR
and CIDEr metrics and the scores on out-of-domain test data are macro-averaged across
eight excluded categories. For consistency with previous work [37], the inverse document
frequency statistics used by CIDEr are determined across the entire test set.
As illustrated in Table 6.4, simply using greedy decoding, our model (NBT∗+G) can
successfully caption novel concepts with minimum changes to the model. When using
ResNet-101 and constrained beam search [225], our model significantly outperforms prior
works under F1 scores, SPICE, METEOR, and CIDEr, across both out-of-domain and
in-domain test data. Specifically, NBT†+T2 outperforms the previous state-of-art model
C-LSTM by 14.6% on average F1 scores. From the category F1 scores, we can see that
our model is less likely to select small objects, e.g. “bottle”, “racket” when only using the
greedy decoding. Since the visual words are grounded at the object-level, by using [225],
our model was able to significantly boost the captioning performance on out-of-domain
images. Fig. 6.7 shows qualitative novel object captioning results.
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6.5 Discussion
In this chapter, we introduce Neural Baby Talk, a novel image captioning framework that
produces natural language explicitly grounded in entities object detectors find in images.
Our approach is a two-stage approach that first generates a hybrid template that contains
a mix of words from a text vocabulary as well as slots corresponding to image regions. It
then fills the slots based on categories recognized by object detectors in the image regions.
We also introduce a robust image captioning split by re-organizing the train and val splits
of the COCO dataset. Experimental results on standard, robust, and novel object image
captioning tasks validate the effectiveness of our proposed approach.
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CHAPTER 7
REASON ON SCENE GRAPH FOR VISUAL QUESTION GENERATION
In this chapter, I will discuss how we can use a scene graph representation of an image for
visual question generation. Similar to the image captioning discussed above, visual ques-
tion generation also involves compositing words and phrases which needs to be grounded
on visual data. We assume a scenario that a visual system is put in an environment which
contains some novel visual concepts. The goal is to enable the agent to ask questions to an
oracle or a human so as to acquire the information about the novel concepts. To achieve
this, the visual system needs maintain an internal memory of images on which objects are
already known and which are not known. As a result, scene graph is a natural and good
representation for this task. By representing the image as a symbolic scene graph, we build
a visual question generation model which can reason on the scene graph to generate in-
formative and unambiguous questions. The experimental results show that the proposed
model outperforms other heuristic baselines on standard test set. We further evaluate the
learned policy on some novel environments which are not seen during training, and find the
policy generalize well to help the visual system to learn to recognize novel concepts.
7.1 Introduction
As the various artificial intelligence sub-fields (vision, language, reasoning) mature, we
are beginning to see ambitious multi-disciplinary tasks being undertaken – at the intersec-
tion of vision-and-language (e.g.image captioning [210, 34, 15], visual question answer-
ing [236, 237], visual dialog [196]), vision-and-navigation [238, 239], and vision-language-
and-navigation [240, 241, 242]. These tasks (and others) implicitly rely on the assumption
that agent’s visual recognition system is mature enough (i.e.can recognize scenes, objects,






























Q1: What is color of
the leftmost thing?
Q2: What is the object
besides the red object?
A1: Red
A2: Plate
Figure 7.1: Left: an example scenario where the agent learns to recognize objects through
a dialog with an Oracle. Right: the proposed framework contains a visual recognition
module (to see), question generation policy (to ask), answer digester (to understand) and
graph memory module (to memorize).
However, in an open world, it is inevitable that the agent will encounter some new
visual content (new scenes, objects, attributes) that it has never seen before. In such cases,
it is natural to consider whether the agent can simply ‘ask’ a human or an Oracle to identify
the novel content and build visual classifiers on the fly. Note that this is a challenging task
since the agent must (1) understand what it recognizes and what it does not, (2) formulate
a valid, unambiguous and informative ‘language’ query (a question) to ask the Oracle, (3)
derive the parameters of visual classifiers from the Oracle response and (4) leverage the
updated visual classifiers to ask more clarified questions.
Towards this goal, we develop an agent with the ability to ask questions about an image
to an Oracleand build visual classifiers based on the answers received. We call this ability
– visual curiosity. Fig. 7.1 left illustrates this setup. Given an image, the agent’s visual
system generates object proposals (or candidate bounding boxes). The agent is confident
about labels of some candidate boxes (‘orange fruit’, ‘lettuce’), but does not recognize the
content in others. It generates a question What is the color of the leftmost object?. The
Oracle responds with the answer red, which the agent uses to update its ‘red’ classifier.
Furthermore, the agent uses the ‘red object’ as a referent in future rounds of dialog to
acquire labels of other objects (What is the object besides the red object?).
One immediate question at this point may be – what is the relationship of this setup to
active learning [243, 244, 245, 246]? A full discussion is available in Section 7.2, but in
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short, our approach lies at the intersection of active learning and meta-learning – i.e., in-
stead of using a pre-specified active learning protocol, we learn to actively learn [247, 248,
249]. Specifically, we formulate this task as a reinforcement learning problem and learn a
policy to ask questions to learn visual recognition. All components of our agent (illustrated
in Fig. 7.1 right) – visual recognition module (to see), question generation policy (to ask),
answer digester (to understand) and graph memory module (to memorize) – are learned
entirely end-to-end to maximize the reward derived from the scene graph generated by the
agent as a consequence of the dialog with the oracle.
Importantly, the question generation policy is disentangled from the visual recognition
system and specifics of the environment (scenes). Consequently, we demonstrate a sort of
‘double’ generalization – our question generation policy generalizes to new environments
and a new pair of eyes. Specifically, an agent trained on one set of environments (scenes)
and with one particular visual recognition system is able to ask intelligent questions about
new scenes when paired with a new visual recognition system (which may or may not
recognize the same set of entities as the visual system during training).
Our results show that our agent – trained in a synthetic environment with a certain set
of objects – learns new visual concepts significantly faster than several heuristic baselines
when deployed in a synthetic environment with novel objects as well as in a more realistic
environment.
In order to make progress on this challenging problem, we make a number of sim-
plifying assumptions that are described in detail in Section 7.3 but highlighted here for
completeness and full disclosure – we use templated questions with slots that are filled by
the agent, and model only simple geometric relationships between object proposals (right,
left, front, behind) that are trivial for the agent to extract from bounding box coordinates.
Also, we assume the agent can localize objects in an image precisely. However, we believe




Active Learning addresses the problem of selecting samples from an unlabeled set to be
labeled by some oracle [243, 244, 245, 246]. Common selection criteria rely on heuris-
tics, including entropy [250], expected model change [251], and boosting classifier margin
[252]. Unlike traditional active learning, querying the oracle in our setting is not guar-
anteed to succeed; to gain a new label, agents must correctly refer to target objects when
issuing queries to the Oracle. Further, our approach learns to collect labels efficeintly from
end-to-end training rather than with predefined measures.
Meta Active Learning. Other recent work has also followed this learning-to-active-learn
strategy [247, 248, 249], training meta-learning models to select sets of instances to be
labeled in order to maximize performance of some target model trained on the selected
set. As before, these models have direct access to the oracle labels. Further, these meta-
learners are tightly coupled with their corresponding target model; being trained based on
target model performance. In contrast, our approach is agnostic to the specific perception
model.
Learning by Asking Questions. Mirsa et al.[253] present a learning-by-asking (LBA)
framework for visual question answering (VQA). The main differences between our setting
and LBA are two-fold: 1) We focus on learning a better visual system, not a better VQA
model. Essentially, LBA is active learning (via language) for VQA, while our work is
active learning (via language) to learn to see. 2) Our model decouples the visual system
and question generation, which makes the learned question generator agnostic to different
environments.
Teaching Robots via Language Interactions. Previous work in human-robot interaction
focus on agents learning new concepts from speaking with human operators [46, 45, 44,
43, 254, 42]. Tellex et al.[42] present a generalized grounding graph framework based on
the linguistic coreference. However, there question generation policy and vision system
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are not designed to learn. Lütkebohle et al.[43] propose use language-interaction to solve
ambiguity in the object references and for grasping commands. Thomason et al.[46] learn
an active learning dialog policy for natural language grounding. Both [45] and [44] gen-
erate questions to continuous learn objects and visual properties. However, our goal is to
learn a question generation policy that is distangled from the visual recognition system and
specifics of the scenes, which enables both active learning and meta learning.
7.3 Learning to Ask Questions
As illustrated in Figure 7.1(b), there are four major components in our framework:
• Visual System V that localizes image regions with high ‘objectness’ (i.e.generates
object proposals) and predicts their categories and attributes.
• Question Generator Q that identifies an object proposal to inquire about and gen-
erates a question based on graph memory to ask the Oracleabout its category or at-
tribute;
• Answer Digester D that uses the Oracle’s answer to update the graph memory for
training visual system Vto recognize the contents for future images;
• Graph Memory that is a semantic graph representation connecting the other three
components.
Graph Representation. In our work, the agent’s graph memory is the underlying data-
structure connecting all other components; thus, we describe it first. It captures infor-
mation about the image that the agent has gathered from the Oracle. For an image I ,
G = (V,E) denotes a directed graph where the nodes V correspond to the object proposals
(with |V | = K), and edges E correspond to the relationships between proposals. Let de-
note a set of visual attributes (e.g., object category, object shape) on object proposals. For
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Figure 7.2: We simulate an agent observes a sequence of images, and interacts with the
Oracle through dialogs to update its visual system (left). On each image, the agent asks
a number of questions and gets responses from the Oracle (middle). For each question,
the agent takes the history and the current graph memory as inputs and fills the question
templates recurrently to compose a question (right).
color can be ‘red’, ‘blue’, ‘green’, etc). Let ∆n be a n-simplex. Then, pa ∈ ∆na denotes
a probability distribution over attribute states for attribute concept a. Similarly, nr denotes
the number of spatial relationships and pr ∈ ∆nr denotes a probability distribution over
these relationships. Besides these distributions, each object proposal has a spatial location
l. We can then write the nodes of the graph as V = {(lk,pa1k , . . . ,p
a||
k )}Kk=1 and the edges
as E = {pri→j|i, j ∈ [K], i 6= j}. In this work, the spatial relationships (left, right, behind,
front) between object proposals are trivially recognizable from bounding box coordinates
such that pri→j are always delta functions. As such, we drop them from the graph notation
for simplicity – writing Gm = {(lk,pa1k , . . . ,p
a||
k )}Kk=1. Besides the agent’s graph memory,
the agent also predicts a scene graph from an image using the visual recognition module V .
We denote this graph as Gv = {(lk,va1k , . . . ,v
a||
k )}Kk=1 where va ∈ ∆na . Likewise, the or-




k=1 corresponding to the ground-truth




i to denote these graph representations
for image Ii.
Environment Setup. To mimic the scenario of an agent traversing a novel environ-
ment while being instructed by a human about the world around it, we formalize our
learning setup as a Markov Decision Process (MDP) over a series of image grounded
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dialogs. Specifically, an episode consists of multi-round dialogs about a sequence of n
images I1, ...In ∈ I. Our goal is to learn a good policy to discuss with the Oracle in turn
one by one on these n images so as to learn a good visual system to recognize objects and
attributes. If successful, each of these dialogs with the Oracle produces important annota-
tions on which to train the visual system which in turn produces a stronger foundation for
subsequent dialogs.
Rollout Process. This environmental setup can be represented by a recurrent process
as depicted in Fig. 7.2 – the agent initializes the graph memory using predictions from
its visual system, the agent holds a dialog with the oracle to update this memory, and
then the information gained over the dialog is used to update the visual system before this
process is repeated for the next image. More formally, assume we have access to a question
generation policy πq, and a visual system V . Presented with the image Ii, the agent first
extracts the visual graph Gvi from the image with V . Before beginning the dialog with the
Oracle, the agent updates its initial graph memory Gmi,0 based on G
v
i through a bottom-up
update function fv(Gmi,0, G
v
i ). Then, the agent engages in a T round dialog with the oracle
and maintains a sequence of graph memories {Gmi,0, ..., Gmi,T} corresponding to its beliefs
about the image Ii at each round. At round t, the agent proposes a question qti using the
policy πq based on the whole dialog history Hti = {Gmi,0, q1i , a1i , Gmi,1..., qt−1i , at−1i , Gmi,t−1}.
The Oracle receives the question qti and generates an answer a
t
i based on oracle graph G
o
i .




At the end of dialog on Ii, the agent uses the final graph memory Gmi,T along with
the accumulated graph memories {Gm1,T , ..., Gmi−1,T} to update the visual system Vbefore
going to the next image Ii+1. This recurrent procedure on n images is outlined in Alg. 3.
At the end of this process, the agent produces a trained visual system that can recognize
the objects and attributes in images. We will elaborate the detail of each component in
following section.
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Algorithm 3 Rollout({I1, ..., In}, T ): MDP rollout process on n images.
Inputs: Image sequence {I1, ..., In}; Dialog budget T ; Question generation policy πq
Outputs: Visual system V; Rewards {r1,T1 , ..., r1,Tn }
0: Initialize Go{1,...,n} with ground truth, G
m
{1,...,n} with uniform distribution
0: for i ∈ [1 · · ·n] do
0: Gvi ← V(Ii) {Extract visual graph from Ii}
0: Gmi,0 ← fv(Gmi,0, Gvi ) {Initialize graph memory with visual graph}
0: for t ∈ [1 · · ·T ] do
0: qti ← πq(Hti) {Generate question}
0: ati ← O(qti , Goi ) {Oracle answers the question}
0: Gmi,t ← fo(Gmi,t−1, ati) {Update graph memory with answers}
0: end for
0: Train V with [Gm1,T · · ·Gmi,T ] {Train visual system with graph memories}
0: end for=0
7.3.1 Model
We elaborate on each of the main components of our model in this section.
Question Generator Q. In order to produce queries to Oracle that are informative,
the agent selects from a set of template questions – filling in information from the graph
memory. Inspired by [20], each template is associated with a functional program that op-
erates on the oracle scene graph to get the Oracle answer. For example, the question ‘What
is the color of the metal object?’ corresponds to query color(unique(filter material(metal,
scene))). Using these templates, the question generation is equivalent to selecting the ob-
jects and attributes about which to inquire. Specifically, the policy needs to determine
which object attribute to ask about (i.e., target attribute), which object to ask about (i.e.,
target object), and if applicable which object to refer to (i.e., reference object). For in-
stance, for the image in Fig. 7.1, the generated question may be “What is the <white>
<object> besides the <red object>”. The target object and attribute is <object> and
<white> respectively. The reference object is <red object>.
Our question generation policy πq is implemented using a recurrent neural network
(RNN). The memory provided by a recurrent policy is important for the agent to know
which questions have already been asked and whether they were meaningful or not ac-
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cording to the responses from Oracle. As illustrated in Fig. 7.2 right side, it consists of
two components, target selection policy and reference selection policy. The first one de-
termines which object and attribute to ask about. The second one determines whether to
use a reference and which one to use if needed. These two policies share the low-level
representations. Hence, we first elaborate the representation we use.
Representation. At the t-th dialog round on Ii, the question generator takes the ques-
tion qt−1i and answer a
t−1
i from last round, and graph memoryG
m = {(lk,pa1k , . . . ,p
a||
k )}Kk=1
as the input. Based on these three inputs, we compute:
• Entropy of Graph Memory: For object k and its attribute a, we compute eak =
Entropy(pak). For the whole scene graph memory, we obtain the entropy tensor
K × |A| × 1;
• Location Embedding. For each object, we normalize its bounding box location
lk with image size and then use a two-layer MLP (4 − 4 − 2) to embed it to two
dimensions. For all K objects, the dimension is K × 2. Afterward, we duplicate it
for all attribute concepts, and thus obtain a tensor K × |A| × 2;
• Target at last round: For each of K objects, we use one-hot tensor to encode which
target object and which attribute the agent pointed to at last dialog round. Hence, the
dimension is K × |A| × 1.
• Reference at last round: We use another one-hot vector to encode which reference
object the agent pointed, and the dimension is K × 1. We use another one-hot vector
K× 1 to record whether the agent use a reference object or not. If the agent does not
use reference object, then the vector becomes zero vector. Similarly, We combine
them and duplicate it for all attribute concepts to K × |A| × 2;
• Answer at last round: We use one-hot vector to encode the answer from Oracle
at last round. If the answer is valid, then we assign 1 to the target and reference
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object slots; otherwise 0. As a result, we obtain K×|A|×1 and K×1 for target and
reference, respectively. Afterward, we duplicateK×1 reference vector toK×|A|×1
and concatenate it with target tensor to obtain K × |A| × 2.
Combining all the above signals, the final input to our question generator policy net-
work at t-th dialog round is xt ∈ RK×|A|×8. In our dataset, the number of attribute concept
is 4. We replace |A| with 4 in the following for clarity. Given xt ∈ RK×4×8, we first re-
shaped it to K × 32, where each row encode the graph memory and history for one object.
Then we vectorize xt to K vectors and feed them as a batch to a LSTM, obtaining new
features xpt ∈ RK×64 by ht, ct = lstm(ht−1, ct−1, xt); x
p
t = ht, where ht−1 and ct−1 are the
hidden state and cell memory from the lstm network at dialog round (t− 1). This xpt from
the hidden state in lstm will be used in both target and reference policy.
Target policy. It is aimed at pointing the right target object and attribute concept to
ask about. This can be completed by directly pointing one of K × 4 slots. To propose
meaningful target and reference objects, the context is important. In our work, we exploit
graph convolutional layers [61] to pass the context information across different objects.










where N (i) is the neighbors of node i; W is a learnable projection matrix; αij is the
affinity between node i and j. In our model, we compute the affinity between two object
nodes based on the spatial distance:






where dmax is the maximal distance in all object pairs. Given this affinity matrix, we first
reshape xpt to (K × 4) × 16 and pass the above tensor through two graph convolutional
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layers to obtain xtart ∈ R(K×4)×16. Then we pass xtart through two-layer MLP (16-16-1) to
obtain (K×4) scores, and further a softmax layer to obtain a probability distribution ptart =
Softmax(mlp(xtart )). Besides the head for action, we have another head to compute the
value. We simply perform average pooling for xtart ) and also pass it to two-layer MLP
to obtain the value for each of the object nodes. At end, to select the target object and
attribute, we use an epsilon greedy sampling (ε = 0.1) strategy to choose one entry during
training and choose the maximal one during testing.
Reference policy. It is aimed at determining whether to use reference object and which
one if needed. It also takes xpt as input. To select the right reference, this policy needs
to know which target object is selected. Suspect the k-th object is selected as the target,
we take the corresponding k-th 1 × 64 vector, and replicate it, which is then concatenated
with the remaining to obtain xreft ∈ R(K−1)×128. To determine which object to select as
the reference, we also use two graph convolutional layers to update xreft to 64 dimension.
Then, output is sent to a two-layer MLP (64-32-1) to obtain the K − 1 dimensional scores
over all candidate reference objects. Similar to the way used in target policy, the reference
object is selected based epsilon greedy during training and the entry with maximal score
during testing. Meanwhile, xreft is fed into another two graph convolutional layers to 64-
d, which are then average pooled to obtain a single 64-d vector. This vector is then sent
to a two-layer MLP (64-32-1) to predict whether or not to use reference object. For both
selecting reference and determining whether to use reference, we compute the value using
xreft as input.
Based on the above policies, we can deterministically compose a question with the cor-
responding template and ask it to the Oracle. We will introduce the details on the question
template we used in our experiments below.
Oracle O. Given the question from the agent, the Oracle answers the question by
executing the functional program on the oracle graph Goi . However, the execution can fail
in some cases. First, the question might be ambiguous. For example, the agent may ask
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‘What is the color of the sphere?’ when there are multiple spheres in the image. Second,
the question might be invalid. For example, it is invalid if the agent asks the same question
as above when there are no spheres in the image. As a result, the Oracle has three types
of responses to the agent: 1) the answer to the question, 2) ‘ambiguous question’ and
3) ‘invalid question’. If the Oracle responds with an answer, e.g., ‘red’ to the agent, the
agent’s graph memory will be updated, otherwise it will stay the same.
Updating the Graph Memory. The graph memory is updated from the bottom-up (via
visual system V) and top-down (via answer digester D) with update functions fv and fo,
respectively:
Bottom-Up fv: For object k and attribute a, its probability pak is updated to a one-hot
vector by setting its arg max(vak)-th entry to 1 and others to 0, if max(v
a
k) > τi, where τi
is a threshold that is annealed during the recurrent process, τi = max(0.9, exp(−i/n)).
Top-Down fo: Suppose the agent asks about attribute a for object k, and the answer is
the l-th category for that attribute concept, then the agent will update its graph memory by
setting the corresponding l-th entry in pak to 1, and others to 0.
Reward. A good question generator is one that asks meaningful questions to acquire











i )− S(Gmi,t−1, Goi ) (7.3)
where S(·) measures the similarity between the graph memory and the oracle graph. The
reward is the difference in similarities between the current time step and the previous one.
The purpose is to learn an agent that asks meaningful questions at each time step so that it
can recover as much information as possible within a budget of T questions.
7.3.2 Learning
The overall learning algorithm for the agent is summarized in Alg. 4. The policy πq is
updated at the end of each episode while the visual system is updated multiple times during
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Algorithm 4 Learning to Ask Question to Learn Visual Recognition.
Inputs: Image sequence length n; Dialog budget T
0: Initialize parameters θπ and θv for policy and visual system, respectively
0: while True do
0: Initialize parameters θv {Reset visual system at the beginning of episode}
0: I ← {I1, ..., In} ∼ E {Sample n images from an environment}
0: V , {r1,T1 , ..., r1,Tn } ← Rollout(I, T ) {Rollout on n images with Algorithm 3}
0: Update θπ using Eq. (7.5) {Train question generation policy}
0: end while=0
the inner Rollout. Recall that our goal is to learn a strong question generation policy that
can ask useful questions across varied environments and differently skilled visual systems.
To achieve this, we decouple the question policy from the visual system during training
through two strategies: first, we introduce the semantic graph representation as an interme-
diate between perception and question generation; secondly, we reset the visual system to
a random initialization at the beginning of each episode.
The visual system is trained inside the rollout process. At the end of dialogs on each
image Ii, we append the graph memory to the history and use both for training the visual
system. This training is a supervised learning task and the objective is:








−pak · log(vak) (7.4)
where Ki is the number of object proposals in Ii; [·] denotes the inner product operator
between two vectors. The above objective is targeted to minimize the cross entropy between
the prediction of visual system vak and the graph memory p
a
k, which is a one-hot vector as
mentioned before. We use standard gradient descent methods to optimize this objective.
We train the question generation policy πq to recover as much information as possible
from the Oracle in a limited budget, say T dialog rounds. To succeed, the agent must
ask valid, unambiguous questions about uncertain object attributes. To train the policy πq


































Figure 7.3: We use two types of datasets in our experiments. One is synthesized (left three
columns) and one is a realistic dataset (right most). The synthesized one is further split to
three sets, standard, novel and mixed.
episodes under environment E ,
θ∗π = arg max
θπ













In practice, we take a Monte Carlo estimate of this expected reward – sampling a sequence
of images and questions throughout our dialogs – and use advantage actor-critic [255]
(A2C) to train our agent.
7.4 Experiments
Recall that our goal is to learn visual curiosity, i.e., a question generation policy that can
intelligently ask questions to an Oracle and in doing so acquire meaningful information
to train a visual recognition system. A successful agent should work well not only in the
setting it was trained, but also in new environments that contain partially or entirely novel
attributes and with different visual systems ranging in levels of competency. Moreover, as
the visual system is decoupled from question generation, the agent should generalize well
to new visual domains, e.g. from synthetic environments to realistic images. We evaluate
our method for these qualities in the following experiments.
7.4.1 Dataset
We evaluate our question generation policy in both synthesized and realistic environments.
Exemplar images are shown in Fig. 7.3. We generate the synthetic datasets using the same
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API as [20]. Each image contains 5 to 10 objects each with four different attribute types
(shape, color, material, and size). We construct three different datasets to test generaliza-
tion; specifically, we generate:
Standard composed of objects from 3 shapes (cube, sphere, cylinder), 6 colors (gray,
red, blue, green, yellow, purple), 2 materials (rubber, metal), and 2 sizes (large, small).
Novel consisting of objects from 3 novel shapes (cuboid, bowl, cone) and 4 new colors
(pink, brown, cyan, orange) not present in Standard; however, materials and sizes are the
same. The goal is to check generalization to novel attribute values.
Mixed which contains objects from all 6 shapes, 10 colors, 2 materials and 2 sizes from
both standard and novel splits. This is used to test the generalization ability on complex
scenes where some attributes are known and others are not.
We synthesize 1800 images which we split 900/300/600 for train, val, and test respec-
tively. The standard train and val sets are used to train the agent policy, and the standard,
novel, and mixed test sets are used for evaluation. For the realistic dataset, we use the im-
ages and bounding boxes from the Autonomous Robot Indoor Dataset (ARID) [256]. It
contains 153 objects from 51 categories. We further annotated each object with one of 6
different materials and one of 11 colors. The agent trained on the synthetic standard split
is also evaluated on this dataset.
7.4.2 Metrics and Baselines
For evaluation, we split each test set into 12 folds, each containing 50 images (i.e. a single
episode sequence). We run the learned agent on each fold and evaluate two metrics:
Graph Recovery. We measure the correctness of the agent’s graph memory. This
measures how informative the agent’s questions were. We compute the graph memory’s
recall with respect to the ground truth as the percentage of correctly predicted attributes.
We report the average graph recall across testing folds at dialog round K as R@K. We also
report the area under this curve as AUC.
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Table 7.1: Graph recovery performance (i.e., quality of questions asked) on the Standard,
Novel, and Mixed test sets for agents trained on Standard.
Standard Novel Mixed
Model R@10 R@20 R@50 AUC R@10 R@20 R@50 AUC R@10 R@20 R@50 AUC
Random 28.3 36.5 59.4 0.41 23.4 31.2 54.0 0.36 27.0 37.3 63.2 0.43
Entropy 29.5 39.1 65.5 0.44 28.3 36.3 61.9 0.42 29.9 40.7 70.7 0.47
Entropy+Context 38.0 52.5 67.1 0.52 35.2 46.5 59.5 0.46 38.5 49.9 66.4 0.52
Our model 42.1 59.1 89.3 0.63 43.3 58.4 88.9 0.64 42.9 60.1 90.3 0.64
Our model w/o V 25.8 50.6 84.1 0.55 25.5 50.0 85.2 0.55 26.8 51.7 87.2 0.57
Visual Recognition. To evaluate if a better question generator leads to a better visual
system, we measure how well a visual system performs after being trained through the
agent’s interactions with the Oracle on the test fold. To do so, we report the average graph
recall of the visual system predictions on the remaining folds.
We compare our proposed approach with three baselines:
• Random. This agent randomly samples question to ask i.e it selects the target at-
tribute, target object, and reference objects uniformly at random.
• Entropy. An object/attribute with higher entropy (in the graph memory) is more
likely to be chosen as the target. Likewise, objects with lower entropy are more
likely to be references.
• Entropy+Context. The agent prefers to select uncertain (high entropy) object/attribute
with reliable (low entropy) neighbors as reference objects. This way, the model
prefers to ground questions on objects with low ambiguity.
For comparisons, we make no changes other than replacing our approach with the above
baselines.
7.5 Results
Recall that we train on the standard train set and evaluate on the standard, novel and mixed
test sets.
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Questioner Graph Memory. We first compare graph memory recovery for different
models. As seen in Table. 7.1, our approach consistently outperforms the baseline mod-
els by a significant margin across all three test settings. Further, the performance between
standard and novel/mixed is similar, suggesting that our approach generalizes well to novel
settings. The Random and Entropy baselines both struggle to propose unambiguous ques-
tions without the use of spatial context. The Entropy+Context model fairs better, but falls
off later when the hand-crafted strategy fails to find unambiguous reference objects. Our
model steadily improves over the entire dialog and has apparently found a much better
question asking strategy that generalizes well across different environments.
Static Vision Ablation. We also evaluate an ablated version of our model (Ours w/o )
which never updates its visual system V . This model must ask questions essentially from
‘scratch’ without any bottom-up visual information. As shown in Table 7.1, the agent starts
dialogs with significantly lower graph similarity scores than our full model; however, as the
dialog proceeds, this agent performs similarly. This highlights that the agent has learned to
ask informative questions and not to simply rely on steadily improving the visual system.
Visual System Performance. We report the visual recognition accuracies in Fig. 7.5(a-
c). We take visual system checkpoints throughout the agent dialogs and evaluate them on
the held out folds – tracking the evolution of the visual system through the agent’s interac-
tions with the Oracle. We find our approach outperforms the baselines significantly in all
settings. This is somewhat unsurprising as question generation and visual system learning
are naturally synergistic – with improvement of either leading to easier improvement in the
other.
7.5.1 Transferring to Realistic Environment
Here, we apply the policy learned on the synthesized standard dataset to the realistic
dataset. The episode length is also set to 50. In both situations, we observe significantly
higher graph recalls for our model (86.2 R@50) than the baselines (56.7, 66.1, 55.5, for
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random, entropy, and entropy+context respectively). More details are in Appendix. We
also show the visual recognition curves in Fig. 7.5(d). As we can see, the learned question
generator can flexibly adapt to the realistic dataset and the learned visual system outper-
forms other baselines by a large margin. These results imply that our model could perhaps
be deployed on a real embodied agent and learn a visual system from traversing in an
environment with a guide.
7.5.2 Qualitative Results
In Fig. 7.4, we show some qualitative results on both synthetic dataset and realistic dataset.
Specifically, the questioner generation policy is trained on Standard train set, and then ap-
plied to test sets. Here, we display the first 16 rounds of dialog with oracle on three images,
which are from Mixed, and ARID dataset. Our model learns to begin with zero-hop ques-
tions (blue), and followed with one-hop questions (green). Moreover, the learned question
generation policy tends to repeatedly query one object until all the attributes are observed.
When transferring to realistic environment, our method can successfully generalize to new
objects and attributes, and ask meaningful questions. This verifies the effectiveness of our
framework on disentangling the question generation policy and visual recognition system.
We also find our model sometimes asks the ambiguous questions (red) which can not be
answered by Oracle. The ambiguous questions can be either zero-hop question or one-hop
question. When looking more closely, we find the ambiguous question is mainly caused
by the unspecified target object, e.g., “What size is the thing left of the small cyan shiny
cylinder?”, “There is a thing that ...”. However, by taking the current graph memory and
histories, the agent can successfully get rid of this soon after a few dialog rounds with the
Oracle.
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Q1: What is the rightmost thing made of?
Q2: There is a rightmost object; what 
shape is it?
Q3: The rightmost object is what color?
Q4: There is a thing that is left of the blue 
plastic stapler; what size is it?
Q5: What is the object made of?
Q6: What material is the thing?
Q7: What material is the leftmost thing?
Q8: The leftmost thing is what shape?
Q9: The leftmost thing is what color?
Q10: What material is the closest object 
right of the yellow food orange?
Q11: There is a closest plastic thing that is 
on the right side of the yellow food orange; 
what shape is it?
Q12: There is a closest plastic cell right of 
the yellow food orange; what color is it?
Q13: There is a thing on the right side of 
the yellow food orange; what is it made of?
Q14: What is the material of the closest 
thing right of the black plastic cell?
Q15: The closest plastic thing that is right 
of the black plastic cell has what shape?
Q16: The closest plastic rubber that is right 

















Q1: What is the shape of the farthest thing?
Q2: What material is the farthest object?
Q3: What is the color of the farthest 
object?
Q4: How big is the closest thing behind the 
thing?
Q5: What material is the leftmost thing?
Q6: There is a leftmost object; what shape 
is it?
Q7: The leftmost object is what color?
Q8:  What is the closest thing that is in 
front of the yellow plastic ball made of?
Q9: What shape is the closest thing that is 
in front of the yellow plastic ball?
Q10: The closest paper cereal in front of 
the yellow plastic ball is what color?
Q11: There is a object that is in front of the 
yellow plastic ball; what is its material?
Q12: What material is the closest object in 
front of the brown food potato?
Q13: The closest food thing that is in front 
of the food brown food potato has what 
shape?
Q14: What color is the closest food onion 
that is in front of the brown food potato?
Q15: What is the object to the right of the 
food brown food potato made of?
Q16: There is a object that is behind the 

















Q1: What is the closest thing made of?
Q2: What shape is the closest object?
Q3: What is the color of the closest object?
Q4: What size is the closest object?
Q5: What size is the thing left of the small 
cyan shiny cylinder?
Q6: What is the material of the rightmost 
thing?
Q7: What shape is the rightmost thing?
Q8: The rightmost thing has what color?
Q9: What is the size of the rightmost thing?
Q10 There is a closest object to the left 
of the tiny green matte bowl; what is its 
material?
Q11: What shape is the closest matte 
object to the left of the tiny green matte 
bowl?
Q12: There is a closest matte cone that is 
left of the tiny green matte bowl; what is 
its color?
Q13: There is a closest blue rubber cone 
that is to the left of the small green rubber 
bowl; what is its size?
Q14: There is a thing that is on the left side 
of the small green rubber bowl; what is its 
material?
Q15: There is a closest object that is 
behind the large blue rubber cone; what is 
its material?
Q16: There is a closest metal object that is 


















Figure 7.4: Dialogs with Oracle on Mixed synthesized dataset (left) and ARID dataset
(middle and right) based on the policy learned on normal synthesized dataset. Questions in
blue, green and red background corresponds to one-hop, two-hop and ambiguous questions
respectively.
7.5.3 Inspecting the Question Generator
Questioner starting with partially learned visual system. We investigate how the ques-
tion generator behaves on the Mixture set if its initial visual system can already recognize
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(a) (a) Standard (b) (b) Novel (c) (c) Mixed (d) (d) Realistic
(e) (e) (f) (f) (g) (g) (h) (h)
Figure 7.5: Top Row: visual recognition accuracy curves against dialog round on different
test sets. Bottom Row: Inspecting different aspects of question generation.
some of the attributes, i.e., those in the standard set. In this case, the agent needs to ask
about the remaining unknown attributes. In Fig. 7.5(e), we show average graph recalls on
the Mixture test set. We find the average graph recall for this ablation (Ours-Partial) starts
from a much higher graph recall, and continues to increase to almost 1 – indicating that
the learned policy can also generalize well to partially trained visual systems. This is a
promising result showing that the agent can leverage known visual concepts when learning
about new ones and integrate additional visual systems seamlessly.
Question type against dialog round. We run our question generator on all Standard
test images individually without updating the visual system. As shown in Fig. 7.5(f), it pro-
poses more zero-hop questions at the beginning and then transitions to one-hop questions.
This demonstrates that our model has learned an efficient strategy that asks questions about
directly referable objects (e.g. leftmost) first and then objects that require referring to other
(known) objects.
Questioner behavior with varying number of objects. We explore how the number
of objects in images affect the question generation behavior. We separately evaluate the
learned policy on images with varying number of objects. As shown in Fig. 7.5(g), the
average graph recall on images decreases and the relative dialog length (divided by max-
imal length 50, so can be plotted from 0 to 1) increases when there are more objects in
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the images. In Fig. 7.5(h), we can see there are fewer unambiguous/valid questions when
the number of objects increases – implying that greater numbers of objects increases the
difficulty for the questioner. However, our model can still perform well. As shown in
Fig. 7.5(g), our approach still achieves an average graph recall of 89.75 with 8 objects
present.
7.6 Discussion
In this chapter, we introduce a new setting learning visual curiosity, where an agent learns
to ask questions to learn visual recognition. This is a challenging task where the agent needs
to understand what it recognizes in an image and formulate language queries to the Oracle
that are both unambiguous and informative. We use a graph memory to decouple the visual
system and question generator. As a result, we demonstrate “double” generalization – we
show that the learnt policy to ask informative questions generalizes to new environments
as well as to a new visual system. We experimentally demonstrate that a policy learnt
on a synthetic set of objects generalizes to novel objects, to mixture of novel objects and
attributes, as well as to a realistic dataset – significantly better than strong baselines. This
ability to learn about new objects and attributes by interacting with an Oracle is key to
agents that operate in realistic open world settings.
7.7 Limitations and Future Directions
As we mentioned early, our work is an initial step towards learning visual curiosity. To
start on this challenging task, we’ve made a number of simplifying assumptions that future
work could soften. For instance, extending the model to more complicated visual scenar-
ios where object proposal systems might be error-prone. In this case, the visual contents
from the perspective of agent and Oracle are different from each other, which make the
questions more ambiguous or confusing to the Oracle. One way to address this is empower
the Oracle the visual curiosity ability as well, including answering clarifying questions to
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the agent. Another extension is considering richer sets of relationships between objects,
and enable the agent to learn about relationships as well during the interaction with Oracle.
Further, models could be extended to operate on non-templated dialog exchange, i.e., nat-
ural questions from agent and natural answers from Oracle. At last, in the current setting,
we assume the number of the attribute concepts is given. However, incorporating with in-




CONCLUSION AND FUTURE WORK
In this thesis, we have discussed different ways to incorporate the structure prior to different
vision tasks and its combination with language. By leveraging the dataset-level structure
in an image set, we proposed an effective deep clustering method for image clustering and
representation learning. At the image-level, we proposed to leverage the natural sparsity
of scene structure for a better scene graph generation. At the object-level, we explore a
way to enable the communication across different filters in a convolutional layer to learn
structure-aware representations for image classification. Using the same inductive bias, we
exploited the structure in a single image to propose a layer-wise image generation model.
Finally, we utilize the structured representation of an image to bridge visual understanding
and reasoning for image captioning and visual question generation. Our extensive exper-
iments have shown that leveraging the structure prior in the visual data and textual data
can not only improve the model performance but also achieve plausible groundingness and
generalization ability.
Though we have demonstrated the advantages of leveraging structure prior in visual and
textual data for various tasks, there are still some challenges ahead. First, the visual system
is still far from satisfactory for structured visual understanding. As we observed from
the experiments, the model performance for object detection, relationship detection drop
drastically when the number of categories increase, not to mention the long-tail distribution
in the data. Hence, how to develop a reliable visual understanding model which can scale
to a large number of categories is still an open question. Second, recent vision models
usually rely on a large amount of high-quality training data, which we cannot always obtain
in practice. In this case, we need to resort to some weakly supervised or unsupervised
learning paradigms to learn a good visual representations. Though we have witnessed a
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number of works along this direction, they typically underperform supervised methods on
a large portion of vision tasks. Hence, it is urgent to develop some unsupervised methods
to learn structured visual representations that can generalize well across different vision
tasks. Third, human intelligence is far more than visual perception. We interact with our
surroundings through multiple modalities, like vision, language and action. We also have
the skills to do causal reasoning, active learning, etc. How to extend a model to an agent
that can interact with the environment and humans flexibly will be a promising direction to





APPENDIX FOR LEVERAGE DATASET-LEVEL STRUCTURE FOR IMAGE
CLUSTERING AND REPRESENTATION LEARNING
A.1 Affinity Measure for Clusters
In our work, we employ the affinity measure in [143]








1T|Cj |WCj ,CiWCi,Cj1|Cj |
(A.1)
where W is the affinity matrix for samples, and WCi,Cj ∈ R|Ci|×|Cj | is the submatrix in W
pointing from samples in Ci to samples in Cj , and WCj ,Ci ∈ R|Cj |×|Ci| is the one pointing
from Cj to Ci. 1|Ci| and 1|Cj | are two vectors with all |Ci| and |Cj| elements be 1, respectively.
Therefore, we have A(Ci, Cj) = A(Cj, Ci).
According to (A.1), we can derive
A((Cm ∪ Cn)→ Ci) = A(Cm → Ci) + A(Cn → Ci) (A.2)
which has also been shown in [143]. Meanwhile,
A(Ci → (Cm ∪ Cn))
= β1T|Cm|+|Cn|WCm∪Cn,CiWCi,Cm∪Cn1|Cm|+|Cn|
= β1T|Cm|WCm,CiWCi,Cm1|Cm| + β1
T
|Cn|WCn,CiWCi,Cn1|Cn|





Figure A.1: Performance of agglomerative clustering with approximations. Left one is
NMI metric, and right one is AC metric. The first column is without acceleration. For the
other columns, α = {−0.2,−0.1, 0, 0.1, 0.2, 0.3, 0.5}.
where β = 1/(|Cm|+ |Cn|)2.
A.2 Approximated Affinity Measure
During agglomerative clustering, we need to re-compute the affinity between the merged
cluster to all other clusters based on A.2 and A.3 repeatedly. It is simple to compute A.2.
However, to get A(Ci → (Cm ∪ Cn)), we need a lot of computations. These time costs
become dominant and remarkable when we have a large-scale dataset. To accelerate the
computations, we introduce an approximation method. At the right side of (A.3), we as-
sume samples in Cm and Cn have similar affinities to Ci. This assumption is mild because
the condition to merge Cm and Cn is that they are similar to each other. In this case, the
ratio between WCi,Cm1|Cm| and WCi,Cn1|Cn| is analogy to the ratio between the number of















As a result, we can re-formulate (A.3) to































Above approximation provides us a potential way to reduce the computational com-
plexity of agglomerative clustering. Though we computed A(Ci → (C ∪ Cn)) based on
Eq. (A.3) in all our experiments, we found the approximation version achieves analogy
performance while costs much less time than the original one. We further simplify the






Figure A.2: Time cost for different values of α. The first column is the time cost without




Based on above assumption,










We test various values for α, which are {−0.2,−0.1, 0, 0.1, 0.2, 0.3, 0.5}. We show
the quantitative comparison in Fig. A.1. We use image intensities as input to rule out all
random factors. The original AC-GDL algorithm is used as the baseline. By conducting
experiments on various datasets, we find a valid range [−0.2, 0.1] for αwhich helps achieve
analogous or even better performance to the one without acceleration. These results indi-
cate that we may do not need to compute the explicit value of affinities to obtain equivalent
level performance. Also, to measure how much time we can save by using our approxima-
tion, we compare the time cost between original AC-GDL algorithm and accelerated one
in Fig. A.2. It is clear that our approximation algorithm has much lower computational
complexity.
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A.3 Cluster-based to Sample-based Loss











Figure A.3: A illustration of agglomerative clustering.
In this part, we explain how to convert cluster-based loss to sample-based loss. Because
it depends on specific agglomerative clustering processes, we use a toy example in Fig. A.3
for illustration. We set Kc be 2 for simplicity. In Fig. A.3, there are six time steps, and thus
T = 6. We assume they are in a single partial unrolled period. The leaf nodes represent
single samples. For simplicity, we omit λ
Kc−1 in (4.10), obtaining the overall loss












Given above loss function, we decompose it from first time step (t = 1) to the most
recent time step (t = 6):
• t=1: C1∗ = Ca, N 2C1∗ [1] = Cb and N
2
C1∗
[2] = Cc. We have
L(θ|y1∗, I) = − (λ′A(Ca, Cb)−A(Ca, Cc)) (A.12)
Clearly, above is sample-based weighted triplet loss function, where samples Ca and
Cb are positive pair and Ca and Cc are negative pair.
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• t=2: C2∗ = Ci, N 2C2∗ [1] = Cc and N
2
C2∗
[2] = Cd. We have
L(θ|{y1∗,y2∗}, I) = L(θ|y1∗, I)
− (λ′A(Ci, Cc)−A(Ci, Cd)) (A.13)
Since Ci = Ca ∪ Cb, we base on Eq. (A.8) for approximation





































At current time step, sample a, b and c belong to the same cluster Cl, while sample
d is from another cluster. (A.16) computes the sample-based weighted triplet loss
for samples in Cl and sample d. Except for Cl, the other clusters all have merely one
sample. No need to compute triplet loss for them. It should be pointed out that λ′ in
above loss function should be not less than 2 so that the affinities for all pairs in Cl
are enlarged.
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• t=3: C3∗ = Cd, N 2C3∗ [1] = Ce and N
2
C3∗
[2] = Cf . We have
L(θ|{y1∗,y2∗,y3∗}, I) = L(θ|{y1∗,y2∗}, I)
− λ′ (A(Cd, Ce)−A(Cd, Cf ))
(A.17)
Besides the loss L(θ|{y1∗,y2∗}, I) for Cl, we also compute the loss for Cj in (A.17)
because it contains two samples, d and e.
• t=4: C4∗ = Cf , N 2C4∗ [1] = Cg and N
2
C4∗
[2] = Ch. We have
L(θ|{y1∗, ...,y4∗}, I) = L(θ|{y1∗,y2∗,y3∗}, I)
− (λ′A(Cf , Cg)−A(Cf , Ch))
(A.18)
Here, we additionally compute the weighted triplet loss for cluster Ck since it contains
two samples.
• t=5: C5∗ = Ck, N 2C5∗ [1] = Ch and N
2
C5∗
[2] = Cj . We have
L(θ|{y1∗, ...,y5∗}, I)
= L(θ|{y1∗, ...,y4∗}, I)− (λ′A(Ck, Ch)−A(Ck, Cj))
(A.19)
Because Ck = Cf ∪ Cg, we have
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Similar to the relation between sample a and c at time steps t = 1, 2, sample f and
h belong to the same cluster Cm at current time step while they are from different
clusters at time step t = 4. Based on the approximation, the terms A(Cf → Ch) and
A(Ch → Cf ) in two time steps will be merged. As a result, the final loss is computed
on intra-cluster pairs and inter-cluster pairs sampled from three clusters Cl, Cj and
Cm.
• t=6: C6∗ = Cl, N 2C6∗ [1] = Cj and N
2
C6∗
[2] = Cm. Thus
L(θ|{y1∗, ...,y6∗}, I) = L(θ|{y1∗, ...,y5∗}, I)
− (λ′A(Cl, Cj)−A(Cl, Cm))
(A.23)
Similar to the decomposition procedures above, both A(Cl, Cj) and A(Cl, Cm) can
be transformed to sample-based affinities. Because Cl and Cj are regarded as differ-
ent clusters previously, sample pairs from both of them are with positive weights in
the loss function. However, it will be diminished by positive pairs (with negative
weights) at current time step.
Though we use a toy example to show that the cluster-based loss can be transformed to
sample-based loss above, the reduction is general to any possible agglomerative clustering
processes because the loss for clusters at high-level can always be decomposed to the losses
on clusters at low-level until it reaches to single samples. The difference among various
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processes lies on the different weights associated with sample-based affinities. We should
know that sample pairs from the same cluster may be with positive weights. One way to
avoid this is increase λ′. In our implementation, we aim to increase affinities between sam-
ples from the same clusters, while decrease the affinities between samples from different
clusters. And the clusters are determined by cluster ids at current step. Therefore, we as-
sign a consistent weight γ to any affinities from the same cluster and 1 to any affinities from
different clusters. Because we use SGD for batch optimization, the scales for affinities do
not affect much on the performance. It is the signs affect much. Accordingly, at any given
time step T , the overall loss is approximated to






Note that we replace Y∗ in (A.24) by yT∗ in (A.24) because it is merely determined by
current yT , regardless of {y1∗, ...,yT−1∗ }. As a result, we do not need to record {y1∗, ...,yT−1∗ }.
This simplifies the batch optimization for CNN. Concretely, given a sample xi, we ran-
domly select a sample xj which belongs to the same cluster, while select neighbours of
xi that from other clusters to be xk. To omit the case that A(xi,xj) is much larger than
A(xi,xk), we also add a margin threshold like the triplet loss function used in [144, 145].
A.4 Detailed CNN Architectures in our Paper
In this paper, the CNN architectures vary from dataset to dataset. As we mentioned in the
main paper, we stacked different number of layers for different datasets so that the size
of most top layer response map is about 10×10. In Table A.1, we list the architectures
for the datasets used in our paper. ”conv” means convolutional layer. ”bn” means batch
normalization layer. ”wt-loss” means weighted triplet loss layer. X means the layer is used,
while − means the layer is not used.
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Table A.1: CNN architectures for different datasets in our paper.
Dataset COIL20 COIL100 USPS MNIST-test MNIST-full UMist FRGC CMU-PIE YTF
conv1 X X X X X X X X X
bn1 X X X X X X X X X
relu1 X X X X X X X X X
pool1 X X X X X X X X X
conv2 X X − X X X X X X
bn2 X X − X X X X X X
relu2 X X − X X X X X X
pool2 X X − − − X X X X
conv3 X X − − − X − − −
bn3 X X − − − X − − −
relu3 X X − − − X − − −
pool3 X X − − − X − − −
conv4 X X − − − − − − −
bn4 X X − − − − − − −
relu4 X X − − − − − − −
pool4 X X − − − − − − −
ip1 X X X X X X X X X
l2-norm X X X X X X X X X
wt-loss X X X X X X X X X
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APPENDIX B
APPENDIX FOR REASON ON SCENE GRAPH FOR VISUAL QUESTION
GENERATION
B.1 Question Templates
In our question templates, we introduce four attribute concepts size (<Z>), color (<C>,
material (<M>), shape (<S>). We use <R> to depict the relation between two objects,
which could be ‘left’, ‘right’, ‘front’ and ‘behind’. Besides, we introduce the absolute
spatial relationship <P> to depict the spatial location of one object proposal to the whole
image. According to its location, it can be ‘left-most’, ‘right-most’, ‘closest’ ‘farthest’ or
‘None’ otherwise. Further, we use <L> to indicate whether the target object proposal is at
the extreme location among all proposals that have the relationship <R> to its reference.
It can be ‘closest’ if it is extreme, and ‘None’ otherwise. For clarification, we show two
exemplar question templates below:
• “What shape is the <P> <Z> <C> <M> <S>?”
• “What size is <L> <Z> <C> <M> <S> that is <R> <Z> <C> <M> <S>?”
The question generator first points to the target object and reference object (if needed)
and fill them into the above templates correspondingly. Based on the locations of target and
reference objects, the relationship <R>, absolute location <P> and relative location <L>
are manually inferred. Thus far, we can compose a unique questions which is then forward
to Oracle side. Fig. B.2 and Fig. B.3 show the zero-hop and one-hop text and program
templates on 4 attributes respectively.
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B.2 Implementation Details
Visual system. We use Faster-RCNN [51] in conjunction with a pre-trained VGG16 [103]
as the backbone of the visual system. We use the implemetnation open sourced in [73].
During training, the backbone is fixed, and we only learn the parameters for the four at-
tribute classifiers (shape, color, size, material), which are two layer MLPs. We use the
ground-truth bounding boxes on the agent side, since proposing object regions from the
images is not our focus. In the future, we will try to use a region proposal network (RPN)
to get the object proposals on the agent side. We are effectively assuming the the agent
understands what constitutes an object, just not their names or attributes.
Question templates. We use zero-hop and one-hop question templates in our model.
This is for two reasons: 1) they are enough to compose informative questions; 2) lower
hop questions are more plausible to humans. Two simplified exemplar templates are: 1)
Zero-hop: “What shape is the <Some Object>?”; 2) “What size is <One Object> that is
<Spatial Relation> <Another Object>?”
During training, 100 images are sampled in an episode and the question generator is
trained over 200 episodes. The visual system is updated with 50 gradient descent steps
during each update. We start the visual system update once it accumulates 5 × na annota-
tions for attribute concept a. We use the Adam optimizer [228] for training the model. The
learning rate starts from 1e-4 and decreases by a factor 0.99 after each image.
Table B.1: Graph recall on realistic test set with policy trained on synthetic Standard train
set.
Realistic
Model R@10 R@20 R@50 AUC
Random 20.1 27.5 56.7 0.33
Entropy 20.3 32.0 66.1 0.39
Entropy+Context 30.2 39.9 55.5 0.41
Ours model 35.6 53.4 86.2 0.59
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(a) (b)
Figure B.1: Left: graph recall contributed bottom-up and top-down; Right: relative dialog
length over time.
B.3 Graph recall from Bottom-up and Top-down
Recall that the graph memory is updated both by the visual system as well as information
from the oracle. We investigate the contributions of these two factors to the graph recovery
over the dialogs. As shown in Fig. B.1(a), as the dialog proceeds, the agent relies more on
its visual system and less on interactions with Oracle. Since the graph memory is either
updated bottom-up or top-down, we can easily measure their contributions by counting
the number of entries updated by visual system and oracle in the graph memory. Also, as
shown in Fig. B.1(b), the number of dialog rounds drops. This is a plausible behavior since
we would not expect an intelligent agent to keep asking questions repeatedly after multiple
interactions with Oracle.
B.4 Graph Recall on Realistic Environment
In Table B.1, we present the graph recalls for different methods on our collected realistic
dataset. Clearly, our model outperforms all three baselines significantly. Though not be-
ing trained on the realistic environment, our questioner successfully propose meaningful
questions to ask and get much higher graph recalls. Moreover, the numbers are comparable
to those reported on synthetic test sets. These numbers indicate that our model have a
strong generalization ability across different environments.
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B.5 Attribute Annotations for ARID
For ARID dataset, we annotate three attribute concepts: object, color and material. Though
the huge number of object categories than our synthetic dataset, our model trained on syn-
thetic dataset generalizes well to this new environment. Fig. B.4 and Fig. B.5 show the
example of an image and the associated scene graph on mixture synthesized dataset and
ARID dataset, respectively.
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Figure B.2: Zero-hop text and program templates on 4 attributes concepts (size, color,
material, shape)
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Figure B.3: One-hop text and program templates on 4 attributes concepts (size, color, ma-
terial, shape)
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Figure B.4: Example of an image and the associated scene graph on mixture synthesized
dataset.
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Figure B.5: Example of an image and the associated scene graph on ARID dataset.
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