Abstract. Given a family of flows parametrized by an interval and a Morse decomposition which continues across the interval, a procedure is devised to detect connecting orbits at various parameter values. This is done by putting a small drift on the parameter space and considering the flow on the product of the phase space and the parameter interval. The Conley index and connection matrix are used to analyse the flow on the product space, then the drift is allowed to go to zero to obtain information about the original family of flows. This method can be used to detect connections between rest points of the same index for example.
Introduction
Suppose we have a one-parameter family of flows, parametrized by an open interval, and suppose that there is an isolated invariant set and Morse decomposition which continue across the interval. To obtain information about connecting orbits for different parameter values, we put an artificial flow on the parameter space. This flow has two rest points, one attracting and one repelling. The products of the Morse sets and the rest points give us a Morse decomposition of the flow on the product space. If there is a connecting orbit between two Morse sets in the product flow, and if this orbit persists as we let the artificial flow go to zero, then we can construct a 'limiting connection' in the Hausdorff topology and use this limit to obtain information about connecting orbits for parameter values between the two rest points.
This technique can be applied to understand the behaviour of families of differential equations, e.g. flows arising from ecological models [10] and travelling wave solutions to reaction-diffusion equations [8] . In the latter example the wave speed is a natural parameter.
In § 1 we discuss the Hausdorff metric and in § 2 we list some definitions and basic results about Morse decompositions. In § 3 we discuss the properties of the limiting connection mentioned above. This limit gives us information about unstable connections, e.g. connections between two saddle points which occur at some parameter value.
In order to apply the theory of § 3, we must be able to detect connections in the product flow. To do this, we introduce the Conley index and the connection matrix of Franzosa. The connection matrix is an algebraic object which gives us information about the connecting orbits in a flow. If the matrix at two parameter values is known, then these can be used to compute the matrix for the product flow. In § 4 we discuss the basic properties of the connection matrix and in § 5 we discuss the use of the connection matrix in the product flow.
The Hausdorff metric
Let (X, d) be a compact metric space and let 9 denote the closed subsets of X. For A, B € 9 let h(A, B) = inf {e \ A is contained in an e-neighbourhood of B}, p(A, B) = max {h(A, B), h(B, A)}. It is well known that p is a metric on 9, called the Hausdorff metric, and that {&, p) is a compact metric space. For x, y e X, A, B € 9 we have the following generalizations of the triangle inequality:
The following results are well known and easy so we omit the proofs. 
Morse decompositions
In this section we summarize some recent results on Morse decompositions. Definition 2.1. A partially ordered set is a pair (P, <) consisting of a finite set P and a relation < on P satisfying:
(a) for no p e P is p < p; (b) p < q and q < r implies p < r for all p,q,re P. Definition 2.2. Let (P, <) be a partially ordered set.
(a) / c P is an interval if p, re I, qzP, p<q<r implies qs I. We denote the set of intervals by #{P, <) or $>(P).
(b) A <= P is an attracting interval if a e A, p e P, p < a implies peA. Let sd(P) denote the attracting intervals.
(c) A pair of intervals (/, / ) is an adjacent pair of intervals if / u / is an interval and for no ie I,jeJ is j < i. If (/, / ) is an adjacent pair, we write IJ instead of / u J.
Let T be a Hausdorff space with a flow and let X c r be a local flow. We assume that the reader is familiar with <o-and to*-limit sets, isolated invariant sets, attractorrepeller pairs and continuation as discussed in [1] and [12] . If S, and 5 2 are invariant sets in X, then the set of connections from S 2 to S, is the set Definition 2.3. Let (P, <) be a partially ordered set, S<= X an isolated invariant set. A (P, <)-ordered Morse decomposition of S is a collection {M w | IT e P} of disjoint compact invariant subsets of 5 such that if x e S\{J, e P M v , then there are ir, ir' e P, 7r<7r' with xeC (M^,M v ) .
Given a Morse decomposition {M^\ire (P, <)}, there is a minimal partial order on P, < F , defined by taking the transitive closure of the relation: TT< F TT' if M n )*0. We call < F the flow-defined partial order on P.
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Let Ief(P, <). Define reP LEMMA 2.4 (see [12] Suppose A is an interval in R and X x A is a parametrized family of local flows, i.e. X x A is a local flow and X x {A} is a local flow for each A e A. We have the obvious projections p x : X x A -» X, p A : X x A -» A.
Suppose that for all A in some compact subinterval A' we have an isolated invariant set S A , and for A 9* fi, S A and S* 1 are related by continuation. Suppose oi{x, A)£ Ml. Then there is a TTV TT with <o(x, A)n Ml.^0. Without loss of generality, assume TT' < P TT. Let / = {/>€ P|p < P TT}. Then / is an attracting interval and TT'&I. Let t / c R ' ' be an isolating neighbourhood for M(I) and let U = U x A. Then l) n Mt' = 0 . Choose a sequence f n -» oo such that <J>, n (x, A) € U, 4>, n (x, A )-»(>', 0)eM° but $ r (^, A)^int(C/) for some fe(r n , f n+1 ). We can choose such a sequence because a>(x, A) n M^..# 0 . Now choose a sequence s n e (t n , t n+l ) such that ®sSx, \)edU and 4>,(x, A)ecl (0) forall/e[r n , i j .
Let (z,fi) be a limit point of {4> Sri (x, A)}. Since s n -»oo, ^ = 0 and (z, 0)e(dU)°. The sequence s n -t n is unbounded, otherwise (z, 0) lies on the orbit of (y, 0) and this orbit is contained in the interior of U. It follows that <&,(z, 0)€cl (t/°) for all f<0. (z, 0)eS° since (x, A)e S, so w(z, 0)c M°» for some ir"eP. If IT"€/, then this contradicts the fact that U is an isolating neighbourhood. If TT" H, then this contradicts the fact that M(I) is an attractor. In either case we have a contradiction and we conclude that w(x, A) is contained in Ml for some IT € P. A similar argument establishes that w*(x, A) is contained in M\ for some p e /?. D
Suppose that we have a connection from M p to MI in $ " and that a connection persists as we let ||g||-»0 in equation (3.1). One could hope that the M p to M" connections would give information about connections for A e (0,1). For example, if Ml continues to M^ and M\ continues to M p for all A, does it follow that M p and M% are connected for some value of A ? This is not true in general, but one can draw some conclusion about connections for A € (0,1) as in theorem 3.13 below. In order to use the information, we construct a limiting 'connection' as ||g||->0.
One-parameter families of flows 363
Let g n be a sequence of functions satisfying the conditions on g in (3.1) and assume that ||g|| -»0. Consider the sequence of equations
and let O" be the local flow generated by equation (3.In). The proof of the following lemma is straightforward so we omit it.
LEMMA 3.5. Let <&f denote the flow generated by (3.1) with g = 0. If x n and t n are bounded sequences, x n -*• x, t n^t and A n -* A, then 4>" M (x n , A n )-»^"(x, A).
Assume now that for each n there is a connection c n from M\ to M°n in the local flow <t>f. Let c n = closure of c n = c n u w(c n )u w*(c n ).
c n is compact, invariant and connected. In the Hausdorff topology on N x [0,1], c n has a convergent subsequence which we again label c n . Let c denote the limit of c n . Proof. c A 5* 0 because c is connected; c A is compact and invariant because it is the intersection of the compact invariant set c and the closed invariant set R d x {A}. The proof of connectedness is straightforward, so we omit it.
• Proof. lf{t n } is bounded, then let t be a limit point of {?"}. It follows that <J>f(*, A) = (y, A), so p ' = /» in this case. Assume now that t n -*<x>, and suppose p'^p in the flow-defined order on P A . We will derive a contradiction. Let / = {qe P K \q^p in the flow-defined order on P A }. We claim that for any * > 0, 4>!?,(z, A) e cl (U K ). If not, then 4>^T(z, A)£ cl (t/ A ) for some T > 0 . It follows that for all n sufficiently large, <J>" T (z n , v n )s£ cl (t)). But 4>" T (z n , i/ n ) = <J>" n _ T (x n , A n ) e U if s n > T, which is the case for « sufficiently large. Thus $!! r (z, v) e cl (U A ) for all f > 0.
So w*(z, »/)<= M(7) x {A} (limit in the ®T flow). $ f ( z , v) e N A for all t<0 since (z, v) is the limit of points on the c n so «(z, y) e M A for some qzP K -U qe I, then this contradicts the fact that U is an isolating neighbourhood for <£\ If qt. I, then we contradict the fact that M(I) is an attractor. In either case we have a contradiction, so the lemma is proved.
• An analogous argument holds for the backward flow, i.e. t n s 0. We then obtain p^p' in the conclusion of lemma 3.8. 
Proof Suppose p,p'el x .
Let (x,\)eMp, (y, A)eM A '. Then there are sequences (x n , A n ) 6 c n , (y n , fi n )e c n , (x n , A n ) ^ (x, A), (>>", / O -»• (>>, A). There exist times t n with <i>" n (x n , A n ) = (>»", /t n ). By taking a subsequence, we may assume that all the t n are non-negative or all the t n are non-positive. If all the t n are non-negative, lemma 3.8 implies p'^p, and if the /" are non-positive we have p^p'. In any case, p and p' are comparable in the flow-defined order.
• Now assume that the Morse decomposition entire interval A. LEMMA 3.10 (see [12] ). For each ne P, Uxei set on the flow 4>?° on R" x[0,1].
For 77 e P, define the sets \ ir e (P, < A )} continues over the t ' •* a compact isolated invariant . These examples will be discussed in a future paper.
The connection matrix
In this section we discuss the connection matrix, an algebraic object which contains information about connecting orbits between the sets in a Morse decomposition. Most of the results of this section are due to Franzosa.
Let T be a Hausdorff space with a flow (x, t)^x-t. For /<=R, x-J = {x-t\teJ}. Let X <= r be a local flow. 
The homotopy type [TV,/N o ] is called the Conley index of S and is denoted h(S).
References for the Conley index include [1] , [2] , [11] and [12] .
Let (A, A*) be an attractor-repeller pair in 5 and let (N 2 , AT,, N o ) be a compact triple in X. PROPOSITION 
(see [5]). If (N 2 , N o ) is an index pair for S and (N,, N o ) is an index pair for A, then (N 2 , N t ) is an index pair for A*.
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In view of this naturality, we rewrite sequence (4.5) as
where it is implicit that we have chosen an index triple, and the sequence for any other triple is related by (4.7). Now suppose that {M, | n e (P, <)} is a Morse decomposition of 5. If (/, / ) is an adjacent pair of intervals in P, then (M(/), M(J)) is an attractor-repeller pair in M(IJ) so we have a sequence as in (4.8) . We want to construct an analogue of an index triple which works for all of these attractor-repeller pairs. are homeomorphic.
The proofs of propositions 4.10 and 4.11 are straightforward, or see [4] . The existence of index filtrations was shown by Franzosa in [5] .
For any Je#(P), we define the chain complex C(I) = C(N(IJ)/N(J))
for any / satisfying definition 4.9. For any adjacent pair of intervals (/, / ) , there are inclusion and projection maps which induce a long exact homology sequence
and d contains connection information. Our goal is to condense the information in the sequence (4.12) into maps between the homologies of the indices of the single M n .
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For IeJ>(P), let C A ( 7 ) = 0 , e , H(ir), with the obvious grading (CA (7) 4 .17 (see [4] and [6] ). Given a flow-generated homology braid S€, then the set of connection matrices for 2f is non-empty.
The connection matrix may not be unique. If the Morse decomposition consists of hyperbolic rest points, then uniqueness of the connection matrix is implied by the transversality condition (see [10] ).
If 7 € ^(P) and $f is a homology braid, then there is an obvious restriction of 3€ to 7. 
]). If 2€ and %€' are isomorphic braids and A is a connection matrix for 3€, then A' is a connection matrix for S€', where
A'(7r', fl-) = 0(7r)A(ir', ff)fl"V) for all TT, ir'eP. We call A' the 0-conjugate of A. Theorem 4.20 and (4.7) imply that the connection matrix is independent of index filtration, up to conjugation.
Suppose we have a one-parameter family of local flows indexed by A as in § 3. Suppose that for A, fie A we have Morse decompositions { M^I T T S P } and {M^lwe P} which are related by continuation. THEOREM 4.21 (see [4] It follows that each connection matrix for W is the conjugate of a connection matrix for 3€
x by a conjugation of degree 0.
The transition matrix
In this section we discuss the theory of the connection matrix for one-parameter families of flows. We will then have an algebraic method of detecting connections from M\ to Ml in the flow &?.
If we have two topological spaces with flows, then there is an obvious flow on the product space. If X, and X 2 are local flows, then the product X, x X 2 is a local flow, and if S, <= X, and S 2 c X 2 are isolated invariant sets, then their product S^ x S 2 is an isolated invariant set in the product flow. 
