Система определения интернет-угроз на основе анализа журналов сетевых служб by Кулясов, Никита Владимирович

АННОТАЦИЯ 
 
 
Цель работы - разработка, реализация и тестирование комплекса 
программных средств с веб-интерфейсом для автоматического определения 
интернет-угроз на основе анализа журналов сетевых служб, в том числе 
проведение сравнения существующих средств анализа журналов сетевых 
служб, выявление недостатков. 
В работе проведён сравнительный анализ существующих средств 
анализа журналов сетевых служб, на основании которого выявлены их 
недостатки. Разработан и реализован программный комплекс, решающий 
задачу выявления интернет-угроз посредством обработки журналов сетевых 
служб. 
Магистерская диссертация по теме «Система определения интернет- 
угроз на основе анализа журналов сетевых служб» содержит 35 страниц 
текста, 4 приложение, 17 использованных источников. 
Ключевые слова: ИНТЕРНЕТ-УГРОЗА, СЕТЕВАЯ СЛУЖБА, 
ИСТОЧНИК УГРОЗЫ, ЖУРНАЛ СОБЫТИЙ, ВЕБ-ИНТЕРФЕЙС, 
ИНФОГРАФИКА, КОРРЕЛЯЦИЯ ПИРСОНА. 
ABSTRACT 
 
 
The purpose of study is design, implementation and testing of complex 
software solutions with a web interface to automatically detectecting internet threats 
by analyzing logs of network services, as well as, comparison of existing analysis 
tools of logs of network services and identify their disadvantages. 
The paper contains a comparative analysis of existing tools for analyzing logs 
of network services based on which their defects were detected . The software 
system was designed and implemented that solves the problem of identification of 
internet threats by processing the logs of network services. 
The master thesis entitled "System of detecting internet threats by analyzing 
logs of network services " contains the 35 pages of text, the 4 application, the 17 
used sources. 
The keywords: Internet threats, network services, sources of threats, event log, 
web interface, infographic, Pearson correlation. 
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ВВЕДЕНИЕ 
 
 
В последние два десятилетия получила огромное распространение гло- 
бальная информационная сеть Интернет. И с каждым годом число её пользова- 
телей увеличивается [14]. С ростом количества пользователей увеличивается и 
число сетевых служб, обеспечивающих взаимодействие пользователей с сетью. 
Параллельно с ростом популярности «всемирной паутины» росло и коли- 
чество всевозможных угроз, связанных с информационной безопасностью и 
направленных на кражу или порчу информации о пользователях, организациях и 
прочих элементов киберпространства. В связи с этим возникла необходимость в 
своевременном обнаружении и последующей ликвидации этих угроз. 
Актуальность данной работы обусловлена тем, что существующее сред- 
ства решения подобных задач имеют свою специфику и определенные недо- 
статки. Это привело к постановке задачи реализации эффективного программ- 
ного комплекса, решающего задачу определения интернет угроз и лишённого не- 
достатков существующих инструментов. 
Целью работы является проведение сравнения существующих средств ана- 
лиза журналов сетевых служб, выявление особенностей их функционирования, 
разработка, реализация и тестирование веб-системы для автоматического опре- 
деления интернет-угроз на основе анализа журналов сетевых служб. В процессе 
выполнения работы были решены следующие задачи: 
• Рассмотреть существующие средства анализа журналов веб-сервисов. 
• Проанализировать полученные результаты. 
• Разработать ПО, способное к автономному функционированию, облада- 
ющее способностью свободной конфигурации, эффективно выполняю- 
щее обнаружение попыток доступа к административным интерфейсам 
и прочим подозрительным ссылкам, попыток получить доступ к ресур- 
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сам FTP сервера методом перебора пары Логин-Пароль, а также, попы- 
ток нагрузочных атак на сайт (DOS). Также комплекс программ должен 
иметь возможность поиска ошибок при администрировании ресурса, 
обладать возможностью длительного хранения данных об обнаружен- 
ных угрозах и иметь удобное визуальное представление результатов 
анализа. 
• Организовать стенд по сбору данных. 
• Исследовать активность агентов угроз для новых элементов киберпро- 
странства. 
• Провести статистический анализ событий. 
 
Данная магистерская диссертация является продолжением работы С.В Ис- 
аева [6]. В работе[4] была рассмотрена динамика роста количества интернет- 
угроз для сети Красноярского научного центра периодом за пять лет с приведе- 
нием соответствующей статистики и инфографики. 
По теме магистерской диссертации опубликовано 4 статьи: 
 
1. Кулясов Н.В. Система распознавания интернет угроз по журналам веб- 
сервисов. // «Молодой ученый». 2015. №11(91). С. 79-83. 
2. Кулясов Н.В. Узловая система обнаружений интернет угроз с интерак- 
тивной визуализацией. // Электронный сборник материалов международной кон- 
ференции студентов, аспирантов и молодых ученых «Проспект Свободный – 
2015», посвященной 70-летию Великой Победы. 2015. С.34-37. 
3. Исаев С.В., Кулясов Н.В. Исследование активности агентов угроз для 
новых элементов киберпространства.// Материалы XIX Международной научно- 
практической конференции, посвящённой 55-летию Сибирского государствен- 
ного аэрокосмического университета имени академика М.Ф Решетнёва. Решет- 
невские чтения. Часть 2. 2015. С.288-289. 
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4. Кулясов Н.В. Влияние наличия информации в системе DNS на актив- 
ность агентов угроз киберпространства.//XIX Всероссийская конференция мо- 
лодых учёных по математическому моделированию и информационным техно- 
логиям. 2015. С.81. 
Основные результаты диссертации докладывались и обсуждались на 4 кон- 
ференциях. 
Получено свидетельство о государственной регистрации программы для 
ЭВМ (Приложение А). 
Во введении кратко описан объект исследования, сформулирована цель 
магистерской диссертационной работы, а также выделены её задачи. Обоснована 
актуальные на сегодняшний день вопросы исследования. Перечислены основные 
публикации по теме работы и дана общая характеристика магистерской диссер- 
тации. 
В первой главе представлены основные теоретические сведения, которые 
встречаются на протяжении работы. Определены сетевые службы и их журналы. 
Проведено сравнение существующих средств анализа журналов сетевых служб. 
Во второй главе приводится общая постановка задачи. Для её решения при- 
ведена модель функционирования системы, а также алгоритм, реализующий ре- 
шение задачи. Также подробно описаны средства, реализующие решение задачи. 
Третья глава посвящена описанию графического интерфейса входящего в 
состав системы, а также проведен анализ зависимости активности агентов угроз 
между сетевыми-службами. 
В четвертой главе приведены результаты исследования активности аген- 
тов угроз для новых элементов сети. Представлена конфигурация стенда по 
сбору данных, а также приведена дополнительная конфигурация для изучения 
влияния DNS сервера на активность агентов угроз. 
В заключении дано краткое обобщение полученных результатов. Пока- 
зано, что намеченные задачи решены и поставленная цель достигнута. Приведен 
список используемых источников. 
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В приложении А предложено свидетельство о государственной регистра- 
ции разработанного программного обеспечения. 
Приложение Б содержит программный код, реализующий алгоритм, опи- 
санный во второй главе. 
Приложение В содержит статистическую выборку, на основе которой про- 
веден сравнительный анализ зависимостей из третьей главы. 
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1 Основные сведения из предметной области 
 
 
      Интернет 
 
 
Интернет — всемирная система объединённых компьютерных сетей. 
Также могут встречаться такие названия как: Всемирная сеть и Глобальная  
сеть, а также просто Сеть. Система Интернет построена на базе стека протоколов 
TCP/IP . На основе сети Интернет работает множество систем передачи данных, 
например таких как «Всемирная паутина»(World Wide Web, WWW). За послед- 
ние 15 лет интернет аудитория увеличилась в 8 раз и в 2015 году численность 
интернет пользователей составила 3.2 миллиарда человек[14]. Данный показа- 
тель был бы недостижим без расширения инфраструктуры, обеспечивающей вза- 
имодействия пользователь – сеть. Параллельно с ростом количества пользовате- 
лей и хранящейся в сети информации растёт и количество интернет-угроз [17], 
направленных на один из ключевых элементов сети - сетевые службы. 
Как уже было сказано выше, Интернет построен на базе стека протоколов 
TCP/IP. Термин протокол, в данном случае, обозначает «язык», используемый 
компьютерами для обмена данными при работе в сети. Чтобы различные компь- 
ютеры сети могли взаимодействовать, они должны «разговаривать» на одном 
«языке», то есть использовать один и тот же протокол. Иначе говоря,  протокол 
— это правила передачи данных между узлами компьютерной сети. 
В   современных компьютерных    сетях из стека    сетевых    протоко-   
лов TCP/IP на транспортном уровне чаще всего используются TCP и UDP про- 
токолы. Две конечные точки (хосты) при установке соединения по этим прото- 
колам идентифицируются согласно номерам портов. Номера портов, используе- 
мые   для   конкретных   специфических   целей,   выделяет   и    регистри-    
рует IANA (Internet Assigned Numbers Authority), однако на практике часто 
встречаются случаи их неофициального применения. 
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      Сетевые службы 
 
 
В технической литературе англоязычный термин «server» обычно перево- 
дится как «служба», «сервис» или «услуга». Часто эти термины используются 
как синонимы. В тоже время обычно различают термин «служба»: с одной сто- 
роны, и термин «сервис» и «услуга» - с другой. Под "службой" понимается сете- 
вой компонент, который реализует некоторый набор услуг, который предостав- 
ляется данной службой. Таким образом, сервис – это интерфейс между потреби- 
телем услуг (например, пользователем) и поставщиком услуг (службой). Работа 
сетевых служб реализуется программными средствами, причём, все сетевые 
службы соответствуют архитектуре «клиент-сервер». Пара модулей сетевой опе- 
рационной системы «клиент-сервер» обеспечивает доступ пользователей к опре- 
делённому типу ресурсов, например, к файлам. В этом случае говорят, что поль- 
зователь имеет дело с файловой службой. Обычно сетевая ОС поддерживает не- 
сколько видов сетевых служб: файловую службу, службу печати, службу элек- 
тронной почты, службу удалённого доступа и т.д. 
Современный интернет в настоящее время насчитывает несколько десят- 
ков различных протоколов передачи данных и сетевых служб. В данной работе 
рассмотрим минимальный набор сетевых служб, необходимый для организации 
стандартного функционала интернет-сервера. В данный набор входят службы, 
работающие в рамках протоколов HTTP, HTTPS, FTP. 
Также нами будет рассмотрен технологический барьер, предназначенный 
для предотвращения несанкционированного или нежелательного сообщения 
между компьютерными сетями - файрвол. 
 
 
      Программное обеспечение сетевых служб. Журналирование 
 
 
Шестьдесят три процента всех интернет ресурсов базируется на серверах 
под управлением операционных систем семейства UNIX, что обусловлено высо- 
кой степенью безопасности и гибкостью настроек данной системы. В   качестве 
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веб-службы используется веб-сервер Apache 2.4[18], занимающий первое место 
в рейтинге веб(HTTP)-серверов[15]. Для файловой службы использовался FTP- 
сервер pure-FTPd, являющийся стандартным компонентом операционной си- 
стемы FreeBSD, также как и файрвол ipFW. 
Журналирование — процесс хронологической записи информации о про- 
исходящих с каким-то объектом (или в рамках какого-то процесса) событиях     
в журнал (лог-файл). Рассматриваемые в данной работе сетевые службы полно- 
стью поддерживают журналирование событий [11,12]. 
Веб-сервер Apache ведёт несколько журналов [16]: 
1. Журнал доступа записывает каждый запрос, отправленный на веб-сер- 
вере. Данные в котором представлены в виде строки следующей струк- 
туры: 
IP - - [Дата, время] «Метод http запроса, адрес ресурса к которому идёт об- 
ращение версия методов» коды состояния»-»» информация о клиенте. 
 
Пример: 
66.249.78.225[01/Apr/2014:00:00:31+0800]"GET/images/rsmain/nanopow 
ders/nonstick_coating_2.jpg HTTP/1.1" 304 - "-" "Googlebot 
2. Файл журнал ошибок хранит информацию о включении, отключении 
службы, различных предупреждениях и ошибках, связанных с работой 
сервера. 
Структура файла имеет вид: 
[Дата][уровень ошибки][Адрес с которого пришёл запрос вызвавший 
ошибку] 
Описание ошибки+ реферер при его наличии. 
Пример: 
[Sat Apr 19 15:17:42 2014] [error] [client 195.122.252.29] File does not  exist: 
/usr/local/www/icm/engine 
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FTP-сервер pure-FTPd ведёт единый файл доступа и ошибок для обраще- 
ний к файлам по протоколу FTP, который имеет следующий вид: 
Дата, время имя сервера название службы (?@IP адрес клиента)[тип за- 
писи] Описание. 
Пример: 
Jun 13 09:11:37 apple pure-ftpd: (?@182.118.60.41) [INFO] Logout. 
Файрвол ipFW журналирует все обращения к сетевому интерфейсу ком- 
пьютера и записывает в следующем виде: 
Дата, время имя сервера название службы: Статус соединения Протокол 
подключения IP адрес клиента:порт IP адрес назначения:порт in via интерфейс 
обращения 
Пример: 
Aug 20 06:00:09 apple kernel: ipfw: Accept TCP 119.10.8.133:50538 
217.79.50.208:22 in via bge1 
Таким образом, сетевые службы генерируя журналы, дают возможность не 
только отлаживать конфигурацию служб но и объективно оценивать состояния 
системы [9]. 
 
 
      Системы обнаружения вторжений. 
 
 
Основным способ определения интернет-угроз является использование си- 
стем обнаружения вторжений (СОВ), которые по принципу функционирования 
делятся на пять классов [10]: 
 Сетевая СОВ отслеживает вторжения, проверяя сетевой трафик, и ведет 
наблюдение за несколькими хостами. Сетевая система обнаружения втор- 
жений получает доступ к сетевому трафику, подключаясь к хабу или 
свитчу, настроенному на зеркалирование портов, либо сетевое TAP 
устройство. 
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 Основанная на протоколе СОВ представляет собой систему (либо 
агента), которая отслеживает и анализирует коммуникационные прото- 
колы со связанными системами или пользователями. Для веб-сервера по- 
добная СОВ обычно ведет наблюдение за HTTP и HTTPS протоколами. 
При использовании HTTPS СОВ должна располагаться на таком интер- 
фейсе, чтобы просматривать HTTPS пакеты ещё до их шифрования и от- 
правки в сеть. 
 Основанная на прикладных протоколах СОВ - это система (или агент), 
которая ведет наблюдение и анализ данных, передаваемых с использова- 
нием специфичных для определенных приложений протоколов. Например, 
на веб-сервере с SQL базой данных СОВ будет отслеживать содержимое 
SQL команд, передаваемых на сервер. 
 Узловая СОВ - система (или агент), расположенная на хосте, отслежива- 
ющая вторжения, используя анализ системных вызовов, лог-файлов при- 
ложений, модификаций файлов (исполняемых, файлов паролей, систем- 
ных баз данных), состояния хоста и прочих источников. 
 Гибридная СОВ совмещает два и более подходов к разработке СОВ. Дан- 
ные от агентов на хостах комбинируются с сетевой информацией для со- 
здания наиболее полного представления о безопасности сети. 
Исходя из данной классификации, узловая СОВ работает на обнаружение ин- 
тернет угроз, которые были проигнорированы другими механизмами безопасности 
и достигли сетевой службы. Сетевая служба, в свою очередь, записывает действия 
агента угроз в журнал. Таким образом, одним из вариантов обнаружения вторжений 
является анализ журналов сетевых служб. Поэтому стала актуальной задача о рас- 
смотрении существующих инструментов анализа журналов. 
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      Инструменты анализа. 
 
 
Поскольку Log файлы представляют из себя большой объём текстовой ин- 
формации, анализ без привлечения каких-либо программных средств является 
очень ресурсозатратным мероприятием. Поэтому существуют инструменты для 
анализа журналов, позволяющие ускорить процесс анализа. 
Проведем сравнение следующих инструментов анализа: 
1. Analog 6.0 (http://www.analog.cx/) 
2. Apache Log Analyzer 1.0 (http://on-line-teaching.com/) 
3. Sawmill Enterprise 8.6.2 (http://www.sawmill.net/) 
4. WebSpy Vantage Ultimate 2.2.0.84 (http://www.webspy.com/) 
5. WebLog Expert Lite 8.1 (http://www.weblogexpert.com/) 
6. OSSEC (http://ossec.github.io/) 
7. Prelude Semi (http://www.prelude-siem.com/) 
Выбор данных инструментов обусловлен тем, что они в полной мере поз- 
воляют произвести анализ журналов. 
В ходе тестового использования инструментов [7] была получена следую- 
щая сравнительная таблица (Таблица 1) 
 
Таблица 1 - Сравнение существующих инструментов анализа. 
 
Названи 
е 
Уровень 
доступа 
ОС Тип 
инструм 
ента 
Автоно 
мность 
Определ 
ение 
угроз 
Конфиг 
урирова 
ние 
Интерф 
ейс 
Тип 
интерф 
ейса 
Analog 
6.0 
open- 
source 
Cross 
platform 
Анализа 
тор 
+ - + + Console 
+ html 
отчёт 
Apache 
Log 
Analyzer 
1.0 
open- 
source 
Windows Анали- 
затор 
- - - + Window 
s+ xls 
Sawmill 
Enterpris 
e 8.6.2 
Sharewar 
e 
Cross 
platform 
Анали- 
затор 
+ - - + WEB 
WebSpy 
Vantage 
Ultimate 
Sharewar 
e 
Windows Анали- 
затор 
+ - - + WEB 
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WebLog 
Expert 
Lite 8.1 
Sharewar 
e 
Windows Анали- 
затор 
- - - + WEB 
OSSEC open- 
source 
Cross 
platform 
СОВ + + + - WEB    - 
конфи- 
гуриро- 
вание 
Prelude 
Semi 
open- 
source 
Cross 
platform 
СОВ + + + - От сто- 
ронних 
продук- 
тов 
 
 
Из таблицы видно, что инструменты, обладающие графическим интерфей- 
сом, не имеют возможности определения интернет-угроз. В то время как полно- 
ценные системы определения вторжений не имеют собственного интерфейса. 
Ввиду отсутствия универсального инструмента анализа с удобным графическим 
интерфейсом становится актуальной задача по его реализации. 
 
 
2 Система определения интернет-угроз 
 
 
      Постановка задачи 
 
Исходя из результатов проведённого сравнительного анализа существую- 
щих инструментов, было решено разработать систему определения интернет- 
угроз, включающую в себя следующий функционал: 
• Автономное функционирование ПО. 
• Возможность конфигурирования. 
• Обнаружение попыток доступа к несуществующим ссылкам, напри- 
мер, административным интерфейсам. 
• Обнаружение попыток получить доступ к ресурсам FTP сервера ме- 
тодом перебора пары Логин-Пароль. 
• Обнаружение попыток нагрузочных атак на сайт (DOS). Большое ко- 
личество запросов за короткое время с одного адреса. 
• Поиск ошибок при администрировании ресурса. 
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• Возможность длительного хранения данных об обнаруженных угро- 
зах. 
• Визуальное представление обработанных данных. 
 
 
      Модель взаимодействия 
 
 
Для реализации системы определения интернет-угроз на основе анализа 
журналов сетевых служб была взята следующая модель взаимодействия (рису- 
нок 1). 
 
 
 
 
Рисунок 1 -  Модель функционирования системы. 
 
 
 
Предположим, что в нашем серверном парке есть несколько интернет сер- 
висов Server1-Server3, к которым через интернет обращаются пользователи, 
среди которых есть агенты угроз (отмеченные красным). При обращении к сер- 
висам некоторые из агентов блокируются средствами систем   противодействия 
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вторжений, при этом некоторым из агентов удаётся обойти системы безопасно- 
сти и обратиться к сетевым службам сервисов. В свою очередь, сервисы запро- 
токолируют активность агента угроз в журнал. Через определённый пользовате- 
лем интервал программное обеспечение, отвечающее за анализ журналов, собе- 
рёт данные со всех сервисов и проведёт их анализ. При обнаружении факта ин- 
тернет угрозы система промаркирует клиента как потенциальную опасность и 
передаст данные для последующего хранения. При обращении пользователя к 
интерфейсу системы он получит развёрнутую информацию об угрозе. 
Данная модель взята за основу при проектировании системы определения 
интернет-угроз на основе анализа журналов сетевых служб. 
 
 
      Алгоритм решения 
 
 
Для сбора и обработки данных использовался следующий сценарий: через 
заданный пользователем в утилите планировщике «cron» интервал времени за- 
пускается программа для анализа данных. Она, в свою очередь, посредством про- 
токола FTP собирает данные с серверов, указанных в конфигурации. После чего 
происходит выборка требуемого для анализа временного интервала в журналах 
при помощи стандартной утилиты «grep» и производит обработку по следую- 
щему алгоритму (рисунок 2). Полученный для обработки фрагмент журнала пре- 
образуется в массив строк, который после группируется по признаку ip адреса 
клиента. При следующем шаге полученные ранее группы проверяются на соот- 
ветствие параметрам заданных интернет-угроз. В рамках данной работы мы рас- 
смотрим следующие интернет-угрозы[2,8]: 
• Обнаружение попыток доступа к административным интерфейсам 
веб-сервиса. Данный тип интернет угрозы характеризуется опреде- 
лённым количеством записей в журнале ошибок за короткий проме- 
жуток времени о запросах от одного клиента к ресурсам, имеющим в 
названии префиксы «adm*», «edi*», «panel*». В качестве временного 
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интервала выбрано значение в один час, а количественное ограниче- 
ние запросов устанавливает пользователь в конфигурации. 
• Обнаружение попыток нагрузочных атак на сайт (DOS). Большое ко- 
личество запросов в журнале доступа веб-сервиса за короткое время 
с одного адреса временной и количественный показатель устанавли- 
вается пользователем[13]. 
• Обнаружение попыток получить несанкционированного доступ к ре- 
сурсам FTP-сервиса методом перебора пары Логин-Пароль. В жур- 
нале службы более 10 подряд идущих ошибок аутентификации. 
• Поиск ошибок при администрировании ресурса, многократные за- 
писи в журнале ошибок веб-сервиса о попытках доступа к несуще- 
ствующим ресурсам от одного адреса, временной интервал один час, 
количественный более 10 обращений. 
 
 
Рисунок 2  -  Алгоритм обработки данных. 
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В случае соответствия группы какому-либо из перечисленных типов угроз 
данные о ней передаются в базу данных для хранения, с заполнением следующих 
полей: ip адрес клиента, тип вызванной угрозы, количество превышений задан- 
ных параметров, имя сервера, на котором была обнаружена угроза, дата, время, 
продолжительность зафиксированной угрозы, количество запросов, полученное 
от клиента, первая строка журнала из фрагмента, маркированного как угроза 
(Приложение Б)[1]. 
 
 
      Средства реализации 
 
 
Для реализации решения поставленных задач была использована операци- 
онная система Ubuntu Server 15.04, которая относится к ОС семейства Linux. Вы- 
бор данной операционной системы обусловлен тем, что наибольшее число сер- 
веров работают под управлением операционных системы Linux (рисунок 3). 
 
 
 
 
Рисунок 3 - Статистика использования серверных ОС. 
 
В качестве веб-службы используется веб сервер Apache 2.4 по данным ста- 
тистики 32,8% всех веб-служб используют данный сервер (рисунок 4)[18]. 
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Рисунок 4 -  Рейтинг веб серверов. 
 
Остальные сетевые службы являются стандартными компонентами опера- 
ционной системы, FTP-сервер «PureFTPd», а также файрвол «ipFW». 
Для решения задачи об автоматизации процесса анализа используется ути- 
лита планировщик «cron». 
Для хранения данных о конфигурации и обнаруженных угрозах использу- 
ется БД MySQL которая используется на 58% всех веб-сервисов (рисунок 5). 
 
 
Рисунок 5 - Доли различных баз данных в интернете. 
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При реализации алгоритмов анализа использован язык программирования 
PHP 5.0 и непроцедурный язык программирования SQL. Для организации интер- 
фейса использованы языки HTM, JavaScript и CSS. 
 
3 Графический интерфейс для системы определения. 
 
 
      Конфигурация 
 
 
Исходя из задачи о необходимости конфигурирования системы в базе дан- 
ных была организована таблица со следующими полями: «IP» - ip адрес сервера, 
для которого необходимо провести анализ, «Name» - имя, которым будут марки- 
роваться угрозы для этого сервера, «log» - логин для подключения к серверу 
«pas» - пароль для доступа к серверу, «folder» - директория, в которой храниться 
журналы, «access» - имя журнала доступа веб-службы, «error» - имя журнала 
ошибок веб-службы, «ftp» - имя журнала FTP-сервера, «sys» - имя журнала 
файрвола, «adm_num» - количественное ограничение запросов, при превышении 
которого   клиент  маркируется  как  угроза  административным    интерфейсам, 
«dos_dure» - временной интервал, на котором будет происходить обнаружение 
DOS атаки, «dos_num» - количество запросов, при превышении которого актив- 
ность клиента маркируется как DOS-атака . 
Для внесения в таблицу конфигурации изменений был реализован следую- 
щий веб-интерфейс (рисунок 6). 
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Рисунок 6 - Интерфейс конфигурирования системы. 
 
Интерфейс позволяет добавлять и удалять сервера для анализа, а также 
настраивать параметры для интернет-угроз. Данный интерфейс в полной мере 
позволяет конфигурировать систему для её функционирования. 
 
 
      Интерфейс статистики веб служб. 
 
 
Для отображения статистики угроз для веб-служб и FTP-сервера был реа- 
лизован следующий веб-интерфейс: 
В верхней части интерфейса представлены круговые диаграммы отобража- 
ющие статистику по временным признакам (Год, месяц, день, час) и по IP адре- 
сам агентов-угроз (рисунок 7), а также столбчатая диаграмма по типам угроз. 
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Рисунок 7 - Интерфейс статистики веб-служб, часть 1. 
 
Каждый элемент интерфейса позволяет фильтровать данные относительно 
выбранных элементов. Так, при выборе в диаграмме «Month» секции отобража- 
ющей количество за «август(8)» и в диаграмме «Day» секции «12» и «13», ин- 
терфейс отобразит статистику об угрозах зафиксированных в период с 12-13 ав- 
густа как показано на рисунке 8. 
 
Рисунок 8 - Пример фильтрации интерфейса. 
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Во второй части интерфейса расположена столбчатая гистограмма, отоб- 
ражающая общее количество угроз за выбранный период времени с возможно- 
стью зумирования выбранного периода до масштаба нескольких часов (рисунок 
9), которая также является элементом фильтрации. 
 
 
Рисунок 9 - Интерфейс статистики веб-служб, часть 2. 
 
В нижней части интерфейс отображает фрагмент базы данных за выбран- 
ный период ( рисунок 10). 
 
Рисунок 10 - Интерфейс статистики веб-служб, часть 3. 
 
Таким образом данный интерфейс позволяет получить развёрнутую ин- 
формацию об активности агентов-угроз с возможностью фильтрации событий. 
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      Интерфейс обработки журнала сетевого фильтра 
 
 
Статистика, полученная при обработке журнал файрвола, вынесена в от- 
дельную часть интерфейса, которая представлена на рисунке 11. В верхней части 
пользователь имеет возможность выбрать временной интервал, за который будет 
представлена статистика, а также количественные показатели событий такие как 
количество превышения ограничений или количество запросов к интерфейсу. 
На точечной диаграмме интерфейс отображает статистику за выбранный 
временной период с отображением количества превышений или запросов (в за- 
висимости от выбора пользователя) к протоколу TCP, UDP и суммарное количе- 
ство. Столбчатые диаграммы, в свою очередь, отображают статистику по самым 
активным клиентам и хостам обращения (более детальная информация о 
столбце отображается при наведении на столбец диаграммы). 
 
Рисунок 11 - Интерфейс статистики файрвола, часть 1. 
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Во второй части интерфейса (рисунок 12) представлена столбчатая диа- 
грамма. отображающая статистику о активности агентов угроз на портах сете- 
вого интерфейса (на диаграмме представлены 20 наиболее нагруженных портов), 
также в этой части расположен выпадающий список с адресами 30 наиболее ак- 
тивных клиентов. 
 
 
Рисунок 12 - Интерфейс статистики файрвола, часть 2. 
 
Выбрав одного клиента из списка, пользователь может послать "whois" за- 
прос, для получения данных о клиенте( рисунок 13). 
Whois— сетевой протокол прикладного уровня, базирующийся на прото- 
коле TCP . Основное применение — получение регистрационных данных о вла- 
дельцах доменных имён, IP-адресов и автономных систем. 
 
 
Рисунок 13 - Ответ системы на "whois" запрос. 
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Также в данной части интерфейса предусмотрен статистический анализ со- 
бытий, о котором будет рассказано в следующем параграфе. 
 
 
      Статистический анализ 
 
 
Статистический анализ в данной работе основан на расчёте коэффициента 
корреляции[3] между выборками данных об активности агентов на портах сете- 
вого интерфейса. Данный шаг сделан для возможности определения взаимосвязи 
событий, происходящих с различными сетевыми службами, поскольку каждой 
присвоен свой определённый номер порта. 
Расчёт корреляции производился по формуле Пирсона: 
 
 
,  
где ; 
 ; 
В качестве  и  выступают статистические выборки, которые 
формируются на основании временного периода и количественного параметра, 
указанных пользователем в интерфейсе (рисунок 12) для выбранных номеров 
портов. 
При проведении статистического анализа для выборок из 2х портов, отве- 
чающих за сетевые службы SSH (удалённое управление ОС, 22порт) и SMTP( 
передача электронной почты, 25 порт), был получен следующий результат (ри- 
сунок 14): 
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Рисунок 14 - Статистический анализ событий на портах 22 и 25. 
 
На рисунке видно, что связь между активностью агентов угроз на этих 
портах слабая и коэффициент корреляции для них составляет 0,497. 
Данный результат подтверждается анализом, полученным на основе тех же 
выборок (Приложение В) при использованием средств Microsoft Exel (рисунок 
15). 
 
Рисунок 15 - Верификация результатов анализа. 
 
 
Рассмотрим результаты анализа активности на портах, относящихся к веб 
службе HTTP (протокол передачи гипертекста, 80 порт) и HTTPS (протокол пе- 
редачи гипертекста c поддержкой шифрования, 443 порт) (рисунок 16). 
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Рисунок 16 -  Статистический анализ событий на портах 80 и 443. 
 
Из рисунка видно, что связь между активностью агентов угроз на этих пор- 
тах очень высока и коэффициент корреляции для них составляет 0,9578. 
Также был проведён статистический анализ для наиболее распространён- 
ных сетевых служб(таблица 2). 
 
Таблица 2 – Корреляционный анализ данных. 
 
  
HTTP 
 
HTTPS 
 
Telnet 
 
HTTPa 
 
SIP 
 
RDP 
 
SSH 
 
mSQL 
Rad- 
min 
MySQ 
L 
 
HTTP 
 
1 
 
0,957 
 
-0,2 
 
0,016 
 
-0,104 
 
0,202 
 
-0,072 
 
-0,114 
 
-0,06 
 
-0,017 
 
HTTPS 
 
0,957 
 
1 
 
-0,189 
 
-0,036 
 
-0,086 
 
0,208 
 
-0,03 
 
-0,115 
 
-0,06 
 
0,054 
 
Telnet 
 
-0,2 
 
-0,189 
 
1 
 
-0,17 
 
0,179 
 
-0,191 
 
0,067 
 
0,367 
 
0,027 
 
-0,163 
 
HTTPa 
 
0,016 
 
-0,036 
 
-0,17 
 
1 
 
0,134 
 
-0,031 
 
0,607 
 
-0,351 
 
0,295 
 
0,468 
 
SIP 
 
-0,104 
 
-0,086 
 
0,179 
 
0,134 
 
1 
 
0,464 
 
0,27 
 
0,386 
 
0,4 
 
0,174 
 
RDP 
 
0,202 
 
0,208 
 
-0,191 
 
-0,031 
 
0,464 
 
1 
 
0,279 
 
-0,036 
 
0,241 
 
0,153 
 
SSH 
 
-0,072 
 
-0,03 
 
0,067 
 
0,607 
 
0,27 
 
0,279 
 
1 
 
0,286 
 
0,191 
 
0,618 
 
mSQL 
 
-0,114 
 
-0,115 
 
0,367 
 
-0,351 
 
0,386 
 
-0,036 
 
0,286 
 
1 
 
0,014 
 
-0,204 
 
Radmin 
 
-0,06 
 
-0,06 
 
0,027 
 
0,295 
 
0,4 
 
0,241 
 
0,191 
 
0,014 
 
1 
 
-0,06 
 
MySQL 
 
-0,017 
 
0,054 
 
-0,163 
 
0,468 
 
0,174 
 
0,153 
 
0,618 
 
-0,204 
 
-0,060 
 
1 
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Как видно из таблицы в большинстве случаев между активностью агентов 
угроз на различных сетевых службах взаимосвязь не наблюдаются, но есть еди- 
ничные случаи слабой (коэффициент корреляции более 0,4) и сильной (коэффи- 
циент корреляции более 0,8) зависимости. 
Таким образом, статистический анализ позволяет находить зависимости 
активности агентов угроз между сетевыми службами, подвергающимися атакам, 
что позволяет проводить более полный анализ активности агентов угроз. 
 
4 Исследования активности агентов угроз 
 
 
      Организация стенда с новым элементом киберпространства 
 
 
Для исследования активности агентов угроз был создан модельный сете- 
вой стенд по типу darknet [8], на котором размещены программные средства по 
сбору информации и некоторые популярные сервисы для более детального изу- 
чения входящих запросов. Для стенда было выделено 253 интернет адреса, кото- 
рые до этого были недоступны в сети Интернет, таким образом обращение к дан- 
ному подмножеству адресов возможно лишь в результате ошибок конфигурации 
или нелегитимных действий, например, в целях первичной разведки путем ска- 
нирования. На рисунке 17 представлена сценарий функционирования стенда. 
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Рисунок 17 - Сценарий работы стенда по сбору данных. 
 
 
В качестве операционной системы стенда выступила ОС FreeBSD с уста- 
новленным следующими сетевыми службами: веб сервером «Apache», FTP сер- 
вером «Pure-FTPd» и настроенным файрволом «IPFW». Для сбора информации 
о действиях агентов угроз было настроено журналирование. 
 
 
      Результаты 
 
 
Через некоторое время с момента запуска стенда был проведён анализ жур- 
налов полученных со стенда, в ходе которого были получены следующие резуль- 
таты: 
На рисунке 18 представлена столбчатая диаграмма, отображающая актив- 
ность агентов угроз за период функционирования стенда. 
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Рисунок 18 - Статистика за период функционирования стенда. 
 
Так из рисунка отчётливо видно, что активность входящих соединений воз- 
никает практически сразу после появления в киберпространстве, а также не яв- 
ляется постоянной и имеет как пики, так провалы в значениях. 
Рисунок 19 отражает неравномерное распределение активности агентов 
угроз между выделенными стенду ip адресами. 
 
Рисунок 19 - Распределение нагрузки по пулу выделенных адресов. 
 
На рисунке 20 представлены 10 наиболее опрашиваемых сетевых служб на 
стенде. 
32 
 
 
 
Рисунок 20 - Наиболее подверженные угрозам службы. 
 
 
Из рисунка видно, что наибольшей популярностью у агентов угроз явля- 
ются веб-службы, предназначенные для организации веб сайтов. 
На основе проделанного анализа можно сделать выводы о необходимости 
заблаговременной защиты элементов киберпространства. 
 
 
      Изменение конфигурации стенда 
 
 
В последствии в конфигурацию стенда были внесены изменения для изу- 
чения возможной зависимости между активностью агентов угроз и регистраци- 
онной записью на сервере DNS. На рисунке 21 представлена измененная модель 
функционирования стенда. 
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Рисунок 21 - Сценарий функционирования стенда с DNS сервером. 
 
 
Так, множество адресов было разделено на два подмножества: чётные и не 
чётные. Нечетное множество адресов получило на DNS сервере прямую и обрат- 
ную запись, в то время как чётные остались без изменений. 
После 20 дней функционирования новой конфигурации мы провели обра- 
ботку данных и получили следующий результат (рисунок 22). 
 
Рисунок 22 - Разделение активности агентов угроз между адресами с и без DNS регистрации. 
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На данном графике представлена активность агентов угроз для множеств 
адресов с и без записи на DNS сервере. Исходя из данного графика можно сде- 
лать вывод, что действия, связанные с регистрацией элемента киберпространства 
на DNS сервере никак не влияют на активность агентов интернет-угроз. 
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ЗАКЛЮЧЕНИЕ 
 
 
В ходе работы было проведено сравнение существующих средств анализа 
журналов сетевых служб. По результатам сравнения был сделан вывод, что су- 
ществующие инструменты не обладают должным функционалом. Поэтому была 
разработана система определения интернет-угроз, обладающая удобным пользо- 
вательским интерфейсом и устраняющая недостатки существующих подобных 
средств. Также были предложены модель взаимодействия такой системы и сред- 
ства её реализующие. Организован стенд по сбору данных. Проведено исследо- 
вание активности агентов угроз для новых элементов киберпространства. На ос- 
нове статистических данных, полученных разработанной системой, был прове- 
ден анализ зависимости веб-служб. Был сделан вывод, что действия, связанные 
с регистрацией элемента киберпространства на DNS сервере никак не влияют на 
активность агентов интернет-угроз. На разработанную систему получено свиде- 
тельство о государственной регистрации программы для ЭВМ (Приложение А). 
Построенная система является эффективным инструментом анализа жур- налов 
интернет-служб и позволяет определять зависимости и выявлять потенци- 
ально опасные киберугрозы. 
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Приложение А. Свидетельство о государственной регистрации 
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Приложение Б. Фрагмент кода обнаружени попыток DOS атаки 
Фрагмент основной программы: 
 
if ($d==1) //анализ dos 
{ 
if (ftp_get($conn_id, $local_access, $access[$i], FTP_BINARY)) // получаем с помощью FTP протокола 
файл журнала доступа веб-сервера 
{ 
echo "Получен файл ".$access[$i]."\n"; 
$zap=$day.'/'.$month.'/'.$yar.':'.$hour; 
shell_exec('cat '.$local_access.' | grep "'.$zap.'" > tempa.log'); //фильтруем даные журнала по ризнаку 
даты и времени 
 
 
unlink('access.log'); 
shell_exec('cat tempa.log | grep -v "127.0.0.1" > '.$local_access); //фильтруем   журнал   от  ло- 
кальных запросов 
unlink('tempa.log'); 
dos($name[$i],$local_access,$doskol[$i],$dostime[$i],$sql_nameDB,$sql_server,$sql_user,$sql_pass); //за- 
пускаем анализ полученого фрагмента на предмет угроз. 
} 
else 
{ 
echo "Не удалось получить ".$access[$i]."\n"; //ошибка при скачивание файла 
} 
} 
 
Фрагмент функции dos() обнаружения DOS Атаки: 
 
for ($k=1;$k <count ($ipacces[$i]);++$k) //Цикл по массиву групп 
{ 
$string = substr($ipacces[$i][$k],1,15);  // получаем из строки данные о дате 
$string_temp=$string; 
$kol=0; 
$l=$k+1; 
$string_m=substr($ipacces[$i][$k],16,2); // получаем из строки данные овремени 
while (strcmp($string,$string_temp)==0) // пока даты одинаковы 
{ 
if (isset($ipacces[$i][$l])){ $reqest=$ipacces[$i][$l-1]; } 
$string_temp=substr(@$ipacces[$i][$l],1,15); 
$string_temp_m=substr(@$ipacces[$i][$l],16,2); 
$z= $string_temp_m-$string_m;  // продолжительность активности 
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$l++; 
 
 
 
 
 
 
 
 
} 
 
if ($z<$dtime) //проверяем на превышение параметра 
{ 
$kol++; 
} 
else break; 
$string_temp_m=substr($ipacces[$i][$l-2],16,2); 
$kol++; 
if ($dkol<$kol) // проверка на превышение ограничения количества запросов 
{  // формируем данные для записи в базу данных 
$yar=substr($ipacces[$i][$k],8,4); 
$day=substr($ipacces[$i][$k],1,2); 
$hours=substr($ipacces[$i][$k],13,2); 
$min=substr($ipacces[$i][$k],16,2); 
$sek=substr($ipacces[$i][$k],19,2); 
$dur=(substr($reqest,16,2))-(substr($ipacces[$i][$k],16,2)); 
$month=substr($ipacces[$i][$k],4,3); 
switch ($month) { 
case "Jan":$month="01"; 
break; 
break; 
break; 
 
 
case "Feb":$month="02"; 
case "Mar":$month="03"; 
case "Apr":$month="04"; 
break; 
case "May":$month="05"; 
break; 
case "Jun":$month="06"; 
break; 
case "Jul":$month="07"; 
break; 
case "Aug":$month="08"; 
break; 
case "Sep":$month="09"; 
break; 
case "Oct":$month="10"; 
break; 
case "Nov":$month="11"; 
break; 
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case "Dec":$month="12"; 
break; 
} 
 
 
 
 
 
mysql_connect($sql_ip, $sql_log, $sql_pas) or die(mysql_error()); // подключаемся к БД 
mysql_select_db($nameDB) or die(mysql_error()); 
$strSQL = "INSERT INTO FullLog(";   //Формируем SQL запрос 
 
 
$strSQL = $strSQL . "IP, "; 
$strSQL = $strSQL . "Type, "; 
$strSQL = $strSQL . "Server, "; 
$strSQL = $strSQL . "Date, "; 
$strSQL = $strSQL . "Time, "; 
$strSQL = $strSQL . "Duration, "; 
$strSQL = $strSQL . "Num, "; 
$strSQL = $strSQL . "The_query_string) "; 
 
 
$strSQL = $strSQL . "VALUES("; 
$strSQL = $strSQL . "'".$ipacces[$i][0]."',"; 
$strSQL = $strSQL . "'DOS',"; 
$strSQL = $strSQL . "'".$name."',"; 
$strSQL = $strSQL . "'".$yar.'-'.$month.'-'.$day."',"; 
$strSQL = $strSQL . "'".$hours.":".$min.":".$sek."',"; 
$strSQL = $strSQL . "'".$dur."',"; 
$strSQL = $strSQL . "'".$kol."',"; 
$strSQL = $strSQL . "'".$ipacces[$i][$k]."')"; 
 
 
mysql_query($strSQL); // отправляем запрос на сервер 
mysql_close (); // отключаемся от БД. 
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Приложение В. Выборка данных для статистического анализа 
 
 
Date 22 25  26.08.2015 6507 74869 
18.07.2015 5907 66123 27.08.2015 7887 12849
1 19.07.2015 6910 71099 28.08.2015 5218 77039
20.07.2015 6783 75644 29.08.2015 5128 73669 
21.07.2015 10393 92773 30.08.2015 6953 85717 
22.07.2015 12442 87490 31.08.2015 6814 74951 
23.07.2015 10692 77714 01.09.2015 6939 69444 
24.07.2015 9696 82515 02.09.2015 6133 68401 
25.07.2015 9914 80242 08.09.2015 2728 45134 
26.07.2015 9757 71417 09.09.2015 5862 83593 
27.07.2015 9392 77748 10.09.2015 9548 10073
2 28.07.2015 10138 84053 11.09.2015 7522 9256
29.07.2015 9906 95667 12.09.2015 8485 89161 
30.07.2015 8587 83610 13.09.2015 7860 81644 
31.07.2015 10783 90105 14.09.2015 7629 81514 
01.08.2015 9065 93391 15.09.2015 3048 35102 
02.08.2015 10243 126005  
03.08.2015 9026 125101 
04.08.2015 9346 69185 
05.08.2015 8013 75636 
06.08.2015 7018 61306 
07.08.2015 8983 93186 
08.08.2015 12595 115344 
09.08.2015 8490 67568 
10.08.2015 8431 62913 
11.08.2015 10087 70273 
12.08.2015 8701 75633 
13.08.2015 8643 188184 
14.08.2015 9288 71096 
15.08.2015 8955 84390 
16.08.2015 8769 63374 
17.08.2015 9739 72548 
18.08.2015 9540 69156 
19.08.2015 8886 71552 
20.08.2015 1384 16233 
21.08.2015 6378 70508 
22.08.2015 7682 82746 
23.08.2015 9478 95743 
24.08.2015 9209 64589 
25.08.2015 8504 67620 
 
