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Abstract. This paper deals with input adaptation in dynamic processes in order to guarantee
feasible and optimal operation despite the presence of uncertainty. For those optimal control prob-
lems having terminal and mixed control-state path constraints, two orthogonal sets of adaptation
directions can be distinguished in the input space: the sensitivity-seeking directions, along which a
small variation from an optimal nominal solution will not aﬀect the respective active constraints, and
the complementary constraint-seeking directions, along which a variation will aﬀect the respective
constraints. It follows that selective input adaptation strategies can be deﬁned, namely, adaptation
in the sensitivity- and constraint-seeking directions. This paper proves the important result that, for
small parametric perturbations, the cost variation resulting from adaptation in the sensitivity-seeking
directions (over no input adaptation) is typically smaller than the cost variation due to adaptation
in the constraint-seeking directions. It is also established that no selective input adaptation along a
sensitivity-seeking direction can reduce the dominant, ﬁrst-order term in the optimality gap; adap-
tation along a constraint-seeking direction is necessary to cancel it out. These results are illustrated
with two numerical case studies.
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1. Introduction. A large class of industrial processes is transient in nature.
For instance, many processes in the resource industries are either discontinuous or
operated in an unsteady-state manner. Batch and semibatch processes in the chemical
process industry are other examples of processes that are characterized by the absence
of a steady state. Many alternative technologies in the energy sector also exhibit
discontinuous operation, and transient energy-generation systems are expected to play
a key role in years to come.
In engineering applications, the optimization of transient processes aims at com-
puting time proﬁles of certain process variables to improve process performance—
measured in terms of proﬁt or product quality—subject to tight operational con-
straints, including strict safety requirements and environmental regulations. Many
numerical methods have been developed over the years to solve such optimal control
problems on the basis of a process model; see, e.g., [3, 4, 16]. However, in applying
the computed optimal proﬁles open-loop to the process, both plant-model mismatch
and process disturbances typically result in suboptimal process operation or, which is
worse, infeasible operation.
A common practice of dealing with uncertainty is to represent it in the form of
parametric perturbations. The optimal input proﬁles are computed oﬀ-line for the
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nominal values of the parameters. Naturally, when some parameters deviate from their
nominal values, a change in optimal inputs is required to maintain optimality and meet
constraints. Ideally, one needs to repeat the computations with the modiﬁed values
of the parameters to obtain the modiﬁed optimal inputs [12, 36]. Eﬃcient approaches
that minimize the computational burden have been developed, many of which rely on
fast sensitivity updates [11, 23, 37, 36]. In another class of approaches, one tries to
avoid resolving the optimal control problem by adapting the nominal optimal inputs,
thereby reducing the optimality gap [6, 28, 24, 19, 18]. Here again, approximations
of the perturbed optimal solutions can be obtained via sensitivity analysis. In par-
ticular, extensive work has been done regarding the sensitivity analysis of parametric
optimal control problems over the last decades, including the diﬀerentiability of the
optimal inputs with respect to parameter values [21, 29, 26, 28, 22]. Other ways of
approximating the solution of parametric constrained optimization problems include
spectral ﬁnite-element methods [1].
The main focus of this paper is on selective input adaptation in nonlinear control
problems. This is motivated by the observation that adapting all parts of the optimal
input proﬁles to compensate for the eﬀect of parametric perturbations is rarely possi-
ble in practice, nor is it expedient from a performance viewpoint. Partial or selective
input adaptation scenarios that result in suboptimal process operation with accept-
able performance loss hold much promise for improving the computational eﬃciency
of real-time optimization schemes and are therefore worth analyzing.
This paper builds upon and extends previous work on selective adaptation of op-
timization problems governed by stationary processes [15, 9], a brief overview of which
is presented in the appendix; see also [7]. The analysis begins with the identiﬁcation
of selective input adaptation directions around the nominal optimal solution. Specif-
ically, the space of input variations is split into two orthogonal subsets of directions,
namely the sensitivity- and constraint-seeking subspaces. This splitting is such that
an input variation along any of the sensitivity-seeking directions will not aﬀect the
active terminal and path constraints, whereas an input variation along a constraint-
seeking direction will. In dynamic processes, these directions must be deﬁned at every
time t within the optimization horizon, with the extra challenge that all past input
variations up to t, not merely the input variations at t, must be taken into account.
Characterization of these subspaces allows one to analyze the eﬀect of two diﬀerent
selective input adaptation strategies in the presence of parametric perturbations. The
eﬀect of either strategy can be quantiﬁed in terms of cost variation by comparing
its performance with the case of no adaptation. An important contribution of this
paper will be to establish that, for small parametric perturbations, the cost variation
resulting from input adaptation along the sensitivity-seeking directions is typically
smaller than that resulting from adaptation along the constraint-seeking directions.
It will also be established that no selective input adaptation along a sensitivity-seeking
direction can reduce the dominant (ﬁrst-order) term in the optimality gap; only an
adaptation along a constraint-seeking direction can cancel it out.
The outline of the paper is as follows. The general mathematical formulation and
assumptions regarding the parametric optimal control problem are given in section
2. The sensitivity- and constraint-seeking directions are deﬁned in section 3, along
with the concept of selective input adaptation. Section 4 presents a quantitative
comparison of the cost variation obtained with either adaptation strategy and analyzes
the resulting optimality gap. The results of sections 3 and 4 are demonstrated using
two case studies in section 5, based on a tailored numerical procedure that computes
DIRECTIONAL INPUT ADAPTATION IN OPTIMAL CONTROL 1997
the sensitivity- and constraint-seeking components of a given input variation. Finally,
section 6 summarizes the results and discusses possible extensions to more general
optimal control problems.
2. Preliminaries. In this section, the general mathematical formulation for the
parametric optimal control problem involving both terminal and mixed control-state
path constraints is given, along with a summary of the necessary conditions of op-
timality (NCOs) and the corresponding assumptions. The terminology of switching
times of mixed control-state constraints and related notation are also deﬁned.
2.1. Problem formulation and assumptions. The following parametric op-
timal control problem OC(θ), subject to terminal and mixed control-state inequality
constraints, with given initial time t0 and terminal time tf , is considered:
min
u,p
J(u,p) = ϕ(x(tf ),p, θ) +
∫ tf
t0
(t,x(t),u(t),p, θ) dt(2.1)
s.t. x˙(t) = f(t,x(t),u(t),p, θ); x(t0) = h(p, θ),(2.2)
Ti(x(tf),p, θ) ≤ 0, i = 1, . . . , nT,(2.3)
Ωi(t,x(t),u(t),p, θ) ≤ 0, i = 1, . . . , nΩ,(2.4)
where t ∈ [t0, tf ], u(t) ∈ Rnu , p ∈ Rnp , x(t) ∈ Rnx , and θ ∈ Θ, with Θ a subset of
R
nθ . Moreover, the functions f , h, T, Ω, ϕ, and  are assumed to be continuously
diﬀerentiable with respect to all of their arguments.
Let the nominal values of the system parameters be θ0, and let (u∗(t),p∗) be an
optimal solution for the problem OC(θ0), with associated optimal response x∗(t). We
assume that the active terminal and path constraints satisfy a regularity condition at
(u∗(t),p∗) (constraint qualiﬁcation) [28]. Introducing the Hamiltonian function H,
H(t,x,u,p,λ,μ, θ) := (t,x,u,p, θ) + λT f(t,x,u,p, θ) + μTΩ(t,x,u,p, θ),
and assuming that the problem OC(θ0) is not abnormal, the following ﬁrst-order
NCOs must hold almost everywhere in [t0, tf ] [20, 34]:
1
0 = Hu(t,x∗(t),u∗(t),p,λ∗(t), θ0),(2.5)
0 =
∫ tf
t0
Hp(t,x∗(t),u∗(t),p,λ∗(t), θ0) dt+ ϕp(x(tf),p, θ)(2.6)
+Tp(x
∗(tf),p, θ0)Tρ∗ + hp(p, θ)Tλ∗(t0),
λ˙
∗
(t) = −Hx(t,x∗(t),u∗(t),p,λ∗(t), θ0),(2.7)
λ∗(tf) = ϕx(x∗(tf),p, θ0) +Tx(x∗(tf),p, θ0)Tρ∗,
0 = ρ∗iTi(x
∗(tf),p, θ0) ∀ i = 1, . . . , nT,(2.8)
0 ≤ ρ∗i ∀ i = 1, . . . , nT,
0 = μ∗i (t)Ωi(t,x
∗(t),u∗(t),p, θ0) ∀ i = 1, . . . , nΩ,(2.9)
0 ≤ μ∗i (t) ∀ i = 1, . . . , nΩ
for some λ∗(t) ∈ Rnx , μ∗(t) ∈ RnΩ , t ∈ [t0, tf ], and ρ∗ ∈ RnT .
Two additional assumptions are made in the analysis that follows:
1The notation yz is used for the Jacobian matrix of the vector y with respect to the vector z
[25].
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1. The Hamiltonian function is regular, which implies that the optimal inputs
u∗(t) are continuous on [t0, tf ] [28].
2. Strict complementarity slackness holds; that is,
(a) the multipliers ρ∗i corresponding to the active terminal constraints T
∗
i
are strictly nonzero; and
(b) if [aik, bik] ⊂ [t0, tf ] is an interval of maximal length on which the path
constraint Ω∗i is active, then the multiplier function μ
∗
i (t) is strictly
nonzero for each t ∈ (aik, bik) [28].
Subsequently, the active path and terminal constraints are denoted by Ta and Ωa,
respectively, and their numbers by naT and n
a
Ω(t). The corresponding vectors of mul-
tipliers and multiplier functions are denoted by ρa and μa, respectively.
2.2. Solution structure and switching times. For problems having mixed
control-state constraints, a constraint can be active over a number of diﬀerent time
intervals, meaning that the number of active path constraints may ﬂuctuate over time.
To describe this situation, we assume that the number of such time intervals remains
ﬁnite in the optimal nominal solution. It follows that, for each i = 1, . . . , nΩ, there is
a number Ni ≥ 0 of disjoint intervals [aik, bik] ⊂ [t0, tf ], k = 1, . . . , Ni, such that
Ωi(t,x
∗(t),u∗(t),p∗, θ0) = 0 ∀t ∈ {[ai1, bi1], . . . , [aiNi , biNi ]}.
The time instants aik and bik are called the switching times of the constraint Ωi. The
set of all switching times for the optimal nominal solution, together with the initial
time t0 and ﬁnal time tf , are denoted collectively by
T :=
⋃
i∈{1,...,nΩ}
{ai1, bi1, . . . , aiNi , biNi} ∪ {t0, tf} .
Henceforth, the set T will simply be represented by T = {t∗0, . . . , t∗N}, with t0 = t∗0 <
· · · < t∗N = tf .
It is important to note that the set of active constraints in any subinterval [t∗k, t
∗
k+1]
remains constant, while the sets of active constraints in diﬀerent subintervals [t∗k, t
∗
k+1]
and [t∗l , t
∗
l+1] of [t0, tf ] are generally diﬀerent. That is, Ω
a(t,x∗(t),u∗(t),p∗, θ0) will
typically be a diﬀerent vector function on diﬀerent subintervals [t∗k, t
∗
k+1] and [t
∗
l , t
∗
l+1].
To keep the notation simple, we still choose to keep the generic notation Ωa for the
vector of active constraints on any subinterval of [t0, tf ]. In what follows, care will be
been taken to associate each vector function Ωa with its corresponding subinterval.
3. Sensitivity- and constraint-seeking directions. The purpose of this sec-
tion is to introduce the concepts of sensitivity- and constraint-seeking directions in the
input space. To characterize these directions, small variations of the optimal inputs
around their nominal optimal values (u∗,p∗) are considered. Having characterized
the class of input variations and the adaptation directions, the concept of selective
input adaptation along each set of directions is then deﬁned.
3.1. Class of input variations. Variations around the optimal nominal inputs
(u∗,p∗) are considered in the form
u˜(t; η) = u∗(t) + η ξu(t) ∀ t ∈ [t0, tf ],(3.1)
p˜(η) = p∗ + η ξp,(3.2)
where (ξu, ξp) ∈ Cˆ[t0, tf ]nu×Rnp are the input variation directions, with Cˆ[t0, tf ]nu the
linear space of piecewise-continuous vector functions of dimension nu on [t0, tf ], and η
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Fig. 1. Classes of input variations for the time-varying controls. Left plot: Variations in the
control magnitude with ﬁxed switching times. Right plot: Variations in both the control magnitude
and switching times.
the magnitude of input variation, such that |η|  1. The linear space Cˆ[t0, tf ]nu ×Rnp
subsequently will be referred to as the space of input variations.
Notice that the variation functions ξu(t) can have a ﬁnite number of discontinu-
ities on [t0, tf ], for instance at the switching times t
∗
k, k = 1, . . . , N − 1, but the times
at which a discontinuity occurs, together with the ﬁnal time tf = t
∗
N , are not varied
with η. As illustrated in the left plot of Figure 1, such input variation functions act
only on the magnitude of the nominal optimal inputs u∗(t), yet not on the associated
switching times.
In practice, however, parametric perturbations typically cause variations in both
the magnitude and the switching times of the optimal inputs as [30]
t˜k(η) = t
∗
k + ηξ
tk , k = 1, . . . , N,(3.3)
with ξtk ∈ R. This situation is depicted in the right plot on Figure 1. But this is not
an actual limitation, for switching time variations can always be recast as parameter
variations in an equivalent multistage dynamic system deﬁned on constant time stages.
One such reformulation is outlined subsequently.
Suppose that the perturbed inputs u˜(·; η) have varying switching times t˜k(η) given
by (3.3). For a given η  1 and any two consecutive switching times t˜k−1(η) < t˜k(η),
let the scaled time ts be deﬁned as
ts = t
∗
k−1 + (t
∗
k − t∗k−1)
t− t˜k−1(η)
t˜k(η)− t˜k−1(η)
.
Deﬁne also the scaled control variables u˜s(·; η) ∈ Cˆ[t0, t∗N ]nu such that
u˜s(ts; η) = u˜
(
t˜k−1(η) + [t˜k(η)− t˜k−1(η)]
ts − t∗k−1
t∗k − t∗k−1
; η
)
∀ts ∈ (t∗k−1, t∗k], k = 1, . . . , N.
Clearly, u˜(t˜k(η); η) = u˜s(t
∗
k; η) for all |η|  1, and so the switching times of u˜s are
constant.
Now, consider variations of the scaled controls us in the directions ξ
us ∈ Cˆ[0, t∗N ]nu
as
u˜s(ts; η) = u
∗
s (ts) + η ξ
us(ts) ∀ts ∈ (t∗k−1, t∗k], k = 1, . . . , N,(3.4)
together with switching time variations as in (3.3). The combined eﬀect of input
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variations along ξus and ξtk on u˜(·; η) is
u˜(t; η) = u∗
(
t∗k−1 + (t
∗
k − t∗k−1)
t− t∗k−1 − ηξtk−1
t∗k − t∗k−1 + η(ξtk − ξtk−1)
)
(3.5)
+ η ξus
(
t∗k−1 + (t
∗
k − t∗k−1)
t− t∗k−1 − ηξtk−1
t∗k − t∗k−1 + η(ξtk − ξtk−1)
)
for all t ∈ (t∗k−1+η ξtk−1 , t∗k+η ξtk ], k = 1, . . . , N . In particular, the perturbed inputs
u˜(t; η) in (3.5) are now able to represent variations as shown in the right plot of Figure
1, and they naturally reduce to (3.1) when selecting ξtk = 0 for all k = 1, . . . , N .
Similarly, scaled state variables can be introduced as
x˜s(ts; η) = x˜
(
t˜k−1(η) + [t˜k(η)− t˜k−1(η)]
ts − t∗k−1
t∗k − t∗k−1
; η
)
∀ts ∈ (t∗k−1, t∗k], k = 1, . . . , N.
These variables satisfy the following auxiliary system of ODEs:
˙˜xs(ts; η) = fs (ts, x˜s(ts; η), u˜s(ts; η), p˜s(η), θ) ,(3.6)
on each time stage (t∗k−1, t
∗
k], k = 1, . . . , N , where p˜s(η)
T = [p˜(η)T t˜1(η) · · · t˜N (η)] ∈
R
np+N is the extended time-invariant input vector, and the vector function fs is
deﬁned as
fs (ts,xs,us,ps, θ) := [t˜k − t˜k−1]f
(
t˜k−1 + [t˜k − t˜k−1]
ts − t∗k−1
t∗k − t∗k−1
,xs,us,p, θ
)
.
After applying the aforementioned rescaling, an equivalent optimal control prob-
lem is obtained in the input variables (us,ps) and the state variables xs. By construc-
tion, a nominal optimal solution of this auxiliary problem is such that u∗s (t) = u
∗(t)
for all t ∈ (t∗k−1, t∗k], k = 1, . . . , N , and p∗sT = [p∗T t∗1 · · · t∗N ].
Since the switching times of u˜s(·; η) remain constant in [t0, t∗N ], equal to t∗k, re-
gardless of the variation magnitude η, variations of the form of (3.1) that do not act
on the switching times can safely be applied to these scaled inputs. An application
of this rescaling procedure is given later in Example 3.2.
Without loss of generality, we shall concentrate on the class of input variations
(3.1), (3.2) in the rest of the paper.
3.2. Directions of invariance. Consider the perturbed inputs (3.1), (3.2), and
let the corresponding perturbed states be denoted by x˜(t; η), so that the triplet
(x˜(·; η), u˜(·; η), p˜(η)) satisﬁes (2.2) for the parameter values θ0. By continuous diﬀer-
entiability of f with respect to the inputs and states at (x∗(t),u∗(t),p∗), a ﬁrst-order
Taylor expansion of f around this point gives2
˙˜x(t; η)− x˙∗(t) = f(t, x˜(t; η), u˜(t; η), p˜(η), θ0)− f(t,x∗(t),u∗(t),p∗, θ0)
= f∗x [t] (x˜(t; η)− x∗(t)) + η
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
+O(η2).
A ﬁrst-order approximation of x˜(t; η) is thus obtained as
x˜(t; η) = x∗(t) + η ξx(t) +O(η2),(3.7)
2The following compact notation is used throughout the paper: y∗[t] := y(t,x∗(t),u∗(t),p∗,θ0)
and z∗[tf ] := z(x∗(tf ),p∗,θ0).
DIRECTIONAL INPUT ADAPTATION IN OPTIMAL CONTROL 2001
where ξx(t) satisﬁes
ξ˙
x
(t) = f∗x [t]ξ
x(t) + f∗u[t]ξ
u(t) + f∗p[t]ξ
p ∀ t ∈ [t∗k−1, t∗k), k = 1, . . . , N ;(3.8)
ξx(t0) = h
∗
pξ
p, ξx(t∗k
+) = ξx(t∗k
−), k = 1, . . . , N − 1.
The unique solution to the above linear system can be written in the form [32]
ξx(t) = Φf
∗
x (t, t∗k−1)ξ
x(t∗k−1) +
∫ t
t∗k−1
Φf
∗
x (t, s)
(
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
)
ds(3.9)
= Φf
∗
x (t, t0)h
∗
pξ
p +
k−1∑
i=1
∫ t∗i
t∗i−1
Φf
∗
x (t, s)
(
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
)
ds
+
∫ t
t∗k−1
Φf
∗
x (t, s)
(
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
)
ds
for each t ∈ (t∗k−1, t∗k], k = 1, . . . , N , where ΦA(t, s) stands for the state-transition
matrix of the homogeneous linear system
z˙(t) = A(t)z(t) ∀ t ≥ t0, z(t0) = z0.(3.10)
Next, consider a general functional ψ : Cˆ[t0, tf ]nu × Rnp → Rnψ deﬁned as
ψ(u,p) := Ψ(t,x(t),u(t),p, θ),
with t a ﬁxed time in (t∗k−1, t
∗
k], for some k ∈ {1, . . . , N}. The variation in the
functional ψ caused by the input variation (3.1), (3.2) can be obtained as the Gaˆteaux
derivative [8, 35] of ψ in the direction (ξu, ξp) at (u∗,p∗),
δψ(u∗,p∗; ξu, ξp) :=
∂
∂η
Ψ(t, x˜(t; η), u˜(t; η), p˜(η), θ0)
∣∣∣∣
η=0
= Ψ∗x[t]ξ
x(t) +Ψ∗u[t]ξ
u(t) +Ψ∗p[t]ξ
p.
Using (3.9), this variation can be rewritten as
δψ(u∗,p∗; ξu, ξp) = D∗Ψ,t(ξu, ξp),(3.11)
where the linear operator D∗Ψ,t : Cˆ[t0, tf ]nu × Rnp → R is given by
D∗Ψ,t(ξu, ξp) := Ψ∗x[t]
[
Φf
∗
x (t, t0)h
∗
pξ
p +
k−1∑
i=1
∫ t∗i
t∗i−1
Φf
∗
x (t, s)
[
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
]
ds
+
∫ t
t∗k−1
Φf
∗
x (t, s)
[
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
]
ds
]
+Ψ∗u[t]ξ
u(t) +Ψ∗p[t]ξ
p.
If the value of ψ remains unaﬀected by a small variation in the direction (ξu, ξp)
at (u∗,p∗), then (ξu, ξp) is called a direction of invariance of ψ at (u∗,p∗). This
concept is formalized in the following deﬁnition.
Definition 3.1 (direction of invariance). The pair (ξu, ξp) ∈ Cˆ[t0, tf ]nu × Rnp
is called a direction of invariance for the functional ψ at (u∗,p∗) and for t ∈ [t0, tf ]
if D∗Ψ,t(ξu, ξp) = 0.
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Clearly, any linear combination of directions of invariance for the functional ψ is
itself a direction of invariance for ψ. Therefore, the set of all directions of invariance
for ψ, denoted by
V∗Ψ,t := {(ξu, ξp) ∈ Cˆ[t0, tf ]nu × Rnp : D∗Ψ,t(ξu, ξp) = 0},
is a linear subspace of Cˆ[t0, tf ]nu × Rnp .
The following examples illustrate that the kernel of D∗Ψ,t(ξu, ξp) is nontrivial; i.e.,
the kernel contains elements other than the zero element. Moreover, the ﬁrst example
establishes that such kernels can be inﬁnite dimensional, whereas the second example
considers the problem of a varying end-time and applies the rescaling procedure in
subsection 3.1.
Example 3.1. Consider the scalar dynamic system x˙(t) = −x(t) + u(t) for t ∈
[0, 1], with parametric initial condition x(0) = p. We are interested in directions of
invariance (ξu, ξp) of the functional ψ : Cˆ[0, 1] × R → R deﬁned by ψ(u, p) = x(1).
The linear operator D∗x,1 is given by
D∗x,1(ξu, ξp) = e−1
[
ξp +
∫ 1
0
es ξu(s) ds
]
.
In particular, for the constant variation function ξu(t) = α, 0 ≤ t ≤ 1, we have
D∗x,1(ξu, ξp) = e−1 ξp + [1 − e−1]α. It follows that (t 
→ α, (1 − e)α) is a direction of
invariance of ψ. Likewise, it is not hard to show that (t 
→ αt,−α) and (t 
→ αt2,
(2− e)α) are directions of invariance. More generally, by a simple induction on n ≥ 1,
one proves that if (t 
→ αtn−1, β) is a direction of invariance, then (t 
→ αtn,−eα−nβ)
is also a direction of invariance. It follows that V∗x,1 is an inﬁnite-dimensional linear
subspace of Cˆ[0, 1]× R.
Example 3.2. Consider the functional ψ : Cˆ[0, tf ]× R → R deﬁned by ψ(u, tf) =
x(tf), where x(t) is a solution of the scalar dynamic system x˙(t) = −x(t) + u(t)
for t ∈ [0, tf ], with initial condition x(0) = 1. In order to analyze the directions of
invariance of ψ, we ﬁrst consider the scaled time ts :=
t
tf
and apply a rescaling as
described in subsection 3.1,
x˙s(ts) = tf(−xs(ts) + us(ts)) ∀ts ∈ [0, 1].
The linear operator D∗xs,1 is given by
D∗xs,1(ξus , ξtf ) =
∫ t∗f
0
es−t
∗
f
[
t∗f ξ
us(s) + u∗s (s)ξ
tf
]
ds.
It follows that, for any real scalar α,
(
ts 
→ −u
∗
s (ts)
tf
α, α
)
is a direction of invariance of
ψ at (u∗s , t
∗
f ) for the scaled problem.
3.3. Characterizing sensitivity- and constraint-seeking directions. A
sensitivity-seeking (SS) direction at the nominal optimal solution (u∗,p∗) corresponds
to a direction (ξu, ξp) in the space of input variations along which an inﬁnitesimal
variation from (u∗,p∗) leaves all of the active constraints unchanged. A formal deﬁ-
nition can now be provided based on the concept of direction of invariance introduced
previously.
Definition 3.2 (sensitivity-seeking directions). The pair (ξu, ξp) ∈ Cˆ[t0, tf ]nu ×
R
np is called an SS direction for the optimal control problem OC(θ0) at (u∗,p∗) if
(ξu, ξp) is a direction of invariance for
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1. the active terminal constraints Ta(tf , x˜(tf ; η), p˜(η), θ
0),
0 = D∗Ta,tf (ξu, ξp)
(3.12)
= Tax[tf ]
[
Φf
∗
x (tf , t0)h
∗
pξ
p +
N∑
k=1
∫ t∗k
t∗k−1
Φf
∗
x (tf , s)
[
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
]
ds
]
+Tap[tf ]ξ
p; and
2. the active path constraints Ωa(t, x˜(t; η), u˜(t; η), p˜(η), θ0),
0 = D∗Ωa,t(ξu, ξp)
(3.13)
= Ωax[t]
[
Φf
∗
x (t, t0)h
∗
pξ
p +
k−1∑
i=1
∫ t∗i
t∗i−1
Φf
∗
x (t, s)
[
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
]
ds
+
∫ t
t∗k−1
Φf
∗
x (t, s)
[
f∗u[s]ξ
u(s) + f∗p[s]ξ
p
]
ds
]
+Ωau[t]ξ
u(t) +Ωap[t]ξ
p,
at each t ∈ (t∗k−1, t∗k], k = 1, . . . , N .
Let the set of sensitivity-seeking (SS) directions for OC(θ0) at (u∗,p∗) be denoted
by
V∗s := {(ξu, ξp) ∈ Cˆ[t0, tf ]nu × Rnp : D∗Ta,tf (ξu, ξp) = 0; D∗Ωa,t(ξu, ξp) = 0, t ∈ [t0, tf ]}
= V∗Ta,tf ∩
( ⋂
t∈[t0,tf ]
V∗Ωa,t
)
.
Clearly, V∗s is a linear subspace of Cˆ[t0, tf ]nu × Rnp by the properties of the sets of
invariance V∗Ta,tf and V∗Ωa,t. It is referred to as the SS subspace for OC(θ0) at (u∗,p∗)
thereafter.
Next, constraint-seeking (CS) directions are deﬁned as those directions in
Cˆ[t0, tf ]nu × Rnp which are orthogonal to the SS subspace.
Definition 3.3 (constraint-seeking directions). The pair (ξu, ξp) ∈ Cˆ[t0, tf ]nu ×
R
np is called a CS direction for the optimal control problem OC(θ0) at (u∗,p∗) if
(ξu, ξp) is orthogonal to V∗s ; that is,
0 = 〈(ξu, ξp), (ζu, ζp)〉 ∀(ζu, ζp) ∈ V∗s ,
where 〈·, ·〉 stands for any inner product on Cˆ[t0, tf ]nu × Rnp .
Remark 3.1. The following inner product on Cˆ[t0, tf ]nu × Rnp is considered sub-
sequently to deﬁne the CS directions:
〈(ξu, ξp), (ζu, ζp)〉 :=
∫ tf
t0
ξu(t)T ζu(t) dt+ ξp
T
ζp(3.14)
for (ξu, ξp), (ζu, ζp) ∈ Cˆ[t0, tf ]nu × Rnp .
Denote the set of all CS directions for OC(θ0) at (u∗,p∗) by V∗c . By the sesquilin-
earity property of the inner product, V∗c is itself a subspace of Cˆ[t0, tf ]nu × Rnp . It is
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referred to subsequently as the CS subspace for OC(θ0) at (u∗,p∗). Moreover, it is
self-evident that V∗s ∩ V∗c = {0} by construction.
The SS and CS subspaces can thus be seen as properties of the nominal optimal
solution (u∗,p∗) of OC(θ). The concept of selective input adaptation can now be
deﬁned formally.
Definition 3.4 (selective input adaptation). The process of adapting the nomi-
nal optimal inputs (u∗,p∗) according to (3.1), (3.2) in any nonzero direction (ξu, ξp) ∈
V∗s is called selective input adaptation along an SS direction. Likewise, the process
of adapting (u∗,p∗) in any nonzero direction (ξu, ξp) ∈ V∗c is called selective input
adaptation along a CS direction.
The eﬀect of selective input adaptation along CS and SS directions is analyzed in
the following section.
4. Selective input adaptation under parametric uncertainty. Parametric
perturbations of the following form are considered throughout this section,
θ˜(η) := θ0 + η ξθ,(4.1)
where ξθ is a given direction in Rnθ , and the magnitude η is such that |η|  1. For
the purpose of this analysis, it is assumed that both η and ξθ are known.
In the presence of such parametric perturbations, the optimal inputs u∗, p∗ are
naturally modiﬁed. We denote by u˜∗(·; η) and p˜∗(η) the perturbed optimal inputs,
so we have u˜∗(·; 0) = u∗ and p˜∗(0) = p∗. Failure to apply the perturbed optimal
inputs to the process typically leads to a loss of optimality. To characterize this loss,
we start by analyzing the variation in cost caused by input adaptation along either
SS or CS directions compared to no input adaptation in subsection 4.1. Then, the
actual optimality loss with respect to the perturbed optimal control is investigated in
subsection 4.2.
4.1. Cost variation resulting from selective input adaptation. We con-
sider the case that the nominal optimal inputs are adapted according to (3.1), (3.2)
along a given direction (ξu, ξp) ∈ Cˆ[t0, tf ]nu × Rnp , with a given magnitude η. Let
the corresponding response and cost be denoted by x˜(·; η) and J˜(η), respectively.
Therefore, we have that (x˜(·; η), u˜(·; η), p˜(η)) satisﬁes (2.2) for θ˜. By the continuous
diﬀerentiability of f with respect to x, u, and θ, x˜(t; η) has a ﬁrst-order approximation
around x∗(t) as
x˜(t; η) = x∗(t) + ηξx˜(t) +O(η2),(4.2)
where
ξ˙
x˜
(t) = f∗x [t]ξ
x˜(t) + f∗u[t]ξ
u(t) + f∗p[t]ξ
p(t) + f∗θ [t]ξ
θ ∀ t ∈ [t∗k−1, t∗k), k = 1, . . . , N,
ξx˜(t0) = h
∗
pξ
p + h∗θξ
θ, ξx˜(t∗k
+) = ξx˜(t∗k
−), k = 1, . . . , N − 1.
For comparison purposes, we also consider the case where the nominal optimal
inputs u∗, p∗ are applied “as is” to the perturbed system. Let the correspond-
ing response and cost be denoted by x˜0(t; η) and J˜0(η), respectively. This way,
(x˜0(·; η),u∗,p∗) satisﬁes (2.2) for θ˜. By the continuous diﬀerentiability of f with
respect to x and θ, x˜0(t; η) has a ﬁrst-order approximation around x∗(t) given by
x˜0(t; η) = x∗(t) + ηξx˜
0
(t) +O(η2),(4.3)
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where
ξ˙
x˜0
(t) = f∗x [t]ξ
x˜0(t) + f∗θ [t]ξ
θ ∀ t ∈ [t∗k−1, t∗k), k = 1, . . . , N,
ξx˜
0
(t0) = h
∗
θξ
θ, ξx˜
0
(t∗k
+) = ξx˜
0
(t∗k
−), k = 1, . . . , N − 1.
While the above two options generally result in suboptimal performance, selective
input adaptation can be expected to yield improved performance under a judicious
choice of the input adaptation directions. The cost variation due to selective input
adaptation is given by
δJ˜(η) := J˜(η)− J˜0(η).(4.4)
The objective of the variational analysis that follows is to compare the eﬀects of
input adaptations along any CS direction (ξuc , ξ
p
c ) ∈ V∗c and along any SS direction
(ξus , ξ
p
s ) ∈ V∗s . Note that this analysis will not directly tell us how close the adapted
costs are to the perturbed optimal cost; this discussion is deferred until subsection 4.2.
To begin the variational analysis, the cost functionals are ﬁrst augmented as [5]
Ja := ϕ(tf ,x(tf),p, θ)
+
N∑
k=1
∫ t∗k
t∗k−1
[
(t,x(t),u(t),p, θ) + π(t)T {f(t,x(t),u(t),p, θ)− x˙(t)}] dt
for some multiplier functions π ∈ Cˆ1[t0, tf ]nx , where Cˆ1[t0, tf ]nx represents the linear
space of continuous and piecewise continuously diﬀerentiable vector-valued functions
of dimension nx on [t0, tf ]. In particular, if the triplet (x,u,p) satisﬁes (2.2) for θ,
then Ja = J for any π ∈ Cˆ1[t0, tf ]nx , and the problems of minimizing J or Ja with
respect to u, p are equivalent.
Using integration by parts, the expression for Ja can be rearranged as follows:
Ja = ϕ(tf ,x(tf),p, θ) +
N∑
k=1
[
π(t∗k−1)
Tx(t∗k−1)− π(t∗k)Tx(t∗k)
]
+
N∑
k=1
∫ t∗k
t∗k−1
[
(t,x(t),u(t),p, θ) + π(t)T f(t,x(t),u(t),p, θ) + π˙(t)Tx(t)
]
dt.
Since both triplets (x˜(·; η), u˜(·; η), p˜(η)) and (x˜0(·; η),u∗,p∗) satisfy (2.2) for θ˜, with
respective initial conditions x˜(t0; η) = h(p˜(η), θ˜) and x˜
0(t0; η) = h(p
∗, θ˜), the cost
variation (4.4) can be written as3
δJ(η) = ϕ˜[tf ]− ϕ˜0[tf ] + π(t0)T
[
x˜(t0; η)− x˜0(t0; η)
](4.5)
+
N∑
k=1
(
π(t∗k−1)
T
[
x˜(t∗k−1; η)− x˜0(t∗k−1; η)
] − π(t∗k)T [x˜(t∗k; η)− x˜0(t∗k; η)])
+
N∑
k=1
∫ t∗k
t∗k−1
(
˜[t]− ˜0[t] + π(t)T
(
f˜ [t]− f˜0[t]
)
+ π˙(t)T
[
x˜(t; η)− x˜0(t; η)]) dt.
3The additional compact notation y0[t] := y(t, x˜0(t; η),u∗(t),p∗, θ˜(η)) and y˜[t] :=
y(t, x˜(t; η), u˜(t; η), p˜(η), θ˜(η)) are used in the remainder of the paper.
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Taylor expanding ϕ˜[tf ], ˜[t], f˜ [t], and h˜ around (x˜
0(t; η),u∗(t),p∗, θ˜(η)) and rearrang-
ing the terms in (4.5) using (4.3) and (4.2) gives
δJ(η) = η
([
ϕ˜0x[tf ]
T − π(tf)T
] [
ξx˜(tf)− ξx˜
0
(tf)
]
+ ϕ˜0p[tf ]
T ξp + π(t0)
T h˜0p ξ
p
(4.6)
+
N∑
k=1
∫ t∗k
t∗k−1
[
˜0x[t]
T + π(t)T f˜0x[t] + π˙(t)
T
] [
ξx˜(t)− ξx˜0(t)
]
dt
+
N∑
k=1
∫ t∗k
t∗k−1
[(
˜0u[t]
T + π(t)T f˜0u[t]
)
ξu(t) +
(
˜0p[t]
T + π(t)T f˜0p[t]
)
ξp
]
dt
)
+O(η2).
Since the multiplier functions π(t) are arbitrary, they can be specialized as the
(unique) solution π˜0 to the linear system
˙˜π0(t; η) = − f˜0x[t]T π˜0(t; η)− ˜0x[t] ∀ t ∈ (t∗k−1, t∗k], k = 1, . . . , N,(4.7)
π˜0(tf ; η) = ϕ˜
0
x[tf ], π˜
0(t∗k
−; η) = π˜0(t∗k
+; η), k = 1, . . . , N − 1.
This way, and after Taylor expanding the terms ˜0u[t], f˜
0
x[t], and f˜
0
u[t] around (x
∗(t),
u∗(t),p∗, θ0), the cost variation reduces to
δJ(η) = η
(
N∑
k=1
∫ t∗k
t∗k−1
(
∗u[t]
T + π˜0(t; η)T f∗u[t]
)
ξu(t) dt
(4.8)
+
[
ϕ∗p[tf ]
T + π˜0(t0; η)
Th∗p +
N∑
k=1
∫ t∗k
t∗k−1
(
∗p[t]
T + π˜0(t; η)T f∗p[t]
)
dt
]
ξp
)
+O(η2).
Since the optimality conditions (2.5), (2.6) hold along the nominal optimal solution,
(4.8) can be rewritten as
δJ(η) = η
(
N∑
k=1
∫ t∗k
t∗k−1
([
π˜0(t; η)− λ∗(t)]T f∗u[t]− μa(t)TΩau[t]) ξu(t) dt(4.9)
+ρaTTap[tf ]ξ
p +
[
π˜0(t0; η)− λ∗(t0)
]T
h∗p ξ
p
+
N∑
k=1
∫ t∗k
t∗k−1
([
π˜0(t; η)− λ∗(t)]T f∗p[t]− μa(t)TΩap[t]) ξp dt
)
+O(η2).
Let π∗(t) be the (unique) solution to the linear system
π˙∗(t) = − f∗x [t]Tπ∗(t)− ∗x[t] ∀ t ∈ (t∗k−1, t∗k], k = 1, . . . , N,(4.10)
π∗(tf) = ϕ∗x[tf ], π
∗(t∗k
−) = π∗(t∗k
+), k = 1, . . . , N − 1.
Using (4.7) and (4.10), it should be clear that
π˜0(t; η) = π∗(t) +O(η).
The term
[
π˜0(t; η)− λ∗(t)] in (4.9) can thus be rewritten as
π˜0(t; η)− λ∗(t) = β∗(t) +O(η),(4.11)
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where β∗(t) = π∗(t)− λ∗(t) satisﬁes
β˙
∗
(t) = −f∗x [t]Tβ∗(t) +Ωax[t]Tμa(t) ∀ t ∈ (t∗k−1, t∗k], k = 1, . . . , N,
β∗(tf) = −Tax[tf ]Tρa, β∗(t∗k−) = β∗(t∗k+), k = 1, . . . , N − 1,
since λ∗(t) satisﬁes (2.7). The linear dynamic model for β∗(t) has the following unique
solution on [t0, tf ]:
β∗(t) = −Φf∗x (tf , t)TTax[tf ]Tρa −
∫ t∗k
t
Φf
∗
x (s, t)TΩax[s]
Tμa(s) ds
−
N∑
i=k+1
∫ t∗i
t∗i−1
Φf
∗
x (s, t)TΩax[s]
Tμa(s) ds(4.12)
for each t ∈ (t∗k−1, t∗k], k = 1, . . . , N . Combining (4.12) and (4.9) gives
δJ(η) = − η
N∑
k=1
∫ t∗k
t∗k−1
[
μa(t)T
(
Ωau[t] ξ
u(t) +Ωap[t] ξ
p
)(4.13)
+
∫ t∗k
t
μa(s)TΩax[s]Φ
f∗x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
ds
+
N∑
i=k+1
∫ t∗i
t∗i−1
μa(s)TΩax[s]Φ
f∗x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
ds
]
dt
− η ρaTTax[tf ]
N∑
k=1
∫ t∗k
t∗k−1
Φf
∗
x (tf , t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
dt− η ρaTTap[tf ]ξp
− η
[
ρaTTax[tf ]Φ
f∗x (tf , t0) +
N∑
k=1
∫ t∗k
t∗k−1
μa(t)TΩax[t]Φ
f∗x (t, t0) dt
]
h∗p ξ
p +O(η2).
Using (3.12), the next-to-last line in (4.13), together with the ﬁrst term in the last
line, is equal to −ηρaTDTa,tf (ξu, ξp). Furthermore, the order of integration in all
double integral terms in (4.13) can be changed as follows [13]:∫ t∗k
t∗k−1
[∫ t∗k
t
μa(s)TΩax[s]Φ
f∗x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
ds
+
N∑
i=k+1
∫ t∗i
t∗i−1
μa(s)TΩax[s]Φ
f∗x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
ds
]
dt
=
∫ t∗k
t∗k−1
μa(s)TΩax[s]
[∫ t
t∗k−1
Φf
∗
x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
dt
]
ds
+
N∑
i=k+1
∫ t∗i
t∗i−1
μa(s)TΩax[s]
[∫ t∗k
t∗k−1
Φf
∗
x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
dt
]
ds.
Noting that
N∑
k=1
N∑
i=k+1
αi,k =
N∑
i=1
i−1∑
k=1
αi,k,
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the double integral terms in (4.13) yield
N∑
k=1
∫ t∗k
t∗k−1
[∫ t∗k
t
μa(s)TΩax[s]Φ
f∗x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
ds
+
N∑
i=k+1
∫ t∗i
t∗i−1
μa(s)TΩax[s]Φ
f∗x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
ds
]
dt
=
N∑
k=1
∫ t∗k
t∗k−1
μa(s)TΩax[s]
[∫ t
t∗k−1
Φf
∗
x (s, t)f∗u[t]ξ
u(t) dt
]
ds
+
N∑
i=1
∫ t∗i
t∗i−1
μa(s)TΩax[s]
[
i−1∑
k=1
∫ t∗k
t∗
k−1
Φf
∗
x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
dt
]
ds
=
N∑
k=1
∫ t∗k
t∗k−1
μa(s)TΩax[s]
[
k−1∑
i=1
∫ t∗i
t∗i−1
Φf
∗
x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
dt
+
∫ t
t∗k−1
Φf
∗
x (s, t)
(
f∗u[t]ξ
u(t) + f∗p[t]ξ
p
)
dt
]
ds.
Using (3.13), it follows that the ﬁrst term in (4.13), together with the second term in
the last line, is equal to −η∑Nk=1 ∫ t∗kt∗
k−1
μa(t)TDΩa,t(ξu, ξp) dt. Finally, the expression
(4.13) of the cost variation can be rewritten as
δJ(η) = −η
[
ρaTDTa,tf (ξu, ξp) +
N∑
k=1
∫ t∗k
t∗k−1
μa(t)TDΩa,t(ξu, ξp) dt
]
+O(η2).
(4.14)
We are now ready to state the main result of the paper.
Theorem 4.1 (cost variation resulting from selective input adaptation). Let
(u∗,p∗) be an optimal solution for the optimal control problem OC(θ0), and con-
sider parametric perturbations of the form (4.1). The cost variation δJ(η) resulting
from selective input adaptation of type (3.1), (3.2) along any (nonzero) SS direction
(ξus , ξ
p
s ) ∈ V∗s is O(η2), whereas the cost variation resulting from adaptation along any
(nonzero) CS direction (ξuc , ξ
p
c ) ∈ V∗c is O(η).
Proof. By Deﬁnition 3.2, any direction (ξus , ξ
p
s ) ∈ V∗s satisﬁes the system of
linear integral equations (3.12) and (3.13). Therefore, from (4.14), δJ(η) = O(η2).
On the other hand, no nonzero direction (ξuc , ξ
p
c ) ∈ V∗c satisﬁes (3.12) and (3.13) by
construction. Since strict complementarity slackness holds for the terminal and path
constraints at (u∗,p∗), the ﬁrst-order term in (4.14) is nonzero in general, and it
follows that δJ(η) = O(η).
The main implication of Theorem 4.1 is that, for small parametric perturbations,
adapting the inputs along CS directions has the largest impact on the performance
of the perturbed system, while the eﬀect of not adapting the inputs along SS direc-
tions is relatively smaller. Accordingly, when designing a practical input adaptation
strategy for problem OC(θ˜), priority should be given to meeting the active terminal
and path constraints (2.3), (2.4) over enforcing the Hamiltonian sensitivity condition
(2.5), (2.6). It should also be noted that, while a judicious choice of adaptation direc-
tion (ξuc , ξ
p
c ) ∈ V∗c will lead to substantial performance improvement, a poor choice of
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(ξuc , ξ
p
c ) will be detrimental to the performance of the adapted system. The implica-
tions of selective input adaptation on reducing the optimality gap due to parametric
perturbations are discussed in the following subsection.
4.2. Implications of selective input adaptation on optimality loss. The
variational analysis in subsection 4.1 considers the eﬀect of a selective input adaptation
with respect to the nominal operating conditions. However, it does not consider the
eﬀect in terms of the actual optimality loss,
δJ˜∗(η) := J˜∗(η)− J˜(η),(4.15)
where J˜∗(η) stands for the optimal perturbed cost, which corresponds to the optimal
inputs u˜∗(·; η), p˜∗(η) and the corresponding optimal response x˜∗(·; η) in the presence
of parametric uncertainty (4.1).
To conduct this analysis, we make the following additional assumptions:
i. The sets of active terminal and path constraints in the perturbed optimal
solution remain the same as in the nominal optimal solution, and
ii. the optimal inputs are continuously diﬀerentiable with respect to the para-
metric perturbation (4.1) in a neighborhood of η = 0.
Suﬃcient conditions under which these assumptions hold have been discussed exten-
sively in the literature, e.g., [21, 29, 26, 28, 22]; see also [10] for a derivation, based
on the theory of neighboring extremals [5, 30], of the ﬁrst-order variations of the
optimal inputs with respect to parametric perturbations in optimal control problems
with mixed control-state constraints.
Under these assumptions, u˜∗(t; η) and p˜∗(η) have ﬁrst-order approximations
around u∗(t) and p∗ as
u˜∗(t; η) = u∗(t) + ηξu˜,∗(t) +O(η2),(4.16)
p˜∗(η) = p∗ + ηξp˜,∗ +O(η2)(4.17)
for some (ξu˜,∗, ξp˜,∗) ∈ Cˆ[t0, tf ]nu × Rnp . And by diﬀerentiability of f with respect to
x, u, and θ, it follows that x˜∗(t; η) also has ﬁrst-order approximations around x∗(t)
as
x˜∗(t; η) = x∗(t) + ηξx˜,∗(t) +O(η2).(4.18)
Consider the active terminal constraints ﬁrst. SinceTa(tf , x˜
∗(tf ; η), p˜∗(η), θ˜(η)) =
0 in a neighborhood of η = 0, it follows that
Tax[tf ]ξ
x˜,∗(tf) +Tau[tf ]ξ
u˜,∗(tf) +Tap[tf ]ξ
p˜,∗ +Taθ[tf ]ξ
θ = 0.
By a similar argument as in subsection 3.2, it is then established that
D∗Ta,tf (ξu˜,∗, ξp˜,∗) +O∗Ta,tf (ξθ) = 0,(4.19)
where the linear operator O∗Ψ,t : Rnθ → Rnψ is deﬁned as
O∗Ψ,t(ξθ) := Ψ∗x[t]
[
Φf
∗
x (t, t0)h
∗
θξ
θ +
k−1∑
i=1
∫ t∗i
t∗i−1
Φf
∗
x (t, s)f∗θ [s]ξ
θ ds
+
∫ t
t∗k−1
Φf
∗
x (t, s)f∗θ [s]ξ
θ ds
]
+Ψ∗θ[t]ξ
θ.
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In the case of active path constraints, a similar argument shows that
D∗Ωa,t(ξu˜,∗, ξp˜,∗) +O∗Ωa,t(ξθ) = 0 ∀t ∈ (t∗k−1, t∗k], k = 1, . . . , N.(4.20)
Using (4.14), (4.19), and (4.20), the optimality loss δJ˜∗(η) in (4.15) can therefore be
rewritten as
δJ˜∗(η) = η
[
ρaTOTa,tfξθ +
N∑
k=1
∫ t∗k
t∗k−1
μa(t)TOΩa,tξθ dt
]
+O(η2).(4.21)
These considerations lead to the following corollary of Theorem 4.1.
Corollary 4.2 (optimality gap resulting from selective input adaptation). No
selective input adaptation along an SS direction (ξus , ξ
p
s ) ∈ V∗s is able to close the ﬁrst-
order optimality loss term in (4.21). Only adaptation along a CS direction (ξuc , ξ
p
c ) ∈
V∗c is able to reduce this loss. In particular, any adaptation direction (ξu, ξp) ∈
Cˆ[t0, tf ]nu × Rnp such that
D∗Ta,tf (ξu, ξp) +O∗Ta,tf (ξθ) = 0,
D∗Ωa,t(ξu, ξp) +O∗Ωa,t(ξθ) = 0 ∀t ∈ (t∗k−1, t∗k], k = 1, . . . , N,
will cancel out the ﬁrst-order term in (4.21), thereby enforcing δJ˜∗(η) = O(η2).
5. Numerical case studies. This section computes SS and CS input directions
for the optimization of two dynamic systems, namely, a discontinuous chemical reactor
in subsection 5.2 and a space shuttle reentry problem in subsection 5.3. The ﬁrst
system is simple as it involves only 2 states, 1 input, and 1 terminal constraint. The
second system is more complex as it is highly nonlinear and possesses 5 states, 2
bounded inputs, 1 mixed path constraint, and 3 terminal constraints.
Before presenting the results of the case studies, a numerical procedure that com-
putes the SS and CS components of a parameterized input variation is detailed in
subsection 5.1.
5.1. Computing sensitivity- and constraint-seeking directions. The sub-
spaces V∗s and V∗c at the solution of a given optimal control problem are deﬁned
implicitly as the kernel of a linear operator and its orthogonal complement, respec-
tively. Moreover, both subspaces can be of inﬁnite dimension; see, e.g., Example 3.1.
Determining the projections of an input variation (ξu, ξp) ∈ V∗s in either of these
subspaces therefore proves particularly challenging. Instead, we consider approximat-
ing these projections using analogous concepts from nonlinear programming (NLP)
optimization (see the appendix).
The proposed procedure relies on a direct solution approach [3, 4, 16], whereby
the inﬁnite-dimensional control proﬁles u are discretized using a ﬁnite number M ≥ 1
of basis functions χi ∈ Cˆ[t0, tf ]nu , i = 1, . . . ,M , so that
u(t) = U(t,v) :=
M∑
i=1
viχi(t), t ∈ [t0, tf ].(5.1)
The vector of coeﬃcients v = [v1
T · · · vMT ]T ∈ Rnv , with nv = nuM , together with
the time-invariant parameters p, are the new decision variables in a ﬁnite-dimensional
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optimization problem, whose solution approximates that of the original optimal con-
trol problem. The path constraintsΩ are also discretized at a ﬁnite number of interior
points. The resulting discretized optimization problem is an NLP of the form
min
v,p
Φ(v,p, θ)(5.2)
s.t. G(v,p, θ) ≤ 0.
A numerical procedure that approximates the projections of a given adaptation
direction (ξu, ξp) on the subspaces V∗s and V∗c is described next. This procedure
assumes that the components ξu are parameterized in the same way as the inputs u
in (5.1),
ξu(t) = U(t, ξv) =
M∑
i=1
ξv
i
χi(t), t ∈ [t0, tf ],(5.3)
with ξv = [ξv
1T · · · ξvM T ]T ∈ Rnv .
For simplicity, we consider piecewise-constant basis functions χi on [t0, tf ] such
that the points of discontinuity ti, i = 1, . . . ,M − 1, of U(t, ·) are ﬁxed and evenly
spaced on [t0, tf ],
U(t,v) = vi ∀ t ∈ [ti−1, ti], i = 1, . . . ,M.(5.4)
Moreover, the discretization points for the path constraints Ω are taken at the same
points of discontinuity ti, i = 1, . . . ,M − 1.
Algorithm. Projection of parameterized input variation (ξv, ξp) onto SS and
CS subspaces.
1. Solve the discretized NLP problem (5.2). Let (v∗,p∗) be an optimal solution,
and let Ga be the vector of active constraints.
2. Apply singular value decomposition (SVD) to the Jacobian matrix [Gav G
a
p]
at (v∗,p∗) to determine the orthogonal matrices V∗s and V∗c such that
[Gav G
a
p] = UΣ [V
∗
c V
∗
s ]
T .
(See the appendix for details.)
3. Compute the orthogonal projections of the direction (ξv, ξp) on the column
spaces of V∗s and V∗c ,[
ξvs
ξps
]
= V∗sV
∗
s
T
[
ξv
ξp
]
, and
[
ξvc
ξpc
]
= V∗cV
∗
c
T
[
ξv
ξp
]
.(5.5)
4. Compute the desired input variations ξus and ξ
u
c using the parameterization
(5.3) as
ξus (t) = U(t, ξvs ), ξuc (t) = U(t, ξvc ) ∀ t ∈ [t0, tf ].
Steps 3 and 4 of this algorithm are depicted in Figure 2. Given that the projected
directions (ξvs , ξ
p
s ) and (ξ
v
c , ξ
p
c ) are orthogonal in R
nv × Rnp by construction, and
since the parameterization (5.3) is linear in ξv, it readily follows that the projected
directions (U(t, ξvs ), ξps ) and (U(t, ξvc ), ξpc ) are themselves orthogonal in Cˆ[t0, tf ]nu ×
R
np with respect to the inner product (3.14). It can be shown further that
U(t, ξv) = U(t, ξvs ) + U(t, ξvc ) ∀ t ∈ [t0, tf ],(5.6)
using the property of SVD that V∗sV
∗
s
T +V∗cV
∗
c
T = I.
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ξu(t) = U(t, ξv), ξp ξv, ξp
ξvs , ξ
p
s
ξvc , ξ
p
c
ξus (t) = U(t, ξvs ), ξps
ξuc (t) = U(t, ξvc ), ξpc
Ps,
Pc
V∗sV∗s
T ,
V∗cV
∗
c
T
Fig. 2. Computation of SS and CS directions, with exact computations (dotted arrow) and
approximate computations (solid arrows). Ps and Pc denote the projection operators onto the sub-
spaces V∗s and V∗c , respectively.
Computation of parameterized input variation (ξv, ξp). In the case of small para-
metric perturbations around θ0, a possible—and rather natural—choice of the input
adaptation direction is
(ξv, ξp) = (U(·, ξv,∗), ξp,∗),(5.7)
where (ξv,∗, ξp,∗) is the (ﬁrst-order) sensitivity of the nominal optimal solution (v∗,p∗)
of the parametric NLP (5.2) with respect to parameters at θ0; see the appendix.
5.2. Optimization of a batch chemical reactor. This parametric optimal
control problem is concerned with the performance optimization of a batch chemical
reactor, in which the reversible reaction A
k1
k2
B takes place nonisothermally [31]. The
problem comprises a single input variable, the reactor temperature u(t), and a single
(terminal) constraint on the reactant concentration at ﬁnal time xA(tf). The objective
is to determine the temperature proﬁle that maximizes the amount of product B for
a given batch time. In addition, there is uncertainty in the kinetic parameter k1. The
optimization problem can be formulated mathematically as
max
u(t)
xB(tf)(5.8)
s.t. x˙A(t) = −k1(u(t))xA(t), xA(0) = 0.53 kmol m−3,
x˙B(t) = k1(u(t))xA(t)− k2(u(t))xB(t), xB(0) = 0.43 kmol m−3,
k1(u(t)) = θ k
◦
1 exp
(
− E1
u(t)
)
, k2(u(t)) = k
◦
2 exp
(
− E2
u(t)
)
,
xA(tf) ≤ 0.1 kmol m−3,
where the parameter θ denotes the uncertainty in modeling the kinetic parameter k1,
with nominal value θ0 = 1. The numerical values of the parameters are given in Table
1. The relative values of E1 and E2 indicate that low temperatures will push the
equilibrium toward the production of B, which is desired.
Following the procedure outlined in subsection 5.1, a piecewise-constant input
parameterization involving n = 100 equal-length stages over [0, tf ] is considered. Fig-
ure 3 shows the solution of problem (5.8) reconstructed from the solution v∗ of the
discretized NLP problem. From an equilibrium point of view, the productivity of B
is favored by low temperatures. However, at low temperatures, the reactions proceed
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Table 1
Parameter values.
Parameter Value
k◦1 0.535 × 1011 h−1
k◦2 0.461 × 1018 h−1
E1 9× 103 K
E2 15× 103 K
tf 8 h
0 1 2 3 4 5 6 7 8340
341
342
343
344
345
346
347
t
[K
]
U(t,v∗)
0 1 2 3 4 5 6 7 80.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t
[k
m
o
l
m
−
3
]
x∗A(t)
x∗B(t)
Fig. 3. Nominal optimal temperature proﬁle (top plot) and corresponding concentration trajec-
tories (bottom plot).
slowly and the desired conversion of A will not be achieved in the given batch time.
Hence, there exists a compromise, with the temperature being high initially to favor
the forward reaction, and reducing with time to limit the backward reaction as more
B is produced.
Based on the nominal solution v∗ of the NLP problem and on the associated
Jacobian Gav, the projection matrices V
∗
cV
∗
c
T and V∗sV
∗
s
T are computed according
to step 2 of the algorithm in subsection 5.1. The chosen input variation is U(t, ξv,∗),
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Fig. 4. Input variation U(t, ξv,∗) and its approximated SS and CS components.
as in (5.7). The approximations of its SS and CS components are then computed
according to steps 3 and 4. The input variation proﬁles are shown in Figure 4. As
noted in (5.6), it can be checked that the input variation U(t, ξv,∗) is the pointwise
sum of its SS and CS components.
Note that for the considered uncertainty direction ξθ = 1, the forward reaction is
faster than in the nominal system when η > 0, which produces more B. This allows
the optimal temperature to be lower—and thus more favorable from an equilibrium
viewpoint—than the nominal optimal solution and still meet the terminal constraint.
Figure 4 shows that the input variation U(t, ξv,∗) is negative for all t, thus consistent
with the need for a lower temperature. The CS component U(t, ξv,∗c ) is also negative,
which says that, to be able to meet the terminal constraint on xA(tf) in the presence of
a faster forward reaction, the temperature has to be reduced—and in fact a bit more
initially than at the end. In comparison, the SS component U(t, ξv,∗s ) is much smaller,
initially positive, and then negative, indicating that, for the perturbed reactor, an
initially slightly higher temperature followed by a slightly lower temperature would
improve productivity without aﬀecting the terminal constraint. Based on the relative
magnitudes of the CS and SS components, one might conclude that the input variation
in this problem is mostly CS.
Next, parametric perturbations of type (4.1) are considered for |η| ≤ 0.05. The
cost variations resulting from input adaptation along the SS direction U(t, ξv,∗s ) and
along the CS direction U(t, ξv,∗c ) are plotted versus η in Figure 5. The former can be
seen to have an O(η2) ﬁt, while the latter has an O(η) ﬁt, which are both consistent
with the theory in section 4.
Note ﬁnally that CS adaptation can lead to decreasing the cost value (negative
cost variation). For instance, this is the case with η > 0, that is, when the forward
reaction is faster than in the nominal case. Indeed, the adaptation forces the terminal
constraint to remain active by reducing the temperature, whereas the constraint be-
comes violated when the nominal solution is applied “as is” to the perturbed system.
Note also the relative size of the cost variations resulting from adaptations along the
SS and CS directions, with the latter being three orders of magnitude larger than the
former.
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Fig. 5. Cost variation versus η, resulting from input adaptation along U(t, ξv,∗s ) (top plot) and
along U(t, ξv,∗c ) (bottom plot).
Table 2
States and inputs in the space shuttle reentry problem.
h altitude (ft) a angle of attack (radians)
ϑ latitude (radians) b bank angle (radians)
v velocity (ft / sec)
γ ﬂight path angle (radians)
ψ azimuth (radians)
5.3. Space shuttle reentry trajectory optimization. This subsection inves-
tigates directional input adaptation for the optimization of the reentry trajectory of
a space shuttle. The parametric optimal control problem is a slight modiﬁcation of
the space shuttle reentry problem in [3] and [17].
The system comprises 5 states and 2 inputs, the details of which are given in Table
2. The optimization problem is subject to lower and upper bounds on both inputs
(5.10) and to an upper limit on the aerodynamic heating of the vehicle wing leading
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edge (5.11), which results in a mixed control-state path constraint. Furthermore,
there are 3 terminal constraints, namely, an upper limit on the ﬁnal altitude of the
space shuttle and lower limits on its ﬁnal velocity and ﬁnal ﬂight path angle (5.12).
The objective is to maximize the cross-range of the space shuttle, that is, the ﬁnal
value of its latitude:
max
a(t), b(t)
ϑ(tf)
s.t. h˙ = v sin γ,
ϑ˙ =
v
r
cos γ cosψ,
v˙ = −D(h, v, a, θ)
m
− g(h) sin γ,
γ˙ =
L(h, v, a)
mv
cos b+ cos γ
(
v
r(h)
− g(h)
v
)
,
ψ˙ =
1
mv cos γ
L(h, v, a)sin b+
v
r cosϑ
cos γ sinψ sinϑ,(5.9)
0 ≤ a(t) ≤ π
2
,
− π
2
≤ b(t) ≤ −π
6
,(5.10)
Ω(a, h, v) =
qa(a)qr(h, v)
qU
− 1.0 ≤ 0,(5.11)
h(tf) ≤ 8.0× 104,
v(tf) ≥ 2.5× 103,
γ(tf) ≥ − 5π
180
,(5.12)
where the functions r, g, ρ,D, L, qa , and qr are as follows:
r(h) = Re + h,
g(h) =
μ
r2
,
ρ(h) = ρ0 exp
(
− h
hr
)
,
D(h, v, a, θ) =
1
2
θcDSρ(h)v
2, cD := a0 + a1aˆ, aˆ :=
180a
π
,
L(h, v, a) =
1
2
cLSρ(h)v
2, cL := b0 + b1aˆ+ b2aˆ
2,
qa(a) = c0 + c1aˆ+ c2aˆ
2 + c3aˆ
3,
qr(h, v) = k1
√
ρ(k2v)
3.07.
The parameter θ, with the nominal value θ0 = 1, is uncertain in the modeling of the
aerodynamic drag D. The ﬁnal time tf is 2000 sec. The initial values of the state
variables are given in Table 3. All other parameters are speciﬁed in Table 4.
The solution of the above problem is obtained by applying a piecewise-constant
control vector parameterization involving n = 150 equidistant stages and discretizing
the path constraint at the end-times of each stage. The two nominal optimal inputs
and the value of the path constraint are shown in Figure 6. It is found that the
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Table 3
Initial conditions for the space shuttle reentry problem.
h(0) ϑ(0) v(0) γ(0) ψ(0)
2.6× 105 0.0 2.56× 104 −π/180 π/2
Table 4
Parameter values for the space shuttle reentry problem.
Parameter Value Parameter Value
m 6.30944 × 103 a0 −0.20704
Re 2.09029 × 107 a1 2.9244 × 10−2
μ 1.4076539 × 1016 b0 7.854× 10−2
ρ0 2.378 × 10−3 b1 −6.1592× 10−3
hr 2.38× 104 b2 6.21408 × 10−4
qU 70.0 c0 1.0672181
S 2.69× 103 c1 −1.9213774 × 10−2
k1 1.77× 104 c2 2.1286289 × 10−4
k2 1.0× 10−4 c3 −1.0117249 × 10−6
optimal solution consist of 4 control arcs. Both a(t) and b(t) are in the interior on
arc 1; then, the path constraint Ω become binding on arc 2; a(t) and b(t) are again in
the interior on arc 3; ﬁnally, b(t) is at its upper bound on arc 4. The nominal state
trajectories are depicted in Figure 7. The terminal constraints on the states v and γ
are seen to be active.
Using the knowledge of the nominal optimal solution, the projection matrices
V∗cV
∗
c
T and V∗sV
∗
s
T are computed as described in step 2 of the algorithm in sub-
section 5.1. The input variations are chosen according to (5.7), and their SS and
CS components computed by following steps 3 and 4 are shown in Figure 8. Again,
as noted in (5.6), the two input variations U(t, ξα,∗) and U(t, ξβ,∗) are equal to the
pointwise sum of their respective SS and CS components.
Note that the SS component U(t, ξα,∗s ) becomes small after about 500 sec, an
indication that the variation in the input a(t) is mostly CS. The ﬁrst contribution of
U(t, ξα,∗c ) between 500 sec and 1150 sec is needed to enforce the path constraint; the
second contribution, toward the end, is needed to meet a terminal constraint. For the
input b(t), since it is at its upper bound after about 1300 sec, and since that upper
bound does not depend on the parameter θ, the input variation U(t, ξβ,∗) is simply 0
on this arc. Since, except for the initial part, U(t, ξβ,∗c ) is small, the variation in the
input b(t) is mostly SS.
Finally, parametric perturbations of type (4.1) are considered for ξθ = 1 and
|η| ≤ 0.05. The cost variations resulting from input adaptation along the SS direc-
tion U(t, ξα,∗s ), U(t, ξβ,∗s ) and along the CS direction U(t, ξα,∗c ), U(t, ξβ,∗c ) are plotted
versus η in Figure 9. The former (top plot) can be seen to have an O(η2) ﬁt, while
the latter (bottom plot) has an O(η) ﬁt, which are both consistent with the theory in
section 4. Moreover, the former is an order of magnitude smaller than the latter.
6. Conclusions. The complexity of solving optimal control problems plays a
decisive role in controller design considerations for practical applications. Various
practical limitations dictate that real-time optimization methods should not require
recomputing the exact solution. Hence, methods that involve only adaptation of the
nominal optimal inputs, which can be computed oﬀ-line, at the cost of acceptable
optimality loss are appealing. Clearly, a theoretical framework is essential for iden-
tifying useful input adaptation schemes and analyzing the eﬀect on the cost of such
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Fig. 6. Two nominal optimal inputs and one path constraint. Dashed lines show the corre-
sponding bounds. Shaded regions depict the regions of infeasible operation.
adaptations. This paper has proposed two input adaptation schemes by focusing on
the role of constraints in optimal control problems and analyzing the cost variation
that results from each adaptation scheme.
For problems involving terminal and mixed control-state constraints, it is possible
to identify directions in the space of input variation functions, along which small vari-
ation in the nominal optimal inputs do not cause any change in the active constraints
for all t ∈ [t0, tf ]. These directions are deﬁned as the SS directions and are shown to
be solutions of linear integral equations. The directions orthogonal to the set of SS
directions are deﬁned as the CS directions.
The main result of the paper is that, in the case of parametric perturbations of
type (4.1), the cost variation due to selective input adaptation along SS directions—
compared to no input adaptation—is O(η2), whereas it is O(η) with selective input
adaptation along CS directions. The prime implication of this result for constrained
parametric optimal control problems is that, for small parametric perturbations, an
adaptation of the inputs along the SS directions has no eﬀect on the ﬁrst-order term
in the optimality loss; only an adaptation along the CS directions can reduce it.
Conditions are also derived for a selective input adaptation scheme to cancel out the
dominant, ﬁrst-order term, so that the optimality gap is only O(η2).
These results might prove applicable to a recently developed methodology of
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Fig. 7. Five nominal optimal state trajectories. Shaded bands depict the infeasible regions of
the respective terminal constraints. The vertical dotted line is the t = 2000 line.
dynamic real-time optimization for constrained problems called NCO tracking [33, 24],
in which the various parts of the input proﬁles are adapted selectively. Prioritization
of selective adaptation strategies is indeed crucial for the implementation of practical
NCO-tracking controllers. The analysis in this paper also provides a sound theoretical
basis for constraint adaptation schemes such as [27] and could help further improve
existing on-line adaptation strategies such as [11, 37, 36].
The results in sections 3 and 4 were obtained under the assumption of continuous
optimal controls u∗. However, this is not the case for many practical applications.
Fortunately, careful inspection of the derivations reveals that the procedure is not
limited by the requirement of continuity of u∗, although the developments are greatly
simpliﬁed by the latter assumption. Indeed, if we include the points of discontinuity of
u∗ in the set T , a similar derivation holds provided that the number of continuous arcs
in u∗ remains ﬁnite. Furthermore, since the results are valid for piecewise-continuous
u∗, we can forgo the assumption of regularity of the Hamiltonian. This should allow
the results to be extended to more complex problems such as singular optimal control
problems.
Finally, in the case of problems having pure state constraints, additional care must
be taken in the derivation since there might be jumps in the adjoint functions λ∗ at
some interior points [20, 28]. Since the nominal solution is known, these interior points
are known and need to be added to T . Deﬁnition 3.2 of the SS directions would include
an additional condition—in the form of suitable integral equations—representing the
zero change in the values of the pure state constraints due to small local variation in
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Fig. 8. SS and CS components of U(t,α∗) and U(t,β∗).
the nominal inputs of type (3.1), (3.2). In the cost variational analysis, the expression
of β∗ in (4.12), and thus also that of δJ(η) in (4.13) and (4.14), would be modiﬁed
to accommodate the appropriate terms involving the pure state constraints. The rest
of the procedure, and thus also the results, would remain essentially the same.
Appendix. Selective input adaptation in NLP problems. This appendix
is a digest of results in selective adaptation of optimal control problems governed by
stationary processes [15, 9].
Consider a parametric NLP problem of the form
min
p
Φ(p, θ)(NLP(θ))
s.t. G(p, θ) ≤ 0,
where p ∈ Rnp and θ ∈ Θ ⊂ Rnθ . Assume that an optimal solution p∗ of the
NLP problem is known at the nominal value θ0 of the uncertain parameters. Assume
further that the following linear independence constraint qualiﬁcation (LICQ) holds
at the optimal nominal solution,
rank [Gp(p
∗, θ0) diag(G(p∗, θ0))] = naG,
with naG the number of active constraints at p
∗. Then, provided that Φ and G are
diﬀerentiable at p∗, the following NCOs must hold [2],
G(p∗, θ0) ≤ 0, ν∗TG(p∗, θ0) = 0, ν∗ ≥ 0,(A.1)
Φp(p
∗, θ0) + ν∗TGp(p∗, θ0) = 0,(A.2)
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Fig. 9. Cost variation versus η, resulting from input adaptation along U(t, ξα,∗s ), U(t, ξβ,∗s )
(top plot) and along U(t, ξα∗c ), U(t, ξβ,∗c ) (bottom plot).
for a (unique) Lagrange multiplier vector ν∗ ∈ RnG .
Since the number of active constraints naG at p
∗ is less than np, there exist
directions in the input parameter space along which taking an inﬁnitesimal step from
an optimal solution point does not modify the active constraints. Subsequently, the
active constraints are denoted by Ga, and the corresponding Lagrange multiplier
vector are denoted by νa ∈ RnaG .
Definition A.1 (CS and SS directions in NLP problems). The direction
ξp ∈ Rnp is called an SS direction for the optimization problem NLP(θ0) at p∗
if ξp ∈ ker(Gap(p∗, θ0)). ξp is called a CS direction for NLP(θ0) at p∗ if ξp ∈
ker(Gap(p
∗, θ0))
⊥
:= {ζ ∈ Rnp : ζT ξ = 0 for all ξ ∈ ker(Gap(p∗, θ0))}.
Clearly, an inﬁnitesimal step along a CS direction away from p∗ modiﬁes the
active constraint values, whereas an inﬁnitesimal step along a SS direction leaves the
active constraints unchanged.
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If LICQ holds at p∗, the Jacobian matrix Gap(p
∗, θ0) is full rank and SVD gives
Gap(p
∗, θ0) = U Σ VT ,
where Σ is an (naG × np) matrix of the form
Σ =
⎡
⎢⎣
σ1 0 · · · 0
. . .
...
. . .
...
σnaG 0 · · · 0
⎤
⎥⎦ := [ Σc 0 ] ,
U is an (naG×naG) orthonormal matrix, andV := [V∗c V∗s ] is an (np×np) orthonormal
matrix. The naG columns of V
∗
c are a basis of the CS subspace at p
∗, while the
(np − naG) columns of V∗s are a basis of the SS subspace at p∗.
Now, consider a variation of the parameters from their nominal values θ0 as
θ˜(η) = θ0 + η ξθ, with ξθ ∈ Rnθ and |η|  1. Let ξp ∈ Rnp be a direction of
adaptation in the optimization variable space, so that p˜(η) = p∗ + η ξp. Clearly,
ξp can be (uniquely) decomposed as ξp = ξpc + ξ
p
s , where ξ
p
c := V
∗
cV
∗
c
T ξp and
ξps := V
∗
sV
∗
s
T ξp are CS and SS directions, respectively.
The cost variation δΦ upon input adaptation in the direction ξp is given by
δΦ(η) = Φ(p∗ + ηξp, θ˜(η)) − Φ(p∗, θ˜(η)).(A.3)
Approximation orders for this variation are derived in the following theorem for se-
lective input adaptation along the CS and SS directions.
Theorem A.2 (cost variation resulting from selective input adaptation in NLP
problems). Let u∗ be an optimal solution of NLP(θ0), and consider the parametric
variations θ˜(η) = θ0 + η ξθ. The cost variation δΦ(η) resulting from the selective
input adaptation p˜(η) = p∗ + η ξp is O(η) along a CS direction and is O(η2) along
a SS direction.
Proof. The cost variation δΦ(η) in (A.3) can be expressed as
δΦ(η) = ηΦp(p
∗, θ˜(η))ξp +O(η2) = ηΦp(p∗, θ0)ξp +O(η2).
From the NCOs (A.1), (A.2) at p∗, we have
δΦ(η) = − ην∗TGp(p∗, θ0)ξp +O(η2) = −ηνaTGap(p∗, θ0)ξp +O(η2).(A.4)
Since any SS direction ξp is in ker(Gap(p
∗, θ0)), it follows that δΦ(η) is O(η2) upon
selective adaptation along such directions. On the other hand, δΦ(η) is O(η) upon
selective adaptation along CS directions.
In practice, a natural choice for the direction of input adaptation ξp is the sensi-
tivity of the optimal nominal solution p∗ with respect to the parameters at θ0. With
a small abuse of notation, let p∗(η) denote the solutions of NLP(θ˜(η)) for small para-
metric solutions |η|  1, and let ν∗(η) denote the corresponding Lagrange multiplier
vectors; we thus have p∗(0) = p∗ and ν∗(0) = ν∗. Under the additional assumptions
that
i. Φ and G are twice-continuously diﬀerentiable with respect to p and θ at
p∗, θ0;
ii. the following second-order suﬃcient condition holds at p∗:
ξT
(
Φpp(p
∗, θ0) + ν∗TGpp(p∗, θ0)
)
ξ > 0 ∀ξ ∈ ker(Gap(p∗, θ0));
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iii. strict complementarity slackness νa > 0 holds at p∗,
the vector functions p∗ and ν∗ are guaranteed to exist and be continuously diﬀeren-
tiable with respect to η in a neighborhood of η = 0 [14], and the active set remains
unchanged in that neighborhood. Moreover, the optimum point and Lagrange multi-
plier sensitivities can be computed as
[
ξp,∗
ξν,∗
]
=−
[
Φpp + ν
∗TGpp GTp
diag(Gp)ν
∗ diag(G)
]−1
p∗,θ0
[
Φpθ + ν
∗TGpθ
diag(Gθ)ν
∗
]
p∗,θ0
ξθ.
Let δΦ(η) denote the actual optimality loss due to selective adaptation in the
direction ξp, as compared to an adaptation in the optimal direction ξp,∗,
δΦ(η) = Φ(p∗ + ηξp,∗, θ˜(η))− Φ(p∗ + ηξp, θ˜(η)).
It can be established that, for |η|  1, δΦ(η) is such that
δΦ(η) = η νaTGaθ(p
∗, θ0) ξθ +O(η2).
Therefore, it follows by Theorem A.2 that no input adaptation scheme along an SS
direction is able to close the dominant term ηνaTGaθ(p
∗, θ0) ξθ in this optimality gap;
only adaptation along a CS direction is able to reduce such an optimality gap. In
particular, any adaptation direction ξp such that
Gap(p
∗, θ0) ξp +Gaθ(p
∗, θ0) ξθ = 0
will cancel out the dominant, ﬁrst-order term in (A.4) and enforce δΦ(η) = O(η2).
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