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Abstract
This paper discusses trace semantics of interactive Markov chains (IMCs) that are a generalisation of
continuous-time Markov chains. In IMCs besides probabilistic alternatives there may be a nondeterministic
choice between several action-labelled transitions in a state. We analyse several variants of trace equiva-
lences that arise from the diﬀerent ways one has to resolve nondeterministic branching. Button pushing
testing scenarios are used to motivate each abstraction level induced by the trace semantics and associated
equivalences are sorted according to their distinguishing power.
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Experiment
1 Introduction
Implementation relations, such as bisimulation equivalence or trace equivalence,
are central for both the design of complex systems and the analysis by abstraction.
For labelled transition systems (LTS), various implementation relations have been
suggested (see e.g. [29] for an overview of the most important relations from the
linear-branching-time spectrum) and studied under several aspects such as congru-
ence properties with respect to composition operators, axiomatization, algorithms
for checking equivalence and logical, domain-theoretic and coalgebraic characteri-
zations (see e.g. [3]).
In the past 15 years, many researchers suggested extensions of the equivalences
and preorders that have been introduced originally for LTS to reason about quan-
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titative aspects, such as time or probabilities. We focus here on the stochastic
setting, where LTS-like operational models are augmented with probabilistic as-
sumptions for the delay of (certain) transitions. Many relations of the linear- and
branching-time spectrum have been studied for models with discrete probabilities
(see e.g. [19,14,27,1,22,12,2] for bisimulation-like relations, [25,17,20] for trace and
failure semantics, and [9,8,18,26,28] for testing relations), while research on imple-
mentation relations for continuous-time stochastic models mainly concentrated on
the branching-time view. For continuous-time Markov chains (CTMCs), bisimu-
lation and simulation relations have been studied under various aspects, see e.g.
[7,16,5,2]. Testing and trace equivalences on CTMCs have been addressed in [4]
and [30].
The purpose of this paper is to study linear-time equivalences for interactive
Markov chains, IMCs for short. IMCs have been introduced by Hermanns [15]
as an operational model for reactive systems that supports both reasoning about
nondeterministic behaviors as in LTS and stochastic phenomena as in CTMCs.
They yield a natural and elegant way to specify reactive systems with internal
stochastic behaviors. Notions of strong and weak bisimulation for IMCs have been
studied in [15,6]. To the best of our knowledge, the linear-time framework has not
yet been investigated for IMCs.
The goal of this paper is to introduce trace equivalence for IMCs and to pro-
vide testing scenarios for them, in the style of button pushing experiments a` la
van Glabbeek [29]. In contrast to the non-probabilistic setting, trace equivalence
compares distributions on timed action sequences (traces) rather than single ac-
tion sequences. Diﬀerent notions of trace equivalence arise by varying in the type of
schedulers that serve to resolve the nondeterministic choices, i.e., that decide on how
to interact with the environment and how to resolve internal choices. Schedulers
can be classiﬁed according to various criteria: timed vs. untimed ones, deterministic
vs. randomized ones, history-dependent vs. stationary ones, and total vs. partial
ones. Surprisingly, in most cases there is no correlation between the containment
relation of the scheduler classes and the distinguishing power of the induced notions
of trace equivalence.
Outline. Section 2 summarizes the main features of interactive Markov chains
and explains the concept of schedulers and the induced probability measure. Notions
of trace equivalences and corresponding “testing machines”, called Markovian trace
machines, are introduced in Section 3. The inﬂuence of the scheduler types is
discussed in Section 4. Section 5 considers a variant of Markovian trace machines
to provide a characterization of failure equivalence. The paper ends with a summary
in Section 6.
2 Interactive Markov Chains
Interactive Markov chains (IMCs) [15] extend (action-)labelled transition systems
(LTSs) with stochastic aspects. Unlike other stochastic extensions of labelled tran-
sition systems, IMCs provide a clear separation between the action-based communi-
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cation structure and the internal stochastic behaviours. Thus, they permit a parallel
composition with synchronization, e.g., in the CCS-style over complementary ac-
tions, by means of standard interleaving and communication SOS-rules for LTSs
and separate rules for the stochastic behaviors. The latter adapt the SOS-rules for
standard operators of stochastic process calculi with a CTMC-semantics such as
PEPA [16], stochastic π-calculus [23], EMPA [5] and TIPP [13].
Formally, interactive Markov chains are state-transition graphs that combine the
features of LTSs with continuous-time Markov chains. There are two types of tran-
sitions:
(i) An action transition takes place if the process oﬀers one or more actions to the
environment. This is typically used to model communication. The idea is that
a choice between diﬀerent actions is resolved by the environment and the choice
between several transitions with equal action labels is resolved internally by
the process itself. The latter kind of choice is also called pure nondeterminism
and occurs if the abstract model speciﬁes implementation freedom or scheduling
freedom [25]. The former expresses external nondeterminism where the process
reacts on the stimuli of the environment and may proceed in diﬀerent ways
depending on the communication facilities provided by the environment.
(ii) If the process can change its state via a Markovian transition, it branches
probabilistically after a certain delay. This corresponds to the behaviour of
systems modelled by CTMCs where the process stays in the current state
and takes the ﬁrst (Markovian) transitions that becomes enabled. The use of
Markov chains has been proven extensively in literature, especially in queuing
theory but also in bioinformatics.
While action transitions are immediate and appear without any delay, the Marko-
vian transitions are preceded by a certain time-passage in the current state. Thus, if
a state has both action and Markovian transitions then one of the action transitions
will ﬁre, unless all action transition require an interaction with the environment,
but no communication partner is available.
Let Act be a set of external or visible actions ranged over by a, b, c, . . .. Action τ
denotes the distinguished invisible (or, internal) action, i.e., τ ∈ Act. Let Actτ =
Act ∪ { τ }. The action symbols in Act stand for the communication actions, while
τ stands for some internal computation which does not require any interaction with
the environment.
Deﬁnition 2.1 Interactive Markov chain (IMC). An interactive Markov chain
(IMC) I is a tuple (S,→,R, α) where S is a non-empty set of states, →⊆ S×Actτ×
S is the (action-based) transition relation, R : S × S → R≥0 is a rate function and
α is an initial distribution, i.e., a function α : S → [0, 1] with
∑
s∈S α(s) = 1. We
require that for all s ∈ S the exit rate E(s) deﬁned by E(s) =
∑
s′∈S R(s, s
′) is
ﬁnite. 
The reader should notice the special cases where R has only zero entries, in which
case the IMC can be viewed as ordinary LTS, and where −→ is the empty set, in
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which case the IMC can be regarded as a CTMC.
In the sequel, we write s a−→ s′ rather than (s, a, s′) ∈ →, and s
r
 s′ to denote
that r = R(s, s′) > 0, and
s
v
 s′ iﬀ (s
v
−→ s′, v ∈ Actτ ) ∨ (s
v
 s′, v ∈ R>0).
s  denotes that E(s) > 0, while s a−→ iﬀ s a−→ s′ for some state s′.
We interprete action transitions s
a
−→ s′ as instantaneous whereas s
r
 s′ occurs
after a certain delay. Markovian transitions can be explained as follows. For each
outgoing transition s
r
 u of state s a random variable Xr is drawn that is negative
exponentially distributed with parameter r. The transition with the smallest value,
say Xr′ with s
r′
 u′, is taken after a delay that is given by Xmin = min{Xr | s
r
 u
for some u}. The distribution of Xmin is negative exponentially distributed with
parameter E(s), since the minimum of exponentially distributed random variables
is exponentially distributed and the corresponding parameter is the sum of all pa-
rameters of the involved random variables. The probability of moving from s to s′
after an arbitrary delay is r/E(s) if s
r
 s′.
Deﬁnition 2.2 Action and Markovian states. A state s is called action state
if s
a
−→ and Markovian if s
r
. Let astates(I) ⊆ S denote all action states in I
and let Mstates(I) denote the set of all Markovian states in I. 
Remark 2.3 Action states can also have Markovian transitions. Since action tran-
sitions are immediately enabled, Markovian transitions are not taken unless all its
outgoing action transitions are blocked due to certain environment conditions. If,
however, an action state s has an outgoing τ -transition then the Markovian transi-
tions of s are irrelevant. Zeno-behaviours might occur, e.g., if the IMC contains a
cycle consisting of action transitions. To avoid such unrealistic computations where
inﬁnitely many actions are taken in a ﬁnite amount of time, the requirement that
there is no inﬁnite path consisting of action transitions could be added. However,
this assumption is irrelevant for the purposes of this paper. For this reason, we deal
with the general deﬁnition of IMC without any time-divergence assumptions which
covers LTSs as a special case and allow to deﬁne trace equivalence on IMCs as a
conservative extension of ordinary trace equivalence for LTSs. 
Let subd(S′) denote the set of all subdistributions on the set S′, i.e., subd(S′) = {μ :
S′ → [0, 1] |
∑
s∈S′ μ(s) ≤ 1}. A distribution on S
′ means a subdistribution μ on S′
with
∑
s′∈S μ(s
′) = 1. Furthermore, let I = {[x, y) ⊆ R≥0 | x < y} be the set of all
left-closed, right-open real intervals. Let s1, . . . , sn ∈ S, v1, . . . , vn ∈ (Actτ ∪ R>0).
A path in I is a ﬁnite or inﬁnite sequence π = s1
v1
 s2
v2
 . . . or π = s1
v1
 s2
v2

. . .
vn−1
 sn, where si
vi
 si+1 if vi ∈ R>0 and si
vi−−→ si+1 if vi ∈ Actτ (i ≥ 1). For
paths we require maximality in the following sense: If π is ﬁnite and sn 
τ
−→ then
E(sn) = 0 for the last state sn on π. A path fragment ξ is a preﬁx of a path. Let π↓i
denote the path fragment s1
v1
 s2
v2
 . . .
vi−1
 si of π. Given w1, . . . , wn ∈ (I ∪ Actτ )
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and s1, . . . , sn, sn+1 ∈ astates(I) we write ξ ∈ s1
w1
 . . .
wn
 sn+1 if 1) the i-th state
on ξ is si, 2) if wi ∈ I, the i-th transition on ξ is Markovian with delay t ∈ wi and,
3) if wi ∈ Actτ the i-th transition on ξ is an action transition with action a = wi.
For an IMC I with initial distribution α let path(I) (pathf(I)) denote all paths
(path fragments) starting in some state s with α(s) > 0. Let trace(ξ) ∈ Act∗ denote
the ordered sequence of visible actions on path fragment ξ. We put trace(ξ) = 
(empty action sequence) if there is no visible action on ξ.
To reason about the probability for certain trace-based events, the nondeterminism
has to be resolved. As in other automata-models with probabilism and nondeter-
minism [24,25,10], schedulers, also often called policies, adversaries or strategies,
are used as instances that decide which of the nondeterministic alternatives for the
next activity will be taken. Let s be the current state. If there are two or more
visible enabled actions in s then the scheduler either selects one of them or decides
to reject any interaction with the environment. In the former case, if the chosen
action a is visible, the scheduler also resolves the internal nondeterminism between
the a-transitions of s. In the latter case, the scheduler selects one of the outgoing
τ -transitions, if there is any. Otherwise, i.e., if the scheduler decides not to inter-
act with the environment, but action τ is not enabled, then the race between the
outgoing Markovian transition takes place. (If s is not a Markovian state then the
process halts.)
Deﬁnition 2.4 History. Let his = (R≥0 × astates(I)× Actτ )
∗ × R≥0 be the set
of (timed) histories. Given a history β = t1 s1 a1 t2 s2 a2 . . . tn sn an tn+1 we put
time(β) = t1 + t2 + . . . + tn + tn+1.
Thus, time(β) denotes the total amount of time that has been passed in the history.
By an untimed history we mean any sequence in (astates(I) × Actτ )
∗. If β is a
timed history as above then the associated untimed history untimed(β) is obtained
by dropping the timing components ti. I.e., if β is as above then untimed(β) =
s1 a1 s2 a2 . . . sn an. If β = t, the untimed history is the empty sequence, denoted
by . 
The timed history induced by a path fragment ξ = s1
v1
 s2
v2
 . . .
vi−1
 si is obtained
from ξ by collapsing consecutive Markovian transitions and replacing them with
their total time. It will be denoted by his(ξ). If ξ ends in an action state the last
time component of his(ξ) is 0. For example, if ξ is
s1
a
−→ s2
5.3
 s3
1.2
 s4
0.1
 s5
b
−→ s6
0.65
 s7
then his(ξ) = 0 s1 a 6.6 s5 b 0.65 .
Deﬁnition 2.5 Scheduler. A (partial, timed, history-dependent, randomized)
scheduler for I is a function A : his × astates(I) −→ subd(Actτ × S) such that
(1) for all histories β ∈ his , states s ∈ astates(I), s′ ∈ S and actions a ∈ Actτ such
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that A(β s)(a, s′) > 0 we have s
a
−→ s′.
(2) For each pair (ν, s) where ν = s1 a1 . . . sn an ∈ (astates(I) × Actτ )
∗ is an un-
timed history and s ∈ astates(I) there exists a partition of R≥0 into countably
many pairwise disjoint intervals I1, I2, . . . ∈ I such that A(β s) = A(β
′ s),
whenever untimed(β) = untimed(β′) = ν and time(β), time(β′) belong to the
same time interval Ii.
(3) For all histories β ∈ his and states s ∈ astates(I) where s
τ
−→, function A(β s)
is a distribution.

Condition (1) means that only enabled transitions can be scheduled. Condition
(2) states that A’s decisions are piecewise constant. This is needed for technical
reasons only (to avoid measurability problems). Condition (3) ensures that if no
visible action is chosen by A in a state that can perform (at least one) invisible
action, such a τ -transition has to take place with probability 1.
Remark 2.6 In our setting, the schedulers choice may depend on the action history
of the process (i.e. the interactive part of the computation fragment executed so
far) and the time the process spent in Markovian states. Thus, schedulers (a)
simulate the environment by resolving the external nondeterminism and (b) chose
between the alternatives of the internal nondeterminism, but do not resolve the
(probabilistic) choice between Markovian transitions. If μ = A(β s) then, with
probability
μ⊥ = 1−
∑
a∈Actτ
∑
s′∈S
μ(a, s′),
no action transition is scheduled for a given action state s. In case s is also Marko-
vian, the classical CTMC-like race between the outgoing Markovian transitions
takes place with probability μ⊥. 
Let A be a scheduler for IMC I. An A-path is a path π = s1
v1
 s2
v2
 . . . ∈ path(I)
that obeys A’s decisions, i.e., for all i ≥ 1, if si is an action state and A(his(π↓i
) si) = μi then μi(vi, si+1) > 0 for vi ∈ Actτ and μ
⊥
i > 0 for vi ∈ R>0.
In the following, we use the standard cylinder set construction for probability mea-
sures in MDP-like models (see e.g. [24]). Given w1, . . . , wn ∈ (I ∪ Actτ ) and
s1, . . . , sn, sn+1 ∈ astates(I) the cylinder set Cyl(s1 w1 . . . wnsn+1) consists of all
paths π where π ↓i ∈ s1
w1
 . . .
wn
 sn+1. For A to be a scheduler for I, we re-
fer to Cyl(s1 w1 . . . wnsn+1) as an A-cylinder if, for each i ∈ {1, . . . , n} where wi
is an action, A’s decision are constant for the pairs (βi, si) where βi is the timed
history of some path fragment in s1
w1
 . . .
wi−1
 si. (Recall requirement (2) for
schedulers.) In particular, if C = Cyl(s1 w1 . . . wnsn+1) is an A-cylinder then
all paths in C are A-paths. The A-cylinders yield the basis for a sigma-algebra
ΣA. A probability measure Pr
A on this sigma-algebra ΣA is deﬁned by speci-
fying the probabilities for the A-cylinders. We put PrA(Cyl(s1)) = α(s1). Let
C = Cyl(s1 w1 . . . wn−1 sn wn sn+1) be an A-cylinder and let β be the timed history
of some path fragment in C ′ = Cyl(s1 w1 . . . wn−1sn). If wn = a ∈ Actτ then we put
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PrA(C) = PrA(C ′) · A(β sn)(a, sn+1)
If sn is an action state and wn = I an interval then the deﬁnition of the value Pr
A(C)
relies on the fact the Markovian transition from sn to sn+1 has an exponentially dis-
tributed delay with rateR(sn, sn+1) and the sojourn time in state sn is exponentially
distributed with rate E(s) =
∑
s′∈S R(s, s
′). Let μ = A(β sn) and μ
⊥ the probabil-
ity not to choose an outgoing action transition of sn, i.e., μ
⊥ = 1 −
∑
a,s′ μ(a, s
′).
Then, we deﬁne
PrA(C) = PrA(C ′) · μ⊥ ·
∫
I
R(sn, sn+1)e
−E(sn)xdx
In the case where sn is not an action state, A does not have to make a decision,
since once sn has been entered the CTMC-like race of the outgoing Markovian
transitions takes place. In particular, wn is an interval I. Thus, Pr
A(C) = PrA(C ′) ·∫
I
R(sn, sn+1)e
−E(sn)xdx.
Given a trace-based property, e.g., P ⊆ Act∗τ , the above probability measures allow
to reason about the extremal probability for the paths that induce a trace in P ,
where “extremal” means maximality or minimality when ranging over all sched-
ulers. For this purpose, the full class of schedulers is often too powerful. E.g., if
P is a non-empty set of action sequences then the minimal probability for P is 0
when considering all schedulers, simply because there is a scheduler which never
schedules an action. We follow here the standard classiﬁcation of schedulers for
Markov decision processes [24] and distinguish schedulers that make their decisions
depending on the timed history from those schedulers that only take the untimed
history into account and those schedulers that ignore the history. Furthermore, we
distinguish between schedulers that decide for the next step according to a certain
coin-tossing experiment and schedulers that select the next step deterministically.
Finally, schedulers may select no action transition at all if the current state cannot
perform an invisible action or they decide in every step that the next transition is
an action transition with probability one (called total schedulers).
Deﬁnition 2.7 Scheduler-types. Let A be a scheduler for I. A is called
• time-abstract if A’s decisions do not depend on the timing, i.e., for all s ∈
astates(I) and all histories β, β′ ∈ his , if untimed(β) = untimed(β′) thenA(β s) =
A(β′ s),
• deterministic if A only schedules actions with probability zero or one, i.e., A can
be regarded as a partial function his × astates(I) → Actτ × S,
• stationary if A’s choice depends only on the current state, i.e., A(β s) = A(β′ s)
for all s ∈ astates(I) and β, β′ ∈ his ,
• total if A(β s) is a distribution for each history β and action state s with E(s) = 0.
We use the following abbreviations. Let THR be the set of all schedulers. THD
denotes the subclass of deterministic schedulers, while HR stands for the set of
all time-abstract schedulers and HD for its subclass of time-abstract deterministic
schedulers. We write SR for the subclass of HR consisting of all stationary sched-
ulers and SD ⊂ SR ∩ HD for the set of all stationary, deterministic schedulers.
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Thus, T stands for “timed”, R stands for “randomised”, S for “stationary” and
H for “history-dependent”. The preﬁx tot will we used to denote that we consider
total schedulers. E.g., totHD means the class of all total HD-schedulers. 
3 Trace Semantics for IMCs
In this section, we deﬁne notions of trace equivalence on IMCs, one for each scheduler-
type. We characterise them in terms of intuitive button pushing experiments [29,28]
and extend van Glabbeek’s trace machine to the stochastic setting. These trace re-
lations can be viewed as continuous-time variants of Segala’s notion of trace distri-
bution equivalence for models with discrete probabilism and nondeterminism [25].
The Markovian Trace Machine: Assume that a process described by an IMC is
modelled as a black box. The box is equipped with three features:
• An action display that shows the sequence of external actions performed by the
process during a run of the machine and that is empty at the beginning of the
experiment.
• A timer that counts down from a certain value that is set by an external observer
at the beginning.
• A reset button that, if pressed, restarts the process for another run.
A run of the machine starts with the choice of a starting state w.r.t. the given initial
distribution of the process. Then the process behaves according to its underlying
transition system while the timer counts down. This means for the machine that
the action display remains unchanged until the next external action is performed
by the process and shown at the action display. If a deadlock state is reached or
the process diverges (i.e. performs an inﬁnite sequence of τ -transitions) the action
display remains unchanged. The observer records the sequence of displayed actions
(where we assume that he can distinguish between two successive actions that are
equal). At some point the observer decides to stop the run of the machine by
pressing the reset button. He notes if the countdown timer has expired yet or not.
This means, there is a countdown for each run and therefore a real value can be
associated with each trace (i.e. with each sequence of external actions recorded by
the observer). The reset button clears the action display and the countdown timer is
set to a new initial value. Then the process starts according to its initial distribution
for another run and again the observer records the sequence of displayed actions,
etc. We assume that the whole experiment consists of inﬁnitely many runs. If the
process has the choice between several enabled action transitions this is resolved
in the same way in each run, i.e. we ﬁx a scheduler A and restart the process
inﬁnitely often under A. For the whole experiment we can deduce an observation
function that gives the probability of each trace and each time bound (value of
the countdown timer). Note that the observer cannot distinguish the case that the
process diverges or is in a deadlock state.
Remark 3.1 For trace semantics we consider the process’ behaviour in diﬀerent
environments (i.e. simulated by diﬀerent schedulers). We do not add information
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about these external inﬂuences to the respective observations. Another process can
’match’ this behaviour in an environment that is not necessarily the same environ-
ment as for the other process. This means that two processes are trace equivalent iﬀ
for each scheduler A for one of them there is a scheduler A′ for the other that yields
a matching observation. This viewpoint is the core of trace semantics. Slightly ﬁner
relations are obtained where the machine is equipped with additional features like,
for example, action buttons that, if pressed by the observer, blocks (or weights)
the occurrence of certain external actions. In this case the recorded sequence con-
sists of the performed trace and the sequence of (sets of) pushed action buttons.
An equivalent process has to show the same behaviour for the same sequence of
blocked actions (see also Section 5). 
In the following, we analyse trace semantics for diﬀerent classes of schedulers and
compare the respective equivalences with each other. Let C be a class of (partial)
schedulers, i.e. C ∈ {THR,THD,HR,HD,SR,SD}. Consider IMC I under C-
scheduler A with initial distribution α. We are interested in the measure of all
paths in I that lead to a sequence (〈a1 a2 . . . an〉, t) where σ = 〈a1 a2 . . . an〉 ∈ Act
+
is the performed trace and t ≥ 0 is the initial value of the countdown timer that
did not expire before the restart button was pressed. We put
ptrI,A(σ, t) = PrA({π ∈ pathA(I) | ∃i : trace(π↓i) = σ, time(his(π↓i)) ≤ t}).
Then ptrI,A is a function on (Act+ × R≥0) that gives the probability to observe
(σ, t) in a run of IMC I for a given scheduler A. We call ptrI,A an observation.
The set of observations for scheduler class C is given by
obsC(I) = {ptr
I,A | A is a C-scheduler for I}.
Deﬁnition 3.2 Trace Equivalence. For two IMCs I1, I2 we write I1 =C I2 iﬀ
obsC(I1) = obsC(I2). We write s1 =C s2 if si (i ∈ {1, 2}) is a state in IMC Ii and
the initial distribution αi is given by αi(si) = 1 and zero for all other states. 
Example 3.3 Consider an IMC I without any Markovian states. Now, let A be a
HD-scheduler. Then for the associated observation ptrI,A we have ptrI,A(σ, 0) = 1
for exactly one trace σ. Now, consider I as an ordinary LTS and σ ∈ Act+ is in
the set of (ordinary) traces of the LTS if and only if there exists a scheduler A such
that ptrI,A(σ, 0) = 1. Therefore the semantics of deﬁnition 3.2 is a conservative
extension of ordinary trace semantics for LTSs. 
Example 3.4 Consider the states v1 and v2 in Figure 1. First, observe that there
is no nondeterministic branching. Therefore, only one scheduler can be deﬁned.
Taking vi as initial state (i ∈ {1, 2}), there is only one observation ptri such that
ptri(a, t) > 0 for all t > 0 and ptri(σ, t) = 0 for σ = a. The functions ptri(a, ·) follow
the same phase-type distribution, i.e. ptr1(a, ·) = ptr1(a, ·) and therefore v1 =C v2
for all scheduler classes C. 
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Fig. 1. v1 =C v2 and w1 =C w2 for all scheduler classes C.
Completed traces
Let C be as before a class of schedulers. If we consider now the subset totC of total
C-schedulers, the induced trace equivalence =totC is strictly ﬁner than =C .
Theorem 3.5 For all scheduler classes C ∈ {THR,THD,HR,HD,SR,SD}:
=totC is strictly ﬁner than =C .
(cf. Appendix A.)
Intuitively, =totC is ﬁner than =C because if only total schedulers are used, dead-
locked or divergent states can be detected by the observer. Note that the same
relation is obtained if the Markovian trace machine is modiﬁed such that in case
the process is stopped by the scheduler although the current state is an action state,
a special symbol is shown in the display if there is no possibility for the process to
go on (by performing Markovian transitions).
Weak Bisimulation Equivalence
In the following we compare weak bisimulation equivalence [15] with the trace equiv-
alences deﬁned so far. First, we ﬁx some notations. A sequence of invisible action
transitions is denoted by s
τ∗
−→ s′ meaning that either s = s′ or there exist states
s1, . . . , sn with s = s1
τ
−→ s2
τ
−→ . . .
τ
−→ sn = s
′. Furthermore, for a ∈ Act we write
s
τ∗aτ∗
−−−→ s′ for a weak transition if there exist states u, v such that s
τ∗
−→ u
a
−→ v
τ∗
−→ s′.
For a subset of states R ⊆ S we deﬁne Rτ = {s ∈ S | ∃s′ ∈ R : s
τ∗
−→ s′}. Rτ is the
internal backward closure of R.
Deﬁnition 3.6 Weak Bisimulation Equivalence. Let I = (S,→,R, α) be an
IMC and let R be an equivalence relation on S. We call R a weak bisimulation iﬀ
sRs′ implies that for all a ∈ Actτ
i) if s
τ∗aτ∗
−−−→ u then s′
τ∗aτ∗
−−−→ u′ for some u′ with uRu′,
ii) if s
τ∗
−→ u ∧ u 
τ
−→ then s′
τ∗
−→ u′ for some u′ 
τ
−→ with
∑
v∈Rτ R(u, v) =
∑
v′∈Rτ R(u
′, v′) for all equivalence classes R of R.
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For IMCs Ii = (Si,→i,Ri, αi) (i ∈ {1, 2}), we write I1 ≈ I2 iﬀ there exists a weak
bisimulation R for the union of I1 and I2
1 such that for all equivalence classes R
of R ∑
s1∈R
α1(s1) =
∑
s2∈R
α2(s2).

The slightly coarser deﬁnition of weak bisimulation equivalence given in [6] is
obtained by checking condition ii) only for equivalence classes R = [s] where [s] is
the equivalence class that contains the states s, s′. The following result holds for
both deﬁnitions of weak bisimulation.
Theorem 3.7
≈ is strictly ﬁner that =totHD.
The proof of ≈ ⊆ =totHD is similar as for the time-abstract case (compare [25])
and omitted here. For a counterexample that shows the strictness we refer to
Milner’s example for LTSs [21].
4 The Inﬂuence of Schedulers
We now discuss the relation between the several trace equivalence relations =C and
provide counter-examples that illustrate the diﬀerence between the equivalences
induced by diﬀerent scheduler classes.
Theorem 4.1 Let C,C ′ ∈ {HR,HD,SR,SD}, C = C ′. The relations =C and
=C′ are incomparable with the following two exceptions:
• =HD is strictly ﬁner than =HR,
• =HR ⊆ =SR, but the opposite direction is an open problem.
(cf. Appendix B.)
Furthermore, for timed case the following hold:
• =THD is incomparable to =SR and =SD,
but strictly ﬁner than =THR, =HD and =HR,
• =THR is incomparable to =SD,=SR and =HD,
but strictly ﬁner than =HR.
An overview in form of a table is given in the appendix (compare Section B).
5 Modiﬁed Machines
In this section we shortly present some variants of trace semantics by modifying the
trace machine deﬁned in Section 3. We give only an informal description due to
space limitations.
1 W.l.o.g. we assume that S1 ∩ S2 = ∅ and the disjoint union of I1 and I2 is the IMC I = (S1 ∪ S2,→1
∪ →2,R, α) where R(s) = Ri(s) for s ∈ Si and α is an arbitrary initial distribution for I.
V. Wolf et al. / Electronic Notes in Theoretical Computer Science 164 (2006) 187–204 197
Failure semantics
Suppose that the Markovian trace machine has in addition some controllers - one
for each visible action - and during a run the observer can change the setting of the
controllers after a visible action is performed. The setting of the controllers gives
a weight for each action, i.e. if the controller of action a is down a is blocked (it
cannot be performed by the process in the current state). In this scenario total
schedulers decide whether an internal or an external step is made next and resolve
nondeterminism between unblocked transitions. In this scenario we consider two
processes as equal if they behave equal for the same settings of the controllers.
Therefore, in each run the trace and the sequence of controller settings is recorded.
It is easy to see that this scenario leads to ﬁner semantics than trace semantics, i.e.
the induced relations distinguish more processes than trace equivalence w.r.t. HD-
schedulers does because for trace semantics the settings of the controllers reduce
the possibilities of the scheduler. To see that failure semantics are strictly ﬁner,
consider states w1 and w2 in Figure 1. We have that the processes starting in w1
and w2 are trace equivalent w.r.t. all scheduler classes. But if the processes are
compared accoring to failure semantics they can be distinguished if the observer
blocks action b in the second step and the (total) scheduler for w1 chooses the
leftmost branch. The sequence a of performed actions if ﬁrst no action and then
only action b is blocked has probability one for w1 but for w2 the c-transition will
always be performed if b is blocked.
6 Conclusion
We introduced notions of trace equivalences for interactive Markov chains that rely
on a testing scenario by trace machines and a ﬁxed class of schedulers. Surprisingly,
the choice of the scheduler-type is crucial, as the induced trace equivalences are
diﬀerent, and even not comparable in most cases. However, all trace equivalences
deﬁned here are coarser than weak bisimulation equivalence [15,6] and preserve
probabilistic next-free linear time properties, stating that a certain trace-property
holds within some probability-interval (provided only schedulers of the chosen type
are considered).
The discrete counterpart to our notion of HR-trace equivalence is Segala’s trace
distribution equivalence [25] which fails to be preserved by parallel composition,
even in the purely interleaving case (without communication). This observation
carries over to our setting and suggests to study the induced trace congruences.
Other issues that will be addressed in future work include a discussion on testing
equivalence in the style of [9] and other scheduler types, e.g. those that may decide to
wait a certain amount of time for an interaction with the environment. Furthermore,
divergence sensitive relations that can distinguish between deadlock and divergence
are of interest.
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A Proof of Theorem 3.5
Let C ∈ {THR,THD,HR,HD,SR,SD}. First, observe that w1 =C w2 in Figure A.1,
but w1 =totC w2. Therefore, =C does not imply =totC . As next, we show that for
IMCs I1,I2 it holds
I1 =totC I2 =⇒ I1 =C I2.
u1
1
τ τ
1
a
2
a
u2
τ τ
1 1
1
a
2
a
w1
1
a a
b
w2
1
a
b
Fig. A.1. u1 =HD u2, but u1 =THD u2. w1 =C w2 for all scheduler classes C.
For j ∈ {1, 2}, we construct IMC I ′j from Ij by inserting a new state stopj and
additional τ -transitions from every action state of Ij that is not Markovian to
stopj. Then clearly, I1 =totC I2 implies I
′
1 =totC I
′
2. Assume A1 is a C-scheduler
for I1. Now, a total scheduler A
′
1 is constructed from A1 by choosing (τ, stop1) with
probability μ⊥ in each action state s with E(s) = 0. Let A′2 be the scheduler that
matches the observation associated with A′1. A C-scheduler A2 for I2 is obtained
by transforming A′2 such that for each subdistribution μ, chosen by A2 in a non-
Markovian state, μ⊥ is the probability that A′2 assigns to (τ, stop2). Then the
respective observations of A1 and A2 are equal and therefore I1 =C I2.
B Proof of Theorem 4.1
We start with a list of counter-examples to show which relations are not the subset
of another relation.
• =SD ⊆ =SR: Consider Figure B.1 iii), iv). It is easy to see that s3 =SD s4 since
in both processes there are four observations such that all traces with positive
probability are of the form a∞, b∞, a or b. But on the other hand s3 =SR s4
since a SR-scheduler for the process starting in s3 can choose each loop with
probability 14 and the remaining two transitions also with probability
1
4 . Then
traces of the form (ab)∗ have positive probability. This is not possible for s4.
• =SR,=HR,=THR ⊆ =SD,=HD,=THD: We consider Figure B.2 v), vi). Every
THD-scheduler for the process starting in s6 decides either for the a or for the
b-transition depending on what the delay in s6 is. But a THD-scheduler for
s5 can choose the left a-transition and the right b-transition for a certain delay
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s1
a
b
1
i)
s2
1 a
ab
b
ii)
s3
ab
1
ba
iii)
s4
1
a b
a b
iv)
Fig. B.1. s1 =HD s2 and s3 =SD s4.
s5
a b a b
2 2
v)
s6
a b
4
vi)
Fig. B.2. s5 =THR s6, but s5 =THD s6 .
in s5. The resulting observation cannot be matched by a THD-scheduler for
s6. Therefore, s5 =THD s6. But s5 =THR s6 because for a given delay in the
Markovian state a scheduler for s6 can match every choice p
la, plb, pra, prb of a
scheduler for s5 (where p
la is the probability to take the leftmost a-transition,
etc.) by by choosing with probability 12p
la + 12p
ra the a-transition and 12p
lb + 12p
rb
the b-transition. This would yield the same observation as for s5.
For the time-abstract cases we have a similar argumentation.
• =SD ⊆ =HD: In Figure B.1 iii)-iv) we have s3 =SD s4 as already explained. But
s3 =HD s4 if we take a HD-scheduler for s3 that produces sequences (ab)
∗ with
a positive probability.
• =HD,=THD ⊆ =SD: Consider Figure B.1 i)-ii). It holds that s1 =HD s2 (and
s1 =THD s2) since each possible branch after s2 can be matched by a scheduler
for the process starting in s1, e.g., if s2’s selﬂoop is never entered and scheduler
chooses
a
−→
b
−→, the scheduler for the left process can choose the selﬂoop once and
the b-transitions next. But on the other hand s1 =SD s2 since trace a b with a
non-zero probability is in this case only possible for s2.
• =SD ⊆ =HR,=THR: Consider Figure B.1 iii), iv). It holds that s3 =SD s4, but
s3 =HR s4 with a similar argument as above for s3 =SR s4.
• =HD,=THD ⊆ =SR: In Figure B.1 i), ii) it holds that s1 =HD s2 and s1 =THD s2
(see above), but s1 =SR s2 because, e.g., trace a b can not associated with a
positive probability in the process starting in s1. For s2 a SR-scheduler can
choose the a-transition to the lower state with a positive probability.
V. Wolf et al. / Electronic Notes in Theoretical Computer Science 164 (2006) 187–204202
s7
a
b
s8
b
aa
a b
b
Fig. B.3. s7 =HR s8, but s7 =SR s8.
• =HR ⊆ =HD: As already states above in Figure B.2 v), vi) we have s5 =HR s6
but s5 =HD s6.
• =HD,=HR,=SR,=SD ⊆ =THD,=THR: Consider states u1 and u2 in Figure A.1.
In both cases, the observer will see action a after a delay that follows a hypoex-
ponential distribution with two parameters either 1, 1 or 1, 2 depending on the
branch the scheduler chooses. For time-abstract schedulers in both cases the set
of observations consists of two elements according to the two possible schedulers.
It is easy to see that u1 =C u2 for all time-abstract scheduler classes C because
the scheduler for I2 can ’match’ each observation of I1 by choosing the same value
for the nondeterministic τ -transitions. On the other hand u1 =THD u2 (and also
u1 =THR u2), because a THD-scheduler A for I1 can choose, for example, the
left branch if the ﬁrst delay (in state u1) is lower than 1 and the right branch if
the delay is greater or equal 1. Then the probability of trace a within t > 1 time
units is
ptrI1,A(a, t) =
∫ 1
0
e−x · (1− e−(t−x))dx +
∫ t
1
e−x · (1− e−2(t−x))dx.
But there is no scheduler for I2 that matches this observation.
• =HR,=THR ⊆ =SR: Consider states s7 and s8 in Figure B.3. It holds that
s7 =HR s8 (and also s7 =THR s8) because each choice for the a- or b-transition
of a HR-scheduler for s7 can be matched by a choice of a HR-scheduler for s8
(observe that in each state there is exactly one a-transition and one b-transition.
But a SR-scheduler for s7 has only one choice (in s7) whereas for s8 a SR-
scheduler can choose three times, possibly always diﬀerent subdistributions. This
would yield observations that cannot be matched by a SR-scheduler for s7.
We now give a proof sketch for the implications:
• =HD ⊆ =HR and =THD ⊆ =THR: These relationships rely mainly on the fact that
each randomized scheduler can be simulated by a countable linear combination
of deterministic schedulers [11].
• =THD ⊆ =HD and =THR ⊆ =HR: This can be easily seen by observing that a
scheduler which is not time-abstract is always matched by one that is also not
time-abstract, i.e. chooses diﬀerent distributions according to the timed history.
All remaining relationships follow from combining the results given above. The
following table gives an overview about the relationships ’=C1
?
⊆ =C2 ’ where each
row corresponds to a scheduler class C1 and each column to class C2. Each entry of
state names refers to a counter example in the Figures A.1,B.1,B.2 and ’⊂’ denotes
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that C1 is strictly ﬁner than C2.
C1 \ C2 THR THD HR HD SR SD
THR s5, s6 ⊂ s5, s6 s7, s8 s5, s6
THD ⊂ ⊂ ⊂ s1, s2 s1, s2
HR u1, u2 u1, u2 s5, s6 s7, s8 s5, s6
HD u1, u2 u1, u2 ⊂ s1, s2 s1, s2
SR u1, u2 u1, u2 ? s5, s6 s5, s6
SD u1, u2 u1, u2 s3, s4 s3, s4 s3, s4

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