A simple model of a vibrated granular monolayer is studied. It consists of inelastic hard spheres confined between two parallel hard plates separated a distance smaller than twice the diameter of the particles. Both walls are elastic and one of them is vibrating in a sawtooth way. For low densities, a kinetic equation is proposed from which closed evolution equations for the horizontal and vertical temperatures are derived assuming spatial homogeneity and that the system is very thin.
I. INTRODUCTION
A granular system is an ensemble of macroscopic particles, grains, whose interactions are dissipative. This means that, when two particles interact, part of the kinetic energy of the center of mass of the two particles is transferred to another internal degree of freedom.
Granular matter is ubiquitous in Nature: from sand dunes to interstellar dust or planetary rings, and they are also relevant because of its technological applications [1] . From a theoretical point of view, granular systems are specially interesting because, due to its dissipative character, they are intrinsically out of equilibrium. A granular system can be fluidized by injecting energy using some kind of forcing such as vibrating walls or applying a shear. In this so called fast flow regime, the dynamics is similar to that of a normal fluid as it is, basically, a sequence of binary collisions followed by free streaming of the grains (assuming that the medium in which they are immersed does not affect appreciably its movement). Due to this reminiscence to normal fluids, kinetic equations have been used to study these situations and they have been proved to describe correctly the dynamics of the system [2, 3] . In particular, hydrodynamic equations have been derived in the free cooling case from the Boltzmann or Enskog equations [4, 5] , finding explicit expressions for the transport coefficients. Moreover, hydrodynamic equations describe a variety of symmetry-breaking instabilities such as phase-separation instability [6, 7] , oscillatory instability [8] , or thermal granular convection [9] to mention but a few.
A prototypical example of granular system in the fluidized regime is an ensemble of grains inside a box in which one of the walls, typically the one at the bottom, vibrates injecting energy into the system. In many cases, a stationary state is reached in the long time limit in which the energy lost in collisions is compensated by the energy injected by the wall. In the last two decades the case of a monolayer of identical spherical grains on a horizontal plate that is vertically vibrated has been widely studied (see, for example, the reviews [10, 11] ).
The advantage of this kind of experimental setup with respect to the "multilayer" case is that, when the height of the system is smaller than twice the diameter of the particles, the particles do not jump over each other and it is possible experimentally to follow the motion of all the grains. In addition, there also exists states in which the system can be considered to be spatially homogeneous, while for wider systems there are always gradients in the vertical direction. There are many variations of this kind of experiment. Originally, the system is open from above, being gravity the cause of the confinement [12, 13] . The system can also be confined by a top lid, the distance between plates being much smaller than the horizontal dimensions in such a way that it can be considered quasi-two-dimensional (Q2D) [14] [15] [16] [17] [18] [19] [20] . The bottom plate is usually smooth, although rough plates have also been used [14] .
Interestingly, they all share a common phenomenology: for a wide range of the parameters, a spatially homogeneous stationary state is reached but, for high enough densities, the system develops cluster of particles and a final state is reached in which a dense phase coexists with a more dilute and hotter fluid. The instability depends also on the parameters describing the vibrating wall. In addition, depending on the averaged density, the coexistence can be between a solid-like and a liquid-like phase [12] [13] [14] [15] [18] [19] [20] , or between a liquid-like and a gas-like phase [16, 17] .
Some simple two-dimensional effective models have been used to try to understand the above phenomenology. The grains are modeled by inelastic hard disks and the wall by some kind of homogeneous energy driving mechanism. In the so-called stochastic thermostat model, the particles are under the action of a stochastic force with vanishing mean value and delta-correlated in time variance [21] . The particles suffer stochastic kicks that can inject energy into the system. In the so called ∆ model [22] , the particles move freely between collisions, but the inelastic collision rule is modified by adding an extra velocity, ∆, to the relative motion pointing outwards in the direction of the collision. Hence, the total kinetic energy of a pair of colliding particles can increase or decrease after a collision. Although the ∆ model seems to describe better the dynamics of the monolayer in homogeneous situations [23] , both models fail to explain the phenomenology of the experiments. A homogeneous stationary state is always reached in the long time limit in both cases, i.e. there is no presence of any instability [24] [25] [26] . Let us note that more complex two-dimensional models have been studied in which the homogenous stationary state may be unstable. For example, if the stochastic force is multiplicative, in such a way that faster particles receive larger kicks, clusters of particles can arise [27] . Another two-dimensional model that presents phase separation consist in particles with an additional variable that accounts for the kinetic energy stored in the vertical motion [28] . The parameter grows monotonically (following some phenomenological law) until a collision takes place and it is reset to zero. The collision rule depends also on the parameter and, as in the ∆ model, the total kinetic energy of the pair of particles can be increased or decreased in a collision. Although interesting from a theoretical point of view, both models have the disadvantage of depending on some unknown parameters that must be fitted.
When the plates are smooth, it is clear that energy is injected in the vertical direction only, and that it is transferred to the horizontal degrees of freedom via collisions between particles.
In order to describe and understand from a microscopic point of view this transference of energy, it is necessary to consider a 3 dimensional model. Very recently, the dynamics of an ensemble of elastic hard spheres confined between two parallel hard walls at rest separated a distance smaller than twice the diameter of the particles has been studied [29, 30] . For low densities, a closed equation for the one-particle distribution function that takes into account the effects of the confinement was formulated. The proposed Boltzmann-like equation admits an H-theorem [29] and the equilibrium distribution function derived from it agrees with the one obtained by equilibrium statistical mechanics methods [31] . Equations for the horizontal and vertical temperatures were derived finding the specific form of the energy transfer terms and, also, an excellent agreement with Molecular Dynamics (MD) simulations [30] . This success of kinetic theory to describe confined elastic systems, stimulated the study of the model in the inelastic case [32] , but with the bottom wall vibrating in a sawtooth way, that always injects energy in the vertical direction. More precisely, in Ref. [32] this inelastic model is introduced and phenomenological equations for the vertical and horizontal temperatures are proposed valid for spatially homogeneous states. The equations are supposed to be valid only in the elastic limit because, for the energy transfer terms, the elastic value deduced in [30] was taken. Remarkably, the pressure in the horizontal plane in the stationary state derived from the theory decays monotonically with the density, implying the instability of the homogeneous stationary state if the size of the system exceeds a critical size [32] . In fact, MD simulation results show that, when the homogeneous stationary state is unstable, a dense aggregate surrounded by a dilute hotter gas is formed. The situation is, then, similar to the results of the experiments reported in Refs. [16, 17] . For spatially homogeneous situations, the predictions of the equations for the horizontal and vertical temperatures agree very well with MD simulation results for mild inelasticities, both for the stationary values and for the dynamics. Out of this range, i.e. for stronger inelasticities, some discrepancies arise.
The objective of this work is to study from a microscopic point of view the inelastic model introduced in Ref. [32] in the low density regime. We will follow the same lines stated in the elastic case. Concretely, the first step is to extend the Boltzmann-like equation proposed in [29, 30] to inelastic collisions, incorporating also the presence of the vibrating sawtooth wall. The second objective is to derive from the kinetic equation the equations for the horizontal and vertical temperatures, assuming spatial homogeneity, but without any restriction about the degree of the inelasticity. The idea is not only to extend the equations for the temperatures proposed in Ref. [32] to any inelasticity, but also to have a complete microscopic understanding of them. This study is also motivated by the fact that the characterization of these homogeneous states are essential for the derivation of hydrodynamic equations for spatially inhomogeneous situations. The case in which the two walls are elastic and the system cools down freely will be studied elsewhere [33] .
The paper is organized as follows. In the next section the model is introduced and the kinetic equation is proposed. It is the above mentioned extension of the kinetic equation introduced for elastic systems in Ref. [29] to inelastic systems, incorporating also the vibrating wall. In Sec. III the equations for the temperatures are obtained from the kinetic equation assuming that the system is spatially homogeneous and that the one-particle distribution function is a Gaussian with two temperatures (the horizontal and vertical temperatures).
MD simulations results are presented and compared with the theoretical predictions in Sec.
IV. Sec. V contains a summary of the results whose relevance is discussed. Finally, the appendix report some details of the calculations carried out along the paper.
II. THE MODEL
Let us consider an ensemble of N inelastic hard spheres of mass m and diameter σ confined between two parallel rectangular shaped plates of area A separated a distance H.
It is assumed that H < 2σ, so that particles can not jump over other particles and the system can be considered Q2D. In the coordinate system we will use, the plates are perpendicular to the z axes and located at z = 0 and z = H, respectively. Particles move freely (gravity is not considered) until there is a particle-particle or particle-wall collision. When there is a binary encounter between two particles with velocities v 1 and v 2 , the postcollisional
Here we have introduced the operator bσ that replaces all velocities v 1 and v 2 appearing to its right by the postcollisional velocities, v 12 ≡ v 1 − v 2 is the relative velocity before the collision andσ is a unitary vector directed along the line joining the centers of the two particles at contact away from particle 2. The coefficient α is the coefficient of normal restitution and will be considered to be constant (independent of the relative velocity). It goes in the range 0 ≤ α ≤ 1, being α = 1 the elastic case. We will always consider inelastic systems, i.e. α < 1, and periodic boundary conditions in the horizontal directions. The top wall is elastic and at rest, so that when a particle collide with it simply reflects its velocity.
If a particle with velocity v collides with the top wall, the postcollisional velocity is
where we have introduced the operator b e that transforms the velocity of the particle into its postcollisional velocity. We have also introduced the unitary vectors in the direction of the axes {e x , e y , e z }. The bottom wall is modeled by a sawtooth wall of velocity v p . Within this model, when there is a collision of a particle with the wall (that is always at z = 0), the particle always sees the wall moving upwards with velocity v p . Then, if a particle with velocity v collides with the bottom wall, the postcollisional velocity is
where we have introduced the corresponding operator, b s . Note that this kind of collisions always inject energy into the system and, as in the case of collisions with the top wall, they conserve momentum in the direction parallel to the plates. Since momentum is conserved in the collisions between particles, total horizontal momentum is a constant of the motion. Let us also remark that, in the model, the parameter v p can always be scaled. In effect, let us consider two "trajectories" of the system, one generated by the initial conditions for the velocities, {v
(1)
and a given velocity of the wall, v p , and the other generated by {v
and Kv p with K a given constant. As the collision rules are linear in the velocities, the sequence of collisions is the same in both situations and {v 
, ∀t. Hence, the parameter v p will just fix the energy scale. A scheme of the model is shown in Fig. 1 The introduced model is a minimal model to study the experimental situations described in the previous section. Only the essential ingredients are retained: confinement, inelasticity of collisions and energy injection through a vibrating wall. Other aspect such as gravity, friction with the walls, inelasticity of the walls, or friction between particles to mention but a few, are not considered. In any case, the model conditions are expected to hold under some well-defined physical situations, i.e. kinetic energy of the particles much bigger than the maximum potential energy associated to gravity, mg(H − σ) with g being the gravity acceleration, and smooth enough particles and walls. Perhaps, the most crude aspect of the model is that only one of the walls is vibrated (the sawtooth wall), while in the experiments the whole box is vibrated sinusoidally.
In the following, a kinetic theory description will be assumed, i.e. a closed description in terms of the one-particle distribution function, f (r, v, t), defined as usual as the averaged density of particles with positions around r and velocities around v at time t. As said, a Boltzmann-like equation describing the dynamics of f of a system of elastic hard spheres confined between two parallel elastic plates has been proposed in Refs. [29, 30] . The generalization of the equation to the present model is obtained by modifying the collision rule of both the particle-particle and particle-wall collisions. The derivation of the equation follows standard arguments [34] [35] [36] ; the time evolution of the one-particle distribution function can be decomposed in a free-streaming part, a collisional contribution that takes into account collisions between particles, and a wall contribution that takes into account the collisions between the particles and the walls. In the low density limit, the collisional term can be written in terms of f by assuming molecular chaos, i.e. there are not velocity correlations between the particles that are going to collide, and the equation reads
Here J z is the collisional contribution
where we have introduced the Heaviside step function, Θ, the operator b
σ that replaces all velocities appearing to its right by the precollisional velocities, v * 1 and v * 2 ,
the z component of the vector σ ≡ σσ, σ z , and the region of integration ofσ, Ω(z), that depends on the confinement. In spherical coordinates, dσ = σ 2 sin θdθdφ, where θ and φ are the polar and azimuthal angles respectively (see Fig. 2 ) and the set Ω can be parametrized
with 
Finally, the wall contributions is [36]
with
Let us also mention that Eq. (5) can be directly derived from the first equation of the BBGKY hierarchy by doing the following approximation for the two-particle distribution
for precollisional velocities, i.e. v 12 ·σ < 0, as was done in [37] for elastic hard spheres.
Let us examine the main differences of Eq. (5) with the "traditional" Boltzmann equation
(without confinement). In the latter, the integration inσ is over all the solid angles because, at any position, collisions with any orientation are possible. In contrast, in Eq. (5) this is not the case because, due to the confinement, given a tagged particle, only collisions with the orientationσ ∈ Ω(z) are possible. Otherwise, particle 1 would not fulfill the constrain to be between the two walls. In addition, in the traditional Boltzmann equation it is assumed that the one-particle distribution function does not vary appreciably over distances of the order of σ, so that f (r + σ, v, t) ≈ f (r, v, t). On the other hand, in Eq. (5) this approximation can not be done in the z direction because an inconsistent equation would be obtained. In effect, as Ω depends on z, the collisional term, J z , depends also on z and, due to the kinetic equation, f does depend explicitly on it. The same occurs with the wall terms. Let us also remark that the same two differences between the confined and traditional Boltzmann equation are present in the elastic case. In fact, the density profile in equilibrium, n e (z), calculated with the confined kinetic equation agrees very well with Molecular Dynamics simulation results [29] , consistently with the z dependence of the distribution function.
Sometimes it is convenient to change variables in the collisional term from the azimuthal angle, θ, to the z coordinate of the particle that is going to collide with the tagged particle (see Fig. 2 ), z 1 ,
In these variables it is
wherê
The advantage of working with z 1 is that the limits of integration in the collisional term do not depend on z but, on the other hand, the dependance is translated toσ through Eq.
(18).
As said, Eq. (5) implies a z dependence in the one particle distribution function. Nevertheless, for very dilute systems, it is a good approximation to neglect this dependence,
where we have introduced the parallel component of a vector through a || ≡ a x e x + a y e y . In this situation, by integrating over z in Eq. (5) and replacing f (r, v, t) by f (r || , v, t) in the collisional operator, J z , it is obtained
that is a closed evolution equation for f (r || , v, t remains. In the following, we will assume that the dynamics of the system is given by Eq.
.
III. EVOLUTION EQUATIONS FOR THE HORIZONTAL AND VERTICAL TEMPERATURES
Let us consider spatially homogeneous states, i.e. f (r || , v, t) = f (v, t). The objective in this section is to derive evolution equations for the horizontal and vertical granular temperatures, T and T z , that are defined as
where n is the number density, n ≡
, and we have assumed that there is no macroscopic velocity field, i.e. dvvf (v, t) = 0. To proceed, we take velocity moments in the 
In this case, the top wall does not contribute (it is at rest), while the bottom wall contribution is expressed in terms of the L s operator.
To close equations (23) and (24), we have to express the velocity moments of the collisional term in terms of the horizontal and vertical temperatures. In order to do it, we will assume that the distribution function is, for all times, very closed to a Maxwellian distribution characterized by the temperatures in the vertical and horizontal directions, i.e.
where we have introduced the thermal velocities in the horizontal and vertical direction, w and w z , through
The validity of the approximation will be confirmed by MD simulation results. The calculation is done in Appendix A, obtaining
where we have introduced the dimensionless parameter ǫ ≡ H−σ σ . Although the above integrals can be evaluated exactly, their expressions are very long and we prefer to leave them in the more compact given form. The wall contribution is also evaluated in the
that coincides with the exact result derived in [38] (it is v p times the pressure of the granular system just above the vibrating wall in the direction perpendicular to it).
In the following, we will perform an expansion of the collisional terms to third order in ǫ. The reason is that, in this case, the obtained expressions are easier to handle and the several terms can be understood intuitively in a simple way. To this order, the equations
Let us briefly analyze the structure of the equations. First, let us mention that, as the equations are obtained as an expansion in powers of ǫ, they are only valid for very thin systems. Moreover, the considered third order in ǫ, is the lowest order consistent with the existence of a non trivial stationary state. In effect, neglecting the ǫ 3 terms, the only stationary state is the one with vanishing temperatures. The first order in ǫ term in Eq. (31) is, essentially, the cooling term due to the inelasticity of the collisions. Actually, it coincides with the cooling term of a free evolving hard disks system in the Gaussian approximation [39] . The ǫ 3 terms in the equations describe energy transfer from the vertical to the horizontal degrees of freedom due to collisions between particles. Finally, the last term in Eq. (32) is the energy injection term due to collisions of particles with the bottom wall. Hence, the dynamics can be summarized as follows: particle-bottom wall collisions inject energy in the vertical direction and particle-particle collisions transfer energy form the vertical to the horizontal directions and also dissipate it. Let us also mention that, for small inelasticities, Eqs. (31) and (32) reduce to the ones used in Ref. [32] , and in the elastic case (α = 1 with v p = 0) to the ones of Ref. [30] .
Eqs. (31) and (32) present a simpler form when expressed in the dimensionless time scale,
that is proportional to the number of collision per particle in the time interval (0, t). In effect, let us introduce the dimensionless temperatures
The evolution equations are 
that is density independent. The stationary horizontal temperature is smaller than the stationary vertical temperature for 0 ≤ α < 1 and 0 < ǫ < 1, with equipartition holding in the elastic limit, i.e. lim α→1 γ = 1. From the vertical temperature equation, the stationary horizontal temperature is obtained as
where the effective two-dimensional density,ñ ≡ N A , has been introduced. As the dimensionless parameters ǫ andñσ 2 are supposed to be small, the thermal horizontal and vertical velocities are much bigger than the velocity of the wall, v p . This can be intuitively understood since the thinner and the more dilute is the system, the bigger is the ratio between the particle-wall collisions and particle-particle collisions. As the collisions with the sawtooth wall always inject energy, the temperature increases when ǫ and/orñσ 2 decrease.
Let us consider now situations in which both temperatures are close to their respective stationary values. Then, to linear order, the deviations δT ≡ T − T s and δT z ≡ T z − T z,s obey the following set of linear differential equations
where we have introduced the matrix
The solution of the system is   δT (s)
where {λ 1 , λ 2 }, {u 1 , u 2 } and {v 1 , v 2 } are the eigenvalues, right eigenfunctions and left eigenfunctions of M respectively. The eigenvalues are always negative so that the system of differential equations given by Eq. (40) is linearly stable. In Fig. 3 values of the parameters although, for ǫ ∼ 0.8 the eigenvalues cross each other at α ∼ 0.4.
In any case, it is not clear that for such a height Eqs. (31) and (32) describe correctly the dynamics of the system. The fact that the eigenvalues are always well separated implies that there is a time scale, that will be called "homogeneous hydrodynamic" time scale, in which the dynamics is governed by the slowest mode, λ 1 . In this regime the two temperatures are related through
In the next section, we will see that the homogeneous hydrodynamic regime is not an exclusive characteristic of the linear case, but that it also arises in general.
IV. SIMULATION RESULTS
To check the validity of the results of the previous section, we have carried out MD simulations of our model using the event driven algorithm [40] . all the results are generated with one trajectory, averaging over a time period of about 50000 total collisions (particle-particle and particle-wall) per particle once the steady state is reached. In Fig. 4 (color online), the simulation results for the logarithm of the stationary marginals velocity distribution functions, f s,x (v x ) ≡ dv y dv z f s (v) (black circles) and In Fig. 6 we have plotted the stationary horizontal temperature scaled with mv For given values of the parameters, we have studied the dynamics of the system starting with different initial conditions. The initial condition was always a Gaussian with two temperatures. It is found that, after a transient, the system reaches a regime in which the horizontal and vertical temperatures are related, independently of the initial condition. This is the generalization to the non-linear case of the homogeneous hydrodynamic regime studied in the linear case in the previous section. In effect, in Fig. 9 the vertical temperature is plotted as a function of the horizontal temperature for α = 0.9 and ǫ = 0.5 starting with different initial conditions. The value of the velocity of the wall is, in this case, the same for all the initial conditions, v p = 0.001
1/2 , T 0 being the initial horizontal temperature of one of the simulations that, as before, is taken to be unity. The initial conditions are (color online) (T (0),
(black pluses), and (T (0), T z (0)) = (0.01T 0 , 0.01T 0 ) (red stars). It is seen that, after a transient, the curves collapse to a single curve through which the stationary state is reached (T s ≈ 0.18T 0 and T z,s ≈ 0.45T 0 ). In the figure, the universal curve in the linear regime is also plotted, T are not supposed to be valid. Why T 
The structure of the matrix M f is similar to M, in the sense that the two eigenvalues are negative one of them dominating the dynamics in the long time limit, so that T z ≈ q f T z in this regime [33] . The coefficient q f can be calculated in a similar fashion that q obtaining, A necessary condition for the effect is that the two curves cross each other at some time, (31) and (32), it can be shown qualitatively that the condition ∆Tz ∆T < 0 can work also in the non-linear regime. This is because the above mentioned condition implies that the hottest initial configuration will cool down much quicker than the coolest one. In Fig. 11 the time evolution of the horizontal temperature is plotted for ǫ = 0.5, and T z,s ≈ 0.45T 0 . A similar effect has been studied previously in the context of granular systems [41, 42] . In any case, it is important to remark that the effect does not contradict the hydrodynamic behavior as it occurs in the kinetic time scale.
V. DISCUSSION AND CONCLUSIONS
In this paper we have proposed a closed dynamical equation for the one-particle distribution function for a system of inelastic hard spheres confined between two parallel hard flat plates valid in the low density limit. The distance between the walls is smaller than twice the diameter of the particles so that the system is actually Q2D, and the bottom plate wall-particle collision rule. From the kinetic equation and assuming that the system is spatially homogeneous, we have derived the evolution equations for the horizontal and vertical temperatures. For the derivation, it has been assumed that the one-particle distribution function is a Gaussian with two temperatures (the horizontal and vertical ones) and that Other memory effects such as the Kovacs effect [44] can also be studied in the context of our model. In contrast to other granular systems [45] , the horizontal temperature always has an anomalous behavior because the horizontal temperature equation does not contain v p and a sudden change of it does not change the cooling/heating rate.
Remarkably, it is found that, independently of the initial condition, after a transient, the system reaches a universal regime in which the two temperatures are related, i.e. the vertical temperature is a function of the horizontal temperature, T 
The study of the homogeneous hydrodynamic regime is relevant, as it is the first step to be done for the ulterior study of hydrodynamic in the plane. Here, by hydrodynamic in the plane we mean a closed description of the system in terms of the local two-dimensional density, projected flow velocity on the plane and horizontal temperature. Actually, in the present model, the study of homogeneous hydrodynamic is specially relevant from a quantitative point of view as compared to other models. In effect, in the stochastic thermostat model or in the ∆ model the one-particle distribution function in the homogeneous hydrodynamic regime is always close to a Gaussian, the deviation from it described by the kurtosis, a 2 , that is always very small [43, 46] . The transport coefficients, as calculated by the ChapmanEnskog scheme or by linear response methods, depend on the dynamics of the one-particle distribution function in the homogeneous hydrodynamic regime and, specifically, on the dynamics of a 2 [24, 25, 47] . As a 2 ≪ 1, its effect on the transport coefficients is also very small and the Gaussian approximation (with one temperature) is a good approximation.
In contrast, in our model there is not a small parameter in the one-particle distribution function, the one-temperature Gaussian approximation is not a good approximation and the effects of homogeneous hydrodynamics encoded in T Finally, let us mention that the kinetic equation can be extended to higher densities by using the Enskog approximation, i.e. assuming that there are not velocity correlation between colliding particles, although spatial correlations are taken into account through the pair correlation function at contact [37] . The situation in this case is more complex as it is not clear that the system can be considered to be homogeneous in the vertical direction and, in addition, it is possible that the dependence on the orientation of the pair correlation function be relevant for the analysis. Work in these lines is in progress. where we have introduced the unit vector a ≡ wσ x e x + wσ y e y + w zσz e z w 2σ2 x + w 2σ2 y + w 2 zσ
