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We report on a simple but widely useful method for obtaining time-independent potential surfaces
of reduced dimensionality wherein the coupling between reaction and substrate modes is embedded
by averaging over an ensemble of classical trajectories. While these classically averaged potentials
with their reduced dimensionality should be useful whenever a separation between reaction and
substrate modes is meaningful, their use brings about significant simplification in studies of
time-resolved photoelectron spectra in polyatomic systems where full-dimensional studies of
skeletal and photoelectron dynamics can be prohibitive. Here we report on the use of these effective
potentials in the studies of dump-probe photoelectron spectra of intramolecular proton transfer in
chloromalonaldehyde. In these applications the effective potentials should provide a more realistic
description of proton-substrate couplings than the sudden or adiabatic approximations commonly
employed in studies of proton transfer. The resulting time-dependent photoelectron signals, obtained
here assuming a constant value of the photoelectron matrix element for ionization of the wave
packet, are seen to track the proton transfer. © 2006 American Institute of Physics.
DOI: 10.1063/1.2191852I. INTRODUCTION
Time-resolved photoelectron spectroscopy offers several
technical and conceptual advantages as a probe of femtosec-
ond wave-packet dynamics and its use is becoming wide-
spread in such studies.1–7 In contrast to other probes there are
no dark states and the method is well suited for following the
dynamics along all energetically allowed internuclear dis-
tances simultaneously in a pump-probe experiment. When
these photoelectron spectra are angle resolved, they can pro-
vide additional insight into the underlying wave-packet
dynamics.8–16
We have previously developed a formulation for calcu-
lating the energy-and angle-resolved photoelectron spectra
for femtosecond pump-probe ionization of wave packets in
molecules11 and reported on its application to wave packets
on the double minimum potential in Na2 Refs. 11 and 17
and on the nonadiabatically coupled ionic Na+I− and cova-
lent NaI states of sodium iodide.14 Seideman and co-
workers have also developed a theoretical framework for cal-
culating these time-resolved photoelectron spectra, originally
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symmetry,13 and have exploited these frameworks to study
molecular alignment,18 rotation-vibration coupling in NO,19
and internal conversion dynamics in pyrazine using the
two-dimensional 2D two modes model of Kühl and
Domcke.20 These diverse applications, which employed
ab initio photoionization matrix elements, illustrate the sig-
nificant dynamical content of time-resolved photoelectron
spectra.
In this paper we seek to extend our formulation of time-
resolved photoelectron spectroscopy to studies of the dynam-
ics of intramolecular proton transfer. Proton transfer is one of
the most important and ubiquitous reactions in both chemis-
try and biology and has been widely studied.21–26 Most the-
oretical studies have focused on tunneling splitting in the
ground state,27–37 but proton transfer in electronically excited
states has also been studied.38–44 Spectroscopic studies of the
real-time dynamics of proton transfer have been limited, to
our knowledge, to excited electronic states.45–47 In an appli-
cation to o-hydroxybenzaldehyde and related compounds,
Lochbrunner et al. demonstrated the utility of pump-probe
photoelectron spectroscopy for probing the dynamics of in-
5tramolecular proton transfer in excited states. We recently
© 2006 American Institute of Physics02-1
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scopic scheme for real-time observation of proton transfer in
chloromalonaldehyde based on a model study.48 The asym-
metry of the potential of chloromalonaldehyde conveniently
enables distinction of wave packets on different sides of the
transition state. In that study, which assumed constant values
for the photoionization matrix element over each well, we
explored the dynamics of two-dimensional wave packets in
the optically coupled ground, excited, and ionic states and
observed that the photoelectron signals could indeed track
the proton-transfer dynamics.48 However, vibrational energy
redistribution and relaxation due to coupling between the
proton wave packet and skeletal degrees of freedom were
neglected in this model study. In applications the molecular
skeleton is generally assumed to be either frozen in a given
configuration sudden approximation or in its optimal geom-
etry adiabatic approximation. In the former, the proton mo-
tion is viewed as being much faster than skeletal relaxation,
while in the latter it is viewed as very slow. Proton motion
and skeletal relaxation are actually expected, however, to
occur on similar time scales and neither of these approxima-
tions would seem appropriate.
The effort associated with applications of our formula-
tion of time-resolved photoelectron spectra11 to multidimen-
sional systems scales rapidly with the size of the system and
full-dimensional studies of skeletal and photoelectron dy-
namics can be prohibitive. What is needed for such applica-
tions is a framework that can effectively reduce the dimen-
sionality of the dynamical system and into which a
description of the photoionization dynamics can be embed-
ded. A well-established approach for reducing the dimen-
sionality of dynamical systems is the Cartesian research
surface CRS model of Ruf and Miller49 and its implemen-
tation within the time-dependent Hartree50 TDH or multi-
configuration TDH MCTDH schemes51 of Kühn and co-
workers. In this approach, a few Cartesian reaction
coordinates, usually those undergoing larger displacements,
are treated in some sophisticated fashion, while the other
vibrational degrees of freedom are viewed as a bath or sub-
strate of harmonic oscillators coupled to the chosen reaction
coordinates. For applications to proton transfer, a natural
choice for the reaction coordinates would be the x ,y Car-
tesian coordinates of the proton while the skeletal vibrational
modes, as well as the out-of-plane motion of the proton z,
would be viewed as belonging to the substrate. Though the
CRS/TDH CRS/MCTDH approach has been successfully
applied to several strongly bonded systems,50–53 its applica-
tion to time-resolved photoelectron spectra of intramolecular
proton transfer for energies around the transition state bar-
rier, where large amplitude motion may arise, could be ex-
pected to encounter a number of difficulties due to its under-
lying harmonic assumption for the bath modes and the time-
dependent potential of the bath modes on the proton.
In this paper we propose a simple but broadly applicable
method for generating effective time-independent potential
energy surfaces of reduced dimensionality wherein the cou-
pling between reaction and substrate modes is embedded
through averaging over an ensemble of classical trajectories.
The effective geometry obtained by this temporal and spatial
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject toaveraging accounts for proton-substrate coupling in an aver-
age sense and should provide a more realistic description of
this coupling than the usual sudden or adiabatic approxima-
tions for the molecular skeleton. The use of such average
geometries leads to a significant reduction in the computa-
tional effort in studies of time-resolved photoelectron spectra
of multidimensional reactions.
The outline of this paper is as follows. In the next sec-
tion we describe our formulation of time-resolved photoelec-
tron spectroscopy, focusing on the scaling of the numerical
effort in applications to multidimensional systems. We then
briefly discuss the difficulties arising in the use of the CRS/
TDH approach in studies of time-resolved photoelectron
spectra of the proton-transfer process of interest here. In Sec.
III we discuss our scheme for generating potential energy
surfaces of reduced dimensionality in which the geometry of
the skeleton is averaged over an ensemble of classical trajec-
tories and present results of its application to the electronic
ground state of chloromalonaldehyde. We then compare the
results of this application to those of the sudden and adia-
batic approximations and to the CRS/TDH scheme. In Sec.
IV we employ these classically averaged potential surfaces in
model studies of the dump-probe photoelectron spectra for
intramolecular proton transfer in the electronic ground state
of chloromalonaldehyde.
II. TOWARDS A MULTIDIMENSIONAL TIME-
RESOLVED PHOTOELECTRON SPECTROSCOPY
FRAMEWORK
A. Outline of time-resolved dump-probe photoelectron
spectroscopy
The formulation of time-resolved photoelectron spec-
troscopy employed in these studies has been discussed
elsewhere11 and only a few working expressions will be
given here. Furthermore, because this formulation was origi-
nally developed for molecules of arbitrary symmetry, we
here focus on the scaling of the computational effort in ap-
plications to multidimensional systems. We consider the
dump-probe scheme of Fig. 1, where a linearly polarized
pulse of frequency d dumps a wave packet from an excited
electronic state to the ground state, where it is subsequently
FIG. 1. The dump-probe scheme for chloromalonaldehyde. The initial wave
packet in the electronic excited state is dumped to the ground state, where
proton transfer is probed.ionized by a second time-delayed T linearly polarized
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governed by the following set of coupled equations:11,54
i

t
gR,t = TN + VgRgR,t
+ VdtgeReR,t
+ Vpt − T
j=1
Nk

lm
Clm
* R,kj,R,P
kjlmR,t , 1
i

t
eR,t = TN + VeReR,t
+ VdtegRgR,t , 2
and
i

t
kjlmR,t = TN + VionR + kj22me kjlmR,t
+ Vpt − TClmR,kj,R,PgR,t ,
3
where g, e, and kjlm are wave packets on the ground Vg,
excited Ve, and ion Vion potential energy surfaces PES’s,
respectively. TN is the kinetic energy operator for the nuclei,
R denotes the nuclear coordinates in a space-fixed frame
defined by the polarization directions of the laser fields, me
is the electron mass, and kj are radial quadrature points Nk is
the number of such points accounting for the numerical in-
tegration over photoelectron linear momenta angular inte-
grations are carried out analytically by expanding the con-
tinuum wave function in spherical harmonics, Ylm. Vdp
=Edpfdptsindpt is related to the dump d and probe
p pulses, where Edp is the field intensity and fdp is a
Gaussian envelope time delayed for the probe pulse. Fi-
nally, ge=eg is the electronic dipole transition amplitude,
and the Clm coefficients in Eqs. 1 and 3, which have been
fully discussed previously,11 provide the underlying dynami-
cal information on the photoionization process. The molecule
is oriented at angles R= 	R ,R ,
R with respect to the po-
larization vector of the dump field, and P is the angle be-
tween the dump and probe vectors. In a compact matrix no-
tation, Eqs. 1–3 may be written as
i

t
XR,t = Hˆ R,tXR,t
= Tˆ R + VDR + VORXR,t , 4
XR,t =
gR,t
eR,t
]
kjlmR,t
]
	 , 5
with a similar convention for the matrix operators. Tˆ is a
diagonal matrix representing the kinetic energy operator and
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usual.55 VD is also a diagonal matrix composed of PES’s for
the ground, excited, and ion states. The coupling induced by
the laser fields is contained in the off-diagonal matrix VO,
which couples the ground state to the excited bound state as
well as to the ion states. These time-dependent equations are
solved using the split-operator technique55,56 and the result-
ing working expressions for the time evolution of nuclear
wave packets are given elsewhere.11
Numerical solution of these coupled Schrödinger equa-
tions for polyatomic molecules is computationally challeng-
ing. First, it should be noted that Eq. 4 is multidimensional
in two ways: the state vectors have Nion+2 components,
where Nion is the number of final ion channels kj , l ,m, and
each such component is a multidimensional vibrational wave
packet R denotes a set of vibrational modes. In particular,
angular resolution of photoelectrons for large systems with
low symmetry requires many kj , l ,m surfaces, implying
very large Nion. The number of vibrational modes wave-
packet dimension as well as the number of coupled equa-
tions arising in studies of polyatomic molecules may well
make the use of the FFT split-operator technique impractical.
Furthermore, photoelectron amplitudes Clm also depend on
the molecular geometry R. For example, wave-packet propa-
gation on N mesh points with the FFT split-operator scheme,
where N is a composite index determined by the mesh size
for all relevant vibrational coordinates, N=N1N2N3
¯, would require that the Clm matrix elements be calcu-
lated N times for every point in the configuration-space
mesh. Such a calculation would rapidly become prohibitive.
Furthermore, if the photoionization matrix elements are ex-
panded up to lmax, the number of ion channels is given by
Nion
Nk lmax
2
, assuming C1 symmetry. With typical values
of Nk=50 and lmax=7, the number of ion states would be of
the order of thousands, rendering such calculations impracti-
cal for a system such as chloromalonaldehyde with its 21
vibrational degrees of freedom.
It may be argued that a more efficient propagation
scheme, such as the MCTDH method,57 would significantly
reduce the computational effort to obtain time-resolved pho-
toelectron spectra. In fact, full-dimensional tunneling split-
ting calculations were recently reported for malonaldehyde37
for both MCTDH and Monte Carlo POITSE schemes on a
potential surface generated with the modified Shepard inter-
polation method.32 Such simulations on a single PES are
already demanding and would be impractical for 103
coupled potential surfaces.
B. The CRS/TDH approach
1. Proton-transfer dynamics on a single potential
surface
The CRS/TDH scheme has been used to simulate proton
vibration dynamics in several systems,50–53 though primarily
at low energies, and it would be helpful to explore its appli-
cability to pump-probe photoelectron spectroscopic studies
of proton-transfer PT reactions of interest here. To do so,
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al.50 In this approximation the effective Hamiltonian for pro-
ton motion is given by
i

t
R,t = TR + V0R + VSCFR,tR,t , 6
with
VSCFR,t = 
j=1
Nsub 12 j2R jQj2 j
+ 
j=1
Nsub − f jR jQj j
+
1
2 kj=1
Nsub
KjkR jQj jkQkk . 7
The vibrational modes have been divided in reaction R and
bath Q coordinates in the previous section R represented the
full set of nuclear coordinates, R , t is the proton wave
packet,  jQj , t is a bath mode wave function, and V0 is the
sudden-approximation PES for the reaction coordinates. Nsub
is the number of substrate modes, −f j is an element of the
gradient vector PES derivative, while  j
2 and Kjk are diag-
onal and off-diagonal elements of the Hessian matrix, re-
spectively. We also mention in passing that the Hessian ma-
trix has been diagonalized at the most stable molecular
geometry, after projecting out rigid-body motion the gradi-
ent has also been transformed accordingly. The time evolu-
tion of each bath mode is governed by
i

t
 jQj,t = Tj + 12 j2tQj2 − F jtQj jQj,t , 8
where
 j
2t =  j
2R 9
and
F jt = f jR −
1
2 kj=1
Nsub
KjkRkQkk .
10
The CRS/TDH scheme is expected to work in the vicin-
ity of the PES minima, such as in applications to vibrations
in strongly bonded systems and ground state tunneling split-
tings, where the harmonic approximation is reasonable. We
stress that this method has been successfully applied to a
number of systems,50–53 but in these studies the global pro-
ton plus substrate vibrational ground state was always cho-
sen as the initial condition. For proton energies around and
above the transition state TS barrier of the effective PES,
this approximation can be expected to be poor. One generally
defines the substrate normal modes by diagonalizing the
Hessian matrix at the PES global minimum, and the proton-
substrate couplings are then taken into account through the
first and second derivatives of the PES calculated at this
point. As a result, the description of dynamical couplings
becomes quite poor as the proton wave packet crosses the TS
region and moves towards the other basin. For example, di-
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject toagonalization of the Hessian matrix at the planar lowest-
energy structure of chloromalonaldehyde leads to 19 sub-
strate normal vibrational modes, 13 in plane and 6 out of
plane. As the proton moves towards an oxygen atom, it ex-
periences out-of-plane forces causing the diagonal elements
of the Hessian matrix  j
2R, associated with out-of-plane
modes, to be negative imaginary  j in vast regions of the
reaction-coordinate configuration space. This behavior is not
an intrinsic problem as far as a second-order Taylor series
expansion of the PES is concerned, but, according to Eq. 9,
such elements define oscillator frequencies in the CRS/TDH
approach. These imaginary frequencies cause the approxima-
tion to break down because the proton is eventually attracted
to the region where  j
2R is negative physically this region
should be repulsive.
Recent applications of the CRS/MCTDH scheme58–60
have incorporated the use of flexible baths,49 in which
the harmonic approximation for the substrate modes is car-
ried out with relaxed reference geometries the reference
geometry is a function of the reaction coordinates. Though
the flexible-bath approximation could in principle avoid
the imaginary frequencies, out-of-plane motion can be sim-
ply neglected in the present case because estimates of the
reorganization energies50 indicate that these modes are
weakly coupled to PT in chloromalonaldehyde, and further-
more the average geometries are always nearly planar see
Sec. III.
2. Optical coupling among potential surfaces
In the MCTDH approximation, the substrate gives rise to
an effective time-dependent potential acting on the proton
VSCF, which depends on both PES derivatives and initial
conditions Eqs. 6 and 7. Consequently, there are no sta-
tionary vibrational levels on the different PES’s and hence no
well-defined resonance frequencies between electronic states,
VSCF
groundtVSCF
excitedt. An attractive feature of the CRS/TDH
scheme is that Eq. 8 admits an analytical solution,61 which
makes determining the time evolution of bath modes in
single-PES problems extremely efficient. However, the gen-
eralization of this result to studies of time-resolved photo-
electron spectroscopy, where substrate modes on different
PES’s must be optically coupled, could pose difficulties re-
call that different force fields give rise to different sets of
normal modes in each PES. Treating the reaction and sub-
strate coordinates by the same numerical approach, at least
during the optical couplings, would be challenging see Eq.
4. Finally, we note that even the robust MCTDH scheme
would be impractical if all dynamical coordinates and
coupled potential surfaces were to be taken into account,
despite its efficiency in single-PES calculations.37,57
III. CLASSICALLY AVERAGED SUBSTRATE
COORDINATES
In this section we explore a strategy well suited for ad-
dressing multidimensional wave-packet dynamics on opti-
cally coupled potential surfaces.
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1. Classically based separable potential
Classical mechanics is often invoked in the modeling of
dynamical systems with many degrees of freedom. For ex-
ample, classical approximations have been used in simula-
tions of PT in malonaldehyde62,63 and in studies of double
PT in formic acid dimer.25 Sharafeddin et al. have also used
a classical description of skeletal modes coupled to a proton
wave packet.64 If quantum effects are not important in the
substrate dynamics, this approximation would provide an ef-
ficient way to go beyond the harmonic approximation for the
potential surface. However, it would not obviate the difficul-
ties related to the optical excitation of bath modes discussed
above.
Another interesting scheme is the classically based sepa-
rable potential CSP of Gerber and co-workers65–68 which
extends the applicability of the TDH approximation to con-
siderably larger systems. The essential idea is to generate
separable time-dependent single-mode potentials from clas-
sical trajectories in the following way. Suppose we have an
initial Hartree-product wave function,

j
	 jqj , 11
which is transformed into the Wigner distribution function
see below, thereby producing the initial condition for inte-
grating a set of classical trajectories. At time t the effective
potential for the ith mode V¯ iqi , t is obtained by averaging
over the instantaneous values of every other coordinate qk
qi in the corresponding set of trajectories, e.g., for the q1
coordinate,
V¯ 1q1,t =
1
N=1
N
Vq1,q2
t,q3
t, . . . W, 12
where  runs over the set of trajectories and W is a weight-
ing factor arising from the initial condition. In this way, one
bypasses the most time-consuming step in TDH simulations,
namely, the self-consistent calculation of intermode cou-
plings, which are now described solely through CSP poten-
tials.
2. Averaging over the skeleton geometry
Although the CSP method is useful within the TDH
scheme, time-dependent effective potentials are still invoked.
We now carry the idea of generating an average potential
from classical trajectories a step further to develop an ap-
proach that is well suited for application to time-resolved
photoelectron spectroscopy studies. The averaging over en-
sembles of classical trajectories and its connection to the
CSP scheme may be derived from the classical limit of a
Wigner distribution function. Suppose we have a general
wave function for a nuclear wave packet,
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject tox,t , 13
where the vector x stands for all the coordinates collectively.
The corresponding Wigner phase-space distribution function
can be constructed as
x,p,t = −N dy*x − y,tx + y,t
exp2ip · y/ , 14
where x ,p , t satisfies the classical Liouville equation
 
t
+
H
p
·

x
−
H
x
·

px,p,t = 0 15
as →0. It is instructive to rewrite x ,p , t to distinguish
the reaction coordinates R from those of the bath Q,
x= R ,Q. The associated momenta may also be written as
p= P , such that
x,p,t  R,P,Q,,t . 16
The semiclassical Wigner function can therefore be propa-
gated in terms of classical trajectories
Rit ,Pit ,Qit ,it with the suffix i labeling the trajec-
tories,
Rit,Pit,Qit,it . 17
We now divide the reaction configuration space R into sev-
eral small regions denoted by the index a, and Ri
at denotes
the ith trajectory with a component in the ath region. When-
ever trajectories cross this region, the bath coordinates Q
may be averaged as
QRa,t = 
i
Ri
at,Pi
at,Qit,itQit . 18
It is thus reasonable, though approximate, to regard the re-
duced reaction-coordinate wave packet,
¯ R,P,t   R,P,Q,,tdQd , 19
as being propagated on the effective time-dependent poten-
tial,
VRa,QRa,t,t , 20
where the average skeleton positions are placed at
QRa , t, whenever the reaction coordinates are found in
region a, Ra. Propagating the reduced wave packet
Ra , t in this fashion on the above effective potential is
clearly similar to the CSP framework.
3. A time-independent potential
The effective potential of Eq. 20 depends both on time
and on the initial conditions for the wave packet, just as in
the CSP approach. For the present application it would be
advantageous to further remove the time dependence from
the potential. This may be achieved by averaging
aQR , t over time,
 AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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QRa =
1
T0
T
QRa,tdt , 21
and over initial conditions. This averaging of substrate coor-
dinates, denoted by double brackets,
QRa = dQRa, 22
results in an effective potential for the reaction coordinates
that depends neither on time nor on the choice of the initial
reduced wave packet, a convenient feature for the application
of interest here since pumped dumped wave packets have
arbitrary shapes. Consider, for example, a system with
N+2 atomic coordinates, namely, two reaction coordinates
x ,y proton coordinates and N substrate coordinates, and a
set of M trajectories. The reaction-coordinate configuration
space may then be arbitrarily divided according to x1x2
x3¯ and y1y2y3¯. Let us also assume that PT
takes place along the Ox direction and define the segments
sij = xi ,yjyyj+1. For every sij we may examine the en-
tire set of trajectories and record all the times when the re-
action coordinates are found in each segment. If the reaction
coordinates cross the sij segment nij
 times in the th trajec-
tory, the total number of crossings in this particular segment
Nij is obtained by summing over the trajectories,
Nij = 
=1
M
nij

. 23
We now denote by qr
sij the value of the rth skeleton co-
ordinate when the reaction coordinates cross sij for the th
time in the th trajectory. An average value for each sub-
strate coordinate may be obtained as
q¯rsij =
1
Nij

=1
M

=1
nij

qr
sij . 24
Hence, the vector q¯1sij , q¯2sij , . . . , q¯Nsij could be
viewed as representing the average skeleton geometry when
the proton is found in the sij segment note that Eq. 24 is an
approximation to Eq. 22. We could also consider points
xi ,yj instead of segments, but the crossing of such points
by individual trajectories would be extremely unlikely.
The ideas underlying such classically averaged potential
surfaces may be summarized by considering the effective
Hamiltonian,
H = TR + VQ¯ R , 25
where Q¯ Rq¯1R , . . . , q¯NR. The effective potential VQ¯
arising from the classical bath averaging of Eq. 22 incor-
porates skeleton relaxation in an average sense. It thus pro-
vides a model of reduced dimensionality that takes into ac-
count only the reaction coordinates R and is suitable for
studies of time-resolved photoelectron spectra. Equation 25
omits kinetic energy terms involving the bath modes. Inclu-
sion of these terms69 would be necessary to obtain quantita-
tive results, but here we seek only signatures of PT in time-
resolved photoelectron spectra and therefore prefer the
simplicity of Eq. 25. We expect our model to describe cor-
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from proton motion across the barrier, although the resulting
PT periods or dwell time between successive transfers might
not be realistic. With its time-independent and parameter-free
potentials, embodying multidimensional effects in an aver-
age sense, and a convenient framework for incorporating ab
initio photoionization matrix elements, the present model
possesses advantages over the harmonic potentials employed
elsewhere48 without significantly increasing the computa-
tional complexity of studies of time-resolved photoelectron
spectra.
Classically averaged potentials should by no means be
restricted to proton-transfer reactions, but should be broadly
applicable to any dynamical process where reaction and skel-
eton modes can be meaningfully distinguished. It could be
viewed as a general approach to obtaining effective reaction
energy surfaces of reduced dimensionality, where the com-
putational effort is determined by the quantum-chemical
method employed to obtain the effective potential surfaces
and by the number of vibrational coordinates.
These classically averaged potential surfaces bring about
significant simplification in studies of time-resolved photo-
electron spectra. They provide an efficient approach to ob-
taining time-independent reaction surfaces of reduced dimen-
sionality which allow for proton-substrate coupling in an
average sense and avoid difficulties associated with optical
excitation of bath modes, without invoking approximations
as unrealistic as frozen or adiabatic skeletons. To our knowl-
edge, the only ab initio calculation of time-resolved photo-
electron cross sections reported for a polyatomic system16
included only two vibrational modes. While it is true that
further inclusion of multidimensional couplings would even-
tually become prohibitive, the complete neglect of other vi-
brational coordinates can be overly restrictive. In the present
application, for example, time-resolved photoelectron spectra
for intramolecular PT in chloromalonaldehyde would be
simulated by generating ab initio photoionization matrix el-
ements over a two-dimensional reaction grid for the proton,
R= x ,y, but for a skeleton geometry that changes in accor-
dance with Q¯ R, thereby introducing multidimensional ef-
fects in an average sense into the matrix elements without a
concomitant increase in computational effort.
B. Generation of classically averaged potential
surfaces
We illustrate the proposed procedure for obtaining clas-
sically averaged potential surfaces with an application to PT
in chloromalonaldehyde. In these simulations we employ
quantum-chemical potential surfaces obtained at the re-
stricted Hartree–Fock RHF level with the 6-31Gd , p basis
internal to the GAMESS package.70 The classical equations of
motion were integrated using the locally analytic integrator
LAI with an integration step of 0.3 fs. LAI is known to be
an efficient integrator for classical and semiclassical calcula-
tions in molecular systems.71 The initial position of each
atom was randomly sampled about their values at the global
minimum, keeping Rini−Ropt0.3 Å. Two hundred such
initial positions were chosen and the related trajectories
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menta were then reset to zero and the magnitudes of the
internal momenta rescaled to obtain the following total ener-
gies: 0.52, 0.79, 1.06, 1.34, ¼, 4.06 eV the optimized RHF
transition state barrier is 0.65 eV. The resulting atomic po-
sitions and momenta were taken as initial conditions for the
classical dynamical calculations and each trajectory was
evolved for 150 fs which is long enough for PT to occur. Of
2800 trajectories, 215 showed at least one PT and only this
subset was considered in the averaging process of Eq. 24
only trajectories with energies above 1.6 eV showed PT.
The criterion for PT was based on the value of the dimen-
sionless coordinate =RO1H1 cos  /RO1O2 at the RHF transi-
tion state geometry, where  is the angle between O1–H1 and
O1–O2 bonds see Fig. 2 for atomic labels. Since averaging
may introduce overall rotations and translations, rigid-body
motion was projected out of the average geometry using the
optimal configuration as reference for the displacements,
R= Rave−Ropt. Throughout this paper, the reaction-
coordinate frame is chosen as indicated in Fig. 2, with the
origin located on the proton in the optimal RHF transition
state structure b and with the Ox and Oy axes pointing
rightward and upward, respectively. The global minimum
left basin is located at x0, and the secondary minimum
right basin at x0.
The resulting average coordinates as a function of the
reaction coordinates x ,y are shown in Fig. 3 for O1 and O2,
the skeleton atoms undergoing largest displacements. The
values of the y reaction coordinate are taken at midpoints of
the sij segments. The average values filled symbols are not
very smooth because the number of trajectories is not large
enough, and the dashed lines with hollow symbols show
polynomial fits to the average values. Though not shown
here, the average displacements along the Oz direction out-
of-plane were very small 0.01 Å for all atoms. Further-
more, because the dependence of these averaged coordinates
on the y reaction coordinate was quite small, we also show
the average of these polynomial regressions for different y
FIG. 2. Intramolecular proton transfer in chloromalonaldehyde. Structure a
is the most stable global minimum, b is the transition state, and c is the
secondary minimum. The frame of reference for the reaction coordinates is
indicated in structure b.values thick solid lines. This amounts to viewing the aver-
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject toage geometry as a function of only the x reaction coordinate.
Though it enclosed the two minima and the TS, the reaction-
coordinate configuration space containing all the sij segments
with at least one crossing was quite small, especially along
the Oy direction. Outside this region, the skeleton coordi-
nates were frozen at the boundary values, qrxxmin
=qrxmin and qrxxmax=qrxmax. The average geometries
were obtained with regression polynomials of degrees 2 and
3, depending on the particular behavior of skeleton coordi-
nates the z coordinates were adjusted with straight lines.
The global minimum of the resulting averaged PES was
found to lie 0.044 eV above the optimized global minimum
lowest-energy configuration. A different choice for the
polynomial fit all of degree 2 for x, y skeleton coordinates
leads to essentially the same PES 10−2 eV differences at
the stationary structures.
In Fig. 4 we compare the ground state potential surfaces
obtained with the three relevant approximations for the mo-
lecular skeleton, namely, sudden frozen bath, classically
averaged, and adiabatic fully relaxed bath. In the right
panel, second-order Møller-Plesset MP2 energies were
added to the potential surfaces shown in the left panel clas-
sical simulations on the MP2 surface were not carried out.
The classically averaged potential surfaces central panel
are seen to be intermediate between the frozen upper panel
and adiabatic lower panel ones. The energies of the station-
ary structures TS and right basin minimum are shown in
Table I, where MP2 calculations are also seen to yield very
low barriers. The frozen-geometry approximation leads to
highly asymmetric potentials, with a right basin that is rather
small and extremely shallow see Table I. On the other
hand, the adiabatic relaxed skeleton approximation yields
shallow and very wide right basins, thus overestimating the
asymmetry in the opposite direction. Neither of these two
extreme approximations would seem to provide a reasonable
FIG. 3. Average values of selected skeleton coordinates xO1 ,yO1 ,xO2 ,yO2
for O1 and O2 Fig. 2 as functions of the reaction coordinates x ,y. The
filled symbols are averages over classical trajectories, while the dashed lines
with hollow symbols are the corresponding polynomial regressions. The
thick solid lines are y averages over the regression polynomials. Circles:
y=−0.136 Å; squares: y=−0.086 Å; diamonds: y=−0.036 Å; up triangles:
y=0.014 Å; down triangles: y=0.064 Å.description of PT dynamics.
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face for the classically averaged skeleton geometry is also
illustrated in Table I, where the energies of the stationary
structures are given in different approximations, namely,
RHF, MP2, and configuration interaction with single and
double excitation CISD. We assumed average geometries
obtained from trajectories on the RHF potentials since the
use of a higher-level description of the surface in the classi-
cal simulations would be extremely time consuming. MP2
calculations often underestimate the TS barrier due to the
lack of variational stability.
A few relevant geometrical parameters interatomic dis-
FIG. 4. Potential energy surfaces for the electronic ground state of chloro-
malonaldehyde. Plots on the left column were calculated at the RHF level,
while those on the right at the MP2 level. Upper panel: sudden frozen
approximation; central panel: average geometry; lower panel: fully relaxed
adiabatic approximation.
TABLE I. Ab initio total energy at the stationary structures of chloroma-
lonaldehyde. Transition state TS and secondary minimum SM heights are
given in units of eV with respect to the respective global minima. Ground
state potential surfaces were calculated at the RHF, MP2, and CISD levels,
with substrate modes treated in the sudden frozen, classically averaged
average, and adiabatic fully relaxed approximations. MP2 and CISD
classically averaged results were obtained by adding the respective correla-
tion energies to the RHF-averaged geometries, while sudden- and adiabatic-
approximation optimizations were carried out with the appropriate corre-
lated potentials.
RHF MP2 CISD
TS SM TS SM TS SM
Frozen 1.868 1.514 1.060 1.027 1.459 1.299
Average 0.936 0.407 0.533 0.332 0.755 0.390
Relaxed 0.651 0.383 0.363 0.335 0.491 0.355Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject totances and angles for the stable structures of chloromalonal-
dehyde for the averaged and optimal geometries are given in
Table II. Though the classically averaged minima are shifted
towards the geometry of the tautomer in comparison with the
optimal geometries see the O1–O2, C1–C2, C3–O2, O1–C1,
and C2–C3 distances, the most striking difference arises at
the transition state, where the classically averaged structure
gives rise to larger H1–O1 and H1–O2 distances. Finally, we
note that a Mulliken population analysis of the results for the
averaged geometry clearly manifests the change in electronic
structure associated with tautomerization. Classical trajecto-
ries often indicate that proton-transfer events and tautomer-
ization occur essentially on the same time scale,25 as illus-
trated in Fig. 5, where the circles indicate time-averaged
bond lengths before and after PT, i.e., averages for 0 t
 tPT and tPT t tfinal, respectively.
C. Comparison between classically averaged
geometry and CRS/TDH dynamics
Classically averaged surfaces and the CRS/TDH ap-
proximation describe proton-substrate couplings in different
ways. Though the former can be expected to adequately de-
scribe these couplings at energies around the TS energy and
the latter to do so only at the bottom of the potential surface,
the comparison of these approaches through numerical simu-
lations could be insightful. Such a comparison may be car-
ried out by taking advantage of appropriate time averages in
CRS/TDH dynamics, since time-independent couplings are
embedded in the average skeleton geometries. Though any
differences should be more evident at higher energies, we
confine our comparison to the vicinity of global minima
where the CRS/TDH framework is expected to work well.
The CRS/TDH dynamical simulations were carried out using
sudden-approximation potentials calculated at the RHF and
MP2 levels see Fig. 4 as reference geometries. Since out-
of-plane skeleton vibrations are weakly coupled to proton
motion, only the 13 in-plane bath modes were taken into
account. For each of these modes, the initial condition was
assumed to be the ground state of a driven harmonic oscilla-
tor with frequency and force given by Eqs. 9 and 10 at the
initial time note that the intermode coupling term in Eq. 10
requires a self-consistent procedure, and the initial proton
wave packet was assumed to be the vibrational ground state
of the sudden-approximation PES. With this low-energy ini-
tial condition, the wave packets showed only small oscilla-
tions with little spreading over 2 ps.
We obtained time averages of the expectation values for
several geometrical parameters distances and angles of the
molecular skeleton. Table III compares these parameters with
those of the optimal geometry and the global minimum ge-
ometry of the classically averaged PES. At the RHF level,
the classically averaged values are shifted towards the tran-
sition state geometry shorter O1–O2 distance, longer C1–C2
and C3–O2 bonds, and shorter O1–C1 and C2–C3 bonds,
but remain close to the values at the optimal geometry. The
CRS/TDH time averages obtained at the RHF level are even
closer to the optimal geometry and show no tendency to-
wards tautomerization. This difference between the classi-
cally averaged and the CRS/TDH time-averaged values may
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comparable to TS and above to classical averages, since
vibrationally excited states of strongly coupled modes can be
expected to play a major role in the PT process. We also note
that employing an initial wave packet with equal weights for
the ground and first excited vibrational states did not signifi-
cantly affect the time averages further inclusion of higher
excited states in the CRS/TDH scheme would be question-
TABLE II. Geometrical parameters of the stable struc
compare results from full geometry optimizations o
tories average. All results were obtained at the RH
Parameter
Global minimum
Optimized Average O
H1–O1 0.9533 0.9633
H1–O2 1.9351 1.8397
O1–C1 1.3093 1.3046
C1–C2 1.3426 1.3592
C2–C3 1.4496 1.4493
C3–O2 1.1865 1.2096
O1–O2 2.7099 2.6577
O1–H1–O2 136.82 140.92
FIG. 5. Time evolution of C–O upper panel and C–C lower panel bond
lengths in a typical trajectory. The vertical lines around 100 fs indicate the
proton-transfer time from the global minimum basin left to the secondary
minimum basin right. Upper panel: solid line: C1–O1; dashed line: C3–O2
see Fig. 2 for labels. Lower panel: solid line: C1–C2; dashed line: C2–C3.
In both panels, the circles indicate time-averaged bond lengths before and
after proton transfer.
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject toable. At the MP2 level, the time-averaged geometry is also
close to the reference geometry with no noticeable signature
of tautomerization, and the MP2 classically averaged values
are essentially the same as those obtained at the RHF level.
This could be expected since we simply added MP2 correla-
tion energies to the RHF-averaged potentials, i.e., we did not
employ MP2 potentials in generating the classical trajecto-
ries, because generating classical trajectories with higher-
level potentials would be much more time consuming.
The results in Table III also show the skeleton param-
eters with the largest amplitudes in the CRS/TDH simula-
tions to be the O1–C1 and O1–O2 distances, suggesting sig-
nificant coupling of oxygen atoms to proton motion. Though
this is the case in both the RHF and MP2 simulations, the
potential derivatives on the RHF and MP2 surfaces were
rather different, and, as a result, there is no clear one-to-one
correspondence between the respective normal modes. Fur-
ther insight into the strength of the dynamical proton-
substrate couplings may be gained from the weighted reor-
ganization energy,
¯ = 
j
 dR jRR2, 26
where  is the proton wave function and  j the reorganiza-
tion energy of the jth bath mode.50 Because of the low-
energy initial condition, the proton wave packet can be writ-
ten as
R,t 
 c0t	0R + c1t	1R , 27
with 	0,1 being the ground and first excited vibrational
eigenstates of the frozen-bath potential surface. The reorga-
nization energies averaged over the ground and first excited
vibrational eigenstates are, respectively, 2.63 and 3.80 eV for
the MP2 potential, and 3.09 and 4.25 eV for the RHF poten-
tial. Though these values suggest somewhat stronger cou-
plings on the RHF surface, the oscillation amplitudes in
Table III indicate more effective couplings at the MP2 level.
This may be understood by noting that the steeper left basin
of the RHF potential see Fig. 4 hinders proton motion. The
MP2 potential shows a smaller slope towards the right basin,
thus allowing stronger couplings as the proton reaches a
. Angles are given in degrees and distances in Å. We
ed with those from averaging over classical trajec-
el with a 6-31Gd , p basis set.
ansition state Secondary minimum
zed Average Optimized Average
4 1.3190 1.8045 1.7456
3 1.2633 0.9624 0.9592
2 1.2722 1.2075 1.2127
8 1.3967 1.4516 1.4469
9 1.4104 1.3429 1.3615
2 1.2430 1.3005 1.3197
1 2.5273 2.6288 2.5780
7 156.31 141.76 143.14tures
ptimiz
F lev
Tr
ptimi
1.232
1.149
1.247
1.401
1.383
1.249
2.326
155.1more distant turning point.
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PHOTOELECTRON SPECTROSCOPY
A. Dump-probe scheme
Our goal is to employ these potential energy surfaces of
reduced dimensionality in simulations of time-resolved
dump-probe photoelectron spectra for proton transfer in
chloromalonaldehyde. We recently explored the potential of
such time-resolved spectra for tracking the proton dynamics
in chloromalonaldehyde using a model two-dimensional PES
and model photoionization amplitudes.48 These studies sug-
gested that it would be feasible to obtain a fairly localized
wave packet on the ground state PES by dumping a wave
packet initially delocalized on the excited state PES. More-
over, the photoelectron signals were seen to probe the pas-
sage of the wave packet across the transition state region on
the ground state PES. We now revisit these model studies to
show that these important conclusions also hold with the
classically averaged PES. We consider the dump-probe
scheme of Fig. 1. A wave packet on the excited state PES is
dumped to the electronic ground state by a linearly polarized
ultrashort pulse of frequency d, and is subsequently ionized
by a linearly polarized probe pulse of frequency p after a
time delay T. The formulation of time-resolved dump-
probe photoelectron spectroscopy employed here has been
briefly outlined in Sec. II. As discussed in Refs. 11 and 48,
the total photoelectron signals are given by
Pion = 
l,m
 dR dkk2klmR2, 28
where klm is the ion wave packet see Eqs. 1 and 3. To
explore how the photoelectron signals may monitor the PT
wave-packet dynamics on the ground state we assume a con-
stant photoionization matrix element throughout. Results em-
ploying ab initio values of these matrix elements will be
discussed elsewhere.72
B. Vertical approximation for ionization
The ground state, excited state, and ion ground state
PES’s employed in this dump-probe photoelectron spectro-
scopic study of proton transfer in chloromalonaldehyde are
TABLE III. Expectation values of selected geometric
in degrees and distances in Å. The Reference colum
global minimum, and results in the Time average
CRS/TDH scheme root-mean-square deviations in pa
minimum geometry of the classically averaged PES.
Parameter
RHF level
Reference
Time
average
Cla
av
O1–C1 1.3093 1.3235 0.0059 1
C1–C2 1.3426 1.3391 0.0018 1
C2–C3 1.4496 1.4491 0.0036 1
C3–O2 1.1865 1.1837 0.0037 1
O1–O2 2.7099 2.7088 0.0094 2
C1–C2–C3 119.85 119.50 0.36 1shown in Fig. 6. We assume that all optical excitations are
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject tovertical and because we are probing PT on the ground state,
all PES’s were obtained at the classically averaged geometry
of the ground state. The PES’s for the ground and ion states
were determined at the HF level, while the PES for the ex-
cited state 2 1A was obtained from a single-excitation CI
CIS calculation. The 2A state lies slightly above the first
rameters of the molecular skeleton. Angles are given
ts the results from ab initio geometry optimization
mn were obtained from 2 ps simulations using the
eses. The Classical average column lists the global
MP2 level
lly
d Reference
Time
average
Classically
averaged
1.3306 1.3553 0.0101 1.3052
1.3612 1.3550 0.0031 1.3600
1.4410 1.4416 0.0058 1.4481
1.2251 1.2156 0.0079 1.2056
2.6532 2.6597 0.0164 2.6433
118.96 118.68 0.55 118.35
FIG. 6. Potential energy surfaces for the electronic ground state lower
panel, excited state central panel, and ion state upper panel of chloro-
malonaldehyde. All potential surfaces were calculated at the classically av-al pa
n lis
colu
renth
ssica
erage
.3046
.3592
.4493
.2096
.6577
18.54eraged geometry of the ground state.
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moment with the ground electronic state. The wave packet
on the ground state surface may be formed by dumping a
wave packet coherent superposition or a delocalized vibra-
tional eigenstate on the excited state PES. Different pump-
dump schemes and the choice of the electronic excited state
will be discussed elsewhere.72 For the present discussion we
assume that the =4 level of the 2A PES, which lies
0.25 eV above the excited state TS barrier and has significant
Franck-Condon overlaps with vibrational eigenstates on both
basins of the electronic ground state, is populated with a cw
laser. This choice is not critical; the general features and
trends hold for different choices, provided the initial wave
packet or eigenstate in the excited electronic state is fairly
delocalized.
1. Monitoring real-time proton-transfer dynamics
through photoelectron signals
The =4 level of the 2A state was dumped with a
Gaussian laser pulse with full width at half maximum
FWHM of 40 fs and field intensity of 0.001 a.u. The upper
panel of Fig. 7 shows the resulting population Pd and
wave-packet energy Ed in the ground state for a range of
dump frequencies. Populations above 0.1 can be achieved for
d5.85 eV, though the Franck-Condon overlaps give rise
to oscillations, especially for higher frequencies due to the
increasing spacing between vibrational levels higher dump
frequencies imply lower vibrational energies. The left-
population ratio Pleft / Pd, a measure of how much of the
total dumped population is located to the left of the PT bar-
FIG. 7. Upper panel: dump energy d=d dependence of the ground
state population, Pd solid line, scales to the left. Also shown is the depen-
dence of the final wave-packet energy, Ed dashed line, scales to the right.
The horizontal line indicates the ground state proton-transfer barrier. Lower
panel: time evolution of the left-population ratio for selected dump energies.
Dashed line: 5.75 eV; thick solid line: 5.95 eV; thin solid line: 6.10 eV.rier, is shown as a function of time in the lower panel of
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject toFig. 7 for several frequencies. For d=5.75 and 5.95 eV
dashed and thick solid lines, respectively proton transfer
takes place, though with different frequencies due to differ-
ences in wave-packet composition. For d=6.10 eV the en-
ergy of the dumped wave packet lies below the ground state
barrier see the upper panel of Fig. 7 and the probability
remains constrained to the left Pleft / Pd0.5. Resonance
conditions with localized vibrational eigenstates may also
give rise to localized wave packets, but such details will be
discussed elsewhere.72
Figure 8 shows the total photoelectron signals Pion for
these dump-probe simulations with d=5.95 eV lower
panel along with the time evolution of the left-population
ratio in the ground state upper panel. The period of PT is
seen to be about 170 fs. To assess the effect of finite pulse
widths on the left-population ratio, we also show these ratios
convoluted over several Gaussian profiles with FWHM=40
and 70 fs the result of a 10 fs convolution was hardly dis-
tinguishable from the unconvoluted population. Though
some detail is lost at the maxima and minima, PT is still very
evident in the convoluted populations. The lower panel of
Fig. 8 shows photoelectron signals Pion for a probe fre-
quency of p=9.0 eV, which allows for ionization every-
where on the ground state PES, and for pulses with
FWHM=10, 40, and 70 fs. The ionization signals in Fig. 8
are shown in arbitrary units. The 10 fs pulse displays a richer
structure which could be understood by arbitrarily switching
off the transition moments in different regions, thus singling
FIG. 8. Upper panel: left-population ratio for the dumped wave packet.
Thick solid line: unconvoluted; dotted line: convoluted with FWHM
=40 fs; dashed line: convoluted with FWHM=70 fs. Lower panel: total
photoelectron signals Pion in arbitrary units for different probe pulse
widths. For the sake of presentation, the signals for FWHM=10 and 40 fs
have been multiplied by 5 and 1.5, respectively. Dotted line: FWHM
=10 fs; dashed line: FWHM=40 fs; solid line: FWHM=70 fs. In all cases
the frequency of the probe pulse was p=9.00 eV.out photoelectron signals from only the transition state re-
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ization from the right basin is always more effective than
from the left basin, giving rise to minima in the photoelec-
tron signals close to the peaks of the left-population ratio.
The structure between neighboring minima and maxima seen
in the 10 fs signal arises from the vicinity of the transition
state. The weaker signals coming from the left basin could be
understood on the basis of Franck-Condon factors, which
favor ionization from the right basin. Detailed resolution of
the photoelectron signals may be difficult as it would require
very short probe pulses FWHM10 fs. Nevertheless, the
FWHM=40 and 70 fs signals are clearly out of phase with
the left-population ratio, indicating that intramolecular pro-
ton transfer could indeed be probed. Exploratory ab initio
studies underway indicate that use of ab initio photoioniza-
tion amplitudes enhances the difference between signals
coming from the left and right basins. This should lead to
richer ionization signals and permit the use of broader probe
pulses.
C. Ionization with geometry relaxation
Though photoionization is generally well described in a
sudden approximation, it is instructive, in the present con-
text, to examine this process in the adiabatic limit. In this
case, vibrational relaxation is viewed as rapid, leading to
different skeleton geometries in the ion and ground states. To
gain some insight into the effect of skeleton relaxation, we
employed the procedure discussed in Sec. III B to generate a
classically averaged potential surface for the ion state by
integrating the trajectories on unrestricted HF UHF poten-
tials. Though not shown here, the resulting ion potential sur-
face is fairly similar to the previous one upper panel of Fig.
7 with the main difference being a vertical shift of about
0.4 eV. One might hence expect the following dynamical
picture. After vertical ionization to the ground state average
geometry skeleton relaxation would bring the system into
the ion average geometry, thus transferring about 0.4 eV to
proton vibrational energy. Actually only some fraction of
0.4 eV is expected to be transferred on the time scale of the
probe pulse. In view of the similar shapes of the ion poten-
tial surfaces, Franck-Condon factors still favor ionization
from the right basin, and ion signals obtained with vertical
and adiabatic approximations for the ion state geometry in-
deed show no qualitative difference.
V. CONCLUDING REMARKS
We have proposed and explored a simple and broadly
applicable method for generating effective time-independent
potential energy surfaces of reduced dimensionality, wherein
the coupling between reaction and substrate modes is em-
bodied by averaging over an ensemble of classical trajecto-
ries. These effective potentials should provide a more realis-
tic description of the coupling between reaction and substrate
modes than the usual sudden and adiabatic approximations
for the molecular skeleton, commonly employed in studies of
PT, and should facilitate simulations of the time-resolved
photoelectron spectra of intramolecular PT in multidimen-
sional systems. In applications the underlying effort should
Downloaded 06 May 2006 to 131.215.240.9. Redistribution subject tobe comparable to that of the CRS/TDH sheme, which has
proven useful where low-energy ground state initial condi-
tions can be assumed. However, in intramolecular PT for
energies around the transition state barrier, the CRS/TDH
approach could run into difficulties due to the harmonic as-
sumption for the bath modes. Some exploratory studies of
classically averaged and CRS/TDH geometries suggest that
the former can satisfactorily address higher vibrational ener-
gies in PT reactions. Use of a classically averaged substrate
geometry also obviates difficulties that would arise when
time-dependent effective potential schemes are employed in
applications to time-resolved photoelectron spectroscopy.
The reaction proton coordinates would then experience a
time-dependent potential, and resonance conditions would be
blurred.
We have explored the use of these classically averaged
effective potentials in studies of time-resolved photoelectron
spectra of intramolecular PT in chloromalonaldehyde, albeit
assuming a constant dipole matrix element for photoioniza-
tion of the wave packet on the ground state potential. These
studies show that photoelectron signals clearly track wave-
packet motion in the electronic ground state with varying
level of detail for different widths of the probe pulse. Pump-
dump-probe photoelectron spectra for proton transfer in this
system, employing ab initio values of the photoionization
amplitudes, are underway and will be reported in a future
publication.72
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