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Csys =システムを構成する物理的素子の複雑度および量 (1.1 ) 
Psys = 1/あるプログラムの実行時間 ( 1.2) 
一方，システムを構成するハードウェアとソフトウェアのそれぞれについて，同様に学問的















さて， Chw， Csw， PhwおよびPswを用いて， CsysおよびPsysを表現することができる.
まず， Csys はChwに等しい.





Psys = l/(p x命令語列の生成時間 +(1-p) x命令語列の実行時間) (1.4) 




• pを0に近づけられる場合， Cswを大きくしてでも PhwX Pswの項を大きくする.








1.3. 本論文の概要 11 
を実行する回数のほうがきわめて多いと仮定することができる.式1.5における pの値をほぼ
0と仮定すると， Psysは以下のように簡単化することができる.
Psys = PhωX PS'W ( 1.6) 













著者は， 2つのプロセッサ・システムの開発プロジェクトに携わった.1つは 1989年から 1994
年にかけて開発した「長形式命令語に基づく VPP500スカラプロセッサJであり，前節におい
て述べた専用ハードウェアおよびコンパイラを構築するモデルに相当する.もう 1つは， 1995 





































































































































図2.3に示すように，ハードウェアはシステム制御を行う CP (Control processor) ，演算処
理を行う PE(Processing element) ，これらを相互接続するクロスバーネットワークから構成
される.PEはスカラプロセッサ，ベクトルユニット，データ転送ユニットおよび主記憶から構
成される. CPはベクトルユニットの代わりにグローパルシステムプロセッサとの結合機構を






CP (Control processor) 
CP 





















































1. 1命令語当り 1個のベクトル操作または 1--3個のスカラ操作を一度に発行可能とする
64ピット長の長形式命令語 (LongInstruction Word)方式を採用することにより，スー
パスカラ方式において必要とされる，並列実行可能な操作を検出するためのハードウエ






























































の形式を決定する.この値により，残る 60ピットの領域が， 20+20十20ピット長操作， 20+40 
ビット長操作， 60ピット長操作のいずれであるか，また，各操作がどのグループに属するかが
決まる.グループおよび各操作の先頭 3--5ピットが示すオペコードの組により，操作が一意
24 CHAPTER 2. 長形式命令語に基づく VPP500スカラプロセッサの構成方式 2.2 アーキテクチャの特徴 25 
034 23 24 43 44 63 
load，store I float add/sub/cnv I float mul/div 1 
fixed op.，shift float add/sub/cnv float mul/div 
園田.... 
fixed op.，shift I load，store，move I float addl州 mu刷
fixed op.，shift I fixed op. I float a仙Ub/mUI/d~
fixed op.，shift load，store，move branch 
7|伽 dop.，sh蹴 |釘xed叩 lbranch コ
8 I load，store，move I fixed op. コ
fixed op.，shift I fixed op吋load，store，mul コ
float add/sub/mulldiv|fixed op.，load，store，mul 
「ー
!oad，st~re (GR+GR)・:=:.GR!~R_ (GR+jndex)・>GR/FR15""19" 0 ，"，nTs"UCAr1'onfrn (*2) 35 39 
|伽dlGR I GR IGRlFRI G!;II GR I i附
rgiωJP・吋tipiy15GおG3・〉GR5Gri明ed附・>GR (汁)35 39 
1伽 dlGR I GR I GR 1 oPcdl GR 1 immed附(おbit)J GR 1 
pxed op-GR*GR・>GR GR川 mediate->GR
U 5 10 15 19 0 5 10 35 39 
1恥 dlGR I GR I GR "伽dlGR 1 il1m蜘 te(25bit)1. GR I 
05 10 15 19 
1opcdl GR I imm. J GR I 
?hin9R*GR-〉GR GR*immediate田>GR
U5 10 15 19 
|伽dlGR I GR J GR 1 
05 10 15 19 
lopcdl GR I imm.1 GR I 
move GR/FR->FR/GR 
05 10 15 19 
1伽 dlGRlFRf-I限/GR1 
load，store，move，mul I call，branch，set 
cal PC・>GR，PC+immediate->PC (*3) set immediate->GR 。3 35 39 
|叫 immediate(32bit) ~ 
noatop・FR*FR・>FR
05 10 15 19 
lopcdl FR I FR I FR I 
同 fixedop.，shift 























GR: General register FR: Floating-point register 
図 2.5:操作の形式


























sub grX1・grY1 、Isub 9ω-grY2 、|


































に本操作を 2個記述することにより， 一度に最大 8文字分の比較処理を行うことができる.
図 2.6:同期操作の一例
28 CHAPTER 2.長形式命令語に基づく VPP500スカラプロセッサの構成方式
分岐操作
条件分岐操作では，常に真である 1ピット，各々 7ピット からなる 2組の固定小数点条件コー
ドレジスタ， 2つの零フラグの論理和を示す 1ビット，後述する 7ビットの浮動小数点条件コー
ドレジスタの合計23ピットの中から lピットを指定し，そのまま用いるかまたは反転して用
いる.



































add grX+grY ->grZ 
29 
fdiv . ¥ 
fdiv . 、¥
問、 faddfrA+frX・>frE¥ fdiv . ¥、l
町、 faddfrB+frX・>frF¥ .¥fdiv . メ町、 faddfrC+frX・>frG¥ ¥ 


















命令語の完了が待たされている状態をインタロ ックと呼ぶ. インタロ ックは，命令パイプラ
イン(後述)における Dステー ジ， Eステー ジ， W ステージのいずれが止まっているかにより，































































































1 Id A 
2 Id B 
3 Id C 
































































2.3. インプリメントの特徴 37 
2.3 インフリメントの特徴
2.3.1 概要
図2.10に，スカラプロセッサの構成を示す.スカラプロセッサは， IU (Instruction control 
unit) ， MU (Fixed-point multiply unit) ， FU (Floating-point unit) ， AU (Accessぞontrol
unit)と呼ぶ，各々独立に動作する 4つのユニットから構成される.IU， MUおよびFUの実
現には，ゲート遅延時間 60ps (Pico second)のGaAs(Gallium arsenide)素子による ゲー
ト数25000のLSIを5個，キャッシユを含むAUの実現には，ゲート遅延時間 70ps，RAMア
クセス時間 1600ps，RAM容量64KbitのECL(Emitter coupled logic)素子による LS1を13
























3 CHAPTER 2. 長形式命令語に基づく VPP500スカラプロセッサの構成方式
主記憶 ベクトルユニ。ト l1 <<:7 l-)I/.:z..::. ';1 1-1シス?ム制御:I : レジスタ
""Au. . r .. . ...................... ..r.. ... ..... ............ ... ...1LT"';~一一 : 
~ 1 .命令- 1 1オペランド1- 1ストア I I _ f レジスタ ー ・
ト令TL BI 「?ZIド| AQ 
. 一. ・...........・・・・・・・・・・・......................，. 














































からなる.32ピット x32ピットの乗算器は， 32ビットまたは 64ピットの演算結果を生成す
ることができる.なお，固定小数点乗算の使用頻度は比較的低いと予想されることから，ハー
ドウェア量を抑えるために，パイプライン化されておらず，複数サイクルを使用して 32l:-ット








FUは， 32本の 64ピット浮動小数点レジスタ 最大 12個の演算操作の非同期実行を可能と
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P C R W 
n I Prioritv I fetch pipeli e y Cache 
(AU)read write 
D E W 
Instruction 
pipeline 
(IU) Decode Execute Register 
writt~ 
図 2.13:命令パイプライン










Of Ff E1f E2f Wf 
Floating-point 
pipeline 
(FU) Decode Fetch Execute Execute Register 
write 
図 2.14:浮動小数点演算パイプライン












シユ参照権を獲得する Pステージ， TLBおよびキャッシユを参照する Cステージ，参照結果









数は各々256，ページサイズは 32Kバイトである. 65536個のプロセス各々に対して 4Gバイ
トの仮想アド レス空間を提供する動的アドレス変換機構を装備しており，多重仮想アドレス空
間を実現している.TLBの各エントリは，エントリ有効ピット，プロセス識別子，論理アドレ
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P C 
t一一一J






















p ~ c R 
















46 CHAPTER 2.長形式命令語に基づく VPP500スカラプロセッサの構成方式
表2.2:Livermore14ループの走行結果(括弧内はサイクルタイム)
VP2600(6.4ns) VPP500(10ns) 
Loop#演算数 MFLOPS MFLOPS 
2000 47.3 135.5 
2 2000 47.2 72.5 
3 2000 50.1 72.8 
4 1020 35.1 38.7 
5 2000 42.5 20.0 
6 2000 40.1 22.8 
7 1920 55.1 103.6 
8 1440 43.5 72.5 
9 1700 48.2 73.5 
10 900 32.5 21.5 
1 1 1000 43.9 16.7 
12 1000 28.1 43.5 
13 896 9.5 8.7 
14 1650 19.5 16.9 
算術平均 38.8 51.4 コ









































00 1 K=1，400 
1 X(K)=QtY(K)女(R九(Ktl0)tT勺 (Ktll))

































2.5. 考察 49 
71 L :_a_dd___Z_{J i-_1~Z (J add Y()+4~Y() r女11 
2 ld Z (K+10) fmul Y(K )犬 i~m
2 ld Z(K+11) fmul Y(K+1) 大 l~n
2 ld Z (K+l_2) frnul Y(K+2)安]く令。
2 ld Z(K+13) fmul Y(K+3) 女工~p
2 ld Z(K+14) fadd O+m令X{K fmul R大Z(K+l0) ~a 
3 「安安11 fadd O+n令X(K+1) fmul R大Z(K+11)令b
3 r .犬女11 fadd Q+o~X(K+2) fmul R大Z(K+ユ2)令c
2 [犬犬21 fadd O+p~X(K+3) fmul R犬Z_lli+13J争d
2 st X(K fmul T*Z(K+11)令e
2 st X(K+1) fmul T大Z(K+ユ2)~f 
2 s七 X(K+2) fmul T大ZtK+13)令q
2 st X (K+3) fmul T女Z(K+14)令h
4 add X () +4~X () ld Y(K fadd a+e ~ i 
4 cmp K，400 ld Y (K + 1) fadd b+fタ1
4 ld Y (K+2) fadd c+q ~ k 
4 ld Y(K+3)[安2] fadd d+h ~l r女31
7 brc 1，Lr大31
図 2.17:Loop1の命令語列


































1.最大3操作を同時発行可能とする， 64ピット固定長の長形式命令語 (LongInstruction 
Word)方式を採用した.スーパスカラ方式に必要な命令スケジ、ユーリング機構を不要と



















1命令を発行するのに要する平均サイクル数を CPI(Cycle Per Instruction)， 1命令あたり
の平均操作数を OPI(Operation Per Instruction) ， 1操作を発行するのに要する平均サイク
ル数を CPO=CPI/OPI(Cycle Per Operation)と定義する.CPIは1以上であり，パイプラ
インインタロックが少ないほど，理想値 1に近づく. 1命令語により最大3操作を発行可能で








実行した操作の出現頻度を各々， fadd/fsub (浮動小数点加減算)， fcmp (同比較)， fcnv (同







動作率 =1一(D.IF+ D.FQ + D.CC + E.IP + E.FP + E.AP + W) (3.1) 
インタロックが全く発生しない理想的なハードウェアを仮定した場合，動作率は 1となり，
プログラムの実行時間は，以下のようになる.
54 CHAPTER 3. VPP500スカラプロセッサの'性能 3.2. 性能測定機構による性能測定項目 55 
理想的なハードウェアによる実行時間=実際の実行時間/動作率 (3.2) StageO I Stagel I Stage2 I Stage3 I Stage4 I Stage5 
命令フェッチパイプラインは，キャッシュ参照権を獲得する Pステー ジ， TLBおよびキャッ
シュを参照する Cステージからなる.また，命令パイプラインは，命令デコードおよびレジス
タ読み出しを行う Dステージ，演算を行うEステージ，結果をレジスタに格納し，条件コード






























!a~get n I寸先tchlt司 日 石弓Instruction I I I I ......，~-Jll .-I I一I__ .J ~ 'I 
トー -ー-1 トー~ ・・噂・~I-----III トー __. …柑.....__..
buffer I I I I I t6I I t6I I I 
Instruction fetch pipeline;Instr削 ionpipeline 
Prioritv Cache read1 y '-'(l~~c; _H:;(lUl Decode 1 Execute 1 Reg.write 
.P i112. C i112. 0 i1 1 E i1 1 前i1町一一一一一一一---.-一一一一一一一一--..一一一一一一一一__._一一一一一一一__._一一エエ土土____.
1mihd CC S1abled 
Wi2 
i2:branch 
Tar2:~t address Tar2:et fetch 
'1 P u1. C u1 j 
D t5 
t5 not taken 
? ? ??? ?? ? ?















Instruction D E W 
pipeline [町]l
~ Decode ~ Fetch Execute Execute Reg.Write 














算結果を IUが使う時(比較が生成する CCの参照， ?寅算結果の主記憶へのストア)に，はじ
めて命令パイプラインのインタロックとして観測される.
プログラム走行時間に占める， FQが満杯で、あることによる Dステージの遅れを D.FQ，浮





Fetch Exec.… Reg.Write 
Ff _ Ef一一一一… Wf-一一』一一.:.......I_一一_.一一一一_.一一一一量一一一一_._一一一_.一一一一一一一一一一~
図 3.2:浮動小数点演算パイプライン
Instruction • 


















pipeline [ロIU] .. 一一一一....川…E日山E日E“E“1111川…川川1川1……1川…1山1川山…1川川11叶'唱 ' 
Operand 




基にキャッシュ参照権を獲得する Pステージ， TLBおよびキャッシュを参照する Cステージ，
参照結果を得る Rステージ， TLBやキャッシユに書き込みを行う W ステージからなる.
図 3.3:オペランドパイプライン
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3.3 SPECfp92を用いた性能測定
FORTRANコンパイラおよびCコンパイラを使用し， VPP500スカラプロセッサ(サイク














2: add . B+Iにより配列の添字を求める
3: shift . 4倍して要素アドレスとする
4: load .配列要素からのロード
-2- ロード待ちインタロ ック E.IP
5: add ロード結果を使用
1: load 変数Aのロード









(6.4ns)比 により正規化 CPI OPI CPO FOR(%) OP $ (%) IF $ (%) 
spice2g6 0.84 1.31 spice2g6 2.50 1.14 2.19 1.21 85.33 99.79 
doduc 0.71 .1.11 doduc 2.28 1.21 1.88 6.74 96.28 97.87 
mdljdp2 0.82 1.29 mdljdp2 2.42 1.17 2.06 12.18 94.95 99.99 
wave5 1.07 1.67 wave5 1.80 1.41 1.28 11.88 97.33 99.77 
tomcatv 1.15 1.80 tomcatv 2.07 1.36 1.53 12.85 91.30 99.98 
ora 0.89 1.40 ora 2.23 1.20 1.85 9.72 100.00 99.99 
alvinn 2.52 ~3.94 alvinn 1.58 1.66 0.95 19.44 96.40 99.69 
ear 1.38 ~2.15 ear 2.20 1.35 1.63 4.45 99.51 99.82 
mdljsp2 0.77 企 1.20 mdljsp2 2.32 1.13 2.04 12.11 98.75 99.99 
swm256 1.79 ~2.80 swm256 1.41 1.73 0.81 33.19 96.27 99.99 
su2cor 0.96 1.51 su2cor 2.45 1.46 1.67 10.52 78.62 99.99 
hydro2d 0.83 1.29 hydro2d 2.53 1.28 1.97 8.69 89.97 99.60 
nasa7 1.00 1.56 nasa7 3.33 1.54 2.16 8.24 77.34 99.96 
fpppp 0.47 .0.73 fpppp 2.86 1.25 2.30 7.05 96.74 94.21 
幾何平均 1.00 1.56 下線は際立つ値を示す.
企は性能比が特に悪いもの，。は特に良いものを示す.
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表3.3:操作頻度(%) 表 3.4:インタロック率および動作率(%)
fadd fcmp fcnv fmul fdiv load store etc. 、N E.AP E.IP E.FP D.IF D.FQ D.CC 動作率
fsub spice2g6 0.8 2.5 1坐ェ皇 7.7 4.2 0.5 1.6 38.7 
spice2g6 2.6 0.6 0.1 1.6 0.5 28.8 9.1 56.8 doduc 2.7 3.6 3.9 15.1 15.0 4.8 11.7 43.2 
doduc 11.0 3.4 1.3 8.0 1.8 26.3 17.1 31.2 mdljdp2 2.7 1.9 2.1 1.8 3.9 12.0 36.4 
mdljdp2 22.9 11.3 0.2 14.8 1.0 15.2 9.0 25.7 wave5 2.5 3.4 3.2 4.4 1.8 7.5 57.1 
wave5 12.5 1.7 1.8 13.8 0.6 21.6 14.3 33.6 tomcatv 12.9 4.9 8.3 11.4 0.8 8.8 6.5 46.4 
tomcatv 22.7 1.2 0.0 14.7 0.6 30.5 11.7 18.5 ora 0.0 0.7 3.9 ↑主主 3.8 16.5 6.5 46.8 
ora 15.0 2.5 0.0 14.7 3.8 22.3 7.8 33.9 alvinn 2.2 1.4 2.8 4.4 2.0 0.0 63.7 
alvinn 18.2 0.1 0.7 18.1 0.0 37.0 10.3 15.5 ear 0.5 1.4 3.2 5.0 12.8 0.3 14.8 62.0 
ear 6.9 1.7 0.0 5.9 0.0 26.3 11.4 47.8 mdljsp2 0.3 1.3 2.1 0.9 4.9 10.4 ↑鐙斗 42.0 
mdljsp2 22.8 11.1 0.2 14.4 1.0 16.4 8.8 25.3 swm256 5.3 5.5 0.1 9.2 1.7 8.7 0.1 69.4 
swm256 32.5 0.0 0.0 20.7 0.8 28.3 11.1 6.6 su2cor ↑22.3 7.4 1.7 14.3 2.9 7.0 3.6 40.8 
su2cor 15.3 0.9 0.7 17.5 0.7 22.6 10.6 31.7 hydro2d 7.3 3.1 3.3 11.0 5.9 1.5 ↑型.5 38.4 
hydro2d 16.0 7.3 0.0 9.9 1.1 25.4 10.2 30.1 nasa7 t坐ニ5 10.7 0.8 10.0 2.2 6.7 0.5 28.6 
nasa7 17.5 0.4 0.1 17.1 0.5 32.5 13.5 18.5 fpppp 1.2 8.7 5.5 0.3 0.0 30.2 
fpppp 14.9 0.4 0.0 16.9 0.1 32.0 18.4 17.3 下線は 10%以上，↑は 20%以上， tは40%以上を示す.
下線は際立つ値を示す. 動作率は， 100からインタロック率の合計をヲ|いた値を示す.
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? ? . CC確定待ちインタロック D.CC
.正なら分岐














1: f .load . .浮動小数点レジスタへのロード
2: f. compare ..ロード結果Xの判定
3: brむlch
4: branch .零なら分岐 分岐連続 D.1F
CC確定待ちインタロックは，ロー ド待ちの-2-に，比較結果待ちの-3ーを加えた， -5ーとなる.
このような命令列を反映して， D.CCが11.7%，D.IFが 15.0%と，各々が高い値を示している.
















2: f. subtract ..ロード結果Aから Bを減算
3: f.compare . i成算結果の判定
8ー- . CC確定待ちインタロック D.CC
4: brむlch . A-B>=Cなら分岐
1: f.load C(1)のロード X8個
2: f.load および
3: f.load B(1)のロード X8個
4: f.load f.multiply . *Dの乗算X8個
5: f.load f.multiply 
6: f.load f.multiply 
7: f.load f.multiply 
8: f.load f.multiply 
9: f.load f.multiply 
10: f.load f.multiply f.subtract B(1)ー
11: f.load f.multiply f.subtract の減算
12: f.load f.subtract X8個
13: f.load f.subtract 
14: f.load f.subtract 
15: f.load f.subtract 
CC確定待ちインタロックは，ロード待ちの-2-に，減算待ちのー3-および比較結果待ちの-3ーを
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16: f.load f.subtract 
17: f.store f.subtract 












により高い性能を引き出せる.Wが 23.5%と目立つのは， W 以外のインタロック率がきわめ













3.3. SPECFP92を用いた性能測定 67 
3.3.10 swm256 
DOループのループアンローリングおよびソフトウェアパイプライニングが可能である.各イ
ンタロックが小さく， alvinnに似た特性を示している.ただし， alvinnに対してfaddが 32.5%，
loadが28.3%と，演算が多くロードが少ない.このため， OP$が 96.27%と同程度であるにも
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(途中省略)
+B24*C24+B25*C25+B26*C26)*D 
1: f.load BOO --ー +
2: f.load COO -ー +ー
3: f.load B01 + 
4: f.load COl V 
5: f.load B02 f.mult BOO*COO -ー +ー
6: f.load C02 + 
7: f.load B03 f.mult B01ホC01 -ー +ー
8: f.load C03 
9: f.load B04 f.mult B02*C02 
10: f.load C04 





12: f.load C05 f.add BOO*COO+B01*C01 
13: f.load B06 f.mult B04*C04 
14: f.load C06 
15: f.load B07 f.mult B05*C05 
16: f.load C07 f.add B02*C02+B03*C03 
*1: f.mult *D 
*2: f.add +A 
(途中省略)
-E.FP- . .演算結果待ちインタロック
*3: f.store A 
離散的な変数BおよびCをロードするために，レジスタおよび12ピット以上のインデック
ス値によるアドレス指定が必要である.2.2.2節に述べたように，このようなロード操作は 40
ピット長操作にしかなく， 1命令に最大2個までしか操作を入れることができないため， OPI 















• D.IFが高い値を示す， doduc， fppppでは，命令キャッシュのヒット率が低い.特にfpppp
では，基本ブロックに属する命令が約 64Kバイトと巨大であることから，ウェイ数を増
やすことよりも，容量を増やすことが性能向上のために有効で、ある.








作し，高い性能を引き出せる (SPECratioは各々 ， 307.6， 165.5[11]). 
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表 3.5:顕著なインタロック
w E.FP D.lF D.CC 
tomcatv xx xx X 
su2cor xxxx xx 
nasa7 xxxxxxxx xx 
wave5 xxxx X 
ora xxxx X 
doduc xxx xxx xx 
fpppp xxxxx xxxxx 
mdljdp2 I :xxxxxxx 
mdljsp2 xxxxxxx 
ear X xx xx 
hydro2d X xx X xxxxx 






































































































多く行われており [47，48， 49， 50ぅ51，52， 53、54ラ55，56ヲ58]，現在では，以下のような動的分
岐予測手法が考案されている.



















過去の分岐パターンと分岐命令のアドレスの両方を用いて， 2次元に配列された 2MX2N 
個のカウンタ群から一つを選択する方法である.分岐/非分岐の履歴を表すM ピット，お
よび，分岐命令のアドレスの下位Nピットを用いる.





うが性能が良いケースがあることが報告されている [52，5.3). これは，同量の 2ピットカウン
タを用いて比較した場合 2レベルの分岐予測よりも 1レベルの分岐予測のほうがエイリア シ
ング問題が起きにくいことに起因している [56].
一方，最近発表された， HP社の PA-8500[60]は， 3.5.3節において述べた静的分岐予測手法
と動的分岐予測手法とを効果的に組み合わせている. これは， 2ピットのアップダウンカウン
タを「分岐方向により加減するjのではなく， i静的分岐予測の当たり外れにより加減するJも


















フェッチしないモデル;を仮定し， N ext-line Prefetchingと組み合わせた性能比較を行ってい
る.この結果，命令キャッシュミスのレイテンシが小さい場合には， Next-line Prefetchingを
行う (3)が最も効果が高く，一方，レイテンシが大きい場合には， Next-line Prefetchingを行
























Lookahead Reference Prediction: 




























最近では， 64ピット長またはそれ以上の演算レジスタを 2---8分割し， 2--8個の独立した演












































































機システムとして， UNIX や ~TINDOWS-NT といった低価格なシステムが次第に普及し， M
アーキテクチャのソフトウェア資産にこだわる必要がない場合には，アーキテクチャの選択肢
が広がりつつある.
このような状況の中で， Mシリーズ計算機システムのうち，特に小規模なシステムは， UNIX 





















































































くし高速化を図るためには，アーキテクチャに対して， (1) Mが規定する 16本の32ビッ
ト長汎用レジスタ，および， 8本の 64ピット長浮動小数点レジスタを常駐できるだけの



















































以下では， Mアーキテクチャを M，SPARCアーキテクチャを SPARCと略する.なお，






























• Mが規定する 16本の 32ビット長汎用レジスタを常駐させるのに十分なレジスタを有す
ること.


















複数の RS232C装置により， DS/90と接続した SUNワークステーシヨン上では， SunOSの
下で F6680端末エミュレータが走行し，各 1本の RS232Cを介して 1/0エミュレータと通信
することにより Mの端末画面を提供する.

















































































~_:reg j_ ster 非 14
~ I I 一一















































を行う.本節では，図 4.4の太枠中に示した SPARC命令を例として，変換後 SPARC命令に
ついて説明する.
ロード命令 (L): 
2044(16)番地のロード命令“L2， 76 (0， 13) "は， 5個の SPARC命令に変換される.最
初の 3命令により，“76(0， 13) "の実効アドレス (76+%gO+%i5)を%g3によりマス
クしたアドレスを求め，次の ld命令により主記憶オペランドを Mの汎用レジスタ 2に
対応する%12へロードする.最後にプログラムカウンタ%。に4を加算する.
レジスタ問転送命令 (LR): 
204C(16)番地のレジスタ間転送命令 “LR0， 2"は， 2個の SPARC命令に変換される.最
初の add命令により Mの汎用レジスタ 2に対応する%12から%10へ複写し，次にプログ
ラムカウンタ%以に 2を加算する.
比較命令 (CL): 
204E(16)番地の比較命令 “CL0， 12 (9， 12) "は， 11個の SPARC命令に変換される.
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最初の 3命令により“12(9， 12) "の実効アドレス(12+%i1+%i4)を%g3によりマス
クしたアドレスを求め 次の 1d命令により主記憶オペランドをロードする.subcc命令
によりロード結果を Mの汎用レジスタ Oに対応する%10と比較し， Mの条件コードを
%以に生成する.最後にプログラムカウンタ %g2に4を加算する.
条件分岐命令 (BC): 
2052(16)番地の条件分岐命令官C13， 92 (0， 15) "は， 9個の SPARC命令に変換され
る.最初の sr1命令およびandcc命令により， %g7中の定数0001000(2)をM の条件コー
ド%以ピットだけシフトし，条件マスク値 13と比較する.条件が成立しない場合には，
プログラムカウンタ%g2に4を加算して次の M命令すなわち L1:へ分岐する.条件が成










3. M命令列が， M 内アドレス2040(16)(SPARC内アドレス%g4+0x2040)から格納されて
いると仮定する.
4.モニタが， M 命令先頭アドレス2040(16)を%。に設定し，動的変換部が， top:から走行を
開始する.
5. %g2を%がによりマスクした後，左に 1ピットシフトし， 2040(16)番地に対応す・るアド
レス対応表のエントリ(%が+Ox4080)をロードする.
6.エントリの内容がOである場合，変換後 SPARC命令は存在しないため， cnv:に分岐し，
“M-SPARC命令変換"において， M の無条件分岐命令(例では BALR命令)を検出する
まで， M命令を SPARC命令に変換する.この際，各 M命令に対応する変換後 SPARC







M命令列 6 対j心衣 brk: andcc もg7，Oxfff，毛gO
0000 bnz end 

























~_ _ _ _ _0_，_1_モ tQ. ι ~~L_ ー-
LR 0，2 
CL 0， 12 (9， 12) 

























brk: I andcc もq7，Oxfff，もgO
bnz end 
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除算例外，有効数字)， 10進演算例外(桁あふれ，除算，データ)については， SPARC 
4.4.動的命令変換手法 97 
命令により明示的に検査する.
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アド レス対応表は Mの2バイト ごとに4バイトのエントリを占める ことから， Mの論理






























2044 L J..__・・ _2_，_7_HQ.ι !~ L__
2046 I 
2ffc ILR 2.3 
2ffe L ~____ ・l_，_ミミ t Q.斗3 し__ 
3000 I 






































































静的に割り付けるブロックは， SPARC-CPUごとに 1個だけを割り付けており， EXECUTE 
命令のオペランドにより指定された命令を変換実行する際に 一時的に使用する.
4.5.3 主記憶共有型の複数SPARC-CPU








た後にロックをはずすことにより 同時には 1つの CPUだけがM-SPARC命令変換を行うよ









・無条件分岐命令となり得る， BAL， BAS， LPSW， DIAG， EX， SVC命令の変換を終了
した時.
-無条件分岐命令となる， M (条件マスク)=15である BCおよびBCR命令，また， R2 
がOでない BALR，BSM， BASSM， BASRの変換を終了した時.
-次M命令がSPARC命令に変換済(アドレス対応表のエントリがO以外)の時.



















































まず，ストアを行う命令の出現頻度は 経験上 全命令の 10%程度である.最も一般的な，
M の4バイトストア命令ST2， 76 (0， 13)を実行する際に，アドレス対応表の検査を行う こ
とにすると，以下のようなSPARC命令列となる.なお，アドレス対応表は， Mの主記憶2ノA





むld 1.oO，1.g3，1.00 本来の SPARC命令列
st 1.12， [1.g4+目。OJ: 
add 1.g2，4，1.g2 
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sll %00，1，%01 :アドレスを lbitシフト
add %g5，%01，%02 :対応表の先頭に加算
1d [%02J，%03 :上位 2バイトに対する
subcc %03，0，%gO : 対応表がo以外なら
tnz SELFMODIFY : 自己変更有り
1d [%02+4J，%03:下位 2バイトに対する
subcc %03，0，%gO : 対応表が0以外なら
tnz SELFMODIFY : 自己変更有り





て，平均して 8命令分だけ SPARC命令が増加すると仮定した場合， M命令を 1命令実行する
のに要する平均SPARC命令数は，以下のようになる.なお，自己変更を検出しない場合の平
均 SPARC命令数を Sとする.
平均命令数=s x0.9 + (S + 8) x 0.1 ( 4.1) 
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4.7 各種プログラムを用いた性能評価
本節では，最大3命令を同時実行可能なスーパスカラ・プロセッサである SuperSPARC (ク








命令数， (c)は (b)のうち SPARC命令への変換を要した M命令数 (d)はエミュレートのた
めに走行した全SPARC命令数である.
命令数の比 (djb)から， M命令を 1命令エミュレートするのに，平均して SPARC命令が
約 10命令走行することがわかる.これには 条件分岐命令などが前述の brk:部分を走行する
のに要した命令数も含まれる.
SPARC-CPIは， SPARC命令を 1命令実行するのに要する平均サイクル数である.ところ







さて，ここで， M命令を 1命令変換するのに要する平均時間を (X)，対応する変換後SPARC
命令列を実行するのに要する平均時間を (y)とする.以下では， M命令列を (b)個実行する
場合を考える.
SPARC命令を蓄積する場合 変換を要した M命令数 (c)を用いると，実行に要する総時
間は，以下のように表現できる.
実行に要する総時間 α=XXc+YXb ( 4.2) 
一方， SPARC命令を蓄積しない場合，実行に要する総時間は，以下のように表現できる.





M実行命令数 (b) 9.6Mstep 24Mstep 
変換を要した M命令数(c) 1159step 3228step 
再利用率((b-c)/b) 99.99% 99.99% 
SPARC実行命令数(d) 94Mstep 223Mstep 
命令数の比 (d/b) 9.8倍 9.3倍
SPARC申CPI(aX 60MHz/d) 0.83 0.78 
M-MIPS値 (b/a) 7.4MIPS 8.3MIPS 




ミスアラ インのオーバヘッド (f) 0.00% 0.00% 
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実行に要する総時間e==XXb+YXb ( 4.3) 




























































プ中の M命令列には， BC命令 :LA命令:AL命令を 1: 1 : 6の比で用いており， 1個の M
命令あたり，平均13個の SPARC命令に変換される.このうち実際に実行される SPARC命令
は平均 10命令である.
この場合， 200個のM命令列からなるループは2600個の SPARC命令 (命令サイズは 10K





















o 5000 10000 1500020000 25000 3000035000 40000 45000 
非 ofM instructions 
図 4.6:命令ワーキングセットと性能の関係
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(命令サイズは 26Kバイト)から成るループとなる.SuperSPARCの1次命令キャッシュ容量
は20Kバイトであるので， M命令委丸約 380を境界として 1次命令キャッシユミスの影響が出は
じめ， M命令数の増加にしたがって約 3.5MIPSに性能が低下する.M命令数が 15000(変換
後SPARC命令数は約 195000，命令サイズは 780Kバイト)を超えるあたりからは，容量 1M
バイトの 2次キャッシュにおいてもキャッシュミスが発生しはじめ，性能は 1MIPS程度に漸近
する.
表4.1および表 4.2に示すように， 1，2次キャッシュミス回数/M命令が， 1/0ジョブ (0.88，
0.14) > Dhrystone-2.1 (0.52， 0.048) > Stanford-integer (0.17， 0.012)の順に多くなって
いる.M命令あたり， SPARCのロード/ストア命令は， 1個あるかないか程度の低い頻度でし
か出現しないため， M命令あたり 0.88---0.17という高い 1次キャッシュミス回数の大部分は，
命令キャッシュミスで占められると考えることができる.
以上のことから，表4.1に示すように， Dhrystone-2.1およびStanford-integerにおける命令
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は変わらないけれども，ミスペナルテ ィの影響が薄ま って見える.このため，SPARCのオペ
ランドキャッシュに関して性能上の大きな問題が生じることはないと言える.
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