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ABSTRACT
Bounds are derived to the reliability of communication that can
be achieved with a class of Binary Symmetric Channels which possess
infinite memory. These idealized communication channels are binary
input-binary output channels with additive, modulo two, channel noise.
The channels are specified by a finite-state Markov chain and a many
to one transformation of Markov states into binary channel noise
symbols.
The analysis is predicated upon the assumption that the channel
is used in conjunction with a block code and a block decoding procedure.
Sequential encoding and decoding is not considered. The derivation
yields upper and lower bounds to the reliability of communication E(R);
E(R) = - lim f[n-1 P(eifJ
n o.c-0
where n is the code length, P(e) is the probability of a decoding error
and R is the information rate of the code. For a particular subclass
of channels, the reliability bounds are equal, and hence equal the
reliability E(R), for information rates exceeding a critical rate. However,
in general, the bounds differ for all rates and the reliability, E(R) has
only been determined as the limit of a sequence of bounds.
The reliability bounds possess many of the functional properties
previously established for memoryless channels. However, one
significant difference is that, for the channels considered here, the
reliability is a discontinuous function of the Markov chain transition
probabilities. That is, incremental changes in these probabilities may
cause significant changes in E(R). Finally we bound the reliability that
can be achieved by the use of some relatively simple nonmaximum-
likelihood decoding procedures.
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CHAPTER I
The Channel Model
The theoretical possibility of achieving highly re-
liable communication by means of coding has been amply
demonstrated for memoryless channels. Moreover, with the
advent of relatively simple encoding and decoding procedures,
this possibility is becoming an accomplished fact.
There are, however, many communications channels of
practical interest that are not memoryless. That is, the chan-
nel output at any given time is statistically dependent upon
past and future inputs and outputs. Thus, for example, tele-
phone lines with impulse noise, and almost all fading radio
communications channels, possess memory to some extent -- a
fact clearly demonstrated by the measurements made on various
telephone circuits 1,2,3 and radio teletype systems. 4
It is clear that, in some instances,the effects of chan-
nel memory will be negligible. That is, the encoding and de-
coding techniques developed for memoryless channels can be em-
ployed to achieve a reliability of communication that differs
only slightly from that which could be achieved if the channel
were, in fact, memoryless. However, for many channels, it
is difficult to ascertain whether or not the effects of memory
are negligible. Consequently, the application of memory-
less techniques may yield a resulting reliability of com-
munications which differs markedly from the reliability
that would result if the channel were memoryless.
Moreover, if the channel does possess memory, it may be
possible to achieve a reliability of communication which is
significantly greater than the reliability that would be pre-
dicted subject to the assumption that the channel were mem-
oryless. That is, it may be possible to exploit the channel
memory in the specification of the encoding and decoding pro-
cedure.
The objective of this investigation is to provide some
quantitative estimates for the magnitude of the effects just
described. The topics of primary concern are: the degree to
which channel memory can be exploited to increase the reliabi-
lity of communication and the degree to which the reliability
deteriorates when the memory is not fully exploited - either
because of incomplete knowledge of the channel, or because of
a desire to reduce equipment requirements.
It is clear that a general study of these topics would
be exceedingly difficult. We can, however, gain some insight
into the effects of channel memory by restricting the investi-
gations to a simple frame of reference. Specifically, the in-
vestigation of this thesis has been restricted to a class of
binary symmetric channels with memory. Briefly stated, these
m
are binary input-output channels with additive (modulo two)
channel noise: the channel input consists of sequences u
of binary symbols 0 and 1, as does the channel output v, and
v = u w
where w is the channel noise sequence.
The sequences u, I and w may be of any length; for ex-
ample u may represent a code word of n binary symbols. How-
ever, in general, it will be assumed that they are segments
of longer sequences, or processes, which exist for all time.
Thus as illustrated schematically in Figure 1, the channel may
be envisaged as consisting of a binary noise process which is
added digit by digit (modulo two) to the channel input process
to produce the output.
WIU
Figure I: Binary Symmetric Channel
The description of the channel is not complete without a
specification of the noise statistics. From a mathematical
standpoint, one has a great freedom in the choice of these
statistics. At the one extreme there is the (mathematically
tractable) memoryless binary symmetric channel, which may be
specified by a single parameter. At the other extreme is the
(mathematically intractable) channel which can only be spec-
ified by stating the probability of each noise sequence.
Conversely, if a given channel were known to be of the form
of Figure I, an unlimited variety of channel noise processes
could underlie the observed phenomena. For a given channel
it may even be difficult, if not impossible, to determine the
statistical properties of the noise -- in fact a meaningful
statistical description may not exist.
Thus it would appear that, in the last analysis, the spec-
ification of the noise statistics must be predicated upon one
of two objectives. On the one hand the statistics may be
chosen to model some particular physical channel. On the other
hand, the statistics, or family of statistics, may be chosen to
reflect an attribute which is exhibited by many physical chan-
nels. In this thesis, the choice of channel noise statistics,
and the restriction to binary symmetric channels, has been guided
by the latter of these considerations.
Specifically, we assume the channel noise is generated by
a finite-state Markov chain whose states have been classified
as O-states and 1-states. That is, whenever the Markov chain
is in a O-state, the noise symbol 0 is generated and when-
ever the chain is in a 1-state a noise symbol 1 is generated.
The resulting noise process will in general exhibit stat-
istical dependencies between noise digits. In particular,
it can be shown that the correlation between any two noise
symbols in the process will tend either to a constant or to
a periodic function as the separation between the symbols be-
comes large. Moreover, the noise sequence will not, in gen-
eral, be Markovian. That is, the conditional probability
that a noise symbol 1 will occur at some particular time t + 1
depends upon the entire past sequence of noise symbols, not
just that which occured at time t.
On the other hand the channel noise statistics, and hence
the channel, are completely specified by the set of initial
state probabilities and state transition probabilities of the
underlying Markov chain; and by a list of the Markov states
that are O-states and 1-states respectively.
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Figure 2: Channel State Diagrams Figure 3: Channel Matrices
Thus the noise process may be described by a state diagram in
the form illustrated in Figure 2.
In this figure s is a starting state included to in-
dicate the initial state probabilities ~ri; the remaining
branch labels indicate the state transition probabilities
Pij. Finally, the encircled symbols 0 and 1 indicate which
Markov states are O-states and which are 1-states. Thus in
Figure 2b the noise symbol 1 is generated whenever the Mar-
kov process is in state E2 whereas a noise symbol 0 is gen-
erated in states E1 and E3.
An alternate and frequently convenient description is
illustrated in Figure 3 (for the channel of Figure 2b) .
There the matrix P is the transition matrix of the underlying
Markov process, and initial state probabilities are given by
the row vector Ir. The row vector T indicates the state clas-
sification; i.e. if the ith component of T is a 0, the noise
symbol 0 is generated when the Markov process is in state i;
whereas if this component is a 1, a noise symbol 1 is generated.
These descriptions suggest the following interpretation
of the channel operation. The Markov states may be regarded
as states occupied by the channel such that whenever the chan-
nel is in a O-state a 0 is added to the channel input to pro-
duce the output (and similarly for a 1-state). The matrix may
then be regarded as the channel state transition matrix, and
Figure 2 may be regarded as the channel state diagram: hence
the terminology finite-state binary symmetric channels.
It should be noted that the labeling El, ... of the chan-
nel states is in fact unnecessary in the graphical des-
cription of a finite-state binary symmetric channel. That
is, the channel is completely specified by the initial
state and transition probabilities, displayed as branch
labels, and by the classification of the states as 0-states
and 1-states. On the other hand, the state labeling must
be introduced before an initial probability vector 1Y and
a transition matrix P may be associated with the channel
state diagram. Since we shall employ both the graphical and
matrix descriptions, the channel states will be labeled as
illustrated in Figure 2. It is to be emphasized, however,
that the statistical properties of the channel are independ-
ent of this labeling.
The preceeding discussion has been confined to a channel
model whose primary virtue is that it retains the essence of
the physical problem of channel memory while being amenable
to analysis. However, the discussion which follows suggests
that this model may also provide a reasonable description of
some physical communication channels.
In modelling a practical system, one rarely possesses de-
tailed knowledge of the relevant noise statistics, but may
well be able to obtain some set of experimentally estimated
parameters, e.g. an empirical distribution of run lengths or
of the number of l's in a given interval. It appears that
these empirical distribution functions are frequently of a
form that can be attributed to a finite-state binary symmetric
channel. For example, this is approximately true of the data
presented in References 1, 2, 3 and 4. This, of course, does
not insure that these channels can be adequately described by
finite-state binary symmetric channels. It does, however, sug-
gest that the model we consider in this investigation is at
least a reasonable first compromise between reality and mat4c-
atlcil expediency.
Finally, it should be noted that the design of an opt-
imum encoder and decoder, for a given binary symmetric channel,
and the performance of the resulting communications system,
ultimately depends only upon the statistical properties of the
channel noise-sequences. The existence of an underlying Markov
process is irrelevant. Thus, although the channels we consider
are specified by a Markov process, the results of the investi-
gation are not limited to these channels. Rather, they are valid
for any binary symmetric channel for which the statistics of the
channel noise sequences can be adequately matched by the corresp-
onding statistics of a finite-state binary symmetric channel. It
is perhaps worth noting in this regard that any set of empirically
determined K - gram noise statistics can be matched by a finite -
state binary symmetric channel with at most 2K-1 states.
CHAPTER II
Coding For Binary Channels
Thus far the discussion has been confined to the math-
ematical model upon which the investigation is predicated.
Let us now consider the communcations problem to which the
investigation is directed.
The problem which concerns us is as follows: We are
given a message source which generates a sequence of binary
symbols at a rate of R symbols per unit time, Rl1. We wish
to reproduce this binary sequence at some distant point. A
communciations medium, or noisy channel, is available which
can be used to transmit one binary symbol per unit time be-
tween these points. We are not certain, a priori, of the mes-
sage sequence that will occur; and because of the uncertainty,
it, in general, impossible to determine the transmitted message
sequence unequiiocally from an observation of the channel out-
put. Occasional errors will result from noise disturbances
that occur in the channel. The frequency of errors in the re-
produced message sequence is then a measure of the communications
reliability.
Two well known techniques for increasing the reliability
are to build a better channel or to transmit fewer message sym-
bols per second, i.e. to reduce R. The potential power of the
second technique (called coding) was not appreciated until C.E.
Shannon 5 announced his Noisy Coding Theorem in 1948.
The mathematical model of a communications system which Shan-
Two fundamental quantities emerged from the analysis of
this model: a number, C, called the channel capacity which is
determined by the channel; and the information rate of the
source which is determined by the probability density over the
set of message sequences. The significance of these quantities
rests in Shannon's Coding Theorem which states that, for a
large class of channels, one can (by means of sufficiently in-
solved coding techniques) communicate as reliably as desired if,
and only if, the information rate of the source is less than
the channel capacity.
In the following paragraphs we will review some of the
results obtained by Shannon and others for memoryless binary sym-
metric channels. These results will be used in the sequel, and
several of them will be extended to include finite-state binary
symmetric channels. We will assume throughout this discussion
that the message source generates a sequence of statistically indep-
endent equiprobably binary symbols. The information rate of the
source is then R bits per unit time where, as before, R is the
number of symbols generated per unit time. Since we have assumed
non used to arrive at this remarkable theorem was a statistical
one. Thus the a priori uncertainty as to what message sequence
would occur was described by a probability density over the set
of possible input sequences. Similarly, the noise introduced
by the channel was described by the conditional probability
that any particular channel output would result from a given
channel input.
-~--~-
the channel can transmit one symbol per unit time, the infor-
mation rate of the source in bits per channel symbol is also
equal to R.
2.1 Memoryless Binary Symmetric Channels
In Figure 2a if 2 and P22 both equal p, the channel re-
duces to a memoryless binary symmetric channel with crossover
probability p. Let us assume, for the moment, that each input
symbol to such a channel corresponds to one message symbol.
That is, the information rate of the message source is one bit
per channel symbol.
When the channel is used in the aforementioned manner,
the message sequence clearly cannot be uniquely determined from
the channel output sequence. In fact, on the average, a fraction
p of the output symbols will differ from the corresponding inputs
and, for the given channel and information rate, the resulting error
rate cannot be reduced. This conclusion is in full accord with
the negative part of Shannon's theorem which states that the cap-
acity of the channel is
C = 1 + p log 2 p + (l-p) log 2 (l-p) bits/channel symbol (1)
clearly, C is less than unity for 0 ( p < 1, and hence is less
than the information transmission rate considered.
.On the other hand,let us assume that the source rate, R,
is less than C. If we are to use the channel once per unit time,
11
we must transform, or encode, the message sequence containing
R symbols per unit time into a sequence of channel symbols con-
taining one symbol per unit time. Then, to recover the message
sequence we must decide which message sequence was responsible
for the observed output. That is we must decode the channel
output. We will assume here that our objective is to reproduce
the message sequence in its entirety; an error occurs whenever
the decoded sequence differs from the original message sequence.
A useful measure of the reliability of communication is then
the probability that such an error will occur.
The positive part of Shannon's theorem states that if R is
less than C (as given by Eq. 1) it is possible to transmit the
message sequence over the channel in such a manner that it can
be recovered from the channel output with an arbitrarily small
probability of error. In particular this can be achieved by
encoding successive blocks of nR message symbols into blocks
of n channel symbols, provided that n is chosen to be sufficiently
large.
Message Sequence Code Word
00 10011100
01 00100101
10 01001010
11 11010011
Figure 4: Code Book
Block Codes
The block encoding procedure just referred to can be im-
plemented by the use of a code book of the form illustrated in
Figure 4 (for R equal ¼ and n equal 8). For this particular
code the message sequence is segmented into successive blocks
of two binary symbols and each such block is encoded as indicated
by the code book. For example, whenever the message sequence
01 occurs the code word 00100101 is transmitted over the channel.
At the receiving terminal, the channel output is seg-
mented into successive blocks, or words, of 8 symbols, each synch-
ronous with the corresponding input word. The output words are
then decoded by a maximum liklihood procedure to ascertain the
transmitted message sequence. That is, each output word is de-
coded as that message which has the greatest probability of pro-
ducing the observed output. For the memoryless binary symmetric
channel in question, this decoding procedure is equivalent to de-
coding each received work as the message whose code word differs
from it in the fewest number of digits e.g. the received sequence
11001010 would be decoded as the message sequence 10.
It will be noted that each received word is decoded in-
dependently of all other words. However, since the channel is
memoryless and successive transmitted words are statistically in-
dependent, the performance cannot be further improved by con-
ditioning the decoding of a particular received word upon other
output words. Therefore the performance of the complete com-
munications system consisting of source, encoder, channel, and de-
coder can be described in terms of the information transmission
rate R, code length n, and probability of a block decoding error P(e).
The Noisy Coding Theorem asserts that an encoder and decoder
exist such that P(e) can be made arbitrarily small by choosing
n sufficiently large, provided that R is less than the channel
capacity C.
The statement of the Noisy Coding Theorem stimulated an
extensive investigation of the quantitative dependence of the
minimum attainable value of P(e) upon R and n. Shannon6 and P.
Elias7 obtained a lower bound to minimum attainable probability
of error, as a function of the source rate, for block codes of
length n used in conjunction with memoryless binary symmetric
channels.
They further demonstrated that the average value of P(e)
over the set of all codes of length n, each decoded by a max-
imum liklihood procedure, essentially attains this bound for
rates greater than some critical value, Rcrit. Therefore, at
least one code exists with the same properties. Moreover, they
found that the probability of error can be made to approach zero
exponentially with the code length, n, for all source rates less
than the channel capacity.
The feasibility of using long, randomly selected, block
codes to achieve a small probability of error is limited by the
complexity of implementing the encoding and decoding procedures.
The difficulty arises because the specification of an arbitrary
code of rate R and length n requires a code book with 2nR entries,
each consisting of a binary code word of length n. Since the
_~
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code book must be available in some form to both the encoder
and decoder, the storage problem becomes overwhelming when n
is large.
Group Codes
The encoding problem has been simplified by the work of
D. Slepian8 and of Elias7 . It can be shown that some highly
structured classes of codes exist which lead to relatively
simple encoding procedures, and yielding the same upper bound
to the minimum attainable probability of error as was prev-
iously obtained for the set of all codes. In particular, this
is true for group codes; i.e. codes which can be generated
by considering all possible linear combinations of a given set
of k words (treated as binary vectors) .
A group code can be represented in the generator matrix
form illustrated in Figure 5 (for length 8 and rate ½). In the
figure, each row of the matrix represents a basis vector of
the code; the code is thus the row space of the matrix. In
general, the generator matrix G of a group code of rate k/n
will consist of k binary row vectors ~geach of length n. It
will be noted that the matrix description of a group code re-
quires that only nR code words be stored rather than the 2nR
required for an arbitrary code.
* The algebraic properties of group codes have been discussed
by D. Slepian 8 and W.W. Peterson9 .
The encoding procedure can be implemented with relative
k3se. Since there are 2 words in the code, each message to
n encoded can be represented by a binary vector of length k.
C we denote any such
10001101
11010011
01100100
00111010
Figure 5: Generator Matrix,
`1000i 1011
0100' 0100
I
0010 1110
L00011001
Group Code
Generator Matrix, Parity Check Code
1000' bS4
0100 b5
00101 b
00011b 7
b3 b 2 bl
b4 b3 b2
b
5
b6
b
b 5
Figure 7: Generator Matrix, Sliding Parity Check
Symbol Code.
essage by a vector x with elements xl,..., xk one means of
ncoding is to assign the code word
k
u =>
i=l
xi gi
o the message represented by x, where the sum is modulo two.
16
Figure
L00011 1001.
!r-
In matrix notation,
u=x G
where G is the generator matrix of the code.
It has further been shown by Elias7 that there are sub-
classes of group codes which require the storage of even less
data for encoding. Moreover, these sub-classes contain codes
for which the probability of decoding error is no greater than
the upper bound to P(e) previously found for the class of all
codes. Two examples which will be considered in this thesis
are the row-reduced echelon group codes, or parity check codes,
and the set of sliding parity check codes.
The generator matrix for a parity check code takes the
form illustrated in Figure 6, for a rate I code of length 8. In
general, the generator matrix of a parity check code of length
n and rate k/n may be expressed in the partitioned form
where Ik denotes a k by k identity matrix and P is a k by n - k
parity check matrix. The specification of such a code thus re-
duces to the specification of the k by n - k matrix P. The fur-
ther restriction imposed on the set of sliding parity check
codes is that the matrix P assumes the special form illustrated
in Figure 7, and hence is specified by the single binary seq-
uence of length bI , ... , bn - 1i The encoding procedure for
a sliding parity check symbol code is especially simple, and
17
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can be instrumented by a shift register with n-1 stages and
some modulo two adders. A discussion of the encoding pro-
codure for sliding parity check codes has been given by Elias 7
and R.M. Fano1 0
Sequential Decoding
The preceeding discusssion indicates that the problem of
message encoding can be reduced to a manageable form without
incurring an increase in the probability of a decoding error.
Roughly stated, the complexity of the encoder need increase
only linearly with the code length. However, the decoding pro-
blem remains. It is true that a code book of 2nR code words
is no longer required by the decoder -- it is sufficient to
provide it with a means of generating the code, e.g., the par-
ity check matrix for a parity check code. However, this only
serves to replace an unwieldy decoder storage problem by an
unwieldy computation problem. For, if brute-force maximum
liklihood decoding is used, the decoder must generate each of
the 2nR words in the code and compare it with the received
word. Thus the decoder complexity (measured by required stor-
age or computations per decoding operation) still increases
roughly exponentially with code length.
A means of reducing the complexity of the decoder was de-
veloped by J.M. Wozeneraft11 . He considered the class of con-
volutional codes and introduced a sequential decoding procedure
which exhibits the same exponential behavior of the error prob-
* Fano refers to these as convolution codes, a name we will re-
serve for the tree-structure codes introduced by Elias.
ability as do block codes while resulting in a decoder com-
plexity that increases as a fractional power of the code length --
at least for rates less than a value denoted as Rcomp. The
encoding and decoding procedures introduced by Wozencraft differ
markedly from the block encoding and decoding procedures des-
cribed thus far and we shall not discuss them here.
2.2 Channels with Memory
The aforementioned results obtained for memoryless binary
symmetric channels have proved quite useful -- both as specific
results for the channel considered and as guides to the use and
analysis of more general channels. For example, Shannon 12, 13
and Fano14 have obtained bounds on the minimum attainable prob-
ability of error for the class of finite symbol time-discrete
memoryless channels. Similarly, the sequential decoding pro-
cedures of Wozencraft have been extended to the time discrete
memoryless channel by B. Reiffen ll, and R.G. Gallager1 5 has
devised another relatively simple decoding procedure.
There are, however, physical channels of interest which
are not memoryless, e.g., telephone lines with impulse noise and
almost all fading radio communications channels. In many cases
such channels can be treated as memoryless channels by interlacing,
or scrambling, the digits of a long sequence of code words. This
i6technique, which has been described by Elias, can be used to obtain
approximate statistical independence between the channel noise sym-
bols which affect successive digits of a particular code word. Thus,
after unscrambling the channel output, a given received word may
be decoded as though the channel were memoryless. The effect of
19
this procedure is to circumvent the effects of channel memory.
That is, the channel is used in such a manner that the results
and techniques developed for memoryless channels can be applied,
but in the process one foregoes the opportunity to exploit any
available statistical knowledge of the memory. Clearly, for a
given code it should be possible to improve the reliability of
communication by exploiting rather than destroying this memory.
On the other hand it is by no means clear how much improvement
can be achieved, how heavily the theoretical improvement depends
upon detailed knowledge of the channel statistics, and whether
or not the improvement is worthwhile in terms of increased de-
coder complexity. It is to these questions that this thesis is
addressed.
It appears that previous studies of channels with memory
have been primarily concerned with proofs of the Noisy Coding
Theorem - that is, with the existence of a channel capacity C
such that the probability of a decoding error, P(e), can be made
to vanish if, and only if, the source rate R is less than C. In
this connection Shannon13 has considered a class of finite state
channels for which the sequence of channel states can be deter-
mined from either the channel input sequence or channel output
sequence.
Other investigations include the work of Gallager17
D. Blackwell, L. Brieman and A.J. Thomasionl8, and J. Wolfowitz1 9
They have considered a class of channels which, like Shannon's,
can be described by a set of states, but unlike Shannon's, the
sequence of channel states is dependent upon an underlying Mar-
kov process as well as upon the channel input. For these chan-
20
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P(e) < -m
This investigation differs from those just described
in that we seek quantitative results which relate the minimum
attainable probability of error to the code length and rate.
In short, a development analagous to that existent for memory-
less binary symmetric channels is desired. It is to achieve
this end that the investigation has been restricted to the class
of finite-state binary symmetric channels.
The concepts with which we will be concerned in the course
of the investigation are, for the most part, those encountered
in the analysis of the memoryless binary symmetric channel. There
is, however, one exception that requires some clarification--
the nature of the decoders to be considered. First, however, we
will dispose of a minor question and introduce some notation.
We have observed that for memoryless channels the word
received at any particular time was statistically independent
of all other received words, and therefore it could be decoded
independently of them. For the channels considered here this is
no longer true. That is, the state of the channel at the beg-
inning of a given word is dependent upon, and can be partially
estimated from, the past sequence of channel output symbols.
nels they have proved the Noisy Coding Theorem and more
recently, Blackwel ohas proved that the probability of error
varies exponentially with the code length n. The latter the-
orem is of an existence form, i.e., given any positive E there
exists a positive J, independent of the code length n, such
that if R is less than C -
Thus in prihciple maximum likelihood decoding requires that the
decoding procedure be a function of the past channel output
words.
On the other hand we will find that, for finite-state
binary symmetric channels, the statistical certainty with which
we know the channel state at the beginning of a word is of sec-
ondary importance when the coding constraint length n is suf-
ficiently large. More precisely, experimental behavior of the
probability of decoding a particular output word incorrectly is
independent of our estimate of the initial channel state. There-
fore for purposes of decoding, we may for large n consider each
channel output word independently of all others.
Of course, we have not yet included the possibility that
the probability of decoding a particular word incorrectly is
strongly dependent upon the actual channel state at the beginning
of the word. If this were true the sequence of decoding errors
would, in general, be a dependent set of events. However we will
find for most of the channels considered here, that the actual
state at the beginning of a word exerts a secondary effect upon
the probability of error. Hence, the probability of decoding
any received word incorrectly is only weakly dependent upon words
previously in error. Therefore we may, and will, confine our
analysis to channel input and output sequences which consist of
a single word rather than a sequence of words. The notation we
will use for these sequences is described in the following par-
agraph.
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We will consistently use u to denote an (unspecified)
code word, w to denote the channel noise sequence which is
added to u, and v to denote the resulting channel output, i.e.
v = u G w
The set of code words comprising a particular code will be de-
noted by ul, u2, .. -M where u is the code word used to re-
present the ith message and M equals enR where n is the code
length and R the information rate in natural units (nats) per
channel symbol.* Finally, the probability of any given channel
noise sequence w will be denoted by p(w).
2.3 Minimum Distance Decoding
It was pointed out in Section 2.1 that the derivation of
the upper bound for the minimum attainable probability of a de-
coding error for memoryless channels was predicated upon max-
imum likelihood decoding. For a binary symmetric channel such
a maximum likelihood decoding algorithm can be stated as:
Decode v as that code word u which maximizes I-:
p(u G v)
* Although the rate in bits is intuitively more appealing,the
analysis we present is simplified somewhat by using natural
units. That is
R = nK nats/symbol
where In denotes the natural logarithm
** If several code words yield the same (maximum)value the de-
coder chooses that word with the lowest index.
An equivalent decoding procedure, which is convenient for pur-
poses of analysis and instrumentation, is: decode v as that
code word u which minimizes the distance
D(u 9 v)
where
D(') = -in p()
The implementation of maximum likelihood decoding requires
a knowledge of the probabilities p(w) of the channel noise
sequence. In particular for a finite-state binary symmetric
channel the channel state transition probabilities and clas-
sification of states as O-states and 1-states must be known.
On the other hand, even if a physical communications chan-
nel were a finite-state binary symmetric channel, one would
rarely know the channel state transition probabilities exactly--
and frequently the number of channel states would be in doubt.
Therefore, in application, the decoder used with a given chan-
nel will not, in general, be able to perform maximum likli-
hood decoding. Thus, one is interested not only in the minimum
attainable probability of error, given full knowledge of the
channel - but also the probability of error that results when
other than a maximum likelihood decoding procedure is used.
Another reason for considering non-maximum likelihood de-
coders is that of equipment simplicity. Even if the channel
parameters were known precisely it might be advantageous to use
other than maximum likelihood decoding in order to reduce equip-
ment requirements. Thus, for example, it is natural to ask: For
a given rate and required probability of error, what code length
is required for a given channel if
I) the channel is decoded by a maximum likeli-
hood algorithm.
2) the channel is decoded as though it were a
memoryless channel.
3) the channel is reduced to a memoryless one
by interlacing
In order to investigate these and other related questions
we will consider a class of minimum distance decoders. Such
a decoder is specified by a scaler-valued distance function,
D(.), defined upon the set of binary sequences of length n,
where n is the length of code employed. The decoding pro-
cedure consists of computing, for the received sequence v and
each code word, ui,Lt..,M, the distance
D(u. @ v)
-- 1
The output fis then decoded as that message i for which the
distance is a minimum.
For the moment we need not concern ourselves with the de-
tailed specification of the distance function D(*). It suf-
fices to state that the functions we will eventually consider
represent a compromise between two conflicting factors. First
* For a given (, if several code words yield the same (minimum)
distance, the decoding procedure must be further specified.
However, the bounding techniques to be employed are valid re-
gardless of the means by which the specification is completed.
2.4 Program of the Thesis
Having described the channel and channel decoders, we are
ready to proceed. The organization of the thesis follows the
pattern we have already used in presenting our review of earlier
work on memoryless binary symmetric channels.
In Chapter III, random coding and sphere packing arguments
will be used to formulate bounds on the minimum attainable prob-
ability of error over the set of all block codes of length n and
rate R. The lower bound will be valid for all codes and decoders,
whereas the upper bound will be a function of the distance fun-
ction employed. In Chapter IV we develop some Chernov bounds
that are required and in Chapter V the first theorems comprising
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we would ideally like to include maximum liklihood decoders
in our analysis. That is, for a channel described by the noise
sequence probabilities p(w), we would wish to consider the dis-
tance functions defined by the expression
D(') = -ln p(.)
Unfortunately we have, in general, been unable to obtain simple
bounds for the probability of error that results when maximum
liklihood decoding is employed. Therefore,we will consider in-
stead a class of distance functions which yield maximum likli-
hood decoding for some channels and which may also be used to
approximate maximum liklihood decoding for any finite-state
binary symmetric channel. These distance functions also lead
to some relatively simple and interesting non-maximum liklihood
decoders which are amenable to analysis.
upper and lower bounds on the minimum attainable probability
of error are presented.
The bounds of Chapter V are applicable to channels which
possess the two following properties. First, the Markov chain
which underlies the channel is irreducible; and second, the
number of (positive probability) state sequences that generate
any given channel noise sequence is not an exponentially in-
creasing function of n. The bounds for these channels, which
we shall call irreducible Type I channels, are of the form
KI (n)e
-nE (R)
U -nE (R)
P(e) K2 (n)(2 L (2)
where K (n) and K (n) are slowly varying functions of n and E (R)
and E (R) are functions of the rate R and channel parameters.*
L
The dependence of EL(R) and EU(R) upon R is of the form il-
lustrated by Figure 8. When R equals the channel capacity, C,
EL(R) and EU(R) are both equal to zero as are their derivatives
with respect to R. As R is reduced from C, EL(R) and EU(R) in-
crease, but remain equal, and their derivatives with respect to
R decrease monotonically attaining a value -1 at a value of R
defined as Rcrit . For R less than Rcrit, the EL(R) curve has
crit' critL
slope -1, while the slope of the EU(R) curve continues to de-
crease approaching minus infinity as R approaches a value of I.
If there is a non-zero probability of occurrence associated with
each of the 2n conceivable channel noise sequences, Iowill be zero;
however, if some noise sequence cannot occur Io may be positive.
: The functions E (R) and EL(R) will frequently be referred to as
bounds on the ruliability of communication.
- --
It will be noted that the bounds of Eq. 2 and Figure 8 are
identical in form to those obtained by Fanol4 , for the general
discrete memoryless channel. However, it does not follow that
the probability of error given by Eq. 2 and Figure 8 can be ach-
ieved without exploiting the channel memory; in general it can-
not be.
E(R)
EU(R)
crit
Figure 8: Reliability Bounds: Type I Irreducible Channels
% 0<C
EL(R)
Figure 9: Reliability Bounds;Type I Reducible Channel, -fnc4l 1
.- vz,
r M
Figure 10: Reliability Bounds; Type I Reducible Channel, multiple
closed sets.
R
Figure 11: Reliability Bounds; Type I Reducible channel, multiple
closed sets
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In Chapter VI we consider channels that differ from Type
I irreducible channels in that the underlying Markov chain is
reducible. For such channels, which we call reducible Type
I channels, we obtain upper and lower bounds for the minimum
attainable probability of a decoding error. These bounds are
again of the form given by Eq. 2, but the reliability bounds
EU(R) and EL(R) exhibit several characteristics that are not
found in irreducible Type I channels. Some of these properties
are illustrated in Figure 9, 10 and 11. As indicated by Fig-
ure 9, the probability of error which can be achieved with a
reducible Type I channel is not, in general, determined by the
closed subchains of the underlying Markov chain.
In Chapter VII we consider finite-state binary symmetric
channels that are not of Type I. These channels are charact-
erized by the fact that the number of state sequences which gen-
erate a given channel noise sequence increases exponentially with
the length of the sequence. The bounds to the minimum attainable
probability of error for these channels are in general weaker
than the corresponding bounds for Type I channels. The essen-
tial difficulty in obtaining tight bounds is that a simple ex-
pression has not been found for the probability of a particular
noise sequence. Therefore, although the sphere packing and ran-
dom coding bounds can be formulated for the channel, the solu-
tion cannot be completed without further approximation and a
consequent deterioration of the bounds. The bounds which result
from these approximations are, however, of the.form of Eq. 2.
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as bounds for the error probability
1 some non-maximum likelihood decoding
E we comment briefly upon some of
and experimental extensions of the
Lon, we summarize some of the pract-
results obtained.
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Random Coding and Sphere Packing
Consider an arbitrary block code, U, of length n and rate R
and let P(e/U) denote the decoding error probability that re-
sults when this code is used with a given channel and minimum
distance decoder. In this chapter we begin the derivation of
upper and lower bounds for the minimum attainable value of
P(e/U). That is, we seek functional bounds on the minimum value
of P(e/U), over the set of all block codes of length n and rate
R. In subsequent chapters we will combine the results of this
chapter and of Chapter IV to obtain our final bounds.
Throughout the discussion we will assume that all code words
are transmitted with equal probability. Thus the information
rate R in nats per channel symbol is
R = In M
n
where M is the number of words in the code.
3.1 Random Coding Bound
To obtain an upper bound for P(e/U) we will employ the random
coding argument used extensively in the analysis of memoryless
channels 13, 14. Thus, we regard P(e/U) as a function of a ran-
dom variable U, described by a probability density P(U), and
consider the average, Y(e), of P(e/U) with respect to P(U).
That is
T(e) =
all U
P(U) P(e/U)
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(1)
CHAPTER III
Specifically, we will be concerned with this average when P(U)
is a uniform density over a set C of codes.
We are interested in a uniform density for two reasons.
First, when P(U) is a uniform density, a relatively simple upper
bound can be found for T(e), and second, the resulting bound
on T (e) provides a bound on the minimum attainable value of
P(e/U). In particular we observe (following Shannon) that, if
P(U) is a uniform density over C, then there is at least one code
in the set for which P(e/U) does not exceed 7(e), and therefore
certainly does not exceed any upper bound to T(e). Moreover, at
least a fraction 1-A of the codes in the set C have a probability
of error which is less than 1 T(e). Thus, if a code is chosen
A
in a random manner such that all codes in C are selected with
equal probability, the code obtained will, with probability at
least 0.9,have an error probability which does not exceed 10 r(e).
To obtain an upper bound on T(e), Eq. 1 will be reduced in the
following paragraphs, to an inequality which involves the tails
of probability distribution functions.
A Bound for r(e)
Consider a code U of M code words u , ... u m each of length n.
We first seek an expression for P(e/U) when the code U is used in
conjunction with a given channel and a minimum distance decoder
specified by a distance function D(.).
If follows from the definition of minimum distance decoding
that a decoding error will occur if the channel noise sequence,
w and transmitted word ui are such that
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D(u
. 
G u ( w) I D(w)
f1
for one or more code words u., j = l,..,M.
J
That is, an error
occurs whenever the distance from the received word, ui ( w
to u. exceeds the distance from the received word to some other
-1
code word, u .
-J
If the received word is equidistant from u. and several
-1i
other code words, an error may or may not occur, depending upon
the manner in which such ambiguities are resolved by the de-
coder. However we will assume conservatively that such ambig-
uities always result in errors. Thus the probability, P(e/U,ui ),
of a decoding error when ui is transmitted, does not exceed the
probability that a noise sequence w occurs such that
D(u $ u w) D (w)i -
for one or more uj, j = 1, ... , M, j? i. That is
P(e/U, ui ) EPrw [(ui@uj @ w) -D(w) for any jii/U,ui] (2)
Moreover, since all words in the code are transmitted equiprob-
ably, the probability of error for the code U satisfies the in-
(3)
equality M
P(e/U) Pr[ D(ui@u.®jw) - D (w ) f or some j # i/U]
i=l
At this point it is convenient to alter our notation. Spec-
ifically, we will express the probability of a code U directly
in terms of the code words that comprise U. Thus
P(U) = P(21 ,'., uam)
Henceforth we will use subscripts in probability expressions
to denote the space upon which the probability is defined. Also
the stroke / will be used to separate the statement of the event
in question from the statement of the conditioning - if any.
____
7
(ordered) set of words
)ility of error for a code
i will be denoted by
Equation 1 becomes
u m ) P(e/u. . U m )
ct of the space of all binary
becomes
D(u (Du ew)w )&s~some
S-1 -j
ý obtain
M
P(e) l U(M)
i = 1 U(M)
(q)
u) Prw D(u. O u. ) D ( iw)G.1
-M m w 1 -3
over U(M) appearing in Equation 4
quence w and set of words
(5)
lity may be expressed in the form
u. j w) "f D(w) for some j 7 i1
~u]j i/u., . . . -1i- m
An equivalent expression is
M
P(e) -L p(w)
i=l W
Pru(M) ID(ui G u 0 w) (6)
D(w) for some j
where W denotes the set of all channel noise sequences, p(w) denotes
the probability that the noise sequence w occurs, and
PrU(M) \D(u. CF u.ew) _ D(w) for some j i/_wU (M) 1. 3 fl3
is the probability, given w, that a set of words u, . . . , is1 -M
selected such that Equation 5 is satisfied.
To further simplify the bound of Equation 6 we observe that the
conditional probability appearing in that equation is the
i/w
probability of a compound event4 Therefore, it does not ex-
ceed the sum of probabilities of the individual events, and,
clearly, it does not exceed unity, i.e.
Pr LDSU $ ew)'D(w) s ome - %PrU(M) [D(ui $U w)CD(wc)/w
u(M) / j~i(7a)
(7b)
The trivial bound of Equation 7b is included since the bound of
Equation 7a will exceed unity for large enough values of ]D(w).
Rather than attempting at first to determine which of these
bounds is stronger for a given value of D(w), we will introduce
a parameter B and use the bound of Equation 7a for D(w)6D and
that of Equation 7b for D(w),D. We then obtain from Equations
(6) and (7)
JtiL
The value of D will be optimized later. (8)
For the moment we will confine our attention to the ensemble
of all block codes governed by a uniform probability density.
We will then show in Appendix A that the right member of Equa-
tion 8 assumes the same value over the ensemble of all equi -
probable codes as it does over the ensemble of all equiprobable
group codes, parity check codes, and sliding parity check codes.
Ensemble of Eguiprobable Block Codes
It is clear that the bound of Equation EZ involves the stat-
istical properties of the individual code words u.which com-
prise the code U. Thus it is convenient to specify the prop-
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erties of these words directly and then to verify that the re-
sulting ensemble of codes is, in fact, uniformly distributed.
Specifically, let us assume that the codes are constructed by
choosing each of the M words independently, and with replace-
ment, from the ensemble of all 2n equiprobable binary sequences
of length n. The probability that any particular code is gen-
erated, or selected, is then
2-nM
and hence the codes U are, in fact, uniformly distributed.
Moreover for every i, j, and w, the random event z, defined as
z = u. 9 u. D w
--i -J -
is also uniformly distributed over the set Z of binary sequen-
ces of length n. That is
Pr = 2  2- n = 2-n (9)
u =u - z 9 w
u3J -o
Therefore the conditional probability appearing in Equation 8
is the probability that the uniformly distributed random bin-
ary vector z assumes a "value" such that D(z)4 D(w). That is
P d(r 9i u. w) D (w) = Pr z Dw w (10)U(M) j / -
Combining Equation 10 with Equation 8 and performing the
summation with respect to i, j, and w yields
T (e) Pr\ D(w)- D\ +  (M-1) Prwz \D(z)t D(w ) D~ (11)
Upon further increasing the right member of Equation 11 by sub-
stituting M for M-1 we obtain the inequality
P (e)< Prw D(w)> D> + M Prwz ý D(z)s D(w) DI (12)
For future reference we will summarize our results in a theorem.
M NWINIIINWVOý_ I"
Theorem I
Let P(e/U) denote the probability of a decoding error that
occurs when a block code U and a minimum distance decoder spe-
cified by a distance function D(-), are used in conjuction with
a given binary symmetric channel. The average value, '(e), of
P(e/U) over the ensemble of all equiprobable codes, consisting
of M words each of length n, satisfies the following inequality
T (e) Prw D(w)> D + M Prwz\ D(z)s D(w) D (13)
where
z denotes a random binary sequence of length n, uniformly dis-
tributed over the set Z of all 2n such sequences; w denotes a
channel noise sequence of length n described by a probability
density p(w) over the set w of all such sequences; D is an
arbitrary parameter.
It should be noted that, as stated, the theorem does not re-
quire that the words in a code be transmitted with equal prob-
abilities. The validity of the theorem under this less restri-
ctive condition is readily verified by introducing a non uni-
form distribution into Equation 3 and noting that, by virtue of
Equation 10, Equation 11 is still valid.
Let us next consider the extension of Theorem I to ensembles
of group codes. As indicated in Chapter II the encoding pro-
cedure for a group code is much simpler than that for an arbit-
rary block code. Moreover, it has been shown that)for memory-
less binary symmetric channels used in conjunction with maximum
liklihood decoding, the random coding bound derived for the
I
ensemble of all equiprobable block codes of a given rate and
length is also valid over the ensembles of all equiprobable
group codes, parity check codes, and sliding parity check codes.
We show, similarly, in Appendix A that Equation 12 and hence
Theorem I is also valid for these ensembles of structured codes.
We have now established our basic functional upper bound for
the probability of error that can be achieved with a given chan-
nel and decoder. We have also indicated that there is no in-
crease in the bound to the error probability if we restrict our-
selves to group or parity check codes. Our next objective is to
obtain a lower bound to the probability of a decoding error. The
need for such a bound is clear -- without it we cannot say whether
a large value of T(e) implies that we cannot communicate reliably
or merely that our bounding techniques are weak.
3.2 Sphere Packing Bound
To obtain a lower bound to the minimum attainable prob-
ability of a decoding error we again draw upon the techniques
encountered in the analysis of memoryless channels. Specifically,
a modified sphere packing argument will be employed to obtain
a bound whose validity is independent of the choice of codes, and
decoding procedure.
Clearly, any decoding procedure can be specified by the sets, Vi,
of channel output sequences, v, that are decoded as message i,
i = 1, ... , M. Since the decoding procedure is to be unambiguous
and defined for all channel output sequences, the sets Vi are
disjoint and their union is the set, V, of all channel output
sequences. Furthermore, if N(Vi) denotes the number of seq-
M
uences in the set Vi,
M
N(V) =• :  N(Vi) (14)
i=l
where N(V) is the number of possible channel output sequences.
As before we assume that the channel input consists of one
of M equiprobable code words u1 , "... uH (each of length n)
and that the channel output, v, resulting from an input u is
given by v = u 0 w where w is the channel noise sequence. The
probability that the channel output will be correctly decoded
when ui is transmitted is then the probability that the result-
ing channel output is in the set Vi . That is
P(e/U,i) =~ V. V-.
where p(a) is the probability density over the set, W, of chan-
nel noise sequences. The probability of error for the code is
thus M
P(e/u) = 1 - p(v u i )
or, equivalently
P(e/V) = 1 -
1
M
i=l Wi
p(w)
(15)
where the sets W. contain those N(Vi ) channel noise sequences
which produce a channel output in Vi when the channel input is
Ui"
At this juncture we could apply a sphere packing argument to
Equation 15. It could then be shown that the probability of a
decoding error satisfied the inequality
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1 !,i
P (e/U) Pr D DoD (16a)
for any D such that
MN (D) ý,2n (16b)Z
where p(*)is the probability density of the channel noise
sequences,Do(') = -in p(*).
and N (Do) is the number of binary sequences z of length nZ
for which
D (z)  D.
The difficulty with this approach is that, in general, we
have not been able to obtain useful lower bounds to the right
member of Equation 16a or the left member of Equation 16b. To
circumvent this difficulty we will formulate the sphere pack-
ing bound in terms of an auxiliary distance function.
First we observe that the probability p(w) of the channel
noise sequence w may be expressed as
p(w) = p(E) (17)
Ew
where E denotes a sequence of n Markov states p(E) is the
probability of the state sequence E and Ew is the set of those
Markov sequences that with positive probability produce the
noise sequence w. Upon combining Equation 15 and Equation 17
we obtain M
P(e/U) = 1 - p(E)
i=l Wi  Ew
or M
P(e/U) = 1- 1 -p(E) (18)
i=1 M -
E(i)
)roduce a
Equation
iitted, that
sequence
.ting the
.tter, we
sets E(i)
ds a res-
ties of
*) defined
tire that
c I I n el I
E that occurs with positive probability and that the value be
non negative for all state sequences. The reason for introd-
ucing such a function, will become apparent later.
We first observe that the sum appearing in Equation 18 can
be expressed as
1 1 M
i=l E(i) i=1 E(i) f(E)
We will now derive an upper bound to the right member of Equat-
ion 19 which depends upon the sets E(i) only through the quan-
tity M
If(E)
i=1 E(i)
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To obtain this bound we will employ a technique developed by
R.G. Gallager --
Let tle state sequences be ordered such that
P(EL)
f(E1 )f (_i)
(20a)P(E2)
f(E2)
Further define the function Q(x)of the real variable x as
Q (p) = (Ek
(21b)f (Ek)
where
(21c)
determines k as a function x.
It will be noted that Q(x)is a positive monotone decreasing
function ofx possessing the general form shown in Figure 12.
Moreover, we observe that for any particular i, the sum over
E(i)in Equation 19 may be interpreted as the integral of Q(x)
over some range of x. For example, if E(i)consists of the
sequences E2 and E ,then
p (E _)
E,(i)
f(E1) + f(EE2)x) dx + Q(x) dx
(E1) + f(E2) f(E3 ) (22a)
-- Unpublished
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k-1
i=l
f(Ei)x 4 . f(Ei)
K\
K,
K,
X
X)
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By virtue of Equation 21 and the monotone decreasing prop-
erty of Q(x), we obtain, for this example, the following in-
equality
f(E2) + f(E 4)
(E) P Q(x) dx
E(i)
That is, an upper bound to the summation is obtained by inte-
grating Q(x) over an interval of the x axis whose total length
is identical to that occuring in the integral of Equation 22a,
but with this interval located as near the origin as possible.
In general, for any set A which contains the sequences
ELjý, j = 1, ...,r we obtain
(22b)
A j
L' + 1(A)
Q(x) dx
=1 L (A)
3.+1A
kj-1
where L (A) if(Ei)
i=l
and
L(A) = f(E)
A
(23)
For future reference, it should be noted that Equation 23
becomes an equality if A consists of precisely all those state
sequences for which p(E) e-F
f(E)
(where F is arbitrary).
Equation 23,in conjuction with Equation 19 yields the fpl-
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or
A
L(A)
p (E) •• Q(x)dx
.-- 1
lowing result.
M M L [E(i)]
M (E) M L Q(r) dr (24)
i=1 E(i) i 0O
where L \E(i)i = f(E)
E(i)
Since Q(x) is a positive monotone decreasing function, it
follows that the integrals
,E(i•)
Q(x) dx
are increasing concave (or convex downward)functions of L\E(i)A.
Therefore, by virtue of the properties of concave increasing
functions,we have
1M LJE(i) L
Q(x) Q(x) dx (25a)
i=l o 0
where L is any number satisfying the inequality
M
L (25b)
i=l
In particular, let L be defined, in terms of a new parameter
F as
L = f(Ei)
p(E) e-F (26)
Then,by virtue of the remark following Equation 23, the integral
appearing in Equation 25 becomes
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(27)
us define the function F(E), by the expression
= - in p(E)
f(_E)
combining Equations 24 through 28, we obtain the
termediate result.
E(i)
Specifically
p(E)
F(E)4 F
hat
M
i=1 E(i )
derivation, we will eliminate
(29b)
the dependence
29a and b upon the sets E(i)
f(E)
as reflected by the
(30)
ly, we will overbound this sum by some quantity K
ndependent of the specification of the sets
w that, if
f(E) ;,
L
O E) -F
, let
E)
on
(29a)
f(E)
)6 F
e the
term
I)
(31)
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(28)
ns
then, Equation 29b will be satisfied and hence Equation 29a
will be valid.
To obtain the desired result we first recall from Equation
18 that
a ZI(E) =
i~l Eii
f(E) (32)
-lWj Ew
We next define L to be any upper bound to the quantity
(33)Lf(E)
Ew
That is
Lb f(E) all w
E w
The right member of Equation 32 may then be overestimated as
follows
i=l
I Zf(E)(L kz BV
W. E, a=l W
ZI L F(E)~ LE NJ(ViS
i=l Wi Ew ,
(34)
(35)
where N(Vi) is the number of sequences in W., and also the
number of channel output sequences in the decoding set Vi.
Finally, we recall(Equation 14k)that the sets V are disjoint
and their union is the set of all channel output sequences.
Therefore, the right member of Equation 35 is the number of
or
channel output sequences N(v). Since N(v) clearly does not
exceed 2m we obtain
M
S f(E) L 2n (36)
i=l E(i)
For future reference we will state the result comprised by
Equationsl5, 29, and 36 as a theorem.
Theorem II
Consider a block code of M words each of length n. These
code words are to be transmitted with equal probabilities over
a finite-state binary symmetric channel. We denote the prob-
ability of the channel state sequence E by p(E) and denote by
Ew the set of those positive pmbability state sequences which
generate the channel noise sequence w. Let f(.) be any fun-
ction defined upon the sequences E. We require only that f(-)
be non negative valued and that f(E) be positive if p(E) is pos-
itive.
Regardless of the code and decoding procedure employed the
probability of a decoding error satisfies the inequality
P(e) >, PrE F ( E ) > Fj (37)
provided that
MQE F(E) FA >, 2nL (38
where
F(E) = -ln p(E)
f(E)
PrE F(E)*F1 = p(E) (39a)
F(E)*F
QE F(E) 6 = f (E) (39b)
F (E), F
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qL >, max f(E) (39c)
E
w
Although Theorem II has been stated for finite-state binary
symmetric channels it is valid for any binary symmetric channel.
The validity of this conclusion follows from the fact that, al-
though we assumed the underlying process was Markovian, this
property was not used in the proof. In fact if we define F(E)
by the expression
F(E) = -ln p(E) -In p(w)
Ew
where E is in the set Em the inequalities of Theorem II reduce
to those of Equation 16a and 16b. However, as previously stated,
these latter inequalities have not been amenable to simplification,
whereas the results embodied in Theorem II yield a relatively sim-
ple bound to the minimum attainable probability of error for fin-
ite-state binary symmetric channels.
There is one further result we will require in the sequel. In
some situations we will encounter channels, or more precisely
sub channels, for which the function F(E) of Theorem II assumes
a single value for all those state sequences E that occur with
positive probability. The theorem is of no use in the analysis
of such channels since the left member of Equation 38 will be
positive if, and only if, the right member of Equation 39 is zero.
Thus, the only bound we obtain for P(e) is zero.
The degeneracy of the bound underthe- aforestated conditions
is due in part to the nature of the channel. We can, however,
obtain a somewhat more useful bound to the error probability of
such channels. To arrive at this result we first introduce an
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auxiliary random event A defined upon the set of channel state
sequences. We will defer the specification of this event to
Chapter V. It suffices to say now that it will be chosen so
that at most one positive probability channel state sequence,
included in the event A, will generate any given channel noise
sequence.
We next observe that-for any given channel, code, and de-
coder-the probability of a decoding error P(e/U) is no less
than the probability that both an error and the event A occur.
That is
P(e/U) P(e,A/U) ( 40I
P(e/U) P(e/a,U) P(A)
where P(A) denotes the probability of the event A. Moreover
the probability P(e/A,U7) may be underestimated by the same
technique we employed to arrive at the result of Theorem II
In particular, for any given channel, code, and decoder
we have from Equation 18
M
P(e/A,[) = 1 (E) (41)
i=l E(i)
where we define
E [) = p(E)
p(A7 if E is included the event A (4ýa)
0 otherwise (42b)
and p(E) denotes the probability of the channel state sequence
E.
Therefore M M
P(e/U)>P(A) _I (E)]-P(Af - (E)
i=1 E(i) i=l Wi Ew
where p(E) is given by Equation 42a and b.
It follows from the definition of the event A,that p(E)
is positive for at most one sequence E in any given Ew. Thus
ax I 2(A max p(E))p(e/U)P(A) A) - 2np(a) max p(E)
M i= wi M E
Moreover,we shall assume that p(E)
same value for all these sequences
event A and that also have p(E)>o.
and hence p(E) assume the
E that are included in the
Thus, if p(E) is positive,
it is given by the expression
N(A)
where N(A) is the number of positive probability sequences
in the event A. Therefore,
P(e/U)>P(A)r - 2n
- MN(A)
and we have proved the following corollary.
Corollary 1:
Consider the channel described in Theorem II. Let an event
A be defined upon the state sequences of the channel such
that no two positive probability state sequences are included
in both the event A and also in the same set Ew. We assume
that every positive probability state sequence in A occurs with
the same probability. That is
p(E) P(A)N\(A Y (43)
or p(E) =
for each E in A where P(A) is the probability of the event A
and N(A) is the number of positive probability sequences in the
event. Subject to this assumption, the error probability of the
channel, when used in conjunction with any block code of M messages
each of length n, satisfies the following inequality
P(e) P(A) 1- 2n (44)
At this point we have completed the first part of the derivation
of bounds on the minimum error probability. To reduce these
expressions to a more manageable form we need simple bounds for
the probability distributions appearing in Theorem I and II. That is,
we require bounds for the probability distributions of functions F(-)
defined upon the state sequences of a Markov chain. In fact, the
class of channels and decoding distance functions, D(,), which we can
adequately analyze is determined by the class of functions F(.) for
which we can obtain such bounds. It is to this latter problem that
the next chapter is addressed.
I
CHAPTER IV
Functions of Markov Chains
In this chapter we will be concerned with some random
variables F(E) defined upon the state sequences E, of
some Markov chains.. Our objective is to obtain upper and
lower bounds for the probability distribution functions of these
random variables. That is, we seek bounds for the probabilities
Pr (7E)< nF] = P(nF) (la)
and
Pr[F(E)>inF = 1-P(nF) (lb)
In particular, we desire bounds which for fixed F and in-
creasing n, provide asymptotically correct estimates for the log-
arithms of P(nF) and 1-P(nF). As we shall see later, the
bounds and techniques discussed in this chapter will enable us
to simplify the results of Chapter III.
4.1 Graphs and Matrices
In this section we will introduce a graph which may be used
to determine the statistical properties of the random variables
we consider. This graph, which we shall call a composite graph,
occupies a central position in the derivation of the bounds we
seek. We will also associate with a composite graph a pair of
composite matrices.
The composite graph and matrices are equivalent in the sense
that either may be determined from a knowledge of the other.
I
-- U-
Dssess the same interre-
and matrices introduced in
acause of this equivalence,
ie descriptions. We will
s are of value.
e composite graph and mat-
ription of the Markov chains
ider.
Markov Chains
of states E1 ,...E and is
babilities (Pij) and a set
The defining property of
ty of any given sequence of
(2)
jn
1,..., m. We may also say
obability that the chain will
tate Ei, and rT is the prob-
y be in state Ei.
probabilities of a chain may
pair of matrices iT and P, as
or in the form of a graph, as
Tn the ma~trix renresentation
-L- %J .6 LACL W In he ma rix renresent ion
t th
the i element of the row matrix iT is the initial state prob-
ability TTi and ij element of the matrix P is the transition
probability pij.
In the graphical representation each state E. of the chain
1
is represented by a node labeled with the symbol Ei, and each pos-
itive transition probability, Pij, is displayed on a branch dir-
ected from the node labeled E. to the node labeled E . If a1 j
given Pi. is zero, it is accounted for by omitting the branch
from node Ei to node Ej. The graph also includes a starting
node, labeled s, and each positive initial state probability,
T, is displayed on a branch directed from the starting node to
the node labeled Ei . As before, zero initial state probabilities
ri, are indicated by the absence of a branch directed from the
starting state to the node labeled E
i0.
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Figure 13: Markov Chain Description
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A graph which describes a Markov chain will be called a
Markov graph, distinguishing it from other kinds of graphs we
shall consider later. Also, it will be convenient to regard
each node Ei of the graph as state E. of the Markov chain and to
1
regard the starting node as an artificial starting state. Thus
we envisage the chain as initially being in the starting node
(or state) and then moving to node (or state) Ei with probability
Ti. Similarly if, at any given time, the chain is in state E.
it will move to state Ej with probability Pij.
This visualization of a Markov chain is particularly useful
in determining which state sequences occur with positive prob-
ability. For example, a given chain will move from state Ei to
Ej, with a positive probability only if there is a branch dir-
ected from state Ei to Ej, that is, if state E. can be reached in
J J
one transition from state Ei . Similarly, the probability of any
given state sequence El, Ej, ,Ek, will be zero unless state
Ej can be reached in one transition from state Ei, and so forth.
We shall describe this situation by saying that only connected
sequences of states occur with positive probability.
The probability of a state sequence which contains state
Ei, followed eventually by state E. is zero unless state E. can1 J 3
be reached, in some number of transitions, from Ei . That is, the
n step transition probabilities pij(n) n=l,...,will be zero for
all n unless state Ej can be reached from state Ei . In terms of the
(n)transition matrix, P, the n step transition probability (n) is the
ij element of the matrix P raised to the power n, i.e. L
.M_ I
The properties of any given Markov chain are controlled, to
a large extent, by the limiting behavior of the n step transi-
tion probabilities. This limiting behavior depends,in turn,
upon whether or not the given chain is irreducible or reducible.
These terms, and their generalizations, will be employed rep-
eatedly in the sequel. They are defined as follows:
A Markov chain and also its graph and matrix are said
to be irreducible if every state of the chain, exclud-
ing the artificial starting state, can be reached from
every other state. Otherwise, the chain,graph,and
matrix are said to be reducible.
The Markov chains described in Figure 13 and 14 illustrate the
two classes of chains. The chain described in Figure 13 is ir-
reducible whereas the chain in Figure 14 is reducible. The
properties of these two classes are described in detail in
References 21 and 22. Since we will subsequently discuss the
generalizations of these properties, they will not be reviewed
at this juncture.
We have now satisfactorily described the Markov chain. We
next seek similar descriptions of the functions F(-) defined
upon the state sequences of these chains.
Functions
For any given Markov chain,we associate with a transition from
each state Ei to each state Ej a non negative number, f... Also,
we associate with a transition from the starting state to each
state Ei a non negative number -~i. The class of functions we
will consider are defined by the expression
F(E) = -ln 'jl - In f 2 - ... - jn f. (3)jlj2 jn3-ljn
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where E denotes the state sequence Ej ..., E. and the numbers
i and fij specify the particular function consideried.
It is clear that the values of the elements i and f. may
either be presented in the form of a row matrix with elements
Yi and an m by m matrix F with elements fij or in the form of
a function graph. The matrix representation is illustrated in
Figure 15a and the corresponding function graph is shown in
Figure 15b. As for Markov graphs, those branches for which f..
orri is zero are omitted from the graph. Henceforth, the funct-
ions we consider will be specified by either a pair of matrices
I and F, or by a function graph, with the understanding that
the value of the function for a given state sequence E is deter-
mined by Equation 3.
The description of the functions we have defined is obviously
quite similar to the description of Markov chains. In fact, the
only difference is that, for a Markov chain the elements 7qiand
pij must be non negative numbers that satisfy the row sum con-
ditions
S ri = 1, Pij = 1,..,m
i=l j=i
ihereas, for a function, the elements ýi and f.. need only be
non negative. This observation suggests that the terminology we
have used to classify Markov chains should also be applicable to
function graphs and to the matrices I and F.
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The suggestion is, in fact, essentially correct. Spec-
ifically, the termsreach, reducible, and irreducible have been
defined without reference to the row sum condition. Thus all
of these terms are directly applicable to function graphs or
function matrices. Moreover, the concept of a. connected seq-
uence of function states is still meaningful and is, in fact,
important. Specifically, F(E) will be finite, if and only if,
E represents a connected sequence of function graph states.
Thus far we have considered a given Markov chain and the
function defined upon the chain as separate entities. Clearly,
the statistical properties of the random variable F(E) can be
determined, in principle, from the description of the Markov
chain and the function F(') considered jointly. However, this
joint description comprised, for example, of two separate graphs
is neither well suited to use in analytical procedures nor to
the application of the bounds we will obtain. Therefore, we
will now combine the descriptions of a given Markov chain and
of the function defined upon this chain.
Composite Graphs and Matrices
Roughly stated, we need a description of the random variable
F(E) which indicates explicitly those classes of state sequences
that must be considered in evaluating the probabilities P(nF)
and 1-P(nF). In addition, we require a description that is amen-
able to the analytical techniques we will subsequently employ
to bound these probabilities. We will first briefly review the
basis of that technique, which is the tilting procedure dis-
23 on24 25
cussed by H. Chernov , Shannon and Fano
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First, it is clear that the distribution function P(nF)
moay be expressed as
P(nF)=
A1
p(_S) (2a)
where p(E) denotes the probability of the state sequence E and
the set A1 consists of all those sequences E which satisfy the
following two inequalities
p(_) > o (4b)
F(E)• nF (4c)
Similarly we have
(5a)1 - P(nF) ~- p(E)
A2
where the set A2 consists of all those sequences E for which
the two inequalities
p(f) >o (5b)
and
F(E) >nF (5c)
are satisfied.
We next recall what the elements -C~ appearing in the specif-
ication of the function F(·) are constrained to be non negative
and finite. Hence the function F(.) only assumes values in the
range
- Oz < F(E) •H- co
Therefore Equation 4a may also be expressed in the form
P~nF) j~(E)e
A1
-tF(E)
~F(e) (6)
where t is any real number and the set A1 is as defined by
Equations 4b and 4c. Similarly, for any value of t, Equation
5a may be expressed as
T-p(,p~ [t "F(E)] -t/(E /)
1 - P(nF) = 7 p(E)e e t (7)
A2
b bilit
providea inlinite va±ues u± r~Fi) uuru wi•"l piuuau±± Ly zeu,
i.e. provided that F(E) =opimplies p(E) = o.
We note in passing that p(EY will be positive for any given
state sequence E if any only if E represents a connected sequence
of Markov graph states. .Similarly,F(E) will be finite if, and
only if, E represents a connected sequence of function graph
states. Moreover one may readily ascertain, by inspection of
the Markov (or function) graph, whether or not a given sequence
of Markov (or function) states is connected. Thus, in practice
it is convenient to verify that infinite values of F(E) occur
with probability zero by verifying that every state sequence which
represents a connected sequence of Markov states also represents
a connected sequence of function graph states.
We now desire to express the bracketed quantities appearing
in Equations 6 and 7 in terms of the elements Ti,' , Pijp and fij
which specify the Markov chain and the function defined upon the
chain. This may be done by the following straightforward sub-
stitution procedure :
• -t -t -t -tF(E)
P(nF) = A[ j .(Pjlj2)..(Pjn-jn] [j.(fjlj2)...(fjn-ljn e
Ai
-t -t -t-tF(E)
I ij -t)(pjjj2fjijj2).*(Pjn-ljnf jn-1jn 
e
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-
(8)
(9)
(10)
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Moreover, even if an infinite value of F(E) does not imply that
p(E) is zero, Equation 8 will remain valid if the infinite ele-
ment in question is redefined as zero. That is, if fij is zero,
any state sequence containing state E. followed by state E. will
be excluded from the set Al because it yields an infinite value
of the function.
In summary,,we may replace any infinite values or indeter-
minant expressions for the elements pij(t) or Ti(t) by the value
zero; but we must bear in mind that Equation 9 is only valid if
the condition: F(E) = + ooimplies p(E) = O,is satisfied. We
mention this latter caution because, once the infinities and in-
determinancies have been eliminated, the elements Pij(t) and
1i(t) give no indication of whether or not the condition is met.
As stated earlier, one can establish whether or not the
proviso is satisfied by an examination of the given Markov and
function graph. In fact, if the state sequence length, n, exceeds
the number of Markov states, m, infinite values of F(E) will oc-
cur with probability zero if, and only if,: fij equal zero im-
plies either that pij is zero or that state Ei of the Markov
graph cannot be reached from the starting state. In the sequel
we will only consider random variables for which the latter con-
ditions are satisfied.
Clearly, the elements TTi(t) and pij(t) may be presented eit-
her in the form of a pair of matrices 1T(t) and P(t) which we
shall call cemposite matrices, or in the form of a graph which
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We associate with any given Markov graph and fun-
ction graph a composite graph which is obtained as
follows. Let t be a real valued variable. For any
given value of t we first multiply each branch lab-
el Pi (or •i) of the Markov graph by the quantity
fi-t (~orl -t). We then delete all those branches
for which tie resulting branch label Pij fij-t (or
-i pi-t) is zero or infinite.
The composite graph associated with a particular Markov and
function graph is illustrated in Figure 16. This graph illust-
rates an important general property of composite graphs. Al-
though the values of the branch labels are functions of t, the
graph contains the same set of branches for all values of t.
That is, if any given branch label is positive for a single
value of t, it is positive for all values of t.
The elements Ti(t) and pij(t), or equivalently the composite
graph, can also be presented in the form of a row matrix which
we shall denote by IT(t) and a square matrix which we shall denote
by P(t). Thus, for example, the composite graph of Figure 16 is
described by the matrices of Figure 17. Alternatively we can de-
fine the matrices f(t) and P(t) directly by the expression
rr(t) = Tii - t  (lla)
Pij(t)= Pijfi t  (11b)
where any infinite value or indeterminant expression for these
elements is replaced by the value zero.
It is clear that, for any given value of t, the composite graph
and composite matrices are identical in form to the function graph
and function matrices considered previously. Therefore, they may
be classified as either irreducible or reducible. Also, for any
given i and j, the elements p (n) of the power matrices (t n
n = 1,2,... will all be zero unless state E. of the graph can be
reached from state E.. Moreover, the value of pt(E) will be pos-
itive if, and only if, E represents a connected sequence of com-
posite graph states.
It is important to note that these properties are, in fact,
independent of the value of t. Thus, for example, the graph of
Figure 16 is irreducible for all values of t. The validity of
the general assertion is established by noting that these prop-
erties are determined solely by which of the pij(t) are zero
and which are positive, or equivalently, by the set of branches
contained in the composite graph. Thus, since we have noted
that the same branches are included in the graph for all values
of t, the assertion is valid.
The composite graph and the composite matrices are of im-
portance for two reasons. First, as we have seen, they may be
used to evaluate the probability distribution P(n-F) of the random
variable F(E). They may also be used, in many cases, to eval-
uate the probability 1-P(nF), Of course, these descriptions are
complicated because the branch labels and matrix elements are
functions rather than numbers. However, the functional formula-
tion is precisely that which results from the "tilting procedure"
we will subsequently employ to bound these probabilities.
Second, in applying the results of this chapter we shall find
that any given reducible composite graph may be described in part
by a set of irreducible subgraphs. Moreover the exponential be-
_~~_I__ilE
havior of the bounds we will consider is determined, for
any given value of the parameter,by one, or at most two, of
these subgraphs. However, as the value of the parameter is
changed, the specification of the subgraph may also change.
That is, for one value the composite graph "looks" exponent-
ially like one subgraph, whereas for another value it "looks"
like another subgraph., Thus, although the bounds can undoubt-
edly be presented without recourse to the composite graph, it
yields a particularly useful description.
Of course, if the composite graph is irreducible, the quest-
ion of subgraphs does not occur. However the bounds we present
for irreducible graphs are not valid (exponentially) for reduc-
ible composite graphs and thus we must at least verify that the
composite graph is irreducible.
As the preceeding discussion suggests, the development and
application of the bounds we seek consists of two parts. First
we require bounds for the probability distribution of random
variables described by irreducible composite graphs. Second ,
we must determine how the bounds thus obtained may be applied
to random variables described by reducible composite graphs.
The latter problem will be considered in subsequent chapters.
The former problem will be considered. in the section 4.2 of
this chapter. First however we will establish those properties
of irreducible matrices which will be used repeatedly in the
sequel.
b1ii __
Irreducible Matrices
We previously defined irreducible and reducible matrices in
terms of the associated graph. In the study of non negative
matrices, precisely the same classification of matrices is employed;
however, it is usually stated directly in terms of the matrix.
Specifically, a matrix A is defined to be irreducible if it can-
not, by a simultaneous permutation of rows and column, be put in
the block triangular for
where B and D are square matrices. Otherwise, it is said to be
irreducible.'
Many of the fundamental properties of irreducible matrices
are eT:compassed in the following theorem of Frobenius. A proof
of the theorem, and the remarks which follow, is contained in Ref.22.
Theorem:
An irreducible non negative matrix A possesses a largest pos-
itive eigenvalue r which is a simple root of the characteristic
equation. The magnitudes of all the other eigenvalues do not
exceed r. To the "dominant" eigenvalue r, there corresponds a
left eigenvector x and a right eigenvector y with positive elem-
ents. That is
A y= ry > 0
(13)
xA = rx x >,
In the course of proving the theorem of Frobenius, several
auxiliary properties of irreducible non negative matrices emerge
which will be of use in the sequel. First, an irreducible non-
: The equivalence of the definition just stated and that given
previously is readily verified by noting that, 1) permitting the
rows and colums of a given matrix corresponds to relabeling the
states of the associated graph and hence does not affect the
irreducibility of the matrix and, 2) a matrix in the form of Eq-
uation i. is associated with a reducible graph.
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The second property that interests us is as follows. Let
A be a non negative irreducible matrix and let z be any non
negative column vector; then the dominant eigenvalue, r, of A
does not exceed any number, k, which satisfies the inequality
A z < \ z (14)
Moreover, r is strictly less than X unless z is an eigenvector
associated with r. One consequenceof this property is that the
dominant eigenvalue of a matrix is a monotone increasing function
of the matrix elements. The properties just discussed are of a
spectral nature and are essentially divorced from the topology
of the graphs we have associated with matrices. We will now
consider an additional property that may be stated either in
terms of thematrix or in terms of the graph. This property is
also discussedand proved in Reference 22. As we have noted pre-
viously, the ij element of the power matrix yArn will be zero
for all valuesof n unless state Ei of the associated graph can
be reached from state Ej. Conversely, it can be shown that the
ij element ai(n) will be positive for at least one n if state
Ei can be reached from Ej. In fact, for an m by m irreducible
matrix, and for any given i and j we have
a..(n) > 0, for some n, (15)
1j
where n, which depends upon i and j, does not exceed m. That
is, any given state of the graph associated with an irreducible
matrix can be reached from any other given state by a sequence
of at most m transitions. However, the exact number of trans-
itions required will, in general, differ for different given
states.
The aforestated properties are of interest to us, in part,
because they insure the existence of certain quantities that
will appear in our bounds. They also enable us to establish some
particularly important properties of irreducible composite mat-
rices. Those properties which will be used most frequently in
the sequel are summarized in the following theorem. The three
parts of the theorem are proved as Lemmas Bl, B2 and B3 presented
in Appendix B.
Theorem III
Consider an m by m irreducible composite matrix P(t). We
denote the dominant eigenvalue of this matrix bycx(t) and the
associated positive left and right eigenvalues by x(t) and y(t)
respectively. For convenience, we assume that x(t).Y(t) = 1.
The matrix and its dominant eigenvalue possess the following
properties. -n
e{n) _
First, the elements Pij (t) of the power matrix P(t)
satisfy the following inequality *
* It follows readily from the derivation of Lemma Bl that m, in
Equation 16, may be replaced by any upper bound to the number of
transitionsrequired to reach state Ej from state Ei, i, j=l....,m.
In particular, if every Pij is positive,m may be replaced by unity.
This refin-,ment of the inequality is useful in the study of Markov
chains with an infinite number of states.
M
6 (t) = Incý (t)
(n) (t) (t)n (ti i = 1,...,m (16)
mallest positive element of the matrix P(t).
(t) defined by the expression
all orders for all values of t. That is,
r k,
(k)
d e (t)
)ntinuous function of t. In particular,
(t) = dy(t)
dt (17)
) P(t) y(t)
ok(t)
.x function of t. That is
0
fact, K(t) is either strictly convex,
i.e.
L.e.
)) + t & 0) -. . t < c (18)
Linear function if, and only if, each
itisfies one of the expressions
(19)e
pij(t) =
i set of positive numbers
or
) - n it• Co
The discussion of matrix properties is now completed and we pro-
ceed with the presentation of bounds for the probability distribu-
tion functions of interest. As stated previously we consider ran-
dom variables described by irreducible composite matrices.
4.2 Bounds for Distribution Functions
Throughout the discussion which follows we will employ the
composite graph and the composite matrices to describe the stat-
istical properties of the random variable F(E) of interest. That
is, we consider this graph and the matrices 'T(t) and P(t) to be
given data of the problem. As before, we will denote the branch
labels of the graph and the elements of the matricesifT (t) and
P(t) by IT(t) and pij(t). Alsowe will denote the number of
states in the graph, excluding the starting state, by m.
Our objective is to obtain relatively simple upper and lower
bounds for the probability distribution function of F(E). That
is we seek bounds on the probabilities
P(nF) = Pr •(E) nF]
and 1-P(nF) = Pr F(F)>nF
The basic technique we use to obtain these bounds is the tilting
procedure referred to previously. In particular, we draw exten-
sively upon Shannon's derivations24 .
We recall, from Equations 8 and 9, that
P(nF) = pt(E) exp - t F(E) (20a)
A1
and 1-?(nF) = z pt (E)exp 
- t F(E) (20b)
, and 
E) 
are 
defined 
by 
Equations
where A1 , A2 , and pt(E) are defined by Equations 4, 5 and 10.
II
bound we employ the Chernov bounding
23, 24 and 25. Since this technique
r of forms,we will present its deriva-
if the parameter t appearing in Equa-
le exponent -tF(E) will not exceed
:es included in the set Al. Simil-
Ig in Equation 20b will not exceed
:luded in the set A2 provided that t
)robabilities P(nF) and l-P(nF)
ilities
D (-ntF) t . 0
D (-ntF) t 0
-s of these expressions can only
ie summations to include all state seq-
(-ntF) t <. 0 (21a)
(-ntF) t ~- 0 (21b)
Pt(E) (21c)
1 state sequences. Upon intro-
lquation 10 in to Equation 21c we
Sjlj2(t) ... s p u.tjn (t (22)
over all state sequences Ejl..Ejn'
Equivalently, we may interpret the summation of Equation 22 as
being over all sequences jl'***Jn of integers in which each ji
is one of the integers 1,...m. We next observe that, by the def-
inition of matrix multiplication, g(t) may be expressed in the form
g(t) = f (t) P(t)] n-1 (23)
where Tr(t) and P(t) are the composite matrices andYis an m element
column matrix composed of unit entries. An equivalent and more con-
venient expression is as follows
g(t) = (t) p (n) (24)
i,=j (t
where p(n)(t) is the ij element of the power matrix L (t) .
ij
It is clear that the exact expression for g(t) will be a rather
involved function of the state sequence n. On the other hand, the
inequalities of Equation 21 will be preserved if g(t) is replaced
by any larger quantity. Therefore, we will overestimate g(t) by
an application of Equation 16, Theorem III.Specifically,
g(t)•' t) n-l L)] mt  (t)
i=l
or F inn
g(t) (t)j A(t) (25a)
where m-1
A(t) = m t) ut) (25b)
p (t) m
iL
andTTu(t) and PL(t) are respectively the largest and smallest pos-
itive elements of the matrices r(t) and P(t).
Upon combining Equations 21 and 25 we obtain the following in-
equalities.P(nF)<A(t) exp n [(t)-tF tO (26a)
1-P(nF(A(t) exp n f(t)-tF] t-'-0 (26b)
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I I_ -
minimize the bounds of
he parameter t. Specifi-
ation 26aand subject to
continuous non-decreasing
ightforward. The result is
)-6(t) t O (27a)
)- (t)d t 0 (27b)
roperty oA d'(t) that Equa-
he probability distribution
the interval l1(-co)<F<b"0).
per bound to the probability
distribution function, for
S1( W) (provided that
e F(E) occur with probabi-
, regarded as functions of
y we sought. It remains to
tically correct estimates
) over the appropriate ran-
such estimates is assured
The proof of theTheorem.
ted in Appendix C as the proof of Lemmas C1,
C2 and C3.
Theorem IV:
P()bethe composite matrices associated with a
(E). We assume that P(t) is an irreducible mat-
s dominant eigenvalue by t(t). We also assume
Ž(t), defined as
t) - In d~(t),
unction of t
ties
P(nF) Pr F(EL)nF] (281)
P(nF) = Pr F (E) >nF] (29)
wing inequalities
Bl(t,n) exp (-n) It l(t) - Y(t)[ t 40 (30)
B2(t,n) exp (-n) t ( (t) - Y(t t>o (31)
The quantities Bl(t,n) and B2 (t,n) are bounded functions of n
for any value of t. Moreover, as n approaches infinity, for a
fixed value of t
lim 1 In B (t,n) 0
n 1
and lim 1 In B2 (t,n) = 0
n%-b n
Several comments pertaining to the above theorem are in order.
First, as noted, the theorem is only valid if y(t) is not a linear
function of t. However, random variables for which Y(t) is a lin-
ear function are rather degenerate. In fact, it can be shown(by
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use of Theorem III) that, ifs' (t) is a linear function, the vani-
able F(E) may be expressed in the form
F(E) =-ln~1  -ln X. +tI jn+a
where E.l and E.n denote the first and last states of the sequ-
ence EE. Thus, regardless of the sequence length n, the possible
values of the function satisfy the inequality
-- i
ij ___ F() -an ~max ____
The probability distributions of such degenerate random varia-
bles are seldom of interest. When they are of interest they may
be determined by considering the random variable
F(E) - an b..
which is described by the n-step probabilities
ir. p ~(n-l)
1J
Second, we conjecture that the coefficients B1(t,n) and B2(t,n)
tend to zero with n as the square root of n, i~e.
lin ~A~ B.~~n- constant
However we have been unable to prove the conjecture. Although
we will not do so here, it can be shown that, for large n, the co-
efficients vary as
-K exp -n-En
where ~(n) ---~O as 1·~g, The unresolved question is: How
rapidly does E~(n) approach zero?
Although the result of Theorem IV has been stated as a bound
for a probability, it, in fact, provides a bound for any sum of
the form
P(nF) jl Pjlj Pjnj (32a)
where the summation is over all sequences ji,..''.jn of integers
14 jis-m, i=l,...n which satisfy the constraint
-ln l - In f -... -inf. j nF (32b)jl jlj2 jn- jn
Whether or not the numbers.7 i and pij comprise a set of probab-
ilities is immaterial. Rather, they need only be non negative
numbers such that the composite matrix P(t) is irreducible.
Similarly, the upper bound of Equation 27 is applicable to any
sum of the form given by Equation 32 provided the elements
TTiPi j and fij are non negative. The validity of these ass-
ertions follows from the fact that the derivations of Equation
27 and of Theorem IV do not utilize the fact that the TFi and Pij,
as originally introduced, are probabilities. We shall employ
both of these slight generalizations in the sequel.
Finally, we note that the bounds we have presented do provide
asymptotically correct estimates for the logarithms of P(nF) and
1-P(nF). That is
lim nn P  n l(t) = - [t$(t) 
- d(t) t 0 (33a)
n-.oo
and
lim 1nn- -Pn n1(t = - Itt(t)- -(t)J t 0 (33b)
We have completed our discussion of bounds for the probability
distributions of functions defined upon the state sequences of a
Markov chain. Both the results and techniques presented in this
chapter will be employed repeatedly in the analysis of finite-state
binary symmetric channels. Roughly stated we will transform the
I_ ___ _ 
_
stribution functions which occur in Chapter III into distribution
actions of the form considered in this chapter. To accomplish
.s transformation and also to obtain the bounds for the minimum
tainable probability of a decoding error, we will utilize the
sic tilting procedure described in Section 4. 1, the bounds for
oment generating functions given in Sections 4. 2 and the
operties of 7 (t), as well as the upper and lower bounds for
e distribution functions we have considered. Thus, although
e exposition of this chapter has been rather divorced from the
ntents of preceeding chapters, its inclusion at this point
ecludes the necessity of repeated digressions in the sequel.
CHAPTER V
Irreducible Type I Channels
In this chapter we will obtain relatively simple bounds
for the minimum probability of error, P(e), that can be ach-
ieved with a particular class of finite-state binary symmetric
channels. Throughout the discussion we assune that the channel
is used in conjunction with a block code composed of M code
words each of length n. We further assume that any given code
word is transmitted with probability W1 l. Thus the information
rate of the code in natural units (nats) per channel symbol is
R = ln M
Our objective is to obtain bounds for P(e) as a function of the
information rate P. and code length n. In particular, we seek
bounds that, at least, provide asymptotically correct estimates
for the logarithm of P(e).
The bounds obtained do, in fact, provide the desired estimates,
if the information rate R exceeds a critical rate Bc.
Let us now review the description of finite-state binary sym-
metric channels. A finite-state channel is specified by an under-
lying Markov chain. The states of this chain are classified as 0-
states and 1-states such that a channel noise symbol 0 is pro-
duced whenever the chain is an 0-state and a channel noise sym-
bol 1 is produced whenever the chain is a 1-state. The specifi-
cation of the channel may be presented in either of two forms.
1Tc~--
Pai
E1
Figure 19: Type II Channel
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We have already referred to a Type I channel, in Section
2.4,as one for which the number of (positive probability) state
sequences that generate any given noise sequence does not in-
crease exponentially with the sequence length. We will now
state the definition of an irreducible Type I channel in an
equivalent, and more useful, form. We shall say that an ir-
reducible channel is of Type I if every noise sequence of length
N, N = 1,2...,can be generated by at most one connected sequence
of channel states which begins with any given state Ei and ends
with any given state Ej. Thus,for examplethe channel of Figure
18 is of Type I whereas that of Figure 19 is not.
In this chapter we will confine our attention to irreducible
Type I channels. For these channels we have,in the theorems and
corollary of Chapter III, bounds for the minimum error probabi-
lity that can be attained when the channel is used in conjunction
with a block code of M words, each composed of n binary symbols.
Theorem I provides an upper bound for this probability when the
specification of the decoding distance function D(.)is fixed and
one only has freedom in the specification of the code. On the
other hand, Theorem II provides a lower bound to the minimum er-
ror probability that can be attained with a given channel regard-
less of the choice of the code and decoder.
The bounds of both Theorems I and II. involve the probabi-
lity distributions of functions defined upon the state sequences
of a Markov chain. In essence, our problem is to obtain simple
bounds for these distribution functions. The simplification will
first be performed for the lower bound of Theorem II, Section 3.2
5.1 Lower Bounds for P(e)
Theorem II is applicable to any finite-state channel used
in conjunction with any block code of length n and rate R and
any minimum distance decoding procedure. It asserts that, for
any combination of channel,code, and decoder, the error probabi-
lity satisfies the following inequality
P(e) Pr F(E)> F] (la)
provided
MQ [F(E)< F 2nL (ib)
where F(E) = -ln p(E)
f(E)
L >max f(E) (2
w
F (E):,F
QE [F (B) z F = f(E) (4
F(E) F
In these expressions p(E) denotes the probability of the
state sequence E and F(E)is a function defined upon the state
sequences. Also, the set Ew consists of those positive probabi-
lity channel state sequences which generate the noise sequence
w. Finally f(E) is. any non negative valued function of the state
sequences which is positive if p(E) is positive.
In the remainder of this Section we will define the func-
tion f(E) to be unity if p(E) is positive and zero if p(E) is
zero. The expression for the function F(E) then becomes
F(E) = -ln p(E)
_-6
With this specification of F(.), the distribution function of
Equation la is identical in form to the distributions consid-
ered in Chapter IV. Specifically the function F(.) may be ex-
pressed as
F(E) = -ln :P. - lnfl2-  f.,ln 5
where TCi Tin
andf
Moreover p(E) is zero whenever F(E) is infinite and hence the
bounds derived in Chapter TV are applicable to the probability
of Equation la.
In particular the composite matrices IT(s) and P(s) which
describe· the probability of Equation la will be the matrices TF
and P with each positive element raised to the power 1-s. TtL t
is, by virtue of Equation 11, Section 4.1
=0 othe rwis e
Pij(5V= Pij (Pij)F5 if Pj~
0 othe rwis e
Therefore, upon denoting the dominant eigenvalue of P(s) byod~s)
and defining
~()= lnJd(s)
we obtain from Theorem IV, Sect ion 4.2
FrE LF (E)>F~jB 2(S,n) exp - n Ls~(s) -s(s)] (7a)
where F 6' (~s) sŽ- (Yb
B2 (s,n) is the coefficient described in Theorem IV as
d to this matrice rr(s) and P(s). We recall that this
will be valid provided 4(s) is not a linear function of s.
e moment we will assume that the proviso is satisfied.
Clearly, the right member of Equation 7a provides a
bound to P(e) for any given value of F which satisfies
on 7b for some non negative value S. It remains to simp-
he relation between the value of F and M. To achieve
implification we will underestimate the left member of
on lb. We will then be assured that, if the resulting
lity is satisfied for a given value of M and F, so also
e the inequality of Equation lb and hence Equation 7a
e valid. To accomplish the goal we again apply the res-
7 Chapter IV.
We have already noted that the function F(.) which ap-
Ln Equation lb is of the form considered in Chapter IV.
Dr the summation of Equation 4 can also be expressed as a
Lon of the form considered in that chapter. In fact, for
ven function F(.), we have
f(E) = = ji(Pjlj2) .... (Pjn-ljn) Oa)
,)F F(E)4F F(E)4F
1 if T > 01 i = 1 ...m10 if7f =0
Pij = 1 if pij 0 = (8b)i,j ( ,...m
0 if pij =0
and m denotes the dimension of the matrix P.
We recall that the results of Chapter IV are valid for
s of the form appearing in Equation 8 even though the quan-
ies si, and pij do not comprise a set of initial state and
nsition probabilities. Therefore, we may employ the bounds
Theorem IV Section 4.2 to underestimate the right member of
ation 8. In particular, the composite matrices which char-
erize the sum of Equation 8 are, by virtue of Equations 5 and
A
the matrices W]\(r) and P(r) with elements
-r
r if IF > 0
IT (r) = (9a)
S0 otherwise
Pij (r ) = ij if Pij
otherwise (9b)
Now let us denote the dominant eigenvalue of the matrix
) by d(r) and define
6 (r) = Inj (r)
the moment we assume that (r) is not a linear function of r.
s we obtain from Theorem IV
QE L(E) F] Bl(r,n) exp (-n) r xr) -"r (r tClOa)
re 1,Ž (r) = r- O LOb)
A n
Bl(r,n) is the coefficient of Theorem IV as applied to the
rices FT(r) and P(r).
We next observe that, by virtue of Equations 6 and 9,
matrices iT(s), 1(r), P(s) and P(r) satisfy the following
ations
T_(r) = rE(l+r)
P(r) = P(l+r)
quently
4(r) = cA(l+r) (11i)
}(r) = $(l+r)
A
y(r) = <(l+r)
Upon introducing the right members of Equations 11 into
ions 10 and then combining Equations lb and 10 we obtain
ollowing inequality
P(e),B2(s,n) exp (-n) [sl(s) - (s (12a)
Lded that
(r,n) exp (-n) r,6l(1 + r) - (1 + rj 2 n L 12b)
lso that
l(s) = l(l+r) r 4 O, s > 0 12C)
We next recall, from Theorem II, Section 4.1, that X(s)
strictly convex and continuously differentiable function
nless it is a linear function. Therefore, since we have
ed I(s) is not linear, l1(s) is a strictly increasing fun-
of s; hence Equation 12c can only be satisfied by choosing
-1 and O s ,1.
We further note that, for the given specification of F(*)
xpression for L becomes
L -max ff(E)
w Ew
f(E) is unity if p(E) is positive and is f(E) is zero other-
Moreover, for a Type I irreducible channel, the set Ew
ins at most one state sequence that begins and ends with any
2
states E. and E.. Therefore, at most m sequences are con-
1 J
d in any set Ew, where m is the number of channel states;
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max Z m2
Ew
Thus, we may choose the value of L as m2
Upon substituting the aforestated values of s and L into
Equations 12a and b we obtain the following result
P(e).,B2(s,n) exp (-n) Lss 1 (s) - (s) (13a7
provided that
M Bl(s-l,n) exp (-n) -(l-s)1l(s)-2(s)>m2 (13b)
and that
0 < IS1
Non-Degenerate Channels
Equations 13a and 13b comprise our basic lower bound to
the minimum error probability that can be achieved with an itr-
educible Type I channel for which &(s) is not a linear function.
In general, channels for which J(s) is a linear function exhibit
rather degenerate properties and they will be referred to as de-
generate channels. We shall show subsequently that the bounds of
Equations 13a and 13b reflect the proper (exponential) relation-
ship between the error probability and rate for degenerate, as
well as for non-degenerate channels. For the moment, however,
we will confine our attention to non-degenerate channels, i.e.
to channels for which Y(s) is not a linear function. For such
channels the bounds of Equations 13 and the definition of the
information rate R yield the following theorem.
Theorem V:
Consider any irreducible Type I channel which is non-deg-
enerate. Let t, P, and I be the matrices which specify the chan-
and let 7(s) and P(s) be the matrices TT and P with each
ve element raised to the power 1-s. We define
9(s) = In dc(s)
0(s) is the dominant eigenvalue of P(s). In addition,
ine B2 (s,n) and Bl(s-l,n) to be the coefficients of The-
V as applied to the matrices iT(s) and P(s). Finally, we
the dimension of the matrix P(s) by m.
f a given
gth n and
satisfies
(e) >,B2 (s,
ed
1 R 
_ 
Eu(R)
u(R)
s <1
u(R) =
~in 2
n
channel is used in conjunction with a block code
rate R1 , the probability of a decoding error,
the following inequality
n) exp (-n) Eu(R) (14a)
(14b)
is defined by the parametric expressions
= sl(s) - S(s) (15s
= In2-(l-s)Al(s) 
- J(s) l 5b)
1(0)
6l(0)
k5c )
ý(15d)
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In 1B (s-l,n
m2
I
Ehe result of Theorem V comprises our basic lower bound
ae error probability that can be achieved with any given
acible Type I channel which is non-degenerate. Of parti-
interest to us is the upper bound, Eu(R) that the theorem
ies for the channel reliability E(:R). That is
E(R) = lin 1 In t(e) Eu(R) + lin nl (s,n- E (R)
n-w n n
In the paragraphs which follow we will examine the prin-
properties of Eu(R) regarded as a function of R.
ks discussed by Shannon13 and Fano1 4 the importance of the
bound, Eu(R), is that it provides a simple description of
inimum error probability that can be achieved with any
channel used in conjunction with a block code of length n
ate R1 . Specifically if R1 equals or exceeds
R- 1 ln Bl(s-l,n)
n 
m2
robability of error will equal or exceed
B2 (s,n) exp (-n) Eu(R)
ver, as the code length is increased,for a fixed information
R1 , -n lni mn will tend to zero, R will tend to R1 , and
lln B2(s,n) exp (-n) Eu(R)
tend to E (R)
u
We first note that the parametric expressions which define
are identical in form to the corresponding expressions for
r
EU(R)
(a)
EU(R)
I C
(b)
Fig. 20: Upper Reliability Bound; Irreducible Type I Channel,
(a) I° equal zero
(b) I positive
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the general time discrete memoryless channel discussed by Shan-
nonl3 and Fanol4. In fact, the only functional difference be-
tween the expression considered here and those considered in Ref-
erencesl3 and 14 is that 1(s) of Theorem V is the convex logar-
ithm of an eigenvalue instead of the convex logarithm of a mom-
ent generating function. Therefore, many of the functional char-
acteristics of Eu(R) will be identical to the characteristics dis-
cussed in the References. In particular Eu(R) will either be of
the form shown in Figure 20a or of the form shown in Figure 20b.
As illustrated by the figuresjEu(R) is a strictly convex mono-
tone decreasing function of R in some interval Io ý R;C.
The validity of these observations is established by first noting
that, if X(s) is not a linear function, it is strictly convex. (by
Theorem III, Section 4.1).
Therefore, by virtue of Equations 15a and 15b, we obtain
dE(R) = d s s)-(s = sl(s)-3(s ds= st"(s) ds
dR dR L ] ds I dR
R = -(l-s) {(s)-ý(s)+ln2
so
1 = -(l-s) j~s) ds
or since1' (s) is defined and strictly positive for all s,
ds 1 .1 s 1 (16a)dR 1-s) (s)
and consequently
dEu(R) s
_--( ) 16b)
dR 1-s
It follows from Equations 16a and 16b that s is a continuous
strictly monotone decreasing function of R for s-l and dE (R) is
dR
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a continuous, strictly monotone increasing function of R in
some interval
Io R C
Moreover, for R=C, s is equal to zero and hence
dEu (R)
dR
Also, as R approaches Io, s approaches unity. Therefore
dEu (R) = 00
dR I
The property we have just stated is discussed in References
13 and 14. We have included the derivation to emphasize its
dependence upon the existence of a strictly positive and con-
tinuous second derivative f'(s). In chapter VI we shall consider
channels for which the function Eu(R) is neither convex, cont-
inuously differentiable, nor continuous. However, for the ir-
reducible Type I channels considered here, we may summarize the
functional properties of Eu(R) in the statement:
For non-degenerate Type I irreducible channels, Eu(R) is
a strictly convex, monotone-decreasing, and continuously
differentiable function of R in the interval I0o R.$C.
Also
dEu(R) 0 for R = C
dR for R 1 0
Channel Capacity:
Now let us consider the location of the end point E(C), C
of the Eu(R) versus R curve. As noted above, R equals C when
s equals zero. Therefore, the value of C is given by the ex-
pression
C = In2 - f(0)
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II
also
E(C) = 0
Thus, if the information rate R of a code of length n equals
or exceeds
C - 1 in B1 (s-l,n)
n m
the probability of error will be at least as large as
B2 (s,n)
In fact, for rates exceeding
1 Bl( s-n)
C n InB
we can restate Equation la as
P(e)•I1-PrE [(E)•'F
and then apply the bound of Theorem IV Section 4.2 to obtain a
result of the form
P(e)>,l-Bl(s,n) -n6
where 6is positive and Bl(s,n) is given by Theorem IV. Thus
the probability of error cannot be made arbitrarily small for
rates exceeding C,and consequently the channel capacity does
not exceed C. We shall see later that the channel capacity
in fact equals C.
A more useful expression for C may be obtained as follows.
By virtue of Theorem III, Section 4.1, the derivative 'A(0) sat-
isfies the equation
0( ) = 1 l ' Pij(s) yO(To) ) YJ
ij=l s=O
m
where Xiy = 1
i=l
and the vectors x and y with elements x i and yi, respectively,
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4(o) of the matrix _P(o).
Finally,
ors associated with the eigenvalue
atrix P(o) is, in fact, the Markov
unity and we may choose yi = 1,
he unique stationary distribution
in i.e. Xi = ei where
__ e1= 1
i=l
d si (s)
ds
-s
S=0s=0
-Pij In Pijif Pij 0
= 0 •K'•"•
Therefore
(0) = - \
i,j=1
sion
C = in2 + -
ij=1
ij In pij
the channel
Pij In pij
(17)
is given by the expres-
cation of the channel.
the capacity of the channel is, in
f the Markov chain described by the
s, the capacity is independent of
tor T which appears in the specifi-
ressions for the function E (R) are
tion of the vector T. That is the
8P = Q
reliability bound Eu(R) is the same for all those Type I chan-
nels that are specified by the same (irreducible) underlying
Markov chain. This result is not really surprising since the
crucial property of a Type I channel is that the positive prob-
ability channel noise sequences are(roughly) obtained by a re-
labeling of the positive probability Markov state sequences.
Thus the performance limitatiornof the channel should be, and
in fact are, independent of this transformation provided that
its specification is available at both the encoder and decoder.
Zero Error Capacity:
Let us next focus our attention on the other end point
Eu(Io),Io of the (upper) reliability curve. This point of the
curve is attained when s is unity and its coordinates are, from
Equations 15
E(Io) = 1l(l) - 6(1)
I o = In2 - Y(l)
SinceAs) and its derivative are bounded functions of s, Eu(Io)
is finite. Also, sincey(s) is strictly convex, 6(1) is greater
than 1l(o) and hence 10 is strictly less than C. Moreover it is
easy to show that Io is no'n negative. The remaining question is
whether or not Io is zero and, if not, what does a positive value
of Io imply ?
To answer these questions i~ 4....note that Io will be zero
if, and only if, W(l) equals In 2. Or equivalently if
dc(l) = 2
where o<(l) is the dominant eigenvalue of the matrix P(l). More-
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over, by the definition of P(s), P(1) will be the Markov transi-
tion matrix P with each positive element replaced by unity. Con-
sequently) the matrix product
-1 ,, (n-1)
(1)[P(1 nI = 7 i(1) Pij(1)
ijl
will equal the total number of channel state sequences of length
n that occur with positive probability.
Upon denoting this number of sequences by Nn(E) and employ-
ing the matrix product bound of Equation 16, Section 4.1, we
obtain
(18)
where k1 and k2 are constants independent of n. Therefore, if
(1i) equals 2 , Nn(E) must be of the form
N (E) = K(n) 2 n
n
where K(n) does not vary exponentially with n. Conversely, if
Nn(E) does vary exponentially as 2n, 41) must equal two. Thus,
we conclude that Io will be zero if and only if the number of
positive probability state sequences of length n varies expon-
entially as 2n .
Finally, we note that there is at least one, and at most
m2 , positive probability state sequences for every positive prob-
ability channel noise sequence. Therefore Io will be zero if,
and only if, the number of positive probability noise sequences
of length n increases exponentially as 2n . That is, Io will
only be positive if an exponentially large fraction of the 2ncon -
ceivable noise sequences occur with non-zero probability. In fact,
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k 2 [di1 n N (E)( kl ~(IL n
it follows from Equations 17 and 18 that
I = lin [1 n 2n
ne. n Nn(w
where Nn(w) is the number of positive probability channel noise
sequences of length n.
In general we must compute the value of the eigenvalue J(l)
in order to determine the value of Io. However, it is frequent-
ly possible to determine whether or not Io is positive by an
inspection of the channel graph. In particular, Io will be zero
if, from each channel state, there is a branch directed to a 0-
state and also a branch directed to a 1-state. When these con-
ditions are satisfied Nn(w) will vary exponentially as 2n and
hence I will be zero. On the cther hand I may be zero even
though the aforestated condition is not satisfied. Thus, I is
zero for the channel of Figure 21 because there is a positive
probability associated with each of the 2n conceivable noise seq-
uences of length n
f'4 f
Figure 21: Channel with Io = 0
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Fig. 22: Two Channels for which
P ) I
(b) Zero-Error Capacity of Zero
Positive
102
or
Y
de-
26
or
e.
al
n-
e
s
103
a positive zero error capacity which equals or exceeds In12.
In fact, we can achieve the rate In.i; by transmitting uncoded
information digits at times 2,4,6,8 ..... and transmitting the
symbol 0 (or 1) at each of the times 1,3,5,7,....... The trans-
mitted information sequence is then given by the sequence of
output digits observed at times 2,4,6,8. Moreover, for the
given channel J(l) equals F-; hence
Io = In
Thus in this case Co is approximately equal to Io.
Next, consider the channel specified by the channel state
diagram of Figure 22b. For this channel Io equals In(1 4
However the zero error capacity of the channel is zero. That
is, there will be positive probability of error associated with
any code composed of two or more words regardless of the code
length and the decoding procedure employed.
To verify the assertion we note, that the error probability
will be positive if we cannot construct a code with two words
that will not be confused. For the symmetric channels considered
here this condition can be stated: as Co will be zero if
Xe w1 = W,
P(EI) 0o
P(w2) >0
for some wland w2 where 0 denotes sum modulo two,and ) and 3
are any given binary sequences. Therefore,C o will be zero if,
for every binary sequence j, there exist two binary channel noise
sequences 8l and jr such that
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that Equation 19 can be satis-
2b, e.g. the sequence z = 0110101110
equals the modulo two sum of the (positive probability) noise-
sequences 0100101010 and 0010000100.
In summary, the lower endpoint Io will be positive unless
almost all of the conceivable channel noise sequences occur with
positive probability. However, a positive value of Io does not
insure that the zero error capacity of the channel is positive.
In fact, we have shown that a positive value of Io only implies
that some channel noise sequences occur with probability zero.
On the other hand, a positive value of the zero error capa-
city implies that the set of positive probability channel noise
sequence, regarded as binary vectors, do not form a basis for
the n dimension vector space over the binary field. Thus a pos-
itive value of Io may imply either that the zero-error capacity
equals Io or merely that the bounds we have presented are of no
value for rates less than Io .  This is the first of many rather
disappointing results we will find.
Degenerate Channels
At this juncture we have established the principle prop-
erties of the upper bound Eu(R) for the reliability of non-de-
generate channels. We turn now to a discussion of degenerate
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channels. That is, channels for which X(s), as defined in
Theorem V, is a linear function of s. The first question we
consider is: what attribute of the channel specification deter-
mines whether or not a given channel is degenerate.
The answer to the question is provided by the third re-
sult stated in Theorem III, Section 4.1. That is, k(s) will
be a linear funiction of s if, and only if, each element fij or,
in the present context, Pij, is either of the form
Pij za or pij = 0 (20)
Thus a channel will degenerate if, and only if, the channel mat-
rix P is similar, by a diagonal transformation, to some matrix
A
P whose positive elements are all equal. That is,
P= DD ( 21)
where D is a diagonal matrix with positive elements and each ele-
A A
ment Pij of the matrix P is either zero or equal to some con-
stant a. It can also be shown that a channel will be degenerate
if, and only if, for each i and n the probability of any con-
nected sequence of n states which leads from state Ei back to
state Ei is an -1
It follows from Equation 20 that the probability of any
given state sequence is either zero or is completely determined
by the initial and final states appearing in the sequence. Thus,
all those positive probability state sequences which begin and
end with any two given states. will be equiprobable. Moreover,
the probabilities of any two (positive probability) state seq-
100
I I
Ices will be proportional to each other and the constant of
)portionality will be independent of the sequence length, n.
is, all those state sequences which occur with positive prob-
.lity tend to become (approximately) equiprobable as n in-
ases. Precisely, the logarithm of these positive probabi-
ies are asymptotically equal.
To underestimate the minimum error probability for degene-
e channels we employ the result of corollary I, Section 3.2.
.t is
P(e)> p(A) 1 - 2n 22
Ire A denotes an event defined upon the channel state sequen-
p(A) is the probability of the event A, and N(A) is the num-
of positive probability channel state sequences that are in-
.ded in the event A. We recall that the event A must be cho-
such that 1) no two sequences which produce the event A are
luded in the same set Ew,and 2) all the positive probability
Lte sequences which produce the event A are equiprobable.
For the degenerate Type I irreducible channels we consider
'e, a suitable choice of the event A is as follows. We define
event A to include all those sequences of n channel states
ch begin and end with any two given states say Ei and Ej.
s specification of the event A satisfies the first condition
the preceeding paragraph because the channel is of Type I.
also satisfies the second condition, by virtue of Equation
since the channel is degenerate.
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For the given event A, N(A) will be the number of positive
probability channel state sequences which begin with the state
Ei and terminate with the state Ej. Moreover, by virtue of
Equation 20,the probability of any particular state sequence in
the event A is either zero or
v z an-1
Zi
lence,
P(Aij) = N(Aij) T-izj an-1 (23)
zi
ihere we have added the subscript ij to A to emphasize its
iependence upon i and j. Therefore, upon combining Equations
22 and 23, we obtain
P(e) Tiz j an-
> (Aij) - n a
zi M
We next note that
m
Z N(Aij) = N
ij=l
There N is the total member of positive probability channel state
3equences. Thusjthere is at least one pair i,j for which
N(A ij) N (24)
m2
'hereforewe can choose i and j such that
P(e)J.r zz N 2n an-1
zi m M
Toreover, Wi must be positive for the i and j which satisfy
Iquation 24; otherwise N(Aij) would be zero. Consequently
-:i z a ;>L PL
zi
where iTj1 and p are respectively the smallest positive elements
of the matrices WTand P. Thus~we conclude that
- 21] (25a)
provided
M =enR, m2 2n
N\
25b)
Finally we may express N, the number of positive probabi-
lity state sequences, as the matrix product
ri 1 mil.
i,j~l
as was done in Equation l$. Then, by virtue of Theorem III,
Section 4.1
N345lJll
n-i nd(l) (6
x '\C(T)1am
where sl(s) = ln~3(s)
and ~X(s) is the dominant eigenvalue of the matrix P(s) associated
with the channel matrix P. It also follows from Equations 17
and 20 that
Ij)-Le i PijIn Pij= Iii pij>o lii n ail~= -ln a (27)zJ-
Therefore, upon combining Equations 25, 26 and 27 we obtain the
result stated in the following corollary.
Corollary 2:
Consider a degenerate irreducible Type I channel specified
by the matrices iT, P, and T. If this channel is used in con-
junction with a block code of length n and rate R1 ,the error prob-
ability P(e) satisfies the following inequality
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p[e)~ ~rL PL a~-2 r~
Lm~m
111'0
P(e) KE - n Eu(R) 28a
provided
SR1>  In m2a(m [ m+1 + n 2 - '(1)
n
where E (R) =- (O) 28b
for R>Io =n 2 - '(1)
0
and K tends to a positive constant as n tends to infinity. The
quantities a(s), and Y (s), and m are as defined in Theorem V.
The result of Corollary 2 is rather trivial for the channels
we consider here. In fact. since P(O) will be a stochastic matrix,
nere r, ~~! - -- y~u) LOG)
U
for R~ I an 2 - ~(1)
o
and K tends to a positive constant as n tends to infinity. The
quantities a(s), and ~f (s), and m are as defined in Theorem V,
The result of Corollary 2 is rather trivial for the channels
e onsider ere, n act. ince (O) ill e  tochasti  atrix,
a(O) will be unity, Y (0) will be zero, and hence
E (R) = 0
u
for
R I
o
We have included the Corollary for two reasons. First, it does
establish an upper bound (Io) to the cpacity, C, of degenerate channels
which we shall find is equal to the channel capacity. Second, we will
subsequently encounter channels which are composed, in part, of
weighted degenerate subchannels for which (0) is not zero.
For the moment, however, it suffices to note that the upper
reliability bound for a degenerate channel will be of the form illustrated
in Figure 23a if Io is zero and of the form illustrated in Figure 23b
if I is positive. The question of whether or not I is positive is
answered in the same manner for degenerate channels as it is for
non-degenerate channels. Moreover, the same uncertainty exists
as to whether or not a positive value of I1 implies that the0
F 
· ,
· we consider here. In fact, since P(O) will be a stochastic matrix,
ate) will be unity, Y (O) will be zero, and hence
EU(R) O
or
r
R~Io
We have included the Corollary for two reasons. First, it does
· establish an upper bound (Io) to the cpacity, C, of degenerate channels
which we shall find is equal to the channel capacity. Second, we will
subsequently encounter channels which are composed, in part, of
weighted degenerate subchannels for which ~(O) is not zero.
or the oment, however, it suffices to note that the upper
reliability bound for a degenerate channel will be of the form illustrated
in Figure 23a if Io is zero and of the form illustrated in Figure 23b
if Io is positive. The question of whether or not Io is positive is
answered in the same manner for degenerate channels as it is for
non-degenerate channels. Moreover, the same uncertainty exists
as to whether or not a positive value of Io implies that the
zero-error capacity is positive.
EU(R)
(a)
Io equals 00 Io positive0
Figure 23: Upper Reliability Bounds; Degenerate Channels
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We now seek an upper bound for the minimum probability of
error that can be achieved with an irreducible Type I channel.
To obtain this bound, we will employ the result of Theorem 1,
Section 3.1. The theorem asserts that, for any given binary
symmetric channel, a block code of length n and rate R exists
for which the error probability satisfies the following inequa-
lity
F(e) Prw [D(w) D] M Prw (z)D(w) D]
where
Prw [D(w)
and
Prw [D (z)• D(w)D=D]1 D (w)D (w)(D -
LzD1
D(z) D(w)
In this expressionD(.) denotes the distance function which is
employed in the decoder, w and z denote binary sequences of length
n, and as before, p(w) is the probability of the channel noise
sequence w.
To simplify the bound of Equation 29 we first employ the
Chernov bounding procedure discussed in Section 4.2. An appli-
cation of the procedure yields the following inequality
T(e) e- s D g(s) + M2- n  p(w) e-tD(w) f(t) (30a)
D(w)<D
provided s >, and t(O where
g(s) = Zp(w) esD(w)
f(t) = etD(z)
In order for Equation 30 to be val
tance function must be finite if
(30b)
(30c)
.id, the value D(w) of the dis-
p(w) is positive. We shall
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(29a)
(29b)
(29c)
D(w)
only consider distance functions for which this condition is
satisfied. Any indeterminancies of the form p(w) esD(w)
equal Oe in Equation 30 may then be properly defined as 0
(see the discussion of Section 4.1).
Our next objective is to overestimate the quantity
tD(wD~wT p(w) e - t D ( ) f(t)D(w) D
One means of accomplishing this is to minimize the summand with
respect to t for each sequence w and to then apply the Chernov
bounding procedure to the resulting summation. However, it is
simpler, and for our purposes adequate, to employ the same
value of t for all sequences w. The Chernov procedure then
yields the following bound
P(e) 1 esD g(s) + M2- n f(t) g(r-t)e (31)
provided s 0, t 40, r$0
where f(t) and g(t) are defined by Equations 30band 30c.
Let us assume that maximum liklihood decoding is to be em-
ployed. In particular, let the distance function D(.) be de-
fined by the expression
D(w) = - In p (w)
With this choice D(.) the expressions for g(s) and f(t) become
g(s) = p(w)-
f(t) = p(z)-t = g (1+t)
Thus the bound of Equation 31 may be expressed as follows:
T(e)y esD g(s) + M2-n g(l+t) g(r-t) e-rD (32)
provided
r O, s0, t <O
11
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Our next objective is to overestimate the moment generating
function g(s) by some quantity which is less difficult to eval-
uate. To accomplish this goal, we first note that
2 Ip 1- s (E) 1-s3a
w w w ,7a )
where p(E) is the probability of the Markov state sequence E and
Ew is the set of those positive probability state sequences
which generate the noise sequence w . We next overestimate the bra-
ckated summation of Equation 33 by use of the inequality
1-s-
S() s p(E7 -s (33b)
E w  Ew
which is valid for non negative values of s. Upon combining
Equations 33a and b we obtain the following inequality.
g..)" T L(E (34)
where the summation is over all channel state sequences
The right member of Equation 34 is identical in form to the mom-
ent generating functions we consider in Section 4.2; in fact,
it may be expressed as1- s
=p(E  (sJ LPjlj2('"* .Pjn-ljn(s_
where TTi (s) =r" l -s if'. >0
0 otherwise
Pij( s )= pi if Pij>O
0 otherwise
Therefore,by the definition of matrix multiplication
e i n - 1g(s) T.(s) [P(s) 35
where _rT(s) is the row matrix i with each positive element raised
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so also
will be the matrix P(s). Therefore, the result
Section 4.1 may be employed to overestimate the
of Equation 35.
of Theorem III,
matrix product
Specifically
g(s) k A(s)
whereV(s)
and A(s)
= Ind(s)
= L (s)L IPL(s). m
In these expressions u(s) is the dominant eigenvalue of the mat-
rix P(s), PL(s) is the smallest positive element of P(s)
"Tu(s) is the largest element of _F(s).
and
A combination of Equations 32 and 36 yields the following
upper bound for the probability of error
P(e)4A(s) e
Our final task is to approximately minimize the right member of
Equation 37 with respect to the parameters r,
minimization will first
s, t and D. The
be performed under the assumption that
4(s) is not a linear function of s.
If (s) is not a linear function, it is, by virtue of Theorem
III, a strictly convex and continuously differentiable function.
Consequently, the minimization is analogous to that discussed in
Section +4.2.
ponent n6(s)
In particular, for any given value of D, the ex-
- sD is minimized by that value of s which satisfies
115
end(t)
m T((s)
(36)
(37 )
P(s), is the channel matrix, P with each
element raised to the power l-s, and- is a column matrix
composed of unit entries.
Since P is by assumptionan irreducible matrix,
to the power l-s,
e-sD+n (s )+ A(l+t)A(r-t) M eT2nJ
~1(1
the equation
61(s) D (38)
n
provided
5l(0) D 1
n
Similarly, for any fixed value of t, and D, the exponent
n[y(l+t) + K(r-t)]- rD is minimized by that value of r which
satisfies the equation
1 (r-t) =D (39)
n
provided
n
It follows from the convexity of Y(s) that Equation 38
possesses a single solution. Therefore, if s satisfies Equat-
ion 38, and r-t satisfies Equation 39, s and r-t must be equal.
Thus upon combining Equations 37, 38 and 39 we obtain the fol-
lowing inequality
P (e)A(s) en L(s)-sI(s +A(s) A(l+t)Men(+)+(s) )-0n2]
(40a)
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provided 1 (o) (s)4(-t) ( 40b)
For any fixed value of s, the exponent J(l+t) +ý(s)-(s+t)Y (s)
attains its minimum value when 4l(l+t) equals -(s). Moreover,
since l(l+t) is a strictly monotone increasing function of t, eq-
uality can only be achieved when l+t equals s. Thus, the optimum
value of t. is s-i provided the constraint of 40b is satisfied. On
the other hand, the constraint of Equation 40b implies that O$s<-t.
Thus s-1 is the optimum value of t provided that 0(S,<. Upon sub-
stituting this value of t into Equation 40a and expressing M as a
function ao the transmission rate R, we obtain
(e)A(s)en(s) - s l (s ( 2en[2(s) - (2s - l)(s)+R-ln2 (4·1)
provided OCs s~-
Now let us (approximately) minimize the bound of Equation 41 with
respect to the parameter s. We first note that, for O<s<½,
,(s) - s i(s) is a monotone decreasing function of s and
2/(s) - (2s-l) l(s) is a monotone increasing function of s, That
is F
d -(s)-s Ls) = -s l1(s)<o s>O
ds
d [X(s)-(2s-1)Sl(s) = (2s-1)6ll(s)>0 s(<
ds
Therefore, if A(s) were unity for all s, the bound would be ap-
proximately minimized if s could be chosen such that the two ex-
ponents were equal. In fact, the resulting value would not ex-
ceed the true minimum by more than a factor of two. Of course,
A(s) will not, in general, be unity. However, it can be shown
that the bound will still be approximately minimized if s is ad-
justed to make the two exponents equal. Precisely, the asymp-
totic value (in n) of the logarithm of the bound is minimized by
adjusting s so that the exponents are equal. Since we are pri-
marily concerned with the asymptotic behavior of the bound to P(e)
we will choose s in the aforestated manner. The resulting bound
is as follows.
7(e) < A(s) [l+A(s)] exp (-n) Isgl(s)-.)(s) (42a)
provided that
R = In 2 - (l-s)l(s) -6(s) (42b)
and that
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The parametric expressions of Equations 42a and 42b are identical
to those appearing in Theorem V. Thus the value of R which sat-
isfies Equation 42b will be a strictly monotone decreasing fun-
ction of s (see Equation 16a). In particular, the right member
of Equation 42b attains its minimum value when s is equal to 1
and the minimum is given by the expression
In2 - !,1(1) _O,(½)
We shall call this value of R the critical rate and denote it
by the symbol R . Equations 42a and b provide a bound to the
probability of error for rates which are at least as large as
the critical rate. For rates less than the critical rate the
optimum value of s in Equation 38 is greater than ½ and hence the
optimum value of t occurs at the boundary of the constraint, i.e.
-t=s. However, rather than substituting these quantities into
Equation 40 we can obtain a slightly sharper bound for rates less
than Rc by reconsidering Equation 37. Specifically, we set D
equal to infinity and r equal to zero to obtain
P(e),<A(l+t)A(-t) exp (n) j(l+t)+,3(-t)+R-ln
which is valid provided t does not exceed zero. Minimizing the
exponent with respect to t, then yields
P(e)Y A(FA 2 exp (-n) lIn2 - 2X'(1) - R] (43)
Thus far we have assumed thatS(s) is not a linear function of s.
However, the derivation of Equation 43 is independent of the as-
sumption and hence the bound is valid regardless of the nature of
1(s). Moreover, it can be shown that if /(s) is linear, the bound
of Equations 43 is essentially the best result that can be obtained
from Equation 37. Therefore we take Equations 42 and 43 as our
basic upper bounds for the minimum error probability that can be
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achieved with any given Type
are summarized in the following theorem.
Theorem VI:
Consider a Type I irreducible channel specified by the mat-
rices _r, P, and T. Let rt(s) and P(s) berespectively,the matrices
rr and P with each positive element raised to the power 1-s and
letdX(s) be the dominant eigenvalue of the matrix P(s). We define
X(s) = In ý,(s)
A(s) = m -iP S
where m is the dimension of P(s), PL(s) is the smallest positive
element of P(s), and mWu(s) is the largest element of r(s).
There exists a block code of length n and rate R which,
used in conjunction with the given channel
when
and a maximum liklihood
decoder, -ields an error probability that satisfies the following
inequality
P(e)4 K exp - n EL(R) (44)
where EL(R) is defined by the expressions
EL(R) = sl(s)
R = in2 -
- ~y(s)
(1-s)41 (s)
- ,(s)
for Rc = In2-½,B(I)-,y(('<Rýln2-X 1(0)
and
- R
O R Rc
(45a)
(45b)
(45c)
(46a)
(46b)
The coefficient K is given by the expression
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m r u(s)
•(s)
for
~
- -
I irreducible channel. The results
EL(R) = ln2-2 Y (-)
K = A(s,n) r + A(sn) R> Rc
K = A(1,n) 2 R , R
More generally, the average probability of error over the
ensemble of either all equiprobable block codes or group codes,
or parity check codes, or sliding parity check codes satis fiesEq.4L.
Let us now compare the bounds to the channel reliability
E(R) that are provided by Theorems V and VI. Clearly
EL (R) E (R) Eu(R)
Moreover, EL(R) and Eu(R) are identical for rates greater than
the critical rate Rc. However, for rates less than critical the
two bounds diverge. Specifically
Eu(R) = sal(s) - s
where R = in2 - (1-s) ý(s) -P(s)
and EL(R)= ln2-2 (½)-R
Also, if the channel is not degenerate,
dEu(R) -
dR I 1-s
d EL(R) =-1
dR
and
EL(Rc) = Eu c)
Thus, for non-degenerate channels, the upper and lower bounds
to the reliability are continuous, convex, and differentiable
functions of R which are equal for all rates such that
dEu(R) >1
dR
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The general relationship between the bounds is thus of the form
shown in Figures 24a and 24b.
E(R)
EL(R)
I =R =C
o c
(a)
Eu(R)
EU(R)
R C I R C
c o c
(b) (c)
Fig. 24: Reliability Bounds, Irreducible Channels
(a) Degenerate Channel, I Positive
o
(b) Non-Degenerate Channel, 10 Equal Zero
(c) Non-Degenerate Channel, I Positive
o
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For a degenerate channel we have, from the discussion
following Corollary 2, Section 5.1
Eu(R) = 0
for. R >I o  in2 - ~(1)
whereas E (R) is undefined for rates less than Io. Thus, the
reliability E(R) is clearly zero for rates greater than Io*
Also we have, from Theorem VI
E(R) )EL(R) = In2 - 2 (2) - R
for
0<R RR c  In 2 - S 1() - 6(½)
On the other hand, since 3s) is linear and 6(o) is zero,
as) = 6(o) s l1(o) =-s L(o)
and hence
Rc = In2 -- ii(o) = in2 -0I~ • o
Also
In2 -26(!) = ln2-2()Z 1 (o) = In2- (o)
Therefore
E(R) EL(R) = Io - R
for R ,I
Consequently, E(R) is zero for rates greater than Io ( =Rc) and
E(R) is positive for rates less than Io ( = RC). Thus the chan-
nel capacity C is
C = Io = Rc
and the upper and lower reliability bounds are related as shown
in Figure 24c. As illustrated by the figure,the lower reliability
bound EL(R) is a continuous convex function of R as it is for non-
degenerate channels. However, the derivative of EL(R) does not
exist at the point R = Rc( = Io = C).
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Finally we note that the lower bound to the channel reliab-
ility provided by Theorem VI may be described in terms of the
upper bound provided by Theorem V and Corollary 2. Specifically,
the lower bound Eu(R) equals the upper bound for all rates such
that dEu(R) " _ i. (46)
dR
Moreover, the critical rate, Rc, is the smallest rate which
satisfies Equation 46. For rates less than Rc the EL(R) versus
R curve is the straight line of slope minus one which is tangent,
or coincides with, the Eu(R) curve at the point R = Rc
.
At this juncture we have established the bounds for relia-
bility of irreducible Type I channels. The bounds depend upon
the specification of the channel only through the dominant eigen-
value K(s) of the matrix P(s). Thus to evaluate the boundsfor
a given m state channel we must determine the largest positive
root of an mth order polynomial as a function of s. Clearly,
the determination of this root will, in general be a laborious
task unless some form of machine computation is employed. There
are, however, some classes of channels which admit simple inter-
pretations as equivalent memoryless channels. Also, it is pos-
sible, and frequently useful, to determine Eu(R) and EL(R) by
a graphical construction if one is given a graph of s(s) versus
s. We will now elaborate upon these two topics.
Let us suppose that each row of a given channel transition
matrix P consists of precisely the same set of elements. That
is, each row of the matrix is a permutation of every other row.
Clearly the matrix P(s), will possess the same property and, thus,
the value of the sum
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pij(s) = ijl-s
j=1 j=1
will be independent of i. In particular, upon denoting the
common set of elements in each row by Pi ...,pm, we obtain
m m
Pij l-s - pj i = ,...,mj=1 j=1
Therefore, by virtue of Equation 14 Section 4.1,
m 1-s
w: ) =
j=l
and m
(s) = in p -s (47)
A similar argument shows that i(s) will be given by Equation
47 if all the columns of P contain the same set of elements
Pj...,Pm.
It is clear that the evaluation of the reliability bounds
will be simplified appreciably for channels which possess either
of the aforestated properties. In fact, if each row of P contains
two positive elements, say p and q, the bounds obtained will be
identical to those for a memoryless binary symmetric channel with
crossover probability p. Thus, for example, the channels
10
Figure 25: Some Equivalent Channels
124
If 11
I -
described by Figure 25a,b and c are characterized by the same
bounds to the channel reliability, i.e. by the boundsfor the
memoryless channel of Figure 25c.
It should be noted, however, that these channels are only
characterized by the same lower bound to the channel reliabi-
lity if each is decoded in accordance with a maximum liklihood
algorithm. For example, although the capacity of the channel
shown in Figure 25b is,
C = In2 -pln p - qlnq nats
this capacity can only be achieved with maximum liklihood de-
coding. In fact, the stationary probabilities of the noise symb-
ols 0 and 1 for this channel are both equal to 1. Thus, if the
channel were decoded as though it were memoryless, the capacity
of the resulting channel(including the decoder) would be zero.
For the special class of channels just discussed the evalua-
tion of the reliability bounds is straight forward. In fact,
one may employ the graphical construction that has been intro-
duced for the evaluation of bounds for memoryless binary symme-
tric channels. 14 However, in general, the evaluation of E (R)
will be rather laborious and, in practice, machine computation
would probably be employed.
On the other hand, once the values of Y(s) as a function of s
have been determined the evaluation of Eu(R) maybe completed by
recourse to a relatively simple graphical construction. This cons-
truction, which we shall now discuss, is also useful in the an-
alysis of the more general channels to be considered in the sequel.
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Considerfor a momentthe curves of X(t) versus t andX(t)
versus t shown in Figure 26. The Y(t) versus t curve illustrates.
the general properties of these functions, i.e. g(t) is a mono-
tone increasing convex function of t. The general validity of
the assertion follows from the facts that 1) as stated in Sec-
tion 4.2, &r(t) is an increasing function of all the elements
pij(t) of P(t) and 2) each element of P(t) is an increasing
function of t.
The second curve, that is -(t) versus t, is a straight line.
defined by the expression
X(t) = X(s) + (t-s) (S)
Thus, this line is tangent to the K(t) curve at the point t=s.
Moreover -
Eu(R) = - (s) - s l(s) -x(o)
where R = in2 - (1-s)Y (s) -X(s) = ln2 - C(1)
provided 0< S 1
Therefore, the relationship between Eu(R) and R may be por-
trayed as indicated in Figure 26. Also, as illustrated in Fig-
ure 27, the channel capacity C and the value of Io may be deter-
mined easily from the K(t) versus t curve.
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Graphical Constructinn;
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We have now completed our analysis of the minimum error
probability that can be achieved with any given irreducible
Type I channel., The results we have obtained are relatively
sharp and are,for the most part,analogous to the results prev-
iously obtained for general discrete memoryless channels. How-
ever, we have thus far considered only a limited class of fin-
ite-state binary symmetric channels. In the remainder of this
investigation we consider channels that are irreducible, but
not of Type I, and also channels that are reducible. Specif-
ically, in the next chapter we will consider a particular class
of reducible channels, then in Chapter VII we will discuss gen-
eral finite-state binary symmetric channels.
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CHAPTER VI
Reducible Type I Channels
In this chapter we will extend the results of Chapter V
to include a class of reducible channels. For simplicity, we
will confine the discussion to the derivation of bounds for the
reliability of communication, E(R). That is, we seek upper and
lower bounds Eu(R) and EL(R) to the quantity
Eu(R) '-lim i In JP(e)] = E(R) >EL(R)
neo
In principle, it is not difficult to obtain strict bounds
of the form
KLe-nEL(R) .$P(e) 4Kue-nEu(R)
However, for the channels we consider here, the expressions for
KL and Ku are either exceedingly complex or very weak. Therefore,
there seems to be little merit in including them in the analysis.
Regardless of whether one derives strict bounds or bounds for
the reliability, the important question is; does the quantity
Eu(R), or EL(R), provide a true measure of the error probability?
We shall discuss this question subsequently.
Our first task is to introduce a classification of the chan-
nel states which is of fundamental importance in the analysis. We
will elaborate upon the defining properties of Type I channels
after this classification has been discussed.
6.1 Normal Forms
In this section we will see how the states of a reducible
channel may be grouped into irreducible sets of states. The
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grouping procedure is a simple generalization of that employed
21in the classification of the states of a Markov chain, and
has been employed by F. R. Gantmacher22 in the study of reduc-
ible non negative matrices. The procedure is best discussed
within the context of an example. First, however, some termi-
nology must be introduced.
Definitions:
In the course of the discussion we will employ the following
21
nomenclature which is, in essence, that used by Feller . As
before, we say that a graph (excluding the starting state) is
irreducible if every state of the graph can be reached from every
other state; otherwise the graph shall be called reducible.
Similarly, any given set of states of a graph shall be called ir-
reducible if every state of the set can be reached from every
other state of the set. In addition, any set of the graph states
will be called closed if no state outside the set can be reached
from a state in the set; otherwise the set will be called trans-
ient.
Finally, we shall define the largest irreducible set assoc-
iated with a given state (say Ei ) as the set of all those states
E. which have the property that state Ej can be reached from state
Ei and also state Ei can be reached from state Ej. If no such set
exists we shall call the set consisting of state Ei a coupling set.
Let us now consider the graph shown in Figure 28. We note that
this graph is reducible since in particular, E1 and E5 cannot be
reached from states E2 , E3 or E4 . Also observe that the largest
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Figure 28: A Given Graph
E2CDS~
Figure 29:
Figure 30:
Decomposition of Figure 28 into Subgraphs
Set Graph Associated with Figure 28
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irreducible set which contains state Ei is composed of states
E1 and E5 . Moreover, from either state El or E5 it is only pos-
sible to reach states El and E5 . That is, the set P1 composed
of states E1 and E5 is closed as well as irreducible.
In a similar manner we note that the largest irreducible
set, P2, containing state E2 is composed of state E2 alone.
However, the set P2 is not closed since state E4 can be reached
from state E2 . We next note that there is no irreducible set
containing state E3 . That is, from state E3 it is possible to
reach states E2 and E4 but state E3 cannot be reached from eit-
her of these states. Thus, the set P3 containing state E3 is a
coupling set. Moreover, the set P3 is not closed since some
states can be reached from state E3 .
Finally, we observe that there is no irreducible set cont-
aining state E 
. 
Moreover the coupling set P consisting of
state E is closed since no state can be reached from state E4 .
We have now assigned every state of the graph to precisely one
of four disjoint sets, or equivalence classes. Any one of these
sets is either irreducible (Pl and P2 ) or is a coupling set (P3
and P4). In addition each set is either closed (P1, P4) or
transient (P2 ,P3 ).
* This situation cannot occur in a Markov graph. However it can
occur in the graphs we shall consider in Chapter VII and hence
we consider it in the state classification procedure.
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As is illustrated in Figures 29a, b, c and d, the sets Pl, P2,
P 3and P4)in essence, partition the original graph into a set
of four irreducible (or coupling) subgraphs which are connected
by directed branches. For our purposes the important properties
of a reducible graph are contained in the combined specification
of these irreducible subgraphs and of the gross nature of the con-
nections between these subgraphs.
The latter information is conveniently presented in a form
which we shall call a set graph as illustrated in Figure 30. In
this figure each of the irreducible sets Pi~and also the starting
state,is represented by a node. A branch is directed from the
node labeled Pi(or from the stating state) to the node labeled Pj
if, and only if, at least one state in the set Pj can be reached
in one transition from some state in the set Pi( or from the stat-
ing state). Thus a branch is directed from the node(or set)
P3 to P4 since state E4 of Figure 28 which is included in set P4
can be reached in one transition from state E3 in set P . How-
ever, a branch is not directed from set Pl to P3 since state E3
cannot be reached in one transition from either state E1 or from
state E5.
Although we have considered a particular example, it is clear
that the states of any graph can be grouped into equivalence clas-
ses in a similar manner. Specifically, we may group the states
of a graph into sets, say Pl,...,P h such that any given set is
either irreducible or coupling and simultaneously either closed
or transient. Moreover, if it is possible to reach a given state
Ej in a set Pk from another given state Ei and also possible to
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reach state E. from state E j, states Ei and E. must be in the
same set. This conclusion follows from the fact that Pk is
defined to be the largest irreducible subset containing state Ej.
- 0
I £'[4 ti
Figure 31: Non-Normal Graph Description
II
'Tý - [ 1
Figure 32: Normal Graph Description
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Finally, if there are g closed sets, we can order (or reorder)
the sets Pl'**,,h so that the first g sets are closed and also
so that a state in the set Pi can only be reached from states in
the sets Pi, P~+ -,***Ph. That is we order the sets so that,
from any given set, the channel can only move to sets with lower
indices. We can then construct the h irreducible subgraphs cor-
responding to the sets Pi and the set graph which indicates the
presence or absence of branches between the various irreducible
subgraphs.
Thus far we have employed the channel graph to classify the
states into (the largest) irreducible subsets. The procedure
can also be applied directly to the channel matrix P (see Feller 21 )
but in most instances the graphical approach is simpler. On the
other hand, once the sets have been determined, it is convenient
to have a representation of the matrices T, P and T which exhibits
these sets explicitly. As we shall now see, such a representation
can be obtained by relabeling the states of the graph.
We noted, in Chapter I, that the labels Ei attached to the
states of a channel graph serve only to establish an indexing
system between the transition probabilities and the elements of
the matrix P. Thus, given any channel graph, we may relabel the
states in any manner we choose to obtain a new channel graph which,
in fact, describes the same finite-state binary symmetric channel
as does the original graph. For example, the graphs of Figures
31a and 32a describe the same channel; in fact these two graphs
differ trivially. On the other hand, the channel matrices of
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Figures 31b and 32b associated with these two graphs do differ,
In particular, the matrix P of Figure 32b is an example of what
we shall call, following Gantmacher, a normal matrix.
Although we have considered a particular example, a reduc-
ible channel matrix can always be put in a normal form. To
obtain this form it suffices to relabel the states of the graph
in the following manner. First we relabel the states in the set
PI starting with any state and proceeding consecutively, E1 ,...
until all the states of P1 have been relabeled. We then proceed
to a state of the set P2 and continue the procedure until all
of the states have been relabeled.
0
0
(a)
o0
at)
Figure 33: Normal Form Matrices; (a) No Transient sets,
(b) Transient Sets.
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In general, the normal form of a matrix is as illustrated
in Figure 33a, if there are no transient sets, or as illustrated
in Figure 33b if there are h-g transient sets. In both of these
figures the matrices P ,...P are either one by one zero matricesI '-h
or are matrices of irreducible graphs. However, the matrix of
figure 33a is block diagonal whereas in figure 33b at least one
of the matrices
P ... P, i-1
contains a positive element for every i greater than g.*
Another general property of normal matrices is that the mat-
rix Pi is the matrix description of the sub graph composed of
the states in set P.. Thus, for example, the matrix P of Figure
32b describes the irreducible sub graph composed of the state E,.
Moreover the matrices P..j determine the set of branches that ap-
pear in the set graph we have defined. Specifically a branch will
be directed from set Pi to set P if,and only if, i exceeds both
j and g and also the matrix Pij contains at least one positive
element. Similarly, there will be a branch from the starting
state to the set Pi if, and only if, the sub matrix ai contains
a positive element.
We are now able to characterize any reducible channel graph
by a collection of irreducible subgraphs and a set graph which
indicates the gross connections between these subgraphs.We are
also able to put any given reducible channel matrices into a nor-
mal form. These normal descriptions are of considerable importance
in the analysis of finite-state binary symmetric channels. Also,
* If the latter condition were violated for some i'g the set Pi
would be closed whereas we have assumed that only the first g
sets are closed.
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they will now be used to define a reducible Type I channel.
In Section 2.4 we roughly described a reducible Type I
channel as one for which the number of (positive probability)
channel state sequences that could generate any given channel
noise sequence did not increase exponentially with the length
of the sequence. For our present purposes it is more convenient
to state the definition of a Type I reducible channel directly
in terms of the irreducible sets of states) or subgraphsdescribed
above. It is not difficult to show that the definition we employ
here implies, and is implied by, the definition of Chapter II.
We shall say that a channel is of Type I if, for any given
channel states Ei and Ej both in any given irreducible set Pk,
every noise sequence of length N = 1,2... can be generated by at
most one connected sequence of channel states which begins with
state Ei and ends with state Ej. Thus for example the channel
of Figure 32 is of Type I whereas that of Figure 28 is not. It
should be noted that this definition of a Type I channel is ap-
plicable to both reducible and irreducible channels. It is, how-
ever, consistent with the definition of a Type I irreducible chan-
nel given in Chapter V. In fact, since an irreducible channel
is characterized by a single irreducible set of states, the two
definitions are identical for irreducible channels.
In the remainder of this chapter we will consider reducible
Type I channels. For convenience, we will assume that the chan-
nel matrix P is presented in a normal form as illustrated in Fig-
ure 33a and b. Moreover, in order to systematize the presentation
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Figure 34: Elementary Channel, No Transient Sets
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Figure 35: Elementary Channel; Transient Sets
Figure 36: Non-Elementary Channels
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of bounds for the reliability of these channels, we will first
introduce a particular class of channels which we shall call
elementary channels. We shall see subsequently that any reducible
channel can be decomposed into a collection of elementary chan-
nels. Moreover, the reliability bounds are determined, for any
given rate, by one of the elementary channels in the decomposi-
tion.
6.2 Elementary Channels
Consider the channel graphs and matrices shown in Figures
34a and 35a. These graphs possess several distinguishing char-
acteristics. First they contain a single closed (and irreducible)
set of states P . Second, if the graph contains transient sets,1
as in Figure 35a, the closed set can only be reached from the
transient set Pi by a state sequence which contains at least one
state from each of the sets Pi_1,'. 2 P1 . Finally, every state
can be reached from the starting state.For convenience, a chan-
nel whose graph is of the form illustrated by Figures 34a and
35a shall be called an elementary channel. Similarly, the (nor-
mal form) matrices PT,  and T associated with an elementary chan-
nel shall be called elementary channel matrices.
One distinguishing, and in fact defining, characteristic
of elementary channel matrices is that P is a (block) lower semi-
diagonal matrix. That is, as illustrated in Figure 34b and 35b,
the only non-zero blocks in the matrix are on the diagonal and
sub-diagonal. Moreover each of the matrices on the sub-diagonal
contains at least one positive element.
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For purposes of comparison, the channels specified by the
graphs of Figure 36 are non-elementary. The channel of Figure
36a is non-elementary because the closed set Pl can be reached
from set P3 without passing through set P2. The channel of Fig-
ure 36b is non-elementary because two of its irreducible subsets
are closed. Finally, the channel of Figure 36c is non-elementary
because set P3 cannot be reached from the starting state.
In the remainder of this section we will confine our at-
tention to elementary Type I channels. To obtain a lower bound
to the minimum error probability, P(e), for these channels - and
hence an upper bound to the channel reliability - we pursue es-
sentially the same derivation that was employed in Section 5.1.
Precisely, we first employ the results of Section. 3.2 to obtain
a lower bound for P(e) in terms of the probability distributions
of functions defined upon the state sequences of the (reducible)
Markov chain that underlies the elementary channel. We then
underestimate these probability distributions by the distributions
of some related functions defined upon the state sequences of
the irreducible subgraphs contained within the given channel graph.
Finally, we invoke the bounds of Theorem IV, Section'4.2 to ob-
tain the result stated in the following Lemma. The details of
the derivation are presented in Appendix D as the proof of Lemma
DI.
Lemma 1:
Consider an elementary Type I channel specified by the (nor-
mal).matrices fl, P, and T. Let Pi be any one of the irreduc-
ible submatrices appearing in the normal form P. We define the
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matrix P.(s) to be the matrix Pi with each positive element
raised to the power 1-s. We denote the dominant eigenvalue
of P. (s) by di(s) and define
iY (s) = In oý (s)
The reliability E(R) of the given elementary channel satisfies
the following inequality
E(R) < Eui (R) (1)
where
Eui(R) = sli(s) - 6(s) (2a)
R = In 2 - (1-s)yl (s) -3.(s) (2b)
O0S ~l
and
Eui(R) - ( ) (3a)
for
R In 2 - ai(o) - (o) ( 3b)
It should be noted that Lemma I provides a lower bound to
the minimum error probability in terms of the irreducible mat-
rices Pi that appear in the normal form of the channel matrix P.
In fact, it is convenient to envisage the given channel as though
it were composed of h irreducible (or coupling) weighted sub-
channels each described by one of the matrices Pi" To establish
this point of view more precisely we proceed as follows.
First, it is clear that, if the submatrix P. is stochastic
-1
(i.e., closed) it may be regarded as the channel matrix of an
irreducible Type I channel. In this case the function Eu(R) de-
fined in Lemma 1 is identical in all respects to the function
Eu(R) defined in Theorem V of Section 5.1 unless Pi describes
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a degenerate channel in which case E ui(R) is identical to the
Eu(R) of Corollary 2, Section 5.1.
Moreover, even if Pi is not stochastic it is closely
related to a stochastic matrix. Specifically, it can be easily
shown22 that
.(o) A -1
Pi = e " YPy
-i
where Y is the diagonal matrix with elements yk' Yk is the kth
element of the positive right eigenvector of Pi associated with
the dominant eigenvalue e i(°) and P is a stochastic matrix with
A
elements Pkj given by the expression
pkj = Pkje Yj
yk
Similarly,
Pi(s) = e(sl-s)) P(s) Y s)
A A
where Pi(s), Y(s), and P(s) are the matrices Pi, Y, and P, with
each positive element rasied to the power 1-s. Therefore, since
e-(i-s) 0o) Pi(s) is similar to the matrix P(s), we have
(s) = (l-s)Vo) + 6(s)
where (s) = In o(s)
and dI(s) is the dominant eigenvalue of the matrix P(s).
Moreover A
Eui(R) = (o) ++Eu(R)
where Eu(R) is the upper reliability bound for the irreducible
A
Type I channel specified (in part) by the stochastic matrix P.
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Thus, we conclude that the functions Eui(R) defined in Lemma
I differ from the upper reliability bounds for some irreducible
Type I channel, only in that they are shifted up by the weighting
factor Yi(o). Consequently, we may immediately apply all of the
results and terminology of Chapter V to the functions Eui(R). In
particular, we may summarize the result of Lemma I in the foll-
owing statement.
The reliability of an elementary Type I channel does
not exceed the weighted reliability of any one of its
irreducible subchannels.
We refer to the function Eui(R) as weighted reliabilities to
emphasize that they differ from the reliability bound for an
irreducible channel by the weighting factor '(o).
The next Lemma we present indicates that the reliability
of an elementary channel may be appreciably less than the weighted
reliabilities of all its subchannels. The proof of the Lemma is
presented Appendix D as the proof of Lemma D2.
Lemma 2
The reliability of an elementary Type I Channel satisfies
the following inequality
E(R) ' R-Rj Eu. (Ri) + Ri - R Euj.(R) (4
Ri-Rj Ri - Rj
for Rj R /Ri
where, as defined in Lemma I, Eui(R) and Euj(R) are the weighted
upper reliability bounds to any two of the sub channels con-
tained in the given channel.
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It should be noted that the bound for the channel reliabi-
lity given by Lemma 2 includes that of Lemma I as a limiting case.
Specifically, if Ri equals R the bound of Lemma 2 becomes
E(R) < Eui(R)
which is identical to Equation 1 of Lemma 1. However, the lim-
iting procedure we employ in the derivation of Lemma 2 is, strictly
speaking, only valid of Ri 4 R, Rj / R. On the other hand we are
assured by Lemma 1 that the bound of Lemma 2 is, in fact, valid
at either of the endpoints R = Ri, and R = Rj.
At this juncture it remains to minimize the expression
for Eu(R) given in Lemma 2 with respect to the choice of sets
Pi and Pj and also with respect to the parameters R. and R ..This
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minimization problem is similar to a problem discussed by Shannon
We will follow Shannon's solution.
Consider, for a moment, the reliability curve of the i th sub-
channel ie., Eui(R) versus R. The general form of this curve is
illustrated in Figure 37. The collection of points which lies
above and to the right of this curve will be referred to as the
region Gi. It corresponds to the shaded portion of the Eui(R) ver-
sus R plane of Figure 37. Similarly, we will define the region G
to be the collection of points which lies above and to the right
of the (given) channel reliability curve, i.e.,E(R) versus R.
It follows immediately from Lemma 2 with Ri = R that the
region Gi is, for any i, contained in the G. That is, no point
of the E(R) versus R curve lies above any of the Eui(R) versus
R curves. It further follows from Equation 4 that the region G
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contains all those points which are in either a Gi or Gj or lie
in the region which is bounded away from the Eu(R) = 0 axis by
the straight lines
R=R
i
R= R
Eu(R) =R-R Eui (Ri) +Ri R E
This s tuation is illustrated in Figure 3
This situation is illustrated in Figure 38
I- LRi
U
(Rj)
Figure 37: The Region Gi
i" I nN
(R.4)4
Figure 3$: Construction of the Convex Hull
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More generally, the region G contains the convex hull of
all those regions Gi which correspond to subchannels. That is,
no point of the channel reliability curve E(R) versus R lies
above and to the right of the (unique) convex curve that is ob-
tained by joining the reliability curves of the weighted sub-
channels with straight line segments. Moreover,this convex curve
provides the best possible bound to the channel reliability that
can be obtained from Lemmas 1 and 2. We may unify our results
in the following theorem.
Theorem VII
Consider an elementary Type I channel that is to be used in
conjunction with a block code of length n and rate R. Let Pi,
i = 1,...h denote the irreducible submatrices which appear in
the normal form of the channel matrix P. We define Pi(s) to be
the matrix Pi with each positive element raised to the power 1-s
and also define
Ji(s) = In ci(s)
where&<(s) is the dominant eigenvalue of the matrix Pi(s).
In additionwe define the weighted (upper) reliability bound
of the ith subchannel Eui(R) by the expressions
Eui(R) = s= (s) -6~(s) (5a)
for
R = In 2 - (l-s) I(s)-Si(s) 0 s 1 (b )
and Eui(R) = -fi(o) (6a)
for
R >Ci - In2 -y (o) -(o) (6b )
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We note that, if the ith channel is degenerat
is a linear function of s, Equation 6 include
Eui(R) = -i(o)
for
Rý1n2 - 1(.o) -6i(o) = ln2 -Y(l)
Regardless of the code and decoding proc
the error probability P(e) for the given char
following inequality.
-lim In P(e R-R )+ RR Eu (Rj)
Ri-R j  Ri-Rj
for any i and j and any Ri and Rj such that
Ri. R-:Rj
In particular, for the given rate R, the char
E(R) satisfies the inequality
E(R) < Eu(R)
where Eu(R) is the boundary of the convex hul
which will lie above and to the right of any
upper reliability curves - Eui(R) versus R.
E,(R)
EU(R)
Ev, R)
l- -I~
(610
E£, (R1
i '9 o]
P-~ 4
! -t. o il
(A)(C)
Figure 39: Upper Reliability Bounds; Elementary Type I Channels
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The general appearance of the upper bound to the reliability
of an elementary Type I channel is illustrated in Figure 39. In
each figure we have shown the weighted reliabilities of the ir-
reducible subchannels in addition to the resulting bound for the
channel reliability.
As indicated in these figures the upper reliability bound
E (R) will be a convex decreasing function of R. However, it
may not be strictly convex, e.g. see Figure 39b and 39c. Also,
as illustrated by Figure 39c and 39d, Eu(R) may not be contin-
uously differentiable. We shall see subsequently that these
statements apply, not only to the upper bound for the channel re-
liability, but also to the channel reliability itself.
Several other comments pertaining to Theorem VII are in order.
First, for any elementary channel the (weighted) reliability bounds
Eui(R) will possess the same properties as do the reliability bou-
nds for irreducible Type I channels. The only difference between
these two classes of functions is that Eui(Ci) will be positive
rather than zero, i.e. ,i(o) will be negative. In fact,gi(o) will
be negative unless the irreducible matrix P is a stochastic mat-
--1
rix, or equivalently, unless the set Pi is closed as well as ir-
reducible. Consequently, the upper bound to the capacity of any
Type I channel will always be determined by the subchannel assoc-
iated with the closed set of states.
On the other hand, the channel reliability is not, in gen-
eral determined by the reliability of the subchannel: which re-
presents the closed sets of state . This fact is clearly illus-
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trated in the figures. Moreover, as stated earlier, the re-
liability of a given channel may, for a given rate R, be less
than the (weighted) reliability of any of its subchannels eval-
uated at that rate. We will now discuss some of the factors
which produce these two somewhat unanticipated modes of behavior.
The first observation is of some interest since the analysis
of reducible Markov chains is sometimes deemed unimportant for
what would now appear to be an erroneous reason. Specifically,
it can be argued that a reducible chain (or channel) will "event-
ually" enter a closed set of states and henceforth be discrib-
able as an irreducible chain. The assertioný is certainly valid.
However, it does not imply that the probability distribution of
a function defined upon the state sequences of a chain can be
accurately estimated without accounting for the initial transient
that occurs before the closed set is entered.
The crux of the matter is that the small, but positive, prob-
ability of remaining in the transient states may dominate the prob-
ability distribution of the function considered. This is parti-
cularly apt to be true in the tails of the distribution function
which specify the probability of "rare" events. For example, in
this investigation our concern is the rapidity with which the error
probability approaches zero - not with the fact that it does appr-
oach zero. Consequently it is the rapidity with which the prob-
ability of remaining in the transient states approaches zero that
is :important - rather than the fact that it does approach zero.
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Therefore, if there is a positive probability that the channel
will initially be in a transient set, one must include the
transient sets in the analysis of the channel reliability.
In the preceeding discussion we have assumed, implicitly,
that the initial probability of being in the transient sets did
not change as the code length n increased without limit. If,
in fact, a reducible channel is used to transmit a sequence of
code words, the assumption requires some modification. That is,
after many uses of the channel, the initial state probability of
being in the transient sets will be so small as to be negligible.
Thus we might again conclude that the transient sets would be of
no importance in the "steady state."
The conclusion may be valid. However, the writer feels that
the conclusion assumes a degree of channel stationarity that would
rarely be achieved in a real system. Rather it appears to us that
one must either say at the outset that the channel is irreducible
or say that it is reducible and analyze it accordingly. The im-
portant question then, is whether or not physical channels exist
that are described by reducible rather than irreducible models.
We have no clear cut answer to the question. However, it
would appear that reducible models may be well suited to the des-
cription of channels that, roughly stated, possess several modes
of quite dissimilar behavior. This may be the case, for example,
with channels that are extremely reliable for "long" periods of
time but suffer rather severe disturbances intermittently. Pre-
cisely, the use of a reducible channel model may be advantageous
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in such application if the length of the code to be used is
much less than the average time between successive disturb-
ances. We base this statement upon the following considera-
tions.
Let us assume that we are to use a channel of the type
just described with a code whose time length is much shorter
than the average duration of the time interval between succ-
essive distrubances. The channel might, for example, be an
irreducible Type I channel in which certain of the transition
probabilities are much less than the reciprocal of the code length
(in binary symbols). Clearly, one could, in principle, compute,
for any given code, the probability of a decoding error. In addi-
tion, one could determine the minimum error probability P(Ie) that
could be achieved with any code. However, these computations
are prohibitively complex and hence, in practice, one settles
for a lower bound to this probability. Moreover, in most instances,
these bounds only provide sharp estimates of the error probability,
P(e) if the code length, n, is large enough to include a "repres-
entative" segment of the channel noise process.
Precisely, the bounds presented in Chapter V will, in gen-
eral, only provide sharp estimates for P(e) if the number of
transitions from state Ei to Ej in a sequence of length nis(with
high probability) approximately nei Pij; where 6i is the station-
ary probability of being in state Ei. Furthermore, this condition
can, in general, only be satisfied if
n Oi Pij,
or equivalently, if
n > 1
pij PuC
Since this last condition is not satisfied by the channel we
are considering we cannot expect the bounds to P(e) or, in par-
ticular, the bounds for the channel reliability to provide a
sharp estimate of the error probability that can be achieved
with a code of the given length. On the other hand, it may still
be possible to obtain useful bounds to P(e) for the given code
length by modelling the various modes of channel behavior sep-
arately. This is particularly apt to be true if the "small"
transition probabilities( which preclude a useful application
of the results of Chapter V) serve to couple the different modes
of channel behavior.
As a trivial (but simple) illustration, for code lengths
of 100, the channel described by Figure 40a could, and probably
should, be analyzed as though it were the elementary channel des-
cribed by Figure 40b. The resulting estimate of the minimum
error probability would then be
P(e) • e-nE (R)
where Eu(R) is as shown in Figure 39b.
The example. just given clearly describes an extreme and
perhaps, in practice, uninteresting situation. However, if the
transition probability S is increased from 10-200 to 10-5, the
resulting model may provide a reasonable description of some
telephone channels. An important and unanswered question is
whether or not the resulting channel is still adequately described
by the model of Figure 40b (with d= 10-5) for codes of length 100.
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Let us now return to the discussion of Figure 39. The
second observation - that the channel reliability may be less
than the reliability of any of the sub channels - also has
some interesting ramifications. At first one might conclude
that the degradation occurs because the coding and decoding pro-
cedure, which yields a low error probability when used in con-
junction with one subchannel, yields a high probability of error when
used in conjunction with some other subchannel. The conclusion
is, however, incorrect.
In fact the lower bound of Theorem VII can be derived by
assuming that both the transmitter and receiver are aware of
the times at which the channel enters and leaves each subchannel.
Precisely, the bound of Theorem VII remains valid if the times
of these entrances and exits are made available as side information
at both the transmitting and receiving terminals. Consequently,
the degradation cannot be due to a compromise between the codes
and decoders that are optimum for the-various subchannels. Rather
it is, roughly, due to the properties of the "worst" product chan-
nel that can be obtained by using one subchannel An times and
another subchannel (l-A)n times, 0o43i.
The situation is illustrated by the channel shown in Figure
41a. The two subchannels are, aside from the weighting factor,
memoryless binary symmetric channels. Hence the same code and
decoder would be optimum for each subchannel considered separately.
However, as illustrated in Figure 41b the channel reliability is
less than the weighted reliability of either subchannel, at least
for the values ofv,pl, and P2 that we have assumed.
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We have now completed the discussion of the upper reliabi-
lity bound for elementary channels, We turn now to the pres-
entation of a companion lower bound. The derivation of the
bound is similar in most respects to the derivation of Theorem
VI, Section 5.2. The essential difference is that a power of
a reducible matrix rather than an irreducible matrix must be
overestimated. The details of the derivation are presented in
Appendix E as the proof of Theorem EI. The result is as follows.
Theorem VIII
Consider an elementary Type I channel which is to be used in
conjection with a block code of length n and rate R. Let Eu(R)
be the upper bound to the channel reliability as determined by
Theorem VII. The relaibility E(R) of the channel satisfies the
inequality
E(R) >EL(R) (8)
where
EL(R) = Eu(R) for R*R (9a)
and
EL-(R) = Eu(Rc) - (R-R ) for R<Rc  (9b)
The critical rate, Rc, is defined as the smallest non-negative
number which satisfies the equation
d Eu(R)
>-1
dR R
It should be noted that the bound of Theorem VII is related
to that of Theorem VII in the same way that the bound of Theorem
VI, Section 5.2 is related to the bound of Theorem V, Section 5.1.
Thus, the upper and lower bounds to the reliability of an elementary
channel coincide for rates greater than the critical rate, Rc,
and diverge for rates less than Rc. However, for an elem-
entary channel Rc may be zero when the channel capacity is pos-
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itive, whereas for an irreducible Type I channel Rc could only
be zero if the channel capacity were zero. Thus the upper and
lower reliability bounds for an elementary channel may equal each
other and hence equal the channel reliability for all positive
rates.
It is not difficult to show that Rc can only be zero if one
of the subchannels (say i) is degenerate and if, in addition, the
reliability of that subchannel is of the form
Eui (R) > 0
for R O0
Thus, the upper and lower reliability bounds will not, in general,
coincide for all rates. However, the special channels for which
Rc equals zero are of some intrinsic interest. To the author's
knowledge, these are among the few channels for which explicit
expressions for the channel reliability have been obtained. The
relationship between the upper and lower bounds to the channel
reliability is illustrated for several channels in Figure 42.
E(R)
ars,
Reliability Boun
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We have now completed the presentation of bounds to the re-
liability of elementary Type I channels. We have included a dis-
cussion of these channels because the somewhat unusual character-
istics of the results appear to be of some interest. We will
now show that the bounds for non-elementary channels exhibit some
characteristics that are not shared by elementary channels.
6. Non-Elementary Channels
We will reduce the analysis of non-elementary Type I channels
to the analysis of a collection of (weighted) elementary channels.
This reduction will first be performed so as to obtain an upper
bound to the channel reliability. The derivation of a companion
lower bound will then be undertaken.
Upper Reliability Bound
First we note that for any given code U, the error probability
P(e/U) satisfies the inequality
P(e/U) Ž P(e/U,A) P(A) (0o)
where A is any event defined upon the channel state sequences,
P(A) is the probability of the event and P(e/U,A) is the error
probability given that the event A has occurred.
We observe that the probability of error P(e/U,A) may be
regarded as the error probability that results when the given
code is used with a derived channel. Specifically, if
p(w) = p(E)
Ew
160
iis the probability of the noise sequence w in the given channel,
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its probability in the derived channel will be
p(A) w
where AG.Ew is the set of channel state sequences that generate
the sequence w (with positive probability) and also generate the
event A. Our first objective is to define the event A so that
the derived channel is elementary. Once this has been done,
Ii . . . -L _ ( --L-- _ 1 _I • g ° , • , I •
a lower bound to the error probability for the given channel
may be obtained quite easily.
Let us assume, for convenience, that the specification of
the given channel is presented in a normal form. We recall that
the matrices (or sets) P1 ,...PH which appear in this form are
ordered so that the closed sets precede the transient sets. In
addition, a state in a set Pj can only be reached from a state
in a set Pi if i equals or exceeds j. Roughly stated we will
define the event A to include all those state sequences of the
given channel which are composed of an initial subsequence of
states from some set Pil followed successively by subsequences
composed of state from sets Pi2,.).Pik where Pik is a closed set
of states.
Consider for a momentthe channel described by Figure 43. .
In particular, let us focus our attention on the set diagram
which indicates the gross connections between the irreducible sets
of states. We observe that the following sequences of sets are
Lilt: =jequerice  ( iLri posiLLve r u ulll-c l a a ls  genera-ce r~ne
t . ur first j tive is to fin  th  e e t A s  that
the derived c a el is le t r . n  his  
a lo er bound to t e error probability for th  ive  c a el
nay e t in  it  easily,
et us assume, for c e ie ce, that the specification of
t  i  l is r te  in a r al f rm. e recall that
the atrices (or sets) P ,...PH hich appear in this form are
r ere  s  that th  l s  sets r ce  th  transient sets. In
addition, a state in a set Pj can only be reached from a state
in a set Pi if i equals or exceeds j, Roughly stated we will
ine th  t  to include all th  state seq   the
ive  c a el hich are co posed f an initial subsequence of
states from some set Pil followed successively by subsequences
composed of state from s~ts Pi2,··,Pik where Pik is a closed set
tates,
Consides for a moment, the channel described by Figure ~3.
In particular, let s fo s r attention  th  set iagram
i  indicates th   tio  tw  th  irreducible sets
f states. e serve that th  following seq e ces f sets re
(a)
(b)
Figure 43
Description Of A Non-Elementary Channel (a) Channel Graph
(b) Set Graph
(a)
(b)
Figure 44
Elementary Channels Derived From The Channel of Figure 43.
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connected by successive branches with the first branch emmanating
from the starting state.
P4 P3 P2 P1 P4 P3 P1 P3 P2 P1
We further observe that two of these sequences appear as sub-
sequences of other sequences . Specifically, the sequences
P3 P2 P1 and P3 P1
are contained respectively in the sequences
P4 P3 P2 P1 and P P3 P1
For brevity we will refer to a connected sequence of sets
that is not a subsequence of another sequence as a maximal length
sequence. Thus, for the example considered, the maximal length
sequences are
P4 P3 P2 P1 and P4 P3 P1
As indicated by this example, a maximal length sequence will al-
ways end in a closed set of states -- otherwise its length could
be increased.
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P3 P1
i SNow let us consider any one of the maximal length sequences;
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say, Pil, Pi2,...Pik. We associate with this sequence the fol-
lowing random event, A. The event A includes all those channel
state sequences that are composed of an initial subsequence of
states from a set Pij followed successively by subsequences of
states from the sets Pij_1.**.PiL, where j and L are subject only
to the constraints k - Lyj ·1
It will be noted that events associated with the different
maximal length sequences will not, in general, be disjoint. Thus,
for the example considered, the state sequence E E5E4 is included
in both of the events associated with the maximal length seq-
uences. However the collection of events associated with the
different maximal length sequences are exhaustive. That is,
every positive probability channel state sequence is included in
at least one of the events.
We further note that the probability of any one of the events
A may be computed from the elementary graph composed of those
states contained in the sets Pil,... Pik which specify the event.
For the example considered, the probability of the event Al as-
sociated with the set sequence P P P2 PI1 may be evaluated from
the graph shown in Figure 44a. Moreover, the conditional probabi-
lity of any channel state sequence E, given that it is included
in the event Al, may also be computed from the graph of Figure 44a.
Specifically, the probability P(A) of the event A is given
by the expression
P(A) = F i(Pjlj2) .... (Pjn-ljn) (il1
where the summation is over all the connected state sequences
of Figure 44a. Similarly, the conditional probability P(E/A)
is given by the expression
P(E/A) -= 1) Hjl(Pjlj2)' '(Pjn-ljn)
as evaluated from Figure 44a.
More generally, the conditional probability P(w/A) of any
channel noise sequence, given that the event A has occured, may
be evaluated from the expression
P(w/A) P(A) ji(Pjlj2) (Pjn ljn-ljn) (12)
Ew(A)
where the set E w(A) consists of all those (positive probability)
state sequences of the graph of Figure 44a which generate the
noise sequence w. That is, except for the normalizing factor
[(A )I-, the derived channel defined by the event A is specified
by the elementary graph of Figure 44a. Thus the minimum error
probability for the non elementary channel of Figure 4.3a may be
underestimated by analyzing the derived elementary channel of
Figure 44a.
Similarly, the probability of the event A2 and the condit-
ional probability of the noise sequence w given that A2 has oc-
cured may be evaluated from the elementary graph of Figure 44b.
Thus we may obtain another lower bound to the minimum error prob-
ability,that can be achieved with the channel of Figure 43a,by
analyzing the derived elementary channel of Figure 44b. In sum-
mary, for the example considered, the minimum error probability
satisfies the inequalities
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1P(e) >P(e/A 1) P(A1 )
of the sets Pil,'*', Pik. Also we delete those branches that do
not connect one of the sets Pij to a set Pij- 1  It will also be
useful to associate derived channel matrices Y, P, and*T with
each of the elementary derived graphs. These matrices may, of
course, be constructed from the derived graph. However, it is
frequently simpler to employ the following correspondence between
the matrices wr, P, and the original matrices , P andl.
If the states of the derived graph associated with the set
sequence Pil,..., Pik are relabeled consecutively, without altering
166
and P(e) P(e/A 2 ) P(A 2 )
where P(e/Aj) and P(e/A 2 ) are any lower bounds to the minimum
error probability that can be achieved with the derived chan-
nels of Figures 44a and b.
Although we have considered a particular example, the tech-
nique we have employed is applicable to any Type I channel. Spec-
ifically, for a given channel, we first determine which sequences
of irreducible sets are connected; or as we shall say, which
subchannels are connected. We then confine our attention to the
maximal length sequences of connected sets or subchannels. These
sequences can be determined by an inspection of the (normal) chan-
nel matrix P, the (normal) channel state diagram or the set graph.
We employed the set graph in the example to emphasize these con-
nections.
Finally, for each maximal length sequence Pil..., Pik, we
construct an elementary "derived" channel graph by deleting all
those states from the original graph that are not included in one
of the sets Pil,·,·, Pik· Also we delete those branches that do
ot onnect ne f the sets Pij to a set P 13-1' It will also be
seful to ssociate derived channel matrices ri, P, and'r with
each of the elementary derived graphs. These matrices may, of
course, be constructed from the derived graph. However, it is
frequently simpler to employ the following correspondence between
the matrices 7~, rp, and ~he original m~it~·rice~s L~, P an~.T.
If the states of the derived graph associated with the set
sequence Pil,···~ Pik are relabeled consecutively, without altering
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ir order, the matrices 1T, P, andmT will be the matrices ob-
ned by deleting all the (block) rows and columns from the
ginal matrices except rows and columns il,...,ik.
We shall refer to the set of elementary (derived) channels
ained by the above proceedure as the elementary channels con-
ned in the given channel. Once these channels have been deter-
ed we bound the minimum error probability of the given channel
Collows.
Let us suppose that the given channel contains K elementary
inels. Also let us denote by Ai the event A associated with
ith derived channel. We recall, from Equation 10, that the
Dability of error for the given channel when used in conjunction
i a code U, satisfies the inequalities
P(e/U) hP(e/U,Ai) P(Ai) i = 1,...k
3equently, the minimum error probability satisfies the inequality
P(e) P(e/Ai) P(Ai) (13)
-e P(e/Ai) is any lower bound to the error probability that can
Lchieved with the ith elementary channel and P(Ai) is the prob-
ity of the event Ai.
To proceed formally at this point we would normalize the branch
ls of the ith elementary graph so as to obtain a Markov graph
matrix. This normalization consists in part of a similarity
.sformation which yields a matrix whose row sums are equal. In
tion, it involves a scaling of the branch labels, or matrix
lents, to reduce the row sums to unity. The first of the opera-
s is identical to the one we performed in discussing the sig-
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nificance of the irreducible submatrices as subchannels. However,
we need not, in fact, perform the transformation since none of
our derivations are predicated upon the stochastic property of the
channel matrices. Moreover the second scaling operation will be
nullified by the probability P(Ai ) that appears in Equation 13.
Therefore, we may omit both of these operations and arrive im-
mediately at the following results.
Theorem IX:
Consider a Type I channel that contains K elementary channels.
Let the matrices which describe the ith elementary channel be de-
noted by Ti  Pi, and . We define the matrix pi(s) to be the
matrix Pi with each positive element raised to the power 1-s. Also,
we define the (upper) reliability bound Eui(R) for the ith sub-
i
channel to be the bound of Theorem VII as applied to the matrix P (s).
The reliability E(R) of the given channel satisfies the following
inequality
E(R) Eu (R) (14a)
E (R)=min E (R) (14b)
ui u
Some of the salient characteristics of the bound provided by
Theorem IX are illustrated in Figures 45. First, since each of
the derived elementary channels includes one of the closed sets
of the original channel, each of the functions Ei(R) will be equalS u
to zero for R sufficiently large. That is, even though the graphs
of the derived channels are not, in general, Markov graphs, they
do contain one subgraph which is a Markov graph. Precisely stated,
each of the elementary derived channels contains one subchannel
whose weighted reliability goes to zero as R increases. There-
fore, the reliability of each derived channel also goes to zero.
Seccnd, although the reliability bound for each derived chan-
nel is a continuous convex function of R, the bound for the given
channel may be neither convex nor continuous. Moreover, we shall
find subsequently that the former property is not a weakness of
the bound but represents the actual behavior of the channel re-
liability at least in some instances.
E (R)
(a) Two Unconnected Subchannels.
(b) Two Connected Subchannels.
E (R)
-- R
(c) Three Partially Connected Subchannels.
Figure 45: Upper Reliability Bounds; Non-Elementary Channels
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There is one final point that merits further discussion;
this is the dependence of the channel reliability upon small
changes in channel parameters. It will be noted that the speci-
fication of the derived elementary channels depends only upon
which sequences of subchannels are connected - the values of
the probabilities associated with the connecting branches are
immaterial so long as they are positive. Moreover, the bound
to the channel reliability provided by any one of the derived chan-
nels depends only upon the irreducible sets Pi of which it is
composed. Thus the upper bound to the channel reliability is
completely independent of those elements of the channel matrix
which are not included in one of the irreducible submatrices -
provided they do not vanish. However, if one of the elements
does vanish, the channel reliability may change drastically.
A trivial demonstration of this phenomenon is provided by
thhis channel described by Figure 46. The channel contains two
derived elementary channels each of which consists of a single
irreducible subchannel. Both of these subchannels are memory-
less binary symmetric channels; the first has a cross-over prob-
ability of 0 and hence is noiseless, whereas the second has a
cross-over probability of ½ and hence is completely noisy. Con-
sequently, for every positive value of-ri,
E (R) • E (R) = R 1ln 2
Eu(R) • E2(R) = 0
u
and thus Eu(R) is clearly zero.
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Figure 46
A Channel With Reliability Zero For 7 2 > 0 And An Infinite Reliability
For r 2 = 0.
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other hand, if 7T is zero the second subchannel cannot
2
ched from the starting state and hence
E (R) 4 R . In2
oth of these results are in complete accord with what we
expect. If there is a positive probability that we start
noisy channel, and hence remain there, we cannot hope for
ror probability to vanish as we resort to longer and longer
In fact, no matter how smallf2 may be, the probability
error will approach unity as n tends to infinity. On the
hand, if -2 is zero we need no coding at all, and, can com-
teat any rate less that in2 nats per channel symbol with a
rror probability.
he point to be noted is that, although the expression for
reflects the correct asymptotic (exponential) behavior of
ror probability, it may not provide a true measure of the
L capabilities for code lengths that are not "extremely
I Conversely if the bound for the channel reliability is
ised as a measure of the channel capabilities with "relat-
3hort" codes some care must be exercised in replacing small,
3itive/transition probabilities, by zero or vice versa. The
ilty is that the replacement may result in a fundamental
in the channel characteristics, e.g. the difference be-
2)0 andfl2= 0 in Figure 46.0f course the question of what
,utes a "long" or"short" code is not easily answered. It
ippear, however, that the code length must be, in general,
L times larger than the minimum positive element in either
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the atri rTor PEbefore it can reasonably be considered as
long.
A somewhat more interesting example of the limiting phen-
omenon we have described is illustrated by the channels
Figure 47.
E. (R
E v 8 R
Eu, (it
Figure 47
Effects Of Vanishing Transition Probability Upon The Reliability of
Type I Channels.
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In this figure we have shown the reliability bounds for two dif-
ferent channels. Both of these channels are assumed to possess
the same irreducible subchannels and the reliabilities of these
subchannels have been plotted in each Figure. However the con-
nections between the subchannels are different in the two cases,
as indicated by the set diagrams shown under the graphs. Thus,
in Figure 47a all subchannels are connected and hence the reliab-
ility bound for the channel is the boundary of the convex hull
of the regions above the three curves. This has been indicated
by the solid curve. On the other hand, in Figure 47b the bound
is obtained by constructing the convex hull of the regions G1
and G2 and also of the regions G1 and G3 . The lesser of the two
resulting curves is then the upper reliability bound. This is
again indicated by the solid curve.
The preceeding example again illustrates that limiting pro-
cedures,in which some elements of the channel graph vanish must
be treated with great care. In particular, although the (positive)
values of the pij which connect states in different sets do not
influence the value of the reliabilitytheir vanishing may sever
a set connection and hence change the reliability appreciably.
We have now completed the discussion of an upper bound to
the reliability of non-elementary channels. Our final task in
this chapter is the derivation of a companion lower bound.
Lower Reliability Bound
We derived an upper bound to the reliability of any given
Type I channel by introducing a set of exhaustive events which
were defined upon the channel state sequences. We will now em-
ploy the same set of events to obtain a lower bound to the re-
174
__ __ __···___ ___ ;_l
liability. Specifically, we first overestimate the error prob-
ability for any given code and decoder by the expression
k
P(e/U) < P(e/UA i ) P(Ai )
i=l
where the Ai are the events associated with the given channel.
We next apply the random coding bound of Theorem I, Section 3.1
to each of the conditional error probabilities appearing in the
expression to obtain
P(e), P(Ai) Pr D(w)>Di + M Pr i[D(z) 4D(w),Dii 5)
i=l
where Wi denotes that the probabilities of the noise sequences
w in the expression are conditioned upon the occurence of the
event Ai. An equivalent, and more useful, expression may be
obtained by expressing the right member of Equation 15 in terms
of the underlying set of channel state sequences. Specifically
r(e) 2 p(Ai) Pr D(w)> Di/Aij + M Pr [D(z)-D(w) Di/Ai
or
(e))< r D(w) >Di,Aj + M Prm[D(.)ý4 D(w) :tDiAi (16)
i=l
Now let us consider any one of the summands appearing in Equation
(16.) We observe that the affect of the event Ai is to eliminate
from consideration all those channel state sequences that are
n rt contained in the elementary derived graph associated with
the event Ai. Thus the quantity
PrE D(w) > Di , Ail + M PrzE [D(z) :D(w)< Di,Ai]
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may be evaluated from the graph of the ith elementary channel
just as the error probability
P(e/U,Ai ) P(Ai )
was evaluated from the ith derived channel. Moreover, once we
confine our attention to the ith derived channel we have, in
effect, accounted for the occurence of the event Ai. Thus we
may express the bound to 7(e) as
k
(e) =Pri E(i) [D(w)> D + M Prz E(i)FD() D(wE)<D 1i (17)
Now let us suppose, for the moment, that we could specify the
function D(.) in each summand independently. Clearly we cannot
do this; in fact the same function must be used in all the summ-
ands. However, if we did have the freedom, we could choose D(.)
as a maximum liklihood distance function for each of the derived
channels considered separately. The right member of Equation
17 would then reduce to the sum of the bounds for the derived
channels, each decoded by a maximum liklihood procedure. Hence,
we would conclude that the lower bound to the channel reliability
EL(R), equals the smallest reliability of any of the derived chan-
nels.
As stated above, we cannot independently choose the distance
function in each of the summands. The same distance function must
be employed with each derived channel if we are to obtain an upper
bound to the error probability of the given channel. Thus, we
would expect the upper bound for the given channelto exceed
that of the worst derived channel when the latter is decoded by a
maximum liklihood algorithm. This, is obviously true for rates
greater than the critical rate of the derived channel, and the
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preceeding comments suggest it is true for all rates. Therefore,
rather than pursuing a direct derivation of an upper bound to the
error probability of the given channel, we will prove that the
minimum attainable error probability does not exceed that of the
worst derived channel, for the given rate, when each derived
channel is analyzed as though it were decoded by a maximum likli-
hood alogorithm. Specifically, we prove the following theorem
in Appendix F, as Theorem FI..
Theorem X:
Consider any Type I channel. As in Theorem IX we regard the
channel as composed of a set of elementary derived channels. For
each of these derived elementary channels we determine an upper
bound to the channel reliability as described in Theorem VII.
We then determine, from Theorem VIII, the corresponding lower
bound EL(R) for each derived channel. The reliability E(R) of
the given channel satisfies the following inequality.
E(R) EL(R) (18a)
where i (18b).
EL(R) min EL(R)i
L ~R)
L~uclr~
Err (R) E~(13)
ELc~i
EV,(R)
R, k, R
t ~k)
Ev I~)
tLmj~F,,,y ~)
R
Rce Rcz
Figure 48
Reliability Bounds For Non-Elementary Channels
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The nature of the bound of Theorem X is again best illus-
trated by a collection of examples. The primary difference be-
tween the lower bounds for elementary and non-elementary chan-
nels is that the latter bounds may not be convex. This is il-
lustrated in Pigures 4c~a. The lower bound of that figure is
not convex because
EL(R) = 1 R for Q,$~ftR, and for R2 iR~fln2
wh er ea s
2
EL(R) = EL(R) for R1'RCR 2
A similar explanation applies to Figure 4%.,
At this juncture we have completed the Analysis of Type I
channels. The results we have obtained for these simple chan-
nels are surprisingly complex. However, they do appear to be
of interest in that they indicate some of the many possible char-
acteristics that might be possessed by a physical channel. On
the other hand there is some question as to whether or not one would
encounter many Type I channels in practice. Thus, we turn now to
a brief discussion of channels which are not of Type I.
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Chapter VII
Type II Channels
Our objective in this chapter is twofold. First, we
eek bounds for the reliability of channels that are not of
ype I. Unfortunately, the bounds we have been able to obtain
re more complex than the bounds we have presented for Type I
hannels. They do provide a means for estimating the channel
eliability as accurately as desired for rates greater than a
ritical rate Rc.  However, the complexity of the computation
ncreases as one demands greater precision of the estimate.
Our second objective is to determine an upper bound to
he minimum error probability that can be achieved when any
iven finite-state binary symmetric channel is used in con-
unction with a class of non maximum-liklihood decoding dis-
ance functions. Our interest in non maximum-liklihood de-
oder~ stems from several factors. First, as discussed in Sect-
on 2.3 of Chapter II, incomplete knowledge of the channel stat-
stics may preclude the use of maximum liklihood decoding. More-
ver, even if the channel data required for maximum liklihood
ecoding is available, the physical realization of such a de-
oder may be prohibitively complex. In either event it is of
nterest to estimate the dependence of the decoding error prob-
bility upon the decoding distance function employed. This will
e done for a particular class of distance functions, after we
ave presented the bounds for the error probability that can be
chieved with maximum liklihood decoding.
Throughout the discussion we will be concerned with finite-
state binary symmetric channels that need not be of Type I.
To emphasize this fact, we refer to these channels as Type II
channels.
7.1 Bounds to the Channel Reliability
The derivation of our bounds to the reliability of a
Type II channel involves three steps. First, we extend the
theorems, lemmas, and corollary of Chapter V and VI to in-
clude Type II channels. Second, we show that these theorems,
and their extensions, may also be applied to finite-state
K-ary symmetric channels. That is, to channels which differ
from binary channels only in that the channel input and noise
symbols are selected from a field of K rather than two elements,
and the addition of the noise process to the transmitted code
word is modulo K rather than modulo two. Finally, we show how
any Type II channel may be treated as a finite-state K-ary sym-
metric channel.
To complete the first step of the derivation we note that
the mathematical formulations of Theorems V through X, Lemmas
1 and 2 and Corollary 2 are independent of the fact that the
channel is of Type I. That is, the quantities ir(s), P(s), (s),
Eui(R), ELi(R), Eui(R) and ELi(R) which appear in these theorems
are all defined in terms of the initial probability row matrix
r and the transition matrix P that specify the Markov chain
underlying the channel. Thus, the definition of all these quan-
tities may be extended to include Type II channels.
Of course, the results of Theorems V through X are not all
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applicable to Type II channels. However, it is easy to verify
that the results of those theorems which pertain to lower bounds
to the channel reliability are, in fact, valid for Type II chan-
nels. That is, the proofs of Theorems VI, VIII, and X do not
exploit the Type I property of the channels considered. More-
over, the results of Lemmas 1 and 2, Corollary 2, and those
theorems which pertain to upper reliability bounds (V, VIII and
IX) may also be extended to include Type II channels.
Subsequently, with one exception to be discussed sybsequently
the proofs of the latter lemmas, corollary and theorems depend
upon the Type I property only in that the maximum number of posi-
tive probability state sequences per channel noise sequence does
not increase exponentially, with the sequence length. Further-
more, it is easily shown that Lemmas 1 and 2, Corollary 2, and
Theorems V, VII and IX will be valid for Type II channels, as
well as Type I channels, if the parametric expression for R
R = In2 - (l-s)Ž"(s) -3(s)
is replaced by the expressions
R-R:* = In2 - (l-s) x(s) -6(s)
where n L(n
R: lim 7nLT
The quantity L(n) in the last expression is any upper bound
to the maximum number of positive probability state sequences
of length n that generate any given noise sequence w of length n.
The exception referrd to above is as follows. All the der-
ivations and results pertaining to upper reliability bounds for
degenerate channels, or subchannels, are predicated upon Cor-
ollary 1 of Section 3.2. Corollary 1, in turn, is only valid if
the event A is such that at most one positive probability state
sequence is included in the event A and also generates any given
channel noise sequence. On the other hand, it is a simple mat-
ter to verify that the following modification of Corollary I
i s valid.
Corollary la.
Consider any finite-state binary symmetric channel
which is to be used in conjunction with a block code composed
of M words each of length n. Let A, a random event defined
upon the channel state sequences have the property that every
positive probability state sequence E included in the event
A is equiprobable. That is
p(E) = N(A)-1
for all E in A, where N(A) is the number of positive probability
sequences that produce the event A. Finally, let L(n) be any
upper bound to the maximum number of positive probability chan-
nel state sequences that can generate any given channel noise
sequence. Then, regardless of the code and decoding procedure
employed, the probability P(e) of a decoding error satisfies
the following inequality
P(e) > P(A) 1 -2 L(n) 1
M N(A)
where P(A) is the probability of the event A.
It should be noted that the bound of Corollaryla differs
from that of Corollary 1, Section 3.2, only in that the additional
quantity L(n) appears in the former result. Moreover, every ap-
plication we have made of Corollary 1 has involved an event A
which satisfies the statement of Corollary la. Thus, every re-
sult we have derived from Corollary 1 may, by virtue of Corollary
la, be extended to Type II channels. To accomplish this ex-
tension it is only necessary to replace M by M[L(n)] In parti-
cular, every result pertaining to the reliability of a degenerate
Type I channel, or the weighted reliability of a degenerate
(Type I) subchannel, may be applied to a Type II channel or sub-
channel provided that the rate quantity R is replaced by R-R4:
where
R :* - =im In L(n)
It follows from the preceeding discussion that we can
obtain an upper and a lower bound to the reliability of a Type
II channel by performing the following sequence of operations.
First, we determine the upper and lower reliability bounds that
would be applicable if the channel were of Type I. That is, if
the channel transition matrix P is irreducible, we determine
the upper bound EU(R) from Theorem V -- unless {(s) is a linear
function of s, in which case we employ Corollary 2-:,. On the
other hand if P is reducible we relabel the channel states to
obtain a normal form for P. We then determine Eu(R) from
Theorem VII, if P and _f are elementary, and from Theorem IX
if they are non-elementary.
Similarly, we determine the lower reliability EL(R)
from Theorem VI, VIII, or X according to whether P and _Tare
irreducible, elementary, or non-elementary.
* For our present purposes we define a degenerate irreducible
channel as one for which 1(s) is a linear function of s.
182
Second, we determine an upper bound, L(n), to the maximum
number of positive probability channel state sequences of length
n that generate any given channel noise sequence. We will dis-
cuss the determination of L(n) subsequently. In any event, once
L(n) has been determined we compute
R n. = lim 1 In L(n
The quantities EU(R), EL(R), and R*' then provide the following
bounds to the reliability E(R) of the given Type II channel.
EL(R) • E(R) z< EU(R-R*-) (1)
Let us now consider the properties of the bound of Equation
1. First we note that, if R*I: were zero, the upper and lower
bounds would coincide for rates greater than a critical rate Rc.
On the other hand, R* will be zero if, and only if L(n) is not
an exponentially increasing function of n. Moreover, the
latter condition can only be met if the given channel is of
Type I. Thus, for channels that are not of Type I, the upper
and lower bounds of Equation I differ for all rates. In fact,
for R- R: >Rc, the upper reliability bound curve may be obtained
by translating the lower bound curve R:- units to the right. Un-
fortunately, R* may be so large as to make the resulting bounds
useless.
To illustrate this situation, let us consider a Type II chan-
nel for which the matrices _wrand P are strictly positive matrices,
i.e. i ~io and pij o for all i and j. We will denote the num-
ber of channel O-states by mo and the number of 1-states by ml.
For convenience, we assume mo;ml. The number of positive prob-
ability state sequences that can generate any given channel
noise sequence is then
(mo) no  m n l
where no is the number of zero symbols in the given noise seq-
uence and nl is the number of one symbols. Thus
L(n) = (o)n
and
R-: = In m
Consequently if mo exceeds unity, the upper bound relia-
bility curve is translated more than In2 units to the right of
the lower bound curve.
The shortcoming of the bound provided by Equation 1 is that
it depends upon the classification of thannel states only through
the quantity R*:-. That is, it provides the same bounds for all
those channels that (1) are specified by given matrices*: P and Th
and that also(21 are characterized by the same number R*:-. Hence,
the upper bound of Equation 1 must be at least as large as the
reliability of the "best" such channel while the lower bound
must be at least as small as that of the "worst" such channel.
Clearly the "best" and "worst" channel in the class of channels
specified, in part, by given matrices P and Tr and characterized
by a given number R*- will not, in general, possess the same re-
liability. Thus, we cannot expect the bounds of Equation 1 to
provide sharp estimates for the reliability of any particular
channel in the class.
Now that we haie established the shortcoming of Equation i,
the remedy is obvious. We must obtain bounds that depend upon
* The matrix ~'must be considered since it, in part, determines
whether or not a given reducible matrix P is elementary or non-
elementary.
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the detailed specification of the state classification row
matrix T. To achieve this objective we will first consider
a related problem - the analysis of finite-state K-ary sym-
metric channels. We define these channels as follows.
A finite-state K-ary symmetric channel is a K symbol input
and K-symbol output channel specified by a triplet of mat-
rices i, P and T. As for finite-state binary symmetric channels,
the matrices ff and P describe a Markov chain which underlies
the given channel. The (row) matrix T is a state classification
matrix which associates one of the channel noise symbols 0,..,
K-1 with each state of the Markov chain. That is, if the ith
element of T is the number j, Oj,<K-l, state Ei of the chain
is a j-state.
The similarity of the specification of a finite-state bin-
ary symmetric channel and a finite state k-ary symmetric chan-
nel is obvious. The operation of the channels are also related
in an obvious manner. Specifically, the label associated with
each state of the Markov chain is the channel noise symbol which
is generated when the chain is in that state. Moreover, the
channel output (K-ary) sequence is obtained by adding the chan-
nel noise sequence to the input sequence modulo K.
We now seek to extend our results to include K-ary symmetric
channels. To accomplish the extension we first note that the
result of Theorem I, Section 31, depencdupon the binary prop-
erty of the channels considered only in that the random vari-
able z is distributed over the set of all binary sequences.
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Similarly, the quantity 2n , which appears in Theorem II
and Corollary 1, occurs because there are at most 2n channel
output sequences of length n. Thus, Theorem I, II, and Cor-
ollary 1 will be valid for K-ary channels if z is replaced by
a random variable uniformly distributed over the set of all
K-ary sequences of length n and 2n is replaced by Kn . The
affect of this replacement upon the results of Chapters IV and
VI will be to change the parametric expression for R from
R = In2 - (l-s) 6'(s) - ý(s)
to
R = InK - (l-s) /'(s) - s(s)
Once the change just described has been made all of the
results of Chapter V and VI may be applied to K-ary channels*.
Furthermore, the results of Chapters V and VI, as extended to
include K-ary channels, may be further extended to include Type
II K-ary channels. This may be accomplished by the same argue-
ment that led to Equation 1. Thus, in summary, we have proved
the following lemma.
Lemma 3:
Consider a finite-state K-ary symmetric channel described
by matrices i, P, and T. Let L(n) be any upper bound to the
maximum number of channel state sequences that generate any
given (K-ary) channel noise sequence. The reliability E(R)
of the given channel satisfies the following inequality
EL(R-R') E(R) E (R-R2)
* The classification of channels as Type I, irreducible, elem-
entary, and non-elementary is still valid since the terms were
defined without regard to the binary property of the channel.
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where
R" * in K2
R= RI + lim In L(n)
and R is the information rate in nats per channel symbol.
The functions EU(.) and EL(-) are the upper and lower reliabi-
lity bounds determined from the results of Chapters V and VI
by regarding the channel as a finite-state binary symmetric
channel.
We will now employ the result of Lemma 3 to improve our
bounds for the reliability of a Type II finite-state binary
symmetric channel. To achieve this objective we envisage the
channel noise process as a concatenation of sequences each of
length N. Similarly, we envisage the channel imput and output
sequences as composed of subsequences of length N.
We next choose to consider the occurence of these subseq-
uences as the basic channel event. That is, we regard the given
finite-state binary symmetric channel as a 2N-ary symmetric
channel. Thus, a binary code of length n is equivalent to a 2n-
ary code of length n/N (where we assume N divides n), and an
information rate of R nats per binary channel symbol corresponds
to a rate of NR nats per 2N-ary channel symbol and so forth.
Our next objective is to describe the 2N-ary symmetric chan-
nel we have introduced as a finite-state channel. This may be
done as follows. We construct a Markov chain with m2N -1 states
where m is the number of states in the original finite-state
binary symmetric channel. Each of these states represents the
joint occurence of 1) some given 2N-ary channel event, i.e.
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a binary sequence of length N and 2) a given state (of the or-
iginal channel) that generates the last binary symbol appearing
in the given sequence of length N. The initial state and trans-
ition probabilities of this chain are defined to be the initial
and conditional probabilities of the joint events represented
by the states. Finally, each state of the chain is classified
with the 2N-ary symbol whose occurence it represents.
It is clear that the preceeding description does specify
a finite-state 2N-ary symmetric channel. Moreover, it is easy
to verify that the properties of this finite-state channel coin-
cide with those of the 2 '-ary symmetric channel in cquestion~ As
illustrated in Figure 49 the method of deriving the matrices
~Tand P for the finite-state channel is straightforward. Un-
fortunately, the application of the method becomes cumbersome
if 2N" is much greater than 10. Nevertheless, it can, in prin-
ciple, be used to obtain arbitrarily precise estimates of the
channel reliability for rates greater than a critical rate Re
To verify this statement we proceed as follows.
Consider any finite-state binary symmetric channel com-
posed of m0 0-states andm 1_ 1-states. Wre form the finite-
state 2N -ary symmetric channel described in the preceeding
paragraphs. We recall that the 2N -ary channel is composed
of (in0 ± in) 2N-l states. Moreover, there are m0 states that
generate any given 2N -ary symbols corresponding to binary seq-
uence ending in the symbol 0. Similarly, there are m1 states
that generate any given 2 "-ary symbol corresponding to a binary
sequence ending in the symbol 1. For convenience, we assume
thatnr0,ivaj. Then, there are at most Em~I) positive probability
-PJ
-f 3
c Channel (a) Type II
ael Graph.
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Mstate sequences of length n that generate any given 2 -ary noise
sequence of length n, i.e. L(n) of Lemma:3 i (m o )n .
We next invoke the result of Lemma 3 to obtain
EL(R- 1) E(R) Eu( R-R)
whe re
R1 In K  (N-l) in2 (2)
R = (N-l) In2 + ln m (3)2 0
R is the information rate in nats per channel (2N -ary) symbol, and
EU(') is defined as in Lemma 3.
To transform the reliability bounds for the 2N -ary channel into
bounds for the original binary channel we note that, for the 2 -ary
channel
E(R)--- - lim In P(e)
n÷p n
whereas, for the binary channel
Eb(R) -- nlim i- in P(e)
Thus, since for a given code length, n = nN, we have
1
Eb(R) = N E(R)
and, hence
N EL(R-R )4 Eb(R)4N Eu(R-R) (4)
To convert the rate R, in nats per 2 -ary channel symbol, into
a rate, R b , in nats per binary channel symbol (of the original
R
channel), we note that R b - Therefore, we obtain, byb N
If the matrices ei and P of the 2N -ary channel are composed of positive
elements, the maximum will be attained for at least one.-ary sequence.
However, if soX,•S of the elements are zero, a sharper upper bound can
sometimes be found.
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virtue of Equations 2, 3, and 4,
N L NN(Rb R 1 + (Rb E[ Eb Rb E N(RR
where
R 1 = in2
S= in2 m
and = In( 2 0)
Finally, we conclude, from an examination of the expressions for
EL(- ) and EU(' ), that multiplying the argument by N and dividing
the function by N is equivalent to replacing the functions ýi(s)
and (.(s) by the function _i ( s ) and ri ( s ) and replacing In2 by
1 N N
1 In2. Thus we may summarize our result as follows
N
Theorem XI:
Consider a finite-state binary symmetric channel specified by
the matrices i P , and T. Let ýN', PN' and T be the matricestN -N -N
which specify the finite-state 2N -ary symmetric channel derived
from the given channel. Also, let R be the information rate in
nats per (binary) channel symbol. To bound the reliability E(R)
E(R) = -lim 1 ln P(e)1
n -- n
of the given channel, we first regard the (hypothetical) channel
specified, in part, by the matrices 7'N and P as a Type I finite-
state binary symmetric channel. For this hypothetical channel
we determine, from chapters V and VI, the applicable upper and
lower reliability bounds EU(' ) and EL(- ) with each -.(s) and
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The subscr'iptb has been dropped to conform with the notation
used in chapters V and VI.
i(s) divided by N. The reliability of the given channel
then satisfies the following inequality
+ E (R) E(R)e E [(R - 1 ln (mu)
where mu equals the greater of the two number mo, the number
of channel o-states, and mI the number of 1-states.
One comment is in order regarding the result of Theorem XI:
For any value of N, the upper and lower reliability functions
Eu(*) and EL(-)(with ji(s), and Ji(s) divided by N) will be equal
for rates greater than some critical rate R . Therefore, as
N tends to infinity, the upper and lower bounds will coincide
for all rates greater than the limiting value of Rc . Thus, by
choosing N sufficiently large one may estimate the channel re-
liability as precisely as desired for rates greater than the
limiting (in n) value of R . However, the error in the esti-
mate will only decrease as N-1 whereas the dimension of the mat-
rices encountered will increase as ;2. Thus, the result of The-
orem XI appears to be of limited practical value.
We have now completed our discussion of bounds to the re-
liability of Type II channels. We turn now to the discussion of
some non maximum-liklihood decoding proceedures.
Our first task is to choose the class of distance functions
to be considered.Clearly,we must confine our attention to a
class of distance functions which will render the analysis pro-
blem-tactable. In addition, the class should include some dis-
tance functions that are encountered in practice. e.g. the
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Hamming or binary distance function. The functions which we
shall now describe comprise such a class.
7.2 Unifilar Distance Functions
Unifilar functinns are for our purposes, scalar-valued fun-
ctions defined upon the set of all binary sequences of length
n. To specify a unifilar distance function D('), we first spec-
ify a finite state graph composed of nodes and directed branches.
This graph must have the property that at most two branches
emanate from any given node. One state of the graph is chosen
as a starting state and is labeled s. Each remaining state of
the graph is classified as either a o-state o'rl a i i-state
such that,for any given state,at most one o-state and one i-state
can be reached in a single transition.
In addition we choose to label the o-states E1 ,...Emo and
the 1-states Emo+1,...Em where mo is the number of o-states
and m is the total number of states. Finally, the branch dir-
ected from the starting state to state Ei is, for each i, labeled
with a positive number .i and, also, the branch directed from
state Ei to state Ej is, for each i and j, labeled with a posi-
tive number dij. The value of the function specified by the
graph thus obtained is given by the expression
D(w) = -In Sji -Indjlj2,...-in djn-_ljn (5)
where w denotes the binary sequences wl,...wn and Ejl,...Ejn
is the unique connected sequence of graph states such that Eji
is a wi-state i=l,...,m. If no such state sequence exists,
for a given w, the value D(w ) is infinite.
It is clear that the graph of a unifilar function, and hence
the function, may also be described by a row matrix & with ele-
ments bi and a square matrix D with elements dij, in conjunction
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with a statement of which graph states,(or rows and columns
of the matrices) correspond to o-states and which correspond
to 1-states. In fact, by virtue of the state labeling employed,
all of this information can be presented by expressing the
matrices _ and D in the partitioned form
Dj 90\ (6)
where o is the m element row matrix that contains those t1
which appear on branches directed to o-states and the submatrix
DO1 contains those elements dij which appear on branches dir-
ected from an o-state to a 1-state, and so forth.
We next claim that the value D(w) of a- unifilar function
may be evaluated from the expression
D(w) = -in • l (Dwlw2)... (wn-twn) _wn (7)
where w denotes the binary sequence wl,...,wn and 3wn is an
mwn element column matrix composed of unit entries. To verify
the assertion, we first note that D(w) may be expressed as
D(w) = -In d ji jlj2...djn 1_jn
Ew (8)
where Ew denotes the set of all those state sequences which,
generate the binary sequence w. More precisely, Ew consists of
all those state sequences Eji-.Ejn which satisfy the constraints
i<4 ji < mo if wi is a o-state
mo (<*,/Mif wi is a 1-state
The set Ew contains at most one sequence which yields a
positive summation in Equation 8. Nevertheless, the formulation
of Equation 8 is useful. In particular, Equation 7 follows from
Equations 8 and 6 in conjunction with the definition of block
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matrix multiplication.
Finally,we note that a unifilar distance function may be
specified directly in terms of the matrices _ and D without
recourse to the graphical description. Specifically, any non
negative matrices A and D of the form
S D=oo Dol
will, in conjunction with Equation 7, define such a function,
provided that each of the matrices A. contains at most one
--i
positive entry and also each row of the matrix -ij i,j = o,l
contains at most one positive entry.
Several examples of unifilar functions are illustrated in
Figure 50. The function of Figure 51a yields a value equal to
the number of 1 symbols in the binary sequence upon which it is
evaluated. Hence, regarded as a decoding distance function, it
is the Hamming distance. The function specified by 50b yields
a value given by the expression
'oo Too + Tlo + ool Tol + ill T11
where Tij is the number of times the binary symbol<,is followed
by the symbol j in the given sequence w. Finally, the tree graph
of Figure 50c may be used, in principle, to express any function
defined upon binary sequences of length n. However, we regard
n as a parameter which increases without limit and, in this
case, functions of the form specified by Figure 5Q0 do not yield
to the analysis procedures we have employed. Therefore, we use
the true structure of Figure 50a with a large,but fixed number
of states.
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raphical Description of Three Unifilar Distance Functions
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Our point of departure is the identity
p(w) etD(w) -tD(w) p(w) (11)
D(w)>D D(w)>D
from which the results of Chapter IV were obtained. We recall
that Equation 11 will be valid for all values of t, provided
that infinite values of D(w) occur with probability zero. It
is easy to show that the probability of a decoding error will
only vanish exponentiallywith the code length n, if this con-
dition is satisfied. Moreover, the assumption that some chan-
nel noise sequences occur with i.e probability zero implies
that the channel characteristics are known to a degree seldom
realized in practice. Therefore we will confine our attention to
a decoder for which p(w) is finite for all w, i.e. two branches
emmanate from each decoder state. We are then assured that
Equation 11 is valid regardless of the channel statistics.
Let us now suppose that the channel state diagram consists
of m? states. Let us further assume that the channel states
have been labeled such that states Ei,...,Emo, are o-states and
the remaining states are 1-states. We noted in Chapter I that
the channel state labeling was, in fact, immaterial and hence
our assumption does not cause a loss of generality. Finally
let us represent the channel matrices ~and P in the partitioned
form
P =[ 0P P..P oo P-ol
l0o Pil
ihere, for each i and j, Pij is an m. by m' matrix and -Ti1 J
Ls an m! element row matrix. That is the matrix Pij contains1
ill those branch labels which appear on a branch directed from
in i-state to a j-state and the matrix 7.i contains all those
Dranch labels which appear on a branch directed from the starting
3tate to an i-state.
It follows from the argument which led from Equation 8 to
lquation 7,that the probability, p(w), of the binary sequence
i is given by the expression.
p(w)= 
_wtn(Pw1w2). .. (Pw' wv ) iwn
.lso, we have from Equation 7
tD(w) = In w1 (Dwlw 2 )... (Dwn-lwn) IW) w(
- - n_ (12)
e note that, by the definition of a unifilar function, the
latrix product of Equation 12 is either zero or consists of a
ingle scalar product, rather than the sum of products normally
ncountered in matrix multiplication. Therefore, the right
ember of Equation 12 may be restated as
tD(w) = In fr _wl (tDy [-D .I Dn-1wn n ( t ) w n
here Ai(t) and 
_ij(t) are, respectively, the matrices Ai
nd Dij with each positive element raised to the power -t.
Next we define the matrices A(t) and D(t) by the expressions
A_ (t)= [o(t) L (tj
Doo(t) D ol(t
Dlo(t) D (t
hat is, D(t) is the matrix whose elements dij(t) are given by
he expression
-t
dij (t) = (dij)
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and A(t) is the matrix whose elements 6i(t) are given by the
expression
S(t) = (i )-t
We also define the composite matrix P(t) to be the matrix D(t)
with each element dij(t) replaced by the matrix
dij(t) Ph(i)h(j )
where
h(i) = 0 i mo
h(i) = 1 i>m o
Similarly, we define the composite matrix Ti(t) to be the matrix
_ (t) with each element 8i(t) replaced by the matrix
8i(t) -1h(i)
The matrices m_(t) and P(t) may also be defined by the expression
,-(t) = [!o(t) x TTo) -l(t) x nT 14a
P(t) 2oo(t) x Poo Dol(t)x Pol
D, (t) x P D (t) x P 14b
where the symbol x denotes the Kronecker product. That is, the
matrix Doo(t) x Poo is the matrix Doo(t) with each element dij(t)
replaced by the matrix dij (t)Poo
The importance of the composite matricesfl(t) and P(t) is
that they establish a common indexing system between the states
of the decoder graph and channel states. More generally, they
provide an analytical framework within which we can associate
distance function values with channel state sequence probabilities.
In fact, although we shall not do so here, it can be shown that
the statistical properties of the random variable D(w) are ident-
ical to the statistical properties of the random variable des-
cribed by the composite matrices of Equation 14. In particular,
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the summation of Equation 10 may be evaluated, or bounded, by
considering summation which involves the random variable char-
acteri.ed by the composite matrices )i(t) and P(t).
More generally, all of the statistical properties of the
random variable D(w) described by the probabilities p(w) are
identical to the properties of the variable F(E) characterized
by _1t) and P(t). Therefore, we may dispense with the variable
D(w) entirely and confine our attention to the random variable
F(E). In particular, we may employ the results of Chapter IV
to obtain the necessary bounds for the distribution function of
Equation 10.
Although we have considered only one of the several dis-
tribution functions which appear in Theorems I and II, the tech-
nique we have employed is applicable to all of them. Thus, the
summation
T1
D(z) D(w)
may be evaluated by computing the probability, or measure, of
the random variable described by the matrices _(t) and D(t)
defined by Equation 13.
Also, the quantity
1~ -D(w)p(_w) e
D(w) D
is described by the matriceslX(l+t) and P(l+t) defined by
Equation 14. Therefore, if unifilar distance functions are em-
ployed in Theorems I and II a4 Chapter II,we may employ the re-
sults of Chapter IV to simplify the distribution function en-
countered, This simplification will first be performed for the
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bound of Theorem II. We consider an upper bound because, in
some cases, the bound we obtain is easier to apply than that
of Theorem XI.
7.3 Upper Reliability Bound
Consider a finite-state binary symmetric channel specified
by the channel matrices P1  and T. For convenience we will
assume that the channel states are labeled so that states El...
Em'o are o-states and the remaining ml , states are 1-states.
Therefore, we may express the matrices T_ and P in the partitioned
form
P00 P ol (15)
where, for each i and j, LiT an mi element row matrix and Pij is
-1 Jij
an m i by m j element matrix.
It follows from Theorem II, Section 3.2 that the minimum error
probability that can be achieved with this channel, when used in
conjunction with a code of m words each of the length n and with
any decoding procedure, satisfies the following inequality
P(e) > Prw D(w) > (16a)
provided [ ) n
MQw LD(w) j 2 L (16b)
where [D D] D(w)
wD(w) <D = (w)e
DD(w) D
L >. max p(w) eD(w)
W
and D(w) is any function defined upon the set of binary sequences
of length n which is finite for every positive probability noise
sequence w. As discussed previously, we will assume that the
proviso is satisfied.
202
We will further assume that the function D()
distance function specified by the matrices
1 0o -A
and
(ý7)P =FDoo PD1o
[lo P11.
It is also convenient to assume that D(.) has been scaled
such that
max p(w)e
D(w)
'1 (18)
for all binary sequences w. The latter assumption is not
restrictive, since the results we will obtain for the distance
function D(*)are also valid for any distance function of the
form
a [D()]
Now let us define the matrices A (s) and DPto be the
matrices A and D with each positive element raised to the power
-t. We will express these matrices in the
A(s) =rAo(s) Li(s)1
D(s) = Poo(s) Dol(s)]
LDlo(s) Dll(s)J
We also define the composite matrices T(t)
pressions
-(s) = A (s )
P(s) =DLoo(s)
Dlo(S)
partitioned form
19a)
and P(t) by the
x HoTT"(s) x
x Poo Do01(s)
x P 0lo D11(S)
xP1ol
x P11
19b)
where x denotes the Kronecker product.
As stated in Section 7.2, the summation of Equation 16a is
characterized by the composite matrices rý(s) and P(s). Also,
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ex-
is a unifilar
the summation of Equation 16b is characterized by the com-
posite matrices JT~(i-]t) and P(l~t). Thus we may employ the
results of Theorem IV, Section ±.·2 to obtain lower bounds
for the sums appearing in these equations, provided the mat-
rix P(s) is irreducible and non-degenerate. In fact, the pro-
blem we consider here is identical, in form, to that consid-
ered in Chapter V. The only difference is that the elements
of the matrix· P(s) are not, in general, of the form P-
Clearly this difference does not invalidate the ±unctional argu-
ment which led to the result of Theorem V, Section 5.1. Thus,
by an identical argument, we obtain the following result.
Theorem XII:
Consider any finite-state binary symmetric channel spec-
ified by the matrices [1~ P, and T. Let the channel states be
labeled, or relabeled if necessary, so that these matrices are
in the form described by Equation 15. Let ID(·) be a unifilar
distance function defined upon binary sequences of length n. We
assume that the function has been scaled to satisfy Equation l~.
Finally, let the matrices which specify D(.) be of the form
described by Equation 17. We assume that the matrix P(s) of
Equation 19b is irreducible and, that its dominant eigenvalue
~is) is such that
1Y~s ~lnck(s)
is not a linear function of s.
Under the stated condition, the channel reliability E(R)
satisfies the inequality
E(R) ~EL(R) (20Oa)
where EL(R) -sg t(s) - d(s)
R = 1n2 - (l-s)'d?(s) -6(s))O.~~l(2Ob)
and '6(s) l nd(s)
20L+
The functional expressions for the reliability bound de-
fined in Theorem XII are clearly identical to those of the re-
liability bound of Theorem V, thus, EL(R) is a strictly con-
vex decreasing function of R, defined in the interval
Io R C
Moreover, the values of EL(R) at the end points I and C are
given by the expressions
EL(C) =-_(o), C = in 2 - .'(o)
EL(Io)=X (1) - (1) Io= In i- (1)
Also, EL(R) is a continuously differentiable function of R
and the value of the derivative is related to the parameter s
by the expression
dEL(R)
dR 1-s
where s, a strictly decreasing function of R, varies from unity
to zero as R increases from Io to C.
As in Section 5.1, the conditions under which i(s) will be
a linear function may be stated in terms of the matrix P(o).
The only difference is that, in the present case, the linearity
is determined by the specification of the distance function, as
well as by the specification of the channel. In particular, by
virtue of Theorem III, Section 4.1, X(s) will be a linear func-
tion if,and only if, each element pij(t ) of the matrix P(t)
is given by the expression
Pio(s) = Pij(o) (zj a)zi
-S
The other differences between the reliability bound of
Theorem XII and that of Theorem V, Section 5.1, pertain to the
values of the end points Io and C. Specifically, Io will, in
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st cases be positive.
The bound of Theorem XII has been presented because.it,
manycases, yields sharper results, for a given complexity
computation, than does the upper bound of Theorem XI. This
true because in Theorem XII one can attempt to find a dis-
ace function which "nearly" performs maximum liklihood de-
ding for the particular channel considered. The result of
sorem XI, on the other hand, involves a brute-force approach
ich does not exploit the statistical idiosyncrasies of any
ven channel. However, we have, thus far, been unable to
Lablish any simple comparison of the bounds provided by the
D theorems.
Finally, we point out that the result of Theorem XII
a be extended to include channels and decoders for which P(s)
a reducible matrix. To achieve this generalization of the
ind, we pursue the derivation that was employed for Type I
annels in Section 6.2 Specifically, we first permute the
qs and columns of the matrices (s) and P(s) to arrive at
iormal form. We then introduce a set of events which splits
ý matrix P(s) intoa collection of elementary matrices. The
)cedure differs from that of Section 6.3 only in that the
mnts are defined upon the states of the- composite matrix
3), rather than upon the channel matrix P.
Thus, just as we bounded the reliability of a Type I chan-
L by first considering derived elementary channels and then
Kir subchannels, we extend Theorem XII to elementary composite
;rices, and then to arbitrary matrices. The two schema dif-
only in that we cannot treat degenerate subchannels adequately.
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onsequently, only non-degenerate subchannels can be considered
n the evaluation of the bounds. The restriction arises for
he following reason.
In the analysis of Chapters V and VI , we found that a
hannel or subchannel was degenerate, i.e. 6i(s) was linear,
f and only if, almost all channel noise sequences were equip-
obable. That is, the linearity of yi(s) corresponded to a
articular property of the channel. On the other handinTheorem
II, the linearity of s(s), is determined by the properties
f the channel and of the decoder. Thus, for example, i(s) will
lways be a linear function if D(w) = 1 for all w. Conseq-
ently, the linearity of Y(s) in Theorem XII does not imply that
he channel possesses any particular property. On the other
and, if Theorem XII were valid when 'i(s) was linearwe would
onclude that EJ5R) were zero for all rates greater than Io.
ince this is, in general, not true, it is natural that sub-
hannels for which Yi(s) is linear would be excluded from the
heorem.
We have now completed the discussion of our second upper
ound to the reliability of a Type II channel. We turn now
o the derivation of a lower bound to the reliability that
an be achieved when the decoding distance function is constrained
o be a unifilar function.
.4 Lower Reliability Bounds with Unifilar Decoders
In this section we assume that the given channel is, in
act, decoded with a unifilar distance function. This may either
e a simple function chosen to reduce equipment complexities in
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a given application, e.g. the Hamming distance, or a more
involved function chosen to approximate the performance at-
tainable with maximum liklihood decoding. The analysis is
the same regardless of the motivation.
For simplicity, we will assume that the graph which speci-
fies the distance function is irreducible. Also, as before, we
represent the channel matrices T and P in the partitioned form
of Equations 15 and 16 of Section 7.3. We then form the com-.
posite matrices A(s), D(s) and also the matrices w(s) and P(s).
If the matrix P(s) is non-elementary we proceed, as in
Section 6.3, to decompose it into a collection of elementary
matrices. Then, pursuing the development of Section 6.3, we
overestimate the error probability of the given channel, when
used with the given distance function) by the sum of the error
probabilities associated with each of the derived elementary
channels(when they are used with the same distance functioin
D(.)), Thus, it suffices to consider only the situation wherein
T(s), P(s) are elementary matrices.
Once we have confined our attention to elementary matrices
P(s), the derivation of a lower bound to the channel reliabilit•
follows the pattern of the derivation of Theorem VIII.
Section 6.2
The essential difference is that we overestimate the quan-
7
tity
D(z) D(w)
by the dominant eigenvalue of the matrix D(t) rather than 'lSras-
forming it into an expression involving p(w).
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The first intermediate result in the derivation is
P(e) Kek- s D + n6(s 3 +M Ke- rD + n [(r-t) +i~(t)4
2n (21
where
s o, t$ 0, r 4 o
6(s) = Ind(s)
,/(t)= ln (t)
and d,(s) and /3(t) are, respectively, the matrices P(s) and D(t).
The minimization of the expression with respect to the
parameters r, s, t and D is complicated somewhat by the necessity
of considering two different functions. This is particularly
true when 6'(s) does not exist at some point. The difficulty
can be overcome by employing the obvious generalization of the
graphical procedure employed in the derivation of Theorem VIII.
However, for simplicity, we will consider the simpler problem
that occurs when F(s) is continuously differentiable. This
will be the case, for example, when the channel matrix P is
composed of strictly positive elements.
Subject to the aforestated restriction we obtain the fol-
lowing result from Equation 21.
P(e) < 2Ke-nEL(R) (22)
where
EL(R) = s g(s) - 6(s)
R = In 2 + t '(t) -,~(t)
and i(s) = 1' t (t) t• -s
Also, P(e) Ke-nn2 
- (r) 
- A(r) 
-
where d'(r) = '(-r) r 0
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We have confined ourselves to a rather brief discussion
of the upper and lower reliability bounds, for Type II chan-
nels, used with unifilar decoders. There are, however, sev-
eral worthwhile refinements that can be obtained. For example,
one can, for a given decoder graph, optimize the value of the
positive branch labels. However, a direct and general com-
parison between the upper and lower bounds remains difficult.
Thus, it is natural to ask what interpretation can be given to
the lower reliability bound that results from a given choice of
the decoder distance function. One intrepretation is offered
in the following paragraphs.
Sphere Packed Codes
By analogy with the sphere-packed codes discussed in con-
junction with memoryless binary symmetric channels, we consider
(hypothetical) codes which are sphere-packed with respect to a
given decoding distance function D(.). Specifically, a code of
M words is said to be sphere-packed, with respect to D(.), if,
for every binary sequence z, there is one, and only one, code
word uj, such that
D(u @ z) t D (23,.)
-J
The value of D appearing in Equation 23 is determined by the
equation
MN(D) = 2 n (24")
where N(D) is the number of sequences z for which
D(z) 4 D
In general a sphere-packed code will not exist for a given
M and D(.). However, the characteristics of such a code (if it
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did exist) are still of interest because of the optimal prob-
ability of error properties they possess. In particular, if
a maximum liklihood decoding distance function, Do (*), is used
with a code which is sphere-packed with respect to Do('), the re-
sulting probability of error will be precisely the minimum ob-
tainable value given by Theorem II of Section 3.2. The result,
which is well known for memoryless binary symmetric channels,
is easily proved. Our interest, however, is in the probability
of error that occurs when such a code and decoder are used
with the "wrong" channel. That is, we seek the probability of
error that results when a code, sphere-packed with respect to
a distance function D(.), and decoded by that distance function,
is used with an arbitrary finite-state binary symmetric chan-
nel.
To determine this probability, we proceed as follows. By
virtue of the stated conditions and Equation, 24, any received
word will be correctly decoded if, and only if, the channel
noise sequence is such that
D(w) < D
where D is determined from Equation: 24 . Therefore, the prob-
ability of error for the code will be
P(e/U)= Prw LD(w)D (25)
Clearly, if we replace D by any large value, the right member
of Equation 25 will be decreased and the left member of Equation
24' will be increased. Thus we obtain the bounds
P(e/U) Prw ED(wJ) > D (26a)
provided that
MN(D)r 2 n (26b)
where N(D) is the number of binary sequences w of length n for
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which
D(w) D
It must be emphasized that Equations 26aand 26b do not
constitute a lower bound on the minimum attainable probabi-
lity of error that can be achieved for a given channel and
a given decoding distance function D(.). Rather, they pro-
vide a bound to the error probability that results when a
code, sphere-packed with respect to a distance function D(.)
and decoded by that distance function, is used in conjunc-
tion with any given binary symmetric channel.
The relevance of Equation. 26 in the present discussion
is that, for a given channel and unifilar distance function,
it yields a lower bound to the channel reliability which
equals the bound of Equation 22 for rates greater than a crit-
ical rate. Thus, for a given channel and unifilar decoding
distance function D(.), the reliability that results when the
code employed is sphere-packed with respect to D(') is (with
high probability) approximately that resulting from a random
choice of the code.
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Chapter VIII
Conclusions and Topics for Further Investigation
We have considered, in this investigation, a very restricted
class of channels which possess memory. Moreover, we have only
considered their use in conjunction with block codes and block de-
coding procedures. There are, however, several analytical ex-
tensions that are, or appear to be, tractable. One of these is
the analysis of Wozencraft's sequential decoding procedure as
applied to finite-state binary symmetric channels. Another is
the extension of the class of channels.
For example, one could, in principle, associate a channel
input-output symbol transition matrix with each node of an under-
lying Markov chain. This has, in fact, been considered by
Wolfowitz and others; but little appears to have been done th'is
far to determine the reliability of such channels. One point
worth noting in this connection is that finite-state binary sym-
metric channels include all those channels that can be formed
by associating memoryless binary symmetric channel input-output
matrices with nodes of Markov graphs. In fact, we have considered
several such channels as examples.
Another, and perhaps more fundamental, question for consid-
eration is that of model making. In this investigation we have
been primarily concerned with finite-state binary symmetric chan-
nels as abstractions. We found, in the course of the analysis,
that these channels are in a very real sense discontinuous -
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small changes in parameter values can cause significant changes
in the channel reliability. Although this phenomenon is of
some intrinsic interest, it may or may not be of any practical
importance. More generally, the usefulness of reducible chan-
nel models is in question.
Conceivably, such models may be useful in describing chan-
nels that possess several essentially different modes of be-
havior. We discussed this possibility in Chapter VI. However,
the question cannot reasonably be answered by conjecture -
experimental evidence is required. But here again one faces a
rather paeplexing problem in ascertaining what data should be
observed. Some relatively simple measures of the channel speci-
fication are the empirical frequency distributions, run distribu-
tions, or the correlation function. However, it is by no means
clear that such measurements provide the proper estimates of the
statistical phenomenon which underlies the channel. The difficulty
is, as we have seen, that the theoretical results derived from a
channel model may be very sensitive to small changes in the par-
ameters. On the other hand empirical data can, in general, only
provide estimates of these parameters. Thus, the correspondence
between a complex physical channel with memory and the model used
to describe this channel is at best tenuous.
We do not mean to imply by the above that the analysis of
finite-state binary symmetric channels has been brought to a sat-
isfactory conclusion. We have, in fact, only obtained sharp esti-
mates for the reliability of Type I channels. One can, of course,
estimate the reliability of Type II channels as closely as des-
cribed by resorting to sufficiently complex computations. However,
such an approach yields little insight into the basic characteristics
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of the channels. For example, is the reliability curve of a Type
II irreducible channel of the same general form as that of a Type
I irreducible channel or can it exhibit the properties of Type I
reducible channels? This is only one of many questions concerning
finite-state binary symmetric channels that have yet to be
answered.
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APPENDIX A
Group Codes
We recall from Chapter II that the set of words comprising a
group code of 2k words can be specified by an ordered set of basis
vectors g1 ' " '. gk. Moreover, one means of encoding is to assign
the code word, u., defined as
x. gi--
Si=1
to the 3th message, where x, ... , x k is the binary representation
of the number j, j = 0, . . . , M - 1, and the sum is modulo two.
Now consider the modulo two sum of the code words represent-
ing messages j and m. That is
u. 0 u = x. i x' = xi O x gi
where x, . . x and x'1 , . . x' are respectively the binary
representations of the numbers j and m. Since the sequence xl x'1,
S. . , xk ( x' k is the binary representation of some member less than
M, it follows that u. 9 u is also a word in the code.
-- 3 -m
Furthermore, as m ranges over the integers 0 to M - 1,
excluding j, the sum u. @ u. ranges over the set of code words3 J
excluding u . Therefore, the probability of error given that u. was
-o1
transmitted is, from Chapter III, Eq. 2
P(e/U, u.) P D(u. 0 w) D(w) for some j O/U, u i
-1w r Lai
t I ill 
b 
t d 
h 
h
word was
2 1,6
Al
A2
w e no e t at t e probabil
i
transmitted, is independent of i, +
Also, from Chapter III, Eq. 8, we find that the average P(e)
of P(e/U) over an ensemble of group codes satisfies the inequality
P(e) P D(w) > D + 2 p(w) P [D(u. j y) 4 D(w)/w A3
j = 1 D(w) ' D
We now seek to show that Eq. A3 can be reduced to Eq. 12 of Chapter III
for the three ensembles of group codes previously discussed. First,
however, we make a few observations which will simplify the derivations.
We observed that a group code can be specified by an ordered
set of basis vectors l' " " " g-k each of length n and an encoding
procedure, or means of associating code words with messages. For
convenience we will assume that the encoding procedure is as defined
by Eq. Al, so that the specification of a code reduces to the specifica-
tion of the basis vectors. Moreover, as was done for the ensemble of
all block codes, we will define a probability density over the ordered sets
of basis vectors and then deduce the statistical properties of the ensemble
of codes and words u , thus generated.
Ensemble of all Group Codes: Let us assume that the basis
vectors gl' " " ' g are statistically independent and each is uni-
formly distributed over the set of all 2n binary sequences of length n.
Then all 2n k ordered sets of binary (basis) vectors are equiprobable,
and hence so are all possible group codes. Furthermore, it follows
+ This is a well known property of the set of words in a group code
and is independent of the manner in which code words are assigned to
messages.
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from the definition of uj (Eq. Al) and from the independence and
uniformity of the g.i that the vector
-13
z= u. j 0w
is for every j and w, uniformly distributed over the set of, Z,
of all binary sequences of length n. Therefore, Eq. A3 becomes
P(e) Pr [D(w) DD + (M-l) Pr [D(-) < D(w) D]
w wz
This expression is identical to Eq. 11 of Chapter III and hence can
be reduced to Eq. 12 of that chapter. Thus, the validity of Theorem I
for the ensemble of equiprobable group codes is established.
Parity Check Codes: We recall from Chapter II that the
generator matrix of a parity check code takes the form
G =[k F] A4
where Ik is the k by k identity matrix, and P is an n - k by k
parity check matrix. Moreover, the encoding procedure defined by
Eq. Al can be expressed as
u. = x. G j0, ... , M -1 A5
-J -j -
where the row vector x. is the binary representation of the number j.
It follows from Eqs. A4 and A5 that can be expressed in
--J
2,18
+ The argument is identical to that involving Eq. 9 in Chapter III.
the partitioned form
u. = (x., y) A6
where x. is as defined above and
--3
y. = x. P
-j -3 - A7
Also, by virtue of Eqs. A4, A5 and A6, the bound of Eq. A3 becomes,
for an ensemble of parity check codes
P(e) 4 Pr D(w) >D +
p(w) >rP D(x. 9 w y1. C w.) 4 D(w)/ w A8
D(w) D j =
where x-- and yj are as defined in Eqs. A6 and A7 and w--I w2 is a
partitioned representation for the vector w.
To extend the validity of Theorem I, Chapter III, to the
ensembles of parity check codes in question, we proceed as follows.
First we show that the theorem is valid if, for every positive j, the
vector y defined by Eq. A7 is uniformly distributed over the set Z'
of all 2n - k binary vectors of length n - k. The vector z defined as
z' = y. w
- -3 -2
would then also be uniformly distributed over Z' for every j and
w2 and Eq. A8 may be expressed as
2.19
_ _I---- -
k9
AN0
220
they will be equal if, for all w
M P D(z) ' D(w)/w =
M-l 1
P D (x, z AD(w)/wA
rz A1
221
I_
where, as before, z is uniformly distributed over the set Z of all binary
sequences of length n, z' is uniformly distributed over the set Z' of all
binary sequences of length n - k, and x. is the binary vector represent-
--J is the binary vector represent-
ing the number j, j = 0, . . . , M - 1. To show that Eq. A12 is
satisfied, we proceed as follows.
Let z0 denote a binary sequence of length k, uniformly distributed
over the set Zo of all such sequences. We observe that the sequence, z,
formed by adjoining z' to z , i.e.
O0Z= , z
will be uniformly distributed over the set Z of all binary sequences of
length n. Therefore the left member of Eq. A12 satisfies the following
sequence of equalities
M Pr Z [D(z) & D(w)/w]
= M P r D(zO,z ' ) 
- D(w)/wlM PrZo z,
= M P D(zo, z') 4 D(w)/w; z0 = x. P zo = x.
rZoZ,
'
Lrz°-J -3
M-1
M Prz (xj, z') D(w)/w, z = x P z = x]
Finally, by virtue of the statistical independence of zo
and z', and the uniformity of their probability densities, we obtain
M P [D(z) Z D(w)/w]
M-l
= M P rz D(x j., z ') D(w)/w 2 - k  A 3
j=0
Since 2k is just the number, M, of words in the code, it follows that
the right member of Eq. A13 is identical to the right member of
Eq. A12.
Thus we conclude that Theorem I of Chapter III is valid for
any ensemble of parity check codes such that the vector yj defined
by Eq. A7 is uniformly distributed for every j, i. e., if the vector
yj, defined as
y. = x.P
- -3 - A14
is uniformly distributed where P is the parity check matrix which
specifies a code in the ensemble and x. is any given binary vector of
-3
length k other than the zero vector. We will now show that y. is so
distributed over the ensemble of all (equiprobable) parity check codes
and the ensemble of all sliding parity check codes.
Ensemble of Parity Check Codes: The result we seek is
easily obtained. We first observe that the parity check matrix P
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can be envisaged as the generator matrix of a group code consisting
of 2k words each of length n - k and the vector y. in Eq. A14 may
be envisaged as the code word assigned to message j.
Now let us assume that the row vectors of the parity check
matrix, P, are statistically independent and each is distributed
uniformly over the set of all 2n - k binary vectors of length n - k.
It then follows from our discussion of the ensemble of all group codes
that the vector yj is uniformly distributed for every j. Morever,
when the row vectors of the parity check matrix, P, are uniformly
distributed and statistically independent, all parity check matrices,
and hence all parity check codes, are equiprobable. Thus Theorem I
is valid for the ensemble of all equiprobable parity check codes.
Ensemble of Sliding Parity Check Codes: As stated in
Chapter II, the parity check matrix, P, for a sliding parity check
code is of the form
bn-k .... ...... b2
b 2. . b2
bn- 1 b A1 5
Thus every binary sequence of length n - 1 defines a sliding parity
check code and every such code is uniquely specified by such a binary
sequence. Therefore, we may define a probability distribution over
the set of all binary sequences of length n - 1 and deduce the resulting
distribution over the set of all sliding parity check codes.
In particular, let the binary symbols b . . . , b n- be1,"" i
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statistically independent, and let each symbol assume the value 0 or
1 with probability 1/2. Then all such binary sequences, and hence
all sliding parity check codes, are equiprobable. It remains only to
show that, for every (non-zero) binary vector x. of k element, the
-j
vector
y.j = x. -P
is uniformly distributed over the set of all binary vectors of n - k
elements.
n-kWe observe that there are 2 possible vectors, y, and
n-i2 possible matrices P. Moreover, all of these parity check
matrices are equiprobable. Thus, for a given vector x. the probability
-j
that the random variable y.j is a given vector y~ is
2-(n-l) N(y 0 , x)
where N(y 0 , x ) is the number of sliding parity check matrices Pthat
satisfy the equation
0
The refore, if the random vector y.j is to be uniformly distributed over
the set of all binary vectors of length n - k, N(y 0 , x) must be independent
of y0 and provided is not the zero vector.
We next observe that Eq. A16 may be stated directly in terms of
theelmens 1. . . . . . b n which specify the matrix _P. In fact, we
may express Eq. Al as a set of n - k modulo two equations involving
n - 1 unknowns b, . bni Moreover, if x. is not the zero
224
.th
vector, these equations can be ordered so that the th equation
involves at least one unknown that does not appear in any equation
ordered after the i t h . The latter property insures that the equations
are independent. Thus we can conclude that regardless of the
choice of x. and y0 , the set of equations in b I , . , bn- 1 will
-3
possess
2 (n-1) - (n-k) = 2k+1
linearly independent solutions. Consequently N(yo , x) is in fact
independent of y and x. and hence the random vector y. is
uniformly distributed. Therefore, the bound of Theorem I is valid
for the ensemble of all equiprobable sliding parity check codes.
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PENDIX B
f Theorem III
e parts of the theorem as three separate
* its proof are patterned after a result of
an m by m irreducible matrix P (t)
. (t). Let the elements of the poweri.
J
P(n)(t) and let P (t) denote the
1. L
1(t). The elements P.(n) (t) satisfy the
1.
I n m
. PL(t)
i=1, ... , m
genvector of the matrix P (t).
ucible matrix, it possesses a positive
s associated with the dominant
t) y(t)
)( na (t) y (t)
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Therefore
(n)
Pi. (t) y t) Yi(t)[a (t), n
where Yi(t) denotes the ith element of y(t).
Since the elements Yi(t) are strictly positive, the left member
of Eq. B1 satisfies the inequalities
(n)
P It AT (t'
m
y=(t)
j=1
(n)
P. (t) yj(t)
where yu(t) and YL(t) are, respectively, the largest and smallest
elements of the vector y(t). Therefore,
(n)
P. (t)
We next recall, from Eq. 15 Section 4. 1, that, for any
j, there exists a number d i m such that
P. (t)1.3 > (0)
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B1
j= 1
and
(n)
P (t)
m
j=1
SYL (t)
m
j =1
(n)
P. (t)
1.
3
(t (t) n
yu (t)
Yi (t)YU
m
j=1
[ (t) [a (t)]yi(t)
YL(t) yu(t)
YU~t
B2
i and
M
i
(d) d
It is clear that, if P. (t) is positive, it must equal or exceed PL(t)
where PL(t) is the smallest positive element of P (t). Consequently, for
the given i, j, and d we have by virtue of Eq. B1,
L;t d yj (t) l (t) M (t d yi)
Thus
r Idy.(t) a(t)
Yi(t) PL(t) B3
Finally it follows easily from Eq. 14 of Section 4. 1 that
a (t) ; PL(t). Therefore Eq. B3 will remain valid if d is increased
to m. Thus we obtain, for all i and j;
Yi(t) PL
and [, m
Yi(t) P L
(t )
yj (t) L
In particular
m
y(t a (t)
YL(t) PL(t) B4
m
YL y,( P(t) FL M
Yu(t) Lalt) B5
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m
A combination of Eqs. B2, B4, and B5 then yields
[a (t)] n a (t)
L P (t)
m
j=1
(n) M (t n a M m
SFLt m1. ( lP()t)ILU
which is the result stated in the lemma.
We now prove the second part of Theorem III. In part, we prove
a somewhat stronger result in anticipation of our subsequent require-
ments.
Lemma B2: Let P(t) be an irreducible composite matrix with
dominant eigenvalue a (t). The function, )(t), defined by the expression
S(t) = In a (t) -9* 4 t 4 ,
possesses continuous derivatives of all orders.
integer k, the derivative
That is, for any
d k  (t)
d tk
exi st s for every value of t.
In particular
Y'(t) = d y(t)
dt
1
a (t)
m
ij= 1
X t) P (t) y t)
dt
where X.(t) and yi(t) are respectively the elements of
right eigenvector associated with the eigenvalue a (t).
any left and
such that the
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B6
__I~ ~___i_
condition
m
Xi(t)i (t) = 1 B7
i= 1
is met.
It is possible to choose the X (t) and Yi(t) so that they possess
continuous derivatives of all orders. In particular they may be chosen
as follows.
Let B (t) be the adjoint of the characteristic matrix
Fa (t) I - P(t) That is, the i j element b. (t) of B (t) is the
3
cofactor of the j i element in
[a (t) I - P(t)
For any given k 1 and k Z, the elements X. (t) and yj (t), defined by
the equations,
X.(t) = bk (t) i = I, . . . , m B8a
1 k i
yj(t) = c b j k2 (t) j = 1, . . . , m B8b
c-1 ikli(t) [b ik2 (t B8c
A
(1) are elements of positive left and right eigenvectors X (t) and
y(t), (2) satisfy Eq. B7, and (3) possess continuous derivatives of
all orders.
Proof:
We first note that a (t) is a root of a polynomial in the elements
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P.(t) = P. (f.1. . (f1.J 33
i, j F', . . ., m.
Therefore it will be a continuous and piecewise differentiable function
of t. Also, the elements b. (t) of the adjoint matrix B(t) will be
l.
polynomials in the elements a (t) and P. (t), i, j = 1, . . . , m.
That is,
b. (t) = q Ia(t), Pi (t)]1 1
Therefore, b. (t)1.
3
will be a continuous function of t and also
b. (t) =
1.
3
q (t) P.) (t) cons
a(t) = cons
+ q a(t), P. (tj J
a(t)
t t
Since each P. (t) is differentiable, the first partial derivative
i.
3
will exist for all values of t. Moreover, it will be some polynomial
in the elements a(t) and P. (t). Similarly, the second partial
i.
3
derivative will exist and will be a polynomial in the elements a(t)
and P. (t). Therefore the derivative
1.
J
d b. (t)l 1.
dt
will exist for all values of t such that
d a(t) (t)
- ' (t)
231-
d
dt
___I_^Or --L-~---~-~---------
exists. A repetition of the argument shows, more generally,
that
i.k
d tk B9a
will exist if
k
ld t B9b
exists, k = 2, . .
We will next show that a'(t) exists for all values of t and
that
k+l
d a (t)
kd t k = 1,... BlOa
exists for all values of t if
kd b. (t)
kd t BlOb
exists for all values of t. By virtue of Eqs. B9, the existence of
a'(t) will insure that the first derivative of b. (t) exists. Then
i.
Eqs. BI0 will insure that the second derivative of a(t) exists.
Hence, by induction, a(t) and b. (t) will possess derivatives of all
1.
orders. To show that a'(t) exists we proceed as follows.
22
It can be shown that every element b. (t) of the adjoint
i.
3
matrix B(t) is positive if P (t) is an irreducible matrix. Moreover
any row vector of B(t) is a left eigenvector associated with a(t) and
any column vector is a right eigenvector. That is, for any k 1 and
k 2 and for all values of t.
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i
2
5=1
m
i=1
S[bik(t)
Sbk (t)]
flc(t)J
a(t)]
[am]i
- a(t)
5=1,..., m
•= .. m
k I (t)
Upon differentiating the identity of Eq. B ic and employing the identities
of Eqs. Blla and c we obtain
+ [ dta(t) i 1 bk li(t [ik2 (t
m
+ b k(t)
ij=1
d
dt Pii(t1 bjk (t)
m
= a(t) dt
i= 1
+ aQ(t)
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P i(t bjk2(t
bk (t P (t)L
Blla
and
Bllb
[bkli(t [bjk2(t)
i,3=1
BlIc
1k i(t ik 2 - t
B12
_ _1
m -------
(t b ik M
bk i(t)] [bik2(t) ]
We next recall that the first derivatives of each element b. (t)
will exist if a'(t) exists. Moreover a'(t) is piecewise continuous.
Therefore, in any interval of continuity, the first terms appearing in
the right and left members of Eq. B12 will be equal. Consequently,
B13
m m
[b (t [ Pij (t) 2 a'(t) bkli(t
ij=1 i=1
except possibly at points where a'(t) is discontinuous, if any such points
exists.
Finally, we note that the derivative of each Pij(t) exists and is
continuous for all values of t. Also, we have noted that each element
b. (t) is a continuous function of t. Therefore, the left member of Eq.
B13 is a continuous function of t and so also is the summation in the
right member of the equation. Consequently a'(t) must be continuous and
hence by the inductive argument described above a(t) and each element
b. (t) possesses continuous derivatives of all orders. Since a(t) is also
positive and
Y(t) = in a(t)
it follows immediately that y'(t) possesses continuous derivatives of
all orders.
To prove that Eq. B6 is valid we proceed as follows. As stated
in Section 4. 1 an irreducible matrix P(t) cannot posses two linearly
independent eigen-vectors associated with the dominant eigen value
a(t). Thus, since the row vector with elements bk j(t) j = 1... m is
such a left eigen vector, any other such eige-nvector X(t) must have
elements of the form
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rX.(t) = cl bk l (t) = 1, . . m B14a
where c 1 is independent of i.
Similarly any right eigenvector y(t) associated with a (t)
must have elements of the form
y'(t) = c 2 bj kj = . . , Bl4b
where c 2 is independent of j. In particular, if X(t) and y(t)
are chosen to satisfy B7, the constants c1 and c 2 must satisfy
the equation
cl c2  [bkli(t)]  ik(t)[b = 1 B15
i
Finally, a combination of Eqs. B13, B14, and B15 yields Eq. B7
for any eigenvectors X (t) and y (t) which satisfy Eq. B7.
To complete the proof of the lemma, we recall that each
element b..(t) is a positive-valued function of t which (we have
shown) possesses continuous derivatives of all orders. Therefore,
the quantity c defined by Eq. B8c will possess continuous
derivatives of all orders and hence so also will the elements
A
Xi(t) and yj(t) defined by Eqs. B8a and b.
We turn now to a proof of the final part of Theorem III.
Lemma B3: Let P(t) be an irreducible composite matrix
and let a(t) be its dominant eigenvalue. We define
R(t) = •n a(t) -t- !_ t •oC
The function Y(t) is convex for - a z t ý D i. e.
y"(t) = d2 y(t) t -~ t g- oc B16
d t2
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Moreover Y(t) is either strictly convex or is a linear function.
That is
y"(t) 0 -4 4t !- B17a
or
/(t) = Y/(O) + t P' (0) B17b
Finally Y(t) will be a linear function if, and only if, each
positive element P. (t) of P (t) is of the form
-t
P.ij(t) = Pi. z. a 1 ij = 1, . . . m B17c
Z.
in which case
'(0) = -~n a B17d
Proof:
We first show that Y(t) is a convex function of t.
That is
Yl tl +(1 -) t] L k Y(tl) + (1 - ) Y (t2)
for any 0 L X L 1 and any values of t1 and t 2 . An equivalent
and, for our purposes, more convenient form of the inequality is
a E tl + (1 - X) t2] - a(tl) a(t2)1
where a (t) is the dominant eigenvalue of the matrix P (t).
In order to show that this inequality is valid, we observe
that, if a vector v can be found such that
P t'1 + (1 -X) t2  v [a(tl) [a (t2) v B18a
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it will follow from Eq. 14, Section 4. 1 that
Bl8b
and hence that a (t) will be a convex function. We proceed to con-
struct a vector v which satisfies Eq. B18.
Let the column vector y(t), with elements yPt), be a positive
right eigenvector of the matrix P(t) -o < t • o . We define the
vector v with elements v. by the equation
X l-Xv. = yj (t) yj :(t2)
We next express the matrix inequality of Eq. Bl8a as a system of
scalar inequalities. That is
m
Pij [tl + (1 - X ) tz v~
l-X
i =l, .
where m denotes the dimension of the matrix
Upon introducing the right member of Eq.
left member of Eq. B20, we obtain
P (t).
B 19 into the
m
= 1
m
= Pij Xt 1
5= 1
+ ( 
-x) t2
B19
B20
L a (t)] [a (t2 )] . I m
X 1-X(t1) ys (t2) X-i
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Xt1 + (1 -X) t,1 [ (t ) X ( t2) l-
P.. A t + (1 - ) t 1 v5
13 12
Or, by the definition of P.. (t),1j
m
X. =
=1
l-X
(t 1 ) Ys (t2)P.. f -[ t+(1- x)t 2]ij ij
fj Yj (t 2
m
X. =
= 1
ij (t 1 ) Y (t)] Pij (t )
1- Xj 2t1
Therefore, by virtue of Holder's inequality
mx
X. V
SL
m
Pij (t1) 1)
1=
(t2) 1-
(tj
1-Xy
Yi ( t l ) (t2)
Hence
P ij . tl + (1 - 1) t v
m
Z=1S= 1
Ca (t)l Ia (t2 ) i = 1, . . . , m
as was to be proved.
By virtue of Lemma B2, the second derivative Y"(t) of Y(t)
exists for all values of t. Therefore, since Y(t) is convex,
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m
_/--
Pij fij
, -1
yj (t1 P i
1-X
a (t ]
Pij (t2)Yj 4(t2)
: ___ ____ _______
-I
_____ili__~_____~________________~_____
Y"(t) must be non-negative. Hence Eq. B16 is valid. To prove
the remaining assertions of the lemma, we proved as follows.
Let us suppose that Y/(t) is not strictly convex. That is,
in some interval, tl < t Z t2, Y(t) is a linear function of t.
It follows from the supposition that
t1+ (1 -+) t 2] = X (t 1 )] [at 2) 1-
for all 0Q X 4 1 and for the given values of t1 and t 2.
Therefore, by virtue of Eq. 14 Section 4. i1, the vector v
defined by Eq. B19 must be an eigenvector associ:ated with
a••t1 + (1 - X) t2] for all 0 i X • 1. That is
P [X t1 + (1- ) t2 ] v = aCX t1 + (1 -X) t 2] v
0 X 1 B21
or
P. f.- [ l+( 1-  )tX2 I -X
Pi 1fi Yj (t 1) yj (t 2 )
J= 1
= (tl) at(t y( (tZ)
Upon regrouping the terms of Eq. B21, we obtain
+ We recall that P.. (t) is defined to be zero unless P.. and f..13 13 13
are both positive. Thus the sum of Eq. B22 should be computed
over those j for which both P.. and f.. are positive.
13 13
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111
m$= 1
-t
P** fi 2
(t2 1)
j (t Y(t )
Yj (t Z )
S a (tZ) Yi (t 2 ) at I (t Yi l)
a (t 2 ) Yi (t) B22
We next note that this identity is,for any given j, of the form
ai C Xai = b 6 XP 0 1 X _ 1
Therefore, since exponential functions with different ex-
ponents are linearly independent, ai must equal 3 if ai is
positive. Consequently
f.. =  yj ( t 2 )
Y$ (tl)
for each ij
- 1
Yi (tl) a(tl) t - t
Yi (tZ) a(t2) 1
such that
Pij > 0
and
>0
Thus, if Y (t) is not strictly convex, each positive P. (t)
must be ofthe form
must be of the form
+ See footnote previous page.
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i=l 1
P.. zj B23
Therefore, the matrix P(t) is similar, by a diagonal trans-
formation, to the matrix
-t
a P(O)
and hence Y(t) is a linear function of t for all values of t.
-t
In particular )/(t) = a a (0) and
y(t) = Y(o) + t Y' (0) = n a(0) - t n a
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X C
orem IV
F(E) which is described by
and P(t). We assume through-
m by m irreducible matrix
E) occur with probability zero.
unds to the probabilities P(nF)
r IV.
employ to obtain these bounds
24
y Shannon . Thi s tilting
h the Central Limit Theorem,
p - t (t) - n(t)]
Loment generating function of the
a we consider here, the expressions
rather involved functions of the
we have not been able to prove
limit theorem to secure bounds
iowever, prove that the upper bounds
ly correct estimates for the
F) and 1 - P(nf). To accom-
en random variable F(E)by a
invariant generally function is
A
1, we want the variable F(E)
x P(t), but by a new row matrix
and independent of t. A suitable
lemma
andom vari abl e F(E) that is
ences of length n. Let )/ and
st ion matrix of the Markov
matrices which specify the
largest elements of the matrices
)u, and fu. Similarly, the
denoted by r/L' PL' L, and
ainant ei genval ue of the composite
e the dimension of P(t) by m.
and 1 - P(nF) associated with
fy the following inequalities
m-2 (N-1) y(t)j -t
-tx
e e dQ(x) Cla
)- e e d Q(x)
a (t)m-2 (N-1)Y(t)
m+ 2
£n a (t)
N-1)F + (m-2) fn fL + (m-1)F +fn L
I-1)F + (m-2) Rn fL + (m-1)F + In ý u
st ribution of the random variabl e X.
g(s) of X is given by the expression
y (t) C3
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where x(t) and y(t) are any left and ri ght ei genvectors
associ ated with a (t) for which
x(t) y(t) = 1
Proof :
First, we recall from Eq. 8 of Section 4. 1 that
P(nF) =
A 1
[1 Tj 1 (t [IIj2 (t
S. J n (t) exp + t [n + In f +. . . + n f. .
where n- 12 n-
where
ri (t ) = Fi • . if i > 0
= 0 otherwise
-t
p .(t) = p.. f.PJ 13 ji if f..13>0
= 0 otherwise
and the set A1 consists of all those state sequence E. . E.
1 jn
which satisfy the constraints
p. p. . > 0
1 1 2 . n-1 n
- fn f .
1 2
- In f. nF3 n- 1 n -
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C3a
C3b
C3c
and
- fn 4'j I
C4
Clearly the right member of Eq. C3a can only be decreased
if some state sequences E are excluded from the set A . In
particular this will be true if we eliminate all those st ate se-
quences that do not begin with some given subsequence,
E. . E. , of k states. That is
11k
P tI ( t P iil 11 il 2 il 2
fPili(t f.. P (t ... npj Mj(t C5] tIk- k k- I k ikj k+ 1 ikk+1 n-1 n n-1 n
where the set A I consists of all those state sequences
E. , . . . , E. which satisfy the constraints
Jk+1 jn
(Pik 3 k+1 3n-lJn) > 0 
C6
and
- n f. . - n f.
ikj k+1 in- 1 n
nF + in . + in f. . + . + n f.ik
-
11 11 ik-1i k
For the moment we will not specify the given sequence
E. , . .. , . . It suffices to say that a connected sequence of
1 k
states will be chosen, i.e.
wil T [Pi iici as ' k- i imlik(t)l C7
will be positive. This restriction also implies that the quantity
t fi.t . fi kft
i 12 ik-l ik k-l ik
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__
)t, .i (t) or one of the pij(t) in
1
vi rtue of the restri ction we have
alities are valid
. .. f. _ [k• ikJI
k-1
i}>Ž-"L pL C8a
.1 ik
k-i
S( ) L Lf C8bk-i k
are respectively the smallest positive
-,P, , and F from which the
i ved.
ght member of Eq. C5 will be reduced
8a is substituted for the quantity
nber of Eq. C8a. An additional
uce the size of the set A, by sub-
)f Eq. C8b into the right member of
Ititutions, we obtain
- Pi (T)MJ A ikJ k+ 1 kjk+ 11
C9
f all those state sequences
246
ich satisfy the constraints
- n f. nF + n + (k - 1)n f C10
n-lJn -
underestimate the right member of Eq. C9
set A1 all those state sequences which do
ie given subsequence E. , . . . , E. . We
n
re sequence we eventually choose will be a
states. Therefore upon repeating the
lead from Eq. C3 to C9 we obtain the
Sn-n+k-I f./LL kj+ i (t)S kJk+ kJ k+ 1
A 1
(t) C11
n
sists of all those state sequences
which satisfy the constraint
n f li nF+ fn + k + n- -n 1 . n f C12
JA IA L[L
se the sequences E. , . . . , E. and1 i
ollows. First we specify any state, say,
raph. We then choose E. , . . . , E. to1 i1 k
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rtest sequence of connected states (measured from
ag state) which terminates in the state E.. We will
length of this sequence, for a given choice of the
by the symbol d.. We recall, from Eq. 15, Section 4. 1,
rill not exceed m, the number of states in the composite
any given specification of the state E , we choose
ce E. , . . . , E. in the following manner. First,
1/ In
any state Ek of the graph. Next we choose n to
d. - m+ 1. We the.n define E. to be state E k and
1 8k
remaining states E. , . . . E. to be any sequence
n+ n
that are connected to state Ek. We require, of course,
e positive, i.e.
n + d. - m+ 1 > 0
1
)n introducing the events just defined into Eqs. C11 and
changing the indexing system to simplify the notation,
the following result
L (PL m-2 i1 ijl n ' k nk(
A.
Ik
= n - m and the set A. consists of those sequences
ak
. , EJh which satisfy the constraint
- . - n fJhn'k 4 n'F + Rn L + (m-2) in fL + mF C13b
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iat the sets A. , i, k = , . . . m,ik
nion is the A set of all sequences
which satisfy the constraint
'k T n'F +R n L + (m-2) Rn fL,+ mF C14
both members of Eq. C13a with respect
2 l Pi1 (t nk PPnk(t) C15
A.
roof of the lemma we proceed as follows.
ft and right eigenvectors of P(t) associated
alue a(t). We denote the elements of x (t)
i(t) respectively and assume that
(t) = 1 C16
Eq. C15 in the form
1 L m) t-2 1
n2 L I xA t yk(t)
2 1 2 (t .... Jn'k Pn'k
(t) Yk (t)] C17
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It follows from Eq. C16 that
S t 1txz( ) Yk (t)
Hence, after some rearrangement, Eq. C17 may be replaced
by the inequality
P(nF) > -2
m
L PLm-2
L (PL)
A A
;) F(E)
I(tj]Nl - 1
A 1
A
where E denotes a state
i i
= X. (t) L11 a (t) C19ay.
F(E) = - En f.
111 Z
S. . - In f.
N-li N
N= n - m+ 2
and the set A consist1 s of allthose state sequences E which
satisfy the constraints
(Pi iZ) .. (Pi i ) > 0
1 2 N-1 N
AA
F(E) r (N-1)F + (m-2) In fL + (m-l) F + fn L
Finally we note that the elements Q(E) comprise
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sequence
C18
E.
11
A AQ(E)
1
n
C19b
N
CZO
C21
2'51
These bounds involve the mean and variance of the variable x.
h i
O.Jur next Lask I LUo express t ese momeIIIUIntLs II Ltes.I UI y L) dnu
its derivatives.
Lemma C2: Let X be a random variable with the moment
generating function, g(s), given by the expression
1 N-1
g(s) = x(t) P (s + t) (t) C22
a (t)
where x (t), y(t), a (t) and P(t) are as defined in Lemma Cl. By
virtue of Lemma B2, X (t) and y (t) may be chosen so that their
elements possess continuous derivatives of all orders and we
shall assume that this has been done.
The mean X and variance (T of the variable X are
given by the expressions
X = (N-l) "'(t) C23
and
(T = (N-l) "(t) + K C24a
- N-1
K = -2 ' (t) I - - N y1 i' (t) C24b
where Y(t) = n a (t)
a (t) is as defined in Lemma C1 and x' (t) and y'(t) denote the
vectors x (t) and y (t) with each el ement differentiat ed. The quantity
K 0- may be bounded by a constant independent of N.
th kProof: The k moment X of the random variable x is
given by the expression
( 252
X - dk
ds
Or, by virtue of Eq. C22
d k N- 1d x(t) (t + sk-ds
and hence
X = x (t) dk
-- d t
N-PtP(t) N 1Iy(t)
- -
-(N-1i) K(t)
e
In particular, the mean will be
Or, since
and
X = x(t)
x(t) P (t) 
N - 1
x(t) y(t) = 1
P(t) N-i
y (t)
X(t)
= e(N-1) y(t)
we obtain
y (t) = (N- 1)((t) e(N- 1) ,Y(t)
Theref ore
X = (N-I) (t)
which proves Eq. C23
The variance of X is given by the expression
2 -2 -2
( = X -(X) -( N-1) (t)e
-·N
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g(s)
s = 0
Se-(Ns - 1)(t)
s=0
C25
C26
C27
~rr~l
Id2
=x (t) 
-2 dt 1)y'(t
x (t)M d -p(t)] N-1
N-I-1
PBt) yt M
Moreover differentiation of Eq.
= (N- 1) Y'(t) - e(N-1) Y(t)
- x'(t) d
dt
N-
[P(t)]
-x (t) d
where the prime denotes element by
xN-1
x '(t4P(t)]
= (N- ) Y'(t)
[It] N-1
= (N-I) y'(t) e(N-1) Y(t)
We next post-multiply Eq. C
pre-multiply Eq. C
equations to obtain
by the vector
29b by x '(t), ar
y' (t)
e(N-1) Y(t) x' (t) y'(t) -z z (t)
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x (t) - (t)dt 2J
y (t)
N-1
C28
y (t)
Also
+ x (t)
+ e ( N - 1
and
x! (t)
y '(t) + P(t) N-1
C29a
y (t)
X(t) (N. Y' (t) C29b
= 2
y(t)
N-I
y' (t) C30
i
e(N-1) Y(t) x (t)
C26
(N- 1) ['(t)
xtN-1lX (t) Pot)
A combination of Eqs. C27, C28, C29, and C30 yields
N- = (N - 1) 4 (t) + (N-I) 2 21
- 2 x'(t) I- N y'(t) - (N-1) 2  Y(t)] 2
or
or N = (N- 1)y(t) - 2 x '(t) I 
-  
N- (t) -C31a
0L C-- j Y,(t) C3la
which is Eq. C24a.
We note that the matrix P(t) is an irreducible matrix with
unity as its dominant eigenvalue. Therefore, by virtue of Lemma B1,
the magnitude of
- 2 x(t) I- - yI (t) = K C31b
may be bounded by a constant as stated in the lemma.
We turn now to the derivation of a lower bound for P(nF)
and 1 -P(nF). There are several means by which these bounds
may be obtained. However, none of them yield both strict and
simple lower bounds. Therefore, we will present a simple
derivation of Shannon's that suffices to show the asymptotic
properties of interest here.
Lemma C3: The probabilities P(nF) and 1 -P(nF) defined
in Lemma C1 satisfy the following inequalities
P[nY'(t)] > Bl(t,n) exp (-n) [t y(t) - Y(t)l t 4 0
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> B 2 (t,n) exp (-n) [t (t)-- Y(t)] t > 0
where B 1
large and
(t, n) and B 2 (t,n) are positive for n. suf fici ently
In B 1 (t, n) 1= lim- In nn
n -v-
B 2 (t,n) = 0
Proof :
It follows easi ly from Lemma C1 that
m
-
2
e (N- 1) Y(t)
e -txe d Q (x)
P(nF) r> - 1 - 1
m a(t)
provided n m - 1.
Therefore, t does not exceed zero,
P(nF) 2 I PL 2-
m a (t)
or
m m-P(nF), 2 Lm a (t)
Now let us define F
F = y'(t) -- m-2)F=~~tn
(N- 1) Y(t) e-P(t) P a< x 4 x
by the expressi on
+ (m-2) y•(t) + n <I +
is the variance of x with respect to the distribution
Q(x) and X is a constant to be specified later. With this
definition of F, the quantity xo, defined in Lemma Cl becomes
x = (N-l) Y (t) + XO-
Let us further specify A by the expression
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and
1lim -
n
nf--
(N- 1) Y (t)
e
- At
e d (x)
where G-2
Xn-
n
I__ I_
__
1 -P I nY'(t)
In fL
A = (N-1)
We recall that is the mean Y of the random
vari able x with respect to the tilted di stribution Q(x).
Theref ore
P L m-2a M 1 Xt-j Pr[ x(N- I1)exp( N-1) - R X -• l
Or by Chebyshev' s inequality
PF)& alt)] m-2P(nF) >, 1
m a Mt) S- exp (-X t(-) exp (N- ) [
provided X > 1 and n m - l.
Finally we recall from Lemma C2 that
-2
= (N-l)y"(t)+ K0-
where KO
-
may be bounded by a constant. Therefore,
tends to infinity for a fixed value
F > Y'(t)
F ----> "(t)
V-
of t and X > 1
P(nF)
exp ( -n) [ t•t) - Y(t) --- > k exp - X t Sn Y"(t) + K
where k is a positive constant.
Consequent ly,
B 1 (t, n) e -n t n (t) -
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P(nF) 2
m
as n
Y(t)J
y(t)t f(t) -
y(t) -t I(t)
(N-l) M(t)
P [n e (t)j >
where
1
lim - Rn B (t,n) -- 0
n 1
n --- •
as stated in the lemma. The proof of the statement for
1 - P(nF) is similar.
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APPENDIX D
Proof of Lemmas 1 and 2
Lemma Dl: Consider an elementary Type I channel
specified by the (normal) matrices y'r, P, and _T. Let Pk be any
one of the irreducible submatrices appearing in the normal form P.
We define the matrix Pk(s) to be the matrix Pk with each positive
element raised to the power 1 - s.. We denote the dominant eigen-
value of Pk(S) by ak(s) and define
Yk (s) = in ak(s)
The reliability E(R) of the given elementary channel satisfies
the following inequality
E(R) t Euk(R) Dla
where
Eu.(R) s 'k(s) - k(S) Dlb
1 k
R = in 2 -(1 - s)  k'(s)- ik(s) Dlc
for 0 ýs l 1
and
Euk(R) - Yk(0) Dld
for R Ck = in 2 - 'k (0) - Yk(0) Dle
Proof:
First, we recall that, by virtue of Theorem II, Section 3. 2,
the error probability P(e) satisfies the following inequalities
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P(e) ? PrE [F(E) > F] D2a
provided
MQE IF(E) < F]7 2nL DZb
where
F(E) = - £n p(E) D3a
PrE F(E) > F 7p(E) D3b
F(E) > F
0E F(E) F] = 1 D3c
F(E) : F
max 1 L D3d
Ew
In these expressions p(E) denotes the probability of the channel
state sequence E. Also Ew denotes the set of positive probability
channel state sequences that generate the noise sequence w.
Our initial objective is to underestimate the probability
PrE [F(E) > F] (defined on one reducible graph) which appears in
Eq. D2a. To achieve the goal we first underestimate the given
probability by one which involves a function defined upon an irreducible
subchain. We do this by defining an event A and noting that
PrE [F(E) F t PrE [ F(E) > F, A D4
where the right member of the expression is the joint probability that
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F(E) exceeds F and that the event A occurs. We will now define
the event A in a special way.
For any given elementary channel with irreducible (and coupling)
sets P 1 ' " ' Ph we define the event A as follows. First, we
select one of the irreducible sets, say Pk. We next select any
connected i. e. positive probability, state sequence, say E which
leads from the starting state to some state, say E. in the set Pk"
We will denote the length of this sequence by S, and in general we
will seek sequences for which 8 is small. In any event c need
not exceed m, the number of channel states . Finally, we select
some state, say E., of the set Pk. We then define the event A to
include all those channel state sequences that are composed of the
state sequence E followed by a sequence of n - 6 states which
-a
terminates in the state E..
Now let us denote the probability of the state sequence E by
-a
*T" . Since E is a connected sequence of states Tr will be positive.
a -a a
Also, the probability of any state sequence which is included in the
event A may be expressed as
p(E) = r (p. ). . (p. .) D5a +l 3 - 3n7a js j +1 (n- ljn
where j i and jn = j.
Similarly, if E is included in the event A, we have, by Eq. D3a and
D5
F( E) = -itn a - n (p . . -n (pj ln )  D6
+ This follows from Eq. 15, Section 4.1 in conjunction with the
fact that each set P. is either a coupling set or an irreducible
set.
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7Upon introducing the right members of Eqs. D5 and D6 into
Eq. D3 and then combining Eqs. D3 and D4, we obtain
PrE [F(E) > F] >
ra (Pjs j4 +1
D7a) .... (p n- j n )3n-1 3 n
where the set A.. consists of all those state sequences
E. , . . . , E. which satisfy the constraints
Jg Jn
E.
E.
Jn
=E.
1
SE.
3
-in r' -in p . . . - In P ; F
a j j+1 n- 1jn
Let us denote the right member of Eq. D7a by Q(Ej) where
E. is the terminal state involved in the specification of the event A.
Also let mk be the number of states in the set Pk"
Clearly
m k
j= 1
PrE [F(E)> F >
PrE [F(E) > F]1> 1
mk
Therefore, since the sets A.., j = 1, .13 . , m are disjoint,
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D7b
m k
j=1
m
k
j=1
Q(Ej)
Q(Ej)
PrE [F(E) > F] > T'- a) (pJ+ . (p ) D8a
E mk 5 5+1 3n- 1nA.
where the set A. consists of all those state sequences E. , . . E.
1 ; J n
which satisfy the constraints
E. =E.
-- n Tr -- n p . ..- n p n-ln F D8b
a n- J1-n
We next observe that the probability of any given state sequence
E which begins with state E. and ends with state E. will be zero
unless E is composed entirely of states from the set Pk. That is,
the only connected sequences of states which lead from state E. to
1
state E. are composed of states which belong to the same irreducible
set, Pk, as do E. and E.. Therefore, we conclude that the right
member of Eq. D8a may be evaluated from the irreducible subgraph
which is associated with the set Pk. Moreover, once we have focused
our attention on the states contained in the given set Pk, we may
re-label them in any order we choose. This re-labeling will not
affect the value of Eq. D8a since the state sequences serve only as
an indexing set which associates probabilities with function values.
In particular, if the states of the set Pk are originally labeled
E a , Ea+1 . . . Ea+d, we may re-label state Ea as El, state E
as E2. . . , and state Ea+d as E d+ 1. The matrix associated with
+ If this condition did not prevail, there would be some state Eq.,
not in Pk, which could be reached from state E. and from which E.
could be reached. Thus, since state E. can be reached from E., it
1 3
would follow that the state E must be contained in the set Pk.
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1, in fact, be the irreducible matrix P
-k
1 form of the transition matrix P. We may
e following form
> F :> 1 12mk \ A12
F(E) F
D9a
A
iff jl=i
) otherwise
D9b
A A
ir. - £n p . . . - n p
lie irreducible matrix Pk and E.' is the
k' 1
3te E. that was used to define the random
1
A
function F(-) and the summation of
ve considered in Chapter IV. Moreover,
A
I ement s Pi is an irreducible matrix.
stimate the right member of Eq. D9a by
way and invoking Theorem IV of
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We define the matrix P (s) to be the irreducible
mat ri -k
matix k with each positive element raised to the power
1 -s. We denote the dominant eigenvalue of k~s by a~k(s)
and define
We recall that the dimension of the matrix P _(s) is mk and
define the mk element row matrix 1~ composed of zero elements
except for the i element which is equal to ir . Finally, we form
the row matrix -i (s) whi ch is obtained from the matrix -r-1 by
1-s
replacing the i el ement a, by (n ) We then conclude that
by virtue of Theorem IV the right member of Eq. Dga satisfies
the following inequality.
Pr ~ A BIA~ ex( 1  F '(s)- ~'(S)] DlO
Br [F(E)Ž n~k(S)j~ Bk(snILkk
where Yo g ~ks = A~~~)
and Bk(s, ~) is the coefficient of Theorem IV, Section 4. 2 evaluated
for the matrices -k() n P()
We can, in an analogous manner, underestimate the quantity
QE [F(E_) S F] which appears in Eq. DZb. The details of the
derivation are identical to those encountered in the derivation of Eq. 12,
Section 5. 1 and hence will be omitted. The result is
QE[CF(E)C_ ik S)
~ Bk(S·il) exp (-A) [(1 -s) Kjj(s) k~ Dll
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provided 0 4 s I 1.
We recall that the bounds of Theorem IV, Section 4.2, upon
which Eqs. D10 and D11 are predicated, is valid provided that Yk(s)
is not a linear function of s. For the moment we will assume that
the proviso is satisfied. Eqs. D10 and D11, in conjunction with
Eqs. DZthen yield the following result
P(e) B Bk(s,) exp-- (n - ) s l-- Yk(s• D12a
provided that
Bk( s,^n)R• - - n B 
-- Il-s)/'k(s) + Yk(s
+ n Z - (1 - s) Y'k(s) - k( s )  D12b
and also that 0 & s .- i.
Our final task in the present derivation is to determine an
expression for the quantity L defined by Eq. D3d. To obtain a
suitable expression we first note that L is, in fact, an upper
bound to the maximum number of state sequences that can, with
positive probability, generate any given noise sequence. We
further note that each positive probability state sequence will
consist of an initial subsequence composed of, say, nI , states
in some set P.i followed by a second subsequence of, say, n2
th
states in P. -- 1, . . . and terminating in a k sequence of,
1
say, n k  states in set P. -k + 1.
Moreover, for any given positive integers n1 , n Z, . . . , nk
and for a given initial set P. , there can be at most
11
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__
k-
(mi-k+l)
j =0
m. . I m1-3 - m -
j= 0
hý h
m.
j3
j= 0
h+l
m
(h)
positive probability state sequences that generate any given channel
noise where m. is the number of states in the set P. and m is
J 3
the total number of channel states. The validity of this assertion
follows easily from the fact that the channel is of Type I. In addition,
for any choice of the initial set P. and number of sequences k, there1
are at most
S- (n - (n - k-l (n h-l
k - (n - k)! (k - 1)!
different combinations of positive integers n 1 , . . . , nk that
satisfy the necessary constraint 28
n. = n
1
i= 1
Finally, there are at most h choices of P., and for each
1
such choice at most h choices of k. Therefore, the maximum
number of positive probability state sequences that generate any given
noise sequence cannot exceed
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h+1 h-i(m )  h-I (m) h-1(h) (h) (n - 1) = h-2 (n- 1 D13
(h) (h)h - 2
To complete the proof of Lemma Di subject to the assumption
that k (s) is non-linear, we combine Eq. DI13 with D12a, take the
logarithm of the resulting bound, divide by n and let n tend to
infinity. Upon performing these operations, we obtain the result
given by Eqs. Dla, b, and c. Equations Dle and f follow immediately
from Dlb and c with s equal to zero. Moreover, the function
E (R) is defined unambiguously by Eqs. Dlb through e because the
uk
right member of Eq. Dic does not exceed for any value of s in
the interval 0 _ s- 1. The validity of the last statement follows
from the convexity of Y k(S).
Now let us consider a set Pk for which Yk(S) is a linear
function of s. It follows readily from the discussion of Section 5. 1
that a given Yk(S) will be linear if and only if all those positive
probability sequences of (say) N states that begin and end with
two given states of the set Pk are equiprobable. Moreover, since
the given channel is of Type I, at most one such positive probability
sequence generates any given channel noise sequence. Therefore,
if we define the event A as was done in the preceding derivation
and then employ corollary 2 of Section 3.2, we obtain
P(e) ) P(A) [ - 2n D14
MN(A)
where P(A) is the probability of the event A and N(A) is the
number of positive probability sequences that yield the event A.
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We next transform Eq. D14 into an expression which
involves the elements of the irreducible matrix Pk' as was
-k
done in the derivation of Eq. D9 from Eq. D7. We then repeat
the derivation which led from Eq. 22 of Sect ion 5. 1 to Corollary 2
of that section to obtain the following result.
- lim 1 ;n P(e) <- E (R) D15a
n U
n-~
where EU. (R) = - Y k( 0) D15b
1
for R Ž In 2 - Y)(1) E Ik
Finally, since Yk(s) is by assumption a linear function of s,
I k = -An 2 - Yk(O) + 1 Y'k( (0) Ck
which completes the proof.
Lemma D2: The reliability of an elementary Type I
channel satisfies the following inequality
E(R) R - R. Eu(R.) + R. -R E U (Rj)
1 J 1 U
R.- R. R.--R.
1 j 1 j
for R. RR -R.j 1
where E (Ri) and E (Rj) are as defined in Lemma D1.
1 3
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Proof:
Let us reconsider the bounds of Eqs. D2, D3 and D4 from
which Lemma D1 was derived. We now want to define the event A
of those equations in a slightly different manner. Specifically,
let us choose any two irreducible subsets, say Pk and Pk'. For
convenience we assume that k exceeds k'. We next specify some
connected sequence of states E that leads from the starting state
--a
to some state E. in the set Pk" We denote the length of the
sequence E by c, and recall that 5 need not exceed m, the
-a
number of channel states. In addition, we select some state E.
in the set P and also we select some sequence of states E'k 
-a
that leads from E, to some state E.' in the set Pk' . Since the
channel is elementary and since k' exceeds k, we are assured
that such a sequence can be found. Moreover, the length ' of
the sequence need not exceed m. Finally, we specify two positive
integers n1 and nZ which satisfy the equation
nl+ n 2 + j + ' = n D16
We then define the event A to be the occurence. of a state
sequence that is composed of (1) the sequence E followed
-a
successively by (2) a sequence of n1 states that terminates in
state E., (3) the sequence E ' and (4) a sequence of n2J' --a
states thatterminates in a state which is included in the set P '
It should be noted that conditions (1) and (2) of the preceding
paragraph serve to define an event Al upon the first g+ n 1
states appearing in any given channel state sequence. Similarly,
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the conditions (3) and (4) serve to define an event A2  upon
the last n2 + 9' appearing in a sequence of length n. In fact,
we can and will, regard the event A as the intersection or joint
occurence of the events A l and A Z just described. It will al so
be convenient to represent any given state sequence E as a
concatenation of two subsequences E'1 and E2 composed
respectively, of n1 + 9 states and n2 + S ' states. We will
then consider the events A 1 and A2 to be defined upon the
(vector) random events E and E 2 . Thus, for example, the
probability P(A) of the event A may be expressed as
P(A) = Pr _E in A E2 in A I
1 2
The random events El and E2 are not statistically
independent, i.e.
Pr E2 /El] # pr [2
They are, however, only weakly dependent. In particular, the
conditional probability of the event E2 gi ven the event Eý may
be expressed in the following form
Pr IE2 /1 = pr [E 2/E] D17
where E denotes the state in which E l terminates. We will
c
2 1
now exploit the weak dependence of E2 upon E to prove the
result of Lemma D2.
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First, let us reconsider the inequality of Eq. D14 i.e.
PrE F(E) > F1 Pr E [F(E)> F,A] D18a
where
F(E) = -- n p(E) D18b
and the event A is as defined in the preceding paragraphs. Upon
expressing the event A as the joint occurrence of the events Al
and AZ, the inequality becomes
Pr [F(E) > F Pr [F(E)> F, A1, A2j
Or, since the occurrence of Al and AZ insures that the
(nI + )th state E in the sequence E is state E., we obtain
PrE [F(E) > F, A1 , A 2  = PrE [F(E)>F, Al, AZ, Ec = EJ
= Pr E [F(E) > F/ Al, A 2Z Ec Fj Pr [A1  A 2 , Ec = E D19
Now let us express the random variable F(E) in terms of
1 2
the sub-events E and E 2 . We have
F(E) = - An p(E) = --An pr(E, E2
= - n Pr El/E -/ fn Pr E]I-2-21 -1
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)y virtue of Eq. D17
F(E) -In Pr • E•/E - n Pr [
2
e E is the state in which the sequence E terminates.
c
We next observe that the only state sequences which contribute
ie probability of Eq. D19 are those for which Ec = E.. There-
the value of this probability will not be changed if we replace
rariable F(E) by the variable
f(E)= F(_E) + F 2 (_E2)
e
F•(• ,E) = n Pr • E D20a
F*((2) = -- n Pr [EZ/E Ejj D20b
Eq. D19 may be restated in the form
Pr [F(E)> F]>, Pr IFI(E 1)+ F (E 2 )
'A1, A 2, Ec = E Pr [Al. A 2, Ec = E D21
1
e E denotes the terminal state of the sequence E .
c
Finally, we underestimate the right member of Eq. D21 by
rming the following sequence of operations
Pr [F(E)> F]
r [F(E ) ) > XF, F2(E2 ) > (1- ) F/A I , A 2 , E - E.
[A 1 A2 , Ec = EJ1
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PAGES (S) MISSING FROM ORIGINAL
IYcL/ A;e k :14e,
C'119
e 4 4xK
Pr F(E) F]
{Pr F1 (E 1 ) > XF /A1  Pr F2 (E2) > (1 - X)F/A 2 E = E
Pr IA2/Ec = E Pr[(A)}
Pr F(E) > F
> F (E) > XF, A, Pr [F 2 (E 2 ) > (1 - X) F, A 2 /Ec = Ej D22
where X is a real-valued parameter to be specified later. The first
of these inequalities follows from an elementary inequality for the
probability distribution of a sum of random variables. The second
expression follows directly from the first by virtue of the independence
1 2 1
of E and E , given that E terminated in state E.. The last
expression is obtained from the second by combining terms.
The right member of Eq. D3c (Lemma DI) may be under-
estimated in an identical manner. The result is
QE [F(E) FJ
>jQ F (EL) X F, A] Q [F 2 (E2) (- X) F, A2 /E =Ej D23
where Q F E F, A1  = I 1
D
D2
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L_MffM1___
of all those sequences
the event At and also
Es of n 2 + states
o satisfy the constraint
D22 and D23 with Eqs. D2
wing lower bound to the
A{]IPr [F 2 (E 2 )>(1 - X) F,
A 2/Ec = Ej
provided MQ F 1 (E
2 (m+1
2n (mh + (n - 1) h-
(h)
where X is arbitrary and
D2 4a
F (E2) , (1 - X) F, A 2 / Ec = E]
1 D24b
D24c
D24d
F (Es) = -- In pr(E i )1-
= E
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Now let us consider for a moment the probability
Pr [F I (E ) > XF, A1]
which appears in Eq. D24a. We observe that the state sequences
1E , upon which the function F (.) and also the event A 1 are
defined, are of length n 1 + g . However, except for the difference
in sequence length, the probability is identical to that of Eq. D4
which was encountered in the derivation of Lemma Dl. That is, the
event Al, the function F 1 (. ), and the probabilities of the state
1
sequences E are identical respectively to the event A, the function
F( • ), and the probabilities of the state sequences E which appear in
Eqs. D5, D6 and D7.
Similarly, the quantity
Q [FI(E I ) - XF, Al]
of Eq. D24b is identical, except for the sequence length, to the
probability which appears in Eq. D2b. Therefore, by the same
derivation that lead from Eq. D2 to Lemma Dl, we obtain
- lim In (e) lim - EU
- lim 1 nn Pr [F(E2) > (1 - ) F, A2/E = E D25a
provided
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- lim I n Q F (E 2 ) (1 - X) F, A /E =E D25b
--aon 2 -2 c
th
vhere EU (Rk) is the weighted reliability of the k irreducible
k
ubchannel as defined in Lemma Dl.
We recall that the derivation in the proof of Lemma DI, upon
rhich Eq. D25 is predicated, is only valid if Yk(s) is a non-linear
unction of s. i.e. the kth subchannel must be non-degenerate. For
he moment, we will assume that the proviso is satisfied.
Next let us examine the probability
Pr [F (E 2 ) > (1 - ) F, A 2/Ec = E. D26a
nd the quantity
Q [F 2 (E) 2 (1 -) F, AZ/ E = Ej D26b
'hese quantities differ only slightly in form from those just discussed.
pecifically, the initial state from which the probability of the sequence
ý2J is computed is the state E of the irreducible set Pk rather than
c k
he original starting of the channel graph. However, aside from this
ifference, the problem of underestimating the quantities of Eqs. D26a
nd b is identical to that encountered in the derivation of Lemma 1.
'hus, the bounds of Eqs. D25a and b may be further simplified to
ield the inequalities
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+ providedm
provided
EU (Rk)- lim(Rk
R lim (a)]ý - j Rk + lim _ Rk,
where EkU (Rk'), the weighted upper reliability of the k'
subchannel, is as defined in Lemma Dl.
We recall that n 1 and n 2 satisfy the equation
n I + n2 + + ' = n
where 9 and g1 do not exceed m. Therefore, we have
n 1lim -
n
n ---- %
Moreover, we may choose
n
lim- =
nn --- 4 o,
n2lim - =
n --4 u-o
n2+ lim
n
nl and n 2
= 1
such that
D2 8a
1 -X
where X is any number in the interval 0 lX z 1. Thus, by first
combining Eqs. D27 and D28 and then eliminating the parameter X,
we obtain
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D27a
D27b
D28b
fn P(e)· , im ·-- i
E(R) R - Rk EU (Rk) + Rk ER U (R,) D29a
Rk- Rk' Rk- Rkt
for Rk,< R Z Rk D29b
and also for Rk< R & Rk, D29c
Finally, substitution of i for k and j for k' in Eqs. D29a
and b, yields the result stated in Lemma D2 for any non-degenerate
subchannels i and j such that i > j. Similarly, substitution of i
for k' and j for k in Eqs. 29a and c yields the result stated in the
lemma for any i < j. Thus the lemma is proved for any two
non-degenerate subchannels.
The remaining cases to consider are the occurrence in Lemma D2
of (1) two degenerate subchannels and of (2) a degenerate and a non-
degenerate subchannel. The first situation can be resolved as follows.
We define the event A as was done in the preceding derivation. We
then invoke the result of Corollary 2, Section 3. 2, as was done in
c onnection with Eq. D14, Lemma D2, to obtain
P(e) P(A) 1 N-)
where P(A) denote the probability of the event A and N(A) denotes
the number of positive probability state sequences included in the
event A. Finally we underestimate P(A) and N(A) by products of
quantities defined upon the two degenerate subchannels which enter
into the definition of the event A. This procedurewhich is analogous
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to the derivation of D24 from D22, yields a lower bound that can
be further underestimated by the same technique that was employed
in the derivation of Eq. D15 in the proof of Lemma Dl. The result
is as stated in Lemxna D2.
The final exceptional case must be treated in a slightly
different manner. Specifically, we note that the value of X in
Eq. D24a need not coincide with the value of X in Eq. D24b. Thus
the minimum attainable error probability satisfies the inequality
P(e) Pr Fl(E1 )> X F. A Pr F2 (E 2 ) > (I - X) F, A 2 /E = E.J
provided
MQ F I(El) ,p F, A,] Q F 2 (E 2 )(l - p) F, A'2/Ec = E
h-l
Ž Zn m m(n - 1)
h h
where the functions Fl(.) and F2(-) and the events Al and A 2
are as defined in the derivation of Eq. D29, The prime has been
added to the event A 2 in the second equation to emphasize that it
need not include the same terminal state as the event A2 of the first
equation. However, as indicated, we will use the same event Al
in both equations.
1We recall that the sequences E are, except for a short
given initial segment, composed of states from a single set, say Pk*
Similarly, the sequences E 2 are composed primarily of states in
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some other irreducible set, say Pk'. We will assume that Pk
is the degenerate set and Pk' is the now degenerate set.
Consequently p(E 1 ) and hence the random variable FI(E )
1
willassume the same finite value for every sequence E that
occurs with positive probability and is included in the event A 
.
Therefore, upon denoting the common value (positive) P(E1) by
/ 5 (Ai and noting that
F(E ) = - In p( E
we obtain
P(e) N(A I) j3(Al) Pr [F2 (E 2 )>(I - ) F, A 2 /Ec = E] D 30a
provided that
M N(A 1 ) Q F 2 •E) 2 (1 - ) F, A' 2 /E c = E
S2n  m m(n - h- D30b
h h
and also that
XF <L -f n P (A1)
and 4F = -- n p (A1)
where N(A 1) is the number of positive probability sequences
that are included in the event A1.
We next express XF as
XF = PF-- 6 = - In 3 (A 1 ) - E
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i Il(but positive) to insure that
Pr [F 2 (E2)(l - )( F, A' 2/E E
Pr [F2 (E-) -4 (1 -p)F, A'2/E = E ] D31
Also, we will choose the event A 1 so that /(A. ) is positive.
Therefore, since F 2( EZ) is a discrete-valued random variable,
we are assured that a satisfactory value of E can be found.
Upon combining Eqs. D30 and D31, we obtain the following
i nequal i ty
P(e) > N(A I) 1(A 1) Pr [F 2 (E2Z
0, A 2 /Ec = E
provided
M N(A I) Q [F 2  0-, A' 2 / Ec = Ej
>1 2n m m(n- -
h h
where we have denoted
(1 - )F = F + f n P(A 1)
by 0.
Finally, we underestimate N(A 1) and 3 (A l ) by the
283
same derivation that lead to Eq. D15 in the proof of Lemma Dl.
Also, we underestimate the probability P4.-] and the quantity
Q(' ) by the same technique that was employed to obtain the
result of Eq. D27. Upon performing these operations and
passing to the limit, we obtain, for any two subchannel s one of
whi ch is degenerate and one of whi ch is non-degenerate, the
result stated in Lemma DZ.
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APPENDIX E
Proof of Theorem VIII
ýk an upper bound for the matrix product
:) P(t) N E 1
P(t) are a pair of elementary composite matrices
in matrix, all of whose elements are unity. To
ve will employ the (block) lower semi-diagonal
P(t). That is
P 1 (t)
(t) P 2 (t)
-h(t) 'Ph(t)
E2
matrices P. (t) is an m. by m. irreducible
-1 1 1
of the m. by n. matrices E (t) contains1 1-1 -i
ve element.
;e of the derivation, it will be convenient to
rices (t)' P(t) N, and , in the (conformably)
' = [- • •. ' • -h]
N) .... . P lh(N)
N) P hhN)
-hh
-1~
v =
Sh
e matrix consisting of the zero element.
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E3
I I
where the submatrices P..(N) and . are, respectively
-13
m. element row matrices, m. by m. matrices, and m.
1 1 j 3
element column matrices.
We note that, for n equal to unity, the submatrices
P..(1) are given by the expressions
- 13
P . (1) = P.(t) i= 1, . . , h
-11 -1
P.. (1) = E. i= 2, . . , h
-11-1 -1
P..(1) = 0 Otherwise
- 13
More generally, we have, by the definition of block matrix
multiplication, and by virtue of the (block) lower semi-diagonal
form of P(t),
P .. (N) = 0 if i j E4a
P..(N) = 3P N if i = j E4b
P..(N) = E i i -1 E . . E P kj if > j E4c1-- -i-1 -+1
where the summation of Eq. E4c is over all those sequences k , . , k1 J
of non-negative integers which satisfy the equation +
k. + k. + . . +k. = N-(i- j) E51 1-1 J
We have dropped the functional variable t to simplify the
not at ion.
+ If N is less than j - i, Eq. E5 does not possess a non-negative
integer solution and the right member of Eq. E4c is zero.
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I ,--q
Now let us def me to be an m. el ement composed of
-- i 1
unit entries. Also let pu(t) denote the largest positive element
in the matrix P(t). Clearly
B T
-1 ~pu ( Ž±i v i= 2, .. , h
where T denotes transpose. Theref ore
TT
rt- -i ViJ E6
for i >j.
We next apply the bound of Theorem III, Section 4.1i, to the
irreducible matrices P. appearing in Eq. E6. The quantities
-- 1
m, L~t, L(t) of the theorem as applied to the matrix _P.(t),
will be denoted by min, a. (t), and PL(i) respectively. Thus, for
each irreducible matrix P.(t), we have
k. k
_ F____ 1
cdt [· t)J P E7
where a .(t) is the dominant eigenvalue of _P.(t), a (t) is the largest
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of the ai (t), PL is the smallest positive element
matrix P(t) and m is the dimension of
Upon combining Eqs.
P ij(N) [pU ( t
i
P(t).
E6 and E7, we obtain
i-j +1 a  m(i-j i
:'PL (0-
k.V j~l)TV+ T
-i (v i- v )  . . . (vTi-1; i- 11j+l
P .. (N) j L JP(t)
pi-j +1 - (t)
PL(t)
i
IL
V i I(m.
v1 1
4 U V-- I
where " U(t) is the largest element of /%.
9= j
= N - (i - j)
Therefore,
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z
m(i-j +1)
t)
Final 1 y,
Also
of the given
a (t0 9=j+l
.. (m i )
k-
S (i- j +
. P.ij (N) J jp I•U U • I(t
(t (mi)(mi) . (
where the summation is over all sequences k. ,
non-negative integers which satisfy the equation
k. + . . k. = N -(i - j)1 j
We next note that the number of solutions
(N (N). . (N- i + j + 1) 4 N
i-j) (i - j)!
Also
h
(mi) (mi-1) . . . (m ) m
i= 1
Theref ore
i -Pij(N [ U(] [L L a(t) ji Pij IEU )] r//L ) M
S. , k. of
J
of Eq. E9 is
-jNm
1 h
i=1
-- mh-h
J"
N}
Nm a (t
Consequently,
S K.ij (N) Ia[a
K..(N) is a polynomial in
1j
E8
E9
mT
m
C-
Sm-
a (t)
-
where
N
(t)] i >j
N.
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m(i-j +11
i Pij( N ) 
_
1 1J j
%.
We next note that
N N
P. .(N) v . k a.(t) :! k a (tM
since P.(t) is either irreducible or a one by one zero matrix.
-1
Also we obviously have
SP.(N) . = 0 [a (t) for i< j
Theref ore
t) P(t = . P..(N) v. V{ (t) K..(N)
P iij
where each K..(N) is a polynomial in N. Thus1J
Pt (t) v_) K(s , N + 1) ca(t N+1
where K(s, N+l) is a polynomial in N. Finally, choosing
N = n - 1 yields the result stated in the following Lemma.
Lemma El: Let P(s) be a (normal) elementary matrix
of dimension m and let / (s) be any non-negative m-element
row vector. Also let ai(s) denote the dominant eigenvalue of the
ith irreducible matrix which appears in the normal from P(s).
We define
a(s) = max a.(s)
The matrix product
I (s) P(s) V
satisfies the inequalin-
satisfies the inequality
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I(s) [ (s n- , 4 K(s,n) [a (s)]
where v is a column matrix composed of unit entries and
K(s,n) is a polynomial in n.
Theorem EI: Consider an elementary Type I channel which is to
be used in conjunction with a block code of length n and rate R. Let EU(R)
be the upper bound to the channel reliability as determined by Theorem VII.
The reliability E(R) of the channel satisfies the inequality
E(R) E L(R)
where
EL(R) a EU(R) for R < Rc
and
E L(R) 5 EU(Rc) -(R - Rc) for R - Rc
The critical rate, R , is defined as the smallest non-negative number
which satisfies the equation
dEU(R) - 1
dR
R
c
Proof:
The derivation os the theorem is, in part, identical to that
employed in Section 5. 2. Specifically, we assume that the decoding
distance function D( s) is defined by the expression
D(w) = - In p(w)
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p(w) is the probability of the channel noise sequence w.
.n overestimate the bound of Theorem I, Section 3. 1 by an
ition of the Chernov bounding technique discussed in Section 4. 2.
rivation of this overestimate is identical in every respect to
rivation of Eq. 32, Section 5. 2 from Eq. 29 of the same section.
ve obtain,
P(e) 4 g(s) e-sD + Mg ( + t) g(r - t) e-rD 2 -n ElOa
edthat s >Ž 0, t 0, r < 0,
1-s n-1
g(s) = (E)J = J (s) P (s) V ElOb
summation is over all state sequences. The matrices _/ (s)
(s) are respectively, as in Section 6. 2, the channels matrices
i P with each positive element raised the power 1 - s. Also,
column matrix composed of unit entries.
The difference between Eq. El0b and Eq. 32 of Section 5. 2 is
e matrix P (s) we now consider is not an irreducible matrix.
, it is a reducible, but elementary, matrix. Therefore, we
overestimate g(s) by an application of Theorem IIV, Section 4. 1.
I, however, obtain a similar upper bound for g(s) by the following
Ltion of Lemma El.
First, we note that the quantity a(s) which appears in Lemma El
is the dominant eigenvalue of the matrix P (s). That is, a(s) is an
eigenvalue of P (s) and the value of a(s) is at least as large as the
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genvalue of P(s). However, -<(s)
ninant eigenvalues of the different
,P h ( s ) which appear on the diagonal
-h
ot be a simple eigenvalue of P(s).
low immediately from the facts that
ar matrix and (2) eachei.(s) is a
1
bmatrix P.(s).
-1
Lch of the matrices P.(s) is an
-- 1
by one zero matrix. In the latter
or all values of s and hence
mer case Yi(s) will be a convex
r -*o . s. + • . Therefore,
increasing function of s. However,
)/(s) may be strictly convex over
other ranges. Moreover, Y(s)
)ntinuously differentiable function of
1 not exist for a given value of s if
J
s)
roperties are exhibited by the particular
etched in Fig. El.
: the simplification of Eq. E10.
bound of Lemma El into this
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y (5)
Figure El
General Properties Of The Y6 (S) Versus
294
S Curve
Ell
E12a
E12b
E13
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provided that such a value exists.
If Eq. E13 does not possess a non-negative solution, one
of the following conditions must prevail
yt(O±) Z D
or Y'(s ) zD CYt(s ) E14
The validity of these statements follows from the fact that
Y' (s) is an increasing function of ·s which is continuous except
at isolated points. The first two conditions are of no interest
and they will be ignored. The third condition implies that s is
the value which minimized the exponent s y(s) -s D for the
given value of D.
A combination of Eqs. Ell through E14 yields the following
upper bound for the minimum attainable error probability
P(e) • K·s·n) §e [s Y'(s) -`~s
{l+ K(s,n) M [z-n e"·n [(1-s) Y'(s)+ Y(s)J) El
provided that
o _L s • i/a
and
0• X ri
where
9( = X)"l(s') +(1 -&) Y' (se
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It will be noted that, if y'(s) exists, the quantity
hYI(s-+ (1 -\) Y' (s+)
is equal to Y'(s). However, for compactness, we have chosen to
state a single bound which is valid regardless of whether or
not Y''(s) exists.
Our final task is to minimize the right member of Eq. E15
with respect to the parameters s and A . This may be accomplished
by a slight variation of the procedure employed in the derivation
of Theorem VI, Section 5.2. The result is as follows
P(e) K(s, n) ~ + K(s, n) exp(-n) "Is '9(s) - n(s)7 E16a
provided that
R Z $n 2 -(1 - s) ý'(s) - y(s) E16b
where
'(s) = '(s-) + (1 - ) P'(s +) E16c
and
0 , O s 4 1/2
We shall also require another upper bound to the error
probability for rates such that Eq. 16b does not possess a solution.
A suitable bound may be obtained by repeating the derivation of
Eq. 43, Section 5.2, fromEq. 37. Specifically,
P(e) g (-t)] [g (1 t) M 2 - n
where t - 0
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and
E1, we
) + (l+t)
is
P(e) 4•K(I/2, n) 2
where
R 1 In M
d E17,
g lower
E(R) >s ?'(s) - Y(s)
where
R = n 2 -(1 - s) '7(s) - Y(s)
and
Y'(s) = d"'(s-) + (1 - \) Y'(s) - !1, 0 - 5 1/2
E19E(R) > In 2 -2 Y(1/2) - R
er bounds for
ýver, in their
ý to comparison
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E17
al so
El18a
El8b
2) -R]
g (t) 7( )[(t)] n-1 t_
with the lower bound of Theorem VII, Section 6. 2. Therefore, we will
introduce a graphical interpretation of these quantities, regarded as
functions of R. The graphical interpretation, which is a simple
extension of that considered in Section 5.2, is also of some value
as a computation aid. Moreover, it will enable us to describe the
lower bound to the channel reliability in terms of the upper bound
established in Theorem VII.
It is easy to verify that the parametric expressions of Eqs. 19
may be evaluated by the graphical procedure we now describe.
First, we construct the y(t) versus t curve for 0 t 4 1.
Then, for any given values of 1 and s, we determine s Y1'(s) - Y(s)
and In 2 - (1 - s) y'(s) - Y(s) as follows. If y'(s) exists we
construct the straight line which is tangent to the y (t) versus t
curve at the point t = s. This construction, which is identical to
that described in Section 5.2,is illustrated in Fig. E2. The value
of S1'(s) - Y(s) is given by the negative intercept of this
straight line on the t = 0 axis. Also, the value of
In 2 - (1 - s) V'(s) - Y(s) is In 2 less the ordinate of the
tangent line at the abscissa t= 1. These two quantities have been
indicated in Fig. E2.
As noted previously, Y'(s) is independent of \ if ]y'(s) exists.
However, if Y'(s) does not exist, '(s) does depend upon x and the
graphical construction takes the form illustrated in Fig. E3. As
noted in the figure, X serves to determine the slope of the straight
line which coincides with the Y(t) versus t curve at the point t = s.
In particular, as ? varies from unity to zero, the slope of the
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S i 'CS) -
Figure E2
Graphical Interpretation Of EL(R) and R At A Point S Where Y'(S) Exists
5)( s
S tzI
SLOPE F'(s)
Figure E3
Graphical Interpretation Of EL(R) And R At A Point S Where
Not Exist.
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y'(S) Does
9,2- (c-S) F"(s)- Y-r)
; ) ýF "(S) -'y (S 
4_ --
Pn2
/1
line varies from Y'(s-) to Y'(s ).
It is cl ear from the figure that the value of s and X may be
varied in such a manner that the slope of the straight line we have
constructed will increase continuously from 'Y'(0 ) to Y'(1/2 +).
Moreover, as the slope of this line is varied in the stated manner,
in 2 - (1 - s) 'Y'(s) -Y(s) will decrease continuously from an
initial value in 2- y'(O + ) to a final value of in 2 - 1/2  '(/2+)
- Y(1/2). Simultaneously, s Y'(s) - Y(s) will increase con-
tinuously from an initial value of zero to some positive final
value . Thus, the function
Eu(R) = s '(s) - Y(s) E20a
where
R = R n 2 - (1 - s) ?'(s) - Y(s) E20b
will be a continuous monotone decreasing function of R which
attains the value zero when
R = n 2 - Y '(0+)
However, the function is only defined for values of R in the
i nt erval
In 2 -1/2 / '(1/2) - (1/2) R n 2 -- '(0+ )  E21
Hence Eq. E18 only provides a lower bound to the reliability E(R)
for rates which equal or exceed
in 2 - 1/2 /'(0) - 'Y(1/2)
+ We recall that (0) is zero since we are considering a true
channel rather than a subchannel.
301
On the hand we have, in Eq. E19, a bound which is valid
for all rates, i.e.
E(R) 9 n 2 -2 Y(1/2) - R E22
Moreover, the right member of Eq. E22 may be evaluated
graphically as illustrated in Fig. E4. Specifically, the value
of the right member of Eq. E22 is given by the negative of the
t= 0 intercept of the straight line which passes through the point
( Y(1/2), t= 1/2) and the point ( n 2 -R, t= 1).
The bound of Eq. E22 is valid for all values of R. However,
it is clear from Figs. E3 and E4 that the bound of Eq. E20 provides
a better (or at least as good) bound for all rates R which equal or
exceed
fn 2 - 1/2 '(1/2 ) - y(1/2)
Therefore, we will define our lower bound to the channel
reliability by the equations
EL(R) = s j'(s) - 1'(s) E23a
R = n 2 - (1 - s) ''(s) - Y'(s) 0 : s 1/2, Oe4 X 1 E23b
(s) = Y'(s) + ( - x) Y'(s+)
for
R > en 2 - 1/2 Y'(1/2+ ) - Y(1/2)
and
EL(R) = In 2 - 2 Y(1/2) - R otherwise E24
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I
A 2-2r(2z)- R
Figure E4
A Graphical Interprelation of I 2- 2 ' ( -- ) -- R As A Function of R.2
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0(t)
+: = I
1"
It is clear that the bound, EL(R), we have defined is a
continuous monotone decreasing function of R. It remains to
establish its relationship to the upper reliability bound of
Theorem VII, Section 6.2.
Let us first consider any value of 0 " s -f 1/2 for which
y'(s) exists. By the definition of Y(s), we have
Y(s) Y.(s)1
where
i(S) = An a i(s)
and a.(s) is the dominant eigenvalue of some irreducible matrix
1
P.(s). Moreover, since y'(s) exists at the given point, we have
1
Y'(s) = J'i(s)
Therefore, Eqs. E23a and b may be expressed in the following
form, for the given value of s
EL(R) = s Y '(s) - Y.(s) E25a
R = fn 2 - (1 - s) Y'i(s) - Yi(s) E25b
We next observe that the right members of Eqs. E25a and b
are precisely the defining expression for the weighted upper
.th
reliability EU.(R) of the i subchannel, i.e.
1
E L(R) = EU.(R)
1
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Moreover, it follows from Theorem VII, Section 6.2 +~-
EU.(R) E U(R)
1
where EU(R) is as defined in Theorem=IL . Thus.
E L(R) > EU(R)
On the other hand, EL(R) cannot exceed EUI(R). Therefore, for
every value of s such that Y '(s) exists, we have
E L(R) = EU(R)
where R is determined by Eq. 25b.
Now let us consider a value of s for which y'(s) does
not exist. This can only occur when a(s) is a multiple eigen-
value of P(s), or equivalently, when for some i and j
y(s) = (s) (s)1J
y'(s ) =
y t(s-) =
I.(s ) = Y i(s)
J 1
For such a value of s, Eqs. E23a and b become
EL(R)= s [ (s) + - )Y' (s
jj
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"Ir
R X in 2 -(1 - s). (s) -Y(s)
3 J3
+ (1 - X) i[n 2- (1 - s) Y'i(s) - Yi(s)]
Or, by the definition of EU. (R) and E U.(R) in Theorem VII
1 J
R. -R R -R.
EL(R) = 1 E U (R.) + E U (Ri) E26
R.-R. j J R.-R. i1 3 1 3
where R. = In 2 - (1 - s) y' (s) - Y.(s)1 i 1
R. = n 2 -(1 - s) /'.(s) - Y.(s)
Finally, we recall, from Theorem VII, that the upper bound EU(R)
to the channel reliability does not exceed the right member of
Eq. E26. Therefore, for the given value of R
EL(R) > EU(R)
and, hence, we must have
EL(R) = EU(R)
We have now established that every point on that portion of
the lower reliability curve EL(R) defined by Eq. E23, is also a
point of the upper reliability curve, EU(R) versus R. Moreover,
we have seen that EL(R) goes to zero at the point
R = e n 2 - ' '(0+ ). Thus, we are assured that
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EU(R) = EL(R)
for R = in 2 - 1/2 Y'(l/2Z)- y(1/2) RC•CT in 2 - Y'(0+ )
We will now show that EU(R) = EL(R) for all rates greater than
a critical rate R which is defined as the smallest non-negative
number which satisfies the equation
d
d R
E (R)
R
- 1
E27
We first note that EL(R) is a continuous convex function of R
and that
d EL(R)
d R
R R
Al so, EU(R) is a continuous convex function of R and
d EL(R)
dR
R
o
Therefore, if
d EU(R)
dR
R
is less than - 1, EU(R) and EL(R) will diverge for R Z R .
Hence, R will be the smallest non-negative solution of Eq. E28.
3
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E28
a ci tc r e
On the other hand, if the derivative of E28 is equal to - 1,
the E JR) and EL(R) curves will coincide for all rates greater
than the smallest R which satisfies Eq. E27 and will diverge
c
for rates less than R . Finally, if the derivative of Eq. E28
exceeds - 1, R and hence R must be zero; otherwise, we would
o c
have
E U(R) z EL(R)
for R - R/  , R which is clearly impossible. Q.E.D.
o o
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APPENDIX F
Proof of Theorem X
Theorem Fl: Consider any Type I channel. As in
Theorem IX of Section 6.3, we regard the channel as composed
of a set of elementary derived channels. For each of these
derived channels we determine an upper bound to the channel
reliability as described in Theorem VII of Section 6.2. We
then determine, from Theorem VIII of Section 6.2 the corre-
sponding lower reliability bound EL (R). The reliability E(R)
of the given channel satisfies the following inequality
E(R) & EL(R)
where
E L(R) min E L(R)
i
Proof:
We have, from Eq. 20 of Section 6.3,
P(e)= PrE(i) [D(w) > D
+ M Pr ZE(i) D(z) 4 D(w) : Di] Fl
thNow let us consider the i summand of Eq. Fl. For convenience,
it will be denoted by the symbol P.(e). Our initial objective is
1
to overestimate each P.(e) by a modified Chernov bounding1
argument, subject to the assumption that maximum liklihood
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decoding is employed. Specifically, we assume that
D(w) = -- n p(w)
where p(w) is the probability of the channel noise sequence w --
for the original (non-elementary) channel
We first overestimate P (e) by the following expression
A A -sD.
P.(e) gi (s) e
+ Pi (w)
D(w) 2 D. D(z) D(w) F
1
where s > 0
'g" i ( s = [i( [P(w) - s
1
and the symbols W. and Pi(w) denote, respectively, the set of
.th
all noise sequences of the i derived channel and the probability
th
of the noise sequence w, computed from the i channel. That
is, Pi () is, in fact, the probability that the noise sequence w
and the event A. occur in the given non- ielementary channel.
We next recall that the events A. were chosen to be an
J
exhaustive set of events. Therefore,
p(w4 )Pr w , Ai = p (w) F3
j= 1 j =1
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Also, it is clear that
p( w) p j(w)
for any j. Consequently
gi (s)
W.
1
provided
W.
1
Pi (w) [P(w)]-s
W.
1
s 0 .
I
D(z) -D(w)
p (z) p(z)
3 ,
D(z)! D(v
Z) p(z - 1( z) [( z)K
D()D(w)1
D( z)t D(w)
D P
D •D(w)
D) D pj Z)
.__z) m(w) l+tj
-t D(w)
Z
Pi (w)] 1-s gi(s)
Al so
F4
K
D(w)D(z)
p(z)
ti
K
• =
pj ( z)
p(qz) 1+tj
F5
K
Pi (w) [pi (w)]-s
[p(zKp(z~j
provided dt• t. L 01j
Finally, by virtue of Eqs.
Ii
D(z) - D(
-t. D(w)
3
K
1 
= 
!
w) 3
gj(l + t.)
F3 and F5
e -t .D(w) Z j ( z
Z
F6
- 1 t. z 0.
A combination of Eqs.
P.(e) • g.(s)
-t .D(w)
e gj(1 + t.)
F2, F3 and F6 yields
-sD.
1 + M2
F7
provided s > 0 and
overestimate each of
-1 t t. L 0 j = 1,
the K summations over
. , K. We next
w appearing in
Speci f ical 1 y,
D( w) L.I
+ tj)
-t i D(w)
Pi ( _w)
-r .D.
/
W.
1
K
provided
Eq. F7.
L gj(l
gj(l + tj)3 3
-(r. -t .)
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j = 1, a .
Pi (w)
&P
Pi M CP(W
for r. :_ 0.
Or, by virtue of Eq. F4,
-t .D(w)
p.(w) e J - g.(l + t.)
D( w)•D.
1
-r. D.
4 g (l + t.) g ( r - t.) e 1
provided t. L r. Z 0
J- J
Theref ore,
P.(e) e -s gi(s) + M A
1 1
S (+ t) gi.(r.-t.) e F8
for s > 0, -1 t.4 0, t r j 4 0.
Now let us consider any one of the gi(s). We note, from
Eq. F4, that it is the same form of expression as we considered
in the derivation of Theorem VIII, (Theorem EI of Appendix E).
Therefore, it may be overestimated as follows. We denote the matrix
th A A
of the i derived channel by P. and define Pi(s) to be the
matrix P. with each positive element raised to the power 1 - s.
Also, we denote the dominant eigenvalue of the matrix '.(s) by
a .(s) and define
Y.(s) = n ai(s)
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Then by virtue of Lemma El, Appendix E, gi(s) satisfies
the inequality
gi(s) L K (s, n) exp n Yi(s)
where K.(s,n) is a polynomial in n.1
Upon introducing the right member of Eq. F9 into Eq. F8,
we obtain
P.(e) 4K iK(s,n) exp[n Yi(s) - s D
K
+ M 2
-
n
K.(r-tjn ) K.j(+t .n) exp n Y.j(l+t.)+n i(r-t.) - r.jD
1 j , n 3 j ,n 1- 3J1 33 3 'j
We next specify r. by the expressionJ
r. t. = s3j - 3
and define 1 + t. = u.J J
Upon el iminat ing r and t.3 3 from Eq. F10, we obtain
P.(e) • K.(s,n)
1 1
1 + M
provided
K
j;
n i(s) - s D
n Y.(u.) + (-u. D.
Kj(uj,n) e 31
s + u. 3 i, s >0, O 1 u. - i.J J
We now want to minimize the right member of Eq. F11 with
respect to the parameters s and u. for a fixed value of D..
3 1
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F9
F10
F11
-n2
This minimization problem is similar, in most respects, to that
encountered in the derivation of Theorem EI, Appendix E. In
fact, we can, and will, state the result in terms of the lower
bounds E (R ) to the reliabilities of the elementary derived
channels which are characterized by the functions Yi(s).
Speci fical ly,
-nE (R.)
P.(e) -- K.(s,n) e
1 1
S KJ-n R.
1 + M K(u ,n) e
L j = 1
provided that R. -E (i) = (n 2 - D. j = 1, . . . K
J L j 1
The validity and (approximate) optimality of this expression
is easily verified with the aid of the graphical construction
discussed in conjunction with Theorem EI.
Now let us suppose that
nR
M = e
and that
min EL (R) = EL(R)
j
We will choose the rate R. of Eq. F12 to satisfy the equation1
E )(R) = EL(R)
We note that a solution to this equation always exists since
(i)
EL (R) > EL(R),
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by virtue of Eq. Fl3b, and since EL (Ri) is a monotone decreasing
function of R.. Moreover, the value of R. which satisfies the
1 1
equation will equal or exceed R.
We next define D. by the following expression
1
R. - Ei(Ri) = £n 2 -D.
1 L 1
and determine the values of R. j by the equation
R. - E • (R) = n 2 - D.j L 1
It can again be shown, from the graphical construction of Theorem EI,
that a solution for each R. exists. Moreover, each R. equals or
exceeds R. Therefore the right member of Eq. 12 may be over-
estimated by the expression
K 
-n E (R) E
P.(e) K.(s, n) e 1 + e K (u , n) E
j= 1
or
K
-n EL(R) 1 uJ
P.(e) K.(s,n) e L + K.(u ,n)j= 1
-n EL(R) F14
1
where B. is a polynomial in n and1
E (R) = min E 0(R)
L nLJ
Finally, we combine Eqs. Fl and F14 to obtain
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KP(= e)
i= 1
-n EL(R) - B e
B. e
1
and hence
1 im i n LP(e)1 -1 EL(R)
which completes the proof.
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