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RÉSUMÉ
Il existe différents types de systèmes prédateur-proie modélisant divers comporte
ments biologiques. Nous considérons le système d’équations différentielles suivant:
± = rx(1—)—yp(a)
= y(—d+cp(x))
avec p(x)
= ax2±bx+1’ appelée dans la littérature la fonction Holling de type III.
De plus, a, n-i, r, k, d et c sont des constantes positives et b, une constante né
gative. Le diagramme de bifurcation pour cette fonction p(x) particulière n’avait
pas encore été étudié. Nous explorons la structure du système afin de déterminer
les facteurs biologiques dont elle tient compte. Aussi, nous avons déterminé les
principales surfaces de bifurcation des points singuliers. Nous suggérons, au cha
pitre quatre, un diagramme de bifurcation que nous conjecturons comme étant
complet. Nous commentons aussi les différents portraits de phase du système.
Mots clés : Système dynamique, Bifurcation, Système prédateur-proie, cycles li
mites, Bifurcation de Hopf.
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ABSTRACT
There exist different types of predator-prey systems modellillg different types of
biological behaviour. We consider the following system of differential equations
± = rz(1—)—yp(x)
= y(—d+cp(x))
with p(x) ax2±1 named Holling’s type III function. The constants a, m, T,
k, d and c are positive and the constant b is negative. The bifurcation diagram
for this particular p(x) has not been studied yet. We explain the structure of
this system from a biological point of view. Also, we determine the main bifurca
tions of the singular points. Finally we propose a bifurcation diagram which we
conjecture to be complete. We discuss the different phase portraits for the system.
Key words : Dynamical system, Bifurcation, Predator-prey system, Limit cycle,
Hopf bifurcation.
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INTRODUCTION
Parmi les modèles, sous forme de systèmes d’équations différentielles, décrivant
l’évolution de deux populations on distingue les modèles prédateur-proie. Le pre
mier modèle de ce type a été donné par A. Lotka et V. Volterra. Depuis, on
raffine ces systèmes dynamiques afin qu’ils soient les plus représentatifs possible
de la réalité des populations étudiées. Notamment, ils doivent tenir compte des
caractéristiques particulières des espèces.
Le modèle que nous avons choisi d’étudier fait partie de la famille des modèles de
la forme 0.0.1
= TX(l
—
— yp(x),k (0.0.1)
= y(—d+cp(x)),
avec T, k, c et d des constantes positives. Pour ces modèles, nous considérons
différentes fonctions de Holling p(x). Dans le tableau qui suit, nous résumons les
fonctions déjà étudiées.
Types] Fonctions Référence
I p(x) = ax étude présentée dans [BaJ
p(2)
= ï4rx
étude présentée dans [Ba]
III pQ1)
= ax2±bx+1 ce mémoire présente le cas où b < O
avec a> O et m > O
IV p(x)
=
étude présentée dans l’article [ZCV]
avec a> O et m> O
I’AB. 0.0.1. Fonctions de Holling
2Nous remercions Zhu Huaiping pour nous avoir suggéré d’étudier le cas de la
fonction de Holling de type III, lequel n’avait pas été développé jusqu’à main
tenant. Ainsi, dans ce mémoire, nous étudions le système prédateur-proie de la
forme 0.0.1 pour lequel nous prenons pour p(x) la fonction de Holling de type III:
ax2+bz+1’
avec ri-i et ci des constantes positives et b, une constante quelconque. Toutefois,
dans ce projet, nous considérons le cas b < 0. La première équation du sys
tème 0.0.1 décrit l’évolution de la population des proies et la deuxième, l’évolu
tion des prédateurs.
Le modèle que nous avons choisi de regarder est naturel : la fonction de Holling
de type III reflète à la fois une faible réponse des prédateurs lorsque le nombre
de proies est faible et un avantage de groupe lorsque le nombre de proies devient
élevé alors que la linéarité en y reflète l’absence de compétition entre les préda
teurs.
Dans un premier temps, il est intéressant de comprendre le système d’un point
de vue biologique. En effet, sa structure tient compte de certaines caractéris
tiques fondamentales des relations entre les membres d’une population et entre
ceux de populations différentes. Ainsi, au chapitre un, nous commencerons par
décrire la signification biologique des fonctions et des constantes du système 0.0.1.
Par la suite, nous débuterons l’analyse mathématique. Nous calculerons d’abord le
nombre de points singuliers en nous assurant qu’ils sont dans le premier quadrant
c’est-à-dire z O et y > 0. Ce faisant, nous trouverons certaines des surfaces de
bifurcation de l’espace des paramètres. Nous aurons alors un portrait sommaire
du diagramme de bifurcation et du nombre de points singuliers présents dans
chacune des régions délimitées par les surfaces.
3Au chapitre trois, nous déterminerons la bifurcation de Hopf et nous étudierons le
type des points singuliers qui ont été trouvés au chapitre précédent. Lors de l’exa
men de ces points singuliers, nous avons obtenu, pour des valeurs particulières
de paramètres, une bifurcation de Bogdanov-Takens et un cusp d’ordre trois. À
l’aide de ces considérations, nous avons une meilleure idée du diagramme de bi
furcation et des modèles de portraits de phase de notre système.
Finalement, au chapitre quatre, nous dresserons un tableau d’ensemble en résu
mant toute l’information que nous avons obtenue par l’étude du type des points
singuliers et des principales bifurcations du système. À l’aide de cette informa
tion, nous suggérons un modèle pour le diagramme de bifurcation et les portraits
de phase propres à notre système. Nous présenterons aussi une interprétation bio
logique de certains plans de phase.
Notre étude est originale. Nous croyons que le diagramme de bifurcations que
nous proposons est complet. Dans la conclusion, nous expliquerons en détail ce
qu’il resterait à prouver pour montrer que c’est bien le cas.
Chapitre 1
SIGNIFICATION DU MODÈLE
PRÉDATEUR-PROIE UTILISÉ
Ce sont A. Lotka et V. Volterra qui, les premiers, ont suggéré un modèle sous
la forme d’un système d’équations différentielles pour décrire l’interaction entre
deux populations dont l’une est le prédateur et l’autre la proie. Le système de
Lotka-Volterra, qui repose sur des hypothèses simples, a pu être étudié complè
tement du point de vue qualitatif. Par contre, ce comportement, sous l’aspect
biologique, n’est pas très représentatif de la réalité. En conséquence, on tente de
le raffiner en considérant de nouveaux facteurs. Ces modèles sont classifiés sous
le nom de systèmes prédateur-proie.
Ainsi, dans le présent chapitre, nous décrirons d’abord le modèle classique de
Lotka-Voterra pour ensuite présenter le système prédateur-proie étudié dans ce
travail.
1.1. $YsT1vIE L0TKA-V0LTERRA
Le premier modèle de système prédateur-proie suggéré par A. Lotka et V. Volterra
pour décrire l’interaction entre deux populations fut le suivant
= ax—bxy, (1.1.1)
= —cy+dxy.
5La première équation est propre à la population des proies et la deuxième à celle
des prédateurs. Les variables x et y représentent respectivement la population
des proies et celle des prédateurs. Dans ce système, la constante a est le taux
de reproduction des proies en l’absence de prédateurs, la constante b représente
le taux de consommation de proies par les prédateurs et la constante c donne le
taux de mortalité naturel des prédateurs. Comme on pourrait s’en douter ce n’est
pas toute la biomasse des proies qui sera transformée en prédateurs; elle le sera
dans une proportion de d/b comme il est dit dans [Bal.
Comme on l’a mentionné plus haut, ce système est fondé sur de simples hypo
thèses. Elles sont des idéalisations des relations entre les membres d’une même
espèce et entre les membres d’espèces différentes. Ainsi, on suppose qu’en l’ab
sence de prédateurs, la population des proies croît exponentiellement alors qu’en
l’absence de proies, la population des prédateurs décroît de manière exponen
tielle jusqu’à disparaître complètement. De plus, il y a une dépendance linéaire
entre le nombre total de proies mangées par les prédateurs par unité de temps
et la densité de chacune des populations. On admet aussi que la portion de la
biomasse des proies qui est convertie en biomasse des prédateurs est constante.
Et enfin, on suppose qu’aucun autre facteur n’affecte la dynamique de ce système.
Par ailleurs, on remarque que dans la première équation, si on pose y O, on ob
tient l’évolution de la population des proies lorsque les prédateurs n’interviennent
pas
=ax. (1.1.2)
On observe donc un accroissement exponentiel de la population des proies.
En procédant de manière analogue pour la deuxième équation, on obtient en
posant x = O
= —cy. (1.1.3)
6En l’absence de proies, la population des prédateurs décroît exponentiellement
jusqu’à l’extinction de l’espèce.
On remarque, dans les deux équations du système, la présence d’un terme mixte
c’est-à-dire qu’il dépend à la fois de z et de y. Il représente les rencontres entre
les proies et les prédateurs. Bien entendu, son impact diffère selon la population
considérée. Dans le cas des proies, —bxy est l’influence qu’a la part des proies qui
sont mangées par les prédateurs sur le taux de variation des proies. L’hypothèse
de la dépendance linéaire entre le nombre total de proies mangées par les pré
dateurs par unité de temps et la densité de chacune des populations intervient
ici. D’après la forme du terme, il n’y a pas de saturation du nombre de proies
consommées par les prédateurs. Si deux fois plus de proies sont disponibles, les
prédateurs en mangeront deux fois plus. Comme le signe de ce terme l’indique,
les rencontres entre les deux espèces sont synonymes d’une diminution du taux
de variation de la population des proies. Dans le cas des prédateurs, dxy est la
part des proies qui contribuera à l’augmentation du taux de variation de la po
pulation de prédateurs. On constate donc que l’effet de ce terme sur l’évolution
des populations est complètement opposé selon la population considérée.
Toutefois, bien que ce système permit d’acquérir une importante compréhension
du comportement qualitatif des populations, il n’est pas très adéquat pour décrire
une situation réelle sur le plan biologique. Par conséquent, on cherche à le mo
difier pour tenir compte de plus de facteurs d’interactions entre les populations.
On veut aussi le raffiner afin de rendre les diverses parties des équations plus
conformes à la réalité d’une population biologique. Dans la section qui suit, on
présentera une modification de ce système.
71.2. SYsTÈME PRÉDATEUR-PROIE MODIFIÉ
Le système prédateur-proie qu’on considérera est de la forme suivante
=dt k (1.2.1)
= y(—d+cp(x)).
avec r, k, d et c des constantes positives. Tout comme dans le cas du système
Lotka-Volterra, la première équation s’applique à la population des proies et la
deuxième, à celle des prédateurs. Ainsi, x représente la population des proies et y
celle des prédateurs. Ce modèle est appelé par certains le modèle de type Gause
et par d’autres, le système de Rosenzweig-MacArthur.
Dans ce modèle, r est le taux de croissance de la population des proies en l’absence
de prédateurs et cl représente le taux de mortalité naturel des prédateurs. La
constante k, quant à elle, est la capacité d’individus que le milieu peut supporter
sans qu’il y ait une pénurie de ressources. La fonction p(x), appelée la fonction
de réponse des prédateurs, rend compte de la consommation de proies faite par
ceux-ci. Ici, on considère la fonction Holling de type III suivante
mx2
p(z) = avec m> O et a > 0 (1.2.2)
ax2 + bz + 1
qu’on étudiera plus loin. De plus, la conversion des proies en prédateurs se fait avec
une efficience de c, qui est une constante de proportionnalité. Ainsi, le système
prédateur-proie modifié qu’on étudie est
= rx(1—)— myx2dt k ax2+bx+1’ 1 2
dy
—
f , cmx2
dt — + ax2±bx+1
Ce système possède la même structure que celui de Lotka-Volterra cependant les
considérations biologiques dont il tient compte diffèrent.
$Tout d’abord, comme dans le système Lotka-Volterra, en posant y = O dans la
première équation du système 1.2.1, on obtient l’évolution de la population des
proies lorsqu’aucune prédation n’est présente
= rx (1.2.4)
= rx—%—.
Cette équation porte le nom d’équation logistique en raison de sa forme par
ticulière. Elle modélise le fait que la population des proies ait des ressources
extérieures limitées. La restriction de la quantité de nourriture et de la dimension
de l’habitat sont des exemples de limitations pour la population comme il est
mentionné dans jBa]. Ces restrictions créent une compétition entre les proies au
sein même de l’espèce. Ceci implique que la fécondité et la mortalité chez celles-
ci dépendent de la taille de la population. La croissance de la population sera
influencée par la grosseur de la population comme le montre le graphique 1.2.1.
On remarque que augmente jusqu’à ce que la population atteigne une taille
critique à partir de laquelle diminue. La population converge donc vers k.
EqrntIor, IogtIque
fb. 1.2.1. Graphique de l’équation logistique pour les paramètres
r2 et k1O.
9Dans l’équation logistique, le premier terme rx représente la croissance de la po
pulation lorsqu’il y a aucune restriction sur les ressources. Tandis que le deuxième
exprime l’impact de la compétition entre les proies sur l’évolution de leur po
pulation. On constate que la diminution du nombre de proies due à la limitation
des ressources est proportionnelle au nombre de rencontres entre ces dernières.
Donc, contrairement au modèle de Lotka-Volterra, la population des proies ne
peut pas croître indéfiniment. Elle tend vers une position d’équilibre en raison des
restrictions sur les ressources extérieures. Dans ce cas-ci, cette position d’équilibre
est k et nous avons le portrait de phase 1.2.2.
I I X
O k
FIG. 1.2.2. Portrait de phase de l’équation logistique.
Ensuite, en considérant la deuxième équation du système 1.2.1 et en posant x = O
dans cette dernière, on obtient l’évolution des prédateurs en l’absence de proies
= —dy. (1.2.5)
La population des prédateurs décroît de manière exponentielle jusqu’à disparaître
entièrement tout comme dans le modèle Lotka-Volterra.
Par ailleurs, dans les deux équations, on remarque la présence d’un terme mixte
faisant intervenir la fonction de réponse des prédateurs p(x) . Celle qui est consi
dérée ici prend la forme suivante
mx2
p(x) = avec m> O et a> 0. (1.2.6)
ax2 + bx + 1
On exige naturellement que cette fonction soit positive. En effet, un prédateur ne
peut pas consommer un nombre négatif de proies. D’où,
ax2 + bx + 1 > 0. (1.2.7)
dp(x)
— mx(bx+2)
dx (ax2+bx+1)2
dp(x) —2
= O x = O ou x =dx b
10
Donc, ce polynôme du second degré ne doit pas avoir de racines réelles. Ce cas
survient lorsque le discriminant est négatif. On obtient ainsi une condition sur les
paramètres a et b
b2 < 4a. (1.2.8)
La fonction de réponse des prédateurs s’annule en un seul point, soit en x = 0.
En étudiant la dérivée première, on obtient que cette dernière s’annule en deux
points.
(1.2.9)
D’où,
Ainsi, on aura deux situations différentes selon que b> O ou b < 0. Premièrement,
lorsque b> O, la forme de la fonction p(x) est donnée au graphique 1.2.3.
gphqe de I toeeIoe P(X) po b>Q
X
FIG. 1.2.3. Graphique de la fonction de réponse des prédateurs,
p(x), pour b> 0.
Deuxièmement, quand b < 0, nous obtenons la forme illustrée au graphiqne 1.2.4
pour la fonction p(x).
11
D’ailleurs, en évaluant la dérivée seconde de p(x) en x = , on constate qu’elle
est toujours de signe négatif
d2p() = -2mb4 (1.2.10)
Par conséquent, on a un maximun en x = . On remarque que p(z) a une asymp
tote horizontale en p(x) = La situation est illustrée à la figure 1.2.5.
Dans ce travail, nous nous concentrons sur le deuxième cas : b < 0. Plus précisé
ment, nous avons que:
—2/a < b < 0. (1.2.11)
En tenant compte de toutes ces considérations, le graphique de la fonction de
réponse des prédateurs a la forme donnée à la figure 1.2.5.
La signification d’une telle fonction dans le contexte d’une relation entre préda
teurs et proies est particulière. Ainsi, à l’origine, on observe que la courbe p(x)
est tangente à l’axe des abscisses. Lorsque la population des proies est petite, la
réponse des prédateurs est faible. On peut interpréter ce comportement de deux
do todcton P(X) pour b<O
FIG. 1.2.4. Graphique de la fonction de réponse des prédateurs,
p(x), pour b < 0.
Ï2
façon différentes selon [Ba] les prédateurs ont une autre source de nourriture
alternative aux proies ou les proies possèdent des abris inaccessibles aux préda
teurs pour se réfugier.
Lorsque la population des proies devient suffisamment grande, la fonction de ré
ponse des prédateurs est décroissante et tend vers l’asymptote horizontale. La
décroissance de p(z) s’explique par le fait que les proies sont plus habiles pour se
défendre et se camouffier quand elles sont nombreuses. Elles bénéficient de l’avan
tage du groupe, on pourrait appeler ce phénomène de la défense en groupe comme
c’est le cas dans l’article [ZCW]. En effet, si la proie se déplace seule plutôt qu’en
groupe, il est beaucoup plus facile pour un prédateur de l’attraper. Dans l’article
[FW], on rapporte le cas du boeuf musqué. Lorsqu’un boeuf musqué est attaqué
par les loups ceux-ci l’emportent généralement. Par contre, si les loups mènent
une offensive contre un groupe de deux à six boeufs musqués, l’issue du combat
est rarement en faveur des loups. Ainsi, les boeufs musqués se défendent mieux
contre les loups lorsqu’ils sont plusieurs.
Par conséquent, à l’aide de cette fonction particulière de réponse des préda
FIG. 1.2.5. Graphique de la fonction de réponse des prédateurs
pour les paramètres suivants a = 4, b = —3 et in = 1.
teurs, on tient compte de deux nouvelles considérations par rapport au modèle de
13
Lotka-Volterra. On admet que la fonction de réponse des prédateurs dépend non-
linéairement de la population des proies, en plus du fait que, lorsque la population
des proies est très grande, on a une saturation de la population des prédateurs.
Dans la première équation du système 1.2.1, si on regarde la forme du terme
mixte, —yp(x), elle suppose que la compétition entre prédateurs pour s’accaparer
des proies est inexistante. Ainsi, le taux de consommation des proies est indépen
dant de la population des prédateurs. Les rencontres entre proies et prédateurs
font en sorte que la population des proies diminue au taux de —yp(x), lequel varie
selon le nombre d’individus présents dans chacune des populations.
Si on considère maintenant le terme mixte, cyp(x), de la deuxième équation du
système 1.2.1, on constate que tout comme dans l’équation se rapportant aux
proies yp(z) exprime dans quelle mesure les prédateurs consomment les proies.
Mais, son influence sur le taux de variation de la population des prédateurs est
bien différente. En effet, dans ce cas-ci, seulement une partie de yp(x) est consa
crée à l’augmentation du taux de variation de la population des prédateurs. En
effet, la reproduction des prédateurs ne repose pas uniquement sur l’abondance de
nourriture mais également sur la possibilité de rencontrer un ou une partenaire.
Ce point peut être très difficile à réaliser si la population de prédateurs est peu
nombreuse.
finalement, ceci complète la description biologique du système prédateur-proie
modifié dont il sera question tout au long de ce travail.
Chapitre 2
ÉTUDE DU NOMBRE DE POINTS
SINGULIERS
La première chose que nous étudierons à propos de notre système prédateur-proie
est le nombre de points singuliers que nous avons à l’intérieur de notre domaine
x > O et y > O. Ce faisant, nous déterminerons également certaines des surfaces
de l’espace des paramètres où ces points bifurquent. Toutefois, avant de débu
ter, nous simplifierons notre système en réduisant le nombre de paramètres qu’il
contient.
2.1. SIMPLIFICATION DU SYSTÈME PRÉDATEUR-PROIE MODIFIÉ
Dans le système initial
dx
— (i_n myx2
— TZ k)
— ax2+bx+1’ 1
—
cmx2
dt ax2+bx+1
nous avons sept paramètres. Il est possible de simplifier le système pour n’en
conserver que quatre.
Soit la transformation linéaire suivante
X=Ax
(2.1.2)
Y=3y,
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et le changement d’échelle suivant
T=Gt. (2.1.3)
Nous cherchons les constantes A, B et C permettant de réduire le nombre de
paramètres. Appliquons cette transformation à notre système initial 2.1.1. Ainsi
pour la première équation nous obtenons
dX Adx
dTCdt
Atx/ x’ mYX2
=
- Ak)
- BA2 + +1) J (2.1.4)
r ( X m ( YX2
=
- Ak)
- CBA X2 + X +1
Et pour la deuxième équation, nous avons
dY - Bdy
dTCdt
BYt cmX2
—
—d +
A2 (a + b + i) J (2.1.5)
t—d cm( X2
CCAX2+X+l
Par conséquent, notre système devient
dx
—
m
dt
— C’ Ak) CBA
(2.1.6)
dy
—
yi_d cm
—
CmCA2
Nous poserons
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Ak =1,
= 1, (2.1.7)
m 1CBA
D’où, nous trouvons, en isolant les constantes A, B et G, la transformation linéaire
suivante:
k’ (2.1.8)
Y—
— ck’
et le changement d’échelle
T = cmk2t. (2.1.9)
Nous obtenons alors le système
dX
—
r -r( y YX2
—
—
—
ak2X2+bkX+1’
dY
—
vf—d X2
—
I
ak2X2+&kX+1
Pour simplifier la notation, nous poserons
ak2,
bk, (2.1.11)
cmk
Le changement d’échelle sur les paramètres revient à poser k = m = e = 1 dans
le système initial. Par conséquent, le système que nous considérerons est
dX
—
1 X’ YX2P
—
) X2+X±1 (2.1.12)
—
7f5 x2
dT — I
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2.2. DÉTERMINATION DU NOMBRE DE POINTS SINGULIERS
Nous considérons, à partir de maintenant, le système 2.1.12 dans lequel nous
posons
X2
P(X)
= x2 + x + (2.2.1)
Ainsi, nous obtenons
= pX (1 — X) — YP(X), (2.2.2)
= Y(—6+P(X)).
Comme X et Y représentent respectivement, à un facteur près, les populations
des proies et des prédateurs, nous admettons uniquement des valeurs positives
pour ces variables.
Rappelons d’abord la définition de point singulier:
Définition 2.2.1 ([P]). Soit le système
± f(x) (2.2.3)
On dit que te point x0eR’ est un point d’équilibre, un point singutier ou un point
critique du système 22.3 si f(xo) = O.
À l’aide de cette définition, trouvons les points critiques du système 2.2.2. D’où,
pX(1—X)—YP(X) = O,
Y (—6 + P(X)) = o. (2.2.4)
De la deuxième égalité, nous avons
Y = O ou P(X) 6. (2.2.5)
En remplaçant ces valeurs dans la première égalité, nous obtenons pour Y = O
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pX (1
— X) = 0. (2.2.6)
D’où,
X O et X = 1. (2.2.7)
Donc, nous trouvons deux points critiques (0, 0) et (1, 0).
Dans le cas de P(X) = 6, nous devons d’abord trouver X* tel que P(X*) =
Ensuite, en remplaçant, dans la première équation du système 2.2.4, X par la
valeur trouvée X*, nous trouvons Y. D’où, Y’ sera donné par $
= (1 — X*). (2.2.8)
Nous exigeons que X > O et Y > O. Donc, nous aurons 0, 1 ou 2 points singu
liers selon la valeur de 6. En effet, P(X) = 6 peut avoir 0, 1 ou 2 solutions et
la deuxième équatioll du système 2.2.4 étant linéaire, elle a une solution unique.
Nous remarquons, entre autres au graphique 2.2.1, que la situation est différente
selon la position de 6 par rapport à l’asymptote horizontale 6 =
><
D-
fIG. 2.2.1. Nombre possible de points singuliers.
Ainsi, nous réécrivons P(X) = 6 comme $
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x2
aX2+f3X+1
—
(2.2.9)
X2 = a’6X2+j3SX+5.
Et en ramenant tous les termes du même côté
— 1) X2 + + = 0. (2.2.10)
Nous supposons en premier lieu que (cES — 1) # 0, par conséquent $
X2 + (1) + 1) = 0. (2.2.11)
Ainsi, le problème revient à chercher les racines réelles positives du polynôme
précédent.
Traitons d’abord le cas où
Si nous revenons au graphique 2.2.1, nous considérons maintenant le cas où nous
choisissons 5 au-dessus de l’asymptote horizontale. Nous obtenons le maximun de
P(X) en X = et sa valeur est de Cette valeur est bien positive. Encore
une fois, nous avons plusieurs situations différentes dont nous devons tenir compte.
Dans la plupart des cas, nous utilisons le discriminant du polynôme 2.2.11 qui
est
— 6((32
—4Œ)6+4) 2212
- (6_1)2 (..
• Cas 1 $ > 4./32
Nous trouvons que le discriminant 2.2.12 est négatif. Par conséquent, le poiy
nôme 2.2.11 n’a aucune racine réelle. Donc, nous n’avons pas de points singuliers
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pour ces valeurs de paramètres.
• Cas 2 : 6
= 4a2
En substituant la valeur de 6 dans le polynôme 2.2.11 par l’expression précédente,
nous obtenons le polynôme suivant
X +--+=0. (2.2.13)
Lequel peut se ramener à la forme
(x + 2)2 = 0. (2.2.14)
Ainsi, le polynôme 2.2.11 a une racine double X* = réelle et positive. Nous
avons donc, soit aucun point singulier, soit un point singulier double selon le signe
du Y correspondant à cette racine.
• Cas 3 : 1 << 432
Dans ce cas-ci, nous constatons que le discriminant 2.2.12 est positif, d’où, nous
avons deux racines réelles. Nous devons déterminer si elles sont positives. Pour ce
faire, nous regardons le signe des coefficients du polynôme 2.2.11. La constante
indique si les racines sont de même signe et le coefficient du terme en X donne une
idée de leur signe. Comme nous obtenons > O pour la constante et > O
pour le coefficient du terme en X, les deux racines sont de même signe et elles sont
positives. Ainsi, nous avons au plus deux points singuliers selon le signe du Y cor
respondant à ces valeurs. Avec ce cas s’achèvent les considérations pour n6— 1 > 0.
Passons maintenant au cas où
1
c6
— 1 <0 6 < —.
En se référant au graphique 2.2.1, nous observons que cette situation corres
pond au cas où nous choisissons 6 sous l’asymptote horizontale. Comme dans
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les cas précédents, nous constatons d’abord que le discriminant 2.2.12 est posi
tif ce qui signifie que nous avons deux racines réelles. Nous devons déterminer
leurs signes. Pour ce faire, nous utilisons les coefficients du polynôme 2.2.11. La
constante, f, étant de signe négatif, nous avons deux racines de signes opposés.
En conséquence, dans ce cas-ci, nous obtenons une racine réelle positive pour le
polynôme 2.2.11. Donc, nous avons au plus un point singulier, tout dépendant du
signe du Y correspondant à cette racine.
finalement, nous considérons un dernier cas, lequel revient à prendre l’asymptote
horizontale comme valeur de 6
En substituant 6 par dans le polynôme 2.2.10, nous obtenons
/3X+1=0. (2.2.15)
En isolant X, nous trouvons seulement une racine réelle positive de valeur
=
. (2.2.16)
La deuxième racine est passée à l’infini. Donc, nous obtenons au plus un point
singulier selon le signe de Y pour X
2.3. SURFACES DE BIFURCATIONS POUR LES POINTS FIXES
À l’intérieur du quadrant défini par X O et Y 0, les points singuliers
peuvent se comporter de manières différentes. Toutefois, ils dépendent continû
ment des paramètres; donc nous pouvons contrôler précisément la manière dont
ils apparaissent ou disparaissent. Ils peuvent sortir du domaine si deux points se
confondent pour disparaître, si un point traverse un des axes de coordonnées ou
encore si un point passe à l’infini. Chacune des situations précédentes est définie
par une surface de paramètres. Ces surfaces délimitent des zones caractérisant
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l’évolution des points singuliers. Nous avons pour notre système
1) La surface (Sd) sur laquelle nous avons un point double
6_42. (2.3.1)
2) La surface (Soc,) sur laquelle un point passe à l’infini:
6 = -. (2.3.2)
3) La surface (S1) sur laquelle un point passe par (1, 0)
6
= 1 (2.3.3)
Dans ce dernier cas, nous obtenons un point double en (1, 0). Nous nous intéres
sons à la position relative des surfaces. Pour l’instant, nous ne nous préoccupons
pas de notre domaine X > O et Y > O.
Tout d’abord, étudions leurs intersections. Comme un seul point peut passer à
l’infini, les surfaces S et Sc,c, ne s’intersectent pas. Pour ce qui est de l’intersection
des surfaces Sd et S, son équation est donnée par S = 4a42 et
4 — 1
4a—/32 —
4c+4/3+4 = 4c—32, (2.3.4)
,32+43+4 = O,
(+2)2
= 0.
En solutionnant l’équation, nous trouvons:
(2.3.5)
Donc, les surfaces $d et Si se croisent lorsque 3 = —2 et 6 =
En ce qui concerne l’intersection entre les surfaces Sec, et S, elle est donnée par
S = et
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I — 1
G
c+3+1 = (2.3.6)
/3+1 = O.
Nous obtenons, en solutionnant l’équation
8=—1. (2.3.7)
Par conséquent, la surface S rencontre la surface S le long de la courbe 6 =
et /3 = —1.
Un autre aspect pertinent est la position des surfaces les unes par rapport aux
autres. Pour commencer, déterminons la position de la surface $d par rapport à
la surface $ en soustrayant leurs équations
4 1_ /32 23$
4_/32a(4_/32) (..)
Cette expression est positive car 32 > O, c > O et 4c — /32 > O. D’où, la surface
$d est toujours située au-dessus de la surface
Maintenant considérons les surfaces 8d et $. De la même façon, nous soustrayons
leurs équations
4 — 1 — (/32+2)2 239
4a—/32 a+/3+1(4_/32)(Œ+/3+1) (..
Comme (/32 + 2)2 > O et 4 — 132 > O, le signe de l’expression précédente dépend
de celui de c + /3 + 1. Ainsi, elle est positive si o + /3 + 1 > O et négative si
+ /3 + 1 < O. Par contre, selon la condition sur les paramètres obtenue avant,
<O, la région délimitée lorsque +/3+1 <O ne fait pas partie de la région
admissible . On peut l’observer sur la figure 2.3.1 sur laquelle la droite pointillée
est l’équation o + /3 + 1 = O et la courbe en trait plein représente l’équation
/32 4OE = O. Ainsi, la région délimitée par a + /3 + 1 < O se situe sous la droite
pointillée alors que la zone admissible se trouve au-dessus de la courbe en trait
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plein. Donc, nous rejetons l’option c + 3 + 1 < O et nous pourrons utiliser dans
tous nos calculs que
c+t+1 >0.
Domaine des parametres œ et 3
Donc, l’expression 2.3.9 est toujours positive pour nos valeurs de paramètres ce
qui implique que la surface Sd est toujours au-dessus de la surface 8.
Finalement, par le même procédé, nous situons la surface 8 par rapport à la
surface .S
1 1
— i3+1 2310
Dans ce cas, puisque nous avons c > O et a + 3 + 1 > 0, le signe de l’expres
sion 2.3.10 est déterminé par le signe de + 1. Donc, lorsque < —1, la surface
$ est au-dessus de 8. La situation inverse se produit quand 3> —1.
Sur le graphique 2.3.2, nous avons résumé la situation pour chacune des régions
de paramètres. Nous avons représenté les courbes de niveaux des différentes sur
faces. Le paramètre 3 a été fixé et c’est le plan cxY qui est représenté. La courbe
FIG. 2.3.1. Graphique du domaine des paramètres a et /3 admissibles.
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pointillée à longs traits représente la courbe de niveau de Sd, la courbe pointillée
ayant un long trait et un point en alternance celle de la surface S et la courbe
pointillée à petits traits celle de la surface S. Bien que sur les graphiques nous
ne le distinguions pas très bien, en (b) les courbes de niveau de S et de 8 sont
confondues. Il en va de même en (ci) où ce sont les courbes de niveau de Sd et de
S qui sont confondues.
Jusqu’à maintenant, nous n’avons pas étudié les points singuliers sur ces surfaces.
Il est possible que ceux-ci ne soient pas compris dans notre domaine X O et
Y O. Par conséquent, certaines parties de surfaces pourraient être éliminées de
nos diagrammes de bifurcation. Cette étude se fera à la section suivante.
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27
2.4. DÉTERMINATIoN DU NOMBRE DE POINTS SINGULIERS FAI
SANT PARTIE DE NOTRE DOMAINE X > O ET Y> O SELON
LES RÉGIONS DÉLIMITÉES PAR LES SURFACES DE BIFURCA
TIONS
Nous commencerons par déterminer le nombre de points critiques sur chacune
des surfaces : 6 = , 6 = 1 et 6 . Ensuite nous déterminerons leurs4cr—/3- a+/3+1 a
comportements sur ces surfaces afin de déduire le nombre de points singuliers
présents dans les régions entre les surfaces.
Remarque 2.4.1. Dans cette section, il sera question de point à gauche et de
point à droite. Ces expressions font référence à la position de ta coordonnée X*
du point singulier trouvée à ta section 2.2, par rapport au point doubte en Xo =
On peut t’observer sur te graphique 2..1.
Graphique de P (X) illustrant
de point à droite.
Ainsi, nous appelons te point à gauche, le point dont ta coordonnée X est entre
O et et le point à droite celui dont ta coordonnée X est supérieure à
FIG. 2.4.1.
à gauche et
3
X
la signification de point
Premièrement, nous étudions l’évolution des points singuliers sur la surface Sd
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6_4/32. (2.4.1)
Dans la section 2.2, nous avons trouvé que, sur 3d, P(X*) = 6 lorsque X =
Nous devons donc vérifier si Y O pour cette valeur de X. Ainsi, Y sera donné
par
= X*(1_X*). (2.4.2)
Quand X* = , nous obtenons:
y* (/3+2). (2.4.3)
D’où, nous avons Y O à la condition que /3 —2. Par conséquent, la partie
de la surface pour laquelle /3> —2 ne nous intéresse pas. Donc, lorsque /3 —2,
nous obtenons un point singulier double, de coordonnées (, (/3 + 2)), dans
le premier quadrant en plus des points (O, O) et (1, 0). En /3 = —2, le point double
se confond avec (1, 0) pour sortir du premier quadrant. Le point (1, 0) devient
alors un point triple.
Nous constatons aussi qu’il n’y a pas de point singulier au-dessus de cette surface
Sd En effet, nous avons déjà observé que le discriminant 2.2.12 est négatif pour
ces valeurs de paramètres. Ceci complète, pour l’instant, l’étude de l’évolution
des points singuliers sur
Deuxièmement, nous étudions l’évolution des points singuliers sur la surface S
6 =
1 (2.4.4)
Nous avons que
P(X) = 1 X2 + 6/3 x + 6 = (2.4.5)
Comme, sur cette surface, un point passe par (1, 0), nous connaissons déjà une
racine soit X* = 1. Nous savons donc que l’autre est X
=
Nous devons
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vérifier si Y O pour chacune d’elles. Tout d’abord, pour X = 1, nous obtenons
Yt O. Ensuite, pour la seconde, nous voulons étudier quand
= (1 — X*) 0, (2.4.6)
avec X
=
Nous avons que l’expression 2.4.6 est vérifiée si et seulement si $
——(i———- >06c6—1 \ c6—1) —
(ci)2 (c6 — — 1) 0, (2.4.7)
(c—1)—1 O.
Donc, nous remplirons la condition * O lorsque l’inégalité (o — 1) 8 — 1 O
sera validée.
Comme 6 nous avons
“
—
c—1
1
(a’—l)S—l =
.-1_1, (2.4.8)
c+3±1
D ‘où
f (a—1)6—1>0 si<—2,
—
—
(2.4.9)
t (c—1)6—1<0 si/3>—2.
Donc,
3<—2.
Ainsi, pour O > > —2, les seuls points singuliers sont (1, 0), qui est un point
double, et (0, 0). Par ailleurs, comme O> 3> —2, nous savons que
X = > 1. (2.4.10)
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Par conséquellt, c’est le point de gauche qui passe par (1, 0). Pour, /3 < —2, nous
obtenons (0, 0), un point double en (1, 0) et un autre point critique. Dans ce
cas-ci, puisque nous avons
X = <1, (2.4.11)
le point de droite est celui qui passe par (1, 0) alors que le point de gauche de
meure sur $. Voilà, pour le moment, ce que nous obtenons pour l’évolution des
points singuliers sur
Troisièmement, nous considérons la surface $
(2.4.12)
Dans la section 2.2, nous avons obtenu que P(X*) = 6 lorsque X* = 51. Dans ce
cas, nous obtenons pour Y
= (1 — X*), (2.4.13)
avec X
=
-1
y*P(/31) (2.4.14)
Ainsi, pour que y* 0, nous devons avoir /3 < —1. Par conséquent, la surface 8
ne présente pas d’intérêt pour nous quand /3> —1. En effet, pour ces valeurs de /3,
le point qui passe à l’infini va du troisième au quatrième quadrant ou vice-versa.
En comparant Xo avec X
= 51, lorsque /3 —1 nous obtenons:
(2.4.15)
Donc, dans ce cas-ci, X
= 51 est à la gauche de X0. Ainsi, X ne passera pas à
l’infini puisque seul le point à la droite de X0 en a la possibilité comme le montre
le graphique 2.2.1. En fait, sur S, nous avons trois points singuliers: (0, 0), (1, 0)
et le point à gauche de X0 lorsque /3 —1.
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Nous remarquons que lorsque la surface (S) 6 = est présente, elle se situe
sous la surface (S1) 6
=
De plus, le point passant à l’infini est celui de
droite. Or, le point de droite est déjà sorti de notre domaine en passant par (1, 0)
pour /3 = —2. Pour 4? < —2, nous avons que le point de droite est passé par
(1, 0) lorsque les paramètres étaient sur S, d’où quand les paramètres sont sur
Sœ, le point de droite ne fait plus partie de notre domaine puisque X > O mais
7* < O. De plus, le point de droite ne fait pas partie de notre domaine lorsque
O > /3 > —2 car Xt > O et Y < O pour ces valeurs de /3. Ainsi, le point passe
à l’infini alors qu’il est en dehors du domaine X > O et Y O il passe du qua
trième au troisième quadrant. Par conséquent, la surface S n’est pas influente
pour notre système. Nous ne la considèrerons plus.
À l’aide du graphique 2.4.2, nous résumons l’évolution du nombre de points sin
guliers selon les différentes valeurs de paramètres et les régions définies par les
surfaces S et 8d• Tout comme précédemment, nous avons représenté les courbes
de niveau des surfaces. Nous fixons la valeur de 4? et nous observons le compor
tement des surfaces dans le plan cr6. La courbe pointillée à longs traits est la
courbe de niveau de la surface 3d et la courbe pointillée ayant un long trait et un
point en alternance est la courbe de niveau de la surface S. En /3 = —2, les deux
courbes de niveaux se croisent, bien qu’on ne puisse pas le distinguer clairement
sur le graphique 2.4.2(b). Les chiffres sur les graphiques représentent le nombre
de points singuliers satisfaisant X > O et Y > O. Pour chacune des régions repré
sentées, nous résumons le nombre de points singuliers aux tableaux 2.4.1 à 2.4.3.
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16
14
12
10
a
6
4
2
praphique des courbes de niveaux —2cc0
(b) 8=—2
graphique des courbes de niveaux: pc—2
2C -
18
—
16
‘ I
14 I
12
‘- S 2
10 S
‘
6
4
3
- -
2
e
1.6 1.65 1.7 1.75
(c) < —2
1.8 1.85 1.9 1.95
fIG. 2.4.2. Résumé du nombre de points singuliers.
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(a) O > 3> —2
graphique des Courbes de niveaux: p=—2
2C
—
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16
14
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8 2\
6
\4
-
4
2
l
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
n
1.55
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Régions Points singuliers
au-dessus de S 6 > (O, O) et (1, 0)
sur 8
=
(O, 0) et (1, 0) qui est un point
double car le point gauche passe
par (1, 0)
en-dessous de $ : 6 < (0, 0), (1, 0) et un autre point sin
gulier : celui de gauche
TAB. 2.4.1. Nombre de points singuliers pour la région O> 6> —2.
$d correspond à un point non-admissible lorsque O> 8> —2.
Régions Points singuliers
au-dessus de l’intersection de Sd (O, O) et (1, 0)
o 4 1et . u > 4_2
=
sur l’intersection de Sd et de 8 (O, O) et (1, 0) qui est uii point
6
= 432
= a+P+1 triple
en-dessous de l’intersection de 8d (O, 0), (1, 0) et un autre point sin
et de S : 6 < 4a—/32 = a+fi+1 gulier celui de gauche
TAB. 2.4.2. Nombre de points singuliers pour la région 3 = —2.
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Régions Points singuliers
au-dessus de Sd : 6 > 4_2 (O, O) et (1, 0)
sur$d:6 — 4c—/9 (0, 0), (1, 0) et un point double
i—2
—2p(
--/3 + 2))
entre et : (0, 0), (1, 0) et deux autres points
a+/3+1 < < 4,82 singuliers : un point à gauche et
un point à droite
surS1 :6—— (O, O), le point de gauche
tET, (c6i)2 (a6 — 6 — 1)) et (1,
0) qui est un point double car le
point de droite passe par (1, 0)
en-dessous de $ : 6 (0, 0), (1, 0) et un autre point siny+3+1
gulier : celui de gauche
TAB. 2.4.3. Nombre de points singuliers pour la région < —2.
Chapitre 3
1TUDE DU TYPE DES POINTS SINGULIERS
Après avoir déterminé, au chapitre 2, le nombre de points singuliers que nous
avons dans le premier quadrant et avoir trouvé explicitement certains d’entre
eux, nous souhaitons déterminer le type de ces points singuliers. C’est ce que
nous ferons dans ce chapitre. Nous effectuerons les calculs pour les paramètres
correspondants aux surfaces de bifurcation $ et 8d trouvés au chapitre 2. En ef-:
fet, pour ces valeurs de paramètres, nous disposons d’informations sur les points
singuliers. Elles sont d’ailleurs résumées aux tableaux 2.4.1 à 2.4.3. Nous déter
minerons aussi la surface de bifurcation de Hopf.
3.1. ETUDE DU POINT SINGULIER (1, 0) LORSQUE LES PARAMÈTRES
NE SONT PAS SUR LA SURFACE $ ET DU POINT SINGULIER
(0, 0)
Nous considérons le système que nous avons simplifié à la section 2.1
pX (1 — X)
—
______
= f(X, Y), (3 11)
= Y (—s + = g(X, Y).
Nous trouvons la matrice jacobienne M de ce système
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t 2 x — XY(13X+2) -X2
M = t I = t ‘° — ‘ (aX2+X+1)2 cX2+J3X+1
9g I I XYCBX+2) X2\8x WJ (aX2+X+1)2
— cX2+/3X+1
• Étude du point singulier (O, O).
Nous commençons par l’étude du point singulier (O, O). Pour ce faire, nous éva
luons la matrice jacobienne en (O, O)
(p oM(o,o) I
—
Nous avons
=
p et À2 —6, les valeurs propres de la matrice M(o, o). Comme
elles ont une partie réelle non-nulle, nous considérons uniquement la partie li
néaire du système 3.1.1 pour déterminer le comportement qualitatif de ce dernier
autour de l’origine. Ainsi, puisque À est positive et À2 est négative, nous avons
une répulsion selon l’axe des X et une attraction selon l’axe des Y. Par consé
quent, le point singulier (O, O) est toujours un point de selle.
• Étude du point singulier (1, 0) pour des paramètres qui ne sont pas sur
Nous continuons avec l’étude du point singulier (1, 0) lorsque les paramètres ne
sont pas sur la surface $. Nous évaluons la matrice jacobienne en (1, 0)
t —‘
_j
‘U’(l O) —
fl Çj_ 1
V
Nous trouvons comme valeurs propres de cette matrice: À —p et À2 —6 +
Comme les paramètres ne sont pas sur $, 6 la partie réelle
des valeurs propres est non-nulle; ce qui nous permet d’étudier le comportement
qualitatif du système 3.1.1 autour du point singulier (1, 0) à l’aide de la partie
linéaire de ce système. Le signe de À1 est toujours négatif. D’où, nous trouvons
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que selon l’axe des X, il y a toujours une attraction vers 1. Par contre, le signe de
À2 varie. Nous avons alors deux situations possibles. Lorsque 6 < À2 est
positive. Le point singulier (1, 0) est donc un point de selle. Quand 6> À
est négative. Ainsi, le point critique (1, 0) est un noeud attractif. Nous résumons
à l’aide du tableau suivant
Points singuliers Conditions Type
(0, 0) aucune point de selle
(1, 0) 6 < point de selle
en dehors de S1 6> noeud attractif
TAB. 3.1.1. Résumé du type de point singulier pour (1,0) lorsque
les paramètres sont pris en dehors de $.
3.2. LA BIFURCATION DE HOPF
Nous devons maintenant trouver la bifurcation de Hopf dans l’espace des pa
ramètres. Cette bifurcation survient lorsque nous avons à la fois la trace de la
matrice jacobienne nulle et le déterminant de cette dernière positif.
Pour commencer, nous cherchons la surface dans l’espace des paramètres où nous
avons à la fois des points singuliers et la trace de la matrice jacobienne du sys
tème 3.1.1 qui est nulle. Ensuite, il faudra déterminer la portion de cette surface
où le signe du déterminant de la matrice jacobienne évaluée aux points singuliers
est positif. En effet, la bifurcation de Hopf se produira pour ces valeurs.
À partir du système 3.1.1, nous avons que les points singuliers sont donnés par
les équations
3$
et
(1—)X2—X—6=0
X2±X+1
(3.2.l)
Y = X (1 — X). (3.2.2)
Nous avons que la trace de la matrice jacobienne, que nous voulons nulle, est
donnée par:
XY(/3X+2) X2p — 2pX
— (X2 + X + 1)2) — + 2 + + = 0, (3.2.3)
et sachant que S
= aX%X+1’ nous avons:
XYCBX+2)
A —
p—2pX (cX2 + /3X + 1)2 = (3.2.4)
ussi
— cX2+X+i’ ou
p_2px_SY(+2)
=0. (3.2.5)
Nous pouvons éliminer la dépendance en Y en le remplaçant par l’équation 3.2.2
2 X(1—x)
P_2PX(P )(x+2)=o. (3.2.6)
En simplifiant, nous obtenons
X2 — 2X
— 63X — 26 + /36X2 + 26X = 0. (3.2.7)
Ainsi, les équations 3.2.1 et 3.2.7 tiennent compte à la fois de l’information sur les
points singuliers et de celle sur la trace. Nous souhaitons obtenir la relation entre
les paramètres qui fera en sorte que les deux équations aient une racine commune.
À l’aide de la notion du résultant, il est possible de trouver cette relation. En effet,
comme on le montre dans [KI, deux polynômes f(X) et g(X) ont un zéro commun
si et seulement si leur résultant est nul. Posons
f(X) = (1
— So)X2 — 6/3X
— 6, (3 2 $)
g(X) = X2 — 2X3
— SX — 28+ SX2 + 26X.
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À l’aide de Mathematica, nous avons trouvé le résultant de f(X) et g(X)
Résultant(f,g) = _62(_1 + 5a6 — 2/6 — 8a262 — t3262 + ai3262 — /3362
+4a263 + 4a363 + 4a2t33 — /3263 — — at3363)
(3.2.9)
Ainsi,
Résultant(f,g) = O
—1+ (5a — 2/3)6 + (—8a2 — /32 + /32 — /33)62+
(42 + 4a3 + 4a2t3 — — — a8) 6 = 0. (3.2.10)
Notons
=
(4a2 + 4a3 + 4a23 —
—
— cq33) 33
Ainsi, la surface donnée par l’équation 3.2.10 dans l’espace des paramètres déter
mine les endroits où nous avons au moins un point singulier en lequel la trace est
nulle. Nous remarquons que P(o, /3, 6) est un polynôme de degré trois en 6. Ce
polynôme aura, pour toutes valeurs de a et de /3 , une ou trois valeurs réelles de 6
comme racine sauf en des points isolés où il pourra y avoir des racines multiples.
Nous déterminerons le nombre de racines en étudiant le signe du discriminant
de P(o, t3, 6). Comme nous n’avons pas trouvé la fonction discriminant dans
Mathematica, nous avons trouvé avec Maple:
discriminant (P(a, 3, 6)) = 4 (—2a + 3 — /32 — /33)2 (—27a2 + a —
+3a32 — /33)
(3.2.11)
Nous remarquons que le signe de 4 (—2a + a/3 — /32 — /33)2 est toujours positif
ou nul. Le signe du discriminant de P(a, /3, 6) sera donc influencé par le signe de
(—27a2 + — 3a2/3 + 3a/32 — /33). Pour /3 fixé, cette expression est un polynôme
de degré trois en a. Notons
= —27a2 + 3 — 3a2/3 + 3a/32 —
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Nous étudions le signe du discriminant de Q(a) afin de déterminer pour quelles
valeurs de /3 nous avons une ou trois racines. Nous obtenons
discTimina7lt(Q(c1)) = —19683/3e (/3 + 4)
Donc,
<0 si/3<—4,
discriminant(Q(a))
= O si /3 4 (3.2.12)
>0 si/3>—4.
Ainsi, Q(o) = O a une racine réelle si /3 < —4, une racine simple et une racine
double si /3 = —4 et trois racines réelles si /3 > —4. Rappelons-nous que nous
avions une contrainte sur ù c > qui décrit le domaine des c admissibles.
Sachant cela, nous constatons qu’une racine c est toujours non-admissible. En
effet,
—oc lorsque o —* —oc
et en a = , nous avons
/32 /33(/3_16)(/3+2)2
= 64
> o
Par conséquent, par le théorème des valeurs intermédiaires, Q(o) possède tou
jours une racine non-admissible a* < Ç.
Donc, pour O > /3 > —4, nous savons que discriminant(P(c, /3, )) > O. Par
conséquent, pour ces valeurs de /3, nous avons trois racines réelles a dont une
est non-admissible. La figure 3.2.1 représente cette situation. Lorsque Q(c) > 0,
nous avons trois valeurs réelles de S qui satisfont P(c, /3, 6)) = O pour /3 fixé et
quand Q,(o) <O, nous en avons une seule.
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Q (x)
FIG. 3.2.1. Graphique de Q(c) pour 0> /3> —4.
cc
Pour /3 = —4, nous obtenons le graphique 3.2.2. Dans ce cas, nous avons Qp(a)
O pour toutes valeurs de c. Ainsi, nous avons toujours, en comptant les multipli
cités, trois valeurs réelles de 6 satisfaisant P(Œ, /3, 6)) = O pour /3 fixé.
Et puis, pour /3 < —4, nous avons que discriminant(P(o, /3,6)) < O ce qui im
plique que Q(a) n’a qu’une seule racine réelle c laquelle n’est pas dans le domaine
admissible. D’où, nous obtenons la figure 3.2.3 comme représentation de Q,(o).
Étant donné que, pour toutes valeurs de c, Q(a) > O, nous avons toujours trois
valeurs de 6 satisfaisant P(c, /3, 6)) = 0.
L’analyse du terme (—2o + c/3 — /32 — /33) du discriminant de P(c, /3, 6) nous
indique que discriminant(P(a, /3, 6)) = O pour
_____
De plus, ce point fait partie des c admissibles puisque
/33 + /32 /32 - 3/32(/3 + 2)
2
4(/3-2)Ï 4(/3-2) >0 /3<-.
4
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Q (cx)
Q (cx)
FIG. 3.2.2. Graphique de Q(c) pour /3 = —4.
4
FIG. 3.2.3. Graphique de Q(o) pour /3 < —4.
cx
cx
Pour /3 < —4, nous constatons que ce point, qui est une racine double, est présent
sur les figures 3.2.7 et 3.2.8. Il correspond au point d’intersection des courbes.
p2
4
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Mais, pour —2 > /3 > —4, cela sllggère qu’il y aurait la présence d’un point
en plus des courbes déjà trouvées. Toutefois, étant donné que le discriminant ne
change pas de signe, nous supposerons dans un premier temps qu’il rie se passe
rien d’important en ce point.
Avec les informations que nous avons ci-haut et avec l’aide de Mathematica, il
est possible d’avoir une idée de la représentation de P(o, j3, ) pour différentes
valeurs de 3 fixées. Les graphiques 3.2.4 à 3.2.8 nous montrent les résultats.
Nous remarquons qu’à la figure 3.2.5, le point d’intersection entre la courbe et la
droite c = Ç passe à l’infini; par conséquent, pour /3 = —2, la portion gauche de
la courbe n’est pas dans notre domaine des valeurs de c admissibles.
z:
7’ >0
FIG. 3.2.4. Graphique de P(a/3,) pour O> 3> —2.
sdet < O
FIG. 3.2.5. Graphique de P(c3,) pour ! = —2.
det > O
cL
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det < O
FIG. 3.2.6. Graphique de P(c,
,
5) pour —2 > 3> —4.
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8
6
det
dt< O
i... .
FIG. 3.2.7. Graphique de P(Q,/3,8) pour !3 = —4.
FIG. 3.2.8. Graphique de P(c,/3,S) pour < —4.
Pour une bifurcation de Hopf, nous devons nous assurer que la trace s’annule
lorsque le déterminant est positif. Aussi, sur chaque courbe dans l’espace des
paramètres nous prenons un point. Ainsi c, 3 et sont définis. Comme il n’y a
aucune dépendance en p, nous le fixons à 1. En remplaçant ces valeurs dans le
système 3.1.1, nous pouvons trouver explicitement les points singuliers. S’ils sont
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dans le domaine X* > O * > O, nous calculons la trace, laquelle doit être nulle,
et le déterminant de la matrice jacobienne en ce point. Si le déterminant est né
gatif lorsque la trace est nulle, nous avons un point de selle. Nous pouvons donc
éliminer cette courbe. Par contre, si le déterminant est positif quand la trace est
nulle, un cycle limite aura la possibilité de naître. Nous gardons alors ces courbes.
Les calculs ont été faits avec Mathematica et les résultats sur le signe du déter
minant sont également donnés aux graphiques 3.2.4 à 3.2.8.
Nous pouvons représenter toutes les surfaces de bifurcation que nous avons ob
tenues jusqu’à maintenant sur un seul graphique pour chacune des valeurs de 3
choisies. Les représentations sont aux figures 3.2.9 à 3.2.14.
6
s’
llopf
p2
4
FIG. 3.2.9. Graphique des surfaces de bifurcation pour O > 3> —2.
47
6
S Sd
Hopf
4
C
FIG. 3.2.10. Graphique des surfaces de bifurcation pour /3 = —2.
6
S
Œ
FIG. 3.2.11. Graphique des surfaces de bifurcation pour —2 > /3 —3.
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6
Œ
FIG. 3.2.12. Graphique des surfaces de bifurcation pour —3> /3> —4.
8
FIG. 3.2.13. Graphique des surfaces de bifurcation pour /3 = —4.
49
cx
FIG. 3.2.14. Graphique des surfaces de bifurcation pour 3 < —4.
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3.3. ETUDE DU POINT SINGULIER (1, 0) LORSQUE LES PARAMÈTRES
SONT SUR LA SURFACE S
Nous avons obtenu à la section précédente que le point (1, 0) est de type différent
selon que soit plus grand ou plus petit que En d’autres termes, nous
avons deux situations distinctes selon que nous sommes au-dessus ou au-dessous
de la surface S. Un changement survient lorsque nous traversons cette surface.
Le signe de la valeur propre ‘2 change mais celui de reste le même. Ainsi, sur
la surface )‘ s’annule. Le point (1, 0) devient alors un point double si
—2 et un point triple si 3 = —2. Nous examinerons ces deux cas séparément
afin de déterminer le type de point singulier que nous avons en (1, 0).
Le point singulier (1, 0) est un point double : —2.
Commençons par le cas du point double lorsque 3 —2. Nous nous rappelons
qu’au chapitre précédent, nous avons trouvé que pour /3 < —2, le point de droite
passe par (1, 0) alors que pour /3 > —2, c’est celui de gauche.
Nous considérons le système 3.1.1. Pour faire les transformations, nous avons uti
lisé le logiciel Mathematica.
Nous ramenons la singularité (1, 0) à l’origine à l’aide de la transformation sui
vante:
xi = x-i, (3.3.1)
Y1=
qui est équivalent à:
X = (3.3.2)
Y= Yj.
D’où, notre système devient
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— X2 — X — Y1X?+2X1Y1+YidT 1 P 1 x?+(2+)xy+(+,3+1)’ (3.3.3)
—
—w + Y1X?+2X1Y1+Y;dT 1
Nous souhaitons maintenant diagonaliser la partie linéaire du système. Pour ce
faire, nous devons trouver la matrice nous le permettant. La matrice jacobienne
du système 3.3.3 évaluée à l’origine est
t —1
A _j Œ+/3+1J1(oD)
— f O
Comme nous sommes sur la surface S1, nous avons
=
Ainsi 11(0, o)
devient
t —1
A _1 P c+3+1
O
Les valeurs propres de A(o, o) sont À1 = —p et À2 = O. Elles ont respectivement
comme vecteurs propres y1 = (1, 0) et u2
= (p(a+1)’ 1). Par ailleurs, nous obte
nons
t; -1
p
=
p(c+/3+l)
1
comme matrice de changement de base. La matrice inverse est
1 1p-1 j
1
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Par conséquent, en calculant D = F’A(o, o)P, nous obtenons bien une matrice
diagonale. Nous transformons notre système à. l’aide de P’
(x2
= pi
(xi
En dérivant, nous obtenons
= Fi
Par conséquent, le système en X2 et Y2 est le suivant
= X1+p(Q±+1) (334)
Y1.
Dans lequel ); et sont définis au système 3.3.3. Ainsi, en les substituant nous
avons
-
— v2 y f i i”\ f Y1X?+2X1Y1+Yi ‘\
_______
—
Pl — Pi +
— ) x?+(2±)x;+(++1)) —
— w Y1X?-t-2X1Y1+Yy
‘2 — U’ +
(3.3.5)
Pour exprimer les équations précédentes uniquement en X2 et en Y2, nous utilisons
la transformation
(xi tx2
I I = PI
Y)
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Ce qui est équivalent à remplacer X1 et Y1 par
Y2
-‘i-1 = (3.3.6)
Y2,
dans le système 3.3.5. Ainsi, le système en X2 et Y2 qui en résulte est un système
diagonal. Nous nous intéressons plus particulièrement au coefficient de Y22 dans
l’équation Y2.
Dans le but de simplifier les calculs, nous utiliserons le système 3.3.5 auquel nous
n’avons pas appliqué la transformation 3.3.6. Nous travaillons avec la deuxième
équation de ce système. Dans cette dernière, le facteur
1 (3.3.7)
X?+(2c+/3)Xi+(c+t3+ 1)
peut se réécrire comme
1 4 1 N ciXf (2Œ+/3)Xy
ou n= + (3.3.8)
++11+n] ++1 ++1
De plus, nous savons que
1
=1—n+n2—n3+n4— (3.3.9)
1+n
Ainsi nous obtenons
1 1
= (1—n+n2—n3+n4—...)
X?+(2c+/3)Xi+(c+t3+1) c+/3+1
(3.3.10)
où n est défini de la même manière qu’à l’expression 3.3.8. L’équation devient
donc, sachant que
=
-Y1 Y1X?+2X1Y1+Y1 2 3 4+ (1—n+n —n +n
—...). (3.3.11)
En utilisant la transformation 3.3.6 et en réarrangeant les termes, nous obtenons
l’équation en coordonnées X2 et Y2. De cette équation, en utilisant le logiciel
Mathematica, il est possible d’extraire le coefficient de Y. Nous remarquons que
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le terme en Y2 provient de la somme de deux termes de l’équation 3.3.11 : l’un
vient de et l’autre de Ainsi, nous avons
9+/3
coef(Y) = — . (3.3.12)
p( ± /3 + 1)
Comme nous étudions le point double, nous nous limitons au cas où /3 —2. Par
conséquent
f <0 si0>/3> —2,
coef(Y22) (3.3.13)
>0 si/3<—2.
Nous avons un col-noeud. Si O > /3> —2, le col-noeud est attractif et il est repré
sentée sur le graphique 3.3.1.
(O, O) Point double
(1,0)
FIG. 3.3.1. Col-noeud (point double) en (1,0) lorsque 0> /3> —2.
Tandis que si /3 < —2, nous avons un col-noeud répulsif lequel est représenté au
graphique 3.3.2.
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• Le point singulier (1, 0) est un point triple $ /3 = —2.
Précédemment nous avons traité le cas du point double en étudiant le coefficient
de Y2 Nous remarquons que ce dernier s’annule pour /3 = —2 et nous avons un
point triple en (1, 0). En effet, le point double passe par (1, 0) car, rappelons-nous
qu’en /3 = —2, les surfaces S1 et Sd se croisent. Pour étudier ce point triple, nous
devons trouver le coefficent de Y dans la forme normale.
Nous remarquons qu’en posant /3 = —2 dans l’équation 3.3.11, tous les termes de
degré deux disparaissent et que l’équation de devient
=
—
(a —1)4p2 + X2O(X2, Y22) + o(X2, Y23), (3.3.14)
et celle de
X2 pX2 + o(X2, Y2). (3.3.15)
Normalement, pour trouver les termes en ‘i’ dans , il faudrait éliminer dans
l’équation de X2 les termes de degré deux à l’aide d’un changement de coordon
Point double
(1,0)
FIG. 3.3.2. Col-noeud (point double) en (1, 0) lorsque /3 < —2.
nées
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X2 = X3 + A20X + A11X3Y2 + A02Y22. (3.3.16)
Toutefois, nous remarquons qu’un tel changement de coordonnées n’affectera pas
le terme en Y dans l’équation }. Le système sous forme normale s’écrit donc
—
Y (Y v2
— r O d3, ‘2 J,
=
— (_f)4p2 + X3O(X3, Y212) + o(X3, Y23). (3.3.17)
Ce qui nous donne que le coefficient de Y est toujours négatif, d’où le point
(1, 0) lorsque 3 = —2 est un noeud topologique attractif lequel est représenté au
graphique 3.3.3.
(0,0)
(/PopIN\
FIG. 3.3.3. Noeud attractif (point triple) en (1, 0) lorsque = —2.
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3.4. ETUDE DU POINT SINGULIER, AUTRE QUE (1, 0), LORSQUE
LES PARAMÈTRES SONT SUR LA SURFACE $ ET QUE fi < —2
Dans la section précédente, nous avons traité le cas du point singulier (1, 0) lorsque
nos paramètres étaient sur la surface $j de l’espace des paramètres. Ici, nous
aborderons le cas du type du point singulier:
(X*,Y*)
=
1
‘
(S— 1)2 (6t— 1)i))) (3.4.1)
qui existe lorsque < —2 et que les paramètres sont sur Sy. De plus, il est pos
sible d’éliminer le paramètre S. En effet, l’équation de S est 5
=
Nous considérons le système 3.1.1 et sa matrice jacobienne donnée au début de
la section 3.1. Ainsi, la matrice jacobienne évaluée en (X, Y*) est la suivante
/p(1+4P+42+/33_a(+3)) — 1
M(x*,Y*)
= ( C8±1)(c±+1) o+1 ) (3.4.2)
J
Nous constatons que son déterminant est positif:
Det(M(x*,y*))
= (a±±1)2 >0. (3.4.3)
Par conséquent, nous devons déterminer le signe de la trace de y*). Nous
avons que la trace est donnée par
p(1+4+42+3 —+3))
Tr(M(x*, y*))
— ( + + + 1) (3.4.4)
D’où, son signe dépend de celui de
Ï+4+42+3_+3),
étant donné que:
— p
> 0. (3.4.5)(+1)(Œ++1)
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Ainsi, nous avons que:
TT(M(x*,y.)) O 1 +4t3+4/32+t33 — c(/3+3) = 0, (346
—
___
___
___
__
—
Nous devons déterminer si cette condition survient dans notre domaine de pa
ramètres admissibles t2 < 4c et, ici, t3 < —2. Or, comme nous le voyons sur le
graphique 3.4.1, la courbe où la trace est nulle, définie par a
= 423
et $,
a une branche à l’intérieur de la région des paramètres admissibles.
Donc, -nous obtenons que
<0 si 1+4t3+4t32+t33—c(3+3)<0,
Tr(M(x*, Y)) O si 1 ± 43 + 4/32 + /33 — c(/3 +3) = 0, (3.4.7)
>0 si 1+4/3+4/32+/33—c(/3+3)>0.
Nous avons indiqué chacune des possibilités au graphique 3.4.1. En particulier,
nous voyons qu’à la limite, quand /3 — —2, le point singulier est un noeud at
tractif. C’est bien ce qu’on voulait obtenir pour avoir un bon recollement avec le
dessin de la figure 3.3.3.
Pour les paramètres qui font en sorte que Tr(M(x*, y*)) < 0, le point singulier est
un noeud ou un foyer attractif. Dans le cas où Tr(Mx*, y)) > 0, le point singulier
est un noeud ou un foyer répulsif. Maintenant, nous nous attarderons à étudier
la singularité (X*, Y*) à l’endroit où la trace de M(x*, y* est nulle. C’est là une
condition pour avoir une bifurcation de Hopf. Nous sommes alors sur la courbe
définie par S : t5
=
et = 1+44P2+3 Pour décrire le comportement
autour de la singularité, nous examinerons le signe des coefficients des termes de
la forme normale.
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FIG. 3.4.1. Endroits où la trace de M(x*, Y*) s’annule.
Nous considérons le système 3.1.1 auquel nous appliquons la transformation sui
vante pour ramener la singularité à l’origine:
xi = (3.4.8)
Y1 =
Notre système devient donc
=),
= , (3.4.9)
trace positive
asymptote ver1icae
trace nulle
10
5 beta2—4 alpha=0
trace riegative
region non admissible
o
—6 —5.5 —5 —4.5 —4 —3.5 —3 —2.5 —2
13
dans lequel nous devons remplacer X et Y par leur expression en X1 et Y1
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X X1+X. (3.4.10)
Y = Y1+Y.
Ainsi, la singularité est à l’origine lorsqu’on considère le système 3.4.9 dont la
matrice jacobienne évaluée à l’origine est
3+L3
J(o,o)
= ( (3+8)p _(1±3)(2±3)2) . (3.4.11)
\ ‘+
Elle ne dépend que de /3 et de p car, comme nous l’avons mentionné précédemment
6 et n peuvent être exprimés par rapport à ,8 et p. Maintenant nous voulons avoir
notre système sous la forme
X2 = —wY2 + O(X2, Y22), (3.4.12)
Y2 = wX2+O(X2,Y2J2).
Pour ce faire, nous utilisons la transformation
x — y2 —
— (+1)(,3±2)2 1’ (3.4.13)
Y2 =
où w = . Elle est obtenue de la façon suivante. Nous calculons les
valeurs propres et les vecteurs propres associées à celles-ci pour la matrice J(o,o).
La matrice des vecteurs propres est
3+ — 3±3
—
(1±3)(2+J3)2 (1±)(2+)2
(3.4.14)
/ (3+/3)2p —. / (3±3)2p
i (1+3)(2+
Z\/ (1+)2(2±)2
Et son inverse est
—. / (3+)2pZ\/ (1+)2(2+)2
=
. (3.4.15)
• f (3+3)2p 3+3
V (1÷)2(2±,3)2 (1÷)(2+B)2
Ainsi, nous pouvons transformer le système réel en un système complexe afin de
trouver la transformation
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tx (zN tx\
I I = P I — I I — I = P I I . (3.4.16)
\\Y) \\Z) \\ZJ \\Y)
D’où,
Z
=
(3.4.17)
Nous prenons comme changement de variables
Xi=Re(Z)
=
(3.4.18)
Yj=Im(Z) =
___
__
Et NOUS posons w
= I j. Après avoir appliqué cette transformation,
nous avons donc le système
2
— (J3+1)(/3+2)2 1, (3.4.19)
où
2 (3.4.20)y (I3+1)(+2) x1 —
— 3+3 2•
Après avoir effectué toutes ces opérations, nous obtenons
—
(f33)2 ((,s+2)p+(o+1)2x2 )Y2(_(/3+2)w+(p+1)Y2)
X2
—
(±1)2 (+2)2 ((+22w2_(+12 (+2)wY2+(+1)2 (2+3+1)Y)’
—
(—w±Y2+f3Y2) (_(8±2)2w3X2+t13+1)
2
—
W((/3+2)2W2_(/3±1)2 (3+2)wY2+(i3+1)2 (1+3/3+f32)Y2)
(3.4.21)
Pour écrire ces deux équations sous forme de séries, que nous pourrons ensuite
tronquer, nous utilisons la même technique qu’à la section 3.3 qui consiste à
modifier chacune des équations de la façon suivante:
= constante X
1
, (3.4.22)
denominateur \ 1 + n)
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où n sera un polynôme du second degré. Ensuite, nous utilisons le développement:
1
1—n+n2—n3+n4—... (3.4.23)
1+n
pour obtenir les séries. Cette étape a été réalisée à l’aide du logiciel Mathematica.
Ainsi, notre nouveau système est de la forme souhaitée $
X2 —wY2+O(X2,Y2J2), (3.4.24)
wX2+O(X2,Y22).
En posant
Z2 =X+iY,
ce système peut être mis sous la forme suivante
Z2 = iwZ2 + o(1Z21). (3.4.25)
En éliminant les termes non-résonnants, nous pouvons ramener cette équation
sous forme normale. Nous obtenons alors
Z3 = iwZ3 + c1Z + c2Z2 + ... (3.4.26)
Nous nous intéressons aux signes des parties réelles des coefficients de la forme
normale. Une fois le système 3.4.24 sous la forme précédente 3.4.26, la partie réelle
du premier coefficient est
(/3+1)3(/33+7/32+11!3+3)
Re(ci)
= 8(3 + 3)2
(3.4.27)
Ce résultat a été obtenu à l’aide de Mathematica et vérifié ensuite avec la formule
de la partie réelle de c1, laquelle est connue et se trouve dans [GH}. Nous nous
rappelons que la trace est nulle pour des valeurs de < —3. Nous l’observons à
la figure 3.4.1. Par conséquent, nous aurons
Re(ci) = O 33 + 732 ± 11/3 + 3 0. (3.4.28)
Nous observons, à la figure 3.4.2, que ce polynôme possède une racine /3 < —3.
Nous obtenons donc
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D’où, le signe de Re(ci) est
n
<0
Re(ci)
= 0
>0
si —3> /3> if’
si ,8 = /3*
si /3 <if’.
Comme Re(ci) = O dans notre domaine, nous aurons une bifurcation de Hopf
d’ordre deux. Nous devons donc trouver le signe de la partie réelle du coefficient
c2 de la forme normale, notée Re(c2), à cet endroit.
La formule permettant de déterminer Re(c2) a été trouvée à l’aide d’un pro
gramme réalisé avec Mathematica. Ce programme a été validé avec six systèmes
dont le résultat pour Re(c2) est connu. Les systèmes utilisés sont
Re(ci) = O /3* —4, 866.
FIG. 3.4.2. Endroits où /3 + 7/32 + 11/3 + 3 = 0.
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± —y — 10x2 + 5xy + y2, (3.4.29)
x+x2—25xy.
±
=
—y — 10x2 + (5 ± 6)xy + y2, (3.4.30)
= x+x2—(25+96)xy.
—y — (w ± 6 — c)x3
— ( — 3i)x2y — (3w — 36 + 2)xy2 — (i — v)y3,
z + ( ± u)x3 + (3w + 36+ 2)z2y ± ( — 3)zy2 + (w — 6— )y3.
(3.4.31)
y, (3.4.32)
= z + b1x2 + b2Xy + b3y2 + b4z3 + b5x2y + b6xy2.
± = —y + ax2 + (b + 2d)zy + cy2 — y(x2 + y2), (3433)
= z+dz2+(e—2a)zy—dy2+x(x2+y2).
± —y + az2 + bxy + ey2 — y(x2 + y2), (3434)
= x±cz2±dzy+x(x2±y2).
Ainsi, en utilisant le programme pour le système 3.4.24, nous avons trouvé que
Re(c2) — (7 52X102 + 2O2) <0 lorsque Re(c;) = 0. (3.4.35)
Dans ces conditions, la théorie nous prédit le comportement décrit à la figure 3.4.3.
Ainsi, comme nous pouvons le remarquer à la figure 3.4.3, au-dessus de la courbe
où la trace est nulle, le point singulier est répulsif alors qu’en dessous, il est at
tractif. En (e), nous obtenons un cycle limite attractif de l’extérieur et répulsif
de l’intérieur. Une fois que nous sommes passés par la position (e), c’est-à-dire
la courbe des cycles limites doubles, nous avons la situation (U). Nous obtenons
dans ce cas deux cycles limites dont l’un est répulsif et l’autre attractif. Ensuite
en traversant la courbe où la trace est nulle, nous sommes dans le cas (e) et nous
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trace > O
n’avons plus qu’un seul cycle limite lequel est attractif.
trace = O
3.5. ETUDE DU POINT SINGULIER DOUBLE LORSQUE LES PARA
MÈTRES SONT SUR Sd ET QUE ,6 < —2
Dans cette section, nous étudions le point singulier double
— 4 2 2p( ±2) 3 5 1
2 )‘
afin de déterminer son type suivant les différentes valeurs de paramètres. Ce point
existe lorsque 3 < —2 et que les paramètres sont sur : = 4/32.
Re(cl) < O
(e)
Re(cl) >
(a)
r
(b)
trace <O
(c)
FIG. 3.4.3. Résumé du comportement local des cycles limites pré
dit par la théorie.
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Nous considérons le système 3.1.1. Comme nous sommes sur Sd, il est possible
d’éliminer le paramètre 6 puisque S = 44p2. La matrice jacobienne de ce système
évaluée en (X*, Y*) est la suivante
f p(4+i3) 4
M(x*,Y*) I _432 ) (3.5.2)
O)
Nous avons donc une valeur propre nulle et une autre non-nulle dont la valeur
est Ainsi, lorsque /3 —4, le point singulier (X*, Y*) est un col-noeud.
Ce dernier est répilisif si /3 < —4 car, dans ce cas, la valeur propre non-nulle
est positive. Alors que pour —2 > /3 > —4, la valeur propre étant négative, le
col-noeud est attractif.
Examinons maintellant le cas /3 = —4 pour lequel nous avons deux valeurs propres
nulles. Nous ramenons la singularité à l’origine en posant
xi=x_x* x=x1+x*,
(3.5.3)Y1=Y_Y* Y=Y1+Y*.
Nous obtenons alors un nouveau système en X1 et Y1
—
— X2 — (+Xi)2((—16+4c)p+Yi)1
— 4 P 1 1_4(+Xi)+a(+Xi)2
‘ ( 4
— — —
—n— + (+Xi)2(j(—16+4c)p+Yi)1
—
1_4(+X1)+cL(+X1)2
En utilisant les séries de Taylor comme nous l’avons fait à la section précédente,
nous obtenons le système suivant
—
— (—$+a)p y2
—
l6p y3 16 y2v i 16(—16+3a)p y4
—
—4+ ‘1 E-’-1 1 (_4+Œ)21 .1 (—4+cL)2 1’
_(4)2XiYl +
... (3 5)
—
4p y2 16 y3 16 y2v 16(16—3a)p y4
Ii
—
+
— (_4+a)21 11 + (_4+)2
+(4)2XlYl +
La matrice jacobienne, évaluée en (O, O), de ce système
J(o.o) = (o (3.5.6)
\O O)
67
n’est pas diagonalisable car O. Cette dernière est donc une matrice de Jor
dan et nous avons une bifurcation de Bogdanov-Takens si /3 = —4.
Pour la suite des calculs, nous conserverons que les termes d’ordre inférieur ou
égal à quatre. Les termes d’ordres supérieurs n’influencent pas nos résultats.
Nous voulons mettre le système 3.5.5 sous la forme suivante afin d’étudier la
bifurcation de Bogdanov-Takens
x1= (3.5.7)
Y2
= AX?+Bx1Y2+...
Posons
Y2 = — X1 + (_4)2XiYl + (44)2Xl — (4)2XlYl,
= F(X1,Y1).
(3.5.8)
D’où, le système 3.5.5 devient
-‘7
= ‘2, (3.5.9)
8F jr 8F7
= -“-1 7’1
Or, nous devons exprimer Yy en fonction de X1 et de Y2. Par le théorème des
fonctions implicites, nous savons qu’un tel développement existe. En isolant Y1
dans Y2 = F(X1, Y1), nous trouvons
y (—8+a)p v-2 l6p y3 l6(—l6+3c)p y4
2 +
—4+ 1 +
— (—4+a)2
‘1
+ 16 X2 — 64 X34—c’ (—4+c)2 1 (—4+c)2 1
En utilisant les séries de Taylor tronquées, dont la méthode a été décrite aux
sections précédentes, nous avons trouvé à l’aide de Mathematica
Y1 = (8 — a)pX
— 16pX + 32pX + (4 — c)Y2
— 16X?Y2 + 64XY2. (3.5.11)
En remplaçant Y1 dans le système 3.5.9, nous obtenons
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V
— 12,
4P y2 2p(a_8) y y 16p y3 16(1+3(—4+a)p) v2-v 32 y v212
— (a_4)21
— c—4 “1’ 2 (a_4)2”1
— (Œ—4)2 /i 12 — i’1’ 2
64(—7+c)p yi. 32(2+(—4O±7o3p v3’ 192 y2v-2+ (—4+) k1 + (—4+a)2 1 12 + 2
(3.5.12)
Comme (_4)2 le coefficient de X?, est toujours positif, nous avons un point
double. Le coefficient de X1Y2 dont la valeur est _28) est non nul pour a 8.
Ainsi, dans ce cas, nous avons une bifurcation de Bogdanov-Takens. Le signe du
coefficient de X1Y2 dépend de a. Comme nous avons fixé précédemment /3 = —4,
nous avons a> 4. Ainsi, nous obtenons
<0 sia>8,
— 8)
= O si a = 8, (3.5.13)
a—4
>0 si4<a<8.
Donc, pour a> 8, la bifurcation de Bogdanov-Takens donne naissance à un cycle
attractif; tandis que pour 4 < a < 8, elle fait naître un cycle répulsif. En effet, le
théorème de Bogdanov-Takens prédit le comportement de cette bifurcation. Nous
retrouvons ce résultat dans [Bo], [CLV.T] et [GHj.
On considère le système de la forme suivante
= y,
(Vs) (3.5.14)
= ax2 + bzy +
avec a > 0. Pour connaître ce qui se passe dans la bifurcation de Bogdanov
Takens, on plonge le système u0 dans la famille à deux paramètres w. On perturbe
le point singulier dollble.
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[X = Y,(w,) (3.5.15)
= + 2Y + ai2 + bxy +
On appelle w, un déploiement de u0. On a une famille u6 telle que V66=O = u0.
Le théorème de Bogdanov-Takens nous dit qu’il existe un petit voisinage U* de
l’origine dans l’espace des paramètres, il existe un petit voisinage V de (O, O) dans
R2 et il existe
h:U* R2
s F—* h(s) = (1(E),2(E))
tel que sur V, u6 est topologiquement équivalent à w). Le théorème de Bogdanov
Takens prédit le comportement décrit à la figure 3.5.1 pour w, lorsque b> O.
Pour le cas b < O, on a un diagramme similaire. On peut l’obtenir de celui pour
le cas b > O en effectuant la transformation suivante
(x, y, t,
,) ‘ (x, —y, —t, 1, —[12).
La figure 3.5.1 présente les comportements prédits par la théorie. Nous discute
rons plus en détails au chapitre suivant de la signification pour notre système.
Pour le cas c = 8, nous avons un cusp d’ordre trois et il faut poursuivre les calculs
pour connaître les termes d’ordre supérieur de la forme normale. Le système 3.5.12
devient donc avec c = 8
Y).
=
— pXf — (1 ± 12p)XY2 — 8X1Y2 + pX + 2(2 + 16p)XfY + 48X2.
(3.5.16)
Nous modifions le système afin de mettre un comme coefficient au terme en X?
dans Y. Nous utilisons pour ce faire la transformation suivante
Y2=Y3.
Y4,
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Sd
Boucle homodlinique
Col noeud
répulsif
((C
Bifurcation de
Bogdanov—Takens
Col noeud
attractif
FIG. 3.5.1. Bifurcation de Bogdanov-Takens pour b> 0.
4v
= p
‘ (3.5.17)
D ‘où
X3 Y3,
= -
- ( + ) XY - (3.5.18)
Nous voulons mettre le système sous la forme
(3.5.19)
= X+c3oX!+c4oX+csiXY4+...
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afin de déterminer le coefficient de XY4. Du système 3.5.18, nous devons éliminer
d’abord les termes de la forme X3Y32 et XY3. Les changements de coordonnées
normalisants nous permettent d’éliminer certains termes [GH]. Nous avons un
système de la forme
y, (3.5.20)
z2 + a30x3 + a21x2y + a12xy2 + a40x4 + a31x3y + a22x2y2 +.
Nous introduisons un changement de coordonnées
(x, y) = (X, Y) + h(X, Y)
dans ce système avec h homogène de degré r. La modification induite L(h(X, Y))
dans le système 3.5.20 au niveau des termes de degré r est donnée par
(o i” tX”\ (o i’\
L(h(X,Y)) = Jac(h(X,Y)) I I I I — I I h(X,Y). (3.5.21)
\0 0) \Y) \\O 0)
Comme L est linéaire, il suffit de calculer les images des éléments d’une base.
Nous avons les possibilités suivantes. Si nous avons un changement avec h h1,
où
(jyj\\
h1(X,Y)
= I
\\0)
les termes induits dans le système par ce changement sont donnés par
tiXi—’Yi+l
L(h1(X,Y)) = I
o
Ainsi, nous modifions les termes de la première équation seulement. Tandis que
si nous avons un changement avec h = h2, où
\\XY2)
nous modifions les termes du système de la façon suivante
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t —xiYJ
L(h2(X,Y))z=
Par ce changement, nous modifions les termes des deux équations. Donc, nous
observons qu’en utilisant des changements de la forme h1(X, Y) et h2(X, Y), nous
ne pouvons pas nous débarraser du terme en XY3 dans le système 3.5.18. Nous
allons utiliser un changement de variables de degré deux lequel n’aura aucune
influence sur les termes de degré deux mais aura une influence sur les termes de
degré trois
X3 = X4 + AX4Y4, (3522)
Y3 = Y+A2.
Toutefois avec un tel changement de variables, nous introduisons un terme en X
non désirable dans Nous devons l’éliminer. Ainsi, nous prenons la transfor
mation:
X3 = X4+AX4Y4, (3523)
Y3 = Y4+AY+CX.
De cette manière, nous n’avons plus de termes XY4 dans . Pour enlever le
terme en X3Y32 de , nous utilisons les opérateurs décrits précédemment. En
ajoutant un terme D XY4 à Y3 dans la transformation 3.5.23 nous éliminons
le terme en X3Y32 de si D est bien choisi. Cependant, nous introduisons un
terme de la forme XY4 dans )4 que nous enlevons en ajoutant un terme B X
à X3 dans la transformation 3.5.23 avec B choisi correctement. Un terme en
est alors présent dans l’équation X4. Nous ajoutons un terme E X2 à Y3 afin
de le faire disparaître lorsque E est choisi adéquatement. Ainsi, après toutes ses
considérations la transformation globale est de la forme $
X3 = X4 + AX4Y + BX, (3 5 24)
Y3 = Y4+A2+CX+DXY4+EX2.
Il nous reste à déterminer les coefficients appropriés A, B, C, D et E afin de
trouver le coefficient en X43Y4 de la transformée du système 3.5.18. Nous pouvons
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exprimer le système de deux manières différentes. Nous les soustrayons l’une de
l’autre et nous posons les coefficients à annuler égaux à zéro. De cette façon, nous
trouverons les constantes de la transformation précédente. Ainsi, pour la première
équation, nous avons
expTessionl = X3
—
+
(-A+C)X+(-Ac3o+E)X2+(-3B+D)XY4+...
(3.5.25)
Comme, nous voulons éliminer les termes en X, X2 et XY4, nous obtenons
D
A=C, et E=Ac30.
Nous effectuons la même chose avec la deuxième équation
expression2 = — tX4+,
_16P2_c3oP3X3 — 16+192P±3CP22y
— (9D +
—5184p8 $i (23—c4o —D)p’° y4 256+2048p—48Ap2 —(2Ac3o+c31 +4E)p3 y3v
—
$1p1° p3 ‘ 4t4
(3.5.26)
En éliminant les termes de la forme XY4 et X4Y2, nous avons
c=_16(1+12
et
3p2 p2
D’où, nous trouvons $
A16(l+l2p) et E=_16c30t1121.
3p 3p 3p
À l’aide des termes en X, X et XY4 de l’expression2, nous trouvons respecti
vement les coefficients c30, c40 et c31
16 256 1024
=
——‘ C40 =
—;j- et C31 =
— 2
p 3p p
Par conséquent, le nouveau système est
Y4, (3.5.27)
Y4
Maintenant, nous voulons enlever tous les termes en X4 sauf celui de degré deux.
Autrement dit, nous ramenons le système sous la forme $
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X5 Y5, (3.5.28)
= X+d31XY5+...
Posons
f(X4)_X2_X+X+...
— 4 p
Ainsi, nous avons le système $
X4 Y4, (3.5.29)
= f(X4)-l4X!Y4+...
Prenons
F(X4) = ff(z)dz,
X3
-
-
— 3 — + + ..., (3.5.30)
X3
-
— 3 -X4+X+...),
ce qui est équivalent à
dF
= f(X4).
Posons
X5 = (3F(X)) = X4 + o(X4) = g(X4).
D’où, le système devient
- --)4,dt
— dX4
(3F(X4))f(X4)Y4, (3.5.31)
— f(X4)
— 14XY4+o(X5,Y4).dt
—
Nous devons faire une modification sur le temps dans le système. Ainsi, nous
divisons le système par
(3F(X4))f(X4) = 1+ O(X4D 1+ O(X5).
Donc,
Y4,dT —
— (3F(X4))
dT
— f(X4) (f(X4) — 1XY4 + ...), (3.5.32)
2
= (3F(X4)) (3F(X4)) ‘°24X3Y4 +f(X4) 5
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Comme
(34 1 + O(1X51),
le coefficient de XY4 ne change pas en faisant cette transformation. De plus, nous
avions X5 = (3F(X4)). Nous obtenons alors le système sous la forme désirée
dX5
—
-xy
—
14dT (3.5.33)
= X-4XY4+o(IX5,Y44).
Nous constatons que le coefficient de XY4, celui qui nous intéresse, est de signe
négatif. Le théorème de Dumortier, Roussarie et Sotomayor, [DRS] et. [CLWj,
nous prédit le comportement du système. En effet, nous avons un système de la
forme
(3.5.34)
= x2+a31x3y+o(jx,y4)).
De manière analogue au cas de la bifurcation de Bogdanov-Takens, pour connaître
le comportement du système autour du cusp d’ordre trois, on plonge le sys
tème 3.5.34 dans la famille à trois paramètres suivante
(3.5.35)
= bL1+I2Y+IL3XY+X2+X3Y.
Ainsi, on perturbe le point double pour étudier son comportement. Le théorème
de Dumortier, Roussarie et $otomayor, nous indique de quelle façon le système
se comporte au voisinage de l’origine pour de petites valeurs de paramètres. Le
diagramme de bifurcation de la famille 3.5.35 est un cône lequel est formé par
l’intersection de trois surfaces entre elles la bifurcation de Hopf, la boucle homo
clinique et la surface de double cycle. Le graphique 3.5.2 montre ces trois surfaces
de bifurcation.
On coupe le cône avec une sphère. En enlevant un point de la sphère, on obtient
la figure 3.5.3 sur laquelle
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FIG. 3.5.2. Graphique des surfaces de bifurcations.
(Hj $ bifurcation de Hopf répulsive avec Re(ci) > O
(Hj : bifurcation de Hopf attractive avec Re(ci) < O
(BH+) : boucle homoclinique répulsive avec Trace > O au point de selle
(BHj boucle homoclinique attractive avec Trace < O au point de selle
(H2) bifurcation de Hopf d’ordre deux avec Re(c1) = O et Re(c2) <O
(3H2) : boucle homoclinique d’ordre deux avec Trace = O au point de selle
(DC) $ courbe de double cycle
(C) : point d’intersection entre la bifurcation de Hopf d’ordre un
et la boucle homoclinique d’ordre un
(BTj bifurcation de Bogdanov-Takens avec le coefficient de xy positif
(BTj $ bifurcation de Bogdanov-Takens avec le coefficient de xy négatif
(CNj : col-noeud réplllsif
(CNj col-noeud attractif
[L3
[Li
FIG. 3.5.3. Diagramme de bifurcation avec portraits de phase dans
les régions ouvertes pour le cusp d’ordre trois.
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Plus loin, nous discuterons plus en détails de la signification pour notre système.
Chapitre 4
MODÈLE $UGGÉRÈ POUR LE DIAGRAMME
DE BIFURCATION ET LES PORTRAITS DE
PHASE DE NOTRE SYSTÈME
Dans ce chapitre, nous présentons une synthèse de tout ce que nous avons trouvé
sur notre système et ses points singuliers. L’ensemble des calculs a été fait aux
endroits où nous possédions de l’information, c’est-à-dire principalement sur les
surfaces de bifurcation S et 8d Les résultats sont résumés aux tableaux 4.1.1
à 4.1.3. Dans un premier temps, nous présentons un diagramme de bifurcation
et les portraits de phase pouvant s’appliquer à notre système et découlant des
informations obtenues sur les points singuliers. Dans un deuxième temps, nous
discuterons de l’interprétation biologique de certains portraits de phase.
4.1. RÉsuMÉ DES INFORMATIONS DÉJÀ CALCULÉES
Résumons toutes les informations que nous avons jusqu’à maintenant sur le sys
tème de départ
—
mjx
TX, k) ax2+bz+1’
—
—d “ .dt + ax2+bx+1)
avec T, k, d, c, ni et a des constantes positives. Nous avons choisi de considérer
le cas où b < O. Nous avons effectué un changement d’échelle sur les paramètres
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ce qui nous a permis de poser m = k = c Ï dans le système 4.1.1. Nous avons
donc considéré le système suivant
dX
—
y(-j y\ YX2
dT P aX2+X+i’
4Y_ yf X2
dT — X2+X+i)
dont la matrice jacobienne évaluée au point (X, Y) est
2 x XY(f3X+2) —X2f p p — (aX2+t3X+1)2 cX2+PX+1
XYCBX+2) x2
(aX2+/3X+1)2
—
cX2+/3X+1
Nous avons obtenu deux conditions sur les paramètres
24<O et c+4+1>O.
Ensuite, nous avons trouvé trois surfaces de bifurcation dans l’espace des para
mètres.
• ($) la surface des paramètres pour lesquels un point singulier passe par (1, 0):
1
=
• ($d) la surface des paramètres pour lesquels nous avons un point double
4
= 4 —
• (H) la surface de bifurcation de Hopf dont le dessin se trouve aux figures 3.2.9
à 3.2.14.
Nous avons étudié les points singuliers du système pour les valeurs de paramètres
choisis sur les surfaces ci-haut. De plus, la théorie, notamment les théorèmes de
Bogdanov-Takens [Bol et de Dumortier, Roussarie et Sotomayor [DRS], nous
a permis de prédire la présence de d’autres surfaces de bifurcation telles que la
surface de boucle homoclinique et celle de double cycle. Cependant, il reste à
vérifier que la courbe de boucle homoclinique a bien la forme qui apparaît aux
figures 4.3.1 à 4.3.8 et, plus particulièrement, si elle est présente seulement pour
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/3 < /3o avec /3 < —3. Un autre point reste à terminer concernant le calcul de la
bifurcation de Hopf: il faut montrer qu’elle est toujours au plus d’ordre deux avec
Re(c2) < 0. Nous savons que c’est le cas en deux endroits, soit lorsque la bifurca
tion de Hopf d’ordre deux se produit sur $ et aussi au voisinage du cusp d’ordre
trois. Le diagramme de bifurcation que nous proposons est le plus simple possible
recollant ces deux contraintes on suppose que l’ensemble des paramètres où se
produit une bifurcation de Hopf avec Re(c1) O est connexe et que l’inégalité
Re(c2) < O y est toujours vérifiée.
Par ailleurs, il serait utile de faire une synthèse des informations obtenues jusqu’à
présent afin de tracer une esquisse des portraits de phase pour les différentes ré
gions définies par les surfaces de bifurcation dans l’espace des paramètres. Ainsi,
nous résumons nos résultats aux tableaux 4.1.1 à 4.1.3.
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Points singuliers Information pour $y
(0, 0) Toujours un point de selle.
(1, 0) Pour /3 —2 (point double)
si O > /3> —2, col-noeud attractif.
si /3 < —2, col-noeud répulsif.
Pour /3 —2 (point triple)
noeud attractif.
(41)) Ce point existe pour /3 < —2.
• Étude du signe de Trace(Mt p(—1)_1)’\)
—1’ (a6—1) )
<0 si1+4/3+4/32+/33—c(/3+3)<0
Trace O si 1 +4/3+4/32 + /33 — c(/3 + 3) = O
>0 si 1+4/3+4/32+/33—c(/3+3) >0
Pour trace < 0, noeud ou foyer attractif.
Pour trace> 0, noeud ou foyer répulsif.
Nous avons trace O et 4 — /32 < o seulement
pour /3 < —3.
• Bifurcation de Hopf d’ordre 1 sur $
1+413+4132+/33
— i
—
cr(J3+3)
—
Étude du signe de Re(ci) pour /3 < —3
R (1+t3)3C83+7/32+11/3+3)ec11
—
8(13+3)2
Re(ci) = O < /3* —4, 866
<0 si_3>/3>/3*,
Re(ci)
= O si /3 /3*
>0 si8<,8*.
• Bifurcation de Hopf d’ordre 2 sur S
) 3
—
1+4/3+413-+5
— 1
— a(/3+3)
— +/3±1 I —
Re(c2) — (7.52x1o_2+211o2P) < o
Double cycle avec le cycle intérieur répulsif et le
cycle extérieur attractif.
TAB. 4.1.1. Résumé de l’information sur les points singuliers
lorsque les paramètres sont sur
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Points singuliers Information pour 3d
(0, 0) Toujours un point de selle.
(1, 0) Toujours noeud attractif.
(_2 2P(13±2)) Point double
• Étude du signe de la Trace(M( 2pc+2r’,)
2 )
<0 si43>—4,
Trace =
= 0 si 43 = —4,
>0 si43<—4.
Pour 43> —4, col-noeud attractif.
Pour 43 < —4, col-noeud répulsif.
• Bifurcation de Bogdanov-Takens sur
43=—4
Nous avons un système de la forme
y
= Az2+Bxy
avec A > O et
<0 sic>8,
B
— 2p(c—B)
——
=0 sia=8,
>0 si4<a<8.
Pour 4 < a < 8, cycle limite répulsif.
Pour ci > 8, cycle limite attractif.
• Cusp d’ordre 3 sur $d si 43 = —4 et = $
Nous avons un système de la forme
y
= x2+Cx3y
avec C = <0
Le cycle limite intérieur est répulsif et le cycle li
mite extérieur est attractif.
TAB. 4.1.2. Résumé de l’information sur les points siilgilhiers
lorsque les paramètres sont sur
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TAB. 4.1.3. Résumé de l’information sur les points singuliers
lorsque les paramètres sont pris hors des surfaces $ et Sd
4.2. BIFuRcATIoN DE BOUCLE HOMOCLINIQUE
Pour pouvoir décrire le diagramme de bifurcation, il nous manque un ingrédient:
la bifurcation de la boucle homoclinique. Nous la décrirons de manière très suc
cinte. On a une bifurcation de boucle homoclinique quand la variété instable d’un
point de selle coïncide avec la variété stable.
La boucle elle-même peut être attractive, répulsive ou neutre. Si la trace de la
matrice jacobienne au point de selle est négative, la boucle homoclinique est at
tractive (figure 4.2.2 (a)). Si elle est positive, la boucle homoclinique est répulsive
(figure 4.2.2 (b)).
(a) attractive (b) répulsive
Points singuliers Information en dehors de S et Sd
(O, O) Toujours point de selle.
(1. 0) Pour 6> noeud attractif.
Pour 6 < point de selle.
-
FIG. 4.2.1. Boucle homoclinique.
FIG. 4.2.2. Types de boucles homocliniques.
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On a, dans ces cas, une bifurcation de codimension un. Si la trace est nulle,
on ne peut pas conclure sans information additionnelle et la bifurcation est de
codimension supérieure ou égale à deux. Donnons le diagramme de bifurcation
d’une boucle homoclinique de codimension un.
FIG. 4.2.4. Diagramme de bifurcation pour la boucle homoclinique répulsive.
Dans notre diagramme de bifurcation, nous verrons également apparaître une
boucle homoclinique de codimension deux (elle apparaît entre autre dans le dé
ploiement du cusp d’ordre trois).
Pour avoir une boucle homoclinique de codimension deux, on doit avoir
i) la trace au point de selle est nulle
ii) dans ce cas, l’application de premier retour P: —f E au voisinage de la
boucle homoclinique est de classe G’. On suppose E paramétré par z et z = O
correspond à la boucle. Le fait d’avoir une boucle homoclinique correspond à
P(O) O. La condition garantissant que la boucle est de codimension exactement
égale à deux est P’(O) # 1.
FIG. 4.2.3. Diagramme de bifurcation pour la boucle homoclinique attractive.
/
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Dans notre diagramme de bifurcation, on aura le cas P’(O) > 1, c’est-à-dire la
boucle est répulsive. Nous donnons sans plus de discussions I.e diagramme de bi-
furcation.
BU *
4.3. DIAGRAMME DE BIFURCATION DU SYSTÈME
À partir de ces informations et de la théorie [CLW], [DRSI et [Bo], il est possible
de situer les différentes surfaces de bifurcation dans l’espace des paramètres. Nous
pouvons également y tracer des modèles de portraits de phase pour chacune des
régions délimitées par ces surfaces. À chacune de ces régions, nous associons un
numéro correspondant au modèle de plan de phase réalisé pour ces paramètres.
L’ensemble des portraits de phase, identifiés par leur numéro, se trouvent aux
figures 4.3.9 à 4.3.12 où ils sont classés selon la codimension. Comme précédem
ment, pour représenter les surfaces de bifurcation nous fixons /3 et nous regardons
ce qui ce passe dans le plan c5.
BU —
FIG. 4.2.5. Diagramme de bifurcation pour la boucle homoclinique
de codimension deux.
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Premièrement, pour O > > —2, nous avons la surface S et celle de la bifurca
tion de Hopf (H). Le graphique 4.3.1 représente cette situation.
D’abord, il y a toujours un point de selle à l’origine. En plus au plan de phase
no4, nous avons un noeud attractif en (1, 0). Lequel devient un col-noeud attractif
pour les paramètres qui sont sur S1, no25, avant de devenir un point de selle
pour les paramètres sous S, nolO et noli. Pour ces paramètres, il y a un autre
point singulier qui est situé dans le premier quadrant. Au plan de phase nolO ce
point est un noeud ou un foyer attractif. Mais dès que les paramètres passent la
bifurcation de Hopf, un cycle limite attractif naît et le point singulier devient un
foyer ou un noeud répulsif.
4
—
10
FIG. 4.3.1. Graphique des courbes de bifurcation avec les portraits
de phase pour 0> 8> —2.
Deuxièmement, pour = —2, comme nous pouvons le voir sur le graphique 4.3.2,
nous avons les mêmes surfaces de bifurcation qu’en O > 3 > —2, c’est-à-dire S
et la bifurcation de Hopf (H). Les modèles des portraits de phase sont aussi très
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semblables : seul celui correspondant à la situation où les paramètres sont sur
31 diffère. En effet, nous avons un noeud attractif en (1, 0) (point triple) plutôt
qu’un col-noeud attractif.
si
4
L.
-
FIG. 4.3.2. Graphique des courbes de bifurcation avec les portraits
de phase pour /3 = —2.
À partir de maintenant, c’est-à-dire pour 3 < —2, nous avons une nouvelle courbe
de bifurcation dans le plan ci.6 $d (elle était confondue avec en /3 = —2).
Troisièmement, pour —2 > /3 —3, nous avons les trois surfaces de bifurcation
suivantes : S, 8d et la bifurcation de Hopf (H). Elles sont représentées au gra
phique 4.3.3.
L’origine est toujours un point de selle. Dans ce cas-ci, les portraits de phase
ne diffèrent pas des situations précédentes pour les paramètres qui sont sous
Par conséquent, nous ne répèterons pas leur description. Au portrait de phase
no4, nous avons un noeud attractif en (1, 0). Ensuite, pour les paramètres qui se
trouvent sur Sd, no2l, nous avons un point double, lequel est un col-noeud at
tractif, dans le premier quadrant. Une fois cette courbe de bifurcation traversée,
il se scinde en un point de selle et un noeud ou un foyer attractif (no7). Par la
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suite, pour les paramètres qui sont sur $, le point de selle passe par (1, 0). Ainsi,
nous avons 1111 col-noeud en (1,0) et un noeud ou un foyer attractif dans le premier
quadrant (no9). Puis sous S1, la situation est la même que le cas précédent.
ô -•-•—- S1 —H
4
21
7
- 10
FIG. 4.3.3. Graphique des courbes de bifurcation avec les portraits
de phase pour —2 > ,6> —3.
Dès à présent, pour i < —3, $ et la courbe de la bifurcation de Hopf s’inter
sectent. Le point d’intersection vient de l’infini. De plus, nous faisons les dessins
comme si la courbe de la boucle homoclinique apparaissait, sa présence étant
nécessaire autour de la bifurcation de Bogdanov-Takens tBo] et du cusp d’ordre
trois [DRS]. Par contre, il faudrait vérifier à partir de quelle valeur j3 < —3
elle apparaît et de quelle forme est cette courbe. La forme qui est dessinée sur
les graphiques suivants n’est qu’une hypothèse qui est vérifiée au voisinage de
= —4 et c = 8. Sa présence dès /3 < —3 est aussi une supposition.
Quatrièmement, pour —3 > /3 > —4, le graphique 4.3.4 donne la situation. La
courbe Sd est présente. Il en va de même de $ et de la bifurcation de Hopf (H)
qui se croisent. Nous supposons que la courbe de la boucle homoclinique (BH)
apparaît dès maintenant.
$9
-
Sd
s1 —H
BH
4
7
6
FIc. 4.3.4. Graphique des courbes de bifurcation avec les portraits
de phase pour —3 > t3> —4.
Encore une fois, l’origine est toujours un point de selle. Une très grande partie
de ce diagramme de bifurcation est semblable au précédent. Ainsi, nous ne dé
crirons que ce qui est différent. Rappelons-nous qu’au nof, nous avons un noeud
attractif en (1, 0) ainsi qu’un point de selle et un noeud ou un foyer attractif dans
le premier quadrant. Dans les cas que nous avons vus auparavant, les paramètres
devaient nécessairement traverser $. Or, une autre possibilité s’offre : traverser
la bifurcation de Hopf (no6). De cette façon, un cycle limite attractif naît et à
l’intérieur de ce dernier nous avons un foyer ou un noeud répulsif. De pius, le
point de selle est toujours présent dans le premier quadrant et nous avons un
noeud attractif en (1, 0) (nol). Par la suite, du cycle limite, il y a évolution vers
une boucle homoclinique attractive en traversant la bifurcation de boucle homo-
clinique (no2). Une fois que les paramètres ont passé cette courbe, nous avons un
point de selle et un noeud ou un foyer répulsif dans le premier quadrant (no3). Les
autres points singuliers n’ont pas changé. Lorsque nous étions au plan de phase
nol, nous avions aussi la possibilité que les paramètres passent par S. Dans cette
optique, le point de selle passe par (1, 0). y a alors un col-noeud en (1, 0) et
un cycle limite attractif dans le premier quadrant (nol2). Pour ce qui est des
paramètres sous S1, les points critiques évoluent de la même façon que dans les
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cas précédents.
Cinquièmement, pour 3 = —4, nous avons toujours la présence de S, Sd, la
bifurcation de Hopf (H) et la bifurcation de la boucle homoclinique. Toutefois,
lorsque = —4, c 8 et que les paramètres sont sur $d, nous avons une bifur
cation de Bogdanov-Takens (BT). Si 4 < ci < 8, nous avons un BT répulsif et
si Œ > 8, il est attractif. Quand c 8, nous avons un cusp d’ordre trois. Nous
supposons la forme de la courbe de la boucle homoclinique. Ainsi, nous obtenons
le graphique 4.3.5.
Nous obtenons toujours un point de selle en (0, 0). Comme nous avons déjà décrit
les points singuliers pour les paramètres se trouvant sur et au-dessous de $, nous
nous attarderons à ce qui se passe autour du cusp d’ordre trois (no32). Com
mençons par le plan de phase no4, où nous avons un noeud attractif en (1, 0).
Nous traversons la bifurcation de Bogdanov-Takens (no8) - Au plan de phase no7,
nous avons un noeud attractif en (1, 0) ainsi qu’un point de selle et un noeud ou
un foyer attractif dans le premier quadrant. Après avoir franchi la bifurcation
de Hopf dans l’espace de paramètres, un cycle limite attractif naît à l’intérieur
duquel nous avons un foyer ou un noeud répulsif. Lorsque les paramètres sont
sur 3H, no2, une boucle homoclinique attractive se forme. Par la suite nous
avons un point de selle et un noeud ou un foyer répulsif dans le premier quadrant
(no3). Pendant toutes ces transformations la nature du point (1, 0) ne change pas.
Pour les valeurs de 3 < —4, nous avons une autre courbe, la courbe de double
cycle (DC), qui s’ajoute à celles déjà présentes S, Sd, la birfucation de Hopf
(H) et la bifurcation de la boucle homoclinique (3H). En effet, sa présence est
prédite par le théorème de Dumortier, Roussarie et Sotomayor [DRS] autour du
cusp d’ordre trois. Nous nous rappelons que est la valeur de 3 pour laquelle
nous avons une bifurcation de Hopf d’ordre deux sur $. Les deux extrémités de la
courbe DC sont données par une bifurcation de Hopf d’ordre deux et une boucle
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3 ----- S1 —H
------3H
4
______
:E
FIG. 4.3.5. Graphique des courbes de bifurcation avec les portraits
de phase pour ,8 = —4.
homoclinique d’ordre deux (trace = O au point de selle).
Sixièmement, pour —4 > /3 > /3k, nous avons représenté les courbes de bifurca
tion au graphique 4.3.6. Dans ce cas-ci, la bifurcation de Hopf d’ordre deux est
au-dessus de Si.
L’origine est toujours un point de selle. Encore une fois, pour les valeurs de pa
ramètres qui sont sur et au-dessous de $, les portraits de phase ne changent pas
comparativement à ce que nous avions précédemment. Nous décrirons donc ceux
pour les paramètres qui sont au-dessus de $. Dans ces conditions, le point (1, 0)
est toujours un noeud attractif. Pour les paramètres sur 3d (nol3), nous avons un
col-noeud répulsif situé dans le premier quadrant. Ensuite, au portrait de phase
no3, ce point est scindé en un point de selle et un noeud ou un foyer répulsif à par
tir duquel naît un cycle limite répulsif lorsque la bifurcation de Hopf est franchie.
Le noeud ou le foyer à l’intérieur de ce cycle est attractif et nous avons toujours le
point de selle dans le premier quadrant (nolT). Les paramètres évoluent de façon
à ce qu’on traverse 3H. Nous pouvons le faire en passant par le no2O. Auquel
cas la boucle homoclinique est répulsive et elle contient un foyer attractif. Puis,
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5 S1 —H
----5H ------DC
17
- - - -
-
BH
-
31
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FIG. 4.3.6. Graphique des courbes de bifurcation avec les portraits
de phase pour —4> t3> 3*
par la suite, nous obtenons un point de selle et un noeud ou un foyer attractif
comme point singulier (no7). On peut traverser Hopf de nouveau, no6, et alors,
au nol, un cycle limite attractif naît du foyer. De plus, ce cycle entoure un foyer
ou un noeud répulsif. Le point de selle est toujours présent dans le premier qua
drant. En franchissant de nouveau 3H, no2, une boucle homoclinique attractive
est formée. Elle disparaît aussitôt au plan de phase no3 et nous nous retrouvons
dans la situation déjà décrite. À partir du portrait de phase nolT, nous aurions
pu franchir la 3H par le nol6. Dans ce cas, la boucle homoclinique est attractive.
À l’intérieur de celle-ci se trouve un cycle limite répulsif et un noeud ou un foyer
attractif. Ensuite, au plan de phase nol4, un autre cycle naît. Par conséquent,
nous avons deux cycles. Le cycle extérieur est attractif. Celui qui est à l’intérieur
est répulsif et il contient un foyer ou un noeud attractif. Si on traverse la courbe
de double cycle DC, nol5, les deux cycles se fusionnent ce qui nous donne un
cycle double dont l’extérieur est attractif et l’intérieur répulsif. Un foyer ou un
noeud attractif se trouve à l’intérieur de ce cycle. Une fois que les paramètres ont
passé cette courbe, nous sommes dans le cas du portrait de phase nof que nous
avons déjà décrit. À partir du plan de phase nol4, nous aurions aussi pu traverser
la bifurcation de Hopf (no2T), le cycle répulsif disparaît alors et nous revenons
S1 —H
----3H -DC
FIG. 4.3.7. Graphique des courbes de bifurcation avec les portraits
de phase pour t =
Le diagramme de bifurcation et les portraits de phase sont très semblables au
cas —4 > /3 > 3* En effet, seuls les plans de phase no6, no29 et no37 changent.
Les deux premiers disparaissent et le troisième est remplacé par le plan de phase
no38. Dans ce plan, nous avons un point de selle en (O, O), un col-noeud en (1, 0)
et un foyer ou un noeud attractif dans le premier quadrant. Nous ne commente
rons pas les autres portraits de phase puisque nous l’avons déjà fait dans le cas
4>5>/3*
Huitièmement, pour j3 < /3, la situation est représentée à la figure 4.3.8. Dans
ce cas, nous constatons que la bifurcation de Hopf d’ordre deux se situe sous la
surface S.
93
à la situation décrite au portrait de phase nol qui a été commentée précédemment.
Septièmement, pour /3 = /3*, nous avons le graphique 4.3.7. C’est pour cette va
leur de 3 que la bifurcation de Hopf d’ordre deux croise la surface S.
3H ±
4
3
12
10
11
cL
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FIG. 4.3.8. Graphique des courbes de bifurcation avec les portraits
de phase pour 3 < 5*•
Comme au cas précédent, la majorité des plans de phase ont déjà été commentés
pour —4 > ,@ > et leur description s’applique ici aussi. Par conséquent, nous
nous limiterons à la description de ceux qui sont nouveaux. L’origine est toujours
un point de selle. Nous commençons par le portrait de phase nol9 où nous avons
deux cycles limites dans le premier quadrant. Le cycle extérieur est attractif et
le cycle intérieur, répulsif. Ce dernier contient un foyer ou un noeud attractif. Le
point (1, 0) est un point de selle pour ces valeurs de paramètres. Nous avons trois
possibilités. Si les paramètres passent par Hopf, no28, le cycle limite intérieur
disparaît. Une fois la bifurcation traversée, nous avons le plan de phase noli,
c’est-à-dire un point de selle en (1, 0) et un cycle limite attractif à l’intérieur du
quel il y a un foyer ou un noeud répulsif. Par contre, si nous considérons plutôt la
surface DC, ‘ao35, les deux cycles se fusionnent et nous avons un cycle limite dont
l’extérieur est attractif et l’intérieur est répulsif. Un foyer ou un noeud attractif
est toujours présent à l’intérieur de ce cycle et le point singulier (I, 0) est encore
un point de selle. Une fois cette bifurcation passée, nous avons la situation nolO.
Plus précisément, le double cycle a disparu et nous avons un foyer ou un noeud
attractif dans le premier quadrant. Et là aussi, le point (1, 0) est un point de
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selle. f inalement, la dernière possibilité consiste à choisir les paramètres sur S.
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Dans cette situation, les cycles ne changent pas, c’est au point (1, 0) que tout se
produit. Rappelons-nous qu’au plan de phase nol9, nous avions un point de selle
en ce point singulier. Pour les paramètres qui sont sur $y, il devient un col-noeud
(nol8). Tandis que lorsque les paramètres sont au-dessus de Si, le col-noeud se
scinde en deux points. Nous obtenons alors un noeud attractif en (1, 0) et un point
de selle dans le premier quadrant. Les deux cycles que nous avions au plan de
phase nol9 sont également présents dans celui-ci.
(a) no 1 (b) no 3 (c) no 4 (d) no 7
(e) no 10
FIG. 4.3.9. Portraits de phase du diagramme de bifurcation pour
la codimension 0.
(f) no 11 (g) no 14 (h) no 17
(i) no 19
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(a) no 2 (b) no 6 (c) no 9 (d) no 12
(e) no 13
(i) no 20 (j) no 21 (k) no 23 (1) no 25
(m) no 26 (n) no 27 (o) no 28 (p) no 35
FIG. 4.3.10. Portraits de phase du diagramme de bifurcation pour
(f) no 15 (g) no 16 (h) no 18
la codimension 1.
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(e) no 30 (f) no 31 (g) no 33
(d) no 29
(h) no 34
(i) no 36 (j) 110 37
FIG. 4.3.11. Portraits de phase du diagramme de bifurcation pour
la codimension 2.
(a) no 32 (b) no 38
FIG. 4.3.12. Portraits de phase du diagramme de bifurcation pour
(a) no 5 (b) no 8 (c) no 24
la codimension 3.
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4.4. INTERPRÉTATION BIOLOGIQUE DE CERTAINS PORTRAITS DE
PHASE
Nous allons nous limiter à l’interprétation biologique des portraits de phase de la
figure 4.4.1. Ce sont ceux qui se produisent pour les paramètres choisis dans les
régions ouvertes du diagramme de bifurcation. Il y a trois tendances dans l’évo
lution des populations.
• La population des prédateurs s’éteint.
• Les prédateurs et les proies coexistent en une position d’équilibre.
• Les prédateurs et les proies coexistent en un régime oscillatoire stable.
Chacune des régions ouvertes a été numérotée selon les conséquences sur l’évolu
tion des populations de prédateurs et de proies qu’entraîne le choix de la condition
initiale (xo, yo) dans cette zone. Pour des conditions initiales prises dans la ré
gion 1, la population des prédateurs s’éteint. Pollr celles qui sont choisies dans
la région 2, les populations évoluent vers un régime oscillatoire stable c’est-à-dire
un cycle limite stable. Enfin, pour celles qui sont sélectionnées dans la région 3,
les populations tendent vers la position d’équilibre (le foyer ou le noeud). Lorsque
(x0, yo) correspond à la position d’équilibre la situation demeure dans cet état.
De plus, nous avons un régime oscillatoire stable si (z0, yo) est sur un cycle limite.
C’est l’ensemble des possibilités que nous avons. Décrivons plus en détail chacun
des portraits de phase de la figure 4.4.1.
Pour le portrait de phase no4, la seule position d’équilibre est (1, 0). Peu im
porte les populations initiales, l’évolution des populations mène à l’extinction des
prédateurs et à un équilibre pour les proies. La situation au portrait de phase
no3 est sensiblement la même. Sauf, qu’il y a deux autres points singuliers dans
le premier quadrant. Ainsi, si les populations initiales correspondent exactement
au foyer ou au noeud, elles demeurent dans cet état. Si elles sont sur la variété
stable du point de selle, elles tendront vers le point de selle. Par contre, si elles
sont en dehors de cette variété et des points d’équilibre, si minime soit l’écart,
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(a) no 1
2
FIG. 4.4.1. Portraits de phase du diagramme de bifurcation pour
la codimension O dont les régions sont identifiées selon les trois
tendances de l’évolution des populations.
l’évolution des populations mène à l’extinction des prédateurs et à un équilibre
pour les proies comme au plan de phase no4.
Au plan de phase noiZ, nous avons plusieurs possibilités. Lorsque la condition
initiale (x0, Vo) est prise dans la région 1, la population des prédateurs s’éteint.
Si nous choisissons (x0, Yo) sur le cycle limite, nous avons une oscillation dans
l’évolution des populations. Toutefois, si (xo, yo) est à l’intérieur du cycle, les
populations évoluent vers le point d’équilibre. Ce dernier a donc comme bassin
(b) no 3 (c) no 4 (d) no 7
(e) no 10 (f) noli (g) no 14 (h) no 17
(I) no 19
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d’attraction tout l’intérieur du cycle.
Si le cycle limite disparaît, nous nous retrouvons dans la situation noZ. Les popu
lations initiales choisies dans la région 1 évoluent de telle sorte que les prédateurs
disparaissent. Tandis que celles prises dans la région 3 évoluent vers la position
d’équilibre.
Un autre cycle limite peut naître à l’intérieur du grand cycle limite. Dans ce cas,
nous avons le plan de phase nol4. Pour (xo, yo) choisie dans la région 1, la popu
lation des prédateurs s’éteint et celle des proies atteint un équilibre. La région 2
représente le bassin d’attraction du grand cycle limite. D’où, pour des populations
initiales prises dans ce bassin, les populations évoluent vers un régime oscillatoire
stable. Mais, si nous prenons (x0, yo) à l’intérieur du petit cycle limite, la région
3, la croissance des populations tend vers la position d’équilibre.
Par la suite, le petit cycle limite peut disparaître et nous sommes dans la situation
nol. À savoir que pour des conditions initiales dans la région 1, les prédateurs
disparaissent. Nous avons, pour (ro, yo) choisie dans la région 2, un régime os
cillatoire stable. En effet, pour ces valeurs les populations évoluent vers le cycle
limite. Un seul point y échappe, celui de la position d’équilibre.
Ensuite, nous avons le portrait de phase noil. Pour presque tout (z0, yo), les
populations évoluent vers le cycle limite. Nous avons alors un régime oscillatoire
stable. En fait, le seul point du premier quadrant qui n’évolue pas en ce sens est
le point d’équilibre.
Encore une fois un autre cycle limite peut naître à l’intérieur du grand cycle li
mite, nous avons alors le portrait de phase nol9. Pour les conditions initiales à
l’intérieur du petit cycle, la région 3, les populations évoluent vers le point d’équi
libre. Pour les conditions initiales de la région 2, les populations évoluent vers le
‘o’
grand cycle limite et nous avons, pour ces valeurs, un régime oscillatoire stable.
Au plan, de phase nolO, peu importe les conditions initiales, les populations évo
luent vers la position d’équilibre du premier quadrallt.
De manière générale, nous constatons que la population des prédateurs n’a pas la
possibilité de disparaître lorsque les paramètres sont sous la surface $. De pius,
si nous prenons (xo, yo) sur l’axe des Y positifs, la population des prédateurs
s’éteint. Si nous prenons (z0, yo) sur l’axe des X positifs, la population des proies
tend vers un équilibre. Ceci complète la description de chacun des portraits de
phase d’un point de vue biologique. Il est à noter que pour avoir une idée de la
taille réelle des bassins d’attraction, il faudrait faire des simulations numériques.
Toutefois, à partir de la figure 4.4.1., nous avons une bonne idée de l’évolution de
la population des prédateurs et des proies.
CONCLUSION
En conclusion, nous avons étudié le système prédateur-proie suivant
± = rz(1—)—yp(x),
= y(—d+cp(x)),
avec
—
ax2 + bx + 1’
Les paramètres a, c, cl, k, m et T sont des constantes positives. La constante b est
négative dans le cas que nous avons étudié. Nous souhaitions déterminer le dia
gramme de bifurcation et les portraits de phase correspondants pour ce système.
D’abord, nous nous sommes attardés à la signification biologique du système.
Ainsi, la fonction de réponse des prédateurs, p(x), tient compte de deux aspects $
la dépendance non linéaire de p(x) par rapport à la population des proies, x, et
le fait que la population des prédateurs soit saturée lorsque celle des proies est
grande.
Ensuite, nous avons étudié le système d’un point de vue mathématique. Après
avoir simplifié ce système, nous avons déterminé les principales bifurcations et étu
dié le type des points singuliers. Pour ce faire, nous avons fait les calculs là où nous
avions de l’information, c’est-à-dire pour les paramètres qui sont sur les surfaces
de bifurcation. Par ailleurs, à l’aide des résultats obtenus, nous avons suggéré,
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au chapitre quatre, un modèle pour le diagramme de bifurcation du système. Les
portraits de phase correspondants aux différentes régions du diagramme ont aussi
été donnés. Pour certains d’entre eux nous avons présenté une interprétation de
l’évolution des populations. Nous avons trois principales tendances : l’extinction
des prédateurs, la coexistence des prédateurs et des proies en un point d’équilibre
et leur coexistence en un régime oscillatoire stable.
Malgré le modèle suggéré pour ce système, certains aspects du diagramme de
bifurcation restent à préciser.
i) Premièrement, il faut vérifier que la surface de boucle homoclinique à
bien la forme suggérée aux graphiques 4.3.1 à 4.3.8 et déterminer si elle apparaît
à partir de = —3 ou plutôt de /3 <—3.
ii) Deuxièmement, il faut compléter le calcul de la bifurcation de Hopf et
montrer qu’elle est toujours d’ordre au plus deux.
iii) Troisièmement, pour —2> 6> —4, nous avons la possibilité d’avoir un
point isolé dans l’espace des paramètres (ô, ) où la trace de la matrice jacobienne,
évaluée en un point singulier (z0, yo), s’annule. Il reste à calculer le signe du
déterminant de la matrice jacobienne évaluée au point singulier (z0, Yo). S’il est
négatif, le point (z0, Vo) est un point de selle de trace nulle, ce qui n’est pas
pertinent. S’il est positif, nous avons un foyer faible en (z0, yo). Au voisinage
de (, ), la trace en (z0, Vo) est de signe constant. Nous nous attendrions à ce
que Re(c1) en (zo,yo) pour (,$) soit de même signe que la trace en (xo,yo) au
voisinage de (ô, ), auquel cas il n’y aurait pas de changement de la topologie
du portrait de phase. Sinon le problème serait plus compliqué mais nous nous
attendons plutôt à un des deux scénarios simples décrits avant.
iv) Et quatrièmement, il faut vérifier que la boucle homoclinique n’est ja
mais d’ordre supérieur à deux.
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