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Abstract
We consider approximation by functions with finite support and characterize its approximation
spaces in terms of interpolation spaces and Lorentz spaces.
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1 Introduction
Let M be the collection of all real-valued Lebesgue measurable functions which are finte a.e. on the
real line R. For a nonzero function f ∈ M, the set {x ∈ R : f(x) 6= 0} is called the support of f and
denoted by supp f. In other words, supp f = {x ∈ R : f(x) 6= 0}. Let the subset Σσ, σ > 0, consists of
all f ∈ M with Lebesgue measure µ(supp f) ≤ σ. Notice that the set Σσ is not linear, because a sum
of two functions in Σσ will in general lie in Σ2σ.
In this article we shall consider approximation by finite-supported functions from Σσ in Lp(R) space
for 0 < p <∞. Given a function f , we define the approximation error by
Eσ(f)p := inf
g∈Σσ
‖f − g‖Lp . (1)
Note that it is not necessary to assume that f ∈ Lp in the definition (1).
We are interested in describing the functions f for which Eσ(f)p has a prescribed asymptotic
behavior as σ increases to ∞. Therefore we define the approximation spaces, which are a collection
of functions with common upper bounds for the errors of approximation. They have been studied in
various contexts, for details see Chapter 7 in [3] and references there. For each α > 0 and 0 < q ≤ ∞,
we define the approximation space Aαp,q as the set of all f ∈ M such that ‖f‖Aαp,q is finite, where
‖f‖Aαp,q :=


(∫ ∞
0
[σαEσ(f)p]
q dσ
σ
) 1
q
, 0 < q <∞,
supσ>0 σ
αEσ(f)p, q =∞.
(2)
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It can be proved that ‖·‖Aαp,q is a quasinorm for the space A
α
p,q and is homogeneous. If ‖f‖Aαp,q = 0, then
Eσ(f)p = 0 for all σ > 0, which implies that the measure of supp(f) is 0 and hence f = 0, a.e.x ∈ R.
From the facts that E2σ(f +g)p ≤ Eσ(f)p+Eσ(g)p, f, g ∈ A
α
p,q, and Eσ(λf)p = λEσ(f)p, for any λ ≥ 0,
we may derive that
‖f + g‖Aαp,q ≤ 2
α
(
‖f‖Aαp,q + ‖g‖Aαp,q
)
.
It is easy to see that the spaces Aαp,q is decreasing as q decreasing for fixed α. But unlike the most cases
Aαp,q is not decreasing as α increasing here.
In this paper, we are mainly concerned with characterization of the approximation spaces Aαp,q. It
will be found that Aαp,s is equivalent to a Lorentz space. The analogous results in the discrete cases
were found by Devore in [2], where the n-term approximation of a l2 sequence was used to illustrate
the nonlinear approximation in a Hilbert spaces.
An outline of this paper is as follows. In section 2, we recall some necessary results about non-
increasing rearrangements and Lorentz spaces which are used in characterizing approximation spaces.
In section 3, we discuss existence of best approximation elements. In section 4, we characterize the
approximation space when s = ∞, that is, all functions with a common approximation order. In
Section 5, we introduce the K-functionals and discuss its relations to best approximation. In Section
6, we characterize the approximation spaces in the general cases.
2 Decreasing rearrangement and Lorentz spaces
For a function f ∈ M, we define the distribution function µf (λ) := µ{x ∈ R : |f(x)| > λ} for λ ≥ 0. The
function µf (λ) is nonnegative, monotone decreasing and right-continuous. A function f ∈ M is said to
vanish at infinity if µf (λ) is finite for all λ > 0.We denoteM0 the space consisting of all functions which
vanish at infinity. For each f we define its decreasing rearrangement f∗ by f∗(t) = inf{λ : µf (λ) ≤ t}
for t ≥ 0.
It is worth mentioning the following results. For f ∈ M we have limλ→∞ µf (λ) = 0 and f
∗(t) is
finite for t > 0 from a.e. finitness of f. If, in addition, f vanishes at infinity, then µf (λ) is finite for
λ > 0 and f∗(t) vanishes at infinity.
Let 0 < p <∞ and 0 < q ≤ ∞. For a measurable function f on the real line define
‖f‖Lp,q :=


(∫ ∞
0
(t
1
p f∗(t))q
dt
t
) 1
q
, 0 < q <∞,
supt>0 t
1
p f∗(t), q =∞.
(3)
The set of all f with ‖f‖Lp,q <∞ is denoted by Lp,q and is called the Lorentz space with indices p and
q. It is known that Lp,p = Lp and Lp,∞ is weak Lp. For fixed p, the Lorentz spaces Lp,q increase as the
exponent q increases.
By the following Lemma, we represent the approximation error Eσ(f)p by its decreasing rearrange-
ment. Its direct result is the existence of best approximation in the next section.
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Lemma 1. Suppose that f belongs to M0 and let σ > 0 and 0 < p ≤ ∞. Then there is a measurable
set Aσ, with µ(Aσ) = σ, such that∫
Aσ
|f |p dµ =
∫ σ
0
|f∗(t)|p dt and
∫
ACσ
|f |p dµ =
∫ ∞
σ
|f∗(t)|p dt. (4)
Moreover, for every set Bσ with µ(Bσ) = σ, it holds that∫
Bσ
|f |p dµ ≤
∫
Aσ
|f |p dµ and
∫
Bcσ
|f |p dµ ≥
∫
Acσ
|f |p dµ,
the sets Aσ can be constructed to increase with σ, i.e.,
Aσ1 ⊂ Aσ2 for 0 < σ1 < σ2 <∞.
Note that if one side of each equation in (4) is infinity so is the other side.
Proof. First suppose that σ lies in the range of the distribution function µf of f. That is, there exists
α for which µf (α) = σ. Form the monotone decreasing of µf and the definition of f
∗, it follows that
f∗(t) = inf{λ : µf (λ) = t}
and then the right-continuity of µf gives µf (f
∗(σ)) = σ. It means that the set Aσ := {x : |f(x)| > f
∗(σ)}
has measure µ(Aσ) = σ and the distribution functions of f1Aσ and f1Acσ are
µf1Aσ (λ) =
{
µf (λ), λ > f
∗(σ),
σ, 0 ≤ λ ≤ f∗(σ),
and µf1Acσ (λ) =
{
0, λ > f∗(σ),
µf (λ)− σ, 0 ≤ λ ≤ f
∗(σ),
respectively.
On the other hand, the distribution functions of f∗1[0,σ] and f
∗1[σ,∞] are
µf∗1[0,σ] =
{
µf∗(λ), λ > f
∗(σ),
σ, 0 ≤ λ ≤ f∗(σ),
and µf∗1[σ,∞] =
{
0, λ > f∗(σ),
µf∗(λ)− σ, 0 ≤ λ ≤ f
∗(σ).
Therefore, the equimeasurability of f and f∗ gives the equimeasurability of f1Aσ and f
∗1[0,σ], and
the equimeasurability of f1Acσ and f
∗1[σ,∞]. Notice that the set Aσ increase with σ. Further, the
equimeasurability and the layer cake representation theorem imply the equations (4).
Next we consider the case where σ is not in the range of µf . Let λ0 = f
∗(σ).
If λ0 = 0, we have µ{x : |f(x)| > 0} =: σ0 < σ. In this case, we choose Aσ := supp(f) ∪Bσ, where
Bσ has measure σ − σ0 and is disjoint from supp(f). It is obvious that∫
Aσ
|f |p dµ =
∫
supp(f)
|f |p dµ =
∫ σ0
0
|f∗(t)|p dt =
∫ σ
0
|f∗(t)|p dt
from σ0 lying in the range of µf .
3
If λ0 > 0, we have µf (λ0) =: σ0 < σ ≤ σ1 := µf (λ0−). This shows that
f∗(t) = λ0, t ∈ [σ0, σ1), (5)
from the definition of f∗. We can prove that
σ1 = µ{x : |f(x)| ≥ λ0}. (6)
Combining with µf (λ0) = σ
0, we obtain that the set B := {x : |f(x)| = λ0} has measure σ1 − σ0. Set
Aσ = {x : |f(x)| > f
∗(σ)}∪Bσ where Bσ is a subset of B with µ(Bσ) = σ−σ0. It holds that µ(Aσ) = σ
and∫
Aσ
|f |p dµ =
∫
{x:|f(x)|>f∗(σ)}
|f |p dµ+
∫
Bσ
|f |p dµ =
∫ σ0
0
|f∗(t)|p dt+[f∗(σ)]p(σ−σ0) =
∫ σ
0
|f∗(t)|p dt
from σ0 lying in the range of µf and (5). It remains to prove (6). Since {x : |f(x)| ≥ λ0} = ∩n∈N+{x :
|f(x)| > λ0 −
1
n} and µf (λ0 −
1
n) = µ({x : |f(x)| > λ0 −
1
n}) <∞ for f vanishing at infinity, we have
µ{x : |f(x)| ≥ λ0} = lim
n→∞
µf (λ0 −
1
n
) = µf (λ0−) = σ1.
In all the cases above, we have
f(x) ≥ f(y), for any x ∈ Aσ, y ∈ A
c
σ.
Hence it hold for any Bσ with µ(Bσ) = σ that∫
Bσ
|f |p dµ =
∫
Bσ∩Aσ
|f |p dµ +
∫
Bσ∩Acσ
|f |p dµ ≤
∫
Bσ∩Aσ
|f |p dµ+
∫
Bcσ∩Aσ
|f |p dµ =
∫
Aσ
|f |p dµ
and ∫
Bcσ
|f |p dµ =
∫
Bcσ∩Aσ
|f |p dµ +
∫
Bcσ∩A
c
σ
|f |p dµ ≥
∫
Bσ∩Acσ
|f |p dµ+
∫
Bcσ∩A
c
σ
|f |p dµ =
∫
Acσ
|f |p dµ.
3 Existence of best approximation
Theorem 2. Let 0 < p < ∞ and σ > 0. Then for a function f in Lp or Lq,∞, 0 < q < p, there exists
a best approximation fσ to f from Σσ in the Lp-norm, i.e.,
Eσ(f)p = ‖f − fσ‖Lp .
Note that the best approximation does not lying in Lp for a function f in Lq,∞, but not in Lp.
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Proof. For any function g in Σσ with its support Bσ, it holds
‖f − g‖pLp =
∫
Bσ
|f − g|p dµ +
∫
Bcσ
|f |p dµ ≥
∫
Bcσ
|f |p dµ ≥
∫
Acσ
|f |p dµ =
∫ ∞
σ
|f∗(t)|p dt.
On the other hands, let Aσ be given as in Lemma 1, we have
‖f − f1Aσ‖
p
Lp
=
∫ ∞
σ
|f∗(t)|p dt.
Therefore, f1Aσ is a best approximation of f from Σσ in Lp−norm, and the error is given by
Eσ(f)p =
∫ ∞
σ
|f∗(t)|p dt.
For a function f ∈ Lp the error Eσ(f)p is finite, while for f ∈ Lq,∞(0 < q < p) it will be proved that
Eσ(f)p is finite in Theorem 3 which implies the existence of best approximation.
4 Characterization of approximation spaces when q =∞
We characterize the approximation spaces Aαp,∞ in this section, i.e., given 0 < p < ∞ and α > 0, for
which function f it holds
Eσ(f)p ≤ Cσ
−α, σ > 0,
for some constant C.
Theorem 3. Let f ∈ M, 0 < p <∞ and α > 0. Then
Eσ(f)p ≤ Cσ
−α (7)
for some constant M > 0 if and only if f ∈ Lp1,∞, where α =
1
p1
− 1p . Moreover the infimum C0 of all
C which satisfy (7) is equivalant to ‖f‖Lp1,∞ in the sense that
c1‖f‖Lp1,∞ ≤ C0 ≤ c2‖f‖Lp1,∞
where two constants c1 and c2 depend only on p and α.
In other words, Theorem 3 means that
Aαp,∞ = Lp1,∞
where α = 1p1 −
1
p .
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Proof. If f ∈ Lp1,∞ with p1 =
p
αp+1 , then ‖f‖Lp1,∞ := supt>0 t
1
p1 f∗(t) < ∞, that is, f∗(t) ≤
‖f‖Lp1,∞t
− 1
p1 for all t > 0. We have
Eσ(f)
p
p =
∫
[σ,∞]
f∗(t)p dt ≤
p1
p− p1
‖f‖pLp1,∞
σ
− p
p1
+1
.
Therefore, if f ∈ Lp1,∞, then clearly
Eσ(f)p ≤ (αp)
−1/p‖f‖Lp1,∞σ
−α. (8)
On the other hand, if Eσ(f)p ≤ Cσ
−α for some constant C > 0, then
f∗(2σ)p ≤
1
σ
∫
[σ,2σ]
f∗(t)p dt ≤
1
σ
Eσ(f)
p
p ≤ C
pσ−αp−1.
Therefore, we have
f∗(σ) ≤ 2
α+ 1
pCσ−1/p1 , σ > 0.
It implies f ∈ Lp1,∞ and
‖f‖Lp1,∞ ≤ 2
α+ 1
pC. (9)
By inequalities (8) and (9), we have
2−α−1/p‖f‖Lp1,∞ ≤M0 ≤ (αp)
−1/p‖f‖Lp1,∞ .
5 K-functional and best approximation
We start with Bernstein-type inequality of finite-supported functions, which is used to prove the reverse
part of Theorem 5.
Theorem 4 (Bernstein’s inequality). Let 0 < p1 < p < ∞ and φ ∈ Σσ ∩ Lp. Then φ ∈ Lp1,∞ and it
also holds
‖φ‖Lp1,∞ ≤ Cσ
r‖φ‖Lp (10)
where r = 1p1 −
1
p .
Proof. From φ ∈ Σσ, we have
‖φ‖Lp1,∞ := sup
t>0
t
1
p1 φ∗(t) = sup
0<t≤σ
t
1
p1 φ∗(t).
For each t ∈ (0, σ], we see that
(t
1
p1 φ∗(t))p ≤ t
p
p1
∫ t
0 φ
∗(s)p ds
t
= tpr
∫ t
0
φ∗(s)p ds ≤ trp‖φ‖pLp
and (10) follows by taking an supremum over t ∈ (0, σ].
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For 0 < p1 < p <∞, the K-functional for a function f ∈ Lp + Lp1,∞ is defined by
K(f, t;Lp, Lp1,∞) := inf{‖f0‖Lp + t‖f1‖Lp1,∞ : f = f0 + f1}.
We obtain direct and inverse theorem characterized by the above K-functional.
Theorem 5. Let 0 < p1 < p <∞ and f ∈ Lp + Lp1,∞. Then we have
Eσ(f)p ≤ CK(f, σ
−r;Lp, Lp1,∞) (11)
and on the other hand
K(f, σ;Lp, Lp1,∞) ≤ Cσ
−r
∫ σ
0
[trEt(f)p]
dt
t
, (12)
where r = 1p1 −
1
p .
Proof. Let f ∈ Lp+Lp1,∞. Then, there exist f0 ∈ Lp and f1 ∈ Lp1,∞ such that f = f0+f1. By Theorem
2, f1 has a best approximation gσ from Σσ in Lp−norm. Then from equation (7) we have
Eσ(f)p ≤ ‖f − gσ‖Lp ≤ ‖f0‖Lp + Eσ(f1)p ≤ C(‖f0‖Lp + σ
−r‖f1‖Lp1,∞)
and (11) follows by taking an infimum over all decomposition f = f0 + f1.
On the other hand, by the monotonity of K(f, t;Lp, Lp1,∞) and Et(f)p it suffices to prove (12) for
σ = 2m,m ∈ Z. It is easy to obtain
2−mr
∫ 2m
0
[trEt(f)p]
dt
t
≥ Cr2
−mr
m∑
k=−∞
2krE2k(f)p.
Let ϕm be the best approximation of f from Σ2m in Lp-norm for each m ∈ Z. We have
K(f, 2−mr;Lp, Lp1,∞) ≤ ‖f − ϕm‖Lp + 2
−mr‖ϕ‖Lp1,∞
≤ E2m(f)p + 2
−mr
m∑
k=−∞
‖ϕk − ϕk−1‖Lp1,∞
≤ E2m(f)p + 2
−mr
m∑
k=−∞
2kr‖ϕk − ϕk−1‖Lp (13)
≤ E2m(f)p + 2
−mr
m∑
k=−∞
2kr2E2k−1(f)p (14)
≤ Cr2
−mr
m∑
k=−∞
2krE2k(f)p ≤ 2
−mr
∫ 2m
0
[trEt(f)p]
dt
t
,
where (13) follows from Bernstein-type inequality (10) and (14) from triangular inequality.
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6 Characterization of Approximation Spaces
For 0 < θ < 1 and 0 < q ≤ ∞, the interpolation space (Lp, Lp1,∞)θ,q is defined as the set of all functions
f ∈ Lp + Lp1,∞ such that
|f |(Lp,Lp1,∞)θ,q :=


(∫ ∞
0
[t−θK(f, t;Lp, Lp1,∞)]
q dt
t
)1/q
, 0 < q <∞
supt>0 t
−θK(f, t;Lp, Lp1,∞), q =∞,
is finite. We characterize completely the approximation space Aαp,q by means of the interpolation spaces
(Lp, Lp1,∞)θ,q in this section.
Theorem 6. Let 0 < p <∞, 0 < α < r <∞, and r = 1p1 −
1
p . Then, there holds the following equality
Aαp,q = (Lp, Lp1,∞)α/r,q
with equivalent norm.
Following Theorem 5.3.1 [1], which characterize the interpolation spaces between Lorentz spaces,
we have the following Theorem 7. That is, the approximation spaces of finite-supported functions in
Lp-norm is Lorentz spaces.
Theorem 7. Let 0 < p <∞, 0 < q ≤ ∞, and 0 < α <∞. Then, there are the approximation spaces
Aαp,q = Lp1,q
with equivalent norm, where p1 satisfies α =
1
p1
− 1p .
Proof. By Theorem 5.3.1 [1], we have (Lp, Lp1,∞)α/r,q = Lp2,q, where
1
p2
=
1− α/r
p
+
α/r
p1
.
Since r = 1p1 −
1
p , the index p2 satisfies α =
1
p2
− 1p . Therefore we prove Theorem 7 from Theorem 6.
It remains to prove Theorem 6, for which we need a variant of Hardy’s inequality.
Lemma 8. Let 0 < q <∞ and θ > 0. Then the inequality∫ ∞
0
(
σ−θ
∫ σ
0
φ(t)
dt
t
)q dt
t
≤ C(θ, q)
∫ ∞
0
(
t−θφ(t)
)q dt
t
. (15)
is valid for φ(t) = trϕ(t), where r > 0 and ϕ is any non-negative decreasing function on R+.
It was showed in §3 Chapter 2 [3] that the inequality (15) holds for 1 ≤ q ≤ ∞ and any non-negative
measurable function φ, or even for 0 < q ≤ ∞, provide the function φ is monotone. We can prove
Lemma 8 in the same way.
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Proof. Let ak := φ(2
−k) = 2−krϕ(2−k) and bk :=
∫ 2−k+1
0 t
rϕ(t)dtt for k ∈ Z. We have
bk =
∞∑
j=k−1
∫ 2−j
2−j−1
trϕ(t)
dt
t
≤ 2r
∞∑
j=k−1
aj. (16)
We can apply Lemma 3.4 in Chapter 2 [3] and obtain
‖(bk)‖θ,q ≤ C‖(ak)‖θ,q,
where
‖(ak)‖θ,q =


(∑
k∈Z
(
2kθak
)q)1/q
, 0 < q <∞,
supk∈Z 2
kθak, q =∞.
The left side of (15) is
∑
k∈Z
∫ 2−k
2−k−1
(
σ−θ
∫ σ
0
tϕ(t)
dt
t
)q dσ
σ
≤
∑
k∈Z
(
2(k+1)θ
∫ 2−k
0
tϕ(t)
dt
t
)q
= ‖(bk)‖
q
θ,q.
Similarly, the right integral in (15) is larger than 2−(r+1)‖(ak)‖
q
θ,q, and therefore we prove (15).
Proof of Theorem 6. Let X := (Lp, Lp1,∞)α/r,q. For a function f ∈ X,
‖f‖X :=


{∫ ∞
0
[
t−α/rK(f, t;Lp, Lp1,∞)
]q dt
t
}1/q
, 0 < q <∞,
supt>0 t
−α/rK(f, t;Lp, Lp1,∞), q =∞.
(17)
For f ∈ X, equation (11) yields ‖f‖Aαp,q ≤ C‖f‖X by a change of variables.
On the other hand, for f ∈ Aαp,q, we have
‖f‖X =
{∫ ∞
0
[σαK(f, t;Lp, Lp1,∞)]
q dσ
σ
}1/q
(18)
under a substitution of variable t = σ−r. We apply (12) to the above equation and obtain
‖f‖X ≤ C
{∫ ∞
0
[
σ−(r−α)
∫ σ
0
trEt(f)p
dt
t
]q dσ
σ
}1/q
. (19)
By Lemma 8, we obtain
‖f‖X ≤ C‖f‖Aαp,q .
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