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KMS QUANTUM SYMMETRIC STATES
KEN DYKEMA† AND KUNAL MUKHERJEE
Abstract. Let A be a unital C∗-algebra and let σ be a one-parameter automor-
phism group of A. We consider QSS
σ
(A), the set of all quantum symmetric states
on ∗∞
1
A that are also KMS states (for a fixed inverse temperature, for specificity
taken to be −1) for the free product automorphism group ∗∞
1
σ. We characterize
the elements of QSS
σ
(A), we show that QSS
σ
(A) is a Choquet simplex whenever
it is nonempty and we characterize its extreme points.
1. Introduction
For a unital C∗-algebra A, the set QSS(A) of quantum symmetric states was intro-
duced and studied in [4]. These are the states on the universal, unital free product
C∗-algebra ∗∞1 A of countably infinitely many copies of A, that are invariant under
the quantum permutation groups of S. Wang [13]. In [4], a version of Ko¨stler and
Speicher’s noncommutative de Finetti theorem [8] was proved and used to charac-
terize the quantum symmetric states in terms of reduced amalgamated free products
of C∗-algebras, and the extreme points of QSS(A) were characterized. In [3], the
set TQSS(A) of tracial quantum symmetric states was studied and was shown to
be a Choquet simplex and, moreover, the Poulsen simplex. The extreme points of
TQSS(A) were also characterized in [3].
In this paper, given a pointwise continouous one-parameter automorphism group
σ of A, we study the set QSSσ(A), of quantum symmetric states on ∗
∞
1 A that are
also KMS states for the free product automorphism group ∗∞1 σ of ∗
∞
1 A. KMS states
arose in the study of quantum statistical mechanics and are fundamental in the
Tomita-Takasaki theory of von Neumann algebras (see the introduction of [1] for
more, and Sec. 2 below for definitions). Our main result (Thm. 6.2) is that QSSσ(A)
is a Choquet simplex; we also give (Thm. 4.5) a characterization of the elements
of QSSσ(A) in terms of amalgamated free products and automorphism groups, and
(also in Thm. 6.2) a characterization of the extreme points of QSSσ(A).
Let us mention two results that we use in the proofs of the above described results.
Thm. 3.2 shows how KMS states arise naturally using the reduced amalgmated free
product construction, and Thm. 5.2 characterizes the center of an amalgamated free
product of infinitely many copies of a given pair consisting of a von Neumann algebra
and a faithful conditional expectation. It is a generalization of Thm. 3.3 of [3], which
was in the tracial setting.
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Here is a brief summary of the rest of the paper: Sec. 2 gives background on
and recalls some results about KMS states. Sec. 3 proves the result about KMS
states of amalgamated free product C∗-algebras. Sec. 4 proves the characterization
of KMS quantum symmetric states. Sec. 5 describes the center of the amalgamated
free product of infinitely many copies of a von Neumann algebra. Sec. 6 proves that
QSSσ(A) is a Choquet simplex, whenever it is nonempty.
2. KMS states
In this section, we recall the definition of KMS states and some related facts. All
of these are well known, but we provide short proofs of some of them for convenience.
Consider a C∗-algebra A and a one-parameter, pointwise-norm continous group
(σt)t∈R of automorphisms of A. The continuity condition is that for each x ∈ A, the
function t 7→ σt(x) is norm continuous. An element a ∈ A is said to be entire analytic
if there is a function C ∋ z 7→ σz(a) ∈ A that is differentiable with respect to the
norm topology in A and such that, as suggested by the notation, the restriction to
the real axis of this function is given by the automorphism group acting on a. (See,
for example, Prop. 2.5.21 of [1].) The facts in the following lemma are well known
and are easy to verify, using that every A-valued analytic function is determined by
its restriction to the real line.
Lemma 2.1. Let a, b ∈ A, be entire analytic elements and let z, w ∈ C. Then
(i) a + b is an entire analytic element and σz(a+ b) = σz(a) + σz(b);
(ii) ab is an entire analytic element and σz(ab) = σz(a)σz(b);
(iii) a∗ is an entire analytic element and σz(a
∗) = σz(a)
∗;
(iv) σw(a) is an entire analytic element and σz
(
σw(a)
)
= σz+w(a).
Let Aσ be the set of all entire analytic elements of A. From the above, it follows
that Aσ is a ∗-subalgebra of A. By Prop. 2.5.22 of [1], this subalgebra is dense in A.
Lemma 2.2. Let B be a C∗-subalgebra of a C∗-algebra A and suppose E : A → B
is a conditional expectation. Suppose σ = (σt)t∈R is a one-parameter automorphism
group of A such that E ◦ σt = σt ◦E for all t ∈ R. Suppose a ∈ A is entire analytic.
Then E(a) is entire analytic, and σz(E(a)) = E(σz(a)) for all z ∈ C.
Proof. Since E has norm 1, the map z 7→ E(σz(a)) is B-valued holomorphic. When
z = t ∈ R, then we have E(σt(a)) = σt(E(a)). 
A proof of the next result is contained in the proof of Prop. 5.3.7 of [2].
Proposition 2.3. Let β ∈ R\{0} and let φ be a state of A. Then the following are
equivalent:
(a) There is a σ-invariant dense ∗-subalgebra B of Aσ, such that for all a ∈ A and
all b ∈ B, φ(aσβi(b)) = φ(ba).
(b) For all a ∈ A and all b ∈ Aσ, φ(aσβi(b)) = φ(ba).
(c) If β > 0, let
Dβ = {z ∈ C | 0 < ℑz < β}
and if β < 0, let
Dβ = {z ∈ C | β < ℑz < 0}.
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Let Dβ denote the closure of Dβ. Then for all a, b ∈ A, there is a bounded and
continuous function fa,b : Dβ → C that is holomorphic on Dβ and such that for
all t ∈ R,
fa,b(t) = φ
(
aσt(b)
)
, fa,b(t+ iβ) = φ
(
σt(b)a
)
.
Definition 2.4. A state φ of A is said to satisfy the Kubo-Martin-Schwinger or
KMS condition with respect to σ at value β ∈ R if it satisfies the above equivalent
conditions.
Note that, if a state satisfies the KMS-condition at value β 6= 0 for the automor-
phism group σ, then it satisfies the KMS-condition at value β = −1 for an aumor-
phism group obtained from σ by reparameterization. Thus, we confine ourselves to
the case β = −1, and we call such states σ-KMS states, or, if σ is clear from context,
simply KMS states. (See Def. 5.3.1 of [2].)
Remark 2.5. By Prop. 5.3.3 of [2], every σ-KMS state φ is σ-invariant, namely,
φ(σt(a)) = φ(a) for every a ∈ A and t ∈ R. It then follows, when a is an entire
analytic element, that φ(σz(a)) = φ(a) for all z ∈ C.
Remark 2.6. From condition (c) of Prop. 2.3, we see that if B is a unital C∗-algebra
with one-parameter automorphism group γ = (γt)t∈R and if θ : B → A is a ∗-
homomorphism such that σt ◦ θ = θ ◦ γt for all t ∈ R, then φ ◦ θ is a γ–KMS state of
B.
The following easy result will be useful in proving that certain states are KMS
states.
Lemma 2.7. Let σ be a one-parameter automorphism group of a C∗-algebra A. Let
B = {b ∈ Aσ | ∀a ∈ A, φ(aσ−i(b)) = φ(ba)}.
Then B is a subalgebra of Aσ.
Proof. Clearly, B is a vector subspace of Aσ. We need only show that B is closed
under multiplication. Let b1, b2 ∈ B and take a ∈ A. Then we have
φ
(
aσ−i(b1b2)
)
= φ
(
aσ−i(b1)σ−i(b2)
)
= φ
(
b2aσ−i(b1)
)
= φ(b1b2a).
Thus, b1b2 ∈ B. 
The following result is well known (as are all in this section). For convenience, we
provide a proof.
Lemma 2.8. Let φ be a σ-KMS state of a C∗-algebra A and suppose that the Gelfand-
Naimark-Segal (GNS) representation πφ of φ is faithful on A. Then φ is faithful
on A. Moreover, the unique normal extension φˆ of φ to the von Neumann algebra
M = πφ(A)
′′ generated by the image of the GNS representation of A, is faithful on
M.
Proof. Using the Cauchy-Schwarz inequality, we easily see that faithfulness of φ is
equivalent to the existence, for every nonzero a ∈ A, of an element b ∈ A such that
φ(ba) 6= 0.
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Let a ∈ A, a 6= 0. Since the GNS representation of φ is faithful, there exist
x, y ∈ A such that φ(y∗ax) 6= 0. Thus, φ(y∗aσt(x)) 6= 0 for all real values t in some
neighborhood of 0. Let f = fy∗a,x be the bounded, continuous function on D−1 as
described in (c) of Prop. 2.3. By the Schwarz reflection principle and uniqueness of
analytic continuation, it follows that we cannot have that f(t− i) = 0 for all t ∈ R
(for more details, see, e.g., Prop. 5.3.6 of [2]). Thus, there exists t ∈ R such that
0 6= f(t − i) = φ(σt(x)y
∗a). Taking b = σt(x)y
∗, this completes the proof that φ is
faithful.
We now show faithfulness of φˆ. Note that the automorphism group σ of A ex-
tends to a unitarily implimented, pointwise strong-operator-topology continuous,
one-parameter automorphism group σˆ = (σˆt)t∈R of M. Thus, the state, φˆ is σˆ-
KMS, according to Defn. 5.3.1 of [2]. Now, using the part of Prop 5.3.7 of [2] that
applies to W∗-algebras, the proof proceeds as before. In particular, for any nonzero
a ∈M, there exist x, y ∈M such that φˆ(y∗ax) 6= 0. Then there is a function f that
is continuous on D−1 and analytic in D−1 so that
∀t ∈ R f(t) = φˆ(y∗aσˆt(x)), f(t− i) = φˆ(σˆt(x)y
∗a).
As before, this ensures that φˆ(σˆt(x)y
∗a) 6= 0 for some t ∈ R, and this implies φˆ(a∗a) 6=
0. 
3. KMS states and amalgamated free products
The next result is that free products of KMS states are KMS states.
Theorem 3.1. Let I be a nonempty set and for all ι ∈ I let Aι be a unital C
∗-algebra
with one-parameter automorphism group σ(ι) and let φι be a σ
(ι)-KMS state on Aι.
Let
(A, φ) = ∗
ι∈I
(Aι, φι)
be the reduced free product of C∗-algebras. Since each automorphism group σ(ι) leaves
φι invariant, we have the free product automorphism group σ on A given by σt =
∗ι∈I σ
(ι)
t for all t ∈ R. Then φ is a σ-KMS state on A.
The proof of the above result is straightforward. The result is also a special case
of the following one. We will give a proof of the following result directly, using C∗-
algebra concepts. However, it could also be proved by using Ueda’s description [12]
of the modular automorphism group in an amalgamated free product and the fact,
(see [10], Thm. VIII.1.2) that, for a given faithful normal state on a von Neumann
algebra, the state is KMS for the modular automorphism group of the state and for
no other one-parameter automorphism group.
Theorem 3.2. Let B be a unital C∗-algebra. Let I be a nonempty set and for all
ι ∈ I let Aι be a unital C
∗-algebra containing B as a unital C∗-subalgebra and let
Eι : Aι → B be a conditional expectation having faithful GNS representation. Let
(A,E) = (∗B)ι∈I(Aι, Eι)
be the reduced amalgamated free product of C∗-algebras.
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Suppose, for each ι ∈ I, σ(ι) is a one-parameter automorphism group of Aι and
suppose σ
(ι)
t ◦ Eι = Eι ◦ σ
(ι)
t for all t ∈ R. Suppose also, for all t ∈ R, that the
automorphism of B obtained by restricting σ
(ι)
t to B is the same for all ι ∈ I. There
is a one-parameter automorphism group σ given by σt = ∗ι∈I σ
(ι)
t for all t ∈ R, which
we call the free product automorphism group of the σ(ι) for ι ∈ I.
Suppose ρ is a state on B such that, for every ι ∈ I, ρ ◦ Eι is a σ
(ι)-KMS state of
Aι. Then ρ ◦ E is a σ-KMS state of A.
Proof. The existence of the free product automorphism σt for each t is standard and
is not difficult to verify. These clearly form an automorphism group. The required
pointwise norm-continuity of this group is easy to verify by considering actions on
the dense subalgebra of A generated by
⋃
i∈I Aι.
Let φ = ρ◦E. Let A(ι) denote the ∗-algebra of elements in Aι that are analytic for
the auotomorphism group σ(ι) and let A denote the ∗-algebra of elements of A that
are analytic for the automorphism group σ. Let
B = {b ∈ A | ∀a ∈ A, φ(aσ−i(b)) = φ(ba)}.
By Prop. 2.3, it will suffice to show that B is dense in A. By Lemma 2.7, it will
suffice to show that A(ι) ⊆ B for all ι ∈ I. Indeed, each A(ι) is dense in Aι, so the
algebra they generate will be dense in A.
Fix ι ∈ I and b ∈ A(ι). Note that σ−i(b) ∈ Aι (see Lemma 2.2). In order to show
that b ∈ B, it will suffice to show that the equality
φ(aσ−i(b)) = φ(ba) (1)
holds (i) for all a ∈ Aι and (ii) for all a of the form a = a1a2 · · ·an for n ≥ 1
and aj ∈ Aι(j) ∩ kerEi(j), for some ι(1), . . . , ι(n) ∈ I with ι(j) 6= ι(j + 1) for all
1 ≤ j ≤ n − 1, and with either n ≥ 2 or with ι(1) 6= ι. Indeed, the set of all such
elements a densely spans the algebra A. If a ∈ Aι as in (i) above, then the identity (1)
holds because the restriction of φ to Aι equals ρ ◦ Eι, which is KMS by hypothesis.
If a is as in (ii) above, then by freeness, we see that E(ba) and E(aσ−i(b)) are both
zero, so both sides of (1) vanish. 
4. KMS quantum symmetric states
Let A be a unital C∗-algebra and let ∗∞1 A denote the universal unital free product
C∗-algebra of A with itself infinitely many times. Recall that QSS(A) denotes the set
of states of ∗∞1 A that are quantum symmetric, and Thm. 7.3 of [4] gives a character-
ization of these in terms of amalgamated free products. In particular, it provides a
bijection
Ψ : V(A)→ QSS(A), (2)
where V(A) is the set of all quintuples (B,D, F, θ, ρ) with D a unital C∗-subalgebra
of B, F : B → D a conditional expectation, θ : A → B a unital ∗-homomorphism
and ρ a state on D, subject to some other conditions (see Defn. 7.1 of [4] for the full
description); the state Ψ((B,D, F, θ, ρ)) arises as the composition ρ◦G◦(∗∞1 θ), where
(Y,G) = (∗D)
∞
1 (B,F ) is the reduced amalgamated free product of C
∗-algebras.
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Definition 4.1. Let A be a unital C∗-algebra and suppose σ = (σt)t∈R is a contin-
uous one-parameter automorphism group of A. Let ∗∞1 σ denote the one-parameter
automorphism group of ∗∞1 A given by (∗
∞
1 σ)t = ∗
∞
1 σt. Let QSSσ(A) denote the set
of all ψ ∈ QSS(A) that are (∗∞1 σ)-KMS states. To be short, we will call these the
KMS quantum symmetric states of (A, σ).
In this section, we describe the restriction of the bijection (2) that characterizes the
KMS quantum symmetric states. The KMS condition imposes further restrictions on
elements of V(A) that result in simplifications as compared to Defn. 7.1 of [4]. This
makes it appropriate to consider the following new definition.
Definition 4.2. Let A be a unital C∗-algebra and let σ = (σt)t∈R be a one-parameter
group of automorphisms of A. Let Vσ(A) be the set of all equivalence classes of
sextuples (B,D, F, θ, γ, ρ), such that
(i) B is a unital C∗-algebra,
(ii) D is a unital C∗-subalgebra of B,
(iii) F : B → D is a faithful conditional expectation onto D,
(iv) θ : A→ B is a unital ∗-homomorphism,
(v) θ(A) ∪D generates B as a C∗-algebra,
(vi) D is the smallest unital C∗-subalgebra of B that satisfies
F
(
x0θ(a1)x1 · · · θ(an)xn
)
∈ D, (3)
whenever n ∈ N, x0, . . . , xn ∈ D and a1, . . . , an ∈ A,
(vii) γ = (γt)t∈R is a one-parameter automorphism group of B,
(viii) for all t ∈ R, γt ◦ θ = θ ◦ σt and γt ◦ F = F ◦ γt,
(ix) ρ is a faithful state on D and ρ ◦ F is a γ-KMS state of B,
and where sextuples (B,D, F, θ, γ, ρ) and (B′, D′, F ′, θ′, γ′, ρ′) are defined to be equiv-
alent if and only if there is a ∗-isomorphism π : B → B′ sending D onto D′ and so
that π ◦ F = F ′ ◦ π, π ◦ θ = θ′, ρ′ ◦ π↾D = ρ and γ
′
t ◦ π = π ◦ γt for all t ∈ R.
Remark 4.3. (a) Just as explained in Rem. 7.2(a) of [4], for any given A it is possible
to select a Hilbert space H having a basis of sufficiently large cardinality so that
every sextuple (B,D, F, θ, γ, ρ) in Defn. 4.2 is equivalent to (B′, D′, F ′, θ′, γ′, ρ′),
where B′ is a C∗-algebra in B(H). In order to avoid set theoretic difficulties, we
should restrict to sextuples involving C∗-subalgebras of B(H), but we will use
sloppy language and refer to “all sextuples.”
(b) Just as explained in Rem. 7.2(b) of [4], we will suppress the notation for equiva-
lence classes and just write (B,D, F, θ, γ, ρ) ∈ Vσ(A).
Lemma 4.4. Suppose (B,D, F, θ) satisfy properties (i)–(vi) of Defn. 4.2 and α is
an automorphism of A. Then there is at most one automorphism γ of B such that
γ ◦ θ = θ ◦ α and γ ◦ F = F ◦ γ.
Proof. Using property (vi), we see D =
⋃∞
n=1Dn, where D0 = C1 and where, for
n ≥ 1, Dn is defined recursively to be the algebra generated by
{
F
(
θ(a1)d1 · · · θ(ak−1)dk−1θ(ak)
)
| k ∈ N, a1, . . . , ak ∈ A, d1, . . . , dk−1 ∈ Dn−1
}
.
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We see by induction on n that γ is uniquely determined on Dn. Indeed, the case
n = 0 is clear, while the induction step follows from the identity
γ
(
F
(
θ(a1)d1 · · · θ(ak−1)dk−1θ(ak)
))
= F
(
θ(α(a1))γ(d1) · · · θ(α(ak−1))γ(dk−1)θ(α(ak))
)
.
This implies that γ is uniquely determined on D. It is clearly uniquely determined
on θ(A) and, therefore also on C∗(θ(A) ∪D) = B. 
Theorem 4.5. There is a bijection
Ψσ : Vσ(A)→ QSSσ(A)
defined by
Ψσ(B,D, F, θ, γ, ρ) = Ψ(B,D, F, θ, ρ), (4)
where Ψ is the bijection in (2) from [4].
Proof. From Lemma 4.4, it is clear that the map Vσ(A) ∋ (B,D, F, θ, γ, ρ) 7→
(B,D, F, θ, ρ) that forgets γ is injective. Moreover, the faithfulness of F and ρ,
assumed in Defn. 4.2, guarantees that (B,D, F, θ, ρ) ∈ V(A) (see (2)). Thus, the
definition (4) of Ψσ makes sense and defines an injection from Vσ(A) into QSS(A).
To show that Ψσ maps Vσ(A) into QSSσ(A), suppose ψ = Ψσ(B,D, F, θ, γ, ρ)
and let us show that ψ is a (∗∞1 σ)-KMS state. By Thm. 7.3 of [4], the state ψ =
Ψ(B,D, F, θ, ρ) is constructed as ψ = ρ ◦ G ◦ (∗∞1 θ), where (Y,G) = (∗D)
∞
1 (B,F ) is
the amalgamated free product of C∗-algebras. Considering the assumptions (vii)–(ix)
of Defn. 4.2 and applying Thm. 3.2, we see that, with respect to the one-parameter
automorphism group γ˜ := (∗∞1 γt)t∈R, the state ρ ◦G of the C
∗-algebra Y is γ˜–KMS.
Now noting that (∗∞1 γt)◦ (∗
∞
1 θ) = (∗
∞
1 θ)◦ (∗
∞
1 σt) and applying the observation made
in Rem. 2.6, we conclude that ψ is a (∗∞1 σ)-KMS state.
In order to show that Ψσ maps Vσ(A) onto QSSσ(A), let ψ ∈ QSSσ(A) and, by
virtue of the bijection (2), let (B,D, F, θ, ρ) ∈ V(A) be such that ψ = Ψ(B,D, F, θ, ρ).
We will construct a one-parameter automorphism group γ = (γt)t∈R of B so that
(B,D, F, θ, γ, ρ) ∈ Vσ(A), which will complete the proof. For this, we will work with
the construction of (B,D, F, θ, ρ) from ψ, found in Subsection 5.1 of [4]. Write σ˜t for
the automorphism ∗∞1 σt of ∗
∞
1 A and σ˜ for the one parameter automorphism group
(σ˜t)t∈R. Since ψ is σ˜-KMS, we have ψ ◦ σ˜t = ψ for all t. Recall that, for i ∈ N,
λi : A→ ∗
∞
1 A denotes the ∗-homomorphism sending A onto the i-th copy in the free
product construction, that Mψ denotes the von Neumann algebra generated by the
image of ∗∞1 A under the GNS representation πψ of ψ and that πi = πψ ◦ λi. Since σ˜t
leaves ψ invariant and is point-norm continuous in t, it yields a unitarily implemented
∗-automorphism ˆ˜σt of Mψ satisfying ˆ˜σt ◦ πψ = πψ ◦ σt and, thus,
ˆ˜σt ◦ πi = πi ◦ σt, t ∈ R, (5)
for every i ∈ N. The implementing unitary is Ut defined by xˆ 7→ (σt(x))ˆ for x ∈ ∗
∞
1 A,
and is strongly continuous in t (and this choice is unique on fixing the image of the
standard vacuum vector).
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Recall that the tail algebra is
Tψ =
∞⋂
N=1
W ∗
( ∞⋃
i=N
πi(A)
)
.
It is, clearly, globally invariant under ˆ˜σt. Thus, Q0, which is the ∗-algebra generated
by Tψ ∪
⋃∞
i=1 πi(A), is also globally invariant under
ˆ˜σt and, therefore, so is its closure
Qψ. Lemma 5.1.9 of [4] constructed a ∗-automorphism α of Qψ that restricts to the
identity on Tψ and satisfies, for every i ∈ N, α ◦ πi = πi+1, and Lemma 5.1.10 of [4]
constructs a conditional expectation Fψ from Qψ onto Tψ by setting
Fψ(x) = WOT– lim
n→∞
αn(x),
where “WOT” means weak operator topology. We have
α ◦ ˆ˜σt(πi(a)) = α ◦ πi ◦ σt(a) = πi+1 ◦ σt(a) = ˆ˜σt ◦ πi+1(a) = ˆ˜σt ◦ α(πi(a)), a ∈ A.
This implies that α commutes with ˆ˜σt. Since ˆ˜σt is WOT to WOT continuous, this
yields Fψ◦ ˆ˜σt = ˆ˜σt◦Fψ. By definition (see Observation 5.3.3 of [4]) the tail C
∗-algebra
is
D =
∞⋃
n=0
Dψ,n ⊆ Tψ,
where Dψ,0 = C1 and where Dψ,n is defined recursively to be the algebra generated
by
{
Fψ
(
πi1(a1)d1 · · ·πik−1(ak−1)dk−1πik(ak)
) ∣∣
k ∈ N, i1, . . . , ik ∈ N, a1, . . . , ak ∈ A, d1, . . . , dk−1 ∈ Dψ,n−1
}
.
Now using (5), we easily see by induction on n that
• ˆ˜σt(Dψ,n) ⊆ Dψ,n for every t ∈ R,
• ˆ˜σs ◦ ˆ˜σt(d) = ˆ˜σs+t(d), for every s, t ∈ R and d ∈ Dψ,n,
• the maping t 7→ ˆ˜σt(d) is norm continuous, for every d ∈ Dψ,n.
Thus, the restriction of ˆ˜σt to D yields a continuous one-parameter automorphism
group of D. The algebra B is by definition the C∗-algebra generated by D ∪ π1(A),
the ∗-homomorphism θ : A→ B is just π1 and the conditional expectation F : B → D
is just the restriction of Fψ to B. We let γt be the restriction of ˆ˜σt to B and we have
that γ = (γt)t∈R is a continuous, one-parameter automorphism group of B satisfying
γt ◦ θ = θ ◦ σt and γt ◦ F = F ◦ γt.
We will now show that ρ ◦ F is a γ-KMS state of B. Even more, letting (Y,G) =
(∗D)
∞
1 (B,F ) be the amalgamated free product of infinitely many copies of (B,F )
and letting γ˜ be the one-parameter automorphism group of Y given by γ˜t = ∗
∞
1 γt,
we will show that ρ ◦ G is a γ˜-KMS state of Y . As in [4], we let ψˆ denote the
vector state on Mψ for the vector coming from the identity element of ∗
∞
1 A, so that
ψˆ ◦ πψ = ψ. Since ψ is a σ˜-KMS state on ∗
∞
1 A, it follows that ψˆ is a ˆ˜σ-KMS state
and, in particular (see Prop. 5.3.7 of [2], cf. Prop. 2.3(c)), for every x, y ∈Mψ, there
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is a continuous function fx,y : D−1 → C that is holomorphic on D−1 and such that
for all t ∈ R,
fx,y(t) = ψˆ
(
xˆ˜σt(y)
)
, fx,y(t− i) = ψˆ
(
ˆ˜σt(y)x
)
.
Thus, the restriction of ψˆ to any ˆ˜σ-invariant C∗-subalgebra of Mψ is KMS. By
Thm. 7.3 of [4], the C∗-algebra Y is identified with the subalgebra πψ(∗
∞
1 A) of Mψ,
where ρ ◦G is identified with the restriction of ψˆ and where γ˜ is identified with the
restriction of ˆ˜σ. It follows that ρ ◦G is γ˜-KMS.
By Rem. 7.2(c) of [4], the GNS representation of ρ ◦ G is faithful. Therefore, by
Lemma 2.8, ρ ◦ G is faithful. Thus, ρ ◦ F is faithful, so both ρ and F are faithful.
Finally, since ρ◦G is γ˜-KMS, we get that ρ◦F is γ-KMS. It follows that all conditions
of Defn. 4.2 are satisfied and (B,D, F, θ, γ, ρ) ∈ Vσ(A). 
5. Centers of certain amalgamated free product von Neumann
algebras
In this section, we return to a topic visited in Sec. 3 of [3] and we prove results in
greater generality. This problem is to describe the center of a von Neumann algebra
realized as the amalgamated free product over a von Neumann algebra D of infinitely
many copies of (B, E), where B is a von Neumann algebra and E is a normal, faithful
conditional expectation onto a unital copy D ⊆ B. The answer, unsurprisingly, is
that the center is precisely the intersection of the center of B with D; in [3], we proved
this under the hypothesis that there exists a tracial state τD such that τD ◦ E is a
faithful trace on B, but here we will only assume that E is faithful and that D has a
normal, faithful state.
Throughout this section, we let D ⊆ B be a unital inclusion of von Neumann
algebras with a normal, faithful, conditional expectation E : B → D.
For an element x of a von Neumann algebra, we will let [x] denote the range
projection of x. Thus, [x] is the orthogonal projection onto the closure of the range
of x, considered as a Hilbert space operator, and it belongs to the von Neumann
algebra generated by x. The notation Z(A) means the center of A.
The following is a generalization of Lemma 3.1 of [3]. In fact, though that lemma
formally assumed the existence of a trace as described above, it only depended on the
faithfulness of the conditional expectation E. Thus, the main (and, actually, quite
mild) innovation in the following version is the use of a dense subalgebra A, which
will be used in the proof of Thm. 5.2 below.
Lemma 5.1. Let E : B → D be a faithful, normal, conditional expectation as de-
scribed above. Suppose A is a strong-operator-topology dense ∗-subalgebra of B such
that E(A) ⊆ A. Let
qA =
∨
{[E(b∗b)] | b ∈ A ∩ kerE}.
Then qA is independent of the choice of A, and, writing q for this projection, we have
q ∈ D ∩ Z(B) and (1− q)B = (1− q)D.
Proof. We only need to show
qA =
∨
{[E(b∗b)] | b ∈ kerE}, (6)
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because then the proof of Lemma 3.1 of [3] shows that q has the desired properties.
Let q(E) denote the right-hand-side of (6). We clearly have qA ≤ q(E). We may
assume that B is represented as a von Neumann subalgebra of bounded operators on
a Hilbert space H. Suppose ξ ∈ q(E)H. Then for every ǫ > 0, there is n ∈ N and
there are b1, . . . , bn ∈ kerE and ζ1, . . . , ζn ∈ H such that
∥∥∥∥∥ξ −
n∑
j=1
E(b∗jbj)ζj
∥∥∥∥∥
2
< ǫ.
By applying Kaplansky’s density theorem to the real and imaginary parts of bj in-
dividually, we find that, for each j, there is a bounded sequence (aj,k)
∞
k=1 in A that
converges in strong operator topology to bj and such that a
∗
j,k converges in strong
operator topology to b∗j . Thus, E(a
∗
j,kaj,k) converges in strong operator topology
to E(b∗jbj). Since E is continuous with respect to strong operator topology and
E(bj) = 0, we may without loss of generality assume E(aj,k) = 0 for each j and k.
This implies that ξ has distance no more than ǫ to an element of qAH. This shows
q(E) ≤ qA, as required. 
Theorem 5.2. As described above, let E : B → D be a faithful normal conditional
expectation of von Neumann algebras. Let
(M, F ) = (∗D)
∞
1 (B, E) (7)
be the von Neumann algebra free product with amalgamation over D of infinitely
many copies of (B, E). Then the center of M is contained in D and is, in particular
Z(B) ∩ D.
Proof. Let x ∈ Z(M) and let us show F (x) = x. We may without loss of generality
assume that B is countably generated. Indeed, the ∗-subalgebra of M spanned by
the words in the various copies of B is strong-operator-topology dense in M, so x is
the limit (in strong-operator-topology) of a sequence, each term of which is a finite
sum of such words. Thus, we may replace B by some countably generated subalgebra
of it, and it will suffice to show F (x) = x under these hypothesis. Note that, then,
D is also countably generated.
It was proved by E. Ricard that F is faithful. (See Thm. 2.1 [7], where this proof
appears in print.) Since D is countably generated, it has a faithful, normal state φ.
Then φ ◦ F is a normal, faithful state of M. We will let Bi denote the i-th copy of
B in M, arising from the amalgamated free product construction and Ei : Bi → D
the corresponding copy of the conditional expectation E. We will let Hi denote the
Hilbert D-bimodule L2(Bi, Ei), which contains an orthocomplemented copy of D, and
we will let Hoi denote the orthocomplement of D in Hi. Recall thatM is constructed
as follows: on the Hilbert D-bimodule
H = D ⊕
⊕
k≥1
i1,...,ik≥1
ij 6=ij+1
H
o
i1
⊗D · · · ⊗D H
o
ik
,
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we have the usual left actions of Bi, i ∈ N. Letting πD denote the GNS representation
of D on L2(D, φ), the left actions of Bi on H induce left actions on the Hilbert space
H⊗piD L
2(D, φ) = L2(D, φ)⊕
⊕
k≥1
i1,...,ik≥1
ij 6=ij+1
H
o
i1
⊗D · · · ⊗D H
o
ik
⊗piD L
2(D, φ),
which is in a natural way identified with L2(M, φ ◦ F ).
We will review some elements of Tomita–Takesaki theory that we need; see, for
example [10]. For x ∈M, we will write xˆ for the corresponding element of L2(M, φ◦
F ). We let λ denote the usual left action ofM on L2(M, φ◦F ). Thus, λ(x)yˆ = (xy)ˆ ,
y ∈ M . Consider the modular automorphism group σ = (σt)t∈R of M associated to
the faithful state φ ◦ F . Note that σ leave D and each Bi globally invariant. Let Sφ
denote the densely defined, closed, conjugate linear operator defined by Sφ(xˆ) = (x
∗)ˆ
and, as usual, write Sφ = Jφ∆
1/2
φ for its polar decomposition. Then Jφ is a conjugate
linear, surjective isometry. For x ∈ M, let r(x) denote the densely defined “right
multiplication” operator r(x)yˆ = (yx)ˆ , y ∈ M . It need not be bounded. However,
(see, for example equations (4)-(6) of [6]), if x ∈M is entire analytic with respect to
σ, then r(x) = Jφλ(σ−i/2(x
∗))Jφ and r(x) is bounded. Note, also, that if x ∈ M is
entire analytic, then so is F (x).
Let x ∈ Z(M) and let η = xˆ−F (x)ˆ . We will show that η = 0, and this will prove
the theorem. Let ηN denote the orthogonal projection of η onto the subspace
H
(N) =
⊕
k≥1
1≤i1,...,ik≤N
ij 6=ij+1
H
o
i1 ⊗D · · · ⊗D H
o
ik
⊗piD L
2(D, φ),
of L2(M, φ ◦ F ). Then limN→∞ ‖η − ηN‖ = 0. Suppose b1 ∈ B1 ∩ kerE1 is entire
analytic with respect to the restriction of σ to B1. Let bN be the copy of b1 in BN .
Since x is central, we have
0 = (bNx−xbN )ˆ = (λ(bN)−r(bN ))xˆ = (λ(bN)−r(bN ))(ηN−1+F (x)ˆ +η−ηN−1). (8)
By considering the dense set of elements in H(N−1) that are of the form yˆ for y ∈M,
we see that the three subspaces
λ(bN)H
(N−1), r(bN)H
(N−1) and λ(bN )L
2(D, φ) + r(bN)L
2(D, φ)
are mutually orthogonal. Therefore, from (8), we get
‖λ(bN )ηN−1‖
2
2 + ‖r(bN)ηN−1‖
2
2 + ‖(λ(bN)− r(bN))F (x)ˆ ‖
2
2
= ‖(λ(bN )− r(bN ))(η − ηN−1)‖
2
2 ≤ ‖λ(bN)− r(bN)‖
2‖η − ηN−1‖
2
2. (9)
For every permutation ρ of N, there is an F -preserving automorphism of M that
sends the copy Bi identically to the copy Bρ(i). Thus, we see that ‖λ(bN ) − r(bN)‖
does not depend on N . So the right-hand-side of (9) tends to 0 as N →∞, and we
get limN→∞ ‖λ(bN )ηN−1‖2 = 0. Letting d = E1(b
∗
1b1)
1/2, we have d = EN (b
∗
NbN )
1/2
for every N . Moreover, again by considering the dense set of elements in H(N−1) that
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are of the form yˆ for y ∈ M, we have ‖λ(bN)v‖2 = ‖λ(d)v‖2 for every v ∈ H
(N−1).
So we get
‖λ(d)η‖2 = lim
N→∞
‖λ(d)ηN−1‖2 = lim
N→∞
‖λ(bN )ηN−1‖2 = 0.
Since EN (b
∗
NbN ) = d
2 for all N , we have
λ(EN(b
∗
NbN ))η = 0. (10)
Let A ⊆ B be the ∗-subalgebra of elements that are entire analytic with respect to
the restriction to B1 of the modular automorphism group σ (where we have identified
B and B1). Then A is strong-operator-topology dense in B (see, for example, Prop.
2.5.22 of [1] or Lemma 2.3 of [10]). Let
q =
∨
{[E(b∗b)] | b ∈ A ∩ kerE}.
By Lemma 5.1, q ∈ Z(B)∩D and (1− q)B = (1− q)D. All copies of q in the various
BN are, therefore identified with each other, and q lies in the center of M. Thus,
(1 − q)BN = (1 − q)D for all N , and we have (1 − q)M = (1 − q)D. From (10),
we conclude that qη = 0. Since φ ◦ F is faithful, this yields q(x − F (x)) = 0. So
x − F (x) = (1 − q)(x − F (x)) ∈ (1 − q)D. However, x − F (x) ⊥ D, so we have
x− F (x) = 0, as required. 
6. The simplex of KMS quantum symmetric states
Turning back to the notation described in Sec. 4, we let K(∗∞1 A, ∗
∞
1 σ) denote
the set of all ∗∞1 σ-KMS states on the universal unital free product C
∗-algebra ∗∞1 A.
This set K(∗∞1 A, ∗
∞
1 σ) is a compact affine set in the weak
∗-topology and is known
to be a Choquet simplex whose extreme points are those φ ∈ K(∗∞1 A, ∗
∞
1 σ), the von
Neumann algebras generated by images of whose GNS-representations are factors (cf.
[5], [9] and [11]).
Recall that we defined QSSσ(A) = K(∗
∞
1 A, ∗
∞
1 σ) ∩QSS(A).
Remark 6.1. We easily see that QSSσ(A) is nonempty if and only if A possesses a
σ-KMS state. Indeed, if φ is a σ-KMS state on A, then we always have at least two
elements of Vσ(A), which are distinct so long as A 6= C:
(i) taking (B,D, F, θ, γ, ρ) = (A,C, φ, idA, σ, idC), we get the free product state
Ψσ(B,D, F, θ, γ, ρ) = ∗
∞
1 φ ∈ QSSσ(A);
(ii) taking (B,D, F, θ, γ, ρ) = (A,A, idA, idA, σ, φ), we get the state
Ψσ(B,D, F, θ, γ, ρ) = φ ◦
(
∗∞1 idA
)
∈ QSSσ(A)
that arises from the ∗-homomorphism ∗∞1 A → A sending each copy of A iden-
tically to itself, followed by the state φ.
The paper [14] addresses and answers the question of existence of a σ-KMS state of
A.
The following theorem follows easily, just like Thm. 5.3 of [3], since we have already
proved the main ingredients.
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Theorem 6.2. If QSSσ(A) is nonempty, then it is a Choquet simplex and a face of
K(∗∞1 A, ∗
∞
1 σ). Moreover, given ψ ∈ QSSσ(A), let (B,D, F, θ, γ, ρ) ∈ Vσ(A) be the
element that maps to ψ under the bijection Ψσ from Thm. 4.5. Let B be the von
Neumann algebra generated by the image of B under the GNS representation πρ◦F of
the state ρ◦F and let D be the von Neumann subalgebra generated by πρ◦F (D). Then
the following are equivalent:
(i) ψ is an extreme point of QSSσ(A),
(ii) ψ is an extreme point of K(∗∞1 A, ∗
∞
1 σ),
(iii) Z(B) ∩ D = C1, where Z(B) is the center of B.
Proof. The implication (i) =⇒ (ii), when proved, will imply that QSSσ(A) is a face
of K(∗∞1 A, ∗
∞
1 σ) and, thus, that it is a Choquet simplex.
The implication (ii) =⇒ (i) is clearly true.
We now show the implication (iii) =⇒ (ii). By construction, the state ρ ◦ F of
B is γ-KMS and faithful. By Lemma 2.8, this implies that the normal extension
(ρ ◦ F )ˆ of ρ ◦ F to B is faithful. Moreover, the conditional expectation F induces
a projection from L2(B, ρ ◦ F ) onto the subspace L2(D, ρ) and compression by this
projection induces a (ρ◦F )ˆ -preserving, normal, conditional expectation F : B → D,
that extends F . Letting ρˆ denote the unique normal extension of ρ to D, we have
(ρ ◦ F )ˆ = ρˆ ◦ F . The image πψ(∗
∞
1 A) of the GNS representation of ψ is, by the
construction in Thm. 7.3 of [4], isomorphic to the reduced amalgamated free product
C∗-algebra
(Y,G) = (∗D)
∞
i=1(B,F ),
of infinitely many copies of (B,F ), with amalgamation over D. Moreover, the GNS
representation is itself the defining representation of the reduced free product C∗-
algebra on the Hilbert space H = L2(Y,G) ⊗piρ L
2(D, ρ), where L2(Y,G) is the free
product of infinitely many copies of the Hilbert D-bimodule L2(B,F ).
The von Neumann algebra Mψ := πψ(∗
∞
1 A)
′′ generated by the image of the GNS
representation of ψ is, therefore, isomorphic to the amalgamated free product of von
Neumann algebras,
(∗D)
∞
i=1(B,F),
of infinitely many copies of (B,F), with amalgamation over D. By Thm. 5.2 and the
hypothesis (iii), it follows that Mψ is a factor. Therefore, ψ is an extreme point of
K(∗∞1 A, ∗
∞
1 σ).
We will now show (i) =⇒ (iii), which will finish the proof. Suppose that (iii) fails
to hold. Then there is a projection p ∈ Z(B) ∩ D that is neither 0, nor 1. Thus,
t := ρˆ(p) ∈ (0, 1). Note that p lies in the center of Mψ (Thm. 5.2). Consider the
states ρ0 and ρ1 of D, defined, for d ∈ D, by
ρ0(d) = t
−1ρˆ(πρ(d)p), ρ1(d) = (1− t)
−1ρˆ(πρ(d)p).
We see that ρ0 6= ρ1, by considering a bounded sequence (xn)
∞
n=1 in D such that
πρ(xn) converges in strong operator topology to p ∈ D. Consider, for each i ∈ {0, 1},
the state ψi = ρi ◦ F ◦ πψ of ∗
∞
1 A. By Thm. 4.1 of [3], each is a quantum symmetric
state of A. Using that p lies in the center of Mψ, we have that each ψi is also
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(∗∞1 σ)-KMS. Thus, ψi ∈ QSSσ(A). But we have ψ = tψ0 + (1 − t)ψ1, and ψ0 6= ψ1.
Therefore, (i) fails to hold. This finishes the proof. 
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