The authors describe their findings from a study that (1) identified 41 medical schools or medical school departments that used metric systems to quantify faculty activity and productivity in teaching and (2) analyzed the purposes and progress of those systems.
The authors describe their findings from a study that (1) identified 41 medical schools or medical school departments that used metric systems to quantify faculty activity and productivity in teaching and (2) analyzed the purposes and progress of those systems. Among the reasons articulated for developing these systems, the most common was to identify a "rational" method for distributing funds to departments. More generally, institutions wanted to emphasize the importance of the school's educational mission. The schools varied in the types of information they tracked, ranging from a selective focus on medical school education to a comprehensive assessment of teaching activity and educational administration, committee work, and advising. Schools were almost evenly split between those that used a relative-value-unit method of tracking activity and those that used a contact-hour method.
This study also identified six challenges that the institutions encountered with these metric systems: (1) the lack of a culture of data in management; (2) skepticism of faculty and chairs; (3) the misguided search for one perfect metric; (4) the expectation that a metric system will erase ambiguity regarding faculty teaching contributions; (5) the lack of, and difficulty with developing, measures of quality; and (6) the tendency to become overly complex. Because of the concern about the teaching mission at medical schools, the number of institutions developing educational metric systems will likely increase in the coming years. By documenting and accounting financially for teaching, medical schools can ensure that the educational mission is valued and appropriately supported.
Bytheendofthe1990s,Ludmerer
wrote, medical education "was by far the most endangered part of the medical school's traditional mission." 1 Korn noted that "the centrality of a general education, both medical and scientific, has become attenuated, and the education of medical students has become to many faculty a distraction." 2 Numerous task forces, committees, and groups have recognized the need for medical colleges to fortify their commitment to the educational mission. The 1984 recommendations of the General Professional Education of the Physician (GPEP) Committee urged that "deans and departmental chairmen should elevate the status of the general professional education of medical students to assure faculty members that their contributions to this endeavor will receive appropriate recognition." 3 A decade later, the ACME -TRI report acknowledged the difficulty of recognizing faculty contributions to education because of the complexity in documenting that activity: "Many faculty members believe that there are inadequate criteria to evaluate and insufficient measures to document teaching efforts." 4 To reinforce its concern for the educational mission, the 1984 GPEP report 3 also recommended that each medical school establish a distinct budget for its educational program, although it is not clear that any schools did so in the years immediately following. 5 Instead, teaching continued to be viewed as a byproduct of other activities, entangled in the cross-subsidies and deal-making among dean, department, practice plan, and hospital. However, with mounting financial pressures in the 1990s-reduced patient care reimbursements, growing regulatory burdens, and cost-sharing research requirements-some institutions began to adopt missionbased budgeting and management practices, in which costs and revenue streams are identified for each mission area. Mission-based management requires that schools track faculty effort and activity in teaching, research, clinical care, administration, and service. 6 Prompted by an attraction to missionbased management, institutional leaders began to consider how to measure teaching activity and effort. In February 2000, an expert panel, convened by the Association of American Medical Colleges (AAMC) as part of its Missionbased Management Program, provided a blueprint for developing a relative-valuescale approach to this task. 7 Nearly 20 years after the GPEP report, a decade after the ACME -TRI report, and with the increasing interest in missionbased management, has there been progress in the methods to document teaching efforts? Have schools of medicine devised ways to calculate faculty contributions to the educational mission? Since 1995, a number of articles have described individual attempts to develop measurement (i.e., metric) systems to track faculty activity and effort in teaching and educational areas. 8 -15 While some of these systems described in the literature have been successfully implemented and used to make decisions-about allocation of resources, faculty compensation, curriculum planning, and faculty evaluation and promotion-in other cases, the systems as described were never implemented or are still in the planning stages. 8 -11 In this report, we present data and discuss findings on the current development and use of systems to measure faculty activity and effort in teaching activities at U.S. and Canadian medical colleges. After briefly outlining the methods used in data collection and analysis, we present findings about the types and purposes of these metric systems, the frequency and degree of implementation, and emerging themes about the experiences with developing such systems.
The Study
This study had two parts. First, we developed a database of schools of medicine, or departments within those institutions, that had metric systems to track faculty efforts and contributions to the educational mission. By "metric" system, we mean a system of measurement that quantifies the educational activities of faculty members. We identified 41 colleges of medicine, or departments within medical schools, that had such metric systems. Second, for each institution, we analyzed why the system had been implemented, what it tracked, and how it was used.
We relied on three sources of information to develop the database of institutions that were using educational metrics. First, we conducted a literature review to find published case studies and reports of institutions' experiences with educational metric systems. Second, we had knowledge of several schools' systems through informal discussions and networking. Third, an e-mail query was sent to the associate deans for medical education at all 125 U.S. and 16 Canadian colleges of medicine asking whether their institutions had developed or were in the process of developing educational metric systems. (We were unable to contact ten associate deans because of very recent staffing changes.) Our primary goal was to identify metric systems used at the school-wide level; however, we also included metric systems used only at the department level when they became known to us.
Based on these three data sources, we identified 41 schools or departments that had developed or were developing educational metric systems as of April 2001. (See Appendix A.) Because our methods had limitations, there may be other institutions with such systems that were not included in our study sample. It is possible, for example, that the associate dean for medical education was unaware of the use of metrics for teaching within a specific department. Additionally, three institutions did not respond to repeated inquiries for further information and were thus excluded from the analyses. Six institutions in the "discussion" or "thinking" phase at the time of our investigation were also excluded. These institutions may have progressed to the implementation phase between the time of our data collection and publication of this article. This reporting problem is an inherent flaw in the data analysis and publication process. Based on these factors, we do not consider our study to have as its sample the entire universe of all educational metric systems at U.S. and Canadian medical schools.
Once we identified a school to include in the database, we contacted one or two primary informants-typically the associate dean for medical education or a faculty member involved in the metric system development. For three schools that had previously published synopses of their systems, we inquired, via e-mail, about new developments or discrepancies since their reports were published. For 38 institutions, we conducted phone interviews lasting 30 minutes to one hour each. In these interviews, we used a focused approach, a set of structured, open-ended questions to elicit comments on particular topics. 16 We solicited information such as:
▪ type of educational metric system being used;
▪ length of time it had been in place;
▪ process used to develop the method;
▪ types of information captured;
▪ intended outcomes of the system; ▪ reactions to the system of faculty members, chairs, and school administrators; and ▪ lessons learned by the primary informants.
We also requested written documentation that explained the educational metric model. Prior to writing this article, we provided, via email, a summary of our analyses to those informants who had participated in phone interviews. Based on this step, we confirmed or clarified our analyses.
We generated categories, themes, and "recurring regularities" 17 from the plethora of data by developing coding strategies inductively, as suggested by qualitative methodologists. 18, 19 These coding categories and themes emerged from the ongoing data-analysis process.
Based on these methods, we have confidence in producing extrapolations from these data. Extrapolations are not generalizations, but "modest speculations on the likely applicability of findings to other situations under similar, but not identical, conditions. Extrapolations are logical, thoughtful, and problem oriented rather than statistical and probabilistic." 20
Findings

Purposes of educational metric systems
Schools articulated numerous reasons for developing and implementing metric systems. These rationales can be grouped in six broad, interrelated themes:
1. To develop a "systematic" and "rational" method for distributing tuition dollars, state appropriations, and other general funds to departments.
Many institutions acknowledged that allocation models were often based on history and politics that didn't reflect current realities. An associate dean noted an allocation to one department in place since 1927. Respondents viewed these metric systems to quantify educational contributions as a more rational, rigorous, and fair method to distribute scarce resources, and to ensure that departmental allocations matched the relative proportions of teaching activity.
To track the amounts of resources spent on teaching activity and other educationrelated activities.
Some publicly supported schools created educational measurement systems to provide data to their state legislatures. In some cases, the legislature mandated that the state's allocation to the medical school be used expressly for medical student education. The metric systems have been developed to demonstrate compliance with that requirement. In other cases, the institutions wanted to make a case to the legislature for increased funding by demonstrating how much teaching they performed.
To address department chairs' lingering mistrust of the dean's office about hidden pools of money.
At some institutions, department chairs believed that the dean's office had additional off-budget resources to fund pet projects, to subsidize favorite departments, and to use in special cases.
The metric system was a way to provide an open-books culture in which department chairs had full access to information about where money came from and went to.
To counteract the myth that faculty cannot afford to teach or are not compensated to do so.
These methods produced data on the amount of teaching performed by each department and the amount of funding the department received for that effort. Armed with this information, administrators had evidence to dispel myths that faculty were not compensated to participate in the educational mission of the school.
To provide an incentive to faculty members to participate in current or expanded teaching activities.
By linking educational effort with faculty compensation, some schools created incentives for faculty members to teach. Faculty members were then aware of the dollar figure that they or their department earned for their teaching time. In at least one case, this enticement was used to encourage participation in a new problem-based learning curriculum.
6. To make the educational mission more visible.
Most generally, the very act of discussing, implementing, and revising an educational metric system raised the level of importance and awareness of education. Even schools that struggled when putting their policies into practice witnessed increased attention to and discussion of the teaching activities of the institution.
Tracking systems: Content and methods
The schools varied widely in the types of educational activities they tracked with their metric systems. Nearly all of these institutions tracked didactic and clinical teaching activities in the medical student years, although many expressed concern about developing appropriate methods for tracking clinical teaching. Fewer developed ways to quantify graduate medical education, graduate student teaching, and teaching performed for other populations (e.g., undergraduate science courses, allied health divisions). Some institutions awarded preparation time for a lecture depending on the type of lecture: Baylor gave four hours of preparation time for an "infrequent" lecture and one hour of preparation time for a "frequent" lecture. The Department of Medicine at Dartmouth awarded seven hours of preparation time for a new lecture but two hours for an "updated" lecture. The University of Michigan allocated 15 hours for a new lecture and five hours for a previously given lecture. The Medical College of Georgia gave 15 hours for "core" medical curriculum lectures, ten hours for "core" lectures to graduate students and students in other schools, and five hours for large-and small-group sessions.
For time-based systems, models that tracked clinical teaching tended to award hours based on the numbers of days spent in clinics. For example:
▪ New Mexico: two hours of teaching credit for each inpatient day and one and a half hours for each one-half-day outpatient clinic.
▪ Florida: two hours per day for inpatient teaching and 1.2 hours per half-day outpatient clinic. Other schools did not analyze clinical teaching on an hourly basis. Instead, they provided allocations based on more general units of measurement. For example, Utah assigned hours on a weekly basis. Arizona's aborted attempt at tracking data used the student week as the unit of analysis. Cincinnati awarded credit by multiplying the number of enrollees in each course by the length of the course.
In developing clinical-teaching-tracking models, the schools tended to ask questions such as:
▪ "How much time does this teaching effort add to your day? How much productivity do you lose because students are present?" (Florida)
▪ "What is the incremental effort for having a learner present?" (Michigan)
▪ "Would this activity exist if students weren't present?" If the answer was yes, then the activity was not an eligible teaching activity credit. (Pittsburgh)
Stages of development
The 41 institutions and/or departments were in various stages of developing and implementing their systems to quantify contributions to the educational mission. While some schools had succeeded in using the information in a decisionmaking capacity, others were still in the design or data-collection stage. Figure 1 indicates the various stages of implementation for the schools in this study. We placed institutions in these categories based on our interviews and interpretation of their documentation. The reader is cautioned that these are "live" data-since the time of our study, some colleges may have progressed (or regressed) along the implementation continuum.
Those schools that reallocated funds to departments based on the data from educational metrics did so gradually. For example, Wake Forest and Wisconsin used a three-year implementation cycle to adjust departmental budgets. Minnesota phased in the new allocations over a five-year period. Vermont did not reduce a budget more than 5% per year.
Challenges of Documenting Teaching Effort
In addition to collecting quantitative information about the frequency and degree of implementation of these metric systems, we also wanted to understand the challenging issues that schools encounter with these efforts. Six themes emerged from our data that address the problems with documenting teaching effort. Each theme is accompanied by our interpretation of the "lessons learned" or implications for administrators and faculty who are developing or considering systems to measure educational activities at their institutions.
Six themes
1. Lack of a culture of data. Many of the medical colleges involved in developing educational metrics had experienced initial turbulence because of the general view in academe that educational activity defies quantitative assessment and analysis. Academic institutions lack a culture of data; few people have the skill or interest in understanding, interpreting, and using data to make management decisions, a situation eloquently described in the following quote:
While higher education exhibits a preoccupation with numbers like never before, institutions find themselves oddly stretched to [two] extremes. . . . On the one hand, "We deferred any decision for want of sufficient data." And on the other, "We made the decision, data be damned." The ironic result is an institution that uses data extraordinarily well when rendering scholarly judgment but often fails to use data effectively to improve its own operations, processes, and prospects. 21 Lessons learned. Leaders in academic medicine should present data in the context of the institutional story of change and improvement. Faculty and administrators need to understand how data fit into the institution's past, present, and future. What problems are these data being collected to solve? How will these data be used to improve the college? What will be different about the institution in one year? In five years? By interweaving the collection and use of data into the strategic vision for the institution, leaders can build a narrative of change and a culture of data. If there is not this commonly understood institutional story of what will be done with the data, community members will use their own stories-their worst fears, assumptions, and myths about data-to fill that void.
Because this way of tracking education effort and linking it to decision making represents a huge cultural shift for institutions, experienced administrators recommend moving slowly and deliberately. Many reported that faculty concerns were alleviated as the system was discussed and its rationale explained. Leaders cannot assume that a one-time communication plan will be sufficient; instead they should consider an ongoing strategy focused on both department chairs and individual faculty.
Fear of leadership by numbers.
Respondents reported that faculty members and chairs often expressed deep skepticism about why and how the measurement process occurred. There were fears of micromanagement, concerns about validity, and doubts about intentions. At the core of the skepticism was a concern that the data would be used as an alternative to pragmatic managerial judgment. Faculty members, chairs, and some administrators feared that educational performance would be analyzed by some unreliable and invalid quantitative system that defied common sense.
While these educational metric systems were intended to supplement-not supplant-intuitive sense-making and understanding, respondents noted caution. As one administrator warned, "Tracking educational contributions is a mechanistic process that creates the potential for a false sense of precision. Really, this is an elaborate process of estimating."
Lessons learned. Leaders should ensure that the "hard data" collected in the educational measurement systems are not viewed as holding primacy over "soft data," the intuitive data gathering and analysis that chairs and deans already use to make decisions. Hard data inform soft data to increase the reliability, effectiveness, and consistency of decision making, but these data should not supersede judgment and put the institution on managerial autopilot.
Leaders must be careful to ensure that the data reflect reality. "The formula doesn't rule everything," said one institutional leader. Decision makers still must use their knowledge of "the way things really are" to make adjustments and, if warranted, to make exceptions to the numbers.
3. In search of the Holy Grail. At some institutions, the metric development process became stuck because the school community focused on finding the one perfect metric, the "Holy Grail" of academic measurement. Some people wanted to use the metrics as a panacea or a formula to solve difficult managerial and fiscal problems. Such a sentiment points to an interesting paradox. On one hand-as indicated above-faculty and chairs resisted an easy "boxed" quantification of their educational work. On the other, they searched for a tool that would ease their burden of making difficult decisions.
Lessons learned. The system of measuring faculty contributions is better viewed as a process of learning and discovery. It is part of a larger, more important endeavor that seeks to answer, What do we value? How do we "put our money where our mouth is?" 22 The metrics process cannot be a onetime fix or cure-all. Instead, it requires continual sorting and sifting to ensure its validity, credibility, and ultimate success.
Institutions that have "succeeded" with their metric systems have resisted the desire to measure everyone by the same standard and ensure the system is perfect from the beginning. Instead, they have tested the system on a few faculty and departments and made adjustments as necessary. Additionally, the policies that govern these systems have been public and open to inspection.
The sound and the fury.
Reports from institutions that have developed educational metrics suggest another paradox: metrics can become "the sound and the fury," signifying everything and nothing. On one hand, some faculty members and chairs viewed the measurement system as magic-a supernatural process that, if properly done, would reveal hidden truths about how to make difficult decisions. Conversely, for other participants, the metrics system signified nothing, a meaningless endeavor that seemed irrelevant to the improvement of the institution and a waste of time. For example, one administrator avowed, "These systems all do the same thing. † Used for merit pay increase only. ‡ ECU has halted the implementation of its system.
They just let you quantify what you already know to be true."
Lessons learned. These metrics systems were more palatable when constituents understood their utility and realized that they did not erase all ambiguity. "Successful" institutions viewed the metrics as a process not only for reallocation of resources but, more importantly, for mission enhancement (altering the marginalization of the education mission). Successful schools didn't try to capture every instance of teaching activity. Said one associate dean, "It is to get a general idea of teaching in the departments."
What's quality got to do with it?
Institutions struggled with indices of quality in their metric systems. While a few schools factored teaching quality into their formulas, most did not. The lack of quality factors was troubling to many administrators ("We count how much teaching is done, but not how well teaching is done.") Those that used measurements of quality tended to employ indicators that have acknowledged shortcomings (e.g., student or course evaluations, peer evaluations, or number of teaching awards).
Lessons learned. The concern over quality factors in these educational metric systems was real and important. But the apprehension over quality indices is not a new problem in the evaluation of teaching or other academic activities. Clinical and research productivity measures also are often derided for a lack of quality indicators. For example, at many universities the number of publications serves as an imperfect proxy for research quality. Similarly, there are concerns about the lack of indicators of quality in the use of clinical relative-value units (RVUs) to measure clinical productivity. As one associate dean noted, "It's not fair to hold education to a higher standard than clinical care. Clinical RVUs don't deal with quality either."
Many of these educational metric systems would be categorized as gross productivity studies, which ignore differences in quality. As one higher education scholar has noted, "Gross productivity studies have merit. 
Rituals and symbols
As noted above, administrators said that one basis for creating these systems was to introduce a systematic and rational way to allocate resources to departments. A few institutions indeed allocated or reallocated resources using these methods. A more prevalent outcome, however, was increased attention to the educational mission of the institution without any concomitant resource reallocation (at least not yet). In some cases, where state funding is directly tied to individual salary lines, schools may be constrained in reallocating these funds. Despite this limitation, the ritual of measuring and reporting teaching effort and activities has, in fact, focused concern and attention on the educational mission. These policies were, in part, symbolic solutions to very complex problems: How do we value education? How can we achieve a proper balance among our missions? These policies demonstrated to various constituenciesfaculty members, chairs, deans, trustees, legislators, and the public-that medical schools were dealing with the issue, even if, in some cases, the outcomes were more symbolic than substantive.
Bolman and Deal argued that "many organizational events and processes are important more for what they express than for what they produce." 24 For many institutions, direct cause-effect relationships between the educational metric systems and outcomes were difficult to establish. But an indirect signaling effect was evident. These metric systems expressed a message about "what we value" and "who we are." Said one associate dean, "It puts medical education on the table." The simple act of collecting the data was a symbol of how the institution valued education.
Conclusions
In this article, we have presented our analysis of 41 medical schools or departments that used measurement systems to track faculty contributions to educational programs, and described several emerging themes that were evident among these sites. Many schools struggled over the goals, methods, and outcomes of their systems. Among the concerns raised by some faculty and administrators was that the measurement of educational productivity flouts the established norms of academe.
Nevertheless, because of increased demands on faculty time to expand biomedical research programs and to maintain clinical revenues, medical school leaders are ever more concerned about the teaching mission at their institutions and look for ways to protect it. For this reason, we believe that the number of schools of medicine that use educational metric systems will continue to increase. Through these responses-the formal documentation of and financial accounting for education-related activities, and the creation of new structural forms-medical colleges are attempting to value and appropriately support the teaching mission. In doing so, institutional leaders can help preserve the core values and mission of academic medicine.
