The Hubble Space Telescope (HST) Wide Field Camera 3 (WFC3) near-IR channel is extensively used in time-resolved observations, especially for transiting exoplanet spectroscopy and brown dwarf and directly imaged exoplanet rotational phase mapping. The ramp effect is the dominant source of systematics in the WFC3 for time-resolved observations, which limits its photometric precision. Current mitigation strategies are based on empirical fits and require additional orbits "to help the telescope reach a thermal equilibrium." We show that the ramp effect profiles can be explained and corrected with high fidelity using charge trapping theories. We also present a model for this process that can be used to predict and to correct charge trap systematics. Our model is based on a very small number of parameters that are intrinsic to the detector. We find that these parameters are very stable between the different datasets, and we provide best-fit values. Our model is tested with more than 120 orbits (∼ 40 visits) of WFC3 observations, and is proved to be able to provide near photon noise limited corrections for observations made with both staring and scanning modes of transiting exoplanets as well as for starting-mode observations of brown dwarfs. After our model correction, the light curve of the first orbit in each visit has the same photometric precision as subsequent orbits, so data from the first orbit need no longer be discarded. Near IR arrays with the same physical characteristics (e.g., JWST/NIRCam) may also benefit from the extension of this model if similar systematic profiles are observed.
INTRODUCTION
The Hubble Space Telescope Wide Field Camera 3 (HST WFC3) near infrared (near-IR) channel, is one of the most powerful and most frequently used instruments for exoplanet atmosphere observations. With its exceptional sensitivity and high photometric stability, WFC3 plays an essential role in high-cadence time domain observations, including transit grism spectroscopy (e.g., Swain et al. 2013; Kreidberg et al. 2014 ) and rotational phase mapping (e.g., Buenzli et al. 2012; Apai et al. 2013; Lew et al. 2016; Zhou et al. 2016) . However, instrumental systematics in its near-IR channel either related to the detector (for a summary see Wakeford et al. 2016) or the grism geometry (for a detailed description and correction, see Varley et al. 2015) prevent the attainment of photon noise limited performance. The often-called "ramp effect" (e.g., Berta et al. 2012) , is an approximately exponentially-shaped signal in the time domain. It is the most significant systematic affecting photometric efficacy. Different empirical profiles of the ramp effect were identified in various HST timeresolved observation datasets ( Figure 1 ). It is expected that other instruments that employ detectors with similar architectures, such as JWST/NIRCAM and NIRSPEC, may also suffer from similar systematics.
Great effort has been devoted to the calibration of the ramp effect. Until now, the most popular and successful method has been the "divide-out-of-transit" method (e.g., Berta et al. 2012) . This method uses an exponential/polynomial function (empirically derived from the out-of-transit parts of the light curves) to correct the ramp effect. Several of the most precise HST transit spectroscopic observations (e.g., Berta et al. 2012; Kreidberg et al. 2014 ) have adopted this correction. However, this method has three important limitations. First, the ramp effect is significantly more severe in the first HST orbit than in the rest of the observations in sequential target visibility periods, 1 , and the first orbit cannot be corrected by the divide-out-of-transit method. Although the difference in systematics between the different orbits is not well understood, it is widely assumed that the telescope needs to thermally settle, i.e., reach some sort of equilibrium. Therefore, the data from the first orbit of each visit are always excluded from data analysis, which results in the loss of approximately 100-200 orbits up to the end of HST cycle 24. Second, the out-of-transit method requires a flat photometric baseline to fit the empirical functions that are used for correction. When intrinsic variability is present, such as in hot-Jupiter orbital phase curves and in rotational phase mapping observations of brown dwarfs and directly imaged exoplanets, this method 1 During each orbit of HST (∼ 93 minutes) a typical target is visible for 40-54 minutes, depending on its celestial position. Therefore, HST only acquires science exposures during a fraction of each period, i.e., in the visibility period is not reliable. Third, this method is not based on an understanding of the underlying physical mechanisms of the systematics. The ad hoc nature of this method makes it difficult to evaluate the applicability of this instrumental systematic when observations with different detector readout modes and illumination levels are obtained with different instrument configurations. A physically motivated ramp-effect model that enables the retention of all photometric data with postprocessing (ramp calibration) is therefore highly desired.
Charge trapping has been suggested to be the major cause of the ramp effect for infrared detectors. Agol et al. (2010) used electron trapping to attempt to explain the ramp effect of Spitzer's IRAC detectors, and they empirically described this effect with two exponential functions. Furthermore, in WFC3 data the amplitudes of the ramp were found to be related to the exposure count levels (e.g., Berta et al. 2012) , a finding that is broadly consistent with charge trapping.
Instead of using empirically estimated exponential functions to calibrate electron trapping, in this paper, we developed a physical model RECTE (Ramp Effect Charge Trapping Eliminator), which is described by the numbers of charge carrier traps, the trapping efficiency and the trap lifetimes in every pixel on the detector. We show that this model works extremely well with time-resolved observations taken in both scanning and staring modes. We explain the details of the model ( §2), describe the model results ( §3), demonstrate two examples of model applications ( §3.1), and discuss the correction results, future observation planning suggestions, and model extensions for future instruments ( §4) in the rest of the paper.
THE RAMP EFFECT MODEL

Physical Background
The WFC3 infrared channel detector is a 1k × 1k HgCdTe array (Dressel 2016) . The detector was manufactured by Teledyne Scientific & Imaging, and has an architecture of hybrid HgCdTe device grown on a CdZnTe substrate and indium-bonded to a Hawaii-1R MUX (Baggett et al. 2008) . The basic elements of the detector array are photodiodes. Photons are absorbed by the diodes to produce free charge carriers. The free charge carriers travel through the diodes following the electric potential and reach the depletion region of the diodes. The electric field maintained by the contact potential drives the charge carriers across the P-N junction, and the collected charge carries change the circuit gate voltage that are measured as the signal (Rieke 2012) .
A highly repeatable characteristic of this type of detector is that the P-N junction is de-biased as the signal is accumulated. This can change the response of the detector during a series of exposures (Rieke 2012) , and is suggested to be the primary source of image persistence (Smith et al. 2008a tion region of the P-N junction are responsible for the image persistence, and based on this assumption established a qualitative theoretical framework to explain the image persistence phenomenon. Ibid, charge carriers can be trapped as they diffuse across the depletion region. The trapping of the charge carriers lowers the level of the signal measured in the individual exposures. At the end of the exposure, the original width of the depletion is restored by reset, but the trapped charge carriers remain in the depletion region. In subsequent frames, the trapped charge carriers are released and diffuse back to the undepleted region, which generates a signal. This signal is manifested either as image persistence in the dark frame, or as a ramp-shaped light curve in exposure series. Smith et al. (2008b) applied this model to calibrate the image persistence in the HgCdTe array of the SuperNova Acceleration Probe. They found that the integrated persistence profiles can be calibrated using a double-exponential profile, of which the time constants of two exponential functions differed by more than an order of magnitude. They suggested that the two trap populations could be the result of the two types of charge carriers, electrons and holes, behaving differently. Furthermore, they found that the trapping efficiency has relatively small spatial variation, which provided evidence that individual pixels had similar trapping properties. Studies (e.g., Anderson et al. 2014; Long et al. 2015a ) explored to study the charge carrier trap properties of the WFC3 near-IR detector and detectors that share similar physical architectures. Long et al. (2015b) created a model for the persistence of WFC3 near-IR detector. These studies focused on the persistence behavior of the detector with a timescale of several minutes after high count level exposures. These studies aimed to describe the effects of charge trapping on the data by fitting empirical functions to the observed trends, an approach that only works imperfectly and only applicable within sets of self-similar observations. The model we introduce here invokes the same physically-motivated conceptual picture as previous studies(e.g., Smith et al. 2008a) ; however, our approach differs from the past qualitative and quantitative models in two important aspects: First, our model assumes that charge trapping occurs immediately after the photons are absorbed and not later, i.e., charge trapping occurs only when the detector is illuminated. This difference results in a different behavior of the detector, which we demonstrate is more consistent with the existing observations than the predictions of the traditional model that assumes continuing trapping even in the non-illuminated state of the detector. Second, our model aims at correcting for the ramp effect and not the image persistence. The later effect is only important at very high fluence levels. Therefore, our model does not aim to incorporate a complete description of charge trapping and release mechanisms and the effects of nonlinearity in the extreme case of near-saturation levels. Comparisons of our model predictions to observations shows that our model reproduces very well datasets taken at moderately high fluence levels but not those taken at close to saturation levels. This indicates that physical effects not considered in our model play important roles when the detector is driven to saturation.
Model Descriptions
Our model is based on the charge carrier trapping theory of Smith et al. (2008a) . However, instead of fitting empirically derived exponential functions, our model enables us to quantitatively model the charge carrier trapping processes, so that we can precisely calibrate ramp-effect-impacted timeresolved observations made with WFC3. In order to quantitatively constrain the behavior of WFC3 detector, we generalize the theory with the following assumptions.
1. The detector pixels have two populations of charge carrier traps: a slow trap population that releases trapped particles with a long trapping lifetime and a fast trap population that releases trapped particles with a short trapping lifetime. The total numbers of traps per pixel for the two population are E s,tot and E f,tot . The power-law persistence trend seen in studies of Long et al. (2012 Long et al. ( , 2015a suggests the possibility of a more complex nature of the traps. We focus on two trap population model in this work and reserve the possibility to extend the model to multiple trap populations, which may become important when the detector is illuminated at levels close to saturation.
2. Charge carriers stimulated by incoming photon fluxes can fill the two populations of traps with efficiencies of η s and η f . The states of the two populations' traps are independent. The numbers of the trapped charge carriers at time t are E s (t) and E f (t). The charge carrier trapping rates are proportional to incoming flux f (t) [e − /s] and to the number of unfilled traps (Ē(t) = E tot − E(t)). With these assumptions the charge carrier trapping rate can be expressed as Equation (1). 
3. The two populations of trapped charge particles have lifetimes of τ s and τ f . Under no illumination, the number of trapped charges follows exponential decay:
. Combining equation (1) and (3), the complete form for trap number change follows:
4. As traps are filled during the exposures, the charge carrier trapping rates decrease. Therefore, the number of detected electrons per unit time increases, giving the characteristic "ramp" shape. When all traps are filled, or the charge carrier release rate is equal to the trapping rate, the detected flux will be equal to the true flux. In addition, a notable number of charge carriers are released between the target visibility periods, when the detector is not illuminated by the target. Therefore, the light curves usually rise up again at the beginning of each subsequent orbit (see Figure 1 ).
5. The number of occupied traps is not necessarily zero at the beginning of each visit because 1) previous observations may have illuminated the same pixels as current exposures; 2) the detector received flux before the first exposure, as WFC3 has no shutter for the detector, and is occassionally unintentionally illuminated during telescope slewing. To reflect these possibilities we introduced parameters E s,0 and E f,0 that represent the initially occupied number of traps. These parameters can vary from visit to visit, as well as from pixel to pixel.
6. Furthermore, because WFC3 may be illuminated by the target before the beginning of the science exposure series, parameters ∆E s ∆E f are included to represent extra trapped charges during the time between visibility periods.
7. After evaluating a number of different data sets we found no evidence for trapping parameters (E tot , η, and τ ) to change with time; therefore, we assume these parameters are intrinsic to the detector and constant with time. E 0 and ∆E can be different for different observations. The model is presented as a flowchart in Figure 3: 
Mathematical solutions for ramp profiles
From equation (1) and (3), we can express E(t) as a differential equation:
The formal solution of (5) is
(6) We note that E s (t) and E f (t) are calculated separately using equation (6), as we assume the states of the two populations are independent.
Therefore, the measured flux is
Number of initially trapped charges: E0 i th exposure, flux fi(t)
Charge trapping/release dE(t)
Trapped Electrons
Next orbit? If the incoming photon flux is constant, equation (5) has an analytical solution of
where E(t = 0) = E 0 . The observed flux is the intrinsic flux subtracted by the charge carriers that are trapped:
In the following, we discuss a few manifestations of our model.
At the beginning of the observations and in the case
where E 0 is close to zero, the measured flux is f (t) = (1 − η s − η f )f . Therefore, the amplitude of the ramp is mainly controlled by η s + η f .
When the number of filled traps reaches
where released electrons and trapped electrons are in equilibrium. In this case, a constant incoming flux results in a flat measured light curve.
3. If the irradiated count rates are low,
1, the measured flux will be
In this case, the ramp will become a linear profile.
Constraining the model parameters
We constrain our model by primarily using the scanning mode observations of the transiting exoplanet GJ1214b (Kreidberg et al. 2014, HST program 13021) . This dataset includes 15 visits that were taken between September 2012 and August 2013. Each of the 15 visits included 4 orbits G141 transiting spectroscopic observations to observe one transit of GJ1214b, and the transits all occurred within the third orbit of each visit observations. The first 5 visits were taken with one-directional scanning and SPARS10, NSAMP=13 exposures, and the last 10 visits are taken with two-directional (round trip) scanning and SPARS10, NSAMP=15 exposures.
We used the first two-orbit observations of every visit to constrain the model parameters, because the first two orbits had intrinsically flat light curves. The last two orbits in each visit were used to test the validity of the model. Kreidberg et al. (2014) discarded three visits for their analysis because of star-spot crossing or guiding failure. The first two orbits of these visits were not affected by these problems. Therefore, we used all 15 visits to constrain the model parameters, but discarded the same three visits for model testing and validation.
The data reduction started with ima files produced by the STScI CalWFC3 pipeline that include all calibrated non- destructive readouts, and followed the regular scanning mode data reduction routine described in Deming et al. (2013) and McCullough & MacKenty (2012) . We marked the pixels that have data quality flags of 4, 16, 32, and 256 (bad pixel, hot pixel, unstable response, saturation) as invalid and excluded them from further analysis. Due to the slight variability of the scanning rate and the jitter of the telescope, the ramp effect shapes were buried under the noise of the light curve of individual pixels. We averaged light curves of columns of pixels along the scanning direction, so that the noise caused by nonconstant scanning rates was eliminated (Figure 4 ). Therefore, we assumed the intrinsic light curves to be a flat line for every column. We extracted 120 light curves for every visit, and we had 1,800 light curves in total to fit the model parameters. The signal-to-noise ratios for the extracted light curves are approximately 1000 per exposure. We used a Markov Chain Monte Carlo (MCMC) procedure to find the best-fit model parameters. The ramp effect profiles are determined by 11 parameters, including the flux count rate f , the initial number of occupied traps E 0,s and E 0,f , the number of charge carriers captured between orbits ∆E s and ∆E f , and the 6 parameters controlling the trapping processes (E s,tot , η s , τ s , E f,tot , η f , τ f ). We initially allowed these 6 parameters to vary from column to column, but found that the values of the best-fit parameters from different columns agreed with each other within uncertainties. For the rest of the study, we therefore fixed the model parameters E s,tot , η s , τ s , E f,tot , η f , and τ f to be the same for every input light curve. In this way, we focused on the average behavior of pixels and we were able to determine these properties more precisely. The likelihood function is expressed as
The photometric uncertainty σ is a combination of the photon noise, read noise, dark current, and sky subtraction noise. We assumed flat priors for f and η, and flat priors in log space for N 0 and τ . For E 0 and ∆E, we assumed an exponential distribution as the prior distribution because, in most cases, the initially occupied traps and extra added traps are close to 0. We sampled the posterior distributions and fitted 1,800 light curves simultaneously so that the values of the trapping parameters E s,tot , E f,tot , η s , η f , τ s , and τ f were shared among all the light curves. In order to reduce the number of free parameters, we first fitted each of the 1800 light curves to find f , E s,0 , E s,0 , ∆E s , and ∆E f . Second, we took the values of f , E s,0 , E s,0 , ∆E s , and ∆E f calculated from the first step to fit for E s,tot , E f,tot , η s , η f , τ s , and τ f . We iterated the two steps and found that best-fit model parameters (Table 3) quickly converged after just 5 iterations. There is no significant degeneracy among these three parameters except that between η f and E f,tot .
The result of the model fit is shown in Figure 5 . The model parameters are well constrained. The posterior distributions of E 0 and τ are log-normal distributions, while the posterior distribution for η is Gaussian. We calculated the best-fit values, as well as the 1-σ uncertainties for the model parameters, and list them in Table 3 . The fact that the best-fit parameters are tightly constrained with small uncertainties demonstrate that our model is able to make consistent correction for every light curve in the entire dataset. We note that the best-fit values for model parameters listed in Table 3 represent average values for different pixels. Although small intra-pixel variations in the trapping parameters would not be surprising, our results demonstrate that a single set of trap is able to provide high fidelity corrections for typical light curves. The additional 4 parameters, E 0,s , E 0,f , ∆E s , and ∆E f vary on a visit to visit basis. E 0,s , E 0,f varies from 0 to 20% of the total numbers of traps, representing the uncertainty of the initial state of the detector. The values for ∆E s , and ∆E f are normally close to 0, but help to provide finer fit early in the orbit.
We tested the validity of the model using the 4-orbit-long transits of the 12 visit observations. As an example, we plotted the distributions of the model fit residuals in 4 orbits of a one pixel column in Figure 6 . The residual distributions of the 4 orbits are all close to Gaussian distributions, and have standard deviations of less than 1.1 times of photon noise. We did Shapiro-Wilk normality tests for all 4 orbits observations of every one-pixel column. The residuals for 4 orbits of every pixel column agree with normal distributions with a α = 0.1 fidelity. We further tested the normality with quantile-quantile plots as shown in Figure 7 , where we plotted the observed quantile against the quantile following Gaussian distributions. The residuals agree with straight lines for all 4 orbits, which further verifies that our model successfully corrected the ramp effect for all 4 orbits.
We further tested our model with datasets listed in Table 2 to demonstrate that our model works for observations done using different telescope and instrument configurations with different levels of incoming flux. We found that our model works efficiently for a wide variety of WFC3 time-resolved observations with different instrument modes and targets.
Scanning and staring mode observations
For scanning mode grism observations where the scanning direction is perpendicular to the dispersion direction, a high signal-to-noise light curve for one wavelength element can be obtained by summing up the pixel counts along the scanning direction. Random noise introduced by non-constant scanning rates and telescope jitter are mostly eliminated by this step. We directly applied RECTE to the light curve extracted from each pixel column to remove the ramp effect.
Compared to scanning mode observations, staring mode observations have two major differences for the application of RECTE. First, within a region of interest, pixels are illuminated at vastly different levels. Because the ramp effect profile is related to the pixel count levels, the total ramp effect within the region of interest cannot be calculated as the average of pixels. Second, light curves for individual pixels may be affected by telescope jitter. With HST's excellent pointing stability (typically less than 0.1 pixel drift per orbit), telescope jitter has little effect on the overall ramp profiles. We compared the ramp effect for light curves of simulated G141 staring mode observation images with no pointing jitter/shift and with pointing shifts of 0.1 pixel per orbit, and found that the relative difference is less than 0.01%. Therefore, for staring mode and imaging observations, the ramp effect can be corrected by applying RECTE without taking pointing errors into account.
Transiting planet example: GJ1214
While testing the validity of the model, we also measured the transmission spectrum (Figure 8 ) of GJ1214b. We reached the same level of correction precision as the divideout-of-transit method used by Kreidberg et al. (2014) , and Figure  9) . We note that for a few wavelength channels, the normal divide-out-of-transit method shows limitations. In Figure 10 , we compared the ramp profiles provided by our model and the best-fit exponential profile in broadband light curve. The exponential fit fails to reproduce the pattern in the light curves at the beginning of the first and second orbits, while our RECTE model provides matches those well. In conclusion, we find that the RECTE model matches well the accuracy of the best empirical correction yet achieved HST (taking in observations designed with the empirical correction in mind), but our observations do not rely on extra orbits to reduce the ramp effect.
GJ1214b (Charbonneau et al. 2009 ) is a 6.5 M ⊕ transiting planet. The large transit depth and brightness of the host star make it one of the best-suited sub-neptunes for transmission spectroscopic observations. This planet has been extensively observed both with space-based and ground-based facilities in multiple wavelengths from optical to mid-infrared (e.g., Bean et al. 2011 Bean et al. , 2010 Fraine et al. 2013) . The data that we used to constrain and validate the RECTE model were originally published by Kreidberg et al. (2014) , where they found a flat near infrared transmission spectrum for GJ1214b between 1.15 and 1.65 µm. The featureless transmission spectrum requires high-altitude clouds/haze in the atmosphere of GJ1214b to suppress the otherwise strong water absorption features. For their data reduction, Kreidberg et al. (2014) discarded the first orbit of every visit due to the different shapes of the ramp effect profiles. They used both empirical exponential functions and white light curves to correct the ramp effect, and obtained a consistent transmission spectrum and limb-darkening profile (Figure 9 ). The consistent results of this work and of Kreidberg et al. (2014) confirms that GJ1214b has a featureless near-infrared transmission spectrum. With RECTE, future observations will not need to discard the first orbit observations, which will significantly improve the efficiency of WFC3 observations by about 25%.
3.1.3. Scanning mode Observations: attempting to mitigate the ramp with tungsten lamp pre-conditioning Long et al. (2014) attempted to mitigate the WFC3 ramp effect by pre-conditioning the detector. They took exposures with a tungsten lamp within the instrument to fill up the traps. They turned on the lamp for ∼ 30 seconds, and kept the count level for ∼ 2, 600 seconds to attempt to saturate the proposed charge carrier traps. The amplitudes of the ramp effect was somewhat reduced in their experiment, but they could not fully remove the ramp effect via pre-conditioning. We applied our model to the light curves acquired in their experiment. Our model can well reproduce the ramp profiles for the detector pre-conditioned with the tungsten lamp. The results are shown in Figure 11 . With our model, we found that pre-conditioning using the tungsten lamp has a very limited effect on filling up the charge carrier traps, while using the source itself to illuminate the detector did have more significant effect on filling the traps. Comparing the number of filled traps after pre-conditioning with tungsten lamps with that after taking an orbit-long exposure series, we found that keeping the detector pixels at high electron levels is inefficient to fill the charge carrier traps. In the experiment of Long et al. (2014) , there is one visit for which the tungsten lamp was inadvertently left on during the whole pre-condition period. The filling of the charge carrier traps appeared to be more efficient for that visit because the ramp profiles for the first and second orbits have very similar amplitudes and shapes (see Figure 3 of Long et al. (2014) ). However, the light curve of that visit demonstrated additional systematics that could be related to long-lasting illumination by the lamp.
Rotational phase mapping: 2M0915
We used our model to correct WFC3 time-resolved observations of the binary brown dwarf system 2M0915 (HST program 12314, P.I. Apai) as an example to demonstrate the model's application to staring mode observations. 2M0915 system has two L7 type brown dwarfs with an angular separation of 0.7 (Reid et al. 2006) . The observations included 6 orbits of G141 exposure series (SPARS25, NSAMP=12 exposure time 223.73s). Each orbit had 11 exposures. For the following demonstration, we focus on the combined light curve of the binary and do not attempt to separate the two grism spectrum components. The raw light curve for the entire G141 grism wavelength span (white light curve) shows a prominent ramp effect profile in every orbit with an average amplitude of 0.5 % (Figure 12 ), more than 10 times of the photometric uncertainty.
We corrected the ramp effect with the RECTE model. The corrected light curve agrees fairly well with a flat light curve Figure 9 . Transmission spectra (left) and limb darkening coeffecient (right) measured from this work comparion to that of Kreidberg et al. (2014) . The measurements agree well within uncertainties. Figure 10 . Comparison of systematics corrections and fitting residuals for one light curve from GJ1214 dataset. The orange curves and dots are ramp profiles calculated using the proposed model and its fitting residuals, and the green curves and dots are those for the best exponential fit using the white light curves. Because the change of ramp profiles across different wavelengths, the best-fit exponential profile failed to fit the beginning of both orbits.
with a reduced χ 2 of 1.76 (63 degrees of freedom). The fitting residual of straight line with RECTE model applied has a standard deviation of 0.055% (1.1 × the photon noise).
Rotational phase mapping from time-resolved spectroscopy provides the most direct observational constraints on the condensate clouds of ultra-cool atmospheres (e.g., Apai et al. 2013; Buenzli et al. 2015) . The photometric and spectral modulations are introduced by heterogeneous clouds whose projected surface area is modulated by the rotation of the objects. The survey conducted by Buenzli et al. (2014) concluded that at least one-third of brown dwarfs with spectral types from mid-L to mid-T have observable rotational modulations in the near-IR band from 1.1 to 1.7 µm. Using Spitzer observations, Metchev et al. (2015) also detected rotational modulations for 30% to 40% L3-L9.5 brown dwarfs in Spitzer 3.6 and 4.5 µm band. They both claimed that almost all brown dwarfs have heterogeneous cloud coverages, after taking into account the random distributions of the inclinations of rotation axis and limited time coverage and sensitivity of their observations.
The corrected light curve of the brown dwarf binary 2M0915 agrees well with a flat light curve. Based on the corrected light curve, the possibility of rotational modulation with peak-to-peak amplitude larger than 0.15% with a period shorter than 2.5 hours can be excluded above 3-σ level. The flat combined light curve of the binary brown dwarf can be interpreted as either that the two binary components having very homogeneous atmospheres, or the spin axes of both of the two brown dwarfs having very close to pole-on inclinations. The first interpretation is unlikely, given the high occurrence rate of heterogeneous atmospheres. Therefore, both of the two brown dwarfs should have nearly pole-on spin axes. Constraints of the orbital motion of the binary system will help study the orbit-spin alignment and the dynamical evolution in this system. 4. DISCUSSION 4.1. Mitigating the ramp effect Swain et al. (2013) proposed several methods for timeresolved observations using WFC3 to reduce the ramp effect, including using small sub-array mode and keeping low count levels (< 40, 000 e − ). Our model quantitatively supports some suggestions. The data storage memory of WFC3 only can only save 32 full (1014 × 1014) near IR channel frames, so high-cadence time-resolved observations with array sizes of 512 × 512 or above often require multiple buffer downloads within the visibility period. The buffer download time of WFC3 is 8 − 9 min, which is more than 5 times the lifetime of the fast traps. Therefore, the fast traps will release a considerable number of charges and be available again during the buffer download time, leading to a more significant ramp effect. As a comparison, the buffer download times for 256 × 256 and 128 × 128 sub-arrays are similar to or even shorter than the fast trap lifetime. Observations taken in these two small sub-array modes normally do not require buffer downloads in the middle of the orbits. Therefore, there are no significant breaks in the exposure series during which trapped charge carriers can be released but not added during orbits when the smaller sub-arrays are used. As for the recommendation for keeping low count levels, we see no evidence for the need to calibrate the ramp effect differently for different exposure levels (i.e., the same trap parameters provide excellent fits). Observations with relatively low count levels (e.g., 2M0915) and high count levels (e.g., HD 209458) have similar ramp effect amplitudes with different apparent ramp effect profile, and can be corrected by the same model.
When applying RECTE to correct the ramp effect, the only degrees of freedom of the ramp profiles are the initial numbers of the charge carrier traps, and the extra numbers of charge carriers trapped during the gaps between the orbits. The degrees of freedom of the model can be further decreased to acquire more accurate ramp effect correction, if the initial states and telescope pointing information between the orbits can be recorded. Therefore, for future observations, we suggest that detector images should be recorded before the telescope is reset prior to the science observations to allow measuring the illumination levels the detector was exposed to during the inter-orbit gaps. Alternatively, or in addition, the detector's inter-orbit exposure should be minimized during high-precision time-resolved observations: Because the WFC3/IR detector has no mechanical shutter, we recommend that the filter wheel is set to a "blank" (opaque blocker) position, also used to prevent the detector from viewing Earth during occultations.
The relationship between the number of traps and fluence levels
The theories of charge carrier trapping (e.g., Smith et al. 2008a) suggest that the total number of charge carrier traps can increase if the illumination fluence levels are very high. The width of the undepleted regions (see Figure 1 of Smith et al. 2008a ) increases with fluence level, which potentially enlarges the number of available traps. Indeed, Long et al. (2012 Long et al. ( , 2015a showed that the persistence of the WFC3 IR detector surged when fluence reached near saturation, which could suggest significant trap density increase at saturation. However, for the scientific cases that this study focuses on, in which the maximum fluence levels are almost always kept well below the saturation, we see no evidence for this effect, and a constant level of available traps reproduces the observations very well. Figure 1A , a transiting hot-Jupiter host; Deming et al. 2013) to two model light curves as shown in Figure  12 . Note that the average fluence level for HD 209458 ( Fig  1A) is more than twice that of GJ1214 (Fig 1B) . In the first model, we use the same model parameters as the best-fit parameters for GJ1214. In the second model, we proportionally increased the number of traps for both populations based on the different fluence levels of two observations. As shown in Figure 13 , the second model cannot fit the steep ramp in the first orbit as well as the first model does, resulting in fitting residuals twice as large as those from the first model. Therefore, we conclude that for observations with fluence levels well below saturation, there is no benefit from considering varying trap numbers for ramp effect calibrations. Figure 13 . The light curve of first two orbits of scanning mode observations of transiting exoplanet HD209458b compared with two model curves. Despite the different incoming flux compared to GJ1214b the ramp effect trend can be corrected with high accuracy with model parameters exactly the same as those fitted using the scanning mode observations of GJ1214b. In contrast, the model (green) that assumes that the number of traps is directly proportional to the fluence level predicts a light curve that is inconsistent with the observations.
Ramp effect with image persistence in WFC3 IR
The idea of charge carrier trapping originated from studies of image persistence. A complete model of charge carrier trapping should naturally explain both the ramp effect and image persistence. From an empirical perspective, a series of studies by Long et al. (2012 Long et al. ( , 2015a provided the most accurate model to predict image persistence for WFC3 IR detectors yet. This model is publicly available as the "persistence pipeline." The key characteristics of the model of Long et al. include a significant rise of persistence for fluence near saturation levels, persistence decaying as a power law, and persistence being related to the exposure times. In contrast, the model presented here does predict that persistence varies with exposure time, but saturation is not relevant in our model, and the persistence decays exponentially after the end of the exposures. For fluence below 50000 e − (2/3 of saturation level), our model predicts persistence of less than 0.05 e − after 500 seconds of the exposure, which is at the similar order to the observational measurements of Long et al. (2012 Long et al. ( , 2015a .
The differences between the two models reflect their different goals: our model was developed to correct the ramp effect in high-cadence, short exposure time observations, while the model by Long et al. corrects for persistence in exposures that follow long integrations and fluence levels close to saturation. For the observations that our model focuses on, the trapping of the charge carriers normally reduces the observed flux by ∼ 0.2 − 1.5%, while the increase of the observed flux from persistence (released charge carriers) is two orders of magnitude lower. The persistence profile in Long et al. (2012 Long et al. ( , 2015a can be qualitatively explained with a third population of traps that has a broad range of trapping lifetimes that are only activated when fluence is above a certain threshold. Combining the approaches by Long et al. for the persistence with our model for the ramp effect should be possible and would result in a powerful, general, and broadly applicable model for charge trapping in WFC3/IR, but it is beyond the scope of our study.
The extension of RECTE to other detectors
Because many IR detectors used in astronomy are manufactured using the similar technology as WFC3, in principle, RECTE can be extended to other detectors by adjusting the model parameters. Specifically, the two near-infrared instruments on board the James Webb Space Telescope (JWST), NIRCam, and NIRSpec have very similar focal plane arrays as that of WFC3, and produced by the same manufacturer (Teledyne Scientific & Imaging). NIRCam has two identical branches, each of which contains two 2k × 2k HgCdTe arrays that cover the wavelength ranges of 0.6µm-2.4µm and 2.4µm-5.0µm (Burriesci 2005) . The focal plane array of NIRSpec consists of two butted HgCdTe HAWAII-2RG sensor chip assemblies (Bagnasco et al. 2007 ). The extension of our model to NIRCam may improve the accuracy of timeresolved observations and save the valuable JWST time by alleviating the need to wait for the detector state to "settle."
With its larger photon collecting area and higher sensitivity compared to WFC3, JWST instruments create new opportunities for exoplanet atmosphere studies, and are expected to devote large fractions of available time for time domain exoplanet observations. For example, with NIRCam, it is expected that with a single transit observation, a signal-tonoise level of 55 at spectral resolution of R ∼ 55 can be achieved (Beichman et al. 2014 ). With such high-quality observations, faint spectral features may be visible even for GJ1214b, where high-altitude hazes suppress spectral features. However, the performance of JWST may be limited by an inadequate understanding of the systematics effect, and it is likely that JWST/NIRCAM may also show a similar ramp effect. In that case, The extension of RECTE may be used to solve potential ramp effect systematics for JWST/NIRCam and JWST/NIRSpec to obtain high accuracy and efficiency observations.
SUMMARY
We present a physically motivated model RECTE to correct the WFC3 ramp effect, the most significant systematic effect in time-resolved observations with WFC3. We created the model based on the theory of charge carrier trapping in HgCdTe arrays, and quantitatively constrained and tested our model by using more than 120 orbits of archival WFC3 timeresolved observations. Our model enables the high fidelity correction of the WFC3 ramp effect for observations taken in both staring and scanning modes regardless of the instrument setup. Light curves corrected by RECTE have their residual photometric systematic errors reduced by a factor of 10, and are nearly photon noise limited.
Our model can be easily implemented in existing light curve analysis pipelines. We demonstrate the use of RECTE on two astrophysically relevant examples and discuss the results of the observations. The two examples are transiting exoplanet spectroscopy, and brown dwarf rotational phase mapping, the two most commonly used time-resolved observational techniques with WFC3.
Existing and future time-resolved observations with WFC3 will benefit from our model and will provide better systematics correction and improve on-orbit observing efficiency. 1. Our model does not require a flat baseline to separate the instrument-related variability from the variability that is intrinsic to the target. Therefore, compared to data-driven methods that cannot separate instrumental and astrophysical signals, our model provides superior ramp effect correction for observations for which flat baselines are not available. Observations of transiting exoplanet phase curves and direct photometric/spectroscopic rotational phase mapping immediately benefit from our model.
2. For uneven illuminations, e.g., a strong absorbing feature in part of the spectral image, different count levels lead to different ramp profiles. In the empirical correction, the pixels that are used to calculate the correction terms do not have the same count levels as the pixels that are corrected. For example, in transit spectroscopy, the correction term obtained from white light curves may not accurately correct the ramp profile in wavelength channels where the illumination level is different from the average level of the white light curve. Our model provides a more accurate correction, especially in cases where the planet-hosting stars have significant spectral features within the wavelength range of the observations. 3. Our model corrects the ramp effect in the first orbit of each HST visit just as well as in the rest of the orbits. In future observations, the first orbit light curves no longer have to be excluded from the analysis. For the most used transit observation configuration of 4 continuous orbits per transit, our model will increase the HST observing efficiency by 25% by alleviating the need of discarding the first orbit. 4. Our model can be easily extended to similar detectors if similar effect is observed. The extensions of our model to NIRCam/JWST and NIRSpec/JWST are expected to improve the accuracy and efficiency of future JWST observations.
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