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Abstract
Stieltjes’ solution of the classical moment problem is the forerunner of inverse spectral theory. In the modern
theory of completely integrable systems, the method of inverse scattering is used to obtain explicit solutions
of a class of Hamiltonian systems which arise as isospectral deformations of a linear operator. In this lecture
we explain how Stieltjes’s formulas are used to obtain explicit solutions to a number of completely integrable
systems, including discrete reductions of some nonlinear partial di4erential equations, and the isospectral
deformations of Jacobi matrices a.k.a. Toda 7ows.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The subject of integrable systems has seen an enormous development since the discovery, in 1967,
that the Korteweg–deVries (KdV) equation
ut + uxxx + uux = 0
is a completely integrable, in>nite dimensional, Hamiltonian system. Gardner, Green, Kruskal, and
Zabusky found, in 1967, that the KdV equation is integrable by the method of inverse scattering.
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Namely, as u evolves according to the nonlinear KdV equation, the scattering data for the SchrIodinger
operator
L= D2 − u
6
+ k2
evolves linearly. We say that the KdV equation is an isospectral deformation of the SchrIodinger
operator. An introduction to the subject may be found in the monograph in [29], and in [15]. A
compendium of >nite-dimensional completely integrable systems is discussed in the recent monograph
in [7].
This relationship between isospectral deformations of a linear operator and completely integrable
systems is a fundamental aspect of the modern theory of integrable systems, and it is through spectral
theory of second-order operators that the subject of integrable systems has a natural tie-in with the
subject of orthogonal polynomials. In this lecture, we discuss some of these interrelationships.
Let us begin with Jacobi matrices, since they are a primary object of study in the subject of
orthogonal polynomials. A >nite Jacobi matrix J is a tridiagonal symmetric real matrix whose
o4-diagonal elements are positive
J =


b1 a1 0 : : : 0
a1 b2 a2 : : : 0
0 a2 b3 : : : 0
. . .
0 0 0 : : : bn


; aj ¿ 0:
Isospectral 7ows of J can be written in the form
J˙ = [J; B]; B+ Bt = 0: (1)
Suppose  is a real-valued function on the spectrum {j}. Let B=B() denote the skew-symmetric
matrix with the property that B− (J ) is lower triangular:
B()jk =
{
sgn(k − j)(J )jk ; j = k;
0; j = k:
(2)
For such a choice, Eq. (1) preserves the Jacobi form. In fact [J; B] is symmetric and
[J; B] = [J; B− (J )];
so the strictly upper triangular part of the commutator has nonzero entries only on the >rst super-
diagonal, and they come from the diagonal part of the lower triangular matrix B− (J ). Thus
a˙j = {(J )jj − (J )j+1; j+1}aj
and it follows that positivity of the o4-diagonal elements is preserved.
The >nite Toda 7ow [25,31] is
x˙j + e(xj−xj+1) − e(xj−1−xj) = 0; j = 1; : : : ; n
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with Hamiltonian
H=
1
2
n∑
j=1
x˙2j +
n−1∑
j=1
exj−xj+1 :
The variables xj; x˙j are mapped into a Jacobi matrix by the Flaschka [17] transformation:
ak = 12e
(xk−xk+1)=2; x˙k =−2bk
and the Toda 7ow is transformed to the 7ow on Jacobi matrices generated by () ≡ . The family
of 7ows (1) and (2) will be referred to here as the Jacobi 7ows.
The case of a >nite tied lattice (x0 = −∞; xn+1 = ∞) was investigated by Moser [25], who
pointed out the connection of the isospectral problem with Stieltjes’s work on continued fractions
and the spectral theory of Jacobi matrices. Moser calculated the full solution for 2-particle 7ows and
established, by an indirect argument, the asymptotic phase shifts for the positions of n particles, for
any n.
The Jacobi matrices are fundamental to the theory of orthogonal polynomials. Their eigenvectors
satisfy second-order recursion relations and have many properties in common with eigenfunctions
of second-order di4erential equations. We will return to the Jacobi 7ows later, but >rst we dis-
cuss a more recent, and far less obvious point of intersection of integrable systems and orthogonal
polynomials, one which arises in a rather striking way.
2. Isospectral deformations
The isospectral 7ows of the di4erential operator
L= D2 − m− q; D = d
dx
include a number of interesting cases. For m = −1;  = k2; q = u=6 we obtain the SchrIodinger
operator and the KdV equation. The KdV equation itself can be written in the form
L˙= [B; L]; (3)
where
L= D2 − 2 − u
6
; B=−4D3 + 1
2
(uD + Du):
Eq. (3) is called the Lax equation, after Peter Lax, who >rst showed the KdV equation could be
written in this elegant form [23]. The family of operators L(t) constitute a one-parameter family of
unitarily equivalent operators when the potential u(x; t) evolves according to the KdV equation. The
operators L and B are called a Lax pair.
A second interesting example is obtained by taking q= 2 (constant), and
A() =
( 

− u
)
D +
1
2
ux: (4)
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The equation
L˙=−mt = [L; A] + 2uxL (5)
is equivalent to the coupled system
mt = uxm+ (um)x; 2mx = 42ux − uxxx: (6)
Eq. (5) is a more general version of the Lax equation above for the KdV equation. The second
equation in (6) can be integrated once with respect to x and solved for u to obtain
u= 2
∫ ∞
−∞
G(x − y)m(y; t) dy; G(x) = e
−2|x|
4
: (7)
One may eliminate m from system (6) to obtain the Camassa–Holm equation for  = 1 [9]
(cf. also [18,19]),
ut − 14uxxt + 32(u2)x − 18 (u2x)x − 14 (uuxx)x = 0; (8)
but the solution generally does not have derivatives up to third order [12,13,24]. To make sense of
weak (distribution) solutions, one must use system (6) (cf. [4]).
In the case = 0, system (6) can formally be reduced to the Hunter–Saxton equation [20]
(ut + uux)xx = 12(u
2
x)x: (9)
The Hunter–Saxton equation was proposed as a model for the asymptotic behavior of nematic liquid
crystals. The isospectral deformations of the corresponding operator L= D2 − m are known as the
Harry Dym hierarchy.
The operator L and its isospectral deformations were discussed at length in [2]. For the remainder
of this paper we shall take = 1.
3. Evolution of scattering data
Let us discuss the spectral data and its evolution for the isospectral 7ows (6). We assume that∫ ∞
−∞
e2|y||m(y)| dy¡+∞:
This holds, for example, when m has compact support, as it does for the discrete solutions we
consider below. Under this assumption one can deduce from (7) that
u(x; t) ∼ M+(t)e−2x; x →∞; M+(t) = 12
∫ ∞
−∞
e2ym(y; t) dy: (10)
Let ’ be the wave function satisfying L’= 0 and ’ ∼ ex as x → −∞. Di4erentiating this equation
with respect to t (we assume that u and ’ depend on time) we obtain
L˙’+ L’˙= ([A; L]− 2uxL)’+ L’˙
= L’˙− LA’= L(’˙− A’) = 0:
R. Beals et al. / Journal of Computational and Applied Mathematics 153 (2003) 47–60 51
As x → −∞,
’˙− A’ ∼ −A’ ∼ −1

’;
hence, since the solutions of L’=0 are uniquely determined by their asymptotic behavior at negative
in>nity, ’˙− A’=−’=.
Let  ± be the solutions of
L() ±(x; t; ) = 0;  ± ∼ e±x; x →∞:
All wave functions are linear combinations of  ±; hence ’= a + + b − ∼ aex + be−x, as x →∞,
and ’˙− A’=−’= leads to the equation
a˙ex + b˙e−x −
[(
1

− u
)
D +
1
2
ux
]
(aex + be−x) =−1

(aex + be−x):
Letting x →∞ in this equation and applying (10) we >nd
a˙ex + b˙e−x =−2e−x
(
b

− 2M+a
)
;
hence
a˙= 0; b˙=−2

b− 2M+a: (11)
The zeroes j of a are the eigenvalues of L. For = j,
’(x; t; j) = b(t; j) −(x; t; j);
hence ’j = ’(x; t; j) decays at both ±∞. The functions bj = b(t; j) are called the coupling coe:-
cients. From (11)
bj(t) = bj(0)e−2t=j : (12)
It follows from the >rst equation in (11) that the eigenvalues are time independent; hence, a˙= 0 is
the equation of isospectrality of the 7ow.
4. The Liouville transformation
The di4erential equation for the wave functions (D2 − m − 1) = 0 can be transformed to a
simpler form by the classical Liouville transformation. We put
y = tanh x; (x) =
dy
dx
=
1
cosh2 x
= 1− y2; (13)
 (x) =
1√
1− y2 ’(y): (14)
Then ’ satis>es the eigenvalue problem
D2’= g’; −16y6 1 (15)
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where
D =
d
dy
; g(y) =
m(x)
2(x)
:
Moreover, if  → 0 at ±∞ then ’ = 0 at y = ±1. The Liouville transformation preserves the
scattering data [2].
5. Multipeakons
We now consider >nite dimensional reductions of the continuum equations (6) when m is taken
to be a discrete measure with weights mj at locations xj:
m=
n∑
j=1
mjxj ; x1 ¡x2 ¡ · · ·¡xn: (16)
The discrete measure m is mapped under the Liouville transformation into
g=
n∑
j=1
gjyj ; −1 = y0 ¡y1 ¡ · · ·¡yn ¡yn+1 = 1;
where
gj =
mj
1− y2j
; yj = tanh xj:
The generalized Lax equations (5) as well as system (6) must now be interpreted in the sense of
distributions. The function u is still calculated explicitly using (7); thus
u=
1
2
n∑
j=0
mje−2|x−xj|:
The resulting solutions consist of a collection of peaked waves, called “multipeakons” by Camassa
and Holm. More precisely, the particle at xj is called a peakon if mj ¿ 0 and an antipeakon if
mj ¡ 0.
Note that ux has jump discontinuities on the support of the singular measure m, so the meaning
of mux in the >rst equation of (6) is a priori ambiguous. The details of showing these equations
still make sense in the discrete case are given in [3].
In the >nite dimensional reduction one obtains the Hamiltonian system [9,10]
x˙j =
@H
@mj
; m˙j =−@H@xj ; H (x; m) =
1
4
n∑
j; k=1
mjmke−2|xj−xk |:
In the discrete case, the solutions of Eq. (15) are piecewise linear with jumps in the derivative
at y = yj. Let ’= ’(y; t; ) and  =  (y; t; ) be the solutions of (15) normalized by
’(−1; ) = 0; ’′(−1; 0) = 1;
 (1; ) = 0;  ′(1; ) =−1:
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We set
qj() = ’(yj; ); pj() = D−’(yj; );
where D− denotes the left derivative, then
qj − qj−1 = pjlj−1; pj − pj−1 = gj−1qj−1 (17)
with q0 = 0 and p1 = 1. Then qj and pj are polynomials of degree j − 1 in . In particular,
’(1; ) = qn+1 and D−’(1; ) = pn+1 are polynomials in  of degree n.
The roots of ’(1; ) = 0 are the eigenvalues {j} of the problem. Note that ’(y; 0) = 1 + y, so
’(1; 0) = 2; hence
’(1; ) = 2
n∏
j=1
(
1− 
j
)
: (18)
The Weyl function associated with the spectral problem (15) is
w() =
D−’(1; )
’(1; )
=
pn+1
qn+1
: (19)
It will be more convenient to work with the modi>ed Weyl function w()=; in particular we use
its partial fractions decomposition
w()

=
1
2
+
n∑
j=1
rj
− j =
n∑
j=0
rj
− j ; (20)
where we have set 0 = 0 and r0 = 12 . The residues rj may be determined from the scattering data.
The scattering data for (15) consists of the eigenvalues {j} and the coupling coeScients {bj}.
The coupling coeScients are de>ned implicitly by
’(y; j) = bj (y; j): (21)
Di4erentiating (21) with respect to y and setting y = 1, we obtain
bj =−’′(1; j): (22)
Combining (22) and (18), we obtain
rj =
1
j
D−’(1; j)
’(1; j)
=
bj
2
∏
k =j
(1− j=k)−1: (23)
The time evolution of the bj is given by (12), since the scattering data is preserved by the Liouville
transformation.
6. A theorem of Stieltjes
For the inverse spectral problem, we are given the spectral data {j; bj} (or, equivalently, the
Weyl function), and we seek the string data {gj; yj}. In place of the yj we may look for the
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subinterval lengths lj =yj+1−yj. This is precisely the problem solved by Stieltjes in his solution of
the moment problem. Moser [25] notes that Stieltjes’s celebrated result is the forerunner of modern
spectral theory, and here we see the reason behind Moser’s observation.
The >rst step is to determine the Laurent expansion at in>nity of the modi>ed Weyl function.
This is easily obtained from (20) by expanding
rj
− j =
∞∑
k=0
rjkj
k+1
:
The result is the following.
Lemma 6.1. The modi<ed Weyl function has the Laurent expansion
w()

=
∞∑
k=0
(−1)kAk
k+1
; Ak =
n∑
j=0
(−j)krj: (24)
Lemma 6.2 (Krein [22]). The Weyl function can be expressed as a continued fraction
w() =
1
ln +
1
gn +
1
ln−1 + · · ·+ 1
g1 +
1
l0
: (25)
Proof. By (17)
pn+1
qn+1
=
pn+1
qn + lnpn+1
=
1
ln +
qn
pn+1
=
1
ln +
qn
pn + gnqn
=
1
ln +
1
gn +
pn
qn
; (26)
hence (25) follows by induction.
Dividing by  gives the continued fraction decomposition of the modi>ed Weyl function:
w()

=
1
ln+
1
gn +
1
ln−1 + · · ·+ 1
g1 +
1
l0
: (27)
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Theorem 6.3 (Stieltjes [30]). The Laurent series (24) can be uniquely developed in a continued
fraction
1
&1+
1
&2 +
1
&3+ · · ·
;
where
&2k =
('0k)
2
'1k'
1
k−1
; &2k+1 =
('1k)
2
'0k'
0
k+1
: (28)
Here the 'lk are certain k × k minors of the in<nite Hankel matrix
H =


A0 A1 A2 A3 : : :
A1 A2 A3 A4 : : :
A2 A3 A4 A5 : : :
A3 A4 A5 A6 : : :
...


namely, 'lk is the determinant of the k × k submatrix of H whose (i; j) entry is Al+i+j−2. By
convention, 'l0 = 1. Moreover,
&1 + &3 + · · ·+ &2k+1 = '
2
k
'0k+1
: (29)
By comparing the continued fraction in (27) with that in Theorem 6.3, we obtain
lj =
('1n−j)2
'0n−j'0n−j+1
; 06 j6 n; (30)
gj =
('0n−j+1)2
'1n−j+1'1n−j
; 16 j6 n; (31)
while from (29) and (30) we obtain
yj = 1− (ln + ln−1 + · · ·+ lj) = 1−
'2n−j
'0n−j+1
: (32)
For n = 1; 2; 3 the exact solutions to the discrete 7ows were given explicitly [3] using (31)
and (32)
x1 =
1
2
log 2r1; m1 =− 21 :
These 7ows are generally called “multipeakon” 7ows.
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For n= 2 the result is
x1 =
1
2
log
2(1 − 2)2r1r2
21r1 + 
2
2r2
; x2 =
1
2
log 2(r1 + r2);
m1 =− 2(
2
1r1 + 
2
2r2)
12(1r1 + 2r2)
; m2 =− 2(r1 + r2)1r1 + 2r2 :
Finally, for n= 3 we have
x1 =
1
2
log
[
2(1 − 2)2(2 − 3)2(3 − 1)2r1r2r3∑
j¡k 
2
j 
2
k(j − k)2rjrk
]
;
x2 =
1
2
log
[
2
∑
j¡k(j − k)2rjrk∑
2j rj
]
; x3 =
1
2
log
[
2
∑
rj
]
;
m1 =−
2
∑
j¡k 
2
j 
2
k(j − k)2rjrk
123
∑
j¡k jk(j − k)2rjrk
;
m2 =−
2
∑
2j rj
∑
j¡k(j − k)2rjrk∑
j
∑
j¡k jk(j − k)2rjrk
; m3 =− 2
∑
rj∑
jrj
:
 −4  −2 0 2 4
 −0.5
0
0.5
1
t0−2
 −4  −2 0 2 4
 −0.5
0
0.5
1
t0−5
 −4  −2 0 2 4
 −0.5
0
0.5
1
t0−2
 −4  −2 0 2 4
 −0.5
0
0.5
1
t0
 −4  −2 0 2 4
 −0.5
0
0.5
1
t0+.5
 −4  −2 0 2 4
 −0.5
0
0.5
1
t0+2
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A peakon moving from left to right collides at time t0 = 0:2310 with an antipeakon moving
right to left, computed from the explicit formulas in the case n = 2 using Matlab. Here − =
−1; + = 2; b±(0)= 0:5. The slope becomes in>nite at the instant of collision. The vertical scale
is exaggerated; the peakons are not as sharp as they appear here.
7. The moment problem
Let us write the modi>ed Weyl function as a Cauchy–Stieltjes transform
w()

=
∫ ∞
−∞
d)(t)
− t ; d) =
n∑
j=0
rj(t − j):
Then
w()

=
∞∑
k=0
(−1)kAk
k+1
; Ak =
∫ ∞
−∞
tk d):
It was shown in [3] that rj ¿ 0, hence d) is a positive measure. In Stieltjes’s theory, the {j }
are all assumed to be positive, but if positive and negative gj are present, then eigenvalues of both
signs occur. In this case some of the minors '1j may vanish, and lj may vanish (collisions) while
gj may tend to in>nity (cf. (30), (31)). One must then make sure that the solutions are well de>ned
in this case. This analysis is carried out in [3] (cf. also McKean [24]).
Given the positive measure d), one may construct a sequence of n + 1 polynomials {Pj();
06 j6 n}, such that Pj has degree j and the Pj are orthonormal in L2(R; d)). The Pj are given
explicitly by [1]
Pj() =
1
('0j+1'
0
j )1=2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A0 A1 : : : Aj
A1 A2 : : : Aj+1
...
Aj−1 Aj : : : A2j−1
1 l : : : j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; 06 j6 n: (33)
The Pj() satisfy a second-order recursion relation
Pj() = bjPj+1() + djPj() + bj−1Pj−1(); 16 j6 n− 1; (34)
where
bj =
('0j'
0
j+2)
1=2
'0j+1
¿ 0; 06 j6 n− 1:
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Theorem 7.1. The multipeakon solutions may be expressed in terms of the orthogonal polynomials
Pj(0; t) as follows:
lj = Pn−j(0)2; gj =− 1bn−jPn−j+1(0)Pn−j(0) ; (35)
yj = 1 + bn−j(P′n−j(0)Pn−j+1(0)− Pn−j(0)P′n−j+1(0)): (36)
By (35), a collision between the jth and (j+1)st places occurs precisely when the constant term
in the polynomial Pn−j() vanishes. The recursion relation (34) implies a well-known formula of
Christo4el–Darboux
bj
Pj+1()Pj(′)− Pj()Pj+1(′)
− ′ =
j∑
i=0
Pi()Pi(′); 06 j6 n− 1;
We shall use the limiting form
bj(P′j+1Pj − Pj+1P′j) =
j∑
i=0
P2i ; 06 j6 n− 1: (37)
where primes denote di4erentiation with respect to . An immediate consequence of (37) and the
assumption that P0(0) = 0 is that no two consecutive Pj(0) can vanish simultaneously; and therefore
collisions can occur only in distinct pairs mk; mk+1.
8. The Hunter–Saxton equations
The scale-invariant nondispersive wave equation (9) was introduced in [20] in connection with a
model of nematic liquid crystals. Hunter and Zheng [21] discussed its reduction to a >nite dimensional
completely integrable Hamiltonian system whose phase space consists of piecewise linear functions
of the form
u(x; t) =
n∑
j=1
mj(t)|x − xj| (38)
with the constraint
M =
n∑
j=1
mj(t) = 0: (39)
The Hunter–Saxton equation, suitably interpreted for these singular solutions, is equivalent to Hamil-
ton’s equations for the variables {xj; mj}, with Hamiltonian
H (x; m) =
1
2
n∑
j; k=1
mjmk |xj − xk |:
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This reduction is one of a family of completely integrable >nite-dimensional Hamiltonian systems
introduced and studied in [8].
In [6] the method of continued fractions was used to obtain the explicit form of the piecewise
linear solutions of [20], including also the case M = 0. The associated isospectral problem turns out
to be a string problem with Neumann rather than Dirichlet boundary conditions, as was the case for
the multipeakons.
9. Toda ,ows
The discrete string problem described above provides a common model in which the pure mul-
tipeakon and peakon/antipeakon 7ows, the >nite Toda 7ow, and the isospectral Jacobi 7ows are
all explicitly solvable via Stieltjes’s solution of the classical moment problem. In [5] a bijective
map between discrete strings and negative semide>nite singular Jacobi matrices is constructed. The
respective Weyl functions coincide under this mapping.
The bijection between strings and Jacobi matrices is extended to generalized strings (having both
positive and negative masses), in such a way that a string 7ow that corresponds to the peakon–
antipeakon 7ow also maps to an isospectral 7ow of the Jacobi matrix. Thus the Camassa–Holm
7ows are mapped to isospectral deformations of Jacobi matrices. Both the map and its inverse are
given explicitly by algebraic functions.
There have recently appeared a number of works in which Stieltjes’s solution of the moment
problem is used to construct explicit solutions of integrable systems: [11,14,16,26–28].
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