Models of visual motion processing that introduce priors for low speed through Bayesian computations are sometimes treated with scepticism by empirical researchers because of the convenient way in which parameters of the Bayesian priors have been chosen. Using the effects of motion adaptation on motion perception to illustrate, we show that the Bayesian prior, far from being convenient, may be estimated on-line and therefore represents a useful tool by which visual motion processes may be optimized in order to extract the motion signals commonly encountered in every day experience. The prescription for optimization, when combined with system constraints on the transmission of visual information, may lead to an exaggeration of perceptual bias through the process of adaptation. Our approach extends the Bayesian model of visual motion proposed byWeiss et al. [Weiss Y., Simoncelli, E., & Adelson, E. (2002) . Motion illusions as optimal perception Nature Neuroscience, 5:598-604.], in suggesting that perceptual bias reflects a compromise taken by a rational system in the face of uncertain signals and system constraints.
Introduction
The application of Bayesian methods to compute visual motion signals from space-time image sequences have helped to explain some of the biases observed in human motion perception (e.g. Mamassian, Landy, & Mahoney, 2002; Simoncelli, 1993; Stocker & Simoncelli, 2006; Weiss, Simoncelli, & Adelson, 2002) . For example, Bayesian computations have been used to explain one's tendency to underestimate the veridical speed of slow-moving, low contrast images (Blakemore & Snowden, 1999; Hurlimann, Kiper, & Carandini, 2002; Thompson, 1981; Thompson, Brooks, & Hammett, 2006) , and the misperception of veridical direction of motion for two dimensional images, especially in cases where the distribution of power in the signal is anisotropic (Stone, Watson, & Mulligan, 1990) . The misperceptions of speed and direction generally refer to perceptual conditions in which the (visualized) signalto-noise ratio is poor. In computing visual motion, there are at least two reasons why this may be so: (i) the image structure is textureless in which case there may be insufficient (local) information to make meaningful inferences; or (ii) the visualized signal is one-dimensional and may therefore be susceptible to the aperture problem (Simoncelli, 1993) .
Given the possibility for impoverished motion signals, Bayesian computations invoke additional information from a priori knowledge of the problem at hand. There are two aims in doing this. The first is to avoid a general numerical difficulty which may occur when trying to fit a model to a set of null observations. The second is an attempt to reduce the Mean Squared Error (MSE) of a computational problem that may be corrupted by uncertainty (noise). An example of a prior knowledge often employed in visual motion computations is to suppose that high image speeds are unlikely (Simoncelli, 1993; Weiss et al., 2002) . With this assumption, the biases in perceived direction and/or speed may be explained by a compromise taken across observations from the visual image and the a priori assumption made, the combination rule for which is given by Bayes theorem.
Extolling the virtues of applying Bayesian methodology to assess visual processes, Weiss et al. (2002) proposed that perceptual bias in respect of visual motion reflects a compromise taken across the best solution of a rational system designed to operate in the presence of uncertainty. The argument proposed by Weiss et al. (2002) is persuasive. Yet despite the success of Bayesian approaches in explaining perceptual bias in visual motion, the Bayesian view has yet to find a firm foothold amongst the totality of vision researchers. One reason for their scepticism involves the ad-hoc choice of Bayesian priors (e.g. Thompson et al., 2006) . While some of the a priori information introduced into models of visual motion perception via Bayes theorem may appear to be convenient, the concerns are not justified given the fact that Bayesian computations allow one to estimate the priors on-line and from observations of the signal in question (Bishop, 2000) .
The purpose of this paper is to present a Bayesian account of motion adaptation, and in so doing address some of the voiced concerns (Thompson et al., 2006) about Bayesian methodology. For this purpose, we examine Thompson (1981) data on the effects of motion adaptation using slow-moving (<4.0deg/s), one-dimensional adapt and test signals. Under these conditions, the effects of motion adaptation generally lead to an underestimation of veridical image speed when the adapt and test signals move in the same direction, and overestimation when they move in opposite directions (see Mather & Harris, 1998; Thompson, 1981) . Since static motion-after-effects exhibit a spatio-temporal frequency tuned effect (Cameron, Baker, & Boulton, 1992; Wright & Johnston, 1985) , it will be assumed here that spatio-temporal frequency tuning is a prevailing property of visual perception at low adapt-test speeds. High adapting-test speeds where the effects of adaptation on visual motion exhibit a velocity tuned effect (Moulden, 1974; Schrater & Simoncelli, 1998; Verstraten, van der Smagt, & van der Grind, 1998) , or indeed where adaptation to visual motion may lead to increases in perceived speed (Smith & Edgar, 1994) , are not considered here (Ascher & Grzywacz, 2000; Langley, 2000) .
Several models for the basic effects of motion adaptation are available in the existing literature (Clifford & Langley, 1996; Langley, 2000; Mather & Harris, 1998; Sekular & Pantle, 1967; Sutherland, 1961; van de Grind, van der Smagt, & Verstraten, 2004) . None of these models of visual adaptation are developed using a Bayesian approach. In adopting this approach, our goals are to: (i) illustrate that exaggerations of perceptual biases in visual motion perception can be predicted from a Bayesian system that is also subject to constraints; and (ii) extend the arguments made by Weiss et al. (2002) on motion perception into the domain of adaptation and its effects on motion perception. To achieve these goals, we cast the problem of visual motion perception as a signal transmission problem, which we place within a Bayesian framework via the Kalman filter (Gelb, 1974; Grzywacz & De Juan, 2003; Rao, 1999) . Following the development of the model, we show how the effects of motion adaptation can be understood in terms of a rational system designed to operate under uncertainty and in the face of system constraints (Wainwright, 1999; Weiss et al., 2002) .
Subtractive and divisive gain control
In the visual system, the neural site of the motion extraction process is thought to lie in cortical area MT (Albright, 1984; Kohn & Movshon, 2003) , whereas the linear filtering operations needed for the computation of spatio-temporal derivatives of the image signal most likely originate in cortical area V1 (Johnston, McOwan, & Buxton, 1992) . The presumed propagation of spatio-temporal information from area V1 to MT suggests that the visual system may be required to transmit efficiently spatio-temporal information across the two neural sites. The problem of signal transmission, which is not normally considered in models of visual motion, allows us to add additional constraints into our visual motion computations.
To provide insight into the source of those added constraints and subtractive versus divisive signal encoding, which is a general theme employed throughout this mansucript, we refer to Fig. 1 . The figure illustrates a constant signal that is ramped on at time t o (dark green line). We suppose that this constant signal is to be transmitted along a communication channel, where signal power is held at a premium. One method of efficiently transmitting the signal is to differentiate it. With this operation, a signal transmission system would transmit an impulse function (light green line) at the onset of the signal (t o À t 1 ), which is an example of a predictive coding strategy (Srinivasan et al., 1982; Dong & Atick, 1995; Langley, 2004) . The receiver should reciprocate the encoding transformation which, in the case considered, is an integrator. In transmitting an impulse function, there can exist a considerable saving in system resources. There is, however, a possible difficulty with a purely differential encoding transformation. The difficulty lies with the presence of noise (uncertainty) that may be injected into the transmitted signal by the communication channel (red curve). Here, the integrator will accumulate noise picked up from the communication channel leading to a progressive deterioration of the signal-to-noise ratio as a function of time because of the initial transmission of an impulse signal. An improvement can be made by leaky differential encoding. With leaky differential encoding, the transmission system need only subtract a proportion of the signal at the stage of signal encoding, so that the signal may be squeezed through the communication channel with maximum amplitude. In Fig. 1 , this leaky encoding scheme is represented by the pink line, while the channel constraint is represented by the curved blue lines. With leaky encoding, the receiver need only recover the proportion of the signal subtracted at the encoding stage. The overall benefit to the system is that the signal-to-noise ratio across the communication channel is maximized subject to the constraints set in place across the communication channel.
Rather than subtract a proportion of the encoded signal, one could equally compress the encoded signal by a multiplicative factor (divisive gain control). There are, however, two possible problems with divisive gain control. One problem is that the receiver will re-scale both the signal and the channel noise which may be seriously noise enhancing. A second problem is that the amplification of signals at the stage of signal decoding may be difficult to realize because of the significant levels of gain required. In comparing divisive versus subtractive encoding, it can be noted that the integrating properties of the decoder for the case of leaky predictive coding, while still impairing the signal-to-noise ratio of transmitted signals, may have a smaller impact on the overall signal-to-noise ratio of the signal transmission system than a multiplicative scaling.
The actual choice between a subtractive or a divisive encoding scheme depends upon the system noise, the signal characteristics and the constraints placed upon the transmission of information across the communication channel. For example, with highly correlated input signals, one may favor a subtractive over a scaling encoding operation because of the overall benefits in terms of the signal-tonoise ratio. On the other hand, when transmitting uncorrelated signals, the only feasible option is to scale signals prior to signal transmission. The example given makes a simple prediction; namely, that one would expect multiplicative gain control to dominate an encoding strategy under conditions where the transmitted signals are uncorrelated (e.g. higher temporal frequency signals), but that subtractive gain control may dominate for correlated signals (static or low temporal frequency signals). In order for a transmission system to optimize its encoding strategy, it would be necessary for the system to estimate the properties of the transmitted signals and then perform the necessary calculations that will allow the system to determine the optimal settings for the signal encoding and decoding weights. As we will show, Thompson et al. (2006) voiced concerns over Bayesian methodology may be addressed by the on-line estimation of the encoding and decoding weights (the Bayesian priors).
Computing visual motion
The variety of models advanced to explain visual motion processing, including phase-based (Fleet & Jepson, 1990; Langley, 2001) , energy based (Heeger, 1987; Morrone & Burr, 1988) and gradient-based approaches (Fleet & Langley, 1995; Horn & Schunck, 1981; Johnston et al., 1992; Verri, Girosi, & Torre, 1990; Weiss et al., 2002) , is testament to the fact that a unified account of motion perception remains elusive. The models may, however, be grouped by an underlying assumption that the non-zero power of a one-dimensional motion signal is constrained to lie along a line in the frequency domain that passes through the origin. The model developed here is gradientbased which prescribes that the one-dimensional motion constraint equation of Horn and Schunck (1981) may be employed to extract visual motion signals:
where L x (x, t), L t (x, t) refer to the spatial and the temporal partial derivatives of the moving image signal, respectively, with u(x, t) representing veridical image motion. Since the focus of this paper lies with the adaptation of temporal domain signals, spatial dependencies will be dropped for economy in expression. A sign reversal for the temporal derivative in (1) is also introduced for convenience. The broad model of visual motion extraction is shown in Fig. 2 . The figure illustrates that the spatio-temporal derivatives of the image signal are first passed through a linear filter E(t), which is a preparatory stage for signal transmission, then passed across a noisy communication channel whose bandwidth is held at a premium. This is followed by a final stage of motion extraction, the transfer function of which we depict by K(t). The objective of the motion extraction system is to minimize the MSE or the variance of the posterior probability density function of the visual motion computations subject to transmission constraints placed upon the communication system. To achieve the aim of minimum MSE, we assume our observations of the spatio-temporal derivatives are available at the neural site of motion detection and are corrupted by two possible sources of noise. The first is input noise, while the second is an injection of noise that arises from the communication channel itself. With noisy estimates of an underlying signal the Bayesian machinery for signal extraction may be invoked, which in the general case of MSE computations is equivalent to a Kalman filter (Gelb, 1974; Grzywacz & De Juan, 2003; Langley, 2005; Meinhold & Singpurwalla, 1989; Rao, 1999) . Although less well researched, it is also the case that a Kalman filter may be designed as a signal transmission system, a notion which is developed further here.
The application of Bayesian methods to model visual processes allows the statistical properties of signals to be incorporated into the design of the signal extraction processes (Simoncelli, 2003 represent system parameters to be defined in the ensuing sections, u(t) represents the veridical speed of the underlying signal, and L to (t) represents the observation of a temporal derivative at time t. P(u(t)jL to (t), m, n) is the posterior PDF of u(t), and P(L to (t)ju(t)) the likelihood PDF. The PDF of the prior is given by P(u(t)jm, n). The model implicitly assumes that the observations of the temporal derivatives L to (t) are noisy and that the system parameters are known. The normalizing term included in Eq. (2) ensures that the integral of the posterior PDF is unity. In developing the Kalman filter as a Bayesian computation, one can take the intuitive classical route and note that the Kalman filter is constructed from two models. The first is an observation model of the signal which incorporates the transfer function of the encoding filter E(t). The observation model is used to define the likelihood PDF (P(L to (t)ju(t), u(t À 1))) which represents the conditional PDF of a temporal derivative given that the image speeds u(t), u(t À 1) have occurred and is modelled by: L to ðtÞ ¼ g½L t ðtÞ À cL t ðt À 1Þ À e 0 þ gð1 þ cÞ in ðtÞ þ ch ðtÞ ð 3Þ
L to ðtÞ ¼ g½uðtÞL x ðtÞ À cuðt À 1ÞL x ðt À 1Þ À eL x ðtÞ þ gð1 þ cÞ in ðtÞ þ ch ðtÞ ð 4Þ
where L to (t) denotes the observation of the underlying temporal derivative of the visualized signal given by (L t (t)). ch (t), in (t) represent the observation noise from the communication channel and input signal, respectively. Both noise sources are assumed to be Gaussian, with zero mean and variances given by r 2 ch ; r 2 in . The three parameters e, g, c are used to represent the transfer function of the stage of signal encoding. Notice in Eq. (3) that the observed temporal frequency signal (L to (t)) represents a leaky difference L t (t) À c L t (t À 1) between two successive (temporal) occurrences of the underlying signal, and a subtractive term given by e 0 . Each of these terms is weighted by a gain parameter g. The encoding model employed is thus capable of subtracting a signal-dependent and constant value from the underlying signal prior to transmission across the communication channel. In practice, the choice between the different types of signal encoding employed will be determined by the physical properties of the signal that require encoding, which in turn will depend upon the actual model of motion detection employed. In Eq. (4), a substitution of the motion constraint equation (1) is made. In this form, it is also convenient to make the additional substitution e 0 = L x e so that the subtractive term e retains the unit of speed. In this form, the encoding scheme offered is analogous to the decorrelating rotations of Barlow and Foldiak (1989) .
The second model employed by the Kalman filter is a mathematical description of the underlying signal. The signal model considered here evolves according to the dynamics of a first-order Markov process which leads to the conditional PDF P(u(t))jP(u(t À 1), a, r w , d). The model is given by:
where w (t À 1) specifies a white-noise signal source with variance given by r 2 w . The parameter a controls the temporal correlation that is assumed to exist between successive samples of the underlying signal, while d represents the mean of the underlying signal. The parameters a; r 2 w are also known as hyper-parameters in Bayesian computations (Bishop, 2000) because they control the shape the PDFs for the prior and posterior. The PDF generated from the observational model is conditional on the underlying signal's value in the previous instance of time. The underlying signal is not observable. The actual value of the underlying signal in the previous time instance (u(t À 1)), which in the Kalman model occurs in both the likelihood and prior PDFs, is treated as a nuisance parameter and integrated out (marginalized) (Bishop, 2000 ; Appendix A). The posterior PDF, defined as before by the product of the likelihood and prior PDFs, is given by: ) is a non-linear function of the channel noise variance, the input noise variance and the weights of the encoding filter. The second and third terms represent the prior PDFs. The two terms that constitute the prior can be broken down into two sources of uncertainty. One source of uncertainty is the unexplained variance of the underlying signal, which is represented by r 2 w . The second is the uncertainty in the estimate of the underlying signal that arises from the posterior PDF at the previous instance in time. To obtain the MAP estimate for the unobserved variable u(t) from Eq. (6), the Bayesian marginalizes the nuisance parameter u(t À 1) and then sets the derivative of the logarithm of the posterior PDF to zero to obtain the estimate û(t).
By taking partial derivatives of the variance of the posterior PDF for X 2 (t) = X 2 (t À 1) = X 2 (1) (steady-state conditions) with respect to the encoding parameters c and e, it can be shown that the optimal values for the encoding parameters give c, e = 0 and g = 1. In other words, the optimal motion extractor prescribes that the standard Kalman filter provides the best estimate for the underlying signal. This standard model will be developed further in the next two sections (see Appendix D also).
The Kalman filter for visual motion extraction obtained by setting d, e, c = 0, is given by:
where K(t) is known as the Kalman gain. The variance of the posterior PDF, which is equivalent to the expected MSE, is:
in which attention is drawn to the scaling of the channel noise variance by the gain g. The scaling will be treated in more detail later and should be borne in mind for future reference. It can be shown from expectations of signal variances that r 2 w ¼ ð1 À a 2 Þr 2 v , where r 2 v denotes the actual variance of the underlying motion signal. In setting d, a = 0 one obtains the Bayesian algorithm of visual motion perception as it has been applied by other vision scientists (e.g. Simoncelli, 1993; Weiss et al., 2002) . This algorithm is, according to Kalman filter computations, possibly sub-optimal since one could expect some temporal correlation across successive motion signals. This possibility would require a nonzero setting for a. In further setting d = 0, the Kalman filter equations assume that the mean of the visual motion signal is zero. The setting is equivalent to a prior for low speed as employed by Simoncelli (1993) and Weiss et al. (2002) .
Bias from bayesian computations
The MSE for a Kalman motion extractor that employs the Kalman gain K(t) can be written as:
where in setting the derivative dX 2 dKðtÞ equal to zero and solving for K(t), one obtains Eq. (7). This manipulation confirms the minimum MSE properties of the Kalman filter, but only in the event that the hyper-parameters for the Kalman filter are chosen correctly for the problem at hand (Gelb, 1974) . Eq. (9) provides an illustration of the effects of linear operations on data -notably smoothing, filtering, and estimation. The term KðtÞ 2 ðr
in Þ represents the expected variance of signal uncertainty (noise) that is passed by the visual motion extractor. The term ð1 À gL x ðtÞKðtÞÞ 2 Â½a 2 Xðt À 1Þ þ r 2 w represents a signal-dependent bias that arises from the convolution of the signal extraction process with the underlying signal. The optimal settings for the Kalman filter thus represent a compromise that seeks to trade off the contribution to the MSE made by the signal bias versus the noise passed through the system. The representation for the Kalman filter's MSE given by Eq. (9) will be useful later.
Estimating hyper-parameters
The optimal settings for the Kalman filter require that the hyper-parameters r w , a are known in advance or can be estimated from observations of the underlying signal. In order to simplify motion computations, the hyper-parameter a will be set to zero which implies that the encoding parameter c can also be set to zero because there is the underlying assumption that the processed motion signals are uncorrelated over time, so that r 2 w ¼ r 2 v . The noise variances r 2 ch ; r 2 in are assumed known. To obtain an estimate for r 2 v , the variance of the underlying motion signal, the Bayesian marginalizes the random variable u(t) by evaluating the integral:
which is also the normalization term employed in Eq. (2). Bayes theorem is re-applied to give:
and the MAP estimate for the hyper-parameter r 2 v (Bishop, 2000; Langley, 2005) . If one assumes a flat prior PDF for r 2 v , its maximum likelihood estimate (MLE) is given by:
The utility of Eq. (12) where there is only one estimate of the motion signal is limited. However, the estimate for r 2 v in Eq. (12) may be substituted directly into the corresponding MAP estimate for image speed from Eq. (7) to give:
which is a new motion estimator.
The estimator retains the low speed bias of Bayesian methods at low signal-to-noise ratios, but as this ratio increases the bias decreases. The estimator in wavelet de-noising literature is known as the Garrote function (Figueiredo & Nowak, 2001 ). The bias incurred by the Garotte function is illustrated in Fig. 3a , which can be compared to the bias incurred by a Bayesian system that employs a fixed Gaussian prior (multiplicative). The subtractive bias obtained from the Garotte function is appealing when modelling psychophysical data as there are many instances in which the transfer function of the visual system can be described by a subtractive process (e.g. Langley, 2005; Snowden & Hammett, 1992; Snippe, Poot, & van Hateren, 2000) . Equally though, one could model a subtractive bias by employing a Laplacian prior PDF (Langley, 2002; Stocker & Simoncelli, 2006) .
In Appendix D we show how to reverse engineer (Figueiredo & Nowak, 2001) an equivalent prior PDF which in combination with the likelihood PDF leads to Eq. (13). The prior PDF in setting g = 1 and
in is given by:
in which the prior can be seen to depend upon both the noise variance and the magnitude of the spatial derivatives signals. While it may be considered unusual for a prior PDF to depend upon the measurement noise terms, Eq. (14) is nonetheless useful to examine the prior PDF for the Garrote function in order that we may compare its effects with other prior PDFs. Fig. 3b makes such a comparison with a Gaussian prior whose variance we assume is held constant. From the figure, it can be seen that the tails of the prior PDF for the Garrote function are much broader than the tails of a Gaussian, as one would expect from an estimator derived from a single sample of the unobserved signal (see also Stocker & Simoncelli, 2006) . The figure also shows that the spread of the prior reduces as either the level of noise reduces or the strength of the signal increases. For cases where the noise statistics are neither stationary nor known in advance, the Bayesian marginalizes the unknown noise variances from the posterior PDF, which leads to the family of robust estimators derived from the students-t distribution. The reader is referred to Box and Tiao (1992) (see also Meinhold & Singpurwalla, 1989) for the Bayesian treatment in this case.
Barlow's signal redundancy argument
Eq. (13) refers to a Bayesian model of visual motion extraction that incorporates several possible sources of signal uncertainty combined with statistical knowledge of the underlying motion signal. To simplify the equations, it was also assumed that the motion signals are uncorrelated over Input (Arbitrary Units) successive time frames. The development of the motion extractor follows as a direct application of optimal filtering theory. The statistical knowledge incorporated into the Kalman filter may be viewed as the computational equivalent to Barlow and Foldiak's (1989) notion that visual systems exploit an environmental model of the visual world. In computational terms, the environmental model can be viewed as the visual signal's auto-correlation function or the Bayesian prior. Barlow and Foldiak, however, considered the additional possibility that the visual system is constrained in its ability to transmit visual information across different neural sites. While Barlow and Foldiak are correct in pointing out that an efficient coder of information can save on computational resources by transmitting unpredictable (decorrelated) signals, caution is needed when generalizing these ideas for three reasons: (i) transmission constraints should be known in advance; (ii) temporal causality prohibits a pure decorrelation strategy because the propagation of small errors may lead to a severe loss in transmission quality (Clifford & Langley, 1996) ; and (iii) there exists an implicit assumption that the signal extractor is informed about the signal encoder's transfer function and that the signal encoder is also aware of the signal extraction, since in a global optimal setting both must be mutually informed about their respective transfer functions (Franks, 1968) . In the event that neither the signal encoder nor the signal extractor are mutually informed about their respective transfer functions, it is still possible to obtain a sub-optimal solution to the signal transmission problem. A sub-optimal solution may, however, lead to a loss in information across the transmission channel (Franks, 1968) .
Here, it is posited that the visual system is able to employ an efficient code for signal transmission, but that adaptive changes at the stage of signal encoding are not passed onto the decoder. This assumption is widely employed by researchers in artificial neural networks through an assumption that neural computations are localized. The inability of the visual system to pass on adaptive changes at a stage of signal encoding to a subsequent stage of signal decoding was an assumption employed by Atick, Li, and Redlich (1993) in their model of color adaptation. Atick et al. (1993) , however, noted two difficulties in the development of their model: (i) the magnitude of intrinsic noise that was needed to explain the effects of adaptation was worryingly large; and (ii) a possibility for multiple solutions to the signal encoding problem. Atick et al. (see also Webster, 1995) suggested that the difficulties encountered by their model might be explained by a partial (leaky) decorrelation strategy. Their suggestion is one that is advanced here. Consider a simplified model for efficient signal transmission from Eq. (4) in which we set c = 0. At the stage of signal encoding, the transmitted signal (L to (t)) is given by:
such that the transfer function at the stage of signal encoding is represented by a subtraction (e) and a gain control process (g). In assuming that any change in signal encoding is not passed on to the stage of signal decoding or extraction, one's observation of the transmitted signal should take into account this additional level of uncertainty. This gives a new observation model:
where the uncertainties in the encoding parameters are modelled by g and e whose statistics are assumed to be zero mean with variances given by r 2 g and r 2 e , respectively. The process of visual adaptation at the stage of signal encoding may thus be treated as the computational equivalent to a communication channel that incorporates a degree of uncertainty in the channel's transfer function. These additional levels of uncertainty lead to biases that are both noise and signal-dependent (see Franks, 1968) .
From the observation model given by Eq. (16), the log of the likelihood PDF at the decoder is given by:
which by virtue of the speed term present in the denominator of Eq. (17) reverts to a Total-Least-Squares (TLS) as opposed to Ordinary-Least-Squares problem (Langley, 2000 (Langley, , 2002 Nestares, Fleet, & Heeger, 2000) . An OLS approach is, however, a legitimate computational procedure for slowly moving image signals since the major source of uncertainly lies in the temporal domain. Re-invoking the assumption made in the introduction of this paper that the range of examined speeds are low, the contribution to the variance of the likelihood function made by r 2 g u 2 ðtÞ is ignored to give: where K(t) is again used to represent the gain parameter for the Kalman motion extractor. Note from Eq. (18) that the additional levels of uncertainty that might arise from the inability of the encoder to pass on changes in its values to the decoder are represented by a signal-dependent increase in noise, or equivalently an alteration of the net impact of the prior's coefficients on visual motion computations.
Adaptation at the stage of signal encoding
To explain a loss in motion information from adaptation, it is assumed that bandwidth across the communication channel is held at a premium, which is represented by a soft-constraint (Diamantaras, Hornik, & Strintzis, 1999) on the variance of the transmitted spatio-temporal derivatives. The soft constraint implies that the MSE for motion extraction represents a compromise taken between the MSE of the motion extraction process and a penalty whose weight is represented by the soft constraint. With the penalty, motion computations may be optimized by the minimization of the functional F:
where k, which is assumed to be fixed, refers to the weight of the soft-constraint. The parameters r 2 xx ; r 2 tt ; r 2 xt represent the variance and co-variances of the spatio-temporal derivatives, which in an adapting system should be estimated from the observations of the transmitted signals. Notice that the functional F includes the uncertainties in the propagation of information incorporated into Eq. (18) by letting e 2 ¼ r 2 e , and that the term g 2 K(t) 2 L x (t) 2 e 2 represents the bias in visual motion computations that arise from the loss of speed information at the stage of signal encoding. The far right term in Eq. (19) represents the variance of the transmitted spatio-temporal derivative signals. In minimizing the functional F with respect to the encoding weights g and e, we seek an efficient transmission code that minimizes the propagated uncertainties present in the transmitted signal subject to a soft constraint placed upon the variance of the transmitted signal (Franks, 1968; Diamantaras et al., 1999 ).
An examination of Eq. (19) shows that the encoding weights take into account the instantaneous transfer function motion extraction filter K(t). If, however, the system is unable to communicate these instantaneous values, one may still arrive at a sub-optimal solution to the signal encoding problem by assuming that the transfer function of the decoder is fixed (Atick et al., 1993; Diamantaras et al., 1999) . In setting L x (t)K(t) to unity to represent this fixed assumption, the optimization of the functional F gives:
where r 2 in is assumed negligible to further simply the resulting equations. Notice that the optimal values for encoding weights e and g depend upon the magnitude of the soft-constraint k. The equations also show that the magnitude of the encoding gain g depends upon the variance of the visual motion signal. The dependency implies that: (i) visual motion should be computed at both the stages of signal encoding and decoding; or (ii) visual motion estimates are propagated backwards (feedback) to the earlier sites of signal encoding. There is some suggestion for the latter strategy (Hillenbrand & van Hemmen, 2001) .
Inspection of Eq. (20) shows that the magnitude of the subtractive parameter e increases with the speed of the adapting signal. This increase will tend to decrease estimates of visual motion in the direction of the adapting signal but increase estimates in the opponent direction. The magnitude of the gain parameter g, however, decreases as visual motion increases and reduces estimates for visual motion in both directions. That the optimization of the functional F yields e50 implies that a subtraction at the stage of signal encoding can supplement multiplicative scaling (gain control). Inspection of Eq. (8) shows that a reduction in the magnitude of the parameter g multiplicatively increases the contribution made by channel noise. Given the multiplicative scaling of channel noise, it is desirable to avoid gain control if possible, which is achieved here by adjusting the magnitude of the subtractive encoding parameter e.
Signal matching and motion adaptation
The effects of adaptation are often measured by signal matching tasks in which the perceived magnitude of an adapted signal is compared with the magnitude of unadapted reference signal (e.g. Thompson, 1981) . The effects of adaptation are determined by the adjustment of the reference signal until it is perceived to be equal in strength to the adapted signal. Matching experiments, therefore, measure the relative effects of adaptation with reference to a standard signal. Bearing this in mind, it is necessary to transform models of visual motion perception into a form that is analogous with the empirical data. In letting û u (t) denote the speed estimate in an unadapted setting, and û a (t) the speed estimate following motion adaptation, the necessary transformation may be modelled by: u u ðtÞ ¼û a ðtÞ ð 21Þ
For the signal transmission system employed in this paper we have: E u ðtÞ Ã K u ðtÞ Ã u u ðtÞ ¼ E a ðtÞ Ã K a ðtÞ Ã u a ðtÞ ð 22Þ where * depicts the convolution operator. E u (t) and K u (t) represent the transfer functions of the stages of signal encoding and decoding in unadapted settings, respectively. The subscript a refers to adapted settings. Also E½E u ðtÞ Ã K u ðtÞ Ã u u ðtÞ ¼ E½û u ðtÞ, with E½: the expectation operator. In the event that the encoding and decoding weights are both impulse functions (scalar weights), one obtains:
such that the effects of adaptation are represented by the ratio of the system's transfer function in the adapted and unadapted conditions. Eq. (23) illustrates a possible ambiguity in one's interpretation of the effects of motion adaptation on visual motion since there exists the possibility for encoding, decoding or both processes to adapt. However, we have assumed that spatio-temporal frequency tuned effects of motion adaptation are likely to reflect adaptation at the stage of signal encoding, which provides some relief from the possible ambiguity. For the general case, where the encoding and decoding weights are functions of time, Eq. (22) is somewhat more difficult to evaluate. An approximate solution can, however, be obtained by setting E u (t) * K u (t) = H u (t) and Taylor expanding the convolution integral:
By invoking the assumption that matching experiments determine the perceptual equality of a signal at points on the function where the first derivative is zero, one obtains:
where again by example
Clearly, precise knowledge of the signal and transfer function of the motion extraction process is required to specify the effects of adaptation through the speed matching function. The matching function is much simplified, however, when testing using constant signals since second derivatives of the signal in question are equal to zero, giving:
Eq. (26) may be simplified further by substituting Eq. (13) with the unadapted coefficients g u = 1, e u = 0. (27) represents the model of visual motion that we have employed in this paper to explain Thompson (1981) motion adaptation data.
Results
To illustrate the proposed model of visual motion perception, we have examined Thompson (1981) data on the effects of motion adaptation on motion perception for sinusoidal patterns moving at low adaptor speeds (64.0deg/s). Thompson's data are re-plotted in Fig. 4 : the directions of the adapting and test signals were either the same (4a) or opposed (4b).
Thompson's data show that motion adaptation reduces perceived speed when the adapting and test signals drift in the same direction, especially at test speeds less than 1deg/ s. Note from the figures that the effect of motion adaptation at low test speeds may be described by a subtractive effect but a divisive effect when adapting at higher speeds (c.f. Figs. 3b and 4a) When the adapt and test signals were moving in opposite directions (Fig. 4b) , the data show a different trend to the one just discussed. At low test speeds (< 0.5deg/s), one's subsequent perception of speed in the opposite direction to the adapting signal increases. At higher test speeds, however, the perceived speed of the test declines to the point where it eventually appears slower than the adapting signal (see also Smith & Edgar, 1994) . The various functions displayed in Figs. 4a and b show the trends obtained from the model using Eqs. (20) and (27) . The model was fitted to Thompson's data using the non-linear regression wizard developed by SigmaPlot. In fitting the model, the unknown noise variances and the soft-constraint k from Eq. (20) were estimated by the regression wizard and held fixed for all the model fits. The remaining parameters of the model (i.e. the image gradients) were calculated from the known speed and type of visual motion signal employed by Thompson. The figures show that the model produced a satisfactory fit to the empirical data (R 2 = 0.96). When adapting and testing in the same direction (Fig. 4a) , the model has captured the subtractive/divisive trends observed in Thompson's data. When adapting and testing in opposite directions (Fig. 4b) , the model has captured the increases in speed observed at low test speeds and the reduction in speed observed at the highest test speeds.
Discussion
In the development of the proposed model for visual motion adaptation, it is instructive to review the stages of computation that led to the model given by Eq. (27). Our discussion began with a scepticism voiced by Thompson et al. (2006) concerning the selection of Bayesian priors as they have been previously employed in some models of visual perception (Simoncelli, 1993; Weiss et al., 2002) . As mentioned in the introduction, these concerns would be legitimate were it not the case that Bayesian computations allow one to estimate the parameters of the priors on-line and in real time: the system identification problem (see Bishop, 2000; Gelb, 1974; Langley, 2005; Rao, 1999) . Actually, it is not the arbitrary way in which priors are chosen that should be the main point of concern. Rather, it is what those biases reveal about the underlying constraints employed in visual motion computations that should be the main focus for empirical researchers (Stocker & Simoncelli, 2006) .
By virtue of its incremental data-driven approach, Bayesian methodology is perfectly suited to the analysis of time series and motion perception (Box & Tiao, 1992) , which leads one to consider Kalman filter computations because of their optimality insofar as signal extraction processes are concerned (Gelb, 1974) . A purely Bayesian analysis is not, however, one that can be taken without encountering computational difficulties. When designed in the signal domain, the Kalman filter needs to be initialized at time zero. This problem may be avoided by designing the Kalman filter in the frequency domain (see Papoulis, 1991) and by assuming that visual motion signals are locally stationary. To tackle the problem of initialization in the signal domain, one could introduce ''forgetting factors'' (see Gelb, 1974 ; Appendix D) whose purpose is to shorten the recursive memory of the Kalman filter so that the actual instance in which it activates is fuzzy. In extending the Kalman filter to include these considerations, it is the case that analytic solutions can be difficult to obtain, even in relatively simple cases (Bishop, 2000; Meinhold & Singpurwalla, 1989 ). This poses the real problem in trading off the physical realizability of a computational solution to a particular problem against the computational resources that are at hand.
In developing a model of motion perception from the Kalman perspective, one is able to examine the various assumptions that are employed in current models of motion perception. For example, there is an a priori assumption in the model developed here (see Eq. (20)) that successive observations of the visual motion signal are uncorrelated. This is because the hyper-parameter a, which represents the temporal correlation across successive samples of visual motion signals, was assumed to be zero. The same assumption has been widely employed in existing models of motion perception (e.g. Johnston et al., 1992; Stocker & Simoncelli, 2006; Weiss et al., 2002) , since the possibility for the temporal cohesion of motion signals as a function of time is rarely addressed by the existing literature (although see Fleet & Langley, 1995) . An uncorrelated assumption is likely to require empirical verification because the motion of objects in the visualized world rarely move with random velocities (van Hateren, 1993) . In introducing the assumption of temporal correlation (smoothing) into visual motion computations, however, one could likely account for perceived direction biases that occur over short durations (Langley, 2001) , enhancements in motion discrimination thresholds over short durations (Bex, Bedingham, & Hammett, 1999) , and differences in motion thresholds for varying magnitudes of temporal jitter (Anderson & Burr, 1985; Anderson, Burr, & Morrone, 1991) , and represents a direction for future research.
In assuming that adaptive changes in the transfer function of the encoder are not passed onto subsequent stages of motion extraction, there exists a mis-match across the communication channel that leads to a net loss in visual motion information (Atick et al., 1993) . Other mis-matches are possible. In Appendix D, a Kalman motion extractor is developed that employs a leaky decorrelation strategy using non-zero values for the encoding weight c (Eq. (3)). By introducing an additional weight for low speeds into the prior PDF (a forgetting factor), we demonstrate in Appendix D that opponent after-effects may arise from the temporal dynamics of a signal transmission system, without the need for an adaptive mechanism per se. While this model would require some modification in order to explain the opponent reductions in perceived speed apparent in Thompson (1981) data, it illustrates that there may exist multiple causes for the basic motion after-effects. Indeed, that there may be multiple underlying causes of the same observable effect (i.e. an after-effect) is implicit by the many accounts for motion aftereffects already offered by vision researchers (Clifford & Langley, 1996; Langley, 2000; Mather & Harris, 1998; Sekular & Pantle, 1967; Sutherland, 1961; van de Grind et al., 2004) .
Our modelling is related to a recent Bayesian account of motion perception proposed by Stocker and Simoncelli (2006) . To explain speed discrimination and the contrast dependency of visual motion perception, they assumed a likelihood PDF whose expected variance depended upon a non-linear product of contrast and speed. If one assumes that the observation noise variance depends upon the speed of the visualized signal, the unbiased regression procedure required to tackle problems of this type is a TLS regression (Nestares et al., 2000) . Stocker and Simoncelli also assumed that the variability of cortical contrast responses follow a Poisson-noise distribution. For Poisson-noise sources, Anscombe's transformation acts on a Poisson random variable as if it originated from a white Gaussian noise (see Murtagh, Starck, & Bijaoui, 1995) , and could have been employed as an alternative. It is not clear how these alternative approaches will impact upon the model offered by Stocker and Simoncelli, but one could expect a reduction in the overall bias incurred by their model. In our model, the variance of the likelihood PDF (see Eq. (6)) is also a non-linear function of image contrast by virtue of the stage of signal encoding. Given that the design of a signal transmission system exploits virtually the same signal information at both the stages of signal encoding and decoding, it should be apparent that the constrained optimization of signal transmission systems via the on-line estimation of a visualized signal's statistics (the Bayes prior or signal auto-correlation function) is a direct extension to existing Bayesian models of visual motion perception.
The problem of transmitting visual information to a subsequent stage of motion extraction has been considered in this paper as a natural extension to current models of motion perception. In making this extension, it is not surprising that many of the pitfalls encountered in signal extraction problems re-occur, though in slightly different guises. For example, a loss in gain at a stage of signal encoding will, if not transmitted to the stage of signal extraction, manifest itself as a multiplicative loss insignal strength across the communication channel. This multiplicative loss in signal is analogous to the effects incurred by a fixed Gaussian prior on motion computations. Possibilities for ambiguity in the interpretation of visual effects are an unfortunate consequence of cascaded systems. That a transmission system can sacrifice a signal's mean, while still retaining benefits in terms of reducing the overall MSE, is an old idea (e.g. Clifford & Langley, 1996) . In this paper, we have demonstrated that this notion may be placed within the boundaries of (sub-)optimal signal processing (Atick et al., 1993; Brenner, Bialek, & de Ruyter van Steveninck, 2000) through a partial (leaky) decorrelation model of visual adaptation. It has also been demonstrated that the process of adaptation, as represented by the adjustment of an information processing system's parameters, can explain perceived biases in human motion perception in much the same way that Bayesian models have been employed to explain perceived biases in unadapted settings (Barlow & Foldiak, 1989; Weiss et al., 2002) .
Appendix A
Here we derive two key equations from the paper:
Suppose that L 0 to ¼ ½L to ðtÞ, L to (t À 1)] represents a vector of two observations whose probability density P(L to ) depends upon the vector of correlated parameters u 0 = [u(t), u(t À 1)]. Suppose that u itself has a probability distribution P(u). Then the joint PDF P(L to , u) is given by: P ðL to ; uÞ ¼ P ðL to juÞP ðuÞ ¼ P ðujL to ÞP ðL to Þ ð 28Þ
From the correlated assumption for the vector u, we can write:
and from Eq. (28):
and therefore:
P ðuðtÞjL to Þ / Z P ðL to juðtÞ; uðt À 1ÞÞP ðuðtÞjuðt À 1ÞÞ P ðuðt À 1ÞÞduðt À 1Þ ð 31Þ
in which the nuisance parameter u(t À 1) is marginalized (integrated out). From the right hand side of Eq. (31), P(L to j u(t), u(t À 1)) represents the observation model or likelihood PDF. The two additional PDFs in Eq. (31) represent the Bayesian prior. The PDF P(u(t)ju(t À 1)) represents the signal model, while the term P(u(t À 1)) represents the posterior PDF in the previous instance in time. The right hand side of Eq. (31) is analogous to Eq. (6), where again the hyper-parameters and previous observations of the temporal derivatives have been omitted for brevity.
A.2. Eq. (14)
In order to reverse engineer the Garotte function leading to the desired prior PDF in Eq. (14) 
where the term present in the left-hand square bracket represents the negative derivative of the log likelihood PDF for motion computations. The right-hand bracket therefore equals the reverse engineered negative derivative of the log prior PDF. The integral of the two terms on the right gives the desired result.
Appendix B
Here we develop a Kalman filter that includes a subtractive stage of signal encoding via the parameter c (Eq. (3)) and an additional prior for low speeds, which acts as a ''forgetting factor'' (see Gelb, 1974) to tackle the problem of filter initialization. To design the motion extractor, we modify Eq. (6) 
where k represents the forgetting factor's weight. The term biases the prior to take into account local (instantaneous) image velocities with the a priori assumption of zero speed. The parameter q represents a proportional weight given to the additional prior for low speed (a mixture prior). The Kalman motion extractor is now given by:û where X(t À 1) again refers to the variance of the posterior PDF at time t, whose values can be calculated using the methods given in the main text. The effect of the weight k is to reduce the magnitude of both the input and degree of feedback (smoothing) incurred by the Kalman filter computations thus reducing its gain for static (dc) signals. The reduction in gain leads to a loss in information across the communication channel for constant motions signals. Fig. 5 illustrates the temporal dynamics of the motion extractor given by Eq. (36) in which we set c = 0.9, a = 0.95, q = 0.8, and k = 0.1. Notice that the response of the system can lead to a temporal decay of motion estimates as a result of the reduction in dc sensitivity of the Kalman filter (Fig. 5b) , in combination with a temporal overshoot (an after-effect) when the motion signal is switched off. The overshoot occurs because rapid changes in the motion signal, which are manifested by sudden changes in temporal frequency, are not properly compensated for by the feedback gain of the Kalman motion extractor. 
