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RESUME 
Le travail de recherche effectue dans ce memoire concerne la conception et le prototy-
page sur FPGA de decodeurs a seuil iteratif a haut debit. 
Le decodage a seuil iteratif utilise conjointement avec des codes convolutionnels dou-
blement orthogonaux (CDO) constitue un nouvel algorithme performant de correction 
d'erreurs. Cependant, les implementations de ce type de decodeur qui ont ete realisees 
a ce jour n'atteignent que 42 Mbps de debit et ne supportent qu'un seul taux de codage 
R — 1/2. Afin de satisfaire les criteres de communication tels que, par exemple, ceux 
specifies pour des systemes WiMAX mobiles (IEEE 802.16e), le debit binaire a la sortie 
du decodeur des codes CDO doit etre augmente. En outre, les codeurs/decodeurs utilises 
doivent avoir la capacite de fonctionner a plusieurs taux de codages. 
Dans la premiere partie de ce travail, 1'architecture du decodeur a seuil iteratif a ete 
detaillee. Ainsi, les composants qui limitent le debit du decodeur ont ete ameliores. De 
plus, une technique efficace de pipelinage a ete developpee et appliquee a l'architecture 
du decodeur a seuil afin d'en augmenter son debit. Les modules de perforation ont ete 
developpes et integres dans le codeur CDO et le decodeur a seuil iteratif. Par consequent, 
le decodeur a seuil iteratif qui a ete developpe et implements sur FPGA est capable de 
supporter les taux de codages allant de R = 1/2 a R = 8/9 a un debit qui peut atteindre 
269 Mbps. 
Dans la deuxieme partie de ce travail, une autre approche qui consiste a etudier les codes 
CDO a multi-registres a decalage (M-CDO) a ete utilisee afin d'augmenter le debit du 
decodeur. Les codes M-CDO sont generes par un codeur a M registres a decalage et 
offrent un decodage a architecture parallele. Par consequent, le debit du decodeur est M 
fois plus grand qu'un decodeur des codes CDO. Cependant, la complexite du decodeur 
VII 
est M fois plus grande ce qui a ete compromis par la simplification des codes M-CDO. 
Le prototype du decodeur a seuil iteratif des codes M-CDO implements est capable 
d'atteindre des tres hauts debits allant jusqu'a 1.3 Gbps pour certains codes. 
Au cours de ces etapes, plusieurs nouveaux generateurs de codes CDO et M-CDO ont 
ete introduits. De plus, les resultats experimentaux des decodeurs ont ete exposes. Ces 
resultats ont montre que les codes M-CDO simplifies offrent un compromis attrayant 
entre debit, complexite et performances d'erreur au decodage. 
Vlll 
ABSTRACT 
The research presented in this master's thesis deals with the design and prototyping on 
FPGA of very high throughput iterative threshold decoders. 
The iterative threshold decoding used in conjunction with convolutional doubly ortho-
gonal (CDO) codes constitutes a new powerful error correcting algorithm. However, the 
implementations of this type of decoder that have been completed to date can reach a 
low throughput of 42 Mbps and support only one coding rate R = 1/2. In order to meet 
the communication systems criteria, such as those specific to mobile WiMAX systems 
(IEEE 802.16e), the throughput at the output of the decoder of CDO codes must be in-
creased. In addition, the used encoders/decoders must have the capacity to operate at 
multiple coding rates. 
In the first part of this work, the architecture and the main components of the iterative 
decoder threshold are presented. Later, the cited components that limit the throughput 
of the decoder have been improved. In addition, an effective pipelining technique was 
developed and applied to the architecture in order to increase its throughput. The new 
design which was implemented on FPGA is able to handle coding rates ranging from 
R = 1/2 to R = 8/9 at a throughput that can reach up to 269 Mbps. 
In the second part of this work, another approach that consists of studying multi-shift 
registers CDO (M-CDO) encoders was used to increase the throughput of the decoder. 
M-CDO codes are generated by a M-shift registers coder and decoded using a paral-
lel architecture. Thus, the throughput of the decoder is M times larger than that of the 
decoder of CDO codes. However, the new decoder suffers from complexity (M times) 
which could be reduced by simplifiying M-CDO codes. The new pipelined parallel de-
coder achieves a very high throughput of 1.3 Gbps for specific codes. 
IX 
In this work, several new generators of CDO and M-CDO codes have been introduced. 
Moreover, experimental results of the implemented decoders are presented. These results 
prove that the simplified M-CDO codes offer attractive trade-off between throughput, 
complexity and error performances at decoding. 
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Depuis plusieurs annees, les communications electroniques sont devenues un besoin es-
sentiel dans notre societe moderne. Grace a de grandes avancees technologiques dans le 
domaine du micro-electronique, nous sommes aujourd'hui temoin de l'utilisation gran-
dissante des ordinateurs portables et des telephones cellulaires intelligents. La diversite 
des applications dont ces technologies peuvent supporter (Internet, Voix, Video, MP3...) 
a encourage les consommateurs "mobiles" ou fixes a explorer les nouveaux horizons de 
services offerts. Cependant, les fournisseurs de services doivent innover en permanence 
pour rester attrayants, et afin de repondre aux exigences qui en decoulent. lis ont done 
besoin de transmettre avec grande efficacite les informations demandees par les clients, 
sans erreurs et a des debits remarquablement eleves. Pour atteindre l'efficacite requise, 
un des moyens utilises consiste a considerer le codage correcteur d'erreur. 
L'annee 1993 a ete marquee par la decouverte des codes correcteurs d'erreur "Turbo" [1 ] 
qui ont permis, grace a leur decodage iteratif Turbo, de s'approcher de tres pret des li-
mites theoriques de transmission predites par Shannon [2]. En 1995, les codes LDPC ont 
ete redecouverts [3]. Le processus du decodage iteratif des codes LDPC ainsi introduits 
a permis d'atteindre des performances d'erreurs aussi importantes que celles des codes 
Turbo. Toutefois, la complexite materielle engendree par les decodeurs iteratifs des 
codes Turbo et LDPC a constitue un desavantage qui s'avere limiter l'utilisation a grande 
echelle de ces algorithmes dans les systemes de communication a hauts debits. 
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Le decodage a seuil iteratif de codes convolutionnels doublement orthogonaux (CDO) 
a ete introduit recemment par Cardinal et al. [4] comme un nouvel algorithme per-
formant de correction d'erreurs. Bien que beaucoup d'efforts aient ete deployes pour 
implementer et ameliorer cet algorithme, les implementations de ce type de decodeur 
qui ont ete realisees a ce jour ne sont pas suffisamment rapides pour les applications 
actuelles en telecommunications. En effet, le debit binaire a 1'entree/sortie du decodeur 
doit etre augmente afin de satisfaire les criteres de communication tels que, par exem-
ple, ceux specifies par la norme Wimax [5]. Dans le cadre de ce projet, les objectifs 
concernent la conception et le prototypage de decodeurs a seuil iteratifs a hauts debits. 
Les differents facteurs qui limitent le debit des decodeurs ont ete identifies. De plus, 
une nouvelle architecture parallele qui permet d'augmenter le debit du decodeur a seuil 
iteratif sans exploser sa complexite a ete introduite. 
1.2 Contributions 
Plusieurs contributions ont ete apportees dans ce memoire. 
1. Conception de nouvelles architectures de ponderateur et du registre a decalage 
elementaire ce qui a abouti a ameliorer le debit du decodeur. 
2. Elaboration de la technique de pipelinage du decodeur a seuil iteratif et intro-
duction de la "capacite de pipelinage" comme un nouveau critere de selection de 
generateurs des codes CDO qui permettent un decodage a hauts debits dans le cas 
ou cette capacite est elevee. 
3. Conception et prototypage du decodeur a seuil iteratif (DSI) a hauts debits des 
codes CDO. 
4. Conception des modules de perforation qui permettent au DSI de fonctionner a 
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plusieurs taux de codage et prototypage de la premiere version du DSI a hauts 
debits des codes CDO perfores a taux compatibles. 
5. Realisation de la recherche d'un ensemble de generateurs des codes CDO perfores 
a taux compatibles ayant une capacite de pipelinage elevee. 
6. Introduction d'un nouveau type des codes CDO a multi-registres a decalage (M-
CDO) qui permet un decodage parallele a haut debit. Ainsi, la simplification de ces 
codes a ete etudiee et la recherche d'un ensemble de generateurs a ete effectuee. 
7. Conception et prototypage du DSI a hauts debits des codes M-CDO. 
8. Generation et comparaison des resultats experimentaux des codes CDO et M-
CDO. 
1.3 Organisation du memoire 
Ce memoire comporte six chapitres. A la suite du present chapitre, le document se 
subdivise de la facon suivante. 
• Le chapitre 2 presente les notions preliminaries en matiere de telecommunication 
ainsi que celles de la technologie FPGA. Les codes LDPC et les codes Turbo 
sont exposes brievement. Ensuite les codes convolutionnels doublement orthogo-
naux et leur processus de decodage a seuil iteratif sont presentes. La technologie 
FPGA et quelques notions materielles associees sont egalement rapportees dans 
ce chapitre. 
• Le chapitre 3 presente 1'architecture du decodeur a seuil iteratif a hauts debits. 
Ainsi, la nouvelle technique de pipelinage est decrite. Les modules de perforation 
sont illustres et 1'architecture du decodeur a seuil iteratif qui fonctionne a plusieurs 
4 
taux de codage est exposee. Enfin, un ensemble des nouveaux generateurs des 
codes convolutionnels doublement orthogonaux a taux compatible et qui permet-
tent un decodage a haut debit est presente. 
• Le chapitre 4 definit un nouveau type des codes convolutionnels doublement or-
thogonaux a mutli-registres a decalage. La simplification de ces codes est etudiee 
et Farchitecture parallele du decodeur a seuil est exposee. Un ensemble de genera-
teurs des codes convolutionnels doublement orthogonaux a mutli-registres a deca-
lage est fourni a la fin du chapitre. 
• Le chapitre 5 presente les resultats experimentaux des codes convolutionnels dou-
blement orthogonaux. Le debit, la complexite et les performances d'erreur du 
decodeur sont etudies et les resultats experimentaux sont compares pour les diffe-
rents codes. 
• Finalement, le chapitre 6 resume l'ensemble des travaux effectues et propose cer-





Dans ce chapitre, les differents notions et concepts relies au codage de canal dans un 
systeme de communication numerique sont abordes. De plus, les notions materielles qui 
concernent le prototypage d'un systeme numerique sur FPGA sont egalement presentees. 
Nous nous interessons seulement aux codes correcteurs d'erreurs utilises conjointement 
avec des decodeurs iteratifs tels que, les codes a faible densite de parite (LDPC, en 
anglais Low Density Parity Check), les codes Turbo et les codes convolutionnels dou-
blement orthogonaux (CDO). Ces derniers sont decodes par un algorithme de decodage 
a seuil iteratif dont 1'architecture du decodeur est abordee en detail aux chapitres 3 et 4. 
2.2 Codage de canal 
2.2.1 Systeme de communication numerique 
Le modele du systeme de communication numerique utilise dans ce memoire est presente 
a la figure 2.1. Une sequence de symboles binaires u = (u0, iti, • • •) ou chaque bit Ui est 
d'energie E^, est emise par une source d'information vers un codeur de taux de codage 
R. Le codeur ajoute selon certaines regies des symboles de redondance pour former 
la sequence binaire codee ou tout simplement les codes, v = (VQ, V\, • • •). Les codes 
sont ensuite envoyes vers un modulateur BPSK (modulation antipodale) qui traduit les 
symboles codes sous forme analogique avant de les transmettre dans le canal. 
Figure 2.1: Modele du systeme de communication numerique 
Le canal considere est binaire symetrique (BSC, en anglais Binary Symmetric Channel) 
sans memoire a bruit blanc additif et gaussien (AWGN). Ce bruit AWGN est un proces-
sus aleatoire gaussien de moyenne nulle et de densite de puissance spectrale bilaterale 
egale a N0/2 (Watt/Hz). A la sortie du demodulateur, la sequence recue y = (y0, yi,- ••) 
est quantified sur 3 bits (quantification douce), puis fournie au decodeur qui utilise les 
symboles redondants inseres par le codeur afin de calculer une estimation u sur les sym-
boles d'information. 
Pour un canal BSC, la capacite du canal, C, qui represente le debit maximum permis a 
ete etablie par Shannon. Elle est donnee par la relation suivante [2] : 
C = Wlog2 ( 1 + ^ ^ ^ 1 (bita/s) (2.1) 
WN0J 
ou W (Hz) est la largeur de bande utilisee et Pmoy est la puissance moyenne d'emis-sion. 
Cette relation montre que si le debit d'information a la sortie de la source est inferieur 
a la capacite du canal C, alors il est theoriquement possible d'effectuer une transmission 
sans erreur en utilisant un code correcteur d'erreur approprie. Sachant (2.1), le rapport 
signal sur bruit minimal, (Eb/No)min, a partir duquel il est theoriquement possible de 
faire une transmission fiable de 1'information peut etre calcule, et pour un canal a bruit 
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AWGN, il est exprime par : 
{Eb/N0)min>-1.6 dB (2.2) 
En d'autres termes, il n'existe aucune technique de codage correcteur d'erreurs qui as-
sure une transmission fiable si le canal est tres bruite ou (Eb/N0) < —1.6 dB [2]. 
2.2.2 Principe du codage correcteur d'erreur 
Le codage correcteur d'erreur permet, comme son nom l'indique, de corriger les erreurs 
de la transmission en integrant selon certaines regies des symboles de redondance dans 
la sequence transmise dans le canal. Nous pouvons distinguer deux categories princi-
pales du codage correcteur d'erreur : le codage bloc et le codage convolutionnel. Le 
codage bloc consiste a utiliser un bloc de bits de taille predefinie afin de produire un 
nombre determine de symboles de parite. Cependant, le codage convolutionnel con-
siste a calculer les symboles de parite au fur et a mesure que les bits d'information sont 
achemines au codeur. Cette propriete decoule du fait que le codeur convolutionnel utilise 
une fenetre temporelle fixe ou certaines donnees sont utilisees pour calculer chaque sym-
bole de parite. Ainsi, le taux de codage, R, R < 1, d'un codeur (bloc ou convolutionnel) 
qui associe Q symboles de parite a M symboles d'information est definit par : 
R=M/{M + Q) (2.3) 
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2.2.3 Les codes LDPC 
2.2.3.1 Definition des codes bloc 
Les codes bloc ont ete decouverts par Hamming [6] dans les annees 50. Un code 
bloc (n,k),n > k, est specifie par une matrice generatrice, G, de dimensions k x n. 
Chaque mot de code est represente par un des 2k vecteurs de dimension n qui represente 
la longueur du code. Ainsi, a partir de G, le codeur fait correspondre chaque mot 
d'information de la source u = («i, • • • ,uk) a un mot de code v = (vi, • • • ,vn) de 
la fa§on suivante : 
v = u G (2.4) 
Le taux de codage ainsi obtenu a la sortie du codeur est donne par : 
R = k/n (2.5) 
La matrice G est construite de facon a ce que toute combinaison lineaire des mots de 
code donne un autre mot de code. Par consequent, le code est lineaire. Un exemple de 
la matrice generatrice G lineaire est celle du code de Hamming (7,4): 
G 
1 0 0 0 1 1 0 
0 1 0 0 1 0 1 
0 0 1 0 0 1 1 
0 0 0 1 1 1 1 
(2.6) 
A toute matrice generatrice G d'un code en bloc, une matrice de parite H de dimensions 
(n — k) x n intervenant pour le decodage est calculee telle que : 
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G H1 = 0 (2.7) 
Soit pour la matrice G de (2.6) 
H = 
1 1 0 1 1 0 0 
1 0 1 1 0 1 0 
0 1 1 1 0 0 1 
(2.8) 
La matrice H sert au niveau du decodeur a detecter et corriger les erreurs en verifiant si 
la sequence recue, y, est valide. Pour cela, il faut satisfaire : 
y HT = u G HT = 0 (2.9) 
2.2.3.2 Les codes bloc a faible densite de parite 
Les codes a faible densite de parite, LDPC, sont des longs codes lineaires bloc definis 
par l'ensemble de (n — k) equations de parite, v • HT = 0. H est la matrice de parite 
de dimensions (n — k) x n dont un exemple est montre par : 
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H = 
1 1 0 0 0 0 0-
0 0 0 1 0 1 0 -
0 0 0 0 1 0 1-
0 0 1 0 0 0 0-
0 1 0 0 0 1 0 -
1 0 0 1 0 0 0-
0 0 0 0 0 0 1-
1 0 0 0 1 0 0-
0 0 1 0 0 0 0-
0 1 0 0 0 1 0 -
• 0 0 
• 0 0 
• 1 0 
• 0 0 
• 0 0 
• 0 1 
• 0 0 
• 0 0 
• 1 0 
• 0 1 
(2.10) 
Les codes LDPC ont ete decouverts par Gallager en 1962 [7]. Pour que les codes LDPC 
soient performants, la matrice de parite de ces codes doit etre tres creuse ou a faible den-
site de 1 's ce qui explique leur appelation. Gallager a propose une methode de decodage 
iteratif pour ses codes. Toutefois, la necessite d'une grande complexite de calculs pour 
le codeur et le decodeur n'a pas permis d'exploiter les codes LDPC pendant plusieurs 
annees. 
Ce n'est qu'en 1995 que Mackay et Neal ont redecouvert les codes LDPC [3,8,9]. lis 
ont effectue le decodage des codes LDPC en utilisant l'algorithme de decodage iteratif 
"beliefpropagation" (BP) de Pearl [10] qui n'est qu'une version iterative de l'algorithme 
"somme-produif' [11]. A chaque iteration, l'algorithme BP consiste a affiner davantage 
les probabilites a posteriori {-P(v/y)} ou v est un mot du code et y est la sequence 
recue du canal. Pour ce faire, le decodeur calcule les probabilites correspondantes aux 
equations de controle de parite dans une premiere etape, puis dans une deuxieme etape, 
il propage les probabilites et fait la mise a jour des symboles a decoder. Cette derniere 
etape se fait de fa§on a ce que les equations de parite qui contiennent le symbole courant 
a decoder ne soient pas incluses. 
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Les premiers codes LDPC developpes par Gallager etaient des codes reguliers. Les 
codes LDPC reguliers sont construits de facon a ce que la matrice H ait un nombre 
constant de l's sur les lignes ainsi que sur les colonnes. En contrepartie, les codes 
LDPC irreguliers [12] ne respectent pas cette propriete de regularity. 
2.2.4 Les codes Turbo 
En 1993, Berrou, Glavieux et Thitimajshima ont introduit une nouvelle technique du 
decodage iteratif baptisee Turbo [1]. Cette technique qui utilise un codage concatene en 
parallele permet d'atteindre de tres bonnes performances d'erreur s'approchant etroite-
ment de la limite theorique de Shannon [2]. Dans les deux sous-sections suivantes, les 
processus de codage et de decodage turbo sont decrits brievement. 
2.2.4.1 Principe du codage Turbo 
Un codeur turbo de taux de codage R = 1/3 est illustre a la figure 2.2. Ce codeur est 
compose de deux codeurs convolutionnels montes en parallele et separes par un en-
trelaceur (E) qui permute les symboles d'information de sorte que les deux codeurs 
n'encodent pas la meme sequence d'information, u ^ u'. La taille de l'entrelaceur 
peut etre tres elevee, de 1'ordre de plusieurs milliers de bits, ce qui permet de minimiser 
la probabilite d'erreurs au decodage [13]. En effet, l'amelioration des performances 
d'erreur des codes Turbo est quasi proportionnelle a la taille de l'entrelacement [14]. 
Les taux de codage R > 1/3 peuvent etre obtenus par V application de la technique de 




Figure 2.2: Schema bloc du codeur Turbo, R = 1/3 
2.2.4.2 Decodeur iteratif Turbo 
Le schema bloc du decodeur turbo est montre a la figure 2.3. Le decodeur turbo se 
compose de deux decodeurs, des entrelaceurs identiques a celui utilise par le codeur 
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Figure 2.3: Schema bloc du decodeur iteratif Turbo, R = 1/3 
Le principe du decodage turbo repose sur l'echange d'information entre les deux deco-
deurs qui utilisent generalement les algorithmes SOVA (en anglais Soft Output Viterbi 
Algorithm) [16] ou BCJR [17]. A la premiere iteration, le premier decodeur genere la 
valeur extrinseque Le(ui)^ a partir des sorties du canal y\ ' et y\ associees a v\ et 
v\ du codeur. Le deuxieme decodeur utilise Le(ui)^ entrelace, soit I/e(u-)^\ ainsi que 
y\ et y\ ' comme informations a priori afin de calculer Le(w-)'
2' qui sera retourne au 
premier decodeur en passant par le delaceur a 1'iteration suivante. Le premier decodeur 
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turbo propose dans [1] utilise un entrelaceur pseudo-aleatoire de taille 64 kbits et deux 
decodeurs BJCR. Ce decodeur a ete capable d'atteindre une probabilite d'erreur de 10~5 
a 0.7 dB de la capacite du canal apres 18 iterations. 
2.2.5 Les codes CDO 
Les performances remarquables de deux techniques des codage du canal, LDPC et 
Turbo, presentees dans les sections precedentes sont associees a une complexite mate-
rielle au decodage iteratif qui pourrait compromettre leurs avantages. En effet, afin de 
minimiser la probabilite d'erreur, les codes LDPC doivent avoir une longueur de code 
importante ainsi qu'un tres grand nombre d'iterations, tandis que les codes Turbo ont 
besoin d'un entrelaceur ayant une grande taille, conduisant ainsi a une complexite tres 
elevee du decodeur iteratif. 
Une des solutions a ce probleme de complexite consiste a reiterer les codes plusieurs 
fois sur un petit nombre d'iterations implementees physiquement. Cependant, le debit a 
la sortie du decodeur sera diminue, comme dans [18] ou le debit a ete reduit a 9 Mbps 
seulement dans certains cas. Ces compromis entre complexite/debit/performance du 
decodeur a motive les chercheurs a realiser plusieurs travaux sur cette problematique 
[19-22]. 
Dans le but d'offrir un meilleur compromis, les auteurs de [23], [24] et [25] ont propose 
une nouvelle technique de codage du canal inspiree par le decodage iteratif Turbo et 
basee sur le concept du decodage a seuil des codes convolutionnels simplement orthogo-
naux (CSO) de Massey [26]. Les nouveaux codes ainsi introduits doivent respecter cer-
taines conditions de double orthogonalite afin de permettre un decodage a seuil iteratif 
sans entrelacement a la reception. La description de ces codes convolutionnels double-
ment orthogonaux (CDO) ainsi que leur decodage a seuil iteratif, est presentee dans les 
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sous-sections suivantes. 
2.2.5.1 Definition des codes CDO 
En principe, un codeur convolutionnel utilise les symboles d'information courants et 
passes afin de calculer un nouveau symbole de parite. Les symboles d'information sont 
preserves dans un registre a decalage qui agit comme fenetre temporelle. Un codeur con-
volutionnel est dit systematique si Finformation presente a l'entree du codeur est retenue 
dans la sequence codee a sa sortie sans etre modifiee. La figure 2.4 montre un exemple 
d'un codeur convolutionnel systematique de taux de codage R — 1/2. Un tel codeur peut 
etre decrit en utilisant l'ensemble des positions de connexions A = {c*i, • • • , aj} ou J 
represente le nombre de ces connexions. Chaque element aj, 1 < j < J, represente 
la position sur le registre a decalage du codeur ou une connexion le relie au sommateur 
modulo 2 qui calcule le symbole de parite. La longueur du registre a decalage correspond 
alors a aj qui represente la longueur de la memoire ou le "Span" du codeur. 
v<°) = u 
— — • • * N • 
Figure 2.4: Codeur convolutionnel systematique, R = 1/2, aj = 4, A = {0,1,4} 
Par convention, l'ensemble des positions de connexions A est appele le generateur du 
code. Ainsi, les codes CDO sont definis comme suit [24] : 
Definition 1 Un encodeur convolutionnel systematique de taux de codage R = 1/2 est 
dit doublement orthogonal (CDO) si son generateur A — {aj : j' = 1, • • • , J}, satisfait 
aux conditions suivantes: 
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1. Les differences simples, (a,- — a.^) : j ^ k, sont distinctes. 
2. Les differences doubles, (a,- —«*.) — (a„ — a!m): j ^ k,j ^ n,m ̂  k,m ̂  n, sont 
distinctes a Vexception des repetitions inevitables provenant des permutations des 
indices j avec m etk avec n. 
3. Les differences doubles sont distinctes des differences simples. 
2.2.5.2 Decodage a seuil iteratif des codes CDO 
A la reception, les codes CDO sont decodes par un decodeur a seuil iteratif (DSI) [24] 
qui est compose d'un ensemble de N iterations elementaires ou chaque iteration est un 
decodeur a seuil tel qu'illustre a la figure 2.5. L'algorithme du decodage a seuil iteratif 
est decrit par les deux equations suivantes [24]: 
A la premiere iteration : 
A,(1) = y? + £ 1>% = V? + £ (yj+ai) o B Vl+a,-ak) o 2 A^_Qfc)) (2.11) 
3=1 j=l ^ fc=l k=j+l ' 
Et a chaque iteration p, (1 < p < N): 
A.00=it+iys=y?+£ 6<u,"sAK-«.>" E ^ L ^ ) <2-i2> 
3=1 j=l ^ fc=l k=j+l ' 
ou ipij represente les equations de parite : 
*% = ̂ , - £ A(£U) o SASU-«*) <2-13> 
fc=l fe=j+l 
L'operateur "o" est appele operateur Addmin qui represente 1'approximation du rapport 
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de vraisemblance de 1'addition modulo 2 de variables aleatoires binaires. La fonction 
Addmin est definie selon 1'equation suivante [24] : 
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Figure 2.5: Schema bloc du decodeur a seuil iteratif 
Selon l'algorithme du decodage a seuil iteratif, l'iteration LI, (LI > 1), utilise pour ses 
entrees les symboles d'information et ceux de parites, yu et yp respectivement, associes 
a u(°) = u et v^ = p du codeur ainsi que la sortie de l'iteration (LI — 1), A(^-1). A 
la premiere iteration ou LI = 1, A(/i_1) est remplace par yu. La valeur A ^ obtenue a la 
sortie de l'iteration LI est utilisee a l'iteration (LI+ 1) comme une estimation amelioree du 
bit a decoder. De plus, yu et yp sont fournis a l'iteration suivante (LI +1) si cette derniere 
a lieu (LL < N). Dans ce cas, les valeurs de yu et yp sont preservers pendant un laps de 
temps qui correspond a la memoire du codeur, aj. 
A la derniere iteration du DSI, la regie de decision est donnee par : 
Ui = < 
1 si )iN) > 0 
0 si \\N) < 0 
(2.15) 
Le gain de codage asymptotique, Gc, qui represente la limite des performances d'erreur 
d'un DSI est donne par [24]: 
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Gc = 10log10(R{J+l)) {dB) (2.16) 
ou J est le nombre minimal d'equations de parite utilisees a chaque iteration du DSI 
pour decoder un bit d'information. 
L'auteur de [24] a demontre que la ponderation a la sortie de chacune des iterations 
ameliore les performances d'erreurs du DSI. La ponderation consiste a multiplier la sor-
tie de chaque iteration par un coefficient de ponderation, CP, 0 < CP < 1. Dans ce 
memoire, nous considerons que la valeur de CP est identique pour toutes les iterations 
du DSI. Cependant, la recherche d'un vecteur de coefficients de ponderation non uni-
formes qui ameliore les performances d'erreurs du DSI a ete effectuee par [24] ainsi que 
par les auteurs de [27]. L'architecture du decodeur a seuil proposee par [24] est montree 
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Figure 2.6: Architecture du decodeur a seuil correspondant au generateur A — {0,1,4} 
2.2.5.3 Simplification des codes CDO 
La figure 2.6 montre que la complexite du decodeur a seuil depend du Span aj du 
codeur. Afin de reduire aj d'un codeur CDO ayant J connexions, les auteurs de [28-30] 
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ont demontre que la deuxieme condition de la definition 1 peut etre relaxee sans trop 
degrader les performances d'erreur du DSL lis ont defini les codes CDO simplifies en 
permettant a un certain nombre de differences doubles d'etre egales. Ainsi, le facteur 
de simplification, 6, des codes CDO a ete introduit comme etant le ratio entre le nombre 
de differences doubles egales et le nombre total de differences doubles en excluant les 
repetitions inevitables. 
Cependant, de nouveaux codes CDO a multi-registres a decalage (M-CDO) ont ete in-
troduits et sont presentes dans ce memoire au chapitre 4. Les generateurs des codes 
M-CDO incluent un nombre moindre de repetitions inevitables que les generateurs des 
codes CDO. De plus, certains generateurs M-CDO proposes n'incluent aucune repetition 
inevitable. Afin de comparer de faĉ on judicieuse les differents types de codes CDO, nous 
allons redefinir le facteur de simplification des codes CDO en incluant les repetitions 
inevitables. 
En considerant un generateur des codes CDO, A — {ctj, 1 < j < J}, soient Nj le 
nombre total de differences doubles incluant les repetitions inevitables et N% le nombre 
de differences doubles egales incluant les repetitions inevitables. Le facteur de simplifi-
cation, S, des codes CDO est defini par : 
En incluant les repetitions inevitables, 8 est toujours > 0. Ainsi, dans ce memoire, 
tous les codes CDO connus sont consideres comme des codes simplifies. Le tableau 2.1 
montre des exemples de generateurs des codes CDO pour J = 10 tires de [30]. On peut 
remarquer l'effet de la simplification sur le Span du codeur. 
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Tableau 2.1: Exemples de generateurs des codes CDO, J = 
Ensemble des connexions {a,-} 
{0,29,40,43,1020,1328,1495,1606,1696,1698} (non relaxe) 
{0,128, 261,410, 534,698,743,891,1038,1190} 
{0,1,87,93,226,262,296,316,327,340} 









2.2.5.4 Perforation des codes CDO 
La perforation est une technique simple qui consiste a eliminer de facon periodique cer-
tains symboles du mot de code a la sortie du codeur. Ce mecanisme permet d'augmenter 
le taux de codage ainsi que l'efficacite spectrale des communications. Cependant, la 
perforation engendre une reduction des performances d'erreur. La perforation des codes 
CDO a ete introduite par Haccoun et al. [31] afin de definir les codes CDO perfores 
(PCDO). Ensuite, les codes PCDO ont ete simplifies par Roy et al. [30,32]. 
Selon [31] et [32], les codes PCDO sont generes par elimination periodique de certains 
symboles de parite a la sortie d'un codeur convolutionnels systematiques (SCC) de taux 
de codage "mere" R = 1/2. Ainsi, le taux de codage "perfore" devient R = b/(b+1) > 
1/2. L'elimination des symboles de parite s'effectue selon un patron de perforation qui 





• 1 1 1 •• 







La premiere ligne de "P qui ne comporte que des 1 est associee aux symboles d'informa-
tion transmis par le codeur systematique. Cependant, la deuxieme ligne de V ne con-
tient qu'un seul 1 qui indique le seul symbole de parite transmis avec les b symboles 
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d'information vers le canal. Les (b — 1) autres symboles de parite sont elimines. Par con-
vention, la position de la valeur 1 sur la deuxieme ligne de "P est notee IT, 0 < ir < b— 1. 
Au niveau du decodage, seuls les symboles de parite recus du canal peuvent intervenir. 
Ainsi, des zeros doivent etre inseres a la place des symboles de parite perfores [31]. En 
verifiant les equations (2.11) et (2.12), le nombre d'equations de parite ip\j disponibles 
pour decoder le symbole Ui a 1'instant % a l'iteration /J,, 1 < \i < N, est defini par la 
cardinalite du sous ensemble suivant [31,32]: 
Ah = {aj :aj = (n-i) = hmod(b)}, j = l , 2 , - - - , J (2.19) 
ou la cardinalite de cet ensemble est definie par \Ah\ avec h = 0,1, • • • , b — 1. Si les 
cardinalites de tous les sous ensembles Ah sont egales : 
\A0\ = \A1\ = --- = \Ab_1\ = J/b (2.20) 
alors les codes perfores generes offrent une protection egale (EEP, en anglais Equal 
Error Protection) sur les symboles decodes pour le taux de codage perfore R = b/(b + 
1). Dans le cas contraire, les codes perfores offrent une protection inegale (UEP, en 
anglais Unequal Error Protection) sur les symboles decodes [31,32]. II a ete demontre 
dans [31,32] que les performances d'erreur des codes EEP sont superieures a celles des 
codes UEP. Par consequent, seuls les codes PCDO de type EEP sont considered dans ce 
memoire. 
2.2.5.5 Facteur de simplification associe aux codes PCDO 
La definition des codes PCDO est donnee par [31]: 
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Definition 2 Un encodeur convolutionnel systematique de taux de codage R = 1/2 est 
dit PCDO si son generateur A = {ctj : j = 1, • • • , J}, satisfait pour chaque sous 
ensemble Ah aux conditions suivantes : 
1. Les differences simples, (oq — ctk) •' j ^ k,aj G Ah, otk £ A, sont distinctes. 
2. Les differences doubles, (ctj — ak ) — (an — am ) : j ^ k, j ^ n,m ^ k,m ^ 
n, h' = 0, • • • ,b—l,ctj £ Ah,ak, ctm € Aw, o.n € A, sont distinctes a I'exception 
des repetitions inevitables provenant des permutations des indices j avec m et k 
avec n. 
3. Les differences doubles sont distinctes des differences simples. 
La relaxation de la deuxieme condition de la definition 2 consiste a permettre a cer-
taines differences doubles d'etre egales [32]. Cependant, tenant compte des repetitions 
inevitables, tous les codes PCDO sont considered comme des codes simplifies dans ce 
memoire. Ainsi, le facteur de simplification associe aux codes PCDO introduit dans [32] 
est redefini pour un sous ensemble Ah par le ratio entre le nombre de differences dou-
bles egales N^ et le nombre total de differences doubles AQ , toujours en incluant les 
differences doubles inevitables : 
jye(h) 
Sh = - ^ (2.21) 
Nd 
Par consequent, les codes PCDO sont representes par b facteurs de simplification 5h, 
h = 0,1,- • • ,b — 1. Toutefois, les codes PCDO sont caracterises, par convention, a 
l'aide du facteur de simplification maximal [32]: 
5max = max 6h (2.22) 
/ i€{0,- ,6-l} 
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2.3 Notions materielles 
2.3.1 La technologie FPGA 
Un FPGA (en anglais Field-Programmable Gate Array) est un composant electronique 
programmable qui peut etre reconfigure (reprogramme) par 1'utilisateur apres la fabri-
cation. Le FPGA met a la disposition de l'usager des ressources materielles ou la con-
nectivite des differents elements est configurable. Grace a 1'evolution de la technologie 
de semi-conducteurs et a la reduction ininterrompue d'echelle des transistors, les FPGA 
disponibles dans le marche aujourd'hui comportent un vaste choix de fonctionnalites 
sophistiquees telles que : des blocs de memoire de plusieurs mega-octets, des modules 
precis de gestion d'horloge, des entrees/sorties de hautes performances ainsi que des 
processeurs embarques dans certains FPGA. 
La simplicity du flot de conception figure parmi les principales particularites des FPGA. 
Contrairement au ASIC (en anglais Application-Specific Integrated Circuit) ou un dessin 
de masque doit etre realise, un FPGA possedant une implementation physique de toutes 
ses ressources et un reseau configurable d'interconnexions preexistant constitue une al-
ternative qui reduit les risques financiers et le temps de mise en marche d'un nouveau 
produit. De plus, il est egalement possible de reconfigurer les FPGA une fois le produit 
rendu chez le client, ce qui reduit les couts du support a la clientele apres vente d'un 
produit. Neanmoins, le cout par unite d'un FPGA est plus eleve que celui d'un ASIC qui 
offre un faible cout de production bien que son cout d'ingenierie soit important. Ainsi, 
pour une production en masse la solution FPGA est beaucoup plus dispendieuse. De 
plus, pour la meme technologie, une solution ASIC peut etre mieux optimisee qu'une 
solution FPGA des points de vue de la complexity engendree, de la consommation de la 
puissance ainsi que de la frequence maximale d'operation. Cependant, dans le cadre de 
ce projet nous considerons une solution FPGA afin de reduire le temps de conception et 
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de livraison des prototypes du DSI a hauts debits. 
2.3.2 Les FPGA de la famille Virtex-II Pro de Xilinx 
Dans ce memoire, les prototypes du DSI sont concus en visant le FPGA Virtex-II Pro 
"XC2VP70-7" de la compagnie Xilinx [33]. La famille Virtex-II Pro est fabriquee en 
utilisant la technologie 0.13 [im CMOS a 9 niveaux de cuivre. L'architecture generique 



















Figure 2.7: Architecture generique des FPGA de la famille Virtex-II Pro 
La figure 2.7 montre la disposition des ressources materielles de la famille Virtex-II 
Pro. Ainsi, on distingue les blocs de logique configurables (CLB, Configurable Logic 
Block), les blocs de memoire RAM (BRAM) et les multiplieurs cables (Multl8xl8), 
les modules de gestion d'horloge (DCM, Digital Clock Manager), les processeurs, les 
cellules d'entree/sortie (IOB, Input/Output Block) et les blocs d'entree/sortie a multi-
Gigabit (MGT, Multi-Gigabit Transceiver). 
Les CLB constituent la partie ou la logique combinatoire d'un design est implementee. 
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Un CLB est forme par quatre "Slices" ou chaque "Slice" comporte deux structures sim-
ilaires appelees cellule logique (LC, en anglais Logic Cell). A son tour, un LC est 
constitue d'un LUT (Look-Up Table), d'une bascule (FF, Flip-Flop) et d'une chaine 
de retenue. U importe de noter qu'un LUT est une memoire 16 x 1 bits qui, en la 
programmant avec le contenu approprie, implemente la fonction combinatoire desiree. 
De plus, un LUT offre trois modes d'utilisation. En effet, un LUT peut etre configure 
pour implementer soit une fonction combinatoire a quatre entrees (Zo<?2(16)), soit une 
memoire RAM de capacite 16 x 1 bits (RAM 16) ou un registre a decalage ayant une 
longueur configurable situee entre 1 et 16 bits et une largeur de 1 bit. Dans ce dernier 
cas, le registre a decalage resultant est appele SRL16 (Shift Registre LUT). II s'ensuit 
qu'un CLB a une capacite maximale de 128 bits (RAM ou registre a decalage) qui cor-
respond a la combinaison de ses 8 LUT. 
Les BRAM sont des memoires de 18 kbits arrangees en colonnes et associees chacune a 
un multiplieur Multl8xl8. Les modules DCM sont specialises dans la synchronisation 
d'horloge. lis sont distribues avec les IOB et les MGT au pourtour du FPGA proche 
de ses plots. D'autre part, les processeurs sont des modules PowerPC embarques et 
ils ne sont offerts que dans certains modeles de la famille Virtex-II Pro seulement. Le 
tableau 2.2 montre la disposition des ressources materielles du FPGA considere dans ce 
memoire, le Virtex-II Pro XC2VP70-7 [33]. 















Nous constatons qu'il existe trois types de memoires dans un FPGA de la famille Virtex-
II Pro. Soit les LUT (en mode RAM 16 ou SRL16), les FF et les BRAM. Dans le cadre 
de ce projet, seulement les elements de memoire de type LUT et FF sont utilises afin 
d'implementer les prototypes du DSI a haut debit. 
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2.3.3 Delai critique d'un circuit numerique 
Un circuit numerique combinatoire (sans elements de memoire) est un ensemble de 
plusieurs portes logiques combinatoires interconnected entre elles. Designons par "com-
mutation" le changement de valeur d'un signal binaire. La rapidite d'un circuit combi-
natoire est alors mesuree par le temps qui s'ecoule entre des commutations en entree et 
les commutations qui en resultent en sortie. Ce temps de commutation est appele le delai 
de propagation d'un circuit combinatoire (tcomb). En general, le chemin ayant le delai de 
propagation le plus eleve dans un circuit numerique est appele le chemin critique. 
D'autre part, dans un circuit numerique sequentiel (ayant des elements de memoire), 
les chemins sont mesures entre les elements de memoire. En outre, une commutation 
s'amorce avec un front actif du signal d'horloge (generalement le front montant). Ainsi, 
trois autres delais s'ajoutent au delai combinatoire tcomb d'un chemin donne qui existe 
entre deux elements de memoire comme montre a la figure 2.8. Soit le delai de transition 
de l'entree vers la sortie d'un element de memoire a partir d'un front actif d'horloge (tco, 
Clock to Out time), le delai de "setup" a l'entree d'un element de memoire (tsu) et les 
delais de routage (tr). tsu represente le temps necessaire durant lequel l'entree d'un 
element de memoire doit etre stable avant un front actif d'horloge pour que l'entree de 
l'element soit valide. Considerons le temps qui s'ecoule entre deux fronts actifs et qui 
correspond a une periode d'horloge T. Afin d'assurer le bon fonctionnement d'un circuit 
numerique, les donnees presentes a l'entree du premier element de memoire doivent 
transiter a sa sortie (tco) puis se propager dans le circuit de logique combinatoire (tcomb 
+ tr) afin que les commutations soient valides avant la valeur tsu du prochain front actif 
d'horloge. Considerant tous les delais de propagation dans le circuit, on a : 
;_ Hl&XI IQO r ^comb T I f T Lsu I I min (2.23) 
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Figure 2.8: Delais de propagation dans un systeme numerique 
ou Tmin est le delai du chemin critique qui correspond a la periode minimale du circuit. 
La frequence d'operation, / , est alors donne par : 
/ — rp — rp — Jmax \*-*A) 
ou fmax est la frequence d'operation maximale du circuit numerique. 
2.3.4 Strategic de resynchronisation d'un circuit numerique 
La strategic de resynchronisation (Retiming) [34] permet de diviser le delai critique d'un 
circuit numerique en deplagant les bascules presentes au sein du circuit sans influencer 
sa fonctionnalite. Le deplacement de registres se fait a travers un operateur de logique 
combinatoire. Pour deplacer les registres presents aux entrees d'un operateur vers ses 
sorties, la resynchronisation consiste a retirer un registre de chaque entree afin d'en 
ajouter un a chaque sortie. Evidemment, pour deplacer les registres presents aux sorties 
d'un operateur vers ses entrees, il suffit de retirer un registre de chaque sortie et d'en 
ajouter un a chaque entree. Un exemple de resynchronisation d'un circuit numerique est 
montre a la figure 2.9. 











































Figure 2.9: Exemple de resynchronisation d'un circuit numerique 
compose de deux operateurs combinatoires. La resynchronisation du premier operateur 
a permis de deplacer les registres supplementaires de ses entrees vers les sorties. Par 
consequent, un etage de pipeline est insere a l'interieur du chemin critique en le decou-
pant en deux parties. Le nouveau chemin critique T'min du circuit correspond au chemin 
ayant le delai le plus eleve. En resume, la strategic de resynchronisation peut etre utilisee 
pour augmenter la frequence d'operation maximale d'un circuit numerique. De plus, la 
resynchronisation s'avere tres importante dans le cas d'un circuit comportant une boucle 
de retroaction ou 1'insertion des etages de pipeline a l'interieur du chemin critique est 
souvent problematique. 
2.3.5 Environnement d'evaluation des performances d'erreur du DSI 
L'environnement d'evaluation des performances d'erreur du DSI des codes CDO a ete 
developpe par les auteurs de [35] et [36]. Le schema bloc de l'environnement qui emule 
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Figure 2.10: Schema bloc de l'environnement devaluation des performances d'erreur 
La source binaire utilisee dans l'environnement devaluation des performances d'erreur 
est une source pseudo-aleatoire. Par consequent, les sequences initiales emises par la 
source peuvent etre regenerees en ajoutant un certain retard qui correspond au nombre 
de cycles parcourus par un bit pour traverser tous les modules avant qu'il soit decode 
a une iteration donnee. Ainsi, en comparant les sequences retardees (uref) avec les 
sequences decodees (u) le nombre d'erreurs de transmission peut etre comptabilise pour 
un nombre de bits emis donne. Pour chacune des iterations du DSI, une source binaire 
retardee et un compteur d'erreur sont associes. 
Deux canaux de communication BSC similaires ont ete integres dans l'environnement. 
Un canal pour les symboles d'information (u) et un autre pour les symboles de parite 
(p). Le traducteur bit-canal a l'entree des canaux BSC emule d'une fagon numerique 
le fonctionnement d'un modulateur BPSK analogique en bande de base. II transforme 
les symboles d'information et de parite binaires presents a ses entrees en des symboles 
de canal representes sur 16 bits. Apres 1'addition du bruit AWGN, le quantificateur fait 
la tache inverse en quantifiant les symboles de canal bruites regus sur 3 bits seulement 
(quantification douce). Dans le cadre de ce projet, l'environnement devaluation des per-
formances d'erreur a ete adapte a un seul canal de communication pour tous les symboles 
transmis. 
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L'environnement d'evaluation des performances d'erreur a ete prototype en utilisant une 
plateforme ARM Integrator [37] munie d'un processeur ARM7 et un FPGA Virtex-II de 
Xilinx. Un bus AMBA (Advanced Microcontroller Bus Architecture) d'ARM a relie le 
processeur ARM7 au FPGA ou l'environnement a ete implements. Ainsi, un programme 
de controle a ete demarre sur le processeur ARM7 afin de lancer les evaluations et ensuite 
de recuperer les resultats experimentaux. 
L'auteur de [36] a egalement developpe une version materielle (VHDL) du DSI des 
codes CDO et a propose une technique de pipelinage du DSI. Cependant, la version 
developpee du DSI dans [36] a ete optimisee du point de vue de la complexite de design 
et non pas du point de vue du debit. De plus, la technique de pipelinage proposee a 
ete limitee au niveau des operateurs Addmin et n'a pas touche la plus grande partie du 
chemin critique du decodeur comme il le sera montre au chapitre suivant. Ajoutons aussi 
que l'auteur de [36] n'a jamais implements une version pipelinee du DSI. 
2.4 Conclusion 
Dans ce chapitre, les notions preliminaires en matiere de telecommunications numeriques 
ainsi que les notions materielles ont ete abordees. Une breve description des codes LDPC 
et Turbo a ete presentee. Cependant, une description quelque peu plus detaillee et une 
attention particuliere ont ete portees aux codes CDO. Dans les chapitres qui suivent, 
1'architecture du DSI a haut debit des codes CDO est abordee. 
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CHAPITRE 3 
DECODEUR A SEUILITERATIF A HAUT DEBIT DES CODES CDO 
3.1 Introduction 
Apres avoir presente 1'algorithme du decodage a seuil iteratif ainsi que ]'architecture du 
Decodeur a Seuil Iteratif (DSI) developpes dans des travaux precedents, nous presentons 
dans ce chapitre 1'architecture du DSI a haut debit que nous avons implements. Pour 
augmenter le debit d'information a la sortie du DSI, nous utilisons une technique de 
pipelinage basee sur le principe de resynchronisation des circuits numeriques. De plus, 
afin de supporter les codes perfores ayant des taux de codages R > 1/2, les modules 
de perforation sont developpes et integres dans le codeur et le DSI. Le DSI obtenu sup-
ports les codes a taux compatibles qui peuvent, comme leur nom l'indique, fonctionner 
a plusieurs taux de codages. Ainsi, une implementation VHDL generique du DSI est 
developpee. Finalement, un ensemble de nouveaux generateurs des codes a taux com-
patibles et a large capacite de pipelinage est presente a la fin de ce chapitre. 
3.2 Architecture du decodeur a seuil 
En se basant sur les travaux de Cardinal et ah [24] et Provost et al. [36], 1'architecture du 
decodeur a seuil developpee pour le codeur specific" par 1'ensemble de J = 3 connexions 
A = {0,1,4} est illustree a la figure 3.1, et cela avant d'appliquer la technique de 
pipelinage. 
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Figure 3.1: Architecture du decodeur a seuil des codes CDO generes par le codeur A = 
{0,1,4} 
pales, soient les registres a decalages et le noyau de logique combinatoire. Les re-gistres 
a decalages ont generalement pour role de fournir au noyau les valeurs necessaires au 
calcul de la sortie de 1'iteration A^ . On distingue quatre registres a decalages, soit le 
registre a decalage (RD1) contenant les symboles d'information, le registre a decalage 
(RD2) contenant les valeurs de A^_1) provenant de 1'iteration precedente, le registre 
a decalage de retroaction (RD3) et finalement le registre a decalage (RD4) contenant 
les symboles de parite. Le noyau de logique combinatoire de 1'iteration contient les 
differents operateurs logiques et arithmetiques utilises dans le calcul de A ^ . II est 
forme d'un operateur Addmin global (AG), un additionneur, un ponderateur (Pond) qui 
implemente le coefficient de ponderation, un saturateur (Sat), deux operateurs de con-
version binaire (C2/SA) et un detecteur de zeros. 
Le decodage a seuil est un processus de decodage symbole par symbole. En d'autres 
termes, a chaque coup d'horloge un bit est decode a la sortie du decodeur a seuil. Dans 
ce cas, le debit maximal d'information que peut atteindre le decodeur a seuil est egal 
a sa frequence maximale d'operation. D'autre part, la frequence maximale d'operation 
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du decodeur est limitee par le delai total du chemin critique du design. Ce chemin 
critique, montre par une ligne en gras a la figure 3.1, est forme par l'accumulation de 
delais combinatoires des differents operateurs arithmetiques et logiques qui forment le 
noyau de logique combinatoire du decodeur, par les delais de routage et par les delais 
de transition a la sortie des registres a decalages. Dans les sous-sections suivantes, les 
ameliorations des composants du decodeur qui reduisent le delai du chemin critique sont 
presentees1. 
3.2.1 Le ponderateur 
La ponderation consiste a multiplier la sortie de l'additionneur (SADD) par un coeffi-
cient de ponderation (CP) situe dans ]0,1] [24]. A l'interieur du FPGA, nous disposons 
de plusieurs multiplieurs qui peuvent etre utilises pour implementer le ponderateur. 
Chaque multiplieur est un primitif "MULT 18x18" capable de multiplier deux operan-des 
representee en format binaire "Complement a deux" (C2) et ayant chacun une resolu-
tion binaire pouvant aller jusqu'a 18 bits. Un multiplieur est done necessaire pour 
implementer un ponderateur a chaque iteration du DSL 
Une architecture du ponderateur qui effectue les multiplications en C2 a ete proposee 
dans [36]. Or, dans le but de reduire le delai combinatoire introduit par les multi-
plieurs, le fournisseur de FPGA, Xilinx, suggere de brancher les operandes sur les 
bits des entrees de poids faible (LSB, Low Significant Bits) [33]. II y a done interet 
a utiliser seulement les LSB d'un MULT18xl8. Toutefois, une multiplication en C2 
exige d'utiliser les bits de poids fort (MSB, Most Significant Bits) qui represented les 
signes des operandes dans ce cas. U s'en suit alors qu'un ponderateur qui effectue des 
multiplications en C2 introduit un grand delai au chemin critique du decodeur. 
'A l'annexe I, les descriptions des autres composants du decodeur a seuil sont presentees 
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Afin de reduire le delai engendre par le ponderateur, il est propose dans ce travail 
d'effectuer des multiplications non signees ou les operandes sont toujours positifs [38]. 
Dans ce cas, les operandes peuvent etre branches sur les LSB du MULT18x18 en remet-
tant tous les MSB a zero. La representation binaire "Signe-Amplitude" (SA) qui four-
nit directement la valeur absolue d'un nombre signe est alors plus appropriee, c'est 
pourquoi un operateur de conversion binaire (C2/SA) a ete place directement a la sortie 
de l'additionneur (S^DrO-Cet operateur transforme SADD de format C2 en format SA, 
generant ainsi une sortie appelee COUVSADD-
Le calcul de la sortie du ponderateur, 5pond = CP x COUVSADD, en SA se fait main-
tenant en calculant le signe (Signe(Spmd)) et 1'amplitude (Amp(SPon(i)). Puisque CP 
est positif alors : Signe(,SporMi) = Signe(ConvSADD)- De plus, 1'operation de calcul 
Amp(Spond) = CPx Amp(ConvSADD) s'effectue par le multiplieur MULT18xl8 en 
utilisant ses LSB. La nouvelle architecture du ponderateur exploitant le format binaire 
SA est montree a la figure 3.2. Dans cette figure, RSADD et RCp represented les 
resolutions binaires de COUVSADD et CP respectivement. La resolution binaire de leur 
produit Spand est donnee par : 
RSpand = RSADD + RcP (3.1) 




















Figure 3.2: Nouvelle architecture du ponderateur exploitant le format binaire SA 
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3.2.2 Les registres a decalage 
Les symboles yu, yp, A^ - 1 ' et A ^ sont observes a l'interieur du decodeur sur une fenetre 
temporelle de longueur aj. Cependant, la valeur de aj pour les encodeurs connus des 
codes CDO croit selon une fonction polynomiale en J4 comme montre par les resultats 
de recherche de ces codes [24,25,30]. Ainsi, le nombre de bascules D (FF, pour Flip-
Flop en anglais) necessaires pour implementer les differents registres a decalage d'un 
decodeur a seuil devient tres important a mesure que J augmente. Par exemple, le DSI 
forme de 8 iterations implements pour les codes generes par l'encodeur ayant J = 11 et 
aj — 588 publie dans [30] necessite environ 75224 FFs. Toutefois, le nombre total de 
bascules disponibles dans le FPGA considere dans ce travail est limite a 74448 FFs. 
Afin de remedier a ce probleme, l'auteur de [39] a propose deux autres alternatives pour 
implementer les registres a decalage du decodeur. La premiere consiste a utiliser des 
blocs de memoire volatile (BRAM) du FPGA en integrant un mecanisme de conversion 
des adresses d'entree et de sortie. Cependant, ce type d'implementation a ete congu pour 
les longs registres a decalage c'est-a-dire, ceux ayant une longueur superieure a 690. 
Pour les registres a decalage de longueur moyenne (< 690), la deuxieme alternative 
proposee par l'auteur de [39] consiste a utiliser les primitifs "SRL16" disponibles sur 
le FPGA. Dans le cadre de ce projet, etant donne que pour les codes CDO simplifies 
considered la majorite des registres a decalage elementaires sont de longueurs moyennes, 
seule 1'alternative utilisant les primitifs SRL16 sera exploree. 
Se basant sur les resultats de [39], nous presentons une nouvelle architecture d'un re-
gistre a decalage elementaire configurable. Cette nouvelle architecture proposee a per-
mis d'ameliorer le debit du decodeur en utilisant d'une fa§on appropriee les ressources 
disponibles dans le FPGA considere. Le registre a decalage elementaire ainsi obtenu est 
ensuite utilise pour implementer les differents registres a decalage du decodeur. 
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3.2.2.1 Registre a decalage elementaire configurable 
Le SRL16 est un LUT programme en mode registre a decalage et qui a une largeur de 
1 bit et une longueur configurable variant entre 1 et 16 bits. Une premiere approche 
consiste a implementer un registre a decalage elementaire configurable de longueur L et 
de largeur W en utilisant pour chaque bit [L/16] primitifs SRL16. La figure 3.3 illustre 
un registre a decalage elementaire de longueur L = 22 et de largeur W = 3 implemente 
en utilisant les primitifs SRL16. On remarque que la longueur du premier SRL16 utilise 
est configuree a 16 et que la longueur du deuxieme est configuree a 6. 
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Figure 3.3: Implementation du registre a decalage elementaire a partir de SRL16s 
Le chemin critique du decodeur s'amorce a la sortie de Tun ou l'autre des registres a 
decalage elementaires qui constituent RD2 et RD3 (voir figure 3.1). Notons par tcoFF et 
tcoSRLw les temps de transition necessaires pour obtenir une reponse valide a la sortie 
d'un FF et un SRL16 respectivement apres un front montant d'horloge (en anglais: clock 
to output time). Pour les registres a decalage elementaires implementes a partir des 
primitifs SRL16, le temps ico5«Li6 s'ajoute au delai total du chemin critique. Cependant, 
les resultats de la synthese pour le FPGA considere dans le cadre de ce projet ont montre 
que tcosRLi6 — 2.794ns tandis que tcopF = 0.370ns. Cela veut dire que les registres 
a decalage elementaires implementes a partir de FFs sont plus avantageux du point de 
vue du delai total du chemin critique. Par ailleurs, les registres a decalage elementaires 
implementes a partir de SRL16 sont plus avantageux du point de vue de complexite du 
decodeur. 
Afin de tenir compte des avantages des SRL16 et FF dans un meme design, un FF est 
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insere avant la sortie du registre a decalage elementaire implements a partir de SRL16s. 
Alors, un registre a decalage elementaire configurable de longueur L et de largeur W 
est maintenant implements en utilisant \{L — 1)/16] primitifs SRL16 et une bascule D 
par bit. Dans ce cas, le chemin critique du decodeur s'amorce a la sortie de la bascule 
et un temps tCOFF seulement s'ajoute au delai total engendre par le chemin critique. La 
figure 3.4 illustre la nouvelle architecture du registre a decalage elementaire de longueur 
L = 22 et de largeur W = 3. 
/ fc 
/ * 3 
1 C 
- !C 
1 f i 












Figure 3.4: Nouvelle architecture du registre a decalage elementaire 
A partir de cette architecture, nous pouvons definir une limite pour la frequence ma-
ximale (/max) que le decodeur peut atteindre. En effet, soit tSUFF = 0.208ns le temps 
de setup a 1'entree de FF et USRLI&FF le temps de routage entre un primitif SRL16 et 
un FF, alors, le delai minimal du chemin critique (tmin) ne peut pas etre plus petit que 
tcoSRLie + tsuFF + USRLI6FF qui represente le delai entre la sortie du primitif SRL16 et 
1'entree du FF comme montre a la figure 3.4 : 
tmin — tC0SRLl6 + tsuFF + USRL16FF > tcoSRL16 + tsuFF — 3 . 0 0 2 n S (3.2) 
De sorte que la frequence maximale devient: 
fmax = I/tmin < 1 / 3 . 0 0 2 ~ 333MHz (3.3) 
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3.2.2.2 Registre a decalage de retroaction 
Le registre a decalage de retroaction (RD3) se charge d'effectuer les operations "Ad-
dmin" entre les symboles de parites yf+a et la retroaction sur la decision representee 
par les valeurs de Ar^,_Q •., k > j . En d'autres termes, RD3 incorpore les operations 
Addmin impliquant les differences simples negatives et qui represented la moitie du 
nombre total des operations Addmin necessaires pour le calcul des J equations de parite 
ip^K donnees par l'equation (2.13). 
Afin d'expliquer les etapes necessaires pour deduire 1'architecture de RD3 a partir du 
generateur des codes CDO specifie par Fensemble A = {ai: • • • , aj}, notons par Sj, 
1 < j < J, les J sorties de RD3 ou chaque sortie Sj correspond a l'equation de parite 
wf •)• Notons aussi par di les (J — 1) differences qui existent entre les positions de 
connexions consecutives du generateur. Les differences di sont donnees par l'equation 
suivante : 
di = ai+l-at, Z = l ,2 ,--- , J - 1 (3.4) 
Notons par, RInt, la resolution binaire interne du decodeur qui correspond a la largeur 
de deux registres a decalage RD2 et RD3. Comme montre a la figure 3.5, RD3 est 
implemente de fatjon a inserer entre les sorties consecutives Sj+i et Sj un operateur 
Addmin a deux entrees qui combine Sj+i et X^'. Ensuite, un registre a decalage elemen-
taire de longueur dj et de largeur RInt est introduit entre la sortie de l'operateur Addmin 
et Sj. Enfin, a l'entree de RD3, Sj est connecte directement a y?+a . Par exemple, 
pour le generateur {0,1,4}, tel qu'illustre a la figure 3.1, les differences di et d2 sont 
d1 = 1 - 0 = 1 et d2 = 4 - 1 = 3. 
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Figure 3.5: Implementation du registre a decalage de retroaction 
utilisant (3.4) on en deduit la relation suivante 
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Sj - Sj+i,-dj °\-d} ~
 SJ+l,-(a3+1-a3) ° \-(aj+1-aj) (3.5) 
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A partir de (3.6) nous pouvons deduire la valeur de chacune des sorties Sj par 1'equation 
suivante : 
Si = ̂  o £<> *<£«, -<*k) (3.7) 
fe=j+i 
En utilisant (3.7), l'equation (2.13) peut s'ecrire 
j ' - i 
^' = vSAK - 1 ) (3.8) 
fc=i 
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A partir de (3.8), on remarque que la premiere equation de parite s'obtient directement 
a la sortie Si de RD3, soit ^ = Si. 
3.3 Technique de pipelinage du decodeur 
Le chemin critique du decodeur a seuil passe par le plus grand operateur Addmin ayant J 
entrees qui correspond a 1'equation Vvf'„ dans AG, puis par l'additionneur, les operateurs 
de conversion binaire, le detecteur de zeros, le ponderateur, le saturateur et finalement 
par un des operateurs Addmin a 2 entrees dans RD3. Pour augmenter la frequence 
d'operation du decodeur et par consequent, le debit, le decodeur doit etre pipeline et 
ainsi le chemin critique doit etre segmente en d'autres chemins plus courts et a delais 
reduits. Toutefois, Fexistence de laboucle de retroaction dans le design limite 1'insertion 
directe des bancs de registres qui forment les etages de pipeline dans le chemin critique. 
La limitation est causee par la synchronisation necessaire des differents flux de donnees. 
Prenons par exemple l'operateur Addmin present a l'entree du RD3 montre a la figure 
3.1. A chaque instant i, cet operateur recoit a ses entrees les valeurs de Â  et yfi+4). 
Pour que le decodeur puisse fonctionner correctement, le temps ecoule entre Xt et yf+4 
a l'entree de l'operateur en question doit evidemment etre fixe a +4. Supposons main-
tenant qu'un etage de pipeline est insere entre le ponderateur et le saturateur, a l'entree 
de l'operateur Addmin mentionne ci-haut, se trouve la valeur X(i-i) au lieu de Aj. Le 
delai entre \i-i) et yf+4 devient egal a +5, ce qui rend les resultats du decodage errones. 
En somme, une attention toute particuliere a la synchronisation des flux de donnees doit 
etre tenue en compte lord de l'application des techniques de pipelinage. 
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3.3.1 Strategic de resynchronisation du decodeur 
La strategic de resynchronisation cherche a deplacer des registres vers 1'interieur du 
noyau de logique combinatoire du decodeur. Elle se decrit en trois etapes [38]: 
Etape 1 : Resynchronisation de tous les operateurs Addmin dans RD3 
Une bascule est deplacee de la sortie de chaque Addmin dans RD3 vers ses entrees. Par 
consequent, une bascule libre est obtenue sur la boucle de retroaction tel que montre a la 
figure 3.6. 
< - » 
Boucle de retroaction 
Figure 3.6: Resynchronisation de RD3, Avant (a) et Apres (b) 
Etape 2 : Ajout d'un delai de retention a chacune des entrees du decodeur 
Considerant le bloc Z illustre a la figure 3.7, on constate que Z a une bascule disponible 
sur chacune de ses entrees y compris la bascule obtenue par Etape 1. 
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Figure 3.7: Etape 2, Bloc Z et ajout des delais de retention 
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Etape 3 : Resynchronisation de Z 
La resynchronisation de Z s'effectue en deplac^nt une bascule de chacune de ses entrees 
vers ses sorties. Etant donne que les sorties de Z sont situees a l'interieur du noyau de 
logique combinatoire, les bascules resynchronisees dans cette etape forment un etage de 
pipeline et le chemin critique est segmente et reduit a celui montre a la figure 3.8. 




Figure 3.8: Etape 3, insertion de l'etage de pipeline 
II resulte de l'application de ces trois etapes, l'insertion d'un etage de pipeline. Pour 
inserer d'autres etages, ces deux etapes doivent etre repetees tant que le nombre de re-
gistres disponibles dans RD3 le permet. Ainsi, les etages de pipeline peuvent etre places 
tout le long du chemin critique. 
3.3.2 Emplacements des etages de pipeline 
La strategic de resynchronisation a permis d'inserer les etages de pipeline n'importe ou 
dans le noyau de logique combinatoire du design. Cependant, les emplacements des 
etages de pipelinage doivent etre judicieusement choisis. En fixant RInt a 5 bits, la 
figure 3.9 illustre les emplacements choisis dans le chemin critique du decodeur des 
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Figure 3.9: Emplacements des etages de pipeline dans le chemin critique du design 
A la figure 3.9, les emplacements des etages de pipeline sont presentes ainsi qu'une 
estimation des delais qui correspondent a chaque composant du chemin critique. Afin 
de generer des estimations assez precises, une encapsulation VHDL qui enregistre les 
entrees et les sorties des composants a ete developpee. Ainsi, le delai combinatoire 
d'un composant est mesure entre les registres d'entree et de sortie. Que ce soit pour 
l'additionneur ou pour l'operateur Addmin, un emplacement est fixe a chaque niveau 
dans l'arbre correspondant a ces deux operateurs. Les 4 autres emplacements sont choi-
sis de maniere a separer les operateurs qui restent et a reduire efficacement le chemin 
critique. Aucune reduction supplementaire de delais n'est necessaire car le ponderateur, 
limite par la technologie, ne peut pas contenir un etage de pipeline. Soit m le nombre 
des niveaux de l'arbre du plus grand operateur Addmin ayant J entrees, alors m peut 
etre exprime par: 
TO = \log2{J)-\ (3.9) 
De merae, soit n le nombre des niveaux de l'additionneur ayant (J + 1) entrees : 
n= \log2(J+l)~] (3.10) 
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Le nombre total des emplacements choisis (NbEmp) est done donne par: 
NbEmp = m + n + 4 = \log2(J)) + \log2(J + 1 )1+4 (3.11) 
En somme, NbEmp depend du nombre de connexions J du code convolutionnel utilise. 
Les valeurs de NbEmp en fonction de J sont presentees dans le tableau 3.1. 

























Au niveau de code VHDL du decodeur, les emplacements sont dermis par les trois 
vecteurs PIPE_ADDMIN, PIPE_ADDER et PIPEJDP (pour Data Path) de dimensions 
m, n et 4 respectivement. Les elements de ces vecteurs peuvent avoir la valeur " 1 " pour 
indiquer l'existence de l'etage de pipeline et "0" dans le cas echeant. Toutefois, avant 
d'activer les etages de pipeline dans ces emplacements, il est necessaire d'etudier la ca-
pacite de RD3 a offrir un nombre suffisant des bascules indispensables pour effectuer les 
trois etapes de resynchronisation au decodeur. Cette capacite se definit comme etant la 
capacite du pipelinage d'un codeur CDO. 
3.3.3 Capacite de pipelinage d'un codeur CDO 
Les bascules de la boucle de retroaction utilisees pour effectuer YEtape 3 de resynchro-
nisation sont introduites par YEtape 1. Ces bascules sont obtenues par la resynchroni-
sation de tous les operateurs Addmin du RD3 montre a la figure 3.1 ou les bascules ont 
ete deplacees des sorties vers les entrees. En outre, le nombre de bascules disponibles a 
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la sortie de chaque operateur Addmin dans RD3 correspond aux differences d\ donnees 
par (3.4) qui existent entre chaque positions de connexions consecutives du codeur CDO 
utilise. Le nombre maximal des etages de pipeline qu'il est possible d'inserer dans le 
decodeur correspond au minimum des di, soit m,in(di). 
En somme, pour inserer p etages de pipeline dans le decodeur des codes CDO, il faut 
que p satisfasse la condition suivante : 
p < min(di) (3.12) 
La relation (3.12) signifie que le nombre d'etages inseres ne doit pas depasser le nombre 
de bascules libres a la sortie de chaque operateur Addmin dans RD3. De plus, il faut 
tenir compte des deux considerations suivantes : 
1. Au moins une bascule doit etre maintenue a la sortie de chaque operateur Ad-
dmin dans RD3 pour eviter le chevauchement du chemin critique vers le noyau de 
logique combinatoire. 
2. Les etages de pipeline inseres aux m niveaux de l'operateur Addmin global re-
tournent les bascules initialement deplacees de di a leur place tel que montre a la 
figure 3.8. 
Ces deux considerations une fois combinees avec la condition (3.12) nous permettent de 
definir la capacite de pipelinage (Pc) d'un codeur CDO donne comme le nombre maxi-
mal des etages de pipeline que nous pouvons inserer dans le decodeur a seuil associe. Pc 
est defini comme suit: 
Pc = min(di + m, d2, • • • , dj_i) — 1 (3.13) 
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ou m est le nombre de niveaux de l'operateur Addmin donne par l'equation (3.9). 
Afin de maximiser le debit du decodeur a seuil, la capacite de pipelinage Pc du codeur 
CDO doit etre au moins egale au nombre des emplacements des etages de pipelines 
donne par le tableau 3.1. La capacite de pipelinage peut done etre introduite comme une 
nouvelle contrainte dans la recherche des meilleurs codeurs CDO ayant une memoire aj 
la plus courte possible et une capacite de pipelinage Pc elevee. 
3.3.4 Implementation des composants pipelines 
Dans l'architecture du decodeur a seuil, trois composants pipelines sont distingues, 
soient l'additionneur, l'operateur Addmin global (AG) et le registre a decalage de retro-
action (RD3). 
3.3.4.1 Additionneur pipeline 
L'additionneur utilise a son entree les J equations de parite, Wu\\ (1 < J < J), et le 
symbole d'information, yf. Ayant (J + 1) entrees representees en C2, l'additionneur 
comporte J additionneurs elementaires a deux entrees structures selon une architecture 
arborescente afin de reduire les delais de propagation dans l'additionneur. Si le nombre 
de symboles a additionner est impair a un niveau donne, alors la resolution binaire du 
symbole en exces est etendue de 1 bit et cela en recopiant son MSB et le concatenant 
comme un nouveau MSB (exemple: 1011 —> 11011, 0110 —» 00110). Pour chaque 
element non nul dans le vecteur PIPE_ADDER, une banque de registres de pipeline est 
installee directement a la sortie des additionneurs elementaires du niveau correspondant. 
Un exemple d'implementation de l'additionneur est montre a la figure 3.10 pour J = 4 
et PIPE JUDDER = (0,1,1). 
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Figure 3.10: Architecture de l'additionneur, J = 4, PIPE-ADDER = (0,1,1) 
3.3.4.2 Operateur Addmin global pipeline 
L'operateur Addmin global (AG) calcule les equations de parite, wfj\, en combinant 
les sorties Sj de RD3 avec les termes impliquant les differences simples positives dans 
l'equation (2.13). Autrement dit, AG effectue toutes les operations Addmin indiquees 
par l'equation (3.8). Sachant que Vvfi) est obtenue directement a la sortie Si de RD3, 
alors l'operateur AG comporte (J — 1) operateurs Addmin. Ces operateurs Addmin 
ont des structures arborescentes ayant un nombre d'entrees allant de 2 pour celui qui 
correspond a wf2) J
usclu 'a la valeur de J pour celui qui correspond a ip[^jy 
Uimplementation de l'arbre de chaque operateur Addmin a l'interieur du AG se fait de 
la meme facon que l'arbre de l'additionneur a l'exception de garder la meme resolution 
binaire en traversant les differents niveaux. Toutefois, l'application de la technique de 
pipelinage necessite une attention particuliere a cause de la difference dans le nombre 
de niveaux des operateurs. Si les etages de pipeline excedent les niveaux des operateurs 
ayant un nombre faible d'entrees, alors le AG est implemente de fa§on a les ajouter aux 
sorties de ces operateurs afin de synchroniser tous les equations de parite. L'architecture 
du AG est montree a la figure 3.11 pour J = 5 et PIPE^DDMIN = (1,0,1). 
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Figure 3.11: Architecture de l'operateur AG, J = 5, PIPE_ADDMIN = (1,0,1) 
3.3.4.3 Registre a decalage de retroaction pipeline 
La nouvelle architecture pipelinee du registre a decalage de retroaction (RD3) doit tenir 
compte du nombre de registres resynchronises lors de 1'application de la technique de 
pipelinage. Notons par NbADDMIN, NbADDER et NbDP, les nombres des elements non 
nuls dans les vecteurs PIPE_ADDMIN, PIPE^\DDER et PIPE_DP respectivement, et 
par NbPIPE le nombre total des etages de pipeline a inserer dans le decodeur d'un code 
donne. NbPIPE doit etre plus petit ou egale a la capacite de pipelinage du code, Pc : 
NbPIpE = NbADDMIN + NbADDER + NbDP < Pc (3.14) 
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Pour implementer la nouvelle architecture de RD3, nous deplacons NbpjPE registres de 
la sortie vers l'entree de chaque operateur Addmin dans RD3 a l'exception du dernier 
operateur qui correspond a d\. A l'entree de cet operateur, nous placons NbpIPE re-
gistres (comme les autres) mais a sa sortie nous retirons NbPIPE — NbADDMIN seule-
ment pour tenir compte des etages de pipeline inseres aux niveaux du AG. La figure 3.12 
illustre l'architecture de RD3 pour un generateur J = 4 donne par A = {0,4,9,15} 
avec Pc = 4, NbPIPE = 3, NbADDMIN = 2, dx = 4, d2 = 5 et d3 = 6. 
S4 S3 S2 
y(i (i+ctj+3) <_ 
{£HlH£}^0-K£^hi£h4£l-{eH5^O-^^^ 
NbpiPE d 3 - NbpiPE NbpiPE 
< > < 
d2 — NbpiPE NbpiPE d i - NbpiPE 
+ NbADDMIN 
Figure 3.12: Architecture pipelinee de RD3, A = {0,4,9,15}, J = 4, Pc = 4, 
NbPIPE = 3 et NbADDMiN = 2 
3.4 Systeme de communication adapte aux codes perfores 
3.4.1 Introduction 
Dans cette section, nous abordons les architectures de l'encodeur perfore et du DSI cor-
respondant utilisees dans un systeme de communication adapte aux codes CDO perfores 
(PCDO). Rappelons que dans un tel systeme, la perforation consiste a eliminer de fagon 
periodique certains symboles de parite generes par le codeur pour augmenter le taux de 
codage, R, du codeur origine (aussi appele codeur "mere"). Ainsi, a partir d'un code 
convolutionnel systematique (SCC) de taux de codage R = 1/2, les taux de codage 
pouvant etre obtenus sont egaux a R = b/(b + 1), b > 1. Le mecanisme de perfora-
tion propose se realise en installant a la sortie de l'encodeur un module de perforation 
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appele perforateur. A la reception, seuls les symboles provenant du canal interviennent 
dans le processus du decodage. En effet, un "de-perforateur" qui insere des "0" dans la 
sequence recue la ou les symboles de parite ont ete perfores est utilise a l'entree du DSI. 
Le schema bloc d'un systeme de communication adapte aux codes PCDO est illustre a 
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Figure 3.13: Schema bloc d'un systeme de communication adapte aux codes perfores 
Dans la figure 3.13, fc represente le taux de transmission en symboles/s dans le canal 
tandis que / represente la frequence d'operation maximale du decodeur. Ainsi, la meme 
frequence / est utilisee aussi dans la source et l'encodeur. A l'interieur de l'encodeur 
PCDO, les symboles de parite (p) sont generes par l'encodeur SCC a la meme frequence 
/ de la source. Pour obtenir un taux de codage R = b/(b + 1), le perforateur elimine 
periodiquement (6—1) symboles de parite de chaque bloc de b paires (u,p) et envoie 
les (6+1) symboles restants dans le canal a la frequence fc. Evidemment, a la sortie 
du perforateur les (b + 1) symboles emis a fc occupent la meme fenetre temporelle que 
les b symboles d'informations (u) qui rentrent dans le decodeur a / . Alors, fc peut etre 
exprimee en fonction de / par la relation suivante : 
/ c ~ ( b ^'f~R 
(3.15) 
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La relation (3.15) montre que si / est constant alors fc depend de la valeur du taux 
de codage fonctionnel du systeme. D'autre part, les travaux de recherche des codes 
PCDO [30,31] ont montre que ces codes peuvent etre generes a partir de codes meres 
de type SCC ou CDO. Etant donne que le taux de codage d'un code PCDO depend des 
proprietes algebriques du code mere, alors il etait possible de trouver des codes PCDO 
qui supportent plusieurs taux de codage [30]. Les codes fonctionnant a plusieurs taux 
de codage sont appeles "codes a taux compatibles". A titre d'exemple, tous les codes 
generes a partir de codes CDO sont a taux compatibles puisqu'ils supportent le taux 
R = 1/2 du code mere ainsi que les taux obtenus par perforation. En resume, les codes 
PCDO exigent que la frequence fc soit synthetisee a partir de / exprime par (3.15) et 
qu'elle soit modifiee dynamiquement en fonction du taux de codage pour des codes a 
taux compatibles. Ces fonctionnalites sont assurees par un module de gestion d'horloge 
ou le "gestionnaire d'horloge" qui a ete integre dans le systeme de communication. 
3.4.2 Gestionnaire d'horloge 
Le FPGA considere dans ce projet ne dispose pas de sources d'horloge. Cependant, 
plusieurs primitives DCM (Digital Clock Manager) qui manipulent un signal d'horloge 
provenant de l'exterieur du FPGA sont disponible dans le type de FPGA utilise dans ce 
projet. Chaque primitive DCM peut etre utilisee comme un synthetiseur de frequence 
qui genere avec haute precision une des frequences d'horloge ( ^ • / ) necessaire pour 
implementer le systeme de communication. Le gestionnaire d'horloge ainsi developpe 
exploite les primitives DCM afin de repondre au besoin du systeme2. L'architecture du 
gestionnaire d'horloge est montree a la figure 3.14. 
On trouve a la sortie du gestionnaire d'horloge deux types de signaux, soient les sig-
naux d'horloge (dCLK et cCLK) et les signaux de synchronisation (dLoad et cLoad). 




















Figure 3.14: Architecture du gestionnaire d'horioge 
Le signal d'horioge provenant de l'exterieur, CLK, est applique directement dans le ges-
tionnaire d'horioge. La frequence de CLK etant fixee a / , le meme signal est envoye a la 
sortie dCLK qui represente l'horloge du decodeur, de l'encodeur et de la source. Le ges-
tionnaire d'horioge exploite une primitive DCM pour chaque taux de codage supporte 
par le code PCDO utilise. La sortie "CLKFX" du DCM indique son fonctionnement en 
mode synthetiseur de frequence. Si par exemple les taux R = | et | (b = 2 et 3 respec-
tivement) sont demandes, alors deux DCM sont instancies, un pour fournir la frequence 
§ / et 1'autre | / . L'entree "RSelect" apporte au gestionnaire d'horioge la valeur de b. 
Un multiplexeur (MUX) controle par RSelect choisit la frequence fc qui correspond au 
taux de codage fonctionnel. La frequence choisie est alors envoyee a la sortie cCLK qui 
fournit l'horloge du canal. 
Par ailleurs, les deux controleurs dMSA et cMSA sont integres dans le gestionnaire 
d'horioge afin de produire les signaux de synchronisation, dLoad et cLoad respective-
ment. Nous verrons dans les prochaines sections que dLoad et cLoad sont indispensables 
afin d'assurer des transferts synchronises et a taux variable a la sortie du perforateur 
et a l'entree du de-perforateur. En recevant la valeur de b par RSelect en entree, les 
controleurs dMSA et cMSA sont con§us de sorte que les signaux dLoad et cLoad soient 
actifs une fois chaque b et (b + 1) cycles de dCLK et cCLK respectivement. 
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En somme, le gestionnaire d'horloge a permis de generer les signaux d'horloge et de syn-
chronisation necessaires pour le bon fonctionnement du systeme. II a permis egalement 
de modifier dynamiquement le taux de codage R et cela en controlant son entree RSelect. 
3.4.3 Encodeur perfore 
L'encodeur perfore (Encodeur PCDO) est forme d'un encodeur SCC du code mere (R = 
I) suivi d'un perforateur comme deja montre a la figure 3.13. Evidemment, un module 
materiel ne peut pas se charger d'un nombre infini de taux de codage R = ^ . Ainsi, le 
perforateur developpe supporte une gamme limitee de taux de codage allant de R = | 
jusqu'a R = | . Cette gamme couvre tous les codes PCDO connus [30,31]. Cependant, 
rien ne nous empeche d'etendre cette gamme pour n'importe quelle autre application. 
Le schema bloc du perforateur est donne a la figure 3.15. 
u8-
dCLK >> 
uRD (8 bits) 











Figure 3.15: Architecture du perforateur 
II est demontre dans [30, 31] que la forme de la matrice de perforation, "P, n'influe 
pas les performances d'erreurs du decodeur. Le perforateur est alors congu de fa§on a 
garder le premier symbole de parite et a eliminer le reste. II applique sur les sequences 
d'information (u) et de parite (p) un patron de perforation ayant une largeur variable de 
la forme suivante: 
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/ \ 
1 1 ••• 1 
V = (3.16) 
1 0 ••• 0 
* „ ' 
\ 6 colonnes / 
ou b peut varier entre 1 et 8 pour \ < R < | . 
En se referant a la figure 3.15, les deux registres a decalage uRD et pRD de longueur 8 
bits chacun re§oivent de l'encodeur SCC les symboles u et p respectivement. A l'entree 
du convertisseur parallele/parallele (PPRD) les 8 symboles (u0, u\, • • • , u7) et le symbole 
Po sont regroupes pour former le mot (u0,p0, «i, • • • , u7). Ce mot est charge a la sortie 
de PPRD avec 1'occurrence de dLoad. Notons que dLoad sera actif une fois a chaque b 
periodes de dCLK et que cLoad sera actif une fois a chaque (6 + 1) periodes de cCLK. 
Ainsi, pendant une fenetre temporelle de Ttrans = ~ = ^ p , dLoad et cLoad occurrent 
une fois chacun. En d'autres termes, le mot («o,Po, wi, • • • , u7) reste fixe a la sortie de 
PPRD pendant le temps T t rans ce qui permet au convertisseur parallele/seriel (PSRD) 
de le charger une seule fois avec l'occurrence de cLoad. De plus, le PSRD dispose de 
(b + 1) cycles de cCLK avant l'occurrence du prochain cLoad. Parmi les 9 symboles 
charges par PSDR seulement les (6+1) premiers, qui correspondent a (u0, po,--- , w^-i), 
sont envoyes au canal ce qui est en accord avec la matrice V donnee par (3.16). Les 
(9— (6+1)) symboles ainsi ecrases ne seront pas perdus puisqu'ils sont encore conserves 
dans uRD et pRD. 
II importe de noter que le perforateur est controle par le gestionnaire d'horloge et plus 
precisement par RSelect. Par exemple, en fixant la valeur de RSelect a 1 (RSelect = b 
= 1), cLoad occurre chaque 2 cycles et seulement (u0,Po) sont envoyes au canal. Puis, 
au prochain cLoad, (wi,pi) sont envoyes et ainsi de suite. Dans ce cas, R = ~ et le 
perforateur fonctionne comme un simple convertisseur parallele/seriel (2 a 1) ou aucune 
perforation n'est effectuee. Ce resultat peut etre verifie par (3.16) ou b = 1 est equivalent 
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a reduire V a une matrice colonne (2x1) dont les deux elements valent 1. 
3.4.4 Decodeur a seuil iteratif adapte aux codes perfores 
L'architecture du decodeur a seuil iteratif adapte aux codes perfores (DSI PCDO) est 
montree a la figure 3.13. Elle est formee d'un de-perforateur suivi d'un DSI associe au 
codeur SCC mere utilise dans 1'encodeur perfore. Le de-perforateur assure que seuls les 
symboles non perfores recus du canal interviennent dans le processus de decodage. Au 
decodage, il suffit done d'annuler les equations ipu]\ qui correspondent aux symboles de 
parite perfores. Ainsi, le de-perforateur dont 1'architecture est illustree a la figure 3.16 se 
charge d'effectuer cette tache en inserant dans la sequence recue des "0" aux positions 



























l _ t 
cCLK cLoad dCLK dLoad 
Figure 3.16: Architecture du de-perforateur 
\L 
+y> 
Le de-perforateur fonctionne exactement d'une fagon opposee au perforateur. En effet, 
a 1'entree, les deux convertisseurs SPRD (seriel/parallele) et PPRD interfacent les deux 
domaines d'horloge. Le mot (y„, y^, y", • • • , y^) reste fixe a la sortie de PPRD pendant b 
cycles de dCLK jusqu'au prochain chargement avec dLoad. A la sortie, le PSRD envoie 
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au DSI les b premiers symboles yu des 8 symboles charges. Simultanement, la bascule 
D envoie au DSI le symbole y% suivi de (b — 1) "0". Cette architecture supporte la 
merae gamme de taux de codage que le perforateur et qui peuvent etre choisis aussi par 
RSelect. Cependant, il faut noter que tous les symboles yu et yp sont represented sur 3 
bits a l'interieur du de-perforateur. 
3.5 Recherche de generateurs des codes PCDO a taux compatibles et a haute ca-
pacite de pipelinage 
Bien que l'auteur de [30] ait presente un ensemble de generateurs de codes PCDO a taux 
compatibles, pour les raisons enumerees ci-dessous, il importe d'effectuer une nouvelle 
recherche de generateurs : 
1. La capacite de pipelinage, Pc, des generateurs publies dans [30] etait trop faible 
pour des applications a haut debit. 
2. Dans [30], seulement quelques taux de codage ont ete considered (| , | et | ) pour 
les codes a taux compatibles ce qui ne repond pas entierement aux exigences des 
applications modernes telles que la norme WiMax [5] ou quatres taux de codage 
| , | , | et | sontrequis. 
Rappelons qu'une protection EEP est offerte a un taux R = -^ si et seulement si b est 
un diviseur de J [30]. Les nouveaux generateurs PCDO a taux compatibles presentes 
dans le tableau 3.2 ont ete trouves en utilisant un algorithme de recherche semblable a 
celui developpe par [30] mais dans lequel une contrainte liee a la capacite de pipelinage 
a ete incorporee. Chacun de ces codes a une capacite de pipelinage elevee qui nous 
permet de lui implementer un DSI a haut debit. 
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Si b ne constitue pas un diviseur de J pour un des taux de codage considered, alors le 
code est recherche de sorte a offrir une protection "quasi-EEP" au taux de codage en 
question. Par definition, un codeur ayant J connexions offrant une protection UEP a un 
taux de codage R = ^ , est dit quasi-EEP au meme taux de codage si les cardinalites 
des sous-ensembles Ah (\Ah\), h — 1, • • • ,b, sont presque uniforme : 
[j\<\Ah\ <([-}+!) (3-17) 
L'importance de la protection quasi-EEP par rapport a une protection UEP reside dans 
le fait que chaque bit est decode en utilisant au moins [jJ equations de parite ce qui 
garantit la convergence du processus de decodage iteratif. 
3.6 Conclusion 
Une description detaillee du decodeur a seuil des codes CDO a ete presentee dans ce 
chapitre. L'architecture du systeme de communication adapte aux codes perfores a ete 
egalement presentee ainsi que les architectures des modules de perforation. La nou-
velle technique de pipelinage du decodeur a ete aussi decrite. Cette technique a permis 
d'augmenter le debit du decodeur a seuil. Cependant, cette augmentation reste limitee vu 
que le decodeur a seuil des codes CDO ne presente aucun aspect de parallelisme. Dans 
le chapitre suivant, cette limitation est abordee et de nouveaux codes multi-registres a 
decalage permettant ainsi d'augmenter davantage le debit du decodeur sont presentes. 
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Tableau 3.2: Ensemble des meilleurs connexions a, € A pour les codes PCDO a taux 
compatibles : Nombre de connexions J, Capacite de pipelinage Pc, Taux de codage 












































































Ensemble des connexions {ctj} 
{0,9,25,46,95,112,126,139} 
{0,10, 29, 61,123,179, 202, 228, 242} 
{0,9, 34,107,127, 208, 311, 330, 353, 366} 
{0,14, 31,138, 243, 284,443, 569, 592, 850, 921,937} 
{0, 9, 29, 46, 59, 73, 158, 265, 527, 1006, 1112, 1342, 
1800, 1911} 




CODES CONVOLUTIONNELS DOUBLEMENT ORTHOGONAUX A 
MULTI-REGISTRES A DECALAGE 
4.1 Introduction 
La technique de pipelinage appliquee au DSI des codes CDO presentee a la section 3.3 
nous a permis d'ameliorer efficacement le debit d'information a la sortie du decodeur. 
Cependant, de par la nature du decodage a seuil, le DSI ne decode qu'un seul bit 
d'information a chaque coup d'horloge. Afin d'augmenter davantage le debit du pro-
cessus de decodage, il est indispensable de considerer des codes pouvant etre decodes en 
utilisant un DSI a architecture parallele permettant de manipuler simultanement plusieurs 
bits a chaque coup d'horloge. Cependant, les seuls codes CDO qui offrent cet aspect de 
parallelisme sont les codes CDO definis au sens strict (CDO-SS) introduits dans [24]. 
Selon [24], un codeur CDO-SS est specifie par une matrice de valeurs entieres de di-
mension J x J et un taux de codage R = J/2J = 1/2. En d'autres termes, les codeurs 
CDO-SS ont J registres a decalages denotes J-CDO-SS. Le decodage a seuil iteratif 
des codes J-CDO-SS permet un decodage de J bits par periode d'horloge conduisant 
ainsi a un debit J fois plus eleve que celui d'un DSI pour des codes CDO utilisant un 
seul registre a decalage. De plus, la double orthogonalite definie au sens strict elimine 
toutes les repetitions inevitables de differences doubles presentes a la deuxieme iteration 
du DSI. Ainsi, les performances d'erreur des codes J-CDO-SS sont substantiellement 
plus elevees que celles des codes CDO. En effet, a de faibles rapports signal sur bruit 
(2 < Eb/N0 < 2>dB), les codes J-CDO-SS convergent rapidement, necessitant un 
nombre d'iterations reduit comparativement aux codes CDO [24]. En contrepartie, les 
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codeurs J-CDO-SS ont des longueurs de memoire elevees ce qui se traduit par une grande 
complexite materielle au niveau du processus de decodage, limitant ainsi 1'utilisation de 
ces codes. 
Dans ce chapitre, nous visons 1'implementation de DSI a haut debit ayant d'une part 
des architectures paralleles permettant des debits eleves, et d'autre part ayant des com-
plexites materielles abordables. Pour ce faire, nous etudions la double orthogonalite des 
codes convolutionnels systematiques a multiples registres a decalage. Les codes con-
volutionnels systematiques doublement orthogonaux a multi-registres a decalage sont 
denotes par M-CDO. Une nouvelle simplification des conditions de la double orthog-
onalite de codes M-CDO est par la suite introduite. Cette simplification va permettre 
de reduire efficacement la complexite des DSI correspondants sans trop degrader leurs 
performances d'erreurs. Ainsi, les architectures de l'encodeur M-CDO et celle du DSI a 
haut debit de codes M-CDO seront abordees. De plus, un ensemble de generateurs pour 
ces nouveaux codes est presente. 
4.2 Definition des codes M-CDO 
Un encodeur M-CDO est specifie par Fensemble des connexions A. = [otm,q,j\ de trois 
dimensions M x Q x JRA ou, M represente le nombre de registres a decalage de 
l'encodeur, Q est le nombre de symboles de parite generes a la sortie de l'encodeur 
et qui correspond aussi au nombre de ses additionneurs modulo 2 et finalement, JRA 
represente le nombre maximal de connexions qui existent entre un registre a decalage et 
un additionneur modulo 2 donnes. Le taux de codage du codeur M-CDO est alors donne 
par: 
R = M/{M + Q) (4.1) 
Chaque valeur am,9j de I'ensemble des connexions A~, represente la position d'une des 
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connexions qui existent entre le rii
ieme symbole d'information et le qieme symbole de 
parite. Ainsi, un codeur M-CDO peut etre represente par une matrice generatrice de 2 
dimensions, M x Q dont les entrees sont des ensembles de connexions AmA ayant des 
dimensions inferieures ou egales a JRA- Un exemple d'un code M-CDO ayant M = 3, 
Q = JRA = 2 et par suite R = 3/5 est montre par la matrice generatrice A. suivante : 
"^ — 1 >™><?J — L̂ Tra,q,jJ — 




















ou les " - 1 " indiquent l'absence de connexion. Par exemple, A^i — {0,2}, A3yl = 
{1 , -1} , etc... Par convention, les codes M-CDO seront notes en utilisant la valeur de 
M, soit 3-CDO pour les codes generes par (4.2). A la sortie de l'encodeur, le processus 
de l'encodage consiste a generer a chaque instant i,i= 1,2, • • •, les symboles de parite 
de la fa^on suivante : 
M JRA 
Pq,l um,i-am,q,3 avec am,q,j > 0 et q = 1,2, Q (4.3) 
m = l j=l 
La figure 4.1 montre l'encodeur 3-CDO de taux de codage R = 3/5 specific par la 
matrice A. montree a (4.2). 
L'algorithme de decodage a seuil iteratif pour les codes M-CDO est semblable a celui 
des codes CDO. Ainsi, en suivant un developpement semblable a celui qui a conduit 
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Figure 4.1: Exemple d'un encodeur 3-CDO, R — 3/5 
A(1) -
Q JRA M s s • / ^ . .V V A i " 
M 
g, i+o m , 9 i j
 v / ^ / X , " n , i + ( a m , , j - o „ , , , i ) 
9=1 j = l \ n = l fe=l,(m,j)^(n,fe) 
(am, , , j -an ,? , t )<0 
O /°J 70J yn,i+{am,g,j-an,g,k) 
(4.4) 
n = l fe=l,(mj)#(n,fe) 
avec am^j,an^k > 0, et m = 1,2, • • • , M. Pour (am,g,j - an,9,/t) < 0, les termes 
Ai1} 
1,i+(Qm,qj-an,«,fc) 
ayant des indices temporels negatifs par rapport a i representent la 
retroaction sur la decision lors du processus de decodage. En continuant davantage le 
developpement, on obtient a la sortie de la deuxieme iteration : 
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Q JRA / M JRA 
A(2) = 7/u + W I if oSZ SZ A(2) o 
rn,i » m , i T Z j Z j Vf»m l M /_j £_^ l,i+{am,q,j-ai^k) 
g=l j=\ \ 1=1 fc=l,(mj)#(J,fc) 
(Q:m, g , j - a i ,q , f c )<0 
/ -< / -» I W,i+(am,,, j-aj ,g,fc) "*" 2-~i 2-^t \^V,i+ai,v,T + {ai-m,q,j-<xi,q,k) 
1=1 k=l,{m,j)jt(l,ky P=l r=\ 
(otm,q,j-CXl,q,k)>0 
M JRA \ \ \ 
° £ ^ 3 ^+(am,,J-a,,,,fe)+(a,,!,,r-ttn,j,s)J j (4.5) 
71=1 S = l ' / 
(Z,r)?4(n,a) 
avec a m , g i j , an,g,jfe, a n j ) , n a/iPiS > 0, m = 1, 2, • • • , M e t : 
yu si (ai vr — anvs) > 0 
A = < ~ (4.6) 
A(1) si ( a / ^ r - an,P]S) < 0 
A partir de (4.5), les codeurs M-CDO peuvent etre definis comme suit: 
Definition 3 Un codeur convolutionnel systematique a M registres a decalages et de 
taux de codage R = M/(M + Q) est dit doublement orthogonal (M-CDO) si les posi-
tions de connexions [o.m,q,j\ repondent aux conditions suivantes : 
1. Les differences simples, (am .6C — otn}b,d), sontdistinctes. 
2. Les differences doubles, (ctm,g j — tty,g,fc) + (&i,p,r ~~ &n,p.s)> sont distinctes a I 'excep-
tion des repetitions inevitables provenant de la permutation d'indices [(q, j), (p, r)] 
sim = I ou [(q, k),(p, s)] si I = n. 
3. Les differences doubles sont distinctes des differences simples. 
Pour toutes les combinaisons des indices : l,m,n G {1, • • • , M}, b,p,q G {!,-•• , Q}, 
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c,d,j,k,s,r E {I,--- ,JRA}, (m,c) ^ (n,d), (m,j) ^ (l,k), (m,q,j) ^ (n,p,s), 
(l,r) ^ (n,s)et{q,k) ^ far). 
Remarquons que pour m = n = I et b = q = p, la definition 3 montre que cha-
cun des ensembles Am,q est un generateur dec codes CDO. En inspectant (4.4) et (4.5), 
nous constatons que la double sommation Ylq=i Ylj=i(''') represente les equations de 
parite utilisees pour decoder les symboles d'information. Pour chaque sortie A ^ de 
1'iteration /x, le nombre de ces equations correspond au nombre des entrees amjqj > 0 
a la ligne m de la matrice A.. Soit Jm, Jm < (Q x JRA), le nombre des equations 
de parite utilisees pour calculer la sortie A ^ . Par analogie avec les codes PCDO, si 
tous les Jm, rn = 1, • • • , M, sont egales, alors, tous les symboles d'information seront 
decodes en utilisant le meme nombre d'equations de parite, et nous dirons alors que 
les codes M-CDO offrent une protection egale sur tous les symboles decodes et seront 
denotes EEP (en anglais, Equal Error Protection). Dans le cas contraire, les codes M-
CDO offriront une protection inegale sur les symboles decodes et seront denotes UEP 
(en anglais, Unequal Error Protection). Pour tous les codes M-CDO, soit J le nombre 
minimal d'equations de parite utilisees dans le processus du decodage, ou : 
J = min(Jm), me {!,••• , M} (4.7) 
Dans le cas des codes M-CDO definis EEP : 
J = J m , V m e { l , - , M } (4.8) 
Par exemple, en considerant la matrice generatrice montree par (4.2), on trouve Ji = 4 
et J2 = Jz = 3. Alors J = 3 et les codes 3-CDO ainsi generes sont definis UEP. 
Soit par definition, aj, la longueur de memoire qui correspond au plus long registre a 
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decalage dans un encodeur M-CDO : 
a j = max(am,?]j) (4.9) 
m,q,j 
La latence L du decodeur a seuil (1 iteration) de codes M-CDO sera donnee par : 
L = M xaj (4.10) 
II importe de noter que la definition des codes M-CDO contient les definitions des autres 
codes doublement orthogonaux de taux de codage R = 1/2. En effet, si M = Q = 1 
on retrouve la definition des codes CDO ayant J = JRA positions de connexions. En 
particulier, si JRA = 1 et M = Q = J, alors, on retrouve la definition des codes 
J-CDO-SS de taux de codage R = J/2 J. 
4.3 Simplification des codes M-CDO 
La representation en trois dimensions des positions de connexions, am,q,j, rend 1'analyse 
des differences simples et doubles de codes M-CDO tres complexe. Afin de mettre en 
evidence la signification de ces differences et leur role dans le processus de decodage 
a seuil iteratif, une representation vectorielle des differences a ete adoptee. En utilisant 
cette nouvelle representation vectorielle, il est possible de definir le facteur de simplifi-
cation d'une matrice generatrice de codes M-CDO. De plus, une nouvelle simplification 
qui reduit davantage la memoire de l'encodeur M-CDO ainsi que la complexite de DSIs 
sera introduite. 
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4.3.1 Representation vectorielle des differences simples et doubles 
Chaque terme de (4.4) associe a la difference simple {am,q,j — otn,q.k) represente la con-
tribution du nieme symbole d'information dans le calcul de la fiabilite Xm correspon-
dant au m ieme symbole d'information. Cette contribution est introduite a partir du qleme 
symbole de parite. Nous allons desormais designer cette contribution par un vecteur 
Snm,q qui passe de l'ensemble An^q a l'ensemble Am,q dans la matrice generatrice A. 
des codes M-CDO. Le vecteur de contribution 5 n m ^ represente toutes les differences 
simples (am,q,j — «n,g,/c) qui se produisent en considerant toutes les combinaisons ad-
missibles de j et k, soit (m,j) ^ (n, k). Des exemples du vecteur Snms sont montres a 

















Figure 4.2: Exemples de la matrice A. et du vecteur S 
Sans perte de generalite, notons par Snm toutes les differences simples admissibles 
(om,9,j - ®n,g,k), q e {1, • • • , Q}, soit: 
(4.11) 
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II importe de noter que les vecteurs Snm,q sont des vecteurs intra-colonne c'est-a-dire 
limites a la colonne q et ne se tracent jamais entre deux colonnes de la matrice A~ 
Les differences doubles (am,qj — Qi,q,k) + (&i,p,r —
 an,p,s) seront representees par des 
vecteurs de contribution Dnim^pg, avec : 
Dnlm,pq = Snl,p + <Sim,g> I G {1, • • • , M} (4.12) 
En effet, comme montre a la figure 4.3, le vecteur Dnimm exprime la contribution de la 
fiabilite du nieme symbole d'information dans le processus du decodage de l%eme symbole 
a la premiere iteration. A son tour, le lleme symbole d'information participe au decodage 
du rnzeme symbole d'information a la deuxieme iteration. Notons par Dnm toutes les 
differences doubles (am,q,j — ®i,q,k) + (&i,p,r ~
 an,p,s) admissibles, soit (m,j) ^ (I, k), 
(™,Q,j) 7̂  (n,P,s), (/,r) ^ (n,s)et(q,k) ^ (p,r), alors: 
Dnm=[JD 
nlm,pq V / e { l , - - - , M } e t p , g € { l , - - - ,Q} (4.13) 
l,p,q 
En utilisant ces nouvelles representations vectorielles des differences simples et doubles, 
la definition 3 peut etre recrite comme suit: 
Definition 4 Un encodeur convolutionnel systematique a M registres a decalages et de 
taux de codage R = M/(M + Q) est dit doublement orthogonal (M-CDO) si sa matrice 
generatrice A. satisfait awe conditions suivantes : 
Pour chaque n etm £ {1, • • • , M} : 
1. Les differences simples, Snm, sont distinctes. 






























3. Les differences doubles, Dnm, sont distinctes des differences simples, Sn 
4.3.2 Simplification des conditions de la definition des codes M-CDO 
Pour les codes CDO, les auteurs de [40] ont etudie le role de chacune des conditions 
de la definition 1 dans le processus du decodage a seuil iteratif. De cette analyse, nous 
pouvons tirer que la condition 1 est la plus importante a respecter. Ensuite, par ordre 
d'importance, les conditions 3 et 2 doivent etre respectees pour maintenir de bonnes 
performances d'erreur. Cependant, l'auteur de [30] a relaxe la deuxieme condition (la 
moins importante) afin de definir les codes CDO simplifies. II a demontre que les per-
formances de codes CDO simplifies convergent vers les performances des codes CDO 
non simplifies a forts rapports signal sur bruit. 
Dans cette section, nous allons considerer la simplification des conditions 2 et 3 dans la 
definition 4 des codes M-CDO en respectant en tous temps la condition 1. Nous verrons 
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les effets de ces simplifications sur la complexite et les performances d'erreur des DSIs 
dans le chapitre suivant ou nous y presentons les resultats experimentaux. 
4.3.2.1 Simplification de la deuxieme condition 
Comme dans le cas de codes CDO simplifies, la simplification de la deuxieme condition 
dans la definition 4 consiste a permettre un certain nombre de differences doubles egales, 
en plus de celles obtenues par les repetitions inevitables d'indices. Soient Nr>nm le 
nombre total des differences doubles obtenues en incluant les repetitions inevitables 
d'indices et Nf>nrn le nombre de differences doubles egales. Nous definissons les facteurs 
de simplification [30] de codes M-CDO, Snm, par l'expression suivante : 
Snm = 1f
m, 0<Snm<l, n , m e { l , - - - , M } (4.14) 
' " D n m 
II est clair que la simplification de la deuxieme condition induit M2 facteurs de simpli-
fication, 8nm. Par convention, nous caracterisons les codes M-CDO a l'aide du facteur 
maximum, 5max : 
fimax = max Snm (4.15) 
t i ,m£{l , - ,M} 
4.3.2.2 Simplification de la troisieme condition 
Cette nouvelle simplification consiste a relaxer la troisieme condition de la definition 
4. La troisieme condition exige que les differences simples et doubles soient distinctes. 
Toutefois, afin de reduire davantage le span, aj des codeurs M-CDO, nous allons per-
mettre a un nombre limite de differences simples et doubles d'etre egales. Les codes 
M-CDO simplifies ainsi obtenus sont simplement orthogonaux, tout en gardant un cer-
tain degre de double orthogonalite. Ces codes "partiellement" doubles orthogonaux sont 
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denotes M-CPDO. Nous les caracterisons par le merae facteur de simplification 8max 
defini ci-haut (4.15) puisque Smax represente le niveau maximal de degeneration de la 
double orthogonalite des codes1. 
4.4 Decodeur a seuil iteratif a haut debit de codes M-CDO 
Comme dans le cas des codes CDO et J-CDO-SS, les codes M-CDO seront decodes en 
utilisant l'algorithme de decodage a seuil iteratif propose par l'auteur de [24]. Pour un 
DSI forme de N iterations, cet algorithme consiste a appliquer a la premiere iteration 
l'equation (4.4) sur les symboles M-CDO recus du canal et, par la suite, de continuer 
le processus de decodage a seuil iteratif en calculant la sortie de chaque iteration //, 
{JJL > 1), de la fafon suivante : 
jm = l 
Q JRA I M JRA 
— Vm,i + 2-*i 2-~i I y<lJ+<xm,q,} ° 22s 22, n,i+(am,q,j-an,q,k) 
q=\ j=l \ n= l k=l,(m,j)jt(n,k) 
(<Xm,q,3-°tn,q,k)<0 
M JRA \ 
o V ^ A '̂V A (4.16) 
n=\ fe=l,(mj)#(n,fe) / 
( O m , 9 , j - a n , 9 , f c ) > 0 
Le decodeur a seuil des codes M-CDO est, en effet, une version parallele du decodeur a 
seuil des codes CDO presente au chapitre precedent (figure 3.1). Ainsi, le schema bloc 
du decodeur a seuil des codes M-CDO qui correspond a 1'iteration // est montre a la 
figure 4.4. Ce decodeur est aussi compose des deux parties principales : Les registres 
]Les resultats experimentaux presentes au chapitre suivant montrent l'exactitude de cette approche 
70 
a decalage et le noyau de logique combinatoire. U importe de noter que 1'architecture 
du decodeur a seuil reste la meme que ce soit pour des codes M-CDO simplifies ou non 
simplifies. Nous abordons dans les sections suivantes, les architectures des differents 
composants du decodeur a seuil et cela en considerant, a titre d'exemple, la matrice 
generatrice 3-CDO donnee par (4.2). 
y\~MJ+a~, 
M 
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Figure 4.4: Schema bloc du decodeur a seuil des codes M-CDO 
4.4.1 Les registres a decalage 
M 
M m.< 
r < , , 
Les differents registres a decalage du decodeur sont implemented en utilisant le registre 
a decalage elementaire que nous avons developpe et presente a la section 3.2.2. Pour ce 
fait, il suffit de connaftre les dimensions et la structure de chacun des registres a decalage. 
Rappelons que ctj, donne par (4.9), represente la longueur de memoire qui correspond 
au plus long registre a decalage parmi les M registres a decalage d'un encodeur M-
CDO. Dans 1'architecture du decodeur a seuil montree a la figure 4.4, quatre registres a 
decalages sont utilises. La description de ces registres est presentee dans les prochaines 
sous sections. 
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4.4.1.1 Registre a decalage d'information 
Le registre a decalage d'information (M-RD1) est forme de M registres a decalage 
elementaires de longueur a.j et de largeur 3 bits chacun suite a l'utilisation d'une quan-
tification douce sur 3 bits. Un exemple de 3-RD1 est illustre a la figure 4.5. 
V —r 
Figure 4.5: Structure de 3-RD1, M = 3 et aj = 5 
4.4.1.2 Registre a decalage de A(M 1J 
Le registre a decalage de A^ - 1 ' (M-RD2) consiste en M registres a decalage de largeur 
egale a la resolution interne du decodeur, RInt, qui conservent les M sorties de 1'itera-
tion precedente. M-RD2 s'occupe de fournir a l'operateur Addmin Global (M-AG) tous 
les termes impliquant les differences simples positives necessaires afin de calculer les 
differentes equations de parites qui correspondent a chacune des sorties A ^ . Les termes 
impliquant les differences simples positives sont regroupes dans un vecteur 5+ 
nm.q' 
,(M-1) Ainsi, le vecteur S^q represente les termes ^i+l^^-a^.y (
a™,qj ~ "«,,,*) > 0, 
qui contribuent au calcul des equations de parite de la sortie A ^ . Pour implementer le 
registre a decalage qui correspond a A„ ~ ', la premiere etape consiste a identifier les 
vecteurs S£m sur la matrice generatrice A. du code M-CDO. Un exemple est montre a la 
figure 4.6 pour n = 2. 
A la figure 4.6, les elements de chaque vecteur ne sont que les differences simples po-
sitives. En effet, 5 ^ = [0,2,4], 5 ^ = [4] et 5̂ $ = [1,2]. De plus, le numero encercle 
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Figure 4.6: Identification des differences simples positives, S^, 1 < m < 3 
a cote de chaque connexion n'est que l'indice j m de 1'equation de parite ^ J m i , 1 < 
Ensuite, la deuxieme etape consiste a regrouper tous les vecteurs par ordre decroissant de 
leurs elements ou chaque vecteur est represente par un triplet (element;ra;jm): {(4;2;2), 
(4;1;4), (2;1;2), (2;3;3), (1;3;1), (0;1;1)}. 
Enfin, le registre a decalage de A„ ~ ' est implemente a partir de ses triplets en inserant 
entre chaque deux elements consecutifs un registre a decalage elementaire ayant une 
longueur equivalente a la difference entre les deux elements et une largeur RInt. A 
l'entree de ce registre on trouve A^ 1 ^ et pour chaque element du triplet (element;m;jm) 
une sortie Smjm est creee. Les M registres a decalage qui constituent M-RD2 sont 
implemented de la meme fa?on a partir de leurs triplets comme montre a la figure 4.7. 
4.4.1.3 Registre a decalage de retroaction 
Le registre a decalage de retroaction (Q-RD3) est constitue de Q registres a decalage de 
largeur RInt. II se charge d'effectuer les operations addmin impliquant les symboles 
de parite, y\ q,i+am,q, , et la retroaction sur la decision du decodeur representee par les 
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Figure 4.7: Architecture du registre a decalage de X^ ^ (3-RD2), M = 3 et a j = 5 
«n,g,fe) < 0. 
sorties A w , , -. qui correspondent aux differences simples negatives, (am a ,• 
L'implementation de chaque registre a decalage dans Q-RD3 se fait d'une fagon similaire 
a celle de RD3 du DSI des codes CDO (section 3.2.2). Cependant, dans ce cas nous 
considerons toutes les connexions a.m,qj de chaque colonne q dans la matrice generatrice 
A. des codes M-CDO. Soit Bq 1'ensemble forme par les connexions ay ant des valeurs 
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distinctes de la colonne q de A.: 
Bq = ( J ^ W \ f l ^ . 9 \ {
a™.w < °} = {P*fr h = l,---,Hg} (4.17) 
m m 
ou V \ T signifie la difference entre les ensemble V et T, (Pq.^ < Pq,h2)
 s ' ̂ i < ^2, 
1 < m < M etHq < (MxJRA). Par exemple, pour la matrice generatrices! donnee par 
(4.2) on a : B\ = {0,1,2,4} et B2 = {0,1,3,5}. Nous definissons alors les differences 
dqj entre les connexions consecutives de l'ensemble Bq par la relation suivante : 
dq,l = Pq,l+1 - Pq,l, Z = 1, 2, • • • , # , - 1 (4.18) 
A partir de l'ensemble Bq, nous implementons un registre a decalage de la meme facon 
que nous avons faite pour RD3 a la figure 3.5. Toutefois, nous laissons les entrees de 
retroaction des operateurs Addmin flottantes. Le registre a decalage resultant (q-RD3) 
pour l'ensemble Bx (q = 1) ci-haut est montre a la figure 4.8 ou les Ch representent ses 
sorties. 




Jq,3 I dq,2 I dq,-| 
Figure 4.8: Implementation de q-RD3 a partir de Bq, Pq.Hq — 4 
Maintenant, afin d'assigner les entrees et les sorties de q-RD3, nous allons former a partir 
des elements de la colonne q de Aun ensemble de triplets {amtq/,m;jm) ou j m represente 
le numero de l'equation de parite qui correspond a a m g j (figure 4.6). Soit, pour q = 1, 
l'ensemble: {(0,2,1), (0,1,1), (1,3,1), (2;1;2), (4;2;2)}. II faut alors distinguer deux cas : 
1. La valeur de (xm,qj du triplet (oimtqj;m;jm) est unique : 
Soit h tel que Pq^h = am,qj» alors Ch est conectee a une sortie Smjm et, si h > 1 
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l'operateur Addmin qui suit directement Ch recoit \[£\ a son entree de retroaction. 
2. Plusieurs triplets ont la meme valeur de otm.qj '• 
Soit x le nombre de triplets tels que, «mi,g,ji = • • • = &m.x,q,jx = Pq,h,
 a^o r s 
Ch est connectee aux sorties Smijml • • • Smxjmx. De plus, dans le cas ou h > 1, 
l'operateur Addmin a 2 entrees qui suit directement Ch est remplace par un autre 
a (x +1) entrees sur lesquelles les A^' i • • • X^xi sont connectees. Un exemple est 










Figure 4.9: Implementation de q-RD3 : 2 triplets ont la meme valeur de a. m,q,J 
Les Q registres a decalage de Q-RD3 sont implementes de la meme fa?on. Ainsi, 
l'architecture finale de 2-RD3 du decodeur a seuil de codes 3-CDO en question est 
presentee a la figure 4.10. II importe de noter que les symboles ypq ayant initialement une 
resolution de 3 bits a la sortie du registre a decalage de parite (Q-RD4) sont etendues 
de (RInt — 3) bits a l'entree de Q-RD3. D'autre part, aucune equation de parite n'est 
obtenue directement aux sorties de Q-RD3 comme c'etait le cas pour RD3 du decodeur 
a seuil des codes CDO. 
4.4.1.4 Registre a decalage de parite 
Le registre a decalage de parite (Q-RD4) est forme de Q registres a decalage elementaires 
de longueur aj et de largeur 3 bits chacun. Q-RD4 fournit les symboles ]fqi a l'iteration 
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Rlnt 




- > S2,2 
" > S,.2 
- > S3,7 
-> s,., 
• > s2,, 
- > S,.4 
- > S3,3 
• > S2.3 
" • Ss,2 
" > S,,3 
Figure 4.10: Architecture de 2-RD3, Q = 2, /31)Hl = 4 et /?2,#2 = 5 
suivante ainsi que les symboles lfqii+a \ a Q-RD3. Un exemple de 2-RD4 est illustre 






^ D H D D D 
*yS 
*yl 
Figure 4.11: Registre a decalage de parite (2-RD4), Q = 2, QJ = 5, P^Hl = 4 et 
p2,H2 ~ 5 
4.4.2 Le noyau de logique combinatoire 
Le noyau de logique combinatoire est forme principalement de l'operateur Addmin 
global (M-AG), de l'additionneur (M-Additionneur), du ponderateur (M-Pond) et du 
saturateur (M-Sat), ainsi que des operateurs de conversion binaire et de detecteurs de 
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zeros (figure 4.4). Les entrees du noyau de logique combinatoire sont toutes fournies par 
les registres a decalage M-RD1, M-RD2 et Q-RD3. 
A la sortie de M-RD2 et Q-RD3, on trouve toutes les entrees du M-AG. Celui-ci est 
forme de M operateurs AGm qui fournissent chacun les Jm equations de parite, ip^ • {, 
necessaires pour calculer les sorties A ^ . Soit z le nombre de sorties Smjm de M-RD2 
et Q-RD3. L'equation de parite ^ -{ est calculee a la sortie d'un operateur Addmin 
ayant z entrees qui combine toutes les sorties 5 m j m . II importe de noter que le plus 
grand operateur Addmin dans M-AG a un nombre d'entrees equivalent au nombre de 
connexions de la colonne la plus dense de .4, c'est a dire celle qui contient le plus de 
connexions. Par exemple en se referant aux figures 4.7 et 4.10, nous pouvons compter 5 
sorties S l i4 dans M-RD2 et Q-RD3. ipf4 i est calculee en utilisant un operateur Addmin 
a 5 entrees ou les 5 "£1,4" sont connectees. 
Comme montre a la figure 4.4, apres conversion et detection de zeros negatifqs a la sortie 
de 1'operateur M-AG, les Jm equations de parite de chaque symbole d'information a 
decoder sont additionnees au symbole d'information y^ recu du canal. Cette operation 
est realisee par le bloc "M-Additionneur" indique a la figure 4.4 qui est forme de M 
additionneurs ayant (Jm +1) entrees. Les M sorties de M-Additionneur sont appliquees 
a des operateurs de conversion binaire, puis ponderees (M-Pond) et enfin saturees (M-
Sat) afin de generer les M sorties de 1'iteration, X^\, 1 < m < M. 
4.5 Pipelinage du decodeur a seuil des codes M-CDO 
Le debit du decodeur a seuil des codes M-CDO peut etre augmente en se servant de la 
meme technique de pipelinage utilisee pour le decodeur a seuil des codes CDO (section 
3.3). Cependant, dans ce cas la technique consiste a resynchroniser simultanement les 
Q registres a decalage de Q-RD3. Toutefois, le nombre d'emplacements des etages de 
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pipeline ne se calcule pas de la meme facon qu'auparavant, de sorte que l'equation de la 
capacite de pipelinage a ete legerement modifiee comme montre dans les sous-sections 
suivantes. 
4.5.1 Nombre d'emplacements des etages de pipeline 
Le nombre d'emplacements des etages de pipeline du decodeur a seuil de codes M-CDO, 
NbEM, est donne par la relation suivante : 
NbEM = m' + n' + 4 (4.19) 
ou m' est le nombre de nivaux du plus grand operateur Addmin dans M-AG et n' corre-
spond au nombre de nivaux du plus grand additionneur dans M-Additionneur. 
Soit Hmax le nombre de connexions de la colonne la plus dense de A, alors m' est donne 
par: 
m' = \log2(Hmax)] (4.20) 
Sachant que les M additionneurs ont chacun (Jm + 1) entrees, (1 < m < M), n' est 
donne par la relation suivante : 
ri - \log2{ max (Jm) + l)] (4.21) 
\<m<M 
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4.5.2 Capacite de pipelinage d'un generateur de codes M-CDO 
La capacite de pipelinage d'un generateur de codes M-CDO, PcM, est deduite egalement 
a partir des differences qui existent entre les connexions consecutives dans le registre a 
decalage (Q-RD3). Cependant, toutes les differences dqj (4.18) des ensembles Bq (4.17) 
doivent etre considerees. D'autre part, la presence des operateurs Addmin ayant plus 
de 2 entrees a 1'interieur de Q-RD3 n'est pas permise. Par consequent, au cours de la 
recherche des codes M-CDO, il a ete impose que les generateurs de codes M-CDO ne 
puissent pas avoir plusieurs connexions dans une colonne ayant la meme valeur de f3h si 
h > 1 (voir la section 4.4.1). La presence de ces operateurs compromettrait et limiterait 
les augmentations du debit du decodeur introduites par la technique de pipelinage. En 
effet, comme montres a la figure 4.9, a 1'interieur des registres Q-RD3, des sous-chemins 
critiques difficiles a manipuler seraient ainsi crees. 
Une autre consideration dont il faut tenir compte reside dans le fait qu'aucune equation 
de parite n'est generee directement a la sortie de Q-RD3. Les etages de pipeline inseres 
au niveau du M-AG ne retournent done pas les bascules, initialement deplacees de d9ii, 
a leurs places d'origines comme e'etait le cas pour le decodeur des codes CDO. Cepen-
dant, les bascules servent au pipelinage des operateurs Addmin qui calculent tpm,i,i a 
1'interieur du M-AG. En consequence et par analogie avec (3.13), la capacite de pipeli-
nage, PCM, est obtenue en utilisant 1'equation suivante : 
PCM = min(dqj) - 1, 1 < q < Q, 1 < / < Hq (4.22) 
4.6 Recherche des meilleurs generateurs de codes M-CDO 
La recherche des meilleurs generateurs de codes M-CDO et M-CPDO peut etre ef-
fectuee pour couvrir une large gamme de taux de codage R ainsi qu'une grande variete 
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du nombre minimal d'equations de parite J. Les techniques de recherches des codes 
utilisees sont basees sur celles decrites dans [30]. II est necessaire de souligner qu'une 
telle recherche depasse largement le cadre de ce projet. Cependant, une partie de cette 
recherche a ete effectuee et nous presentons dans les tableaux qui suivent un nom-
bre limite de generateurs de codes M-CDO et M-CPDO afin de valider nos resultats. 
Nous nous limitons aux deux cas oil Q = M (R = M/2M — 1/2) et Q = 1 
(R = M/(M + 1)). De plus, seuls les generateurs qui offrent une protection egales 
des erreurs, EEP, sont considered. 
4.7 Conclusion 
Dans ce chapitre, les codes convolutionnels doublement orthogonaux a multi-registres 
a decalage, M-CDO, ont ete introduits. Une nouvelle simplification a ete appliquee 
sur les codes M-CDO permettant de reduire significativement la longueur de memoire 
de l'encodeur. Par exemple, le Span du meilleur generateur des codes 2-CDO trouve, 
J = 10, a passe de 577 a 145 en appliquant cette nouvelle simplification. L'architecture 
du decodeur a seuil des codes M-CDO a ete presentee. Cette architecture qui est en fait 
une version parallele de 1'architecture du decodeur des codes CDO, permet de franchir 
un tres haut debit sans faire exploser la complexite du decodeur, ce qui est demontre 
par les resultats experimentaux de differentes architectures qui sont presentees dans le 
chapitre suivant. 
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Tableau 4.1: Ensemble de meilleurs connexions am^qj G A. pom les codes M-CDO ou 
M = Q, R = 1/2 : Nombre minimal des equations de parite J, nombre de registres 
a decalage M, Span aj, Capacite de pipelinage PcM, Facteur de simplification Smax et 










































Ensemble des connexions [otm,q,j. 
0 26 71 
14 38 56 
0 33 
11 65 
_ 22 51 
11 23 71 " 




" 0 13 43 234 







24 67 _ 
12 41 145 253 " 









"0 26 63 208 376 
13 41 112 314 -1 
0 39 255 
13 55 358 





0 30 157 361 -1 
14 46 96 296 383 
26 73 191 
13 59 354 
0 40 311 
"0 13 61 192 540 











0 50 359 " 
14 126 343 
28 151 321 
-
13 41 106 420 443 " 

















Tableau 4.2: Ensemble de meilleurs connexions am<qj G .4 pour les codes M-CPDO ou 
M = Q, R = 1/2 : Nombre minimal des equations de parite J, nombre de registres 
a decalage M, Span aj, Capacite de pipelinage PcM, Facteur de simplification Smax et 





























Bnsemble des connexions [am^j 
' 0 13 42 77 
0 25 55 92 
" 0 14 
0 27 
0 40 





"0 27 73 
13 41 89 
0 57 107 
12 40 72 84 





39 83 " 
26 97 
13 71 
0 55 _ 
13 57 106 
0 42 87 
0 27 73 
' 0 14 45 80 121 











0 28 89 
0 43 107 
13 58 71 
13 43 77 92 144 " 

















Tableau 4.3: Ensemble de meilleurs connexions am^j G A. pour les codes M-CDO ou 
Q = l, M = 2, R = M/(M + 1) = 2/3 : Nombre minimal des equations de parite J, 


































Ensemble des connexions [am;gj 
"0 11 35 " 
0 23 49 
"0 12 38 67 " 
0 25 53 85 
"0 12 38 96 132 " 
0 25 55 78 112 
"0 12 38 67 142 232 ' 
0 25 53 85 263 296 
'0 12 38 67 112 295 579 ' 
0 25 53 85 189 426 613 
"0 38 65 95 136 284 646 870 " 
25 51 80 114 227 465 965 985 
"0 28 59 94 140 316 530 1057 1690 ' 





Apres avoir presente dans les chapitres precedents 1'architecture du DSI a haut debit de 
codes CDO et PCDO a taux compatibles (1 registre a decalage) ainsi que 1'architecture 
parallele du DSI a haut debit de codes M-CDO, nous rapportons dans ce chapitre les 
resultats experimentaux de ^implementation sur FPGA de ces deux architectures. Le 
debit, la complexity et les performances d'erreur (BER : Bit Error Rate) du DSI sont 
exposes. Les donnees sont generes en considerant le cas d'une modulation BPSK sur 
un canal a bruit Gaussien Wane additif (AWGN). Une comparaison entre les resultats 
experimentaux de generateurs de codes CDO est egalement illustree. 
Pour chacun des codes CDO, PCDO et M-CDO, une version materielle du DSI a ete 
codee en VHDL. Afin de verifier le fonctionnement de la version materielle, une autre 
version a "virgule fixe" (quantifie) a ete codee sur Matlab. Ainsi, en utilisant le logiciel 
de modelisation "Modelsim", les resultats de la version materielle ont ete compares a 
ceux de la version Matlab. Ensuite, le DSI a ete prototype en utilisant la plateforme 
de prototypage rapide "ARM Integrator" et une version adaptee de 1'environnement 
devaluation des performances d'erreur developpe dans [36]. Le design du DSI est alors 
valide en comparant les resultats experimentaux aux limites theoriques et a des resultats 
obtenus par simulations logicielles sur ordinateur et effectues dans d'autres travaux de 
recherche [29,30]. La frequence d'operation et la complexite de differents modules sont 
tires des rapports post placement et routage fournis par l'outil ISE 9.2.04i en visant le 
FPGA Virtex-II Pro (XC2VP70-7) de Xilinx. 
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5.2 Notations utilisees 
Nous presentons a cette section quelques notations pertinentes a la presentation des 
resultats experimentaux. 
1- Abreviation de generateurs des codes : 
Les generateurs des codes CDO et PCDO sont desormais denotes par {J, aj}, tandis que 
les generateurs des codes M-CDO et M-CPDO sont denotes par {R, J, aj}. Par exem-
ple, le generateur des codes PCDO a taux compatibles specifie par J = 10 et l'ensemble 
de connexions A = {0,9,34,107,127,208,311, 330,353,366} dans le tableau 3.2 est 
denote par {J = 10, aj = 366}. 
2- Debit par iteration, Du '. 
Le debit par iteration, Diu est le debit d'information a la sortie d'un decodeur elementaire 
forme de N = 1 iteration. Dit est donne par la relation suivante : 
Dit = M x f Mbps (Mega bits par seconde) (5.1) 
ou / (MHz) est la frequence d'operation du decodeur et M = 1 pour un decodeur des 
codes CDO ou PCDO. 
Le debit d'un DSI, D, peut etre facilement deduit de Dit. En effet, un DSI de N iterations 
est constitue, generalement, de "iVjmj," iterations implementees et reiterees
1 N/Nirnp fois 
afin d'atteindre les performances de TV iterations voulues. Alors, D est donne par : 
D = ^ x D l t (5.2) 
'Ce type d'implementation n'est pas couvert dans ce memoire, mais plutot Nimp est toujours considere 
egal a N 
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3- Rapport debit sur complexite, RDCa : 
Le rapport debit sur complexite, RDCiu designe le debit fourni par chaque unite de com-
plexite, Cit, d'une iteration. Cit est donnee par le nombre de portes, en "kG" (kGates), 
utilises pour implementer le decodeur. En d'autres termes, c'est l'efficacite d'une imple-
mentation du point de vue du debit. RDCit est donne par : 
RDCu = Dit/dt (Mbps/kG) (5.3) 
4- BER a meilleurs CPs : 
Dans le cadre de ce projet, un coefficient de ponderation, CP uniforme est utilise pour 
les N iterations d'un DSL La figure 5.1 montre les BERs de deux versions (RInt = 4 et 
5 bits) du DSI des codes CDO {J = 10, otj = 366}, R = 1/2, a la 8^me iteration en 
fonction de CP. Deux rapports Eb/N0 = 2.5 et 3.5 dB sont considered. 
•"I i i i i i i i I 
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
Coefficient de Ponderation, CP 
Figure 5.1: BER en fonction de CP, Codes CDO {J = 10, aj = 366}, R = 1/2, 8 
iterations 
On remarque que la valeur de CP qui minimise le BER du DSI depend de Eb/N0 et de 
RInt. Cependant, afin de bien comparer les performances d'erreurs de plusieurs DSIs, 
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il importe de noter le BER minimal que chaque DSI peut atteindre a un rapport Eb/N0 
donne. Les courbes de "BER a meilleurs CPs" sont utilisees ou seulement les meilleures 
performances d'erreurs sont considerees a chaque niveau de Eb/N0 tel que montre a la 
figure 5.2 pour les memes versions du DSI considerees ci-dessus. 
Eb/N0(dB) 
Figure 5.2: BER a meilleurs CPs, Codes CDO {J = 10, a j = 366}, R = 1/2, 8 
iterations 
5.3 Comparaison des delais des deux architectures du ponderateur 
Dans cette section, les delais engendres par les deux architectures du ponderateur sont 
etudies. Soient l'architecture complement a deux (C2) utilisee dans [36] et 1'architecture 
signe-amplitude (SA) proposee dans ce memoire (section 3.2.1). Le tableau 5.1 compare 
les delais qui correspondent aux deux architectures du ponderateur. Ces valeurs ont ete 
prises en fixant RSADD et Rep a 9 et 6 bits respectivement. On trouve egalement dans le 
meme tableau les valeurs de la frequence maximale atteignable dans le cas ou le chemin 
critique du decodeur correspond au delai du ponderateur, fmax. 
Suite a l'utilisation de l'architecture SA, le delai engendre par le ponderateur a ete 
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reduit de 5.520 ns a 3.659 ns, soit 33.7% de moins. L'importance de cette amelioration 
reside dans le fait qu'un ponderateur ayant une architecture C2 va former un goulot 
d'etranglement qui limite la frequence maximale atteignable du decodeur a fmax = 
181.16 < < fmax ~ 333 MHz ou fmax est donnee par (3.3). D'ailleurs, 1'architecture 
SA permet au decodeur de fonctionner a une frequence plus elevee et d'atteindre 273.30 
MHz dans le cas ou RSADD et RCP sont egales a 9 et 6 bits respectivement. 
Un autre facteur qui peut affecter le delai du ponderateur est la valeur de la resolution 
binaire du coefficient de ponderation, Rcp- II est interessant d'utiliser une grande 
resolution Rcp afin de raffiner la recherche de la meilleure valeur du CP. D'autre part, 
une grande resolution Rcp contribue a augmenter le delai du ponderateur. Le tableau 
5.2 fournit les delais du ponderateur ayant une architecture SA pour les trois cas ou RCp 
est egal a 4, 6 et 8 bits respectivement. RSADD est toujours fixe a 9 bits. 













On observe clairement que le delai engendre par le ponderateur croit avec RCP- Dans 
le cadre de ce projet, une resolution de Rcp = 6 bits a ete adoptee. Cependant, si la 
meilleure valeur du CP peut etre representee en utilisant un nombre de bits < 6, il reste 
toujours possible de reduire RCp afin de reduire davantage le delai engendre. 
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5.4 Choix de la resolution interne du decodeur 
La resolution interne, RInt, du decodeur influence son debit, sa complexite et ses per-
formances d'erreurs. Ainsi, le choix de RInt doit servir a augmenter le debit et reduire 
la complexite, sans degrader les performances d'erreurs du decodeur. Pour ce faire, 
quatre versions non-pipelinees du DSI des codes PCDO {J — 10, aj — 366} ont ete 
etudiees pour RInt = 4, 5, 6 et 9 bits. Les differents parametres (Cit, Dit, RDCit...) qui 
correspondent a chacune des quatre versions sont listes dans le tableau 5.3. 
Tableau 5.3: Comparaison de la complexite et du debit par iteration du decodeur a seuil 





















































A partir de ces resultats, nous constatons que la reduction de RInt avantage une imple-
mentation plus rapide et moins complexe du decodeur. Cependant, il faut tenir compte 
de la degradation des performances d'erreurs qu'entraine une telle reduction. Les BERs 
a meilleurs CPs a la 8ieme iteration des quatre versions du DSI sont illustrees a la figure 
5.3. 
On observe a la figure 5.3 que pour RInt - 5, 6 et 9 bits, les courbes de BERs sont 
proches l'une de 1'autre, tandis que pour RInt = 4 bits, les performances d'erreurs 
de DSI sont trop degradees. Une resolution interne de 5 bits est done suffisante afin 
d'implementer un DSI rapide et performant. En outre, les resultats experimentaux de 
DSI des codes M-CDO ont montre aussi qu'une resolution interne de 5 bits est suffisante 
pour que le decodeur atteigne ses meilleures performances d'erreurs. Par consequent, 
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Eb'No<dB) 
Figure 5.3: BER a meilleurs CPs, PCDO a taux compatibles {J = 10, aj = 366}, 
R = l/2, RInt = 4, 5, 6 et 9 bits, 8 iterations 
dans le reste de ce memoire, tous les resultats experimentaux sont generes en fixant la 
resolution interne RInt de DSIs a 5 bits. 
5.5 Pipelinage du decodeur a seuil 
La technique de pipelinage du decodeur a seuil a permis de reduire le delai de son chemin 
critique, ce qui a conduit a une augmentation de la frequence d'operation et ainsi que 
du debit. Dans cette section, les effets de l'application de cette technique sont presentes. 
Le tableau 5.4 liste les resultats post placement et routage du decodeur a seuil des codes 
PCDO {J = 10, aj = 366} avant et apres l'application de la technique de pipelinage. 
On observe que l'application de la technique de pipelinage a augmente considerablement 
le debit par iteration, Dit, du decodeur de 41.75 a 196.19 Mbps. Soit une amelioration de 
78.7 %. Le cout de cette augmentation de debit etait de l'ordre de 5.486 kG seulement. 
De plus, le rapport debit sur complexite, RDCit, a augmente de 1.05 a 4.35 Mbps/kG. 
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Tableau 5.4: Comparaison de la complexite et du debit par iteration du decodeur a seuil 
des codes PCDO {J = 10, aj = 366} avant et apres l'application de la technique de 


































Ainsi, on constate que 1'implementation pipelinee du decodeur est 4.14 fois plus efficace 
du point de vue de debit que 1'implementation non-pipelinee. 
5.5.1 Influence de 1'architecture du registre a decalage elementaire 
Les resultats du tableau 5.4 sont generes en utilisant une architecture du registre a 
decalage elementaire semblable a celle developpee dans [39] (sans insertion du FF). 
Afin d'analyser le chemin critique du decodeur pipeline, un extrait du rapport de syn-
chronisme (timing) post placement et routage est montre a la figure 5.4. 
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_p ipe / do_last_SRLl 6. do_last_SRL 16_p i n s . 1. U_last_SRL 16/ SRL11 
Physical Resource 
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J U s r feedback.map t ab 7(1) 
U s r feedback/do i n d e x . 2 - s r l r e g p ipe /do l a s t SRL16.do 1* 
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ns (3.958ns l o g i c , 1.139ns route) 
(77.7% log ic , 22.3% route) 
Figure 5.4: Extrait du rapport de synchronisme post placement et routage, architecture 
du registre a decalage elementaire sans FF utilisee 
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Remarquons que le chemin critique du decodeur s'amorce a la sortie d'un LUT (SLICE 
X145Y41 .Y) qui ajoute 2.794 ns aux delais combinatoires ainsi qu'aux delais de routage 
qui s'accumulent pour former le delai total du chemin critique. 
En utilisant la nouvelle architecture (avec FF) du registre a decalage elementaire pro-
posed dans ce memoire, les nouveaux resultats du decodeur sont presentes dans le tableau 
5.5. 
Tableau 5.5: Comparaison de la complexite et du debit par iteration du decodeur a seuil 
des codes PCDO { J = 10, aj = 366} pour les deux architectures du registre a decalage 

































*-.Architecture du registre a decalage elementaire, t:MULT18xl8 
A partir des resultats du tableau 5.5, il s'ensuit que la nouvelle architecture du registre a 
decalage elementaire (avec FF) a permis au decodeur pipeline d'atteindre un haut debit 
de 265.96 Mbps pour 1.866 kG seulement de complexite supplemental. Soit une aug-
mentation de 69.77 Mbps comparativement au decodeur pipeline utilisant 1'architecture 
du registre a decalage elementaire sans FF. De plus, le nouveau rapport RDCit est 
maintenant 5.66 Mbps/kG, ce qui est 5.39 fois plus efficace que 1'implementation non-
pipelinee du decodeur. 
La figure 5.5 montre un extrait du nouveau rapport de synchronisme post placement et 
routage du decodeur pipeline. Sachant que "Treg" (clock-to-out time of a shift register 
SRL16) est le temps de transition a la sortie d'un primitif SRL16 (Treg = tcosRL\&), "net" 
est le temps de routage et en particulier dans ce cas entre un primitif SRL16 et un FF 
(net = trSRL16FF) et "Tdick" (internal capture register intrinsic setup time) est le temps 
de setup a 1'entree de FF (Tdick = tsuFp) [33], alors, le delai du chemin critique analyse 
dans ce rapport n'est que le delai qui existe entre un primitif SRL16 et un FF (deux 
93 
elements de memoire) sans aucune logique combinatoire entre eux comme montre a la 
figure 3.4. II en resulte que la technique de pipelinage appliquee au decodeur a seuil 
utilisant les nouvelles architectures du registre a decalage elementaire et du ponderateur 
a permis d'atteindre la frequence maximale d'operation et le debit maximal atteignables 
par la technologie Virtex-II Pro XC2VP70 considered dans le cadre de ce projet. 
Data Path: U_sr_feedback/do_index.4.do_all_stages.srlreg/doSR.do_last_SRL16.do_last_SRL16_pins. 1 
Delay type Delay(ns) Logical Resource(s) 
Treg 2 .794 U_sr_f eedback/do_index. 4 . do_all_stages. srlreg/doSR. do_last_SRL16 
U_sr_feedback/do_index.4.do_all_stages.srlreg/doSR.do_last_SRL16 
net (fanout=l) 0.7S8 U_sr_feedback/do_index.4.do_all_stages.srlreg/delayed_S(1) 
Tdick 0.20B U_sr_feedback/do_index.4.do_all_3tages.srlreg/doSR.uOutFF/q[l] 
Total 3.760ns (3.002ns logic, 0.758ns route) 
(79.8% l o g i c , 20.2% route) 
Figure 5.5: Extrait du rapport de synchronisme post placement et routage, architecture 
du registre a decalage elementaire avec FF utilisee 
5.5.2 Exemple de pipelinage d'un decodeur a seuil des codes M-CPDO 
Pour cet exemple, le decodeur a seuil des codes 5-CPDO {R = 5/10, J = 10, aj = 
128} est considere. Les resultats de l'application de la technique de pipelinage sont 
montres au tableau 5.6. 
Tableau 5.6: Comparaison de la complexite et du debit par iteration du decodeur a seuil 
des codes 5-CPDO {R = 5/10, J = 10, aj = 128} avant et apres l'application de la 



































*:Architecture du registre a decalage elementaire, ^:MULT18xl8, tt :freqU e n c e maximale d'operation 
Ces resultats montrent que le decodeur a seuil des codes 5-CPDO {R = 5/10, J = 10, 
a j = 128} pipeline peut atteindre un tres haut debit allant jusqu'a 1.322 Gbps. Ce 
94 
debit remarquable se justifie par le fait qu'un decodeur des codes 5-CPDO est 5 fois plus 
rapide qu'un decodeur de codes CDO. 
5.6 Prototypage du DSI des codes PCDO a taux compatibles 
5.6.1 Simulation du gestionnaire d'horloge 
Le prototypage de DSI des codes PCDO a taux compatibles exige que les differentes 
horloges ainsi que les signaux de synchronisation du systeme soient generes de facon 
synchronisee. Cette synchronisation est assuree par le gestionnaire d'horloge dont le 
resultat de simulation post placement et routage (avec delai) est montre a la figure 5.6. 
Figure 5.6: Simulation post placement et routage du gestionnaire d'horloge 
Notons que le taux de codage, R = b/(b + 1), est choisi par le signal RSelect dont sa 
valeur est egale a b. Ainsi, dans cette simulation le taux de codage du systeme se change 
dynamiquement de 2/3 a 4/5 en changeant la valeur de RSelect de 2 a 4. Le gestionnaire 
d'horloge se resynchronise au nouveau taux de codage apres quelques cycles seulement 
de 1'horloge d'entree, elk. A un taux de codage, R = b/(b + 1), les signaux dLoad 
et cLoad doivent etre generes une fois chaque b cycles de dCLK et (b + 1) cycles de 
cCLK respectivement, ce qui est valide par cette simulation pour les deux taux de codage 
consideres. 
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5.6.2 Resultats experimentaux du DSI des codes PCDO a taux compatibles 
Dans cette section les resultats experimentaux du DSI des codes PCDO a taux compa-
tibles {J = 10, aj = 366} sont presentes2. Les codes {J = 10, aj = 366} supportent 
quatre taux de codage : R = 1/2, 2/3, 3/4 et 5/6. Les resultats experimentaux a la 
Qteme iteration du DSI sont illustres a la figure 5.7. A chaque taux de codage, la valeur 
de CP qui minimise les BERs a 3 et 3.5 dB simultanement a ete choisie. 
Eb/N0(dB) 
Figure 5.7: Resultats experimentaux du DSI des codes PCDO a taux compatibles {J = 
10, OLJ = 366}, RInt = 5 bits, 6 iterations, CPR=1/2 = 0.297, CPR=2/3 = 0.422, 
CPR=Z/A = 0.547 et C? f i=5/6 = 0.75 
5.6.3 Influence de la protection quasi-EEP sur les performances 
Nous pouvons verifier a la figure 5.8 la degradation des performances du DSI des codes 
PCDO qu'entraine une protection UEP par rapport a une protection quasi-EEP. Sachant 
que le spectre de perforation represente la distribution des equations de parite sur les 
differents sous-ensembles Ah pour un taux de codage perfore donne [30], les DSIs con-
2A 1'annexes IV, V et VI, plusieurs resultats experimentaux complementaires a ce chapitre sont 
presentes. 
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sideres dans cette comparaison sont ceux des codes listes au tableau 5.7. Le generateur 
{J = 10, aj — 1835} est un generateur non relaxe tire de [24]. 
> * > : : : » : : : : : : : : : : » : : : : : : : : : : • : : : : : : : : : : • 
E b /N 0 (dB) 
Figure 5.8: Comparaison de performances des codes PCDO de type quasi-EEP { J = 10, 
aj = 366} avec les codes PCDO de type UEP {J = 10, aj = 1835}, 6 iterations, 
R = 3/4, RInt - 5 bits 















Ensemble des connexions {a^} 
{0, 9, 34, 107, 127, 208, 311, 330, 353, 366} 
{0, 10, 121, 189,588, 1235, 1332, 1742, 
1808, 1835} 
Bien que les codes PCDO {J = 10, aj = 366} sont plus simplifies, on constate 
qu'ils sont plus performants. II s'ensuit done que la protection quasi-EEP avantage une 
implementation plus performante du DSI des codes PCDO. 
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5.7 Comparaison des codes doublement orthogonaux 
5.7.1 Comparaison des codes doublement orthogonaux pour R = 1/2 
Dans cette section, les decodeurs des differents codes doublement orthogonaux, R = 
1/2, J = 10, sont abordes. En particulier, les codes CDO, les codes M-CDO et les 
codes M-CPDO. Le tableau 5.8 liste les codes considered et compare la complexite et 
le debit des decodeurs correspondants. Les BERs a la Qieme iteration sont montres a la 
figure 5.9. 
Tableau 5.8: Comparaison de la complexite et du debit par iteration des decodeurs a seuil 
des codes doublement orthogonaux, 12 etages de pipeline inseres, R = 1/2, J = 10 et 



























































Les resultats experimentaux montrent que les DSIs des codes M-CDO ont les meilleures 
performances d'erreur, ils sont parmi les plus rapides, mais aussi les plus complexes. 
Par exemple, pour un BER de 10~5, les codes 5-CDO ont un gain de codage de plus de 
0.6 dB par rapport aux codes CDO. Cependant, le decodeur des codes CDO est moins 
complexe bien que son debit soit limite a 265.96 Mbps seulement. Cette complexite 
reduite rend Fimplementation du decodeur des codes CDO plus efficace que celle des 
codes M-CDO comme paru en comparant les valeurs de RDCit. 
Toutefois, les codes M-CPDO obtenus en simplifiant la deuxieme et la troisieme con-
ditions de la definition 4 et en particulier le codes 5-CPDO {R = 5/10, J = 10, 
aj = 128}, forment le meilleurs compromis entre complexite, debit et performances 
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Eb/N0(dB) 
Figure 5.9: Comparaison de performances des codes doublement orthogonaux, 6 
iterations, J = 10, R = 1/2, RInt = 5 bits 
d'erreur. En effet, les performances des codes 5-CPDO {R = 5/10, J = 10, aj = 128} 
rejoignent les performances des codes 5-CDO {R = 5/10, J = 10, aj = 462} pour 
Eb/N0 > 3 dB et perdent 0.2 dB seulement pour Eb/N0 < 3 dB. Ces performances 
remarquables sont offertes par un decodeur ayant le debit le plus important de tous les 
codes et une complexite moyenne et plus abordable par rapport a celles du decodeur des 
codes M-CDO. Cette combinaison debit/complexite se traduit par une implementation 
plus efficace que celle des deux autres types de codes. De plus, la reduction de la 
longueur de memoire, aj, par simplification des codes a permis au decodeur des codes 
5-CPDO {R = 5/10, J = 10, aj = 128} d'avoir la latence la moins importante d'une 
valeur de 0.48 /is seulement par iteration. 
Les resultats experimentaux montrent aussi que les performances de tous les codes M-
CDO et M-CPDO sont dictees par le facteur de simplification Smax. En effet, les codes 
les moins simplifies sont les plus performants et vice-versa. Cependant, bien que les 
codes 2-CPDO {R = 2/4, J = 10, aj = 145} soient plus simplifies que les codes 
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CDO {J = 10, aj = 366}, ils sont plus performants et convergent plus rapidement vers 
le gain asymptotique de codage de ces codes. Cela peut etre due au fait que le nombre 
de differences doubles inevitables3 croit selon un polynome en JRA et que ce nombre 
devient tres important pour les codes CDO {J — 10, aj — 366} ou JRA = J = 10. 
5.7.2 Comparaison des codes doublement orthogonaux pour R — 2/3 
Dans cette sous section, le decodeur des codes PCDO {J = 14, aj = 1359}, R = 2/3 
[30], est compare au decodeur des codes 2-CDO {R = 2/3, J = 7, aj = 613}. Les deux 
decodeurs offrent une protection d'erreur egale EEP pour R = 2/3 ou 7 equations de 
parite sont utilisees pour decoder tous les bits d'information. Soit B le nombre minimal 
d'equations de parite utilisees pour decoder un bit a l'interieur du decodeur a seuil des 
codes PCDO ou M-CDO. Mors, pour les codes PCDO de type EEP, B = J/b. D'autre 
part, pour les codes M-CDO de type EEP ayant R = M/(M + 1), B = JRA. Les 
parametres des deux decodeurs sont presentes au tableau 5.9. En outre, les performances 
d'erreur sont montrees a la figure 5.10. 
Tableau 5.9: Comparaison du decodeur des codes PCDO {J = 14, aj = 1359}, 12 
etages de pipeline inseres, avec le decodeur des codes 2-CDO {R — 2/3, J = 7, aj = 
613}, 11 etages de pipeline inseres, R = 2/3 et RInt = 5 bits 
Ensemble des 
connexions 
{0, 9, 40, 66, 102, 
125, 390, 663, 813, 916, 
1019, 1176, 1321, 1359} 
" 0 12 38 67 112 295 579 " 























Les resultats de la figure 5.10 montrent que les performances des codes consideres sont 
equivalentes. Cependant, le decodeur des codes 2-CDO {R = 2/3, J = 7, aj — 613} 
3 Voir annexe II 
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Eb/N0(dB) 
Figure 5.10: Comparaison de performances des codes PCDO {J = 14, aj — 1359} 
avec les codes 2-CDO {R = 2/3, J = 7, aj = 613}, R = 2/3 et RInt = 5 bits 
est deux fois plus rapide et deux fois moins complexe. La complexite reduite est due a 
la longueur de memoire reduite de l'encodeur 2-CDO {R = 2/3, J = 7, aj = 613} par 
rapport a celle de l'encodeur PCDO {J = 14, aj = 1359}, ce qui entraine une reduction 
de la complexite engendree par les registres a decalages du decodeur. Par consequent, 
Fimplementation du decodeur des codes 2-CDO {R — 2/3, J = 7, aj = 613} est 2.5 
fois plus efficace que celle du decodeur des codes PCDO considere. 
En general, les resultats experimentaux ont montre qu'un decodeur des codes M-CDO, 
R = M/(M+1), garde les memes performances d'erreur du decodeur des codes PCDO, 
R = b/(b + 1) avec M = b, si les deux decodeurs utilisent le meme nombre d'equations 
de parite B pour decoder les bits d'information. Cependant, le decodeur des codes M-
CDO est M fois plus rapide. De plus, la complexite des decodeurs varie en fonction de 
la latence exprimee en nombre de cycles. La comparaison de la latence des encodeurs 
2-CDO avec celle des encodeurs PCDO [30], R = 2/3, a la figure 5.11 montre que pour 
les valeurs de B > 7, les decodeurs des codes 2-CDO sont moins complexes. Toutefois, 
pour B < 7, la latence des codes PCDO est moins importante car l'auteur de [30] n'a 
101 
pas considere la capacite de pipelinage dans la recherche de ses codes. 
Figure 5.11: Comparaison de la latence de decodeurs a seuil des codes 2-CDO et PCDO, 
i? = 2/3 
5.8 Conclusion 
Dans ce chapitre, nous avons presente les resultats experimentaux de l'imple-mentation 
materielle des decodeurs a seuil iteratifs con§us dans le cadre de ce projet. La tech-
nique de pipelinage appliquee au decodeur a seuil utilisant les nouvelles architectures 
du registre a decalage elementaire et du ponderateur a augmente le debit du decodeur 
jusqu'aux limites permises par la technologic Les performances d'erreur des codes 
PCDO a taux compatibles qui supportent plusieurs taux de codage ont ete egalement 
presentees. D'ailleurs, les resultats experimentaux des nouveaux codes M-CDO intro-
duits dans le cadre de ce projet ont montre que ces codes offrent un meilleur compromis 
entre complexite, debit et performances d'erreur que les codes CDO connus. En effet, 
pour des complexites materielles abordables, les decodeurs de ces codes sont les plus 




6.1 Bilan de la recherche realisee 
Ce memoire, qui s'ajoute aux travaux precedemment entames sur les codes correcteurs 
d'erreur dits convolutionnels doublement orthogonaux, a permis de realiser la concep-
tion et le prototypage de decodeurs a seuil iteratifs a haut debit pour ce type de codes. 
Tout d'abord, nous avons expose l'architecture du decodeur a seuil pour attirer l'attention 
du lecteur la ou des ameliorations du decodeur sont necessaires afin d'augmenter le debit. 
Par la suite, nous avons introduit une technique de pipelinage efficace et developpe une 
version parallele du DSI des codes CDO : 
• Reduction des delais engendres par les composants du decodeur et elaboration de 
la technique de pipelinage. 
• Introduction de la capacite de pipelinage comme un nouveau critere de selection 
de generateurs des codes CDO. 
• Implementation de la premiere version du DSI qui supporte les codes CDO a taux 
compatibles operant a haut debit. 
• Introduction d'un nouveau type de codes CDO a multi-registres a decalage qui 
permet un decodage parallele et qui a conduit a augmenter significativement le 
debit du decodeur (1.3 Gbps pour certains DSI). 
• Generation et comparaison des resultats experimentaux des codes. 
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II en resulte que les architectures du DSI proposees repondent de facon satisfaisante aux 
exigences des systemes pratiques de communication a haut debit. 
6.2 Ameliorations envisageables 
Dans un premier temps, nous pourrions etudier la perforation des codes M-CDO, ce qui 
permet d'obtenir des codes M-CDO a taux compatibles ayant un DSI performant a haut 
debit et a faible complexite. 
Deuxiemement, nous pourrions explorer la possibility de construire des codeurs M-CDO 
recursifs (avec retroaction sur la parite) et etudier la double orthogonalite des codes ainsi 
generes. La recherche de ces codes pourrait etre avantageuse a cause de la complexite 
reduite du decodeur, son debit eleve et 1'assurance de meilleures performances d'erreur. 
Nous pourrions aussi integrer le decodeur dans une application pratique de communi-
cation. Par exemple, nous pourrions envisager la construction d'un recepteur WiMAX 
utilisant le DSI et le comparer ainsi avec un recepteur utilisant les autres decodeurs 
adoptes par la norme. 
Enfin, nous pourrions considerer l'implementation d'un decodeur a seuil iteratif forme 
d'un petit nombre d'iterations (une ou deux) et qui seront reiterees plusieurs fois. Un 
tel decodeur occupe peu d'espace sur un FPGA et nous pourrions ainsi verifier l'effet 
de l'augmentation du nombre d'iterations sur les performances d'erreur a des faibles 
valeurs de Eb/N0. 
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6.3 Ouverture 
Les resultats remarquables des prototypes du DSI presentes motivent a aller plus loin 
dans ce domaine. Ainsi, la realisation d'une version ASIC du DSI, dans le cadre de 
recherches futures, pourrait s'averer tres avantageuse. Pour une telle solution, il faut 
remplacer tous les composants propres au FPGA (LUT, Mult 18x18 ...)• Les librairies de 
la technologie ASIC peuvent former un bon point de depart dans ce cas. Le ponderateur 
pourrait etre remplace par un "Shifter" qui permet la multiplication par les puissances 
negatives de 2. A partir d'une version ASIC du DSI, nous pourrions envisager des debits 
beaucoup plus eleves que ceux obtenus par une solution FPGA. De plus, la consomma-
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ANNEXE I 
ARCHITECTURE DES COMPOSANTS DU DECODEUR A SEUIL DES 
CODES CDO 
1.1 Operateurs elementaires 
Les operateurs elementaires sont utilises implicitement dans le decodeur afin d'imple-
menter d'autres operateurs ou composants. Nous distinguons dans le design du decodeur 
deux operateurs elementaires : l'additionneur a deux entrees et l'operateur Addmin a 
deux entrees. L'additionneur a deux entrees est utilise afin d'implementer l'arbre de 
l'additionneur a (J + 1) entrees qui additionne les J equations de parite, wf!)> avec 
le symbole d'information, y". L'operateur Addmin a deux entrees est utilise dans la 
implementation de l'operateur Addmin global (AG) et le registre a decalage de retro-
action (RD3) qui servent a calculer les equations de parite. 
1.1.1 Additionneur a deux entrees 
L'additionneur a deux entrees effectue 1'addition des deux operandes presents a ses 
entrees. Les deux operandes sont signes et represented en format C2. A la sortie, 
l'additionneur a deux entrees ajoute un bit de precision pour tenir compte de tout depas-
sement (overflow) qui peut se produire. Ainsi, comme montre a la figure 1.1, si les 
entrees ont une resolution de k bits, alors la sortie de l'additionneur a deux entrees a une 
resolution de k + 1 bits. 






Figure 1.1: Additionneur a deux entrees 
1.1.2 Operateur Addmin a deux entrees 
L'operateur Addmin a deux entrees applique l'operation "addmin" exprimee par (2.14) 
sur les deux operandes representee en format SA presents a ses entrees. L'amplitude et 
le signe de la sortie de cet operateur sont calcules separement. L'amplitude a la sortie 
de l'operateur Addmin est egale au minimum des deux amplitudes des operandes et elle 
s'obtient en utilisant un comparateur et un mulyiplexeur (MUX). Le signe du resultats 
obtenu a la sortie de l'operateur Addmin est determine par un operateur XNOR dont 
les entrees sont les signes des operandes. Ainsi, la sortie de l'operateur Addmin a deux 







' k - 1 
'k-1 
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Figure 1.2: Architecture de l'operateur Addmin a deux entrees 
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1.2 Operateur de conversion binaire 
U implementation des differents operateurs du decodeur necessite pour chacun d'eux 
l'adoption d'une representation binaire convenable. Afin d'implementer l'additionneur, 
la representation binaire "Complement a deux" (C2) est adoptee puisque 1'addition en 
C2 peut s'effectuer directement sans avoir recours a aucune conversion des nombres 
negatives. Ainsi, 1'implementation d'un additionneur utilisant ce format possede une 
complexity materielle moins elevee et un delai combinatoire reduit. 
D'autre part, l'operation "addmin" exprimee par (2.14) est basee sur la comparaison 
des amplitudes (valeurs absolues) des operandes ainsi que sur un calcul independant des 
signes. Par consequent, la representation binaire "Signe-Amplitude" (SA) est adoptee 
pour implementer les operateurs Addmin car avec ce format, l'amplitude de chaque 
operande est directement disponible. La representation SA favorise une implementation 
plus rapide du ponderateur comme montre a la sous-section 3.2.1. Le saturateur qui suit 
directement le ponderateur est aussi implements en utilisant la meme representation. 
En somme, la representation SA est adoptee pour implementer tous les composants du 
decodeur sauf l'additionneur ou la representation C2 est utilisee. Afin d'avoir les entrees 
de l'additionneur en format C2, un operateur de conversion binaire (SA/C2) est insere 
avant l'additionneur. Cet operateur fait passer les nombres positifs inchanges et effectue 
la conversion complement a deux des nombres negatifs. La conversion complement a 
deux consiste a inverser tous les bits de l'amplitude d'un nombre negatif et a additionner 
1 a celui-ci. Evidemment, la conversion inverse de C2 vers SA consiste a effectuer une 
autre conversion complement a deux. Alors, un autre operateur de conversion binaire 
(C2/SA) est insere apres l'additionneur afin de convertir sa sortie en format signe ampli-
tude. II importe de noter que 1'operateur de conversion binaire ne change pas le nombre 
de bits sur lesquels les symboles sont representes. Ainsi, chaque sortie de l'operateur a 
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le meme nombre de bits que l'entree correspondante. 
1.3 Le detecteur de zeros 
L'utilisation des deux representations binaires SA et C2 dans un circuit numerique con-
duit au probleme commun de 1'interpretation du nombre binaire "10 • • • 0". Afin de bien 
comprendre ce probleme, considerons des nombres entiers representes par des mots bi-
naires ayant une largeur de 4 bits. En C2, le mot "10 • • • 0" est le plus petit nombre 
negatif representable sur un nombre donne de bits, soit "1000 = —8" sur 4 bits, tan-
dis que le meme mot represente en SA le nombre zero (1000 = —0 = 0). Toutefois, 
la conversion (SA/C2) du nombre "1000" donne le meme nombre (1000 —> 0111 —> 
1000). En d'autres termes, la conversion a l'entree de 1'additionneur d'un zero "negatif 
(1000 = —0) en SA donne (1000 = —8) en C2. De meme, la conversion a la sor-
tie de 1'additionneur de —8 en C2 genere un zero negatif en SA. Bref, afin d'eviter 
toute sorte d'interpretation erronee de ces zeros negatifs a l'entree de 1'additionneur, un 
operateur "detecteur de zeros" est insere directement apres l'operateur de conversion bi-
naire (SA/C2). Cet operateur detecte la presence des zeros negatifs (1000) pour ensuite 
les transformer en des zeros reguliers (0000). 
D'autre part, l'absence des plus petits nombres negatifs a l'entree de 1'additionneur 
empeche la generation des plus petits nombres negatifs a sa sortie. En effet, 1'addition-
neur produit a sa sortie le plus petit nombre negatif si et seulement si les operandes 
etaient des plus petits nombres negatifs : 10000 = 1000 + 1000 ou -16 = - 8 + (-8). 
Par consequent, 1'introduction d'un detecteur de zeros a la sortie de 1'additionneur ne 
s'avere pas necessaire (voir figure 3.1). Ainsi, l'elimination de cette operation contribue 
a reduire la complexite globale du decodeur ainsi que les delais combinatoires qui limi-
tent son debit. 
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1.4 Registres a decalage 
1.4.1 Registres a decalage de l'information et de parite 
Le registre a decalage d'information (RD1) memorise les symboles d'information et 
fournit le symbole yf a l'additionneur et a la sortie correspondante. A son tour, le registre 
a decalage de parite (RD4) memorise les symboles de parite afin de les synchroniser avec 
yf et \\ . La longueur de ces registres a decalage est egale a la memoire de l'encodeur, 
aj. Puisqu'une quantification douce sur 3 bits est utilisee pour quantifier les symboles 
yu et yp recus du canal, la largeur de RD1 et RD4 est aussi fixee a 3 bits. Ainsi, un 
registre a decalage elementaire de longueur L = aj et de largeur W = 3 est utilise pour 
implementer chacun de RD1 et RD4. 
1.4.2 Registre a decalage de A (M_1) 
A l'iteration /i, le registre a decalage RD2 conserve les valeurs de sortie A*M_1\ II fournit 
a l'operateur Addmin global les valeurs correspondantes aux symboles A^7 '_a •., j > 
k, requises pour effectuer le calcul des equations de parite ip(itj)M donnees par (2.13). 
Pour j > k, A:̂ 7 '_a s inclut tous les termes impliquant les differences simples positives 
du code convolutionnel utilise. 
Soit Ns = J(J — l ) /2, le nombre des differences simples positives [30] et DS
+ = 
{Ph,h = 1,2, ••• ,NS}, l'ensemble des differences simples positives avec $ > j3j, 
i > j , Pi et (3j G DS+. La plus grande difference positive correspond alors a fiNs — 
Oij — OL\— a j («i = 0). A chaque difference positive fih G DS+ correspond une sortie 
Rh dans RD2. Pour implementer RD2, entre chaque sorties Rh et Rh-i un registre a 
decalage elementaire de longueur (fih — Ph-i) et de largeur RInt est insere. A 1'entree 
de RD2, la sortie RNs qui correspond a la difference f3Ns = aj est connectee directement 
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a AJ^~j . La longueur total de RD2 est alors donnee par fiNs — fi\ — aj — min(DS
+) 
ou min(DS+) represente la plus petite difference positive. Notons qu'a la premiere 
iteration, l'entree de RD2 est connectee a yf+aj-
1.5 Le saturateur 
Le saturateur (Sat) a ete utilise dans [36] pour limiter le nombre de bits dans le noyau de 
logique combinatoire du decodeur. A l'entree de l'additionneur, les operandes ont une 
largeur equivalant a la resolution binaire du decodeur, RInt. La largeur de la sortie de 
l'additionneur est equivalant a : 
RSADD = RInt + n (LI) 
ou n est le nombre des niveaux de l'additionneur donne par (3.10). En remplacant (1.1) 
dans (3.1), la largeur de la sortie du ponderateur peut s'ecrire: 
RSpand = RInt + n + RCP (1.2) 
Le saturateur reduit done la largeur de Spond et le transforme de nouveau a RInt avant 
d'etre reinjectee dans RD3 de l'iteration courante ou dans RD2 de l'iteration suivante. 
Prenons par exemple le cas ou RInt = 5 bits. Si la valeur absolue de 5pond est plus 
grande que "01111" alors il la sature a "si 111" ou "s" represente le signe de Spond. 
Cette saturation est possible grace aux proprietes de l'operateur Addmin qui determine 
en valeur absolue le minimum de ses entrees. Dans le cas ou la valeur absolue de Spond 
est plus petite que "01111", le saturateur elimine les {n+Rcp) bits de precision. II est de-
montre dans [36] que la saturation n'affecte pas les performances d'erreur du decodeur. 
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ANNEXE II 
NOMBRE DE DIFFERENCES DOUBLES INEVITABLES EN FONCTION DE 
JRA 
En considerant la formule des differences doubles {am,qj — &i,q,k) + {cxi,P,r —
 an,P,s)-> les 
differences doubles inevitables (DDI) existent seulement si les indices (m, q) = (l,p) en 
permutant j et r ou si {n,p) = (l,p) en permutant k et s. 
II. 1 Cas ou (m, q) = (l,p) = (n,p) : 
Dans ce cas, il s'agit des DDI obtenues a partir de ( a m g j — am,q,k) + (
am,q,r — am,q,s) 
associees a l'ensemble Am,q ayant un maximum de JRA connexions (le meme principe 
s'applique aux generateur des codes CDO ayant J = JRA connexions): 
1. Si JRA = 2, alors les deux differences doubles ± 2 ( a m g j — o-m,q,k) existent seule-
ment et le nombre de DDI, NDDI, est egale a zero. 
2. Si JRA = 3, alors pour chaque couple de connexions (am,q,j, <Xm,q,r)*
 u n DDI se 
produit en permutant j et r dans (am,qj—«m,g,fc) + (
am,q,r—Oim,q,k) et un autre DDI 
se produit en permutant les memes indices dans (am,g,fc—ctm.q,j)+(®m,q,k —&m,q,r)-
Ainsi, NDDI = 2 x Q = 6. 
3. Si JRA > 4, alors ils existent 6 DDI dans chaque sous ensemble de trois con-
nexions et quatre differences doubles egales dont trois sont des DDI pour chaque 
deux couples de connexions (am,q,j, ®m,q,r) et (am^k, am^s). Par consequent, le 
117 
nombre total de DDI est donne par : 
, r a (JRA\ , 0 (JRA\ ( JRA — 2 
NDDI = 6 x U J + 3 x U ) x { 2 
( 3 J ^ - 1 4 J ^ + 2 1 J ^ - 1 0 J ^ ) 
(III) 
Notons que 1'equation (II. 1) est valide V JRA > 0. 
II.2 Cas ou (m,q) — (l,p) ^ (n,p) : 
Dans ce cas, il s'agit des DDI obtenues a partir de (am,q,j —
 am,q,k) + (&m,q,r — an,q,s) '• 
1. Si JRA = 2, alors le nombre de DDI est N'DDI = 0. 
2. Si JR^ = 3, alors les DDI se produisent en permutant j et r, soit N'DDI — (^) = 3. 
3. Si JRA > 4, alors ils existent 3 DDI dans chaque sous ensemble de trois connex-
ions. Ainsi, le nombre total de DDI est donne par : 
N'DDI = 3 x (
J ^ ) 
_ (JRA ~ 3JRA + 2JRA) 
ce qui reste valide V JRA > 0 ainsi que dans le cas ou (m, q) ^ (/, q) = (n, p). 
A partir de (II. 1) et (II.2), nous constatons que si JRA < 2 alors le nombre de differences 
doubles inevitables est egale a zero pour les codes M-CDO. 
ANNEXE III 
CODE VHDL DU GESTIONNAIRE D'HORLOGE 
- - Ecole Polytechnique de Montreal 
- - Departement de Genie Electrique 
- - TITLE : Gestionnaire d'horloge 
- - DESCRIPTION : Ce module implemente le Gestionnaire d'horloge 
pour les taux de codage 1/2 < R < 8/9 
- - FILE : clkManager.vhd 
- - CREATION 
--DATE AUTHOR PROJECT REVISION 
- - 28/04/2008 Abbas NEMR DSI des codes PCDO a taux compatibles 
- - MODIFICATION HISTORY 
--DATE AUTHOR PROJECT REVISION COMMENTS 
library ieee; 




entity clkManager is 
generic ( 
CLKIN_PERIOD : real := 14.000 - - elk period in ns 
); 
Port( 
- - Inputs 
CLKJN : in stdJogic; - - Input elk 
RSTJN : in stdJogic; - - Input rst 
RSelect: in std_logic_vector(2 downto 0); - - Coding Rate Selector 
- - Outputs 
dCLK : out stdJogic; - - Encoder/decoder elk 
dLoad : out stdJogic; - - Encoder/decoder load 
cCLK : out stdJogic; - - Channel elk 
cLoad : out stdJogic; - - Channel load 
synchDone : out stdJogic - - Outputs are Ready 
); 
end clkManager; 
architecture BEHAVSTRUCT of clkManager is 
signal GNDJ3IT : stdJogic; 
signal CLKINJBUFG : stdJogic; 
- -RST MSA 
signal iRST : stdJogic; 
signal iRSTCurrentState , iRSTFutureState : stdJogic_vector(2 downto 0); 
- -dLoad MSA 
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signal idload: stdJogic; 
signal idLoadCurrentState , idLoadFutureState : std_logic_vector(3 downto 0); 
- -cLoad MSA 
signal icload: stdJogic; 
signal icLoadCurrentState , icLoadFutureState : stdJogic_vector(3 downto 0); 
- -synchDone MSA 
signal iSynch : stdJogic; 
signal isynchCurrentState , isynchFutureState : stdJogic_vector(l downto 0); 
signal cCLKl, cCLK2, cCLK3, cCLK4, cCLK5, cCLK6, cCLK7, cCLK8 : stdJogic; 
signal icCLK, CLKTmpl, CLKTmp2, CLKTmp3 : stdJogic; 
signal CLKTmp4, CLKTmp5, CLKTmp6 : stdJogic; 
begin 
GNDJ3IT < = '0'; 
- - IBUFG input elk 
CLKINJBUFGJNST : IBUFG 




- - iRES doit etre maintenu actifau moins 3 cycles afin de remettre a zero tous les DCM 
iRES_synch : process(RST J N , CLKINJBUFG) 
begin 
if(RSTJN = ' l ') then 
iRSTCurrentState < = "000"; 
elsif CLKINJBUFG'event and CLKINJBUFG = ' 1' then 
iRSTCurrentState < = iRSTFutureState; 
end if; 
end process; 
iRES_asynch : process(iRSTCurrentState) 
begin 
case iRSTCurrentState is 
when "000" = > 
iRSTFutureState < = "001"; 
i R S T < = ' l ' ; 
when "001" = > 
iRSTFutureState < = "Oil"; 
i R S T < = ' l ' ; 
when "Oil" = > 
iRSTFutureState < = "010"; 
i R S T < = ' l ' ; 
when "010" = > 
iRSTFutureState < = "110"; 
i R S T < = T ; 
when"110"=> 
iRSTFutureState < = "111"; 
i R S T < = ' l ' ; 
w h e n " l l l " = > 
iRSTFutureState < = "101"; 
i R S T < = T ; 
when "101" = > 
iRSTFutureState < 
i R S T < = ' l ' ; 
when "100" = > 
iRSTFutureState < 
iRST < = '0'; 
when others = > 
iRSTFutureState < 
iRST < = '0 ' ; 
end case; 
end process; 
- - Signaux de synchronisation : dLoad = idLoad 
- - dLoad = '1' chaque (RSelect) cycles de dCLK 
idload_synch : process(iRST , CLKINJBUFG) 
begin 
if(iRST = ' l ') then 
idLoadCurrentState < = "0000"; 
elsif CLKINJBUFG'event and CLKINJBUFG = ' 1' 
idLoadCurrentState < = idLoadFutureState; 
end if; 
end process; 
idload_asynch : process(idLoadCurrentState, RSelect) 
begin 
case idLoadCurrentState is 
when "0000" = > 
if (RSelect = "001") then - - R = 1/2 





idLoadFutureState < = "0001"; 
end if; 
id load<='0 ' ; 
when "0001" = > 
if (RSelect = "010") then - - R = 2/3 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0011"; 
end if; 
id load<='0 ' ; 
when "0011" = > 
if (RSelect = "Oil") then - - R = 3/4 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0010"; 
end if; 
id load<='0 ' ; 
when "0010" = > 
if (RSelect = "100") then - - R = 4/5 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0110"; 
end if; 
id load<='0 ' ; 
when "0110" = > 
if (RSelect = "101") then - - R = 5/6 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0111"; 
end if; 
id load<='0 ' ; 
when"0111"=> 
if (RSelect = "110") then - - R = 6/7 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0101"; 
end if; 
id load<='0 ' ; 
when "0101" = > 
if (RSelect = "111") then - - R = 7/8 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0100"; 
end if; 
id load<='0 ' ; 
when "0100" = > 
if (RSelect = "000") then - - R = 8/9 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0000"; 
end if; 
id load<='0 ' ; 
when "1100" = > 
if (RSelect = "001") then 
idLoadFutureState < = "1100"; 
else 
idLoadFutureState < = "0001"; 
end if; 
i d load<= ' l ' ; 
when others = > 
idLoadFutureState < = "0001"; 
idload < = '0 ' ; 
end case; 
end process; 
- - Signaux de synchronisation : cLoad = icLoad 
- - cLoad = '1' chaque (RSelect + 1) cycles de cCLK 
- - idLoad est surveille afin de separer les fronts montant de cLoad et dLoad 
icload_synch : process(iRST, icCLK ) 
begin 
if(iRST = T) then 
icLoadCurrentState < = "0000"; 
elsif icCLK'event and icCLK = ' 1' then 
icLoadCurrentState < = icLoadFutureState; 
end if; 
end process; 
icload_asynch : process(icLoadCurrentState, RSelect,idload) 
begin 
case icLoadCurrentState is 
when "0000" = > 
if idload = ' 1 ' then 
icLoadFutureState < = "0001"; 
else 
icLoadFutureState < = "0000"; 
end if; 
ic load<='0 ' ; 
when "0001" = > 
icLoadFutureState < = "0100"; 
icload < = ' 0 ' ; 
when "0100" = > 
icLoadFutureState < = "1100"; 
icload < = ' 1 ' ; 
when "1100" = > 
if (RSelect = "001") then - - R = 1/2 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1101"; 
end if; 
icload < = '0 ' ; 
when "1101" = > 
if (RSelect = "010") then - - R = 2/3 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1111"; 
end if; 
icload < = '0'; 
w h e n " l l l l " = > 
if (RSelect = "011") then - - R = 3/4 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1110"; 
end if; 
ic load<='0 ' ; 
when "1110" = > 
if (RSelect = "100") then - - R = 4/5 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1010"; 
end if; 
icload<= '0 ' ; 
when "1010" = > 
if (RSelect = "101") then - - R = 5/6 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1011"; 
end if; 
ic load<='0 ' ; 
when "1011"=> 
if (RSelect = "110") then - - R = 6/7 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1001"; 
end if; 
icload < = '0'; 
when "1001" = > 
if (RSelect = "111") then - - R = 7/8 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1000"; 
end if; 
icload < = ' 0 ' ; 
when "1000" => 
if (RSelect = "000") then - - R = 8/9 
icLoadFutureState < = "0100"; 
else 
icLoadFutureState < = "1100"; 
end if; 
icload < = '0 ' ; 
when others = > 
icLoadFutureState < = "0000"; 
icload < = ' 0 ' ; 
end case; 
end process; 
- - Signaux de synchronisation : synchDone = iSynch 
- - iSynch = '1' si cLoad et dLoad sont prets 
iSynch_synch : process(RST JN , icCLK) 
begin 
if(RSTJN = ' l ') then 
iSynchCurrentState < = "00"; 
elsif icCLK'event and icCLK = ' 1' then 
iSynchCurrentState < = iSynchFutureState; 
end if; 
end process; 
iSynch.asynch : process(iSynchCurrentState, icload, idload) 
begin 
case iSynchCurrentState is 
when "00" = > 
if idload =' 1' then 
iSynchFutureState < = "01"; 
else 
iSynchFutureState < = "00"; 
end if; 
iSynch < = '0 ' ; 
when "01" = > 
if icload =' 1' then 
iSynchFutureState < = "11"; 
else 
iSynchFutureState < = "01"; 
end if; 
iSynch < = '0 ' ; 
when "11" = > 
iSynchFutureState < = "11"; 
iSynch < = T ; 
when others = > 
iSynchFutureState < = "00"; 




- -1 DCM est utilise pour generer chaque frequence de 
--R = CLKFXJ)IVIDE /CLKFXMULTIPLY 
DCMJNST1_R12 : DCM 
generic map( CLK_FEEDBACK = > "NONE", 
CLKDVJDIVIDE = > 2.5, 
130 
CLKFX_DIVIDE = > 1, 
CLKFX_MULTIPLY = > 2, 
CLKINJ)IVIDE^Y_2 = > FALSE, 
CLKIN_PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEW_ADJUST = > "SYSTEM_SYNCHRONOUS", 
DFS_FREQUENCY_MODE = > "LOW", 
DLL_FREQUENCY_MODE = > "LOW", 
DUTY_CYCLE_CORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT => 0, 
STARTUP_WAIT = > FALSE) 




















generic map( CLK_FEEDBACK = > "NONE", 
CLKDV_DIVIDE = > 2.5, 
CLKFXJDIVIDE = > 2, 
CLKFX_MULTIPLY = > 3, 
CLKIN_DIVIDE^Y_2 = > FALSE, 
CLKIN_PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEW_ADJUST = > "SYSTEM_SYNCHRONOUS", 
DFS_FREQUENCY_MODE = > "LOW", 
DLL_FREQUENCY_MODE = > "LOW", 
DUTY_CYCLE_CORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUP-WAIT = > FALSE) 



















DCMJNST1.R34 : DCM 
generic map( CLK_FEEDBACK = > "NONE", 
CLKDVJDIVIDE = > 2.5, 
CLKFX.DIVIDE = > 3, 
CLKFX_MULTIPLY = > 4, 
CLKIN_DIVIDE_BY_2 = > FALSE, 
CLKIN_PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEW^DJUST = > "SYSTEM_SYNCHRONOUS", 
DFS FREQUENCYJVIODE = > "LOW", 
DLL_FREQUENCY_MODE = > "LOW", 
DUTY_CYCLE_CORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUP_WAIT => FALSE) 



















DCMJNST1_R45 : DCM 
generic map( CLK_FEEDBACK = > "NONE", 
CLKDVJDIVIDE = > 2.5, 
CLKFXJDIVIDE = > 4, 
CLKFXJV1ULTIPLY = > 5, 
CLKINJDIVIDEJBY_2 = > FALSE, 
CLKIN_PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEWJ^DJUST = > "SYSTEM_SYNCHRONOUS", 
DFS_FREQUENCY_MODE = > "LOW", 
DLL_FREQUENCYJVIODE = > "LOW", 
DUTY_CYCLE_CORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUP_WAIT = > FALSE) 



















DCMJNST1_R56 : DCM 
generic map( CLK_FEEDBACK = > "NONE", 
CLKDVJDIVIDE = > 2.5, 
CLKFX_DIVIDE = > 5, 
CLKFX_MULTIPLY = > 6, 
CLKINJDIVH)E_BY_2 = > FALSE, 
CLKIN_PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEWJ^DJUST = > "SYSTEIVLSYNCHRONOUS", 
DFS_FREQUENCY_MODE = > "LOW", 
DLL_FREQUENCY_MODE = > "LOW", 
DUTY_CYCLE_CORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUP-WAIT = > FALSE) 



















DCMJNST1_R67 : DCM 
generic map( CLK_FEEDBACK = > "NONE", 
CLKDV_DIVIDE = > 2.5, 
CLKFX_DIVIDE = > 6, 
CLKFXJVIULTIPLY = > 7, 
CLKIN_DIVIDEJBY_2 = > FALSE, 
CLKIN.PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEW-ADJUST = > "SYSTEM_SYNCHRONOUS", 
DFS_FREQUENCY_MODE = > "LOW", 
DLLJFREQUENCYJVIODE = > "LOW", 
DUTY_CYCLE_CORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUPJWAIT = > FALSE) 



















DCMJNST1_R78 : DCM 
generic map( CLK_FEEDBACK = > "NONE", 
CLKDVJDIVIDE = > 2.5, 
CLKFXJDIVIDE = > 7, 
CLKFXJVIULTIPLY = > 8, 
CLKTN_DIVIDE_BY_2 = > FALSE, 
CLKIN_PERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEW_ADJUST = > "SYSTEM_SYNCHRONOUS", 
DFS_FREQUENCY_MODE = > "LOW", 
DLL_FREQUENCY_MODE = > "LOW", 
DUTY.CYCLEXORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUP_WAIT = > FALSE) 




















generic map( CLK_FEEDBACK = > "NONE", 
CLKDVJDIVIDE = > 2.5, 
CLKFX_DIVIDE = > 8, 
CLKFXJVIULTIPLY = > 9, 
CLKINJDIVIDE:BY_2 = > FALSE, 
CLKINJ>ERIOD = > CLKIN_PERIOD, 
CLKOUT_PHASE_SHIFT = > "NONE", 
DESKEWJVDJUST = > "SYSTEM_SYNCHRONOUS", 
DFS_FREQUENCYJV10DE = > "LOW", 
DLL_FREQUENCYJV10DE = > "LOW", 
DUTY_CYCLEXORRECTION = > TRUE, 
FACTORY J F = > x"C080", 
PHASE_SHIFT = > 0, 
STARTUP_WAIT = > FALSE) 



















- - BUFGMUX 
- - Selection de cCLK 
BUFGMUX JNST1 : BUFGMUX 




BUFGMUX JNST2 : BUFGMUX 




BUFGMUXJNST3 : BUFGMUX 




BUFGMUX JNST4 : BUFGMUX 




BUFGMUX JNST5 : BUFGMUX 




BUFGMUX JNST6 : BUFGMUX 




BUFGMUX JNST7 : BUFGMUX 




- - Outputs 
dCLK < = CLKINJBUFG; 
dLoad < = idload; 
cCLK < = icCLK; 
cLoad < = icload; 




COMPLEXITE ET DEBIT DES DECODEURS A SEUIL 
Tableau IV. 1: Complexite et debit par iteration du decodeur a seuil des codes PCDO 
{J = 8, aj = 139}, RInt = 5 bits, 11 etages de pipeline inseres 
{0,9,25,46,95,112,126,139} 
Complexite par iteration 
LUT FF MP* Slices Cit (kG) 










t : MULT18xl8 
Tableau IV.2: Complexite et debit par iteration du decodeur a seuil des codes PCDO 
{J = 15, a j = 2932}, RInt = 5 bits, 12 etages de pipeline inseres 
{0,135,176,192,205,222,243, 358, 526, 791,1243,1889, 2069, 2789, 2932} 
Complexite par iteration 
LUT FF MPf Slices Cit (kG) 










t : MULT18xl8 
Tableau IV.3: Complexite et debit par iteration du decodeur a seuil des codes 3-CDO 







0 37 " 
12 51 
24 67 
Complexite par iteration 
LUT FF MPf Slices Cit(kG) 









+ : MULT18x18 
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Tableau IV.4: Complexite et debit par iteration du decodeur a seuil des codes 2-CDO 
{R = 2/4, J = 8, aj = 256}, RInt = 5 bits, 11 etages de pipeline inseres 
' 0 13 43 234 
0 25 79 256 
12 41 145 253 " 
0 26 86 204 
Complexite par iteration 
LUT 
1,592 
FF MPt Slices Cit (kG) 











Tableau IV.5: Complexite et debit par iteration du decodeur a seuil des codes 2-CDO 
{R = 2/4, J = 9, aj = 383}, RInt = 5 bits, 12 etages de pipeline inseres 
0 26 63 208 376 
13 41 112 314 - 1 
0 30 157 361 - 1 
14 46 96 296 383 
Complexite par iteration 
LUT 
2,107 
FF MPf Slices 













Tableau IV.6: Complexite et debit par iteration du decodeur a seuil des codes 2-CPDO 
{R = 2/4, J = 8, a j = 100}, RInt = 5 bits, 11 etages de pipeline inseres 
0 13 42 77 
0 25 55 92 
12 40 72 84 
0 26 57 100 
Complexite par iteration 
LUT FF MPf Slices Cit (kG)j 










f : MULT18xl8 
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Tableau IV.7: Complexite et debit par iteration du decodeur a seuil des codes 3-CPDO 
{R = 3/6, J = 9, aj = 107}, RInt = 5 bits, 12 etages de pipeline inseres 
0 27 73 
13 41 89 
0 57 107 
13 57 106 
0 42 87 
0 27 73 
0 28 89 
0 43 107 
13 58 71 
Complexite par iteration 
LUT FF MPf Slices Cit (kG) 










+ : MULT18xl8 
Tableau IV.8: Complexite et debit par iteration du decodeur a seuil des codes 2-CDO 
{R = 2/3, J = 5, a j = 132}, RInt = 5 bits, 11 etages de pipeline inseres 
" 0 12 38 96 132 ' 
0 25 55 78 112 
Complexite par iteration 
LUT 
1,019 
FF MP* Slices Cit (kG) 










Tableau IV.9: Complexite et debit par iteration du decodeur a seuil des codes 2-CDO 
{R = 2/3, J = 9, a j = 1746}, RInt = 5 bits, 13 etages de pipeline inseres 
0 28 59 94 140 316 530 1057 1690 " 
14 43 75 114 252 386 765 1223 1746 
Complexite par iteration 
LUT 
4,859 
FF MPf Slices 















PERFORMANCES D'ERREUR DE DSI DES CODES PCDO 
Figure V.l: BER en fonction de CP, CDO {J = 8, otj = 139}, R = 1/2, RInt = 5 
bits, 8 iterations 
Eb/N0(dB) 
Figure V.2: BER en fonction de Eb/N0, CDO {J = 8, aj = 139}, R = 1/2, CP = 
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Figure V.3: BER en fonction de CP, PCDO {J = 8, a3 = 139}, R = 2/3, RInt 
bits, 8 iterations 
= 5 
Eb/N0(dB) 
Figure V.4: BER en fonction de Eb/N0, PCDO {J = 8, aj = 139}, R = 2/3, C P = 
0.484375, i?/nt = 5 bits, 8 iterations 
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Figure V.5: BER en fonction de Eb/N0, PCDO {J = 8, aj = 139}, R = 4/5, C P = 
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Figure V.6: BER en fonction de Eb/N0, PCDO a taux compatibles {J 
R = 1/2,2/3 et 4/5, RInt = 5 bits, 8 iterations 
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Figure V.7: BER en fonction de CP, CDO {J = 15, aj = 2932}, R = 1/2, RInt = 5 
bits, 8 iterations 
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Figure V.8: BER en fonction de Eb/N0, CDO {J = 15, aj = 2932}, i* = 1/2, C P 












: * ! : : j *: I I I '.".'. '. '. '. >< : : '.'.*. 
0.25 
- x — 2.54 dB 
3.04 dB 
->V— 3.54 dB 
- * - 4.04 dB 
J*--:—•*<• 
0.3 0.35 0.4 
Coefficient de Ponderation, CP 
Figure V.9: BER en fonction de CP, PCDO {J = 15, a3 = 2932}, R = 2/3, RInt = 5 
bits, 8 iterations 
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Figure V.10: BER en fonction de Eb/N0, PCDO {J = 15, « j = 2932}, R = 2/3, 
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Figure V.l 1: BER en fonction de CP, PCDO {J = 15, aj = 2932}, R = 3/4, RInt 
5 bits, 8 iterations 
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Figure V.12: BER en fonction de Eb/N0, PCDO {J = 15, aj = 2932}, R = 3/4, 
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Figure V.13: BER en fonction de CP, PCDO {J = 15, otj = 2932}, R = 4/5, RInt 
5 bits, 8 iterations 
Figure V.14: BER en fonction de Eb/N0, PCDO {J = 15, a0 = 2932}, R = 4/5, 
CP = 0.546875, RInt = 5 bits, 8 iterations 
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Figure V.15: BER en fonction de CP, PCDO {J = 15, a3 = 2932}, R = 5/6, RInt 
5 bits, 8 iterations 
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Figure V.16: BER en fonction de Eb/N0, PCDO {J = 15, a3 = 2932}, R = 5/6, 
C P = 0.546875, RInt = 5 bits, 8 iterations 
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Eb/NQ(dB) 
Figure V.17: BER en fonction de Eb/N0, PCDO {J = 15, aj = 2932}, R = 7/8, 
CP = 0.75, RInt = 5 bits, 8 iterations 
Eb /No<dB) 
Figure V.18: BER en fonction de Eb/N0, PCDO a taux compatibles {J = 15, aj = 
2932}, R=l/2,2/3,3/4,4/5, 5/6 et 7/8, RInt = 5 bits, 8 iterations 
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ANNEXE VI 
PERFORMANCES D'ERREUR DE DSI DES CODES M-CDO ET M-CPDO 
1 0-* i i , j i , ; 1 
0.2 0.25 0.3 0.35 0.4 0.45 0.5 
Coefficient de Ponderation, CP 
Figure VI. 1: BER en fonction de CP, 3-CDO {R = 3/6, J = 6, aj = 67}, RInt = 5 
bits, 8 iterations 
Figure VI.2: BER en fonction de Eb/N0, 3-CDO {R = 3/6, J = 6, aj = 67}, CP = 
0.5, RInt = 5 bits, 8 iterations 
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0.2 0.25 0.3 0.35 0.4 
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0.45 
Figure VI.3: BER en fonction de CP, 2-CDO {R = 2/4, J = 8, aj = 256}, RInt = 5 
bits, 8 iterations 
Eb/N0(dB) 
Figure VI.4: BER en fonction de Eb/N0, 2-CDO {R = 2/4, J = 8, aj = 256}, 
CP = 0.375, RInt = 5 bits, 8 iterations 
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Figure VI.5: BER en fonction de CP, 2-CDO {R = 2/4, J = 9, a3 = 383}, RInt = 5 
bits, 8 iterations 
Figure VI.6: BER en fonction de Eb/N0, 2-CDO {R = 2/4, J = 9, aj = 383}, 
CP = 0.375, RInt = 5 bits, 8 iterations 
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Figure VI.7: BER en fonction de CP, 2-CPDO {R = 2/4, J = 8, aj - 100}, RInt = 5 
bits, 8 iterations 
Figure VI.8: BER en fonction de Eb/N0, 2-CPDO {R = 2/4, J = 8, aj = 100}, 
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Figure VI.9: BER en fonction de CP, 3-CPDO {R = 3/6, J = 9, aj = 107}, RInt = 5 
bits, 8 iterations 
Figure VI. 10: BER en fonction de Eb/N0, 3-CPDO {R = 3/6, J = 9, aj = 107}, 
CP = 0.34375, RInt = 5 bits, 8 iterations 
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Figure VI. 11: BER en fonction de CP, 2-CDO {R = 2/3, J = 5, aj = 132}, RInt = 5 
bits, 6 iterations 
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Figure VI. 12: BER en fonction de Eb/N0, 2-CDO {R 
CP = 0.453125, RInt = 5 bits, 6 iterations 
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Figure VI. 13: BER en fonction de CP, 2-CDO {R = 2/3, J = 9, aj 
RInt — 5 bits, 6 iterations 
Eb / No(dB) 
Figure VI. 14: BER en fonction de Eb/N0, 2-CDO {R = 2/3, J = 9, aj 
CP = 0.359375, RInt = 5 bits, 6 iterations, 10 Gbits simules 
