Abstract. The well-known method whereby solutions of the KPhierarchy may be associated to a curve is shown to work in any dimension.
Introduction
The algebro-geometric inverse scattering method for solving nonlinear partial differential equations has been thoroughly developed over the last twentyfive years in the case of one-dimensional spectral varieties. [K1, K2, K3, KN, Mum, SW] . The basic idea, the Krichever construction, associates to an affine curve (and some additional data at infinity), the Baker function, ψ(z, t 1 , t 2 ...), where z is a parameter on the curve, and t 1 , t 2 , ... are additional parameters. Then ψ turns out to be a common eigenfunction for a commutative ring of differential operators with respect to t 1 , the spectrum of which is the original curve. Upon differentiating the operators with respect to t 2 , t 3 , ..., one discovers that they satisfy interesting hierarchies of nonlinear evolution equations. Moreover, t 2 , t 3 , ... are, in a natural way, parameters on the jacobian of the (completed) curve, so one has linearized the nonlinear PDE's on the jacobian.
There have been partial results in higher dimensions, focusing mostly on the construction of commutative rings of differential operators. [CV, BK, KP, N1, N2] . The goal in this paper will be to obtain not only the operators but the flows as well. Rather than emphasize the Baker function, we will use the language of the Fourier-Mukai transform, or FMT. [Muk] . The translation, in the case of one dimension, consists of subsituting the Poincaré line bundle for the Baker function and covariant derivatives of line bundles on the jacobian for ordinary derivatives. (See [PR, R1, R2] for this interpretation of the Krichever construction.)
The main modification of the one-dimensional case is that in higher dimensions the commuting partial differential operators tend to be 1991 Mathematics Subject Classification. Primary 35Q53 ; Secondary 35A27, 58F07, 14K05. matrix-valued, while for curves this is a matter of choice. The distinction arises as a consequence of the fact that for a point on a curve, the sections of the normal bundle map the point isomorphically to P 0 , while for a hypersurface in higher dimensions this is generally not the case. The degree of the normal bundle gives the size of the matrices. (The problem of finding interesting families of commuting scalar differential operators in several variables seems quite tricky.)
The outline of the paper is as follows. Section two gives the basic results connecting the FMT with the theory of D-modules. Section three applies this theory, to obtain commuting matrix partial differential operators. Section four addresses the problem of choosing a good basis. Section five brings in microdifferential operators. The formula for the flows is given in section six.
It is a pleasure to acknowledge invaluable discussions with Alexander Polishchuk and Robert Varley.
Fourier-Mukai transform and D-modules
2.1. Let X be an irreducible projective variety over C and let S ⊂ X be a nonempty 0-dimensional closed subscheme. Let I S denote the ideal sheaf of S. For a sheaf of O X -modules F , denote by F | S the pullback of F to S. Let Y S denote the algebraic group consisting of pairs (L, ℓ) , where L is a line bundle on X of degree zero and ℓ is a trivialization of L| S . Let P be a Poincaré line bundle on X × Y S , i.e. a universal line bundle equipped with a trivialization P| S×Y S ≃ O S×Y S . One has a canonical isomorphism
where π 1 , π 2 and m are the projection and multiplication maps, respectively, on Y S × Y S .
Definition 2.1 (Fourier-Mukai transform). Given a quasicoherent sheaf
where π X , π Y S are the two projection maps on X × Y S .
Remark 2.2. It is usual to define the Fourier-Mukai transform on the derived category, which, however, we will not need in this paper.
Let D Y S denote the sheaf of linear differential operators on Y S . One might ask how to augment the data of an O X -module structure on a sheaf F so that Φ S (F ) will inherit a D Y S -module structure (cf. [L, R2] .) Definition 2.3. An extension rigidified along S is a locally split exact sequence of O-modules
equipped with an isomorphism
The extensions of O by O rigidified along S are classified by H 1 (X, I S ). Thus one may make the following definition.
Proof. The construction generalizes the one given in [R2] . Let g
Referring to (2.5), the map g * S → Hom(E S ), ω → t( ω, p(·) ), defines an action of g ′ S on E S . Thus E S is the direct image of a line bundle on X × Spec(g ′ S ). Denote this line bundle by P ′ . On the other hand, Spec(g ′ S ) is the first order neighborhood of the identity in Y S . Then P ′ = P| X×Spec(g ′ S ) canonically. It is easy to see that the following data are equivalent: DATA I. A splitting of the sequence
restricting to the identity on X, where p is projection onto X. The first order neighborhood of the diagonal in Y S ×Y S is canonically isomorphic to Y S × Spec(g ′ S ). Denote by p i , i = 1, 2, the two projections Y S × Spec(g ′ S ) → Y S coming from this identification. There is a third map, ǫ :
followed by the inclusion map.
By equation (2.1), one has a canonical isomorphism
It then follows from the base change formula that an instance of DATA II gives an isomorphism
restricting to the identity along Y S , that is to say, a connection on Φ S (F ). For any splitting F ⊗ C g S τ → E S ⊗ F of (2.7) one may define its curvature as follows. Given an open set U ⊂ X, any splitting O U ⊗ C g S σ → E S | U defines a splitting, 1 ⊗ σ, of (2.7) restricted to U. The difference is a section
The commutator is independent of the choice of σ, so one has a globally defined curvature
Then the following data are equivalent:
splitting of (2.7) with vanishing curvature ⇔ A S -module structure on F .
It is easy to check that Φ S carries the curvature of the splitting to the curvature of the connection. Thus an A S -module structure on F endows Φ S (F ) with a connection whose curvature vanishes, i.e. a D Y S -module structure.
There is a canonical isomorphism
(2.13)
Thus one has a priori two D Y S -module structures on Φ S (O S ). On the one hand, (2.13) gives a homomorphism
so it has its standard D Y S -module structure. We leave it to the reader to verify the following result. 
One then constructs sheaves of algebras A τ and B τ over O X and O Y S respectively, in complete analogy with A S and D Y S :
Let B τ denote the sheaf of associative O Y S -algebras generated by M, with relations
Remark 2.8. If τ is the 0-map, then
as algebras.
Remark 2.9. There are canonical homomorphisms
On the other hand, if τ is surjective, then every right inverse of τ defines homomorphisms
Notation . Every B τ -module structure on an O Y S -module G determines, and is determined by, a C-
We will often refer to ∇ itself as a B τ -module structure or an action of B τ .
2.4. Let F be a sheaf of O X -modules equipped with two A τ -module structures, α 1 and α 2 . Their difference is a map
This in turn gives us a map
The proof of the following lemma is left to the reader.
Lemma 2.11. 1. Let ∇ 1 and ∇ 2 be the B τ -module structures on Φ S (F ) associated to α 1 and α 2 respectively. Then
2. Let τ be the 0-map. Let F be an O X -module and declare F to be an A τ -module by letting mF = 0 for all m ∈ M. Then mΦ S (F ) = 0 as well.
Remark 2.12. The minus sign in part 1 of the lemma is a matter of convention, introduced for later convenience.
2.5. Let C be a quasicoherent sheaf of commutative O X -algebras such that the inclusion O → C is injective. Set
Since H 0 (X, I S ) = 0, there is an exact sequence
Proposition 2.13. There is a canonical homomorphism
Proof. One has natural maps α and β,
Projection onto the first factor presents E as an extension,
(To see that the projection is surjective, restrict the sequence
to an affine open subset U. Then H 1 (U, I S ) = 0, so one may choose a splitting
.) It is clear that the extension (2.29) is defined by the natural map M C,S → g S , so one has a canonical isomorphism
(2.30)
Projection onto the second factor induces an algebra homomorphism
This homomorphism factors through A C,S , so the proposition is proved.
Corollary 2.14. If G is a C-module, then G is naturally an A C,Smodule, whence Φ S (G) is naturally a B C,S -module. In particular, one has a functor from O X -modules to B C,S -modules,
Let ∇ denote the canonical B C,S -module structure on Φ S (F ⊗ C). From the sequence (2.25) one sees that for m ∈ H 0 (X, C), ∇ m is a B C,S -linear endomorphism. On the other hand, m itself defines an A C,S -linear endomorphism of F ⊗ C, which in turn determines a B C,Slinear endomorphism of Φ S (F ⊗C). It will be useful to know that these endomorphisms are the same.
Proof. It suffices to prove the result when F = O, i.e. when ∇ m is acting on Φ S (C). Referring to the extension E defined in the proof of proposition 2.13, the canonical splitting of the sequence
is defined as follows. Let m ∈ M C,S . Let U ⊂ X be an open set on which m lifts to a section h ∈ H 0 (U, C).
On the other hand, the sequence
So when we tensor sequence (2.34) with C, there are two splittings, the one that extends to (2.33) and the one induced from the a priori splitting of (2.34). These two splittings make Φ S (C) a module over O Y S ⊗ Sym(H 0 (X, C)) in two ways. By lemma 2.11, m acts by 0 with respect to the latter structure. Also by lemma 2.11, the difference between the two actions can be read off from the difference between the two splittings. That is to say, the difference of the splittings sends m to t(1) ⊗ h for some h ∈ H 0 (X, C), and ∇ m acts by multiplication by h. But in definingm h , we may take h = m globally. Thus the difference between the splittings is
With the sign convention adopted in lemma 2.11, the proposition is proved.
2.6. Let Z ⊂ X be a reduced, ample Cartier hypersurface. Let
For F a sheaf of O X -modules, define
Abbreviate A O( * Z),S by A Z,S and B O( * Z),S by B Z,S . By corollary 2.14, Φ S (F ( * Z)) has a B Z,S -module structure ∇.
Our aim now is to embed Φ S (F ( * Z)) in a larger B Z,S -module, in which ∇ may be decomposed into a "local" part and a "singular" part. Let U be an affine open subset of X, with S ⊂ U. Denote by O| U the direct image of the structure sheaf of U under the inclusion map.
is injective.
Proof. The natural map F ( * Z) → F ( * Z) ⊗ O| U is injective, since F is torsion-free. Since Φ S is left-exact, the lemma is proved.
Assume from now on that F is a torsion-free O X -module. Continue to denote by ∇ the B C,S -module structure on the larger sheaf Φ S (F ( * Z) ⊗ O| U ).
Proposition 2.18. There exists a B Z,S -module structure, ∇ U , on Φ S (F ( * Z) ⊗ O| U ), functorially in F , such that the following properties hold:
Using the fact that
wherem is a lift of m on U.
Proof. We have an exact sequence
with an action of D Y S , with respect to which Φ S (F ⊗ O| U ) and Φ S (F ⊗ I S | U ) are submodules. Furthermore, lemma 2.6 and part 1 of lemma 2.11 imply that the induced action of D Y S on Φ S (F | S ) is the standard action on the trivial bundle. The natural homomorphism B Z,S → D Y S then gives us ∇ U , satisfying properties 1 and 2. Moreover, if we let σ :
(2.39)
Both M Z,S and M O| U ,S are subspaces of M O| U ( * Z),S , and m and σ(m) have the same image in
Clearly,m is a lift of m on U. Now Φ S (F ( * Z) ⊗ O| U ) is canonically a B O| U ( * Z),S -module, so one has an operator ∇m. By proposition 2.15, ∇m acts bym. Moreover, the B O| U ( * Z),S action extends both the B O( * Z),S action and the B O| U ,S action. Thus
Commuting matrix differential operators
From now on we assume F is rank-one, torsion free, and locally free in a neighborhood of Z.
Let
Then N Z is the normal sheaf of Z, which we will regard either as a sheaf on X or Z depending on the circumstance. Note that one has an exact sequence
) be an n-dimensional space of sections with the following properties:
Then W defines a finite morphism
Note that W is naturally a subspace of M Z,S , so one has the sheaves of subalgebras A W ⊂ A Z,S and B W ⊂ B Z,S .
and we have an imbedding
There is also a filtration on B W , with respect to which
Moreover, the action of gr(B W ) on gr(Φ S (F ( * Z))) is compatible with the action of Sym(W ) on Φ S (gr(F ( * Z))) induced by the action of Sym(W ) on gr(F ( * Z)).
Proof. Let m ∈ W . By proposition 2.18, the singular part of the action of m is given, locally in X, by multiplication by a meromorphic function with poles on Z, whose class in N Z,S is m itself. This proves the lemma.
Next we give a criterion for Φ S (F ( * Z)) to be a locally free B Wmodule on a dense open subset of Y S .
Theorem 3.2. Assume that for a general line bundle M on X of degree 0,
for all j and 0 < k < n. Then Φ S (F ( * Z)) is locally free as a B W -module at a general point of Y S . Moreover,
(3.10)
Proof. It suffices to prove that for general M, the fiber of gr(Φ S (F ( * Z))) at M is free as a Sym(W )-module. First consider the case n ≥ 2. By the hypothesis, with k = 1, the fiber is
Then S M is a vector bundle on P n−1 . Moreover,
for all j and 0 < k < n − 1. By Horrock's criterion [OSS] , S M decomposes as sum of line bundles. Then ⊕ j H 0 (P n−1 , S M (j)) is free as a Sym(W )-module. (Note that the sum is over all integers j, but is bounded below.) This proves the result when n > 2.
When n = 1, the argument is slightly different. Z is now a sum of smooth points, p 1 , ..., p d , and
, where ξ is a basis for W . On the one hand, this is not a free C[ξ]-module, but on the other hand, the fiber of gr(Φ(F ( * Z))) is a proper submodule, isomorphic to
Notice that the hypothesis of theorem 3.2 is not at all stringent. Indeed, we have the following corollary. Proof. First choose a so that for all k > 0, and general degree-zero line 
This comes from the intrinsic imbedding
upon choosing a basis for Φ S (F ( * Z)) locally. Now (3.15) is a homomorphism of filtered algebras. For this to be the case also with (3.14) we make the following definition. (F ( * Z) ) is the restriction of the action of the larger algebra B Z,S . Thus for every m ∈ M Z,S , and every basis ψ = (ψ 1 , ..., ψ d )
T on an open set U ⊂ Y S , we have a matrix
For m ∈ W , L m is simply the diagonal matrix with m on the diagonal. Furthermore, by proposition 2.15, for all f ∈ H 0 (X, O( * Z)), ∇ f is multiplication by f . Then L f is the matrix representing f under the homomorphism (3.14). As an
is trivial, and therefore canonically a D Y S -module. It is immediate that for
The problem now is this: Given the algebra of matrices L f for f ∈ H 0 (X, O( * Z)), recover the matrices L m , for arbitrary elements m ∈ M Z,S . The problem is basis-dependent, so we are lead to the problem of choosing a good basis.
Good Basis, Projectively
Fix a point P ∈ P n−1 , such that |W | isétale in a neighborhood of |W | −1 (P ). Let Q = (Q 1 , ..., Q d ) be an ordering of |W | −1 (P ). LetÔ j denote the formal completion of the stalk of O X at Q j , regarded as a sheaf of O X -modules supported at Q j . Let m j denote the maximal ideal inÔ j . . . . m For all j, the map Φ S (F ( * Z)) → Φ S (F ( * Z) ⊗Ô j ) is injective. Thus every ψ ∈ Φ S (F ( * Z)) may expanded as a row vectorψ = (ψ 1 , ...,ψ d ),
Definition 4.1. For all integers a, let
T is a filtered basis, the rows of ψ may be expanded, yielding a d × d matrix
Let U ⊂ X be an affine open subset, containing S ∪ |W | −1 (P ). Let ∇ U be an action of B Z,S on Φ S (F ( * Z) ⊗ O| U ) satisfying the conclusion of proposition 2.18. Fix a basis ξ, η 1 , ..., η n−1 for W such that
Define meromorphic functions z, w 1 , ..., w n−1 on X by the formulas
Then at every point Q j , (z, w 1 , ..., w n−1 ) generate the maximal ideal and z generates the ideal of Z. Let
(4.8)
Defineψ by the formulaψ
Thenψ is a d × d matrix such that for all i, j,ψ i,j is a section of Φ S (F ⊗Ô j ). Proof. Let L j denote the Fourier-Mukai transform of the structure sheaf of the point Q j . Then L j is a line bundle on Y S . Fix a trivialization of F along |W | −1 (P ). Then we get a morphism
with kernel Φ S (F ⊗ m j ). Let ψ be an arbitrarily chosen filtered basis over an open set U ⊂ Y S . Letψ| Q denote the matrix obtained by applying (4.11) to every entry ofψ. Each row ofψ| Q is a section of the vector bundle ⊕ j L j . Claim: The rows ofψ| Q trivialize ⊕ j L j . Proof: Consider the vector bundle on
T be the graded basis associated to ψ. Then gr(ψ) establishes an isomorphism
(4.13)
That is, for all i, 14) and with respect to the isomorphism (4.13), gr(ψ) is the identity matrix. Let
On the other hand,
It is easy to see that with respect to the isomorphism (4.17), (4.18) This proves the claim.
To complete the proof of the theorem, we use a variant of Gaussian elimination to bring ψ into the desired form.
We allow the following moves:
1. reordering the columns, which is to say reordering |W | −1 (P ), 2. interchanging two rows ψ i 1 and
Note that a move of type 3 replacesψ i 2 byψ i 2 + z c i 2 −c i 1 Lψ i 1 . It is then clear from equations (4.6) and (4.7) that ifψ i 1 ,i 1 | Q is invertible, a move of type 3 can be used to moveψ
). 
Microdifferential operators
where
.., η n−1 ) are sections of the subsheaf of B W generated by η 1 , ..., η n−1 , and for f ∈ O Y S ,
Note that if η belongs to the span of η 1 , ..., η n−1 and a is a nonzero constant, then
, so that indeed the definition depends only on P . Say that the section L in (5.1) has order at most k if ord(
] k denote the subsheaf of elements of order at most k and let
The proof is easy and well-known for curves, and works equally well in any dimension. 
Fix a good basis
This filtration endows B Z,S with a filtration.
The decomposition
where L U m and Lm are matrices over
With respect to the c-filtration, L U m has order 0, and Lm has the same order as m. Given
, define its differential-operator part and negative part by 
Proof. We make use of the following facts: Let r ∈ B W [[P ]] f in be an element of order ≤ k. Let a be an integer and let χ ∈ Φ S (F (a) ⊗Ô j ) be a section such that z a χ(Q j ) is a nonvanishing section of L j . Then
To simplify notation, set R = L U m . We must prove that for i = j,
). Let k and ℓ be integers such that
Note that 1. holds for k = 0 and 2. holds for ℓ = c d − c 1 . Fix indices i, j such that i = j and c i − c j = ℓ. We have
The first and third terms belong to Φ S (F (i) ⊗m
. Thus, by descending induction on ℓ, 2. holds for all ℓ. Then 1. holds for all k by induction on k. We then have (R i,j ) diff = 0 for i = j, by fact B.
To see that formula (5.12) gives the diagonal entries, recall that the diagonal entries of (R) diff are sections of O. Then evaluate the equation
at Q i .
6. Flows 6.1. Rigidification at many points.
We have yet to specify S. In general, we take the view that it is worth making S as small as possible, subject to being able to determine the flows explicitly. For instance, if S reduces to a point, then Y S is precisely Pic 0 (X). This case is clearly of interest, particularly if Pic 0 (X) is an abelian variety. The issue of reducing the size of S will be taken up in the next subsection. For the moment, we take the easy way out by assuming that S contains |W | −1 (P ). Then the line bundles L j are canonically trivial, so the entries ofψ| Q are sections of O Y S . Proof. Equation (3.18) for h ∈ H 0 (X, O( * Z)) and m ∈ M Z,S may now be written
Nowm, being a lift of m on U, is, in particular, a meromorphic function on X. We may therefore choose f and 
The procedure we give in this subsection does that, while seeking to rigidify on as small a subset of |W | −1 (P ) as possible. The procedure is randomized, so that roughly speaking, the number of possible flows that may be obtained by it grows exponentially with the number of different degrees appearing in a good basis. Furthermore, normalizations that are well-defined for a given subset S are also well-defined for any superset of S, so we can think of the process of reducing the size S as adding "correction terms" to (6.1), that cause the solutions to be independent of some parameters.
Given a section of
is a matrix with entries in O, where Ξ is defined by 4.15.
Proof. If a, b and k are integers such that a + b ≤ k, a ≥ 0 and b < k, then a + b < k or a > 0. Either way, for all i, j and ℓ,
. It remains to choose the diagonal entries ofψ| Q so as to recover the diagonal entries of R from the upper triangular entries of R. Before giving the procedure, some illustrative examples are in order.
Example 6.4. If Q = (Q 1 , Q 2 ) and Q 1 ∈ S, then we may partially nor-
Recall that a and b are sections of L 2 . After declaring Q 2 to be a member of S, we can proceed as in theorem 6.2 to set b = 1. However, if a is an invertible section of L 2 , a different choice presents itself, namely b = a. How does this alter the flow (
Example 6.5. Assume now that Q = (Q 1 , Q 2 , Q 3 ), with Q 1 ∈ S, and ψ
If a is invertible, take c = a, yielding
On the other hand, if d − b is invertible, we may also take
The general procedure is as follows.
Procedure 6.6. Normalize(ψ): /*Initially, S = {Q 1 }, and one has a good basis, ψ, defined over an open subset U ⊂ Y S . The first row ofψ Q is (1, * , ..., * ), with the diagonal entries of the remaining rows to be determined. The output is such a determination, along with a choice subset S ⊂ |W | −1 (P ).*/ Loop: For ℓ ≥ 1, assume the first ℓ rows have been normalized. Let
where x is a section of L ℓ+1 , yet to be determined. Then 
Thus, for some i ≤ j, One thing to notice is that if one works in the formal setting in which expressions that are not formally zero are presumed to be nonzero sections, then it is possible to follow the procedure in such a way that at the end, the number of points in S is equal to the multiplicity of c 1 . So it is of particular interest to have examples where c 1 occurs with multiplicity one.
Example 6.7 (Fano Surface ). Let F be the family of lines on a smooth cubic threefold. (See [B, CG] for background.) Then F is a smooth surface. For a general line ℓ on the threefold, let D be the family of lines on the threefold meeting ℓ transversely. Then D is a smooth, ample curve, of genus 11. Let W 0 = H 0 (D, N ). Then W 0 is canonically isomorphic to the tangent space T ℓ F . In particular, W 0 is two-dimensional and basepoint free. The degree of N is 5. Given ℓ ′ ∈ D, the plane spanned by ℓ and ℓ ′ meets the threefold in ℓ, ℓ ′ and a third line, which we may denote by σ(ℓ ′ ). Then σ is an involution with no fixed points, and the natural map Pic 0 (F ) → Pic 0 (D) embeds Pic 0 (F ) as the Prym variety of (D, σ). For a general degree-zero line bundle L ∈ Pic 0 (F ) one has the following invariants: Let L = (L g ) −1 L f and define L i,j,k as in example 6.4. We may set S = {Q 1 } and set α 1,1 = 1. By choosing α 2,2 = α 1,2 , α 3,3 = α 1,3 , α 4,4 = α 1,4 and α 5,5 = α 4,5 , we find that the following system may be solved by meromorphic functions on Pic 0 (F ): 
