Abstract-Statistical methods for detecting and estimating biochemical dispersion by a moving source using model-based integrated sensor array processing are developed. Two possible cases are considered: a homogeneous semi-infinite medium (corresponding to the environment such as air above the ground for an airborne source) or a two-layer semi-infinite medium (e.g., shallow water). The proposed methods can be extended to more complex scenarios. The goals are to detect and localize the biochemical source, determine the space-time concentration distribution of the dispersion, and predict its cloud evolution. Potential applications include security, environmental monitoring, pollution control, simulating hazardous accidents, and explosives detection. Diffusion models of the biochemical substance concentration distribution are derived under various boundary and environmental conditions. A maximum-likelihood algorithm is used to estimate the biochemical concentration distribution in space and time, and the Cramér-Rao bound is computed to analyze its performance. Two detectors (generalized-likelihood ratio test (GLRT) and a mean-difference detector) are derived and then their performances are determined in terms of the probabilities of detection and false alarm. The results can be used to design the sensor array for optimal performance. Numerical examples illustrate the results of the concentration distribution and the performances of the proposed methods.
include the detection of a potential biochemical attack, for instance from a crop-duster spreading toxins in aerosol; sensing explosives mounted on a vehicle; detecting leakage of dangerous biochemical materials from a tank carried by a train; and detecting a contaminant source dropped into a water reservoir.
We first derive the physical models for the spatial and temporal concentration distribution of the diffused biochemical substance from the moving source in two possible cases: a homogeneous semi-infinite medium or a two-layer semi-infinite medium, which are applicable to the scenario of air above the ground or shallow water, respectively, as approximations. The results can also be extended to other environments, such as infinite multilayer medium, semi-infinite multilayer medium, a closed room, a cylinder, or a sphere. We make the assumptions that the distances between the source and sensors are much larger than the source and sensor dimensions, and that the boundary can be modeled as a flat surface. Such assumptions enable analytical solutions, which are good approximations to many practical situations and can also be generalized to more complex situations using, for example, numerical methods. We consider either permeable or impermeable boundaries, as well as the effects of external force (e.g., wind), temperature, and turbulence.
We then transform the physical models to parametric statistical measurement models. Based on the statistical measurement models, we develop a maximum-likelihood algorithm to estimate the biochemical dispersion parameters (the source location, initial release time and release intensity), which are useful for estimating the space-time dispersion and predict its cloud evolution by substituting them into the forward model. We analyze the estimation performance by the Cramér-Rao bound (CRB). We then derive two detection methods: a generalized-likelihood ratio test (GLRT) [11] and a mean-difference (MD) detector that uses the difference of the averaged measurements before and during the detection to make a determination. The MD detector makes few assumptions about the physical model and therefore is more robust concerning the model uncertainty. However, since the generalized-likelihood ratio (GLR) detector uses the integrated sensor array measurements and takes good advantage of the prior information by employing diffusion models, it gives superior detection performance compared with the MD detector which is based on individual sensor measurements and very limited joint information. We determine the detection performance in terms of the probabilities of detection and false alarm.
Since our methods are model-based, with appropriate physical modeling they can potentially improve the performance significantly compared with other nonmodel-based methods (see, e.g., [3] [4] [5] [6] ). Moreover, according to the proposed statistical model, the analytical form of the processing performances can be derived under many situations, which enables an optimal design for the sensor array system. The results of this paper (see also [12] ) extend our previous work [7] [8] [9] [10] in which we considered only a stationary biochemical source (refer to also [13] [14] [15] [16] for other relevant work).
This paper is organized as follows: In Section II, we derive the physical models of the released substance distribution. In Section III, we consider the signal processing methods: statistical measurement models, parameter estimation, and detection. In Section IV, numerical examples are used to present the results of the diffusion modeling and demonstrate the performance of the proposed signal processing methods. Conclusions and directions for future work are given in Section V.
II. PHYSICAL MODELS
In this section, we derive the physical models for the concentration distribution of a substance emitted by a moving biochemical source. We consider two possible environments: a homogeneous semi-infinite medium or a two-layer semi-infinite medium with two different media above the surface of a semi-infinite medium. We create a Cartesian coordinate system such that the -plane lies in the boundary surface and the semi-infinite medium corresponds to the region . In the following, we first introduce the diffusion equation based on which we obtain our physical models. Then we develop a model for a stationary impulse source in a semi-infinite medium under different types of boundary conditions (permeable and impermeable boundaries) and environmental effects (external forces, temperature, and turbulence). Finally, we extend the results to a moving source by considering the time-cumulative effect of the substance diffusion.
A. Diffusion Equations
We model the transport of a biochemical substance by solving the diffusion equation, which describes the dispersion of particles from a region of high concentration to regions of lower concentration due to random motion. Here, we assume no biochemical reactions exist during the transport of biochemical agents (otherwise a reaction diffusion equation should be used [17] ). Various boundary conditions and environment effects are considered according to different scenarios.
Let denote the substance concentration diffusion at a position and time . For a source-free volume and space-invariant diffusivity , the concentration of a diffusing substance follows the well-known diffusion equation
where we omitted the dependence on and to simplify the presentation, see [17] . Carslaw and Jaeger [18] have proved that in a rectangular parallelepiped space, for certain types of initial and boundary conditions (that fit our assumptions), the solution of (2.1), which is a three-spatial-variable differential equation, is the product of the solutions of the three single spatial-variable problems. That is, (2.2) where is the solution of the diffusion equation with single spatial-variable (2.3) with the similar definitions for and . Note that based on our Cartesian coordinate system, for both homogeneous and two-layer semi-infinite media, the boundary conditions exist only in the dimension. Hence, for the following section, we will consider only the diffusion equation in the dimension.
B. Stationary Impulse Source in a Semi-infinite Medium
We first calculate the concentration distributions of a stationary unit impulse source, i.e., Green's function, in a homogeneous semi-infinite medium and a two-layer semi-infinite medium separately; then, we consider the effects of external forces, such as wind, flow, and gravity, and other environmental effects.
1) Homogeneous Semi-infinite Medium:
When we ignore the effects of external forces, the diffusion equation for a homogeneous semi-infinite medium will take the form of (2.3) in the region . The appropriate boundary conditions and initial conditions are applied to solve this differential equation.
In practice, the released substance cannot be totally reflected by the boundary surface, i.e., there is always a loss of the diffusing substance. Hence, permeable boundary conditions are more appropriate in practical situations. A reasonable assumption for the permeable boundary condition is that the rate of loss of the diffusing substance is proportional to the actual concentration in the surface at any time [17] , i.e., the boundary condition at the surface is at (2.4) where is a constant of proportionality. Thus, the higher the concentration near the surface, the more substance will pass through the boundary.
Under the boundary condition (2.4), we now calculate the corresponding Green's function of the concentration distribution. Assume there is an impulse point source of a unit mass stationary at , i.e., the initial condition is . Then, the solution of (2.3) is (2.5)
where "erfc" is the error-function complement (see Appendix A for the derivation). The first term on the right-hand side of (2.5) is the solution for an impermeable boundary, which can also be interpreted as a superposition of contributions from the actual source and a mirror-image source of equal magnitude at ; the second term represents the loss effect of the diffusing substance.
2) Two-Layer Semi-infinite Medium: This case corresponds to a semi-infinite medium that has a skin or surface layer having diffusion properties different from those of the rest of the medium. It can be used to approximate biochemical substance dispersion in shallow water (see [19] for diffusion in water). We assume that in the semi-infinite medium , the diffusivity is is the region and the concentration is denoted by , while the corresponding quantities in are and . We also assume the boundary conditions at the interface of the two layers to be at (2.6a)
Condition (2.6a) represents the concentration is continuous at the boundary. Condition (2.6b) expresses the fact that there is no accumulation of diffusing substance at the interface (the leftside term is the concentration flux from region 1 to region 2 and versus for the right-side term). To simplify the derivation, we also suppose that the semi-infinite medium has an impermeable boundary, i.e., at . Under these boundary conditions, we calculate the corresponding Green's function of the concentration distribution for an impulse point source in the region ; i.e., the initial condition is , where . Then, the solution of the concentration in the region is (2.7) where (see Appendix B for the derivation). As we see, the solution is expressed as an infinite series corresponding to an infinite series of image sources, which are created by the boundary of the semi-infinite medium and the surface of two layers.
3) Effects of External Forces and Temperature:
In the presence of external forces such as wind, flow, and gravity, the diffusion equation (2. 3) takes the form
is, e.g., the wind speed in the direction [20] . The second term on the right-hand side is called advection. Under the influence of external forces of wind, the flux density is given by [21] ; therefore, the permeable boundary condition (2.4) becomes at (2.9)
We can reduce the above problem to the diffusion equation without the advection term by applying the following transformation (2.10) to the differential equation (2.8) and its boundary condition (2.9) (see [20] for the details). After this transformation, we obtain the new differential equation system for (2.11) with the boundary condition at (2.12) where . Hence, we can apply the same procedures in the previous sections to solve this type of problem.
Temperature gradients have another effect on substance diffusion. Usually the diffusivity is a function of temperature [22] . In our problem, if we assume that the temperature is different at different heights, the diffusivity will also vary. According to the Cartesian coordinate system, diffusivity is a function of , i.e.,
. Generally, it is difficult to solve the diffusion equation analytically under this situation; numerical methods, such as finite-element methods (FEMs), should be used instead.
We also note that in most problems, air turbulence, due to thermal effects, people's movements, wind, etc., can have significant impact on the concentration distribution. However, the above solution still holds as a reasonable approximation in many cases, with only a larger diffusivity, typically from to times larger [7] .
C. Moving Source in a Semi-infinite Medium
In this section, we derive the diffusion models for the concentration distribution of a substance continuously released from a moving biochemical source in a semi-infinite medium, by extending the above solutions of a stationary impulse source. If we choose to use direct approach to derive the concentration distribution for a moving source, we would need to solve the diffusion equation (2.3), and in the initial condition the source position would be replaced by moving source path . Solving this type of diffusion equation is usually difficult. Here, we use a different way to develop the diffusion models for a moving source by extending the solutions of a stationary impulse source. We note that for a moving source the concentration at the current time is affected by all past values of source position and release rate. Therefore, to obtain the substance diffusion model we need to consider the time-cumulation effects on the concentrations.
Suppose that we have a moving source continuously releasing a substance at a mass rate . Let denote the Green's function of the stationary source case. Then, according to the above discussion, the concentration of a moving source in a semi-infinite medium is obtained using the following integral (2.13) where represents the source moving path. Using the three-dimensional (3-D) solution under the impermeable boundary condition as an example and supposing, for simplicity, that the substance releasing rate is constant, i.e.,
, we obtain the concentration distribution (2.14)
where (see Appendix A for the derivation of ). The above method of deriving the physical model for moving biochemical sources in two steps (stationary and moving source) can also be applied to other boundary conditions and environments. In this way, the boundary conditions and environmental effects are analyzed only in the first step of the stationary source case, which simplifies solving the diffusion equation for the moving source.
III. SOURCE DETECTION AND PARAMETER ESTIMATION
In this section, we develop statistical signal processing techniques for detecting the moving biochemical source and estimating its diffusion parameters by employing temporal measurements from an array of spatially distributed biochemical sensors. We assume the physical models derived in the last section represent the underlying dispersion mechanism. We convert the physical models to the parametric statistical measurements model. Then based on this measurement model, we propose the detection and estimation methods.
A. Statistical Measurement Model
To model the measurements, we suppose a spatially distributed array of biochemical sensors located at known positions with each sensor taking measurements at times , where is the number of time samples. (Here, we assume the positions of the sensors are arbitrary; the geometry of the sensor array will affect the detection and estimation performance, as we will discuss in Section III-B.) Therefore, a measurement model for a sensor at a point and time is (3.15) where is the concentration of interest derived above; is a bias term, representing the sensor's response to foreign (background) substances and assumed to be a unknown constant; and is the sensor's noise, assumed to be Gaussian distributed, independent in time and space (see [7] for the further discussion of this model).
Assume for simplicity that the source's substance-releasing rate is time invariant (the model can be extended to time varying cases, e.g., is an exponentially decaying function). Let denote the unknown parameter vector of its moving path. We can partition the unknown parameter vector as , where represents the nonlinear parameters (i.e., the relationships between and these parameters are nonlinear), and represents the linear parameters. Note that both the linear and nonlinear parameters are nonrandom; the randomness of the observations is only from the measurement noise . With this notation, we can lump together the measurements in the vector form (3.16) where is an -dimensional vector whose th component is and similarly for . Also , where is an -dimensional vector whose entries are 1, and is a source-to-sensor transfer vector function of dimension , whose th component is the concentration at the location and time arising from a unit release rate from a moving source. Using the physical model (2.14) as an example, this element is (3.17) Observe that in practice, some of the parameters in and may be known. For example, the moving source path can be known in advance for a car on streets or a train on rails. For an airplane, the moving trajectory can be known by radar.
Parametric Moving Path Model: When the path of the moving source is unknown, it is possible to model it by independent spatial samples at each time snapshot. However, the resulting number of unknown parameters to estimate, hence also the computational cost, would be very high, and the results would be inaccurate. Furthermore, as the observation time increases, the complexity and computational cost would increase as well. Therefore, we propose to use a parametric moving path model. Such a model uses the fact that the trajectory is smooth and therefore reduces the number of parameters to be estimated, thus improving the location accuracy. In this model, we approximate the moving path as a linear combination of a set of basis functions, as follows:
where is an vector whose entries are temporal basis functions that are known or depend only on a limited number of unknown parameters ( denotes the number of basis functions), and is an unknown coefficient matrix of dimension . In this case, we need to estimate only parameters, and the number of the unknown parameters will not increase with the observation time. The temporal basis functions should be chosen based on prior information on the trajectory. Their number should be chosen as a tradeoff between desired accuracy and computational complexity. An example of a simple choice of these functions is a polynomial with (3.19) Considering that the source trajectory is usually smooth, we can use a small number of basis functions and unknown parameters to construct a good approximation of the path. After we parameterize the trajectory, the resulting form of the measurement model is the same as (3.16), except that the path parameter vector becomes . Example: Consider a source (e.g., on a airplane) moving along a straight line that parallels the land surface at an unknown height and constant velocity . We create a Cartesian coordinate system , such that the -plane lies in the land surface, as shown in Fig. 1 . Let denote the angle between the source movement direction and the axis. Then, we obtain the source path model as If we compare the diffusion model under the scenario of the above example with that of a stationary source in the presence of wind with constant speed and paralleling the ground, we will find some interesting results. Assume a stationary source with a constant unit substance release rate in a semi-infinite medium with impermeable boundary. The source position is in a Cartesian coordinate system that is the same as the above example. The wind has the constant velocity which parallels the land's surface. Then its concentration distribution is a special case of the solution (2.13) and is given by (3.22) where . We observe a duality, i.e., in this diffusion model, if we let , and replace by , then this equation is identical to the diffusion model of the above moving source example in which we substitute the source path model (3.20) for in (3.17) . This duality results from the fact that in both cases (the moving source without the wind effect and the stationary source in the presence of wind), there exists the same relative movement between the source and the medium. This relationship, from another viewpoint, confirms our proposed moving source model in (2.13). We should note that such a simple dual relationship exists only in some particular scenarios, for example, when the velocity of the moving source is constant and parallels the ground. In general, we cannot obtain a diffusion model of a moving source according to this dual characteristic.
B. Parameter Estimation
To estimate the source and medium parameters we use the maximum-likelihood (ML) estimator. According to the measurement model (3.16), the log-likelihood function of the measurements is (3.23) Maximizing the likelihood function, we obtain the ML estimates of , , and (see, e.g., [23] is an -dimensional vector. Due to the nonlinear independence of on , numerical methods such as the Newton-Raphson method, the scoring approach, and the expectation-maximization (EM) algorithm can be used to determine the solutions for ML estimates. The initialization problem was discussed in [7] . Note that as we discussed before, in practice, some source and medium parameters may be known and do not need to be estimated. From the estimates and , we can first obtain the source position information and then, by inserting these estimated parameters into the physical model (2.13), obtain the estimation of the source dispersion and predict its cloud evolution in space and time.
The ML estimation is asymptotically efficient, i.e., its variance attains the CRB asymptotically. In our cases, under the assumption that some regularity conditions are satisfied [24] , we analyze the performance of the proposed estimator by calculating the CRB, which is a lower bound on the variance of any unbiased estimators. The CRB can be used as a benchmark to assess the performances of different unbiased estimators using the measurement model (3.16). It can also apply to the optimal design of the biochemical sensor array, i.e., choosing the optimal sensor array parameters to minimize the CRB [10] . To find the CRB, first we derive the Fisher information matrix (FIM). The FIM can be viewed as a measure of intrinsic accuracy of a distribution [25] , and its inverse is the CRB. For the present problem, the FIM (derived in Appendix C) is given by FIM (3.28) where denotes the unknown parameter vector;
, an matrix; and . By using the standard result on the inverse of a partitioned matrix, we obtain the CRBs for , , and as
These results are a little different from the formulas (3.13) in [7] . The factor is not needed there.
C. Source Detection
Various applications such as environmental security and industrial monitoring require the detection of biochemical diffusion. Based on our proposed statistical measurement model, the detection problem can be defined as a statistical binary hypothesis test. Under hypothesis , the source is absent and only the bias term and noise are present. Under , the source is also present. Mathematically, this binary hypothesis test for the present case can be represented as (3.30a) (3.30b)
In the following, we derive two detection methods: a generalized-likelihood ratio test and a mean-difference detector. Since we use the integrated sensor array measurements, both of these detectors provide superior performance than the detection schemes based on only the individual sensor measurements.
1) GLR Detector:
We consider the GLRT, which replaces the unknown parameters by their ML estimates in the likelihood ratio test. Although there is no optimality associated with the GLRT, in practice, it is widely used and known to perform well [11] . Asymptotically, it can be shown that the GLRT is uniformly most powerful (UMP) among all tests that are invariant [26] . In our problem, the GLR is GLR (3.31) see [7] for details. We make the decision by comparing this ratio with a threshold chosen to achieve a desired constant false-alarm probability. To compute to achieve this goal would require knowledge of the probability distribution of GLR under . This distribution cannot be computed in a closed form, due to the nonlinear dependence of on . However, it can be estimated by Monte Carlo simulations. In some cases, the nonlinear parameter vector can be known from prior information or can be measured by other ways. Under these situations, the exact threshold for the GLRT can be computed.
If where we define the function as the probability that an random variable exceeds and similarly for . From (3.36a) we can calculate the exact threshold as , and (3.36b) represents the performance of this detector.
2) Mean-Difference (MD) Detector: For the above GLRT detector to have good performance, the assumed physical model in (2.14) has to be reliable and the unknown parameters should be estimated accurately. Also, because of the existence of unknown nonlinear parameters, usually we cannot compute the GLRT threshold precisely and thus must evaluate the performance numerically. Therefore, by extending the ideas in [9] , we now propose a mean-difference detector, which makes fewer assumptions on the model than the GLRT and hence is useful when a reliable model is not available. It also enables analytical determination of the threshold without Monte Carlo simulations. However, since the GLR detector uses the integrated sensor array measurements, and hence takes good advantage of the prior information by employing diffusion models, it gives superior detection performance compared to the MD detector.
In the mean-difference detector, we do not assume any structure of the physical process, which makes it more robust with respect to the model assumptions. Here, the measurement model is (3.37) where we use to replace the substance concentration in (3.16) and we do not make any assumption on the structure of . We also assume the availability of training measurements to estimate the bias and noise variance before the detection phase, i.e., in the absence of the signal of interest (in practice, this is possible), which are independent of the measurements in the detection phase. In this case, we will make the decision between the following two hypotheses:
The basic idea is that we calculate the difference between the means of the measurements obtained before and during the detection phase and then compare this mean-difference with a threshold to determine whether a biochemical moving source is present or not. We denote the signal-free measurement vector as and create a statistic that is the normalized mean difference before and during the detection phase, as follows:
where is the mean of the measurements in the detection phase, is the mean of the measurements before the detection phase which is also an estimate of the bias term , and is an estimate of the noise variance . We rewrite the above statistic as follows: 
IV. NUMERICAL EXAMPLES
In this section, we illustrate the proposed physical models, detection, and estimation methods by some numerical examples. 
A. Diffusion Example
In this example, we illustrate the concentration distribution of a moving source in a homogeneous semi-infinite medium, which simulates the aerial spray by a crop duster. We use this scenario: a source is moving along a straight line that parallels the axis at a height 40 m and constant speed 40 m/s along the direction. To simplify the computations we assume that the boundary is impermeable. The initial position of the moving source is at the point 0, 0, 40 m. The other parameters , , and are taken to be 1 Kg/s, 40 m s, and 0 s, respectively.
In Figs. 2 and 3 , we illustrate the dependence of the concentration on the position and time. In Fig. 2 , we fix the coordinate and time and show the concentration distribution with respect to and . Fig. 2 represents clearly that the concentration distribution at the axis is symmetric, as expected, since there are no boundaries in the direction. However, at the direction, some particles are reflected into the air by the impermeable boundary, and therefore the concentration near the boundary is larger than that at 80 m. In Fig. 3 , we fix the and coordinates and draw the concentration as a function of time at different . We observe that at different , the curves of the concentration with respect to time will reach the same maximum concentration value at different times . This observation is related to the source and medium information, such as the source moving speed, source height, and the diffusivity of the medium, and thus can be used to estimate the diffusion parameters. We also find that after a certain time, the concentration distributions reach the steady state, i.e., the concentrations do not vary with time and position. At that point, we can predict that taking more measurements during the steady state would not be helpful in increasing the estimation accuracy.
In applications such as security, environmental, and industrial monitoring, certain values of the concentration of a biochemical substance will be set as the threshold to represent different levels of danger. Therefore, the cloud envelope gets much attention in these applications. We define this envelope as the contour line at a predetermined concentration value. In Figs. 4 and 5, we illustrate the contour lines of the diffusion of a moving source. In Fig. 4 , we fix the coordinate and time and draw the contour lines at different concentration values. Different contour lines represent the areas with different levels of danger. In Fig. 5 , we fix the height 2 m, i.e., near the ground, and show how the contour line at value Kg/m changes with time. If we assume this concentration value represents the alarm threshold for a type of biochemical contaminant, then these contour lines give us the information about how the dangerous area will extend with time, which is helpful in planning rescue or evacuation efforts. In our proposed sensor array processing methods, we can estimate the biochemical diffusion and therefore obtain such information about contours.
B. Parameter Estimation
In the following numerical examples, we investigate the influence of the sensor array parameters on the estimation performance. The estimation performance is evaluated using the CRBs in (3.29). Here, we investigate the effects only of the intersensor spacing and the time sampling interval. Other elements, such as the sensor array geometries, also affect the system performance and will be studied in future research. For the physical model, we still use the scenario in Section IV-A. We apply a uniform linear array of 20 sensors installed on the axis with the first sensor at the origin. The bias term is Kg/m , and the noise standard deviation is Kg/m . First, we fix the sensor time sampling interval to be 10 s and change the intersensor spacing to be 100, 200, 400, and 500 m. We compute the square roots of the CRBs for the moving source height and speed as a function of time, up to 500 s. Figs. 6 and 7 illustrate the results. Observe that as time increases, the CRBs decrease dramatically at the beginning and then become steady. This result is expected, since in the numerical example about the physical model in Section IV-A, we already found that after a period of time the concentration will reach a steady state. Taking more measurements after this period will not be helpful for improving the system performance. Another observation is that while the intersensor spacing is increasing, the value of the CRB at the steady state decreases at the beginning and then increases after the interval reaches 500 m. That means that either low or high intersensor spacing is not the best choice for an accurate estimation and in fact that there exists an optimal selection of the intersensor spacing.
Next, we fix the intersensor spacing to be 100 m and vary the temporal sampling interval to be 5, 10, 15, and 20 s. We also compute the square roots of the CRBs for the moving source height and speed as a function of time, up to 300 s. The results are shown in Figs. 8 and 9. As expected, small time sampling interval will lead to high estimation performance. However, biochemical sensors always have a physical limit for the time they need to measure the concentration. The sensor time sampling interval cannot be lower than this limit. 
C. Source Detection
We use numerical examples to compare the detection performance of five detectors: GLRT with the linear model, GLRT with the nonlinear model, mean-difference detector, the modified GLRT (MGLRT) [7] , [27] , and individual sensors based detector. By the linear model, we mean that in the measurement model (3.16) the nonlinear parameter vector is known (e.g., by being measured using other methods); hence, (3.16) reduces to a linear model, whereas for the nonlinear model, is unknown and needs to be estimated using ML methods. The modified GLRT was first proposed in [27] . It enables precise determination of the threshold without Monte Carlo simulation. In this method, the sensor array measurements are divided into two independent parts: one part is used to estimate the unknown parameters, and the other part is used to make the detection. For the individual sensors-based detection, we assume that each sensor makes a detection using the MD detection method based on only its local measurements and the predetermined probability of false alarm. Then, the detection results are transmitted to a fusion center. At the fusion center, a final decision is made using the majority determination scheme, i.e., the final decision is the decisions made by the majority of the individual sensors. We apply the same parameters for the moving source, environment, and sensor array as the examples in Section IV-B. The bias term is Kg/m , and the noise standard deviation is Kg/m . We use the receiver operating characteristic (ROC) as the performance criterion. The results are illustrated in Fig. 10 .
In Fig. 10 , we observe that the GLRT with the linear model has the best performance. Since the nonlinear parameters are assume to be known, its performance can be used as an upper bound for the other detectors that are based on measurement model (3.16) . The performance of GLRT with the nonlinear model is worse but still close to the GLRT with the linear model and much better than other detectors. But its cost of computation is high, because Monte Carlo simulations are used to estimate the distributions of the test statistic. The performance of the MGLRT is worse than the above two detectors but still much better than the MD detector. The degradation in its performance occurs because compared with the other two GLRTs, we use only half of the sensor array measurements to make the estimation and detection in MGLRT. As expected, the performance of MD detector is worse than the above three detectors since fewer model assumptions are made for the detection. These comparisons also show that the integrated sensor array information processing techniques based on reliable physical models can improve system performance significantly. On the other hand, the MD detector is more robust and also enables the analytical determination of the threshold and performance. Finally, the performance of the individual sensors detector is the worst, especially when comparing with the GLRT methods. It verifies our previous observation that the proposed model-based integrated array methods provide better performance than the detection schemes based on only the individual sensor measurements.
V. CONCLUSION
We addressed the problems of detection and localization of a moving biochemical source in a semi-infinite medium using the measurements of an integrated sensor array. These problems appear in applications such as security and environmental monitoring. We derived the physical models by solving the diffusion equation under different environment assumptions. We considered both homogeneous and two-layer semi-infinite media and proposed a two-step method to develop the diffusion model. This approach can be extended straightforwardly to other environments, for instance, an infinite multilayer medium, semi-infinite multilayer medium, and closed room. We included boundary permeability in the model and took into account the effects of wind, gravity, and temperature. The maximum-likelihood estimation method was employed to localize the moving source and determine its substance release rate. We used the Cramér-Rao bound as the performance measure, which is useful also for optimal sensor array design. We presented two source detection methods, the generalized-likelihood ratio test and mean-difference detector and analyzed their performances using the probabilities of false alarm and of detection. Numerical examples illustrated the results of the concentration space-time distribution and cloud spatial temporal evolution. They also demonstrated the advantage of the proposed integrated sensor array information processing techniques.
In future research, we will extend the diffusion model to more complex environments, e.g., in urban environments, and time-variant release density function , e.g., an exponentially decaying function. We will consider more realistic boundary conditions, inhomogeneous and anisotropic media (where the diffusivity is not a constant), and the appearance of biochemical reactions during the transport (where the reaction diffusion equation will be used to replace the diffusion equation). Numerical methods such as finite-element methods (FEMs) and other techniques will be implemented to obtain the solutions. (Some initial results are presented in [28] .) We will also combine the analytical results with empirical formulas to make them applicable to more realistic scenarios, for instance in tunnel and stadium. In the signal processing part, we will extend the detection and estimation methods to allow for other interference models; we will also derive new algorithms to decrease the computational complexity and develop other robust and efficient detectors. . Note that since we use the unilateral Laplace transform, the initial condition (A.48) has been included in (A.49). This is an ordinary linear constant-coefficient differential equation. Its solution can be derived as for (A.51) By applying the inverse Laplace transform, we obtain the solution in (2.5).
Under a three-dimensional case (for simplicity, we assume the impermeable boundary condition), by applying the (2.2), we obtain the solution and . We can also obtain the following derivatives easily:
(C.66a) (C.66b) Inserting (C.64)-(C.66) into (C.62) and calculating the expectations, we obtain the Fisher information matrix (3.28) . Here, we use the following formulas: (C.67a) (C.67b) (C.66c)
We also note that and (C.68) which are parts of the regularity conditions to guarantee the asymptotic property of the ML estimation in our cases [24] .
