ABSTRACT Background subtraction is an effective method of choice when it comes to detection of moving objects in videos and has been recognized as a breakthrough for the wide range of applications of intelligent video analytics (IVA). In recent years, a number of video datasets intended for background subtraction have been created to address the problem of large realistic datasets with accurate ground truth. The use of these datasets enables qualitative as well as quantitative comparisons and allows benchmarking of different algorithms. Finding the appropriate dataset is generally a cumbersome task for an exhaustive evaluation of algorithms. Therefore, we systematically survey standard video datasets and list their applicability for different applications. This paper presents a comprehensive account of public video datasets for background subtraction and attempts to cover the lack of a detailed description of each dataset. The video datasets are presented in chronological order of their appearance. Current trends of deep learning in background subtraction along with top-ranked background subtraction methods are also discussed in this paper. The survey introduced in this paper will assist researchers of the computer vision community in the selection of appropriate video dataset to evaluate their algorithms on the basis of challenging scenarios that exist in both indoor and outdoor environments.
I. INTRODUCTION
Integration of advanced camera technology and intelligent video analytics (IVA) has sparked a growing interest among researchers in the area of automated video surveillance. However, such technological advancement results in an increase in the number, complexity, and size of surveillance videos and this, in turn, entail the need for new algorithms to handle huge video data efficiently and effectively. Background subtraction aims to detect foreground regions that are in motion from background of a video sequence and is a prerequisite of many intelligent video analytics (IVA) applications [1] such as automated video surveillance [2] - [5] , optical motion capture [6] , [7] , computational imaging [8] , [9] , video inpainting [10] - [12] , target tracking [13] - [15] , video coding [16] , [17] , and human-machine interaction [18] . Since the 1990s, researchers have been exploring this field on the subject of different applications. Although, there are significant publications on background subtraction, currently most efficacious algorithms
The associate editor coordinating the review of this manuscript and approving it for publication was Yan-Jun Liu. result in false detections under complex situations [19] . A quick search for background subtraction on IEEE Xplore shows 2430 publications in the last ten years (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) . There are several extensive surveys on background subtraction in the literature. For instance, Bouwmans [20] surveyed different background modeling approaches for foreground detection and briefly discussed 9 traditional and 8 recent video datasets for background subtraction. The author also outlined the challenges and applications of background subtraction. In another work, Bouwmans and GarciaGarcia [173] reviewed real-time applications, current models and challenges of background subtraction. Many researchers evaluated the state-of-the-art methods on different video datasets for comparative analysis of background subtraction algorithms [21] - [24] , [25] , [27] .
In recent years, new video datasets devoted to background subtraction have been increasingly added to the list of background subtraction video datasets to address the problem of a large realistic dataset for the evaluation of different algorithms. These datasets are accessible to the research community and help in the application of different methods on same dataset for comparative analysis. This survey provides the complete description of publicly available video datasets in this field by stating the number of video sequences, total video frames, type of video cameras used, kind of annotations, nature of the environment and video categories under specific dataset. The problems of change detection, motion detection, and foreground extraction are closely associated with background subtraction. The process of background subtraction hinges on effective background modeling strategies and generally occurs in three steps [26] , [27] : background initialization, foreground detection, and background maintenance.
Video frames are initialized at background initialization step to create background model [28] , [29] . The next step, foreground detection, is to compare each incoming video frame with the background model to distinguish between two types of pixels: foreground pixels and background pixels. At the background maintenance stage, the background model is updated in order to acclimatize new information from video scene into the model. Table 1 summarizes the challenges of background subtraction considering three factors: background, foreground (moving objects), and camera. Video sequences in the dataset are structured into different categories that are typically based on the challenges of background subtraction listed below: 
A. ILLUMINATION CHANGES
The illumination changes affect the pixels in the video scene and interrupt background model [30] . Gradual illumination changes in an outdoor environment due to variation in light intensity during day time generate an erroneous classification of pixels. There are sudden illumination changes that produce fallacious foreground detection such as switching on/off lights in an indoor scene or fluctuations in an outdoor scene due to the fast transition from a bright sunny day to cloudy.
B. DYNAMIC BACKGROUND
There are some periodical or irregular movements in an outdoor as well as indoor scene and is a challenging task to handle [31] . Dynamic background such as waving trees, fluttering leaves, swing fountains, swinging of pendulum, moving escalator, and swaying curtains lead to detection of uninterested objects [44] .
C. SHADOWS
The shadows cast by moving objects or fixed background structures misinterpreted as foreground regions and also result into object merging and object distortion [30] , [32] , [33] .
D. VIDEO NOISE
Poor quality sensors and compression artifacts degrade video signals and add faulty pixels to the video frames [34] .
E. CAMOUFLAGE
The correspondence between foreground pixels and background pixels create camouflaged regions. The background pixels are occluded by foreground pixels and make it difficult to distinguish background from the foreground [35] .
F. INTERMITTENT OBJECT MOTION
The foregrounds such as abandoned objects or cars in a parking area that become motionless for a short period of time are incorporated into the background and generate ghosting artifacts with detected foreground [36] .
G. MOVING CAMERA
Videos captured with aerial vehicles, pan-tilt-zoom (PTZ) cameras, mobile devices, and hand-held cameras induced background motion to the video scene and complicate the process of detection as compared to static cameras [37] , [38] .
H. OCCLUSION
The partial or full occlusion complicates the computation of background model [39] . There are many instances of occlusion in real-life such as a moving car occluded by sign boards, a moving person passes behind tree or partially occluded by pole and some regions of moving object may not be visible due to any fixed infrastructure.
I. CHALLENGING WEATHER
Videos recorded in challenging weather conditions such as fog, rain, snow, and air turbulence generate false detections [40] .
J. BOOTSTRAPPING
Foreground movement during background initialization makes it difficult to compute a representative background image and generates defective background model [41] .
Background subtraction has been an open area of research for decades because of partially solved and unsolved challenges which need to be investigated for many computer vision applications. A detailed study of applications of background subtraction can be found in [173] . Here, we briefly discuss the real-time applications of background subtraction:
A. INTELLIGENT VISUAL SURVEILLANCE OF HUMAN ACTIVITIES
The detection and tracking of foreground objects of interest such as people, vehicles, and abandoned objects are important in order to assure social security [95] , [193] .
B. INTELLIGENT VISUAL SURVEILLANCE OF ANIMALS
Automatic detection of animals either in the natural habitat or in an artificial setup helps researchers to study and analyze their behavior [194] . It is also required in zoos or other protected areas to keep vision on any unusual activities.
C. HUMAN-MACHINE INTERACTION:
Several video games and multimedia applications require human-machine interaction through a video collected by fixed cameras [180] .
D. REAL-TIME HAND GESTURE RECOGNITION
Hand gesture recognition requires detection module to detect moving hand area in a video sequence followed by tracking and recognition modules for applications like robotics, sign language interpretation, and human-computer interface [195] .
E. OPTICAL MOTION CAPTURE
The goal is to acquire the exact capture of a human with cameras. For instance, Background subtraction is used to extract movements in the optical motion capture systems.
F. BACKGROUND SUBSTITUTION
Background subtraction is a fundamental step in this application where the object of interest is first extracted from the video and then combined with a new background [196] .
G. CONTENT-BASED VIDEO CODING
Background subtraction is used to segment video into video objects in content-based video coding.
The contribution of this survey is threefold. First, it provides insights into the main characteristics of video datasets for background subtraction. Second, different video datasets are compared on the basis of considerable parameters in this paper. Third, detailed literature has been studied for all the standard video datasets relating to background subtraction to label them for the specific area of application. Thus it allows a direct comparison of all the datasets. To the best of our knowledge, most comprehensive compilation of all the background subtraction datasets has been done in this paper to guide researchers in the selection of the appropriate video dataset for evaluating their algorithms, taking different challenges into consideration.
The remainder of the paper is organized as follows: In Section II, significant details of video datasets for background subtraction dedicated to studying the intelligent visual surveillance of human activities are provided. Section III details the RGB-D videos datasets for background subtraction. The video datasets specifically designed for background initialization are mentioned in Section IV. We compared the video datasets from different points of view and mentioned the highlights and gaps in Section V. Section VI details the application specific video datasets. The performance measures in the field discussed in Section VII. Section VIII outlines the background subtraction libraries. The current trends with future research perspective in background subtraction are highlighted in Section IX. The paper finally concludes in Section X.
II. VIDEO DATASETS FOR BACKGROUND SUBTRACTION
The multitudinous datasets have been released for the evaluation of background subtraction methods. Intelligent visual surveillance is the prime application of background subtraction [173] . So, we mentioned video datasets for background subtraction dedicated to studying the intelligent visual surveillance of human activities in this section. They are presented in chronological order of their appearance. The chronological appearance of the different video datasets runs parallel to the challenges that the scientific community has been considering in the domain of detecting moving objects in video frames. Fig. 1 represents the citation frequency of background subtraction datasets. It is evident from the citation counts that CDnet 2012 dataset followed by SABS dataset outclassed other datasets. The latest background subtraction datasets such as Remote Scene IR and CAMO-UOW are less cited but they provide significant videos to test critical challenges. The details of each dataset are presented in a structured manner, concentrating on a set of significant features, specifically, video sequences, challenges, objective, ground truth, environment, example video frames, number of video frames, and reference papers. The video datasets are categorized into two classes: Small-scale video datasets and Large-scale video dataset. 
A. SMALL-SCALE VIDEO DATASETS 1) WALLFLOWER DATASET
The well-known, Wallflower dataset [45] , was recorded with a 3-CCD camera for studying algorithms of background maintenance in 1999. It is one of the first datasets that focuses on the detection of moving objects. This dataset consists of 7 video sequences to investigate specific challenging scenarios such as illumination variations, dynamic background, camouflage, etc. The complete details of each video sequence are mentioned in Table 2 . It provides 16,158 total video frames along with one manually segmented ground truth with pixel-level labeling from each sequence for evaluation. The example video frames including initial video frame, random video frame and their corresponding ground truth of four video sequences from Wallflower dataset are shown in Fig. 2 . Some examples of recent works using this dataset for evaluation of background subtraction are [46] and [47] .
2) PETS DATASET
The Performance Evaluation of Tracking and Surveillance (PETS) workshop [48] was organized since 2000 with the objective of evaluating detection and tracking algorithms in context to surveillance. The PETS datasets provide numerous videos and their associated ground-truths as bounding boxes for qualitative comparisons of different algorithms. The latest series of PETS datasets, PETS 2016 [49] , and PETS 2017 [50] focused on the evaluation of event detection and tracking algorithms for onboard surveillance systems with the goal of extending security to crucial assets from terrorists' attacks. Some example works in which different versions of PETS datasets are employed for moving object detection in [51] - [53] . One recent published work [156] used PETS dataset for multi-human tracking.
3) ATON DATASET
ATON dataset [32] consists of 5 video sequences having total 5274 video frames and was released as a part of the ATON project. The primary objective of this project was to investigate the consequences of shadows that interfere with moving object detection and to develop methods for shadow detection and analysis. For that, videos were recorded in both the indoor and outdoor environment. Multiple sensors such as omniview (ODVS) cameras, rectilinear cameras, pan-tilt cameras were combined to fix many of the challenges in moving object detection. Therefore the datasets include video scenes with hard and soft shadows and provide manually segmented ground truths for each video sequence. The ATON project has published many works [54] - [56] with a focus on shadow detection using this dataset.
4) IBM DATASET
IBM dataset was recorded by the IBM Smart Surveillance Research team in order to provide effective solutions to challenging research areas: moving object detection, tracking, face tracking, color classification, and object classification. This dataset consists of 15 video sequences, recorded in both indoor and outdoor environment and some of them are taken from PETS 2001 to deal with complex video scenes. Bounding box associated with each moving object for few video frames is provided as ground truth. This dataset has been used for moving object detection in [57] and [58] .
5) CAVIAR DATASET
This dataset was created as a part of the Context Aware Vision using Image-based Active Recognition (CAVIAR) project (2002 -2005) to address challenges in automated surveillance and automatic behavior analysis of customers. Video dataset consists of 54 video sequences representing 9 different human activities: walking, fighting, resting, browsing, slumping, group meeting, leaving baggage, shop entering and shop exiting. The video clips were recorded at two different locations: indoor office lobby and shopping center. A bounding box corresponding to each moving object, an activity label and a scenario label for each person are provided as ground truth. A large number of research papers on human activity recognition [59] , target detection [60] , motion segmentation [61] , and tracking [62] were published under this project. For instance, three published works that use this dataset for human detection and tracking are [63] - [65] .
6) I2R DATASET
I2R dataset [66] was recorded by Lin and Huang to deal with the challenges of background modeling for detection of moving objects in complex environments. They evaluated their statistical based background modeling algorithm and Bayesian framework for foreground detection on I2R dataset in 2004. It consists of 10 video sequences captured in an indoor as well as an outdoor environment to include video scenes with bootstrapping problems, shadows, camouflage, sudden or gradual illumination variations, video noise, challenging weather, and dynamic backgrounds. The complete details of each video sequence are presented in Table 3 . Pixel-wise manually segmented foreground masks are provided for 20 video frames of each video sequence as ground truth. Some of the application examples of this dataset are [67] - [69] . This dataset is also quoted as STAR dataset in some of the published works [70] - [72] .
7) OTCBVS BENCHMARK DATASETS
The OTCBVS benchmark is a collection of datasets used for different applications such as person detection, weapon detection, facial analysis, maritime imagery, etc. The main objective of this benchmark dataset is to assess the quality of computer vision algorithms, contributing to the object detection and classification research field. It provides infrared images and videos to instigate research in thermal imagery. Out of total 12 datasets, 7 datasets were recorded to investigate moving object detection in thermal videos. Fig. 3 shows example video frames from OTCBVS benchmark datasets. OSU Thermal Pedestrian Database [73] , recorded in 2004, was one of the first datasets under OTCBVS benchmark and was recorded for pedestrian detection in thermal videos. It includes 10 video sequences with 284 total video frames and list of bounding boxes as ground truths. Some of the videos were captured during rainy days to cover challenging weather condition. This dataset was used to test person detection in thermal imagery by using background subtraction with AdaBoost classifier. Terravic Motion IR Database [75] is a varied collection of 18 thermal video sequences, covering both indoor and outdoor video challenges. The video sequences were recorded in a different context for studying detection and tracking algorithms with thermal imagery. Another dataset, OSU Color-Thermal Database [74] consists of 6 video sequences with 17089 total video frames, recorded with both thermal sensor and color sensor at busy pathway intersections in a university campus. The dataset was created with the intention of studying object detection algorithms with the fusion of color and thermal imagery. It was used to evaluate the background subtraction technique for object detection in thermal and visible imagery.
Audio-Visual vehicle (AVV) Dataset [121] was recorded in 2012 to study moving vehicle detection and classification algorithms under various challenging scenarios. They collected 961 sets of vehicles samples and each set of the sample consists of an original image shot, a remodeled visual image, and an audio clip. CSIR-CSIO Moving Object Thermal Infrared Imagery Dataset (MOTIID) [122] was created in 2013 and contains 18 video files to investigate moving object detection in thermal infrared imagery. This dataset was also used in [123] to evaluate statistical based background subtraction technique in infrared videos. Pedestrian Infrared/Visible Stereo Video Dataset [124] was designed to investigate methodologies for human silhouettes registration in infrared/visible videos. This dataset contains 4 infrared and visible video pairs with video frames ranging between 100 and 4400 and provides foreground masks and ground truth point pairs. There is a maximum of five pedestrians circumambulating and occluding each other in all videos. The video sequences in Thermal Infrared Video Benchmark for Visual Analysis (BU-TIV) dataset [125] were designed in 2014 to evaluate detection and tracking algorithm in infrared videos. It contains 11 videos with more than 60,000 video frames of different sizes having single or multiple moving objects and annotated data.
8) CARNEGIE MELLON DATASET
The Carnegie Mellon dataset [76] was created in 2005 to evaluate object detection algorithm based on background subtraction. It has one video with 500 video frames and provides pixel-wise foreground masks for all the video frames as ground truth. One example of recently published work that applied this dataset to background subtraction is [33] .
9) ETISEO DATASET
ETISEO dataset was created as a part of video scene understanding evaluation project, ETISEO (2005 ETISEO ( -2006 to advance the development of video surveillance algorithms [77] . It contains more than 80 realistic videos covering major challenges such as occlusion, shadows, dynamic background, challenging weather conditions, and lighting variations. There are indoor as well as outdoor video scenes recorded with a static camera. As for ground truth, bounding boxes associated with moving objects are provided. Object detection and tracking approaches are evaluated on this dataset and published in [78] and [79] .
10) VSSN DATASET
The video sequences in VSSN dataset was recorded in 2006 to advance the research in video surveillance by focusing on different application areas such as traffic monitoring, object detection and recognition, multi-camera tracking, augmented video analysis, and home surveillance. This dataset contains 9 semi-synthetic videos with real backgrounds and synthetic moving objects. The details of video sequences can be consulted in [80] . As ground truths, pixel-wise labeled foreground masks are provided for each video frame. The challenges like shadows, gradual and sudden illumination changes, bootstrapping, and dynamic background are covered under VSSN dataset. Some examples of works using this dataset applied to background subtraction are [81] - [83] .
11) BEHAVE DATASET
BEHAVE video dataset [84] was released as a part of the BEHAVE project (2004-2007) with two main objectives: (1) Detection and classification of human interactions such as people greeting, meeting or fighting to check on criminal-oriented behavior, (2) Crowded scene analysis in order to distinguish between normal and abnormal behavior. This dataset contains 4 videos recorded with a same video camera. There are around 90,000 video frames having different types of human activities such as walking in a group, meeting, fighting with each other, etc and bounding boxes associated with each moving object. Two application examples of this dataset are [85] and [86] .
12) LIMU DATASET
The Laboratory for Image and Media Understanding (LIMU) provides video dataset for moving object detection. It contains 8 videos, out of which 5 are self-captured and other 3 are borrowed from PETS2001 [90] dataset. This dataset has 2 indoor videos and 6 outdoor videos. Pixel-based labeling of the foreground is provided for 1 video frame out of 15 as ground truth for self-captured 5 video clips.
13) UCSD DATASET
The Statistical Visual Computing Laboratory (SVCL) conducts research for the development of intelligent systems and provides datasets for evaluating different algorithms such object detection, recognition, and classification to accomplish the goal of highly sophisticated intelligent systems. The UCSD Background Subtraction dataset contains 18 video clips recorded in an outdoor environment. The video scenes comprise of complicated moving backgrounds and camera motion in order to evaluate background subtraction technique for highly dynamic scenes. It provides video frames in JPEG format and ground truth masks in MATLAB array form, where 1 represents foreground mask and 0 represents background. This dataset has been used in [91] and [92] for evaluating background subtraction in highly dynamic scenes.
The Video Processing and Understanding Lab (VPU) developed a Chroma Video Segmentation Ground Truth (cVSG) dataset [87] in 2008 for the research community to evaluate and compare video segmentation algorithms. This dataset contains 14 semi-synthetic video sequences with rigid and non-rigid foregrounds varying in size (small, medium and large), motion (slow and fast), and textural semblances. The specific details of each video sequence are mentioned in Table 4 . Foreground objects were recorded in chroma studio and mounted over different backgrounds. Backgrounds were recorded in an indoor as well as an outdoor environment with both static and moving camera. As for ground truth information, pixel-wise segmented foreground masks are provided for the objective evaluation of motion-based video segmentation algorithms. In [88] and [89] , cVSG dataset has been used by researchers for foreground detection in video sequences.
15) I-LIDS DATASET
The Imagery Library for Intelligent Detection Systems (i-LIDS), UK government benchmark for video analytics systems, provides datasets for real-time automated video analysis with the objective to foster the research in 6 areas: detection of abandoned baggage, doorways surveillance, detection in infrared and thermal imagery, parked vehicle detection, sterile zone monitoring, and multi-camera tracking. The i-LIDS dataset [93] consists of several video sequences covering challenging scenarios like illumination variations, all weather conditions, dynamic background, shadows, and occlusion. The 24 hours video footage is segmented into short video clips (30 to 60 minutes) and different camera views are provided in each dataset.
Ground-truths are not provided for full video sequences due to its large size. Along with manually labeled ground-truths, information regarding temporal events and spatial data of moving objects are also provided in XML files. Some examples of works using this dataset are intelligent traffic monitoring [94] , [95] and person re-identification [96] , [97] .
16) SZTAKI SURVEILLANCE DATASET
This surveillance benchmark consists of 5 videos: 2 videos from ATON dataset and other 3 from their personal collection with pixel-wise manually segmented foreground ground truths. A password from the author is required to download this dataset. This dataset was used in the validation of foreground and shadow detection in [98] and [99] . In [100] an outdoor video sequence representing strong shadows of moving objects has been selected from SZTAKI surveillance dataset for the evaluation of moving shadow detection algorithm. This dataset is also used in [101] to evaluate both indoor and outdoor video scenes with illumination variations and variability in foreground movement.
17) SABS DATASET
The Stuttgart Artificial Background Subtraction (SABS) dataset [105] was created in 2011 with two main targets: to test moving object detection methods and to evaluate tracking algorithms. The dataset contains synthetic videos for different challenging scenarios of background subtraction in the context of a prototypical surveillance system. The videos were categorized into nine challenges: basic surveillance scenes, dynamic background, gradual illumination changes, sudden illumination changes, shadow, bootstrapping, camouflage, video compression, and video noise. Video frames of each video are divided into training frames and test frames. Each video has initial 801 video frames as training frames, excluding bootstrap category. For test data, 600 video frames are used except for bootstrap category and gradual illumination changes category (1400 video frames are used as test frames in both of the categories). Shadow masks are also provided along with labeled ground-truth foreground masks of training frames. An example video frame from SABS dataset with its ground-truth mask and shadow mask is shown in Fig. 4 . This dataset has been recently used by researchers in [42] , [70] , and [107] to test their background subtraction algorithm for moving object detection. 
18) FLUXDATA FD-1665 DATASET
The FluxData FD-1665 dataset [201] is a collection of 5 multispectral videos recorded with a FD-1665-MS camera. It has 1 indoor and 4 outdoor video sequences containing between 250 and 2300 video frames. This dataset was created in order to investigate the use of multispectral videos of more than three bands for background subtraction. The challenges such as shadows, camouflage, gradual illumination changes, and intermittent object motion are covered under this dataset. As ground truths, pixel-wise labeled foreground masks are provided for more than 7400 video frames.
19) REMOTE SCENE IR DATASET
This dataset [155] contains realistic videos representing several background subtraction challenges: camouflage, video noise, camera jitter, dynamic background, foreground size, speed of the foreground, and ghosts. All video sequences were recorded in 2017 with a medium-wave infrared sensor, designed by the authors. Some examples video frames with their ground truth from Remote Scene IR dataset are shown in Fig. 5 . There are a total of 1263 frames in 12 videos and are available in. BMP format. Pixel-wise foreground ground truths are provided for each frame by manually segmented them. The overall objective of this dataset is to evaluate background subtraction algorithms on real remote scene infrared video sequences. Table 5 shows challenges in different videos of Remote Scene IR dataset. The video scenes of each video have two or more challenges to test. There are three same series of video sequences with different frame sample rates representing the low speed of foreground under V7 video sequence and three same series of video sequences with different frame sample rates representing the high speed of foreground under V8 video sequence. Application examples of this dataset for background subtraction are [159] - [161] .
20) CAMO-UOW DATASET
CAMO-UOW dataset was recorded in 2017 to address the problem of camouflaged moving foreground detection in real scenes [174] , [175] . It comprises of 10 videos having 3,517 total video frames. The complete details of each video sequence are mentioned in Table 6 . Each video consists of one or two persons wearing similar color clothes as that of the background. The manually segmented ground truth with pixel-based labeling is provided for all video frames. The video scenes were recorded in both the indoor and outdoor environment.
B. LARGE-SCALE VIDEO DATASETS
Besides the above-mentioned datasets, there are other widely used video datasets that primarily focused on the evaluation of background subtraction strategies. The datasets discussed below cover a wide range of challenging scenarios of background subtraction.
1) BMC DATASET
BMC dataset [108] was created in 2012 for the Background Models Challenge workshop to evaluate and rank background subtraction algorithms. It comprises of 20 synthetic videos and 9 real videos, recorded in an outdoor environment with a focus on different weather situations such as rain, sun, fog or wind. The video sequences are categorized into two sets: learning and evaluation. The first set contains 10 synthetic videos and the second set contains other 10 synthetic videos and 9 real videos. The real videos with a long sequence of frames are captured with the static camera to investigate the reliability of algorithms in challenging scenarios such as sudden illumination changes, casted shadows, challenging weather, big foreground, and dynamic background. The handsegmented ground truth with pixel-based labeling is provided for 10 synthetic videos under learning set and real videos under evaluation set. Fig. 6 shows example video frames and their associated ground truths from BMC dataset. Some examples of works using this dataset to evaluate their background subtraction algorithms are [19] , [109] , [110] .
2) CDNET DATASET
There are two versions of CDnet dataset: CDnet 2012 and CDnet 2014, presented at IEEE Change Detection Workshops for benchmarking change detection algorithms. The CDnet 2012 dataset [111] was recorded in 2012 with distinct cameras including PTZ camera, low-resolution IP cameras, mil-resolution camcorders, and thermal cameras. It consists of 31 videos having total 90,000 video frames and is grouped into six categories to cover a wide range of challenges that FIGURE 6. Video frames and their associated ground truth masks from BMC dataset [108] .
exist in most video analytics applications. Out of 31 videos, one video was borrowed from the PETS 2006 dataset and other 30 videos were self-captured by the authors. A distinguishing mark of this dataset is that video frames are annotated for shadow regions and background along with manually segmented ground truth foreground masks. Two examples of published works using CDnet 2012 dataset for detecting moving objects using background subtraction are [112] and [113] .
In 2014, researchers released the CDnet 2014 dataset [114] with 22 additional videos having more than 70,000 video frames. This dataset incorporates complex video scenes and adds 5 new video categories each representing a specific situation. The video categories under both benchmark datasets are mentioned in Table 7 . Fig. 7 shows example video frames of CDnet datasets. There are a lot of works, for instance [115] - [120] , using CDnet 2014 dataset in the validation of background subtraction algorithms.
3) LASIESTA DATASET
The Labeled and Annotated Sequences for Integral Evaluation of Segmentation Algorithms (LASIESTA) dataset [140] , created in 2016, is a collection of 48 videos recorded with static and moving cameras in indoor and outdoor scenarios. LASIESTA aims to evaluate the quality of algorithms focused on the detection and tracking of moving objects. This dataset consists of 18,425 total video frames and videos are categorized into indoor sequences, outdoor sequences, indoor sequences with simulated motion and outdoor sequences with simulated motion. The details of four video categories are mentioned in Table 8 . The ground truths are provided for each video frame at both pixel and object level. A video sequence contains a maximum of three moving objects and is labeled as: red pixels for a first moving object, green pixels for VOLUME 7, 2019 a second moving object, and yellow pixels for a third moving object. Along with original videos and ground truths, it also provides information of temporarily static moving objects which is useful for abandoned object detection. The video sequences are of short duration ranging between 7 seconds to 56 seconds. The challenges in the dataset include shadows, dynamic background, illumination changes, occlusion, camouflage, moving camera, bootstrapping, stationary foreground objects, and challenging weather. Few video frames of both indoor and outdoor sequences with their associated ground truths are shown in Fig. 8 . Some examples of works using this dataset for moving object detection using background subtraction approach are [70] , [141] - [144] .
4) GTFD DATASET
The Grayscale-Thermal Foreground Detection (GTFD) dataset [176] , created in 2017, is a comprehensive grayscalethermal video benchmark for moving object detection. It is a collection of 25 videos having 1067 total video frames that include rigid and non-rigid objects. The videos were recorded in both the indoor and outdoor environment to cover different challenging scenarios. The dataset includes 7 major challenges: intermittent motion, bad weather, low illumination, intense shadow, dynamic scene, background clutter, and thermal crossover. The complete details of each video sequence of GTFD dataset are mentioned in Table 9 . GTFD dataset provides a pair of grayscale and thermal video frames, annotated ground truths, implemented baselines and evaluation metrics to study and benchmark foreground detection algorithms for grayscale-thermal videos. The manually annotated ground truths with pixel-based labeling are provided for all video frames. Li et al. [176] designed this dataset to investigate the fusion of thermal and grayscale data for effective foreground detection. Example video frames of GTFD dataset with their associated ground truths are shown in Fig. 9 . Some examples of works using this dataset for moving object detection using background subtraction approach are [177] - [179] .
III. RGB-D VIDEO DATASETS FOR BACKGROUND SUBTRACTION
The depth data produced by RGBD sensors are of great significance for resolving major challenges of many computer vision applications and have opened new opportunities for detecting moving objects. Nowadays, researchers are trying to exploit depth information generated by RGBD sensors to cope with challenges of background subtraction. The RGB-D video datasets described below can be useful to benchmark those background subtraction algorithms that work with videos recorded with depth sensors. 
A. CITIC RGB-D DATASET
This dataset consists of two different set of video sequences recorded in 2013 for the evaluation of background subtraction methods and is publically available on the MULTIVISION website [126] . The first set [127] contains total 2,853 video frames in 4 indoor video sequences recorded by using the stereo cameras with the objective of ranking different background subtraction technique based on depth-computation algorithms. Along with video frames, pixel-based manually segmented foreground masks of some video frames and disparity details by three different approaches are provided as ground-truth data. The second one [128] contains total 1,919 video frames in 4 video sequences recorded by using the Microsoft kinetic sensor in an indoor environment and was devoted to evaluate color and depth based background subtraction technique using sensors. In addition to RGB and Depth images, manually segmented foreground masks are provided for some video frames as ground-truth information. The detailed description of each video sequence of both sets is provided in Table 10 . Example video frames from set I and set II of CITIC RGB-D dataset are presented in Fig. 10(a) and Fig. 10(b) . This dataset is also named as MULTIVISION dataset by authors as in paper [129] .
B. RGB-D RIGID MULTI-BODY DATASET
The RGB-D Rigid Multi-Body dataset [130] consists of 3 video sequences with 3300 total video frames to test motion estimation and segmentation algorithms on moving objects of varying sizes such as large objects (two chairs), medium objects (watering can and box), and small objects ( tea can and cereal box) in RGB-D video scenes. This dataset was recorded in 2013 by non-static RGB-D camera (Asus Xtion Pro Live Camera) in an indoor environment. Each video sequence contains 1100 video frames and is considered as a case of moved background objects. The objects of interest for segmentation are rigid objects such as chairs, boxes and can. Fig. 11 shows example video frames of RGB-D Rigid Multi-Body dataset.
Non-rigid objects such as arms and legs of person were annotated as don't care labels in ground truth data. Foreground masks of rigid objects were obtained with a motion capture system for ground truth data. The video frames were also manually annotated at every 5 seconds throughout the sequence. One published work that uses this dataset to improve the performance of the background subtraction algorithm in complicated video scenes is [131] . 
C. RGB-D OBJECT DETECTION DATASET
The RGB-D Object Detection dataset [132] was created in 2014 to study different challenging situations in foreground and background segmentation. The authors of this dataset proposed an algorithm by considering both color and depth information in video scene to improve the accuracy of background subtraction. It contains 5 video sequences with 1830 total video frames. All the videos were recorded in an indoor laboratory by using the Microsoft Kinect RGB-D camera at a frame rate of 30 fps. Out of 5 video sequences, the first one was recorded to test the overall performance of the algorithm in complex scenes taking into account different challenges and the others were recorded to focus on a specific challenge. Along with color and depth video frames, pixel-wise hand labeled foreground masks are provided as ground truth data. The details of each video sequence are provided in Table 11 . Fig. 12 shows color and depth video frames of RGB-D Object Detection dataset. 
D. SBM-RGBD DATASET
SBM-RGBD dataset [150] consists of 33 RGBD videos with 15033 total video frames recorded in an indoor environment by a Microsoft Kinect sensor. Some videos were selected from five public datasets and others were Fig. 13 shows example color video frames with their first video frame, foreground masks, and depth sequences. Pixel-wise foreground masks are provided for all the videos as ground truth but only a few of them are available publicly for testing purpose. This dataset aims to benchmarking of background modeling algorithms on RGBD videos. One published work [151] uses this dataset to test their background subtraction algorithm for illumination variations and color camouflage in an indoor environment.
E. GSM DATASET
GSM dataset [152] was created in 2017 to provide a comprehensive RGBD dataset for evaluation and comparison of background subtraction algorithms. This dataset covers all the typical challenges of background modeling that obstruct the detection of moving objects in RGBD videos. It consists of 7 indoor video sequences with 3361 total video frames. A small number of video frames from each video sequence are manually labeled pixel-wise for ground truth data. Foreground masks as ground truth data are selectively provided for those video frames where a particular challenge is prominent in the video scene. Details of each video sequence of GSM dataset are presented in Table 12 . The intention of this dataset is to investigate background subtraction algorithm for video scenes recorded with different RGBD sensors. In paper [153] , researchers surveyed various publicly available RGBD datasets including GSM dataset for background subtraction. Example color and depth video frames from each video sequence of GSM dataset representing different challenging scenario is shown in Fig. 14. An application example paper which uses this dataset for background subtraction in RGBD videos can be consulted in [154] .
IV. VIDEO DATASETS FOR BACKGROUND INITIALIZATION
Background subtraction is a three-stage process in which background initialization module forms the initial stage to VOLUME 7, 2019 
FIGURE 14.
One example video frame and an associated depth image from each video categories of GSM dataset [152] .
provide a clean background from a video sequence. There are background initialization based applications such as privacy protection, video inpainting, and computational photography that only need a clean background without foreground detection [173] . In this section, we mentioned video datasets specifically designed to benchmark background initialization algorithms.
A. SBI DATASET
The Scene Background Initialization (SBI) dataset [133] contains videos from 8 publically accessible datasets. It was created in 2015 for the evaluation and comparison of different background initialization algorithms. This dataset provides 14 videos along with single ground truth background of each video. One of the video frames, free of foreground is manually segmented for ground truth. Both indoor and outdoor video scenes such as moving person with mild shadows, occlusion of car by waving trees in a parking area, sleeping foreground, etc, were included in the dataset in order to rank algorithms on typical challenges. The researchers compared 15 background initialization algorithms on SBI dataset to highlight the most propitious approaches as well as open research challenges in this area in paper [28] . Fig. 15 shows example frames of SBI dataset and associated ground truth background. This dataset has been used, for instance, in papers [134] - [139] to evaluate background modeling and background initialization methods. 
B. SBM NET DATASET
The Scene Background Modeling.NET (SBMnet) dataset [29] provides a diverse set of realistic videos with total 73,357 video frames captured from different video cameras in 2016. There are 79 videos, grouped into 8 video categories with the objective of covering a wide range of motion detection challenges. The video categories are named as: Basic, Intermittent motion, Clutter, Jitter, Illumination changes, Background motion, Very long, and Very short. The 'Very long' video category contains video with more than 3,500 video frames and 'Very short' video category has video less than 20 video frames. The details of each video category are provided in Table 13 .
Some videos were borrowed from publicly available video datasets and others were self-captured. As ground truth, a colored background video frame is provided after removing foreground with the semi-automatic method. See Fig. 16 for series of video frames from SBMnet dataset. Application examples of this dataset for background initialization and background modeling are [145] - [149] . 
V. DISCUSSION
In this section, the key attributes of different video datasets for background subtraction and background initialization described in this survey are summarized clearly in four tables (Tables 14-17 ). The best results obtained to date for background subtraction on significant benchmark datasets are also discussed. Table 14 presents the following information: the year of creation of dataset, the reference paper that provides detailed information of dataset, the total number of videos, and the web page from where the dataset can be downloaded. Table 15 summarizes the following characteristics: the type of dataset, the kind of sensor used, the type of video scenes, and the type of camera used to record the videos. The video datasets contain synthetic, semi-synthetic or realistic video frames and this information aids in the selection of video dataset for evaluating different algorithms. The other valuable information is the type of sensor used because it will strongly influence the option of dataset to be used. In recent years, many video datasets dedicated to background subtraction have used thermal sensors to record video scenes at the different time of day as these sensors have proved to be potential in the area of automated video surveillance. The problems associated with background subtraction method for detecting moving objects from an outdoor video scene are more challenging than indoor ones. The information about the type of video scenes acts as a distinguishing mark for video datasets. Videos captured by different cameras such as Pan-tilt-zoom cameras, hand-held cameras, and moving cameras add new challenges to background subtraction method and necessitate different algorithms in comparison to static cameras. The information about a type of camera will guide researchers for testing and ranking their proposed algorithm on appropriate datasets. Table 16 categorizes video datasets on the basis of ground truth data, evaluation domain, and area of application. One of the essential information is ground truth as it provides relevant details of the video scenes and depicts the versatility of datasets. The ground truth assists in the task of evaluation and analysis of the algorithms. The second column shows two general entries for ground truth data: pixel-wise labeling and bounding boxes. For interpretation of background subtraction algorithms, pixel-wise labeling of video frames is appropriate as ground truth information whereas bounding boxes ground truth is specific to tracking algorithms. The video datasets such as SBI [133] and SBMnet [29] provide background video frame as ground truth information because they are specifically designed for interpretation of background initialization and modeling algorithms. The third column is devoted to evaluation domain of datasets as each dataset is explicitly designed to investigate certain challenges. The last column indicates an area of application and provides references in which each video dataset has been used for benchmarking. All the characteristics used to categorize video datasets in this paper are pertinent to the selection of appropriate dataset. Some of the datasets are publically available for download while the others require a license agreement.
The challenges of background subtraction discussed in Section 1 have a significant role in the selection of datasets as specific challenges are taken into account by the researchers. Therefore, video datasets are classified on the basis of different challenges of background subtraction in Table 17 . There are several video categories under dataset representing either a particular challenge or group of challenges so the same dataset can be seen in various groups. For example, Wallflower dataset has seven video sequences to evaluate different challenges and can appear in seven categories. The video categories representing different challenges of background subtraction is the cornerstone of video dataset and direct researchers to choose the best dataset for evaluating and comparing their algorithms with the state-of-theart algorithms. As it is clearly seen from table 17, most of the video datasets have been recorded to cover challenges such as dynamic background, shadows, gradual illumination changes, sudden illumination changes, occlusion, color camouflage, challenging weather and thermal videos. Automated video surveillance systems need to deal with distinct challenges in the real-time environment. More the challenges covered in video datasets, greater will be its significance. The number of challenges covered in video datasets during 1999-2010 is presented in Fig. 17 . Indeed, the influence of background subtraction datasets depends upon the number of critical challenges covered in video datasets. The number of challenges covered in video datasets during 2011-2017 is presented in Fig. 18 .
The most recent video datasets have RGB-D videos as the depth data generated by depth sensors are of great significance for resolving major challenges of many computer vision applications. The depth data are more robust to dynamic background and illumination variations and fit for indoor video scenes in comparison to color data. But there are some challenges like depth camouflage and complicated depth estimation associated with depth data in case of moving object detection. The video scenes with such challenges appear in CITIC RGB-D, RGB-D object detection, SBM-RGBD, and GSM datasets. Conventional background subtraction algorithms need to redesign in order to deal with the fusion of color and depth data. The detection of moving objects in real-time applications encountered with different size of foregrounds: small-sized objects, medium-sized objects, and large sized objects. This type of video scenes appears in BMC, cVSG, RGB-D Rigid Multi-Body and Remote scene IR datasets. The real-time detection of moving objects encounters with several challenges. So, the selection of appropriate video datasets will substantially influence the interpretation of the algorithm. It is observed that CDnet dataset is the most prolific dataset in the list of background subtraction datasets dealing with a large number of challenges and publications. Although new datasets devoted to background subtraction have been created in recent years it is noted that the latest publications employed CDnet 2014 dataset for evaluation of models. As we can see, there are very few video datasets that cover existing challenges of background subtraction. The leader background subtraction methods on significant benchmark datasets are presented in Table 18 . Different evaluation metrics are employed to evaluate the state-ofthe-art algorithms on benchmark datasets in order to rank the algorithms. The evaluation metrics used to measure the performance of the background subtraction algorithms are discussed in Section VII. The average F-measure of leader methods which outperform other background subtraction algorithms on BMC, CDnet 2012, CDnet 2014, LASIESTA, GTFD, Remote Scene IR, and SBM-RGBD benchmarks are mentioned in Table 18 . For SBI and SBMnet datasets, Multi-scale Structural Similarity Index (MS-SSIM), Peak Signal-Noise Ratio (PSNR), and Color Image Quality Measure (CQM) are mentioned. The measures come from the corresponding papers and results to date come from the benchmark dataset website. A multitude of algorithms have been proposed for background subtraction in the literature that can perform efficiently in real-time applications, but still, there are some unsolved issues that require significant attention.
VI. APPLICATION SPECIFIC VIDEO DATASETS
The video datasets described in the previous sections are dedicated to the task of visual surveillance of human activities in the general environment. There are other video datasets for background subtraction in the literature which were recorded in different environs to focus on specific applications. These types of video datasets are included here in a summarized manner.
A. AQU@THEQUE DATASET
The Aqu@theque dataset [180] was created in 2007 to detect and recognize fish species. It contains 5 different image sequences which were filmed in a tank of an aquarium and covered major challenges of background subtraction such as bootstrapping, camouflage, illumination variations, occlusion, and dynamic background. The Aqu@theque dataset is available on email request to the author. This dataset was designed to address the problems of background subtraction for automatic detection, recognition, and behavioral analysis of fish species in an aquarium.
B. FISH4KNOWLEDGE DATASET
The Fish4Knowledge dataset [102] was created as a part of the Fish4Knowledge project, (2010-2013), to investigate target detection algorithm against a complex background of undersea water and to provide the research community with a large scale labeled fish dataset for environmental and behavioral studies. This underwater benchmark dataset consists of 14 video sequences that are categorized into 7 different classes representing key challenges in background modeling. The challenges in the dataset include occlusion, complex textures of background, low contrasted video frames, camouflage, dynamic background, and illumination changes. Videos in this dataset were recorded at a different time of day to test the performance of the algorithm on all environmental conditions. For ground truth data, about 30 video frames from VOLUME 7, 2019 each video are manually labeled. More than 3500 objects were labeled and provided as binary masks. This dataset is used in [103] and [104] for detecting underwater moving objects using background subtraction.
C. UNDERWATER CHANGE DETECTION DATASET
The Underwater Change Detection dataset [181] is a collection of 5 videos with pixel-based manually segmented ground truth video frames. This dataset was created to evaluate moving object detection algorithms against the difficulties of an underwater environment. Fishes are considered as a foreground and all other as background. Videos were recorded at a different time of the day to cover the major challenges of background subtraction. The video scenes with illumination variations, dynamic background, strong shadows, camouflage, challenging weather (marine snow), and bad lighting conditions were included in the dataset.
D. CCT DATASET
The Caltech Camera Traps (CCT) dataset [184] was created to study the problem of generalization in the detection and classification of animals in an unfamiliar environment. It consists of 243,187 images from 140 camera locations. The camera traps are placed at different locations of interest for monitoring purpose and behavioral studies of the animal population. Several challenges provided by the camera trap data such as bad weather conditions, occlusion, motion blur, discolorations due to camera malfunctions, small region of interest, poor illumination, forced perspective, non-animal variability, and temporal changes in background were included in the CCT dataset. The subset of this dataset was used in [185] to investigate how well the stateof-the-art detection and classification algorithms generalize to the unseen environment. The class-level annotations for all images and the bounding box annotations for a subset of images are provided as ground truth data.
E. CRIM13 DATASET
The Caltech Resident-Intruder Mouse (CRIM13) dataset [186] contains 237 * 2 videos of 10 minutes (approx). Each video consists of pairs of mice engaging in social behavior, recorded with two static cameras synchronized in a way to cover both top and side views. Social behavior in mice surveillance video scenes was categorized into 13 mutually exclusive actions. Each video is annotated frame-by-frame by the team of behavior experts. The goal of this dataset is to provide continuous videos to analyze social behavior.
F. MARDCT DATASET
The Maritime Detection, Classification, and Tracking (MarDCT) dataset [182] is divided into three classes based on the type of ground truth data: Detection, Classification, and Tracking.The objective of this dataset is to evaluate different computer vision techniques for intelligent surveillance of maritime environment. It is a collection of videos and images. The information about location, camera, reflections and time of the day with ground truth data are also available [183] . The videos were recorded with different cameras such as static, moving, and pan-tilt-zoom (PTZ) at a different time of the day to incorporate major challenges related to water background. The foreground masks, bounding boxes, and identification numbers were included as ground truth annotations with videos and images in the dataset.
G. MUHAVI-MAS DATASET
The Multicamera Human Action Video and Manually Annotated Silhouette (MuHAVi-MAS) Data [187] is multi-action dataset developed specifically for evaluation of human action recognition methods. It consists of 17 human action classes performed by 14 actors. The video scenes were recorded in a realistic site with challenging illumination conditions provided by multiple sources of night street lights using 8 CCTV cameras. From 1904 video segments, 952 video segments are provided to the research community in order 59162 VOLUME 7, 2019 to investigate segmentation and human action recognition methods. Videos from MuHAVi data and manually annotated silhouettes from MAS data are protected with username and password. A subset of sample videos and annotated data are publically available [188] .
H. HUMANEVA DATASET
There are two versions of HumanEva dataset [189] : HumanEva-I and HumanEva-II, designed to provide a testbed for the research community to investigate the state-of-theart methods and unsolved problems in human pose estimation and tracking. It contains 80,000 video frames (approx) in 56 video sequences. The video scenes were recorded in a laboratory setting by using 4 grayscale and 3 color video cameras. The cameras were synchronized to cover multiple subjects performing a set of actions such as walking, boxing, and jogging. The HumanEva-I dataset contains 6 set of predefined actions performed by 4 subjects. The HumanEva-II dataset contains an extended set of actions performed by only 2 subjects. The challenges for the evaluation of background subtraction algorithms on this dataset include strong illumination and shadows.
I. KINDERGARTEN VIDEO DATASET
The Kindergarten video dataset [190] was created to cover realistic video sequences in order to evaluate kindergarten video surveillance system. It consists of 100 videos (approx) ranging from 1 minute to 30 minutes. The video scenes were recorded in both indoor and outdoor environs of kindergarten. This dataset can be used to investigate major challenges of background subtraction such as shadows, illumination variations, sleeping foreground objects, noise, camouflage, and moved background objects. Abdelhedi et al. [191] proposed an automatic fall detection system in order to monitor children falls in the kindergarten and used kindergarten video dataset for evaluation purpose.
J. EDINBURGH CEILIDH OVERHEAD VIDEO DATA DATASET
The Edinburgh Ceilidh Overhead Video Data [192] is a collection of 16 dance videos with two different dance styles, recorded in 2016 at the University of Edinburgh. This dataset contains video data, individual video frames, and annotated ground truth file. There are 4,577 total video frames in the dataset. The ground truth information includes the labeled position and the current state of each dancer in the vide frame. A highly structured human behavior was filmed in order to evaluate segmentation and action recognition algorithms on complex video scenes.
VII. PERFORMANCE MEASURE IN BACKGROUND SUBTRACTION
The quality assessment of background subtraction algorithm is essential in order to check its validity. Finding an accurate evaluation metric to evaluate the performance of a method which detects moving objects from the video sequences is not trivial. In this section, the standard evaluation metrics used for the quality evaluation of background subtraction algorithms are discussed. The evaluation metrics based on the number of true positives, false positives, true negatives, and false negatives for performance evaluation of background subtraction algorithms are presented in Table 19 . Table 19 are widely adopted in the literature for performance evaluation of background subtraction algorithms. The higher the recall, specificity, precision, and F-measure values, the better the background subtraction algorithm. The significant datasets such as CDnet dataset and SBM-RGBD dataset employed all the seven classical evaluation metrics to benchmark the state-of-the-art background subtraction methods. There are other advanced quality metrics in the literature such as PSNR (Peak Signal-Noise Ratio), SSIM (Structural SIMilarity), and D-score. F-measure and PSNR are used to compare the raw behavior of each background subtraction algorithms for moving object detection in BMC dataset [108] . Let I be the set of n images and G be the ground truth video sequences. Then PSNR is defined as 1 n
where I i (j) denotes the jth pixel of image i of size m in the sequence I of length n. PSNR is simple to compute and convenient in the context of optimization. But it is not very well matched to rate visual quality [197] . Another quality metric, SSIM, used for the perceptual assessment of background subtraction methods is defined as
where µ I i ,µ benchmark dataset, c 1 and c 2 is defined as: 2 , where L = 255 for gray-scale images, k 1 = 0.01 and k 2 = 0.03. D-score [198] provides dissimilarity criterion between the segmentation result and the ground truth video frame and is defined as
where DT(I i (j)) is given by the minimum distance between the pixel I i (j) and the nearest reference point. The lower the D-score value, the higher the significance of background subtraction algorithm. The classical evaluation metrics consider errors in the same manner regardless of their localization. But, D-score takes into account the localization and type of errors in relation to real object positions. In addition, there are other frequently used quality metrics for the evaluation of background initialization algorithms such as Average Gray-level Error (AGE), Percentage of Clustered Error Pixels (pCEPs), Percentage of Error Pixels (pEPs), Multi-scale Structural Similarity Index (MS-SSIM), and Color Image Quality Measure (CQM). The detailed description of evaluation metrics for background initialization can be found in [29] . These evaluation metrics measure the visual exactness of an estimated background image against a ground truth background image.
VIII. BACKGROUND SUBTRACTION LIBRARIES
There are a number of libraries available for background subtraction using different algorithms in the field. The first one provides three background subtraction algorithms and is under OpenCV [199] . Parks and Fels [200] developed a library that offers seven background subtraction algorithms. These background subtraction algorithms were evaluated using Visual Microsoft C and OpenCV. Another background subtraction library, Scene [202] , developed by Bender and Guerra using OpenCV offers five background subtraction algorithms. It is an open source multiplatform framework designed to perform background subtraction using two traditional algorithms based on gaussian models and three algorithms based on neural networks and fuzzy classification rules.
More recently, the BGSLibrary [203] was developed by Sobral and Bouwmans [204] based on OpenCV. It provides a C++ framework to perform moving object detection using background subtraction algorithms. This free and open source library currently contains more than 43 algorithms. A graphical user interface (BGSLibraryGUI) developed to configure and run BGSLibaray is also available for download on BGSLibrary website [205] . The LRSLibrary [206] is a collection of more than 100 low-rank and sparse decomposition algorithms for motion segmentation in videos. It is implemented in MATLAB and also provides a graphical user interface for background modeling and subtraction [207] .
IX. CURRENT RESEARCH TRENDS AND FUTURE RESEARCH DIRECTIONS
Deep neural network based systems are increasingly used in intelligent video analytics and especially for object detection, scene labeling and image classification [163] , [164] . Recently, deep neural networks have shown noteworthy results for background subtraction and improved the area of foreground detection. Bouwmans et al. [162] provided a detailed survey of recent advances on deep neural networks and presented the comparative evaluation of deep neural network based methods for background subtraction on CDnet 2014 dataset. The convolutional neural network based background subtraction has outperformed the conventional background subtraction algorithms and become the leading methods on a prolific dataset.
The use of convolutional neural networks (CNNs) for background subtraction was first attempted by Braham and Van Droogenbroeck in 2016 and named the model as ConvNet [165] . First, a single grayscale background image is extracted by computing the temporal median value for each pixel on 150 video frames to construct the background model and then the proposed CNN is trained with a scene-specific dataset. To perform the pixel classification task, two patches from the input frame and the background model is feed into the trained network as an input and then a subtraction operation is performed by ConvNet. Experiments on CDnet 2014 dataset output similar results as other stateof-the-art methods and show robust performance with the F-measure of 0.9454 and 0.7565 in case of hard shadows and night videos respectively. Practically, ConvNet works for scene-specific background subtraction. The videos under PTZ and intermittent object motion video category were not considered for the evaluation of the proposed model. The work presented in [165] directs the researchers to further use deep learning and improve the efficiency of deep neural networks for background subtraction. Lim et al. [166] designed an encoder-decoder structured convolutional neural network for background subtraction. A set of grayscale images: a target frame, its previous frame, and a background model are concatenated and fed into the network as input. Temporal median filtering is employed on the first 101 video frames to construct an initial background model. The VGG-16 network [167] was modified to design the encoder of the proposed network. The CDnet 2014 dataset is used for training and testing purpose. The encoderdecoder structured CNN produces the segmented foreground as an output which is further refined using super-pixel information to eliminate holes and incorrect boundaries. Experiments on CDnet 2014 dataset show that this method outperforms established background subtraction algorithms in most of the video categories like intermittent object motion, camera jitter, low frame rate, bad weather, and thermal imagery. The videos under PTZ video category were excluded as the algorithm is particularly designed for static cameras.
A semi-automatic method named Cascaded CNN based on multi-scale CNN with a cascaded architecture was designed by Wang et al. [118] in order to segment moving objects from the surveillance videos. First, the moving objects are manually segmented from the set of selected training video frames. Secondly, these video frames are used to train the CNN and then generalization is employed by CNN to segment the remaining video frames. The Cascaded CNN [118] was proposed to generate accurate segmentation maps with a little user intervention so that they can be used as ground truth in order to validate background subtraction algorithms. Experiments were conducted on two datasets: CDnet 2014 dataset and SBI dataset [133] . This method is committed to interactive ground-truth generation and is computationally expensive technique. It requires more training frames in the case of complex videos such as Night videos and PTZ videos. The performance drops when segmenting small foreground objects from the surveillance videos.
Babaee et al. [47] utilized the outputs of the existing background subtraction algorithms for background model generation and designed a deep convolutional neural network based background subtraction model for moving object detection. The background image was generated by combining the segmentation mask from [36] and the output of [168] . The pairs of RGB image patches from video and background frames along with respective ground truth segmentation masks from CDnet 2014 dataset were used to train the CNN. The background images were obtained by the SuBSENSE algorithm [36] . The video scenes with frequent background changes were discarded from the training phase. The foreground segmentation is done by the proposed CNN followed by the spatial median filtering as a post-processing method. Experiments were conducted on three datasets: Wallflower dataset, CDnet 2014 dataset, and PETS 2009 dataset. The performance evaluation on Wallflower dataset shows that the proposed algorithm outperforms all established background subtraction algorithms. The results on CDnet 2014 dataset reflect that the proposed algorithm does not handle camouflage regions within foreground objects and produces cavities in the foreground mask. This method outputs poor segmentation for PTZ videos and low frame-rate videos. The performance drops significantly with the frequent changes in the background.
In another work, Lim and Keles [117] proposed a multi-inputs CNN based approach for moving object segmentation called FgSegNet-M. A triplet CNN and a Transposed Convolutional Neural Network (TCNN) fixed at the end of it in an encoder-decoder structure were employed for segmenting moving foregrounds. The first four blocks of the pre-trained VGG-16 network [167] were employed as the multi-scale feature encoder at the beginning of the proposed CNN. To map the features to a pixel-level foreground probability map, a decoder network was integrated at the end of the CNN. The final binary segmentation labels were obtained by applying thresholding to the foreground probability map. FgSegNet-M outperforms two CNN based background subtraction methods: Cascaded CNN [118] and DeepBS [47] and other conventional algorithms on CDnet 2014 dataset. Furthermore, Lim and Keles designed a single input CNN followed by a feature pooling module (FPM) and the TCNN for moving object segmentation called FgSegNet-S [169] , a variant of FgSegNet-M [117] . This method was evaluated on three datasets: CDnet 2014 [114] , SBI [133] and UCSD [91] background subtraction datasets. Experiments on CDnet 2014 show that the FgSegNet-S is less robust against camera motion than FgSegNet-M. For all other video categories, it performs slightly better than FgSegNet-M The performance of both FgSegNet models drop significantly with low frame-rate videos and PTZ videos. In further work, Lim and Keles [170] proposed a more robust network by incorporating feature fusion to feature pooling module (FPM) and named it as FgSegNet-V2. It does not work for low frame-rate video category. This version of FgSegNet method is robust against camera motion and improves the performance in PTZ videos. This method outperforms all other background subtraction algorithms and ranked as number one on the CDnet 2014 dataset.
Zheng et al. [171] proposed a background subtraction algorithm based on Bayesian Generative Adversarial Network (BSGAN) to deal with the challenges of sudden and slow illumination variations, non-stationary background, and ghost. The deep convolutional neural networks are utilized to construct the generator and the discriminator of the proposed Bayesian generative adversarial network. In this method, the background model is generated by applying median filtering technique and then a network is trained to classify and label each pixel as foreground and background. Experiments on CDnet 2014 dataset show that BSGAN outputs good segmentation results in most of the video categories. Furthermore, Zheng et al. [172] designed a parallel version of BSGAN called BPVGAN.
Wang et al. [213] proposed a CNN based approach for background subtraction on depth videos called BGSNet-D (BackGround Subtraction neural Networks for Depth video). The objective is to use only depth data for background subtraction in order to deal with scenarios where color information is not available. A preprocessing strategy based on min-max normalization was employed to process depth images and to reduce noise. Two-channel patches extracted from preprocessed input video frames and a corresponding background frame were fed into the CNN for feature extraction and classification. Experimental results on SBM-RGBD dataset reflect that the proposed method outperforms traditional algorithms which also use only depth data for background subtraction. The performance of background subtraction algorithms which utilize both color and depth information is efficient than BGSNet-D in certain scenarios.
The top six background subtraction methods on CDnet 2014 dataset with average F-measure are presented in Table 20 . The average F-measure comes from the changedetection.net website. The leader methods for background subtraction on CDnet 2014 dataset are based on deep VOLUME 7, 2019 neural networks following supervised approaches. FgSegNet-V2 [170] tops the list with an average F-measure of 0.9847. In addition to deep neural network based background subtraction, the researchers are also trying to modify conventional background subtraction algorithms by incorporating different techniques. For instance, Chen et al. [42] exploited the hierarchical superpixel segmentation for background subtraction to handle ineluctable background motion. In another recent work, Jiang and Lu [113] adopted the concept of weighted samples with minimum-weight update policy for background model initialization and updation. Many background subtraction approaches for moving object detection have been developed and have achieved promising results, but there are still some significant unsolved challenges that need to be considered for robust background subtraction. Some future research directions in background subtraction are as follows: 1) Deep neural networks need to be more exploited for background initialization and background subtraction in order to handle complex backgrounds for real-time applications. 2) A robust and efficient algorithm is required to deal with PTZ videos, Night videos, and low frame-rate video categories. Even the performance of top rated background subtraction algorithms drops significantly while testing on above-mentioned video categories. 3) A large video dataset with wide variety of video categories including thermal videos, low frame-rate videos, strong illumination changes, color and depth camouflage, night videos, intermittent object motion, hard shadows, dynamic backgrounds, and moving camera along with large number of annotated images is needed for the exhaustive evaluation of background subtraction methods. 4) The leading deep convolutional neural networks based background subtraction algorithms work with RGB images. The deep convolutional neural networks need to be more exploited to work with RGB-D images or depth images in order to utilize the advantages of depth information for background subtraction.
5) Most of the background subtraction methods are specifically designed for static cameras and show poor results in case of moving cameras. Thus, conventional algorithms can be modified to expect good segmentation results for moving cameras. 6) The top background subtraction methods on CDnet 2014 dataset are based on supervised learning. Deep neural networks have proven track records in supervised learning tasks. Unsupervised and semi-supervised methods need to be more explored for effective background subtraction. Graph Memory Networks [214] , architecture for connecting neural networks to structural knowledge graphs provide a constructive solution to a wide range of problems. The graph-based semi-supervised method has the ability to work with multiple architectures. The researchers can explore graph memory networks for background subtraction.
X. CONCLUSION
The development of video datasets devoted to background subtraction helps the research community to check their algorithms against all major and latest challenges in the area of moving object detection. However, tremendous growth in the number of video datasets increases the difficulty in selecting datasets pertinent to background subtraction. It is also observed that more than one dataset has been used for evaluation in most of the published works. This survey attempts to provide thorough details of the most important datasets for background subtraction. A comparison of video datasets for background subtraction dedicated to studying the intelligent visual surveillance of human activities, highlighting essential characteristics such as a type of dataset, total number of videos, type of video scenes, kind of sensor used, ground truth details, and area of applications is provided to assist researchers in the selection of the most appropriate dataset. The reference to a paper that provides the details of dataset, the link to each dataset and references of published works using these datasets are also reported in this survey to save both time and efforts of researchers. Although many datasets were introduced for background subtraction, in our opinion still there is a need for general dataset that covers all the challenges of background subtraction to evaluate real-time video scenes. It is also evident from the literature that none of the background subtraction algorithms is effective to address all the key challenges simultaneously. This paves way for the new research and general video dataset in this area.
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