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Abstrat
We onsider the problem of onstruting an ation funtional for physial systems whose lassial equa-
tions of motion annot be diretly identied with Euler-Lagrange equations for an ation priniple. Two
ways of ation priniple onstrution are presented. From simple onsideration, we derive neessary and
suient onditions for the existene of a multiplier matrix whih an endow a presribed set of seond-
order dierential equations with the struture of Euler-Lagrange equations. An expliit form of the ation is
onstruted in ase if suh a multiplier exists. If a given set of dierential equations annot be derived from
an ation priniple, one an reformulate suh a set in an equivalent rst-order form whih an always be
treated as the Euler-Lagrange equations of a ertain ation. We onstrut suh an ation expliitly. There
exists an ambiguity (not redued to a total time derivative) in assoiating a Lagrange funtion with a given
set of equations. We present a omplete desription of this ambiguity. The general proedure is illustrated
by several examples.
1 Introdution
The problem of onstruting an ation funtional for a given set of dierential equations is known in literature
as the inverse problem of the alulus of variations for the Newtonian mehanis. In its lassial setting [1℄
onsists of solving the variational equation
δS[q]
δqi(t)
= gi , (1)
where gi(t, q
i, q˙i, ...) = 0 is some given system of dierential equations with respet to unknown funtions qi(t),
and S[q] is a loal funtional to be determined. The ondition of loality requires the existene of a funtion
L(t, q, q˙...) (Lagrangian), suh that the funtional S[q] (ation) would be written as an integral
S[q] =
∫
dtL . (2)
In other words, the essene of the inverse problem of the alulus of variations onsists of nding a variational
priniple for a given system of dierential equations. This problem has been under onsideration for more than
a hundred years. As early as 1887 Helmholtz [1℄ presented a riterion of ommutativity for seond variational
derivatives from whih immediately follows the neessary (and with some restritions also suient) ondition
of solvability of the equation (1):
δgi(t)
δqj(s)
=
δgj(s)
δqi(t)
. (3)
If this ondition holds, the system gi(t, q
i, q˙i, ...) = 0 is alled Lagrangian system, if not the system is non-
Lagrangian. In 1894 Darboux [2℄ solved the problem for the one dimensional ase. In 1941 the ase of two degrees
of freedom was investigated by Douglas [3℄; in partiular, he presented examples of seond-order equations whih
annot be obtained from the variational priniple. Afterwards many authors (see e.g., [6℄-[15℄ and referenes
therein) investigated this problem for multidimensional systems.
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In the present work we onsider the question of the onstrution of an ation priniple for a given system
of dierential equations using the integrating multiplier method [3℄-[9℄. The integrating multiplier is a non-
singular matrix whih being multiplied by a given set of dierential equations redues this set to a standard
Euler-Lagrange form. In setion 2 we present a simple derivation for neessary and suient onditions for
an integrating multiplier for a system of seond-order equations. We also onstrut the expliit form of the
Lagrangian in ase an integrating multiplier exists. Then we apply our method for investigating the inverse
problem of some simple models. In partiular, we onstrut an ation priniple for multidimensional dissipative
systems. We also onsider an example of a linear dynamial system whose equations of motion does not admit
an integrating multiplier, and, as a onsequene, annot be obtained from the minimum ation priniple.
Note that it is always possible to redue non-Lagrangian seond-order equations of motion to an equivalent set
of rst-order dierential equations. From the Helmholtz riterion (3) we nd neessary and suient onditions
for the existene of an integrating multiplier for suh equations. It turns out that in the rst-order formalism
an integrating multiplier always exists and an be onstruted by means of the solution of the Cauhy problem
for the equations in question, and this is presented in setion 3 and is partially based on results of the works [10℄
and [15℄. Then we onstrut the ation funtional expliitly. Thus, we show that systems traditionally alled as
non-Lagrangian are, in fat, equivalent to some rst-order Lagrangian systems. As an example, we onstrut a
rst-order ation funtional for any linear dynamial system.
2 Ation funtional for a set of seond-order equations
2.1 General onsideration
Let a system with n degrees of freedom be desribed by a set of n seond-order dierential equations of motion,
solvable with respet to seond-order time derivatives. Suppose suh a set has the form
q¨i − f i(t, q, q˙) = 0, i = 1...n, (4)
where f i(t, q, q˙) are some funtions of the indiated arguments, and by dots above we denote time derivatives
of the oordinates. Let us onstrut an ation priniple for this set. If (4) annot be diretly identied with
Euler-Lagrange equations, one an nd an integrating multiplier, i.e., a nonsingular matrix hij(t, q, q˙) that
being multiplied by (4)
hij
[
q¨j − f j(t, q, q˙)
]
= 0 (5)
redues this set to standard Euler-Lagrange form for some Lagrangian L(t, q, q˙),
∂L
∂qi
−
∂2L
∂t∂q˙i
−
∂2L
∂q˙i∂qj
q˙j −
∂2L
∂q˙i∂q˙j
q¨j = 0 . (6)
In order to identify (5) with (6) we need to ensure that
∂2L
∂q˙i∂q˙j
= hij , (7)
∂L
∂qi
−
∂2L
∂t∂q˙i
−
∂2L
∂q˙i∂qj
q˙j = hijf
j . (8)
Provided that an integrating multiplier is known, equations (7)-(8) an be interpreted as a system of equations
for a Lagrange funtion L. We are going to solve the set of equations (7)-(8). Its onsisteny onditions will
give us all the neessary and suient onditions for an integrating multiplier. Assuming that L is a smooth
funtion of the indiated arguments, the onsisteny ondition for equation (7) imply that
hij = hji ,
∂hij
∂q˙k
=
∂hkj
∂q˙i
. (9)
If (9) does hold one an solve equation (7). To this end, we remind that the general solution of the equation
∂f/∂qi = gi, provided the vetor gi is a gradient, is
f(q) =
∫ 1
0
ds qigi(sq) + c ,
2
where c is a onstant. Taking the above fat into aount, we obtain for L (we do not onsider global problems
whih an arise from non-trivial topology of the onguration spae) the following representation:
L = K(t, q, q˙) + li(t, q)q˙
i + l0(t, q) , (10)
where
K(t, q, q˙) =
1∫
0
da q˙j

 1∫
0
db q˙i1hij(t, q, bq˙1)


q˙1=aq˙
(11)
and l0(t, q), li(t, q) are some funtions of the indiated arguments. To nd these funtions, we use equation (8).
Substituting (10) into (8), we get
∂K
∂qi
−
∂2K
∂q˙i∂t
−
∂2K
∂q˙i∂qj
q˙j +
(
∂lj
∂qi
−
∂li
∂qj
)
q˙j −
∂li
∂t
+
∂l0
∂qi
= hijf
j . (12)
Dierentiating this equation over q˙k, we obtain:
∂lk
∂qi
−
∂li
∂qk
= Lik , (13)
where
Lik =
∂2K
∂q˙i∂qj
−
∂2K
∂q˙j∂qi
+
∂hik
∂t
+ q˙j
∂hik
∂qj
+
∂
∂q˙k
(
hijf
j
)
. (14)
This equation is a dierential equation for li. The onsisteny onditions of equation (13) imply that, rst of
all, the symmetri part of Lik is zero, whih an be written as
Dˆhik +
1
2
(
hij
∂f j
∂q˙k
+ hkj
∂f j
∂q˙i
)
= 0 , (15)
where
Dˆ =
∂
∂t
+ q˙j
∂
∂qj
+ f j
∂
∂q˙j
.
Using (15), one an rewrite (14) as follows
Lik =
∂2K
∂q˙i∂qk
−
∂2K
∂q˙k∂qi
+ Aik , Aik =
1
2
(
hij
∂f j
∂q˙k
− hkj
∂f j
∂q˙i
)
(16)
Next, Lik does not depend on the veloities, i.e., ∂Lik/∂q˙
l = 0, whih yields
∂hkl
∂qi
−
∂hil
∂qk
=
∂
∂q˙l
Aik . (17)
And, nally, the Jaobi identity
∂Lik
∂ql
+
∂Lkl
∂qi
+
∂Lli
∂qk
= 0 ⇒
∂Aik
∂ql
+
∂Akl
∂qi
+
∂Ali
∂qk
= 0 . (18)
Provided hij obeys equations (15), (17) and (18), li an be found from equation (13). We remind that the
general solution for li of equation (13) is given by
li(t, q) =
1∫
0
da qkLki(t, aq) +
∂ϕ (t, q)
∂qi
, (19)
where ϕ(t, q) is an arbitrary funtion.
Now from equation (12) we an nd l0; to this end let us rewrite it as follows:
∂l0
∂qi
= mi , (20)
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where
mi = hijf
j −
∂K
∂qi
+
∂2K
∂t∂q˙i
+ q˙j
∂2K
∂qj∂q˙i
− q˙jLij +
∂li
∂t
. (21)
The onsisteny onditions of (20) imply that, rst, mi does not depend on the veloities, i.e., ∂mi/∂q˙
k = 0.
This ondition is provided by equation (15). And seond, the vetor mi must be a gradient:
∂mi
∂qk
−
∂mk
∂qi
=
∂Aik
∂t
+ q˙j
∂Aik
∂qj
+
∂
∂qk
(hijf
j)−
∂
∂qi
(hkjf
j) = 0 . (22)
Taking into aount (9), (15) and (17), one gets from (22) the following algebrai ondition:
hijB
j
k − hkjB
j
i = 0 , (23)
where
Bij =
1
2
∂f i
∂q˙m
∂fm
∂q˙j
− Dˆ
∂f i
∂q˙j
+ 2
∂f i
∂qj
.
If hij obeys (23), then from (20) one gets
l0(t, q) =
1∫
0
da qkmk(t, aq) +
∂ϕ (t, q)
∂t
+ c(t), (24)
where c (t) is an arbitrary funtion of time.
Thus, we have proved the following statement: i for a given set of seond-order ordinary dierential
equations (4) there exists a non-singular matrix hij (t, q, q˙)that obeys equations (9), (15), (17), (18) and
(23), then this set an be obtained from the variational priniple with Lagrangian (10), where the funtions
K (t, q, q˙) , li (t, q) and l0 (t, q) are dened by (11), (19) and (24) respetively, and the funtions ϕ (t, q) and
c (t) are arbitrary funtions of the indiated arguments.
The arbitrariness related to the funtions ϕ (t, q) and c (t) enter the Lagrangian (10) via the total time
derivative of a funtion F,
F = ϕ (t, q) +
∫
c (t) dt.
Note that an integrating multiplier hij , and as a onsequene the Lagrange funtion L does exist, but however
not for any set of equations (4). In Setion 3 we onsider an example of a dynamial system whih does not
admit the existene of an integrating multiplier. However, if it exists, it is not unique [15℄-[21℄, e.g., if the matrix
hij is an integrating multiplier for a ertain set (4), it is easy to see that the matrix h´ij = c hij , where c 6= 0
is a onstant, is an integrating multiplier as well. Therefore, Lagrangian (10) leading to the set of equations
(4) is not unique; beause for this set there exist as many inequivalent Lagrangians as integrating multipliers.
Lagrangians orresponding to dierent integrating multipliers are known as s-equivalent Lagrangians.
In the one dimensional ase q¨ − f(t, q, q˙) = 0, an integrating multiplier is a non-vanishing funtion h(t, q, q˙)
that obeys the equation
∂h
∂t
+ q˙
∂h
∂q
+
∂
∂q˙
(fh) = 0 . (25)
This is a rst-order partial dierential equation whih obviously has a solution for any f and initial ondition
h (t = 0, q, q˙) = h0 (q, q˙). As we an see, an answer to the question whether there exists a solution of the inverse
problem of the alulus of variations depends on the number of degrees of freedom n. For n = 1 the answer is
always positive, and there exist as many inequivalent Lagrangians as funtions h0 (q, q˙) of two variables. For
n ≥ 2 the answer is generally negative.
2.2 Examples
In this setion we onsider the possibility of onstruting an ation priniple for some examples of dynamial
systems. First of all, let us onsider dissipative systems. Suppose we have an ideal system with Lagrangian
L0 =
q˙2
2
+ V (q), q = {qi}, i = 1...n. (26)
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Let us onsider the ase when besides the potential onservative fore F i = ∂V
∂qi
there exist a frition fore
F ifric = αq˙
i, (27)
where α is a phenomenologial frition oeient whih in general an depend on time. The equations of motion
for suh a system have the form
q¨i =
∂V
∂qi
+ αq˙i. (28)
These equations are non-Lagrangian, but for this set it is possible to nd an integrating multiplier. In the
simplest ase, when it does not depend on oordinates and veloities, it has the form
hij = e
−2
R
αdth0ij , (29)
where h0ij is an arbitrary, symmetri, nonsingular, onstant matrix ommuting with the matrix Vij = ∂
2V/∂qi∂qj .
Using the statement of the previous setion, we obtain the following Lagrangian:
L =
1
2
q˙ihij q˙
j +
1∫
0
qihij
∂V (s~q)
∂qj
ds. (30)
If one sets h0ij = δij , Lagrangian (30) an be rewritten as
L = e−2
R
αdtL0. (31)
Note that one the frition oeient goes to zero, Lagrangian (31) transforms into the initial Lagrangian (26).
Let us now onsider the ase when the potential in the initial Lagrangian is linear in veloities. For simpliity
we onsider the two-dimensional ase
L0 =
1
2
(
x˙2 + y˙2 + β(x˙y − y˙x)
)
, (32)
Let us onsider this system in the presene of the dissipative fore (30). The equations of motion will have the
form:
x¨ = αx˙− βy˙ ,
y¨ = βx˙+ αy˙ .
(33)
As was shown in [12℄, this system desribes a moving harged partile in a uniform magneti eld with radiation
frition. In this ase,
Bij =
(
α2 − β2 −2αβ
2αβ α2 − β2
)
and from equation (23) one immediately gets
tr (hij) = h11 + h22 = 0 . (34)
It is then easy to nd that the general solution of the equations (9), (15), (17), (18) is dened by an arbitrary
funtion φ (ζ, η) and has the form
hij =
(
F + F¯ i
(
F − F¯
)
i
(
F − F¯
)
−
(
F + F¯
) ) , (35)
where F = φ
(
ξ˙e−γt, ξ˙ − αξ
)
e−γt, ξ = x+ iy, γ = α+ iβ and the bar denotes a omplex onjugation.
The simplest real solution an be found if we put φ = 1/ζ. We have
hij =
2
x˙2 + y˙2
(
x˙ y˙
y˙ −x˙
)
. (36)
Using the formulas (10), (11), (19) and (24) we nd the following Lagrangian:
L =
1
2
x˙ ln
(
x˙2 + y˙2
)
+ y˙ arctan
(
x˙
y˙
)
+ αx− βy . (37)
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The orresponding Euler-Lagrange equations
x¨x˙+ y¨y˙
x˙2 + y˙2
= α,
x¨x˙− y¨y˙
x˙2 + y˙2
= β (38)
are equivalent to the initial ones (33), with the exeption of the point x˙ = y˙ = 0. Thus, we an see that in this
ase the inverse problem of the alulus of variations is solvable. Unfortunately, neither Lagrangian (37) nor
any other Lagrangian onstruted by the matrix (35) in the limit α→ 0 transforms into the initial Lagrangian
(32), modulo a total time derivative. This is beause, aording to the algebrai ondition (34), the trae of the
Hessian matrix of any Lagrangian for the set of equations (33) must be equal to zero and this property holds
true after the limit α → 0 is taken. On the other hand, the trae of the Hessian matrix of the Lagrangian L0
in (32) is equal to 2. This ontradition proves the statement.
Finally we onsider the example of a dynamial system for whih an integrating multiplier and, onsequently,
the possibility of the Lagrangian desription does not exist. Duglas [3℄ showed that the set of seond-order
equations
x¨+ y˙ = 0,
y¨ + y = 0
does not admit an integrating multiplier.Let us prove this. To this end, let us assume the opposite, namely,
let there be a non-degenerate matrix hij that obeys equations (9), (15), (17), (18) and (23). Then from the
algebrai equation (23) it follows that hij must be diagonal (h12 = h21 = 0), sine in this ase
Bij =
(
0 0
0 2
)
.
Then, from ondition (15) we immediately obtain h11 = 0, and arrive at a ontradition, dethij = 0.
Thus, we an see that an ation funtional in seond-order formalism annot be onstruted for some sets
of dierential equations. Nevertheless, as we show in the following setion, it is always possible to onstrut an
ation priniple for the equivalent set of rst-order equations.
3 Ation priniple in the rst-order form
Let a system with n degrees of freedom be desribed by a set of n non-Lagrangian seond-order dierential
equations of motion. To onstrut an ation priniple, we replae these equations (whih is always possible
to do by introduing n additional variables, e.g. pi = q˙
i
) by an equivalent set of 2n rst-order dierential
equations, solvable with respet to time derivatives. Suppose suh a set has the form
x˙α = fα(t, x) , (39)
xα = (qi, pi) , α = 1, .., 2n ,
where fα(t, x) are some funtions of the indiated arguments and by dots above we denote time derivatives of
oordinates. Let us onstrut an ation priniple for this set. If (39) annot be diretly identied with Euler-
Lagrange equations, then one an nd an integrating multiplier, i.e. a nonsingular matrix Ω1 whih redues the
initial set of dierential equations (39) to a variational derivative:
gα [t] = Ωαβ
(
x˙β − fβ(t, x)
)
=
δS
δxα
= 0 . (40)
Sine gα [t] is a variational derivative it must obey the Helmholtz riterion [1℄
δgα [t]
δxβ (s)
=
δgβ [s]
δxα (t)
. (41)
We will use this ondition to nd an integrating multiplier Ω. In the general ase one an assume that Ω
depends on time t, oordinates xα and time derivatives up to order m (m is a natural number), i.e. gα [t] =
1
We denote by Ω the integrating multiplier for the rst-order equations.
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gα
(
t, x, ..., x(m)
)
. Having in mind this form of gα one rewrites (41) as
m∑
i=0
∂gα [t]
∂xβ(i)
δ(i) (t− s) =
m∑
j=0
∂gβ [s]
∂xα(j)
δ(j) (s− t) , (42)
sine
δ
δxβ (s)
xα(k) (t) =
(
d
dt
)k
δxα (t)
δxβ (s)
= δαβδ
(k) (t− s) , k = 0, 1, ... .
Dierentiating the identity f (t) δ (t− s) = f (s) δ (s− t) over t one nds
f (s) δ(k) (s− t) = (−1)
k
k∑
l=0
Ckl f
(l) (t) δ(k−l) (t− s) , Ckl =
k!
(k − l)!
. (43)
Using (43) we rewrite (41) as
m∑
i=0
∂gα [t]
∂xβ(i)
δ(i) (t− s) =
m∑
j=0
(−1)
j
j∑
l=0
Cjl
[(
d
dt
)l
∂gβ [t]
∂xα(j)
]
δ(j−l) (t− s) . (44)
Comparing in (44) the oeient for δ(k) (t− s) one gets equations for gα
(
t, x, ..., x(m)
)
. When k = 0 we have
∂gα
∂xβ
−
m∑
j=0
(−1)
j
(
d
dt
)l
∂gβ
∂xα(j)
= 0 . (45)
Sine gα [t] depends only on derivatives up to order m, the oeient of the higher derivative x
α(2m)
in equation
(45) must vanish. This oeient is (−1)m ∂2gβ/∂x
α(m)∂xγ(m), whih means that gα [t] must be linear on the
derivatives of order m, i.e.
gα [t] = aαβ
(
t, x, ..., x(m−1)
)
xβ(m) + bα
(
t, x, ..., x(m−1)
)
,
where aαβ and bα are some funtions. Sine Ω is a nonsingular matrix, (40) should be a system of rst-order
equations, i.e. we have m = 1 and Ω = Ω (t, x).
Now omparing the oeient of δ(1) (t− s) in (44), we obtain:
Ωαβ = −Ωβα . (46)
Then from (45) we have
∂β (Ωαγf
γ)− ∂α (Ωβγf
γ) + ∂tΩαβ + x˙
γ (∂βΩαγ − ∂αΩβγ + ∂γΩβα) = 0 .
Sine Ω does not depend on x˙ one gets the following equations for Ω:
∂αΩβγ + ∂βΩγα + ∂γΩαβ = 0 (47a)
and
∂tΩαβ +£fΩαβ = 0 , (48)
where £fΩαβ is the Lie derivative of Ωαβ along the vetor eld f
γ
and ∂α = ∂/ ∂x
α, ∂t = ∂/∂t. Thus we see
that for a set of rst order equations an integrating multiplier is a nonsingular matrix whih depends only on
time t and oordinates xα, and obeys the onditions (46), (47a) and (48).
Let us analyze equations (46)(48) for the matrix Ωαβ following our work [15℄. It is known that the general
solution Ωαβ of equation (48) an be onstruted with the help of a solution of the Cauhy problem for equations
(39). Suppose that suh a solution is known:
xα = ϕα(t, x(0)) , x
α
(0) = ϕ
α(0, x(0)) (49)
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is a solution of equations (39) for any x(0) =
(
xα(0)
)
, and χα(t, x) is the inverse funtion with respet to
ϕα(t, x(0)), i.e.,
xα = ϕα(t, x(0)) =⇒ x
α
(0) = χ
α(t, x) , xα ≡ ϕα(t, χα) , ∂αχ
γ |t=0 = δ
α
γ . (50)
Then
Ωαβ(t, x) = ∂αχ
γ Ω
(0)
γδ (χ) ∂βχ
δ , (51)
where the matrix Ω
(0)
αβ is the initial ondition for Ωαβ ,
Ωαβ(t, x)|t=0 = Ω
(0)
αβ(x) .
One an see that by hoosing the matrix Ω
(0)
αβ(x) to be nonsingular and subjet to the Jaobi identity, we
guarantee the fullment of the same onditions for the omplete matrix Ωαβ(t, x), sine omponents of the
latter are given by a hange of variables (51).
Thus, we see that for any set of rst order equations (39), an integrating multiplier always exists, i.e. there
always exists a Lagrangian L(t, x, x˙) whih has the set of equations
Ωαβ
(
x˙β − fβ(t, x)
)
= 0 (52)
as its Euler-Lagrange equations. It is easy to see that this Lagrangian is linear in the rst-order derivative x˙α
sine equations (52) do not ontain seond-order derivatives, i.e. the orresponding term ∂2L/∂x˙α∂x˙β vanishes.
The general form of this Lagrangian is
L = Jαx˙
α −H , (53)
where Jα = Jα(t, x) and H = H(t, x) are some funtions of the indiated arguments. The EulerLagrange
equations orresponding to (53) are
δS
δx
=
∂L
∂x
−
d
dt
∂L
∂x˙
= 0 =⇒ −∂αH − ∂tJα + (∂αJβ − ∂βJα) x˙
β = 0 . (54)
Comparing equations (52) and (54) one gets
2
Ωαβ = ∂αJβ − ∂βJα , (55)
and
Ωαβf
β − ∂tJα = ∂αH . (56)
The funtions Jα and H an be found from onditions (55) and (56) if the matrix Ωαβ is given. One an see that
onsisteny onditions for these equations exatly give us equations (46)-(48) for an integrating multiplier Ωαβ .
We reall that the general solution Jα(t, x) of the equation (55), provided that Ωαβ is a given antisymmetri
matrix that obeys the Jaobi identity, is given by
Jα(t, x) =
∫ 1
0
xβΩβα(t, sx) sds+ ∂αϕ(t, x) , (57)
where ϕ(x) is an arbitrary funtion. Substituting (51) into (57), we obtain
Jα(t, y) =
∫ 1
0
yβ
[
∂αχ
γ Ω
(0)
γδ (χ) ∂βχ
δ
]∣∣∣
x=sy
sds+ ∂αϕ(t, y) . (58)
Equation (58) desribes all the ambiguity (arbitrary sympleti matrix Ω
(0)
γδ and arbitrary funtion ϕ(t, x)) in
onstruting the term Jα(t, x) of the Lagrange funtion (53).
To restore the term H in the Lagrange funtion (53), we need to solve the equation (56) with respet to H.
To this end, we reall that the general solution of the equation ∂if = gi, provided a vetor gi is a gradient, is
given by
f(x) =
∫ 1
0
ds xigi(sx) + c ,
2
As a more abstrat argument in favour of suh a form of Ω we invoke the Poinare Lemma, aording to whih any losed form
is loally exat, but here we do not treate the global problems wih an arise from the non-trivial topology of xα-spae.
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where c is a onstant. Taking the above into aount, we obtain for H the following representation:
H(t, x) =
∫ 1
0
ds xβ [Ωβα(t, sx)f
α(t, sx)− ∂tJβ(t, sx)] + c(t) , (59)
where c(t) is an arbitrary funtion of time, and Ωβα and Jβ are given by (51) and (58) respetively. All the
arbitrariness in onstruting H is thus due to the arbitrary sympleti matrix Ω
(0)
γδ and the arbitrary funtions
ϕ(t, x) entering the expressions for Ωβα and Jβ , and the arbitrary funtions c(t).
We an see that there exists a family of Lagrangians (53) whih lead to the same equations of motion (39).
It is easy to see that ations with the same Ω
(0)
γδ but dierent funtions ϕ(t, x) and c(t) dier by a total time
derivative (we all suh a dierene trivial). A dierene in Lagrange funtions related to dierent hoie of
sympleti matries Ω
(0)
αβ is not trivial. The orresponding Lagrangians are known as s-equivalent Lagrangians.
As an example, let us onsider a theory with equations of motion of the form
3
x˙ = A(t)x + j(t) . (60)
An ation priniple for suh a theory an be onstruted (see [15℄) following the above desribed manner.
The solution of the Cauhy problem for the equations (60) reads
x(t) = Γ(t)x(0) + γ(t) , (61)
where the matrix Γ(t) is the fundamental solution of (60), i.e.,
Γ˙ = AΓ , Γ(0) = 1 , (62)
and γ(t) is a partial solution of (60). Then following (51), we onstrut the matrix Ω4,
Ω = ΛTΩ(0)Λ , Λ = Γ−1 . (63)
and nd the funtions J and H aording to (58) and (59),
J =
1
2
xΩ , H =
1
2
xBx− Cx , (64)
where
B =
1
2
(
ΩA−ATΩ
)
, C = Ωj . (65)
Thus, the ation funtional for the general quadrati theory is
S[x] =
1
2
∫
dt (xΩx˙− xBx − 2Cx) . (66)
In onlusion we note that it is always possible to onstrut a Lagrangian ation for any set of non-Lagrangian
equations in an extended onguration spae following a simple idea rst proposed by Bateman [22℄. Suh
a Lagrangian has the form of a sum of initial equations of motion being multiplied by the orresponding
Lagrangian multipliers and new variables. The Euler-Lagrange equations for suh an ation ontain besides the
initial equations some new equations of motion for the Lagrange multipliers. In suh an approah one has to
think how to interpret the new variables already on the lassial level. Additional diulties (indenite metri)
an appear in ourse of the quantization [23℄-[26℄.
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Here we use matrix notation, x = (xα) , A(t) =
“
A(t)α
β
”
, j(t) = (j(t)α) , α, β = 1, ..,2n.
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For simpliity we hoose the matrix Ω(0) to be a onstant nonsingular antisymmetri matrix.
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