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DERIVATIONS OF LEAVITT PATH ALGEBRA
Viktor Lopatkin∗
Abstract. In this paper, we describe the K-module HH1(LK(Γ)) of
outer derivations of the Leavitt path algebra LK(Γ) of a row-finite graph
Γ with coefficients in an associative commutative ring K with unit.
We explicitly describe a set of generators of HH1(LK(Γ)) and rela-
tions among them. We also describe a Lie algebra structure of outer
derivation algebra of the Toeplitz algebra. We prove that every deriva-
tion of a Leavitt path algebra can be extended to a derivation of the
corresponding C∗-algebra.
Mathematics Subject Classifications: 16S99, 13N15, 46L57, 05C25.
Key words: Gro¨bner–Shirshov basis; Leavitt path algebra; Deriva-
tions; Hochschild cohomology; the Toeplitz algebra; the Witt algebra;
the C∗-algebras.
Introduction
Throughout this note, all rings are assumed to be nonzero, associative
with unit.
Given a row-finite directed graph Γ and a field K, G. Abrams and A.
Pino in [2], and independently P. Ara, M.A. Moreno, E. Pardo in [6], in-
troduced the Leavitt path algebra LK(Γ). Later, in [15] M. Tomforde gener-
alized the construction of Leavitt path algebras by replacing the field with
a commutative ring. This algebra is an algebraic analog of graph Cuntz–
Krieger C∗-algebras. These algebras have attracted significant interest and
attention, not only from ring theorists, but from analysts working in C∗-
algebras, group theorists, and symbolic dynamicists as well (see for example
[4, 5, 12] and the survey [1]). In [5] it has been proved that the Leavitt path
algebra and their generalizations are hereditary algebras. It follows that
the higher degree homologies vanish. P. Ara and G. Cortin˜as [3] calculated
the Hochschild homology of Leavitt path algebras. But this result does not
yield explicit formulas for the generators of HH∗(LK(Γ)).
In this paper we deal with the Leavitt path algebra LK(Γ) of a row-finite
(no necessary finite) graph Γ with coefficients in a commutative ring K. We
describe every derivation of the Leavitt path algebra LK(Γ) via explicit for-
mulas (see Theorem 2.1). This description allows to describe the K-module
∗South China Normal University, Guangzhou, China, wickktor@gmail.com
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HH1(LK(Γ)) of outer derivation (=the first Hochschild cohomology) of the
Leavitt path algebra LK(Γ) (see Theorem 3.2) and prove that every deriva-
tion of LC(Γ) can be extended to the derivation of the C
∗-algebra C∗(Γ)
(see Theorem 4.4). We also show that the vector space HH1(LK(Γ)), over
a field K, has infinite dimension if the graph Γ contains a path with infi-
nite length and dimension 0 otherwise. Finally, we describe a Lie algebra
structure of outer derivation algebra of the Toeplitz algebra (see Section 5).
Acknowledgements: the author would like to express his deepest grat-
itude to Prof. Leonid A. Bokut’, who has drawn the author’s attention
to the problems studied in this work. Special thanks are due to Prof. Efim
Zelmanov for very useful discussions and for having kindly clarified some
very important details. I am also extremely indebted to my friend, my Chi-
nese brother Dr. Zhang Junhuai for the great support, without which
the author’s life would be very difficult. I am deeply grateful to Dr. Pasha
Zusmanovich, who suggested corrections and improvements.
1. Leavitt path algebra
We present the main definitions and notations which will use in this note.
We also give a list of examples of known algebras which arise as Leavitt path
algebras. Then we give a description of a basis (K-basis) of the Leavitt path
algebra of a row-finite graph with coefficient in a commutative ring, which
is an analog of Zelmanov et al’.s result (see [7, Theorem 1]).
1.1. Definitions and Examples. We begin by recalling some general no-
tions of graph theory: a directed graph Γ = (V,E, s, r) consists of two sets
V and E, called the set of vertices and edges, respectively, and two maps
s, r : E → V called source and range (of edge), respectively. For conve-
niences, we also set s(v) = r(v) = v for every vertex v ∈ V . The graph is
called row-finite if for all vertices v ∈ V , |s−1(v)| <∞. A vertex v for which
s−1(v) is empty is called a sink. A path p = e1 · · · eℓ in the graph Γ is a se-
quence of edges e1, . . . , eℓ ∈ E such that r(ei) = s(ei+1) for i = 1, . . . , ℓ− 1.
In this case we say that the path p starts at the vertex s(e1) and ends at
the vertex r(eℓ), we put s(p) := s(e1) and r(p) := r(eℓ).
Let p = p0p1 · · · pz−1pz be the decomposition of the path p via the edges
p0, . . . , pz ∈ E; we use the following notation: we set p/p0 := p1 · · · pz−1pz
and p\pz = p0p1 · · · pz−1. If p = p0 (resp. p = pz), then we set p/p0 := r(p)
(resp. p\pz := s(p)). Finally, if p ∈ E, then, just for conveniences, we set
[p/p0]
∗ := r(p) and [p\pz]
∗ := s(p).
Definition 1.1 (cf. [2, Definition 1.3] and [15, Definition 2.4]). Let K be
an commutative ring and Γ = (V,E) be a row-finite graph. The Leavitt
path algebra LK(Γ) of the graph Γ with coefficients in K is a K-algebra
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presented by the set of generators {v, v ∈ V }, {e, e∗ : e ∈ E} and the set of
relations:
(1) vu = δv,uv, for all v, u ∈ V ;
(2) s(e)e = er(e) = e, r(e)e∗ = e∗s(e) = e∗, for all e ∈ E;
(3) e∗f = δe,fr(e), for all e, f ∈ E;
(4) v =
∑
s(e)=v ee
∗, for an arbitrary vertex v ∈ V \ {sinks}.
Example 1.2 (Full matrix algebras). Let An denote the following graph
•v1
e1
// •v2
e2
// // •vn−1
en−1
// •vn . Then LK(An) ∼= Mn(K), the full
n × n matrix algebra. Let us describe this isomorphism. Let Ei,j be the
standard matrix units, here 1 ≤ i, j ≤ j, then the isomorphism LK(An) ∼=
Mn(K) can be described as follows:
vi ↔ Ei,i, 1 ≤ i ≤ n,
ei ↔ Ei,i+1, 1 ≤ i ≤ n− 1,
e∗i ↔ Ei+1,i, 1 ≤ i ≤ n− 1.
Example 1.3 (The Laurent polynomial algebra). Let R1 denote the
graph •ve
))
. Then LK(R1) ∼= K[t, t
−1], the Laurent polynomial algebra.
The isomorphism is clear: v ↔ 1, e↔ t, e∗ ↔ t−1.
Example 1.4 (Leavitt algebra). For 1 ≤ ℓ ≤ ∞, let Rℓ be a graph with ℓ
edges and with one vertex v. Then LK(Rℓ) ∼= LK(1, ℓ), the Leavitt algebra
of order ℓ, defined by the generators {xi, yi : 1 ≤ i ≤ ℓ}, and relations
yixi = δi,j,
∑ℓ
i=1 xiyi = 1.
Example 1.5 (The Toeplitz algebra). For any field K, the Jacobson
algebra, described in [11], is a K-algebra: A = K〈x, y : xy = 1〉. This
algebra was the first example appearing in the literature of an algebra which
is not directly finite, that is, in which there are elements x, y for which
xy = 1 but yx 6= 1. Let T denote the “Toeplitz graph” •ve
)) f
// •u.
Then LK(T ) ∼= A. The isomorphism is described as follows:
v ↔ yx, u↔ 1− yx,
e↔ y2x, f ↔ y − y2x,
e∗ ↔ yx2, f ∗ ↔ x− yx2.
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1.2. A basis of Leavitt path algebras over a commutative ring. The
main goal of this subsection is to give a basis of the Leavitt path algebra
LK(Γ) of a row-finite graph Γ with coefficients in a commutative ring K,
which is an analog of Zelmanov et al’.s result [7, Theorem 1].
For an arbitrary vertex v ∈ V which is not a sink, let us consider the
set of edges {e1, . . . , eℓ} with the common source v = s(e1) = s(e2) = . . . =
s(eℓ). Let us choose the edge e1 ∈ E. We will refer to this edge as special.
In other words, we fix a function ϑ : V \ {sinks} → E such that s(ϑ(v)) = v
for an arbitrary v ∈ V \ {sinks}. Denote by ϑ(V ) the set of all special
edges of Γ. Just for convinces, we write δe,ϑ = 1 if the edge e is special and
δe,ϑ = 0 otherwise.
Let us consider the following set of polynomials of LK(Γ),
GS = GS1 ∪GS2 ∪GS3 ∪GS4, (1.1)
where
GS1 :=
⋃
v,u∈V
e∈E
{vu− δv,uv, ve− δv,s(e)e, ev − δv,r(e)e},
GS2 :=
⋃
v∈V
e,f∈E
{ve∗ − δv,s(e)e
∗, e∗v − δv,s(e)e
∗, e∗f − δe,fr(e)},
GS3 :=
⋃
e,f∈E
{ee∗ − s(e) +
∑
s(f)=s(e)
ff ∗ : ϑ(s(e)) 6= f},
GS4 :=
⋃
e,f∈E
{ef : r(e) 6= s(f)} ∪ {e∗f ∗ : r(f) 6= s(e)}
∪{ef ∗ : r(e) 6= r(f)}.
It can be shown by straightforward computations that all these polyno-
mials are closed with respect to compositions (see [8, 10] and the survey [9]),
i.e., GS is the Gro¨bner–Shirshov basis of LK(Γ). Thus, by Composition–
Diamond lemma, in the case when K being a field, the set of irreducible
words, i.e., not containing the leading monomials of polynomials of GS,
is a K-basis of LK(Γ) and we get Zelmanov et al’.s result [7, Theorem 1].
However, this result has the same form in the case when K is a commutative
ring (see [14, Theorem 3.7 ]).
Theorem 1.6 (cf. [7, Theorem 1] and [14, Theorem 3.7 ]). Let Γ be a row-
finite graph and K a commutative ring. Then, the following elements form a
K-basis B of the Leavitt path algebra L(Γ): (1) the set of all vertices V , (2)
the set of all paths P, (3) the set P∗ := {p∗ : p ∈ P}, (4) a set M of words of
the form wh∗, where w = w0 · · ·wz ∈ P, h
∗ = [h0 · · ·hz]
∗ = h∗z · · ·h
∗
0 ∈ P
∗,
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wi, hj ∈ E, are paths that end at the same vertex r(w) = r(h), with the
condition that the edges wz and hz are either distinct or equal, but not
special.
Remark 1.7. Just for convinces, we frequently use the following notations:
(1) wh∗ ∈ P means h = r(w), (2) wh∗ ∈ P∗ means w = r(h), and (3)
wh∗ ∈ V means w = h = v ∈ V .
2. The Module of Derivations of Leavitt Path Algebra.
We begin by recalling some general notions. Let Λ be an algebra over
a commutative ring K. Let us denote by DerK(Λ) (or shortly Der(Λ))
the K-module of all derivations of Λ. As well known, every element λ ∈ Λ
determines the inner derivation adλ, adλ(a) = λa − aλ, a ∈ Λ. Denote
by ad(Λ) the K-module of inner derivations of Λ. Further, the K-module
HH1(Λ) := Der(Λ)/ ad(Λ) is called the first Hochschild cohomology of Λ
or the module of outer derivations of Λ.
Let Γ be a row-finite graph, K a commutative ring, LK(Γ) the Leavitt
path algebra over K and D a derivation of LK(Γ). In this section, we aim
to describe a set of generators of the K-module Der(LK(Γ)).
For LK(Γ) we have the K-basis B (see Theorem 1.6) and we can write
D(x) =
∑
b∈B Fb(x)b, for every x ∈ LK(Γ) where Fb : LK(Γ) → K are
functionals and almost all Fb(x) are zero. Conversely, let {Fb}b∈B be a
family of functionals Fb : LK(Γ) → K such that almost all Fb(x) are zero,
then this family determines the linear map D(·) =
∑
b∈B Fb(·)b : LK(Γ)→
LK(Γ). We ask when a family of functionals determines a derivation. The
following Theorem answers this question.
Theorem 2.1. Let Γ be a row-finite graph and K a commutative ring.
Every derivation D of the Leavitt path algebra LK(Γ) can be described as
follows:
D(v) =
∑
wh∗∈B
Fwh∗(v) · adwh∗(v),
D(e) =
∑
wh∗∈B
Fwh∗(s(e))adwh∗(e) +
∑
wh∗∈B
s(w)=s(e)
s(h)=r(e)
Fwh∗(e)wh
∗,
D(e∗) =
∑
wh∗∈B
Fwh∗(s(e))adwh∗(e
∗) +
∑
wh∗∈B
s(w)=r(e)
s(h)=s(e)
Fwh∗(e
∗)wh∗,
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for every v ∈ V , e ∈ E, e∗ ∈ E∗. Further, almost all coefficients are zero
and they satisfy the following equations:
Fp(e
∗) + Fpff∗(e
∗) + Fepf(f) = 0, epf 6= 0, (2.1)
F[fpe]∗(e
∗) + Fp∗(f) + Fe[pe]∗(f) = 0, fpe 6= 0, (2.2)
Fw[fh]∗(e
∗) + Fewh∗(f) = 0, w[fh]
∗ 6= pff ∗, ewh∗ 6= e[pe]∗, (2.3)
here p,w, h ∈ P ∪ V and e, f ∈ E, s(e) = s(f).
Proof. Let D : LK(Γ)→ LK(Γ) be a K-linear map. Recall that (1.1) is the
Gro¨bner–Shirshov basis GS of LK(Γ). Hence, by the Leibnitz product rule,
it follows that the map D is a derivation of LK(Γ) if and only if D(ϕ) = 0 for
every ϕ ∈ GS. Let {Fb}b∈B be a family of functionals determines the linear
map D . Using the Leibnitz product rule and substituting
∑
b∈B Fb(·)b for
D(·) in every ϕ ∈ GS, we obtain relations for these functionals. By the
straightforward computations, one can easily get these relations and just
for readers convenience, we present these computations in the last section
of this paper. 
Thus the preceding Theorem describes every element of the K-module
Der(LK(Γ)) of derivations of the Leavitt path algebra LK(Γ). Our next
aim is to describe a set of generators of Der(LK(Γ)).
Corollary 2.1. The K-module Der(LK(Γ)) is generated by the following
set of derivations:
(1)
⋃
pq∗∈B{adpq∗},
(2)
⋃
wh∗∈M,e∈E
s(w)=s(h)
{Dwh∗ ,Dee∗}, where Dwh∗(h0) = w[h/h0]
∗,Dwh∗(w
∗
0) =
−[w/w0]h
∗, and Dwh∗ = 0 otherwise,
(3)
⋃
c∈P
s(c)=r(c)
{Dc}, where Dc(e) = ce, for e ∈ E, Dc(c
∗
0) = −c/c0, and
Dc = 0 otherwise,
(4)
⋃
c∈P
s(c)=r(c)
{Dc∗}, where Dc∗(e
∗) = −[ce]∗, for e∗ ∈ E∗, Dc∗(c0) =
[c/c0]
∗, and Dc∗ = 0 otherwise.
Proof. From Theorem 2.1 it follows that every derivation D has the fol-
lowing form D = J + D̂ , where J is an inner derivation of LK(Γ)
and D̂ is defined as follows D̂(v) = 0, D̂(e) =
∑
wh∗∈B
s(w)=s(e)
s(h)=r(e)
Fwh∗(e) and
D̂(e∗) =
∑
wh∗∈B
s(w)=r(e)
s(h)=s(e)
Fwh∗(e
∗) for every v ∈ V , e ∈ E.
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Using (2.1), we get Fwe(e) = −Fw/w0(w
∗
0)−Fw/w0ee∗(w
∗
0). Then we obtain
D̂(e) = −
∑
w∈P
s(w)=s(e)
Fw/w0(w
∗
0)we−
∑
w∈P
s(w)=s(e)
Fw/w0ee∗(w
∗
0)we
+Fe(e)e+
∑
w∈P∪V
s(w)=s(e)
r(w)=r(e)
wz 6=e
Fw(e)w+
∑
h∗∈P∗∪V
s(h)=r(e)
r(h)=s(e)
Fh∗(e)h
∗
+
∑
h∈P∪V
f∈E
s(f)=s(e)
Ff [hf ]∗(e)f [hf ]
∗ +
∑
wh∗∈M
hz 6=w
Fwh∗(e)wh
∗.
Next, by (2.2), F[he]∗(e
∗) = −F[h/h0]∗(h0)− Fe[h/h0e]∗(h0), so that
D̂(e∗) = −
∑
h∈P
s(h)=s(e)
F[h/h0]∗(h0)[he]
∗ −
∑
h∈P
s(h)=s(e)
Fe[h/h0e]∗(h0)[he]
∗
+Fe∗(e
∗)e∗ +
∑
h∈P∪V
s(h)=s(e)
r(h)=r(e)
hz 6=e
Fh∗(e
∗)h∗ +
∑
w∈P∪V
s(w)=r(e)
r(w)=s(e)
Fw(e
∗)w
+
∑
w∈P∪V
f∈E
s(f)=s(e)
Fwff∗(e)wff
∗ +
∑
wh∗∈M
wz 6=h
Fwh∗(e
∗)wh∗.
Then we can write
D̂(e) = −
∑
w∈P
s(w)=s(e)
Fw/w0(w
∗
0)Dw(e)−
∑
w∈P
s(w)=s(e)
Fw/w0ee∗(w
∗
0)Dwee∗(e)
+Fe(e)Dee∗(e) +
∑
w∈P∪V
s(w)=s(e)
r(w)=r(e)
wz 6=e
Fw(e)Dwe∗(e) +
∑
h∗∈P∗∪V
s(h)=r(e)
r(h)=s(e)
Fh∗(e)D[eh]∗(e)
+
∑
h∈P∪V
f∈E
s(f)=s(e)
Ff [hf ]∗(e)Df [ehf ]∗(e) +
∑
wh∗∈M
s(w)=s(e)
hz 6=w
Fwh∗(e)Dw[eh]∗(e),
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and
D̂(e∗) = −
∑
h∈P
s(h)=s(e)
F[h/h0]∗(h0)Dh∗(e
∗)−
∑
h∈P
s(h)=s(e)
Fe[h/h0e]∗(h0)De[eh]∗(e
∗)
+Fe∗(e
∗)Dee∗(e
∗) +
∑
h∈P∪V
s(h)=s(e)
r(h)=r(e)
hz 6=e
Fh∗(e
∗)Deh∗(e
∗) +
∑
w∈P∪V
s(w)=r(e)
r(w)=s(e)
Fw(e
∗)Dew(e
∗)
+
∑
w∈P∪V
f∈E
s(f)=s(e)
Fwff∗(e)Dewff∗(e
∗) +
∑
wh∗∈M
s(h)=s(e)
wz 6=h
Fwh∗(e
∗)Dewh∗(e
∗).
To conclude the proof, it remains to note (by (2.3)) that Fw[fh]∗(e
∗) =
−Fewh∗(f), f ∈ E. 
Remark 2.2. Let us put (e∗)∗ := e and (e·f)∗ := f ∗ ·e∗ for every e, f ∈ E∪
E∗. Then Corollary 2.1 implies that (Dc(e))
∗ = −Dc∗(e
∗) and (Dwh∗(e))
∗ =
−Dhw∗(e
∗), for every e ∈ E ∪ E∗. Since Dc(v) = Dc∗(v) = Dwh∗ = 0 for
every v ∈ V , then we can write D∗c = −Dc∗ and D
∗
wh∗ = −Dhw∗ .
3. The Structure of the Module of Outer Derivations
In this section we give a presentation of the module of outer derivations
(= the first Hochschild cohomology) of Leavitt path algebra.
3.1. Calculations.
Proposition 3.1. Let Γ = (V,E) be a row-finite graph and LK(Γ) be the
Leavitt path algebra over a commutative ring K. Let {Iwh∗}wh∗∈B be a family
of functionals determines an inner derivation J =
∑
wh∗∈B α(wh
∗)adwh∗
of LK(Γ), where the α’s are in K. Then for every edge e ∈ E, we have
Ip(e) = δpz,eα(p\pz)− δp0,eα(p/p0) + α(pe
∗), p ∈ P, (3.1)
Ip∗(e) = α([ep]
∗)− δe,ϑα([pe]
∗), p ∈ V ∪P, (3.2)
If [pf ]∗(e) = α(f [epf ]
∗)− δe,fα([pf ]
∗) + δe,ϑα([pe]
∗), p ∈ V ∪P, (3.3)
Iwh∗(e) = α(w[eh]
∗)− δw0,eα(w/w0h
∗), wh∗ ∈M, (3.4)
where f ∈ E, s(f) = s(e), and if w ∈ E then w 6= hz.
8
Proof. We have
I (e) =
∑
wh∗∈B
α(wh∗)adwh∗(e) =
∑
v∈V
α(v)
(
ve− ev
)
+
∑
p∈P
(
α(p)
(
pe− ep
)
+ α(p∗)
(
p∗e− ep∗
))
+
∑
wh∗∈M
α(wh∗)
(
wh∗e− ewh∗
)
.
Adding up similar terms, we get:
J (e) =
∑
p∈P
(
δpz ,eα(p\pz)− δp0,eα(p/p0) + α(pe
∗)
)
p
+
∑
p∈P∪V
(
α([ep]∗)− δϑ,eα([pe]
∗)
)
p∗
+
∑
f∈E
s(f)=s(e)
(
α(f [epf ]∗)− δe,fα([pf ]
∗) + δe,ϑα([pe]
∗)
)
f [pf ]∗
+
∑
wh∗∈M
w/∈E
(
α(w[eh]∗)− δw0,eα(w/w0h
∗)
)
wh∗ +
∑
w6=hz
α(w[eh]∗)wh∗.
This completes the proof. 
Corollary 3.1. Let {Iwh∗}wh∗∈B be as in Proposition 3.1. For every edge
e ∈ E, we have
Ip∗(e
∗) = −δpz ,eα([p\pz]
∗) + δp0,eα([p/p0]
∗)− α(ep∗), p ∈ P, (3.5)
Ip(e
∗) = −α(ep) + δe,ϑα(pe), p ∈ V ∪P, (3.6)
Ipff∗(e
∗) = −α(epff ∗) + δe,fα(pf)− δe,ϑα(pe), p ∈ V ∪P, (3.7)
Ihw∗(e
∗) = −α(ehw∗) + δw0,eα(h[w/w0]
∗), hw∗ ∈M, (3.8)
where f ∈ E, s(f) = s(e), and if w ∈ E then w 6= hz.
Proof. By Remark 2.2, (adwh∗(e))
∗ = (wh∗e − ewh∗)∗ = e∗hw∗ − hw∗e∗ =
−adhw∗(e
∗), so that (J (e))∗ = (
∑
wh∗∈B\V α(wh
∗)adwh∗(e))
∗ = −J (e∗),
and, by Proposition 3.1, the statement follows. 
3.1.1. Derivations Dc, Dc∗.
We note that if c = c0c1 · · · cℓ is a directed cycle of a row-finite graph
Γ then we have the action of Z = 〈ζ〉 on c by rotations: ζ0c = c, ζ1c =
c1 · · · cℓc0, . . ., ζ
ℓc = cℓc0 · · · cℓ−1, ζ
ℓ+1c = c, etc. Set c−1 = cℓ, c−2 = cℓ−1,
etc.
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Corollary 3.2. Let {Iwh∗}wh∗∈B be as in Proposition 3.1 and let c = c0 · · · cℓ
be a directed cycle of the row-finite graph Γ. For every 0 ≤ i ≤ ℓ, we have
α(ζ ic)− δci,eα(ζ
i+1c) + α(ζ icee∗) = Iζice(e),
−α(ζ ic) + α(eζ ice∗) = Ieζic(e), e 6= cℓ−i
−α(ζ ic) + δci,ϑα(ζ
i+1c) = Iζic/ci(c
∗
i ),
−α(ζ ic)− α(ζℓ+icee∗) = Iζic\ci−1ee∗(c
∗
i−1), δci−1,ϑ = 1,
α(pζ icp∗)− α(p/p0ζ
ic[p/p0]
∗) = Ipζic[p/p0]∗(p0), pz 6= cℓ−i,
α(pζ ice[pe]∗)− α(p/p0ζ
ice[p/p0e]
∗) = Ipζice[p/p0e]∗(p0),
here e ∈ E, p ∈ P.
Proof. It immediately follows from (3.1), (3.6), (3.7), and (3.4). 
Remark 3.1. For every directed cycle c = c0 · · · cℓ ∈ Γ, where c0, . . . , cℓ ∈ E
and for every wh∗ ∈M with s(w) = s(h), let us consider the following series
Sc =
∑
p∈P∪V
adpcp∗ +
k∑
i=1
∑
p∈P∪V
e∈E\{ci}
δci,ϑ · · · δck,ϑ
(
adpζicp∗ − adpζice[pe]∗
)
,
Swh∗ =
∑
p∈P∪V
adpw[ph]∗ ,
here k + 1 := min1≤j≤ℓ+1{j : ζ
jc = c}.
It may be verified that, for every x ∈ V , Sc(x) = Swh∗(x) = 0. Thus, by
Remark 2.2, the equality (Sc(x))
∗ := −Sc∗(x
∗) and (Swh∗(x))
∗ := −Shw∗(x
∗)
are well defined, for every x ∈ LK(Γ).
Lemma 3.1. Let Γ = (V,E) be a row-finite graph and LK(Γ) be the Leavitt
path algebra over a commutative ring K. Let c = c0 · · · cℓ ∈ Γ be a directed
cycle, where c0, . . . , cℓ ∈ E. Assume that Dc(x) =
∑
wh∗∈B α(wh
∗)adwh∗(x)
for every x ∈ LK(Γ), then Dc(x) = Sc(x) for every x ∈ LK(Γ) if at least
one of the edges c0, · · · , cℓ is not special, and where k+1 := min1≤j≤ℓ+1{j :
ζjc = c}.
Proof. From Corollary 2.1, we already know that the family {Fce(e) =
1, Fc1···cℓ(c
∗
0) = −1}e∈E of functionals determines the derivation Dc. Let
us assume that Dc(x) =
∑
wh∗∈B α(wh
∗)adwh∗(x) for every x ∈ LK(Γ). By
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Corollary 3.2,
α(ζ ic)− δci,eα(ζ
i+1c) + α(ζ icee∗) = Fζice(e),
−α(ζ ic) + α(eζ ice∗) = Feζic(e), e 6= cℓ−i
−α(ζ ic) + δci,ϑα(ζ
i+1c) = Fζic/ci(c
∗
i ),
−α(ζ ic)− α(ζℓ+icee∗) = Fζic\ci−1ee∗(c
∗
i−1), δci−1,ϑ = 1,
α(pζ icp∗)− α(p/p0ζ
ic[p/p0]
∗) = Fpζic[p/p0]∗(p0), pz 6= cℓ−i,
α(pζ ice[pe]∗)− α(p/p0ζ
ice[p/p0e]
∗) = Fpζice[p/p0e]∗(p0),
here 0 ≤ i ≤ ℓ and e ∈ E, p ∈ P, so that
α(ζ ic)− δci,eα(ζ
i+1c) + α(ζ icee∗) = δi,0,
−α(ζ ic) + α(eζ ice∗) = 0, e 6= ck−i
−α(ζ ic) + δci,ϑiα(ζ
i+1c) = −δi,0,
−α(ζ ic)− α(ζk+icee∗) = 0, δci−1,ϑ = 1,
α(pζ icp∗) = α(ζ ic), pz 6= ck−i,
α(pζ ice[pe]∗) = α(ζ icee∗),
where k + 1 = min1≤j≤ℓ+1{j : ζ
jc = c}.
It is easy to see that from the equations −α(ζ ic) + δci,ϑα(ζ
i+1c) = −δi,0,
0 ≤ i ≤ k it follows that
α(c) = 1 + δc0,ϑα(ζc)
α(ζc) = δc1,ϑα(ζ
2c) = . . . = δc0,ϑ · · · δck,ϑα(c),
then α(c) = 1 + δc0,ϑ · · · δck,ϑα(c). It implies that if all edges c0, . . . , ck are
special we then get a contradiction (namely 1 = 0). Assume that at least
one of the edges c0, . . . , ck is not special. Then α(c) = 1 and α(ζ
ic) =
δci,ϑ · · · δck,ϑ for 1 ≤ i ≤ k.
Let i 6= 1 and the edge ci−1 be special. Consider the equation α(ζ
ic) +
α(ζk+icee∗) = 0. We can write δci,ϑ · · · δck,ϑ + α(ζ
i−1cee∗) = 0, because
ζk+ic = ζk+1+i−1c = ζ i−1c. Since δci−1,ϑ = 1, α(ζ
i−1c) = δci−1,ϑ · · · δck,ϑ,
then the preceding equation gives α(ζ i−1c) + α(ζ i−1cee∗) = 0. Assume that
c0 is special. Then α(ζ
1c) = δc1,ϑ · · · δck,ϑ = 0. Consider the equation
α(ζ1c) + α(cee∗) = 0. It follows that α(cee∗) = 0, i.e., 1 + α(cee∗) = 1. We
have thus shown that every equation α(ζ ic) + α(ζk+icee∗) = 0 is equivalent
to the equation α(ζ ic)− δci,eα(ζ
i+1c) + α(ζ icee∗) = δi,0 for every 0 ≤ i ≤ k.
Let us consider the equations α(ζ ic) − δci,eα(ζ
i+1c) + α(ζ icee∗) = δi,0,
0 ≤ i ≤ k. We have α(cee∗) = 0, for every e ∈ E, and α(ζ iccic
∗
i ) =
α(ζ i+1c) − α(ζ ic) for every 1 ≤ i ≤ k. Let the edge ci be special, then we
have to put α(ζ iccic
∗
i ) := 0. Thus
α(ζ i+1c)− α(ζ ic) = δci+1,ϑ · · · δck,ϑ − δci+1,ϑ · · · δck,ϑ = 0,
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because δci,ϑ = 1. Assume that the edge ci is not special. Then α(ζ
ic) =
δci,ϑ · · · δck,ϑ = 0, hence α(ciζ
i+1cc∗i ) = α(ζ
i+1c), because ζ icci = ciζ
i+1c.
Thus, we obtain
α(pcp∗) = α(c) = 1,
α(pζ icp∗) = α(ζ ic) = δci,ϑ · · · δck,ϑ,
α(pζ ice[pe]∗) = −δci,ϑ · · · δck,ϑ, e 6= ci−1,
δc0,ϑ · · · δck,ϑ = 0,
for 1 ≤ i ≤ k. This completes the proof. 
Corollary 3.3. For every directed cycle c ∈ Γ, the derivations Dc, Dc∗ are
outer.
Proof. It immediately follows from Lemma 3.1, Remarks 2.2, 3.1. 
3.1.2. Derivations Dwh∗.
Lemma 3.2. Let Γ = (V,E) be a row-finite graph and LK(Γ) be the Leavitt
path algebra over a commutative ring K. Let w0, · · · , wm, h0, . . . , hn ∈ E
such that s(w0) = s(h0), wh
∗ = w0 · · ·wm[h0 · · ·hn]
∗ ∈M and wh∗ 6= w0h
∗
0.
If Dwh∗(x) =
∑
pq∗∈B α(pq
∗)adpq∗(x) for every x ∈ LK(Γ), then Dwh∗(x) =
Swh∗(x) for every x ∈ LK(Γ).
Proof. We start with the following notation. Let p, q ∈ P. We write q 6< p
if q 6= q′p for some q′ ∈ V ∪P.
(1) Let m ≥ n. By Corollary 2.1, the following family {Fw[h/h0]∗(h0) =
1, Fw/w0h∗(w
∗
0) = −1} determines the derivation Dwh∗ . Let Dwh∗(x) =∑
pq∗∈B α(pq
∗)adpq∗(x) for every x ∈ LK(Γ). By (3.4) and (3.8), we ob-
tain
Fw[h/h0]∗(h0) = α(wh
∗)− δw0,h0α(w/w0[h/h0]
∗) = 1,
Fw/w0h∗(w
∗
0) = −α(wh
∗) + δw0,h0α(w/w0[h/h0]
∗) = −1,
and therefore α(wh∗) = 1 + δw0,h0α(w/w0[h/h0]
∗). Using (3.4), we get
α(pw[ph]∗)− α(p/p0w[p/p0h]
∗) = Fpw[p/p0h](p0). Hence
α(pw[ph]∗) = α(p/p0w[p/p0h]
∗) = · · · = α(wh∗), p ∈ P.
From (3.4) it follows that
α(wi · · ·wm[hi · · ·hn]
∗)− δwi,hiα(wi+1 · · ·wm[hi+1 · · ·hn]
∗)
= Fwi···wm[hi+1···hn]∗(hi)
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and
α(ewi · · ·wm[ehi · · ·hn]
∗)− α(wi · · ·wm[hi · · ·hn]
∗)
= Fewi···wm[hi···hn]∗(e),
for e ∈ E, 1 ≤ i ≤ n − 2. Therefore, we get α(wi · · ·wm[hi · · ·hn]
∗) =
δwi,hiα(wi+1 · · ·wn[hi+1 · · ·hn]
∗). So, we obtain
α(w/w0[h/h0]
∗) = δw1···wn−1,h1···hn−1α(wn · · ·wmh
∗
n),
α(qwi · · ·wm[qhi · · ·hn]
∗) = α(wi · · ·wm[hi · · ·hn]
∗),
for every 1 ≤ i ≤ n− 2 and q ∈ P such that q 6< w0 · · ·wi−1.
Further, by (3.1), we have
Fwn···wm(hn) = δwm,hnα(wn · · ·wm−1)
−δwn,hnα(wn+1 · · ·wm) + α(wn · · ·wmh
∗
n)
= δn,0.
We note that if w0 = h0, . . . , wn = hn, then s(wn+1) = r(wn+1), and
if w0 = h0, . . . , wn−1 = hn−1, wm = hn, then s(wn) = r(wn), here wn+1 :=
wn+1 · · ·wm and wn := wn · · ·wm−1. Thus we can write
α(wh∗) = 1− δw0···wn,hα(wn+1) + δw0,h0 · · · δwn−1,hn−1δwm,hnα(wn),
α(wi+1 · · ·wm[hi+1 · · ·hn]
∗) = δwi+1,hi+1 · · · δwn,hnα(wn+1)
− δwi+1,hi+1 · · · δwn−1,hn−1δwm,hnα(wn),
where 1 ≤ i ≤ m− 1.
Just for convinces, let us write ζ iwn+1 = wn+i+1 · · ·wm+i, for 0 ≤ i ≤
m− n− 1. Then, using (3.2), we get
δwn+i+1,ϑn+i+1α(ζ
i+1wn+1)− α(ζ
iwn+1) = Fζiwn+1/wn+i+1(w
∗
n+i+1) = 0,
for 0 ≤ i ≤ m−n−1. It follows that if at least one of the edge wn+1, . . . , wm
is not special then α(ζ iwn+1) = 0 for all 0 ≤ i ≤ m − n − 1. Assume that
all edges wm, . . . , wn are special. By Corollary 3.2, we get
α(ζ iwn+1)− δwn+i+1,eα(ζ
i+1wn+1) + α(ζ
iwn+1ee
∗) = Fζiwn+1e(e)
−α(ζ iwn+1) + α(eζ
iwn+1e
∗) = Feζiwn+1(e), E ∋ e 6= wn+i+1,
−α(ζ iwn+1) + α(ζ
i+1wn+1) = Fζiwn+1/wn+i+1(w
∗
n+i+1)
−α(ζ iwn+1)− α(ζ
m−n+1+iwn+1ee
∗) = F[ζiwn+1\wm+i]ee∗(w
∗
m+i)
α(pζ iwn+1p
∗)− α(p/p0ζ
iwn+1[p/p0]
∗) = Fpζiwn+1[p/p0]∗(p0)
α(pζ iwn+1e[pe]
∗)− α(p/p0ζ
iwn+1e[p/p0e]
∗) = Fpζiwn+1e[p/p0e]∗(p0),
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here 0 ≤ i ≤ m− n− 1 and e ∈ E, p ∈ P. We have
Fζiwn+1e(e) = δi,0δn,0δe,hn,
Feζiwn+1(e) = 0, where e 6= wn+i+1,
Fζiwn+1/wn+i+1(w
∗
n+i+1) = 0,
F[ζiwn+1\wm+i]ee∗(w
∗
m+i) = 0,
Fpζiwn+1[p/p0]∗(p0) = 0, whenever pζ
iwn+1[p/p0]
∗ 6= w[h/h0]
∗,
Fpζiwn+1e[p/p0e]∗(p0) = 0,
for every 0 ≤ i ≤ m− n− 1. Hence, we obtain
α(wn+1) = α(ζwn+1) = · · · = α(ζ
m−n−1wn+1)
α(pζ iwn+1e[pe]
∗) = α(ζ iwn+1ee
∗) = −α(ζm−n+i+iwn+1)
α(pζ iwn+1p
∗) = α(ζ iwn+1),
in the last equation we have assumed that pζ iwn+1p
∗ 6= wh∗. Similarly, for
the the directed cycle wn = wn · · ·wm−1, one can get
α(wn) = α(ζwn) = · · · = α(ζ
m−nwn)
α(pζjwne[pe]
∗) = α(ζjwnee
∗) = −α(ζm−n−1+jwn)
α(pζjwnp
∗) = α(ζjwn),
here 0 ≤ j ≤ m − n − 1, e ∈ E, p ∈ P, all edges wn, . . . wm−1 are special,
and pζjwnp
∗ 6= wh∗ in the last equation.
Denote δw0···wn,hδwn+1,ϑ · · · δwm,ϑ and δw0···wn−1,h0···hn−1δwm,hnδwn+1,ϑ · · · δwm,ϑ
by ∆n+1 and ∆n, respectively. Then we get
α(pw[ph∗]) = 1 + ∆n+1α−∆nβ,
δw0,h0 · · · δwi,hiα(pwi+1 · · ·wm[phi+1 · · ·hn]
∗),
= ∆n+1α−∆nβ,
α(pζ iwke[pe]
∗) = −∆kα(wk),
α(ζwk) = · · · = α(ζ
n−m−1wk) = ∆kα(wk),
α(pζ iwkp
∗) = ∆kα(wk),
(3.9)
here 0 ≤ i, j ≤ m− n− 1, k ∈ {n, n + 1}, α, β ∈ K, p ∈ P and pζ iwkp
∗ 6=
qw[qh]∗, p 6< q, in the last equality. Thus we get
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Dwh∗(x) =
∑
p∈P∪V
adpw[ph]∗(x)
+∆n+1α
m−n−1∑
i=0
∑
p∈P∪V
∑
e∈E
(
adpζiwn+1p∗(x)− adpζiwn+1e[pe]∗(x)
)
+∆nβ
m−n−1∑
i=0
∑
p∈P∪V
∑
e∈E
(
adpζiwnp∗(x)− adpζiwne[pe]∗(x)
)
.
By the straightforward verification, it is easy to check that
∆n+1α
m−n−1∑
i=0
∑
p∈P∪V
∑
e∈E
(
adpζiwn+1p∗(x)− adpζiwn+1e[pe]∗(x)
)
= 0
∆nβ
m−n−1∑
i=0
∑
p∈P∪V
∑
e∈E
(
adpζiwnp∗(x)− adpζiwne[pe]∗(x)
)
= 0
for every x ∈ V ∪ E ∪ E∗ and the statement follows.
(2) Letm ≤ n. By Remark 2.2 and Remark 3.1, (Dwh∗(x))
∗ = −Dhw∗(x
∗)
and the statement follows. 
Corollary 3.4. Let wh∗ ∈M, s(w) = s(h), and there is a finite number of
edges e ∈ E such that r(e) = s(w). Then
Dwh∗ ≡
∑
e∈E
Dew[eh]∗ mod ad(LK(Γ)).
Proof. By Lemma 3.2, Dwh∗(x) =
∑
p∈P∪V adpw[ph]∗(x) and Dew[eh]∗(x) =∑
p∈P∪V adpew[peh]∗(x) for every x ∈ LK(Γ), so that Dwh∗ −
∑
e∈E Dew[eh]∗ =
adwh∗ and the statement follows. 
Corollary 3.5. Let c = c0c1 · · · cℓ be a directed cycle of Γ, k + 1 :=
min1≤i≤ℓ+1{i : ζ
ic = c} and the edge ck is special. Then
Dc ≡ Dζkc −
∑
e∈E
Dζkcee∗ mod ad(LK(Γ)),
if at least one of the edges c0, . . . , ck is not special and the set {p ∈ P :
r(p) = s(c0), pz 6= ck} is finite.
Proof. By Lemma 3.1, Dc(x) = Sc(x) for every x ∈ LK(Γ), where
Sc =
∑
p∈P∪V
adpcp∗ +
k∑
i=1
∑
p∈P∪V
e∈E\{ci}
δci,ϑ · · · δck,ϑ
(
adpζicp∗ − adpζice[pe]∗
)
,
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δc0,ϑ · · · δck,ϑ = 0, and k + 1 := min1≤j≤ℓ+1{j : ζ
jc = c}.
For every 0 ≤ i ≤ k, denote by S˜ζic the series Sζic−
∑
p∈P∪V adpζicp∗ and
let Si :=
∑
p∈P∪V
e∈E\{ci}
(
adpζicp∗(x)− adpζice[pe]∗(x)
)
. Then we can write
S˜ζic = Si + δci+1,ϑ · · · δci−1,ϑSi+1 + · · ·+ δci−1,ϑSi−1.
By δc0,ϑ · · · δck,ϑk = 0,
δci−1,ϑS˜ζi−1c = δci−1,ϑSi−1 + δci−1,ϑδci+1,ϑ · · · δci−2,ϑSi+1
+ · · ·+ δci−1,ϑδci−2,ϑSi−2,
so that S˜ζic = Si + δci−1,ϑS˜ζi−1c. It follows that
Dζic(x) =
∑
p∈P∪V
adpζicp∗(x) + δci−1,ϑDζi−1c(x)− δci−1,ϑ
∑
p∈P∪V
e∈E\{ci−1}
adpζice[pe]∗(x)
for every x ∈ LK(Γ). Taking into account Lemma 3.2, we obtain
Dζic(x) +
∑
e∈E\{ci−1}
Dζi−1cee∗(x)− δci−1,ϑDζi−1c(x) =
∑
p∈P∪V
adpζicp∗(x),
because δc0,ϑ · · · δck,ϑ = 0, and the statement follows. 
3.1.3. Derivations Def∗.
We start with some notations. A special path p := e¯1 · · · e¯n in Γ is a
sequence of special edges e¯1, . . . , e¯n ∈ ϑ(V ) such that r(e¯i) = s(e¯i+1) or
r(e¯i) = r(e¯i+1) for i = 1, . . . , n − 1. Set s(p) := s(e¯1) and r(p) := r(e¯n).
Denote by P the set of all special paths of Γ. Further, set V ⊇ V˜ := {v ∈
V : r−1(v) ∩ ϑ(V ) = ∅}.
Next, let p := e¯1 · · · e¯n be a special path and v ∈ V . We write v ∈ p if
v = s(e¯i) or v = r(e¯i) for some 1 ≤ i ≤ n. If E ∋ e 6= ei for every 1 ≤ i ≤ n
we then write e 6⊂ p¯.
Set suppe(v) := {p ∈ P : v ∈ p, e 6⊂ p} for every fixed e ∈ E and
v ∈ V . If suppe(s(e))∩ suppe(r(e)) = ∅ then there is no special path p with
s(p) = s(e), r(p) = r(e) or s(p) = r(e), r(p) = s(e).
Lemma 3.3. Let e ∈ E be an edge with s(e) 6= r(e). Suppose that Dee∗(x) =∑
wh∗∈B α(wh
∗)adwh∗(x) for every x ∈ V ∪ E ∪ E
∗.
(1) If the edge e is not special then Dee∗ =
∑
p∈P∪V adpe[pe]∗.
16
(2) If the edge e is special and suppe(s(e)) ∩ suppe(r(e)) = ∅ then
Dee∗ = α
(
Ss(e) +
∑
u∈supp(s(e))
u 6=r(e)
adu
)
+ β
(
Sr(e) +
∑
u∈supp(r(e))
u 6=r(e)
adu
)
,
where α, β ∈ K, α−β = 1, every
∑
u∈suppe(s(e))
u 6=r(e)
adu,
∑
u∈suppe(s(e))
u 6=s(e)
adu
does not contain equal terms, and
Sv :=
∑
p∈P∪V
∑
g∈E
r(g)∈suppe(v)
adpg[pg]∗ −
∑
f∈E
s(f)∈suppe(v)
adpf [pf ]∗ .
And if suppe(s(e))∩ suppe(r(e)) 6= ∅ then the derivation D
∗
ee cannot
be presented as any series of form
∑
wh∗∈B α(wh
∗)adwh∗ .
Proof. By Corollary 2.1, the family {Fe(e) = 1, Fe∗(e
∗) = −1} determines
the derivation D∗ee. Using (3.1), (3.4), we get
α(s(e))− α(r(e)) + α(ee∗) = 1,
α(s(f))− α(r(f)) + α(ff ∗) = 0, f ∈ E, f 6= e, δf,ϑ = 0,
α(pf [pf ]∗) = α(ff ∗), p ∈ P, f ∈ E, f 6= e,
α(s(g¯)) = α(r(g¯)), g¯ ∈ E, g¯ 6= e, δg¯,ϑ = 1.
(3.10)
If the edge e is special, i.e., α(ee∗) = 0, then α(s(e)) + α(r(e)) = 1. It
implies that if suppe(s(e)) ∩ suppe(r(e)) 6= ∅ we then get the contradiction
1 = 0.
Assume that suppe(s(e)) ∩ suppe(r(e)) = ∅, we have
Dee∗ =
∑
p∈P∪V
∑
f∈E
α(ff ∗)adpf [pf ]∗ +
∑
v∈V˜ \{s(e),r(e)}
α(v)adv
+α(s(e))ads(e) + α(r(e))adr(e).
Next, (3.10) implies that α(ff ∗) = α(v) − α(u), where the edge f 6= e
is not special and v ∈ suppe(r(f)) and u ∈ suppe(s(f)).
We have
Dee∗ =
∑
p∈P∪V
α(ee∗)adpe[pe]∗ + α(s(e))ads(e) + α(r(e))adr(e)
+
∑
v∈V˜
v 6=s(e),r(e)
∑
f,g∈E\{e}
r(g)∈suppe(v)
s(f)∈suppe(v)
∑
p∈P∪V
α(v)
(
adpg[pg]∗ − adpf [pf ]∗ +
∑
u∈suppe(v)
adu
)
,
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where
∑
v∈V˜ \{s(e),r(e)}
∑
u∈suppe(v)
adu does not contain equal terms.
(1) Assume that the edge e is not special. Then α(ee∗) = 1− α(s(e)) +
α(r(e)) and adding up similar terms, we get
Dee∗ =
∑
p∈P∪V
adpe[pe]∗
+
∑
v∈V˜
∑
f,g∈E
r(g)∈suppe(v)
s(f)∈suppe(v)
∑
p∈P∪V
α(v)
(
adpg[pg]∗ − adpf [pf ]∗ +
∑
u∈suppe(v)
adu
)
.
It is easily verified that the second series has the value 0 for every x ∈
V ∪ E ∪ E∗, and thus the statement follows.
(2) Let e be a special edge. Then α(ee∗) = 0 and α(s(e))−α(r(e)) = 1,
and we have
Dee∗ = α(s(e))
(
Ss(e) +
∑
u∈suppe(s(e))
u 6=r(e)
adu
)
+ α(r(e))
(
Sr(e) +
∑
u∈suppe(r(e))
u 6=s(e)
adu
)
+
∑
v∈V˜
v 6=s(e),r(e)
α(v)
(
Sv +
∑
u∈suppe(v)
adu
)
,
where every
∑
u∈supp(s(e))
u 6=r(e)
adu,
∑
u∈supp(s(e)) adu and
∑
v∈V˜
v 6=s(e),r(e)
∑
u∈supp(v) adu
does not contain equal terms.
By the direct verification, it is easy to check that the last series has value
0 for every x ∈ V ∪ E ∪ E∗, and then the statement follows. 
As an immediate consequence of this Lemma we get the following
Corollary 3.6. Let e be a special edge such that s(e) 6= r(e), suppe(s(e)) ∩
suppe(r(e)) = ∅, |suppe(s(e))|, |suppe(r(e))| < ∞. Then, in HH
1(LK(Γ)),
we have
Dee∗ = α
∑
f,g∈E\ϑ(V )
r(g)∈suppe(s(e))
s(f)∈suppe(s(e))
(
Dgg∗ −Dff∗
)
+ β
∑
f,g∈E\ϑ(V )
r(g)∈suppe(r(e))
s(f)∈suppe(r(e))
(
Dgg∗ −Dff∗
)
,
here α, β ∈ K, α− β = 1.
Lemma 3.4. Let e, f ∈ E be two edges such that s(e) = s(f) and r(e) =
r(f). Suppose that Def∗(x) =
∑
wh∗∈B α(wh
∗)adwh∗(x) for every x ∈ LK(Γ),
then Def∗(x) =
∑
p∈P∪V adpe[pf ]∗(x).
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Proof. Indeed, by Corollary 2.1, the family {Fe(f) = 1, Ff∗(e
∗) = −1}
determines the derivation Def∗ . By (3.1), (3.5), we have
Fe(f) = δe,fα(s(e))− δe,fα(r(e)) + α(ef
∗) = 1,
Ff∗(e
∗) = −δe,fα(s(f)) + δe,fα(r(f))− α(ef
∗) = −1,
and the statement follows. 
Lemma 3.5. Let e ∈ E be a special edge and s(e) = r(e). Then, Dee∗(x)
cannot be presented as a series
∑
wh∗∈B α(wh
∗)adwh∗(x) for every x ∈ LK(Γ).
Proof. Indeed, by Corollary 2.1, the family {Fe(e) = 1, Fe∗(e
∗) = −1} de-
termines the derivation Dee∗ . By (3.1), α(s(e)) − α(r(e)) = 1, so that we
get 0 = 1, and the statement follows. 
As an immediate consequence of Lemmas 3.2, 3.4 and 3.5 we get the
following
Corollary 3.7. Let wh∗ ∈M and s(w) = s(h). The derivation Dwh∗ is
inner if and only if the set {p ∈ P : r(p) = s(w)} is finite.
3.2. Summary.
We summarize all our results which we have obtained. To do so, let us
recall some notations.
Let Γ = (V,E) be a row-finite graph and LK(Γ) the Leavitt path algebra
over a commutative ring K. The K-basis B of LK(Γ) is described by
Theorem 1.6: B = V ∪P ∪P∗ ∪M∗.
We fix a function ϑ : V \ {sinks} → E such that s(ϑ(v)) = v for an
arbitrary v ∈ V \ {sinks}. Denote by ϑ(V ) the set of all special edges of Γ.
We write δe,ϑ = 1 if the edge e is special and δe,ϑ = 0 otherwise.
Let P ∋ p = p0p1 · · · pz−1pz be the decomposition of the path p via
the edges p0, . . . , pz ∈ E. Set p/p0 := p1 · · · pz−1pz. If p = p0 then we set
p/p0 := r(p). If p ∈ E then [p/p0]
∗ := r(p).
If P ∋ c = c0c1 · · · cℓ is a directed cycle then we have the action of
Z = 〈ζ〉 on c by rotations: ζ0c := c, ζ1c := c1 · · · cℓc0, . . . , ζ
ℓc := cℓc0 · · · cℓ−1,
ζℓ+1c = c, etc. Set k(c) := min1≤j≤ℓ+1{j : ζ
jc = c}− 1, c−1 = cℓ, c−2 = cℓ−1,
etc.
A special path p := e¯1 · · · e¯n in Γ is a sequence of special edges e¯1, . . . , e¯n ∈
ϑ(V ) such that r(e¯i) = s(e¯i+1) or r(e¯i) = r(e¯i+1) for i = 1, . . . , n−1. Denote
by P the set of all special paths of Γ. For a vertex v ∈ V we write v ∈ p if
v = s(e¯i) or v = r(e¯i) for some 1 ≤ i ≤ n. If E ∋ e 6= ei for every 1 ≤ i ≤ n
we then write e 6⊂ p¯. Set suppe(v) := {p ∈ P : v ∈ p, e 6⊂ p} for every fixed
e ∈ E and v ∈ V .
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Theorem 3.2. Let Γ = (V,E) be a row-finite graph, LK(Γ) the Leavitt path
algebra over a commutative ring K. The K-module HH1(LK(Γ)) of outer
derivations of LK(Γ) can be presented by the following sets of generators:
(G1)
⋃
wh∗∈M,e∈E
s(w)=s(h)
{Dwh∗ ,Dee∗}, where Dee∗(e) = e, Dee∗(e
∗) = −e∗, Dee∗ =
0 otherwise, and Dwh∗(h0) = w[h/h0]
∗, Dwh∗(w
∗
0) = −[w/w0]h
∗,
Dwh∗ = 0 otherwise;
(G2)
⋃
c∈P
s(c)=r(c)
{Dc}, where Dc(e) = ce, for every e ∈ E, Dc(c
∗
0) = −c/c0,
and Dc = 0 otherwise;
(G3)
⋃
c∈P
s(c)=r(c)
{Dc∗}, where Dc∗(e
∗) = −[ce]∗, for every e∗ ∈ E∗, Dc∗(c0) =
[c/c0]
∗, and Dc∗ = 0 otherwise;
and the following sets of relations among those generators:
(R1) Dwh∗ = 0 whenever |{p ∈ P : r(p) = s(w)}| <∞.
(R2) Dwh∗ =
∑
e∈E Dew[eh]∗ whenever |{e ∈ E : r(e) = s(w)}| <∞.
(R3) If the edge e is special, s(e) 6= r(e), suppe(s(e)) ∩ suppe(r(e)) = ∅,
|suppe(s(e))|, |suppe(r(e))| <∞, then
Dee∗ = α
∑
f,g∈E\ϑ(V )
r(g)∈suppe(s(e))
s(f)∈suppe(s(e))
(
Dgg∗ −Dff∗
)
+ β
∑
f,g∈E\ϑ(V )
r(g)∈suppe(r(e))
s(f)∈suppe(r(e))
(
Dgg∗ −Dff∗
)
,
here α, β ∈ K, α− β = 1.
(R4) Dc = Dζkc−
∑
e∈E Dζkcee∗ whenever δc0,ϑ · · · δck−1,ϑ = 0, δck,ϑ = 1 and
|{p ∈ P : r(p) = s(c0), pz 6= ck}| < ∞. Here c := c0 · · · cℓ is the
decomposition of c via the edges, k = k(c).
Moreover, if we put (e∗)∗ = e and (e · f)∗ = f ∗ · e∗ for every e, f ∈ E ∪ E∗,
then we have (Dc)
∗ = −Dc∗ , (Dwh∗)
∗ = −Dhw∗ and (Dee∗)
∗ = −Dee∗ .
Proof. First, from Corollaries 2.1, 3.3 and 3.7, it follows that HH1(LK(Γ))
is generated by (G1), (G2) and (G3). Further, Remark 2.2 implies the last
statement.
Next, from Corollaries 3.4, 3.5, 3.7 and 3.6 it follows the set of relations
(R1) – (R4).
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Finally, by the straightforward verification, it is easy to check that we
cannot get another relations among the generators by using series Sc, Sc∗ ,
Swh∗ . This completes the proof. 
We conclude this section with describing the dimension of the vector
space of outer derivations of Leavitt path algebra.
Corollary 3.8. Let K be a field, for the vector space HH1(LK(Γ)) of outer
derivation of the Leavitt path algebra LK(Γ), we have
dimHH1(LK(Γ)) =
{
∞, if there exists a path in Γ with infinite length,
0, otherwise.
Proof. Indeed, let the graph Γ has at least one directed cycle (say) c. By
Theorem 3.2, HH1(LK(Γ)) has infinitely many generators of form Dc, Dcc,
Dccc, etc. Further, if the graph Γ does not contain directed cycles but it
has at least one path (say) p such that |p| = ∞, then from Theorem 3.2
it follows that every its edge (say) e gives the non-zero derivation Dee∗ .
Finally, if the graph Γ is finite and it does not contain directed cycles, then
by Theorem 3.2, we have no non-zero derivations. 
4. Derivations of the C∗-algebras
In this section we prove that, every derivation of the Leavitt path algebra
LC(Γ) can be extended to the derivation of the algebra C
∗(Γ).
An algebra Λ with a unit 1Λ over the complex numbers C is called a
∗-algebra if there is a map ∗ : Λ → Λ such that (x + y)∗ = x∗ + y∗,
(x · y)∗ = y∗ · x∗, 1∗Λ = 1Λ, (x
∗)∗ = x and (γ · x)∗ = γ · x∗ for all x, y ∈ Λ,
γ ∈ C, where γ denotes the complex conjugate of γ.
A C∗-norm on a ∗-algebra Λ is a function || · || : Λ → R+ for which:
||a · b|| ≤ ||a|| · ||b||; ||a+ b|| ≤ ||a||+ ||b||; ||a · a∗|| = ||a||2 = ||a∗||2; ||a|| = 0
iff a = 0; and ||γ · a|| = |γ| · ||a|| for all a, b ∈ Λ and γ ∈ C.
Definition 4.1. A C∗-algebra is a ∗-algebra Λ endowed with a C∗-norm
|| · ||, for which Λ is complete with respect to the topology induced by || · ||.
Let us remind a description of a C∗-algebra, from the operator-theoretic
point of view. Let H be a Hilbert space, and let B(H) denote the set
of all continuous linear operator on H . A C∗-algebra is an adjoint-closed
subalgebra of B(H) which is closed with respect to the norm topology on
B(H).
A partial isometry is an element x in a C∗-algebra Λ for which y = x∗x
is a self-adjoint idempotent; that is, we have in case y∗ = y and y2 = y.
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Definition 4.2. Let Γ = (V,E) be a finite graph. Let C∗(Γ) denote the
universal C∗-algebra generated by a collection of mutually orthogonal pro-
jections {Pv : v ∈ V } together with partial isometries {Se : e ∈ E} which
satisfy the Cuntz–Krieger relations:
(CK1) S∗eSe = Pr(e) for all e ∈ E,
(CK2) Pv =
∑
s(e)=v SeS
∗
e for each non-sink v ∈ V .
The set
⋃
v∈V, e∈E{Pv, Se} is called a Cuntz–Krieger Γ-family.
It has been proved in [16] that there exists an injective LC(Γ) to C
∗(Γ).
Further, we have the following
Theorem 4.3. [13, Theorem 1.2] Let Γ be a directed graph. Then there
is a C∗-algebra C∗(Γ) generated by a Cuntz–Krieger Γ-family {pv, se} of
non-zero elements such that, for every Cuntz–Krieger Γ-family {Pv, Se} of
partial isometries on H, there is a representation T of C∗(Γ) on H such
that T (pv) = Pv and T (se) = Se for all v ∈ V , e ∈ E.
Using this Theorem and our description of derivations, we can prove the
following
Theorem 4.4. Let Γ = (V,E) be a row-finite directed graph. Every deriva-
tion of the Leavitt path algebra LC(Γ) can be extended to a derivation of the
algebra C∗(Γ).
Proof. It is sufficient to prove that every outer derivation of LC(Γ) can be
extended to a derivation of C∗(Γ).
Let {se, pv} be a Cuntz–Krieger Γ-family which generates C
∗(Γ) and let
{Se, Pv} be a Cuntz–Krieger Γ family of partial isometries on H. From
Theorem 4.3 it follows that there is representation T of C∗(Γ) on H such
that T (pv) = Pv and T (se) = Se for all e ∈ E, v ∈ V .
Next, the set of generators of HH1(LC(Γ)) has been described in Theo-
rem 3.2. For every edge e ∈ E, for every directed cycle c = c0c1 . . . cℓ ∈ Γ
and for every wh∗ := w0 · · ·wn[h0 · · ·hm]
∗ ∈M with s(w) = s(h), define the
following partial isometries Dee∗ , Dc, Dc∗ and Dwh∗ on H as follows:
(1) Dc(Se) := Sc0 ◦ · · · ◦Scℓ ◦ Se, Dc(S
∗
c0
) = −Sc1 ◦ · · · ◦ Scℓ , and if c = c0
then Dc(S
∗
c0) = −Ps(c), Dc = 0 otherwise.
(2) Dc∗(S
∗
e ) := −[Sc0 ◦ · · · ◦ Scℓ ◦ Se]
∗, Dc∗(Sc0) = [Sc1 ◦ · · · ◦ Scℓ ]
∗, and if
c = c0 then Dc∗(Sc0) = −Ps(c), Dc∗ = 0 otherwise.
(3) Dee∗(Se) = Se, Dee∗(S
∗
e ) = −S
∗
e and Dee∗ = 0 otherwise.
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(4) Dwh∗(Sh0) = Sw0 ◦ · · · ◦ Swn ◦ [Sh1 ◦ · · · ◦ Shm]
∗, and if h = h0 then
Dwh∗(Sh0) = Sw0◦· · ·◦Swn◦Pr(w), Dwh∗(Sw0) = −Sw1◦· · ·◦Swn◦[Sh0◦
· · ·◦Shm]
∗, and if w = w0 then Dwh∗(Sw0) = −Sr(h)◦ [Sh0 ◦· · ·◦Shm]
∗,
and Dwh∗ = 0 otherwise.
Since the composition of bounded operators is a bounded operator, then
it is easy to see that all Dc,Dc∗ := −(Dc)
∗, Dwh∗ are bounded operators.
Further, it is easy to see that these are derivations for C∗(Γ), which satisfy
the corresponding equalities of Theorem 3.2. 
5. The Lie Algebra Structure of Leavitt Algebra
Let K be a commutative ring. We already know that the Leavitt algebra
LK(1, ℓ) of order ℓ arise as Leavitt path algebra of a graph Rℓ which has
only one vertex and ℓ edges e1, . . . , eℓ.
We use the following notations. Let F(E) be the free monoid generated
by the finite set E = {e1, e2, . . . , eℓ}. We write w = wλw
′wρ, for some
(possibly empty) words w,wλ,wρ and w
′ of F(E).
Without loss of generality, assume that the edge e1 is special. Then M
is the set of words of the form wh∗, where w, h ∈ F(E) and their last letters
are either distinct or equal, but not e1.
From Theorem 3.2 it follows that the K-module HH1(LK(1, ℓ)) of outer
derivations (= the first Hochschild cohomology) of LK(1, ℓ) can be presented
by the following sets of generators:
(1)
⋃
wh∗∈M,e∈E{Dwh∗ ,Dee∗}, where Dee∗(e) = e, Dee∗(e
∗) = −e∗, Dee∗ =
0 otherwise. Dwh∗(h0) = w[h/h0]
∗, Dwh∗(w
∗
0) = −[w/w0]h
∗, Dwh∗ =
0 otherwise;
(2)
⋃
w∈F(E){Dw}, where Dw(e) = we, for every e ∈ E, Dw(w
∗
0) =
−w/w0, and Dw = 0 otherwise;
(3)
⋃
w∈F(E){Dw∗}, where Dw∗(e
∗) = −[we]∗, for every e∗ ∈ E∗, Dw∗(w0) =
[w/w0]
∗, and Dw∗ = 0 otherwise;
and we have Dwh∗ =
∑ℓ
i=1 Deiw[eih]∗ for every wh
∗ ∈M. Finally, if we put
(e∗)∗ = e, for every e ∈ E and (a · b)∗ = b∗ · a∗ for every a, b ∈ E ∪E∗, then
Dw∗ = −D
∗
w and Dhw∗ = −D
∗
wh∗ .
As well known the K-module HH1(LK(1, ℓ)) is in fact a Lie algebra
with Lie bracket given by [D ,D ′] := D ◦ D ′ − D ′ ◦ D , for every D ,D ′ ∈
HH1(LK(1, ℓ)).
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Set Dwe1[he1]∗ := Dwh∗−
∑ℓ
i=2 Dwei[hei]∗ for every wh
∗ ∈M. Then, by the
definition of the generators of HH1(LK(1, ℓ)) and straightforward compu-
tations, one can get the following formulas:
[Da,Db] =
∑
b=bλbρ
Dbλabρ −
∑
a=aλaρ
Daλbaρ , (5.1)
[Da,Db∗ ] =
∑
b=bλbρ
a=bρaρ
Daρb∗λ −
∑
a=aλbaρ
Daλaρ −
∑
a=aλaρ
b=aρbρ
Daλb∗ρ , |a| ≥ |b|, (5.2)
[Dab∗ ,Dcd∗ ] =
∑
c=cλbcρ
Dcλacρd∗ +
∑
c=cλbλ
b=bλbρ
Dcλa[dbρ]∗ −
∑
d=dλadρ
Dc[dλbdρ]∗
−
∑
a=aλaρ
d=dλaλ
Dcaρ[dλb]∗ −
∑
a=aλdaρ
Daλcaρb∗ −
∑
a=aλdλ
d=dλdρ
Daλc[bdρ]∗
+
∑
b=bλcbρ
Da[bλdbρ]∗ +
∑
c=cλcρ
b=bλcλ
Dacρ[bλd]∗. (5.3)
Let us consider a partial case when ℓ = 1, then the edge e1 = e is special,
and we have e∗e = ee∗ = v. As we have seen, the corresponding Leavitt path
algebra is the Laurent polynomial algebra K[t, t−1], it derivation algebra is
the Witt algebra.
Set
en =

en, n > 0,
v, n = 0,
(en)∗, n < 0,
where en := e · · · e︸ ︷︷ ︸
n
. Thus, we get D j1,...,jmi1,...in := Den(em)∗ = Den−m .
Let us denote Di1,...,in by Dn. Using the above formulas, we have for any
m,n ∈ Z [
Dn,Dm
]
= (m− n)Dn+m,
thus we have obtained the Witt algebra.
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6. The Derivation Algebra of the Toeplitz Algebra
In this section we aim to give a presentation of the Lie algebra of outer
derivations of the Toeplitz algebra. We already know (see Example 1.5)
that the Toeplitz algebra T can be obtained as the Leavitt path algebra
LK(T), where T is the Toeplitz graph •
va
)) b
// •u
Set an := a · · ·a︸ ︷︷ ︸
n
and am∗ := a∗ · · ·a∗︸ ︷︷ ︸
m
, for n,m ≥ 1 and a0 = a∗0 := v.
According to Theorem 3.2, the K-module HH1(T ) is generated by the
following set of derivations
⋃
n,m≥1
{
Dan ,Da∗m ,Daa∗ ,Dbb∗ ,Dana∗m ,Danbb∗ ,Db[amb]∗ ,Danb[amb]∗
}
,
where Dana∗m is zero if and only if a is special. Similarly, the derivations
Danbb∗ ,Db[amb]∗ ,Danb[amb]∗ are zero if and only if b is special. Further, by
(R3), Dbb∗ = 0. We have:
Case 1. The edge b is special. We have: if n > m we get Dana∗m = Dan−m+1a∗ ;
if n < m then Dana∗m = Daa∗(m−n+1) ; and Dana∗n = Daa∗ . Thus, the
K-module HH1(T ) is free and generated by Dan , Da∗m , Dan+1a∗ ,
Daa∗(m+1) , n,m ≥ 1, Daa∗ .
Case 2. The edge a is special. We have: if n > m then Danb[amb]∗ = Dan−mbb∗ ;
if n < m then Danb[amb]∗ = Db[am−nb]∗ ; Danb[anb]∗ = Dbb∗ . Thus, theK-
module HH1(T ) is free and generated by Dan , Da∗m , Danbb∗ , Db[anb]∗ ,
n ≥ 1 and Daa∗ .
Now we focus on the Lie algebra of outer derivations of the Toeplitz
algebra. Without loss of generality, let us assume that b is special. We have
a b a∗ b∗
Dan a
n+1 anb −an−1 0
Da∗n −a
∗(n−1) 0 a∗(n+1) [anb]∗
Dana∗ a
n 0 −an−1a∗ 0
Daa∗m aa
∗(m−1) 0 −a∗m 0
Daa∗ a 0 −a
∗ 0
Theorem 6.1. The Lie algebra of outer derivations of the Toeplitz algebra is
presented by the set of generators: Dan , Da∗m, Dan+1a∗ , Daa∗(m+1) , n,m ≥ 1,
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Daa∗ ; and the set of relations among those generators:
[Daa∗ ,Dan ] = nDan , [Da∗n ,Daa∗ ] = nDa∗n ,
[Dan ,Dam ] = (m− n)Dan+m−1 ,
[Da∗n ,Da∗m ] = (m− n)Da∗(n+m−1) ,
[Dan ,Da∗m] =
{
mDaa∗(m−n+1) − nDa∗(m−n) , m ≥ n,
−mDan−m+1a∗ + nDan−m , m ≤ n,
[Daa∗n ,Daa∗m ] = (n−m)Daa∗(m+n−1) ,
[Dana∗ ,Dama∗ ] = (n−m)Dam+n−1a∗ ,
[Daa∗m ,Dana∗ ] =
{
(m+ n− 2)Daa∗(m−n+1) , m ≥ n,
(m+ n− 2)Dam−n+1a∗ , m ≤ n.
Proof. The proof is straightforward. 
7. Computations
Throughout this section, Γ means a directed row-finite graph Γ = (V,E),
K means an associative commutative ring with unit, and LK(Γ) means the
Leavitt path algebra of the graph Γ over K.
Lemma 7.1. Let D : LK(Γ) → LK(Γ) be a K-linear map such that the
equalities D(v)u+ vD(u) = δv,uD(v) hold for every v, u ∈ V . Then D(v) =∑
wh∗∈B Fwh∗(v) · adwh∗(v).
Proof. We get D(v)v =
∑
wh∗∈B Fwh∗(v)wh
∗v, vD(v) =
∑
wh∗∈B Fwh∗(v)vwh
∗.
The equality D(v)v + vD(v) = D(v) implies
∑
s(w)=v
s(h)=v
Fwh∗(v)wh
∗ = 0.
Therefore D(v) =
∑
wh∗∈B
s(h)6=v
Fwh∗(v)vwh
∗ +
∑
wh∗∈B
s(w)6=v
Fwh∗(v)wh
∗v.
Next, let v, u be different vertices. It follows from preceding discussion
that D(v)u =
∑
wh∗∈B Fwh∗(v)vwh
∗u and vD(u) =
∑
wh∗∈B Fwh∗(u)vwh
∗u.
To conclude the proof, it remains to note that the equality D(v)u+vD(u) =
0 implies Fwh∗(s(w)) = −Fwh∗(s(h)). 
Lemma 7.2. Let e ∈ E and D : LK(Γ)→ LK(Γ) be a K-linear map which
satisfies Lemma 7.1. If, in addition, the equalities D(s(e))e + s(e)D(e) =
D(e), eD(r(e)) + D(e)r(e) = D(e) hold, then
D(e) =
∑
wh∗∈B
Fwh∗(s(e)) · adwh∗(e) +
∑
wh∗∈B
s(w)=s(e)
s(h)=r(e)
Fwh∗(e)wh
∗,
and D(v)e + vD(e) = 0, for V ∋ v 6= s(e), and eD(u) + D(e)u = 0, for
V ∋ u 6= r(e).
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Proof. Let D(e) = D(s(e))e+ s(e)D(e) = D(e)r(e)+ eD(r(e)). By Lemma
7.1,
D(e) = D(s(e))e + s(e)D(e)
=
∑
wh∗∈B
(
Fwh∗(s(e))adwh∗(s(e)) · e− Fwh∗(e)ewh
∗
)
,
eD(r(e)) =
∑
wh∗∈B
Fwh∗(r(e))e · adwh∗(r(e)),
so that
D(e) = eD(r(e)) + D(e)r(e)
=
∑
wh∗∈B
(
Fwh∗(s(e))
(
wh∗e− s(e)wh∗e
)
+ Fwh∗(e) · s(e)wh
∗r(e)
)
+
∑
wh∗∈B
Fwh∗(e)
(
ewh∗r(e)− er(e)wh∗
)
.
Now if we recall Fwh∗(s(w)) = −Fwh∗(s(h)) (see the proof of Lemma
7.1), we get D(e) =
∑
wh∗∈B Fwh∗(s(e)) · adwh∗(e) +
∑
wh∗∈B
s(w)=s(e)
s(h)=r(e)
Fwh∗(e)wh
∗.
Let v 6= s(e). We have
D(v)e =
∑
wh∗∈B
adwh∗(v)e =
∑
wh∗∈B
Fwh∗(v)
(
wh∗v − vwh∗
)
e
= −
∑
wh∗∈B
Fwh∗(v)vwh
∗e = −
∑
wh∗∈B
Fwh∗(r(h)vwh
∗e,
vD(e) =
∑
wh∗∈B
Fwh∗(s(e))v · adwh∗(e) =
∑
wh∗∈B
Fwh∗(s(e))vwh
∗e
=
∑
wh∗∈B
Fwh∗(r(h))vwh
∗e,
therefore D(v)e+vD(e) = 0. Similarly, one can prove that D(e)u+eD(u) =
0, for V ∋ u 6= r(e). This completes the proof. 
One can prove, similarly as above, that the following statement holds.
Lemma 7.3. Let e ∈ E D : LK(Γ) → LK(Γ) be a K-linear map which
satisfies Lemma 7.1. If the map D also satisfies the following equations
D(e∗)s(e) + e∗D(s(e)) = D(e∗),
D(r(e))e∗ + r(e)D(e∗) = D(e∗),
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then D(e∗) =
∑
wh∗∈B Fwh∗(s(e))·adwh∗(e
∗)+
∑
wh∗∈B
s(w)=r(e)
s(h)=s(e)
Fwh∗(e
∗)wh∗, D(v)e∗+
vD(e∗) = 0, for V ∋ v 6= r(e), and e∗D(u) +D(e∗)u = 0, for V ∋ u 6= s(e).
Lemma 7.4. Let e, f ∈ E be two edges and D : LK(Γ) → LK(Γ) be a K-
linear map. Then if the linear map D satisfies Lemma 7.2 and Lemma 7.3,
then D(e)f + eD(f) = 0, D(e∗)f ∗ + e∗D(f ∗) = 0, D(e)f ∗ + eD(f ∗) = 0,
whenever ef = 0, e∗f ∗ = 0, ef ∗ = 0, respectively.
Proof. Indeed, since ef = 0, then r(e) 6= s(f). Using the equality e = r(e)e
and Lemma 7.2, we deduce the first statement. In a similar way, one can
easy to obtain the second and the third statements. 
Thus, one can easy see that if a K-linear map D : LK(Γ) → LK(Γ)
satisfies Lemma 7.2 and Lemma 7.3 then D = J + D̂ , where J is an
inner derivation of LK(Γ) and D̂ is a K-linear map is defined as follows
D̂(v) = 0, D̂(e) =
∑
wh∗∈B
s(w)=s(e)
s(h)=r(e)
Fwh∗(e) and D̂(e
∗) =
∑
wh∗∈B
s(w)=r(e)
s(h)=s(e)
Fwh∗(e
∗), for
every v ∈ V , e ∈ E. Our next aim is to know when D̂ is a derivation.
Lemma 7.5. Let D̂ : LK(Γ)→ LK(Γ) be a K-linear map as above. Suppose
D̂(e∗)f + e∗D̂(f) = δe,fD̂(r(e)), for every e, f ∈ E; then
Fp(e
∗) + Fpff∗(e
∗) + Fepf (f) = 0,
Fp∗(e) + Ff [pf ]∗(e) + F[epf ]∗(f
∗) = 0,
Fw[fh]∗(e
∗) + Fewh∗(f) = 0,
whenever s(e) = s(f), where p ∈ P ∪ V such that epf 6= 0, wh∗ ∈ B and
hz 6= w. The last equation in the case w = h ∈ V holds if and only if e = f .
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Proof. Indeed, we have
D̂(e∗)f + e∗D̂(f) =
∑
wh∗∈B
s(w)=r(e)
s(h)=s(e)
Fwh∗(e
∗)wh∗f +
∑
wh∗∈B
s(w)=s(f)
s(h)=r(f)
Fwh∗(f)e
∗wh∗
= δs(e),s(f)
∑
w∈P∪V
s(w)=r(e)
(
Fw(e
∗) + Fwff∗(e
∗) + Fewf (f)
)
wf
+ δs(e),s(f)
∑
h∗∈P∗∪V
s(h)=s(e)
(
F[fhe]∗(e
∗) + Fe[he]∗(f) + Fh∗(f)
)
[eh]∗
+ δs(e),s(f)
∑
wh∗∈B
s(w)=r(e)
s(h)=r(f)
(
Fw[fh]∗(e
∗) + Fewh∗(f)
)
wh∗,
and using the equalities D̂(e∗)f + e∗D̂(f) = δe,fD̂(r(e)), D̂(r(e)) = 0 we
complete the proof. 
Lemma 7.6. Let e1, . . . , eℓ ∈ E be a finite number of edges with a common
source v. Let D̂ : LK(Γ)→ LK(Γ) be a K-linear map which satisfies Lemma
7.5. Suppose
∑ℓ
i=1 D̂(ei)e
∗
i + eiD̂(e
∗
i ) = D̂(v); then Fei(ej) + Fe∗j (e
∗
i ) = 0
whenever r(ej) = r(ei), 1 ≤ i, j ≤ ℓ.
Proof. Without loss of generality, let us assume that e1 is special. We have
ℓ∑
i=1
D̂(ei)e
∗
i +eiD̂(e
∗
i ) =
∑
w∈P∪V
s(w)=s(e1)
Fwe1(e1)we1e
∗
1+
∑
h∗∈P∗∪V
s(h)=s(e1)
F[he1]∗(e
∗
1)e1e
∗
1h
∗
+
∑
w∈P∪V
s(w)=s(e1)
r(h)=r(e1)
wz 6=e1
Fw(e1)we
∗
1 +
∑
h∗∈P∗∪V
s(h)=s(e1)
r(h)=r(e1)
hz 6=e1
Fh∗(e
∗
1)e1h
∗ +
∑
wh∗∈P∗∪M
s(w)=s(e1)
Fwh∗(e1)w[e1h]
∗
+
∑
wh∗∈P∪M
s(h)=s(e1)
Fwh∗(e
∗
1)e1wh
∗+
ℓ∑
i=2
∑
wh∗∈B
s(w)=s(ei)
Fwh∗(ei)w[eih]
∗+
∑
wh∗∈B
s(h)=s(ei)
Fwh∗(e
∗
i )eiwh
∗.
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Substituting s(e) −
∑ℓ
k=2 eke
∗
k for ee
∗
1 and adding up similar terms, we
get:
ℓ∑
i=1
D̂(ei)e
∗
i + eiD̂(e
∗
i )
∣∣∣∣∣
V
=
(
Fe1(e1) + Fe∗1(e
∗
1)
)
v,
ℓ∑
i=1
D̂(ei)e
∗
i + eiD̂(e
∗
i )
∣∣∣∣∣
P
=
ℓ∑
i=1
∑
w∈P∪V
(
Feiwe1(e1) + Fw(e
∗
i )
)
eiw,
ℓ∑
i=1
D̂(ei)e
∗
i + eiD̂(e
∗
i )
∣∣∣∣∣
P∗
=
ℓ∑
i=1
∑
h∈P∪V
(
Fh∗(ei) + F[eihe1]∗(e
∗
1)
)
[eip]
∗,
and
ℓ∑
i=1
D̂(ei)e
∗
i + eiD̂(e
∗
i )
∣∣∣∣∣
M
=
ℓ∑
k=2
(
−Fe1(e1)+Fek(ek)−Fe∗1(e
∗
1)+Fe∗k(e
∗
k)
)
eke
∗
k
+
ℓ∑
i=1
k=2
∑
w∈P∪V
(
−Feiwe1(e1) + Feiwek(ek) + Fweke∗k(e
∗
i )
)
eiweke
∗
k
+
ℓ∑
i=1
k=2
∑
h∈P∪V
(
−F[eihe1]∗(e
∗
1) + F[eihek]∗(e
∗
k) + Fek[hek]∗(ei)
)
ek[eihek]
∗
+
ℓ∑
i,j=1
i 6=j
(
Fei(ej)+Fe∗j (e
∗
i )
)
eie
∗
j+
ℓ∑
i,j=1
∑
wh∗∈M
(
Feiwh∗(ej)+Fw[ejh]∗(e
∗
i )
)
eiw[ejh]
∗.
Since D̂(v) = 0, we see that the equality
∑ℓ
i=1 D̂(ei)e
∗
i +eiD̂(e
∗
i ) = D̂(v)
implies:
Feipe1(e1)− Feiper(er)− Fpere∗r(e
∗
i ) = 0,
F[eipe1]∗(e
∗
1)− Feiper(e
∗
r)− Fer [per]∗(ei)
∗ = 0,
Fei(ej) + Fej(e
∗
i ) = 0, r(ei) = r(ej).
It is easy to see that the first two equalities can be deduced from the first
two equalities of Lemma 7.5. Indeed, by Lemma 7.5, Fp(e
∗) + Fpff∗(e
∗) +
Fepf(f) = 0, so that Fp(e
∗
i )+Feipe1(e1) = 0 and we deduce the first equality.
In the similar way one can deduce the second one. This completes the
proof. 
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