Abstract-The accuracy of DNA computing highly depends on the DNA strands used in solving complex computations. As such, many approaches are proposed to design DNA oligonucleotides that are stable and unique. In this paper, an improved binary particle swarm optimization (IBPSO) algorithm is proposed and implemented. Four objective functions which are H-measure, similarity, hairpin and continuity are employed to define the uniqueness of designed sequences. The DNA words are constrained within a predefined range of GC-content and melting temperature. The performances and the ability of the algorithm to enhance the characteristics of generated DNA code words are analyzed. The results obtained show that this algorithm executes better sequences and did perform better compared to other optimization techniques. Moreover, it converges faster than the previously suggested binary particle swarm optimization algorithm.
INTRODUCTION
Deoxyribonucleic acid or DNA is the biological macromolecule which carries genetic information in all living species. The molecular compositions of DNA are made up of subunits called nucleotides. Each nucleotide consists of a phosphate group, a sugar (deoxyribose) and one of four possible nitrogen-containing bases, adenine (A), thymine (T), guanine (G) or cytosine (C). In 1953, Watson and Crick [1] proposed the idea that the DNA is a double stranded molecule held together in a double helical structure. Their second idea was that the two strands of DNA are complementary to each other. Adenine forms two hydrogen bonds and pairs only with thymine while guanine forms three hydrogen bonds and pairs only with cytosine. These base pairing conditions are well known as Watson-Crick complementary base pairing. Thus, the two DNA strands in the double helix form are in opposite directions, one in the 5'-3' direction and the other in the 3'-5' direction [2] . DNA strings are so extensive that can have an enormous information storage capability. This characteristic of DNA guided to a novel idea of DNA-based computations, as a solution for complex problems.
II. DNA COMPUTING
DNA computing is a new highly potential method for various complex computational problems. It is a simulation of DNA structures and computing using some molecular biological technology [3] . DNA computing is also generally known as molecular computing. Computing with DNA leads to an overall new standard for computation as it comprises a combinations of biology, chemistry, mathematics and computer science. In DNA computation, the information stored in DNA strand is encoded and several laboratory molecular biology operations are used to manipulate the DNA strands in a test tube. The arithmetical and logical operations will then be carried out to solve the problem [4] . An initial research on DNA computing was pioneered by Adleman in 1994 [5] . He solved a directed Hamiltonian path problem (HPP) through DNA computing techniques [6] . Since then, DNA computing field has been well known and many researchers had carried out further researches to diverse its applications and methods [7] - [11] .
III. DESIGN CRITERIA
Perfect hybridization between a DNA sequence and its base-pairing complement is required for a successful DNA computing, in order for the information stored in DNA molecules to be retrieved easily. Therefore, a good DNA library is crucial and it can be achieved by considering some design criteria into the design process. In this paper, four objective functions, which are H-measure, similarity, hairpin, and continuity and two constraints, GC-content and melting temperature are employed as the design criteria. The selections and the calculations of all the design criteria applied in this research are based on Shin et al. [12] . The objective functions and constraints are described as follows:
A. H-measure
H-measure calculates the number of nucleotides that are complementary among two sequences so as to prevent crosshybridization [7] . Two sequences are arranged in opposite directions and their positions are shifted during this calculations.
B. Similarity
Similarity measure ensures that each sequence is as unique as possible. It calculates the similarity of two sequences in the same direction. This measure also includes position shifts like H-measure [12] .
C. Hairpin
Self hybridization of a DNA strand may cause a hairpin structure. This kind of structure should be avoided in DNA computing [13] .
D. Continuity
The DNA strand structure can become unstable if there are same bases occurring continuously in a sequence [13] . This condition is called continuity.
E. GC-content
GC-content will influence the chemical properties of DNA sequences [14] . GC-content is the calculation of percentages of bases at which the bases C or G occurred in a sequence [13] . The calculation of GC-content is shown in (1), where X A , X G , X C and X T are the total number of bases A, G, C and T respectively present in a DNA strand.
(1)
F. Melting Tempearture, T m
Melting temperature is the temperature at which half of a double stranded DNA starts to break into its single stranded form. Melting temperature is a significant aspect in laboratory experiment [12] . In this paper, parameters from unified SantaLucia [15] nearest neighbor model are used. The computation for melting temperature is as in (2) , where ΔH and ΔS are the enthalpy and entropy changes during annealing reactions. C T and Na + represent DNA strand concentrations and sodium concentrations. The Boltzmann constant, R is 1.987 cal/mol °C.
IV. BINARY PARTICLE SWARM OPTIMIZATION (BPSO)
Particle swarm optimization (PSO) is a new method of optimization developed in 1995 by Eberhart and Kennedy [16] . The idea of PSO was inspired by social behavior of bird flocking, fish schooling, as well as swarming theory. The concept of PSO is that each particle is flown in hyperspace or searched space to find its best solution (fitness) which is called pbest. Then, the overall best value (global value) called gbest achieved by any particle in the population with its position is identified [17] .
In an optimization problem, the solution is associated to the position of the bird. This position is known as "particle". In order for the particle to move in the search space, it has its own space position and flying velocity. Each particle has the ability to memorize and track the current best particle (pbest) in a swarm. The particle then flies to the better position (gbest) based on its own best experience and its neighbours' best experience [18] . The velocity of a particle is updated according to (3) and (4) respectively,
where, V i k = velocity of ith particle at kth iteration Meanwhile, position of each particle is modified as in (5), where Δt is a time step, which is always set to be one.
PSO has a simple mechanism and higher performance as global optimizer.
Therefore, PSO has been applied successfully in many optimization problems [19] , [20] .
Binary PSO (BPSO) was introduced by Kennedy and Eberhart [21] in 1997. Discrete optimization problems are solved using BPSO whereas binary search space is used to find global optimum solutions. The main difference between a standard/continuous PSO and BPSO is the representation of particles. In continuous PSO, the particles are represented in continuous values, meanwhile in BPSO every particle is shown in discrete values. Velocity updating in BPSO is similar to PSO, but it has velocity clamping to balance the exploration and exploitation in the search space. Plus, in BPSO the position updating is based on a sigmoid function as shown in (6) and (7) respectively,
1 if
where S( ) is a sigmoid function and r 3 is a quasi random number uniformly distributed within the range of [0.0, 1.0].
V. IMPLEMENTATION OF IBPSO ALGORITHM INTO DNA CODEWORDS DESIGNING
A flowchart of the developed improved BPSO (IBPSO) algorithm is shown in Fig. 1 . This algorithm adopts only one swarm, so it can also be called as "single swarm optimization" algorithm for multi-objective optimization. In order to create DNA words that satisfies all the design criteria, 20 particles are employed into the discrete search space. Each particle carries a total of sub-particles that is the number of sequences multiply by twice the length of each sequence. These subparticles are in binary representations either 0 or 1. The series of binary data of every particle are then arranged into twice the length of sequences and encoded as DNA strands. In this algorithm, the binary representations of the four DNA alphabets are such as "00" for "A", "01" for "C", "10" for "G" and "11" for "T". Based on the flowchart, the IBPSO algorithm can be summarized as follows:
• Step 1 (Random initializations of each particle)
The initialization procedure includes insertion of PSO parameters and other values during calculations of constraints and objective functions as listed in Table I . During this phase, the positions of all sub-particles in each particle are in random binary values. Their initial velocities are fixed to zero values, so that the sub-particles are in static forms. The pbest and gbest fitness values are also initialized. 
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• Step 2 (Calculation of fitness values)
Designing a series of DNA words is a multi-objective optimization task. At every iteration, the fitness values of each particle are calculated using weighted sum method as in (8),
subjected to melting temperature and GC-content constraints, where f i are the objective functions for each i {H-measure, similarity, hairpin, continuity}, and ω i are weights for each f i . In this case, the values of weights are fixed as 1 for all the aforementioned functions.
• Step 3 (Updating pbest and gbest values)
Every particle has an initially fixed pbest fitness values and a gbest fitness value for the overall swarm. In every iteration, the fitness values of all particles are compared with their previous pbest values. The pbest value is only been updated when the particle's new fitness value is smaller than its earlier pbest value. Meanwhile, the gbest fitness value is updated when there is a smaller fitness value among all the pbest value.
• Step 4 (Stopping condition is examined)
The stopping criterion for this algorithm is the maximum number iterations. When the maximum number of iterations is achieved, the algorithm stopped. Otherwise, it continued updating velocities and positions of every sub-particle in the swarm as well as the pbest and gbest values.
• Step 5 (Velocity and position updating)
Velocities of each sub-particle of all particles are updated as in (3) . Positions of sub-particles are computed using (6) and (7) . The difference between this research and the previous research by Khalid et al. [22] arises at this phase. In [22] , the algorithm updated positions of all sub-particles before updating their velocities whereas in this paper, the updating process is vice versa.
VI. RESULTS AND ANALYSIS
The IBPSO algorithm generates DNA words that considers H-measure, similarity, hairpin and continuity functions. The designed codewords are constrained within the melting temperature range of 30°C -80°C and GC-content percentage of 30% -80%. Table II shows a set of 7 good DNA oligonucleotides, each with a length of 20-mer obtained from this method. This result is compared with one of the recent research done by Khalid et al. [22] on BPSO algorithm. However due to insufficient results and no convergence curves provided in [22] , a comparison is made with Khalid [25] . Table  III indicates the DNA codewords attained from IBPSO and BPSO [25] algorithms. Based on the fitness values of each objective functions showed in Table III , a graphical comparison is illustrated in Fig. 2 . The proposed IBPSO algorithm surpassed the BPSO [25] algorithm in two objective functions, H-measure and hairpin. Nevertheless, it achieved a lower total fitness value as compared to BPSO [25] algorithm.
Another comparison of convergence patterns is also made between these two algorithms. Fig. 3 and Fig. 4 depict the convergence curves of IBPSO and BPSO [25] algorithms respectively. A comparison between these two curves proved that IBPSO algorithm does improve the optimizations process as it converges much faster. Therefore, the algorithm can also reduce the computational time.
The reliability of the algorithm is further verified by evaluating the results obtained with other methods such as genetic algorithm (GA) by Deaton et al. [23] , multi-objective evolutionary algorithm (NACST/Seq) by Shin et al. [12] and multi-objective PSO (MOPSO) by Zhou et al. [24] . A performance comparison of IBPSO algorithm with all the aforementioned methods are shown in Table IV and Fig. 5 . The IBPSO algorithm performed very well as it outperformed GA, NACST/Seq and MOPSO approaches in every objective functions except the continuity function. In this comparison, it is found that the sequences designed from NACST/Seq algorithm achieved a lower continuity fitness level. But, the proposed IBPSO algorithm has reached the minimum total fitness value compared to others. Hence, the IBPSO algorithm performs better in optimizing DNA oligonucleotides rather than the previous BPSO [25] algorithm and other conventional methods.
The use of binary representations in this algorithm ensures a maximum explorations in the search space. This enables a refined search towards global solutions. However, the optimizations in this algorithm had a limitation as it does not consider the minimizations of each objective functions individually. This is due to the fitness computations which is based on a weighted sum method. All the objectives ought to be treated fairly in any tasks related to multi-criteria or multiobjectives. 
VII. CONCLUSIONS
In this research, the IBPSO algorithm has been successfully implemented to optimize the objective functions in the application of DNA codewords design for DNA computing. The proposed algorithm is proven to be very reliable and performed more efficiently as compared to some previous algorithms. As for the future works, this algorithm can be modified to have more swarms working concurrently with some information sharing among themselves for a better optimization.
