Abstract. The authors found geodesics, shortest arcs, cut loci, and conjugate sets for left-invariant sub-Riemannian metric on the Lie group SL(2), which is right-invariant relative to the Lie subgroup SO(2) ⊂ SL(2) (in other words, for invariant sub-Riemannian metric on weakly symmetric space (SL(2) × SO(2))/SO(2)).
Introduction
In this paper, by means of general methods from [1] , we found geodesics, shortest arcs, cut loci and conjugate sets of left-invariant sub-Riemannian metric on the Lie group SL(2) with condition that the metric is right-invariant relative to the Lie subgroup SO(2) ⊂ SL (2) . A formula, analogous to (5) , and statements of Theorem 3 have been given with no proof in [2] with references to some sources; also there were proved statements of Theorem 4, but we apply other methods and prove in detail all results.
We got analogous results for special left-invariant sub-Riemannian metrics on the Lie groups SO 0 (2, 1) = SL(2)/{±e} and SO(3) ∼ = SU(2)/{±e} in [3] and [4] . In these papers, together with analogs of (5) and Theorem 3, to find geodesics and shortest arcs we use their geometric interpretation as parallel unit vector fields along geodesics and isoperimetrices (solutions of Dido's problem, i.e. the curves of constant geodesic curvature) on the Lobachevskii plane L 2 and the unit Euclidean sphere S 2 , as well as the Gauss-Bonnet theorems for L 2 and S 2 . In this paper, for this purpose we apply directly Theorem 3.
It is necessary to note especially that all sub-Riemannian manifolds under consideration in this paper and papers [3] , [4] are geodesic orbit, i.e. every geodesic of such manifold is an orbit of some 1-parameter isometry group. This is closely connected to the fact that one can consider these manifolds as weakly symmetric spaces (SL(2) × SO(2))/SO(2), (SO 0 (2, 1) × SO(2))/SO(2), (SO(3) × SO(2))/SO(2) with invariant sub-Riemannian metric. A. Selberg introduced weakly symmetric spaces in paper [5] , where he considered (SL(2) ×SO(2))/SO(2) as unique (nonsymmetric) example of such spaces. O.S. Yakimova gives in [6] a classification of (simply connected) weakly symmetric Riemannian manifolds with a reductive isometry group; the third of above-mentioned spaces is given in line 8 of Table 1 of this paper. It is well known that every weakly symmetric Riemannian manifold with invariant Riemannian metric is geodesic orbit. Since any invariant sub-Riemannian metric on weakly symmertic space is a limit of a sequence of invariant Riemannian metrics, then it is true that weakly symmetric space with invariant sub-Riemannian metric with no abnormal geodesic is geodesic orbit. Let us note in this regard that symmetric spaces admit no invariant sub-Riemannian metric [7] , [8] .
Preliminaries
The Lie group GL(n) consists of all real (n×n)-matrices g = (g ij ), i, j = 1, . . . , n, such that det g = 0, and the Lie subgroup GL 0 (n) (the connected component of the unit e in Gl(n)) is defined by condition det g > 0. It is natural to consider both groups as open submanifolds in R n 2 with coordinates g ij , i, j = 1, . . . , n. Their Lie algebra gl(n) = GL(n) e := GL 0 (n) e = R n 2 is a vector space of all real (n × n)-matrices with Lie bracket
Let e ij ∈ gl(n), i, j = 1, . . . n, be a matrix which has 1 in i-th row and j-th column and 0 in all other places. Lin(a, b) denotes the linear span of vectors a, b.
As an auxiliary tool we shall use the standard scalar product (·, ·) on the Lie algebra gl(n) = R n 2 for n = 2. The Lie group SL(n) ⊂ GL(n) of all real (n × n)-matrices with the determinant 1 is a closed connected Lie subgroup of the Lie group Gl 0 (n) with the Lie algebra (1) sl(n) = {a ∈ gl(n) : trace(a) = n l=1 a ll = 0}.
In case of left-invariant sub-Riemannian metric on a Lie group, every geodesic is a left shift of some geodesic which starts at the unit. Thus later we shall consider only geodesics with unit origin. Theorem 5 in paper [1] implies the following theorem. Theorem 1. Let G be a connected Lie subgroup of the Lie group GL(n) with the Lie algebra g, D is some totally nonholonomic left-invariant distribution on G, a scalar product ·, · on D(e) is proportional to the restriction of the scalar product (·, ·) (to D(e)). Then every normal geodesic (i.e. locally shortest arc), parametrized by arclength, γ = γ(t), t ∈ (−a, a) ⊂ R, γ(0) = e, on (G, d) with left-invariant sub-Riemannian metric d, defined by the distribution D and the scalar product ·, · on D(e), satisfies the system of ordinary differential equations
where u = u(t), v = v(t) ∈ g, (v(t), D(e)) ≡ 0, t ∈ (−a, a) ⊂ R, are some realanalytic vector functions.
It follows from equations (2), (3) that Corollary 1. Every geodesic, parametrized by arclength, in (G, d) is a part of unique geodesic γ = γ(t), t ∈ R, parametrized by arclength, in (G, d).
The search of geodesics in (SL(2), δ)
We are interested in the Lie group SL(2). In consequence of (1) Moreover, any geodesic γ = γ(t), t ∈ R, parametrized by arclength, in (SL(2), δ) with condition γ(0) = e is a product of two 1-parameter subgroups:
where φ, β are some arbitrary constants.
Proof. It follows from (4) that
This implies the first statement of Theorem 2. It is clear that on D(e)
In consequence of Theorem 3 in [1] , every geodesic on 3-dimensional Lie group with left-invariant sub-Riemannian metric is normal. Then it follows from Theorem 1 that one can apply ODE (2), (3) to find geodesics γ = γ(t), t ∈ R, in (SL(2), δ). It is clear that
and the identity (3) can be written in the form
In consequence of (4), the expression on the left hand side of equality is equal to
We get identitiesβ(t) = 0,φ(t) = β(t). Hence
In view of (2), (6) , and (7), it must be
Let us prove that (5) 
Remark 1. Both 1-parameter subgroups in (5) are nowhere tangent to the distribution D for β = 0 so any their interval has infinite length in the metric δ.
Remark 2.
To change a sign of β in (5) is the same as to change a sign of t and to change angle φ 0 by angle φ 0 ± π. (2), preserving the distribution D and the metric δ. In particular,
Consequently, the metric δ on SL (2) is invariant under right shifts by elements of the subgroup SO(2) ⊂ SL(2).
Proposition 2. The space (SL(2), δ) is geodesic orbit, i.e., every geodesic in (SL(2), δ) is an orbit of some 1-parameter isometry subgroup of the space (SL(2), δ).
Proof. In consequence of the left-invariance of the metric δ, it is enough to prove the statement for a geodesic given by (5) . By the last statement of Proposition 1, the maps Φ(s) = l exp(s(cos φp 1 +sin φp 2 +βk)) • r exp(−sβk) , s ∈ R, form 1-parameter motions subgroup of (SL(2), δ). Additionally, in consequence of the matrix exponent properties, Φ(s)(γ(t)) = γ(t + s).
Corollary 2. If γ(t), t 0 ≤ t ≤ t 0 + T, t 0 ∈ R, T > 0, is a shortest arc, then for any number t 1 ∈ R, γ(t), t 1 ≤ t ≤ t 1 + T, is a shortest arc.
Proof. Characteristic polynomial of the matrix x is equal to
By the Hamilton-Cayley theorem (see p. 93 in [9] ), the matrix x is a root of the polynomial P (λ), i.e., x 2 = −(det(x))e. This implies (11) and
Therefore for det(x) < 0,
and (12) is fulfilled. Analogously, for det(x) > 0,
and (13) is true.
Then the geodesic γ(t) = γ(β, φ; t) of left-invariant sub-Riemannian metric δ on SL(2) (see theorem 2) is equal to (17) n cos βt 2 + m cos
Proof. Let φ = 0. Then (5) takes the form
Using (4) and Lemma 1, we get
By (10), matrices B = exp(φk) and exp(tβk) commute. It follows from this, (5), and Proposition 1 that
Calculation of the product of last two matrices finishes the proof of Theorem 3.
Corollary 3. If φ = 0 then in the notation (14), (15), and (16),
3. The set of symmetric matrices in SL (2) The following proposition is proved by direct calculations. Proposition 5. 1) The set Sim of all symmetric matrices from SL(2) has the form Sim = Sim + ∪ Sim − , where
and
2) c = ±e if and only if c ∈ Sim and m(c) = 0.
3) The sets Sim + , Sim − , Sim are invariant relative to the conjugation by matrices of the subgroup SO(2) ⊂ SL(2).
4) For every matrix c ∈ Sim
trace(c)/2 = 1 + m(c) 2 . Proof As a consequence, Sim + = exp(D(e)).
5)
c ∈ Sim + and c = e if and only if (24) c = ch a + cos 2b sh a sin 2b sh a sin 2b sh a ch a − cos 2b sh a = cos b − sin b sin b cos b ch a + sh a 0 0 ch a − sh a cos b sin b − sin b cos b , where (25) ch a =. 1) If c ∈ Sim then c 11 c 22 = 1 + c 2 12 ≥ 1 > 0, consequently, c ∈ Sim + or c ∈ Sim − . If c ∈ Sim + then (26) trace(c) 2 = c 11 + c 22 2 ≥ √ c 11 c
Cut loci and conjugate sets in (SL(2), δ)
Unlike the Riemannian manifolds, the exponential map Exp x , x ∈ M, for a subRiemannian manifold (M, d) with no abnormal geodesic (as in the case of (SL(2), δ)) are defined not on T M and T x M but on D(x)×Ann(D(x)), where D is a distribution on M involved in the definition of d, and Ann(D(x)) = {ψ ∈ T * x M : ψ, D(x) = 0}, see [10] . Otherwise, the cut loci and conjugate sets for such sub-Riemannian manifolds are defined in the same way as for the Riemannian ones [11] . Definition 1. The cut locus C(x) (respectively, (the first) conjugate set S(x) (S 1 (x))) for a point x in a sub-Riemannian manifold M (with no abnormal geodesic) is the set of ends y ∈ M of all shortest arcs joining the point x with the point y and noncontinuable beyond y (respectively, the image of the set of (the first) critical points (along geodesics with the origin x) of the map Exp x with respect to Exp x ).
The main result of this section is
Theorem 4. For every g ∈ (SL(2), δ), C(g) = gC(e) and S(g) = gS(e). Moreover
where
Also K(e) is diffeomorphic to R 2 , S 1 (e) is diffeomorphic to R, S 1 (e) ∩ K(e) = {−e}.
Proposition 6. Every segment γ(t) = γ(0, φ; t), 0 ≤ t ≤ t 1 , is a shortest arc.
Proof. It is known that the Lie group SL(2)/{±e} is isomorphic to the Lie group of all orientation-preserving isometries of the Lobachevskii plane with sectional curvature −1, and the last group is isomorphic to the Lie group SO 0 (2, 1), the connected component of the unit in the Lorentz group SO(2, 1) (see, for example, [3] ). By Theorem 1 from [3] , there exists a locally isomorphic epimorphism of the Lie groups
such that, in terms of this paper and paper [3] , dL(e)(p 1 ) = a, dL(e)(p 2 ) = b, dL(e)(k) = c.
Therefore the map L : (SL(2), δ) → (SO 0 (2, 1), d) is a submetry [12] preserving the lengths of curves. Consequantly, L(γ(t)), t ∈ R, is a geodesic and simultaneously 1-parameter subgroup in (SO 0 (2, 1), d), so by Lemma 2 from [3] , every its segment is a shortest arc. Then the same statement is true for γ.
It follows directly from Corollary 5 and Proposition 6 that
Proposition 7. C(e) ∩ Sim + = ∅.
The following proposition was proved in paper [13] (see Corollary 1 in [13] ):
Proposition 8. If two points in a three-dimensional Lie group G with a leftinvariant sub-Riemannian metric are joined by two different geodesics, parametrized by arclength, of equal length, then any of these geodesics either is not a shortest arc or is not a part of a longer shortest arc.
Proposition 9. If a segment γ(t), 0 ≤ t ≤ t 0 , of the geodesic (5) is a shortest arc and
Proof. In consequence of (16), m = 0 and n = −1
. Substituting these m and n into (17), we get that (31) γ 2π
does not depend on φ. It remains to apply Proposition 8.
Proposition 10.
(32) K(e) ∪ SO(2) − {e} ⊂ C(e).
Proof. Denote by c = (c ij ) any matrix (17 Note that the system of equalities (33), (34) is equivalent to (17). It follows from (34) and (14), (15), (16) If c ∈ SO(2)−{e} then m(c) = 0 by Proposition 4, and since (SL(2), δ) is a locally compact complete space with inner metric then in consequence of the Cohn-Vossen theorem [14] , there exists a shortest arc γ(β, φ 0 ; t), 0 ≤ t ≤ T, joining e and c. By (35), it must be m(T ) = m(c) = 0. Then
on the ground of (14), (15), (16), so γ(β, φ; T ) = γ(β, φ 0 ; T ) for all φ. Then c ∈ S(e) ∩ C(e). Let c ∈ K(e). In consequence of the Cohn-Vossen theorem, there exists a shortest arc γ(β, φ 0 ; t), 0 ≤ t ≤ T, joining e and c. Since trace(c) ≤ −2 by (29), then on the ground of Corollary 5, β = 0. Now in consequence of the equality c 12 = c 21 and (17), the evenness of functions n and cos, the oddness of functions m и sin, γ(β, φ 0 ; T ) = γ(β, φ 1 ; −T ), where φ 1 = βT + φ 0 + π. Therefore it follows from Proposition 8 that c ∈ C(e).
Proposition 11.
S(e) = (S 1 (e) = SO(2) − {e}) ∪ γ(β, φ; t) | tg
C ∩ S(e) = C ∩ S 1 (e) = SO(2) − {e}.
Proof. On the ground of (14), (15), (16), we get γ(β, φ; t) = 2m cos βt
Using these relations, one can easily compute that
for all β ∈ R; if β 2 = 1 then
Besides the value t = 0, we get critical values only for m = 0 or 2m − tn = 0, when m = 0 and β 2 = 1. This and the proof of Proposition 9 inmply the disjunction of the union, the inequality |t| > 2π/ β 2 − 1 for points of the second set of the union, and the first statement. Now the second statement follows from Propositions 9, 10.
Theorem 5. If c ∈ C(e) for (SL(2), δ) then c ∈ S 1 (e) or there exist β i , φ i ∈ R, i = 1, 2, T > 0, such that
where T = T (β 1 , φ 1 ) is the smallest positive number for which there exist β 2 , φ 2 ∈ R such that the equality (36) holds and geodesics γ 1 = γ(β 1 , φ 1 ; t) and γ 2 = γ(β 2 , φ 2 ; t) are different.
Proof. Assume that c = γ(β 1 , φ 1 ; T ) ∈ C(e) − S(e), T > 0. Then for every n ∈ N, geodesic segment γ(β 1 , φ 1 ; t), 0 ≤ t ≤ T + 1/n, isn't a shortest arc, and by the inverse map theorem, the map γ : (β, φ, t) → γ(β, φ; t) is a diffeomorphism in some neighbourhood U of the point (β 1 , φ 1 , T ). By the Cohn-Vossen theorem [14] , for sufficiently large numbers n there exists a shortest arc γ n (t) := γ(β n , φ n ; t), 0 ≤ t ≤ T n , where T − 1/n ≤ T n < T + 1/n and (β n , φ n + 2πl, T n ) / ∈ U for all l ∈ Z, joining points e and γ(β 1 , φ 1 ; T +1/n). By the same reason there exist a subsequence {n j } j∈N and (β 2 , φ 2 ) such that shortest arcs γ n j (t) := γ(β n j , φ n j ; t), 0 ≤ t ≤ T n j , converge to shortest arc γ(β 2 , φ 2 ; t), 0 ≤ t ≤ T, joining e and γ(β 1 , φ 1 ; T ), moreover, geodesics γ 1 = γ(β 1 , φ 1 ; t) and γ 2 = γ(β 2 , φ 2 ; t) are different. If c ∈ S(e) then c ∈ S 1 (e) in consequence of Proposition 11.
Remark 3. This theorem and its proof extend to any homogeneous (sub)-Riemannian manifold (with no strictly abnormal geodesic) only by changing notation.
Proposition 12.
If c ∈ C(e) then c ∈ S 1 (e) or there exist φ 1 , φ ′ 2 ∈ R, β > 0 such that
where γ(t) is defined by (17) and
Proof. Suppose that c ∈ C(e) − S 1 (e). Theorem 5, (36), and (35) imply that
where m = m(β, t) is defined by (14)-(16). But
One can easily see that the following lemmas are valid.
, x > 0, increases and its range is interval (1, +∞). Let β 1 = β 2 = β. Then on the ground of (33), (34), the equality (36) holds in the case φ 2 = φ 1 + 2πl, l ∈ Z (i.e. the corresponding geodesics coincide), or in the case m = 0 (i.e. γ(β, φ 1 ; T ) ∈ SO(2) − {e} = S(e) ∩ C(e) in consequence of (35) and Propositions 4, 11) .
If β 2 = −β 1 = 0 (see Proposition 6) then by Remark 2, the equality (36) is equivalent to the equality (37).
Proposition 13.
(41)
C(e) − S 1 (e) ⊂ K(e).
Proof. Let c ∈ C(e) − S 1 (e). Since c 12 − c 21 is an odd function relative to t on the ground of (33), then c 12 = c 21 by Proposition 12. Now inclusion (41) follows from Propositions 7 and 5.
All statements of Theorem 4, except for the last one, follow from Propositions 10, 11, 12, 13; the last statement follows from (5), (22), Proposition 6, Corollary 5.
Noncontinuable shortest arcs on (SL(2), δ)
The following theorem constitutes the main result of this section.
Theorem 6. Let β = 0 and γ = γ(β, φ; t), 0 ≤ t ≤ T , be a noncontinuable shortest arc (17). Then
2) If β 2 = 1 then T ∈ (2π, 3π) and T satisfies the system of equations
and T satisfies the system of equations
where k and x are defined by formulae (43).
Proof. Let β = 0 and γ = γ(β, φ; t), 0 ≤ t ≤ T , be a noncontinuable shortest arc (17). It follows from Definition 1 and Theorem 4 that c := γ(T ) belongs to C(e) = K(e) ∪ S 1 (e).
Assume that c ∈ S 1 (e). Then m(c) = 0 on the ground of (30) and Proposition 4. Therefore | β |> 1 and T = 
is monotonically decreases from 2π to π. In consequence of this and (31), (30), to the element c = −e (to the set S 1 (e)) corresponds β = ±
then c ∈ S 1 (e) by (31). Item 1) is proved.
Assume that c ∈ K(e). Then by (29) and (33),
Let | β |= 1. In view of (14), the conditions (44) can be written in the form
, i.e. T ∈ (2π, 3π). Therefore,
and item 2) of Theorem 6 is proved. Let 0 <| β |< 1. In view of (15), the conditions (44) can be written in the form
Let us use the notation (42). Then x > 0, k > 0, and conditions (45) take the form
Let us fix k > 0. Note that the function f (x) increases because
, π k and f (x) has a unique zero on interval
. It follows from this and (42) that
. Now by (46) and inclusion kx ∈ (π, 3π/2),
sin kx = tg kx · cos kx = −k th x 1 + k 2 th 2 x .
, and x = π k−1 on 0, , π , while . In view of (43), this means that
Then cos x < 0, tg x < 0, cos kx > 0, and on the ground of (52),
sin kx = tg kx · cos kx = k tg x 1 + k 2 tg 2 x < 0.
Item 5) of Theorem 6 is proved. Let k > 3, i.e. 1 <| β |< , while
Note that the equalities (54) are fulfilled and . Since we proved previously that T > 3π |β| for n = 0, then
Hence cos x > 0, cos kx < 0 and on the ground of (52),
sin kx = tg kx · cos kx = −k tg x 1 + k 2 tg 2 x < 0.
Item 6) of Theorem 6 is proved.
Theorem 7. Let γ = γ(β, φ; t), 0 ≤ t ≤ T , be a noncontinuable shortest arc (17). Then 1) Function T = T (| β |) strictly decreases on intervals 0,
