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VANISHING UP TO THE RANK IN BOUNDED COHOMOLOGY
NICOLAS MONOD
Abstract. We establish the vanishing for non-trivial unitary representations of the bounded
cohomology of SLd up to degree d− 1. It holds more generally for uniformly bounded repre-
sentations on superreflexive spaces. The same results are obtained for lattices. We also prove
that the real bounded cohomology of any lattice is invariant in the same range.
1. Introduction
By local field we mean any non-discrete locally compact field, thus including the Archimedean
as well as non-Archimedean cases of any characteristic. All unitary representations are assumed
continuous and separable.
The cohomology of semisimple Lie groups and more generally algebraic groups over local
fields is well-studied, see e.g. [6] (we refer here to what is sometimes called continuous group
cohomology). It is particularly well understood for trivial coefficients R and for unitary rep-
resentations. The cohomology of their lattices is of importance since such lattices include the
arithmetic groups. Thanks to Eckmann–Shapiro induction, the latter study can be reduced to
the former, though only at the cost of considering more general coefficients in the non-uniform
case; for this reason, the cohomology of arithmetic groups still presents difficulties.
One important result for the cohomology of semisimple groups is (i) the vanishing below the
rank, due to Borel–Wallach [6], Zuckerman [27], Casselman [11] (see V.3.3 and XI.3.9 in [6]).
For arithmetic groups, an interesting issue is (ii) in what range their cohomology is invariant,
namely arises by restriction from the cohomology of the ambient semisimple group. The answer
turns out to depend on the type of lattice, reflecting difficulties in applying induction for non-
uniform lattices; for results depending notably on the Q-rank of arithmetic groups, see Borel [4,
Theorem 7.5] (see also [18],[12],[5]).
This note investigates the analogue of the these two issues (i), (ii) for bounded cohomology H•b;
we restrict ourselves to the groups SLd.
For a sampling of the uses of bounded cohomology, background and definitions, see [14],[9],[21].
Vanishing in degree two for groups of rank at least two was established in [8] (see also [9],[22];
partial results in degree three for trivial coefficients are obtained in [10],[20]). Above degree two,
not much is known about the bounded cohomology of semisimple groups and their lattices (nor
for any other group, for that matter).
Theorem 1. Let k be a local field, G = SLd(k) and V a unitary representation of G not
containing the trivial one. Then
Hnb(G, V ) = 0 for all 0 ≤ n ≤ d− 1.
The same holds more generally for uniformly bounded continuous representations on superreflex-
ive separable Banach spaces without invariant vectors.
As with ordinary cohomology, induction sometimes allows to deduce results about lattices
from results on the ambient group. However, it takes us a priori to non-separable and non-
continuous modules when dealing with bounded cohomology. It is only in degrees up to two that
it has been possible to use unitary induction ([9, Corollary 11], [19, 11.1.5]). Nevertheless, we
prove:
Theorem 2. Let k be a local field, G = SLd(k), Γ < G a lattice and W a unitary representation
of Γ not containing the trivial one. Then
Hnb(Γ,W ) = 0 for all 0 ≤ n ≤ d− 1.
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The same holds more generally for uniformly bounded continuous representations on superreflex-
ive separable Banach spaces without invariant vectors.
Whilst the bounded cohomology with trivial coefficients remains mysterious for both G and
its lattices, we can still determine the relation between the two; observe that here the answer
does not depend upon the type of the lattice:
Theorem 3. Let k be a local field, G = SLd(k) and Γ < G a lattice. Then the restriction
Hnb(G,R) −→ H
n
b(Γ,R)
is an isomorphism for all 0 ≤ n ≤ d− 1.
The three theorems above depend on one general statement, Theorem 5 below. In order to
apply the latter, we need to understand the intersection of several conjugates of a suitable max-
imal parabolic subgroup Q < G. To decide whether vanishing results as above can be deduced
from Theorem 5 for other classical simple groups, one would need to control the combinatorics
of such intersections in general.
Scholium. One (too rare) instance in which bounded cohomology behaves better than ordinary
cohomology is that the restriction to lattices is always injective [19, 8.6.2]. Therefore, one could
deduce Theorem 1 from Theorem 2 using Moore’s theorem (recalled below). We found it more
natural to begin by establishing the simpler Theorem 1.
We conclude this introduction by observing that the bound on n is sharp at least when d = 2
for Theorems 1 and 2. Indeed, for G = SL2(k) and any lattice Γ the spaces H
2
b(G,L
2(G)) and
H2b(Γ, ℓ
2(Γ)) are non-zero (see e.g. [22]).
2. General setting
Let G be a locally compact second countable group. A Banach space V with an isometric
linear representation is called a coefficient G-module if it is the dual of a separable Banach space
with continuous G-representation [19, 1.2.1]. Examples include unitary representations and L∞
spaces, the latter being in general neither continuous nor separable.
Remark 4. Theorems 1 and 2 are stated for uniformly bounded representations on superreflexive
spaces. (We recall that one characterisation of superreflexivity is the existence of an equivalent
uniformly convex norm [3, Theorem A.6].) Whilst one could perfectly well work with bounded
cohomology in uniformly bounded representations, we will not need to. Indeed, one can always
replace the norm with an equivalent invariant norm; since superreflexivity is a topological prop-
erty, it is preserved under this operation. Thus we shall from now on assume all representations
isometric.
Let Q < G a closed subgroup, N ⊳ Q an amenable closed normal subgroup and r a positive
integer. Endow B = G/Q with its canonical invariant measure class (Theorem 23.8.1 in [24]).
Consider the following conditions on intersections of generic conjugates of Q:
(MI) For a.e. point in B
r−1, its stabiliser in N has no non-zero invariant vectors in V .
(MII) For a.e. point in B
r+1, its stabiliser in G has no non-zero invariant vectors in V .
(A) The G-action on Br+1 is amenable in Zimmer’s sense [25],[26, 4.3.1].
(M) stands for Moore. The motivating examples for this axiomatics are provided in the setting
of Theorems 1, 2 and 3 (with r = d− 1), see Example 8 below. Here is the main technical result
of this note:
Theorem 5. (i) If (MI) holds, then H
n
b(G, V ) = 0 for all 0 ≤ n ≤ r − 1.
(ii) If in addition (MII) holds, then H
n
b(G, V ) = 0 for all 0 ≤ n ≤ r.
(iii) If in addition (A) holds, then the complex
0 −→ L∞(B, V )G −→ L∞(B2, V )G −→ L∞(B2, V )G −→ · · ·
realises Hnb(G, V ) for all n ≥ 0.
In the above complex and everywhere below, the maps are the usual homogeneous differentials
defined by d =
∑
(−1)kdk, where dk omits the k-th variable.
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Remark 6. Notice that Hr+1b (G, V ) is the space of cocycles onB
r+2 in case (iii), since L∞(Br+1, V )G
vanishes by (MII) and thus there are no coboundaries. This implies notably that H
r+1
b (G, V ) is
Hausdorff.
The following classical result is essentially due to Moore.
Theorem 7. Let k be a local field, G a connected simply connected k-simple k-group and V a
unitary G(k)-representation not containing the trivial one. Then unbounded subgroups have no
non-zero invariant vectors. The same holds more generally for uniformly bounded continuous
representations on superreflexive Banach spaces without invariant vectors.
Proof. The most classical form is due to Moore [23, Theorem 1]. For general fields, see Proposi-
tion 5.5 in [15]. Howe–Moore further established the stronger statement that matrix coefficients
vanish at infinity (see e.g. [17],[26]). It was noticed by Shalom that the latter still holds for
continuous isometric representations on uniformly convex uniformly smooth Banach spaces. For
a proof of this fact, see the Appendix of [2]. It remains only to justify that all uniformly
bounded representations on superreflexive Banach spaces admit an equivalent uniformly convex
and uniformly smooth norm which is invariant; this is proved in [2, Proposition 2.3]. 
Example 8. Let G = SLr+1(k), B the projective space P
r(k) and Q ∼= kr ⋊GLr(k) a cor-
responding maximal parabolic, N ∼= kr its unipotent radical. One verifies directly that any
conjugate of Q in G intersects N along a subspace of codimension at most one. It follows that
the stabiliser in N of every (not a.e) point in Br−1 is unbounded in G. One also checks that the
intersection of any r + 1 conjugates of Q contains a conjugate of the diagonal subgroup of G,
hence is also unbounded. Thus (MI) and (MII) follow from Moore’s theorem if V is a uniformly
bounded continuous representation on a superreflexive Banach space without invariant vectors.
As for (A), it is enough by [1, Theorem A] to verify that generic stabilisers for Br+1 are
amenable (in view of the smoothness of the G-action). And indeed, away from a finite union of
subvarieties of positive codimension, these stabiliser are conjugated to the diagonal subgroup,
which is amenable.
The above example shows that Theorem 1 follows from Theorem 5 with r = d − 1. Notice
that for the vanishing of Theorem 1, condition (A) is not needed; however, it provides additional
information via Remark 6. In order to address Theorem 3, we need a variation on that example:
Example 9. In Example 8, the G-modules V were separable and continuous. However, the
same reasoning applies to a special class of further coefficient modules, namely V = L∞0 (X)
for any ergodic measure-preserving standard probability G-space (L∞0 denotes the subspace of
functions of integral zero). Indeed, Moore’s theorem applied to L2(X) shows that any unbounded
subgroup of G still acts ergodically on X and thus has no non-zero invariant vectors in V .
Proof of Theorem 3. The restriction map is always injective [19, 8.6.2]. Moreover, it fits in an
exact sequence [19, 10.1.7] in such a way that we just need to prove the vanishing of Hnb(G,−)
for L∞(G/Γ)/R. The latter is isomorphic to L∞0 (G/Γ), so that we can apply Theorem 5 as in
Example 9. 
Finally, a combination of both approaches:
Proof of Theorem 2. Let V be the induced G-module associated to W [19, 10.1.1]. That is,
V is the coefficient G-module V = L∞(G,W )Γ of (left) Γ-equivariant L∞-maps f : G → W
endowed with the G-action by right translations on G. We claim that V satisfies (MI) and
(MII). Indeed, V embeds into the space U = L
[2](G,W )Γ of Γ-equivariant maps such that the
function ‖f‖W : Γ\G → R is L
2; that is, as a Banach space, U ∼= L2(Γ\G,W ). In the unitary
case, U is still a Hilbert space with unitary representation. If W is merely superreflexive, it is a
result of Figiel–Pisier that U is so too, see [16, II 1.e.9 (i)]. Therefore, applying Moore’s theorem
to U , we deduce that the only elements of V fixed by an unbounded subgroup are G-fixed. Since
a G-fixed function class has its essential range in WΓ by the definition of V , it vanishes —
proving the claim. Now Theorem 5 applies and Hnb(G, V ) = 0. We conclude by the induction
isomorphism [19, 10.1.3] which identifies the latter to Hnb(Γ,W ). 
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3. Proof of Theorem 5
Define a first quadrant double complex by Lp,q = L∞(Gp+1 ×Bq+1, V )G. We will freely use
the identifications
Lp,q ∼= L∞
(
Gp+1, L∞(Bq+1, V )
)G ∼= L∞
(
Bq+1, L∞(Gp+1, V )
)G
which follow e.g. from the Dunford–Pettis theorem, see [19, 2.3.3]. Define Id : Lp,q → Lp+1,q
by the homogeneous differential associated to Gp+1 and IId : Lp,q → Lp,q+1 by the homogeneous
differential on Bq+1 affected with the sign (−1)(p+1). To such a complex are associated two
spectral sequences IE, IIE defined respectively by
IE
p,q
1 = H
p,q(Lp,•, IId), IIE
p,q
1 = H
q,p(L•,p, Id)
both abutting to the cohomology of the associated total complex.
Note. For background on spectral sequences we refer to [7, III§14],[13, III.7]. A similar bicom-
plex was used in [20]; we point out at this occasion that the induction step in that paper (over
the rank n) needs to be changed: It holds in degrees q ≤ 2 + n/2 and proceeds separately over
even and odd integers n.
Lemma 10. The first spectral sequence converges to H•b(G, V ).
More precisely, IE
p,q
t = 0 (∀ p ≥ 0, q ≥ 1, t ≥ 1) and
IE
p,0
t
∼= H
p
b(G, V ) (∀ p ≥ 0, t ≥ 2).
Proof. The cohomology of the complex
(∗) 0 −→ L∞(B, V ) −→ L∞(B2, V ) −→ L∞(B3, V ) −→ · · ·
is concentrated in degree zero, where it is V . Indeed, the augmented complex
0 −→ V −→ L∞(B, V ) −→ L∞(B2, V ) −→ L∞(B3, V ) −→ · · ·
is acyclic, a contracting homotopy being provided by (Gelfand–Dunford) integration over B of
the first variable (as in [19, 7.5.5], except here we do not need to worry about the continuous
submodules). The functor L∞(Gp+1,−)G is exact for all p ≥ 0 with respect to adjoint short
exact sequences of coefficient G-modules [19, 8.2.5]. Applying it to (∗) (which is adjoint [19,
7.5.4]), it follows that the cohomology of the complex Lp,•, namely IE
p,q
1 , is concentrated in
degree zero, where it is L∞(Gp+1, V )G. This shows at once the vanishing for q ≥ 1 and the
isomorphism IE
p,0
2
∼= H
p
b(G, V ) since the latter is realised by the complex L
∞(Gp+1, V )G. (This
can be taken as a definition of bounded cohomology; compare [19, 7.5.1].) 
Lemma 11. There is a canonical identification IIE
p,q
1
∼= H
q
b
(
G,L∞(Bp+1, V )
)
for all p, q ≥ 0.
Proof. The complex L∞
(
G•+1, L∞(Bp+1, V )
)G
indeed computes Hqb
(
G,L∞(Bp+1, V )
)
. 
Lemma 12. If (MI) holds, then
IIE
p,q
1 = 0 for all q and all p ≤ r − 1.
Proof. Consider the identification L∞(Bp+1, V ) ∼= L∞(G/Q,L∞(Bp, V )) ([19, 2.3.3]). The in-
duction isomorphism [19, 10.1.3], the characterisation of the induction of restricted modules [19,
10.1.2(v)] and Lemma 11 imply that IIE
p,q
1 is isomorphic to H
q
b
(
Q,L∞(Bp, V )
)
. In the latter,
we may replace the coefficients by L∞(Bp, V )N because the group N is amenable [19, 8.5.3].
But condition (MI) implies that the stabiliser in N of a.e. point in B
p has no non-zero invariant
vectors in V whenever p ≤ r − 1. Thus L∞(Bp, V )N vanishes and hence IIE
p,q
1 = 0. 
At this point, part (i) of the theorem is established, since the cohomology of the total complex
in degree n involves only terms IIE
p,q
•
with p+q = n, which all vanish when n ≤ r−1. For part (ii),
it suffices now to show that IIE
r,0
1 vanishes. By Lemma 11, this amounts to L
∞(Br+1, V )G = 0,
which follows from (MII).
Lemma 13. If (A) holds, then IIE
p,q
1 = 0 for all q > 0 and all p ≥ r.
Proof. Condition (A) implies amenability for Bp+1 whenever p ≥ r ([26, 4.3.4]). Therefore, the
G-module L∞(Bp+1, V ) is relatively injective [19, 5.7.1]. This implies that the right hand side
in Lemma 11 vanishes [19, 7.4.1]. 
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Thus in the setting of part (iii) it follows that IIE
p,q
t stabilises already at the tableau t = 2
and that the cohomology of the total complex is just IIE
•,0
2 , which is precisely computed on the
complex
IIE
•,0
1 : 0 −→ L
∞(B, V )G −→ L∞(B2, V )G −→ L∞(B2, V )G −→ · · ·
as was to be shown.
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