Introduction {#Sec1}
============

The accuracy of biological sequence alignment has important implications when making inferences about function. This accuracy depends on our understanding of natural selection and rate heterogeneity of mutation processes. One of these processes consists of microstructural changes that take the form of insertions and deletions (indels) of nucleotides (hence amino acids) along biological sequences. When we align biological sequences, we represent indels by gaps. How precisely we position these gaps along each sequence in the alignment is one of the most important factors that lead to correct inferences.

There is evidence to suggest that, in protein coding DNA, indels are more abundant in hydrophilic regions (Pascarella and Argos [@CR21]; Taylor et al. [@CR25]; de la Chaux et al. [@CR3]; Zhang et al. [@CR34]). In non-protein coding DNA it is shown that indels are less prevalent in regions containing inverted repeats (Yamane et al. [@CR33]). This evidence seems to suggest that indels are found less often in regions that are conserved, both in protein coding and non-protein coding DNA. Yamane et al. ([@CR33]) also found that the rate of nucleotide substitutions was relatively lower in the inverted repeats regions. We hypothesize that the rate of replacement (or substitution) is related to the rate of indel placement; that is, both rates are lower (higher) in conserved (non-conserved) regions of the DNA irrespective of coding type.

Early pairwise alignment methods assumed mutation rates to be singly uniform across all positions of the pairwise alignment (Needleman and Wunsch [@CR20]; Gotoh [@CR12]; Bishop and Thompson [@CR1]; Thorne et al. [@CR29]). It is generally agreed, however, that these methods are not biologically realistic. For example, although indels of just one position in the alignment are the most common, indels longer than one position occur biologically at relatively high percentages both in protein coding DNA (Pascarella and Argos [@CR21]) and in non-protein coding DNA (Krawczak and Cooper [@CR16]). Long indel models for evolutionary pairwise alignments, employing the geometric distribution to deal with random indel lengths, have been developed (Knudsen and Miyamoto [@CR15]; Miklós et al. [@CR19]). These models provide biologically useful information on the alignment in the form of reliability measures based on posterior probabilities. However, they do not contribute to any significant improvement in alignment accuracy since they do not exploit information obtained from putative properties of DNA. For example, clearly defined parts of secondary structure and regional replacement rates are known to be correlated in protein coding DNA (Goldman et al. [@CR10]). A pairwise aligner designed to incorporate regional context derived from conserved and non-conserved regions of the DNA primary structure can be used to test the hypothesis of a positive relationship between the point and indel substitution rates. The regions can be imputed during the alignment procedure by exploiting putative signatures of secondary structure elements such as α-helices and β-sheets in protein coding DNA or, inverted repeats in non-protein coding DNA.

Implicit knowledge on secondary structure elements is exploited heuristically in Clustal-W (Thompson et al. [@CR26]) to dynamically vary gap penalties during multiple alignments. For example, a patch of five contiguous hydrophilic amino acids was demonstrated by Pascarella and Argos ([@CR21]) to be indicative of a loop-region in the protein. In Clustal-W, this information triggers a reduction in the gap opening penalty during alignment of the current sequence within this region. Pascarella and Argos ([@CR21]) also found that, on average, gaps would not be longer than eight positions. On this basis, Clustal-W increases the gap opening penalty in the current sequence of the multiple alignment within eight residues (that is, columns) of existing gaps. These empirically based techniques greatly increase the sensitivity of Clustal-W which remains a commonly employed benchmark for the testing of new multiple alignment methods.

Here we evaluate the relationship between point and indel substitution rates by extending the model proposed by Knudsen and Miyamoto ([@CR15]). That is, we employ two pair-hidden Markov models (PHMMs) instead of one, and conjoin the two by a single silent state. This topology allows one PHMM to model the replacement (or substitution) rate, the indel rate, and the indel length distribution in the slow evolving region. The other PHMM models these evolutionary processes in the fast evolving region. Hence, each of the two PHMMs provides its own set of sufficient statistics independently of the other following the completion of the alignment of the two input sequences. In this setting, we aim to achieve better inference on the placement of indels when the replacement (or substitution) rate is not averaged across the entire length of the alignment. The length of indels is also modeled in the two regions under a separate geometric distribution with an average parameter estimated for each region.

Recent studies (Taylor et al. [@CR25]; Löytynoja and Goldman [@CR17]; Sjödin et al. [@CR24]) have shown that rates of deletions and of insertions can have different determinants, and therefore should be modeled separately. However, our aim in this work was to investigate the association between the two processes, namely, point and indel substitutions, in two regions of DNA (conserved and non-conserved). We consider it reasonable, therefore, that the insertion and deletion rates are averaged with one parameter within each region, while differentiation is only analyzed between the two regions. Furthermore, averaging within regions also reduces computational cost.

Our modeling of amino acid replacements (or point substitutions) and of indel placements in the two regions is impelled by the notion that the slow and fast rates of these two components serve as surrogates for conserved and non-conserved regions, respectively. We use phylogenetically independent sequence pairs (PIPs) over a wide range of evolutionary distances to show that this surrogacy is generally applicable. We show further that this surrogacy also holds true both for protein coding and non-protein coding DNA by constructing separate PIP samples from the BAliBASE protein database (Thompson et al. [@CR28]) and from the European ribosomal RNA (rRNA) database (Wuyts et al. [@CR32]), respectively. Using these two separate samples we confirm that hydrophilic regions are associated with high rates of amino acid replacements and of indel placements coexisting spatially away from the core. We further demonstrate that processes operating on rRNA are distinctive.

Materials and Methods {#Sec2}
=====================

The HMM--PHMM Topology {#Sec3}
----------------------

The model of Thorne et al. ([@CR30]) allowed for heterogeneity in the point substitution rate, but also imposed constraints. The latter included identical fragment size distributions, and identical indel processes, between the slow and fast regions. We eliminate both of these constraints in our modeling. Fundamental to our approach are two separate parameters to model the substitution rates in the two regions. Furthermore, to evaluate the relationship between point and indel substitution rates, we apply the same approach to the indel rates. Thus, for each of the two regions, we also employ an indel rate parameter and a corresponding parameter for the indel length probability distribution. In this setting, we would expect that rates in one category will be estimated by the model below the baseline mutation rate (slow rate region), where mutations are putatively more likely to affect function. Rates in the other category will be estimated above the baseline (fast rate region), where mutations are putatively less critical to function.

Motivated by these putative processes, we designed the two-region PHMM--HMM topology to model the pairwise alignment. This topology is two-tiered, where the lower layer consists of the two PHMMs shown in Fig. [1](#Fig1){ref-type="fig"} and the upper layer consists of a two-state hidden Markov model (HMM) shown in Fig. [2](#Fig2){ref-type="fig"}. Each of the two PHMMs models substitutions together with indels in only one region. At each position of the pairwise alignment, the two-state HMM assigns (by convention) either PHMM~1~ which models the slow rates in region one or PHMM~2~ which models the fast rates in region two, to emit a symbol. By "rates", here, we mean the slow and fast substitution rates which may result, for instance, from two different intensities of natural selection. Also, by "symbol" we mean either a match (*w, z*), or a delete (*w,* -), or an insert (-*, z*), where *w* *∈* *ξ* is a character in sequence *S*~W~, *z* *∈* *ξ* is a character in sequence *S*~Z~, (-) is a gap, and *ξ* is the alphabet of the biological sequences.Fig. 1Each PHMM has match state *M*, and has insert states *X* and *Y* for sequences *S*~X~ and *S*~Y~, respectively. Index *η, η* *∈* {1, 2}, associates states {*M*~1~, *X*~1~, *Y*~1~} of PHMM~1~ to region one and states {*M*~2~, *X*~2~, *Y*~2~} of PHMM~2~ to region two. Silent state $\documentclass[12pt]{minimal}
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                \begin{document}$$  {\mathcal {S}} $$\end{document}$, thus economizing on number of parametersFig. 2Conceptual two-state HMM. States *R*~1~ and *R*~2~ emit symbols that emanate from PHMM~1~ and PHMM~2~, respectively. Switching parameters *ρ*~1~ and *ρ*~2~ determine whether *R*~1~ or *R*~2~ emits at each position of the alignment. $\documentclass[12pt]{minimal}
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                \begin{document}$$  {\mathcal {E}} $$\end{document}$ are *begin* and *end* states, respectively, and do not emit symbols. Stationarity parameters *ϕ*~1~ and *ϕ*~2~ determine initial states of *R*~1~ and *R*~2~. Terminating parameters *τ*~1~ and *τ*~2~ compensate for input sequence pair, *S*~X~ and *S*~Y~, having finite and unequal lengths. First matrix is the state matrix and second matrix is the space matrix of the 2-state Markov process

The pair-hidden Markov model (PHMM) was formally introduced by Durbin et al. ([@CR5]) to address the issue of indels in probability modeling of pairwise alignments. The formulation by these authors allows for the estimation from data of a parameter vector with five elements, and which we denote by (α, β, δ, ε, γ). These elements are shown in Fig. [1](#Fig1){ref-type="fig"} for each PHMM in the two-region topology. Knudsen and Miyamoto ([@CR15]) derived analytically the set of equations that reduce these five elements to just three sufficient parameters, namely, the average replacement (or substitution) rate parameter *t*, *t* \> 0, the average indel rate parameter *r*, *r* \> 0, and the indel length probability distribution parameter *a*, 0 \< *a* \< 1. We term these equations the Knudsen--Miyamoto (KM) equations, and we present them in Supplementary Material for our two-region topology where parameters in each of the two PHMMs are indexed by *η*, *η* *∈* {1, 2}; that is, *η* is the index of the PHMM and its corresponding region.

Figure [3](#Fig3){ref-type="fig"} shows the conceptual matrix of transition probabilities of the lower layer of the two-tiered HMM--PHMM topology. The upper layer captures the alternating behavior of rate heterogeneity. We assume this alternating behavior to be a two-state Markov process. This process has a 2 × 2 transition matrix shown conceptually in Fig. [2](#Fig2){ref-type="fig"} with transition probabilities ρ~1~, 0 \< ρ~1~ \< 1, and ρ~2~, 0 \< ρ~2~ \< 1. These *switching* probabilities determine the flow intensity in the current PHMM before they switch flow to the other PHMM of the two-region topology via the *silent* state $\documentclass[12pt]{minimal}
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The Transition Matrix {#Sec4}
---------------------

A transition from one state to another state within the same PHMM~η~, *η* *∈* {1, 2}, of our two-tiered HMM--PHMM topology, takes place with the same probability as that computed by the set of KM equations belonging to that PHMM, except that we multiply this probability by 1 − *ρ*~*η*~ in our modeling. A transition from one state of PHMM~η~ to another state of PHMM~3−*η*~ takes place with a probability computed from the two sets of KM equations and the probability *ρ*~*η*~. For example, a transition from state M~1~ to state Y~2~ would be the product of *β*~1~, *α*~2~, and *ρ*~1~. Figure [4](#Fig4){ref-type="fig"} shows all the possible probability transformations that produce our two-region transition matrix from the conceptual matrices shown in Figs. [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}. The new matrix is implemented in a standard Forward algorithm (Rabiner [@CR22]) after each row has been normalized. Note that the new matrix in Fig. [4](#Fig4){ref-type="fig"} restores the *begin* state $\documentclass[12pt]{minimal}
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The Emission Matrices {#Sec5}
---------------------

Emission probabilities, and corresponding symbols, of the HMM--PHMM topology are stored in a vector **E** (shown in Fig. [5](#Fig5){ref-type="fig"}) of matrices indexed by *η*, *η* *∈* {1, 2}. Elements in each matrix are probabilities constructed in accordance with Gonnet and Benner ([@CR11]).$$\documentclass[12pt]{minimal}
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                \begin{document}$$ E_{\text{M}} = \left[ {P\left( t \right){\text{W}}} \right]^{\prime } \left[ {\left( {\varvec{q} \otimes {\mathbf{1}}_{n}^{\prime } } \right) \bullet I_{n} } \right]\left[ {P\left( t \right){\text{Z}}} \right] $$\end{document}$$Fig. 5Vector of emission matrices **E** of HMM--PHMM topology. Index *η, η* *∈* {1*,* 2}, associates matrices with regions. Upper-left quadrant shows symbols emitted by match state *M* in region *η* for specified sequences *S*~W~ = CTCGA and *S*~Z~ = AGTCGT. Similarly, upper-right quadrant and lower-left quadrant show symbols emitted by delete state *X* and insert state *Y*, respectively. Emission probabilities in each quadrant of region *η* sum to one. Lower-right quadrant is set arbitrarily to zero

The upper-left quadrant of a matrix in **E**, denoted by *E*~M~, stores the emission probabilities of all character match symbols (*w, z*); *w, z* *∈* *ξ*, of the PIP sequences *S*~W~ and *S*~Z~. The distribution of these probabilities is computed using Eq. [1](#Equ1){ref-type=""}, where (⊗) and (•) are the Kronecker and Hadamard products, respectively. The index *n* is equal to the number of characters in the alphabet *ξ* of the biological sequences; that is, *n* is 20 or 4 for protein or DNA sequences, respectively. W and Z are character emission matrices of sequences *S*~W~ and *S*~Z~, respectively, and consist of 0's and 1's. If the length of sequence *S*~W~ is denoted by *ℓ*~W~, then W is a *n* × *ℓ*~W~ matrix. Also, for example, if the first character in the alphabet is A, then row one of matrix W has 1's in those positions corresponding to A's in sequence *S*~W~, and 0's in all other positions; and likewise for the remaining *n* − 1 rows. The same applies to matrix Z and the corresponding sequence *S*~Z~ of length *ℓ*~Z~. The stochastic vector ***q*** stores the *n* background probabilities, and is computed from sequences *S*~W~ and *S*~Z~ as described by Felsenstein ([@CR7]). **1**~*n*~ is simply a vector of *n* 1's. *P*(*t*) is a standard *n* × *n* matrix of probabilities for substitution of amino acids (nucleotides) through time *t*. Its derivation is described in detail by Goldman ([@CR9]). Following multiplication, Eq. [1](#Equ1){ref-type=""} produces a *ℓ*~W~ × *ℓ*~Z~ submatrix whose elements describe the probability distribution of all possible match symbols.

The upper-right quadrant of a matrix in **E**, denoted by *E*~X~, stores the emission probabilities of all character-gap delete symbols (*w*, -); *w* *∈* *ξ*, of the PIP sequence *S*~W~. This matrix is computed using Eq. [2](#Equ2){ref-type=""}, and following multiplication, Eq. [2](#Equ2){ref-type=""} produces a *ℓ*~W~ × 1 submatrix whose elements sum to one. Similarly, the lower-left quadrant is a 1 × *ℓ*~Z~ submatrix, computed using Eq. [3](#Equ3){ref-type=""}, and whose elements describe the probability distribution for all gap-character insert symbols (-*, z*); *z* *∈* *ξ*, of the PIP sequence *S*~Z~. Note that submatrices *E*~X~ and *E*~Y~ treat gaps as missing information. The lower-right quadrant is not used.$$\documentclass[12pt]{minimal}
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The Evolutionary Models {#Sec6}
-----------------------

For the purpose of this study, two evolutionary models are selected with the aim of being neither too restrictive nor too general. This is because our data sets are designed to cover a wide range of evolutionary distances and are collected from across several species. At the same time, we could increase our samples to a manageable size by keeping the number of parameters to be estimated as small as possible.

We use the PMB model (Veerassamy et al. [@CR31]) to model amino acid pairwise alignments. This model has the special feature of approximating, within an error of less than 5% on average, the entire BLOSUM series developed by Henikoff and Henikoff ([@CR14]). The PMB has also remained robust to additions of sequences to the blocks database, from which the BLOSUM series are derived (Veerassamy et al. [@CR31]). This implies that our findings can be expected to remain valid even as more sequences continue to be added. An equally important feature of the PMB is that it can model alignment pairs over a wide range of evolutionary distances. This is because each matrix in the BLOSUM series is based on alignments that are clustered in blocks. Each block has aligned segments that share a specified percentage identity *c*. At the same time, the amount of information on evolution in each of these blocks also increases nearly linearly with *c* over a wide range of *c* values.

Similarly, we use the HKY model (Hasegawa et al. [@CR13]) to model non-protein coding rRNA pairwise alignments. The HKY was chosen for this study because it allows for unequal nucleotide frequencies. In our modeling, it requires only one parameter---denoted by *κ*---to be estimated by numerical optimization in order to adjust for transition--transversion bias. The HKY model, therefore, also avoids excessive computational time.

The Hydrophilicity Parameter {#Sec7}
----------------------------

In Pascarella and Argos ([@CR21]), the amino acid glycine most frequently flanked insertions, and amino acid isoleucine was most likely to be located away from gaps. The amino acids D, G, K, N, P, R, S, and T, which are all hydrophilic, were found more likely to appear on the flanks of indels than other amino acids. This feature was shown to be useful in heuristic modeling (Thompson et al. [@CR26]). For our purpose, we subdivide the vector of 20 background probabilities of the set of 20 amino acids into a subvector ***H*** of 8 background probabilities of the hydrophilic subset and a subvector $\documentclass[12pt]{minimal}
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The Data Sets {#Sec8}
-------------

We used PIPs to construct our data sets. PIPs are sequence pairs that we considered to be independent and identically distributed (i.i.d.) for the purpose of this study. We deemed PIPs to be most suitable. The reason is that point and indel substitutions, resulting from the divergence of the PIP sequence pair from their common ancestor, represent events that are separate from events affecting any other PIP.

Protein PIPs were sourced from multiple alignments stored in the BAliBASE database (Thompson et al. [@CR28]) and rRNA PIPs were sourced from multiple alignments stored in the European ribosomal RNA database (Wuyts et al. [@CR32]). In both cases we employed the following procedure on each multiple alignment to extract PIPs. First, we obtained the set of all possible pairwise evolutionary distances, and eliminated pairs that had an extremely small distance. Second, a neighbor-joining tree (Saitou and Nei [@CR23]) was built from the remaining pairs. Finally, we employed a post-order traversal routine to identify the most recent common ancestor for each PIP, as demonstrated in Fig. [6](#Fig6){ref-type="fig"}.Fig. 6Constructing PIPs using subset BBS12002 from BAliBASE 3.0. Tree is constructed as explained in text. Post-order traversal classifies six taxa into three pairs: (1) RL1_HALVO and RL1_BUCAP with evolutionary distance 1.647 and sharing ancestor number 1, (2) R10A_TRYBR and R10A_ENTHI with evolutionary distance 0.987 and sharing ancestor number 2, and (3) 1cjs_A and 1mzp_A with evolutionary distance 1.121 and sharing ancestor number 3. Distance between each pair is represented by bolded line sections. Each section is bifurcated by a unique ancestor. Each pair constitutes a PIP distinct from other two PIPs for experimental purposes

This procedure ensured that evolutionary processes that differentiated a PIP were distinct from evolutionary processes that differentiated other PIPs within each tree. The aim here was to reasonably satisfy our i.i.d. assumption among PIPs. We pooled all PIPs obtained from BAliBASE to produce the protein data set, and likewise we pooled all PIPs obtained from the European ribosomal RNA database to produce the rRNA data set. Each of these sets was then trimmed so that every taxon, and hence every PIP, in each set was unique.

### The Protein Data Set {#Sec9}

We generated 808 protein PIPs from multiple alignments stored in BBS files of BAliBASE 3.0 with references *Ref1*-*V2*, *Ref20*, *Ref30*, and *Ref50*. We did not include reference *Ref1*-*V1* as this consists of pairs which have less than 20% identity. This high divergence would have made it very difficult to align accurately for the purpose of this study. We also did not include reference *Ref40* because this consists of sequences with large N/C-terminal extensions. By convention, the sequence of a polypeptide (or protein) is written from the N-terminus on the left to the C-terminus on the right. Large extensions at these termini would entail large gaps at the two ends of the pairwise alignment. This would have been unsuitable for our study because one of our principal interests was indel placement with flanking residues.

Our sampling procedure produced experimental samples of 120 protein PIPs with evolutionary distances ranging from 0.25 to 1.25. One of these samples was chosen at random for this study.

### The rRNA Data Set {#Sec10}

To construct rRNA PIPs, we used two groups of rRNA sequences. Each group was randomly sampled from a large multiple alignment taken from the European ribosomal RNA database. The first group had 150 sequences and the second had 303 sequences, with non-gapped sequence lengths varying from 1088 to 1626 nucleotides. A tree was constructed from each group. The first tree yielded 74 PIPs and the second 151 PIPs, with all sequences being unique. We used a sampling procedure to produce an experimental sample of 99 rRNA PIPs from these two trees. The 99 PIPs have evolutionary distances ranging between 0.00 and 0.44.

### Data and Source Code {#Sec11}

A detailed sampling procedure for each data set is described in Supplementary Material. Data files for protein alignments are in MSF format and for rRNA alignments are in FASTA format. Source files for generating PIPs are written in Python and utilize modules available in PyCogent version 0.89.7. These files are available from the corresponding author on request.

Results {#Sec12}
=======

Model Validation {#Sec13}
----------------

We validated the two-region model using simulated sets of 12 pairwise alignments. Each set was simulated following a preset regime of arbitrary parameter values. To ensure these alignments would provide enough statistical power, protein alignments were set to be 300 amino acids long and DNA alignments were set to be 900 nucleotides long. To recover parameter values, we obtained an ML estimator for one parameter at a time over two regions, while setting all other parameters at their corresponding nominal value. For each parameter, we optimized the likelihood function by varying the parameter independently in each region for each alignment. With 12 alignments and two regions, this procedure yielded 24 ML estimators for each parameter. We then used a large-sample *t* test to test for statistical power of each parameter in our model. Our tests showed that all estimated values were not significantly different from corresponding true values at the 5% level of significance.

We used analysis of variance to test for (i) main effects from different parameters, (ii) main effects from different nominal distances, and (iii) interaction between these two types of main effects. Interactions, and main effects from different nominal distances, were not significant at the 5% level of significance with both the protein and the rRNA samples. This was also the case with main effects from different parameters with the protein sample. With the rRNA sample, main effects from different parameters were not significant at the 1% level of significance, but were significant at the 5% level. We attribute the latter result to the *κ* parameter operating over a wide range of distances and with simulated sequences shorter than 1000 nucleotides. Considering that we constrained this parameter to be equal in the two regions throughout our experiments, we have no reason to suspect that this result had any adverse effect on our inferences. Full details are provided in Supplementary Material.

The Experiments {#Sec14}
---------------

We investigated whether there exist two distinctive regions along the polypeptide (or section of non-protein coding DNA) in which rates of substitution are significantly different; for example, whether the rate of substitution in region one is significantly lower than in region two. To test whether there is a significant difference between the rate *t*~1~ in region one and the rate *t*~2~ in region two, of two aligned sequences *S*~W~ and *S*~Z~ in a PIP, we defined the following test:$$\documentclass[12pt]{minimal}
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PIPs are i.i.d. for the purpose of this study, and we constructed a *χ*^2^ statistic over the set *ζ* of *M* alignments. Each alignment in this set was required to have an LR statistic (Eq. [5](#Equ5){ref-type=""}) greater than zero. Because the null model was nested within the alternate model, the alternate must produce a likelihood greater than or equal to that of the null. A negative LR therefore indicates the alternate was not truly maximized. This condition can arise when the optimization method employed---simulated annealing (Goffe et al. [@CR8])---does not find the global optimum when maximizing the likelihood function. Accordingly, any PIPs that yielded LR ≤ 0 for any test were removed from the set *ζ* to ensure that they did not affect the accuracy of our results. (We note here that we used simulated annealing because of its effectiveness in dealing with large numbers of parameters (Goffe et al. [@CR8]).)

We defined the general *χ*^2^ statistic shown in Eq. [6](#Equ6){ref-type=""} to do an LR test over all PIPs in the set *ζ*. In Eq. [6](#Equ6){ref-type=""}, *n* is the difference in the number of free parameters of $\documentclass[12pt]{minimal}
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### Protein Coding DNA {#Sec15}

Table [1](#Tab1){ref-type="table"} shows the results from nine tests we carried out using the protein data set. Tests 1, 2, and 3 show that the replacement rate parameter *t*, the hydrophilicity parameter *h*, and the indel parameters together *ℓ* (=*a* ∪ *r*), respectively, contributed to a significantly higher likelihood when allowed to vary independently in the two regions of our model, while all other parameters were constrained to be equal across the two regions.Table 1Hypotheses testing with protein encodingTestTestsLR tests over ζConcordances*H*~o~*H*~a~*n*^a^*M*^b^*m*^c^φdf*P* value*H*~o~, *m*^d^*H*~a~, *m*^e^1*t*~1~* =* *t*~2~*t*~1~ ≠ *t*~2~3116641304.993481.30 × 10^−110^0.94250.94372*h*~1~* =* *h*~2~*h*~1~ ≠ *h*~2~311410390.123423.71 × 10^−2^0.90850.90813*ℓ*~1~* =* *ℓ*~2~*ℓ*~1~ ≠ *ℓ*~2~^f^49318417.963725.01 × 10^−2^0.89600.88434*t*~1~ ≠ *t*~2~*h*~1~ ≠ *h*~2~*, t*~1~ ≠ *t*~2~110237353.141022.11 × 10^−29^0.95760.96585*h*~1~ ≠ *h*~2~*h*~1~ ≠ *h*~2~*, t*~1~ ≠ *t*~2~1110781179.881101.24 × 10^−178^0.94550.94976*t*~1~ ≠ *t*~2~*t*~1~ ≠ *t*~2~*, ℓ*~1~ ≠ *ℓ*~2~2734136.681466.98 × 10^−1^0.95440.96067*ℓ*~1~ ≠ *ℓ*~2~*t*~1~ ≠ *t*~2~*, ℓ*~1~ ≠ *ℓ*~2~19254776.08928.93 × 10^−109^0.93260.94448*h*~1~ ≠ *h*~2~*h*~1~ ≠ *h*~2~*, ℓ*~1~ ≠ *ℓ*~2~29929408.131981.09 × 10^−16^0.91870.90529*ℓ*~1~ ≠ *ℓ*~2~*h*~1~ ≠ *h*~2~*, ℓ*~1~ ≠ *ℓ*~2~111340384.621132.58 × 10^−31^0.94760.9548^a^*n* is the number of degrees of freedom for the test^b^*M* is the number of PIPs in the sample which had LR \> 0^c^*m* is the number of PIPs from *M* PIPs in the previous column which were significant under *H*~a~ at the 5% level^d^The average concordance for each test from *m* alignments under *H*~o~^e^The average concordance for each test from *m* alignments under *H*~a~^f^*ℓ*~1~ ≠ *ℓ*~2~ means that both indel parameters are allowed to differ in the two regions; that is, (*a*~1~ ≠ *a*~2~, *r*~1~ ≠ *r*~2~)

These initial three tests led us to investigate pairwise colocation (that is, positional concomitance of two components) along polypeptides among the three components: substitution rate, hydrophilicity, and indels. We considered colocation between any two components, whose parameters were allowed to vary simultaneously and independently in the two regions under *H*~a~, to exist if (1) *H*~o~ was rejected in favor of *H*~a~, and (2) the levels of the corresponding estimators were both high (or both low) in the same region under *H*~a~. We denote this colocation of two components *C*~1~ and *C*~2~ by $\documentclass[12pt]{minimal}
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Tests 4 and 5 in Table [1](#Tab1){ref-type="table"} show that on the one hand the number *M* of alignments that had LR \> 0 decreased in each test. This is because when *t* and *h* were allowed to vary simultaneously and independently in the two regions under *H*~a~, it was harder for the optimizer to find maximum likelihood in the presence of a weaker signal and more parameters. On the other hand, the number *m* of significant alignments increased from 10 to 37 when the hydrophilicity parameters *h*~1~ and *h*~2~ were added in the presence of the replacement rate parameters *t*~1~ and *t*~2~ (Tests 2 and 4). Likewise, *m* increased from 64 to 78 when the replacement rate parameters *t*~1~ and *t*~2~ were added in the presence of the hydrophilicity parameters *h*~1~ and *h*~2~ (Tests 1 and 5). The number *m* of significant alignments increased from a total of 74 in Tests 1 and 2 to a total of 115 in Tests 4 and 5, while the *P* value obtained from Tests 4 and 5 decreased sharply. These results strongly support the presence of colocation between substitution rate and hydrophilicity (*ç*~(*t*~*,*~*h*)~).

To investigate further the feature *ç*~(*t*~*,*~*h*)~, we defined a new test as follows:$$\documentclass[12pt]{minimal}
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The results from this test were *M* = 120, *m* = 63, and *P* value = 4.39 × 10^−113^ with df = 480. Of the 63 PIPs which expressed an LR statistic above the 5% level of significance with four degrees of freedom, 56 were found to have the feature *ç*~(*t*~*,*~*h*)~. Next we performed a large-sample test concerning the proportion *P* of items in a population that possess a quality of interest (Devore [@CR4], p. 308). In our case, the latter is the feature *ç*~(*t*~*,*~*h*)~, and we defined *P* as $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{X}{m} $$\end{document}$, where *X* is the number of PIPs that had this feature and *m* is the number of PIPs for which LR was significant. We also assumed that *X* has approximately the binomial distribution. Considering that *m* = 63 is large, both *X* = 56 and $\documentclass[12pt]{minimal}
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Tests 6 and 7 in Table [1](#Tab1){ref-type="table"} show that both tests led to a substantial reduction in PIPs satisfying the constraint LR \> 0. Adding *ℓ*~1~ and *ℓ*~2~ in the presence of *t*~1~ and *t*~2~ (Tests 3 and 6) increased the *P* value. Similarly, adding *t*~1~ and *t*~2~ in the presence of *ℓ*~1~ and *ℓ*~2~ (Tests 1 and 7) left the *P* value unchanged. In both cases, the number *m* of significant PIPs also decreased considerably. We therefore concluded that there was no support for the replacement rate parameter and the indel parameters varying simultaneously and independently in both regions.

This was not the case, however, with the hydrophilicity parameter. *M* here increased from 93 in Test 3 to 99 in Test 8, and decreased from 114 in Test 2 to 113 in Test 9. These changes are relatively small, and do not suggest any confounding between the hydrophilicity parameter and indel parameters in our two-region modeling. At the same time, in both Tests 8 and 9, the *P* value decreased sharply. Also, the total number *m* of significant PIPs increased from 28 (Tests 2 and 3) to 69 (Tests 8 and 9). These results strongly support the presence of colocation between hydrophilicity and indels (*ç*~(*h,ℓ*)~).

To investigate further the feature *ç*~(*h,ℓ*)~, we defined a new test as follows:$$\documentclass[12pt]{minimal}
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The results from this test were *M* = 114, *m* = 23, and *P* value = 1.16 × 10^−8^ with df = 570. That is, the percentage of significant alignments was only 20%. This is much lower than that obtained from the test for the feature *ç*~(*t*~*,*~*h*)~, which was 52.5%. Considering that the percentage from the present test is lower by more than half, we do not attribute this large drop solely to statistical power. It is reasonable to say that indels seem to be less heterogeneous than replacement rates. Also, among the 23 significant alignments, 20 had the feature *ç*~(*h*~*,*~*r*)~, and an upper-tailed sign test gave a *P* value of 0.00024. This statistic provides further strong evidence of colocation between hydrophilicity and the indel rate (*ç*~(*h*~*,*~*r*)~) in our sample.

### Non-Protein Coding DNA {#Sec16}

Table [2](#Tab2){ref-type="table"} shows results from three tests using the rRNA data set. Test 1 shows once more a clear demarcation between slow and fast regions, with 91% of the alignments showing significance. The *P* value of these alignments was very close to zero, suggesting that the distinction between the two substitution rates in non-protein coding DNA sections is unequivocal.Table 2Hypotheses testing with non-protein coding encodingTestTestsLR tests over ζConcordances*H*~o~*H*~a~*nMm*φdf*P* value*H*~o~, *mH*~a~, *m*1*t*~1~ = *t*~2~*t*~1~ ≠ *t*~2~398905085.402940.000.95550.96392*t*~1~ ≠ *t*~2~*, r*~1~ = *r*~2~*t*~1~ ≠ *t*~2~*, r*~1~ ≠ *r*~2~1877140.23872.62 × 10^−4^0.97210.97043*t*~1~ = *t*~2~*, r*~1~ = *r*~2~*t*~1~ ≠ *t*~2~*, r*~1~ ≠ *r*~2~498865163.103921.30 × 10^−110^0.95430.9630Nomenclature same as in Table [1](#Tab1){ref-type="table"}

Test 2 shows that there was confounding between the substitution rate parameters and the indel rate parameters when these were allowed to vary simultaneously and independently in the two regions under *H*~a~, with *M* dropping from 98 to 87. Although the *P* value from this test shows clearly that indel rates varying independently in two regions are distinct between the two regions, this distinction is not common among alignments since *m* is only 7 in this case. That is, only 8% of the 87 PIPs that expressed LR \> 0 were significant in our sample of 99 alignments, and therefore we conclude that the evidence in support of slow and fast indel rates in the two regions is weak.

Our purpose in Test 3 was to investigate potential colocation of fast substitution rates with fast indel rates. We found that the *P* value in this test remained very low after increasing the number of degrees of freedom. Of the 86 significant PIPs (*m* = 86), only 41 had the feature *ç*~(*t*~*,*~*r*)~. A sign test gave a *P* value of 0.705. This result does not provide evidence of colocation between the two rates in our non-protein coding DNA sample. We do not attribute this to the fact that we kept the indel length distribution parameter the same in the two regions. The latter was only for computational reasons. Tests (results not shown) using the protein coding data had shown that the indel length distribution parameter has no significant effect on colocation between the two rates. Nor do we attribute lack of evidence to statistical power, considering that *P* values obtained from Test 3 and from the sign test are very small and very large, respectively.

### Concordances {#Sec17}

To compute the concordance of our alignments with corresponding curated alignments, the column score (CS) defined in Thompson et al. ([@CR27]) was used. That is, $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\text{CS}} = \frac{1}{M}\sum\nolimits_{i = 1}^{M} {C_{i} } $$\end{document}$, where *M* here is the number of sites in the test alignment, and *C*~*i*~ is 1 if site *i*, *i* = 1, 2,...,*M*, is the same as the corresponding reference site, else *C*~*i*~ is 0.

For each test, in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}, concordances were computed for each alignment under both *H*~o~ and *H*~a~, but we averaged only across the *m* alignments that were significant at the 5% level. (This is the reason, for example, average concordances under *H*~o~ are different for Tests 1, 2, and 3 in Table [1](#Tab1){ref-type="table"}.) This regime provided a meaningful measure of how much additional parameters varying independently in the two regions improve average concordance. For example, from Test 2 in Table [1](#Tab1){ref-type="table"}, we can reasonably assume that allowing parameter *h* to vary independently in the two regions on its own is not likely to improve average concordance. However, average concordance appears to improve in the presence of *t* (Test 4) and in the presence of *ℓ* (Test 9) varying independently in the two regions simultaneously with *h* under both *H*~o~ and *H*~a~ in Table [1](#Tab1){ref-type="table"}.

Discussion {#Sec18}
==========

Protein Coding DNA {#Sec19}
------------------

The *M* values in Table [1](#Tab1){ref-type="table"} vary from 73 in Test 6 to 116 in Test 1. This variability shows that simulated annealing in our experiments encountered flat likelihood surfaces. As a result, the global optimum was not reached in approximately 15.6% of our optimization procedures applied to the protein data set. We attribute this optimization failure rate partly to the fact that we used the same initial values and the same default optimizer settings throughout our experiments. Although this regime led to missing data, it allowed us to reduce computational time and avoid subjectivity. Flat surfaces could also have been the result of the component under test being absent altogether in some of the alignments. Our results, therefore, are conditional on the optimization procedure detecting at least a small level of the component being present in the two aligned sequences. We do not have reason to suspect that this dependency has significantly affected our results.

The evidence in support of the two-region hypothesis is somewhat weak in the case of hydrophilicity (Table [1](#Tab1){ref-type="table"}, Test 2) and in the case of indels (Table [1](#Tab1){ref-type="table"}, Test 3). However, parameters *t*~1~ and *t*~2~ (Table [1](#Tab1){ref-type="table"}, Test 1) expressed a strong demarcation between slow and fast rates, respectively, along polypeptides. This result is in accordance with intuition, but the extremely small *P* value compared with those obtained from Tests 2 and 3 is of note. We regard this result to be the more convincing for the fact that the PMB model contains a priori information on sequence evolution. Furthermore, our *Q* matrix is fixed and the same for the two regions, with only the frequency of amino acid character emissions by the PHMMs differing between the two regions. In spite of this prior information, *t*~1~ and *t*~2~ still came out distinctly different when allowed to vary independently in the two regions. This result is strong evidence that rates of substitution in the two broad regions of the protein coding DNA sequences in our data set were convincingly below and above the average.

Using Eq. [4](#Equ4){ref-type=""} we have detected, through the *h* parameter, slices of the pairwise alignment that have a higher frequency of hydrophilic amino acids than the average measured across the entire alignment. That is, for an alignment whose LR test rejected the null, *h*~2~ \> 0.5 implied that hydrophilic amino acids were more prevalent in these slices than they were across the entire alignment. We regard these slices to be surrogates for solvent regions of the molecule. It is clear that *h*~1~ and *h*~2~ by themselves do not improve model fit in a convincing way (Table [1](#Tab1){ref-type="table"}, Test 2). However, Tests 8 and 9 (Table [1](#Tab1){ref-type="table"}) make it clear that when the indel parameters (represented jointly by *ℓ*) were allowed to vary simultaneously and independently in the two regions, while at the same time we also detected the solvent regions, improvement in model fit is highly significant. The results from these two tests are compatible with the heuristic applied in Clustal-W, whereby indels are assumed to occur more frequently in hydrophilic regions in order to "improve" the multiple alignment (Thompson et al. [@CR26]).

Tests 4 and 5 show that model fit was, once more, improved significantly when we allowed the rate of substitution to vary independently in the two regions while the model was also detecting the solvent regions. This improvement can be explained by the fact that fast substitution rates are co-located with the solvent regions. That is, by allowing the background probabilities of hydrophilic amino acids to rise above average through the *h*~2~ parameter in the fast rate region, the statistical power of the model also increases significantly as a result of the additional information in the *Q* matrix. The same result is obtained with indel rates in the fast rate region, except that here no colocation was found between solvent regions and indel lengths. Our colocation results for indels are compatible with what was reported in Pascarella and Argos ([@CR21]). That is, the solvent regions of protein coding DNA are more susceptible to indels.

Non-Protein Coding DNA {#Sec20}
----------------------

The two-region model was also a better fit to the rRNA data set (Table [2](#Tab2){ref-type="table"}, Test 1). The evidence here is more convincing, where the *P* value was essentially zero. Of note are the *M* and *m* values, which both are much higher than they were with protein data. They are 99 and 91%, respectively, of the rRNA sample size. This high rate of success demonstrates that our optimizer performed much better with the HKY model when searching for the global optimum. This is because, unlike the PMB, the HKY has a much smaller state-space, namely, four nucleotides as opposed to 20 amino acids. The HKY, therefore, has a much higher probability of selecting the true symbols at each alignment site. Improved accuracy was achieved at a cost in terms of relatively much longer computer time due to longer sequences.

The result obtained from Test 1 (Table [2](#Tab2){ref-type="table"}) was expected, following the result that had been obtained from the protein data set (Table [1](#Tab1){ref-type="table"}, Test 1). This considering also, however, the nature of RNA secondary structure. For example, it has been observed that secondary structure interactions between paired nucleotides in an RNA sequence are generally stronger when compared to interactions that determine tertiary structure in the same sequence (Matthews et al. [@CR18]). This type of interaction is essential to the stability of stem loops, and hence is highly conserved. In fact, the striking resolution between slow and fast substitution rates clearly indicates that the two rates can serve as surrogates for variations in secondary structure. That is, our method provided evidence in support of stem and non-stem regions of the RNA sequences in our sample. Since both *M* and *m* had a very high rate of success, our test suggests that this result can be extrapolated to rRNA sequences in general.

In Test 2 (Table [2](#Tab2){ref-type="table"}) we uncoupled the indel rate from the substitution rate, and then we coupled the two rates in Test 3 (Table [2](#Tab2){ref-type="table"}). The very small *m* value in Test 2, and the corresponding *P* values obtained from the two tests, makes it manifestly clear that coupling dramatically improves model fit. That is, meaningful modeling of rRNA data requires both parameters *r* and *t* to vary simultaneously and independently in the two regions. The large improvement in model fit would suggest that there was a strong correlation between these two components in our data set. However, we did not find statistical significance when we tested for positional colocation of high indel and high substitution rates. On the basis of our analyses, therefore, we are restricted to concluding that colocation of these two rates appears to be a property solely of protein coding DNA.

Concordances {#Sec21}
------------

We only measured the concordance of those alignments for which *H*~o~ was rejected in favor of *H*~a~. We then averaged concordance measures for each test in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}. This is the reason, for example, average concordances for Tests 2 and 3 in Table [2](#Tab2){ref-type="table"} are different in the last column, even though *H*~a~ is set in the same way for both tests. Note that *m* = 7 under Test 2, but *m* = 86 under Test 3. It should be clear that the average concordance measure under Test 3 is more reliable than that under Test 2. We also computed the corresponding average concordances of the same alignments under *H*~o~, and these are presented in the penultimate column of the two tables.

In Table [1](#Tab1){ref-type="table"}, the highest average concordance occurred when the substitution rate parameters and the hydrophilicity parameters were optimized simultaneously under *H*~a~ in Test 4. Here the average concordance is about 95--96%. This is a good result when compared to what is often reported in the literature. Edgar ([@CR6]), for example, reported that multiple aligners MUSCLE, MUSCLE-p, T-Coffee, and Clustal-W, all performed at about the 88% mark when benchmarked against BAliBASE alignments.

In Table [2](#Tab2){ref-type="table"}, the highest average concordance occurred under *H*~o~ in Test 2. We emphasize that this does not mean that alignments under *H*~o~ are necessarily better than the corresponding ones under *H*~a~. We suggest that the curated alignments in Test 2 were further away from the true alignments. This in view of the fact that the true alignment is a random variable, and hence it is also unobservable. For this reason, concordance measures should only be treated as a guide. All alignments---including curated (or *reference*) alignments---are statistics which, when constructed only tried to guess the true alignment. In general, therefore, preference should be given to the alignment that has been shown to be generated by a model that has stronger statistical support rather than to the alignment that has a better concordance, given the *reference* alignment.

Conclusions {#Sec22}
===========

We have evaluated the joint occurrence of indels and other attributes of biological sequences. In regard to protein coding DNA, we dealt specifically with the suggested association between indels and solvent accessibility by taking into account the hydrophilicity of amino acids in accordance with Pascarella and Argos ([@CR21]). We used a simple formulation (Eq. [4](#Equ4){ref-type=""}) to amplify the background probabilities of these amino acids whenever they were encountered at each site of the alignment by the Forward algorithm, irrespective of their frequency in each PIP. Our Eq. [4](#Equ4){ref-type=""} is naive and mechanistic, and a future study may incorporate a more informative formulation. The fact that from Test 4 in Table [1](#Tab1){ref-type="table"} only about 25% of PIPs was significant (almost half as much as those from Test 1) could be because of over-simplification in Eq. [4](#Equ4){ref-type=""}. In spite of this simplification, Test 4 shows that our model under *H*~a~ was strongly preferred against the model under *H*~o~. This is expected because the latter model assumes that hydrophilic residues have no effect on sequence evolution, which is incompatible with the results obtained from Tests 8 and 9 and corresponding tests for colocations.

We produced estimators using the Forward algorithm, along with posterior probabilities, in accordance with HMM theory (Rabiner [@CR22]). Each estimator was computed by maximum likelihood across two regions using a 2-state HMM for each PIP. Our method is superior to estimating just one parameter across the entire data set. This is because our method avoided potential effects from extreme features usually present in the data set that would otherwise bias the "averaged" estimator. Another advantage is highlighted by the fact that our method can also be generalized for the study of regional heterogeneity of substitution processes. This generalization can be achieved by employing an *n*-state, *n* ≥ 2, HMM to produce estimators across *n* regions.
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